1, INTRODUCTION
The purpose of this paper is twofold. First, we propose a nonparametric identification and estimation procedure for both the drift and diffusion functions of an It6 diffusion process based on a set of discrete sampling observations. Second, we illustrate the technique with an application to a short-term interest rate model involving Canadian daily 3-month treasury bill rates.
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An important and attractive property of the continuous-time It6 diffusion process is its closure under quite general nonlinear transformations; that is, under mild regularity conditions nonlinear functions of It6 diffusion processes are also It6 diffusion processes. Because derivative security prices can be expressed as functions of the prices of underlying assets (e.g., bond prices and bond option prices as functions of the spot interest rates), then via It6's stochastic calculus a partial differential equation (PDE) for derivative security prices can be easily derived as a result of no-arbitrage arguments or a general equilibrium approach. Based on this PDE, the prices of derivative securities can be routinely solved with certain boundary and initial (or final) conditions. From this point of view, the asset pricing and derivative security evaluation problems in finance are very well suited to the application of diffusion processes, and the modeling of asset prices, spot interest rates, exchange rates, and so forth is generally much more tractable and convenient in a continuous-time framework than through binomial or other discrete approximations.
However, identification, estimation, and hence the investigation of the asymptotic sampling properties of the continuous-time diffusion process estimators have proved to be quite difficult. These problems arise mainly due to the unavailability of the continuous sampling observations. The estimation of stochastic differential equations has been considered in the literature for many years, with most of the papers only concerned with continuous sampling observations. For instance, the nonparametric drift and/or diffusion function estimators have been proposed by Banon (1978) , Geman (1979 ), Pham Dinh (1981 , and Banon and Nguyen (1981) , whereas the pa;ametric drift and/or diffusion function estimators have been proposed by Brown andHewitt (1975) , Lanska (1979) , and Kutoyants (1984) . Estimation from a set of discrete observations can of course be undertaken by maximum likelihood (ML) estimation if the exact transitional density function or marginal density function is known. The first paper to deal with parametric estimation of the diffusion process from a set of discretely sampled observations is that by Dacunha-Castelle and Florens-Zmirou (1986) . Dohnal (1987) also considered the parametric estimation of the diffusion term and proved the local asymptotic mixed normality property of its likelihood function. Lo (1988) proposed an ML estimation method for a jump-diffusion process. Pedersen (1995) suggested an approximate maximum likelihood (AML) parameter estimator for multidimensional diffusion processes, but his framework was purely theoretical. Chan, Karolyi, Longstaff, and Sanders (1992) adopted Hansen's (1982) generalized method of moments (GMM) for the parametric estimation. Duffie and Singleton (1993) proposed an estimation method based on simulated moments of the processes. Hansen and Scheinkman (1995) , in a recent paper, formally derived moment conditions for the continuous-time diffusion process based on the infinitesimal generator. Nonparametric estimation with discrete sampling observations was first proposed for the diffusion term by Florens-Zmirou (1993) , where the drift term was left unidentified and was restriction-free. Ai't-Sahalia (1996) proposed a semiparametric estimation procedure for the diffusion term based on a para-metric drift function. Stanton (1996) constructed approximations to the true drift and diffusion.
In this paper, we develop nonparametric estimators for both the diffusion and drift functions. The nonparametric estimator for the diffusion function follows that of Florens-Zmirou (1993) , where the kernel method is used in place of the naive method (i.e., the indicator function estimator) to achieve better properties of the estimator on the one hand and to construct a nonparametric drift function estimator on the other. The proposed estimator of the drift function is new in that it combines our aforementioned estimator of the diffusion function along with the proposal from Banon (1978) and Banon and Nguyen (1981) , who developed a nonparametric drift function estimator based on known diffusion function and continuous sampling observations. The nonparametric diffusion function estimator deals with general It6 diffusion processes and avoids any functional form specification for either the drift function or the diffusion function. The estimator is based on the local-time properties of the diffusion process, derived from the expansion of the transitional density for small changes in time. It allows the model to capture the true volatility of the process.' It is shown that under certain regularity conditions the nonparametric diffusion function estimator is pointwise consistent and asymptotically follows a normal mixture distribution. The consistent nonparametric drift function estimator is derived based on the nonparametric diffusion function estimator and the marginal density of the process under stronger conditions.
Section 2 details the model along with the basic assumptions and the relationships connecting the drift term, the diffusion term, and the transitional or marginal densities. The proposed nonparametric estimators for the diffusion and drift functions are developed in Section 3. Section 4 gives the estimation results from an application of the nonparametric technique to a short-term interest rate model after first discussing various alternative specifications used in the literature. A brief conclusion is contained in Section 5.
THE MODEL: IT^ DIFFUSION PROCESS
The model specified as the underlying process of the state of asset prices, exchange rates, or spot interest rates {X,,t 2 to) in most continuous-time finance literature is a time-homogeneous It6 diffusion process represented by the following stochastic differential equation (SDE):
(1) with initial condition
where {W,, t r to) is a standard Brownian motion process or a Wiener process. The functions p ( . ) and u 2 ( . ) are, respectively, the drift (or instantaneous mean) and the diffusion (or instantaneous variance) functions of the process. The stochastic process {X,, t 2 to) defined in (1) is a one-dimensional, regular, strong Markov process with continuous sample paths and time-stationary transition probabilities. The precise interpretation of the drift and diffusion terms is u 2(x,)= lim E h+O which are means and variances of the basic random variable XI for infinitesimal changes in time. The drift term describes the movement of the process due to time change, whereas the diffusion term measures the magnitude of the random fluctuations around the drift. In terms of a local approximation, the random property of the underlying stochastic process of (1) is characterized by a Brownian motion process path. Despite the continuity, the Brownian paths are almost surely (as.) nowhere differentiable. Technically, it is to say that a Brownian motion process path is a.s. of "infinite variation" on any finite interval.
To ensure that the stochastic process defined in (1) can be applied with It8 stochastic integration, to ensure the existence and uniqueness of the solution, and also to ensure its underlying process is a regular Markov process, we need to impose some regularity conditions. Let T > 0 and p(X,) :
T] X R -+ R + defined as the limits in (3) and (4) and P (Xt+hlX,) be the transitional probability governing the Markov process XI; we assume the following.
Al. Let {F,: t E [O,T]) denote a sequence of right-continuous filtrations of sub-a-algebras of the u-field F such that (i) F, C F,y for t 5 s and (ii) F, = n,,,F,, and let W, be F,-measurable for all t E [O,T].
A2. As time-homogeneous functions, p(.) and u ( . ) are continuously differentiable and 23-measurable functions for -w < X < + a , where 23 is the u-field of the Bore1 sets on R , and A3. The initial random variable X is defined on the same space as X, in (1) and is of second order: EX2 < co.p(.) and a ( . ) satisfy the linear growth condition; that is, there exists a positive constant C for which
a.s. and also satisfy the uniform Lipschitz condition in x, that is, for x, y E R ,
-~Y ) I
-Yl for some positive constant D.
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A4. The transitional probability P(Xt+h IX,), which governs the underlying Markov process X,, is a differentiable, B-measurable function of X, for fixedXtch and Bmeasurable function of Xr+ for fixed X, and satisfies the Chapman-Kolmogorov equation and limh,o(l/h)P(IX,+h -X, 1 r eX,(w) = X,) = 0 a.s. for every E > 0, where w denotes a sample path of X,.
Conditions A1 and A2 ensure that the SDE defined in (1)can be interpreted by It8 stochastic calculus. Conditions A1-A3 ensure that the SDE has a unique solution x , (~) that satisfies as., each component of which is t-continuous over [O,T] , with J:E[x;(w)] dt < co.Conditions A1-A4 ensure that the underlying Markov process of (1) is regular such that both the Kolmogorov backward and forward equations hold true a s . Under the preceding regularity conditions for the drift and diffusion functions p ( . ) and v ( . ) and the underlying Markov process, it is shown (e.g., see Karlin and Taylor, 1981) that, under certain terminal conditions, the transitional probability density function p(X, = xjXto = xo) is the unique solution of both the Kolmogorov backward equation, and the Kolmogorov forward (or Fokker-Planck) equation, wherep(X, = x/X,, = xo) is the transitional probability density function for X, = x at time t conditional on Xto = xo, and p (X,,, = xlXto= x,) = 6(x -xo) (the Dirac delta function). This implies that the transitional probability function of the underlying Markov process of (1) is fully characterized by its coefficients under the regularity conditions. Stronger relations can be derived under the condition that the stochastic process is stationary in the strict sense or, equivalently, that there exists a stationary initial probability density p (X,) such thatp (X, = x) = Jp (XI = x 1 Xto= u)p (Xto = u) du = p(Xto= x) for any x in the state space. Under the preceding condition, let p(X,+,IX,) be the time-stationary transitional density, which is invariant of time t, of the Markov process X,; the left-hand side of the Kolmogorov forward equation becomes zero. By multiplying both terms in the right-hand side with the marginal density p(X,,) and then integrating with respect to Xto, for 0 <XI < +co (e.g., interest rates are distributed over (O,+co)), we can solve for the solution of P(X1) as with the boundary conditions p ( + a ) = pl(+oo) = 0 or u2(+oo) = u2'(+oo) = 0, where A is the normalizing constant and X O is an arbitrary interior point of the state space, that is, 0 <XO < +a. This implies further that the marginal density of the underlying Markov process of (1) is fully characterized by its coefficients under the regularity conditions. Recall that for a normal random variable its distribution is entirely characterized by its first two moments, mean and variance. Even though the underlying process generated by (1) is in general not normally distributed, because the Brownian or Wiener increments are, it turns out that an analogous property will hold for a stationary It6 diffusion process: the distribution of the process (marginal and transitional densities) is entirely characterized by the first two moments of the process, here the drift and diffusion functions. Also, with the boundary conditionp(+co) = pl(+oo) = 0, we have That is, with any functional form specification for either the drift or the diffusion term, the other term will be specified given the marginal density function of the diffusion process.
IDENTIFICATION AND ESTIMATION FROM DISCRETELY SAMPLED OBSERVATIONS
Before embarking on the discussion of estimation with discretely sampled data, we will briefly review the procedure followed when the sampling observations are continuous. Suppose that X, can be observed continuously throughout the time interval 0 5 t 5 T. Observations of this kind enable the true diffusion function u2(Xt) to be determined (at least for those states x visited by X, during [O,T] ) through which holds a s . for all t E [O,T] , where {ti = jt2-", j = 0,1,2,. . . ,2") is a sequence of divisions of the interval [0, t ] such that max{(t, -t,-,), 1 a j a 2") -+ 0 as n -+ co (see, e.g., Brown and Hewitt, 1975) . Based on the fact thatp(X,) is the limit of a conditional expectation, Geman (1979) considered the commonsense nonparametric estimator of the drift function of the following form:
where 0 < 7, -+ 0 as i -+ +co and {t,) is a sequence of random times defined by tl = inf{t r 0 : X t = x) and t,+l = {t 2 t, + 7,:X , = x). Geman (1979) proved the consistency and asymptotic normality of this estimator.
In most practical situations, however, continuous sampling of the stochastic process is impossible because the characteristic dynamics of the system can be much faster than the sampling rate. The need to estimate the parameters of a stochastic differential equation from discrete-time observations is the situation arising frequently in practical applications. The first paper to deal with parametric estimation of the coefficients of a stationary diffusion process from discrete sampling observations is that by Dacunha-Castelle and Florens-Zmirou (1986) , in which they also derived the measure of the amount of information lost due to discretization. Dohnal(1987) showed that with discrete observations of the process parameter estimation based on a formula like (9) or (10) does not give us the best results. He proved the local asymptotic mixed normality property of the likelihood function of the diffusion function and showed that we can obtain better results using this property. The method used in both papers is the expansion of the transitional density of the underlying Markov process for small changes in time. Under the condition derived in Dacunha-Castelle and Florens-Zmirou (19861, that is, nA, -+0 as n -+ co, where A, is the sampling interval, MLestimators of the parameters of the diffusion process can be defined based on the expansion of the transitional density functions. For diffusion processes with jumps, Lo (1988) derived the ML estimation method of the parameters based on the Markovian properties of the process. Lo's method, however, requires that a PDE be solved numerically per observation in order to get the transitional density of the process unless its functional form is explicitly known. Pedersen's (1995) AML estimator is applicable to multidimensional It6 parametric diffusion processes; however, his framework is purely theoretical. Stanton (1996) developed approximations to the true drift and diffusion functions and estimated these approximations nonparametrically. Also developed is the alternative "indirect inference" approach to estimating nonlinear SDE's; see Monfort (1996) for a recent review with focus on misspecified models2 A particular example of the "indirect inference" approach is the simulated GMM proposed by Duffie and Singleton (1993) based on simulated sampling paths from given parameter values. The parameter estimates are derived from minimizing the difference between the simulated moments and the sample moments. Their method requires that new sample paths be simulated every time when the parameter estimates are adjusted.
The nonparametric estimation of the diffusion term suggested by Ait-Sahalia (1996) is virtually a semiparametric approach to the identification of the strictly stationary diffusion processes. It specifies the drift as a linear mean-reverting function, that is, p(X,) = P ( a -XI). Then, based on (8), u 2(.) can be characterized through the marginal density p ( . ) and the estimates of a and P. The transitional distribution can be used to obtain consistent estimates of a and P through
which is derived from the Kolmogorov backward equation. kt-Sahalia (1996) showed that under certain regularity conditions the estimator & 2(X,) is pointwise consihtent and asymptotically normal. However, this estimation procedure has to rely on the parametric specification of the drift term and works only for the strictly stationary diffusion processes.
Another commonly used method of estimating the diffusion process relies on "discretizing" the model in order to estimate the parameters using, for example, Hansen's (1982) GMM technique (e.g., Chan et al., 1992) . As noted in the study of linear SDE's, any attempts to estimate the exact discrete model (EDM) after a reparameterization cannot be recommended, because it may cause severe misspecification due to the "aliasing problem" (Phillips, 1973; Hansen and Sargent, 1983) . %0 (1988) and others have provided the examples of inconsistent estimators based on "discretization" of It8 diffusion processes. Discretization can cause problems for GMM apart from the fact that it requires stationarity of the process for its optimal asymptotic property. Only recently, Hansen and Scheinkman (1995) derived moment conditions based on an infinitesimal generator. However, they did not discuss the issues of statistical efficiency, optimal moment conditions, or inference using moment conditions. Similar to the "aliasing problem" for linear SDE's, identifying both the drift and diffusion functions of the It8 diffusion process without any restrictions from discretely sampled data in a finite sampling period is impossible in general. Phillips (1973) pointed out the fact that, unless there are sufficient a priori restrictions on the parameters of the linear SDE's, we cannot distinguish between structures generating cycles whose frequencies differ by integer multiples of the reciprocal of the observation period. In particular, on a fixed time interval, the drift of a nonlinear SDE (univariate or multivariate) cannot be directly identified because the Cameron-Martin-Girsanov transformation can always be applied to give an otherwise unnoticeable change in the drift. Furthermore, following Girsanov's Theorem (see Oksendal, 1992) , direct identification of the drift is impossible on a fixed sampling period, no matter how small the sampling intervals are. One hope to identify the drift term, therefore, is from continuous sampling observations.
An alternative way to identify the process that is proposed in this paper is to identify the diffusion term first. The drift function can then be indirectly identi-fied, under certain conditions based on discrete sampling observations, through the diffusion function and the information contained in the marginal density function of the process. In terms of local-time properties, the drift and diffusion functions can also be expressed as
for all E > 0 and all X, in the state space. It is noted that in (1)the drift term is of order dt and the diffusion term is of order G,as
is, the diffusion term has lower order than the drift term for infinitesimal changes in time, and the local-time dynamics of the sampling path reflects more of the properties of the diffusion term than those of the drift term. Therefore, when sampling intervals are small, identification of the diffusion term is easier than that of the drift term, which suggests the possibility of identifying the diffusion term first from high-frequency discrete sampling observations.
3.1.The Nonparametric Estimator of a ' ( X , )
We propose here a nonparametric estimator for the diffusion function a 2 (~t ) of a general diffusion process based on observing X, at {t = tl, t2,. .. , t,) in the time interval [O,T] , with T 2 TO> 0, where To is a positive constant. Although all our results could be derived for nonequispaced data, the only complication being notational, for ease of presentation we will discuss only the equispaced data case. Consequently, we let {X, = X,,z,X2, , $ , . . .,X,J be n equispaced observations at {tl = A,,t2 = 2h,,, . . .,t, = nh,), where A,, = T/n. The nonparametric diffusion function estimator is developed without imposing any restrictions on the drift term. Discrete approximations of the local time of the diffusion process and the expansion of the transitional density for infinitesimal changes in time lead to the estimator. The methodology is along the lines of Dacunha-Castelle and FlorensZmirou (1986), Dohnal(1987), and Florens-Zmirou (1993) . For the purpose of estimation, we impose more conditions on the SDE in (1).
A5. p(.) is a bounded function, twice continuously differentiable, with bounded derivatives; a ( . ) is a bounded function, three times continuously differentiable, with bounded derivatives such that there exist two constants k and K with 0 < k 5 g(x) 5 K, that is, we exclude the case that at some set the diffusion process is singular with a (X,) = 0; A6. Let K(.) E ~~( 7 2 ) be a positive kernel, that is, S_", K(x) dx = 1, and continuously differentiable, with lim,,+,K(x) = lim,+-,K(x) = 0. Note that under conditions A1-A5, the stochastic process in (1) is nonsingular and has a time-stationary transitional probability function. Condition A6 imposes regularity conditions on K( .).
To define the local time process associated with X,, let I , ( [ ) be the indicator function of set A. The occupation time of X, in the set A up to time t is defined by 
x )= S,(X) is a pointwise consistent estimator of u '(x) and asymptotically normally distributed. That is, conditional on the event that x is visited, m (~, , ( x ) / u~( x ) -1 ) converges in distribution to a mixture of normal law [L7(x)] -'/'z, where Z is a standard normal random variable independent of the local time L,(x).~ The variance of &'(x) can be consistently estimated by
. Remark 1.1. It is noted that, in this estimation procedure of the diffusion function, the drift term p ( . ) is a nuisance coefficient function with no restrictions imposed on its functional form. All the regularity conditions are mild, which ensures that the nonparametric diffusion function estimator developed here works for very general diffusion processes. Remark 1.2. The estimator developed here is clearly consistent with that proposed by Florens-Zmirou (1993) , in which he defined the discrete approximation of the local time process as L'](x) = (1/2r2hn)~j!F1 I,(x,,~), where A = (xh,, x + h,), and the corresponding nonparametric estimator is constructed from the indicator function rather than a general kernel function, that is, the naive method instead of the kernel method. Even though there appears to be little discrimination among different nonparametric functional estimators on the basis of integrated mean squared error (IMSE), Kumar and Markman (1975) concluded, based on their Monte Carlo studies, that the kernel estimator with a standard normal kernel performed as well as the estimator with the optimal kernel of Epanechnikov but better than the naive estimator of Rosenblatt and the orthogonalseries estimator of Kronmal-Tartr. A well-known serious drawback of the naive method is that it is by definition not a continuous function but has jumps at the endpoints of the window and zero derivatives everywhere else. The discontinuity of the naive method could cause extreme difficulty when constructing the nonparametric drift function estimator of the diffusion process, as we shall see later in this section. In contrast, the normal kernel functional estimator has derivatives of all orders and causes no problem in the derivation of the nonparametric drift function estimator. In addition, compared to the kernel method, the naive method imposes very strong restrictions on the choice of window width, because the denominator of S,(x) has to be bounded away from zero.5
3.2.The Nonparametric Estimator of v(X,)
To estimate p(.), one could try to use the fact that p(.) can be defined as the limit in (11) or use the nonparametric estimator defined in (10) with continuous sampling observations. With discrete observations, however, these approaches are extremely sensitive to the sampling intervals and the length of the total sampling period. Our approach here is based on equation (7) or, equivalently, That is, we aim to identify p(x) by using the additional information contained in the marginal density function p(x), along with the estimated S2(x). To ensure that equation (14) holds, we need to impose the following stronger conditions on the diffusion process.
A7. The function p ( -) and a ( . ) are such the solutions of the equation are bounded and integrable on R and {X,, t 2 to)is an asymptotically uncorrelated p r o c e s~.The derivatives pl(.),cr'(.),cr"() satisfy the uniform Lipschitz and linear growth conditions. A8. p(.) is positive on the interior of its support, twice continuously differentiable with bounded derivatives.
Conditions A1-A5 and A7 ensure that the Kolmogorov forward equation has a unique fundamental solution for the marginal density and that the transitional density function converges, as the initial time to -+ -m, to a bounded and continuous limiting density, say, limh,-,p(X,IXt-h) = p(Xt), which is the asymptotic marginal density of the process defined in (1)in the steady state. The condition that there exists a stationary limiting probability density is weaker than the condition that the process is stationary in the strict sense. For asymptotic results, however, these two conditions can be considered as equivalent with the necessary condition that the initial stationary probability distribution is set to be identical to the final limiting distribution. Thus, all results obtained in Section 2 under stationarity can be used here in the asymptotic sense. Furthermore, from condition A7, a necessary and sufficient condition for a finite invariant measure, that is, a stationary limiting probability distribution p(X,), to exist is that the waiting time for a return to any interior point x of the stochastic process be finite or, in other words, the process is strongly recurrent (positive ergodic). An analytical condition for the existence of a stationary distribution consists in the C1-integrability of the function G(x) = 2/[u2(x)R(x)] (see Prohorov and Rozanov, 1969) , that is,
imposes regularity conditions on p(.).
With equation (14), because the nonparametric kernel estimator S2(x) is differentiable, estimating p(.) amounts to estimating p(x) andpl(x), or estimating Q (x) = p' (x)/p (x). Banon and Nguyen (1981) 
variance of j3 ( x ) is V [ I j (x)] = (nh,) -' p ( x ) S_", K (u)du, which can be consistently estimated by e[j3(x)]= (nh,)-'j3 (x)S-M, K 2(u)du. Furthermore, j 3' ( x ) =
pA(x) is also a consistent estimator o f p l ( x ) , and so is ~( x ) q,(x) a consistent
COROLLARY. Under the conditions of Theorem 1 and Theorem 2, @ ( x ) estimated from c ?~( x ) = S,(x) and ~( x ) = q,(x) based on (16) is a pointwise consistent estimator of p(x).
Remark 2.1. The preceding identification and estimation procedure requires minimum conditions imposed on the diffusion processes. In particular, the estimation of the diffusion function places no restrictions on the functional form of the drift term, which allows the model to capture the true volatility of the process. Remark 2.2. Compared to the semiparametric diffusion function estimator suggested by fit- Sahalia (1996) , in which the asymptotic distribution of the estimator is derived by letting the sample size increase through prolonging the observation period, that is, T + +co, the nonparametric diffusion function estimator proposed in this paper requires the sampling frequency to increase in order to obtain asymptotic results; that is, instead of T -+ fco, it requires the sampling interval A, = T/n -+ 0. The reason for different requirements here is that in the semiparametric model, with the drift function specified, the perturbation caused by the diffusion term is actually implicitly identified. In our case, where no prior restrictions are imposed on the drift term, the identification of the diffusion term has to rely on the local-time properties of the process, that is, the evolution of the stochastic process for small changes in time.
Remark 2.3. The asymptotic distribution of E(x) is complicated due to the functional form of its estimator. The variance of @(x),however, can be obtained using the S method conditional on either b ( x )or e 2 ( x ) , or otherwise unconditionally if the covariance ofb ( x )and &2 ( x ) is known. In practice, a bootstrapping technique could be used to derive the standard error of E(x).
Remark 2.4. With respect to the linear mean-reverting specification for the drift function, in addition to the restriction imposed through its functional form, our simulation results in Jiang and Knight (1996) indicated that the parameter estimators of the function are not robust in that they are very sensitive to the sampling path and/or the discretely sampled observations along the sampling path of the diffusion process.
Remark 2.5. In Jiang and Knight (1996) , a Monte Carlo simulation study is performed comparing the performance of the nonparametric diffusion function and drift function estimators along with other commonly used parametric estimators in models with explicit transitional density functions. It is noted that both the nonparametric diffusion function estimator and the drift function estimator performed extremely well in these comparisons.
APPLICATION OF THE NONPARAMETRIC ESTIMATION TO A SHORT-TERM INTEREST RATE MODEL
Many models have specified the interest rate diffusion process parametrically or semiparametrically in order to implement common estimators-for example, the GMM, nonlinear least-squares, or ML method. Table 1 lists alternative specifications of the short-term interest rate models in the literature. A few of these models are worth a little discussion here. The Vasicek (1977) Merton (1973 ) u Vasicek (1977 0-CIR SRa (1985) ax,'/' Dothan (1978) uxt GBMb Black-Scholes (1973) uXr Brennan-Schwartz (1977 ax1 Cox (1975) and Cox and Ross (1976) ux: Ai't-Sahalia (1996) semiparametric "The Cox-Ingersoll-Ross (1985) squared-root diffusion function model. bThe geometric Bsown~an motion model introduced by Black and Scholes (1973) and also by Marsh and Rosenfeld (1983) . 'The Cox-Ingersoll-Ross (1980) Cox (1975) and Cox and Ross (1976) .
the marginal density is a gamma distribution in the steady state. The Black and Scholes (1973) model, also considered by Marsh and Rosenfeld (1983) , is a geometric Brownian motion (GBM) process and assumes that the short-term interest rate has log-normal transitional densities. A more general parametric model for the diffusion term is the constant elasticity of variance model introduced by Cox (1975) and Cox and Ross (1976) . All these parametric models are nested within the following model with various parameter restrictions:
The functional forms of the transitional densities corresponding to this model, however, are not known explicitly. For a more detailed comparison of the parametric models, refer to Chan et al. (1992) . The Art-Sahalia (1996) model specifies the drift term as a mean-reverting linear function, as in most of the literature, and the diffusion term as a semiparametric function of X,. It is noted that some of the preceding processes are nonstationary (e.g., the Merton model, the Dothan model, the Black-Scholes model, the Cox-Ingersoll-Ross variable-rate model, the constant elasticity of variance model), whereas some of them are stationary in the steady state when to -+ -a(e.g., thevasicek model with b < 0, the Cox-Ingersoll-
Ross squared-root model with b < 0, X, 2 0, 2a > a', the Brennan-Schwartz model with a > 0, X, 2 0). The Kit-Sahalia model is stationary by construction.
The implications of different specifications for the underlying process can be derived from our discussion in Section 2. For the diffusion process defined in (1), under regularity and certain terminal conditions, there is a unique representation of the transitional probability function P(X,+,IX,) given the drift and diffusion functions p((. and u (.). For instance, the Brownian motion process, the Brownian motion with drift process, and the Ornstein-Uhlenbeck process all have Gaussian transitional densities determined by the parameters of the drift and diffusion functions; the GBM process has log-normal transitional densities; and the CoxIngersoll-Ross squared-root process has noncentral chi-square transitional probability density with X, taking nonnegative values.
Furthermore, if the process is stationary in the strict sense, with any specification of either the drift or the diffusion term, the other will also be specified through equation (7) or (8).For instance, if we specify the drift term as a constant, that is, p(X,) = p, it implies that a '(X,) = 2p[(P (X,))/(p (X,))], where P(X,) and p(X,) are, respectively, the marginal cumulative distribution and probability density functions. If we impose the linear specification of the drift term, that is,
where Y, is a random variable with probability density function fyt(y,) = p(y,)/ P(X,), 0 5 y, r X,. Similarly, any specification of the diffusion term would lead to the corresponding specification for the drift term. For instance, if we specify the diffusion term as a constant, that is, u(Xt) = u , it implies that p(X,) = ( u 2/2) [(p I (X,))/( p (X,))]. If we specify the diffusion term as the squared root of the level of the stochastic process, that is, u(X,) = UX,"' , it implies that p(X,) = (a2/2)(1 + X~[(P'(X,))/(P(X~))~. Most of the models specify the drift term as a linear mean-reverting function p ( a -X,) with p > 0, which was first proposed by Merton (1973) .The rationale behind this specification is that the interest rate is elastically attracted to its equilibrium value; in other words, the instantaneous drift p ( a-X,) represents a force that keeps pulling the process toward its long-term mean a, with magnitude proportional to the deviation of the process from the mean. It is the diffusion element that causes the process to fluctuate around the level a in an erratic but continuous fashion. However, it is never claimed that this identification for the stochastic process represents the best description of the spot rate behavior. Actually, for any stationary diffusion process X,, because E [dX,IX,] = p (X,) dt and E [dX,] = 0, we can conclude that any linear specification of the drift term, a + bX, with b < 0, will always lead to mean reversion. The drawback of this specification is that with the diffusion term specified to describe the local behavior of the "fluctuations" of the stochastic process, the drift term thus specified complies more with the long-term feature of the stochastic process. It makes these two specifications inconsistent and thus fails to provide a desirable representation of the local-time behavior of the process. The main reasons that most models impose strong parametric restrictions on the diffusion process are the following. First, to derive the exact pricing formula for the derivative security, the explicit functional form of the Markov transitional probability density is required. Second, from an econometric point of view, little progress has been made with the identification and estimation of a general continuous-time diffusion process. Thus, most researchers have constrained their models to be simple in order to use available estimation methods.
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January 2, 1982 -January 31, 1995 FIGURE 2. First difference of Canadian daily 3-month T-bill rate.
In Section 3, we developed nonparametric estimators for both the diffusion function and the drift function. Thus, the spot interest rate model can also be identified nonparametrically based on discretely observed data. In this section, we apply the nonparametric technique to a short-term interest rate model. The short-term interest rate used for the model estimation is the Canadian 3-month treasury bill rate. The data are daily and cover the period from January 2, 1982, to January 31, 1995, providing 3,268 observations in total.' All the data are quoted as the midpoints between bid and asked prices at the close of the business day to capture the volatility of the short-term interest rates from day to day. All spot rates are expressed in annualized form, representing the continuously compounded rates computed daily by the Bank of Canada8 Monday is taken as the first day after Friday. Although weekend effects have been documented extensively for stock prices, there does not seem to be a conclusive weekend effect in spot interest rates. The time series daily data and its first difference are plotted in Figures 1  and 2 . Table 2 shows the means, standard deviations, and part of the first 11 autocorrelations of the daily rates and the daily changes in the spot rates. The unconditional average level of the daily rate is 0.0926, with a standard deviation of 0.0274. Although the autocorrelations in the interest rate level decays very slowly, those of the day-to-day changes are generally small and are not consistently positive or negative. The results of a formal augmented Dickey-Fuller nonstationarity test are also reported in Table 2 . The null hypothesis of nonstationarity is rejected at the 10% significance level. Because the test is known to have low power, which " X ,denotes the daily 3-month treasury hill rate. X,,, -X, denotes day-to-day change of the daily 3-month treasury bill rate. p, denotes the autocorrelation coefficient of order j. The augmented Dickey-Fuller test statistic is com- /use(Cu1) in the model AX, = a, + a , X , _ , + E;=, y,AX,-, + t,(see, e.g., Harvey, 1993) . Thevalue of p is set as the highest siguificant lag order (using an approximate 95% confidence interval) from either the autocorrelation function or the partial autocorrelation function of the first differenced series (uplo a maximum lag order of tt%).The justicication lor using the Dickey-Fuller table when the residuals are heteroskedastic and possibly serially dependent is provided by Phillips (1987) .
is the probability of rejecting the null hypothesis when it is not true, a rejection suggests that stationarity of the series is very likely. The nonparametric kernel estimator of the marginal density of the daily spot interest rate, with 99% pointwise confidence band, is reported in Figure 3 . The nonparametric density is estimated with Gaussian kernel and the optimal window width, which minimizes the IMSE. The large sample size makes it possible to estimate the density very precisely. Noticeable features of the nonparametric density function include its nonnormality and the flat tails on both sides. It could be interpreted as a mixture of four unimodal densities with modes around the values of 0.06,0.09,0.12, and 0.15. Two unimodal densities on the tails look flatter than the other two in the center. Most of the low observations in the data set were recorded after 1992, and most of the high observations in the data set were recorded before 1983 and around 1989. Whether these subperiods should be included in the sample depends on one's view regarding the likelihood that these low or high interest rates would occur again in the future. Figure 4 also reports the Gaussian and gamma marginal densities of the spot rate corresponding to the Omstein-Uhlenbeck model and Cox-Ingersoll-Ross squared-root model; the respective parameter values are obtained from the GMM estimation of the models. Compared to the Gaussian and gamma densities, the nonparametric density exhibits more variations and two longer tails for low and high values of interest rates. Figure 5 plots the nonparametric estimator, with 90% pointwise confidence band, of the diffusion function of the short-term interest rate model. It has three important features. First, the 90% pointwise confidence band, which reflects the quality of the estimation, is narrower in the middle but tends to get wider dramatically toward the two ends for the lack of enough observations around the high and low levels of interest rates. Second, the diffusion function exhibits noticeable variations from low to high values, which provides the evidence to reject the constant or flat diffusion function specification as in the Vasicek (1977) model. Third, not only does the diffusion function not look flat, it does not look linear either. Rather, it shows the shape of a "saddle" or "smile," with both low and high interest rates showing higher volatilities and the medium interest rates showing relatively lower volatilities. This provides the evidence to reject the Cox-IngersollRoss (1985) squared-root model specification, which expects that high interest rates should vary more than low interest rates. Given the estimated nonparametric marginal density function of the spot interest rate and the nonparametric diffusion function, the estimated nonparametric drift function is given in Figure 7 . The pointwise confidence band of the drift function estimator is estimated here using the boot-strapping method. Compared to the linear mean reverting specification in the Ornstein-Uhlenbeck process, the Cox-Ingersoll-Ross squared-root process, and the fit-Sahalia (1996) semiparametric process, the nonparametric drift function shows more variations and exhibits no consistent overall mean reverting property. Mean reversion occurs only when interest rate levels are very high or very low. Table 3 and Figures 6 and 8 give the comparisons of the estimates of the diffusion function and drift function for different models with different estimation methods, that is, the GMM estimation results for the Ornstein-Uhlenbeck process, the GMM estimation results for the Cox-Ingersoll-Ross squared-root model, the nonlinear least-squares and semiparametric estimation results for the Ai't-Sahalia (1996) semiparametric model, with the nonparametric estimation results of both the diffusion function and drift function for the nonparametric model. 
CONCLUSION
In this paper, we have proposed a consistent nonparametric diffusion function kernel estimator with asymptotic normal mixture distribution for a general It8 diffusion process under mild regularity conditions. The estimator is developed without imposing any restrictions on the functional form of the drift term, so that it captures the true volatilities of the process. Under the condition that the process
Annualized S~o t Interest Rate FIGURE 6. Alternative diffusion functions: nonparametric, semiparametric, linear, and constant diffusion functions. is strictly stationary or approaches a limiting stationary distribution, a consistent nonparametric drift function estimator is also derived based on the nonparametric diffusion function estimator and the nonparametric kernel estimator of the marginal density function.
." An application of the nonparametric identification and estimation technique for the diffusion process is undertaken to a short-term interest rate model involving the Canadian daily 3-month treasury bill rate. The nonparametric estimators of the drift function and diffusion function provide evidence for rejecting the common parametric specifications of both functions. This suggests that it will be worthwhile to apply the nonparametric technique to identify and estimate the underlying stochastic process of asset prices or interest rates in order to more precisely price derivative securities, evaluate contingent claims, design optimal hedging strategies, and so on. Further research can also be undertaken in extending the nonparametric identification and estimation technique to the multidimensional It8 diffusion process.
NOTES
1. This property is of primary importance in the modeling of the spot interest rate process because, as Chan et al. (1992) also pointed out, the volatility of the riskless interest rate is one of the key factors determining the value of contingent claims. In addition; optimal hedging strategies for riskaverse investors depend critically on term structure volatility.
2. We thank Peter Phillips and one of the referees for bringing to our attention the papers by Monfort (1996) and Stanton (1996) .
3. Much earlier, Bartlett (1946) considered the problem of estimating the parameters of the general single first-and second-order SDE's from samples of discrete observations. He showed that estimates obtained through discretization are seriously biased and the bias does not tend to zero as the observation interval does.
4. The rate of convergence to the normal law is a random variable linked to the local time of the diffusion or to its suitable discrete approximation. This can also be interpreted as a convergence to a mixture of normal law.
5. As one of the referees points out, according to variance, the optimal kernel is the indicator function by Gaussian-Markov-type arguments, but according to MSE, a general kernel function is usually superior to the indicator function. Further study could be undertaken to characterize the asymptotic bias and variance of the diffusion function estimator in order to obtain the optimal bandwidth to balance bias and standard deviation.
6. Banon and Nguyen (1981) showed that a stationary Markov process satisfying a certain mixing condition, namely, the G2condition of Rosenblatt (1971) , can be interpreted as an asymptotically uncorrelated process. The condition Gzis used to obtain asymptotic properties ofthe marginal density estimator based on continuous observations. 7. It is believed that there is no regime switch for Canadian monetary policy over this period. 8. It is noted that the measurement error of the daily rates due to different maturity lengths within 1 week is minimal and can be ignored.
where B, is a standard Brownian bridge, G ( x )= J '$b(u) du, and h = f (b2+ b f ) .We now introduce the following notation, and prove the following two propositions; the structure of proof follows that of FlorensZmirou (1993) .
PROPOSITION 1. Ifthe sequence h,, is such that nhz tends to zero as n tends to infinity, then V,"(x) converges, in the L2sense, to a 2 ( x ) L , ( x ) .
That is, S,(x) is a consistent estimator of a (x).
Proof. Under assumption A8 on K ( . ) ,considering the fact that the local-time random variable L,(x) can be constructed as the density of the occupation time LA(t)in the sense that L,(t) = JAL,(u) du, it is easy to see that L:'(x) converges a s . to L,(x) when n tends to infinity and h, tends to zero (sufficiently h, tends to zero and nh, tends to infin?ty); therefore, we shall only need to prove that K(x/h,) = 0, and the second and fourth integrals of the preceding expression are finite, we can modify the preceding expression by replacing the bounds of the first and third integrals with -Clz,and Chn (C >0)and define I,, (C,i,j ) as
such that for every E , > 0 and h, > 0 there exists a constant C > 0 to satisfy with EnE, < +a. Furthermore, let a < $.Denote by I, (C,a, i,j ) the preceding expression with the bounds of the second and the fourth integrals replaced by the bounds -n" and n". That is, 1.2)-(A.1.3) and (A. 1.4)-(A.1.7) , we complete the proof of Proposition 1. Proof. Denoting by Ei,. the conditional expectation with respect to the filtration 6%= u (Xu; u I i/n),which is generated by X, up to i/n, we need to use the following results: If h, is a sequence such that nhi tends to zero as n tends to infinity, then (a) ~k i -' E,,,,(m,_l) converges in probability to zero, (b) C k i - ' E,,, ( m L ,) converges in probability to a " x ) L,(x), (c) ~k i -E,,. Im,+ 1' converges in probability to zero, and We now have shown that under conditionsA1-A5 andA8, sufficiently as h, -+0, nh,,+ +a, and nh: + 0, S,(x) is a pointwise consistent estimator of a 2 ( x ) .To complete the proof of Theorem 1,we further show the convergence in distribution of S, ( x ) as n tends to infinity. We denote by &W the filtration generated by W; assumptionsA1 andA2 imply that E &". Therefore, following Proposition 2, we deduce that B, and Lr(x)are mutually independent. From the preceding, we also have that MF converges in distribution to m ) a 2 ( x ) z , where Z is a normal random variable independent of L(x),as we can write
Because L"(x) converges in probability to L(x),from (A.l.lO) we can conclude that M , " / ( u( x ) m )and therefore JN,"([(S,(X) Given equispaced discrete observations of X, at {tl = An, t2 = 2A,, . . . ,t,, = nA,) in the time interval [O,T] ,with A, = T/n and T 2 To > 0, where Tois a positive constant, we define H(h(s))= l / h ( s )as in Banon (1978) and construct the following discrete kernel estimators xr=(l/nlz,) K((X,j,, -x)/h,) and x:=,(l/nh;) K' ((x,,,, - 
)/ (h(s))) ds and [SAh(s)H(h(s)) dsl-'S6[(H(h(s)))/(h(s))IK'((X,
-
