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in our striving to understand the 
evolution of sensory systems and 
the evolution of animal ecology and 
life history. 
The next section focuses on 
signalling and communication 
between organisms. As well as 
thoughtful coverage of the issues 
of honesty and deception that 
have dominated this field, there is 
a refreshing integration of this with 
issues of the costs and effectiveness 
of signalling and receiving, and tight 
focus on linking theory to promising 
model systems. In the final part of 
the book Stevens deals with larger 
scale issues in adapting to the 
environment and in how sensory 
systems may often be implicated 
in diversification and speciation. 
This section makes very effective 
back-referencing to the issues 
considered in previous sections to 
construct a genuinely holistic view 
of the place of the senses is large 
scale ecological and evolutionary 
processes. 
Although the book is primarily 
aimed at practising researchers, 
the clear writing, lavish use of full 
colour figures, and careful coverage 
of fundamental concepts with clear 
definitions of each, means that this 
book could also function effectively 
as a course text. I personally am 
using it as the basis for a series of 
lectures to zoology, marine biology 
and general biology students 
on sensory ecology. I think such 
courses should be broadly attractive 
at late-undergraduate or early-
postgraduate level because sensory 
ecology is such an inherently 
interdisciplinary subject, it provides 
an ideal vehicle for encouraging the 
type of integrated understanding 
that we value in young researchers 
but that increasingly modularised 
undergraduate courses can struggle 
to deliver. 
If there is one issue that might 
constrain the development of 
sensory ecology as a powerful 
scientific discipline it’s our lack of 
understanding of how the nerve 
impulses delivered by sensory 
systems are utilised in the brain. 
In truth, much research in this 
area takes the black box approach 
of linking sensory stimulation to 
resultant changes in behaviour, 
bypassing attempts to understand 
the mental processes in between. 
This does limit our ability to 
understand selective forces on 
sensory systems, since we do 
not have a good grasp of how the 
brain could cope with different sets 
of stimuli to those we currently 
observe, and to what extent sensory 
processing and other brain functions 
co-evolve. This problem is not 
peculiar to non-humans — the brain 
is certainly the least understood 
aspect of our own bodies. However, 
in research on human brains we 
believe that recent technological 
breakthroughs in brain activity 
measurement can allow great leaps 
in our understanding.
This hope was brought into 
focus earlier this year by President 
Obama’s launch of the Brain (Brain 
Research through Advancing 
Innovative Neurotechnologies) 
Initiative, to which he has committed 
$100m of federal funding. There is 
no fundamental physical reason 
why those same technologies 
cannot be used to strengthen our 
understanding of non-human brains. 
Indeed, ethical reasons may mean 
that many experiments involving 
experimental control of sensory 
stimulation over ontogeny can only 
be contemplated in non-humans. 
President Obama described 
increasing our understanding 
of the human brain as one of 
the grand challenges of the 21st 
century. I suggest that extending 
that understanding to non-humans 
is an equivalent challenge, with 
huge implications for animal 
welfare and how we feel about our 
treatment of non-humans. These 
two books should be valuable aids 
respectively in helping the general 
public to understand the value 
of such work, and enthusing and 
empowering scientists to tackle 
these challenges. 
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What got you interested in 
neuroscience in the first place? I 
started my undergraduate study at 
the University of California, Davis 
in chemical engineering. My father 
was a chemical engineer and I was 
familiar with his work from many 
conversations around the dinner table, 
so I thought this was a good place 
to start. Like many undergraduates, 
however, I became more interested 
in mental processes. I took some 
psychology courses, but my leanings 
were more toward the biological basis 
of brain function. There wasn’t really a 
field of neuroscience at that time, so 
I changed my major to what seemed 
like the closest topic, biochemistry.
Were you able to study neuroscience 
in graduate school? I guess I am 
showing my age, but neuroscience 
still wasn’t a dominant field. I enrolled 
in the Physiology Ph.D. program  
at the University of California,  
San Francisco. During my first year 
of graduate school I worked with 
Ben Libet; he was working with a 
Current Biology Vol 23 No 11
R468neurosurgeon at the time on the 
timing of the awareness of sensation. 
Libet also did ground-breaking 
experiments on the awareness of 
intention, which he found, at least 
in his task, appeared to come after 
the initial plan for movement. The 
philosophical implication from his 
study was that the sense of free will 
was not causal to action planning. 
Unfortunately, he wanted me to 
work on his other topic of interest, 
neural transmission in the superior 
cervical ganglion. This topic was a 
bit far from my interests, so after a 
few months I switched labs to work 
with Mike Merzenich on the auditory 
cortex. In Mike’s lab I acquired a 
strong understanding of cortical and 
subcortical anatomy and physiology 
as we traced cortical connectivity 
and demonstrated reciprocal circuits 
within auditory pathways from the 
midbrain to the thalamus to cortex 
and back again. 
What was your next move after 
auditory cortex? In graduate school 
I read extensively on neurological 
deficits from cortical lesions. I found 
the deficits from posterior parietal 
cortex (PPC) lesions to be particularly 
fascinating. For example, with Balint’s 
syndrome, which occurs with bilateral 
lesions of the PPC, patients have 
difficulty moving their eyes voluntarily, 
cannot reach accurately to objects 
in their peripheral visual fields, and 
cannot perceive more than one object 
simultaneously. Another interesting and quite common deficit is neglect, 
in which subjects are unaware of half 
of visual space. At the time Vernon 
Mountcastle, the discoverer of the 
cortical column, was beginning 
seminal studies on the PPC at Johns 
Hopkins. He was recording single 
cells from awake, behaving monkeys, 
a new technique that opened a 
novel window on cortical activity. 
As Merzenich had been a student 
of Mountcastle’s, he recommended 
me to him for postdoctoral study. In 
fact, because I often worked nights 
given the size of Merzenich’s lab, 
he thought Mountcastle would train 
me to have a more regular schedule 
(which he did!). 
How has the view of the PPC 
changed during your studies? 
Originally the PPC was believed 
to be a large sensory area which 
combines different sensory modalities, 
produces the perception of space in 
an extrapersonal representation, and 
directs attention in space. When I 
started my lab we originally examined 
how space is represented in PPC. We 
found that the sensory responses are 
multiplicatively modulated by eye and 
body position signals, a phenomenon 
we named gain fields. Subsequent 
studies showed that the gain field 
mechanism is found throughout cortex 
and appears to be a general method 
for computation. Moreover, data 
suggest that gain fields are important 
for spatial perception, motor control, 
navigation, and object recognition.
Perhaps the most dramatic change 
in the view of PPC has been the 
finding that it also has activity related 
to movement, intention, planning, 
and decision making. These findings 
emphasize its motor functions and 
are consistent with the view that it 
forms a bridge for sensory-motor 
transformations.
What do you mean by ‘intention’? 
Circling back to Libet, we consider 
intention as he did in his studies as 
referring to a specific movement plan, 
not a more global purpose or attitude. 
Interestingly, we find that plans for 
movement are represented in PPC 
and can be maintained in the activity 
of neurons for many seconds before a 
movement is made. 
Attention versus intention, which is 
it for the PPC? It is often difficult to 
dissociate attention from intention, because they both generally co-occur 
in natural behaviors. For instance, 
we attend to the location in which we 
plan to look or reach. The problem is 
similar to separating attention from 
conscious awareness. In our case, 
we have been able to achieve the 
separation of attention and intention 
by demonstrating a map of intentions 
within the PPC. We have found one 
area to be specialized for planning eye 
movements and another for planning 
reach movements. Other labs have 
found an area in PPC specialized 
for grasp. Because attention is 
allocated for looking and reaching, 
we can dissociate it from planning as 
attention does not specify the type of 
movement but intention does. 
Who influenced you most in your 
career? I have been very fortunate 
to have trained and worked with 
some of the giants in neuroscience. 
As mentioned above, I did my PhD 
with Mike Merzenich and my postdoc 
with Vernon Mountcastle. Mike 
was one of the key inventors of the 
cochlear prosthetic and made seminal 
discoveries on cortical plasticity. 
He taught me the importance of 
‘thinking big’ and pursuing important 
questions. Vernon introduced me to 
the study of the PPC, where he had 
laid the foundation for the study of 
this most interesting area. Vernon 
had a tremendous knowledge of the 
history and founding researchers in 
brain science which he shared daily, 
providing me with valuable insight into 
how the field was formed and how it 
had progressed in the 20th century. 
When I was a junior faculty 
member at the Salk Institute, Francis 
Crick took me under his wing and 
introduced me to the leaders in the 
newly emerging field of computational 
neuroscience, including Tommy 
Poggio and Shimon Ullman. Francis 
instilled the importance of having 
a strong theoretical framework and 
sense of timing in research. Emilio 
Bizzi, a founder of the field of motor 
control, introduced me to the motor 
system when I was at MIT. He was an 
exemplary department chair and is 
a continuing model of service to our 
profession. 
There is much emphasis these days 
on translational research: how has 
this trend affected your research? 
Because my research has focused 
on cortical function at a very basic 
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to go rapidly to food which they’d 
evidently noticed earlier. The learning 
that happened without any immediate 
reward was called ‘latent learning’. 
Can you put that in cognitive terms? 
Once you think of animal behaviour 
in information-processing terms, the 
need for something like curiosity 
becomes obvious: whether learning 
is ‘latent’ or not no longer matters. 
The point is that, barring animals with 
the very simplest of lives (limpets?), 
information is power. Information-
gathering is worth doing, even if there 
are no obvious payoffs at the time, as 
long as getting it is not unduly costly 
or risky. Storing information in memory 
is cheap, and you never know when a 
little knowledge may come in handy: 
such as when a psychologist suddenly 
deprives you of food, and puts 
you back in that maze where you’d 
happened to notice some cheese….
So is curiosity just as valuable for 
all species? Think of all the old 
saying: Curiosity killed the cat. Or 
what happened to Pandora, when her 
curiosity got the better of her and she 
opened the box. Investigating things 
you don’t know about, places you 
don’t need to go, individuals you don’t 
need to meet, may have significant 
costs (Figure 1). For genetical 
selection to favour curiosity, biological 
function must trade-off against 
costs. So, what is ‘unduly costly’ will 
depend on an animal’s ecology. The 
white rat, that favourite animal of 
behaviourist studies, is a domestic 
version of Rattus norvegicus, a 
species that has colonized the globe 
from obscure origins in Central Asia, 
by adapting and exploiting human 
ways: a superb generalist. Generalists 
need to respond rapidly to changing 
environments, so it pays to explore 
the world and build up a mental model 
of what is where and how to get there. 
In animal learning terms, getting 
extra information is ‘rewarding’: 
animals like rats will work for it. 
Monkeys will too, as demonstrated by 
some original experiments in which 
monkeys proved willing to work in 
order to open a blind — which gave 
them nothing more than an open 
view. The monkeys in question were 
Macaca mulatta, the common monkey 
of northern India: another generalist, 
well able to colonize cities as well 
as jungle. Species with very specific 
niches may be rather more risk-averse 
Animal curiosity
Richard W. Byrne
What is curiosity? If animals only 
behaved according to basic principles 
of survival and reproduction, their lives 
would be entirely filled with the search 
for key resources: finding food, drink 
and mating partners; avoiding undue 
risks, even when asleep; building 
up useful relationships; rearing 
offspring; and all the other utilitarian 
and essential functions biologists 
study. But sometimes animals also 
do something else: they explore 
objects they haven’t seen before, 
they play around with all sorts of 
apparently ‘useless’ things (Figure 1). 
It is tempting to think that, just like 
us, non-human animals — or at least 
some of them — show interest in the 
world ‘for its own sake’. Humans, 
especially scientists, are quite proud 
of their curiosity. Niko Tinbergen 
entitled his popular book on the then-
new discipline of ethology, Curious 
Naturalists; NASA calls its immensely 
sophisticated Mars exploration 
vehicle ‘Curiosity Rover’. Should we 
accept that animals can also show a 
sort of scientific motivation, a simple 
curiosity about how the world is?
Isn’t this what people used to call 
exploratory behaviour? Well yes, 
in part. When animal psychology 
was dominated by behaviourism, 
large numbers of smart people were 
watching animals do things, albeit 
within the confines of very restrictive 
test apparatus: inevitably they saw 
cases of animals exploring without 
evident reward or obvious primary 
motivation. In fact, the dominating 
theory of animal learning by 
instrumental conditioning — ‘trial and 
error learning’ — actually required 
that animals explore (make ‘trials’) 
in order that some of their actions 
could be ‘reinforced’ by a desirable 
reward. If a rat is made hungry, 
naturally it explores to find food; if 
it is made thirsty, it explores to find 
water; but rats explore anyway. In one 
of the classic experiments from the 
early days of psychology, rats were 
allowed to wander around a maze 
when satiated. Then, tested later after 
becoming hungry, they were found 
Quick guidelevel, early in my career I thought that my efforts would essentially 
contribute to general knowledge in 
the field. However, new technologies 
have led us to exciting efforts that 
are translational in nature. The 
development of array recording 
from populations of cortical neurons 
has enabled us to develop neural 
prosthetics that will be able to decode 
the intents of paralyzed patients so 
they can operate assistive devices 
such as robotic limbs and computer 
tablets. 
How is your approach to neural 
prosthetics different from others? 
Other efforts have targeted the motor 
cortex and used the movement 
execution signals for prosthetic 
control. In our case, we are using 
the more cognitive intent signal from 
the PPC. These signals may be more 
intuitive and versatile for the patients, 
because they represent the goals of 
the subject and not the exact details 
of how to control the now paralyzed 
limb. 
What are the biggest challenges 
in your field for the future? How 
cortical areas code information 
in populations of neurons is an 
important question that is just now 
beginning to be addressed. Previous 
work in the field has largely focused 
on the activity of single cells. Also, 
little is known about cortical circuits 
within the cortical column (what 
does the cortical column do?) or how 
different nodes of a circuit in different 
parts of the cerebral cortex transfer 
and transform information. In terms 
of neural prosthetics, an important 
goal is to provide somatosensory 
(touch and position) information 
back to the paralyzed subjects for 
operating robotic limbs. The only 
feedback currently available to a 
quadriplegic patient operating a 
robotic hand is vision; however, to 
be able to dexterously manipulate 
an object requires somatosensory 
feedback. We are now exploring 
sensorizing the robotic hand and 
using the sensor outputs to guide 
cortical stimulation through arrays 
of electrodes implanted in the 
somatosensory cortex in order to 
provide somatosensory feedback. 
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