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ABSTRACT
Using the recently proposed differential hierarchy (Z-expansion) technique, we obtain a general expression for the HOMFLY
polynomials in two arbitrary symmetric representations of link families, including Whitehead and Borromean links. Among other
things, this allows us to check and confirm the recent conjecture of [1] that the large representation limit (the same as considered
in the knot volume conjecture) of this quantity matches the prediction from mirror symmetry consideration. We also provide,
using the evolution method, the HOMFLY polynomial in two arbitrary symmetric representations for an arbitrary member of the
one-parametric family of 2-component 3-strand links, which includes the Hopf and Whitehead links.
In [1] the mirror symmetry was extended to include augmentation varieties of links. This allowed the authors
to make a non-trivial prediction about the Ooguri-Vafa partition function of the Whitehead link in the volume
conjecture limit [2]. As rightly noted in [1], the parallel recent progress1 in knot/link polynomial calculus in [8]-
[30] would allow one to test this conjecture by comparison with exact formulas for the corresponding HOMFLY
polynomials. In this paper we make this comparison and indeed confirm the AENV conjecture.
1 Calculations of colored HOMFLY polynomials
In this paper, results are reported only for symmetric representations Sr, Ss and St, since only these are relevant
for comparison with [1].
We used two ways to calculate the answers for the HOMFLY polynomials and two ways to represent them.
Calculations are based on the R-matrix approach [7, 13] and use either the cabling method a la [28, 30] or
the eigenvalue hypothesis of [16]. The latter method is technically much simpler, but currently applicable only
to the case of r = s = t, hence, it was mainly used to check the results of the former one.
The answers are represented either in the differential hierarchy (Z-expansion) form of [14, 24], which is
convenient to control the representation dependence, or in the evolution based form of [18, 29], convenient
to control the dependence on the shape of the knot. These two representations look very different, but in
every particular case one can easily convert between them. Also both of them are useful for transition to
superpolynomials.
In practice, the calculations were performed for a few low values of r, s, t. Using the modern version of
cabling approach, developed in [28, 30] on the base of [13], and ordinary computers, one can handle up to
12-strand braids, which means r+ s+ t ≤ 12 for the three strand knots and links, while the eigenvalue method
of [16] allows us to reach the level of r = s = t = 4 easier. After getting these explicit formulas, we converted
them into a differential expansion form a la [14, 24]. As usual, such formulas in symmetric representations have
a pronounced q-hypergeometric form (in accordance with a generic statement of [31]) and are easily continued
to arbitrary values of r, s and t.
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1This progress is achieved on the route proposed long ago by the seminal papers [3]-[7].
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Figure 1: These are three simplest links. The leftmost figure shows the two-component Hopf link with the braidword σ2
1
. The one
in the middle is the two-component Whitehead link with the braidword σ1σ
−1
2
σ1σ
−1
2
σ1. The rightmost link is the three-component
Borromean rings link with the braidword σ1σ
−1
2
σ1σ
−1
2
σ1σ
−1
2
In this way, we generalize the convenient expression for the Hopf link,
HHr,s = 1 +
min(r,s)∑
k=1
(−1)kA−kq−k(r+s)+k(k+3)/2
k−1∏
j=0
{qr−j}{qs−j}
Dj
(1)
to obtain formulas in the case of the Whitehead link,
HWr,s(A, q) = 1 +
min(r,s)∑
k=1
1
Akqk(k−1)/2
D−1
Dk−1
k−1∏
j=0
Dr+jDs+j
Dk+j
{qr−j}{qs−j} (2)
and of the Borromean rings:
HBr,s,t(A, q) = 1 +D−1
min(r,s,t)∑
k=1
(−)k{q}k [k]!
Dk−2!(
D2k−1!
)2 k−1∏
j=0
Dr+jDs+jDt+j{q
r−j}{qs−j}{qt−j} (3)
Here {x} = x − x−1 and Dk = {Aq
k}. These expressions are manifestly symmetric under the permutation of
r and s or r, s and t. These results did not appear in literature so far 2 and were tested at particular values
of r, s and t indicated above (the Whitehead HOMFLY polynomials were calculated up to r + s ≤ 12 and the
Borromean ones up to r + s+ t ≤ 12).
These answers are the normalized HOMFLY, obtained by division over a product of two or three unknots
S∗rS
∗
s or S
∗
rS
∗
sS
∗
t , where the quantum dimension
S∗r =
r−1∏
i=0
Di
{qr−i}
(4)
Note that in the case of links (not knots), the normalized HOMFLY is not a polynomial. The first term is unity,
as conjectured in [29], this is a generic feature of normalized knot polynomials in the topological framing.
In the paper, we also apply the evolution method of [14, 29] to the family of 2-component 3-strand links (see
Figure 2), which includes the Hopf link, the Whitehead link, L7a6, L9a36, L11a360 etc in accordance with the
classification of [33]. In this way, we obtain the HOMFLY polynomials for this whole family in the case of the
2We were informed by S.Nawata that he is also aware of general formulas for the Whitehead and Borromean links, and that
they are consistent with ours, see [32].
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both symmetric representations, the result reads:
Hkr,s =
min(r,s)∑
p=0
c(p)r,sq
k
(
(r−p)(s−p)−p
)
c
(p)
r,s =
[r]![s]![r+s+1−2p]
[p]![r+s+1−p]! ·
Dr+s−p−1!
Dr−1!Ds−1!
∏p
i=1Di−2 ·
(
1 +
∑min(r,s)
j=1
σ(p|j)r,s
A2j
)
σ
(p,j)
r,s =
(−)p+j · q(p−1)(p−2j) · q
j(j+1)
2 −j(r+s)
[j]!
· {q}j·
·
∑p
a,b=0
(
[p]!
[a]![b]![p−a−b]! (−)
a+b · q(a+b)(j+1−p) · qab ·
(∏j−1
i=0 [r − a− i][s− b− i]
))
This formula has no form of a q-hypergeometric polynomial. Therefore, the existing software implementing
Zeilberger’s algorithm for the hypergeometric sums [34, 35] can not be immediately used to obtain the quantum
A-polynomials. For this purpose, the formula still has to be reshuffled like it is done in the case of the Hopf (1)
and the Whitehead (2) links, i.e. for k = 0 and k = 2 respectively. In fact, revealing the differential hierarchy
structure in this formula for generic k is a challenging problem of its own. We will return to this issue elsewhere.
2 Recursion relations for link polynomials
Knot polynomials depend on various variables and satisfy various interesting relations [36]. Of relevance for
the AENV conjecture is dependence on the ”spins” r, s, t. For links there are two kinds of such relations: those
relating evolution in r and s and involving the single spin r only. The former ones are very easy to observe.
The latter ones are usually complicated, but instead they can be looked for in the same way as in the case of
knots: with the help of computer programs implementing Zeilberger’s algorithm for the hypergeometric sums
[34, 35]. Recursion relations in r are also sometime called ”quantum A-polynomials”.
In the remaining part of this section we just list these formulas for the Hopf and Whitehead links, equations
for the Borromean rings is too huge to be included into the text. Equations look a little simpler for non-
normalized polynomials Hr,s,t = S
∗
rS
∗
sS
∗
tHr,s,t, also it is their large representation asymptotic that is to be
compared with [1].
2.1 Unknot
The normalized HOMFLY polynomial for the unknot is just unity, i.e. it does not depend on the representation,
HUr = H
U
r−1 = 1 (5)
However, for the non-normalized polynomial HUr = S
∗
r the same equation looks already a little non-trivial:
{qr}HUr = Dr−1H
U
r−1 (6)
For the purposes of the present paper it is useful to consider the restricted Ooguri-Vafa (OV) partition
function which includes a sum over symmetric representations only: we denote it by a bar. This restriction
means that in the usual OV partition function
Z{pk} =
∑
R
HRSR{pk} (7)
where pk =
∑
i z
k
i are auxiliary time variables (sources) and SR are the Schur functions, one leaves only one
Miwa variable zi = z, i.e. pk = z
k. Then,
Z¯(z) =
∑
r
Hrz
r (8)
3
For the unknot all the four types of Ooguri-Vafa functions are straightforwardly evaluated:
ZU{pk} =
∑
R
HURSR{pk} =
∑
R
S∗RSR{pk} = exp
(∑
k
p∗kpk
k
)
,
ZU{pk} =
∑
R
HURSR{pk} =
∑
R
SR{pk} = e
p1 ,
Z¯U(z) =
∑
r
HUr z
r =
∑
r
S∗r z
r = exp
(∑
k
p∗kz
k
k
)
,
Z¯U(z) =
∑
r
HUr z
r =
∑
r
zr =
1
1− z
(9)
Here we used the by-now-standard notation for the time variables at the topological locus, where the Schur
functions turn into quantum dimensions, SR{p
∗
k} = S
∗
R:
p∗k =
{Ak}
{qk}
=
Ak −A−k
qk − q−k
A=qN
=
[Nk]
[k]
(10)
The capital R and small r are used to denote all and only symmetric representations respectively, the calligraphic
Z, H and ordinary letters Z, H denote non-reduced and reduced polynomials and partition functions. The first
two lines of (9) are avatars of the Cauchy formula for the Schur functions, while the last two are just direct
corollaries of definition of the Schur polynomials
∑
r
Sr{pk}z
k = exp
(∑
k
pkz
k
k
)
(11)
(note that sometime one use differently normalized time variables tk =
1
kpk, where this definition looks even
simpler). The partition function Z¯ |U(z) denoted through ΨU(A|z) in [1] is just a further restriction of (11) to
the topological locus (10):
ΨU(A|z) = exp
(∑
k
p∗kz
k
k
)
= exp
(∑
k
(Ak −A−k)zk
k(qk − q−k
)
(12)
As a corollary of (6), it satisfies a difference equation in z. Indeed, rewriting (6) as∑
r=0
zr+1
(
Aqr −A−1a−r
)
S∗[r] =
∑
r=0
(
qr+1 − q−r−1
)
S∗[r+1]z
r+1 (13)
one gets for the generating function
z
(
AT+z −A
−1T−z
)
ΨU(A|z) =
(
T+z − T
−
z
)
ΨU(A|z) (14)
or (
A (1 −Aqz)T 2z + (A− qz)
)
ΨU(A|z) = 0 (15)
where the multiplicative-shift operators are defined by Tˆ±z f(z) = f(q
±1z).
An important additional observation is that the action of the dilatation operator TA on the unknot function
ΨU(A|z) is closely related to the action of Tz:
T 2zΨ
U(A|z) = ΨU(A|z) exp
(∑
k
(Ak −A−k)(q2k − 1)zk
(qk − q−k)k
)
=
= ΨU(A|z) exp
(∑
k
(Ak −A−k) qkzk
k
)
=
1− qz/A
1−Aqz
ΨU(A|z) (16)
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while
T 2AΨ
U(A|z) = ΨU(A|z) exp

∑
k
(
Ak(q2k − 1)− A−k(q−2k − 1)
)
zk
(qk − q−k)k

 =
= ΨU(A|z) exp

∑
k
(
(Aq)k + (Aq)−k
)
zk
k

 = ΨU(A|z)
(1−Aqz)(1− z/Aq)
(17)
2.2 Hopf link
There are numerous different representations for the colored HOMFLY polynomial of the Hopf link besides (1).
To begin with, one could use the celebrated Rosso-Jones formula [10, 11, 12, 18, 13]:
HHR,S{pk} = H
H
R,SSR{pk}SS{pk} ∼ q
2Wˆ{p}
(
SR{pk}SS{pk}
)
(18)
where the cut-and-join operator Wˆ = Wˆ[2]
∑
a,b
(
(a+ b)papb
∂
∂pa+b
+ abpa+b
∂2
∂pa∂pb
)
.
According to [1], it is most convenient to begin from the alternative representation for the Hopf link used
in ref.[17]:
HHr,s =
Sr{p
(s)
k }
Ss{p∗k}
=
Ss{p
(r)
k }
Sr{p∗k}
(19)
where the r-shifted topological locus is
p
(r)
k = p
∗
k −
{qkr}
qk(r−1)Ak
= p∗k −
qkr − q−kr
qk(r−1)Ak
(20)
Given these formulas, one can write [1] the restricted Ooguri-Vafa partition function for the Hopf link as
Z¯H(x, y) =
∑
r,s
HHrs · S
∗
[r]S
∗
[s] · x
rys
(19)
=
∑
r,s
S[r]{p
∗
k}S[s]{p
(r)
k }x
rys =
(20)
=
∑
r
S∗[r]x
r exp
(
−
∑
k
A−kq−k(r−1)(qkr − q−kr)
∂
∂pk
)∑
s
S∗[s]y
s =
(11)
=
∑
r
S∗[r]x
r exp
(
−
∑
k
A−k(qk − q−k(2r−1))
∂
∂pk
)
exp
(∑
k
pky
k
k
)∣∣∣∣∣
pk=p∗k
=
=
∑
r
S∗[r]x
r exp
(
−
∑
k
(qk − q−k(2r−1))yk
kAk
)
exp
(∑
k
p∗ky
k
k
)
=
= Z¯U(y)
∑
r
1− qyA−1
1− yq−2r+1A−1
S∗[r]x
r (11)=
1− qyA−1
1− qyA−1Tˆ−2x
Z¯U(x)Z¯U(y) (21)
In other words,
Z¯H(x, y)−
qy
A
Z¯H(q−2x, y) =
(
1−
qy
A
)
Z¯U(x)Z¯U(y) (22)
what implies for the non-normalized HOMFLY polynomials:
HHr,s −
q1−2r
A
HHr,s−1 = S
∗
r
(
S∗s −
q
A
S∗s−1
)
(23)
For the normalized polynomials one gets, after using (6):
HHr,s − 1 =
q{qs}
ADs−1
(
q−2rHHr,s−1 − 1
)
(24)
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Additional equations are obtained by the substitution x↔ y, i.e. r ↔ s.
Complementary to these recursions in s and r there is a simple relation, which involves shifts in the both
directions and can be checked from the manifest expression for the HOMFLY polynomial:
HHr,s − q
2HHr−1,s−1 =
q
A
·
A2q2r+2s−2 − 1
q2r − q2s
(
HHr−1,s −H
H
r,s−1
)
=
Dr+s−1
{qr−s}
(
HHr−1,s −H
H
r,s−1
)
(25)
Note that it looks more concise when written in terms of the non-normalized HOMFLY. It turns out that (25)
remains almost the same in the case of more complicated links, hence we call it ”simple” relation.
2.3 Hopf link recursions from eq.(1)
Our main task is, however, to deduce recurrence relations from still another representation of the HOMFLY
polynomial for the Hopf knot, that is, from (1)
HHr,s
(1)
= 1 +
min(r,s)∑
k=1
(−1)kA−kq−k(r+s)+k(k+3)/2
k−1∏
j=0
{qr−j}{qs−j}
Dj
(26)
What follows from (26) just immediately by changing summation variable from k to k − 1, is
HHr,s
(
A
∣∣ q) = 1 − {qr}{qs}
Aqr+s−2D0
·HHr−1,s−1
(
Aq
∣∣ q) (27)
which can also be rewritten in two other ways:
HHr,s(A)− 1 = q
s{qs}
(
1−
D(r)
qrD0
HHr,s−1(Aq)
)
(28)
and
HHr,s(A) +
Aqr+sDrDs
D0
·HHr,s(Aq) = A
2q2(r+s) (29)
For each given r ≥ s these are finite recursions to HHr−s,0 = 1 (we remind that for a link of unknots this quantity
is symmetric under the permutation of r and s). As a corollary, the Ooguri-Vafa generating function
Z¯H(A|x, y) =
∑
r,s
HHr,sS
∗
[r]S
∗
[s]x
rys (30)
satisfies
Z¯H(A|x, y) +
xyD0
A
Z¯H
(
qA
∣∣∣ x
q
,
y
q
)
= Z¯U(A|x) Z¯U(A|y) (31)
Eq.(31) is a recursion in a more tricky sense than (27): the Ooguri-Vafa functions are power series, i.e. the
series with only non-negative powers of x and y. Then (31) allows one to express the coefficients in front of a
given power through those at lower powers, and thus reconstruct the entire series.
The derivation of (31) makes use of the identity
{qr}S∗[r](A|q) = D0S
∗
[r−1](Aq|q) (32)
which is an important complement of (6). Note that (27) is a similar complement of (24).
However, it is (27) which is a straightforward implication of (26): derivation of (24) from this starting point
is somewhat more transcendental. It uses the fact that the hypergeometric polynomials often satisfy difference
relations w.r.t. its parameters, not only arguments, and (26) is exactly of this type. Indeed, it can be rewritten
in terms of the q-factorials (n)! =
∏n
i=1(1− q
2i):
HHr,s(A = q
N ) =
∑
k=0
hr,s(k) =
∑
k=0
q2k(k−r−s)
(r)!(s)!(N − 1)!
(r − k)!(s− k)!(N + k − 1)!
,
HHr,s(A = q
N ) =
∑
k=0
hr,s(k) =
∑
k=0
q2k(k−r−s)−(N−1)(s+r)
(N + r − 1)!(N + s− 1)!
(r − k)!(s− k)!(N + k − 1)!(N − 1)!
(33)
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and acquires a form of the q-hypergeometric polynomials (for the q-hypergeometric functions of type 3F1, note
that the (−)k in this case is absorbed into the q-factorials). In this case, the recursion in the parameter s can,
of course, be found ”by hands”, but this is almost impossible for more general series of this type like (2) and
(3). Therefore, it makes sense to apply the standard software [37], one should only divide the quadratic form
in the exponent of q by two, because the program uses q instead of q2. The program gives the equations in the
case of reduced and non-reduced polynomials in the form
q−2r
q
A
hr,s(k)− hr,s+1(k) = Gr,s(k + 1)− Gr,s(k) (34)
and
hr,s(k)−
A
q
q2r
{Aqs}
{qs+1}
hr,s+1(k) = Gr,s(k + 1)−Gr,s(k) (35)
where
Gr,s(k) ≡ q
s−2k+1 {Aq
k−1}
{qs−k+1}
hr,s(k); (36)
Gr,s(k) ≡
{Aqk−1}
{qs−k+1}
Aq2r+s−2khr,s(k) (37)
When we sum (34) and (35) over k from 0 to infinity, then only the lower summation limit at k = 0 contributes
at the r.h.s., because both h(k) and h(k) vanish at large k > min(r, s). Since
−Gr,s(0) = S
∗
r
(
S∗s −
q
A
S∗s−1
)
(38)
and
−Gr,s(0) = q
2r −Aq2r−1
{Aqs}
{qs+1}
(39)
this immediately leads to (23) and (24).
It deserves noting that instead of the first order difference equations with a non-vanishing free term, one can
write down a homogeneous equation of the second order in the shift operator:
(
q2s −
q4
A2
)
HHr,s−2 −
q
A
(
q2s − 1
)
HHr,s−1 −
A
q
(
q2s −
q4
A2
)
q2rHHr,s−1 +
(
q2s − 1
)
q2rHHr,s = 0 (40)
This follows directly from (23) in the form
{qs}
(
HHr,s −
q1−2r
A
HHr,s−1
)
= qDs−2
(
HHr,s−1 −
q1−2r
A
HHr,s−2
)
(41)
Equation (40) can be obtained by applying the operator annihilating the unknot S∗r , (6)
Oˆr ≡ {q
r} −Dr−1Pˆr, PˆrHr ≡ Hr−1 (42)
to (23): since the r.h.s. of (23) depends on r only though S∗r , one immediately obtains a homogeneous equation
(of the second order).
2.4 Whitehead link
Now we switch to the Whitehead link, with the HOMFLY polynomial in symmetric representations given by
(2):
HWr,s(A, q) = 1 +
min(r,s)∑
k=1
1
Akqk(k−1)/2
D−1
Dk−1
k−1∏
j=0
Dr+jDs+j
Dk+j
{qr−j}{qs−j} =
= 1 +D−1
min(r,s)∑
k=1
1
Akqk(k−1)/2
Dk−2!
D2k−1!
k−1∏
j=0
Dr+jDs+j {q
r−j}{qs−j} (43)
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We are again interested in recurrence relations in r and s.
First of all, one can check that it satisfies the ”simple” relation, which is practically the same as (25) for the
Hopf link:
HWr,s −H
W
r−1,s−1 =
q
A
·
A2q2r+2s−2 − 1
q2r − q2s
(
HWr−1,s −H
W
r,s−1
)
=
Dr+s−1
{qr−s}
(
HWr−1,s −W
H
r,s−1
)
(44)
The only difference is that in (25) there is a factor q2 in front of the second item at the l.h.s. We remind that
the HOMFLY polynomial in this formula is non-normalized, HWr,s = H
W
r,sS
∗
rS
∗
s .
Second, the ”natural” recursion for (2) is somewhat less trivial than (27): HWr,s(A|q) = H
(0)
r,s (A|q) is just the
first term in the additional hierarchy
H(m)r,s (A|q) = 1 +
Dm−1Dr+mDs+m
qmAD2mD2m+1
{qr−m}{qs−m} ·H(m+1)r,s (A|q) (45)
With this definition, H
(m)
r,s 6= 1 only for r, s > m and this relation is indeed a recursion with a finite number
of steps needed to find any particular term in these polynomials. In accordance with (45), the Ooguri-Vafa
partition function
Z¯W(A|x, y) =
∑
r,s
HWr,sS
∗
[r]S
∗
[s]x
rys = Z¯(0)(A|x, y) (46)
is just the first member of the hierarchy, and a direct counterpart of (31) is obtained when one multiplies (45) by
S∗[r−m](q
2mA)S∗[s−m](q
2mA) and makes use of Dr+m{q
r−m}S∗[r−m]
(
q2mA
)
= D2mD2m+1S
∗
[r−m−1]
(
q2(m+1)A
)
:
Z¯(m)(A|x, y) ≡
∑
r,s
H(m)r,s (A|q)S
∗
[r−m](q
2mA)S∗[s−m](q
2mA)xr−mys−m =
(45)
=
∑
r,s
S∗[r−m](q
2mA)S∗[s−m](q
2mA)xr−mys−m +
+
Dm−1D2mD2m+1
qmA
∑
r,s
H(m+1)r,s (A|q)S
∗
[r−m−1]
(
q2(m+1)A
)
S∗[s−m−1]
(
q2(m+1)A
)
xr−mys−m (47)
i.e.
Z¯(m)(A|x, y)−
xyDm−1D2mD2m+1
qmA
Z¯(m+1)(A|x, y) = Z¯U(Aq2m|x) Z¯U(Aq2m|y) (48)
Eq.(44) can also be rewritten in terms of the OV partition function, this time without any decomposition:
(1 − xyq2)
(
Z¯W(q2x, y)− Z¯W(x, q2y)
)
=
q
A
(x− y)
(
A2Z¯W(q2x, q2y)− Z¯W(x, y)
)
(49)
Third, the most non-trivial recursion in s only (with r and A fixed) can be again obtained with the help of
the program [37], this time it should be applied to the q-hypergeometric polynomial (43):
HWr,s(A = q
N ) =
∑
k=0
(−)k+1qk
2+k−2k(r+s+N)+N−1 D−1
(r)!(s)!(r +N + k − 1)!(s+N + k − 1)!(N + k − 2)!
(r − k)!(s− k)!(r +N − 1)!(s+N − 1)!(N + 2k − 1)!
HWr,s(A = q
N ) =
∑
k=0
(−)k+1qk
2+k−2k(r+s+N)+(1−s−r)(N−1) D−1 ×
×
((r +N + k − 1)!(s+N + k − 1)!(N + k − 2)!
(r − k)!(s− k)!(N + 2k − 1)!(N − 1)!(N − 1)!
≡
∑
k
hWr,s(k) (50)
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Similar to the Hopf case, one obtains for the non-normalized quantities the equation
D2s+5
A2q2s
hWr,s(k) +
+
((
qr−s+2 + q−r−s − qs−r+4
)Dr+s+1D2s+5
A2
+
Ds+5D2s+5
A2qs
−
qr−2s−3
A2
Dr+2D2s+5 − q
2s+8{q2}
)
hWr,s+1(k) +
+D2s+4
(
q3
A2
D2s+r+2 +
q1−r
A2
Ds+r+2(Ds+2 + q
3Ds+1)−
q2−r
A2
D2s+5Dr −
q1−s
A2
D2r−1Ds+1 −
q3−2r
A2
(A2q4r + 1)
)
hWr,s+2(k)−
−
(
qr+2
A
D2s+3Ds+2Ds+r+3 +
qs−r+6
A2
D2s+3Ds+r+3 +
q2s−2r+7
A
D2s+3 −
q3
A
D2s+5
)
hWr,s+3(k) +
+q8+2sD2s+3h
W
r,s+4(k) = Gr,s(k + 1)− Gr,s(k) (51)
where
Gr,s(k) = q
2kD2k−1D2k−2D2s+5D2s+4D2s+3{q
2−k}{q3−k}{q4−k}{q5−k}
s−2∏
i=0
{qk−2−i}
{qk−6−i}
hWr,s(k) (52)
so that
−Gr,s(0) =
S∗rD2s+3D2s+4D2s+5
{qs+3}{qs+4}
s+2∏
i=1
Di−3
{qi}
(53)
and this leads to the equation
D2s+5
A2q2s
HWr,s +
+
(((
qr−s+2 + q−r−s − qs−r+4
)
Dr+s+1 + q
−sDs+5 − q
r−2s−3Dr+2
) D2s+5
A2
− q2s+8{q2}
)
HWr,s+1 +
+
(
q3D2s+r+2 + q
1−rDs+r+2(Ds+2 + q
3Ds+1)− q
2−rD2s+5Dr − q
1−sD2r−1Ds+1 − q
3−2r(A2q4r + 1)
)D2s+4
A2
HWr,s+2 −
−
(
qr+2
A
D2s+3Ds+2Ds+r+3 +
qs−r+6
A2
D2s+3Ds+r+3 +
q2s−2r+7
A
D2s+3 −
q3
A
D2s+5
)
HWr,s+3 +
+q8+2sD2s+3H
W
r,s+4 =
=
S∗rD2s+3D2s+4D2s+5
{qs+3}{qs+4}
s+2∏
i=1
Di−3
{qi}
(54)
As in the Hopf case, the r.h.s. of this equation depends on r only though the unknot S∗r , i.e. one can again
apply the operator Oˆr (42) in order to get a (fifth order) homogeneous equation.
2.5 Borromean rings
For the Borromean 3-component link, the normalized HOMFLY polynomial is given by (3):
HBr,s,t(A, q) = 1 +D−1
min(r,s,t)∑
k=1
(−)k{q}k [k]!
Dk−2!(
D2k−1!
)2 k−1∏
j=0
Dr+jDs+jDt+j{q
r−j}{qs−j}{qt−j} (55)
Note that the corrections to 1 are of order {q}4. Also for r or s or t = [0] the answer is just unity: because
when one component of the Borromean link is removed, the other two are two independent unknots.
The ”simple” relation for non-normalized HB is literally the same as (44):
HBr,s,t −H
B
r−1,s−1,t =
q
A
·
A2q2r+2s−2 − 1
q2r − q2s
(
HBr−1,s,t −H
B
r,s−1,t
)
=
Dr+s−1
{qr−s}
(
HBr−1,s −H
B
r,s−1
)
(56)
Of course, this time there are two more relations for the pairs r, t and s, t.
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Rewriting (55) as a hypergeometric polynomial:
HBr,s,t(A = q
N )− 1 =
∑
k
(−)kq3k
2−k−2k(r+s+t)+N(N+1)2 −1 ×
×
(r)!(s)!(r +N + k − 1)!(s+N + k − 1)!(t+N + k − 1)!(N + k − 2)!k!
(r − k)!(s− k)!(t− k)!(r +N − 1)!(s+N − 1)!(t+N − 1)! ((N + 2k − 1)!)
2 (57)
and in non-normalized case as
HBr,s,t(A = q
N ) =
∑
k
(−)kq3k
2−k−2k(r+s+t)+(1−N)(s+r+t)+N(N+1)2 −1 ×
×
(r +N + k − 1)!(s+N + k − 1)!(t+N + k − 1)!(N + k − 2)!k!
(r − k)!(s− k)!(t− k)! ((N + 2k − 1)!)
2 (58)
we can apply the program of [37] to get the recursion relation in s (or r or t), which is now an order six difference
equation. It is, however, too huge to be presented here – but can be easily generated by MAPLE or Mathematica.
For illustrative purposes we present just the two simplest items in the equation for non-normalized HOMFLY
polynomial:
D2s+3D2s+4D2s+5D2s+10D2s+11H
B
r,s,t + . . .+D2s+1D2s+2D2s+7D2s+8D2s+9H
B
r,s+6,t = . . . (59)
2.6 More three-component links
In paper [1] there are three more three-component links considered. These are: the (3,3)-torus link, a connected
sum of two Hopf links (the composite Hopf link) and link L8n5 in accordance with the Thistlethwaite Link
Table [33]. We omit here the torus link, since all the formulas in this case are immediate. Another considered
pattern, the composite Hopf link is also simple, since its normalized HOMFLY polynomial satisfies (like any
composite link)
Hr1,r2,r3 = H
H
r1,r2H
H
r2,r3 (60)
The braidword of this link is σ1σ1σ2σ2.
The least trivial example is link L8n5. The braidword of this link is σ1σ
−1
2 σ1σ
−1
2 σ1(σ2)
3. It can be con-
structed from the Borromean rings by adding four inverse crossings, i.e. it belongs to the same evolution series
with k=-4, see section 5.
3 Spectral curves
The linear recurrence relations in the previous section are actually written in terms of two operators Qˆi and Pˆi,
which act on the representation index of HOMFLY polynomials as follows:
QˆrHr = q
rHr,
PˆrHr = Hr−1 (61)
These operators satisfy the commutation relation
PˆiQˆj = q
δij QˆjPˆi (62)
and they commute in the limit q = e~ −→ 1. Therefore, in this limit in an appropriate basis, which is in fact
provided by the (restricted) Ooguri-Vafa functions, one can substitute the difference equations by a vanishing
condition for a system of polynomials. All together they define an algebraic variety, which is called the spectral
variety, associated with the given link or knot. Moreover, this spectral variety is known to coincide with the
classical A-polynomial.
The AENV conjecture [1] is about these classical A-polynomials, which are independently calculated by
topological methods, and our purpose in this section is to demonstrate that they are indeed obtained as the
spectral curves for our knot polynomials. This check proves the AENV conjecture for the Whitehead and the
Borromean links.
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3.1 Unknot
At small ~ (q = e~) the Ooguri-Vafa function (12) behaves as follows
Z¯U = exp
(∑
k
p∗kz
k
k
)
= exp
(∑
k
(Ak −A−k)zk
k(qk − q−k)
)
= exp
(
1
~
WU(A|z) +O(1)
)
(63)
and the genus zero free energy of the unknot is
WU(A|z) =
∑
k
(
Akzk
2k2
−
A−kzk
2k2
)
(64)
The spectral curve is the algebraic relation between µ = exp
(
z ∂W (A|z)∂z
)
and z. From (64)
2 logµ =
∑
k
(
Akzk
k
−
A−kzk
k
)
= log(1 − z/A)− log(1− zA) (65)
and one obtains the spectral curve for the unknot:
ΣU : µ2 (1− zA) = 1− z/A (66)
with the Seiberg-Witten differential logµdzz . Changing the variables,
x =
1
µ2
, y =
A
z
(67)
one can rewrite it as [1]:
(A/z) + µ−2 − (A/z)µ−2 = A2 −→ x+ y − xy = A2 (68)
Equivalently one can obtain the same spectral curve (66) as the q = 1 limit of (15), provided the action of
the dilatation operator Tˆ is substituted by the quasi-momentum µ:(
A (1−Aqz)T 2z + (A− qz)
)
ΨU(A|z) = 0
q→1
−→ (1 − zA)µ2 = 1− z/A (69)
Useful in applications is also the expansion
S∗[r] =
r−1∏
j=0
Dj
{qr−j}
∼
{A}r
(2~)rr!

1 + ~ · r−1∑
j=0
j(A+A−1)
A−A−1
+ . . .

 = {A}r
(2~)rr!
+
{A2}
8~
·
{A}r−2
(2~)r−2(r − 2)!
+ . . . (70)
Still for our purposes it is desirable to derive ΣU directly from (6). This is, of course, straightforward:
{qr}HUr = Dr−1H
U
r−1 ⇔
{(
Qˆ−
1
Qˆ
)
−
(
AQˆ −
1
AQˆ
)}
HUr = 0 (71)
or {
Qˆ2(1 −APˆ )− (1 −A−1Pˆ )
}
HUr = 0 (72)
Since for the generating OV function Ψ(z) =
∑
rHrz
r
PˆΨ(z|A) = zΨ(z|A),
QˆΨ(z|A) = Tˆ+Ψ(z|A) (73)
this equation is just the same as (69).
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3.2 Hopf link
In the small ~ limit of (31),
Z¯H(A|x, y) +
xyD0
A
Z¯H
(
qA
∣∣∣ x
q
,
y
q
)
= Z¯U(A|x) Z¯U(A|y) (74)
there are two possibilities: one is that ZHopf is not sensitive to the small (by ~) shift of its parameters, i.e. is
regular in the limit q → 1; then
phase 1⊗ 1 of [1] : Z¯H(1⊗1)(A|x, y) ∼
Z¯U(A|x)Z¯U(A|y)
1 + xyD0A
,
i.e. WH(1⊗1)(A|x, y) =W
U(A|x) +WU(A|y) (75)
However, there is still a possibility to add to Z¯H(1⊗1)(A|x, y) a solution of the homogeneous equation at the
l.h.s. of (31):
phase 2 of [1] : Z¯H(2)(A|x, y) = −
xyD0
A
Z¯H(2)
(
qA
∣∣∣x
q
,
y
q
)
(76)
This equation has a factorized solution
Z¯H(2)(A|x, y) = f(A)Z(x, y) (77)
with
Z(x, y) = xy · Z
(x
q
,
y
q
)
=⇒ Z(x, y) ∼ exp
(
log x log y
log q
)
= exp
(
ξη
~
)
, (78)
f(A) = (A−2 − 1)f(Aq) =⇒ f(A) = N
∞∏
i=0
(
(qiA)−2 − 1
)−1
where N is an arbitrary constant. This ”homogeneous part” of solution is singular at the point q = 1 and,
hence, predominates over (75).
This solution is just the one suggested in [1] to describe the non-trivial phase ”2” of the Hopf link OV
partition function: the double Fourier transform with the weight exp
(
ipξ+ip′η
~
)
is
ZˆH(2)(A|p, p
′) = f(A) exp
(
pp′
~
)
(79)
This function before and after the Fourier transform satisfies the peculiarly simple differential equations like(
∂
∂p
− p′
)
ZˆH(2)(A|p, p
′) =
(
∂
∂p′
− p
)
ZˆH(2)(A|p, p
′) = 0 (80)
Our next task is to derive them directly from the recurrence relation (23). This is straightforward. In the
phase 2 of [1], when inhomogeneous terms at the r.h.s. are suppressed like in (76) (we denote this approximation
by ∼=),
HHr,s −
q1−2r
A
HHr,s−1 = S
∗
r
(
S∗s −
q
A
S∗s−1
)
(81)
implies (
Qˆ2r −
q
A
Pˆs
)
Hrs ∼= 0 (82)
With operator Pˆs substituted by its eigenvalue zs, we get:
ΣH(2) : Aµ
2
r = qzs, Aµ
2
s = qzr (83)
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After the change of variables (67) the first equation turns into
1
xr
−
1
ys
= 0 (84)
and the variety becomes simply
ΣH(2) : xr − ys = 0, xs − yr = 0 (85)
Of course, instead from (23) one could start from relation (24) for the normalized polynomials,
HHr,s − 1 =
q{qs}
ADs−1
(
q−2rHHr,s−1 − 1
)
(86)
The procedure of getting the varieties can be described by a more formal sequence of steps: take the difference
equation, rewrite them as an operator polynomial of Qˆi and Pˆi, make substitutions
Qˆ2i = q
2i = µi, Pˆi −→ zi (87)
and then put q = 1. In particular, in the Hopf case one can start with the homogeneous equation of the
second order (40) and a similar equation for the shift w.r.t. r and immediately obtain the spectral curve as the
intersection of products of the unknot curves and (85).
3.3 Whitehead link
Again in the limit of small ~ there is a ”trivial” solution
phase 1⊗ 1 of [1] : Z¯W1⊗1 = exp
(
1
~
WW(1⊗1)(A|x, y) +O(~
0)
)
,
WW(1⊗1)(A|x, y) =W
unknot(A|x) +W unknot(A|y) (88)
it is the same for all links made from the same number of unknots.
What distinguishes different linkings of the two unknots is another W(2) in another phase, solving the
homogeneous equations at the l.h.s. of (48) and (54). The corresponding variety ΣWH(2) lies in the intersection
of two varieties, which arise in the double scaling limit of (44) and (54) respectively. The first one is simple:
A(µr − µs)(1− zrzs) = (A
2µrµs − 1)(zr − zs) (89)
This formula can be also obtained (44) by the formal procedure described in the previous subsection: make
substitutions
r =
logµr
log q2
, s =
logµs
log q2
(i.e. µr = q
2r, µs = q
2s), Pˆr −→ zr, Pˆs −→ zs, (90)
then put q = 1 and obtain (89). This equation coincides with the first formula in VK(2) for the Whitehead link
from [1, s.7.3] after the change of variables
Q =
1
A2
, µ1 = µs, µ2 = µr, λ1 =
1
zsA
, λ2 =
1
zrA
(91)
Similarly, the more complicated second formula (54) by the same procedure is converted into a product of
A2µ2s−1
A5µrµ2s
and the irreducible equation:
µ2sµrA
4 +
(
− µ2rµ
2
sA
4 + (µ2r − µrµs + 2µr − µs)µsA
2 + (µs − µr)
)
Azs +
+
(
(µrµs + µs − 2µr)µrµsA
4 + (µ2r − 4µrµs + µ
2
s + µr − 2µs)A
2 + 1
)
z2s +
+
(
(µrµs − µ
2
s + 2µs − µr)µrA
2 + (µs − µr − 1)
)
Az3s +A
2µrz
4
s = 0 (92)
This factorization is immediately seen in (54), because in the limit (90) all the factors D2s+... become the same,
and the only term without such a factor (underlined in (54)) is proportional to {q2} and vanishes in the limit.
Eq.(92) coincides with the second formula in VK(2) for the Whitehead link from section 7.3. of [1] after the
same change of variables (91). Of course, along with (92) there is another equation, obtained by the substitution
r ↔ s.
We discussed here only the l.h.s. of (54). As was explained in s.2.4, one can obtain the fifth order homoge-
neous equation by acting on (54) with the operator Oˆr canceling the unknot S
∗
r . However, in the q = 1 limit it
reduces just to the unknot factor, as in the Hopf case, i.e. comes from ΣWH(1×1)
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3.4 Borromean rings
With the same procedure one can immediately generate the spectral variety for the Borromean rings from the
recurrent relations of s.2.5. In particular, the ”simple” relations (56) lead to
A(µr − µs)(1− zrzs) = (A
2µrµs − 1)(zr − zs) (93)
exactly the same, as (89). Two more equations of this type exist for the two other pairs of variables (r, t) and
(s, t).
The variety ΣB(3) is provided by the intersection of (93) with that described by the limit (90) of the ”com-
plicated” equation:
µ3{Aµ}3

νλ{Aµ}2(Aµ)2(1 + z6) + 5∑
i=1
2∑
j=−3
ξBij · z
iAi+2j

 = 0 (94)
Here (λ, µ, ν) is any permutation of the triple (µr, µs, µt), and z = zµ. The coefficients ξ
B
ij are
ξB1,−1 = −ν − λ+mu− νλ + µλ+ νµ− µ
2
ξB1,0 = µ
3λ+ µ3 + µ3ν − 2νλµ2 − 2µ2λ− 2νµ2 − µ2 − µ2λ2 − ν2µ2 + νµ+
+4λνµ+ ν2λµ+ λ2µ+ µλ+ νλ2µ+ ν2µ− λ2ν − νλ− ν2λ
ξB1,1 = µ(−µ
3νλ− µ3ν − µ3λ+ νµ2 + 4νλµ2 + ν2µ2λ+ µ2λ2 + µ2λ+ νµ2λ2 + ν2µ2 − λ2µ−
−2νλ2µ− ν2µ− 2λνµ− ν2λ2µ− 2ν2λµ+ ν2λ2 + λ2ν + ν2λ)
ξB1,2 = −λνµ
2(µ2λ+ µ2 + νµ2 − λνµ− νµ− µλ+ νλ)
ξB2,−2 = 1 + λ− 2µ+ ν
ξB2,−1 = ν
2λ+ 6νµ2 − 2µ+ ν2 + λ+ λ2ν + ν − 2λ2µ− 2ν2µ+ 6µ2 + 3νλ− 8µλ− 2µ3 + 6µ2λ+ λ2 − 8λνµ− 8νµ
ξB2,0 = −2λ
2µ+ 6µ2λ2 − 2ν2µ+ λ2ν + ν2λ+ 6ν2µ2λ− 2ν2λ2µ+ 6νµ2λ2 − 8λνµ+ 26νλµ2 − 8νλ2µ− 8ν2λµ−
−8µ3νλ+ 6ν2µ2 + 6νµ2 + 6µ2λ+ µ4λ+ µ4ν + ν2λ2 − 8µ3ν − 2µ3λ2 − 8µ3λ− 2µ3ν2 − 2µ3 + µ4
ξB2,1 = µ(µ
3ν2λ− 2ν2µ2 + 3µ3νλ− 8νλµ2 − 8νµ2λ2 + 6ν2λµ+ 6νλ2µ− 8ν2µ2λ+
+6ν2λ2µ− 2ν2λ2 + µ3λ2 + µ3λ+ µ3ν2 + µ3λ2ν − 2ν2µ2λ2 + µ3ν − 2µ2λ2)
ξB2,2 = µ
3νλ(µλ− 2νλ+ λνµ+ νµ)
ξB3,−3 = −1
ξB3,−2 = 6νµ+ 6µ− 4µ
2 − 1 + 6µλ− 2λ− 2νλ− 2ν − λ2 − ν2
ξB3,−1 = −ν
2λ2 + 6ν2λµ+ 6µ3 + 6µλ− 20νµ2 + 6λ2µ− µ4 − λ2 + 6νµ− 4µ2λ2 − 4ν2µ2 − 20νλµ2 − 2νλ−
−2ν2λ+ 6µ3λ− 20µ2λ− 4µ2 + 6µ3ν + 6νλ2µ+ 24λνµ− 2λ2ν − ν2 + 6ν2µ
ξB3,0 = 6µ
3λ2 − 20νµ2λ2 + 6µ3ν2 − 4µ2λ2 + 6ν2λµ− µ4ν2 + 6µ3λ− 4ν2µ2 − 20ν2µ2λ− ν2λ2 − 4ν2µ2λ2 +
+6ν2λ2µ− 2µ4ν − µ4 + 6µ3ν − 2νµ4λ+ 6µ3λ2ν − 20νλµ2 + 24µ3νλ+ 6µ3ν2λ− µ4λ2 + 6νλ2µ− 2µ4λ
ξB3,1 = −µ
2(−6ν2λ2µ− 6νλ2µ+ 4ν2λ2 + ν2µ2 + 2νµ2λ2 + ν2µ2λ2 + 2νλµ2 + 2ν2µ2λ+ µ2λ2 − 6ν2λµ)
ξB3,2 = −µ
4ν2λ2
ξB4,−3 = 1 + λ− 2µ+ ν
ξB4,−2 = ν
2λ+ 6νµ2 − 2µ+ ν2 + λ+ λ2ν + ν − 2λ2µ− 2ν2µ+ 6µ2 + 3νλ− 8µλ− 2µ3 + 6µ2λ+ λ2 − 8λνµ− 8νµ
ξB4,−1 = −2λ
2µ+ 6µ2λ2 − 2ν2µ+ λ2ν + ν2λ+ 6ν2µ2λ− 2ν2λ2µ− 8ν2λµ+ 6νµ2λ2 − 8λνµ+ 26νλµ2 − 8νλ2µ−
−8µ3νλ+ 6ν2µ2 + 6νµ2 + 6µ2λ+ µ4λ+ µ4ν + ν2λ2 − 8µ3ν − 2µ3λ2 − 8µ3λ− 2µ3ν2 − 2µ3 + µ4
ξB4,0 = µ(µ
3ν2λ− 2ν2µ2 + 3µ3νλ− 8νλµ2 − 8νµ2λ2 + 6ν2λµ+ 6νλ2µ− 8ν2µ2λ+ 6ν2λ2µ−
−2ν2λ2 + µ3λ2 + µ3λ+ µ3ν2 + µ3λ2ν − 2ν2µ2λ2 + µ3ν − 2µ2λ2)
ξB4,1 = µ
3νλ(µλ− 2νλ+ λνµ+ νµ)
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ξB5,−3 = −ν − λ+ µ− νλ+ µλ+ νµ− µ
2
ξB5,−2 = µ
3λ+ µ3 + µ3ν − 2νλµ2 − 2µ2λ− 2νµ2 − µ2 − µ2λ2 − ν2µ2 + νµ+
+4λνµ+ ν2λµ+ λ2µ+ µλ+ νλ2µ+ ν2µ− λ2ν − νλ− ν2λ
ξB5,−1 = µ(−µ
3νλ− µ3ν − µ3λ+ νµ2 + 4νλµ2 + ν2µ2λ+ µ2λ2 + µ2λ+ νµ2λ2 +
+ν2µ2 − λ2µ− 2νλ2µ− ν2µ− 2λνµ− ν2λ2µ− 2ν2λµ+ ν2λ2 + λ2ν + ν2λ)
ξB5,0 = −λνµ
2(µ2λ+ µ2 + νµ2 − λνµ− νµ− µλ+ νλ) (95)
Making the change of variables (91):
Q =
1
A2
, µ1 = ν, µ2 = λ, µ3 = µ, λ1 =
1
zsA
, λ2 =
1
zrA
, l[3] =
1
zrA
, (96)
one obtains from (94) and (93) the corresponding equations for VK(3) for the Borromean rings in s.7.4 of [1]
and .
3.5 Spectral curves
Equations, derived in the previous subsections describe various hypersurfaces in the space of (µ, z)-parameters.
In this short subsection we collect all that one can learn about the spectral varieties V of the sequence unknot-
Hopf-Whitehead-Borromean rings from the double scaling limit ~ −→ 0, r −→ ∞ of the recurrence relations
for the HOMFLY polynomials obtained in section 2. These varieties can be described either as intersections
of Σ’s at different phases, or just as intersections of all varieties obtained in the limit q = 1 from all recurrent
relations for the given link.
Unknot. The spectral variety VU has dimensions 1:
U(x, y) = xy − x− y +A2 = 0 (97)
Hopf. The spectral variety VH = U1 ∩ U2 ∩H12 ∩H21 has dimension 1:
U(x1, y1) = U(x2, y2) = 0,
H(x1, y2) = x1 − y2 = 0, H(x2, y1) = x2 − y1 = 0 (98)
Whitehead. The spectral variety VWH = U1 ∩ U2 ∩W ∩WH has dimension 1:
U(x1, y1) = U(x2, y2) = 0,
W = x1x2(y1 − y2) + (x1 − x2)y1y2 −A
2(x1 + y1 − x2 − y2) = 0
WH = (92) with x1,2 = µs,r, y1,2 =
1
Az1,2
(99)
Borromean rings. The spectral variety VB = U1 ∩ U2 ∩ U3 ∩W12 ∩W13 ∩B has dimension 2:
U(x1, y1) = U(x2, y2) = U(x3, y3) = 0,
W (x1, x2, y1, y2) =W (x1, x3, y1, y3) =W (x2, x3, y2, y3) = 0
B = (94) with x1,2,3 = µs,r,t, y1,2,3 =
1
Az1,2,3
(100)
4 Evolution method in application to 2-component links
Three formulas (1), (2), (3) clearly form some new interesting sequence, posing a question, whether an arbitrary
generalized q-hypergeometric function
uFv
(
a1, . . . , au
b1, . . . , bv
∣∣∣ z) =∑
k
qQ(k)
(a1)k . . . (au)k
(b1)k . . . (bv)k
zk
[k]!
(101)
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k = 2m crossings
Figure 2: This figure describes the braid for the evolution within a family of 2-component 3-strand links, which includes the Hopf
link (k = 0) and the Whitehead link (k = 2). When k = 0 the link described by this braid has three crossings instead of two for
the Hopf link. To get the latter one the first Reidemeister move should be applied to the lower crossing.
with (a)k =
(a+k)!
(a)! and certain quadratic form Q(k) can be a HOMFLY polynomial for some link.
An alternative interesting question is how much the knot polynomials for other simple links deviate from
this simple structure. In this section we provide results about the link family, to which the Hopf and Whitehead
links naturally belong and study the evolution a la [18, 29] along this family (see Figure 2).
Thus, we consider the family of the L2k+1 = [k, 1; 2] links (it is also easy to extend to [k, l; 2], however
increasing the length of braid with counter-oriented strands from 2 to m is more problematic). We present the
results in the form of the differential expansion of [24], generalizing the dream-like formulas of [14] for the figure
eight knot.
The series L2k+1 in representation [r] ⊗ [1] . These are all links of the two unknots, thus the answer
is symmetric under the permutation of r and s. In the following list we refer also to notation from the link
classification in [33]. Note that k in this family is always even, k = 2m.
Hopf : Hk=0[r],[1] = 1−
1
Aqr−1
{qr}{q}
D0
,
Whitehead : Hk=2[r],[1] = 1+
{qr}{q}DrD−1
AD0
,
L7a6 : Hk=4[r],[1] = 1 +Aq
r−1 {q
r}{q}
D0
+ 1+q
2r+2
q2
{qr}{q}DrD−1
AD0
,
L9a36 : Hk=6[r],[1] = 1 +Aq
r−1(1 +A2q2r−2){q
r}{q}
D0
+
(
1+q2r+2+q4r+4
q4 −A
2q2r−2
)
{qr}{q}DrD−1
AD0
,
L11a360 : Hk=8[r],[1] = 1 +Aq
r−1(1 +A2q2r−2 +A4q4r−4){q
r}{q}
D0
+
+
(
1+q2r+2+q4r+4+q6r+6
q6 −A
2q2r−2(q−2 + 1 + q2r)−A4q4r−4
)
{qr}{q}DrD−1
AD0
,
. . . (102)
Clearly,
Hk[r],[1] = 1+Aq
r−1 1− (Aq
r−1)k−2
1− (Aqr−1)2
{qr}{q}
D0
+
1− qk(r+1)
qk−2(1− q2(r+1))
{qr}{q}DrD−1
AD0
−
−

k/2−3∑
j=0
A2j+2
k/2−3−j∑
i=0
q(k−4)(r−1)+2(k/2−3−j)−(2r+1)i[i+ 1]q

 {qr}{q}DrD−1
AD0
(103)
Looking at these formulas one can get an impression that the powers of A increase with r, however this is not
true: they cancel between the two structures in this formula. This is getting clear from an alternative expression
(107) below.
In fact, one can consider these formulas from the point of view of the evolution method of [18] and [29]. The
product of representations [r]⊗ [1] = [r + 1] + [r, 1], and
κ[r+1] − κ[r] − κ[1] =
r(r + 1)
2
−
r(r − 1)
2
− 0 = r,
κ[r,1] − κ[r] − κ[1] =
(r − 2)(r + 1)
2
−
r(r − 1)
2
− 0 = −1, (104)
thus one expects that
Hk[r],[1] = aq
kr + bq−k (105)
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with some parameters a and b, which can depend on A and q, but not on k. This is indeed true, with
a =
{Aqr}
A2q2r−2[r + 1]q{A}
(q2r−2A2 − q2r + 1),
b =
[r]q{A/q}
A2q2r[r + 1]q{A}
(q2rA2 + q2 − 1), (106)
i.e.
Hk[r],[1] =
(q2r−2A2 − q2r + 1) {q}Dr q
2+kr + (q2rA2 + q2 − 1) {qr}D−1 q
−k
A2q2r{qr+1}D0
(107)
This time it is clear that the powers of A are limited, however, instead the differential structure of (103) is
obscure. An alternative formulation, where the both properties are transparent is as follows:
Hk[r],[1] = 1 +
(
f+A
2 + f0 + f−A
−2
)
{qr}{q}
AD0
(108)
with
f+ = q
r−1
(
q2mr − 1
q2r − 1
+ q−2
q2(m−1)r − 1
q2r − 1
+ . . .+ q−2(m−1)
q2r − 1
q2r − 1
)
,
f0 = −q
(m−1)(r−1)

qm(r+1) + q−m(r+1) + 2 {q(m−1)(r+1)}
{qr+1}
+ q(m−1)+(m−2)r ·
m−2∑
j=1
[j] · q−(2r+1)j

 ,
f− = q
(m−2)(r−1) {q
m(r+1)}
{qr+1}
(109)
For m ≤ 3 the standard summation rule is implied in the expression for f0: e.g.
∑−2
j=1 g(j) = −g(−1)− g(0).
A generalization of (108) to arbitrary s is
Hkrs = 1 +
min(r,s)∑
k=1
k−1∏
j=0
(
{qr−j}{qs−j}
ADj
)( k∑
i=−k
f
(rs)
−k+2jA
2i
)
(110)
and the coefficients f remain to be determined.
One way to do this is to return to the evolution method. In generic symmetric representations [r] and [s]
Hkr,s =
min(r,s)∑
p=0
c(p)r,sq
k
(
(r−p)(s−p)−p
)
(111)
and for s = 1
c
(0)
r,1 =
{q}Dr
A2q2(r−1){qr+1}D0
(
q2r−2A2 − q2r + 1
)
c
(1)
r,1 =
{qr}D−1
A2q2r{qr+1}D0
(
q2rA2 + q2 − 1
)
(112)
while for s = 2
c
(0)
r,2 =
{q}{q2}DrDr+1
A4q4r−4{qr+1}{qr+2}D0D1
(
q4(r−1)A4 − [2]q3(r−1){qr}A2 + q2r−1{qr}{qr−1}
)
c
(1)
r,2 =
{q2}DrD−1
A4q4r{qr+2}D0D1
(
q4rA4 − q2rA2(qr{qr} − {q2})− qr+1{q2}{qr−1}
)
c
(2)
r,2 =
{qr−1}D−1
A4q4r+2{qr+1}D1
(
q4r+2A4 + q2r+2{q2}A2 + q3{q2}{q}
)
(113)
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k = 2m crossings
r
s
t
Figure 3: This figure describes the braid for the evolution within the family of 3-component 3-strand links, which includes the
Borromean rings (k = 0) and link L8n5 (for k = −4).
Clearly, with the obvious notation Dr! ≡
∏r
j=0Dj (note that the product starts from j = 0 and includes r + 1
factors, also note that according to this definition D−1! = 1 and D−2! = 1/D−1),
c(0)r,s =
[r]! [s]!
[r + s]!
Dr+s−1!
Dr−1!Ds−1!
min(r,s)∑
j=0
(−)jq
j(j+5)
2 −j(r+s) {q}j
A2j
[r]! [s]!
[r − j]! [s− j]! [j]!
(114)
and in general
c(p)r,s =
[r]![s]![r + s+ 1− 2p]
[p]![r + s+ 1− p]!
·
Dr+s−p−1!
Dr−1!Ds−1!
p∏
i=1
Di−2 ·

1 + min(r,s)∑
j=1
σ
(p|j)
r,s
A2j

 (115)
Note that the factor [r + s+ 1− 2p] in the numerator is just a single quantum number, not a factorial.
The matrices σ are symmetric under the permutation of r and s, the first two of them are:
σ(0|j)rs = (−)
jq
1
2 j(j+5)−j(r+s)
j−1∏
i=0
{qr−i}{qs−i}
{qi+1}
σ(1|j)rs = (−)
jq
1
2 j(j+3)−j(r+s)
{qs−j}{qr} − q−r{qj}{qs}
{q}︸ ︷︷ ︸
j−1∏
i=1
{qr−i}{qs−i}
{qi+1}
(116)
The underbraced ratio respects r ↔ s symmetry, because it is equal to
qr+s−j − qj(qr−s + qs−r) + (2qj − q−j)q−r−s
{q}
(117)
In general
σ(p,j)r,s =
(−)p+j · q(p−1)(p−2j) · q
j(j+1)
2 −j(r+s)
[j]!
· {q}j ·
·
p∑
a,b=0
(
[p]!
[a]![b]![p− a− b]!
(−)a+b · q(a+b)(j+1−p) · qab ·
(
j−1∏
i=0
[r − a− i][s− b− i]
))
(118)
To apply Zeilberger’s programs and obtain recursion relations one should begin with the differential-hierarchy
analysis a la [24] to convert the answers to the hypergeometric form, a generalization of (1)-(3). This will be
done elsewhere.
5 Evolution of three-component Borromean rings
This time we consider the evolution in parameter k = 2m defined in picture 5. The k = 0 member of the family
is the Borromean link, while L8n5 also considered in [1], arises at k = −4.
The evolution formula this time is
Hkr,s,t =
min(r,s,t)∑
p=0
c
(p)
r,s,tq
k
(
(r−p)(s−p)−p
)
(119)
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and it should be analyzed just in the same way as (111) was in the previous section.
Here we just mention the first non-trivial result:
c
(0)
1,s,t =
1
[s+ 1]
Ds
D20D1
(
D0D1 − q
s+1D−1Dt[s][t]{q}
3
)
,
c
(1)
1,s,t =
[s]
[s+ 1]
D−1
D20D1
(
D0D1 + q
−s−1DsDt[t]{q}
3
)
(120)
sufficient to define Hk1,s,t for the entire family,when one of the three representations is fundamental, while the
other two are arbitrary. Note that for k 6= 0 there is a symmetry only between two of the three representations
(between r and s), thus there is no symmetry between s and t in (120).
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