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Abstract
This paper proves approximation order properties of various nonlinear subdivision schemes. Building
on some recent results on the stability of nonlinear multiscale transformations, we are able to give very
short and concise proofs. In particular we point out an interesting connection between stability properties
and approximation order for nonlinear subdivision schemes.
c© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
For various reasons many different nonlinear subdivision schemes have been introduced in
the last few decades. Among those reasons are the presence of non-Gaussian noise, Gibbs-like
phenomena which are inherently present in many linear procedures, and the need to process
data which lie in a nonlinear geometry, e.g. a manifold. It turns out that most of these subdivision
schemes can be analyzed by viewing them as a perturbation of a linear subdivision scheme [5,17].
The present paper is devoted to approximation order of nonlinear schemes, i.e., to answering
the following question: If we take a dense sampling of a smooth function and compute the limit
function with respect to our subdivision scheme, how well does this limit function approximate
the initial function in relation to the sampling density? By revealing an intimate connection
between stability of a subdivision operator and approximation order properties, we are able to
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answer the above question for a large class of nonlinear subdivision schemes. Our approach
allows for particularly short and natural proofs, once stability has been established. The results
of this paper may roughly be subsumed by the statement that once stability is known, it is usually
easy to understand approximation order.
There has been recent progress in proving stability properties for nonlinear subdivision
schemes [12,10]. By making use of these results we are able to prove optimal approximation
order properties for a number of examples like the median interpolating scheme, the power-p
scheme and the log–exp analogue which operates in manifolds.
Other work related to nonlinear multiscale decompositions and their properties can be found
e.g. in [13,15,1,4]. Most of this work is however concerned with convergence and stability
properties, not with approximations order.
The outline of the paper is as follows: We first introduce notation and basic definitions in Sec-
tion 2. Then, in Section 3, we prove our main result, namely that essentially stability of a MRA
associated with the nonlinear subdivision operator T (as defined in Section 2) implies approxi-
mation order if a direct theorem (as defined in Section 2) is valid for T . We also prove that if T
is a suitable perturbation of a linear subdivision scheme, then a direct theorem always holds. In
Section 4 we show that in most cases stability of the MRA associated with T can be replaced with
the weaker assumption that T is stable. To show this we use the framework developed in [12].
Finally, in Section 5 we apply our results to some examples.
2. Notation and definitions
Let us describe our setup.
Definition 1. An m-dimensional subdivision operator (m ∈ N) is a mapping T : l∞(Z,Rm)→
l∞(Z,Rm) that is local and has dilation factor N > 1, meaning that
σ N ◦ T = T ◦ σ,
where σ denotes the right-shift on Z. Locality means that the value (T p)i ∈ Rm, i ∈ Z, p ∈
l∞(Z,Rm), depends only on a finite number of points.
Denote by Fl(T lp) the piecewise linear function that interpolates the data T lp on the grid
1
N l
Z. Then T is called convergent if the functions Fl(T lp) uniformly converge to a nontrivial
continuous limit function T ∞p for all nontrivial initial data p 6= (. . . , 0, 0, 0, . . .).
In the present paper we are interested in the approximation order of subdivision schemes. For
α ∈ R+ let Lip α be the space of all bounded functions such that with γ := dαe − 1 we have
f ∈ Cγ and ( ddt )γ f ∈ Lip (α − γ ). For 0 < γ ≤ 1 the space Lip γ consists of all bounded
functions f with suph>0 ‖ f (·+h)− f (·)|h|γ ‖C(R) <∞.
Remark 2. The definition of Lipschitz classes given here is nonstandard in the case of α ∈ N,
where usually higher order divided differences have to be taken into account. This would yield
the so-called Zygmund classes [16] and ensure that these spaces are all contained in a Besov
scale. For our purposes, however, the above definition turns out to be the most convenient.
Definition 3. A convergent subdivision scheme T provides approximation order α > 0 if for
any f ∈ Lip α there exists a constant C > 0 such that
‖D1/hT ∞ f |hZ − f ‖C(R) ≤ C |h|α for all h > 0
with D1/h being the dilation operator f (·) 7→ f (·/h).
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Definition 4. With the sampling operators
P j : L∞(R,Rm)→ l∞(Z,Rm), f 7→ P j f :=
(
f
(
i
N j
))
i∈Z
(1)
the MRA associated with T of a function f ∈ L∞(R,Rm) is defined as the data(
P0,λ1,λ2, . . .
)
, (2)
where P0 := P0 f and λ j f = P j f − T P j−1 f . Given data (2), the reconstruction procedure is
defined by the functions
P j (P0,λ1,λ2, . . .) := T P j−1(P0,λ1,λ2, . . .)+ λ j . (3)
If there exists a continuous function f with P j f = P j (P0,λ1,λ2, . . .), we write P∞(P0,λ1,
λ2, . . .) := f .
In the linear case such an MRA is also known as interpolating wavelet transform [6]. A nonlinear
version of these transforms has been analyzed in [11]. The first paper that uses the idea of building
an MRA from subdivision is, to the best of the author’s knowledge, Faber’s 1908 paper [9].
Definition 5. We say that the MRA associated with T is stable if there exists a constant C ≥ 0
such that for initial data (P0,λ1,λ2, . . .) and (P˜0, λ˜1, λ˜2, . . .) we have∥∥∥P j (P0,λ1,λ2, . . .)− P j (P˜0, λ˜1, λ˜2, . . .)∥∥∥∞
≤ C
(
‖P0 − P˜0‖∞ +
j∑
i=1
‖λi − λ˜i‖∞
)
.
In approximation theory one often tries to relate the convergence order of an approximation pro-
cess to the membership of a function in some function space. In this spirit we make the following
definition:
Definition 6. The subdivision scheme T admits a direct theorem of order α > 0 if for every
f ∈ Lip α there exists a constant C f such that
‖λ j f ‖∞ ≤ C f N−α j .
For technical reasons we require that the constant CDτ f depends continuously on τ ∈ [1/N , 1].
Of special interest are linear subdivision schemes which we shall always denote by S. They can
be written as
(Sp)Ni+l =
∑
j∈Z
aNi+l−N j p j , i ∈ Z, l = 0, . . . , N − 1
with a finitely supported sequence (ai )i∈Z, called the mask of S. A subdivision scheme is said to
reproduce Πk , the space of polynomials of degree ≤ k, if
SP0 p = P1 p for all p ∈ Πk .
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It is well known [2,8] that a linear scheme S has approximation order k + 1 if S reproduces
Πk . Further, it is well known that if a linear scheme is convergent, it must reproduce Π0. This
property, often called reproduction of constants, is clearly equivalent to∑
j∈Z
ai−N j = 1 for all i ∈ Z.
As an example of a linear subdivision scheme we mention the linear spline scheme with dilation
factor N which is defined by the generating function of its mask via∑
j∈Z
a j z
j = (1+ z + · · · + z
N−1)2
N z
.
It is easy to verify that this subdivision scheme reproduces Π1, i.e. has approximation order 2.
Derived schemes constitute a useful tool for studying linear schemes. With ∆ being the
operator that maps a sequence p = (pi )i∈Z to (pi+1− pi )i∈Z, the l-th derived scheme is defined
as the linear subdivision scheme that satisfies
∆l ◦ S = S[l] ◦∆l .
Derived schemes need not exist in general. For instance S[1] exists iff S reproduces constants.
In general the conditions for the existence of derived schemes, called sum rules, are purely
algebraic. We remark that if S reproduces Πk , then the derived scheme S[k+1] exists.
3. Main theorems
Theorem 7. Assume that the subdivision scheme T admits a direct theorem of order α > 0. If
the MRA associated with T is stable, then T provides approximation order α.
Proof. Let f ∈ Lip α with decomposition (P0,λ1, . . .). We first consider values h = 1/N j . In
this case, the expression
‖D1/hT ∞ f |hZ − f ‖C(R)
assumes the form
‖P∞(P0,λ1, . . . ,λ j , 0, 0, . . .)− P∞(P0,λ1, . . . ,λ j ,λ j+1,λ j+2, . . .)‖∞,
where 0 denotes the constant zero sequence. By stability and the fact that T admits a direct
theorem, this expression can be bounded by
C
∑
k> j
‖λk‖∞ ≤ C ′
∑
k> j
N−αk = C ′ 1
1− N−α N
−α j .
Now we let h = τ/N j with τ ∈ [1/N , 1]. Then
‖D1/hT ∞ f |hZ − f (·)‖C(R) = ‖DN jT ∞(Dτ f )|N− jZ − Dτ f ‖C(R).
This expression is bounded by Cτ N−α j = Cτ τ−αhα ≤ NαCτhα with a constant Cτ depending
continuously on τ ∈ [1/N , 1]. Since [1/N , 1] is a compact set, we conclude that
‖D1/hT ∞ f |hZ − f ‖C(R) ≤ Chα
for some constant C ≥ 0 and h > 0. 
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The following theorem settles a conjecture in [18] under a stability assumption on T . As we shall
see in Section 5, it can be applied to a wide class of nonlinear subdivision schemes.
Theorem 8. Let T be a subdivision scheme such that the associated MRA is stable and let S be
a linear scheme reproducing Πk . Assume that there exists a constant C ≥ 0 such that
‖Sp− T p‖∞ ≤ CΩk(p) for all p, (4)
where
Ωk(p) :=
∑
γ∈Γk
k+1∏
i=1
‖∆i p‖γi∞ and
Γk :=
{
γ = (γ1, . . . , γk+1) : γi ∈ Z+,
k+1∑
i=1
iγi = k + 1
}
.
Then T has approximation order k + 1.
Proof. We need to show that T admits a direct theorem of order k + 1. Note that for every
f ∈ Lip (k + 1), we have that
‖∆lP j f ‖∞ ≤ Cl N−l j l = 1, . . . , k + 1
with nonnegative constants C1, . . . ,Ck+1 depending continuously on τ 7→ Dτ f . With ∆h f :=
f (· + h)− f (·) we may for instance take Ci := suph>0 ‖h−i∆ih f ‖∞, i = 1, . . . , k + 1. Putting
these estimates into (4), we arrive at
Ωk(P j f ) ≤
(
max
i=1,...,k+1
Ci
)k+1
N−(k+1) j . (5)
Now we estimate the wavelet coefficients
‖λ j f ‖∞ = ‖T P j−1 f − P j f ‖∞ ≤ ‖SP j−1 f − P j f ‖∞ + ‖(S − T )P j−1 f ‖∞.
In [6] it is shown that if S is linear and reproduces Πk , then S satisfies a direct theorem of order
k + 1. Hence, the first term is bounded by a constant times N−(k+1) j . Because of (4) and (5) the
second term is bounded by an analogous expression and we arrive at the result. 
4. Weakening the assumptions
In the present section we show how to weaken our assumption that the MRA associated with
T is stable to the simpler property that T is stable, i.e. there exists C ≥ 0 such that
‖T ∞p− T ∞q‖∞ ≤ C‖p− q‖∞.
From [12] we know that stability of T does not necessarily imply stability of the MRA associated
with T . The dyadic median interpolating scheme provides a counterexample. However, within
the framework of [12] it is possible to prove that stability of T (almost) implies that for an iterate
T n the associated MRA is stable. A careful examination of the proof of Theorem 7 shows that
this is already enough to show approximation order, provided that T n satisfies a direct theorem
(Note that if T has dilation N , then T n has dilation N n). In what follows we shall only consider
subdivision schemes T ∈ C1(l∞, l∞). We can thus define the differential DT in an obvious way.
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By locality of T the operator DT behaves like a finite dimensional operator. We say that T ∈ Ok
if for l = 1, . . . , k there exists another subdivision operator T [l] with
∆l ◦ T = T [l] ◦∆.
We also define the spectral radius associated with the MRA as
ρMRA(T , k) := lim inf
j→∞ sup
(p j−1,...,p0)∈l j∞
‖DT [k]|p j−1 DT [k]|p j−2 . . . DT [k]|p0‖1/j
and the spectral radius of T via
ρS(T , k) := lim inf
j→∞ supp∈l∞
‖DT [k]|(T [k]) j−1p DT [k]|(T [k]) j−2p . . . DT [k]|p‖1/j .
The main result of [12] reads as follows:
Theorem 9. T is stable if ρS(T , k) < 1 for some k ∈ Z+. If ρS(T , k) > 1, then T is not stable.
The MRA associated with T is stable if ρMRA(T , k) < 1 for some k ∈ Z+. If ρMRA(T , k) > 1,
then the MRA is not stable.
Lemma 10. Assume that ρS(T , k) < 1. Then there exists an n ∈ Z+ such that ρMRA(T n, k)
< 1.
Proof. The assumption ρS(T , k) < 1 implies that there exists n ∈ Z+ such that if we write
T˜ := T n the following holds:
‖DT˜ [k]|p‖ = ‖DT [k]|(T [k])n−1p DT [k]|(T [k])n−2p . . . DT [k]|p‖ =: ρ˜ < 1
for any p ∈ l∞. It follows that ρMRA(T˜ , k) ≤ ρ˜ < 1. 
Lemma 11. Assume that S is a linear scheme such that the k+1-st derived scheme S[k+1] exists.
Then, if (4) holds between T and S, there exist constants Cn such that
‖Snp− T np‖∞ ≤ CnΩk(p) for all n ∈ Z+.
Proof. First note that there exists a constant C := (maxi=1,...,k+1 ‖S[i]‖)k+1 such that
Ωk(Sp) =
∑
γ∈Γk
k+1∏
i=1
‖∆iSp‖γi∞ =
∑
γ∈Γk
k+1∏
i=1
‖S[i]∆i p‖γi∞ ≤ CΩk(p).
Further, since T ∈ C1, there exists a constant D such that
‖T p− T q‖∞ ≤ D‖p− q‖∞.
Thus,
‖T np− Snp‖∞ ≤
n−1∑
i=0
‖T n−iS i p− T n−i−1S i+1p‖∞
≤
n−1∑
i=0
Dn−i−1‖(T − S)S i p‖∞ ≤
n−1∑
i=0
Dn−i−1Ωk(S i p)
≤
n−1∑
i=0
Dn−i−1C iΩk(p) =: CnΩk(p). 
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Now we are able to prove approximation order only using the stability of T :
Theorem 12. Assume that T ∈ Ol for some l ∈ Z+ satisfies (4) with a linear subdivision scheme
S reproducing Πk . If ρS(T , l) < 1, then T has approximation order k + 1.
Proof. The proof follows from Lemmas 10, 11 and from Theorem 7. 
5. Applications
We make use of recent stability results [10,12] and the results of the preceding section to
prove approximation order for some nonlinear schemes. It turns out that our point of view allows
for very short and natural proofs, once stability has been established.
5.1. Manifold-valued subdivision
We first recover the recent result of [18] using our methods. It is possible to adapt a linear
subdivision scheme S so as to operate on nonlinear (manifold-valued) data. The idea is as
follows: Since any convergent linear scheme S with mask (ai )i∈Z reproduces constants, we can
write
(Sp)Ni+l = mi,l +
∑
j∈Z
aNi+l−N j (p j − mi,l), i ∈ Z, l = 0, . . . , N − 1 (6)
where mi,l is some sequence that is not too far away from the point pi : For instance, mi,l = pi
will do for our purposes. We can interpret (6) as adding the vector
∑
j∈Z aNi+l−N j (p j 	 mi,l)
to the point mi,l , where p 	 q denotes the vector pointing from q to p. We write mi,l ⊕∑
j∈Z aNi+l−N j (p j 	 mi,l) and let ⊕ denote the point–vector addition which clearly satisfies
q ⊕ (p 	 q) = p. (7)
With this geometric interpretation in mind we can now easily define an analogue T of S which
operates in a manifold. All that we need is a notion of point–vector addition 	 and difference
vector p 	 q for two points p, q such that (7) is satisfied.
Example 13. The standard example is when the manifold is a Lie group (G, ◦). In this case
we let vectors live in the Lie algebra g of G and we define p 	 q := log(q−1 ◦ p) and
p ⊕ v := p ◦ exp(v) for all p, q ∈ G and v ∈ g such that the expressions make sense. Now we
can define the G-valued log–exp analogue of S by
(T p)Ni+l := mi,l ◦ exp
∑
j∈Z
aNi+l−N j log(m−1i,l ◦ p j )
 ,
where exp and log denote the exponential function of G and its (locally defined) inverse. For
general manifolds an analogous construction exists, but the vectors now live in the tangent
bundle (which is in general not trivial). The point–vector addition and point–point difference
can be realized by choosing a Riemannian metric on the manifold and then using the exponential
mapping with respect to this Riemannian metric (see e.g. [3] for more information on Lie groups
and manifolds).
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By restricting ourselves to a chart, which is possible by the local nature of subdivision, we can
always assume that T operates on data living in some Rm . It is shown in [11] that for any two
smooth functions 	 and ⊕ satisfying (7) and any linear subdivision scheme S reproducing Πk ,
k ≥ 0, there exists a constant C such that
‖Sp− T p‖ ≤ C
∑
γ1+2γ2+···+kγk=k+1
‖∆p‖γ1 . . . ‖∆kp‖γk (8)
and
‖Sp− T p‖ ≤ C‖∆p‖2 (9)
where we define the geometric analogue T of S via
(T p)Ni+l := mi,l ⊕
∑
j∈Z
aNi+l−N j (p j 	 mi,l).
Eq. (9) together with the smoothness of the functions ⊕, 	 by the results of [10] implies that T
is stable. Further, we observe that (8) is just an instance of (4) where the term ‖∆k+1p‖ does not
occur. Since for linear schemes reproduction of Πk is equivalent to approximation order k + 1,
we can apply Theorem 8 and obtain:
Theorem 14. The approximation order of the geometric analogue of a convergent linear
subdivision scheme S equals at least the approximation order of S.
This result has recently been obtained in [18] using different methods. We remark that the cited
result is slightly stronger than ours, since it only requires (9) and (8) to hold. We additionally
assumed that T is smooth as a mapping l∞ → l∞. For the applications on manifold-valued
data this assumption is however no restriction. Actually, smoothness of T is required to establish
inequalities (9) and (8) in the first place; see [11,19].
5.2. Triadic median interpolation
The median interpolating scheme has been introduced in [7] for the use in noise-removal
applications where the noise is non-Gaussian. It is defined as follows: Let
med( f ; I ) := sup
{
γ : µ({x : f (x) < γ }) ≤ 1
2
µ(I )
}
,
be the median of a continuous function f on an interval I whereµ denotes the Lebesque measure.
For initial data p ∈ l∞(Z,R) let qi (x) be the unique quadratic polynomial satisfying
med(qi ; [i − l, i − l + 1]) = pi−l , l = −1, 0, 1.
The median interpolating scheme T is defined via
(T p)3i+l = med
(
qi ;
[
3i + l
3
,
3i + l + 1
3
])
, l = 0, 1, 2.
Clearly, T has dilation factor 3. Moreover it can be shown [14] that if S is the linear spline rule
with dilation factor 3, there exists a constant C such that
‖T p− Sp‖∞ ≤ C‖∆2p‖∞ for all p.
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This inequality is of the form (4) for k = 1. In [12] it is shown that the MRA associated with T
is stable. Further, it is obvious that S reproduces Π1. Applying Theorem 8 yields:
Theorem 15. The triadic median interpolating scheme has approximation order 2.
5.3. Power-p scheme
Let 1 ≤ p <∞. Then the power-p subdivision scheme T is defined via
(T p)2i = pi , (T p)2i+1 = pi + pi+12 −
1
8
Hp
(
(∆2p)i−1, (∆2p)i
)
,
where
Hp(x, y) :=

x + y
2
(
1−
∣∣∣∣ x − yx + y
∣∣∣∣p) , xy > 0,
0 xy ≤ 0.
Lemma 3.6 in [12] implies that Hp is Lipschitz continuous, and thus we have that
‖T p− Sp‖ ≤ C‖∆2p‖
for some constant C ≥ 0, S being the linear spline scheme with dilation factor 2. Clearly, S
reproduces Π1. Further, for 1 ≤ p < 8/3 it is shown in [12] that the MRA associated with T is
stable. Theorem 8 implies:
Theorem 16. For 1 ≤ p < 8/3 the power-p scheme has approximation order 2.
5.4. Dyadic median interpolation
The dyadic median interpolating scheme T is defined as
(T p)2i+l = med
(
qi ;
[
2i + l
2
,
2i + l + 1
2
])
, l = 0, 1,
where the polynomial qi is defined as for the triadic median interpolating scheme. The dyadic
median interpolating scheme is an example where T is stable but the associated MRA is unstable.
In [12] it is shown that ρS(T , 1) < 1 but ρMRA(T , 1) > 1. As for the triadic median interpolating
scheme, T satisfies ‖T p − Sp‖ ≤ C‖∆2p‖, where S is the linear spline scheme with dilation
factor 2 (see [14]). With Theorem 12 we can conclude that:
Theorem 17. The dyadic median interpolating scheme has approximation order 2.
6. Conclusion
We have shown a number of general results which state that stability properties of a nonlinear
subdivision scheme imply approximation order. The analysis of stability is a subject of current
research and we expect that new results will appear in the near future. Since most nonlinear
schemes which are studied satisfy (4), our results imply that if a new stability result is proven,
then approximation order comes for free.
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