Invo-fine rings, as defined by the author in Internat. Math. Forum (2016), form a proper subclass of the class of fine rings introduced by Calugareanu-Lam in J. Algebra Appl. (2016). We establish that a unital ring is invo-fine exactly when it is isomorphic to either Z 2 or Z 3 , thus completely describing its isomorphism structure. This extends an earlier result of Danchev from Internat. Math. Forum (2016), proved for strongly invo-fine unital rings.
Introduction and Definitions
Throughout this short article, all rings R considered shall be assumed associative and unital. Usually, U (R) stands for the set of all units in R, Inv(R) for the subset of U (R) consisting of all involutions, Id(R) for the set of all idempotents in R and N il(R) for the set of all nilpotents in R with the subset N il 2 (R) containing all nilpotent elements of index of nilpotence 2. Traditionally, J(R) denotes the Jacobson radical of R. All other notations as well as the terminology are in agreement with the standard meaning.
In [1] was defined the following important notion. Definition 1.1. A ring R is called fine if, for every non-zero r ∈ R, there are u ∈ U (R) and q ∈ N il(R) such that r = u + q. If, in addition, uq = qu, then R is called strongly fine, and if the presentation of r is unique, R is called uniquely fine.
This concept was generalized in [2] to the so-called nil-good rings, that are rings R such that each their element is either a nilpotent, or the sum of a nilpotent and a unit. Evidently, any fine ring is nil-good, which implication is irreversible (compare with [2] ).
However, replacing in Definition 1.1 the word "unit" by the word "involution", one can state the following: Definition 1.2. A ring R is said to be invo-fine if, for every 0 = r ∈ R, there exist v ∈ Inv(R) and q ∈ N il(R) such that r = v + q. If, in addition, vq = qv, then R is called strongly invo-fine, and if the presentation of r is unique, R is called uniquely invo-fine.
It is worthwhile noticing that (uniquely, strongly) fine rings were classified in [1, Proposition 2.1] as division rings, while (uniquely, strongly) invo-fine rings were classified in [3, Theorem 2.4] as being isomorphic to one of the simple fields Z 2 or Z 3 . Certainly, the sum u + q is always a unit, provided that qu = uq, and thus the proposed proof in [3] could substantially be simplified. Nevertheless, the idea from there is very useful and will be fully developed here to get the general result.
The aim of this work is to examine invo-fine rings in all details, by giving up their full description up to an isomorphism. Notice that fine rings are still not completely characterized.
The Characterization of Invo-Fine Rings
The next technical claim is our key instrument. Lemma 2.1. Suppose R is a ring with u ∈ U (R) and e ∈ Id(R) such that u 2 e = eu 2 and u = e + q, where q ∈ N il(R). Then e = 1.
Proof. Observing that u 2 = e + eq + qe + q 2 together with u 2 e = e + eqe + qe + q 2 e = e + eq + eqe + eq 2 = eu 2 , it follows that qe + q 2 e = eq + eq 2 , i.e., (q + q
2 )e = e(q + q 2 ). Therefore, since u and q + q 2 do commute as well, the defined element u 1 := u − (q + q 2 ) = e − q 2 is again a unit. But the unit u commuting with (q + q 2 ) 2 ensures that u 1 will commute with (q + q 2 ) 2 too, so that u 2 := u 1 + (q + q 2 ) 2 = e + 2q 3 + q 4 is again a unit. Furthermore, since u 2 commutes with 2(q + q 2 ) 3 , one sees that
) is a function of the powers q 4 , q 5 and q 6 , respectively. Next, repeating the same idea for lifting the nilpotent exponents, after a final number of steps, one can find a unit u t such that u t = e + q t c for some t ∈ N with q t = 0 and c ∈ R depending on q. Finally, u t = e = 1, as expected. We now have at our disposal all the information needed to prove the following somewhat surprising result which completely determines the structure of invofine rings, namely that these rings are precisely strongly invo-clean (see [ Proof. The sufficiency is straightforward, so that we will be concentrated on the necessity. To that goal, letting 0 = e ∈ Id(R) and writing e = v+q for some v ∈ Inv(R) and q ∈ N il(R), we obtain that v = (−q) + e with −q ∈ N il(R) whence Lemma 2.1 applies to get that e = 1. Thus Id(R) = {0, 1} and hence R is strongly indecomposable.
Moreover, provided 2 = 0 in R, one can write that 2 = w + d, where w ∈ Inv(R) and d ∈ N il(R). Consequently, 2 − d = w and hence lifting this equality by 2, we deduce that 3 = 4d − d 2 ∈ N il(R). This means that 2 ∈ U (R) because 1 + N il(R) ⊆ U (R). But, for any involution u of R, it must be then that Therefore, every non-zero element of R is of the type 1 + h ∈ U (R) or −1 + h ∈ U (R) for some h ∈ N il(R), which allows us to infer that R is a division ring. That is why, h = 0 forcing that R = {0, 1, −1} ∼ = Z 3 , as asserted.
If now 2 = 0 in R, then it is readily seen that for each u ∈ Inv(R) we have (1 + u) 2 = 0. So, for every 1 = r ∈ R, we derive that r − 1 = u + q for some q ∈ N il(R), that is, r = (1+u)+q. This gives that R\{1} = N il 2 (R)+N il(R), which amounts to R = {1}∪[N il 2 (R)+N il(R)]. However, we will demonstrate that N il(R) = {0}, which implies at once that R = {0, 1} ∼ = Z 2 , as claimed. To that end, in a way of contradiction, for any non-zero t ∈ N il 2 (R), we write that t = v + q, where v 2 = 1 and q n = 0 for some natural n ≥ 1, so that q 2 n = 0. Thus q = t + v and with the help of t 2 = 0 and v 2 = 1 we observe that (t + v) 2 = 1 + tv + vt, as well as that tv and vt do commute being orthogonal elements, because tv.vt = t 2 = 0 = vt.tv. Furthermore, invoking to the Newton's Binomial Formula or to the Frobenius' Law, one has that
Multiplying next this relation by (tv) 2 n−1 on the right, it follows that [(tv)
2 n−1 = 0 taking into account that t 2 = 0. Consequently, (tv) 2 n−1 is an idempotent and, by what we have concluded above, it has to be equal to either 0 or 1. In the first case, (tv) 2 n−1 = 0. Substituting it in the above equation 1 = (tv) 2 n−1 + (vt) 2 n−1 yields that (vt) 2 n−1 = 1 and hence t is right invertible. But this is, however, impossible because zt = 1 for some z ∈ R will imply that 0 = zt 2 = t which is against the choice of t.
In the second case, (tv) 2 n−1 = 1 means that t is left invertible, which fact is manifestly false implying via similar arguments that once again t = 0. The pursued contradiction is now sustained and it unambiguously guarantees that, after all, it must be t = 0. Finally, N il(R) = N il 2 (R) = {0}, as promised.
In order to generalize the above considerations, we close with the following question of interest.
For some arbitrary but a fixed n ∈ N with n ≥ 2, we shall say that a ring R is n-torsion fine if each non-zero element r ∈ R can be presented as r = u + q, where u n = 1 and q ∈ N il(R). If, in addition, q n = 0, the ring R is called exponentially n-torsion fine. The "strongly" variant arises when uq = qu.
Problem. Determine the isomorphic structure of (exponentially) n-torsion fine rings when n ≥ 3.
Clearly, when n = 2, we obtain invo-fine rings. So, the next query is quite natural: Does it follow that, as in the case of invo-clean rings, the notions of (exponentially) n-torsion fine rings and strongly (exponentially) n-torsion fine rings do coincide?
