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We evaluate the two-point function for the electromagnetic ﬁeld tensor in (D + 1)-dimensional de Sitter
spacetime assuming that the ﬁeld is prepared in Bunch–Davies vacuum state. This two-point function
is used for the investigation of the vacuum expectation values (VEVs) of the ﬁeld squared and the
energy–momentum tensor in the presence of a conducting plate. The VEVs are decomposed into the
boundary-free and plate-induced parts. For the latter, closed form analytical expressions are given in
terms of the hypergeometric function. For 3 D  8 the plate-induced part in the VEV of the electric
ﬁeld squared is positive everywhere, whereas for D  9 it is positive near the plate and negative at large
distances. The VEV of the energy–momentum tensor, in addition to the diagonal components, contains
an off-diagonal component which corresponds to the energy ﬂux along the direction normal to the
plate. Simple asymptotic expressions are provided at small and large distances from the plate compared
with the de Sitter curvature scale. For D  4, all the diagonal components of the plate-induced vacuum
energy–momentum tensor are negative and the energy ﬂux is directed from the plate.
© 2013 The Authors. Published by Elsevier B.V. Open access under CC BY license.1. Introduction
It is well known that the properties of vacuum state for a quan-
tum ﬁeld crucially depend on the geometry of background space-
time. Closed expressions for physical characteristics of the vacuum,
such as expectation values of various bilinear products of the ﬁeld
operator, can be found for highly symmetric background geome-
tries only. On one hand these analytic results are interesting on
their own and on the other, they help understanding the inﬂuence
of the gravitational ﬁeld on the quantum vacuum for more compli-
cated geometries. From this perspective, de Sitter (dS) spacetime is
among the most interesting backgrounds. There are several reasons
for that. dS spacetime is the maximally symmetric solution of Ein-
stein’s equations with a positive cosmological constant and, owing
to this symmetry, numerous physical problems are exactly solvable
on this background. In accordance with the inﬂationary cosmol-
ogy scenario [1], in the early stages of the cosmological expansion
our universe passed through a phase in which its local geome-
try closely resembles that of dS spacetime. During an inﬂationary
epoch, quantum ﬂuctuations in the inﬂaton ﬁeld introduce inho-
mogeneities which play a central role in the generation of cosmic
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Open access under CC BY licensestructures from inﬂation. More recently, astronomical observations
of high redshift supernovae, galaxy clusters and cosmic microwave
background [2] indicated that at the present epoch the universe is
accelerating and can be approximated by a world with a positive
cosmological constant. If the universe were to accelerate indeﬁ-
nitely, the standard cosmology would lead to an asymptotic dS uni-
verse. It is therefore important to investigate physical effects in dS
spacetime for understanding both the early universe and its future.
The interaction of a ﬂuctuating quantum ﬁeld with the back-
ground gravitational ﬁeld leads to vacuum polarization. The bound-
ary conditions imposed on the ﬁeld operator give rise to another
type of vacuum polarization. These conditions can arise because
of the presence of boundaries having different physical natures,
like macroscopic bodies in QED, extended topological defects, hori-
zons and branes in higher-dimensional models. They modify the
zero-point modes of a quantized ﬁeld and, as a result, forces arise
acting on constraining boundaries. This is the familiar Casimir ef-
fect (for reviews see [3]). The particular features of the Casimir
forces depend on the nature of a quantum ﬁeld, the type of space-
time manifold, the boundary geometry, and the speciﬁc boundary
conditions imposed on the ﬁeld.
An interesting topic in the investigation of the Casimir effect is
its explicit dependence on the geometry of the background space-
time. In the present Letter, an exactly solvable problem with both
types of polarization of the electromagnetic vacuum will be con-
sidered. We evaluate the two-point function for the ﬁeld tensor
and the vacuum expectation values (VEVs) of the ﬁeld squared and.
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(D + 1)-dimensional dS spacetime. The corresponding problem for
a massive scalar ﬁeld with general curvature coupling parameter
has been recently considered in [4] and [5] for ﬂat and spherical
boundaries respectively (see also [6,7] for special cases of confor-
mally and minimally coupled massless ﬁelds). It has been shown
that the curvature of the background spacetime decisively inﬂu-
ences the behavior of VEVs at distances larger than the curvature
scale of dS spacetime. In another class of models with boundary
conditions, the latter arise because of the nontrivial topology of
the space. The periodicity conditions imposed on the ﬁeld operator
along compact dimensions lead to the topological Casimir effect.
This effect for scalar and fermionic ﬁelds, induced by toroidal
compactiﬁcation of spatial dimensions in dS spacetime has been
investigated in [8].
The outline of the Letter is as follows. In the next section we
present a complete set of mode functions for the electromag-
netic ﬁeld deﬁning the Bunch–Davies vacuum state in (D + 1)-
dimensional boundary-free dS spacetime. Then, these mode func-
tion are used for the evaluation of the two-point function of the
electromagnetic ﬁeld tensor. In Section 3 we consider the geom-
etry with a conducting plate. The corresponding mode functions
for the vector potential are presented and they are used for the
evaluation of the two-point functions. The latter are expressed in
terms of the boundary-free two-point functions. Then, we evaluate
the parts in the VEVs of the electromagnetic ﬁeld squared and the
energy–momentum tensor induced by the conducting plate. Closed
expressions for these VEVs are derived and their asymptotic behav-
ior is investigated near the plate and at large distances compared
with the dS curvatures scale. The main results are summarized in
Section 4.
2. Electromagnetic modes and two-point functions
In this section we present a complete set of mode functions
for the electromagnetic ﬁeld in dS spacetime and then the two-
point functions for the ﬁeld tensor are evaluated. The two-point
functions 〈Aμ(x)Aν(x′)〉 for both massive and massless vector
ﬁelds in dS spacetime are obtained in [9] by using the arguments
based on the maximal symmetry. In [10], the Wightman two-point
functions for massive and massless vector ﬁelds are investigated
in 4-dimensional dS spacetime by making use of the construc-
tion based on analyticity properties offered by the complexiﬁed
pseudo-Riemannian manifold in which the dS manifold is embed-
ded. Infrared pathologies in the behavior of the photon two-point
functions in dS spacetime have been recently discussed in [11] and
it has been shown that these are purely gauge artifacts.
2.1. Mode functions
We consider the electromagnetic ﬁeld in the background of
(D+1)-dimensional dS spacetime, described in the inﬂationary co-
ordinates:
ds2 = dt2 − e2t/α
D∑
l=1
(
dzl
)2
, (1)
where the parameter α is related to the positive cosmological
constant Λ by the formula α2 = D(D − 1)/(2Λ). Below, in ad-
dition to the comoving synchronous time coordinate t we use
the conformal time τ , deﬁned as τ = −αe−t/α , −∞ < τ < 0. In
terms of this coordinate the metric tensor takes a conformally ﬂat
form: gik = (α/τ )2diag(1,−1, . . . ,−1). For the action integral of
the electromagnetic ﬁeld one hasS = − 1
16π
∫
dD+1x
√|g| Fμν(x)Fμν(x), (2)
where Fμν is the electromagnetic ﬁeld tensor: Fμν = ∂μAν −
∂ν Aμ . Imposing the gauge conditions A0 = 0, ∇μAμ = 0, we ex-
pand the vector potential as a Fourier integral
Al(x) =
∫
dk Al(τ ,k)e
ik·z, Al(τ ,−k) = A∗l (τ ,k), (3)
with, x = (τ , z), z = (z1, . . . , zD), k = (k1, . . . ,kD) and k · z =∑D
l=1 klzl . From the gauge condition, for the Fourier components
of the vector potential one has
∑D
l=1 kl Al(τ ,k) = 0.
In terms of the Fourier components, the action integral (2) is
written in the form
S = (2π)
D−1
4
D∑
l=1
∫
dk
∫
dτ (α/η)D−3
× [∂τ Al(τ ,k)∂τ A∗l (τ ,k) − k2Al(τ ,k)A∗l (τ ,k)], (4)
where η = |τ |. The variational principle applied to (4) leads to the
equation:
∂2τ Al(τ ,k) −
D − 3
τ
∂τ Al(τ ,k) + k2Al(τ ,k) = 0. (5)
The general solution of this equation is a linear combination
of the functions ηD/2−1H (1)D/2−1(kτ ) and ηD/2−1H
(2)
D/2−1(kτ ), with
H (1,2)ν (x) being the Hankel functions. Different choices of the coef-
ﬁcients in the linear combination correspond to different vacuum
states. Here we assume that the ﬁeld is prepared in dS invariant
Bunch–Davies vacuum state which is the only dS invariant vacuum
state with the same short-distance structure as the Minkowski vac-
uum.
For Bunch–Davies vacuum state Al(τ ,k) ∝ ηD/2−1H (2)D/2−1(kτ ).
By taking into account that H (2)ν (kτ ) = −eνπ i H (1)ν (kη), the com-
plete set of mode functions deﬁning this state are given by
A(σk)l(x) = C
(σ )lηD/2−1H (1)D/2−1(kη)eik·z, l = 1, . . . , D, (6)
where σ = 1, . . . , D − 1 correspond to different polarizations. The
polarization vectors obey the relations
D∑
l=1

(σ )lkl = 0,
D∑
l=1

(σ )l
(σ ′)l = δσσ ′ , (7)
and
D−1∑
σ=1

(σ )l
(σ )m = δlm − klkm/k2. (8)
The normalization factor C is determined from the condition∫
dz
D∑
l=1
[
A∗(σk)l(x)∂τ A(σ ′k′)l(x) − A(σ ′k′)l (x)∂τ A∗(σk)l(x)
]
= −i 4πδσσ ′
(α/η)D−3
δ
(
k− k′). (9)
By using the expression (6), one ﬁnds
|C |2 = α
3−D
4(2π)D−2
. (10)
For D = 3, by taking into account that H (1)1/2(z) = −i
√
2/(πx) eiz ,
we see that the mode functions coincide with the corresponding
functions in Minkowski spacetime (the D = 3 mode functions have
also been considered in [12]). This is a consequence of the confor-
mal invariance of the electromagnetic ﬁeld in D = 3.
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Having a complete set of normalized mode functions for the
vector potential we can evaluate the two-point function for the
electromagnetic ﬁeld by using the mode-sum formula (here and
below the Latin indices for tensors run over 1,2, . . . , D)
〈
Al(x)Am
(
x′
)〉
0 =
D−1∑
σ=1
∫
dk A(σk)l(x)A
∗
(σk)m
(
x′
)
, (11)
where 〈· · ·〉0 stands for the VEV in the boundary-free dS spacetime.
By taking into account the expression (6), one gets the integral
representation
〈
Al(x)Am
(
x′
)〉
0 =
α3−D(ηη′)D/2−1
4(2π)D−2
∫
dk
(
δlm − klkmk2
)
× H (2)D/2−1(kη)H (1)D/2−1
(
kη′
)
eik·z, (12)
with z= z− z′ .
First let us consider the part with δlm . By writing the product
of the Hankel functions in terms of the Macdonald function, after
the integration over the angular part of k, one ﬁnds:
I =
∫
dk H (2)D/2−1(kη)H
(1)
D/2−1
(
kη′
)
eik·z
= 4(2π)
D/2
π2|z|D/2−1
∞∫
0
dkkD/2KD/2−1(ikη)KD/2−1
(−ikη′)
× J D/2−1
(
k|z|), (13)
with Jν(x) been the Bessel function. The last integral is evaluated
by using the formula from [13] and we get
I = 4(2π)(D−3)/2Γ (D − 1)
(ηη′)D/2
P (1−D)/2(D−3)/2(−Z)
(Z2 − 1)(D−1)/4 , (14)
where Pμβ (x) is the associated Legendre function,
Z = 1+ (η)
2 − |z|2
2ηη′
, (15)
and η = η − η′ . The quantity Z is invariant under the action of
the isometry group of dS spacetime. One has Z > 1 and Z < 1
for timelike and spacelike related points x and x′ , respectively.
An alternative form for the integral (14) is obtained by using the
relation between the associated Legendre function and the hyper-
geometric function [14]:
I = 2π
(D−3)/2Γ (D − 1)
Γ ((D + 1)/2)(ηη′)D/2 F
(
D − 1,1; D + 1
2
; z
)
, (16)
with the notation
z = Z − 1
2
= 1+ (η)
2 − |z|2
4ηη′
. (17)
Hence, the two-point function for the vector potential is presented
in the form〈
Al(x)Am
(
x′
)〉
0
= δlmα
3−DΓ (D − 1)
(4π)(D−1)/2Γ ((D + 1)/2) F
(
D − 1,1; D + 1
2
; z
)
− α
3−D(ηη′)D/2−1
4(2π)D−2
×
∫
dk
klkm
2
H (2)D/2−1(kη)H
(1)
D/2−1
(
kη′
)
eik·z. (18)kOne has no closed form for the second term in the right-hand side
of (18). However, this term does not contribute to the two-point
functions for the electromagnetic ﬁeld tensor and it will not be
needed in the further consideration.
By using (18), we ﬁnd the following expressions for the two-
point functions of the electromagnetic ﬁeld tensor:〈
F0l(x)F0m
(
x′
)〉
0
= (ηη
′)−2
2BDαD−3
[
(δlpδmq − δlmδpq)z
pzq
2ηη′
∂z + (D − 1)δlm
]
× GD(z),〈
F pl(x)F0m
(
x′
)〉
0
= (ηη
′)−2
BDαD−3
δ[pmδl]q
zq
η′
[
2+
(
z − η + η
′
2η
)
∂z
]
FD(z),〈
F pl(x)Fqm
(
x′
)〉
0
= (ηη
′)−2
BDαD−3
(
δ[prδl][qδm]s
zrzs
ηη′
∂z + 2δ[pqδl]m
)
FD(z), (19)
where
BD = (4π)(D−1)/2Γ
(
(D + 3)/2), (20)
and the square brackets enclosing the indices mean the an-
tisymmetrization over these indices: a···[i j ···ik]··· = (a···i j ···ik ··· −
a···ik ···i j ···)/2. In (19) we have introduced the functions
FD(z) = Γ (D)F
(
D,2; D + 3
2
; z
)
,
GD(z) = 2Γ (D − 1)F
(
D − 1,3; D + 3
2
; z
)
. (21)
For odd values of D one has simple expressions:
F3(z) = G3(z) = 2(z − 1)−2,
F5(z) = 12(z − 2)(z − 1)−3, G5(z) = −12(z − 1)−3,
F7(z) = 1442z
2 − 6z + 5
(z − 1)4 , G7(z) = −48
2z − 5
(z − 1)4 . (22)
The expression for the two-point function 〈F0m(x)F pl(x′)〉 is ob-
tained from the expression (19) for 〈F pl(x)F0m(x′)〉 by changing
the sign and by the interchange η η′ .
3. Two-point functions and Casimir densities in the geometry
with a conducting plate
3.1. Two-point functions
As an application of the formulas for the two-point functions
given above here we consider the change in the properties of
the electromagnetic vacuum induced by the presence of a per-
fectly conducting plate placed at zD = 0 (for the electromagnetic
Casimir effect in higher-dimensional spacetimes see, for instance,
[15,16]). We consider the region zD > 0. On the plate the ﬁeld
obeys the boundary condition [15] nν1 ∗Fν1···νD−1 = 0, with the ten-
sor ∗Fν1···νD−1 dual to Fμν , and nμ is the normal to the plate. The
corresponding mode-functions for the vector potential are given by
the expressions
A(σk)l(x) = iCb
(σ )lηD/2−1H (2)D/2−1(kτ ) sin
(
kD z
D)eik‖·z‖ ,
A(σk)D(x) = Cb
(σ )DηD/2−1H (2) (kτ ) cos
(
kD z
D)eik‖·z‖ , (23)D/2−1
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k =
√
k2D + k2‖ . The polarization vectors obey the same relations
(7) and (8). The normalization coeﬃcient is determined from the
condition (9), with the difference that now the integration goes
over the region zD > 0. In this way, we can see that |Cb|2 = 4|C |2,
where |C |2 is given by the expression (10).
The two-point functions for the vector potential are evaluated
by using the mode-sum formula similar to (11). Substituting the
mode functions, the two-point functions are presented in the de-
composed form〈
Al(x)Am
(
x′
)〉= 〈Al(x)Am(x′)〉0 + 〈Al(x)Am(x′)〉b, (24)
where the second term in the right-hand side is induced by the
presence of the conducting plate. For the latter one ﬁnds〈
Al(x)Am
(
x′
)〉
b = −
〈
Al(x)Am
(
x′−
)〉
0,〈
Al(x)AD
(
x′
)〉
b =
〈
Al(x)AD
(
x′−
)〉
0, (25)
where l = 1, . . . , D , m = 1, . . . , D − 1, and x′− is the image of x′
with respect to the plate: x′− = (τ ′, z1′, . . . , zD−1′,−zD′). For the
two-point function of the electromagnetic ﬁeld tensor in the region
zD > 0 we get a similar decomposition〈
F pl(x)Fqm
(
x′
)〉= 〈F pl(x)Fqm(x′)〉0 + 〈F pl(x)Fqm(x′)〉b, (26)
with the plate-induced parts given by〈
F pl(x)Fqm
(
x′
)〉
b = −
〈
F pl(x)Fqm
(
x′−
)〉
0,〈
F pl(x)FDm
(
x′
)〉
b =
〈
F pl(x)FDm
(
x′−
)〉
0, (27)
with p, l = 0,1, . . . , D , and q,m = 0,1, . . . , D − 1.
Here we have considered the perfectly conducting boundary
condition. The case of the inﬁnitely permeable boundary condition,
nμFμν = 0, is treated in a similar way. This condition is imposed
in the bag model for hadrons.
3.2. Casimir densities
We consider a free ﬁeld theory and the two-point functions
given above encode all the properties of the vacuum state. In par-
ticular, having these functions we can evaluate the VEVs for vari-
ous physical observables characterizing the vacuum state. First let
us consider the VEV of the electric ﬁeld squared. It can be obtained
from the two-point functions given above in the coincidence limit
of the arguments〈
E2
〉= −g00glm lim
x′→x
〈
F0l(x)F0m
(
x′
)〉
. (28)
On the base of the decomposition (26) we can write a similar de-
composition for the electric ﬁeld squared: 〈E2〉 = 〈E2〉0+〈E2〉b. For
points away from the plate the divergences in the coincidence limit
of the two-point functions are contained in the boundary-free part
〈E2〉0 only and, hence, the renormalization is needed for this part
only. Because of the maximal symmetry of dS spacetime and the
vacuum state, this part does not depend on the spacetime point.
The part induced by the plate is directly evaluated using the
term in the two-point function, (27). By taking into account the
ﬁrst expression from (19), one gets
〈
E2
〉
b =
D − 1
2BDαD+1
[
2(1− y)∂y − D + 2
]
GD(y), (29)
with the notation
y = 1− (zD/η)2. (30)The plate-induced part (29) depends on zD and η in the com-
bination zD/η. The latter is the proper distance from the plate
measured in units of α. For D = 3, from the general result (29)
one ﬁnds 〈E2〉b = 3(αzD/η)−4/(4π). The latter is obtained from
the corresponding result in Minkowski spacetime by the standard
conformal transformation.
Let us consider the behavior of the plate-induced part in the
VEV of the ﬁeld squared in the asymptotic regions of the ratio
zD/η. At proper distances from the plate much smaller than the
dS curvature scale α one has zD/η  1. By using the asymptotic
formula
GD(y) ≈ Γ
(
D + 3
2
)
Γ
(
D + 1
2
)(
zD/η
)−D−1
, (31)
we get
〈
E2
〉
b ≈
3(D − 1)Γ ((D + 1)/2)
2(4π)(D−1)/2(αzD/η)D+1
. (32)
As it is seen, the plate-induced part diverges on the boundary. This
type of divergences are well-known in quantum ﬁeld theory with
boundaries. For points near the plate the boundary-induced part
(29) dominates in the VEV of the electric ﬁeld squared.
At distances from the plate much larger than the dS curvature
scale, zD/η  1, one has y  −1. In this case, we use the asymp-
totic expressions
GD(y) ≈ 2
D−4
√
π(−y)3 Γ
(
D + 3
2
)
Γ
(
D
2
− 2
)
, D > 4,
GD(y) ≈ Γ (D − 1)Γ ((D + 3)/2)Γ (2− D/2)
2D−3
√
π(−y)D−1 , D < 4, (33)
and
G4(y) ≈ 3(−y)−3
[
2 ln(−4y) − 3], D = 4. (34)
For the VEV of the ﬁeld squared we get
〈
E2
〉
b ≈
(D − 1)(8− D)Γ (D/2− 2)
24−D(4π)D/2αD+1(zD/η)6
, D > 4,
〈
E2
〉
b ≈
23−DΓ (D + 1)Γ (2− D/2)
(4π)D/2αD+1(zD/η)2(D−1)
, D < 4, (35)
and
〈
E2
〉
b ≈ 3
ln(2zD/η) − 5/8
π2α5(zD/η)6
, D = 4. (36)
For D = 3, the expression (35) coincides with the exact result. In
D = 8 the leading term of (35) vanishes. Numerical calculations
show that for 3  D  8 the plate-induced part 〈E2〉b is positive
everywhere. For D  9, 〈E2〉b is positive near the plate and neg-
ative at large distances from the plate. In this case, 〈E2〉b has a
minimum for some intermediate value of zD/η.
In a similar way, for the plate-induced part in the VEV of the
Lagrangian density one ﬁnds
− 1
16π
〈
Fμν F
μν
〉
b
= 1
8π
{〈
E2
〉
b +
D − 1
2BDαD+1
[
2(1− y)∂y + D − 4
]
FD(y)
}
. (37)
The second term in the ﬁgure braces presents the magnetic con-
tribution to the Lagrangian density. For D = 3 it coincides with
〈E2〉b.
Another important characteristic of the vacuum state is the VEV
of the energy–momentum tensor. In addition to describing the lo-
cal structure of the vacuum state, it acts as the source of gravity
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role in modelling self-consistent dynamics involving the gravita-
tional ﬁeld. Similar to the case of the ﬁeld squared, the VEV of the
energy–momentum tensor is decomposed into the boundary-free
and plate-induced parts:〈
T νμ
〉= 〈T νμ〉0 + 〈T νμ〉b. (38)
Again, for points outside the plate the renormalization is required
for the boundary-free part only. Because of the maximal symme-
try of the background geometry, the latter is proportional to the
metric tensor: 〈T νμ〉0 = const · δνμ .
Here we are interested in the plate-induced part which is di-
rectly evaluated by using the formula
〈
T νμ
〉
b = −
1
4π
lim
x′→x
〈
F ·βμ (x)F ν·β
(
x′
)〉
b +
δνμ
16π
〈
Fβσ F
βσ
〉
b. (39)
By taking into account the expressions (19), (27) and (37), for the
VEVs of the diagonal components one ﬁnds (no summation over
l = 1, . . . , D − 1)
〈
T 00
〉
b =
α−D−1
AD
{[
2(1− y)∂y − D + 2
]
GD(y)
− [2(1− y)∂y + D − 4]FD(y)},〈
T DD
〉
b =
α−D−1
AD
[
2(1− y)∂y − D
][
FD(y) − GD(y)
]
,
〈
T ll
〉
b = −
α−D−1
AD
D − 3
D − 1
{[
2(1− y)∂y − (D − 4)D − 1
D − 3
]
GD(y)
+
[
2(1− y)∂y + (D − 4)D − 1
D − 3 − 4
]
FD(y)
}
, (40)
where
AD = (4π)(D+1)/2(D + 1)Γ
(
D − 1
2
)
.
In addition to the diagonal components, one has also a nonzero
off-diagonal component of the vacuum energy–momentum tensor:
〈
T D0
〉
b =
α−D−1
AD
4zD
η
[
(1− y)∂y − 2
]
FD(y). (41)
The latter corresponds to the energy ﬂux along the direction nor-
mal to the plate.
As in the case of the ﬁeld squared, the VEV of the energy–
momentum tensor depends on the coordinates zD and η in the
combination zD/η. This is a consequence of the maximal symme-
try of the background spacetime and of the Bunch–Davies vacuum
state. For D = 3, by using the expressions (22) for the functions
FD(y) and GD(y), we can see that 〈T νμ〉b = 0. This result is a direct
consequence of the conformal invariance of the electromagnetic
ﬁeld in D = 3.
It can be checked that the plate-induced parts of the vacuum
energy–momentum tensor obey the covariant conservation equa-
tion ∇ν〈T νμ〉b = 0. For the problem under consideration it reduces
to the following two equations:
η∂η
〈
T 00
〉
b − D
〈
T 00
〉
b − η∂D
〈
T D0
〉
b +
D∑
k=1
〈
T kk
〉
b = 0,
η∂η
〈
T D0
〉
b − (D + 1)
〈
T D0
〉
b + η∂D
〈
T DD
〉
b = 0. (42)
Let us consider the behavior of the VEV of the energy–
momentum tensor at small and large distances from the plate.
At small distances, zD/η  1, by using the asymptotic formulasFig. 1. The plate-induced part in the VEV of the energy–momentum tensor as a
function of the proper distance from the plate for D = 4. The full and dashed curves
correspond to the diagonal and off-diagonal components respectively. The numbers
near the full curves correspond to the values of the index l.
for the hypergeometric function, to the leading order one ﬁnds (no
summation over l = 0, . . . , D − 1)
〈
T ll
〉
b ≈ −
η
zD
〈
T D0
〉
b ≈
D − 1
(zD/η)2
〈
T DD
〉
b
≈ − (D − 3)(D − 1)Γ ((D + 1)/2)
2(4π)(D+1)/2αD+1(zD/η)D+1
. (43)
In this region, all the components are negative for D  4 and one
has |〈T 00 〉b|  |〈T DD 〉b|. At large distances from the plate, by using
the asymptotic expression
FD(y) ≈ 2
D−3
√
π y2
Γ
(
D + 3
2
)
Γ
(
D
2
− 1
)
, D  3,
valid for |y|  1, for D > 4 one gets (no summation over l =
1, . . . , D)
〈
T 00
〉
b ≈
D
D − 4
〈
T ll
〉
b ≈ −
2D−4D(D − 1)Γ (D/2− 1)
(4π)D/2+1αD+1(zD/η)4
,
〈
T D0
〉
b ≈
2D−2(D − 1)Γ (D/2− 1)
(4π)D/2+1αD+1(zD/η)5
. (44)
For D = 4 the asymptotic expressions for the components 〈T 00 〉b
and 〈T D0 〉b are still given by (44), whereas for the stresses one has
(no summation over l = 1, . . . , D)
〈
T ll
〉
b = −
3α−5 ln(zD/η)
16π3(zD/η)6
. (45)
As it is seen, at large distances the stresses are isotropic.
In Fig. 1 we have plotted the plate-induced parts in the com-
ponents of the vacuum energy–momentum tensor as functions of
zD/η for D = 4. The full curves correspond to the diagonal com-
ponents, αD+1〈T ll 〉b, and the numbers near these curves are the
values of the index l. The dashed curve corresponds to the off-
diagonal component, αD+1〈T D0 〉b. As we see, all the diagonal com-
ponents of the plate-induced energy–momentum tensor are neg-
ative, whereas the off-diagonal component corresponding to the
energy ﬂux is positive. The numerical calculations have shown that
this is the case for other values of D . In particular, the energy ﬂux
is directed from the plate.
Formulas (40) and (41) present the components of the energy–
momentum tensor in the coordinates (τ , z1, . . . , zD). For the com-
ponents in the coordinates (t, z1, . . . , zD), denoted as 〈T ν 〉b, one(s)μ
146 A.A. Saharian et al. / Physics Letters B 728 (2014) 141–147has (no summation over l = 0,1, . . . , D) 〈T l
(s)l〉b = 〈T ll 〉b, 〈T D(s)0〉b =
(η/α)〈T D0 〉b (s indicates the components in the synchronous time
coordinate). Let E(b)V be the boundary-induced part of the vacuum
energy (with respect to the time coordinate t) in the spatial vol-
ume V with a boundary ∂V :
E(b)V =
∫
V
dD z
√
γ
〈
T 0(s)0
〉
b, (46)
where γ is the determinant of the spatial metric tensor γil = −gil
and the Latin indices run over 1,2, . . . , D . From the asymptotic ex-
pression (44) it follows that the plate induced part in the total en-
ergy (per unit surface area of the plate) in the region zD1  zD < ∞
is ﬁnite. From the equation ∇ν〈T ν(s)μ〉b = 0 with μ = 0, it follows
that
∂t E
(b)
V = −
∫
∂V
dD−1z
√
hnl
〈
T l(s)0
〉
b +
1
α
∫
V
dD z
√
γ
〈
T l(s)l
〉
b, (47)
where nl , γ ilninl = 1, is the external normal to the boundary ∂V
and h is the determinant of the induced metric hil = γil −ninl . The
ﬁrst term in the right-hand side of Eq. (47) describes the energy
ﬂux through the boundary ∂V . As a volume V let us take a cylin-
der with the axis perpendicular to the plate and with the bases at
zD1 and z
D
2 . If S is the area of the cylinder base, S =
∫
dz1 · · ·dzD−1,
then the proper area is given by (α/η)D−1S . With this choice of
the volume V we have nl|zD=zDj = (−1)
jδDl α/η, and∫
∂V
dD−1z
√
hnl
〈
T l(s)0
〉
b
= (α/η)D S[〈T D(s)0〉b∣∣zD=zD2 − 〈T D(s)0〉b
∣∣
zD=zD1
]
.
From here it follows that 〈T D0 〉b = (α/η)〈T D(s)0〉b is the energy ﬂux
per unit proper surface area. In particular, for the energy in the
region zD  zD1 we get
∂t E
(b)
zDzD1
= (α/η)D−1S
[〈
T D0
〉
b
∣∣
zD=zD1 +
1
η
∞∫
zD1
dzD
〈
T ll
〉
b
]
. (48)
The ﬁrst term in the square brackets of (48) is positive whereas
the second one is negative.
4. Conclusion
In the present Letter we have considered the two-point func-
tions for the electromagnetic ﬁeld in background of dS spacetime
assuming that the ﬁeld is prepared in the Bunch–Davies vacuum
state. To this aim, a complete set of mode functions was con-
structed. Then we have evaluated the two-point functions in the
geometry of a conducting plate. By using these functions the VEVs
of the ﬁeld squared and the energy–momentum tensor are inves-
tigated. These VEVs are decomposed into the boundary-free and
plate-induced parts. For points outside of the plate the renormal-
ization is needed for the ﬁrst parts only. Because of the maximal
symmetry of the background spacetime and of the Bunch–Davies
vacuum state the boundary-free parts do not depend on space-
time coordinates. The plate-induced parts depend on the coordi-
nates zD and η in the form of the ratio zD/η. The latter is the
proper distance of the observation point from the plate, measured
in the units of the dS curvature scale α. The plate-induced part
in the VEV of the electric ﬁeld squared is given by formula (29).
For 3  D  8 this contribution is positive everywhere, whereasfor D  9 it is positive near the plate and negative at large dis-
tances. Simple asymptotic expressions, (32), (35), (36), are ob-
tained at small and at large distances from the plate. At large
distances, the plate-induced part decays as (zD/η)−6 for D > 4 and
as (zD/η)2(1−D) for D < 4. For D = 4 one has the asymptotic be-
havior (zD/η)−6 ln(2zD/η).
The plate-induced parts in the VEVs of the diagonal compo-
nents of the energy–momentum tensor are given by the expres-
sions (40). In addition to these components we have also nonzero
off-diagonal component (41) which describes energy ﬂux along the
direction normal to the plate. The plate-induced part in the VEV
of the energy–momentum tensor vanishes for D = 3. In this case
the electromagnetic ﬁeld is conformally invariant and this result is
directly obtained from the corresponding result for a perfectly con-
ducting plate in Minkowski spacetime by using the standard con-
formal transformation. For the components of the vacuum energy–
momentum tensor one has asymptotic expressions (43), (44) and
(45). Near the plate the stresses along the directions parallel to
the plate are equal to the energy density, whereas for the normal
stress and the energy ﬂux one has 〈T DD 〉b ≈ (zD/η)2〈T 00 〉b/(D − 1)
and 〈T D0 〉b ≈ −(zD/η)〈T 00 〉b . At large distances from the plate the
vacuum stresses are isotropic. For D > 4 the diagonal components
of the plate-induced parts decay as (zD/η)−4 and the off-diagonal
component decays like (zD/η)−5. For D = 4 the asymptotic behav-
ior for the components 〈T 00 〉b and 〈T D0 〉b remain the same, whereas
the stresses behave as (zD/η)−6 ln(zD/η). For the numerical exam-
ples we have considered, all the diagonal components of the plate-
induced vacuum energy–momentum tensor are negative, whereas
the off-diagonal component 〈T D0 〉b is positive. In particular, the en-
ergy ﬂux is directed from the plate.
We have considered here the electromagnetic ﬁeld interacting
with boundaries and with the background gravitational ﬁeld only.
An interesting development of the problem in question would be
the investigation of the role of loop corrections on the Casimir ef-
fect in dS spacetime. For a self-interacting scalar ﬁeld the loop
corrections on boundary-free dS spacetime have been attracting
a lot of attention recently (see, for example, the recent review
[17]). The calculations have shown that loop diagrams typically
exhibit large infrared logarithms which are of key importance in
discussing quantum ﬁeld theory on dS background.
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