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Magnetic anisotropy of spin models with directional-dependent interactions in the high-
temperature paramagnetic phase is theoretically studied. Using a high temperature expansion, we
show that the Ising type directional-dependent interaction gives rise to magnetic anisotropy which
depends on the temperature as ∝ T−5. This phenomenon arises from the anisotropic exchange
interaction, and is distinct from the orbital effect, such as van Vleck susceptibility. It is shown that
while the quadratic term in the magnetization favors to point the spins along the bond, the fourth
order term in magnetization prefers to point spins to the perpendicular direction. The theory is
applied to the Heisenberg-Kitaev model on the honeycomb lattice and a cubic lattice model that is
potentially relevant to perovskite iridates. We show that, in these models, the anisotropic terms in
quadratic order cancels out, and the leading order for the magnetic anisotropy arises from the fourth
order contribution. The result shows that the anisotropy from the directional-dependent interaction
gives rise to 〈100〉 magnetic anisotropy. These results are potentially relevant to heavy transition
metal oxides such as iridates. Experimental observation of the magnitude of anisotropic interactions
using magnetic torque measurement is also discussed.
PACS numbers:
I. INTRODUCTION
The effect of spin-orbit interactions in magnets are of
considerable interest, for its rich physics in magnetism
the interaction gives rise to. An important effect of
the spin-orbit interaction in magnets is that the inter-
action lifts the orbital degeneracy, potentially realizing
the pure spin systems in solid state materials free from
orbital physics. A consequence of such orbital denener-
acy lifting is that the spin-orbit interaction bring about
anisotropic interactions that depends on the bond. While
such interaction is expected to be relatively small in
the 3d transition metal oxides, the interaction can be
prominently enhanced in heavy transition metal com-
pounds, such as 4d and 5d systems, and also in rare-
earth compounds. Indeed, it was pointed out that, in a
certain setup, the directional-dependent interaction can
become the only exchange interaction between the local
moments [1]. Therefore, studies on the existance and
effects of anisotropic exchange interactions on the mag-
netic ground state is a key to understand the physics
of the heavy ion magnets, and have been investigated
widely, for example in Refs. 1–10.
Moreover, it have been revealed that the anisotropic
interactions give rise to rich physics. One of the well
studied example of such anisotropic exchange interaction
is the directional-dependent interaction — the Ising type
interaction which the spin component depends on the
bond. In the ground state, the directional-dependent
interaction gives rise to rich physics, engenders quan-
tum spin liquid state [11] and bring about the mag-
netic anisotropy from fluctuations [12]. The magnetic
anisotropy that arises from this mechanism is an exam-
ple of so-called order-from-disorder phenomena, where
the fluctuation lifts the accidental degeneracy. This is a
distinct phenomenon from the spins selecting a particular
direction as a consequence of the exchange anisotropy.
In the high temperature paramagnetic phase, on the
other hand, the directional-dependent interaction in-
duce magnetic anisotrpy. In a recent paper, the au-
thor and his collaborator reported an unusual tem-
perature dependence of nonlinear magnetic susceptibil-
ity in a frustrated fcc magnet with the directional-
dependent interactions [13], which the direction of mag-
netic anisotropy changes between the ground state and
the high-temperature paramagnetic phase. This is a
separate phenomenon from the temperature-dependent
magnetic anisotropy in lanthanids ions. For lanthanides,
the temerature dependence of the anisotropy is at-
tributed to the temperature dependence of the popula-
tion of electrons in the excited orbital state of f elec-
trons [14, 15]. In contrast, in the mechanism proposed in
Ref. 13, the anisotropy arises from the anisotropic inter-
actions, therefore, should be observed well below the tem-
perature that corresponds to the orbital splitting. This
situation is more likely for the heavy transition metal ox-
ides, as the energy scale of spin-orbit interaction, Hub-
bard interaction between the electrons, and the crystal
field splittings are roughly in the order of 0.1-1eV, well
above the room temperature.
The result suggested that the interplay of bond-
dependent interactions and fluctuations potentially give
rise to rich physics, not only in the low-temperature or-
dered phase but also in the high-temperature param-
agnetic phase. So far, however, the basic properties of
such effect have not been studied. In this paper, we ad-
dress this question by utilizing a high-temperature ex-
pansion. We first analyse different terms in the high-
temperature expansion, and discuss how the abisotropy
arise from the directional-dependent interaction. In the
later half, we apply the result to archetypal models with
the bond-dependent Ising type interactions: Heisenberg-
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2Kitaev model on a honeycomb lattice and a cubic Heisen-
berg model with the directional-dependent interactions.
By using the high temperature expansion up to second
order in the inverse temperature, we study the exter-
nal field dependence of the free energy. We show that
the second order terms from the bond-dependent inter-
actions give rise to nonlinear susceptibility, which shows
maximum along 〈100〉 directions of the spin axis. We
also discuss the possibiliy of observing the anisotropy by
torque magnetometry. The result is potentially applica-
ble to iridium oxides [16–22] and RuCl3 [23–29].
The remainder of the paper is organized as follows. In
Sec. II, we briefly introduce the formalism we used for the
high temperature expansion. Different terms that appear
in the second order expansion is discussed in Sec. III. We
discuss how and what kind of anisotropy arises from the
different terms. In Secs. IV and V, we apply the method
to two different models, both being an effective model for
different types of iridium oxides. Section IV is devoted
to the discussion on the Heisenberg-Kitaev model on the
honeycomb lattice. In Sec. V we apply the method to
a cubic lattice model which is potentially an effective
model for the perovskite iridates. Section VI is devoted
to discussion and summary.
II. HIGH TEMPERATURE EXPANSION
In this paper, we study the magnetic anisotropy in the
paramagnetic phase using high-temperature expansion.
To be concrete, we consider a spin Hamiltonian:
H = Hi +H0 (1)
Hi = −1
2
∑
i,j
Jαγij S
α
i S
γ
j (2)
H0 = −hα
∑
i
Sαi . (3)
Here, Sαi is the α = x, y, z component of the spin on
ith site, and Jαγij is the exchange coupling between spins
on ith and jth site. hα is the α component of external
magnetic field. The free energy for this Hamiltonian is
given by
βF = − logZ, (4)
= −
∑
l
1
l!
λl − logZ0, (5)
where β = T−1 is the inverse temperature and Z is the
distribution function. In the second line,
Z0 = Tr exp{−βH0}, (6)
and λi is the expansion of ith orderin β, which the first
and second orders are given by
λ1 =
∑
i≥j
〈
Sαi βJ
αγ
ij S
γ
j
〉
(7)
λ2 =
∑
i≥j
〈(
Sαi βJ
αγ
ij S
γ
j
)2〉− λ21. (8)
Here, 〈· · · 〉 is the thermal average
〈· · · 〉 = 1
Z0
Tr
(· · · e−βH0) , (9)
where Z0 = Tr
(
e−βH0
)
is the distribution function for
H0. Unlike the high-temperature expansion for the
Heisenberg model, where total Sz is conserved in Hi, for
arbitrary choice of the field direction, the general form of
λi become more complicated due to the non-comutativity
of H0 and Hi. However, up to the second order in J/T ,
the form of equation remains the same with that for the
Heisenberg model, with Hi replaced by the Hamiltonian
of consideration [13].
In the subsequent sections, we focus on a Hamiltonian
with only the nearest-neighbor interactions of the form
Jαγij = JHδαγ + JKn
α
ijn
γ
ij , (10)
or with spin operators,
JHSi · Sj + JK(Si · nij)(Sj · nij), (11)
where Si = (S
x
i , S
y
i , S
z
i ). Here, the first term is the
Heisenberg interaction, and the second term is the Ising-
type directional-dependent interaction, which the Ising
axis nij depends on bonds. In the presence of spin-orbit
interaction, this interaction is generally allowed by the
symmetry, and have also been derived microscopically [1].
III. ISOLATED BOND
As the main focus of this paper is on the effect of sec-
ond order term in the high-temperature expansion, we
here consider the contribution from each bond in the sec-
ond order of β. The second order term, λ2 consists of two
different terms:
λ
(1)
2 =
∑
α,η,γ,δ
Kαηij K
γδ
ij
(
S¯αηS¯γδ −mαmηmγmδ
)
(12)
and
λ
(2)
2 =
∑
α,η,γ,δ
(Kαηij K
γδ
jk +K
αη
kj K
γδ
ji )mα
(
S¯ηγ −mηmγ
)
mδ.
(13)
Here, mα = 〈Sαi 〉 (α = x, y, z) is the α component of the
thermal average of the magnetization, Kij = βJij , and
S¯αγ = 〈Sαi Sγi 〉. (14)
We here ignored the site index as it does not depend on
the site i. In the second order in the expansion, λ
(1)
2
involves only one bond, while λ
(2)
2 involves two bonds
that shares a site (j in the above case). In Sec. III A, we
consider λ
(1)
2 ; λ
(2)
2 is discussed in Sec. III B.
3A. Second Order Expansion I: λ
(1)
2 Terms
For a general n, λ
(1)
2 reads
λ
(1)
2 = −
{
KHm
2 +KK (m · n)2
}2
+K2H
∑
α,γ
S2αγ
+KHKK
∑
α,δ,γ
{nαSαγnδSδγ + nαSγαnδSγδ}
+K2K
∑
α,δ
nαSαδnδ
2 (15)
where KH = βJH , KK = βJK , and m = |m| is the
average size of moment with
m = (mx,my,mz) . (16)
Using quadrupolar parameters,
Qxy = S¯xy + S¯yx, (17)
Qyz = S¯yz + S¯zy, (18)
Qzx = S¯zx + S¯xz, (19)
Qx2−y2 = S¯xx − S¯yy, (20)
Q3z2−r2 =
1√
3
{
3S¯zz − S(S + 1)
}
, (21)
λ
(1)
2 reads
λ
(1)
2 = −
{
KHm
2 +KK (m · n)2
}2
+K2H
{
1
3
S2(S + 1)2 +
1
2
R− 1
2
m2
}
+K2K
{
1
3
S(S + 1) +
1
2
Rnn
}2
+2KHKK<
[{
nx
(
2
3
S(S + 1) +Qx2−y2 − 1√
3
Qz2−r2
)
+ ny
Qxy + imz
2
+ nz
Qzx + imy
2
}2]
+2KHKK<
[{
nx
Qxy − imz
2
+ ny
(
2
3
S(S + 1)−Qx2−y2 − 1√
3
Qz2−r2
)
+ nz
Qyz + imx
2
}2]
+2KHKK<
[{
nx
Qzx − imy
2
+ ny
Qyz − imx
2
+ nz
(
2
3
S(S + 1) +
2√
3
Qz2−r2
)}2]
, (22)
where
R = Q2xy +Q
2
yz +Q
2
zx +Q
2
x2−y2 +Q
2
3z2−r2 , (23)
and
Rab = Q
(ab)
xy Qxy +Q
(ab)
yz Qyz +Q
(ab)
zx Qzx
+Q
(ab)
x2−y2Qx2−y2 +Q
(ab)
3z2−r2Q3z2−r2 . (24)
with
Q(ab)xy = axby + aybx (25)
Q(ab)yz = aybz + azby (26)
Q(ab)zx = axbz + azbx (27)
Q
(ab)
x2−y2 = axbx − ayby (28)
Q
(ab)
3z2−r2 =
1√
3
(2azbz − axbx − ayby) . (29)
Here, we used the commutation relation of spin opera-
tors, [
Sαi , S
β
i
]
= i
∑
γ
αβγS
γ
i , (30)
where αβγ is the antisymmetric tensor.
If we take n = (0, 0, 1), Eq. 22 reads
λ
(1)
2 =
K2H
3
S2(S + 1)2 −K2Hm4 −
KH(KH +KK)
2
m2
+
KHKK
2
m2z − 2KHKKm2m2z −K2Km4z
+
K2H
2
R+
KHKK
2
(
Q2zx +Q
2
yz
)
+
KK(2KH +KK)
3
(
Q3z2−r2 +
S(S + 1)√
3
)2
,(31)
In λ
(1)
2 , the magnetic anisotropy in the order of O(m
2)
is given by KHKKm
2
z and the term in the last line in
Eq. 31, favoring spins to point along the bond [the free
energy is proportional to −kBTλ(1)2 ]. However, as we see
in the subsequent sections, the anisotropy in the order of
O(m2) often cancels out due to the symmetry of the lat-
tice. In such cases, contribution from O(m4) become the
leading order in anisotropy. In Eq. 31, the contribution
comes from −KHKKm2zm2−2K2Km4z and the quadrupo-
lar operators in the third and fourth lines in Eq. 31, if all
quadrupolar parameters are zero at h = (hx, hy, hz) = 0.
On the other hand, if the quadrupolar parameter remains
nonzero, e.g., by crystal field effect, the anisotropic inter-
actions may contributes to the magnetic anisotropy at a
lower order of m.
4In the case of S = 1/2, which we will mainly consider in
the subsequent sections, the quadrupolar operators van-
ish. In this case, Eq. 31 is simplified to
λ
(1)
2 =
2J2H + (JH + JK)
2
16
− JH(JH + JK)
2
m2
+
JHJK
2
m2z − J2Hm4 − 2JHJKm2m2z − J2Km4z.
(32)
In this equation, the last two terms contribute to
O(m4) magnetic anisotropy. Among these two terms,
−2JHJKm2m2z essentially renormalize the uniaxial
anisotropy. On the other hand, −J2Km4z term gives the
cubic anisotropy; this term prefers to point the spin per-
pendicular to n. Therefore, even for S = 1/2 case, the
directional-dependent exchange interactions gives rise to
m4z magnetic anisotropy. This is a distinct feature from
the magnetic anisotropy due to the crystal field, which
magnetic anisotropy does not appear for S = 1/2 except
for the anisotropy in g factors.
B. Second Order Expansion II: λ
(2)
2 Terms
We next consider λ
(2)
2 . We here focus on the two bonds
(i, j) and (j, k) that shares site j; we take nij = n and
nˆjk = n
′. For general S, λ(2)2 reads
λ
(2)
2 = −2
{
KHm
2 +KK (m · n)2
}
×
{
KHm
2 +KK (m · n′)2
}
+
2
3
S(S + 1)
[
K2Hm
2 +K2K(m · n)(m · n′)(n · n′)
]
+
2
3
S(S + 1)
[
KHKK(m · n′)2 +KHKK(m · n)2
]
+K2HR
(mm) +K2K(m · n)(m · n′)R(nn
′)
+KHKK(m · n′)R(mn′) +KHKK(m · n)R(mn).(33)
Similar to λ
(2)
2 , the quadrupolar moments appears in
the second order in the expansion. Therefore, when a
quadrupolar moment appears, e.g., due to crystal fields,
the quadrupoles contribute to the magnetic anisotropy in
the quadratic order in the free energy, in addition to the
single ion term. Experimentally, this is observed as the
anisotropy in the magnetic susceptibility.
For S = 1/2, as Q = 0 for Q = Qxy, Qyz, Qzx, Qx2−y2 ,
and Q3z2−r2 , Eq. 33 simplifies as
λ
(2)
2 = −2
{
KHm
2 +KK (m · n)2
}
×
{
KHm
2 +KK (m · n′)2
}
+
1
2
[
K2Hm
2 +K2K(m · n)(m · n′)(n · n′)
]
+
1
2
[
KHKK(m · n′)2 +KHKK(m · n)2
]
.(34)
In λ
(1)
2 , the magnetic anisotropy of order O(m
2) arises
from the terms in the second and the third lines in Eq. 34.
In many cases, however, these O(m2) terms cancel out
due to the lattice symmetry, similar to the O(m2) terms
in λ
(1)
2 . For such cases, the leading order in the magnetic
anisotropy arises from the O(m4) terms. These terms
consists of
− 2KHKKm2 (m · n)2 − 2KHKKm2 (m · n′)2 ,(35)
and
− 2K2K (m · n)2 (m · n′)2 . (36)
We note that, similar to the case of λ
(1)
2 , λ
(2)
2 also con-
tributes to the O(m4) magnetic anisotropy, even for
S = 1/2. The former term gives additional contribu-
tion to the uniaxial anisotropy. Therefore, these terms
also vansh when the uniaxial anisotropy is prohibited by
symmetry.
Hence, we focus on the term in Eq. 36. As this term
is equal to or smaller than zero for arbitrary choice of
m, the maximum of λ
(2)
2 , hence the minimum in the free
energy, is given by the direction of m that gives zero.
From Eq. 36, it is obvious that Eq. 36 become zero if
m is perpendicular to one of the two vectors, n or n′.
Therefore, the bond prefers to point the magnetic mo-
ment perpendicular to one of the bonds.
IV. HEISENBERG-KITAEV MODEL
In this section we consider a honeycomb lattice model
with all nij being a unit vector along x, y, or z depend-
ing on the bond direction [Fig. 1(a)]. This model is a
pedagogical model with all angles between nij and njk
being pi/2 for the nearest-neighbor bonds that share a
site. Nevertheless, this model have been proposed to be
an effective model for honeycomb 4d, 5d oxides [1]. By
the high-temperature expansion method used in previ-
ous sections, we show how the anisotropy arises from the
directional-dependent interactions.
A. Model
The Hamiltonian we consider in this section is given
by
HHK = −JH
∑
〈i,j〉
Si · Sj − JK
∑
γ
∑
〈i,j〉γ
Sγi S
γ
j . (37)
Here, the first term is the nearest-neighbor Heisenberg in-
teraction of spins Si and Sj ; the sum is over all nearest-
neighbor bonds on the honeycomb lattice. The second
term is the directional-dependent interaction that de-
pends on the direction of the bonds as shown in Fig. 1(a);
the sum is over nearest-neighbor γ bonds with γ = x, y,
and z. This model has been proposed to be an effective
model for the honeycomb Ir oxides with Ir4+ ions [1, 30],
and its phase diagram was studied extensively [7, 30–36].
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FIG. 1. Schematic figure of the (a) Heisenberg-Kitaev and
(b) cubic lattice model. The bonds with different colors cor-
responds to JK interactions for γ = x (red), y (green), and z
(blue). The arrows show the coordinate for the spins.
B. High-Temperature Expansion
To study the magnetic anisotropy in the high-
temperature paramagnetic phase, we here evaluate the
free energy of the system using a high-temperature ex-
pansion. For the Heisenberg-Kitaev model, the first order
in the expansion is given by
λ1 = (3KH +KK)S
2B2S(SL), (38)
where N is the number of unit cells, is the size of the
spin, BS(x) is the Brillouin function, and L = βgµh is
the magnetic field renormalized by the inverse of the tem-
perature β, where g is the Lande’s g factor, and µ is the
size of the magnetic moment. This term does not depend
on the direction of the external field.
On the other hand, the second order in the expansion
is given by
λ2 =
(
3K2H + 2KHKK
)∑
α,γ
(
S¯αγ2 + 4m
αS¯αγ1 m
γ
)
+K2K
(
2
∑
α,γ
mαS¯αγ1 m
γ +
∑
α
S¯αα2 − 2mαS¯αα1 mα
)
,
(39)
where
S¯αγn = S¯
n
αγ −mnαmnγ . (40)
In Eq. 39, the first term is rotationally symmetric, while
the cubic anisotropy arises from the second term.
For S = 1/2, the second term in Eq. 39 reads
K2K
(
3
16
− 1
8
B21/2(L/2) +
1
16
B41/2(L/2)
∑
α
hˆ4α
)
,(41)
where hˆα is the αth (α = x, y, z) element of the unit
vector along the external magnetic field h = (hx, hy, hz).
Therefore the leading order in β of the anisotropy in the
free energy is given by
f
(ani)
2,0 = −
J2K
32T
B41/2(L/2)
∑
α
hˆ4α. (42)
Hence, the directional dependent interaction induces a
temperature dependent magnetic anisotropy. For the
Heisenberg-Kitaev model, the anisotropy favors 〈100〉 di-
rections, i.e., along the direction of the n. At a glance,
the result in Eq. 42 appears to be contradicting with the
argument in Sec. III, where the bond favors to point the
magnetic moment perpendicular to n. However, in the
Heisenberg-Kitaev model, n for the three different bonds
are perpendicular to each other. Therefore, the moment
points along n for one of the bonds to make itself perpen-
dicular to the n for other two bonds. We can directly see
this by calculating the contribution from each bonds; the
anisotropy term from λ
(2)
2 takes key role in selecting the
direction of magnetic anisotropy. We note that, although
the mechanism is different, this is the same direction that
the spins prefers to point in the ground state [30]. This
behavior is different from what is reported for a fcc lat-
tice model, which the direction of anisotropy changes for
the paramagnetic and ordered phases [13].
By expanding the Brillouin function around L = 0,
and substitution L = gµh/T , to the leading order in
1/T , f
(ani)
HK reads
f
(ani)
2,0 ∼ −
J2K
32T
∑
α
(
gµhα
2T
)4
. (43)
Therefore, the leading order in the anisotropy appears
f
(ani)
HK ∝ T−5. An interesting feature of the Eq. 42 is
that the anisotropy term, in the leading order of β only
involves JK , not JH . This indicates that, for sufficiently
high temperatures above the magnetic transition tem-
perature, the anisotropy can simply be related to the
6anisotropic interaction. Therefore, observation of the
magnetic anisotropy is potentially a method for evalu-
ating the magnitude of the anisotropic interaction.
C. Lattice Distortion
So far, we considered the symmetric Heisenberg-Kitaev
model, which corresponds to the honeycomb network of
ideal Ir4+ octahedra [1]. For most of the candidate mate-
rials, however, the lattice is distorted[18, 19, 21, 28, 37],
which modifies the interaction. This distortion is likely
to induce an uniaxial anisotropy along one of the spin
axis, as the magnitude of anisotropic interaction changes.
To study how the lattice distortion affects the magnetic
anisotropy, we consider the case in which the exchange
interaction for z bonds are enhanced/suppressed by ∆,
HHK = −JH
∑
γ
∑
〈i,j〉γ
(1 + ∆δγz)~Si · ~Sj
−JK
∑
γ
∑
〈i,j〉γ
(1 + ∆δγz)S
γ
i S
γ
j , (44)
where δαγ is the Kronecker’s delta. Here, ∆ = 0 corre-
sponds to the isotropic case we considered in the previous
section. With ∆ 6= 0, we here show that the distortion
gives rise to additional terms in the anisotropic part of
the free energy,
fani = f
(ani)
2,0 +
(
f
(ani)
1,1 + f
(ani)
2,1
)
∆ + f
(ani)
2,2 ∆
2. (45)
Here, f
(ani)
2,0 is the anisotropy term given by Eq. 42, which
remains in the symmetric case (∆ = 0). To the linear or-
der in ∆, there are two terms, f
(ani)
1,1 and f
(ani)
2,1 , that
arises from the first order and second order in the ex-
pansion, respectively. On the other hand, f
(ani)
2,2 is the
anisotropic term of order O(∆2); this term arise from the
second order in expansion. We see that f
(ani)
1,1 , f
(ani)
2,1 , and
f
(ani)
2,2 give rise to the uniaxial anisotropy along z axis.
For the anisotropic model in Eq. 44, the first order in
the high temperature expansion for S = 1/2 reads
λ1 = N {(3 + ∆)KH +KK}m2 +NKK∆m2z, (46)
=
N
4
{(3 + ∆)KH +KK}B2S(L/2)
+
N
4
KK∆hˆ
2
zB
2
S(L/2).
(47)
Here, the first term gives the isotropic term that does
not depend on the direction of the external field, while
the second term gives uniaxial anisotropy about z axis.
Therefore, the free energy has an anisotropic term that
comes from the second term,
f
(ani)
1,1 = −JKm2z. (48)
With a similar analysis for the second order in the high-
temperature expansion, in addition to the term given in
Eq. 42, we find anisotropic terms in the order of ∆ and
∆2:
f
(ani)
2,1 =
2JK(2JH + JK)
T
m2m2z −
J2K
T
m4z, (49)
f
(ani)
2,2 =
JHJK
4T
(
4m2 − 1)m2z + J2K2T m4z. (50)
These two terms also contribute to the uniaxial
anisotropy for z axis. Therefore, for S = 1/2, the
anisotropic part of the free energy reads
fani = c1m
2
z + c2m
4
z + c3
∑
α
m4α (51)
with
c1 = −JK∆
[
1 + ∆
JH
4T
−m2
{
(4 + ∆)
JH
T
+ 2
JK
T
}]
,
' −JK∆
4
(
1 + ∆
JH
T
)
, (52a)
c2 = −J
2
K
2T
∆(2−∆), (52b)
c3 = −J
2
K
4T
. (52c)
Here, the third term in Eq. 51 corresponds to Eq. 42
while the other two terms arise from the anisotropy as
discussed in this section. In Eq. 52a, we ignored the
second term in the brace as m2 is expected to be small
in the high-temperature paramagnetic phase.
D. Torque Magnetometry
In the last, we discuss experimental measurement of
the anisotropy by the magnetic torque induced by the
anisotropic terms in Eq. 51. Using the free energy per
unit cell, f(~h), we calculate the magnetic torque by
~L(~h) = −∂θf(~h) φˆ+ 1
sin θ
∂φf(~h) θˆ, (53)
= −∂θfani(~h) φˆ+ 1
sin θ
∂φfani(~h) θˆ, (54)
where (θ, φ) is the polar axis of the magnetic field, ~h =
(cosφ cos θ, cosφ sin θ, cos θ), and θˆ (φˆ) is the unit vector
along θ (φ) direction.
In Fig. 2, we show the magnetic torque curve given by
L(φ)(θ, φ) = ~L(~h) · φˆ = −∂θfani(~h). (55)
In Fig. 2(a), we show the result for the symmetric
Heisenberg-Kitaev model ∆ = 0 (or c1 = c2 = 0); the
result shown in Fig. 2(a) is for c3 = 1. For this case,
the magnetic torque arises only from JK . Therefore, the
measurement of magnetic anisotropy directly reflects the
anisotropic interaction. In presence of the lattice distor-
tion ∆, however, the uniaxial anisotropy from the distor-
tion also affects the magnetic torque. In this case, the
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FIG. 2. Magnetic torque curve L · φˆ calculated for angles
φ = 0, pi/8, pi/4. The result is for (a) c1 = c2 = 0 and c3 = 1,
and (b) c1 = 4, c2 = 0, and c3 = 1.
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FIG. 3. ∆L · φˆ calculated for angles φ = 0, pi/8, pi/4. The
result is for c3 = 1.
contribution from c1 expected to be much larger, as the
m2z term, f
(ani)
1,1 , appear from the first order in the ex-
pansion. In Fig. 2(b), we show results for c1 = 4, c2 = 0,
and c3 = 1. In this case, as given in Eq. 52a, JH also
contributes to the magnetic anisotropy. Therefore, it re-
flects contribution from both JH and JK . Similar change
in the magnetic torque is also found when c2 6= 0. Due to
the difference in the symmetry, however, we find that the
contribution from JK can be still isolated by taking the
difference of magnetic torque for two different directions
of φ. For example,
∆L(φ)(θ, φ) = L(φ)(θ, φ)− L(φ)(θ, 0), (56)
= 2c3 cos θ sin
3 θ sin2(2φ), (57)
only depends on c3. The plot of ∆L
(φ)
HK(θ, φ) for different
φ is shown in Fig. 3 (c3 = 1). As c3 is the function of only
JK , not JH , magnetic torque measurement potentially
provides an experimental method to directly observe JK .
Another important feature of the mangetic anisotropy
that arise from JK is the temperature dependence. As
m = SBS(SL) ∝ h/T (h  T ), the temperature
dependence of the anisotropic term of free energy is
f
(ani)
2,0 ∝ T−5. Therefore, the magnetic torque from c3
and ∆L(φ)(θ, φ) also increase∝ T−5 with decreasing tem-
perature, in the high temperature limit. The observation
of the temperature dependence of the anisotropy poten-
tially provides an method to isolate the anisotropy from
JK from that of van Vleck susceptibility, which is tem-
perature independent.
In the last, we provide an order estimate for
∆L(φ)(θ, φ). Assuming T ∼ 10K, H ∼ 10T, JK/kB ∼
10K, µeff = 1 − 2, and number of ions N ∼ 1023, the
estimated magnitude of c3 is about 10
−11 − 10−10 N·m.
V. CUBIC LATTICE MODEL
A. Model
In this section, we consider a spin model on a cubic
lattice, which is similar to the Heisenberg-Kitaev model
studied in Sec. IV [see Fig. 1(b)]; the Hamiltonian is given
by
Hc = −JH
∑
〈i,j〉
~Si · ~Sj − JK
∑
γ
∑
〈i,j〉γ
Sγi S
γ
j . (58)
The first sum in the Hamiltonian is over all nearest-
neighbor bonds, and the second sum is over the nearest
neighbor bonds along γ = x, y, z direction. This model
is potentially an effective model for the transition metal
perovskites with strong spin-orbit interactions [1]. A dif-
ference from Heisenberg-Kitaev model is that the θ = pi
bonds appears in the λ
(1)
2 term.
B. High-temperature expansion
Similar to the case of Heisenberg-Kitaev model in
Sec. IV, the first order expansion, λ1, is given by
λ1 = NS
2B2S(SL) (3JH + JK) , (59)
8and the second order in the expansion by
λ2 =
(
3K2H + 2KHKK
)∑
α,γ
(
10mαS¯
αγ
1 mγ + S¯
αγ
2
)
+4K2K
∑
α,γ
mαS¯
αγ
1 mγ +K
2
K
∑
α
(
S¯αα2 −m2αS¯αα1
)
(60)
From the direct calculation, we find that the anisotropy
term for the cubic model also arises from the K2H order,
which is given in the same form as in Eq. 41. Hence, it
favors the field direction parallel to the bonds. This is
also the same direction with the ground state anisotropy,
which the anisotropy comes from order from disorder
mechanism [12]. As the result for the cubic lattice is
the same with that of the Heisenberg-Kitaev model in
Sec. IV, the magnetic torque also behaves in the same
manner.
VI. DISCUSSIONS AND SUMMARY
In this paper, we studied the magnetic anisotropy in
the high-temperature magnetic phase. We presented
that, in presence of directional-dependent interactions,
the interaction gives rise to O(m4) order anisotropy.
This term contributes to the anisotropy in a distinct
way from the O(m2) term that can be intuitively un-
derstood. Indeed, the anisotropy survives in the case
of the Heisenberg-Kitaev and the cubic models, which
the O(m2) order anisotropy cancels due to the symme-
try. Moreover, the anisotropy arise even for the S = 1/2
magnets, as we have shown for the Heisenberg-Kitaev
and the cubic models. In these two models, the result
appears to resemble that of the order-from-disorder phe-
nomena in the ordered phase, of which the fluctuation
selects spins to point along one of the bond [12, 30].
However, the origin of this anisotropy is more com-
plicated. According to the analysis on the isolated
bond, we find that the O(m4) term prefers the spins
to point perpendicular to the bond; the preferred di-
rection in the two models (parallel to one of the bond)
is a consequence of pointing the spin perpendicular to
the other two (four) bonds in the Heisenberg-Kitaev (cu-
bic) model. This mechanism for the anisotropy may give
rise to a non-trivial consequence when the angle between
the bonds are not pi/2 or pi. Indeed, in a recent pa-
per, the author and his collaborator proposed that a
sign flip of the anisotropic term in the Landau free en-
ergy occurs with changing temperature in the case of a
fcc antiferromagnet[13]. As the temperature dependent
magnetic anisotropy reflects the microscopic details of
the interaction, observation of this phenomena may be
useful to experimentally detecting the existance of the
anisotropic interactions.
In honeycomb iridates, other interactions such as sym-
metric off-diagonal exchange interactions and further-
neighbor interactions may also affect the magnetism of
the material [4, 8–10, 38, 39]. Considerations on these
interactions are left for future studies.
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