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Abstract
Let S be a set of n moving points in the plane. We present a kinetic and dynamic (randomized) data structure for maintaining the
convex hull of S. The structure uses O(n) space, and processes an expected number of O(n2βs+2(n) logn) critical events, each in
O(log 2n) expected time, including O(n) insertions, deletions, and changes in the flight plans of the points. Here s is the maximum
number of times where any specific triple of points can become collinear, βs(q) = λs(q)/q, and λs(q) is the maximum length of
Davenport–Schinzel sequences of order s on n symbols. Compared with the previous solution of Basch, Guibas and Hershberger
[J. Basch, L.J. Guibas, J. Hershberger, Data structures for mobile data, J. Algorithms 31 (1999) 1–28], our structure uses simpler
certificates, uses roughly the same resources, and is also dynamic.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The Kinetic Data Structure (KDS) framework, introduced by Basch, Guibas and Hershberger [8], proposes an algo-
rithmic approach, together with several quality criteria, for maintaining certain geometric configurations determined
by a set of objects, each moving along a semi-algebraic trajectory of constant description complexity (see below for a
precise definition). Several interesting algorithms have been designed, using this framework, over the past few years,
including algorithms for maintaining the convex hull of a set S of (moving) points in the plane [8], the closest pair in
such a set [8], a point in the center region of such a set [2], kinetic planar subdivisions [1,3,6], kinetic medians and
kd-trees [4], maintaining the extent of a moving point set [5], kinetic collision detection [7,16,19], shooting a moving
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G. Alexandron et al. / Computational Geometry 36 (2007) 144–158 145target [9], kinetic discrete centers [13], kinetic connectivity for unit disks, rectangles, and hypercubes [15,17], kinetic
geometric spanners [18], and kinetic separation of convex polygons [20]; see also [11,14].
Typically, a geometric algorithm for computing such a configuration determined by a set S is normally designed
for the static case, where the objects are stationary. When the objects move, the combinatorial representation of the
configuration may change at certain critical times, when certain “events” occur (e.g., a new vertex of the convex hull
may appear, an old vertex may disappear, the closest pair of points changes, etc.). The goal is to design a data structure
that can efficiently keep track of these changes, and maintain (a discrete representation of) the correct configuration at
all times. Thus the algorithm has to keep track of these critical events, and fix the configuration when they happen. One
easy solution is to compute all the possible discrete values of the configuration at all times in advance, given the flight
plans of the moving objects. In most cases, though, this would cause a large memory consumption. Furthermore, since
objects may change their flight plan at times not known in advance, this pre-calculation may be useless, and fixing the
structure after such a change might be too expensive.
The crux in designing an efficient KDS is finding a set of certificates that, on one hand, ensure the correctness of
the configuration currently being maintained, and, on the other hand, are inexpensive to maintain. When the motion
starts, we can compute the closest failure time of any of the certificates, and insert these times into a global event
queue. When the time of the next event in the queue matches the current time, we invoke the KDS repair mechanism,
which fixes the configuration and the failing certificate(s). In doing so, the mechanism will typically delete from the
queue failure times that are no longer relevant, and insert new failure times into it.
To analyze the efficiency of a KDS, we distinguish between two types of events: internal and external. External
events are events associated with real (combinatorial) changes in the configuration, thus forcing a change in the output.
Internal events, on the other hand, are events where some certificate fails, but the overall desired configuration still
remains valid. These events arise because of our specific choice of the certificates, and are essentially an overhead
incurred by the data structure. If the ratio between the number of internal events to the number of external events is
no more than polylogarithmic in the number of input objects, the KDS is said to be efficient.1 Other parameters of the
KDS that one would like to minimize are the following.
• The processing time of a critical event by the repair mechanism. If this parameter is no more than polylogarithmic
in the number of input objects, we say that the KDS is responsive.
• The maximum number of events at any fixed time in the queue that are associated with one particular object.
When this parameter is no more than polylogarithmic in the number of input objects, we say that the KDS is
local. Locality typically implies that changes in flight plans can be handled efficiently.
• The space used by the data structure. If this is larger than the number of input objects by at most a polylogarithmic
factor, we say that the KDS is compact.
In addition, which is one of the central issues considered in this paper, one might wish to design a KDS that is also
dynamic, meaning that it can also efficiently support insertions and deletions of objects.
In their paper, Basch et al. [8] developed a KDS that maintains the convex hull of a set of moving points in the
plane, which meets all these criteria, namely, it is compact, efficient, local, and responsive. Specifically, their structure
processes O(n2+ε) events, for any ε > 0, each in O(log2 n) time. (The number of events has been slightly improved
in a later work [5], to O(nλs(n)), where s is the number of times any fixed triple of points can become collinear.) To
achieve locality, their algorithm uses a fairly complicated set of certificates. Furthermore, Basch et al. have focused
only on kinetization, and did not consider insertions and deletions of points. The motivation for our work is twofold:
(i) to simplify the certificates used by [8], and (ii) to obtain a dynamic algorithm that still meets the four quality criteria
mentioned above.
Our results. In this paper we present an efficient dynamic KDS for maintaining the convex hull of a set of moving
points in the plane, which also supports insertions and deletions of points. Our certificates are simpler than those of
[8], and the performance of our algorithm is comparable with that of [8].
1 Basch et al. [8] considered a KDS to be efficient, if the ratio between the number of internal events to the number of external events is bounded
by a small power of the number of input objects. In our definition of efficient KDS, we only allow a degradation factor that is a polylogarithmic
function of the number of input objects. We impose similar more stringest restrictions on the other performance parameters of the structure.
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description complexity. That is, each function is defined as a Boolean combination of a constant number of predicates
involving polynomials of constant maximum degree. We present our result in the dual plane, where each point is
mapped to the moving non-vertical line y = ai(t)x + bi(t), and the goal is to maintain the upper and lower envelopes
of this set of moving lines. For simplicity, and without loss of generality, we will only consider the maintenance of the
upper envelope.
The main idea in our solution is to maintain the lines sorted by slope in a data structure similar to the stationary
data structure of Overmars and van Leeuwen [21]. This is in contrast with the data structure of Basch et al. [8] that
does not maintain the lines sorted by slope, but rather keeps them in a tree in some arbitrary order.
Because of some technical difficulties in the analysis, which are discussed at the end of Section 3.3 (these diffi-
culties arise due to lack of tight bounds on the complexity of a single level in planar arrangements), we have to use a
treap [22] as the underlying tree. Our data structure is therefore randomized, and its performance bounds hold only in
expectation.
The data structure of Overmars and van Leeuwen [21] exploits the following simple observation.
Proposition 1.1. Given two sets of lines L and R, such that any line in L has a smaller slope than that of any line in
R, the upper envelope of L and the upper envelope of R have exactly one common intersection point q . The envelope
is attained by lines of L to the left of q , and by lines of R to the right of q .
Overmars and van Leeuwen use this to develop a divide-and-conquer algorithm that computes the upper envelope
of a set of stationary lines in O(n logn) time, and maintains it, after each insertion or deletion, in O(log2 n) time.
We follow the same idea, using a treap as the underlying tree, in which the lines are stored (in inorder) in their
increasing slope order. Let n denote the total number of insertions, and let s denote the number of times any three
input points can become collinear. Write βq(n) = λq(n)/n, where q is any constant, and where λq(n) is the maximum
length of a Devenport–Schinzel sequence of order q on n symbols (see [23]). We show that our structure processes
an expected number of O(n2βs+2(n) logn) events,2 each in O(log 2n) expected time, that it has size O(n), and that
each line participates in only O(logn) “certificates” maintained by the structure. In the terminology defined above,
our structure is compact, efficient, local, and responsive.
We present the algorithm in three stages. First, we describe the classical dynamic algorithm of Overmars and
van Leeuwen for stationary lines [21], upon which our solution is built. Second, we make this algorithm kinetic,
by designing a set of simple certificates and an efficient algorithm for maintaining them as the lines move. In this
special case, the bound on the number of events slightly improves to O(n2βs(n) logn). Third, we make the algorithm
dynamic, by showing how to perform insertions and deletions efficiently, adapting and enhancing the basic technique
of [21].
2. Preliminaries
In this section we introduce our framework and notation, by briefly reviewing the data structure of Overmars and
van Leeuwen [21] for dynamically maintaining the upper envelope of a set of lines. We describe this structure here in
its original stationary context. In the subsequent sections we will make the structure both kinetic and dynamic.
We denote by S = {1, . . . , n} the set of lines in the data structure, sorted in order of increasing slopes, so that k
is the line with the kth smallest slope. We store the lines at the leaves of a balanced binary search tree T in this order.
Slightly abusing the notation, we also use k to denote the node of T containing k . Later, we take T to be a treap (see
[22] and below), but for now any kind of balanced search tree will do. Denote the root of T by r . For a node v ∈ T ,
denote the left and right children of v by (v) and r(v), respectively, and denote the parent of v by p(v). Denote the
set of lines in the leaves of the subtree of v by S(v).
Each node v ∈ T stores a sorted list of the lines that appear in the upper envelope E(v) of S(v), in their left-to-right
order along the envelope, which is the same as the increasing order of their slopes. To facilitate fast implementation of
2 In case the number of insertions and deletions, say m, is larger than the maximum number, n, of points in the data structure at any fixed time,
the bound on the total number of events is in fact O(mnβs+2(n) logn). One can easily establish this by splitting time into O(m/n) intervals, each
containing O(n) updates, use our analysis for each interval, and sum up the bounds in all intervals.
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Abusing the notation slightly, we denote by E(v) both the upper envelope of the lines in S(v) and the tree representing
it.
After sorting the lines of S in the increasing order of their slopes, we build T and the secondary structures E(v),
for each v ∈ T , in the following bottom-up recursive manner. For a node v, we build E(v) from E((v)) and E(r(v)).
First we compute the intersection q(v) of E((v)) and E(r(v)), by simultaneous binary search over E((v)) and
E(r(v)), in the manner described in [21]. Then we split E((v)) and E(r(v)) at q(v), and concatenate the part of
E((v)) that lies to the left of q(v) with the part of E(r(v)) that lies to the right of q(v), to obtain E(v).
Using standard search tree machinery, after we split E((v)) and E(r(v)) at q(v), the trees representing E((v))
and E(r(v)) are destroyed. For that reason, and to save space, Overmars and van Leeuwen [21] store at each node v
only the part of E(v) that does not appear on E(p(v)). One can then reconstruct E(v) on the fly from E(p(v)), and
from the piece stored at v.
The operations of finding q(v), splitting and concatenating E((v)) and E(r(v)), take O(logn) time each. There-
fore, we can build the entire structure in O(n logn) time. The size of the primary tree T , including the portions of the
envelopes E(v) stored at each node v, is O(n). To see this, observe that, for each line , there is at most one node v,
ancestor of , where  is stored and where it is not adjacent to q(v).
To support insertions and deletions of lines, each time we traverse an edge of the tree from a node v to one of its
children, we construct the envelopes E((v)) and E(r(v)) from E(v). Later on when we traverse the same edge going
from the child back to v we reconstruct E(v) from the potentially new values of E((v)) and E(r(v)). The overall
cost of an insertion or deletion is O(log2 n).
To simplify the presentation in the subsequent sections, we will consider upper envelopes stored at various nodes
of the structure as if they are stored there in full, and will ignore the issues related to this more space-efficient repre-
sentation. Nevertheless, the bounds that we will state will take this improved representation into account.
3. Making the data structure kinetic
We now show how to maintain the upper envelope E of S, using the structure of Section 2, when the lines are
moving along known trajectories, which are assumed to be semi-algebraic functions of time of constant description
complexity, and known to the algorithm, except that at certain times the motion (“flight plan”) may change (and then
the algorithm is notified about the change). Note that now the increasing slope order of the lines 1, . . . , n may change
over time. So when we refer to k we mean the line with the kth smallest slope at some particular time, which will
always be clear from the context.
Fix an internal node v ∈ T . We need the following notation. Denote the two lines from E((v)) and E(r(v))
that intersect at q(v) as μ(v) and μr(v), respectively. Denote the line in E((v)) immediately preceding (resp.,
succeeding) μ(v) as μ− (v) (resp., μ+ (v)). Similarly, we denote the lines immediately preceding and succeeding
μr(v) in E(r(v)) by μ−r (v) and μ+r (v), respectively; see Fig. 1.
We denote the intersection point of two lines a and b by ab. We write ab <x cd if the x-coordinate of ab is smaller
than the x-coordinate of cd .
To ensure the validity of the structure as the lines are moving, we use two types of certificates, denoted by CT and
CE. These are predicates, each involving a small number of lines. As long as all certificates remain true, the validity
Fig. 1. One of the four CE-certificates for guaranteeing the validity of E(v).
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future time when the certificate becomes invalid (if there is such a time).
(CT) Certificates that ensure the validity of T .
For each pair of consecutive lines k, k+1 in T , we have a CT-certificate that asserts that the slope of k is
smaller than or equal to the slope of k+1.
(CE) Certificates that ensure the validity of the envelopes E(v).
For each node v, we maintain the following (at most) four certificates (see Fig. 1); recall that μ(v)μr(v) = q(v).
1. μ(v)μr(v) <x μr(v)μ+r (v),
2. μ(v)μr(v) <x μ(v)μ+ (v),
3. μ(v)μr(v) >x μr(v)μ−r (v),
4. μ(v)μr(v) >x μ(v)μ− (v).
Alternatively, we can use certificates which guarantee that (1) μr(v)μ+r (v) is above the line μ(v),
(2) μ(v)μ+ (v) is below the line μr(v), (3) μr(v)μ−r (v) is below the line μ(v), and (4) μ(v)μ− (v) is
above the line μr(v).
The proof of the following lemma is straightforward.
Lemma 3.1. As long as all CT and CE certificates are valid, the lines are stored at the leaves of T from left to right
in increasing order of their slopes, and, for each node v ∈ T , E(v) stores the correct upper envelope of S(v).
3.1. Handling critical events
By a CT or CE critical event we mean a failure event of one of the current CT or CE certificates. A CT certificate
fails when the slopes of two consecutive lines k and k+1 in T become equal. If, right after the failure, the slope of
k+1 becomes smaller than the slope of k , we have to update T as follows. Let w = LCA(k, k+1) be the lowest
common ancestor of the two leaves containing k and k+1 (see Fig. 2).
We swap k and k+1, and then delete from Q the two CT events associated with k and k−1, and with k+1 and
k+2, and add to Q up to three new CT events: between k−1 and the new k , between the new k+1 and k+2, and
between k and k+1, if their slopes become equal again at some future time. In addition, this swap might affect upper
envelopes at the nodes on the two paths from k and from k+1 to the root.3 Hence, for each node u on either of the
paths, we recompute E(u) from scratch in a bottom-up fashion. In particular, it means that, for each such node u at
Fig. 2. Handling a CT event, at which the order of slopes of lines in two consecutive leaves changes. We swap the lines between the leaves, and
recompute the envelopes on the paths to the lowest common ancestor.
3 In fact, if the swap is between k and k+1, where k = 1 and k + 1 = n, then no change in the upper envelope can happen for nodes z on the
path from w to the root. This is because, right before the event, only one of the lines k or k+1 can be on E(z), as is easily checked. On the other
hand if the swap is between 1 and 2 or between n−1 and n , it may also affect every ancestor z of w since both lines may occur on the envelope
of z right before the swap.
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them by at most four new CE events.
When a CE certificate fails at some node v, E(v) is no longer valid. The following changes can take place: If the
certificate μ(v)μr(v) <x μr(v)μ+r (v) fails, the line μr(v) is removed from E(v). If μ(v)μr(v) <x μ(v)μ+ (v)
fails, the line μ+ (v) is added to E(v) between μ(v) and μr(v). Similarly, if μ(v)μr(v) >x μr(v)μ−r (v) fails, the
line μ−r (v) is added to E(v) between μ(v) and μr(v), and if μ(v)μr(v) >x μ(v)μ− (v) fails, the line μ(v) is
removed from E(v). Because of the continuity of the motion of the lines, only these local changes can occur at a
failure of a CE certificate.
We restore E(v) by inserting or deleting the appropriate line at the appropriate location. We replace the four old
CE certificates associated with v by four new certificates, to reflect the fact that either μr(v) or μ(v) has changed,
as did its predecessor and successor in the respective sub-envelope. We also delete from Q the failure times of the old
certificates, and insert into Q the failure times of the new certificates.
The change in E(v) may also cause E(w) to change at ancestors w of v. We propagate the change from v up
towards the root, until we reach an ancestor w of v for which E(w) is not affected by the change at v. Let w be
an ancestor of v at which E(w) changes. Let p(w) be the parent of w, and let s(w) be the sibling of w. If the line
that joins or leaves E(w) also joins or leaves E(p(w)), we change E(p(w)) accordingly. In addition, if the change
replaces the line in E(w) on which the intersection of E(w) and E(s(w)) occurs, or one of lines adjacent to it on
E(w), we also replace the CE certificates associated with p(w), and replace the corresponding failure times in Q.
3.2. Performance analysis
Using the terminology of [8] (see also the introduction), we show that the resulting data structure is compact, local,
responsive, and efficient.
Compactness. We want to show that the size of the data structure is small. Clearly, we have a linear number of CT
certificates, and a linear number of CE certificates, so our event queue Q is of linear size. The size of the primary tree
T and of all the trees E(v) is O(n), if we store partial envelopes in the manner outlined in Section 2. Therefore our
KDS can be implemented in linear space, and is thus compact.
Locality. We want to show that each line  is involved in a small number of certificates, and that any change in the
flight plan of  can be quickly encoded into the data structure. Each line  participates in only O(logn) certificates.
Indeed, it participates in at most two CT certificates, one with the line with the next larger slope, and one with the
line with the next smaller slope (if such lines exist). In addition,  may participate in at most four CE certificates in
each of its O(logn) ancestors in T . It follows that the data structure is local, and that one can update the flight plan of
a line  in O(log2 n) time. (Usually, such changes in flight plans assume a non-dynamic scenario, in which any such
change in the motion of any line  keeps its motion continuous. However, we will later show that our structure can
also be made dynamic, which also allows us to implement “abrupt” changes in the flight plans by simply deleting the
respective line, and re-inserting it with the new flight plan. See Section 4 for details.)
Responsiveness. We want to show that when we reach a critical event, we can quickly update the certificates main-
tained by the structure, so as to restore and maintain its validity. Specifically, we show that the time needed to process
a critical event is O(log2 n), which thus makes the structure responsive. When a CT certificate fails, we recompute
the upper envelope E(v) at O(logn) nodes v, along the two paths from the leaves storing the two respective lines to
the root. At each such node v, recomputing E(v) takes O(logn) time, so we spend O(log2 n) time in recomputing all
these envelopes. In addition, for each node v in which we recompute E(v), the four CE certificates associated with v
may change. For each such node v, we have to delete from Q the failure times of the old certificates, and insert into Q
the failure times of the new ones. Since O(logn) such certificates may change, updating them and the queue Q takes
O(log2 n) time.
When a CE certificate fails, we may have to fix the envelope at O(logn) nodes, along the path from the node where
the certificate fails to the root. At each such node v, we delete one line or insert one line into E(v), so these updates
take O(log2 n) time. This in turn may cause, as above, O(logn) other CE certificates to change, which we handle as
above, in a total of O(log2 n) time.
The most interesting and involved part of the analysis is to show that the data structure is efficient, in the sense of
obtaining an upper bound on the total number of critical events that is comparable with the bound on the total number
of real combinatorial changes in the overall upper envelope.
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To analyze the total number of critical events that our data structure processes, we refine a technique of Basch
et al. [8], in which time is considered as an additional (static) dimension, which allows us to represent each critical
event as a vertex of an appropriate upper envelope of bivariate functions, where these envelopes are the graphs of the
sub-envelopes E(v), as they evolve over time.
In more detail, we parametrize the moving lines as surfaces in the 3-dimensional xty-space. For each line  ∈ S, its
surface σ is the locus of all points (x, t, y), such that (x, y) lies on  at time t . Note that σ is a ruled surface, and that
it is xt-monotone, so that we can regard it as the graph of a function of x and t , which, with a slight abuse of notation,
we denote as y = σ(x, t). For any node v of T , we denote by E3(v) the upper envelope of the bivariate functions σ,
for  ∈ S(v).
If we assume that the motions of the lines are semi-algebraic of constant description complexity, then the surfaces
σ are also semi-algebraic of constant description complexity. The intersection curve of a pair of surfaces is the trace of
the moving intersection point between the two respective lines, and an intersection point of three surfaces represents an
event where the three respective lines become concurrent. It follows that the number of changes in the time-evolving
upper envelope of the lines is upper bounded by the combinatorial complexity of the upper envelope of their surfaces.
Note that the above assumptions on the motion of the lines, including the assumption of general position, imply that
any triple of surfaces intersect in at most s points, where s is some constant.
The following argument shows that the complexity of the upper envelope of n such surfaces is O(n2βs+2(n)), where
βq(n) = λq(n)/n, and λq(n) is the maximum length of a Davenport–Schinzel sequence of order q on n symbols [23].
Fix a line 0. For each line  = 0 with a larger (resp., smaller) slope, let f + (t) (resp., f − (t)) denote the x-coordinate
of the intersection point 0 ∩  at time t . Let F+0 (resp., F−0 ) denote the set of all functions f + (t) (resp., f − (t)).
Note that in general these functions are partially defined: At times t ′ where the slopes of  and 0 become equal, one
function, say f + , ceases to be defined, and the other function f
−
 starts being defined. If this happens several times,
the functions have disconnected domains of definition, and then we regard each such function as multiple partial
functions, each with a connected domain of definition. By our assumptions on the motion, two lines have identical
slopes at most a constant number of times, so the number of functions in F+0 (resp., F
−
0
) is O(n). Furthermore, since
three lines become concurrent at most s times, each pair of functions in F+0 (resp., F
−
0
) intersect in at most s points.
It follows that, at any time t , the portion of 0 that appears on the upper envelope (if there exists such a portion) is a
connected interval, delimited on the right by min{f + (t) | f + ∈ F+0}, and on the left by max{f − (t) | f − ∈ F−0}; see
Fig. 3.
The complexity of each of these lower and upper envelopes is at most O(λs+2(n)) = O(nβs+2(n)) [23], which thus
also bounds the number of times these envelopes “run into” each other (see [23]), causing 0 to disappear or re-appear
on the envelope. Repeating this analysis to each line 0 yields the asserted overall bound.
To sum up, we conclude that the total number of changes in the upper envelope of our set of moving lines (the
so-called external events), over time, is O(n2βs+2(n)).
Fig. 3. (1) The lines intersecting 0 at time t0. At t0, f+1 (t), f
+
2
(t), and f+
3
(t) are defined, and both f+
1
(t), and f+
2
(t) have the minimum
x-coordinate. (2) The arrangement of the functionsF+
0
in the tx-plane. The complexity of the lower envelope of these functions, and the complexity
of the upper envelope of F−
0
, asymptotically bound the total number of CE events that involve the line 0.
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the complexity of the lower envelopes min{f + (t) | f + ∈F+0}, over all lines 0. (The corresponding upper envelopes
max{f − (t) | f − ∈ F−0} are not really needed for the preceding analysis, but we define them since they will be used
in the proof of Lemma 3.2 below.) To see this, consider a vertex p on the upper envelope of the surfaces. This vertex
appears as a vertex of the lower envelope min{f + (t) | f + ∈ F+′ }, where ′ is the line with the smallest slope (at the
time of concurrency) among the three lines defining p.
We next derive an upper bound on the number of events that our data structure handles (the so-called internal
events), which is not much larger than the bound just derived. By our assumption on the motion, the slopes of two
lines can coincide at most O(1) times. Therefore, the total number of CT events is O(n2).
The main part of the analysis is to bound the number of CE events. Consider such an event that occurs when a CE
certificate at some node v of T fails. Note that, at this event, three lines of S(v) become concurrent, and the point
of concurrency lies on the upper envelope E(v). Hence, we can charge the event to a vertex of the corresponding
bivariate upper envelope E3(v).
(Note that we can apply this charging only to events that are extracted from the front of Q and are processed as
events that update the structure. Events that are inserted into Q and are removed later during another update of the
structure do not represent real envelope vertices. Nevertheless, the number of such events that can be generated during
an update is only O(logn), so the overall number of these spurious events is at most O(logn) times the overall number
of real CE events, which we now proceed to bound.)
Not every vertex of E3(v) corresponds to a CE event at v. Each charged vertex is an intersection of three surfaces,
such that at least one of them corresponds to a line in S((v)), and at least one of them corresponds to a line in S(r(v)).
Recall that the intersection corresponds to the event where the three lines defining these surfaces become concurrent,
at a point on the upper envelope E(v). To bound the number of CE events at v, we need to bound the number of such
“bichromatic” vertices of E3(v).
Let P(v) denote the multiset of pairs of lines (, ′), for which there exists some time at which  ∈ S((v)) and
′ ∈ S(r(v)) simultaneously. The multiplicity of a pair (, ′) in P(v) is taken to be the number of times t , such
that, just before time t , either  was not in S((v)) or ′ was not in S(r(v)), and, just after time t ,  ∈ S((v)) and
′ ∈ S(r(v)). In other words, the multiplicity of (, ′) is the number of maximal connected time intervals during which
(, ′) ∈ S((v))× S(r(v)). The following main technical lemma bounds the total number of events encountered in v,
in terms of |P(v)|.
Lemma 3.2. Let P(v) be the multiset of pairs of lines (, ′) ∈ S((v)) × S(r(v)), as defined above. Let m be the
maximum number of lines under v at any fixed time. Let s be the maximum number of times a triple of lines become
concurrent. Then the total number of CE events that are encountered at v is O(|P(v)|βs+2(m)).
Proof. We apply a similar argument to the one used above. Fix a line 0, and for each line  = 0, let f +0,(t) (resp.,
f −0,(t)) be defined if the slope of  is greater (resp., smaller) than that of 0, in which case it is equal to the x-co-
ordinate of the intersection point 0 ∩  at time t . (Thus, for any time t where 0 and  are not parallel, exactly one of
these functions is defined.)
Fix a node v of the tree, and let 0 be a line in S((v)). Define F+(0, v) to be the set of all functions f +0,,
for lines  in S(r(v)), where the domain of definition of any f +0, is further restricted to those times at which 0
is stored at S((v)) and  at S(r(v)). We define the family F−(0, v) in complete analogy, for lines 0 stored at
S(r(v)). As before, a function in either collection with a disconnected domain of definition is represented as several
“sub-functions”, each with a connected domain of definition.
Consider now an event encountered at v, where three lines 0, 1, 2 become concurrent on E(v) at time t0, with at
least one line belonging to S((v)) and at least one belonging to S(r(v)). Suppose first that one of the lines, say 0, is
stored at S((v)), and that the other two, 1, 2, are stored at S(r(v)). Then f +0,1(t) = f +0,2(t), and this intersection
lies on the lower envelope of the set F+(0, v) (refer to Fig. 3). A symmetric property holds when 0 is stored at
S(r(v)) and 1, 2 are stored at S((v)), in which case we get a vertex of the upper envelope of the set F−(0, v).
Fix a line 0, and consider an interval I of time where 0 is stored at S((v)). Let N(0, v) denote the number of
lines that are stored at S(r(v)) at some time in I . If a line leaves and re-enters the right subtree multiple times during
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The complexity of the lower envelope of F+(0, v) during I is at most λs+2(N(0, v))  N(0, v)βs+2(N(0, v)),
which can be slightly improved to O(N(0, v)βs+2(m)) [23], where s is, as above, the maximum number of times a
triple of lines become concurrent, and where m is the maximum number of lines under v at any fixed time. The sum
of these bounds, over all lines 0 and all intervals I , is at most O(|P(v)|βs+2(m)). Applying a symmetric argument
for lines 0 that are stored at S(r(v)) completes the proof of the lemma. 
A slightly improved bound. Agarwal et al. [5] proved a slightly tighter bound of O(n2βs(n)) on the number of
changes in the convex hull of n moving points. Using their technique we can also establish this tighter bound on the
complexity of the upper envelope of a set of n ruled surfaces defined by n moving lines as above, but only when the
motion of the lines is restricted so that no line ever becomes parallel to the y-axis. (In case the moving lines are duals
of moving points, their motion does indeed obey this restriction.) The same technique also allows us to improve the
bound in Lemma 3.2 to O(|P(v)|βs(m)), but it does not extend to the dynamic setting of Section 4.
The idea is to bound the number of points of the lower envelope min{f + (t) | f + ∈F+0} that correspond to points
of the upper envelope of the ruled surfaces by the length of a particular Davenport–Schinzel sequence Ψ of order s on
|F+0 | symbols (a length bounded by λs(|F+0 |) λs(n)).
Consider the sequence Ψ of lines whose functions attain the envelope min{f + (t) | f + ∈F+0}, ordered by increas-
ing time of their appearances on the envelope. Each element a in Ψ corresponds to a function f +a ∈F+0 and a maximal
time interval [t (a), t ′(a)] such that f +a (t) = min{f + (t) | f + ∈F+0} for all t ∈ [t (a), t ′(a)]. We remove from Ψ every
occurrence of a line a such that the intersection point of a and 0 never appears on the upper envelope of the lines dur-
ing the time interval [t (a), t ′(a)]. (So for every occurrence of a line a that remains in Ψ there is a time t ∈ [t (a), t ′(a)]
in which the intersection of a with 0 was on the upper envelopes of the lines.) We then also remove duplicates from
Ψ (that is, any occurrence of a symbol a that immediately follows another occurrence of a). Clearly, the length of
Ψ (after these transformations) bounds the number of vertices of the lower envelope min{f + (t) | f + ∈ F+0} that
correspond to vertices of the upper envelope of the ruled surfaces.
To see that Ψ is a Davenport–Schinzel sequence of order s, consider an occurrence of the symbol a followed by
an occurrence of the symbol b. The definition of Ψ implies that at some time t1 the intersection of a with 0 appeared
on the upper envelope of the lines, and therefore was above the line b, and, analogously, at some later time t2 the
intersection point of b and 0 was above the line a. See Fig. 4.
Since lines never become parallel to the y-axis, we can interpret the lines as continuously moving points in the
dual plane. With an appropriate duality transform, it follows that in the dual plane we obtain that the triangle 0ab
is oriented clockwise at time t1, and counterclockwise at time t2. Therefore, between times t1 and t2, the points a, b,
and 0 must become collinear. Going back to the primal plane, we obtain that between times t1 and t2 the lines a, b
and 0 are concurrent. Since a fixed triple of lines cannot become concurrent more than s times, we obtain that Ψ is a
Davenport–Schinzel sequence of order s.
Note that the argument breaks down in the dynamic case, when the lines can appear or disappear, in which case all
we can show is that Ψ is a Davenport–Schinzel sequence of order s + 2.
A technical difficulty. The next goal is to bound the quantities |P(v)|. Since the lines keep swapping between the
nodes of T , the sets P(v) keep acquiring new pairs. The difficulty in the analysis stems from the fact that if a line 
enters, say, the left subtree (v) of a node v, it creates |S(r(v))| new pairs with the lines stored at r(v), all of which
are to be added to P(v). That is, we pay for each swap a price that is rather small if v is low in the tree, but which
Fig. 4. An alternation of a and b in Ψ .
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∑
v |P(v)|, over all nodes v of T ,
is O(
∑
v |S(v)| · (|S(v)| +M(v))), where M(v) is the number of swaps performed between the left and right subtrees
of v.
To appreciate the difficulty in bounding this sum, consider the slopes of the lines as functions of time. These
n functions define an arrangement A in the slope-versus-time plane. Each swap of lines between the kth and the
(k + 1)st leaves of T corresponds to a vertex of A where the kth and the (k + 1)st levels of A meet. Now even in the
simplest case, where the slopes are linear functions of time, the best upper bound known for the complexity of the kth
level is O(nk1/3) [12], and the situation becomes much worse for classes of more general curves (see, e.g., [10]).
Consider, for example, the root r of T , and set k = n/2. Assume that our arrangement of slope functions is such
that the complexity of its (n/2)-level is large, say (n4/3). Then each vertex v at level n/2 of the arrangement of the
slope functions corresponds to a swap between the left and right subtrees of r , and thus adds n/2 new pairs to the
multiset P(r). In total, we would have |P(r)| = (n7/3). Plugging this bound into Lemma 3.2 already yields a bound
on the number of internal events that is much larger than the near-quadratic bound on the number of external events.
On the other hand, the average number of vertices in a level of the arrangement of the slope functions is only O(n).
Thus, if we could substitute M(v) = O(n) at each node v, we would get∑v |P(v)| = O(n) ·
∑
v |S(v)| = O(n2 logn).
Before proceeding, we remark that the best known lower bounds for the complexity of a single level (in any
arrangement of well-behaving curves) are very close to linear [24], and the prevailing conjecture is that the upper
bounds are also near-linear. In this case, the calculation just given, appropriately modified, yields a near-quadratic
bound on the number of internal events, in which case the refined analysis, given in the rest of the paper, is not
needed.
3.4. Treaps
The preceding discussion means that, with a lack of good bounds on the complexity of any single level in an
arrangement A of functions of low complexity in the plane (namely, our slope-versus-time functions), our approach
falls short of proving a good bound on the number of internal events, if the underlying tree T causes levels of A with
large complexity to appear near the root. To overcome this difficulty, and exploit the fact that, on average, levels have
linear size, we make T a treap [22]. Intuitively, using a treap allows us to make the height of a “bad level” in T a
random variable, so that, on average (over the choice of the priorities that define the treap), swaps at that level would
occur rather low in the tree, and consequently would not be too expensive.
In more details, a treap is a randomized search tree with optimal expected behavior. Each node v in the treap has
two fields rank(v) and priority(v). The treap is a search tree with respect to the ranks, and a heap with respect to the
priorities. We use integer ranks from 1 to n, that index the given lines in the increasing order of their slopes. We assume
that the priorities are drawn independently and uniformly at random from an appropriate continuous distribution, so
that, with probability 1, the set of priorities defines a random permutation of the nodes.4 Note that, once we draw the
priorities, the resulting treap T is uniquely determined.
We turn our underlying tree T into a treap as follows. A node v of rank k stores the line μ(v) = k , which is the
line with the kth smallest slope. We now denote by S(v) the set of lines stored at all nodes in the subtree rooted at v,
including μ(v) itself, and we define E(v) to be the upper envelope of the new set of lines S(v).
Since now every node of T stores a line, rather than just the leaves, we need to slightly modify the algorithm. To
understand the data structure stored at a node v and the associated certificates, think of each node v as split into two
nodes, vlow and vhigh. The left child of vlow is (v)high and the right child of vlow is a leaf containing μ(v). The left
child of vhigh is vlow and the right child of vhigh is r(v)high. See Fig. 5. In the transformed tree, lines are only stored at
the leaves. Now we compute E(vlow), and E(vhigh), and the CE certificates associated with them, in the same manner
as in the preceding algorithm, where the lines were stored only at the leaves. We store at v the portion of E(vlow)
that does not appear in E(vhigh), and the portion of E(vhigh) that does not appear in E(p(vhigh)low). We associate
with v the CE certificates associated with vlow and the CE certificates associated with vhigh.5 Note that E(v) is equal
4 In practice, integers drawn at random from a sufficiently large range are good enough. See [22].
5 Note that vlow has only two certificates associated with it, since the envelope of r(vlow) is a single line. Hence the maximum number of
certificates associated with each original node in the treap is six.
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to E(vhigh). In what follows we regard this node splitting as implicit in the description of the algorithm, which is
formulated in terms of the original unsplit nodes of the treap.
3.4.1. Handling critical events
The main modification of the preceding analysis for the case of treaps is in handling CT events. Consider a CT
event, involving a swap between two lines k and k+1 whose slopes are equal at the critical time t . Let v be the node
containing k , and v′ the node containing k+1; then rank(v) = k and rank(v′) = k + 1. It follows that either v′ is the
leftmost descendant of r(v), or v is the rightmost descendant of (v′). When processing the swap, we place k+1 in v
and k in v′, without changing the structure of the treap. Then we recompute the envelopes E(w), for all nodes w on
the path between v and v′, and update the CE events associated with each such node w. Finally, we delete from Q the
CT events previously associated with k and k+1, and insert into Q new CT events between k and k+2, between
k+1 and k−1, and between k and k+1 (if their slopes become equal again at some future time).
Handling CE events is done in essentially the same way as in Section 3, and we omit the easy details.
3.4.2. Performance analysis for treaps
The same argument as in Section 3.2 shows that our data structure can be implemented in linear space. The analysis
of [22] shows that the depth of any node in a treap is on average (over the draw of the priorities) O(logn). This fact
immediately implies that any line participates in an expected number of O(logn) certificates at any given time, and
that, in any CT or CE critical event, the expected number of nodes v that need to be updated is O(logn), and thus the
expected time it takes to process a critical event, or a change in the flight plan of a line, is O(log2 n). Hence, the new
data structure is compact, local, and responsive, in an expected sense.
Number of critical events in the case of treaps. We bound the expected number of critical events using the approach
suggested in Section 3.3. The following version of Lemma 3.2 holds when a line is stored at every node of T . The
proof follows that of Lemma 3.2, and is omitted.
Lemma 3.3. Let P(v) be the multiset of pairs of lines (, ′), such that (i)  = ′, (ii)  ∈ S((v)) or  = μ(v), and
(iii) ′ ∈ S(r(v)) or ′ = μ(v), where the multiplicity of a pair is the number of maximal connected time intervals
during which (, ′) satisfy (i)–(iii). Let m be the maximum number of lines under v at any fixed time (including also
μ(v)). Let s be the maximum number of times where any fixed triple of lines becomes concurrent. Then the total
number of CE events that are encountered at v is O(|P(v)|βs+2(m)).
This lemma reduces the problem of bounding the expected number of events to the problem of bounding the
expected value of the sum P =∑v∈T |P(v)| of the sizes of the multisets P(v), over all nodes v. Recall that the sets
P(v) are affected only by the initial sets S(v) at the beginning of the motion and by the swaps that take place at CT
critical events.
We perform the analysis in two steps. First, we bound the expected initial value of P . Then we bound the expected
contribution of each swap to P . We denote by π the permutation of the nodes when we order them by increasing
priority. Specifically, π(v) is the number of nodes with priorities smaller than the priority of v (if the priorities are
drawn from any appropriate continuous distribution, the probability of a tie is 0, and we will ignore this possibility).
In the following we refer to a line k simply by its index k, that is, by its rank in the list of lines sorted by slope. We
G. Alexandron et al. / Computational Geometry 36 (2007) 144–158 155Fig. 6. Line ′ residing in v(m) swaps with line  in v(m − 1).
also denote by v(k) the node containing line k, which is the node of rank k of the treap. Note that v(k) is always the
same node but the line that it contains may change over time through swaps.
Bounding the initial value of P is trivial. Indeed, a pair (i, j), with i < j , appears in exactly one set P(v): If i is
a descendant of j then (i, j) belongs (only) to P(v(j)). Symmetrically, if j is a descendant of i then (i, j) belongs
(only) to P(v(i)). Finally, if neither of them is a descendant of the other, then (i, j) belongs only to P(v), where v is
the lowest common ancestor of i and j . Hence, initially, we have
∑
v |P(v)| =
(
n
2
)
.
We now estimate the expected contribution of a swap between two consecutive lines, say line  of rank m − 1
before the swap, and line ′ of rank m before the swap. After the swap line  has rank m and line ′ has rank m − 1.
Node v(m − 1), the node of rank m − 1 in the heap, contains  before the swap and ′ after the swap. Similarly,
node v(m) contains line ′ before the swap and line  after the swap. Clearly, either v(m − 1) is the rightmost leaf
descendant of (v(m)), or v(m) is the leftmost leaf descendant of r(v(m − 1)). The two cases are symmetric, so we
only handle the first case. See Fig. 6.
As a result of the swap between  and ′, line ′ creates a new pair with every line j in the subtree of v(m). These
pairs are added to P(v(k)), where v(k) is the lowest common ancestor of v(j) and v(m − 1). Similarly, for every
j in the subtree of (v(m)), other than m − 1, we get a new pair of  and j that contributes to P(v(m)). Therefore
we will estimate the expected number of new pairs created by  in v(m) after the swap; the expected number of new
pairs created by ′ is the same. Moreover, as is easily verified, no new pairs are formed with elements j > m, nor with
elements j to the left of the subtree of (v(m)).
For j < m − 1 < m, define Aj,m to be an indicator random variable, that is 1 if and only if v(j) is a descendant of
v(m). As just argued, if j and  form a new pair in P(v(m)) (again, recall that line  resides in v(m) after the swap),
then j must be a descendant of that node, and vice versa. Hence, the expected number of new pairs created by  is
∑
j |j<m−1
E(Aj,m).
To compute E(Aj,m), we have to calculate the probability that v(j) is a descendant of v(m). This happens if and only
if π(y) < π(m), for all nodes y such that j  rank(y) m − 1. This probability is equal to the probability that the
nodes of ranks between j and m (inclusive) are arranged in π such that the node of rank m is last. That is,
E(Aj,m) = (m − j)!
(m − j + 1)! =
1
m − j + 1 .
The expected number of new pairs is then
∑
j |j<m−1
E(Aj,m) =
∑
j |j<m−1
1
m − j + 1 =
∑
3j<m
1
j
= O(logm) = O(logn).
Since the number of new pairs created by ′ is the same as the number of new pairs created by , we conclude that the
expected contribution of each swap to P is O(logn).
Our assumptions on the motion implies that the total number of swaps is O(n2). Therefore, we get that all swaps
generate O(n2 logn) additional pairs, so in total P = O(n2 logn). Using Lemma 3.3, our structure thus processes
O(n2βs+2(n) logn) events, and is therefore efficient.
In summary, we have the following result.
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algebraic of constant description complexity, we can maintain the upper envelope of S in a randomized structure of
linear size that processes an expected number of O(n2βs(n) logn) events, each in O(log2 n) expected time, where s is
the number of times where any fixed triple of lines can become concurrent. Each line participates at any given time in
O(logn) certificates that the structure maintains.
So far, this matches (but, as we argue, simplifies) the KDS structure of [8]. In the main contribution of the paper,
presented in the next section, we turn this structure into a dynamic KDS that also supports insertions and deletions of
lines.
4. Making the data structure kinetic and dynamic
We next adapt the treap data structure so that it can also efficiently support insertions and deletions of lines into/from
the structure. First, we review the algorithms in [22] for inserting and deleting elements into/from a treap. To insert
a new line , we create a new leaf, in a position determined by its rank. Then we draw a random priority for  from
the given distribution, and rotate the node storing  up the tree, as long as its priority is larger than the priority of its
parent. While rotating the node of  up, we also re-compute the envelope of every node involved in a rotation from
the envelopes of its children and from the line that it stores. After  is located in its right place, we recompute the
envelopes on the path from  to the root in a bottom-up manner. The expected logarithmic depth of the treap implies
that insertion takes O(log2 n) expected time.
The implementation of a delete operation is similar. Let m be the line to be deleted. We keep rotating the edge
connecting m to its child of largest priority, until m becomes a leaf. We then discard m and recompute the envelopes
of all nodes involved in the rotations, in a bottom-up manner, until we reach the first node that did not contain m on
its envelope or we reach the root. As in the case of insertion, deletion also takes O(log2 n) expected time.
Consider for example a right rotation around an edge (v,u = p(v)) as shown in Fig. 7. Node v before the rotation
changes its right child to be u, and node u changes its left child to be y, previously the right child of v. The rotation
introduces new pairs associated with v (and removes pairs associated with u). Similarly, a left rotation around (v =
p(u),u) introduces new pairs associated with u (and removes pairs associated with v). Therefore, we need to re-
analyze the efficiency of the data structure, when insertions and deletions are allowed, to take these changes into
account. Using Lemma 3.3, we need to estimate the number of new pairs that are generated during an insertion or a
deletion. We show below that the expected number of such pairs is O(n), for each update operation. Hence, if O(n)
such operations are performed, starting with the empty set, they generate an expected number of O(n2) pairs, and
thus create only O(n2βs+2(n)) new CE events. In other words, the bound on the expected number of internal events
remains asymptotically the same.
We analyze deletion in detail; the analysis of insertion is analogous and hence omitted. Assume that m is the line
to be deleted. We examine the rotations that bring m down, and bound the expected number of new pairs created by
these rotations.
Let v be the node containing the line m. Let σ denote the rightmost path from (v) to a leaf, and let σ r denote the
leftmost path from r(v) to a leaf. Each edge on σ and σ r corresponds to a rotation. That is, as shown in Fig. 8, a right
rotation around the edge between v and (v) changes the left child of v to the next node on σ. In this case, for each
line x in A1 = S(((v))), including μ((v)), and for each line y in S(r(v)), the rotation introduces a new pair (x, y)
in P((v)). These are the only new pairs that are generated. A left rotation around (v, r(v)) has a symmetric effect,
and it changes the right child of v to be the next node along σ r (emphasizing it yet another time, this is in accordance
with the way nodes retain their identity in a rotation).
Fig. 7. A rotation around the edge (u, v). The new nodes u and v retain the identities of the old nodes, as shown.
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Let p1, . . . , p

s be the nodes on σ, and let pr1, . . . , p
r
t be the nodes on σ r , in their top-down order. Set A = S((v))
and B = S(r(v)). Furthermore, set, for each i, Ai = S((pi )), and Bi = S(r(pri )). Suppose that all right rotations
are performed first. As just discussed, the first right rotation creates the subset of new pairs (A1 ∪ {μ(p1)}) × B , all
added to P(p1 = (v)), the second creates the subset (A2 ∪ {μ(p2)})×B , and so on. Similarly, if all left rotations are
performed first, then the first left rotation creates the subset A × (B1 ∪ {μ(pr1)}), all of whose elements are added to
P(pr1 = r(v)), the second creates the subset A × (B2 ∪ {μ(pr2)}), and so on. See Fig. 8. It is easy to see that if right
rotations and left rotations are mixed, then each right rotation creates only a subset of the pairs it would have created
if performed before all left rotations, and the same holds for left rotations. Therefore, regardless of the order of the
rotations, the total number of new pairs is dominated by |A × B|.
For i < m < j , define Bi,m,j to be an indicator random variable, which is 1 if and only node v(m) is the lowest
common ancestor of v(i) and v(j). The expected size of A × B , for a fixed node v(m), is
∑
i,j |i<m<j
E(Bi,m,j ).
For Bi,m,j to be 1, v(m) must have the largest priority among all nodes x, such that i  rank(x) j . The probability of
this event is equal to the probability that v(m) ends up last in a random permutation of the nodes {x | i  rank(x) j}.
That is
E(Bi,m,j ) = (j − i)!
(j − i + 1)! =
1
j − i + 1 ,
for any i < m < j . Summing up over all such pairs i and j , we get that
∑
i,j |i<m<j
E(Bi,m,j ) =
∑
i,j |i<m<j
1
j − i + 1 
∑
2kn
(k − 1) 1
k + 1 = O(n).
That is, we have shown that the expected increase in the sum
∑
v |P(v)|, caused by inserting or deleting an element
(at place m) is O(n). Following the preceding discussion, we thus obtain:
Theorem 4.1. Let S be a fully dynamic set of n lines moving in the plane, where the motion of each line is semi-
algebraic of constant description complexity. Assume also that S is subject to O(n) insertions and deletions. We can
maintain the upper envelope of S in a randomized structure of linear size, that processes an expected number of
O(n2βs+2(n) logn) events, each in O(log2 n) expected time, where s is the number of times where any fixed triple
of lines can become concurrent. Each line participates at any given time in O(logn) certificates that the structure
maintains.
The standard duality that we have used between lines and points yields the primal version of the preceding theorem.
Theorem 4.2. Let S be a fully dynamic set of n lines moving in the plane, where the motion of each line is semi-
algebraic of constant description complexity. Assume also that S is subject to O(n) insertions and deletions. We
158 G. Alexandron et al. / Computational Geometry 36 (2007) 144–158can maintain the convex hull of S in a randomized structure of linear size, that processes an expected number of
O(n2βs+2(n) logn) events, each in O(log2 n) expected time, where s is the number of times where any fixed triple
of points can become collinear. Each point participates at any given time in O(logn) certificates that the structure
maintains.
Remarks. (1) Note that, in accordance with the discussion in Section 3, here we need to use βs+2(n) in the bounds,
rather than the slightly improved factor βs(n) that has been derived in the non-dynamic case.
(2) In Theorems 4.1 and 4.2, we assume that there are only O(n) insertions and deletions. If the number of insertions
and deletions is N 	 n, then the preceding analysis shows that the number of additional external events created by
these updates is O(Nnβs+2(n)). This, times a logarithmic factor due to swaps, is easily seen to also bound the number
of internal events, which makes the structure efficient also in this case.
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