Let V ⊗n be the n-fold tensor product of a vector space V. Following I. Schur we consider the action of the symmetric group S n on V ⊗n by permuting coordinates. In the 'super' (Z 2 graded) case V = V 0 ⊕ V 1 , a ± sign is added [BR]. These actions give rise to the corresponding Schur algebras S(S n , V ). Here S(S n , V ) is compared with S(A n , V ), the Schur algebra corresponding to the alternating subgroup A n ⊂ S n . While in the 'classical' (signless) case these two Schur algebras are the same for n large enough, it is proved that in the 'super' case where dim V 0 = dim V 1 , S(A n , V ) is isomorphic to the crossed-product algebra S(A n , V ) ∼ = S(S n , V ) × Z 2 .
§0. Introduction.
Let V be a finite dimensional vector space over a field F of characteristic 0, and let V ⊗n = V ⊗ · · · ⊗ V n times. The symmetric group S n acts on V ⊗n (say, from the left) by permuting coordinates. This makes V ⊗n a left F S n module with the corresponding Schur algebra End F S n (V ⊗n ). Here F G denotes the group algebra of a group G. Formally, that action is given by a multiplicative homomorphism ϕ : S n −→ End F (V ⊗n ) which extends linearly to an algebra homomorphism ϕ : F S n −→ End F (V ⊗n ) .
Let A n ⊂ S n denote the alternating group, with the corresponding Schur algebra End F A n (V ⊗n ). The main purpose of this paper is to study and compare the pair of Schur algebras
End F S n (V ⊗n ) ⊆ End F A n (V ⊗n ).
We mention first the following phenomena:
Theorem 1 (see Remark 1.9). Let dim V = k and consider the above (signless!) action of S n on V ⊗n . If k 2 n then ϕ(F A n ) = ϕ(F S n ), hence also End F A n (V ⊗n ) = End F S n (V ⊗n ).
(0.1)
In a sense, Theorem 1 shows an anomaly: even though |S n | = 2|A n | , nevertheless ϕ(F S n ) = ϕ(F A n ) , provided k 2 n . As indicated below, the incorporation of a ± sign to the above permutation action of S n seems to be natural and to remove that anomaly. Such a sign permutation action is related to the representation theory of Lie superalgebras [BR] [Se] . We now briefly explain that S n action, and this will allow us to formulate the main result of this paper, which is Theorem 2 below.
Let V = V 0 ⊕ V 1 , dim V 0 = k , dim V 1 = l , and let S n act on V ⊗n by permuting coordinates as before, but now, together with a ± sign; that sign is obtained by considering the elements of V 0 as being central, and the non-zero elements of V 1 as anti-commuting among themself. This is the sign-permutation action * of S n on V ⊗n [BR §1] , [Se] . This action determines the algebra homomorphism ϕ * : F S n −→ End F (V ⊗n ). It endows V ⊗n with a new F S n module structure, which yields the corresponding (new!) Schur algebras
and clearly B n ⊆ A n . The main result of this paper is the following crossed product theorem.
Theorem 2 (The Cross Product Theorem. See Theorem 1.1). Let V = V 0 ⊕ V 1 with dim V 0 = dim V 1 and consider the above *-action of
Moreover, there exists an algebra automorphism ω of order two, ω : B n → B n , such that A n is isomorphic to the crossed product
The case dim V 0 = dim V 1 is considered in Section 3, and we prove Theorem 3 (Theorem 3.2). Let dim V 0 = dim V 1 , then each of the above subalgebras of End F (V ⊗n ) splits into a direct sum of two subalgebras as shown below, and the following relations hold between these summands.
satisfying Q ′ = Q, P ′ ⊂ P and dim P = 2 dim P ′ .
2)
At the moment, when dim V 0 = dim V 1 , the relations between B P and A P are not clear.
Section 2 contains some necessary preliminaries from the representation theory of S n and A n -which are applied in Section 3.
In Section 4 we first consider dimensions growth rates, as n → ∞, of the factors in (0.7) and (0.8). We show (Remark 4.1) that when dim V 0 = dim V 1 , the above P -summands have much smaller dimensions than the corresponding Q-summands. In particular, this implies that in that case,
In the rest of Section 4 the case dim V 0 = dim V 1 is revisited. There, we study dimensions growth rates, as n → ∞ , of certain factors that appear in theorem 2. These factors are related to the self-conjugate and to the non-self-conjugate partitions in the (k, k) hook H(k, k; n) . It is shown that the asymptotics for the dimensions of these factors do exist, and can be computed explicitly -by Selberg integrals.
Remark. An important step in the proof of Theorem 2 (i.e. Theorem 1.1) is Proposition 1.2. In its original proof, a considerable amount of the representation theory of S n and of A n was applied. Its present elegant proof is due to G. Olshanski. §1 The case dim V 0 = dim V 1 .
Let V = V 0 ⊕ V 1 be a Z 2 graded vector space over a field F of characteristic zero, and consider the sign action * of S n on V ⊗n [BR] [Se] . Denote that action by ϕ * . For example, let n = 2, σ = (1, 2) ∈ S 2 and let y 1 , y 2 ∈ V be homogeneous, then
This yields the algebra homomorphism
and defines the centralizer
. Obviously, for the alternating group A n ⊂ S n we have
and we denote
. We are interested in the comparison between B n and A n and also between the images ϕ * (F A n ) and ϕ * (F S n ) . In this section we study the case when dim V 0 = dim V 1 . The main result of this paper is the following theorem. Theorem 1.1. Let V = V 0 ⊕ V 1 , dim V 0 = dim V 1 and consider the above sign permutation action * of S n on V ⊗n . Then there is a subgroup H of the automorphisms of B n = End F S n (V ⊗n ) , H ∼ = Z 2 , such that the algebra A n = End F A n (V ⊗n ) is isomorphic to a crossed product of the algebra B n = End F S n (V ⊗n ) with the group H .
Remark. By applying the representation theory of A n we show in the next section that in the situation of Theorem 1.1, also
The Key for proving Theorem 1.1 is
, let S n act with the sign permutation action * on V ⊗n and let
The following proof of Proposition 1.2 was suggested to us by G. Olshanski.
Consider first the general (k, l) case:
Definition 1.3. Denote by I + n (V ) the subspace of V ⊗n of the symmetric tensors, and by I − n (V ) the subspace of V ⊗n of the anti-symmetric tensors. Thus
Finally, denote by L n (V ) the subspace of V ⊗n of the A n -invariant vectors:
Proof. The inclusion ⊇ is obvious. The opposite inclusion is obtained from
where w ∈ L n (V ) .
In fact, we produce an explicit such isomorphism T . To do so, denote
and note it is Z 2 graded.
This induces a corresponding identification
For example, let n = 2 , f 1 , f 2 ∈ E homogeneous and v 1 , v 2 ∈ V homogeneous, then
When V is replaced by E , the action ϕ * of S n on V ⊗n is replaced by the corresponding action η * of S n on E ⊗n . These two actions are related by formula (1.6.1) below.
This obviously implies
be bases, and let τ ∈ E be given by τ t i = u i and
For example, if n = 2 and y 1 , y 2 ∈ V are homogeneous,
Since τ ∈ E 1 , it follows from the definition of η * σ that for any σ ∈ S n , η * σ T = sgn(σ)T . By (1.6.1) it follows that
which clearly implies that T ∈ A n and is an isomorphism between I + n (V ) and I − n (V ) . Properties (1.8.1) and (1.8.2) are obvious.
We can now complete
The proof of Proposition 1.2. Apply (1.7.2), then apply (1.4.1) with E replacing V , to deduce that A n = I + n (E) ⊕ I − n (E) . By (1.7.1) B n = I + n (E), and the proof follows from Lemma 1.8, again with E replacing V . Remark 1.9. Let dim V 1 = 0 , so that the sign permutation action ϕ * is the classical permutation action ϕ of S n on V ⊗n , as considered by Schur. Let dim V = k, hence dim E = k 2 , and let k 2 < n . By Remark 1.5 and by (1.4.1), with E replacing V , L n (E) = I n (E), and by (1.7.1) and (1.7.2), it follows that
(1.9.1) Also, by double centralizing, this implies that in that case,
As was remarked in the Introduction, both (1.9.1) and (1.9.2) may be considered as a sort of anomaly, since one would expect dim ϕ(F S n ) to be twice as large as dim ϕ(F A n ) , and similarly for dim A n versus dim B n . Note that this anomaly disappears when the ordinary case ϕ is replaced by the super case ϕ * , where dim V 0 = dim V 1 .
We now complete the proof of Theorem 1.1.
Lemma 1.10. Let dim V 0 = dim V 1 and T ∈ A n as in Lemma 1.8, with T satisfying (1.8.1) and (1.8.2). Then
T B n T = B n , and the map
is an automorphism of order two of B n .
We denote H = {1, ω}, which is clearly a group isomorphic to Z 2 .
Proof. It easily follows from (1.8.1) and (1.8.2) that B n ∩T B n = 0 , therefore B n ⊕T B n ∼ = B n + T B n ⊆ A n , and equality follows by the equality of the dimensions, as implied by Proposition 1.2 and the obvious equality dim B n = dim T B n . This proves (1.10.1). Also, (1.10.2) is obvious, since by (1.8.1), T is of order 2.
1.11 . Crossed products. Let G be a finite group of automorphisms of an F -algebra R : g ∈ G ; r ∈ R, g : r → g(r). We denote the crossed product of R and G by R × F G, where F G is the group algebra. Recall that as an F vector space,
Multiplication is defined by linearity and by (r 1 ⊗ g 1 )(r 2 ⊗ g 2 ) = r 1 · g 1 (r 2 ) ⊗ g 1 g 2 . Let now ω be given by (1.10.2), let H = {1, ω} and let B n ×F H be the corresponding crossed product. Thus, B n × F H = B n ⊗ F F H, and multiplication is given as follows.
We now reformulate -and prove -Theorem 1.1. This is Theorem 1.12 (1.1'). Let dim V 0 = dim V 1 and let A n = End F A n (V ⊗n ) and B n = End F S n (V ⊗n ) (with respect to ϕ * ). Let ω be given by (1.10.2), H = {1, ω}, and B n × F H the corresponding crossed product. Then there is an algebra isomorphism
(1.12.1)
Explicitly, the isomorphism is given by
where ζ is given by linearity and by
Proof. It easily follows from Lemma 1.10 that the above ζ is a vector space isomorphism. It is easy to see that it is also an algebra homomorphism. For example,
and
. §2. Some S n and A n Representations.
We summarize some facts (and notations) about S n and A n representations -that will be needed later [B] 
is the conjugate partition of λ .
2.1. The group algebra F S n admits the following decomposition:
where each I λ is a minimal two-sided ideal in F S n , and is isomorphic to certain matrix algebra M r (F ) (r × r matrices over F ). Moreover, there is an explicit correspondence λ ←→ I λ , due to Frobenius and to A. Young, for which I λ ∼ = M f λ (F ), where f λ is the number of standard Young tableaux of shape λ. Also,
, where J λ is a left ideal, irreducible as an F S n left module. Moreover, if λ = µ ⊢ n then J λ ∼ = J µ as F S n left modules. 
Consider F S
2.3. Note that 2.1 is the decomposition of the S n regular representation into isotypic components: each I λ is the sum of all the irreducible F S n submodules of F S n which are isomorphic to a given irreducible F S n module. Thus, if M ⊆ F S n is an F S n left submodule and M ∼ = J λ then M ⊆ I λ (J λ , I λ as in 2.1). 2.4. Let 'µ < λ' denote the left lexicographic order on the partitions of n. It follows from 2.2 that the isotypic decomposition of F S n as a left F A n module is given by: 
Similarly, it follows that the isotypic decomposition of the regular representation of A n is
Here, for λ = λ ′ ,Ī λ is the sum of all the irreducible left F A n submodules of F A n which are isomorphic to J λ . Similarly forĪ + λ and forĪ − λ . Recall that for any group G, the decomposition of the regular representation into isotypic components -coincide with the decomposition of F G into simple two-sided ideals. Comparing the isotypic decompositions of F S n and of F A n as F A n modules, we deduce Lemma 2.5 The above (2.4.1) gives the decomposition of F S n into simple two-sided ideals, while (2.4.2) gives that of F A n into simple two-sided ideals. These decompositions satisfy a) If λ = λ ′ thenĪ λ ⊆ I λ ⊕ I λ ′ and as F A n modules,
2.6. The 'hook' theorem for ϕ * . The following theorem is a generalization of a classical theorem of Schur and Weyl [W] .
Theorem [BR, 3.20] . Let
denote the partitions of n whose diagrams are contained in the k, l hook. As in the previous section, let V = V 0 ⊕ V 1 , dim V 0 = k and dim V 1 = l , and let S n act on V ⊗n by the sign permutation action, denoted by ϕ * . Then
and, moreover,
2.7. The decomposition of W = V ⊗n and of B n . The above S n action ϕ * on W = V ⊗n makes W into a left F S n module, and the decomposition (2.6.3) implies a corresponding decomposition of W :
where W λ is the F S n isotypic component of V ⊗n corresponding to I λ . Thus
where
Recall also that in that case, dim A n = 2 dim B n (Proposition 1.2). In the general case, when dim V 0 = dim V 1 , the picture is more involved, and depends on the following decomposition of H(k, l; n) .
(3.1.1)
If λ ∈ H 1 (k, l; n) then, by definition, λ ′ ∈ H(k, l; n) . Assume, without loss of generality, that l ≤ k . If l = k then H(k, k; n) = H 0 (k, k; n) and H 1 (k, k; n) = ∅. If l < k, it is easy to see that H 0 (k, l; n) = {λ ∈ H(k, l; n) | λ l+1 ≤ k} (and H 0 (k, l; n) is close to H(l, l; n) in an obvious sense).
Recall that B n = End F S n (V ⊗n ) and
The disjoint union decomposition (3.1.1) implies the following "P − Q" direct sum decompositions.
(b) Also corresponding to (3.1.1) we have A n = A P ⊕ A Q and B n = B P ⊕ B Q , satisfying B P ⊂ A P and B Q = A Q .
We remark that beside the fact that dim B P < dim A P , at the moment, the relations between A P and B P are not clear. We remark also that in Section 4 we show that if dim V 0 = dim V 1 then, asymptotically, both dim ϕ
We proceed with the details.
By (2.6.3) and (3.1.1), ϕ * (F S n ) = P ⊕ Q , (3.2.1)
By pairing together λ ′ , λ ∈ H 0 (k, l; n) (and choosing the notation such that λ ′ ≤ λ in the left lexicographic order), the term P can be rewritten as (3.2.3) with P ′ corresponding to H 0 (k, l; n) and Q ′ -to H 1 (k, l; n) . By Lemma 2.5,
Similarly, (2.7.1) and (3.1.1) imply that
W λ , and
Also here we can rearrange terms and rewrite
Lemma 3.3. Let λ ∈ H 1 (k, l; n), and refer to (2.4.1) and (2.4.2). Then ϕ * (I λ ′ ) = 0 and ϕ * (Ī λ ) = ϕ * (I λ ) . Thus, by (3.2.1) and (3.2.3), Q = Q ′ .
Proof. Since λ ′ ∈ H(k, l; n), ϕ * (I λ ′ ) = 0 . Also, λ = λ ′ thereforeĪ λ ∼ = I λ and I λ ⊂ I λ ⊕ I λ ′ , and hence ϕ * (Ī λ ) ⊆ ϕ * (I λ ) . To prove equality, it clearly suffices to show that ϕ * (Ī λ ) = 0 .
We deduce that the assumption that ϕ * (Ī λ ) = 0 implies that ϕ * (F A n )W λ = 0 , which is a contradiction, since 1 ∈ F A n and ϕ * (1)W λ = W λ for any λ ∈ H(k, l; n) .
Proposition 3.4. Let P, P ′ as in (3.2.2) and (3.2.3). Then P ′ ⊂ P and dim P = 2 dim P ′ .
Proof. The inclusion P ′ ⊂ P follows easily from Lemma 2.5. Note that Lemma 3.3 and Proposition 3.4 prove part (a) of Theorem 3.2
Corollary 3.5. Let B n = B P ⊕ B Q ,
(and where
Similarly,
Proof. Recall from (3.2.1) that ϕ * (F S n ) = P ⊕ Q and P W Q = 0 . Therefore
Similarly, ϕ * (F A n ) = P ′ ⊕ Q ′ and P ′ W Q = 0 , while by Lemma 3.4, Q ′ = Q . Thus also
Note that Corollary 3.5 proves part (b) of Theorem 3.2. §4 Asymptotics, as n → ∞ .
We examine first the case dim V 0 = dim V 1 . Let P, Q, P ′ , Q ′ , A n , A P , A Q , B n , B P , B Q , W P and W Q as in Section 3.
Remark 4.1. Let dim V 0 = dim V 1 , say, dim V 1 < dim V 0 . Then lim n−→∞ dim P dim ϕ * (F S n ) = 0 and lim The proof follows since, as n → ∞ , it can be shown (by arguments similar to those in [BR §7] ) that the growth of dim P is close to (2 dim V 1 ) n , while that of dim Q is close to (dim V 0 + dim V 1 )
n . This implies (4.1.1). The proof of (4.1.2) follows by similar arguments. We skip the details. It is also possible to show that here, Again, we skip the details.
4.2.
In the rest of this section we study the case dim V 0 = dim V 1 = k.
It follows from (2.4.1) and (2.6.3) that
Denote H sc (k, k; n) = {λ ∈ H(k, k; n) | λ = λ ′ } ('sc' for 'self-conjugate'), and H nsc (k, k; n) = H(k, k; n)\H s (k, k; n) ('nsc' for 'non-self-conjugate').
Thus, (4.2.1) can be rewritten with 
