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Abstract
The convergence properties of a variant of the parallel chaotic multisplitting iteration method, called the
nonstationary multisplitting iteration method, for solving large sparse systems of linear equations are further
discussed when the coecient matrix is an H -matrix or a positive denite matrix, respectively. Moreover,
when the coecient matrix is a monotone matrix, the monotone convergence theory and the monotone com-
parison theorem about this method are established. This directly leads to several novel sucient conditions
for guaranteeing the convergence of this parallel nonstationary multisplitting iteration method.
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1. Introduction
The parallel matrix multisplitting iteration method solves the unique solution x∗ ∈Rn of the large
sparse system of linear equations
Ax = b; A∈L(Rn) nonsingular; x; b∈Rn (1)
on a multiprocessor system. Suppose the multiprocessor system consists of K processors, which
are connected to a host processor which may be any of the K processors, and let (Bk; Ck ; Ek)
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(k = 1; 2; : : : ; K) be a multisplitting of the coecient matrix A∈L(Rn), that is, the collection of
triples (Bk; Ck ; Ek) (k = 1; 2; : : : ; K) satises: (1) A= Bk − Ck ; (2) Bk is nonsingular; and (3) Ek is
nonnegative diagonal such that
∑K
k=1 Ek = I (the identity matrix). Then, the multisplitting iteration
method [6,1] can be written as
xp+1 =
K∑
k=1
EkB−1k Ckx
p +
K∑
k=1
EkB−1k b; p= 0; 1; 2; : : : : (2)
In practical implementations, at each major stage of the iteration (2) the kth processor computes only
those entries of the local iteration xp;k =B−1k Ckx
p+B−1k b, which correspond to the nonzero diagonal
entries of Ek . The processor then scales these entries so as to be able to deliver the vector Ekxp;k
to the host processor. The asymptotic and monotone convergence properties of this multisplitting
iteration method were studied in [1,5–7], respectively.
The multisplitting iteration method (2) can attain maximum eciency in practical implementation
provided the multiple splittings A = Bk − Ck(k = 1; 2; : : : ; K) and the weighting matrices Ek(k =
1; 2; : : : ; K) are carefully chosen such that the workload carried by each processor is roughly equally
distributed. When such a balance can be achieved, then the individual processors are ready to
contribute towards their update of the global iteration xp+1 at the same time, which, in turn, minimizes
idle time. However, there are applications in which the original physical properties lead to problem
(1) which quite naturally divides into subproblems of unequal sizes.
To avoid loss of time and eciency in processor utilization, Bru et al. [4] further improved the
multisplitting iteration method (2) and suggested a parallel chaotic multisplitting iteration method.
Moreover, they proved the convergence of this method when the coecient matrix A∈L(Rn) is
monotone and the multiple splittings are weak regular. Based on this work, many authors further
developed new methods and studied their convergence properties from dierent angles. As cus-
tomary, from now on the parallel chaotic multisplitting iteration method in [4] will be called the
parallel nonstationary multisplitting iteration method so that it is distinguished from the chaotic
asynchronous iteration methods. We remark that various methods of asynchronous matrix multisplit-
ting iterations for solving the system of linear equations (1) were discussed in [1,3] and references
therein.
In this paper, we will further investigate the convergence properties of the above parallel non-
stationary multisplitting iteration method. After briey stating a convergence theorem about the
H -matrix class, we prove the convergence of a generalized variant of the parallel nonstationary
multisplitting iteration method when the coecient matrix A∈L(Rn) is symmetric positive denite
and the multisplittings satisfy certain conditions. Then, for the monotone matrix class, we establish
the monotone convergence theory as well as the monotone comparison theorem of the parallel non-
stationary multisplitting iteration method. Therefore, the convergence theory of this class of parallel
nonstationary multisplitting iteration method is further developed.
2. The parallel nonstationary multisplitting iteration methods
Let N0 = {0; 1; 2; : : :}, and (Bp;k ; Cp;k ; Ep;k) (k = 1; 2; : : : ; K), p∈N0, be a sequence of multisplit-
tings of the matrix A∈L(Rn). That is to say, for ∀p∈N0 and ∀k ∈{1; 2; : : : ; K}, it holds that:
(1) A = Bp;k − Cp;k ; (2) Bp;k is nonsingular; and (3) Ep;k is an n × n diagonal matrix, satisfying
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∑K
k=1 Ep;k = I . Note that here we permit negative entries on the diagonal of Ep;k . Then we consider
the following parallel nonstationary multisplitting iteration method for solving the system of linear
equations (1).
Method 2.1 (Parallel Non-Stationary Multisplitting Method):
1. Choose an arbitrary starting vector x0 ∈Rn. Set p := 0.
2. For each k ∈{1; 2; : : : ; K}, set xp;k;0 := xp, and take an integer p;k ¿ 0.
3. For each k ∈{1; 2; : : : ; K} and  = 1 to p;k , let xp;k; be the solution of the linear system:
Bp;kx = Cp;kxp;k;−1 + b.
4. For each k ∈{1; 2; : : : ; K}, set xp+1; k := xp;k;p; k .
5. xp+1 =
∑K
k=1 Ep;kx
p+1; k .
6. If xp+1 = xp, then stop. Otherwise, set p := p+ 1 and return to Step 2.
For each k ∈{1; 2; : : : ; K} and each p∈N0, we introduce the ane operator Fp;k : Rn → Rn as
Fp;k(x) = B−1p;kCp;kx + B
−1
p;kb. Furthermore, if for a nonnegative integer  we dene F

p;k = I when
=0 and Fp;k =
 times︷ ︸︸ ︷
Fp;k ◦ Fp;k ◦ · · · ◦ Fp;k when ¿ 0, where  is the number of compositions of Fp;k
with itself, then Method 2.1 can be rewritten in the following concise form:
xp+1 =
K∑
k=1
Ep;kF
p; k
p;k (x
p); p= 0; 1; 2; : : : : (3)
Evidently, for the original stationary multisplitting (Bk; Ck ; Ek) (k=1; 2; : : : ; K) of the matrix A∈L(Rn),
Method 2.1 becomes the parallel chaotic multisplitting iteration method studied in [4]. In particular,
when p;k ≡ 1, it recovers the parallel matrix multisplitting method (2). Otherwise, if (Bp;k ; Cp;k ; Ep;k)
(k = 1; 2; : : : ; K) is a dynamic multisplitting of the matrix A∈L(Rn), Method 2.1 introduces a new
parallel nonstationary multisplitting iteration method.
In the implementations of Method 2.1, each processor can carry out a varying number of local
iterations until a mutual phase time is reached when all processors are ready to contribute towards
the global iteration. Therefore, this method can achieve high parallel eciency, even for the case of
unbalanced workload distribution.
When the coecient matrix A∈L(Rn) is monotone and the multiple splittings are weak regular,
similar to [4] we can prove the following convergence theorem for Method 2.1.
Theorem 2.1. Let A∈L(Rn) be a monotone matrix and (Bp;k ; Cp;k ; Ep;k) (k = 1; 2; : : : ; K), p∈N0,
be a sequence of multisplittings of matrix A. Assume that the weighting matrices Ep;k¿ 0 (k =
1; 2; : : : ; K; p∈N0), all splittings A=Bp;k −Cp;k (k=1; 2; : : : ; K; p∈N0) are weak regular and there
exist monotone matrices Bk(k=1; 2; : : : ; K) such that B−1p;k¿ B
−1
k (k=1; 2; : : : ; K; p∈N0). Then, for
any initial vector x0 ∈Rn, the sequence {xp}p∈N0 generated by Method 2.1 converges to x∗ ∈Rn
whenever p;k¿ 1 (k = 1; 2; : : : ; K; p∈N0).
We remark that the assumption p;k¿ 1 (k = 1; 2; : : : ; K; p∈N0) can be weakened as follows:
p;k¿ 0 (k = 1; 2; : : : ; K; p∈N0) and for innitely many p′s, p;k¿ 1, for all k = 1; 2; : : : ; K . The
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dierence between these two kinds of conditions is that the latter permits, if necessary, for any
processor to skip its contribution to any major step of the iteration provided that innitely often all
processors contribute simultaneously towards a global iteration when the iteration index p tends to
innity.
More generally, analogously to [5], we can prove the convergence of Method 2.1 for the H -matrix
class. The corresponding theorem is stated below.
Theorem 2.2. Let A∈L(Rn) be an H -matrix and (Bp;k ; Cp;k ; Ep;k) (k = 1; 2; : : : ; K), p∈N0, be a
sequence of multisplittings of matrix A. Assume that the weighting matrices Ep;k¿ 0 (k=1; 2; : : : ; K;
p∈N0) and all splittings A= Bp;k − Cp;k (k = 1; 2; : : : ; K; p∈N0) satisfy diag(Bp;k) = diag(A) and
〈A〉 = 〈Bp;k〉 − |Cp;k |. Then, for any initial vector x0 ∈Rn, the sequence {xp}p∈N0 generated by
Method 2.1 converges to x∗ ∈Rn provided p;k¿ 1 (k = 1; 2; : : : ; K; p∈N0).
We point out that the same remark about Theorem 2.1 is valid for Theorem 2.2. In addition, for
the denitions of the comparison matrix 〈•〉, the absolute value matrix | • | and the related concepts,
one can refer to [1,5] for details.
3. Convergence theory for the positive denite matrix
Let {Ap}p∈N0 be a sequence of symmetric matrices in L(Rn). Then we call Ap(p∈N0) positive
denite uniformly in p if there exists a positive constant c, independent of p, such that xTApx¿ cxTx
holds for all x∈Rn. When the coecient matrix A∈L(Rn) is symmetric positive denite, we have
the following convergence theorem for Method 2.1.
Theorem 3.1. Let A∈L(Rn) be a symmetric positive denite matrix, and for every p∈N0,
(Bp;k ; Cp;k ; Ep;k) (k = 1; 2; : : : ; K) be a multisplitting of matrix A such that:
(a) Bp;k + Cp;k (k = 1; 2; : : : ; K) are positive denite uniformly in p; and
(b) f(
∑K
k=1 Ep;kx
p+1; k)6max16k6K f(xp+1; k), where f(x) = 12x
TAx − xTb.
Let p;k (k = 1; 2; : : : ; K; p∈N0) be positive integers bounded uniformly from above. Then the
sequence {xp}p∈N0 generated by Method 2.1 converges to x∗ ∈Rn independently of the positive
integer sequences {p;k}p∈N0 (k = 1; 2; : : : ; K).
Proof. Through straightforward deduction we can obtain the identity f(x)−f(x∗)= 12(x−x∗)TA(x−
x∗). Therefore, x∗ is the unique solution of the system of linear equations (1) if and only if it is
the unique global minimum point of the quadratic function f(x). Furthermore, let A = B − C be a
splitting of the matrix A, i.e., B∈L(Rn) is a nonsingular matrix, and dene x=B−1Cx+B−1b. Then
we can obtain the equality f(x)−f( x)= 12(x− x)T(B+C)(x− x). It follows from this equality and
Method 2.1 that for  = 1; 2; : : : ; p;k and p∈N0 we have
f(xp;k;−1)− f(xp;k;) = 12(xp;k;−1 − xp;k;)T(Bp;k + Cp;k)(xp;k;−1 − xp;k;):
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In accordance with assumption (a) there exists a positive constant c, independent of p and k, such
that xT(Bp;k + Cp;k)x¿ cxTx. Therefore,
f(xp)− f(xp;k;p; k )
=
p; k∑
=1
(f(xp;k;−1)− f(xp;k;))
=
1
2
p; k∑
=1
(xp;k;−1 − xp;k;)T(Bp;k + Cp;k)(xp;k;−1 − xp;k;)
¿
c
2
p; k∑
=1
‖xp;k;−1 − xp;k;‖22: (4)
In addition, by further noticing that {p;k} is uniformly bounded from above by a positive integer,
say J , we can get
‖xp − xp;k;p; k‖22
=
∥∥∥∥∥∥
p; k∑
=1
(xp;k;−1 − xp;k;)
∥∥∥∥∥∥
2
2
6

 p; k∑
=1
‖xp;k;−1 − xp;k;‖2

2
6 p;k
p; k∑
=1
‖xp;k;−1 − xp;k;‖226 J
p; k∑
=1
‖xp;k;−1 − xp;k;‖22:
Substituting this estimate into (4) yields f(xp) − f(xp+1; k)¿ (c=2J )‖xp − xp+1; k‖22. From this in-
equality and assumption (b) we know that for all p∈N0,
f(xp)− f(xp+1)
=f(xp)− f
(
K∑
k=1
Ep;kxp+1; k
)
¿f(xp)− max
16k6K
f(xp+1; k)
=f(xp)− f(xp+1; kp+1)¿ c
2J
‖xp − xp+1; kp+1‖22 (5)
holds, where kp+1 is an index such that f(xp+1; kp+1) = max16k6K f(xp+1; k).
We now prove that the sequence {xp}p∈N0 is bounded. Otherwise, suppose that the sequence
{xp}p∈N0 is unbounded. Then there exists at least one subsequence {xp‘}‘∈N0 such that ‖xp‘‖2 →
∞ as ‘→∞. Since the identity f(x) − f(x∗) = 12(x − x∗)TA(x − x∗) shows that {f(xp)}p∈N0 is
bounded from below by f(x∗) and (5) implies that {f(xp)}p∈N0 is monotonically decreasing, we
know that the sequence {f(xp‘)}‘∈N0 is convergent. In particular, {f(xp‘)}‘∈N0 is bounded. Now,
consider the corresponding normalized sequence {xp‘=‖xp‘‖2}‘∈N0 , which is bounded and hence has
an accumulation point x˜ such that ‖x˜‖2=1. Assume, without loss of generality, that {xp‘=‖xp‘‖2}‘∈N0
converges to x˜. By passing to the limit ‘→∞, from f(xp‘)= 12(xp‘)TAxp‘−(xp‘)Tb we immediately
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get x˜TAx˜=0. This obviously contradicts the symmetric positive deniteness of the matrix A∈L(Rn).
Therefore, the sequence {xp}p∈N0 must be bounded.
In the following, we will further demonstrate that the sequence {xp}p∈N0 generated by Method 2.1
converges to the unique solution of the system of linear equations (1). To this end, we only need to
verify that every accumulation point of the sequence {xp}p∈N0 is a solution of the system of linear
equations (1). Let xˆ be an arbitrary accumulation point of the sequence {xp}p∈N0 , and {xp‘}‘∈N0
be a subsequence that converges to xˆ. Since {f(xp‘)}‘∈N0 converges to f(xˆ) as ‘ → ∞ and
{f(xp)}p∈N0 is nonincreasing by (5), the entire sequence {f(xp)}p∈N0 converges to f(xˆ), too. Let
the positive integer kp+1 ∈{1; 2; : : : ; K} be dened as in (5). Then by taking a further subsequence
if necessary, we may assume that there exists some index kˆ ∈{1; 2; : : : ; K} such that kp‘+1 = kˆ
for all ‘∈N0. Then the sequence {xp‘ − xp‘+1; kˆ}‘∈N0 converges to zero by (5), and the sequence
{xp‘+1; kˆ}‘∈N0 converges to xˆ as ‘ →∞. From (4) it further holds that for any ∈{1; 2; : : : ; p‘;kˆ},
the sequence {xp‘; kˆ;}‘∈N0 converges to xˆ as ‘ → ∞. Because xp‘+1; kˆ is a solution of the linear
system Bp‘;kˆx
p‘+1; kˆ ; p‘; kˆ
−1 =Cp‘;kˆx
p‘; kˆ +b, it follows that xˆ solves the system of linear equations (1).
The proof of this theorem is fullled.
We remark that Theorem 3.1 can be straightforwardly generalized to the complex matrix case. In
addition, assumption (a) in Theorem 3.1 is a standard condition imposed to guarantee the conver-
gence of the iterative methods for the system of linear equations, and assumption (b) can be satised
by various choices of the weighting matrices Ep;k (k = 1; 2; : : : ; K; p∈N0). One of the possibilities
is given by the choices of Ep;k = p;kI (k = 1; 2; : : : ; K; p∈N0), where p;k (k = 1; 2; : : : ; K; p∈N0)
are nonnegative real numbers satisfying
∑K
k=1 p;k = 1 (p∈N0). In this case, condition (b) is auto-
matically satised if either of the following three classes of restrictions are further imposed:
(1) for {kp |p∈N0} ⊆ {1; 2; : : : ; K}, p;k = 1 if k = kp and p;k = 0 if k = kp, where the indices
kp (p∈N0) are chosen either randomly at every iteration, or in a certain predetermined order
such as the cyclic rule, or based on the function values f(xp;k) (k = 1; 2; : : : ; K) such that, for
p∈N0, f(xp;kp) = min16k6K f(xp;k);
(2) p;k (k = 1; 2; : : : ; K; p∈N0) are the minimizers of the functions
g(p;1; p;2; : : : ; p;K) = f
(
K∑
k=1
p;kxp;k
)
; p∈N0;
(3) A∈L(Rn) is a positive semidenite matrix.
Moreover, in Theorem 3.1 we does not make the hypothesis that the weighting matrices
Ep;k (k = 1; 2; : : : ; K; p∈N0) are nonnegative, which used to be an elementary hypothesis for es-
tablishing the convergence theories of the parallel multisplitting iteration methods. That is to say,
even if some diagonal elements of the matrices Ep;k (k=1; 2; : : : ; K; p∈N0) are negative, Method 2.1
still converges provided the conditions of Theorem 3.1 are satised. The following example further
gives concrete illustration about Theorem 3.1.
Example 3.1. A = I ∈L(R2), b = 0∈R2. Evidently, x∗ = 0. For simplicity, we take K = 2 and
Bk = diag(1=(1 − k); 1=(1 − k)), k = 1; 2, where k; k ∈R1 \ {1}, k = 1; 2. Then we get two
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splittings A= Bk − Ck , k = 1; 2, where Ck = diag(k=(1− k); k=(1− k)). By direct computations,
we have
Hk = B−1k Ck = diag (k; k); Qk = Bk + Ck = diag
(
1 + k
1− k ;
1 + k
1− k
)
and xp+1; k = Hp; kk x
p = (p; kk [x
p]1; 
p; k
k [x
p]2)
T, where xp = ([xp]1; [x
p]2)
T. Therefore,
f(xp+1; k) =
1
2
(xp+1; k)Txp+1; k =
1
2
(|k |2p; k ([xp]1)2 + |k |2p; k ([xp]2)2):
Now, consider the following parallel nonstationary multisplitting methods corresponding to dierent
cases of the weighting matrices:
(i) Ep;1=diag(1; 0), Ep;2=diag(0; 1). We have xp+1=(
p; 1
1 [x
p]1; 
p; 2
2 [x
p]2)
T, and hence, f(xp+1)=
1
2(|1|2p; 1([xp]1)2+|2|2p; 2([xp]2)2). If we let k; k be such that |1|¿ |2| and |2|¿ |1|, and
p;k be such that p;1=p;2=p, then it holds that f(xp+1;1)¡f(xp+1) and f(xp+1;2)¡f(xp+1)
when [xp]1 = 0 and [xp]2 = 0. This implies that f(xp+1)¿max16k62 f(xp+1; k), and hence, as-
sumption (b) of Theorem 3.1 is not satised. However, if we let k; k be such that |1|6 |2| or
|2|6 |1|, and p;k be such that p;1 = p;2 = p, then it holds that f(xp+1)6
max16k62 f(xp+1; k), and hence, assumption (b) of Theorem 3.1 is satised.
(i1) If we further let k; k ∈ (−1; 1), then Qk (k=1; 2) are symmetric positive denite matrices.
Therefore, assumption (a) of Theorem 3.1 is satised. Moreover, we know that {xp}p∈N0
is convergent. This shows that if assumption (a) is satised, then Method 2.1 is convergent
whether assumption (b) is satised or not.
(i2) If we further let |1|¿ 1, then Q1 is not a positive denite matrix. Therefore, assump-
tion (a) of Theorem 3.1 is not satised. Moreover, we know that {xp}p∈N0 is divergent.
This shows that if assumption (a) is not satised, then Method 2.1 is divergent whether
assumption (b) is satised or not.
(i3) If we further let |2|¿ 1, then Q2 is not a positive denite matrix. Therefore, assumption
(a) of Theorem 3.1 is not satised. Moreover, we know that {xp}p∈N0 is convergent
provided |1|¡ 1¡ |2| and |2|¡ 1, and divergent provided |1|¿ 1. This shows that if
assumption (a) is not satised but assumption (b) is satised, then Method 2.1 is either
convergent or divergent.
From (i1)–(i3) we easily know that assumptions (a) and (b) of Theorem 3.1 are only sucient
conditions for guaranteeing the convergence of Method 2.1, but not necessary ones.
(ii) Ep;1 = diag(− 34 ; 34), Ep;2 = diag(74 ; 14). Evidently, we have
xp+1 =
(
1
4
[− 3p; 11 + 7p; 22 ][xp]1;
1
4
[3p; 11 + 
p; 2
2 ][x
p]2
)T
;
f(xp+1) =
1
32
([− 3p; 11 + 7p; 22 ]2([xp]1)2 + [3p; 11 + p; 22 ]2([xp]2)2):
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If we let 1 = 23 , 2 =
1
3 , 1 = 2 =
1
2 and p;k = 1, then it holds that
f(xp+1; k) =
{
1
2 (
4
9 ([x
p]1)
2 + 14([x
p]2)
2) if k = 1;
1
2 (
1
9 ([x
p]1)
2 + 14([x
p]2)
2) if k = 2;
f(xp+1) =
1
32
(
1
9
([xp]1)
2 +
9
4
([xp]2)
2
)
:
Hence, f(xp+1)6max16k62 f(xp+1; k), i.e., assumption (b) of Theorem 3.1 is satised. Clearly,
Qk(k=1; 2) are symmetric positive denite matrices, and therefore, assumption (a) of Theorem
3.1 is also satised. Moreover, by direct computations we have xp+1 = ( 112 [x
p]1;
1
2 [x
p]2)
T, and
hence, {xp}p∈N0 is convergent. This shows that even if some entries on the diagonal of the
weighting matrices are negative, assumptions (a) and (b) of Theorem 3.1 still hold and Method
2.1 converges.
4. The monotone convergence theory
For simplicity but without loss of generality, in this section we only consider a special case of
Method 2.1, for which Bp;k =Bk , Cp;k =Ck , Ep;k =Ek and p;k = k . Analogous to (3), the method
just mentioned can be expressed as
xp+1 =
K∑
k=1
EkF
k
k (x
p) where Fk(x) = B−1k Ckx + B
−1
k b: (6)
In the following, we will discuss the monotone convergence properties of the parallel nonstation-
ary multisplitting iteration method (6) and investigate the inuence of the multiple splittings and the
composition numbers upon the convergence behavior of this method by slight and technical mod-
ication of the theorems and proofs in [7,2]. For this purpose, we assume throughout this section
that A∈L(Rn) is a monotone matrix, and (Bk; Ck ; Ek) (k = 1; 2; : : : ; K) is its multisplitting where
A = Bk − Ck (k = 1; 2; : : : ; K) are weak regular splittings and Ek¿ 0 (k = 1; 2; : : : ; K). In addition,
we introduce matrices
R=
K∑
k=1
Ek
k−1∑
=0
(B−1k Ck)
kB−1k ; H =
K∑
k=1
Ek(B−1k Ck)
k : (7)
Evidently, it holds that H = I − RA and (6) can be equivalently written as
xp+1 = Hxp + Rb; p= 0; 1; 2; : : : : (8)
Based upon (7) and (8), we can straightforwardly obtain the following two-sided monotone approx-
imation properties of iteration (6).
Theorem 4.1. Assume that x0 and y0 are initial vectors obeying x06y0 and Ax06 b6Ay0, and
{xp}p∈N0 and {yp}p∈N0 are sequences starting from x0 and y0, respectively, and generated by (8).
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Then
(1) xp6 xp+16yp+16yp, p∈N0;
(2) limp→∞ xp = x∗ = limp→∞ yp; and
(3) for any z0 ∈Rn obeying x06 z06y0, the sequence {zp}p∈N0 starting from z0 and generated
by (8) satises xp6 zp6yp (∀p∈N0). Hence, limp→∞ zp = x∗.
Theorem 4.2. Let the conditions of Theorem 4.1 be satised. If we additionally suppose that
R−1H¿ 0, then it holds that Axp6 b6Ayp, p∈N0, where {xp} and {yp} are sequences gener-
ated by (8) starting from x0 and y0, respectively.
With Theorems 4.1 and 4.2, we can further compare the convergence rates of the parallel nonsta-
tionary multisplitting iteration methods, resulting from dierent multiple splittings A = B(m)k − C(m)k
(k=1; 2; : : : ; K), m=1; 2, and dierent composition numbers (m)k (k=1; 2; : : : ; K; m=1; 2), for solving
the system of linear equations (1) in the sense of monotonicity. To this end, corresponding to (7)
we construct matrices
R(m) =
K∑
k=1
Ek
(m)k −1∑
=0
(B(m)
−1
k C
(m)
k )
 B(m)
−1
k ;
H (m) =
K∑
k=1
Ek(B
(m)−1
k C
(m)
k )
(m)k ; m= 1; 2: (9)
Analogously, we have H (m) = I − R(m)A, m= 1; 2.
Now, we consider the comparison of the monotone convergence rates between the sequences {xp}
and {yp}, dened according to (8) by
xp+1 = H (1)xp + R(1)b; yp+1 = H (2)yp + R(2)b; p= 0; 1; 2; : : : : (10)
Theorem 4.3. Let A∈L(Rn) be a monotone matrix, and (B(m)k ; C(m)k ; Ek) (k=1; 2; : : : ; K), m=1; 2, be
its two multisplittings where A=B(m)k −C(m)k (k=1; 2; : : : ; K; m=1; 2) are weak regular splittings and
Ek¿ 0 (k=1; 2; : : : ; K). Assume that x0 =y0 is an initial vector, and {xp} and {yp} are sequences
dened by (10). If either R(1)
−1
H (1)¿ 0 or R(2)
−1
H (2)¿ 0 holds, then we have (a) xp¿yp (p∈N0)
as Ax06 b; (b) xp6yp (p∈N0) as Ax0¿ b, provided for k = 1; 2; : : : ; K , (1)k ¿ (2)k and
(B(1)
−1
k C
(1)
k )
B(1)
−1
k ¿ (B
(2)−1
k C
(2)
k )
B(2)
−1
k ;  = 0; 1; 2; : : : ; 
(2)
k : (11)
In particular, from [2] we see that (11) holds if B(1)
−1
k ¿B
(2)−1
k and either C
(1)
k B
(1)−1
k ¿ 0 or
C(2)k B
(2)−1
k ¿ 0.
Proof. Because the proof of (b) is much analogous to that of (a), we only prove (a) by induction.
For p = 0, (a) is obviously true. Suppose that (a) has been demonstrated for all p6 ‘. Since in
accordance with Theorems 4.1 and 4.2, both sequences {xp} and {yp} are monotonously increasing,
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and satisfy Axp6 b and Ayp6 b, we see that there exists a nonnegative vector u‘ ∈Rn such that
Ax‘ + u‘ = b. By (10) and (9) we have
x‘+1 =
K∑
k=1
Ek

(B(1)−1k C(1)k )(1)k x‘ +
(1)k −1∑
=0
(B(1)
−1
k C
(1)
k )
B(1)
−1
k (Ax
‘ + u‘)


= x‘ +
K∑
k=1
Ek
(1)
−1
k∑
=0
(B(1)
−1
k C
(1)
k )
B(1)
−1
k u
‘
¿ x‘ +
K∑
k=1
Ek
(2)k −1∑
=0
(B(2)
−1
k C
(2)
k )
B(2)
−1
k u
‘
=
K∑
k=1
Ek

(B(2)−1k C(2)k )(2)k x‘ +
(2)k −1∑
=0
(B(2)
−1
k C
(2)
k )
B(2)
−1
k (Ax
‘ + u‘)


=
K∑
k=1
Ek

(B(2)−1k C(2)k )(2)k x‘ +
(2)k −1∑
=0
(B(2)
−1
k C
(2)
k )
B(2)
−1
k b

¿y‘+1:
Up to now, the induction is accomplished, and (a) is demonstrated.
Theorem 4.3 immediately leads to the following comparison theorem between the multisplitting
method and the single-splitting method.
Theorem 4.4. Let A=B−C= B− C be two regular splittings of matrix A. Assume that x0=x0= x0 is
an initial vector, {xp}p∈N0 is the sequence dened by (6), and {xp}p∈N0 and { xp}p∈N0 are sequences
dened, respectively, by
xp+1 = (B−1C)minxp +
min−1∑
=0
(B−1C)B−1b;
xp+1 = ( B−1 C)min xp +
min−1∑
=0
( B−1 C) B−1b;
where min is a positive integer satisfying min6min16k6K {k}. Then: (a) xp6 xp6 xp (p∈N0)
as Ax06 b; (b) xp¿ xp¿ xp (p∈N0) as Ax0¿ b, provided B−1¿B−1k ¿B−1, k = 1; 2; : : : ; K .
5. Conclusion and remarks
We have proved the convergence of the nonstationary multisplitting method for solving a system of
linear equations when the coecient matrix is symmetric positive denite. Although we have realized
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that the numerical behavior of the nonstationary multisplitting method is better than the synchronous
multisplitting method and may be worse than the asynchronous multisplitting method, this theory
is of both practical and theoretical importance as it does not need to assume that the weighting
matrices are scalar and nonnegative ones, and aords one possible way to establish the convergence
theory of the asynchronous multisplitting method for symmetric positive denite matrices.
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