This study focuses on the detection and characterization of vortices in low Reynolds
Introduction
Low and ultralow Reynolds number aerodynamics are of increasing interest in a number of application areas, such as microair vehicles, autonomous vehicles, as well as animal and insect flight. Low Reynolds numbers based on the freestream velocity and chord length are typically characterized as less than 10 6 , while ultralow is typically less than 10 3 . Of concern in the design of small aircraft is the ability to maintain acceptable lift characteristics over a wide range of angles of attack and to reduce the susceptibility for unstable operation. McCullough and Gault ͓1͔ discussed the generally accepted three main types of airfoil stall: trailing edge, leading edge, and thin airfoil stall. Flow over thin airfoils at high angles of attack displays attributes of stall where by the flow separates at the leading edge with a re-attachment point that moves downstream as the angle of attack increases. McCullough and Gault likened this to the separation of flow past a sharp edge because at sufficiently high angles of attack the stagnation point moves below the leading edge.
In this present study, a low aspect ratio, thin wing at high angles of attack results in leading edge separation with a recirculation bubble extending over a significant portion of the wing. The separation results in a strong shear layer that yields to a KelvinHelmholtz instability. Consequently, as the disturbances grow into vortical structures along the shear layer, they are convected downstream. Figure 1 illustrates the flow characteristics for the current study with time averaged velocity vectors and associated streamlines showing the extent of the separation bubble along the centerline for Re c = 1.47ϫ 10 4 and ␣ = 20 deg. For all cases studied, flow reattachment occurs near x / c = 0.3. A flow visualization image of this using a smoke wire technique is shown in Fig. 2 , where flow is from left to right at a chord Reynolds number of approximately 1.47ϫ 10 4 and 20 deg angle of attack. The view is of approximately 20% of the chord length from the leading edge. The separated region contains larger, generally weaker swirl components, and at high angles of attack is more consistent with the von Kármán instability of vortex shedding from bluff bodies.
Increased knowledge of the low Reynolds number flow events leading up to and during separation will be valuable to the development of unmanned and autonomous aircraft. Moreover, detailed understanding of the time dependent nature of separation conditions may lead to the ability for new control algorithms to improve overall performance. A better understanding of the leading edge separation may lead to improved techniques for delaying or counteracting separation effects under these conditions. ences in flight characteristics between high Reynolds number, greater than 5 ϫ 10 5 , and low Reynolds number operations necessitate a different design approach for emerging micro-air vehicles, defined based on a characteristic size on the order of 15 cm.
A study by Torres and Mueller ͓5͔ details the lift and drag characteristics of 12 micro-air vehicle wings. All have low aspect ratio designs, between 0.5 and 2.0 ͑ratio of wing span to chord͒. They found that the 0.5 aspect ratio rectangular wing has somewhat superior lift at high angles of attack for Re c =7ϫ 10 4 -1 ϫ 10 5 . Broeren and Bragg ͓6͔ discussed the advantage of thin wings at low Reynolds numbers, but a consequence is unsteady stall characteristics. Their results, for 12 thin wing designs and a single Re c =3ϫ 10 5 , show fluctuations in lift near the stall condition varying on the order of 12-20% depending on angle of attack, ␣. The associated Strouhal number, St h , based on projected height, h = c sin ␣, increases almost linearly with angle of attack, a direct result of increasing frequency, in addition to the increase in the projected height. The spectra indicate two dominant values of St h , one in the range 0.008-0.030 and the other 0.12-0.22 depending on the wing design. They discussed how this behavior may be related to separation bubble effects.
The effect of periodic flow can be significant on the body forces in low Reynolds number regimes, giving rise to von Kármán vortex shedding. Much work has been done to analyze this phenomenon for flow over blunt bodies. Bishop and Hassan ͓7͔ and Berger and Wille ͓8͔ described the phase synchronization of fluctuations for a cylinder in cross flow and its wake at low Reynolds numbers. Mair and Maull ͓9͔ discussed the three dimensional effects of vortex formation on the body forces. The strongest effect was seen when the vortices were large in the spanwise direction along the length of the cylinder. This phenomenon was also seen for wings with blunt trailing edges. They proposed the introduction of a serrated trailing edge that produces streamwise vortices to disrupted the formation of longitudinal vortex structures.
Yarusevych et al. ͓10͔ studied the effect of periodic excitation of an airfoil as a method of flow control. They investigated matching the excitation frequency with the dominant frequency of separation to improve performance of an airfoil at Re c =10 4 and low angles of attack. Tinar and Cetiner ͓11͔ analyzed the self-induced vibration frequencies of a spring supported airfoil at Reynolds numbers between 5.9ϫ 10 4 and 14.8ϫ 10 4 . Accelerometer data were paired with particle image velocimetry ͑PIV͒ data to determine natural vibration frequencies and vorticity patterns during the vibration cycle. Among others, Cheng and Chen ͓12͔ performed a numerical study evaluating flow control for the body forces on a bluff shape and found that dominant frequencies of vortex shedding corresponded to imposed body force frequencies. Abernathy ͓13͔ investigated flow over an inclined flat plate and studied the frequency of shed vortices. When analyzing pressure in the wake of the flat plate, it was seen that the Strouhal number was nearly constant at 0.17 for angles of attack greater than 35 deg, which corresponds to completely separated flow. This is consistent with the results of Roshko ͓14͔ who observed a low range of Strouhal numbers ͑0.14Ͻ St h Ͻ 0.21͒ for various bluff bodies and Reynolds numbers.
Burgmann et al. ͓15͔ examined the vortex structure of a low Reynolds number airfoil in water using two-component, timeresolved PIV ͑2C-TR PIV͒ and scanning PIV. They identified the development of convex shaped vortex structures ejecting from the separation bubble behind the leading edge. Derksen and Rimmer ͓16͔ employed a vortex cloud model in the simulation of flow over a low Reynolds number airfoil. This model used free vortices in the flow that convect over time. The results highlight the importance of such structures in separated flows when considering body forces such as lift and drag.
1.2 Flow Structure Identification. During the past 2 decades with the advance of digital PIV, as well as computational fluid dynamics, large sets of discrete two dimensional velocity fields have become more readily available for study. While vorticity is a commonly, and often an appropriately, used measure for detecting swirl, it is also sensitive to shear and the smallest fluctuations in the data because it is resolved at the grid level. Several researchers have set forth alternative methods for quantitatively identifying coherent structures. Jeong and Hussain ͓17͔ identified criteria using the Hessian of the pressure field to identify a vortex core based on a local pressure minimum. This approach neglects viscous and advective effects in the flow and is based on instantaneous velocity strain rate data. Adrian et al. ͓18͔ discussed large 
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Transactions of the ASME eddy simulation ͑LES͒ decomposition on experimental data for visualizing vortices by the removal of the larger structures. This method employs the use of a low pass Gaussian filter on the flow field, which is subtracted from the total velocity field leaving the high frequency, small structures. Graftieaux et al. ͓19͔ used a structure detection technique based on the local swirl velocity component. This was done by integrating the circumferential velocity component about an area bounded by a closed path of selected diameter for each point in the flow. Shinneeb et al. ͓20͔ recently performed an experimental investigation of structures in the far field of a jet at Re c = 2.25ϫ 10 4 . Traditional PIV was used to determine the velocity flow field. The proper orthogonal decomposition ͑POD͒ was used to filter high frequency flow features based on modes containing 40% of the variance of the velocity field. The local circulation was determined using the concept of closed streamlines and was used to show that the number of structures decreased along the flow direction. This same algorithm was used by Agrawal and Prasad ͓21͔. Troolin et al. ͓22͔ performed TR PIV analysis of a wing with a Gurney flap. Up to 1000 PIV fields were sampled at 1 kHz, 2 kHz, and 4 kHz resulting in total sampling times of 1 s, 0.5 s, and 0.25 s. They show good comparison of spectral analyses of TR PIV data and hot wire data. Additionally, Druault et al. ͓23͔ performed TR PIV measurements of an internal combustion engine at 276 Hz and 423 Hz over approximately 1.6 s, reported as data covering 32 cycles at 20 counts/s. The TR PIV results were analyzed using POD using 100 modes and phase averaged to examine cycle to cycle variation of flow in the cylinder. Recently, Weiland and Vlachos ͓24͔ using vortex detection coupled with TR PIV analyzed the vortical unsteady flow associated with leading edge blowing control. They used the first several POD modes to distinguish frequency characteristics influenced by blowing. Kutulus et al. ͓25͔ used TR PIV to study the unsteady forces acting on a square cylinder in cross flow. Through the use of the instantaneous Navier-Stokes equations, they calculated the transient lift and drag forces from the 2D velocity vector field.
Objectives.
The primary goal of this study is to characterize vortex shedding during leading edge separation from a flat low aspect ratio wing using time-resolved vortex detection. Time resolved PIV data are collected for a range of high angles of attack ͑14-20 deg͒ for low values of Re c ͑1.47-6.67͒ ϫ 10 4 . The POD and a tracking filter algorithm are used to assist in the identification and characterization of these structures. Furthermore, the temporal frequency of vortex shedding and the characteristic length scale of vortex separation are analyzed by examining the time series of local swirl events.
Experimental Method
Tests were carried out in a large recirculating wind tunnel with internal dimensions of 1.37ϫ 1.52 m 2 . A Laskin nozzle was used to generate airborne particles in the tunnel using vegetable oil. Particle size distribution was centered around 6 m, or on the order of 1 pixel spacing. This corresponds to a particle response time limit of 5 kHz using a Stokes flow drag model described by Hinze ͓26͔. A 532 nm New Wave Pegasus Laser was used to illuminate the flow from the downstream direction. A Dantec Dynamics 9080ϫ 0651 light sheet module was used to convert the beam to a 1 mm wide light sheet. This light sheet was placed in the spanwise center of the wing.
The wing was a flat plate of aspect ratio AR= 0.5 ͑span to chord ratio͒ and chord length of 20.5 cm. The plate leading and trailing edges were elliptical with a major to minor axis ratio of 5:1. The side edges were semicircular. The thickness of the wing was 4 mm, which is approximately 2% of the chord length. Torres and Mueller ͓5͔ studied several wing configurations for small unmanned aerial vehicle ͑UAV͒ applications. They noted that a flat wing of aspect ratio equal to 0.5 at Re c =7ϫ 10 5 had an increasing lift coefficient with an angle of attack up to 40 deg. This high lift coefficient at high angles of attack is a feature that makes low aspect ratio wings beneficial to small UAV applications.
The wing cross-sectional area as seen by the incoming flow is defined as the product of the projected height, h, and width of the wing, A c = hw = c sin͑␣͒w. The total wind tunnel blockage, at the maximum angle of attack of 20 deg, was 0.3%, and at the lowest angle of attack of 14 deg was approximately 0.2%. In order to obtain the desired field of view, the wing was located approximately 20 cm from the near side optical window of the wind tunnel. This was well outside the wall boundary layer. This wing was located approximately 6 m downstream from the contraction. The wind tunnel has a freestream turbulence level of approximately 1% ͓27͔.
The wing was supported from the underside trailing edge using a mounting plate that was 2.5 mm thick by 15 mm wide and 30 mm along the wing. This plate was connected to an aluminum support rod approximately 70 cm long. The angle was fixed using a four-bar linkage mechanism. The trailing edge of the wing was held at a height of approximately 40 cm from the wind tunnel floor. The total cross-stream width of the rod and linkage was less than 2 cm. This system was rigid in the relatively low velocities used in this study, Յ5.0 m / s. The wing surface was not observed to oscillate throughout each of the 1000 image pair sequences obtained in each data set.
Smoke wire flow visualization was performed to understand the basic flow configuration around the wing. A nickel wire was placed approximately 10 cm upstream of the leading edge. The results for Re c = 1.47ϫ 10 4 and ␣ = 20 deg are shown in Figs. 2 and 3. The negative image shown in the figures reveals the presence of streamwise tip vortices, as well as the leading edge disturbances, which increased smoke line diffusion. The separated region on the wing shown in Fig. 3 occupied a roughly triangular shaped region extending from the leading edge and tapering downstream to a point at approximately 60 mm, or 0.3c, from the leading edge along the wing centerline. This re-attachment point was also confirmed using the mean flow PIV data obtained at the centerline, as shown in Fig. 1 . Typically, thin wings of large aspect ratio develop a leading edge separation bubble just prior to stall. In the case of this low aspect ratio wing, the streamwise tip vortices act to reduce the spanwise separation bubble size by increasing the downward flow of air on the suction side of the wing, and thereby delay stall. Consequently, the dynamic characteristics of the separated region can be expected to be impacted by the tip vortices in a low aspect ratio wing. Hot wire anemometry was used to confirm the TR PIV frequency spectra for a single angle of attack, ␣ = 20 deg, at each Reynolds number. A TSI IFA-300 constant temperature anemometer was used in conjunction with a single axis, TSI 1201-20 model probe. The probe was mounted in the wind tunnel, supported from the downstream direction, and placed in the separation bubble at the centerline approximately 0.25c downstream from the leading edge. The probe was also placed in the shear region approximately 0.05c downstream and 0.01c above the leading edge. Data were obtained using a personal computer ͑PC͒ with analog capture board and LABVIEW® 8.2.
Three freestream velocities were used for this study: 1.1 m/s, 2.0 m/s, and 5.0 m/s, which correspond to chord Reynolds numbers of 1.47ϫ 10 4 , 2.67ϫ 10 4 , and 6.67ϫ 10 4 . Four angles of attack were investigated at each velocity: 14 deg, 16 deg, 18 deg, and 20 deg, for a total of 12 experimental cases. For each case images were obtained using an iNanosense high speed digital camera equipped with an image intensifier. The pixel resolution of the charge coupled device ͑CCD͒ was 1280ϫ 1024 and the field of view was approximately 55ϫ 42 mm 2 . Synchronization with the laser pulse was obtained using Dantec Dynamics FLOWMANAGER software. The time delay between laser pulses for these data was 50 s for the Re c = 6.67ϫ 10 4 cases and 100 s for the Re c = 1.47ϫ 10 4 and 2.67ϫ 10 4 cases resulting is an average particle displacement of approximately 6 pixels. The time-resolved sampling of velocity fields was performed at 500 Hz. The total sample time was 2.0 s due to hardware memory limitations. This results in a 0.5 Hz frequency resolution when determining the velocity spectra. It is understood that this may not be appropriate for analysis of very low frequency events but it provides adequate results for the higher frequency vortex shedding observed in this study. To help confirm spectral the results, the TR PIV data were also collected using a 10 s sampling period for ␣ = 20 deg and Re c = 1.32ϫ 10 4 , with a sampling rate of 100 Hz. The lower Re c condition was chosen to compare with since it is the one susceptible to high uncertainty with its lower frequency. One angle of attack was compared as it has been noted by Abernathy ͓13͔ that angle of attack has small influence on normalized separated flow fluctuations. Overall, the mean velocity vector values and the local standard deviations were all within 2% and 5%, respectively. Hot wire anemometry, mentioned previously, was also used to compare low and high frequency events observed in the TR PIV data and are shown with the results. It should be noted that the goal of this study is to determine direct spectral characteristics of detected vortical structures rather than velocity components. This data analysis is discussed later.
Postprocessing of the images was done to reduce glare from the wing surface. This was done by calculating the mean pixel intensity and removing this mean value from each image. The subregion size for each PIV cross-correlation calculation was 32 ϫ 32 pixels, with an average of 6-8 particles per subregion. A 50% overlap was used resulting in a vector field of 79ϫ 63 grid points with a spacing of approximately 0.6 mm. The results were obtained using FLOWMANAGER® software from Dantec Dynamic Denmark® using fast Fourier transform ͑FFT͒ cross correlation. Numerical experiments were carried out with the same seeding density and particle size as used in the experiments and an adaptive cross-correlation scheme was not found to improve the results of the swirl detection describe later in a highly curved flow regions ͓27͔. The velocity data were filtered using a 3 ϫ 3 median filter since large scale flow structures are of interest. No vectors were removed from the data set. The PIV velocity uncertainties were investigated in the same wind tunnel, with the same field of view, while using the same particle generator system and seeding levels ͓27͔. For the same pixel resolution, approximately 6 m particle diameter, and a 32ϫ 32 pixel subregion as used in this study, the uncertainties were found to be approximately 1% and velocity gradient bias is small by virtue of estimated particle displacement variation over the subregion domain.
Data Analysis
The vortex detection method used in this study was introduced by Graftieaux et al. ͓19͔ and used by Dano and Liburdy ͓27͔ for vortex detection in a pulsed jet in cross flow. This technique is based on the orientation of the velocity vectors relative to radial lines from a local point. The local swirl function, ⌫ ‫ء‬ , is calculated for a given subregion, A M , centered about point P. This vortex detection function is defined as
where PM is the vector from the center point P to subregion point M, U M is the velocity at point M within the subregion, Z is the unit vector perpendicular to the plane of data, and M is the angle between position vector PM and velocity vector U M . This locally normalized function allows the detection of vortical structures in both the shear layer and the slower recirculating region in the wake of the wing leading edge. It should be noted that in using this technique the local swirl is not equivalent to an average of spanwise vorticity within the domain specified by A M . That is, the function ⌫ ‫ء‬ includes all velocity vectors within the domain not just the line integral around the domain boundary. Consequently, it weights the vorticity near the central point, P.
The value of ⌫ ‫ء‬ varies between Ϫ1 and 1 where ⌫ ‫ء‬ Ͻ 0 represents a clockwise vortex and ⌫ ‫ء‬ Ͼ 0 represents a counterclockwise vortex. This technique allows the user to provide a prescription of the mask size, A M , used to evaluate the local value of swirl. In this study the domain was set to a 9 ϫ 9 grid centered about each data point, which corresponds to approximately 4.0 mm 2 region. This is equivalent to 0.02c and is equal to the wing thickness. A further discussion of the effects of the subregion size and the vortex strength based on velocity magnitude can be found in Ref. ‫ء‬ values large at the swirl center but will decay as the subregion center moves away from the swirl center. In addition, ⌫ ‫ء‬ is sensitive to opposing shear flow within a subregion. A pure shear flow with opposing flow centered around zero in the subregion results in ⌫ ‫ء‬ = 0.65, whereas pure unidirectional shear flow produces ⌫ ‫ء‬ = 0. A threshold value of ⌫ ‫ء‬ can be set to help filter out opposing flow shear gradients. In the current study, this type of flow occurs within the separation. A threshold of 0.7 was used to filter out shear flow while capturing the strong swirl elements. Additional filters were applied to aid in vortex tracking and are discussed later. Since a time series of vector fields are available using the TR PIV method, individual vortical structures are tracked over time. In doing this, the local convective velocity of the vortex is approximated as the change in position of the vortex center over a given time interval: U ⌫ ‫ء‬ = ⌬x / ⌬t and V ⌫ ‫ء‬ = ⌬y / ⌬t, which represent the x and y convection velocity components, respectively. Here the vortex center was calculated at each time step based on the area geometric center of an enclosed structure. The structure is defined as a contour of ⌫ ‫ء‬ at the given threshold value. The POD was applied to the velocity field to isolate the large scale energetic flow structures. A brief overview for the sake of notation is given here. A more detailed discussion of the concept and its applications include Refs. ͓30-32͔. The velocity data, f͑x , y , t͒, can be approximated as follows:
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where d k ͑x , y͒ is the relative spatial distribution of velocity for each mode k and a k ͑t͒ is the amplitude time series of that mode. The modes, beginning at mode 1, are organized from the mode with the most variance ͑energy͒, to the least variance, highest mode. Mode 0 is simply the time averaged velocity field. Typically, as the mode energy decreases, the frequency of fluctuation increases for its associated amplitude time series, a͑t͒, and the spatial size of the features seen in the mode map, d͑x , y͒, decreases. Therefore, used as a filter, a low order reconstruction will capture much of the energy and behavior of the larger, lower frequency features of the flow and eliminate the smaller, high frequency variations. The procedure used here is the same as was applied to TR PIV data by Morse and Liburdy ͓33͔ for separated flows. Determination of the POD modes was carried out in MATLAB. The first step was removing the time averaged flow. The remaining fluctuating values of u and v were concatenated into a single design matrix D, of M locations by N time steps. Using the "svd" function in MAT-LAB, a singular value decomposition was performed on the design matrix. The resultant set of matrices denoted U NxM , S MxM , and V MxM can be combined as U ‫ء‬ S ‫ء‬ V T to recreate the design matrix. In this case the U matrix is the set of modal spatial velocity distribution maps. The amplitude time series matrix, A, is equal to V ‫ء‬ S. Each column of U represents a mode map and each column of A represents the amplitude time series for the mode map in U. A truncation to the decomposition was done for efficiency using the number of modes equal to the limiting dimension, in this case N = 1000, the number of time steps. The results show that 90% of the energy is contained in less than 600 modes so this truncation had negligible effect on modal distribution.
In order to more clearly identify vortical structures, the higher frequency velocity fluctuations were filtered using the POD of the velocity data. This was done by reconstructing the flow using the first 30 modes which accounts for 30-55% of the total variance in the flow. This reconstruction represents the high energy, lower frequency features of the flow while eliminating the low energy, high frequency fluctuations.
To better determine of the convective velocity of individual flow field structures, a tracking filter method was used. A minimum lifespan criterion l = t / t c ͑where t is the detected lifetime of the vortex and t c = c / U ϱ is the convective timescale using the freestream velocity͒ was used to filter out vortices, which may appear in only one or two frames but were not observed over a sufficiently long time. This method determines vortex paths by seeking out the nearest vortex location in the subsequent time steps. If there exists no vortex within this specified distance in the next time step, then that vortex is no longer tracked. The specified threshold distance was determined by multiplying 150% of the freestream velocity by the time period between frames, ⌬x limit = 1.5· U ϱ · ⌬t. This corresponds to a length threshold, l threshold = 0.017c, 0.030c, and 0.075c for Re c = 1.47ϫ 10 4 , 2.67ϫ 10 4 , and 6.67ϫ 10 4 , respectively. Similarly, identified vortex locations without an associated previously identified vortex were marked as origin points for further tracking in time. In essence, the tracking filter requires a vortex to exist for a given number of frames and places an upper limit on the vortex convection velocity based on the magnitude of the freestream velocity.
Spectral analysis was performed on individual velocity components and the ⌫ ‫ء‬ function with the aim of detecting the presence of any dominant frequencies. Because ⌫ ‫ء‬ is a locally normalized swirl function, its fluctuations are equally detectable in the high speed shear region and the low speed recirculation region. The TR PIV data field provides time series data and frequency response at each location within the grid. The root mean square of fluctuations of ⌫ ‫ء‬ , denoted ͑⌫ ‫ء‬ ͒, indicates locations of the most intense fluctuations of ⌫ ‫ء‬ over time.
An alternative to examining the fluctuation of ⌫ ‫ء‬ is to look for cyclic behavior in ⌫ ‫ء‬ . One approach is to examine the time based autocorrelation of ⌫ ‫ء‬ , denoted as ‫·ء⌫‬ . A periodic autocorrelation function represents a cyclic event, and the root mean square of the autocorrelation of ⌫ ‫ء‬ , ͑ ⌫ ‫,͒ء‬ at each TR PIV location is used to provide an indication of where ⌫ ‫ء‬ has the most intense cyclic fluctuations.
A vortex separation length scale was determined and used to assure consistency between vortex detection frequency data and vortex spatial separation data. Two lengths scales are defined as ͑i͒ the average separation distance between the identified vortex centers in all time frames for the entire time series, l track ͑note that this does not require time-resolved data͒, and ͑ii͒ the length defined by dividing the convection velocity of vortex centers by the characteristic frequency, l freq . These two results would be expected to be reasonably close if the measured convection velocity and frequency are consistent.
In summary, two primary analyses are presented ͑i͒ vortex detection with tracking and ͑ii͒ frequency analysis of the local nondimensional swirl function, ⌫ ‫ء‬ . The velocity field was filtered using the POD to remove high frequency variations prior to calculation of ⌫ ‫ء‬ . The ⌫ ‫ء‬ function was used to determine areas of swirl and a threshold was set to identify discrete regions of high swirl. The centers of these swirl regions were tracked over time to determine the convective velocity of these structures. A vortex tracking filter based on vortex lifespan was applied to reduce the noise in the vortex velocity signal. Frequency analysis of the ⌫ ‫ء‬ function was carried out. A vortex separation length scale in the shear layer is evaluated using two methods to check the consistency of the measurements. Figures 4͑e͒-4͑h͒ show instantaneous contours of ⌫ ‫ء‬ at the times and conditions corresponding to the vector plots in Figs. 4͑a͒-4͑d͒, respectively. The regions of highest clockwise local swirl ͑⌫ ‫ء‬ Ͻ 0͒ are located in the high shear region beginning near the leading edge. The vortices in the shear region form very near the leading edge and extend along a line, which projects further from the wing surface as ␣ increases. That is, the angle of the line of Kelvin-Helmholtz instability beginning at the separation location forms an angle greater than ␣ with the wing surface as ␣ increases. Close to the surface the shear flow results in a relatively weak layer of ͉⌫ ‫ء‬ ͉ due to the near surface velocity gradient, not swirl. A threshold applied to ⌫ ‫ء‬ was used to filter out weak shear flows during vortex tracking. The separated recirculation region beneath the shear layer does not contain strong swirl components, although the flow is seen to clearly recirculate from the vector plots shown in Figs. 4͑a͒-4͑d͒ . Figure 5͑a͒ -5͑e͒ illustrate a time-resolved sequence of TR PIV vectors and ⌫ ‫ء‬ contours sampled at every time step, or 2 ms time separation, for the case of ␣ = 14 deg and Re c = 1.47ϫ 10 4 . The large vortical structures can be seen to convect downstream. Since their motion is relatively fast ͑and are shown later to be dependent on Re c ͒, the resolution of the local convective velocity is limited by the time resolution of the TR PIV, in this case 500 Hz sampling rate. To illustrate the time evolution of ⌫ ‫ء‬ contours, Figs. 5͑f͒-5͑j͒ illustrate a time sequence for the same conditions given in Figs. 5͑a͒-5͑e͒. In the identification of the strongest vortical structures, a threshold of ͉⌫ ‫ء‬ ͉ Ն 0.7 was applied, which eliminates the near surface results. The magnitude of the large swirl elements does not change significantly during tracking, which is discussed later. The position denoted above the contours in Figs. 5͑f͒-5͑j͒ is the downstream position of the centers of the vortices as defined by the geometric mean position of the contour. The structures in the shear layer convect downstream in a systematic manner in most cases, although they occasionally are observed to stall or temporarily reverse direction, as is shown in the final two frames of this sequence. This unsteady motion of detected vortices occurs regularly and is illustrated further in the vortex tracking results.
Results

Vortex Detection and
The POD of the velocity field was used to filter out high frequency fluctuations in the flow. This was desirable in order to more clearly track the vortical structures over time. Figure 6 shows the cumulative modal energy distribution for all Re c and ␣ values. In general, the amount of energy in the lower order modes increases with increasing angle of attack for ␣ = 14, 16, and 18 deg. However, for ␣ = 20 deg the energy drops for the Re c = 1.47 ϫ 10 4 case. This can be seen more clearly in the inset, which shows only the first 30 modes. The velocity field at higher angles of attack contained more energy, or variance, in fewer modes when compared with the lower angle of attack cases. The higher velocity cases show a greater disparity in lower mode energy content for all angles of attack. For example, in Fig. 6͑a͒ , the energy contained in the first 100 modes varies about 7% over all angles of attack. In contrast, in Fig. 6͑b͒ , the energy contained in the first 100 modes varies as much as 13% depending on the angle of attack. Additionally, the energy contained in lower modes for the highest angle of attack, ␣ = 20 deg, does not decrease significantly with increasing Reynolds number. Therefore, increasing Reynolds number is seen to cause the velocity field to be less ordered for the lower angles of attack while not showing a significant effect for the ␣ = 20 deg case. Figures 7͑a͒-7͑c͒ show the unfiltered set of vortex locations for the first 200 ms of a time sequence of 2000 ms for each Reynolds number at ␣ = 14 deg. The progression of detected vortex structures in the downstream direction can be more clearly seen in Figs. 7͑a͒ and 7͑b͒ as the local slope of the line connecting these positions over time is used to represent the vortex convective velocity. The highest Re c data shown in Fig. 7͑c͒ is much more difficult to use to determine a convection velocity. A vortex tracking filter coupled with the POD reconstruction of the velocity field was used to more clearly identify the convection of structures downstream. The results of applying these methods for tracking The centers of the detected swirl regions were determined at all time steps for each time series. These time series were 2 s long resulting in 1000 data sets for each flow condition. The centers are defined based on the geometric mean of contours of ͉⌫ ‫ء‬ ͉ = 0.7 similar to those given in Figs. 5͑f͒-5͑j͒ . The distance traveled per sample time was used to calculate the x directional velocity component of these structures. The velocity vector is not strictly only along the x direction but also the x component is chosen to determine the downstream convection rate for vortical structures generated from leading edge separation. Table 1 lists the calculated convective velocity, U ⌫ ‫,ء‬ normalized by the freestream velocity, U ϱ , for all cases. The standard deviation of U ⌫ ‫,ء‬ , normalized by the freestream velocity is also listed for all cases. Note that no filtering of the calculated velocities was applied. The convective velocities show weak variation with angle of attack, less than 5% for all cases. The dependence on Reynolds number is significant with a decrease of approximately 50% from Re c = 1.47ϫ 10 4 to 6.67ϫ 10 4 . Averaging the convective velocities for all angles of attack, the freestream normalized convective velocity is shown to decrease with increasing Reynolds number from 0.43 to 0.22. These three convective velocities vary approximately as Re c −0.45 although more data are needed to verify this relationship.
The standard deviation of the convective velocity is on the order of the convective velocity and shows an increase for the Re c = 6.67ϫ 10 4 case. This high standard deviation is in part due to jitter or stall and reversal of flow of the detected vortices illustrated in Fig. 5 . Figure 7͑f͒ shows the furthest downstream vortex between t = 50 and 100 ms moving downstream and upstream in alternating fashion for approximately 40 ms. More variation in movement is seen in the highest Re c case in Fig. 7͑f͒ , which is consistent with a higher standard deviation of U ⌫ ‫.ء‬ This is seen in Table 1 as a decrease in U ⌫ ‫ء‬ / U ϱ with increasing Re c while / U ϱ increases. To help determine the frequency of the cyclic processes within the shear layer, several experimental results were used. Representative spectra are shown in Fig. 10 for Re c = 1.47ϫ 10 4 and ␣ = 20 deg. These plots are the results averaged over four points located in the high amplitude cyclic region denoted by the dashed line above the shear layer shown in Fig. 9͑b͒ . Using the TR PIV data at 500 Hz, the average spectrum of the vertical velocity fluctuations, vЈ, is shown in Fig. 10͑a͒ and the horizontal velocity fluctuation, uЈ, in Fig. 10͑b͒ . Both spectra show a peak near St h = 3.5, with the vЈ spectrum peak being more dominant. The average spectral for the ⌫ ‫ء‬ fluctuations, ⌫ ‫ء‬ Ј, is shown in Fig. 10͑c͒ revealing a similar peak near St h = 3.5. These spectra show a broad low frequency peak in the range of St h = 0.1-0.3. For all cases the resolution limit based on the length of the sampling period is St h ϳ 0.006-0.03, depending on the Reynolds number and angle of attack. For comparison, hot wire data taken at approximately the same location in the shear layer were obtained at 10 kHz over 10 s and the resulting spectrum is shown in Fig. 10͑d͒ , showing a similar high frequency peak. The average spectra using six points in the recirculation region identified in Fig. 9͑b͒ were obtained using the same methods stated above for Fig. 10 linear plot is used. The results are shown only up to St h = 5.0 since no peaks at higher frequencies were found. Both spectra show broad maxima near St h = 0.2. Comparing Figs. 10 and 11 indicates that the higher frequency peaks in the shear layer occur at approximately an order of magnitude higher value of St h than any peaks in the recirculation region. Comparative tests using the hot wire results and longer time period TR PIV were carried out for a limited number of cases. Hot wire data obtained at 10 kHz over 10 s are presented in Fig. 11͑c͒ and TR PIV data sampled at 100 Hz, over 10 s, are shown in Fig. 11͑d͒ . These spectra are similar to those found for the 500 Hz TR PIV data for both vЈ and ⌫ ‫ء‬ Ј with peaks in the same range of St h .
Spectral
For all cases of Re c and ␣, the average spectra of ⌫ ‫ء‬ Ј were determined using the four points in the high shear region, which correspond with regions of high values of ͑ ‫ء⌫‬ ͒. In addition, the average spectra of ⌫ ‫ء‬ Ј using five points in the recirculation region were also calculated. To illustrate the results, the spectra for ␣ = 20 deg and Re c = 1.47ϫ 10 4 and 2.67ϫ 10 4 are shown in Fig. 12 using the TR PIV data at 500 Hz. Similar to the results shown in Fig. 10 for the high shear region, Figs. 12͑a͒ and 12͑b͒ show the spectra with peaks occurring at the high frequencies, with broad low frequency maxima. The average spectra in the recirculation region are shown in Figs. 12͑c͒ and 12͑d͒ for ␣ = 20 deg, Re c = 1.47ϫ 10 4 and 2.67ϫ 10 4 . A broad low frequency maximum occurs near St h = 0.2 for both values of Re c , which is similar to the lower frequency maxima found in the high shear region. Based on these results, it can be concluded that there is no pronounced frequency response in the recirculation region comparable to that observed for the leading edge separation, equivalent to a Strouhal number on the order of 3.5. However, the shear layer shedding frequency spectra does include a lower frequency component in the same range as that found in the recirculation region.
The results of the identification of dominant high frequency peaks for the low and middle Re c cases were compiled and the results versus the angle of attack are shown in Fig. 13 . Due to the TR PIV sampling rate limitation of 500 Hz, the maximum measurable St h for the Re c = 6.67ϫ 10 4 case is 3.4, whereas the limits for the lower two Re c cases are 15.5 and 8.6. Consequently, the higher Re c shear region results are too high to measure accurately and are not included. Shown in Fig. 13 Table 2 normalized by the chord length. The length scale, l track , was based on POD filtered reconstructed instantaneous snapshots of TR PIV data. The length scale, l freq , was determined using the measured vortex convection velocity and frequency data. The two length scales are shown to be within 10% for all ␣ values for Re c = 1.47ϫ 10 4 and 4% for Re c = 2.67ϫ 10 4 , with no observable trend with angle of attack for the range studied. Based on the variability of U ‫ء⌫‬ and the resolution of the peak frequencies, the results for both length scales show very good agreement. The length scale is shown to decrease with increasing Re c , which indicates a relative increase in rate of vortex generation within the shear layer as Re c increases. 
Conclusions
This study presents the results of the detection of strong vortical structures evolving from the leading edge of a flat wing for a range of low Reynolds numbers and angles of attack from 14 deg to 20 deg. These structures were identified based on a local measure of swirl. The region of interest coincides with the region of Kelvin-Helmholtz type instability extending from the separation point to approximately one-quarter of the chord length. The time resolved PIV data are used to generate velocity vector maps and these data were used to detect spanwise vortices sampled at 500 TR PIV data at 500 Hz over 2 s: "a… averaged spectrum of vЈ, "b… averaged spectrum of uЈ, "c… averaged spectrum of ⌫ ‫ء‬ , and "d… hot wire data spectrum for a single point in the shear region using data at 10 kHz for 10 s.
Hz. Lower modes of the POD of the velocity field were used to reconstruct a low-pass filtered velocity field, which assisted in tracking vortices. A vortex convection velocity was determined for three relatively low Reynolds numbers and was not seen to change over angles of attack between 14 deg and 20 deg. The vortex convection velocity, U ‫ء⌫‬ , decreases with increasing Re c , although more data are needed to accurately describe this trend. The rms values of the autocorrelation of ⌫ ‫ء‬ , ͑ ‫ء⌫‬ ͒, were combined with spectral analysis of ⌫ ‫ء‬ Ј to determine a region of time correlated events in the shear region, in which high frequency events on the order of St h = 3.4 are observed. These leading edge vortices are shed at increasing rates for increasing Re c and ␣. The vortex separation length scale using the instantaneous TR PIV data compares well with the length scale calculated from the dominant frequencies and vortex convection velocities observed in the shear region. Further detailed studies are needed to define the Re c effects on dominant shear layer vortex frequencies and convection velocities.
