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A strong analog classical simulation of general quantum evolution is proposed, which serves as
a novel scheme in quantum computation and simulation. The scheme employs the approach of
geometric quantum mechanics and quantum informational technique of quantum tomography, which
applies broadly to cases of mixed states, nonunitary evolution, and infinite dimensional systems.
The simulation provides an intriguing classical picture to probe quantum phenomena, namely, a
coherent quantum dynamics can be viewed as a globally constrained classical Hamiltonian dynamics
of a collection of coupled particles or strings. Efficiency analysis reveals a fundamental difference
between the locality in real space and locality in Hilbert space, the latter enables efficient strong
analog classical simulations. Examples are also studied to highlight the differences and gaps among
various simulation methods.
PACS numbers: 03.67.Ac, 45.20.Jj, 03.65.Yz, 03.65.Wj
I. INTRODUCTION
To properly understand as well as utilize quantum re-
sources, e.g. quantum coherence, are the main theme of
modern quantum science. Quantum coherence and its
dynamics, namely, decoherence, which essentially leads
to entanglement [1], play central roles in many stud-
ies such as measurement and quantum-to-classical tran-
sition [2], quantum computation [3], quantum resource
theory [4], as well as strongly correlated many-body sys-
tems. Besides, a more primary quest is to understand
and seek the mechanism, or origin, of quantum coher-
ence itself. Efforts have been made in the very early
days to understand Schro¨dinger equation that describes
the quantum behavior of particles in space using clas-
sical pictures [5–8], and many approaches prove to be
significant for various applications, such as quantum tra-
jectories and hydrodynamics [9], and the efforts continue
till nowadays.
The emerging field of quantum computation [3], es-
pecially quantum simulation and classical simulation of
quantum processes [10, 11] provide new perspective to
understand quantum coherence and various quantum
properties. In this work, we raise the question whether it
is possible to simulate (or simply put, reproduce) general
quantum evolution by classical mechanics in the spirit of
quantum simulation, and our result shows that the an-
swer is yes. However, it may seem impossible at first look
since quantum mechanics (QM) is well known as a gen-
eralization of classical mechanics, as well as probability
theory, the latter two can be reached from QM through
the mechanism of decoherence [2]. However, our simula-
tion reveals that a quantum dynamics can be viewed as a
set of coupled classical dynamics with global constraints.
Furthermore, we study the problem of whether and
when such classical simulation can be efficient, i.e., the
cost of simulation scales polynomially with the size of the
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quantum target, quantified by a proper measure. Our
result shows that quantum dynamics and classical (also
statistical) dynamics can be described in a unified way
in terms of Hamiltonian dynamics and symplectic geom-
etry, however, a general quantum dynamics cannot be
efficiently simulated classically. Despite this, there are
cases of practical interest that are classically tractable,
such as linear optics [12, 13] and (discrete-time coined)
quantum walk [14] studied in this work. In general, clas-
sifications of quantum processes regarding classical sim-
ulation efficiencies would be of broad implications, e.g.,
for complexity studies.
Our simulation of quantum dynamics is classical, ana-
log, as well as strong, explained as follows. In quantum
simulation literature, there are many notions of simu-
lation [10, 11, 15, 16], and a simulation can be con-
veniently classified by a set of independent binary fea-
tures, notably here, digital/analog, classical/quantum,
and weak/strong [17]. In general, digital/analog refers
to whether a simulation is performed on a universal
computer or some dedicated-purpose devices specified
by analog parameters that can be mapped to those
of the simulated objects [10], classical/quantum refers
to whether the simulator is classical or quantum, and
weak/strong, based on the weak/strong operator topol-
ogy [16], refers to what the simulation is about, namely,
whether it simulates partly or completely the properties
of the simulated objects. Different simulations apply nat-
urally in different contexts. Classical digital simulation,
e.g., to compute measurement results on a quantum pro-
cess [18], refers to numerical simulation on classical com-
puters (computational physics), while quantum digital
and analog simulations aim to find quantum speedup
and learn complicated quantum systems [10]. Further-
more, strong simulation, which requires the approxima-
tion of an object itself, hence a “white box,” is natural
for quantum simulation since quantum simulators can
produce the desired quantum process itself, such as local
Hamiltonian-evolution [19] and quantum channel [20, 21]
simulations. On the contrary, weak simulation is common
2in classical simulation since it only aims to yield partial
information of an object, e.g., the action of an opera-
tor on a state, without the requirement to simulate the
process itself or the process as a white box.
In the landscape of quantum simulation, a strong ana-
log classical (SAC) simulation, which is suitable for prob-
ing the quantum-classical distinction, is largely unex-
plored and overlooked. Our work presents a SAC sim-
ulation of quantum evolution, which is, on the one hand,
novel in the field of quantum computation and simula-
tion, and, on the other hand, serves as an approach for
the understanding of quantum dynamics in terms of clas-
sical pictures. In details, the SAC simulation problem
and scheme is: given a quantum process to be simulated
(may include state preparation, evolution, final state ver-
ification, and measurement), named as simulatee, a pro-
cedure that employs the methods of geometric quantum
mechanics and quantum tomography designs a simulator,
which is a classical Hamiltonian system that reproduces
the simulatee. Both the simulation quality (accuracy)
and cost can be precisely assessed. Also there exist ex-
tensions and variations of the main simulation scheme.
The theory of geometric quantum mechanics
(GQM) [22–25] is employed to construct the SAC
simulation scheme, which provides a unique viewpoint to
reveal the quantum-classical distinction and connection,
e.g., in the study of geometric phase [26, 27]. In this
work we find that efficient SAC simulations can be
ensured by a locality in Hilbert space (see the study in
section III), which is the notion of locality employed in
the definition of quantum Turing machine [28], instead of
the locality in the so-called real space, e.g., the locality in
local Hamiltonian many-body systems. By comparison,
in the framework of matrix product states [29, 30]
ground state properties of local Hamiltonian can be
efficiently simulated on classical computers, and the
simulation cost scales with the amount of (bipartite)
entanglement (or the bond dimension). Another widely
explored algebraic and computational approach is the
stabilizer formalism, and Wigner function negativity
also contextuality are identified as the quantum notions
that determine the classical simulation efficiency [31, 32],
which employs a weak (or sampling) simulation scheme,
not the same as our SAC simulation. Also interference,
long been known as a quantum-classical distinction,
was recently identified as a resource for quantum
speedup and a classical sampling simulation scheme was
employed [33]. Generally speaking, the understanding
of quantum-classical distinction largely depends on the
simulation methods involved, and the SAC simulation is
more restrictive, hence more accurate for the description
of quantum dynamics in terms of classical pictures.
Our study also shows that the linear optics simulation
of quantum computation [12, 13] (without nonlinear
effects) can be viewed as an example of SAC simulation,
hence our work can provide an angle to reveal the
connections and differences of various simulations.
In the following, section II develops the strong analog
classical simulation framework based on geometric quan-
tum mechanics and quantum tomography. Afterwards,
the simulation efficiency issue is considered in section III,
where we also analyze several practical examples and dif-
ferences from other types of simulations. In section IV
various extensions of the main simulation scheme are de-
veloped, including the cases for nonunitary evolution and
infinite-dimensional systems. We conclude in section V
with a brief summary and discussion.
II. SIMULATION FRAMEWORK
We start from finite-dimensional unitary evolution of
pure states. The generalizations to mixed states, nonuni-
tary evolution as well as infinite-dimensional cases are
discussed later. Quantum states live in projective Hilbert
space PH since they are normalized vectors with any
global phase physically trivial. Distance between any
two states |ψ〉 and |φ〉 is based on the overlap function
〈φ|ψ〉. Geometric quantum mechanics (GQM) [22–25]
shows that the space PH is a Ka¨hler manifold, which is
specified by a symmetric Riemannian form, Re(〈φ|ψ〉),
and a skew-symmetric symplectic form, Im(〈φ|ψ〉). The
symplectic form implies that a Hamiltonian dynamics ex-
ists and the space PH can be viewed as a phase space.
For an orthonormal basis {|i〉}, a state |ψ〉 ∈ PH is
mapped to a set of coefficients ψi := 〈i|ψ〉. Name the
real part qi := Re(ψi) as “position” and imaginary part
pi := Im(ψi) as “momentum” [34] such that the normal-
ization condition becomes
〈ψ|ψ〉 =
∑
i
|ψi|2 = −i
∑
i
πiψi =
∑
i
(p2i + q
2
i ) = 1. (1)
As a result, the unitary evolution driven by a Hamilto-
nian Hˆ of pure state
i|ψ˙〉 = Hˆ|ψ〉 (2)
can be equivalently written as Hamilton’s equations
∂H
∂qi
= −p˙i, ∂H
∂pi
= q˙i, ∀i, (3)
with classical Hamiltonian (or energy)H = 〈ψ|Hˆ |ψ〉 [35].
Note the above equations are equivalent to ∂H∂ψi = −π˙i,
∂H
∂pii
= ψ˙i, ∀i. Also the Hamilton’s equations hold for
time-dependent Hamiltonian Hˆ(t). This shows that the
unitary dynamics of a quantum state |ψ〉 is equivalent
to the Hamiltonian dynamics of a set of d := dimPH
coupled “particles” (qi, pi) in phase space with the nor-
malization condition (1).
The GQM above builds a close connection between
QM and classical mechanics in phase space, which pro-
vides a hidden classical picture of quantum dynamics in
terms of constrained Hamiltonian dynamics of coupled
classical particles. However, there also exist many other
3bases hence other collection of hidden particles dynam-
ics, which are equivalent to each other via unitary basis
transformations. This is due to the extra Riemannian
form for QM, which is absent for classical case, and re-
lated to the non-commutativity (or complementarity) of
quantum operators. This also implies that a quantum
dynamics may arise from a set of Hamiltonian dynamics
such that the Riemannian form is respected. In order
to construct a SAC simulation, the central problem is
how many sets of Hamiltonian dynamics are inevitable.
It could be infinite, which turns out not to be necessary
due to the geometry of the set of quantum states. From
the information theoretic viewpoint, especially quantum
tomography [3], which is to reconstruct a quantum state
or operation using finite number of operations, a finite
number of bases is sufficient (as long as it is complete).
The co-existence hence co-simulation of Hamiltonian dy-
namics in different bases is a manifestation and also re-
quirement of complementarity of general quantum oper-
ators.
Quantum tomography (QT), including quantum state
tomography (QST) and quantum process tomography
(QPT) [3], is a computation process that takes an un-
known quantum object (state or process) as input and
outputs its classical mathematical description, denoted
by [·]. For instance, QST is a map
QST : PH⊗n → Rm : |ψ〉⊗n 7→ [ψ], (4)
for n samples of the unknown state |ψ〉 and [ψ] ∈ Rm the
description of it, with some integers n,m ∈ Z+. QPT is a
generalization of QST that it requires to inject a complete
set of input states {|φi〉} into the unknown process. The
quantum-to-classical part in QT is performed by mea-
surement, represented by POVM M := {Mi} such that∑
iMi = 1 and each Mi corresponds to an operation
Mi : ρ 7→ tr(ρEi) ≥ 0. (5)
For QST of a qudit, an informationally complete mea-
surement can be realized by a projective measurement P
along an operator basis {|ψi〉〈ψi|}, with cardinality up
to d2. Another way is to measure a complete set of op-
erators such that their eigenvectors contain an operator
basis. Further, QPT of a general qudit process requires in
general d4 measurement operations since a QST is needed
for each of the d2 inputs {|φi〉}.
Now, to build the SAC simulation, the simulator has to
pass a verification test in the spirit of quantum prover in-
teractive proof system [36] such that a verifier, for whom
the simulator is a black box, cannot tell the simulator
from the simulatee. Here we employ QT as the verifica-
tion scheme of our simulator, that given an input state
the simulator is able to yield the correct output state.
Before we can build the simulator, we first need a SAC
simulation of QT, described as follows.
The classification of simulation also applies to the sim-
ulation of QT, see Fig. 1 for the case of QST. Note
that QT, Fig. 1(a), is to reveal an unknown object while
FIG. 1. Schematic illustrations for the simulations of QST.
(a) QST of an unknown state (the black boxes) by measure-
ments Mi with results mi that are processed into a classical
computer to yield the information [ψ] of the unknown state.
(b) Quantum simulation of QST by starting from samples of
the state |ψ〉. (c) Classical digital simulation of QST with
many copies of [ψ] and the information for each measurement
[Mi]. (d) SAC simulation of QST with fixed-basis states |ψ〉i
and classical measurements Mi of position and momentum.
a simulation of QT requires that the object is known.
First, a quantum simulation of QST is rather straightfor-
ward by simply performing the measurements on physical
states, see Fig. 1(b). Also a classical (digital) simulation
(Fig. 1(c)) is to evaluate measurement results given the
information of the input quantum state, that is, it real-
izes [ψ]n 7→ [ψ], which trivially simulates the behavior
of QST without computing unknown quantities. How-
ever, SAC simulation (Fig. 1(d)) requires the input can
indeed represent the physical state. This is done by us-
ing a set of fixed-basis classical states in different bases
{Bα}; that is, for each basis Bα, the initial input state
can be represented by a classical system (see Eq. (3)),
and each measurement in the same basis is simulated by
a classical measurement on each classical system, which
is simply to measure the position q and momentum p of
each hidden particle [37].
A precise scheme is as follows. We use the method of
measuring a complete set of operators to perform QST.
A convenient choice is a traceless orthonormal operator
basis {σi} such that σ0 = 1, trσi = 0, tr(σ†i σj) = dδij .
For any state
ρ = (1+ ~n · ~σ) /d (6)
with ~σ := (σi) and Bloch vector ~n := (ni) for ni =
tr(σ†i ρ) and |~n| ≤
√
d− 1, the measurement of {σi} gen-
erates ~n that determines ρ. A well-known construction
is the Heisenberg-Weyl (HW) basis {Mjk} [38–40]
Xj =
d−1∑
i=0
|i〉〈i+ j|, Zk =
d−1∑
l=0
ωlk|l〉〈l| (mod d), (7)
4FIG. 2. SAC simulation of a unitary evolution U = e−itHˆ . (a)
For an arbitrary initial state |ψ〉 the final state is |ψf 〉 = U |ψ〉.
(b) A single run of the SAC simulator is to input a fixed-
basis state |ψ〉jk, represented by the position and momentum
(qi, pi) of d hidden particles, and a constrained Hamiltonian
dynamics with H = 〈ψ|Hˆ|ψ〉 generates final values of (qi, pi),
which represents |ψf 〉jk. When QT verification is performed,
many runs of the simulator as well as simulatee are required.
for Mjk = XjZk, and ω = e
i2pi/d, j, k ∈ {0, . . . , d − 1}.
The eigenvectors of each operator Mjk provide a com-
plete basis, denoted by Bjk := {|bi〉jk, i ∈ Zd}. A nice
property is that for each fixed j the set of operatorsMjk
have similar eigenvectors. Given a state |ψ〉, QST can be
done by projective measurements along each basis Bjk on
different samples of the given state. The SAC simulation
of QST is to prepare up to d2 classical systems, each in
a basis Bjk, the corresponding state is denoted by |ψ〉jk,
and then each fixed-basis state |ψ〉jk is classically mea-
sured in the basis Bjk, respectively. The measurement
results can then be programmed by a classical computer
to yield [ψ], same with QST. To simulate QPT, each in-
put state |φ〉 is first substituted by the set of fixed-basis
state {|φ〉jk}, and the SAC simulation of QST can be
done on each input. For d2 input, one has to perform d4
runs of the SAC simulation.
Now we can build the SAC simulator of a general quan-
tum evolution based on the simulation of QT. Given a
simulatee, the algorithm to construct the simulator is
specified by: the input is a unitary process U specified
by a Hamiltonian Hˆ and time t, and a verification scheme
specified by QT (e.g., a complete set {|φi〉} for QPT and
the set of bases {Bjk} for QST), and the output is the
simulator. For the simulator the input states of the clas-
sical hidden particles can be obtained from QT, the set
of Hamiltonian dynamics can be obtained from QT and
U . To simulate an evolution |ψ〉 7→ U |ψ〉, the simulator
runs the set of complementary classical hidden systems
under Hamiltonian dynamics with the normalization con-
straint, and yields the final state. If QT is employed to
verify the simulator, the simulation scheme of QT can
ensure that our simulator passes the QT verification and
serves a valid simulator. A schematic diagram is shown
in Fig. 2.
Finally, the simulation accuracy can also be quantified.
The SAC simulator can be implemented by classical point
particles moving in real space, and even also quantum
particles (see subsection IIIA). In practice there could
be many sources of simulation errors depending on the
physical implementations. This leads to the notion of ap-
proximate simulation with an accuracy. In this context,
the distinction between weak and strong simulations be-
comes apparent. Given an object O and a simulation
accuracy bound ǫ, strong simulation can be defined as
sup
i
‖O(i)− O˜(i)‖ ≤ ǫ, (8)
while for weak simulation, the simulatee is a property of
O, denoted as fO, and the accuracy condition is
sup
i
‖fO(i)− fO˜(i)‖ ≤ ǫ, (9)
for ‖ · ‖ denoting a certain distance measure [16]. Also
note that the supreme over all input (i) may not be nec-
essary for some simulation tasks. Now, for the SAC sim-
ulation of a unitary evolution the simulation error can
be quantified by the distance on the final state. A good
simulator should yield approximate final state given ar-
bitrary input state. This is the operator norm distance
‖U − U˜‖ := sup
|ψ〉
‖(U − U˜)|ψ〉‖ (10)
for U as the quantum simulatee and U˜ as the SAC simu-
lator, and |ψ〉 as input state. The simulator may have a
different input state from the simulatee due to inaccurate
initialization, which yet does not destroy the simulation.
If the distance on the initial state is upper bounded by
ǫ0, and the distance on the evolution is upper bounded
by ǫ, then the total distance is upper bounded by ǫ+ ǫ0,
following simply from the property of operator norm.
III. SIMULATION EFFICIENCY AND
EXAMPLES
After establishing the primary framework of SAC simu-
lation, in this section we further study another important
issue: the simulation efficiency, and highlight the differ-
ences from other simulation methods by several practical
examples. We find that, different from other simulations,
the SAC simulation efficiency depends on the notions of
locality: whether it is the locality in real space (coordi-
nate space), which is a classical notion, or it is the local-
ity in Hilbert space, which is a genuine quantum notion.
Here locality in Hilbert space means that, given an order
(e.g., by eigenvalues) on a basis {|i〉} of H, and starting
with |i〉, the dynamics acting on it only lead to a finite
number of states close to it. This notion has been implic-
itly used in the model of quantum Turing machine [28].
We term this type of locality as Hilbert locality for sim-
plicity, different from the locality in the model of local
Hamiltonian, which is still classical. Please note that this
is also not the same as the notion of nonlocality defined
by Bell’s inequality.
Before we proceed, let us first extend our simulation
method based on Hamiltonian dynamics to discrete-time
case. In phase space, the dynamics specified by Eq. (3)
is symplectic, which preserves the area defined in phase
space [41]. The Jacobian J defined by
Jij =
∂yi
∂y˜i
(11)
5for yi denoting each input variables p1, . . . , pn, q1, . . . , qn,
and y˜i denoting each output variables p˜1, . . . , p˜n,
q˜1, . . . , q˜n preserves the symplectic form
∆ =
(
0 −1
1 0
)
(12)
such that J∆J t = ∆. In order to consider the simula-
tion of circuits and algorithms in quantum computation,
which often involve discrete-time execution of a sequence
of gates, we also allow symplectic matrix S ∈ Sp(2n,R)
in our SAC simulation. As both continuous-time and
discrete-time evolution are common in reality, we al-
low both continuous-time and discrete-time types SAC
simulation, similar with the case of quantum simula-
tion [14, 19–21], e.g., there are both continuous-time and
discrete-time quantum walks.
In the following we study several examples, including
linear optics, quantum walk, local Hamiltonian evolution,
stabilizer circuits, and matrix product states to reveal
the main features of SAC simulation. For simplicity, we
ignore the verification part by tomography of the simula-
tion and the study of simulation accuracy, while we focus
on the efficiency of SAC simulations and differences with
other simulation methods.
A. Hilbert locality: Linear optical quantum
computation
In this section we study a nontrivial setup that can
be thought of as an efficient SAC simulator that bene-
fits from Hilbert locality. There are many different ap-
proaches for using linear (and also nonlinear) quantum
optics for quantum computation, here we analyze the ap-
proach using the so-called dual-rail encoding [12, 13].
As illustrated in Fig. 3, to simulate a unitary gate
U ∈ SU(N), N paths (or called modes) are employed to
represent the N levels of the input and output system,
and single photon can be injected into each mode. The
unitary U can be built up by O(N2) beam splitters and
phase shifters [42]. It’s clear to see that if N = 2m for
m as the number of qubits, the simulation of an m-qubit
unitary by such linear optics setup is not efficient.
The unitary gate U is usually understood in terms of
the mapping
U : (aˆ†1, . . . , aˆ
†
N ) 7→ (bˆ†1, . . . , bˆ†N ) (13)
1
2
3
N
FIG. 3. Schematic diagram for linear optical quantum com-
putation of a unitary U ∈ SU(N) built by beam splitters and
phase shifters [42] acting on input photons with N spatial
modes.
for input (output) creation operator aˆ†i (bˆ
†
i ). Note that
the photon in each mode has trivial self-evolution, and
the dynamics on all the photons are driven by external
optical elements. As aˆ†i = qˆi + ipˆi, let U = V + iW , then
it is equivalent to the symplectic matrix
SU :=
(
V −W
W V
)
∈ Sp(2N,R) (14)
acting on qˆ1, . . . , qˆN , pˆ1, . . . , pˆN .
This linear optics setting can perform small-scale ef-
ficient simulation of quantum circuits on qubits and
also local Hamiltonian evolution [13]. The simulation
is strong since it simulates the process itself instead of
observable effects, and is classical in the sense that the
dynamics can be understood in the phase space picture.
However, it is not totally analog, instead it is digital
since it uses universal elements (beam splitter and phase
shifter) to represent the simulatee. Furthermore, the lin-
ear optics simulation is even not totally classical since
the photon space is actually second-quantized. That is,
the space of the input photons is not
C
N = C⊕ C⊕ · · · ⊕ C, (15)
instead, each mode C is second-quantized to a Fock space
L2(R), which is acted upon by qˆi and pˆi. The unitary U is
equivalent to another unitary W, the so-called metaplec-
tic representation [43], acting on L2(R
N ). This second-
quantization feature goes beyond the phase space frame-
work in this paper (yet, see subsection IVB for a further
analysis), which is still a classical space, and it benefits
the linear optics simulation for other tasks, e.g., notably,
the boson sampling algorithm [44].
However, we can still interpret the linear optics simu-
lation using the dual-rail encoding as a SAC simulation if
the second-quantization feature is simply dismissed, and
the simulation of U can also be understood as the simu-
lation of a continuous-time evolution for U = e−itHˆ with
a Hamiltonian Hˆ . As a result, the linear optics setup
serves as an example of SAC simulation in the general-
ized sense, and the photon in each mode can be viewed
as the hidden particle in our terminology. The merit of
the optics setup is that the optical elements (beam split-
ters and phase shifters) are local operations in Hilbert
space, hence efficient simulation can be built up as long
as the total dimension N does not scale exponentially
with the problem size, e.g., the number of qubits m of
the simulatee.
B. Hilbert locality: Discrete-time quantum walk
Besides linear optics, another model that employs
the Hilbert locality is the discrete-time coined quantum
walk [14], which has been proven to be a universal model
for quantum computing. It can be viewed as a simpli-
fied version of a quantum Turing machine [28] so that
the state of the walker specifies the register tape and the
6state of the coin specifies the control processor. Here we
analyze the standard setting of quantum walk from the
viewpoint of SAC simulation, we find that a SAC simu-
lation of quantum walk is efficient.
In coined quantum walk, each step is specified by
U = S(H ⊗ 1) (16)
for Hadamard H acting on the coin qubit and S a
uniformly-controlled shift operator
S = P0 ⊗X† + P1 ⊗X (17)
with the coin as control and the walker as target, and the
shift operator
X =
d∑
x=−d
|x〉〈x + 1| (18)
is a generator of the Heisenberg-Weyl group (see Eq. (7))
and the walker space dimension is 2d + 1. Then the
system (c⊗w) starting from a product state |ψ(0)〉 =
|ψ(0)〉c|0〉w evolves after T (for d ≥ T ) steps and yields
|ψ(T )〉 = (U)T |ψ(0)〉. The mixing time evaluated from
the final probability distribution P(x) of the walker po-
sition is O(T ), which shows a quadratic speedup than the
classical random walk, which is O(T 2).
For SAC simulation of this model, indeed the linear
optics setup discussed above can be employed, which has
also been realized in practice. The shift operator X (18)
is two-local in Hilbert space and the operator S is also lo-
cal, hence each step can be efficiently simulated, and the
total simulation cost scales linearly with T . In particular,
in SAC simulation the evolution of each mode x(t) is pri-
mary and can reveal more information of the algorithm
than the final probability distribution P(x). In Fig. 4 we
simulated the evolution of several modes in phase space
for d = T = 100 and a randomly chosen coin qubit state.
The phase space behavior shows that each mode (hid-
den particle) undergoes peculiar non-stationary dynam-
ics, and the hidden particles interact with each other.
The particle at the center (x = 0) decays in a choppy way
to the ‘equilibrium point’ (0, 0) in phase space, while the
particle at x = 40 starts to oscillate at a later time. In
other words, those particles form the media for the prop-
agation of the input wave packet, which spreads out with
a linear mixing time. On the contrary, there is no such
phase space dynamics and a set of hidden particles for the
classical random walk model, which shows a fundamen-
tal difference between the classical and quantum cases.
However, the classical case can be achieved when there
exists significant decoherence [45], and a generalized SAC
simulation involving random bits can be developed (see
Sec. IVA), which would not be analyzed explicitly here.
C. Separation between SAC simulation and
quantum simulation
In this subsection we analyze the simulation scheme in
the multipartite setting when the system contains several
−0.5 0
0.5
−0.10
0.1
0
50
positionmomentum
tim
e
−0.05 0
0.05
−0.2
0
0.2
0
50
−0.9 −0.5
−0.1
−0.4
−0.2
0
0
50
−0.05
0
0.05
−0.1
0
0.1
0
50
−0.4 0 0.4
−0.1
0
0.1(a) (b)
(c) (d)
FIG. 4. The SAC simulation of coined quantum walk for
step d = T = 100 in phase space for mode |0〉c|x = 0〉w (a),
|1〉c|x = 0〉w (c), |0〉c|x = 40〉w (b), and |1〉c|x = 40〉w (d).
The initial state is the product of a random |ψ(0)〉c and |0〉w .
All other modes also show similar trajectories. Insert panel
in (a) is a top view showing clearly the ‘equilibrium point’
(0, 0), which is the same for all other modes.
physically local subsystems. This serves as an example
that allows efficient quantum simulation [19] yet does not
allow efficient SAC simulation, and also as an example
with physical locality in the real space but not the Hilbert
locality.
A quantum many-body system is usually described by
a local Hamiltonian, which is a sum of local terms, each
of which only acts on a small portion of the whole sys-
tem. To be precise, an n-particle k-local Hamiltonian
Hˆ =
∑Λ
λ=1 Hˆλ is a sum of terms Hˆλ which acts on at
most k particles, with Λ ∈ O(nk). A standard quantum
simulation problem is to simulate the unitary evolution
U = e−itHˆ for a given time t [19]. Now a SAC simulation
of a local Hamiltonian evolution U can be constructed
as follows. First, due to the non-commutability of the
local terms, Trotter-Suzuki formula [46, 47] is employed
to approximate U by U˜ = [Uχ(τ)]
r , with t = rτ and
s = 1/(4− 41/(2p−1)), 1 < p ≤ χ,
U1(τ) =
Λ∏
λ=1
Uλ(τ/2)
1∏
λ=Λ
Uλ(τ/2), (19)
Up(τ) = [Up−1 (sτ)]
2
Up−1 ((1− 4s)τ) [Up−1 (sτ)]2 ,
(20)
and Uλ(τ/2) = e
−iHˆλτ/2. The error of this approx-
imation is the operator-norm distance ‖U − U˜‖ ∈
O
(
t2χ+1/r2χ
)
, better than O(t2) if Trotter’s formula is
employed [46]. There is a tradeoff between the approxi-
mation error and the number of gates: the error decreases
as χ increases, while there is a number of gates exponen-
tial with χ in the sequence. As a result, in practice an
optimal value of χ can be chosen for one’s purpose. Then
the given local Hamiltonian evolution U is formally ex-
pressed as
U ≈ U˜ = U1U2 · · ·Um (21)
with each unitary specified by a local term Ui = e
−itiHˆλ
and a corresponding time interval ti. Hence the simula-
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FIG. 5. Representation of a matrix product state for system
S that contains N qudits. Each qudit is initialized at |0〉, the
trace on which leads to a channel En on the ancilla A, which
is dilated to a unitary Un. A single qudit gate affects a local
Un, while a two-qudit gate on qudits n and n+ 1 affects Un
and Un+1.
tion of U can be reduced to the simulation of each Ui,
which can be simulated by a Hamiltonian dynamics given
ti and Hˆλ. Given a basis {|i〉 := |i1, i2, . . . , in〉} of an n-
partite system, if each local dimension is d, there will be
dn pair of variables (qi = Re(ψi), pi = Im(ψi)) for a state
|ψ〉 = ∑
i
ψi|i〉. Note that here the position qi and mo-
mentum pi do not belong to any of the local particles.
That is, (qi, pi) are not variables of real particles, instead
they describe hidden particles for each basis state |i〉 of
the whole Hilbert space. Also all the hidden particles
(qi, pi) participate in each local Hamiltonian dynamics
driven by Hλ = 〈ψ|Hˆλ|ψ〉. This means that although
each term Hˆλ is local in the sense that it acts on a limited
number of locally connected particles, the action of Hˆλ is
globally on the whole Hilbert space, hence on all hidden
particles (qi, pi). Finally, the SAC simulation composes a
sequence of Hamiltonian dynamics corresponding to the
sequence (21).
We can see that although there are physically separa-
ble subsystems, the global entanglement among them, as
well as the global action of each term Ui = e
−itiHˆλ on
all hidden particles require the system to be treated as
a whole. This contrasts with classical systems that al-
low classical correlations but no entanglement, which is
a quantum global constraint. The dimension of the space
of n quantum particles grows exponentially with n due
to entanglement, while the dimension of the phase space
of n classical particles only grows linearly with n.
D. Separation between SAC simulation and
classical digital simulation
Further, we analyze two examples to illustrate the dif-
ferences between SAC simulation and common simula-
tion methods on classical (digital) computers. We find
that the previously claimed efficiencies do not hold for
SAC simulation, which manifests that our SAC simula-
tions assess the simulation cost in a more complete way.
Consider the computation on a matrix product state
(MPS) [30] that takes the form
|Ψ〉 =
∑
i1···iN
〈R|A(iN ) · · ·A(i1)|L〉|i1 · · · iN 〉, (22)
which can be prepared by an ancilla-driven sequential
quantum circuit [48], see Fig. 5. Each set of local ten-
sors {A(in)} defines a channel En acting on the ancilla,
the dimension of which is called the bond dimension χ,
which can vary from site to site yet usually assumed as
the largest one. It is clear to see that the generation
of an MPS on a quantum computer is efficient as long
as the bond dimension does not scale exponentially with
the number of qudits in the system. Also the (digital)
simulation on classical computer is efficient since it does
not contain exponential number of parameters, instead,
it is O(χ2dN). However, it turns out this generation pro-
cess does not permit efficient SAC simulation. Although
each gate Un is local, namely, acting on the ancilla and
one qudit, its effect is on all other qudits before it since
they are entangled together, i.e., it has nonlocal effects
in the Hilbert space.
Furthermore, it has been known that [29] a polyno-
mial circuit with at most two-local gates on an MPS can
be efficiently simulated on classical computers such that
the bond dimension at each stage does not blow up. The
effects of gates can be efficiently updated on the local ten-
sors, and the whole circuit can be described as a sequence
of MPS with small bond dimensions. On the contrary,
for similar reasons, it is straightforward to see that the
SAC simulation of such computation cannot be efficient
since the local gates do not enjoy Hilbert locality. Also it
should be pointed out that classical simulation is usually
weak simulation since often merely some dominant ob-
servable effects (after a process) are concerned. With the
MPS form, the properties of the system can be expressed
in terms of the properties of the ancilla (e.g., the channels
{En}). But strong simulation of a process is not designed
for particular observable effects [16], which is also a fea-
ture of SAC simulation and serves as a difference from
classical digital simulation.
Besides the MPS formalism for efficient description of
states with local structures, another widely studied for-
malism is the stabilizer states. In quantum computing
the Gottesman-Knill theorem [3] shows that stabilizer
circuits can be efficiently simulated on classical comput-
ers. The reason is that in a stabilizer circuit the state
at each stage can be specified by its set of stabilizers,
which is an efficient description, and then a quantum
computational outcome can be simulated by analyzing
the stabilizers. In our notation, the description (or repre-
sentation) [ψ] of a stabilizer state |ψ〉 is efficient, while by
comparison, a general state needs an exponential num-
ber of parameters for its description. In the stabilizer
formalism, even highly entangled states, such as cluster
states [49] can be efficiently simulated.
In SAC simulation, however, it is not only required an
efficient description, instead it requires to use classical
systems to mimic or reproduce the actual quantum sim-
ulatee, which is much more stronger than the requirement
of a description. To simulate an n-qubit stabilizer circuit,
if there exists global entanglement on all the qubits, the
simulation cannot be efficient. For instance, consider the
generation of a linear cluster state and action of gates
from the Clifford group and Pauli observable measure-
ments on it. In the MPS form (22) a linear cluster state
8has bond dimension χ = 2 and on-site tensorsH andHZ,
while in stabilizer form its stabilizers take the simple form
ZXZ, hence the digital simulation of the generation pro-
cess is efficient, either due to its small bond dimension or
the simple stabilizer description. However, generically as
the cluster grows the number of terms in the expansion
of the state grows exponentially [49], which means, for
SAC simulation, exponential number of hidden particles
are required. Furthermore, for gates and measurements,
the digital simulation is efficient since it is still within the
stabilizer formalism, while SAC simulation is not efficient
since Clifford gates on a local qubit do not possess Hilbert
locality, similar with the case studied in subsection III C.
As a result, the two examples above demonstrate that
SAC simulation is a more restrictive method than the
common simulation methods on classical computers, and
an efficiency gap between them exists.
IV. EXTENSIONS OF THE SIMULATION
SCHEME
In this section we further consider several extensions
of the SAC simulation scheme, namely, to the cases
of nonunitary evolution and infinite-dimensional sys-
tem. We find that these generalizations can be properly
achieved.
A. Mixed state and nonunitary evolution
The generalization to mixed state is straightforward,
while different methods are available depending on vari-
ous decompositions of mixed state. In this subsection we
provide two different methods. First, if one interprets ρ
as a convex mixture of several pure states {pi, |ψi〉}, then
the only extra resource is a classical random number to
generate the probability distribution {pi}, and then an
average is taken over the set of evolution. Along with the
mixture form of states, the way to handle nonunitary evo-
lution, described as completely positive trace-preserving
mappings [50], i.e. channels, is to employ dilation method
to convert a given channel into a unitary evolution acting
on a bigger space formed by the system and an ancilla
with initial state |0〉 such that
E(ρ) 7→ trA
(
U(ρ⊗ |0〉〈0|)U †) , (23)
and trA represents the trace of the ancilla, which can
be realized by a projective measurement along an an-
cillary basis {|i〉}. A mixed system input state ρ can
be viewed as a mixture of several pure states {pi, |ψi〉},
hence the dynamics (23) can be simplified as a mixture
of E(|ψi〉) with pure state input. The trace operation can
also be simulated statistically: for each projection |j〉〈j|,
the resulting system state is Kj|ψi〉 (up to renormaliza-
tion) for Kraus operator Kj := 〈j|U |0〉 with probability
qij := 〈ψi|K†jKj |ψi〉. As a result, the SAC simulator
can be constructed as a mixture, according to {pi} and
{qij}, of the simulation for each pure system state in-
put and each projective operation on the ancilla. The
evolution U can be simulated by Hamiltonian dynamics,
and the simulation accuracy is quantified by distance on
channels [21]. In addition, this simulation scheme also
highlights the feature of quantum mechanics compared
with classical mechanics and statistical mechanics: if a
general quantum state ρ is treated as a mixture of pure
states |ψi〉 with corresponding probabilities pi, probabil-
ity theory captures the part of quantum dynamics spec-
ified by pi, ignoring the details of each state |ψi〉, while
classical mechanics captures the part of quantum dynam-
ics of each state |ψi〉, ignoring the statistics specified by
pi, and quantum theory as a whole is a consistent com-
bination of them.
Second, we propose another scheme that does not con-
sume classical random numbers. According to channel-
state duality [50], a quantum channel E can be equiv-
alently represented as a state, the so-called Choi state
C = E ⊗ 1(η), for η = |η〉〈η| and |η〉 = ∑i |ii〉. For ex-
ample, a unitary operator U = (uij) can be represented
by a vector |U〉 = ∑ij uij |ij〉, which is actually the re-
shaping of U . Also a state ρ = (ρij) is represented by
|ρ〉 = ∑ij ρij |ij〉. The inner product of any two opera-
tors A and B is tr(A†B) = 〈A|B〉. Now Eq. (6) can be
equivalently written as
|ρ〉 = (|η〉 +
∑
i
ni|σi〉)/d (24)
for |η〉 = |1〉 = |σ0〉, and in general, ni ∈ C, e.g., in HW
basis. This is the expansion of |ρ〉 in the basis {|σi〉}.
Let n0 = 1, Qi := Re(ni), Pi := Im(ni), then a state
ρ can be treated as a set of d2 classical hidden particles
(Qi,Pi) as in the pure state case. Also now the normal-
ization is
〈ρ|ρ〉 = trρ2 = 1
d
(1 + |~n|2) = 1
d
∑
i
(Q2i + P
2
i ). (25)
We can say that the mixed state case is “second order”
and pure state case is “first order” due to their definitions
of hidden particles and normalization conditions (higher-
order states can also be constructed in the framework
of superchannel [51]). Now the unitary dynamics iρ˙ =
[Hˆ, ρ] is mapped to
i|ρ˙〉 = Hˆ |ρ〉 (26)
for Hamiltonian Hˆ := Hˆ ⊗ 1 − 1 ⊗ Hˆ∗. The unitary
evolution U = e−itHˆ is mapped to U = U ⊗ U∗. Note
the above forms reduce to the case when ρ is pure: a
state |ψ〉〈ψ| is mapped to |ψ〉|ψ∗〉, and evolution (26)
reduces to Eq. (2). Defining the classical Hamiltonian as
H = 〈ρ|Hˆ |ρ〉, now it is direct to find that Eq. (26) can
be written as
∂H
∂Qi
= −P˙i, ∂H
∂Pi
= Q˙i, ∀i, (27)
9as a generalization of (3). There is a crucial difference be-
tween them: the d2 hidden particles are coupled together
for the mixed state case (27), and the variables (Qi,Pi)
are “second order,” while only d hidden particles are cou-
pled for the pure state case (3) but d of them are needed
to form a complementary complete set, so in total d2, and
the variables (qi, pi) are “first order.” A SAC simulator
for the mixed state case can be built straightforwardly.
Next, for nonunitary evolution we consider Lindblad
equation [52] iρ˙ = Lˆρ for Lρ = [Hˆ, ρ] + i∑i γi(LiρL†i −
1
2L
†
iLiρ− 12ρL†iLi), which can be equivalently written as
i|ρ˙〉 = Lˆ |ρ〉 for an effective Hamiltonian
Lˆ := Hˆ +i
∑
i
γi(Li⊗L∗i−
1
2
L†iLi⊗1−
1
2
1⊗LtiL∗i ). (28)
Its classical version can be defined as L = 〈ρ|Lˆ |ρ〉,
which still drives a Hamiltonian dynamics, similar
with (27), but now the normalization (25) becomes time-
dependent since the evolution changes the Bloch vector
length |~n|.
By comparison, the first scheme, “mixture plus dila-
tion,” requires a larger space hence the trace operation
and classical bits, but the evolution can be simulated the
same as pure state unitary evolution. While the “second
order” vector method does not require a larger space, but
the evolution becomes more complicated, e.g., the nor-
malization condition can be time-dependent. This shows
a tradeoff between them.
B. Infinite dimensional cases
Finally, we show that the simulation scheme can also
be generalized to infinite dimensional cases. As expected,
the dynamics is not for a collection of discrete particles,
instead it is for a field. The finite case above can be
viewed as a discretization of a field. A state |ψ〉 ∈ L2(R)
can be expanded in the position basis {|x〉} or momentum
basis {|p〉} for x, p ∈ R as |ψ〉 = ∫ dxψ(x)|x〉 or |ψ〉 =∫
dpφ(p)|p〉. The unitary evolution now becomes
iψ˙(x) = H(x)ψ(x), (29)
for H(x) = 〈x|Hˆ |x〉. In the position basis, the corre-
sponding “momentum” variable of ψ(x) is π(x) ≡ iψ∗(x),
also we can use Reψ(x) and Imψ(x) as in the discrete
case. With energy H =
∫
dxψ∗(x)H(x)ψ(x), the Hamil-
ton dynamics is
∂H
∂ψ(x)
= −π˙(x), ∂H
∂π(x)
= ψ˙(x). (30)
Different from a true classical field dynamics, here both
the dynamics of ψ(x) and φ(p) are needed, which nec-
essarily leads to the uncertainty relation on position op-
erator xˆ and momentum operator pˆ. Further, the infor-
mation contained by ψ(x) and φ(p) is just equivalent to
the well-known Wigner functionW (x, p). A SAC simula-
tor can be simply built by the Hamiltonian dynamics for
both ψ(x) and φ(p), and tomography can be performed
by technique to measure Wigner function.
This scheme can be further generalized to cases when
there are both discrete and continuous degree of free-
doms. The Hamilton’s equations then describe the dy-
namics of several coupled fields
∂H
∂ψi(x)
= −π˙i(x), ∂H
∂πi(x)
= ψ˙i(x) (31)
for energy
H =
N∑
i=1
∫
dxψ∗i (x)Hij(x)ψj(x), (32)
and x = x1 · · ·xN , Hij(x) = 〈i|〈x|Hˆ|x〉|j〉, and a Hamil-
tonian operator Hˆ acting on space L2(R
N ). In fact, this
can be employed to simulate the evolution of photons in
the linear optics setup studied in subsection IIIA when
the second-quantization feature of photons are consid-
ered. The metaplectic representationW relates to Hˆ such
that
W = e−itHˆ. (33)
This shows that a second-quantized system can also be
described in phase space. However, a further analysis of
nonunitary dynamics, e.g., Gaussian channels, would go
beyond the current scope of this work.
V. CONCLUSION
In this work two central problems have been studied:
first, whether it is possible to simulate quantum evolution
by classical means in a stronger sense, which is formal-
ized as strong analog classical (SAC) simulation; second,
whether such simulation can be efficient for specific quan-
tum processes. Our study shows that indeed quantum co-
herent dynamics can be described in phase space, which
is a standard framework for classical mechanics, hence
the quantum-classical distinction can be revealed by SAC
simulation. More important issue is efficiency, which is a
central concept in computer science rather than physics,
and we find that the locality in Hilbert space serves as a
sufficient condition for efficient SAC simulation.
We have constructed a SAC simulation scheme mainly
for continuous-time Hamiltonian evolution with ver-
ification requirement and analysis of simulation ac-
curacy. The scheme is generalizable to cover cases
of discrete-time evolution, nonunitary evolution, and
infinite-dimensional systems. Our simulation shows that
quantum dynamics can be treated as a set of compli-
cated, but geometrically concise, coupled classical dy-
namics; roughly, a bunch of complementary strings (set
of particles for the discrete case) driven by Hamiltonian
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dynamics. Compared with other frameworks, e.g., the
theory of contextuality [31, 32] or entanglement [1], our
approach is dynamical rather than kinematical or alge-
braic. However, our studies do not intend to make any
connection with the hidden variable theories, instead our
simulation is based on geometric quantum mechanics,
which has been a novel approach for many studies in-
cluding geometric phase.
The study of simulation efficiency manifests the role of
locality in quantum coherent dynamics. Two distinct no-
tions of locality can be separated by the SAC simulation:
dynamics with locality in real space cause problems for
efficient SAC simulations, while dynamics with locality
in Hilbert space permit efficient SAC simulations. The
locality in real space is more common in physics, yet the
Hilbert locality is less understood. The examples of linear
optical quantum computing and quantum walk demon-
strate the central roles of Hilbert locality in quantum
computing and quantum algorithms, which may bene-
fit the designs of new quantum algorithms. As well, at
present it is not clear whether Hilbert locality is neces-
sary for SAC simulation. The relation between these two
kinds of localities is also a worthy topic by itself.
We also made the efficiency separation between the
SAC simulation and other simulation methods, includ-
ing quantum simulation and classical digital simulation.
These comparison shows that the SAC simulation ac-
counts for simulation costs more completely, hence re-
vealing the quantum-classical distinction more faithfully.
Efficiency of classical simulations depends on the simu-
latee and the involved simulation methods. In the spirit
of resource theory, our study highlights the role of quan-
tum entanglement, especially global entanglement, due
to which a multipartite quantum system is preferred to
be treated as a whole instead of separable parts.
As well, our results also trigger the following question:
can the simulator be treated as a model of the true phys-
ical reality? This should be examined with care since,
e.g., the concept of spin does not really mean a particle
is spinning. However, this quests further investigation
to understand what quantum coherence actually is. In
addition, it would also be interesting and important to
explore other related problems, such as other verification
methods besides tomography.
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