Abstract. We establish bounds on the maximum entanglement gain and minimum quantum communication cost of the Fully Quantum Slepian-Wolf protocol in the one-shot regime, which is considered to be at the apex of the existing family tree in Quantum Information Theory. These quantities, which are expressed in terms of smooth min-and max-entropies, reduce to the known rates of quantum communication cost and entanglement gain in the asymptotic i.i.d. scenario. We also provide an explicit proof of the optimality of these asymptotic rates. We introduce a resource inequality for the one-shot FQSW protocol, which in conjunction with our results, yields achievable one-shot rates of its children protocols. In particular, it yields bounds on the one-shot quantum capacity of a noisy channel in terms of a single entropic quantity, unlike previously bounds. We also obtain an explicit expression for the achievable rate for one-shot state redistribution.
state redistribution [30, 31, 32] . It is hence evident that the FQSW protocol is at the heart of Quantum Shannon Theory. The FQSW protocol derives its name from its applicability to distributed compression, a problem which was solved in the classical case by Slepian and Wolf [33] . It is also referred to as state transfer [26] or the merging mother [34] . Note, however, that the family tree is not exhaustive since it does not cover all information-theoretic protocols. Also the tree structure is not unique, since, for example, it is possible to obtain the FQSW from state merging via superdense coding [34] .
Optimal rates of quantum information-processing tasks were originally evaluated in the so-called asymptotic i.i.d. scenario, i.e., in the limit of asymptotically many uses of the underlying resources, under the assumption that there was no correlation between successive uses. In other words, quantum channels employed in the protocols were assumed to be memoryless and entanglement resources were assumed to consist of states which were multiple copies (and hence tensor products) of a given entangled state.
In real-world applications, however, this assumption and the consideration of the asymptotic scenario is not necessarily justified. A more general theory of quantum information-processing protocols is obtained instead in the so-called one-shot scenario [27, 35, 36, 37, 38, 39, 40, 41, 42, 43] in which resources are considered to be finite and the information-processing tasks are required to be achieved only up to a finite accuracy. This also corresponds to the scenario in which experiments are performed since channels and entanglement resources available for practical uses are typically finite and correlated, and transformations can only be achieved approximately. The fact that the one-shot scenario is more general than the asymptotic i.i.d. one is further evident from the fact that optimal rates of protocols in the latter can directly be obtained from the corresponding one-shot rates. Further, one-shot rates also yield asymptotic rates for protocols involving correlated resources via the Quantum Information Spectrum method (see e.g. [44, 45] and references therein).
In this paper we focus on the one-shot FQSW protocol and evaluate upper and lower bounds on its optimal rates. In this protocol, one starts with a single copy of a tripartite pure state |ψ ABR , where the system A is with Alice, B is with Bob and R denotes the purifying reference system. The aim is for Alice to transfer the A-part of the state to Bob and at the same time generate entanglement with him. Alice and Bob can both do local operations on systems in their possession and Alice can send qubits to Bob. The minimum quantum communication cost, i.e., the minimum number of qubits that Alice needs to send to Bob in order to achieve the state transfer (up to a given finite accuracy) and the maximum resulting entanglement gain are referred to as the optimal rates of the one-shot FQSW protocol. Since this protocol is the one-shot version of the "mother of all protocols", it can be viewed as the most basic building block of Quantum Shannon Theory and is at the apex of the family tree of protocols.
The one-shot FQSW was first introduced in [25] and studied in [27, 43] . Moreover a classical-quantum version of it was treated in [36] . In [27] an expression for the achievable rates was obtained in terms of an unsmoothed min-entropy. However, the optimality of these rates or the analysis of the asymptotic case, was not addressed. In contrast, we obtain both lower and upper bounds on the optimal rate of one-shot FQSW. Our achievable rates are expressible in terms of smooth min-and max-entropies [46, 47, 49, 48] which have the advantage of directly yielding the known achievable rates of the FQSW in the asymptotic i.i.d. scenario (which are expressed in terms of the mutual information) [25] . Moreover, our one-shot results can be used to prove that these asymptotic rates of quantum communication cost and entanglement gain are indeed optimal [14] . Further we introduce a resource inequality for the one-shot FQSW protocol. This leads to resource inequalities and achievable rates for the one-shot "mother" and "father" protocols and their children. In this paper we list some of these, a more exhaustive study of all the children protocols being deferred to a forthcoming paper. In particular, we obtain upper and lower bounds on the one-shot quantum capacity of a noisy channel in terms of the same entropic quantity, namely a smooth max-entropy, unlike previously obtained bounds [38] . As shown in [56] , the FQSW protocol can be used as a primitive for state redistribution. Consequently, our results on the one-shot FQSW can be used to obtain an expression for the achievable rate for oneshot state redistribution. A more detailed analysis of this will be presented in [56] . The smooth min-and max-entropies appearing in our theorems have interesting properties and satisfy a series of useful inequalities (see e.g. Appendix A). These relations and a one-shot decoupling lemma are the main ingredients of our proofs.
The paper is organized as follows. We start with some definitions and notations in Section 2. In Section 3, we state our main results on the one-shot FQSW, the optimality of the rates of quantum communication cost and entanglement gain in the asymptotic i.i.d. scenario, and the bounds on the one-shot quantum capacity of a noisy channel. In Section 4 we introduce resource inequalities for the one-shot FQSW and some of its children protocols. Theorem 8, Theorem 9, Theorem 10 and Theorem 12, and the oneshot resource inequalities of Section 4, constitute the main results of this paper. Proofs of Theorem 8 and Theorem 9 are given in Section 5, while the one-shot decoupling theorem, which is employed in the proof of Theorem 8, is proved in Appendix B. In Appendix A we list various entropic inequalities which we use.
Notations and Definitions
Let B(H) denote the algebra of linear operators acting on a finite-dimensional Hilbert space H, and let D(H) ⊂ B(H) denote the set of positive operators of unit trace (states) on H. Furthermore, let D ≤ (H) denote the set of subnormalized states. Throughout this paper, we restrict our considerations to finite-dimensional Hilbert spaces and denote the dimension of a Hilbert space H A by |A|.
For any given pure state |ψ ∈ H, we denote the projector |ψ ψ| simply as ψ. 
Let I A denote the identity operator in B(H A ), and let τ A := I A /|A| denote the completely mixed state in D(H A ).
In the following we denote a completely positive trace-preserving (CPTP) map E : B(H A ) → B(H B ) simply as E A→B . Similarly, we denote an isometry U : H A → H B ⊗H C simply as U A→BC . The trace distance between two operators A and B is given by
where {A ≥ B} denotes the projector on the subspace where the operator (A − B) is non-negative, and {A < B} := I − {A ≥ B}. The fidelity of two states ρ and σ is defined as
Note that the definition of fidelity can be naturally extended to subnormalized states. The trace distance between two states ρ and σ is related to the fidelity F (ρ, σ) as follows (see e. g. [50] ):
where we use the notation F 2 (ρ, σ) = (F (ρ, σ)) 2 . For ρ ∈ D(H) and σ ∈ D ≤ (H) we also use the quantity
which was introduced in [51] and proved to be a metric. It is monotonic under any CPTP map E, i.e.,
Moreover, if ρ, σ ∈ D(H), then
The results in this paper involve various entropic quantities. The von Neumann entropy of a state ρ A ∈ D(H A ) is given by H(A) ρ = − tr ρ A log ρ A . Throughout this paper we take the logarithm to base 2. For any state ρ AB ∈ D(H A ⊗ H B ), the coherent information I(A B) ρ and the quantum mutual information I(A : B) ρ are defined respectively as
In addition to the above entropic quantities, we make use of the following generalized relative entropy quantity, referred to as the max-relative entropy, introduced in [52] :
Definition 2 The max-relative entropy of two operators ρ ∈ D ≤ (H) and σ ∈ B(H), σ ≥ 0, is defined as
We also use the following conditional min-and max-entropies defined in [46, 47, 48] :
. The min-entropy of A conditioned on B for the state ρ AB is defined as
Definition 4 For any 0 ≤ ε ≤ 1 and ρ ∈ D(H), we define the ε-ball around ρ as follows
. The ε-smooth min-entropy of A conditioned on B for the state ρ AB is defined as
We also use the max-entropy which is defined in terms of the min-entropy via the following duality relation [47, 48, 49] :
When ρ AB is a pure state, then
For any state ρ AB ∈ D(H A ⊗ H B ) the ε-smooth conditional max-entropy can be equivalently expressed as [48, 49] 
where
Moreover, for any ρ A ∈ D ≤ (H A ),
Other than the conditional min-and max-entropies, we also require the entropic quantity defined below.
where Π ρ AB denotes the projector onto the support of ρ AB . For any 0 ≤ ε ≤ 1, define
When the system B is trivial, we have
where Π ρ A denotes the projector onto the support of ρ A . We also use the following entropic quantity which is obtained by a different smoothing of H 0 (A) ρ . For any 0 ≤ ε ≤ 1 and any ρ A ∈ D(H A ), define
It follows from the Gentle Measurement lemma (Lemma 1) that ρ
Various properties of the entropies defined above, which we employ in our proofs, are given in Appendix A.
Main Results

Optimal rates for the One-Shot FQSW Protocol
In the one-shot FQSW protocol, one starts with a single copy of a tripartite pure state |ψ ABR , where the system A is with Alice, B is with Bob, and R denotes the reference system. The aim is for Alice to transfer the A-part of the state to Bob and at the same time generate entanglement with him. The protocol is referred to as an ε-error one-shot FQSW protocol, if for any given 0 < ε ≤ 1, the error in achieving this aim is at most ε.
Any ε-error FQSW protocol for |ψ ABR can be assumed to have the following form: Alice does local operations on the system A and sends a quantum system (i.e., qubits) to Bob, who then performs local operations on the quantum systems in his possession. The final state of the protocol has to be ε-close (in a sense specified below) to the state ABR but with the system A now in Bob's possession. Consequently, the initial entanglement between A and R has been transferred to Bob.
The following two theorems, which together give upper and lower bounds on the minimum quantum communication cost and the maximum entanglement gain of an ε-error one-shot FQSW protocol, constitute the main results of this section.
Theorem 8 (Achievability) Fix 0 < ε ≤ 1. Then for any tripartite pure state ψ ABR , there exists an ε-error one-shot FQSW protocol with an entanglement gain e 
The proof of this theorem relies on the one-shot decoupling theorem (Theorem 14) which is proved in Appendix B.
Theorem 9 (Converse) Fix 0 < ε ≤ 1. Then given a tripartite pure state ψ ABR , the quantum communication cost q (1) ε and the entanglement gain e (1) ε of any ε-error one-shot FQSW protocol satisfies the following bounds:
where ε : = 3(ε + 3 √ ε).
The proofs of Theorem 8 and Theorem 9 are given in Section 5.
Optimality of the rates in the asymptotic i.i.d. scenario
Here we prove how the known achievable rates for the FQSW in the asymptotic i.i.d. scenario can be recovered from theorems stated above. We also prove explicitly that these rates are indeed optimal [14] . Let ψ ABR n := (ψ ABR ) ⊗n and let q
ε,n and e
ε,n respectively denote the quantum communication cost and entanglement gain of an ε-error one-shot FQSW for the state ψ ABR n . Then the optimal rates of quantum communication and entanglement gain in the asymptotic i.i.d. scenario can be respectively defined in terms of q (1) ε,n and e (1) ε,n as follows:
and
Theorem 10 The optimal rates of quantum communication cost and entanglement gain for the FQSW protocol for a tripartite pure state ψ ABR in the asymptotic i.i.d. scenario are respectively given by the following:
Proof To prove the above theorem we make use of the following relation (Theorem 1 of [47] ):
and the following identity given by Lemma 16:
In the above, H(A) ρ := − tr ρ A log ρ A is the von Neumann entropy of ρ A , and
We first show that the upper and lower bounds for the quantum communication cost converge to the quantity
The first line follows from the definition of q ∞ in (24) . The second line follows from the upper bound for q (1) ε,n in Theorem 8. The third line follows from the identities (27) - (28) and the fact that (log δ )/n term clearly vanishes as n → ∞. Similarly, the lower bound for q (1) ε,n in Theorem 9 gives
Next, we can show that the upper and lower bounds for entanglement gain converge to the quantity 1 2 I(A : B) ψ . Similarly, from (25) and the lower bound for e (1) ε,n in Theorem 8, we have
Finally, the upper bound for e (1) ε,n in Theorem 9 gives
Optimal rate of one-shot quantum communication
Our result (Theorem 8) on the one-shot FQSW can be employed to provide a convenient characterization of the ε-error one-shot quantum capacity of a noisy channel, entirely in terms of the smooth max-entropy. We consider this result to be an improvement over previously obtained results [38] for reasons given in Section 4. Before stating our result we first describe the protocol of quantum communication that we are considering, and define the ε-error one-shot quantum capacity.
The protocol [38] : Given a quantum channel N A →B , let H M be an m-dimensional subspace of its input Hilbert space H A , and let 0 < ε ≤ 1 be a fixed positive constant. Alice prepares a maximally entangled state |Φ
and sends the part A through the channel N A →B to Bob. Bob is allowed to do any decoding operation (CPTP map) on the state that he receives. The final objective is for Alice and Bob to end up with a shared state which is nearly maximally entangled over M ⊗ M, its overlap with |Φ A A M being at least (1 − ε 2 ). There is no classical communication possible between Alice and Bob. In this scenario, the one-shot ε-error quantum capacity of the channel N A →B is defined as follows:
Definition 11 (One-shot ε-error quantum capacity) Given a quantum channel
and a real number 0 < ε ≤ 1, the one-shot ε-error quantum capacity of N A →B is defined as follows:
with D B→A being a decoding CPTP-map.
Theorem 12 For any 0 < ε ≤ 1, the one-shot ε-error quantum capacity of a noisy channel N ≡ N A →B , satisfies the following bounds
for some δ > 0 such that ε := 2 √ 5δ + 2 √ δ and δ = δ + 4 √ δ − 4δ, and ψ M denotes the state
In the above, U 
Proof The lower bound in (35) follows from the resource inequality (60) given in Section 4. The upper bound in (35) for the ε-error one shot quantum capacity Q 
Then an upper bound for Q (1) ε (N ) can be obtained as follows.
The first inequality follows from (37) , and the second inequality follows from the dataprocessing inequality for ε-smooth max-entropy (Lemma 18). It is interesting to compare Theorem 12 with Theorem 1 of [38] . In the latter, the lower and upper bounds on the one-shot ε-error quantum capacity were given in terms of different smoothed versions of the entropic quantity H 0 (A|B) ρ defined by (16) . The lower bound was given in terms of the quantity
is related to H ε max (A|B) ρ through Lemma 22, whereas the upper bound was given by an operator-smoothed version of [−H 0 (A|B) ψ M ] (see [38] for details). In contrast, our Theorem 12 has the advantage of being entirely given in terms of a single quantity,
We now consider the case of a memoryless quantum channel N A →B . Let us denote the output of n successive, independent uses of the channel, corresponding to the input state |Φ
Let Q (1) ε (N ⊗n ) denote the one-shot ε-error quantum capacity of the channel N ⊗n . The quantum capacity Q ∞ (N ) of a memoryless channel N , which is evaluated in the limit of asymptotically many uses of the channel, can be defined in terms of Q (1) ε (N ) as follows:
Next we prove how the known expression [6, 38] of the quantum capacity Q ∞ (N ) can be recovered from Theorem 12.
Theorem 13
The quantum capacity of a memoryless channel N is given by the following:
where ψ
ABE
Mn is defined in (40) , and I(A B) ψ Mn is the coherent information (8) of the state ψ Mn .
Proof Note that
The first inequality follows from the upper bound in Theorem 12. The second inequality follows from the fact that |A Mn | denotes the dimension of the Hilbert space on which the state ψ A Mn is supported and from Lemma 5 in Ref. [37] , which states that for 0 < ε ≤ 1 and
Similarly, from the lower bound in Theorem 12 we have
The second inequality follows since the maximization is over a smaller set. The last equality follows from the fact that (log δ )/n vanishes as n → ∞, and from the following relation (Theorem 1 of [47] ):
We can then obtain the lower bound for (41) by noting that I(A B) ψ Mn = −H(A|B) ψ Mn and using the standard blocking argument.
Resource inequalities and the children protocols
As shown in [17, 25] , the FQSW protocol in the asymptotic i.i.d. scenario can be conveniently expressed using a resource inequality [17, 18, 25] . Before stating it, let us briefly recall the notation used in the resource inequality (RI) framework and how one interprets the inequalities. For a more complete list of units, see [18] .
The original mother protocol (or quantum communication-assisted entanglement distillation), of which the FQSW is a generalization, is given by the following resource inequality [17] :
It states that n copies of a state ψ AB shared between Alice and Bob (with purification ψ ABR , where R denotes the reference system) can be converted into 1 2 I(A : B) ψ EPR pairs per copy, under the condition that Alice is allowed to communicate with Bob by sending him qubits at a rate 1 2 I(A : R) ψ per copy. Minor inaccuracies in the final state are allowed, provided they vanish asymptotically, i.e., as n → ∞. The one-shot analogue of the resource inequality (45) is given by (52) below. In contrast, the RI for the FQSW protocol is given by [25] 
In the above, U S→AB is an isometry taking the system S to AB and signifies that a state is distributed between Alice and Bob, whereas the identity map id S→B on the right hand side signifies that the same state is given to Bob alone. Thus the inequality expresses that Alice transfers her part of the initial state to Bob. More precisely, it states that starting from the state |ψ ABR ⊗n , Alice can transfer her part of the state (and hence also the entanglement that she shares with the reference system R) to Bob by using quantum communication at the rate of 1 2 I(A : R) ψ , and they can simultaneously distill EPR pairs at the rate 1 2 I(A : B) ψ . Again, minor inaccuracies in the final state are allowed provided they vanish asymptotically. The one-shot version of this RI is given by (47) . Note that resource inequalities provide statements about achievable rates of protocols, but do not ensure the optimality of these rates.
Next we state one-shot resource inequalities for the FQSW and some of its children protocols. A more exhaustive study of one-shot resource inequalities of all the different children protocols will be done in a later paper [55] .
The RI for the one-shot FQSW for the state |ψ ABR is given by
where the quantum communication cost q
ε and entanglement gain e
ε are given by
for some δ > 0 such that ε = 2 √ 5δ + 2 √ δ and δ = δ + 4 √ δ − 4δ. This follows directly from Theorem 8. Note that in (47) the notation ≥ ε is used to denote that we are considering ε-error one-shot FQSW.
The RI for the one-shot FQSW in (47) yields the following RI for the one-shot state merging protocol when combined with the RI for teleportation, 2
In the RI (50), the q (1) ε qubits of quantum communication which are employed at the start of the protocol are recovered at the end. Hence they play the role of a catalyst. Thus we can obtain the achievable entanglement gain (e 
ε ) in (50) can be also achieved using a one-shot state merging protocol without any catalyst, a result recently announced in [39] . That the quantity H δ min (A|R) ψ is optimal for the one-shot ε-error state merging protocol is further justified by a corresponding converse proof given in [39] . This leads us to write one-shot resource inequalities, modulo the consideration of the catalyst, as follows (for which we replace the symbol ≥ ε by ≥ ε ). State Merging:
The RI (47) for the one-shot FQSW directly leads to the RI for the one-shot mother for the state |ψ ABR (if one focuses on the entanglement distillation alone and ignores the additional task of state transfer which is required in FQSW): Mother:
From (52), we can obtain the RI for one-shot entanglement distillation by combining it with the RI for teleportation as follows.
Entanglement Distillation:
The quantities q
(1) ε and e
(1) ε appearing in (52) and (53) are given by (48) and (49) respectively. We thus obtain an achievable one-shot entanglement distillation rate in terms of the δ-smooth max-entropy [−H δ max (A|B) ψ ], modulo additional ε-dependent terms. Note that in [41] an expression for an achievable rate of the one-shot entanglement distillation, without any catalyst, was obtained in terms of H ε 0 (A|B) ψ , an entropic quantity defined through (17) .
Two children protocols of the mother are noisy teleportation and noisy superdense coding, which as their names suggest, correspond to teleportation and superdense coding with a general entangled state ψ AB . The one-shot resource inequalities for these protocols are easily obtained from (52) as follows: Noisy Teleportation:
(1)
Noisy Superdense Coding:
The second inequality in (54) follows from the RI for teleportation, whereas in obtaining the second inequality in (55) we have made use of the RI for superdense coding [18] :
It has been proved in [17, 18] that the entanglement gain and quantum communication cost for the FQSW protocol in the case in which asymptotically many copies of the tripartite state are shared between Alice, Bob and the reference, yield the entanglement cost and the quantum communication gain for the so-called father protocol, which is the protocol for entanglement-assisted quantum communication through a noisy channel. This is also the case in the one-shot regime, as explained below. Applying superdense coding after executing one instance of the father protocol allows us to trade quantum communication for classical communication and therefore results in one-shot entanglement-assisted classical communication through the noisy channel and yields a lower bound on the corresponding capacity. This mimics the method of determining an achievable rate for entanglement-assisted classical communication in the asymptotic scenario within the resource inequality framework [17, 18] . As is natural in the one-shot scenario, we allow for a finite error (say ε) for both the FQSW and father protocols.
Applying the one-shot FQSW protocol to the channel output state ψ ABE of the father protocol results in Bob and the reference system R sharing a state Φ RB0 (the superscript B 0 denotes the A 0 system has been transferred to Bob) which is ε-close to a maximally entangled state -the desired outcome of the father protocol. However, the FQSW protocol requires acting on the reference system, which is inaccessible to Alice and Bob.
Circumventing the problem of implementing the unitary U : Note that performing the unitary U on system A ≡ RB 1 in the one-shot ε-error FQSW protocol in (a) is equivalent to Alice performing U T on system A 0 A 1 (since RB 1 and A 0 A 1 are in a maximally entangled state) before employing her encoding isometry W . The resource inequality for the one-shot FQSW yields a resource inequality for the following entanglement-assisted quantum communication (or father) protocol. Alice initially shares two maximally entangled states -one (Φ A 1 B 1 ) with Bob, and the other (Φ A 0 R ) with a reference system R which is inaccessible to both her and Bob. The maximally entangled state Φ A 1 B 1 acts as a resource of prior shared entanglement between Alice and Bob. Alice's goal is to send the quantum system A 0 to Bob through a noisy quantum channel N A →B so that finally Bob shares a maximally entangled state with the reference system. To achieve this goal she does an encoding isometry W on the systems A 0 and A 1 in her possession (see Fig. 1(a) ). The output A of this isometry is subjected to the Stinespring isometry U A →BE N realizing the noisy channel N A →B . Let us denote the resulting pure state by ψ ABE , where A ≡ RB 1 . In order to see how one can relate the one-shot father protocol to the one-shot FQSW protocol, let us consider the state ψ ABE of the one-shot father protocol to be the initial tripartite state of an ε-error one-shot FQSW protocol.
The one-shot FQSW theorem (Theorem 8) tells us that there exists a unitary operator U A→B 1 R and an isometry V B 1 B→B 0 B , such that the state resulting from their successive actions, i.e., the state
is ε-close to the state
with the systems B 0 and B being in Bob's possession, and ψ B E being a purification of the state ψ E := tr AB ψ ABE ‡. The protocol corresponding to this theorem consists of performing the unitary U A→B 1 R on the system A and sending the system B 1 to Bob, who then performs the isometry V B 1 B→B 0 B on the composite system BB 1 . The number of qubits sent in the protocol is hence equal to log |B 1 | and the number of ebits distilled is log |A 0 | = log |B 0 | §. Note that at the end of the protocol, Bob shares a state with the reference system R which is ε-close to a maximally entangled state and thus by using the ε-error one-shot FQSW protocol on the state ψ ABE of the father protocol, the aim of the father protocol is achieved. Effectively, log |A 0 | qubits have been transmitted from Alice to Bob and this therefore quantifies the quantum communication gain of the protocol.
Note however that there is a caveat in the above argument. Since A ≡ B 1 R, the unitary U ≡ U A→B 1 R requires acting on the reference system R. However, R is inaccessible to Alice and Bob and hence the unitary cannot be implemented. This problem is easily overcome by noticing that performing the unitary U on system A ≡ RB 1 in the one-shot ε-error FQSW protocol in Fig. 1(a) is equivalent to Alice performing U T on system A 0 A 1 since RB 1 and A 0 A 1 are in a maximally entangled state. In this way, a complete one-shot ε-error entanglement-assisted quantum communication protocol with encoding W • U T and decoding V is established (see Fig. 1(b) ). Note that the entanglement cost of this protocol (i.e., the required prior shared entanglement between Alice and Bob) is log |B 1 | ebits, which is equal to the quantum communication cost of the one-shot FQSW protocol, and the quantum communication gain of the oneshot father protocol is equal to log |A 0 |, which in turn is equal to the entanglement gain of the one-shot FQSW. These considerations yield the following resource inequality for the one-shot ε-error father protocol through a noisy quantum channel N A →B : Father:
(56) ‡ Here the system B denotes the composite systems AB of the state ψ ABE . Furthermore, one can think of the state ψ B E to be identical to the state ψ ABE . § Note that in the setting of Fig. 1(a) , sending the quantum register B 1 to Bob is not necessary since it is already in Bob's possession.
Here ψ denotes the state |ψ
being a Stinespring isometry realizing the channel, and |ϕ AA being some pure state in H A ⊗ H A . The RI (56) for the one-shot father protocol readily yields a RI for the oneshot entanglement-assisted classical communication through a noisy quantum channel, which in turn yields a lower bound on the one-shot entanglement-assisted classical capacity. This can be seen as follows. Combining (56) with the resource inequality for superdense coding, yields the following resource inequality for one-shot entanglementassisted classical communication through a noisy channel N ≡ N A →B : Entanglement-assisted Classical Communication:
Combining (56) 
In (61) the last equality follows from the duality relation (11) between the min-and max-entropy. By using a decoupling theorem analogous to Theorem 14, we can prove that Q (1) ε is indeed an achievable rate for the one-shot ε-error quantum communication through the channel N , and this leads to the lower bound in Theorem 12.
Another important protocol, of which the FQSW is a primitive, is state redistribution. In its one-shot version, the protocol is as follows. Alice and Bob share a tripartite state ρ ABC , where Alice holds systems A and C, and Bob holds system B. Let the state ρ ABC be purified by a reference system R, the pure state being denoted as |ψ ABCR . The task is for Alice to transfer her system A to Bob while keeping the overall purification |ψ ABCR unchanged (possibly with the help of prior shared entanglement). Our results on the one-shot FQSW imply that Alice can achieve this task (up to a finite accuracy (1 − ε)) by sending
number of qubits to Bob, modulo an additional ε-dependent factor. The proof of this statement and its optimality will be presented in a forthcoming paper [56] .
Proofs of Theorem 8 and Theorem 9
Achievability proof of the one-shot FQSW protocol
The proof employs the following one-shot decoupling theorem which is proved in Appendix Appendix B for completeness. Various versions of the proofs can be found in, e.g., [38, 27, 43, 39] . Theorem 14 (One-shot decoupling) Fix 0 < ε ≤ 1, and ρ AR ∈ D(H A ⊗ H R ). Let A 1 A 2 be a decomposition of the system A. Define
where U be a unitary acting on system A. If
where dU is the Haar measure over the unitaries on system A.
Proof of Theorem 8: Fix 0 < ε ≤ 1 and a pure state |ψ ABR . For any 0 < δ ≤ 1 to be specified later, let Q be the operator for which the minimum in the definition
is achieved. Define
and let ψ AR Q , ψ A Q denote its reduced states. It follows from the Gentle Measurement lemma, Lemma 1, that shows that, for any δ ≡ δ +
there exists an isometry U A→A 1 A 2 such that if Alice acts on her share of the tripartite pure state ψ ABR Q with it and sends the system A 2 to Bob, then the state of the system A 1 , which she retains, is decoupled from the state of the reference system R, i.e.,
where Ω
is the reduced density matrix of the following pure state
Note that to send the system A 2 to Bob, Alice needs to transmit log |A 2 | qubits to Bob. We denote the resulting pure state by |Ω Q A 1 B 2 BR , where we have replaced A 2 by B 2 since it is now in Bob's possession.
Note that since Φ
is a purification of the state τ A 1 ⊗ ψ R Q , and all purifications are related by isometries, it follows from Uhlmann's theorem [54] that there must exist an isometry V B 2 B→B 1 B B , with H B 1 H A 1 , which Bob can employ on the systems B 2 and B now in his possession to obtain the following decoded state
such that it is ε-close to the optimal state Φ
Note that since the systems A 1 and B 1 are in a maximally entangled state, the protocol results in the generation of e
ε ebits of entanglement, where
The above inequality follows because
Further, the number of qubits that Alice needs to transmit to Bob is given by
Converse proof of the One-shot FQSW protocol
Proof of Theorem 9 Without loss of generality, any ε-error FQSW protocol for a tripartite pure state ψ ABR can be described by a pair of encoding and decoding operations (i.e., CPTP maps) (E, D) as follows:
(i) Alice's encoding operation E A→A 1 A 2 on the state ψ A = tr BR ψ ABR . Denote the state after Alice's operation by
where U 
with U
being a Stinespring isometry of D B 2 B→B 1 B B , such that
where |Φ A 1 B 1 is the maximally entangled state on systems A 1 B 1 .
By Uhlmann's theorem [54] , there exists a pure state ϕ
Combining (72) with the monotonicity of the trace distance under partial trace, we have
where 
We make use of the following lemma:
Lemma 15 Fix δ ≥ 0, and let κ := 2 √ ε, then
where Ω A 1 E 1 R is the reduced density matrix of the pure state defined in (69).
Proof Using (7), we infer from (74) that
where C(ρ, σ) is defined by (5) for any ρ ∈ D(H) and σ ∈ D ≤ (H). Furthermore, the monotonicity property (6) under partial trace yields
Then for any ω
where the first inequality follows from the fact that C(ρ, σ) is a metric and hence satisfies the triangle inequality. Further,
Applying the triangle inequality once again and using (76) and (78) yield
In other words, ∀ ω
, the following is true:
We then have
The first inequality follows because ω
The second inequality follows because we choose a particular R = ψ R . We can now obtain a lower bound for the one-shot quantum communication cost, q (1) ε , as follows. Let κ := 2 √ ε. Then, for any ε > 0 and ε , ε ≥ 0, we have
The first inequality follows from Lemma 20 of [48] . The second inequality follows from the chain rule for smooth max-entropy (Lemma 19). The third inequality follows from the fact that, for any (Lemma 17), and by a simple application of the duality relation (11) and Lemma 15, which yields
The fourth inequality of (80) follows from Lemma 21. The second equality follows from the duality relation (11) and the fact that, for any (Lemma 17). The final equality follows from the duality relation (11) and the fact that ψ ABR is pure. Therefore, by choosing ε = ε = ε and 2ε = ε + √ κ, we have
We can also obtain an upper bound for entanglement gain. We start with
The first equality holds because the systems A and A 1 A 2 E 1 are related by an isometry (Lemma 17). The first inequality follows from the chain rule for smooth min-entropy (Lemma 19). The second inequality follows from Lemma 15 and Lemma 20. The second equality follows from the duality relation (11) and the fact that Ω A 1 A 2 E 1 RB is a pure state. The last inequality holds because
We can then find a lower bound for H ε min (A 1 E 1 ) Ω on the right-hand side of (82) as follows:
ε .
The first inequality follows because (74) implies that τ
. The last inequality follows because H min (E 1 ) ϕ E 1 is non-negative, since ϕ E 1 is a state. Putting (82) and (83) together and choosing ε = ε = ε, we have
Conclusions and Discussions
In this paper we obtain bounds on the quantum communication cost and the entanglement gain for the one-shot FQSW in terms of smooth min-and max-entropies.
The one-shot FQSW can be considered to be at the apex of the existing family tree of protocols since it yields the optimal rates of the (asymptotic) FQSW, which in turn is known to be the mother of all protocols in this tree. We also employ our oneshot results to explicitly prove the optimality of the asymptotic rates. We introduce a resource inequality framework in the one-shot regime which yields achievable rates for the children protocols of the one-shot FQSW. We also obtain bounds on the one-shot quantum capacity of a noisy channel in terms of the same entropic quantity, namely a smooth conditional max-entropy, unlike previously obtained bounds [38] . Note that the entropic quantities characterizing the upper and lower bounds on the quantum communication cost for the one-shot FQSW are different. The reason behind this can be understood through the following examples pointed out to us by Berta et al [58] . For the case in which Alice and Bob initially share a state which is not correlated with the reference, perfect state transfer can be achieved without any quantum communication. This agrees with the lower bound on the quantum communication cost (in Theorem 9), which (modulo the ε-dependent factor) vanishes for such a state. In contrast, there exists examples of genuine tripartite entangled states (in which Alice's system is classically correlated with the reference) for which one requires the quantum communication cost to be of the order of the dimension of the Hilbert space of Alice's system. This in turn agrees with the upper bound on the quantum communication cost in Theorem 8.
In the above, S(A) ρ denotes the sup-spectral entropy rate which is defined as S(A) ρ := inf γ : lim inf 6) where H min (ω AE |ν E ) = −D max (ω AE ||I A ⊗ ν E ). The second equality in (A.6) follows from the duality relation (11) and the third equality follows from Proposition 3.1 of [42] (extended to subnormalized states), which states that for any tripartite pure state ω ABE , H min (ω AE |ω E ) = −H 0 (A|B) ω .
Here we provide a proof of the decoupling theorem, Theorem 14, for sake of completeness. Various versions of the proof can be found in, e.g., [38, 27, 43, 39] . Proof For any fixed 0 < ε ≤ 1, let ρ AR ∈ B ε (ρ AR ) and let
Since the unitary operator only acts on the system A, we have that σ R (U ) = ρ R . Similarly, taking the partial trace over A 1 on both sides of (62) yields σ R (U ) = ρ R . By the triangle inequality,
where the last inequality follows from the monotonicity of the trace distance under partial trace:
Now by Lemma 3.2 of [53], we have
where the last inequality follows because ρ A 1 R ∈ B ε (ρ A 1 R ). Substituting (B.2) into (B.1) yields . Continuing from (B.6),
The last inequality follows from Lemma C.2 of [27] which states that
Let ρ AR ∈ D ≤ (H AR ) and ω R ∈ D(H R ) be such that 9) where H C (A|R) ρ|ω is the quantum collision entropy of ρ AR relative to ω R : The last inequality in (B.9) follows from Lemma B.16 of [27] . Now suppose we choose log |A 13) where the last inequality follows from (B.12).
