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1. Problem Statement

4. Process

5. Results

● Ecologists record vegetation data by
hand onto physical paper-sheets.

Our pipeline reaches an accuracy percentage
of 47.8% on average, with an increase to
67.6% on the second guesses.

● Historical Forest Data is inaccessible for
further analysis and research.

Original data format

2. Motivation
Vegetation and soil
condition data from the
Sun Valley, Idaho area
has been collected by
hand and is laying into
dusty filing cabinets.
The goal of this project
is to digitize the data
forms to make them
available for future
scientific research.

Ste 1. Identifying sub-fields in the
form
- Extract sub-fields
from the form using
the OpenCV library.

● Processes image.
● Recognizes ASCII characters in the
provided image.
● Extracts the character and saves it into a
machine-encoded text.

Field

Step 2. Bounding box around single

image courtesy of: https://cloud.google.com/vision

Forest Service Database
We created a SQL database to store the data
yielded by the pipeline and SQLAlchemy to
communicate between our Python code base
and the SQL database.

image courtesy of:
https://hackersandslackers.com/series/masteringsqlalchemy/

characters
- Crop the image around each single
character to feed to the model.

Individual Cells

Field

3. Optical Character
Recognition (OCR)

As a comparison, we implemented the Google
Cloud Vision API into our code base and ran it
on our data reaching an average of 61.2%
accuracy score.

Step 3. Create CSV file
- We store the RGB value of all the singlecharacter images into a CSV file.
- The CSV file is fed into a pretrained character
recognition model.
- The model outputs an ASCII character guess for
each image trained on the EMNIST Dataset.

EMNIST 0-9, A-Z and a-z

6. Future Development and Challenges
Implement second guess selection to improve guesses of characters when we know
the ones we received are wrong. Such as the above ‘examiner’ field.
Implement further checks on the output to improve overall performance. For
example, implement a system to parse month, day, and year for the ‘date’ field.
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