Abstract-Video streaming is one of the most important applications that will make use of the high data rates offered by 4G networks. The current video transport techniques are already very advanced, and the more immediate problems lie in the joint optimization of video coding, AL-FEC, and PHY rate selection with the goal of enhancing the user perceived quality. In this work we provide an analysis of video broadcast streaming services for different combinations of layered coding and AL-FEC, using a realistic LTE PHY layer. Our simulation results show that the scalable content adaptation given by Scalable Video Coding (SVC) and the scheduling flexibility offered by the 3G-LTE MAClayer provide a good match for enhanced video broadcast services for next generation cellular networks. Our proposed solution is compared to baseline algorithms and broadcast systems based on H.264/AVC streaming solutions. We emphasize the system quality improvement brought by our solution and discuss implications for a wide-scale practical deployment.
I. INTRODUCTION
Wireless broadcast video streaming is one of the most important services offered by the next generation of cellular networks. Adaptability to the time-varying channel conditions and robustness against channel losses have an impact on the reliability of the video transmission, and hence on the video quality perceived by the end users. The more immediate problems related to the current advanced video transport techniques lie in the joint optimization of the coding techniques used to compress the streamed video and to protect it against channel erasures, and the channel rates available at the base stations to transport the video packets.
At the application layer, H.264/SVC can be used to compress the video so as to support heterogeneous devices and heterogeneous sets of users, by enabling a source transmit a video stream composed of multiple quality layers. In addition, at the application layer such a video stream can be protected against channel erasures through the use of Forward Error Correction (FEC) techniques. In contrast to ARQ-based techniques, they avoid the extra delays incurred by packet retransmissions. At the physical layer, adaptive modulation and coding schemes are crucial for broadcast video streaming, since they allow a base station to select different channel rates to transmit the video layers. This provides different video quality levels to a heterogeneous set of users, with respect to their channel conditions, increasing the utility of the overall system. This is appealing given that currently, all multicast packets are inefficiently transmitted at low order modulation and coding schemes, to serve even the users located far from the base station.
In this paper, we design heuristic cross-layer algorithms which make use of higher order modulation and coding schemes for higher quality video layers, to provide differentiated service quality to a heterogeneous set of users, thus improving the overall video quality. To do so, we solve the problem of jointly optimizing the number of scheduled video layers, AL-FEC, and modulation and coding schemes for a broadcast streaming application, based on a mathematical cross-layer framework.
The goal of our framework is to minimize the overall video distortion perceived by the end clients (e.g. mobile phones, PDAs, laptops), making use of:
• the video quality scalability offered by the H.264/SVC codec at the application layer; • unequal error protection at the application layer (AL-FEC), which increases the robustness of the transmitted information to channel errors; • the flexible MAC layer scheduling offered by 3G-LTE (different modulation and coding schemes, MCs), realized both in time and frequency domains using OFDMA, to provide efficient broadcast video streaming solutions in a cellular system.
The contributions of this work can be summarized as follows:
• we define a cross-layer optimization framework for a streaming broadcast system based on the optimization of the overall system perceived distortion; • We derive a heuristic approach for: 1) the computation of the best modulation and coding schemes for each user; 2) the assignment of the modulation and coding scheme to each single video layer scheduled for transmission; 3) the computation of AL-FEC redundancy required for each video layer, taking into account the channel constraints; • We perform exhaustive simulations for a wide range of settings in order to validate our framework; • We compare our solution to other broadcast solutions based on H.264/AVC.
• We discuss a possible system architecture based on our cross-layer framework, in which we can implement our algorithm as a module at the base station in a cellular system; • We further discuss issues related to a possible wide-scale deployment of our broadcast system by a mobile operator. The remainder of the paper is organized as follows. In Section II we report on the related work. In Section III we introduce our cross-layer framework and discuss the optimization problem. Section IV presents our heuristic approach to solve the optimization problem. Our delivery architecture is presented in Section V and the simulation setup and results are provided in Section VI. A short discussion on the practical issues to be evaluated in a real deployment is given in Section VII and we conclude the paper in Section VIII.
II. RELATED WORK
In advanced wireless technologies such as 3GPP/LTE [1] , [2] , broadcast video streaming is considered to be one of the most important applications that need to meet the requirements and capabilities of a wide range of mobile devices, with respect to available computing resources, power consumption, spatial resolution of the screen, rate, etc. Scalable Video Coding (H.264/SVC) [3] supports heterogeneous devices and users with different channel conditions by allowing a source (server) to send a video with scalability provided in either the temporal, spatial, or quality domain [4] . In order to provide protection to the video packets against losses, several FEC techniques have been proposed for broadcast scenarios. Raptor Codes [5] , one of the first known classes of fountain codes with linear time encoding and decoding, offer a widely used and highly efficient FEC solution. It has been adopted in 3GPP for mobile cellular wireless broadcast and multicast applications and is also used by DVB-H [6] standards for IP datacast to hand-held devices. The FEC redundancy sent alongside with the original packets can be increased for the most important video layers (Unequal Error Protection, UEP), outperforming regular robustness schemes [7] , [8] . In general, the video transport techniques adopted by the standards for broadcast video streaming applications in cellular networks are very advanced. At the same time, several cross-layer studies for robust scalable unicast/broadcast video transmission over WLANs have been proposed, e.g. [9] , showing that real-time video quality can be improved by cross-layer signaling [10] . Studies on how to determine which PHY layer modulation and coding scheme the base station should use to broadcast packets were recently presented in [11] , but they mainly focus on ARQ-based protection mechanisms rather than FEC techniques.
In this work, we propose a heuristic cross-layer framework which provides differentiated service quality to a heterogeneous set of users in a cellular environment. Our framework is designed to improve overall video quality, optimizing the joint use of scalable video coding, AL-FEC, and modulation and coding schemes. The optimization framework is based on a theoretical distortion model encompassing both the source video distortion and the influence of channel errors. We also present novel algorithms for solving our optimization problem in a tractable way, by isolating the most important factors influencing the distortion metric. Finally, our results open interesting discussion points related to the practical deployment of our proposed broadcast system by a mobile operator.
III. MODEL

A. System Model
We consider a wireless video broadcast system in which a base station delivers video content to N clients inside its coverage area. The channel used for the transmission has a capacity of C symbols per second, which can be translated into an application rate, based on the modulation and coding scheme (MC i ) used for transmission. We assume that the base station can choose the appropriate MC i out of a set of available schemes MC = {MC i |1 ≤ i ≤ M }. Then, the channel capacity C i used for transmission is a function of the application rate ρ i and the modulation and error correction code rate used by the chosen MC i :
Each client j in the coverage area of the base station can decode the transmitted information sent with MC i with a certain error probability p i,j ≤ 1, based on the observed signal-to-noise ratio of its down-link channel. We assume that the base station obtains feedback about the SNR levels for all its clients and, based on the SNR, can estimate the loss probability observed by each user, for each of the available MC schemes.
The video stream broadcasted by the base station is encoded into L scalability layers using a scalable video encoder, i.e., one base layer, containing the most important video packets for a minimum video quality, and L − 1 enhancement layers, each one further improving the quality over the lower layers. We assume that video layer k, of rate ρ k , can only be decoded at the clients if all lower video layers are successfully decoded, and that each video layer can be truncated before transmission, based on the total available channel rate. The base station has the flexibility of choosing an appropriate MC(k) for each individual transmitted video layer k. Furthermore, it can protect each layer k against channel errors through an application layer forward error correction scheme F EC k . Finally, we assume that the wired backbone link between the application server, providing the video content, and the base station is over-provisioned and lossless.
B. Video Distortion Model
We represent the end-to-end video distortion, as perceived by one media client j, as an additive metric D j depending on both the source distortion and the channel distortion (in terms of MSE). Thus, the received video quality depends on the lossy encoding of the media information (D S ) and on the amount of packet loss experienced in the network during the video transmission (D L ).
The source distortion D S depends on the total video rate R v (l) of the l ≤ L video layers scheduled for transmission by the server. If f k ∈ [0, 1] represents the truncating factor of video layer k, then R v (l) = l k=1 f k ρ k . In contrast, D L is roughly proportional in average to the number of lost pixels/video elements. As network packets contain in general data referring to the same amount of video information (e.g., one frame, one slice, or one encoded video layer of a frame), the channel distortion is proportional to the number of lost packets, and is differentiated by the importance of the video layer containing the lost packets [12] . If R v (l) is the video rate scheduled for transmission, we can explicitly formulate the video distortion metric as:
where D S (l) can be computed based on the encoding parameters and our transmission assumptions, using a linear approximation for truncated layers. π j k represents the loss process affecting the transmission of video packets belonging to layer k after FEC decoding, at user j, and λ is a video sequence dependent constant. In our transmission context, packets from different video layers k are transmitted using potentially different modulation and coding schemes MC(k) and are protected by different amounts of FEC (application layer unequal error protection -F EC k ), hence π k differs from layer to layer.
Finally the total distortion of our broadcast scenario can be computed as the sum of the individual distortions perceived by all users in the system:
Note that the total distortion of our broadcast scenario depends on the total number of clients in the system N , and their respective channel conditions SN R j , 1 ≤ j ≤ N , the number of video layers transmitted l, the chosen modulation and coding scheme for each video layer MC(k), 1 ≤ k ≤ l, and the amount of application layer FEC added to each layer
We validate the distortion model through video experiments, using more encoded video sequences with 300 frames, using the JSVM encoding software [13] . Due to space constraints, we omit the validation results in this paper. However, we refer the interested reader to [14] for a complete discussion of these results.
C. Unequal Error Protection
We use a systematic error correction code which protects each block of s video packets by adding n − s redundant packets, hence creating a FEC block F EC(n k , s k ) for each video layer k. We assume that the s video packets can be reconstructed as long as no more than n − s packets are lost from the transmitted FEC block. The average loss probability as seen by video layer k packets after FEC decoding can be computed as:
where e i (n, s) is the probability of losing at least n − s + 1 packets from the FEC block, out of which exactly i packets are video packets. Assuming an independent model for the channel packet losses, e i (n, s) can be easily computed:
In streaming applications, where transmission delay should be kept small, it is common to form short-to-medium length FEC blocks, based on independent blocks from the video bitstream, e.g., s could represent the number of packets in one GOP of one scalability layer in the encoded bitstream.
D. Optimization Problem
Finally, we formulate the optimization problem. We are interested in finding the optimal broadcast strategy at the base station, which minimizes the total video distortion perceived at all the clients, under a given channel capacity constraint. With this respect we must find the optimal number of video layers to be transmitted, the appropriate modulation and coding scheme for each video layer, and the right amount of AL-FEC protection for each transmitted layer. We aim at optimizing out broadcast strategy periodically, in order to reflect the changes in the overall system, be it number of users and their respective channel conditions, availability of different modulation and coding schemes, or changes in the video stream parameters.
Formally, our optimization problem can be stated as follows. Given the total number of users N and their respective channel conditions SN R j , ∀j ≤ N , the available modulation and coding scheme set MC = {MC i |i ≤ M }, the statistics of the video bitstream ρ k , ∀k ≤ L and s, and the channel capacity constraint C, find the optimal resource allocation tuple (l,
under the total channel rate constraint:
Given the dependency of the distortion metric on so many parameters, the optimization problem can become intractable even for small broadcasting scenarios. Hence, in the following section, we detail our fast heuristic approach solving this problem.
IV. ALGORITHMS
In this section we present our heuristic approach and algorithms to solve the optimization problem. Our solution is based on decoupling the factors that influence the behavior of the distortion metric D, and analyzing them separately. Namely, we take three steps in our proposed approach: 1) First, we compute the best operational modulation and coding scheme MC j and its associated packet loss probability p j , for each individual user j, based on the channel conditions SN R j . Given MC j , we can compute the subset of modulation and coding schemes that can be used by the broadcast system for transmission, that are decodable by user j. 2) Next, we compute the appropriate assignment of modulation and coding schemes MC(k) for each transmitted video layer k, based on the first step. We assume that a video layer k transmitted with MC(k) can be decoded (possibly with some errors) by all users j that support a better or equal MC j , and hence reduces the video distortion for these users. All other transmitted video layers are considered to be undecodable by users j. 3) Finally, once the modulation and coding schemes are assigned to each scheduled video layer, we assign the appropriate amount of application layer FEC to each of the layers, taking into account the channel capacity constraint and the trade-off between source and errorcorrection rate.
A. Selection of the operational MC scheme MC j We derive a simple selection algorithm which, based on the SNR level of each user j, assigns an operational MC scheme MC j , for each active user j. Considering the same desired throughput as perceived by the user j, we compute MC j as the MC scheme that utilizes the smallest channel symbol rate. Let r be the desired unit throughput at the application layer, as perceived by user j. In case the base station uses a given modulation and coding scheme MC i for data transmission, user j experiences a packet loss probability p i,j = g(MC i , SNR j ). Hence, the base station will require an average application layer bandwidth b j = r 1−pi,j in order to relay a useful rate r to user j. In turn, the total channel capacity needed to transmit b j is C j = f (b j , MC i ). The operational MC scheme is chosen to be the one that minimizes the channel use C j . Algorithm 1 represents the pseudo-code of the algorithm.
Algorithm 1 Selection of best MC j for user j.
Input: channel condition at user j, SN R j , set of available MC schemes, MC, packet loss probability for each MC scheme, p i,j = g(MC i , SNR j ), ∀MC i ∈ MC; Procedure: MC selection for user j Compute the application layer bandwidth
Compute the operational MC scheme MC j = arg min MCi∈MC C i,j ; Output: best operational MC scheme for user j, MC j .
The algorithm requires a single pass through all available MC schemes, in order to compute MC j . If the set MC is ordered in increasing order of complexity of the MC schemes, the algorithm will stop faster. The transformation f between the channel symbol rate and the application layer rate is a known function, depending on the modulation coding scheme and the channel code rate used in each MC scheme. The packet loss probability p k can be computed for each MC scheme, based on the user SNR level. Function g(.) can either be modeled from wireless channel models (Figure 3 ) factoring in the mobility and the effect of temporal channel variations, or can be empirically discovered through field tests [15] , [16] . The user channel conditions SN R j can be computed at the base station under a symmetric channel assumption, or can be observed either through the feedback control channel, or through separate feedback mechanisms.
B. Selection of MC(k) for each video layer k Algorithm 1 determines the user subset S MC(k) which can decode a given modulation and coding scheme MC(k). Keeping this in mind, we next present our algorithm for assigning an appropriate MC scheme for the transmission of each video layer, given the total channel capacity constraint. Our algorithm starts by assigning the lowest MC scheme (supported by all users) to all video layers until the channel capacity is filled. Then we increase the MC scheme sequentially for each layer, and we asses the benefit of this action by looking at the trade-off between the extra video quality achieved by saving channel capacity using higher MC schemes, and the number of users that are able to decode the video information. Algorithm 2 presents the sketch of our proposal.
Algorithm 2 Selection of MC(k) for each video layer k.
Input: Video layer rates ρ k , ∀k ≤ L, available MC schemes MC, ordered user subsets S MC(k) , channel capacity C; Procedure: MC selection ∀ video layers. Initialization: video layer k = 1, MC index i = 1; Assign MC(u) = i to all video layers u ≥ k up to channel capacity; Update l based on the assignment of the MC(u);
Test MC(u) = i for all video layers u ≥ k up to channel capacity; Update l based on the assignment of MC(u);
The algorithm attempts to assign ever higher MC schemes to all video layers starting with the base layer in order to save channel capacity, and fit more application layer data within the channel constraint. The optimal point lies in the trade-off between the number of users that are able to decode the higher modulation scheme and increase their received video quality, and the number of users that are only able to decode the lower video layers transmitted at a lower MC scheme. The algorithm starts by computing the appropriate MC scheme for the base layer, and then for the subsequent enhancement layers. Once the MC scheme of one video layer is fixed, the MC scheme for all remaining higher layers is considered to be at least as high. Since the distortion metric while computing the appropriate MC scheme for a give video layer k is a concave function (the number of users receiving an increased video quality is decreasing, while the number of users unable to decode is increasing), the algorithm will converge quickly to the final solution. The worst case complexity is O(LM ).
Depending on the system constraints, the algorithm can easily be adapted to fix the MC scheme for the video base layer such that all users in the system are able to decode, and obtain a minimum video quality. In this case, the algorithm is run only on the remaining video enhancement layers, taking into account the remaining channel capacity. Otherwise, the MC scheme of the base layer can be optimized as well, case in which an arbitrary penalty distortion value should be attributed to all users that cannot decode any of the video layers (users dropped).
C. Computing the AL-FEC for the transmitted video layers
Once we have established the appropriate MC scheme for each video layer, we need to establish the final transmission scenarios in which we protect the video information with application-layer FEC. To this end, we explore the trade-off between sending additional video layers, or better protecting the already scheduled layers, given the total available application rate. The MC scheme used for each video layer defines the channel capacity needed for transmitting the respective video layer. We associate to each MC k chosen for layer transmission the packet loss probability p k of the worst user assigned to the given subset S MC(k) . Within this framework, we present a fast algorithm, which explores at each optimization step the trade-off between adding another video layer for transmission, or increasing the FEC protection of the previously scheduled layers. The decision of the algorithm is taken based on a utility function which assesses the decrease in overall video distortion of these two actions. The output of the algorithm consists in the number of video layers scheduled for transmission and their associated rate, plus the amount of additional FEC protection to be scheduled for each layer. 1 
V. ARCHITECTURE
In this section we present the delivery architecture. Starting from the left side of Fig. 1 , we consider a video encoded in H.264/SVC format at the streaming server. The quantization points, hence the encoding rates, and the number of quality layers, the GOP (Group of Picture) size and the frame rate of the video are selected a priori inside the SVC and FEC coding module. The additional packets provided by the FEC(n,s) redundancy inside the coding module increases the robustness of the video layers against channel erasures and is set high enough to allow the users to recover from losses in the worst channel conditions. At this stage the encoded video to be streamed is made of as many sub-streams as the number of quality video layers specified at the server, with additional FEC redundancy to be sent alongside with the original video packets. The video stream then is transmitted through the core network to the base station(s). A base station, when receiving the stream, extracts and buffers the sub-streams (quality video layers) with the corresponding FEC redundancy. Based on the broadcast channel feedback messages, i.e. packet erasure rates experienced by the users and available broadcast channel capacity, the base station performs the selection of the MC scheme and the amount of AL-FEC protection for each sub-stream that is scheduled for transmission (Fig. 2) . Terminals with bad channel conditions (low SNR values) can successfully receive only packets sent with low order MCs, while users with good channel conditions can decode packets sent also with higher MCs. Low channel rates require more time to transmit the video packets, thus the channel capacity is eventually reached before the transmission of all the video layers. High channel rates allow to transmit the video layers and the FEC redundancy, requiring lower channel capacity. However, the drawback stands in the fact that users with bad channel condition cannot benefit from such high order transmission schemes. Thus, the base station is in charge of selecting the most suitable combination of MCs to be used for sending the video layers so that to minimize the overall video distortion perceived by the set of end users participating in the video streaming session.
VI. SIMULATION RESULTS
A. Simulation Setup
As shown in Fig. 1 , the news qcif video sequence is encoded at the server in H.264/SVC format, using the JSVM software [13] . The quantization points are selected so that the base layer (BL) is sent with rate (at the application layer) of 80 kbps, the first and the second enhancement layer are sent with rate 100 (EL1) and 160 kbps (EL2), respectively. The amount of FEC redundancy to be provided at each video layer is computed on a per GOP-basis, where the GOP size is set to 16 and a GOP is composed of one I frame and 15 P frames. The frame rate is set to 30 frames per second. λ, the video sequence dependent constant to be used to compute the video distortion (MSE) in our experiments, is set to 354.8 [14] . Table I presents the set MC of MCs that can be used to transmit the video layers at the base station, along with their channel capacity mapping function f (.). The function is expressed as a multiplication factor from channel capacity to application rate. The set MC in Table I is a representative subset picked from Figure 3 , which presents the user PER for multiple MC schemes, at various SNR levels, in a LTE static scenario with an AWGN channel. In order to take user mobility and channel time variations into account, starting from the data in Figure 3 , we derive error probabilities for the users for their operational MC scheme as discussed in Section III.
We map each video layer rate to the channel rate of the selected MCs in Table II . Hence, we present the amount of symbols per second required by each transmission scheme to send the base layer and the two enhancement layer into the channel; the conversion from application layer rate (kbps) to channel rate (ksymbols/s) for each MC is computed based on the bits-to-symbol factor in Table I .
B. Impact of user distribution and channel capacity
In this section we investigate the impact of the user distribution when varying the maximum channel capacity according to the video rates in (Table II) . We consider a base station broadcasting the video stream to N = 100 users, with user distributions as reported in Table III . In our experiments we use 3 user distributions: left, i.e. most of the users can successfully decode packets only if sent with low order MCs (e.g., most users are considered to be far from the base station, hence they experience a low SNR), middle, i.e. most of the users can decode packets only if sent with MCs in the middle of the set or lower, right, i.e. most of the users can decode packets sent with high order MCs (e.g., most users are close to the base station and experience good SNR levels). The cumulative distribution of users that benefit from the use of any MC is reported in Table III . Middle Right  1  100  100  100  2  60  95  99  3  35  85  98  4  20  50  95  5  10  15  80  6  5  5  50 Next, we show the performance of our heuristic algorithms, for each user distribution. We explore the cases when the base station optimizes the transmission of the base layer at the expense of dropping some of the users (Fig. 4 (a),(b),(c) ), and when it decides to serve all users with minimum video quality at least, e.g., fix the MC of the base layer to the lowest MC in MC (Fig. 4 (d),(e),(f) ). In the plots we show the system average video distortion (MSE), i.e. the average of all individual distortions perceived by the clients, while varying the channel capacity. Given the channel rates in Table II , we span the channel capacity region of [100-800] ksymb/s when the base station might take the decision to drop users with weak channel conditions, and the region [500-1500] ksymb/s when all users are served. We compare our proposal to a worst-user based solution, when the base station prioritizes the worst user in the cell, and to an ideal case where each user can be served with a single unicast stream with the same capacity of the broadcast channel. Thus, the ideal case can be seen as a multiple unicast streaming session, where each single unicast channel has the same channel capacity of the broadcast channel, without being shared among users.
MC Left
Starting with the analysis of Figure 4 (a),(b),(c), dropping users belonging to lower order MCs is clearly beneficial in terms of overall video distortion (normalized on the number of effective receivers), with striking gains when most of the users can decode higher MCs (Figure 4(c) ). The decrease in distortion is smoother when users are distributed uniformly (Figure 4(b) ) and when a large set of users receives at lower order MCs (Figure 4(a) ). Each curve starts from a channel capacity that depends on the channel rates of each MC, as specified in Table II . E.g., 400 ksymb/s is the minimum channel capacity for serving all users so that to meet the requirement of sending the whole base layer at MC1 with additional FEC packets. However, it is important to consider both the impact in terms of MSE gained and the number of users dropped when the base station might decide to discard users, and where the trade-off strictly depends on the requirements of the streaming application. Thus, we report in the legend of the plots the number of users dropped by the base station, in order to emphasize that the action taken to decrease the overall distortion comes with a cost in terms of number of users discarded. A more detailed prospect is provided in Table IV , where the channel capacity is fixed at 400 ksymbols/s, and the average video distortion achieved when dropping users is reported with the amount of users discarded. Moreover, to complete the picture, we report the FEC required per GOP for each combination of MCs.
We next discuss Figure 4(d) ,(e),(f), i.e. when all users are served by the base station. As expected, when most of the users can be served with low order MCs (Figure 4(d) ), our algorithm sticks to the performance of the worst-user based solution. In fact, among all the possible combinations of MCs, the algorithm selects constantly MC1 for sending all the video layers, as shown in Table V . This is due to the fact that only a small set of users can benefit from the use of higher order MCs, thus the overall amount of distortion strictly depends on the majority, i.e. users successfully receiving with MC1. However, as shown in Figure 4(a) , the base station can choose to drop a percentage of users so that to serve only the best users with a significantly improvement in terms of video distortion, but at the cost of discarding a high percentage of users. As soon as users are more uniformly distributed in terms of MCs (Figure 4(e) ), by using our algorithm the overall video distortion drops towards the ideal case, sticking to it when users are mostly using higher order MCs (Figure 4(f) ), from channel capacity 600 ksymb/s. The overall progression of our algorithm with respect to the selection of the MCs to use for sending the video layers for each user distribution, when all users are served, is also reported in Table V . With user distribution left the algorithm keeps using MC1 for streaming the video, while with distribution middle and right the algorithm keeps MC1 for sending the base layer, so that to serve the users with worst channel condition with the base video quality. Higher order MCs are selected for sending the enhancement layers, so that to provide higher video quality to the users with good channel condition. At a channel capacity above 1500 ksymb/s, according to our scenario, all the video layers can be sent with MC1, without being truncating, together with the additional FEC packets. Regarding the amount of FEC required when selecting the combinations of MCs in Table V , only the base layer is protected with 2 redundant packets per GOP (FEC(18,16) ). This is also due to the relatively low packet error rate that we consider for the users, and is in line with our previous results reported in [14] . 
C. Comparison with AVC-based solutions
Finally, we compare the performance of our SVC-based algorithm with a AVC-based streaming solution, when the base station broadcasts different independent video streams for users with different channel qualities. Three copies of the same video stream are built based on H.264/AVC from the same QCIF video sequence considered above, so that the encoding rates are 80, 240 and 340 kbps, respectively. We set the channel capacity to 500 ksymb/s, and we let the base station select which MC to use to broadcast the 3 bitstreams so that to meet the channel constraint and to provide the minimum overall video distortion. Making sure that all the users at least can get the first bitstream (80 kbps), the remaining channel capacity can be allocated to transmit in parallel a second bitstream (240 kbps) and eventually a third bitstream. This means that the base station will store multiple copies of the same video stream (additional storage and capacity cost) and each user will play only the best stream that fits its channel condition. In Table VI we report three bitstream-switching solutions based on H.264/AVC and one solution based on H.264/SVC for the mentioned setting, varying the user distribution.
The bitstreams (AVC) or quality layers (SVC) are sent with MCs reported in the second column of the table as first, second and third video stream (for the SVC solution, EL1 and EL2 are sent with MCs 1 for user distribution left, 3 for the middle and 4 for right one). From the table we draw the conclusion that sending one scalable stream provides in average a better video quality, due to the more efficient usage of the channel capacity. Sending multiple AVC streams reduces the number of solutions that can be used to meet the channel constraint, which moreover leads to further increasing the number of users receiving a stream with lower video quality than expected. Similar results were obtained for different settings, and are omitted here due to space constraints. In the previous sections we detail our proposal for a wireless broadcast system for scalable video streaming. Our evaluation concentrates on emphasizing the theoretical characteristics of this system, and simulate its behavior. Our conclusions open the discussion for more practical issues which must be evaluated in the case of a real deployment of our proposal:
• Coverage area of the broadcast system: When choosing an appropriate MC scheme for the video broadcast, we implicitly shape the maximum size of the cell in which the broadcast can be successfully received. Field information on the placement and coverage area of the base stations of a cellular operator offering such a service could lead to a more informed analysis of the trade-offs involved.
• Number of users served/number of base stations involved:
The broadcast decisions taken by our algorithm influence the total number of users that can decode the broadcast stream. For higher MC schemes, only the users with the better SNR levels, hence closer to the base station, are able to decode the video information. Hence, for coverage preservation, a cellular operator would have to increase the density of base stations offering this service. Insights on the implementation and operational costs of such a deployment would bring an additional dimension to our proposal.
• Realistic user density models and SNR levels: In our simulations we present results for three different user spatial distribution scenarios, when a majority of users have good SNR levels, e.g., are close to the base station, have medium channel quality, or poor channel quality, e.g., are further away from the base station. For each of these cases, our mechanisms adapt and choose an appropriate transmission strategy, such that the overall system is optimized. Real data regarding user spatial distribution and user SNR levels would increase the value of our experiments from the quantitative point of view.
• Different video scalability dimensions: In our analysis we only consider the SNR scalability feature of the H.264/SVC codec. However, the spatial and temporal scalability features of the same codec could bring different dimensions and more flexibility to our framework. E.g., broadcasting a video stream encoded at different spatial resolutions would address the problem of the heterogeneity of mobile devices in terms of screen size and resolution capabilities.
• H.264/AVC vs. SVC: Finally, a full understanding of a practical broadcast system would imply a thorough investigation of the differences between solutions based on SVC, as the one presented here, and simpler bitstream switching mechanisms based on the better known AVC standard. Full comparisons would imply codec complexity measures, coding performance differences, availability of low-complexity decoders in the mobile hand-sets, and backward compatibility issues.
VIII. CONCLUSIONS
We address the problem of wireless broadcast of a scalable video bitstream in a cellular system. We formulate a crosslayer framework in which we attempt to optimize the number of streamed video layers, the modulation and coding scheme, and the application layer FEC used for each layer. Our framework takes into account the total channel capacity and the individual channel conditions observed by the users. Our optimization metric is represented by the total video distortion observed by the system. In order to make the analysis of the proposed problem tractable, we decouple the influencing factors, and we provide heuristic algorithms for each of the individual sub-problems. We test our proposed method for different channel scenarios and user distributions, and we compare our scalable solution with baseline algorithms and with a traditional broadcast system based on AVC encoding. We observe the better results obtained by our proposed algorithms, due to the extra flexibility offered by the scalable application paradigm and due to the cross-layer approach. Finally we explore further issues and problems that influence a practical deployment of our solution by a mobile operator.
