Dijet production has been studied in neutral current deep inelastic e + p scattering for 470 < Q 2 < 20000 GeV 2 with the ZEUS detector at HERA using an integrated luminosity of 38.4 pb −1 . Dijet differential cross sections are presented in a kinematic region where both theoretical and experimental uncertainties are small. Next-to-leading-order (NLO) QCD calculations describe the measured differential cross sections well. A QCD analysis of the measured dijet fraction as a function of Q 2 allows both a precise determination of α s (M Z ) and a test of the energy-scale dependence of the strong coupling constant. A detailed analysis provides a realistic estimate of the uncertainties of the NLO QCD cross sections arising from the parton distribution functions of the proton. The value of α s (M Z ), as determined from the QCD fit, is α s (M Z ) = 0.1166 ± 0.0019 (stat.) 
Introduction
Dijet production in neutral current (NC) e + p deep inelastic scattering (DIS) provides a rich testing ground of the theory of the strong interactions of quarks and gluons, namely quantum chromodynamics (QCD). At leading order (LO) in the strong coupling constant, α s , 2+1 jet production 1 in NC DIS proceeds via the QCD-Compton (V * q → qg with V = γ, Z 0 ) and boson-gluon fusion (V * g → qq) processes. Thus, the differential cross section for dijet production is directly sensitive to α s , which is the fundamental parameter of the theory. Selecting a phase-space region where the perturbative QCD (pQCD) predictions are least affected by theoretical uncertainties provides a compelling test of QCD and permits a precise determination of the strong coupling constant.
In this paper, measurements of the differential cross sections for dijet production in NC DIS are presented and compared with next-to-leading-order (NLO) pQCD predictions after correction for hadronisation effects. The phase-space region is restricted to high values of the virtuality, Q 2 , of the exchanged boson, 470 < Q 2 < 20000 GeV 2 . In this region, the experimental uncertainties on the reconstruction of both the positron and the hadronic final state are smaller than at lower Q 2 . In addition, the theoretical uncertainties due to the modelling of the hadronic final state, to the parton distribution functions (PDFs) of the proton and to the higher-order contributions are minimised. The comparison of the differential cross sections with the theoretical predictions of the underlying hard processes provides a test of the NLO QCD description of dijet production. The analysis takes fully into account the correlation between the value of α s (M Z ) used in the determination of the proton PDFs and that in the calculation of the partonic cross sections. Furthermore, a detailed study of the theoretical uncertainties has been carried out which includes the statistical and correlated systematic uncertainties from each data set used in the determination of the proton PDFs. The QCD analysis yields a precise determination of α s (M Z ) and its energy-scale dependence. The twelve-fold increase in integrated luminosity, in combination with the improved experimental and theoretical methods used here, produces a significantly more accurate determination of α s (M Z ) with respect to the previous ZEUS measurement [1] .
2 Theoretical framework
Kinematics
For a given e + p centre-of-mass energy, √ s, the cross section for NC DIS, e + p → e + + X, depends on two independent kinematic variables, which are chosen to be Q 2 and Bjorken-x, defined by Q 2 = −q 2 and x Bj = Q 2 /(2P · q), where P (q) is the four-momentum of the incoming proton (exchanged virtual boson, V * ).
For dijet production in NC DIS at LO, three additional variables, ξ, z p and Φ, are needed in order to describe the kinematics of the two outgoing partons which form the two jets. The fraction ξ of the proton four-momentum carried by the incoming parton is defined by ξ = x Bj · (1 + M 2 12 /Q 2 ), where M 12 is the invariant mass of the two final-state partons. The variable z p is defined for each outgoing parton i (i = 1, 2) with four-momentum p i by
, where θ * i is the parton scattering angle in the V * -parton centre-of-mass system and z p,1 + z p,2 = 1. Experimentally, z p can be determined from the energy, E jet L , and polar angle, θ jet L , of each of the two reconstructed jets in the laboratory frame. The angle Φ is the azimuthal angle between the parton and lepton scattering planes in the V * -parton centre-of-mass system.
Cross-section calculation
According to the QCD-improved parton model, as quantitatively expressed by the factorisation theorem of QCD [2] and perturbation theory, a NC DIS differential cross section 2 , dσ, can be written as dσ = a=q,q,g dxf a (x, µ 2 F ; α s ; {ζ}) · dσ a (xP, α s (µ R ), µ 
which can be interpreted as follows. The cross section has the form of a convolution of the partonic hard cross sections, dσ a , with the PDFs, f a (x, µ 2 F ), of the colliding proton, with respect to the fraction x of the proton four-momentum carried by the incoming parton. The partonic cross sections describe the short-distance structure of the interaction and are calculable as power-series expansions in the strong coupling constant, which depends on the renormalisation scale, µ R . The PDFs contain the description of the long-distance structure of the incoming proton. Their evolution with the factorisation scale, µ F , at which they are probed follows the DGLAP equations [3] . In Eq. (1), the dependence of the PDFs on the value of the strong coupling constant assumed in the DGLAP equations and on the parameters (collectively indicated by {ζ}) needed to model the x dependence of the PDFs is explicitly indicated. In this analysis, the implicit α s (M Z ) dependence of the PDFs in the calculation of the NLO differential cross sections has been taken into account. The non-perturbative contribution, δ had , to the inclusive DIS cross section, σ tot , can be safely neglected in the high-Q 2 region studied here. For the differential dijet cross sections, δ had was estimated using Monte Carlo (MC) models for the parton cascade and fragmentation (see Section 4).
In the past few years there has been considerable theoretical progress on the development of general (i.e. process-and observable-independent) algorithms that allow a complete analytical cancellation of the soft and collinear singularities encountered in the calculation of NLO jet cross sections [4, 5] ; flexible programs that compute arbitrary infrared-and collinear-safe DIS observables in NLO QCD are now available [5] [6] [7] [8] .
Experimental setup
The data sample was collected with the ZEUS detector [9] during the 1996-1997 datataking period at HERA and corresponds to an integrated luminosity of 38.4 ± 0.6 pb −1 . During this period HERA operated with protons of energy E p = 820 GeV and positrons of energy E e = 27.5 GeV.
The compensating uranium-scintillator calorimeter (CAL) [10] covers 99.7% of the total solid angle. It is divided into three parts with respect to the polar angle 3 , θ, as viewed from the nominal interaction point: forward (FCAL, 2.6
• < θ < 36.7
• ), barrel (BCAL, 36.7
• < θ < 129.1 • ), and rear (RCAL, 129.1
. Each section is subdivided into towers which subtend solid angles between 0.006 and 0.04 steradian. Each tower is longitudinally segmented into an electromagnetic and one (RCAL) or two (FCAL, BCAL) hadronic sections. The electromagnetic section of each tower is further sub-divided transversely into two (RCAL) or four (BCAL, FCAL) cells. Under test-beam conditions, the calorimeter single-particle relative resolutions were 18%/ E (GeV) for electrons and 35%/ E (GeV) for hadrons.
Tracking information is provided by the central tracking detector (CTD) [11] operating in a 1.43 T solenoidal magnetic field. The interaction vertex is measured with a typical resolution along (transverse to) the beam direction of 0.4 (0.1) cm. The CTD is used to reconstruct the momenta of tracks in the polar angle region 15
• < θ < 164
• . The transverse momentum, p t , resolution for full-length tracks can be parameterised as σ(p t )/p t = 0.0058 p t ⊕ 0.0065 ⊕ 0.0014/p t , with p t in GeV.
The luminosity is measured using the Bethe-Heitler reaction e + p → e + γp [12] . The resulting small-angle energetic photons are measured by the luminosity monitor, a leadscintillator calorimeter placed in the HERA tunnel at Z = −107 m.
Monte Carlo models
NC DIS events including radiative effects were simulated using the HERACLES 4.5.2 [13] MC program with the DJANGO6 2.4 [14] interface to the hadronisation programs. HER-ACLES includes corrections for initial-and final-state radiation, vertex and propagator terms, and two-boson exchange. The QCD cascade is simulated using the colour-dipole model [15] including the LO QCD diagrams as implemented 4 in ARIADNE 4.08 [17] and, as a systematic check of the final results, with the MEPS model of LEPTO 6.5 [18] . Both MC programs use the Lund string model [19] of JETSET 7.4 [20] for the hadronisation. To estimate the uncertainty caused by the modelling of hadronisation, events were also generated with the HERWIG 5.9 [21] program, in which the fragmentation is simulated according to a cluster model [22] .
The ZEUS detector response was simulated with a program based on GEANT 3.13 [23] . The generated events were passed through the simulated detector, subjected to the same trigger requirements as the data, and processed by the same reconstruction and offline programs.
The simulations based on ARIADNE and LEPTO give a very good description of the shape and magnitude of the measured distributions of the inclusive event sample as a function of x Bj and Q 2 . The shape of most of the measured distributions of the dijet sample is also adequately described by these two programs. LEPTO gives a better description of the jet pseudorapidity distributions, while ARIADNE gives a better description of the shape of the dijet cross section as a function of Q 2 . ARIADNE was used to calculate the acceptance corrections; both programs give very similar results.
In addition, samples of events were generated without either Z 0 exchange or electroweak radiative events, allowing the measured cross sections to be corrected for these effects, which at present are not included in the NLO QCD programs described below.
NLO QCD calculations
The NLO QCD calculations used in the analysis are based on the program DISENT [5] . The calculations make use of a generalised version [5] of the subtraction method 4 A modified treatment of parton radiation at high Q 2 [16] was included.
[24] and are performed in the massless MS renormalisation and factorisation schemes. The number of flavours was set to 5, the scales µ R and µ F were both set to Q, and α s (µ R ) was evaluated using the two-loop formula [25] . Various sets of proton PDFs, hereafter generically referred to as MBFIT PDFs 5 , resulting from a recent analysis [26] , were used. This analysis provides the covariance matrix of the fitted PDF parameters and the derivatives as a function of x and Q 2 of the PDFs with respect to these parameters. These are necessary to propagate the statistical and correlated systematic uncertainties of each data set used in the NLO DGLAP fit to the NLO QCD differential cross sections. The DISENT predictions have been cross-checked with results obtained with the program DISASTER++ [7] . Agreement at the 1−2% level has been found between these programs for all the observables discussed in this paper.
The NLO pQCD predictions to be compared with the data were corrected by a bin-by-bin procedure for hadronisation effects according to dσ 2+1 = dσ
had . The hadronisation correction factor, C had (≡ (1 + δ had ) −1 ), was defined as the ratio of the dijet cross sections before and after the hadronisation process,
. The value of C had was taken as the mean of the ratios obtained using the ARIADNE and HERWIG programs, for which the predictions agree typically within 5%. The hadronisation correction was below 10% for most of the phase space. These programs only include the LO matrix elements for the partonic cross sections and higher-order contributions are simulated using various approximations to the parton cascade. This procedure for applying hadronisation corrections to the NLO QCD predictions was verified by checking that the shapes of the differential dijet cross sections at the parton level are reasonably reproduced by the NLO QCD calculations.
6 Event selection and jet search 6 .1 The NC DIS data sample High-Q 2 NC DIS events were selected according to criteria similar to those described in a recent ZEUS publication [27] . The events are characterised by a high-energy isolated positron in the detector, making them easy to distinguish from quasi-real photoproduction (Q 2 ∼ 0) and beam-gas interaction backgrounds.
In addition to the energy and polar angle of the positron 6 , the variables δ, net transverse momentum, P T , and total transverse energy, E T , were used for event selection, where δ = E − P Z , E is the total energy as measured in the CAL and P = i E i r i . The sum runs over all calorimeter energy deposits E i , and r i is a unit vector along the line joining the reconstructed vertex and the geometric centre of cell i. The following criteria were applied offline:
• to ensure that event quantities can be accurately determined, a reconstructed vertex with −50 < Z < 50 cm was required;
• to suppress photoproduction events, in which the scattered positron escapes through the beam hole in the RCAL, δ was required to be greater than 38 GeV. For perfect detector resolution, δ is twice the positron beam energy (55 GeV) for fully contained DIS events, while, for photoproduction events, δ peaks at much lower values. This cut also rejected events with hard initial-state QED radiation. The additional requirement δ < 65 GeV removed cosmic ray background;
• positrons were identified based on calorimeter cluster quantities and tracking:
-to ensure high purity, the positron was required to have an energy of at least 10 GeV;
-to reduce background, isolated positrons were selected by requiring no more than 5 GeV in calorimeter cells not associated with the scattered positron in an η − φ cone of radius 0.8 centred on the positron direction;
-each positron with θ e > 17.2
• was required to match to a charged track of at least 5 GeV momentum. For positrons beyond the tracking acceptance (θ e < 17.2
• ), the tracking requirement in the positron selection was replaced by a cut on the transverse momentum of the positron p • < θ < 37.3
• and 128.2
• < θ < 140.2
• , respectively, were also excluded;
• to reduce further the background from photoproduction, the variable y = Q 2 /(x Bj s), estimated from the positron energy and angle, y e , was required to satisfy y e < 0.95;
• the net transverse momentum, P T , is expected to be close to zero and was measured with an error approximately proportional to E T (GeV). To remove cosmic rays and beam-related background, P T (GeV) was required to be less than 4 E T ( GeV).
The kinematic variables Q 2 , x Bj and y were determined using the double angle (DA) reconstruction method [28] and are referred to as Q 2 DA , x DA and y DA , respectively. The DA method is insensitive to errors in the absolute energy scale of the calorimeter and MC studies [27] have shown it to be superior to other methods in the high-Q 2 region considered here.
Jet search and reconstruction
The longitudinally invariant k T -cluster algorithm [29] was used in the inclusive mode to reconstruct jets in the hadronic final state both in data and in MC simulated events. At the detector level, the algorithm was applied to the energy deposits in the CAL cells after excluding those associated with the scattered positron candidate. The jet search was also applied to the generated hadrons and to the partons in the MC samples, as well as to the partons of the NLO QCD programs. The jet search was performed in the Breit frame [30] , in which the exchanged virtual boson is purely space-like with threemomentum q = (0, 0, −Q). In this frame, the selection of the jets in terms of transverse energy with respect to the direction of the virtual boson allows a natural suppression of the contribution due to single-jet events and strongly reduces the contamination from the proton remnant. The boost was performed using the four-momenta of the incoming and scattered positrons. The scattered positron four-momentum was calculated using the polar and azimuthal angles of the positron track 7 and the DA positron energy, defined as E ′ e,DA = Q 2 DA /(2E e (1 + cos θ e )). The jet algorithm uses quantities defined in the Breit frame and with respect to the direction of the incoming proton: the transverse energy, E i T,B , the pseudorapidity, η i B , and the azimuthal angle, φ i B , of the object i. The jet variables were defined according to the Snowmass convention [31] :
The comparison of the reconstructed jet variables between jets of hadrons and jets of CAL cells in MC generated events showed no significant systematic shift in the angular variables η jet B and φ jet B . However, the jet transverse energy as measured by the CAL underestimated that of the jet of hadrons by an average of ≈ 15%. This effect is due mainly to energy losses in the inactive material in front of the CAL and was corrected [32, 33] using the samples of MC generated events.
Selected kinematic region
The differential cross sections and dijet fraction presented in Section 7 are quoted for the DIS kinematic region defined by 470 < Q 2 < 20000 GeV 2 and 0 < y < 1, and for the jet selection criteria E
is the transverse energy of the jet in the Breit frame with the highest (second highest) transverse energy in the event. Only events with exactly two jets passing the above selection cuts were used to compute the cross sections. The final sample contains 1637 dijet events. The restriction to a high-Q 2 region was chosen to avoid the large renormalisation-scale dependence of the NLO QCD dijet cross sections at lower Q 2 (20 − 50% in the region 10 < Q 2 < 100 GeV 2 ) [33] , to reduce the uncertainty due to the proton PDFs (in particular the gluon density), and to improve the reconstruction of the boost to the Breit frame. The asymmetric cuts on the E jet T,B of the jets avoided infrared sensitive regions where the behaviour of the cross section as predicted by the NLO QCD programs is unphysical [34] .
Results

Dijet differential cross sections
The cross sections measured in the kinematic region defined in the previous section were corrected for detector effects, QED radiative effects and Z 0 -exchange processes. In the presented dijet cross sections, the two jets were ordered according to decreasing pseudorapidity in the Breit frame (η 
, are presented as a function of Q 2 in Fig. 3 . The values of the cross sections are listed in Tables  8 1 to 11.
In Figs. 1 to 3, the measured differential dijet cross sections and dijet fraction are compared to DISENT NLO QCD predictions, corrected for hadronisation effects. The hadronisation correction, C had , as well as its uncertainty, and the NLO QCD cross sections without hadronisation corrections are shown in Figs. 1 to 3 and Tables 12 to 22 . The QCD predictions, which assume α s (M Z ) = 0.118, provide a good overall description of both the shape and the magnitude of the measured cross sections. The only case where the agreement between data and NLO QCD is not good is the cross section as a function of the pseudorapidity of the most backward jet in the Breit frame (see Fig. 2d ), where the data lie above the theoretical predictions in the region η jet,2 B > 0.5. However, hadronisation effects are particularly large for this variable and vary more rapidly than for other variables. The impact of such a discrepancy in the determination of α s (M Z ) is minor since the contribution to the total dijet cross section from the region η jet,2 B > 0.5 is small. The dijet fraction increases with increasing Q 2 due to phase-space effects. For the cross sections as a function of the jet transverse energies and Q 2 , there is agreement at the ≈ 10% level between data and theory over four orders of magnitude, demonstrating the validity of the description of the dynamics of dijet production by the NLO QCD hard processes.
Experimental and theoretical uncertainties
A detailed study of each of the main sources contributing to the systematic uncertainties of the measurements has been performed [33] . These sources, for which a typical value of the systematic uncertainty in the dijet cross section dσ 2+1 /dQ 2 is indicated in parentheses, are listed below:
• uncertainties in the positron identification efficiency and in the positron energy-scale [27] (1%);
• uncertainties in the reconstruction of the boost to the Breit frame (1%);
• use of the LEPTO program instead of ARIADNE to evaluate the acceptance corrections to the observed dijet distributions (2%);
• uncertainties in the simulation of the trigger and in the cuts used to select the data (2%);
• uncertainty of ±2% in the absolute jet energy scale of the CAL (±3.5%).
The last uncertainty is the dominant source of experimental systematic uncertainty and is strongly correlated between measurements at different points. It is shown as a light shaded band in Fig. 3b . In addition, there is an overall normalisation uncertainty of 1.6% from the luminosity determination, which is not included in the figures.
The NLO QCD predictions for the dijet cross sections are affected by the following:
• uncertainties in the hadronisation correction, which were estimated as half the spread between the C had values obtained using the ARIADNE (string) and HERWIG (cluster) models (1%);
• uncertainties due to terms beyond NLO, which were estimated by varying µ R between Q/2 and 2Q, keeping µ F fixed at Q (6%);
• uncertainty in the value of α s (M Z ), which was estimated by repeating the calculations using MBFIT proton PDFs determined assuming α s (M Z ) = 0.113 and 0.123 [26] (6%);
• uncertainties in the proton PDFs. The uncertainty due to the statistical and correlated systematic experimental uncertainties of each data set used in the determination of the MBFIT PDFs was calculated making use of the covariance matrix provided [26] .
To estimate the uncertainties on the NLO QCD differential cross sections due to the theoretical uncertainties affecting the extraction of the NLO PDFs, the calculation of all the differential cross sections was repeated using a number of different MB-FIT PDFs obtained under different theoretical assumptions in the DGLAP fit [26] . This uncertainty was added in quadrature to that estimated above to give the total PDF-related uncertainty. The importance of taking the correlations among the PDF parameters into account is illustrated in Fig. 4 , which shows, as a function of Q 2 , the relative uncertainties arising from the PDFs on the inclusive and dijet cross sections, and the dijet fraction. The uncertainties were obtained by including or ignoring the information provided by the covariance matrix mentioned above. The small uncertainty on R 2+1 (Q 2 ) due to the PDFs makes this observable particularly suitable for extracting α s (2.5% on dσ tot /dQ 2 , 4% on dσ 2+1 /dQ 2 and 1.5% on R 2+1 (Q 2 )).
The total theoretical uncertainty was obtained by adding in quadrature the individual uncertainties listed above.
Determination of α s
The measured dijet fraction as a function of Q 2 , R 2+1 (Q 2 ), was used to determine α s (M Z ). The sensitivity of the measurements to the value of α s (M Z ) is illustrated in Fig. 3b , which compares the measured R 2+1 (Q 2 ) with the NLO QCD calculations for three values of α s (M Z ).
The procedure to determine α s (M Z ) was as follows:
• NLO QCD calculations of R 2+1 (Q 2 ) were performed for three sets of MBFIT proton PDFs obtained assuming α s (M Z ) = 0.113, 0.118 and 0.123, respectively [26] . The value of α s (M Z ) used in each partonic cross-section calculation was that associated with the corresponding set of PDFs;
• for each bin, i, in Q 2 , the NLO QCD calculations mentioned above, corrected for hadronisation effects, were used to parameterise the α s dependence of the dijet fraction according to the functional form:
This parameterisation allows a simple description of the α s dependence of R 2+1 (Q 2 ) over the entire α s range spanned by the MBFIT PDF sets, while using only three NLO calculations of the dijet fraction;
• the value of α s (M Z ) was then determined by a χ 2 -fit of Eq. (2) to the measured
This procedure correctly handles the complete α s -dependence of the NLO differential cross sections (the explicit dependence coming from the partonic cross sections and the implicit one coming from the PDFs) in the fit, while preserving the correlation between α s and the PDFs. Its stability was checked with respect to variations in the PDFs and α s , as well as to alternative parameterisations of
Taking into account only the statistical errors on the measured dijet fraction, α s (M Z ) is found to be 0.1166 ± 0.0019 (stat.). The uncertainty on the value of α s (M Z ) due to the experimental systematic uncertainties of the measured dijet fraction was evaluated by repeating the analysis above for each systematic check. For the ratio R 2+1 (Q 2 ), some of the systematic uncertainties largely cancel. The total experimental systematic uncertainty on the value of α s (M Z ) is • the dependence on the use of a renormalisation scale that involves the jet variables.
The analysis was repeated with µ R = (E jet,1
T,B ). The result is α s (M Z ) = 0.1125± 0.0018 (stat.), which is almost equal to that obtained with µ R = Q/2. This source of uncertainty was therefore neglected;
• the fit procedure. This was cross-checked by repeating the α s (M Z ) determination using the five sets of proton PDFs of the CTEQ4 "A-series" [35] and the three MRST sets, central, α s ↑↑ and α s ↓↓ [36] . The results are in good agreement with the central value determined above. This source of uncertainty was therefore neglected
The total theoretical uncertainty of +0.0057 −0.0044 was obtained by adding in quadrature the uncorrelated uncertainties on α s (M Z ) due to the first three items mentioned above.
The value of α s (M Z ) as determined from the measured R 2+1 (Q 2 ) is therefore:
+0.0057 −0.0044 (th.). This result is consistent with the current PDG world average α s (M Z ) = 0.1181 ± 0.0020 [25, 37] and recent determinations by the H1 Collaboration [38] .
The energy scale dependence of α s
To test the scale dependence of the renormalised strong coupling constant predicted by the renormalisation group equation, the QCD fit of the dijet fraction was repeated in five Q 
Summary
Differential dijet cross sections have been measured in neutral current deep inelastic e + p scattering for 470 < Q 2 < 20000 GeV 2 with the ZEUS detector at HERA. These measurements, which use events with only two jets, were performed in a kinematic region where both theoretical and experimental uncertainties are small. Next-to-leading-order QCD calculations give a good description of the shape and magnitude of the kinematic distributions and cross sections. For the cross sections as a function of the jet transverse energies and Q 2 , there is agreement at the ≈ 10% level between data and theory over four orders of magnitude, demonstrating the validity of the description of the dynamics of dijet production by the NLO QCD hard processes. A QCD fit of the measured dijet fraction as a function of Q 2 provides both a precise determination of the strong coupling constant and a test of its energy-scale dependence. A comprehensive analysis of the uncertainties of the calculations has been carried out, which takes into account the dependence of the proton PDFs on the assumed value of α s and the statistical and correlated systematic uncertainties from each data set used in the determination of the proton PDFs. The value of α s (M Z ) as determined by fitting the next-to-leading-order QCD calculations to the measured dijet fraction is Table 1 :
The differential dijet cross section dσ 2+1 /dz p,1 . For each bin in z p,1 , the measured cross section, the statistical uncertainty, ∆ stat , and the systematic uncertainty (not) associated with the energy scale of the jets, ∆ ES (∆ syst ), are given. The overall normalisation uncertainty of 1.6% due to the luminosity determination is not included. The QCD predictions for the differential dijet cross section as a function of z p,1 . For each bin in z p,1 the following quantities are given: the weighted mean value < z p,1 >, the pure NLO QCD cross section, the uncertainty due to the renormalization scale, ∆ µr , the uncertainty due to α s (M Z ), ∆ αs , the uncertainty due to the proton PDFs (experimental), ∆ exp pdf , the uncertainty due to the proton PDFs (theoretical), ∆ theo pdf , and the hadronisation correction, C had , with its associated uncertainty, ∆C had . 
±0.062
+0.000 −0.023
1.14± 0.05 Table 13 : The QCD predictions for the differential dijet cross section as a function of log 10 (x Bj ). Other details are as described in the caption to Table 12 . Table 14 :
The QCD predictions for the differential dijet cross section as a function of log 10 (ξ). Other details are as described in the caption to Table 12 . 1.04± 0.03 1.04± 0.01 Table 21 : The QCD predictions for the differential dijet cross section as a function of Q 2 . Other details are as described in the caption to Table 12 . The measured differential dijet cross sections in NC DIS as functions of a) z p,1 , b) log 10 x Bj , c) log 10 ξ and d) dijet invariant mass M jj . The inner error bars represent the statistical errors of the data. The outer error bars show the statistical errors and systematic uncertainties − except those associated with the uncertainty in the absolute energy scale of the jets − added in quadrature. For comparison, pure NLO QCD calculations (dashed lines) and NLO QCD calculations corrected for hadronisation effects (solid lines), obtained using the proton MBFIT PDFs and µ R = µ F = Q, are shown. The relative differences of the measured differential cross sections over the NLO QCD predictions corrected for hadronisation effects are shown underneath each plot; the shaded band represents the uncertainty of the QCD calculation (see text). The hadronisation correction (C had ) together with its uncertainty are shown above each plot. The relative uncertainty on a) the inclusive, b) dijet differential cross sections and c) the dijet fraction, due to the statistical and systematic experimental uncertainties of each data set used in the determination of the MBFIT PDFs. The shaded (hatched) bands indicate the uncertainties obtained (not) taking into account the correlations among the PDFs parameters. a) The α s (Q) values determined from the QCD fit of the measured dijet fraction, R 2+1 (Q 2 ), as a function of Q. The inner error bars represent the statistical errors of the data. The outer error bars show the statistical errors and systematic uncertainties − except those associated with the uncertainty in the absolute energy scale of the jets − added in quadrature. The three curves indicate the renormalisation group predictions obtained from the PDG α s (M Z ) value and its associated uncertainty. b) The uncertainty on α s due to the absolute energy scale of the jets, ∆α ES s . c) The total theoretical uncertainty associated with the determination of α s , ∆α Th s .
