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Abstract
The Chiral Magnetic Effect (CME) is the phenomenon of electric charge
separation along the external magnetic field that is induced by the chirality
imbalance. The CME is a macroscopic quantum effect - it is a manifestation
of the chiral anomaly creating a collective motion in Dirac sea. Because
the chirality imbalance is related to the global topology of gauge fields, the
CME current is topologically protected and hence non-dissipative even in the
presence of strong interactions. As a result, the CME and related quantum
phenomena affect the hydrodynamical and transport behavior of systems
possessing chiral fermions, from the quark-gluon plasma to chiral materials.
The goal of the present review is to provide an elementary introduction into
the main ideas underlying the physics of CME, a historical perspective, and
a guide to the rapidly growing literature on this topic.
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1. The Chiral Magnetic Effect in a nutshell
“The power of intuitive understanding will protect you
from harm until the end of your days.”
Lao Tzu
The goal of this review is to provide an easily accessible introduction into
a new and rapidly developing field – the macroscopic manifestations of quan-
tum anomalies in collective dynamics of systems possessing chiral fermions.
In this section, we outline the main ingredients of the Chiral Magnetic Ef-
fect (CME), an exemplar macroscopic phenomenon stemming from the chiral
anomaly; the subsequent sections provide details and references to the litera-
ture. For a more detailed exposure, the reader is referred to a recent volume
[1].
1.1. Magnetic field as a coherent probe of strongly interacting matter
The magnetic field is a crucial ingredient of the CME as it breaks the
rotational invariance and creates a preferred orientation for the spins of the
fermions. The use of magnetic field in elucidating topological effects in con-
densed matter systems is widespread and has led to many breakthroughs,
including the discovery of the Quantum Hall Effect (QHE)2. However in the
physics of quark-gluon matter the use of magnetic fields is relatively new,
and deserves a comment.
Hard electromagnetic probes have proved crucial for understanding the
strongly interacting matter – the discovery of Bjorken scaling in deep-inelastic
scattering has established quarks as constituents of the proton, and has
opened the path towards the Quantum Chromo-Dynamics (QCD) and the
asymptotic freedom. The subsequent development of QCD has led to the un-
derstanding of the role of extended field configurations in the non-perturbative
dynamics of the theory, including spontaneous breaking of chiral symmetry
and confinement. The hard probes are not well suited for the study of ex-
tended gluon field configurations because of the mismatch in scales – a mi-
croscope is not the best tool if we are to distinguish between an elephant and
a mouse.
2As we will see later, the CME can be considered as an analog of QHE in (3 + 1)
dimensions.
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Figure 1: Collision of relativistic heavy ions produces a hot QCD matter penetrated by
the flux of a strong magnetic field.
The challenge of collective dynamics in QCD thus calls for the study of
response of strongly interacting matter to intense coherent electromagnetic
fields. Experimental access to the study of QCD plasma in very intense
magnetic fields with magnitude eB ∼ 10 m2pi (or ∼ 1018 G) [2, 3] is provided
by the collisions of relativistic heavy ions. At nonzero impact parameter,
these collisions create the magnetic field that is aligned, on the average,
perpendicular to the reaction plane, see Fig. 1. Somewhat weaker magnetic
fields ∼ 1015 G exist in magnetars, where it may affect the properties of cold
dense nuclear or quark matter.
1.2. The chiral anomaly and Dirac sea
“Become totally empty
quiet the restlessness of the mind
only then will you witness everything
unfolding from emptiness.”
Lao Tzu
The term “quantum anomaly” refers to the situation when a classical
symmetry of the theory is broken by quantum effects. For example, QCD in
the chiral limit of massless quarks possesses the chiral and scale invariances
leading, by Noether’s theorem, to the conservation of axial and dilatational
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Figure 2: The triangle diagram involving the charged chiral fermion loop, a composite
axial or dilatational current, and two external gauge fields.
currents. However, the regularization of quark triangle diagrams in back-
ground gauge fields (see Fig. 2) induces non-conservation of both currents,
breaking explicitly the flavor-singlet UA(1) chiral symmetry and the scale
symmetry. The resulting chiral3 [4, 5] and scale [6, 7, 8, 9, 10] anomalies im-
ply spectacular consequences for the hadron spectrum – the latter anomaly is
responsible for the masses of all hadrons, and the former – for the unexpect-
edly large mass of the pseudoscalar η′ meson which would be a Goldstone
boson in the absence of the UA(1) anomaly.
The fermions with different chiralities contribute to the triangle diagram
of Fig. 2 with opposite signs – as a result, the anomaly is absent for the
vector current JV ≡ JL + JR, and the electric charge is conserved. On the
other hand, for the axial current JA ≡ −JL +JR interacting with an Abelian
gauge field it leads to
∂µJ
µ
A =
e2
2pi2
~E · ~B , (1)
where e is the charge of the fermion (we implicilty assume a sum over charged
3We will use the terms ”chiral anomaly” and ”axial anomaly” intermittently.
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fermion species), and ~E and ~B are the electric and magnetic fields.
The key observation that will lead us to CME is that in the presence of
chirality imbalance (which can be conveniently described by the chiral chem-
ical potential4 2µ5 ≡ µR − µL) the cancellation between the contributions of
left- and right-handed fermions to the divergence of vector current is not com-
plete. Note however that this does not lead to the global non-conservation
of electric charge Q, since the resulting total charge flow through a closed
boundary S surrounding the domain with µ5 6= 0 vanishes:
dQ
dt
= −
{
S
~jV d~S = 0. (2)
While we now understand how the axial anomaly may generate electro-
magnetic current, it is still not clear how this purely quantum effect can
operate on macroscopic scales. Indeed, a macroscopic phenomenon involves
a very large number of quanta, whereas this is apparently not so for the ef-
fect described by Fig. 2. To resolve this apparent contradiction, we have to
look deeper into the origin of quantum anomalies. As pointed out by Gri-
bov [11], the source of anomalies can be traced back to the collective motion
of particles with arbitrarily large momenta in the vacuum. This collective
motion defies any UV cutoff that we may try to impose and ”transfers the
axial charge and the energy-momentum from the world with infinitely large
momenta to our world of finite momenta” [11]. This is very different from the
“usual” quantum phenomena where we can always choose a UV cutoff that
is sufficiently large to isolate the world of small momenta and large distances
from the effects of large momentum, short distance quantum fluctuations.
Let us illustrate this statement for the case of axial anomaly by consider-
ing the Dirac sea of massless fermions. In the absence of external fields (or
parity-odd interactions), the chirality is conserved and there are two discon-
nected Fermi surfaces of left- and right-handed fermions. Let us now turn
on adiabatically the external classical fields capable of changing the chirality
4It is important to keep in mind that unlike the ordinary chemical potentials, the chiral
chemical potential does not correspond to a conserved quantity – the corresponding chiral
charge is not conserved because of the chiral anomaly (even though a conserved global
chiral charge can still be constructed with the help of Chern-Simons current density). We
will see that this fact is crucial for the existence of CME.
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of fermions – e.g. the parallel electric ~E and magnetic ~B fields. This field
configuration will skew the balance between the Fermi surfaces of left- and
right-handed fermions in the Dirac sea, transforming left-handed antiparti-
cles into right-handed particles, or vice-versa, depending on the sign of the
product ~E · ~B, see (1).
The mechanism of the collective flow of chirality can be described as fol-
lows [12, 13]: the presence of magnetic field B aligns the spins of the positive
(negative) fermions in the direction parallel (anti-parallel) to ~B. In the elec-
tric field E the positive fermions will experience the force eE and will move
along ~E; therefore their spins will have a positive projection on momentum,
and we are dealing with the right fermions. Likewise, the negative fermions
will be left-handed. After time t, the positive (right) fermions will increase
their Fermi momentum to pFR = eEt, and the negative (left) will have their
Fermi momentum decreased to pFL = −pFR. The one-dimensional density of
states along the axis z (that we choose parallel to the direction of fields ~E
and ~B) is given by dNR/dz = p
F
R/2pi. In the transverse direction, the motion
of fermions is quantized as they populate Landau levels in the magnetic field.
The transverse density of Landau levels is d2NR/dxdy = eB/2pi. Therefore
the density of right fermions increases per unit time as
d4NR
dt dV
=
e2
(2pi)2
~E · ~B. (3)
The density of left fermions decreases with the same rate, d4NL/dt dV =
−d4NR/dt dV . The local rate of chirality Q5 = NR −NL generation is thus
d4Q5
dt dV
=
e2
2pi2
~E · ~B, (4)
in accord with (1).
The quantity on the r.h.s. is the density of topological Chern-Pontryagin
charge; its integral over four-dimensional space
q[A] =
e2
8pi2
∫
d4x F µνF˜µν ; (5)
reveals the topological class to which the vector potential A belongs. It
has to be integer, just as the difference between the numbers of right- and
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left-handed fermions. The relation (4) thus expresses the deep connection
between the axial anomaly and the topology of classical gauge fields that
is formally expressed by the Atiyah-Singer theorem for the index of Dirac
operator [14, 15].
Having a classical field with an infinite number of quanta is important
here since the picture described above involves changing the momenta of an
infinite number of particles, and ”a finite number of photons is not able to
change the momenta of an infinite number of particles” [11]. This feature of
the anomaly provides an intuitive explanation of the absence of perturbative
quantum corrections to the axial anomaly that can be established formally
through the renormalization group arguments [16, 17, 18]. As will be dis-
cussed below, the (electromagnetic) axial anomaly is robust even when the
coupling constant that determines the strength of (non-electromagnetic) in-
teractions among the fermions becomes infinitely large. This is because the
anomaly relation is topologically protected – the net chirality is related to
the topological class of the gauge field that is determined at large distances,
so the local interactions cannot change it.
The flow of chirality, as the derivation above reveals, is accompanied
by the collective motion of particles at all momenta, including the momenta
around the UV cutoff scale ΛUV that we may attempt to introduce. Therefore
our world of particles with finite momenta p < ΛUV cannot be isolated from
particles with arbitrarily high momenta, and this is the essence of quantum
anomaly.
1.3. The Chiral Magnetic Effect
We now have all the ingredients needed to discuss the Chiral Magnetic
Effect (CME) – the phenomenon of electric charge separation along the ex-
ternal magnetic field induced by the chirality imbalance. To begin, we will
follow the derivation from [19] as it is simple and highlights the connection of
CME to topology of gauge fields5. Let us couple QCD to electromagnetism;
the resulting theory possesses SU(3)× U(1) gauge symmetry:
LQCD+QED = −1
4
Gµνα Gαµν +
∑
f
ψ¯f [iγ
µ(∂µ − igAαµtα − iqfAµ)−mf ]ψf−
5For a chronologically ordered presentation, see next section.
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− θ
32pi2
g2Gµνα G˜αµν −
1
4
F µνFµν , (6)
where Aµ and Fµν are the electromagnetic vector potential and the field
strength tensor, Aαµ and Gαµν are the corresponding quantities for the gluon
fields, qf and mf are the electric charges and masses of the quarks, g is the
strong coupling, and we have allowed for the P- and CP-odd θ-term.
Let us discuss the electromagnetic sector of the theory (6). Electromag-
netic fields will couple to the electromagnetic currents Jµ =
∑
f qf ψ¯fγµψf . In
addition, the quark loop of Fig.2 will induce the coupling of FF˜ to the QCD
topological charge density which is the non-Abelian extension of (5) and is
induced by instantons [20]. We will introduce an effective pseudo-scalar field
θ = θ(~x, t) and write down the resulting effective Lagrangian as
LMCS = −1
4
F µνFµν − AµJµ − c
4
θ ˜F µνFµν , (7)
where
c =
∑
f
q2fe
2/(2pi2). (8)
This is the Lagrangian of Maxwell-Chern-Simons, or axion, electrody-
namics that has been introduced previously in [21, 22, 23]. If θ is a constant,
then the last term in (7) is a full divergence
˜F µνFµν = ∂µK
µ (9)
of the Abelian Chern-Simons current
Kµ = µνρσAνFρσ. (10)
Being a full divergence, this term does not affect the equations of motion and
thus does not affect the electrodynamics of charges.
The situation is different if the field θ = θ(~x, t) varies in space-time.
Indeed, in this case we have
θ ˜F µνFµν = θ∂µK
µ = ∂µ [θK
µ]− ∂µθKµ. (11)
The first term on r.h.s. is again a full derivative and can be omitted; intro-
ducing notation
Pµ = ∂µθ = (M, ~P ) (12)
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we can re-write the Lagrangian (7) in the following form:
LMCS = −1
4
F µνFµν − AµJµ + c
4
PµK
µ (13)
Since θ is a pseudo-scalar field, Pµ is a pseudo-vector; as is clear from (13),
it plays a role of the potential coupling to the Chern-Simons current (10).
However, unlike the vector potential Aµ, Pµ is not a dynamical variable and
is a pseudo-vector that is fixed by the dynamics of chiral charge – in our case,
determined by the fluctuations of topological charge in QCD.
In (3+1) space-time dimensions, the pseudo-vector Pµ selects a direction
in space-time and thus breaks the Lorentz and rotational invariance [22]: the
temporal component M breaks the invariance w.r.t. Lorentz boosts, while
the spatial component ~P picks a certain direction in space. On the other
hand, in (2 + 1) dimensions there is no need for the spatial component ~P
since the Chern-Simons current (10) in this case reduces to the pseudo-scalar
quantity νρσAνFρσ, so the last term in (13) takes the form
∆L = c MνρσAνFρσ. (14)
This term is Lorentz-invariant although it still breaks parity. In other words,
in (2+1) dimensions the vector ~P can be chosen as a 3-vector pointing in the
direction of an ”extra dimension” orthogonal to the plane of the two spatial
dimensions. When added to the Maxwell action, (14) generates a mass of
the photon which thus becomes ”topologically massive” [24]. This illustrates
an important difference between the roles played by Chern-Simons term in
even and odd number of space-time dimensions.
The equation of motion derived for the sum of the Lagrangian (14) and
the term AµJ
µ is Jµ ∼ µρσFρσ. Integrating the temporal component of
this equation over the spatial plane, we find that in (2 + 1) dimensions the
Chern-Simons term endows charged particles with magnetic flux – this is a
celebrated phenomenon [25] that is an essential ingredient of the Quantum
Hall Effect.
Let us now write down the Euler-Lagrange equations of motion that fol-
low from the Lagrangian (13) (Maxwell-Chern-Simons equations) in (3 + 1)
dimensions:
∂µF
µν = Jν − PµF˜ µν ; (15)
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the first pair of Maxwell equations (which is a consequence of the fact that
the fields are expressed through the vector potential) is not modified:
∂µF˜
µν = 0. (16)
It is convenient to write down these equations also in terms of the electric ~E
and magnetic ~B fields:
~∇× ~B − ∂
~E
∂t
= ~J + c
(
M ~B − ~P × ~E
)
, (17)
~∇ · ~E = ρ+ c ~P · ~B, (18)
~∇× ~E + ∂
~B
∂t
= 0, (19)
~∇ · ~B = 0, (20)
where (ρ, ~J) are the electric charge and current densities. One can see that
the presence of Chern-Simons term leads to essential modifications of the
Maxwell theory.
Let us consider the case when |~P | = 0 but θ˙ 6= 0. We will introduce
an external magnetic field ~B with ~∇× ~B = 0, and assume that no external
electric field is present. In this case we immediately get from (17) that there
is an induced current
~J = −c M ~B = − e
2
2pi2
θ˙ ~B, (21)
where θ˙ has to be identified with the chiral chemical potential µ5, see [26] and
[19]. Similarly to the absence of perturbative corrections to the axial anomaly
discussed above, there are no corrections to (21) [27], on the operator level.
This does not mean that the expectation value of the current cannot be
renormalized, see [28, 29, 30, 31, 32] for the studies of this topic.
The same result can be obtained [26] by explicitly evaluating the ther-
modynamic potential Ω for charged chiral fermions in magnetic field at finite
chiral chemical potential µ5,
Ω =
|eB|
2pi
∑
s=±
∞∑
n=0
αn,s
∫ ∞
−∞
dp3
2pi
[
ωp,s + T
∑
±
log(1 + e−β(ωp,s±µ))
]
, (22)
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where n is a sum over Landau levels, s is a sum over spin projections and
the dispersion relation is given by
ω2p,s =
[
sgn(p3)(p
2
3 + 2|eB|n)1/2 + sµ5
]2
+m2. (23)
The differentiation of this potential w.r.t. the vector potential A3 yields the
density of current flowing along the direction of magnetic field
j3 =
∂Ω
∂A3
∣∣∣∣
A3=0
(24)
and can be done by noting that ∂/∂A3 = ed/dp3 from gauge invariance.
Performing this operation on (22) produces a boundary term and clearly
demonstrates the relation of (21) to the spectral flow in the Dirac sea [26],
which as we discussed above is the nature of axial anomaly. A very transpar-
ent picture of CME illuminating the role of anomaly emerges when one uses
a dimensional reduction appropriate for strong magnetic field, as explained
in [80].
1.4. CME current as a non-dissipative phenomenon
The absence of CME in conventional Maxwell electrodynamics follows
already from the symmetry considerations – indeed, the magnetic field is a
(parity-even) pseudo-vector, and the electric current is a (parity-odd) vec-
tor. Therefore, CME signals the violation of parity – indeed, as we dis-
cussed above, its presence requires the asymmetry between the left and right
fermions.
Another unusual and very important property of the relation (21) is that
the “chiral magnetic conductivity” (e2/2pi2) θ˙ is even under time reversal
T . Indeed, both the electric current on the l.h.s. of (21) and the magnetic
field on the r.h.s. are T -odd quantities. One can also see this directly since
θ is a T -odd “axion” field, and differentiation w.r.t. time yields a T -even
quantity. This is a highly unusual property for a conductivity. For example,
the “usual” electric conductivity σ is T -odd, as can be easily inferred from
the Ohm’s law J i = σEi: the electric field is T -even, whereas the electric
current J i is T -odd. This can also be illustrated by the Drude’s formula
for the ohmic conductivity that relates it to the mean free time between the
collisions. On the other hand, the (anomalous) quantum Hall conductance
is a T -even quantity, as it is associated with a T -odd magnetic field.
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The physical meaning of T invariance of transport coefficients is quite
simple: T -odd conductivities describe dissipative currents, whereas T -even
conductivities describe non-dissipative currents [33]. As an example, one can
mention the London formula in superconductivity6:
~J = −e
2n
m
~A, (25)
where m is electron mass and n is a phenomenological parameter describing
the density of current carriers. Since both ~J and ~A are (T -odd) vectors, the
“conductivity” e2n/m is T -even, in line with the absence of dissipation for a
superconducting current. The relation (25) is of course not gauge-invariant,
which is acceptable only because of the U(1) breaking in the ground state of
a superconductor due to the condensation of Cooper pairs, which is similar
to the Higgs phenomenon. In contrast, the CME (21) relates two gauge
invariant quantities ~J and ~B and requires only the imbalance of chiralities.
The anomaly-induced currents are protected by topology and are thus
of non-disipative nature; as such, they do not contribute to the entropy
production. This principle, combined with the entropy current method [34],
can be used to constrain the anomalous relatiivistic hydrodynamics and to
evaluate analytically most of the anomalous transport coefficients that enter
at second order in the gradient expansion [33].
Let us now discuss the nature of CME current from a different point of
view. Consider the work done by the electric current (21); to obtain the work
per unit time – the power P – we multiply both sides of (21) by the (static)
electric field ~E and integrate them over the volume (as before, we assume
that θ does not depend on spatial coordinates):
P =
∫
d3x ~J · ~E = −θ˙ e
2
2pi2
∫
d3x ~E · ~B = −θ˙ Q˙5, (26)
where
Q5 =
e2
2pi2
∫
dt d3x ~E · ~B (27)
is the chiral charge. The meaning of the quantity on the r.h.s. of (26) can
be revealed with the help of the following well-known quantum-mechanical
6I am grateful to V.I.Zakharov and L. Stodolsky who pointed this out to me.
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analogy. The θ-vacuum wave function
|θ〉 =
∑
Q5
exp(i θ Q5) |Q5〉 (28)
is analogous to the Bloch wave function of electron in a crystal, with θ playing
the role of electron’s quasi-momentum, and Q5 – the role of coordinates of
atoms in the crystal. The derivative of the ”momentum” θ˙ thus plays the role
of the force and Q5 – of the dimensionless distance; Q˙5 is thus the velocity.
The formula (26) is therefore simply the classical expression
Power = Force× Velocity,
with the force acting along the ”extra dimension” of the chiral charge Q5 [19].
The fact that this power (26) can be both positive or negative depending on
the relative sign of ~E and ~B signals the absence of dissipation and thus of
the arrow of time.
2. CME: a historical perspective
”All history becomes subjective;
in other words there is properly
no history, only biography.”
Ralph Waldo Emerson
During my early work on CME, I was not aware of many of the preceding
important advances made by other people. The purpose of this section is
twofold: first, I would like to fill this gap and list the important preceding
work as known to me at present; and second, to describe the path that has
brought me and my collaborators to CME. I hope that this discussion may
help to correct some misconceptions of the past and allow the readers to
avoid them in the future.
Let me first describe my path towards the CME. In 1995, when I was
a postdoc at CERN Theory Division, I got interested in the problem of
detection of the P and CP odd fluctuations in the QCD vacuum. While
there was little doubt about the existence of such fluctuations (instantons
[20] provide a famous example), and these fluctuations were tied theoretically
to many of the salient features of QCD, a direct experimental signature of
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their existence was lacking. During a discussion with Anatoly Efremov, who
was visiting CERN from Dubna at the time, I learned about the idea of jet
“handedness” [35, 36, 37] that allowed (at least, in principle) to reconstruct
in experiment the chirality of the quark jet. A very clean controlled source of
quark-antiquark jets was provided by the decays of the Z0 boson formed in
e+e− annihilation at the Large Electron-Positron collider that was operating
at CERN at that time. When a quark enters a P- and CP-odd fluctuation
of gluon field, its chirality changes – and the correlation of chiralities of the
quark and antiquark produced in the Z0 decay can be used to isolate this
effect. We estimated the magnitude of P- and CP-odd correlations in the
fragmentation of quark and antiquark jets, and found a ∼ 1% effect [38]7.
Unfortunately, it appeared that the jet handedness correlation was not easy
to measure, and no clear conclusion was reached on the existence of these
correlations at LEP in spite of the hints reported by DELPHI Collaboration.
In 1997, I moved to the US to join the newly created RIKEN-BNL Center
at Brookhaven that was founded and directed by T.D. Lee. I had several in-
spiring conversations with him that reaffirmed my interest in the fundamental
symmetries of QCD. Moreover, during the inaugural RIKEN-BNL conference
in 1997, Frank Wilczek gave a talk in which he discussed the possibility of
spontaneous parity breaking in the color superconductor phase of QCD at
large baryon density and low temperature. I decided to check whether a
metastable P-odd states were possible at high temperature, in the regime
that is accessible to heavy ion collisions. The Relativistic Heavy Ion Collider
(RHIC) was under construction at Brookhaven, and there was already a lot
of excitement about the program (that is in full swing at present).
Using a non-linear σ model with axial anomaly to describe hadronic mat-
ter below the deconfinement phase transition, I found that close to the critical
temperature, when the topological susceptibility decreased, the effective po-
tential developed metastable minima corresponding to the P- and CP-odd
domains where the θ angle of QCD was locally different from zero. I then
gave a seminar on that work at BNL prior to submitting the paper for publi-
cation – this was very fortunate, because after the seminar Rob Pisarski and
Michel Tytgat found a big deficiency in my arguments (some of the found
“minima” were instead unstable saddle points). Together, we have re-done
7For a recent extension of this idea, see [39].
14
the computation, identified the metastable phases, and pointed out the pos-
sibility to detect the P- and CP-odd domains through global observables
constructed from charged pion momenta [40]8.
Soon after that paper appeared, the possibility to detect P-odd fluctu-
ations in the quark-gluon plasma attracted attention of experimentalists –
Jack Sandweiss and his group at Yale, Sergei Voloshin at Wayne State, and
Ron Longacre and Jim Thomas at Brookhaven decided to perform a search
for these phenomena within the STAR Collaboration at RHIC. Together
with Rob Pisarski, in 1999 we proposed a number of global observables for
heavy ion collisions [42], but simulations done by our experimental colleagues
showed that using them for isolating the parity-odd domains was difficult [43].
The commissioning of RHIC took place in 2000, and I spent most of
the following three years working with Marzia Nardi and Genya Levin on a
semi-classical approach to multiparticle production [44, 45, 46] in high energy
collisions (at present known as the “KLN model”) to describe the rapidly
accumulating data. It was reassuring that within the general semi-classical
QCD framework [47, 48], the real-time lattice studies that we performed
with Alex Krasnitz and Raju Venugopalan indicated the presence of strong
chirality fluctuations at the early stages of heavy ion collisions [49].
Among the early findings at RHIC was the observation of “elliptic flow”
– the azimuthal anisotropy of produced hadrons [50, 51, 52, 53]. The az-
imuthal distribution of charged hadrons produced in heavy ion collisions can
be expanded in Fourier harmonics in the following way:
dN±
dφ
∼ 1 + 2v1 cos(∆φ) + 2v2 cos(2∆φ) + ..., (29)
where ∆φ = φ − ΨRP is the angle with respect to the reaction plane – the
plane which contains the impact parameter and beam momenta, see Fig. 1.
Note that a typical relativistic heavy ion collision produces several thousand
hadrons, so the reaction plane can be reliably identified in each event. The
coefficients v1 and v2 measure the strength of so-called directed and elliptic
flow. For symmetry reasons, in the collisions of identical nuclei, the directed
flow v1 vanishes at mid-rapidity (but not 〈v21〉 that measures the fluctuations).
8Later we became aware of the paper by Morley and Schmidt [41] in which the authors
hypothesized that the quark-gluon plasma could possess, globally, a non-zero θ.
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The elliptic flow v2 signals the presence of the symmetry axis in the system
of colliding ions that points perpendicular to the reaction plane. I realized
that the existence of this symmetry axis defined by the angular momentum
of the colliding ions was the crucial ingredient that could allow to detect the
violation of parity – similarly to the way the angular momentum of the 60Co
was utilized to observe the asymmetry of β decay in a classic experiment of
C.-S. Wu following the ground-breaking idea of T.D. Lee and C.N. Yang.
The key is the observation that a local P and CP-odd domain can be
described as a region with a space-time dependent θ(~x, t) angle. Because
of this, the domain can transfer energy and momentum to quark–antiquark
pairs, and “can generate chirality not by flipping the spins of the quarks, but
by inducing up–down asymmetry (as measured with respect to the symmetry
axis) in the production of quarks and antiquarks” [54]. This asymmetry in
the production of quarks and antiquarks generates the electric current along
the direction of the angular momentum (and/or magnetic field), and results
in the charge asymmetry with respect to the reaction plane; experimentally,
one may detect it through the P-odd harmonics a+ = −a− ≡ a in Eq. (30)
that have the opposite signs and the magnitude of ∼ 1% [54]:
dN±
dφ
∼ 1± 2a sin(∆φ) + .... (30)
Of course, since QCD does not violate P and CP globally (as we know e.g.
from the measurements of the electric dipole moment of the neutron [55]), the
average value 〈θ(~x, t)〉 = 0. This means that the charge asymmetry should
fluctuate event-by-event, and the signature of the effect is the dynamical
fluctuations that exceed the statistical ones.
In 2004, I presented my paper [54] it to the experimental colleagues at
RHIC, including Sergei Voloshin. Sergei called my story a “fairy tale”, and
looked skeptical - but just in a couple of weeks, he came up with an ingenious
way to look for the effect [56]. Let me briefly present the idea of [56]. The
number of charged hadron tracks in a single event (although sufficient to
determine the reaction plane) is not large enough to allow a statistically
sound extraction of the coefficients a±, so one has to sum over many events.
However since there is no global violation of P and CP invariances in QCD,
the sign of the charge asymmetry should fluctuate event by event and so
when averaged over many events, 〈a+〉 = 〈a+〉 = 0. The way out of this
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dilemma proposed by Sergei was to extract the cumulant 〈aαaβ〉 (the indices
α and β denote the charge of hadrons) by measuring the expectation value
of 〈sin(∆φα) sin(∆φβ)〉. The proposed in [56] variable
〈cos(φα + φβ − 2ΨRP )〉 = 〈cos ∆φα cos ∆φβ〉 − 〈sin ∆φα sin ∆φβ〉 (31)
has an added benefit of not being sensitive to the reaction plane–independent
backgrounds that cancel out in (31). The quantity (31) can be measured with
a very high precision, and is directly sensitive to the parity–odd fluctuations.
The price to pay however is that the observable itself is parity–even, and so
one has to carefully examine all possible backgrounds.
In 2005, Ilya Selyuzhenkov on behalf of STAR Collaboration presented
the preliminary result [57] on the measurement of (31): there was a clear
difference between the same-charge and opposite-charge cumulants that had
a different sign, as expected! The period of excitement however ended a few
months later when an unexpected effect was detected: the cumulants ap-
peared very sensitive to the type of hadrons (positive, negative, or combined
charged) that was used to determine the reaction plane. Unless a physical
explanation of this dependence existed, this signaled that the observed effect
was not real and probably originated from some poorly understood system-
atics. I was asked whether this dependence could be explained, and spent
three months trying to understand it – but could not find any rational ex-
planation of the phenomenon. The initial excitement had all but subsided,
and the topic was rapidly fading into oblivion.
Fortunately, about a year later the re-analysis made by STAR in collab-
oration with Yannis Semertzidis and Vassily Dzhordzhadze at Brookhaven
had revealed a coding bug responsible for the puzzling dependence – once
it was corrected, the result was qualitatively consistent with the theoreti-
cal expectations [58]. The conclusive measurement of (31) was presented by
STAR Collaboration in [59, 60]; one of the results is shown in Fig.3. One can
see that the same-charge and opposite-charge cumulants (31) differ in a way
that is very significant statistically. The predictions of various Monte Carlo
models of heavy ion collisions are also shown in Fig.3; these models (while
successful in reproducing the global features of heavy ion collisions) fail in
explaining the observed effect. Yet, it is too early to claim a victory since
mundane backgrounds exist and are not excluded. The recent data have
added a crucial information, and I believe that a definite conclusion can be
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Figure 3: The STAR Collaboration result on the charge-dependent azimuthal correlations
in Au-Au collisions at
√
s = 200 GeV per nucleon pair at RHIC; from [59]. Horizontal axis
is the centrality of the collision (the fraction of the inclusive inelastic cross section); the
average impact parameter decreases towards the right, as does the magnetic field. Also
shown are the predictions of various Monte-Carlo models of heavy ion collisions.
reached in the near future – but this is already the modern history described
in the next section of this review.
On the theory front, it was clear that the arguments of [54] on the sep-
aration of electric charge had to be strengthened. In the Fall of 2006, I
attended a “Quark confinement” conference on Ac¸ores islands together with
Eric Zhitnitsky. I told him about the unfolding story on P violation, and
Eric got excited – probably because he sensed the connection of the effect
to the flow of axial current along the vortices in cold dense matter that he
investigated with Dam Son [61] and Max Metlitski [62]. We began to collab-
orate, and in 2007 published a paper [63] that clarified the role of magnetic
field and vorticity in the “charge separation effect”. We used the space-time
dependent θ-angle to express the electric charge induced by the anomaly in
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the presence of vorticity Ω as
J0 = Nc
eµ
2pi2
·
(
~∇θ · ~Ω
)
, (32)
where µ is the chemical potential and Nc is the number of colors; the sum
over flavors is implicit here. Later, this phenomenon of electric charge separa-
tion induced by vorticity was described by the term “Chiral Vortical Effect”
(CVE) introduced in [19]. The CVE was found within the fluid-gravity cor-
respondence in 2008 [64, 65], and in 2009 in the framework of relativistic
hydrodynamics [34]; its correlation with CME was discussed in [66].
In 2007, I started discussing physics with a new Brookhaven postdoc –
Harmen Warringa – who just arrived from Amsterdam strongly recommended
by his thesis advisor Daniel Boer, a good friend of mine. I told Harmen about
my passion of the past few years – the search for parity-odd effects in QCD
matter – and he expressed interest in collaborating on this topic. We set the
goal of developing a semi-quantitative picture of the charge separation that
would allow us to make predictions for the experiment. Larry McLerran had
joined us shortly afterwards, and we began to work. We assumed that the
chirality imbalance was due to the sphalerons in the quark-gluon plasma, and
argued that the magnetic flux through the sphaleron led to the separation of
electric charge. This phenomenon allowed a very simple intuitive explanation
[2], as illustrated in Fig.4 – strong magnetic field pins down the spins of
positive and negative fermions in opposite directions. This is because the
lowest Landau level for chiral fermions that has zero energy is not degenerate
in spin. So for magnetic field pointing upwards, the positive fermion (say,
up quark) moving up and the negative fermion (say, down quark) are both
right-handed with ~σ · ~p > 0. Usually, the system possesses an equal number
of left- and right-handed fermions, and hence the electric currents created
by left- and right-handed fermions cancel out. However, if the background is
topological and favors one chirality over the other, the system does develop
an electric current.
This picture extended the mechanism of quark–antiquark asymmetry gen-
eration in [54] by replacing the angular momentum by magnetic field. Unlike
the angular momentum of the quark-gluon plasma, the magnetic field in the
collision of relativistic ions can be easily computed by plugging the currents
created by the initial ions and the produced charged hadrons as sources into
the Maxwell equations. We did this, and found an extremely strong magnetic
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Figure 4: A qualitative picture of the CME, from [2]. The red arrows denote the direction
of momentum, the blue arrows the spin of the quarks. (1) In a strong magnetic field,
the up and down quarks are all in the lowest Landau level and can only move along the
direction of the magnetic field. Initially there are as many left-handed as right-handed
quarks. (2) The quarks interact with a gauge conguration with nonzero winding number
Qw. Assuming Qw = −1, this will convert a left-handed up/down quark into a right-
handed up/down quark by reversing the direction of momentum. (3) The right-handed up
quarks will move upwards, the right-handed down quarks will move downwards. A charge
difference of Q = 2e will be created between two sides of a plane perpendicular to the
magnetic field.
field of eB ∼ 1018 G, or a few times m2pi [2] – the field is so large at early
moments in the collision because the charges of heavy ions add coherently.
In such fields, the electromagnetic interactions of quarks with the field are
comparable in strength to the strong interactions among the quarks! This
approach allowed us to estimate the magnitude of charge asymmetry fluctu-
ations, and to devise a number of predictions for experiment. Prompted by
Larry, Harmen and I also came up with a name “chiral magnetic effect” that
we used in our paper [2], and later as a title of [26].
However, we all knew that our paper [2] had a number of shortcomings –
among them was the assumption of the dominance of the lowest Landau level
that seemed to require a very strong (compared to the temperature of the
system T ) magnetic field eB  T 2. While the magnetic field was indeed very
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strong at early moments of the collision, it rapidly decreased as a function
of time, and one had to find a way to i) sum over Landau levels and ii) to
account for the time-dependence of magnetic field. At this moment Harmen
and I were joined by Kenji Fukushima, who was a postdoc at RIKEN-BNL
Center. Kenji and Harmen collaborated on the effects of magnetic field in
color superconductors, so it was natural for us to join forces. After a number
of discussions, we decided that a consistent way of incorporating the higher
Landau levels was to evaluate the thermodynamic potential at finite chiral
chemical potential, and then to differentiate it with respect to the vector
potential to find the density of current J3 = ∂Ω/∂A3|A3=0. This computation
[26] reveals the nature of the anomaly as the collective flow in Dirac sea, as
discussed in section 1.2 – the current enters from the depths of Dirac sea at
p3 = −ΛUV , and leaves our world of finite momenta at another UV boundary
at p3 = ΛUV such that the UV contributions cancel out, and one is left with
a final result for the CME current as explained in section 1.3. Moreover,
since the excited Landau levels of chiral fermions are spin-degenerate, the
only contribution to the current comes from the lowest Landau levels of zero
energy – so our assumption in [2] in fact appeared correct for any strength
of magnetic field.
The fact that only the zero modes related by index theorem to the global
topology contribute to the CME current highlights its topological origin. In
our paper [26] we also discussed a number of other derivations, including
the one using the method of Goldstone and Wilczek [67] and D’Hoker and
Goldstone [68], and clarified the issue of the energy balance in the generation
of CME current that is powered by the difference in the Fermi energies of
left- and right-handed fermions. Because of this, the current cannot exist in
the situations when µ5 is fixed, i.e. corresponds to a conserved chiral charge.
It is the chiral anomaly that induces non-conservation of the chiral charge
and thus makes the CME possible.
The studies of CME on the lattice were performed in 2009 by two groups:
one at ITEP that was led by Mikhail Polikarpov [69, 70, 71] and another at
UConn, led by Tom Blum [72]. Both groups observed that the regions pop-
ulated by topological charge in QCD matter acquire electric dipole moment
in an external magnetic field. A direct measurement of the CME current on
the lattice is made possible by the observation [26] that a finite µ5, unlike a
finite baryon chemical potential, does not lead to the notorious determinant
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sign problem that stands in the way of lattice simulations of baryonic matter.
This observation enabled the direct lattice measurement of the CME current
that appeared linear in both µ5 and B in accord with (21) [73, 74].
To check that a finite µ5 does not create a problem for lattice simulations,
consider the fermionic determinant in Euclidean space-time in the presence
of a chiral chemical potential [26]:
det
(
Dˆ + µ5γ
0
Eγ
5 +m
)
, (33)
where Dˆ = γµEDµ, and we have chosen a representation in which all γE
matrices are Hermitian, γ0E = γ
0, γiE = iγ
i. Since Dˆ and γ0Eγ
5 are anti-
Hermitian the eigenvalues of determinant are of the form iλn + m, where
λn ∈ R. Because γ5 anticommutes with Dˆ + µ5γ0Eγ5, all eigenvalues come
in pairs, which means that if iλn + m is an eigenvalue, also −iλn + m is
an eigenvalue. The determinant is the product of all eigenvalues; thus is the
product over all n of λ2n+m
2. Hence the determinant is real and also positive
semi-definite.
The treatment of the time-dependent magnetic fields was an open issue,
and Harmen and I addressed it the following year, in 2009, using the linear
response theory [75]. Unlike the zero-frequency chiral magnetic conductivity
that is protected by topology, the finite-frequency response is sensitive to
interactions. Indeed, one can see this by comparing the result of [75] done
in the leading order of perturbation theory to the result [76] obtained soon
afterwards by Ho-Ung Yee within the holographic correspondence using the
Sakai-Sugimoto model – at zero frequency, the results coincide, but they
do differ significantly at finite frequency. We continued the studies of real-
time dynamics of CME at weak coupling together with Harmen and Kenji
in [77, 78].
The last development from 2009 that I would like to mention in this sec-
tion is the link [19] between the CME and the Maxwell-Chern-Simons theory,
or the axion electrodynamics. This allowed to make explicit the topological
origin of CME deriving it through the Chern-Simons term in the effective
action. The modified Maxwell-Chern-Simons equations describe in a very
economical way the phenomena induced by the anomaly, including the CME
and the induction of electric charge induced on the boundary of topological
domains in the presence of magnetic field [19]. These phenomena can be
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Figure 5: The chiral magnetic current in the quark-gluon plasma as measured in full
lattice QCD at T ' 400 MeV; from [74]. The squares (blue online) indicate the absence
of the current without magnetic field, and the circles (red online) – its existence, and the
expected linear dependence on the chiral chemical potential µ5, in a magnetic field.
described by the same theory that was used by Wilczek [21] to reproduce the
Witten’s effect (generation of electric charge on magnetic monopole at finite
θ angle).
In retrospect, I could realize the connections to axion domain walls [23]
earlier had I listened more carefully to Adrian Melissinos from Rochester.
Shortly after our 1998 paper [40] appeared, Adrian came to Brookhaven with
an idea to look for the axions produced in the decay of CP-odd metastable
“bubbles” in the quark-gluon plasma. Unfortunately, the estimates showed
that the bubble was far more likely to decay into hadrons than into axions,
and so the experiment never materialized – but the link to the axion physics
appeared conceptually important.
This concludes the “biographic” part of the section. As time went by,
I became aware of a number of important papers that preceded our work,
and would like to list and discuss them here. These papers come from differ-
ent fields – astrophysics, cosmology, particle and condensed matter physics
– but address the very same problem. My only excuse for missing them
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earlier is that their authors were also mostly unaware of each other’s work,
which illustrates that the inter-disciplinary bareers still exist and have to be
overcome.
The first paper addressing the current generated by rotation in a chirally
imbalanced system was written in 1978 by Alexander Vilenkin9, and entitled
“Parity Nonconservation and Rotating Black Holes” [81]. In this, and the
following papers [82, 83, 84], Vilenkin considers fermions in a rotating system
and argues that the coupling of fermion’s spin to the angular momentum of
the system induces the current along the rotation axis. If the fermions are
only left-handed (just like the Standard Model’s neutrinos), then there exists
a chirality imbalance that is crucial for the existence of the current. In the
1980 paper [85] entitled “Equilibrium Parity Violating Current In A Magnetic
Field” Vilenkin extends his analysis to the case of fermions in magnetic field,
and derives the formula
~J = −e
2µ
2pi2
~B, (34)
where µ is the chemical potential of left-handed fermions. Note that this
quantity has to be identified with the chiral chemical potential µ5 = µR −
µL = −µ since the fermions are left-handed. The existence of a current in
equilibrium was puzzling10, and indeed in the paper “Cancellation Of Equi-
librium Parity Violating Currents” addressing the effect in rotating systems
Vilenkin eventually concluded that “the equilibrium current is equal to zero
for all particles except neutrinos” and is exclusively the result of parity non-
conservation in weak interactions. The equilibrium currents stemming from
parity violation in weak interactions were then tied by Vilenkin and Leahy
[87] to the origin of cosmic magnetic fields, and were argued to produce a
seed field sufficiently strong to account for the present galactic fields.
According to our present understanding, the CME can exist only when
the chiral chemical potential does not correspond to a conserved quantity,
e.g. when the chiral charge is not conserved due to the chiral anomaly. Since
the chiral chemical potential in this case can be viewed as the time derivative
of the θ angle, µ5 = ∂0θ, one can see that such systems do possess an explicit
9I thank A. Vilenkin for kind hospitality at Tufts University and several days of enjoy-
able discussions on topics described in this review.
10According to A. Vilenkin, the result (34) for systems in equilibrium was criticized by
C.N.Yang.
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dependence of a parameter describing their state on real time and are thus
strictly speaking out of equilibrium. An interesting geometric prospective on
this phenomenon is offered by holography, where the metric describing the
systems with finite µ5 in the D3/D7 model contains a D7 brane rotating in
the bulk with a finite angular velocity that is identified as µ5 in the boundary
theory [88, 89].
In 1983, G. Eliashberg at the Landau Institute pointed out the possibility
of the existence of electric current induced by magnetic field in conductors
with mirror isomer symmetry [90]. Even though the parity invariance in these
materials is broken and thus does not forbid the relation ~J ∼ ~B, eventually
it was found [91] that such current does not exist in equilibrium11, similarly
to Vilenkin’s conclusion in the astrophysical setup [86].
It is instructive to re-examine the analysis made in [91], to see how the
gauge invariance apparently prevents the existence of CME current in equilib-
rium, and to discuss how the chiral anomaly and the related topology allow
it for systems with chiral imbalance12. Consider a conductor in magnetic
field; the free energy of the system is given by
F =
∫
d3x ~j · ~A−
∫
d3x ~M · ~B, (35)
Assume that there exists a current
~j = a ~B. (36)
Let us now use the Onsager’s reciprocal relations. According to them, an
off-diagonal relation between the current ~j and the field ~B implies the off-
diagonal relation between ~M and ~A:
~M = −a ~A. (37)
This relation is clearly inconsistent with gauge invariance – and since the
magnetization is a physical quantity, this apparently excludes the possibility
of the CME in equilibrium [91].
11I thank L. Levitov for illuminating discussions on this topic.
12The arguments presented below were developed in a discussion with L. Levitov and
H.-U. Yee.
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Let us however not stop here, and continue our analysis of the free energy;
from (37) and (35) we get
F = 2a
∫
d3x ~A · ~B, (38)
i.e. the free energy is Chern-Simons 3-form of gauge field (“magnetic he-
licity”) with a ≡ θ˙ = const. Magnetic helicity (38) has a simple physical
interpretation – it counts the number of times the flux of magnetic field
wraps around itself, and is thus a topological quantity. The Chern-Simons
form is gauge-dependent, and varies under “large” gauge transformations
that change the topology of the field ~A – but this gauge dependence gets
canceled by the appropriate boundary term.
Indeed, the Chern-Simons 3-form can be viewed as emerging from the
manifestly gauge-invariant “θ-term” θF F˜ with θ-angle growing linearly with
time, θ = at. The Chern-Pontryagin density FF˜ can be represented as a full
derivative of the topological current
Kµ = µνρσAνFρσ, (39)
see eq(11). For θ linearly growing with time, θ = at (and independent of
space), we thus get
θF F˜ = ∂µ(θK
µ)− a K0, (40)
where K0 yields ~A · ~B present in (38). We thus conclude that to maintain the
gauge invariance, the free energy (38) has to be supplemented by the first
term in (40) that is a full divergence and leads to a boundary contribution.
While this term, being a full divergence, does not affect the equations of mo-
tion, it is required to restore the gauge invariance, and thus the conservation
of charge.
To see this explicitly, let us examine the effects of the boundaries that we
will assume located at points z = ±z0 (the magnetic field is directed along
the z axis). The integral of the boundary term is∫
dt
∫
d2x θ A0 ~B · ~n (41)
The corresponding electric charge density for θ = at is obtained by differen-
tiating w.r.t. A0:
j0 = at ~B · ~n (42)
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This result has a simple physical meaning: at the top (bottom) surface of
the sample, there is a linearly growing (decreasing) with time electric charge
density – this is a straightforward consequence of the constant in time electric
current j = aB propagating in the bulk. Such a surface phenomenon indeed
must take place if the charge is conserved, i.e. it is a direct consequence of
gauge invariance.
To summarize our discussion: the CME current through the Onsager
reciprocal relations forces the free energy to be of topological Chern-Simons
form. This is physically admissible if the system possesses chiral fermions,
since the index theorem relates the topology of the gauge field to the number
of fermion zero modes. The boundary terms have to be included to restore
the gauge invariance, and thus the conservation of electric charge13.
In 1985, A. Redlich and L. Wijewardhana computed the induced Chern-
Simons term that energes at finite temperature and/or density in a theory
with an even number of left-handed SUL(2) fermion doublets [92]. They ob-
served that a non-vanishing expectation value of the vector current emerges
due to the UL(1) anomaly. The authors further speculated that the emer-
gence of the induced Chern-Simons terms signaled an instability in the sys-
tem. Also in 1985, an instability due to the induced Chern-Simons term has
been pointed out by K. Tsokos [93]. An insightful paper [94] by C. Callan and
J. Harvey introduced the concept of ”anomaly inflow” as a physical interpre-
tation of anomaly descent relations [95], and the corresponding anomalous
currents.
The 1998 paper by A. Alexeev, V. Cheianov and J. Fro¨lich [96] addressed
the role of chiral anomaly in the transport of charge in nano-wires, as well
as in masslesss QED in magnetic field. The authors have pointed out the
existence of the current induced by the chirality imbalance, related the uni-
versality of the conductivity to non-renormalization of the chiral anomaly,
and discussed the relevance of gapless modes in the transport of charge. In
the following 2000 paper [97] J. Fro¨lich and B. Pedrini derived the formula
for the anomalous current driven by chirality imbalance from the Hamilto-
nian formalism and the current algebra, and addressed the relation between
13The argument above also helps to understand in simple physical terms the difference
between the results obtained for CME from the “consistent” and “covariant” forms of the
chiral anomaly.
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the chiral chemical potential and the axion field. They also discussed the
anomaly-induced mechanism for generating primordial magnetic fields in the
Early Universe. Later, the same authors have also discussed the relation
between the Quantum Hall Effect, effective axion field, and the anomalous
currents [98].
Magnetic fields in the Universe served as a motivation also for the 1997
papers by M. Joyce and M. Shaposhnikov [99], and M. Giovannini and M.
Shaposhnikov [100]. The authors considered the effect of the anomalous
coupling of a primordial hypercharge magnetic field of the Standard Model to
fermions, and their equations of motion contain a term describing the current
proportional to the (hyper)magnetic field. In particular, the instability of the
system with chiral imbalance towards the decay into (hyper)magnetic fields
with non-zero Chern-Simons number has been pointed out [99].
Another interesting and relevant for our discussion phenomenon is the
generation of chirality through the Berry curvature in 3D condensed matter
systems with chiral quasiparticles, so-called Weyl semimetals [101, 102, 103,
104, 105]. This topic will be discussed in the next section.
Finally, let me mention that the CME can be viewed as a particular kind
of the classic phenomenon that was predicted by P. Curie in 1894 and named
“magnetoelectric effect” by Debye in 1926. This term refers to the coupling
between magnetization and electric polarization that is exhibited for example
by Cr2O3 and multiferroics. The origin of this effect in general is not linked
to quantum anomalies, even though it is sometimes linked to chirality – see
[106] for an example.
3. CME: current developments
It is impossible to list all of the recent papers on the CME and related
phenomena – for reviews dedicated to various aspects of chiral systems in
magnetic field, see e.g. the recent volume [1]. Below, I will mention some of
the current research directions, and refer to representative papers.
3.1. CME and holography
”The key to growth is the introduction of higher dimensions
of consciousness into our awareness.”
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Lao Tzu
Because the origin of CME is topological, it is expected that the effect
should survive even at strong coupling. The limit of strong coupling is ac-
cessible theoretically through the holographic correspondence, and the CME
has been extensively studied in this approach, see e.g. [76, 107, 108, 109,
110, 111, 88, 89, 112], reviews [113, 114, 115, 116] and references therein.
A phenomenon similar to CME arises when instead of magnetic field there
is an angular momentum (vorticity) present – this is so-called Chiral Vortical
Effect (CVE) that within the holographic correspondence has been studied in
[64, 65]. The CVE has been argued to be related to the gravitational anomaly
[117, 118, 119, 120, 121]; in a holographic setup, the CVE is described through
a mixed gauge-gravitational Chern-Simons term.
The possible relation to gravitational anomaly is very intriguing and has
to be investigated further. In particular, the temperature gradient can be in-
troduced through an effective gravitational potential [122, 123], and recently
it was pointed out that, through the anomaly, this leads to a new contribu-
tion to the CVE for spatially inhomogeneous systems [124]. Another effect
emerging in the presence of inhomogeneous temperature distribution is the
“chiral heat effect” [125] – the flow of thermal current perpendicular to the
gradient of temperature.
3.2. CME and chiral hydrodynamics
The persistence of CME at strong coupling and small frequencies makes
the hydrodynamical description of the effect possible, and indeed it emerges
naturally within the relativistic hydrodynamics as shown by Son and Surowka
[34]. The quantum anomalies in general have been found to modify hydro-
dynamics in a significant way, see [126] for a review, and refs [127, 112, 128,
129, 130, 131, 132, 133, 134, 135, 136, 137] for representative examples of the
ongoing original work. The principle of “no entropy production from anoma-
lous terms” was used to constrain the relativistic conformal hydrodynamics
at second order in the derivative expansion, where it allows to compute an-
alytically 13 out of 18 anomalous transport coefficients [33]. Anomalous
hydrodynamics has been found to possess novel gapless collective excitations
– the “chiral magnetic waves” [138], see also [139]. They are analogous to
sound, but in strong magnetic field propagate along the direction of the field
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with the velocity of light [138]. An interesting open problem is the interplay
of the CMW with the anomalous zero sound studied in [140].
Anomalies have a profound importance for transport, as they make it pos-
sible to transport charges without dissipation – this follows from the P -odd
and T -even nature of the corresponding transport coefficients. The existence
of CME and CVE in hydrodynamics is interesting also for the following rea-
son – usually, in the framework of quantum field theory one thinks about
quantum anomalies as of UV phenomena arising from the regularization of
loop diagrams. However, we now see that the anomalies also modify the
large distance, low frequency, response of relativistic fluids. This is because
the anomalies link the fermions to the global topology of gauge fields – the
much more familiar example of the IR phenomenon induced by the anomaly
is the decay of neutral pion into two photons.
3.3. CME and kinetic theory
Kinetic theory has proved its usefulness in treating the approach to equi-
librium. An interesting question is whether the chiral anomaly can be incor-
porated into kinetic description in a consistent way. This question has been
addressed in a number of recent studies [141, 142, 143, 144, 145, 146, 147, 148,
149], and the answer is positive. For the kinetic description of the anomaly,
it appears convenient to introduce the concept of magnetic monopole in mo-
mentum space with the corresponding Berry flux, as originally advocated by
Volovik [102].
3.4. CME away from equilibrium
A very interesting open problem is the real-time dynamics of the CME
away from equilibrium; we have briefly touched upon this using the Onsager
relations in section 2. These studies just begin, so we will mention just a
few examples. The paper [150] addresses the decay of topological defects
in magnetic field, and observes the emergence of CME current away from
equilibrium. The self-consistent time evolution of magnetic field coupled
by the anomaly to the chiral chemical potential in relativistic plasma in
the presence of dissipation is analyzed in Ref. [151]. Another interesting
example is the computation of the out-of-equilibrium CME in a holographic
setup [152], where the gravitational dual is the mass shell with a finite axial
charge density that undergoes a gravitational collapse to a charged black
hole.
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The last example refers to the description of jet fragmentation within an
effective dimensionally reduced theory [153] along the lines originally pro-
posed by Casher, Kogut and Susskind [154]. It appears that the jet frag-
mentation process in this approach can be described as a propagation of the
Chiral Magnetic Wave away from equilibrium; the corresponding oscillations
of electric charge give rise to an intense electromagnetic radiation, possi-
bly linking the origin of the “anomalous soft photon puzzle” to the chiral
anomaly [153].
3.5. CME in heavy ion collisions at RHIC and LHC
As explained in section 2, the CME predicts the existence of the fluc-
tuations of P-odd azimuthal asymmetries of charged hadrons that have the
opposite sign for the same and opposite charge hadrons. Such fluctuations
consistent with the CME have been experimentally observed at RHIC by
the STAR Collaboration [59, 60]. A recent high statistics study by STAR
confirms the existence of the effect, and finds that the separation of charge
is predominantly orthogonal to the reaction plane [155], as expected for the
CME [54].
The effect has been also observed at the LHC by the ALICE Collaboration
[156, 157], with a magnitude similar to the RHIC result. Note that the
similarity of the effect at RHIC and LHC energies may be simply explained
by the scaling of magnetic flux through the plasma – while the magnetic field
at early times of the collision is proportional to the γ factor, the longitudinal
size of the region occupied by the produced matter shrinks as ∼ 1/γ, so the
magnetic flux, and thus the chiral magnetic current, are roughly independent
of energy.
A number of alternative explanations of the observed effect has been
proposed, see e.g. [158, 159, 160]. The work on the quantitative computation
of the CME-induced charge asymmetries has also begun, see for example
[161, 162, 163, 164, 165, 166]. A universal feature of all of the backgrounds to
CME proposed so far is that the observed effect is attributed to a combination
of the elliptic flow v2 (see eq(29) for a definition) with a charge-dependent
correlation. It is thus very important to establish whether the observed effect
is driven by magnetic field or by the elliptic flow.
A decisive test of this can be performed in uraniaum-uranium collisions,
as proposed by Voloshin [167]. The idea is the following: the U nucleus
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is significantly deformed, and therefore even in a central collision with no
spectator nucleons the produced quark-gluon matter will be almond-shaped.
The pressure gradients will thus be anisotropic, and will create a substantial
elliptic flow v2. On the other hand, since the collision is central and there are
no spectators, the magnetic field will be close to zero. Therefore, if the effect
observed in AuAu collisions is due to a mundane background driven by v2,
it should persist in central UU collisions, whereas if it is driven by magnetic
field (like the CME) the effect should vanish. The first UU experimental
results indicate the absence of the effect in central collisions, consistent with
CME [168, 169] – but, needless to say, the experimental studies have to be
continued.
There is a number of ongoing theoretical developments aimed at a quan-
titative understanding of the observed effect. Among important ingredients
are the event-by-event fluctuations of magnetic field induced by the geom-
etry of the collisions [170, 171], the time evolution of magnetic field in the
conducting medium [172, 173, 174, 175], and a quantitative theory of CME
in non-stationary setups [176, 177, 152].
In addition to the fluctuating dipole moment, the charge distribution of
the quark-gluon plasma can possess the permanent quadrupole deformation
induced by the Chiral Magnetic Wave (CMW) [138] in the presence of a vec-
tor (baryon or electric) charge density [178]. Based on this, we predict the
charge dependence of the elliptic flow that is linear in the charge asymmetry
[178]. This prediction has been tested experimentally by STAR Collabo-
ration [179], and the expected charge dependence has been observed. The
quantitative studies of the effects induced by the CMW in a more realistic
setup are underway, see e.g. [180, 181, 182, 183, 184].
3.6. CME in the Early Universe
”We came whirling
out of nothingness
scattering stars
like dust”
Rumi (1207 – 1273)
A very intriguing application of CME that stimulated some of the early
work [87, 99, 100, 97] described above in section 2 is the generation of pri-
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mordial magnetic fields in the Early Universe. The chirality imbalance in
the primordial electroweak plasma can be converted by the anomaly into a
helical magnetic field configuration with non-zero Chern-Simons number.
Among the recent developments are the transfer of magnetic helicity from
small to large scales [151], study of the conversion of the electroweak plasma
into a horizon-scale helical magnetic field [185], and the realization that lep-
togenesis can give rise to right-handed helical magnetic field that is coherent
on astrophysical length scales [186]. Similar ideas have been developed in
the series of papers [187, 188, 189].
The CVE has been found to lead to the production of the helical magnetic
field in the turbulent electroweak plasma [190], whereas the CME amplifies
the growth of the field.
A particularly intriguing option for the Universe is the inflation driven
by a pseudo-scalar inflaton – for example, a pseudo-Nambu-Goldstone boson
[191] or an axion [192]. In this case the entire Universe would be parity-odd,
and the coupling to gauge fields would induce CME currents on cosmological
scales. In particular, this cosmological parity violation would be imprinted
in the Cosmic Microwave Background, as discussed recently in [193, 194,
195, 196]. Because of an explicit out-of-equilibrium nature of inflation, this
problem is naturally linked to the issues discussed in section 3.4.
3.7. CME in condensed matter physics: Weyl semimetals
Recently, it has been realized that the triangle anomalies and the chiral
magnetic effect can be realized also in a condensed matter system – a (3+1)-
dimensional Weyl semi-metal [103, 104, 105]. The existence of “substances
intermediate between metals and dielectrics” with the point touchings of the
valence and conduction bands in the Brillouin zone was anticipated long time
ago [101].
In the vicinity of the point touching, the dispersion relation of the quasi-
particles is approximately linear, as described by the Hamiltonian H =
±vF~σ ·~k, where vF is the Fermi velocity of the quasi-particle, ~k is the momen-
tum in the first Brillouin zone, and ~σ are the Pauli matrices. This Hamil-
tonian describes massless particles with positive or negative (depending on
the sign) chiralities, e.g. neutrinos, and the corresponding wave equation is
known as the Weyl equation – hence the name Weyl semimetal [103].
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Weyl semimetals are closely related to 2D graphene [197], and to the
topological insulators [198, 102] – 3D materials with a gapped bulk and a
surface supporting gapless excitations. Specific realizations of Weyl semimet-
als have been proposed, including doped silver chalcogenides Ag2+δSe and
Ag2+δTe [199], pyrochlore irridates A2Ir2O7 [103], and a multilayer het-
erostructure composed of identical thin films of a magnetically doped 3D
topological insulator, separated by ordinary-insulator spacer layers [104].
Recently, the conditions for the CME in Weyl semimetals and a number
of other transport phenomena induced by the anomaly were investigated in
[200, 201, 202, 203, 204, 148, 205, 206].
4. Outlook
“A good traveler has no fixed plans,
and is not intent on arriving.”
Lao Tzu
The CME is a spectacular example of a non-dissipative transport phe-
nomenon induced by the chiral anomaly and protected by the global topology
of the gauge field. This phenomenon elucidates the intricate and beautiful na-
ture of quantum anomalies in field theory. The anomalies link quantum field
theory to relativistic hydrodynamics, and induce a number of novel effects
far beyond the CME. Moreover, the anomalous CME current and related
phenomena may have important practical applications since they enable the
transport and processing of information and energy without dissipation.
Because of this, the theory of anomalous transport deserves close atten-
tion, and should be developed further. A large number of open problems
exists – among them are the theory of real-time non-equilibrium anomalous
processes, the quantitative description of charge asymmetries in heavy ion
collisions, the complete theory of charge transport in Weyl semimetals and
other chiral materials, and understanding of parity violation on cosmological
scales, just to name a few. Even though these problems appear to belong
to different fields of science, they are tightly and intimately connected, and
await courageous researchers willing to work across the boundaries of their
disciplines.
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