With the growing number of high-resolution satellite images, the traditional image retrieval method has become a bottleneck in the massive application of high-resolution satellite images because of the low degree of automation. However, there are few studies on the automation of satellite image retrieval. This paper presents an automatic high-resolution satellite image accurate retrieval method based on effective coverage (EC) information, which is used to replace the artificial screening stage in traditional satellite image retrieval tasks. In this method, first, we use a convolutional neural network to extract the EC of each satellite image; then, we use an effective coverage grid set (ECGS) to represent the ECs of all satellite images in the library; finally, the satellite image accurate retrieval algorithm is proposed to complete the process of screening images. The performance evaluation of the method is implemented in three regions: Wuhan, Yanling, and Tangjiashan Lake. The large number of experiments shows that our proposed method can automatically retrieve high-resolution satellite images and significantly improve efficiency.
Introduction
The information in satellite images plays an important role in environmental monitoring, disaster forecasting, geological surveying, and other applications. With the steadily expanding demand for remotely sensed images, many satellites have been launched, and thousands of images are acquired every day. Increasingly, many researchers and organizations use satellite images to study the surface evolution process of a Region of Interest (ROI), and the entrance of the remote sensing application is satellite image retrieval.
Conventional satellite image retrieval in remote sensing applications is performed using a compound search composed of spatial search and attribute search. The condition of the spatial search is a defined geographical area commonly referred to as the Region of Interest (ROI), and the condition of attribute search generally refers to the imaging time range, spatial resolution, imaging platform, etc. For example, we need some high-resolution satellite images as first-hand information for a land use survey of Wuhan in 2016; the ROI is Wuhan in the retrieval task, and the conditions of the attribute search are imaging in 2016 and a spatial resolution above 10 m per pixel. Some well-known satellite imagery portals use this form of retrieval [1] [2] [3] .
However, the image set searched by the composite retrieval method cannot be directly applied in most applications; a screening process is required to finish the retrieval task. The purpose of the screening is to select images that can be directly used for subsequent processing. The screening is performed according to the following guidelines: (a) The entire ROI should be effectively covered, i.e., there should be at least one image that covers the area, and the content of the corresponding part of the image should be the earth's surface instead of cloud; and (b) The number of images in the collection should be as small as possible because fewer images correspond to lower processing costs.
The screening process of the conventional satellite image retrieval is currently manually performed, which restricts the efficiency of applications using satellite images. We describe the image screening as a process of selecting a suitable satellite image set "B" from the image set "A" queried by the composite retrieval method. We call image set A the "Pre-selected Image Set" (PIS) and image set B the "Selected Image Set" (SIS). To make these concepts more intuitive, an example is shown below.
As shown in Figure 1 , there are eight satellite images that cover the ROI, which makes PIS = {1, 2, 3, 4, 5, 6, 7, 8}, and each image in PIS has a different effective coverage. Figure 2 shows three image sets screened out from PIS: image sets I, II, and III. There are two images in I, and the union of the two images can completely cover the ROI. However, a part of the ROI is covered by cloud; thus, image set I does not satisfy screening criteria (a). Both image sets II and III satisfy screening criteria (a); II has five images, and III has three. Thus, according to screening criteria (b), III is selected as the final SIS. Although there has been no automatic solution for this problem, some studies are helpful in solving this problem, including cloud detection methods and the cloud distribution expression of remote-sensing images. Cloud detection technology supports the automatic extraction of effective coverage information of satellite images. The reasonable expression of the cloud distribution of satellite images is the prerequisite for realizing automatic screening.
Cloud detection is widely used in remote-sensing applications. In recent years, new cloud detection methods have continued to emerge. Hagolle O, Huc M et al. (2010) developed a multi-temporal cloud detection method for FORMOSAT-2 and LANDSAT images [4] . Zhu Z and Woodcock C. E (2012) proposed an Fmask cloud detection method by combining with Landsat Top of Atmosphere (TOA) reflectance and Brightness Temperature (BT) [5] . Laban N, Nasr A et al.
(2012) developed the multi-scale cloud extraction of remote-sensing images using spatial and texture features [6] . Surya S. R and Simon P (2013) used color space transform and Fuzzy C-means clustering to extract cloud in Landsat images [7] . Goodwin N. R, Collett L. J et al. (2013) proposed a fast cloud detection algorithm for the Landsat images using the hierarchical processing and combining the spectral information of the multi-temporal images [8] . Fisher A (2014) developed a cloud detection method specifically for SPOT5 HRG images [9] . Han Y, Kim B et al. (2014) proposed a cloud detection algorithm based on a reference image for high-resolution remote-sensing images [10] . Başeski E and Cenaras Ç (2015) use color and texture information to detect cloud in remote-sensing images [11] . Zhu Z, Wang S et al. (2015) improved the Fmask algorithm for cloud detection of Landsats 4-8 images [12] . An Z and Shi Z (2015) proposed a new automatic supervised approach based on the "scene-learning" scheme for cloud detection on remote-sensing images [13] . Wu T, Hu X et al.
(2016) introduced the stereoscopic vision frame to solve the automatic cloud detection problem using DSM and DEM data [14] .
In recent years, some studies have discussed the cloud distribution expression of remote-sensing images. Laban N, Nasr A et al. (2012) developed a spatial cloud detection and retrieval system (SCDRS) to retrieve the cloud distribution of remote-sensing images, and the cloud distribution information is expressed using tiling grids in their system [6] . Feng A and Shu S (2014) proposed a model of index of cloud in images based on GeoSOT, which is cloud distribution information organized by a global discrete grid system and saved in a particular file [15] .
Obviously, the essential factor that affects the screening process is the effective coverage (EC) of the images in PIS. If the EC of satellite images can be extracted, organized, and rightfully used, the screening task can achieve automation. Based on this idea, an automatic accurate high-resolution satellite image retrieval (AA-HRSIR) method is presented in this study. The AA-HRSIR method consists of three parts: (1) automatic extraction of EC; (2) the effective coverage grid set (ECGS); and (3) the satellite image accurate retrieval algorithm.
The remainder of the article is organized as follows. In Section 2, details of the AA-HRSIR method are provided. In Section 3, experiments are presented to demonstrate the results of the AA-HRSIR method. In Section 4, the effectiveness of the AA-HRSIR method is discussed. Finally, conclusions are presented in Section 5.
Methods

Effective Coverage Extraction
In a high-resolution satellite image, the effective coverage (EC) is the geographical area that corresponds to the cloudless part of the image. EC can be obtained when cloud in the satellite image is detected. This paper uses satellite false-color preview images as the input data for cloud detection because false-color preview images are used in the manual screening stage of actual retrieval tasks, which indicates that the preview images carry adequate information for screening, and the false-color preview images have much lower processing costs than the raw data of the satellite images. However, almost all existing cloud detection techniques use the original data of the remote-sensing image as the input and are designed for specific remote-sensing images, so they cannot be used in our study.
We use a convolutional neural network (CNN) to perform cloud detection in satellite images because cloud detection is essentially a problem of single-label image classification, and convolutional neural networks have been proven to solve it with good performance [16] . One key element that affects the accuracy of the convolution neural network model is the number of samples; in general, more samples correspond to a higher accuracy of the CNN. Fortunately, the number of satellite remote-sensing images is large, which provides sufficient data for the CNN.
The process of cloud detection includes (1) satellite image preprocessing and (2) cloud detection using a convolutional neural network.
Satellite Image Preprocessing
First, we split the satellite image into small blocks, and the size of the blocks determines the resolution of the cloud detection results. A smaller image block yields a higher resolution of the cloud detection results, whereas larger image blocks are more advantageous for the CNN to extract features from it. To determine the size of the division, we have referred to some datasets (MINST, CIFAR-10, CIFAR-100, SVHN, STL-10) which are commonly used in the field of CNN image classification. The image size of these datasets includes 28 × 28, 32 × 32 and 96 × 96, we chose the smallest one to obtain higher resolution of the cloud detection results.
The preprocessing includes two operations: resizing and splitting the satellite image.
Step 1 Resizing the Image
The satellite image is resized to multiples of 28 × 28. Suppose that the width and height of the image are W and H; then, the width and height of the resized image should be W/28 × 28 and H/28 × 28.
Step 2 Splitting the Image After the resizing is completed, all resized satellite images will be split into W/28 × H/28 image blocks.
Cloud Detection Using a Convolutional Neural Network
After the preprocessing, each satellite image was converted into a 2-D array of small image blocks. Next, we use a CNN model to classify the image blocks into "cloudy" or "cloudless". The classification process ( Figure 3 ) comprises three stages: (1) collecting cloud and cloudless samples; (2) building the CNN model and training it using the cloud and cloudless samples; and (3) extracting the EC of all satellite images and storing these values in the database. Step 1 Collecting Cloud and Cloudless Samples Because the samples largely determine the effect of the CNN model, we select many images to ensure the accuracy of the model. The samples were manually collected and stored in the sample database. By visual inspection, cloud and cloudless image blocks are selected as samples and imported into the sample database. In total, 138,690 samples were collected, including 73,602 cloudless samples and 65,088 cloud samples.
As shown in Figure 4 , some samples are collected from a satellite image; the green blocks are cloud samples, and the blue blocks are cloudless samples. Each sample can be uniquely represented by the image id and its relative position in the image; the data structure of the sample in the database is as follows (Table 1 Step 2 Building and Training a CNN Model
We use TensorFlow [17] to build the CNN model. The classification of the image is in color, and there are fewer categories (two categories: cloud and cloudless) to distinguish, during the commonly used datasets. CIFAR- 10 [18] is most similar to the input data in this study because its images are in color and have a smaller size (32 × 32), and its categories are few (ten categories); therefore, we refer to a neural network model [19] that performs well on the CIFAR-10 dataset and build the cloud detection convolution neural network model. The structure of the CNN model here is shown in Figure 5 ; four layers must be trained in the CNN model (not including the pooling layers): the first two layers are convolutional layers, and the last two layers are fully connected layers. The last layer of the CNN is a softmax layer and is used to complete the classification of two categories: cloud and cloudless. After the CNN model is built, cloud and cloudless samples are used to train it ( Figure 6 ). We use TensorFlow to run the training process, and the accuracy changes are shown in Figure 7 . As shown in Figure 7 , in the first 500 iterations, the accuracy of the cloud detection CNN model quickly increases with the training process and becomes stable after 1000 iterations. After 10,000 iterations of training, the final accuracy of the model is stable at approximately 97%. Step 3 Extracting the Effective Coverage
The final process of the effective coverage extraction comprises three steps ( Figure 8 ): (1) According to the method in Section 2.1.1, each satellite image is resized and split into image blocks with a length and a width of 28; (2) The image blocks are classified by the trained CNN model into "cloud" and "cloudless"; and (3) The effective coverage of each satellite image is represented by a matrix, which is the effective coverage matrix (ECM), and saved into the satellite image database. 
Effective Coverage Grid Set
The use of ECM is a simple method to store the effective coverage of each satellite image; however, the matrix does not contain geographic information, so the ECM cannot be directly applied to the satellite image screening process. We use geohash [20] coding to solve this problem. Geohash is a hierarchical spatial data structure that divides the ground surface into discrete grids, and each grid is labeled by a unique character string. It is used here to convert ECM to a new data structure, the effective coverage grid set (ECGS):
where gridCode is a geohash string, overlapRatio is a real number from 0 to 1, which represents the ratio of effective coverage, and map(x, y) means that ECGS is a collection of key-value pairs; in ECGS, the key is gridCode, and the value is overlapRatio. For example:
ECGS e. g = {"wt4yd" : 0.36, "wt4vw" : 0.62, "wt4y1" : 1.00, . . . , "wt4yq" : 0.75}
The conversion process of ECM to ECGS is as follows: In Figure 9 , overlay refers to the geographical coverage of satellite imagery, and ECP refers to the effective coverage polygon. The conversion process of ECM to ECGS includes two steps: conversion from ECM to ECP and conversion from ECP to ECGS. 
Conversion from ECM to ECP
We assume that the number of rows of ECM is nl and the number of columns of ECM is ns. As shown in Figure 10 , each element in ECM can be uniquely identified with (i, j), and it is represented as a geographic quadrilateral in the geographic coordinate system. The conversion from one element of ECM (ECM ij ) to a geographical quadrilateral (Cell ij ) can be performed as follows:
ECP is the union of the cells with values of 1 in ECM; therefore, ECP is expressed by
Conversion from ECP to ECGS
The spatial relations between ECP and the geohash grid are shown in Figure 11 ; ECP is divided into small regular blocks by the geohash grids. The conversion process from ECP to ECGS is as follows. Step 1 Determining the Precision of Geohash
The precision of geohash determines the accuracy of the effective coverage of the image (a higher precision implies a more accurate EC representation) and affects computational efficiency (a higher precision also implies greater demand for storage and lower computational efficiency).
Therefore, a moderate precision must be determined to balance efficiency and accuracy. The precision of geohash is determined to be 5. Based on this precision, the EC of the satellite images in this study is divided into more than 40 and less than 100 geohash grids, which satisfy the requirements of the follow-up accurate retrieval algorithm.
Step 2 Encoding ECP Using Geohash
As shown in Figure 12 , we use the envelop box of ECP to obtain the potential grids (PGS) that may intersect with ECP, and the potential grids are marked in yellow. The calculation method of PGS is as follows:
After acquiring PGS, we can obtain ECGS by calculating the overlap ratios between grids in PGS and ECP. Figure 13 shows the conversion process from ECP to ECGS. 
ECGS is calculated by
where PGS i denotes the i-th element of PGS; Grid PGS i denotes the geographical polygon represented by PGS i ; and overlapRatio i denotes the overlap ratio between ECP and Grid PGS i .
Accurate Retrieval Algorithm
The final step of AA-HRSIR is to screen the images using their ECGS. To complete the screening, a satellite image accurate retrieval (SIAR) algorithm that simulates the manual-screening process is developed to screen satellite images from the PIS (Figure 14) .
In the summary of the artificial screening process, we have found several rules that guide the screening process: (1) Images that cover the edge of the ROI are preferred to avoid small pieces scattered in an uncovered area; (2) Images with a large effective coverage area for the ROI are preferred to control the number of screened images; and (3) Images that properly overlap with other screened images are preferred to facilitate the image mosaic work. We apply these manual-screening rules to the SIAR algorithm as follows. 
Encoding ROI Using Geohash
To map the ECGS and ROI to a unified calculation system, we convert the ROI to the target grid set (TGS) using a similar method to the conversion from ECP to ECGS in Section 2.1.1; the only difference is that the value of each grid in the TGS is determined by whether the grid intersects the boundary of the ROI. As shown in Figure 15 , there are two types of grids in the TGS: the grids on the edge area of the TGS are filled with a dark red color, which indicates that the weight of the grids is 1.0; the grids in the center area of the TGS are filled with a light red color, which indicates that the weight of the grids is 0.5. We assign different weights to the grids in TGS, so that the images cover the edge of ROI are more likely selected, which is consistent with manual-screening rule 1.
Rating Images in the PIS
Because each image in the PIS has an intersection with the ROI, but only one image can be selected for each round of screening, we develop a rating method to evaluate the opportunity to be selected of each image in PIS, so that the images with larger effective coverage areas for the ROI are preferred, which is consistent with manual-screening rule 2.
We calculate the score of image in the PIS as follows: Score = ∑ ECGS k * TGS k , k ∈ keys(ECGS) ∩ keys(TGS) (8) where ECGS k is the value of the element in ECGS with key k; TGS k is the value of the element in the TGS with key k; and the function "keys()" returns the keys of the elements in the collection, e.g.,:
keys(ECGS e. g ) = {"wt4yd", "wt4vw", "wt4y1", . . . , "wt4yq"}
Updating Target Grid Set
After a round of screening, the area of ROI that has not been covered by the images changes, which makes the TGS no longer suitable for the next round of screening. We update the TGS using the following steps:
Step 1 Calculating the Remaining Target Region As shown in Figure 16 , we calculate the remaining target region (RTR) as follows
where Union(SIS) is the geographical polygon that is effectively covered by images of the SIS.
Step 2 Encoding the Remaining ROI Using Geohash
After acquiring the RTR, we use geohash to encode the remaining target region (RTR) to RTGS ( Figure 17 ) using the method in Section 2.3.1. We observe that the grids that intersect with the images in the SIS have larger weights (1.0); hence, the images that properly overlap with other screened images are preferred, which is consistent with manual-screening rule 3. Figure 18 represents the change of PIS, SIS, and TGS during the SIAR process. The distribution of satellite images in PIS is shown in the first row. In the middle row of the figure, the yellow area denotes the ROI, and the green quadrilaterals denote the satellite images in SIS. The last row shows the change of TGS.
By using the methods mentioned in Sections 2.3.1-2.3.3, we can screen images from the "Pre-selected Image Set" using our proposed Satellite Image Accurate Retrieval (SIAR) Algorithm, which is elaborately described in Algorithm 1.
Algorithm 1. Satellite Image Accurate Retrieval (SIAR) (Figure 19)
Input: ROI: represented using a geographical polygon; PIS: PIS = map(imageid, (overlay, ECGS)), satellite image records searched using the conventional satellite image retrieval method; 
Results
Cloud Detection Results
The clouds in the satellite image have many types of patterns; we classified the satellite images into five categories according to the ratio and type of cloud coverage: (a) cloud-free images: the cloud covers less than 5%; (b) less-cloud images: the cloud covers 5-30%; (c) partly cloud mages: the cloud covers 30-85%; (d) full-cloud images: the cloud covers more than 85%; (e) thin-cloud images: the images are covered by thin cloud, and the ground is vaguely visible through it. The image blocks covered by thin clouds are classified as ineffective coverage in this study.
Cloud Detection Test Data
The cloud detection test dataset (CDTD) was selected from the GF-1/2 satellite image database, which included 100 images. It contained the aforementioned types of images, some of which are shown in Figure 20 . 
Cloud Detection Test Methods
We used visual interpretation to obtain the ECM of each image in the CDTD as the criterion. The specific approach is as follows:
1.
Resize the test image and split it into image blocks according to Section 2.1.1.
2.
Mark all image blocks covered by cloud as "cloudy". 3.
Save the manually marked result as ECM 0 according to Section 2.1.2.
After the visual interpretation process, all images in the CDTD obtained the correct ECM: ECM 0 . Then, we use the trained CNN to obtain the EC of each image in the CDTD; its result is recorded as ECM t . The accuracy of cloud detection is calculated by
Cloud Detection Test Results
In accordance with the above method, we completed the test of the CNN cloud detection model on the CDTD. The average accuracy is 96.84%, and the frequency histogram is shown in Figure 21 . The pattern of the histogram is skewed right; the model accuracy on most CDTD exceeds 95 and is 80-90% for few test images. In addition, we evaluated the performance of the cloud detection model on five types of images. As shown in Table 2 , the average classification accuracies of the CNN model are more than 94% on type-a, -b, -c, and -d images but slightly lower on type-e images (only 88.69%). 
Accurate Retrieval Results
Accurate Retrieval Evaluation Data
We arranged three experiments to show the performance of the algorithm in the satellite image retrieval tasks of regions with different sizes. In this study, we classify the ROI into three types according to the number of images required to fully cover the target area: large-area regions, medium-area regions, and small-area regions.
• Test regions (ROIs)
A large-area region denotes a region that requires at least 10 satellite images to fully cover. The number of images to be screened is large in the satellite image retrieval of the large-area region, which results in a substantial manual-screening workload. This type of satellite retrieval is generally used in mapping large-area regions. We selected Wuhan as the test large-area region (bottom right panel of Figure 22) .
A medium-area region denotes a region that requires 2~10 satellite images to fully cover. Medium-area satellite image retrieval is generally used in regular mapping tasks in medium regions such as a county in central China. We selected Yanling as the test medium-area region (upper right panel of Figure 22) .
A small-area region denotes a region that one satellite image can fully cover. Small-area satellite image retrieval is often used in emergency monitoring of a local area, such as for landslides or a dammed lake caused by earthquakes. We selected Tangjiashan Lake as the test small-area region (upper left panel of Figure 22 ). •
Test satellite images
The test data sources are multispectral images with 8-m resolution of GF-1 satellite [21] and multispectral images with 4-m resolution of GF-2 satellite [22] , which were taken in 2015 and 2016. The number of satellite images that cover these ROIs is shown in Table 3 . Some examples of the test satellite images are shown in Figure 23 . Some areas of the satellite images are covered by clouds. • Query conditions
We set up several different query conditions for each test ROI and executed them through spatial and attribute queries to obtain pre-selected image sets (PISs) that must be screened. The number of PISs is shown in Table 4 . 
Accurate Retrieval Evaluation Criteria
Because no other algorithm has solved the automatic satellite images screening problem, we use the results of manual screening as a standard to evaluate the performance of the SIAR algorithm.
• Effective coverage ratio
The effective coverage ratio (ECR) is used as an indicator to judge the screening results. The ECR is calculated by
where EC ROI is the effective coverage to ROI, and its calculation process is as follows (as shown in Figure 24 ): first, we obtain the union of effective coverage polygons (ECPs, Section 2.2.1) of the SIS; then, we determine EC ROI by obtaining the intersection of the union polygon and the ROI. • Effective coverage frequency
To screen satellite images of medium and large areas, which require more than 2 images to fully cover, a qualified screening result should have a high effective coverage ratio and a suitable redundancy of coverage.
As shown in Figure 25 , the SIS on the left has three satellite images, and the SIS on the right has two images; different parts of the ROI are covered with different frequencies. Obviously, SIS-I covers the ROI too frequently (most parts of the ROI is covered more than 2 times), whereas SIS-II covers the ROI with a suitable frequency.
We propose the approach of "effective coverage frequency grids" to calculate the effective coverage frequency (ECF) of each part of the ROI that is divided by the grids. As shown in Figure 26 , each grid records the ECF, and different colors represent different coverage frequencies; we can easily find the spatial distribution of the ECF using this method. Finally, a quantitative indicator, which is the average effective coverage frequency (ECF), is used to assess the quality of the screening results. If the ECF is greater than 2, the redundancy of the screening result is high. If the ECF is less than 2 and greater than 1, the redundancy of the screening result is appropriate.
• Screening time consuming
Time consumption is a key indicator to assess the screening process. If the manual screening results and SIAR results have similar qualities, the method that uses less time to finish the task is undoubtedly better. We recorded the time cost of the screening processes to evaluate the efficiency improvement of the SIAR algorithm compared to manual screening.
Accurate Retrieval Evaluation Results
• Effective coverage ratio
We used formula 9 to calculate the ECRs of the manual and SIAR results, which are shown in Table 5 . Table 5 shows that the difference in ECR of the manual and SIAR results is less than 2.5%.
The ECR of most screening results is very close to 1.0 (0.98~1.0), but the results of test cases C, G and N are not (less than 0.93), because the clouds in satellite images that match the query criteria of tests C, G and N always obscured part of the ground surface of the target region. The effective coverage frequencies of the manual and SIAR results are represented using the method in the above section (Figures 27 and 28) . In Figures 27 and 28 , the boundary of the ROI is marked by the red line; the grids are marked with different colors to denote different effective coverage frequencies: the light green grids indicate that the ECF is 1-2, the yellow ones indicate that the ECF is 2-4, the orange and red grids indicate that the ECF is 4-5, and the dark green and gray grids indicate that the ECF is less than 1. Figures 27 and 28 show that most grids of the ROI are marked as light green in both manual screening and SIAR results, i.e., most parts of the ROI are effectively covered 1-2 times. The quantitative indicator ECF of each result in the tests was calculated (Table 6 ). All ECFs of the manual screening results are 1.0-2.0, and so are the SIAR results. We recorded the time cost of manual screening and SIAR algorithm (Table 7 ). In the screening tasks of a large area (Wuhan), the manual screening costs 2-5 min, whereas the SIAR algorithm costs 4-13 s. In the screening tasks of a medium area (Yanling), the manual screening costs 15-36 s, whereas the SIAR algorithm costs approximately 0.1 s. In the screening tasks of a small area (Tangjiashan Lake), the manual screening costs 4-7 s, whereas the SIAR algorithm costs 0.01 s. The experimental test shows that the SIAR algorithm consumes much less time than the manual screening, and the SIAR algorithm is ten to hundreds of times more efficient than manual screening. 
Discussion
Extracting effective coverage from satellite images is a notably important first step to implement an accurate retrieval study and for application of remote sensor data. In this study, we use a convolutional neural network model to classify the image blocks that are divided from satellite images into "cloudy" and "cloud-free". According to the results in Section 3.1, the cloud detection accuracy could exceed 95%, and the algorithm performs well on all types of satellite images (most of the accuracy is more than 90%). Accordingly, the CNN cloud detection model here can satisfy the requirement of accurate retrieval.
The management of the satellite image effective coverage information is critical to the accurate retrieval algorithm. ECGS is used in this study to organize the effective coverage information of satellite images. It has two main advantages: (1) The ECs of different satellite images are mapped into a unified coding system with geographical meaning, which makes the calculation between ECs of different satellite images convenient. (2) ECGS simplifies the representation of the effective coverage from a complex polygon to a linear set, which makes it easy to process in the accurate retrieval process.
The SIAR algorithm is the core of the automatic accurate satellite image retrieval method. It combines the ECGS with the rules of manual-screening approaches to automatically screen satellite images. To evaluate the performance of the SIAR algorithm in screening image tasks, we use the manual-screening results as the standard to determine the SIAR results and introduce three indicators to quantify such judgement: effective coverage ratio (ECR), effective coverage frequency (ECF) and screening time consumption. Three experiments cover different types (small-area, medium-area, and large-area) of satellite image retrieval and are arranged to verify the applicability of the SIAR algorithm. The experiments show that: (1) The ECRs of the SIAR algorithm slightly vary (within less than 2.5%); (2) The ECFs of the satellite images screened by the SIAR algorithm and the manual-screening results are greater than 1 and lower than 2; and (3) The SIAR algorithm is ten to hundreds of times more efficient than the manual screening in satellite image screening tasks. The first two findings have proven that the satellite images screened by the SIAR algorithm have similar quality to manually screened images. The third finding of screening time reduction demonstrates that the SIAR algorithm can increase the gains by replacing the manual-screening work.
The proposed method has some limitations: (1) The method of extracting effective coverage information only applies to optical satellite images; and (2) The accuracy of the SIAR algorithm highly depends on the accuracy of the effective coverage information; however, a small part of cloud detection accuracy (less than 90%) is not sufficiently high, so the effective information is not sufficiently accurate for the satellite image screening process.
Conclusions
To achieve the automation of satellite image retrieval, this paper proposes an automatic accurate high-resolution satellite image retrieval (AA-HRSIR) approach using the effective coverage grid set (ECGS). This paper designs a CNN model to detect cloud satellite images, which can achieve good cloud detection performance on diverse satellite images. To convert the cloud detection result into effective coverage information that can be directly used in automatic accurate satellite image retrieval, this paper advocates geohash encoding to record the effective coverage of each satellite image, i.e., ECGS. We use an auto-acquired ECGS to design the satellite image accurate retrieval (SIAR) algorithm and achieve the automation of satellite image retrieval. Many experiments show that the proposed AA-HRSIR can replace the manual screening of satellite images and significantly improve efficiency.
Retrieval is the entrance to satellite imagery applications, and the current retrieval work requires human intervention, which limits the efficiency of satellite imagery applications. The automation of retrieval is bound to improve the efficiency of satellite image retrieval and can promote continuous and periodic applications of satellite images. In future work, we will extend the proposed AA-HRSIR to more applications in the remote sensing community. For example, the proposed AA-HRSIR will be used to obtain an annual high-resolution satellite image album of one country or one region, automatically obtain historical satellite images of the affected areas after disasters, and automatically search satellite images of objects with large geographical spans (e.g., large rivers).
