Geometric coordinates are an integral part of many data streams. Examples include sensor locations in environmental monitoring, vehicle locations in traffic monitoring or battlefield simulations, scientific measurements of earth or atmospheric phenomena, etc. How can one summarize such data streams using limited storage so that many natural geometric queries can be answered faithfully? Some examples of such queries are: report the smallest convex region in which a chemical leak has been sensed, or track the diameter of the dataset. One can also pose queries over multiple streams: track the minimum distance between the convex hulls of two data streams; or report when datasets A and B are no longer linearly separable.
Introduction
Data streams have emerged as an important paradigm for processing data that arrives and needs to be processed continuously. For instance, telecom service providers continuously monitor packet flows through their networks to look for usage patterns or signs of attack, or to optimize their routing tables. Financial markets, banks, web servers, and news organizations also generate rapid and continuous data streams. Many data streams are "geometric" in the sense that the location of the source is best thought of as a point in some coordinate space. For instance, cell phone users can be mapped to their geographical locations; retail store or credit card transactions include the location of the pointof-sale. The growing adoption of GPS-based devices also is making it possible to localize and track users of laptops or PDAs, drivers of cars, trucks, or emergency vehicles.
Another source of geometric data streams is the emerging area of sensor networks. Tiny but smart sensors can be deployed in very large quantities over geographically distributed regions and used to monitor physical plants, hazardous environment, natural habitat, etc. These sensors can be networked using ad hoc wireless technology. A growing number of academic and commercial sensor network projects are underway, with a broad range of applications: smart highways, smart buildings, bio-sensor networks, etc. One example of large scale sensor-based monitoring system is the project EarthScope [8] , which intends to "blanket" the earth with digital seismic sensors to observe the structure of the North American continent.
Broadly speaking, geometric coordinates are an integral part of many data streams. Sensor networks in particular provide a compelling application domain for streams because (1) the data are continuously generated and need to be processed as such; (2) sensors have very limited storage and, therefore, need to summarize their observations concisely; (3) communication is expensive (largely because of the battery cost), and so it is better to transmit and receive summaries than raw data. But the motivation to study geometric data streams is not limited to sensors. Even traditional spatial or geographical databases benefit from data stream algorithms, because as these databases grow in size, response time constraints force the use of single-pass algorithms. Many important geographical or spatial databases, such as the Sloan Digital Sky Survey [11] , already have several terabytes of data and are still growing.
Our Contribution
In this paper, we propose an adaptive sampling scheme for summarizing a streaming set of two-dimensional points. We assume that the data stream consists of an ordered sequence of points p1, p2, . . . , pn, . . . , where p1 is the first (i.e., oldest) point in the stream, and pn is the most recent point observed. Each point pi is a tuple (xi, yi) in some x-y coordinate space. We make no assumption about the order of points-it can be determined by an adversary. Our storage is limited to r points, for some integer r, which is assumed to be significantly smaller than the number of points in the stream. We are interested in single pass algorithms, so any point not stored explicitly is lost.
The central object in our study is the convex hull. The convex hull of a set of points P is the smallest convex polygon containing the set P . The number of points on the convex hull can vary from three (a triangle) to |P |, when all the points lie on the hull. 1 Thus, if our storage r is smaller than the number of points in the stream, then we are forced to settle for an approximation of the convex hull. We use the distance between the true and the approximate convex hulls as the measure of quality. Our approximate convex hull always lies inside the true hull, and we measure error as the maximum distance from the true convex hull to the approximate hull.
Our main result is the following theorem: given a stream of two-dimensional points and an integer r, we can maintain an adaptive sample of at most 2r + 1 points such that the distance between the true convex hull and the convex hull of the sample points is O(D/r 2 ), where D is the diameter of the sample set. All previously published results for approximating the convex hull of a stream have error Θ(D/r) [6, 9] . Our algorithm gives an order of magnitude improvement-for a given error bound, we can reduce the number of sample points from O(r 2 ) to O(r). Our approximation error is provably optimal-a simple example shows that any convex hull approximation with O(r) points must suffer Ω(D/r 2 ) error in the worst case (see Section 5.3). Finally, the per-point processing cost of our sampling scheme is amortized O(log 2 r) in the worst case.
Data streams often arise in the context of monitoring applications, and identifying and tracking extreme values of the signal (e.g., outliers or anomalies) is often a critical goal. For signals that correspond to points in the plane, the convex hull represents the extreme set. Not only does the convex hull convey the geometric shape of the point stream, but many of the classical extremal queries in computational geometry can also be performed easily and efficiently using the convex hull. These include the spatial extent queries: diameter, width, extent in any other direction, farthest neighbors, etc.
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Other queries concern spatial separation or enclosure: track the minimum distance between the convex hulls of two data streams; report when data streams A and B are no longer linearly separable; track the overlap between the spatial extents of streams A and B; report when points of data stream A become completely surrounded by points of data stream B, etc. These queries are easily extended to more than two streams. All these queries can be answered easily and efficiently from the convex hulls of the streams.
Prior Work
There has been a significant amount of previous work on computing approximations to data streams. A very brief sample of these results includes one-pass algorithms for estimating the frequency moments [2] , quantile summaries and order statistic computation [12, 17] . In addition, there is a lot of work on data clustering, decision tree construction, use of wavelets, maintaining samples and statistics over sliding windows, as well as work on high-level architecture for stream database systems. A good summary and review of many of these results can be found in the excellent surveys [3, 19] .
Less work has been done on summarizing attributes of multi-dimensional geometric data streams. Besides the data clustering work mentioned earlier, Indyk [14] has considered computing the cost of a minimum spanning tree or a minimum weight matching in a stream of points. Indyk also gives a c-approximation of the diameter of a d-dimensional point stream using O(dn 1/(c 2 −1) ) space (and processing time per point), for any c > √ 2. In two dimensions, Feigenbaum, Kannan, and Zhang [10] improve and extend the diameter approximation. They give two approximation schemes, both using O(r) space: the first scheme requires O(r) processing time per point, and gives a (1+O(1/r 2 ))-approximation; the second scheme requires O(log r) processing time per point but gives only a (1 + O(1/r))-approximation. The sampling scheme of [10] can also maintain the approximate convex hull of the point stream with error O(D/r). Cormode and Muthukrishnan [6] propose radial histograms for approximating several geometric quantities, including diameter, farthest neighbors, as well as the convex hull. Their convex hull approximation also has error of O(D/r), where r is the sample size and D is the diameter. Very recently, Agarwal, Har-Peled, and Varadarajan [1] have proposed a data structure for maintaining the approximate convex hull with error O(D/r 2 ). Their data structure has size O(r log 2 n) and needs O(r) time to process each point.
In classical approximation theory, several papers have addressed the problem of approximating a convex body [7, 13, 16, 18] . Richardson [22] presents a scheme to approximate a planar convex set by an r-sided polygon such that the Hausdorff distance between the two is bounded by O(D/r 2 ). These results apply to static objects only. Our adaptive sampling scheme matches the static-case approximation error bound of Richardson, but also works for streaming point sets.
Organization
Our paper is organized in eight sections. In Section 2, we introduce the notion of uncertainty triangles, which are central to our error analysis. In Section 3, we describe the simple uniform sampling scheme. In Section 4, we describe our adaptive sampling for static (i.e., off-line) point sets. Then, in Section 5, we show how to implement adaptive sampling in the stream model. In Section 6, we discuss how to use the convex hull approximation to process various queries. Section 7 discusses experimental results obtained using an implementation of our algorithm. Finally, in Section 8, we conclude with a few closing remarks and open problems.
Uncertainty Triangles
We assume an input stream of two-dimensional points denoted p1, p2, . . . , pn, . . . , where pn is the most recent point. The order of points in the stream is completely arbitrary, and we operate in the single-pass algorithm model-any point not explicitly stored is forgotten. The convex hull of the points seen so far is the smallest convex polygon containing those points. The corners of this polygon are called vertices of the convex hull; the line segments joining adjacent vertices are called edges of the convex hull.
Every vertex of a convex hull is extreme in some direction: among all the points in the set, it is the farthest in that direction. The vertices appear along the convex hull boundary in the same order as the angular order of their extremal directions.
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If our storage is limited to r, then we are forced to drop all but r points from the convex hull, and content ourselves with an approximation to the true hull. Our algorithm will keep a sample set of O(r) points. The convex hull of these sample points is the approximate hull. If the samples are maintained as extrema in a fixed set of directions, then each of the sample points is also a vertex of the true convex hull. For the moment, let us build intuition by assuming that this is the case. In the case of streaming data (Section 5), this assumption may not hold, and the error analysis is more subtle.
Suppose p and q are two consecutive sample points along the boundary of the approximate convex hull. Then, in the true convex hull, there is a convex chain from p to q, which has been collapsed to the segment pq in our approximation. Therefore, we define the approximation error for the edge pq as the maximum distance from pq to a vertex on the path joining p to q in the true hull.
We cannot measure this error exactly because the convex chain from p to q has been discarded-the approximate hull only kept p and q. Instead, we bound the error using uncertainty triangles, defined as follows. Suppose that p and q are extrema of the original set of points in directions θp and θq. The supporting lines of p and q are the lines through p and q that are perpendicular to θp and θq, respectively. The triangle bounded by pq and the supporting lines of p and q is the uncertainty triangle for pq; all the vertices of the true convex hull on the path between p and q lie in this triangle. The error for edge pq is no larger than the height of the triangle. See Figure 1 , left side. Every edge of the approximate hull has an uncertainty triangle, and so the true hull is sandwiched in the ring of uncertainty triangles. See Figure 1 , right side. p q We can bound the height of the uncertainty triangle for an edge pq based on the length of pq and the angles of the supporting lines of p and q. We can assume that the extreme directions for p and q, namely, θp and θq, point toward the same side of pq, and hence the intersection of the supporting lines projects perpendicularly onto pq. Therefore the height of the uncertainty triangle is at most (pq) times the tangent of the smaller of the angles between pq and the supporting lines. Observe (Figure 2 ) that the sum of these two angles equals the angle between the directions θp and θq. If we define θ(pq) to be |θp −θq|, then the height of the uncertainty triangle at pq is at most (pq) · tan(θ(pq)/2), which is very close to
p q θ p θ q Figure 2 . The sum of the angles of the uncertainty triangle at p and q equals θ(pq).
In the error bounds for streaming points, we replace the supporting lines at p and q by lines parallel to the supporting lines and a short distance outside the hull. Each line defines a half-plane, and the true hull lies in the intersection of all the half-planes. See Section 5 for details.
The Uniformly Sampled Hull
Since both the edge lengths and the extreme directions of a sampled convex hull are determined by the sample points, the approximation error of the hull depends crucially on the criteria used to select its vertices. One simple way to choose the sample points is to select extrema in r fixed, evenly spaced directions, for some integer parameter r. If we define θ0 = 2π/r, these directions are jθ0, for j = 0, . . . , r−1. This is a very natural idea and, indeed, it has been proposed before-Feigenbaum, Kannan, and Zhang [10] use this for diameter approximation; Cormode-Muthukrishnan's radial hull [6] can also be viewed as a two-level variation of this. Lemma 3.1. Let D be the diameter of a point set S, and let D be the diameter of the extrema of S in directions jθ0,
Proof. (Proof idea copied from [10] .) Let a, b ∈ S be the two points that determine D, and let θ be the direction of the vector a − b. Letθ0 be the sample direction closest to θ. The angle between θ andθ0 is at most θ0/2. The extrema in directionsθ0 and π +θ0 must be at least as far apart as the projections of a and b onto directionθ0, which is at least
, which is equivalent to the statement to be proved.
Per-Point Processing Cost
A straightforward implementation of the uniform sampling strategy, as proposed in [10] , takes Θ(r) time to process each point. One maintains a separate extremum for each direction jθ0. When a new stream point arrives, compute its dot product with each of the r extreme direction vectors, and replace the current extremum if the new point has a larger dot product. At any time, the approximate diameter is the maximum distance between the extrema in each pair of opposite sample directions. (Assume that r is even.)
We can reduce the cost of the uniform sampling approach to O(log r) time per point, using techniques from computational geometry. Instead of storing the extrema indexed by direction, we store the extrema in a searchable, concatenable list structure, implemented as a balanced binary tree [5] , a skip list [21] , or (concretely) as a C++ STL set [15] . The list is sorted by the directions in which the vertices are extreme. Each vertex stores the integer range [l, h] such that it is extreme in directions jθ0 for all l ≤ j ≤ h. A searchable list of convex hull vertices supports many geometric queries in logarithmic time [4, 20] . In particular, binary search on the list of O(r) hull vertices takes O(log r) time to detect whether a query point q is inside the hull, and, if not, to find the tangents from q to the hull (the tangents are the lines through q and at least one hull vertex that have all the other hull vertices on the same side).
We can use list operations to update the hull when a new data stream point q arrives. First we check if q is inside the current hull. If so, we ignore it. If not, we find the tangents from q to the current hull. By looking at the slopes of the tangent lines and the direction indices of the vertices that the tangent lines touch, we can determine whether q is extreme in any of the sample directions. If not, we ignore q. Otherwise, the hull vertices that are no longer extrema must be deleted from the list, and q must be inserted in their place. (See Figure 5. ) If the list is implemented as an STL set, this takes O((k + 1) log r) time, where k is the number of vertices deleted, but other implementations can reduce this to O(log r). In any case, each point can be deleted from the convex hull only once, so the amortized time to process each point is O(log r).Figure 5 . The new point q replaces extrema in directions found by considering the tangents from q to the hull.
Lemma 3.2. The convex hull of r uniformly sampled extrema can be maintained for a stream of points in O(log r) amortized time per point. The uncertainly triangles of the uniformly sampled hull have height O(D/r).
The uniformly sampled hull can be a poor approximation of the true convex hull around long edges. For instance, if the point stream has a long skinny shape, then its width can be arbitrarily smaller than its diameter. Similarly, for tracking linear separation or minimum distance between two hulls, the absolute error of Θ(D/r) can yield unbounded relative error.
Towards Adaptive Sampling
We now come to our main technical contribution: reducing the convex hull approximation error from O(D/r) to O(D/r 2 ). Our scheme builds on the uniformly sampled hull-we always maintain the extrema in the r fixed uniform directions. But we then add extrema in at most r + 1 additional directions, which are chosen adaptively based on the current hull. Of course, a straightforward choice of r new samples will typically reduce the error only by a factor of 2. Our key contribution is to find r new directions that reduce the error quadratically.
A key challenge of adaptive sampling is that the sampling directions change with time-old directions may be replaced by new extremum directions, invalidating previous work and forcing us to reinstate the structural invariants with respect to new directions.s This has implications both for processing cost (we need to show that changes in directions do not require too much new processing), and for error analysis (we need to show that all the past data that were lost before a direction θ was chosen to be a sampling direction do not adversely effect the error bound).
Adaptive Sampling Scheme for a Static Point Set
Simply put, the goal of adaptive sampling is to reduce each convex hull edge
length to O(D/r), because Equation 1 bounds the error by O(D/r
2 ) for such edges. However, in flat sections of the true convex hull, even very fine sampling may not shorten an edge. In this case we also take into account the angular range associated with the edge, which indirectly bounds the height of the uncertainty triangle for the edge. We present the ideas procedurally in this section, but we are not concerned with algorithmic efficiency. Instead, we simply want to describe how to build a static structure for a fixed set of points. We show how to maintain the structure for a stream of points in Section 5.
For a static set, we first find the extrema in the uniformly sampled directions jθ0, for j = 0, . . . , r − 1, then add up to r + 1 more extrema in additional directions, chosen adaptively. To guide the sampling, we define a sample weight for each edge of the convex hull. Given an edge e of the current hull, let θ(e) be the minimum angle between the directions in which the two endpoints of e have been sampled as extrema. The sample weight of an edge e grows with the length of e and decreases with θ(e). Each edge of the uniformly sampled hull has a weight, some large and some small. We repeatedly refine large-weight edges (choose new sample directions between their endpoints' directions) to reduce all the edge weights to below a fixed threshold.
After the initial uniform sampling, θ(e) = θ0 = 2π/r for all hull edges e. Let P be the perimeter of the uniformly sampled hull. For a given edge e, let˜ (e) be the total length of the other two sides of the uncertainty triangle above e. Note that˜ (e) is greater than the length of e, but not by much-if (e) is the length of e,˜ (e) ≤ (e)/ cos θ0 = (e)(1+ O(1/r 2 )). We define the sample weight of an edge e as w(e) = r˜ (e) P − log 2 (θ0/θ(e)).
This weight function uses both internal and external length approximations. P is the sum of (e) for the edges of the uniformly sampled hull, whereas˜ (e) is an upper bound on the length of the arc of the true convex hull that e approximates. Here are the reasons for these choices:
• Instead of P we could have used the actual perimeter È e (e) for the current approximation; however, in this case the perimeter would change as edges were refined, and refinement of one edge would affect the weights of other edges. By fixing P based on the uniformly sampled hull, we ensure that each edge can be refined independently of the others.
• If we used the actual length of an edge (e) in the weight formula, the total length of the replacement edges would exceed that of the original edge. Using (e) instead of (e) makes the total decrease, and simplifies the proof of Lemma 4.1.
After the initial uniform sampling, the total sample weight, summed over all edges of the hull, is at most r + O(1/r). To sample adaptively, we repeatedly choose an edge e with w(e) > 1 and refine it. That is, we introduce a new sampling direction that bisects the angular range defined by e's endpoints. We determine the extreme point p in this new direction. If p is distinct from both endpoints of e, then we replace e by the two edges e1 and e2 defined by p and e's endpoints. Note that˜ (e1) +˜ (e2) ≤˜ (e). See Figure 6 . If p is the same as an endpoint of e, then we simply halve the angular range associated with e; that is, θ(e) is cut in half. Because refinement bisects an edge's angular interval, the second term in w(e) just counts the number of refinement steps that have been applied to obtain a particular edge e. The following lemma helps us bound the number of refinement steps that are applied. Proof. After sampling, w(e) ≤ 1 for all edges. That is, (e) r P ≤ 1 + log 2 (θ0/θ(e)).
The height of e's uncertainty triangle is at most˜ (e) × sin(θ(e)/2). If˜ (e) = kP/r for some k (not necessarily an integer), then
In this case, the error (height) is at most
The maximum value of k/2 k is achieved for k between 1 and 2. That is, the worst-case error of O(D/r 2 ) is obtained for edges shorter than 2P/r and θ(e) ≥ θ0/2. This is a dramatic improvement over uniform samplingusing the same number of sample points, we get an order of magnitude improvement in approximation quality. Or, alternatively, for the same error bound, we can reduce the number of sample points from O(r 2 ) to O(r).
Adaptive Sampling for Streaming Points
The challenge of performing adaptive sampling on a data stream is that the adaptive sampling directions change over time. We need to show that if a point was ignored in the past (because it was not extreme in the old set of sampling directions), then that point does not materially affect the error bounds in the future, as the sampling directions change. A secondary challenge is the per-point processing cost-as old sampling directions retire and are replaced by new sampling directions, we need to show that the structural invariants can be restored without too much computational overhead. Our scheme will meet both these goals. When a new point arrives in the stream, we determine whether it modifies the current hull or not. If the new point is inside the current hull, then, of course, we simply drop it. Otherwise, we add it to the convex hull. This addition may increase the perimeter of the uniformly sampled hull. The change in the convex hull's perimeter has two implications for adaptive sampling:
1. The increase in the perimeter may reduce the weight of some edges below the refinement threshold, so an edge that is currently refined may no longer need refinement. In this case, one or more of the current extrema may become unnecessary; if this occurs, we discard these extrema from the hull.
2. The edges incident to the new vertex may have weights above the refinement threshold, and thus need refinement. This means that we reduce their angular ranges (without adding any more extreme points).
We maintain the invariant that the sample weight w(e) is at most 1 for each edge of the current hull at all times. We provide more details in the remainder of this section.
The Refinement Tree
The adaptively sampled hull is a refinement of the uniformly sampled hull. The refinement of each edge of the uniformly sampled hull is represented by a binary tree. Each node of the tree corresponds to an angular range, and the children of the node, if any, correspond to the subranges obtained by bisecting their parent's range. A node stores a convex hull edge and its uncertainty triangle; the endpoints of the edge are extrema of the sampled hull in the directions that are the ends of the angle range. If an edge pq is refined, its node in the tree is an internal node, and we also associate with it the extreme vertex t in the direction that bisects the node's angle range. The node's children correspond to the two refined edges pt and tq. If t / ∈ {p, q}, then both children are nontrivial edge nodes. If t equals one of the endpoints, say p, then one child is a vertex node for p (conceptually, a zero-length edge that is not refined further) and the other is an edge node for pq with a reduced angular range and uncertainty triangle. Note that the tree may contain long paths whose nodes store the same hull edge. These paths correspond to refinements that reduce the angular range of an edge without finding an extremum outside the uncertainty triangle. See Figure 7 . By Lemma 4.1, the total size of all the refinement trees for all the uniformly sampled hull edges is O(r). When a new vertex is added to the current hull, restoring the edge weight invariant requires us to visit all those refinement tree nodes that need to be unrefined. In order to bound the number of such nodes, we enforce a height limit on the refinement tree. We can limit the tree height to k, for any k ≥ log 2 r. When k = log 2 r, we have θ(e) = θ0/r for every hull edge e with sample weight greater than 1, and so the approximation error for e is O(D/r 2 ). At the other extreme, when k = 0, this reduces to uniform sampling. Thus the tree height parameter can be used to control the degree of adaptive sampling.
Remark: By exploiting the infinite-precision arithmetic of the Real RAM model, one can obtain a theoretical algorithm that compresses to a single link each long path in the refinement tree that repeatedly bisects the angular range of a single edge. This reduces the number of tree nodes visited to be proportional to the number of vertices deleted. However, there is no free lunch: the binary tree structure of the long paths is encoded in the bit patterns representing the slope of the edge whose angular range is being reduced, and a practical computation model must still perform an amount of work proportional to the path length.
We can now describe the main steps of our adaptive convex hull algorithm. When a new data stream point q arrives, we perform the following steps:
Algorithm AdaptiveHull
1. If q is inside the ring of uncertainty triangles of the adaptive hull, discard q and return.
2. Insert q into the uniformly sampled hull, as in Section 3, and recompute P , the perimeter of the uniformly sampled hull. 3. If q is extreme in two consecutive directions jθ0 and (j + 1)θ0 (for any j), and the uniformly sampled hull edge connecting those extrema was previously nontrivial, delete the refinement tree associated with that edge. 4. Unrefine all non-leaf refinement tree nodes whose sample weight is now less than 1. 5. Remove all refinement tree nodes invalidated by q and rebuild the (at most two) refinement trees that q affects.
Step 1: We store the edge leaves of each refinement tree in a searchable list, so binary search operations on the adaptively sampled hull can be performed by combining a toplevel search on the uniformly sampled hull with a bottomlevel search on the refinement of a uniformly sampled hull edge.
Step 2-3:
Step 2 takes O(log r) time to insert q in the uniformly sampled hull, and step 3 takes O(1) time per deletion.
Step 4: If q changes the uniformly sampled hull, then P changes, and some refined edges may need to be unrefined, even in portions of the convex hull not directly affected by q. Each internal node of a refinement tree has a sample weight w(e) =˜ (e) · (r/P ) − m, for some integer m. The weight w(e) > 1, but for some threshold value of P it will drop below 1, at which time the two children of the node should be deleted and the node should become a leaf. This causes two edges of the adaptively sampled hull to be replaced by a single edge. When we create an internal node, we enter it in a priority queue, indexed by its threshold. We unrefine each edge when P increases to above its threshold.
Step 5: When a new point q is inserted, it may invalidate some nodes of a refinement tree. Each node has an edge (a, b) and an angular range (θa, θ b ) associated with it. Vertex a is extreme in direction θa and vertex b is extreme in direction θ b . (If the node is a vertex node, then a = b.) The node is invalid if q is farther in direction θa than a or farther in direction θ b than b. All invalid nodes must be removed from the tree and replaced by new nodes whose edges have at least one end at q. The invalid nodes are easy to find: the edge of the adaptive hull closest to q is invalid if any edge is. The invalid edges form a contiguous sequence of the hull boundary. These edges correspond to leaves of the refinement tree, and all the invalid nodes are ancestors of these leaves. They can be found in O(km) time, where m is the number of invalid hull edges. Deleting all the invalid nodes breaks the tree into O(k) subtrees.
To rebuild the refinement tree, we essentially need to rerun the static algorithm of Section 4, starting from the lowest common ancestor of the invalid nodes, using q and the edge endpoints stored in the roots of the subtrees that remain after deleting invalid nodes. This takes O(k) time. It is possible that some unrefinement may be needed at the end of this process-a new node using q may have weight less than 1 and not require edge refinement, even though the previous (invalid) node did. This is easy to handle, as in Step 4. When we are done rebuilding the refinement tree, we have essentially computed the static adaptively sampled hull on the vertices of the previous adaptive hull plus q.
Complexity and Error Analysis
The running time of the update algorithm is O(log r) per refinement tree node affected. This is O(r log r) in the worst case, but can also be bounded by O(k(m + 1) log r) , where k is the height limit on the refinement trees and m is the number of vertices of the adaptive hull that are deleted. Since each vertex can be deleted only once, this is O(k log r) amortized time. Note also that the worst-case k factor applies only if the affected edges are very long. If the affected edges have length proportional to D/r, on the average, the amortized running time is O(log r) per update.
To prove that the error bound of Lemma 4.3 extends to the streaming case, we need to introduce some notation. Because our sample directions are obtained by bisecting angular intervals, each sample direction θ can be expressed as a multiple of θ0/2 i for some i. For a sample direction θ, we denote by index (θ) the smallest integer i such that θ is a multiple of θ0/2 i . Then index (θ) is one more than the depth in the refinement tree of the node where θ is used as a bisecting direction.
For each sample direction θ, we define a line L(θ) perpendicular to θ. If index (θ) = 0, that is, θ is a multiple of θ0, then L(θ) is the supporting line passing through the sample point p associated with direction θ. Otherwise L(θ) is obtained by translating the supporting line in direction θ by
Note that the distance from the sample point to L(θ) depends on index (θ), the number of samples r, and the perimeter of the uniformly sampled hull. Each line L(θ) bounds a half-plane that contains the sample hull. We will maintain the following invariant:
Invariant: For each currently active sample direction θ, the current true hull lies in the halfplane bounded by L(θ).
Because L(θ) is a supporting line for θ a multiple of θ0, the invariant implies that the adaptive hull is no worse than a uniformly sampled hull with r samples. However, we can use the following lemma to prove a much better bound. (1 + i).
By the invariant, all data points lie in the wedge determined by lines perpendicular to θa and θ b and at distance di from a and b, respectively. The distance of the intersection of these two lines (call it p) from L is an upper bound on the maximum distance of any data point from L (on the side away from the sample hull). We bound this distance using the triangle inequality by the sum of the distance from L to the apex t of e's uncertainty triangle, plus the distance from t to p. See Without loss of generality suppose L passes through a. The angle between L and the uncertainty triangle edge through a is at most θ(e), and (at) ≤˜ (e), and so the distance from L to t is at most
We bound (pt) by dropping perpendiculars from p to the supporting lines of a and b. These perpendiculars form an angle of θ(e), and so (pt) ≤ di/ cos(θ(e)/2). Recall that 1/cosφ = sec φ = 1 + φ 2 /2 + O(φ 4 ), and that È j≥1 (j/2 j ) = 2. We bound the sum of the two segment lengths by 2πP
where the last inequality holds for all r > 2π.
An error bound matching that of Lemma 4.3 is an immediate consequence of this lemma. Proof. For each edge e = ab of the adaptive hull, we apply Lemma 5.1 to the line L supporting e. It follows that no stream point lies more than di+1 from L in the direction away from the hull, where i = max(index (θa), index (θ b )). Since di+1 < d∞ = (8πP/r 2 ) È j≥1 (j/2 j ) = 16πP/r 2 , and P = Θ(D), we have established the claim.
We now prove that the invariant holds.
Lemma 5.3. The invariant stated above is true at every instant for the adaptive hull of streaming points.
Proof. The proof is by induction. The base case is established when the first point arrives. The single point is extreme in all directions, and there is no error in the sampled hull, and so the invariant is trivially true.
We now assume that the invariant holds prior to the arrival of a new point q, then argue that the steps of Algorithm AdaptiveHull maintain the invariant.
Step 1: If q is discarded, it is not extreme in any of the current sample directions. Therefore it is contained in the half-plane of L(θ) for each sample direction θ.
Step 2: If P grows in this step, then di is non-decreasing for each i, since di depends linearly on P . For every sample direction θ, the line L(θ) either stays fixed or moves away from the hull. All points that were previously contained in its half-plane continue to be contained.
We consider performing Steps 3, 4, and 5 in a different but equivalent order:
4. Unrefine all non-leaf edges on the current hull whose sample weight is now less than 1.
5a. For each sample direction in which q is extreme, update the vertex at the associated refinement tree node.
(This shortens and lengthens some edges.) 5b, 3. Unrefine all non-leaf edges whose sample weight is less than 1. (In particular, the edges removed by the original
Step 3 have zero length, and hence are unrefined out of existence.)
5c. Refine all leaves with sample weight greater than 1.
(There are at most two, corresponding to edges from q to vertices of the old hull.)
Now we argue that the invariant is preserved by these changes.
Steps 4, 5b, 3: Unrefinement just removes elements from the set of sample directions; the invariant continues to hold for those that remain.
Step 5a: For each sample direction θ, replacing the old extremum by q moves L(θ) outward, and so the invariant continues to hold.
Steps 5c: Consider an edge aq that is refined. Prior to q's arrival, a belonged to an edge e = ab. Point q is extreme in direction θ b and not in θa. Let i be max(index (θa), index (θ b )). Each refinement of aq selects either a or q as the extremum in some direction θ, with θa < θ < θ b and index (θ) > i. The line L(θ) through the extremum and perpendicular to θ either satisfies the hypothesis of Lemma 5.1 for the segment ab (if the extremum is a) or is farther from the point set than such a line (if the extremum is q). By the lemma, no point of the stream lies farther than di+1 in direction θ from L(θ). Since index (θ) ≥ i + 1, the invariant holds for the refinement directions.
This completes the proof that the invariant is preserved when a point is added to the adaptive hull. Corollary 5.2, which follows from the invariant, shows that the error bound for the static case also holds for streams. To minimize run time and maximize accuracy, we choose k = log 2 r. The error bound and the choice of k lead to our main theorem: The amortized update time bound can be made into a worst-case bound, at the expense of a more complex algorithm. Note also that one of the two factors of O(log r) in the bound arises from the refinement tree height, and occurs in practice only if most updates cause changes to long edges of the adaptive hull. For stream distributions where this is rare, the update time is O(log r).
A Lower Bound
A simple example involving points evenly spaced along a circle shows that our error bound is the best possible. In particular, if a set S of 2r points is evenly spaced along a circle, and r points are chosen as a sample, then any point not chosen lies at distance Ω(D/r 2 ) from the convex hull of the sample. See Figure 9 . 
Processing Extremal Queries
The convex hull is a convenient data structure for point streams that can be used to answer a variety of extremal geometric queries. In the following, we briefly describe how to track or maintain some useful properties.
Diameter:
The diameter of a point set is the maximum distance between any two points in the set. The diameter of the adaptively sampled hull estimates the diameter of the point stream at all times within additive error O(D/r 2 ). There are standard algorithms in computational geometry for computing the diameter of a convex polygon in linear time [20] .
Width or Directional Extent:
The width of a point set is the minimum distance between two parallel lines that enclose the point set between them. (Thus, the width can be viewed as the opposite of the diameter; the latter maximizes this quantity.) The width of a convex polygon can also be determined in linear time. More generally, given a direction θ, the extent of the point set in direction θ can be defined as the minimum separation of two lines perpendicular to direction θ that enclose the convex hull. Given a direction θ, we can determine the directional extent in time O(log r).
The additive error in the width or directional extent is O(D/r 2 ). This can be a poor approximation when the width or extent is much smaller than D. It can be shown that the static adaptive algorithm approximates the width substantially better than O(D/r 2 ) when the width is small, i.e., o(D/r). We are still investigating whether that improvement carries over to the case of streaming data.
Linear Separation: Given approximate convex hulls for two point streams, A and B, we can track the minimum distance between them, or determine when they are no longer linearly separable. We build a secondary data structure on the convex hulls of A and B that allows minimum distance computation as well as insertion of new points in O(log r) time. When the two hulls intersect, this distance becomes zero, and we can produce a certificate of non-separation, also in O(log r) time.
Containment:
We can track or detect when all points of a stream are surrounded by points of another stream. With approximate convex hulls, we can track the containment, within error O(D/r 2 ), in time O(log r) per point. Whenever a new point is added to the contained hull, we check whether it also lies in the containing hull or not, a test which can be done in O(log r) worst-case time.
Spatial overlap:
If the spatial extents of the two point streams are partially overlapping, we can use their approximate convex hulls to quantify the overlap. Given two convex polygons, there are linear time algorithms to compute their intersection [20] .
It is easy to extend these queries to multiple streams, where we may want to track pairwise separation or other attributes. Many other natural geometric quantities, such as the farthest neighbor of any point, smallest circle containing all the points, etc., can also be computed from the approximate convex hull.
Experimental Results
In this section, we describe our experimental results. We implemented both uniform sampling and adaptive sampling, and compared their performance over several synthetic data Table 1 . Experimental results, with r = 32 for the uniformly sampled hull, r = 16 for the adaptive and partially adaptive hulls, and θ 0 = 2π/r = π/8. "Partial" refers to the partially adaptive scheme.
streams. The adaptive hull described in Sections 4 and 5 uses a variable number of sample directions (between r and 2r + 1). For a fair comparison, we modified our algorithm slightly to use a fixed number of sample directions (= 2r). We run uniform sampling with parameter 2r, and the modified adaptive sampling with parameter r; they both maintain samples of size 2r. We compared the algorithms on data points drawn uniformly at random from three families of shapes: a disk, a square, and an ellipse with aspect ratio r. In each case we measured the uncertainty triangle height and the distance from the approximate hull to a data point outside it (both average and worst-case bounds). We also counted the number of points (from 10 5 total) that fell outside the approximate hull. In all cases we used r = 32 for the uniformly sampled hull and r = 16 for the adaptive hull. Our adaptive hull was never much worse than the uniformly sampled hull, and usually much better.
The first line of Table 1 shows results for points chosen from a disk. The uniformly sampled hull is ideal for this distribution, and indeed our algorithm is 25% worse in worstcase error and 10% worse in number of points outside the approximate hull.
The second section of the table shows results for points in a square. Because the uniform sample directions match the boundaries of an axis-aligned square, the quality of the uniformly sampled hull is artificially enhanced. We considered slight rotations of the square to make the uniform sample directions less tuned to the data set. The results show that the uncertainty triangles for the uniformly sampled hull were five to ten times larger than those for the adaptive hull, even though the geometry of the square meant that the uncertainty triangles were relatively empty. Nevertheless, the uniformly sampled hull had two to four times as many data points outside as the adaptive hull.
The third section of the table shows results for points in an ellipse with aspect ratio 16. As in the square case, we tried several slight rotations of the ellipse to remove the uniform sample directions' natural alignment with the ellipse axes. In all of the metrics we measured, the adaptive hull is four to fourteen times better than the uniformly sampled hull. In the worst case, a remarkable 36% of the data points fall outside the uniformly sampled hull, versus 2.5% for the adaptive hull. Figure 10 shows the uncertainty triangles for this case. The fourth section of the table considers adaptive sampling on a changing distribution. The data stream consisted of 10 5 points from a near-vertically oriented ellipse, followed by 10 5 points from a near-horizontally oriented ellipse that completely contained the first ellipse. The adaptive algorithm completely changes its sample directions in the second half of the stream. In this case, we compared ourselves with a "partially adaptive" algorithm. This scheme is inspired by (a particularly bad example of) machine learning: we used the first half of the stream as a "training set" for an adap-tive hull, then fixed the directions chosen for the training set while processing the second half of the stream. As one might expect, a nonadaptive hull whose extreme directions have been chosen based on the wrong distribution performs very poorly-in this case, roughly as poorly as a uniformly sampled hull with r = 16.
Discussion and Extensions
We presented a provably optimal summary scheme for maintaining the convex hull of a two-dimensional point stream. Our adaptive sampling uses at most 2r +1 points, and maintains a hull that lies within distance O(D/r 2 ) of the true convex hull, where D is the diameter of the sample set. Our error bound is an order of magnitude improvement over previously published techniques. Even for modest values of r, say r = 10 4 , this reduces the relative error from 10 −4 to 10 −8 . Our simulations show that the adaptive hull works better than the uniform hull in most cases; in extreme cases, such as the rotated ellipse or changing ellipse, the improvements in approximation quality are dramatic.
Many current and emerging technologies generate geometric streams. We believe it will become increasingly important to design algorithms and data structures to summarize such streams. Research in geometric streams is still in its early stages and much work remains to be done. Possible directions to explore include the following:
In some cases, a more refined "shape of the stream" may be desired than what the convex hull offers. For instance, if the points formed an "L" shape, then the convex hull approximation hides the cavity, returning a triangle instead. Is it possible to maintain a more detailed shape, which highlights cavities in the stream? Also, suppose that the points naturally form multiple clusters, instead of a single cluster. If we have some a priori knowledge of the extent and separation of clusters, then we can easily maintain a separate convex hull for each cluster: partition the plane into disjoint regions such that points of one cluster fall within one region; then maintain separate approximate hulls for points in each region. Is it possible to achieve a similar result without knowing the spatial extents of different clusters?
