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Abstract: We investigate fermion self energy problem in the strongly coupled dense
medium in holographic approach. By working out bottom up models as well as top down
ones we showed that vanishing thermal mass and non-existence of temperature generated
plasmino mode is the universal feature of the strongly interacting fermion system. We
identified that the dual of the bulk Rashiba effect, which was recently found by the Herzog
et.al, is the presence of the plasmino mode generated by the density.
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1 Introduction
One of the most tantalizing problem is to calculate the physical quantities of the strongly
interacting system. While standard field theory technique does not work, the gauge/gravity
duality has some chance for such problem since it maps a strongly interacting quantum
system to the weakly coupled classical system. Actually it has been applied to variety
of problems with many successes. In particular, strongly interacting fermion system is
of particular interest due to its important role in condensed matter as well as nuclear
physics. In conventional field theory approach to the fermion with strong coupling, there
are two serious problems: one is the truncation of the infinite diagrams to the ladder type
in solving the Schwinger-Dyson equation and the other is the presence of the chemical
potential, which gives the fermion sign problem in numerical investigation.
Applying the gauge/gravity duality to the fermion in strongly coupled system, it was
pointed out [1] that the very existence of the fermi surface itself is a serious issue . By
studying the fermion spectral function [2–4], it was shown that the fermi surface quickly
disappears as one increases the temperature and non-fermi liquid nature is overwhelming in
strong interacting regime. In [5] the dispersion relation was studied in the presence of the
chemical potential and it was pointed out that there is an interesting spin orbit coupling
due to the bulk electric field dual to the boundary global charge. It raises an interesting
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issue since the spin-orbit coupling, ∼ k×σ ·E which exists in the dual gravity side does not
have any obvious dual in the field theory side: the bulk electric field is a dual of ‘global’
charge and there is no such electric field in the boundary side. Identifying the dual of such
bulk Spin-orbit interacting is one of the goal of this paper.
The study of fermion self-energy has a long history due to its fundamental importance
in studying electronic as well as nuclear matter system. For the weakly interacting field
theory like QED or QCD, the fermion self energy in the hot medium can be characterized
by the thermal mass generation of order gT and presence of the plasmino mode [6], a col-
lective mode whose dispersion curve has a minimum at finite momentum. These are well
established and recorded in standard text books[7, 8]. However, recent investigation sug-
gested that perhaps such results do not continue to hold in strong coupling regime. In [9],
it was reported that the thermal mass does not increase with increasing coupling using the
Schiwinger-Dyson equation. Furthermore, in [10], in was claimed that the fermion thermal
mass actually vanishes in the strong coupling limit. Recently we studied this issue using
the holographic method and concluded that indeed there is no thermal mass generation for
strongly coupled massless fermion system and there is no plasmino mode for de-confined
system either for massless fermion. We also showed that, in confined phase, density effect
can generate plasmino mode if density is large enough. The results were obtained in a very
specific model of hQCD, namely a top down approach using D4 background with probe
D8 D¯8 system. So it is natural to ask whether such result is a universal feature of strongly
interacting fermion system or a feature of specific model.
In this paper, we study the problem further and conclude that absence of thermal mass
of massless fermion is universal feature by showing that bottom up models and top down
ones produce qualitatively identical results. We also identify the universal condition for the
existence of the plasmino mode to be the presence of the large enough chemical potential:
• for confining geometry, plasmino exists for large enough chemical potential regardless
of the fermion mass
• for deconfining geometry, plasmino exists only for massive fermion with large enough
density
• plasmino is absent at zero density, regardless of fermion mass, temperature, and
phases (confinement/deconfinement)
Finally we propose that such density generated plasmino mode in strong coupling is the
dual of the bulk spin-orbit-coupling or Rashiba effect. We stress that the temperature
generated plasmino modes, which exist in the weak coupling, do not exist in the strong
coupling result.
The rest of the paper goes as follows. In section 2, we give a brief review of the known
results on thermal mass and plasmino. In section 3, we study the holographic fermions
in top down model using the D4-D8-D¯8. In section 4, we use the bottom up model to
study the same goal and got qualitatively the same results. In section 5, we summarize
and conclude.
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2 Thermal mass and Plasmino in field theory
We begin by giving a brief summary of hard thermal loop (HTL) discussion of plasmino. In
relativistic thermal or dense fermionic systems, there are two types of fermionic excitations.
One is the ordinary fermion with dressed dispersion relation and the other is the plasmino.
Generally two branches appear both in QED plasma and QCD plasma, namely both for
electron propagator and quark propagator. In a weakly interacting field theory, plasmino
is a collective excitation due to finite temperature or finite density effect. The fermion
propagator is written as
G(p) =
1
γ · p−m+ Σ(p) , (2.1)
where the self-energy Σ = γµΣ
µ can be evaluated by one-loop calculation in the leading
order T 2 and µ2 [15]. The gauge invariant result is available for the hard thermal loop
approximation in which mass m can be ignored compared with T or µ. In this limit the
fermion propagator can be decomposed as
G =
1
2
(γ0 − γipi)/∆+ + 1
2
(γ0 + γip
i)/∆− , (2.2)
∆± = ω ∓ p−
m2f
2p
[(
1∓ ω
p
)
log
(
ω + p
ω − p
)
± 2
]
. (2.3)
Here p = |pi| and mf is the effective mass generated by the medium effect [15]
m2f =
1
8
g2CF
(
T 2 +
µ2
pi2
)
, (2.4)
where CF = 1 for electron and CF = 4/3 for quark. Notice that both thermal and density
effect generate the effective mass. Solving for the pole of the propagator we will get two
branches of dispersion curves ω = ω±(p) and ω− is the one that describes the plasmino.
Asymptotic forms of ω± are given by
p << mf : ω±(p) ' mf ± 1
3
p+
1
3mf
p2 + · · · , (2.5)
p >> mf : ω±(p) ' p . (2.6)
Two branches are plotted in Figure 1. The presence of the plasmino branch may be
experimentally important since it can enhance production rate of the light di-lepton [26].
With such motivation, plasmino has been investigated extensively [6, 15–27]. For a review,
see references [7, 8].
In high temperature limit, fermion mass can be ignored therefore two branches ω± can
be characterized in terms of chirality and helicity. The ratio of chirality and helicity are ±
for ω± respectively. However, in our approach, we do not neglect the fermion mass entirely
therefore we define the plasmino character by the condition
dω−
dp
∣∣∣
p→0
· dω−
dp
∣∣∣
p→∞
< 0 . (2.7)
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Figure 1. Two branches of dispersion relation for fermion propagator. The dashed line is light
cone.
Notice that plasmino in Hard thermal loop (HTL) approximation exists in high temperature
whatever is the density. However, in the strongly coupled region, we will show that plasmino
disappears at zero density both in confined phase and deconfined phase and thermal mass
vanishes there. Plasmino can survive only for a certain window of chemical potential in
confined medium. For deconfined phase, plasmino exists only for massive fermion with
enough density. We will find that the density and temperature independent value 1/3 in
(2.5) is an artifact of HTL approximation.
3 Thermal mass and plasmino in Top Down hQCD
3.1 The Model
We set up a calculational scheme for fermion self-energy using Sakai-Sugimoto (SS) model [11]
where one uses black D4 geometry and introduce a probe D8/D¯8 for flavor dynamics. To
introduce density, we need U(1) gauge field on probe brane. The source of the U(1) gauge
field are end points of strings which are emanating from horizon in deconfined phase and
from baryon vertex in confined phase.
The geometry of confined phase is given by
ds2 =
(
U
R
)3/2 (
ηµνdx
µdxν + f(U)dx24
)
+
(
R
U
)3/2( dU2
f(U)
+ U2dΩ24
)
, (3.1)
where both time and Kaluza-Klein direction are periodic: x0 ∼ x0 + δx0, x4 ∼ x4 + δx4
and
f(U) = 1− U3KK/U3 , UKK =
(
4pi
3
)2 R3
δx24
with R3 = pigsNc(α
′)3/2. The solution also contains a nontrivial dilaton and a four form
field;
eφ = gs (U/R)
3/4 , F4 = 4(2pi)
3(α′)3/2Nc/Ω4 .
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Here following the original Sakai-Sugimoto model, we consider the flavor eight brane em-
bedded in D4 background with the induced metric
g28 =
(
U
R
)3/2 (
ηµνdx
µdxν + f(U)x′4(U)dU
2
)
+
(
R
U
)3/2( dU2
f(U)
+ U2dΩ24
)
. (3.2)
The action for the U(1) gauge potential A0 on eight brane can be obtained from the DBI
action
SD8 = −T8
∫
d9xe−φ
√
−det(gMN + 2piα′FMN ) . (3.3)
= N
∫
dr r4
√
f(r)(x′4)2 + r−3
(
1/f(r)− a′20
)
, (3.4)
= N
∫
dr r4
√
r−3
(
1/f(r)− a′20
)
, (3.5)
where we consider the trivial embedding at antipodal points x′4(r) = 0. The overall nor-
malization N is defined by N := T8Ω4v3δx
0R5/gs , and Ω4 is the unit four sphere volume
and v3 is the three Euclidean space volume. For later convenience, we use dimensionless
quantities
r = U/R , r0 = UKK/R , a0 = 2piα
′A0/R .
The first integral for a0(r) is
ra′0(r)√
r−3 (1/f − a′0(r)2)
= D , (3.6)
where D is an integral constant representing the charge density. We can solve the gauge
field profile a0(r) by imposing boundary condition.
The deconfined geometry is given by double Wick rotating x4 and time from the
confined one
ds2 =
(
U
R
)3/2 (−f(U)dt2 + dxidxi + dx24)+ (RU
)3/2( dU2
f(U)
+ U2dΩ24
)
. (3.7)
The gauge field profile on eight brane is solved as before by replacing D → D′ and f → 1
in (3.6):
ra′0(r)√
r−3 (1− (a′0(r))2)
= D′ . (3.8)
The difference of two first integrals (confined and deconfined phases) is due to the presence
of f(r) factor. Chemical potential can be defined as the value of a0(r) at the infinity when
we specify the boundary condition at IR. In deconfined phase we set a0(rH) = 0 at the
horizon while, for confinined case, we choose to set a0(r0) = m/q in order to include the
baryon mass so that the chemical potential µ is given by
µ =
m
q
+
∫ ∞
r0
a′0(r) dr. (3.9)
This baryon mass is naturally related to the five dimensional Lagrangian fermion mass
m5 as we will see later.
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3.2 Fermionic Green function on D brane world volume
Now we study the fermionic excitation in the holographic dual background. Consider the
probe fermion field in the world volume of D8 brane. We ignore the S4 dependence and
work in the effective 5 dimensional world volume following the original paper of SS model.
We use the minimal action
S =
∫
d5x
√−g i (ψ¯ΓMDMψ −m5ψ¯ψ) , (3.10)
where the covariant derivative is DM = ∂M +
1
4ωabMΓ
ab − iqAM . M denotes the bulk
spacetime index while a, b denote the tangent space index. By a factorizing
ψ = (−ggrr)−1/4e−iωt+ikixiΨ ,
the Dirac equation can be give by√
gii/grr(Γ
r∂r −m5√grr)Ψ + iKµΓµΨ = 0 , (3.11)
where Kµ = (−v(r), ki) and v(r) =
√−gii/gtt(ω + qa0). Following the procedure in [3],
we rewrite the Dirac equation (3.11) in terms of two component spinors Ψ = (Φ1,Φ2) in a
decoupled form
(∂r +m5
√
grrσ
3)Φα =
√
grr/gii(iσ
2v(r) + (−1)αkσ1)Φα , (3.12)
where σi are Pauli matrices and α = 1, 2. Decomposing
Φ1 = (y1, z1)
T , Φ2 = (y2, z2)
T ,
we get equations of motion for the component fields. For (y2, z2) we get
(∂r +m5
√
grr)y2(r) =
√
grr/gii(+v(r) + k)z2(r) (3.13)
(∂r −m5√grr)z2(r) =
√
grr/gii(−v(r) + k)y2(r) . (3.14)
By replacing k by −k, we obtain the equations of motion for y1 and z1. Retarded Green
function can be expressed in terms of variables
G1(r) :=
y1(r)
z1(r)
, G2(r) :=
y2(r)
z2(r)
as
GR1,2 = lim
→0
e8m5Rr
1/4
G1,2(r)|r=1/ , (3.15)
where G1 and G2 satisfy the following equations√
gii
grr
∂rGα + 2m5
√
giiGα = (−1)αk + v(r) +
(
(−1)α−1k + v(r))G2α . (3.16)
Now we want to solve (3.16) by imposing proper boundary conditions. In the confined
phase, v(r) = ω + qa0(r) with
a0(r) = µ+
∫ r
∞
drˆ
√
D2
(rˆ5 +D2)f
. (3.17)
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Notice that grr diverges at r0. For the regularity of (3.16), we impose following boundary
condition
Gα(r0) =
−mR+√m2R2 + k2 − ωˆ2
(−1)αk − ωˆ , (3.18)
where ωˆ = ω+m and 4 dimensional vacuum mass of the fermion is defined as m := m5r
3/4
0 .
Imposing the boundary condition for retarded (advanced) Green function corresponds to
ω → ω + i , (ω → ω − i).
In the deconfined phase
v(r) =
(ω + qa0(r))√
f
, a0(r) = µ+
∫ r
∞
drˆ
√
D′2
rˆ5 +D′2 .
The IR boundary condition in this case is
G1,2(rH) = i , (3.19)
required by the in-falling condition at the black hole horizon.
3.3 Confined Phase
We discuss the results of dispersion relation by solving (3.16). The dispersion relations for
excitations in confined phase are reported in this subsection and we will discuss those in
deconfined phase in next subsection.
3.3.1 Light cone structure
We first study the relation between dispersion relation and light cone structure. For sim-
plicity, we set m5 = 0 but things are similar in the case of finite mass as we will discuss
later.
When m5 = 0, the IR boundary condition for retarded Green’s function can be ob-
tained from (3.18):
G2(r0) =
√
k + (ω + i)
k − (ω + i) , G1(r0) = −
√
k − (ω + i)
k + (ω + i)
= − 1
G2(r0)
. (3.20)
The IR boundary values contain two features. First, the dispersion relation coming from
IR boundary value is light-like and we call k = ±ω lines as IR light cones. Notice that when
m = m5r
3/4
0 = 0, chemical potential vanishes at the IR boundary following (3.1). This
is always true even we consider finite chemical potential at UV. Therefore IR light cones
do not change as we change chemical potential. Second, IR boundary value of G2(G1) in
(3.20) becomes pure imaginary when ω > k (ω < −k) for positive k. We refer this (ω, k)
region to continuum region since there is no definite peak [30]. See for example, figure 2.
Actually (3.16) implies how Green’s function flows from IR to UV. If we turn off gauge
field everywhere, the IR condition (3.20) itself is a solution of (3.16) and Green’s function
does not run for zero chemical potential. Therefore UV dispersion relation we are interested
in is light-like as the IR one.
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G2R
Continuum
Continuum
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0
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G1R
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Μ = 0.259
- q Μ
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0
1
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(b)
Figure 2. (a)Dispersion curve without chemical potential. (b) Dispersion curve with µ = 0.259.
Dashed line denotes UV light cone.
However, if we turn on chemical potential, there is a drastic change in the dispersion
curve (UV). The dispersion curve for GR2 deviates from IR light cone as we increase chemical
potential, but the one for GR1 (located at ω = −k previously for zero chemical potential)
immediately disappears and a new one appears as we can see from Figure 2 (b). This
behavior can be explained by causality condition. At zero chemical potential, two dispersion
curves are located on the light cones. If we turn on chemical potential, the UV light cone
is shifted down by −qµ so that the previous negative branch ω = −k (with positive k) now
lies in the causally forbidden region of the new light cone. See Figure 3. The dispersion
curves now can only appear inside the new light cone and outside of the original one (IR
one), which is the unshaded region of the Figure 3.
Continuum
Continuum
Space-like
IR light cone
UV light cone
- q Μ
0 1 2 3 4 5
-2
0
2
4
k
Ω
Figure 3. UV and IR light cone with finite chemical potential. Dispersion curve should be located
in unshaded region.
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3.3.2 Dispersion relation for massive fermion
The baryon vertex is connected to the probe branes by the Nc strings. From the probe
brane point of view, the baryon is a collective state of the end points of the strings whose
individual entities are the quarks. As usual, the end points are also the source of the U(1)
gauge fields. The value of gauge field at IR boundary is identified as the mass of baryon
vertex. The collective motion of the end points is presented by a fermion field describing
baryons living on the probe brane. In this work we set mass of fermion equal to mass of
baryon vertex. In this picture baryons are always massive and of order Nc. The equation
of motion for the Green function is given by (3.16) with boundary condition
Gα(r0) =
−m+√m2 + k2 − ωˆ2
(−1)αk − ωˆ . (3.21)
Notice that we set R = 1 to simplify the discussion. Due to the mass term in the square
root, the continuum region is changed accordingly:
ωˆ >
√
k2 +m2, ωˆ < −
√
k2 +m2 (3.22)
which is shown in Figure 4 (a).
G1R
G2R
Continuum
Continuum mq = 0.1
Μ0 = 0
0.0 0.2 0.4 0.6 0.8 1.0
-1.0
-0.5
0.0
0.5
1.0
k
Ω`
(a) (b)
Figure 4. (a) Continuum region for mq = 0.1 and blue (down) and red (up) solid lines represent
the dispersion curves at zero chemical potential for GR1 and G
R
2 respectively. Dashed lines are light
cones. (b) 3D plot of Imaginary part of GR2 at zero chemical potential.
In the case of zero chemical potential, the poles are located at the edge of continuum
region. See Figure 4(b). As we increase chemical potential, dispersion curve for GR2 moves
down. The chemical potential dependence of dispersion curves of GR2 is drawn in Figure 5,
where we can see several interesting behaviors. When chemical potential is larger than a
certain value µ1 ∼ 0.58, slope at k = 0 becomes negative, therefore plasmino appears. As
we increase chemical potential further, two branches (k < 0, k > 0) are smoothly connected
– 9 –
at µ0 = 0.9, see the solid red line in Figure 5. At µ2 ∼ 1.7, the dispersion curve touches the
edge of lower continuum region. If we increase chemical potential further, the dispersion
curve splits again and moves down along the edge of lower continuum region. See the
dashed purple line in Figure 5.
Μ0=0.5
Μ0=0.9
Μ0=1.2
Μ0=1.5
Μ0=1.9
Μ0=2.2
Continuum
Continuum
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
k
Ω`
Figure 5. Dispersion curve of GR2 with several values of chemical potential in confining geometry.
Here µ0 does not contain mass term.
There exists a certain momentum where the slope of dispersion curve dω/dk vanishes.
We denote this momentum kmin. If chemical potential is larger than a certain value, say
µ2, dispersion curve touches lower continuum region. We call the value of this momentum
as k0, see Figure 6(a). The density dependence of these values are drawn in Figure 6(b).
Continuum
Continuum
k0 kmin
Μ0=1.5
0.0 0.5 1.0 1.5 2.0
-1.0
-0.5
0.0
0.5
1.0
1.5
k
Ω`
kmin
k0
1.0 1.5 2.0
0.0
0.2
0.4
0.6
0.8
Μ0
k
Figure 6. (a) Definition of kmin and k0 in dispersion relation of G
R
2 . (b) Chemical potential
dependence of kmin and k0.
In the region where chemical potential is larger than µ2, dispersion curve develops
unstable part between k1 < k < k0 where the pole in ω plane develops imaginary part
(equivalently self energy develops imaginary part) and the residue Z(k) of the pole develops
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singularity near k0, so that spectral function develops big mountain there. This behavior
of Green function suggests that for very high density, the low momentum part of the
plasmino mode is unstable with large decay width. The low momentum instability of the
quasi particle also exists in normal mode as well as in plasmino mode. See figure 7.
(a)
0 < k < 0.4
Μ0=1.9
-0.4 -0.3 -0.2 -0.1 0.0
-3
-2
-1
0
1
Re@Ω` D
Im
@Ω` D
(b)
Figure 7. (a) Density plot of spectral function with µ0 = 1.9. (b) Position of ω in complex plane
in the range of 0 < k < 0.4 with µ0 = 1.9. Arrows denote increasing momentum.
In Figure 7(a), we zoom up the lower continuum region where dispersion curve is
touching. The behavior of ω in complex plane is drawn in Figure 7(b) in the range of
0 < k < 0.4. In 0 < k < k1 = 0.06 region, the peak is infinitely sharp which means that
ω does not have imaginary part, it corresponds to −0.1 < ω < 0. Once dispersion curve
touches the continuum region, the peak of spectral density becomes lower and broader, and
the imaginary part of ω starts to develop in this region(0.06 < k < 0.29). If the momentum
is larger than k0 = 0.29, imaginary part of ω vanishes and spectral density has infinitely
sharp peak again.
The equation of motion (3.16) and IR boundary condition (3.21) for GR2 become those
of GR1 under k → −k. Therefore, we can get spectral curve for GR1 by
GR1 (k) = G
R
2 (−k). (3.23)
The chemical potential dependence of the two dispersion curves are drawn in Figure 8.
In a recent study of the holographic thermal fermion, Herzog et.al [28] found an in-
teresting bulk Rashiba effect. Namely, with a finite chemical potential in the boundary,
one has dual electric field in the bulk which can couple to the fermion spin. For massive
fermion, one can simplify the discussion by taking its non-relativistic limit, which contains
spin-orbit coupling. The result is the bulk spin-orbit coupling:
H± =
k2
2meff (r)
+ αE(r)× σ · k + . . . , (3.24)
where α is constant. With the different choice of spin, the splitting of dispersion relation
for two fermion modes is natural. One of its mode has negative slope at k = 0, signaling
the presence of plasmino in the boundary. Therefore the dual of the bulk Rashiba effect
– 11 –
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Figure 8. Density dependence of dispersion curves for GR1 and G
R
2 . Blue solid line denotes G
R
1
and red line denotes GR2 .
is the nothing but the plasmino mode generated by the density effect. Conversely, density
induced plasmino has interesting dual interpretation as Rashiba effect. One should be
reminded that there is no temperature induced plasmino in strong coupling regime.
3.4 Deconfined Phase
Now we discuss the fermion dispersion relation in deconfined phase of the D4-D8 model.
The brane configuration is such that D8 and D¯8 are decoupled and go straight to touch the
horizon of the D4 black brane. All the results here are given numerically and we discuss
the results for massless fermion and massive fermion separately.
Figure 9. Spectral function of massless fermion. Left: 3D plot of spectral function at zero density
figure shows vanishing thermal mass. Right: Density plot of spectral function at finite charge
density Q = 20. Dispersion curves of negative k and positive k do not meet smoothly. There is no
plasmino either. Notice the x axis and y axis are k and ω respectively. The real region for ω and k
is [−5, 5] for both figures.
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Figure 10. Left:Density plot of spectral function of massive fermionic Green function GR1 at finite
density with m = 0.5 and Q = 30. Right: Spectral function of GR2 at finite density with m = 0.5
and Q = 30. Plasmino exists. As density increases, dispersion curves move down along ω axis.
Notice the x axis and y axis are k and ω respectively. The real region for ω and k is [−5, 5] for both
figures.
Let us discuss the massless fermion first. In deconfined phase, the gravity solution
of D4-D8 model contains a black hole and the fermion Green function is computed by
imposing the in-falling boundary conditions G(rH) = i at the horizon. Notice that when
fermion is massless, G(r) = i is an exact solution for Green function at k = 0 which also
satisfies the in-falling boundary condition. This can be noticed from the numerical result
as well. At zero density, 3D plot of spectral function (Imaginary part of retarded Green
function) is shown in the left of Figure 9. There is no sharp peak and dispersion relation can
be read by picking up the position of the maximum heights of the spectral function. Since
the dispersion curve passes through the origin, we conclude that thermal mass vanishes.
What is the density effect? First, there are many dispersion relations. When both
temperature and density are present theory seems to develop Kaluza-Klein (KK) tower
while the temperature itself can not generate the KK tower. However, even with density,
plasmino is not present for zero mass case. Two branches of the dispersion curve, k < 0
and k > 0 sector respectively, is disconnected.
When fermion is massive, two sectors of the dispersion curve are now connected and
plasmino will be developed as we increase the density. At zero density with finite mass,
there is no plasmino. As we increase the density the plasmino appears at a critical density,
which is mass dependent. Figure 10 shows the plasmino at charge density Q = 30. As
density increases, the dispersion curve moves down along the ω axis as it should.
4 Thermal mass and plasmino in Bottom Up Approach
One may ask whether what we have seen in the previous section is model dependent or
not. To answer this question we study the holographic fermionic spectrum from bottom
up approaches. We will see that many features are common in both models.
– 13 –
4.1 Confined Dynamical Fermion
The dual gravity solution describing a gapped phase is AdS soliton. In order to put charge
source in the gravity side, we introduce dynamical fermions and take into account the
coupling between the gauge field and fermion although we still neglect the back reaction
to the gravity. Such fermions in hard wall model was first studied by Sachdev [29] in the
study of holographic Luttinger theorem. See also [30]. We will study spectral functions
and see whether thermal mass and plasmino exist. The important difference between our
model and those in [29, 30] is that we use solitonic gravity background rather than hard
wall. For the latter, we do not have a natural boundary condition (BC) at the wall while we
can impose natural IR BC of fermionic fluctuations for soliton background. By “natural”
we mean that the BC comes as a necessary regularity condition at IR boundary. We will
see that this boundary condition will lead us the plasmino excitations in the confined case,
which is different from the result of previous papers mentioned above.
We start from the system with the action
S =
∫
dd+1x
√−g
(
R− 2Λ
16piGN
− 1
4e2
F 2 + i(ψ¯ΓMDMψ −mψ¯ψ)
)
. (4.1)
The five dimensional AdS soliton metric is given by
ds2 = r2(−dt2 + d~x2 + f(r)dx3) + 1
f(r)r2
dr2 , f(r) := 1− r
4
0
r4
. (4.2)
By factorizing ψ = (−ggrr)−1/4Φ and choosing the following gamma matrices basis
Γrˆ =
(
−σ3 0
0 −σ3
)
, Γtˆ =
(
iσ1 0
0 iσ1
)
, Γ1ˆ =
(
−σ2 0
0 σ2
)
,
Γ2ˆ =
(
0 σ2
σ2 0
)
, Γ5ˆ =
(
0 iσ2
−iσ2 0
)
,
the equation of motion for ψ becomes
(∂r +
m
r
√
f
σ3)Φα =
1
r2
√
f
(iσ2(ω + eAt) + (−1)αkσ1)Φα , (4.3)
where α = 1, 2 are the up and down component of Φ. The equation of motion for At := φ(r)
can be determined from Gauss’s law (by variation of effective action with respect to φ(r))
1
e2
(
√−ggttgrrφ′(r))′ −
√
−ggtt〈ψ†ψ〉 = 0 . (4.4)
The expectation value of ψ†(r)ψ(r) can be expanded in eigenfunctions of the Hamiltonian.
For a certain background of gauge field, we require that the ground state is determined by
filling all negative energy ω < 0 states. That is, we can rewrite the Gauss’s law as
(
√−ggttgrrφ′(r))′ − e2
√
gtt
grr
∑
l
∫
d2~k
(2pi)2
Φ†
l~k
(r)Φ
l~k
(r)θ(−ωl(k)) = 0 , (4.5)
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where l labels the different excited states with the same spatial momentum ~k. For wave
function Φ, we choose the following normalization condition for each l and each ~k:∫
dr
√
gtt
grr
Φ†
l~k
(r)Φ
l~k
(r) = 1 . (4.6)
Our task now is to solve (4.3) and (4.5). Notice that (4.5) contains the sum of the eigen-
states with definite energy ω(k) and momentum k. ω(k) is the dispersion relation of
excitations obtained from the pole of spectral function. In order to obtain that, we first
solve the spectrum of (4.3) by an iterative method: we start a test flux to compute the
spectrum of (4.3), then update the flux trough (4.5) and so on. We do this until the process
converges.
4.1.1 Boundary Conditions
In order to solve (4.3), we need to set suitable boundary conditions for Φ and φ.
BC for Dynamical fermion Following the analysis in the top down approach in the previous
section, we obtain the IR boundary condition as
y2(r0) =
−mR+√m2R2 + k2 − ω2
(−1)αk − ω , z2(r0) = 1, (4.7)
where y2 and z2 are the upper and lower component of Φ2 respectively. Notice that the
boundary value of gauge potential at the IR boundary r = r0 is zero, which is consistent
with the fact that there is no charge source at the IR tip of AdS soliton.
Q=0.5, m=0.1, q=1
-2 -1 1 2 k
0.5
1.0
1.5
Ω
Figure 11. Dispersion relations of two fermionic modes in the end of iteration. The upper one is
normal mode coming from G1 and we observe that the lower one is plasmino mode coming from
G2. Parameters are set to be Q = 0.5 ,m = 0.1.
BC for gauge field At IR boundary the gauge field is zero as we mentioned. The
other BC we choose is the charge of the field which is a slope of the flux at the UV
boundary, Q := r3φ′
∣∣∣
r=∞
. This is equivalent to use the canonical rather than grand
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Q=0.5
m=0.1
q=1
2 3 4 5 r
0.2
0.4
0.6
0.8
1.0
1.2
1.4
Φ
Figure 12. Solution of flux in the end of the iteration. The dashed line and solid line are the
input flux giving the final fermion spectrum and the output of that fermion spectrum by Gauss’s
law. They are coincide with each other. Parameters are set to be Q = 0.5 ,m = 0.1.
canonical ensemble. When we choose to fix chemical potential, we could not achieve the
convergence during the iteration process. The dispersion relation and the gauge field
configuration are shown in Fig 11 and Fig 12 respectively for the charge density value
Q = 0.5. We observe that two fermionic modes exist and there is plasmino branch. The
density dependence of the dispersion relation is similar to the top down case shown in Fig.
5.
4.2 Charged Black hole with Probe fermion
Another simple gravity dual for a system with density and temperature is RN-AdS black
hole, where the chemical potential of a U(1) current is given by boundary value of electric
potential sourced by the black hole charge. A probe fermion field is expected to test the
fermionic nature of such a system, for instance spectral function and Fermi surface. This
holographic model was first studied in [1] and studied further in [2, 4]. They studied
spectral functions and identified fermi surface. In a more recent paper [5], the authors
studied dispersion relation of massive fermion and study the spin structure in the bulk. It
turns out that the density generated plasmino can be understood as spin orbit coupling
in the bulk. The same phenomena continue to hold for confining case we discussed in the
previous subsection. For the zero density case, we do not have plasmino mode even for the
massive fermions, not alone with the massless fermions. Similarly to the top down models,
temperature alone does not generate any thermal mass as we will show below.
To examine whether plasmino mode exists in this model, we set up the flow equations
for fermionic Green functions in RN-AdS5 following the paradigm in [2],√
gii
grr
∂rGα + 2m
√
giiGα = (−1)αk + v + ((−1)α−1k + v)G2α (4.8)
where
v =
√
gii
−gtt
(
ω + µq(1− r
2
0
r2
)
)
. (4.9)
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At the IR boundary, we set Gα(r0) = i due to regularity at the black hole horizon. One
important observation is that, the effective chemical potential is given by
µq := µq , (4.10)
where q is the charge of the fermion field (the coupling constant). Although µ is fixed for
a given charged black hole background, we can increase q in order to increase the effective
chemical potential.
Figure 13. Left: For m = 0, q = 1.5, Q =
√
2, 3D plot of the spectral function. This is consistent
with the spectral function obtained in [2]. Right: For m = 0, Q = 0, thermal mass vanishes and no
plasmino exist. Q =
√
2 is the extremal point. Notice the real region for ω and k is [−5, 5] for both
figures.
Massless fermion: We first show the fermionic spectral function with charge coupling
q = 1. As shown in Fig 13, when the black hole is extremal, this is precisely the result
obtained in [2]. For zero chemical potential, spectral function contains peaks with finite
width and finite hight at ω = k. This figure is qualitatively the same as the top down model.
Therefore our result that no thermal mass is generated by temperature effect seems to be
universal. If there is no thermal mass, there is no plasmino either.
As we turn on and increase the density, fermionic excitations with nontrivial dispersion
relations ω(k) are generated, as shown in left figure in Fig 14. We could not observe any
plasmino mode for zero mass for any density.
Massive fermion: If we turn on fermion mass, we obtain quite different results. In
this case, dispersion curves are continually connected through the k = 0 slice. We can
observe the plasmino mode if density is high enough.
5 Conclusion and Discussion
In this paper, we discussed the dispersion relation of strongly interacting fermions using the
holographic method. We asked what is the field theory dual of the bulk spin-orbit coupling
and answered that it is the density generated plasmino. We also asked that whether
– 17 –
Figure 14. Left: m = 0, qQ = 5
√
2, there is no thermal mass and no plasmino exists for massless
fermion. Right: m = 1, qQ = 7
√
2, Plasmino mode exists for massive fermion if density is high
enough. Notice the x axis and y axis are k and ω respectively. The real region for ω and k is [−5, 5]
for both figures.
the non-generation of the thermal mass for the massless fermion in finite temperature is
universal or model dependent and answered that it is universal by working out them in
completely different class of the theories: One in top down and the other in the bottom
up.
We also studied the presence of the plasmino mode for various situations. We found
that for confining geometry, the plasmino exists for large enough chemical potential regard-
less of the fermion mass. For deconfining geometry, plasmino exists only for massive fermion
with enough denisty. We showed that the plasmino dispersion curve is absent at zero den-
sity, regardless of fermion mass, temperature, and phases (confinement/deconfinement). It
is summarized in Table 1.
Parameter Top down Bottom up
Confining Deconfining Confining Deconfining
Fermion mass
= 0
> 0 } }
Chemical potential
< µc
> µc } } } }
Table 1. The conditions for existence of plasmino are indicated by the }’s. Notice that the
condition is identical regardless of the model.
From the table, we can see that the plasmino excitation is created only in the presence
of chemical potential. This phenomena does not depend on the back ground geometry
or method(top down or bottom up), indicating the universality of of the condition for
the presence of the plasmino modes. Notice that temperature alone never create effective
– 18 –
(thermal) mass, which however, can be generated in the presence of large enough chemical
potential.
We also identified the dual of the bulk Rashiba effect as the presence of the boundary
plasmino mode. Finally, it would be interesting if one study the non-relativistic version of
the squared Dirac equation and solve the radial eigenvalue equation explicitly and confirm
that the result is identical to the spectral function calculation.
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