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Preface
This thesis considers problems derived from industrial engineering, and treats
them in a rather theoretical setting, called ªcomputational geometryº. This work
has been carried out within the research group of Mark Overmars, which is
centered around applied algorithms, i.e. solving problems that are inspired by
practical implications.
My ®rst introduction to computational geometry was very pleasant. I discovered
that the combination of geometry and algorithms was a perfect ®t for me.
I decided to ask Mark Overmars, who taught the course on computational
geometry, to be my supervisor for my master's degree. This turned out to be a
lucky choice, and I almost automatically got involved as a PhD student in a joint
research project with the industrial engineering department from U.C. Berkeley.
The aim of our joint research project was to bring together computational
geometry and the problems in engineering, in order to try to understand the
nature of the problems, and come up with general solutions, as opposed to the
ad-hoc, trial-and-error based current practices. I consider myself fortunate for
having been given the opportunity to do theoretical research on such appealing
problems.
I visited Ken Goldberg and his students at the Industrial Engineering and
Operations Research department at U.C. Berkeley twice during my PhD. The
visits were both fruitful and enjoyable. I always went back home full of new ideas
and problems to think of, and I enjoyed seeing how some of our ideas really
worked in practice. In Chapter 6, I include a picture of a real (industrial) device
that was built by Ken's students, and evolved from our joint efforts.
At the department in Utrecht, I was happy to ®nd a young and lively group of
computational geometers. Within this group, my position as a PhD student was
v
created to continue the work of Frank van der Stappen. During my PhD, he was
my co-supervisor. In Utrecht Mark, Frank and I spent a lot of time together
thinking deep thoughts.
The result of our joint efforts and a lot of perspiration ®nally evolved into this
thesis. I hope that the reader can taste the pleasure that I had writing it.
RP
Utrecht, October 2000
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C H A P T E R 1
Introduction
Robotic manipulation deals with part handling problems in industrial automation
such as part feeding, ®xturing, loading, assembly and packing, and is therefore of
utmost and direct practical importance.
Computational geometry is the ®eld within algorithms and complexity research
that deals with geometric objects such as points, lines and surfaces in various
dimensions and their interrelationships [10, 48]. This ®eld has evolved into a
mature area of research in the late seventies. Computational geometry has become
an indispensable tool in the development of algorithms for diverse applications
areas like databases, graphics, geographical information systems, and robotics. In
robotics, geometric techniques have been applied mostly to the motion planning
problem. In this thesis, we apply techniques from computational geometry to
robotic manipulation.
The geometric shape of parts is a major parameter in determining the
outcome of a physical action on a part, such as a push or grasp by a robot.
Hence, computational geometry offers a useful abstraction to investigate these
problems. In this thesis, we study planning strategies for orienting parts. We give
geometric algorithms for designing various types of devices for orienting parts,
aiming to be precise, non-heuristic, and ef®cient.
In the ®eld of robotic manipulation the goal of the robot, or more precisely,
the manipulator, is to ensure desired ®nal states of the objects, or parts, under
manipulation; its own ®nal state is not of paramount importance. In contrast
to general motion planning (where we plan motions for a mobile robot in a
workspace with obstacles [56]), robotic manipulation is designed to take place
in a factory or a structured environment; parts typically arrive at a more-or-less
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regular rate along a conveyer belt. Thus, only limited sensing capabilities are
necessary. In fact, Canny and Goldberg [29] propose a RISC approach (Reduced
Intricacy in Sensing and Control) to designing manipulation systems for factory
environments. Inspired by Whitney's recommendation that industrial robots
have simple sensors and actuators [109], they argue that automated planning
may be more practical for robot systems with fewer degrees of freedom and
simple, fast sensors: light beams instead of cameras, parallel-jaw grippers instead
of multi-®ngered hands. To be cost-effective, industrial robots should emphasize
ef®ciency and reliability over the potential ¯exibility of anthropomorphic designs.
In addition to these advantages of RISC hardware, RISC systems also lead to
positive effects in software: manipulation algorithms that are ef®cient, robust,
and subject to guarantees, more algorithmic and less heuristic-like. Due to these
desirable properties, the design of RISC systems and algorithms is a signi®cant
branch of applied robotics research. Although at ®rst glance, theoretical research
might not appear directly applicable in a real industrial environment, this research
opens up a completely new view on robotic manipulation which turns out to be
exciting for both theoretical researchers as well as for industrial engineers.
1.1 Automated assembly
The basic tasks in a factory are manufacturing the parts, and combining them into
the desired product. In automating these tasks, we want to use robot manipulators
that require little or no human intervention. Let us review the various tasks of
automated assembly in the light of RISC robotics and computational geometry.
Assembly planning concerns planning the motions of the parts to form the
assembly. The general assembly planning problem is so complex that even special
cases of it can be intractable [75]. The practical issues are also very complicated
and attempting to solve it in all its generality would be attempting to tackle many
of the open problems in robotics research all at once! An important subproblem
is that of computing an assembly sequence. In practice, most real assemblies
can be constructed by a sequence of operations, where each operation merges
two rigid subassemblies to make a larger one that stays rigid for the rest of the
plan [39, 49]. Theoretical studies point out that even the partitioning problem, in
which one wants to separate two bodies, is not easy to solve, and partitioning a
planar assembly is NP-complete [54, 97, 112, 113]. This inspires us to begin with
low-level tasks and proceed from there.
In the ®eld of robotic manipulation several distinct types of low-level problems
exist, most of which at least partially warrant an approach that uses computational
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geometry. To be able to do so, one is forced to make precise formulations for
these problems, while taking into account physical restrictions and properties. We
can eventually expect to ®nd enough similar qualities in these precise models that
will make it possible to formulate a variety of robotic manipulation problems in a
more general geometric framework. This will then allow for the study of generic
techniques that can be applied to a variety of different robotic manipulation
problems, both in theory and in practice.
One manipulation problem of interest is ®xture planning. Fixture planning
concerns holding an object steady to resist applied wrenches (forces and
moments). Fixture planning is a fundamental problem of both the manufacturing
and the assembly process, e.g. when one needs to drill a hole in a part, or needs to
hold a part when putting it together with another part (or subassembly) [24, 34].
Fixture planning is related to part feeding in the sense that it can be tackled using
a RISC approach. In the most basic form, ®xture planning tries to immobilize a
part using frictionless point contacts.
Over a century ago, Reuleaux [89] considered the problem of constraining
motions of objects. Reuleaux proposed a geometric condition (form-closure)
for a part to be immobilized using frictionless point contacts, which was later
improved by Rimon and Burdick [91, 92]. Recent results report on the existence
of ®xtures for almost any planar part [63, 72]. Many researchers have found
geometric algorithms to ®nd ®xtures for a given part [43,64,77,101]. Extensions
of ®xture planning include algorithms for computing form-closure grasps of
two-dimensional and three-dimensional polyhedral objects in the context of
point ®ngers with friction [81±83], and the design of modular ®xtures in which
the positions of the ®ngers are restricted to a grid [27, 78, 102, 105±108, 116].
In the assembly process, one often needs to move parts from one pose to
another. We need to do so, e.g. when one wants to put multiple parts together,
or when one wants to feed a part or a sub-assembly to a robot. Perhaps the
most humanoid way of doing this is by grasping the part, and then rotating it
or carrying it to another position [4, 23, 26, 63, 77, 86, 88, 99]. Inspired by RISC
robotics, many other devices to change the position of parts have been proposed.
Among these devices are those that move the part by push operations [3, 60, 61],
or by tap operations [52]. It has been researched how the position of parts can be
controlled by rolling them between two plates [62]. Recently, it has been shown
that applying a carefully controlled vibration to a simple ¯at plate enables one to
very accurately control the pose of multiple independent parts on the plate [90].
It has been investigated what possible poses of a part can be after being dropped
on a surface [47, 55].
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Figure 1.1 A bowl feeder [22].
One step beyond moving a part from a known pose to another (speci®ed) pose is
the important manipulation problem of part feeding, or orienting. Many automated
manufacturing processes require parts to be oriented prior to assembly. A part
feeder takes in a stream of identical parts in arbitrary orientations and outputs
them in a uniform orientation. Part feeders often use data obtained from some
kind of sensing device to accomplish their task. We consider the problem of
sensorless orientation of parts for which the initial pose of the part is assumed to
be unknown. In sensorless manipulation, parts are positioned and/or oriented
using passive mechanical compliance. The input is a description of the part
shape and the output is a sequence of open-loop actions that moves a part
from an unknown initial pose into a unique ®nal pose. We dedicate the next few
paragraphs to an overview of existing sensorless part feeders.
Traditionally, sensorless part feeding is accomplished by the vibratory bowl feeder,
which is a bowl that is surrounded by a helical metal track and ®lled with
parts [21, 22], see Figure 1.1. The bowl and track undergo an asymmetric
helical vibration that causes parts to move up the track, where they encounter
a sequence of mechanical devices such as wiper blades, grooves and traps.
The majority of these mechanical devices act as ®lters that serve to reject
(force back to the bottom of the bowl) parts in all orientations except for the
desired one. Eventually, a stream of parts in a uniform orientation emerges
at the top after successfully running the gauntlet. The design of bowl feeders
is, in practice, a task of trial and error. It typically takes one month to design
a bowl feeder for a speci®c part [65]. Speci®c to vibratory bowls, researchers
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have used simulation [11, 53, 69], heuristics [58], and genetic algorithms [35] to
design traps, and developed analysis tools to help designers by rendering the
con®guration-space for a given combination of part, trap, and obstacle [28]. Sony
developed their own part feeding system, which consists of a vibrating tray in
which part-speci®c nests are cut [73,98]. This feeder operates in batches. During
a speci®ed amount of time the tray vibrates to ensure that its holes ®ll up with
parts in the correct orientation. The tray is fed to a robot afterwards.
The disadvantage of the aforementioned feeders is their lack of ¯exibility to
different part shapes. To overcome this problem, researchers have focused on
easily adjustable modular part feeding systems. Instead of selecting only parts
in the desired orientation by part-speci®c ®lters, these modular systems can
perform basic actions that transfer a part from one orientation into the other. The
remaining question is then to design a sequence of basic actions for a given part
shape that yields a unique ®nal orientation. In the following, we shall give an
overview of ¯exible part feeders that have been proposed. The question of how
to program these part feeders is addressed later.
Many different models and devices have been designed with the goal to
automatically orient parts. Sensorless pose planning by transferring orientations
has widened up as an area of active research during recent years. We review
some results from literature that are close in spirit to this thesis. The early papers
on theoretical sensorless orientation report on a tray to manipulate the parts by
means of tilting actions [41,76]. The ability of orienting a small class of polyhedral
parts by putting it onto a wobbling table has been investigated [42]. Researchers
proposed staircase-like step devices to orient parts that cascade down these steps.
The height of the steps, which in¯uences the rotational behavior of the part, is
programmable [76, 114].
There is a class of feeders that operate in place. The feeder applies a sequence
of basic actions to a part in a designated feeding area. In this case, the parts
are ®rst given to the part feeder one by one, then oriented by the feeder, and
subsequently further processed by an assembly robot. An important example of
an in-place feeder is the parallel jaw gripper which can push and squeeze a part.
A grasp action is the combination of orienting the gripper, closing the jaws as
far as possible without deforming it, and then opening the jaws. A grasp action
causes the orientation of the part to change [26, 32, 45]. The single pushing jaw,
which changes the orientation of the part by means of push actions from various
directions, has also been advocated as a part feeder [3, 61, 66, 79]. Changing the
orientation of a part can also be accomplished by a vibrating surface underneath
the part. Vibratory plates and programmable vector ®elds have been reported as
part feeders [20].
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Figure 1.2 Rigid fences over a conveyor.
There is a variety of papers that focus on orienting a stream of parts on a conveyor
belt, e.g. by rigid fences that are mounted across the belt. The part is conveyed
along the fences, and the motion of the belt effectively turns each slide along a
fence into a push action by the fence in the direction opposite to the motion of
the belt. The push actions change the orientation of the part [13±15,80,110,111],
see Figure 1.2. Inspired by a conveyor belt with rigid fences, the single rotational
fence of which the orientation can be controlled by a robot was proposed [2].
The fences over a conveyor and single rotational fence are designed to orient ¯at
parts that lie on the conveyor. Recently, it has been discovered that it is possible
to orient a small class of prismatic three-dimensional parts on a conveyor by
toppling them over by a sequence of pins that are mounted at various heights
above the conveyor [59, 115].
In all forms of pose planning, some motion is induced to the part (by a
conveyer belt, a gripper, gravity, or a vibration) so that when it impacts a
designed obstacle (fence, another jaw of the gripper, the work table), its pose
is affected. The main questions in all these cases is the design of the device
and the sequence of operations to be executed to guarantee one (or a small
set of) ®nal orientation from an initially unknown orientation. Goldberg [46]
considers the completeness of some algorithms for part feeders, and, moreover,
asks a stronger question: does a solution exist for all instances of a problem?
He poses the term solution-complete to describe this property of algorithms for
part feeders. A part feeder algorithm is solution-complete if for any part, and
valid input, the algorithm outputs a design for the feeder that orients any initial
orientation of the part to a unique ®nal orientation. Completeness is a desirable
property, since it guarantees that an algorithm will behave properly for any valid
input. However, solution-completeness is closely related to the way a problem is
de®ned. An algorithm may not be complete for a given problem; however, by
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Figure 1.3 Orienting with the pulling ¦nger.
adding additional assumptions limiting the class of inputs, it might be that the
algorithm is complete for the resulting modi®ed problem. The larger the class of
valid inputs, the better the resulting feeder.
Up to now, many of the approaches to solve the part feeding problem do not
consider completeness issues, or when they do, they show completeness for only
a simple class of objects. Others are algorithmically poor (for example, requiring
exponential time). In this thesis, we aim to theoretical, geometrical solutions to
different part feeders. We prove completeness of our algorithms for large classes
of parts. In the next section, we present an overview of the results and feeders
we address in this thesis.
1.2 Thesis outline
We consider part feeders in the line of thought of the RISC approach of Canny
and Goldberg [29]. The feeders in this thesis orient parts without the use of
sensors. We carefully embed each of the feeders in a geometric framework.
This then allows us to address questions of completeness, and to give ef®cient
algorithms for computing feeder designs.
We consider four different feeders. The ®rst feeder consists of a sequence of
fences which are mounted across a conveyor belt. The fences brush the part as
it travels down the belt thus reorienting it. The second feeder is a pulling ®nger
which applies a sequence of pull operations that reorients ¯at parts with elevated
edges. The third feeder deals with three-dimensional parts. It is a sequence of
(tilted) plates with fences which reorients a three-dimensional polyhedral part as
it travels down the plates. The fourth feeder in this thesis is the bowl feeder. We
study cut-outs in the track of the bowl to allow only parts in a desired orientation
to arrive at the outlet of the bowl.
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Figure 1.4 Feeding three-dimensional parts with a sequence of plates and fences.
In Chapter 2 we introduce the reader to the area of algorithms for sensorless
orientation. We give an overview of work on the mechanics of part feeding that
we use in this thesis. We survey known results on part feeding by push actions.
Previous work shows that any polygonal part can be oriented by a sequence
of push actions unless the part has speci®c symmetryÐit is for example not
possible to orient regular polygons. We outline previously known algorithms to
compute the shortest sequence of push actions to orient a given part.
In Chapter 3 we discuss part feeding by rigid fences over a conveyor, see
Figure 1.2. We present two new algorithms to compute the angles for a fence
design. These algorithms are the ®rst algorithms for computing fence designs
that require polynomial time. We give new bounds on the complexity of any
algorithm to compute sequences of basic (transfer) actions for orienting parts.
These results apply to a large class of part feeders. Moreover, we address
completeness of fence design. We show that, similar to a sequence of push
actions, we can design a sequence of fences to orient any asymmetric polygonal
part. We treat modular fence design, in which we restrict ourselves to a discrete
set of available fence angles. Also, we incorporate friction in the design of a
sequence of fences. A major part of this chapter is published as [15]. Parts of the
chapter appeared in [13] and [14].
In Chapter 4 we introduce a new feeder to orient parts: the pulling ®nger, see
Figure 1.3. This feeder can be used to manipulate ¯at parts with elevated edges
in place. The ®nger is positioned above the part and performs a sequence of pull
operations. We identify a basic transfer action for this feeder, and embed it into
the larger framework of feeders that orient parts by changing the orientation. We
show that for a large class of parts, though smaller than the class of parts that
can be oriented by push operations, the feeder can perform its orienting task
8
µA trap in the track
The railing
Direction of motion
Rejected part falls
back into the bowl
Figure 1.5 Vibratory bowl feeder track [22].
successfully. Moreover, we give an algorithm to compute the shortest sequence
of pull operations to orient a given part.
Most efforts in the literature of part feeding concentrate on feeding ¯at, two-
dimensional parts. Efforts to feed three-dimensional parts usually only orient
polyhedral parts up to the facet, and not to a unique orientation of the part. In
Chapter 5 we show how to orient three-dimensional polyhedral parts. We give
the ®rst completeness result for three-dimensional part feeding by a sequence of
push operations. We show that any asymmetric polyhedral part can be oriented
using push actions by two orthogonal planes. The result is used to show that a
feeder which consists of a series of plates and fences can orient any asymmetric
polyhedral part, see Figure 1.4. We give an algorithm that computes a sequence
of push operations, or similarly, a sequence of plate and fence angles, that orient
a given polyhedral part. A (preliminary) version of the work in this chapter
appeared in [18], and [19].
Chapter 6 elaborates on feeding parts with the aid of the bowl feeder. An almost
in®nite amount of features is imaginable to be mounted to the railing of the
bowl, and on the feeder track. We shall treat the bowl feeder using a RISC
approach. We restrict ourselves to cut-outs in the feeder track. The cut-outs are
used to trap, or reject unwanted orientations of the part, thus only keeping the
desired orientation, see Figure 1.5. We analyze traps in a geometrical setting. We
show how to compute whether a given trap shape will reject a part on the track.
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We systematically build a set of adjustable traps in this chapter. We ®rst focus on
very simple trap shapes, but also show how more advanced trap shapes can be
computed. The work of this chapter appeared partially in [12], [16], and [17].
Each of the chapters is concluded by a discussion of the algorithms and remaining
open problems. In Chapter 7 we discuss the work of this thesis in a broader
perspective and point out directions for further research.
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C H A P T E R 2
Pushing
Pushing objects is a regular task. There are numerous places where pushing of
objects is used to manipulate them. In automated manufacturing processes, for
example, objects are usually transported by a conveyor belt, across which there
are various guides to move objects through the system in an appropriate manner.
More general forms of pushing often arise, even in every day tasks such as
cleaning a table from numerous objects, or moving furniture around the room.
In this chapter, we explore push actions to manipulate parts. In Section 2.1
we concentrate on the mechanics of pushing. We discuss previous results that
report on the behavior of a part that is pushed by a fence. We show how
friction in¯uences the motion of the part. In Section 2.2 we show how to work
towards a geometric model of pushing. Within this model, we give an overview
of previous work on orienting parts by means of push actions. This chapter is
an introduction to part feeding and manipulating. We will use the results of this
chapter throughout this thesis.
2.1 Mechanics of pushing
We focus on pushing of parts in order to move them to a desired orientation. We
analyze the task of pushing using an approach known as quasi-static analysis [66],
meaning that we look for a balance among forces which interact with the part,
while neglecting inertial forces. This approach can be very accurate with the
speeds and scale of objects often encountered in manipulation tasks, but will fail
when dynamic forces come into play.
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Pushing can be a good way to reduce uncertainty in the state of the task.
Mason [66] was the ®rst to analyze the role of pushing in robotic manipulation.
In the following, we shall give a short introduction to the role of friction in part
manipulation, and then give an overview of important results from the literature
on manipulating parts in the plane using pushing. We refer the more interested
reader to the work of Mason [65±67] and Peshkin and Sanderson [79] which
serve as a basis for this section.
2.1.1 Friction
There are several ways to look at friction. Coulomb was the ®rst to thoroughly
research friction in the 18th century [38]. We will use his model of friction, which
is rather simple and referred to as Coulomb friction. Perhaps the easiest way to
explain Coulomb friction is to picture a system with one degree of freedom.
Suppose we have a part sliding on an inclined surface. The frictional force is
a force opposite to the motion of the part. According to Coulomb's law, the
frictional force, ffriction, is a ®xed fraction of normal force, fnormal, acting on the
partÐthe normal force is induced by the gravitational force, fgrav, which presses
the part onto the surface. This fraction is given by the coef®cient of friction µ. A
simple statement of Coulomb's law for a moving part is:
|ffriction| = µ|fnormal|.
If µ|fnormal| is larger than the resulting force in the direction of the part, then
the part will remain at rest. The frictional force now balances the component of
the normal force parallel to the surface, and Coulomb's law boils down to
|ffriction| ≤ µ|fnormal|.
In Figure 2.1(a), we see that the part slides, the frictional force combined with the
normal force do not balance the gravitational force (ffriction +fnormal 6= fgrav). In
Figure 2.1(b), we see a part which remains at rest. The frictional force combined
with the normal force cancel out the gravitational force (ffriction+fnormal = fgrav).
A graphical interpretation of the Coulomb friction is given by the cone with
dihedral angle 2 arctanµ, which was probably ®rst presented by Moseley [74]. If
the normal force combined with the frictional force (the vector ffriction +fnormal)
is in the interior of the cone, the part remains stable. Otherwise, the part will
slide. It is easy to see whether the combined normal and frictional force is in the
cone. If we negate the gravitational force, we check whether this force is in the
cone. If this is the case, the part remains stable. The part slides, otherwise.
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Figure 2.1 A part on an inclined surface. (a) The part slides. (b) The part does not slide, due to
friction.
2.1.2 Planar sliding
Many manipulation tasks involve an object sliding on a (¯at) planar support
surface. In this section, we discuss how a part, which rests on a planar surface
behaves when an external force is applied to it. We consider the motion of a part
that is pushed by a so called pushing jaw. The pushing jaw can be ®gured as a
straight, mobile fence.
Any motion in the plane can modeled by a rotation. A translation can be seen as
a rotating around a point at in®nity. The exact motion of a part that is pushed
by the pushing jaw is dependent on the pressure distribution of the part, and
can be found by integrating the forces acting on the part over the surface of
the part. Unfortunately, the pressure distribution of the part is, in general, hard
to estimate. Nevertheless, there are results in literature which give a bound on
position of the center of rotation of a manipulated part [79], or, what turns out
to be even more useful, predict the mode of rotation of a manipulated part [68].
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Figure 2.2 The different areas of rotation of the part in vertex-contact with the pushing jaw.
Mode of rotation
Mason [66] describes an easy test to predict the mode of rotation of the part
which has a vertex in contact with a pushing jaw. He gives an analysis which
boils down to a very simple geometric check. Given the orientation of the part,
the coef®cient of friction, and the push direction, we can draw three half lines
emanating from the contact vertex. One is the line of pushing, which is opposite
to the direction of the belt. The two other lines are the boundary edges of the
friction cone. The area above the jaw is now divided into four areas, which we
enumerate from left to right. This enumeration is independent of the relative
order of the push direction and the friction cone edges (see Figure 2.2). The
position of the center-of-mass determines the rotation of the part. If it is in
areas I and II, the part will rotate counterclockwisely. If it is in areas III and IV,
the part will rotate clockwisely. If the center-of-mass is on the line separating
area II from area III, the part is in unstable equilibrium, and will neither rotate
clockwisely, nor rotate counterclockwisely. The part might either remain in the
same position if the separating line is the line of pushing, or slide along jaw
otherwise.
We can also predict the mode of rotation if instead of a single vertex, an edge
of the part is in contact with the jaw. In this case, we perform the geometric
check for the two vertices of the edge, and see if they predict counterclockwise
or clockwise rotation. If the vertices disagree, the edge is stable, and the part will
not rotate. Otherwise, the edge is unstable and the part will rotate as predicted
by both vertices.
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Figure 2.3 The Peshkin bound (thick) on the position of the center-of-rotation for the grey part
pushed by the black dot in the direction of the arrow.
Position of center-of-rotation
The exact location of the center-of-rotation of a part which is pushed depends
on the exact distribution of friction underneath the part. Since it is very hard to
determine this distribution exactly, we settle for an estimation of the position of
the (instantaneous) center of rotation. Peshkin and Sanderson [79, 80] described
an estimate on this bound, which is referred to as the Peshkin bound. Their bound
is derived as follows. First, replace the part by a disc with radius r centered at the
center-of-mass of the part. Second, estimate all possible pressure distributions of
the disc by taking all pressure distributions of only two pressure points. Plotting
all possible positions of the instantaneous center of rotation when the part is
pushed with the line of pushing at distance δ from the center-of-mass of the
part leads to the bound of Figure 2.3. Interesting is the instantaneous center of
rotation which gives the slowest rotation. This point is called the tip point, and
lies on a distance r2/δ from the center-of-mass of the part.
Strictly speaking, Peshkin and Sanderson only studied dipods: pressure distribu-
tions involving only two points of support. They conjectured that the bound
they derived is valid for all pressure distributions of the disc. Up till now, no one
has been able to prove of disprove this conjecture.
2.2 Geometric modeling
We present geometric algorithms which solve the part feeding problem for
various devices. A ®rst step towards designing geometric algorithms for such
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a practical problem is to appropriately model the physical characteristics of
the parts and the manipulator. We consider the different components of a
manipulating system: the manipulator, the parts, how the parts are presented to
the manipulator, and what needs to be done with the parts. The choice made in
selecting each component can affect the overall picture drastically. Therefore, a
®rst step in our research is making smart, but at the same time realistic, choices.
These choices can affect the reliability issues of a system considered later.
The shapes of parts involved are of obvious paramount importance in designing
manipulator systems and algorithms. The easiest parts to model are parts with
constant polygonal cross section. Although many industrial parts do not fall into
this category (common CAD primitives in designing parts are piecewise circular,
conical or even B-spline arcs), we believe that studying the simple cases ®rst is
the best way to build a solid framework for part feeding. In the future, we want
to generalize our results to other part shapes.
By a manipulator an arm attached to a robot is meant; in its simplest form, it is
a set of joints connected by rigid links. The number of degrees of freedom is a
measure of the manipulator's complexity. A simple parallel jaw gripper has only
one ®ne controllable degree of freedom: its orientation. Nevertheless, using the
proper algorithms such a manipulator can perform interesting operations.
In order to get a better understanding of the fundamentals of part feeding,
literature has focused on simple instances of the part feeding problem. In this
section, we introduce the reader to the geometric basics of part feeding by means
of push actions.
2.2.1 The push function
In this section we focus on the push function of a part. Let P be a polygonal part
with n vertices and center-of-mass c. We assume that a ®xed coordinate frame
is attached to P . Directions are expressed relative to this frame. The contact
direction of a supporting line ` of P is uniquely de®ned as the direction of the
normal of ` pointing into P .
De®nition 2.1 [66] The radius function δ : [0, 2pi) → R+ maps a direction φ onto
the distance from c to the supporting line of P with contact direction φ.
For a polygonal part, the radius function is a continuous piecewise sinusoidal
function, and can be computed in O(n) time by checking each vertex [66].
We shall show that the ®nal orientation of a part that is being pushed can be
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determined from its radius function. First, we de®ne the notion of convexity and
the convex hull of subsets of the plane.
De®nition 2.2 A subset S of the plane is called convex if and only if for any pair of
points p, q ∈ S the line segment (p, q) is completely contained in S.
De®nition 2.3 The convex hull, CH(S), of a set S is the smallest convex set that
contains S.
Since the pushing jaw touches P at its convex hull, we assume without loss
of generality that P is convex. In most cases, parts will start to rotate when
pushed. If pushing in a certain direction does not cause the part to rotate, then
the contact normal at one of its points of contact with the jaw passes through
the center-of-mass [66]. We refer to the corresponding direction of the contact
normal as an equilibrium push direction or orientation. If pushing does change
the orientation, then this rotation changes the orientation of the pushing device
relative to the part. We assume that pushing continues until the part stops rotating
and settles in a stable equilibrium pose. A stable equilibrium pose corresponds
to a (local) minimum of the radius function.
The push function $ : [0, 2pi) → [0, 2pi) links every orientation φ to the
orientation $(φ) in which the part P settles after being pushed by a jaw with
initial contact direction φ (relative to the frame attached to P ) [26, 45]. The
rotation of the part due to pushing causes the contact direction of the jaw to
change. The ®nal orientation $(φ) of the part is the contact direction of the jaw
after the part has settled. The equilibrium push directions are the ®xed points of
the push function $.
The push function $ of a polygonal part consists of steps, which are open
intervals I ⊂ [0, 2pi) for which $(φ) = σ for all φ ∈ I , and some constant
σ ∈ I . The steps of the push function are easily constructed from the radius
function δ. If the part is pushed in a direction corresponding to a point of
non-horizontal tangency of the radius function then the part will rotate in the
direction in which the radius decreases. The part ®nally settles in an orientation
corresponding to a local minimum of the radius function. As a result, all points
in the open interval I bounded by two consecutive local maxima of the radius
function δ map onto the orientation φ ∈ I corresponding to the unique local
minimum of δ on I . Note that φ itself maps onto φ because it is a point of
horizontal tangency. This results in the steps of the push function. We de®ne
two open intervals l(σ) = {φ < σ|$(φ) = σ} and r(σ) = {φ > σ|$(φ) = σ}
for each ®xed pointÐor equilibrium orientationÐσ of the push function. We
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refer to these intervals as σ's left and right environment respectively. The interval
l(σ) corresponds to the half-step left of σ = $(σ) and r(σ) corresponds to
the half-step right of σ = $(σ) (see Figure 2.4). Note that an equilibrium σ is
stable if and only if l(σ) 6= ∅, and r(σ) 6= ∅. We denote by Σ = σ1, . . . , σ|Σ|
the cyclic sequence of stable equilibria, cut at some arbitrary orientation, and
ordered by increasing angle. Besides the steps, there are isolated points satisfying
$(φ) = φ in the push function, corresponding to local maxima of the radius
function. Figure 2.4 shows a polygonal part and its push function. The ®nal
orientation of the part while being pushed is described by the push function.
From Theorem 2.8 (which will be presented shortly) it follows that any step
function having only non-zero-length half-steps represents a polygonal part, and
is therefore a valid push function. We use the abbreviation $α to denote the
(shifted) push function de®ned by
$α(φ) = $((φ+ α) mod 2pi),
for all φ ∈ [0, 2pi). The shifted push function $α(φ) corresponds to the ®nal
orientation of a part in initial orientation φ when we ®rst reorient the jaw by α,
and subsequently apply the jaw. Such a reorientation and application of the jaw
is referred to as a basic push action.
The period of a push function $ is the smallest positive d for which $(φ) =
$((φ+ d) mod d) for all φ ∈ [0, 2pi). Any part can only be oriented up to (periodic)
symmetry in its push function.
2.2.2 Orienting planar parts by pushing
Natarajan [76] ®rst formalized the problem of part orienting in terms of a set of
functions±called transfer functions±which map orientations of parts to orientations
of parts. The class of transfer functions permitted in a plan would be determined
by the possible (basic) actions of the hardware used to design the part feeder.
Consider a part feeding system that accepts as input a set of part orientations Σ.
Based on a de®nition by Akella et al [2], we might say that a system has the feeding
property if there exists some orientation σ∗, usually in Σ, such that the system
outputs parts only in orientation σ∗.
A sequence σ1, . . . , σn of elements of a set Σ is ordered if σ1, . . . , σn are
encountered in order when the generating cycle of Σ is traced once, starting from
σ1. A function $ : Σ → Σ is monotonic if for any ordered sequence σ1, . . . , σn
the sequence $(σ1), . . . , $(σn) is also ordered. We can consider the set Σ as
the set of states of a part, i.e. the set of possible orientations of the part. The
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Figure 2.4 A polygonal part and its radius and push function. The minima of the radius function
correspond to normals to polygon edges that intersect the center-of-mass. The maxima
correspond to tangents to polygon vertices whose normals intersect the center-of-mass.
The horizontal steps of the push function are angular intervals between two successive
maxima of the radius function.
transfer function of the part feeder maps a basic action of the feeder onto the
set of resulting orientations after application of the basic action, e.g. the set of
orientations of a part after a push action of a jaw.
Natarajan [76] proved that for an automated parts orienter with monotonic
transfer functions, there exists a polynomial algorithm to design a sequence of
basic actions that has the feeding property. Eppstein [40] improves the running
time of Natarajan's algorithm. He shows how to compute the optimal sequence
of basic actions (in terms of the length of the sequence) for a part P with n
possible orientations for which m distinct basic actions exist in O(mn2) time, if
such a sequence exists.
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Figure 2.5 Colliding two different orientations of the same part by a single basic push action, i.e.
reorienting the jaw by the same angle, and subsequently applying the jaw.
In the previous section, we introduced the push function, which is a transfer
function. The next step is to show how to use push operations to orient a part.
We de®ne a push plan.
De®nition 2.4 A push plan is a sequence α1, . . . , αk such that $αk◦· · ·◦$α1(φ) =
σ∗ for all φ ∈ [0, 2pi) and some ®xed σ∗ ∈ [0, 2pi).
In words, a push plan is a sequence of push operations that has the feeding
property. Algorithms that compute push plans, are all based on colliding multiple
possible orientations of P by means of a basic push action. In Figure 2.5 we see
the same basic action of the pushing jaw for two different orientations of the
same part. The basic action collides the two orientations.
It is not hard to see that the push function is monotonic. Moreover, we can
bound the number of different push directions by O(n2)Ðeach of the O(n)
possible orientations of P can be mapped onto the preimage of any other
orientation. Hence, we can compute the shortest push plan that has the feeding
property in O(n4) time, using the algorithm of Eppstein.
A better understanding of the push function leads to more ef®cient algorithms.
Goldberg [45] showed that any polygonal part can be oriented up to the periodic
symmetry of the push function by a sequence of pushes. Chen and Ierardi [32]
constructively proved that any polygonal part with n vertices can be oriented
by O(n) pushes. They showed that this bound is tight by constructing n-gons
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that require Ω(n) pushes to be oriented. Chen and Ierardi use a sequence of
equivalent basic actions to orient a polygonal part with a unique longest right
environment of length λ. Let P be such a polygon and let σ∗ be such that
|r(σ∗)| = λ. Each basic action consists of a reorientation of the jaw by an angle of
λ− ², with ² > 0 such that λ− ² > |r(σ)| for any equilibrium orientation σ 6= σ∗,
and a subsequent push. Every basic action puts the part into an equilibrium
orientation. After each basic action, the part is therefore in one of a ®nite
number of equilibrium orientations. Let us label the |Σ| equilibrium orientations
σ1, . . . , σ|Σ| in order of increasing angle ending with σ|Σ| = σ∗. After the ®rst
push, the part P can be in any of the equilibrium orientations σ1, . . . , σ|Σ|. Chen
and Ierardi show that every next basic action eliminates the ®rst orientation in
the sequence as possible orientation of the part. Assume that P is in one of the
orientations σi, . . . , σ|Σ|, for some i ≤ |Σ|. The key idea behind the proof is that
a next basic action will cause P , when in orientation σ|Σ|, to stay in orientation
σ|Σ| because λ − ² < |r(σ|Σ|)| = |r(σ)|, and, when in orientation σı¯ for some
i ≤ ı¯ ≤ |Σ|, to move into some orientation σı¯′ with i + 1 ≤ ı¯′ ≤ |Σ| because
λ− ² > |r(σı¯)|. Upon completion of the basic action, the part will, therefore, be
in one of the orientations σi+1, . . . , σ|Σ|. As a consequence, a total of |Σ| + 1
basic actions suf®ces to put P into orientation σΣ = σ∗. In other words, the
sequence (λ − ²)|Σ|+1 is a valid push plan for P . In a similar manner, we could
use reorientations by −( λ− ²), and obtain the sequence (− λ+ ²)|Σ|+1, where λ
is the length of the unique longest left environment.
If there is no unique largest right, or left environment, Chen and Ierardi apply
their so-called Stretching Lemma which in general uses any reorientation of the
pushing jaw. The Stretching Lemma shows that we can shift two possible
orientations which both have a maximal left or right environment closer to each
other with one single push; in other words: we can break the symmetry if there
are multiple orientations with equally long maximal left or right environments
by means of a single basic action. The following lemma from the paper of Chen
and Ierardi shows us that any interval of possible orientations can be mapped
onto a shorter interval of possible orientations by a single push.
Lemma 2.5 [32] Let 0 < d < 2pi. If $ is not periodic with period d, then there are
orientations φ, ψ such that d = |(φ, ψ)|, φ ∈ l(σi), ψ ∈ r(σj) for some orientations
σi, σj , and consequently d > |($(φ), $(ψ))|.
From Lemma 2.5 follows Chen and Ierardi's Stretching Lemma. We only sketch
the proof. The interested reader is referred to Chen and Ierardi's paper.
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Lemma 2.6 Stretching Lemma [32] Let P be a polygonal part, and $ its push
function. Suppose that $ is aperiodic, and let the possible orientation of the part be one
of σi, . . . , σ|Σ| for some i > 1. If |r(σi)| = |r(σ|Σ|)|, then there are always two basic
push actions such that afterwards the possible orientation of P is in σi+1, . . . , σ|Σ|.
Proof: (Sketch) The orientation of P is in the interval [σi, σ|Σ|]. We choose the
reorientation of the ®rst basic action such that σi, the ®rst orientation, is mapped
onto a left environment, and σ|Σ|, the last orientation, onto a right environment.
This reorientation exists according to Lemma 2.5. The distance between the
®rst and last orientation is reduced by the ®rst basic action. It is not hard to
see that we can ®nd a second basic action which maps the last orientation back
onto σ|Σ| and the ®rst orientation onto an orientation in [σi+1, σ|Σ|]. From the
monotonicity of the push function follows that the orientation of P after the
two basic actions is in [σi+1, σ|Σ|]. 2
The asymptotic length of the resulting plans remains the same for this class of
parts. The observation that |Σ| = O(n) leads to the following result.
Lemma 2.7 [32] A polygonal part P with n vertices can be oriented up to periodic
symmetry by O(n) push operations.
Goldberg [45] gave a greedy algorithm for computing the shortest push plan
for a polygon. His algorithm runs in O(n2) time, which is asymptotically better
than Eppstein's general algorithm. For a parallel jaw gripper, whose basic actions
reorient the part by squeezing, similar bounds are derived. Van der Stappen et
al. [100] show that for long and thin parts, the number of push or squeeze
operations which are needed to orient P can be reduced to O(1).
2.2.3 From a push function to a part
In this subsection we show that, given a step function, there is a polygonal part
which has this step function as the push function. This shows that the study of
push functions is equivalent to the study of pushing polygonal parts. In [85],
Rao and Goldberg gave related results for diameter functions, which predict the
rotation of a part, when squeezed by a parallel jaw gripper.
Let $ be a push function. Let γ be the minimum length of all left and right
environments. If γ > 0, then we can construct a part with push function $.
It is easily veri®ed that this constraint is satis®ed by any push function of a
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Figure 2.6 The construction of a polygonal part for the given push function on the left. For one
environment of the part, m = φ/² regions bounded by rays with angular distance ² are
depicted, together with the resulting polyline.
polygonal part without meta-stable edges, i.e. the perpendicular projection of the
center-of-mass on an edge does not coincide with a vertex of the edge.
We construct a polygon for which every (local) maximum in the radius
function is a radius of length 1 and every (local) minimum is a radius of length
max{0.5, cos γ}. The resulting polygon must be convex, and the only minima
and maxima of its radius function must be the aforementioned extrema: each
stable equilibrium orientation in the push function must correspond to an edge
of the polygon such that the perpendicular projection of the center-of-mass lies
between the endpoints of the edge. Furthermore, the direction of the projection
equals the equilibrium orientation. The isolated equilibrium points in the push
function must correspond to vertices of the polygon that lie at a distance
1 from the center-of-mass such that there is a tangent to the vertex whose
normal passes through the center-of-mass. So, if the push function has |Σ| stable
equilibria, we obtain an alternating collection of |Σ| vertices at distance 1 from
the center-of-mass and |Σ| edges at distance max{0.5, cos γ}.
It remains to connect the vertices to the edges. These connecting chains should
create no additional minima or maxima in the radius function. So, we must
make sure that the radius is strictly decreasing from the vertex to the adjoining
edges. To this end we start in each minimum a polyline that spirals out to the
maximum to the left and to the right. We make sure that no segment of the
polyline connecting a minimum to a maximum has an orthogonal line crossing
the center-of-mass of the part.
We construct a polyline from a minimum orientation σ− to an adjoining
maximum orientation σ+ as follows. Without loss of generality, we assume that
the interval between σ− and σ+ is the right environment of σ−. We divide the
angular interval (σ−, σ+) into m equal sized intervals. Let φ = |(σ−, σ+)|, then
² = φm is the size the intervals between σ− and σ+. The vertices of the polyline
23
are placed on rays emanating from c with angle σ−, σ− + ², . . . , σ+. Let δ > 0
denote the difference in radius of the maxima and the minima of the part. The
i-th vertex of the polyline has distance 1− (1− im) · δ to c (See Figure 2.6 for an
example of a construction of a part from a push function).
In order for the part to have no minimum or maximum in the angular interval
(σ−, σ+), we must choose ² small enough to satisfy the following constraint:
for every pair of successive vertices σ and σ′ on the polyline, with distance r
respectively r + δm to the center-of-mass of the part, the vertical projection of
c on the supporting line of (σ, σ′) lies not on the segment. Thus, the vertex
σ′ is more distant from c than the intersection of the line through σ, which is
orthogonal to the ray of σ, and the ray of σ′. Using trigonometry this constraint
is given by
r
r + δm
=
r
r + ² δφ
< cos ².
Using a Taylor expansion gives us a lower bound for cos ²:
r
r + ² δφ
< 1− 1
2
²2,
and after some manipulation, using r < 1,
0 <
δ
φ
²− 1
2
²2 − δ
2φ
²3.
Since δφ is a constant, we can choose ² small enough to satisfy this constraint,
and then there is no contact normal of the part in the angular interval (σ−, σ+)
intersecting c. To make σ− a minimum, we extend the normal of the circle with
radius 1 − δ from σ− to the intersection with the constructed polyline, and
cut away the area of the part outside the extension. We conclude that we can
connect each minimum to its successive maximum, and thus construct a convex
polygonal part for every push function with non-zero minimum length of left
and right environments.
Theorem 2.8 Let $ be a step function with only non-zero-length half-steps. There
exists a polygonal part P with its center-of-mass in the interior that has push function $.
It is not hard to see that if a push function has only zero-length left environments,
then it is not possible to construct a convex part for this push function. Hence,
there exist push functions with zero-length half-steps that do not correspond
any part.
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C H A P T E R 3
Fencedesign
The problem of fence design is to determine a sequence of fence orientations,
such that the fences with these orientations align a part as it moves down a
conveyor belt and slides along these fences [25, 80, 111]. In Figure 3.1, the
reader can ®nd an example of a fence design. The motion of the belt effectively
turns each slide into a push action by the fence in the direction normal to the
fence. The fact that the direction of the push, must have a non-zero component
in the direction opposite to the motion of the belt imposes a restriction on
successive push directions. Fence design can be regarded as ®nding a constrained
sequence of push directions (see Subsection 3.1 for the actual constraints).
The additional constraints make fence design considerably more dif®cult than
sensorless orientation by a pushing jaw.
Wiegley et al. [111] gave an exponential algorithm for computing the shortest
sequence of fences for a given part, if such a sequence exists. They conjectured
that a fence design exists for any polygonal part. In this chapter, we prove the
conjecture that a fence design exists for any polygonal part. In addition, we give
an O(n3) algorithm for computing a fence design of minimal length (in terms of
the number of fences used). This algorithm improves the general algorithm for
part feeding problems with monotonic transfer functions due to Eppstein [40],
which runs in O(n4) time. The algorithm is easy to implement and the resulting
program returns fence designs for input parts within a fraction of a second. The
program can be tuned to take into account certain quality requirements on the
fence design, like minimum and maximum (successive) fence angles to prevent
impractical steep and shallow fences and a long series of fences on a single
side of the belt, which would require an impractically wide conveyor belt. The
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Figure 3.1 Three overhead views of the same conveyor belt and fence design. The traversals for
three different initial orientations of the same part are displayed. The traversals show that
the part ends up in the same orientation in each of the three cases.
incorporation of quality measures increases the running time of the algorithm to
O(n4). We show that fence designs of length O(n) exist for a large class of parts.
The algorithm can be modi®ed to take into account friction between the part
and the fences. Also, we can change the algorithm to compute fence designs
which use fences with orientations from a given set of allowed orientations.
We refer to such fence designs as modular fence designs. The running time of the
algorithm is then O(mn2), where m is the number of available fence angles. We
give an output-sensitive algorithm which computes the shortest fence design.
This algorithm runs in time O(kn log n), with k the number of fences in the
design. We can adopt this output-sensitive algorithm to compute modular fence
designs of fence designs with friction in similar time bounds.
Throughout this section, we assume zero friction between the part and the
fences, unless stated otherwise. Since any push action acts on the convex hull of
the part rather than on the part itself, we assume without loss of generality that
the part under consideration is convex. Furthermore, we assume that the parts
do not have meta-stable edges.
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This chapter is organized as follows. We introduce the reader to fence design by
presenting the geometric model of fence designs in Section 3.1. In that section,
we also show the relation between fence design and the more general push
plans. The remainder of the chapter contains three major parts: we give different
algorithms for computing fence designs, we elaborate on the existence of fence
designs for polygonal parts, and we extend fence design to fences with friction
and modular fences. In Section 3.2 we give the basic algorithm to compute fence
designs. In Section 3.3 we show how to compute fence designs incrementally.
In Section 3.4 we consider completeness, i.e., we show that most parts can be
oriented up to symmetry by a fence design. For particular parts with a speci®c
kind of symmetry in the push function, this proof of completeness is more
dif®cult. We dedicate Section 3.5 to these parts. Section 3.6 deals with fence
designs with friction. Section 3.7 treats modular fence designs. We conclude this
chapter in Section 3.9, and pose several open problems.
3.1 Geometric modeling
We address the problem of designing a shortest possible sequence of fences
f1, . . . , fk that will orient P when it moves down a conveyor belt and slides along
these fences. Let us assume that the conveyor belt moves vertically from top to
bottom, as indicated in the overhead view in Figure 3.1. We distinguish between
left fences, which are placed along the left belt side, and right fences, which
are placed along the right side. The fence angle of a fence fi denotes the angle
between the upward pointing vector opposing the motion of the belt and the
normal to the fence with a positive component in upward direction. The motion
of the belt turns the sliding of the part along a fence into a push by the fence.
The direction of the push isÐby the zero friction assumptionÐorthogonal to
the fence with a positive component in the direction opposing the motion of the
belt. Thus, the motion of the belt causes any push direction to have a positive
component in the direction opposing the belt motion. We now transform this
constraint on the push direction relative to the belt into a constraint on successive
push directions relative to the part.
Brokowski et al. [25] use the Peshkin bound [79, 80] on the position of the
center-of-rotation of a part that is pushed by a fence as a basis to design a curved
tip to fences across a conveyor belt. Sliding along a fence fi causes one of P 's
edges, say e, to align with the fence. The curved tip of the fence guarantees that
e is aligned with the belt sides as P leaves the fence. If fi is a left fence then e
faces the left belt side (see Figure 3.2). If fi is a right fence, it faces the right side.
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pi
2
0
fi
fi+1
reorientation
ti αi+1 ti+1
left (0, pi/2) left
left (pi/2, pi) right
right (−pi,−pi/2) left
right (−pi/2, 0) right
(a) (b)
Figure 3.2 (a) For two successive left fences, the reorientation of the push direction lies in the range
(0, pi/2). (b) The ranges op possible reorientations of the push direction for all pairs of
fence types.
Assume fi is a left fence. The reorientation of the push direction is the difference
between the ®nal contact direction of fi and the initial contact direction of fi+1.
At the moment of leaving fi, the contact direction of fi is perpendicular to the
belt direction and towards the right belt side. So, the reorientation of the push
direction is expressed relative to this direction.
Figure 3.2(a) shows that the reorientation αi+1 is in the range (0, pi/2) if we
choose fi+1 to be a left fence. If we take a right fence fi+1 then the reorientation
is in the range (pi/2, pi). A similar analysis can be done when P leaves a right
fence and edge e faces the left belt side. The results are given in the table of
Figure 3.2(b).
The table shows that the type ti of fence fi imposes a bound on the reorientation
αi+1. Application of the same analysis to fences fi−1 and fi and reorientation αi
leads to the following de®nition of a valid fence design [111].
De®nition 3.1 [111] A fence design is a push plan α1, . . . , αk satisfying for all
1 ≤ i < k:
• αi ∈ (0, pi/2) ∪ (−pi,−pi/2)⇒ αi+1 ∈ (0, pi/2) ∪ (pi/2, pi)
• αi ∈ (−pi/2, 0) ∪ (pi/2, pi)⇒ αi+1 ∈ (−pi/2, 0) ∪ (−pi,−pi/2).
The push plan on the left in Figure 3.3 satis®es the constraints of De®nition 3.1,
and is therefore also a fence design.
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0.70pi
−0.40pi
−0.32pi
−0.25pi
0.20pi
0.10pi
0.18pi
Figure 3.3 The left picture shows a plan for a pushing jaw. The jaw reorientations are (from top to
bottom) 0.70pi, −0.40pi, and −0.32pi. The conveyor belt on the right orients the same
part. The fence angles, which are measured relative to the upward vector opposing the
direction of belt motion, are −0.25pi, 0.20pi, 0.10pi, and 0.18pi. (Note that the sequence
of fence orientations is not the same as the sequence of orientations of the pushing jaw
because the curved fence tip rotates the stable edge of the part to become aligned with
the belt direction.)
3.2 Computing fence designs
We denote the sequence of stable equilibrium orientations of P by Σ. As every
fence puts the part in a stable equilibrium orientation, the part is in one of these
|Σ| = O(n) orientations as it travels from one fence to another. Let us label these
stable equilibria σ1, . . . , σ|Σ|. After the ®rst fence, a part can be in any of the
stable equilibria. The problem is to reduce the set of possible orientations of P
to one stable equilibrium σ∗ by a sequence of fences. We build a directed graph
on all possible states of the part as it travels from one fence to a next fence. A
state consists of a set of possible orientations of the part plus the type (left or
right) of the last fence, as the latter imposes a restriction on the reorientation of
the push direction. Although there are 2|Σ| subsets of {σ1, . . . , σ|Σ|}, we shall
see that we can restrict ourselves to subsets consisting of sequences of adjacent
stable equilibria. Any such sequence can be represented by the closed interval I
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de®ned by the ®rst and last stable orientation σi and σj , i, j ∈ {1, . . . , |Σ|} of the
sequence. The resulting graph has O(|Σ|2) nodes.
Consider two graph nodes (I, t) and (I ′, t′), where I = [σi, σj ] and I ′ are
intervals of stable equilibria and t and t′ are fence types. Let It,t′ be the open
interval (of length pi/2) of reorientations admitted by the successive fences of
types t and t′ according to the table in Figure 3.2(b). There is a directed edge
from (I, t) to (I ′, t′) if there is an angle α ∈ It,t′ such that a reorientation
of the push direction by α followed by a push moves any stable equilibrium
in I into a stable orientation in I′. To check this condition, we determine the
preimage (φ, ψ) ⊇ I ′ of I ′ under the (monotonic) push function. Observe that
if |I| = σj − σi < ψ − φ, any reorientation in the open interval (φ− σi, ψ − σj)
followed by a push will map I into I′. We add an edge from (I, t) to (I ′, t′) if the
intersection of (φ− σi, ψ− σj) and the interval It,t′ of admitted reorientations is
non-empty, and label this edge with (φ− σi, ψ − σj) ∩ It,t′ . For convenience, we
add a source and a sink to the graph. We connect the source to every node (I, t)
in the graph for which I contains all |Σ| stable equilibria, and we connect every
node (I, t) with I = [σi, σi] to the sink. Every path from the source to the sink
now represents a fence design. A fence design of minimum length corresponds
to a shortest such path.
Lemma 3.2 The shortest path in the graph corresponds to the shortest fence design, if a
fence design exists.
Proof: We prove that each path corresponds to a fence design and vice versa.
The theorem follows immediately if we realize that every edge in the path
corresponds to a fence in the design.
(⇒) If there is a path, we must prove that there is a corresponding fence design.
Since there is an edge from (I, t) to (I ′, t′) if and only if the successive fences t
and t′ allow for a reorientation that maps I into I′, this follows immediately.
(⇐) If there is a fence design, we prove there is a path in the graph that
represents this fence design. Let f1, . . . , fk be a fence design. We track the
possible orientations of the fence design, and prove by induction that for every
set of possible orientations there is a node in the graph. Furthermore, we prove
that there is a path from the source to such a node. Let Σi denote the set of all
possible orientations of P leaving fi. It is easy to see that for each Σi there are
multiple nodes that include the set of possible orientations.
After the ®rst fence f1, all stable equilibria are possible. Since we added edges
from the source to all nodes containing all stable orientations, these nodes are
reachable.
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We now assume that for fence fi having type t in our fence design the nodes
(I, t) with I ⊇ Σi are reachable from the source. Let t′ be the fence type of fi+1.
Let (I ′, t′) be a node such that I ′ ⊇ Σi+1. Let (φ, ψ) denote the preimage of
I ′. Since the push function is monotonic and by existence of the fence design
which maps Σi onto Σi+1, there is an admitted reorientation αi+1 by fi+1
such that (φ − αi+1, ψ − αi+1) ⊃ Σi. Therefore, let (I, t) be a node such that
(φ− αi+1, ψ − αi+1) ⊃ I ⊇ Σi. There is an edge from (I, t) to (I ′, t′), and there
is a path from the source to (I, t). Since I′ ⊇ Σi+1 is arbitrary, all (I ′, t′) with
I ′ ⊇ Σi+1 are reachable from the source. 2
An important observation is that some graph edges are redundant if we are just
interested in a fence design of minimum length. Consider a node (I, t) and all its
outgoing edges to nodes (I ′ = [σi, σj ], t′) for a ®xed left endpoint σi and a ®xed
fence type t′. We show that only one of these outgoing edges is suf®cient. The
following lemma is the key to this result.
Lemma 3.3 Let (I, t), (I ′, t′), and (I ′′, t′) be nodes such that I ′ and I ′′ have a
common left endpoint, and I ′ ⊃ I ′′. If there are edges from (I, t) to both (I′, t′) and
(I ′′, t′), then the edge from (I, t) to (I ′, t′) can be deleted without affecting the length of
the shortest path in the graph.
Proof: Assume that τ is a path from source to sink containing the edge
((I, t), (I ′, t′)) and assume ((I ′, t′), (I ′′′, t′′′)) succeeds this edge in τÐif no
such path exists, the edge is redundant and can be deleted harmlessly. Because
I ′ ⊃ I ′′, there must also be an edge ((I ′′, t′), (I ′′′, t′′′)) in the graph. Hence, we
can replace the edges ((I, t), (I ′, t′)) and ((I ′, t′), (I ′′′, t′′′)) in τ by ((I, t), (I ′′, t′))
and ((I ′′, t′), (I ′′′, t′′′)) without affecting the length of τ . 2
The repeated application of Lemma 3.3 to the graph (until no more edges can
be deleted) leads to a reduced graph in which every node has just one outgoing
edge per set of nodes with intervals with a common left endpoint and with a
common fence type. The single edge from the initial graph that remains after
the repeated application of Lemma 3.3 is the one to the node corresponding to
the shortest interval. Since there are O(|Σ|) = O(n) possible left endpoints and
just two fence types, the number of outgoing edges from one node is reduced to
O(n). The total number of edges of the reduced graph is therefore O(n3).
Lemma 3.4 The reduced graph contains O(n2) nodes and O(n3) edges.
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We can use Lemma 3.4 to compute fence designs ef®ciently. The approach is
much more general though. It can be used for any part feeding problem for a
part with O(n) possible poses.
Theorem 3.5 Let P be a part, let Σ be a set of possible (equilibrium) orientations of
P . Let $ be a monotonic transfer function which is a mapping from Σ to Σ for a speci®c
basic action of a part feeder. There exists a graph with O(|Σ|2) nodes and O(|Σ|3)
edges such that a shortest path in the graph corresponds to a shortest feeder design which
orients P up to symmetry if such a design exists. The nodes of the graph correspond to
intervals of possible orientations of P , the edges of the graph connect nodes if there exists a
basic feeder action such that the interval of the former can be mapped onto the latter.
The computation of the (reduced) graph for fence design is rather simple. In
the reduce graph, each node with interval [σi, σj ], has just one outgoing edge to
the set of nodes with intervals with a common left endpoint σi′ , and a common
fence type. This outgoing edge connects the former node to the node with
the shortest interval which can be reached by a valid reorientation of the push
direction.
The shortest interval with left endpoint σi′ is derived by a push direction which
maps σi onto σi′ − |l(σi′)|. The construction of the graph follows directly from
this observation. We align the interval with the left environment of the reachable
orientations for a valid reorientation of the push direction, and compute the
resulting interval after application of the push function. If it is not possible to
align σi with σi′ − |l(σi′)|, then we take the reorientation of the jaw such that we
get as close as possible to σi′ − |l(σi′)|.
Consecutively computing the outgoing edges for one node can be carried out
in linear time, by shifting [σi, σj ] along the possible reorientations of the push
direction. Hence, the total time required to compute the graph edges is O(n3). A
breadth-®rst search on the graph takes O(n3) time (see e.g. [37]). The number of
nodes of the graph bounds the maximum length of a fence design. We yield the
following theorem.
Theorem 3.6 Let P be a polygonal part with n vertices. A fence design using the
minimal number of fences which orients P up to symmetry can be computed in O(n3)
time. The resulting design consists of at most O(n2) fences.
Let τ be a path in the graph from the source to the sink. Every edge of τ
corresponds to a non-empty angular interval of possible reorientations of the
push direction. We simply pick the midpoint of every such interval as the
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reorientation, and get a push plan which is a fence design. We can easily compute
the fence angles from the reorientation angles on the path, using the geometric
model of the fence design.
3.3 An output-sensitive algorithm
A disadvantage of the algorithm in the previous section is the (high) running
time of O(n3), even if the computed fence design turns out to be short. In the
next section, we shall show that, for a large class of parts, the fence designs have
linear length, and for most long and thin parts, the fence design has constant
length. This suggests that an output-sensitive algorithm, whose running time
depends on the number of fences in the design, is to be preferred. In this section
we present an algorithm which calculates the shortest fence design inO(kn log n)
time, with n the number of vertices of the part and k the number of fences of
the computed design. Using this algorithm, most fence designs can be computed
in O(n2 logn) time, and even in O(n log n) time for most long and thin parts.
3.3.1 Maintaining the shortest intervals
The main idea of the algorithm is to maintain the shortest interval of possible
orientations after k fences, instead of precomputing the whole graph of all
possible intervals of orientations. This is basically the same technique as used
by Goldberg's algorithm to compute push plans [45]. Goldberg maintains the
interval of possible orientations, and greedily shrinks this interval per application
of the pushing jaw. We, however, must take into account the constraints of
fence design. It is not suf®cient to maintain a single shortest interval of possible
orientations. Lemma 3.3 indicates that it is suf®cient to maintain for each stable
orientation the shortest interval starting at this orientation. Also, to be able to
compute the possible reorientation of the jaw, we have to have two copies, one
for the shortest interval with a plan that ends with a left fence, and another
copy for a plan ending with a right fence. We denote the right endpoint of the
shortest interval starting with σi on a fence of type t after k fences by ςti (k)Ðthe
possible orientations after k fences, with the last fence of type t are contained in
any interval [σi, ςti (k)] for i ∈ {1, . . . , |Σ|}. Let us denote the sets containing all
intervals of possible orientations after k fences ending with a left or a right fence
by Σleft(k) and Σright(k) respectively.
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After the ®rst fence, the part can be in any orientation. Hence, we have the
following sets of shortest intervals:
Σleft(1) = {[σ1, ς left1 (1)], [σ2, ς left2 (1)], . . . , [σ|Σ|, ς left|Σ| (1)]}
= {[σ1, σ|Σ|], [σ2, σ1], . . . , [σ|Σ|, σ|Σ|−1]}
Σright(1) = {[σ1, ςright1 (1)], [σ2, ςright2 (1)], . . . , [σ|Σ|, ςright|Σ| (1)]}
= {[σ1, σ|Σ|], [σ2, σ1], . . . , [σ|Σ|, σ|Σ|−1]}
We explain how to compute the sets of intervals Σleft(k) from Σleft(k − 1)
and Σright(k − 1). Computing the intervals in Σright(k) is analogous. Let us
consider the interval starting with orientation σi and suppose that we want to
compute the orientation ςlefti (k). Since the last fence that has been used is a
left fence, we are allowed to change the push direction by angles in (0, pi/2)
or (pi/2, pi), if the (k − 1)-th fence was a left or right fence respectively. This
constrains the possible alignment of the previous calculated shortest intervals
in Σleft(k − 1) and Σright(k − 1) with σi. The preimage of σi under the push
function is (σi − |l(σi)|, σi + |r(σi)|). Only intervals which can be mapped
onto this preimage can possibly result in an interval starting with σi and
therefore are candidates for the shortest interval [σi, ς lefti (k)] ∈ Σleft(k). We have
to determine the best interval among the candidate intervals from Σleft(k − 1)
and Σright(k − 1), i.e., the interval with the shortest possible image, which has to
start with σi, under the shifted push function.
The image of a single candidate interval starting with σi can vary in length,
depending on the position of the interval's left endpoint before applying the
(shifted) push function. Any position of this left endpoint in l(σi) ∪ {σi} ∪ r(σi)
results in an image starting with σi. The image is shortest, though, when the
candidate interval is aligned as close as possible to σi−|l(σi)|. Therefore, our ®rst
goal is to determine the intervals which can align with σi − |l(σi)|. We determine
which intervals can be mapped onto angles in (σi − |l(σi)|, σi + |r(σi)|). These
two sets of intervals constitute the aforementioned candidates for the shortest
interval [σi, ς lefti (k)] ∈ Σleft(k). The candidate of which the right endpoint,
after proper alignment with σi, is leftmost determines the shortest interval
[σi, ς lefti (k)] ∈ Σleft(k), and is therefore the best candidate. The position of the
right endpoint of a candidate interval is dependent on the length of the interval,
as well as on the leftmost position onto which we can possibly map the left
endpoint of this interval with a feasible change of the push direction. Figure 3.4
depicts the orientation σi together with ®ve candidate intervals, of which two
cannot be mapped onto σi − |l(σi)|. The alignment of the intervals closest to
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σiσi − |l(σi)| σi + |r(σi)|
Figure 3.4 The candidate intervals for [σi, ς lefti (k)]. The two intervals with the trailing dashed line
cannot be mapped onto σi − |l(σi)| by a valid fence design. The best interval is the
interval with the leftmost right endpoint in the ¦gure.
σi − |l(σi)| is depicted in the picture. The two dashed lines correspond to the
difference between σi − |l(σi)| and the best alignment of the intervals.
A naive, but simple, algorithm to compute the sets Σleft(k) and Σright(k) is:
1. Test for each pair of an orientation σi and a fence type, all intervals in
Σleft(k − 1) and Σright(k − 1) and check if there is a valid reorientation of
the jaw such that these intervals align with σi − |l(σi)|, or possibly map onto
(σi − |l(σi)|, σi + |r(σi)|) otherwise.
2. Determine the interval with the smallest possible right end point with respect
to its best alignment with σi − |l(σi)|.
3. Compute the image of the push function of this interval and store this image
in appropriate set Σleft(k) or Σright(k).
This way, it takes linear time to determine the best best candidate per interval.
Therefore, the naive approach leads to an O(kn2) algorithm. In the next section
we will improve the time required to compute the sets Σleft(k) and Σright(k).
3.3.2 Updating in O(n logn) time
We now show how to speed up the part of the algorithm which determines
the best candidate from linear to logarithmic time per interval. To achieve this,
we maintain a range tree (see e.g. [10]) storing the shortest intervals. Assume
that we have a range trees, T left(k − 1), and T right(k − 1) on the left endpoints
of the intervals in Σleft(k − 1) and Σright(k − 1) respectively. A range tree is a
balanced binary search tree which allows us to ®nd the candidate intervals for
any starting orientation after k fences in logarithmic time. The leaves of the tree
contain the intervals of the previous step, ordered on starting orientation. The
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−Ileft,t + σi − |l(σi)|
(σi − |l(σi)|, σi + r(σi)|)−min(Ileft, t)
T left(k − 1)
Figure 3.5 The two queries from the range tree T left(k − 1) for ςti (k). The intervals from the query−Ileft,t + σi − |l(σi)| can be aligned with σi − |l(σi)|. The intervals from the query
(σi − |l(σi)|, σi + |r(σi )|)− min(Ileft,t) correspond to intervals that receive a penalty.
nodes of the tree contain splitting values, which guide the search. The subset
of keys which are contained in the subtree is referred to as the canonical subset
of this subtree. Let us store in each node of the range tree, the position of the
leftmost right endpoint of the canonical subset of intervals of the subtree rooted
at this node. Furthermore, we store the length of the shortest interval of the
same canonical subset. We can now easily derive the candidate interval with the
leftmost right-interval, thereby reducing the number of candidates to O(log n),
as we shall outline in the following paragraphs.
Let us ®rst try to understand which range queries are necessary and suf®cient
to compute a new interval. Assume that we want to compute ςti (k), i.e., the
right endpoint of the shortest interval starting with σi after k fences; the k'th
fence being of type t. We ®rst analyze which intervals from Σleft(k − 1) align
with σi − |l(σi)|, and which intervals map onto (σi − |l(σi)|, σi + |r(σi)|). The
interval from Σleft(k − 1) must be reoriented by an angle in Ileft,t. Intervals
[σj , σj′ ] with σj ∈ σi − |l(σi)| minus angles in Ileft,t can be mapped onto
σi − |l(σi)|. If, on the other hand, the minimal angle min(Ileft,t) in Ileft,t, cannot
map σj onto σi − |l(σi)|, σj can be mapped onto (σi − |l(σi)|, σi + |r(σi)|), if
σj + min(Ileft,t) ∈ (σi − |l(σi)|, σi + |r(σi)|). We need similar intervals from
Σright(k − 1). Therefore, we query as follows from T left(k − 1) and T right(k − 1):
The intervals which align with σi − |l(σi)| correspond to two range queries of
length pi/2; −Ileft,t + σi − |l(σi)| in Σleft(k − 1), and −Iright,t + σi − |l(σi)|
in Σright(k − 1). Since these intervals align with σi − |l(σi)|, the shortest such
interval (which is stored with the nodes) is the candidate per canonical subset.
There are a logarithmic number of canonical subsets, and consequently a
logarithmic number of candidates.
The intervals which can only be mapped onto (σi − |l(σi)|, σi + |r(σi)|) receive
a penalty which is added to the length of this interval. In the end, the interval
which has the leftmost right endpoint is the best candidate of a canonical subset.
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There is a minor problem with calculating the leftmost right endpoint of a cyclic
set of intervals. The penalty of two consecutive intervals might differ 2pi plus
the desired difference. To overcome problems with circularity, compute two
copies of the push function and store the both of them in the range treeÐin
the second copy of the push function the values are 2pi higher than in the ®rst
copy. This way, any range of intervals can be found as one piece of the range
tree. We query (σi − |l(σi)|, σi + |r(σi)|) − min(Iright,t) in T right(k − 1) and
(σi − |l(σi)|, σi + |r(σi)|) −min(Ileft,t) in T left(k − 1). To overcome problems
with circularity, we make sure that σi + |r(σi)| > σi − |l(σi)| > min(Iright,t), by
adding 2pi to some of the values, if necessary. We derive a logarithmic number
of canonical subsets. The values of their leftmost right endpoints are too large
to compete with the lengths of the candidates of the former two queries. We
want the difference between σi − |l(σi)|, and the right endpoint. Therefore, we
subtract σi − |l(σi)| from the found right endpoints, and derive a logarithmic
number of appropriate candidates.
In Figure 3.5 the queries from T left(k − 1) for ςti (k) are depicted. The query on
the left corresponds to intervals of which the starting orientation can be mapped
onto σi − |l(σi)|. The length of the shortest interval of the canonical subsets of
this query determines the best candidate for this query. The query on the right
corresponds to intervals of which the starting orientation can be mapped onto
(σi − |l(σi)|, σi + |r(σi)|). The difference of the leftmost right endpoint of the
canonical subsets of this query and σi − |l(σi)| determines the best candidate
for this query. Together with the corresponding queries from T right(k − 1), the
shortest interval starting with σi on a fence of type t is determined. The total
number of candidates resulting from the four range queries is O(log n). The best
candidate of the four queries is the interval which determines the value of ςti (k),
and is computed in O(log n) time. This leads to the following lemma.
Lemma 3.7 Let there be two range trees; one in which two copies of two folds of the
unit circle of the intervals in the set Σleft(k − 1) are stored, and one for the intervals
in the set Σright(k − 1), stored in a similar way. Both trees are ordered on the left end-
points of the intervals. If in the nodes the shortest interval as well as the leftmost right
endpoint of the corresponding canonical subsets are stored, then the sets Σleft(k) and
Σright(k) can be computed in O(n log n) time.
The construction of the range tree takesO(n log n) time. We presort the intervals
on their length, and their right endpoint. Then, we build the range-tree bottom
up in linear time. The query takes O(log n) per calculated new shortest interval.
We have O(n) new intervals, and per fence we spend O(n log n) time.
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3.3.3 Incremental computation of the fence design
In this section, we put together the pieces of the previous sections, and show
how to incrementally compute a fence design. In the previous section, we
showed how to compute intervals of possible orientations while incrementing
the number of fences in a design.
Obviously, we want to know when to stop extending the design length, i.e., our
algorithm has to terminate when the part is oriented up to symmetry. If the
part has no (periodic) symmetry, then the part is oriented if there is one stable
orientation in an interval of possible orientations. If, on the other hand the part
has symmetry, then we have to detect if the part is oriented up to symmetry. This
can be done in constant time as well, by comparing the indices of the computed
intervals. We can precompute the desired difference of the indices with the aid
of a string matching algorithm which tries to ®nd the shifted push function in
the concatenation of two copies of the push function. In the second part of this
chapter we shall show that there always exists a fence design that orients a part
up to symmetryÐsee Theorem 3.10. Using this result here, we conclude that our
algorithm will always ®nd such a design, and thus terminate.
We want to know which fence design corresponds to our ®nal interval. This
can be accomplished by incrementally building the same graph as in Section 3.2,
storing the used fences with the edges of the graph. We can ®nd the fence design,
by tracking back the path from the `oriented' node to the source of the graph.
The size of the graph increases by O(n) per step of the algorithm. Tracking back
the path takes O(k) time. The following theorem summarizes the result of this
section.
Theorem 3.8 Let P be a polygonal part with n vertices. A fence design of minimal
length which orients P up to symmetry can be computed in O(kn log n) time, where
k = O(n2) is the number of fences in the resulting design.
Proof: From Theorem 3.10 it follows that a fence design which orients P up to
symmetry exists. We can, by subtracting the indices of a current shortest interval,
check in constant time if the part is oriented up to symmetry. Extending the
fence design by one fence takes O(n log n) time. Maintaining the used fences
takes O(n) time per extension. The total running time is, therefore, O(kn log n)
time, with k the number of fences in the design. 2
Clearly, the running time of the incremental algorithm depends on the length
of the ®nal design. The best known upper bound on the length of a fence
38
design follows from the size of the graph of the non-incremental algorithm
and is O(n2). Hence, the incremental algorithm might be out-performed by the
graph based algorithm. In the next section we shall see that most fence designs
have linear lenght. Hence, for most parts, the running time of the incremental
algorithm is O(n2 logn), which is better than the asymptotic time bound on the
running time of the graph based algorithm. We conjecture that for any polygonal
part, there exists a fence design of linear length.
3.4 Completeness for asymmetric parts
In the ®rst part of this chapter, we have seen how to compute fence designs for
a given part. We will now show that there always exists a fence design which
orients a given part up to symmetry. In this section we concentrate on parts with
push functions with a unique longest left environment l(σi) and a unique longest
right environment r(σj). We prove that for these asymmetric parts a fence design
always exists and has length O(n). In Section 3.5 we deal with arbitrary parts.
We use the push plans of Chen and Ierardi [32] that we presented in Section 2.2.1,
as a basis for the plans in this section. We recall from Section 2.2.2 that we denote
the length of the longest right environment by λ, and the length of the longest
left environment by λ. Chen and Ierardi have shown that a total of |Σ|+ 1 basic
actions suf®ce to put P into orientation σ∗ for which |r(σ∗)| = λÐthe sequence
(λ − ²)|Σ|+1 is a valid push plan for P . In order for the push plan (λ − ²)|Σ|+1
or (− λ+ ²)|Σ|+1 to be a valid fence design, we have to show that it satis®es the
constraints formulated in De®nition 3.1. We observe ®rst of all that there can be
no more than three environments of length at least pi/2, because the longest two
left environments have different lengths and the longest two right environments
have different lengths. As a result, there is at most one left environment of size at
least pi/2 or at most one right environment of size at least pi/2. Assume without
loss of generality that there is at most one right environment of size at least pi/2.
Although the length λ of the longest right environment r(σ) can be at least pi/2,
the length λ′ of the second largest right environment r(σ′) must be smaller than
pi/2. If we now choose ² such that λ′ < λ − ² < min{λ, pi/2}, then we get that
λ− ² > |r(σi)| for i ∈ [1, . . . , |Σ|]. In addition, it clearly holds that λ− ² < pi/2,
which makes it easy to verify that (λ− ²)|Σ|+1 is a fence design.
Theorem 3.9 An asymmetric polygonal part P with n vertices can be oriented by a
fence design of length O(n).
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Van der Stappen et al. [100] showed that most long and thin parts can be oriented
by a fence design consisting of O(1) fences.
3.5 Arbitrary parts
The considerations in Section 3.4 show that we can orient a part by a linear-length
fence design if its push function has a unique longest left or right environment for
which the second largest interval has a length smaller than pi/2. For asymmetric
parts, there always exists such an environment. If we deal with arbitrary parts,
there can be several environments with the same size λ, even with size greater
than pi/2. In this section we show that for every polygonal part there is a fence
design that orients the part up to symmetry in its push function. We recall that
|Σ| denotes the number of stable (equilibrium) orientations of P . We show
that we can orient P if the period of the push function is 2pi. The plans can
actually be used to orient any part up to the period in its push function. The
method we use is similar to the method Chen and Ierardi introduced to generate
push plans [32]. Recall that a fence design is a push plan satisfying constraints
on the reorientations of the jaw. We will try to produce push plans that only
use reorientations in either (0, pi/2) or (−pi/2, 0), as such plans clearly satisfy
De®nition 3.1. There are two problems with the implementation of the push
plans of Chen and Ierardi as a fence design. First, a problem occurs if there are
multiple right environments with size greater than pi/2: the simple plans of Chen
and Ierardi that use reorientations of the jaw of λ−² do not satisfy the constraints
of fence design. Second, there is a problem if there is no unique largest right
environment. In this case, Chen and Ierardi apply their `Stretching Lemma' which
in general uses any reorientation of the pushing jaw. The Stretching Lemma
shows that we can shift two possible orientations which both have a maximal
left or right environment closer to each other with one single push. In other
words, we can break the symmetry if there are multiple orientations with equally
long maximal left or right environments. For a push plan Lemma 2.7 remains
valid [32, 100]. For fence design this is not necessarily the case.
We can reduce the possible orientations of the part to those with maximal
right environments or with right environments of length greater than pi/2 by
an alternating sequence of jaw applications and jaw reorientations by an angle
min{λ− ², pi/2− ²} (λ and ² as in Section 3.4; no right environment shorter than
pi/2 is longer than pi/2− ²). (We can similarly reduce the possible orientations to
orientations with such left environments.) As observed, for arbitrary parts, the
number of possible orientations can be larger than one. We have to use more
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sophisticated fence designs to further reduce the number of possible orientations.
We start with some de®nitions which we use throughout the rest of this section.
Let λ again be the length of the longest right environment and let λbe the length
of the longest left environment. Furthermore, let Σ = σ1 . . . σ|Σ| be the cyclic
sequence of stable equilibria, cut at some arbitrary orientation and ordered by
increasing angle. The left cycle of the sequence Σ of stable equilibria is the smallest
cl for which |l(σi)| = |l(σi+cl)| for all 0 ≤ i < |Σ|. Similarly, the right cycle of the
sequence Σ of stable equilibria is the smallest cr for which |r(σi)| = |r(σi+cr )|.
Indexing is modulo |Σ|. If the cycle of set of environments of equals |Σ|, we call
the set acyclic. The set is called cyclic, otherwise. We denote by Σλ the ordered
set of orientations in Σ with right environments of length λ, or length greater
than or equal to pi/2. We de®ne the right measureMΣλ of an interval [σi, σj ] of
orientations by MΣλ([σi, σj ]) = |{σ ∈ Σλ|σi ≤ σ < σj}|. In a similar manner,
we can de®ne a set Σ λof orientations with left environments of length λ, and a
left measure MΣ λ. We let ² > 0 be a small constant such that λ − ² and λ + ²
are both smaller than pi/2 but larger than any environment of length less than
pi/2. In addition, the constant ² is smaller than the length of any left or right
environment. We bear in mind that polygonal parts without meta-stable edges
have push functions without left and right environments of zero length.
In the following, we shall show how to shorten the length of an interval of
possible orientations, until this interval contains only one stable orientation of
P . After the ®rst fence in the design, P can be in any of the orientations in Σ.
In other words, the part is in any of the orientations of an interval [σi, σi−1],
which contains all orientations in Σ. Our goal is now to reduce the length of the
interval of possible orientations. Slightly abusing the `size of the output notation',
we denote the interval of possible orientations after k fences by [ςF (k), ςL(k)].
Hence, [ςF (1), ςL(1)] = [σi, σi−1], for some σi ∈ Σ.
Our push plans for arbitrary parts consist of three types of basic building blocks.
These building blocks are referred to as MOVE, SHIFT, and REDUCE.
• Suppose that [ςF (k), ςL(k)] is the current interval of possible orientations.
Then, the push plan (min(λ, pi/2) − ²)|Σ| MOVEs the interval [ςF (k), ςL(k)]
into an interval [ςF (k + |Σ|), ςL(k + |Σ|)] with ςF (k + |Σ|), ςL(k + |Σ|) ∈ Σλ
of equal right measure.
• Suppose that [ςF (k) = σi, ςL(k) = σj ], is the current interval of possible
orientations. Then, the push plan (|r(ςF (k))| + ²) SHIFTs the interval
[ςF (k), ςL(k)] into the interval [ςF (k + 1) = σi+1, ςL(k + 1)]. If σi, σj ∈ Σλ
then ςL(k + 1) = σj+1, and the right measure of [ςF (k + 1), ςL(k + 1)] equals
the right measure of [ςF (k), ςL(k)]. Notice that in that case a SHIFT followed by
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a MOVE maps [ςF (k), ςL(k)] into an interval [ςF (k + |Σ|+ 1), ςL(k + |Σ|+ 1)]
with ςF (k + |Σ| + 1), ςL(k + |Σ| + 1) ∈ Σλ and ςF (k + |Σ| + 1) 6= σi,
ςL(k + |Σ| + 1) 6= σj (provided that Σλ has at least two elements) of equal
right measure.
• Suppose that [ςF (k) = σi, ςL(k) = σj ] with σi, σj ∈ Σλ is the current interval
of possible orientations. We want to de®ne an operation which REDUCEs this
interval to some interval [ςF (k + |REDUCE|), ςL(k + |REDUCE|)] of smaller
measure. The REDUCE exploits speci®c asymmetries that are present in the
push function to achieve the reduction of the measure. Different classes of
push functions lead to different REDUCEs.
The objective is to use these building blocks in a push plan that is guaranteed to
result in an interval of possible orientations of measure zero. From Lemma 2.6,
it follows that if ςF (k), ςL(k) ∈ Σλ, then there exists a push plan such that
MΣλ([ςF (k + 2), σj(k + 2)]) < MΣλ([ςF (k), ςL(k)]). The proof of the lemma
uses the monotonicity of the push functions and the de®nition of the shifted
push function. The problem in applying these ideas in fence design is that the
two required reorientations of the push direction may not be achievable by a
sequence of fences. We will use combinations of the SHIFT and MOVE plans to
overcome this problem.
We classify the push functions, based on the left and right cycle of the stable
equilibria, and the sizes of the environments. The implementation of the REDUCE
is the main difference between the distinct classes of push functions. We
distinguish the following classes of push functions that do not correspond to
the asymmetric parts of Section 3.4. The remaining class of parts are subject to
Theorem 3.9.
1. (a) The left environments are acyclic and no left environment is longer than
pi/2.
(b) The right environments are acyclic and no right environment is longer
than pi/2.
2. Both the left and the right cycle are cylic.
3. Both the left and the right cycle are acyclic, and there is more than one
environment of length greater than pi/2.
Let us ®rst concentrate on push functions in the ®rst and second class. Suppose
that [ςF (k) = σi, ςL(k) = σj ], i, j ∈ {1, . . . , |Σ|}, σi, σj ∈ Σλ, is the current
interval of possible orientations. Let σı˜ and σ˜ be the next orientations in Σλ,
succeeding σi and σj respectively. If the sequence of right environments of
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orientations between σi and σı˜ differs from the sequence of right environments
between σj and σ˜, then there exists a simple strategy that maps [σi, σj ] either
onto [σı˜, σ¯] with σ¯ ∈ Σ \Σλ and σj < σ¯ < σ˜ or onto [σı¯, σ˜] with σı¯ ∈ Σ \Σλ
and σi < σı¯ < σı˜. Moreover, it can be shown that any interval [σi, σj ] with
σi, σj ∈ Σλ can be transformedÐby means of SHIFT and MOVE plansÐinto
a different interval [σi′ , σj′ ] with σi′ , σj′ ∈ Σλ of equal measure, such that the
simple strategy is guaranteed to map [σi′ , σj′ ] onto [σı˜′ , σ¯′ ], with σ¯′ ∈ Σ \ Σλ
and σj′ < σ¯′ < σ˜′ , with σı˜′ and σ˜′ in Σλ succeeding σi′ and σj′ respectively. A
subsequent reorientation by λ+² followed by a push will eliminate σı˜′ as a possible
orientation of the part without adding new possible orientations from Σλ to the
interval of possible orientations. As a consequence, the measure of the resulting
interval of possible orientations is smaller than MΣλ([σı˜′ , σ˜′ ]) = MΣλ([σi, σj ].
For push functions from the ®rst class, this strategy (or its equivalent using
left environments) suf®ces to reduce the interval of possible orientations to an
interval of measure zero. The reorientations of the push direction in the entire
scheme are restricted to (0, pi/2) or (−pi/2, 0), which makes the sequence of
pushes a valid fence design. If the left and right cycle are both smaller than
|Σ|, then we must eventually switch our attention from the right environments
to left environments to break the symmetry of the right environments (or vice
versa). It turns out that such a switch can be accomplished without violating the
reorientation constraints for fence designs.
The third class of push functions requires some modi®cations to the MOVE,
SHIFT, and REDUCE framework. There are, however, at most three environments
of length greater than pi/2, which makes it possible to treat the different cases
one by one, and provide dedicated push plans which use both left and right
fences. These dedicated push plans satisfy the reorientation constraints and
are therefore valid fence designs. The three classes of push functions will be
dealt with in Appendix A. We there show the details of the MOVE, SHIFT and
REDUCE framework for the three different classes of parts that are distinguished.
Theorem 3.10 summarizes the result of this section.
Theorem 3.10 Any polygonal part can be oriented up to symmetry by a fence design.
A consequence of Theorem 3.10 is that the algorithm for computing fence
designs presented in Section 3.2 always outputs a fence design. Since the graph
used in the algorithm has O(n2) nodes, the length of the shortest path is O(n2).
Corollary 3.11 Any polygonal part with n vertices can be oriented up to symmetry by a
fence design of length O(n2). The optimal fence design can be computed in O(n3) time.
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push direction
friction cone edges
Figure 3.6 A part on a left and right fence with friction. Despite the similarity in orientation with
respect to the fence, the left fence rotates the part to another edge than the right
fence.
3.6 Friction
The remaining part of this chapter studies two extensions of fence design. In
this section, we incorporate friction, and in the next section, we will focus on
modular fences.
3.6.1 The model
In Section 2.1.1 the reader can ®nd a discussion of the behavior of the part when
pushed by a jaw in the plane. We shall incorporate the role of friction into fence
design accordingly. The coef®cient of friction is denoted by µ.
The ®rst observation we make is that we cannot make fences which are very
shallow, because due to friction these fences do no longer allow the parts to slide
off. The (absolute) minimum fence angle must be strictly larger than arctanµ.
The second difference is that the part will align with the fence in a different
way. Under the assumption that the fence angle is large enough, the line which
separates area II from area III in Figure 2.2 is the left edge of the friction cone,
if the part is on a left fence, and the right edge of the friction cone otherwise.
This implies that the push function, which predicts the rotation of the part, is no
longer symmetric. There are orientations for which a left fence rotates the part
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clockwisely, and a right fence rotates the part counterclockwisely (see Figure 3.6).
However, the push function for a part on a left fence is still monotonic, as is the
push function for a part on a right fence. Moreover, one could look at the fence
with friction as a frictionless fence which is arctanµ shallower. The normal of
this shallower frictionless fence coincides with described edge of the friction
cone. However, the steepest frictionless fence which corresponds to a fence with
friction is pi/2 − arctanµ for a right fence, and arctanµ − pi/2 for a left fence.
Unfortunately, this implies that fences with friction are not able to orient any
part up to symmetry. It is possible to construct parts which can only be oriented
with a reorientation of the push direction arbitrarily close to pi [2]. Since the
reorientation of the jaw closest to pi is pi − arctanµ for a fence with friction, we
can always construct a part which cannot be oriented by fences with friction.
3.6.2 Algorithms for fence designs with friction
In this section we discuss two algorithms that compute a fence design with
friction, if such a design exists. Firstly, we discuss a modi®cation of the graph
based algorithm. Secondly we give a modi®cation of the output sensitive
algorithm. Let us ®rst rede®ne the intervals of possible reorientations of the jaw
for fences with friction. The next table gives the resulting possible reorientations
of the jaw, after taking friction into account.
ti αi+1 ∈ Iµti,ti+1 ti+1
left (0, pi/2− arctanµ) left
left (pi/2, pi − arctanµ) right
right (−pi + arctanµ,−pi/2) left
right (−pi/2 + arctanµ, 0) right
A transition of the part from one fence to another gives us the possibility
to implement a reorientation of the push direction that is contained in the
corresponding angular interval from the table. This means that we can still use
our graph-based algorithm. However, we have to modify the component which
decides if a node can be connected to another node in the graph.
Consider two graph nodes (I, t) and (I ′, t′), where I and I ′ are intervals of stable
equilibria and t and t′ are fence types. Let Iµt,t′ be the open interval (of length
pi/2 − arctanµ) of reorientations admitted by the successive fences of types t
and t′ according to the table above. There is a directed edge from (I, t) to (I ′, t′)
if there is an angle α ∈ Iµt,t′ such that a reorientation of the push direction by
α followed by a push moves any stable orientation in I into a stable orientation
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in I ′, and furthermore α is constructed by a fence with friction. To check this
condition, we determine the preimage (φ, ψ) ⊇ I′ of I ′, under the push function.
Observe that if |I| = σj − σi < ψ − φ, any reorientation in the open interval
(φ−σi, ψ−σj) followed by a push will map I into I′. We add an edge from (I, t)
to (I ′, t′) if the intersection of (φ− σi, ψ − σj) and the interval Iµt,t′ of admitted
reorientations is not empty. We label this edge with this intersection. Also, we
add a source and a sink to the graph. We connect the source to every node (I, t)
in the graph for which I contains all |Σ| stable equilibria, and we connect every
node (I, t) with I an interval which is reduced up to symmetry to the sink. Every
path from the source to the sink now represents a fence design; a fence design
of minimum length corresponds to a shortest such path and can be found by a
breadth-®rst search from the source.
Let τ be a path in the graph from the source to the sink. Every edge of τ
corresponds to a non-empty angular interval of possible reorientations of the
push direction. We pick the midpoint of every such interval, and determine if
this reorientation is by a left or a right fence. For a left fence, we add arctanµ to
the corresponding fence angle. For a right fence, we subtract arctanµ. We obtain
a fence design with friction.
Theorem 3.12 Let P be a polygonal part, with n vertices. There is an algorithm which
computes a shortest fence design with friction in O(n3) time, if there is a fence design with
friction which orients P . If no fence design exists, the algorithm reports failure in the same
time bound.
We can also modify the output-sensitive algorithm to compute the shortest
fence design for fences with friction, if a design exists. The modi®cation by itself
is quite straightforward. Instead of using the table of Section 3.1, we use the
modi®ed table of this section to determine the possible reorientations of the jaw
to extend the fence designs. In the case of fences with friction, we do not know
in advance whether a design exists. Therefore, we have to add an extra stop
criterion to ensure that the algorithm does not try to extend the fence design
when we discover no design exists.
Let us concentrate on the array which stores the current set of possible intervals.
During one step of the algorithm, we replace the intervals that are stored in the
of the array by shorter intervals. If an interval is not replaced in a step of the
algorithm, then we need not to compute the new intervals that are derived from
this interval in the succeeding step. This is because the length of the intervals
monotonically decrease. Hence, we stop the execution of the algorithm when
during a single step no interval is improved. It is not hard to see that we can check
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whether at least one interval is improved in a single step of the algorithm without
increasing the asymptotic running time. Since there are at most O(n2) intervals
of stable equilibria, the algorithm terminates after at most O(n2) steps. This
leads to an upper bound on the running time of O(n3 logn). While improving
the intervals, we also incrementally construct the graph corresponding to the
found fence designs. At the end, we compute the fence design with friction from
a path in the graph in the same way as in the original graph based method.
Theorem 3.13 Let P be a polygonal part with n vertices. If there exists a fence de-
sign with friction that orients P , then a design of minimal length can be computed in
O(kn log n) time, with k the number of required fences, which orients the part up to
symmetry. If no fence design exists, the algorithm reports failure in O(n3 log n) time.
If we could prove that any fence design has linear length, then this bound would
most likely have impact to the algorithm of this section, and result in an upper
bound on the running time of O(n2 logn) of the algorithm for computing fence
designs with friction.
3.7 Modular fence designs
In this section, we discuss modular fence designs, i.e., designs for which the
fence angles are to be taken from a discrete and ®nite set of angles. Modular
fences can be useful in an industrial application of a conveyor to orient parts.
There is no need for `expensive' adjustable fences. The conveyor operator picks
prefabricated fences out of a box and just attaches them along the sides of the
belt. Figure 3.7 shows an example of a fence design constructed with modular
fences of pi/4 and −pi/4, together with a fence design build with arbitrary fence
angles. It is obvious that the modular design is at least as long as the design with
arbitrarily oriented fences.
3.7.1 The model
We ®rst discuss how the discretization of the possible fence angles in¯uences
the possible reorientations of the jaw, and therefore the algorithms to compute
fence designs.
Througout this section, let m denote the number of fence angles. Every fence
can correspond to two reorientations of the jaw. A left fence with fence angle
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Figure 3.7 Two fence designs for the same part. On the left, any fence angle is available. On the
right, only fences of pi/4 and −pi/4 are used. The line segments emanating from the
center-of-mass of the parts represent possible orientations of the part
φ ∈ (−pi/2, 0) corresponds to a reorientation of the jaw of φ+ pi/2 if it succeeds
a left fence in the fence design, and φ− pi/2 if it succeeds a right fence. A right
fence with fence angle φ ∈ (0, pi/2) corresponds to a reorientation of the jaw of
φ+ pi/2 if it succeeds a left fence in the fence design, and φ− pi/2 if it succeeds
a right fence. The total number of possible reorientations of the jaw is bounded
by twice the number of available fence angles, which is 2m.
As indicated before, it is possible to construct parts which can only be oriented
with a reorientation of the push direction push arbitrarily close to pi [2]. This
implies that one can always construct a part that cannot be oriented, given a set
of modular fence angles.
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The modular fences we treat in this section are frictionless. Using the line of
reasoning of Section 3.6, one can easily modify the algorithms of this section to
compute modular fence designs with friction as well.
3.7.2 Algorithms for modular fence designs
In this section we give two algorithms to compute modular fence designs (if they
exist for the part). As in the section on fences with friction, the ®rst algorithm is
based on the graph based algorithm of Section 3.2, and the second is based on
the output-sensitive algorithm of Section 3.3. However, the running times of the
algorithms are surprisingly different. The former runs in O(mn2) and the latter
in O(mkn) time, where k the number of fences in the design. Since k is O(n2) in
the worst case, but can be bounded by O(n) for most parts, and even O(1) for
many long and thin parts, it is interesting to present both algorithms.
In the algorithms of this section, we want to be able to quickly compute the
image under the push function of a value of the form σ + α, where σ is a stable
equilibrium, and α is taken from in the set of reorientations of the jaw by modular
fences. Therefore, we precompute these values using the push function. The
number of possible reorientations of the jaw is 2m. These images are computed
by tracing the push function, in time O(mn). We store these values in a two
dimensional array. We can now determine in constant time the value of$(σ+α),
for each stable equilibrium σ, and each modular reorientation of the jaw α.
The nodes and the edges of the graph based algorithm are encoded the same way
as in Section 3.2. The graph, however, is built in a somewhat different way than
before. A node of the graph again corresponds to a state of the part, encoded
as an interval of possible orientations. The edges between the nodes are added
a bit differently than before though. Let (I, t) be a node in the graph, I is an
interval of stable equilibria and t is a fence type. Since each modular fence has a
®xed angle, we can for each fence angle compute the image of I under the push
function. If we add edges from (I, t) to the nodes in the graph corresponding
to these images, Lemma 3.3 states that the resulting graph suf®ces to compute
shortest paths in the graph, corresponding to shortest fence designs, although
there might be redundant edges.
We compute the images as follows. For each modular fence f ′, having type t′,
we compute the reorientation of the jaw αt,f ′ between a fence of type t, and
the fence f ′. The interval of orientations after appending fence f to a design is
I ′ = [$(σi + αt,f ′), $(σj + αt,f ′)]. We add a directed edge in the graph from
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(I, t) to (I ′, t′). We label this edge with this modular push angle. For each node,
we spend O(m) time computing the outgoing edges.
Also, we add a source and a sink to the graph. We connect the source to every
node (s, t) in the graph for which I contains all |Σ| stable equilibria, and we
connect every node (I, t) with I an interval which is reduced up to symmetry to
the sink. Every path from the source to the sink now represents a fence design; a
fence design of minimum length corresponds to the shortest such path and can
be found by a breadth-®rst search from the source.
The building time and the size of the graph are O(mn2). The search through the
graph takes O(mn2) time as well. We can, therefore, compute a fence design in
O(mn2) time, if one exists. If there exists no fence design which orients the part
up to symmetry, then there is no path from the source to the sink in the graph,
which is detected in O(mn2) time as well. If we assume that a constant number
of ®xed angles is available, then the running time is O(n2).
Theorem 3.14 Let P be a polygonal part, with n vertices. Let m be the number of
different available fence angles. If there exists a fence design that orients P , then a design
of minimal length which orients this part can be computed in O(mn2). If no fence designs
exists, the algorithm reports failure within the same time bound.
We now present an output sensitive algorithm which computes a fence design
in O(mkn) time, with k being the number of fences. The algorithm is based
on the output-sensitive algorithm of Section 3.3. If k = o(n), this algorithm is
asymptotically faster than the previously presented algorithm.
We store O(n) intervals of possible orientations in an array. These intervals
are the shortest intervals reachable with a fence design which is incrementally
constructed. We have to take into account the fence type, and store therefore
for each tuple of a stable orientation σ and a fence type t the shortest interval
starting with orientation σ, with the last push by a fence of type t. When we
augment the fence design with one fence, we can compute the new shortest
intervals as follows. For each interval, we compute the m images of this interval.
We check in the array of shortest intervals, if the new interval is shorter than
the currently stored interval, and, if so, we replace the stored interval by the new
interval. Looking up the image of an interval of stable orientations can be done
in constant time, using our precomputed two-dimensional array with stored
values of the push functions. Therefore, given the intervals after k − 1 fences,
computing the intervals after k fences is accomplished in O(nm) time.
We stop when the part is oriented up to symmetry. This can be checked by
comparing the indices of the intervals of possible orientations. Unfortunately,
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not every part can be oriented up to symmetry using a modular fence design. This
means we have to add an extra stop criterion which determines if the intervals
keep improving, similar to the stop criterion for fence designs with friction we
presented in Section 3.6. The following theorem summarizes the result.
Theorem 3.15 Let P be a polygonal part, with n vertices. Let m be the number of
different available fence angles. If there exists a fence design that orients P , then a design
of minimal length which orients this part can be computed in O(kmn) time, with k =
O(n2) the number of required fences, which orients the part up to symmetry. If no fence
design exists, the algorithm reports failure in O(mn3) time.
3.8 Implementation
We have implemented the algorithm described in Section 3.2 to test its behavior
in practice. This turned out to be rather easy, using only some basic geometric
computations for the push function, and some standard graph algorithms. We
used the PlaGeo library for the geometric computations [44]. The resulting code
is very fast; it returned fence designs within a fraction of a second for all parts
we tried. All fence designs shown in this chapter were generated by the program.
Our implementation offers the user the additional possibility of adding costs to
graph edges. By doing so, the user can prevent the algorithm from outputting
certain undesired types of fence designs. Assigning high costs to edges between
any pair of nodes of the same fence type t, for example, will cause the algorithm
to output a sequence of alternating (left and right) fences if such a sequence exists.
Alternating sequences are often preferred over sequences containing cascades
of left (or right) fences, as they generally allow for narrower conveyor belts (see
Figure 3.8). Different cost assignments can be found to prevent e.g. unwanted
steep and shallow fences. The costs make it impossible to apply Lemma 3.3 to
reduce the graph size, as this may cause the removal of equally long or longer
paths with lower cost from the graph. The size of the resulting graph is therefore
O(n4). Dijkstra's algorithm (see e.g. [37]) has been used to ®nd the minimal cost
path through the graph in time O(n4).
3.9 Discussion
In this chapter we have investigated the problem of sensorless part orientation
by sequences of fences. We have shown that any polygonal part can be oriented
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Figure 3.8 An optimal design of ¦ve fences, and a design of six alternating fences allowing for a
narrower belt. Every line segment emanating from the part represents a possible orienta-
tion of the part.
up to symmetry by a sequence of fences placed along a conveyor belt. We have
presented a polynomial-time algorithm for computing the shortest fence design
for any given polygonal part. The algorithm is easy to implement and runs in
time O(n3). The algorithm can be modi®ed to compute fence designs which
take into account various quality measures, such as avoidance of very steep or
shallow fences. This modi®cation increases the running time of the algorithm
to O(n4). The structure of the algorithm yields an O(n2) bound on the length
of the shortest fence design. We showed that for asymmetric parts the length is
actually bounded by O(n). It remains an open problem whether an O(n) bound
exists for parts that are not asymmetric.
Although pathological asymmetric polygons can be constructed that lead to push
plans and fence designs of length Ω(n), it turns out that the length of most plans
remains far below the worst-case length. Van der Stappen et al. [100] showed
that only O(1) actions are required for parts with non-zero eccentricity, i.e., with
non-square minimum-width bounding box. The analysis also applies to curved
parts, providing the ®rst complexity bound for non-polygonal parts. The results
generalize to fence designs for parts with acyclic left and right environments. It
remains an open question whether this bound can be transferred to arbitrary
polygonal, or curved parts.
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We also presented an output-sensitive fence-design algorithm which bene®ts
from the aforementioned bounds on the length of the plan. This algorithm
runs in O(kn log n) time, with k the number of fences in the ®nal design.
Furthermore, we gave algorithms to compute fence designs for fences with
friction and modular fences, in which we allow only a discrete set of fence angles.
The former turned out to be just a minor modi®cation to the algorithms for
computing frictionless fence designs. The latter, however, gave rise to a different
approach to computing fence designs in time O(mn2), or O(mkn), where k
denotes the number of fences, andm the number of fence angles. Unfortunately,
not every part can be oriented with modular fences or fences with friction.
The results largely settle the algorithmic questions in computing fence designs,
although some improvements in the running time might still be possible. The
main open problem that is left is the question which parts can be oriented with
friction or with modular fences. Experiments show that for many parts a valid
fence design still exists. Another open problem is the bound on the length of the
fence design. For general polygons, only an O(n2) upper bound is known at the
moment. It is unknown whether this is indeed required or whether linear length
designs always exist. Also, looking into orienting curved parts [87] using fences is
of interest. Finally, we want to mention the problem of dealing with uncertainty
in the shape of the part (see [31] for a ®rst treatment). In Chapter 5 we give the
generalization of fence design to three dimensions.
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C H A P T E R 4
Inside-outpulling
Picking up a part by grasping by e.g. a parallel jaw gripper is a common operation
in industrial assembly. An advantage of grasping is, that the gripper eliminates
little uncertainties in orientation of the part when it squeezes the part [66]. A
range of slightly different orientations map all to the same orientation when
the gripper is applied to the part [26]. Now, suppose that we have a part with
an elevated edge, and a gripper that consists of two ®ngers, above the part. If
we extend the gripper such that the two ®ngers squeeze the part inside out, we
yield a grip on the part that is even more stable than the grip of the parallel jaw
gripper: the inside-out grasp eliminates small uncertainties in the position as well
as uncertainties in the orientation of the part.
Inspired by this observation, the question whether inside-out grasping can be
used to orient a part from an unknown initial orientation, to a unique ®nal
orientation comes to mind. We present in this chapter a feeder that is related
(a)
(b)
Figure 4.1 (a) Inside-out grasping a part with two ¦ngers. (b) Inside-out pulling with one ¦nger.
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to inside-out grasping. Instead of two ®ngers, we consider one ®nger that
manipulates the part by performing inside-out pull actions. The problem of pull
planning is to design a sequence of pull actions (a pull plan) for the single pulling
®nger above a ¯at part with an elevated edge such that when applied to the part,
it is moved to a unique orientation afterwards. Studying inside-out pulling from
a geometric point of view builds a foundation in understanding the possibilities
of orienting parts using inside-out grasping. A picture of an inside-out grasp
on a part can be found in Figure 4.1(a). Figure 4.1(b) shows an inside-out pull
action for the same part. Our goal is to design pull plans which have the feeding
property. We will show that most convex polygonal parts can be oriented by a
sequence of pull actions. In addition, we give an O(n3) algorithm for computing
a sequence of pull operations for a given n-vertex convex polygonal part. We
carefully analyze a basic pull action in a geometric framework. We prove several
important properties of the ®nger within this framework. We derive a transfer
function for the pulling feeder for convex polygonal parts, i.e. we de®ne how the
orientation of the part changes during a basic pull action. We shall show that this
transfer function has several desirable properties. We show that, unfortunately,
there exist non-convex polygonal parts that despite asymmetry cannot be fed
using inside-out pull actions.
The outline of this chapter is as follows. We ®rst discuss the pulling model in
Section 4.1. In Section 4.2, we prove that most convex parts can be fed by
the pulling feeder. In Section 4.3, we give the O(n3) algorithm to compute a
sequence of pull operations to orient a given convex polygonal part. We discuss
arbitrary (not necessarily convex) polygonal parts in Section 4.4, and show that
the transfer functions for non-convex parts are not necessarily monotonic, and
that there exist non-feedable parts. In Section 4.5, we conclude and pose several
open questions.
4.1 Geometric modeling
In this section, we discuss the geometric properties of the pulling device.
We address the problem in the plane. The pulling ®nger is assumed to be
a frictionless point contact. Unless states otherwise, P denotes a convex 2-
dimensional polygonal part. The number of vertices of P is given by n. It will
turn out in Section 4.4 that there exist non-convex parts that cannot be oriented
by a sequence of pull actions.
The part has a center-of-mass c, which lies inside the interior of the part. There
is a ®xed reference frame attached to P . Directions are speci®ed relative to this
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frame. The distance function δ : [0, 2pi) → R of P maps θ ∈ [0, 2pi) onto the
distance from c to the intersection of the boundary of P and the ray emanating
from c in the direction of θ. Since P is convex, δ(θ) is uniquely de®ned.
4.1.1 The effect of pulling a part
We consider the ®nger as a programmable part feeder. In Section 4.1.2, we
will de®ne a basic pull action and the corresponding transfer function. We ®rst
analyze the possible con®gurations of the ®nger with respect to the part. The
con®guration of the ®nger is a parametric representation of its initial position
and pull direction. The ®nger has three degrees of freedom: the tuple (x, y) ∈ R2
specifying its position, and θ specifying its pull direction. The position and
the direction are given relative to the reference frame of P . We denote the
con®guration of the ®nger by the triple (x, y, θ).
Assume for a moment that the ®nger is in contact with the boundary, and that the
pull direction is away from the center-of-mass. In most cases, the part will start to
rotate until the center-of-mass is collinear with the pull direction, and the contact
point will slide towards a contact point with larger distance to the center-of-mass.
If during pulling the contact point does not change, then contact point of the
®nger corresponds to either a local maximum of the distance function, or a
(unstable) local minimum. We refer to the corresponding contact point as an
equilibrium contact point. If the ®nger is at an equilibrium contact point, the pull
direction is away from the center-of-mass, and the center-of-mass is on the
supporting line of the pull direction through the contact point, then the ®nger
is at an equilibrium con®guration. An equilibrium contact point which corresponds
to a local maximum in the distance function is called a stable equilibrium contact
point, and the corresponding vertex of the part a stable vertex. Equilibrium contact
points which correspond to local minima in the distance function are called
unstable equilibrium contact points.
Let m denote the number of stable vertices of P . We denote the stable vertices
of P by v1, . . . , vm. The stable vertices are numbered in counterclockwise order
along the boundary of P . The unstable contact point between two successive
vertices vi and vi+1 is denoted by ui,i+1. Indexing is modulo the number of
stable vertices. In Figure 4.2 an overview of possible con®gurations of the ®nger
is given. In the ®gure, the stable vertices and the unstable contact points are
enumerated. The part has one unstable vertex (which is not enumerated). There
are dotted lines emanating from the center-of-mass through the unstable contact
points. The following con®gurations can be found in the picture:
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(a) (b)
(c) (d)
(e) (f)
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u1,2
u2,3 u3,4
u4,5
u5,1
Figure 4.2 An overview of possible con¦gurations.
a. A con®guration for which the ®nger is in the interior of the part.
b. A con®guration of the ®nger at the boundary of the part.
c. A con®guration of the ®nger at a stable vertex of the part.
d. An equilibrium con®guration at a stable vertex.
e. A con®guration at an unstable contact point.
f. An equilibrium con®guration at an unstable contact point.
There are in®nitely many different con®gurations of the ®nger. If we pull along a
straight line, we will ®rst reach the boundary, and then the part will start to rotate
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u1,2
Figure 4.3 Pulling a part. The distance between c and the ¦nger strictly increases and, after align-
ment, the ¦nger is in contact with vertex v1.
unless the ®nger is in a stable con®guration. We assume that, continuing from
such a con®guration, the distance between the point of contact at the boundary
of the part and the part's center-of-mass only increases during the rotation of
the part. This assumption is valid for parts with the distribution of friction
concentrated at the center-of-mass (and the instantaneous center-of-rotation
coincides with the center-of-mass), and zero friction between the boundary and
the ®nger. As a consequence, the angle between the pull direction and the edge
of the part does not in¯uence the ®nal orientation of the part. We subdivide the
boundary of the part into regions for which the ®nal vertex is the same. Any
interval on the boundary between two successive unstable contact points map
onto the stable vertex between the contact points. An unstable contact point
maps onto an unstable equilibrium con®guration. In Figure 4.3, we see a part
before and after a pull action. The ®rst intuition might be that the ®nger will
reach vertex v5; the distance function dictates that the ®nal vertex is v1, though.
After a pull action starting in an arbitrary con®guration, we eventually yield an
equilibrium con®guration which is either a stable equilibrium con®guration at a
stable vertex of P or an unstable equilibrium con®guration at an unstable contact
point. It is easy to see that there are O(n) stable con®gurations.
4.1.2 The pull function
In this section, we de®ne a basic pull action, whichmaps a equilibrium con®guration
of the ®nger onto another equilibrium con®guration for a given pull direction.
Hence, similar to the basic push action [26, 45], the basic pull action serves as a
basis for a transfer function for a part feeder which uses pull operations to orient
parts to a unique ®nal orientation.
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We denote the angle of the ray emanating from c through vi by σi. In other
words, σi links the orientation of P relative to its reference orientation to stable
equilibrium con®guration at vertex vi. Similary, we denote the angle of the ray
from c through the unstable contact point ui,i+1 by σi,i+1. We assume that the
®nger is in contact with vertex vi of P , and the con®guration of the ®nger is a
stable equilibrium con®guration. A basic pull action moves the ®nger along a
straight line, starting at vi, until the ®nger is again in a equilibrium con®guration,
i.e. we pull long enough to be certain that the part has stabilized. We express
the pull direction for the basic pull action relatively to the current pull direction,
which is along the ray emanating from c, in the direction of σi, through vi.
We ®rst consider pull directions which initially direct the ®nger into the interior
of the part. In this case, the ®nger will reach a con®guration on the boundary
of the part different from the initial contact, and the part will start to rotate
according to the assumptions.
The subdivision of the boundary of P into regions which map onto different
stable vertices of P induces a subdivision of the possible pull directions from vi.
If move the pulling ®nger, starting in vertex vi, it will (for most pull directions)
®rst hit the boundary at the intersection with the ray emanating from vi in the
pull direction. Let τvi : [0, 2pi) → [0, 2pi) be the function which maps a pull
direction from v onto the aforementioned intersection. For directions θ for
which this intersection is unde®ned, τvi(θ) = σi. See Figure 4.4 for a picture of
a part and τv1(θ) for pull direction θ from v1. Let lvi(vj) be the pull direction
from vj such that τvi(lvi(vj)) intersects uj−1,j , and rvi(vj) be the direction
such that τvi(rvi(vj)) intersects uj,j+1. Pull directions in the angular interval
(lvi(vj), rvi(vj)) will eventually reach a stable con®guration of the ®nger at stable
vertex vj .
The pull function $vi : [−pi, pi) → [0, 2pi) for vertex vi links a pull direction from
vertex vi onto the orientation of the part relatively to the pull direction after
the completion of the basic pull action. See Figure 4.5 for a picture of a pull
function. Like the push function [45], the pull function is a step function. The
steps map onto stable equilibrium contact vertices, points separating the steps
map onto unstable contacts. Similarly, we can de®ne the pull function for an
unstable equilibrium of P .
4.1.3 Properties of the pull functions
Throughout the remainder of this chapter, we focus on the pull function for
stable vertices of P . This is not a real restriction, since it is always possible to
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v1θ
τv1(θ)
Figure 4.4 A part with τv1 (θ) for the given pull direction θ from vertex v1.
transfer any unstable equilibrium of P onto a neighboring stable equilibrium by
pulling in direction pi/2 + ². Such a pull direction would map a stable equilibrium
of P unchanged back onto itself.
The most important property of the collection of pull functions (of stable
equilbria of P ) we prove in this section is monotonicity, or the order preserving
property [76]. We recall from Section 2.2.1 that a sequence v1, . . . , vn of stable
vertices is ordered if v1, . . . , vn are encountered in order when the boundary of P
is traced once, starting from v1. The set pull functions is monotonic if for any pull
direction θ and any ordered sequence v1, . . . , vn the sequence$v1(θ), . . . , $vn(θ)
is also ordered.
We need some geometric properties of the pull function and the part. In order
to derive bounds on the part shape related to the pull function, we use the
elementary trigonometric result that the intersection of any pair of lines through
two points p and q that intersect with angle φ lies on a circle determined by p,
q and φ. Figure 4.6 shows an example of the circle. We state this property in
Lemma 4.1.
Lemma 4.1 Let p, q be two points in R2. Let `p and `′p be two distinct lines through
p. Let `q and `′q be two lines through q respectively. Let s and s′ be the intersections of
`p and `q and `′p and `′q respectively. If ∠psq = ∠ps′q and s and s′ lie in a single
halfplane bounded by the line through p and q, then, p, q, s and s′ are cocircular.
61
v1
v2
v3
v4
v5
v1
v2
v3
v4
v5
0
σ1
σ2
σ3
σ4
σ5
rv1(v1)
lv1(v1)
φ
$v1(φ)
0
2pi
2pi
v1
v2
v3
v4
v5
0
rv1(v1)
lv1(v1)
Figure 4.5 The derivation of the pull function for vertex v1 of the depicted part. First, we determine
the pull directions that map onto unstable contact points. This gives a subdivision of the
possible pull directions that translates into the pull function for v1.
The next lemma gives a useful restriction on the relative positions of the stable
vertices of P .
Lemma 4.2 Let P be a convex polygonal part with center-of-mass c. Let vi be a sta-
ble vertex of P . Let Ce be the circle with diagonal (c, vi). There are no stable vertices of
P in the interior of Ce.
Proof: Any stable vertex other than vi must be separated from vi by an unstable
equilibrium contact. An unstable equilibrium contact corresponds to a local
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p
q
φ
φ
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Figure 4.6 Intersections of lines through p and q on a circle.
minimum in the distance function. Hence, at the equilibrium contact, the ray
emanating from c and intersecting the contact is orthogonal to an edge of P .
See Figure 4.7. Using Lemma 4.1 we derive that the intersection of the edge
neighboring vi and the ray from c de®ne circle Ce. Since P is convex, and c must
be in the interior of P , the closest unstable equilibrium contact point is on an
edge connected to vi. The possible contact points on an edge connected to vi lie
on Ce. Hence a stable equilibrium contact point lies outside Ce. 2
Next, we give a weak order-preserving lemma.
Lemma 4.3 Let va and vb be distinct vertices of P . Let $va be the pull function
from vertex va, and $vb be the pull function from vertex vb. For any pull direction θ in
(0, rva(va)), for which $va(θ) = σa, the sequence σb, $vb(θ), σa is in counterclockwise
order.
Proof: The proof will be by contradiction. By construction, σa, σa,a+1, σb are
in counterclockwise order. Suppose that there is a pull direction θ ∈ (0, rva(va))
such that σa, $vb(θ), σb are in counterclockwise order.
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vCe
c
Figure 4.7 Any stable vertex must lie outside the circle with diagonal (c, v).
We focus on the rays with pull direction θ emanating from va and vb. Pull
directions are expressed relatively to the zero direction of va and vb respectively.
Hence, the rays for pull direction pi both intersect the center-of-mass of P . Using
Lemma 4.1 the intersections of the pull direction rays lie on a circle Cr through
va, vb and cÐsee Figure 4.1.3.
From Lemma 4.2 it follows that the vertices of P lie outside circle with diagonal
(c, v). Ce through va and c. As a consequence, for any intersection of the ray of a
pull direction emanating from vb with any preimage of orientations between σa
and σb, the order is σa, τvb(θ), τva(θ), σb. For such pull directions, $va(θ) 6= σa,
and the theorem follows by contradiction. 2
Lemma 4.4 Let va and vb be distinct vertices of P . For any pull direction θ ∈
[0, 2pi), [τva(0), τva(θ)] 6⊆ [τvb(0), τvb(θ)]
Proof: Suppose that τva(0) ∈ [τvb(0), τvb(θ)]. We show that τva(θ) 6∈
[τvb(0), τvb(θ)]. See Figure 4.1.3. We show that the parameterized boundary
points, which coincide with the intersection of rays from the vertices va and vb
with the boundary of P have the correct order.
The rays of pull direction pi both intersect the center-of-mass of P . Using
Lemma 4.1, we derive that the intersections of corresponding rays for the pull
directions lie on a circle Cr through va, vb and c.
As a consequence, for any intersection of the ray emanating from vb between any
preimage of vertices between va and vb, the order is σa, τvb(θ)), τva(θ)), σb. 2
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Figure 4.8 Illustration of Lemma 4.3.
Theorem 4.5 Let P be a convex polygonal part. Let v1, . . . , vn be the stable vertices
of P . Let $v1(·), . . . , $vm(·) be the set of pull functions of P . The set of pull functions
is monotonic.
Proof: Let va, vb, vc, . . . be ordered counterclockwisely. We have to show that
for any direction θ, the sequence $va(θ), $vb(θ), . . . is also ordered. We shall
show that any triple $va(θ), $vb(θ), $vc(θ), is ordered counterclockwisely.
Let us assume, for a contradiction, that there is a triple that is not ordered
counterclockwisely, but clockwisely instead.
From Lemma 4.4 it follows that [τva(0), τva(θ)] 6⊆ [τvb(0), τvb(θ)]. Hence, either
[τva(0), τva(θ)] and [τvb(0), τvb(θ)] are disjoint or partially overlap.
Vertex vc is between vb and va in the counterclockwise order of the vertices.
Hence τvc(0) ∈ [τvb(0), τva(0)]. In order for [τvc(0), τvc(θ)] to not contain
[τva(0), τva(θ)], we must have τvc(θ) ∈ [τvc(0), τva(θ)], but this violates either the
counterclockwise order of $va(θ), $vc(θ), $vb(θ), or the (partially) disjointness
of [τva(0), τva(θ)] and [τvb(0), τvb(θ)].
Hence, the clockwisely ordered triple does not exist and it follows that the pull
function is monotonic by contradiction. 2
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Figure 4.9 Illustration of Lemma 4.4.
4.2 Completeness of pulling
In Section 2.2.2 we showed how to orient polygonal parts by means of push
operations. These push plans are originally due to Chen and Ierardi [32].
Although their plans are not always the shortest push plans possible, they give an
upper bound on the length of their plans which bounds the number of necessary
push operations by O(n). Moreover, from their analysis follows easily that a push
plan always exists, unless the part has symmetryÐstill, the part can be oriented
up to its symmetry in that case. In this section, we shall use a similar strategy to
show that most convex polygonal parts can be oriented up to symmetry using a
linear number of pull operations.
For any vertex vi a pull direction in the angular interval (lvi(vi), rvi(vi)) maps
vi back onto itself. Let λ denote the maximum of rvi(vi) for i ∈ [1, . . . ,m]. We
focus on the case that there is unique vertex v∗ for which λ = rv∗(v∗). Let ² be a
small positive constant, such that λ− ² is greater than rvi(vi) for all vi 6= v∗. We
have the following simple pull plan for orienting the given polygon.
1. for each i = 1 to n− 1 do
1.1 pull in direction λ− ² until the ®nger is at a stable con®guration
Without loss of generality, we assume that rvm(vm) = λ. We will show that this
algorithm will ®nally reach a con®guration for which the ®nger is in contact
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with vertex vm. Initially, v1, . . . , vm is the (counterclockwisely) ordered sequence
containing all possible stable vertices of P . We shall show that a basic pull action
of the above pull plan will map an ordered sequence of possible stable vertices
vi, . . . , vm onto an ordered sequence contained in vi+1, . . . vm.
Firstly, we observe that the change of the pull direction is such that vertex vm
is mapped onto itself. Secondly, we observe that any vertex vı¯, i ≤ ı¯ < m will
not map vı¯ onto itself. From Lemma 4.3 it follows that v¯ı is mapped onto a
vertex in vi+1, . . . , vm. Hence, every pull action reduces the number of possible
orientations by at least one, and the following theorem follows.
Lemma 4.6 Let P be a convex polygonal part with m stable vertices. Let λ denote
the maximum of rvi(vi) for i ∈ [1, . . . ,m]. If there is a unique vertex v∗ for which
rv∗(v∗) = λ, then we can orient P using O(n) pull actions.
If we drop the assumption that there is a unique vertex v∗ for which λ = |rv∗(v∗)|,
the simple pull plan does not orient the part. The reader might recall that for
push planning, we can apply Lemma 2.6 (the Stretching Lemma), and ®nd a
linear plan to orient the part. It would be nice to have a similar lemma for pull
planning. Unfortunately, the stretching lemma does not easily carry over to pull
plans. We conjecture, though, that it is possible to ®nd a similar lemma for pull
plans, and as a consequence to ®nd a linear length pull plan for any convex
polygonal part with asymmetric pull functions.
4.3 Computing optimal pull plans
In this section, we outline how to compute a sequence of pull operations to
orient P . We follow an approach similar to that for fence design in Section 3.2.
The strategy of the algorithm for computing pull plans is based on reducing
uncertainty. We call a set of possible orientations of the part a state of the part.
The goal is to ®nd basic actions which map a state of the part onto a state of
smaller cardinality. By concatenating such basic actions we aim to ®nally reach a
state corresponding to a single orientation of P .
The algorithm we propose is based on a graph search. We encode states of the
®nger as nodes of a graph, and a directed edge between a pair of nodes if there
exists a pull direction which maps the state of the former onto the latter. From
the monotonicity of the pull functions it follows that we do not need a node
for every set of possible orientations of P . We can suf®ce with nodes for every
interval of possible orientations of P . Hence, we have O(n2) nodes, one for each
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pairs of stable vertices of P . Theorem 3.5 shows that there exists a graph of size
O(n3) in which a shortest path corresponds to a shortest pull plan.
We construct the graph in a similar way as the graph for fence design, which
is rather simple. In the graph, each node with interval [vi, vj ], has just one
(outgoing) edge to the set of nodes with intervals that have a common left
endpoint vi′ . This outgoing edge connects the former node to the node vi′ , vj′ ,
reachable by a single pull action from vi, such that the corresponding interval of
orientations, [σi′ , σj′ ], is minimized in length.
The shortest interval with left endpoint σi′ is derived by a pull direction which
maps vi onto lvi(vi′). From this observation, the construction of the graph
follows automatically. We align the interval with the left environment of the
reachable orientations for a valid reorientation of the pull direction, and compute
the resulting interval after application of the pull function. Hence, computing all
outgoing edges for one node can be carried out in linear time.
A shortest path from the source to the sink of the graph corresponds to a
shortest pull plan to orient P . We can ®nd such a path in linear time in the size
of the graph, or report that no such path exists within the same time bound. The
next theorem summarizes this section.
Theorem 4.7 Let P be a convex polygonal part with n vertices. In O(n3) time we
can construct a pull plan which orients P , if such a plan exists. Otherwise, we can report
failure within the same time bound.
It is not hard to modify the output-sensitive algorithm for computing fence
designs to an output-sensitive algorithm for pull plans. The running time of the
resulting output-sensitive algorithm for pull plans is similar to the running time
of the output-sensitive algorithm for fence design. The problem is that in the
case of an arbitrary part, we do not know in advance whether a pull plan exists,
and we can only stop after extending the plan to Ω(n2) basic pull actions.
4.4 Arbitrary polygonal parts
In the case of an arbitrary polygonal part, the pull function needs no longer be
monotonic. Figure 4.10(a) shows an example of such a part. For pull direction pi,
the ordered sequence of stable vertices v1, v2, v3, v4 is mapped onto the sequence
σ3, σ2, σ1, σ2 (corresponding to vertices v3, v2, v1, v2) which is not ordered. This
observation has impact on both the completeness and the algorithmic complexity
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Figure 4.10 (a) A part with non-monotonic pull functions. (b) An unfeedable part.
of pulling non-convex parts. On the algorithmic side, we can no longer use our
graph based algorithm of Section 4.3.
Eppstein [40] presented a general algorithm for part feeders with non-monotonic
transfer functions. The algorithm outputs a plan, if such a plan exists, but is
not guaranteed to give the optimal plan in terms of its length. We can compute
a pull plan for an arbitrary polygonal part, if such a plan exists, by means of
Eppstein's algorithm for part feeders with non-monotonic transfer functions.
The algorithm runs in O(n6) time in our case, and is not guaranteed to give the
shortest pull plans. Eppstein showed that ®nding a shortest plan for a general
part feeder with non-monotonic transfer functions is NP-complete. It is an open
question whether his bound applies to pull plans, or to ®nd an algorithm for
computing a shortest pull plan that runs in polynomial time.
We can construct non-convex parts which cannot be fed by our ®nger. In
Figure 4.10(b) we show such an unfeedable part. The pull function for vertex v1
maps to σ1, or σ2. The pull function for vertex v2 maps to σ2 or σ1. The pull
function for vertex v3 maps to σ3 for any pull direction. Hence, if the part is in a
stable con®guration at v1 it will never be able reach an orientation corresponding
to v3 and vice versa. Hence there is no unique ®nal con®guration of the part that
can be reached from any initial con®guration.
4.5 Discussion
In this chapter we investigated the problem of sensorless part orientation
by sequences of inside-out pull actions. We showed that almost any convex
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polygonal part can be oriented by a sequence of pull actions. We presented
a polynomial-time algorithm for computing the shortest pull plan for a given
polygonal part, if such a plan exists. The structure of the algorithm yields
an O(n2) bound on the length of the shortest pull plan. We showed that for
asymmetric parts which have a unique vertex v∗ for which rv∗(v∗) (or −lv∗(v∗))
is maximal, the length of a pull plan is bounded by O(n). It remains an open
problem whether pull plans exist for parts that are not asymmetric, and whether
the bound on the length of a pull plan of O(n) is applicable to this class of parts.
In the case of several orientations v for which rv(v), or −lv(v)) is maximal, we
cannot apply Lemmas 2.5 and 2.6 to deal with them (as in the case of pushing),
because the pull function of one vertex is not a shifted version of the pull
function of another vertex.
The pull function for vertex v is computed from τv . It is not hard to see that the
pull function for a distinct vertex is not the simple shifted pull function of v. We
believe, however, that it is possible to derive a similar lemma for pull functions,
based on the geometry of P . Such a lemma would immediately show that any
part with distinct pull functions can be oriented, by repeatedly ®nding shorter
intervals of orientations.
The next step towards a stretching lemma for pull plans would be to show how
to get back on the track of the simple pull plan of Section 4.2 using a constant
number of basic pull actions. Again, we have to take into account the distinct
pull functions for the vertices of P . We conjecture that a stretching lemma for
pull plans exists. If the conjecture turns out to be false, it is an open problem
to characterise the clas of parts feedable by pulling. The structure of fence
designs for arbitrary parts can also be applied to generate pull plans, and will
most likely feed any part without rotational symmetry. There seem to be some
technicalities to adapt the case of the double cyclic push functions. Unfortunately,
such a strategy for pull plans would only prove completeness, and not a linear
upperbound on the length of the resulting plans.
We presented a graph based algorithm to compute pull plans. One can also opt
to use an output-sensitive algorithm to compute pull plans. The output-sensitive
algorithm maintains for each stable orientation σ of P , the shortest interval of
possible orientations that starts with σ after k basic actions. From an algorithmic
point of view, it is even more challenging to ®nd out whether we can suf®ce with
a greedy algorithm (which only maintains one interval of possible orientations
of P ) for computing pull plans, similar to Goldberg's algorithm for push
planning [45]. If such a strategy is justi®ed, we would get time bounds for pull
planning similar to the bounds for push planning, i.e. O(n2) if we can show that
pull plans have linear length, or O(n2 logn) otherwise [45].
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Although pathological polygons can be constructed that lead to push and pull
plans of length Ω(n), it turns out that the length of most plans remains far
below the worst-case length for push plans. Van der Stappen et al. [100] showed
that only O(1) actions are required for parts with non-zero eccentricity, i.e. with
non-square minimum-width bounding box. We expect that a similar analysis can
be carried out for pull plans.
In the case of arbitrary (not necessarily convex) parts, we are able to construct
parts that do not have monotonic transfer functions. We are even able to
construct parts that cannot be fed by a sequence of pull actions. Eppstein [40]
showed that ®nding a shortest plans is NP-complete for part feeders that have
general (non-monotonic) transfer functions. It is an open question whether we
can ®nd an algorithm for computing a shortest pull plan that runs in polynomial
time. Also, we still seek a geometrical characterization of parts that can be fed by
the ®nger.
If we extend inside-out pulling to inside-out grasping, we have to take into
account one extra degree of freedom of the device: the width of the gripper.
In the line of thought of this chapter, we would like to determine a discrete
subset of con®gurations, and a basic action which de®nes a transfer function for
the subset of con®gurations. A possible subset of con®gurations is the set of
con®gurations for which the width of the gripper is a local maximum. A way of
extending inside-out pulling to inside-out grasping is to de®ne the basic action
in which we ®rst pull the part with with a single ®nger, and subsequently extend
the gripper. Such a pull-squeeze action, similar to the push-squeeze action [45], is
perhaps the most straightforward extension of pull planning. Another way of
de®ning a basic action is to only allow the gripper to extend and reorient. Similar
to squeezing with a parallel jaw gripper, the ®rst step in analyzing this basic action
could be to consider the degenerate case in which both ®ngers of the gripper
touch the part simultaneously, and there is no pull phase. For any basic action
for inside-out grasping, we would like to show that the corresponding transfer
function is monotonic. Moreover, we would like to address completeness issues
and ®nd algorithms to design inside-out grasp plans.
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C H A P T E R 5
Pushing into the third
dimension
The drawback of the majority of the achievements in the ®eld of sensorless
orientation is that they only apply to ¯at, two-dimensional parts, or to parts where
the face the part rests on is known beforehand. In this chapter, we narrow the
gap between industrial feeders and the scienti®c work on sensorless orientation,
by introducing a feeder which orients three-dimensional parts up to symmetry.
This is the ®rst device which can be proven to correctly feed three-dimensional
parts. The device we use is a cylinder with plates tilted toward the interior of
Figure 5.1 The three-dimensional part feeder. Plates with fences mounted to a cylinder.
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the cylinder attached to the side. Across the plates, there are fences. The part
cascades down from plate to plate, and slides along the fences as it travels down
a plate. A picture of the feeder is given in Figure 5.1. The goal of this chapter is
to compute the set-up of plates and fences that is guaranteed to move a given
asymmetric polyhedral part towards a unique ®nal orientation. Such a set-up,
consisting of a sequence of plate slopes, and for each plate a sequence of fence
orientations is referred to as a (plate and fence) design.
When a part moves along a plate and touches a fence on it, it is in some sense
pushed from two different, orthogonal directions: the plate and the fence. This
motivates us to ®rst study the arti®cial problem of pushing in three-dimensional
space. Here, the part is assumed to ¯oat in the air while we push it from two
orthogonal directions. We show that a three-dimensional polyhedral part P can
be oriented up to symmetry by a (particular) sequence of push actions, a push
plan, of length O(n2), where n is the number of vertices of P . Furthermore, we
give an O(n3 logn) time algorithm to compute such a push plan. We show how
to transform this three-dimensional push plan to a three-dimensional design for
the plates and fences. The resulting design consists of O(n3) plates and fences,
and can be computed in O(n4 logn) time.
The chapter is organized as follows. We ®rst discuss the device we use to orient
parts, introduce the corresponding pushing jaw, and study the behavior of a
part being pushed in Section 5.1. We then show, in Section 5.2, that the jaw can
orient any given polyhedral part up to symmetry. In Section 5.3 we show how
to compute a sequence of push actions to orient a given part. In Section 5.4 we
show how the results for the generic jaw carry over to the cylinder with plates
and fences. In Section 5.5, we conclude and pose several open problems.
5.1 Pushing parts
A polyhedral part in three-dimensional space has three rotational degrees of
freedom. There are numerous ways to represent orientations and rotations of
objects in the three-dimensional world. We assume that a ®xed reference frame
is attached to P . We denote the orientation of P relative to this reference frame
by σ = (φ, ψ, θ), where (φ, ψ) are the polar coordinates of a point on the sphere
of directions, and θ the roll, which is a rotation about the ray emanating from
origin, intersecting (φ, ψ). See Figure 5.2 for a picture. This representation will
be shown to be appropriate considering the rotational behavior of the part as
it aligns to our feeder. We discuss our feeder in Section 5.1.1. The rotational
behavior of P in contact with the feeder is discussed in Section 5.1.2.
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Figure 5.2 The rotation is speci¦ed by a point (φ, ψ) on the sphere of directions, and a rotation θ
about the vector through this point.
5.1.1 Modeling the feeder
A part in three-dimensional space can have in®nitely many orientations. The
device we use to orient this part discretizes the set of possible orientations of the
part. The feeder consists of a series of bent plates along which the part cascades
down. Across a plate, there are fences which brush against the part as it slides
down the plate. A picture of a part sliding down a plate is given in Figure 5.3(a).
The plate on which the part slides discretizes the ®rst two degrees of freedom of
rotation of the part. A part in alignment with a plate retains one undiscretized
rotational degree of freedom. The rotation of the part is determined up to its
roll, i.e. the rotation about the axis perpendicular to the plate. The fences, which
are mounted across the plates, push the part from the side, and discretize the roll
of its rotation. We assume that P ®rst settles on the plate before it reaches the
fences which are mounted across the plate, and there is only rotation about the
roll axis as the fences brush the part.
We look at the push actions of the plates and the fences in a more general
setting. We generalize the cylindrical feeder by substituting the plate along which
the part slides by a plane on which the part rests. We substitute the fences by
an orthogonal second plane, which pushes the part from the side. We call the
planes the primary and secondary (pushing) plane, respectively. A picture of the
resulting jaw is given in Figure 5.3(b).
Since the planes can only touch P at its convex hull, we assume without loss of
generality that P is convex. We assume that the center-of-mass of P , denoted
by c, is inside the interior of P . Analogously to the cylindrical feeder, we assume
that only after P has aligned with the primary plane, we apply the secondary
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Figure 5.3 (a) A part sliding down a plate with fences. (b) The same part on the jaw.
plane. As the part rests on the primary plane, the secondary plane pushes P at
its orthogonal projection onto the primary plane. We assume that the feature
on which P rests retains contact with the primary plane as the secondary
plane touches P . We assume that for any equilibrium orientation, which is an
orientation for which P rests on the jaw (see Section 5.1.2 for a de®nition of
an equilibrium orientation), the projection of P onto the primary plane has no
(periodic) symmetry. We refer to a part with this property as being asymmetric.
In order to be able to approach the part from any direction, we make the
(obviously unrealistic) assumption that the part ¯oats in the air, and assume
that we can control some kind of gravitational ®eld which attracts the part in a
direction towards the jaw. Also, we assume that the part quasi-statically aligns
with the jaw, i.e. we ignore inertia. Studying this unrealistic situation is useful for
analyzing our feeder later.
In order to be able to determine a sequence of push directions that orients P ,
we need to understand the rotational behavior of P when pushed by the jaw. We
analyze this behavior below.
5.1.2 The push function
A basic action of the jaw consists of directing and applying the jaw. The result of a
basic action for a part in its reference orientation is given by the push function. The
push function$ : [0, 2pi)× [−pi/2, pi/2]× [0, 2pi)→ [0, 2pi)× [−pi/2, pi/2]× [0, 2pi)
maps a push direction of the jaw relative to P in its reference orientation onto
the orientation of P after alignment with the jaw. The orientation of P after a
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basic action for a different initial orientation than its reference orientation is
equal to the push function for the push direction plus the offset between the
reference and the actual initial orientation of P .
We dedicate the next three subsections to the discussion of the push function
for P in its reference orientation. As P aligns with the device, we identify two
subsequent stages; namely alignment with the primary plane, and alignment with
the secondary plane.
Since we assume that we apply the secondary plane only after the part has
aligned with the primary pushing plane, we shall separately discuss the rotational
behavior of the part during the two stages. In the next two subsections we discuss
the ®rst stage of alignment. The last subsection is devoted to the second stage of
alignment.
Alignment with the primary plane
The part P will start to rotate when pushed unless the normal to the primary
plane at the point of contact passes through the center-of-mass of P [66]. We
refer to the corresponding direction of the contact normal as an equilibrium
contact direction or orientation.
The contact direction of a supporting plane of P is uniquely de®ned as the
direction of the normal of the plane pointing into P . We study the radius function
of the part, in order to explain the alignment of P with the primary plane. The
radius function r : ([0, 2pi) × [−pi/2, pi/2]) → R+ maps a direction (φ, ψ) onto
the distance from c to the supporting plane of P with contact direction (φ, ψ).
We ®rst study the planar radius function for a planar part Pp with center-of-mass
cp. The planar radius function easily generalizes to the radius function for a
three-dimensional part. According to De®nition 2.1, the planar radius function
rp : [0, 2pi)→ R+ maps a direction θ onto the distance from c to the supporting
line of Pp with contact direction θ, see Figure 5.4(a). With the aid of elementary
trigonometry, we derive that the distance of c to the supporting line of Pp in
contact with a ®xed vertex v for contact direction θ equals the distance of c to
the intersection of the ray emanating from c in direction θ and the boundary
of the disc with diagonal (c, v). Combining the discs for all vertices of Pp gives
a geometric method to derive rp. The radius rp(θ) is the distance of c to an
intersection of the ray emanating from c in direction θ and the boundary of
a disc through a vertex of Pp. If there are multiple discs intersecting the ray,
rp(θ) equals the maximum of all distances from c to the intersection with any
discÐa smaller value would not de®ne the distance of a supporting line of P ,
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Figure 5.4 (a) The radius for contact direction θ. (b) The bold curves show the radius function for
a planar part P . The dots depict local minima, the circles local maxima of the radius
function.
but rather line intersecting P . In conclusion, rp(θ) equals the distance from c
to the intersection of the boundary of union of discs for each vertex of P with
the ray emanating from c in direction θ. In Figure 5.4(b), we show a planar part
with for each vertex v, the disc with diagonal (c, v). The boundary of the discs is
drawn in bold.
The three-dimensional generalization of a disc with diagonal (c, v) is a ball with
diagonal (c, v). The three-dimensional radius function r(φ, ψ) is the distance of
c to the intersection of the ray emanating from c in direction (φ, ψ) with the
union of the set of balls for each vertex of P . We call the boundary of the union
the radius terrain; it links every contact direction of the primary plane to a unique
distance to c.
The radius terrain contains maxima, minima, and saddle points. If the contact
direction of the primary plane corresponds to a local extremum, or saddle
point of the radius function, the part is at an equilibrium orientation, and the
contact direction of the primary plane remains unchanged. If, on the other hand,
the radius function of the part for a contact direction of the primary plane is
not a local extremum, or saddle point, the gravitational force will move the
center-of-mass closer to the primary plane, and the contact direction will change.
We assume that, in this case, the contact direction traces a path of steepest
descent in the radius terrain until it reaches an equilibrium contact direction. In
general, the part can pivot along different features of the part, as the contact
direction follows the path of steepest descent towards an equilibrium.
78
Different types of contact of the primary plane correspond to different features
of the radius terrain.
• The contact directions of the primary plane with a vertex of P de®ne a
(spherical) patch in the terrain.
• The contact directions of the primary plane with an edge of P de®ne an arc.
• The contact direction of the primary plane with a face of P de®nes a vertex.
In Figure 5.5, we show different types of contacts of P with the primary
plane. Figure 5.5(a) shows an equilibrium contact direction with the primary
plane in contact with vertex v1 of P . The contact direction corresponds to a
maximum in the radius terrain. Figure 5.5(b) shows a vertex contact which is
not an equilibrium. Figure 5.5(c) shows an equilibrium contact direction for
edge (v3, v4) of P . Figure 5.5(d) shows a non-equilibrium contact for edge
(v5, v6). In Figure 5.5(e) we see a degenerate non-equilibrium contact for edge
(v7, v8), which actually corresponds to a non-equilibrium vertex contact with the
primary plane in contact with vertex v8. The direction of steepest descent in the
radius terrain corresponds to a rotation about v8. Figure 5.5(f) shows a stable
equilibrium face contact. The contact direction corresponds to a local minimum
of the radius terrain. In Figure 5.5(g) we see a degenerate face contact which
corresponds to an edge contact for edge (v18, v19) of P . Figure 5.5(h) shows a
degenerate face contact which corresponds to a vertex contact for vertex v15.
The alignment of the part to the primary plane is a concatenation of simple
rotations, i.e. a rotation about a single vertex or edge. The path of a simple
rotation in the radius terrain is either a great arc on a balls with radial (c, v)
for a vertex of P , or a part of a intersection of two balls (c, v1), (c, v2) for two
vertices which is a part of the boundary of a disc. It is easy to see that the
projection of the arcs in the radius terrain of any of the simple rotations project
to great arcs on the sphere of directions. Hence, during a simple rotation, the
contact direction of the primary plane traces a great arc on the sphere of contact
directions. During each single stage of alignment, we assume that there is no
(instantaneous) rotation about the roll axis.
Computation of the roll after alignment with the primary plane
The mapping of Section 5.1.2 only tells us which feature of the part will be in
contact with the primary plane after rotation. It leaves the change in the part's
roll out of consideration. Nevertheless, we need to keep track of the roll as P
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Figure 5.5 Different contacts for the primary plane, with a projection of c onto the primary plane.
The primary plane is assumed at the bottom of the pictures.
aligns with the primary plane. We remember that the alignment with the primary
plane is a concatenation of simple rotations each corresponding to a great arc on
the sphere of contact directions of the primary plane.
With the aid of spherical trigonometry, it is possible to compute the change in roll
caused by a reorientation of the primary plane (prior to pushing). Subsequently,
we can compute the change in roll for a simple rotation of P . Since the alignment
of the part can be regarded as a concatenation of such simple rotations, we
obtain the ®nal roll by repeatedly applying the change in the roll of P for each
simple rotation in the alignment to the primary plane.
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Alignment with the secondary plane
Let us assume that P is in equilibrium contact with the primary plane. The
next step in the application of the jaw is a push operation of the secondary
(orthogonal) plane. The push action by the secondary plane changes the
orientation of the projection of P onto the primary plane. The application of the
secondary plane to the part can, therefore, be regarded as a push operation on
the two-dimensional orthogonal projection of P onto the primary plane.
The planar push function for a planar projection of P $proj : [0, 2pi)→ [0, 2pi) links
every orientation θ to the orientation $proj(θ) in which the part Pproj settles
after being pushed by a jaw with initial contact direction θ (relative to the frame
attached to Pproj). The rotation of the part due to pushing causes the contact
direction of the jaw to change. The ®nal orientation $proj(θ) of the part is the
contact direction of the jaw after the part has settled. The equilibrium push
directions are the ®xed points of $proj.
Summarizing, we can compute the orientation of P after application of the jaw.
In the next section, we shall show we can always orient P up to symmetry in the
push function by means of applications of the jaw.
5.2 Orienting a polyhedral part
We will show that any polyhedral part P can be oriented up to periodic symmetry
in the push functions of the projections of P onto the primary plane. The part P
has at most O(n) equilibria with respect to the primary plane, and any projection
of P onto the primary plane has O(n) vertices. Hence, the total number of
orientations of P compliant to the jaw is O(n2). Figure 5.6 shows an example of
a part with Ω(n2) possible orientations.
Lemma 5.1 A polyhedral part with n vertices has O(n2) stable orientations. This
bound is tight.
From the previous section, we know that the pushing jaw rotates P towards
one of its equilibrium orientations with respect to the primary plane, and the
secondary plane. Let us, for a moment, assume that the contact direction (φ, ψ)
of the primary plane is known.
We can now redirect and apply the secondary plane. We remember that we
assume that applying the secondary plane has no in¯uence on the contact
direction of the primary plane. Consequently, the rotations of the part, due to
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Figure 5.6 A part with (n2) equilibrium orientations. (a) Bottom view. (b) Side view.
applications of the secondary pushing plane, are fully captured by the planar
push function of the projection of the part onto the primary plane. Chen and
Ierardi [32] have shown that a two-dimensional part with m vertices can be
oriented up to (periodic) symmetry by means of planar push plan of length
O(m). Consequently, we can orient P in equilibrium contact with the primary
plane up to symmetry in the projection of the part onto the primary plane by
O(n) applications of the secondary plane.
Lemma 5.2 Let P be an asymmetric polyhedral part with n vertices. There exists
a plan of length O(n) that puts P into a given orientation (φ, ψ, θ) from any initial
orientation (φ, ψ, θ′).
We call the operation which orients P for a single equilibrium contact direction of
the primary plane (φ, ψ) COLLIDEROLLSSEQUENCE(φ, ψ). We can eliminate the
uncertainty in the roll for any equilibrium contact direction of the primary plane.
The initialization of the push plan that orients P reduces the number of possible
orientations to O(n) by a concatenation of COLLIDEROLLSSEQUENCE for all
equilibrium contact directions of P . Lemma 5.3 will give us a push operation to
further reduce the number of possible orientations.
Lemma 5.3 For every pair of orientations (φ, ψ, θ), and (φ′, ψ′, θ′) of a polyhedral
part there exist two antipodal reorientations of the primary plane which map these orienta-
tions onto (φ˜, ψ˜, θ˜) and (φ˜′, ψ˜′, θ˜′), such that φ˜ = φ˜′ and ψ˜ = ψ˜′.
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Figure 5.7 Two orientations on the sphere of directions. Their equator is dashed. A desired reorienta-
tion of the primary plane is dotted.
Proof: We will prove that there is a reorientation of the primary plane for
which the resulting contact directions of the primary plane for P in initial
orientation σ and σ′ are the same. We focus on the ®rst two parameters of the
orientations σ and σ′: (φ, ψ) and (φ′, ψ′) represent two points on the sphere
of directions. We want to ®nd a push direction that maps these two points
onto another point (φ′′, ψ′′). See Figure 5.7. Let E denote the great circle
consisting of all points equidistant to (φ, ψ) and (φ′, ψ′). E divides the sphere
of directions into a hemisphere containing (φ, ψ) and a hemisphere containing
(φ′, ψ′). Any reorientation of the primary plane maps (φ, ψ) and (φ′, ψ′) onto
contact directions which are equidistant to these original contact directions. Let
r denote the ray emanating from (φ, ψ), in the direction of θ, and r′ denote the
ray emanating from (φ′, ψ′) in the direction of θ′. Points on the rays (with equal
distance δ to the origins) correspond to a reorientation of the primary pushing
plane by (0, δ). Both rays intersect E. We aim for a push direction (φ, δ′), with
δ′ such that the the jaw touches P at an orientation in E. The component φ
of the push direction changes the direction of the rays emanating from (φ, ψ)
and (φ′, ψ′) to θ + φ and θ′ + φ resp. We will show that there is φ, such that for
both orientations the push direction touches the part at the same point. If their
®rst intersection with E is in the same point, we have found a push direction
which maps both orientations onto the same face. Since the orientations are
in different hemispheres, increasing φ will move the intersections of the rays
with E in opposite direction along E. This implies that there are two antipodal
reorientations of the primary plane where the intersections must pass. These
push directions correspond to push directions which map (φ, ψ), and (φ′, ψ′)
onto the same point. 2
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We call the basic operation which collides two orientations onto the same
equilibrium for the primary plane COLLIDEPRIMARYACTION. Combining
Lemma 5.2 and 5.3 leads to a construction of a push plan for a polyhedral part.
The following algorithm orients a polyhedral without symmetry in the planar
projections of P for equilibrium contact directions of the primary plane.
ORIENTPOLYHEDRON(P ):
. After initialization |Σ| = O(n)
1. while |Σ| > 1 do
2.1 pick (φ, ψ, θ), (φ′, ψ′, θ′) ∈ Σ
2.2 plan← COLLIDEPRIMARYACTION((φ, ψ, θ), (φ′, ψ′, θ′))
. Lemma 5.3;
. plan(φ, ψ, θ) = (φ′′, ψ′′, θ′′), and plan(φ′, ψ′, θ′) = (φ′′, ψ′′, θ′′′)
2.3 for all (φ˜, ψ˜, θ˜) ∈ Σ
2.3.1 (φ˜, ψ˜, θ˜)← plan(φ˜, ψ˜, θ˜).
2.4 plan← COLLIDEROLLSSEQUENCE(φ′′, ψ′′)
. Lemma 5.2
2.5 for all (φ˜, ψ˜, θ˜) ∈ Σ
2.5.1 (φ˜, ψ˜, θ˜)← plan(φ˜, ψ˜, θ˜).
The number of pushes used by this algorithm sums up to O(n2). Correctness
follows directly from Lemmas 5.2 and 5.3.
Theorem 5.4 Any asymmetric polyhedral part can be oriented by O(n2) push opera-
tions by two orthogonal planes.
5.3 Computing a push plan
In this section, we present an algorithm for computing a push plan for a
three-dimensional part. We know from Section 5.2 that such a plan always
exists for asymmetric parts. The push plans of Section 5.2 consist of two stages.
During the initialization stage of the algorithm we reduce the number of possible
orientations toO(n) different equilibrium contact directions of the primary plane
with a unique roll each. The initialization consists of O(n2) applications of the
secondary plane. In the second stage, we run algorithm ORIENTPOLYHEDRON
which repeatedly decreases the number of possible orientations of the part by
84
one, by means of a single application of the primary plane followed by O(n)
applications of the secondary plane, until one possible orientation remains.
Summing up, a push plan of Section 5.2 corresponds to O(n) applications of the
primary plane, and O(n2) applications of the secondary plane.
We maintain the O(n) different orientations which remain after the initialization
stage in an array. During the execution of the second stage, we update the entries
of the array. Hence, for each application of either of the two planes of the jaw,
we compute for O(n) orientations of the array the orientation after application
of the jaw.
In order to compute the orientation of P after application of the primary plane,
we need to be able to compute the path of steepest descent in the radius terrain.
In order to determine the orientation of P after application of the secondary
plane, we need to be able to compute the planar projection of P onto the primary
plane for stable orientations of P , and we need to compute planar push plans.
We start by discussing the computation of the path of steepest in the radius
terrain from the initial contact direction of the primary plane. The path is a
concatenation of great arcs on the sphere of contact directions of the primary
plane. Lemma 5.5 bounds the complexity of the radius terrain.
Lemma 5.5 Let P be a convex polyhedral part with n vertices. The complexity of the
radius terrain of P is O(n).
Proof: There exist bijections between the faces of P and the vertices of the radius
terrain, the vertices of P and the patches of the radius terrain, and the edges of
P and the edges of the radius terrain. Hence, the combinatorial complexity of
the radius terrain equals the combinatorial complexity of P , which is O(n). 2
In a piecewise-linear terrain with combinatorial complexity n, the complexity of a
path of steepest descent can consist of Ω(n2) pieces [9]. We shall show, however,
that a path of steepest descent in the radius terrain has complexity O(n).
Lemma 5.6 Let P be convex polyhedral part. A path of steepest descent in the radius
terrain of P has combinatorial complexity O(n).
Proof: A steepest-descent path in the radius terrain consist of simple sub-paths
connecting vertices and points on arcs. Thus, the complexity of the path depends
on the number of visits of vertices and crossings of arcs. We prove the theorem
by showing that the number of visits of a single vertex, and the number of
crossings of a single arc is bounded by a constant.
85
v1 v2
c
Figure 5.8 The path of steepest descent, crossing an edge of the radius terrain. The distance from
v1 to c is greater than the distance from v2 to c.
A vertex of the terrainÐwhich corresponds to a face contactÐcan be visited
only once. If the path crosses a vertex, the radius must be strictly decreasing.
Hence the path will never reach the height of the vertex again.
We shall show that the path crosses an arcÐwhich corresponds to an edge
contactÐof the terrain (from one patch to a neighboring patch) at most once.
Let us assume that the part is crossing the arc in the terrain which corresponds
to a contact of the primary plane to edge (v1, v2) of the part. Let us assume that
the path in the terrain ®rst travels through the patch of v1, and then through
the patch of v2. In this case, the part ®rst rotates about v1, until the edge
(v1, v2) reaches the primary plane. Instead of rotating about (v1, v2), the part
subsequently rotates about v2Ðthe primary plane immediately breaks contact
with v1. Since we assume that the center-of-mass follows the path of steepest
descend in the radius terrain, the primary plane can only break contact with v1
if the distance of v1 to c is greater than the distance of v2 to c. See Figure 5.8.
Hence for each arc crossing, the part pivots on a vertex with smaller distance to
c, and consequently crosses each arc at most once.
Since the number of arcs and vertices of the radius terrain is bounded by O(n),
the proof follows. 2
In order to compute the path of steepest descent, we need not compute the
radius terrain. It is suf®cient to use a decomposition of the sphere of contact
directionsÐof which the cells correspond to primary plane-vertex contactsÐ
together with the position of the corresponding vertices on the sphere. We
assume that P is given as a doubly-connected edge list. A doubly connected edge
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list consists of three arrays which contain the vertices, the edges, and the faces
of the part. We refer the reader to [10,84] for a detailed description, and [5] for a
discussion on the implementation of the doubly-connected edge list to represent
polyhedra. For our purposes, it suf®ces to know that the doubly-connected edge
list allows us to answer all relevant adjacency queries in constant time.
We compute the decomposition of the sphere of contact directions from the
doubly-connected edge list of P . We recall that the cells of the arrangement on
the sphere of contact directions correspond to plane-vertex contacts. For contact
directions at the boundary of a cells, the primary plane is in contact with at least
two vertices, and thus with an edge or face of P .
We use the aforementioned correspondence between the part and the arrange-
ment to ef®ciently compute the latter from the former. For each edge of the
part, we add an edge to the arrangement. The vertices of the edge correspond to
the contact directions of the primary plane at the faces of the part neighboring
the edge. These contact directions are computed in constant time from the
edge and a third vertex on the boundary of the face. The connectivity captured
by the representation of the part, easily carries over to the connectivity of
the arrangement. Hence, the computation of the doubly-connected edge list
representing the arrangement on the sphere of directions can be carried out in
O(n) time. With each cell of the arrangement, we store the corresponding vertex
of the part. Figure 5.9(a) shows the decomposition of the sphere of contact
directions for a cubic part.
In the example, each face, each edge, and each vertex of the cube has an
equilibrium contact direction of the primary plane. As a consequence, any
contact direction which corresponds to a face contact is an equilibrium contact
direction and the pivoting stops after a constant number of steps. In Figure 5.9(b),
we show the great arcs on the sphere of directions which correspond to the
simple rotations of the alignment of the part to the primary plane. Firstly, the
part rotates about vertex v1, until edge e1 reaches the primary plane. The part
continues to rotate about edge e1, until it ®nally reaches face f1.
In order to determine the orientation for a given initial contact direction, we
need to determine the contact vertex. In other words, we need to determine
which cell of the arrangement corresponds to the contact direction. It is not
hard to see that this can be accomplished in linear time, by walking through the
arrangement.
Lemma 5.7 Let P be a polyhedral part with n vertices in its reference orientation.
Let (φ˜, ψ˜) be a push direction of the primary plane. We can determine the orientation
(φ, ψ, θ) of the part after application of the primary plane in O(n) time.
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v1
f1
e1
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f1
Figure 5.9 (a) The decomposition of the sphere of directions (solid), together with the projection of
the part (dotted). (b) The face for which the primary plane is in contact with v1. The
arrows show the contact directions of the primary plane starting at squared the contact
point until the part settles on face f1.
Computing an orthogonal projection of P onto the primary plane can be
carried out in linear time per equilibrium by means of an algorithm of Ponce
et al. [83], which ®rst ®nds the leftmost vertex of the projection through linear
programming, and then traces the boundary of the projection.
The planar push function of a given projection can be computed in O(n) time
by checking its vertices. Querying the planar push function can be carried out in
O(log n) time by performing a binary search on the initial orientation.
Lemma 5.8 Let P be a polyhedral part with n vertices in equilibrium orientation
(φ, ψ, θ). Let θ˜ be a push direction of the secondary plane. We can determine the ori-
entation (φ, ψ, θ′) of the part after application of the secondary plane in O(logn) time.
For almost all parts, the computation of a planar push plan of linear length
can be done in O(n) time using an algorithm due to Chen and Ierardi [32].
They have shown that there are pathological parts for which they only give
an O(n2) algorithm for computing a push plan. So, the best upper bound on
the running time to compute COLLIDEROLLSSEQUENCE for O(n) projections
of P is O(n3). It remains open whether a polyhedral part can have Ω(n2)
pathological projections, or to improve the bound on the running time in
another way. Computing the push direction of the primary plane which maps
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two different faces onto the same equilibrium with respect to the primary plane
(COLLIDEPRIMARYACTION) can be done in constant time.
Summarizing, the total cost of computing the reorientations of the jaw takes
O(n2) time. The cost of the necessary maintenance of O(n) possible orientations
of P is the sum of O(n2) updates for applications of the secondary plane which
take O(n log n) time each, and O(n) updates for applications of the primary
plane, which take O(n2) maintenance time each. Theorem 5.9 gives the main
result of this section.
Theorem 5.9 A push plan of length O(n2) for an symmetric polyhedral part with n
vertices can be computed in O(n3 log n) time.
5.4 Plates with fences
In this section we will use the results from the preceding sections to determine
a design for the feeder consisting of tilted plates with curved tips, each carrying
a sequence of fences. The motion of the part effectively turns the role of the
plates into the role of the primary pushing plane, and the role of the fences into
the role of the secondary pushing plane. We assume that the part quasi-statically
aligns to the next plate, similar to the alignment with the primary plane of the
generic jaw. Also, we assume that the contact direction of the plate does not
change as the fences brush the part, i.e. the part does not tumble over.
The fact that the direction of the push, i.e., the normal at the fence, must have a
non-zero component in the direction opposite to the motion of the part, which
is pulled down by gravity, imposes a restriction on successive push directions
of the secondary plane. Fence design can be regarded as ®nding a constrained
sequence of push directions. The additional constraints make fence design in the
plane considerably more dif®cult than orientation by a pushing jaw.
As the part moves towards the end of a plate, the curved end of the plate causes
the feature on which the part rests to align with the vertical axis, while retaining
the roll of the part. When the part leaves the plate, the next plate can only push
the part from below. This draws restrictions on the possible reorientations of
the primary plane, in the model with the generic three-dimensional jaw (see
Figure 5.10).
From careful analysis, it follows that the reorientation of the primary plane is
within (−pi, 0) × (0, pi) when the last fence of the last plate was a left fence.
Similarly, for a last right fence, the reorientation of the primary plane is within
(0, pi)× (0, pi).
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(0, pi)
(−pi, 0)
Figure 5.10 The next plate can only touch the lower half of the part.
Theorem 3.6 shows us that it is possible to orient a planar polygonal part (hence
a polyhedral part resting on a ®xed face) using O(n2) fences. The optimal fence
design can be computed in O(n3) time.
The gravitational force restricts our possible orientations of the primary plane in
the general framework. Fortunately, Lemma 5.3 gives us two antipodal possible
reorientations of the primary plane. It is not hard to see that one of these
reorientations is in the reachable hemisphere of reorientations of the push
direction of the primary plane for two succesive plates.
This implies we can still ®nd a fence and plate design, which consists of O(n3)
push operations.
Theorem 5.10 An asymmetric polyhedral part can be oriented using O(n3) fences and
plates. We can compute the design in O(n4 logn) time.
5.5 Discussion
We have shown that sensorless orientation of an asymmetric polyhedral part
by a sequence of push actions by a jaw consisting of two orthogonal planes is
possible. We have shown that the length of the sequence of actions is O(n2) for
polyhedral parts with n vertices, and that such a sequence can be determined in
O(n3 logn) time.
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We have proposed a three-dimensional generalization of conveyor belts with
fences [15]. This generalization consists of a sequence of tilted plates with curved
tips, each carrying a sequence of fences. A part slides along the fences of a
plate to reach the curved tip where it slides off onto the next plate. Under the
assumptions that the motion of the part between two plates is quasi-static and
that a part does not tumble from one face onto another during its slide along one
plate, we can compute a set-up of O(n3) plates and fences in O(n4 logn) time
that will orient a given part with n vertices. (As in the two-dimensional instance
of fence design, the computation of such a set-up boils down to the computation
of a constrained sequence of push actions.)
Our aim in this chapter has been to gain insight into the complexity of sensorless
orientation of three-dimensional parts rather than to create a perfect model
of the behaviour of pushed (or sliding) and falling parts. Nevertheless, we can
relax some of the assumptions in this chapter. First of all, in a practical setting,
a part which rests on a vertex or edge rather than on a stable face, will most
likely change its contact direction with the primary plane if it is pushed from the
side. Hence, we want to restrict ourselves to orientations of P which have stable
equilibrium contact directions of the primary plane. After the ®rst application
of the jaw, it might be the case that P is in one of its unstable rather than stable
equilibria. A suf®ciently small reorientation of the jaw in an appropriate direction,
followed by a second application of the jaw, will move the part towards a stable
orientation though, allowing us to start from stable orientations only.
The computation of the reorientation of the primary plane results in two
candidate reorientations. Although extremely unlikely, these reorientations could
both correspond to unstable equilibrium contact directions. As mentioned, in a
practical situation one wants to avoid such push directions. It is an open question
whether there exist parts which can not be oriented without such unstable
contact directions.
Our approach works for parts which have asymmetric projections onto the
primary plane for all equilibrium contact directions of primary plane. It is an
open problem to exactly classify parts that cannot be fed by the jaw.
It is interesting to see how the ideas of this chapter can be extended to other
feeders such as the parallel jaw gripper, which ®rst orients a three-dimensional
part in the plane, and subsequently drops it onto another orientation. Rao et
al. [88] show how to compute contact directions for a parallel jaw gripper to
move a three-dimensional part from a known orientation to another one. We
want to see if this method generalizes to sensorless reorientation.
The algorithm presented in this chapter generates push plans of quadratic, and
plate and fence designs of cubic length. It remains to be shown whether this
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bound is asymptotically tight. Also, it is interesting to ®nd an algorithm which
computes the shortest push plan that orients a given part. Such an algorithm
would need to decompose the space of possible reorientations of the jaw for P in
its reference orientation into regions which map onto different ®nal orientations
of P . This requires a proper algebraic formulation of the push function, and
a costly computation of the corresponding arrangement in the space of push
directions. In contrast to the planar push function, the three-dimensional push
function is not a monotonic transfer function. Eppstein [40] showed that, for
general part feeders with non-monotonic transfer functions, ®nding a shortest
plan is NP-complete. It is an open question whether we can ®nd an algorithm
for computing a shortest plan for the generic jaw that runs in polynomial time.
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C H A P T E R 6
Traps for vibratory
bowl feeders
The oldest and still most common approach to automated feeding is the vibratory
bowl feeder. It consists of a bowl ®lled with parts surrounded by a helical metal
track [21, 22]. The bowl and track undergo an asymmetric helical vibration
that causes parts to move up the track, where they encounter a sequence of
mechanical devices such as wiper blades, grooves and traps. Most of these
devices are ®lters that serve to reject (force back to the bottom of the bowl)
parts in all orientations except for the desired one. Thus, a stream of oriented
µ
A trap in the track
The railing
Direction of motion Rejected partfalls back into
the bowl
Figure 6.1 Vibratory bowl feeder track [22].
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parts emerges at the top after successfully running the gauntlet. In this chapter,
we present a framework to ®lter polygonal parts on a track using traps. A trap is
described by removing polygonal sections from the track. A picture of a section
of the feeder track is given in Figure 6.1. The parts move from the right to the
left on the feeder track. Parts in undesired orientations fall back into the bowl,
other orientations remain supported.
Speci®c to vibratory bowls, researchers have used simulation [11, 53, 69],
heuristics [58], and genetic algorithms [35] to design traps. Perhaps closest in
spirit to our work is M. Caine's PhD thesis [28] which develops geometric
analysis tools to help designers by rendering the con®guration-space for a given
combination of part, trap, and obstacle. Caine also gives some heuristics to
design feeder track features.
This chapter reports on algorithms that design traps with the feeding property.
To the extent of our knowledge, no research in systematic algorithmic design of
vibratory bowl feeders has been previously conducted.
This chapter is organized as follows. In Section 6.1 we give a geometric model
of the bowl feeder; this model is the basis for our algorithms. In Section 6.2 we
analyse whether a part in a given orientation will safely move across the trap,
or will be ®ltered out and fall back into the bowl. For a polygonal part with n
vertices and a polygonal trap with m vertices, the resulting algorithm runs in
O(n2m logn) time. This can be improved to O((n+m) log n) time if the part and
the trap are convex. In Section 6.3 we give algorithms for designing traps in the
feeder track. We construct, for example, a gap, which is a rectilinear interruption
of the track. Given the geometry of the part, we compute in O(n2 log n) time
how long the gap should be to establish a feeder. This bound is reduced to
O(n2) for convex parts. We also consider other trap shapes: the balcony, the
canyon, the slot, and conclude with a general approach for designing arbitrary
polygonal traps. Several algorithms of this chapter have been implemented, and
the resulting traps have been succesfully tested in an experimental setup, as will
be shown in Section 6.4 . We conclude this chapter in Section 6.5.
6.1 Geometric Modeling
In this section we discuss the geometric properties of the bowl feeder. We address
the problem in the plane. Throughout this chapter, P denotes a 2-dimensional
polygonal part. The 2-dimensional polygonal trap in the track is denoted by T .
The number of vertices of P is denoted by n. The number of vertices of T is
denoted by m. The part has a center-of-mass c, which lies inside the convex
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hull of the part. At c, a ®xed coordinate frame is attached, which identi®es the
zero orientation of the part. The track is slightly tilted towards the railing so the
part remains in contact with the railing as it moves along the railing. The radius
function, which is de®ned in De®nition 2.1, for the part characterizes the stable
orientations of the part against the railing [45]. Each stable orientation of P
corresponds to a local minimum in the radius function. The stable orientations of
a part can easily be computed in linear time from the description of the part [66].
The orientation of a part is identi®ed by the angle between the reference frame
and the y-axis. In our model, the possible orientation of the part is restricted to
O(n) different, stable orientations.
In reality, the part is mobile, and slides across a stationary trap in the positive
x-direction. It is, however, easier to describe the solutions by viewing the part as
stationary, and slide the trap underneath the part (which is obviously equivalent).
We assume that the railing of the track is aligned with the x-axis. Throughout the
motion of the trap, c is on the y-axis at a ®xed distance cy from the railing, and
the part's orientation does not change.
All ®gures in this chapterhave the railing is coincident with the horizontal axis,
and the trap is supposed to move in the negative x-direction. The railing is
depicted at the bottom of the ®gures (see e.g. Figure 6.2).
A placement of the trap, i.e., its horizontal displacement, is denoted by a single
value, q. We denote the set of points of the plane covered by trap T at placement
q by T (q). The supported area of the part above a trap at placement q is
S(q) = P − int(T (q)).
We de®ne how to decide whether a part above a trap in a given placement will
fall into the bowl or remain safely on the track. The following de®nition states
that a part is safe if there are three points in P surrounding the center-of-mass
that are supported.
De®nition 6.1 Let P be a part with center-of-mass c. Let T be a trap. The part P
is safe above the trap at placement q if and only if there exists a triangle ∆t1,t2,t3 with
c ∈ ∆t1,t2,t3 , and t1, t2, t3 ∈ S(q). Otherwise, the part is unsafe.
The following lemmas give us easy ways to decide whether the part is safe or not.
Lemma 6.2 P above T (q) is safe if and only if c ∈ CH(S(q)).
Proof: (⇒) Let P be safe. There is a triangle ∆t1,t2,t3 , with t1, t2, t3 ∈ S(q), and
c ∈ ∆. Clearly, t1, t2, t3 ∈ CH(S(q)), and, consequently, we have c ∈ CH(S(q)).
(⇐) c ∈ CH(S(q)). We construct a triangle by computing a triangulation of
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CH(S(q)). Clearly there is one triangle in the triangulation which contains c.
Furthermore, the vertices of CH(S(q)) are in S(q). 2
Lemma 6.3 P above T (q) is safe if and only if there is no line ` through c with
CH(S(q)) in the open half plane de®ned by `.
Proof: Follows immediately from the previous lemma, because c ∈ CH(S(q)). 2
A critical placement of the trap is a placement where c lies on the boundary of
CH(S(q)). It follows from Lemma 6.3 that a critical placement can also be
characterized by a line through c which touches the boundary of CH(S(q)), that
bounds a half place containing S(q). The following lemma gives a third way to
characterize a critical placement.
Lemma 6.4 Let P be a part above a trap T (q). Let c be not in the interior of
CH(S(q)). Let ρl and ρr be two rays emanating from c. Let the left side of ρl be
tangent to CH(S(q)) and let the right side of ρr be tangent to CH(S(q)). The place-
ment of T is critical if and only if the angle between ρl and ρr is pi, or c is a vertex of
CH(S(q)).
Since c lies in the interior of P , we note that if T is convex, c never is a vertex
of CH(S(q)). Figure 6.2 depicts a safe part and a trap together with the convex
hull of the supported surface. The notion of safeness gives us a tool to formalize
whether a part in a given orientation will survive a given trap.
De®nition 6.5 Let P be a part with center-of-mass c in a given orientation. Let T be
a trap. The part P is fed if for all placements q, P is save above T (q). Otherwise, P is
rejected.
A trap T has a critical shape for orientation σ, if T feeds P in orientation σ, and T
has at least one critical placement.
The ultimate goal is to ®nd a trap which will feed only one of the possible
orientations of P . A trap with this property is said to have the feeding property [2].
6.2 Analyzing a trap
In this section, we analyse the safeness of a part above a given trap. In the ®rst
subsection, we discuss the general case of a polygonal part above a moving
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P T (q) P T (q′)
`
c c
Figure 6.2 The part P and its center-of-mass c above a trap T at different placements q and q′.
Placement q corresponds to a unsafe placement. Placement q′ is safe. CH(S(q)) and
CH(S(q′)) are shaded. The half plane, bounded by line ` through c, which contains
CH(S(q)) is depicted as well.
polygonal trap. In the second subsection, we give an algorithm with an improved
running time, that only deals with convex parts and traps.
6.2.1 Arbitrary polygonal traps and parts
In this section we discuss how to test an orientation of a polygonal part against
a polygonal trap in the track. From Section 6.1 we know that there are at most
O(n) different possible orientations for the part on the track. We consider one of
these O(n) stable orientations of the part. We answer the question whether P in
this speci®c orientation is fed or rejected. We ®rst give a general algorithm which
solves the problem in O(n2m log n) time. Then, we give an improved algorithm
which works for convex parts and convex traps, and solves the problem in
O((n+m) log n) time.
To determine whether a part will survive a given trap, we sweep the trap
underneath the part and check if safeness is retained during the sweep.
Lemma 6.3 gives us the idea of the algorithm. Namely, we check whether at any
moment during the sweep all points of the convex hull of the supported area are
in an open half plane through c. If this is not the case, the part is safe.
We distinguish three types of vertices in the arrangement of the two possibly
intersecting polygons T and P : the vertices of P , the vertices of T and the
vertices due to the intersections of an edge of P and an edge of T .
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Figure 6.3 The part P and its center-of-mass c above a trap T at placement q. The extremal rays
are drawn for all edges of P . For edge e, φ−e (q) and φ+e(q) are shown.
The convex hull CH(S(q)) is equal to the convex hull of a subset of these
vertices. Recall that S(q) = P − int(T (q)). The vertices of P can only contribute
to CH(S(q)) if they are not in T . The trap T does not contribute to CH(S(q)),
but we have to take into account the intersection points of edges of P and T . In
general, it is not necessary to take into account every intersection between edges
of T and edges of P . It is suf®cient, by de®nition of the convex hull, to only use
the (at most) two outermost intersections of each edge of the part.
We compute, for each edge e of the part, the angles of a rays emanating from c
through the edge's left- and rightmost point of support during the sweepÐfor
vertical edges, we compute these angles for the lowest and highest point of
support. We call these rays extremal rays. We are interested whether there is a
half-plane bounded by a line through c which contains all the extremal rays. In
other words, whether at any time during the sweep, there is a single angular
interval greater than pi, containing no rays. In the following, we ®rst analyze
the complexity of the motions of the rays during the sweep, and then give an
algorithm to answer the question of safeness.
The de®ning features of T and P of these extremal points change during the
sweep of the trap. We de®ne ray-angle functions φ−e and φ+e . These functions give
a mapping from the amount of shift of the trap, to the angles of extremal rays,
see Figure 6.3. An edge e need not be supported at all times during the sweep.
Hence, these functions are only partially de®ned. However, since an edge of P
intersects with at most O(m) different features of T , each leading to at most a
constant complexity curved part of one of the functions, the total combinatorial
complexity of φ−e and φ+e is O(m).
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Now consider a graph of all ray-angle functions of all edges of P in the
(x, φ)-plane. Here, an x-value corresponds to the amount of shift of the trap. A
vertical line in the graph, i.e. a line with a ®xed x-value intersects O(n) functions.
If the distance between two function values is greater than pi for some x, then
the part is unsafe at the corresponding position of the trap, and hence rejected.
We check this condition using a frequently used geometric technique called a
sweep line algorithm. We sweep a vertical line ` across the graph in the (x, φ)-plane.
While we do so, we keep track of the ray-angle functions intersecting `. The
description of the ray-angle functions intersecting the sweep line is called the
status of the sweep line. For details on sweep line algorithms, we refer to the book
of De Berg et al. [10].
During the sweep, the status needs to be updated at speci®c values of x. The
values at which we update the status of ` are called events. First, there are events
for x-values at which there is an endpoint of a segment of a ray-angle function,
since at these values a ray-angle function must be inserted into or removed from
the status structure. Also, there are events when two ray-angle functions change
order. Finally, there are events at which two neighboring ray-angle functions have
distance pi.
When we process an event, we ®rst check which type of event we are dealing
with. If the event is due to two neighboring ray-angle functions becoming pi
apart, we check whether the two functions are indeed still neighboring. In this
case, the part is unsafe, and we reject it. An event due to a begin- or endpoint of
a ray-angle function segment forces insertion or deletion of a ray-angle function
in the status structure. The last kind of event raises the need to update the order
of the values of the ray-angle functions in the status structure. From the changes
in the status structure, we compute new events.
The reader might have noticed that it can occur that, due to an update of the
status structure, the events which correspond to two rays which make an angle
of pi become invalid. We do not remove them from the set of upcoming events,
but we recheck, as mentioned before, the validity of these events at the moment
they are processed.
In our case, the status structure is implemented as balanced binary tree storing
the order in which the ray-angle functions are intersected by the sweep line. Since
there areO(n) ray-angle functions present in the intersection with the sweep line,
the updates and checks take O(log n) time. The events are stored in a priority
queue. For adjacent functions, we compute their intersections, and the x-value
for which they are pi apart, and enqueue these events.
There are O(n) partially de®ned ray-angle functions of combinatorial complexity
O(m). Each pair of ray-angle functions intersect at most O(m) times. Thus each
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pair of ray-angle functions introduces O(m) events. There are O(n2) pairs of
ray-angle functions. Hence, the total number of events is bounded by O(n2m).
Theorem 6.6 Let P be a polygonal part with n vertices, and T be a polygonal trap
with m vertices. We can report whether P is rejected or fed in O(n2m log n) time.
6.2.2 Convex traps and parts
In the case of a convex part and a convex trap the problem can be solved more
ef®ciently. In this section we give three lemmas which result in anO((n+m) log n)
algorithm for this case. First, it is shown that the vertices resulting from the
intersecting edges of the part and the trap are suf®cient to compute safeness of
the part. Lemma 6.7 shows that we no longer need to consider the supported
area of the part outside the trap, but we can con®ne with S(q) ∩ T (q). Secondly,
Lemma 6.8 and 6.9 show that there are only few events, and moreover these
events can be processed ef®ciently, leading to the faster algorithm.
Lemma 6.7 Let P be a convex part with center-of-mass c at the origin, and T (q)
be a convex trap at placement q. P is safe if and only if c is in the convex hull of the
vertices of S(q) ∩ T (q) or c /∈ T (q).
Proof: (⇒) Trivial.
(⇐) We elaborate on the case that c ∈ CH(S(q)) ∩ T (q), because if c /∈ T (q) the
part is evidently safe. We will show that CH(S(q) ∩ T (q)) = CH(S(q)) ∩ T (q).
We prove this by contradiction. Let us assume that there is a point p in
CH(S(q)) ∩ T (q) which is not in CH(S(q) ∩ T (q)). This point is in CH(S(q)).
Consequently, there are two points p′ and p′′ in S(q), such that p lies on the edge
p′, p′′. Furthermore, p′ and p′′ have to lie outside CH(S(q)) ∩ T , since otherwise
p is in CH(S(q)) ∩ T (q) also. But, since P is convex, any point on this edge
is contained in P , and the intersection points of p′, p′′ with the boundary of
CH(S(q)) ∩ T (q) are evidence for p to lie inside CH(S(q)) ∩ T (q). 2
We restrict ourselves to the part of the motion when c ∈ T (q), which is a
necessary condition for unsafeness of the part. We maintain rays emanating from
c, intersecting the vertices of CH(S(q) ∩ T (q)), and check whether the angular
distance between any pair of neigboring rays remains smaller than pi. We shall
not explicitly construct the graph of ray-angle functions, but rather maintain the
ordered set of vertices which are intersected by the rays.
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T (q)
P
Figure 6.4 The four possible events types.
We need events for each q at which the ordered set of vertices of CH(S(q) ∩
T (q)) changes combinatorially. The set could change due to appearance of
disappearance of vertices from S(q)∩T (q), or when three vertices of S(q)∩T (q)
become collinear. The following lemma tells us that any event will coincide with
a edge-vertex crossing of P and T (q).
Lemma 6.8 The combinatorial structure of CH(S(q) ∩ T (q)) only changes when a
vertex of T (q) move across an edge of P , or an edge of T (q) moves across a vertex of P .
Proof: Suppose that the combinatorial description of CH(S(q) ∩ T (q)) changes
when there is no vertex-edge crossing. Clearly, no intersection point of P
and T (q) appears or disappears. Thus, the combinatorial change is due to the
collinearity of the three moving intersection points, v1, v2 and v3. These three
points move along three edges of T , e1, e2 and e3. Consequently, there has to be
a line intersecting a convex shape through three edges, which is impossible. This
completes the proof by contradiction. 2
Hence, there are four possible events where we need to update the combinatorial
description of CH(S(q) ∩ T (q)) (see Figure 6.4).
1. An edge of T (q) moves across a vertex of P , introducing or deleting a vertex
of CH(S(q) ∩ T (q)).
2. A vertex of T (q) moves across an edge of P , introducing or deleting a vertex
of CH(S(q) ∩ T (q)).
3. An edge of T (q) moves across a vertex of P , changing the de®ning edges of
a vertex.
4. An edge of T (q) moves across an edge of P , changing the de®ning edges of
a vertex.
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Figure 6.5 An illustration of Case 1 of the proof of Lemma 6.9.
Lemma 6.9 The events require each a constant complexity update of CH(S(q)∩T (q)).
Proof: The convex hull before the event is denoted by CH(S(q) ∩ T (q)), and
after the event by CH(S(q′) ∩ T (q′)).
Case 1. Let v denote the vertex appearing or disappearing from the boundary of
CH(S(q) ∩ T (q)). Let us assume that v appears on the boundary of the convex
hull. The other case is similar. We show that CH(S(q) ∩ T (q)) changes locally,
i.e. an edge (v1, v2) changes into two edges (v1, v) and (v, v2). Suppose on the
contrary, that some of the vertices from the boundary of CH(S(q) ∩ T (q)) do
not appear on the boundary of CH(S(q′) ∩ T (q′)), because they are covered by
v (Figure 6.5). Let va, v, vb be the neighboring vertices on CH(S(q′) ∩ T (q′)),
after insertion of v. Vertices covered by v are vertices inside the triangle va, v, vb.
Let vc be a covered vertex. Recall that the vertices of CH(S(q) ∩ T (q)), as well
as the vertices of CH(S(q′) ∩ T (q′)) are on the boundary of T (q), resp T (q′), so
va, vb, vc, and v, are on the boundary of a convex polygon. But, vc lies in the
interior of the triangle va, v, vb, therefore vc cannot exist and it follows that the
transition from CH(S(q) ∩ T (q)) to CH(S(q′) ∩ T (q′)) is indeed local.
Case 2. A vertex of CH(S(q) ∩ T (q)) is split into two vertices, or two vertices
merge. This is a local change.
Case 3 and 4. The edges de®ning a vertex change. The direction of the motion of
the vertex changes, but the trajectory remains continuous. This is a local change
as well. 2
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By appropriately storing the ordered set of vertices of the convex hull, we can
locate the place where the update is necessary in logarithmic time. Hence, the
events can be handled in logarithmic time. After preprocessing, we know at
which placements of the trap, edges of the trap coincide with vertices of the part
and vice versa. Therefore, maintaining the convex hull requires O((n+m) log n)
time.
During the motion of the trap, c always has the same distance to the railing.
Therefore, at any moment during the motion, there are only two edges of
CH(S(q)∩T (q)) that c can possibly cross. The intersecting edges of the trap and
the part de®ning these edges might change, though. Every time the description
of a relevant edge changes, a new event is generated for the placement at
which the center-of-mass will cross the new edge. This is accomplished without
increasing the asymptotic running time. From the motion of the center-of-mass,
and the motion of the relevant edges we derive placements of the trap at which
the center-of-mass leaves the convex hull. We add these placements as extra
events. We handle such events as follows. We ®rst check whether the event is still
valid, by checking the relevance of the edge associated with the event. If so, we
report rejection of the part, otherwise, we discard the event. This gives no extra
overhead to the algorithm. The following theorem summarizes the result.
Theorem 6.10 Let P be a convex polygonal part and let T be a convex polygonal
trap. We can report whether P is rejected or fed by T in O((n+m) log n) time.
6.3 Design of traps
In this section, we discuss the design of traps. Given a particular part and a
collection of traps (e.g. all rectangular traps) the goals is to ®nd a trap in the
collection that satisfy the feeder property, i.e. that allow the part to be fed in
only one orientation. We start with various collections of rectilinear traps in
Sections 6.3.1 through 6.3.4 with increasing numbers of degrees of freedom and
conclude with arbitrary polygonal traps in Section 6.3.5.
Figure 6.6 shows a picture of the rectilinear traps we shall present in the next four
subsections; balconies, gaps, canyons, and slots. Each with the parameters that
de®ne them. The goal of these subsections is to ®nd values for these parameters
such that the shape of the resulting trap rejects every orientation of the part,
except one.
Clearly, a trap which is entirely contained in another trap will feed all orientations
of the latter, and possibly more. For a general pair of traps, on the contrary, neither
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Figure 6.6 The four rectilinear traps of this section: (a) a balcony; (b) a gap; (c) a canyon; and (d) a
slot. The thick lines at the bottom of the pictures depict the railing. The line at the top
depicts the edge of the track at the inside of the bowl. The traps are dashed.
the ®rst trap need to be contained in the other, nor vice versa. Consequently, it
is hard to order different traps based on the rejection or feedability of traps.
We can, however, for a given orientation σ of P , subdivide the parameter space
of all possible trap shapes into shapes that feed P in orientation σ, and shapes
that reject P in orientation σ.
On the boundaries of the different regions of the subdivision, we ®nd critical
trap shapes, which feed the part, but have critical placementsÐonly slightly
enlarging such a critical trap shape will turn the critical placement into an unsafe
placement, turning the trap into a trap that rejects the part. Combining the
subdivisions of the trap shapes for different orientations will, on its turn, lead to
trap shapes for which only one orientation is fed.
6.3.1 Balconies
A balcony is an interruption of the upper part of the supporting area of the
track. The lower boundary, el, of this interruption is parallel to the railing. The
starting and closing edges of the interruption, es, and ec are orthogonal to the
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railing. The length of the interruption exceeds the diameter of the part, so that
the part can impossibly simultaneously intersect es and ec. A balcony shape is
given by the balcony width, µ, which is the distance between el and the railing (see
Figure 6.6(a)).
We assume that the part is in a ®xed stable orientation, so one of its convex
hull edges is aligned with the railing. We want to identify a critical balcony. If
we start decreasing the balcony width µ from the width of the track to zero,
then initially the trap will move across the part without causing the part to fall
through. At a certain balcony width the part will not survive the balcony, and this
clearly remains to be the case for smaller balcony widths. We refer to the smallest
balcony width for which the part survives as the critical balcony width for this
orientation of the part. If the critical balcony width µ of one stable orientation σ
is smaller than the critical balcony widths of all other stable orientations then a
balcony of width slightly larger than µ (but smaller than all other critical balcony
widths) will reject all stable orientations but σ. Hence, this balcony width has the
feeding property.
In the following, we show that the critical balcony width for orientation σ
corresponds to the distance of the center-of-mass c to the railing. We denote by
H , the half plane extending downward from el. We observe that P ∩H ⊆ S(q)
for any placement q of T . Equality holds for placements for which P is between
es and ec. The part in orientation σ is fed by T if and only if P is safe for
all placements of T . Since P ∩ H ⊆ S(q) for any placement q of T , P is fed
if and only if P is safe for placements q of T for which P is between es and
ec, and P ∩ H = S(q). Consequently, by Lemma 6.2, P is fed if and only if
c ∈ CH(P ∩H).
A balcony T for which the width µ equals the distance of c to the railing for P
in orientation σ has c on the boundary of CH(P ∩H). Thus, placements q of
T for which P is between es and ec have c on the boundary of CH(S(q)) are
critical placements, but still feed P in orientation σ. The distance of c to the
railing equals the radius of P in direction σ. Therefore, the critical balcony width
for P in orientation σ is δ(σ).
Summarizing, there exists a balcony with the feeder property if the open interval
between the two smallest radii of all stable orientations of P is non-empty,
i.e. there is a unique orientation for which the radius is minimal. Since we can
compute all radii of P in linear time [66], we can determine the balcony widths
which have the feeder property in linear time as well.
Theorem 6.11 In O(n) time we can design a balcony with the feeding property for a
polygonal part with n vertices, or report that no such balcony exists.
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Proof: The stable orientations and radii corresponding to these orientations
of P are computed in linear time. If there is a unique orientation for which
the radius is minimal, the feeder is constructed using a balcony slightly higher
than this minimum radius. Otherwise, we will always end up with two or more
orientations. 2
Note that the railing of the track always touches the part at the convex hull.
Therefore, the given analysis holds for both convex and non-convex parts. The
only parts we cannot feed with a balcony are parts for which the minimal radius is
not unique. We might also use a balcony at the other side of the track, facing the
railing. This `reverse' balcony can be used to select part orientations with a radius
greater than the width of the reverse balcony. The combination of a balcony and
a reverse balcony in succession on the feeder track is very powerful. Actually, we
can select any radius ρ, by ®rst rejecting orientations with radii greater than ρ,
and then rejecting orientations with radii smaller than ρ. So only parts for which
each radius occurs more than once cannot be handled in this way.
6.3.2 Gaps
A gap is an interruption of the supporting area that spans the entire width of
the track. Both its boundaries are perpendicular to the railing. The shape of a
gap can thus be characterized solely by the distance γ between these two parallel
boundaries. We shall refer to this distance as the gap length (see Figure 6.6(b)).
We again assume that the part is in a ®xed stable orientation, so one of its convex
hull edges is aligned with the railing. We want to identify a critical gap. If we start
increasing the gap length γ from zero to in®nity, then initially the trap will move
across the part without causing the part to fall through. At a certain gap length
the part will not survive the gap, and this clearly remains to be the case for all
larger gap lengths. We refer to the largest gap length for which the part survives
as the critical gap length for this orientation of the part. If the critical gap length γ
of one stable orientation σ is larger than the critical gap lengths of all other stable
orientations then a gap of length slightly smaller than γ (but larger than all other
critical gap lengths) will reject all stable orientations but σ. Hence this gap length
has the feeder property. If the largest critical gap length does not correspond to
a unique orientation of the part, then there is no gap that can reject all but one
orientation of the part, and there exists no gap with the feeding property.
The part is safe if and only if there is a supported triangle around the center-
of-mass. This implies that, when the part is unsafe, the supported area of the
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Figure 6.7 The types of unsafe placements. CH(S(q)) is grey. (a) The supports are to the left of the
center-of-mass. (b) The supports are to the right of the center-of-mass. (c) The supports
are in a half-plane below the center-of-mass. (d) The supports are in a half-plane above
the center-of-mass.
part is contained in a half-plane that does not contain the center-of-mass. We
distinguish two different types of unsafe, or critical, placements of the part:
1. The supported area of the part is intersected by at most one edge of the gap.
2. The supported area of the part is intersected by both edges of the gap.
In the ®rst type of unsafe placements, the part is only supported to the left (or
the right) of the vertical axis through the center-of-mass. For the second type of
unsafe placements, the supports are contained in a half-plane below (or above)
the center-of-mass. The corresponding critical placements also have supports on
a line through the center-of-mass. In Figure 6.7, four types of unsafe placements
are given.
The critical gap length for a stable orientation σ equals the smallest gap length
associated with the critical placements of the trap of the two types. The ®rst type
of placement does not exist as long as the length of the gap does not exceed the
radii of the part in the direction σ − pi/2 and σ + pi/2. Clearly, if one of these
radii is less than the gap length, then the part will fall either forward or backward.
Thus, the critical gap length is at most min{radius(σ − pi/2), radius(σ + pi/2)}.
It is a bit harder to compute the shortest gap length for which the second type
of placement does not occur.
We start by investigating how the supports of the part can be contained in
a half-plane below the center-of-mass (the case for the supports above the
center-of-mass is similar). Lemma 6.4 is the base for our analysis throughout
the rest of this section. We let ρl and ρr, be two rays emanating from the
center-of-mass c, such that S(q) is tangent to the left side of ρl, and the right side
of ρr . Figure 6.8 shows a part at a critical placement of the gap that is supported
by two sides of the gap.
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Figure 6.8 A critical placement of the gap for the part. ρl and ρr are rays emanating from c,
touching CH(S(q)) on either side.
The supported area of the part now consists of two regions, one to the left of the
gap, and one to the right of the gap. The center-of-mass is in the gap. The widest
gap length for which these two regions exist is the gap length which exactly spans
the part, supporting the left- and rightmost pieces of the part. Unless c is on the
line through the outermost vertices of P , this gap length will not correspond to
a critical placementÐρl and ρr will make an angle unequal pi, and the part will
be unsupported.
Concludingly, we will have to narrow the gap, until we reach a critical placement,
i.e. until the angle between the two rays emanating from c make an angle of pi.
We de®ne a function φl, which links γl to the angle of ρl with the positive vertical
axis. The function φr is de®ned similarly. Intuitively, moving the left edge of
the gap towards c, makes the angle of the left ray with the vertical axis smaller,
and moving the rightmost edge of the gap towards c, will make the angle of the
right ray with the vertical axis smaller. We search for the combination of both
motions, for which the rays emanating from c eventually make an angle of pi.
In the following, we shall validate the intuition, and show how to compute the
different gap lengths which correspond to critical placements.
An important ®rst observation is that ρl will always touch CH(S(q)) at the top.
Hence, only the points of P with the maximum y-value for each x-value are
important. The union of these points is called the upper envelope of the part. The
upper envelope can be computed in O(n log n) time, using an algorithm for
computing the upper envelope of line segments by Hershberger [51].
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Figure 6.9 The angle of ρl with the vertical axis for a given γl. The upper tangent envelope of the
part is dashed.
The second observation is that supported points of P for γl are also supported
for γ′l with γ′l < γl. Hence, the supported area to the left of c only increases as γl
decreases, and consequently, φl is monotonic.
From the two observations, it follows that a geometric representation of φl can
be computed in two stages. First, we compute the upper envelope of P . Second,
we transform the upper envelope into a shape for which the value of ρl(γl)
coincides with the intersection of the vertical line at distance γl from the vertical
axis. We call this shape the upper tangent envelope.
The upper tangent envelope for the left side of P can be incrementally
constructed traversing the vertices of the upper hull of P from left to right. We
start the traversal at the leftmost vertex v1 of P . The upper tangent envelope is
given by the line segment (v1, c).
As we travel along a vertex vi, there are two possibilities to augment the upper
tangent envelope. We consider the line segment (vi−1, vi). If the segment lies
(partially) above the upper tangent envelope computed so far, we add two
segments to the upper tangent envelope: the segment of (vi−1, vi) above the
upper tangent envelope, and (vi, c). Otherwise, we discard vi. We stop at the
arti®cial vertex at the intersection of the vertical axis (through c) and P .
The upper tangent envelope is a representation of φl and φr . The value of φl(γl)
is given by the angle of the ray emanating from c to the intersection of the vertical
line at distance γl from the vertical axis.
The next step is to ®nd all values of γl and γr for which |φl(γl) − φr(γr)| = pi.
We start with γl at v1, and ®nd the value of γr for which |φl(γl)− φr(γr)| = pi.
We decrease the value of γl, while maintaining |φl(γl) − φr(γr)| = pi. From
the monotonicity of φl and φr it follows that, doing this, γr never needs to be
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decreased. Hence, we can in a single traversal of the edges of the left side of the
upper tangent envelope, ®nd corresponding edges of the right side of the tangent
envelope for which there are values γl and γr with critical placements of the trap.
Using elementary trigonometry, we compute for each discovered pair of edges
the minimal gap length for which there is a critical placement. Altogether, this
takes linear time in the complexity of the upper tangent envelope.
Lemma 6.12 For any orientation of the part, the critical gap length can be computed in
O(n log n) time.
Theorem 6.13 In O(n2 log n) time we can design a gap with the feeding property for
a polygonal part with n vertices, or report that no such gap exists.
Proof: The stable orientations of P are computed in O(n) time. For each stable
orientation we compute the critical gap length. If the minimum of the critical
gap length corresponds to a unique orientation, the feeder is constructed using
the minimum critical gap length. Otherwise, we will always end up with two or
more orientations. 2
If the part is convex, the upper tangent envelope of the upper hull of the part
is simply the boundary of the part. This allows for a faster computation of the
feeder gap length. The critical gap length of a given orientation can now be
computed in linear time.
Theorem 6.14 In O(n2) time we can design a gap with the feeding property for a
polygonal part with n vertices, or report that no such gap exists.
Proof: The stable orientations of P are computed in linear time. For each stable
orientation we compute the critical gap length. If the minimum if the critical
gap lengths is unique, the feeder is constructed using the minimum critical gap
length. Otherwise, we will always end up with two or more orientations. 2
6.3.3 Canyons
A canyon is a rectangular interruption of the supporting area of the track. The
lower and upper boundary, el and eu, of this interruption are parallel to the
railing. The starting and closing boundary, es and ec, of the interruption are
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orthogonal to the railing. The length of the interruption exceeds the diameter of
the part. Hence, there is no placement q of a canyon for which both es and ec
intersect S(q) (see Figure 6.6(c)).
We assume that the part is in a ®xed stable orientation, and seek for critical
canyons. To this end, we characterize unsafe and critical placements of a canyon.
The following lemma allows us to restrict ourselves to placements q of the
canyon for which es and ec do not intersect S(q).
Lemma 6.15 Let P be part. Let T be a canyon. Suppose there is an unsafe placement
q of T , with (es ∪ ec) ∩ S(q) 6= ∅. There exists an unsafe placement q′ of T with
(es ∪ ec) ∩ S(q′) = ∅.
Proof: We suppose without loss of generality that el ∩ S(q) 6= ∅. Let Su(q)
denote the area of S(q) above eu, Sl(q) denote the area of S(q) below el, and
Sc(q) the area of S(q) between es and ec. The canyon is longer than the length
diameter of the part, so there exists a placement q′ for which P lies between es
and ec, and clearly (es ∪ ec)∩ S(q′) 6= ∅. S(q′) = (Su(q)∪ Sl(q)) ⊂ S(q). Hence,
any triangle that certi®es the safeness of P at placement q′ of T also exists in
S(q), and consequently certi®es the safeness at placement q. This implies, by
assumption that when P is unsafe at q, P is unsafe at placement q′ of T as well. 2
A consequence of Lemma 6.15 is that a canyon can be characterized by
distances µ and ν of respectively the lower and upper boundary from the
railing. Moreover, a critical canyon is characterized by a critical placement q with
(es ∪ ec) ∩ S(q) = ∅. In the remainder of this section we focus on placements
q with (es ∪ ec) ∩ S(q) = ∅. We distinguish two types of unsafe, or critical,
placements.
1. The supported area of the part is intersected by at most one edge of the
canyon.
2. The supported area of the part is intersected by both edges of the canyon.
In the ®rst type of unsafe placements, the part is only supported above the
(or below) a horizontal line through the center-of-mass. For the second type
of unsafe placements, the supports are contained in a half-plane to the left (or
the right) the center-of-mass. The corresponding critical placements also have
supports on a line through the center-of-mass.
We denote the height of P in orientation σ by h. Recall that the y-coordinate of
c is denoted by cy . The ®rst type of unsafe placements exists when µ = 0 and
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Figure 6.10 A critical placement q for the depicted part. ρl and ρr are rays emanating from c,
touching CH(S(q)) on either side.
ν > cy , or when µ < cy and ν > h. It is a bit harder to compute the second type
of critical placements, but they might exist when 0 ≤ cy ≤ ν ≤ h.
We suppose that S(q) lies in a half plane to the right of c (the other case is
similar). We derive the dependency between µ and ν in a way which is rather
similar to the discussion in Section 6.3.2.
The supported area of the part, S(q) consists of two regions. One region is
above the canyon, and the other is below the canyon. We let ρl and ρr, be two
rays emanating from the c, such that S(q) is tangent to the left side of ρl, and the
right side of ρr . The canyon is at a critical placement if the angle between ρl and
ρr is pi. This situation is depicted in Figure 6.10.
We de®ne two functions, φl and φr, which link µ to the angle of ρl with the
horizontal axis, and link ν to angle of ρr with the horizontal axis. We make two
observations which will shortly lead to a graphical representation of φl and φr .
Firstly, we observe that ρl and ρr always touch CH(S(q)) at one of a leftmost
point for any y-value. Secondly, we observe that the supported area of the part
only increases as we increase µÐcausing ρl to rotate in clockwise directionÐor
decrease νÐcausing ρr to rotate in counterclockwise direction.
Hence, φl and φr are monotonic and their representation is given by the left
tangent envelope of the part. The left tangent envelope can be computed in
O(n log n) time, similar to the upper tangent envelope of Section 6.3.2.
The next step is to derive the dependency of ν on µ from the left tangent
envelope. We start with µ = 0, and compute ν for which |φl(µ) − φr(ν)| = pi.
Next, we increase µ while maintaining the collinearity of the rays. From the
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Figure 6.11 (a) The border of a single orientation. (b) The graph of borders of multiple orientations.
monotonicity of φl and φr it follows that we never have to decrease ν in this
proces. We ®nd a linear number of pairs of edges of the left tangent envelope
which are simultaneously intersected by the two rays. For every pair of edges, we
can compute the dependency between µ and ν, using elementary trigonometry.
We gathered every combination of µ and ν for all critical placements of a canyon
for a part in a given orientation. The next step is to combine the combinations for
every orientation and select the combinations which only feed one orientation.
To ®nd pairs (µ, ν) which satisfy the feeding property, we draw a graph of all
critical canyon shapes (µ, ν) for every orientation of P . The graph consists
of O(n) curved segments per stable orientation of the part. The segments are
connected and the relation between µ and ν is monotonic. We call a connected
sequence of these segments a border. We draw the border for all possible
orientations in the (µ, ν)-plane of all possible canyon shapes.
The border for an orientation σ divides the (µ, ν)-plane into a feeding and a
rejecting region for σ. We recall that from the monotonicity of φl, and φr it
follows that a canyon (µ, ν) that does not have a critical placement for P in
orientation σ rejects P in orientation σ if there is a critical placement of a canyon
(µ′, ν′), with µ ≥ µ′ and ν ≥ ν′. The canyon (µ, ν) feeds P in orientation σ
otherwise. Hence, in the graph, the area above the border of σ correspond to
canyons that reject P in orientation σ, and the area below the border to canyons
that feed P in orientation σ.
Our ultimate goal is to get a pair (µ, ν) that has the feeding property, i.e. the
corresponding canyon feeds only one orientation of the part. A valid pair of
(µ, ν) must lie above the border of all but one orientations of the part.
113
The computation of pairs that have the feeding property can be carried out by
®rst ®nding the uppermost points of all borders in the graph, and then ®nding the
one but uppermost points of all borders. In Figure 6.11 a picture of the border
of a single orientation, and the intersecting borders of multiple orientations is
depicted. The shape that follows the uppermost points of the graph is called the
graph's upper envelope, as the reader might recollect. We compute the upper
envelope by means of an algorithm of Hershberger [51] which computes the
upper envelope of a set of segments that intersect pairwise at most k times. The
combinatorial complexity of the upper envelope is Θ(λk+2(n2)), where λs(n2)
is the maximum length of a Davenport-Schinzel sequence of order s on n2
symbols (see e.g. [95]). The algorithm of Hershberger runs in O(λk+1(n2) log n)
time. After having computed the upper envelope, we strip the upper envelope
from the graph, and run the algorithm of Hershberger again to ®nd the one but
uppermost points. In our case, each pair of segments intersect at most twice.
Since λ3(n2) = n2α(n), where α(n) is the extremely slowly growing inverse
Ackermann function, we obtain the following theorem.
Theorem 6.16 In O(n2α(n) log n) time we can design a canyon with the feeding
property for a polygonal part with n vertices, or report that no such canyon exists.
In the convex case, the running time remains the same, since the ®nal step which
computes the upper envelope dominates the running time of our algorithm.
6.3.4 Slots
A slot is a rectangular interruption of the supporting area of the track. The lower
and upper boundary, el and eu, of this interruption are parallel to the railing.
The starting and closing boundary, es and ec, of the interruption are orthogonal
to the railing. The distances of the lower and upper boundary from the railing,
are speci®ed by µ and ν respectively. The length of the interruption is γ (see
Figure 6.6(d)).
The strategy to determine critical placements of the part is a combination of
the approach of Section 6.3.2 and 6.3.3. We distinguish two types of unsafe, or
critical, placements.
1. The supported area of the part is intersected by at most one edge of the slot.
2. The supported area of the part is intersected by more than one edge of the
slot.
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Figure 6.12 A critical slot shape for the depicted part. Parameters γ and µ establish a critical place-
ment certi¦ed by the rays. Increasing ν still yields a critical slot shape.
In order to characterize the critical placements of a slot, we recall Lemma 6.4.
A slot T is at a critical placement q if there are two rays emanating from c in
opposite direction, which are both tangent to CH(S(q)).
Since only two rays determine a critical placement, two edges of the slot are
suf®cient to determine a critical placement. Consequently, at most two out of
three of the parameters which describe a slot are necessary to describe a critical
slot. In other words, each critical slot has at least one parameter which is `free',
i.e. there is at least one parameter which can be varied without affecting the
criticality of the slot shape. Figure 6.12 shows a critical slot shape with free
parameter ν; increasing ν still yields a critical slot shape.
A slot shape is given by the triple (µ, ν, γ). We embed the space of all slot shapes
in R3 and generalize the idea of a 2-dimensional graph of borders in R2 from
Section 6.3.3 to surfaces of critical slot shapes in R3. This collection of surfaces
subdivides the space of all slot shapes into regions of feeding and rejecting slots.
The computation of critical slot shapes for P in orientation σ is rather similar
to the computation of the critical gap lengths, or canyon shapes of the previous
sections. For any pair of boundary edges of the slot, we determine the relation
between the angle of collinear rays touching CH(S(q)), and the corresponding
slot parameters. This results in a collection of O(n) critical surfaces in the space
of slot shapes.
We brie¯y discuss an algorithm which computes the resulting subdivision of R3.
For each orientation there are O(n) surfaces of constant algebraic complexity.
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Thus the arrangement consists of O(n2) surfaces in a 3-dimensional space. We
can compute sample points of the cells in the subdivision, using an algorithm by
Basu et al. [8]. This algorithm also computes at which side of the surfaces the
sample points are located, hence we can determine which orientations are fed,
and which orientations are rejected for any sample point. Lemma 6.17 gives the
computation time and the number of points computed by their algorithm.
Lemma 6.17 [8] Let P = {P1, . . . , Pξ} a set of surfaces of constant algebraic
degree d in Rl. Then there exists an algorithm that outputs sample points of all semi-
algebraically connected components induced by the set P . The complexity of the algorithm is
bounded by ξl+1dO(l).
In our case l = 3 and ξ = n2. Hence, in O(n8) time we can compute
representatives covering all combinatorially different slot shapes. For each
representative, we test whether it has the feeding property. If there does not exist
such a representative, there is no slot shape that has the feeding property. The
following theorem summarizes the result of this section.
Theorem 6.18 In O(n8) time we can design a slot with the feeding property for a
polygonal part with n vertices, or report that no such slot exists.
The running time of the algorithm of this section can most likely be improved.
The main goal of the presentation of the slot feeder is, however, to give an
introduction to computing trap shapes from subdivisions of higher dimensional
trap shape spaces. In the next section, we shall compute traps with an arbitrary
number of degrees of freedom.
6.3.5 Arbitrary polygonal traps
In this section we will show how to design a general trap. Our goal here is not to
provide an optimal algorithm, but to give a general framework.
The proposed general trap is a polygon with k vertices. The position of each
vertex of the polygon is speci®ed by two parameters. This implies that a general
polygon can be speci®ed by 2k parameters.
The problem of this section is as follows. Let P be a polygonal part and let k
be an integer. Design a polygonal trap with k vertices such that P is rejected by
the trap in all but one stable orientation, as the trap moves across P . Like in
the previous sections, we construct a subdivision of the space of possible trap
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railing
Figure 6.13 An arbitrary polygonal trap. The position of the vertices are parameterized.
shapes. Since a trap shape is determined by 2k parameters, the trap shape space
in this section is R2k. The computations which lead to a subdivision of the trap
shape space will be carried out in a larger dimensional space. More speci®cally,
the computations will be carried out in an Euclidean space which is spanned by
the 2k parameters of the trap: the position of the part and the (x, y)-plane.
We compute surfaces which correspond to critical placements of the trap. We
follow an approach which is related to robot motion planning, using a cell
decomposition. We refer the reader to Latombe's book [56] for an overview
of robot motion planning, and to the paper of Schwartz and Sharir [94] on
a solution to the general motion planning problem, using an arrangement of
higher-dimensional, algebraic surfaces.
Our approach to compute the safe placements of the part uses Tarski sets, which
are semi-algebraic sets. For ease of presentation, we again describe the problem
as if the part will remain stationary during the motion, and the trap moves across
the part.
We shall denote the trap, speci®ed by a 2k-dimensional vector τ ∈ R2k, at position
q ∈ R, by Tτ (q). Let Λint(Tτ (q))(·) be the de®ning formula of the translated trap
in R2 × R2k, i.e. Λint(Tτ (q))(v), v ∈ R2 is true if and only if v ∈ int(Tτ (q)). Let
ΛP (·) be the de®ning formula of the part in R2, i.e. ΛP (v), v ∈ R2 is true if and
only if v ∈ P . We assume that ΛP (·) and Λint(Tτ (q))(·) are semi-algebraic sets.
The intersection of the part and the supporting area of the track, P − int(T (q))
is denoted by the following Tarski set S1.
S1 = {(v, τ, q) ∈ R2k+3 | ΛP (v) ∧ ¬Λint(Tτ (q))(v)}.
117
To determine the safe placements of the part, we take points of S1, and
interpolate between points with the same q and s, i.e. we construct the convex
hull of the supported area of the part in the direction of the plane for each trap
size and trap position. This leads to the set
S2 = {(v, τ, q) ∈ R2k+3 | ∃v′ ∈ R2∃v′′ ∈ R2∃i ∈ [0, 1] :
v = iv′ + (1− i)v′′∧
(v′, τ, q) ∈ S1 ∧ (v′′, τ, q) ∈ S1}.
Remember that a placement is safe, if its center-of-mass is inside the convex hull
of the supported area of the part. The safe trap shapes in R2k are the shapes for
which there exist no unsafe placement of the trap. A few easy transformations
transform the set S2 into a lower-dimensional arrangement which captures the
safeness of the part. The only portion of the arrangement that is of interest is the
portion which corresponds to the center-of-mass of P . Therefore, we intersect
S2 with the (2k + 1)-dimensional space corresponding to the position of the
center-of-mass. This results in
S3 = {(τ, q) ∈ R2k+1 | (c, τ, q) ∈ S2}.
If, during the motion, the center-of-mass is not supported at some placement,
the part is rejected. Therefore, we project the complement of the arrangement,
onto R2k, obtaining
S4 = {τ ∈ R2k | ∃s ∈ [0, 1] : (τ, q) /∈ S3}.
We now have a description of a subdivision of the trap shape space R2k for a
single stable orientation into fed and rejected cells. For each orientation of the
part, we compute this arrangement. The next step is to merge them different S4
arrangements, and ®nd a cell for which all but one orientation is rejected. Let us
denote S4 for orientation i by S4(i). In the remainder of this section, we discuss
how to compute a trap which only feeds the ®rst stable orientation of the part,
and reject all other orientations of the part, if such a trap shape exists. Repeating
this procedure for the other orientations completes our extensive search for a
feeder. Possible trap shapes which feed the ®rst orientation are given by
S5 = {τ ∈ S4(1) | ∀o ∈ [2, . . . ,m] : τ /∈ S4(o′)}.
Note that o is not a real algebraic variable, and its universal quanti®er represents
an ordinary for-loop. Unfortunately, the remaining quanti®ers found in the
expansion of S4(i) are harder to deal with.
To be able to eliminate these quanti®ers, we ®rst transform S5 into an equivalent
sentence with the quanti®ers to the left. This is standard procedure and can
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be found in e.g. the book of Mishra [71]. We denote the resulting formula by
S. Traditionally, elimination of the quanti®ers in S can be done by Collins'
decomposition [36] which is a (doubly) exponential algorithm in the number
of vertices of the trap. The output of Collins' algorithm are the cells in the
arrangement in R2k of any dimension.
We can improve the running time of the quanti®er elimination algorithm, using
recent techniques from real algebraic geometry. For a survey, we refer the reader
to Heintz et al. [50], the book of Mishra [71], and a paper by Chazelle [30]. For a
comprehensive introductory discussion to the results cited in the following, we
refer to the thesis of Basu [6].
We observe several interesting properties of our formula S. Although the number
of free variables of S is only bounded by O(k)Ðthe number of vertices of the
trapÐthe number of quanti®ed variables is bounded by a constant. Also, the
degree d of the polynomials in S is bounded by a constant.
If we would settle for only the semi-algebraic description of the surfaces (without
decomposing the space of possible trap shapes into connected components),
we could use the recent algorithm of Basu [7], which bene®ts from the special
properties of our set S, and uses singly exponential time in our case. The
following lemma states that we can remove the quanti®ers from our formula S
by computing a set of surfaces which induces a ®ne subdivision of the trap shape
space which is equivalent to our formula S.
Lemma 6.19 [7] Let l and ω be constants, and P = {℘1, . . . , ℘ξ}, be as set of ξ
polynomials each of constant degree d, in l + κ variables, with coef®cients in a real closed
®eld R and
Φ(Y ) = (QωX [ω]) · · · (Q1X [1])F (℘1, . . . , ℘ξ),
a ®rst-order formula, where Qi ∈ {∀,∃}, Qi 6= Qi+1, Y = (Y1, . . . , Yκ) is a block of
κ free variables, X [i] is a block of a constant number of variables, and F (℘1, . . . ℘ξ)is a
quanti®er-free Boolean formula with atomic predicates of the form ℘i(Y,X [ω], . . . , X [1])
{<,>}0. Moreover, let every polynomial in P depend on at most a constant number of
the Yj 's.
Then, there exists an equivalent set of surfaces, Ψ(Y ) of size ξO(1)dO(κ)|F |, where |F |
is the length of the formula F . The algebraic degrees of the surfaces in Ψ(Y ) are bounded
by a constant.
In our case, ξ, and |F | are O(knm) = O(kn2), and κ is two times the number
parameters of the trap. Hence, there is a constant c, such that the output of
the algorithm of Basu is a quanti®er free formula of size O((kn)cdO(k)) and
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has constant degree polynomials. The algorithm uses O((kn)cdO(k)) arithmetic
operations. The polynomials in the quanti®er free formula represent surfaces of
constant degree in the trap shape space. The output of the algorithm is a set
of surfaces which subdivide the space of possible trap shapes into regions for
which the sets of rejected and fed orientations are ®xed.
From Lemma 6.17 it follows that we can compute sample points in every
connected component of the subdivision. We ®ll in the variables of Lemma 6.19.
From the number of surfaces, it follows ξ = O((kn)cdO(k)). The surfaces
are embedded in R2k, hence l = 2k. We conclude that we can compute
representatives covering all combinatorially different k-vertex trap shapes using
O((nk)O(k
2)) arithmetic operations. For each representative, we test whether
the resulting trap only feeds the ®rst orientation of P . If there does not exist
such a representative, there is no k-vertex polygon which only feeds the ®rst
orientation of P . Repeating the algorithm for each stable orientation of P yields
the following result.
Theorem 6.20 In O((nk)O(k2)) time we can design a polygonal trap with k vertices
with the feeding property for a polygonal part with n vertices, or report that no such trap
exists.
6.4 Experimental results
Some of our algorithms have been implemented and various traps have been
shown to work with the aid of a physical inline vibratory feeder. The traps were
designed by our algorithms and cut with a milling machine. The resulting feeder
successfully feeds a stream of parts. See Figure 6.14 for a picture of the feeder,
which was built by Cheung and Smith, U.C. Berkeley, CA, U.S.A. For more
information on the experiments, see [12].
6.5 Discussion
In this chapter, we have presented a geometric framework for the trap design
problem, and reported algorithms for the analysis and design of various traps for
polygonal parts moving across a feeder track. We are not aware of any previous
algorithms for the systematic design of vibratory bowl feeder traps.
Some of our algorithms have been implemented and various traps have been
shown to work, both in simulation and in practice [12]. Many open problems
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In this thesis, we did not try to immediately solve problems as they occur in
a practical environment, but rather build a solid foundation for part feeding
algorithms. It is, nevertheless, interesting to see how our algorithms perform in
experimental setups. We refer the reader to Section 6.4 for a picture of an in-line
vibratory feeder with traps that successfully feeds a stream of parts. The feeder
was built by Cheung and Smith, see also [12]. In his thesis, Wiegley [110] reports
the results of physical experiments with fences across a conveyor belt related to
Chapter 3 of this thesis. Also Rusaw et al. [93] report on empirical experiments
with fences in the presence of friction.
I hope this thesis will motivate researchers to further explore the ®eld of part
feeding, and robotic manipulation in general, from an algorithmic perspective.
This will hopefully lead to algorithmic solutions that will be applicable to
real-world devices.
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It might be the case, though, that the wanted pose of the part also starts to drop.
This is undesirable. Therefore, we have to adjust the vibration of the bowl in
such a way the we can shrink the trap again to a size which still has the property
that just one orientation is always safe, and the other orientations are always
rejected.
Using parametric searching in geometry [1, 33,57,70,96,103,104], we can design
an algorithm which computes the maximum possible growth factor of a convex
trap, which still assures that the wanted pose of a part is safe. This maximum
growth factor translates to the amount of sensitivity to uncertainty in the position
of the part for a speci®c trap. An algorithm based on parametric searching
would only lead to a minor increase in the running time of the algorithm which
test whether a speci®c orientation of P is fed or rejected. Although we did not
work out the details, we expect to ®nd an O((n + m) log3 n) time algorithm to
determine the maximum amount of vibration allowed such that P is fed in only
the desired orientation
In the future, we want to study the effects of combining multiple traps, and we
plan to deal with curved parts. Another interesting direction of research is the
extension to three-dimensional parts. Since three-dimensional parts easier get
stuck due to their heights, wider trap shapes might be needed to force rejected
parts to fall back into the bowl.
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C H A P T E R 7
Concluding remarks
We have focused on geometric algorithms for part feeding problem, i.e. the
problem of how to orient parts of the same geometry and feed them in a unique
orientation to a robot or other device. From a practical point of view, part feeding
is crucial for the throughput of an assembly line. Unfortunately, practitioners
who design and operate part feeders perform their tasks on a trial-and-error
basis, which is obviously time consuming and error prone.
Theoretical literature has focused on easy instances of the feeding problem, like
the problem of orienting a ¯at, two-dimensional polygonal, convex, part in a
world without friction and dynamics. In this simple abstraction of the real world,
some questions have been answered and some algorithms have been developed.
The beauty of the simpli®ed world is found in the clear link from part feeding
problems to problems in computational geometry. In this thesis we treated part
feeding from a computational geometric point of view. Our goal was to answer
basic questions which will hopefully later generalize into diverse directions: one
can extend results from polygonal to curved parts; from two-dimensional to
three-dimensional; from frictionless contacts to contacts with friction; from
quasi-static to dynamic motion, etc. Clearly, the solutions obtained are not of
direct practical interest. But they can indicate directions for solutions and, in
particular, show the potential possibilities and limitations of certain part feeding
devices in practice.
The work in this thesis concentrated on four different types of feeders. We
looked at rigid fences that brush against a part, thus reorienting it. We have been
able to give a positive answer to the previously open question of completeness
for fence design, and showed that polygonal parts can be realigned into a unique
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orientation this way. We have shown that polygonal parts with n vertices in
general position can be oriented by a sequence of O(n) fences. For other parts,
this bound is O(n2). Open is the question of extending fence design for curved
objects, and a tight bound on the number of fences needed in the design. We
have given the ®rst polynomial algorithm for computing fence designs. The
algorithm in this thesis improves the previously published result of Berretty et
al. [15]. Moreover, we have given a bound on the complexity of any part feeding
problem with monotonic transfer functions.
Motivated by the technique of inside-out grasping that is used in practice, we
considered a pulling ®nger which orients a planar part with elevated edges by
performing a sequence of pull operations. We have shown that convex polygonal
parts with n vertices in general position can be oriented by O(n) pull operations.
We have proven the existance of non-convex parts that cannot be fed by a
sequence of pull operations, showing the limitations of this approach in practice.
Open is the question of precisely characterizing the class of unfeedable parts,
and giving tight bounds on the length of the pull plan for feedable parts for
which the vertices are not in general position.
Most of the efforts in the area of theoretical research on part feeding have
focused on feeding two-dimensional parts. We have described the ®rst complete
method to feed a three-dimensional polyhedral part by a sequence of push
operations. We have shown that any polyhedral part for which the vertices are in
general position can be oriented by a sequence of plates and fences. We presented
a generic jaw consisting of two orthogonal planes to push three-dimensional
parts, and showed that we can orient an n-vertex part using O(n2) applications
of the generic jaw. The algorithm to compute a sequence of push operations
runs in O(n3 log n) time. Although far from a realistic device, the results show
potential use and can form the basis for further research in three-dimensional
part feeding.
A part feeder that is widely used in practice is the bowl feeder. The design of
bowl feeders is nowadays a practitioners' task. In literature results on simulation,
heuristics or genetic algorithms to design traps can be found. Also design-aid and
analysis tools have been reported. We gave algorithms to systematically design
traps in the track of the bowl feeder for planar parts. We touched questions in
the area of uncertainty in the shape or the position of the part. Open is the
question of extending these bowl feeder design algorithms to three dimensions,
and ®nding better algorithms in terms of ef®ciency. In practice, bowl feeders use
other gadgets besides traps to orient parts. Systematic design of these features
should be studied as well; especially when one wants to design bowl feeders to
feed three-dimensional parts that easily get stuck in traps.
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In this thesis, we did not try to immediately solve problems as they occur in
a practical environment, but rather build a solid foundation for part feeding
algorithms. It is, nevertheless, interesting to see how our algorithms perform in
experimental setups. We refer the reader to Section 6.4 for a picture of an in-line
vibratory feeder with traps that successfully feeds a stream of parts. The feeder
was built by Cheung and Smith, see also [12]. In his thesis, Wiegley [110] reports
the results of physical experiments with fences across a conveyor belt related to
Chapter 3 of this thesis. Also Rusaw et al. [93] report on empirical experiments
with fences in the presence of friction.
I hope this thesis will motivate researchers to further explore the ®eld of part
feeding, and robotic manipulation in general, from an algorithmic perspective.
This will hopefully lead to algorithmic solutions that will be applicable to
real-world devices.
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A P P E N D I X A
Fencedesigns for
arbitraryparts
In this appendix, we prove completeness of fence design for arbitrary polygonal
parts. The proof shows the details of the MOVE, SHIFT and REDUCE framework
for the three different classes of parts that are distinguished in Section 3.5.
A.1 Acyclic short environments
In this section, we show how to use the MOVE, SHIFT and REDUCE actions to
orient a part for which either the left or the right cycle of the stable equilibria is
|Σ|, and no left or right environment is longer than pi/2 in that cycle. Without
loss of generality, we may assume that the right cycle is |Σ|, and the right
environments are shorter than pi/2. In this section, we only use reorientations of
the jaw in the angular interval (0, pi/2), which automatically leads to valid fence
designs. Since λ < pi/2, the SHIFT and MOVE push plans only use reorientations
in the angular interval (0, pi/2). The techniques of this section are also applicable
if the left environments are shorter than pi/2. In that case the reorientations of
the jaw are in the angular interval (−pi/2, 0).
We start with a MOVE. This assures that all possible orientations are in Σλ.
Let [ςF (k = |MOVE|), ςL(k = |MOVE|)] be the interval of possible orientations.
If MΣλ [ςF (k), ςL(k)] = 0, there is only one possible orientation, and we are
done. If MΣλ [ςF (k), ςL(k)] > 0 we have to reduce the measure of the interval
of possible orientations. The goal of the reduce operation is to ®rst develop a
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plan which maps ςF (k) onto an orientation in Σλ and ςL(k) onto an orientation
not in Σλ, with MΣλ [ςF (k˜), ςL(k˜)] = MΣλ [ςF (k), ςL(k)]Ðk˜ denotes the length
of the extended plan. We continue this plan with a SHIFT. The SHIFT results in
an interval [ςF (k˜ + 1), ςL(k˜ + 1)] of smaller measure, and therefore completes
a REDUCE. After another MOVE operation, the resulting interval of possible
orientations has again orientations in Σλ. We repeat this procedure of reducing
the measure until there is just one possible orientation left. Figure A.1 gives
an example of application of one step of the general framework. Figure A.1(a)
shows the interval [ςF (k), ςL(k)] of possible orientations before the reduce.
It consists of three orientations in Σλ. The measure of [ςF (k), ςL(k)] is two.
Figure A.1(b) shows the situation after augmenting the plan with λ+ µ (SHIFT).
The orientations are appropriately reoriented. In Figure A.1(c) the measure of
[ςF (k + 2), ςL(k + 2)] is one, due to appending λ+ ² (SHIFT) to the plan. Finally,
a MOVE gives [ςF (k + 2 + |MOVE|), ςL(k + 2 + |MOVE|). The orientations are in
Σλ again. This situation is depicted in Figure A.1(d).
The main body of the reduce is based on the difference of subsequences
Bσi = σi+1, . . . , σi′−1, such that [σi, σi′ ] is a subsequence of Σ, σi, σi′ ∈ Σλ, and
Bσi ∩Σλ = ∅. The sequenceBσi is so to say an ordered set of right environments
between two orientations with rightenvironments of length λ.
Let Bσi and Bσj , subsequences of Σ, be given. We de®ne an order on the
sequences Bσi and Bσj . Let init(Bσi) and init(Bσj ) be the subsequences of
Bσi and Bσj obtained by repeatedly removing the last elements σ and σ′ if
|r(σ)| = |r(σ′)|. As a result, the right environments of the last orientations in
init(Bσi) and init(Bσj ) have different lengths. The order on the sequences Bσi
and Bσj is as follows:
De®nition A.1 Let Bσi 6= Bσj . Let λi and λj be the length of the longest right
environment of any stable equilibrium in init(Bσi) and init(Bσj ) respectively. Let ki be
the number of orientations σ ∈ init(Bσi) with r(σ) = λi and let kj be the number
orientations σ ∈ init(Bσj ) with r(σ) = λj . Then Bσi ≺ Bσj if
• Bσj = ∅, or
• Bσj 6= ∅ and λi > λj , or
• Bσj 6= ∅ and λi = λj and ki > kj ,
• Bσj 6= ∅ and λi = λj and ki = kj and trailσi ≺ trailσj , where trailσi and
trailσj are the trailing subsequences of init(Bσi) and init(Bσj ) starting right after
the last orientations in init(Bσi) and init(Bσj ) with right environments of length
λi = λj .
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(a) (b)
(c) (d)
B1 = ∅
B2
B3
ςL(k + 2 + |MOVE|)
ςF (k + 2 + |MOVE|)
ςL(k)
ςF (k)
α
B1 = ∅
B2
B3
B1 = ∅
B2
B3
ςL(k + 1)
ςF (k + 1)
B1 = ∅
B2
B3
ςL(k + 2)
ςF (k + 2)
α
α
α
α
α
α
α
α
α
α
α
Figure A.1 The general reduce.
It follows that Bσi 6= Bσj if and only if Bσi ≺ Bσj or Bσj ≺ Bσi . Furthermore,
≺ is transitive and antisymmetric. Suppose now that for an interval of
possible orientations after k fences, [ςF (k), ςF (k)], ςF (k), ςL(k) ∈ Σλ, we have
BςL(k) ≺ BςF (k). Lemma A.2 gives us that we can ®nd a sequence of k′′
fences such that ςF (k + k′′) ∈ BςF (k), and ςF (k + k′) /∈ init(BςF (k)), and
ςL(k + k′) ∈ init(BςL(k)). This lemma is the heart of the plan to REDUCE the
measure of [ςF (k), ςF (k)].
Lemma A.2 Let [ςF (k) = σi, ςL(k) = σj ] be the interval of orientations. Let
ςF (k), ςL(k) ∈ Σλ and Bσj ≺ Bσi . There exists a fence design such that ςF (k˜) ∈
BςF (k), and ςF (k˜) /∈ init(Bσi), and ςL(k˜) ∈ init(Bk), with k˜ the length of the
resulting design.
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Proof:We are given that BςL(k) ≺ BςF (k). We know that |r(ςF (k))| = |r(ςF (k))|.
Let σi = ςF (k), and σj = ςL(k). We apply a shift. Now ςF (k + 1) = σi+1 and
ςL = σj+1 The rest of the plan: reorient the jaw by (r(ςF ) + ²) and push, until we
get a design of length k˜, with k˜ the shortest design such that ςF (k˜) /∈ init(BςF (k)).
This fairly simple fence design indeed maps ςF (k) = σi onto an orientation not
in init(Bσi), while ςL(k) = σj is mapped onto an orientation in init(BςL(k)). We
verify this for each item of De®nition A.1. If Bσi = ∅, the proof is trivial. If
Bσi 6= ∅ and λσj > λσi , then r(ςF (k′)) < λσj for all k < k′ < k˜. If Bσi 6= ∅ and
λσj = λσi , but kj > kj , then ςL(k˜) stays on, or before the last orientation with
right environment of length λj , in Bσj . If Bσi 6= ∅ and λj = λi and kj = ki, then
both ςF (k˜) and ςL(k˜) are at the kj 'th (and thus also ki'th) right environments of
length λj = λi after a number of pushes. Since Bσj ≺ Bσi , the proof follows
inductively from the order of the trailing sequences. 2
Lemma A.3 gives us that from the situation of Lemma A.2 we can rather easily
reduce the measure of the sequence of possible orientations.
Lemma A.3 Let [σi, σi+m] and [σj , σj+m] be two disjoint subsequences of orien-
tations in σ for which r(σi+t) = r(σj+t) for t ∈ {0, . . . ,m}. Let ς = σi+t ∈
[σi, σi+m], and ς ′ = σj+t′ ∈ [σj , σj+m] with t > t′. There is a fence design which
maps ς onto σi+m+1, and ς ′ onto an orientation in [σj , σj+m]
Proof:A reorientation of the push direction of r(σi+t)+²will map ς onto σi+t+1.
We show that ς ′ is mapped onto an orientation in [σj+t′ , σj+t]. Suppose that, on
the contrary, ς ′ is mapped onto an orientation beyond σj+t, this implies that a
reorientation of the jaw of r(σi+t) + ² maps ς ′ beyond the right environment of
σj+t. Clearly this can only be the case if t′ ≥ t which contradicts the assumption
that t > t′. Incrementing t, and repeating the argument completes the proof. 2
Combining Lemma A.2, Lemma A.3 and a MOVE gives a recipe for a REDUCE
plan, given that BςL(k) ≺ BςF (k). In the following, we know show that we can
always get to a such a sequence of possible orientations. Repeatedly using (SHIFT,
MOVE), we can map an interval of possible orientations [σi, σj ], σi, σj ∈ Σλ
onto another interval [σi′ , σj′ ], σi′ , σj′ ∈ Σλ. We want to determine the number
of repetitions of (SHIFT, MOVE) which leads to [σi′ , σj′ ], σi′ , σj′ ∈ Σλ having
Bσj′ ≺ Bσi′ . In order to prove that such number exists, we observe the following:
The measure MΣλ of [σi, σj ] divides the set of {Bσ|σ ∈ Σλ} into equivalence
classes. An example of these classes is depicted in Figure A.2. The elements of
one equivalence class lie MΣλ([σi, σj ]) apart. We shall show that at least one
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Figure A.2 The measure of [σi, σj ] is two. The number of right environments with length λ is 6.
[σi, σj ] generates two equivalence classes in the set of B's. These equivalence classes
are denoted with the superscript 1 and 2.
equivalence class must contain a pair of orientations which breaks the symmetry
of the push function.
We formally de®ne the equivalence classes. LetMΣλ([σi, σj ]) denote the measure
of the possible orientations. Let I be the principal ideal generated byMΣλ([σi, σj ])
in Z|Σλ|. The cosets of Z|Σλ|/I correspond to the equivalence classes of the
orientations in Σλ, generated by the measure of MΣλ([σi, σj ]). The cosets are
sets of orientations in Σλ such that the measure of an interval of the same coset
is K ·MΣλ([σi, σj ]), for an integer K .
Lemma A.4 If a coset s+ I of Z|Σλ|/I does not have complete identical elements, then
there is a con®guration of the interval [σi, σj ] of possible orientations, such that Bσj ≺
Bσi .
Proof: Since Z|Σλ| has a ®nite number of elements, so does each coset of Z|Σλ|/I .
The elements of a coset s+ I by assumption, are not identical, but s+ I is cyclic
since for all s ∈ Z : s = s · |Σλ| for s in Z|Σλ|. The rest of the proof follows
from the transitivity, and the antisymmetry of ≺. 2
The following lemma states the existence of a coset that contains a pair of
non-identical elements.
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Lemma A.5 There is a coset s+ I of Z|Σλ|/I that does not have identical elements.
Proof: If all cosets of Z|Σλ|/I have identical elements, then the right cycle of
Σ is MΣλ([σi, σj ]). Since the right cycle of Σ is not determined by Σλ, and the
environments Bσ(σ ∈ Σλ) are divided into identical equivalence classes. There
is no difference between any pair of right-environments that are MΣλ([σi, σj ])
apart. However, the right cycle is |Σ|. This is a contradiction and there has to be
a coset of Z|Σλ|/I that has a pair of non-identical elements. 2
To use this asymetric property, we have to be able to shift the interval of possible
orientations such that Bσj ≺ Bσi .
Lemma A.6 Let [σi, σj ] be an interval of possible orientations. There is an fence
design which maps [σi, σj ] onto [σi′ , σj′ ], MΣλ [σi′ , σj′ ] = MΣλ [σi, σj ] such that
Bσj′ ≺ Bσi′ .
Proof: Lemma A.5 gives us that there is a pair σi′ , σj′ ,MΣλ [σi′ , σj′ ] =
MΣλ [σi, σj ], with Bσj′ ≺ Bσi′ . The push plan (SHIFT, MOVE)K , with K =
MΣλ [σi, σi′ ] maps σi onto σi′ and σj onto σj′ and is a valid fence design. This
completes the proof. 2
We now put the building blocks together. The following theorem gives us fence
designs to orient parts without large right environments and right cycle |Σ|.
Theorem A.7 Let P be a part with possible (stable) orientations Σ. Let the right cycle
of Σ be |Σ|. If for all σ ∈ Σ : |r(σ)| < pi/2, then we can orient the P .
Proof: The following fence design orients the part.
1. MOVE
2. let [ςF (k), ςL(k)] be the interval of possible orientations.
3. whileMΣλ [ςF (k), ςL(k)] > 0 do
3.1 (SHIFT,MOVE)K , such that
BςL(k+K·|SHIFT,MOVE|) ≺ BςF (k+K·|SHIFT,MOVE|)
3.2 REDUCE
3.3 k = k +K · |SHIFT,MOVE|+ |REDUCE|
2
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This approach also works for parts for which the left environments have the
same properties, the reorientations are then in the angular interval (−pi/2, 0).
A.2 Cyclic environments
In this section we treat parts for which both the left and the right cycle of the
possible orientations Σ are strictly smaller than |Σ|. For these parts, the symmetry
of the push function is neither broken by the left environments nor by the right
environments, but by the combination of the left and right environments.
A.2.1 Preliminaries
Let cl denote the left cycle of Σ, and cr the right cycle of Σ. Let us assume
that the period of the push function is 2pi, which implies that the least common
multiple of cl and cr is |Σ|.
We already noticed that the existence of left or right environments which are
longer than pi/2 makes it less straightforward to give push plans which are fence
designs as well. Long environments raise the need of large reorientations of the
jaw. Such reorientations have to be carefully embedded into a push plan in order
to satisfy the fence design constraints.
We start with identifying a number of properties of the push function for parts
with cyclic left and right environments, and analyze the possible existence of
large environments. Since the right cycle is less than |Σ|, it follows that for each
σi ∈ Σ, there is an σj , such that i 6= j and |r(σj)| = |r(σi)|. More speci®c, this
implies that if there is an σi with |r(σi)| ≥ pi/2, there is an σj , such that i 6= j
and |r(σj)| = |r(σi)|. Since the period of the push function is 2pi, this means
that every other orientation σt, t /∈ {i, j}, for which |r(σt)| ≥ pi/2, satis®es
|r(σt)| = |r(σi)|. The following lemma gives a result on existence of left or right
environments longer than equal pi/2.
Lemma A.8 Let P be a part. Let Σ = σ1, . . . , σ|Σ| be the set of |Σ| possible stable
orientations of P . Let cl denote the left cycle of Σ, and cr denote the right cycle of Σ. If
cl, cr < |Σ| and there is an stable equilibrium σ for which |l(σ)| ≥ pi/2, then the set
of stable equilibria {σ′ ∈ Σ : l(σ′)| = |l(σ)| ≥ pi/2} has cardinality two or three.
Furthermore, there is no stable equilibrium σ′ for which |r(σ′)| ≥ pi/2.
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Proof: We know that |l(σt)| = |l(σi+cl)|, for all t. Since the left cycle cl of Σ is
less than |Σ|, each left environment length occurs at least twice. Since the period
of the push function is 2pi, and each left and right environment has non-zero
length, there are at most three (left or right) environments with length greater
than or equal pi/2. Suppose now, that there is a right environment with length
greater than or equal pi/2. Since the right cycle of Σ is less than |Σ| as well,
there must be a second right environment with length greater than or equal pi/2,
which together with the at least two large left environments does not ®t the
period of the push function. This contradicts the assumption that there is a right
environment with length greater than or equal pi/2, and completes the proof. 2
The lemma also holds for a right environment longer than or equal pi/2, thus
either the longest left environments, or the longest right environments are longer
than pi/2, or none of the left or right environments is longer than pi/2. We
assume the following:
Assumption A.9 Throughout this section we assume, without loss of generality, that
there is no orientation σ ∈ Σ such that |r(σ)| ≥ pi/2.
A.2.2 The reduce
The push plan for a part with a left and right cyclic push function is an
extension of the techniques to orient parts with acyclic push functions and short
environments, which we discussed in Section A.1. Recall that we developed a
plan to orient a part with right cycle |Σ|. In this section, however, the cycle of the
right environments unequals |Σ|. The scheme of Section A.1 might look useless
at ®rst glance; if we apply the scheme, we can only reduce the measure of the
interval of possible orientations up to the cycle of the right environments. At this
point, |r(σi+ı¯)| = |r(σj+ı¯)|, for any ı¯, but the part is not oriented up to symmetry
yet.
The reduce we will develop, REDUCEdc, further orients the part. REDUCEdcuses
REDUCE for subplans. Since solely the right environments of the parts push
function do not capture the part's asymmetry, REDUCEdc exploits the difference
of the left environments as well. To understand REDUCEdc we de®ne a second
order, ≺dc, on intervals of possible orientations.
De®nition A.10 Let [σi, σj ] denote an interval of stable orientations of a part P . Let
|l(σi+1)| 6= |l(σj+1)|. We de®ne σi ≺dc σj if |l(σi+1)| < |l(σj+1)|.
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Consider the interval of possible orientations [ςF (k), ςL(k)]. We shall show that
we can de®ne a reduce operation which ®rst decreases the number of orientations
in the interval of possible orientations and then reduces the right measure of
interval of possible orientations of the part.
Our ®rst goal is to shift interval [ςF (k), ςL(k)] of possible orientations. We use the
plan SHIFTK , withK such that, at the end, the interval [ςF (k+K · |SHIFT|), ςL(k+
K · |SHIFT|)] of possible orientations satis®es ςF (k +K · |SHIFT|) ≺dc ςL(k +K ·
|SHIFT|). Such a K indeed exists. The proof is similar to the equivalence class
discussion in Section A.1 and is not repeated here.
Lemma A.11 Let [σi, σj ] be an interval of possible orientations. There is a fence de-
sign which maps [σi, σj ] onto [σi′ , σj′ ], with the same number of stable equilibria, but
σi′ ≺dc σj′ .
Next, we will de®ne a reduce for double cyclic push functions, REDUCEdc, which
actually decreases the right measure of the interval of possible orientations.
Let [ςF (k) = σi, ςL(k) = σj ], ςF (k) ≺dc ςL(k) denote the current interval of
possible orientations. Firstly, we map ςF (k) onto ςF (k + 1) = σi+2, and ςL(k)
onto ςL(k) = σj+1. The required reorientation of the jaw to accomplish this is
|r(σi)|+ |l(σi+1)|+ |r(σi+1)|+ ².
The size of the reorientation of the jaw determines whether the reorientation
is implemented by a left or a right fence. We continue the discussion for the
case |r(σi)| + |l(σi+1)| + |r(σi+1)| + ² < pi/2. The other case is treated in the
subsequent subsection.
Small reorientations of the jaw
In this subsection we show how to reduce the right measure of the interval
[ςF (k) = σi, ςL(k) = σj ], ςF (k) ≺dc ςL(k) of possible orientations. We
are constructing a subplan which starts with a reorientation of the jaw of
|r(σi)| + |l(σi+1)| + |r(σi+1)| + ² < pi/2 which yields the interval [ςF (k + 1) =
σi+2, ςL(k) = σj+1]. We extend REDUCEdc as follows: we continue with
(SHIFT)K′ , such that ςF (k + 1 + K ′ · |SHIFT|) is an orientation in Σλ. We
®nish with another SHIFT, to reduce the right measure of the interval of
possible orientations. The next lemma gives that at the end of REDUCEdc,
[ςF (k + |REDUCEdc|), ςL(k + |REDUCEdc|)], which is the image of [ςF (k), ςL(k)],
is such that the measure MΣλ([ςF (k + |REDUCEdc|), ςL(k + |REDUCEdc|)]) <
MΣλ([ςF (k), ςL(k)])
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Lemma A.12 Let [ςF (k) = σi, ςL(k) = σj ] denote the interval of stable orientations
after k fences. Let |l(σi+1)| < |l(σj+1)|. After extending the design with REDUCEdc,
the new interval [ςF (k + |REDUCEdc|), ςL(k + |REDUCEdc|)] of possible orientations
has MΣλ [ςF (k + |REDUCEdc|), ςL(k + |REDUCEdc|)] < MΣλ [ςF (k), ςL(k)].
Proof: Before the reorientation of |r(σi)| + |l(σi+1)| + |r(σi+1)| + ², we have
[σi, σj ], with i ≡ j (mod |Σ|/cr), but not i ≡ j (mod |Σ|). The number of stable
equilibria in the interval of possible orientations is j − i + 1 (mod |Σ|). After
application of the jaw, the number of stable equilibria in the interval of possible
orientations is less than j−i+1 (mod |Σ|). If σi+1 ∈ Σλ, and the number of stable
equilibria in the interval of possible orientations is less than j − i+ 1 (mod |Σ|),
then we reduced the right measure. Otherwise, we have to show that the plan
SHIFTK
′ , such that σi+1+K′ ∈ Σλ maintains the property that the number of
orientations in the interval of possible orientations is less than j− i+1 (mod |Σ|).
Suppose now that at a certain point during the execution of (SHIFT)K , the
number of orientations in the interval of possible orientations becomes larger
than or equal to j − i + 1. Before the last push, the number of orientations in
the interval of possible orientations was less than j − i+ 1. Let [σi′ , σj′ ] denote
this interval of possible orientations, thus j′ − j < (i′ − i). SHIFT (= |r(σi′)|+ ²)
maps [σi′ , σj′ ] onto [σi′+1, σj′′ ], with j′′ − j′ ≥ (i′ − i) + 1, and j′ − j < (i′ − i),
thus j′′ > j′ + 1. We know that for any t, |r(σi+t)| = |r(σj+t)|, which implies
that there is an orientation j′′′ ∈ (j′, j′′] such that r(j′′′) = r(i′). This means that
the last SHIFT, which mapped σj′ onto σj′′ , involves a reorientations of the jaw
of at least |r(σi′)|+ |r(σj′)| > |r(σi′)|+ ². 2
Large reorientations of the jaw
If we drop the assumption that there is a con®guration of the interval of
possible orientations [σi, σj ], such that |r(σi)|+ |l(σi+1)|+ |r(σi+1)| < pi/2, the
REDUCEdc plan from the previous paragraph does not correspond to a valid
fence design. We will slightly alter REDUCEdc to overcome this problem. The
following theorem gives us that in this special case the length of the longest left
environment, λ< pi/2. This property will turn out to be useful. Recall that we
assumed that λ < pi/2 as well (Assumption A.9).
Lemma A.13 Let P be a part. Let Σ = {σ1 . . . σ|Σ|} be the set of |Σ| possible
stable orientations of P . Let cl denote the left cycle of Σ, and cr denote the right cycle
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Figure A.3 (a) The situation where we can skip one special large right environment (1). (b) The
situation where we can use a change of fence side, and continue with the mirrored
strategy.
of Σ. Let cl, cr < |Σ|. Let λ= maxi∈{1...|Σ|} |l(σi)|. If there is an ı¯ such that
|r(σi)| + |l(σi+1)| + |r(σi+1)| > pi/2 for all i, for which |r(σi)| + |l(σi+1)| +
|r(σi+1)| < |r(σi+(ı¯|Σ|/cr))| + |l(σi+1+(ı¯|Σ|/cr))| + |r(σi+1+(t|Σ|/cr))|, then
λ< pi/2.
Proof: Let us assume, on the contrary that λ> pi/2. According to Lemma A.8,
there are at least two left environments which have length λ, say l(σI) and
l(σII) with σI, σII ∈ Σ. We will show that for each t > 0, there is an i, such
that |r(σi)| + |l(σi+1)| + |r(σi+1)| < |r(σi+(t|Σ|/cr))| + |l(σi+1+(t|Σ|/cr))| +
|r(σi+1+(t|Σ|/cr))|, and |r(σi)| + |l(σi+1)| + |r(σi+1)| < pi/2. Let t > 0 be
given. We choose j and ˜ such that σj+1+(t|Σ|/cr) coincides with σI, and
σ˜+1+(t|Σ|/cr) coincides with σII. Since cr 6= cl, |Σ|/cr 6= |Σ|/cl, and clearly also
|l(σj+1)|, |l(σ˜+1)| < |l(σj+1+(t|Σ|/cr))|. If |r(σj)| + |l(σj+1)|+ |r(σj+1)| < pi/2,
we let i = j. Otherwise, we shall show that |r(σ˜)|+ |l(σ˜+1)|+ |r(σ˜+1)| < pi/2.
In order to have cl, cr < |Σ|, there have to be more than four stable equilibria.
Therefore, if {σ˜, σ˜+1} ∩ {σj , σj+1} = ∅, then |r(σ˜)|+ |l(σ˜+1)|+ |r(σ˜+1)| ≤
2pi − 2 λ− |r(σj)| − |l(σj+1)| − |r(σj+1)| − |l(σ)| − |r(σ)| < pi/2, with σ a ®fth
stable equilibrium. It remains to prove that {σj′ , σj′+1}∩{σj , σj+1} = ∅. Firstly,
σj 6= σ˜, and σj+1 6= σ˜+1, because otherwise σI = σII. Secondly, σj 6= σ˜+1 and
σj+1 6= σ˜, because otherwise σj neigbors σ˜, and therefore σI neighbors σII
which implies that cl = 1 and cr = |Σ|. This contradicts the assumption. So, we
can let i = ˜ in this case, which completes the proof. 2
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Figure A.4 (a) A part, and (b) its mirror image.
We know that |r(σi)| + |l(σi+1)| + |r(σi+1)| ≥ pi/2, so λ< pi/2. Furthermore
|r(σi)|+ |l(σi+1)|+ |r(σi+1)| < pi, since otherwise the period of the push function
is greater than 2pi. If we now reorient the jaw by |r(σi)|+ |l(σi+1)|+ |r(σi+1)|+ ²,
and apply the jaw, we reduced the length (but not necessarily the right measure) of
the interval of possible orientations. At this point, we have to use reorientations
in the angular intervals (−pi/2, 0) or (−pi,−pi/2). The part of the reduce that
follows is a mirrored version of the reduce presented up till now. We can therefore
also continue to orient the mirrored part, and keep in mind that we have to
replace the angles by which we reorient the jaw by their negated values. Also, a
mirror swaps the values of cl and cr, λ and λ, and the sets Σλ and Σ λ. Figure A.4
depicts a part and its mirror image. We now continue to reduce the inverted right
measure of the (mirrored) interval of possible orientations.
If i 6≡ j (mod |Σ|/cr) we continue REDUCEdc by mirror(SHIFTK), until
ςL(k+ 1 +K · |SHIFT|) ∈ Σλ, a ®nal SHIFT reduces the measure, and is valid since
(the new) λ < pi/2.
We now know i ≡ j (mod |Σ|/cr) and try to (further) reduce the mirrored right
measure of the interval of possible orientations, using mirrored SHIFT's and
REDUCEdc's. Note that if it happens to be that case that the REDUCEdc is again
forced to be mirrored, then, after two subsequent mirrors of the reduce, the
interval of possible orientations [σi′ , σj′ ] is shorter than the interval of possible
orientations [σi, σj ] before the former mirror. Since two mirrors of the part
cancel out, we continue REDUCEdc as if we did not use the two mirrors until the
part is oriented.
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A.2.3 The ®nal reduce
In this section we derived the following:
Theorem A.14 Let P be a part. If the P 's push functions stable equilibria Σ have a
left cycle cl < |Σ| and a right cycle cr < |Σ|, then there is a fence design that orients the
part up to symmetry.
Proof: The discussion in this section leads to the following REDUCEdc.
1. MOVE
2. let [ςF (k), ςL(k)] be the interval of possible orientations.
3. while ςF (k) 6= ςL(k) do
3.1 if there is a pair of orientations σi, σj ∈ Σλ,
withMΣλ [σi, σj ] = MΣλ [ςF (k), ςL(k)]
and Bσj ≺ Bσi
then
3.1.1. (SHIFT, MOVE)K , K such that ςF (k +K · |SHIFT|) = σi,
and ςF (k +K · |SHIFT|) = σj ]
3.1.2. REDUCE
3.1.3 k = k +K · |SHIFT|+ |REDUCE|
3.2. else
3.2.1 SHIFTK , K such that ςF (k +K · |SHIFT|) = σi,
and ςF (k +K · |SHIFT|) = σj ]
and REDUCEdc is applicable
3.2.2 REDUCEdc; take mirror into account.
3.2.3 k = k +K · |SHIFT|+ |REDUCEdc|
2
A.3 Acyclic environments
We now treat the special cases where some environment (left or right) is longer
than pi/2. Without loss of generality we may assume that some right environment
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has size ≥ pi/2. Unfortunately, the MOVE, SHIFT and REDUCE, as de®ned in the
introduction of this section, no longer only use reorientations of the jaw in the
angular interval (0, pi/2). In this section, we use the same general idea of MOVE,
SHIFT and REDUCE, but we have to modify them into feasible fence designs.
We use the following push plans as building blocks:
• Suppose that [ςF (k) = σi, ςL(k) = σj ] (σi, σj ∈ Σλ) is the current interval of
possible orientations. We want a SHIFTl operation which maps [ςF (k), ς(k)]
onto [ςF (k + |SHIFTl|) 6= σi, ςL(k) 6= σj ] with equal measure. This is a useful
operation when |Σλ| > 2. The SHIFTl will be presented in Section A.3.1.
• We need an operation REDUCEl which reduces the measure of [ςF (k), ςL(k)].
Note that the maximum number of right environments longer than pi/2 is three
(otherwise, the period of the push function is larger than 2pi). If there is one right
environment that is larger than pi/2, we simply use a fence design (pi/2 − ²)|Σ|.
It remains to prove that for parts with more than one orientation with a right
environment longer than pi/2, we can extend this design to a fence design which
also orient these parts. Throughout this section, we denote the stable equilibria
in Σλ by σI, σII, and if there is a third large right environment, σIII. We call
the possible orientations after the ®rst move, hence after k > |MOVE| = |Σ|
fences ςI(k), ςII(k), and if applicable, ςIII(k). We assume that ςI(|MOVE|) = σI,
ςII(|MOVE|) = σII, and ςIII(|MOVE|) = σIII. We denote BσI by BI, BσII by BII and
BσIII by BIII.
We will clarify the presented push plans by giving pictures which symbolically
show the reorientations of the jaw. The part is represented by the circular
representation of its push function. The stable equilibria correspond to discs,
the unstable equilibria correspond to circles. Recall that reorientations of the
jaw in the angular intervals (0, pi/2) and (−pi,−pi/2) are implemented by a left
fence. Reorientations of the jaw in the angular intervals (−pi/2, 0) and (pi/2, pi)
are implemented by a right fence. In the pictures, reorientations of the jaw
implemented by a left fence correspond to solid arrows. Reorientations of the
jaw implemented by of a right fence correspond to dashed arrows. A push plan
α1, α2, α3 adds three arrows per possible orientation to the ®gure. The ®rst
reorientation is marked by 1, the second by 2, and the third by 3.
We start bymoving the set of possible orientations to the long right environments.
In Figure A.5 the MOVE is depicted for a part with long environments. In the
next subsections we treat the several cases which can occur if there are long right
environments.
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Figure A.5 The MOVE for a part with three long right environments r(σI), r(σII), and r(σIII). In this
example, one reorientation of the jaw suf¦ces to MOVE the possible orientations onto
{σI, σII, σIII}.
A.3.1 Three long environments
In this section we treat parts of which three orientations have a right environment
longer than pi/2. In the three large-right-environment case, we now apply a three
phase approach
1. REDUCEl the three possible orientations to two orientations with a large right
environment. This phase thus reduces two large orientations to one. We
design the reduce plan such that the last reorientation we use is in the angular
interval (0, pi/2), or (−pi,−pi/2), i.e. the last fence was a left fence.
2. SHIFTl the possible orientations. Depending on the REDUCEl, either one or
two shifts are necessary.
3. Apply the REDUCEl again.
We ®rst present SHIFTl, which is the same in all cases in this section. Let us
assume that the length of the design, constructed so far, is k, and the k-th
reorientation of the jaw was in the angular interval (0, pi/2), and the possible
orientations are in Σλ (the right environments are longer than pi/2). This means
that any reorientation in (0, pi/2) is useless, it does not change the possible
orientations. So, in order to give a valid fence design, we have to use at least one
reorientation in the angular interval (pi/2, pi). Let us, for easy of presentation,
assume that ςI(k) = σI, ςII(k) = σII, and ςIII(k) = σIII. The ®rst reorientation we
use is maxσ∈Σλ(|r(σ)|) + ². After application of the jaw, clearly, ςI(k + 1) 6= σI,
ςII(k + 1) 6= σII and ςIII(k + 1) 6= σIII. The second reorientation we use is
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Figure A.6 The SHIFTl plan for three long right environments is (pi/2 + ²), (−(pi/2− ²)), (−(pi/2 + ²)).
(−(pi/2 − ²)). Since there are three right environments longer than pi/2, and at
least three left environments, the possible orientations of the part are now again
ςI(k + 2) = σI, ςII(k + 2) = σII and ςIII(k + 2) = σIII. However, we can now use
reorientations in the angular intervals (−pi,−pi/2) and (−pi/2, 0). The ®rst two
reorientations of the shift are implemented by right fences. The third and last
reorientation of the jaw in SHIFTl is −(pi/2 + ²), we skip the angular intervals
between r(σI), r(σII) and r(σIII), resulting in a con®guration of the possible
orientations in which ςI(k + 3) = σIII, ςII(k + 3) = σI and ςIII(k + 3) = σII. This
reorientation is implemented by a left fence. We have now shifted the possible
orientations and can again use reorientations of the jaw in the angular intervals
(0, pi/2), and (pi/2, pi). The shift is depicted in Figure A.6.
In the next subsection we present reduce plans which are applicable for parts
with three long right environments. Since there are three long right environments,
there cannot be a left environment longer than pi/2. If the left cycle of the part
is less than |Σ|, then we can use the techniques of Section A.1. Since we already
showed how to orient a part of which both the left and right cycle are less than
|Σ|, we may assume that the right cycle is |Σ|.
Three long environments of equal length
In this section we assume that |r(σI)| = |r(σII)| = |r(σIII)|. Recall that the right
cycle is |Σ|. Let k be the number of fences used so far, ςI(k) = σI, ςII(k) = σII,
and ςIII(k) = σIII. We have two cases.
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Figure A.7 The REDUCEl for parts with three long right environments of equal length and |BI| =
|BII| = |BII| ¦rst break the symmetry by a reorientation in (pi/2, pi) the rest of the plan
is −(ςII(k + 1)− (σII + |r(σII)| + ²))
1. In the ®rst case, the angular intervals BI, BII, and BIII, between r(σI),
r(σII) and r(σIII), have exactly the same size. Clearly for i ∈ {I, II, III}:
|Bi|+ |r(σi)| < pi, and therefore Bi ∩ (σi + pi/2, σi + pi) = Bi. In words, with
a valid reorientation of the jaw, we can map any possible orientation onto any
angle in the angular intervals between the long right environments. Lemma 2.5
gives us that there is a reorientation of the jaw for which one orientation,
say ςI(k) is mapped onto a left environment, and another orientation ςII(k)
is mapped onto a right environment. The third orientation ςIII(k) is mapped
either on a left or a right environment. Thus, after the application of the
jaw, which is a right fence, we know that not (ςI(k + 1) − (σI + |r(σI)|)) =
(ςII(k + 1) − (σII + |r(σII)|)) = (ςIII(k + 1) − (σIII + |r(σIII)|)). Furthermore,
we know that for i ∈ {I, II, III}(σi − (σi + |r(σi)|)) < pi/2. We can now
reorient the jaw by −(ςII(k+ 1)− (σII + |r(σII)|+ ²)) and apply the jaw, which
yields ςII(k + 2) = σII, but ςI(k + 2) ∈ BI. The third possible orientation
ςIII(k + 2) is an orientation in BIII or ςIII. The reorientation is in the angular
interval (−pi/2, 0); this is accomplished by a right fence as well. We can
now reorient the jaw by −(pi/2 + ²). An application of the jaw shifts the
possible orientation(s) in Σλ to the preceding orientation in Σλ. The possible
orientations which are not in Σλ are also shifted to the preceding orientation
in Σλ. Hence, ςI(k + 3) = σI, ςII(k + 3) = σII, and ςIII(k + 3) ∈ {σII, σIII}. The
third application of the jaw collapses two orientations. This last application is
realized by a left fence. We have a feasible reduce. In Figure A.7, the cases for
ςIII mapped onto BIII and ςIII mapped onto σIII are displayed).
143
σI1
2
BI
3
3
3
4
4
4
σIII
1
2
|BII| > |BIII|
BIII
σII
1
2
σI
1
2
3
3
3
σIII
1
2
BIII
4
44
σII
1
2
BI
|BII| > |BI|
(a) (b)
Figure A.8 The REDUCEl for parts with three long right environments of equal length and not
|BI| = |BII| = |BIII| start with (|r(σI )| + ²), (−(pi/2 − ²), then break the symmetry by a
reorientation in (−pi/2, 0). The rest of the plan is −(pi/2 + ²).
2. The second case covers the situation in which not |BI| = |BII| = |BIII|. We
break the symmetry using the difference in length of the Bi's. We start with
reorientation |r(σI)|+ ², this maps a possible orientation ς(k) = σi onto the
next orientation ς(k+ 1) = σi+1. We can now reorient the jaw by −(pi/2− ²),
after applying the jaw, ςI(k + 2) = σI, ςII(k + 2) = σII, and ςIII(k + 2) = σIII.
With the third reorientation we break the symmetry. We can now reorient in
the angular interval (−pi/2, 0), and we choose the reorientation such that at
least one orientation is mapped onto an orientation in Bi (i ∈ {I, II, III}), and
at least one orientation is mapped onto r(σi) (i ∈ {I, II, III}). We apply the
jaw. We can now with one left fence implement a reorientation of the jaw
of −(pi/2 + ²). This fence maps two possible orientations to one. There are
again two cases. See Figure A.8(a) and (b).
Three long environments not of equal length
If not |r(σI)| = |r(σII)| = |r(σIII)|, then we can reduce number of possible
orientations to one using the reduce plan starting with a right fence which maps
at least one possible orientation onto itself, and at least one possible orientation
onto another orientation. This is accomplished by a reorientation of the jaw
by (mini∈{I,II,III} r(σi) + ²). After pushing, we reorient the jaw by −(pi/2 − µ).
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Figure A.9 The REDUCEl for parts with three long right environments, not of equal length, consists
of (mini∈{I,II,III} r(σi) + ²),−(pi/2− µ).
This is accomplished by a left fence which reduces the number of possible
orientations to two. In Figure A.9(a) and (b), the REDUCEl for a unique largest
right environment is displayed.
A.3.2 Two long environments
If there are two orientations with long right environments, σI, σII. There is no
longer a reason to SHIFTl. After a MOVE, there are two possible orientations, and
after a reduce, there is only one possible orientation left. In the case of three
long environments, the intervals between the long environments, BI, BII and BIII
are smaller than pi/2. If there are only two long right environments, this is not
necessarily true. As a consequence, the reduce for two long right environments
is more complicated. We devote the following subsections to present the reduce
for the different cases.
Two long environments of equal length
We ®rst give the reduce for the case in which both large right environments have
the same size, i.e. |r(σI)| = |r(σII)|. The size of the domain of the push-function
minus (r(σI) ∪ r(σII)) is smaller than pi. If the left-environments have cycle |Σ|,
we can orient the part using the techniques of Section A.1, using reorientations in
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Figure A.10 (a) The REDUCEl for two long right environments of equal length and |BI| > pi/2 is
(r(σI) + ²),−(pi/2 − ²),−(pi/2 + ²) followed by a MOVE (= 4). (b) If |BI| < |r(σI)|,
REDUCEl is as follows: (r(σI) + ²),−(pi/2− ²),−(|BII| + ²), (−|r(σI)|).
the angular interval (−pi/2, 0). In that case there is at most one left environment
with size greater than pi/2. Now suppose that the left cycle is less than |Σ|, say cl.
Since we already treated the case for which the right cycle is less than |Σ| as well,
we may now assume that the right cycle is |Σ|. We now distinguish two cases.
1. We ®rst assume that he lengths of the angular intervals between r(σI) and
r(σII) differ. With one reorientation of the jaw of (|r(σI)| + ²) followed by
a push, implemented by a right fence, we shift both ςI(k) and ςII(k) one
orientation to the next stable equilibrium of the part. With another right fence,
we shift ςI(k+ 1) back to ςI(k+ 2) = σI and ςII(k+ 1) back to ςII(k+ 2) = σII,
using a reorientation of the jaw of pi/2 − ². Next, the largest angular interval
between r(σI) and r(σII) is either larger than |r(σI)| = |r(σII)|, or this interval
is as long as or shorter than |r(σI)| = |r(σII)|.
Let us ®rst assume that the largest angular interval between r(σI) and r(σII) is
longer than |r(σI)| = |r(σII)|, and thus larger than pi/2 as well. Let us assume
that this angular interval is BI, and thus {σI, BI, σII, } is counterclockwisely
ordered. The (k + 2)-th reorientation of the jaw was in the interval (−pi/2, 0)
which gives us that the (k + 3)-th reorientation of the jaw of −(pi/2 + ²) is
feasible by a push of a left fence. This push results in ςI(k + 3) = σII, and
ςII(k + 3) ∈ BI. In counterclockwise order, ςII(k + 3) is positioned before
σII, so with a MOVE this orientation maps to σII as well, while the possible
orientation ςI remains ®xed, and hereby complete a valid and feasible fence
design. A picture of this reduce is given in Figure A.10(a).
146
r(σI)
r(σII)
BI
|BII| = |BI|
1
2
3
1
2
3
4
4'
4,4'
σI
v2
Figure A.11 The REDUCEl for a part with two long right environments of equal length, and |BI| =
|BII|. The plan starts with a symmetry breaking push after a reorientation fo the jaw in
(pi/2, pi). The plan continues with −(ςI(k + 1)− σI),−(pi − µ) and ends with a MOVE.
If, on the contrary, the largest angular interval between r(σI) and r(σII), BI, is
as long as or shorter than |r(σI)| = |r(σII)|, we derive a slightly different plan.
Since the size of the domain of the push-function minus (r(σI) ∪ r(σII)) is
smaller than pi, we conclude that |BII| < pi/2. The sequence {σI, BI, σII, BII}
is counterclockwisely ordered. With a reorientation of the jaw of −(|BII|+ ²)
which is a push by a right fence, we yield ςI(k+ 3) = σII, while ςII(k+ 3) ∈ BI.
With a reorientation of the jaw by (−|r(ςI)|) and a push by a left fence, we
®nally get ςF (k + 4) = ςL(k + 4) = σI. A picture of this case of REDUCEl is
given in Figure A.10(b).
2. In this case, the intervals between the large right environments, BI and BII,
have exactly the same size. Since the push function has period 2pi, Lemma 2.5
gives us that there has to be a pair of orientations (at least one between
the orientations with the large right environments), such that the distance
between ςI(k + 1) and σI is not equal to the distance between ςII(k + 1) and
σII. It is not hard to see that this orientation must be reachable with one push
in angular interval (pi/2, pi) by a right fence. We extend the design by this
reorientation and assume w.l.o.g. that (ςI(k + 1)− σI) < (ςII(k + 1)− σII).
With another right fence, we reorient the jaw by −(ςI(k + 1)− σI) and apply
the jaw, which results in ςI(k + 2) = σI and ςII(k + 2) ∈ BII. We now reorient
the jaw by −(pi − µ) and push with a left fence. We yield ςI(k + 3) = σII, and
ςII(k + 3) ∈ BI. With a MOVE, we complete the plan and we have a feasible
fence design to orient this type of parts. A picture of the reduce is given in
Figure A.11.
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Figure A.12 The REDUCEl for a part with two large right environment of different length. The plan
is (|r(σI )| + ²),−(pi/2 + ²).
Two long environments not of equal length
Let σI be the orientation with the shortest right environment greater than pi/2;
the other orientation is called σII, the angular interval between r(σI) and r(σII)
(in counterclockwise order) is BI. We distinguish between two cases for different
lengths of BI.
1. The ®rst case is applicably if the length of BI is less than or equal to pi/2.
With a reorientation of the jaw by (|r(σI) + ²) which is a push by a right
fence, we get that ςI(k) is the orientation neighboring σI, and ςII(k + 1) = σII.
With a left fence we construct a reorientation of the jaw of −(pi/2 + ²),
and shift ςII(k + 1) to the left, such that ςII(k + 2) = σI (skipping BI). The
other possible orientation of P , ςI(k + 1), is also mapped onto σI. Hence,
σI = ςI(k + 2) = ςII(k + 2). See Figure A.12 for a picture of this reduce.
2. The second case is applicably if the length of BI is larger than pi/2. We now
know that both large right environments are smaller than pi. We use a right
fence to construct a reorientation of the jaw by (|r(σII)| + µ), followed by a
push, and skip both right environments. If the distance from ςI(k + 1) to the
right environment of σI is less than pi/2, i.e. ςI(k + 1)− (σI + |r(σI)|) < pi/2,
then, with again a right fence, we construct push angle −(pi/2 − µ). Now
ςI(k+ 2) = σI, and ςII(k+ 2) = ςII. In this case, we can use a left fence to push
−(pi/2 + µ) to get ςI(k + 3) = σII, and ςII(k + 3) ∈ BI. With a MOVE, we get
ςII(k + 3 + |MOVE|) = σII as well.
If ςI(k + 1)− (σI + |r(σI)|) ≥, we use a different plan. The k + 1-th a push is
now |r(σII)| − µ, instead. Still, ςI(k + 1) is the same orientation as it would
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Figure A.13 The REDUCEl plans for parts with two long right environments, and the angular interval
between the shortest and the longest intervals longer than pi/2. (a) (|r(σII )| + ²),−(pi/2−
²),−(pi/2 + ²). The plan end with MOVE (4). (b) If −(pi/2− ²) of the reduce in (a) does
not map ςI back onto σI. The plan is different: (|r(σII)| − ²),−(|BI| + ²).
have been in the plan we described above; ςII(k+ 1) = σII in this case, though.
We now use a reorientation of the jaw of −(|BI|+ ²), by a left fence to achieve
ςI(k+ 2) = ςII(k+ 2) = σII. This is possible, since ςI(k+ 1)− ςII(k+ 1) < pi/2.
See Figures A.13(a) and (b) for a picture of the corresponding push plans.
In this section we derived the following:
Theorem A.15 Let P be a part. If P 's push functions stable equilibria Σ have right
cycle |Σ| and there are right environments longer than or as long as pi/2 then there is
there is a fence design that orients the part up to symmetry. Similarly, if the stable equi-
libria Σ have left cycle |Σ| and there are left environments longer than or as long as pi/2
then there is there is a fence design that orients the part up to symmetry.
This section completes the discussion of the different special cases for orienting
a polygonal part by a fence design.
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Symbols
Lower case roman
c center-of-mass
d period, 18
e edge
f fence, or force
h height
i, j, ı¯, ¯, ı˜, ˜ integers (usually indices)
k size of output
l(·) left environment, 17
m, n cardinality of a set
r(·) left environment, 17
t fence type
v vertex
x, y, z reals
Upper case roman
H half plane
I interval
P part
Q quanti®er, i.e. ∀, or ∃
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S supported area of trap
T trap
Script
I interval of possible reorientations
C circle
S semi-algebraic set
T tree
Lower case greek
α angle
δ, δ(·) distance, radius function, 16
² positive real, usually small
γ minimum length of left and right environments, 22
λ, λ length of the longest right, or left environment
µ coef®cient of friction
φ, ψ, θ angles
ρ ray
σ (stable) orientation
$ push, or transfer function, 17
ς possible orientation (at some stage of a plan)
σ∗ unique (®nal) orientation
Upper case greek
∆ triangle
Λ de®ning formula
Σ set of orientations
Speci®c to fence design
Σλ, Σ λ set of orientations with long right, and left environments, 41
MΣλ ,MΣ λ right, and left measure, 41
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B sequence of orientations between orientations with large right
environments
cl, cr left and right cycle of the push function
Speci®c to inside out pulling
δ(·) distance function
τv(·) boundary intersection function from vertex v
$v(·) pull function for vertex v
u unstable contact point
v stable vertex
v∗ unique (®nal) stable vertex
Speci®c to bowl feeder design
µ, ν, γ parameters of trap shape
τ general trap shape
ξ number of surfaces
d degree of polynomial
es, ec, el, eu starting, closing, lower and upper edge of trap
q placement, or position of the trap
Miscellaneous
∠ angle
` line
℘ polynomial
CH convex hull
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Index
Ackermann function, 114
action, see basic action
actuator, 2
acyclic, 41, 139
algebraic, 117
alignment
fence, 25
®nger, 59
jaw, 14
primary plane, 77
secondary plane, 81
antipodal, 82
application
jaw, 18
primary plane, 77
secondary plane, 81
arbitrary
part, 40, 68
trap, 116
areas
of rotation, 14, 44
arrangement, 87, 97, 116, 117
assembly, 1
asymmetric, 39, 40, 84
polyhedral part, 76
balcony, 104
design, 104
ball, 78
basic action, 5, 18
jaw, 76
push, 18, 20
bijection, 85
border, 113
bowl feeder, 4, 93
candidates, 34
canonical subset, 36
canyon, 104
design, 110
cell, 86, 117, 118
center-of-mass, 14, 77
center-of-rotation, 15
Chen and Ierardi, 20, 40
circle, 61
great, 83
coef®cient of friction, 14, 44
COLLIDEPRIMARYACTION, 84
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COLLIDEROLLSSEQUENCE, 82
completeness, 6, 39, 40, 66, 81
complexity
radius terrain, 85
computational geometry, 1
con®guration, 57
constraints
see fence design, constraints, 25
contact direction, 16, 28, 77
convex, 17
hull, 17, 96
part, 17, 23, 26, 56, 100
trap, 100
conveyor belt, 2, 25
coset, 131
Coulomb
friction, 12
critical
placement, 96
shape, 96
cycle, 41
left, 41
right, 41
cyclic, 41, 133
cylinder, 74, 89
Davenport-Schinzel sequence, 114
degenerate, 79
degrees of freedom, 74, 103
device, 15, 56, 73, 93
diagonal, 77, 78
disc, 77
distance
function, 57
doubly-connected edgelist, 86
eccentricity, 52
edge
contact, 14
envelope
left tangent, 112
upper, 108
upper tangent, 109
environment, 18
left, 18
long, 40
right, 18
Eppstein, 19, 25, 69
equator, 83
equilibrium, 17, 18
con®guration, 57
contact point, 57
direction, 17
orientation, 17, 18, 76
stable, 18, 29
stable pose, 17
stable vertex, 57
unstable, 14, 91
Euclidean, 117
event, 99
exponential algorithm, 7, 25, 119
extremal rays, 98
fed, 96
feeder, 4, 18, 32, 56, 73, 93
feeding property, 18, 19, 56, 96
fence, 25, 27, 89
adjustable, 47
curved, 27
left, 27
right, 27
fence design, 25, 28
algorithm, 29
alternating, 51
completeness, 39, 40, 43
computing, 29
constraints, 25, 28
friction, 44
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friction algorithm, 45
friction constraints, 45
friction model, 44
model, 27
modular, 26, 47
modular algorithm, 49
modular model, 47
output-sensitive algorithm, 33
three-dimensional, 74
®lter, 93
®xture planning, 3
force
frictional, 12
normal, 12
friction, 12
coef®cient of, 12
cone, 12, 44
Coulomb, 12
fence design, 44
gap, 104
design, 106
Goldberg, 20, 70
graph, 29, 30, 67
reduced, 32
grasping, 3, 55
gravity, 12, 89
greedy algorithm, 22
half-step, 18
hemisphere, 83
implementation, 51, 87, 94
inertia, 11, 76
inside out
grasping, 55
pulling, see pull
interval, 17, 34
of orientations, 21, 29
maintain
intervals, 33
manipulator, 16
manufactoring, 2
measure, 41
mechanics, 11
meta-stable, 23
modular
fences, 47
monotonic, 18, 61
pull function, 61
push function, 20
motion, 12
belt, 25
part, 12, 13
MOVE, 41
normal, 12, 25, 77
NP-complete, 2, 69, 92
ordered, 18, 65
set, 18
orienting, 4
sensorless, 4
output-sensitive, 33, 68
parallel jaw gripper, 16, 55
parameters
trap, 103, 116
part
feeding, 4
shape, 16
path, 30
period, 18
peshkin bound, 15, 27
placement, 95
plageo, 51
planar projection, 85
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plane
primary, 75
secondary, 75
plate, 74, 89
polygonal part, 16, 22
polyhedral part, 74
pressure distribution, 13
projection, 23, 76
pull, 55
action, 59
algorithm, 67
basic action, 59
completeness, 66
computing, 67
function, 59
model, 56
output sensitive, 68
plan, 56, 66
pulling, see pull
push, 5, 11
by fence, 25
by generic jaw, 76
by plates and fences, 75
by primary plane, 77
direction, 44
function, 16, 20, 22, 76
plan, 20, 28, 74
planar function, 81
secondary plane, 81
three-dimensional model, 75
pushing, see push
jaw, 13
quasi-static, 11, 76, 89
radius, 16, 77
function, 16, 77, 95
terrain, 78
range tree, 35
query, 36
REDUCE, 41
reduced
graph, 32
reject, 96
reorientation, 133
jaw, 28
push direction, 28, 45
representatives, 116
RISC, 2, 7, 9
robot, 1
robotic manipulation, 1
roll
computation, 79
rotate, 14
rotation
mode of, 13
simple, 79
saddle point, 78
safe, 95
sample point, 116
semi-algebraic, 117
sensorless
orienting, 4
shape, 96
SHIFT, 41
sliding, 13, 25
slot, 104
design, 114
solution-complete, 6
sphere of directions, 74, 83
square, 121
squeeze, 5, 55
stable, 18, 29
orientation, 81
state, 29, 67
steepest descent, 78, 79, 85
step, 17
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function, 17
step function, 60
Stretching Lemma, 21, 40, 67
sweep line
algorithm, 99
symmetry, 18, 38, 76
periodic, 18
Tarski set, 117
three-dimensional, 74
orientation, 74
tip point, 15
toppling, 6
track, 93
transfer, 5
function, 18
trap, 5, 93
analysis, 96, 97, 100
arbitrary, 116
design, 103
rectangular, 103
tray, 5
uncertainty, 53, 121
unsafe, 95
unstable, see equilibrium
vertex
contact, 14
vibratory
bowl feeder, see bowl feeder
wobbling, 5
workspace, 1
wrench, 3
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Samenvatting
Tegenwoordig worden veel processen met behulp van computers of com-
putergestuurde robots uitgevoerd om ef<ciënter te kunnen produceren. Bij
vroege pogingen om met robots menselijke taken uit te voeren streefde men
ernaar robots te maken die haast zuivere kopieën van de mens waren. Die
eerste robots werden ontwikkeld vanuit de gedachte dat ze op een menselijke
manier zouden moeten kunnen omgaan met problemen op de fabrieksvloer.
Pas later realiseerde men zich dat het ef<ciënter zou zijn robots te ontwikke-
len uitgaande van de taak die deze moesten kunnen uitvoeren. Niet de mens,
maar het werk dat verricht moest worden werd de maatstaf voor de ontwik-
keling van computergestuurde systemen.
Dit proefschrift gaat over taakgerichte oplossingen voor problemen die zich
in de industriële assemblage voordoen bij het inzetten van robots. Belang-
rijke overweging bij het ontwikkelen van een geautomatiseerd systeem zoals
de robot, is dat de betrouwbaarheid ervan groter wordt naarmate er minder
bewegende delen, sensoren of camera's gebruikt worden. Bij het ontwikkelen
van taakgerichte robots is het wenselijk de machine die de taak gaat uitvoeren
zo eenvoudig mogelijk te construeren, zonder dat daarbij aan functionaliteit
wordt ingeboet.
We onderzoeken met het oog op het vinden van taakgerichte oplossingen ap-
paraten die steeds op uniforme wijze onderdelen aan robots aanleveren. Zo'n
apparaat6dat onderdelen in een vaste oriëntatie (onder een vaste hoek) aan de
robot aanlevert6wordt een onderdeelvoeder (Eng: part feeder) genoemd. Als het
onderdeel eenmaal georiënteerd is (dat wil zeggen: in de juiste stand is aange-
reikt), kan een robot het vervolgens op snelle en ef<ciënte wijze oppakken en
verder verwerken. Op het eerste gezicht lijkt het oplossen van problemen in
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(a) (b) (c) (d)
Figuur 1 Oriënteren met behulp van duwacties.
dit proces gezocht te moeten worden in de manier waarop onderdelen aan de
robot aangereikt, en dus georiënteerd worden. Problemen tijdens de assem-
blage lijken alleen opgelost te kunnen worden als de onderdeelvoeder óf de
initiële oriëntatie van het onderdeel kent, óf die eerst vaststelt (bijvoorbeeld
aan de hand van een camerabeeld). De gedachte is dat wanneer de initiële
oriëntatie bekend is, met een simpele manipulatie van het onderdeel de ge-
wenste eindoriëntatie bereikt worden. Uit eerder onderzoek is echter gebleken
dat voor het zoeken van een unieke eindoriëntatie niet altijd kennis over de
beginoriëntatie nodig is.
Onderzoek laat zien dat slechts de vorm van het onderdeel bekend hoeft te
zijn om tot een geslaagde eindoriëntatie te komen. We concentreren ons in
dit onderzoek op onderdeelvoeders die eenvoudig en =exibel zijn. Veel van
de oplossingsmethoden gericht op het oriënteren van onderdelen zonder het
gebruik van sensoren, gaan uit van series van eenvoudige acties. Die acties
zorgen ervoor dat het onderdeel steeds een klein beetje verdraaid wordt. Een
voorbeeld van zo'n eenvoudige actie is de duwbeweging. Door tegen een ob-
ject dat op de tafel ligt aan te duwen, kunnen onzekerheden in de oriëntatie
en positie van het object worden geëlimineerd.
De lezer kan bij wijze van experiment en toets dit boek op tafel leggen en
er met de vlakke hand aan de zijkant tegenaan duwen. Zie Figuur 1. Afhan-
kelijk van de duwrichting zal het boek uiteindelijk met de korte of met de
lange zijde tegen de hand aanliggen (Figuur 1(a)). Als we nu de hand weer
wegnemen van het boek en opnieuw gaan duwen (Figuur 1(b)), vanuit een
richting die onder een hoek van 45 graden staat met de eerste duwrichting
(Figuur 1(c)), zal het boek altijd met de lange zijde in contact komen met de
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(a) (b) (c)
Figuur 2 Drie van de voeders die aan de orde komen in dit onderzoek. (a) Hekjes boven een
lopende band. (b) De trekkende vinger. (c) Platen met hekjes.
hand (Figuur 1(d)). Met twee duwacties hebben we er dus voor gezorgd dat
de onzekerheid in de oriëntatie van het boek is geëlimineerd.
Eerder onderzoek heeft uitgewezen dat het mogelijk is om elk object dat op
de tafel ligt te oriënteren, tenzij het duwgedrag van het onderdeel symme-
trisch is6het is bijvoorbeeld niet mogelijk om onderscheid te maken tussen
de vier zijden van een vierkant.
In dit onderzoek is naar vier soorten voeders gekeken, en gezocht naar vier
series van eenvoudige acties die het voedprobleem van de assemblage oplos-
sen. De eerste onderzochte voeder werkt grotendeels door duwacties. Hekjes,
achter elkaar op een lopende band geplaatst, zorgen in dit geval voor ver-
andering in oriëntatie (zie Figuur 2(a)). Het oriënteren van onderdelen met
behulp van deze hekjes was eerder onderwerp van onderzoek, maar op basis
daarvan konden geen harde uitspraken worden gedaan over de mogelijkheid
om elk onderdeel te kunnen oriënteren door de duwkrachten van de hekjes.
In dit onderzoek wordt voor het eerst aangetoond dat elk onderdeel zonder
symmetrisch duwgedrag georiënteerd kan worden met behulp van hekjes bo-
ven een lopende band. We geven daarnaast ef<ciënte methoden om de stand
van de hekjes te berekenen aan de hand van de speci<catie van het te oriën-
teren onderdeel.
De tweede voeder die we in dit onderzoek bekijken, werkt op basis van trek-
acties. We analyseren een robotvinger, gepositioneerd boven een onderdeel
met een opstaande rand (zie Figuur 2(b)). De vinger beweegt parallel aan het
werkblad en trekt daar zo het onderdeel aan de opstaande rand overheen.
Tijdens de trekbeweging verandert de oriëntatie van het onderdeel. We la-
ten zien dat er voor een belangrijke klasse van onderdelen altijd een serie
trekoperaties gevonden kan worden die resulteert in een vaste eindoriëntatie.
Ook laten we zien dat er bepaalde onderdelen zijn die niet te oriënteren zijn.
We geven berekeningsmethoden die aan de hand van de vorm van onderde-
len series van trekoperaties berekenen om ze te oriënteren.
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Een gat in de goot
Een onderdeel in
een ongewenste
oriÈentatie valt
terug in de schaal(a) (b)
Figuur 3 (a) Een trilvoeder. (b) De werking van een gat in de goot. Het onderdeel in een onge-
wenste oriëntatie valt terug in de schaal.
Voor de derde voeder zijn bevindingen uit eerdere theoretische studies naar
de mogelijkheden van onderdeelvoeders van belang. Veel daarvan hebben
zich beperkt tot het oriënteren van onderdelen op een werkblad. Men nam
daarbij aan dat bekend is welk zijvlak van het onderdeel in contact is met
het werkblad, of dat het bestudeerde onderdeel plat is. Technisch gesproken
wordt in dergelijk onderzoek geen driedimensionaal probleem beschouwd,
maar slechts een tweedimensionaal deelprobleem. De eerdergenoemde hekjes
boven de lopende band, en de trekkende vinger zijn voorbeelden van voeders
die in het vlak werken, en dus oplossingen bieden voor tweedimensionale
onderdeelvoedproblemen.
De derde onderdeelvoeder die in proefschrift aan de orde komt, is er één die
het driedimensionale voedprobleem oplost. We laten zien hoe het mogelijk is
een onderdeel met vlakke zijden te oriënteren door het over een aantal pla-
ten te laten glijden waarop hekjes gemonteerd zijn (zie Figuur 2(c)). Doordat
de zwaartekracht het onderdeel tegen de platen en de hekjes aanduwt, kun-
nen we stellen dat deze voeder werkt dankzij duwacties. We bestuderen in
deze opzet daarom ook in feite het duwen tegen driedimensionale objecten in
een algemenere context. We beschouwen de denkbeeldige situatie waarin een
onderdeel in de lucht zweeft, en onderzoeken het gedrag van dat onderdeel
als er met twee loodrechte panelen vanuit een willekeurige richting tegenaan
geduwd wordt. We laten zien dat het mogelijk is om voor elk onderdeel dat
niet symmetrisch is een serie duwoperaties te ontwerpen die ervoor zorgt dat
het onderdeel georiënteerd wordt. Het fraaie van deze denkbeeldige duwom-
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geving is dat de resultaten die geboekt worden naar alle waarschijnlijkheid
ook van toepassing zijn op andere onderdeelvoeders die driedimensionale
objecten oriënteren door middel van duwacties.
De vierde en laatste onderdeelvoeder die we beschouwen, is een trillende
schaal waarin een in spiraalvorm omhoogdraaiend (helisch) gootje is ge-
monteerd. De vibratie van de schaal is asymmetrisch, en daardoor worden
de onderdelen achter elkaar omhoog langs de goot bewogen. Door nu op
het traject, dat van onder in de schaal naar boven loopt, allerlei obstakels te
plaatsen6zoals bijvoorbeeld pinnetjes of gaten6wordt ervoor gezorgd dat
onderdelen in een ongewenste oriëntatie het einde van het traject niet berei-
ken. Deze zogenaamde trilvoeder werkt dus op basis van het weg<lteren van
ongewenste oriëntaties. In Figuur 3(a) zien we een tekening van een trilvoe-
der, en in Figuur 3(b) wordt de werking van een gat in de goot geïllustreerd.
Wanneer het onderdeel in een ongewenste oriëntatie is, valt het door het gat
terug in de schaal, om opnieuw omhoog te gaan bewegen.
De trilvoeder wordt in de praktijk vaak toegepast, maar voor het bepalen
van de juiste plaatsing van de pinnetjes en het uitfrezen van de gaten moet
daarbij de hulp van experts worden ingeroepen. Die proberen vaak enkele
ontwerpen uit, aan de hand van experimenten, om zo de plaatsing te verbete-
ren. Dit is een tijdrovende manier van werken, die geen gegarandeerd correct
eindresultaat oplevert.
Wij concentreren ons op het maken van gaten in het gootje in de schaal.
Hierbij laten we zien hoe door gebruik te maken van methoden uit de com-
putationele geometrie de afmeting van deze gaten op een systematische wijze
kan worden berekend.
Samengevat kan gesteld worden dat we er in dit onderzoek in geslaagd zijn
theorieën te ontwikkelen voor het oplossen van voedproblemen van uiteenlo-
pende aard. Bij de praktische toepassing van de resultaten van dit onderzoek
zijn twee kanttekeningen te plaatsen. De eerste kanttekening betreft de oplos-
singsmethoden voor de voedproblemen waarvoor in dit proefschrift gekozen
is. Die richten zich in hoge mate op het verkrijgen van inzicht in de (geome-
trische) aard van de problemen. Ze zijn om die reden theoretisch van aard.
We werken in een omgeving waarin de fysische eigenschappen van het on-
derdeel en de manipulatietechnieken relatief eenvoudig worden gemodelleerd.
Deze eenvoudige modellering van de werkelijkheid is een noodzakelijke voor-
waarde om een basis van algemene technieken te ontwikkelen voor de oplos-
sing van praktijkproblemen. Juist doordat voor deze modellering gekozen is,
kan van de gepresenteerde methoden bewezen worden dat ze het gewenste
resultaat opleveren.
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Een tweede kanttekening betreft de noodzaak van vervolgonderzoek. Een
aantal onderzoekers heeft al praktijkexperimenten gedaan met enkele van de
in dit proefschrift beschreven voeders. De door hen gerapporteerde bevin-
dingen kunnen in de toekomst worden gebruikt om het model aan te passen,
met als doel theorie en praktijk dichter bij elkaar te brengen.
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