Abstract. In this paper, we investigate the integral of x n log m (sin(x)) for natural numbers m and n. In doing so, we recover some well-known results and remark on some relations to the log-sine integral Ls (n) n+m+1 (θ). Later, we use properties of Bell polynomials to find a closed expression for the derivative of the central binomial and shifted central binomial coefficients in terms of polygamma functions and harmonic numbers.
Introduction and Preliminaries
The functions have been widely studied in previous papers (see [2] , [3] , [5] , [6] , [7] , [9] , [14] ). A very nice identity was given in [2] As we discuss the behavior of F (n, m, z), we will add in remarks for G(n, m, z) and thus for Ls Euler discovered the now famous closed formula for ζ(2n), given by B n n! z n , |z| < 2π.
It is clear that (6) Li n (1) = ζ(n), Li n (−1) = −(1 − 2 1−n )ζ(n), n ∈ N\{1}.
We also introduce the generalized hypergeometric function 
(a) k = Γ(a + k) Γ(a) = a(a + 1)(a + 2) . . .
is the Pochhammer symbol or rising factorial. If a 1 = a 2 = · · · = a i = a, we will use the notation p F q ({a} i , a i+1 , . . . , a p ; b 1 , b 2 , . . . , b q ; z). A special case used in the paper is
Since this paper will involve the derivative of the gamma function, we define polygamma function
The reflection and recursive formulas are given by
respectively. When z = 1, we have
and in general,
, where H (n) m are the generalized harmonic numbers. When m = 0, it is understood that H (n) 0 = 0. Lastly, we introduce the multiple zeta function
If s 1 = s 2 = · · · = s i = s, it is common to denote the multiple zeta function as ζ({s} i , s i+1 , s i+2 , . . . , s k ). Further, a horizontal bar will be given to a variable if its sum is alternating. For example,
In particular,
(−1)
, and using H k−1 = H k − 1/k and rearranging, we have the formula
Another famous formula for harmonic sums studied in [1] is
The multiple zeta function, as well as the other functions mentioned, have been studied and each has a wide variety of applications in mathematics and physics (see [9] , [10] , [12] , [16] , [17] ). In this paper, we will find a formula for the partial derivatives of F (n, m, z) with respect to m for specific z and hence a formula for Ls n (θ) in terms of derivatives of binomial coefficients. In the latter half of the paper, using Bell polynomials, we give explicit formulas for these derivatives in terms of harmonic numbers and polygamma functions. We begin by introducing some equations that can be found in [11] . We have
Combining them and reindexing the sum on k, we have
Using (1), we see
Our last introductory remark brings us back to the generalized hypergeometric function. First, using (7),
. With this, we see
, and lastly, changing the index of our sum, we have
2. Log-sine integral for z = 2π
Proof. Letting z = π in (12),
we have,
and changing the index on j, the proof is complete.
Note from this that
Now taking the derivative of (17) and using (16), we find
where (6) and (8) have been used. Taking more partial derivatives, we see that
Below we compute a few integrals for p > 1 and n > 0.
If we use (18) instead,
Below we compute a few of these integrals.
Ls
(1)
Proof. Letting z = π/2, (12) becomes
Using the same analysis as before on the sine function,
which completes the proof.
Using (1),
Again, taking the derivative of (21) and using (16),
where (6) and (8) have been used again. Note this formula is the same as in other papers as well (see [6] , [15] ). Again, taking more partial derivatives, we will have
We give some examples for specific p > 1 and n > 0.
− 18π 2 ζ(3) log 2 + 93ζ(5) log 2
Note that if we used G(n, m, z), we would find
Again, we compute some integrals below. 

Derivatives of binomial coefficients
These results rely on an efficient calculation of derivatives of central binomial coefficients and shifted central binomial coefficients. In this section, we will provide a proof of a formula for the p-th derivative of the binomial coefficients in the above formulae. For simplicity, we will denote these binomial coefficients as if m and k were integers, though the proofs intrinsically use the gamma function (e.g., when taking derivatives). 
and
,
Proof. We will only provide the proof for (25) as the proof of (26) is identical. The proof is by induction. One can easily see that C ′ (m) = − 2m m+k ∆ 1 (m) by expanding out the binomial in terms of the gamma function. Before we move on, we will need a lemma. Further we will omit the argument m throughout the proof.
Proof of Lemma. The first equation is clear using the definition of ψ (n) (z) and the chain rule. For the second equation, we will do induction. From the recursive definition, x 2 = ∆ 2 and so for j = 1, the second equation is satisfied. Now using the recursive relation for x j , the product rule for derivatives, and binomial identities,
Reindexing the second and third sum appropriately,
which proves this lemma. Now going back to the proof of the theorem, by induction we have
and now by reindexing, the last two sums cancel. Using the binomial identity as we did in the lemma,
which proves the theorem.
For simplicity, introduce the following notation:
For completeness, we write out a few sums for an arbitrary sequence s n . In fact, these polynomials are known as the complete Bell polynomials, X[s n ] = B n (s 1 , s 2 , . . . , s n ) (see [4] , [8] , [13] ). Now, evaluating (25) at m = 0 and letting
Using the reflection formula for the gamma function, we can write (25) as
Using (9) and (10), we can say
where
Thus we have
Using the binomial theorem and some algebra, one can see
which is also a well-known binomial identity of the complete Bell polynomials. We can simplify (28) more with the help of two lemmas.
Proof. Note that
So, letting y = log(sin(kπ)) and using the formula provided in [8] ,
When n = 2j, we see d Since our results involve a sum over natural numbers k, we can simplify (28) to
Lemma 4.4. Let ρ 1 = π 2 /3, and
Then, ρ n = 2ψ (2n−1) (1).
Proof. The proof is by induction. It is clearly true for n = 1, so using our induction hypothesis, along with (5) and (11),
Using the fact that B 0 = 1, B 1 = −1/2, and B 2k+1 = 0 for k ∈ N, we can rewrite the sum and obtain
, and using the identities
is the k-th Bernoulli polynomial, and B k 1 2 = 1 2 k−1 − 1 B k , this sum completely vanishes. So this simplifies to
using (5) and (11) again. Now we can state the second main theorem of this section.
that is,
Proof. To prove this, notice
, that is, α 2i = −ρ i and α 2i+1 = 0. In particular, α 1 = 0 so from the definition of X, X[α i ] = x i , where
Claim. For i ∈ N 0 ,
Proof of Claim. x 1 = 0 by definition, so assume x k = 0 for odd k ≤ 2i − 1. We can see that x 2i+1 will be a sum of α 2i+1−l and x l multiplied together for l ≤ 2i − 1. If l is even, 2i + 1 − l is odd and so α 2i+1−l = 0. If l is odd, by the induction assumption, x l = 0. So all terms of the sum will be 0 and thus x 2i+1 = 0 for all i ∈ N 0 . For the even indices, we will also use induction. For i = 0, this is clearly satisfied. Now, assume the formula for indices less than 2i. Using x 2i+1 = 0 along with the definition of α k ,
Using a change of index on the sum, our induction hypothesis, and the previous lemma about ρ n , Note that the two lemmas also imply a very similar formula for (26), the only difference is ξ L,j = ξ j + δ j1 log 4. For completeness we write some of these out, in their simplified form where H k is the k-th harmonic number.
