Speckle noise is a form of multiplicative noise that corrupts the quality of medical images. It is well described and studied in medical ultrasound imaging, but less attention has been paid to its presence in reflectance microscopy images. Presence of the speckle noise not only limits the application of further post-processing and computer vision techniques, like edge detection, but it also makes diagnostics more difficult and less reliable for physicians. Many speckle mitigation techniques have been studied by various researchers, but the vast majority of them limit themselves to a single image of the target tissue. In this study, we examined the possibility to mitigate speckle using the redundant data present in consecutive frames of the video recordings, as they provide uncorrelated data from different spatial positions. Different ways of processing the redundant data were examined and compared against conventional methodologies.
INTRODUCTION
Speckle noise is a multiplicative noise of granular shape often present in medical images. Speckle was described and characterized by various researchers even back in the 1970s, Goodman [1], Wagner [2] and Burckhardt [3] being among the worth mentioning examples. Goodman [1] proposes an interesting hypothesis, stating that speckle level can be reduced in case of averaging uncorrelated speckle patterns. This opinion is explicitly substantiated by Suri et al. [4] , as they name averaging of uncorrelated images of the same tissue recorded under different spatial positions among speckle mitigation techniques. Although they characterize the approach as effective but complicated, we will challenge this opinion in this paper. Therefore, the research question of the work is whether averaging uncorrelated images of the same tissue * Thanks to the Molecular Biophotonics Laboratory at the University of Washington for collaboration and providing access to their data and laboratory equipment.
can lead to speckle noise mitigation and thus, improved quality of the image in terms of diagnostics. However, we decided not to limit ourselves to averaging and explore further methods of processing the uncorrelated images, either to improve the speckle mitigation quality, or to overcome the artifacts present due to improper registration of the consecutive frames. The device in question is a miniature, hand-held dualaxis confocal microscope used for in vivo examination of the tissues recording the video sequences as the operator manually moves the microscope across the tissue [5] . As the living tissue is constantly deforming and as the microscope is moving (even if it is held static, some tilting is caused by natural movement of a human hand), we can conclude that different frames of the video sequence that are overlapping at some extent depicting the same parts of the tissue (as the microscope is moving smoothly) are uncorrelated images with independent speckle pattern from each other. Theoretically, the speckle pattern can be reproducible, but considering the microscopic scale of the units, in practice, it can be considered impossible and the speckle pattern can be considered random for a given frame. Using video footage solves the complication problems related to several image acquisition procedures named as one of the disadvantages by Suri et al. [4] The paper is organized as follows: the Background section will provide general overview of speckle mitigation techniques. In the subsequent section, we will introduce our approach followed by the Experimental Setup section, providing the details of the conducted procedures. Afterwards, the results will be provided in Results section and we will summarize and outline the future work in the two final sections.
BACKGROUND
As mentioned earlier, the vast majority of speckle mitigation techniques use just a single image for despeckling, disregarding other frames depicting the same part of the tissue. Several conventional approaches were experimented for comparison against our approach.
One of the simplest and oldest examples discussed are Median Filtering [6, 7] , Average Filtering [8] and Gaussian Filtering [9, 10] . Furthermore, edge-aware bilateral filter was also examined. Bilateral filter is a weighted-average filter, where value of each pixel is calculated as the average of its neighboring pixels, weighted by the Gaussian of not only spatial distance but intensity distance as well [11, 12] . The method can be successfully used for denoising tasks as demonstrated in the literature [13] . The state-of-the-art for edge-preserving filtering and noise reduction is guided image filtering, introduced by He et al. in 2013 [12, 14] . Guided image filtering uses an image as a guide for filtering; this can be either the same image, or a different image can be also used as a guide.
There have been several sophisticated techniques proposed for speckle noise mitigation in the recent years.
In 2009 Coup et al. [15] proposed nonlocal means-based filter for despeckling. They tested their approach on synthetic and real 2-dimensional (2D) images, as well as on 3-dimentional (3D) images and claimed comparable performance with the state-of-the-art. However, 3 dimensions in their work correspond to 3 spatial dimentions (voxels), while in this paper the third dimension is considered to be temporal, rather than spatial (value of the same 2D pixel in several consecutive frames of the video). In the same year, Bioucas-Dias and Figueiredo [16] proposed conversion of the multiplicative noise into an additive noise, and estimation of the underlying image using Split-Bregman approach. In 2011 and 2012 three further papers propose speckle mitigation techniques. Patel, Easley, and Chellappa [17] reduced speckle by separating the structure and texture components of SAR images. Rodriguez [18] uses non-convex multiplicative model instead of conversion into the additive noise. The approach by Hacini et al. [19] is based on weighted total variation factor as a multiplicative constraint and except for denoising offers satisfactory edge preservation as well. In 2015 Gong et al. [20] also use total variation regularization for speckle noise reduction. Finally, Zaki et al. [21] used noise adaptive wavelet thresholding in 2017. Their algorithm uses different characteristics of noise in different wavelet sub-bands in order to decrease noise magnitude but preserver overall sharpness.
Even though the majority of the above-mentioned papers claim state-of-the-art performance in despeckling, we decided to work with traditional techniques only. The comparison with above-mentioned techniques can be realized as a survey in the future work, after our proposal is turned into a robust model and software implementation. Therefore, three factors impacted our decisions while selecting the techniques to compare our approach against.
First and foremost, we started with the techniques that could very easily be converted between 2D and 3D versions of itself (e.g. median filtering, average filtering). Comparison between the performance of the same technique with single-and double-channel information could help us understand, whether introduction of the redundant information was reasonable and whether it could lead to the improvement. And secondly, considering that we simplify the problem by working on 64×64 patches, assuming a perfect registration after manual alignment, and that our idea is on the basic stage of development, we decided to start the comparison with very traditional and simplistic approaches, in order to test whether introduction of the second channel could enable us to outperform the most simplistic approaches and whether it was promising enough to invest further work into.
PROPOSED APPROACH
For speckle noise mitigation in a given area of the frame, we propose usage of the information of the same part of the tissue present in the subsequent frame of video recording produced with a hand-held dual axis confocal microscope designed at the University of Washington 1 . While capturing several images might make the process too complicated, the overlapping areas are inherently present in the consecutive frames of the video sequence. For illustration, refer to Fig. 1 .
Two rectangular areas from two consecutive frames depicting the same part of the tissue are extracted and processed with twelve different techniques. The techniques can be divided into two categories: the ones, using only single frame, and the ones, using information from both frames. 3D median filter is one example of those, where in contrast to the 2D median described above, values from both overlapping regions are used and the median is found among the pixels of two frames. Special point of interest was optimal empirical selection of the input and guidance images in guided image filtering. The techniques used to process the data are summarized in Table 1 , where the abbreviations used in Fig. 2 are given in parentheses. 2nd frame guided by the median filtered version of the 1st frame (Guided 2 by 1 med) 1st frame guided by itself (Guided 1 by 1) Point-wise Average guided by 1st frame (Guided Avg by 1) 1st frame guided by median filtered version of itself (Guided 1 by Med 1) 1st frame guided by average filtered version of itself (Guided 1 by Avg)
EXPERIMENTAL SETUP
In the implementation process of the approach, we faced one very important challenge: automatic registration of the consecutive frames are sometimes extremely challenging and even impossible, due to constant deforming of the living tissue and tilting of the hand-held camera device. Both SIFT [23, 24] and SURF [25] algorithms failed to detect the proper features for adequate registration. The primary focus of the research was to investigate the ways utilizing the redundant data for speckle noise mitigation and not the solving the registration problem. Therefore, the following procedure was used: the frames were split into smaller 64×64 pixel patches that were manually registered (for simplicity's sake, translation was assumed between those locally selected sub-regions of the two frames) using GIMP software [26] . Different sizes, like 32×32 pixels or 128×128 pixels were examined for the patches, but the empirical study has shown that the optimal size was 64×64 pixels. The larger patches were difficult to register well enough, while smaller patches did not cover enough key points necessary for the registration. Finally, 10 pairs of the images were selected for study. Besides, we wanted to study, how each of the techniques could overcome the slight misalignment problem. Therefore, the patches were intentionally misaligned after best possible manual alignment by 3 pixels in a randomly selected horizontal or vertical direction. Thus, the patch from the first frame was paired with two different patches from the second frame (one perfectly aligned and one intentionally misaligned one) for further processing totalling up to 20 pairs of the patches. Parameters of the techniques applied have dramatic effect on the performance of the technique. Different parameters were studied and evaluated visually, and finally, after an empirical study, the following parameters were found optimal: a) 3×3 neighborhood for median and average filtering. b) 5×5 neighborhood for Gaussian filtering, with standard deviation equal to 0.5. c) Spatial distance was defined as 3-pixels, while the isotropic (equal in all directions) standard deviation was set to 0.1 for the bilateral filter. d) As for guided image filtering, the visual examination has shown that the optimal parameters were 3×3 window and 1% of the default DegreeOfSmoothing parameter of the MATLAB software imguidedfilter function [27] , as they kept the key structures necessary for medical evaluation and hence, those values were applied for further study.
Speckle and Quality Evaluation Metrics.
The resulting image generated after processing through any of the techniques mentioned in Table 1 was compared with the first, original frame and evaluated with two objective metrics. Decreasing speckle level and blurring the image weakens the key structures present in the image. Therefore, it was important to quantify the amount of speckle in each image, as well as the similarity of the structures between the original and speckle-mitigated images. A conventional image quality metric SSIM -structural similarity [28] was used for the latter purpose, while widely cited and used Speckle Index suggested by Crimmins [29] back in 1986 was used to quantify the speckle noise. It is worth mentioning that both metrics vary between 0 and 1. However, 1 is the best possible value for SSIM, while the best possible value for Speckle Index is 0.
Psychometric Scaling Experiments
Psychometric scaling experiments have been conducted to further evaluate the performance of two best-performing, as well as the most simple point-wise averaging techniques. 20 observers participated in web-based experiments: 10 of them had technical (imaging, computer science) background, while 10 observers were novice to image processing. None of the observers had medical expertise. Observers' age was ranging from 12 to 61, with 25 years being a median age and 26.75 the mean age of them. The observers were representing seven different nationalities. The experiments were based on the QuickEval [30] online platform.
The experiments were conducted as pairwise comparisons: pairs of the patches have been shown to the observers and the following instruction has been given: "Judge which image (either left or right) keeps the better balance between low level of noisiness on the one hand -and visibility of the structures and fine details, on the other hand." 
RESULTS AND DISCUSSION
In the optimal case, Speckle Index should be low, while Structural Similarity with the original frame should remain high. Therefore, it is interesting to refer to Fig. 2 . that illustrates SSIM values as a function of Speckle Index. The detailed results can be found in the master's thesis [22] . The values of the metrics were averaged among 10 tested pairs. The plot has the legend that describes its principles: the techniques using information from both frames are marked with red Xs, while techniques using single frame are marked with blue diamonds. Besides, the results for the pairs with perfect alignment are labeled with red boldface abbreviation, while for the techniques, where information from both frames are used and the two frames are 3-pixel-misaligned, are labeled with blue italicized abbreviations.
As low speckle index (horizontal axis) and high structural similarity (vertical axis) are optimal outcome and while improving one usually compromises the other -the best trade-off had to be found; i.e. closer the upper left corner the corresponding marker of the approach is, better can it be considered, while on the other hand, the ones close to bottom right corner are the worst performing ones. While filtering the image by itself provides almost intact structural similarity, it removes least amount of speckle noise being located on the upper right corner of the plot. The default approach mentioned in the literature, the point-wise average, keeps the structures well enough but is not that good in speckle mitigation.
In majority of the cases, the single image approaches perform better than double image approaches. Or from the other way around, introducing the second image in the process, is not always a better idea. Bilateral filter, simple 2D median filter and filtering image by the average of itself can be considered the best performing ones among single image techniques. On the other hand, the point-wise average filtered under the guidance of the first frame can be considered best among the double image approaches. While reducing the speckle noise through blurring the low variance regions of the image and through applying the default and most commonly cited way of pixel-wise averaging, it manages to ignore the artifacts introduced by the pixel-wise averaging, prioritizes the structures from the original image and keeps structural similarity high enough. 3D median filtering looks also quite appealing due to its low speckle level, but its structural similarity is not really satisfactory. The two blue labeled red diamonds in the very bottom left corner make us conclude that it is a bad idea to use different guidance and input images, when the alignment is not perfect. Another interesting point can be observed on the plot: we have five techniques that use two images and five pairs of the red X with italic blue and boldface red labels, which signify well aligned and 3-pixel misaligned versions. It is quite apparent that in all five cases the shift from well-aligned to 3-pixel misaligned version is towards bottom left corner, meaning that misalignment degrades the structural similarity, but at the same time slight misalignment decreases the speckle noise level. The reason for this could be very low DegreeOfSmoothing parameter that blurs only low variance areas and keeping high variance areas intact and thus, keeping their speckle noise too, when we have perfect registration. Even though low speckle noise is appealing, in our opinion, we have to prioritize higher structural similarity of the well aligned images, in order to avoid the visual artifacts that degrade the image even more than the speckle. However, this approach should be verified by a person with medical expertise, and can be considered part of the future work. Five original patches and the resulting patches after bilateral filtering (of the original patch), filtering the point-wise average of the two original patches guided by the first frame and the pointwise average of the two original patches from two consecutive frames are illustrated on Fig. 3 .
Subjective Assessment Results
The results of the psychometric scaling experiments are summarized in Figures 4 to 8 . The vertical axis is the value of subjective z-scores [31] , while the horizontal axis represents the Original and three different versions of it after speckle mitigation processing (Bilateral -bilateral filter applied on the first frame. Guided Filter -point-wise average of two consecutive frames filtered guided by the first frame. Pointwise Avg -pointwise average of the two consecutive frames).
For deeper insight into the data, each pair of the consecutive frames is represented and discussed separately. It is very important to note that all pairs are assumed to have the bestpossible alignment. Misalignment cases were not included in the psychometric experiments to avoid extra-long experimental sessions. It can be considered and studied in future works. Another important thing to note is that if the confidence intervals are overlapping, we cannot claim with 95% of the confidence that one approach outperforms others.
All but the third of the 64×64 patches ( Figure 6 ) demonstrate the similar trend: Bilateral filter has the lowest mean z-score, while the original has slightly higher mean z-score and guided filter and point-wise average have highest values almost equal to each other. In most of the cases, there is no or minor overlap between the confidence intervals of the bilateral filter on the one hand and guided filter and point-wise average on the other hand. This allows us conclude that the latter are perceived more balanced in terms of speckle level and visualization of the key structures than the bilateral filter. The same can be said about the bilateral filter and the unprocessed version. But the original, guided filtered version and point-wise average significantly overlap with their confidence intervals and we cannot conclude which one performs better. While guided filtered version and point-wise average have generally higher mean z-score, in case of the fifth pair (Fig. 8 ) the original is best performing with 95% of confi- dence. The interesting exception is pair 3, where bilateral filter is best performing one. In order to explain those kinds of behavior, lets refer to Figure 3 which illustrates all the patches used in the experiment. The third image original is special in its nature. From the visual judgment, it has very high speckle noise level that is substantiated with a high Speckle Index value as well. The structures of this patch, in contrast to other patches, is not contiguous and is segmented into several parts. The bilateral filter that demonstrated the highest blurring capability, removes the extreme level of noise, while blurring small bright parts as well, leaving just larger segments of cellular structuresmaking the structures stand out of the background. That was not that apparent in other cases, because the structures were visible well enough from the original. It is even more challenging to explain the performance of the 5 th pair (Fig. 8) , where original, thus, no processing at all, is considered the best. While the lack of speckle mitigation algorithm makes it the patch with highest speckle noise, it is a fact that the structures are what make it more preferable to the observers. The structures alongside the speckle are present on dark black background. While some of the structures are heavily segmented, speckle mitigation algorithms do not consider them as edges and blur them. This leads to the fact that the observer prefers the original, where the edges look apparently sharper, and speckle noise level is however high, but not disturbing to them, as the results show.
SUMMARY
To summarize, we have implemented an understudied technique of speckle mitigation -usage of the redundant data in uncorrelated images, which has been extracted from the videos acquired by the dual-axis confocal microscopes.The key novelty of our approach was using videos to extract the redundant data and use of techniques other than simple averaging after extraction of the redundant data. A major problem was the registration of the images for extraction of the overlapping areas. The registration problem was quite demanding, as nearly perfect registration was needed for point-wise average. The question is still remaining open, while we focused on processing techniques of the redundant data, simplifying the registration problem through dividing the frame. Limited dataset was a big problem that makes generalization still a bit risky and leaves need for further credibility. In total 10 pairs of small patches of medical microscopy images were studied under 12 speckle mitigation techniques. The performance of the speckle mitigation techniques was quite consistent among the different images. While still larger datasets are needed for further generalization and more thorough case-by-case study is necessary to characterize the performance of a particular technique, some conclusions still could be drawn:
The essential and most significant conclusion is the fact that the quality of registration is crucial for the techniques that use consecutive frames. Among single image based approaches, bilateral filtering and filtering the image under guidance of its own average performed the best in the objective evaluation. However, bilateral filtering had poor performance in psychometric scaling experiment. On the other hand, filtering the image guided by itself should be avoided. Although it provides almost perfect preservation of the structures, its performance in terms of speckle noise mitigation is pretty poor. In case of misalignment, it is better to avoid using different input and guide images in guided image filtering. Otherwise, we will end up with substantial artifacts, and lower structural similarity. When the alignment is good enough, pixel-wise average can be used, but the registration should be nearlyperfect, in order to avoid apparent artifacts. It is worth mentioning that pixel-wise average has reasonably good performance in psychometric scaling experiments. Another option that works even in case of slight misalignment is filtering the pixel-wise average guided by the first frame of the sequence. However, the question, whether it is worth introducing the second channel even in case of good alignment, remains open and larger databases are needed to be answered decisively.
And last, but not least, it should be considered that those solutions could be intended for real-time applications, where the new constraint -computational efficiency is introduced.
FUTURE WORK
Several follow-up research projects are needed to achieve the fully automatized robust framework of speckle mitigation.
First of all, the most significant challenge was the automatic registration of the video sequence images. One of the potential techniques to solve the registration problem can be the work by Loewke et al. [32, 33] , as they try to solve in vivo real-time image mosaicing problem for hand-held dualaxis confocal microscopes.
The second point of further work can be more refined ways of evaluation of the results. Various ways of evaluation are described in the work of Suri et al. [4] , classification tasks using kNN (k-nearest neighbors) classifier being one of the most promising among them, if the dataset is built with symptomatic and asymptomatic images. Generally speaking, building and processing the larger datasets are essential to generalization. Besides, the whole project was focused on processing just two consecutive frames, while introduction of more frames could increase the robustness of the model. Finally, the eventual goal is to make diagnosing easier for the physicians. Assessment made by the people with and without medical expertise can differ significantly. Therefore, psychometric scaling experiments with medical experts should be conducted to validate the model.
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