In this work, we propose a numerical method based on the generalized sine-cosine wavelets for solving multi-order fractional differential equations. After introducing generalized sine-cosine wavelets, the operational matrix of Riemann-Liouville fractional integration is constructed using the properties of the block-pulse functions. The fractional derivative in the problem is considered in the Caputo sense. This method reduces the considered problem to the problem of solving a system of nonlinear algebraic equations. Finally, some examples are included to demonstrate the applicability of the new approach.
Introduction
The notion of the fractional differential equations (FDEs) was first developed as a pure mathematical theory in the middle of the 19th century [1] . A history of the development of the fractional differential operators can be found in [2, 3] . It has been revealed that many mathematical modelings contain FDEs. To mention a few, fractional derivatives are used in viscoelastic systems [4] , economics [5] , continuum and statistical mechanics [6] , solid mechanics [7] , electrochemistry [8] , biology [9] and acoustics [10] . An important issue to shed light on is the fact that most of the FDEs do not have exact analytic solutions. Consequently, emphasis of efforts is on the importance of seeking numerical solutions for these equations. As a result, several numerical methods have been given to solve problems including FDEs, such as Adomian decomposition method [11] , variational iteration method [12] , fractional differential transform method [13] , operational matrix method [14] , homotopy analysis method [15] , power series method [16] and modified homotopy perturbation method [17] . Also, there can be some classical solution techniques to be fond, e.g. Laplace transform method [18] . One way to solve equations numerically is to use wavelets. The basic idea of wavelets (both: translation and dilation) goes back to the early 1960's [19] . There are developments concerning the multiresolution analysis (MRA) algorithm based on wavelets [20] and the construction of compactly supported orthonormal wavelet bases [21] . Wavelets constitute unconditional (Riesz) bases for L 2 (R), the space of all square integrable functions on the real line. In other words, a function in L 2 (R) can be decomposed and stably reconstructed in terms of wavelets [22] . To illustrate, some wavelets which have been constructed and used for solving FDEs include B-spline wavelets [23] , Haar wavelets [24] , Chebyshev wavelets [25] , Legendre wavelets [26] and Bernoulli wavelets [27] . Sine-cosine wavelet (SCW) has been used and showed efficient to solve various problems. To indicate this, we can refer to some works. Razzaghi and Yousefi in [28] have employed SCW to solve variational problems. Tavassoli Kajani et al. [29] have proposed a method based on SCW for solving integro-differential equations. They also applied this method to solve Fredholm integral equations in [30] . A numerical evaluation of Hankel transform for seismology has been given in [31] using SCWs approach. The present work introduces the generalized sine-cosine wavelets (GSCWs) operational matrix of fractional integration which can be used to solve fractional problems. The organization of this paper is as follows: Section 2 gives a brief preliminaries of fractional calculus followed by orthonormal basis of GSCWs and their properties in Section 3. Section 4 is devoted to block-pulse functions and their basic properties. Section 5 introduces the fractional order of operational matrix of integration for GSCWs. A numerical method based on the GSCWs and block-pulse functions in order to solve multi-order FDEs is given in Section 6. Some examples are included in Section 7 to show the applicability and efficiency of this method followed by concluding remarks in Section 8.
Preliminaries of fractional calculus
In this section, we briefly give some preliminaries and notations of fractional calculus. Two most important definitions for fractional integral and derivative operators are Riemann-Liouville integral and Caputo derivative. The Riemann-Liouville fractional integral operator I α of order α ≥ 0 is defined as follows [32] :
where Γ(α) is the gamma function defined by
Also, the Caputo fractional derivative operator D α of order α is defined as follows [32] :
where n = α is the smallest integer greater than or equal to α.
The following properties are satisfied for the Riemann-Liouville integral operator and Caputo derivative:
3. Generalized sine-cosine wavelets
Definition and function approximation
Wavelets constitute a family of functions constructed from dilation and translation of a single function ϕ(t) which is called the mother wavelet. When the dilation parameter and the translation parameter vary continuously, we have the following family of continuous wavelets as [19, 33, 34] 
where a and b are the dilation and translation parameters, respectively. If the parameters a and b are restricted to take values a = a 0 −k and b = nb 0 a 0 −k , where a 0 > 1, b 0 > 0 and n, and k are positive integers, a family of discrete wavelets which forms a wavelet basis for L 2 (R) is obtained as
Especially, if a 0 = 2 and b 0 = 1, then the set {ψ k,n (t)} forms an orthonormal basis. SCWs are usually defined on the interval [0, 1). Here, we replace the interval [0, 1) by [0, T ) where T > 0 and define GSCWs as
where L is any positive integer, n = 0, 1, 2, . . . , 2 k − 1 and k = 0, 1, 2, · · · . The set of GSCWs forms an orthonormal basis for the space L 2 [0, T ). Therefore, a function u(t) in this space may be expanded in a series of GSCWs as
in which ., . denotes the inner product. If the infinite series in (3.1) is truncated, then an approximation of the function u(t) is obtained as
where ω = 2 k (2L + 1), and C and Ψ(t) are 2 k (2L + 1) × 1 matrices given by
Convergence analysis
In this section, we get the convergence of the GSCW approximation of a function for all level of resolution k. Proof. Let S k,M (t) be a sequence of partial sums of c n,m ψ n,m (t) as
where M = 2L. We prove that S k,M is a Cauchy sequence in Hilbert space L 2 [0, T ) and then we show that S k,M converges to u(t), when M → ∞. In order to reach the first aim, letM = 2L with L >L, then
From Bessel's inequality, we have
This suggests that S k,M is a Cauchy sequence and hence it converges to a function in L 2 [0, T ), say, f (t). We need to show that f (t) = u(t), 
Block-pulse functions
Consider the interval [0, T ) and divide it into ω subintervals [(i − 1)h, ih), i = 1, 2, . . . , ω with h = T ω . Then the block-pulse functions are defined by [36] b
It is clear from the block-pulse functions' definition that the disjointness property for these functions is satisfied as follows:
Furthermore, we have the orthogonality property as
The block-pulse functions consist a complete orthogonal basis for the space L 2 [0, T ). Therefore, every real bounded function u(t) which is square integrable on the interval [0, T ) can be approximated using the block-pulse functions as
For the block-pulse vector B ω (t) and the vector U, we have
where diag(U) is the following diagonal matrix
In [36] , the authors have introduced the operational matrix of fractional integration of the block-pulse functions. They proved that
where
Operational matrix of fractional integration
In this section, we introduce the fractional order operational matrix of integration for the GSCWs. To this aim, first we look for a matrix Q ω×ω such that
where ω = 2 k (2L + 1). Using (4.1), we have
Using the definition of the GSCWs, c n,m i could be nonzero if
This implies to have
Taking (4.1) and (5.2) into consideration, we get
When m = 0, we have
For m = 1, 2, . . . , L, we obtain
and for m = L + 1, L + 2, . . . , 2L, we get
Hence, the matrix Q ω×ω in (5.1) is obtained as
where O is the zero matrix of dimension (2L + 1) × (2L + 1) and Q n , n = 0, 1, 2, . . . , 2 k − 1, are (2L + 1) × (2L + 1) matrices as Q n = a n m,i , m = 0, 1, 2, . . . , 2L, i = 1, 2, 3, . . . , 2L + 1, with a n m,i = c n,m i . The matrix Q ω×ω is an invertible matrix, so we have
Applying the Riemann-Liouville integral operator of order α to (5.1) and then utilizing (4.3) and (5.3), yield
In particular, for T = 1, k = 1, L = 1 and α = 0.5, the GSCWs operational matrix of fractional order integration P α ω×ω is given by 
Numerical method
In this section, we use the properties of the GSCWs together with the block-pulse functions to solve a class of nonlinear multi-order FDEs. Consider the following FDE
with initial conditions
where α > β 1 > β 2 > . . . > β r , D α denotes the Caputo fractional derivative of order α, a(t), a k (t), k = 0, 1, 2, . . . , r and f (t) are given known functions, . is the ceiling function and u(t) is the unknown function to be determined. In order to obtain a numerical solution for (6.1), we suppose that
then using (2.1), (5.4) and (6.2), we have
where we have used
and
Also, taking into consideration (2.2), (5.4) and (6.2), we have
Substituting approximations (6.3)-(6.5) into (6.1) yields
By employing (4.2) and (5.1), we get
In a similar way, we obtain
At the end, taking consideration (6.7) and (6.8) into (6.6), we get
which is a system of nonlinear algebraic equations that can be solved using iterative methods. By solving this system, we obtain the approximate solution u(t) as
Remark 6.1. In the linear case of the equation (6.1) with constant coefficients, i.e.
the following linear system is resulted from employing our method
Illustrative examples
In this section we present four examples and apply the method presented in the previous section for solving them. The function "FindRoot" in "Mathematica" software has been employed for solving the final nonlinear systems obtained by the method. The exact solution of this problem is u(t) = 1 + t. By considering k = 0 and L = 1, we employ the present method for this problem with a = 1, b = 0.5 and c = 0.5. In this case, the basis functions are given by
Suppose that D 2 u(t) u 0,0 ψ 0,0 (t) + u 0,1 ψ 0,1 (t) + u 0,2 ψ 0,2 (t) = U T Ψ 3 (t), (7.2) then using the initial conditions of the problem, we get
3)
where U 0 is obtained by approximating the function 1 + t as
and P 1 2 3×3 and P 2 3×3 are given, respectively, by
By substituting (7.2)-(7.4) into (7.1), we obtain
, which leads us to have
. By solving this linear system, the unknown parameters are computed as u 0,0 = u 0,1 = u 0,2 = 0.
Thus using (6.9), we get
which is the exact solution.
Example 7.2. Consider the following multi-order FDE [37, 39] :
subject to initial conditions u(0) = u (0) = 0 and u (0) = 2.
The exact solution of this problem is u(t) = t 2 . The absolute error of the numerical solutions obtained by the present method in this paper is given in Table 1 and Figure 7 .1. We have displayed the numerical results for T = 1 using the GSCWs with L = 1 and k = 2, 4, 6, 8 in Table  1 . In Figure 7 .1, plot of the absolute error obtained by L = 1 and different values of k are shown. It is seen from Table 1 and Figure 7 .1 that the absolute error decreases as the level of resolution increases. 
subject to initial conditions u(0) = u (0) = u (0) = 0 and u (0) = 6.
The exact solution of this problem is u(t) = t 3 . The absolute error of the numerical solutions obtained by the present method is given in Table 2 and Example 7.4. As the last example, consider the following linear multi-order FDE [37, 40] :
subject to initial conditions u(0) = u (0) = 0.
The exact solution is u(t) = t 3 . Numerical results for this example are presented in Table 3 and Figure 7 .3. The absolute errors at some selected points on the interval [0, 1] using the GSCWs with L = 1 and k = 2, 4, 6, 8 are given in Table 3 . In Figure 7 t k=2 k=4 k=6 k=8 0.0 7.57 × 10 −3 1.17 × 10 −4 1.84 × 10 −6 2.87 × 10 −8 0.1 2.14 × 10 −3 3.84 × 10 −4 7.92 × 10 −5 2.04 × 10 −5 0.2 5.85 × 10 −3 1.08 × 10 −3 2.68 × 10 −4 6.68 × 10 −5 0.3 1.08 × 10 −2 2.45 × 10 −3 6.01 × 10 −4 1.50 × 10 −4 0.4 2.49 × 10 −2 5.04 × 10 −3 1.31 × 10 −3 3.24 × 10 −4 0.5 1.48 × 10 −1 2.64 × 10 −2 6.04 × 10 −3 1.47 × 10 −3 0.6 4.36 × 10 −2 1.20 × 10 −2 2.91 × 10 −3 7.33 × 10 −4 0.7 5.55 × 10 −2 1.30 × 10 −2 3.28 × 10 −3 8.18 × 10 −4 0.8 6.78 × 10 −2 1.72 × 10 −2 4.27 × 10 −3 1.07 × 10 −3 0.9 1.14 × 10 −1 2.58 × 10 −2 6.62 × 10 −3 1.64 × 10 −3 1.0 2.88 × 10 −1 8.79 × 10 −2 2.31 × 10 −2 5.83 × 10 −3 
Concluding remarks

