Many of the successful multimedia retrieval systems focus on developing efficient and effective video retrieval solutions with the help of appropriate index structures. In these systems, the query is an example video and the retrieved results are similar video clips which are available apriori in the database. In this paper, we address a complementary problem of filtering a video stream based on a set of given examples. By filtering, we mean to detect, accept or reject the part of a video stream matching any of the given examples. This requires matching of example videos with the on-line video stream. Since the concepts of interest could be complex, we avoid explicit learning of a representation from the example videos to characterize the visual event present in the examples. We model the problem as simultaneous on-line spotting of multiple examples in a video stream. We employ a vocabulary trie for the filtering purpose and demonstrate the applicability of the technique in a variety of situations.
INTRODUCTION
In this paper, we address the problem of video filtering, the online process of identifying video segments from a continuous stream of videos, which are similar to a given set of examples. Traditional Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. filtering approaches were aimed at accepting or rejecting video information by manipulating the video in spatial or frequency domain [29] . They extensively used the mathematical models related to signal processing for filtering (say low-pass or high-pass) by manipulating pixel values. However, our approach to filtering is more "semantic" in nature, where we would like to filter video segments based on the visual content present in them. In this work, the visual content to filter, is implicitly characterized by a set of examples available apriori. Like many other semantic tasks (eg. content-based retrieval), our method also depends on the matching of videos. Example-based content-level processing of multimedia, has been popular in video and image retrieval literature [22, 27, 30] . The focus has been on identifying appropriate descriptors [30] and developing scalable systems which enable efficient retrieval from millions of images or video key-frames [22, 27] . There has also been significant interest in characterizing and recognizing activities and semantic concepts from video examples [15] . This class of algorithms, first learn to characterize the events from training data by computing a classifier, and then apply the learned concepts in new situations.
However, many concepts of practical interest are not easy to represent and learn. For example, the concept of violence is a difficult concept to characterize, even for the state-of-the-art machine learning algorithms. One may also come across categories like commercials in video streams which have high within class variance and relatively small inter-class variance. On the other hand, many of these concepts can be described with the help of examples. This allows us to model the problem as simultaneous spotting in a video stream. This approach could meet the immediate requirement of filtering the video stream based on the visual content.
In many practical situations, a human is present within the loop of a video processing system. For example, a human operator is often associated with surveillance video processing for initiating actions based on the video content. In such cases, on-line spotting of relevant information from a video sequence can be of immense help. We demonstrate that this is feasible even when a robust recognition of the specific concept is probably impossible.
We model the problem of video filtering in a manner complimentary to that of video retrieval. We begin with a set of examples (traditional "queries") which are indexed in the database. The larger video collection, which needs to be processed, is unseen during the offline indexing phase. The video collection is processed on-line, to identify the concepts represented by the given set of examples. In a way, what we are interested is in spotting rather than retrieving. Traditional retrieval systems focus on scalability to large databases for efficiency in retrieval. Our focus is on enhancing the throughput of the system and making the algorithm capable of simultaneous spotting of multiple examples. Our formulation also effectively utilizes the sequence information of the video stream, rather than treating it as a set of frames.
The notion of video filtering is highly related to image and video retrieval. Some of the related directions of research are briefly reviewed in Section 2. Basic idea of example based video filtering is presented in Figure 1 . On-line video is matched with a set of indexed examples for locating their possible presence. Trees (eg. KD Tree, Vocabulary Tree) have been popular for indexing larger video/image collections and processing smaller queries. We use a Trie data structure to index the examples and processing the video stream. Details of our indexing scheme is presented in Section 3. We, then demonstrate the application of the video filtering for three different tasks in Section 4. We conclude the paper in Section 5 by describing some of the future extensions.
RELATED WORK
Most of the content based image and video retrieval systems identify similar objects to a given query [7] . Both query and database objects are represented with the help of a set of feature descriptors. Earlier approaches used color, texture and shape descriptors computed globally or locally to describe the visual content of the images. This has been successful in retrieving images with concepts which are rather weak, (for example, "images with red flowers" or "scene of a sun-set next to water"). With this initial success, the focus shifted to retrieving specific objects (under widely varying imaging conditions) or object categories. Invariant description of interest points and patches have been the key to the success in these situations.
Image and video retrieval has been successfully attempted for retrieving objects of interest invariant to scale, orientation and illumination [22, 27, 32] in diverse multimedia collections. These methods primarily addressed the scalability issue towards indexing in large databases. The videos are represented by their key-frames, which in turn are described as a bag-of-interest-regions. Features describing regions-of-interest are quantized using K-means or hierarchical K-means, in an offline phase to build a visual-vocabulary for the given data set. The video collection is then indexed against this visual vocabulary. Once indexed, the database can retrieve videos corresponding to "short" queries, such as a (part of) an image or key-frame selected by the user. Another set of works focuses on building efficient indexing schemes for multimedia collections. Successful examples include LSH [11] , min-hash [3, 4] , pyramid match hashing [9] , vocabulary forest [32] , etc. Vocabulary tree has been used for efficiently indexing and retrieving large number of images [22] . A hierarchical partitioning of the feature space makes the quantization efficient. Also the retrieval and ranking of documents are simultaneously achieved by traversing the tree.
Focus of most of these approaches has been on indexing large amount of multimedia data to efficiently search within the given collection. However, on-line structures for indexing video streams has received very little attention. One of the related problem which received some interest in recent past is that of adapting the index structure with changes in visual content. In this direction, Yeh et al. [32] extended the notion of vocabulary tree to vocabulary forest while making the indexing process applicable to dynamic environments. Yan et al. [31] performed content based copy detection over streaming videos. In this paper, we aim at defining a trie-based architecture for content-based processing of video streams. Our trie based solution allows simultaneous matching of multiple examples.
An important requirement in on-line processing is to retrieve video clips of interest as and when they arrive. This is similar to the concept of keyword-spotting popular in speech processing and document image retrieval [24] . Keyword spotting methods locate the possible occurrence of the query word by matching with every possible words in the database. In the case of document retrieval, words are often segmented first and indexed using a set of appropriate features. However such methods are not directly applicable for video data, due to the difficulty of characterizing the visual content corresponding to each concept.
Content-based filtering of images and videos are attempted in literature for applications like adult content detection [8, 34] , removal of commercials [5, 28] , event detection [20] , copy detection [17] etc. Most of these methods formulate this problem as an object/scene recognition or detection by using an appropriate classifier in the right feature space. For example, the filters aimed at removal of adult content or detection of fire formulate the problem in an appropriate color space [20, 33] . In general, example video frames are used in an offline situation to learn the right model or a classifier. Then the new unseen video frames are classified using the learnt model/classifier. Accept and reject filters used for commercial removal also employ similar techniques. Colombo et al. [5] attempt to characterize the commercials with the help of low-level features and classify the video segments into categories. With the category of commercials becoming more and more diverse, such classification models in simple feature spaces are found to be insufficient. Content-based copy detection (CBCD) techniques have received significant attention in recent years [12, 16] . Focus of research has been on defining the right set of descriptors which are invariant to the allowable set of transformations [17] . There has also been significant concern about the computational complexity of this class of algorithms because of the practical applications in video sharing systems.
In this work, we would like to retrieve concepts from streaming videos, based on the similarity of a video sub-sequence with one of the given examples. This similarity has to be efficiently computed for each given example, for each incoming frame. To address this, we use the Trie data structure. Trie has been extensively used as an index structure in the area of string matching [26] . Trie is a suffix tree representation which can be used to find the strings that are exactly or approximately matched to a given query string. Tries offer text searches (exact or approximate) with costs which are independent of the size of the document being searched. By posing the problem of indexing multimedia data for video processing, similar to indexing in document search, the Trie can be used for video indexing [2, 23] . We describe our Trie construction in the following section.
VOCABULARY TRIE
Popular video retrieval systems aim at indexing large quantities of images and videos, and serving a small set of queries while being deployed on the field. Focus has been on the efficiency in retrieval and scalability to large video databases. These formulations typically employs trees [22] , hashes [9] or inverted indices [27] for the indexing of the visual data. Our objective is to process (filter) large amount of videos with the help of an index structure which is built out of a relatively small set of example videos. The indexing scheme that we require should be capable of We achieve these objectives with the help of a trie data structure. Tries are ordered tree data structures popular for a number of tasks related to information retrieval [14] . They are useful for matching, based on some similarity measure, for sequences of symbols in a language. A path from the root to a leaf represents a symbol sequence inserted into a trie, during the indexing. The leaf nodes store the identifiers of symbol sequences. An example of trie is shown in Figure 2 . Tries get constructed from a sequence of alphabets. An alphabet can be a scalar or vector or even a set representation. When trie is used for detection in an on-line setting, the stream of data gets matched/aligned with the sequence of nodes, and any successful termination at the leaf is treated as a valid detection. Tries are also used for approximate string matching [26] . Importantly, tries are not sensitive to the curse of dimensionality problems which is a challenge in multimedia computing.
A video (or even a key frame) can be represented as sequence of symbols or visual words and indexed into a Trie structure. This is made possible by the quantization of the visual data to produce a finite set of alphabets from a given video sequence [22, 27] . A set of videos to be indexed results in an appropriate vocabulary (words) and define the problem space. Traditional quantization schemes employ K-Means or its variants for the quantization and vocabulary construction. The resulting symbols/alphabets are formed by representing quantization cells or clusters in the feature space.
In our case, number and diversity of examples could be significantly smaller than the total amount of video that trie needs to process. In such cases, adding negative examples into the quantization step allows one to control the detection (false positive and false negative) rates. When the examples are diverse enough, influence of the negative examples seems to be negligible. Since the trie is represented in terms of index of clusters, representation is independent of the dimensionality of the feature space, as is the case in any bag of words representation.
There are two basic problems in formulating the on-line video processing problem using Trie: (i) representation of video sequences with the help of discrete symbols (ii) computing similarities of two video frames.
Representation and Matching of Videos
It is intuitive to use a temporal representation for videos, unlike the popular representation as a set of key-frames [27] , which is not suitable for on-line processing of videos. Let us consider a simple representation. A video frame is represented as the average color of the frame and video clip is represented as a sequence of such color descriptors. Such a frame-level representation could be sensitive to the temporal sampling/segmentation process. One could also represent the averaged color over a set of consecutive frames (overlapping or non-overlapping) as another measure for the description. For many practical applications, a simple representation We represent the video at frame level using the features suitable for the given task. The feature space is quantized into K bins using features extracted from a limited set of training data, using a clustering algorithm. Each feature is then indexed to the closest quantized bin, each frame then represented as a set of these quantization indexes. The sequence of the frame features is used in the trie construction and look-up.
Exact matching of two words or bag of words for detecting identical content could be relatively straightforward with any reasonably invariant representation. In many practical situations, one is interested in matching which allows partial and inexact matches of two representation of words. When the alphabets are described by a set of interest point descriptors, one could define a matching score based on the cardinality of intersection of the representations in the video stream and in the trie. Such a similarity score was used earlier in [3] .
Trie Construction
The given set of example videos are indexed in a trie. Vocabulary trie construction from example videos, is pictorially shown in Figure 3 . During the construction phase, the trie is incrementally built from each example. The common prefix sub-sequences are aligned for those examples which have similar frames to begin with.
The trie has a height h and a breadth b. Each frame of an example video occurs at different depths from the node. Hence, the height of the Trie is the length of the longest example video. Each example video constitutes a path from the root to a leaf of the Trie. The leaf is labeled with the concept of the example. Example videos share the nodes corresponding to "similar" frames at the same depth. The total number of leaves in the trie is the number of given examples, N . In the worst case, each example will constitute a distinct path from the root to the leaf. In this case, the storage complexity would be O(h.N ) and the time for building the trie would be O(N 2 ) requiring only the first frame to be compared with the previously built trie. The ideal case is a balanced trie, with equal breadth b Each edge of the vocabulary trie is a symbol. An input sequence of words takes the path along the edge, symbol corresponding to which is most similar to it and the similarity is above a certain threshold. During detection, each frame is checked for a possible match with any of the nodes at d = 1. Whenever there is a match, the subsequent frames are matched down the vocabulary trie, and so on. If the sequence of frames from the on-line video terminates in a leaf node, the appropriate concept is said to have been detected. Algorithm 1 summarizes the trie construction and detection process. During the off-line phase, examples are inserted into the database. During the on-line phase, the trie allows fast processing of the given video sequences.
Such a trie can introduce a latency equal to the maximum length among the example videos, in the worst case. Matching in trie is efficient, since only a few set of nodes will be evaluated for most frames. Such a sequential matching, in general, favor's lesser false positives. However, the matching threshold can be varied to control the detection rates, depending on the application.
The score/matching performance of a video sequence depends on (i) the length of the sub-sequence which it matches, normalized with respect to the length of possible paths in the trie which has this as a sub-path (ii) the quality of match of each of the alphabets/symbols. (iii) Number of tries which generates warnings/ detections. Score of the query video is equal to the number of the frames that match with the examples in database. If the score is above a threshold θ, then the video is blocked.
APPLICATIONS
We now demonstrate the application of vocabulary trie on a spectrum of situations. We start by demonstrating the applicability of this method to the detection and removal of a set of apriori known commercials from a broadcast video stream. The task is to detect the possible presence of a sequence of video frames which are identical or highly similar to those available in the database. In the second application, we address the problem of detecting copies of videos where a larger set of transformations are possible [17] . Our method allows the detection of copies of multiple videos in a single pass (processing cycle). We then demonstrate the applicability of vocabulary trie in situations where relatively complex concepts of human activity, is spotted in images and videos.
Commercial Removal
Removal of commercials (or a set of example videos) help in segmenting, summarizing, storing and processing of broadcast videos [19, 28] . They are also an integral part of information retrieval systems designed for broadcast videos. Identification of the examples could be done either manually or with the help of audio-visual clues. Given a set of commercials, we index them into a vocabulary trie in the offline phase and use it for detecting the presence of similar video segments from the "test" videos. During indexing, we extract color histogram features and build an associated vocabulary by clustering them using K-Means, to 500 clusters. The visual words (or the cluster indices) are then used to construct the trie.
The trie is tested over a video sequence of 300 hours duration (or approximately 300 GB in MPEG) captured from 10 different broadcast news channels. We detect the possible presence of a commercial in this video sequence in about a second (excluding the feature extraction time). The false positive rate of detecting the commercials is about 28%. The false positive rate could be reduced further by using more complex and discriminative features (see the next sub-section). Our method scales to large number of commercials without any significant loss in computational efficiency or the precision as demonstrated in Figure 5 . The exact time requirement depends on the percentage of commercials in the video sequence. In our case, commercials occupied 16% time of the video duration.
To further evaluate the performance of the vocabulary trie on detection of commercials, we manually ground truth-ed a database of
Algorithm 1 Vocabulary Trie
Trie-Construction In the offline phase, trie is constructed from example video sequences for the given examples: V1, V2 . . .
• Initialize an empty trie. For the given examples i = 1, 2, ...
• Find the longest prefix sequence which is common to the trie and the i th example video. When a mismatch takes place in the sequence, initiate a new path resulting in termination of the leaf node labeled with this example.
Online-Detection
In the on line phase, video stream is processed for the possible presence of the examples.
• For the given sequence of words, pass through the trie until either we get a leaf node or no path is available.
• If we reach the leaf node, return back success with the detail of the example and the location from where the possible sequence started.
20Hrs with 250 commercials. In addition to the label, start and end frames were also annotated. Some example frames from the commercial videos used can be seen in the Figure 4 . The detection performance of the commercials depends on various parameters. We use F-score as evaluation measure, which takes both the precision and the recall into account. It is defined as
In Figure 6 (a), we demonstrate the effect of length of commercial on the detection rate. In general, it is observed that longer the duration of the commercial, better the detection rate. For this experiment, we have used the number of clusters (visual words) to be 500. Number of visual words used for representation of the video sequence also affect the detection rates. In Figure 6 (b), we demonstrate the effect of number of clusters on the detection rate. With increase in number of clusters, the detection rate also increases.
Many practical situations for video filters require controlling of the false positive/false negative rates depending on the application. As mentioned in the previous section Vocabulary Trie allows flexibility in design, and thereby parameters which can directly affect these rates. We vary the length of the example and query videos by grouping p consecutive frames together and obtain the word corresponding to the mean of their feature descriptors. We demonstrate the variation of false-negative rate with p in Figure 6 (c). We can observe that false-negative rate increases with temporal quantization parameter p.
Thus, it can be seen that the vocabulary trie allows efficient and scalable spotting of commercials in a video stream with significant amount of flexibility on false positives/false negatives.
Content Based Copy Detection (CBCD)
Content-based copy detection has received significant attention in recent years due to its immediate practical applications [13, 17] . On-line CBCD [31] is becoming an important problem, to filter duplicates in multimedia collections. The vocabulary trie approach is directly applicable to the problem of on line CBCD.
Popular methods for CBCD extract a small number of pertinent features (called signatures or fingerprints) from images or a video stream and then match them with the database according to a dedicated voting function [17] . An important requirement which has come to existence in this problem is the capability to detect (or match) possible copies of multiple video clips with minimal computational overhead. There are two important steps in solving this problem: (i) efficient methods for similarity computation (ii) detection of copies by accumulating the similarity scores. State-of-theart methods focus on solving the first part efficiently. Our method is also capable of addressing the scalability in number of videos to be matched as demonstrated in the last section.
In the CBCD setting, one needs to allow larger amount of variability for defining duplicates. A copy could be a video clip which is modified in appearance (eg. color, contrast), geometry (eg.resize, cropping) or re-capturing (eg. perspective effects, overlaid text) etc. [18] . To accommodate these variabilities, we use SIFT [21] and SURF [1] feature descriptors computed over interest points to describe the frames. The visual vocabulary is built using hierarchical K-Means algorithm. In most situations, vocabulary is constructed by quantizing the feature descriptors obtained from example videos. In our case, Trie is supposed to function on similar examples as well as large number of non-example situations. Thus we tried introducing feature descriptors from non-example videos while quantizing. While clustering we weigh the distance from non-example videos by α, a measure of importance. We build the trie with a symbol/alphabet represented frames, which converts a video into a sequence of sets (bags) of visual words. Given two 
In our first experiment on CBCD, we compare the performance of different features and trie parameters for a set of 1000 video clips. Original video clips were obtained from broadcast news channels. Video clips were manipulated by blurring, adding noise, cropping, resizing, gamma correction etc. We use average precision for performance evaluation as used in most of the CBCD tasks [12] .
We compare the performance of the above two features and Trie parameters, and present the results in Table 1 . The input video stream is formed by 100 transformed example videos and videos not present in the database which constitute a total of 46K frames when sub-sampled at the rate of 2f ps. Times reported do not include the time taken for feature extraction. It can be observed that the performance in general improves with Vocabulary size, K. Results are also not much affected by increasing the number of examples, N , to build the trie though the time of processing increases.
In a generic video filtering situation, there are other practical challenges. Such as, (i) If a symbol matching fails somewhere or (ii) when sequence in the query is a copy of some sub-sequence of an example, a naive implementation of the video filter could fail. We address these problems using the following methods:
Mean Score Decision to traverse further at any node in the trie will have to depend on the scores of symbol matching done from the root to the current node. Therefore, we keep a threshold on the mean of these scores to make the sequence matching robust to any rare symbol matching failure. We also keep a threshold, F , on the number of frames matched to detect the sequence as a copy. While processing the query video stream we initially start from trie 1. If any mismatch happens after starting from the i th trie, then we again start from the (i + 1) th trie and continue until a sequence from the query is accepted or we reach the last trie. We move to the first trie when a mismatch occurs in the last trie or a sequence is accepted. By this we ensure that we don't miss any sub-sequence of length ≥ F + D in the query (assuming that when correct frames are compared they do match). This is because we can miss a maximum of D initial frames of any example when a forest of depth D is used. D (can vary from 1 to L) acts as a trade-off parameter between performance and time which can be observed in our next experiment.
An example of how forest of tries work is shown in Figure 7 , the brown part of the input video stream is a copy of sub-sequence of an example video in the database (brown colored nodes in the forest). When processing starts from trie T 1 it leads to mismatch as shown by red path. The actual copy of sub-sequence of an example is found when we search by starting from the trie next to T 1, i.e., T 2, as shown by green path. Detecting copy of such sub-sequences of examples is not possible with a single trie.
For our second experiment we use MUSCLE-VCD-2007 database [18] . This database is composed of about one hundred hours of videos spread over 101 different files and it's ST1 query set is composed of 15 videos of total length of about two and a half hours. Out of these 15 videos, 10 are transformed from some video in the database and rest five are not from the database. Some examples of original and transformed frames from Muscle data-set are shown in Figure 8 .
We use the ST1 query set as our database and join 101 videos from MUSCLE database to form a 100 hour input video stream. This is according to our objective of filtering large amount of videos with the help of trie which is built out of a relatively small set of example videos. Feature descriptors computed over interest points of frames from 15 videos of the database (sub-sampled at the rate of 0.5f ps ) are quantized into 10K visual words and a Trie or a Forest of tries is built as explained above.
Results of this experiment using Trie and Forest of tries are shown in table 2. We can see the improvement in the performance by using Forest of tries. Performance improves by decreasing D in case of Forest of Tries at the expense of time. We can observe in the table that it improves for SURF and remains constant for SIFT. The above experiments show how our approach provides an efficient and accurate solution to the problem of CBCD.
Activity Spotting
We now show the applicability of our method in a more complex problem of spotting the actions which plays a crucial role in video surveillance and monitoring. This task is more semantic in nature. As any action is an ordered sequence of poses, a trie data structure can be employed to index and capture the temporal pattern of the actions. This can be achieved by representing each pose in an action using an appropriate feature.
We demonstrate the utility of the proposed architecture for the task of human activity spotting. Influenced by the recent success of Histogram of Oriented Gradients(HoG) in human/object detection tasks [6, 10] , we represent each frame (pose) of an action with a HoG descriptor.
Given any video, we initially localize the moving person, by subtracting previous frame of the video from current frame. Figure. 9 shows the frames of an action in the first row and the corresponding regions of localized person in the bottom row. We extract HoG descriptors from the localized regions of the moving persons in example video frames and build a vocabulary by clustering these features using K-Means algorithm. The dimension of HoG descriptor is kept constant even if the size of the localized window changes. We achieve this by choosing appropriate cells per block, number of overlapping blocks per row and column, number of bins. Any video can now be represented with the sequence of cluster indices. We refer these cluster indices as pose words.
A trie is built from example videos of different actions performed by different people. We have used videos containing "Running" and "Hand Waving" actions performed by different people from KTH data-set [25] . When two different people perform the same action, length of the action period may differ, also the sequence of pose words may not be exactly aligned. Therefore, we use approximate matching in the trie by allowing some mismatches [26] .
Test video stream is prepared by inserting 35 video sequences of the above actions at different places in a video stream with no human activity. These video sequences inserted in test video are not present in the database. We are able to detect 31 video sequences correctly with 6 false positives and 28 without any false positives. The average precision obtained is 0.812.
For all the three applications described here, we obtain quantitative results (detection rates) which are comparable to the state of the art. However, our detection architecture is computationally attractive since it demands only minimum number of comparisons for the spotting purpose. Our trie based filtering scheme (i) is able to process the video stream in an on-line manner (ii) it can support a variety of features (traditional color/texture descriptors as well as the invariant interest point descriptors) (iii) is also compat- 
CONCLUSIONS
In this paper, we have addressed the problem of video stream filtering given a set of example videos. We have proposed a trie based architecture for on-line processing of the video stream. This architecture allows simultaneous spotting (or matching) of example videos in a stream of video frames. We have shown the applicability of a vocabulary trie in a variety of situations relating to the example based video filtering problems.
Processing of on-line video sequences for information extraction and data mining has many significant applications in video retrieval. We are working towards designing appropriate processing (indexing, matching, ranking) architectures for information retrieval tasks from broadcast and other similar on-line video streams. One of the challenges in obtaining real-time solutions to the online processing tasks is the computational efforts required for feature extraction and matching. Our proposed architecture is highly parallelizable and a GPU based implementation can speed up the solution significantly.
