Articles you may be interested in Hydrogen bonded structure, polarity, molecular motion and frequency fluctuations at liquid-vapor interface of a water-methanol mixture: An ab initio molecular dynamics study J. Chem. Phys. 141, 134703 (2014) The evolution of the micro-segregated structure of aqueous methanol mixtures, in the temperature range 300 K-120 K, is studied with computer simulations, from the static structural point of view. The structural heterogeneity of water is reinforced at lower temperatures, as witnessed by a pre-peak in the oxygen-oxygen structure factor. Water tends to form predominantly chain-like clusters at lower temperatures and smaller concentrations. Methanol domains have essentially the same chain-like cluster structure as the pure liquid at high concentrations and becomes monomeric at smaller ones. Concentration fluctuations decrease with temperature, leading to quasi-ideal Kirkwood-Buff integrals, despite the enhanced molecular interactions, which we interpret as the signature of non-interacting segregated water and methanol clusters. This study throws a new light on the nature of the micro-heterogeneous structure of this mixture: the domain segregation is essentially based on the appearance of linear water clusters, unlike other alcohol aqueous mixtures, such as with propanol or butanol, where the water domains are more bulky. Published by AIP Publishing.
I. INTRODUCTION
The fact that mixtures involving water as an associating molecular species exhibit micro-segregation is now well acknowledged. [1] [2] [3] [4] [5] [6] In fact, micro-segregation is a universal property of any mixture involving at least one associating component. 7, 8 However, the exact status of this microheterogeneity (MH), as well as the consequences of its existence upon thermophysical properties of such systems, is not well understood. 8, 9 One point that we have investigated in our previous works 8 is how to distinguish the microheterogeneity (MH) from concentration fluctuations (CF), the latter which are accessible through the Kirkwood-Buff integrals [10] [11] [12] (KBI) . The difference between CF and MH relates, respectively, to the k = 0 part of the structure factors (associated to the KBI) and the k 0 part corresponding to the pre-peak in partial structure factors associated with hydrogen bonding atoms. 7 This latter pre-peak is associated to microsegregated domains which form through the self-hydrogen bonding of specific molecules, such as water or alcohols, for example. Indeed, mixtures of non-bonding molecules never show this characteristic pre-peak, 7 and consequently are never micro-segregated, while they can perfectly well have high concentration fluctuations, which would correspond to a raise in the k = 0 part of the structure factors. 7 In our previous works on mixtures involving hydrogen bonding species, we have studied the interplay between the KBI (or equivalently CF) and the domain segregation, in particular to explain the anomalous raise of the KBI. 7,8 a) Author to whom correspondence should be addressed. Electronic mail:
aup@lptmc.jussieu.fr
So far however, we have never investigated the temperature dependence of this micro-segregation. Such investigation could help clarify questions about how microheterogeneity affects the stability of a mixture. Indeed, mixtures with an upper critical solution temperature (UCST) demix when the temperature is lowered below this critical temperature. This is the case of few aqueous mixtures, such as aqueous acetonitrile 13 or aqueous 2-butoxyethanol, 14 for example. Aqueous acetone mixtures are known to be difficult to mix within computer simulations, [15] [16] [17] and one could conjecture the existence of a hidden UCST at temperatures lower than ambient. 15 Aqueous methanol solution does not undergo demixing at any temperatures for which they are liquid. However, the question of the stability remains posed, in particular if the concentration fluctuations increase or decrease with the decrease of the temperature. Similarly, one can ask how does the micro-heterogeneity evolve with decreasing temperatures? Such questions could help clarify the connections between MH and CF. We can take advantage of the fact that computer simulations of aqueous mixtures are notoriously known to have difficulties to produce a crystalline phase below the experimental freezing point, 18, 19 to study these systems beyond the experimental conditions where they stay liquid. These difficulties are due to the problems of forming a hydrogen bonded nuclei with proper crystalline symmetry without the help of particular sampling techniques 19 or models. 20 , 21 Since we do not use such techniques here, we obtain supercooled and glassy phases at temperatures as low as T = 100 K. From the experimental point of view, under ambient conditions, methanol crystallizes at T = 175 K, 22 but amorphous phases can be obtained as low as T = 90 K. It is then interesting to observe how CF and MH evolve in such cold mixtures. It is now well known that low temperature liquids, in the supercooled phase and beyond in the glass phase, are characterised by dynamical heterogeneity. [24] [25] [26] [27] [28] [29] [30] This type of heterogeneity is characterised by the existence of spatial domains where molecules of high mobility are aggregated. It is therefore interesting to see how the existence of microheterogeneity correlates with the concomitant existence of dynamical heterogeneity, specially in a mixture where species have different mobilities.
In order to study these various problems, we have chosen aqueous methanol mixtures, namely, the first system in which micro-heterogeneity was revealed by the Soper group as an unexpected feature in a macroscopically homogeneous system. 1 The same group has previously investigated this particular mixture under cooling and high pressure, 31 both by EPSR techniques and computer simulations. Their analysis led them to conclude that a UCST could be hidden below the freezing line. Although the structural findings we report in this paper are quite similar to those of these authors, our analysis of the concentration fluctuations leads us to conclude at a enhancement and stabilisation of segregation at the detriment of critical concentration fluctuations. We shall discuss the pertinence of our findings in Sec. IV. The dynamical properties of this particular system in the supercooled regime were very recently investigated experimentally by Mallamace et al., 32 with a particular accent over relaxation processes. Our approach is more focused on static properties and local heterogeneity.
The study of low temperature behaviour of aqueous methanol has another interest, related to the low temperature behaviour of each of the pure components, and principally water, because of the much debated existence of a second critical point. [33] [34] [35] [36] Although water is a hydrogen bonded liquid, it does not exhibit any of the specific clustering properties of methanol and higher linear alcohols. 37, 38 Methanol is known to form chain-like linear clusters. 2, 37, [39] [40] [41] Under mixing, water has also the propensity of forming linear chain-like clusters, such as in aqueous dimethyl sulfoxide (DMSO) mixtures. 8, 42 It is therefore interesting to ask if such type of clustering has any relation with the existence of a liquidliquid phase separation 36, 43 at low temperatures. This type of problem can be clarified by examining the relation between concentration fluctuations-related to phase transitions, and micro-heterogeneity.
The remainder of this manuscript is as follows. In Sec. II we describe briefly the difference between CF and MH, and we provide information on our computer simulations. In Sec. III we discuss our findings for static structural and dynamical properties. Sec. IV gathers the discussion about the principal features unveiled in Sec. III as well as our conclusions and perspectives.
II. THEORETICAL AND COMPUTATIONAL DETAILS

A. Concentration fluctuations and micro-heterogeneity
In a many component mixture, the macroscopic concentration fluctuations are defined as 10, 44 
where a and b are species index, N α is the number of particles of species α in a volume V , and the bracket indicate the grand canonical ensemble average. 44 As emphasized in our previous works, 7, 8, 45, 46 these concentration fluctuations are related to the k = 0 part of the structure factors through the relation
where a and b are species index, and where the ρ α = N α /V and µ α represent the number of particles, the partial number density, and the chemical potential for species α, respectively, with V being the total volume and β = 1/k B T being the Boltzmann factor (with k B being the Boltzmann constant and T the absolute temperature). The structure factor S ab (k) is related to the Fourier transform of the pair distribution function g ab (r) through the expression
Eq. (2) holds equally for molecules made of various atoms. This is because all the atom-atom structure factors S i j (k) for a single species (with atoms i and j) have the same k = 0 value, which is also that of the molecular center of mass invariance of the integral in Eq. (3) for k = 0, with respect to the choice of the origin. 44 In contrast to Eq. (2), where concentration fluctuations acquire clear physical significance, micro-heterogeneity, which can be seen as a wave-vector dependent fluctuation, cannot be directly linked to any measurable quantities such as in Eq. (2), which has made its detection problematic. However, MH has a well-defined signature in terms of a pre-peak in specific atom-atom structure factors, as we have previously shown. [45] [46] [47] [48] This pre-peak arises in different context which we have encountered in our previous investigations. It could be due to the presence of specific micro-segregated domains, such as those found in aqueous-alcohol 47, 48 or alkane-alcohol 7 mixtures. It could be due to the presence of specific clusters, such in neat alcohols, 37, 39, 53 or in mixtures such as aqueous-DMSO, 42 both in which chain-like cluster of the hydroxyl groups is observed.
Concentration fluctuations in mixtures can be appreciated through the Kirkwood-Buff integrals, 10, 11 which are defined by the expression
which can be equally computed through the atom-atom pair distribution functions g i j (r) for the same reason as mentioned above. In practice, some care should be taken when evaluating these integrals through site-site functions obtained by computer simulations, since the presence of concentration fluctuations tends to shift the asymptote of these functions to a value different than 1. 7 When mixtures behave in a near ideal manner, their concentration fluctuations are small, and this correction can be avoided. This was the case here for very low temperatures. The KBI for binary mixtures can be expressed in term of various thermodynamical quantities as 11, 12 
where κ * T = (1/ρ) (∂ ρ/∂ βP) T is the reduced compressibility (which can be neglected for dense liquids),V a and x a are the partial molar volume and mole fraction of species a, respectively, V is the molar volume, and
By separating the chemical potential into the three usual parts, 44 which are reference, ideal, and excess parts,
where µ
(with Λ being the de Broglie thermal wavelength, which depends only on the mass of the particle 44 ) and µ ideal α = k B T ln ρ α , we see that an interesting case occurs when one has D = 1, which implies from Eq. (6) that µ excess 1 = µ excess 2 = 0, conditions which can be achieved in the absence of interactions. The denomination of "ideal mixture" is associated to the case D = 1. In fact, D = 1, or equivalently µ excess a = 0, do not necessarily imply the absence of interactions, since the excess chemical potentials can be zero when the entropy and enthalpy contributions cancel each other. This is postulated to happen in the case when some local ordering of the molecules is present, and for which entropic and enthalpic contributions cancel each other. 49, 50 The appearance of micro-heterogeneous domains could correspond to such local molecular ordering, which could therefore produce a "fake" ideality with D ≈ 1. We will illustrate below such a case in the very low temperature cases.
B. Computational details
All simulations were conducted with the Gromacs 4.6 package. 51 We mostly used system sizes of N = 2048 molecules, which corresponds on average to box sizes about 45 Å. The box size change from T = 300 K to T = 200 K is 3%, which corresponds to a very small volume change. For example, for pure methanol, we find that the molar volume varies from V m = 40 cm 3 /mol at T = 300 K to 38 cm 3 /mol at T = 200 K and 36 cm 3 /mol at T = 100 K. Static properties were calculated in the isothermal isobaric (constant NPT) ensemble. The temperature was maintained constant by a modified Berendsen thermostat and pressure maintained constant with the Parrinello-Rahman barostat (both with time constant of 0.1 ps). The leap-frog integrator time step was fixed at 1 fs. We followed the same protocol for all of our simulations. The initial configurations were prepared with the package Packmol 52 with the molecules put in a box size computed by interpolating linearly the experimental volumes of the pure components. This way, we minimize the equilibration part, by starting with an appropriate initial volume. Static properties were computed with 2-4 ns statistics. Typically, we studied cases with the methanol mole fractions x = 0 (pure water), x = 0.2, x = 0.5, x = 0.8, and x = 1 (pure methanol). The pure components were studied essentially for dynamical properties, since we have reported static properties earlier. 37, 54, 56 The static correlation functions were obtained typically over 2000 independent configurations.The site-site structure factor reported here is calculated by direct Fourier transform of the site-site correlation functions by standard numerical methods. 57 The SPC/E water model 58 was used and the OPLS model 59 and TraPPe model 60 for methanol. There is very little differences between these 2 models in the mixing conditions. The OPLS model tends to show enhanced concentration fluctuations when compared to the TraPPe model, visible through the higher S(k = 0) values. However, both structure factors are nearly identical at higher k-values. These observations imply that thermo-physical propertiesessentially obtained at k = 0, could show some model dependence, while micro-heterogeneity-sampled at k 0 might be model independent.
We studied very low temperatures, well below freezing temperatures. However, our system remained liquid or supercooled/glassy since it is very hard to obtain crystallisation of aqueous mixtures without specific manipulations and models. 19 One important point about super-cooled glassy states is that these are clearly non-equilibrium or metastable states. Therefore one could ask how one can apply equilibrium thermodynamic criteria and compute or measure equilibrium quantities. This question is relevant to our study since we report here many equilibrium quantities such as the distribution functions and the Kirkwood-Buff integrals. This important point has been answered many times in the vast literature of the supercooled/glassy states. 61, 62 The main argument line is the following. Contrary to stable states which have only a single minima in the phase space, these metastable states have many minima. These minima are replicas of each other, and the glass transition is seen as a replica symmetry breaking, 63 which splits equivalent equilibrium minimum into distinct ones. The system gets trapped in any one of these minima for very long times, and can go to another only through an activated transition. 27, 65 While the system is trapped inside a single minimum, equilibrium criteria apply and one can compute and measure a variety of them. 62, 64, 65 This situation happens equally in computer simulations. 29 The computation of the structure factors and KirkwoodBuff integrals through correlation functions evaluated in computer simulation is a topic we have addressed in previous papers (see, for example, Ref. 7), which we briefly recall here. The principal problem with correlation functions in computer simulations is that they do not decay to unity,
where N is the number of particles in the box, and the coefficient ε ab is related to the concentration fluctuations in Eq. (2) and this depends also on the type of statistical ensemble used to do the simulations. 7 As a consequence, the expression in Eq. (4) cannot be used to compute the Kirkwood-Buff integrals. However, since the asymptote of the g ab (r) nevertheless exists, we have devised a simple methodology to remove this value-instead of 1, in Eq. (4). This has been illustrated in several of our previous works, and Kirkwood-Buff integrals evaluated for several types of systems, and often in good agreement with experimental values. 7, 42, 47, 48, 54 In particular, the KBI of the T = 300 K aqueous-methanol mixture have been evaluated in Ref. 54 . In the present case of lower temperatures, the correlation functions tend to have longer ranged oscillations instead of decaying to a value close to 1. However, such oscillations are very small, especially for the system size of N = 2048 molecules. Consequently, the value very close to k = 0, in the range 0 < k < 1.5 × 2π/L ≈ 0.18 Å −1 (where L is the box size, often around L ≈ 47 Å for N = 2048), tends to be biased slightly. However, the structure factor values in the range k > 0.5 are totally insensitive to the box size. We confirmed this by simulating few systems with twice larger (with N = 16 000): only the structure factor values below k < 0.25 Å −1 are affected by system size. In these conditions, the KBI cannot be evaluated safely from the k = 0 values of the structure factors, according to Eqs. (2)- (4). Instead, we use quantities that we called "running KBI" (rKBI) in our previous works, 47, 54, 56 defined as
Obviously, this function tends asymptotically to the KBI G ab when R → ∞. These quantities have a flat asymptote which corresponds to the value of the KBI according to Eqs. (4) and (9) , which can be evaluated graphically. In the case of domain formation, the RKBI reach the asymptote through domain oscillations, which range can exceed the simulation box size. 47, 48 Even then, the center of such oscillations often provides a good estimate of the KBI. In the case of aqueous mixtures, the fluctuating water domains often do not allow to obtain a flat asymptote behaviour of the RKBI. This is due to intrinsic domain fluctuations, which do not allow to stabilize the asymptote, which we have previously reported for aqueous methanol at T = 300 K. 56 In such cases, we use a trick from the fact that the solute-solute and cross correlation have often well or better defined asymptotes. We use the KBI extracted from these rKBI asymptotes to obtain the self-consistent water-water KBI from Eq. (5), where we compute G w w from G w s and G ss by eliminating the D coefficient. We check afterwards the consistency of this value with the water-water asymptote of the G w w (R), and this procedure always provides an excellent estimate of G w w . These problems and approaches are illustrated in Fig. 1 , where we show a comparison between the system size we have mostly used in this work, with N = 2048 particles, and twice as much with N = 16 384. Both results have been obtained for 4 ns long runs. The top panel shows the water oxygen correlations and structure factor, and it is seen that the agreement is near perfect, both in real and reciprocal space, except for very small k values. The small pre-peak of the structure factor is reproduced for both sets of data, with a small shift for the larger system. The middle and lower panels illustrate the rKBI asymptotes for the oxygen atom correlations between water and methanol (middle) and methanol (lower panel). It is seen that the rKBI do indeed go to a flat asymptote-corresponding to the KBI values-with some oscillatory structure. The flat asymptotes are obtained by shifting the initial data from computer simulation as explained in our previous papers. 7, 54 Omitting this correction leads to slanted asymptotes, 7, 54 which are obviously incorrect trends. The water-water KBI is evaluated both through direct asymptote evaluation (which is not often as accurate as the two others because of the cluster/domain dynamics that affects the statistics), or using the trick mentioned above. The green lines in the middle and lower insets represent the ideal KBI values, which we discuss in Section III D below.
III. RESULTS AND DISCUSSION
We first examine the temperature and concentration dependence of the static properties, related to the microscopic distribution of the particles, such as structural properties and concentration fluctuations through the KBI. Then we examine dynamical properties, particularly in the supercooled regime.
A. Snapshots
Since simple liquids are disordered systems, textbooks on computer simulations discourage looking at snapshots which are generally not indicative of the structural organisation. 66 However, in the case of complex molecular organisations, snapshots are particularly interesting, and should be observed. This is, for example, the case of room temperature ionic liquids, where the polar/apolar segregation of molecular moieties is distinctively seen through snapshots. 67, 68 Similarly, in micro-heterogeneous mixtures, snapshots are indicative of how this statistically permanent structure appears and evolves.
8 Fig. 2 shows snapshots of the micro-heterogeneous structure of aqueous methanol mixtures at two different temperatures. The visual inspection indicates that there are more changes with concentration than with temperature. These pictures confirm that, in the absence of crystallisation, these mixtures stay micro-heterogeneous, much like at room temperature. Looking closer, one may notice a slight reinforcement of the micro-segregation by better defined domains. This will be confirmed by the analysis of the structure functions below. At low water concentrations (rightmost panels), water distinctively appears to form threadlike clusters. These clusters appear better defined at the lower temperature (bottom figure) than at the higher one (upper figure) . This is equally confirmed by the structural study below. Fig. 3 gives essentially the evolution of first neighbour oxygen atom correlations with decreasing temperature. We expect these correlations to increase with decreasing temperatures, because of the subsequent increase of the Coulomb interactions, resulting in a tightening of the H-bonds in our classical description. 69 This is what we see both for water and methanol, and for every concentration. However, we note striking differences between water and methanol. First of all, water oxygen correlations increase with decreasing water concentrations, while that of methanol do exactly the opposite: they decrease with decreasing methanol concentrations. This fact was previously pointed out by us for other aqueous 15, 42, 48 and non-aqueous 54 mixtures, involving at least one hydrogen bonding species: at the respective low concentrations, the lesser bonded species (or non-bonding species) has always lower correlations than the H-bonding species. This fact reflects a peculiarity of the H-bond interaction, which seems to favour the more bonding species over the less bonding ones. The second point concerns the relative increase of correlations of the first neighbours, which is more dramatic for water than for methanol. The third point concerns the second neighbour correlations, which go through a maximum at 200 K for water (green curves)-for all methanol concentrations, while for methanol, this happens at 150 K (magenta curves). This is FIG. 3 . Temperature dependence of the oxygen-oxygen correlation functions. Upper row for water and lower for methanol. Leftmost, middle, and rightmost figures correspond to 20%, 50%, and 80% of methanol, respectively. The insets in the upper row figures are zoom over the second peak features.
B. Radial distribution functions
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J. Chem. Phys. 145, 144502 (2016) shown in the insets of the upper row figures of Fig. 3 . This decrease of second neighbour correlations at low temperatures, while the first neighbour correlation always increase, indicates a thinning of the H-bond network, while it gets reinforced. The last point concerns the water-water correlations at second and higher neighbours, for low water concentrations (right most panels). One sees that these correlations tend to oscillate sightly below 1, which indicates a decrease of the number of neighbours. The findings about the second neighbour correlations are quite similar to those reported previously by the Soper group. 31 This confirms the predominance of linear H-bonded clusters, which we pointed out in Sec. III A above.
In order to confirm this point, we have plotted in Fig. 4 the oxygen-oxygen correlation functions together with the corresponding coordination numbers defined as
where O A is the oxygen atom of species A (water or methanol) and N A is the number of particles of species A in the volume V . This quantity should inform us on the hydrogen bonding behaviour for each species, both in temperature and methanol concentration. One sees clearly that the H-bonding coordination of water decreases below that of methanol at the highest methanol content (80% in the right most panels), which could be at first considered as consistent with the corresponding low concentration of water. However, in addition, we observe the flattening of the water coordination, which supports the existence of the chain-like aggregates we see in the snapshots. This is more pronounced at T = 200 K (lower right panel). Methanol coordinations, indicate no sign of particular chain formations at low concentrations, whereas one recovers the same shape as for pure methanol at the 80% methanol content, suggesting the existence of methanol chains, as observed in the snapshots. The general information that we gather from examining these correlation functions is that methanol molecules are generally less hydrogen bonded to themselves, and more so at lower concentrations, while water molecules form clear linear aggregates at low water concentrations. This is very different than other aqueous mixture of higher alcohols, where we found more bulky domains. 8, 47, 48 The presence of such domains gives rise to long range domain oscillations in the water oxygen atom correlations, 8, 47, 48 unlike here, where the water cluster signature is in the short range part.
C. Structure factors
The structure factors provide a better idea of the overall microscopic structure than the radial correlation functions, the latter which are more appropriate to study first neighbour correlations. Fig. 5 shows somewhat an inverse global tendency than that we see in Fig. 3 . Indeed, we see that it is water that shows the most remarkable features in the small-k region 0.2 < k < 1. At T = 300 K, the water oxygen-oxygen structure factors show mostly concentration fluctuations, as seen from the large k = 0 raise. However, as the temperature is lowered, the CF decrease-as witnessed by the decrease of k = 0 part of the structure factor, and an intermediate broad pre-peak structure emerges, in the range k = 0.2 − 1 Å −1 , which has considerable inner structure, as can be seen from the small oscillatory sub-structures. This range corresponds to domains of size 6 − 30 Å. These are not numerical artifacts, and persist with long runs, and larger system size. The pre-peak feature looks more like a plateau for methanol mole fraction 0.2 (leftmost panel), and a bump for higher mole fraction (right panel). The broad pre-peak witness the water domains, which are more apparent at lower water concentrations, such as 50% and 80% methanol content. The number of substructures increases with methanol content, suggesting the persistence of particular forms of water H-bonded aggregates, which correspond to the linear aggregates we observed in the snapshots. The main peak of water at T = 300 K shows the peculiar double peak structure, 55 with one peak at k = 2 Å −1 which corresponds to the diameter of water σ ≈ 3 Å, and an outer-peak at k = 3 Å −1 , which corresponds to the Hbonding O-O distance r H B ≈ 2 Å. This double-peak structure changes little at 50% and 80% methanol content, indicating FIG. 5 . Temperature dependence of the oxygen-oxygen structure factors corresponding to Fig. 3 .
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J. Chem. Phys. 145, 144502 (2016) the presence of strongly bound water molecules. However, this structure is enhanced at 20% methanol content, indicating that water tightens its H-bond structure. These two features give an indirect picture of the nature of the H-bonding in the domain cluster structures which give rise to the broad pre-peak. This pre-peak structure is model independent since we could reproduce it both for other methanol and water models. We believe it must be a genuine feature of the real mixtures. We also note that the smallness of these peaks in sharp contrast with the large pre-peak we observe for aqueous mixtures of higher alcohols. 8, 47, 48 This is another signature that these pre-peaks are not related to the bulky segregated water domain, but rather to the linear clusters. In that, the pre-peak structure found here resembles that of aqueous-DMSO, where we also found that water forms linear chain clusters. 42 Examining the O-O structure factor of methanol, we recall from our previous reports 37, 70 that, at T = 300 K, pure methanol shows a broad pre-peak in the range k = 1 − 1.5 Å −1 as well as another outer peak at H-bonding distance, just like water, at k = 3 Å −1 . The pre-peak corresponds to chain and loop H-bonded clusters of size ranging 6 − 4 Å, which correspond to the type of chains we found in our cluster analysis of pure methanol. 37 Here, we see that both peaks become more accentuated with decreasing temperature.
In contrast to water, methanol O-O structure factor shows almost no domain pre-peak structure, hinting to looser methanol domains. However, we see a considerable tightening of both the main peak at k = 3 Å −1 and the cluster-prepeak at k ≈ 1.5 Å −1 , and at methanol concentrations 50% and 80%. The 20% case is more ambiguous. We have seen from the snapshots that methanol forms very loose clusters. The structure factor at 20% shows less accentuated evolution of these 2 peaks, as well as a broad raise at k = 0, all of this suggesting indeed loose cluster structure between mere concentration fluctuations and chain structures.
D. Kirkwood-Buff integrals
The KBI witness the macroscopic concentration fluctuations in the system. Fig. 6 shows the temperature dependence of the KBI of the aqueous methanol mixtures for T = 300 K (left), T = 200 K (middle), and T = 100 K (right). The KBI of the mixtures at T = 300 K have been reported earlier, 54 and Fig. 6 indicates that there is an appreciable deviation from ideal behaviour, particularly for the water. As the temperature is diminished, we see that the KBI tend to become closer to the ideal behaviour (dashed lines, see below). This is particularly true for water. It is interesting to link this behaviour with the structural features discussed above as well as to the meaning of the ideality of the KBI as discussed in Section II A.
Perhaps the most confusing feature of the KBI is the interrelation between macroscopic concentration fluctuations at k = 0 and the domain formation at k 0 witnessed by a prepeak in specific site-site structure factors related to H-bonding sites. Much remains to be understood about this interrelation. In a recent work on aqueous-DMSO, we observed that linear water clusters were linked to near-ideal KBI, as well as a weak pre-peak in the oxygen-oxygen structure factor of water. 8, 42 In the present case, it would seem indeed that the linear water clusters observed at low temperatures tend to be correlated to corresponding domain cluster peaks and near-ideal KBI. In all cases reported in Fig. 6 , the ideal KBI are obtained by stetting D(x) = 1 in Eq. (5) and assuming linear volume dependence /mol are the molar volumes of pure water and methanol, respectively. As discussed in Section II A, the ideality of the KBI, and subsequently D(x) = 1, does not mean that there are no interactions in the system, but rather that the system is reorganised such that the entropic and enthalpic contributions cancel each other. In the present case, it is clear that the organisation corresponds to the respective methanol and water clusters that we have observed. Since such organisations witness important inter-molecular interaction, the quasi-ideality could come only from the absence of domain-domain (or cluster-cluster) interactions. This explanation seems compatible with the fuzzier clusters observed at high temperature T = 300 K and sharper ones at lower temperatures. Indeed, sharper clusters could be compared to hard bodies and would interact less that fuzzier clusters that can be compared to attracting bodies because of the water-methanol cross interactions. This way, one could explain why the KBI show increased non-ideality at higher temperatures than at lower ones, not because of the molecular interactions, but because of the cluster-cluster interactions. We note that the lowering of concentration fluctuations with temperature is clearly not in favour of the predicted UCST behaviour 31 and the associated increase of critical concentration fluctuations.
E. Dynamical properties
Individual molecules diffuse faster than clusters and aggregated domains. From this perspective, it is interesting to see how dynamical properties are changed with respect to domain formation, and how these vary with temperature. In a visual study of the dynamics, we find that aggregated domains decohere in the sub-picosecond scale, while at low temperature T = 200 K the decoherence time is larger, as expected in the supercooled region. Such visualisation shows how micro-heterogeneity persists over time and remains as an intrinsic and universal property of H-bonded systems, independently of the temperature. Fig. 7 shows the temperature dependence of the diffusion constant, for an equimolar mixture. The diffusion constants show an Arrhenius behaviour for methanol and superArrhenius for water, as seen by the faster exponential decay of D w . The behaviour of pure water and methanol is also shown. It is seen that, under equimolar mixing conditions, methanol diffuses slower than in the pure liquid, while it is the opposite for water. While the former behaviour is somewhat expected, the latter behaviour of water is an illustration of the preponderant role played by the H-bond interactions for this liquid: these are stronger in pure water than in mixing conditions. It is instructive to recoup these informations with the existence of micro-heterogeneous domains. Water diffuses faster in smaller domains, while it is the opposite for methanol. Since the visual inspection of the snapshots shows that water domains are better defined that methanol domains (loose clusters), one would expect that water molecules would be trapped in such rigid domains, hence act slower than methanol molecules. Therefore, the various H-bond interactions play an important role in the mixtures, by slowing down methanol molecules, while water diffusion is enhanced, both cases when compared with their respective to neat liquid conditions.
Diffusion constant
Structural heterogeneity versus dynamical heterogeneity
The diffusion constants reported in Fig. 7 indicate a difference of diffusion between the water and methanol molecules in mixing condition, although not as high as for the pure systems. The concept of dynamical heterogeneity [24] [25] [26] is about domains of different mobility within the same system, which is observed in jammed conditions typical of glasses. 28 In glasses, these heterogeneities of the dynamics are induced by cooperative motions. In a micro-segregated system, we expect a natural dynamical heterogeneity due to the discrepancy in diffusion between different species. In this way, Fig. 7 is an illustration of the dynamical heterogeneity, but even in a hot mixture under ambient conditions, which is a novel extension of this concept. Hence, the difference in species mobility offers a natural mobility segregation associated with that of the species segregation. We are not aware that this property has been mentioned previously in any other system. We conjecture here that all micro-segregated mixtures have inherent dynamical heterogeneity.
IV. DISCUSSION AND CONCLUSION
This work shows the pronounced differences between water and methanol, both from static and dynamical points of view. In our classical models of both molecules, the hydrogen bonding interaction is described classically through the Coulomb interactions. Water oxygen has a partial charge of q W ≈ 0.87e, while that of methanol is q M ≈ 0.7e. This could be thought as a very small difference. On the other hand, methanol single hydroxyl group carries the methyl group, and moreover the H-bonding is more linear (hence methanol forms chains). Water has a tetrahedral binding. Therefore, it would seem that it is more these geometric/topological factors that induce the large differences observed in this study, than the partial charges -or equivalently, the H-bond interactions themselves. From static point of view, the most important result of this study is concomitant decrease of the water concentration fluctuations with decreasing temperatures, while a broad cluster/domain pre-peak emerges around k = 0.2 − 1 Å −1 . This pre-peak has many internal structures, in some cases, which seems to be related to the chain-like water clusters and agglomerates of them, which are visible in the snapshots. Such clusters are equally visible at T = 300 K, but they contribute only to the k = 0 concentration fluctuation peak. It is tempting to relate both features, and consider the same type of clusters as CF at high temperatures and MH at lower temperatures. This relationship is further reinforced by the behaviour of methanol, which shows fuzzy clusters at all temperatures and no domain-pre-peak, while maintaining the pure methanol chain-cluster pre-peak at k = 1 − 1.5 Å −1 . In other words, it is the statistical persistence of chain-like clusters of the respective hydroxyl groups which contribute to the two types of pre-peaks.
The effect of lowering the temperature seems to increase the persistence of domains, which evolve from mere concentration fluctuations to segregated cluster-domains. Our study provides some insight into the mechanisms behind CF and MH and their interrelations. Furthermore, we have proposed a new interpretation of the behaviour of the KBI in terms of the "renormalisation" of the interactions into clusters. In this interpretation, the KBI would partly reflect the domain-domain interactions in addition to reflecting particleparticle interactions. This interpretation is partly supported by the existence of domain/cluster pre-peaks between the k = 0 part and the main peak part of the structure factors. This interpretation would need to be refined by subsequent investigations.
It is interesting to compare the pseudo-ideality found at lower temperature to the non-ideality that Mallamace et al. 32 find in their study of the relaxation process in supercooled aqueous methanol mixtures. Despite an apparent contradiction, both findings are perfectly compatible. Indeed, the appearance of "ideal" non-interacting clusters also implies intense interaction internal to such clusters, with associated relaxation processes. Similarly, the low temperature coarsening of the concentration fluctuations into separated water and methanol clusters, and their subsequent decrease, conspire against the scenario of a critical demixing, even hidden below the freezing line. 31 Although we did not investigate the issue of a hidden second critical point for water, 33, 35 there is a possibility that many of the current findings in the literature 36, 43 could be related to the appearance of specific types of hydrogen bonded water clusters, which are absent in neat water. 37, 38, 55 We did not investigate here the dynamical properties related to relaxations, such as dynamical structure factors 27, 28 or nonGaussian parameters, 72, 71 for example, which are a modern measure of glassiness. 27, 29 We postpone such studies for future investigations.
Finally, this work provides a unified picture of the microheterogeneity in pure components and mixtures. Indeed, neat linear alcohols have a particular inhomogeneity in the form of linear chains formed by the hydroxyl groups. On the other hand, in our previous works on aqueous and nonaqueous mixture, we have underlined the micro-heterogeneity which appears under the form of segregated molecular domains. However, both forms of micro-heterogeneity have very different signature in the correlation functions. The first appears as a lowering of the second and third neighbour short range contributions to the correlation between the hydroxyl groups, whereas the second appears as long range oscillatory contributions to the same correlation functions. In the present work, we have seen that micro-heterogeneity of the first type could equally appear in mixing conditions, but at low temperatures. This way, micro-heterogeneity appears as a universal phenomena related to aggregate formations of different types, due to the same type of directional interactions, and with distinct signatures in the same correlation functions (that of the hydroxyl groups).
To conclude, through this study, we have shown some of the correspondences between concentration fluctuations and micro-segregation in relation to thermal agitation: lower temperatures are likely to select some types of concentration fluctuations and promote them into persistent domains. This is in relation with the sharp increase of the first peak of the correlation functions reported in Fig. 2 , but also in second and third neighbour correlations. It is these contributions that contribute mostly to the structure factors at small k values, precisely in the pre-peak region. Micro-segregation is seen to have a diverse morphology, with chain-like water clusters in the present cases and in aqueous DMSO, 42 and bulkier domains, as seen in aqueous mixtures with higher alcohols 47 and polar molecules. 48 In the first case, the signature in the correlation function is a lowering of the correlations in the short range part, while in the second case, it is a domain oscillatory behaviour in the long range part. Both features produce a domain pre-peak in the associated structure factors. In this work, we have shown that temperature can influence the formation of micro-heterogeneity in place of a demixing phase transition. We expect to pursue the analysis started here in other systems that we have previously studied from the point of view of micro-heterogeneity.
