The Lowe-Andersen thermostat is a momentum conserving and Galilean invariant analog of the Andersen thermostat. Like the Andersen thermostat it has the advantage of being local. We show that by using a minimal thermostat interaction radius in a molecular dynamics simulation, it perturbs the system dynamics to a far lesser extent than the Andersen method. This alleviates a well known drawback of the Andersen thermostat by allowing high thermostatting rates without the penalty of significantly suppressed diffusion in the system.
I. INTRODUCTION
Specifying the temperature in molecular dynamics ͑MD͒ involves using a "thermostat" that in some way couples the system to an external heat bath. The simulation then samples the canonical ͑nvt͒ ensemble. Here we show that a recently proposed method, 2 the Lowe-Andersen thermostat, has some advantages over the existing methods.
Thermostats can be categorized as either local or global. Local thermostats dissipate energy on a spatially localized scale, whereas global thermostats dissipate energy uniformly in the system. Generally one may regard the former as preferable because this is usually more realistic and ͑in principle͒ allows local temperature control. For example, using a local thermostat at the solid surface reproduces the correct diffusive behavior of absorbents in carbon nanotubes. 3 The simplest local thermostat is the Andersen thermostat. 4 It works by having particles undergo "bath" collisions. A bath collision involves assigning the particle a new velocity taken from the Maxwellian distribution ͑for the set temperature͒. Each particle has a probability ⌫⌬t per time step ⌬t of undergoing a bath collision. Here ⌫ is the collision frequency. This method satisfies detailed balance so the equilibrium quantities are correct. A similar method solves a Langevin equation of motion for the particles. 5 This replaces the discrete bath collisions in the Andersen method with a dissipative friction force, but no longer necessarily satisfies detailed balance. Both methods have one notable drawback. They significantly perturb the dynamics of the system relative to the unthermostatted case. 1 For the Andersen method, unless the collision frequency is low, the rate of diffusion of the particles is reduced. This is inefficient because it means that configurational phase space is only sampled slowly. On the other hand, high collision frequencies are preferable for efficient thermostatting. Thus, there is a trade-off between these two competing requirements.
An elegant "global" approach is the "extended system" methodology developed by Nosé 6 and Hoover. 7 One advantage of this method is that it does not significantly perturb the dynamics of the equilibrium system. For example, in a Lennard-Jones fluid the diffusion coefficients calculated in a system coupled to a Nosé-Hoover thermostat hardly differ from those calculated in the unthermostatted system. 1 However, as well as being global it has the additional disadvantage of not satisfying Galilean invariance. That is, center of mass motion, unless explicitly corrected for, is treated as an increase in the temperature. This is problematic in nonequilibrium simulations. 8 Stoyanov and Groot 9 have recently proposed a method that attempts to construct a local, Galilean invariant, NoseHoover thermostat. This combines a Nosé-Hoover approach with a Lowe-Andersen thermostat. 2 Here we consider just the latter. Its origins lie in the field of mesoscopic simulation. 10 A technique called "dissipative particle dynamics" ͑DPD͒ was developed by Hoogerbrugge and Koelman. 11 Español and Warren 12 put the method on a firm theoretical foundation by showing that DPD basically consists of particles interacting with a generic soft potential, coupled to a thermostat. The thermostatting part of the algorithm is not dependent on the soft potentials, so in principle it can also be used with the more realistic potential used in MD. This is indeed the case. 8 Furthermore, the DPD thermostat actually has some nice properties. It is local, Galilean invariant, and conserves linear and angular momentum. One issue, however, is how exactly to solve the DPD stochastic equations of motion. 13 Using a simple Verlet-type scheme 14 can lead to serious errors in the equilibrium properties of the system unless a very small time step is used. 15, 16 Several more complicated algorithms were proposed [17] [18] [19] to mitigate this problem. Notably, Pagonabarraga et al. pointed out that in order to satisfy detailed balance an iterative procedure was necessary. 19 Lowe suggested that rather than modifying the method of solving the DPD equations one might instead modify the method. 2 He proposed using the Andersen methodology but, instead of thermalizing the velocity of individual particles, thermalizing the relative velocity of pairs of particles. The resulting algorithm has DPD's positive fea- tures ͑locality, Galilean invariance, and momentum conservation͒ but, using a simple Verlet scheme to solve the equations of motion, satisfies detailed balance. Peters showed that in the short time-step limit the two methods are equivalent. 20 The Lowe-Andersen thermostat can, however, use a much larger time step and still reproduce equilibrium properties accurately. It can therefore be viewed as a computationally more efficient method of implementing the DPD thermostat.
As with the DPD thermostat, the Lowe-Andersen thermostat should work equally well in MD simulations. In this article we compare simulations of a Lennard-Jones fluid using the Andersen and Lowe-Andersen methods. There are reasons to believe that, if implemented efficiently, the latter should perturb the dynamics of the system to a lesser extent. We begin by explaining why this should be the case and how one should best configure the thermostat in MD. The simulations we describe then test to what extent this methodology represents an improvement on the Andersen method.
II. COMPARISON OF THE ANDERSEN AND LOWE-ANDERSEN METHODS
The original Andersen thermostat proceeds by first integrating the equations of motion, using, for example, a velocity Verlet algorithm. 22 In a second step the particles have a probability ⌫⌬t of undergoing a bath collision. Here ⌫ is the bath collision frequency, and ⌬t is the time step. Bath collisions involve taking a new velocity from the Maxwell distribution, so the new velocity of particle i, v i * ͑t͒, is
where the random vector ⑀, in terms of the temperature T, Boltzmann constant k B , and particle mass m i , is
with j independent random numbers taken from a Gaussian distribution of unit variance. Andersen showed that under these operations the canonical distribution is invariant and that it is a valid Monte Carlo scheme ͑semidetailed balance is satisfied so long as the first step conserves total energy͒. 4 For the Lowe-Andersen thermostat one considers pairs of particles located within a distance R T of each other. A bath collision then involves taking a new relative velocity for the two particles from the Maxwellian for relative velocities. To conserve angular momentum this operation is only performed on the component of the relative velocity parallel to the line of centers. Furthermore, the new relative velocity is imposed in such a way that linear momentum is conserved. A bath collision then takes the form
Here ij is the unit separation vector ij = ͑r i − r j ͒ / ͉r i − r j ͉, m i and m j are the masses of particles i and j, respectively, ij ͑=m i m j / ͑m i + m j ͒͒ is the reduced mass of the pair, and is a stochastic variable = 2 ͱ ͑k B T / ij ͒. The procedure is carried out sequentially for each pair, and the velocity appearing on the right hand side is always the current value ͑i.e., it can itself be a postcollisional value͒. To compare the extent to which the two methods might affect the dynamics of the system, we can first look at the short time behavior of the velocity autocorrelation function ͑VACF͒. The VACF, C͑t͒, is defined as
it can in turn be related to the diffusion coefficient D via the Green-Kubo relation,
where d is the dimensionality of the system. The VACF can be expanded as a Taylor series to give
where f is the force acting on particles with mass m. For the thermostatted system the force can be decoupled into two independent contributions, one arising from the the interparticle forces f I and one due to the thermostat f T . In a system with continuous potential, it follows from time reversal symmetry that ͗v · f I ͘ = 0. On the other hand, the action of a bath collision for the Andersen thermostat corresponds to a force
and for the Lowe-Andersen thermostat
If we look at the VACF after one time step for the Andersen thermostat this gives ͪ.
͑10͒
Given that ⌫⌬t ഛ 1 we see that the Andersen thermostat in the worst case reduces the VACF to zero after one time step. This is clearly part of the reason it strongly suppresses diffusion. On the other hand for the Lowe-Andersen thermostat, in the same limit, C͑⌬t͒ / C͑0͒ =5/6. This analysis shows that while the Lowe-Andersen method does perturb the dynamics at very short times, it does so to a lesser extent than the Andersen method. At longer times one also expects a difference. The LoweAndersen method conserves momentum, whereas the Andersen method does not. One therefore expects only the former to preserve hydrodynamic behavior in the system. It is well known that the longer time behavior of the VACF in a fluid is well described by continuum hydrodynamic theory. 21 A method that preserves hydrodynamics should affect the longtime dynamics to a much lesser extent than a method that does not. In the case of the Lowe-Andersen thermostat there is, however, a proviso. The thermostat makes a contribution to the instantaneous stress in the system and hence increases the viscosity relative to the nonthermostatted case. In some cases this is desirable, 2 but not if one wishes the thermostat to minimally perturb the dynamics of the system. For the one component system an estimate for the extra contribution to the viscosity is
where is the density. Unless
T is small compared to the viscosity of the unthermostatted system, the increased total viscosity will slow the dynamics of the system. This is not what we want so clearly we should aim to minimize T . Given that optimal thermostatting requires that we maximize ⌫ the interaction radius for the thermostat is the only parameter we are free to vary ͑the other quantities are intrinsic to the fluid͒. However, the number of possible thermostat collisions a particle can experience per time step itself depends on R T . We should therefore aim to make R T as small as possible while still satisfying the constraint that, on average, there are enough collisions per time step to efficiently thermostat the system.
III. NUMERICAL TEST OF THE ALGORITHMS
To test the relative effect of the Lowe-Andersen and Andersen thermostats we have simulated a fluid of particles interacting through a Lennard-Jones pair potential. Using the usual reduced units to describe this system, 22 we considered five state points. Three are at a reduced temperature T * = 2.0 ͑in the supercritical fluid regime͒ at moderate to high density * = 0.1, 0.4, and 0.8. Two are in the liquid regime: T * = 0.8, * = 0.7 and T * = 0.722, * = 0.8442. The latter is near to the triple point. In order to compare the two methods we need to match the bath collision frequency. As noted above, for the Lowe-Andersen method this will depend on the interaction radius used for the thermostat and we wish to minimize this quantity.
We therefore chose the minimum value of R T that gives a prescribed collision rate. In practice we achieve this by, at each state point, carrying out a simulation during which we calculate the collision rate for the Lowe-Andersen thermostat as a function of R T . This simply requires one simulation to calculate the average number of particle pairs within hypothetical radius R T of each other. Once we have this information, we can determine from the plot of ⌫ vs R T the minimum value of R T that gives the same collision frequency as the Andersen thermostat simulation with which we are comparing. In Fig. 1 we show as an example the collision frequency as a function R T at the state point T * = 0.8, * = 0.7. Obviously, for small R T where the thermostat interaction radius is smaller than the collision diameter there will be no thermostat collisions. However, once this distance is exceeded the frequency rapidly increases. Thermostat radii for which the actual number of collisions matches the choice of ⌫⌬t for the five state points are given in Table I . In all cases R T is only fractionally greater than the collision diameter. Using a time step of ⌬t * = 0.001 we calculated the temperature, the mean potential energy per particle U * , and the pressure P * . The values are also in tabulated Table I , along with the values calculated by Johnson et al. 23 Repeating the simulations with Turning to the dynamics, in Figs. 2 and 3 we have plotted the mean squared displacement as a function of time for simulations using our method and Andersen's method. This is the same calculation described by Frenkel and Smit to illustrate the limitations of the Andersen thermostat. 1 The figure shows that for ⌫ഛ20 the dynamics are little perturbed by our thermostat, whereas there is already a pronounced reduction in the rate of increase of the mean squared displacement ͑which is proportional to the diffusion coefficient͒ using the Andersen thermostat. Moving to higher thermostatting rates and other state points, in Fig. 4 we have plotted the measured diffusion coefficients up to the maximum collision frequency the time step permits. All diffusion coefficients have been scaled relative to their "true" value ͑that is, the value they have in the weakly thermostatted limit͒. We can clearly see that although there is a significant decrease in the diffusion for high collision frequencies for the LoweAndersen thermostat the effect is nowhere near as dramatic as for the Andersen thermostat. At ⌫ = 1000, for example, in the worst case ͑corresponding to the lowest density and hence the largest thermostat radius͒ the diffusion coefficient is reduced by 40%; in the best case ͑the highest density͒ only 20%. This should be compared with the Andersen method which, at this collision rate, typically reduces the diffusion coefficient by more than two orders of magnitude. This observation applies for all the state points we considered.
IV. CONCLUSIONS
We showed that the Lowe-Andersen thermostat can be used in molecular dynamics simulations. The method has the nice features of the Andersen thermostat, locality, and simplicity. Furthermore, the method is Galilean invariant and this, as Soddemann et al. pointed out, 8 is advantageous in nonequilibrium simulations. Moreover, it has a significant advantage over the Andersen thermostat even for the equilibrium simulations considered here. At high thermostatting rates, where the system rapidly samples the canonical ensemble, it does not significantly slow the configurational dynamics. It therefore circumvents a known limitation of the Andersen approach. We should add that here we considered simulations of relatively dense fluids for which a thermostat radius somewhat larger than the particle diameter yields sufficient thermostat collisions. Minimizing this radius is important because it minimizes the extra contribution the thermostat makes to the viscosity of the system. If the system has a significantly lower ͑gaslike͒ density this will not be possible. In this regime the approach described by Stoyanov and Groot 9 is necessary. However, as the majority of MD simulations study the fluid ͑and indeed solid͒ regime, the simple method described here has widespread applicability.
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