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Introduzione
Il carbonio e` l’elemento alla base della vita di ogni essere vivente e di tutta la chimica
organica. Grazie alla flessibilita` dei suoi legami, i sistemi basati sul carbonio mostrano una
moltitudine di strutture diverse ed un’altrettanto grande varieta` di proprieta` fisiche. Anche
al livello elementare il carbonio ha diverse strutture fisiche possibili: sin dall’antichita` sono
conosciuti i suoi allotropi tridimensionali (diamante e grafite), mentre risalgono agli anni ’80
- ’90 del secolo scorso le scoperte delle sue forme zero-dimensionali (i cosiddetti fullereni) e
unidimensionali (nanotubi). All’interno di questo quadro era pero` assente la forma bidimen-
sionale del carbonio, che non era mai stata osservata. Il grafene - cos`ı fu chiamata la struttura
bidimensionale costituita da atomi di carbonio disposti a formare un reticolo “a nido d’ape”
- paradossalmente era, pero`, l’allotropo meglio studiato al livello teorico dato che e` il punto
di partenza di tutti i calcoli sulla grafite, sui nanotubi e sui fullereni. Fino al 2004 tuttavia,
anno in cui il gruppo guidato da Andre Geim e Kostantin Novoselov (Manchester) riusc`ı ad
isolare il singolo strato di grafene grazie all’esfoliazione micromeccanica della grafite, l’esi-
stenza di questo materiale allo stato libero era ritenuta impossibile, a causa della presunta
instabilita` termodinamica dei cristalli bidimensionali. Per circa sessanta anni, dunque, il
grafene e` stato ritenuto un semplice esercizio teorico. L’isolamento di questo materiale ha
riscosso da subito un grande successo per le sue caratteristiche assolutamente uniche, tanto
che nel 2010 Geim e Novoselov sono stati insigniti del premio Nobel per la Fisica. L’interesse
nel rivoluzionario strato monoatomico e` confermato dalla crescita esponenziale degli studi
sull’argomento tanto da a↵ermare che questo innovativo ambito di ricerca risulta, a tutt’oggi,
il piu` esplorato al mondo, non solo dal punto di vista prettamente sperimentale, ma anche
da quello teorico.
Il singolo strato di grafene non e` un reticolo di Bravais, ma risulta dalla compenetrazione
di due sottoreticoli triangolari. Esso si presenta come un semimetallo a “gap” nullo, le cui
bande di valenza e di conduzione si toccano nei punti di Dirac con una pendenza lineare:
questo rende il grafene un sistema di meccanica quantistica relativistica in 2+1 dimensioni.
I suoi elettroni possono essere visti, infatti, come particelle ultrarelativistiche dotate di chi-
ralita` di pseudospin (un numero quantico introdotto per distinguere i due sottoreticoli che
costituiscono il grafene) e si muovono seguendo un’equazione formalmente identica a quella
di Dirac a due componenti. L’interazione coulombiana elettrone-elettrone puo` essere inoltre
introdotta in maniera non-relativistica.
Una vasta area di studio e` costituita anche dai sistemi formati da un doppio strato di
grafene: si parla di doppio strato di grafene quando la probabilita` di e↵etto tunnel per
gli elettroni tra due strati disposti uno sopra l’altro e` non nulla. In base alla di↵erente
disposizione degli atomi di carbonio di uno strato rispetto all’altro si hanno due diverse
configurazioni: il tipo AB (anche detto “Bernal stacking”) ed il tipo AA. Nel primo di
questi un atomo del sottoreticolo etichettato con la lettera A(B) di uno strato e` direttamente
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adiacente ad un atomo del sottoreticolo B(A) dell’altro strato, mentre nel secondo ogni atomo
appartenente al sottoreticolo A(B) di uno strato e` direttamente adiacente ad un atomo dello
stesso tipo di sottoreticolo dell’altro. La forma naturale del doppio strato di grafene e` il tipo
AB, che e` la configurazione che ritroviamo tra gli strati adiacenti della grafite ed e` quindi
quello piu` facile da ottenere ed il primo dei due ad essere stato studiato, mentre recenti sono
i progressi fatti nella crescita di un doppio strato stabile di grafene di tipo AA. Il doppio
strato di grafene AB e` un semimetallo il cui gap puo` essere variato in funzione del campo
elettrico applicato perpendicolarmente al doppio strato (il gap e` nullo in assenza di campi)
e i cui portatori di carica esibiscono chiralita` doppia rispetto al singolo strato. Il doppio
strato AA, invece, e` un semimetallo a gap nullo anche in presenza di un campo elettrico
perpendicolare ai piani di grafene.
In questo lavoro di Tesi sono state studiate le proprieta` a molti corpi del doppio strato di
grafene in configurazione AA. Ricorrendo all’utilizzo della teoria della risposta lineare sono
state ricavate le funzioni di polarizzazione all’interno del cosiddetto schema RPA (“Random
Phase Approximation”), che sono poi state utilizzate per il calcolo a grandi lunghezze d’onda
delle relazioni di dispersione dei modi di oscillazione collettivi della densita` di carica, noti
anche come plasmoni. I plasmoni possono essere osservati in diversi tipi di esperimenti, dalla
di↵usione anelastica della luce alla spettroscopia elettronica a perdita di energia (EELS). In
particolare, recentemente hanno riscosso molto successo nell’osservazione dei plasmoni nel
grafene tecniche basate sull’utilizzo di microscopi ottici a scansione in campo prossimo.
Questo lavoro di Tesi si suddivide in tre parti.
Nel Capitolo 1 vengono presentati i tratti salienti del grafene. Dimostriamo come al-
l’interno dell’approssimazione di legame stretto si ricavano le sue bande energetiche e come
queste conducono nel limite di bassa energia ad un’equazione del moto di singola particella
formalmente identica a quella delle particelle di Dirac a massa nulla. Introduciamo la teoria
della risposta lineare e studiamo poi gli e↵etti a molti corpi, so↵ermandoci sullo schermo
statico e i plasmoni. Dopodiche´, consideriamo brevemente le proprieta` di singola particella
dei doppi strati di grafene in configurazione AB ed AA e diamo una rapida panoramica
dell’attivita` sperimentale che e` stata svolta sul grafene e su questi suoi composti.
Nel Capitolo 2 consideriamo gli e↵etti a molti corpi del doppio strato di grafene in
configurazione AA procedendo al calcolo analitico delle funzioni di risposta. Si analizza
prima il canale di densita` totale e poi quello della di↵erenza di densita` tra i due strati. Il
tutto viene svolto a temperatura zero, per un drogaggio arbitrario e nell’approssimazione
RPA. Questi costituiscono i primi risultati originali di questo lavoro di Tesi.
Infine, nel Capitolo 3 ci so↵ermiamo sullo studio dei plasmoni nel doppio strato di grafene
AA, confrontando i risultati del nostro lavoro con quelli gia` presenti in letteratura su questo
materiale, ma anche con altri sistemi a doppio strato. Tre esempi che presentiamo sono
due strati di gas di elettroni a banda parabolica adiacenti, due strati di grafene in cui
l’e↵etto tunnel tra i due strati e` completamente soppresso e il doppio strato di grafene AB.
Enfatizziamo in particolare errori presenti in letteratura sui modi plasmonici del doppio
strato di grafene in configurazione AA. Questo conclude la presentazione dei nostri risultati
originali.
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1 Introduzione ai sistemi basati sul
grafene
Questo capitolo e` rivolto allo studio delle proprieta` generali del grafene e dei suoi doppi
strati. All’interno dell’approssimazione di legame stretto si ricavano le sue bande energetiche
del singolo strato e mostriamo come queste conducono ad un’equazione del moto di singola
particella per basse energie formalmente identica a quella delle particelle di Dirac non mas-
sive. Introduciamo poi la teoria della risposta lineare e la “Random Phase Approximation”,
utili alla trattazione degli e↵etti a molti corpi: grazie a queste studiamo lo schermo statico
e i modi di oscillazione collettivi della carica elettrica, noti anche come plasmoni. Dopo-
diche´, prendiamo in considerazione brevemente le proprieta` di singola particella dei doppi
strati di grafene in configurazione AB ed AA, analizzandone la struttura a bande e gli e↵etti
dell’applicazione di un campo elettrico perpendicolare ai piani di grafene. Per concludere
diamo una rapida panoramica dell’attivita` sperimentale che e` stata svolta sul grafene ed i
suoi composti e che hanno confermato le peculiari caratteristiche di questi materiali.
1.1 Struttura a bande del singolo strato di grafene
In questa sezione ci occupiamo dello studio delle proprieta` elettroniche del singolo strato
di grafene nell’approssimazione di singola particella. Come gia` menzionato nell’introduzione,
il grafene e` un cristallo bidimensionale formato da atomi di carbonio disposti su di un reticolo
esagonale e puo` essere visto come un singolo strato di grafite. La configurazione elettronica
dell’atomo di carbonio e` 1s22s22p2 e le energie degli orbitali sono approssimativamente:
✏1s =  21.37Ry, ✏2s =  1.29Ry e ✏2p =  0.66Ry (1Ry ⇡ 13.61 eV ). Gli orbitali 1s
sono fortemente localizzati vicino al nucleo e danno origine a bande cristalline di nucleo,
senza dispersione. Quindi, al fine di studiare le bande di valenza e le (piu` basse) bande
di conduzione del cristallo, prendiamo in considerazione solo gli elettroni di valenza degli
orbitali 2s e 2p [2]. Di questi quattro elettroni, tre formano legami ibridizzati sp2 con l’asse
che giace lungo il piano del reticolo (legami   e  ⇤): si tratta degli elettroni negli orbitali 2s,
2px e 2py. L’elettrone nell’orbitale 2pz, il cui asse e` perpendicolare al piano, forma ancora
un legame, questa volta di tipo ⇡ e ⇡⇤, parallelo al piano. Si ottengono di conseguenza tre
bande di tipo   (e tre corrispondenti bande di anti-legame  ⇤) e una banda di tipo ⇡ (e
una ⇡⇤). La simmetria dei legami ⇡ per riflessione rispetto al piano dello strato e` dispari ed
opposta a quella dei legami  , e questo si ripercuote sulla simmetria degli stati delle rispettive
bande. Dato che in un singolo piano di grafite la distanza dei primi vicini (a = 1.42 A˚) e`
molto piu` piccola della distanza tra gli atomi piu` vicini nei diversi piani (c = 3.35 A˚), il
legame tra piani paralleli e` costituito da una debole interazione di Van der Waals: l’energia
di legame tra atomi di carbonio appartenenti a due strati diversi, infatti, e` di un ordine di
grandezza inferiore a quella dei legami lungo il piano. Per questo motivo i tre elettroni negli
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Figura 1.1: Schema della struttura cristallina bidimensionale a forma di “nido d’ape” del grafene.
I vettori ~a1 e ~a2 sono una possibile scelta di vettori di traslazione del reticolo diretto. La regione
evidenziata in grigio corrisponde cella unitaria.
orbitali   (e  ⇤) non giocano alcun ruolo nella conduzione ed il grafene ha un solo elettrone
di conduzione, nello stato 2pz. Di conseguenza, con un buon grado di approssimazione le
proprieta` della grafite possono essere descritte con un modello 2D trascurando l’interazione
tra i diversi piani. Questo spiega perche´ il primo articolo sulla struttura a bande del grafene
sia stato pubblicato nel 1947 da P.R. Wallace [1] come punto di partenza per i suoi studi
sulla grafite.
E` facile vedere che il gruppo puntuale di simmetria del reticolo di grafene contiene il
gruppo C6v, che comprende le rotazioni di ⇡/3 attorno ad un asse perpendicolare al piano
reticolare e passante per il centro di un esagono, e le riflessioni rispetto a piani passanti per
tale asse e per i punti medi dei legami carbonio-carbonio.
Il grafene non e` un reticolo di Bravais. La sua cella unitaria contiene due atomi di
carbonio solitamente individuati dalle lettere A e B. Esso puo`, quindi, essere schematizzato
come la compenetrazione di due sottoreticoli triangolari, ognuno generato da uno dei due
atomi della cella primitiva, o altres`ı da un reticolo triangolare con due atomi nella cella
primitiva.
La posizione di un generico atomo di carbonio (~rn⌫) viene individuata dalla somma del
vettore di traslazione del reticolo diretto (~tn) e del vettore posizione dell’atomo di carbonio
del sottoreticolo a cui esso appartiene (~d⌫ , ⌫ = A,B):
~rn⌫ = ~tn + ~d⌫ (1.1)
Il vettore di traslazione del reticolo diretto non e` altro che una combinazione dei due vettori
primitivi di traslazione ~tn = l~a1 +m~a2, con l e m numeri interi. Utilizzando le coordinate xˆ
e yˆ come in Figura 1.1 e fissando l’origine su un atomo di tipo A, possiamo scrivere i vettori
di traslazione del reticolo diretto nel seguente modo
~a1 =
a
2
⇣
3,
p
3
⌘
, ~a2 =
a
2
⇣
3, p3
⌘
(1.2)
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Figura 1.2: Reticolo reciproco del grafene di cui ~b1 e ~b2 ne sono i generatori. La regione evidenziata
in grigio e` la zona di Brillouin e K, K 0,  , M sono i punti ad alta simmetria
dove a = 1.42 A˚ e` la distanza dei primi vicini; mentre i vettori che specificano la posizione
dei due atomi di carbonio all’interno della cella primitiva sono
~dA = a (1, 0) , ~dB = a ( 1, 0) (1.3)
I vettori generatori del reticolo reciproco ~b1, ~b2, che soddisfano la condizione ~ai ·~bj = 2⇡ i,j
(i, j = 1, 2), sono
~b1 =
2⇡
3a
⇣
1,
p
3
⌘
, ~b2 =
2⇡
3a
⇣
1, p3
⌘
(1.4)
Il reticolo reciproco corrispondente e` di nuovo un reticolo triangolare con una zona di
Brillouin (BZ) esagonale, come mostrato in Figura 1.2. Essa contiene un elettrone per ogni
atomo presente nel reticolo. I punti ad alta simmetria del reticolo sono quattro:
~K =
2⇡
3a
✓
1,
1p
3
◆
~K 0 =
2⇡
3a
✓
1,  1p
3
◆
(1.5)
~  = (0, 0) ~M =
2⇡
3a
(1, 0) (1.6)
Di importanza fondamentale per la fisica del grafene sono i due punti non equivalenti agli
angoli della BZ indicati con K e K 0. Essi sono meglio noti come punti di Dirac per motivi
che diverranno chiari nel seguito.
1.1.1 Legame stretto a primi vicini
Il metodo cosiddetto di legame stretto, proposto per la prima volta da Bloch nel 1928
[3], consiste nell’espandere gli stati del cristallo in una combinazione lineare degli orbitali
atomici degli atomi che lo compongono.
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Dato che abbiamo a che fare con un sistema che ha una simmetria traslazionale discreta,
le funzioni d’onda devono soddisfare il teorema di Bloch. Questo suggerisce di scegliere come
base le seguenti somme di Bloch:
 (⌫)m (~r;~k) =
1p
N
X
n
ei
~k ·~rn⌫ (⌫)m (~r   ~rn⌫) (1.7)
dove N e` il numero di celle primitive nel cristallo,  (⌫)m (~r   ~rn⌫) e` l’orbitale atomico di tipo
m centrato sull’atomo di posizione ~rn⌫ . In questo metodo un ragionevole numero di somme
di Bloch di vettore ~k vengono usate per espandere le funzioni d’onda cristalline nella forma
 (~r;~k) =
X
m,⌫
c(⌫)m (~k) 
(⌫)
m (~r;~k) (1.8)
Per valutazioni semi-empiriche, e` conveniente esprimere il potenziale cristallino come somma
di potenziali atomici a simmetria sferica V (a)(~r ~rn⌫). Quindi, nell’approssimazione di legame
stretto l’hamiltoniana viene scritta nella forma
HTB(~r) = p
2
2m
+
X
n,⌫
V (a)(~r   ~rn⌫) (1.9)
Dall’equazione di Schro¨dinger applicata all’espansione (1.9) e ricorrendo al principio varia-
zionale, otteniamo che gli autostati e gli autovalori del cristallo si ricavano dalla seguente
equazione secolare:
det
h
HTBm⌫,m0⌫0(~k)  ✏m⌫(~k)Sm⌫,m0⌫0(~k)
i
= 0 (1.10)
dove gli ✏m⌫(~k) sono gli autovalori di energia, Hm⌫,m0⌫0(~k) sono gli elementi di matrice del-
l’hamiltoniana cristallina sulla base di stati (1.7) e Sm⌫,m0⌫0(~k) sono gli elementi di matrice
di sovrapposizione:
HTBm⌫,m0⌫0(~k) = h (⌫)m (~r;~k)
  HTB(~r)   (⌫0)m0 (~r;~k)i (1.11)
Sm⌫,m0⌫0(~k) = h (⌫)m (~r;~k)| (⌫
0)
m0 (~r;
~k)i (1.12)
Adesso usiamo il fatto che gli orbitali atomici  m(~r) sono autostati dell’hamiltoniana atomica
di energia ✏m ed assumendo l’ortonormalita` di degli orbitali atomici localizzati, possiamo
scrivere la (1.11) nella forma
HTBm⌫,m0⌫0(~k) = ✏m m,m0 ⌫,⌫0 + Im,m0 ⌫,⌫0 +
X
~rn⌫ 6=0
ei
~k ·~rn⌫
Z
 (⌫)⇤m (~r)V
0(~r) (⌫
0)
m0 (~r   ~rn⌫)d~r (1.13)
dove V 0(~r) indica la somma di tutti i potenziali atomici eccetto quello nell’origine e Im,m0
sono i cosiddetti integrali di campo cristallino
Im,m0 =
Z
 (⌫)⇤m (~r)V
0(~r) (⌫)m0 (~r)d~r (1.14)
che vengono solitamente trascurati perche´, assumendo che le code dei potenziali atomici siano
praticamente costanti nelle regioni dove si estendono le  m(~r), essi sono termini costanti che
4
1.1. STRUTTURA A BANDE DEL SINGOLO STRATO DI GRAFENE
Figura 1.3: I vettori R1, R2 e R3 indicano le posizioni dei primi vicini per un atomo di tipo A. Le
tre circonferenze tratteggiate evidenziano i primi, i secondi ed i terzi vicini
producono soltanto una traslazione rigida dell’intera struttura a bande, ma non influiscono
sulla dispersione [2].
Prima di procedere, introduciamo due ulteriori semplificazioni. Invocando nuovamente
la natura localizzata degli orbitali atomici, limitiamo la somma dei termini con ~rn⌫ 6= 0
nella (1.13) ai soli primi vicini ~Ri, i = 1, 2, 3 (vedi Figura 1.3). Inoltre assumiamo che gli
integrali che coinvolgono tre di↵erenti “centri” siano trascurabili, cioe` adottiamo la cosidetta
approssimazione a due centri. Otteniamo, quindi, che la (1.13) puo` essere approssimata nella
seguente forma
HTBm⌫,m0⌫0(~k) = ✏m m,m0 ⌫,⌫0 +
X
~Ri
ei
~k · ~Ri
Z
 (⌫)⇤m (~r)V
(a)(~r   ~Ri) (⌫0)m0 (~r   ~Ri)d~r (1.15)
dove i primi vicini sono (si faccia riferimento alla Figura 1.3):
~R1 = a(1, 0) , ~R2 =
a
2
( 1,p3) , ~R3 =  a
2
(1,
p
3) (1.16)
Gli integrali a due centri che compaiono nella (1.15) possono essere espressi in termini di
un piccolo numero di parametri indipendenti che possono essere valutati analiticamente,
numericamente o semi-empiricamente. Per il grafene dobbiamo considerare gli orbitali ato-
mici di valenza del carbonio, ossia gli orbitali 2s, 2px 2py e 2pz, ma dato che abbiamo due
sottoreticoli di cui tener conto, la (1.11) e la (1.12) sono elementi di matrici 8⇥ 8. E` impor-
tante notare, pero`, che le funzioni orbitali 2s, 2px e 2py sono pari per la trasformazione di
riflessione rispetto al piano del foglio di grafene: per questo motivo le bande originate dalle
somme di Bloch riferite a questi orbitali (bande  ) non si mescolano con quelle originate
dall’orbitale orbitale 2pz (bande ⇡), che e` dispari rispetto a questa operazione. Abbiamo,
quindi, che il problema della risoluzione dell’equazione secolare (1.10) si decompone nella
diagonalizzazione di una matrice 6⇥ 6 per le bande   e di una 2⇥ 2 per le bande ⇡.
Per il grafene abbiamo bisogno di conoscere il valore di quattro integrali a due centri in-
dipendenti, noti anche come elementi di matrice di Slater-Koster: Vss ,Vsp ,Vpp ,Vpp⇡ (Figura
1.4), in cui s e p indicano il tipo di orbitali che compaiono nell’integrale e   e ⇡ si riferiscono
alla simmetria angolare rispetto all’asse di quantizzazione.
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Figura 1.4: Rappresentazione visiva degli elementi di matrice di Slater-Koster per le funzioni d’onda
s e p
Bande ⇡
Per il caso delle bande ⇡ il calcolo consiste nel diagonalizzare una matrice 2⇥ 2. E` facile
notare che gli elementi diagonali HTBAA(~k) e HTBBB(~k) della matrice hamiltoniana sono l’energia
orbitale ✏2p del livello 2p del carbonio, mentre gli elementi fuori diagonale sono
HTBAB(~k) = HTB⇤BA (~k) = t
⇣
ei
~k · ~R1 + ei~k · ~R2 + ei~k · ~R3
⌘
(1.17)
= t
"
eikxa + 2e ikx
a
2 cos
 p
3
2
kya
!#
⌘ tf(~k) (1.18)
dove e` stato posto t ⌘ Vpp⇡ ed f(~k) e` la somma dei fattori di fase. Per quanto riguarda la
matrice di sovrapposizione, abbiamo che i termini diagonali sono SAA = SBB = 1, mentre
quelli fuori diagonale sono SAB = S⇤BA = sf(~k), dove s = h (A)pz (r)| (B)pz (r   a)i = Spp⇡ (vedi
Tabella 1.1).
L’equazione secolare per le bande ⇡ diventa quindi      ✏p   ✏(~k) (t  s✏(~k))f(~k)(t  s✏(~k))f ⇤(~k) ✏p   ✏(~k)
      = 0 (1.19)
e la cui soluzione e`
✏±(~k) =
✏2p ⌥ t|f(~k)|
1⌥ s|f(~k)| (1.20)
dove ✏ (~k) fornisce la banda di energia di legame ⇡, mentre ✏+(~k) quella di antilegame ⇡⇤.
Il modulo della somma dei fattori di fase e` dato da
|f(~k)| =
vuut3 + 2 cos⇣p3kya⌘+ 4 cos✓3
2
kxa
◆
cos
 p
3
2
kya
!
(1.21)
I tre parametri ✏2p, t e s possono essere ricavati dall’aggiustamento di misure sperimentali
ai calcoli compiuti da principi primi. La pratica piu` comune e` di aggiustare la dispersione
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Figura 1.5: Dispersione delle bande ⇡ e ⇡⇤ all’interno della BZ per t =  2.7 eV e t0 = 0.2 t. A
destra viene mostrato un ingrandimento delle bande intorno ad uno dei punti di Dirac [6]
di legame stretto per una corretta descrizione delle bande ⇡ nel punto ~K. Questo restituisce
come valori ✏2p = 0, t compreso tra i  2.5 e  3 eV , e s < 0.1 eV [5]. Dato il suo piccolo
valore, s viene spesso trascurato ed e` quello che faremo in questa sede.
Se nei calcoli precedenti avessimo tenuto di conto anche dei secondi vicini il risultato che
avremmo ottenuto sarebbe stato il seguente
✏±(~k) = ⌥t|f(~k)|  t0
⇣
|f(~k)|2   3
⌘
(1.22)
dove t0 e` l’energia data dall’integrale di sovrapposizione dei secondi vicini (0, 02|t| < |t0| <
0, 2|t|) [6]. Nella Figura 1.5 vengono mostrate le relazioni di dispersione nella BZ per le
due bande ⇡ di legame (banda inferiore) e ⇡⇤ di antilegame (banda superiore) del grafene
includendo anche l’interazione a primi vicini. E` chiaro dalla (1.22) che lo spettro e` simmetrico
intorno al piano di energia zero se t0 = 0; invece per valori finiti di t0 la simmetria elettrone-
buca viene rotta e le bande ⇡ e ⇡⇤ diventano asimmetriche. Possiamo notare inoltre che nei
due punti di Dirac le bande sono degeneri. Inoltre, dato che ci sono due elettroni ⇡ per cella
unitaria in un foglio di grafene non drogato, la banda ⇡ e` completamente occupata, mentre
la banda ⇡⇤ e` totalmente vuota, facendo passare il livello di Fermi esattamente tra i punti
di contatto delle due. Questo rende il grafene non drogato un semimetallo a “gap” nullo [4].
Bande  
Consideriamo adesso le bande   del grafene. Questa volta abbiamo sei somme di Bloch,
una per ciascun orbitale atomico 2s, 2px e 2py, e per ciascun tipo di sottoreticolo, che danno
origine a sei bande di tipo  . Organizzando gli elementi di matrice nell’ordine ( (A)2s ,  
(A)
2px ,
 (A)2py ,  
(B)
2s ,  
(B)
2px ,  
(B)
2py ) e restringendoci a considerare solo l’interazione a primi vicini, le matrici
che compaiono nell’equazione secolare assumono la forma di matrici a blocchi
HTB(~k) =
 
HTBAA HTBAB(~k)
HTBBA(~k) HTBBB
!
, S(~k) =
 
SAA SAB(~k)
SBA(~k) SBB
!
(1.23)
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Figura 1.6: Decomposizione dell’orbitale 2px nelle sue proiezioni   e ⇡
in cui ciascun blocco e` una matrice 3⇥3 e, dato che i due sottoreticoli sono identici, abbiamo
per i termini diagonali
HTBAA = HTBBB =
0@✏2s 0 00 ✏2p 0
0 0 ✏2p
1A , SAA = SBB =
0@1 0 00 1 0
0 0 1
1A (1.24)
L’elemento di matrice tra gli ali atomi di tipo A e quelli di tipo B puo` essere ottenuto, invece,
prendendo le componenti nella direzione parallela o in quella perpendicolare dei legami  .
A titolo di esempio, in Figura 1.6 viene mostrato come scomporre l’orbitale atomico px per
ottenere le sue competenti   e ⇡:
|2pxi = cos ⇡
3
|2p i+ sin ⇡
3
|2p⇡i (1.25)
In questo modo e` possibile esprimere tutti gli elementi di matrice in termini degli elementi
di matrice di Slater-Koster rappresentati in Figura 1.4. Cos`ı, per esempio, se consideriamo
un orbitale 2s centrato su un carbonio di tipo A e un orbitale 2px in uno dei tre primi vicini,
abbiamo
h (A)2s (~r)|HTB(~r)| (B)2px(~r   ~R1)i =  Vsp  (1.26)
h (A)2s (~r)|HTB(~r)| (B)2px(~r   ~R2)i = h (A)2s (~r)|HTB(~r)| (B)2px(~r   ~R3)i =
1
2
Vsp  (1.27)
a dare
HTB2sA,2pxB(~k) = Vsp 
"
e ikx
a
2 cos
 p
3kya
2
  eikxa
!#
(1.28)
Analogamente possono essere ottenuti gli altri termini della matrice hamiltoniana. In questo
caso non e` possibile trovare una soluzione analitica dell’equazione secolare, ma e` comunque
possibile ottenere una soluzione numerica. In Figura 1.7 riportiamo la dispersione delle
bande   (insieme a quelle ⇡ per completezza) calcolate usando i valori di Tabella 1.1.
1.1.2 Modello a fermioni di Dirac a massa nulla
Quello che vogliamo fare adesso e` trovare un’espressione per l’hamiltoniana del grafene
per energie che si discostano poco da quella del livello di Fermi. Per questa ragione ci
limiteremo a considerare soltanto le bande ⇡ e, per semplificare i conti, porremo t0 = 0.
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Figura 1.7: Relazioni di dispersione delle bande di energia   e ⇡ del grafene ricavate usando i
parametri riportati in Tabella 1.1
Espandiamo, quindi, l’hamiltoniana usata per ricavare le bande ⇡ intorno ai punti ~K e ~K 0
per piccoli valori dei vettori d’onda fermandoci al primo ordine in ~k. Quello che troviamo e`
H(~k) = h¯vF
✓
0 wkx   iky
wkx + iky 0
◆
= h¯vF (w 
xkx +  
yky) (1.29)
dove vF = 3|t|a/2 ⇡ 106m/s e` chiamata la velocita` di Fermi del grafene,  i (i = x, y, z) sono
le matrici di Pauli,   = ±1, e w = 1 e` associato allo sviluppo in ~K, mentre w =  1 a quello
in ~K 0. Notare che qui ~k e` inteso come il vettore che ha origine, di volta in volta, nel punto
di Dirac in cui lo sviluppo viene compiuto. Gli autovettori della (1.29) sono
  (~k) =
1p
2
✓
e iw✓~k
 eiw✓~k
◆
(1.30)
dove ✓~k = arctan (kx/ky) e` l’angolo nello spazio dei momenti tra il vettore d’onda e l’asse
delle ascisse. Gli autovalori sono invece
✏ (k) =  h¯vFk (1.31)
H valore (eV ) S valore
Vss  -6.796 Sss  0.212
Vsp  -5.580 Ssp  0.102
Vpp  -5.037 Spp  0.146
Vpp⇡ -3.033 Spp⇡ 0.129
Tabella 1.1: Valori degli integrali di sovrapposizione ripresi dalla referenza [4] (la seconda serie di
parametri sono gli analoghi dei parametri di Slater-Koster per la matrice S)
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Dato che lo spettro di energia e` degenere nei due punti di Dirac, quello che di solito si fa e` di
introdurre una descrizione dettamodello a valle singola, in cui si tiene soltanto l’hamiltoniana
corrispondente a w = 1 e si considera una degenerazione di valle gv = 2, oltre alla normale
degenerazione di spin elettronico gs = 2, quando andiamo a contare il numero di stati.
Quindi, vicino ai punti ~K e ~K 0 la dispersione delle bande e` conica ed isotropa e l’equazione
che governa il comportamento degli elettroni assume la forma dell’equazione di Dirac per
fermioni a massa nulla1, in cui il ruolo della velocita` della luce e` svolto dalla velocita` di
Fermi del grafene, che e` circa 300 volte piu` piccola della prima (da qui si capisce perche´ il
nome di punti di Dirac). Diventa chiaro, quindi, che in uno scenario come quello della fisica
della materia condensata, il cui mondo e` governato dall’equazione di Schro¨dinger, il grafene
costituisce un’eccezione piu` unica che rara con i suoi elettroni che mimano il comportamento
di particelle ultrarelativistiche. Queste quasiparticelle, che ben poco hanno di relativistico
a dire il vero, possono essere viste come elettroni che hanno perso la loro massa a riposo m0
o, alternativamente, come neutrini che hanno acquistato una carica elettrica e [7].
Ma le analogie con l’elettrodinamica quantistica (QED) non si limitano allo spettro lineare
che il grafene ha nel limite di basse energie. Come abbiamo gia` avuto modo di sperimentare,
gli stati elettronici vicino ai punti di energia zero sono composti da stati appartenenti ai
due diversi sottoreticoli ed i contributi che essi portano alla formazione delle quasiparticelle
vengono riscontrati nell’uso di funzioni d’onda a due componenti (spinori). Questo richiede
l’uso di un indice per etichettare i due sottoreticoli A e B che e` simile a quello usato per
descrivere lo stato di spin (su o giu`) in QED ed e` per questo motivo che viene indicato con
il nome di pseudospin, e a questa quantita` si riferiscono le matrici di Pauli nella (1.29).
Sempre in analogia con la QED, e` possibile introdurre un’ulteriore quantita` chiamata
chiralita`, definita formalmente come la proiezione dello pseudospin nella direzione del moto
(~  ·~k/|~  ·~k| =  ) e puo` essere positiva (per gli elettroni) o negativa (per le buche).
E` importante notare, pero`, che il modello MDF descrive correttamente le eccitazioni nel
grafene soltanto entro il limite in cui le bande ⇡ possono essere assunte avere una dispersione
lineare. Infatti, gia` sviluppando gli autovalori dell’energia fino al secondo ordine in ~k
✏±(k) = ±h¯vFk

1  1
4
ka sin(3✓~k)
 
(1.32)
si vede che quando detto prima non vale piu` ed e` per questo che occorre introdurre un vettore
di “cut o↵” kmax nello spazio dei momenti che limiti la validita` di questo modello.
La densita` degli elettroni per unita` di superficie nel grafene non drogato ⇢0 puo` essere
facilmente ricavata dividendo il numero di elettroni di valenza (uno per ciascun atomo di
carbonio) per l’area di un esagono (3
p
3a2/2), tenendo conto che ogni atomo di carbonio ap-
partiene a tre diversi esagoni del reticolo, quindi due elettroni per esagono: ⇢0 = 4/(3
p
3a2).
Se, invece, droghiamo il foglio di grafene inducendo un’addizionale densita` di elettroni ⇢, il
levello di Fermi si innalza e la superficie di Fermi diventa una circonferenza intorno ai punti
di Dirac. L’energia di Fermi puo` essere quindi ricavata facilmente da
⇢ =
g
(2⇡)2
Z kF
0
d~k =
gk2F
4⇡
) kF =
r
4⇡⇢
g
(1.33)
1Da qui deriva il nome di modello MDF (in inglese “Massless Dirac Fermions”)
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Figura 1.8: Densita` degli stati nello schema di legame stretto per unita` di area calcolata nel modello
MDF (avendo imposto un “cut-o↵”)
e ✏F = h¯vFkF, con kF ⌧ kmax, o, equivalentemente, ⇢⌧ ⇢0 se definiamo kmax =
p
4⇡⇢0/g ⇡
1, 5/a. Abbiamo, quindi, che il vettore d’onda di “cut o↵” kmax deve essere dell’ordine del
reciproco della distanza di separazione tra due atomi di carbonio adiacenti del reticolo.
Una quantita` utile per descrivere le proprieta` dei un cristallo e` la densita` degli stati per
unita` di superficie
D(✏) = gA
X
~k, 
 [✏  ✏ (~k)]! g
(2⇡)2
X
 
Z
 [✏  ✏ (~k)]d~k (1.34)
e nel modello MDF per il grafene questa assume la forma
D(✏) = g|✏|
2⇡h¯2v2F
(1.35)
In Figura 1.8 confrontiamo la densita` degli stati calcolata per il modello MDF con quella
calcolata nello schema di legame stretto a primi vicini: come si vede, per il secondo abbiamo
delle singolarita` in ✏ = ±t che corrispondono a dei punti di sella nella relazione di dispersione
dell’energia in corrispondenza dei punti ~M della BZ. Possiamo notare che a basse energie
l’approssimazione lineare e` in ottimo accordo con lo schema di legame stretto.
Prima di concludere, riportiamo l’hamiltoniana del modello MDF scritta nel formalismo
della seconda quantizzazione
Hˆ = h¯vF
X
~k, ,↵, 
~ ↵,  ·~k aˆ†~k, ,↵aˆ~k, ,  (1.36)
dove aˆ†~k, ,↵ e` l’operatore di creazione di un elettrone di momento
~k e spin   nel sottoreticolo
↵ = A,B e aˆ~k, ,  e` l’operatore di distruzione di un elettrone di momento
~k e spin   nel
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sottoreticolo   = A,B. Questa hamiltoniana descrive un sistema bidimensionale con bande
coniche su tutto lo spazio degli impulsi ed e` valida per la descrizione del grafene per impulsi
che non superano il limite imposto da kmax.
1.2 Teoria della risposta lineare e “Random Phase Ap-
proximation” (RPA)
In questa sezione sospendiamo momentaneamente la descrizione delle proprieta` del gra-
fene per introdurre formalmente la teoria della risposta lineare e la “Random Phase Appro-
ximation” (RPA), che ci serviranno nello studio degli e↵etti a molti corpi. Presenteremo
questi argomenti in forma del tutto generale, seguendo la referenza [9].
1.2.1 Funzioni di risposta
Per trattare il problema nel modo piu` generale possibile, consideriamo un sistema de-
scritto da un’hamiltoniana indipendente dal tempo Hˆ sul quale agisce un campo esterno
dipendente dal tempo F (t) che si accoppia linearmente con un’osservabile Bˆ del sistema.
L’hamiltoniana completa del sistema sotto esame e` quindi
HˆF (t) = Hˆ + F (t)Bˆ (1.37)
Supponiamo che per t  t0 il sistema F (t) = 0 e che il sistema si trovi nel suo stato
fondamentale in equilibrio con un bagno termico a temperatura T . Questo significa che
l’autostato n-esimo | ni dell’hamiltoniana imperturbata Hˆ, con autovalore ✏n e` popolato
con probabilita` Pn = e  ✏n/Z, dove   = 1/(kBT ) e Z =
P
n e
  ✏n e` la funzione di partizione
canonica. Al tempo t = t0 il campo esterno viene acceso ed il sistema inizia ad evolvere sotto
la sua influenza. Facciamo l’assunzione fondamentale che le deboli interazioni tra il sistema
ed il bagno termico non influenzino l’evoluzione dell’ensamble durante la scala temporale
delle nostre osservazioni. In particolare, le probabilita` di occupazione Pn restano costanti:
le transizioni tra stati ortogonali non sono permesse.
Consideriamo ora una seconda osservabile Aˆ della quale ci chiediamo come vari per
t > t0 il valore di aspettazione hAˆiF (t) =
P
n Pnh n(t)|Aˆ| n(t)i a causa dell’azione del
campo esterno. L’evoluzione temporale e` data da
| n(t)i = Uˆ(t, t0)| ni (1.38)
dove l’operatore di evoluzione temporale al primo ordine in F (t) e`
Uˆ1(t, t0) = e
  ih¯ Hˆ(t t0)

1ˆ   i
h¯
Z t
t0
Bˆ(t0   t0)F (t0)dt0
 
(1.39)
Si puo`, quindi, scrivere la variazione del valore di aspettazione dell’osservabile Aˆ come
 hAˆi(t) = hAˆiF (t)  hAˆi0 =
Z t t0
0
 AB(⌧)F (t  ⌧)d⌧ (1.40)
dove e` stata introdotta la funzione di risposta ritardata, o causale
 AB(⌧) ⌘   i
h¯
⇥(⌧)h[Aˆ(⌧), Bˆ]i0 (1.41)
12
1.2. TEORIA DELLA RISPOSTA LINEARE E “RANDOM PHASE APPROXIMATION” (RPA)
Qui [Aˆ(⌧), Bˆ] e` il commutatore dei due operatori hermitiani, Aˆ(⌧) e` l’operatore scritto in
rappresentazione di Heisenberg, ⇥(⌧) e` la funzione gradino. Notare che nella (1.40) non c’e`
dipendenza dall’istante in cui il campo e` stato acceso, quindi possiamo far tendere t0 !  1
ed assumere che il sistema si trovasse in uno stato di equilibrio imperturbato nel lontano
passato.
1.2.2 Perturbazioni periodiche
Nelle applicazioni pratiche del formalismo della risposta lineare un ruolo centrale e` svolto
dalla risposta alle perturbazioni periodiche
F (t) = F (!)e i!t + c.c. (1.42)
dove F (!) e` l’ampiezza complessa e c.c. sta per il complesso coniugato. L’importanza
di questo tipo di perturbazioni deriva dal fatto che ogni funzione del tempo che si com-
porta “su cientemente bene”2 puo` essere scritta come sovrapposizione lineare di funzioni
periodiche.
Il problema di queste perturbazioni e`, pero`, che esse non vanno a zero per t !  1,
e non e` quindi possibile assumere il sistema in un equilibrio iniziale. Tuttavia e` possibile
risolvere la questione assumendo un’accensione adiabatica della perturbazione: supponiamo
che il potenziale periodico venga acceso lentamente seguendo la legge e⌘t/h¯, in cui la scala
temporale h¯/⌘ e` positiva e molto maggiore del periodo della perturbazione. Percio` assumiamo
che la forma della perturbazione sia
F (t) = F (!)e i(!+i
⌘
h¯ )t + c.c. (1.43)
e, inserendo la (1.43) nella (1.40) otteniamo
 hAˆi(t) =  AB(!)F (!)e i!t + c.c. (1.44)
dove
 AB(!) =   i
h¯
lim
⌘!0+
Z 1
0
h[Aˆ(⌧), Bˆ]i0ei(!+i ⌘h¯ )td⌧ ⌘ hhAˆ; Bˆii! (1.45)
e` la trasformata di Fourier della funzione di risposta e con la notazione hhAˆ, Bˆii! e` stato
denotato il prodotto di Zubarev-Kubo.
Per capire meglio la struttura della funzione di risposta espandiamo il commutatore all’in-
terno della (1.45) su un set completo di autostati dell’hamiltoniana imperturbata, ottenendo
cos`ı la cosiddetta rappresentazione di Lehmann della funzione di risposta:
 AB(!) = lim
⌘!0+
X
n,m
Pm   Pn
h¯!   ✏m   ✏n + i⌘AmnBnm (1.46)
dove abbiamo introdotto la notazione Onm ⌘ h n|Oˆ| mi per indicare gli elementi di matrice
di un operatore Oˆ. Il limite a temperatura zero della funzione di risposta si ottiene ponendo
P0 = 1 e Pn = 0 per n 6= 0. Notare che la (1.46) e` analitica nel semipiano complesso superiore
ed ha poli semplici nel semipiano inferiore.
2In linguaggio matematico questo significa che essa deve essere una funzione di L2
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E` possibile separare la parte reale e quella immaginaria della funzione di risposta e le
loro espressioni assumono una forma particolarmente semplice nel caso Bˆ = Aˆ†:
<e AA†(!) = P
X
n,m
|Amn|2
h¯! + ✏m   ✏n (Pm   Pn) (1.47)
=m AA†(!) =  ⇡
X
n,m
(Pm   Pn)|Amn|2 (h¯! + ✏m   ✏n) (1.48)
dove con P si e` indicato il valore principale di Cauchy-Hadamard. E` possibile notare dalla
(1.48) che sgn(!)=m AA†(!)  0 e che  AA†(0) e` reale e negativa.
1.2.3 Risposta lineare di un liquido di elettroni interagente
Quando un gas di elettroni viene perturbato da un potenziale scalare Vext(~r, t) dipendente
dal tempo, la sua densita` devia dal valore di equilibrio ⇢0(~r). Il cambiamento di densita` crea
un campo coulombiano aggiuntivo Vind(~r, t) che si sovrappone a quello esterno. Il potenziale
totale risultante e` dato, quindi, dal cosiddetto potenziale scalare schermato
Vsc(~r, t) = Vext(~r, t) + Vind(~r, t) (1.49)
dove
Vind(~r, t) =
Z
e2⇢1(~r 0, t)
|~r   ~r 0| d~r
0 (1.50)
avendo posto come ⇢1(~r, t) = ⇢(~r, t)   ⇢0(~r) la densita` indotta. Per piccole perturbazioni,
possiamo fare uso della teoria della risposta lineare, e trovare per la sua trasformata di
Fourier
⇢1(~r,!) =
Z +1
 1
 ⇢⇢(~r,~r
0;!)Vext(~r 0,!)dt (1.51)
dove abbiamo usato la trasformata di Fourier della funzione di risposta densita`-densita`
 ⇢⇢(~r,~r 0; t) =  (i/h¯)⇥(⌧)h[⇢ˆ(~r, t), ⇢ˆ(~r 0)]i0. Possiamo, quindi, scrivere per il potenziale
schermato
Vsc(~r,!) =
Z
" 1(~r,~r 0;!)Vext(~r,!)d~r 0 (1.52)
dove abbiamo definito l’inverso della funzione dielettrica scalare "(~r,~r 0;!) come segue
" 1(~r,~r 0;!) =  (~r   ~r 0) +
Z
e2
|~r 0   ~r 00| ⇢⇢(~r
0,~r 00;!)d~r 00 (1.53)
Per un gas di elettroni omogeneo la funzione di risposta densita`-densita` dipende soltanto
dalla distanza |~r   ~r 0|. Allora in trasformata di Fourier spaziale si ha
Vsc(~q,!) =
Vext(~q,!)
"(q,!)
(1.54)
dove
1
"(q,!)
= 1 + v(q) ⇢⇢(q,!) (1.55)
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Funzione di risposta propria
Definiamo adesso la funzione di risposta propria  ˜⇢⇢(~r,~r 0;!), che fornisce la risposta
della variazione di densita` ⇢1(~r, t) al potenziale scremato Vsc(~r, t):
⇢1(~r,!) =
Z +1
 1
 ˜⇢⇢(~r,~r
0;!)Vsc(~r 0,!)dt (1.56)
Nel caso sempre di un gas omogeneo di elettroni possiamo passare subito in trasformata di
Fourier spaziale e trovare la seguente espressione che lega le due funzioni di risposta
 ˜ 1⇢⇢ (q,!) =  
 1
⇢⇢ (q,!) + v(q) (1.57)
da cui arriviamo alla seguente formula per la funzione dielettrica
"(q,!) = 1  v(q) ˜ 1⇢⇢ (q,!) (1.58)
Vale la pena sottolineare il fatto che la funzione di risposta propria  ˜⇢⇢(q,!), e di conseguenza
anche la funzione dielettrica "(q,!), non e`, in generale, una funzione di risposta causale. La
ragione di questo sta nel fatto che il potenziale schermato non e` un agente controllabile
esternamente, ma e` esso stesso una funzione di come risponde la densita`.
“Random Phase Appoximation”
La “Random Phase Approximation”, o RPA, e` forse la piu` popolare e storicamente
significativa approssimazione per il calcolo delle funzioni di risposta di un sistema di elettroni
interagenti, e fu introdotta per la prima volta per opera di Bohm e Pines [10]. La RPA puo`
essere definita operativamente in diversi modi: noi, qui, facciamo uso di quello piu` comune,
valido per un gas omogeneo di elettroni.
Da un punto di vista fisico, la RPA consiste nell’assumere che il sistema di elettroni
interagente risponda come un gas ideale di Fermi al potenziale schermato, cos`ı che l’ac-
coppiamento elettrone-elettrone avvenga soltanto tramite le interazioni coulombiane con le
cariche indotte. In pratica, questa approssimazione puo` essere tradotta nell’identificazione
della funzione di risposta propria con la funzione di risposta del sistema non interagente
(nota anche come funzione di Lindhard), ossia
 ˜RPA⇢⇢ (q,!) =  0(q,!) (1.59)
Quindi, in accordo con quanto scritto nel paragrafo precedente abbiamo immediatamente
che
 RPA⇢⇢ (q,!) =
 0(q,!)
1  v(q) 0(q,!) ⌘
 0(q,!)
"RPA(q,!)
(1.60)
La RPA fornisce una semplice approssimazione per la funzione di risposta densita`-densita`
che e` in grado di descrivere i modi collettivi di oscillazione di un gas di elettroni a grandi
lunghezze d’onda. Bisogna stare attenti, pero`, perche´ la RPA ha dei limiti. Per esempio,
in questa approssimazione la parte immaginaria della funzione di risposta e` finita solo nella
regione in cui la parte immaginaria della funzione di risposta del sistema non interagente e
la descrizione dei plasmoni a vettori d’onda finiti non e` altrettanto accurata come nel caso
di grandi lunghezze d’onda. Inoltre la RPA non e` una buona approssimazione nel caso di
forti accoppiamenti, i.e. per grandi valori del parametro di Wigner-Seitz rs [9].
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1.3 E↵etti a molti corpi nel singolo strato di grafene
Fino ad ora abbiamo trattato il problema di trovare la struttura a bande del grefene
nell’approssimazione di singola particella, dimenticandoci dell’esistenza delle interazioni tra
gli elettroni. A causa della singolare dispersione delle bande di energia, il grafene esibisce
un comportamento dielettrico significativamente di↵erente rispetto ai convenzionali sistemi
bidimensionali, in cui l’energia degli elettroni, che hanno una massa e↵ettiva m⇤, ha una
dipendenza quadratica dall’impulso. La schermatura, o schermo, dell’interazione coulombia-
na indotta dagli e↵etti a molti corpi e` una delle qualita` piu` fondamentali per capire molte
proprieta` fisiche di un materiale. Per esempio, la schermatura dinamica determina lo spettro
delle eccitazioni elementari ed i modi collettivi del sistema elettronico, mentre quella statica
determina le proprieta` di trasporto in presenza di di↵usione da impurezze cariche per mezzo
dell’interazione colombiana [8].
In questa sezione introdurremo l’interazione elettrone-elettrone e poi studieremo la fun-
zione dielettrica del grafene nello schema RPA, mostrando le proprieta` a molti corpi del
sistema.
1.3.1 Interazione elettrone-elettrone
Qui determiniamo l’hamiltoniana che descrive il sistema interagente. A tale scopo faccia-
mo uso del cosiddetto modello a marmellata (dall’inglese “jellium model”) e scriviamo nella
descrizione a singola valle:
Hˆ =
NX
i
~  ·ˆ~pi+1
2
NX
i 6=j
e2
|ˆ~ri  ~ˆrj|
 e2
Z
d~r
Z
d~r 0
nˆ(~r)nb(~r 0)
|~r   ~r 0| +
e2
2
Z
d~r
Z
d~r 0
nb(~r)nb(~r 0)
|~r   ~r 0| (1.61)
dove nˆ(~r) =
PN
i=1  (~r ˆ~ri) e` il numero elettroni e enb(~r) = en e` la densita` di carica (uniforme)
del fondo. Nello scrivere la (1.61) abbiamo sostituito la struttura del reticolo cristallino con
un fondo spalmato di una carica positiva omogenea sul quale gli elettroni si muovono (da
qui deriva il nome del modello).
La (1.61) presenta, pero`, un problema: i due integrali presenti in essa a causa del carat-
tere dell’interazione coulombiana non convergono nel limite termodinamico. Per farla breve,
questa di colta` si risolve mostrando che le divergenze rappresentate da questi due integra-
li vengono cancellate da un’uguale divergenza di segno opposto nell’interazione elettrone-
elettrone. Il procedimento di regolarizzazione puo` essere svolto passando in trasformata di
Fourier ed e` analogo a quello svolto per il modello a “jellium” di un gas bidimensionale di
elettroni (2DEG) consultabile nella Ref. [9]. Per completezza riportiamo la trasformata di
Fourier da usare per il potenziale di interazione
v(r) =
1
A
X
~q
v(q)ei~q ·~r (1.62)
dove A e` l’area del campione e v(q) = 2⇡e2/(q), con  costante dielettrica dipendente
dall’ambiente in cui si trova il foglio di grafene.
Il risultato finale di questa regolarizzazione, scritto nel formalismo della seconda quan-
tizzazione, e` il seguente:
Hˆ = h¯vF
X
~k, ,↵, 
~ ↵,  ·~k aˆ†~k, ,↵aˆ~k, ,  +
gv
2A
X
~q 6=~0
v(q) [⇢ˆ~q⇢ˆ ~q   ⇢ˆq=0] (1.63)
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dove
⇢ˆ~q =
X
~k, ,↵
aˆ†~k ~q, ,↵aˆ~k, ,↵ (1.64)
e` l’operatore densita` di elettroni del sottoreticolo di indice ↵.
Per il seguito sara` utile operare una trasformazione canonica al fine di diagonalizzare il
termine cinetico dell’hamiltoniana (1.63). Facendo uso delle seguenti matrici di trasforma-
zione
U(~k) = 1p
2
✓
1 1
ei✓~k  ei✓~k
◆
, U †(~k) = 1p
2
✓
1 e i✓~k
1  e i✓~k
◆
(1.65)
introduciamo gli operatori 8>><>>:
cˆ†~k, ,  =
X
↵
U↵ (~k)aˆ†~k, ,↵ (1.66a)
cˆ~k, ,  =
X
↵
U † ↵(~k)aˆ~k, ,↵ (1.66b)
Il ruolo dei nuovi operatori e` chiaro: essi creano o distruggono un elettrone con una chiralita`
definita (  = ±1): con   = +1 abbiamo un elettrone nella banda di conduzione, mentre con
  =  1 nella banda di valenza. In questa base chirale l’hamiltoniana (1.63) assume la forma
seguente
Hˆ = h¯vF
X
~k, , 
 k cˆ†~k, , cˆ~k, ,  +
gv
2A
X
~q 6=~0
v(q) [⇢ˆ~q   ⇢ˆq=0] [⇢ˆ ~q   ⇢ˆq=0] (1.67)
e l’operatore densita` diventa
⇢ˆ~q =
X
~k, , , 0
h
U †(~k   ~q)U(~k)
i
  0
cˆ†~k, , cˆ~k, , 0 (1.68)
=
X
~k, , , 0
 
1 +   0ei✓~k,~k ~q
2
!
cˆ†~k, , cˆ~k, , 0 (1.69)
avendo posto ✓~k,~k ~q = ✓~k ✓~k ~q . Quindi, diversamente da quanto accade per un sistema di gas
di elettroni bidimensionale (2DEG)3, oltre al fatto che il termine cinetico ha una dipendenza
lineare e non quadratica dall’impulso, nell’operatore di densita` del grafene compare un fattore
derivante dal numero quantico di chiralita`.
Una volta introdotte le interazioni colombiane elettrone-elettrone, in analogia con il pa-
rametro di Wighner-Seitz rs [9], e` utile definire un parametro adimensionale f che ci dia una
stima della loro forza. Usando considerazioni dimensionali, questa costante di accoppiamen-
to sara` proporzionale al rapporto tra l’energia potenziale media (⇠ 2⇡e2n/(kF)) e l’energia
cinetica media del liquido di elettroni (⇠ h¯vFkF), cioe`
f =
ge2
h¯vF
⌘ g↵ee (1.70)
dove e` stata introdotta la costante di struttura fine del grafene ↵ee ⇡ 2.2/. Ad esempio,
per del grafene con una faccia esposta all’aria (1 ⇡ 1) e l’altra a del SiO2 (2 ⇡ 3.9) si
3Dall’inglese “2D Electron Gas”
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Figura 1.9: Qui vengono riportate le diverse regioni del piano (q,!) in cui la funzione di risposta
 (0)⇢⇢ (~q,!) si suddivide
ha ↵ee ⇡ 0.9, invece, per del grafene sospeso (1 = 2 ⇡ 1) ↵ee ⇡ 2.2. Da questa analisi
concludiamo che nel grafene gli elettroni interagiscono piuttosto intensamente.
Di nuovo abbiamo trovato una di↵erenza con i sistemi 2DEG, in cui rs e` funzione della
densita` elettronica, mentre nel grafene la costante di accoppiamento puo` essere variata sol-
tanto agendo sulla costante dielettrica , per esempio, modificando il substrato su cui giace
il grafene.
1.3.2 Funzione di risposta densita`-densita`
Adesso vogliamo mostrare l’espressione analitica della funzione di risposta densita`-densita`
del grafene non interagente ricavata B. Wunsch et al. [11]: essa ci fornira` la base per la
descrizione, all’interno dell’approssimazione RPA, degli e↵etti a molti corpi nel grafene.
Iniziamo quindi con lo scrivere l’espressione di partenza per la funzione di Lindhard, in
accordo con quanto visto nel paragrafo 1.2:
 (0)⇢⇢ (~q,!) =
1
A
X
~k, , 0
n(0)  (
~k)  n(0) 0 (~k + ~q)
h¯! + ✏ (~k)  ✏ 0(~k + ~q) + i⌘
|h  (~k)|⇢~q|  0(~k + ~q)i|2 (1.71)
dove n(0)  (
~k) e` il fattore di occupazione di banda del sistema non interagente. L’elemento di
matrice nella (1.71) puo` essere facilmente ricavato dalla (1.69):
|h  (~k)|⇢~q|  0(~k + ~q)i|2 =
1 +   0 cos ✓~k,~k ~q
2
(1.72)
Nel resto di questa sezione ci limiteremo a considerare frequenze positive per semplicita`
dato che  (0)⇢⇢ (~q, !) =  (0)⇤⇢⇢ (~q,!). Per il grafene non drogato, i.e. livello di Fermi ✏F = 0, si
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puo` calcolare facilmente la parte immaginaria e da questa, facendo uso delle trasformate di
Kramers-Kronig4, la parte reale:8>>><>>>:
<e (0)⇢⇢ (~q,!; ✏F = 0) =  
gq2
16
⇥[(h¯vFq)2   (h¯!)2]p
(h¯vFq)2   (h¯!)2
(1.73a)
=m (0)⇢⇢ (~q,!; ✏F = 0) =  
gq2
16
⇥[(h¯!)2   (h¯vFq)2]p
(h¯!)2   (h¯vFq)2
(1.73b)
La funzione di risposta densita`-densita` per il grafene non interagente drogato, i.e. ✏F 6= 0,
puo` essere scritta nella forma  (0)⇢⇢ (~q,!; ✏F) =  
(0)
⇢⇢ (~q,!; ✏F = 0) +   
(0)
⇢⇢ (~q,!). Per riportare il
risultato conviene dividere il quadrante con q   0 e !   0 in sei regioni come mostrato in
Figura 1.9:
Regione 1 A: h¯! < 2✏F   h¯vFq, ! < vFq
<e   ⇢⇢(q, !) =   g✏F
2⇡h¯2v2F
 <e  (0u)⇢⇢ (q, !) , (1.74)
e
=m   ⇢⇢(q, !) = gq
2
16⇡
p
(h¯vFq)2   (h¯!)2
2664ln
0BB@
⇣
2✏F+h¯!
h¯vFq
⌘
+
r⇣
2✏F+h¯!
h¯vFq
⌘2   1⇣
2✏F h¯!
h¯vFq
⌘
+
r⇣
2✏F h¯!
h¯vFq
⌘2   1
1CCA+
 
✓
2✏F + h¯!
h¯vFq
◆s✓
2✏F + h¯!
h¯vFq
◆2
  1 +
✓
2✏F   h¯!
h¯vFq
◆s✓
2✏F   h¯!
h¯vFq
◆2
  1
35 . (1.75)
Regione 2 A: h¯! > |h¯vFq   2✏F|, ! < vFq
<e   ⇢⇢(q, !) =   g✏F
2⇡h¯2v2F
 <e  (0u)⇢⇢ (q, !)+
  gq
2
16⇡
p
(h¯vFq)2   (h¯!)2
24arccos✓2✏F   h¯!
h¯vFq
◆
 
✓
2✏F   h¯!
h¯vFq
◆s
1 
✓
2✏F   h¯!
h¯vFq
◆235 ,
(1.76)
e
=m   ⇢⇢(q, !) = gq
2
16⇡
p
(h¯vFq)2   (h¯!)2
24ln
0@✓2✏F + h¯!
h¯vFq
◆
+
s✓
2✏F + h¯!
h¯vFq
◆2
  1
1A+
 
✓
2✏F + h¯!
h¯vFq
◆s✓
2✏F + h¯!
h¯vFq
◆2
  1
35 . (1.77)
4<e (0)⇢⇢ (~q,!) = 2⇡P
R1
0
!0=m (0)⇢⇢ (~q,!0)
!02 !2 d!
0 e =m (0)⇢⇢ (~q,!) =   2!⇡ P
R1
0
<e (0)⇢⇢ (~q,!0)
!02 !2 d!
0
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Regione 3 A: h¯! < h¯vFq   2✏F
<e   ⇢⇢(q, !) =   g✏F2⇡h¯2v2F +
gq2
16⇡
p
(h¯vFq)2 (h¯!)2
h
arcsin
⇣
2✏F+h¯!
h¯vFq
⌘
+ arcsin
⇣
2✏F h¯!
h¯vFq
⌘
+
+
⇣
2✏F+h¯!
h¯vFq
⌘r
1 
⇣
2✏F+h¯!
h¯vFq
⌘2
+
⇣
2✏F h¯!
h¯vFq
⌘r
1 
⇣
2✏F h¯!
h¯vFq
⌘2#
, (1.78)
e
=m   ⇢⇢(q, !) = 0 . (1.79)
Regione 1 B: h¯! < 2✏F   h¯vFq, ! > vFq
<e   ⇢⇢(q, !) =   g✏F
2⇡h¯2v2F
  gq
2
16⇡
p
(h¯!)2   (h¯vFq)2
2664ln
0BB@
⇣
2✏F+h¯!
h¯vFq
⌘
+
r⇣
2✏F+h¯!
h¯vFq
⌘2   1⇣
2✏F h¯!
h¯vFq
⌘
+
r⇣
2✏F h¯!
h¯vFq
⌘2   1
1CCA+
 
✓
2✏F + h¯!
h¯vFq
◆s✓
2✏F   h¯!
h¯vFq
◆2
  1 +
✓
2✏F   h¯!
h¯vFq
◆s✓
2✏F   h¯!
h¯vFq
◆2
  1
35 , (1.80)
e
=m   ⇢⇢(q, !) =  =m  (0u)⇢⇢ (q, !) . (1.81)
Regione 2 B: h¯! > 2✏F   h¯vFq, h¯! < 2✏F + h¯vFq, ! > vFq
<e   ⇢⇢(q, !) =   g✏F
2⇡h¯2v2F
  gq
2
16⇡
p
(h¯!)2   (h¯vFq)2
·
·
24ln
0@✓2✏F + h¯!
h¯vFq
◆
+
s✓
2✏F + h¯!
h¯vFq
◆2
  1
1A  ✓2✏F + h¯!
h¯vFq
◆s✓
2✏F + h¯!
h¯vFq
◆2
  1
35 ,
(1.82)
e
=m   ⇢⇢(q, !) =  =m  (0u)⇢⇢ (q, !) 
gq2
16⇡
p
(h¯!)2   (h¯vFq)2

arccos
✓
2✏F   h¯!
h¯vFq
◆
+
 
✓
2✏F   h¯!
h¯vFq
◆s
1 
✓
2✏F   h¯!
h¯vFq
◆235 . (1.83)
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Figura 1.10: A sinistra e` riportato il continuo elettrone-buca per il grafene neutro, mentre a destra
quello per il grafene drogato
Regione 3 B: h¯! > 2✏F + h¯vFq
<e   ⇢⇢(q, !) =   g✏F
2⇡h¯2v2F
  gq
2
16⇡
p
(h¯!)2   (h¯vFq)2
2664ln
0BB@
⇣
2✏F+h¯!
h¯vFq
⌘
+
r⇣
2✏F+h¯!
h¯vFq
⌘2   1r⇣
2✏F h¯!
h¯vFq
⌘2   1  ⇣2✏F h¯!h¯vFq ⌘
1CCA+
 
✓
2✏F + h¯!
h¯vFq
◆s✓
2✏F + h¯!
h¯vFq
◆2
  1 
✓
2✏F   h¯!
h¯vFq
◆s✓
2✏F   h¯!
h¯vFq
◆2
  1
35 , (1.84)
e
=m   ⇢⇢(q, !) = 0 . (1.85)
Questi risultati si basano sull’approssimazione MDF, che ignora i contributi che derivanti
dalla parte non lineare dello spettro ed, inoltre, la larghezza di banda e` assunta infinita.
Sebbene la funzione di risposta densita`-densita` per i fermioni di Dirac in 2D si comporti
bene e non abbia bisogno di una regolarizzazione nell’ultravioletto, il “cut-o↵” fisico della
banda kmax genera delle piccole correzioni che svaniscono nel limite in cui kmax ! 1. In
questo senso, quindi, le (1.73)-(1.85) rappresentano l’“esatta” espressione per la funzione
di risposta [12]. Si vede subito che questa e` una funzione continua in q e ! eccetto per la
divergenza / (h¯vFq   h¯!) 1/2 in ! = vFq: questo e` dovuto alla di↵usione collineare tra gli
elettroni.
Per il grafene non drogato il livello di Fermi giace proprio al punto di Dirac e la superficie
di Fermi si riduce ad un punto. In tale condizione soltanto le transizioni inter-banda tra
il cono inferiore e quello superiore sono permesse e, percio`, a basse energie non esistono
eccitazioni elettrone-buca. Quest’ultime si possono avere soltanto se viene fornita su ciente
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energia alla coppia per permettere il salto inter-banda, il che si traduce nella condizione
! > vFq, per la quale abbiamo il continuo elettrone-buca. Anche qui riscontriamo una
di↵erenza con il caso del 2DEG, in cui la zona del continuo elettrone-buca e` delimitata
dalle disuguaglianze max (0, h¯q2/(2m)  vFq)  |!|  h¯q2/(2m) + vFq e coinvolge soltanto
transizioni intra-banda. Quando, pero`, il grafene viene drogato (p o n) il livello di Fermi
si allontana dai punti di Dirac e le transizioni intra-banda diventano possibili. Allo stesso
tempo il cosiddetto blocco di Pauli, cioe` il fatto che non siano possibili transizioni verso stati
gia` occupati a causa del principio di Pauli, limita la regione del continuo elettrone-buca per
piccoli vettori d’onda (regione 1 B). In Figura 1.10 vengono mostrate le regioni del piano
(q,!) in cui e` presente il continuo elettrone buca per il grafene neutro e per quello drogato.
La funzione di risposta densita`-densita` ha due limiti particolarmente importanti: quello
di grandi lunghezze d’onda per ! > vFq che e` rilevante per la spettroscopia ottica ed il
calcolo della relazione di dispersione dei modi collettivi longitudinali, ed il limite statico, che
si ottiene per ! = 0 e q arbitrario, che serve per il calcolo dello schermo dielettrico. Per
primo consideriamo, quindi, il limite di q ! 0:
lim
q!0
 (0)⇢⇢ (~q,!; ✏F) =
8>>><>>>:
g✏Fq2
4⇡h¯2!2
"
1 
✓
h¯!
2✏F
◆2#
, vFq < ! < 2✏F (1.86a)
g✏F
2⇡h¯2v2F
✓
1 + i
!
vFq
◆
, ! < vFq (1.86b)
e per secondo il limite statico:
 (0)⇢⇢ (~q,! = 0; ✏F) =  
gkF
2⇡h¯vF
  gq
16h¯vF
⇢
1  2
⇡
arcsin

1
2
✓
1 +
2kF
q
◆
  1
2
    1  2kFq
      +
+
gkF
4⇡h¯vF
s
1 
✓
2kF
q
◆2
⇥
✓
1  2kF
q
◆
(1.87)
La (1.87) e` anche nota come polarizzabilita` statica del grafene (drogato) ed e` immediato
notare che per q < 2kF e` costante, come di norma per i consueti sistemi 2D. Prendendo il
limite di grandi lunghezze d’onda della polarizzabilita` statica otteniamo informazioni sulla
densita` degli stati per unita` di superficie all’energia di Fermi, infatti
lim
q!0
 (0)⇢⇢ (~q,! = 0; ✏F) =
1
A
X
~k, 
dn (~k)
d✏ (~k)
=
=   1A
X
~k, 
 [✏F   ✏ (~k)] =
=  D(✏F)
Abbiamo quindi che
D(✏F) =   lim
q!0
 (0)⇢⇢ (~q,! = 0; ✏F) =
g✏F
2⇡h¯2v2F
(1.88)
che e` lo stesso risultato che si trova valutando la (1.35) al livello di Fermi.
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Figura 1.11: Polarizzabilita` statica del grafene neutro e di quello drogato
1.3.3 Plasmone in RPA
La relazione di dispersione dei modi collettivi longitudinali, anche detti plasmoni, viene
calcolata nell’approssimazione RPA cercando i poli della funzione di risposta densita`-densita`,
o equivalentemente, calcolando le radici dell’equazione "RPA(q,!) = 0. Infatti, quando la
funzione dielettrica dinamica si annulla e` possibile avere una fluttuazione nella densita` elet-
tronica anche in assenza di un campo esterno e si ha una risposta finita che si induce e si
sostiene da sola. Il grafene neutro non e` in grado di sostenere alcun modo plasmonico, men-
tre quello drogato s`ı ed il plasmone e` localizzato nella Regione 1 B del piano (q,!), in cui
la parte immaginaria e` identicamente nulla. Possiamo, quindi, sfruttare lo sviluppo (1.86a)
per ricavare la sua relazione di dispersione a grandi lunghezze d’onda
h¯!pl(q) =
r
ge2✏F
2
q (1.89)
Dato che il grafene e` un sistema perfettamente bidimensionale, il plasmone e` privo di “gap”
ed il suo ordine dominante ha la stessa relazione di dispersione del caso 2DEG (/ q1/2)
[9]. Tuttavia, la dipendenza della frequenza di plasma dalla densita` elettronica nel grafene
mostra un diverso comportamento, i.e. / ⇢1/4, al contrario della classica dipendenza / ⇢1/2
del plasmone 2DEG. Questa e` una diretta conseguenza della natura quantistica relativistica
del grafene.
Inoltre se andiamo a considerare le correzioni ad ordini superiori in q della frequenza
di plasma troviamo una notevole di↵erenza: per un sistema 2DEG esse portano ad un
incremento di quest’ultima
h¯!2DEGpl (q) =
r
2⇡ne2q
m
 
1 +
3q
4 (k2DEGTF )
2 + ...
!
(1.90)
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Figura 1.12: Parte immaginaria di  1/✏RPA(q/kF, h¯!/✏F) per ↵ee = 2. La linea continua
rappresenta la relazione di dispersione del plasmone. L’immagine e` ripresa dalla Ref. [15]
dove k2DEGTF = 2me
2/(h¯2) e` il vettore di Thomas-Fermi 2DEG, mentre nel grafene queste
non hanno un segno ben definito [13]:
h¯!pl(q) =
r
ge2n✏F
2h¯2
q
✓
1 +
12  g2↵2ee
4
q
kTF
+ ...
◆
(1.91)
dove kTF = g↵eekF e` il corrispondente vettore di Thomas-Fermi del grafene. Come si vede, il
primo termine di correzione alla frequenza di plasma ha segno positivo per un accoppiamento
debole, mentre diventa negativo per ↵ee >
p
3/2.
In Figura 1.12 viene mostrata la dispersione del plasmone all’interno dello schema RPA
(linea nera scura) ed il continuo elettrone-buca che determina l’assorbimento del campo
esterno per mezzo di eccitazioni di singola particella (smorzamento di Landau). In un nor-
male sistema 2DEG sono possibili solo transizioni indirette (q 6= 0) all’interno della stessa
banda, mentre per il grafene sono possibili sia transizioni intra-banda sia inter-banda, dirette
(q = 0) e indirette. Quando il plasmone cade all’interno del continuo elettrone-buca, esso
viene soppresso. Pero`, a di↵erenza del plasmone nel 2DEG che entra nel continuo elettrone-
buca con un vettore d’onda critico e cessa di esistere a piccole lunghezze d’onda (il suo peso
spettrale viene trasferito completamente alle eccitazioni di singola particella), nel grafene
il plasmone non entra nella regione di eccitazione intra-banda, ma in quella inter-banda e
continua a rimanere ben definito.
Vale la pena sottolineare, pero`, che nel grafene sono attese correzioni di e↵etti a mol-
ti corpi anche all’ordine dominante della dispersione RPA (1.89) a causa della rottura
dell’invarianza galileiana.
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Si vede che nel grafene il moto oscil-
Figura 1.13: Rottura dell’invarianza galileiana nel gra-
fene: l’immagine (a) mostra l’occupazione della banda
di conduzione nello stato fondamentale, mentre la (b)
mostra gli stati occupati dopo un “boost” galileiano
latorio plasmonico della carica si accop-
pia naturalmente ad una variazione di
pseudospin [14]. Infatti, quando la su-
perficie di Fermi (costituita da una cir-
conferenza) si muove nello spazio dei
momenti a causa delle oscillazioni di
plasma, si rompe l’invarianza per rota-
zione del sistema ed un campo pseu-
domagnetico compare come conseguen-
za della distribuzione asimmetrica de-
gli stati di pseudospin occupati (vedi
Figura 1.13). L’e↵etto di questo cam-
po pseudomagnetico e` di modificare l’energia dei plasmoni e la frequenza di plasma viene
rinormalizzata.
1.3.4 Schermo statico
Adesso ci vogliamo occupare delle proprieta` dello schermo statico del grafene deducibili
dalla polarizzabilita` statica (1.87). Nel regime di grandi impulsi trasferiti (q > 2kF), quest’ul-
tima cresce linearmente in q, come si puo` vedere dalla Figura 1.11, a causa delle transizioni
inter-banda. Questo e` un comportamento molto di↵erente da un normale sistema 2DEG,
per il quale la polarizzabilita` statica ha una cuspide in q = 2kF e va rapidamente a zero per
q > 2kF [9]. L’incremento lineare della polarizzabilita` statica da` origine ad un’incremento
della costante dielettrica nel grafene
"RPA(q !1, 0) = 1 + g⇡
8
↵ee (1.92)
mentre in un ordinario sistema 2D abbiamo "RPAs (q ! 1) = 1. Quindi, nel grafene l’inte-
razione e↵ettiva viene ridotta per gli e↵etti di polarizzazione. Questo schermo per grandi
lunghezze d’onda e` tipico di un isolante. Percio`, lo schermo dielettrico nel grafene ha un
comportamento in comune sia allo schermo in un metallo sia a quello in un isolante ed e` per
questo motivo che si usa definire il grafene come un semimetallo.
Vediamo adesso come risponde il grafene quando viene inserita una carica puntiforme
⇢ext(~r) = Ze (~r) al suo interno. Come risultato verra` indotta una densita` di carica
 ⇢e(r) =
Ze
4⇡2
Z 
1
"RPA(q, 0)
  1
 
ei~q ·~rd~q (1.93)
Ci sono due contributi che determinano la densita` di carica indotta. Il primo viene dal
comportamento a grandi lunghezze d’onda della funzione di polarizzazione e da` origine ad
un termine non oscillante di tipo Thomas-Fermi
 ⇢TFe (r) ⇡  
2Ze
g↵eekFr3
(1.94)
che ha la stessa dipendenza dalla distanza del caso 2DEG (⇠ r 3). Il secondo contributo
deriva, invece, dalla discontinuita` che la derivata seconda della funzione di polarizzazione ha
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Figura 1.14: Densita` di carica indotta  ⇢e(r) (in unita` di k2FZe) per "
RPA(1, 0) = 2.4 [11]
in q = 2kF e da` origine ad un contributo oscillante
 ⇢osce (r) /
Ze cos(2kFr)
kF
⇥
"RPA(1, 0) + ↵ee2⇡
⇤2
r3
(1.95)
che questa volta e` in contrasto con il comportamento delle oscillazioni di Friedel del 2DEG
che scalano come cos(2kFr)r 2. Siccome i due contributi sono dello stesso ordine, e` neces-
sario considerarli entrambi contemporaneamente. Inoltre, possiamo notare che, mentre il
contributo di tipo Thomas-Fermi e` indipendente dalla costante dielettrica, l’ampiezza del
contributo oscillante decresce al crescere di "RPA(1, 0).
1.4 Il doppio strato di grafene
Iniziamo ora a studiare i due sitemi che si possono ottenere accostando due strati di
grafene. Questi si di↵erenziano per le diverse configurazioni che le coppie di sottoreticoli A e
B dei due strati assumono l’una rispetto all’altra. Nel doppio strato di tipo AB (BLG-AB5),
anche noto come “Bernal stacking”, un atomo del sottoreticolo etichettato con la lettera
A(B) di uno strato e` direttamente adiacente ad un atomo del sottoreticolo B(A) dell’altro
strato: questa e` la configurazione naturale che ritroviamo tra due piani adiacenti nel cristallo
della grafite. Nel doppio strato di tipo AA (BLG-AA6), invece, ogni atomo appartenente
al sottoreticolo A(B) di uno strato e` direttamente adiacente ad un atomo A(B) dell’altro
strato. La distanza tra i due strati nel BLG-AB e` tipicamente di 3.35 A˚ e nel BLG-AA di
3.63A˚.
1.4.1 Configurazione tipo AB
Vogliamo adesso ricavale la dispersione delle bande di energia del BLG-AB di nuovo
nel modello di legame stretto. Le linee generali per l’applicazione di questo metodo sono
essenzialmente identiche a quelle presentate gia` nel paragrafo 1.1.1 per il SLG, ma in questa
5Dall’inglese “BiLayer Graphene-AB”
6Dall’inglese “BiLayer Graphene-AA”
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Figura 1.15: Le due configurazioni per il doppio strato di grafene: (a) BLG-AB e (b) BLG-AA. I
parametri t1, t3 e t4 sono le energie di salto tra gli atomi dei di↵erenti strati
occasione l’indice ⌫ scorre sui 4 atomi di carbonio contenuti nella cella unitaria, due per
ciascuno strato di grafene: ⌫ = 1A, 1B, 2A, 2B. Con questo piccolo accorgimento le formule
(1.7)-(1.15) sono adattate perfettamente a descrivere il caso sotto esame.
E` noto che anche per le configurazioni AB ed AA, come per il SLG, la separazione tra le
bande ⇡ e quelle   vicino al livello di Fermi e` molto grande. Percio` sono di nuovo gli elettroni
nelle bande ⇡ che giocano il ruolo dominante nelle proprieta` elettroniche. Per questo motivo
limiteremo la nostra descrizione solamente a questo tipo di bande.
Restringendoci a considerare le interazioni ai soli primi vicini, otteniamo la seguente
matrice di legame stretto 4⇥ 4 per il BLG-AB:
HTB(AB)(~k) =
 
HTB(SLG)(~k) H?
H†? HTB(SLG)(~k)
!
(1.96)
dove
HTB(SLG)(~k) =
 
✏p t0f(~k)
t0f ⇤(~k) ✏p
!
(1.97)
e` la matrice di legame stretto per il singolo strato di grafene e
H? =
✓
0 0
 t1 0
◆
(1.98)
e` la matrice che descrive l’accoppiamento tra i due strati di grafene; t1 ⇡ 0.4 eV [16] e`
l’energia di salto di inter-strato tra gli atomi A e B dei due diversi piani.
Per il calcolo dell’equazione secolare (1.10) serve anche la matrice di sovrapposizione S,
ma si trova [16] che gli elementi fuori diagonale di quest’ultima sono trascurabili e, quindi,
anche in questo caso S puo` essere approssimata dalla matrice identita`. Inoltre anche ✏p ⇡ 0.
Con queste approssimazioni, le bande di energia (⇡) sono date dai quattro autovalori
della (1.96):
✏1,2(~k) = +
t1
2
±
s✓
t1
2
◆2
+ t20|f(~k)|2 (1.99)
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Figura 1.16: (a) Bande del BLG-AB originanti dagli orbitali 2pz lungo l’asse kx dello spazio reci-
proco calcolate tenendo conto delle interazioni t1, t3, t4 [16] (b) Approssimazione parabolica per le
bande del BLG-AB a piccoli vettori d’onda con origine nei punti di Dirac tenendo conto solo delle
interazioni a primi vicini
e
✏3,4(~k) =  t1
2
±
s✓
t1
2
◆2
+ t20|f(~k)|2 (1.100)
In Figura 1.16 viene riportato lo spettro in energia. Come si vede, due delle quattro bande di
energia si toccano nei punti di Dirac e in prossimita` di questi uno sviluppo degli autovalori
corrispondenti da`
✏2,3(~k) ⇡ ±t
2
0|f(~k)|2
t1
⇡ ± h¯
2k2
2m⇤
(1.101)
dove con ~k ora si intende il vettore che ha origine nel punto di Dirac di volta in volta conside-
rato e m⇤ = t1/(2v2F) ⇡ 0.054me e` la massa e↵ettiva dell’elettrone (me: massa dell’elettrone
libero). Quindi, a di↵erenza del SLG, il BLG-AB risulta essere un semiconduttore privo di
“gap” (in assenza di campi esterni) con due bande paraboliche che si toccano e le altre due
che sono separate da un gap pari a 2t1.
Se trascuriamo processi di scattering tra valli diverse e rimpiazziamo h¯kx e h¯ky con gli
operatori pˆx =  ih¯@x e pˆy =  ih¯@y, si puo` costruire la seguente hamiltoniana e↵ettiva di
basse energie:
HeffAB (~k) =
1
2m⇤
✓
0 (pˆx   ipˆy)2
(pˆx + ipˆy)2 0
◆
(1.102)
Questo tipo di hamiltoniana e` di↵erente sia da quella non-relativistica di Schro¨dinger sia
da quella relativistica di Dirac. I suoi autostati possiedono proprieta` chirali molto speciali
che producono una speciale quantizzazione dei livelli di Landau, particolari proprieta` di
scattering, ecc. Gli stati di elettrone/buca corrispondenti alle energie ✏±(k) = ±h¯2k2/(2m⇤)
sono
 ±(~k) =
1p
2
✓
e i✓~k
±ei✓~k
◆
(1.103)
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dove ✓~k = arctan(kx/ky). Questo modello a due bande, come quello MDF per il SLG, so↵re
della presenza di un mare infinito di stati di energia negativa. E` quindi necessario, anche
in questo caso, introdurre un cut-o↵ kmax per evitare divergenze ultraviolette nelle quantita`
calcolabili. Questo cut-o↵ gioca pero` un ruolo minore nel doppio strato di grafene rispetto
al singolo strato: il vero cut-o↵ per il modello a due bande e` l’energia di hopping t1, ossia la
separazione in energia fra le bande 1 e 3. Quando si considerano energie dell’ordine o maggiori
di t1, il modello a due bande non e` piu` valido, perche´ il contributo delle eccitazioni nelle
bande esterne non e` piu` trascurabile ed e` opportuno usare unmodello a quattro bande. Questo
corrisponde a considerare densita` di portatori di carica dell’ordine di ⇠ 1.8⇥ 1013cm 2. Per
determinare il cut-o↵ basta porre
h¯2k2max
2m⇤
= t1 () kmax = t1
h¯vF
(1.104)
Consideriamo adesso cosa cambia se applichiamo una di↵erenza di potenziale V perpen-
dicolare ai due piani di grafene. In tal caso l’hamiltoniana del sistema non e` piu` data dalla
(1.96), ma da (ponendo gia` da subito ✏p = 0)
HTB(AB)(~k;V ) =
0BBB@
V
2 t0f(
~k) 0 0
t0f ⇤(~k) V2  t1 0
0  t1  V2 t0f(~k)
0 0 t0f ⇤(~k)  V2
1CCCA (1.105)
i cui autovalori sono
✏2i (~k;V ) = t
2
0|f(~k)|2 +
t21
2
+
V 2
4
±
r
t21
4
+ (t21 + V
2)t20|f(~k)|2 (1.106)
Abbiamo, quindi, che il potenziale V apre un gap e per le due bande che inizialmente si
toccavano in prossimita` dei punti di Dirac lo spettro assume una dispersione a forma di
“cappello messicano”:
✏2i (~k;V ) ⇡ ±
✓
V
2
  V h¯
2v2F
t21
k2 +
h¯2v2F
t21V
k4
◆
(1.107)
dove abbiamo assunto, per semplicita`, che h¯vFk ⌧ V ⌧ t1. Questa espressione ha, in
modulo, un massimo in k = 0 e un minimo in k = V/(
p
2h¯vF). La possibilita` di poter variare
il gap nel BLG-AB e` potenzialmente interessante per le sue applicazioni sperimentali.
Prendiamo adesso in esame l’e↵etto di processi di interazione piu` lontani dei primi vi-
cini tra i due piani, ossia quelli legati all’energia di salto t3 ⇡ 0.3 eV (vedi Figura 1.15),
trascurando termini di ordine maggiore come t4 ⇡ 0.04 eV . Questi processi portano ad un
qualitativo cambiamento dello spettro vicino ai punti di Dirac. In tal caso la matrice di
legame stretto di accoppiamento tra i due strati si modifica nel seguente modo:
H? =
✓
0 t3f ⇤(~k)
 t1 0
◆
(1.108)
e, corrispondentemente, l’hamiltoniana e↵ettiva assume la forma (per |t3|⌧ |t1|) [16]:
HeffAB (~k) =
✓
0 12m⇤ (pˆx   ipˆy)2 + 3t3ah¯ (pˆx + ipˆy)
1
2m⇤ (pˆx + ipˆy)
2 + 3t3ah¯ (pˆx   ipˆy) 0
◆
(1.109)
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Figura 1.17: L’e↵etto della distorsione trigonale sulla struttura a bande del BLG-AB. (a) Sezio-
ne trasversale della superficie di dispersione per ✓~k = 0. (b) Visione globale della superficie di
dispersione. Immagini riprese dalla Ref. [17]
il cui spettro di energia e` determinato da
✏2(~k) = (3t3a)
2k2 +
3t3ah¯
2k3
m⇤
cos(3✓~k) +
✓
h¯2k2
2m⇤
◆2
(1.110)
Questo significa che a piccoli vettori d’onda
ka 
    t3t1t20
     ⇡ 10 2 (1.111)
la relazione parabolica delle bande viene sostituita da una lineare. Il corrispondente livello
di drogaggio per cui il vettore di Fermi kF soddisfa (1.111) e` stimato per ⇢ < 1011 cm 2.
Il termine con il cos(3✓~k) nella (1.110) corrisponde ad una distorsione trigonale: invece di
avere un solo punto dove le bande paraboliche si toccano, ora abbiamo quattro intersezioni
coniche in k = 0 e k = 6m⇤t3a/h¯2, cos(3✓~k) = ±1, dove i segni ± si riferiscono ai due punti
di Dirac (Figura 1.17).
1.4.2 Configurazione tipo AA
Passiamo adesso a considerare le bande del doppio strato di grafene di tipo AA. Le
approssimazioni fatte nel caso del BLG-AB continiano a valere anche per il BLG-AA, pero`
questa volta cambia la disposizione degli atomi di carbonio. In questo tipo di configurazione
l’hamiltoniana di legame stretto e` sempre una matrice 4⇥ 4
HTB(AA)(~k) =
 
HTB(SLG)(~k) H?
H†? HTB(SLG)(~k)
!
(1.112)
dove la matrice di accoppiamento tra i due strati e` data da
H? =
✓ t1 0
0  t1
◆
(1.113)
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Figura 1.18: (a) Relazione di dispersione delle bande ⇡ del BLG-AA sulla BZ [19]. (b) Relazione
di dispersione delle bande in regime lineare per piccole energie: le bande in blu corrispondono al
numero quantico s = +1, mentre quelle in rosso a s =  1; l’energia e` in unita` di t1, mentre il
vettore d’onda in unita` di k˜ = t1/(h¯vF)
dove, questa volta t1 ⇡ 0.2 eV [18]. Siccome ci sara` utile nel seguito, scriviamo la rotazione
della base che rende l’hamiltoniana del BLG-AA una matrice a blocchi:
R =
1p
2
0BB@
1 0  1 0
0 1 0  1
1 0 1 0
0 1 0 1
1CCA (1.114)
Dato che siamo interessati al comportamento di basse energie, sviluppiamo la (1.112) intorno
al punto ~K (tenendo conto della degenerazione di valle) ed applichiamo la trasformazione
(1.114):
R 1HTB(AA)(~k)R =
0BB@
 t1 h¯vFk  0 0
h¯vFk+  t1 0 0
0 0 t1 h¯vFk 
0 0 h¯vFk+ t1
1CCA (1.115)
avendo posto k± = kx ± iky. Adesso, dalla banale diagonalizzazione di questa matrice
otteniamo i quattro autovalori che definiscono le bande di bassa energia del BLG-AA
✏s, (~k) = st1 +  h¯vFk (1.116)
dove s,  = ±1. Come si vede dalla Figura 1.18, lo spettro in energia intorno ai punti di
Dirac e` formato da una coppia di blocchi di due coni, detti anche di legame e antilegame,
separati da un gap pari a 2t1: s e` l’indice che si riferisce al blocco, mentre   e` l’indice di
banda per ogni blocco.
Gli autostati del BLG-AA, come quelli del BLG-AB, sono dei quadrispinori:
 s, (~k) =
✓
  (~k)
0
◆
,
✓
0
  (~k)
◆
(1.117)
31
CAPITOLO 1. INTRODUZIONE AI SISTEMI BASATI SUL GRAFENE
Figura 1.19: Densita` degli stati del BLG-AA: tratteggiato in blu e` rappresentato il contributo delle
bande di legame e tratteggiato in rosso quello delle bande di antilegame
per s = +1, 1 rispettivamente, e dove le   (~k) sono gli autostati (1.30) del SLG nel modello
MDF. La densita` degli stati di questo sistema puo` essere facilmente calcolata:
D(✏) = gt1
2⇡h¯2v2F
✓     ✏t1   1
    +      ✏t1 + 1
    ◆ (1.118)
Si nota che questa risulta dalla somma dei contributi di ciascuna coppia di bande di legame
e antilegame, come mostrato in Figura 1.19: la densita` degli stati e` costante per |✏| < t1 e
cresce linearmente con ✏ per |✏| > t1.
Consideriamo ora quale sia l’e↵etto di applicare una di↵erenza di potenziale V tra i due
strati del BLG-AA. Anche in questo caso l’hamiltoniana del sistema si modifica cos`ı:
HTB(AA)(~k;V ) =
0BBB@
V
2 t0f(
~k)  t1 0
t0f ⇤(~k) V2 0  t1
 t1 0  V2 t0f(~k)
0  t1 t0f ⇤(~k)  V2
1CCCA (1.119)
ed applicando la stessa trasformazione di prima si trova
R 1HTB(AA)(~k;V )R =
0BB@
 t1 h¯vFk   V2 0
h¯vFk+  t1 0  V2 V2 0 t1 h¯vFk 
0  V2 h¯vFk+ t1
1CCA (1.120)
che ammette i seguenti autovalori
✏s, (~k;V ) = s
s
t21 +
✓
V
2
◆2
+  h¯vFk (1.121)
ed i seguenti autostati
 s, (~k;V ) =
1p
1 + ⇠2s (t1, V )
 
⇠s(t1, V )  (~k)
  (~k)
!
(1.122)
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dove
⇠s(t1, V ) =
2t1
V
+ s
s
1 +
✓
2t1
V
◆2
(1.123)
Dalla (1.121) si puo` notare una sostanziale di↵erenza dal caso del BLG-AB: infatti in questo
caso l’applicazione di un potenziale perpendicolare ai due piani del BLG-AA ha come unico
e↵etto sullo spettro delle bande ⇡ quello di aumentare la separazione in energia tra i due
blocchi di coni, senza pero` alterarne la dispersione lineare, mentre abbiamo visto che nel
BLG-AB l’e↵etto del campo elettrico cambia qualitativamente il tipo di dispersione.
1.5 Fatti sperimentali
Presentiamo ora alcuni dei fatti speri-
Figura 1.20: (a) Grafene visto da un microscopio
a forza atomica. (b) Foglio di grafene sospeso li-
beramente su un supporto metallico micrometrico.
(c) Micrografia a scansione elettronica che mostra
bordi a zigzag (in blu) e a poltrona (in rosso)
mentali salienti riguardanti la nascita e l’at-
tivita` sperimentale sul grafene. I cristalli 2D
di una certa dimensione non possono essere
prodotti per accrescimento con sintesi chi-
mica perche´ il rapido incremento di fononi
con la crescita laterale spinge il cristallo a
piegarsi nella terza dimensione. I primi ten-
tativi rivolti ad isolare il grafene si concen-
trarono sull’esfoliazione chimica, ossia l’in-
troduzione di molecole tra idiversi strati del-
la grafite atti a provocare l’isolamento di
uno o piu` fogli dal resto del cristallo. Questo
metodo consente di separare e cacemente
strati di grafene a partire da un campione
di grafite, ma non e` mai stato in grado di
prevenire la ricombinazione dei singoli stra-
ti in film di spessore variabile e in generale
maggiore della decina di atomi.
C’e` stato anche un piccolo numero di
tentativi di far crescere il grafene epitassial-
mente sulla superficie di un metallo usando
la deposizione di vapori di idrocarburi o di
ossido di carbonio su una superficie metallica catalizzatrice [20], o su di un substrato di SiC
per decomposizione termica [21]. Da questi metodi si ottenevano o singoli o pochi strati
di grafene, ma la loro qualita` e continuita` era sconosciuta: solo recentemente le proprieta`
elettroniche del grafene cresciuto sul SiC sono state caratterizzate. La qualita` e il numero di
strati ottenuti dipendono dalla faccia del SiC usata per la loro crescita: quelle che terminano
con carbonio producono pochi strati con bassa mobilita`, mentre quelle che terminano con
silicio danno origine a molti strati con alta mobilita`. Il foglio di grafene a diretto contat-
to con il substrato e` molto legato ad esso e non presenta bande ⇡. Il grafene cresciuto in
questo modo e` fortemente drogato a causa del trasferimento di carica che avviene dal sub-
strato. Tutti i campioni, quindi, presentano forti caratteristiche metalliche, con una notevole
mobilita` elettronica anche a temperatura ambiente.
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Nel 2004 Novoselov et al. [22] sono riusciti ad ottenere dei film bidimensionali isolati di
pochi strati di grafene (“Few-Layers Graphene”, FLG) di dimensioni che raggiungevano i
10µm attraverso un processo di esfoliazione micromeccanica. Questa tecnica e` stata in se-
guito a nata fino a premettere di ottenere campioni di grafite cristallina di alta qualita` delle
dimensioni anche di 100µm. Concettualmente, la tecnica non sembra molto piu` sofisticata
dello scrivere con un pezzo di grafite o di staccarne dei pezzi con un nastro adesivo fino a che
non si trovano le scaglie piu` fini. Il problema e` che i cristalli di grafene che rimangono su un
substrato sono molto pochi e nascosti tra un’infinita` di spesse scaglie di grafite: in pratica
e` come cercare un ago in un pagliaio. L’ingrediente determinante al successo consistette nel
rendersi conto che il grafene diventa visibile ad un microscopio ottico se posto sopra un “wa-
fer” di silicio con uno strato di SiO2 di determinato spessore (esattamente 300nm): anche
un singolo strato di grafene aggiunge un cammino ottico alla luce riflessa tale da cambiare
colore rispetto al substrato vuoto per via dell’interferenza.
1.5.1 E↵etti di campo nel singolo strato
La tecnica sviluppata da Novoselov et al.
Figura 1.21: (a) Resistivita` longitudinale Rxx del
FLG per T = 5, 70, 300K.(b) Conduttivita` lon-
gitudinale  xx per T = 50K. (c) Coe ciente di
Hall per T = 50K. Immagine ripresa dalla Ref.
[22]
e` stata in grado di fornire campioni di grafe-
ne di alta qualita` stabili alle condizioni am-
bientali e di dimensioni tali da poter essere
usati per vari esperimenti. Misure di e↵et-
ti di campo in FLG [24] mostrano che la
resistenza longitudinale Rxx esibisce un pic-
co netto fino ad un valore di qualche K⌦
e decade a valori di circa 100⌦ per alti va-
lori della di↵erenza di potenziale di “gate”
Vg. La conduttivita` longitudinale  xx au-
menta linearmente all’aumentare di Vg per
entrambe le polarita`. Allo stesso valore di
Vg per cui Rxx ha un picco, il coe ciente
di Hall RH ha un brusco cambio di segno.
Quanto osservato ricorda il comportamento
ambipolare di un semiconduttore, ma senza
una zona di conduttanza nulla associata al
livello di Fermi intrappolato in un “gap” tra
banda di valenza e banda di conduzione.
Queste misure possono essere spiegate
qualitativamente da un modello di un metal-
lo 2D con una piccola sovrapposizione tra le
bande di valenza e quelle di conduzione. Va-
riando il valore del potenziale di “gate” vie-
ne spostata la posizione del livello di Fermi,
trasformando il semimetallo in un condut-
tore con soli elettroni o sole buche passando
da uno stato in cui entrambi i portatori di
carica sono presenti. Queste tre regioni possono essere notate chiaramente nei fit di Figura
1.21. Nelle regioni in cui sono presenti portatori di carica di un solo tipo, il coe ciente di
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Figura 1.22: (a) Dipendenza della frequenza BF delle SdHO dalla densita` di portatori di carica ⇢
(positiva per gli elettroni, negativa per le buche). (b) Massa di ciclotrone mc degli elettroni e delle
buche: i cerchi rappresentano i dati sperimentali, le linee continue i migliori fit teorici. (c) E↵etto
Hall quantistico per fermioni di Dirac privi di massa con B = 14T . La conduttivita` di Hall  xy e
la resistenza longitudinale Rxx sono funzioni della loro concentrazione. Immagini adattate da Ref.
[24]
Hall e la resistivita` diminuiscono all’aumentare della concentrazione ⇢ di questi (RH / (⇢e) 1
e Rxx =   1 = (⇢eµ) 1, dove µ e` la mobilita`). Nello stato misto, invece,   cambia poco con
Vg, il che indica la sostituzione di un tipo di portatore di carica con l’altro.
La mobilita` in FLG e` stata determinata da misure di e↵etti di campo e di magnetoresi-
stenza, sfruttando le relazioni: µ =  (Vg)/(e⇢(Vg)) e µ = RH/Rxx. In entrambi i casi sono
stati ottenuti valori che variano tra i 3 000 e i 10 000 cm2V  1s 1 e che sono praticamente indi-
pendenti dalla temperatura (segno di di↵usione con impurezze) [24]. Per µ ⇡ 104 cm2V  1s 1
e ⇢ ⇡ 5 ⇥ 1012cm 2, il cammino libero medio e` di circa 0, 4µm, che e` sorprendentemente
grande se confrontato con quello dei piu` comuni 2DEG che si aggira su qualche A˚. Questi
risultati sono in accordo con le alte mobilita` ricavate per la grafite intercalata [25].
I film di FLG esibiscono delle spiccate oscillazioni di Schubnikov-de Haas (SdHO) ed una
forte resistivita` di Hall Rxy, segno ulteriore della qualita` e dell’omogeneita` del campione.
E` stato osservato che le SdHO dipendono soltanto dalla componente perpendicolare del
campo magnetico al foglio di grafene, confermando che il sistema e` strettamente 2D. Ma,
fatto ancora piu` importante, e` stato riscontrato che la dipendenza della frequenza BF delle
SdHO da Vg e` lineare, indicando che il livello di Fermi e` proporzionale alla concentrazione
di portatori di carica ⇢. Questa dipendenza e` qualitativamente di↵erente da quella di un
sistema 3D (✏F / ⇢2/3) e prova la natura bidimensionale del trasporto in FLG. La misura
delle SdHO ha permesso anche la misura della massa di ciclotrone, che in prossimita` dei
punti di Dirac (⇢ ⇠ 2⇥ 1011 cm 2) vale mc ⇡ 0.007me e, come si vede dalla Figura 1.22(b),
mc/me / p⇢, che corrisponde ad una massa nulla in corrispondenza dei punti di Dirac.
L’insolito comportamento dei fermioni di Dirac risalta quando si passa a considerare
l’e↵etto di grandi campi magnetici. La Figura 1.22(c) riporta la conduttivita` di Hall  xy del
grafene come funzione della concentrazione di portatori di carica in presenza di un campo
magnetico costante B. Si notano dei “plateau” ben definiti, ma, a di↵erenza di quanto
avviene nel 2DEG, la serie di questi “plateau” e` traslata di un termine semi-intero:  xy =
4e2/h¯
 
N + 12
 
, dove N e` un numero intero. La transizione tra due livelli di Landau qualsiasi
coinvolge sempre lo stesso numero di portatori di carica, quindi tutti i livelli hanno la stessa
degenerazione. Per questo motivo i livelli sono tutti equispaziati fra loro.
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Figura 1.23: (a) Conduttivita` traversa  xy a fissato campo magnetico B = 12T, 20T ; (b) resistivita`
longitudinale Rxx per B = 12T e temperatura T = 4K; (c) Rxx e Rxy misurate come funzione del
campo magnetico B a fissata concentrazione di particelle ⇢ = 2.5 ⇥ 1012 cm 2. Immagini riprese
dalla Ref. [26]
1.5.2 E↵etti di campo nel doppio strato AB
La tecnica dell’esfoliazione micromeccanica ha fornito a Novoselov et al. anche dei film
costituiti da un doppio strato grafene nella configurazione di Bernal, o AB. Hanno, quindi,
proceduto allo studio delle loro proprieta` all’interno di dispositivi ad e↵etto di campo [26].
Nella Figura 1.23(c) viene mostrato un tipico e↵etto Hall quantistico (QHE) nel doppio
strato di grafene fissato il potenziale di “gate”, i.e. fissando il drogaggio, e variando il campo
magnetico applicato da 0 fino a 30T : per grandi campi magnetici si vedono chiaramente
dei pronunciati “plateau” nella resistivita` di Hall Rxy accompagnati dall’annullarsi della
resistivita` longitudinale Rxx. La sequenza dei “plateau” nella resistivita` e` descritta dalla
relazione Rxy = h/(gNe2) con N intero non nullo, che e` la stessa sequenza prevista per un
gas bidimensionale di elettroni con degenerazione g.
La Figura 1.23(a) mostra che, sebbene i “plateau” di Hall seguano la sequenza  xy =
±4e2N/h per N > 1, non c’e` segno di alcun “plateau” per  xy = 0 corrispondente a N = 0,
come invece ci si aspetterebbe per un gas di elettroni 2D. Invece,  xy = 0 si trova nel mezzo di
un gradino di altezza doppia rispetto agli altri che e` accompagnato da un picco di larghezza
doppia rispetto agli picchi, come si vede in Figura 1.23(b). Questi risultati somigliano a
quelli ottenuti per il singolo strato, in particolare per l’assenza di un “plateau” attorno a
⇢ = 0. Questo comportamento deriva dal fatto che la transizione tra il piu` basso “plateau”
legato alle buche e i “plateau” legati agli elettroni richiede il doppio dei portatori di carica
rispetto alle altre transizioni tra i “plateau” del QHE.
La sostanziale di↵erenza che troviamo tra il QHE del singolo strato di grafene e quello
del doppio strato in configurazione AB e` dovuta essenzialmente al fatto che nel secondo caso
vicino ai punti di Dirac i fermioni esibiscono una massa finita.
1.5.3 Produzione del doppio strato AA
L’attivita` sperimentale riguardo al doppio strato di grafene in configurazione AA pur-
troppo non e` sviluppata come quella del singolo e del doppio strato in configurazione AB.
Infatti, tra le due configurazioni a doppio strato, la AB e` quella energicamente favorita [27] e,
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Figura 1.24: (a) Immagine ottenuta da HR-TEM del bordo chiuso di un doppio strato di grafene
in configurazione AA ottenuto per ripiegamento di un foglio di grafene come schematizzato in (b).
(c) Immagini ottenute da HR-TEM di diverse configurazioni di multi-strati di grafene
percio`, quella che ritroviamo nella disposizione naturale dei piani della grafite. Questo e` an-
che il motivo principale per cui il BLG-AB puo` essere ottenuto da una tecnica di efoliazione
micromeccanica, mentre il BLG-AA no.
Z. Liu et al. nel loro esperimento per l’osservazione di bordi aperti e chiusi in strati di
grafene [28] sono riusciti ad ottenere con alta probabilita` campioni di doppi strati di grafene
in configurazione AA. Nel loro esperimento si sono serviti di polveri di grafite pirolitica7
disponibili in commercio che hanno riscaldato a 2 000  C per 3 ore sotto vuoto al fine di
purificare i campioni. Dopo questo trattamento le polveri di grafite sono state disperse con
l’ultrasonificazione8 in una soluzione di etanolo che poi e` stata versata su una microgriglia di
carbonio per essere osservata da un microscopio elettronico a trasmissione ad alta risoluzione
(HR-TEM) con una risoluzione puntuale migliore di 0.106nm.
In Figura 1.24(a) viene mostrata una tipica immagine di un singolo bordo ottenuta con
il HR-TEM. La direzione del fascio incidente e` stata diretta lungo l’asse perpendicolare ai
piani di grafene. Le direzioni in cui il bordo assume le configurazione dette a zig-zag e a
poltrona sono indicate rispettivamente dalle freccette in bianco e in nero. Quello che si vede
e` proprio il bordo chiuso di un doppio strato di grafene in configurazione AA, risultante dal
ripiegamento di un foglio di grafene su se stesso, come mostrato in Figura 1.24(b).
Gli autori hanno dovuto prestare grande attenzione nel non confondere i doppi strati
con i singoli strati di grafene, dato che la spettroscopia Raman di entrambi e` molto simile.
Per poterli distinguere, le osservazioni tramite HR-TEM sono state ripetute per diverse
inclinazioni dei campioni ed il confronto con immagini di come sarebbe dovuto apparire il
BLG-AA con l’HR-TEM ottenute da simulazioni ha permesso loro di confermarne che la
configurazione era proprio la AA.
7La grafite pirolitica e` un campione unico di grafite prodotta per decomposizione di un gas di idrocarburi
a temperatura molto elevata in un forno a deposizione chimica di vapore
8Con ultrasonificazione si intende il processo di agitazione delle particelle in un campione per mezzo di
ultrasuoni
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Successivamente, nel 2011 il gruppo di J. Borysiuk e` riuscito a far crescere quattro strati di
grafene in configurazione AAAA (oltre a strati ABAB e ABCA) su un substrato di SiC(0001)
in una camera a deposizione chimica di vapore (CVD) (vedi Figura 1.24(c)) [29] . Anche in
questo esperimento le osservazioni sono state compiute con un HR-TEM.
Nel 2013 M. Papagno et al. [30], attraverso l’utilizzo combinato dell’ARPES9 e della
microscopia ad e↵etto tunnel (STM), sono riusciti a rivelare la struttura degli strati multipli
di grafene sul Ru(0001) ed hanno provato che una lunga esposizione di questi all’etilene
permette di sintetizzare due fasi distinte di doppi strati di grafene con di↵erenti proprieta` .
La prima ha una configurazione AB e manifesta una debole interazione verticale e drogaggio
di tipo n. La seconda, invece, ha una configurazione AA, manifesta deboli modificazioni
strutturali ed elettroniche e presenta un drogaggio di tipo p. Da questo esperimento risulta
che la distanza apparente trai i due strati della fase AA e` di (2.1 ± 0.1) A˚, che e` minore di
quella prevista teoricamente di circa 3.6 A˚, ma dato che la STM misura la densita` locale
degli stati, la distanza apparente misurata puo` risultare significativamente diversa se i due
strati hanno un drogaggio di↵erente.
9Spettroscopia per emissione di fotoni a risoluzione angolare (“Angle-Resolved PhotoEmission
Spectroscopy”)
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2 Teoria a molti corpi del doppio strato
di grafene di tipo AA
Nel Capitolo 1 abbiamo visto che una delle due strutture che si possono avere dall’accosta-
mento di due fogli di grafene e` il doppio strato in configurazione AA, ossia la configurazione
per cui una atomo di tipo A o B di uno strato e` direttamente adiacente ad un atomo dello
stesso tipo dell’atro strato. Il recente progresso nella crescita di campioni stabili di questo
cristallo ha aperto la possibilita` allo studio delle sue proprieta` elettroniche.
In questo capito procediamo al calcolo analitico delle funzioni di risposta densita`-densita`
di questo materiale. In particolare individuiamo le due funzioni necessarie a descrivere la
risposta del sistema ad un campo elettrico: una associata alla somma delle densita` nei due
strati (canale di densita` totale) e l’altra alla di↵erenza (canale di di↵erenza di densita`). Il
tutto viene svolto supponendo di essere a temperatura nulla e per un drogaggio qualsiasi
all’interno dello schema RPA.
Come abbiamo gia` avuto modo di vedere, le funzioni di risposta di densita`-densita` co-
stituiscono il punto di partenza per lo studio di e↵etti a molti corpi in sistemi di particelle
cariche. In particolare, dal calcolo dei poli di queste funzioni si ricavano le relazioni di di-
spersione dei plasmoni. La plasmonica rappresenta una delle discipline principali all’interno
della cosiddetta nano-ottica, cioe` lo studio dell’interazione tra la luce visibile e la materia
nanostrutturata. Le proprieta` assolutamente uniche del grafene e dei suoi derivati hanno
riscontrato un larghissimo interesse all’interno di questo campo. Quindi riteniamo utile per
inquadrare le motivazioni che hanno spinto il nostro lavoro dare prima una breve panoramica
dell’ingresso del grafene in questo mondo.
2.1 Il grafene nella plasmonica
Negli ultimi 15 anni, nel campo della plasmonica hanno suscitato un grande interesse i
metalli nobili, nei quali le eccitazioni collettive di carica sulla superficie localizzano il campo
elettromagnetico in una zona di dimensioni lineari piu` piccole della lunghezza d’onda della
luce nel vuoto e possono agire da antenna o da forte dipolo. Per di piu`, l’incrementodel-
l’intensita` del campo puo` diventare tanto grande da permettere di rilevare singole molecole
attraverso tecniche di di↵usione Raman. Questo ha reso possibile un accoppiamento e -
ciente della luce con gli elettroni aprendo la strada alla fotonica e all’elettronica a scale
nanometriche. Pero`, uno dei principali svantaggi dei plasmoni superficiali e` che la loro rela-
zione di dispersione e` fissata dalle proprieta` di “bulk” del metallo 3D che non possono essere
facilmente variate.
I plasmoni nel grafene costituiscono una valida alternativa ai plasmoni di superficie nei
metalli nobili. Infatti il grafene presenta un’e cienza quantica per l’interazione luce-materia
molto alta, i suoi elettroni sono strettamente confinati in due dimensioni sul suo strato
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Figura 2.2: (a) Illustrazione di un dispositivo a strisce di grafene micrometriche (G: gate, S: source,
D: drain). (b,c) Curve di risonanze plasmoniche per luce incidente polarizzata perpendicolarmente
(1) e parallelamente (2) ottenute variando il potenziale di “gate” (b) e la larghezza delle strisce di
grafene allo stesso drogaggio (c)
monoatomico ed, inoltre, le sue proprieta` possono essere modificate dall’applicazione di un
potenziale di “gate”, dal drogaggio o per e↵etto del substrato su cui giace.
I plasmoni non possono essere diretta-
Figura 2.1: (a) Relazioni di dispersione schemati-
che per plasmoni 2D (linea continua blu), per fo-
toni nel vuoto (linea rossa continua) e in un mez-
zo dielettrico (linea rossa tratteggiata).(b) L’ecci-
tazione di modi plasmonici dalla luce e` possibile
su una superficie reticolata fornendo il necessario
momento  k|| alla radiazione incidente.
mente eccitati accoppiando la radiazione elet-
tromagnetica propagante nel vuoto poiche´
la conservazione dell’impulso non puo` esse-
re soddisfatta nel processo di assorbimento
di un fotone a causa dell’inconpatibilita` tra
la sua relazione di dispersione e quella del
plasmone (vedi Figura 2.1(a)). Quindi per
accoppiare la luce ai plasmoni di superficie
dei metalli nobili viene usata la configura-
zione di Otto [31] o quella di Kretschmann
[32], dove la velocita` della luce del raggio
incidente viene ridotta di un fattore 2 ÷ 10
da un mezzo dielettrico. La pendenza del
cono di luce e` quindi ridotta ed i plasmo-
ni possono essere eccitati. Normalmente, in
materiali di “bulk”, le risonanze plasmoniche si trovano nello spreto visibile o ultravioletto.
Per del grafene posto su di un substrato con costante dielettrica relativa " e ricoperto
da aria, la dispersione dei plasmoni e` spostata a vettori a vettori d’onda q maggiori, dati
approssimativamente dalla formula [33]
q
qpl
⇡ ↵ ✏F
h¯!
4
"+ 1
(2.1)
dove ↵ ⇡ 1/137 e` la costante di struttura fine, ! = cq e` la relazione di dispersione energetica
di un fotone nel vuoto ed ✏F e` il livello di Fermi del grafene drogato. Per tipici drogaggi ✏F ⇠
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0.3 eV c’e` una forte riduzione del vettore d’onda anche nel regime dei THz (h¯! >⇠ 4meV ),
e le configurazioni di Otto o di Kretschmann non possono solitamente essere usate in questo
caso. Per questo motivo i plasmoni nel grafene sono stati studiati inizialmente per mezzo
della spettroscopia a perdita di energia di elettroni (EELS), nella quale e` un fascio di elettroni
a portare l’impulso necessario all’eccitazione dei plasmoni nel grafene [34].
2.1.1 Eccitazione di modi di plasma in sistemi periodici di grafene
Una possibilita` di accoppiare la radiazione elettromagnetica alle oscillazioni di densita`
nel grafene e` rompere la simmetria traslazionale. La di↵erenza di impulso necessaria alla
conservazione del momento totale viene fornita da una superficie 2D reticolata di periodicita`
inferiore alla lunghezza d’onda della luce (vedi Figura 2.1(b)).
Il primo esperimento con questa strategia fu rea-
Figura 2.3: (a) Illustrazione delle figu-
re di interferenza prodotte dalle onde di
plasma lanciate da una punta AFM (in
bianco) e quelle riflesse (in verde).(b)
Profili dei plasmoni misurati e calcolati
per diversi smorzamenti. (c) Lunghez-
ze d’onda plasmoniche in funzione del
potenziale di gate
lizzato con una geometria a grata di strisce di grafene
(“graphene micro-ribbon array”) della larghezza di
1÷ 4µm: risonanze plasmoniche con una grande for-
za di oscillatore (un’ordine di grandezza piu` grande
di quella raggiungibile in sistemi 2DEG in semicon-
duttori) sono state rilevate anche a temperatura am-
biente [35]. In questo esperimento e` stato studiato lo
spettro di assorbimento in un regime di frequenza del
terahertz per due di↵erenti polarizzazioni della luce
incidente: per il campo elettrico parallelo alla grata
la risposta dei portatori di carica e` simile a quella di
elettroni liberi in un foglio di grafene omogeneo e lo
spettro di assorbimento e` ben descritto dal modello
di Drude; per la polarizzazione perpendicolare invece
e` stato osservato un picco di assorbimento originate
da un’oscillazione plasmonica (Figura 2.2(b)) La con-
centrazione dei portatori di carica veniva controllata
con un gel di ioni1: in questo modo e` stato possibile
osservare che i picchi di assorbimento plasmonico si
spostavano ad energie piu` alte e guadagnavano forza
di oscillatore all’aumentare della concentrazione. E`
stato osservato che le eccitazioni plasmoniche posso-
no essere controllate anche variando la larghezza delle
strisce di grafene (Figura 2.2(c)). Le misure mostra-
vano una dipendeza della frequenza di plasma che va
come ⇢1/4, in accordo con la (1.89).
2.1.2 Spettroscopia ottica di campo vicino di modi di plasma
I plasmoni nel grafene possono essere eccitati anche senza il bisogno di utilizzare specifiche
strutture periodiche convertendo i modi di campo lontano della radiazione elettromagnetica
in modi di campo prossimo attraverso lo scattering con un dipolo. Forse le piu` suggestive
1Un gel di ioni, o “ion-gel”, e` un materiale in cui un liquido conduttore di ioni e` racchiuso in una matrice
di polimeri
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Figura 2.4: (a) Schema di una punta AFM illuminata da luce infrarossa. (b)-(e) Immagini di
diverse figure di interferenza vicino ai bordi di fogli di grafene (linee tratteggiate in blu), ad impurita`
(linee tratteggiate in verde) e a linee di separazione tra porzioni di a grafene singolo strato (G) e a
doppio strato (BG) (linee tratteggiate in bianco)
osservazioni di plasmoni nel grafene basate su questo principio sono quelle che sfruttano la
topografia a nano-scala , o “nano-imaging”, infrarossa [36, 37].
In questi esperimenti per eccitare e visualizzare nello spazio reale i plasmoni del grafene e`
stato usato un microscopio ottico a scansione per di↵usione in campo prossimo (“scattering-
type” SNOM): la punta metallica di un microscopio a forza atomica (AFM) viene illuminata
da un raggio laser infrarosso e la luce riflessa viene raccolta per realizzare un’immagine topo-
grafia a scala nanometrica. I momenti indotti dalla punta arrivano fino a qualche multiplo di
1/a, dove a ⇡ 25nm e` il raggio di curvatura della punta, e quindi coprono lo spettro tipico
dei plasmoni infrarossi del grafene.
In [36], per esempio, e` stata usata una radiazione infrarossa di lunghezza d’onda  0 =
11.2µm, corrispondente a ! = 892 cm 1, ed una struttura di grafene/SiO2/Si ed e` stata
misurata l’ampiezza normalizzata del campo prossimo s(!) (Figura 2.4). La punta AFM,
illuminata dalla luce infrarossa, lancia le onde di plasma di lunghezza d’onda  pl che si
propagano radialmente da essa ed i bordi o le impurezze agiscono come specchi riflettendole
indietro alla punta. Si formano, quindi, complesse figure di interferenza. Quando si formano
delle onde stazionarie, man mano che la punta si avvicina ai bordi e` possibile registrare
queste oscillazioni con periodicita`  pl/2, come mostrato in Figura 2.3(a). Per una densita`
di portatori di carica ⇢ ⇡ 8⇥ 1012 cm 2, invertendo la (1.89) si trova una  pl ⇡ 200nm, che
e` circa il doppio della distanza tra le frange in Figura 2.4(b)-(e). Inoltre, dalle misure di
 pl ottenute variando il potenziale di “gate” si trova che e` approssimativamente verificata la
dipendenza da ⇢1/2 (Figura 2.3(c)).
Vale la pena rimarcare l’eccezionale rapporto di compressione  0/ pl che nel caso di
questo esperimento raggiunge valori tra 50 e 60.
2.2 Interazione elettrone-elettrone
Nel caso del BLG-AA non drogato, la perfetta intersezione delle bande appartenenti ai
due blocchi di coni (vedi Figura 1.18(b)) esattamente al livello di Fermi produce un’instabi-
lita` in presenza di una forza di interazione arbitrariamente piccola tra le particelle: questo
provoca una rottura di simmetria del livello fondamentale e l’insorgere di fenomeni quali
l’antiferromagnetismo o onde di densita` di carica [19, 38]. La temperatura di transizione
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a queste fasi con simmetria rotta e` stata stimata essere dell’ordine di alcuni gradi Kelvin
[38], e attualmente non c’e` evidenza sperimentale della presenza di tali fasi separate da salti
energetici.
In questa sede noi supporremo di essere a temperature piu` alte di quelle di transizione
e in assenza di campi esterni (in realta` abbiamo visto che la presenza di una di↵erenza di
potenziale costante non cambierebbe la struttura a bande, ma modificherebbe l’energia di
separazione tra i due blocchi di coni e gli autostati). Assumeremo che lo stato fondamentale
del BLG-AA sia un gas paramagnetico di elettroni liberi di Dirac. Cos`ı facendo, e` possibile
introdurre le interazioni elettrone-elettrone in un modo del tutto analogo a quanto fatto per
il SLG nel paragrafo 1.3.1.
Per procedere alla descrizione degli e↵etti a molti corpi nel BLG-AA conviene passare su-
bito alla rappresentazione in seconda quantizzazione del sistema. L’hamiltoniana del sistema
interagente sara` composta da due termini:
Hˆ = Hˆ0 + HˆI (2.2)
Il primo termine della (2.2) e` quello cinetico:
Hˆ0 =
X
~k,i,j
aˆ†~k,iHi,j(
~k)aˆ~k,j (2.3)
dove aˆ†~k,i e aˆ~k,j sono gli operatori di creazione e distruzione di un elettrone negli strati e
sottoreticoli i, j = {1A, 1B, 2A, 2B} e la matrice H(~k) e` data dalla (1.112) (per alleggerire
la notazione tralasciamo di scrivere le etichette che ci ricordano che questa e` la matrice di
legame stretto del BLG-AA).
Il secondo termine della (2.2) rappresenta l’interazione elettrone-elettrone, che nella base
di strato e sottoreticolo si scrive come
HˆI = g
2A
X
~q 6=0,l,l0
vl,l0(q) [ ⇢ˆ~q,l⇢ˆ ~q,l0   ⇢ˆq=0,l l,l0 ] (2.4)
dove A e` l’area di ciascuno strato di grafene, gli indici latini l, l0 = 1, 2 indicano lo strato,
vl,l0(q) = v1(q) l,l0 + v2(q) 
x
l,l0 (2.5)
dove  x una delle matrici di Pauli e
v1(q) =
2⇡e2
q
, v2(~q) = v1(q)e
 dq
e` la matrice di interazione del potenziale coulombiano ( e` la costante dielettrica del mezzo
tra i due fogli di grafene), e
⇢ˆ~q,l =
X
~k,↵
aˆ†~k ~q,l,↵aˆ~k,l,↵ (2.6)
e` l’operatore densita` di elettroni nello strato l (l’indice greco ↵ = A,B indica il sottoreticolo).
Ora, siccome l’indice di strato non e` un buon numero quantico in presenza di e↵etto
tunnel quantistico, e` conveniente per quello che dobbiamo fare in seguito usare come base
gli autostati di energia di singola particella   ,s(k) (1.117). Costruiamo, quindi, la matrice
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associata alla trasformazione canonica che ci permette di passare dagli indici di strato e
di sottoreticolo a quelli che diagonalizzano il termine cinetico dell’hamiltoniana. Non e`
di cile vedere che essa risulta dalla composizione della rotazione (1.114) e della seguente
trasformazione unitaria che diagonalizza ciascun blocco della (1.115):
U(~k) =
1p
2
0BB@
1 1 0 0
ei✓~k  ei✓~k 0 0
0 0 1 1
0 0 ei✓~k  ei✓~k
1CCA (2.7)
In definitiva, la matrice del cambio di base e`:
U(~k) = RU(~k) = 1
2
0BB@
1 1  1  1
ei✓~k  ei✓~k  ei✓~k ei✓~k
1 1 1 1
ei✓~k  ei✓~k ei✓~k  ei✓~k
1CCA (2.8)
Adesso, analogamente a quanto fatto nel capitolo precedente, introduciamo il nuovo set di
operatori di creazione e distruzione nella nuova base:8>><>>:
cˆ†~k,n =
X
i
Uin(~k)aˆ†~k,i , cˆ~k,n =
X
i
U †ni(~k)aˆ~k,i (2.9a)
aˆ†~k,i =
X
n
U †ni(~k)cˆ†~k,n , aˆ~k,i =
X
n
Uin(~k)cˆ~k,n (2.9b)
I nuovi operatori cˆ†~k,n e cˆ~k,n creano e distruggono un elettrone di impulso
~k con chiaralita`   =
±1 e nel blocco di coni di indice s = ±1 (vedi Figura 1.18(b)), con la seguente identificazione
degli indici i  ! (s, ):
1  ! (+1,+1)
2  ! (+1, 1)
3  ! ( 1,+1)
4  ! ( 1, 1)
In questa base chirale di stati di legame e antilegame si vede immediatamente che il termine
cinetico dell’hamiltoniana e` diagonale come volevamo:
Hˆ0 =
X
~k,n
✏n(~k)cˆ
†
~k,n
cˆ~k,n (2.10)
=
X
~k,s, 
✏s, (~k)cˆ
†
~k,s, 
cˆ~k,s,  (2.11)
Per quanto riguarda il termine di interazione, e` utile notare che la (2.4) puo` essere riscritta
nella seguente forma:
HˆI = g
2A
X
~q 6=0,⇣=±
v⇣(q)[⇢ˆ~q,⇣ ⇢ˆ ~q,⇣   ⇢ˆq=0,⇣ ] (2.12)
dove
⇢ˆ~q,± = ⇢ˆ~q,1 ± ⇢ˆ~q,2 e v±(q) = 12 [v1(q)± v2(q)]
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A questo punto e` semplice vedere che nella nuova base la (2.12) diventa:
HˆI = g
2A
X
~q 6=0
h
v+(q) (⇢ˆ~q⇢ˆ ~q   ⇢ˆ~q=0) + v (q)
⇣
Sˆxq Sˆ
x
 ~q   ⇢ˆq=0
⌘i
(2.13)
dove e` stato introdotto l’operatore densita` totale
⇢ˆ~q =
X
~k,n,m
h
U †(~k   ~q)U(~k)
i
nm
cˆ†~k ~q,ncˆ~k,m (2.14)
=
X
~k,s,s0, , 0
F , 0(~k,~k   ~q)cˆ†~k ~q,s, cˆ~k,s0, 0 s,s0 (2.15)
e l’operatore di↵erenza di densita`
Sˆx~q =
X
~k,n,m
h
U †(~k   ~q) 0U(~k)
i
nm
cˆ†~k ~q,ncˆ~k,m (2.16)
=  
X
~k,s,s0, , 0
F , 0(~k,~k   ~q)cˆ†~k ~q,s,  xs,s0 cˆ~k,s0, 0 (2.17)
dove  0 e` una delle matrici di Dirac,  z e` una delle matrici di Pauli ed abbiamo indicato con
F , 0(~k,~k0) = 1 +   
0ei(✓~k ✓~k0 )
2
(2.18)
l’elemento di matrice di overlap degli stati.
Si puo` riconoscere nell’operatore densita` totale ⇢ˆ~q la somma delle densita` di particelle
nei due strati di grafene, mentre l’operatore Sˆx~q e` in qualche modo connesso con la loro
di↵erenza di densita`. Possiamo inoltre pensare di generalizzare la (2.17) per introdurre
anche gli operatori Sˆy~q e Sˆ
z
~q ottenuti sostituendo rispettivamente le matrici di Pauli  
y e  z
al posto della  x.
Ricaviamo, quindi, che l’hamiltoniana totale del sistema puo` essere scritta nella seguente
forma:
Hˆ =
X
~k,s, 
h¯vFkcˆ
†
~k,s, 
cˆ~k,s,  + t1Sˆ
z
q=0 +
g
2A
X
~q 6=0
h
v+(q) (⇢ˆ~q⇢ˆ ~q   ⇢ˆ~q=0) + v (q)
⇣
Sˆx~q Sˆ
x
 ~q   ⇢ˆ~q=0
⌘i
(2.19)
Dalla (2.19) si vede che il termine legato all’e↵etto tunnel seleziona una direzione preferen-
ziale nello spazio dello pseudospin. Sara` utile per conti successivi notare che il termine di
interazione HˆI si puo` scrivere anche nella seguente forma:
HˆI = g
2A
X
~q 6=0
X
~k,~k0
X
s1,s2,s3,s4
X
 1, 2, 3, 4
vs1,s2;s3,s4(q)F 1, 2
✓
~k +
~q
2
,~k   ~q
2
◆
·
· F 3, 4
✓
~k0   ~q
2
,~k0 +
~q
2
◆
cˆ†~k  ~q2 ,s1, 1
cˆ†~k0  ~q2 ,s2, 2
cˆ~k0+ ~q2 ,s02, 02
cˆ~k+ ~q2 ,s01, 01
(2.20)
dove
vs1,s2;s3,s4(q) = v+(q) s1,s2 s3,s4 + v (q) 
x
s1,s2 
x
s3,s4
45
CAPITOLO 2. TEORIA A MOLTI CORPI DEL DOPPIO STRATO DI GRAFENE DI TIPO AA
2.3 Risposta lineare ad un campo periodico
Adesso siamo interessati a capire come risponda il nostro sistema all’azione di un campo
elettromagnetico esterno. Immaginiamo, quindi, di sottoporre il sistema descritto dalla (2.2)
ad una debole perturbazione dipendente dal tempo
Vext(t) =
g
A
X
~q,s,s0
Vs,s0( ~q, t)⇢ˆ~q,s,s0 (2.21)
che si accoppia con la matrice densita` di pseudospin
⇢ˆ~q,s,s0 =
X
 , 0
⇢ˆ~q,s, ,s0, 0 =
X
~k, , 0
F , 0
✓
~k +
~q
2
,~k   ~q
2
◆
cˆ†~k  ~q2 ,s, 
cˆ~k+ ~q2 ,s0, 0
(2.22)
mentre la matrice 2⇥ 2 Vs,s0(~q, t) puo` essere convenientemente paramentrizata come
Vs,s0(~q, t) =  (~q, t) s,s0 + ~B(~q, t) ·~ s,s0 (2.23)
in termini di un potenziale scalare di tipo “elettrico”  (~q, t) ed campo vettoriale di tipo
“magnetico” ~B(~q, t). Usando questa parametrizzazione e` possibile riscrivere la (2.21) nella
forma seguente:
Vext(t) =
g
A
X
~q
 ( ~q, t)⇢ˆ~q + gA
X
~q
Bz( ~q, t)Sˆz~q +
g
A
X
~q
~B?( ~q, t) · ~ˆS?~q (2.24)
= V||(t) + V?(t) (2.25)
dove V||(t) e` la parte longitudinale del campo esterno, i.e. diagonale nella base in cui  z
e` diagonale, e V?(t) e` la parte trasversa, i.e. fuori diagonale nella stessa base. Allora, in
base a quanto visto nel paragrafo 1.2, la risposta lineare del sistema alla componente V||(t)
e` determinata da quattro funzioni di suscettivita` longitudinale:8>>>><>>>>:
 ⇢⇢(~q,!) = hh⇢ˆ~q; ⇢ˆ ~qii! (2.26a)
 ⇢Sz(~q,!) = hh⇢ˆ~q; Sˆz ~qii! (2.26b)
 Sz⇢(~q,!) = hhSˆz~q ; ⇢ˆ ~qii! (2.26c)
 SzSz(~q,!) = hhSˆz~q ; Sˆz ~qii! (2.26d)
mentre la risposta lineare del sistema alla componente V?(t) e` determinata da quattro
funzioni di suscettivita` trasversa:8>>>>><>>>>>:
 SxSx(~q,!) = hhSˆx~q ; Sˆx ~qii! (2.27a)
 SxSy(~q,!) = hhSˆx~q ; Sˆy ~qii! (2.27b)
 SySx(~q,!) = hhSˆy~q ; Sˆx ~qii! (2.27c)
 SySy(~q,!) = hhSˆy~q ; Sˆy ~qii! (2.27d)
Nelle equazioni (2.26) e (2.27) e` stato usato il prodotto di Zubarev-Kubo hhAˆ; Bˆii! introdotto
nella (1.45). E` importante notare che le funzioni di risposta  ⇢Sx,y(~q,!) e  SzSx,y(~q,!) che ac-
coppiano la risposta longitudinale con quella trasversa sono nulle dato che
h
Hˆ(~k), e i⇡2 Sˆzq=0
i
=
0, i.e. il sistema e` invariante per trasformazioni di Sˆx,y !  Sˆx,y. Inoltre valgono le relazioni
di simmetria  ⇢Sz(~q,!) =  Sz⇢(~q,!) e  SxSy(~q,!) =   SySx(~q,!).
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2.3.1 Limite non interagente
Nel caso non interagente, i.e. due strati di gas bidimensionale di elettroni di Dirac liberi
con probabilita` di e↵etto tunnel tra i due stratinon nulla, le funzioni di risposta lineari
introdotte nelle (2.26) e (2.27) sono completamente determinate dalla seguente matrice di
Lindhard:
⇧s,s0(~q,!) = lim
⌘!0+
g
A
X
~k, , 0
ns, (~k)  ns0, 0(~k + ~q)
h¯! + ✏s, (~k)  ✏s0, 0(~k + ~q) + i⌘
   F , 0(~k,~k + ~q)   2 (2.28)
dove
ns, (~k) =
1
e (✏s, (~k) ✏F) + 1
(2.29)
e` la funzione di distribuzione di Fermi-Dirac con   = (kBT ) 1, che a temperatura nulla
diventa una ⇥[✏F   ✏s, (~k)], ✏F e` il livello di Fermi e   F , 0(~k,~k + ~q)   2 = 1 +   0 cos(✓~k   ✓~k+~q)
2
(2.30)
e` il fattore di chiralita`, uguale a quello del singolo strato di grafene.
Quindi, in termini della (2.28) possiamo riscrivere le (2.26) e (2.27) per il sistema non
interagente come 8>>>>>>>>>>>><>>>>>>>>>>>>:
 (0)⇢⇢ (~q,!) =  
(0)
SzSz(~q,!) =
X
s,s0
⇧s,s0(~q,!) s,s0 (2.31a)
 (0)⇢Sz(~q,!) =  
(0)
Sz⇢(~q,!) =
X
s,s0
⇧s,s0(~q,!) 
z
s,s0 (2.31b)
 (0)SxSx(~q,!) =  
(0)
SySy(~q,!) =
X
s,s0
⇧s,s0(~q,!) 
x
s,s0 (2.31c)
 (0)SxSy(~q,!) =   (0)SySx(~q,!) =  
X
s,s0
⇧s,s0(~q,!) 
y
s,s0 (2.31d)
A questo punto non e` di cile notare che la (2.31a) e la (2.31b) coincidono, rispettiva-
mente, una con la somma e l’altra con la di↵erenza di due funzioni di Lindhard di un singolo
strato di grafene (SLG): una associata al blocco di coni in rosso e l’altra a quello in blu di
Figura 1.18(b). Cos`ı per il caso di un doppio strato di grafene AA con drogaggio qualsiasi
(✏F 6= 0) all’interno del modello a MDF, un termine e` pari alla funzione di Lindhard del
SLG con potenziale chimico pari a µ+ ⌘ ✏F + t1 e l’altro alla funzione di Lindhard SLG con
potenziale chimico pari a µ  ⌘ ✏F   t1:
 (0)⇢⇢ (~q,!) =  
SLG(0)
⇢⇢ (~q,!;µ+) +  
SLG(0)
⇢⇢ (~q,!;µ ) (2.32)
 (0)⇢sz(~q,!) =  
SLG(0)
⇢⇢ (~q,!;µ+)   SLG(0)⇢⇢ (~q,!;µ ) (2.33)
Abbiamo, quindi, che nel canale di densita` totale il BLG-AA non interagente risponde
come un sistema disaccoppiato di due fogli di grafene in cui il drogaggio di ciascun foglio va
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Figura 2.5: Regioni del piano (q,!) in cui la funzione =m  (0)SxSx(q,!) si suddivide per (a) ✏F > t1
e (b) 0 < ✏F < t1. In grigio sono rimarcate le zone in cui la funzione si annulla
valutato considerando come o↵set il punto di intersezione delle bande di ciascun blocco di
coni.
Nel prossimo paragrafo vedremo che le funzioni di risposta che ci servono per valutare
i modi collettivi del BLG-AA sono la  (0)⇢⇢ (~q,!) e la  
(0)
SxSx(~q,!), ma, mentre della prima e`
immediato ricavare la sua forma analitica completa, conoscere quella della seconda non e`
altrettanto semplice ed e` necessario un calcolo diretto.
2.3.2 Funzione di risposta per il canale di di↵erenza di densita`
Riportiamo qui di seguito i risultati del calcolo della funzione di risposta nel canale
di di↵erenza di densita` per il grafene BLG-AA. La parte immaginaria e` stata calcolata
nell’intero spazio delle fasi (q,!) e per un drogaggio qualsiasi del campione, mentre della
parte reale e` stato calcolato lo sviluppo per piccoli vettori d’onda nel caso in cui ✏F > t1, che
e` quello che ci interessa per il calcolo della dispersione del plasmone fuori fase (vedi Capitolo
3). In linea di principio, se fossimo interessati a conoscere la forma analitica completa della
parte reale basterebbe ricorrere all’uso delle trasformate di Kramers-Kronig.
Parte immaginaria
Ci restringiamo a riportare la parte immaginaria della funzione di risposta per ! > 0
dato che  (0)SxSx(~q, !) =  (0)⇤SxSx(~q,!) e soltanto per drogaggi di tipo n per semplicita`, ma
senza perdere di generalita` (infatti il sistema e` simmetrico per trasformazioni di scambio
elettrone-buca). I dettagli del calcolo sono riportati nell’Appendice A.1. Si trova che la
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funzione e` esprimibile per mezzo delle seguenti funzioni
f(q,!) =
q2
4
q
|h¯2!2   h¯2v2Fq2|
F (x) = x
p
x2   1  ln(x+px2   1)
G(x) =
⇡
2
+ x
p
1  x2 + arctan
✓
xp
1  x2
◆
e, inoltre, definiamo h¯!± ⌘ h¯! ± 2t1.
Ci sono due casi da distinguere: ✏F > t1 e 0 < ✏F < t1. Facendo riferimento alla Figura
2.5(a), per ✏F > t1 abbiamo:
Regione 1: h¯! < 2t1   h¯vFq
=m  (0)SxSx(q,!) = 0 (2.34)
Regione 2: h¯! < 2✏F   h¯vFq e h¯! > h¯vFq + 2t1
=m  (0)SxSx(q,!) = 0 (2.35)
Regione 3: h¯! < 2✏F   h¯vFq e h¯! < h¯vFq + 2t1 e h¯! > h¯vFq   2t1 e h¯! > 2t1   h¯vFq
=m  (0)SxSx(q,!) = f(q,! )

F
✓
2✏F + h¯!
h¯vFq
◆
  F
✓
2✏F   h¯!
h¯vFq
◆ 
(2.36)
Regione 4: h¯! < 2✏F   h¯vFq e h¯! < h¯vFq   2t1
=m  (0)SxSx(q,!) = [f(q,!+) + f(q,! )]

F
✓
2✏F + h¯!
h¯vFq
◆
  F
✓
2✏F   h¯!
h¯vFq
◆ 
(2.37)
Regione 5: h¯! > h¯vFq + 2✏F
=m  (0)SxSx(q,!) = ⇡ [f(q,!+) + f(q,! )] (2.38)
Regione 6: h¯! < h¯vFq + 2✏F e h¯! > 2✏F   h¯vFq e h¯! > h¯vFq + 2t1
=m  (0)SxSx(q,!) = [f(q,!+) + f(q,! )]

⇡  G
✓
2✏F   h¯!
h¯vFq
◆ 
(2.39)
Regione 7: h¯! > 2✏F   h¯vFq e h¯! < h¯vFq + 2t1 e h¯! > h¯vFq   2t1
=m  (0)SxSx(q,!) = f(q,!+)

⇡  G
✓
2✏F   h¯!
h¯vFq
◆ 
+ f(q,! )F
✓
2✏F + h¯!
h¯vFq
◆
(2.40)
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Regione 8: h¯! > 2✏F   h¯vFq e h¯! > h¯vFq   2✏F e h¯! < h¯vFq   2t1
=m  (0)SxSx(q,!) = [f(q,!+) + f(q,! )]F
✓
2✏F + h¯!
h¯vFq
◆
(2.41)
Regione 9: h¯! < h¯vFq   2✏F
=m  (0)SxSx(q,!) = 0 (2.42)
Facendo ora riferimento alla Figura 2.5(b), per t1 > ✏F > 0 abbiamo invece:
Regione 1: h¯! < 2✏F   h¯vFq
=m  (0)SxSx(q,!) = 0 (2.43)
Regione 2: h¯! > h¯vFq + 2✏F e h¯! < 2t1   h¯vFq
=m  (0)SxSx(q,!) = ⇡ [f(q,!+) + f(q,! )] (2.44)
Regione 3: h¯! < h¯vFq + 2✏F e h¯! > h¯vFq   2✏F e h¯! > 2✏F   h¯vFq e h¯! < 2t1   h¯vFq
=m  (0)SxSx(q,!) = [f(q,!+) + f(q,! )]

⇡  G
✓
2✏F   h¯!
h¯vFq
◆ 
(2.45)
Regione 4: h¯! < h¯vFq   2✏F e h¯! < 2t1   h¯vFq
=m  (0)SxSx(q,!) = [f(q,!+) + f(q,! )]

G
✓
2✏F + h¯!
h¯vFq
◆
 G
✓
2✏F   h¯!
h¯vFq
◆ 
(2.46)
Regione 5: h¯! > h¯vFq + 2t1
=m  (0)SxSx(q,!) = ⇡ [f(q,!+) + f(q,! )] (2.47)
Regione 6: h¯! > h¯vFq + 2✏F e h¯! < h¯vFq + 2t1 e h¯! > 2t1   h¯vFq
=m  (0)SxSx(q,!) = ⇡f(q,!+) + f(q,! )

F
✓
2✏F + h¯!
h¯vFq
◆
  F
✓
2✏F   h¯!
h¯vFq
◆ 
(2.48)
50
2.3. RISPOSTA LINEARE AD UN CAMPO PERIODICO
Regione 7: h¯! < h¯vFq + 2✏F e h¯! > h¯vFq   2✏F e h¯! > 2t1   h¯vFq
=m  (0)SxSx(q,!) = f(q,!+)

⇡  G
✓
2✏F   h¯!
h¯vFq
◆ 
+ f(q,! )F
✓
2✏F + h¯!
h¯vFq
◆
(2.49)
Regione 8: h¯! < h¯vFq   2✏F e h¯! > 2t1   h¯vFq e h¯! > h¯vFq   2t1
=m  (0)SxSx(q,!) = f(q,!+)

G
✓
2✏F + h¯!
h¯vFq
◆
 G
✓
2✏F   h¯!
h¯vFq
◆ 
(2.50)
Regione 9: h¯! < h¯vFq   2t1
=m  (0)SxSx(q,!) = 0 (2.51)
E` significativo notare come cambia il continuo elettrone-buca per i due diversi casi che
abbiamo: per ✏F > t1 la parte immaginaria si annulla nelle Regioni 1, 2 e 9 del piano (q,!),
mentre per t1 > ✏F > 0 essa si annulla solo nelle Regioni 1 e 9.
Parte reale
Adesso consideriamo lo sviluppo per grandi lunghezze d’onda della parte reale della
funzione di risposta  (0)SxSx(q,!). Maggiori dettagli dei conti possono essere trovati nell’Ap-
pendice A.2. Iniziamo con il riportare il termine di ordine zero dello sviluppo, i.e. quello
che si ottiene ponendo q = 0 nella funzione di Lindhard: in questo caso la funzione e` reale e
positiva
 (0)SxSx(0,!) =
8>>><>>>:
 
⇢e    ⇢e+
  4t1
h¯2!2   4t21
=
g✏F
⇡h¯2v2F
4t21
h¯2!2   4t21
, ✏F > t1 (2.52a) 
⇢e  + ⇢
b
+
  4t1
h¯2!2   4t21
=
g (✏2F + t
2
1)
⇡h¯2v2F
2t1
h¯2!2   4t21
, t1 > ✏F > 0 (2.52b)
dove abbiamo introdotto i fattori di occupazione di banda di legame-antilegame ⇢e,bs , s = ±1
(“e” e “b” ad apice indicano se sono, rispettivamente elettroni o buche) in analogia con la
(1.33). Dalle (2.52) risalta esplicitamente la dipendenza della funzione dalla di↵erenza di
densita` dei portatori di carica nei due blocchi di bande.
Lo sviluppo per grandi lunghezze d’onda per ✏F > t1 fino al secondo ordine in q puo`
essere scritto come
lim
q!0
 (0)SxSx(q,!) =  
(0)
SxSx(0,!) +    
(0)
SxSx(q,!) +O(q3) (2.53)
dove il primo termine in q non nullo e` di secondo ordine:
   (0)SxSx(q,!) =
gq2
4⇡h¯
⇢
1
!+

✏F!
h¯!2+
+
1
4
ln
✓
2✏F   h¯!
2✏F + h¯!
◆ 
+
1
! 

✏F!
h¯!2 
+
1
4
ln
✓
2✏F   h¯!
2✏F + h¯!
◆  
(2.54)
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Figura 2.6: Parte immaginaria della funzione di risposta di↵erenza di densita` per ✏F > t1, per cui
si ha D(✏F) = gkF⇡h¯vF . Qui abbiamo scelto ✏F = 2t1 e (a) q/kF = 0.25, (b) q/kF = 1, (c) q/kF = 1.75,
(d) q/kF = 3
Figura 2.7: Parte immaginaria della funzione di risposta di↵erenza di densita` per t1 > ✏F > 0,
per cui si ha D(✏F) = gt1⇡h¯2v2F . Qui abbiamo scelto ✏F = t1/2 e (a) q/kF = 0.5, (b) q/kF = 2.5, (c)
q/kF = 4, (d) q/kF = 5.
I cerchi pieni indicano che la funzione assume in quel punto un valore preciso e le curve che escono
fuori dai grafici non sono divergenze
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2.4 Teoria RPA del doppio strato AA
La funzione di risposta del sistema interagente puo` essere espressa in termini della funzio-
ne di correlazione densita`-densita` all’equilibrio e, in principio, puo` essere calcolata attraverso
la convenzionale tecnica diagrammatica. Lo svantaggio di questo metodo e` che per densita`
metalliche tutti i diagrammi sono essenzialmente dello stesso ordine.
Un approccio alternativo e` fornito invece dallo studio diretto delle equazioni che gover-
nano la risposta del sistema al campo esterno (2.21) [39]. A tal fine scriviamo la densita`
locale di elettroni in trasformata di Fourier come
⇢s, ,s0, 0(~q, t) =
X
~k
F , 0
✓
~k +
~q
2
,~k   ~q
2
◆
f (1)~k,s, ,s0, 0(~q, t) (2.55)
La f (1)~k,s, ,s0, 0(~q, t) e` la trasformata di Fourier nelle coordinate spaziali dell’analogo quanto-
meccanico della funzione di distribuzione classica nello spazio delle fasi ed e` data da
f (1)~k,s, ,s0, 0(~q, t) =
D
cˆ†~k  ~q2 ,s, 
(t)cˆ~k+ ~q2 ,s0, 0
(t)
E
(2.56)
dove con la notazione h. . . i si e` indicato il valore di aspettazione sullo stato fondamentale
del sistema interagente che, in presenza di un campo esterno, puo` essere scritto come
f (1)~k,s, ,s0, 0(~q, t) = n~k,s,  ~q,~0 s,s0  , 0 +  f
(1)
~k,s, ,s0, 0
(~q, t) (2.57)
in cui il primo termine e` il numero di occupazione degli elettroni all’equilibrio, mentre il
secondo termine e` la deviazione dovuta alla perturbazione.
Per il seguito sara` utile introdurre anche la funzione di distribuzione a due particelle
f (2)~k1,s1, ,s01, 01;~k2,s2, 2,s02, 02
(~r1,~r2; t) che contiene informazioni sugli e↵etti di correlazione tra le
particelle. La trasformata di Fourier di questa rispetto a ~r1 e ~r2 e` definita come
f (2)~k1,s1, ,s01, 01;~k2,s2, 2,s02, 02
(~q1, ~q2; t) + f
(1)
~k1,s1, 1,s01, 01
(~q1, t)f
(1)
~k2,s2, 2,s02, 02
(~q2, t) =⌧
cˆ†
~k1  ~q12 ,s1, 1
(t)cˆ†
~k2  ~q22 ,s2, 2
(t)cˆ~k2+ ~q22 ,s02, 02
(t)cˆ~k1+ ~q12 ,s01, 01
(t)
 
(2.58)
dove il secondo termine nel membro di sinistra rappresenta la parte scorrelata della funzione
di distribuzione a due particelle.
L’equazione del moto dell’osservabile  f (1)~k,s, ,s0, 0(~q, t) si ricava applicando l’equazione di
Heisenber:
ih¯@t f
(1)
~k,s, ,s0, 0
(~q, t) =
Dh
Hˆ, cˆ†~k  ~q2 ,s, (t)cˆ~k+ ~q2 ,s0, 0(t)
iE
(2.59)
Adesso, e↵ettuando la trasformata di Fourier rispetto al tempo t e tenendo solamente i
termini lineari nel campo esterno che contengono la sola funzione di distribuzione ad una
particella, si trova l’equazione cercata:
h¯! + ✏s, 
✓
~k   ~q
2
◆
  ✏s0, 0
✓
~k +
~q
2
◆ 
 f (1)~k,s, ,s0, 0(~q,!) =
g
A
⇣
n~k  ~q,2 ,s,    n~k+ ~q,2 ,s0, 0
⌘
F 0, 
✓
~k   ~q
2
,~k +
~q
2
◆
V RPAs0,s (~q,!) (2.60)
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in cui e` stato introdotto il seguente potenziale e↵ettivo
V RPAs0,s (~q,!) = Vs0,s(~q,!) +
X
s1, 1,s2, 2
vs0,s;s1,s2(q) ⇢s1,s2(~q,!) (2.61)
risultante dalla somma del potenziale esterno e di un campo medio di Hartree e avendo posto
 ⇢s,s0(~q,!) =
X
~k, , 0
F , 0
✓
~k +
~q
2
,~k   ~q
2
◆
 f (1)~k,s, ,s0, 0(~q,!) (2.62)
come la deviazione dalla densita` densita` di equilibrio indotta dal potenziale esterno.
Ora, moltiplicando la (2.60) per F , 0
⇣
~k + ~q2 ,
~k   ~q2
⌘
e sommando su ~k, , 0 otteniamo
 ⇢s,s0(~q,!) = ⇧s,s0(~q,!)V
RPA
s0,s (~q,!) (2.63)
Questa costituisce proprio la “Random Phase Approximation” per il BLG-AA e significa che
gli elettroni rispondono come particelle libere al potenziale e↵ettivo V RPAs0,s (~q,!). Risolvendo
il sistema di equazioni lineari (2.63) si trova
 ⇢s,s0(~q,!) =
X
s,s0
 s,s0;s1,s2(~q,!)Vs,s0(~q,!) (2.64)
dove la matrice  s,s0;s1,s2 e` legata alle funzioni di Lindhard e al potenziale esterno dalla
relazione
[ ] 1s,s0;s1,s2 (~q,!) = ⇧
 1
s,s0(~q,!) s,s1 s0,s2   v+(q) s,s0 s1,s2   v (q) xs,s0 xs1,s2 (2.65)
Calcolando l’inversa della (2.65) e scrivendo le opportune combinazioni si ricava per le quattro
suscettivita` longitudinali:8>>>>>>>><>>>>>>>>:
 RPA⇢⇢ (~q,!) =
⇧++(~q,!) + ⇧  (~q,!)
"RPA|| (~q,!)
(2.66a)
 RPA⇢Sz (~q,!) =  
RPA
Sz⇢ (~q,!) =
⇧++(~q,!)  ⇧  (~q,!)
"RPA|| (~q,!)
(2.66b)
 RPASzSz(~q,!) =
⇧++(~q,!) + ⇧  (~q,!)  4v+(q)⇧++(~q,!)⇧  (~q,!)
"RPA|| (~q,!)
(2.66c)
e per le quattro suscettivita` trasverse8>>>>>>><>>>>>>>:
 RPASxSx(~q,!) =
⇧+ (~q,!) + ⇧ +(~q,!)
"RPA? (~q,!)
(2.67a)
 RPASxSy(~q,!) =   RPASySx(~q,!) = i
⇧+ (~q,!)  ⇧ +(~q,!)
"RPA? (~q,!)
(2.67b)
 RPASySy(~q,!) =
⇧+ (~q,!) + ⇧ +(~q,!)  4v (q)⇧+ (~q,!)⇧ +(~q,!)
"RPA? (~q,!)
(2.67c)
dove nelle (2.66) e (2.67) sono state introdotte la funzione dielettrica longitudinale
"RPA|| (~q,!) = 1  v+(q) (0)⇢⇢ (~q,!) (2.68)
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e la funzione dielettrica trasversa
"RPA? (~q,!) = 1  v (q) (0)SxSx(~q,!) (2.69)
Queste sono proprio le funzioni dielettriche che ci servono per il calcolo dei modi collettivi di
oscillazione di carica nel BLG-AA. Nel prossimo capitolo vedremo come queste diano origine
a due diversi tipi di plasmoni, uno associato alle oscillazioni collettive in fase e l’altro a quelle
in controfase.
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3 Plasmoni in sistemi a doppio strato
In questo capitolo vogliamo studiare i modi collettivi di oscillazione della densita` di carica
del doppio strato di grafene nella configurazione AA. Nel capitolo precedente, grazie alla
trattazione formale della risposta lineare di questo sistema, siamo stati in grado di ricavare
le funzioni di risposta nel canale di densita` totale e di↵erenza di densita` necessarie al calcolo
delle relazioni di dispersione dei plasmoni.
Mostriamo come da queste funzioni si ricava l’esistenza di due diversi modi di risposta
collettiva, fatto tipico per sistemi 2D costituiti da due strati. Un modo e` associato alle
oscillazioni in fase della densita` di carica nei due strati di grafene ed e` di tipo ottico, i.e. la
sua dispersione a grandi lunghezze d’onda v come
p
q. Questo ci ricorda la dispersione del
plasmone in un gas di elettroni 2D, ma fondamentali, ed anche molto interessanti, sono le
di↵erenze del prefattore, come vedremo. L’altro modo e` invece associato alle oscillazioni di
densita` di carica fuori fase e presenta un “gap” proporzionale al doppio dell’energia di salto
di interstrato t1, ma la sua presenza e` condizionata dal fatto che il drogaggio superi un certo
valore di soglia.
Nell’ultima parte del capitolo confrontiamo i nostri risultati con quelli di altri tre sistemi
a doppio strato: due strati adiacenti di gas di elettroni a banda parabolica, un doppio strato
di grafene in cui l’e↵etto tunnel tra i due strati e` completamente soppresso (i.e. t1 = 0) e il
doppio strato di grafene in configurazione AB.
3.1 I plasmoni nel doppio strato di grafene AA
Il problema di cui vogliamo trattare in questa sezione, in realta`, e` gia` stato a↵rontato re-
centemente da R. Rolda`n e L. Brey [40] per il BLG-AA non drogato, ma la procedura da loro
utilizzata non e` corretta. Vogliamo, quindi, iniziare questo capitolo esponendo brevemente
l’approccio ed i risultati della Ref. [40] per poi introdurre i nostri.
3.1.1 Il calcolo di Rolda`n e Brey
Riassumiamo qui brevemente i tratti salienti della Ref. [40]. Anche Rolda`n e Brey erano
interessati allo studio dei modi collettivi all’interno dello schema RPA, dove per loro la
funzione dielettrica e` espressa da una matrice 2⇥ 2:
"(q,!) = 1   v(q) · (0)(~q,!) (3.1)
dove v(q) e  (0)(q,!) sono, rispettivamente, la matrice dell’interazione coulombiana e quella
di polarizzazione, i cui elementi di matrice sono le funzioni di risposta densita`-densita`. Scritte
nella base di legame e antilegame, queste matrici sono diagonali:
v(q) =
2⇡e2
q
✓
1 + e qd 0
0 1  e qd
◆
,  (0)(~q,!) =   (0)⇢⇢ (~q,!)
✓
1 0
0 1
◆
(3.2)
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Figura 3.1: Relazioni di dispersioni dei plasmoni calcolati da Rolda´n e Brey in [40]: le linee blu
risultano da un calcolo numerico, mentre le linee nere tratteggiate e quella continua rappresentano
il calcolo approssimato per grandi lunghezze d’onda
dove  (0)⇢⇢ (~q,!) e` la funzione di risposta del SLG (1.71) con la sostituzione ✏F $ t1 (ricordiamo
che questo calcolo e` stato compiuto per il BLG-AA non drogato). E` immediato notare che la
(3.1) non puo` coincidere con la (2.68) e la (2.69), ma restituira` solo la (2.68), mentre l’altra
funzione dielettrica che se ne ricava e` sbagliata. Il loro errore sta proprio nello scrivere la
funzione dielettrica in questo modo, perche´ cos`ı facendo attribuiscono la risposta del sistema
soltanto al canale di densita` totale eliminando quella del canale di di↵erenza di densita` da noi
ricavata nel capitolo 2. Questo procedimento sarebbe giusto se si trascurasse la possibilita`
degli elettroni di fare e↵etto tunnel tra i due strati, ossia nel limite t1 ! 0.
Imponendo che il determinante della (3.1) sia nullo Rolda`n e Brey ricavano due equazioni
da cui calcolano le relazioni di dispersione dei plasmoni: un plasmone ottico con (h¯ ⌘ 1)
lim
q!0
!opl(q) =
r
e2gt1

q (3.3)
ed un plasmone acustico con
lim
q!0
!apl(q) =
1 + g
p
2e2dt1
2v2Fq
1 + g
p
2e2dt1
v2F
vFq (3.4)
Questi risultati mostrano che nel BLG-AA, al contrario di quanto avviene per il SLG e per
il BLG-AB, si possono avere plasmoni, sia ottici che acustici, anche in assenza di drogaggio.
Quello che noi troveremo e` che questo e` in parte vero, ma vale soltanto per i plasmoni ottici,
mentre l’altro modo plasmonico ha un comportamento molto di↵erente.
3.1.2 Relazione di dispersione a grandi lunghezze d’onda
Adesso presentiamo i risultati che otteniamo per il calcolo dei plasmoni del BLG-AA
in base a quanto e` stato ricavato nel capitolo precedente di questa Tesi. Come abbiamo
gia` visto per il caso del SLG, i modi di oscillazione collettivi di un sistema a molti corpi si
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trovano in corrispondenza dei poli delle funzioni di risposta densita`-densita`, che nel caso del
BLG-AA nello schema RPA sono date dalla (2.66) e dalla (2.67).
Plasmone in fase
Iniziamo, quindi, con l’imporre l’annullarsi della funzione dielettrica longitudinale (2.68):
"RPA|| (q,!) = 0 (3.5)
che esplicitamente e`
1  v+(q)
⇥
 SLG(0)⇢⇢ (q,!;µ+) +  
SLG(0)
⇢⇢ (q,!;µ )
⇤
= 0 (3.6)
Dato che siamo interessati alla dispersione del plasmone per grandi lunghezze d’onda, da
questa equazione si puo` ottenere facilmente un’espressione analitica per l’ordine dominante
in q dalla (1.86). Ricordiamo che per h¯vFq < h¯! < 2µ
lim
q!0
 SLG(0)⇢⇢ (q,!;µ) =
gµ
4⇡h¯2
q2
!2
(3.7)
dove µ e` un generico potenziale chimico. Inoltre, dato che il sistema e` simmetrico per
trasformazioni di scambio elettrone-buca, la funzione di risposta e` simmetrica per scambio
di µ!  µ, e quindi essa sara` una funzione di |µ|.
Percio` la (3.6) nel limite di grandi lunghezze d’onda, i.e. q ⌧ kF e q ⌧ d 1, per
h¯vFq < h¯! < 2min(|µ+|, |µ |) si scrive:
1  2⇡e
2
q
g
4⇡h¯2
q2
!2
(|µ+|+ |µ |) = 0 (3.8)
da cui
h¯!pl+(q) =
r
ge2max(|✏F| , t1)

q (3.9)
Questo risultato e` in accordo con quanto trovato anche da Rolda`n e Brey, infatti il plasmone
ottico che risulta dal loro calcolo e` corretto anche se ottenuto con una procedura scorretta.
La (3.9) racchiude un risultato notevole, infatti essa ci dice che per valori di drogaggio
tali per cui |✏F| < t1 ⇡ 0.2 eV , che corrisponde a densita` dell’ordine di ⇢ ⇡ 1.2⇥ 1013 cm 2,
la dispersione del plasmone ottico e` completamente indipendente da quest’ultimo. Questo
rende i plasmoni nel BLG-AA di particolare interesse dato che la loro relazione di disper-
sione e` protetta da drogaggi non intenzionali, derivanti per esempio da impurita` cariche nel
substrato.
Plasmone fuori fase
Passiamo adesso a considerare l’altro plasmone che si puo` avere nel BLG-AA e che si
ricava dall’imporre che la funzione dielettrica trasversa (2.69) si annulli:
"RPA? (q,!) = 0 ! 1  v (q) (0)SxSx(q,!) = 0 (3.10)
Se guardiamo alla parte immaginaria di questa equazione, facendo riferimento alle immagini
di Figura 2.5, si vede che per grandi lunghezze d’onda essa puo` essere soddisfatta soltanto
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nelle Regioni 1 e 2 per ✏F > t1 e soltanto nella Regione 1 per t1 > ✏F > 0, e quindi e` solo in
queste zone che, se esistono, possono vivere i plasmoni.
Andiamo, quindi, a considerare la parte reale dell’equazione (3.10). Per ✏F > t1 dalla
(2.53) sappiamo che il termine di ordine piu` basso in q dopo quello costante e` di secondo
ordine, quindi per calcolare la relazione di dispersione all’ordine dominante in q ci basta
considerare l’ordine zero dello sviluppo per grandi lunghezze d’onda della funzione di risposta
di↵erenza di densita`, cioe`
1  ⇡e
2d

✓
1  dq
2
◆
g✏F
⇡h¯2v2F
4t21
h¯2!2   4t21
= 0 (3.11)
da cui si ricava la seguente relazione di dispersione
h¯!pl (q) =
p
 2 + Cq ⇡  + C
2
q (3.12)
dove
  = 2t1
p
1 + g↵eedkF , C = (4t
2
1   2)
d
2
< 0
Ricordiamo che la (3.12) vale per 2✏F   h¯vFq > h¯!pl (q) > h¯vFq + 2t1. Se consideriamo
un BLG-AA sospeso ( ⇡ 1) con un drogaggio tale per cui ✏F = 0.4 eV , corrispondente
ad una densita` ⇢ ⇡ 2.4 ⇥ 1013 cm 2, troviamo che il gap del plasmone fuori fase vale   =
3.4 t1 ⇡ 0.7 eV e, quindi, esso si trova esattamente all’interno della Regione 2 della Figura
2.5(a). Vale la pena notare che in assenza di e↵etto tunnel, i.e. t1 = 0, questo modo fuori
fase sarebbe completamente acustico !pl (q) / q [42], come avremo modo di puntualizzare
meglio nel paragrafo 3.2.2.
Non e` di cile vedere, ripercorrendo un conto analogo, che nel caso in cui t1 > ✏F > 0 la
soluzione della parte reale dell’equazione (3.10) va a cadere ben al di fuori della Regione 1 di
Figura 2.5(b) in cui la parte immaginaria si annulla. Questo costituisce un risultato notevole
in quanto prevede l’insorgere del modo collettivo fuori fase soltanto per valori di drogaggio
tali per cui ✏F e` maggiore dell’energia di salto di inter-strato t1.
Abbiamo trovato, quindi, che il BLG-AA puo` sostenere due diversi tipi di modi di oscilla-
zione collettiva per ✏F > t1: uno in fase che e` completamente ottico, i.e. il termine dominante
della sua relazione di dispersione va come
p
q, e l’altro fuori fase con un gap dato da   e la
cui pendenza iniziale in q e` negativa (C < 0). Inoltre, per t1 > ✏F > 0 il modo fuori fase si
trova nel continuo elettrone-buca e quindi e` soppresso dalle eccitazioni si singola particella,
mentre quello in fase risulta completamente indipendente dal drogaggio e continua ad esi-
stere anche in assenza di drogaggio, caratteristica che lo distingue nettamente dal SLG e dal
BLG-AB.
3.1.3 Forza di oscillatore dei plasmoni
Adesso vogliamo esaminare il contributo allo spettro di fluttuazione di densita` del pla-
smone in fase
=m  RPA⇢⇢ (q,!) =
=m  (0)⇢⇢ (q,!)h
1  v+(q)<e  (0)⇢⇢ (q,!)
i2
+
h
v+(q)=m  (0)⇢⇢ (q,!)
i2 (3.13)
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Figura 3.2: Relazioni di dispersione dei plasmoni nel BLG-AA calcolati per ↵ee = 2.2, t1 = 0.2 eV
e (a) ✏F = 2t1 e (b) ✏F = t1/2. In grigio e` evidenziato il continuo elettrone-buca
e quello del plasmone fuori fase
=m  RPASxSx(q,!) =
=m  (0)SxSx(q,!)h
1  v (q)<e  (0)SxSx(q,!)
i2
+
h
v (q)=m  (0)SxSx(q,!)
i2 (3.14)
Dal fatto che =m  (0)⇢⇢ (q,!) = 0 per il plasmone in fase e =m  (0)SxSx(q,!) = 0 per quello fuori
fase, si sarebbe tentati di concludere che anche =m  RPA⇢⇢ (q,!) = 0 e =m  RPASxSx(q,!) = 0 per
questi casi, ma e` sbagliato. Infatti il polo dei plasmoni deve essere collocato nella regione
inferiore del piano della frequenza complessa e nello schema RPA questo significa che i poli
in realta` si hanno per ! = !pl±(q)   i⌘ rispettivamente, i.e. un infinitesimo sotto l’asse
reale. A questi valori delle frequenze =m  (0)⇢⇢ (q,!) e =m  (0)SxSx(q,!) sono dell’ordine di ⌘,
ma anche se sono infinitesime, non possono essere trascurate quando ! = !pl±(q), dato che
in questi casi 1   v+(q)<e  (0)⇢⇢ (q,!) = 0 e 1   v (q)<e  (0)SxSx(q,!) = 0 rispettivamente,
facendo s`ı che =m  RPA⇢⇢ (q,!) e =m  RPASxSx(q,!) siano proporzionali a ⌘ 1, che tende ad 1
nel limite ⌘ ! 0. Per questo =m  RPA⇢⇢ (q,!) e =m  RPASxSx(q,!) hanno, rispettivamente, un
picco a delta di Dirac in ! = !pl±(q).
Per determinare la forza dei picchi dei plasmoni consideriamo il comportamento delle
funzioni di risposta nello schema RPA in prossimita` della frequenza di plasma. Espandendo
i denominatori della (3.13) e (3.14) al primo ordine in !   !pl±(q) ed usando il fatto che
"RPA|| (q,!) = 0 e "
RPA
? (q,!) = 0, si ottiene:
 RPA⇢⇢/SxSx(q,!) '
 (0)⇢⇢/SxSx(q,!)✓
@<e "RPA||/? (q,!)
@!
◆
!=!pl±(q)
[!   !pl±(q) + i⌘]
(3.15)
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che nel limite ⌘ ! 0 da`
  1
⇡
 RPA⇢⇢/SxSx(q,!)
 
plasmone
=
  (!   !pl±(q))
v±(q)
✓
@<e "RPA||/? (q,!)
@!
◆
!=!pl±(q)
(3.16)
Usando l’approssimazione delle funzioni di risposta per grandi lunghezze d’onda della sezione
2.3.1, si ha"
@<e "RPA|| (q,!)
@!
#
!=!pl+(q)
' 2
!pl+(q)
,

@<e "RPA? (q,!)
@!
 
!=!pl (q)
' 2h¯ h¯!pl (q)
h¯2!2pl (q)  4t21
da cui ricaviamo 
  1
⇡
 RPA⇢⇢ (q,!)
 
plasmone
=
!pl+(q)
2v+(q)
  (!   !pl+(q)) (3.17)
e 
  1
⇡
 RPASxSx(q,!)
 
plasmone
=
h¯2!2pl (q)  4t21
2v (q)h¯2!pl (q)
  (!   !pl (q)) (3.18)
Dalla (3.17) si vede che la forza di oscillatore per il modo in fase e` proporzionale a q3/2, fatto
che ritroviamo anche nel caso di un 2DEG [9], mentre quella del modo fuori fase diminuisce
come q. In Figura 3.3 vengono mostrati gli andamenti delle ampiezze delle funzioni delta
delle forze di oscillatore (3.17) e (3.18): ricordiamo che queste formule valgono nel limite di
q ⌧ kF, quindi il sorpasso tra le due ampiezze che si vede puo` non essere veritiero.
Figura 3.3: Andamento dell’ampiezza delle forze di oscillatore dei plasmoni in fase (3.17) (linea
rossa) e fuori fase (3.18) (linea blu) per ✏F = 2t1. Le ampiezze sono riportate in unita` di h¯/k2F
3.2 Tre esempi di plasmoni in altre strutture 2D a
doppio strato
In questa sezione vogliamo presentare altri tre tipi di sistemi formati da strutture a
doppio strato e studiare le caratteristiche dei loro modi di oscillazione collettive. Il primo
62
3.2. TRE ESEMPI DI PLASMONI IN ALTRE STRUTTURE 2D A DOPPIO STRATO
che andiamo a considerare e` un doppio strato 2DEG che tiene conto dell’e↵etto tunnel tra
i due strati [41], il secondo si tratta di un doppio strato di grafene in cui i due strati sono
accoppiati soltanto dall’interazione coulombiana, mentre l’e↵etto tunnel tra i due strati e`
completamente soppresso, i.e. t1 = 0 [42], e infine consideriamo il BLG-AB.
Per semplicita` da ora in poi poniamo h¯ ⌘ 1 e quando parleremo di limite per grandi
lunghezze d’onda intenderemo, come gia` fatto nel caso del BLG-AA, q ⌧ kF e q ⌧ d 1,
dove con d indicheremo la distanza che separa i due strati di ciascun sistema.
3.2.1 Il doppio strato di gas di elettroni 2D con banda parabolica
In sistemi di semiconduttori che formano una coppia di buche quantistiche1 vicine tra loro
in modo che siano accoppiate dall’interazione coulombiana, ma per le quali sia trascurabile
l’e↵etto tunnel degli elettroni da una all’altra e` noto che i plasmoni che si possono avere
sono di due tipi: uno ottico, la cui dispersione e` data da !pl+ ⇠ q1/2, ed uno acustico per cui
!pl  ⇠ q.
S. Das Sarma e E. H. Hwang nella Ref. [41] hanno a↵rontato il problema dello studio
delle eccitazioni collettive di un doppio strato 2DEG in presenza di un significativo e↵etto
tunnel tra i due strati.
Di nuovo, lo spettro dei modi collettivi e` dato dalle radici della funzione dielettrica, che
per un sistema come questo e` un tensore "ijlm del quarto rango, dove i, j, l,m = 1, 2 sono gli
indici di strato. All’interno dello schema RPA questa assume la forma
"ijlm(q,!) =  il jm   vijlm(q)⇧lm(q,!) (3.19)
dove vijlm(q) e` il tensore di interazione coulombiana intra e inter strato e ⇧lm(q,!) e` la
funzione di polarizzabilita`. Come gia` fatto per il BLG-AA, dato che l’indice di strato non
e` un buon numero quantico in presenza di e↵etto tunnel, e` conveniente usare come base
gli autostati di energia di singola particella con autovalori ✏± = k
2
2m ± t, dove t e` la forza
dell’e↵etto tunnel. La struttura a bande di questo sistema e` sensibilmente diversa da quella
del BLG-AA, infatti qui si hanno due bande di conduzione paraboliche separate tra di loro di
un’energia pari a 2t. In questa rappresentazione, la (3.19) si riduce alle seguenti due funzioni
dielettrica ⇢
"+(q,!) = 1  v+(q) [⇧++(q,!) + ⇧  (q,!)] (3.20a)
" (q,!) = 1  v (q) [⇧+ (q,!) + ⇧ +(q,!)] (3.20b)
dove per questo modello v±(q) sono gli stessi usati per il BLG-AA e
⇧↵ (q,!) = 2
Z
d~k
(2⇡)2
n↵(~k + ~q)  n (~k)
! + ✏↵(~k + ~q)  ✏ (~k)
(3.21)
in cui il fattore 2 e` dovuto alla sola degenerazione di spin elettronico.
In assenza di e↵etto tunnel, i.e. t = 0, ✏± = k
2
2m e cercando le radici delle (3.20) per
grandi lunghezze d’onda si trovano il plasmone ottico !pl+ ⇠ q1/2 e quello acustico !pl  ⇠ q
come gia` annunciato. Se, invece, teniamo conto di un e↵etto tunnel finito quello che si trova
1Quando si parla di una buca quantistica, o “quantum well”, si parla di un gas di elettroni confinato in
una piccolissima regione in una delle tre dimensioni spaziali
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Figura 3.4: Calcolo numerico della relazione di dispersione dei plasmoni in un doppio strato 2DEG
in assenza (linee continue) ed in presenza (linee tratteggiate) di e↵etto tunnel avendo posto ⇢ =
1010 cm 2, m = 0.067me,  = 10.9, d = 200 A˚ e t = 0.5meV . La regione oscurata le eccitazione
di singola particella (SPE) del continuo elettrone-buca. Immagine riadattata dalla Ref. [41]
e`
!pl+ =
2⇡e2⇢tot
m
q , (3.22)
!pl  =  2 + C1q + C2q2 (3.23)
dove ⇢tot = 2⇢ e` la densita` elettronica totale, pari alla somma della densita` in ogni strato,
C2 > 0 e
 2 = 4t2 +
2⇡
m
(⇢+   ⇢ ) kTFdt
C1 =
 
4t2   2  d
2
dove kTF = 2me2/ e` il vettore di Thomas-Fermi 2D, ⇢± = ⇢±⇢c e` le densita` di elettroni
in ciascuna delle due bande e
⇢c =
8><>:
mt
⇡
, ⇢ >
mt
⇡
(3.24a)
⇢ , ⇢ <
mt
⇡
(3.24b)
Si nota subito come la dispersione a grandi lunghezze d’onda di questi modi abbia la stessa
dipendenza da q del BLG-AA, anche se ci sono delle sostanziali di↵erenze nella dipendenza
dei fattori dei vari termini dai parametri caratteristici del problema.
Il modo in fase !pl+ non risente della presenza dell’e↵etto tunnel o dell’occupazione delle
diverse bande, ma dipende solamente dalla densita` elettronica totale, come succede nel 2DEG
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e nel 2DEG doppio strato privo di e↵etto tunnel, mentre nel BLG-AA abbiamo visto come
questo sia indipendente dal drogaggio per valori di ✏F < t1.
Il modo fuori fase !pl  presenta anche qui un “gap”   che, pero`, e` proporzionale a 2t o
a
p
2t a seconda che l’e↵etto tunnel sia forte (2t/✏F   kTFd) o debole (2t/✏F ⌧ kTFd), ma
che comunque e` sempre presente, anche per basse densita` elettroniche (✏F < t).
3.2.2 Il doppio strato di grafene in assenza di e↵etto tunnel inter-
strato
Adesso ci proponiamo di a↵rontare il caso del
Figura 3.5: Schema del modello di DLG usa-
to in questa sezione. i sono le costanti
dielettriche che circondano i due strati di
grafene
doppio strato di grafene in cui la probabilita` di
e↵etto tunnel tra i due strati e` trascurabile. E`
possibile, infatti, fabbricare un tale sistema ri-
piegando un foglio di grafene su di un forte iso-
lante (per esempio il SiO2) durante un proces-
so di esfoliazione e controllare separatamente le
densita` dei due strati per mezzo di un FET2 [43].
L’hamiltoniana di questo sistema e` la stessa
utilizzata per il BLG-AA posto t1 ⌘ 0 (vedi il
paragrafo 2.2). Nello schema RPA, la funzione
dielettrica di questo sistema e`
"ll0(q,!) =  ll0   vll0(q) (0)l (q,!) (3.25)
dove  (0)l (q,!) e` la funzione di Lindhard per cia-
scuno strato l = 1, 2 ed e` data dalla (1.71), men-
tre gli elementi della matrice di interazione coulombiana per la situazione schematizzata in
Figura 3.5 sono
v11(22)(q) =
4⇡e2
qD(q)
⇥
(2 + 3(1))e
qd + (2   3(1))e qd
⇤
, v12(q) = v21(q) =
8⇡e22
qD(q)
(3.26)
dove
D(q) =
⇥
(1 + 2)(2 + 3)e
qd + (1   2)(2   3)e qd
⇤
Si noti che se l’ambiente e` omogeneo, i.e. 1 = 2 = 3 = , ritroviamo le espressioni usate
nelle sezioni precedenti. Ora per trovare i modi collettivi di oscillazione della densita` di
carica imponiamo che il determinante della (3.25) sia nullo
"(q,!) ⌘
h
1  v11(q) (0)1 (q,!)
i h
1  v22(q) (0)2 (q,!)
i
  v212(q) (0)1 (q,!) (0)2 (q,!) = 0 (3.27)
Al solito, i plasmoni si trovano sopra il continuo elettrone-buca intrabanda, dove  (0)⇢⇢ (q,!)
e` una funzione reale, positiva e decrescente in !. La (3.27) ammette due soluzioni analoghe
a quelle dei sistemi precedentemente trattati: una per le oscillazioni in fase delle densita` dei
due strati !op(q ! 0) / pq, che quindi e` un plasmone puramente ottico, ed una per quelle
fuori fase !ac(q ! 0) / q, che e` un plasmone puramente acustico.
Per il calcolo della relazione di dispersione del plasmone acustico a grandi lunghezze
d’onda occorre prestare attenzione, infatti il limite della funzione di Lindhard del grafene
2Transistor ad e↵etto di campo (“Field E↵ect Transistor”)
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Figura 3.6: Relazioni di dispersione del plasmone ottico e di quello acustico in unita` dell’energia di
Fermi per un DLG su un substrato di SiO2, avendo posto ⇢tot = 1013cm 2, ↵˜ee = 2.2, d = 3.35A˚,
1 = 2 = 1 e 3 = 3.9 e (a) ⇣ = 0 e (b) ⇣ = 0.5
 (0)⇢⇢ (q,!) per q,! ! 0 dipende dal rapporto ⌫ = !vq , quindi dalla direzione in cui ci avvici-
niamo all’origine. Per un plasmone acustico il rapporto ⌫ diventa una costante per q ! 0,
dato che ! / q. Quindi, il limite che deve essere fatto e` per q ! 0 tenendo costante il
rapporto !/q. A tale scopo si introduce la velocita` di gruppo acustica cs = limq!0 !ac(q)/q
e scriviamo
!ac(q) ' csq + c2q2 + c3q3 + ... (3.28)
Operiamo ora uno sviluppo in serie di Taylor-Laurent della (3.27)
"(q, csq + c2q
2 + c3q
3 + ...) ' f 1q 1 + f0 + f1q + f2q2 + ... (3.29)
A nche´ la (3.27) sia valida bisogna che tutti i coe cienti fi si annullino. Imponendo che
il coe ciente f 1, che dipende solo da cs, sia nullo si trova l’espressione per la velocita` di
gruppo acustica
cs
vF
=
1 + ⇤
⇣
↵˜eedkF
2
, ⇣
⌘
r
1 + 2⇤
⇣
↵˜eedkF
2
, ⇣
⌘ (3.30)
dove
⇤
✓
↵˜eedkF
2
, ⇣
◆
=
g
p
2 (1  ⇣2)
(1 + ⇣)
p
1  ⇣ + (1  ⇣)p1 + ⇣
↵˜eedkF
2
e
⇣ =
⇢2   ⇢1
⇢2 + ⇢1
e` la densita` di polarizzazione. Dalla (3.30) si vede che il rapporto cs/vF e` maggiore dell’unita`
per qualsiasi valore dei parametri ↵˜ee = e2/vF, d, kF =
p
4⇡(⇢1 + ⇢2)/g, ⇣ e 2, cos`ı che il
plasmone acustico risiede sempre al di fuori del continuo elettrone-buca per grandi lunghezze
d’onda e quindi non e` soppresso dallo smorzamento di Landau.
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Il calcolo analitico del modo ottico, invece, non ha problemi dato che nel limite di grandi
lunghezze d’onda !op(q) / pq e, percio`, ⌫ ! 1. Considerando, quindi, il limite dinamico
per alte frequenze (1.86a) della  (0)⇢⇢ (q,!) si trova la dispersione del modo ottico per grandi
lunghezze d’onda
!2op(q) =
g↵˜eev2FkF
1 + 2
 r
1 + ⇣
2
+
r
1  ⇣
2
!
q (3.31)
Nel caso in cui le densita` nei due strati siano le stesse, i.e. ⇣ = 0, e 1 = 2 = 3 = ,
si ritrova lo stesso risultato, a parte un fattore numerico, del BLG-AA con un drogaggio
tale che ✏F > t1, quindi si puo` a↵ermare che anche in questo caso l’e↵etto tunnel non
influisce sensibilmente sulla dispersione del modo di oscillazione collettivo in fase della carica,
mentre e` notevole l’e↵etto che esso ha sul modo di oscillazione fuori fase: infatti l’accensione
dell’e↵etto tunnel apre un gap in energia per questo modo e la sua relazione dispersione a
grandi lunghezze d’onda e` decrescente in q.
3.2.3 Il doppio strato di grafene AB
In ultima analisi vogliamo considerare brevemente anche i plasmoni dell’altra configura-
zione di doppio strato di grafene, il BLG-AB. Molti sono gli autori che hanno studiato gli
e↵etti a molti corpi di questo sistema, ma le sue funzioni di risposta sono state calcolate
spesso o solo nel limite statico o solo per il canale di densita` totale dei due strati o solo
all’interno del modello a due bande (vedi Capitolo 1) la cui applicabilita` e` limitata solo a
basse densita` e basse energie. Qui scegliamo di fare riferimento ai risultati di G. Borghi et
al. della Ref. [44], i quali hanno calcolato analiticamente le suscettivita` dinamiche del BLG-
AB non drogato e semi-analiticamente le stesse quantita` per il caso drogato nel modello a
quattro bande.
L’hamiltoniana del BLG-AB interagente puo` essere scritta come
Hˆ =
X
~k,↵, 
cˆ†↵(~k)

 vF 5 0~  ·~k   t1
2
( 5 x + i y)
 
cˆ (~k) +
1
2A
X
~q
h
v+(q)⇢ˆ~q⇢ˆ ~q + v (q)⌥ˆ~q⌥ˆ ~q
i
(3.32)
dove A e` l’area di ciascuno strato,  j sono le matrici di Dirac, v±(q) sono i termini di intera-
zione coulombiana come definiti nel Capitolo 2, ⇢ˆ~q =
P
~k, , 0 c
†
 (
~k ~q)[U †(~k ~q)U(~k)]  0 cˆ 0(~k)
e ⌥ˆ~q =
P
~k, , 0 c
†
 (
~k   ~q)[U †(~k   ~q) 5U(~k)]  0 cˆ 0(~k) sono gli operatori di somma e di↵erenza
di densita` come nel caso del BLG-AA (U(~k) e` la trasformazione unitaria che porta dagli
indici di strato e di sottoreticolo agli indici di banda). Anche in questo caso due sono
le funzioni di risposta necessarie al calcolo dei modi collettivi:  ⇢⇢(q,!) = hh⇢ˆ~q; ⇢ˆ ~qii! e
 ⌥⌥(q,!) = hh⌥ˆ~q; ⌥ˆ ~qii!, che all’interno dello schema RPA sono date dall’espressione
 ⇢⇢(⌥⌥)(q,!) =
 (0)⇢⇢(⌥⌥)(q,!)
1  v±(q) (0)⇢⇢(⌥⌥)(q,!)
⌘  
(0)
⇢⇢(⌥⌥)(q,!)
"⇢⇢(⌥⌥)(q,!)
(3.33)
dove  (0)⇢⇢(⌥⌥)(q,!) sono le funzioni di risposta nel limite non interagente:
 (0)⇢⇢(⌥⌥)(q,!) = lim
⌘!0+
X
 , 0
Z
rmd~k
(2⇡)2
n (~k)  n 0(~k + ~q)
! + ✏ (~k)  ✏ 0(~k + ~q) + i⌘
M , 0(~k,~k + ~q) (3.34)
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dove ✏ (~k) sono gli autovalori energetici (1.99) e (1.100) del BLG-AB e M , 0(~k,~k + ~q)
e` uguale a |[U †(~k   ~q)U(~k)]  0 |2 per la densita` totale ed a |[U †(~k   ~q) 5U(~k)]  0 |2 per la
di↵erenza di densita`.
In Figura 3.7 vengono riportati i grafici delle parti immaginarie degli inversi due funzioni
dielettriche, =m [1/"⇢⇢(q,!)] e =m [1/"⌥⌥(q,!)]. Qui si puo` notare l’insorgere di un modo
plasmonico in fase la cui frequenza va a zero come
p
q per q ! 0 ed e` presente per qualsiasi
drogaggio non nullo. Inoltre si vede anche un modo plasmonico fuori fase che nasce dal canale
di di↵erenza di densita`, ma questo e` soppresso dallo smorzamento di Landau a tutti i vettori
d’onda per per ✏F < t1/2, i.e. per densita` inferiori a ⇢ = 3(t1/vF)2/(4⇡) ⇡ 7 ⇥ 1012 cm 2,
che e` minore della densita` di ⇢ = 1.8 ⇥ 1013 cm 2 per la quale inizia ad essere popolata la
banda 1 (vedi Figura 1.16). In questo comportamento si puo` notare una somiglianza con il
caso del BLG-AA, ma in quest’ultimo il modo fuori fase non e` soppresso dallo smorzamento
di Landau per ✏F > t1 ed, inoltre, il modo plasmonico ottico e` presente anche in assenza di
drogaggio, cosa che invece non avviene per il BLG-AB.
Figura 3.7: (a) e (b): Parti immaginarie di 1/"⇢⇢(q,!) e 1/"⌥⌥(q,!) come funzioni di q in unita`
di kF3(vettore di Fermi per la banda 3) per drogaggio pari a ⇢ = 1012cm 2 e ↵ee = e2/(h¯vF) = 0.5.
(c) e (d): Stessa cosa per drogaggio pari a ⇢ = 5⇥ 1013cm 2. Immagini riprese da Ref. [44]
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Conclusioni
In questo lavoro di Tesi abbiamo studiato le funzioni di risposta densita`-densita` ed i
plasmoni nel doppio strato di grafene AA in entrambi i canali di somma e di↵erenza di
densita` dei due strati a temperatura nulla e per un drogaggio arbitrario.
Nel Capitolo 2, in origine abbiamo introdotto le interazioni elettrone-elettrone nell’hamil-
toniana di bassa energia, individuando gli operatori necessari per la valutazione della risposta
della densita` a campi elettrici oscillanti applicati longitudinalmente ai piani di grafene per
mezzo della teoria della risposta lineare. In seguito abbiamo calcolato le funzioni di risposta
densita`-densita` nel limite non interagente. Abbiamo trovato che la funzione di risposta per il
canale di densita` totale risulta uguale alla somma di due funzioni di risposta densita`-densita`
del singolo strato di grafene con drogaggi di↵erenti: in un termine il potenziale chimico e`
pari a µ+ = ✏F + t1, nell’altro a µ  = ✏F   t1. Quindi, per estrapolare la forma analitica di
questa funzione non e` stato necessario un calcolo ex novo, ma e` stato su ciente ricondurci ai
risultati noti in letteratura [8, 11]. Diverso e` stato il caso della funzione di risposta nel canale
di di↵erenza di densita`, che non era riconducibile ad alcun calcolo noto, ed e` stato necessario
procedere al calcolo analitico diretto. Abbiamo, quindi, proceduto a ricavare l’espressione
analitica della sua parte immaginaria per valori arbitrari di vettori d’onda e frequenze, tro-
vando la preziosa informazione che il continuo elettrone-buca si annulla per piccoli vettori
d’onda e per ✏F > t1 nelle Regioni 1 e 2 di Figura 2.5(a) e per t1 > ✏F > 0 solo nella Regione
1 di Figura 2.5(b). In seguito abbiamo calcolato lo sviluppo per piccoli vettori d’onda della
parte reale: per t1 > ✏F > 0 ci siamo fermati all’ordine zero in q, mentre per ✏F > t1 siamo
arrivati fino al secondo ordine. Infine, attraverso l’uso della teoria RPA applicata al doppio
strato di grafene AA abbiamo ricavato le espressioni per le funzioni dielettriche del canale
di somma e di quello di di↵erenza di densita`.
Nel Capitolo 3 abbiamo fatto uso delle espressioni delle funzioni dielettriche e delle ap-
prossimazioni a grandi lunghezze d’onda delle funzioni di risposta per ricavare l’ordine do-
minante delle relazioni di dispersione dei modi plasmonici in q nel doppio strato di grafene
AA. Quello che abbiamo trovato e` che questo sistema e` in grado di sostenere due diversi
modi plasmonici, uno associato alle oscillazioni in fase della densita` di carica nei due strati
di grafene e l’altro a quelle fuori fase. Il primo e` di tipo ottico, i.e. ha dispersione !pl+ ⇠ pq,
ed e` presente per valori arbitrari di drogaggio. Un fatto lo rende estremamente interessante:
per drogaggi tali per cui ✏F risulta inferiore all’energia di e↵etto tunnel inter-strato t1 la di-
spersione di questo modo risulta indipendente dal drogaggio stesso ed il plasmone e` presente
anche se il drogaggio e` nullo, il che lo contraddistingue nettamente dal singolo e dal doppio
strato di grafene in configurazione AB. Questo fa s`ı che i plasmoni ottici nel doppio strato di
grafene AA siano protetti da drogaggi non intenzionali, dovuti per esempio da impurezze nel
substrato. Il modo fuori fase presenta un comportamento molto particolare: la sua relazione
di dispersione e` contraddistinta da un salto in energia pari al doppio di t1, per piccoli vettori
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d’onda ha una pendenza negativa in q e la sua forza di oscillatore e` maggiore di quella del
modo in fase, ma tutto questo vale solo per ✏F > t1. Se, invece, il livello di Fermi e` inferiore a
t1, questo modo e` soppresso dallo smorzamento di Landau dato che va a cadere nel continuo
elettrone-buca. Questo rende possibile fare plasmonica nel doppio strato di grafene AA a
frequenze molto elevate: h¯!pl  ⇠ 2t1 ⇡ 0.4 eV , cioe` siamo nel regime delle centinaia di THz,
un ordine di grandezza piu` grande rispetto a quanto e` stato fatto nel singolo strato di grafene
[36, 37].
Il naturale proseguimento di quanto svolto in questo lavoro di Tesi prevede il calcolo
integrale della parte reale della funzione di risposta nel canale di di↵erenza di densita` per
valori arbitrari di vettori d’onda e frequenze, aprendo la strata al calcolo numerico della
dispersione dei plasmoni. Una volta note le funzioni di risposta densita`-densita`, il passo
successivo nello studio degli e↵etti a molti corpi nel doppio strato di grafene AA e` fornito dal
calcolo della funzione spettrale A(~k,!), che fisicamente rappresenta la densita` di probabilita`
legata all’aumento o alla diminuzione dell’energia di una quantita` compresa tra ! e !+d!,
aggiungendo o rimuovendo una particella di impulso ~k. Essa e` proporzionale alla funzione di
Green (ritardata) ad un corpo del sistema e contiene preziose informazioni sullo spettro del
sistema elettronico, tenendo conto non solo della dispersione di banda come rinormalizzata
da e↵etti a molti corpi (interazioni elettrone-elettrone, elettrone-fonone, ecc.), ma anche della
vita media delle quasiparticelle [9]. La funzione spettrale puo` essere misurata da esperimenti
ARPES3.
3Spettroscopia per emissione di fotoni a risoluzione angolare (“Angle-Resolved PhotoEmission Spectro-
scopy”). L’apparato sperimentale consiste in una lampada a scarica o in un sincrotrone, che forniscono il
fascio di fotoni, che viene fatto incidere sul cristallo campione propriamente allineato. Se i fotoni incidenti
hanno una energia su cientemente alta, lo scattering con gli elettroni del cristallo causa la loro emissione.
Un analizzatore di energia cinetica riceve gli elettroni risolvendone l’angolo di emissione. In tal modo sono
noti modulo e direzione dell’impulso dei fotoelettroni
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A Dettagli sui calcoli della funzione di
risposta di↵erenza di densita`
Mostriamo ora i dettagli dei calcoli analitici della funzione di risposta non interagente nel
canale di di↵erenza di densita` del doppio strato di grafene in configurazione AA data dalla
(2.31c), che a temperatura nulla si scrive come
 (0)SxSx(~q,!) =
g
A
X
~k, , 0
(
⇥[✏F   t1    h¯vFk] ⇥[✏F + t1    0h¯vF |~k   ~q|]
h¯! +  h¯vFk    0h¯vF |~k   ~q|+ 2t1 + i⌘
+
+
⇥[✏F + t1    h¯vFk] ⇥[✏F   t1    0h¯vF |~k   ~q|]
h¯! +  h¯vFk    0h¯vF |~k   ~q|  2t1 + i⌘
)   F , 0(~k,~k + ~q)   2 (A.1)
Tratteremo prima il calcolo della parte immaginaria su tutto il piano (q,!) e poi quello della
parte reale nel limite di grandi lunghezze d’onda fermandoci all’ordine zero dello sviluppo in
q per il caso t1 > ✏F > 0 ed al secondo ordine per il caso ✏F > t1.
A.1 Parte immaginaria
Iniziamo col portare la (A.1) in una forma piu` conveniente per il calcolo che vogliamo com-
piere: tramite semplici manipolazioni e passando al limite del continuo 1A
P
k ! 1(2⇡)2
R
d~k,
essa puo` essere riscritta come
= g(2⇡)2
P
  0
R
d~k
⇢
⇥[µ     h¯vFk]
 |F , 0 (~k,~k+~q)|2
h¯!++h¯vF ( k  0|~k ~q|)+i⌘  
|F , 0 (~k,~k+~q)|2
h¯!  h¯vF ( k  0|~k ~q|)+i⌘
 
+
+⇥[µ+    h¯vFk]
 |F , 0 (~k,~k+~q)|2
h¯! +h¯vF ( k  0|~k ~q|)+i⌘  
|F , 0 (~k,~k+~q)|2
h¯!+ h¯vF ( k  0|~k ~q|)+i⌘
  
(A.2)
dove sono state usate le notazioni introdotte nel Capitolo 2: µ± = ✏F ± t1 e h¯!± = h¯!± 2t1.
Adesso, per separare la parte reale e quella immaginaria usiamo la nota relazione
lim
⌘!0
1
x+ i⌘
= P 1
x
  i⇡ (x) (A.3)
dove con P si intende la parte principale di Cauchy-Hadamard. Passando alle coordinate
polari, abbiamo che la parte immaginaria e` data da
=m (0)SxSx(~q,!) =  
g
4⇡
X
  0
Z
dk {⇥[µ     h¯vFk] [I  0(k; q,!+)  I    0(k; q,! )] +
 ⇥[µ+    h¯vFk] [I  0(k; q,! )  I    0(k; q,!+)]} (A.4)
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DENSITA`
dove e` stato definita la quantita`
I  0(k; q, !˜) = k
Z 2⇡
0
d   [h¯!˜ + h¯vF ( k    0|~k   ~q|)]
   F , 0(~k,~k + ~q)   2 (A.5)
Qui, come variabile di integrazione angolare e` stato scelto l’angolo   formato tra i vettori ~k
e ~q, fissando il secondo come asse polare. Per questa scelta il fattore di chiralita` si scrive nel
seguente modo:    F , 0(~k,~k + ~q)   2 = 1
2
 
1 +   0
k + q cos 
|~k + ~q|
!
(A.6)
L’argomento dell funzione delta di Dirac nella (A.5) si annulla per
cos  =
(h¯!˜)2   (h¯vF q)2 + 2 h¯2vFk!˜
2(h¯vF )2kq
(A.7)
con le condizioni che  0(h¯!˜ +  vFk) > 0 e | cos |  1. Svolgendo l’integrale angolare,
prestando attenzione al fatto che nell’intervallo [0, 2⇡] ci sono due angoli che soddisfano
l’equazione (A.7), si trova:
I  0(k; q, !˜) =
  0
h¯vF
(2 vF k+!˜)2 (vF q)2p
((vF q)2 !˜2)[(2 vF k+!˜)2 (vF q)2]
·
n
⇥(  0)⇥(vF q   |!˜|)⇥
⇣
k   vF q  !˜2vF
⌘
+
+⇥(   0)⇥(vF q    !˜)⇥( vF q    !˜)⇥
⇣
k +  !˜+vF q2vF
⌘
⇥
⇣
vF q  !˜
2vF
  k
⌘o
(A.8)
Dall’integrazione in k dei vari termini della (A.4) si ottengono le (2.34)-(2.51).
A.2 Parte reale a grandi lunghezze d’onda
Iniziamo con il calcolare l’ordine zero dello sviluppo in q della (A.1). Per fare questo
basta valutare la funzione in q = 0 e troviamo (passando di nuovo al limite del continuo di
stati e integrando sulla variabile angolare):
 (0)SxSx(q = 0,!) =
g
2⇡
X
 ,s=±1
Z
dk k
⇥(✏F   st1    h¯vF ) ⇥(✏F + st1    h¯vF )
h¯! + 2st1 + i⌘
(A.9)
e svolgendo le somme abbiamo
= g2⇡
⇣
1
h¯! 2t1+i⌘ +
1
h¯!+2t1+i⌘
⌘ 8>><>>:
R µ+
h¯vF
µ 
h¯vF
dk k , ✏F > t1 (A.10a)
2
R µ 
h¯vF
0 dk k +
R µ+
h¯vF
µ 
h¯vF
dk k , t1 > ✏F > 0 (A.10b)
dalla cui integrazione si giunge alle (2.52).
Adesso passiamo a considerare il calcolo degli ordini successivi in q per ✏F > t1 iniziando
con il riscrivere la parte reale nel seguente modo:
<e (0)SxSx(q,!) =
g
(2⇡)2
Z
dk [⇥(µ    h¯vFk)J++(k; q,!+) ⇥(µ+   h¯vFk)J +(k; q,!+)+
 ⇥(h¯vFk   µ )J+ (k; q,!+) +⇥(h¯vFk   µ+)J  (k; q,!+)] + (!+ ! ! , µ+ ! µ )
(A.11)
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dove l’ultimo termine sta ad indicare che si ripete il primo, ma con frequenze !˜ e potenziali
chimici µ˜ invertiti ed e` stata definita la quantita`:
J↵ (k; q, !˜) =
Z 2⇡
0
d 
k
h¯!˜ + ↵h¯vF (k    |~k + ~q|)
1
2
 
1 +  
k + q cos 
|~k + ~q|
!
(A.12)
Adesso, siccome ci interessa trovare la correzione per piccoli vettori d’onda fino al secondo
ordine in q della parte reale, sviluppiamo la (A.12):
J↵ (k; q ! 0, !˜) ⇡ ⇡k 1 +  
h¯vFk↵(1   ) + h¯!˜ + ⇡
 !˜2 + ↵(    3)vFk!˜   4v2Fk2
4h¯k[↵(    1)vFk   !˜]3 q
2 +O(q3)
(A.13)
e, di nuovo, svolgendo l’integrale in k della (A.11) si ottiene la (2.53).
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