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Запропоновано формальні моделі основних етапів обробки даних в реконфігу-
ровних комп’ютерних системах, що враховують вплив затримок передавання 
конфігураційних даних на ефективність обчислень та дозволяють оцінити і оп-
тимізувати непродуктивні витрати часу на реконфігурацію обчислювального се-
редовища на ПЛІС. Запропоновано формалізацію концепції адаптивного відо-
браження алгоритмів на реконфігуровне обчислювальне середовище в режимі ча-
су виконання, що базується на багаторівневому кешуванні конфігураційних даних 
Ключові слова: реконфігуровні комп’ютерні системи, часткова динамічна 
реконфігурація, накладні витрати реконфігурації, відображення алгоритмів 
 
Предложены формальные модели основных этапов обработки данных в ре-
конфигурируемых компьютерных системах, учитывающие влияние задержек пе-
редачи конфигурационных данных на эффективность вычислений и позволяющие 
оценить и оптимизировать непроизводительные затраты времени на реконфигу-
рацию вычислительной структуры на ПЛИС. Предложена формализация концеп-
ции адаптивного отображения алгоритмов на реконфигурируемую вычислитель-
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ную среду в режиме времени выполнения, которая основана на многоуровневом 
кэшировании конфигурационных данных 
Ключевые слова: реконфигурируемые компьютерные системы, частичная 
динамическая реконфигурация, накладные расходы реконфигурации, отображе-
ние алгоритмов 
 
1. Вступ 
Високий рівень сучасного прогресу привів до того, що екстенсивні технології 
підвищення продуктивності високопродуктивних обчислень досягають граничних 
можливостей, що підтверджується порушенням виконання закону Мура в останні 
роки [1]. Прагнення подальшого підвищення продуктивності до рівня exaflops ро-
бить виклик для пошуку нових інтенсивних рішень. Одним з таких рішень є дина-
мічно реконфігуровні комп’ютерні системи (динамічно РКС) [2–4], створення 
яких стало можливим на базі сучасної технології часткової динамічної реконфігу-
рації (ЧДР) програмованих логічних інтегральних схем (ПЛІС) [3]. Цей напрям на 
сьогодні стрімко розвивається. Найбільш перспективними класами задач, які 
розв’язуються в динамічно РКС, є задачі керування в реальному часі, зокрема в 
невизначеному базисі, що мають інформаційний, багатовимірний та динамічний 
характер [5–8]. 
На відміну від статичної реконфігурації [9, 10], динамічна реконфігурація 
створює передумови для створення обчислювальних структур, що в режимі Run 
Time адаптуються до вимог вирішуваних задач [3, 11–13]. Це дозволяє, по-перше, 
подолати обмеження жорсткої архітектури високопродуктивних комп’ютерних 
систем широкого застосування і наблизити реальну продуктивність обчислень до 
заявленої пікової в критичних класах задач. По-друге, значно розширити функціо-
нальні можливості реконфігуровних комп’ютерних систем, що базуються на 
ПЛІС, і реалізувати на обмеженій площині кристалу обчислювальні структури ви-
сокої складності без значного удорожчання [14]. Актуальною також є можливість 
зменшення енергоспоживання на базі використання технології ЧДР [13, 15, 16]. 
Відомі технології паралельної обробки даних орієнтовані на фіксоване обчис-
лювальне середовище без будь-яких просторових і функціональних обмежень, які 
характерні динамічно РКС. Тому вирішувана проблема стосується розвитку теорії 
організації паралельних обчислень у реконфігуровних комп’ютерних системах, що 
мають обмеження функціональних та апаратурних можливостей, зумовлені вико-
ристанням динамічно програмовної елементної бази. 
 
2. Аналіз літературних даних та постановка проблеми 
В відомих динамічно РКС для вирішення проблеми відображення алгоритмів 
на реконфігуровне обчислювальне середовище широко використовуються моди-
фікації традиційних алгоритмів динамічного планування, що розроблені для фік-
сованих обчислювальних середовищ і функціонують на рівні програмного забез-
печення надбудови операційної системи [17]. Розповсюдженим підходом є вбудо-
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вування в відомі алгоритми планування і розподілення завдань різноманітних спо-
собів зменшення накладних витрат. Так, в роботі [12] описано спосіб повторного 
використання реконфігуровних обчислювальних ресурсів в динамічно РКС в ре-
жимі часу виконання. В роботах [2, 18] запропоновані способи оптимізації розмі-
щення реконфігуровних обчислювальних ресурсів на базі завчасної реконфігура-
ції. Зважаючи на те, що проблема накладних витрат локалізується на структурно-
му рівні РКС, організація процесу відображення алгоритмів на реконфігуровне 
обчислювальне середовище на рівні операційної системи значно ускладнює вра-
хування параметрів фізичного рівня ПЛІС і супроводжується надлишковими ви-
тратами часу і продуктивності [17]. Окрім того, ряд робіт в даному напрямку [12, 
18] на враховує проблему апаратурних обмежень ПЛІС.  
Проблема подолання апаратурних обмежень ПЛІС зазвичай вирішується спо-
собами, що також вбудовуються в механізми відображення алгоритмів. Такими 
способами є дефрагментація обчислювального простору ПЛІС, що розглянуто в 
роботах [12, 19], механізми відмови виконання задач [20] і вивантаження некрити-
чних конфігурацій, що розглянуті в роботах [19, 21]. Ці способи в цілком афекти-
вні в статично РКС. В динамічно РКС використання дефрагментації і вивантажен-
ня конфігурацій призводить до виникнення додаткових неконтрольованих витрат 
часу і продуктивності, які неможливо оцінити з метою оптимізації. 
Найбільш ефективними є спеціалізовані методи та засоби планування рекон-
фігуровних обчислювальних ресурсів та відображення алгоритмів, які розроблені 
безпосередньо для динамічно РКС. Такі методи та засоби спрямовані на спрощен-
ня врахування параметрів фізичного рівня ПЛІС під час розподілу задач, врахову-
ють накладні видатки реконфігурації і апаратурні обмеження ПЛІС. 
В роботі [11] запропонований власний алгоритм зменшення накладних витрат 
часу та енергоспоживання, який заснований на відомому алгоритмі EDF (Earliest 
Deadline) для динамічного планування. Запропонований алгоритм вирішує завдан-
ня оптимізації розміщення апаратних задач на базі планування фрагментації і зав-
часної реконфігурації обчислювального середовища ПЛІС. В роботі [15] запропо-
нований евристичний алгоритм відображення задач, що виводить мінімальну схе-
му розміщення задач з врахуванням перенавантаження, завдання мінімізації на-
кладних витрат, пріоритетів та взаємозв’язків між задачами. В роботі [13] описа-
ний механізм кешування конфігураційних даних для зменшення накладних ви-
трат. Запропонований спосіб дозволяє зменшити витрати часу на завантаження 
конфігураційних даних та енергоспоживання, на базі використання внутрішньої 
пам’яті ПЛІС для кешування конфігураційних даних. Автори роботи не врахову-
ють критичного обмеження обсягу внутрішньої пам’яті ПЛІС, тому запропонова-
ний метод не афективний для великої кількості виконуваних завдань. Запропоно-
вані авторами оглянутих робіт власні алгоритми в основному спрямовані на вирі-
шення завдання оптимального розміщення апаратних задач на поверхні ПЛІС з 
точки зору мінімізації накладних видатків часу та енергоспоживання.  
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В роботі [4] запропонований власний алгоритм планування та відображення 
задач для специфічної апаратної операційної системи самореконфігуровної обчис-
лювальної системи. Застосовуються різноманітні способи оптимізації відображен-
ня алгоритмів в тому числі і механізм завчасної реконфігурації. Апаратна реаліза-
ція спеціалізованої операційної системи дозволяє найбільш ефективно вирішити 
завдання відображення алгоритмів але обмежує функціональність обчислювальної 
системи, дослідження цього напрямку детально описано в роботі [17]. 
Накладні витрати у процесі реконфігурації обчислювального середовища і 
апаратурні обмеження ПЛІС є важливою проблемою, що на сьогодні перешкоджає 
інтенсивному розвитку реконфігуровних обчислень. Це обумовлює необхідність 
розроблення нових методів і засобів відображення алгоритмів на змінюване обчи-
слювальне середовище з врахуванням функціональних та апаратурних обмежень 
РКС. 
 
3. Ціль та задачі дослідження 
Метою дослідження є підвищення ефективності процесу відображення алго-
ритмів на реконфігуровну обчислювальну структуру динамічно РКС за рахунок 
динамічної адаптації до параметрів змінюваного обчислювального середовища з 
врахуванням непродуктивного часу і апаратурних обмежень ПЛІС. 
Для досягнення поставленої мети вирішувались наступні задачі: 
– розробити концепцію адаптивного відображення алгоритмів в динамічно 
РКС, що дозволяє мінімізувати непродуктивний час з врахуванням апаратурних 
обмежень ПЛІС і параметрів змінюваного в процесі відображення обчислюваль-
ного середовища; 
– формалізувати процес відображення алгоритмів в динамічно РКС для оцін-
ки непродуктивного часу на всіх рівнях функціонування системи; 
– дослідити і оцінити процес обробки даних в динамічно РКС на базі адапти-
вного відображення алгоритмів за критеріями мінімізації непродуктивних витрат 
часу з врахуванням апаратурних обмежень ПЛІС. 
 
4. Матеріали та методи дослідження процесу адаптивного відображення 
алгоритмів в динамічно РКС 
4. 1. Об’єкти дослідження та устаткування, що використовувались під 
час досліджень 
Функціональні блоки апаратних задач, на базі яких було проведено моделю-
вання та дослідження нової стратегії реконфігуровних обчислень, синтезовані на 
мові опису апаратури Verilog та реалізовані різних сімействах ПЛІС Cyclone ком-
панії Altera. Для дослідження часових характеристик та тестування працездатності 
функціональних блоків використана плата Altera Development Kit DE2. 
Дослідження проводились для серії алгоритмів, поданих макрографами ЯПФ. 
Досліджувались макрографи алгоритмів з різною кількістю однотипних функцій 
та різним ступенем зв’язності. Досліджувані алгоритми випадковим чином синте-
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зовані на підставі розробленої бібліотеки апаратних реалізацій функціональних 
ядер, що відповідають певним М-функціям. 
 
4. 2. Математична модель процесу адаптивного відображення алгоритмів 
в динамічно РКС 
4. 2. 1. Модифікований спосіб визначення критеріїв ефективності дина-
мічно РКС 
В якості вихідних розглядаються алгоритми задач зі змішаним типом парале-
лізму. Це дозволяє трансформувати графи алгоритмів для налаштування в рекон-
фігуровному середовищі задачезорієнтованих обчислювальних структур з висо-
кою швидкістю обробки даних. Обчислювані алгоритми зі змішаним типом пара-
лелізму подаються макрографами (М-графами) потоків даних (MDG, Macro 
Dataflow Graphs), у вершинах яких розміщуються макрофункції (М-функції) [22]. 
Обчислювальний алгоритм подано М-графом GM={NG, DG}, де NG – множина 
вершин, що відповідають завданням (M-функціям); DG – множина ребер, що ви-
значають залежності між М-функціями, 1 2{ , ,..., ,..., } 1, M i gN N N N N i g  – множи-
на М-функцій в вершинах М-графу; g – кількість вершин, 1,kW k w  – ідентифіка-
тор ярусу М-графу; w – кількість ярусів. Кожній М-функції ставиться у відповід-
ність апаратна задача (HW-задача), що визначається вектором [12] 
 
 { , | ( ),  ,  }, j j  SUM j  j j j iTask S T T R I N                                                                 (1) 
 
де Sj – площа прямокутника, що містить HW-задачу Taskj на поверхні реконфігу-
ровної області ПЛІС; Rj – час, витрачений на пересилання конфігураційних даних і 
конфігурування HW-задачі на поверхні ПЛІС для виконання певної М-функції; 
Tj=THW j – час виконання HW-задачі на апаратурі ПЛІС з урахуванням часу введен-
ня-виведення даних для обчислення; TSUM j – загальний час виконання М-функції 
Ni, 1,jI j m  – обчислювальна функція, яку реалізує HW-задача; m – кількість 
HW-задач, що синтезовані і збережені у бібліотеці конфігураційних даних (БКД).  
Основні критерії ефективності РКС визначено на підставі відомого показника 
пришвидшення [20]. Для динамічно РКС застосування цього показника неефекти-
вне, оскільки він не враховує складності пов'язані з динамічно змінюваними умо-
вами відображення та з необхідністю урахування фізичних параметрів і обмежень 
ПЛІС на всіх етапах процесу відображення. Для визначення критеріїв ефективнос-
ті динамічно РКС запропоновано вдосконалений показник пришвидшення обчис-
лення [23], який на відміну від відомого [20] враховує часову складність процесів 
керування обчисленнями і виділенням реконфігуровних обчислювальних ресурсів: 
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 
SW
CONTROL HW
T
T R T
  (2) 
 
де TSW – час виконання завдання (М-функції) на процесорному ядрі; HWT  – час ви-
конання М-функції на апаратурі ПЛІС; R – час реконфігурації обчислювального 
середовища для виконання М-функції, TCONTROL – часова складність процесу відо-
браження алгоритму на реконфігуровну обчислювальну структуру. Час реконфі-
гурації обчислювального середовища є непродуктивним часом обчислювального 
процесу. Сума (TCONTROL+R) визначає накладні витрати часу в процесі відображен-
ня алгоритмів на реконфігуровну обчислювальну структуру. 
На підставі модифікованого критерію ефективності (2) отримано цільову фу-
нкцію зменшення накладних витрат процесу відображення алгоритмів, яка цілком 
залежить від затримок, що супроводжують цей процес: 
 
 
     
min
min min ,
 
  

 
CONTROL jj
CONTROL COMM j CONFIG jj j
T R
T Т Т
 (3) 
 
де TCOMM – час передавання конфігураційних даних із зовнішніх сховищ в інтер-
фейси ПЛІС; TCONFIG – час конфігурування обчислювальної структури, при цьому 
R=TCOMM + TCONFIG. Час конфігурування залежить від технічних показників мікрос-
хеми і визначається як TCONFIG=TINI+NBIT+TW, де TINI – час читання і опрацювання 
першого конфігураційного слова бітового потоку; NBIT – кількість конфігурацій-
них слів у бітовій послідовності; TW – час пересилання одного слова даних через 
конфігураційний інтерфейс ПЛІС [19]. 
Визначено основні критерії ефективності реалізації алгоритмів обчислюваль-
них задач у динамічно РКС, згідно з якими довжина критичного шляху і ширина 
М-графу ЯПФ алгоритму оцінюються такими співвідношеннями: 
 
( ) ; HW SWR T T  max[ ] | 1, , kH k w n   (4) 
 
де Hk – кількість вузлів на ярусі Wk; 1,k w  – індекс ярусу; w – кількість ярусів, 
1, kh H  – номер вузла на ярусі k; n – кількість HW-задач на ПЛІС. 
 
4. 2. 2. Основні особливості організації структурного рівня динамічно 
РКС 
Для ефективного вирішення проблеми адаптивного відображення запропоно-
вано перемістити процес відображення алгоритмів з рівня операційної системи на 
структурний рівень обчислювального модуля (ОМ). Дослідження ефективності 
Н
Е 
Я
ВЛ
Я
ЕТ
С
Я
 П
ЕР
ЕИ
ЗД
А
Н
И
ЕМ
реалізації процесів керування на різних рівнях абстракцій РКС виконано в попере-
дній роботі авторів [17], на підставі чого зроблений висновок, що найбільш ефек-
тивним є локалізація засобів керування реконфігурацією обчислювального сере-
довища на локальному рівні обчислювального модуля. Найбільш ефективними за 
результатами проведених досліджень є спеціалізовані апаратні засоби керування 
реконфігуровними обчисленнями. 
В попередній роботі авторів [24] запропоновано децентралізовані апаратні 
засоби керування процесом відображення алгоритмів, що локалізовані на струк-
турному рівні ОМ динамічно РКС. Ці засоби базуються на розпаралеленні про-
цесу керування і організації багаторівневої багатофункціональної кеш-пам’яті на 
локальному рівні ОМ. Запропонована організація структурного рівня динамічно 
РКС забезпечує можливість об'єктивної оцінки часової складності процесу відо-
браження алгоритмів з врахуванням особливостей динамічно РКС і його оптимі-
зації. Впливати на час конфігурації кристала ПЛІС складно, бо цей час залежить 
від технічних показників мікросхеми. Одначе запропонована структурна органі-
зація динамічно РКС надає широкі можливості для зменшення комунікаційних 
затримок під час реконфігурації обчислювального середовища. На природу ви-
никнення комунікаційних затримок впливають наступні фактори: структура об-
числювальної системи; організація адресного простору; структура комунікацій-
ного середовища; місце розташування конфігураційних даних; обсяг конфігура-
ційних даних. Комунікаційні затримки визначають час витрачений на процес пе-
редавання конфігураційних даних з віддалених бібліотек до інтерфейсів криста-
лів ПЛІС, що передує процесу програмування кристалу ПЛІС. Цей час визначає 
непродуктивну складову часу відображення і є критичним критерієм ефективно-
сті реконфігуровних обчислень. 
 
4. 2. 3. Новий підхід до трансформації графів алгоритмів обчислюваль-
них задач в динамічно РКС 
Апаратурні обмеження та функціональні особливості динамічно РКС не до-
зволяють ефективно використовувати традиційні методи трансформації графів ал-
горитмів, які орієнтовані на фіксоване обчислювальне середовище без будь-яких 
просторових і функціональних обмежень. Обмеження, якими характеризуються 
динамічно РКС, роблять неафективними традиційні підходи до модифікації графів 
алгоритмів з ціллю скорочення критичного шляху. Наприклад, зменшення крити-
чного шляху за рахунок розширення графа неможливо через апаратні обмеження, 
а зменшення ширини графу за рахунок збільшення критичного шляху унеможлив-
люється внаслідок часових обмежень.  
Для динамічно РКС запропоновано новий підхід до модифікації графу ЯПФ 
алгоритму, який базується на використанні критеріїв (2)–(4). Приклад скорочення 
критичного часу виконання алгоритму зображено на часових діаграмах на рис. 1. 
Час виконання кожної М-функції в вершині М-графу складається з часу відобра-
ження завдання на реконфігуровне обчислювальне середовище і часу виконання ТО
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HW-задачі на ПЛІС. Запропонований підхід полягає в перенесенні складової часу 
відображення завдання з критичного шляху графу на його інші яруси. Для скоро-
чення критичного часу запропоновано комплексна інтеграція технологій завчасної 
реконфігурації обчислювальної структури і повторного використання ресурсів 
HW-задач для запобігання повторного передавання конфігураційних даних. Таким 
чином, частина складової часу реконфігурації видаляється з критичного шляху, а 
частина переміщується на попередні яруси М-графу ЯПФ. 
 
 
 
Рис. 1. Приклад застосування комплексного підходу до скорочення критичного 
часу обробки даних: ліворуч – повторне використання реконфігуровних ресурсів; 
праворуч – завчасна реконфігурація; i|j – номер вузла графу Ni | тип функції Ij;  – 
час реконфігурації Rj;  – час виконання задач Tj; – час виконання задач на кри-
тичному шляху Tj;  – непродуктивний час; КП – керуючий процесор; КР – конт-
ролер ре конфігурації 
 
За порівняння діаграм ліворуч і праворуч на рис. 1 видно, що значна частина 
непродуктивного часу видалена з критичного шляху М-графу за рахунок перемі-
щення процесу реконфігурації на попередні яруси. У результаті такої трансформа-
ції критичний шлях М-графу визначається тільки продуктивним часом виконання 
завдань кожного ярусу. 
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Запропонований підхід базується на розпаралеленні процесу керування на 
структурному рівні ОМ. Для реалізації такого розпаралелення в попередній роботі 
авторів [24] запропоновано використання контролера реконфігурації (КР) для ке-
рування процесом завантаження конфігураційних даних і локального керуючого 
процесора (КП) для керування обчислювальним процесом (рис. 1, б) на рівні ОМ. 
Оцінка часу виконання кожного ярусу графу ЯПФ алгоритму, приклад якого 
наведений на рис. 1, наведена в табл. 1. 
 
Таблиця 1 
Порівняльна оцінка часу реконфігурації 
Номер 
ярусу 
Стандартна послідов-
ність реконфігурації 
Видалення повторного 
завантаження конфігу-
раційних даних 
Завчасна рекон-
фігурація 
W1 1 1 1 WT R T  1 1 1 WT R T  1 1 1 WT R T  
W2 2 2 3 53  WT R R T  2 2 3 5  WT R R T  2 4 5 WT R R  
W3 3 3 4 82 3  WT R R T  3 3 4 8  WT R R T  3 8WT T  
W4 4 2 5 3 13   WT R R R T  4 12WT T  4 12WT T  
W5 5 3 152 WT R T  5 14WT T  5 6WT R  
W5 6 6 17 WT R T  6 6 17 WT R T  6 17WT T  
 
Вирази в табл. 1 відображують, що час виконання кожного ярусу графу ЯПФ 
алгоритму зменшується у порівнянні зі стандартною послідовністю реконфігурації 
шляхом запобігання повторного завантаження конфігураційних даних. Завчасна 
реконфігурація на базі розпаралелення процесу керування інтенсивно скорочує 
час виконання кожного ярусу. 
 
4. 2. 3. Оцінка часу основних етапів відображення задач в РКС 
Для оцінки часу обробки даних були визначені і досліджені основні етапи ві-
дображення завдань, на підставі чого визначено, що відповідно до місця розмі-
щення конфігураційних даних можливі різні послідовності виконання алгоритмів. 
Ми визначаємо три базові послідовності, для реалізації яких запропоновано бага-
торівневе кешування конфігураційних даних на різних рівнях динамічно РКС (рис. 
2). Засоби реалізації багаторівневої кеш-пам’яті на структурному рівні обчислю-
вального модуля описані в попередній роботі авторів [24]. Математичні вирази 
для визначення часу обробки даних базі визначених послідовностей виконання 
алгоритмів приведені далі. 
Послідовність І. Стандартний процес реконфігурації обчислювального сере-
довища, при завантаженні конфігураційних даних HW-задачі   jTask  із віддаленої 
централізованої БКД: 
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І І
   ( ) ,   SUM j j j COMM_NET j jT R T T T  (5) 
 
де TCOMM_NET j – час пошуку і передавання конфігураційних даних із БКД на рівень 
ОМ РКС мережевими засобами зв’язку та час налаштування ПЛІС. 
Послідовність ІІ. Кешування конфігураційних даних у локальній пам’яті, коли 
конфігураційні дані HW-задачі Taskj завантажуються із локальної пам’яті конфі-
гураційних даних (ЛПК) ОМ динамічно РКС: 
 
II ІІ
 _   ,   SUM j j j COMM LBUS j jT R T T T  (6) 
 
де TCOMM_LBUS j – час пошуку і передавання конфігураційних даних із ЛПК та час 
програмування ПЛІС. При цьому TCOMM_NET j<<TCOMM_NET j, з чого слідує, що 
R
I
j>>R
II
j. 
Послідовність ІІІ. Кешування HW-задач на поверхні ПЛІС, коли HW-задача 
вже зконфігурована на поверхні реконфігуровної ділянки ПЛІС і повторне заван-
таження конфігураційних даних не відбувається: 
 
ІІІ
 ,SUM j jT T   0.jR  (7) 
 
 
 
Рис. 2. Базові послідовності завантаження конфігураційних даних на ПЛІС 
 
Вирази (5)–(7) для визначення часу обробки даних дозволяють оцінити змен-
шення критичного часу виконання М-графів ЯПФ алгоритмів і обсяг непродукти-
вного часу, що узагальнено в табл. 2. 
Час виконання обчислень оцінено способом, що зазвичай використовується 
на етапі проектування обчислювальних систем, за таким виразом: 
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1( ) 1, ,

 
K
B j  j
j
T PT  P K   
 
де TB – час виконання послідовності М-функцій [ | 1, ]jІ j K  на критичному шляху 
В, K – кількість типів М-функцій, Pj – кількість екземплярів М-функцій одного ти-
пу, Rj – час завантаження та програмування кожної j-ї апаратної задачі на поверхні 
ПЛІС, Tj – час обчислення кожної задачі.  
Пришвидшення обчислення вимірюється абсолютним прирощенням швидко-
дії  BТ  і коефіцієнтом пришвидшення реконфігурації KR. Показник абсолютного 
прирощення дозволяє оцінити обсяг непродуктивного часу: . B removeТ R  
 
Таблиця 2 
Математичні моделі базових послідовностей виконання алгоритмів в динамічно 
РКС 
Базові послідовності 
завантаження кон-
фігураційних даних 
Час виконання завдань 
на критичному 
шляху, ( BT ) 
Непродуктивний час, ( removeR ) 
Стандартний процес 
реконфігурації (5) 
1 1 
  
K K
B
j j j j
j j
T P R PT  – 
Завантаження із 
центральної бібліо-
теки конфігурацій з 
кешуванням на 
ПЛІС 
І
_І
1 1 
  
K K
B
rapid j j j
j j
T R PT  I_ І
1
( 1)

  
K
remove j j
j
R R P  
Завантаження із ло-
кальної пам’яті об-
числювального мо-
дуля з кешуванням 
на ПЛІС (6) 
ІІ
II
1 1 
  
K K
B
rapid_ j j j
j j
T R PT  
І II
_ II
1 1
( 1)
 
    
K K
remove j j j j
j j
R P R R P
 
Зберігання в кеш 
пам’яті на ПЛІС (7) III
1

K
B
rapid_ j j
j
T PT  І ІI_ III
1 1 
   
K K
remove j j j j
j j
R P R P R  
 
В табл. 2 приведені математичні моделі для формальної оцінка часу виконан-
ня послідовності завдань, що знаходяться на критичному шляху графу алгоритму 
для різних послідовностей завантаження (5)–(7). Розглядаються послідовності з 
запобіганням повторного завантаження конфігураційних даних. Складова PjTj від-
повідає продуктивному сумарному часу виконання всіх екземплярів HW-задачі Ij 
на поверхні реконфігуровної ділянки ПЛІС. 
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Одначе, скорочення критичного часу виконання алгоритму шляхом перене-
сення непродуктивного часу на інші яруси М-графу призводить до того, що інші 
шляхи М-графу можуть стати довші ніж критичний. Виникає необхідність послі-
довного перебору всіх шляхів в пошуках найбільш ефективного рішення. Це іте-
раційна задача, яка ефективно вирішується в статичному режимі. Для реалізації 
динамічно РКС, коли умови відображення алгоритмів непередбачувані, таке рі-
шення неефективно. Для вирішення проблеми адаптивного відображення запро-
поновано по-ярусне скорочення критичного шляху графа ЯПФ, що засновано на 
модифікації відомого способу гілок та границь [23]. Модифікований спосіб базу-
ється на аналізі нащадків кожної вершини в межах певного ярусу графу ЯПФ, та 
запуску для кожного з них процедури завчасної реконфігурації. На підставі фор-
малізації базових послідовностей виконання алгоритмів (табл. 2) розроблено ма-
тематичну модель процесу адаптивного відображення алгоритмів, що подані гра-
фами ЯПФ, на реконфігуровне обчислювальне середовище динамічно РКС:  
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Вираз (8) визначає суму часу налаштування HW-задач вершин першого ярусу 
М-графу, критичного часу виконання М-графу алгоритму і часу виконання послі-
довних процесів, таких, як синхронізація і обмін даними через загальне комуніка-
ційне середовище. Час виконання кожного ярусу М-графу визначається максима-
льним значенням між часом одноразового налаштування набору HW-задач на 
цьому ярусі та часом виконання найтривалішої з HW-задач. 
 
5. Експериментальна оцінка часу та дослідження процесу адаптивного 
відображення алгоритмів в динамічно РКС  
На базі запропонованої формалізації процесу адаптивного відображення ал-
горитмів розроблено імітаційну модель динамічно РКС. Розроблено зручні ін-
струменти для моделювання і дослідження часових характеристик процесів обро-
бки даних в динамічно РКС. Розроблені засоби дозволяють виділяти реконфігуро-
вні обчислювальні ресурси в режимі часу, що наближений до реального.  
Детально архітектура імітаційної моделі РКС описана авторами в попередніх 
роботах [23, 25]. Виконано моделювання та досліджено процес адаптивного відо-
браження алгоритмів в динамічно РКС згідно математичній моделі (8). 
В якості вихідних даних для імітаційного моделювання використовувались 
параметри функціональних блоків бібліотеки функціональних ядер [23, 25], зок-
рема час виконання і розміри прошивок HW-задач. Реалізовано набір типових об-
числювальних задач різної складності – обчислення поліномів, виконання цикліч-
них функцій, операцій з матрицями, розв’язання СЛАР. Також використовувались 
дані із інших літературних джерел [19, 20]. Час конфігурування кожної HW-задачі 
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визначався за методикою, описаною в роботі [19]. Час передавання конфігурацій-
них даних оцінювався пропорційно розміру прошивки HW-задачі з врахуванням 
затримки звернення до зовнішньої пам’яті даних, що виміряно під час моделю-
вання кожного функціонального блоку на налагоджувальному стенді. Для визна-
чення часу завантаження конфігураційних даних із централізованої БКД врахова-
но випадковий коефіцієнт затримки передавання даних мережними каналами 
зв’язку. 
Досліджено різні умови відображення, залежно від наявних часових ресурсів, 
вільного місця на поверхні ПЛІС, наявності завчасно зконфігурованих HW-задач, 
необхідності оптимізації поверхні ПЛІС, частоти повторення однотипних функцій 
в потоці завдань, що динамічно поступає. В різних умовах відображення обира-
ється та чи інша стратегія відображення алгоритмів згідно наведеним в табл. 1 ма-
тематичним моделям. Засоби емуляції динамічно РКС в динамічному режимі ви-
значають оптимальне місце кешування конфігураційних даних на підставі інфор-
мації про наявні обмеження обчислювального поля і припустимий обсяг непроду-
ктивного часу. 
Зважаючи на те, що цільовим класом задач є алгоритми з часто повторюва-
ними функціями, під час експериментів отримані залежності часу виконання об-
числень від кількості типів виконуваних задач (рис. 3). Для даного класу задач 
отримано, що механізми повторного використання реконфігуровних ресурсів до-
зволяють пришвидшити процес відображення алгоритмів. За результатами експе-
риментів видно, що комплексна інтеграція повторного використання обчислюва-
льних ресурсів і завчасної реконфігурації дозволяє видалити практично весь не-
продуктивний час процесу відображення незалежно від кількості однотипних за-
дач. За отриманими показниками, запропонований комплексний підхід в 2,5 рази 
зменшує час відображення алгоритмів у порівнянні зі стандартними підходами. 
 
 
 
Рис. 3. Дослідження часу відображення алгоритмів від кількості однотипних за-
дач:  – стандартна послідовність,  – видалення повторного завантаження,  – 
комплексний підхід на базі завчасної реконфігурації,  – час обчислення HW-задач 
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Досліджено показник пришвидшення процесу відображення для алгоритмів з 
високою щільністю надходження нових типів задач і навпаки (рис. 4). Показник 
пришвидшення розрахований як відношення часу стандартної послідовності вико-
нання відображення завдань до часу виконання обчислень на базі запропонованих 
засобів (табл. 2). 
Взагалі прослідковується позитивна динаміка збільшення показника приско-
рення обчислень, але, якщо кількість однотипних завдань перевищує 50 %, спо-
стерігається збільшення непродуктивного часу, що зумовлено необхідністю бага-
торазового копіювання активних HW-задач. Запропоновано та досліджено спосіб 
оптимізації на базі зберігання копій конфігураційних даних всіх HW-задач в лока-
льній пам’яті обчислювального модуля. Визначено, що за сумірним співвідношен-
ням параметрів виконуваних алгоритмів і структури реконфігуровного обчислю-
вального середовища немає сенсу в копіюванні HW-задач через внутрішню 
пам’ять кристалів ПЛІС. Це сприяє зберіганню ресурсів внутрішньої пам’яті 
ПЛІС. На графіку (рис. 4) видно, що копіювання через внутрішню пам’ять дозво-
ляє в середньому в 1,16 разів пришвидшити процес відображення алгоритмів, як-
що ширина реконфігуровного середовища не сумірна з шириною М-графу. 
 
 
 
Рис. 4. Дослідження показника пришвидшення обчислень із застосуванням адап-
тивного відображення:  – з копіюванням HW-задач через ROM ПЛІС;  – з зава-
нтаженням копій HW-задач через ЛП;  – область сумірних параметрів реконфі-
гуровного середовища і М-графу. 
 
Досліджено ефективність запропонованої концепції адаптивного відображен-
ня алгоритмів на реконфігуровну обчислювальну структуру динамічно РКС (рис. 
5, 6). На графіках на рис. 5, 6 представлено порівняння результатів виконаного 
моделювання з результатами попередніх досліджень авторів. На базі імітаційної 
моделі динамічно РКС реалізовано метод оптимізації непродуктивного часу в 
РКС, що детально описаний в роботі [23], і метод визначення оптимальної зернис-
тості обчислень, що описаний в роботі [25].  
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Рис. 5. Дослідження показника прискорення обчислення: 
 – адаптивне відображення задач,  – оптимізація відображення,  – оптиміза-
ція зернистості реконфігуровних обчислень 
 
Характер кривих на рис. 5 визначає загальну для всіх запропонованих методів 
тенденцію залежності часу виконання обчислень від співвідношення параметрів 
обчислювальних алгоритмів і реконфігуровного обчислювального середовища. 
Комплексний підхід до скорочення часу відображення пришвидшує час обчислен-
ня алгоритмів в середньому до 63 %, якщо розмір реконфігуровної ділянки сумір-
ний з шириною графу ЯПФ і кількістю однотипних завдань. Критичні ділянки 
графіків відповідають процесу подолання просторових обмежень ПЛІС на базі 
стандартних засобів (дефрагментація, вивантаження некритичних конфігурацій). 
На критичних ділянках (рис. 5) прослідковується різке зменшення інтенсивності 
пришвидшення в середньому до 85 %. 
 
 
 
Рис. 6. Дослідження часу реконфігурації:  – стандартний процес реконфігу-
рації (Послідовність І),  – адаптивне відображення задач з прискоренням,  – оп-
тимізація непродуктивного часу,  – час обчислення на апаратурі ПЛІС,  – зов-
нішні обмеження часу виконання ТО
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Порівнюючи діаграми на рис. 3, 6, видно, що вплив просторових обмежень 
реконфігуровної області ПЛІС порушує позитивний результат від впровадження 
будь яких засобів прискорення відображення алгоритмів. Процес відображення 
супроводжується додатковим непродуктивним часом, що виникає в процесі подо-
лання просторових обмежень реконфігуровного обчислювального середовища. З 
графіку на рис. 6 видно, що мінімальний час обчислення досягається якщо ширина 
М-графу ЯПФ сумірна з розміром реконфігуровного обчислювального середови-
ща. Оптимізація непродуктивного часу процесу відображення [23] дозволяє змен-
шити вплив просторових обмежень реконфігуровної області ПЛІС на швидкодію 
обчислень. 
Зазначимо також, що за результатами експериментів оптимізація непродукти-
вного часу за критеріями часових та апаратурних обмежень РКС зменшує інтенси-
вність впливу просторових обмежень на швидкість обчислень приблизно на 10 %, 
у порівнянні зі стандартними засобами (рис. 5) [23]. Оптимізація зернистості об-
числень за критеріями співвідношення параметрів обчислювальних алгоритмів і 
реконфігуровного обчислювального середовища забезпечує пришвидшення обчи-
слень на критичних ділянках обчислювального процесу у середньому до 12 % по-
рівняно з реалізацією великозернистих обчислень [25]. 
Слід також зазначити, що характер діаграм на рис. 3 і 6, що отримані в ре-
зультаті дослідження імітаційної моделі РКС, збігається з результатами моделю-
вання засобів прискорення відображення алгоритмів на апаратних імітаційних мо-
делях, що детально описані в роботі [24]. 
 
6. Обговорення результатів дослідження та експериментів 
Дослідження показало, що для вирішення проблеми адаптивного відображен-
ня алгоритмів в динамічно РКС найбільш ефективними є комплексні підходи до 
вибору стратегії відображення алгоритмів, що інтегрують статичний і динамічний 
підхід. Реалізація багаторівневої багатофункціональної кеш-пам’яті дозволила 
обирати оптимальну стратегію відображення алгоритмів за визначеними критері-
ями обмежень динамічно РКС. Важливим невирішеним аспектом в представлено-
му дослідженні залишається питання оптимізації процесу відображення алгорит-
мів за критеріями мінімізації енергоспоживання. Вирішення даного завдання сто-
сується майбутніх робіт по розширенню запропонованої концепції адаптивного 
відображення.  
Дослідження виконано в рамках серії досліджень, які присвячені розробці 
елементів теорії підвищення ефективності обробки даних в динамічно РКС. За-
пропонована концепція адаптивного відображення дозволяє врахувати змінювані 
умови відображення і характер обчислювальних алгоритмів, зокрема кількість М-
функцій на певному ярусі і частоту повторень однотипних функцій. (рис. 5, 6). 
Дослідження в попередніх роботах авторів [23, 25] присвячені оптимізації непро-
дуктивного часу на різних рівнях динамічно РКС. На підставі серії досліджень ви-
значено, що цільові функції зменшення накладних витрат і часу виконання обчис-
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лень потребують вирішення багатокритеріального завдання оптимізації процесу 
обробки даних в РКС за інтегральним критерієм співвідношення накладних витрат 
обробки даних, параметрів виконуваних алгоритмів і структури обчислювального 
середовища з урахуванням його апаратурних обмежень. Цей напрям досліджень 
також стосується майбутніх робіт авторів. 
Запропоновані засоби можуть бути застосовані в проблемно орієнтованих си-
стемах, які характеризуються гетерогенним обчислювальним середовищем, у 
складі якого є як дискретні процесори, так і обчислювальні структури на базі ди-
намічно програмовних ПЛІС. Проблемна орієнтація таких систем досягається 
шляхом розробки проблемно орієнтованих бібліотек функціональних ядер на 
ПЛІС. Загальними характеристиками алгоритмів цільових задач є регулярний па-
ралелізм, велика кількість інформаційних обмінів, часті повторення однотипних 
функцій, великий обсяг обчислень, можливість подання алгоритмів у вигляді пі-
дзадач з однаковою складністю і обсягом вихідних даних. 
В якості прикладу практичного застосування РКС і запропонованих методів 
та засобів підвищення їх ефективності, можна навести системи з числовим про-
грамним керуванням, що працюють в режимі реального часу. В таких системах в 
кожному циклі керування виникає необхідність розв’язання задач інтерполяції рі-
зних функцій від великої кількості координат. Обмеження часу, що накладаються 
режимом реального часу, накладають жорсткі обмеження на тривалість циклу ке-
рування, перевищення якого неможливо, що не дозволяє ефективно використову-
вати дискретній процесори і мікроконтролери. Другим прикладом застосування є 
розподілені системи обробки та аналізу польотної інформації, де вирішуються за-
вдання віддаленого оброблення великих масивів даних в реальному часі. Основ-
ним ефектом від практичного застосування запропонованих засобів очікується 
пришвидшення обробки даних, оптимізація використання устаткування, зменшен-
ня енергоспоживання, розмірів і вартості комп’ютерних систем.  
 
7. Висновки 
1. Розроблено концепцію адаптивного відображення алгоритмів в динамічно 
РКС, що базується на новому підході до трансформації М-графів ЯПФ алгоритмів 
і багаторівневому кешуванні конфігураційних даних. Це дозволяє реалізувати різ-
ні стратегії відображення алгоритмів за критерієм мінімізації непродуктивного 
часу з врахуванням апаратурних обмежень ПЛІС і параметрів змінюваного обчис-
лювального середовища в процесі динамічного відображення алгоритмів. 
2. Розроблено математичні моделі базових етапів процесу відображення алго-
ритмів, що ураховують багаторівневу структуру динамічно РКС і непродуктивні 
витрати на всіх рівнях їх функціонування. Розроблена математична модель для 
оцінки часу адаптивного відображення алгоритмів на реконфігуровну обчислюва-
льну структуру динамічно РКС. 
3. На базі запропонованих математичних моделей розроблено імітаційну мо-
дель динамічно РКС, що дозволила дослідити і оцінити процес обробки даних на ТО
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базі адаптивного відображення алгоритмів за критерієм мінімізації непродуктив-
ного часу з врахуванням апаратурних обмежень ПЛІС. Визначено, що адаптація 
процесу відображення до параметрів реконфігуровного обчислювального середо-
вища потребує оптимізації існуючих підходів на різних рівнях динамічно РКС. 
Експериментально визначено наступне. Застосування запропонованої концепції 
для алгоритмів з високою частою повторення однотипних функцій у середньому 
до 63 % скорочує непродуктивний час порівняно зі стандартними підходами, якщо 
параметри реконфігуровного обчислювального середовища сумірні з параметрами 
обчислювальних алгоритмів. Оптимізація непродуктивного часу з врахуванням 
обмежень реконфігуровного обчислювального середовища на ПЛІС зменшує інте-
нсивність впливу просторових обмежень на швидкість обчислення приблизно на 
10 %. Оптимізація зернистості обчислень з врахуванням обмежень реконфігуров-
ного обчислювального середовища на ПЛІС забезпечує пришвидшення обчислень 
на критичних ділянках процесу обробки даних у середньому до 12 %, залежно від 
технічних показників кристалів ПЛІС, порівняно з реалізацією великозернистих 
обчислень.  
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