Abstract. In this paper, we consider the problem of minimizing a nonsmooth convex objective which is the sum of a proper, nonsmooth, closed, strongly convex extend real-valued function with a proper, nonsmooth, closed, convex extend real-valued function which is a composition of a proper closed convex function and a nonzero affine map. We first establish its dual problem which consists of minimizing the sum of a smooth convex function with a closed proper nonsmooth convex function. Then we apply first order proximal gradient methods on the dual problem, where an error is present in the calculation of the gradient of the smooth term. Further we present a dual proximal-gradient methods with approximate gradient. We show that when the errors are summable although the dual lowest objective function sequence generated by the proximal-gradient method with the errors converges to the optimal value with the rate O( 1 k ), the rate of convergence of the primal sequence is of the order O(
), the rate of convergence of the primal sequence is of the order O(
1. Introduction. Consider an unconstrained nonsmooth convex optimization problem of the form min x∈ n F (x) = s(M x) + h(x), M ∈ m×n is a given matrix. Problem (1) arises from various applications. One example [2] arises from the denoising problem. In the denoising problem, we are given a signal d ∈ n , which is contaminated by noise and we seek to find another vector x ∈ n , which on the one hand is close to d in the sense that the squared norm x − d 2 is small, and on the other hand, yields a small regularization term R(Γx), where here Γ is a linear transformation which in many applications accounts for the so-called smoothness of the signal and R : m → + is a given convex function that measures the magnitude of its argument. The denoising problem is then defined to be min
where λ > 0 is a regularization parameter. It can be seen that problem (2) fits into the general model (1) by taking h(x) = x − d 2 , s(z) = λR(z) and M = Γ. As a specific example, we mention the problem of one-dimensional total variation denoising in which, m × n matrix Γ is given by and R(z) = z 1 . Another example [2] arises from resource allocation problems. In many resource allocation problems, we are given one-dimensional concave utility functions u j (x j ) defined over a certain interval [m i , M i ]. A general model of the resource allocation problem is then max
where M ∈ m×n and b ∈ m . We will further assume that the one-dimensional functions u j (x j ), j = 1, . . . , n are all strongly concave over I j . Problem (3) can be cast as model (1) with h(x) = − n j=1 u j (x j ) when x j ∈ I j , j = 1, . . . , n, and h(x) = +∞, otherwise, and with s defined as s(z) = δ (−∞,b] (z), where δ C (·) is the usual indicator function of a given set C.
In recent years, the importance of taking advantage of the structure of convex optimization problems has become a topic of intense research in the machine learning community. This is particularly true of techniques for non-smooth optimization, where taking advantage of the structure of non-smooth terms seems to be crucial to obtaining good performance. Proximal-gradient methods and accelerated proximal-gradient methods [1, 10] are among the most important methods for taking advantage of the structure of many of the non-smooth optimization problems that arise in practice.
Proximal based methods have recently gained a spurred research interest worldwide for solving various classes of fundamental problems arising in image science, machine learning and much more. The literature covering both the theory and algorithms relying on the proximal technology was already vast over the last few decades and has led to fundamental algorithms, such as proximal minimization, augmented
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Lagrangians, splitting methods for sum of operators, alternating direction of multipliers, and variational inequalities, see e.g., [3, 6, 7, 8, 11, 12] for a few earlier representative works. Nowadays, the volume of research works in a wide array of new engineering applications have clearly intensified a renewed interest in proximal based methods, see e.g., [4, 5, 15] which include several of these new applications and a comprehensive list of references.
In [2] , Amir Beck and Marc Teboulle present a dual based proximal-gradient scheme for solving this problem. Exploiting data information, the strong convexity of one function, they devise a novel algorithm which combines duality with the recent fast proximal gradient scheme. By applying FISTA on the dual problem, and with essentially no extra computational cost, they derive the new method.
Each iteration of a dual based proximal-gradient method requires exact dual gradient computations and hence can be inefficient when the problem size is large or the calculation of the dual gradient is difficult to evaluate.
In this work, we consider the possibility that there is an error in the calculation of the dual gradient. Based on [2] , we devise a novel algorithm which combines duality with the recent proximal gradient scheme. We show that when the errors are summable although the dual lowest objective function sequence converges to the optimal value with the rate O( ). The paper is organized as follows. In section 2, we give some preliminaries and notations. In Section 3, we analyze the dual-based proximal gradient method. Note that, in these analysis, we consider the possibility that there is an error in the calculation of the dual gradient. We show that when the errors are summable the dual lowest objective function sequence converges to the optimal value with the rate O( 1 k ). In Section 4, we establish the convergence rate of a primal sequence generated by the dual gradient proximal algorithm with approximate gradient. In Section 5, some conclusions are given.
2. Preliminary and notations. Throughout this paper, we shall use (A 1 ), (A 2 ), (A 3 ) to denote the following three assumptions: 
attains its minimum at a certain x * ∈ n . We first present the dual problem and its properties for problem (1) . Problem (1) can be also written in the following constrained form:
Associating a Lagrange dual variables vector y ∈ m to the set of equality constraints in (4), we can construct the Lagrangian of the problem
Minimizing the Lagrangian with respect to x and z we obtain that the dual problem is max
where h * and s * are the conjugates of h and s respectively:
We know by the strong duality theorem for convex problems (see e.g., [14] ) that if there exists x ∈ ri(dom h), z ∈ ri(dom s) such that M x = z, then strong duality holds, meaning that the optimal values of problem (1) and problem (6) are the same and the optimal solution of the dual problem is attained. The strong convexity of h implies a Lipschitz gradient property of the function h * (M T y).
Lemma 2.1. [2] The function H(y) = h * (M T y) is continuously differentiable and has a Lipschitz continuous gradient with constant
σ . The dual problem (6) can be written as :
where
By Lemma 2.1. it follows that ∇H(y) is Lipschitz continuous with constant
σ . Thus, problem (7) consists of minimizing the sum of a smooth function H and a closed proper function S.
Definition 2.2.
[2] For any proper and closed convex function w : n → (−∞, +∞], the proximal map is uniquely defined by
Lemma 2.3. [9] Let w : n → (−∞, +∞] be a proper closed convex function, and let w * be the conjugate function of w. Then, for any z ∈ n prox w (z) + prox w * (z) = z.
In the following, the algorithm we shall focus on in this paper is the proximalgradient method with error from problem (7)
where e k is the error in the calculation of the gradient ∇h
and the proximity problem
is solved exactly.
Definition 2.4. [13] For a convex function w, we denote by ∂w(x) its subdifferential at x ∈ n . The subdifferential of a convex function w at x is the set of vectors y such that for all t ∈ n w(t) ≥ w(x) + y, t − x .
The Lemma below refers to [14] . We shall give the process of proof again in order to let readers better understand its meaning. Lemma 2.5. Let y 0 , y * ∈ m . Assume that the nonnegative sequence {u k } satisfies the following recursion for all k ≥ 1
with λ i ≥ 0 for all i. Then, for all k ≥ 1, we have
Proof. We prove the result by induction. For k = 1, we have by (11)
leading to
4 .
We get
, therefore it is true for k = 1. We assume it is true for k − 1, and we denote by
By (11),we thus get
Then we have
Hence, v k ≤ v k−1 , and the induction hypotheses ensure that the property is satisfied for k.
SANMING LIU, ZHIJIE WANG AND CHONGYANG LIU
Lemma 2.6. If {y i } is an optimal solution to the proximal problem (10), then we have
Proof. By definition, y is an minimizer of a convex function w if and only if 0 ∈ ∂w(y).
If w = w 1 + w 2 , where both w 1 and w 2 are convex, we have ∂w(y) ⊂ ∂w 1 (y) + ∂w 2 (y).
Taking w 1 (y) = L 2 y − b 2 and w 2 (y) = S(y), we have
If y is an minimizer of w(t) = w 1 (t) + w 2 (t), then 0 belongs to ∂w(y). Since
we have that 0 is the sum of an element of ∂w 1 (y) and an element of ∂S(y). Hence, there is Lb − Ly ∈ ∂S(y).
The proximal gradient method with error based on (10) is rewrited as following
Step 0.
Suppose the proximal gradient is ∇h
(ii) Compute
3. A dual-based proximal gradient method with approximate gradient. In this section, we first present the analysis of the convergence rates of proximalgradient methods with errors for the dual problem of problem (1). Then we derive the Dual-Based Proximal Gradient Method with Approximate Gradient.
Theorem 3.1. Suppose that Assumptions (A 1 ), (A 2 ) and (A 3 ) hold for problem (1) . Suppose that {y k } is the sequence generated by (12) with L = M 2 σ . Let y * be any dual solution of problem (6) . Then, for all k > 1, we have
Proof. Since y k is an optimal solution to the proximal problem (12), we can use Lemma 2.6 to yield
Using L-Lipschitz gradient of H(y) = h * (M T y), we have
Using the convexity of H(y)
By the above two, we have
According to
we have
Adding the two together, we get
Using Cauchy-Schwartz, we have
So we get for
By (14), we have the following conclusion for i = 1, · · · , k
Summing from i = 1 to k, we get
Theorem 3.2. Suppose that Assumptions (A 1 ), (A 2 ) and (A 3 ) hold for problem (1) . Suppose that {y k } is the sequence generated by (12) with L = M 2 σ . Let y * be any dual solution of problem (6) . Then, for all j ≤ k, we have
Proof. By (13), we have
( M e i ) y i − y * .
is increasing sequences by j, we have for j ≤ k
i.e.,
Theorem 3.3. Suppose that Assumptions (A 1 ), (A 2 ) and (A 3 ) hold for problem (1) . Suppose that {y k } is the sequence generated by (12) with L = M 2 σ . Let y * be any dual solution of problem (6) . Then, for all j ≤ k, we have
Proof. By (14), we have for
According to (16) in Theorem 3.2, we have
Since −q is convex, we get
Note that we have stated the theorem in terms of the function value achieved by the average of the iterates, it trivially also holds for the iteration that achieves the lowest function value. This result implies that O(1/k) convergence rate of the dual lowest objective function sequence generated by the proximal-gradient method with the errors holds when { M e k } is summable.
Theorem 3.4. Suppose that Assumptions (A 1 ), (A 2 ) and (A 3 ) hold for problem (1) . Suppose that {y k } is the sequence generated by (12) with L = M 2 σ . Let y * be any dual solution of problem (6) . Then, for all j ≤ k, we have
Lemma 3.5. The iteration given in (12) by
is equivalent to
where u k + e k is the proximal solution of the problem max x x, M T y k−1 − h(x) ,
Proof. By the definition of H (equation (8)), it follows that
Since h is strongly convex, its conjugate is continuously differentiable, and hence u ∈ ∂h(v) if and only if v = ∇h * (u) (see e.g., [13, Corollary 23.5.1]). As a consequence, we thus obtain
Suppose the proximal solution of max
and the iteration (12) reads as
Then invoking Lemma 2.3 with w(y) = 1 L S(y) ) (cf. (9)) we obtain
To complete the proof, we need to compute prox w * . Now, by (8) we have
Using the definition of the conjugate (recalling that here s = s * * ), and of the proximal map, an easy computation shows that w
Therefore, using (24)in (23) we obtain
Thanks to Lemma 3.5, we can give the following the Dual-Based Proximal Gradient Method with Approximate Gradient in terms of the data of problem (1).
The Dual-Based Proximal Gradient Method with Approximate Gradient
is the Lipschitz, constant of ∇H.
Step 0. Take y 0 ∈ m .
Step k.
Compute max
Suppose the proximal solution of the problem max
4. Convergence analysis of the dual proximal gradient algorithm with approximate gradient. In this section, we establish the result of the convergence rate. We consider a primal sequence generated by the dual gradient proximal algorithm with approximate gradient and we prove that this sequence converges at the rate O(
) when { M e k } is summable. Let {y k } be the sequence generated by the dual proximal gradient method with approximate gradient. Then we know by Theorem 3.3 that q(y k ) converges to q(y * ) in a rate of O( 1 k ) when { M e k } is summable. Given as input a dual sequence {y k } generated by the dual proximal gradient method with approximate gradient, a primal sequence can be defined naturally as:
In the following, we will now establish a rate of convergence of the primal sequence {x k } to the optimal solution x * .
Theorem 4.1. Let {y k } be the sequence generated by the dual proximal gradient method with approximate gradient and let {x k } be the corresponding primal sequence defined by (27). Let y * be any dual solution of problem (6). Then
= q(y * ).
Therefore, from (35), for j = 1, · · · , k, we get σ 2 x i − x * 2 ≤ q(y * ) − q(y i ) and hence σ 2k
q(y i ).
From Theorem 3.4, we have
( M e i ) and hence
( M e i ) .
Note that we have stated the theorem in terms of the square of the distance from the iteration point to the optimal point achieved by the average of the iterates. This result implies that the O(1/ √ k) convergence rate of the primal sequence for the Dual Proximal Gradient Algorithm with Approximate Gradient holds when { M e k } is summable.
5.
Conclusions. Motivated by the recent applications, we have considered in this paper the problem of minimizing a nonsmooth convex objective which is the sum of a proper, closed, strongly convex extend real-valued function with a proper, closed, convex extend real-valued function which is a composition of a proper closed convex function and a nonzero affine map. This encapsulates many problems, such as denoising, projection onto the intersection of convex sets and resource allocation problems. We have derived the dual proximal gradient method with error for the class of problems. We showed although the dual lowest objective function sequence converges to the optimal value with the rate O( ) when { M e k } is summable.
