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Quantizing the geodesic flow via
adapted complex structures
William D. Kirwin
∗
Abstract
The geometric quantization of the geodesic flow on a compact Riemannian manifold via the
BKS “dragging projection” yields the Laplacian plus a scalar curvature term. To avoid convergence
issues, the standard construction involves somewhat unnatural hypotheses that do not hold in
typical examples. In this paper, we use adapted complex structures to make sense of a Wick-
rotated version of the dragging projection which avoids the convergence issues.
1 Introduction
The dynamics of a free particle moving on a Riemannian manifold (M, g) is modeled by the geodesic
flow on the cotangent bundle T ∗M , which is itself the Hamiltonian flow of the free-particle kinetic
energy function E := 12 |p|
2
. Quantizing E in “position” space H := L2(M,dvolg) then yields an
operator Q(E) : H → H called the (quantum) Hamiltonian. Computing Q(E) turns out, however, to
be a surprisingly subtle art and there does not seem to be a unique answer, although all techniques
yield an operator of the form
Q(E) = −~
2
2
(∆− cS) , (1.1)
where ∆ is the g-Laplacian on M , S is the scalar curvature of the metric g, and c is an essentially
author-dependent (or, perhaps more precisely, quantization-technique-dependent) constant1, which in
our case will be c = 1/6.
One standard way of computing Q(E) in geometric quantization is via the so-called “dragging
projection” construction [Woo91, S´ni80]. This construction, as it is usually presented, is riddled with
convergence difficulties (which can likely be overcome with sufficient dedication); we explain them in
detail in Section 3.2. In this paper, we will use recent techniques involving adapted complex structures
to make rigorous sense of a Wick-rotated version of the dragging projection which avoids all of these
difficulties.
We begin with a brief description of the dragging projection and the associated difficulties, after
which we explain how adapted complex structures and the idea of complex-time evolution alleviate
these difficulties, admittedly at the expense of introducing some more advanced geometric machinery.
The position-space quantization of (M, g) is, according to geometric quantization, the space of
sections of a certain line bundle over T ∗M that are covariantly constant along the fibers of π : T ∗M →
M . To quantize the geodesic flow, one lifts the geodesic flow to this line bundle to obtain a “quantized”
flow on the space of vertically constant sections, but one immediately sees that the lifted flow does not
actually preserve the property “covariantly constant along the fibers”.
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1The particular value of the constant c seems to be related to a choice of operator ordering, although we do not know
the precise dependence. In [DK10], for example, one finds a value of c = 1/2 using normal ordering. In this paper, we will
use “position-space” geometric quantization, which should correspond to the anti-Kohn-Nirenberg ordering, for which
the value of c is 1/6. It seems that an entire continuous range of values is possible and many appear in the literature
[BVN06, DK10, AD99, BP08, DeW57, Ful96, P-W14].
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If P is a (complex integrable) Lagrangian distribution on T ∗M which is transverse to the verti-
cal tangent bundle, there is a canonical nondegenerate pairing, called the BKS (Blattner–Kostant–
Sternberg) pairing, between sections of our line bundle which are covariantly constant along P and
sections which are covariantly constant in the vertical directions. The BKS pairing therefore induces
a projection from P -constant sections to vertically constant sections.
The “dragging projection” construction of Q(E) is as follows: 1) lift the geodesic flow to the line
bundle, 2) flow a vertically constant section for a short time, and 3) project back to the space of
vertically constant sections using the BKS pairing.
The convergence problems arise when one tries to actually compute the BKS projection. First,
there is no guarantee that the pushforward by the geodesic flow of the vertical tangent bundle yields
a distribution which is transverse to the vertical tangent bundle at every point. Of course, the set of
points where the two distributions are not transverse should be measure zero and one can probably
just ignore them, but a little care has to be taken with how the BKS pairing behaves near such points.
Second, when one simply writes down the BKS pairing between vertically constant sections and the
geodesically flowed sections, the integral which results is divergent. It is then necessary to introduce
some regularization procedure to make sense of the integral.
Finally, we want to do this for “short” times, which means that we do it for arbitrary (small) time
t and then take the derivative at t = 0. The usual approach is to use a stationary phase approximation
to compute an asymptotic expansion of the BKS pairing as t→ 0 and then read off the coefficient of
t. But in order to even apply a stationary phase approximation, one must show that the tails of the
integral vanish. Given that the integral is divergent and must first be regularized, applying stationary
phase becomes a delicate issue.
It is likely that all of these issues can be dealt with, and even our construction, which as we now
explain has none of these problems, is formally very similar to the classical construction (and of course
yields the same “answer”).
The fundamental observation of this article is that a Wick rotation, that is, replacing t by it (more
precisely, analytically continuing in t and evaluating at time it) eliminates all of the problems in the
usual dragging projection construction of Q(E). The price to pay is that one cannot simply replace t by
it in all the formulas and proceed as usual; one must first make sense of the “imaginary-time geodesic
flow”. Fortunately, this has already been done: the pushforward of the vertical tangent bundle by the
“time-i geodesic flow” yields the (1, 0)-tangent bundle of the adapted complex structure of Guillemin–
Stenzel/Lempert–Szo˝ke, and the “time-it flow” can be understood as the pushforward of the adapted
complex structure by rescaling in the fibers of T ∗M by t. We explain more about the geometry of
these “imaginary-time flows” in Section 5.
We would be remiss if we did not mention other approaches to quantizing the geodesic flow on
(M, g). In [DeW57], DeWitt finds a value of 1/6 using physics path integral techniques. More recently,
also using path integral techniques from physics, Bastianelli and Van Nieuwenhuizen [BVN06], and
then Douglas and Klevtsov in the Ka¨hler setting [DK10], compute that the quantum Hamiltonian of
a free particle in the Bargmann-Fock representation is −~2∆∂¯ + ~
2
4 S (that is, they obtain c = 1/2).
In fact, they explain that their value of c is related the choice of symmetric ordering, which is itself
associated with Toeplitz quantization rather than position-space quantization, and, in particular, c =
1/2 corresponds to how one defines the Heavyside step-function at 0 in the propagators of the theory.
The mathematically rigorous path integral computations of Driver and Andersson [AD99], and later
Ba¨r und Pfa¨ffle [BP08], show that the constant c is related to a choice of measure on the spaces of
geodesic polygons which they use to approximate the path integral and can take an entire continuous
range of values. Letting Λ = −1/2 in [BP08, Thm 5.2] yields our result c = 1/6. In [Ful96], by
using various powers of the Van-Vleck–Morette determinant in the Weyl quantization of the geodesic
flow, Fulling argues that the constant c appearing in (1.1) should be 0, 1/3 or 1/6, or really any value
between 0 and 1/6, and that for various reasons c = 1/6 might be the most “natural” value. In more
recent work [P-W14], Prat-Waldron shows that there are corrections arising in the supersymmetric
version of the dragging projection construction of Q(E) which conspire to yield c = 1.
The fact that a Wick rotation eliminates various convergence issues is far from unique to our setting.
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It is standard in mathematical physics to work in Euclidean time, that is, after a Wick rotation, for
just this reason. Indeed, the path integrals considered in [BVN06], [DK10], [AD99], and [BP08] are all
“Euclidean-time” path integrals.
The rest of the paper is organized as follows. We begin in Section 2 with a brief summary of half-
form quantization before turning in Section 3 to a more technical description of the usual construction
of the dragging projection as found in [S´ni80] or [Woo91]; in particular, in Section 3.2, we give a
precise account of the technical difficulties which arise. In Section 4 we briefly discuss Wick rotation.
In Section 5, we recall the results of the author and B. Hall which allow us to interpret the “imaginary-
time geodesic flows” in terms of adapted complex structures. We conclude in Section 6 with the precise
quantization of the geodesic flow via a Wick-rotated dragging projection. Although many of the steps
are formally similar to those of the classical construction, we include them both for completeness and
to demonstrate the resolution of the analytical difficulties which occur in the standard construction.
2 Half-form quantization
Consider a symplectic manifold (N,ω) of real dimension 2n. The complex Lagrangian Grassmannian
of N is
LC(N) := {(x, Px) : x ∈ N,Px ⊂ TCx (N) Lagrangian} ̟→ N.
A section P ∈ Γ(LC(N)) is called a polarization if for each x ∈ N , [Px, Px] ⊂ Px, that is, if P is an
integrable complex Lagrangian distribution.
A Lagrangian subspace Px ∈ TCx (N) is said to be nonnegative if for each x ∈ N , Px is nonnegative
in the sense that for each Z ∈ Px, we have −2iω(Z, Z¯) ≥ 0 (here, ω is extended complex-linearly to
the complexified tangent space). Denote the nonnegative complex Lagrangian Grassmannian of N by
L+
C
(N). The fiber ̟−1(x) is a contractible homogeneous space which can be parameterized by the
Siegel upper half-space.
A metaplectic structure on N is a Hermitian line bundle δ → L+
C
(N) with compatible connection
equipped with an isomorphism δ ⊗ δ → ∧n L+
C
(N). A metaplectic structure exists on N if and only
if the second Stiefel–Whitney class of N vanishes. In this paper, we will only be interested in certain
1-parameter families of polarizations, so we will not dwell much on general constructions involving δ.
For a polarization P , we set P ∗x := {α ∈ T ∗xN |X yα = 0 for all X ∈ P¯x}. The canonical bundle of
P is KP := ∧n P ∗. If P is everywhere positive, it defines a complex structure on N by declaring the
(1, 0)-tangent space to be P , and in this case the canonical bundle of P is the usual canonical bundle
of N as a complex manifold.
The pullback of the metaplectic structure along P, called the bundle of P -half-forms (or just half-
forms, if P is clear from the context) is a line bundle δP := P ∗δ → N which is a square root of KP . It
has a canonical Hermitian metric known as the Blattner–Kostant–Sternberg (BKS) pairing [Woo91].
The definition of the BKS pairing is simplest when P ∩ P¯ = {0}. The Liouville volume form on N
is
ε := (−1)n(n−1)/2 ω
n
(2π~)nn!
. (2.1)
If µ and µ′ are sections of δP , then (µ, µ′) is the unique function on N determined by
µ¯2 ∧ (µ′)2 = in(µ, µ′)2ε. (2.2)
(One should worry a bit about the sign of the square root, but as we will see, there is an obvious
choice for the polarizations we are concerned with and the general structure will play no role in what
follows.)
The canonical bundle KP admits a partial connection given by ∇ = X y d for X ∈ P¯ , and the
half-form bundle δP inherits a partial connection from that on KP via 2µ ⊗ ∇δP µ := ∇KP (µ2). In
3
particular, we say that a (possibly local) section µ of δP is covariantly constant along P¯ , or polarized,
if ∇δPX µ = 0 for all X ∈ P¯ .
The BKS pairing (2.2) extends to a nondegenerate pairing between sections of δP and δP
′
so long
as P¯ ∩ P ′ = {0}. Since the pairing is nondegenerate, it induces a map ΠP,P ′ : Γ(δP ′) → Γ(δP ) called
the BKS projection. When P¯ ∩ P ′ 6= {0}, the definition is slightly more involved and we refer the
reader to [Woo91, page 231], although we point out that in general, the BKS pairing takes values in
the set of densities on TCN/(P¯ ∩ P ′).
Fix ~ > 0 such that [ω/2π~] is integral. Let L→ N be a Hermitian line bundle with connection ∇
with curvature −iω/~; that is, the bundle L is a prequantum bundle for (N,ω). Given a polarization
P , the Hermitian structure on L and the BKS pairing on δP combine to yield a pointwise Hermitian
structure on L ⊗ δP determined by (ψ′ ⊗ µ′, ψ ⊗ µ) (x) = (ψ′, ψ)L(x)(µ′, µ)BKS(x). This pointwise
Hermitian structure then yields a Hermitian inner product on Γ(L ⊗ δP ) by integrating against the
Liouville form ε.
Given a polarization P , the (half-form corrected) quantum Hilbert space HP associated to P is
defined to be the L2-closure of the space of smooth sections of L⊗P ∗δ which are covariantly constant
along P , where the inner product is induced from the Hermitian structure on L and the BKS pairing:
HP := L2P (N,L⊗ P ∗δ).
The Kostant–Souriau2 quantization of a classical observable f ∈ C∞(N) is the differential operator
fˆ := i~∇Xf + f : Γ(L)→ Γ(L), (2.3)
where Xf is the Hamiltonian vector field of f determined by Xf yω = df . Let iz∂z denote the
canonical C×-invariant Liouville vector field on the fibers of L. Then
Vf := X
hor
f + f · iz∂z (2.4)
is the infinitesimal lift of the flow of Xf to the total space of L. The time-σ flow of Vf induces a flow
ρˆfσ : Γ(L)→ Γ(L) on sections of L which is related to the operator fˆ by
d
dσ
∣∣∣∣
σ=0
ρˆfσ(s) = −
i
~
fˆs, s ∈ Γ(L) (2.5)
[Cha99, Prop. 3.1].
We now specialize to the caseN = T ∗M , where (M, g) is an n-dimensional real-analytic Riemannian
manifold with real-analytic metric g. Let θ = pjdx
j denote the canonical 1-form on T ∗M . Since
ωT
∗M = −dθ is exact, we can choose L to be the trivial line bundle over T ∗M with connection
∇L = d+ iθ/~. (2.6)
The complexified vertical tangent bundle P 0 := VertC(T ∗M) ⊂ TC(T ∗M) is called the vertical
polarization. Denote both the volume form on M and its pullback to T ∗M by dvolg. The canonical
2The Kostant–Souriau quantization f 7→ fˆ is a linear map which satisfies [fˆ , gˆ] = i~{̂f, g} and 1ˆ = 1 and hence comes
close to satisfying Dirac’s definition of quantization. However, the prequantum Hilbert space—the completion of Γ(L)
with respect to the inner product induced by the Hermitian structure on L—is too large, and one would like to restrict
fˆ to an operator on HP . But in general, the vector field Xf does not preserve P and hence, even if one extends the
partial connection ∇δ
P
to a full connection (since it is not defined if Xf does not preserve P ), the operator fˆ defined
by (2.3) does not map polarized sections to polarized sections. Of course, if f is tangent to P (that is, df vanishes on
P ) and Xf preserves P (that is, [Xf , P ] ⊂ P ), then fˆ is a well-defined operator on HP , but this turns out not to be the
case for most interesting observables; in particular, the geodesic flow does not preserve any polarization.
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bundle of P 0 is trivialized by dvolg. Therefore, we can take δP 0 to be a trivial bundle
3 with trivializing
section
√
dvolg; that is, the isomorphism δP 0 ⊗ δP 0 ≃ KP
0
is defined by
√
dvolg ⊗
√
dvolg 7→ dvolg.
As P¯ 0 ∩ P 0 = P 0 6= {0}, the formula (2.2) is totally degenerate on δP 0 . Nevertheless, the BKS
pairing is defined in this case and yields
∣∣√dvolg∣∣2BKS = dvolg. By (2.6), a trivialized section of L
which is covariantly constant along P 0 is just a function on T ∗M of the form ψ ◦ π for ψ ∈ C∞(M),
and since X y d(π∗dvolg) = 0 for any vertical vector X , a polarized section of L ⊗ δP 0 is of the form
ψ ◦ π√dvolg. The BKS pairing therefore induces the Hermitian inner product on HP 0 given by
〈ψ′, ψ〉H
P0
=
1
(2π~)n/2
∫
M
ψ′(q)ψ(q)dvolg(q)
whence HP 0 ≃ L2(M,dvolg).
We will find it repeatedly useful to work in normal coordinates on M. Given q ∈ M , let {xj} be
normal coordinates in a neighborhood U centered at q. Then the 1-forms dxj trivialize T ∗U via pjdx
j ∈
T ∗xU 7→ (x, ~p) ∈ U ×Rn. The Riemannian volume in local coordinates is dvolg(x) =
√
det(gjk(x))d
nx,
and since the canonical symplectic form in these coordinates is ω = dxj ∧ dpj , the Liouville volume
form (2.1) is
ε =
1
(2π~)n
√
det(gjk(x))
dvolg ∧ dnp. (2.7)
3 The “dragging projection”
3.1 The standard construction
Denote the time-σ geodesic flow on T ∗M ≃g TM by Φσ : T ∗M → T ∗M . It is the Hamiltonian flow
of the kinetic energy function E(q, p) := 12gq(p, p) =
1
2 |p|2. The geodesic flow acts on polarizations
by pushforward, and for any polarization P , (Φσ)∗P 6= P unless σ = 0. In particular, XE does not
preserve the vertical polarization, and so the Kostant–Souriau quantization of E does not define an
operator on the vertically polarized Hilbert space HP 0 .
The standard “dragging projection” quantization of the geodesic flow is essentially the projection
of the Kostant–Souriau quantization to HP 0 , where the projection is achieved via the BKS map as
follows (see, for example, [Woo91, Sec. 9.7] or [S´ni80, Sec. 6.3,7.1]). The idea is to lift the geodesic
flow Φσ to L and hence to a map ρˆσ : L
2(L ⊗ δP 0) → L2(L ⊗ δPσ ). The BKS pairing then induces a
map ΠP,P ′ : L
2(L⊗ δPσ )→ L2(L⊗ δP 0) with which the time-σ flow of a section ψ√dvolg ∈ HP 0 can
be projected back into HP 0 . The quantization Q(E) : HP 0 → HP 0 of E is, following equation (2.5),
Q(E) := i~
d
dσ
∣∣∣∣
σ=0
ΠP 0,Pσ ◦ ρˆσ.
Since ΠP 0,Pσ is defined in terms of the BKS pairing, one actually computes Q(E)ψ by evaluating, for
every ψ′ ∈ L2(M,dvolg),
〈ψ′, Q(E)ψ〉L2(M,dvolg) := i~
d
dσ
∣∣∣∣
σ=0
〈
ψ′
√
dvolg, ρˆσ
(
ψ
√
dvolg
)〉
BKS
. (3.1)
The first step, then, is to compute ρˆσ
(
ψ
√
dvolg
)
. Since θ(XE) = 2E, we have − i~ Eˆ = XE + i~E
whence the lift of the geodesic flow to L acts on trivialized polarized sections of L by ρˆσ(ψ) = e
iσE/~ψ◦
π ◦ Φσ. Since KP 0 is trivial, Φ∗σKP
0
= KPσ is also trivial, and we let δPσ be the trivial line bundle
3One should worry that we make consistent choices of δP that fit together into a metaplectic structure δ, but as all
of the half-form bundles which appear here are pullbacks of δP
0
, we only need to insure that the metaplectic structure
is chosen such that δP
0
is trivializable.
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with trivializing section
√
Φ∗σdvolg. The geodesic flow lifts to half-forms as the map ρˆσ
(√
dvolg
)
=√
Φ∗σdvolg. The right-hand side of (3.1) is therefore equal to i~
d
dσ
∣∣
σ
I(σ), where
I(σ) :=
∫
T∗M
ψ′ ◦ πeiσE/~ψ ◦ π ◦ Φσ
(√
dvolg,
√
Φ∗σdvolg
)
BKS
ωn
(2π~)nn!
. (3.2)
The next step is to make a change of variables in I(σ) which puts I(σ) into a form more useful for
a stationary phase analysis.
Lemma 3.1 The integral I(σ) may be rewritten as
σ−n/2
∫
T∗M
ψ′ ◦ πeiE/σ~ψ ◦ π ◦ Φ1
(√
dvolg,
√
Φ∗1dvolg
)
BKS
ωn
(2π~)nn!
. (3.3)
Proof. Let Nt : T
∗M → T ∗M be rescaling in the fibers by t. Then reparameterization of geodesics,
considered as curves in T ∗M , reads Nt ◦ Φtσ = Φσ ◦Nt. One has that π ◦Nt = π, E ◦Nt = t2E, and
that N∗t θ = tθ whence N
∗
t ω
n = tnωn. Applying this to the definition (2.2) shows that(√
dvolg,
√
Φ∗tσdvolg
)
BKS
= tn/2N∗t
(√
dvolg,
√
Φ∗σdvolg
)
BKS
,
from which the lemma follows.
Since we are interested in small σ, the integral I(σ) as written above seems to lend itself to a
stationary phase approximation. By (2.7), the integral I(σ) becomes∫
M
ψ′(q) i(q) dvolg, (3.4)
where, after noting that Φ1 is just the exponential map and using (2.2),
i(q) := (2π~)n/2
∫
T∗qM
eig
jk(q)pjpk/2σ~ ψ(π ◦ expx(p))
×
(√
det(gjk(expx(p))
det(gjk(x))
dnx ∧ dn(expx(p))
indnx ∧ dnp
)1/2
dnp.
For completeness, we will include the details of a very similar computation in Section 6, and so we
simply note here that a stationary phase approximation of the integral i(q) near the zero section yields
an asymptotic expansion i(q) ∼ a0 + a1σ +O(σ2), σ → 0, with
a0(q) =
1
i~
ψ(q), and
a1(q) =
i~
2
(
∆− S(q)
6
)
ψ(q),
where ∆ is the metric Laplacian and S is the scalar curvature of g. By (3.1), we conclude that
Q(E) = −~22
(
∆− S6
)
. We refer the reader to [Woo91, Sec. 9.7] or [S´ni80, Sec. 6.3,7.1] for details of
this computation.
3.2 Convergence difficulties
There are several analytical difficulties with this construction of the dragging projection which require
either the addition of hypotheses or a more involved analysis of the convergence properties of various
integrals.
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First of all, in our treatment of the BKS pairing, we have implicitly assumed that the pairing(√
dvolg,
√
Φ∗1dvolg
)
is a well-defined smooth function, which is only the case if
(
(Φσ)∗P
0
)
is every-
where transverse to P 0. This is certainly not the case in general; indeed, if v ∈ VertΦ−t(z)(T ∗M),
then π∗(Φt)∗v is a Jacobi field along the geodesic γz in M determined by z. This Jacobi field is zero
at points where the image of v under the pushforward by the geodesic flow is vertical. In particular,
(Φσ)∗P
0
Φ−σ(z)
∩ P 0z is nonzero if π(Φ−σ(z)) and π(z) are conjugate points on γz.
On the other hand, one could argue that since the set of points where (Φσ)∗P
0
Φ−σ(x)
∩ P 0x 6= {0} is
certainly measure zero, it can be ignored when computing the integrals in (3.1). One would then have
to check that the half-form pairing remains bounded near such points, and maybe worry very slightly
about taking the derivative with respect to σ of a family of integrals whose domains depend on σ.
A more serious problem with the standard dragging projection is the convergence of I(σ): since ψ
is a function on the compact manifold M , ψ ◦ π ◦Φ1(x, p) does not go to zero for large p, and so there
is no reason that the integral i(q) over the fiber T ∗qM should converge. One might hope that the BKS
contribution controls the divergence, but even in the simplest case M = S1, the integral I(σ) is
1√
2iσ
∫
S1
ψ¯′(q)
(∫
R
ψ(q + σp)eip
2/2σdp
)
dq,
and the integral over R simply does not converge (as a Lebesgue integral, at least).
The standard remedy is to introduce a cutoff R > 0, compute the integral over
T ∗,RM := {(q, p) : |p| < R},
and then let R→∞. But since we are actually interested in the derivative at σ = 0 of I(σ), one must
be careful about interchanging the R→∞ and σ → 0 limits.
The final, and perhaps most serious, difficulty lies with the application of the method of stationary
phase. In order to rigorously apply the stationary phase approximation, we must first introduce a
cutoff R > 0 and show that part of I(σ) given by the integral over T ∗,>RM := {(q, p) : |p| > R} is
O(σ1+ε) for some ε > 0 (so that the derivative at 0 is equal to 0). But as we explained above, this
part of I(σ) does not even converge, so we must introduce another cutoff R′ > R > 0 to regularize,
then show that the R′ →∞ limit yields something of order O(σ1+ε) as σ → 0.
It is likely that with sufficient patience and analytic skill, all of these subtleties can be dealt with,
but we will take a different approach which simultaneously avoids all of these problems.
4 Wick rotation
Our basic idea is a common one in physics: we will do a so-called Wick rotation. Consider, for example,
the standard Gaussian integral ∫
R2
e−τ(x
2+y2)dx dy. (4.1)
For τ real and positive, one may evaluate the integral exactly to obtain π/τ . Away from τ = 0, this
is analytic in τ , and we can analytically continue. In particular, for τ = −iσ, we obtain the formal
expression ∫
R2
eiσ(x
2+y2)dx dy = iπ/σ. (4.2)
Of course, this integral does not converge (at least, as a Lebesgue integral), but introducing a cutoff,
computing, and taking the limit as the cutoff goes to infinity yields exactly the value iπ/σ (alternatively,
we can just interpret the integral as a Riemannian integral). On the other hand, if we are unwilling
or unable to evaluate (4.2), we apply the procedure in reverse, that is, replace
σ 7→ it (4.3)
7
in (4.2) to obtain the Gaussian integral (4.1). The replacement (4.3), which amounts to rotating the
time variable through an angle π/2 in the complex plane, is called a Wick rotation.
Doing a Wick rotation σ 7→ it to the integral I(σ) given by (3.2) and applying the same rescaling
argument of Lemma 3.1 yields the integral
J(t) = t−n/2
∫
T∗M
ψ′ ◦ π ψ ◦ π ◦ Φi e−E/t~
(√
dvolg,
√
Φ∗i dvolg
)
BKS
ωn
(2π~)nn!
. (4.4)
This integral is superficially much easier to deal with since the exponential is now a Gaussian in the
fibers of T ∗M . The price we pay, however, is that we must somehow interpret the “imaginary-time”
geodesic flow. In particular, we must make sense of functions of the form
ψ ◦ π ◦ Φi
and of the n-form Φ∗i dvolg. Fortunately, this has already been done and involves the notion of adapted
complex structures.
5 Adapted complex structures
Recall that we denote the time-σ geodesic flow by Φσ : T
∗M → T ∗M , and that this is the flow of the
Hamiltonian vector field XE of the kinetic energy function E(q, p) :=
1
2gq(p, p).
There are several ways to understand the analytic continuation of the geodesic flow. The most
direct way to analytically continue the geodesic flow on M is to regard M as sitting inside a Bruhat–
Whitney/Grauert complexification X and then literally analytically continue π ◦ Φ to a map from
D ×M into X for some disk D ⊂ C.
In [LS91, Szo˝91] and [GS91, GS92], Lempert and Szo˝ke and, independently and essentially simul-
taneously, Guillemin and Stenzel realized that with the help of the metric g, a neighborhood of M
in X can be identified with some tubular neighborhood T ∗,RM of M in its cotangent bundle. The
pushforward of the complex structure on X by this identification yields a complex structure on T ∗,RM,
called the adapted complex structure, which is Ka¨hler with respect to the ωT
∗M .
Theorem 5.1 below, due to the author and B. Hall, repackages the construction of the adapted
complex structure explicitly in terms of the geodesic flow and avoids completely the introduction
of the abstract complexification X (although our description below in terms of the geodesic flow is
contained implicitly, in the original works of Lempert–Szo˝ke and Guillemin–Stenzel), and yields exactly
what we need to make sense of the various terms in (4.4) arising from the Wick rotation.
Since we are interested in how the geodesic flow acts on vertically polarized sections, and on the
vertical polarizations itself, we begin with a formulation in terms of the vertical polarization.
Theorem 5.1 For every ε > 0 there exists R > 0 such that for all x ∈ T ∗,RM , the map
σ ∈ R 7→ (Φσ)∗VertCxT ∗M ⊂ TCx (T ∗M)
can be analytically continued to the disk D1+ε := {σ + iτ ∈ C : |σ + it| < ε}. Moreover, for all
t ∈ (0, 1+ ε), the distribution (Φit)∗VertC(T ∗,RM) is the (1, 0)-tangent bundle for a complex structure
Jt such that (T
∗,RM,ωT
∗M , Jt) is Ka¨hler with global Ka¨hler potential κ = t |p|2 .
The above theorem tells us in particular that for some R > 0, it makes sense to “plug in t =
√−1”.
The resulting complex structure is the adapted complex structure of Guillemin–Stenzel/Lempert–
Szo˝ke. The “time-it” adapted complex structures can be obtained from the adapted complex structure
by rescaling the fibers of T ∗M by 1/t (this boils down to reparamerization of geodesics). In our
application, we will be interested in small t and hence large R. Theorem 5.1 can be restated in terms
of Jt-holomorphic functions as follows.
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Theorem 5.2 For r ∈ (0, R), a function fC : T ∗,rM → C is Jt-holomorphic if and only if there exists
a real-analytic function f :M → C such that for all x ∈ T ∗,rM
fC(x) = f ◦ π ◦ Φit(x),
where the right-hand side of the above equation is understood to be the evaluation at σ = it of the
analytic continuation of the map σ ∈ R 7→ f ◦ π ◦ Φσ(x) to Dε.
Since the zero section consists of fixed points of the geodesic flow, the function f in this theorem is
simply fC evaluated on the zero section. This theorem can also be stated at the level of holomorphic
sections of our prequantum bundle L→ T ∗M . The lift VE of the vector field XE to the total space of
L is VE = X
hor
E + (E − θ(XE))iz∂z (c.f. (2.4)). The flow ΦL of VE is the lift of Φ to L and induces an
action on sections given by
(ρσs)(x) := Φ
L
−σ(s(Φσx)), s ∈ Γ(L).
Since L is a Hermitian line bundle with connection, the complex structure Jt induces a holomorphic
structure on L which, for example, can be described by declaring that a section s ∈ ΓT∗,RM (L) is
holomorphic if
∇(1+iJt)Xs = 0
for all vector fields X.
The next theorem is a corollary to Theorem 5.1.
Theorem 5.3 With respect to the trivialization ∇ = d + i
~
θ, a section s ∈ ΓT∗,rM (L) (here, r ≤ R)
is Jt-holomorphic if and only if there exists a real-analytic function ψ : M → C, and hence a Jt-
holomorphic function ψ ◦ π ◦ Φit, such that for all x ∈ T ∗,rM ,
s(x) = ψ ◦ π ◦ Φit(x) e−tE(x)/~.
6 Quantization via Wick-rotated “dragging projection”
We are now ready to quantize the geodesic flow via a Wick-rotated dragging projection. Since we
are unaware of a detailed analysis of even the standard dragging projection in the literature, we will
include the details of the computation, despite the fact that several of the steps mirror closely what
appears in [Woo91] and [S´ni80]. In particular, the rescaling argument of Lemma 3.1 essentially appears
in [Woo91, page 202 – 203], and the computations involved in the Laplace’s approximation which we
make below are formally similar to the stationary phase computations which appear in [Woo91, Sec.
9.7] and [S´ni80, Sec. 6.3,7.1].
Fix ε > 0 and let R be as in Theorem 5.1 so that for any t ∈ (0, 1+ε), the time-it adapted complex
structure Jt exists on T
∗,RM . Strictly speaking, we should assume that (M, g) is such that we can
take R =∞ since the integral in (4.4) is over T ∗M . However, Theorem 6.2 below shows that for small
t, the integrand concentrates exponentially onto the zero section for small t, and so there is no harm
in making the weaker assumption that Jt exists only on a finite-radius tubular neighborhood of the
zero section.
Since we Wick rotate the arguments given in Section 3, we should be careful that the usual time is
now replace by it in definition (3.1). That is, suppose that ψ ∈ Cω(M) admits a Jt-analytic continu-
ation to T ∗,rM for some r ∈ (0, R). Then via a Wick-rotated dragging projection, the quantization of
the geodesic flow acting on ψ ∈ L2(M,dvolg) is defined by
〈
ψ′, Q˜(E)ψ
〉
L2(M,dvolg)
:= ~
d
dt
∣∣∣∣
t=0
∫
T∗,rM
ψ′ ◦ πe−tE/~ψ ◦ π ◦ Φit
×
(√
dvolg,
√
Φ∗itdvolg
)
BKS
ωn
(2π~)nn!
(6.1)
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for all ψ′ ∈ L2(M,dvolg), where we now understand ψ ◦ π ◦ Φit as the Jt-holomorphic function on
T ∗,rM which is equal to ψ on the zero section and recognize the combination e−tE/~ψ ◦ π ◦ Φit as a
trivialized holomorphic section of L→ T ∗,rM .
In order to make sense of the half-form
√
Φ∗itdvolg, note the family of polarizations P
it = (Φit)∗ P
0,
t ∈ (0, 1+ε), induces a family of canonical bundles KP it , t ∈ (0, 1+ε), which is the analytic continuation
of the family σ 7→ Φ∗σKP
0
considered as subbundles of the bundle
∧n
T ∗(T ∗M)C of n-forms on T ∗M.
The bundle KP it is trivialized by the section Φ∗itdvolg, which is the analytic continuation of the family
σ 7→ Φ∗σdvolg, and hence we can take the half-form bundle δP
it
to be trivial with a trivializing section
which we denote by
√
Φ∗itdvolg to indicate that the isomorphism is determined by
(√
Φ∗itdvolg
)2
=
Φ∗itdvolg.
By Theorem 5.1, for t > 0, the time-it polarization P it is everywhere transverse to the vertical
polarization, and so we avoid the first of the analytic difficulties which arise in the standard dragging
projection: the BKS pairing
(√
dvolg,
√
Φ∗itdvolg
)
BKS
is a well-defined function everywhere on T ∗,RM .
Since the analytic continuation of the geodesic flow has the same scaling behavior as the geodesic
flow itself, the rescaling argument leading to (3.3) is also valid for the Wick-rotated construction,
whence the integral J(t) of equation (4.4), which is the right-hand side of (6.1), is equal to
J(t) = t−n/2
∫
T∗,rM
ψ′ ◦ πe−E/t~ψ ◦ π ◦ Φi
(√
dvolg,
√
Φ∗i dvolg
)
BKS
ωn
(2π~)nn!
. (6.2)
We would like to apply Laplace’s approximation to the integral J(t). In order to do so, and to justify
our claim that it is irrelevant whether we assume the adapted complex structure exists everywhere
on T ∗M or only to a finite radius, we show in Theorem 6.2 below that the contribution to both the
integral J(t) and its derivative of any region outside a neighborhood of the zero section is exponentially
small. This is the essential step that is missing from the analysis of the usual dragging projection.
As usual, let xj be normal coordinates in a neighborhood U of q and let pj be the associated fiber
coordinates of T ∗U . At the point q, the metric is the identity, so if we define
jrt (q) := (2π~)
−nt−n/2
∫
B(r)
ψ ◦ π ◦ Φi(q, p)
(√
dvolg,
√
Φ∗i dvolg
)
(q,p)
e−|p|
2/2t~dnp, (6.3)
where B(r) is the ball of radius r in Rn, then by (2.7) we have
J(t) =
∫
M
ψ′(q) jt(q) dvolg.
The main result of this paper is the following theorem.
Theorem 6.1 As t→ 0,
jrt (q) ∼ ψ(q)− t
~
2
(
∆− 1
6
S
)
ψ(q) +O
(
t2
)
.
Hence by (6.1) and (6.2) we obtain
Q˜(E) = −~
2
2
(∆− 1
6
S).
Before proving Theorem 6.1, we show that the contribution to J(t) coming from any region bounded
away from the zero section is exponentially small.
Theorem 6.2 Let r0 ∈ (0, r), let f be a function on T ∗,rM \ T ∗,r0M , and suppose that for some t
and each q ∈M , ∣∣∣∣∣
∫
T∗,rq M\T
∗,r0
q M
fe−E/t~dnp
∣∣∣∣∣ <∞.
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Then as t→ 0, ∫
T∗,rM\T∗,r0M
fe−E/t~ωn = O(e−r
2
0
/2t~).
Proof. Suppose first that f ≥ 0. Then Ho¨lder’s inequality gives∫
T∗,rq M\T
∗,r0
q M
fe−E/t~dnp ≤
∫
T∗,rq M\T
∗,r0
q M
fe−Ednp ·
∥∥∥e−(1/t~−1)E∥∥∥
L∞(Aq,dnp)
.
Since infp:gjk(q)pjpk∈(r0,r){gjk(q)pjpk/2} = r20/2, the right-hand side above is equal to a possibly q-
dependent constant times e−r
2
0
/2t~.
For general f , write f = f+− f where f+ := max{f, 0} and f− = −min{f, 0}. Then applying the
first paragraph, we have∣∣∣∣∣
∫
T∗,rq M\T
∗,r0
q M
fe−E/t~dnp
∣∣∣∣∣ ≤ (C+(q) + C−(q))e−r20/2t~.
Since M is compact, integrating over M yields the result.
Observe that Theorem 6.2 is the same whether we take r =∞ or r <∞; this is why it is sufficient
for our purposes to assume that the adapted complex structure only exists on a finite-radius tubular
neighborhood of the zero section.
The remainder of this section is dedicated to the proof of Theorem 6.1. Theorem 6.2 allows us
to apply Laplace’s approximation to jrt (q). Since ψ and the metric g are real analytic, they admit
convergent Taylor series expansions in some neighborhood of each point, and our basic strategy is to
Taylor expand the integrand ψ ◦π ◦Φi
(√
dvolg,
√
Φ∗i dvolg
)
around x = 0. In order to insure that the
expansions are valid, as we explain after (6.8) below, we must first replace r by
r′ := min{r,min
M
{
√
3/ ‖Rjk(q)‖}}, (6.4)
where Rjk is the Ricci curvature tensor. We will then obtain expressions involving integrals of the
form
∫ r′
−r′
yme−y
2/2tdy. One checks that this is asymptotically equal to
∫
R
yme−y
2/2tdy for small t.
Then, since the integral
∫
R
yme−y
2/2tdy is equal to 0 if m is odd and to tk
√
2πt(2k − 1)!! if m = 2k,
t−n/2
∫
Rn
pi1 · · · pile−|p|
2/2t~dnp (6.5)
is equal to
√
2π~
n
when l = 0, vanishes when l = 1 or l = 2 and i1 6= i2, and is O(t2) when l ≥ 3. In
particular, to compute ζ1, we only need to keep track of terms up to order O(|p|3).
Since XE applied to the vertically constant function ψ ◦ π is gjk(x)pj ∂ψ∂xk , the term ψ ◦ π ◦ Φi can
be written as a Taylor series, centered at q, in the fiber coordinate p as
ψ ◦ π ◦ Φi(q, p) = ψ(q) + ipk ∂ψ
∂xk
(q)− 1
2
pjpk
∂2ψ
∂xj∂xk
(q) +O(|p|3), (6.6)
where we write pj := gjk(q)pk = δ
jkpk [HK11]. (At an arbitrary point (x, p) in our coordinate
neighborhood, the Taylor expansion has another factor involving derivatives of the metric, but the
first-order derivatives of the metric vanish at q in normal coordinates.) Note that r was chosen so that
this expansion is valid for p ∈ T ∗,rM .
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To compute
(√
dvolg,
√
Φ∗i dvolg
)
BKS
we need to compute the dp term of Φ∗tdvolg, which is just
the restriction of Φ∗t dvolg to the vertical tangent space. Since the time-1 geodesic flow restricted to
the vertical tangent space V(q,p)(T
∗M) ≃ T ∗qM is the exponential map, the vertical part of Φ∗tdvolg is
Φ∗t dvolg|T∗qM =
(
N∗t ◦ exp∗q
)
dvolg
∣∣
T∗M
. (6.7)
Leaving aside the t-rescaling for a moment, the Taylor expansion of the Riemannian volume form in
normal coordinates is √
det(gjk(expq(p))) = 1−
1
6
Rjk(q)p
jpk +O
(
|p|3
)
. (6.8)
This follows from the standard Taylor expansions det(gjk(x)) = 1− 13Rjk(q)xjxk +O(|x|3) and
√
1− x = 1− 1
2
x+O(x2) (6.9)
about x = 0; since the latter is valid for |x| < 1, (6.8) is valid for
∣∣Rjk(q)pjpk∣∣ < 3, which explains
(6.4).
By Gauss’ lemma [dC92, Lemma 5.3], det((expq)∗)p = 1, whence
dn(expq(p)) = d
np+ dq-terms.
Combining this ith (6.8), with p replaced by tp because of the rescaling in (6.7), the analytic continu-
ation of (π ◦ Φt)∗dvolg|T∗qM to t =
√−1 is
(dvolg, (π ◦ Φi)∗dvolg) = (2π~)n
(
1 +
1
6
pjpkRjk(q)
)
+O
(
|p|3
)
.
After using (6.9) again, we obtain
√
(dvolg, (π ◦ Φi)∗dvolg) = (2π~)n/2
(
1 +
1
12
pjpkRjk(q)
)
+O
(
|p|3
)
. (6.10)
For any multi-index α, one has
∫
B(r′)
pαe−|p|
2/2t~dnp ∼ ∫
Rn
pαe−|p|
2/2t~dnp as t→ 0. Now put (6.6)
and (6.10) into the integral jr
′
t (q) defined in (6.3) and replace the integrals over B(r
′) with integrals
over Rn. Evaluating the resulting Gaussian integrals according to (6.5) then yields
jr
′
t (q) = (2π~t)
−n/2
∫
Rn
(
ψ + ipk
∂ψ
∂xk
− 1
2
pjpk
∂2ψ
∂xj∂xk
)
×
(
1 +
1
12
pjpkRjk
)
e−|p|
2/2t~dnp+O(t2)
= (2π~t)
−n/2
[
(2π~t)n/2ψ − (2π~t)n/2 δ
jkt~
2
(
∂2ψ
∂xj∂xk
− 1
6
Rjkψ
)
+O
(
t2
)]
=
(
ψ − t~
2
(
∆− 1
6
S
)
ψ +O
(
t2
))
where S(q) = Rjj(q) is the scalar curvature and ∆ is the Laplacian (which, when evaluated at q in
normal coordinates centered at q, is simply ∆ψ =
∑
j ∂
2ψ/∂
(
xj
)2
).
The Wick-rotated “dragging projection” Q˜(E) of the geodesic flow onto the vertically polarized
quantum Hilbert space, defined in (6.1), is therefore determined by requiring that for each ψ′ ∈
12
L2(M,dvolg),
〈ψ′, Q(E)ψ〉L2(M,dvolg)
:= ~
d
dt
∣∣∣∣
t=0
∫
M
ψ¯′(q)
(
ψ(q) − t~
2
(
∆− 1
6
S(q)
)
ψ(q) +O
(
t2
))
dvolg
=
∫
M
ψ¯′
[
−~
2
2
(
∆− 1
6
S
)
ψ
]
dvolg
which proves the theorem.
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