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Abstract
We present a computational procedure for generating formally orthogonal polynomials associated with a given bilinear
Hankel form with rectangular matrix-valued moments. Our approach covers the most general case of moments of any
size and is not restricted to square moments. Moreover, our algorithm has a built-in deation procedure to handle linearly
dependent or almost linearly dependent columns and rows of the block Hankel matrix associated with the bilinear form.
Possible singular or close-to-singular leading principal submatrices of the deated block Hankel matrix are avoided by
means of look-ahead techniques. Applications of the computational procedure to eigenvalue computations, reduced-order
modeling, the solution of multiple linear systems, and the fast solution of block Hankel systems are also briey described.
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1. Introduction
It has been known for a long time that many of the algebraic properties of scalar orthogonal
polynomials on the real line carry over to the more general case of formally orthogonal polynomials
induced by a given sequence of scalar moments; see, e.g., [3,4,8,15{17] and the references given
there. For example, such formally orthogonal polynomials still satisfy three-term recurrences, as long
as the scalar Hankel matrix H associated with the moment sequence is strongly regular, i.e., all
leading principal submatrices of H are nonsingular. If H has some singular or in some sense nearly
singular leading principal submatrices, then so-called look-ahead techniques can be used to jump over
these submatrices, resulting in recurrence relations that connect the formally orthogonal polynomials
corresponding to three consecutive look-ahead steps. In particular, these recurrences reduce to the
standard three-term recurrences whenever three consecutive leading principal submatrices of H are
nonsingular.
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Scalar formally orthogonal polynomials are intimately connected with a number of algorithms for
matrix computations. For example, the classical Lanczos process [19] for nonsymmetric matrices, fast
solvers for linear systems with Hankel structure [14], and the computation of Pade approximants of
transfer functions of single-input single-output linear dynamical systems [6,10] are all closely related
to formally orthogonal polynomials. Furthermore, the theory of formally orthogonal polynomials
has proven to be useful for developing more robust versions of these algorithms. For instance,
the look-ahead variants [12,17,22] of the Lanczos process, which remedy possible breakdowns in
the classical algorithm, are direct translations of the extended recurrences for formally orthogonal
polynomials in the general case of Hankel matrices H with singular or nearly singular leading
principal submatrices.
The concept of formally orthogonal polynomials can be extended to the case of arbitrary, in general
rectangular, matrix-valued moments. However, except for special cases such as square orthogonal
matrix polynomials on the line [25], the theory of the associated matrix-valued polynomials is a lot
less developed than in the case of scalar moments. For example, a suitable extension of the classical
Lanczos process, which is only applicable to single right and left starting vectors, to multiple, say m
right and p left, starting vectors is intimately related to formally orthogonal polynomials associated
with sequences of (p  m)-matrix-valued moments that are given by a so-called realization. Such
a Lanczos-type method for multiple starting vectors was developed only recently [1,7], motivated
mainly by the need for such an algorithm for the computation of matrix-Pade approximants of
transfer functions of m-input p-output linear dynamical systems [7,9,10].
There are two intrinsic diculties that arise in the case of (pm)-matrix-valued moments, but not
in the case of scalar moments. First, in the important case of matrix moments given by a realization,
the block Hankel matrix H associated with these moments necessarily exhibits systematic singular-
ities or ill-conditioning due to linearly dependent or nearly linearly dependent columns and rows.
These linear or nearly linear dependencies imply that from a certain point on all leading principal
submatrices of H are singular or nearly singular, although the moment information contained in H
has not been fully exhausted yet. In particular, block Hankel matrices induced by a realization are
not strongly regular, and singular or nearly singular submatrices caused by linearly dependent or
nearly linearly dependent columns and rows cannot be avoided by means of look-ahead techniques.
Instead, so-called deation is needed in order to remove systematic singularities or ill-conditioning
due to linearly dependent or nearly linearly dependent columns and rows of H . Second, the fact
that m 6= p in general excludes the possibility of constructing the formally orthogonal polynomials
directly as right (mm)-matrix-valued and left (pp)-matrix-valued polynomials. Moreover, each
deation of a column of H eectively reduces m by one and each deation of a row of H eec-
tively reduces p by one. Since deations of columns and rows occur independently in general, this
means that the \current" values of m and p in the course of the construction of formally orthogonal
polynomials will be dierent in general, even if m=p initially. The diculties due to dierent m and
p can be avoided by constructing the polynomials associated with (p m)-matrix-valued moments
vector-wise, rather than matrix-wise.
In this paper, we present a computational procedure for generating right and left formally orthog-
onal polynomials associated with a given bilinear form induced by a sequence of general rectangular
(p  m)-matrix-valued moments. Our approach covers the most general case of arbitrary integers
m;p>1, and we need not assume that the block Hankel matrix H associated with the given bilinear
form is strongly regular. Our algorithm has a built-in deation procedure to handle linearly dependent
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or almost linearly dependent columns and rows of H . Possible singular or close-to-singular lead-
ing principal submatrices of the deated block Hankel matrix are avoided by means of look-ahead
techniques. Applications of the computational procedure to eigenvalue computations, reduced-order
modeling, the solution of multiple linear systems, and the fast solution of block Hankel systems are
also briey described.
We remark that our approach of constructing formally orthogonal polynomials induced by matrix
moments in a vector-wise fashion is related to earlier work, such as [2,24,27]. However, in these
papers, the assumption that H is strongly regular is made, and this excludes the intrinsic diculties
described above.
The remainder of this paper is organized as follows. In Section 2, we introduce some notation.
Section 3 describes our general setting of bilinear Hankel forms and discusses the need for deation
and look-ahead. In Section 4, we present our notion of formally orthogonal polynomials associated
with a given bilinear Hankel form. In Section 5, we explain the structure of the recurrence relations
used in our construction of formally orthogonal polynomials. A complete statement of our algorithm
for generating formally orthogonal polynomials is given in Section 6, and some properties of this
algorithm are stated in Section 7. Applications of the algorithm are sketched in Section 8. Finally,
in Section 9, we make some concluding remarks.
2. Notation and some preliminaries
In this section, we introduce some notation used throughout this paper.
2.1. Notation
All vectors and matrices are allowed to have real or complex entries. We use boldface letters to
denote vectors and matrices. As usual, M = [mjk], MT = [mkj], and MH =M
T
= [mkj] denote the
complex conjugate, transpose, and the conjugate transpose, respectively, of the matrix M=[mjk]. We
use the notation [xj]j2J for the subvector of x= [xj] induced by the index set J, and analogously,
[mjk]j2J; k2K for the submatrix of M = [mjk] induced by the row indices J and column indices
K. The vector norm kxk :=pxHx is always the Euclidean norm, and kMk :=maxkxk=1kMxk is the
corresponding induced matrix norm.
The ith unit vector of dimension j is denoted by e( j)i . We use In to denote the n  n identity
matrix, and we will simply write I if the actual dimension is apparent from the context.
The sets of real and complex numbers are denoted by R and C, respectively. We use the symbols
N for the set of positive integers and N0 =N [ f0g for the set of non-negative integers.
We denote by P( j) the set of all vector-valued polynomials
()  a0 + a1+   + aii; where a0; a1; : : : ; ai 2 Cj; i 2 N0; (1)
with coecient vectors of dimension j, and by
P( jk) := f= [1 2    k] j1;2; : : : ;k 2 P( j)g
the set of all matrix-valued polynomials with coecient matrices of size j  k.
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We use the symbol 0 both for the number zero and for the scalar zero polynomial, and similarly,
the symbol 0 for the m  n zero matrix and the zero polynomials in P( j) and P( jk). The actual
dimension of 0 will always be apparent from the context.
2.2. The degree of a vector polynomial
Following [2,5,27], we can associate with any given vector polynomial (1), , the scalar polyno-
mial
’()  [1     j−1]  (j) 
(i+1) j−1X
k=0
kk : (2)
Here, the k’s are just the coecients of the stacked coecient vector
a =
2
6664
a0
a1
...
ai
3
7775=
2
6664
0
1
...
(i+1) j−1
3
7775 2 C(i+1) j (3)
of (1). The (diagonal) degree, deg, of  is then dened as the degree of the scalar polynomial
(2), i.e.,
deg :=
(
maxfk j k 6= 0 in (2)g if  6= 0;
−1 if = 0:
In the sequel, we will also use the notation
vec :=
(
[k]06k6deg  if  6= 0;
0 if = 0
for the vector that results from (3) by deleting any trailing zeros.
3. Bilinear Hankel forms and block Hankel matrices
In this section, we describe our general setting of bilinear Hankel forms and their associated
innite block Hankel matrices. We also discuss the need for deation and look-ahead to avoid
possible singular or ill-conditioned submatrices of the block Hankel matrices.
3.1. Bilinear Hankel forms
Let m, p>1 be given integers. A complex-valued functional
h ;  i : P(p) P(m) 7! C (4)
is called a bilinear form if
h ; 11 + 22i= 1h ;1i+ 2h ;2i (5a)
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and
h1 1 + 2 2;i= 1h 1;i+ 2h 2;i (5b)
for all ;1;2 2 P(m),  ;  1;  2 2 P(p), 1; 2 2 C. We say that (4) is a Hankel form if the
following shift property is satised:
h ; i= h ;i for all  2 P(m);  2 P(p): (6)
In the sequel, it is always assumed that (4) is a given bilinear Hankel form. Furthermore, we extend
(4) to matrix-valued polynomials by setting
h	;i :=
2
6664
h 1;1i h 1;2i    h 1;ki
h 2;1i h 2;2i    h 2;ki
...
...
...
h j;1i h j;2i    h j;ki
3
7775 2 Cjk (7)
for all
= [1 2    k] 2 P(mk); 	 = [ 1  2     j] 2 P(pj):
In particular, using the notation (7), we dene p m (matrix-valued) moments
Mj; k := hIpj; Imki 2 Cpm for all j; k 2 N0: (8)
In view of the bilinearity (5a) and (5b), any bilinear form (4) is completely determined by its
moments (8). Furthermore, the shift property (6) means that the moments Mj; k only depend on
j + k, and we set Mj+k :=Mj; k . Therefore, any bilinear Hankel form (4) is completely determined
by the sequence of moments
Mi := hIp; Imii= hIpi; Imi; i 2 N0:
The associated innite block Hankel matrix
H := [Mj+k]j; k>0 =
2
6664
M0 M1 M2   
M1 M2
M2
...
3
7775 (9)
is called the moment matrix of the bilinear Hankel form (4). Although H has a block Hankel
structure, we will also consider H as a scalar matrix with entries h;, i.e.,
H = [h;];>0; where h; 2 C for all ;  2 N0:
Furthermore, for each n; k 2 N0, we set
Hn; k := [h;]066n;066k and Hn :=Hn;n = [h;]06;6n:
Note that Hn is the nth scalar leading principal submatrix of H .
With the notation just introduced, for any pair of vector-valued polynomials  2 P(m) and
 2 P(p), we have
h ;i := bTHdeg  ;deg a; where a = vec; b= vec  : (10)
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3.2. Bilinear Hankel forms associated with realizations
An important special case is bilinear Hankel forms that are associated with so-called realizations
of time-invariant linear dynamical systems. We refer the reader to [18, Chapter 10.11], [23], or [26,
Chapter 5.5] for a discussion of the concepts and results from realization theory that we will use in
this subsection.
Let
Mi 2 Cpm; i = 0; 1; : : : ; (11)
be a given sequence of moments. A triple of matrices
A 2 CNN ; R 2 CNm; L 2 CNp (12)
is called a realization of the sequence (11) if
Mi = LTAiR for all i 2 N0:
The integer N is called the dimension of the realization (12). A realization (12) of a given sequence
(11) is said to be minimal if its dimension N is as small as possible.
Not every given sequence (11) has a realization. The following well-known result (see, e.g., [26,
Theorem 21]) gives a necessary and sucient condition for the existence of a realization in terms
of the innite block Hankel matrix (9) with block entries (11).
Theorem A. A sequence (11) admits a realization if; and only if; the associated innite block
Hankel matrix (9); H ; has nite rank. Furthermore; if (11) has a realization; then N = rankH is
the dimension of a minimal realization.
For the remainder of this subsection, we now assume that H has nite rank and that (12) is a
given, not necessarily minimal, realization of the block entries (11) of H .
Note that, in view of (9) and (12), the block Hankel matrix H can be factored into block Krylov
matrices as follows:
H =
2
6664
LT
LTA
LTA2
...
3
7775  [R AR A2R    ]: (13)
As a rst application of (13), we have the following connection of vector-valued polynomials with
vectors in CN .
Remark 1. Let  2 P(m) and  2 P(p) be any pair of polynomials. Then, using the representations
()  a0 + a1+   + ajj;
 ()  b0 + b1+   + bkk ;
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we can associate with  and  the pair of vectors
C= (A)  R :=Ra0 + ARa1 +   + AjRaj 2 CN ;
w=  (AT)  L :=Lb0 + ATLb1 +   + (AT)kLbk 2 CN :
(14)
By (10), (13), and (14), it follows that h ;i= wTC.
The factorization (13) of H necessarily implies that from a certain n on, all leading principal
submatrices Hn are singular. Indeed, consider the right block Krylov matrix
[R AR A2R    ] (15)
in (13). The columns of the matrix (15) are vectors in CN , and hence at most N of them are linearly
independent. By scanning the columns of (15) from left to right and deleting each column that is
linearly dependent on earlier columns, we obtain the deated right block Krylov matrix
[R0 AR1 A2R2    Ajmax−1Rjmax ]: (16)
By the structure of (15), a column Aj−1r being linearly dependent on earlier columns implies that
all columns Air, i>j, are also linearly dependent on earlier columns. This implies that, for each
j=0; 1; : : : ; jmax, Rj is a submatrix of Rj−1, where, for j=0, we set R−1 :=R. Similarly, by scanning
the columns of the left block Krylov matrix
[L ATL (AT)2L    ]
from left to right and deleting each column that is linearly dependent on earlier columns, we obtain
the deated left block Krylov matrix
[L0 ATL1 (AT)2L2    (AT)kmax−1Lkmax ]: (17)
Here, for each k =0; 1; : : : ; kmax, Lk is a submatrix of Lk−1, where, for k =0, we set L−1 :=L. Now
let j0 be the smallest integer such that Rj0 6= R and let k0 be the smallest integer such that Lk0 6= L.
Then, by construction, it follows that the nth leading principal submatrix
Hn is singular for all n>minf(j0 + 1)m; (k0 + 1)pg − 1:
Finally, we note that this systematic singularity of the submatrices Hn can be avoided by replacing
the moment matrix H by the deated moment matrix
H de :=
2
6664
LT0
LT1A
...
LTkmaxA
kmax−1
3
7775  [R0 AR1    Ajmax−1Rjmax ]:
3.3. The need for deation
We now return to general moment matrices H , and we extend the procedure for avoiding sys-
tematic singularities of submatrices Hn to this general case.
Generalizing the procedure described in Section 3.2, we scan the columns, [hi;]i>0, =0; 1; : : : ; of
H , from left to right and delete each column that is linearly dependent, or in some sense \almost"
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linearly dependent, on earlier columns. Similarly, we scan the rows, [h; i]i>0,  = 0; 1; : : : ; of H ,
from top to bottom and delete each row that is linearly dependent, or in some sense \almost"
linearly dependent, on earlier rows. We refer to this process of deleting linearly dependent and
\almost" linearly dependent columns and rows as deation. Moreover, we say that exact deation is
performed when only the linearly dependent columns and rows are removed. Clearly, exact deation
is only possible in exact arithmetic, and deation of \almost" linearly dependent columns and rows
has to be included when actual computations are done in nite-precision arithmetic.
In the sequel, we denote by
060<1<   <n<    and 060<1<   <n<    (18)
the sequences of indices of those columns and rows of H , respectively, that are left after deation
has been performed. Moreover, we denote by
M= fngnrn=0 and N= fngn‘n=0 (19)
the sets of all the indices (18), and by
H de := [h;]2N; 2M (20)
the corresponding deated moment matrix. Note that, in general, each of the two sequences (18)
may be nite of innite, i.e., nr ; n‘ 2 N0 [ f1g. Hence H de can have nitely or innitely many
rows or columns. However, in the special case of Hankel matrices H of nite rank discussed in
Section 3.2, nr ; n‘ <1 and thus H de is a nite matrix.
In view of the block Hankel structure (9) of H , an exact deation of a th column of H implies
that also all (+ jm)th columns, where j=1; 2; : : : ; need to be deated. Similarly, an exact deation
of a th row implies that also all (+ jp)th rows, where j=1; 2; : : : ; need to be deated. We assume
that the same rule is also applied in the case of general deation, and so whenever a th column or
th row is deated, we also deate all (+ jm)th columns, j 2 N, respectively all (+ jp)th rows,
j 2 N. This implies that the sets (19) always satisfy the following conditions:
 62M)  + jm 62M for all j 2 N0;
 62N) + jp 62N for all j 2 N0:
Finally, we note that, by (18), the mappings n 7! n and n 7! n are both invertible, and we will
use −1 and −1 to denote the inverse mappings dened by
n= −1(n); n 2M; and n= −1(n); n 2N;
respectively.
3.4. The need for look-ahead
By replacing H with the deated moment matrix H de, we have removed any rank deciencies
due to linearly dependent columns and rows. Next, we discuss potential singularities of the leading
principal submatrices of H de.
By (19) and (20), all the leading principal submatrices of H de are given by
H den−1 := [hi; j ]06i; j<n for all n 2 N with n6nmax; (21)
R.W. Freund / Journal of Computational and Applied Mathematics 127 (2001) 173{199 181
where
nmax := 1 + minfnr ; n‘g: (22)
Note that either nmax 2 N0 or nmax =1. In the special case of Hankel matrices H of nite rank
discussed in Section 3.2, nmax is a nite integer.
By construction, the necessary singularities implied by linearly dependent columns or rows of H
have been removed from the submatrices (21). Obviously, as in the case of scalar Hankel matrices
(see, e.g., [14] and the references given there), this construction alone is not sucient to always
guarantee that
detH den−1 6= 0 for all n 2 N with n6nmax: (23)
However, the situation that (23) is satised is the generic case.
In the general case, some of the submatrices (21) may be singular or in some sense \close" to
singular, and we employ so-called look-ahead techniques [22,28] to avoid these submatrices. We
use the indices
n0 := 0<n1<n2<   <nk <    (24)
to mark those submatrices Hnk−1 that remain after any singular or close-to-singular submatrix has
been removed from (21). In particular, by construction, we have
detH denk−1 6= 0 for all k 2 N with nk6nmax:
Finally, note that in the generic case when no look-ahead is necessary, the indices (24) are simply
given by
nk = k for all k 2 N0 with k6nmax: (25)
4. Formally orthogonal polynomials
In this section, we present our notion of formally orthogonal polynomials associated with a given
bilinear Hankel form h ; i : P(p) P(m) 7! C.
4.1. Two sequences of polynomials
Let M=fngnrn=0 andN=fngn‘n=0 be the column and row indices introduced in (18) and (19). Of
course, in practice, these indices are not given beforehand, and instead, they have to be determined
within our computational procedure for constructing vector-valued orthogonal polynomials. In Section
4.4 below, we will show how this can be done, but for now, we assume that M and N are given.
Our computational procedure generates two sequences of right and left polynomials,
0;1; : : : ;n; : : : 2 P(m) and  0;  1; : : : ;  n; : : : 2 P(p); (26)
respectively. Here, n 2 N0 and n6nmax, where nmax is given by (22). Furthermore, the polynomials
(26) are constructed such that their degrees are just the indices M and N, i.e.,
degn = n and deg  n = n for all n; (27)
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and their coecient vectors,
a(n) := vecn =
2
66664
(n)0
(n)1
...
(n)n
3
77775 and b(n) := vec  n =
2
66664
(n)0
(n)1
...
(n)n
3
77775 ; (28)
have no nonzero entries outside M and N, i.e., for all n,
(n) = 0 if  6=M and (n) = 0 if  6=N: (29)
4.2. Orthogonality in the generic case
The goal is to construct the polynomials (26) such that they are regular formally orthogonal
polynomials in the sense of the following denition.
Denition 2. The polynomial n 2 P(m) is said to be an nth right formally orthogonal polynomial
(RFOP) if degn = n and
h ;ni= 0 for all  2 P(p) with deg  = i; i<n: (30)
The polynomial  n 2 P(p) is said to be an nth left formally orthogonal polynomial (LFOP) if
deg  n = n and
h n;i= 0 for all  2 P(m) with deg= i; i<n: (31)
Moreover, the RFOP n and the LFOP  n are said to be regular if they are uniquely determined by
(30) and (31), respectively, up to a nonzero scalar factor.
Using (10), (21), and (27){(29), one readily veries that the condition (30) is equivalent to the
system of linear equations,
H den−1
2
66664
(n)0
(n)1
...
(n)n−1
3
77775=−(n)n
2
6664
h0 ; n
h1 ; n
...
hn−1 ; n
3
7775 ; (n)n 6= 0; (32)
for the potentially nonzero coecients of n. Similarly, (31) is equivalent to the system of linear
equations,
(H den−1)
T
2
66664
(n)0
(n)1
...
(n)n−1
3
77775=−(n)n
2
6664
hn; 0
hn; 1
...
hn; n−1
3
7775 ; (n)n 6= 0; (33)
for the potentially nonzero coecients of  n. In view of (32) and (33), n and  n can be constructed
as a regular RFOP and a regular LFOP, respectively, if, and only if, H den−1 is nonsingular. We thus
have the following result on the existence of regular RFOPs and LFOPs in the generic case (23).
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Theorem 3. The polynomials (26) can all be constructed as regular RFOPs and LFOPs only in
the generic case; i.e.; if the matrices H den−1 are nonsingular for all n 2 N with n6nmax.
In the generic case, we thus construct the polynomials (26) such that
h i ;ni= 0 for all i 6= n; i; n 2 N0; i; n6nmax: (34)
Using the notation
n := [0 1    n] and 	n := [ 0  1     n] (35)
for the matrix polynomials whose columns are the rst n + 1 right and left polynomials (26),
respectively, the orthogonality condition (34) can be stated as follows:
h	n;ni= n for all n 2 N0; n6nmax: (36)
Here,
n := diag(0; 1; : : : ; n); where i := h i ;ii for all i: (37)
Finally, let
An := [( j)i ]06i; j6n and Bn := [
( j)
i ]06i; j6n (38)
denote the matrices of the potentially nonzero coecients of n and 	n, respectively. Then, by
(10), (21), (28), (29), and (38), the condition (36) is equivalent to the matrix factorization
BTnH
de
n An = n; (39)
where An and Bn are nonsingular upper triangular matrices. Thus, it follows from (37) and (39) that
the condition (23) for the generic case is equivalent to
i 6= 0 for all 06i<nmax: (40)
4.3. Orthogonality in the case of look-ahead
We now turn to the general case where look-ahead is used to avoid singular or close-to-singular
submatrices H den−1. In view of Theorem 3, the polynomials n and  n cannot be constructed as a
regular RFOP and LFOP is H den−1 if exactly singular. If H
de
n−1 is nonsingular, but in some sense
close to singular, then building n and  n as a regular RFOP and LFOP will result in numerical
instabilities in general. Therefore, we only construct the polynomials nk and  nk corresponding to
the index sequence (24) as regular RFOPs and LFOPs, while the remaining polynomials satisfy only
a relaxed version of the orthogonality condition (34).
More precisely, based on the indices (24), we partition the right and left polynomials (26) into
clusters
(k) := [nk nk+1    nk+1−1] (41a)
and
	(k) := [ nk  nk+1     nk+1−1]; (41b)
respectively. The polynomials (26) are then constructed such that we have the cluster-wise orthog-
onality
h	( j);(k)i= 0 for all j 6= k; j; k 2 N0; nj; nk6nmax: (42)
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We remark that, by (42), the leading polynomials nk and  nk of each kth cluster (41a) and (41b)
are regular RFOPs and LFOPs, respectively. Next, we set
(k) := h	(k);(k)i for all k:
Then, using essentially the same argument that lead to condition (40) in the generic case, it follows
that, in the general case,
(k) is nonsingular for all k 2 N0 with nk <nmax:
Finally, note that each nth pair of polynomials n and  n in (26) is part of exactly one pair of
clusters (41a) and (41b), namely those with index k = (n). Here and in the sequel, we use the
notation
(n) :=maxf j 2 N0 j nj6ng (43)
for the function that determines the cluster index for the nth pair of polynomials. Recall from (25)
that in the case of no look-ahead, nk = k for all k. Thus, in the generic case, (43) reduces to
(n) = n for all n: (44)
4.4. How deation is done
In practice, the indices (18) and (19), which describe deations, are not given beforehand, and
instead, they have to be determined as part of the algorithm for constructing the polynomials (26).
In this subsection, we describe how this is done.
In the algorithm, we keep track of the current block sizes mc and pc. Initially, mc=m and pc=p.
Every time a deation of a right polynomial is performed, we set mc = mc − 1, and every time a
deation of a left polynomial is performed, we set pc =pc− 1. Thus, at any stage of the algorithm,
m−mc, respectively p−pc, is just the number of deations of right, respectively left, polynomials
that have occurred so far.
Now assume that we already have constructed the right and left polynomials (26) up to index n−1.
In addition to these polynomials, our algorithm has built mc right and pc left auxiliary polynomials,
^n; ^n+1; : : : ; ^n+mc−1 and  ^ n;  ^ n+1; : : : ;  ^ n+pc−1; (45)
that satisfy the following \partial" orthogonality conditions:
h	(k); ^ii= 0 for all 06k <(n); n6i<n+ mc;
h ^ i ;(k)i= 0 for all 06k <(n); n6i<n+ pc:
(46)
The polynomials (45) are the candidates for the next mc right, respectively pc left, polynomials
in (26). In particular, in view of (46), the polynomials ^n and  ^ n already satisfy the necessary
orthogonality conditions of n and  n. It remains to decide if ^n or  ^ n should be deated. If ^n is
deated, it is deleted from (45), the indices of the remaining right polynomials in (45) are reduced
by one, and mc is reduced by one. If  ^ n is deated, one proceeds analogously.
The decision if ^n or  ^ n needs to be deated is relatively simple for the special case of bilinear
Hankel forms given in terms of a realization (12). Indeed, it is easy to see that an exact deation of
^n, respectively  ^ n, needs to be performed if, and only if, the associated vectors (see (14)) satisfy
^n(A)  R= 0; respectively  ^ n(AT)  L= 0:
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In practice, one thus deates ^n, respectively  ^ n, if
k^n(A)  Rk6dtolrn; respectively k ^ n(AT)  Lk6dtolln; (47)
where dtolrn>0 and dtol
l
n>0 are suitably chosen small deation tolerances. Note that the check
(47) reduces to exact deation only if dtolrn = dtol
l
n = 0.
In the general case of Hankel matrices H of not necessarily nite rank, one can show that exact
deation of ^n, respectively  ^ n, needs to be performed if, and only if,
hIpk ; ^ni= 0; respectively h ^ n; Imki= 0; for all k 2 N0: (48)
Since (48) represents innitely many conditions (representing the fact that H is an innite matrix),
in practice, one needs to replace (48) by some appropriate nite version. For example, imitating
(47), one can check if, for all 06k6k(n),
khIpk ; ^nik6dtolrn; respectively kh ^ n; Imkik6dtolln; (49)
where k(n) is a suciently large, but nite integer.
We conclude this section with some comments on the choice of the deation tolerances dtolrn
and dtolln in (47) and (49). Clearly, deation of ^n or  ^ n should occur independent of the actual
scaling of the problem. First, consider the special case of bilinear Hankel forms given in terms of
a realization (12). To make the deation check independent of the actual scaling of the columns rj
of R, of the columns lj of L, and of the matrix A, we use the tolerances
dtolrn =
(
dtol  krdeg ^nk if deg ^n6m;
dtol  nest(A) if deg ^n >m;
dtolln =
(
dtol  kldeg  ^ nk if deg  ^ n6p;
dtol  nest(A) if deg  ^ n >p:
(50)
Here, nest(A) is either kAk or an estimate of kAk, and dtol is an absolute deation tolerance. Based
on our extensive numerical experiences for the applications outlined in Sections 8.1{8.4 below, we
recommend dtol=
p
eps, where eps, is the machine precision. In practical applications, the matrix
A is often not available directly, and then the ideal choice nest(A) = kAk in (50) is not feasible
in general. However, matrix{vector products with A and AT can usually be computed eciently. In
this case, one evaluates quotients of the form
kACk
kCk or
kATwk
kwk
for a small number of vectors C2CN ; C 6= 0, or w 2 CN ;w 6= 0, and then takes the largest of these
quotients as an estimate nest(A) of kAk.
In the case of Hankel matrices H not given in terms of a realization (12), the deation tolerances
dtolrn, respectively dtol
l
n, in (49) are chosen similar to (50) as products of an absolute deation
tolerance dtol and factors that take the actual scaling of the columns, respectively rows, of H into
account.
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5. Recurrence relations
In this section, we describe the recurrence relations that are used in our computational procedure
for generating the polynomials (26). From now on, we always consider the general case where
look-ahead may be needed, and we will point out simplications that occur in the generic case.
5.1. Recurrences in matrix form
Recall that the matrix polynomials n and 	n introduced in (35) contain the rst n+ 1 pairs,
0;1; : : : ;n and  0;  1; : : : ;  n; (51)
of the polynomials (26). Using the notation n and 	n, the recurrences for generating all the
polynomials (51) can be summarized compactly in matrix form as follows:
[Im n] =nTn;m+n + [0    0| {z }
m+n+1−mc
^n+1    ^n+mc| {z }
mc
] + ^
de
m+n;
[Ip 	n] =	n ~T n;p+n + [0    0| {z }
p+n+1−pc
 ^ n+1     ^ n+pc| {z }
pc
] + 	^
de
p+n:
(52)
Relations (52) hold true for all n=−1; 0; 1; 2; : : :, where n6nmax. Here, we use the convention that
n=−1 corresponds to the initialization of the rst m right and p left auxiliary polynomials,
^0; ^1; : : : ; ^m−1 and  ^ 0;  ^ 1; : : : ;  ^ p−1;
respectively, and we set −1 :=	−1 := ; and T−1;m−1 := ~T−1;p−1 := ; in (52). For n>0, the matrices
Tn;m+n = [tj; k]06j6n;−m6k6n 2 C(n+1)(m+n+1) (53a)
and
~T n;p+n = [~tj; k]06j6n;−p6k6n 2 C(n+1)(p+n+1) (53b)
contain the recurrence coecients used for the right and left polynomials, respectively. Corresponding
to the partitioning of the matrices on the left-hand sides of (52), the matrices (53a) and (53b) can
be written in the form
Tn;m+n = [n Tn] and ~T n;p+n = [n ~T n]; (54)
where
n := [tj; k]06j6n;−m6k<0 2 C(n+1)m; Tn = [tj; k]06j; k6n 2 C(n+1)(n+1);
n := [~tj; k]06j6n;−p6k<0 2 C(n+1)p; ~T n = [~tj; k]06j; k6n 2 C(n+1)(n+1):
Finally, the matrix polynomials ^
de
m+n and 	^
de
p+n in (52) contain mostly zero columns, together
with the polynomials that have been deated. Recall from Section 4.4 that in our algorithm the
polynomials ^n and  ^ n are used to check for necessary deation. If it is decided that ^n needs to be
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deated, then ^n is moved into ^
de
m+n and becomes its column with index m+n−mc. Otherwise, ^n
is accepted as the next right polynomials n. Similarly, each deated left polynomials  ^ n becomes
the (p+ n− pc)th column of 	^
de
p+n.
5.2. Structure of the recurrence matrices
Recall that the recurrence matrices for generating scalar formally orthogonal polynomials in the
special case m=p= 1 are tridiagonal in the generic case and block-tridiagonal in the general case;
see, e.g., [14,16,17]. Similarly, the recurrence matrices (53a) and (53b), Tn;m+n and ~T n;p+n, exhibit
certain structures, although, in the case of deation, these structures are somewhat more complicated
than those for m = p = 1. In this subsection, we describe the structures of the matrices (53a) and
(53b).
First, consider the simplest case that neither deation nor look-ahead occur during the construction
of the polynomials (51). In this case, Tn;m+n and ~T n;p+n have a banded structure. More precisely,
the entries of (53a) and (53b) satisfy
tj; k =0 if j>k + m or k > j + p;
~tj; k =0 if j>k + p or k > j + m:
In terms of the partitionings (54), this means that n and n are upper triangular matrices, Tn is
a banded matrix with lower bandwidth m and upper bandwidth p, and ~T n is a banded matrix with
lower bandwidth p and upper bandwidth m.
Next, consider the case that deation occurs. Recall that we use the integers mc and pc to count
deations. More precisely, initially mc =m and pc = p, and then mc, respectively pc, is reduced by
one every time a right polynomial ^n, respectively a left polynomial  ^ n, is deated. It turns out that
mc and pc are also the \current" bandwidths of Tn;m+n and ~T n;p+n. This means that the deation
of a right polynomial ^n reduces mc and thus both the lower bandwidth of Tn;m+n and the upper
bandwidth of ~T n;p+n by one. Similarly, the deation of a left polynomial  ^ n reduces pc and thus both
the upper bandwidth of Tn;m+n and the lower bandwidth of ~T n;p+n by one. In addition, deation has
a second eect. A deation of ^n implies that from now on, the matrix ~T n;p+n will have additional
potentially nonzero entries ~tn−mc ; k in row n−mc and to the right of its banded part. These additional
entries mean that from now on, all left polynomials need to be explicitly orthogonalized against the
right polynomial n−mc . Similarly, a deation of  ^ n implies that from now on, the matrix Tn;m+n
will have additional potentially nonzero entries tn−pc ; k in row n− pc and to the right of its banded
part. These additional entries mean that from now on, all right polynomials need to be explicitly
orthogonalized against the left polynomial  n−pc . The size of these additional entries in ~T n;p+n and
Tn;m+n can be shown to be bounded by
max
j=0;1;:::; n
dtolrj and maxj=0;1;:::; n
dtollj ;
respectively, where dtolrj and dtol
l
j are the tolerances used to check for deation; see Section 4.4.
In particular, these additional entries in ~T n;p+n and Tn;m+n all reduce to zero if only exact deation
is performed, i.e., if dtolrj = dtol
l
j = 0 for all j.
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Finally, in the general case where both deation and look-ahead occur, non-trivial look-ahead
clusters, i.e., those with nk+1 − nk > 1, result in \bulges" just above the banded parts of Tn;m+n
and ~T n;p+n. In Algorithm 1 below, the cluster indices ‘ and ‘ dened in (58) and (57) mark
the rst potentially nonzero elements of the banded parts, including the bulges due to look-ahead,
in the nth column of Tn;m+n and ~T n;p+n, respectively. More precisely, tn‘ ;n is the rst potentially
nonzero element in the nth column of Tn;m+n, and ~tn‘ ;n is the rst potentially nonzero element
in the nth column of ~T n;p+n. Furthermore, if the row indices n − mc, respectively n − pc, of the
additional potentially nonzero elements due to deation are part of a nontrivial look-ahead cluster,
then these additional potentially nonzero elements are spread out over all rows corresponding to that
look-ahead cluster. In Algorithm 1 below, the sets D and D of cluster indices are used to record
these additional nonzero rows above the banded parts of Tn;m+n and ~T n;p+n, respectively.
At each nth pass through the main loop of Algorithm 1, based on ‘ and D , we form the set
I in Step (6b) and, based on ‘ and D, the set I in Step (7b). The set I in (59) contains
the indices k of those clusters for which the associated entries tj; n; nk6j<nk+1 of column n of the
matrix Tn;m+n are potentially nonzero. These are just the indices of the clusters 	
(k) of left polyno-
mials against which the next right auxiliary polynomial ^n+mc has to be explicitly orthogonalized.
Note that the set I in (59) has two parts. The rst part in (59) contains the cluster indices cor-
responding to spread-out rows due to deation of earlier left polynomials, while the second part in
(59) contains the cluster indices corresponding to the banded part of Tn;m+n. Similarly, the set I
in (61) contains the indices k of those clusters for which the associated entries ~tj; n; nk6j<nk+1
of column n of the matrix ~T n;p+n are potentially nonzero. These are just the indices of the clusters
(k) of right polynomials against which the next left auxiliary polynomial  ^ n+pc has to be explicitly
orthogonalized. The rst parts of the set I in (61) contains the cluster indices corresponding to
spread-out rows due to deation of earlier right polynomials, while the second part in (61) contains
the cluster indices corresponding to the banded part of ~T n;m+n.
5.3. An example
In this subsection, we illustrate the structure of the recurrence matrices with an example.
Consider the case that m= 4 and p= 5, and assume that in the associated block Hankel matrix,
the columns with index k=2+4i; 8+4i; 19+4i; i 2 N0, and the rows with index j=7+5i; 11+
5i; 15 + 5i; i 2 N0, need to be deated. The associated indices (18) of the columns and rows left
after deation are as follows:
n 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14   
n 0 1 3 4 5 7 9 11 13 15 17 21 25 29 33   
n 0 1 2 3 4 5 6 8 9 10 13 14 18 19 23   
In terms of the auxiliary polynomials (45), these deations of columns and rows translate into
deations of the right auxiliary polynomials ^2 (when mc = 4), ^6 (when mc = 3), and ^11 (when
mc = 2), and the left auxiliary polynomials  ^ 2 (when pc = 4),  ^ 6 (when pc = 3), and  ^ 11 (when
pc = 2).
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Fig. 1. Structure of T14;18.
Fig. 2. Structure of ~T14;19.
We now determine the structure of the recurrence matrices T14;18 and ~T 14;19 at n= 14. First, we
assume that no look-ahead occurs. Recall from (44) that then (i)= i for all i. Algorithm 1 produces
the sets D = f3; 9g and D = f6; 9g. Moreover, the values of the row indices ‘ and ‘ given by
(57) and (58) are as follows:
n 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
‘ 0 0 0 0 1 2 4 5 6 7 8 10 11 12 13
‘ 0 0 0 0 0 0 1 3 4 5 7 8 10 11 12
The resulting structure of T14;18 and ~T 14;19 is shown in Figs. 1 and 2, respectively. Here, the follow-
ing convention is used: guaranteed positive elements are marked by \", other potentially nonzero
elements within the banded parts are marked by \", and potentially nonzero elements outside the
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banded parts due to deation are marked by \}". Moreover, the vertical lines in Figs. 1 and 2
indicate the partitioning (54) of T14;18 into 14 and of T14, and ~T 14;19 into 14 and ~T 14, respectively.
Next, we assume that two non-trivial look-head clusters occur: one cluster of length n5 − n4 = 3
starting at n4 = 4, followed by a cluster of length n6 − n5 = 2 starting at n5 = 7. Algorithm 1 now
produces the sets of cluster indices D = f3; 6g and D = f2; 4; 6g, and the values of the cluster
indices ‘ and ‘ given by (57) and (58) are as follows:
k 0 1 2 3 4 5 6 7 8 9 10 11
nk 0 1 2 3 4 7 9 10 11 12 13 14
‘ 0 0 0 0 1 4 5 5 7 8 9 10
‘ 0 0 0 0 0 3 4 5 5 7 8 9
The resulting structure of T14;18 and ~T 14;19 is again shown in Figs. 1 and 2, respectively, where
we have used \l" to mark the additional potentially nonzero entries caused by the two non-trivial
look-ahead clusters.
6. The algorithm
In this section, we present a detailed statement of the complete computational procedure for
constructing formally orthogonal polynomials associated with a given bilinear Hankel form.
At pass n through the main loop of Algorithm 1 below, we construct the nth pair of polynomials,
n and  n. We use the counter ‘ to denote the index of the clusters to which n and  n are added.
This means that, at pass n, the currently constructed look-ahead clusters are
(‘) := [n‘    n] and 	(‘) := [ n‘     n]:
We also check if these look-ahead clusters are complete. If they are, then the polynomials n+1 and
 n+1 constructed during the next, (n + 1)st, pass start new clusters. All the other notation used in
the following statement of Algorithm 1 has already been introduced.
Algorithm 1 (Construction of polynomials associated with h ; i.).
INPUT: A bilinear Hankel form h ; i: P(p) P(m) 7! C.
(0) Set ^i = e
(m)
i+1 and ^i = i for i = 0; 1; : : : ; m− 1.
Set  ^ i = e
(p)
i+1 and ^i = i for i = 0; 1; : : : ; p− 1.
Set mc = m and pc = p.
Set D =D = ; and ‘ = ‘ = 0.
Set ‘ = 0; n0 = 0, and 
(0) =	(0) = ;.
For n= 0; 1; 2; : : : ; do:
(1) (If necessary, deate ^n:)
Decide if ^n needs to be deated.
If no, continue with Step (2).
If yes, deate ^n by doing the following:
(a) If mc = 1, then stop.
(There are no more right orthogonal polynomials.)
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(b) If n>mc, set D =D [ f(n− mc)g.
(D records the cluster indices of right polynomials against which we have to explicitly
orthogonalize from now on.)
(c) Set ^i = ^i+1 and ^i = ^i+1 for i = n; n+ 1; : : : ; n+ mc − 2.
(The polynomial ^n is deated and becomes the (m+n−mc)th column of the matrix ^
de
m+n
in (52); the indices of the remaining right auxiliary polynomials are reduced by one.)
(d) Set mc = mc − 1.
(The current right block size is reduced by one.)
(e) Repeat all of Step (1).
(2) (If necessary, deate  ^ n.)
Decide if  ^ n needs to be deated.
If no, continue with Step (3).
If yes, deate  ^ n by doing the following:
(a) If pc = 1, then stop.
(There are no more left orthogonal polynomials).
(b) If n>pc, set D =D [ f(n− pc)g.
(D records the cluster indices of left polynomials against which we have to explicitly
orthogonalize from now on.)
(c) Set  ^ i =  ^ i+1 and ^i = ^i+1 for i = n; n+ 1; : : : ; n+ pc − 2.
(The polynomial  ^ n is deated and becomes the (p+n−pc)th column of the matrix 	dep+n
in (52); the indices of the remaining left auxiliary polynomials are reduced by one.)
(d) Set pc = pc − 1.
(The current right block size is reduced by one.)
(e) Repeat all of Step (2).
(3) (Normalize ^n and  ^ n to obtain n and  n, and add them to the current clusters 
(‘) and  (‘).)
Set
n =
^n
tn;n−mc
; n = ^n and  n =
 ^ n
~tn;n−pc
; n = ^n;
where tn;n−mc> 0 and ~tn;n−pc> 0 are suitable scaling factors.
Set (‘) = [(‘) n] and 	
(‘) = [	(‘)  n].
(4) (Compute (‘) and check for end of look-ahead cluster.)
Form the matrix (‘) = h	(‘);(‘)i.
If the matrix (‘) is singular or in some sense \close" to singular, continue with Step (6).
(5) (The ‘th look-ahead clusters (‘) and 	(‘) are complete and the following \end-of-clusters"
updates are performed.)
(a) (Orthogonalize the polynomials ^n+1; ^n+2; : : : ; ^n+mc−1 against 	
(‘).)
For i = n+ 1; n+ 2; : : : ; n+ mc − 1, set
[tj; i−mc ]n‘6j6n = (
(‘))−1h	(‘); ^ii;
^i = ^i −(‘)[tj; i−mc ]n‘6j6n: (55)
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(b) (Orthogonalize the polynomials  ^ n+1;  ^ n+2; : : : ;  ^ n+pc−1 against 
(‘).)
For i = n+ 1; n+ 2; : : : ; n+ pc − 1, set
[ ~tj; i−pc ]n‘6j6n = (
(‘))−Th ^ i ;(‘)iT;
 ^ i =  ^ i −	(‘)[ ~tj; i−pc ]n‘6j6n: (56)
(c) If n‘>m, set
‘ = (−1(n‘ − m)): (57)
If n‘>p, set
‘ = (−1(n‘ − p)): (58)
(d) Set ‘ = ‘ + 1; n‘ = n+ 1, and 
(‘) =	(‘) = ;.
(The polynomials n+1 and  n+1 constructed in the next iteration start new look-ahead
clusters.)
(6) Obtain new right polynomial ^n+mc and make it orthogonal to complete right clusters.)
(a) Set ^n+mc = n and ^n+mc = n + m.
(b) (Determine the indices of the left clusters 	(k) against which ^n+mc needs to be orthogo-
nalized.)
Set
I = fk j k 2 D and k <‘ g [ f‘ ; ‘ + 1; : : : ; ‘ − 1g: (59)
(c) (Orthogonalize ^n+mc against these clusters.)
For all k 2 I (in ascending order), set
[tj; n]nk6j<nk+1 = (
(k))−1h	(k); ^n+mci;
^n+mc = ^n+mc −(k)[tj; n]nk6j<nk+1 : (60)
(7) (Obtain new left polynomial  ^ n+pc and make it orthogonal to complete right clusters.)
(a) Set  ^ n+pc =  n and ^n+pc = n + p.
(b) (Determine the indices of the right clusters (k) against which  ^ n+pc needs to be orthogo-
nalized.)
Set
I = fk j k 2 D and k <‘g [ f‘; ‘ + 1; : : : ; ‘ − 1g: (61)
(c) (Orthogonalize  ^ n+pc against these clusters.)
For all k 2 I (in ascending order), set
[ ~tj; n]nk6j<nk+1 = (
(k))−Th ^ n+pc ;(k)iT;
 ^ n+pc =  ^ n+pc −	(k)[~tj; n]nk6j<nk+1 : (62)
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In the following, let Tn;m+n and ~T n;p+n be the matrices (53a) and (53b) with entries tj; k and ~tj; k
generated by Algorithm 1. Here we use the convention that entries that are not explicitly generated
in Algorithm 1 are set to be zero.
7. Properties
In the following theorem, we summarize the key properties of Algorithm 1.
Theorem 4 (Properties of Algorithm 1).
(a) For each n=−1; 0; 1; 2; : : : ; the polynomials and matrices that have been generated after the
nth pass through the main loop of Algorithm 1; satisfy the recurrence relations (52).
(b) For each n= 0; 1; 2; : : : ; the polynomials that have been generated after the nth pass through
the main loop of Algorithm 1; satisfy
n := [0 1    n] = [(0) (1)    (‘)];
	n := [ 0  1     n] = [	(0) 	(1)    	(‘)]; (63)
and the cluster-wise the orthogonality conditions
h	n;ni= n := diag((0);(1); : : : ;(‘));
h	n‘−1; ^n+ii= 0; i = 1; 2; : : : ; mc;
h ^ n+i ;n‘−1i= 0; i = 1; 2; : : : ; pc; (64)
where ‘ = (n+ 1).
Proof (Sketch). Part (a), as well as the partitioning property (63), can be directly veried.
The cluster-wise orthogonality conditions (64) are proved using induction on n. By the induc-
tion hypothesis, before Step (5a) in Algorithm 1 is performed, the right auxiliary polynomials
^n+1; ^n+2; : : : ; ^n+mc−1 are already orthogonal to all left clusters 	
(k) with 06k <‘. Thus it only
remains to orthogonalize these polynomials against 	(‘), and this is obviously achieved by the
update (55). Similarly, the update (56) is sucient to ensure that the left auxiliary polynomials
 ^ n+1;  ^ n+2; : : : ;  ^ n+pc−1 are orthogonal against all right clusters 
(k) with 06k6‘. Next, consider the
update (60) of ^n+mc . Here, we need to show that for the ‘omitted’ clusters 	
(k); k 62 I , we have
h	(k); ^n+mci= [h j; ^n+mci]nk6j<nk+1 = 0:
To this end, assume that k 62 I and let nk6j<nk+1. Since ^n+mc =n and using the shift property
(6) of the bilinear Hankel form, it follows that
h j; ^n+mci= h j;ni: (65)
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The polynomial  j itself was used at the earlier pass j through the main loop of Algorithm 1 to
obtain the auxiliary polynomial  ^ j+pc( j). Now, there are two cases. The rst one is that  ^ j+pc( j) was
deated later on; in this case, however, k 2 D , and thus, by (59), k 2 I , which contradicts our
assumption. This leaves the second case that  ^ j+pc( j) was not deated. In this case,  ^ j+pc( j) was
orthogonalized to become  j0 and was added to the cluster with index k
0= (j0) at pass j0. One can
show that ‘ in (58) is just chosen such that k <‘ implies k 0<‘. Thus the polynomials  j0 and
n are part of clusters with dierent indices, and together with (65), it follows that
h j; ^n+mci= h j;ni= h j0 ;ni= 0
for all nk6j<nk+1 with k 62 I .
Similarly, one shows that the clusters with k 62 I can indeed be omitted in (62). .
8. Applications
In this section, we sketch some applications of Algorithm 1. In the following, we assume that
A;R;L is a given triplet of matrices of the form (12).
8.1. A Lanczos-type algorithm for multiple starting vectors
The rst application is a Lanczos-type method that extends the classical Lanczos process [19] to
multiple right and left starting vectors. We denote by Kn(A;R) the nth right block Krylov subspace
spanned by the rst n+1 columns of the deated right block Krylov matrix (16), and by Kn(AT;L)
the nth left block Krylov subspace spanned by the rst n + 1 columns of the deated left block
Krylov matrix (17). The goal of the Lanczos-type method is to generate bi-orthogonal basis vectors
for Kn(A;R) and Kn(AT;L). To this end, using (14), we associate with the polynomials generated
by Algorithm 1 the so-called right and left Lanczos vectors,
Cn = n(A)  R and wn =  n(AT)  L; n= 0; 1; : : : ; (66)
respectively. Then, by re-stating Algorithm 1 in terms of the vectors (66), instead of polynomials,
we obtain the desired Lanczos-type method for multiple right and left starting vectors. In fact, the
resulting algorithm is a look-ahead version of the Lanczos-type method stated in [10, Algorithm
9:2], and it can also be viewed as a variant of the Lanczos-type method proposed in [1].
It is easy to verify that the right and left Lanczos vectors (66) indeed span the right and left
block Krylov subspaces, i.e.,
spanfC0; C1; : : : ; Cng=Kn(A;R) (67a)
and
spanfw0;w1; : : : ;wng=Kn(AT;L): (67b)
R.W. Freund / Journal of Computational and Applied Mathematics 127 (2001) 173{199 195
Now let Vn := [C0 C1    Cn] and Wn := [w0 w1    wn] denote the matrices whose columns are the
rst n + 1 right and left Lanczos vectors. The polynomial recurrences (52) then translate into the
following compact formulation of the recurrences used to generate the Lanczos vectors:
[R AV n] = VnTn;m+n + [0    0| {z }
m+n+1−mc
C^n    C^n+mc| {z }
mc
] + V^
de
m+n;
[L ATWn] = Wn ~T n;p+n + [0    0| {z }
p+n+1−pc
w^n+1    w^n+pc| {z }
pc
] + W^
de
p+n:
(68)
Here, the only possible nonzero columns of V^
de
m+n and W^
de
p+n are the columns containing deated
vectors. Moreover, in view of (47), even these columns are zero and thus
V^
de
m+n = 0 and W^
de
p+n = 0 (69)
if only exact deation is performed. Finally, the orthogonality conditions (64) translate into the
following cluster-wise bi-orthogonality relations of the Lanczos vectors:
WTn Vn = n := diag(
(0); (1); : : : ; (‘));
WTn‘−1C^n+i = 0; i = 1; 2; : : : ; mc; (70)
VTn‘−1w^n+i = 0; i = 1; 2; : : : ; pc:
Here, ‘ = (n+ 1).
In the remainder of this paper, we always assume that n corresponds to the end of the ‘th
look-ahead cluster, i.e., n = n‘ − 1. This condition guarantees that, in (70), all blocks (k) of the
block-diagonal matrix n and thus n itself are nonsingular.
By multiplying the rst relation in (68) from the left by −1n W
T
n and using the bi-orthogonality
relations (70), as well as the partitioning of Tn;m+n in (54), we obtain
[−1n W
T
n R 
−1
n W
T
n A V n] = [n Tn] + 
−1
n W
T
n V^
de
m+n
=: [projn T
proj
n ]:
(71)
Similarly, by multiplying the second relation in (68) from the left by −Tn V
T
n , we get
[−Tn V
T
n L 
−T
n V
T
n A
T Wn] = [n ~T n] + 
−T
n V
T
n W^
de
p+n
=: [projn ~T
proj
n ]:
Recall that V^
de
m+n and W^
de
p+n contain mostly zero columns, together with the deated vectors. This
can be used to show that the matrices Tn and ~T n and the projected versions T projn and ~T
proj
n dier
only in a few entries in their lower triangular parts, respectively. Furthermore, from (71) and (72),
it follows that
WTn AV n = nT
proj
n = ( ~T
proj
n )
Tn: (73)
This relation implies that T projn can be generated directly from only Tn; ~T n, and n, without using
the term −1n W
T
n V
de
m+n in (71).
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For later use, we note that in the case of exact deation, by (69), (71), and (72),
n = 
−1
n W
T
n R; n = 
−T
n V
T
n L; Tn = 
−1
n W
T
n AV n: (74)
Next, we describe three applications of the Lanczos-type method sketched in this subsection.
8.2. Pade approximation of matrix-valued transfer functions
The matrix triplet (12) induces the (p m)-matrix-valued transfer function
Z(s)  LT(I − sA)−1R: (75)
The matrix size N in (12) is called the state-space dimension of (75). Let n<N , and consider
(p m)-matrix-valued transfer functions
Zn+1(s)  LTn (I − sGn)−1Rn; (76)
where Gn 2 C(n+1)(n+1);Rn 2 C(n+1)m, and Ln 2 C(n+1)p. Note that (76) is a transfer function of
the same form as (75), but with smaller state-space dimension n + 1, instead of N . A function of
the form (76) is said to be an (n+1)st matrix-Pade approximant of Z (about the expansion point
s0 = 0) if the matrices Gn;Rn and Ln are such that
Zn+1(s) = Z(s) + O(sq(n));
where q(n) is as large as possible.
It turns out that, for the case of exact deation, an (n + 1)st matrix-Pade approximant can be
obtained by a suitable two-sided projection of Z onto the nth block Krylov subspaces Kn(A;R) and
Kn(AT;L). Recall from (67) that these subspaces are spanned by the columns of the matrices Vn
and Wn. In terms of Vn and Wn, the two-sided projection of (75) is as follows:
Zn+1(s)  (VTn L)T(WTn Vn − sWTn AV n)−1(WTn R): (77)
Using the rst relation in (70), as well as (74), we can re-write (77) in the following form:
Zn+1(s)  (Tnn)T(I − sTn)−1n: (78)
Hence Zn+1 is a function of the type (76). Furthermore, in [9, Theorem 1], it is shown that (78) is
indeed an (n+ 1)st matrix-Pade approximant of Z .
8.3. Approximate eigenvalues
In this subsection, we consider the eigenvalue problem,
Ax= x; (79)
for A. Using the same two-sided projection as in Section 8.2, we can derive from (79) a smaller
eigenvalue problem whose eigenvalues can then be used as approximate eigenvalues of A. More
precisely, setting x= Vnz and multiplying (79) from the left by WTn , we get
WTn AV nz = W
T
n Vnz: (80)
By (73), the generalized eigenvalue problem (80) is equivalent to the standard eigenvalue problem,
T projn z = z;
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for the matrix T projn generated from the Lanczos-type method sketched in Section 8.1. The eigenvalues
of T projn are then used as approximate eigenvalues of A. For further details of this approach, we refer
the reader to [11].
8.4. Linear systems with multiple right-hand sides
Next, consider systems of linear equations with coecient matrix A and multiple, say m, given
right-hand sides. Such linear systems can be written in compact matrix form,
AX = B; (81)
where B 2 CNm. Let X0 2 CNm be any guess for the solution of (81), and let R0 :=B − AX 0 be
the associated residual matrix. By running the Lanczos-type method sketched in Section 8.1 applied
to A;R=R0, and any (for example, random) matrix L 2 CNp until pass n, we obtain the matrices
projn and T
proj
n , which can be used to generate a Galerkin-type iterate for (81). More precisely, we
set
Xn+1 = X0 + VnZn; where Zn 2 C(n+1)m; (82)
and require that the free parameter matrix Zn in (82) is chosen such that the Galerkin condition
WTn (B − AX n+1) = 0 (83)
is satised. By inserting (82) into (83) and using the denitions of projn and T
proj
n in (71), it follows
that (83) is equivalent to the linear system
T projn Zn = 
proj
n : (84)
Provided that T projn is nonsingular, the solution of (84) denes a unique iterate (82). In the special
case that m = p and that no deation occurs, the resulting iterative method for solving (81) is
mathematically equivalent to block-biconjugate gradients [21].
We remark that the condition on the nonsingularity of T projn can be avoided by replacing (84) by
a least-squares problem with a rectangular extension of T projn , which always has full column rank.
The resulting iterative method for solving (81) is the block-QMR algorithm [13,20].
8.5. A fast block Hankel solver
The last application is an extension of the fast solver for scalar Hankel matrices in [14] to general
block Hankel matrices.
Let An and Bn the matrices given by (28) and (38). Recall that these matrices contain the poten-
tially nonzero coecients of the rst n+1 pairs of polynomials (51) produced by Algorithm 1. By
construction, these matrices are upper triangular and they satisfy h	n;ni = BTnH den An. Hence, the
rst relation in (64) is equivalent to the following matrix factorization:
BTnH
de
n An = n = diag(
(0);(1); : : : ;(‘)): (85)
Note that (85) represents an inverse triangular factorization of H den . By rewriting the recurrences
used to generate the polynomials in Algorithm 1 in terms of the columns of An and Bn, one obtains
a fast, i.e., O(n2), algorithm for computing the factorization (85) of the deated block Hankel matrix
H den . Details of this fast block Hankel solver will be given in a future publication.
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9. Concluding remarks
We have presented a computational procedure for generating vector-valued polynomials that are
formally orthogonal with respect to a matrix-valued bilinear form induced by a general block Hankel
matrix H with arbitrary, not necessarily square blocks. Existing algorithms for this problem require
the assumption that H is strongly regular; unfortunately, this assumption is not satised in one
of the most important special cases, namely bilinear forms given by a realization. In contrast, our
approach can handle the most general case and does not require any assumptions on the block Hankel
matrix H .
We have briey discussed some applications of the proposed computational procedure to prob-
lems in linear algebra. There are other potential applications, for example Gauss quadrature for
matrix-valued bilinear forms, and these will be reported elsewhere.
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