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De entre todas las diferentes patoloǵıas oculares existentes, las más preocupantes
son las que no provocan ningún signo o śıntoma en el paciente. En particular, el Edema
Macular Qúıstico (EMQ) no causa ningún śıntoma hasta una etapa muy avanzada de
la enfermedad y se caracteriza principalmente por la presencia de regiones qúısticas
(áreas llenas de ĺıquido patológico) en la región macular.
La Tomograf́ıa de Coherencia Óptica (OCT) es una técnica de diagnóstico por
imagen no invasiva que utiliza ondas de luz para tomar imágenes tridimensionales y
transversales detalladas de los tejidos oculares con resolución micrométrica. OCT es
una herramienta útil y eficaz que es ampliamente utilizada por los oftalmólogos en el
diagnóstico y seguimiento del EMQ. Una herramienta capaz de aislar y representar
las distintas estructuras qúısticas de la retina puede mejorar la calidad y eficacia de
los procesos diagnósticos, permitiendo a los cĺınicos realizar estudios más precisos y
tratamientos más adecuados de esta relevante patoloǵıa ocular.
Aśı, en este proyecto, se propone una novedosa y totalmente automática metodoloǵıa
para la segmentación multiescala de los EMQs a partir de imágenes OCT. En particular,
la metodoloǵıa propuesta utiliza 3 diferentes y complementarias aproximaciones: (i)
Curvedness y Shape Index, (ii) Central Adaptive Medialness y (iii) la combinación
entre ambas aproximaciones.
Para la validación del sistema, se han realizado varios experimentos utilizando un
conjunto de imágenes OCT etiquetadas por un experto cĺınico. Los resultados obtenidos
han demostrado el correcto funcionamiento del sistema para las 3 aproximaciones y,
por tanto, demuestran la solidez del sistema aplicado a la segmentación de quistes de
diferentes tamaños y en el apoyo al proceso de toma de decisiones cĺınicas.
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Abstract
Of all the different ocular pathologies that exist, the most worrying are those that
do not cause any signs or symptoms in the patient. In particular, Cystic Macular Edema
(CME) does not cause any symptoms until a very advanced stage of the disease and
is mainly characterized by the presence of cystic regions (areas filled with pathological
fluid) in the macular region.
Optical Coherence Tomography (OCT) is a non-invasive diagnostic imaging techni-
que that uses light waves to take detailed three-dimensional and cross-sectional images
of eye tissues with micrometric resolution. OCT is a useful and effective tool that is wi-
dely used by ophthalmologists in the diagnosis and monitoring of CME. A tool capable
of isolating and representing the different cystic structures of the retina can improve
the quality and efficiency of diagnostic processes, allowing clinicians to perform more
accurate studies and more appropriate treatments of this relevant ocular pathology.
Thus, this project proposes a new and fully automatic methodology for multiscale
segmentation of EMQs from OCT images. In particular, the proposed methodology for
the segmentation of cystic regions uses 3 different and complementary approaches: (i)
Curvedness and Shape Index, (ii) Central Adaptive Medialness and (iii) the combination
of both approaches.
For the validation of the system, several experiments have been carried out using a
set of OCT images labelled by a clinical expert. The results obtained have demonstrated
the correct functioning of the system for the 3 approaches and, therefore, demonstrate
the robustness of the system applied to the segmentation of cysts of different sizes and
in supporting the clinical decision-making process.
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la combinación de los valores obtenidos por las aproximaciones 1 y 2. . . 50
5.1. Ejemplo representativo de una imagen de OCT con EMQ proveniente
del banco de pruebas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2. Resultados obtenidos para el primer experimento. . . . . . . . . . . . . . 57
5.3. Análisis de la curva ROC para el primer experimento. . . . . . . . . . . 58
5.5. Análisis de la curva ROC para el segundo experimento. . . . . . . . . . 59
5.4. Resultados obtenidos para el segundo experimento. . . . . . . . . . . . . 60
5.6. Resultados obtenidos para el tercer experimento. . . . . . . . . . . . . . 62
5.7. Análisis de la curva ROC para el tercer experimento. . . . . . . . . . . . 63
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A continuación, presentamos uno de los campos más fascinantes, novedosos e im-
portantes como es la Visión Artificial, exponiendo las motivaciones y los principales
objetivos que se refieren a nuestro proyecto y luego pasamos a describir la estructura
general de esta memoria.
1.1. Descripción del trabajo
El procesamiento automático de imágenes, el análisis y la Visión Artificial repre-
sentan una parte dinámica de la ciencia cognitiva y de la computación. En particular,
es una herramienta utilizada en muchas áreas tecnológicas. Tras una explosión de in-
terés durante los años ochenta y noventa, las últimas tres décadas se caracterizaron por
una maduración del campo y un crecimiento significativo de las aplicaciones activas;
la detección de patrones, el diagnóstico cĺınico, la orientación autónoma de veh́ıculos,
el análisis automático de imágenes biomédicas y los sistemas automáticos de videovi-
gilancia son ejemplos de áreas de investigación activas que han tenido un crecimiento
1
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exponencial en los últimos años.
Este progreso se ve en el aumento considerable de productos de software y hardware
en el mercado que utilizan técnicas de Visión Artificial para el procesamiento de imáge-
nes/v́ıdeos, por ejemplo, las cámaras digitales, los smartphones, las videoconsolas, las
aplicaciones para compartir fotos como Instagram, Flickr, Snapchat, entre otros.
Por lo tanto, en nuestra vida cotidiana, la interacción con los dispositivos de Visión
Artificial es cada vez más habitual, dado que nos monitorizan en escaparates de centros
comerciales, nuestro coche empieza a reconocer señales a su alrededor (algunos incluso
detectan si te estás durmiendo), nuestro móvil reconoce nuestras huellas dactilares,
Facebook nos ayuda a etiquetar a amigos mediante reconocimiento facial o simplemente
se aplican algoritmos de Visión Artificial cuando jugamos a la Kinect o Wii.
Además, el uso de técnicas de Visión Artificial ha llevado a avances en diferentes
sectores industriales como las fábricas de automóviles, las fábricas de alimentación, el
sector farmacéutico, el ejército, el sector qúımico, el sector cĺınico, entre otros. En este
contexto, podemos destacar las siguientes aplicaciones:
Clasificar y cuantificar fallas en modelos para generar estad́ısticas y reportes que
ayuden a las decisiones de mantenimiento y al cumplimiento de normas y estánda-
res.
En control de calidad de productos mediante el reconocimiento de defectos de
objetos a escalas imperceptibles para el ojo humano.
Conteo automático de innumerables cantidades de piezas de lotes.
Análisis automático de patoloǵıas en imágenes médicas.
Además de la industria, hay otros campos de estudio que entran en el ámbito de
la Visión Artificial. Ejemplos claros son el reconocimiento facial, el reconocimiento de
matŕıculas, el reconocimiento de señales de tráfico o el recuento de coches. En particular,
los sistemas de vigilancia del tráfico permiten obtener un registro real de la intensidad
del tráfico en una infraestructura vial, determinando por sentido de circulación y carril,
los volúmenes de veh́ıculos que circulan por la carretera, aśı como el porcentaje de
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veh́ıculos pesados, el factor de hora punta (FHP), la distribución temporal (horaria,
diaria), los niveles de servicios y los grados de saturación.
Otro campo donde la Visión Artificial se ha convertido en una herramienta funda-
mental es la medicina. La comunidad médica utiliza diferentes aplicaciones en las que
aparece el procesamiento automático de imágenes médicas mediante técnicas avanzadas
de Visión Artificial, a menudo orientadas hacia el diagnóstico automático de dolencias
o enfermedades utilizando diferentes tipos de imágenes entre las que se incluyen radio-
graf́ıas, resonancias magnéticas o tomograf́ıas.
Concretamente en la oftalmoloǵıa los sistemas de imagen desempeñan un rol muy
importante. Mientras en otras disciplinas médicas tienen un papel auxiliar, técnicas
de imagen se han convertido en parte fundamental del análisis oftalmológico. En otras
palabras, el diagnóstico oftalmológico es imposible sin estos sistemas de apoyo cĺınico.
Una de las técnicas más importantes en oftalmoloǵıa es la Tomograf́ıa de Coherencia
Óptica (OCT), dada la facilidad con que la luz alcanza las estructuras oculares en el
segmento anterior y posterior de la retina. La principal ventaja en su aplicación en
oftalmoloǵıa es que la luz incide de forma directa sobre el tejido, sin la necesidad de
utilizar un transductor. Las imágenes tomográficas obtenidas permiten el diagnóstico de
enfermedades dif́ıciles de identificar oftalmoscópicamente, pero, además, la capacidad de
explorar varias veces la misma zona de la retina en diferentes momentos, hace posible su
monitorización y seguimiento. Los dispositivos OCT de medición automática del grosor
de la retina son usados para monitorizar la evolución de la enfermedad y la respuesta
a terapias tales como la degeneración macular asociada a la edad (DMAE), el edema
macular diabético (EMD), la coriorretinopatia serosa central (CSC), el agujero macular,
neovascularización coroidea (NVC), desprendimiento del epitelio pigmentario (EPR),
desprendimiento de retina traccional (DRT), las oclusiones venosas o el edema macular
qúıstico (EMQ).
1.2. Motivación
Actualmente, se han realizado muchos esfuerzos a través de diferentes estudios para
el desarrollo de metodoloǵıas computacionales para ayudar a los especialistas cĺınicos
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en la identificación y el diagnóstico del EMQ. Con la llegada del OCT el diagnóstico
mediante la medición del grosor de la retina central se convirtió en uno de los medios
cĺınicos más destacados para el diagnóstico de las principales enfermedades de la retina
[KS11]. Sin embargo, la extensión y la gravedad del EMQ no pueden ser cuantificados
mediante este tipo de análisis. Como consecuencia, actualmente se están desarrollando
diferentes técnicas de segmentación de imágenes para la extracción de regiones oculares
patológicas con acumulación de ĺıquido retiniano para facilitar el diagnóstico temprano
y más preciso de esta relevante patoloǵıa ocular.
Además, los métodos de segmentación automática de imágenes médicas ofrecen un
mecanismo robusto para superar el tedio involucrado en la segmentación manual de
grandes conjuntos de datos, y también presentan un gran nivel de reproducibilidad,
dif́ıcil de conseguir con resultados definidos manualmente. En ese contexto, la segmen-
tación automática de imágenes OCT se considera una tarea de gran complejidad, ya
que las imágenes de este tipo son de naturaleza compleja y rara vez tienen una carac-
teŕıstica lineal simple. Los principales desaf́ıos que implica el análisis automático de
este tipo de imagen médica son los siguientes:
Diversas patoloǵıas pueden presentarse en una misma imagen.
Similitud del nivel de intensidad en los diferentes tejidos.
Calidad no homogénea en la imagen debido al proceso de captura.
Presencia de ruido con patrón moteado.
Las estructuras patológicas tienen distinta forma, tamaño, apariencia y una loca-
lización arbitraria en la imagen.
Podemos concluir que hay muchos beneficios obvios investigando esta rama, tales
como ayudar a los expertos a adoptar nuevas estrategias preventivas y terapéuticas en
diversos tipos de enfermedades. Por ello es interesante el estudio y desarrollo de un
sistema que ayude a los oftalmólogos en este tipo de análisis, aportando más fiabilidad
en los diagnósticos y también permitiendo su utilización para entrenar nuevos expertos
en la realización de pruebas de ese tipo en pacientes.
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Por lo tanto, una herramienta capaz de aislar y representar los diversos edemas
qúısticos, en el que se integraŕıa este trabajo, ayudaŕıa a la hora de diagnosticar un
conjunto muy amplio de patoloǵıas oculares.
1.3. Objetivos
En este proyecto de investigación presentamos una nueva metodoloǵıa para la seg-
mentación automática del EMQ utilizando imágenes OCT. Para tal fin, emplearemos
diferentes técnicas avanzadas de procesado automático de imágenes médicas utiliza-
das con éxito en otras investigaciones. En ese sentido, la morfoloǵıa ovalada de las
estructuras qúısticas servirá como suporte de las distintas aproximaciones Curvedness,
ShapeIndex y Central Media Adaptive, que serán utilizadas para identificar y carac-
terizar las distintas propiedades presentes en los quistes retinianos. Podemos ver en la
Figura 1.1 un ejemplo representativo de una imagen OCT, donde podemos apreciar las
diferentes estructuras qúısticas presentes en este corte histológico.
Figura 1.1: Ejemplo representativo de una imagen OCT con la presencia de diferentes
quistes retinianos.
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Para evaluar la eficiencia de las distintas aproximaciones, se realizará diferentes
experimentos sobre un conjunto representativo de imágenes OCT, permitiendo analizar
los resultados obtenidos por los algoritmos propuestos y poniendo de manifiesto sus
ventajas e inconvenientes.
Si los resultados de este estudio son positivos, será posible desarrollar una metodo-
loǵıa computerizada totalmente automática que permita la segmentación de la compleja
y extensa variabilidad de los EMQs existente en el ojo, proporcionando información re-
levante para el diagnóstico de una gran variedad de patoloǵıas oculares.
1.4. Estructura de la memoria
A continuación presentamos la estructura de la memoria. Tener una visión general
del propósito del proyecto ayudará a una mejor compresión y seguimiento del mismo.
Caṕıtulo 1: Introducción Se presenta el problema en términos generales, aśı
como la motivación para llevar a cabo el proyecto y los objetivos de éste.
Caṕıtulo 2: Contextualización En este Caṕıtulo se ha llevado a cabo una tarea
de contextualización, orientada a familiarizar al lector con diferentes aspectos
relacionados con el problema a tratar. También se presenta el estado del arte
sobre la segmentación del EMQ.
Caṕıtulo 3: Planificación En este apartado se podrá observar cual ha sido la
planificación del proyecto y se identificarán diferentes factores de interés como los
riesgos asociados.
Caṕıtulo 4: Metodoloǵıa En este Caṕıtulo especificaremos las fases de desa-
rrollo para la detección y caracterización del EMQ.
Caṕıtulo 5: Resultados En este Caṕıtulo se explicarán los métodos de evalua-
ción que se utilizaron y se presentarán los resultados obtenidos con cada uno de
ellos.
Caṕıtulo 6: Conclusiones En este Caṕıtulo especificaremos las principales con-
clusiones obtenidas por nuestra metodoloǵıa.
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Caṕıtulo 7: Trabajos futuros Comentaremos las posibles mejoras a realizar
en este proyecto y sus posibles ampliaciones.
Apéndices Se incluyen varios Apéndices en los que se proporcionan explicaciones
más detalladas de los algoritmos más relevantes que se utilizaron en este proyecto.
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2.6. Edema Macular Qúıstico - EMQ . . . . . . . . . . . . . . . . 21
2.7. Estado del arte . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
A continuación, vamos a hacer un repaso de la anatomı́a del ojo y de la retina.
Conocer su funcionamiento y su estructura nos ayudará a tener una mejor compresión
del área de investigación del trabajo. Nos centraremos en la patoloǵıa del EMQ. Ha-
blaremos de las distintas exploraciones de fondo de ojo y sus caracteŕısticas de entre la
que destacaremos la OCT. Además, es importante conocer los trabajos previos publi-
cados en nuestro ámbito de investigación, por lo que en el apartado de Estado del Arte
haremos una recopilación de las investigaciones más importantes publicadas hasta el
momento.
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2.1. Anatomı́a del ojo
Para entender las diversas enfermedades y afecciones que se pueden ocurrir en los
ojos, es necesario primero entender la anatomı́a básica del ojo humano. El ojo es el
principal órgano del sistema visual, que capta las imágenes que se ven y las convierte
en una señal eléctrica al nervio óptico. Esta señal se “traduce” por el cerebro, la corteza
visual, que nos env́ıa la imagen procesada y permite la interpretación de nuestro en-
torno. Podemos observar en la Figura 2.1 la anatomı́a del ojo humano desde diferentes
puntos de vista.
(a) (b)
Figura 2.1: Anatomı́a del ojo humano desde diferentes puntos de vista. (a) Vista del
corte transversal. (b) Vista de la región del fondo del ojo.
En particular, el ojo humano es una esfera de aproximadamente 25 mm de diámetro
con un peso aproximado de 8 gramos [VME16]. Esa compleja estructura está compuesta
por una multitud de órganos, como podemos ver en la Figura 2.2. Presentamos estas
estructuras con más detalle a continuación.
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Figura 2.2: Esquema representativo de las principales estructuras anatómicas que com-
ponen el ojo humano.
El cuerpo ciliar es la parte anterior de la coroides, que se adjunta a la lente a
través de una serie de fibras llamadas de la zónula de Zinn. Desempeña un papel
fundamental en la secreción de humor acuoso y acomodación de la visión.
El iris es una membrana en forma de disco perforado en su centro por la pupila.
Representan la parte coloreada del ojo cuyo color depende del espesor laminar del
epitelio del ojo. El iris es claro cuando las lamas son delgadas y oscuro cuando los
listones son gruesos. La contracción o dilatación del iris es un reflejo fisiológico
de adaptación a la luz. Si la luz es fuerte, la pupila es pequeña (miosis), si la luz
es baja la pupila se hace grande para captar el máximo de luz (midriasis).
La córnea es un tejido transparente en la parte anterior del ojo, que transmite la
luz al cristalino y a la retina. Se compone de cinco capas (epitelio, la membrana de
Bowman, estroma, la membrana de Descemet, endotelio), no está vascularizada
(lo que explica por qué no sangra), pero está muy inervada. Esto explica su muy
alta sensibilidad, y el “reflejo corneal”, que se manifiesta por el parpadeo repentino
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de los párpados para proteger los ojos si es necesario. Esta estructura ocular, se
alimenta continuamente por las lágrimas y el humor acuoso.
El humor acuoso es un ĺıquido transparente que proporciona nutrientes para la
córnea y el cristalino. Su función es mantener la presión intraocular y la forma
del globo ocular.
La esclerótica, es una membrana blanca, altamente resistente. Forma el “blanco”
del ojo y tiene con principal función la protección de las estructuras más internas
del ojo.
La coroides es una membrana profusamente irrigada con vasos sangúıneos y
tejido conectivo que suministra los nutrientes a las partes más internas del ojo.
El nervio óptico, segundo nervio craneal, comienza en el disco óptico y se utiliza
para enviar la información visual desde la retina hasta el cerebro.
La retina es una membrana delgada que cubre una gran parte de la superficie
interna del globo ocular. Sensible a la luz, que se compone de los fotorreceptores
(conos y bastones) y las neuronas que transmiten señales eléctricas al cerebro. La
retina central contiene la mácula y la fóvea. Además, está vascularizada por la
arteria y la vena central de la retina.
2.2. La retina
En particular, la retina es el órgano sensorial del ojo, donde se proyectan las imáge-
nes percibidas, se procesan en forma de impulso nervioso que sale por el nervio óptico.
Constituye la capa mas interna en la parte posterior del ojo humano [Pol41]. Las imáge-
nes penetran a través de nuestra pupila, pasan por el cristalino y son enfocadas por la
retina. Esta las convierte en señales eléctricas y las env́ıa a través del nervio óptico al
cerebro.
A pesar de su ubicación periférica, la retina o porción neural del ojo, es en realidad
parte del sistema nervioso central. Durante su desarrollo, la retina se forma como una
evaginación del diencéfalo, llamada veśıcula óptica, que sufre invaginación para formar
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la copa óptica. La pared interior de la copa óptica da lugar a la retina, mientras que la
pared exterior da lugar al Epitelio Pigmentario de la Retina (EPR).
La luz atraviesa todas y cada una de las capas de la retina hasta llegar al EPR donde
es reflejada y vuelve por el mismo camino, tal como podemos ver en la Figura 2.3. La
información visual se decodifica en los segmentos de los fotorreceptores, transducción,
y es llevada hasta las células ganglionares cuyas fibras van a constituir el nervio óptico
para transportar dicha información visual hasta el córtex occipital.
Figura 2.3: Esquema representativo de la estructura anatómica del ojo humano y su
papel en la captación de las señales lumı́nicas en la retina.
2.3. Estructura de la retina
La retina es una capa fina, parcialmente transparente, que está en contacto direc-
to con la cara interna de la coroides y el humor v́ıtreo. Se pueden distinguir diversas
estructuras macroscópicas en la superficie de la retina, tal como podemos ver en la Fi-
gura 2.4. Estas estructuras, están formadas por un conjunto de elementos con funciones
fisiológicas muy espećıficas, como se explica en profundidad a continuación:
Disco óptico: el disco óptico o punto ciego es una zona circular situada en el
centro de la retina (la cabeza del nervio óptico), donde se agrupan todas las
prolongaciones de las neuronas para llevar el impulso hacia el cerebro. Carece de
sensibilidad a los est́ımulos luminosos al carecer de conos y bastones.
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Arterias y venas de la retina: las arterias y las venas de la retina son las
encargadas de nutrir las capas más internas de la retina. Las venas aparecen más
oscuras que las arterias.
Mácula: la mácula lútea es la parte más importante de la retina ya que nos
permite ver con la máxima agudeza visual. Se trata de una pequeña área situada
justo en el centro de la retina, por lo que es la encargada de nuestra visión central
pero también de la visión en detalle y en movimiento.
Fóvea: la fóvea es una hendidura poco profunda y amarillenta situada en el
centro de la mácula, por lo que es responsable de la mayor parte de la agudeza
visual total. Es el lugar donde se enfocan los rayos de luz que llegan a la retina.
Figura 2.4: Anatomı́a macroscópica de la retina.
Desde el punto de vista histológico, la retina está formada por 10 capas paralelas de
neuronas interconectadas mediante sinapsis, tal como podemos apreciar en la Figura
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2.5. A continuación, vamos describir sus principales caracteŕısticas (desde la más interna
hasta la más externa, en contacto con la coroides):
ILM - Membrana limitante interna: es la capa más interna de la retina, separa
la retina del humor v́ıtreo.
NFL - Capa de fibras del nervio óptico: son los axones de células ganglionares
que forman el nervio óptico.
GCL - Capa de las células ganglionares: son los núcleos de las células gangliona-
res.
IPL - Capa plexiforme interna: es la región de conexión sináptica entre células
bipolares, amacrinas y ganglionares.
INL - Capa nuclear o granular interna: está formada por los núcleos celulares de
las células bipolares, las células horizontales y las células amacrinas.
OPL - Capa plexiforme externa: es la región de conexión sináptica entre células
fotorreceptoras y las células bipolares.
ONL - Capa nuclear o granular externa: está formada por los núcleos celulares
de las células fotorreceptoras.
OML - Membrana limitante externa: son uniones intercelulares del tipo zónula
adherente entre las células fotorreceptoras y las células de Müller.
IS/OS - Segmentos internos y segmentos externos: representa la ĺınea de unión
de los segmentos internos (IS) y externos (OS) de los fotorreceptores.
RPE - Epitelio pigmentario: es la capa más externa de la retina. Está formada
por células cúbicas que poseen gránulos de melanina que le dan una pigmentación
caracteŕıstica.
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Figura 2.5: Corte histológico con la visualización de las 10 capas de la retina.
2.4. Exploración del fondo de ojo
El examen del fondo de ojo u oftalmoscopia consiste en la visualización a través de la
pupila y de los medios transparentes del globo ocular (córnea, humor acuoso, cristalino
y v́ıtreo) de la retina y del disco óptico. Gracias a esta prueba médica, el oftalmólogo
puede detectar cualquier problema relacionado con las principales estructuras oculares.
Se trata de problemas como el desprendimiento de retina, trombosis, lesiones t́ıpicas de
la retinopat́ıa diabética, retinopat́ıa hipertensiva, glaucoma, inflamaciones como neu-
ritis, manchas, edema de mácula o papila, y desprendimiento v́ıtreo, entre otros. Los
cĺınicos utilizan los siguientes instrumentos para la exploración del fondo del ojo:
Oftalmoscopio directo o retinoscopio: tiene un sistema óptico que permite ver
directamente el fondo del ojo. Es un aparato del tamaño de un lápiz con una
pequeña luz. Permite explorar una parte muy pequeña de la retina, y no es útil
para cataratas. Podemos ver un ejemplo en la Figura 2.6 (a).
Oftalmoscopio indirecto: dispone de unos visores y su lente tiene un campo de
visión de la retina, la mácula y el nervio óptico. Además se puede emplear para
explorar la zona periférica de la retina. Podemos ver un ejemplo en la Figura 2.6
(b).
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(a) (b)
Figura 2.6: Ejemplo de una exploración ocular utilizando oftalmoscopia directa (a) e
indirecta (b).
Lámpara de hendidura: este aparato es un microscopio que se suele usar para
observar la parte anterior del ojo con detalle. Sin embargo, también se puede
utilizar con una lente especial para observar la parte posterior del ojo. Podemos
ver un ejemplo en la Figura 2.7.
Figura 2.7: Ejemplo de una exploración ocular utilizando una lámpara hendidura.
Retinógrafo: es una cámara que permite hacer una foto del interior del ojo. Es muy
útil para tener un registro del estado del fondo del ojo. Se emplea por ejemplo
para hacer un seguimiento en los casos de degeneración macular asociada a la
edad. El inconveniente es que no es una imagen en tres dimensiones. Podemos ver
un ejemplo en la Figura 2.8.
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Figura 2.8: Ejemplo de una exploración ocular utilizando un retinógrafo.
OCT: la tomograf́ıa es una técnica de registro gráfico de imágenes en un plano
determinado. Definimos coherencia como la relación o unión de unas cosas con
otras. Por tanto, una imagen OCT es un registro de varias imágenes pertenecien-
tes a diferentes cortes relacionados entre si, de una de las estructuras del ojo,
fundamentalmente la retina. Podemos ver un ejemplo de una exploración ocular
utilizando un retinógrafo en la Figura 2.9. Además, utilizando esta técnica pode-
mos obtener diferentes capturas del segmento anterior: iris y ángulo camerular.
A continuación veremos esta técnica con más detalle.
Figura 2.9: Ejemplo de una exploración ocular utilizando un OCT.
2.5. Tomograf́ıa de Coherencia Óptica - OCT
La OCT es una técnica de diagnóstico por imagen no invasiva e interferométrica que
utiliza ondas de luz para tomar imágenes tridimensionales y transversales detalladas
de tejidos biológicos con resolución micrométrica. La OCT es especialmente útil en
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oftalmoloǵıa, dada la facilidad con que la luz alcanza las estructuras oculares en el
segmento anterior y posterior. Las imágenes del segmento anterior de ojo han recibido
una considerable atención desde su primera demostración en 1994. Actualmente, esta
tecnoloǵıa permite una medición eficaz de estructuras tales como la córnea, la capa de
fibras nerviosas de la retina, las células ganglionares, la capa interna y la cabeza del
nervio óptico.
El funcionamiento de la OCT es muy similar al ecógrafo. La diferencia está en el
tipo de onda que utiliza para la exploración. En la ecograf́ıa se utilizan los ultrasonidos
para poder visualizar las estructuras internas y medir las distancias entre ellas. Por el
contrario, el OCT utiliza ondas de luz para capturar imágenes de los tejidos dentro del
cuerpo con una resolución 10 veces mayor que la del ultrasonido (OCT consigue una
escala hasta 10 micras frente a las 100 del ecógrafo).
OCT se basa en el principio de la interferometŕıa. Este principio usa la luz como
herramienta de mediación y se desarrolló por Albert A. Michelson en 1887. A pesar de
su evolución, los modelos actuales se basan en el modelo original que es compuesto por
una fuente de luz, un divisor de haces, un espejo de referencia y un detector, tal como
podemos ver en la Figura 2.10. Cuando la luz atraviesa el divisor de haces, se desdobla
en dos rayos con trayectorias distintas, una hacia el espejo de referencia y otra hacia el
espejo detector. Los rayos de vuelta se reflejan en los espejos y se vuelven a combinar
en el desdoblador de haces y el detector medirá la potencia de la recombinación de
ambos rayos. Si se vaŕıa la posición del espejo de referencia, se podrán medir los ecos
de luz que vienen reflejados desde las estructuras ópticas.
2.5. Tomograf́ıa de Coherencia Óptica - OCT 19
Figura 2.10: Esquema representativo del sistema óptico utilizado por el OCT para la
obtención de las imágenes oculares.
Básicamente, los haces de luz divididos se dirigen hacia el espejo de referencia, que
se encuentra a una distancia conocida, y hacia la retina, como podemos ver en la 2.10.
Después se comparará la luz reflejada desde la retina con la luz reflejada desde el espejo
de referencia, y cuando ambos coinciden en el tiempo, se produce el fenómeno de inter-
ferencia captado por el detector. Como se conoce la distancia a la que se encuentra el
espejo de referencia se puede determinar la distancia a la que se encuentra la estructura
de la retina que ha emitido el reflejo que coincide con el reflejo del espejo de referencia.
Se realiza una gráfica con las distintas distancias obtenidas por el fenómeno de inter-
ferencia y se obtiene una imagen en el sentido axial (A-scan) como podemos ver en
la Figura 2.11 (a). El registro repetido de múltiples A-scans contiguos y su alineación
apropiada permite construir una imagen bidimensional que es conocida como b-scan
(la tomograf́ıa), tal como podemos ver en la Figura 2.11 (b).
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(a) (b)
Figura 2.11: Representación gráfica de las imágenes obtenidas mediante el OCT. (a)
A-scan obtenido en sentido axial. (b) Conjunto de varios A-scans formando un B-scan
(la tomograf́ıa).
En el contexto de la oftalmoloǵıa, el tomógrafo produce un haz de luz, que se
enfoca en el tejido ocular. La luz se refleja en las estructuras internas del ojo y luego es
interferométricamente analizada por el dispositivo. Los datos en bruto son procesados
por un ordenador para obtener imágenes que representan las secciones transversales del
ojo. En la imagen OCT podemos ver las capas de la retina que estarán representadas
por diferentes colores, dependiendo de la reflectividad/absorción del tejido. Las zonas
de alta reflectividad nos darán colores blanco-rojos (epitelio pigmentario de la retina,
coriocapilar, exudados, membranas epirretinianas, capa de fibras, etc). Las zonas de
baja reflectividad nos darán colores negro-azules (ĺıquido, cavidades qúısticas serosas,
fotorreceptores, v́ıtreo, etc), tal como podemos ver en la Figura 2.12.
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Figura 2.12: Imagen OCT retiniana con diferentes formas de reflectividad. Las regiones
altamente reflectantes nos darán colores blanco-rojos. Las zonas de baja reflectividad
nos darán colores negro-azules.
En oftalmoloǵıa, las imágenes OCT son empleadas muy frecuentemente para el
diagnóstico, seguimiento y control de diferentes patoloǵıas oculares [WP14]. En ese
sentido, estas imágenes nos permiten observar las zonas de engrosamiento macular
(posibles edemas maculares) [WHO12], quistes retinales (posibles edemas qúısticos)
[Roy+13b] y comparar cuantitativamente la evolución del tratamiento a lo largo del
tiempo.
2.6. Edema Macular Qúıstico - EMQ
El Edema Macular Qúıstico (EMQ) en sus diversas manifestaciones puede consi-
derarse como una de las principales causas de pérdida de visión en el mundo, según
las cifras de la Organización Mundial de Salud (OMS) [Rog+16]. Está relevante pato-
loǵıa ocular se describió por primera vez en 1953 y se caracteriza principalmente por
la presencia de ĺıquido entre las principales capas de la retina, presentando un patrón
de pétalos. Puede ser causada por una variedad de consecuencias como la ciruǵıa de
cataratas, la retinopat́ıa diabética, la oclusión de las venas retinianas, la inflamación
de los ojos o la degeneración macular relacionada con la edad (DMAE). Por todas
estas razones, se puede decir que el EMQ no es una enfermedad en śı misma, sino la
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consecuencia final de una serie de causas que conducen a la acumulación de ĺıquido
en la retina. Esta acumulación anormal de ĺıquido se localiza en las capas e la retina
membrana limitante interna (ILM) y la membrana de unión de los segmentos internos
y externos de los fotorreceptores (IS/OS), alrededor de la fóvea (región macular).
En consecuencia, el EMQ en su estado avanzado, tal como podemos ver en la Figura
2.13, es la principal causa de ceguera irreversible en todo el mundo. Se espera que el
número de personas con pérdida de visión se duplique en los próximos 30 años. Si el
EMQ no se trata en los primeros 6 meses, puede conducir a cambios maculares crónicos
con un deterioro permanente de la visión central [Gro04].
Figura 2.13: Imagen OCT retiniana con la presencia de EMQ.
2.7. Estado del arte
Recientemente, han surgido numerosas propuestas para solucionar el problema de
la segmentación del EMQ en imágenes OCT. Con este propósito, se utilizaron diferen-
tes estrategias basadas en: técnicas de umbralización, análisis del grosor de la retina,
técnicas de watershed y machine learning. A continuación, se describe brevemente el
estado del arte, organizado según las principales técnicas que fueron utilizadas para la
segmentación del EMQ en las imágenes de OCT.
Umbralización
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Los métodos de umbralización se utilizan muy a menudo para determinar las es-
tructuras con fluidos patológicos mediante el uso de un umbral (threshold) que
puede ser fijo o adaptativo. Por lo general, los valores de umbralización son obte-
nidos de forma emṕırica y a menudo se combinan con otras técnicas de procesado
de imágenes y reconocimiento de patrones. Como referencia, [WHO12] utilizaron
una estrategia basada en el uso de un umbral fijo. En particular, los autores uti-
lizaron como umbral para la segmentación de las regiones qúısticas el valor del
canal en nivel de gris de la imagen igual a 31. En otra propuesta [18], los autores
diseñaron un benchmark que utiliza diferentes estrategias de umbralización pa-
ra la segmentación automática de las estructuras qúısticas de la retina mediante
el uso de imágenes OCT. Similarmente, en [Roy+13a], los autores también uti-
lizaron diferentes estrategias de umbralización para la detección de estructuras
con fluido patológico en los tejidos retinianos. Para ello, primero se identifican
dos clases candidatas (regiones grandes y regiones pequeñas). Las regiones gran-
des se mejoran en contraste y vuelven a ser umbralizadas para conseguir nuevas
regiones candidatas. Por último, se aplica un algoritmo que analiza diferentes
caracteŕısticas (media, máximo y vecindad) extráıdas de las regiones pequeñas.
Análisis del grosor de la retina
Los métodos para la detección automática del EMQ en imágenes OCT se basan
t́ıpicamente en la medición del engrosamiento de la región macular. Esto se debe
a que los cĺınicos usan esta medida para correlacionar las diferentes patoloǵıas
oculares con la pérdida de visión [Hee+98; OKM99a; Cat+05]. Sin embargo, es-
tudios recientes describen la presencia de EMQ en ausencia del engrosamiento
de la retina en varios trastornos oculares y reconocen que el engrosamiento de
la retina no siempre está asociado con el EMQ [Jun+10], especialmente en pre-
sencia de microquistes en las primeras etapas de esta patoloǵıa. Aśı, mediciones
del engrosamiento retinal pueden ser más inexactas en la detección de la presen-
cia del ĺıquido qúıstico en esas regiones [Sad+06] y [Kea+09]. En ese contexto,
[KBR01] presentaron una metodoloǵıa para calcular el engrosamiento de la retina
en imágenes OCT utilizando modelos de Markov. En [Gon+19], los autores utili-
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zaron técnicas basadas en modelos de contornos activos para la segmentación de
las principales capas de la retina en las imágenes OCT. Esto permite identificar a
los pacientes con diferentes tipos de patoloǵıas que afectan el grosor de la retina.
Watershed
Watershed es un método de segmentación que se basa en la topograf́ıa, donde
el nivel de gris de un ṕıxel se interpreta como su altura en el relieve [GKR16].
Desde otro enfoque, la magnitud del gradiente de una imagen también puede ser
considerada como una superficie topográfica [Mey94]. En este caso, los ṕıxeles que
tienen las mayores intensidades de gradiente corresponden a las ĺıneas divisorias,
que representan los ĺımites entre las regiones patológicas y sanas. En [KBR01],
los autores presentaron una metodoloǵıa automática para la detección de quistes
en imágenes OCT. En particular, esta metodoloǵıa se compone de tres fases: se
delimita la región de interés donde se buscarán los quistes; se aplica un algoritmo
de Watershed para encontrar todas las posibles regiones de la imagen que podŕıan
formar las estructuras qúısticas; finalmente, se realiza un análisis de textura en
cada región desde la fase anterior hasta la clasificación final.
Machine learning
La técnicas de aprendizaje automático (machine learning) se han utilizado am-
pliamante en el análisis de imágenes médicas para la detección automática de
diferentes patrones estructurales y/o patológicos [De 16]. Con este propósito,
estas estrategias utilizan la información obtenida de las caracteŕısticas (color,
textura, forma, intensidad, etc) que se extraen de la propia imagen para clasifi-
carlas adecuadamente. Como referencia, [Mou+17] propusieron una estrategia de
clasificación de regiones qúısticas en imágenes OCT basada en diferentes técni-
cas de aprendizaje máquina. En particular, ese método analizó las caracteŕısticas
extráıdas de una ventana de tamaño (61 × 61). A continuación, se calcularon
diferentes mapas de calor para representar las diferentes estructuras patológicas
que fueron detectadas. En otra propuesta [Liz17], los autores analizaron diferen-
tes tamaños de ventana, clasificadores y selectores de caracteŕısticas. En [Sis+15],
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los autores propusieron un algoritmo totalmente automatizado para delimitar las
localizaciones de los quistes en imágenes OCT que fueron adquiridas a través
de diferentes proveedores. En otra propuesta [GS18], los autores utilizaron una
red neuronal convolucional para segmentar las regiones qúısticas en las imáge-
nes OCT. Para ello, el modelo entrenado fue capaz de aprender una función de
mapeo que combina el resultado de múltiples imágenes para producir un mapa
de probabilidad de las localizaciones de las regiones patológicas. La segmentación
final de los quistes se obtiene mediante la agrupación simple de las ubicaciones
de los quistes detectados. En [Vah+18], los autores propusieron una metodoloǵıa
de 2 pasos para clasificar de forma automática las imágenes OCT y extraer los
posibles indicadores de la presencia del edema macular diabético. El primer pa-
so, consistió en la detección de diferentes candidatos a parches para las regiones
con la presencia de fluidos y exudados duros. Para ello, se utilizaron diferentes
técnicas de procesamiento de imágenes. En el segundo paso, las etiquetas (cate-
goŕıas) de estos candidatos a parches se predijeron usando diferentes técnicas de
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En esta fase estableceremos las actividades que definirán la estructura del proyecto.
Definiremos un marco que nos permitirá hacer estimaciones razonables de los recur-
sos, los costos y la planificación de tiempo. Esta estimación servirá de gúıa durante
la ejecución del proyecto. Al diseñar e implementar nuestra solución, seguiremos una
metodoloǵıa espećıfica que nos permitirá desarrollarla de manera más predecible y efi-
ciente.
3.1. Metodoloǵıa de desarrollo
Adoptamos un modelo de desarrollo en espiral en el que en cada iteración repite una
serie de fases teniendo un carácter evolutivo, podemos ver un ejemplo en la Figura 3.1.
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Este modelo fue propuesto [Boe88] y basa el desarrollo en una serie de versiones incre-
mentales. En las primeras iteraciones, las versiones incrementales son versiones básicas
sin funcionalidad, teniendo en cuenta que estaremos realizando una amplia lectura de
los recursos bibliográficos. En las últimas iteraciones, tendremos una versión comple-
ta del sistema desarrollado, siendo la fase de documentación del proyecto mediante la
escritura de la memoria.
Para la metodoloǵıa de desarrollo de espirales se definen cuatro fases, que son las
que se repiten en cada una de las iteraciones de la espiral. Estas fases son las siguientes:
Fijación de objetivos: exceptuando la planificación inicial, que se lleva a cabo
al comienzo del proyecto, es en esta fase donde se establecen los objetivos de cada
una de las iteraciones de la espiral y se especifican los requisitos que debe cumplir
cada componente software al final de la iteración.
Análisis de riesgos: en esta fase se evalúan los posibles riesgos y eventos no
deseados que puedan surgir durante la ejecución de la iteración, de modo que en
la fase de desarrollo y pruebas se puedan evaluar y encontrar posibles alternativas
para resolverlos.
Desarrollo y pruebas: en este apartado se realizan las tareas espećıficas de
desarrollo y pruebas. En particular, se lleva a cabo la implementación de los
requisitos especificados, y se prueban los mismos. Además, en este apartado,
como se acaba de comentar, se evalúan las posibles alternativas para solventar
los posibles riesgos existentes. Al final de esta fase, se obtiene la nueva versión
incremental del software.
Planificación: en esta fase se revisa el producto obtenido y se decide si se con-
tinúa con la siguiente iteración.
Las motivaciones más importantes para el enfoque de esta idea son las que todos los
ingenieros de software conocen: es muy dif́ıcil comprender bien los requisitos desde las
primeras etapas del proyecto, los requisitos pueden cambiar durante el desarrollo y la
evolución del sistema es impredecible cuando se necesita cambiar o añadir tecnoloǵıas
y herramientas sobre la marcha.
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Figura 3.1: Ejemplo representativo del modelo de desarrollo en espiral.
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3.2. Definición del plan de trabajo
El primer paso en la planificación es definir qué actividades o tareas conformarán
todo el proceso de desarrollo. En este caso, podemos determinar cinco tareas principales
que conducirán al logro de los objetivos de este proyecto:
Análisis bibliográfico del dominio del proyecto: en esta fase, se ha busca-
do toda la información relevante sobre el dominio, en art́ıculos y publicaciones
de carácter cient́ıfico, con la finalidad de determinar el estado del arte del pro-
yecto. En este primer paso se realizó un estudio del dominio de la oftalmoloǵıa
y del entorno de trabajo utilizado en la aplicación, en concreto del lenguaje de
programación MATLAB.
Análisis de diferentes metodoloǵıas orientadas a la segmentación de
quistes: en esta fase refinamos el conocimiento del dominio aplicado en la seg-
mentación y caracterización de los quistes retinales en imágenes OCT. Igual que
en paso anterior, se lleva a cabo un análisis bibliográfico en textos cient́ıficos ob-
jetivando la elección de una o más metodoloǵıas que puedan ser aplicadas en la
resolución del problema.
Implementación de las metodoloǵıas seleccionadas: en esta etapa, realiza-
mos la implementación de las técnicas seleccionadas en la fase anterior.
Estudio y validación de los resultados obtenidos: se realiza un estudio de
los resultados de los métodos implementados para comprobar la calidad y validez
de las implementaciones, y se extraen los resultados con el fin de evaluar si los
objetivos del proyecto fueron alcanzados.
Realización de la memoria del proyecto: es la última etapa del proyecto, en
la cual se describe el sistema, en conjunto con los problemas encontrados durante
la fase de investigación y desarrollo. Además, se recogen los resultados obtenidos
en la aplicación que fue implementada y se proponen posibles mejoras para la
misma.
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Podemos ver en la Figura 3.2 las estimaciones de los periodos de tiempo, represen-
tados en porcentaje de tiempo con respecto al tiempo total, dedicados a cada una de
las distintas fases del proyecto. Estas estimaciones nos servirán de referencia para la
planificación inicial del proyecto.
Figura 3.2: Esquema representativo de la estimación del proyecto.
A continuación, presentamos los recursos materiales y humanos utilizados en el
desarrollo de este proyecto.
3.3. Recursos
Todo proyecto requiere una serie de recursos para su realización. Los recursos utili-
zados durante este proyecto pueden dividirse en dos tipos, materiales y humanos. En los
siguientes apartados intentaremos describir cada uno de ellos, explicando su implicación
en el proyecto.
Jefe de proyecto: es el encargado de la supervisión y toma de decisiones del pro-
yecto. También controla que se cumplan los requisitos acordados en las reuniones
y mantiene el rumbo en la dirección correcta.
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Analista: extrae los requisitos y hace un análisis de los objetivos principales.
Crea los primeros diseños, de una forma orientativa. También seŕıa el encargado
de elaborar la planificación de tareas que se seguirán durante el desarrollo del
proyecto. Como última tarea, genera y mantiene los documentos de análisis.
Diseñador: se encarga de elaborar el diseño completo de la herramienta, el cual
generará la documentación necesaria para la implementación. Como tarea, tam-
bién será el encargado de crear y mantener los documentos de diseño y los distintos
diagramas que lo componen.
Programador: utilizando la información generada por el analista y el diseñador,
hará la implementación de la aplicación siguiendo las pautas marcadas. Por últi-
mo, se le asigna la ejecución de las distintas pruebas contra la herramienta desa-
rrollada.
3.4. Recursos materiales
Los recursos materiales son los medios f́ısicos concretos que ayudan a lograr algún
objetivo. Los recursos materiales están compuestos por el entorno de desarrollo que
incorpora tanto el hardware como el software.
Hardware:
• Ordenador: Intel R© CoreTM i7-5600U CPU @ 2.60GHz × 4 con 8 GB de
RAM, 256GB SSD.
Software:
• MatLab R2019a: Sistema de cómputo numérico con un entorno de desarro-
llo integrado (IDE) para el lenguaje de programación (lenguaje M) [Mat19].
• Parallel Computing Toolbox: Toolbox de Matlab que permite realizar
procesamiento paralelo en equipos multinúcleo [PCT19].
• Overleaf : Editor libre de LaTeX online [OV18].
• Cacoo: Editor libre de digramas online [CC14].
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• GanttProject 2.8.10: Software de administración de proyectos de código
abierto [GT15].
3.4.1. Planificación inicial
La incertidumbre en la planificación de cualquier proyecto de desarrollo de software
es un problema bien conocido. Las empresas suelen utilizar datos históricos de proyectos
anteriores para tratar de dar forma a un plan realista, aśı como para considerar a tiempo
todos los riesgos que pueden surgir y retrasar su ejecución. En nuestro caso, al tratarse
de una obra con un importante componente de investigación, la incertidumbre a la hora
de planificar es aún mayor que en un escenario de desarrollo clásico. Esto se debe en gran
medida a la naturaleza relativamente impredecible de los resultados obtenidos después
de cada experimento, que determinan dinámicamente los pasos a seguir posteriormente.
Con todo ello, todav́ıa es posible establecer un plan general para un intervalo de tiempo
más o menos prolongado, de manera que se disponga de un marco de referencia en el
que distribuir el trabajo.
Este proyecto fin de grado se ha desarrollado de acuerdo a la siguiente planificación
temporal, con fecha de inicio a 1 de julio del año 2019 y fecha de finalización a finales
de febrero de 2020, totalizando 35 semanas de trabajo. La presentación esta prevista
para julio de 2020.
En la Figura 3.3 podemos ver el Diagrama de Gant con la planificación inicial
estimada del proyecto. Para ello, se toma como referencia los valores estipulados en el
plan de trabajo.
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Figura 3.3: Diagrama de Gant con la planificación inicial del proyecto.
3.4.2. Estimación de costes
Como el proyecto de fin de grado es individual, el proyectando tendrá los roles
de analista, diseñador y programador, mientras que los directores serán los jefes de
proyecto. Para el cálculo de los costes de los recursos humanos es necesario conocer
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el tiempo dedicado al proyecto, y según su rol tiene un precio/hora diferente. Para
calcular estos valores tomamos como referencia los registros obtenidos en la Tabla 3.1.
No Personas Rol Coste por Horas
3 Jefe de Proyecto 30 e/hora
1 Analista-Diseñador-Programador 20 e/hora
Tabla 3.1: Estimación del coste por hora de los recursos humanos.
Para estimar el presupuesto total del proyecto consideramos tanto los costes aso-
ciados a los recursos humanos como lo costes asociados a los materiales utilizados en el
desarrollo del proyecto.
Costes estimados con recursos humanos:
• Costes estimados al rol de Jefe de proyecto: valoramos para este rol
un esfuerzo total de aproximadamente 140 horas * hombre, repartidas entre
los dos directores. Considerando un sueldo base estimado en 30 euros/h,
evaluamos en 4.200 euros el coste total estimado para la realización de este
proyecto.
• Costes estimados al rol de Analista-Diseñador-Programador: valo-
ramos cada semana de trabajo como 5 d́ıas laborables, con 8 horas por d́ıa,
correspondiendo a 40 horas semanales. Para un total de 35 semanas de tra-
bajo, estimamos que el esfuerzo total del proyecto es de aproximadamente
1400 horas * hombre. Considerando un sueldo base estimado en 20 euros/h,
totalizamos un coste total estimado para este proyecto de 28.000 euros.
Podemos ver en la Tabla 3.2 un resumen de los costes estimados asociados a los
recursos humanos utilizados en este proyecto.
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Cant. Descripción Precio Uni. Total
3 Jefe de proyecto 1.400 e 4.200 e
1 Analista-Diseñador-Programador 28.000 e 28.000 e
Total 32.200 e
Tabla 3.2: Coste estimado con recursos humanos.
Costes estimados con el uso de materiales:
• Coste estimado hardware: el coste referente al hardware se puede consi-
derar nulo, ya que se dispońıa de un ordenador para su desarrollo en el grupo
de investigación VARPA. A pesar de ello, este proyecto de investigación se
desarrolló completamente en un ordenador personal portátil dada su mayor
flexibilidad y comodidad.
• Coste estimado software: el coste asociado con el uso del software es el
coste de la licencia de uso de MATLAB Simulink Student Suite (69 euros)
+ el coste de la licencia de uso de la Computer Vision Toolbox (20 euros).
Podemos apreciar un resumo de los costes asociados al uso de materiales en la
Tabla 3.3.
Cant. Descripción Precio Uni. Total
1 Costes estimados con hardware 0 e 0 e
1 Costes estimados con software (MATLAB) 69 e 69 e
1 Costes estimados con software (CV Toolbox) 20 e 20 e
Total 89 e
Tabla 3.3: Coste estimado con el uso de materiales del proyecto.
Costes estimados con el uso de materiales: con todo lo referido anterior-
mente, podemos observar el coste total estimado del proyecto en la siguiente tabla
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Cant. Descripción Precio Uni. Total
1 Costes estimados con recursos humanos 32.200 e 32.200 e
1 Costes estimados con materiales 89 e 89 e
Total 32.289 e
Tabla 3.4: Coste total estimado del proyecto.
3.4.3. Seguimiento
Una vez terminado el proyecto realizamos un estudio referente al tiempo y el coste
real invertido en la ejecución del mismo para poder realizar una comparación entre los
valores estimados en los apartados anteriores.
Coste final con recursos humanos: durante la realización del proyecto no
hubo problemas para seguir los plazos establecidos en la planificación inicial. De
esta manera, pudimos completar el proyecto en el plazo originalmente estipulado
sin afectar los valores estimados con los recursos humanos.
Coste final con el uso de materiales: en cuanto al costo final con el uso de
materiales, no hubo alteraciones con respecto a la estimación inicial. El resto del
software que utilizamos era de licencia libre.
Coste final total: el coste final de proyecto no sufrió alteraciones, ya que no
hubo modificaciones en los costes asociados tanto a recursos humanos como a
materiales.
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A continuación, presentamos la metodoloǵıa utilizada durante la elaboración de
nuestro proyecto de investigación. El desarrollo del proyecto se lleva a cabo en 2 etapas,
cada una con una más subetapas. En la primera, como podemos ver en la Figura 4.1,
realizamos la segmentación de las principales capas de la retina que proporcionará los
ĺımites que utilizaremos para acotar la región de interés sobre la que aplicaremos el
algoritmo de segmentación. En la segunda, realizamos la segmentación de las regiones
qúısticas en las imágenes OCT mediante distintas aproximaciones.
Figura 4.1: Esquema principal de la metodoloǵıa propuesta.
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4.1. Extracción de las capas retinianas
La primera fase de la metodoloǵıa propuesta es la extracción de las principales capas
de la retina, tal como podemos ver en la Figura 4.2. La delimitación de la región de
búsqueda facilitará el proceso de segmentación de las regiones fluidas y, por consiguien-
te, aumentará el rendimiento y la eficacia del método. En particular, vamos a extraer
las capas ILM y IS/OS, ya que las estructuras patológicas se encuentran dentro de la
región delimitada por estas 2 capas retinianas. A continuación, explicaremos el proceso
de extracción de estas capas con más detalle.
Figura 4.2: Esquema de la metodoloǵıa propuesta para la extracción de capas.
4.1.1. Extracción de las capas retinianas: ILM y IS/OS
Los quistes intrarretinales son estructuras oscuras de baja intensidad que residen
principalmente entre la membrana limitante interna (ILM) y la membrana de unión de
los segmentos internos y externos de los fotorreceptores (IS/OS), como se observa en
la Figura 4.3.
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Figura 4.3: Esquema representativo de un corte histológico que muestra los espacios
qúısticos entre las capas ILM y IS/OS.
Como ya se ha dicho, en nuestro proyecto debemos primero detectar estas capas para
especificar la región de interés. Para ello, utilizaremos el método propuesto por [Chi+10]
y adaptado a esta problemática. En particular, esta propuesta utiliza la teoŕıa de grafos
y la programación dinámica para identificar las capas retinianas en las imágenes OCT.
En teoŕıa de grafos se representa cada imagen como un grafo de nodos, donde cada nodo
es un ṕıxel. Los links o enlaces que conectan los nodos se llaman bordes. Un conjunto
de bordes forman un camino a través de la imagen. Para asignar preferencias a cada
camino, se asignan diferentes pesos a los bordes. Para ir desde el nodo inicial al final,
se calcula el camino óptimo. El camino óptimo es aquel cuya suma de todos sus pesos
es mı́nima. El camino óptimo resultante es el corte que segmenta una región de otra,
que en nuestro caso son los ĺımites de las capas de la retina.
La clave para cortar con precisión el grafo es asignar apropiadamente los pesos.
Las métricas comunes para asignar pesos incluyen funciones de distancias entre ṕıxeles
o diferencias de intensidad [SM00]. Siempre que la caracteŕıstica a segmentar tiene
caracteŕısticas distintas de su entorno, se asignan pesos bajos a los bordes de esta
caracteŕıstica para distinguirla del resto de la imagen.
Una vez que se asignan los pesos a los bordes, utiliza el algoritmo de Dijkstra [Dij59]
para determinar el camino de coste mı́nimo entre dos puntos. Para determinar el camino
mı́nimo con Dijkstra, los valores de los pesos deben ser positivos y oscilar entre 0 y 1,
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donde 0 indica un par de nodos no conectados. Podemos ver en la Figura 4.4 un ejemplo
de la asignación de pesos al grafo para tres nodos conectados. En particular, podemos
observar la preferencia por el nodo 1 del nodo 3, debido a que tiene menos peso que el
nodo 2.
Figura 4.4: Ejemplo de la asignación de pesos al grafo para tres nodos conectados.
En este trabajo, hemos utilizado la técnica de inicialización automática de nodos
finales, evitando la necesidad de la inicialización manual de estos nodos. Además, el
algoritmo de Dijkstra se basa en el hecho de que la capa a segmentar se extiende a lo
largo de toda la imagen OCT. Dado que este algoritmo utiliza una estrategia que busca
el camino de peso mı́nimo, añadiendo una columna adicional de nodos a ambos lados de
la imagen OCT con valores aleatorios de intensidad y asignando pesos mı́nimos wmin
en la dirección vertical. La Figura 4.5 muestra un ejemplo representativo de la etapa
de inicialización automática del nodo final.
Figura 4.5: Ejemplo representativo de la etapa de inicialización automática del nodo
final.
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Otra técnica utilizada es el aplanamiento (flattening) de la imagen OCT para evitar
que la búsqueda del camino mı́nimo conduzca a atajos inexactos entre las capas de la
retina. Para aplanar la imagen OCT, se hace una estimación inicial de la capa RPE,
basándose en el conocimiento previo de que la capa RPE es una de las capas más
hiperreflexivas dentro de una imagen OCT retiniana y, por lo tanto, la capa más fácil
de localizar. En la Figura 4.6 podemos ver un ejemplo representativo de la etapa de
aplanamiento de la imagen OCT.
Figura 4.6: Ejemplo representativo de la etapa de aplanamiento de la imagen OCT. (a)
Imagen OCT original. (b) Imagen OCT después de aplicar el aplanamiento.
Después de aplanar la imagen, asignamos tentativamente el ṕıxel más brillante
en cada columna como una estimación. Además, localizamos los ṕıxeles at́ıpicos, a
menudo asociados con escenarios patológicos, buscando posibles discontinuidades con
valores mayores de 50 ṕıxeles en la estimación de estas capas. Estos valores at́ıpicos se
eliminan de la estimación junto con los ṕıxeles ubicados en las columnas que presentan
una relación señal/ruido significativamente menor. Para ello, ajustamos un polinomio
de segundo orden a los nodos válidos, y desplazamos cada columna hacia arriba o
hacia abajo de modo que los nodos se encuentren en una ĺınea plana. Las regiones de la
imagen aplanada que están fuera del campo de visión original se extrapolan de la imagen
especular de los ṕıxeles válidos. Los ṕıxeles extrapolados se excluyen de los cálculos de
peso, y la imagen resultante es una curva suavemente aplanada, como podemos ver en
la Figura 4.7.
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Figura 4.7: Ejemplo representativo del resultado final de la etapa de segmentación de
las capas de la retina: ILM y IS/OS.
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4.2. Segmentación de región qúıstica
La segunda fase de la metodoloǵıa propuesta es la segmentación automática de las
regiones con la presencia de fluido patológico entre los tejidos retinianos, tal como pode-
mos ver en la Figura 4.8. Para ello, nosotros proponemos 3 diferentes y complementarias
aproximaciones: (i) Curvedness y Shape Index, (ii) Central Adaptive Medialness y (iii)
combinación entre ambas aproximaciones. A continuación, explicaremos el proceso de
segmentación de las regiones qúısticas con más detalle.
Figura 4.8: Esquema de la metodoloǵıa propuesta para la segmentación de las regiones
qúısticas.
4.2.1. Aproximación 1: Curvedness y Shape Index
En este primer enfoque, adaptamos una estrategia basada en el uso de las matrices
hessianas para la segmentación a múltiples escalas de las estructuras retinianas con la
presencia de fluidos patológicos en las imágenes de OCT. La matriz hessiana ha si-
do utilizada por varios investigadores para detectar y analizar estructuras con formas
espećıficas, aśı como para la segmentación y reconstrucción simultánea de estructuras
curviĺıneas en imágenes médicas [Sat+98; GNC16]. En particular, nuestro método cal-
cula la curvatura (Curvedness) y el ı́ndice de forma (Shape Index), 2 caracteŕısticas
locales de la imagen que son obtenidas a partir del calculo de la matriz hessiana.
Ambas estrategias tienen un paso previo de mejora de la imagen donde se calcula la
matriz hessiana para cada ṕıxel y sus correspondientes auto-valores, que se combinan
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entre si para identificar y segmentar la regiones qúısticas en las imágenes OCT. Los
auto-valores calculados se combinan más adelante para generar finalmente la máscara
de segmentación.
La etapa de entrada de nuestro método es un suavizado gaussiano multiescala que
se emplea para reducir los niveles de ruido moteado que son inherentes a las imágenes
de OCT a diferentes escalas y, por lo tanto, facilita la posterior tarea de segmentación.












Donde cada elemento representa la segunda derivada gaussiana de la imagen original
I(x, y). Una vez calculamos H(I) para cada imagen I y para cada σ dado, obtenemos
los auto-valores de la forma |λ1| ≤ |λ2|. La técnica de suavizado gaussiano multiescala
se basa en el uso de diferentes valores para σ de forma que el suavizado sea capaz
de identificar las estructuras patológicas de distintos tamaños. En ese sentido, en este
trabajo realizamos un suavizado con un rango de σ de 0,5 a 5,0 con incrementos de 0,5
para realzar los quistes de distintos tamaños. En la Figura 4.9 podemos ver un ejemplo
representativo de la aplicación del suavizado multiescala en una imagen OCT.
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Figura 4.9: Ejemplo representativo de la aplicación del suavizado multiescala en una
imagen OCT. 1a fila, imagen original. 2a fila, suavizado multiescala sobre la imagen
original. 3o fila, suavizado multiescala sobre los auto-valores calculados.
Los métodos combinan los auto-valores basados en los cálculos de Curvedness (CV)
y Shape Index (SI) para extraer las regiones patológicas [Mur+09], según las siguientes















Donde λ2 es el máximo auto-valor y λ1 representa el mı́nimo. Finalmente, las másca-
ras de segmentación de quistes se construyen mediante un proceso de umbralización que
utiliza los valores obtenidos tanto para SI como CV. Para ello, se considera la segmen-
tación final los valores calculados para los ṕıxeles que satisfacen ambos criterios, según
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la Ecuación (4.4):
V = SI ∪ CV (4.4)
Donde V representa la máxima respuesta para cada ṕıxel con los diferentes valores
de sigmas. Una vez que obtenemos las estructuras realzadas donde se pueden identificar
claramente los quistes, el siguiente paso es una simple umbralización para seleccionar
los ṕıxeles con mayor respuesta en la aproximación correspondiente. Podemos ver en la
Figura 4.10 el resultado de la fase de segmentación de las regiones qúısticas utilizando
los valores obtenidos tanto para Curvedness (CV) como Shape Index (SI).
Figura 4.10: Resultado de la fase de segmentación de las regiones qúısticas utilizando los
valores obtenidos tanto para Curvedness (CV) como Shape Index (SI). TP es verdadero
positivo, FN es falso negativo, TN es verdadero negativo y FP es falso positivo.
Por último, realizamos una etapa de post-procesado mediante una umbralización
por histéresis para reducir el número de falsos positivos. Podemos ver en la Figura
4.11 el resultado de la fase de segmentación de las regiones qúısticas utilizando una
estrategia de umbralización por histéresis.
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Figura 4.11: Resultado de la fase de segmentación de las regiones qúısticas utilizando
una estrategia de umbralización por histéresis tanto para Curvedness (CV) como Shape
Index (SI). TP es verdadero positivo, FN es falso negativo, TN es verdadero negativo
y FP es falso positivo.
4.2.2. Aproximación 2: Central Adaptive Medialness
En este segundo enfoque, utilizamos una estrategia conocida como Central Adap-
tive Medialness (CAM). Esta estrategia se utilizó inicialmente con bastante éxito en
la extracción de estructuras tubulares tridimensionales [Kri+00] y posteriormente para
la extracción de nódulos pulmonares [Nov+15]. Además, la principal ventaja de esta
estrategia es su mayor robustez con respecto a la presencia de patrones de ruido motea-
do, una propiedad deseada en este complejo dominio. En particular, hemos adaptado
esta estrategia para la segmentación automática de las regiones con presencia de fluido
patológico para evaluar si mantiene su robustez y su buen funcionamiento. Este método
se describe matemáticamente de acuerdo con la siguiente Ecuación (4.5):
CAM(σ, p) =

0 λ1 + λ2 ≥ 0
−λ1
λ2
∗ (λ1 + λ2) otherwise
(4.5)
Donde λ2 es el máximo auto-valor, λ1 representa el mı́nimo auto-valor, p representa
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cada ṕıxel en la imagen OCT. En el caso particular de parámetro σ, igual que para
la estrategia anterior, hemos utilizado un rango de valores para el parámetro σ de 0,5
a 5,0 con incrementos de 0,5 para detectar los quistes de distintos tamaños. Podemos
ver en la Figura 4.12 el resultado de la fase de segmentación de las regiones qúısticas
utilizando los valores obtenidos para el Central Adaptive Medialness (CAM).
Figura 4.12: Resultado de la fase de segmentación de las regiones qúısticas utilizando
los valores obtenidos para el Central Adaptive Medialness (CAM). TP es verdadero
positivo, FN es falso negativo, TN es verdadero negativo y FP es falso positivo.
En esta aproximación, también realizamos una etapa de post-procesado mediante
una umbralización por histéresis para reducir el número de falsos positivos, tal como
podemos ver en la Figura 4.13.
Figura 4.13: Resultado de la fase de segmentación de las regiones qúısticas utilizando
una estrategia de umbralización por histéresis para el Central Adaptive Medialness
(CAM). TP es verdadero positivo, FN es falso negativo, TN es verdadero negativo y
FP es falso positivo.
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4.2.3. Aproximación 3: Combinación de ambas estrategias
En este tercer enfoque, utilizamos la combinación de ambas estrategias propuestas
en este trabajo: (Curvedness-CV y Shape Index-SI) y (Central Adaptive Medialness-
CAM). El objetivo principal es obtener las ventajas de cada enfoque, mejorando los
resultados obtenidos para la segmentación de las regiones qúısticas en las imágenes
OCT. En particular, calculamos la unión de las segmentaciones obtenidas por ambas
estrategias, según la Ecuación (4.6):
V COMB = V CV−SI ∪ V CAM (4.6)
Donde V CV−SI y V CAM representan los modelos matemáticos de las aproximacio-
nes 1 y 2, respectivamente. Podemos ver en la Figura 4.14 el resultado de la fase de
segmentación de las regiones qúısticas utilizando la combinación de los valores obtenidos
por las aproximaciones 1 y 2.
Figura 4.14: Resultado de la fase de segmentación de las regiones qúısticas utilizando
la combinación de los valores obtenidos por las aproximaciones 1 y 2. TP es verdadero
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En este caṕıtulo se presentan los resultados obtenidos tras aplicar la metodoloǵıa
desarrollada sobre un dataset de pruebas. El objetivo principal es validar mediante
diferentes experimentos cada uno de los métodos desarrollados durante las diferentes
fases de la metodoloǵıa. Para ello, se explicará en primer lugar las caracteŕısticas gene-
rales del conjunto de imágenes OCT que forman el banco de pruebas. Finalmente, se
presentarán los resultados y la discusión de todos los experimentos realizados.
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5.1. Caracteŕısticas del conjunto de imágenes
Para la realización de este trabajo de investigación, nosotros disponemos de una
base de datos de test compuesta por 20 imágenes OCTs de diferentes pacientes. Estas
imágenes fueron obtenidas por un dispositivo CIRRUS HD-OCT Carl Zeiss Meditec
confocal scanning laser ophtalmoscope. Todas las imágenes obtenidas están centradas
en la región macular, o sea, en la región de máxima concentración de los fotoreceptores.
Además, este conjunto de datos está compuesto por imágenes de pacientes diagnos-
ticados con EMQ, todas ellas etiquetadas por un experto cĺınico. El formato de las
imágenes es Joint Photographic Experts Group (JPEG). En la Figura 5.1, podemos
ver un ejemplo representativo de una imagen OCT con EMQ proveniente del banco de
pruebas.
Figura 5.1: Ejemplo representativo de una imagen de OCT con EMQ proveniente del
banco de pruebas.
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5.2. Métricas de evaluación
En esta sección presentaremos las principales métricas que se utilizaron para validar
los métodos empleados en nuestra metodoloǵıa para la segmentación de las estructuras
qúısticas en las imágenes OCT.
5.2.1. Coeficientes de similitud Jaccard y Sørensen-Dice
Como medida de evaluación para la segmentación de las regiones qúısticas para cada
imagen OCT utilizamos los coeficientes de similitud Jaccard y Sørensen-Dice. Ambos
coeficientes nos permiten cuantificar numéricamente de manera precisa y sencilla los
resultados obtenidos por las estrategias propuestas en este trabajo.
En particular, el coeficiente de similitud de Jaccard se utiliza muy a menudo por
el estado del arte para evaluar las tareas de segmentación en el campo del análisis de
imágenes médicas [Bou+07], [Las+15] y [Sil+11]. El coeficiente de similitud Jaccard





Donde A representan los valores de las regiones qúısticas etiquetadas por un experto
cĺınico (ground truth) y B representa los valores de las segmentaciones obtenidas por
nuestro método. En particular, el ı́ndice de Jaccard tiende a 1 para un alto nivel de
acuerdo entre A y B. En este caso, con segmentaciones en gran parte similares, su
intersección es prácticamente lo mismo que la unión. Por el contrario, el ı́ndice Jaccard
en tiende a 0 para un bajo nivel de acuerdo entre las regiones A y B.
Por otra parte, también utilizamos el coeficiente ó ı́ndice de Sørensen-Dice para
evaluar la bondad entre las regiones qúısticas segmentadas y el ground truth [Dic45].
El coeficiente de similitud Sørensen-Dice (D) está definido matemáticamente, según la
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Ecuación (5.2):
D =
2 ∗ |A ∪B|
|A+B|
(5.2)
Donde A representan el ground truth y B representa los valores de las segmenta-
ciones obtenidas por nuestro método. Además, cabe resaltar que ese ı́ndice de similitud
tiene un comportamiento similar al ı́ndice de Jaccard, ya que tiende a 1 para un alto
nivel de acuerdo y a 0 para un bajo nivel de acuerdo entre las regiones A y B.
5.2.2. Curvas ROC
Para la elección entre las diferentes pruebas diagnósticas, los cĺınicos suelen utilizar
las curvas Receiver Operating Characteristic (ROC), ya que representa una medida
global e independiente del punto de corte. Por esto, en el ámbito sanitario, las curvas
ROC también se denominan curvas de rendimiento diagnóstico.
En general, la elección del punto de corte se realiza mediante la comparación del
área bajo la curva (AUC) de diferentes pruebas. En particular, esta área posee un
valor comprendido entre 0,5 y 1, donde 1 representa un valor diagnóstico perfecto y
0,5 es una prueba sin capacidad discriminatoria diagnóstica. Es decir, si AUC para
una prueba diagnóstica es 0,8 significa que existe un 80 % de probabilidad de que el
diagnóstico realizado a un enfermo sea más correcto que el de una persona sana escogida
al azar. Por esto, siempre se elige la prueba diagnóstica que presente un mayor área
bajo la curva. A modo de gúıa para interpretar las curvas ROC se han establecido los
siguientes intervalos para los posibles valores de AUC [ZOM07] :
0.5: Aleatorio
0.5, 0.6: Test malo
0.6, 0.75: Test regular
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0.75, 0.9: Test bueno
0.9, 0.97: Test muy bueno
0.97, 1: Test excelente
El AUC viene determinada en función de la sensibilidad y la especificidad. La sen-
sibilidad (S) o recall es la capacidad del sistema en clasificar correctamente a los casos
verdaderamente positivos, es decir, la capacidad para detectar correctamente la pre-
sencia de quistes en las imágenes OCT, ver la Ecuación (5.3). La especificidad (E) es
la capacidad de clasificar correctamente los casos verdaderamente negativos, es decir,
la capacidad para detectar correctamente la ausencia de quistes en las imágenes OCT,
ver la Ecuación (5.4).
S =
(TP )




(FP ) + (TN)
(5.4)
Donde (TP ) representa los verdaderos positivos, (FN) son los falsos negativos,
(TN) son los verdaderos negativos y (FP ) representa los falsos positivos.
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5.3. Experimentos
A continuación, se presentan los diferentes experimentos realizados con el objetivo
de seleccionar las aproximaciones que mejor se adapten al nuestro dominio. En total,
hemos realizado 4 experimentos que se detallan a continuación:
Experimento I: el primer experimento se centra en el análisis de los resultados
obtenidos por la aproximación Curvedness-Shape Index.
Experimento II: el objetivo del segundo experimento es evaluar los resultados
obtenidos por la aproximación Central Adaptive Medialness.
Experimento III: en este experimento analizaremos los resultados obtenidos
por la combinación de ambas estrategias.
Experimento IV: evaluaremos los resultados obtenidos por la metodoloǵıa apli-
cada en la segmentación de quistes de distintos tamaños.
5.3.1. Experimento I: Análisis de la aproximación Curvedness-Shape
Index
En este primer experimento evaluamos los resultados obtenidos en la fase de segmen-
tación de las regiones qúısticas utilizando imágenes OCT. En particular, evaluaremos la
aproximación que utiliza las estrategias de Curvedness (CV) y Shape Index (SI). Para
ello, también consideramos los resultados obtenidos utilizando histéresis para la elimi-
nación de falsos positivos. A continuación, podemos ver en la Figura 5.2 los resultados
obtenidos para el conjunto de test en términos de los coeficientes de similitud Jaccard
y Sørensen-Dice.
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Figura 5.2: Resultados obtenidos para el primer experimento. Los resultados se presen-
tan en términos de los coeficientes de similitud Jaccard y Sørensen-Dice.
En particular, analizando los resultados podemos observar el buen comportamiento
del método para la segmentación de la región qúıstica en la mayoŕıa de las imágenes
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OCT. De forma similar, también observamos una considerable mejora en los resultados
empleado la histéresis. Complementariamente, realizamos un análisis global del método
empleado mediante el estudio de la curva ROC, ver la Figura 5.3.
(a) (b)
Figura 5.3: Análisis de la curva ROC para el primer experimento. (a) Curvedness-Shape
Index sin aplicar histéresis. (b) Curvedness-Shape Index aplicando histéresis.
En la Figura 5.3 (a) podemos observar la curva ROC para la aproximación I sin
aplicar histéresis. Los resultados globales obtenidos son aceptables, dado que obtenemos
una AUC de 0,8464. En la Figura 5.3 (b) podemos observar la curva ROC para la
aproximación I aplicando histéresis. Tal como podemos observar, el método obtiene
un mejor rendimiento utilizando la histéresis, logrando una AUC igual a 0,9066. Estos
resultados son suficientes para asegurar la validez de la capacidad del método en la
tarea de segmentación de las regiones qúısticas de nuestro dominio, ver la Tabla 5.1.
Aproximación I AUC Resultados
Curvedness-Shape Index sin histéresis 0,8464 Test bueno
Curvedness-Shape Index con histéresis 0,9066 Test muy bueno
Tabla 5.1: Resumen de los resultados globales de la aproximación I.
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5.3.2. Experimento II: Análisis de la aproximación Central Adaptive
Medialness
En este segundo experimento evaluamos los resultados obtenidos en la fase de seg-
mentación de las regiones qúısticas utilizando imágenes OCT. En particular, evaluare-
mos la aproximación que utiliza la estrategia de Central Adaptive Medialness (CAM).
En este experimento, también consideramos los resultados obtenidos utilizando histére-
sis para la eliminación de falsos positivos. A continuación, podemos ver en la Figura
5.4 los resultados obtenidos para el conjunto de test en términos de los coeficientes de
similitud Jaccard y Sørensen-Dice.
En particular, analizando los resultados obtenidos podemos concluir que el método
es suficientemente robusto para la extracción de las regiones qúısticas en la mayoŕıa de
las imágenes OCT de nuestro conjunto de pruebas. Del mismo modo, también podemos
concluir que el uso de la histéresis mejora significativamente el resultado global de
método. Además, en este experimento, realizamos un análisis global de los resultados
obtenidos por la aproximación II mediante el estudio de la curva ROC, ver la Figura
5.5.
(a) (b)
Figura 5.5: Análisis de la curva ROC para el segundo experimento. (a) Central Adaptive
Medialness sin aplicar histéresis. (b) Central Adaptive Medialness aplicando histéresis.
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Figura 5.4: Resultados obtenidos para el segundo experimento. Los resultados se pre-
sentan en términos de los coeficientes de similitud Jaccard y Sørensen-Dice.
En la Figura 5.3 (a) podemos observar los resultados de la curva ROC para la
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aproximación II sin aplicar histéresis. Los resultados globales de nuestro método sin
aplicar histéresis son satisfactorios, dado que obtenemos una AUC de 0,8598, lo que
estad́ısticamente se considera como un “test bueno”. En la Figura 5.3 (b) podemos ver
la curva ROC para la aproximación II aplicando histéresis. Los resultados obtenidos
muestran una mejora en el rendimiento utilizando la histéresis, logrando una AUC igual
a 0,9243. En la Tabla 5.2, podemos ver que los resultados globales son suficientes para
validar el uso de la estrategia que emplea el Central Adaptive Medialness. Cabe resaltar
que los resultados globales obtenidos en la aproximación II son ligeramente superiores
a los obtenidos en la aproximación I en ambos casos, con y sin el uso de histéresis.
Aproximación II AUC Resultados
Central Adaptive Medialness sin histéresis 0,8598 Test bueno
Central Adaptive Medialness con histéresis 0,9243 Test muy bueno
Tabla 5.2: Resumen de los resultados globales de la aproximación II.
5.3.3. Experimento III: Análisis de la combinación de ambas estrate-
gias
En este tercer experimento también evaluamos los resultados obtenidos en la fase de
segmentación de las regiones qúısticas utilizando imágenes OCT. En particular, evalua-
remos la combinación de ambas aproximaciones: Aproximación 1 (Curvedness-Shape
Index) + Aproximación 2 (Central Adaptive Medialness). En este experimento, consi-
deramos sólo los resultados obtenidos mediante el uso de histéresis ya que han mostrado
mejores resultados globales en los experimentos I y II. A continuación, podemos ver
en la Figura 5.6 los resultados obtenidos para el conjunto de test en términos de los
coeficientes de similitud Jaccard y Sørensen-Dice.
En particular, analizando los resultados obtenidos podemos concluir que el siste-
ma propuesto es capaz de segmentar de forma precisa las regiones con la presencia
de fluido patológico en las imágenes OCT. Además, realizando un análisis de la cur-
va ROC también podemos concluir que la combinación de ambas estrategias mejora
significativamente el resultado global del sistema, tal como podemos ver en la Figura
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Figura 5.6: Resultados obtenidos para el tercer experimento. Los resultados se presentan
en términos de los coeficientes de similitud Jaccard y Sørensen-Dice.
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5.7.
Figura 5.7: Análisis de la curva ROC para el tercer experimento.
En la Tabla 5.3, podemos ver que los resultados globales que fueron obtenidos son
suficientes para validar el uso de la combinación de ambas aproximaciones I y II. En
particular, nuestro método obtuvo resultados satisfactorios con una AUC de 0,9443,
lo que estad́ısticamente se considera como un “test muy bueno”. Además, queremos
destacar que los resultados globales obtenidos en la aproximación III son ligeramente
superiores a los obtenidos en las aproximaciones I y II, con y sin histéresis.
Aproximación III AUC Resultados
Curvedness-Shape Index con histéresis 0,9066 Test muy bueno
Central Adaptive Medialness con histéresis 0,9243 Test muy bueno
Combinación de ambos 0,9443 Test muy bueno
Tabla 5.3: Resumen de los resultados globales de la aproximación III.
5.3.4. Experimento IV: Análisis de las aproximaciones según el ta-
maño de los quistes
En este cuarto experimento evaluamos los resultados obtenidos en la fase de segmen-
tación de las regiones qúısticas utilizando imágenes OCT. En particular, realizaremos
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un análisis de las diferentes aproximaciones considerando los distintos tamaños de las
regiones qúısticas, según su relevancia cĺınica [OKM99b]. Por lo tanto, el principal ob-
jetivo de este experimento es evaluar el rendimiento de cada método en el proceso de
segmentación de las regiones fluido-patológicas de diferentes tamaños, ver la Tabla 5.4.
Para ello, hemos considerado un conjunto de test formado por quistes de 3 tamaños:
quistes pequeños (t ≤ 500), quistes medianos (500 < t < 1500) y quistes grandes
(t ≥ 1500).
Tamaño de los quistes Rango de valores (en ṕıxeles)
Pequeño (t ≤ 500)
Mediano (500 < t < 1500)
Grande (t ≥ 1500)
Tabla 5.4: Clasificación de las regiones qúısticas según su tamaño.
En particular, en este experimento evaluamos un total de 164 quistes pertenecientes
a 20 imágenes OCT, siendo 62 quistes pequeños, 70 medianos y 32 grandes. A conti-
nuación, en la Figura 5.8 podemos apreciar un ejemplo representativo de una imagen
OCT con las diferentes regiones qúısticas etiquetadas.
Figura 5.8: Ejemplo representativo de una imagen OCT con las diferentes regiones
qúısticas etiquetados según su tamaño (ground truth): en rojo los quistes grandes, en
azul los medianos y en verde los pequeños.
Para realizar este análisis, utilizaremos el coeficiente de correlación de Pearson
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[Pea95]. Este coeficiente es una medida lineal que es utilizada para comparar 2 va-
riables aleatorias independientes de la escala. El diagrama de dispersión define varios
tipos de correlaciones entre variables con un intervalo de confianza determinado. La
correlación puede ser positiva (aumento), negativa (descenso), o nula (las variables no
están correlacionadas entre śı). A continuación, mostramos los diagramas de dispersión
para el análisis de los ı́ndices de Jaccard y Dice obtenidos para la segmentación de
las regiones patológicas utilizando las estrategias (Curvedness-Shape Index) y (Central
Adaptive Medialness) para los quistes pequeños, medianos y grandes, respectivamente,
en las Figuras 5.9, 5.10 y 5.11. En los resultados obtenidos, podemos concluir que am-
bas estrategias logran mejores resultados en la segmentación de las regiones qúısticas
de grande tamaño, dado que se puede observar un alto grado de correlación. Además,
queremos resaltar que el sistema también es capaz de detectar y segmentar de forma
coherente los demás quistes.
Figura 5.9: Análisis gráfico del diagrama de dispersión: análisis de los ı́ndices de Jaccard
y Dice obtenidos para la segmentación de los quistes pequeños utilizando las estrategias
(Curvedness-Shape Index) y (Central Adaptive Medialness).
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Figura 5.10: Análisis gráfico del diagrama de dispersión: análisis de los ı́ndices de Jac-
card y Dice obtenidos para la segmentación de los quistes medianos utilizando las
estrategias (Curvedness-Shape Index) y (Central Adaptive Medialness).
Figura 5.11: Análisis gráfico del diagrama de dispersión: análisis de los ı́ndices de Jac-
card y Dice obtenidos para la segmentación de los quistes grandes utilizando las estra-
tegias (Curvedness-Shape Index) y (Central Adaptive Medialness).
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Una alto grado de correlación no es necesariamente sinónimo de concordancia. En
ese sentido, la correlación de Pearson no evalúa concordancia entre las mediciones, sino
que evalúa asociación lineal entre las mediciones (variables), por lo que dos métodos
pueden correlacionarse muy bien, pero sin embargo concordar muy poco [Doğ18]. La
concordancia es el grado en que dos o más observadores, métodos, técnicas u observacio-
nes están de acuerdo sobre el mismo fenómeno observado. Altman y Bland plantearon
una manera para medir el grado de concordancia [BA99]. Con este método de análi-
sis gráfico podemos cuantificar la diferencia entre las aproximaciones. A continuación,
mostramos las gráficas de Bland-Altman para el análisis de los ı́ndices de Jaccard y Di-
ce obtenidos para la segmentación de las regiones patológicas utilizando las estrategias
(Curvedness-Shape Index) y (Central Adaptive Medialness) para los quistes pequeños,
medianos y grandes, respectivamente, en las Figuras 5.12, 5.13 y 5.14.
Figura 5.12: Análisis gráfico de Bland-Altman: análisis de los ı́ndices de Jaccard y
Dice obtenidos para la segmentación de los quistes pequeños utilizando las estrategias
(Curvedness-Shape Index) y (Central Adaptive Medialness).
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Figura 5.13: Análisis gráfico de Bland-Altman: análisis de los ı́ndices de Jaccard y
Dice obtenidos para la segmentación de los quistes medianos utilizando las estrategias
(Curvedness-Shape Index) y (Central Adaptive Medialness).
Figura 5.14: Análisis gráfico de Bland-Altman: análisis de los ı́ndices de Jaccard y
Dice obtenidos para la segmentación de los quistes grandes utilizando las estrategias
(Curvedness-Shape Index) y (Central Adaptive Medialness).
Tal como podemos observar, en la gráfica Bland-Altman el eje y corresponde a
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las diferencias entre los valores pareados de los métodos (Curvedness-Shape Index) y
(Central Adaptive Medialness), mientras que el eje x representa el respectivo valor de la
media de ambos ((Curvedness-Shape Index) + (Central Adaptive Medialness))/2. En
este sentido, los puntos se agrupan, más o menos, alrededor de una ĺınea (en el cero) con
un grado de dispersión que vendrá determinado por la amplitud de las diferencias de
resultados entre los dos métodos. Si ambas aproximaciones obtienen resultados similares
entonces la diferencia se situará en cero o próxima a cero. Si se encontrara lejos de
este valor, significaŕıa que los dos métodos producen resultados diferentes (el nuevo
subestima o sobreestima el valor del método validado). En base a lo anteriormente
mencionado, podemos concluir que los resultados obtenidos en las gráficas de Bland-
Altman son muy similares a los obtenidos por los diagramas de dispersión. En otras
palabras, los resultados obtenidos por este experimento son satisfactorios, demostrando
la robustez del método aplicado a la segmentación de quistes de diferentes tamaños.
Además, queremos destacar el excelente rendimiento de las diferentes aproximaciones
para la segmentación de las regiones patológicas generadas por los quistes grandes.
Caṕıtulo 6
Conclusiones
El Edema Macular Qúıstico (EMQ) en sus diversas manifestaciones puede consi-
derarse como una de las principales causas de pérdida de visión en el mundo, según
las cifras de la Organización Mundial de Salud (OMS). La Tomograf́ıa de Coherencia
Óptica (OCT) es una técnica de diagnóstico por imagen no invasiva e interferométrica
que utiliza ondas de luz para tomar imágenes tridimensionales y transversales deta-
lladas de tejidos biológicos con resolución micrométrica. La OCT es una herramienta
útil y eficaz que es ampliamente utilizada por los expertos cĺınicos en el diagnóstico y
seguimiento del EMQ.
La motivación para la realización de este proyecto se basa en la dificultad que
suele existir en el análisis de diversas imágenes médicas. Esta tarea, tradicionalmente
realizada manualmente por especialistas, es a menudo muy complicada y está sujeta
a una gran subjetividad. Un tratamiento previo de las imágenes médicas, que permite
aislar las estructuras cuya información es relevante en cada proceso espećıfico, seŕıa de
gran ayuda para los cĺınicos, ya que reduce la complejidad de la tarea de análisis y el
tiempo empleado en ella. Una herramienta capaz de aislar y representar las distintas
estructuras qúısticas retinianas puede mejorar la calidad y eficacia de los diagnósticos
médicos tanto en la automatización de procesos tediosos como en el apoyo a la decisión
entre cient́ıficos y personal cualificado.
En este proyecto, se propuso una novedosa metodoloǵıa para la segmentación au-
tomática de los EMQs a partir de imágenes OCT. En particular, la metodoloǵıa pro-
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puesta se compone de 2 fases principales. En la primera, realizamos la segmentación
de las principales capas de la retina que proporciona los ĺımites que utilizamos para
acotar la región de interés sobre la cual aplicamos el algoritmo de segmentación. En la
segunda, realizamos la segmentación de las regiones qúısticas mediante 3 diferentes y
complementarias aproximaciones: (i) Curvedness y Shape Index, (ii) Central Adaptive
Medialness y (iii) la combinación entre ambas aproximaciones. Por último, realizamos
una etapa de post-procesado mediante una umbralización por histéresis para mejorar
el rendimiento global del sistema, reduciendo el número de falsos positivos.
Se han realizado diversos experimentos para validar las distintas aproximaciones
propuestas en nuestra metodoloǵıa. Además, se realizó un estudio complementario so-
bre el comportamiento del sistema propuesto para la segmentación de las regiones
qúısticas de diferentes tamaños. Los resultados obtenidos han demostrado el correcto
funcionamiento de este sistema para las 3 aproximaciones y, por tanto, demuestran la
robustez del sistema aplicado a la segmentación de quistes de diferentes tamaños. En
particular, se destacan los resultados obtenidos por la combinación entre (Curvedness
y Shape Index) y (Central Adaptive Medialnes) en la segmentación de las regiones
qúısticas grandes, que son consideradas por los especialistas cĺınicos como las regiones
patológicas más relevantes de cara al diagnóstico temprano y tratamiento del EMQ.
Caṕıtulo 7
Trabajos futuros
En este Caṕıtulo trataremos de las posibles mejoras que podemos introducir en
nuestro proyecto para ampliar y mejorar sus capacidades. En ese sentido, propondremos
en los siguientes apartados una breve descripción de las posibles ĺıneas de trabajos
futuros.
Uso de otras estrategias: a pesar de los buenos resultados obtenidos, cabe
destacar que se podŕıa llevar a cabo un proceso de evaluación más exhaustivo
mediante la utilización de una base de datos de mayor tamaño. En ese sentido,
se podŕıa utilizar otras estrategias más robustas y recientes como las técnicas
basadas en el aprendizaje profundo (deep learning).
Análisis multi-dispositivos: para validar nuestra metodoloǵıa hemos utiliza-
do un conjunto de imágenes obtenidas por un dispositivo “CIRRUS HD-OCT
Carl Zeiss Meditec Confocal Scanning Laser Ophtalmoscope”. Una posible am-
pliación, seŕıa extender nuestra metodoloǵıa para segmentar las regiones qúısticas
en imágenes OCT provenientes de otros dispositivos, como por ejemplo, del dis-
positivo “Spectralis OCT Confocal Scanning Laser Ophtalmoscope de la marca
Heidelberg Engineering”.
Análisis multi-modal: es muy común que los expertos cĺınicos utilicen la in-
formación de los diferentes dispositivos de captura de imágenes disponibles en
los centros de salud para realizar el diagnóstico y el seguimiento de las diferentes
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patoloǵıas oculares. En ese sentido, podemos extender nuestra metodoloǵıa para
realizar la segmentación de las regiones qúısticas utilizando de forma simultánea la
información proveniente de las diferentes modalidades de imágenes médicas, como
por ejemplo, la Angiograf́ıa por Tomograf́ıa de Coherencia Óptica (Angio-OCT).
Apéndice A
Optimizaciones
A.1. Análisis de mejora del rendimiento
Para medir computacionalmente la eficiencia y eficacia de los algoritmos de opti-
mización, es necesario ejecutarlos para un conjunto de problemas lo suficientemente
amplio, donde puede variar tanto la complejidad como el tamaño de los mismos. En
particular, en nuestro trabajo realizamos un pequeño análisis de mejora del rendimien-
to temporal utilizando los recursos disponibles en la ToolBox Parallel Computing de
MATLAB. A continuación, presentamos en la Tabla A.1 los resultados obtenidos me-
diante el uso de técnicas de paralelismo para diferentes procesadores en la ejecución
de nuestro código sobre el conjunto de test compuesto de 20 imágenes OCT. Como
podemos ver, el uso de estrategias de paralelismo mejora el tiempo de ejecución y, en
consecuencia, mejora el rendimiento global del sistema.
Procesador Workers Serial Parallel
Intel CoreTM i7-5600U CPU @ 2.60GHz × 4 2 3578s 2972s
Intel CoreTM i7-7700 CPU @ 2.80GHz × 4 4 7353s 3952s





B.1. Laplaciana de la Gaussiana
Para obtener la matriz Hessiana para una imagen en 2D tenemos que calcular la
segunda derivada parcial de la imagen Ixx, Iyy y Ixy. Realizando el proceso general,
primero suavizaŕıamos la imagen I y despúes calculamos una aproximación numérica a
la derivada, pero es una operación que genera mucho ruido. En vez de aplicar un filtro
para suavizar la imagen y después calcular sus derivadas, la derivada puede aplicarse
directamente sobre la función de suavizado, y a continuación usarse para filtrar la
imagen. Esta operación seŕıa además computacionalmente más eficiente. Este filtro de
segunda derivada se conoce como Laplaciana de la Gaussiana. Para calcularla, tenemos
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Figura B.1: Función gaussiana o campana de Gauss.










Figura B.2: Primera derivada de la función gaussiana.
Calculamos las segundas derivadas xx, yy e xy.
∂2G(x, y, σ)
∂2x
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∂2G(x, y, σ)
∂2y



















Figura B.3: Función Laplaciana de la Gaussiana.
Apéndice C
Filtro Gauss
C.1. Nivel de detalle de la Gaussiana








Variaciones en el σ permiten variaciones de resolución en el nivel de detalle:
La función gaussiana con un valor menor para σ más estrecha tendrá una cantidad
significativa de detalle.
La función gaussiana con un valor mayor para σ es más ancha retendrá sólo la
estructura más gruesa.
Esta caracteŕıstica permite la detección multiescala de diferentes tamaños de quis-
tes. Distintos valores de σ producen una apertura distinta en la campana gaussiana
para adaptarse a los diferentes tamaños de los objetos a detectar. En particular, las es-
tructuras pequeñas necesitan menor nivel de detalle y las estructuras grandes necesitan
mayor nivel de detalle.
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Figura C.1: Nivel de detalle de la Gaussiana. Las estructuras pequeñas necesitan menor
nivel de detalle y las estructuras grandes necesitan mayor nivel de detalle.
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ojo humano y comparación con el ojo porcino”. En: Morfolia 8.3 (2016),
págs. 21-44.
[Liz17] Placido Lizancos Vidal. “Extraccion de zonas quısticas en imagenes OCT
de fondo de ojo””. En: Proyecto de Fin de Carrera de Ingenieria Infor-
matica (2017). doi: 10.1091227/IA212sass1cbd9e5.
[Mou+17] Joaquim de Moura y col. “Automatic Identification of Intraretinal Cystoid
Regions in Optical Coherence Tomography”. En: Artificial Intelligence in
Medicine. Ed. por Annette ten Teije y col. Cham: Springer International
Publishing, 2017, págs. 305-315.
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IEEE. 2018, págs. 1427-1430.
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