Etude comparative de schémas numériques pour la modélisation de phénomènes diffusifs sur maillages multiéléments by Auffray, Valérie
Nume´ro d’ordre : 2462
THE`SE
pre´sente´e pour obtenir le titre de
DOCTEUR DE
L’INSTITUT NATIONAL POLYTECHNIQUE
DE TOULOUSE
Ecole doctorale : TYFEP
Spe´cialite´ : Dynamique des Fluides
Directeur de the`se : Thierry POINSOT
Par Melle Vale´rie AUFFRAY
E´tude comparative de sche´mas nume´riques
pour la mode´lisation de phe´nome`nes diffusifs
sur maillages multie´le´ments.
Soutenue le 23 Mars 2007 devant le jury compose´ de :
R. ABGRALL Professeur a` l’universite´ Bordeaux I Rapporteur
A. DERVIEUX Chercheur a` l’INRIA Rapporteur
R. HERBIN Professeur a` l’universite´ de Provence Examinatrice
J-D MULLER Professeur a` la Queen Mary University of London Examinateur
J-C LARROYA-HUGUET Inge´nieur SNECMA Moteurs Examinateur
N. SAVARY Inge´nieur TURBOMECA Examinateur
T. POINSOT Directeur de Recherche a` l’IMF de Toulouse Directeur de the`se
Re´f. CERFACS : TH/CFD/07/14

E´tude comparative de sche´mas nume´riques pour la mode´lisation
de phe´nome`nes diffusifs sur maillages multie´le´ments.
Re´sume´
Initialement, le code de Dynamique des Fluides N3S-Natur utilisait une approche Volumes Fi-
nis/Ele´ments Finis, de´finie uniquement pour les maillages de triangles et te´trae`dres. L’objectif
de cette the`se est la mise au point d’une nouvelle me´thode nume´rique qui puisse manipuler
les maillages multie´le´ments. On a de´fini pour cela une me´trique ade´quate et e´tudie´ diffe´rentes
me´thodes de discre´tisation de l’ope´rateur diffusif, le principal point de´licat. Six me´thodes sont
analyse´es en consistance, pre´cision et stabilite´, the´oriquement et expe´rimentalement par une
convergence en maillage et une analyse de Fourier. Les sche´mas d’ordre e´leve´ en convectif sont
modifie´s en conse´quence et la line´arisation du flux pour l’implicite est traite´e. La validation de
la nouvelle version du code est mene´e avec succe`s sur un cas de plaque plane.
Mots cle´s : Maillages multie´le´ments, Volumes Finis, reconstruction de gradients, consistance,
pre´cision, stabilite´.
Comparison of numerical schemes for the modelling of diffusive
phenomena on hybrid grids
Abstract
Initially, the CFD code N3S-Natur used a Finite Volume/Finite Element approach that is only
defined on triangular and tetrahedral cells. The objective of this work is to define a new numerical
method that can handle hybrid meshes. First, we extend the metric to all kinds of elements.
Then, six different modellings for the diffusive operator, that constitute the main issue, are
proposed and tested. These methods are studied in terms of consistency, accuracy and stability.
The comparison is carried out both theoretically and numerically using grid convergence and
Fourier analysis. Only one method satisfies all the industrial criteria and is therefore implemented
in the code. The higher order schemes for the convective operator are modified consequently and
the linearisation of the new diffusive flux, that is required for the implicitation, is treated. The
code is successfully validated on a flat plate test case.
Key words : Hybrid meshes, Finite Volumes, Gradient reconstruction, Consistency, Accuracy,
Stability.
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Chapitre 1
Introduction
On pre´sente, dans le premier paragraphe de ce chapitre introductif, un petit historique de la
dynamique des fluides nume´riques (”Computational Fluid Dynamics”, CFD, en anglais) qui
reprend les e´ve`nements marquants de l’e´tablissement des e´quations de Navier-Stokes, re´gissant
tout mouvement fluide, a` l’exploitation commerciale de codes de CFD complexes. On expose,
ensuite, les motivations industrielles a` l’origine de ce travail de the`se. L’objectif de l’e´tude expose´e
dans ce manuscrit est d’e´tendre la formulation de la me´thode nume´rique du code industriel de
CFD, N3S-Natur, aux maillages multi-e´le´ments. L’e´tat de l’art des me´thodes Volumes Finis
pour maillages multi-e´le´ments, propose´ au troisie`me paragraphe, montre la ne´cessite´ d’analyser
et de de´velopper une nouvelle discre´tisation pre´cise et robuste pour l’ope´rateur de diffusion des
e´quations de Navier-Stokes, afin de pouvoir re´pondre aux impe´ratifs d’applications industrielles.
On pre´sente, enfin, le de´roulement de ce manuscrit.
Sommaire
1.1 Les scientifiques qui ont fait l’histoire de la dynamique des fluides
nume´riques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Motivation industrielle . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3 Etude bibliographique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4 Plan du document . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.5 Valorisation des travaux de recherche . . . . . . . . . . . . . . . . . . 25
1.1 Les scientifiques qui ont fait l’histoire de la dynamique des
fluides nume´riques
La curiosite´ naturelle inhe´rente a` l’homme l’a amene´ depuis longtemps a` s’inte´resser aux corps
fluides. Aristote (384-322 av. J.-C.) introduit de´ja` a` son e´poque le concept de milieux continus.
Archime`de (287-212 av. J.-C.) e´crit un ”Traite´ des corps flottants” consacre´ a` l’hydrostatique.
Dans ce dernier, il e´tudie de´ja` avec rigueur l’immersion d’un corps, solide ou fluide, dans un
autre, de densite´ infe´rieure, e´gale ou supe´rieure. La proposition VII est reste´e sous l’appellation
de ”principe d’Archime`de” qui dit, en substance, qu’un solide plonge´ dans un fluide moins lourd
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que lui se voit alle´ge´ d’un poids e´gal au poids d’un volume de ce fluide e´gal au volume du
solide immerge´. Archime`de fut un inge´nieur talentueux et surtout le cre´ateur de la physique
mathe´matique. C’est en effet le premier a` avoir ge´ome´trise´ une branche de la physique. Il traite
toutes les grandeurs ge´ome´triquement et cherche a` les soumettre a` des the´ore`mes de porte´e tre`s
ge´ne´rale. De plus, les propositions qu’il fait se voient rigoureusement de´montre´es, la nouvelle
science recevant ainsi le statut de the´orie. Il faudra attendre la Renaissance pour voir Galile´e
produire avec sa cine´matique du mouvement uniforme, la deuxie`me grande the´orie mathe´matique
de l’histoire de la physique.
C’est a` la Renaissance aussi que Leonard de Vinci (1452-1519) se repenche sur l’analyse du
comportement de fluides mais en mouvement cette fois. Il e´tudie l’eau tombante, la forme de
la surface libre, les ondes, les interfe´rences, les jets libres. Le petit traite´ qui rassemble ces
e´tudes, ”Del moto e misura dell’acqua”, fut compile´ dans un manuscrit (Bibliothe`que Vaticane :
Barberini latin 4332) par le fils de Galeazzo Arconati, acque´reur d’une partie des manuscrits de
De Vinci en 1648. Ce traite´ fut publie´ dans une collection d’e´crits sur l’hydraulique en 1826.
Pour anecdote, De Vinci, de`s son e´poque, inventa les souﬄeries ae´rodynamiques (1484) et se
plongea dans l’e´tude contemplative de la turbulence selon des e´bauches retrouve´es de l’e´poque.
Plus d’un sie`cle plus tard, Isaac Newton (1642-1727), apre`s avoir invente´ l’analyse moderne en
1670, initie´ de nombreuses avance´es en optique en 1675, s’inte´resse aux Lois de Kepler et aux
orbites elliptiques des plane`tes. Il en sort son œuvre maˆıtresse ”Philosophiænaturalis principia
mathematica” [1] ou` sont expose´s le principe d’inertie, la proportionnalite´ des forces et des
acce´le´rations, l’e´galite´ de l’action et de la re´action, les lois du choc. Il e´tudie notamment le
mouvement des fluides et introduit la notion fondamentale de viscosite´. Il e´tablit la the´orie
des mare´es et expose sa the´orie de l’attraction universelle : les corps s’attirent avec une force
inversement proportionnelle au carre´ de la distance qui les se´pare.
Au 18ie`me sie`cle, Daniel Bernouilli (1700-1782) pre´sente en 1738 son ouvrage ”Hydrodynamica”
[2] dans lequel il expose le the´ore`me fondamental de la me´canique des fluides qui porte son nom. Il
y montre l’importance du principe de conservation de l’e´nergie et introduit les premiers e´le´ments
de la the´orie cine´tique des gaz. Il travaille en collaboration avec Leonhard Euler (1707-1783),
conside´re´ comme le plus grand mathe´maticien de ce sie`cle, avec qui il obtient dix fois le prix
annuel de l’Acade´mie des sciences de Paris. Ensemble, ils mettent en place des lois de mouvement
en dynamique des fluides, a` partir des lois du mouvement de Newton, qui s’e´noncent :
– La force agissant sur un petit e´le´ment d’un fluide est e´gale au taux de variation de sa quantite´
de mouvement,
– Le couple agissant sur un petit e´le´ment d’un fluide est e´gal au taux de variation du moment
cine´tique.
Ces principes, mis sous forme d’e´quations aux de´rive´es partielles, furent publie´s par Euler [3] et
donnent ce que l’on nomme commune´ment aujourd’hui les e´quations d’Euler. Dans cette formu-
lation, les efforts de friction du fluide ne sont pas pris en compte.
Au 19ie`me sie`cle, Claude Louis Marie Henry Navier (1785-1836) introduit le transport visqueux
dans les e´quations d’Euler pour un fluide conside´re´ incompressible [4]. George Gabriel Stokes
(1819-1903) reprend le travail de Navier et l’e´tend a` un fluide compressible [5]. Les e´quations de
”Navier-Stokes” sont a` la base de toute la dynamique des fluides modernes. Mais ces e´quations
sont tellement complexes, a` cause des non-line´arite´s associe´es a` des phe´nome`nes physiques trop
couple´s, que leur re´solution repre´sente un proble`me insoluble a` l’e´poque. Face a` cette impasse
the´orique, les scientifiques se tournent vers l’expe´rimentation mate´rielle des principes de conser-
vation de la masse, de la quantite´ de mouvement, de la pression profitant de la re´volution
industrielle. Ainsi, la the´orie des e´coulement fluides est e´taye´e durant ce 19ie`me sie`cle par de
nombreux auteurs comme Poisson, Lagrange, Poiseuille, Rayleight, Couette, Reynolds, Laplace,
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Dirichlet et Riemann [6]. Au 20ie`me sie`cle, c’est la the´orie des couches limites et de la turbulence
qui est le principal sujet d’investigation avec des auteurs comme Ludwig Prandtl (1875-1953)
qui met en place la the´orie des conditions limites, le concept de longueurs de me´lange et le
nombre de Prandtl, Theodore Von Karman (1881-1963) qui e´tudie le cas test bien connu du
”Von Karman street”, Geoffrey Ingram Taylor (1886-1975) qui met en place la the´orie de la
turbulence et de´finit la micro e´chelle de Taylor, Andrey Nikolaevich Kolmogorov (1903-1987)
qui introduit le concept de l’e´chelle de Kolmogorov et le spectre universel de l’e´nergie turbulente
et George Keith Batchelor (1920-2000) qui e´crit la the´orie de la turbulence homoge`ne.
En ce milieu de 20ie`me sie`cle, la connaissance physique des phe´nome`nes d’e´coulements fluides
compressibles, incompressibles, turbulents s’est enrichi largement depuis l’e´tablissement des
e´quations de Navier-Stokes au 19ie`me sie`cle. Concernant la re´solution de ces e´quations, les
tous premiers calculs de dynamique des fluides par me´thodes nume´riques ont e´te´ effectue´s a` la
main dans les anne´es 1920. Le premier re´pertorie´ a e´te´ mis en place par Lewy Fry Richardson
(1881-1953) [7]. Il consistait en une pre´diction me´te´orologique de 8h de temps physique. Cette
simulation prit six semaines de temps de calcul, manuel donc, pour finalement e´chouer ! Ri-
chard Courant et al. [8] ont aussi de leur coˆte´ teste´ l’association des mathe´matiques applique´es
a` la dynamique des fluides. La premie`re solution nume´rique d’un e´coulement contournant un
cylindre fut mene´e en 1933 par Thom et rapporte´e en Angleterre [9]. Kawaguti [10], au Japon,
obtient une solution similaire pour un e´coulement autour d’un cylindre en 1953 en utilisant un
calculateur me´canique de bureau qui travailla vingt heures par semaine pendant dix-huit mois !
John Von Neumann (1903-1957) a eu un roˆle de´terminant dans l’e´mergence des calculs nume´riques
de CFD. Passionne´ de mathe´matiques et particulie`rement par leur application a` la physique et
aux nouvelles sciences comme l’ae´rodynamique, il essaye de re´soudre les e´quations d’Euler. Il
envisage pour cela des solutions discontinues qui permettent de mode´liser les chocs observe´s
parfois dans les e´coulements. Il met en place la condition de ”shock capturing” [11] qui consiste
a` introduire une dissipation artificielle afin que la discontinuite´ apparaisse comme physiquement
correcte. Au milieu du 20ie`me sie`cle, apparaissent les premiers ordinateurs et Von Neumann,
toujours a` l’affuˆt de domaine scientifique inexplore´, commence a` e´laborer des me´thodes pour
la re´solution informatique des proble`mes physiques. Le premier calculateur europe´en, l’ED-
SAC, apparaˆıt a` Cambridge en 1949. Cet ordinateur a e´te´ re´alise´ en suivant fide`lement les
concepts de me´moire et de programmation interne e´tablis par Von Neumann. Les algorithmes
mathe´matiques, qui vont eˆtre mis en place, a` partir de ce moment la`, pour re´soudre les proble`mes
de dynamique des fluides avec les calculateurs, consistent a` e´laborer des relations alge´briques
qui se comportent de manie`re analogue aux e´quations aux de´rive´es partielles (EDP) a` re´soudre.
Mais la re´alisation de ces algorithmes nume´riques n’est pas seulement un de´fi mathe´matique ou
informatique mais aussi physique car il ne faut pas perdre pour autant de vue la repre´sentation
physique des termes que l’on remplace par des expressions alge´briques e´quivalentes, que l’on
nomme aussi ”discre´tisations”. Cette mode´lisation mathe´matique des proble`mes de dynamique
des fluides a pour impe´ratif de concevoir des outils efficaces, robustes et fiables. Von Neumann in-
troduit pour cela l’analyse de stabilite´ fre´quencielle des discre´tisations, bien connue aujourd’hui.
C’est le pe`re fondateur de la CFD moderne. Cette nouvelle discipline, ”Computational Fluid
Dynamics”, allie trois disciplines : la Dynamique des Fluides, les Mathe´matiques Applique´es et
la Science des Ordinateurs.
Depuis ce milieu de 20ie`me sie`cle jusqu’a` nos jours, la re´duction du temps de calcul est une ca-
racte´ristique fondamentale dans l’e´volution du mate´riel informatique. En effet, dans les anne´es
1949-1950 avec la conception du tore de ferrite comme point me´moire pour les calculateurs, le
temps de calcul pour une multiplication avec le calculateur IBM 704 a` tore est devenu de 0.225
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µs contre 10 ms pour l’IBM 650 a` tambour. Cela va permettre de s’attaquer a` des proble`mes
insolubles jusqu’alors. Le travail pendant des anne´es de mathe´maticiens va pouvoir eˆtre effectue´
en seulement quelques heures sur un calculateur. Peter D. Lax (1926-) sait tirer profit de cette
e´volution du mate´riel informatique et conc¸oit les premie`res ve´ritables me´thodes nume´riques pour
la CFD. Doctorant sous la direction de Richard Courant et mathe´maticien de grande qualite´
ayant e´crit des livres dans des domaines aussi varie´s des mathe´matiques que les e´quations aux
de´rive´es partielles, l’alge`bre line´aire et l’analyse fonctionnelle, il a fortement contribue´ aux re-
cherches sur la re´solution du proble`me hyperbolique du syste`me des lois de conservation. Il a
donne´ son nom a` des notions de renom telles que le the´ore`me de Lax [12] qui statue que les
conditions de consistance et stabilite´ d’une discre´tisation aux diffe´rences finies d’un proble`me aux
conditions initiales bien pose´ sont ne´cessaires et suffisantes a` la convergence de la discre´tisation.
Le sche´ma de Lax-Friedrichs [13] re´soud le syste`me d’e´quations diffe´rentielles hyperbolique par
une formulation aux diffe´rences centre´es et stabilise´es. Le sche´ma de Lax-Wendroff [14] est une
version plus pre´cise du pre´ce´dent. La condition d’entropie de Lax [15] permet de choisir l’unique
solution physiquement acceptable du syste`me d’e´quations diffe´rentielles non line´aire hyperbo-
lique qui capture correctement les ondes de choc. Et plus re´cemment, le sche´ma qu’il a propose´
avec Harten et Van Leer permet d’atteindre une pre´cision bien supe´rieure dans la re´solution du
proble`me de Riemann.
Von Neumann et Lax ont vraiment e´te´ les instigateurs de l’utilisation de l’ordinateur dans les
mathe´matiques applique´es, Lax a dit d’ailleurs a` ce sujet que : ”The impact of computers on
mathematics (both applied and pure) is comparable to the roles of telescopes in astronomy and
microscopes in biology”.
Paralle`lement, dans les anne´es 50, une avance´e remarquable fut faite concernant la de´finition
d’outils mathe´matiques ade´quats a` la re´solution des e´quations aux de´rive´es partielles, comme par
exemple les e´quations de Navier-Stokes. Il s’agit d’un outil mathe´matique permettant de de´crire
les solutions discontinues par des fonctionnelles, que l’on nomme fonctions ge´ne´ralise´es. Elles
sont plus connues sous le nom de ”distributions” car c’est l’ouvrage de Schwartz, ”La the´orie
des distributions” [16] [17] qui les fait connaˆıtre en occident. C’est en fait Sobolev (1908-1989),
en URSS, qui, faisant aboutir les travaux successifs des chercheurs de son laboratoire, de´finit les
fonctions ge´ne´ralise´es de`s 1938 [18] mais c’est Schwartz qui s’attelle au travail de re´daction et
construit une the´orie comple`te, cohe´rente avec tous les outils d’analyse fonctionnelle ne´cessaire
pour de´finir les extensions des ope´rateurs naturels sur les fonctions : de´rivation, produit tensoriel,
convolution, transformation de Fourier. Les distributions donnent enfin un sens mathe´matique
a` des fonctions discontinues de´rivables et inte´grales utilise´es par les physiciens. Elles ont joue´
un roˆle crucial dans le de´veloppement conside´rable des e´quations aux de´rive´es partielles depuis
lors.
Une autre contribution incontournable a` la CFD est venue d’URSS dans les anne´es 60. Sergei
Konstantinovich Godunov, dans le me´moire de sa the`se soutenue en 1959 [19], pre´sente une
me´thode de re´solution du proble`me de Riemann qui consiste en deux gaz de caracte´ristiques
diffe´rentes se´pare´s initialement par une membrane qui est retire´ en un temps donne´. Sa me´thode
consiste a` diviser le tube constituant le domaine de calcul en cellules successives et re´soudre le
proble`me de Riemann a` chaque interface entre cellules en profitant de la direction de propaga-
tion de l’information dans le tube. C’est une ide´e innovante et efficace. Il montre aussi dans sa
the`se le fait qu’une solution d’ordre supe´rieur a` un est sujette a` pre´senter des modes oscillants
incorrects, nomme´s commune´ment a` l’heure actuelle ”wiggles”, ou oscillations point a` point.
C’est vingt ans plus tard que Van Leer, aide´ de Harten et Lax [20], vient a` bout des proble`mes
de wiggles en introduisant les fonctions de limitations. L’un des inconve´nients de la me´thode
propose´e par Godunov est son couˆt calculatoire car a` chaque interface, un proble`me de Riemann
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est re´solu exactement. Des me´thodes de re´solution approche´es sont propose´es plus tard, tel que
celle de Roe [21] ou Osher [22].
Toujours dans les anne´es 60 mais aux Etats-Unis, la division d’e´tude the´orique du laboratoire
national de los Alamos a elle aussi apporte´ sa participation au de´veloppement des premie`res
me´thodes nume´riques pour la CFD et notamment graˆce a` son directeur Francis H. Harlow,
nomme´ en 1959. Il a de´veloppe´, entre autres, plusieurs techniques de re´solution de proble`mes
a` l’aide de l’ordinateur pouvant eˆtre applique´es dans une quantite´ de domaines. L’une de ces
me´thodes, ”Particule and cell” method [23], sert a` calculer un e´coulement compressible 2D for-
tement perturbe´ que l’on trouve dans la conception d’armes nucle´aires.
Dans les anne´es 70, Brian Spalding contribue en Angleterre a` la conception de mode´les nume´riques
de turbulence telle que le fameux mode`le a` deux e´quations de transport k − ε, de combustion
et de la mode´lisation des transferts de chaleur. En 1974, il fonde la compagnie ”Concentration
Heat and Momentum Limited” (CHAM). C’est en Angleterre un centre d’inge´nierie spe´cialise´
dans le conseil et les logiciels dans le domaine des e´coulements fluides, transferts de chaleur,
combustion industrielle et environnement. Ils mettent au point les me´thodes nume´riques dites
Volumes Finis. Elles sont les plus largement utilise´es en CFD aujourd’hui car elles ont pour
caracte´ristiques d’eˆtre naturellement conservatives, d’un volume de controˆle a` l’autre et donc
sur le domaine entier. C’est une proprie´te´ particulie`rement inte´ressante en CFD qui consiste
fondamentalement a` re´soudre des lois de conservation. De plus, c’est une me´thode ide´ale pour
calculer les solutions discontinues courantes en dynamique des fluides.
En 1980 fut publie´ le livre de Sushas Patankar, inge´nieur indien, ”Numerical Heat Transfer and
Fluid Flow” qui est conside´re´ depuis comme une des contributions les plus novatrices a` la CFD.
Au cours des anne´es 80 vont e´merger de nombreux codes de calcul CFD qui, au de´part, ne sont
utilise´s que dans des laboratoires par des chercheurs expe´rimente´s du domaine. Leur usage se
de´mocratise rapidement sous la demande des industries qui perc¸oivent de´ja` les gains que ces
calculs CFD peuvent leur apporter. Effectivement, les mode`les physiques atteignant un niveau
de fiabilite´ de plus en plus acceptable, les simulations nume´riques remplacent bientoˆt une partie
des expe´rimentations, en souﬄerie par exemple pour l’ae´ronautique ou dans les canaux pour
l’optimisation des coques de baˆteaux mais aussi dans la conception des syste`mes de ventilation
des immeubles, etc.
Il existe aujourd’hui, en 2007, des dizaines de codes de CFD (voir [24] ou` un grand nombre
sont cite´s) a` usage ”courant” dans l’industrie et les laboratoires de recherche. Il reste cependant
encore de nombreux phe´nome`nes physiques que l’on peine a` mode´liser correctement en toute
circonstance, comme par exemple la turbulence, l’e´vaporation, la combustion, etc. Diffe´rentes
raisons peuvent eˆtre a` l’origine de cela :
– les connaissances physiques ne permettent pas d’e´laborer des mode`les nume´riques suffisam-
ment pre´cis,
– l’e´chelle des phe´nome`nes a` mode´liser est tre`s petite et la taille des e´le´ments du maillage qu’une
re´solution pre´cise ne´cessiterait implique des calculs nume´riques aux temps de restitution trop
importants meˆme pour les supercalculateurs actuels,
– les me´thodes nume´riques ne sont pas assez pre´cises et robustes pour mode´liser les phe´nome`nes
en question ou pour donner un re´sultat sur le maillage fourni,
– les parame`tres a` prendre en compte sont trop nombreux, des simplifications sont ne´cessaires
ce qui de´grade la qualite´ des simulations.
Tout ceci constitue des pistes d’investigation actuelles.
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1.2 Motivation industrielle
La cre´ation du consortium N3S-Natur, en juin 1997, est un exemple de la volonte´ de mieux
re´pondre aux besoins industriels par la conception d’outils nume´riques de plus en plus perfor-
mants.
Ce consortium N3S-Natur avait pour objectif de de´velopper un code du meˆme nom qui couvri-
rait une grande part des besoins de l’industrie ae´rodynamique complexe. Les partenaires de ce
consortium e´taient l’e´cole centrale de Lyon, E´lectricite´ de France, l’INRIA, Me´traflu, Renault,
Simulog et SNECMA. Les applications concernaient les turbines, les turbo-re´acteurs d’avions et
les moteurs a` piston. Le code N3S-Natur version 1.1 prenait en compte les ge´ome´tries complexes,
e´ventuellement mobiles. Dans sa formulation, les variables de controˆle sont stocke´es aux sommets
du maillage et la me´thode nume´rique s’appuie sur la de´finition d’un maillage dual. Les maillages
sont non-structure´s, forme´s de triangles ou te´trae`dres e´voluant au cours du temps. En 2000, apre`s
une succession d’ame´liorations, la version 1.4.5 propose un large panel de mode`les physiques,
pour la mode´lisation de la turbulence, de la combustion, des e´coulements diphasiques. Une
re´flexion s’entame, cette anne´e-la`, concernant l’utilisation de maillages exclusivement constitue´s
de triangles ou te´trae`dres. En effet, la ge´ne´ration de maillages te´trae´driques est ge´ne´ralement
tre`s robuste et permet une implantation presque totalement automatise´e, ce qui pre´sente un
fort avantage dans un contexte industriel. Malheureusement, les maillages re´sultants ne sont pas
adapte´s a` la mode´lisation des proble`mes fortement anisotropes, comme les couches de cisaille-
ment, pre´sents dans les e´quations de Navier-Stokes. De plus, le nombre d’e´le´ments et d’areˆtes
ge´ne´re´ est e´leve´ compare´ a` un maillage compose´ d’hexae`dres, par exemple.
D’un autre coˆte´, les maillages conformes et valides exclusivement compose´s d’hexae`dres sont
difficiles a` ge´ne´rer dans des ge´ome´tries complexes, comme celles utilise´es par EDF ou le groupe
SNECMA. En effet, il est difficile de ge´ne´rer automatiquement un maillage pour une ge´ome´trie
particulie`re avec uniquement des hexae`dres, de volumes tous positifs1, dont les intersections ne
sont que des nœuds, des areˆtes entie`res ou des faces entie`res. Une contrainte doit eˆtre souvent
relaˆche´e. Cela peut eˆtre la conformite´, les intersections entre hexae`dres peuvent donc n’eˆtre que
des parties d’areˆte par exemple. Mais le plus souvent, c’est la contrainte du type d’e´le´ment qui
est relaˆche´e. On utilise de pre´fe´rence des maillages multi-e´le´ments.
La technique la plus couramment utilise´e en multi-e´le´ments consiste a` ge´ne´rer des maillages
majoritairement te´trae´driques. Les surfaces qui forment les bordures du domaine de calcul sont
maille´es de triangles ou quadrilate`res et extrude´es afin de cre´er des couches topologiquement
congruentes. Et le reste du domaine est maille´ avec des te´trae`dres. En transition entre les faces
quadrilate`res et triangulaires, des pyramides ou des prismes doivent eˆtre utilise´s. Le grand avan-
tage de cette technique de maillages multi-e´le´ments est leur couˆt re´duit. En effet, la discre´tisation
d’une couche limite a` fort nombre de Reynolds constitue la moitie´ des nœuds du maillage. A
meˆme nombre de nœuds, l’utilisation, dans le maillage, d’hexae`dres au lieu de te´trae`dres divise
le nombre d’e´le´ments par 5 ou 6. De plus, la qualite´ de la re´solution des effets visqueux be´ne´ficie
fortement de l’orthogonalite´ du maillage d’hexae`dres ou de prismes. Effectivement, dans les zones
de proche paroi, les variations des champs se font principalement dans la direction perpendicu-
laire a` la paroi.
En 2003, le consortium N3S-Natur de´cide de transformer la structure du code afin de pouvoir
manipuler des maillages multi-e´le´ments. Dans un premier temps, la version 1.4 a e´te´ restructure´e.
La version 2.0 [25] qui en de´coule posse`de une structure de donne´es multi-e´le´ments et compa-
1Les normales aux faces de l’e´le´ment, de´finies a` partir du sens de nume´rotation des sommets des faces, sont
toutes oriente´es vers l’exte´rieur de l’e´le´ment.
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tible d’une double localisation des degre´s de liberte´s, aux sommets ou aux e´le´ments, mais non
simultane´ment. L’e´tape suivante consiste a` modifier la mode´lisation nume´rique des e´quations
re´solues par le code afin de l’adapter a` une utilisation sur maillages multi-e´le´ments. La version
3.0 [26] qui devra sortir de cette e´tude posse`dera les meˆmes fonctionnalite´s physiques que la
version 2.0 mais adapte´e aux maillages multi-e´le´ments. La de´finition de la version 3.0 est l’objet
de cette the`se.
Les types d’e´le´ments que l’on souhaite prendre en compte sont :
– les triangles et les quadrilate`res en deux dimensions d’espace,
– les te´trae`dres, hexae`dres, pyramides et prismes en trois dimensions d’espace.
La nouvelle me´thode nume´rique du code N3S-Natur pour maillages multi-e´le´ments doit valider
les crite`res suivants :
1. conservativite´ car les EDP a` re´soudre repre´sentent des lois de conservation,
2. consistance, ceci assure le fait que les mode`les nume´riques reproduisent correctement les
EDP a` re´soudre,
3. monotonie, ceci e´vite de ge´ne´rer des solutions oscillantes non-physiques et permet d’eˆtre
stable,
4. pre´cision a` l’ordre deux au minimum, ceci notamment pour que les phe´nome`nes anisotropes
de proche paroi soient bien re´solus,
5. insensibilite´ aux maillages car la qualite´ du maillage ne peut eˆtre syste´matiquement soi-
gneusement controˆle´e, surtout dans le cas d’une ge´ne´ration automatise´e.
La recherche bibliographique que l’on pre´sente dans le paragraphe suivant a permis de se rendre
compte de la ne´cessite´ de proposer une nouvelle me´thode nume´rique pour les maillages multi-
e´le´ments qui re´ponde parfaitement aux besoins applicatifs industriels.
1.3 Etude bibliographique
Un certain nombre d’auteurs ont de´ja` de´veloppe´ des me´thodes nume´riques Volumes Finis pour
la re´solution des e´quations de Navier-Stokes sur maillages multi-e´le´ments. Le principal souci
de cette extension est la mode´lisation du terme visqueux qui ne´cessite la reconstruction d’un
gradient. En effet, les efforts de cisaillement s’e´crivent en fonction de la viscosite´ laminaire qui
de´pend de l’e´tat thermodynamique local et du gradient de vitesse, tandis que le flux de chaleur
est relie´ au gradient de tempe´rature par le coefficient de diffusivite´ thermique. Comme l’e´tat
local peut eˆtre reconstruit a` partir de la solution mise a` jour au centre de la cellule, le calcul
des flux visqueux consiste en fait a` de´terminer les gradients de vitesse et de tempe´rature. La
plupart du temps sur maillages de triangles ou te´trae`dres, le terme visqueux est traite´ par une
me´thode Ele´ments Finis qui permet une reconstruction simple des gradients. L’approche EF
est e´quivalente a` une me´thode Volumes Finis sur ce type de maillages. Il existe plusieurs types
de me´thodes pour maillages multi-e´le´ments exhibant des traitements diffe´rents pour les termes
visqueux.
Un premier type rassemble les approches dont la structure de donne´es est forme´e par les areˆtes
du maillage primal fourni par l’utilisateur. Pour utiliser ce type de structure de donne´es, il faut
que la mole´cule de point servant a` la discre´tisation ne soit constitue´e que des sommets relie´s par
une areˆte au nœud de calcul. Cette mole´cule pre´sente l’avantage d’eˆtre la meˆme quelque soit le
type d’e´le´ment entourant un nœud. De plus, sa compacite´ permet d’espe´rer une bonne pre´cision.
L’approche est conservative, simple a` mettre en œuvre et facilement paralle´lisable. Une premie`re
17
CHAPITRE 1. INTRODUCTION
me´thode de cette cate´gorie est celle propose´e par Mavriplis et Venkatakrishnan [27] pour des
maillages compose´s exclusivement de te´trae`dres et d’hexae`dres. Pour se ramener a` une struc-
ture de donne´e base´e sur les areˆtes, ils proposent de re´soudre sur les e´le´ments hexae´driques les
e´quations de Navier-Stokes sous hypothe`se de couche limite fine de cisaillement. Cela revient a`
ne´gliger le terme de de´rive´e croise´e et donc les sommets servant a` la discre´tisation sont unique-
ment ceux relie´s par une areˆte. Dans cette approche, les e´le´ments hexae´driques ne doivent eˆtre
utilise´s que dans les zones ou` l’approximation de couche limite fine de cisaillement est valable, la
pre´cision de la me´thode est sinon de´teriore´e. Les auteurs ne fournissent pas d’information quant
a` l’ordre de pre´cision de la me´thode, sa consistance et sa monotonie sur des maillages e´tire´s.
Au Oxford University Computing Laboratory, plusieurs me´thodes sur maillages multi-e´le´ments
ont e´te´ propose´es qui re´solvent les e´quations de Navier-Stokes sans hypothe`se simplificatrice.
Crumpton et al. [28] pre´sente une me´thode, utilise´e seulement sur triangles et te´trae`dres mais
qui a priori s’e´tend naturellement aux maillages multi-e´le´ments. Elle consiste a` reconstruire
les gradients aux nœuds par circulation sur les cellules duales dans une premie`re e´tape, puis a`
e´valuer les termes visqueux aux milieux des areˆtes afin de calculer le flux. E´tant le re´sultat de
deux diffe´rences centre´es, la discre´tisation n’atte´nue pas les hautes fre´quences. La composante
du gradient dans la direction de l’areˆte est donc corrige´e. Sans cette correction, la me´thode ne
converge pas. L’ordre de pre´cision de la me´thode ou les conditions de stabilite´ de l’approche
corrige´e ne sont pas mentionne´es. Mu¨ller et Giles [29] travaillent sur la reconstruction d’un
ope´rateur diffusif pour maillages multi-e´le´ments qui pre´serve la line´arite´. On sait que pour les
maillages de triangles, par exemple, la reconstruction par areˆte pre´serve la line´arite´. La recons-
truction sur les e´le´ments quadrilate`res est biline´aire et tous les sommets formant les e´le´ments
entourant un nœud interviennent dans la discre´tisation. Pour se ramener a` un cas line´aire, on
peut trianguler le maillage. Seulement, une triangulation syste´matique de´coupe aussi les carre´s
et rectangles qui eux pre´servent naturellement la line´arite´ de part leur syme´trie. Un sur-couˆt in-
utile est donc ge´ne´re´. De plus, la triangulation brise l’orthogonalite´ du maillage, recherche´e dans
les zones de proche paroi. Les auteurs proposent, au lieu de trianguler le maillage de manie`re
syste´matique, de rajouter des areˆtes ”fictives” ou` cela est ne´cessaire. Un seuil de tole´rance concer-
nant la re´gularite´ des e´le´ments est instaure´. En dessous de celui-ci, aucune areˆte n’est ajoute´e.
Des tests afin d’e´valuer l’influence de ce seuil de tole´rance et de la proprie´te´ de pre´servation de
la line´arite´ sur la pre´cision de la me´thode e´taient en cours au moment de la publication. Cette
approche a e´te´ abandonne´e car Moinier et al. [30] de´cide de ne plus rajouter d’areˆtes fictives en
supposant que dans les zones structure´es ou semi-structure´es, il y a assez de re´gularite´ pour ne
conside´rer que les areˆtes de base sans perte excessive de pre´cision. Aucune donne´e quantitative
n’est fournie qui justifie cette hypothe`se. Le flux visqueux est calcule´ simplement aux milieux des
areˆtes puis inte´gre´ sur la cellule. Pour atte´nuer les modes d’erreurs qu’ils constatent en proche
paroi duˆs aux cellules e´tire´es, ils utilisent un pre´conditionnement de Jacobi et une discre´tisation
temporelle a` plusieurs e´tapes. Au DLR en Allemagne, Galle [31] utilise aussi cette reconstruc-
tion du gradient sur les cellules duales, puis e´value le flux nume´rique. Les cas tests montrent
une bonne ade´quation des profils nume´riques avec les expe´rimentaux mais l’ordre effectif de
pre´cision de la me´thode n’est pas pre´cise´ sur les maillages a` fort ratio. Enfin, Eymard et al. [32]
construit un gradient approche´ pour la re´solution du Laplacien et montre sa convergence vers le
gradient continu. La me´thode est centre´e aux cellules mais peut facilement se transposer dans
un contexte oriente´ au sommet avec la de´finition d’un maillage dual. Cette me´thode aurait donc
une structure de donne´es base´e sur les areˆtes comme les me´thodes pre´ce´dentes. L’approche est
d’ordre deux pour la norme L2 discre`te de l’erreur pour les areˆtes se situant sur la me´diatrice du
segment joignant deux centres de cellules. Sinon, l’approche est d’ordre un. En conclusion, on
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en de´duit que l’approche qui consiste a` reconstruire un gradient par circulation sur les cellules
duales puis a` calculer le flux nume´rique pre´sente des proble`mes de solutions oscillantes a` hautes
fre´quences. La correction du gradient dans la direction de l’areˆte [28] correspond a` la me´thode
propose´e par Eymard et al. qui est donc d’ordre deux par la norme L2 discre`te sur maillages
re´guliers d’e´le´ments tous identiques et descend a` l’ordre un sinon. Cette approche perd donc
facilement de la pre´cision.
Un deuxie`me type de me´thodes applicables en multi-e´le´ment est constitue´ par les approches ”Cell
Vertex”. Les me´thodes ”Cell Vertex” ve´rifient la conservativite´ des grandeurs sur les e´le´ments du
maillage primal mais stockent les donne´es aux nœuds. Dans l’approche ”Vertex centered” du code
N3S-Natur, les variables sont aussi stocke´es aux nœuds, seulement la conservativite´ est ve´rifie´e
sur les cellules duales. Les e´tudes en re´gime laminaire uniforme de ce type de me´thodes (voir
Morton et al. [33], Rudgyard [34]) ont montre´ que la compacite´ de la mole´cule de points servant
a` la discre´tisation permet d’atteindre une bonne pre´cision. Par contre, des modes oscillants non-
physiques sont ge´ne´re´s aux bords du domaine de calcul ou au voisinage de chocs qui obligent a`
utiliser un mode`le de viscosite´ artificielle. Ce dernier pre´serve la line´arite´ ce qui doit permettre
de conserver la meˆme pre´cision sur des maillages e´tire´s. Le principe de ces me´thodes ”Cell
Vertex” est de calculer les flux nume´riques au travers de faces des e´le´ments du maillage primal,
puis redistribuer une contribution a` chaque sommet, ponde´re´e par une fraction de volume. La
formulation pre´serve la line´arite´ quelque soit le type d’e´le´ments. Plusieurs auteurs appliquent
les me´thodes ”Cell Vertex ” a` la mode´lisation d’e´coulements visqueux turbulents. Crumpton
et al. [35] propose trois manie`res de reconstruire le gradient intervenant dans l’expression des
flux visqueux. La premie`re consiste a` calculer les composantes du gradient dans les directions
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Fig. 1.1: Techniques de reconstruction du gradient a) directement au nœud, b) a` partir des
valeurs aux centres de gravite´s puis interpolation, c) approximation par areˆte.
(NS) et (EW) Fig. 1.1 a) afin de de´terminer un gradient en i. Cette approximation est pre´cise
a` l’ordre deux sur des maillages structure´s re´guliers uniquement. L’atout de cette me´thode de
calcul est sa simplicite´, non sa pre´cision. Une manie`re plus pre´cise de reconstruire le gradient
est de calculer ses composantes x et y dans les e´le´ments du maillage primal (Fig. 1.1 b)). Cette
fois, l’approximation est d’ordre deux pour des maillages de paralle´logrammes. Le gradient est
de´termine´ au nœud du maillage primal par une interpolation biline´aire. Cette reconstruction
est utilise´e dans le code AVBP dont la me´thode nume´rique et de nombreux cas applicatifs
stationnaires et instationnaires sont de´crits dans Scho¨nfeld et al. [36], Rudgyard et al. [37] et
Scho¨nfeld and Rudgyard [38]. Dans ce code, le gradient est reconstitue´ sur les e´le´ments du
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maillage primal par application de la formule de Green-Gauss en conside´rant la valeur moyenne
du champ sur chaque face. Pour des faces triangulaires, cela suppose juste que l’on conside`re
les variations du champ line´aires. Pour une face quadrangulaire non plane, il faut la trianguler
et faire la moyenne sur les deux triangles issus de ce de´coupage. Cette manie`re de proce`der,
pre´sente´e initialement par Crumpton et Shaw [39], est exacte pour tous les types d’e´le´ments
lorsque les fonctions de flux varient line´airement. Le gradient au nœud est obtenu par la somme
des gradients sur chaque e´le´ment entourant le nœud ponde´re´e par une fraction de volumes.
Colin [40] montre par une analyse bidimensionelle de cette discre´tisation des flux diffusifs que
des modes non-physiques se propageant dans la direction diagonale des e´le´ments quadrangles ne
sont pas atte´nue´s par la discre´tisation. Rudgyard [41] de´finit une valeur moyenne corrige´e pour le
gradient qui permet de dissiper ces modes inde´sirables mais aucune e´tude quant a` l’impact sur la
pre´cision de la me´thode n’a e´te´ mene´e. Une description pre´cise de la me´thode stabilise´e se trouve
dans Nicoud [42]. La troisie`me me´thode de reconstruction du gradient propose´ par Crumpton
et al. est la me´thode pre´sente´e par Pan et Cheng [43] pour des maillages de triangles et reprise
plus tard par Flandrin et al. [44] dans un contexte Volumes Finis. Le volume de controˆle servant
a` reconstruire le gradient est de´fini autour des areˆtes par, en deux dimensions d’espace, les deux
extre´mite´s des areˆtes et les deux centres de gravite´ des e´le´ments se partageant l’areˆte (Fig. 1.1
c)). Le champ aux centres de gravite´ des e´le´ments est pris e´gal a` sa valeur moyenne sur l’e´le´ment.
Cette dernie`re approche n’a d’inte´reˆt que dans le cas ou` une valeur moyenne du gradient doit
eˆtre connue sur l’areˆte, sinon elle est couˆteuse. Pour re´sumer ce qui vient d’eˆtre pre´sente´ pour
les me´thodes ” Cell Vertex ”, la premie`re reconstruction possible ne permet pas d’eˆtre pre´cis sur
des maillages autres que re´guliers structure´s, la deuxie`me n’atte´nue pas les modes diagonaux a`
hautes fre´quences ce qui rend l’approche instable et la troisie`me semble couˆteuse.
Coirier [45] pre´sente une e´tude tre`s inte´ressante qui porte sur la mode´lisation du terme visqueux
des e´quations de Navier-Stokes sur maillages carte´siens. Dans une formulation centre´e sur les
cellules, il analyse la pre´cision (par de´veloppement en se´ries de Taylor) et la positivite´ (pour
s’assurer de ve´rifier le principe du maximum) de plusieurs discre´tisations de l’e´quation mode`le
de Laplacien sur 3 types particuliers de maillages : uniforme, avec raffinement non uniforme et
discre´tisation ge´ome´trique dans une seule direction du maillage (configuration courante dans les
maillages de proche paroi). Les flux sont calcule´s a` l’aide de la formule de Green Gauss. Il faut
donc de´terminer le gradient aux milieux des faces. Deux types de me´thodes sont aborde´es pour
cela : celles utilisant aussi une formule de Green Gauss sur un volume auxiliaire englobant la
surface d’inte´reˆt et celles utilisant une reconstruction polynoˆmiale du champ sur la face a` partir
de ses valeurs nodales puis en la de´rivant. Quatre volumes auxiliaires sont propose´s pour les
premie`res, ce qui fait quatre me´thodes a` e´tudier, et une reconstruction line´aire ou quadratique
pour les deuxie`mes, ce qui fait deux me´thodes de ce dernier type a` e´tudier. Les analyses de
pre´cision et positivite´ des coefficients de la discre´tisation sont mene´es syste´matiquement pour
chaque me´thode sur chaque type de maillages. Ces analyses re´ve`lent des difficulte´s a` converger
des deux premie`res me´thodes e´tudie´es. Si elles re´ussissent a` converger, les solutions sont bruite´es
et non re´gulie`res. La faute est attribue´e a` la mole´cule de points servant a` la discre´tisation qui
n’est pas constitue´e des voisins les plus proches mais de voisins situe´s dans une seconde couronne
autour du nœud de calcul. La troisie`me me´thode est ”dangereusement inconsistante” selon la
nomenclature que Coirier introduit. Cela signifie que pour certains maillages, l’erreur de tron-
cature croˆıt inversement proportionnellement au diame`tre moyen des e´le´ments, ce qui n’est pas
acceptable. La seule me´thode base´e sur une reconstruction du gradient par une formule de Green
Gauss qui converge bien est la seule a` posse´der la proprie´te´ de pre´server la line´arite´. En revanche,
cette dernie`re proprie´te´ ne garantit pas la consistance. Pour les me´thodes a` reconstruction po-
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lynoˆmiale, la difficulte´ est de choisir les e´le´ments supports pour la reconstruction du polynoˆme.
Pour une face, les deux e´le´ments se la partageant y participent et un troisie`me est ajoute´. Autant
que faire se peut, ce troisie`me e´le´ment est choisi de sorte que le centre de gravite´ du triangle
forme´ en joignant les trois centres des cellules du support co¨ıncide avec le centre de la face.
Plusieurs choix sont souvent possibles. Dans tous les cas, pour avoir une pre´cision d’ordre un
minimum, la reconstruction doit se faire de manie`re quadratique. La positivite´ des coefficients
n’est pas garantie. Pour e´lever encore la pre´cision, des contraintes ge´ome´triques doivent eˆtre
impose´es au maillage, comme une certaine re´gularite´ ou orthogonalite´. Seulement, la positivite´
des coefficients de la discre´tisation de´pend aussi de contraintes impose´es au maillage telles que
le fait d’avoir un partitionnement de type Delaunay pour des maillages de triangles (Barth [46]).
Finalement, Coirier affirme qu’un compromis doit eˆtre trouve´ entre pre´cision et positivite´. Il
proce`de a` des tests expe´rimentaux afin de de´terminer laquelle de ces deux proprie´te´s semble la
plus importante. Les deux sche´mas retenus pour les tests expe´rimentaux sont l’application de la
formule de Green Gauss sur le chemin en diamant qui pre´serve la line´arite´ et la reconstruction
polynoˆmiale quadratique. La premie`re est peu pre´cise mais relativement positive et la seconde
pre´sente les qualite´s inverses, elle est pre´cise mais pas toujours positive. Les re´sultats obtenus
avec l’une comme l’autre me´thode sont relativement bons pour tous les cas tests. Comme at-
tendu, la reconstruction polynoˆmiale pre´sente une meilleure consistance que la reconstruction par
application de la formule de Green Gauss. Concernant la positivite´ de coefficients, la reconstru-
tion par Green Gauss ge´ne`re proportionnellement plus de valeurs ne´gatives que la reconstruction
polynoˆmiale mais les valeurs ne´gatives ge´ne´re´es par cette dernie`re sont plus ne´gatives en ordre
de grandeur. On se rend compte sur les tests faits en raffinant le maillage, dans un contexte de
maillages adaptatifs, que la me´thode par reconstruction polynoˆmiale ne converge pas sur tous
les niveaux de maillages, a` cause des valeurs fortement ne´gatives qui se forment en certains
endroits de´licats. La me´thode par reconstruction polynoˆmiale est donc abandonne´e. Lors du
dernier cas test ou` seule est utilise´e la me´thode utilisant la formule de Green Gauss de manie`re
a` pre´server la line´arite´, des oscillations sont observables dans les zones de proche paroi pour les
grandeurs de´rivant d’un gradient, comme le coefficient de frottement par exemple. Elles sont
apparemment dues aux irre´gularite´s de raffinement du maillage et s’atte´nuent en ame´liorant
l’approximation des gradients par l’interme´diaire de fonctions de base de´finies sur les e´le´ments.
La meilleure ame´lioration est apporte´e par des fonctions de base d’ordre relativement peu e´leve´
qui n’utilisent que les e´le´ments proches. On revient au proble`me de concilier une assez bonne
positivite´ avec une bonne pre´cision.
Pour e´liminer le proble`me du raffinement de maillages carte´siens, Coirier et al. [47] se met a` uti-
liser des maillages multi-e´le´ments. Ils apportent, de surcroˆıt, plus de flexibilite´ que les maillages
carte´siens pour pouvoir aborder des cas ge´ome´triques plus varie´s. Le challenge est de constituer
le solveur qui correspond. Leur approche est toujours centre´e aux cellules. Les valeurs nodales
sont reconstruites par un ope´rateur pseudo-Laplacien pour que la reconstruction de la solution
aux sommets du maillage pre´serve la line´arite´. Pour l’e´valuation des gradients intervenant dans
l’expression des flux visqueux, un compromis est trouve´ entre l’approche par volume auxiliaire
et reconstruction pre´servant la line´arite´ et une reconstruction polynoˆmiale pre´sentant diverses
alternatives quant au choix des cellules servant a` l’approximation. Le gradient sur les faces est
reconstruit par l’interme´diaire de trois vecteurs de l’espace, deux appartenant a` la face et un
joignant les deux centres des cellules contigue¨s a` la face. On re´soud ensuite un syste`me de trois
e´quations a` trois inconnues. On obtient ainsi les trois composantes du gradient et on pre´serve
la line´arite´. Il n’y a plus besoin de de´finir de volume auxiliaire ni de de´terminer arbitrairement
les e´le´ments supports de la reconstruction polynoˆmiale. Les analyses de positivite´ et pre´cision
ne sont en revanche pas pre´sente´es dans cet article.
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On retient de la contribution de Coirier la difficulte´ de trouver un sche´ma a` la fois pre´cis et posi-
tif en maillages carte´siens raffine´s et une me´thode de reconstruction originale mais qui ne´cessite,
initialement et pour chaque nouveau maillage s’il vient a` eˆtre modifie´, la re´solution d’un syste`me
sur chaque face.
Kawaja et al. [48] s’inte´resse a` l’imple´mentation d’un mode`le de turbulence sur maillages multi-
e´le´ments compose´s de prismes et te´trae`dres uniquement. Son approche est centre´e aux sommets
et la structure de donne´es est base´e sur les areˆtes du maillage primal. Dans son cas, les flux
visqueux sont calcule´s par circulation autour d’une cellule duale de´finie autour des sommets
du maillage primal. Les gradients intervenant dans leur calcul sont de´termine´s sur les surfaces
associe´es aux areˆtes par application d’une formule de Green Gauss sur un volume auxiliaire
compose´ de tous les e´le´ments contenant cette areˆte. C’est une nouvelle variante des me´thodes
de´ja` propose´es par Coirier [45]. On rappelle que ces me´thodes ont e´te´ abandonne´es car les points
servant a` la discre´tisation ne sont pas les voisins proches et cela ne confe`re pas de bonnes pro-
prie´te´s a` la discre´tisation. Ne´ammoins, Kawaja et al. effectue des tests d’inde´pendance de la
me´thode nume´rique aux types d’e´le´ments composant le maillage qui fournissent des re´sultats
satisfaisants. De plus, il applique sa me´thode a` la re´solution d’un e´coulement transsonique au-
tour d’un profil d’aile ou en configuration supersonique la` encore avec succe`s. La me´thode de
maillage adaptatif applique´e a` des maillages de prismes pour les zones de proche paroi et de
te´trae`dres pour mailler le reste du domaine de calcul fournissent des re´sultats de meˆme qualite´
que ceux qui seraient obtenus avec des e´le´ments hexae´driques. Cet auteur ne mentionne pas de
proble`mes d’instabilite´ duˆs au manque de positivite´ de cette me´thode comme l’on fait les autres
auteurs.
Peroomian et al. [49] utilise aussi une me´thode de reconstruction polynoˆmiale pour connaˆıtre le
gradient sur les faces de la cellule de controˆle. Les e´le´ments supports sont ceux se partageant
la face. On a vu par l’analyse de Coirier [45] que la discre´tisation re´sultante n’est pas toujours
positive et aboutit a` des proble`mes de convergence. Ces auteurs proposent et testent un certain
nombre de limiteurs de pente qui servent a` maintenir la positivite´ de la discre´tisation partout.
Ces limiteurs sont unidirectionnels. Le principe est d’e´valuer la diffe´rence entre la valeur de
champ prise au centre de gravite´ de l’e´le´ment et le centre de la face par la reconstruction po-
lynoˆmiale dans les deux e´le´ments se partageant la face. Si les pentes sont de signes diffe´rents,
la pente est mise a` ze´ro. La de´rive´e de la tempe´rature et des composantes de la vitesse sont
repre´sente´es par des polynoˆmes fonctions des variables conservatives. Il est difficile a` ce niveau
de savoir s’il faut limiter les variables conservatives ou les variables primitives. Ils proposent une
limitation des variables primitives et une limitation dans l’espace caracte´ristique de´fini par la
jacobienne des flux hyperboliques. La simple limitation des variables conservatives peut cre´er
des oscillations dans le champ de pression alors que la limitation des variables caracte´ristiques
re´duit les oscillations. Ces fonctions de limitation atte´nuent les proble`mes d’oscillations duˆes a`
la non-positivite´ de la discre´tisation engendre´e par la reconstruction polynoˆmiale des gradients
mais ne semblent pas pleinement satisfaisantes encore.
Haselbacher et al. [50] propose une me´thode nume´rique centre´e aux sommets, pour la mode´li-
sation des e´coulements turbulents compressibles sur maillages multi-e´le´ments, qui est positive.
On sait que la discre´tisation propose´e par Mavriplis et Venkatakrishnan [27] qui utilise uni-
quement la composante du gradient dans la direction de l’areˆte est positive mais souffre d’une
perte de pre´cision sur maillages irre´guliers ou` la direction des areˆtes diverge de la direction
normale a` la surface associe´e aux areˆtes. Les auteurs se proposent afin d’ame´liorer la pre´cision
de cette me´thode de reconstituer les composantes en x et y des gradients. Ces composantes
sont exprime´es en fonction des composantes normale et tangentielle aux surfaces associe´es aux
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areˆtes. La de´termination des composantes normale et tangentielle se fait par couplage de deux
me´thodes de´ja` pre´sente´es : la composante tangentielle est reconstitue´e par application d’une
formule de Green Gauss sur les e´le´ments se partageant l’areˆte et une simple diffe´rence ponde´re´e
le long des areˆtes de´termine la composante normale. La premie`re me´thode n’est pas force´ment
positive alors que la seconde l’est. Les tests expe´rimentaux montrent que la ne´gligence de la
composante tangentielle n’engendre pas une perte de´mesure´e de pre´cision, ce qui conduit les
auteurs a` finalement ne retenir que la me´thode de reconstruction dans la direction des areˆtes
qui correspond a` faire l’hypothe`se de couche fine de cisaillement sur les e´le´ments autres que
te´trae`dres. La positivite´ semble la contrainte la plus critique pour que les calculs fournissent des
re´sultats corrects.
Une dernie`re me´thode originale est pre´sente´e par Papin [51] [52]. Au lieu de chercher a` de´finir
une nouvelle me´thode nume´rique pouvant s’appliquer a` tous les types d’e´le´ments, il cherche au
contraire a` utiliser ce qui est bien connu. L’ide´e est donc, non pas de cre´er une nouvelle me´thode
mais d’appliquer la me´thode initiale partout. Le code de calcul initial posse`de la meˆme structure
que le code N3S-Natur, centre´ aux sommets et employant une discre´tisation par Ele´ments Finis
de type Lagrangien P1 pour les termes visqueux. En effet, on montrera plus loin dans ce manuscrit
que pour la de´finition des cellules duales adopte´es, cette mode´lisation par EF est e´quivalente a`
une mode´lisation par Volumes Finis. L’auteur se propose de de´finir un troisie`me maillage unique
et conforme, qui triangule le maillage primal, de telle sorte que chaque surface plane composant
la bordure d’une cellule duale ne soit incluse que dans un triangle de ce troisie`me partitionnement
du domaine de calcul. Les gradients sont reconstruits sur les e´le´ments de ce troisie`me maillage
a` l’aide des fonctions de forme line´aires associe´es aux e´le´ments triangulaires de premier ordre.
Les proprie´te´s de la me´thode sont donc celles de la me´thode intiale : la consistance et positivite´
des coefficients sont atteintes sur des maillages de triangles e´quilate´raux. Donc, l’approche est
d’ordre deux en pre´cision sur des maillages de carre´s, sinon elle est d’ordre un. On peut se
demander dans quelle mesure cette me´thode est applicable dans un contexte industriel car la
de´finition d’une triangulation d’un premier partitionnement n’est pas force´ment possible selon
la qualite´ de ce partitionnement initial. De plus, il est connu maintenant que cette me´thode
sur des maillages forme´s de rectangles triangule´s, ce que l’on tend a` avoir pour des codes de
calcul instructure´s mono-e´le´ments en zone de proche paroi pour essayer d’introduire une certaine
anisotropie, apporte trop de dissipation artificielle. A priori, cette me´thode peut ne pas eˆtre tre`s
pre´cise mais les tests mene´s par l’auteur n’e´valuent pas ce point.
On a montre´ dans cette e´tude bibliographique qu’un certain nombre de me´thodes pour la
re´solution des e´quations de Navier-Stokes compressibles sur maillages multi-e´le´ments existent
mais peu d’auteurs ont e´tudie´ pre´cise´ment leurs proprie´te´s nume´riques. Coirier a mene´ une e´tude
qui aboutit a` une conclusion d’importance : il n’est pas possible, avec un sche´ma line´aire, d’eˆtre
a` la fois positif et pre´cis. Dans ce cas, quelle proprie´te´ pre´vaut sur l’autre ? En effet, la robustesse
de la me´thode est influence´e par la positivite´ de la discre´tisation car les solutions oscillantes obte-
nues dans ces cas de non-positivite´ perturbent le processus de convergence. De meˆme, le manque
de pre´cision duˆ a` une discre´tisation utilisant des points qui ne sont pas des voisins proches abou-
tit aussi a` un ralentissement de la convergence, si tant est que la me´thode converge toujours.
Les deux notions de pre´cision et positivite´ semblent donc eˆtre toutes deux d’importance e´gale.
Notre objectif dans ce travail de the`se est de mener une e´tude pre´cise de discre´tisations possibles
pour les e´quations de Navier-Stokes compressibles turbulentes afin de trouver une discre´tisation
la plus pre´cise, positive, conservative et robuste possible pour eˆtre utilise´e dans un contexte
industriel de ge´ome´tries tre`s complexes et de maillages ge´ne´re´s par des mailleurs automatiques.
Pour cela, six me´thodes vont eˆtre propose´es. Elles seront me´thodiquement e´tudie´es quant a` leur
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consistance, pre´cision, positivite´, stabilite´ et conservativite´. Cette e´tude va permettre de faire
une nouvelle lumie`re sur les entrelacements existants entre toutes ces caracte´ristiques.
1.4 Plan du document
Le pre´sent manuscrit s’articule autour des points suivants :
• Dans le chapitre 2, la premie`re section de´taille le code N3S-Natur et les liens entre la discre´tisa-
tion et le type des e´le´ments qui constituent le maillage. On met en e´vidence l’impossibilite´
d’e´tendre a` une approche multi-e´le´ment la discre´tisation actuelle de l’ope´rateur de diffusion
et donc la ne´cessite´ d’en proposer une nouvelle, qui re´ponde e´videmment a` tous les impe´ratifs
industriels de´signe´s pre´ce´demment. Dans la deuxie`me section, on pre´sente l’extension de la
me´trique aux maillages multi-e´le´ments. Apre`s re´flexion, une extension standard est retenue,
impose´e en grande partie par la contrainte de non-re´gression entre versions qui veut que le
solveur sur maillages triangulaires ou te´trae´driques ne soit pas modifie´. Dans la dernie`re section
de ce chapitre, on introduit les principes d’analyse nume´rique qui vont servir a` l’e´tude des
proprie´te´s nume´riques des nouvelles discre´tisations que l’on va proposer pour la mode´lisation
des flux diffusifs.
• Dans le chapitre 3, on pre´sente la premie`re discre´tisation e´tudie´e. Elle s’inspire des me´thodes
Cell Vertex mais adapte´e a` l’utilisation d’un maillage dual. On de´taille successivement la
me´thode de reconstruction du gradient, le calcul du flux, l’analyse de consistance et l’analyse
de stabilite´. Il se trouve que cette me´thode est consistante meˆme sur des maillages irre´guliers,
cependant elle n’est pas monotone. Une stabilisation de la me´thode est donc e´tudie´e et expose´e
au cinquie`me paragraphe. On re´sume enfin les proprie´te´s de la me´thode dans un dernier
paragraphe de conclusion.
• Dans le chapitre 4, on pre´sente des discre´tisations base´es sur la reconstruction d’un gradient
par interpolation Ele´ment Finis. La premie`re approche inte`gre nume´riquement le flux afin
d’eˆtre conservatif et exact pour des polynoˆmes de degre´ deux. Les analyses de consistance et
stabilite´ re´ve`lent des proprie´te´s nume´riques tout a` fait inte´ressantes. Dans la deuxie`me section,
une autre approche base´e sur un gradient reconstruit par interpolation EF est propose´e. Cette
fois, on tente d’approcher la valeur moyenne du gradient afin de simplifier l’inte´gration du
flux. Les analyses de consistance et stabilite´ sont expose´es ensuite. La dernie`re approche
propose´e, toujours base´e sur un gradient reconstruit par interpolation EF, est enfin pre´sente´e.
On effectue toujours les analyses de consistance et stabilite´ a` la suite. Cette dernie`re me´thode
a la caracte´ristique d’avoir un stencil re´duit compare´e aux pre´ce´dentes approches.
• Dans le chapitre 5, on pre´sente deux approches qui tirent avantage de la construction ge´ome´-
trique du maillage dual. La premie`re ne ne´cessite que la connaissance du maillage dual. Dans
la premie`re configuration pre´sente´e, l’analyse montre que la me´thode n’est pas consistante
et donc converge mal. Une approche stabilise´e est pre´sente´e et e´tudie´e dans un deuxie`me
paragraphe. Cette me´thode est d’une tre`s grande simplicite´ de mise en œuvre. La deuxie`me
me´thode du chapitre s’appuie sur une triangulation du maillage primal, ce qui permet de
pouvoir utiliser la meˆme me´thode VF-EF sur ce troisie`me maillage. Cette me´thode est aussi
analyse´e en consistance et stabilite´ apre`s avoir prouve´ son e´quivalence a` l’approche VF-EF.
• Dans le chapitre 6, on pre´sente les expe´rimentations nume´riques mene´es afin d’appre´cier la
pre´cision des me´thodes nume´riques, tout d’abord, par une convergence en maillage. Ensuite,
une analyse de la dissipation nume´rique apporte´e par les discre´tisations selon la fre´quence
d’un mode est effectue´e. On rassemble les re´sultats de ces expe´rimentations dans un dernier
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paragraphe de conclusion. Finalement, en conclusion des chapitres 3, 4, 5 et 6 concernant
les proprie´te´s nume´riques des discre´tisations propose´es, il apparaˆıt qu’une me´thode posse`de
toutes les qualite´s exige´es pour eˆtre imple´mente´e dans le solveur industriel N3S-Natur.
• Dans le chapitre 7, on expose les mode`les fluides utilise´s dans le code N3S-Natur et leur
extension aux multi-e´le´ments. On aborde la mode´lisation de tous les flux nume´riques, convec-
tifs et diffusifs, des e´quations de Navier-Stokes et le mode`le de turbulence, les mode`les de
monte´e en ordre pour le convectif (MUSCL, β-sche´ma) et l’implicitation de la discre´tisation
temporelle pour le nouveau flux nume´rique diffusif. On de´taille le premier test de valida-
tion concernant une plaque plane en re´gime laminaire. On montre combien les maillages de
rectangles permettent d’ame´liorer l’approximaiton des couches limites. Malheureusement, les
imple´mentations informatiques lie´es aux livraisons des diffe´rentes versions de N3S-Natur par
INCKA-Simulog n’ont pas e´te´ effectue´es suffisamment rapidement pour qu’une validation sur
des cas-tests industriels ait pu eˆtre mene´e.
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Chapitre 2
La proble´matique lie´e au
multie´le´ment
On expose, dans un premier paragraphe, les me´thodes de discre´tisation pre´sentes dans le solveur
N3S-Natur non-multi-e´le´ments. On met en e´vidence les liens entre la mode´lisation des diffe´rents
termes des e´quations re´solues et la topologie des e´le´ments du maillage primal. Dans un deuxie`me
paragraphe, on de´crit l’extension de la me´trique au contexte de maillages multi-e´le´ments en deux
et trois dimensions d’espace. Enfin, dans le dernier paragraphe, on introduit quelques concepts
d’analyse nume´rique qui vont servir, tout au long de ce travail, d’outils d’e´tude des nouvelles
me´thodes nume´riques que l’on va mettre en place pour la mode´lisation des flux diffusifs sur
maillages multi-e´le´ments.
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CHAPITRE 2. LA PROBLE´MATIQUE LIE´E AU MULTIE´LE´MENT
2.1 Approche VF-EF pour le syste`me des lois de conservation
On expose dans un premier paragraphe la construction en ope´rateurs des e´quations de Navier-
Stokes. On de´finit ensuite l’approche Volumes Finis et on de´taille la discre´tisation de chaque
terme dans la version non-multi-e´le´ment du solveur. L’attache, au type d’e´le´ment du maillage,
de la mode´lisation des diffe´rents termes des e´quations, est mise en e´vidence et les premie`res
pistes de de´veloppement pour l’approche multi-e´le´ments sont esquisse´es.
2.1.1 Les ope´rateurs dans les e´quations de Navier-Stokes
Le code N3S-Natur permet de simuler le comportement d’e´coulements tridimensionnels de fluides
newtoniens compressibles multi-espe`ces re´actifs. Le syste`me d’e´quations re´solu est donc celui des
e´quations de Navier-Stokes auquel sont ajoute´es deux e´quations de type k − ε pour le mode`le
de turbulence et des e´quations de transport pour les espe`ces.
Pour simplifier la proble´matique, on ne pre´sente le syste`me d’e´quations que pour les variables
hydrodynamiques. Soit W le vecteur des variables hydrodynamiques mises sous forme conserva-
tive :
W = (ρ, ρu, ρv, ρw, ρE)T , (2.1)
ou` ρ est la densite´ volumique, (u, v, w)T le vecteur vitesse et ρE l’e´nergie totale.
Le syste`me ge´ne´ral a` re´soudre, repre´sentant les lois de conservation de la masse, la quantite´ de
mouvement et de l’e´nergie, se met sous la forme symbolique : ∂tW +
~∇ · ~F (W ) = ~∇ · ~S(W, ~∇W )
W (X, 0) = W0(X)
W (XL, t) = WL(XL),
(2.2)
ou` on a note´ ~F = (F1, F2, F3)T les flux d’Euler avec :
F1 = (ρu, ρu2 + P, ρuv, ρuw, u(ρE + P ))T , (2.3)
F2 = (ρv, ρuv, ρv2 + P, ρvw, v(ρE + P ))T , (2.4)
F3 = (ρw, ρuw, ρvw, ρw2 + P, w(ρE + P ))T , (2.5)
P est le champ de pression, ~S = (S1, S2, S3)T les flux diffusifs ou` :
S1 = (0, τ11, τ12, τ13, uτ11 + vτ12 + wτ13 + λ∂xT )T , (2.6)
S2 = (0, τ21, τ22, τ23, uτ21 + vτ22 + wτ23 + λ∂yT )T , (2.7)
S3 = (0, τ31, τ32, τ33, uτ31 + vτ32 + wτ33 + λ∂zT )T . (2.8)
τij sont les coefficients du tenseur des contraintes, T est le champ de tempe´rature, λ le coefficient
de conductivite´ thermique et ∂x la de´rive´e partielle par rapport a` x, X les coordonne´es d’un
point du domaine D occupe´ par le fluide, XL les coordonne´es des points formant la bordure de
D. A ces e´quations s’ajoute l’e´quation d’e´tat liant la densite´ de pression a` la tempe´rature. On
de´taille l’obtention de ce syste`me au chapitre 7.1.
Les e´quations de Navier-Stokes sont donc constitue´es :
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• d’un terme de convection F fonction du vecteur W ,
• d’un terme de diffusion S fonction a` la fois du vecteur W et de son gradient ~∇W .
La re´solution nume´rique des e´quations de Navier-Stokes passe par la re´solution de ces diffe´rents
termes.
Du point de vue physique, la proprie´te´ de compressibilite´ peut ge´ne´rer dans le syste`me d’e´tude
des phe´nome`nes tels que des chocs. Mathe´matiquement, ces derniers correspondent a` des solu-
tions qui ne sont pas re´gulie`res. La notion de de´rive´e devient, dans ces cas, proble´matique. On
s’inte´resse donc a` la forme inte´grale du syste`me, ce qui permet, meˆme en cas d’irre´gularite´ de la
solution recherche´e, de converger vers une solution faible du proble`me. La manie`re la plus simple
de re´soudre ce syste`me inte´gral est de le discre´tiser sur un nombre fini de cellules recouvrant
tout le domaine d’e´tude. C’est sur chacune de ces cellules que l’on s’assure de la conservation
de la masse, de la quantite´ de mouvement et de l’e´nergie du fluide conside´re´.
2.1.2 Discre´tisation du proble`me continu par une approche Volumes Finis
On se place dans le cas de figure ou` les bordures du domaine sont fixes au cours du temps. On
conside`re D ⊂ Rm, m ≤ 3 le domaine occupe´ par le fluide. Ce domaine D est approche´ par un
polygone Dh ⊂ D. La construction de la solution approche´e ne´cessite la discre´tisation du do-
maine Dh en polygones simples qui forment une partition du domaine. Cette partition repre´sente
le maillage primal fourni par l’utilisateur. L’approche adopte´e dans N3S-Natur est oriente´ aux
sommets (”Vertex Centered” en anglais). L’objectif de cette technique est de reconstruire la
solution aux sommets du maillage primal. Pour ce faire, une nouvelle partition du domaine est
de´finie de telle sorte que chaque sommet du maillage primal ne soit inclus que dans un polygone
de la nouvelle partition. Le maillage issu de ce deuxie`me partitionnement est appele´ maillage
dual et les polygones qui le composent cellules duales ou volumes de controˆle. On de´finit une
partition du domaine Dh :
De´finition 1 Soit {Ci, i = 1, . . . , Nc} une partition de Dh repre´sentant le maillage dual :
Nc⋃
i=1
Ci = Dh avec C˙i ∩ C˙j = φ si i 6= j. (2.9)
C˙i repre´sente l’inte´rieur de Ci.
On introduit quelques notations utiles :
De´finition 2 On note ∂Ci la frontie`re de Ci et ∂Cij l’intersection entre les cellules Ci et Cj.
Soit S(i) l’ensemble des indices des sommets connecte´s a` i, alors :
∂Ci =
⋃
j∈S(i)
∂Cij . (2.10)
De´finition 3 La surface ∂Ci∩τ repre´sente la surface intersection entre la cellule duale associe´e
au nœud i et l’e´le´ment ge´ne´rique τ . Soit E(i) l’ensemble des e´le´ments du maillage posse´dant i
comme sommet, alors :
∂Ci =
⋃
τ∈E(i)
∂Ci ∩ τ. (2.11)
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On inte`gre le syste`me d’e´quations Eq. (2.2) sur la cellule Ci, ce qui donne :∫∫∫
Ci
∂tWdV +
∫∫∫
Ci
~∇ · ~F (W ) dS =
∫∫∫
Ci
~∇ · ~S(W, ~∇W ) dS. (2.12)
Les inte´grales des termes de flux convectif et diffusif sont e´crites sous la forme d’inte´grales
curvilignes en deux dimensions et surfaciques en trois dimensions par la formule de Green-
Ostrogradsky (aussi appele´e formule de Green-Gauss) :
The´ore`me de Green-Ostrogradsky : Le flux d’un vecteur a` travers une surface ferme´e est
e´gal a` l’inte´grale de la divergence de ce vecteur sur le volume de´limite´ par cette surface :∫∫∫
D
~∇ · ~F dV =
∫∫
∂D
~F · ~n dS, (2.13)
ou` D est un domaine volumique, ∂D sa bordure et ~n le vecteur normal unitaire a` ∂D oriente´
vers l’exte´rieur.
On obtient : ∫∫∫
Ci
∂tWdV +
∫∫
∂Ci
~F (W ) · ~n dS =
∫∫
∂Ci
~S(W, ~∇W ) · ~n dS, (2.14)
ou` ~n est un vecteur normal unitaire a` ∂Ci oriente´ vers l’exte´rieur. Le the´ore`me de transport de
Reynolds permet d’e´crire en ge´ome´trie fixe que :
d
dt
(∫∫∫
Ci
WdV
)
=
∫∫∫
Ci
∂W
∂t
dV. (2.15)
Ainsi, Eq. (2.14) devient :
d
dt
(∫∫∫
Ci
WdV
)
+
∫∫
∂Ci
~F (W ) · ~n dS =
∫∫
∂Ci
~S(W, ~∇W ) · ~n dS. (2.16)
De´finition 4 L’approche Volumes Finis consiste a` chercher une solutionW , ve´rifiant le proble`me
Eq. (2.16) avec conditions initiales, constante par morceaux sur D. Le processus est ite´ratif en
temps. La valeur moyenne de W sur la cellule Ci a` l’instant n, note´ Wni , est de´finie par :
Wni =
1
Vi
∫∫∫
Ci
W (x, y, z, tn)dV. (2.17)
Vi est le volume de Ci, constant en ge´ome´trie fixe. On cherche a` de´terminer, par la discre´tisation
Volumes Finis, sur chaque cellule duale, la valeur moyenne de W au temps (n+1). On obtient,
ainsi, une suite de solutions temporelles nume´riques qui, en stationnaire, doit converger vers la
solution exacte de Eq. (2.2) (voir, par exemple, Anderson [53], Herbin [54]).
L’Eq. (2.16) se met sous sa forme semi-discre´tise´e en temps de la manie`re suivante :
Vi
(
Wn+1i −Wni
)
+∆t
∫∫
∂Ci
~F (W ) · ~n dS = ∆t
∫∫
∂Ci
~S(W, ~∇W ) · ~n dS. (2.18)
Il existe diffe´rentes techniques pour calculer les termes de flux convectif et diffusif. Les para-
graphes suivants expliquent la technique utilise´e dans la code industriel N3S-Natur [55] [56]
[57].
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2.1.3 L’ope´rateur convectif
D’apre`s l’Eq. (2.10), on re´e´crit l’inte´grale des flux d’Euler de la manie`re suivante :∫∫
∂Ci
~F (W ) · ~n dS =
∑
j∈S(i)
∫∫
∂Cij
~F (W ) · ~n dS. (2.19)
L’inte´grale
∫∫
∂Cij
~F (W ) · ~n dS repre´sente l’e´change de flux convectif entre les cellules duales Ci
et Cj . On conside`re la valeur moyenne Fij des flux d’Euler sur ∂Cij . On a ainsi :∫∫
∂Cij
~F (W ) · ~n dS =
∑
j∈S(i)
~ηij . ~Fij , (2.20)
ou` ~ηij est le vecteur normal a` ∂Cij de´fini par :
~ηij =
∫∫
∂Cij
~n dS. (2.21)
La valeur moyenne ~Fij sur ∂Cij des flux d’Euler se de´termine soit par la me´thode de Roe soit
par la me´thode de Van Leer a` partir des valeurs moyennes Wni et W
n
j sur les cellules duales Ci
et Cj .
On note donc que, pour les flux convectifs, la topologie des e´le´ments du maillage
primal n’intervient que dans la de´finition des normales ~ηij a` la surface de la cellule
duale.
Le point crucial, dans la de´finition de ces normales, est de faire en sorte que la me´thode soit
conservative, c’est-a`-dire que ce qui sort d’une cellule, entre bien dans la cellule contigue¨. On
exprime cette contrainte par :∫∫
∂Cij
~F (W ) · ~n dS = −
∫∫
∂Cji
~F (W ) · ~n dS, (2.22)
ce qui s’obtient par :
~ηij = −~ηji, (2.23)
d’apre`s Eq. (2.20).
2.1.4 L’ope´rateur diffusif
On s’inte´resse maintenant au terme diffusif de l’Eq. (2.18).
On e´crit, par exemple, le terme de flux diffusif pour la variable conservative ρu :
∫∫
∂Ci
 τ11τ21
τ31
 · ~n dS = ∫∫
∂Ci
µ
 43∂xu(∂xv + ∂yu)
(∂xw + ∂zu)
 · ~n dS,
=
∫∫
∂Ci
µ∂x
 u/3v
w
 · ~n dS + ∫∫
∂Ci
µ ~∇u · ~n dS. (2.24)
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On voit bien qu’intervient dans l’expression de ce flux l’ope´rateur de de´rivation. On va se fo-
caliser sur la mode´lisation de la deuxie`me inte´grale du membre de droite de Eq. (2.24) car la
mode´lisation de la premie`re est similaire.
On e´met comme hypothe`se que le gradient de u sur les e´le´ments du maillage primal est constant.
L’inte´grale de flux est de´compose´e d’apre`s Eq. (2.11) :∫∫
∂Ci
µ ~∇u · ~n dS =
∑
τ∈E(i)
∫∫
∂Ci∩τ
µ ~∇u · ~n dS. (2.25)
Comme le gradient de u est suppose´ constant sur τ :∫∫
∂Ci∩τ
µ ~∇u · ~n dS = µ ~∇u ·
∫∫
∂Ci∩τ
~n dS. (2.26)
The´ore`me 1 Les maillages utilise´s jusqu’a` pre´sent sont compose´s exclusivement de triangles
en deux dimensions d’espace et de te´trae`dres en trois dimensions d’espace. On conside`re des
Ele´ments Finis (EF) de type Lagrangien P1 (polynoˆmes de degre´ 1). Soit N τi la fonction de
forme EF de type P1, de´finie sur τ , associe´e au sommet i. On a :∫∫
∂Ci∩τ
~n dS = −
∫∫∫
τ
~∇N τi dV. (2.27)
G
k
j
i
M’
M
Fig. 2.1: Notations pour Preuve 1
Preuve 1 On utilise les notations de Fig. 2.1. G est le centre de gravite´ du triangle {i, j, k},
M est le milieu de l’areˆte [i, j] et M ′ celui de l’areˆte [i, k]. La re´union des segments [M ′, G] et
[G,M ] forme les limites de la celulle duale lie´e au sommet i. La de´monstration se fait dans le
plan mais s’e´tend naturellement a` l’espace. Dans l’espace, la surface intersection entre la cellule
duale lie´e au sommet i et un te´trae`dre du maillage se de´finit en joignant le centre de gravite´
du te´trae`dre aux centres de gravite´ des faces et enfin aux milieux des areˆtes, comme repre´sente´
Fig. 2.2.
Soit :
~n∂Ci∩τ =
∫
∂Ci∩τ
~n dS, (2.28)
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i
Fig. 2.2: Intersection de la cellule duale lie´e au sommet i et un te´trae`dre
ou` τ = {i, j, k}. D’apre`s Fig. 2.1 :
~n∂Ci∩τ = ~nM ′G + ~nGM = ~nM ′M =
1
2
~njk. (2.29)
On a donc :
~n∂Ci∩τ · ~ij = Aire(τ), (2.30)
~n∂Ci∩τ · ~ik = Aire(τ). (2.31)
D’autre part, la fonction de forme EF de type P1 associe´e au sommet i se de´finit par :
N τi (i) = 1, N
τ
i (j) = 0, N
τ
i (k) = 0, (2.32)
N τi (m) = N
τ
i (i) + ~∇N
τ
i · ~im, (2.33)
ou` m est un point de l’e´le´ment τ . On en de´duit les e´galite´s suivantes :
~∇N τi · ~ij = −1, (2.34)
~∇N τi · ~ik = −1. (2.35)
Comme les fonctions de forme N τi sont affines :
~I =
∫∫
τ
~∇N τi dS = Aire(τ) ~∇N
τ
i (2.36)
alors :
~I · ~ij = −Aire(τ), (2.37)
~I · ~ik = −Aire(τ). (2.38)
On en conclut que :
(~I + ~n∂Ci∩τ ) · ~ij = 0, (2.39)
(~I + ~n∂Ci∩τ ) · ~ik = 0. (2.40)
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On a donc :
~n∂Ci∩τ = −
∫∫
τ
~∇N τi dS. (2.41)

Eq. (2.26) devient :∫∫
∂Ci∩τ
µ ~∇u · ~n dS = −µ ~∇u ·
∫∫∫
τ
~∇N τi dV = −
∫∫∫
τ
µ ~∇u · ~∇N τi dV. (2.42)
Et donc, l’inte´grale de flux totale Eq. (2.25) se re´e´crit :∫∫
∂Ci
µ ~∇u · ~n dS = −
∑
τ∈E(i)
∫∫∫
τ
µ ~∇u · ~∇N τi dV. (2.43)
The´ore`me 2 Le membre de droite correspond exactement a` l’ope´rateur de diffusion dans la
formulation variationnelle utilise´e dans la me´thode des Ele´ments Finis.
Preuve 2 On souhaite mode´liser, par la the´orie des Ele´ments Finis, l’e´quation scalaire de dif-
fusion suivante :
∂tT −∆T = 0. (2.44)
La formulation faible de ce proble`me sur le domaine D s’e´crit :∫∫∫
D
∂tTφdV −
∫∫∫
D
∆Tφ dV = 0, ∀φ. (2.45)
ou` T et φ satisfont a` des conditions de re´gularite´ que l’on ne de´taille pas ici. Les fonctions φ
sont les fonctions test ou fonctions de ponde´ration. On ne ve´rifie l’e´quation pre´ce´dente que pour
certaines fonctions φi choisies de telle manie`re qu’elles soient inde´pendantes les unes des autres
et en nombre e´gal au nombre d’inconnues, c’est-a`-dire au nombre de nœuds du maillage. Leur
support est compact, de´fini autour de chaque nœud. En appliquant le the´ore`me transport Eq.
(2.15) et en inte´grant par partie l’inte´grale de flux, on obtient donc :
∂
∂t
∫∫∫
D
Tφ dV = −
∫∫∫
D
~∇T · ~∇φ dV,
= −
∑
τ∈D
∫∫∫
τ
~∇T · ~∇φ dV. (2.46)
Dans la me´thode de Galerkin, que l’on adopte ici, les fonctions test sont prises e´gales aux
fonctions de forme N de´finies en chaque sommet de chaque e´le´ment. Pour de´terminer le degre´
de liberte´ i, on re´soud :
∂
∂t
∫∫∫
D
TiNi dV = −
∑
τ∈D
∫∫∫
τ
~∇T i · ~∇Ni dV,
= −
∑
τ∈E(i)
∫∫∫
τ
~∇T i · ~∇Ni dV. (2.47)
On retrouve bien l’inte´grale transforme´e Eq. (2.43) en remplac¸ant le champ scalaire T par la
composante u de la vitesse.

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2.1. Approche VF-EF pour le syste`me des lois de conservation
On termine la mode´lisation de l’inte´grale de flux Eq. (2.43) par l’approche EF. Cela signifie que,
sur un e´le´ment τ du maillage, on exprime la composante u de la vitesse par :
u(X) =
∑
l∈Sτ
ulN
τ
l (X), (2.48)
ou` Sτ est l’ensemble des sommets de l’e´le´ment τ , ul sont les valeurs nodales de u sur τ et N τl la
fonction de forme EF de type P1, de´finie sur τ , associe´e au sommet l. On de´duit une expression
pour le gradient de u :
~∇u τ =
∑
l∈Sτ
ul ~∇N τl . (2.49)
Comme les fonctions de forme sont line´aires, leur gradient est constant. Il en de´coule que
Eq. (2.49) fournit une valeur moyenne du gradient de u sur τ . L’e´quivalence entre les approches
VF et EF ne vaut donc que si l’on fait l’hypothe`se dans l’approche VF d’un gradient constant
par e´le´ment du maillage primal, ce que l’on a suppose´ en premier lieu.
The´ore`me 3 Le gradient sur l’e´le´ment τ fourni par la formule d’interpolation EF de type P1
est e´quivalent au gradient obtenu par l’application de la formule de Green-Gauss sur l’e´le´ment
τ :
~∇u τ =
∑
l∈Sτ
ul ~∇N τl =
1
Vτ
∫∫
∂τ
~u · ~n dS, (2.50)
ou` N τl est la fonction de forme EF de type P1 de´finie sur τ , associe´e au sommet l et Vτ est le
volume de τ .
Preuve 3 On pre´sente la de´monstration en deux dimensions d’espace. On conside`re la trans-
formation de coordonne´es F qui a` un e´le´ment triangle quelconque du plan fait correspondre un
e´le´ment triangle isoparame´trique tel que repre´sente´ Fig. 2.3. On e´crit ainsi que :
ξy
x
i j
k
j
k1
i
0 1
η
Fig. 2.3: Triangles quelconque et isoparame´trique
(
x−Xi
y − Yi
)
=
(
Xji Xki
Yji Yki
)(
ξ
η
)
= P
(
ξ
η
)
. (2.51)
On a note´ (Xi, Yi) les coordonne´es du nœud i et (Xji, Yji) = (Xj −Xi, Yj − Yi) les coordonne´es
du vecteur ~ij. Les fonctions de forme EF de type P1 associe´es a` l’e´le´ment {i, j, k} se de´finissent
dans l’espace de coordonne´es (ξ, η) par :
Ni(ξ, η) = 1− ξ − η, (2.52)
Nj(ξ, η) = ξ, (2.53)
Nk(ξ, η) = η. (2.54)
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On souhaite exprimer leur diffe´rentielle. Pour cela, on a besoin de connaˆıtre l’expression des
variations e´le´mentaires dξ et dη :(
dξ
dη
)
= P−1
(
dx
dy
)
=
1
det(P )
(
Yki −Xki
−Yji Xji
)(
dx
dy
)
. (2.55)
Les diffe´rentielles des fonctions de forme s’e´crivent :
dNi(ξ, η) = −dξ − dη, (2.56)
dNj(ξ, η) = dξ, (2.57)
dNk(ξ, η) = dη, (2.58)
ce qui fournit dans l’espace de coordonne´es (x, y) :
dNi(x, y) =
1
det(P )
(Yjk dx+Xkj dy), (2.59)
dNj(x, y) =
1
det(P )
(Yki dx−Xki dy), (2.60)
dNk(x, y) =
1
det(P )
(−Yji dx+Xji dy), (2.61)
avec det(P ) = 2Aire(ijk) = 2Vτ et sous forme de gradient :
~∇Ni = 1
det(P )
(
Yjk
−Xjk
)
=
1
2Vτ
~n intjk , (2.62)
~∇Nj = 1
det(P )
(
Yki
−Xki
)
=
1
2Vτ
~n intki , (2.63)
~∇Nk = 1
det(P )
( −Yji
Xji
)
=
1
2Vτ
~n intji , (2.64)
ou` ~n intji est la normale au coˆte´ [i, j], de norme ‖~ij‖, oriente´e vers l’inte´rieur de l’e´le´ment τ . On
obtient finalement :
~∇u τ =
∑
l∈Sτ
ul ~∇N τl =
1
2Vτ
(ui~n intjk + uj~n
int
ki + uk~n
int
ji ),
=
1
Vτ
(
(uj + uk)
2
~n extjk +
(uk + ui)
2
~n extki +
(uj + ui)
2
~n extji
)
,
=
1
Vτ
∫∫
∂τ
~u · ~n dS. (2.65)

En remplac¸ant le gradient de u Eq. (2.49) dans Eq. (2.43), on a :∫∫
∂Ci
µ ~∇u · ~n dS = −
∑
τ∈E(i)
∫∫∫
τ
µ
(∑
l∈Sτ
ul ~∇N τl
)
· ~∇N τi dV,
= −
∑
τ∈E(i)
µVτ
(∑
l∈Sτ
ul ~∇N τl
)
· ~∇N τi . (2.66)
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2.2. Extension de la me´trique au multie´le´ment
On voit apparaˆıtre les coefficients {Vτ ~∇N τl · ~∇N
τ
i , l = 1, . . . , NS , i = 1, . . . , NS} de la matrice
de masse EF. De cette manie`re, la mode´lisation de l’ope´rateur de de´rivation se fait simplement.
La de´finition de la cellule duale de´crite en Preuve 1, qui est la pierre angulaire de l’e´quivalence
des approches EF-VF, fut introduite en premier par A. Dervieux [58] pour les e´quations d’Euler
puis e´tendue aux e´quations de Navier-Stokes par Rostand et Stouﬄet [59] [60].
La convergence de la me´thode nume´rique ainsi de´finie est de´montre´e par Droniou et al. [61] et
Eymard et al. [62].
On a vu que la me´thode de calcul de l’ope´rateur de diffusion repose sur l’e´quivalence des ap-
proches EF-VF qui s’obtient en supposant un gradient moyen constant par e´le´ment du maillage
primal et l’e´galite´ Eq. (2.27). La de´monstration de cette e´galite´ se fait a` l’aide des proprie´te´s
des fonctions de forme EF de type P1 et de la de´finition des cellules duales. Or, les fonctions
de forme EF de type P1 sont associe´es aux e´le´ments triangulaires et te´trae´driques. Dans un
contexte multi-e´le´ment, les meˆmes fonctions de forme ne peuvent eˆtre utilise´es. Il
se pose donc la question de savoir comment calculer l’inte´grale de flux diffusif et
comment reconstruire le gradient d’un champ pour les autres types d’e´le´ments.
On peut de´ja` imaginer, a` partir de ce qui vient d’eˆtre pre´sente´, que deux voies sont a` explorer :
• Voie A : conside´rer un gradient moyen constant sur les e´le´ments du maillage primal obtenu
par application de la formule de Green- Gauss et calculer, quelque soit le type d’e´le´ments, les
normales ~n∂Ci∩τ qui ne peuvent plus eˆtre approche´es par les fonctions de forme EF. Dans ce
cas, le calcul du flux se fait simplement :∫∫
∂Ci∩τ
µ∇u · ~n dS = µ∇uτ ·
∫∫
∂Ci∩τ
~n dS = µ∇uτ · ~n∂Ci∩τ . (2.67)
Il est ne´cessaire de de´terminer la de´finition du gradient moyen et des normales pour chaque
type d’e´le´ments.
• Voie B : reconstruire le gradient a` l’aide des fonctions de forme EF adapte´es a` chaque type
d’e´le´ments et inte´grer nume´riquement l’inte´grale de flux car le gradient n’est plus constant.
L’inte´grale de flux devient dans ce cas :∫∫
∂Ci∩τ
µ∇u · ~n dS =
∫∫
∂Ci∩τ
µ
(∑
k∈Sτ
uk∇N τk
)
· ~n dS. (2.68)
L’expression du gradient est cette fois fixe´e par la formule d’interpolation des EF. On peut
envisager des strate´gies afin de simplifier ou pallier a` l’e´tape d’inte´gration nume´rique.
On pre´sente, dans les chapitres 3, 4 et 5, six discre´tisations possibles pour le terme diffusif
des e´quations de Navier-Stokes sur maillages multi-e´le´ments. L’ide´e de ce travail de the`se est
d’e´tudier en profondeur les proprie´te´s nume´riques de chacune des discre´tisations que l’on pro-
pose et choisir d’imple´menter celle qui pre´sente le meilleur compromis vis-a`-vis des impe´ratifs
industriels.
2.2 Extension de la me´trique au multie´le´ment
Dans le cadre du de´veloppement de la me´thode nume´rique pour maillages multi-e´le´ments, il est
ne´cessaire de ge´ne´raliser la de´finition des volumes de controˆle aux types d’e´le´ments suivant :
quadrilate`res en 2D, hexae`dres, prismes et pyramides en 3D.
Comme l’ont montre´ les e´tudes mene´es par Barth [46] et Viozat et al. [63], la forme des cellules
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de controˆle a une grande influence sur le comportement nume´rique de la discre´tisation. En
effet, sur des maillages e´tire´s, l’ordre de pre´cision atteint n’est pas force´ment le meˆme que pour
un maillage re´gulier car l’exactitude de l’approximation des flux est de´pendante de la forme
des cellules de controˆle. Il de´coule souvent de ce fait des difficulte´s a` converger. On reviendra
sur ces notions en abordant les questions de consistance, stabilite´ et convergence des nouvelles
me´thodes nume´riques propose´es dans les parties suivantes. Ces e´tudes n’ayant e´te´ mene´es que
pour des maillages de triangles, il aurait e´te´ inte´ressant d’e´tudier, dans un contexte de maillages
multi-e´le´ments, une de´finition de cellule duale qui permette d’avoir les meilleures proprie´te´s
nume´riques. Seulement, cette e´tude a e´te´ effectue´e dans l’ide´e de comple´ter un code industriel
de CFD qui utilise de´ja` une certaine me´thode nume´rique que l’on n’a pas souhaite´ modifier dans
un souci de non-re´gression de version.
Ainsi, comme on souhaite que ce qui est en place pour les maillages de triangles et te´trae`dres ne
soit pas modifie´, il de´coule que les milieux des areˆtes doivent servir a` la de´finition des volumes
de controˆle sur maillages multi-e´le´ments. Il faut savoir maintenant comment de´finir les autres
points constituant la cellule duale. Une fois le choix de la de´finition de la cellule duale arreˆte´,
on de´termine l’expression des vecteurs normaux aux surfaces ∂Cij et ∂Ci ∩ τ qui, on l’a vu dans
le paragraphe 2.1, interviennent dans l’expression des flux nume´riques convectif et visqueux.
On rappelle que Ci est la cellule duale associe´e au nœud i et τ le nom ge´ne´rique d’un e´le´ment
du maillage. On donne une repre´sentation des surfaces ∂Cij et ∂Ci ∩ τ dans un contexte de
maillages multi-e´le´ments bidimensionnels sur Fig. 2.4. On pre´sente enfin comment le volume,
a) b)
Fig. 2.4: Notations des surfaces de calcul pour les flux nume´riques.
respectivement l’aire en deux dimensions d’espace, des cellules duales est e´value´.
2.2.1 De´finition des cellules duales 2D
On va de´finir dans ce qui suit la forme ge´ome´trique, le calcul de l’aire de l’intersection de la cellule
duale associe´e a` un nœud avec un e´le´ment triangulaire, puis quadrangulaire et la fermeture des
cellules duales appartenant aux frontie`res du domaine.
Intersection avec un e´le´ment triangulaire
On repre´sente sur la Fig. 2.5 une cellule duale pour un maillage compose´ de triangles uniquement.
Soient τ1 le triangle de centre de gravite´ G1 et τ2 le triangle de centre de gravite´ G2. M est
le milieu de l’areˆte [i, j] et ~z est la normale unitaire au plan de travail oriente´e vers le lecteur.
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M’
G
2G
k
j
i
M
1
Fig. 2.5: Cellule duale 2D pour un maillage de triangles
D’apre`s les notations de la Fig. 2.5, la surface ∂Cij est forme´e par les segments [G1,M ] et
[M,G2]. Le vecteur ~ηij normal a` ∂Cij se de´compose en :
~ηij = ~η τ1ij + ~η
τ2
ij , (2.69)
ou` ~η τ1ij et ~η
τ2
ij sont respectivement les vecteurs normaux aux segments [G1,M ] et [M,G2]. On
k
η ij
τ 1
η ki
η kj
G1
M
M’
i
j
Fig. 2.6: De´finition de la normale ~η τ1ij du triangle τ1 = ijk
e´crit ~η τ1ij a` l’aide des notations de la Fig. 2.6. On a :
~G1M =
1
3
( ~iM + ~jM + ~kM),
=
1
6
(~ki+ ~kj). (2.70)
En appliquant une rotation d’angle pi2 , on trouve :
~η τ1ij =
1
6
(~nkj − ~nki). (2.71)
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~nki repre´sente la normale au segment [k, i] oriente´e vers l’exte´rieur de l’e´le´ment dont la norme
est la longueur du segment [k, i].
Calcul de l’aire de la cellule duale pour un maillage de triangles
The´ore`me 4 L’aire de l’intersection Ci ∩ τ est exactement le tiers de l’aire de l’e´lement τ .
Preuve 4 On a, dans les notations de Fig. 2.6 : Ci ∩ τ = Aire(iM ′G1M). Soit A l’aire du
triangle {iG1k}. Alors :
A =
1
2
‖ ~iG1 ∧ ~ik‖ = ‖ ~iG1 ∧ ~iM ′‖, (2.72)
car M ′ est le milieu de [i, k]. L’aire du triangle {i, j, k} est :
Aire(ijk) =
1
2
‖~ij ∧ ~ik‖. (2.73)
Or, en coordonne´es barycentriques :
G1 =
1
3
(i+ j + k). (2.74)
Donc :
~iG1 =
1
3
(~ij + ~ik) =
2
3
−−−−−−−→
i
(
j + k
2
)
=
2
3
~iM ′′, (2.75)
en de´finisant M ′′ comme le milieu de [j, k]. L’aire A se re´e´crit :
A =
1
3
‖ ~iM ′′ ∧ ~ik‖ = 1
3
‖
(
~ij + ~ik
2
)
∧ ~ik‖ = 1
6
‖~ij ∧ ~ik‖. (2.76)
On a donc A = 13Aire(ijk). Ainsi :
Aire(iG1M ′) =
A
2
=
1
6
Aire(ijk). (2.77)
De la meˆme manie`re, on obtient :
Aire(iG1M) =
Aire(iG1j)
2
=
1
6
Aire(ijk). (2.78)
Finalement :
Aire(iM ′G1M) = Aire(iG1M) +Aire(iG1M ′) =
1
3
Aire(ijk). (2.79)

Donc, dans le cas ou` le maillage n’est compose´ que de triangles, l’aire SCi de la cellule duale se
calcule simplement par :
SCi =
∑
τ∈E(i)
Sτ
3
, (2.80)
ou` Sτ est l’aire du triangle τ .
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τ
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n li
n kj
i
j
k
l
P
η ij
M
Fig. 2.7: Ele´ment quadrilate`re
Intersection avec un e´le´ment quadrangulaire
La proble´matique dans la de´finition de la cellule duale pour un e´le´ment quadrilate`re est de savoir
comment de´finir le point inte´rieur a` celui-ci, nomme´ P dans les notations de la Fig. 2.7. Une
proprie´te´ inte´ressante serait que le point P divise le quadrilate`re en quatre aires e´gales. Mais,
est-il possible de de´couper en quatre aires e´gales un quadriltate`re ?
The´ore`me 5 Il existe un point P tel que, en joignant ce point aux milieux des areˆtes, le qua-
drilate`re initial soit de´coupe´ en quatre sous-quadrilate`res d’aires e´gales.
P
A
I
B
J
C
K
D
L
Fig. 2.8: De´finition des notations
Preuve 5 On de´finit Fig. 2.8 les notations utilise´es dans la de´monstration. On a :
Aire(ALPI) =
1
2
‖ ~AI ∧ ~AP‖+ 1
2
‖ ~AP ∧ ~AL‖ = ‖ ~V1‖, (2.81)
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ou` ~V1 = 12( ~AI ∧ ~AP + ~AP ∧ ~AL) = 12 ~AP ∧ ~IL = 14 ~AP ∧ ~BD. De meˆme :
Aire(BIPJ) = ‖ ~V2‖ ou` ~V2 = 14
~BP ∧ ~CA, (2.82)
Aire(CJPK) = ‖ ~V3‖ ou` ~V3 = 14
~CP ∧ ~DB, (2.83)
Aire(DKPL) = ‖ ~V4‖ ou` ~V4 = 14
~DP ∧ ~AC. (2.84)
On cherche le point P tel que : ~V1 = ~V2 = ~V3 = ~V4.
Il re´sulte de l’e´galite´ ~V1 = ~V3 :
~AP ∧ ~BD = ~CP ∧ ~DB, (2.85)
( ~AP + ~CP ) ∧ ~BD = 0, (2.86)
2 ~UP ∧ ~BD = 0, (2.87)
ou` U est le milieu de [AC]. P se trouve donc sur la droite passant par U de vecteur directeur
~BD.
De meˆme, il re´sulte de l’e´galite´ ~V2 = ~V4 :
~BP ∧ ~CA = ~DP ∧ ~AC, (2.88)
( ~BP + ~DP ) ∧ ~CA = 0, (2.89)
2 ~V P ∧ ~CA = 0, (2.90)
ou` V est le milieu de [BD]. P se trouve donc sur la droite passant par V de vecteur directeur
~CA.
On a donc finalement ~V P = λ ~AC et ~UP = µ ~BD. On donne une repre´sentation graphique de la
U
A
I
B
J
C
K
D
L
V
P
Fig. 2.9: Situation du point P.
situation du point P Fig. 2.9.
On montre que le point P de´fini de cette manie`re est tel que ~V1 = ~V2. En effet :
~V1 = ~AP ∧ ~BD = ~AU ∧ ~BD = 12
~AC ∧ ~BD, (2.91)
car ~UP ∧ ~BD = 0. Et :
~V2 = ~BP ∧ ~CA = ~BV ∧ ~CA = 12
~BD ∧ ~CA = 1
2
~AC ∧ ~BD, (2.92)
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car ~V P ∧ ~CA = 0.
On a donc ~V1 = ~V2 d’apre`s les Eq. (2.91) et (2.92). Le point P existe donc et est unique.

L’inconve´nient de choisir ce point P pour la de´finition de la cellule duale est qu’il n’a pas de
coordonne´es simplement exprimables en fonction des coordonne´es des sommets. La de´finition
des normales aux faces ∂Cij ∩ τ devient une plus lourde taˆche compare´ au cas des triangles.
De plus, un tel point ne peut pas eˆtre de´fini pour tous les e´le´ments utilise´s en 3D (hexae`dres,
prismes, pyramides), donc la de´finition de la cellule duale serait diffe´rente selon la dimension de
l’espace de travail ce qui ne semble pas inte´ressant a priori.
Si l’on choisit de prendre le centre de gravite´ de l’e´le´ment comme point P , de part sa de´finition
comme barycentre des quatre sommets, la de´finition de la normale a` la surface ∂Cij ∩τ = [PM1]
est simple. En effet, dans ce cas, en utilisant les notations de la Fig. 2.7 :
~PM1 =
1
4
( ~iM1 + ~jM1 + ~kM1 + ~lM1),
=
1
8
(~ji+ 2 ~kj + 2~li+ ~ij),
=
1
4
( ~kj + ~li) (2.93)
On applique une rotation d’angle pi2 :
~η τij =
1
4
(~nkj − ~nli), (2.94)
~nkj repre´sente la normale au segment [k, j] oriente´e vers l’exte´rieur de l’e´le´ment dont la norme
est la longueur du segment [k, j]. Mais, le choix du centre de gravite´ implique que les quatre
aires qui vont diviser l’aire de l’e´le´ment initial ne seront pas force´ment e´gales. Le calcul de l’aire
des cellules duales ne peut donc se faire de la meˆme manie`re que pour les triangles. Il peut tout
de meˆme se faire simplement par une formule de Green Gauss, ce que l’on le montre dans le
paragraphe suivant.
Aire de la cellule de controˆle dans un contexte multie´le´ment
Afin d’avoir la meˆme de´finition quelque soit le type d’e´le´ment, l’aire de la cellule duale est
calcule´e simplement par une formule de type Green-Gauss sur les faces de la cellule que l’on
connaˆıt par les normales ~ηij aux faces associe´es aux areˆtes.
The´ore`me 6 En conside´rant Ci la cellule duale associe´e au nœud i, ∂Ci sa surface, ∂Cij les
surfaces associe´es aux areˆtes de normales ~ηij, S(i) l’ensemble des sommets connecte´s a` i par
une areˆte et ~X =
(
x
y
)
, l’aire de la cellule duale s’e´crit :∫∫
Ci
~∇. ~XdS =
∫
∂Ci
~X.~n dl,
2SCi =
∑
j∈S(i)
∫
∂Cij
~X.~n dl,
SCi =
1
2
∑
j∈S(i)
~Xij .~ηij , (2.95)
ou` ~Xij sont les coordonne´es du milieu M de l’areˆte [i, j].
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Fig. 2.10: Normale ~ηij a` la face ∂Cij
Preuve 6 On de´finit P1 et P2 comme e´tant les centres des cellules 1 et 2 Fig. 2.10. On cherche
a` calculer : ∫
∂Cij
~X.~n dl =
∫
P1M
~X.~n dl +
∫
MP2
~X.~n dl,
= ~n1.
∫
P1M
~Xdl + ~n2.
∫
MP2
~Xdl, (2.96)
ou` ~n1 et ~n2 sont respectivement les normales unitaires a` [P1M ] et [MP2]. Soit ~X1 le point moyen
de [P1M ] :
~X1 =
1
‖P1M‖
∫
P1M
~Xdl. (2.97)
~X1 est donc le milieu de [P1M ]. En remplac¸ant dans l’Eq. (2.96), on obtient :∫
∂Cij
~X.~n dl = ~nP1M . ~X1 + ~nMP2 . ~X2, (2.98)
ou` ~nP1M et ~nMP2 sont les normales non norme´es aux coˆte´s [P1M ] et [MP2]. On de´veloppe le
membre de droite de l’Eq. (2.98) :
~nP1M .
~X1 + ~nMP2 . ~X2 =
1
2
[
~nP1M .( ~P1 + ~M) + ~nMP2 .( ~M + ~P2)
]
,
=
1
2
[
~nP1M .
~P1 + ~nP1M . ~M + ~nMP2 . ~M + ~nMP2 . ~P2
]
,
=
1
2
[
~nP1M .( ~P1 − ~M + ~M) + (~nP1M + ~nMP2). ~M
+~nMP2 .( ~P2 − ~M + ~M)
]
,
=
1
2
[
~nP1M .
−−−→
MP1 + ~nP1M . ~M + ~ηij . ~M + ~nMP2 .
−−−→
MP2 + ~nMP2 . ~M
]
,
= ~ηij . ~M, (2.99)
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car les produits scalaires ~nP1M .
−−−→
MP1 et ~nMP2 .
−−−→
MP2 sont nuls.
On a donc finalement : ∫
∂Cij
~X.~n dl = ~ηij . ~M, (2.100)
ou` ~M est le vecteur coordonne´e du milieu de l’areˆte [i, j].

Fermeture aux bords
On pre´sente Fig. 2.11 une cellule duale bidimensionnelle associe´e a` un nœud appartenant a` une
frontie`re du domaine symbolise´e par les traits hachure´s. La fermeture de la cellule consiste a`
M’
1
C2
1
2
η ji
1
2
η ik
i
k
j
M
C
Fig. 2.11: Cellule duale frontie`re pour un cas bidimensionnel
de´finir le segment [M ′M ] comme appartenant a` ∂Ci. Ceci se fait par l’interme´diaire des normales
aux bords du domaine. En effet :
~nfi =
1
2
~nji +
1
2
~nik. (2.101)
~nji et ~nik sont respectivement les normales aux coˆte´s [j, i] et [i, k] oriente´es vers l’exte´rieur du
domaine. La normale ~nfi est symboliquement associe´e au nœud de bord i.
2.2.2 De´finition des cellules duales 3D
La de´finition de la cellule duale est fixe´e d’apre`s l’e´tude bidimensionnelle. Elle se base sur les
meˆmes points que pour les te´trae`dres. On de´crit ici les intersections de la cellule duale avec
un e´le´ment te´trae´drique, hexae´drique, prismatique et pyramidal qui passe par la de´finition des
normales aux surfaces ∂Cij ∩ τ . On finira en pre´sentant le calcul du volume des cellules duales
tridimensionnelles et la fermeture des cellules aux bords du domaine.
Intersection avec un e´le´ment te´trae´drique
On repre´sente sur la Fig. 2.12 l’intersection de la cellule duale associe´e au nœud i et d’un
te´trae`dre quelconque τ du maillage. On de´signe par M1, M2 et M3 respectivement les milieux
des areˆtes [i, k], [i, l] et [i, j] et par G1, G2 et G3 respectivement les centres de gravite´ des faces
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Fig. 2.12: Intersection du volume de controˆle Ci avec un te´trae`dre.
(ikl), (ilj) et (ijk). G est le centre de gravite´ du te´trae`dre τ . Le quadrilate`re forme´ par les points
{G,G2, G3,M3} repre´sente ∂Cij ∩ τ .
The´ore`me 7 Dans un te´trae`dre, les quatre points {G,G2, G3,M3} sont coplanaires.
Preuve 7 On a en coordonne´es barycentriques :
M3 =
I + J
2
, G2 =
I + J + L
3
, G3 =
I + J +K
3
, G =
I + J +K + L
4
, (2.102)
ce qui permet d’e´crire :
G2 =
2M3 + L
3
, G3 =
2M3 +K
3
, G =
2M3 +K + L
4
, (2.103)
ou sous forme vectorielle :
−−−→
M3G2 =
1
3
−−→
M3L,
−−−→
M3G3 =
1
3
−−−→
M3K,
−−−→
M3G =
1
4
(
−−−→
M3K +
−−→
M3L). (2.104)
Donc :
−−−→
M3G =
3
4
(
−−−→
M3G3 +
−−−→
M3G2). (2.105)
On en de´duit que les points M3, G, G3 et G2 sont coplanaires. Il en est de meˆme pour M2, G,
G2, G1 et M1, G, G3 et G1.

On veut calculer maintenant l’inte´grale de ~n sur la surface ∂Cij ∩ τ . D’apre`s les notations de la
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Fig. 2.12, on a :
~η τij =
∫∫
∂Cij∩τ
~ndS = Aire(M3, G3, G,G2)
−−−→
M3G2 ∧ −−−→M3G3
‖−−−→M3G2 ∧ −−−→M3G3‖
,
=
1
2
−−→
GG3 ∧ −−→GG2 + 12
−−−→
G2M3 ∧ −−−→G3M3. (2.106)
D’apre`s les formes vectorielles Eq. (2.104), on e´crit l’aire du triangle M3G3G2 comme e´tant :
Aire(M3G3G2) =
1
2
‖−−−→M3G2 ∧ −−−→M3G3‖ = 118‖
−−→
M3L ∧ −−−→M3K‖. (2.107)
Et on de´finit les vecteurs
−−→
GG3 et
−−→
GG2 en fonction des vecteurs
−−→
M3L et
−−−→
M3K :
−−→
GG3 =
−−−→
GM3 +
−−−→
M3G3 =
1
3
−−−→
M3K − 14
−−−→
M3K − 14
−−→
M3L =
1
12
−−−→
M3K − 14
−−→
M3L, (2.108)
−−→
GG2 =
−−−→
GM3 +
−−−→
M3G2 =
1
3
−−→
M3L− 14
−−−→
M3K − 14
−−→
M3L =
1
12
−−→
M3L− 14
−−−→
M3K, (2.109)
et :
−−→
GG3 ∧ −−→GG2 = ( 112
−−−→
M3K − 14
−−→
M3L) ∧ ( 112
−−→
M3L− 14
−−−→
M3K),
=
1
144
−−−→
M3K ∧ −−→M3L+ 116
−−→
M3L ∧ −−−→M3K,
= (
1
16
− 1
144
)
−−→
M3L ∧ −−−→M3K,
=
1
18
−−→
M3L ∧ −−−→M3K. (2.110)
On obtient donc l’aire du triangle GG2G3 :
Aire(GG2G3) =
1
2
‖−−→GG3 ∧ −−→GG2‖,
=
1
36
‖−−→M3L ∧ −−−→M3K‖, (2.111)
=
1
2
Aire(M3G3G2). (2.112)
D’apre`s les Eq. (2.107) et (2.111), on est en mesure d’e´crire que :
Aire(M3, G3, G,G2) = (
1
18
+
1
36
)‖−−→M3L ∧ −−−→M3K‖,
=
1
12
‖−−→M3L ∧ −−−→M3K‖. (2.113)
Il en de´coule que :∫∫
∂Cij∩τ
~ηdS =
1
12
‖−−→M3L ∧ −−−→M3K‖
−−→
M3L ∧ −−−→M3K
‖−−→M3L ∧ −−−→M3K‖
=
1
12
−−→
M3L ∧ −−−→M3K. (2.114)
A l’aide de l’e´quation Eq. (2.110), on obtient :
~η τij =
∫∫
∂Cij∩τ
~ndS =
3
2
−−→
GG3 ∧ −−→GG2 . (2.115)
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On re´e´crit ce vecteur normal ~η τij en conside´rant que
−−→
GG3 = 14
−−→
LG3 et
−−→
GG2 = 14
−−−→
KG2 :
~η τij =
3
2
[
1
16
(
−−→
LG3 ∧ −−−→KG2)
]
. (2.116)
Or :
−−→
LG3 ∧ −−−→KG2 = 19(
−→
LI +
−→
LJ +
−−→
LK) ∧ (−→KI +−−→KJ +−−→KL),
=
1
9
(
−→
LI +
−→
LJ +
−−→
LK) ∧ (3−−→KL+−→LI +−→LJ),
=
1
9
(−4−→LI ∧ −−→LK − 4−→LJ ∧ −−→LK),
=
4
9
(2~nLKJ − 2~nLKI), (2.117)
ou` ~nLKI est la normale a` la face (LKI) dirige´e vers l’exte´rieur de l’e´le´ment dont la norme est
e´quivalente a` l’aire de la face en question. En remplac¸ant l’Eq. (2.117) dans l’Eq. (2.116) on
obtient finalement :
~η τij =
1
12
(~nLKJ − ~nLKI). (2.118)
Intersection avec un e´le´ment he´xae´drique
A l’image de ce qui est fait en 2D, la de´finition de la cellule duale est base´e sur les types de
points suivants : le centre de gravite´ de l’e´le´ment, les centres de gravite´ des faces, les milieux des
areˆtes. Ce choix est fait car ces points ont tous une de´finition simple en fonction des coordonne´es
des sommets de l’e´le´ment. On repre´sente sur la Fig. 2.13 la surface ∂Cij ∩ τ . On nomme G le
η
i
j
M
G
Gf2
Gf1
ηij
2
ij
1
Fig. 2.13: Calcul de la normale a` ∂Cij ∩ τ pour un hexae`dre
centre de gravite´ de l’e´le´ment, Gf1 le centre de gravite´ de la premie`re face contenant l’areˆte [i, j],
Gf2 le centre de gravite´ de la deuxie`me face contenant l’areˆte [i, j] et M le milieu de [i, j]. Le
vecteur normal ητij a` ∂Cij ∩ τ se de´compose en deux vecteurs η1ij et η2ij normaux respectivement
aux faces triangulaires, donc planes, (MGf1G) et (MGf2G) :
~η τij = ~η
1
ij + ~η
2
ij . (2.119)
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Ces deux vecteurs correspondent a` :
~η 1ij =
1
2
−−→
MG ∧ −−−→MGf1 , (2.120)
~η 2ij =
1
2
−−−→
MGf2 ∧
−−→
MG. (2.121)
On peut montrer facilement que :
~η τij = ~η
1
ij + ~η
2
ij =
1
2
−−→
MG ∧ −−−→MGf1 +
1
2
−−−→
MGf2 ∧
−−→
MG,
=
1
2
−−−→
Gf1M ∧
−−−−→
Gf1Gf2 +
1
2
−−−−→
Gf1Gf2 ∧
−−−→
Gf1G,
~η τij =
1
2
−−→
GM ∧ −−−−→Gf1Gf2 . (2.122)
Le vecteur ~η τij se calcule donc simplement par l’Eq. (2.122) une fois les coordonne´es des points
M , Gf1 , Gf2 et G de´termine´es.
Intersection avec un e´le´ment prismatique ou pyramidal
Le calcul de ~η τij se fait de manie`re similaire au cas de l’hexae`dre, Eq. (2.122), pour les autres
types d’e´le´ments car une areˆte n’est jamais partage´e que par deux faces d’un meˆme e´le´ment
comme le montrent les repre´sentations Fig. 2.14 et Fig. 2.15 pour respectivement un e´le´ment
prismatique et un e´le´ment pyramidal.
2
Μ
i
j
Gf2
G
ηij
η ij
Gf1
1
2
ηij
2
ijη
1
i
G
Gf
Μ Gf
j
1
Fig. 2.14: Calcul de la normale a` ∂Cij ∩ τ pour un prisme dans deux configurations diffe´rentes
Volume de la cellule de controˆle dans un contexte multie´le´ment
Pour calculer le volume de la cellule duale, on utilise le meˆme proce´de´ que dans l’approche
bidimensionnelle.
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Fig. 2.15: Calcul de la normale a` ∂Cij∩τ pour une pyramide dans deux configurations diffe´rentes
The´ore`me 8 Le volume VCi de la cellule de controˆle est :∫∫∫
Ci
~∇. ~XdS =
∫∫
∂Ci
~X.~n dS,
3VCi =
∑
j∈S(i)
∫∫
∂Cij
~X.~n dS,
VCi =
1
3
∑
j∈S(i)
~Xij .~ηij , (2.123)
ou` ~Xij sont les coordonne´es du milieu M de l’areˆte [i, j].
Preuve 8 On utilise les notations utilise´es dans les Fig. 2.13 a` 2.15. On souhaite calculer :∫∫
∂Cij
~X.~ndS =
∫∫
MGf1G
~X.~n dS +
∫∫
MGf2G
~X.~n dS,
= ~n1.
∫∫
MGf1G
~XdS + ~n2.
∫∫
MGf2G
~XdS, (2.124)
ou` ~n1 et ~n2 sont respectivement les normales unitaires aux faces (MGf1G) et (MGf2G). Soit
~X1 le point moyen de (MGf1G) :
~X1 =
1
Aire(MGf1G)
∫∫
MGf1G
~XdS. (2.125)
~X1 est donc le centre de gravite´ de (MGf1G). En remplac¸ant dans l’Eq. (2.124), on obtient :∫∫
∂Cij
~X.~n dS = ~η 1ij . ~X1 + ~η
2
ij .
~X2 . (2.126)
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On de´veloppe le membre de droite de l’Eq. (2.126) :
~η 1ij .
~X1 + ~η 2ij . ~X2 =
1
3
~η 1ij .
(
~M + ~Gf1 + ~G
)
+
1
3
~η 2ij .
(
~M + ~Gf2 + ~G
)
,
=
1
3
~η τij . ~M +
1
3
~η τij . ~G+
1
3
~η 1ij . ~Gf1 +
1
3
~η 2ij . ~Gf2 ,
=
1
3
~η τij .
~M +
1
3
~η τij .
~M +
1
3
~η τij .
~MG+
1
3
~η 1ij .
~M +
1
3
~η 1ij .
~MGf1 +
1
3
~η 2ij .
~M
+
1
3
~η 2ij . ~MGf2 . (2.127)
Comme les produits scalaires ~η τij . ~MG, ~η
1
ij .
~MGf1 et ~η
2
ij .
~MGf2 sont nuls par de´finition des vecteurs
normaux ~η τij , ~η
1
ij et ~η
2
ij, on a :
~η 1ij .
~X1 + ~η 2ij . ~X2 =
1
3
~η τij .
~M +
1
3
~η τij .
~M +
1
3
(~η 1ij + ~η
2
ij). ~M,
= ~η τij . ~M, (2.128)
ou` M est le milieu de l’areˆte [i, j].
Finalement : ∫∫
∂Cij∩τ
~X.~ndS = ~η τij . ~M. (2.129)
Il faut bien noter la surface d’inte´gration dans ce cas. Le calcul n’est pre´sente´ que pour la surface
d’intersection ∂Cij ∩ τ , il faut sommer ensuite sur tous les e´le´ments τ entourant l’areˆte [i, j]
pour obtenir le vecteur ~ηij global.

Fermeture aux bords
L’intersection des volumes de controˆle avec les frontie`res du domaine se compose de faces trian-
gulaires et quadrangulaires.
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Fig. 2.16: a) Cellule duale frontie`re pour un hexae`dre, b) Cellule duale frontie`re pour une
pyramide
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On montre Fig. 2.16 a) l’exemple d’un hexae`dre partageant une de ces faces avec une frontie`re
du domaine. Cette frontie`re est mate´rialise´e par le plan F . Le vecteur ~z pointe vers l’exte´rieur
du domaine. Pour fermer la cellule duale du nœud i, il suffit de calculer la normale ~η f τi , cela se
fait en utilisant la meˆme formule Eq. (2.122) :
~η f τi =
1
2
−→
iG ∧ −−−→M ′M, (2.130)
et de re´ite´rer le proce´de´ pour tous les e´le´ments contenant le nœud de bord i. On obtient la
normale globale fermant la cellule Ci par :
~η fi =
∑
τ∈E(i)
~η f τi , (2.131)
ou` E(i) est l’ensemble des e´le´ments contenant le nœud i. Cette normale ~n fi est symboliquement
associe´e au nœud de bord i.
On donne Fig. 2.16 b) l’exemple d’une pyramide qui partage une de ces faces triangulaires avec
la frontie`re F . Dans ce cas, la normale ~η f τi repre´sente exactement un tiers de la normale au
triangle frontie`re.
2.3 Quelques concepts d’analyse nume´rique
On souhaite mettre en place une nouvelle discre´tisation pour l’ope´rateur diffusif des e´quations
re´solues par le code N3S-Natur. En montrant, dans un premier paragraphe, qu’une e´quation
d’advection-diffusion scalaire pre´sente les meˆmes proprie´te´s que les e´quations re´gissant un syste`me
fluide sous certaines conditions, on e´tablit le cadre d’e´tude que l’on utilise dans la suite. On
de´finit, ensuite, les outils d’e´valuation des proprie´te´s nume´riques d’une discre´tisation, outils
dont on se servira aux chapitres 3, 4 et 5.
2.3.1 L’e´quation d’advection diffusion
On va montrer comment les e´quations re´gissant les e´coulements fluides en ge´ne´ral appartiennent
toutes a` une des trois grandes familles d’e´quations diffe´rentielles : les e´quations elliptique, pa-
rabolique ou hyperbolique. Des exemples types de chacune de ces formes donnent un aperc¸u
complet des syste`mes fluides possibles. La non-line´arite´ de la plupart des mode`les est une dif-
ficulte´ additionnelle qui n’est pas traite´e ici. On reprend ici notamment quelques de´finitions
donne´es par Hirsch [64].
On e´crit, en une dimension d’espace, le syste`me des lois de conservation applicables a` un fluide
compressible :
∂tρ+ ∂x(ρu) = 0, (2.132)
∂t(ρu) + ∂x(ρu2 + p) = ∂x(ν∂xu), (2.133)
ρ [∂te+ u∂xe] = −p∂xu+ τ∂xu+ ∂x(λ∂xT ) + q. (2.134)
Si la vitesse u(x, t) est constante, Eq. (2.132), repre´sentant la conservation de la masse, prend
la forme d’une e´quation de convection line´aire :
∂tρ+ u ∂xρ = 0. (2.135)
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C’est une e´quation hyperbolique en (x, t) qui peut eˆtre interpre´te´e comme le transport de la
masse ρ par un e´coulement de vitesse u.
En conside´rant que le fluide est au repos ou se de´place tre`s lentement, on peut ne´gliger, dans
l’e´quation de l’e´nergie Eq. (2.134), les termes concernant la vitesse u. Dans le cas d’un gaz parfait
(P = ρrT ), on obtient ainsi l’e´quation de la chaleur (e = cvT avec cv la capacite´ calorifique a`
volume constant, λ la conductivite´ constante) :
∂tT = α∂xxT + q, (2.136)
ou` α = λ/(ρcv). Cette e´quation est typiquement une e´quation parabolique en temps, dans
l’espace (x, t), pour un terme source q ne de´pendant pas d’un gradient de tempe´rature. Elle de´crit
une diffusion de chaleur dans le milieu. Si l’on suppose, en plus, des conditions stationnaires, on
obtient l’e´quation de Poisson :
∂xxT = − 1
α
q, (2.137)
qui est elliptique. Elle de´crit une diffusion isotrope en x. Dans le cas ou` la vitesse n’est pas nulle,
l’e´quation de la chaleur s’e´crit :
∂tT + u∂xT = α∂xxT + q, (2.138)
Cette e´quation est aussi parabolique en temps dans l’espace (x, t) mais est dite de convection
diffusion car interviennent simultane´ment un phe´nome`ne convectif de vitesse u et un phe´nome`ne
de diffusion de coefficient de diffusivite´ α. Le nombre adimensionne´ uL/α, avec L une longueur
caracte´ristique, est nomme´ nombre de Peclet. Il joue le meˆme roˆle que le nombre de Reynolds
uL/ν pour l’e´quation sur la quantite´ de mouvement Eq. (2.133) : ils e´valuent le rapport entre
flux convectif et flux diffusif. Ces nombres sont importants. Pour l’e´quation de la chaleur, dans
le cas ou` le nombre de Pe´clet est tre`s grand, ce sont les flux convectifs qui sont dominants et
donc l’e´quation devient hyperbolique alors qu’a` l’inverse, on se rapproche d’un phe´nome`ne de
diffusion pure. Pour les valeurs interme´diaires de ce nombre, la pre´sence des deux phe´nome`nes
peut poser des proble`mes de pre´cision dans les simulations nume´riques.
On remarque que la forme de l’e´quation de convection-diffusion Eq. (2.138) est aussi la forme
ge´ne´rale obtenue pour le transport d’une espe`ce scalaire Y :
∂tY + u∂xY = Γ∂xxY + ω˙. (2.139)
Γ est le coefficient de diffusion de l’espe`ce Y et ω˙ le taux de production. S’il y a inde´pendance
par rapport au temps, l’e´quation de transport devient :
u∂xY = Γ∂xxY + ω˙. (2.140)
Au bout d’un temps certain, les solutions de Eq. (2.139) et Eq. (2.140) sont identiques pour un
champ stationnaire Y et des conditions limites inde´pendantes du temps.
On e´tend l’e´criture de l’e´quation de convection-diffusion a` deux dimensions d’espace :
∂tY + u
(
∂Y
∂x
+
∂Y
∂y
)
= Γ∆Y + ω˙. (2.141)
Cette e´quation manifeste un comportement semblable aux e´quations de transport pre´sentes dans
le syste`me des e´quations de Navier-Stokes dans un cas line´aire. On va donc s’inte´resser a` l’e´tude
de sa discre´tisation par une approche Volumes Finis centre´ aux sommets sur maillages multi-
e´le´ments afin de de´terminer le nouveau sche´ma nume´rique pour l’ope´rateur diffusif du code
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N3S-Natur. Dans un premier temps, on s’inte´resse a` la mode´lisation nume´rique de l’e´quation
de la chaleur (u = 0) qui permet de se focaliser sur l’ope´rateur diffusif mais on testera aussi
la robustesse de la nouvelle me´thode nume´rique en pre´sence d’un phe´nome`ne d’advection pour
examiner d’e´ventuels proble`mes de pre´cision. L’e´quation de la chaleur Eq. (2.136) s’e´crit en deux
dimensions d’espace sans terme source :
∂tT = α∆T. (2.142)
Le domaine de calcul D est partitionne´ par l’ensemble {Ci, i = 1, . . . , Nc} de´fini par Eq. (2.9).
On de´finit Ti tel que :
Ti =
1
Vi
∫∫
Ci
T (x, t)dS, (2.143)
ou` Vi est le volume de la cellule Ci. Le sche´ma Volumes Finis de l’Eq. (2.142) s’e´crit :∫∫
Ci
∂tTdS =
∫∫
Ci
α∆TdS, (2.144)
dont on re´exprime le membre de droite a` l’aide de la formule de Green Gauss :∫∫
Ci
∂tTdS =
∫
∂Ci
α~∇T · ~n dl, (2.145)
avec ~n la normale sortante a` la surface ∂Ci. L’e´quation de la chaleur se met sous la forme semi
discre`te suivante :
Vi (∂tT )i = α
∑
j∈Sd(i)
ajTj , (2.146)
ou` {aj , j ∈ Sd(i)} sont les coefficients de la discre´tisation, Sd(i) repre´sente l’ensemble des
sommets composant les e´le´ments contenant le nœud i et (∂tT )i la de´rive´e temporelle du champ
T e´value´e en i. La discre´tisation la plus simple est obtenue en e´valuant le membre de droite au
temps n et en approchant (∂tT )i par une discre´tisation a` un pas :
Vi (Tn+1i − Tni )
δt
= α
∑
j∈Sd(i)
ajT
n
j , (2.147)
avec Tni de´fini par Eq. (2.143) e´value´ au temps t
n = nδt.
Mais il faut tout d’abord de´finir les outils mathe´matiques qui permettent de controˆler si l’ap-
proximation du proble`me diffe´rentiel Eq. (2.144) par le proble`me discret Eq. (2.147) est bonne,
de pre´dire la limite de stabilite´ du sche´ma nume´rique employe´ ou de connaˆıtre la pre´cision de la
solution nume´rique. Trois concepts vont donc eˆtre aborde´s :
1. le concept de consistance, qui impose une relation entre les e´quations discre´tise´es et les
e´quations diffe´rentielles ;
2. le concept de stabilite´, qui lie la solution calcule´e a` la solution exacte des e´quations
discre´tise´es ;
3. le concept de convergence, qui lie la solution calcule´e a` la solution exacte des e´quations
diffe´rentielles.
On pre´sente maintenant ces trois notions de consistance, stabilite´ et convergence.
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2.3.2 La consistance
La consistance exprime le fait que les e´quations discre´tise´es doivent se rapprocher des e´quations
diffe´rentielles quand δt et ∆x tendent vers ze´ro, c’est-a`-dire que la diffe´rence entre les e´quations
discre´tise´es et les e´quations diffe´rentielles doit tendre vers ze´ro. Afin de le ve´rifier, on remplace,
dans les e´quations discre´tise´s, les valeurs Tni par leur de´veloppement de Taylor. En conside´rant
que le sommet j se trouve dans un voisinage du sommet i et que la fonction T (x, t) est suffisam-
ment re´gulie`re, alors :
Tnj = T
n
i +∇Tni . ~dij +
1
2
~dij
T
(∇Tni )2 ~dij + o(h2), (2.148)
avec :
(∇Tni )2 =

∂2Tni
∂2x
∂2Tni
∂x∂y
∂2Tni
∂x∂y
∂2Tni
∂2y
 , ~dij = ( xj − xiyj − yi
)
, (2.149)
et h est le diame`tre maximal des e´le´ments du maillage. Par extension, on a :
α
∑
j∈Sd(i)
ajT
n
j = α
 ∑
j∈Sd(i)
aj
Tni + (∇T )ni .α
 ∑
j∈Sd(i)
aj ~dij
+ α
2
∑
j∈Sd(i)
ajΠn( ~dij) + o(h2),
(2.150)
ou` Πn est la forme quadratique de´finie par :
Πn :
(
h
k
)
7→ ∂
2Tni
∂x2
h2 + 2
∂2Tni
∂x∂y
hk +
∂2Tni
∂y2
k2. (2.151)
De la meˆme manie`re, le de´veloppement de Taylor par rapport au temps fournit :
Tn+1i = T
n
i + δt ∂tT
n
i +
δt2
2
∂ttT
n
i + o(δt
2). (2.152)
En substituant les de´veloppements de Taylor Eq. (2.150) et (2.152) dans le sche´ma Eq. (2.147) :Vi(Tn+1i − Tni )
δt
− α
∑
j∈Sd(i)
ajT
n
j
 = Vi∂tTni + Vi δt2 ∂ttTni − α
 ∑
j∈Sd(i)
aj
Tni
−(∇T )ni .α
 ∑
j∈Sd(i)
aj ~dij
− α
2
∑
j∈Sd(i)
ajΠn( ~dij) + o(δt, h2). (2.153)
La notion de consistance peut s’interpre´ter de la manie`re suivante. On conside`re les valeurs
Tni comme la solution exacte de Eq. (2.142). On note T˜
n
i la solution exacte du sche´ma
nume´rique Eq. (2.147), Eq. (2.153) se re´duit donc a` :
0 = Vi∂tT˜ni + Vi
δt
2
∂ttT˜
n
i − α
 ∑
j∈Sd(i)
aj
 T˜ni − (∇T˜ )ni .α
 ∑
j∈Sd(i)
aj ~dij

−α
2
∑
j∈Sd(i)
ajΠn( ~dij) + o(δt, h2). (2.154)
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La solution exacte du sche´ma nume´rique ne re´soud pas exactement l’e´quation diffe´rentielle
dicre´tise´e a` δt et h donne´s. La condition de consistance exprime le fait que le sche´ma nume´rique
repre´sente les e´quations discre´tise´es. Il faut donc impe´rativement pour cela :∑
j∈Sd(i)
aj = 0, (2.155)
∑
j∈Sd(i)
aj ~dij = 0, (2.156)
et :
1
2
∑
j∈Sd(i)
ajΠn( ~dij) = Vi∆Tni + o(h
2). (2.157)
Si Eq. (2.155), Eq. (2.156) et Eq. (2.157) sont ve´rifie´es, on a :Vi(Tn+1i − Tni )
δt
− α
∑
j∈Sd(i)
ajT
n
j
− Vi(∂tTni + α∆Tni ) = Vi δt2 ∂ttTni + o(δt, h2). (2.158)
On a ainsi consistance. L’erreur de troncature entre le sche´ma nume´rique et le proble`me continu
est :
εT = Vi
δt
2
∂ttT
n
i + o(δt, h
2). (2.159)
Elle de´finit l’ordre de pre´cision du sche´ma :
εT = O(δtp, hq), (2.160)
ou` p et q sont les plus petites puissances intervenant dans l’expression de εT . On dit que le
sche´ma est d’ordre p en temps et q en espace. D’apre`s l’expression Eq. (2.158), quand il y a
consistance, on en de´duit que le sche´ma est d’ordre un en temps et deux en espace.
De´finition 5 Si la somme des coefficients de la discre´tisation n’est pas nulle, c’est-a`-dire que
Eq. (2.155) n’est pas ve´rifie´e, on dit que la discre´tisation est dangereusement inconsistante.
De´finition 6 Si
∑
j∈Sd(i)
aj = 0 et
∑
j∈Sd(i)
aj ~dij 6= 0, le sche´ma nume´rique est d’ordre seulement
un en espace.
De´finition 7 Si
∑
j∈Sd(i)
aj = 0 et
∑
j∈Sd(i)
aj ~dij = 0 mais que Eq. (2.157) n’est pas ve´rifie´e, le
sche´ma nume´rique est d’ordre deux mais n’est pas consistant.
Quand ce cas se pre´sentera dans la suite, on dira simplement que ”le sche´ma nume´rique n’est
pas consistant”.
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2.3.3 La stabilite´
L’e´tude faite par Lax [12] du syste`me non line´aire des e´quations de lois de conservation aboutit
aux constatations suivantes :
• les variations totales croissantes ou de´croissantes de la solution diffe´rentielle entre deux paires
de caracte´ristiques sont conserve´es. On de´finit la variation totale dans le cas continu et en une
dimension d’espace par :
TV (W ) =
∫
D
| ∂W
∂x
| dx, (2.161)
et dans le cas discret :
TV (W ) =
N∑
j=1
|Wj −Wj−1 | . (2.162)
En particulier, la variation totale de l’entropie, issue du proble`me continu ou discret, doit
de´croˆıtre, au cours du temps dans le cas continu ou au cours de la convergence dans le cas
discret :
TV (W )n+1 ≤ TV (W )n. (2.163)
Les sche´mas base´s sur cette proprie´te´ sont dits TVD (”Total Variation Diminishing”).
• une solution monotone entre deux caracte´ristiques reste monotone, il n’y a pas de nouvel
extremum qui soit cre´e´. De plus, le maximum local n’augmente pas et le minimum local ne
diminue pas. On de´finit le concept de principe du maximum, dans le cas discret :
∀i ∈ [1, NS ], ∀n ∈ N+, min
i
(T 0i ) ≤ Tni ≤ max
i
(T 0i ). (2.164)
Il se trouve qu’un sche´ma monotone ve´rifie le principe du maximum (Barth [46]).
On cherche donc a` de´finir des sche´mas nume´riques monotones qui n’amplifient pas au cours
du temps l’amplitude des modes harmoniques afin qu’ils aient les meˆmes proprie´te´s que les
e´quations diffe´rentielles qu’ils reproduisent.
La notion de stabilite´ dit que le sche´ma aux diffe´rences ne doit pas amplifier l’erreur au cours
de la progression en temps. On nomme ici T la solution du sche´ma nume´rique et T˜ la solution
exacte des e´quations discre´tise´es. L’erreur commise entre T et T˜ doit rester borne´e lorsque n
tend vers l’infini a` δt fixe´. On de´finit l’erreur comme :
εni = T
n
i − T˜ni . (2.165)
La condition de stabilite´ s’e´crit donc :
∃K ∈ R+,∀n ∈ N, | εni |≤ K, (2.166)
pour δt fixe et K une constante inde´pendante de n.
Une de´finition plus ge´ne´rale de cette notion de stabilite´ consiste a` imposer que chaque compo-
sante de la solution initiale reste borne´e. En supposant le sche´ma nume´rique line´aire, on l’e´crit
sous forme d’ope´rateur de la manie`re suivante :
T 1 = C · T 0,
T 2 = C · T 1 = CC · T 0 = C2 · T 0,
...
Tn+1 = C · Tn = Cn · T 0. (2.167)
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L’ensemble des ope´rateurs Cn doit rester borne´ uniforme´ment, c’est-a`-dire qu’il existe une
constante K telle que :
∃K ∈ R+,∃T ∈ R+, (0 < δt < T : ∀n ∈ N, ‖Cn‖ < K) . (2.168)
A titre d’exemple, en reprenant le sche´ma nume´rique Eq. (2.147), l’application C est de´finie
par :
Tn+1i = (1 +
αδt
Vi
ai)Tni +
αδt
Vi
∑
j∈Sd(i)−{i}
ajT
n
j . (2.169)
On conside`re la solution harmonique :
Tni = A
neσ(kxi+k
′yi) ou` σ2 = −1. (2.170)
On suppose ici A re´elle mais le re´sultat est le meˆme en conside´rant A complexe.
En remplac¸ant le champ de controˆle par sa forme harmonique, on obtient :
A− (1 + αδt
Vi
ai) =
αδt
Vi
∑
j∈Sd(i)−{i}
aje
σ(kxj+k
′yj) avec A =
An+1
An
. (2.171)
A l’aide de la majoration suivante :
|
∑
j∈Sd(i)−{i}
aje
σ(kxj+k
′yj) | ≤
∑
j∈Sd(i)−{i}
| aj |, (2.172)
on en de´duit un encadrement pour A :
−αδt
Vi
∑
j∈Sd(i)−{i}
| aj | ≤ A− (1 + αδt
Vi
ai) ≤ αδt
Vi
∑
j∈Sd(i)−{i}
| aj |,
(1 +
αδt
Vi
ai)− αδt
Vi
∑
j∈Sd(i)−{i}
| aj | ≤ A ≤ (1 + αδt
Vi
ai) +
αδt
Vi
∑
j∈Sd(i)−{i}
| aj | .
(2.173)
L’amplitude du mode harmonique ne croˆıt pas au cours du temps si | A |≤ 1 et pour cela, il
suffit que : 
(1 +
αδt
Vi
ai) +
αδt
Vi
∑
j∈Sd(i)−{i}
| aj | ≤ 1,
(1 +
αδt
Vi
ai)− αδt
Vi
∑
j∈Sd(i)−{i}
| aj | ≥ −1,
⇒

∑
j∈Sd(i)−{i}
| aj | ≤ −ai,
−ai +
∑
j∈Sd(i)−{i}
| aj | ≤ 2 Vi
αδt
,
⇒ | A | ≤ 1.
(2.174)
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De plus, on impose au sche´ma d’eˆtre monotone pour s’assurer que la solution nume´rique ve´rifie
le principe du maximum discret. Une condition suffisante est de conside´rer le sche´ma positif :(
1 +
αδt
Vi
ai ≥ 0⇔ −ai ≤ Vi
αδt
)
et aj ≥ 0, (2.175)
et donc, il de´coule de Eq. (2.174) et Eq. (2.175) que :
∑
j∈Sd(i)−{i}
aj ≤ −ai,
−ai +
∑
j∈Sd(i)−{i}
aj ≤ 2 Vi
αδt
,
et − ai ≤ Vi
αδt
. (2.176)
Dans le cas d’un sche´ma positif, on a donc :∑
j∈Sd(i)
aj = 0 ⇒
∑
j∈Sd(i)
aj ≤ 0 ⇔
∑
j∈Sd(i)−{i}
aj ≤ −ai. (2.177)
D’ou`, si −ai ≤ Vi
αδt
et
∑
j∈Sd(i)
aj = 0, qui correspond a` une des conditions formule´es Eq. (2.156)
pour avoir un sche´ma pre´cis a` l’ordre deux en espace, on dit que l’on aura stabilite´.
2.3.4 Convergence
La convergence formule le fait que la solution nume´rique Tni doit approcher la solution exacte
T˜ni des e´quations diffe´rentielles en xi = i∆x et t = nδt fixes (i et n tendent vers l’infini quand
∆x et δt tendent vers ze´ro). On de´finit l’erreur de convergence :
ε˜ni = T
n
i − T˜ (i∆x, nδt). (2.178)
La condition de convergence s’exprime de la manie`re suivante :
lim
δt→0
∆x→0
| ε˜ni |= 0, (2.179)
pour xi et tn fixe´s. On peut encore e´crire :
lim
δt→0
n→∞
‖[C(δt)]n T 0 − T˜ (t)‖ = 0, (2.180)
pour nδt = t fixe´.
Il apparaˆıt clairement que les notions de consistance, stabilite´ et convergence sont lie´es. Dans
un contexte ”Diffe´rences finies”, le the´ore`me de Lax formalise cette relation pre´cise´ment :
The´ore`me de Lax : Pour un proble`me line´aire bien pose´ aux conditions initiales et une discre´tisation
consistante, la stabilite´ est la condition ne´ce´ssaire et suffisante a` la convergence.
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Dans un contexte ”Volumes Finis”, on montre (voir Herbin [65] par exemple) qu’un sche´ma VF
peut converger sans eˆtre consistant au sens des diffe´rences finies mais seulement au sens des flux.
On se propose, dans la suite, d’e´tudier la consistance de chacunes des me´thodes propose´es comme
cela a e´te´ pre´sente´ au paragraphe 2.3.2. Ceci va fournir une information sur la consistance locale
des me´thodes et l’ordre des termes de l’erreur de troncature. Le lien avec la pre´cision sera fait
au chapitre 6.
On e´tudie ensuite syste´matiquement la positivite´ de chacun des sche´mas car cela constitue une
bonne proprie´te´ pour la matrice du syste`me a` re´soudre et cela donne des informations sur le
comportement des me´thodes relativement a` la dissipation des hautes fre´quences.
2.4 Conclusion
On a expose´ dans ce chapitre, tout d’abord, le proble`me de l’extension de la discre´tisation
actuelle du terme visqueux des e´quations de Navier-Stokes aux maillages multi-e´le´ments. Une
nouvelle me´thode de reconstruction du gradient et de calcul du flux diffusif doit eˆtre de´finie dans
ce nouveau cadre de maillages compose´s d’e´le´ments de topologies diffe´rentes. C’est la the`me des
chapitres 3, 4 et 5 suivants ou` sont expose´es et analyse´es six discre´tisations possibles.
La me´trique pour ce nouveau type de maillages, comprenant le calcul des volumes et des normales
a` la surface des cellules duales, a e´te´ de´finie. Elle consiste en fait en l’extension standard de la
cellule duale de´finie par les milieux des areˆtes, les centres de gravite´ des faces et des e´le´ments.
Enfin, le dernier paragraphe a permis de mettre en place les outils mathe´matiques qui vont
permettre d’e´tudier la consistance, la pre´cision et la stabilite´ des nouvelles discre´tisations que
l’on va proposer. Ces e´tudes vont permettre de de´terminer celle qui remplit le mieux les crite`res
fixe´s par les motivations industrielles de´taille´es au paragraphe 1.2.
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Chapitre 3
Me´thode ”Volumes Finis”
On pre´sente dans cette section une premie`re mode´lisation des flux diffusifs, second membre de
Eq. (2.145). Cette me´thode s’inspire des me´thodes ”Cell Vertex”. On de´finit, dans un premier
paragraphe, la manie`re dont est e´value´ le gradient. Dans ce cas, c’est la formule de Green
Gauss applique´e aux e´le´ments du maillage primal qui est utilise´e. Le calcul du flux nume´rique,
explicite´ dans le deuxie`me paragraphe, se fait en calculant la contribution de chacun des e´le´ments
entourant le nœud. Cela se fait simplement car le gradient est choisi constant sur les e´le´ments
du maillage primal. On donne l’expression globale du flux nume´rique diffusif. Dans le troisie`me
paragraphe, on proce`de a` l’e´tude de consistance de la discre´tisation re´sultante en remplac¸ant
dans les expressions des flux les valeurs nodales par leur de´veloppement en se´rie de Taylor. Dans
le quatrie`me paragraphe, l’analyse de stablite´ met en e´vidence la non-monotonie du sche´ma
que l’on illustre sur un exemple. On e´tudie donc, dans un dernier paragraphe, une stabilisation
possible propose´e par Rudgyard [41], puis on re´sume les proprie´te´s de la me´thode au paragraphe
de conclusion. La description de la me´thode est faite en deux dimensions d’espace.
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3.1 Calcul du gradient
On de´finit ~∇T τ la valeur moyenne du gradient sur l’e´le´ment τ :
~∇T τ = 1
Vτ
∫∫∫
τ
~∇TdV. (3.1)
Vτ est le volume de τ .
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The´ore`me 9 D’apre`s le the´ore`me de Green-Ostrogradsky (voir paragraphe 2.1.2), la valeur
moyenne du gradient sur l’e´le´ment τ s’e´crit aussi :
~∇T τ = 1
Vτ
∫∫
∂τ
T~n dS. (3.2)
Preuve 9 On pre´sente la de´monstration dans l’espace mais celle-ci est analogue dans le plan.
Soit T un champ scalaire de´fini sur τ un e´le´ment ge´ome´trique tridimensionnel. On conside`re le
vecteur ~T1 =
 T0
0
. On a donc :
div ~T1 =
∂T
∂x
. (3.3)
D’apre`s la formule de Green-Gauss (ou Ostrogradsky), on e´crit que :∫∫∫
τ
div ~T1 dV =
∫∫
∂τ
~T1.~n dS. (3.4)
~n est le vecteur unitaire normal a` ∂τ dirige´ vers l’exte´rieur. On remplace dans Eq. (3.4) la
divergence a` l’aide de Eq. (3.3) :∫∫∫
τ
∂T
∂x
dV =
∫∫
∂τ
Tnx dS. (3.5)
De la meˆme manie`re, on applique la formule de Green-Gauss aux vecteurs ~T2 =
 0T
0
 et
~T3 =
 00
T
 et l’on obtient :
∫∫∫
τ
∂T
∂y
dV =
∫∫
∂τ
Tny dS, (3.6)
∫∫∫
τ
∂T
∂z
dV =
∫∫
∂τ
Tnz dS. (3.7)
On de´duit de Eq. (3.5)-(3.7) l’e´galite´ vectorielle suivante :∫∫∫
τ
~∇TdV =
∫∫
∂τ
T~n dS. (3.8)
Par de´finition de la valeur moyenne du gradient Eq. (3.1), on en de´duit :
~∇T τ = 1
Vτ
∫∫
∂τ
T~n dS. (3.9)

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On e´crit finalement :
~∇T τ = 1
Vτ
∑
f∈F (τ)
∫∫
fi
T~n dS,
=
1
Vτ
∑
f∈F (τ)
Tf~nf , (3.10)
ou` F (τ) est l’ensemble des faces de l’e´le´ment τ , ~nf le vecteur normal non norme´ a` la face f et
Tf la valeur moyenne du champ T sur la face f .
On conside`re dans cette me´thode que le gradient est constant, e´gal a` ~∇T τ , sur tout l’e´le´ment τ
quelque soit son type.
3.2 Calcul du flux nume´rique
L’inte´grale de flux que l’on souhaite e´valuer se de´compose selon :∫
∂Ci
α ~∇T · ~n dl =
∑
τ∈E(i)
∫
∂Ci∩τ
α ~∇T · ~n dl, (3.11)
ou` E(i) est l’ensemble des e´le´ments du maillage posse´dant i comme sommet. On a vu que le
gradient, dans cette approche, est constant sur chaque e´le´ment, d’ou` :∫
∂Ci
α ~∇T · ~n dl = α
∑
τ∈E(i)
~∇T τ · ~n∂Ci∩τ . (3.12)
On donne un exemple Fig. 3.1 de surface ∂Ci ∩ τ ainsi que l’e´le´ment servant au calcul du
Fig. 3.1: Repre´sentation de ∂Ci ∩ τ et l’e´le´ment correspondant pour calculer le gradient ~∇T τ .
gradient ~∇T τ . Le vecteur ~n∂Ci∩τ est le vecteur normal a` la surface d’intersection ∂Ci∩ τ oriente´
vers l’exte´rieur de Ci, de norme l’aire de cette surface. Ce vecteur est e´quivalent a` :
~n∂Ci∩τ =
∑
j∈(S(i)∩τ)
~η τij , (3.13)
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selon les notations e´tablies au paragraphe 2.2. S(i)∩ τ est l’ensemble des sommets connecte´s au
sommet i appartenant a` l’e´le´ment τ . Comme :
~n∂Cij∩τ = −~n∂Cji∩τ , (3.14)
alors l’e´galite´ suivante est ve´rifie´e :∫∫
∂Cij∩τ
~∇T · ~n dS = −
∫∫
∂Cji∩τ
~∇T · ~n dS, (3.15)
ce qui signifie que cette discre´tisation est conservative.
A
B
C
D
n
n
AC
B
BD
A
Fig. 3.2: Notations des normales aux diagonales pour un e´le´ment quadrangle quelconque
On applique cette me´thode a` l’e´le´ment bidimensionnel repre´sente´ Fig. 3.2. Soient τ l’e´le´ment
ABCD, ~nAB la normale a` l’areˆte [A,B] oriente´e vers l’exte´rieur de l’e´le´ment, ~nABD la normale a`
la diagonale BD oriente´e vers A et ~nBAC la normale a` la diagonale AC oriente´e vers B avec :
‖~nABD‖2 = ‖BD‖2 et ‖~nBAC‖2 = ‖AC‖2. (3.16)
L’expression de ~∇T τ pour ce quadrangle quelconque est :
~∇T τ = 1
V τ
[(
TA + TB
2
)
~nAB +
(
TB + TC
2
)
~nBC +
(
TC + TD
2
)
~nCD
+
(
TD + TA
2
)
~nDA
]
,
=
1
2V τ
[TA(~nAB + ~nDA) + TB(~nAB + ~nBC) + TC(~nBC + ~nCD) + TD(~nCD + ~nDA)] ,
=
1
2V τ
[
TA~n
A
BD + TB~n
B
AC − TC~nABD − TD~nBAC
]
. (3.17)
On justifie l’e´criture de cette dernie`re ligne par le fait que :
~nAB = rot−pi
2
( ~AB) et ~nAD = rot−pi
2
( ~DA), (3.18)
ou` rot−pi
2
( ~AB) repre´sente le vecteur re´sultant de la rotation d’angle −pi2 du vecteur ~AB et donc :
~nAB + ~nAD = rot−pi
2
( ~AB + ~DA) = rot−pi
2
( ~DB) = ~nABD. (3.19)
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Le gradient moyen sur τ s’e´crit finalement :
~∇T τ = 1
2V τ
[
(TA − TC)~nABD + (TB − TD)~nBAC
]
. (3.20)
On veut maintenant calculer le flux diffusif en un point d’un maillage de quadrangles. Les
notations adopte´es sont celles pre´sente´es Fig. 3.3. On a dessine´ en pointille´ la cellule duale CA
associe´e au sommet A.
(i,j+1)
(i,j−1) (i+1,j−1)(i−1,j−1)
(i−1,j) (i,j) (i+1,j)
I CB
AH
G F E
(i+1,j+1)(i−1,j+1)
D
1ττ4
τ3 τ2
Fig. 3.3: Notations pour le calcul du flux diffusif au point A
Le flux diffusif aux interfaces du volume de controˆle associe´ au point A, note´ φDA , s’e´crit :
φDA = φ
τ1
A + φ
τ2
A + φ
τ3
A + φ
τ4
A . (3.21)
φτ
1
A repre´sente la contribution au flux diffusif du point A calcule´e sur l’e´le´ment τ
1. Elle se calcule
de la manie`re suivante :
φτ
1
A =
∫
∂CA∩τ1
~∇T · ~n dl ' − ~∇T τ
1
· 1
2
~nABD. (3.22)
−12~nABD repre´sente la normale exte´rieure a` la frontie`re ∂CA ∩ τ1. Finalement, en utilisant l’ex-
pression du gradient donne´e Eq. (3.20), la contribution φτ
1
A s’e´crit :
φτ
1
A =
1
4V τ
[
(TC − TA)‖~nABD‖2 + (TD − TB)~nBAC .~nABD
]
. (3.23)
Et on en de´duit les autres contributions :
φτ
2
A =
1
4V τ2
[
(TE − TA)‖~nADF ‖2 + (TF − TD)~nDAE .~nADF
]
, (3.24)
φτ
3
A =
1
4V τ3
[
(TG − TA)‖~nAFH‖2 + (TH − TF )~nFAG.~nAFH
]
, (3.25)
φτ
4
A =
1
4V τ4
[
(TI − TA)‖~nAHB‖2 + (TB − TH)~nHAI .~nAHB
]
. (3.26)
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On remarque dans l’expression des φτ
i
A que si les diagonales de l’e´le´ment quadrangle sont ortho-
gonales, les produits scalaires, coefficients du deuxie`me terme du membre de droite, s’annulent.
Ainsi, dans le cas d’un maillage de carre´s de coˆte´ h, on a :
‖~nABD‖2 = ‖BD‖2 = (h
√
2)2 et ‖~nBAC‖2 = ‖AC‖2 = (h
√
2)2, (3.27)
et V τ
i
= h2. On a donc :
φτ
1
A =
1
2
(TC − TA), (3.28)
φτ
2
A =
1
2
(TE − TA), (3.29)
φτ
3
A =
1
2
(TG − TA), (3.30)
φτ
4
A =
1
2
(TI − TA). (3.31)
On peut d’ores et de´ja` noter que les coefficients devant TC , TE , TG et TI sont tous positifs,
la discre´tisation est donc monotone pour un maillage compose´ de carre´s. En revanche, si les
e´le´ments sont des quadrangles quelconques, on remarque que la discre´tisation n’est pas posi-
tive car les produits scalaires des deux diagonales ne sont pas de signe constant. Ainsi, selon
le maillage, cette discre´tisation peut faire apparaˆıtre des poids ne´gatifs pour certains sommets
intervenant dans la discre´tisation. Ce phe´nome`ne est mis en e´vidence dans un cas test au para-
graphe 3.4.
3.3 Analyse de consistance
Afin de tester si la discre´tisation obtenue est consistante, on remplace dans l’expression du
flux les valeurs du champ scalaire T par un de´veloppement de Taylor autour du point A. Pour
commencer, on effectue cette manipulation pour des e´le´ments carre´s tous identiques. Le pas de
discre´tisation en x et y est h. Dans ce cas, le de´veloppement de Taylor de TC autour du point
A s’e´crit :
TC = TA + ~∇T .
(
h
−h
)
+
h2
2
∂2T
∂x2
− h2 ∂
2T
∂x∂y
+
h2
2
∂2T
∂y2
+O(h3). (3.32)
Et donc, d’apre`s Eq. (3.28) :
φτ
1
A =
1
2
( ~∇T .
(
h
−h
)
+
h2
2
∂2T
∂x2
− h2 ∂
2T
∂x∂y
+
h2
2
∂2T
∂y2
+O(h3)). (3.33)
De la meˆme manie`re, on obtient :
φτ
2
A =
1
2
( ~∇T .
(
h
h
)
+
h2
2
∂2T
∂x2
+ h2
∂2T
∂x∂y
+
h2
2
∂2T
∂y2
+O(h3)), (3.34)
φτ
3
A =
1
2
( ~∇T .
( −h
h
)
+
h2
2
∂2T
∂x2
− h2 ∂
2T
∂x∂y
+
h2
2
∂2T
∂y2
+O(h3)), (3.35)
φτ
4
A =
1
2
( ~∇T .
( −h
−h
)
+
h2
2
∂2T
∂x2
+ h2
∂2T
∂x∂y
+
h2
2
∂2T
∂y2
+O(h3)). (3.36)
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En additionnant les quatre e´quations Eq. (3.33) a` (3.36), on constate que le terme relatif au
gradient disparaˆıt ainsi que celui relatif a` la de´rive´e croise´e ∂
2T
∂x∂y . On trouve finalement :
φDA =
1
2
(2h2
∂2T
∂x2
+ 2h2
∂2T
∂y2
) +O(h3),
= h2∆T +O(h3). (3.37)
La discre´tisation propose´e du flux diffusif est consistante avec le Laplacien de T et l’ordre de
pre´cision spatiale est de deux, pour un maillage compose´ de carre´s.
Dans le cas ou` le maillage n’est pas constitue´ de carre´s mais de paralle´logrammes tous identiques,
comme repre´sente´, par exemple, Fig. 3.3, les de´veloppements de Taylor utilise´s s’e´crivent :
TC = TA + h1
∂T
∂x
− h2∂T
∂y
+
h21
2
∂2T
∂x2
− h1h2 ∂
2T
∂x∂y
+
h22
2
∂2T
∂y2
+O(h3), (3.38)
TB = TA − h2∂T
∂y
+
h22
2
∂2T
∂y2
+O(h3), (3.39)
TD = TA + h1
∂T
∂x
+
h21
2
∂2T
∂x2
+O(h3). (3.40)
On a note´ h1 et h2 respectivement les pas de discre´tisation en x et y. h est le majorant de h1
et h2. Les axes (~x, ~y) correspondent ici a` ( ~AD, ~AF ). En remplac¸ant les expressions Eq. (3.38) a`
(3.40) dans l’expression du flux Eq. (3.23), on obtient φτ
1
A :
φτ
1
A =
1
4V τ1
[
(‖~nABD‖2 + ~nBAC .~nABD)h1
∂T
∂x
+ (−‖~nABD‖2 + ~nBAC .~nABD)h2
∂T
∂y
+
h21
2
(‖~nABD‖2 + ~nBAC .~nABD) ∂2T∂x2 − h1h2‖~nABD‖2 ∂2T∂x∂y
+
h22
2
(‖~nABD‖2 − ~nBAC .~nABD) ∂2T∂y2 +O(h5)
]
. (3.41)
On proce`de de la meˆme manie`re pour les autres flux Eq. (3.24) a` (3.26).
. Calcul de φτ
2
A :
TE − TA = h1∂T
∂x
+ h2
∂T
∂y
+
h21
2
∂2T
∂x2
+ h1h2
∂2T
∂x∂y
+
h22
2
∂2T
∂y2
+O(h3), (3.42)
TF − TD = −h1∂T
∂x
+ h2
∂T
∂y
− h
2
1
2
∂2T
∂x2
+
h22
2
∂2T
∂y2
+O(h3). (3.43)
D’ou` :
φτ
2
A =
1
4V τ2
[
(‖~nADF ‖2 − ~nDAE .~nADF )h1
∂T
∂x
+ (‖~nADF ‖2 + ~nDAE .~nADF )h2
∂T
∂y
+
h21
2
(‖~nADF ‖2 − ~nDAE .~nADF ) ∂2T∂x2 + h1h2‖~nADF ‖2 ∂2T∂x∂y
+
h22
2
(‖~nADF ‖2 + ~nDAE .~nADF ) ∂2T∂y2 +O(h5)
]
. (3.44)
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. Calcul de φτ
3
A :
TG − TA = −h1∂T
∂x
+ h2
∂T
∂y
+
h21
2
∂2T
∂x2
− h1h2 ∂
2T
∂x∂y
+
h22
2
∂2T
∂y2
+O(h3), (3.45)
TH − TF = −h1∂T
∂x
− h2∂T
∂y
+
h21
2
∂2T
∂x2
− h
2
2
2
∂2T
∂y2
+O(h3). (3.46)
D’ou` :
φτ
3
A =
1
4V τ3
[
(−‖~nAFH‖2 − ~nFAG.~nAFH)h1
∂T
∂x
+ (‖~nAFH‖2 − ~nFAG.~nAFH)h2
∂T
∂y
+
h21
2
(‖~nAFH‖2 + ~nFAG.~nAFH) ∂2T∂x2 − h1h2‖~nAFH‖2 ∂2T∂x∂y
+
h22
2
(‖~nAFH‖2 − ~nFAG.~nAFH) ∂2T∂y2 +O(h5)
]
. (3.47)
. Calcul de φτ
4
A :
TI − TA = −h1∂T
∂x
− h2∂T
∂y
+
h21
2
∂2T
∂x2
+ h1h2
∂2T
∂x∂y
+
h22
2
∂2T
∂y2
+O(h3), (3.48)
TB − TH = h1∂T
∂x
− h2∂T
∂y
− h
2
1
2
∂2T
∂x2
+
h22
2
∂2T
∂y2
+O(h3). (3.49)
D’ou` :
φτ
4
A =
1
4V τ4
[
(−‖~nAHB‖2 + ~nHAI .~nAHB)h1
∂T
∂x
+ (−‖~nAHB‖2 − ~nHAI .~nAHB)h2
∂T
∂y
+
h21
2
(‖~nAHB‖2 − ~nHAI .~nAHB) ∂2T∂x2 + h1h2‖~nAHB‖2 ∂2T∂x∂y
+
h22
2
(‖~nAHB‖2 + ~nHAI .~nAHB) ∂2T∂y2 +O(h5)
]
. (3.50)
Comme les e´le´ments sont des paralle´logrammes, on a les e´quivalences suivantes :
‖~nABD‖ = ‖~nAFH‖,
‖~nADF ‖ = ‖~nAHB‖,
~nBAC .~n
A
BD = ~n
F
AG.~n
A
FH ,
~nDAE .~n
A
DF = ~n
H
AI .~n
A
HB,
~nBAC .~n
A
BD = −~nDAE .~nADF .
(3.51)
Ceci fait que lorsque l’on somme les contributions φτ
1
A , φ
τ2
A , φ
τ3
A et φ
τ4
A , le terme relatif au gradient
disparaˆıt et il reste :
φDA =
1
4V τ
[
h21
(‖~nABD‖2 + ‖~nADF ‖2 + 2~nBAC .~nABD) ∂2T∂x2
+ 2h1h2(‖~nADF ‖2 − ‖~nABD‖2)
∂2T
∂x∂y
+ h22
(‖~nABD‖2 + ‖~nADF ‖2 − 2~nBAC .~nABD) ∂2T∂y2 +O(h5)
]
. (3.52)
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L’expression des coefficients peut eˆtre simplifie´e a` l’aide des remarques Eq. (3.16) et (3.18). On
a :
~nBAC .~n
A
BD = rot−pi2 (
~AC).rot−pi
2
( ~DB) = ~AC. ~DB,
= ~FD. ~DB,
= ~BD. ~DF, (3.53)
car la rotation conserve le produit scalaire. Ainsi, le coefficient de
∂2T
∂x2
dans l’expression Eq. (3.52)
devient :
‖~nABD‖2 + ‖~nADF ‖2 + 2~nBAC .~nABD = ‖ ~BD‖2 + ‖ ~DF‖2 + 2 ~BD. ~DF,
= ( ~BD + ~DF )2 = ‖ ~BF‖2,
= 4h22, (3.54)
celui de
∂2T
∂x∂y
:
‖~nADF ‖2 − ‖~nABD‖2 = ‖ ~DF‖2 − ‖ ~BD‖2 = ( ~DF − ~BD).( ~DF + ~BD),
= ( ~DF + ~FH). ~BF = ~DH. ~BF ,
= 2 ~DA.2 ~AF = −4 ~AD. ~AF ,
= −4h1h2 cosβ , (3.55)
β est l’angle en A du paralle´logramme ADEF et enfin, le coefficient de
∂2T
∂y2
:
‖~nABD‖2 + ‖~nADF ‖2 − 2~nBAC .~nABD = ‖ ~BD‖2 + ‖ ~DF‖2 − 2 ~BD. ~DF,
= ( ~DF − ~BD)2 = ( ~DF + ~FH)2 = ‖ ~DH‖2,
= 4h21 . (3.56)
L’aire du paralle´logramme est V τ = h1h2 sinβ. On re´e´crit l’expression du flux diffusif en A
Eq. (3.52) a` l’aide des expressions des coefficients Eq. (3.54) a` (3.56) :
φDA =
1
4h1h2 sinβ
[
4h21h
2
2
∂2T
∂x2
− 8h21h22 cosβ
∂2T
∂x∂y
+ 4h21h
2
2
∂2T
∂y2
+O(h5)
]
,
=
h1h2
sinβ
[
∂2T
∂x2
− 2 cosβ ∂
2T
∂x∂y
+
∂2T
∂y2
+O(h)
]
. (3.57)
On se rame`ne maintenant a` un repe`re orthonormal. On de´finit un changement de coordonne´es
tel que (voir Fig. 3.4) :
{
a = x+ y cosβ,
b = y sinβ.
(3.58)
Soit un point M de coordonne´es (x, y) dans (~i,~v) et (a, b) dans (~i,~j). Les de´rive´es partielles se
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β
A
j
i
v
Fig. 3.4: De´finition du changement de coordonne´es
re´e´crivent dans ce nouveau syste`me de coordonne´es :
∂T
∂x
=
∂T
∂a
,
∂T
∂y
=
∂T
∂a
cosβ +
∂T
∂b
sinβ,
∂2T
∂x2
=
∂2T
∂a2
,
∂2T
∂x∂y
=
∂2T
∂a2
cosβ +
∂2T
∂b∂a
sinβ,
∂2T
∂y2
=
∂2T
∂a2
cos2 β + 2
∂2T
∂a∂b
sinβ cosβ +
∂2T
∂b2
sin2 β.
(3.59)
Et donc en remplac¸ant dans Eq. (3.57) :
φDA =
h1h2
sinβ
[
∂2T
∂a2
−
[
∂2T
∂a2
cosβ + 2
∂2T
∂a∂b
sinβ
]
2 cosβ
+
∂2T
∂a2
cos2 β + 2
∂2T
∂a∂b
sinβ cosβ +
∂2T
∂b2
sin2 β +O(h)
]
,
=
h1h2
sinβ
[
∂2T
∂a2
(1− cos2 β) + ∂
2T
∂b2
sin2 β +O(h)
]
,
= h1h2 sinβ
[
∂2T
∂a2
+
∂2T
∂b2
+O(h)
]
,
= V τ
[
∂2T
∂a2
+
∂2T
∂b2
+O(h)
]
. (3.60)
Comme pour des maillages de carre´s, la discre´tisation est consistante avec le Laplacien de T et
l’ordre de pre´cision spatiale est de deux si les e´le´ments sont des paralle´logrammes.
Pour des maillages compose´s de quadrangles quelconques, le calcul est plus complexe car il n’y
a plus de simplification possible lie´e aux syme´tries des e´le´ments. L’e´tude de consistance a e´te´
mene´e a` l’aide du logiciel de calcul formel Maple [66]. On trouvera en Annexe A.1.1 le programme
relatif a` la pre´sente analyse. Les e´tapes suivies sont les suivantes : le flux est calcule´ a` travers la
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surface ∂CA ∩ τ ou` τ est le quadrilate`re ABCD, ce qui revient a` calculer ce que l’on a nomme´
φτ1A , d’apre`s les notations de Fig. 3.3. TA, TB, TC et TD sont les valeurs nodales du champ scalaire
T . Lorsque l’on remplace ces valeurs nodales par leur de´veloppement de Taylor, on e´crit le flux
sous la forme :
φτ1A = s0 + s1 + s2 + s3 + s4 + s5 + o(h
2), (3.61)
avec
• s0 est la somme des coefficients de la discre´tisation,
• s1 = α1∂xT et s2 = α2∂yT , α1 et α2 sont des coefficients re´els,
• s3 = α3∂xxT , s4 = α4∂xyT et s5 = α5∂yyT , α3, α4 et α5 sont des coefficients re´els.
Pour avoir une ide´e de la consistance, il faut sommer a` la contribution φτ1A pre´sente´e en annexe les
contributions φτ2A , φ
τ3
A et φ
τ4
A , qui ont une formulation similaire, afin d’obtenir le flux diffusif en A.
On voit que, si l’on somme sur tous les quadrilate`res entourant le point A, les coefficients s1 et s2
des de´rive´es partielles ∂x· et ∂y· s’annulent. En revanche, le coefficient devant le terme de de´rive´e
croise´e ∂xy· ne s’annule pas et ceux des de´rive´es secondes ∂xx· et ∂yy· ne correspondent pas a`
l’aire du quadrilate`re, ce qu’il faudrait pour eˆtre consistant avec le Laplacien (voir Eq. (2.157)).
L’e´quation discre`te n’est donc pas exactement e´quivalente a` l’e´quation diffe´rentielle mais la
pre´cision du sche´ma est tout de meˆme d’ordre deux en espace.
Pour des maillages de triangles, la me´thode de´ge´ne`re sur celle actuellement employe´e dans N3S-
Natur, on n’est consistant avec le Laplacien de T que si les triangles sont e´quilate´raux. On
montre cette proprie´te´ au paragraphe 5.2.3.
3.4 Analyse de stabilite´
Pour l’e´tude de stabilite´, on e´crit le flux a` travers la surface ∂CA ∩ τ sous la forme :
φτ1A = aTA + bTB + cTC + dTD. (3.62)
Lors de la sommation des contributions φτ2A , φ
τ3
A et φ
τ4
A , seuls les coefficients a, b et d seront
modifie´s car le nœud C n’est partage´ par aucun autre e´le´ment. On cherche a` ve´rifier que la somme
des coefficients de la discre´tisation est nulle (Eq. (2.177)) et ensuite que tous les coefficients, sauf
celui du sommet A, sont positifs pour s’assurer de la monotonie du sche´ma.
On montre, tout d’abord, dans la feuille de calcul en Annexe A.1.2, que la somme des coefficients
a, b, c et d est bien nulle. On analyse ensuite le signe des diffe´rents coefficients. Cette analyse
a e´te´ mene´e pour des e´le´ments quadrangles quelconques et le cas particulier ou` le maillage est
forme´ de paralle´logrammes. On peut voir que le coefficient c, associe´ a` la valeur de champ TC
pour un e´le´ment quadrangle quelconque, est toujours positif. En effet :
c =
‖ ~BD‖2
2‖ ~AC ∧ ~BD‖ . (3.63)
C’est une tre`s bonne proprie´te´ vu que ce coefficient est celui qui apparaˆıtra dans l’expression
finale du flux car le point C n’appartient qu’a` l’e´le´ment ABCD. Les coefficients b et d, associe´s
respectivement aux valeurs de champs TB et TD, sont de signes oppose´s. Il en est de meˆme pour
tous les e´le´ments entourant A. Il n’est donc pas possible que tous ces coefficients soient positifs.
Les coefficients bp, cp et dp sont les coefficients correspondant a` b, c et d pour un maillage de
paralle´logrammes. L’e´tude du signe de ces coefficients bp, cp et dp aboutit aux meˆmes conclusions.
Le sche´ma n’est pas monotone, meˆme sur maillages re´guliers.
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y
x0
y=0.05 m
y=0.025 m
Fig. 3.5: Plans de coupe
Fig. 3.6: Allures du champ T calcule´ par la me´thode ”VF” sans correction a` diffe´rents temps
dans les plans de coupe longitudinale y = 0.05 m a` gauche et y = 0.025 a` droite.
On met en e´vidence le proble`me d’oscillation de la solution qu’implique cette discre´tisation
non positive sur l’exemple suivant. Le domaine de calcul est choisi rectangulaire de dimensions
L × l = 0.6m × 0.1m et est maille´ par 16 quadrilate`res rectangles et 25 nœuds. On re´soud le
proble`me aux conditions initiales suivant :
∂tT = α∆T,
T0(x, y) =
{
1 (x = L2 , y =
l
2)
0 sinon,
(3.64)
ce qui correspond a` introduire un unique ”point chaud” dans le domaine. Les conditions aux
limites sont telles que ~∇T = 0. Le coefficient de diffusion est de 0.75 m2/s. Le pas de temps
est de 9.375 10−6 secondes. On observe le comportement du champ scalaire au cours du temps
sur les deux plans de coupe Fig. 3.5. On repre´sente sur Fig. 3.6 le champ scalaire aux temps
t0 = 0 s, t1 = 1.875 10−4 s et t2 = 9.375 10−4 s. On remarque que, pour la coupe y = 0.05 m, les
nœuds imme´diatement connecte´s au ”point chaud” ont des valeurs ne´gatives de`s les premie`res
ite´rations. On retrouve bien le fait que les coefficients bp et dp sont de signe oppose´ et que donc
l’un des deux est ne´gatif. La solution est oscillante. D’autre part, sur la coupe y = 0.025 m,
on voit qu’au cours du temps, ce sont les nœuds diame´tralement oppose´s aux pre´ce´dents, qui
arborent a` leur tour des valeurs ne´gatives, succession logique d’apre`s l’e´criture du sche´ma. On
met bien en e´vidence sur ce cas test l’apparition des modes dits diagonaux.
3.5 Stabilisation de la me´thode
Afin de rendre le sche´ma monotone, une correction est apporte´e au calcul du gradient. Le terme
72
3.5. Stabilisation de la me´thode
Fig. 3.7: Notations pour l’e´criture du terme correctif de la me´thode ”VF”.
correctif utilise´ a e´te´ propose´ par Rudgyard [41] et s’e´crit d’apre`s les notations de Fig. 3.7 :
∇T τA = ~∇T
τ − δc
(
~∇T τ . ~δsA − (TG − TA)‖~xG − ~xA‖
)
. ~δsA. (3.65)
~∇T τ est le gradient constant obtenu par Eq. (3.1) sur τ , τ e´tant le quadrilate`re ABCD de
Fig. 3.7, δc est un parame`tre de mode´lisation, TG est la valeur moyenne du champ prise au
centre de gravite´ de l’e´le´ment de coordonne´es xG et ~δsA s’e´crit :
~δsA =
~xG − ~xA
‖~xG − ~xA‖ =
~AG
‖ ~AG‖ , (3.66)
et repre´sente la direction diagonale (GA) de l’e´le´ment. Le calcul du flux se fait comme pre´ce´demment,
par Eq. (3.12) avec l’expression Eq. (3.65) pour le gradient. Cette fois :∫∫
∂Cij∩τ
~∇T · ~n dS 6= −
∫∫
∂Cji∩τ
~∇T · ~n dS, (3.67)
car : ∫∫
∂Cij∩τ
~∇T · ~n dS = ~∇T τi · ~n∂Cij∩τ , (3.68)
et
∫∫
∂Cji∩τ
~∇T · ~n dS = ~∇T τj · ~n∂Cji∩τ ,
= −~∇T τj · ~n∂Cij∩τ . (3.69)
avec ∇T τi 6= ∇T τj . Le sche´ma n’est plus conservatif.
On e´tudie tout d’abord la consistance du nouveau sche´ma nume´rique pour un maillage compose´
de quadrilate`res quelconques. Cette analyse se fait toujours en calcul formel a` l’aide de Maple.
Les notations ont e´te´ modifie´es, les coefficients s1, s2, s3, s4 et s5 correspondent aux coefficients
c[1], c[2], c[3], c[4] et c[5]. On constate, dans le calcul pre´sente´ en Annexe A.1.3, que les coefficients
c[1] et c[2] des de´rive´es partielles ∂x· et ∂y· vont s’annuler en sommant sur tous les quadrilate`res
entourant le nœud A. En revanche, on ne peut rien conclure quant aux autres coefficients c[3],
c[4] et c[5] associe´s respectivement aux de´rive´es partielles ∂xx·, ∂xy· et ∂yy·. On a omis de faire
apparaˆıtre leurs expressions car elles n’apportaient aucune information. En conside´rant le cas
particulier ou` les quadrilate`res sont des paralle´logrammes, on re´exprime plus simplement les
coefficients c[3], c[4] et c[5] auxquels on soustrait l’aire du paralle´logramme. On retrouve bien le
fait que, si δc est nul, nomme´ dc dans le programme, on est consistant avec le Laplacien de T .
Par contre, ce n’est plus le cas lorsque δc n’est pas nul car :
xByD − xDyB = Aire(ABCD) et x2B + 2xBxD + x2D + y2B + 2yByD + y2D = ‖AC‖2. (3.70)
73
CHAPITRE 3. ME´THODE ”VOLUMES FINIS”
Les coefficients multiplicatifs associe´s a` dc ne vont donc pas s’annuler en sommant sur les
e´le´ments entourant A. Il n’y a plus consistance pour les maillages de paralle´logrammes. On
est ne´ammoins d’ordre deux. Si, enfin, le maillage est compose´ de rectangles, on remarque en
sommant sur les rectangles entourant le nœud A, que les coefficients c[3] et c[5] devant les de´rive´es
partielles ∂xx· et ∂yy· s’annulent car xD = 0 et yB = 0. Pour annuler c[4] devant la de´rive´e croise´e
∂xy·, il faudrait, d’apre`s le re´sultat fourni par la variable z2, que les rectangles du maillage aient
au moins une dimension commune. La me´thode stabilise´e est donc consistante avec le Laplacien
de T sur des maillages de rectangles tous identiques. L’ajouˆt du terme stabilisateur fait perdre
de la pre´cision au sche´ma.
Concernant l’e´tude de stabilite´ qui se trouve en Annexe A.1.4, on montre que la somme des
coefficients a, b, c et d de la discre´tisation est nulle quelque soit le type de quadrilate`res composant
le maillage. Ces coefficients sont ceux respectivement associe´s a` TA, TB, TC et TD, Eq. (3.62).
Cette somme sera donc,a fortiori, nulle en sommant sur tous les e´le´ments entourant A. On e´crit,
ensuite, les coefficients lie´s a` TB, TC et TD dans le cas d’un maillages de paralle´logrammes pour
ve´rifier leur positivite´. On obtient les expressions bp, cp et dp. Si δc 6= 0, on remarque que la
quantite´ en facteur de δc est toujours la meˆme et correspond a` l’aire du quadrilate`re sur la norme
du segment [A,C] d’apre`s Eq. (3.70). La correction sera donc d’autant plus importante que l’aire
de l’e´le´ment sera grande et la diagonale [A,C] petite. Cette quantite´ corrective est ajoute´e a` bp
et dp et retranche´e a` cp (attention, −xByD + xDyB est ne´gatif selon l’orientation de l’espace).
Le terme correctif consiste donc a` augmenter les contributions des sommets B et D, relie´s a` A
par une areˆte, et a` diminuer celle de C diame´tralement oppose´ a` A. Le sche´ma sera positif si :
| AB2 −AC2 | AC2
2Aire(ABCD)2
< δc <
BD2AC2
2Aire(ABCD)2
. (3.71)
Le majorant pour un maillage de carre´s est 2. La positivite´ de la discre´tisation stabilise´e de´pend
donc de la valeur de δc. L’intervalle de stabilite´ est e´tabli a` partir de grandeurs ge´ome´triques du
maillage.
On reprend le proble`me test Eq. (3.64) pre´sente´ a` la section 3.4. Le domaine de calcul est le
meˆme ainsi que les plans de coupe ou` l’on observe l’e´volution temporelle de la solution nume´rique,
Fig. 3.5. On trouve sur la Fig. 3.8 l’allure de la solution aux temps t0 = 0s, t1 = 9.375 10−5 s,
t2 = 1.875 10−4 s et t3 = 5.625 10−4 s. La valeur de δc est fixe´e a` 0.1. Cette fois, la solution n’est
pas oscillante et converge vers l’e´tat stationnaire qui est e´videmment une fonction constante sur
tout le domaine. Pour un δc bien choisi, la me´thode nume´rique ”VF” est bel et bien monotone.
3.6 Conclusion
On a pre´sente´ une me´thode nume´rique pour l’ope´rateur diffusif base´e sur la de´finition d’un
gradient reconstruit de telle manie`re a` eˆtre constant sur les e´le´ments du maillage primal. On a
montre´ que cette approche est consistante avec le Laplacien sur un maillage de paralle´logrammes
quelconques. Pour des maillages de quadrangles quelconques, l’analyse de consistance a montre´
que le sche´ma reste d’ordre deux bien que l’on ne soit plus consistant. Pour les maillages de
triangles, le sche´ma est d’ordre deux et la consistance n’est atteinte que si les triangles sont
e´quilate´raux.
L’analyse du signe des coefficients de la discre´tisation met clairement en e´vidence la possibilite´
de de´velopper des solutions oscillantes. Une approche stabilise´e est propose´e. Le terme correctif
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Fig. 3.8: Allures du champ T calcule´ par la me´thode ”VF” avec correction a` diffe´rents temps
dans les plans de coupe longitudinale y = 0.05 m a` gauche et y = 0.025 a` droite
qui est introduit dans l’expression du gradient consiste a` augmenter la contribution des nœuds
relie´s par une areˆte au nœud de calcul et diminuer celle du nœud diame´tralement oppose´. Cette
discre´tisation est monotone dans la mesure ou` le parame`tre de stabilisation δc est bien choisi.
L’intervalle de stabilite´ pour δc est fixe´ par des grandeurs ge´ome´triques du maillage telles que
l’aire des e´le´ments et la longueur de leurs diagonales. Cette discre´tisation n’est, en revanche,
plus conservative et n’est consistante que sur des maillages de rectangles ayant au moins une
dimension commune. Le terme de stabilisation fait donc perdre en consistance. L’erreur de
troncature est ne´ammoins d’ordre deux pour des maillages de quadrangles.
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Chapitre 4
Me´thodes base´es sur les Ele´ments
Finis
On va e´tudier dans ce chapitre trois me´thodes de mode´lisation de l’ope´rateur de diffusion base´es
sur la reconstruction d’un gradient par la formule d’interpolation des Ele´ments Finis. On se
re´fe`re dans ce chapitre a` des notions classiques d’Ele´ments Finis dont on trouvera une description
de´taille´e par exemple dans Zienkiewicz [67].
La premie`re me´thode e´tudie´e est nomme´e ”EF ex”. L’extension ”ex” notifie le fait qu’elle est
exacte pour un polynoˆme de degre´ deux. Le gradient est reconstruit sur un e´le´ment quadrangle
a` l’aide des fonctions de base biline´aires associe´es a` l’e´le´ment. Le gradient obtenu n’est pas une
fonction constante sur l’e´le´ment. Le flux est ensuite inte´gre´ nume´riquement. Les deux me´thodes
pre´sente´es a` la suite de ”EF ex”, nomme´es ”EF cg” et ”EF nod”, conside`rent que le gradient
est constant sur la surface d’intersection entre la cellule duale et un e´le´ment du maillage. Sur
Fig. 2.4 b), cette surface d’intersection est repre´sente´e par ∂Ci ∩ τ . Il n’est plus ne´cessaire
d’effectuer une inte´gration nume´rique pour obtenir l’expression du flux. Ce qui diffe´rencie les
deux dernie`res me´thodes est le choix de la valeur qui approche la valeur moyenne du gradient
sur cette surface d’intersection. On pre´sente pour ces trois me´thodes leur formulation, puis une
analyse de consistance de la discre´tisation et enfin une analyse de stabilite´ avant de re´sumer
les re´sultats obtenus dans le paragraphe de conclusions. Les me´thodes sont pre´sente´es en deux
dimensions d’espace.
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4.1 Me´thode ”EF ex”
Dans cette approche, le gradient est approche´ en deux dimensions d’espace par l’interme´diaire
des fonctions de forme biline´aires. Le gradient obtenu n’est pas constant sur les e´le´ments du
maillage primal. On de´crit comment son calcul est effectue´ dans le premier paragraphe.
Les contributions de flux nume´rique sur chaque e´le´ment entourant le nœud de calcul s’obtiennent
par une inte´gration nume´rique que l’on pre´sente dans le deuxie`me paragraphe.
En remarquant que le flux peut s’exprimer sous une forme plus malle´able, on en de´duit une
formulation approche´e, plus simple, de la me´thode initiale que l’on nomme ”EF ex ap” et que
l’on pre´sente dans le troisie`me paragraphe.
On e´tudie ensuite conjointement les deux me´thodes ”EF ex” et ”EF ex ap”, d’abord relativement
a` la consistance, puis la stabilite´.
4.1.1 Calcul du gradient
Pour exprimer le gradient, on utilise ici la formule d’interpolation des Ele´ments Finis. On
conside`re la transformation qui permet de passer de l’espace de coordonne´es initiales (x, y)
a` l’espace de coordonne´es naturelles (ξ, η) des e´le´ments isoparame´triques.
Soient les ope´rateurs ~∇xy =
(
∂
∂x
∂
∂y
)
et ~∇ξη =
(
∂
∂ξ
∂
∂η
)
. Soit [Jτ ] la matrice jacobienne de la
transformation de coordonne´es :
[Jτ ] =

∂x
∂ξ
∂x
∂η
∂y
∂ξ
∂y
∂η
 = 4∑
i=1

∂N τi
∂ξ
xi
∂N τi
∂η
xi
∂N τi
∂ξ
yi
∂N τi
∂η
yi
 , (4.1)
(xi, yi) sont les coordonne´es carte´siennes des nœuds de l’e´le´ment et N τi les fonctions de forme
Ele´ments Finis de´finie sur l’e´le´ment τ associe´e au nœud i. Le gradient du champ scalaire T sur
τ s’e´crit :
~∇T =
∑
i∈Sτ
Ti~∇xyN τi , (4.2)
=
∑
i∈Sτ
Ti[Jτ ]−T ~∇ξηN τi . (4.3)
Sτ est l’ensemble des sommets de l’e´le´ment τ et Ti sont les valeurs nodales du champ T . Pour
des e´le´ments triangulaires ou te´trae´driques, les Ele´ments Finis utilise´s sont de type Lagrangien
P1. Les fonctions de forme qui leurs sont associe´es s’e´crivent en coordonne´es naturelles (ξ, η)
de´finies par le changement de coordonne´es repre´sente´ Fig. 4.1 :
N1(ξ, η) = 1− ξ − η, (4.4)
N2(ξ, η) = ξ, (4.5)
N3(ξ, η) = η. (4.6)
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ξy
x
i j
k
j
k1
i
0 1
η
Fig. 4.1: Triangles re´el et normalise´
Ces fonctions e´tant line´aires, leurs gradients sont constants :
∇N1(ξ, η) =
( −1
−1
)
, ∇N2(ξ, η) =
(
1
0
)
et ∇N3(ξ, η) =
(
0
1
)
. (4.7)
Il en est de meˆme pour les te´trae`dres dont les fonctions de forme s’e´crivent pour un e´le´ment
normalise´ :
N1(ξ, η, ζ) = 1− ξ − η − ζ, (4.8)
N2(ξ, η, ζ) = ξ, (4.9)
N3(ξ, η, ζ) = η, (4.10)
N4(ξ, η, ζ) = ζ, (4.11)
et leurs gradients :
∇N1(ξ, η, ζ) =
 −1−1
−1
 , ∇N2(ξ, η, ζ) =
 10
0
 ,
∇N3(ξ, η, ζ) =
 01
0
 , ∇N4(ξ, η, ζ) =
 00
1
 . (4.12)
Concernant les quadrilate`res, les fonctions de forme qui leurs sont associe´es sont biline´aires et
s’e´crivent en coordonne´es naturelles (ξ, η) de´finies par le changement de coordonne´es Fig. 4.2 :
N1(ξ, η) =
1
4
(1− ξ)(1− η), (4.13)
N2(ξ, η) =
1
4
(1 + ξ)(1− η), (4.14)
N3(ξ, η) =
1
4
(1 + ξ)(1 + η), (4.15)
N4(ξ, η) =
1
4
(1− ξ)(1 + η). (4.16)
Les gradients de ces fonctions s’e´crivent :
∇N1(ξ, η) = −14
(
1− η
1− ξ
)
, ∇N2(ξ, η) = 14
(
1− η
−(1 + ξ)
)
,
∇N3(ξ, η) = 14
(
1 + η
1 + ξ
)
, ∇N4(ξ, η) = 14
( −(1 + η)
1− ξ
)
.
(4.17)
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Fig. 4.2: Quadrilate`res re´el et normalise´
Les gradients des fonctions de forme biline´aires ne sont plus constants sur l’e´le´ment auquel ils
sont associe´s. Il en est de meˆme pour les e´le´ments tridimensionnels autres que te´trae´driques qui
ne´cessitent des fonctions de forme triline´aires.
4.1.2 Calcul du flux nume´rique
Il faut de´terminer une proce´dure pour calculer le flux nume´rique de l’e´quation de la chaleur
Eq. (2.145) : ∫
∂Ci
α ~∇T · ~n dl =
∑
τ∈E(i)
∫
∂Ci∩τ
α ~∇T · ~n dl, (4.18)
ou` E(i) est l’ensemble des e´le´ments du maillage posse´dant i comme sommet. Pour les e´le´ments
triangulaires, la me´thode nume´rique est identique a` l’actuelle me´thode nume´rique de´crite au
paragraphe 2.1. On se place donc dans le cas de figure ou` τ est un quadrilate`re et dl un e´le´ment
line´ique.
On propose d’utiliser une me´thode d’inte´gration nume´rique de Gauss apre`s avoir simplifie´ l’ex-
pression de l’inte´grale du membre de droite de Eq. (4.18) dans l’espace des coordonne´es naturelles
de l’e´le´ment. On a :
∫
∂CA∩τ
α ~∇T · ~n dl =
∫
∂CA∩τ
α
(
4∑
i=1
Ti~∇xyN τi
)
· ~n dl,
=
∫
∂CA∩τ
α
(
4∑
i=1
Ti[Jτ ]−T ~∇ξηN τi
)
· ~n dl, (4.19)
dans les notations de Fig. 4.2. On a repre´sente´ en pointille´ ∂CA ∩ τ le chemin d’inte´gration
parame´tre´ et oriente´ par l ainsi que le vecteur normal ~n a` chaque segment. L’image du chemin
d’inte´gration ∂CA∩τ = [MG]∪[GM ′] dans l’espace des coordonne´es (x, y) correspond au chemin
[mO]∪ [Om′] dans l’espace des coordonne´es naturelles de l’e´le´ment. En effet, l’image des milieux
M et M ′ respectivement de [AD] et [AB] sont m et m′, l’image du barycentre G de ABCD est
O barycentre de 1234 et ceci quelque soit le quadrilate`re initial.
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On explicite ~n dl d’apre`s les choix de´crits Fig. 4.2 :
~n dl =
( −dy
dx
)
=
 −
∂y
∂ξ
dξ − ∂y
∂η
dη
+
∂x
∂ξ
dξ +
∂x
∂η
dη
 . (4.20)
Si l’on note :
4∑
i=1
Ti[Jτ ]−T ~∇ξηN τi =
(
a(ξ, η)
b(ξ, η)
)
, (4.21)
on en de´duit que l’inte´grale I Eq. (4.19) peut s’e´crire sous la forme :
I =
∫
∂CA∩τ
α
[
a(ξ, η)(−∂y
∂ξ
dξ − ∂y
∂η
dη) + b(ξ, η)(
∂x
∂ξ
dξ +
∂x
∂η
dη)
]
,
=
∫
∂CA∩τ
α
[(
b(ξ, η)
∂x
∂ξ
− a(ξ, η)∂y
∂ξ
)
dξ +
(
b(ξ, η)
∂x
∂η
− a(ξ, η)∂y
∂η
)
dη
]
,
=
∫ 0
−1
α
(
b(ξ, 0)
∂x
∂ξ
− a(ξ, 0)∂y
∂ξ
)
dξ +
∫ −1
0
α
(
b(0, η)
∂x
∂η
− a(0, η)∂y
∂η
)
dη. (4.22)
Afin d’alle´ger la notation, il n’a pas e´te´ fait mention, pour les termes de la jacobienne, de leur
de´pendance a` (ξ, η).
Ayant se´pare´ dans l’inte´grale Eq. (4.22) les termes de´pendant de ξ et ceux de´pendant de η, on
pose :
I =
∫ 0
−1
f(ξ, 0)dξ +
∫ −1
0
g(0, η)dη. (4.23)
On explicite les fonctions a et b de Eq. (4.21) :
(
a(ξ, η)
b(ξ, η)
)
=
4∑
i=1
Ti
|Jτ(ξ,η)|

∂Ni
∂ξ
∂y
∂η
− ∂Ni
∂η
∂y
∂ξ
−∂Ni
∂ξ
∂x
∂η
+
∂Ni
∂η
∂x
∂ξ
 , (4.24)
ce qui permet de re´e´crire f(ξ, 0) et g(0, η) :
f(ξ, 0) =
α
|Jτ(ξ,0)|
(
(
4∑
i=1
Ti
∂Ni
∂η
(ξ, 0))
[(
∂x
∂ξ
)2
+
(
∂y
∂ξ
)2]
−(
4∑
i=1
Ti
∂Ni
∂ξ
(ξ, 0))
[
∂x
∂ξ
∂x
∂η
+
∂y
∂ξ
∂y
∂η
])
, (4.25)
g(0, η) =
α
|Jτ(0,η)|
(
(
4∑
i=1
Ti
∂Ni
∂η
(0, η))
[
∂x
∂ξ
∂x
∂η
+
∂y
∂ξ
∂y
∂η
]
−(
4∑
i=1
Ti
∂Ni
∂ξ
(0, η))
[(
∂x
∂η
)2
+
(
∂y
∂η
)2])
. (4.26)
Par inte´gration nume´rique de Gauss a` deux points, on a :∫ 0
−1
f(ξ, 0)dξ =
1
2
f(−1, 0) + 1
2
f(0, 0), (4.27)
et
∫ −1
0
g(0, η)dη = −1
2
g(0, 0)− 1
2
g(0,−1). (4.28)
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On e´value les gradients de´finis Eq. (4.17) aux points (−1, 0), (0, 0) et (0,−1) :
∇N1(−1, 0) = −14
(
1
2
)
, ∇N2(−1, 0) = 14
(
1
0
)
,
∇N3(−1, 0) = 14
(
1
0
)
, ∇N4(−1, 0) = 14
( −1
2
)
,
∇N1(0, 0) = −14
(
1
1
)
, ∇N2(0, 0) = 14
(
1
−1
)
,
∇N3(0, 0) = 14
(
1
1
)
, ∇N4(0, 0) = 14
( −1
1
)
,
∇N1(0,−1) = −14
(
2
1
)
, ∇N2(0,−1) = 14
(
2
−1
)
,
∇N3(0,−1) = 14
(
0
1
)
, ∇N4(0,−1) = 14
(
0
1
)
.
(4.29)
Dans chaque cas, la matrice jacobienne s’e´crit :
[Jτ(−1,0)] =
(
1
4(−xA + xB + xC − xD) 12(−xA + xD)
1
4(−yA + yB + yC − yD) 12(−yA + yD)
)
, (4.30)
[Jτ(0,0)] =
(
1
4(−xA + xB + xC − xD) 14(−xA − xB + xC + xD)
1
4(−yA + yB + yC − yD) 14(−yA − yB + yC + yD)
)
, (4.31)
[Jτ(0,−1)] =
(
1
2(−xA + xB) 14(−xA − xB + xC + xD)
1
2(−yA + yB) 14(−yA − yB + yC + yD)
)
, (4.32)
Si on note :
[Jτ(−1,0)] =
(
A11 A12
A21 A22
)
et [Jτ(0,−1)] =
(
B11 B12
B21 B22
)
, (4.33)
on a :
[Jτ(0,0)] =
(
A11 B12
A21 B22
)
. (4.34)
On e´crit le terme
∑4
i=1 Ti
~∇ξηNi(ξ, η), intervenant dans les expressions de f et g, aux trois points
d’inte´reˆt :
4∑
i=1
Ti~∇ξηNi(−1, 0) = 14
( −TA + TB + TC − TD
−2TA + 2TD
)
=
(
C1
C2
)
, (4.35)
4∑
i=1
Ti~∇ξηNi(0,−1) = 14
( −2TA + 2TB
−TA − TB + TC + TD
)
=
(
C3
C4
)
, (4.36)
4∑
i=1
Ti~∇ξηNi(0, 0) = 14
( −TA + TB + TC − TD
−TA − TB + TC + TD
)
=
(
C1
C4
)
, (4.37)
TA, TB, TC et TD sont les valeurs nodales associe´es aux sommets A, B, C et D. En conside´rant
que la transformation de coordonne´es est bien de´finie, de sorte que le de´terminant de Jτ(ξ,η) n’est
pas nul quelque soit (ξ, η) ∈ τ , on obtient comme expression pour f(−1, 0), f(0, 0), g(0, 0) et
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g(0,−1) :
f(−1, 0) = α|Jτ(−1,0)|
(
C2(A211 +A
2
21)− C1(A11A12 +A21A22)
)
, (4.38)
f(0, 0) =
α
|Jτ(0,0)|
(
C4(A211 +A
2
21)− C1(A11B12 +A21B22)
)
, (4.39)
g(0, 0) =
α
|Jτ(0,0)|
(
C4(A11B12 +A21B22)− C1(B212 +B222)
)
, (4.40)
g(0,−1) = α|Jτ(0,−1)|
(
C4(B11B12 +B21B22)− C3(B212 +B222)
)
, (4.41)
avec :
|Jτ(−1,0)| = A11A22 −A21A12, (4.42)
|Jτ(0,0)| = A11B22 −A21B12, (4.43)
|Jτ(0,−1)| = B11B22 −B21B12. (4.44)
Finalement :∫
∂CA∩τ
α ~∇T (tn, x, y) · ~n dl
=
1
2
f(−1, 0) + 1
2
f(0, 0)− 1
2
g(0, 0)− 1
2
g(0,−1), (4.45)
=
α
2|Jτ(−1,0)|
(
C2(A211 +A
2
21)− C1(A11A12 +A21A22)
)
+
α
2|Jτ(0,0)|
(C1(B212 +B
2
22 −A11B12 −A21B22) + C4(A211 +A221 −A11B12 −A21B22))
− α
2|Jτ(0,−1)|
(
C4(B11B12 +B21B22)− C3(B212 +B222)
)
. (4.46)
On effectue ce calcul pour tous les e´le´ments τ appartenant a` E(A) et on obtient le flux diffusif
sur ∂CA par Eq. (4.18).
The´ore`me 10 L’expression Eq. (4.46) de la contribution de flux diffusif est e´quivalente a` :∫
∂CA∩τ
~∇T · ~n dl = 1
2
(
~∇TM + ~∇TG
)
· ~nMG + 12
(
~∇TG + ~∇TM ′
)
· ~nGM ′ , (4.47)
ou` les gradients sont calcule´s par la formulation Eq. (4.2). On a utilise´ les notations de Fig. 4.2.
Preuve 10 Soit : ∫
∂CA∩τ
α ~∇T · ~n dl = aTA + bTB + cTC + dTD. (4.48)
On va de´terminer l’expression, sous forme vectorielle, des coefficients a, b, c et d. On montre
ensuite que ces expressions sont e´quivalentes a` celles obtenues en conside´rant T comme un
polynoˆme de degre´ deux.
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On re´e´crit, tout d’abord, les jacobiens Eq. (4.42) a` (4.44) sous forme vectorielle d’apre`s les
notations de Fig. 4.2 :
|Jτ(−1,0)| =
1
4
‖ ~AV ∧ ~AD‖, (4.49)
|Jτ(0,0)| =
1
8
‖ ~AC ∧ ~BD‖, (4.50)
|Jτ(0,−1)| =
1
4
‖ ~AB ∧ ~AU‖, (4.51)
ainsi que les valeurs f(−1, 0), f(0, 0), g(0, 0) et g(0,−1) Eq. (4.38)-(4.41) deviennent :
f(−1, 0) = 4α‖ ~AV ∧ ~AD‖
(
1
4
(−2TA + 2TD) 116‖
~AC + ~DB‖2
−1
4
(−TA + TB + TC − TD)(18(
~AC + ~DB) · ~AD)
)
, (4.52)
f(0, 0) =
8α
‖ ~AC ∧ ~BD‖
(
1
4
(−TA − TB + TC + TD) 116‖
~AC + ~DB‖2
−1
4
(−TA + TB + TC − TD) 116(
~AC + ~DB) · ( ~AC + ~BD)
)
, (4.53)
g(0, 0) =
8α
‖ ~AC ∧ ~BD‖
(
1
4
(−TA − TB + TC + TD) 116(
~AC + ~DB) · ( ~AC + ~BD)
−1
4
(−TA + TB + TC − TD) 116‖
~AC + ~DB‖2
)
, (4.54)
g(0,−1) = 4α‖ ~AB ∧ ~AU‖
(
1
4
(−TA − TB + TC + TD)18
~AB · ( ~AC + ~BD)
−1
4
(−2TA + 2TB) 116‖
~AC + ~BD‖2
)
. (4.55)
En simplifiant, on obtient :
f(−1, 0) = α
8‖ ~AV ∧ ~AD‖
(
2 ~V D · ( ~AC + ~DB)TA − (TB + TC)( ~AC + ~DB) · ~AD
+2 ~AV · ( ~AC + ~DB)TD
)
, (4.56)
f(0, 0)− g(0, 0) = α
8‖ ~AC ∧ ~BD‖
(
−4‖ ~BD‖2TA + 4( ~AC · ~BD)TB + 4‖ ~BD‖2TC
−4( ~AC · ~BD)TD
)
,
(4.57)
g(0,−1) = α
8‖ ~AB ∧ ~AU‖
(
2 ~BU · ( ~AC + ~BD)TA − 2 ~AU · ( ~AC + ~BD)TB
+(TC + TD) ~AB · ( ~AC + ~BD)
)
. (4.58)
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En conclusion, on a :
a
α
=
2 ~V D · ( ~AC + ~DB)
16‖ ~AV ∧ ~AD‖ +
2 ~UB · ( ~AC + ~BD)
16‖ ~AB ∧ ~AU‖ −
‖ ~BD‖2
4‖ ~AC ∧ ~BD‖ , (4.59)
b
α
=
−( ~AC + ~DB) · ~AD
16‖ ~AV ∧ ~AD‖ +
2 ~AU · ( ~AC + ~BD)
16‖ ~AB ∧ ~AU‖ +
~AC · ~BD
4‖ ~AC ∧ ~BD‖ , (4.60)
c
α
=
−( ~AC + ~DB) · ~AD
16‖ ~AV ∧ ~AD‖ +
− ~AB · ( ~AC + ~BD)
16‖ ~AB ∧ ~AU‖ +
‖ ~BD‖2
4‖ ~AC ∧ ~BD‖ , (4.61)
d
α
=
2 ~AV · ( ~AC + ~DB)
16‖ ~AV ∧ ~AD‖ +
− ~AB · ( ~AC + ~BD)
16‖ ~AB ∧ ~AU‖ −
~AC · ~BD
4‖ ~AC ∧ ~BD‖ . (4.62)
On conside`re maintenant que T est un polynoˆme de degre´ deux. Le gradient ~∇T est donc affine.
En utilisant les notations Fig. 4.2, on peut e´crire :∫
∂CA∩τ
α ~∇T · ~n dl =
∫
MG
α ~∇T · ~n dl +
∫
GM ′
α ~∇T · ~n dl,
= ~n1 ·
∫
MG
α ~∇Tdl + ~n2 ·
∫
GM ′
α ~∇Tdl,
= α~n1‖MG‖ ~∇T 1 + α~n2‖GM ′‖ ~∇T 2, (4.63)
avec ~∇T 1 la valeur de ~∇T au milieu de [M,G], i.e. 12( ~∇TM + ~∇TG) et ~∇T 2 la valeur de ~∇T
au milieu de [G,M ′], i.e. 12( ~∇TG + ~∇TM ′). On a donc :∫
∂CA∩τ
α ~∇T · ~n dl = α(1
2
~∇TM · ~nBMG +
1
2
~∇TM ′ · ~nDGM ′ +
1
4
~∇TG · ~nCBD), (4.64)
ou` ~nBMG, par exemple, est le vecteur normal au segment [M,G] oriente´ vers le sommet B.
Il faut maintenant expliciter les expressions des gradients ~∇TM , ~∇TG et ~∇TM ′ en utilisant la
formulation Eq. (4.2). Pour obtenir le gradients en G, il est ne´cessaire d’e´valuer les gradients
des fonctions de forme lie´es a` l’e´le´ment au point ξ = 0, η = 0 :
∇N1(0, 0) = 14
( −1
−1
)
, ∇N2(0, 0) = 14
(
1
−1
)
,
∇N3(0, 0) = 14
(
1
1
)
, ∇N4(0, 0) = 14
( −1
1
)
.
(4.65)
La matrice jacobienne s’e´crit :
JG =
1
4
(
(−xA + xB + xC − xD) (−xA − xB + xC + xD)
(−yA + yB + yC − yD) (−yA − yB + yC + yD)
)
, (4.66)
et donc son inverse transpose´e :
(JTG)
−1 =
1
4 | JG |
(
(−yA − yB + yC + yD) (yA − yB − yC + yD)
(xA + xB − xC − xD) (−xA + xB + xC − xD)
)
, (4.67)
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avec pour de´terminant :
| JG |= 18
∣∣∣∣ xB − xD −xA + xCyB − yD −yA + yC
∣∣∣∣ = 18‖ ~DB ∧ ~AC‖ = 14Aire(ABCD). (4.68)
Le gradient en G a donc pour expression :(
~∇T
)
G
=
1
16 | JG |
[(
2yB − 2yD
2xD − 2xB
)
TA +
(
2yC − 2yA
2xA − 2xC
)
TB +
(
2yD − 2yB
2xB − 2xD
)
TC
+
(
2yA − 2yC
2xC − 2xA
)
TD
]
,
=
1
‖ ~AC ∧ ~BD‖
(
TA~n
A
BD + TB~n
B
AC − TC~nABD − TD~nBAC
)
. (4.69)
En proce´dant de la meˆme manie`re - le de´tail des calculs est en Annexe B.1.1 - on trouve pour
~∇TM et ~∇TM ′ :
~∇TM = 1
2‖ ~AV ∧ ~AD‖
(
2TA~nADV + TB~n
int
AD + TC~n
int
AD + 2TD~n
D
AV
)
, (4.70)
~∇TM ′ = 1
2‖ ~AB ∧ ~AU‖
(
2TA~nABU + 2TB~n
B
AU + TC~n
int
AB + TD~n
int
AB
)
. (4.71)
~n intAD est le vecteur normal au segment [A,D] oriente´ vers l’inte´rieur de l’e´le´ment.
On e´crit comme pre´ce´demment, par exemple le coefficient a, en ayant applique´ une rotation
d’angle pi2 afin d’e´liminer les vecteurs normaux (les produits scalaires ne sont pas modifie´s par
application d’une rotation) :
a
α
=
~DV · ~GM
2‖ ~AV ∧ ~AD‖ +
~BU · ~GM ′
2‖ ~AB ∧ ~AU‖ −
‖ ~BD‖2
4‖ ~AC ∧ ~BD‖ . (4.72)
En remarquant que :
~GM ′ =
1
2
~UM ′ =
1
4
( ~DB + ~CA) = −1
4
( ~AC + ~BD), (4.73)
~GM =
1
2
~VM =
1
4
( ~CA+ ~BD) = −1
4
( ~AC + ~DB), (4.74)
on constate que l’expression du coefficient a Eq. (4.72) est e´quivalente a` celle Eq. (4.59). Il en
est de meˆme pour les coefficients b, c et d. On en conclut que la discre´tisation Eq. (4.46) du flux
diffusif est e´quivalente a` Eq. (4.47).

Sous cette forme, il est plus aise´ de se convaincre de la conservativite´ de la me´thode propose´e.
En effet : ∫
∂CAB∩τ
~∇T · ~n dl = 1
2
(
~∇TM + ~∇TG
)
· ~nMG,
= −
∫
∂CBA∩τ
~∇T · ~n dl. (4.75)
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4.1.3 De´finition de la me´thode ”EF ex ap”
On conside`re un point P d’un quadrilate`re quelconque du plan. Le gradient en P a pour expres-
sion :
~∇TP = (J
τ )−T
4
[
−
(
(1− η)
(1− ξ)
)
TA +
(
(1− η)
−(1 + ξ)
)
TB +
(
(1 + η)
(1 + ξ)
)
TC
+
( −(1 + η)
(1− ξ)
)
TD
]
. (4.76)
avec pour matrice jacobienne de la transformation de coordonne´es en P :
J = [∂xP, ∂yP ], (4.77)
ou` :
∂xP =
1
4
(1− η) ~AB + 1
4
(1 + η) ~DC, (4.78)
∂yP =
1
4
(1− ξ) ~AD + 1
4
(1 + ξ) ~BC, (4.79)
dans les notations de Fig. 4.2.
On constate que, pour un quadrilate`re quelconque, la matrice jacobienne Eq. (4.77) est diffe´rente
en tout point P appartenant au quadrilate`re. Comme l’inverse de la jacobienne est pre´sente
dans l’expression du gradient, cela signifie qu’a` chaque nouveau calcul de gradient, une matrice
jacobienne doit eˆtre inverse´e. En deux dimensions d’espace, cela implique trois inversions de
matrice 2×2 pour calculer le flux a` travers ∂CA∩τ . En trois dimensions d’espace, cela correspond
a` sept inversions de matrices 3× 3 pour calculer le flux a` travers la meˆme surface. La me´thode
devient vite tre`s complexe.
En remarquant que pour un e´le´ment paralle´le´pipe´dique, la matrice jacobienne se re´duit a` :
∂xP =
1
2
~AB et ∂yP =
1
2
~BC, (4.80)
elle est donc inde´pendante de P . Une fois inverse´e, on peut calculer n’importe quel gradient. De
plus, dans ce cas, et dans ce cas seulement, si l’on fixe une coordonne´e du plan bidimensionnel,
le gradient est une fonction affine de l’autre. On a donc :
~∇TM = 12
(
~∇TA + ~∇TD
)
, (4.81)
~∇TM ′ = 12
(
~∇TA + ~∇TB
)
, (4.82)
~∇TG = 12
(
~∇TM + ~∇T V
)
=
1
2
(
~∇TM ′ + ~∇TU
)
,
=
1
4
(
~∇TA + ~∇TB + ~∇TC + ~∇TD
)
. (4.83)
On est en mesure d’exprimer de manie`re exacte, pour un e´le´ment paralle´le´pipe´dique, les gradients
qui interviennent dans l’expression du flux nume´rique en fonction des gradients au sommet de
l’e´le´ment. Donc, avec quatre gradients pour un quadrilate`re et huit gradients pour un hexae`dre,
on peut reconstruire le gradient en n’importe quel point P de l’e´le´ment.
Cette formulation de la me´thode ”EF ex” pour les e´le´ments paralle´le´pipe´diques
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e´tant bien moins complexe, on de´cide de l’utiliser pour de´finir une variante de
cette me´thode, que l’on nomme ”EF ex ap”, qui utilise les de´finitions des gradients
Eq. (4.81) a` (4.83) pour le calcul du flux Eq. (4.47) quelque soit le type de maillages.
Contrairement a` la me´thode ”EF ex” qui est exacte quelque soit le maillage, cette approche
n’est exacte que pour des maillages compose´s de paralle´logrammes et devient approche´e pour
des maillages compose´s de quadrilate`res quelconques. Ne´ammoins, elle demeure conservative
pour tous les types d’e´le´ments. La me´thode ”EF ex ap” est e´tudie´e en consistance et stabilite´
conjointement a` ”EF ex”.
4.1.4 Consistance et ordre de pre´cision
On cherche a` ve´rifier les conditions de consistance Eq. (2.155), Eq. (2.156) et Eq. (2.157).
On ve´rifie tout d’abord si la somme des coefficients a, b, c et d est bien nulle. A l’aide des
expressions Eq. (4.59) a` (4.62), on voit clairement que le terme en facteur du de´nominateur
4‖ ~AC∧ ~BD‖ est nul. Ensuite, concernant les termes en facteur des de´nominateurs 16‖ ~AV ∧ ~AD‖
et 16‖ ~AB ∧ ~AU‖, on a :
( ~AC + ~DB) · [2 ~V D − 2 ~AD + 2 ~AV ] = 0, (4.84)
( ~AC + ~BD) · [2 ~UB + 2 ~AU − 2 ~AB] = 0. (4.85)
La somme a+ b+ c+ d est donc effectivement nulle.
On souhaite calculer maintenant b ~AB+c ~AC+d ~AD afin de de´terminer si, par sommation sur les
e´le´ments entourant A, la somme est nulle. On a pour le facteur du de´nominateur 4‖ ~AC ∧ ~BD‖ :
( ~AC · ~BD)( ~AB − ~AD) + ‖ ~BD‖2 ~AC = ( ~AC · ~BD) ~DB + ‖ ~BD‖2 ~AC,
= ‖ ~BD‖2 ~AC − ( ~AC · ~BD) ~BD,
= ~BD ∧ ( ~AC ∧ ~BD) = ‖ ~AC ∧ ~BD‖ ~BD ∧ ~ω,
= −‖ ~AC ∧ ~BD‖~nABD, (4.86)
pour le facteur du de´nominateur 16‖ ~AV ∧ ~AD‖ :
−[( ~AC + ~DB) · ~AD]( ~AB + ~AC) + 2[ ~AV · ( ~AC + ~DB)] ~AD
= 2[( ~AC + ~DB) · ~AV ] ~AD − 2[( ~AC + ~DB) · ~AD] ~AV ,
= 2( ~AC + ~BD) ∧ ( ~AD ∧ ~AV ),
= −2‖ ~AV ∧ ~AD‖( ~AC + ~DB) ∧ ~ω, (4.87)
~ω est le vecteur normal au plan de travail oriente´ vers le lecteur, et pour le facteur du de´nominateur
16‖ ~AB ∧ ~AU‖ :
2[ ~AU · ( ~AC + ~BD)] ~AB − [ ~AB( ~AC + ~BD)]( ~AC + ~AD)
= 2[( ~AC + ~BD) · ~AU ] ~AB − 2[( ~AC + ~BD) · ~AB] ~AU,
= 2( ~AC + ~BD) ∧ ( ~AB ∧ ~AU),
= 2‖ ~AB ∧ ~AU‖( ~AC + ~BD) ∧ ~ω, (4.88)
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on en de´duit que :
b ~AB + c ~AC + d ~AD = −1
4
~nABD −
1
8
( ~AC + ~DB) ∧ ~ω + 1
8
( ~AC + ~BD) ∧ ~ω,
= −1
4
~nABD +
1
4
~BD ∧ ~ω,
= −1
4
~nABD −
1
4
~nABD = −
1
2
~nABD. (4.89)
Donc en sommant sur tous les quadrilate`res entourant A, toutes les contributions vont s’annuler
et donc la condition Eq. (2.156) est ve´rifie´e.
On voudrait e´tudier maintenant les coefficients devant les de´rive´es partielles du second ordre.
Le calcul e´tant moins facile a` e´crire manuellement, on a eu recours de nouveau au calcul formel.
On trouve les de´tails du programme en Annexe A.2.1. On calcule l’expression du flux par la
me´thode ”EF ex” dans le cas ou` le maillage est constitue´ de paralle´logrammes. On e´tudie les
coefficients c[3], c[4] et c[5] repre´sentant les coefficients des de´rive´es partielles ∂xx·, ∂xy· et ∂yy·.
On soustrait l’aire A de l’intersection entre l’aire du paralle´logramme ABCD et la cellule duale,
aux coefficients c[3] et c[5] relatifs aux de´rive´es ∂xx· et ∂yy·. On souhaiterait, afin de ve´rifier
Eq. (2.157), que les coefficients c[3]−A, c[4] et c[5]−A s’annulent par sommation sur les e´le´ments
entourant le sommet A. On se rend compte qu’une partie de ces coefficients va effectivement
disparaˆıtre lors de la sommation, on n’a donc de´veloppe´ que la partie de ces coefficients qui
demeurera apre`s sommation. On constate que, pour chacun des coefficients c[3] − A, c[4] et
c[5]−A, apparaˆıt le quotient suivant :
(xDxB + yByD)
(xByD − yBxD) =
~AB · ~AD
det( ~AB, ~AD)
,
=
‖ ~AB‖‖ ~AD‖ cos(β)
‖ ~AB‖‖ ~AD‖ sin(β) = cotan(β), (4.90)
ou` β est l’angle (D̂AB) repre´sente´ Fig. 4.3 et le point A est le sommet pris comme origine
des coordonne´es dans l’e´le´ment ABCD. La valeur cotan(β) est fixe quand h tend vers ze´ro
β
A B
CD
F
E
Fig. 4.3: De´finition de l’angle β = (D̂AB)
a` moins que l’on ne modifie la forme des paralle´logrammes. En conclusion, la discre´tisation
”EF ex” n’est consistante avec le Laplacien que sur un maillage compose´ d’un re´seau de pa-
ralle´logrammes re´guliers, tel que dessine´ Fig. 4.3, car dans ce cas, les contributions des sommets
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oppose´s s’annulent. Dans les autres cas, maillage de paralle´logrammes quelconques et a fortiori
de quadrilate`res quelconques, il n’y a pas consistance. Le sche´ma est d’ordre deux. L’e´tude ayant
e´te´ mene´e sur des paralle´logrammes, cas ou` les me´thodes ”EF ex” et ”EF ex ap” correspondent,
les conclusions pre´ce´dentes sont valables pour les conditions de consistance de la me´thode ”EF
ex ap”.
4.1.5 Stabilite´
Pour ve´rifier la monotonie, une condition suffisante est de montrer que les coefficients de la
discre´tisation sont positifs. Au vu des expressions Eq. (4.60) a` (4.62) des coefficients b, c et d, il
est assez difficile de conclure quant a` leur signe pour un maillage de quadrilate`res quelconques.
On a toutefois analyse´ les expressions de ces coefficients pour un maillage de paralle´logrammes
dont on trouvera le de´tail en Annexe A.2.2. On trouve finalement :
b =
1
8
(
3AD2 −AB2
det( ~AB, ~AD)
)
, (4.91)
c =
1
8
(
−4( ~AB · ~AD) +AD2 +AB2
det( ~AB, ~AD)
)
, (4.92)
d =
1
8
(
3AB2 −AD2
det( ~AB, ~AD)
)
. (4.93)
On re´e´crit le coefficient c avec les notations B = ‖ ~AB‖ et D = ‖ ~AD‖ :
c =
1
8× det( ~AB, ~AD)
(−4BD cosβ +D2 + B2) ,
=
B2
8× det( ~AB, ~AD)
(
−4DB cosβ +
D2
B2 + 1
)
. (4.94)
L’e´tude du signe du trinoˆme montre que, pour cosβ ≤ 12 , β e´tant l’angle du paralle´logramme
Fig. 4.3, c est toujours positif. Si ce n’est pas le cas, c peut eˆtre positif mais il existe une condition
entre B, D et cosβ. Les coefficients b et d sont positifs si les deux dimensions du paralle´logramme
sont assez proches. En conse´quence, la discre´tisation est positive si cosβ ≤ 12 avec β l’angle en A
du paralle´logramme et si le rapport entre la longueur et la largeur des paralle´logrammes n’exce`de
pas
√
3. La` encore, les conclusions pre´ce´dentes sont valables aussi pour la me´thode ”EF ex ap”.
4.2 Me´thode ”EF cg”
Dans cette me´thode, on utilise toujours, pour calculer le gradient, la formule d’interpolation des
Ele´ments Finis pre´sente´e Eq. (4.2). On cherche cette fois a` trouver une bonne approximation
de la valeur moyenne du gradient sur toute la surface d’intersection entre la cellule duale et
un e´le´ment du maillage. Ainsi, en conside´rant cette valeur moyenne, il n’est plus ne´cessaire
de proce´der a` une inte´gration nume´rique pour calculer l’inte´grale du flux, ce qui simplifie la
discre´tisation. Le gradient n’est pas pour autant constant sur tout l’e´le´ment, cette approche ne
correspond donc pas a` la me´thode ”VF”.
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On explique, dans le premier paragraphe, quel point de l’e´le´ment a e´te´ choisi pour e´valuer le
gradient et pourquoi cette valeur semble eˆtre une bonne approximation de la valeur moyenne
sur la surface d’e´valuation du flux. On y de´crit aussi le calcul des contributions de flux. Dans le
deuxie`me paragraphe, on e´tudie les proprie´te´s de consistance et stabilite´ de cette discre´tisation.
4.2.1 Choix du point d’e´valuation du gradient et calcul du flux nume´rique
Q
D
A
B
C
G
M’
M
Fig. 4.4: Quadrilate`re quelconque pour le choix du point d’e´valuation du gradient EF
On cherche a` trouver un point pour lequel la valeur de son gradient peut eˆtre conside´re´e comme
une bonne approximation de la valeur moyenne du gradient sur la surface ∂CA ∩ τ . On propose
le point Q repre´sente´ Fig. 4.4. Ce point est le barycentre du triangle {M,G,M ′} ou` M est le
milieu du segment [A,D], M ′ le milieu du segment [A,B] et G l’isobarycentre des points A, B,
C et D. La re´union des segments [M,G] et [G,M ′] forme la surface ∂CA ∩ τ .
Soit P un point quelconque du quadrilate`re τ . Les coordonne´es de ce point s’expriment a` l’aide
des fonctions de coordonne´es barycentriques Ele´ments Finis de la manie`re suivante :
P = N1(ξ, η)A+N2(ξ, η)B +N3(ξ, η)C +N4(ξ, η)D, (4.95)
ou` les fonctions Ni ont les expressions Eq. (4.13) a` (4.16). A partir de la de´finition des points
M , G, M ′ et Q, on obtient facilement que :
Q =
5
12
A+
3
12
B +
1
12
C +
3
12
D. (4.96)
Le proble`me est que, pour le point Q ainsi de´fini, les coordonne´es naturelles (ξ, η) correspon-
dantes ne sont pas uniques. Q e´tant le barycentre de quatre points dans un plan, le syste`me
n’est pas unisolvant.
Si l’on prend (A,B,D) comme repe`re barycentrique. On pose C = aA+bB+dD avec a+b+d = 1.
Alors :
Q =
5 + a
12
A+
3 + b
12
B +
3 + d
12
D et (4.97)
Q = (N1 + aN3)A+ (N2 + bN3)B + (N4 + dN3)D. (4.98)
On omet la de´pendance a` (ξ, η) des fonctions Ni pour alle´ger les notations. Dans ce cas, en
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identifiant les coefficients :
N1 + aN3 =
5 + a
12
, (4.99)
N2 + bN3 =
3 + b
12
, (4.100)
N4 + dN3 =
3 + d
12
, (4.101)
on trouve un couple de coordonne´es (ξ, η) qui convient mais qui sera de´pendant de a, b et d,
c’est-a`-dire de´pendant du quadrilate`re traite´.
En revanche, si l’on se place dans le cas de figure ou` ABCD est un paralle´logramme, alors
~AC = ~AB + ~AD. On a C = −A + B +D ce qui entraˆıne que a = −1, b = d = 1. Le syste`me
Eq. (4.102) a` (4.104) devient :
N1 −N3 = 13 , (4.102)
N2 +N3 =
1
3
, (4.103)
N4 +N3 =
1
3
, (4.104)
dont l’unique solution est (ξ, η) = (−13 ,−13).
Donc, pour un paralle´logramme, le point de coordonne´es naturelles (ξ, η) = (−13 ,−13) a pour
image le point Q, barycentre du triangle {M,G,M ′}, dans l’espace de coordonne´es (x, y). On
1
1 2
34
1
1
1
−
−
η
ξ
1
−1/3
−1/3
G
Fig. 4.5: De´coupe du quadrilate`re normalise´ pour le calcul du flux au nœud A
de´finit G1 tel que : (ξG1 , ηG1) = (−13 ,−13) et on donne une repre´sentation de ce point Fig. 4.5.
Ce point est en fait le barycentre du triangle {1, 2, 4}. On de´cide de retenir ∇˜TG1 comme
valeur moyenne du gradient sur la surface ∂CA∩τ , quelque soit le type de quadri-
late`res initiaux.
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Le calcul du flux diffusif par cette me´thode s’e´crit donc simplement :∫
∂CA∩τ
α
(
4∑
i=1
Ti[Jτ ]−T ~∇ξηN τi
)
· ~n dl = α
(
4∑
i=1
Ti[Jτ ]−T ~∇ξηN τi (ξG1 , ηG1)
)
·
∫
∂CA∩τ
~n dl,
= α
(
4∑
i=1
Ti[Jτ ]−T ~∇ξηN τi (ξG1 , ηG1)
)
· ~n∂CA∩τ ,
= α ~∇TG1 · ~n∂CA∩τ , (4.105)
Le gradient en G1 s’obtient par application de la formulation d’interpolation des EF, dans les
notations de Fig. 4.2 :
~∇TG1 =
1
12 | JG1 |
(
2TA~nABD + 2TB~n
B
AU + TC~n
C
BD + 2TD~n
D
AV
)
. (4.106)
Le de´tail de l’obtention de cette expression se trouve en Annexe B.1.2.
Le fait de conside´rer un gradient constant sur toute la surface d’inte´gration ∂CA ∩ τ induit que
la me´thode n’est plus tout a` fait conservative. On a :∫
∂CAB∩τ
α~∇T · ~n dl = α~∇TG1 · ~n∂CAB∩τ , (4.107)∫
∂CBA∩τ
α~∇T · ~n dl = α~∇TG2 · ~n∂CBA∩τ = −α∇TG2 · ~n∂CAB∩τ , (4.108)
avec G2 le point d’e´valuation du gradient pour le calcul du flux en B. On a donc :∫
∂CAB∩τ
α~∇T · ~n dl 6= −
∫
∂CBA∩τ
α~∇T · ~n dl. (4.109)
On souhaite, cependant, e´tudier les proprie´te´s de consistance et de stabilite´ de cette me´thode.
4.2.2 Etude de consistance et stabilite´
On effectue, dans ce cas, l’e´tude de consistance en calcul formel. La variable z1, qui apparaˆıt
en Annexe A.2.3, repre´sente l’expression du flux nume´rique a` travers la surface ∂CA ∩ τ une
fois remplace´es les valeurs TB, TC et TD par leur de´veloppement de Taylor pour un maillage
de paralle´logrammes re´guliers. On constate que les coefficients devant les de´rive´es partielles
∂x· et ∂y· s’annulent lorsque l’on somme sur les e´le´ments entourant le sommet A. On e´tudie
se´pare´ment les trois derniers coefficients c[3], c[4] et c[5] devant les de´rive´es partielles ∂xx·, ∂xy·
et ∂yy·. On soustrait l’aire A de l’intersection entre l’e´le´ment et la cellule duale associe´e a` A
aux coefficients relatifs aux de´rive´es ∂xx· et ∂yy·. A l’image de ce qui se passe pour la me´thode
”EF ex”, une partie des coefficients c[3] − A, c[4] et c[5] − A s’annule par sommation sur les
e´le´ments entourant A et dans les termes restant apparaˆıt la cotangente de l’angle β de´fini Fig. 4.3.
La consistance n’est atteinte pour cette me´thode que sur des maillages de rectangles. Sur les
maillages de paralle´logrammes re´guliers, les contributions oppose´es ne s’annulent pas comme
pour la me´thode ”EF ex”.
Concernant l’e´tude de stabilite´, on calcule formellement les coefficients a, b, c et d respectivement
de TA, TB, TC et TD en Annexe A.2.4. La somme est nulle. Ensuite, pour l’e´tude de la positivite´
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des coefficients de la discre´tisation, on se restreint au cas de maillages de paralle´logrammes. Le
coefficient de TB est, pour la seule contribution lie´ a` l’e´le´ment ABCD :
bp =
1
6×Aire(ABCD)
(
1
2
BD2 +
3
2
AD2 − 3
2
AB2
)
. (4.110)
On e´crit bf , le coefficient final de TB apre`s sommation des contribution sur les deux pa-
(i,j+1)
(i,j−1) (i+1,j−1)(i−1,j−1)
(i−1,j) (i,j) (i+1,j)
I CB
AH
G F E
(i+1,j+1)(i−1,j+1)
D
1ττ4
τ3 τ2
Fig. 4.6: Notations pour le calcul du flux diffusif au point A
ralle´logrammes voisins de Fig. 4.6 :
bf =
1
6×Aire(ABCD)
(
1
2
BD2 +
3
2
AD2 − 3
2
AB2
)
+
1
6×Aire(ABHI)
(
1
2
HB2 +
3
2
AB2 − 3
2
AH2
)
. (4.111)
En conse´quence, le coefficient bf peut devenir ne´gatif si la longueur AB est tre`s grande devant
BD et AD, et si la longueur AH est tre`s grande devant HB et AB. Il est assez improbable de
trouver cette configuration en beaucoup de points d’un maillage.
Le coefficient cp concernant TC s’e´crit :
cp =
BD2
6×Aire(ABCD) . (4.112)
Il est clairement positif. L’e´tude du coefficient dp aboutit au meˆme type de condition de positivite´
que pour le coefficient bp. Cette me´thode est donc positive sur un grand nombre de maillages,
re´guliers ou non.
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4.3 Me´thode ”EF nod”
L’ide´e conductrice ici est la meˆme que pre´ce´demment : on souhaite approcher une valeur moyenne
du gradient sur la surface d’intersection ∂CA ∩ τ de la cellule duale avec un e´le´ment du maillage
primal, afin d’e´viter l’e´tape d’inte´gration nume´rique. Le gradient est toujours calcule´ par la
formule d’interpolation des Ele´ments Finis pre´sente´e Eq. (4.2).
Dans la me´thode ”EF cg”, qui se base sur le meˆme principe, le point d’e´valuation du gradient est
inte´rieur a` l’e´le´ment, ce qui fait que son image n’est pas fixe par la transformation de coordonne´es
qui permet de passer d’un e´le´ment quelconque du maillage a` un e´le´ment isoparame´trique. Cela
peut e´ventuellement poser proble`me si le maillage est tre`s e´tire´. En effet, dans ce cas, le point
d’e´valuation du gradient peut ne pas se trouver dans une zone proche de la surface d’inte´gration.
Dans la me´thode que l’on pre´sente maintenant, le point est choisi de telle sorte que son image
par la transformation de coordonne´es soit fixe dans l’e´le´ment. On explique, dans le premier
paragraphe, le choix du point d’e´valuation, qui est le nœud lui-meˆme, et la re´duction du nombre
de points servant a` la discre´tisation de la me´thode que cela implique. On e´tudie ensuite, dans
un second paragraphe, la consistance et la stabilite´ de la me´thode.
4.3.1 Calcul du flux nume´rique
On de´cide, pour cette approche, d’e´valuer le gradient en un point dont on est suˆr de connaˆıtre
l’image. Les seuls points dans ce cas sont ceux appartenant au contour de l’e´le´ment. On choisit
donc de calculer le gradient directement au nœud de calcul. Le flux a` travers la surface ∂CA ∩ τ
s’e´crit dans ce cas :∫
∂CA∩τ
α
(
4∑
i=1
Ti[Jτ ]−T ~∇ξηN τi
)
· ~n dl = α
(
4∑
i=1
Ti[Jτ ]−T ~∇ξηN τi (ξ1, η1)
)
·
∫
∂CA∩τ
~n dl,
= α
(
4∑
i=1
Ti[Jτ ]−T ~∇ξηN τi (ξ1, η1)
)
· ~n∂CA∩τ ,
= α ~∇TA · ~n∂CA∩τ , (4.113)
ou` (ξ1, η1) sont les coordonne´es du sommet 1, image du nœud A par la transformation de
coordonne´es.
On explicite l’expression du gradient au nœud A. On e´crit les gradients des fonctions de forme
Eq. (4.17) au sommet 1 :
∇N1(−1,−1) = 12
( −1
−1
)
, ∇N2(−1,−1) = 12
(
1
0
)
,
∇N3(−1,−1) = 12
(
0
0
)
, ∇N4(−1,−1) = 12
(
0
1
)
.
(4.114)
On remarque que ∇N3 est nul. Cela signifie que le gradient au sommet A ne de´pendra que de
lui-meˆme et des sommets B et D qui lui sont directement relie´s par une areˆte.
La transpose´e de la matrice jacobienne de la transformation de coordonne´es s’e´crit :
JTA =
1
2
(
(−xA + xB) (−yA + yB)
(−xA + xD) (−yA + yD)
)
, (4.115)
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et son inverse :
J−TA =
1
2 | JA |
(
(−yA + yD) (yA − yB)
(xA − xD) (−xA + xB)
)
. (4.116)
On obtient l’expression suivante du gradient qui servira pour le calcul du flux diffusif au nœud
A : (
~∇T
)
A
=
1
4 | JA |
[(
yB − yD
−xB + xD
)
TA +
( −yA + yD
xA − xD
)
TB +
(
yA − yB
−xA + xB
)
TD
]
,
=
1
4 | JA |
[
~nABDTA + ~n
int
ADTB + ~n
int
ABTD
]
. (4.117)
~nABD est la normale au segment [B,D] dirige´e vers A de norme ‖ ~BD‖ et ~n intAD la normale au
segment [A,D] dirige´e vers l’inte´rieur de l’e´le´ment de norme ‖ ~AD‖. Finalement, l’expression
du gradient en A est e´quivalente a` l’expression du gradient que l’on obtiendrait par la formule
d’interpolation des Ele´ments Finis de type Lagrangien P1 applique´e au triangle (ABD).
Cette me´thode n’est pas conservative car :∫
∂CAB∩τ
α~∇T · ~n dl = α~∇TA · ~n∂CAB∩τ , (4.118)∫
∂CBA∩τ
α~∇T · ~n dl = α~∇TB · ~n∂CBA∩τ = −α∇TB · ~n∂CAB∩τ , (4.119)
mais pre´sente le gros avantage de faire intervenir moins de sommets du maillage dans la discre´tisa-
tion.
4.3.2 Etude de consistance et stabilite´
On e´tudie la consistance et la stabilite´ de la me´thode par calcul formel. Les de´tails se trouvent
en Annexe A.2.5. Concernant l’e´tude de consistance, on calcule comme pre´ce´demment le flux
diffusif a` travers la surface ∂CA ∩ τ ou` l’on remplace les valeurs nodales TB, TC et TD par leur
de´veloppement de Taylor autour du point A. On constate, en sommant sur les quadrilate`res
entourant le nœud A, que les coefficients s1 et s2 des de´rive´es partielles ∂x· et ∂y· disparaissent.
Le coefficient s4, concernant la de´rive´e croise´e d’ordre deux, se met aussi sous la forme :
s4 =
1
2
(xBxD + yByD)(xDyD − xDyB − xByD + xByB)
xDyB − xByD , (4.120)
ou` le point A est le sommet pris comme origine des coordonne´es dans l’e´le´ment ABCD. On
remarque qu’apparaˆıt au nume´rateur le produit scalaire des vecteurs ~AB et ~AD, ce qui signifie
que ce terme disparaˆıtra lorsque ~AB et ~AD sont orthogonaux.
On remarque que les coordonne´es du sommet C interviennent dans l’expression de l’aire de
CA ∩ τ . Comme les coordonne´es de C n’apparaissent en revanche pas dans l’expression des
coefficients s3 et s5 des de´rive´es partielles d’ordre deux ∂xx· et ∂yy·, il n’est pas possible d’eˆtre
consistant pour un maillage de quadrilate`res quelconques. En effet, on a vu, Eq. (4.117), que
seuls interviennent les sommets A, B et D dans l’expression du gradient en A. Dans le cas ou` l’on
a un paralle´logramme, l’aire devient inde´pendante de C, mais le produit scalaire des vecteurs
~AB et ~AD n’est pas nul, la de´rive´e croise´e d’ordre deux ne s’annule donc pas. La discre´tisation
96
4.3. Me´thode ”EF nod”
n’est pas consistante. Pour un maillage de rectangles, le terme de de´rive´e croise´e disparaˆıt et les
coefficients t3 et t5 des de´rive´es d’ordre deux ∂xx· et ∂yy· vont correspondre par sommation sur
tous les rectangles entourant A a` l’aire de la cellule duale de A. On a donc consistance sur des
maillages de rectangles et le sche´ma est d’ordre deux.
Concernant l’e´tude de stabilite´, on ve´rifie d’abord que la somme des coefficients de la discre´tisation
est nulle et que le sche´ma est positif (Eq. (2.177)). On montre en Annexe A.2.5 que la somme
des coefficients de la discre´tisation est effectivement nulle. On e´tudie maintenant le signe des
coefficients de la discre´tisation. Pour un maillage de paralle´logrammes, on re´e´crit le coefficient
bp de TB :
bp =
1
4
BD2 +AD2 −AB2
Aire(ABCD)
. (4.121)
Dans le triangle ABD, on a l’e´quivalence suivante :
C
A
H I
B
D
Fig. 4.7: Condition de ne´gativite´ des coefficients de la discre´tisation
AB2 = AD2 +BD2 − 2AD BD cos(θ), (4.122)
ou` θ est l’angle ÂDB repre´sente´ Fig. 4.7. En conse´quence :
bp =
1
2
AD BD cos(θ)
Aire(ABCD)
. (4.123)
Ce coefficient est ne´gatif seulement si θ > pi2 , ce qui ne peut se produire que si l’angle du
paralle´logramme en D est tre`s obtu. Ce dernier re´sultat ressemble a` la condition de positivite´
e´tablie par Eymard et al. [62] et Barth [46] pour les maillages de triangles. Il n’est pas surprenant
qu’il y ait une analogie entre les re´sultats de l’analyse de stabilite´ de cette me´thode et ceux
obtenus pour des maillages de triangles car le gradient utilise´ ici pour le calcul du flux est celui
que l’on obtiendrait par une interpolation EF sur un triangle, comme on le montre dans le
premier paragraphe.
Comme, il faut ensuite sommer a` bp la contribution du paralle´logramme voisin, bp ne demeurera
ne´gatif que si l’angle en H dans l’autre paralle´logramme ABIH est aussi tre`s obtu comme
repre´sente´ Fig. 4.7.
Si l’on conside`re que le maillage est constitue´ de paralle´logrammes re´guliers comme repre´sente´
Fig. 4.8, le coefficient bp s’e´crit :
bp =
BD2 +AD2 −AB2
4Aire(ABCD)
+
BH2 +AH2 −AB2
4Aire(ABIH)
. (4.124)
On simplifie l’expression de bp sachant que les aires des deux paralle´logrammes sont e´quivalentes
et :
BH2 = AB2 +AH2 − 2AB AH cos(α)
BD2 = AB2 +AD2 − 2AB AD cos(β)
AH = AD
β = pi − α
(4.125)
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β
B
A D
CI
H
α
Fig. 4.8: Condition de positivite´ des coefficients de la discre´tisation
On a finalement :
bp =
AD2
Aire(ABCD)
. (4.126)
Donc, ce coefficient est toujours positif pour des maillages de paralle´logrammes re´guliers. Le
coefficient concernant TC est nul et celui concernant dp se comporte comme bp.
Donc, les coefficients de la discre´tisation sont tous positifs pour des maillages de paralle´logrammes
re´guliers. Pour des maillages de paralle´logrammes irre´guliers, les coefficients de la discre´tisation
ne sont ne´gatifs que dans les conditions particulie`res de´crites par Fig. 4.7. A priori, cette situa-
tion ne repre´sente pas un cas de maillages tre`s courant. Lorsque les e´le´ments d’un maillage sont
e´tire´s afin de coller au mieux a` une ge´ome´trie, la direction de cisaillement est la meˆme pour tous
les e´le´ments. Dans ce dernier cas, la discre´tisation est positive.
4.4 Conclusion
La me´thode ”EF ex” consiste a` reconstruire un gradient sur les e´le´ments du maillage primal
a` l’aide des fonctions de base EF. Ces fonctions de forme sont line´aires pour les triangles et
te´trae`dres, la me´thode correspond donc a` la me´thode EF/VF initialement pre´sente dans N3S-
Natur (voir paragraphe 2.1.4) sur ces e´le´ments. Pour les e´le´ments quadrilate`res, les fonctions de
base sont biline´aires. Le gradient est une fonction non constante sur l’e´le´ment. L’inte´grale du
flux est de´termine´e par une me´thode d’inte´gration nume´rique. Ainsi propose´e, de nombreuses
inversions de matrice jacobienne sont ne´cessaires pour calculer tous les gradients requis au calcul
du flux. On a propose´ au paragraphe 4.1.3 une nouvelle me´thode, ”EF ex ap”, qui n’inverse plus
qu’une seule matrice jacobienne pour calculer toutes les contributions de flux sur un e´le´ment.
L’hypothe`se consiste a` supposer que le gradient en un point de l’e´le´ment peut s’exprimer en
fonction des gradients aux sommets de l’e´le´ment. Cette hypothe`se n’est ve´rifie´e que pour les
e´le´ments paralle´le´pipe´diques ou` donc les deux me´thodes ”EF ex” et ”EF ex ap” co¨ıncident.
L’e´tude de consistance de ces deux me´thodes re´ve`le qu’elles sont consistantes sur des maillages
de paralle´logrammes re´guliers. L’e´tude du signe des coefficients de la discre´tisation montre que
le sche´ma est positif pour des maillages de paralle´logrammes qui ne sont pas trop cisaille´s et
dont le rapport entre longueur et largeur n’est pas trop important. Donc, sur des maillages de
paralle´logrammes re´guliers, ces me´thodes sont toujours consistantes, donc pre´cises mais elles
perdent en positivite´ de`s que les e´le´ments du maillage sont tre`s cisaille´s et e´tire´s dans une di-
rection.
La me´thode ”EF cg” e´value le gradient obtenu par approximation biline´aire sur les e´le´ments
quadrangles en un point bien choisi afin d’approcher la valeur moyenne du gradient sur la
surface d’inte´gration du flux. L’inte´grale du flux n’a plus besoin d’eˆtre inte´gre´e nume´riquement.
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L’analyse de consistance montre que la discre´tisation re´sultante est consistante sur des maillages
compose´s de rectangles. Les coefficients de la discre´tisation ne peuvent eˆtre ne´gatifs que dans un
cas bien particulier qui n’est pas couramment observable dans les maillages utilise´s habituelle-
ment. Cette discre´tisation est donc positive dans la plupart des cas. Si le maillage est irre´gulier,
cette me´thode a de fortes chances de rester monotone mais perd de la pre´cision.
La me´thode ”EF nod” e´value le gradient obtenu par approximation biline´aire au sommet de
calcul. L’inte´grale de flux n’a pas besoin d’eˆtre inte´gre´e nume´riquement et de plus, le calcul
ne ne´cessite plus que l’intervention des sommets qui sont relie´s par areˆte au sommet de cal-
cul. Le nombre de points servant a` la discre´tisation est re´duit. Les sommets diame´tralement
oppose´s dans un e´le´ment quadrangle ne servent plus a` la discre´tisation. Cette discre´tisation est
consistante sur des maillages compose´s de rectangles. On montre qu’il est impossible que cette
me´thode soit consistante sur des maillages de quadrilate`res quelconques et de paralle´logrammes.
L’analyse du signe des coefficients de la discre´tisation montre que le sche´ma est positif sur des
maillages de paralle´logrammes re´guliers. Les coefficients de la discre´tisation peuvent devenir
ne´gatifs si les couches successives d’e´le´ments sont cisaille´es dans des directions oppose´es, ce qui
n’est pas une configuration tre`s commune. Donc, cette me´thode reste positive sur des maillages
de paralle´logrammes mais perd en pre´cision car elle n’est pas consistante.
Dans les approches ”EF cg” et ”EF nod”, on a gagne´ en positivite´ par rapport a` l’approche ”EF
ex” mais ceci au prix d’une perte de conservativite´.
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Chapitre 5
Me´thodes ”duales”
On de´crit dans ce chapitre deux me´thodes s’appuyant sur la de´finition ge´ome´trique du maillage
dual. La premie`re me´thode utilise des gradients reconstruits sur les cellules duales. Le calcul
du flux se fait par circulation sur les cellules duales. Ce calcul s’appuie sur la connaissance
des valeurs moyennes du gradient sur les surfaces ∂Cij (Fig. 2.4) associe´es aux areˆtes. Cette
premie`re approche ne pre´sente pas de tre`s bonnes proprie´te´s nume´riques. On propose donc une
ame´lioration de celle-ci qui revient a` ne´gliger la composante tangentielle du gradient.
La deuxie`me me´thode, que l’on pre´sente dans la section suivante, propose de trianguler le
maillage primal et de calculer le flux diffusif par une me´thode EF de type Lagrangien P1. On
montre que cette approche est e´quivalente a` la me´thode VF/EF sur ce troisie`me maillage issu
de la triangulation du maillage primal multi-e´le´ment.
On e´tudie la consistance et la stabilite´ de chacunes des me´thodes avant de conclure.
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5.1 Me´thode selon les areˆtes
La me´thode que l’on pre´sente maintenant se diffe´rencie radicalement des pre´ce´dentes par son
approche base´e uniquement sur la connaissance du maillage dual. Le type des e´le´ments du
maillage n’a donc aucune incidence sur la de´finition de cette me´thode. Le gradient en chaque
nœud du maillage est calcule´ par circulation autour des cellules duales. Le flux est ensuite obtenu
par circulation autour des cellules duales en conside´rant comme valeur moyenne du gradient sur
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les surfaces associe´es aux areˆtes la demi-somme des valeurs prises aux extre´mite´s de l’areˆte. On
de´taille ceci dans le premier paragraphe.
Il se trouve que cette approche ainsi de´finie n’est pas stable car elle re´sulte de deux diffe´rences
centre´es applique´es successivement. Les modes hautes fre´quences telles que les oscillations point
a` point, ne peuvent eˆtre atte´nue´es par cette discre´tisation. On reviendra plus en de´tail sur ce
point au paragraphe 6.2. On a mene´ une rapide analyse de consistance qui a mene´ a` la conclusion
que, formule´e ainsi, la me´thode n’est pas consistante avec le Laplacien meˆme sur des maillages
de rectangles.
On pre´sente, dans un deuxie`me paragraphe, une approche modifie´e de la technique initiale qui
consiste a` corriger le gradient au milieu de l’areˆte.
5.1.1 Approche initiale
Le principe de la me´thode consiste a` reconstruire dans une premie`re e´tape le gradient de T en
chaque nœud par l’application de la formule de Green Gauss sur toutes les cellules duales de la
manie`re suivante :
~∇T i ' 1
Vi
∫
∂Ci
T~n dl. (5.1)
Or :
1
Vi
∫
∂Ci
T~n dl =
1
Vi
 ∑
j∈S(i)
∫
∂Cij
T~nds
 . (5.2)
Donc finalement, le gradient s’e´crit :
~∇Ti ' 1
Vi
 ∑
j∈S(i)
Tij~ηij
 . (5.3)
Tij repre´sente la valeur moyenne de T sur la surface ∂Cij et ~ηij le vecteur normal a` celle-ci
comme de´fini en partie 2.2. On prend simplement pour Tij la demi somme des valeurs prises aux
sommets de l’areˆte [i, j].
Le flux diffusif est ensuite approche´ par :∫
∂Ci
α~∇T · ~n dl =
∑
j∈S(i)
∫
∂Cij
α~∇T · ~n dl, (5.4)
' α
∑
j∈S(i)
~∇Tij · ~ηij . (5.5)
(5.6)
Le valeur moyenne ~∇T ij du gradient sur la surface ∂Cij est obtenue par :
~∇T ij = 12
(
~∇T i + ~∇T j
)
. (5.7)
Cette approche est naturellement conservative :∫
∂Cij
α~∇T · ~n dl = α ~∇T ij · ~ηij
= −α ~∇T ij · ~ηji = −
∫
∂Cji
α~∇T · ~n dl (5.8)
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B
Fig. 5.1: Notations pour l’e´tude de consistance et stabilite´ de la me´thode 5 : ”Areˆte”.
Une analyse de consistance pre´liminaire a e´te´ mene´e en calcul formel dont le de´tail se trouve en
Annexe A.3.1. La notation des points est celle repre´sente´e Fig. 5.1. L’e´tude a e´te´ de´bute´e sur
des maillages d’e´le´ments quelconques, puis de paralle´logrammes et enfin de rectangles, qui est le
seul cas ou` Maple a fourni des re´sultats, la complexite´ des expressions e´tant trop grandes dans
les cas pre´ce´dents. Lorsque l’on remplace ces valeurs nodales par leur de´veloppement de Taylor,
on e´crit le flux sous la forme :
φτ1A = c1 + c2 + c3 + c4 + c5 + c6 + o(h
2), (5.9)
avec
• c1 est la somme des coefficients de la discre´tisation,
• c2 = α2∂xT et c3 = α3∂yT , α2 et α3 sont des coefficients re´els,
• c4 = α4∂xxT , c5 = α5∂xyT et c6 = α6∂yyT , α4, α5 et α6 sont des coefficients re´els.
On a calcule´, cette fois, directement le flux en sommant les contributions sur tous les e´le´ments
entourant le nœud A. On voit, pour des maillages de rectangles, qu’aucun des coefficients c2 et
c3 devant les de´rive´es partielles d’ordre un et c4 et c6 devant les de´rive´es partielles d’ordre deux
ne s’annule sans hypothe`se. Seuls les coefficients c1 (la somme des coefficients) et c5 devant le
terme de de´rive´e croise´e sont nuls. On n’est donc pas consistant et le sche´ma est d’ordre un. Afin
d’avoir un sche´ma d’ordre deux, c’est-a`-dire que c2 = c3 = 0, il faut supposer que xB4 = −xB0 ,
yB2 = −yB6 , xC(4,4) = −xC(0,4) et yC(6,4) = −yC(2,4), ce qui signifie que les rectangles doivent
eˆtre identiques. Les re´sultats de l’analyse de stabilite´ montrent que la mole´cule de point servant
au calcul du flux en A est forme´e des points : C(0, 4), C(2, 4), C(4, 4) et C(6, 4), autrement dit,
que des points de deuxie`me rang par rapport au sommet A. Les coefficients de la discre´tisation
sont positifs, ceci pour des maillages de rectangles quelconques. L’imple´mentation informatique
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de cette approche a montre´ qu’elle converge tre`s mal de`s que les maillages sont un peu perturbe´s.
On explique ce phe´nome`ne par le fait que la mole´cule de points servant a` la discre´tisation n’est
pas compacte. On de´cide afin d’ame´liorer la me´thode d’ajouter un terme correctif a` l’image de
ce qui a e´te´ fait pour la me´thode ”VF”. On pre´sente l’approche modifie´e dans le paragraphe
suivant.
5.1.2 Approche modifie´e
La composante dans la direction de l’areˆte est remplace´e par une simple diffe´rence le long de
l’areˆte ([28]) :
~∇T corrij = ~∇T ij − δc
(
~∇T ij · ~δsij − (Tj − Ti)‖~xj − ~xi‖
)
· ~δsij , (5.10)
~δsij s’e´crit :
~δsij =
~xj − ~xi
‖~xj − ~xi‖ . (5.11)
L’approche reste conservative car pour calculer le flux sur ∂Cij ou ∂Cji, qui sont des surfaces
identiques au sens de la normale pre`s, on utilise la meˆme valeur moyenne ~∇T corrij .
Proce´der aux analyses de stabilite´ et consistance avec le terme correctif et δc quelconque, est une
taˆche ardue meˆme pour Maple. Dans le cas simplifie´ de maillages compose´s de rectangles tous
identiques, on obtient le re´sultat surprenant suivant : on n’est consistant avec le Laplacien que
si δc = 1 ! Contrairement a` la me´thode ”VF” dont le coefficient δc est de´pendant du maillage,
dans cette approche, une seule valeur convient. On peut montrer qu’avec δc = 1, la consistance
est atteinte aussi sur des maillages de rectangles quelconques. Au vu des re´sultats pre´ce´dents,
la valeur de δc est fixe´e de´finitivement a` 1.
On montre que, si δc = 1, sur des maillages compose´s de rectangles quelconques, le flux ne
de´pend que de B0, B2, B4 et B6, sommets qui sont relie´s a` A par une areˆte. Il y a consistance et
les coefficients de la discre´tisation sont positifs. Si le maillage est compose´ de paralle´logrammes
re´guliers, le flux de´pend toujours des points B0, B2, B4 et B6 mais aussi des sommets B1, B3, B5,
B7, C(0, 4), C(2, 4), C(4, 4) et C(6, 4). Ces points sont indique´s par un point noir sur Fig. 5.1.
La mole´cule de points de la discre´tisation est plus e´tale´e sur ce type de maillage. Il n’y a plus
consistance et les coefficients de la discre´tisation ne sont pas tous positifs. Les coefficients des
sommets B1, B3, B5, B7 sont positifs et ne´gatifs deux a` deux. Enfin, si le maillage est compose´
de paralle´logrammes irre´guliers, en plus de n’eˆtre ni consistant ni positif, le sche´ma n’est plus
que d’ordre un.
La me´thode stabilise´e est donc consistante et positive sur des maillages de rectangles quel-
conques. Pour des maillages compose´s d’e´le´ments quelconques, la me´thode n’est plus consistante
et e´ventuellement d’ordre un. On s’attend donc a` perdre de la pre´cision. Elle n’est plus non plus
positive. Cette me´thode semble donc moins inte´ressante que toutes les me´thodes pre´ce´demment
pre´sente´es.
5.2 Me´thode par triangulation
Cette me´thode par triangulation est la me´thode propose´e par Papin [51] [52]. La philosophie
de cette me´thode est de n’utiliser que la formule d’interpolation des Ele´ments Finis de type
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Lagrangien P1 pour e´valuer les valeurs moyennes de gradient. Les Ele´ments Finis P1 sont bien
de´finis sur les triangles en 2D et les te´trae`dres en 3D. On de´finit donc pour chaque sous-surface
de la cellule duale, un triangle l’englobant comple`tement. Finalement, cela revient a` de´finir une
triangulation du maillage initial. Le gradient moyen est approche´ par une interpolation EF P1
sur les e´le´ments du troisie`me maillage.
On pre´sente son principe dans un premier paragraphe. Dans le deuxie`me paragraphe, on montre
que cette me´thode est e´quivalente a` la me´thode initialement pre´sente dans le code N3S-Natur,
c’est-a`-dire l’approche ”EF-VF” de´crite au paragraphe 2.1. Dans un troisie`me paragraphe, on
expose les re´sultats des analyses de consistance et stabilite´.
5.2.1 Principe de la me´thode
On introduit une troisie`me discre´tisation du domaine qui est de telle sorte que chaque facette des
cellules duales n’appartienne qu’a` un e´le´ment du troisie`me maillage, ce qui revient finalement a`
trianguler le maillage primal. On repre´sente sur la Fig. 5.2 le re´sultat de cette triangulation en
deux dimensions d’espace. G est le centre de gravite´ du quadrilate`re et i et j sont deux nœuds.
G
Maillage dual
Maillage primal
Triangulation
i
j
Fig. 5.2: Aspect de la triangulation du maillage primal
On de´compose, dans ce cas, l’inte´grale du flux diffusif de la fac¸on suivante :∫
∂Ci
α~∇T · ~n dl =
∑
τ∈E(i)
∑
j∈Sτ (i)
∫
∂Cij∩τ
α~∇T · ~n dl, (5.12)
ou` E(i) est l’ensemble des e´le´ments du maillage posse´dant i comme sommet et Sτ (i) est l’en-
semble des sommets connecte´s a` i, appartenant a` τ . On approche le flux a` travers la surface
∂Cij ∩ τ par : ∫
∂Cij∩τ
α~∇T · ~n dl ' α~∇T τij · ~η τij . (5.13)
Le vecteur ~η τij est celui de´fini au paragraphe 2.2. La valeur moyenne du gradient ~∇T
τ
ij sur la
surface ∂Cij ∩ τ est calcule´ sur le triangle ijG par :
~∇T τij =
∑
k∈{i,j,G}
Tk ~∇Nk. (5.14)
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La valeur TG est interpole´e a` partir des valeurs aux sommets de l’e´le´ment par :
TG =
1
NS
∑
k∈τ
Tk, (5.15)
ou` NS est le nombre de sommet de τ .
Cette approche est conservative :∫
∂Cij∩τ
α~∇T · ~n dl = α~∇T τij · ~η τij ,
= α
 ∑
k∈{i,j,G}
Tk ~∇Nk
 · ~η τij ,
= −α
 ∑
k∈{i,j,G}
Tk ~∇Nk
 · ~η τji,
= −
∫
∂Cji∩τ
α~∇T · ~n dl. (5.16)
C’est la meˆme valeur moyenne qui est utilise´e pour le calcul du flux sur les surfaces ∂Cij ∩ τ et
∂Cji ∩ τ .
5.2.2 Equivalence avec la me´thode ”EF-VF” ante´rieure
The´ore`me 11 Pour un maillage primal compose´ de triangles uniquement, la discre´tisation du
flux diffusif obtenue avec la me´thode par triangulation est identique a` celle obtenue par la me´thode
”EF-VF” :∫
∂CA∩τ
α~∇T · ~n dl = α(
∑
k∈{A,B,G}
Tk ~∇NABGk ) · ~n∂CAB∩τ + α(
∑
k∈{A,G,C}
Tk ~∇NAGCk ) · ~n∂CAC∩τ
= α(
∑
k∈{A,B,C}
Tk ~∇NABCk ) · ~n∂CA∩τ , (5.17)
selon les notations de Fig. 5.3. Cette e´quivalence vaut aussi sur des maillages de te´trae`dres.
Preuve 11 On calcule tout d’abord le flux par la me´thode ”EF-VF”. On conside`re le triangle
ABC dessine´ Fig. 5.3. Le gradient constant sur ABC s’e´crit :
~∇T = TA~∇NA + TB ~∇NB + TC ~∇NC . (5.18)
La fonction de forme affine NA se de´finit par :
NA(M) = NA(A) + ~∇NA · ~AM. (5.19)
Vu que NA(A) = 1, NA(B) = 0 et NA(C) = 0, cela donne :
~∇NA · ~AB = −1 et ~∇NA · ~AC = −1. (5.20)
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J
A
B
C
I
G
Fig. 5.3: Notations pour le calcul du flux sur un triangle.
De manie`re e´quivalente, on a :
~∇NB · ~BA = −1, ~∇NB · ~BC = −1, (5.21)
~∇NC · ~CA = −1, ~∇NC · ~CB = −1. (5.22)
Donc :
~∇T · ~AB = −TA + TB, et ~∇T · ~AC = −TA + TC . (5.23)
Si (x, y)T sont les coordonne´es de ~∇T , en conside´rant A comme origine du repe`re de coordonne´es,
cela fournit le syste`me suivant : {
xBx+ yBy = TB − TA,
xCx+ yCy = TC − TA, (5.24)
qui aboutit finalement a` la de´finition du gradient constant sur le triangle ABC :
x =
yC(TB − TA)− yB(TC − TA)
xByC − xCyB
y =
−xC(TB − TA) + xB(TC − TA)
xByC − xCyB
(5.25)
ou` xByC − xCyB = ‖ ~AB ∧ ~AC‖, A est pris comme origine des coordonne´es. Le vecteur normal
a` la surface ∂CA ∩ τ non normalise´ est le vecteur normal a` ~IJ et s’e´crit :
~IJ =
1
2
~BC =
1
2
(
xC − xB
yC − yB
)
=⇒ ~n = 1
2
(
yC − yB
−xC + xB
)
. (5.26)
Le flux nume´rique a` travers ∂CA ∩ τ a donc pour expression :∫
∂CA∩τ
α~∇T · ~n dl = α
2‖ ~AB ∧ ~AC‖
[
( ~AC · ~BC)(TB − TA)− ( ~AB · ~BC)(TC − TA)
]
. (5.27)
On calcule maintenant le flux nume´rique avec la me´thode par triangulation pre´ce´demment pre´sente´e.
On travaille maintenant sur les sous-triangles ABG et AGC. Sur chacun de ces deux triangles,
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on e´crit le gradient constant correspondant :
~∇T1 =

x =
yG(TB − TA)− yB(TG − TA)
‖ ~AB ∧ ~AG‖ ,
y =
−xG(TB − TA) + xB(TG − TA)
‖ ~AB ∧ ~AG‖ ,
(5.28)
~∇T2 =

x =
yC(TG − TA)− yG(TC − TA)
‖ ~AG ∧ ~AC‖ ,
y =
−xC(TG − TA) + xG(TC − TA)
‖ ~AG ∧ ~AC‖ .
(5.29)
Les vecteurs normaux a` ~IG et ~GJ sont respectivement :
~n1 =
1
6
(
2yC − yB
−2xC + xB
)
et ~n2 =
1
6
(
yC − 2yB
−xC + 2xB
)
. (5.30)
Les flux nume´riques a` travers les segments [I,G] et [G, J ] sont respectivement :∫
IG
α~∇T · ~n dl = α
6‖ ~AB ∧ ~AG‖
[
( ~AG · (2 ~AC − ~AB))(TB − TA)
−( ~AB · (2 ~AC − ~AB))(TG − TA)
]
, (5.31)∫
GJ
α~∇T · ~n dl = α
6‖ ~AG ∧ ~AC‖
[
( ~AC · ( ~AC − 2 ~AB))(TG − TA)
−( ~AG · ( ~AC − 2 ~AB))(TC − TA)
]
. (5.32)
En notant que :
~AB ∧ ~AG = ~AB ∧ 1
3
( ~AB + ~AC) =
1
3
~AB ∧ ~AC, (5.33)
~AG ∧ ~AC = 1
3
( ~AB + ~AC) ∧ ~AC = 1
3
~AB ∧ ~AC, (5.34)
on calcule la somme des flux sur [I,G] et [G, J ] :∫
∂CA∩τ
α~∇T · ~n dl = α
2‖ ~AB ∧ ~AC‖
[
~AG · (2 ~AC − ~AB)(TB − TA)
+(AB2 +AC2 − 4 ~AB · ~AC)(TG − TA)− ~AG · ( ~AC − 2 ~AB)(TC − TA)
]
,
=
α
2‖ ~AB ∧ ~AC‖
[
1
3
(2AC2 −AB2 + ~AB · ~AC)(TB − TA) + (AB2
+AC2 − 4 ~AB · ~AC)(TG − TA) + 13(2AB
2 −AC2 + ~AB · ~AC)(TC − TA)
]
.
(5.35)
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Comme : TG = 13(TA+ TB + TC), alors : TG− TA = 13(TB − TA) + 13(TC − TA). On obtient donc
finalement pour le flux avec la me´thode par triangulation :∫
∂CA∩τ
α~∇T · ~n dl = α
2‖ ~AB ∧ ~AC‖
[
(AC2 − ~AB · ~AC)(TB − TA)
+(AB2 − ~AB · ~AC)(TC − TA)
]
,
=
α
2‖ ~AB ∧ ~AC‖
[
( ~AC · ~BC)(TB − TA)− ( ~AB · ~BC)(TC − TA)
]
.
(5.36)
Cette dernie`re expression est bien identique a` Eq. (5.27).

5.2.3 Analyses de consistance et stabilite´
On proce`de a` ces analyses de manie`re formelle. On trouve le de´tail des calculs en Annexe A.3.2.
Le calcul du flux a e´te´ fait en sommant toutes les contributions de flux sur tous les e´le´ments
entourant le nœud de calcul A. Le premier cas qui est aborde´ concerne des maillages compose´s
de rectangles. En remplac¸ant les valeurs nodales du champ T par leur de´veloppement de Taylor
dans l’expression du flux, on se rend compte que les coefficients c1 et c2 devant les de´rive´es
partielles d’ordre un, ∂x· et ∂y·, sont nuls ainsi que le coefficient c5 de la de´rive´e croise´e d’ordre
deux ∂xy·. On observe, enfin, le re´sultat de la diffe´rence des coefficients c4 et c6 avec l’aire A de
la cellule duale associe´e a` A. Chacune de ces diffe´rences, c4−A et c6−A, est nulle. On est donc
consistant avec le Laplacien sur des maillages de rectangles. L’analyse du signe des coefficients
de la discre´tisation montre que tous les coefficients sont positifs.
On conside`re ensuite le cas de maillages compose´s de paralle´logrammes identiques. L’e´tude de
consistance montre que tous les coefficients c1, c2 et c5 sont toujours nuls, et les diffe´rences
c4−A et c6−A aussi. On est consistant sur des maillages de paralle´logrammes identiques. Pour
ce type de maillage, les coefficients de la discre´tisation ne sont pas tous positifs. Les coefficients
des sommets directement relie´s a` A par une areˆte sont positifs. Dans les notations de Fig. 5.1,
cela correspond aux points B0, B2, B4 et B6. Les autres coefficients sont deux a` deux positifs et
ne´gatifs. Sur Fig. 5.1, les coefficients w3 et w7 de B1 et B5 sont ne´gatifs. Et les coefficients w5
et w9 de B3 et B7 sont positifs.
Dans le cas de maillages compose´s de paralle´logrammes quelconques, l’e´tude de consistance
montre que seuls les termes des de´rive´es d’ordre un disparaissent. L’erreur de troncature est en
O(h2). L’analyse du coefficient w3 de B1 montre qu’il se met sous la forme −12cotan(B̂2AB0). Ce
coefficient est donc positif si et seulement si l’angle B̂2AB0 est obtu. Or, tous les coefficients des
sommets Bi avec i impair se mettent sous une forme similaire, mais tous les angles de sommet
A ne peuvent e´videmment pas eˆtre obtus. Les coefficients des Bi avec i impair sont donc deux
a` deux ne´gatifs et positifs. Les coefficients des Bi avec i pair sont eux tous positifs, comme le
montre, par exemple, la factorisation du coefficient w4 de B2 :
w4 =
1
2
AB24(‖ ~AB0 ∧ ~AB2‖) +AB20(‖ ~AB2 ∧ ~AB4‖)
(‖ ~AB2 ∧ ~AB4‖)(‖ ~AB0 ∧ ~AB2‖)
. (5.37)
On a e´tudie´ aussi les proprie´te´s de consistance et de stabilite´ de cette me´thode pour des
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maillages constitue´s de triangles, notamment car on a de´montre´ au paragraphe pre´ce´dent que
cette me´thode correspond a` la me´thode ”EF-VF” a` laquelle correspondent, pour ce type de
maillages, toutes les me´thodes pre´sente´es ante´rieurement, excepte´ la me´thode selon les areˆtes.
Concernant la consistance, les coefficients c1, c2 et c3 sont nuls. Les coefficients c4, c5 et c6 des
de´rive´es partielles d’ordre deux ne sont pas nuls dans le cas ge´ne´ral. Il n’y a donc pas consistance.
Pour l’analyse de stabilite´, on e´tudie le signe du coefficient w3, coefficient de TB1 , qui se met
sous la forme :
β
2
B1
B0
A
α
B
Fig. 5.4: Notations pour l’e´tude de consistance sur maillage de triangles quelconques
w3 =
AB20AB1AB2 sin(β) +AB
2
2AB0AB1 sin(α)−AB21AB0AB2sin(α+ β)
(‖ ~AB1 ∧ ~AB2‖)(‖ ~AB0 ∧ ~AB1‖)
,
= AB0AB1AB2
AB0 sin(β) +AB2 sin(α)−AB1sin(α+ β)
(‖ ~AB1 ∧ ~AB2‖)(‖ ~AB0 ∧ ~AB1‖)
,
= AB0AB1AB2
(AB0 −AB1 cos(α)) sin(β) + (AB2 −AB1 cos(β)) sin(α)
(‖ ~AB1 ∧ ~AB2‖)(‖ ~AB0 ∧ ~AB1‖)
, (5.38)
ou` α et β sont les angles mentionne´s Fig. 5.4. Pour des triangles se rapprochant de triangles
e´quilate´raux,
(AB0 −AB1 cos(α)) sin(β) + (AB2 −AB1 cos(β)) sin(α) > 0, (5.39)
et donc le coefficient de TB1 sera positif, sinon il peut eˆtre ne´gatif.
Pour les maillages de triangles e´quilate´raux, les coefficients c1, c2 et c3 sont nuls ainsi que le
coefficient c5 de la de´rive´e croise´e d’ordre deux. Les coefficients c4 et c6 correspondent a` l’aire
de la cellule de controˆle, la discre´tisation est donc consistante avec le Laplacien sur les maillages
de triangles e´quilate´raux. De plus, tous les coefficients de la discre´tisation, de w1 a` w7 (Annexe
A.3.2), sont positifs.
5.3 Conclusion
La premie`re approche propose´e de la me´thode selon les areˆtes est consistante et positive pour des
maillages de rectangles tous identiques. Les proble`mes de convergence observe´es lors des premiers
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cas tests nume´riques ont pousse´ a` de´velopper une approche modifie´e de la premie`re. La source de
ces proble`mes e´tant attribue´e a` l’e´talement de la mole´cule de points servant a` la discre´tisation,
la modification apporte´e a contribue´ a` la rendre plus compacte. L’analyse de consistance a
montre´ que la consistance est atteinte sur des maillages de rectangles quelconques si la valeur
du parame`tre de mode´lisation est δc = 1. Les coefficients de la discre´tisation sont positifs sur
des maillages de rectangles quelconques. Cette discre´tisation n’est ni consistante, ni positive sur
un maillage de paralle´logrammes. Ce re´sultat s’explique par le fait que seule la composante du
gradient dans la direction de l’areˆte est conside´re´e et est assimile´e a` la direction normale a` la
surface associe´e a` l’areˆte. Cette approche n’est donc exacte que sur des maillages orthogonaux.
C’est la meˆme approximation qui est faite pour toutes les me´thodes dont la structure de donne´es
est base´e sur les areˆtes. C’est pour cela que la me´thode selon les areˆtes que l’on vient de pre´senter
va eˆtre e´tudie´e expe´rimentalement bien qu’elle soit pre´cise et positive sur un e´vantail moins large
de maillages.
La me´thode par triangulation est consistante sur des maillages de paralle´logrammes re´guliers.
Elle n’est, par contre, positive que sur des maillages de rectangles. Elle est donc plus pre´cise que
positive. On a montre´ aussi que cette discre´tisation, qui est e´quivalente a` la me´thode VF-EF,
est consistante et positive sur les maillages de triangles e´quilate´raux.
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Chapitre 6
Expe´rimentation nume´rique
On a vu, par les analyses de consistance mene´es dans les chapitres 3, 4 et 5, que les discre´tisations
que l’on propose sont consistantes uniquement sur des maillages re´guliers, compose´s de rectangles
ou au mieux de paralle´logrammes. En l’absence de consistance, la solution vers laquelle tend le
proble`me discret ne sera ge´ne´ralement pas vers la solution exacte du proble`me continu quand
le diame`tre moyen des e´le´ments du maillage tend vers ze´ro. Comme il est impossible dans le
cas d’applications industrielles de travailler sur des maillages uniquement re´guliers, on souhaite
tester expe´rimentalement les discre´tisations propose´es sur des maillages irre´guliers afin d’e´valuer
plusieurs aspects :
• la convergence des me´thodes en cas de non consistance,
• dans les cas ou` une solution nume´rique converge´e est obtenue, l’erreur commise entre cette
solution converge´e et la solution exacte.
L’e´tude de la convergence permet de mettre en e´vidence le manque de consistance selon le
comportement des re´sidus au bout d’un temps suffisamment long et la robustesse de la me´thode,
c’est-a`-dire la capacite´ de la me´thode nume´rique a` fournir un re´sultat converge´ quelque soit le
maillage. Les nombreux tests sur maillages plus ou moins irre´guliers ont permis d’e´valuer ces
points, que l’on commente dans le premier paragraphe. L’e´tude de l’erreur entre la solution
converge´e et la solution exacte permet de quantifier l’ordre de la me´thode, sa pre´cision et pour
les discre´tisations qui ne sont pas conservatives, l’influence de leur non conservativite´ sur leur
pre´cision. La proce´dure expe´rimentale utilise´e pour cela est la convergence en maillage. On
expose son principe et les re´sultats de cette e´tude dans le premier paragraphe.
Les analyses de stabilite´, mene´es toujours dans les chapitres 3, 4 et 5, ont consiste´ a` e´tudier
le signe des coefficients de la discre´tisation afin de savoir si les sche´mas nume´riques propose´s
sont monotones. On a vu la` encore que la positivite´ des coefficients e´tait lie´e a` la configuration
des e´le´ments du maillage. Dans la meˆme pre´occupation d’une future application industrielle, on
souhaite tester expe´rimentalement la stabilite´ des sche´mas propose´s sur des maillages irre´guliers.
De plus, afin de pre´venir le de´veloppement d’oscillations point a` point (”wiggles” en anglais),
on souhaite e´tudier aussi l’ordre de grandeur de la dissipation nume´rique apporte´e par chaque
sche´ma en fonction de la fre´quence et de la direction des sollicitations de´finies sous la forme de
modes harmoniques. Ceci est effectue´ par une analyse de Fourier pre´sente´e dans un deuxie`me
paragraphe.
Enfin, on conclut dans un dernier paragraphe ou` on verra que les re´sultats des analyses the´oriques
des chapitres pre´ce´dents et les re´sultats des expe´rimentations pre´sente´es dans ce chapitre ont
permis de choisir une discre´tisation pour l’imple´mentation dans le code industriel N3S-Natur.
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La nomenclature utilise´e au cours des expe´rimentations est la suivante :
– ”VF” se re´fe`re a` la me´thode ”Volumes Finis” pre´sente´e au chapitre 3,
– ”EF ex” a` la me´thode base´e sur une reconstruction du gradient par Ele´ment Finis pre´sente´e
au chapitre 4, paragraphe 4.1,
– ”EF ex ap” a` la variante de la me´thode ”EF ex” qui reconstruit les gradients intervenant
dans le calcul du flux a` l’aide des gradients aux sommets de l’e´le´ment, elle est pre´sente´e au
paragraphe 4.1.3,
– ”EF cg” a` la me´thode EF approchant une valeur moyenne du gradient sur la surface ∂Ci ∩ τ ,
elle est pre´sente´e au paragraphe 4.2,
– ”EF nod” a` la me´thode EF qui e´value le gradient au sommet, elle est pre´sente´e au paragraphe
4.3,
– ”Areˆte” a` la me´thode selon les areˆtes pre´sente´e dans le chapitre des me´thodes duales, para-
graphe 5.1,
– ”Triang.” a` la me´thode par triangulation pre´sente´e dans le chapitre des me´thodes duales au
paragraphe 5.2.
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6.1 Convergence en maillage
La convergence en maillage permet de tester la pre´cision des me´thodes nume´riques. On sou-
haite de´terminer expe´rimentalement les ordres de pre´cision atteints par chaque me´thode sur des
maillages compose´s d’e´le´ments de diffe´rents types. On pre´sente le principe de la convergence en
maillage dans le premier paragraphe. On e´tudie, ensuite, pour des maillages re´guliers de carre´s,
l’influence de l’allongement d’une des dimensions des e´le´ments sur la pre´cision des me´thodes.
Enfin, on e´tudie la pre´cision en cas de non-consistance, c’est-a`-dire sur des maillages irre´guliers.
La ge´ne´ration des maillages perturbe´s pour lesquels toutes les me´thodes convergent a e´te´ une
taˆche importante qui a permis d’e´valuer la robustesse des me´thodes.
6.1.1 Principe
On souhaite e´valuer nume´riquement un ordre de pre´cision afin de comple´ter les analyses de
consistance des chapitres pre´ce´dents. Pour cela, on compare les solutions nume´riques converge´es
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obtenues avec les six discre´tisations propose´es a` la solution exacte d’un proble`me aux conditions
limites bien pose´. On choisit la norme L2 inte´grale pour mesurer l’erreur ε que l’on approche
par l’expression discre`te :
ε =
[
NC∑
i=1
Vi(uexi − unumi )2
]1/2
, (6.1)
ou` unumi est la valeur prise par la solution nume´rique sur le volume de controˆle Ci, u
ex
i la valeur
de la solution exacte prise en i et Vi le volume de Ci.
Une distribution ge´ne´rale de l’erreur telle que uex − unum = O(hq) conduit a` ε = O(hq). Pour
faciliter l’e´tude, on suppose ε = Chq, alors :
ε = Chq ⇔ log(ε) = log(C) + q log(h) (6.2)
C est une constante re´elle.
Ainsi, l’e´volution du logarithme de l’erreur en fonction du logarithme du diame`tre moyen des
e´le´ments du maillage est line´aire et la pente correspond a` l’ordre de pre´cision de la me´thode.
Pour chacune des me´thodes de´crites dans les chapitres pre´ce´dents, on va re´soudre le proble`me
de diffusion pure pre´sente´ par Tomaich [68] :∫∫
Ci
∂tTdS =
∫
∂Ci
α ~∇T · ~n dl, (6.3)
avec les conditions de Dirichlet aux bords :
TB(x, y, t) =

0 ∀(x, t) ∈ [0, L]× R+ et y = 0,
sin(pi xL) ∀(x, t) ∈ [0, L]× R+ et y = L,
0 ∀(y, t) ∈ [0, L]× R+ et x = 0,
sin(pi yL) ∀(y, t) ∈ [0, L]× R+ et x = L.
(6.4)
La valeur de α est 0.75 m2 s−1.
La solution analytique stationnaire de ce proble`me est :
uex(x, y) =
1
sinhpi
[
sinh(pi
x
L
) sin(pi
y
L
) + sinh(pi
y
L
) sin(pi
x
L
)
]
. (6.5)
On se place dans un contexte stationnaire pour n’observer que les variations de l’erreur lie´es a`
la discre´tisation spatiale. On donne une repre´sentation graphique de la solution a` la Fig. 6.1.
On effectue cette re´solution sur un maillage de plus en plus raffine´ et pour chacun des maillages
obtenus par raffinement, on calcule ε Eq. (6.1).
En observant ε, on va pouvoir constater s’il y a convergence vers la solution exacte ou pas. Par
exemple, si q < 0, il n’y a pas convergence. Et l’ordre de grandeur de ε va donner une ide´e de la
qualite´ de la convergence.
6.1.2 Etude de l’allongement des e´le´ments du maillage
On proce`de a` une e´tude pre´liminaire sur des maillages de carre´s de manie`re a` ve´rifier que toutes
les me´thodes sont bien de bonne qualite´ sur ce type de maillages. Des maillages de dimensions
152, 302 et 602 nœuds ont e´te´ successivement utilise´s. On a calcule´ pour chacun d’eux la norme
L2 discre`te de l’erreur commise entre la solution converge´e et la solution exacte Eq. (6.5). On
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Fig. 6.1: Contours de la solution stationnaire analytique pour le cas test de convergence en
maillage
Fig. 6.2: Evolution du logarithme de l’erreur de discre´tisation pour un maillage de carre´s
VF EFex EFcg EFnod Areˆte Triang.
Ordre 2.11 2.00 2.00 2.01 2.01 2.01
Tab. 6.1: Ordre de pre´cision pour des maillages de carre´s tous identiques
repre´sente Fig. 6.2 le logarithme de l’erreur en fonction du logarithme du diame`tre moyen des
e´le´ments du maillage. On constate que pour toutes les me´thodes, on obtient bien une droite.
Les pentes de ces droites sont calcule´es et re´capitule´es Tab. 6.1. Elles correspondent a` l’ordre
de pre´cision de chacune des me´thodes. Toutes les me´thodes propose´es sont d’ordre deux. La
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convergence est donc bonne. On observe sur Fig. 6.2 que les diffe´rentes courbes ne sont pas au
meˆme niveau. En effet, les valeurs de l’erreur pour les me´thodes ”VF” et ”EF ex” sont plus
faibles que pour les autres me´thodes. Ces deux me´thodes sont donc plus pre´cises, la qualite´ de
leur solution converge´e est meilleure. La me´thode ”EF ex ap” n’apparaˆıt pas dans les re´sultats
pre´sente´s ici car elle correspond, sur ce type de maillages, a` la me´thode ”EF ex”. Elle ne se
diffe´rencie de cette dernie`re que sur des maillages d’e´le´ments irre´guliers tels que ceux compose´s
de quadrilate`res quelconques, que l’on pre´sente au paragraphe suivant.
On effectue ensuite une convergence en maillage pour des maillages compose´s de rectangles
dont le rapport entre longueur et largeur est deux. Les maillages utilise´s ont respectivement les
dimensions 7×15, 15×30 et 30×60 nœuds. On repre´sente de la meˆme manie`re que pre´ce´demment
Fig. 6.3: Evolution du logarithme de l’erreur de discre´tisation pour un maillage de rectangles
Fig. 6.3 le logarithme de l’erreur entre la solution converge´e et la solution exacte en fonction
du logarithme du diame`tre moyen des e´le´ments du maillage. Le calcul des pentes des droites
obtenues est re´capitule´ Tab. 6.2. On s’aperc¸oit que sur ce type de maillages, toutes les me´thodes
VFf VFv EFex EFcg EFnod Areˆte Triang.
δc = 0.1 δc = f(h)
Ordre 0.0786 0.07753 2.15 2.16 2.14 2.14 2.14
Tab. 6.2: Ordre de pre´cision pour des maillages de rectangles re´guliers
sont d’ordre deux sauf la me´thode ”VF”. La droite relative a` la me´thode ”EF ex” est toujours
bien en dessous des autres, cette me´thode reste la plus pre´cise. Concernant la me´thode ”VF”,
deux valeurs de δc ont e´te´ teste´es. Dans le premier cas, δc est fixe´ a` 0.1 pour tous les maillages de
la convergence en maillage. Cette valeur est la valeur utilise´e dans le code AVBP du CERFACS
[41]. Le re´sultat est repre´sente´ sous l’appellation ”VFf”. Dans le deuxie`me cas, δc est fixe´ en
fonction du maillage, comme de´crit Eq. (3.71). Sa valeur est fixe´e e´gale a` la demi somme des deux
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bornes de l’encadrement. La courbe correspondant a` ces tests est de´nomme´e ”VFv”. L’ordre de
la me´thode est a` peu pre`s le meˆme dans les deux cas et reste infe´rieur a` un.
On proce`de enfin a` une convergence en maillage pour des maillages compose´s de rectangles dont
le rapport entre longueur et largeur est de dix. On a effectue´ les meˆmes tests que pre´ce´demment
pour la me´thode ”VF”. Tout d’abord, la valeur de δc est fixe´e a` 0.1. On repre´sente Fig. 6.4 le
Fig. 6.4: Evolution du logarithme de l’erreur de discre´tisation pour un maillage de rectangles,
rapport 10, δc = 0.1
logarithme de l’erreur entre la solution converge´e et la solution exacte en fonction du logarithme
du diame`tre moyen des e´le´ments du maillage. Dans ce cas, on constate que l’erreur augmente
lorsque l’on diminue le diame`tre moyen des e´le´ments du maillage. Mais, la valeur δc = 0.1 ne se
trouve pas dans l’intervalle des valeurs de´finies par la relation Eq. (3.71). L’intervalle the´orique
de stabilite´ est [0.5, 50.5]. En pratique, le domaine de stabilite´ nume´rique est un sous-ensemble
de [0.5, 50.5] et divers calculs ont montre´ que la valeur maximale admissible pour δc est 15.
Dans ce cas, on obtient l’e´volution de l’erreur Fig. 6.5. Cette fois, il n’y a plus augmentation
de l’erreur lorsque le diame`tre des e´le´ments du maillage tend vers ze´ro mais l’ordre de pre´cision
de la me´thode n’est, ne´anmoins, pas bon. Les ordres de pre´cision de chacune des me´thodes sont
rassemble´s Tab. 6.3. On constate que, pour toutes les me´thodes autres que la me´thode ”VF”,
VF VF EFex EFcg EFnod Areˆte Triang.
δc = 0.1 δc = 15
Ordre -1.167 0.039 1.32 1.37 1.25 1.25 1.25
Tab. 6.3: Ordre de pre´cision pour des maillages de rectangles re´guliers, rapport 10
l’allongement des e´le´ments du maillage dans une direction a fait perdre en ordre de pre´cision,
elles restent ne´ammoins d’ordre un. La me´thode qui reste la plus pre´cise en ordre de grandeur
de l’erreur est la me´thode ”EF ex”.
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Fig. 6.5: Evolution du logarithme de l’erreur de discre´tisation pour un maillage de rectangles,
rapport 10, δc = 15
6.1.3 Etude de la robustesse et de la pre´cision en cas de non-consistance
On utilise, pour cette e´tude, des maillages de quadrilate`res quelconques que l’on ge´ne`re de la
manie`re suivante :
1. une forte perturbation ale´atoire est d’abord inflige´e au maillage de carre´s,
2. le maillage re´sultant est teste´ avec toutes les me´thodes,
3. on regarde si toutes les me´thodes re´ussissent a` converger sur ce maillage.
Si ce n’est pas le cas, on re´duit la valeur de la perturbation ale´atoire et on re´ite`re le proce´de´. Ce
proce´de´ a mis en e´vidence que la me´thode ”Triang.” est beaucoup plus sensible aux irre´gularite´s
du maillage que les autres. D’ailleurs, elle ne figure pas dans les re´sultats pre´sente´s sur les
maillages de quadrilate`res quelconques car sa sensibilite´ aux maillages aurait contraint d’utili-
ser des maillages tre`s peu perturbe´s alors que les autres me´thodes nume´riques convergent sur
des maillages plus perturbe´es. Les me´thodes ”EF ex” et ”EF cg” pre´sentent une sensibilite´
le´ge`rement supe´rieure a` la qualite´ du maillage que la me´thode ”EF nod”. La me´thode ”Areˆte”
ne diverge pas force´ment mais les re´sidus ne se stabilisent pas toujours. On nomme re´sidus ici les
contributions e´le´mentaire de flux, leur diminution permet d’appre´cier la vitesse de convergence
et leur stabilisation le moment ou` le calcul stationnaire a converge´. La me´thode ”VF” est la
me´thode la plus robuste de celles pre´sente´es. Elle fournit une solution dans tous les cas.
Une fois les maillages de quadrilate`res quelconques de diame`tres moyens de´gressifs ge´ne´re´s de
la manie`re pre´sente´e ci-dessus, on effectue une convergence en maillage. A titre d’exemple, on
donne l’aspect du maillage interme´diaire utilise´ Fig. 6.6. Les e´le´ments sont tre`s irre´guliers avec
des angles presque plats. Les e´le´ments contigus peuvent eˆtre de tailles tre`s diffe´rentes. Dans ce
cas, la me´thode ”EF ex ap” figure car elle ne correspond plus pour ces maillages a` la me´thode
”EF ex”. Le parame`tre de mode´lisation δc de la me´thode ”VF” est fixe´ a` 0.1. On repre´sente
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Fig. 6.6: Maillage interme´diaire de quadrilate`res quelconques.
Fig. 6.7: Evolution du logarithme de l’erreur de discre´tisation pour un maillage de carre´s
de´forme´s
Fig. 6.7 le logarithme de l’erreur entre la solution converge´e et la solution exacte en fonction
du logarithme du diame`tre moyen des e´le´ments du maillage. Le calcul des pentes est re´capitule´
Tab. 6.4. Toutes les me´thodes sont plus ou moins d’ordre un sauf la me´thode ”EF ex” qui est
d’ordre deux. On constate que la valeur du parame`tre δc n’a aucune importance dans ce cas.
Quelle que soit sa valeur, le re´sultat est le meˆme, seule la vitesse de convergence est augmente´e
si δc est plus e´leve´. La solution de meilleure qualite´ est toujours celle de la me´thode ”EF ex”,
ensuite ce sont les solutions des me´thodes ”EF ex ap” et ”EF cg”.
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VF EFex EFex ap EFcg EFnod Areˆte
Ordre 1.18956 2.27398 1.1509 1.13748 1.33629 0.919449
Tab. 6.4: Ordre de pre´cision pour des maillages de quadrilate`res quelconques
On pre´sente enfin les re´sultats d’une convergence en maillage sur maillages de triangles quel-
conques. On veut comparer ainsi les re´sultats de la me´thode ”Areˆte” a` ceux de la me´thode VF-EF
a` laquelle correspondent toutes les autres discre´tisations. On repre´sente Fig. 6.8 le logarithme de
Fig. 6.8: Evolution du logarithme de l’erreur de discre´tisation pour un maillage de triangles
quelconques
l’erreur entre la solution converge´e et la solution exacte en fonction du logarithme du diame`tre
moyen des e´le´ments du maillage. Le calcul des pentes est re´capitule´ Tab. 6.5. On pre´sente aussi
EF Areˆte Triang.
Ordre 1.9637 1.19206 1.9029
Tab. 6.5: Ordre de pre´cision pour des maillages de triangles quelconques
l’ordre de la me´thode ”Triang.” car il est le´ge`rement diffe´rent de celui de la me´thode EF. La
me´thode VF-EF est d’ordre deux alors que la me´thode ”Areˆte” n’est que d’ordre un. De plus,
on voit Fig. 6.8 que l’ordre de grandeur de l’erreur est bien moindre pour la me´thode EF que la
me´thode ”Areˆte”.
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6.1.4 Conclusion
L’allongement des e´le´ments du maillage dans une direction a e´norme´ment d’impact sur la
me´thode ”VF”. Celle-ci n’est meˆme pas d’ordre un et pour cela, la de´termination du parame`tre
δc est primordiale. Il est clair que la me´thode ”VF” ne converge pas vers la solution exacte
du proble`me sur ces maillages. On attribue cette perte de pre´cision au fait que le gradient est
reconstruit de manie`re a` eˆtre constant sur les e´le´ments du maillage primal, ce qui repre´sente une
trop grande approximation pour pouvoir capturer correctement le phe´nome`ne de diffusion.
L’allongement des e´le´ments a pour effet sur les autres discre´tisations de leur faire perdre en
ordre de pre´cision et en qualite´ sur la solution converge´e. Pour un allongement de dix, un ordre
de pre´cision est perdu. En revanche, tant que les e´le´ments restent re´guliers, la convergence n’est
pas affecte´e.
L’e´tude de robustesse a re´ve´le´ que la me´thode ”Triang” diverge rapidement de`s que le maillage est
le´ge`rement perturbe´. On explique ce fait par la ne´cessite´ de la de´finition du troisie`me maillage
qui fait intervenir le centre de gravite´ des e´le´ments, ce qui de´grade encore plus la qualite´ du
maillage et complexifie le calcul des normales aux faces des e´le´ments de ce troisie`me maillage.
De plus, il est possible dans certains cas que la triangulation ne puisse pas eˆtre de´finie. La
me´thode ”Areˆte” ne converge pas toujours, ses re´sidus oscillent. On attribue ce phe´nome`ne a`
un manque de consistance et de pre´cision car cette me´thode n’est plus consistante sur maillages
irre´guliers et le sche´ma est seulement d’ordre un. La me´thode ”VF” fournit de bons re´sultats
sur maillages irre´guliers quelle que soit la valeur de δc. Elle fournit une solution dans tous les
cas et plus vite que toutes les autres me´thodes. Mais sur les maillages d’e´le´ments e´tire´s, elle ne
converge pas vers la bonne solution. Pour cette raison, cette me´thode ne peut eˆtre envisage´e. La
me´thode ”EF nod” est ensuite la me´thode la plus robuste. Elle est d’ordre un sur les maillages
de quadrilate`res quelconques et d’ordre deux sur les maillages de triangles. La qualite´ de ses
solutions converge´es est bonne. Les me´thodes ”EF cg” et ”EF ex ap” sont aussi pre´cises que
la me´thode ”EF nod” mais un peu moins robustes. Enfin, la me´thode ”EF ex” est un peu
moins robuste que ”EF nod” mais est sans aucun doute la plus pre´cise. Finalement, ce sont les
me´thodes base´es sur une reconstruction du gradient par les fonctions de forme EF qui exhibent
les meilleures proprie´te´s.
Concernant la conservativite´, les seules me´thodes conservatives sont ”Triang”, ”EF ex”, ”EF ex
ap” et ”Areˆte”. La me´thode ”Triang” n’a pas e´te´ e´value´e a` cause de ces proble`mes de robustesse.
On peut comparer les re´sultats des me´thodes ”EF ex”, ”EF ex ap” et ”Areˆte” par rapport aux
autres me´thodes qui ne sont pas conservatives. On constate que la me´thode ”Areˆte” est celle
fournissant les solutions converge´es les moins proches de la solution exacte et la me´thode ”EF
ex” celles qui le sont le plus. La me´thode ”Areˆte”, d’apre`s l’e´tude de consistance du paragraphe
5.1, n’est plus consistante de`s que le maillage n’est plus orthogonal. Donc finalement, il est plus
important d’avoir une me´thode avec de bonnes proprie´te´ de consistance et donc de pre´cision
que vouloir eˆtre absolument conservatif. Les re´sultats montrent que, tre`s rapidement, l’erreur de
pre´cision est plus importante que l’erreur duˆe a` la non-conservativite´.
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6.2 Analyse de Fourier
On e´tudie par une analyse de Fourier (ou de Von Neumann [69]) la re´partition en fre´quence de
la dissipation nume´rique introduite par chaque discre´tisation, ce qui permettra d’e´valuer d’une
autre manie`re la stabilite´ des diffe´rentes me´thodes nume´riques.
6.2.1 Principe
On conside`re le proble`me diffe´rentiel continu de diffusion pure Eq. (2.145) :
∂tU = α∆U. (6.6)
La solution exacte, sous forme harmonique, de ce proble`me, au cours du temps, s’e´crit :
Ukk′(x, y, t) = Vkk′(0)e−α(k
2+k′2)teσ(kx+k
′y) ou` σ2 = −1. (6.7)
Vkk′ est l’amplitude de l’onde de´finie par k et k′ qui sont respectivement les nombres d’onde
dans les directions x et y.
On conside`re maintenant le proble`me semi discret Eq. (2.146) que l’on met sous forme d’ope´rateur : ∂tT
n
1
...
∂tT
n
N
 = A ·
 T
n
1
...
TnN
 , (6.8)
A est une matrice carre´e dont les coefficients non nuls sont, dans la ligne i, ceux pour lesquels
j ∈ Sd(i), Sd(i) est l’ensemble des sommets formant les e´le´ments entourant le nœud i, N est le
nombre de sommets du maillage et n repre´sente le nombre de pas de temps. On de´finit le temps
tn = n∆t, ∆t ∈ R+ e´tant le pas de la discre´tisation temporelle. En notant Tn = (Tn1 , . . . , TnN )T ,
Eq. (6.8) devient :
∂tT
n = A · Tn. (6.9)
La solution discre`te, au cours du temps, sous forme d’une fonction sinuso¨ıdale a l’expression
suivante :
Ti,kk′(x, y, t) = vkk′(t)eσ(kxi+k
′yi). (6.10)
Comme Tj,kk′(x, y, t) = Ti,kk′(x, y, t)eσ(k(xj−xi)+k
′(yj−yi)), on re´e´crit le proble`me semi-discret
Eq. (6.9) :
∂tT
n
i,kk′ = T
n
i,kk′
 ∑
j∈Sd(i)
α
Vi
aje
σ(k(xj−xi)+k′(yj−yi))
 , (6.11)
ce qui devient, en introduisant le nombre complexe Aˆ :
∂tTi,kk′ = AˆTni,kk′ . (6.12)
On en de´duit que : (
∂tvkk′ = Aˆvkk′
)
⇒
(
vkk′(t) = vkk′(0)eAˆt
)
. (6.13)
La solution discre`te temporelle a donc la forme :
Ti,kk′(x, t) = vkk′(0)eAˆteσ(kxi+k
′yi). (6.14)
123
CHAPITRE 6. EXPE´RIMENTATION NUME´RIQUE
Dans le cas de l’e´tude de la mode´lisation des termes visqueux, l’ope´rateur A est syme´trique donc
Aˆ est re´el.
On souhaite comparer l’amplitude des solutions exacte Eq. (6.7) et approche´e Eq. (6.14). L’am-
plitude de la solution exacte au cours du temps s’e´crit :
| Vkk′(t) |=| Vkk′(0) | e−α(k2+k′2)t. (6.15)
On observe physiquement une de´croissance de l’amplitude des signaux au cours du temps dont
l’intensite´ de´pend de la longueur d’onde du signal et du coefficient de diffusion α. L’amplitude
de la solution nume´rique de´croˆıt elle aussi au cours du temps selon Aˆ :
| vkk′(t) |=| vkk′(0) | eAˆt. (6.16)
Pour qu’il y ait stabilite´, il faut que l’amplitude des ondes de´finies par les nombres d’onde k
et k′ demeurent borne´es au cours du temps, on se place ainsi dans les conditions de stabilite´
de´crites au paragraphe 2.3.3.
On va e´tudier qualitativement le phe´nome`ne de diffusion Eq. (6.6) par l’e´valuation du taux
de dissipation nume´rique des ondes selon leur fre´quence et le comparer au taux de dissipation
analytique. Donc, pour chaque discre´tisation, on veut ve´rifier que :
eAˆt = e−α(k
2+k′2)t, (6.17)
pour un t donne´. En effet, a` chaque discre´tisation correspond un Aˆ diffe´rent.
Expe´rimentalement, on analyse le taux de dissipation par le biais du coefficient d’amplification
z que l’on de´finit par :
z =
Tn+1i,kk′
Tni,kk′
= eAˆ∆t, (6.18)
qui est facilement observable. ∆t est le pas de discre´tisation temporelle. On compare z au
coefficient d’amplification analytique za :
za = e−α(k
2+k′2)∆t = e−Fxp
2
x−Fyp2y , (6.19)
ou` px = k∆x et py = k′∆y sont respectivement les nombres d’onde adimensionne´s dans les
directions x et y et, Fx = α∆t∆x2 et Fy =
α∆t
∆y2
sont les nombres de Fourier en x et y. On de´finit les
longueurs d’onde en x et y en fonction des pas de discre´tisation de la manie`re suivante :
λx = n∆x =
2pi
k
, (6.20)
λy = n′∆y =
2pi
k′
. (6.21)
On en de´duit que px = 2pin et py =
2pi
n′ . Les nombres n et n
′, deux entiers naturels positifs,
repre´sentent les nombres de points qui discre´tisent l’onde respectivement en x et y. Les ondes
sont donc d’autant mieux discre´tise´es que n et n′ sont grands.
Les longueurs d’ondes λx = 2∆x et λy = 2∆y sont les plus petites envisageables sur la
discre´tisation de´finie par (∆x,∆y) d’apre`s le the´ore`me d’e´chantillonnage de Nyquist-Shannon.
En effet, les ondes de longueurs d’onde infe´rieures ne peuvent eˆtre ”vues par la discre´tisation”.
Les longueurs d’onde les plus grandes se de´finissent d’apre`s le nombre de points de discre´tisation
dans chaque direction.
Pour effectuer l’e´tude, on se fixe un domaine d’e´tude carre´ auquel on applique des conditions
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limites pe´riodiques dans les deux directions x et y afin de rendre le domaine infini. On initialise
le champ T de manie`re a` observer un nombre fini de pe´riodes dans les deux directions. On
discre´tise de manie`re a` observer dix modes dans chaque direction, c’est-a`-dire dix valeurs de px
et py comprises dans l’intervalle [0, pi[. Le domaine de stabilite´ des nombres de Fourier Fx et Fy
est [0, 0.5[. La dimension du maillage est choisie de manie`re a` obtenir les nombres de Fourier Fx
et Fy souhaite´s.
On proce`de maintenant a` une e´tude bidimendionnelle du coefficient d’amplification afin de
mettre en e´vidence le comportement dissipatif des me´thodes relativement a` la fre´quence et
l’orientation des modes initiaux. On pre´sente tout d’abord l’e´tude faite sur des maillages re´guliers,
puis celle faite sur des maillages irre´guliers avant de conclure.
On parle de modes plutoˆt que d’ondes car il n’y a pas ici de propagation, on observe juste le
phe´nome`ne de diffusion et de dissipation nume´rique.
6.2.2 Etude sur maillages re´guliers
On e´tudie tout d’abord le taux de dissipation nume´rique sur des maillages de carre´s. Le premier
maillage de carre´s utilise´ est tel que Fx = Fy = 0.02. Le coefficient d’amplification analy-
Fig. 6.9: Coefficient d’amplification analytique pour Fx = Fy = 0.02
tique Eq. (6.19), dans ce cas, est repre´sente´e Fig. 6.9 en fonction de px et py, les nombres
d’ondes adimensionne´s. On repre´sente de la meˆme manie`re Fig. 6.11 les coefficients d’amplifi-
cation nume´rique de chacune des discre´tisations ”VF”, ”EF ex”, ”EF cg”, ”EF nod”, ”Areˆte”
et ”Triang” en fonction de px et py. On constate, en premier lieu, que les contours associe´s
aux me´thodes ”EF nod”, ”Areˆte” et ”Triang.” sont identiques. Ces trois me´thodes introduisent
la meˆme dissipation nume´rique sur ce type de maillages. On remarque, ensuite, que l’allure
des contours des coefficients d’amplification nume´riques n’est pas la meˆme que celle du coeffi-
cient analytique. Lorsque px et py sont faibles, le comportement est semblable, les coefficients
d’amplification nume´riques diminuent. Lorsque px et/ou py tendent vers pi, les coefficients d’am-
plification nume´riques augmentent, ce qui ne correspond pas au comportement du coefficient
analytique qui lui ne fait que de´croˆıtre. Pour toutes les me´thodes, la dissipation nume´rique est
infe´rieure a` la dissipation analytique que l’on devrait trouver. Pour quantifier cette diffe´rence, on
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calcule l’erreur commise entre le coefficient d’amplification nume´rique et le coefficient analytique
pour chacune des discre´sations. On donne la repre´sentation de cette erreur Fig. 6.12. On observe
le maximum d’erreur lorsque px et/ou py sont proches de pi. Ce sont les hautes fre´quences qui
sont le moins bien dissipe´es. Afin de pouvoir comparer les ordres de grandeur respectifs des
Fig. 6.10: Profil du taux de dissipation le long des droites px = 0.29 a` gauche, px = py a` droite,
pour un maillage de carre´s Fx = Fy = 0.02.
coefficients d’amplification de chacune des me´thodes, on trace Fig. 6.10 ces coefficients d’ampli-
fication le long de deux droites : les droites px = 0.29 et px = py. Ceci apporte une information
sur le comportement dissipatif des me´thodes dans une direction privile´gie´e du maillage et dans la
direction diagonale des carre´s. Dans ces deux directions, la dissipation est tre`s faible et presque
inexistante concernant les hautes fre´quences. Dans la direction privile´gie´e du maillage, toutes les
me´thodes sont semblables. Dans la direction diagonale, de le´ge`res diffe´rences sont observables.
Le me´thode ”VF” est la moins dissipative dans la direction diagonale.
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Fig. 6.11: Coefficient d’amplification pour un maillage de carre´s tel que Fx = Fy = 0.02
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Fig. 6.12: Erreur sur le coefficient d’amplification pour un maillage de carre´s tel que Fx = Fy =
0.02
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Le deuxie`me maillage de carre´s utilise´ est tel que Fx = Fy = 0.4. Le coefficient d’amplifica-
Fig. 6.13: Coefficient d’amplification analytique pour Fx = Fy = 0.4
tion analytique pour ces valeurs des nombres de Fourier en x et y est repre´sente´e Fig. 6.13 en
fonction de px et py. Il n’est pas nul seulement pour px et py petits. On repre´sente Fig. 6.15
les coefficients d’amplification nume´rique de chacune des discre´tisations en fonction de px et py.
Les hautes fre´quences sont toujours les fre´quences les moins dissipe´es car pour ces fre´quences le
coefficient d’amplification est nul. On remarque, de plus, que les me´thodes ”EF nod”, ”Areˆte” et
”Triang.” dissipent mal certains modes oriente´s dans la direction diagonale. En effet, leur coef-
ficient d’amplification est e´gal a` 0.8 dans des zones ou` les coefficients d’amplification des autres
me´thodes ”VF”, ”EF ex” et ”EF cg” sont aux environs de 0.4 et ou` le coefficient d’amplification
analytique est nul. On trace Fig. 6.14 comme pre´ce´demment les coefficients d’amplification le
Fig. 6.14: Profil du taux de dissipation le long des droites px = 0.29 a` gauche, px = py a` droite,
pour un maillage de carre´s Fx = Fy = 0.4.
long des droites px = 0.29 et px = py. On voit clairement que toutes les fre´quences ne sont
pas dissipe´es de la meˆme manie`re. Dans la direction privile´gie´e du maillage, les modes, pour
lesquels px est proche de pi/2 ou de pi, sont mal dissipe´s par toutes les me´thodes. Dans la direc-
tion diagonale, le comportement est diffe´rent selon la me´thode. La me´thode ”EF cg” est la plus
dissipative. Ce sont les hautes fre´quences qu’elle dissipe le moins bien avec un taux de 0.5. La
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me´thode ”VF” dissipe mal le mode px = py = 2pi/3 et les hautes fre´quences avec un taux proche
de 0.5 . La me´thode ”EF ex” dissipe plus uniforme´ment toutes les fre´quences pour lesquelles px
et py sont supe´rieurs a` pi/2 avec un taux proche de 0.6. Enfin, les me´thodes ”EF nod”, ”Areˆte”
et ”Triang.” ont le meˆme comportement. Elles dissipent mal les modes ou` px et py sont proches
de pi/2 et les hautes fre´quences avec un taux proche de 0.7. Ce sont ces trois me´thodes qui
pre´sentent le plus de disparite´s dans leur taux de dissipation selon le nombre d’onde du mode.
On a enfin effectue´ des tests sur des maillages de carre´s ayant pour nombres de Fourier Fx =
Fy = 0.6 et Fx = Fy = 1. Pour ces valeurs, on ne se situe plus dans le domaine de stabilite´
des me´thodes. Et effectivement, pour le maillage tel que Fx = Fy = 0.6, quelques modes sont
instables. Pour les me´thodes ”EF nod”, ”Areˆte” et ”Triang.”, le mode (k, k′) = (6, 8) est instable.
Pour la me´thode ”EF ex”, ce sont les modes (k, k′) = (6, 6) et (k, k′) = (5, 6) qui sont instables.
Les me´thodes ”EF cg” et ”VF” ne pre´sentent aucun mode instable sur ce maillage. Pour le
maillage tel que Fx = Fy = 1, on note neuf modes instables pour la me´thode ”EF ex”, les
six meˆmes modes pour les me´thodes ”EF nod”, ”Areˆte” et ”Triang.”, trois seulement pour la
me´thode ”EF cg” et aucun pour la me´thode ”VF”. On remarque que tous les modes instables
sont oriente´s dans une direction proche de la diagonale des e´le´ments carre´s du maillage. Les
me´thodes les plus robustes dans ce cas sont les me´thodes ”VF” et ”EF cg” qui sont les plus
dissipatives.
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Fig. 6.15: Coefficient d’amplification pour un maillage de carre´s tel que Fx = Fy = 0.4
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On conside`re, pour finir cette e´tude sur maillages re´guliers, un maillage de rectangles tel que
Fx = 0.02 et Fy = 0.21. Concernant ce maillage, la grande longueur des e´le´ments s’e´tend dans
la direction y. La solution analytique se trouve Fig. 6.16. On pre´sente l’allure des contours du
Fig. 6.16: Coefficient d’amplification analytique pour Fx = 0.02 et Fy = 0.21
coefficient d’amplification nume´rique Fig. 6.19. On voit tre`s clairement que la me´thode ”VF”
se singularise vis a` vis des autres me´thodes. En effet, alors que toutes les autres me´thodes sont
stables pour ce maillage, la me´thode ”VF” pre´sente six modes instables. C’est ce qui explique
la grande irre´gularite´ des contours car z a e´te´ impose´ a` 1 pour ces six modes. Les contours de z
des autres me´thodes admettent un plan de syme´trie en py = pi2 . Les me´thodes ”EF ex” et ”EF
cg” pre´sentent la meˆme spe´cificite´ qui est qu’en py = pi2 et px = pi, le coefficient d’amplification
augmente jusqu’a` la valeur 0.5. On se rend compte en observant les re´sultats obtenus pour
l’erreur Fig. 6.20 que la dissipation est faible lorsque px et py sont supe´rieurs a` pi2 tous les
deux. On confirme ces re´sultats en observant le comportement du coefficient d’amplification le
Fig. 6.17: Profil du taux de dissipation dans le plan x = 0.29 a` gauche, y = 0.29 a` droite, pour
un maillage de rectangles Fx = 0.02 et Fy = 0.21.
long des droites px = 0.29, py = 0.29 Fig. 6.17 et px = py Fig. 6.18. La me´thode ”VF” a un
comportement surprenant. Pour les autres me´thodes, les hautes fre´quences sont mieux dissipe´es
dans la direction y que la direction x, c’est-a`-dire dans la direction de la grande longueur des
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Fig. 6.18: Profil du taux de dissipation dans le plan x = y, pour un maillage de rectangles
Fx = 0.02 et Fy = 0.21.
e´le´ments rectangulaires. Dans la direction diagonale, le coefficient d’amplification de toutes les
me´thodes est proche du coefficient the´orique.
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Fig. 6.19: Coefficient d’amplification pour un maillage de rectangles tel que Fx = 0.02 et Fy =
0.21
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Fig. 6.20: Erreur sur le coefficient d’amplification pour un maillage de rectangles tel que Fx =
0.02 et Fy = 0.21
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6.2.3 Etude sur maillages irre´guliers
On conside`re maintenant des maillages compose´s de quadrilate`res quelconques. La me´thode ”EF
ex ap” apparaˆıt dans ces re´sultats car elles ne correspond plus a` la me´thode ”EF ex”.
La premier maillage e´tudie´ est tel que Fx = Fy = 0.02. Le coefficient d’amplification analytique
est repre´sente´ Fig. 6.9. On repre´sente Fig. 6.23 les contours du coefficient d’amplification en
fonction de px et py. Les taux de dissipation sont faibles, comme c’est le cas sur le maillage de
carre´s tel que Fx = Fy = 0.02, mais semblent plus uniformes. On calcule l’erreur commise entre
les coefficients d’amplification nume´riques et le coefficient analytique. Le re´sultat est repre´sente´
Fig. 6.24. Les contours d’erreur sont semblables aux contours d’erreur obtenus sur le maillage
de carre´s. Les contours relatifs a` la me´thode ”EF ex ap” se trouvent Fig. 6.21. Les meˆmes
Fig. 6.21: Coefficient d’amplification et erreur pour la me´thode ”EF ex ap” sur un maillage de
quadrilate`res quelconques tel que, en moyenne, Fx = Fy = 0.02
conclusions sont applicables pour cette me´thode. On trace Fig. 6.22 les profils des coefficients
Fig. 6.22: Profil du taux de dissipation sur les droites px = 0.29 a` gauche, px = py a` droite,
pour un maillage de quadrilate`res Fx = Fy = 0.02.
d’amplification le long des droites px = 0.29 et px = py. La dissipation est extreˆmement faible
et le comportement est le meˆme pour toutes les me´thodes dans les deux directions.
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Fig. 6.23: Coefficient d’amplification pour un maillage de quadrilate`res quelconques tel que, en
moyenne, Fx = Fy = 0.02
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Fig. 6.24: Erreur sur le coefficient d’amplification pour un maillage de quadrilate`res quelconques
tel que, en moyenne, Fx = Fy = 0.02
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Le deuxie`me maillage de quadrilate`res quelconques utilise´ est tel que, en moyenne, Fx = Fy =
0.4. Le coefficient d’amplification analytique est repre´sente´ Fig. 6.13. On repre´sente Fig. 6.27 les
contours des coefficients d’amplification en fonction de px et py. On remarque que la dissipation
est beaucoup plus uniforme, avec une moyenne de 0.5 pour presque tout le spectre. Il en est de
Fig. 6.25: Coefficient d’amplification pour la me´thode ”EF ex ap” sur un maillage de quadri-
late`res quelconques tel que, en moyenne, Fx = Fy = 0.4
meˆme pour la me´thode ”EF ex ap” dont le re´sultat est pre´sente´ Fig. 6.25. On trace Fig. 6.26 les
Fig. 6.26: Profil du taux de dissipation sur les droites px = 0.29 a` gauche, px = py a` droite,
pour un maillage de quadrilate`res Fx = Fy = 0.4.
profils sur les droites px = 0.29 et px = py. On constate que la dissipation est bel et bien plus
uniforme, ceci dans les deux directions. La dissipation de la me´thode ”VF” est plus faible que les
autres me´thodes dans la direction diagonale. Sinon, toutes les me´thodes fournissent sensiblement
les meˆmes re´sultats.
Les tests effectue´s sur les maillages de quadrilate`res tels que Fx = Fy = 0.6 et Fx = Fy = 1 ont
montre´ que sur ce type de maillage, aucune me´thode ne pre´sente de modes instables.
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Fig. 6.27: Coefficient d’amplification pour un maillage de quadrilate`res quelconques tel que, en
moyenne, Fx = Fy = 0.4
140
6.2. Analyse de Fourier
Pour finir, on compare les taux de dissipation sur des maillages triangles quelconques. On ne
pre´sente que deux graphiques a` chaque fois car seule la me´thode ”Areˆte” n’est pas e´quivalente
a` la me´thode VF-EF sur ce type de maillages. On conside`re un premier maillage ou` en moyenne
Fx = Fy = 0.02. On trouve Fig. 6.28 le taux de dissipation pour les me´thodes ”Areˆte” et VF-
Fig. 6.28: Coefficient d’amplification pour un maillage de triangles tel que, en moyenne, Fx =
Fy = 0.02
EF. Comme pour les maillages de quadrilate`res, la dissipation est uniforme lorsque px et py
sont supe´rieurs a` pi/2. La dissipation semble cependant un peu plus e´leve´e. On ve´rifie ceci sur
Fig. 6.29: Erreur sur le coefficient d’amplification pour un maillage de triangles tel que, en
moyenne, Fx = Fy = 0.02
les graphiques de l’erreur Fig. 6.29. L’erreur maximale est de l’ordre de 0.35 alors que pour
le maillage de quadrilate`res quelconques, l’erreur maximale est de 0.45. On trace Fig. 6.30 le
comportement le long des droites px = 0.29 et px = py. Si l’on compare au re´sultat obtenu sur
le maillage de quadrilate`res Fig. 6.22, on voit qu’on est plus dissipatif sur les triangles.
On utilise ensuite un maillage de triangles tel que en moyenne Fx = Fy = 0.4. Les graphiques
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Fig. 6.30: Profil du taux de dissipation dans le plan x = 0.29 a` gauche, x = y a` droite, pour un
maillage de triangles Fx = Fy = 0.02.
Fig. 6.31: Coefficient d’amplification pour un maillage de triangles tel que, en moyenne, Fx =
Fy = 0.4
Fig. 6.31 correspondent aux taux de dissipation sur ce maillage. Le taux de dissipation est
uniforme et vaut en moyenne 0.6, ce qui est supe´rieur a` la valeur trouve´e pour les quadrilate`res.
On trace Fig. 6.32 le comportement le long des droites px = 0.29 et px = py. Le comportement
de la me´thode ”Areˆte” est presque le meˆme que celui de la me´thode VF-EF. La dissipation est
uniforme pour les nombres d’onde supe´rieurs a` pi/2. Cette fois, on est moins dissipatif sur les
triangles que sur les quadrilate`res, on le constate en comparant avec Fig. 6.26.
Dans ce cas encore, les tests effectue´s en dehors du domaine de validite´ pour les nombres de
Fourier n’a re´ve´le´ l’apparition d’aucun mode instable.
6.2.4 Conclusion
L’e´tude sur maillages re´guliers a montre´ que lorsque les nombres d’onde en x et y sont petits, la
dissipation est tre`s faible pour tous les modes, quelque soit leur orientation. Quand les nombres
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Fig. 6.32: Profil du taux de dissipation sur les droites px = 0.29 a` gauche, px = py a` droite,
pour un maillage de triangles Fx = Fy = 0.4.
Fx et Fy sont plus grands, la dissipation n’est pas du tout uniforme selon la fre´quence du mode.
Dans les directions privile´gie´es du maillage, ce sont les modes dont le nombre d’onde est proche
de pi/2 et pi qui sont mal dissipe´s. Dans la direction diagonale des e´le´ments, chaque me´thode a un
comportement diffe´rent. La me´thode qui dissipe le plus et le plus uniforme´ment est la me´thode
”EF cg”. Les me´thodes pour lesquelles les ine´galite´s de dissipation selon la fre´quence sont les plus
importantes sont les me´thodes ”EF nod”, ”Areˆte” et ”Triang.”. On associe ce phe´nome`ne au fait
que ce sont les trois me´thodes qui utilisent une mole´cule de points re´duite pour la discre´tisation.
Le sommet diame´tralement oppose´ dans un quadrilate`re ne participe pas a` la discre´tisation pour
les me´thodes ”EF nod” et ”Areˆte” et participe de manie`re indirecte pour la me´thode ”Triang.”
dans le calcul de la valeur moyenne au centre de gravite´ des e´le´ments. Les tests hors du domaine
de stabilite´ ont mis en e´vidence le fait que les modes devenant instables en premier sont tous
oriente´s dans une direction proche de la diagonale des e´le´ments et la me´thode qui pre´sente le
plus de modes instables est la plus pre´cise, c’est-a`-dire la me´thode ”EF ex”.
On a pu constater que, sur les maillages de rectangles compose´s de manie`re a` eˆtre dans le domaine
de stabilite´, la me´thode ”VF” pre´sente des modes instables. On suppose encore que cela est duˆ
a` la trop grande approximation que cela repre´sente de conside´rer un gradient constant sur les
e´le´ments du maillage primal quand ceux-ci sont e´tire´s dans une direction. Ce sont toujours les
hautes fre´quences oriente´es dans une direction proche de la direction diagonale des e´le´ments qui
sont mal dissipe´s.
Sur les maillages irre´guliers, lorsque les nombres de Fourier sont faibles, les me´thodes nume´riques
dissipent plus sur les maillages de triangles que sur ceux de quadrilate`res ou` il n’y a presque
pas de dissipation. Quand les nombres de Fourier augmentent, la dissipation est meilleure sur
les maillages de quadrilate`res. Globalement, on a le meˆme comportement sur ces deux types
de maillages, la dissipation est uniforme pour toutes les fre´quences supe´rieures a` pi/2. Lorsque
l’on se place hors du domaine de stabilite´, on n’observe aucun mode instable. L’irre´gularite´ des
maillages a pour effet de casser les directions privile´gie´es, ce qui provoque une perte de pre´cision
et de positivite´. Mais finalement, la perte de pre´cision ajoute de la dissipation nume´rique qui
stabilise les me´thodes nume´riques suffisamment pour permettre de converger meˆme en dehors
du domaine de stabilite´.
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6.3 Conclusion
Un dernier comparatif a e´te´ effectue´, avant de conclure, concernant le temps de calcul. Les
VF EF ex EF ex ap EF cg EF nod Arete Triang
3.2 2.93 2.13 3.2 2.67 0.8 5.07
Tab. 6.6: Temps CPU ×10−6 s par ite´ration par nœud pour chacune des me´thodes
temps par ite´ration par nœud de chaque me´thode ont e´te´ rassemble´s dans Tab. 6.6. On se
rend compte que la me´thode ”Triang.” est presque deux fois plus couˆteuse que la moyenne des
autres me´thodes. La me´thode ”Areˆte” est largement la plus efficace. Parmi les autres me´thodes
restantes, c’est la me´thode ”EF ex ap” qui est la plus efficace juste avant la me´thode ”EF nod”.
La convergence en maillage et l’analyse de Fourier ont montre´ que la me´thode ”VF” est instable
et perd e´norme´ment de pre´cision sur les maillages de rectangles, c’est-a`-dire de`s qu’on e´tire une
des dimensions des e´le´ments du maillage. La me´thode ”Areˆte” est la me´thode la plus efficace en
terme de temps de calcul CPU mais a un niveau de pre´cision moindre par rapport aux autres
me´thodes. En effet, la qualite´ de ses solutions converge´es est moins bonne en terme d’ordre
de grandeur de l’erreur et elle n’est que d’ordre un sur les maillages irre´guliers. Elle n’est, de
plus, pas tre`s robuste. De`s que les e´le´ments du maillage sont tre`s perturbe´s, il est difficile de
converger vraiment, les re´sidus du calcul peuvent osciller autour d’une valeur. On l’explique
par le manque de pre´cision et le fait que la mole´cule de points servant a` la discre´stisation
est forme´e de sommets appartenant a` une deuxie`me couronne d’e´le´ments autour du nœud de
calcul. Enfin, sur les maillages re´guliers, le fait de n’avoir, dans la mole´cule de points servant a` la
discre´tisation, que les sommets relie´s par une areˆte a une influence sur le comportement dissipatif
pour les modes oriente´s dans une direction proche de la direction diagonale des e´le´ments. Les
me´thodes ”Triang.” et ”EF nod” pre´sentent ce meˆme proble`me. La me´thode ”Triang.” est de
plus la plus couˆteuse en temps CPU par ite´ration et la me´thode ”EF nod” est robuste, converge
rapidemment, elle est relativement pre´cise mais n’est pas conservative. La me´thode ”EF cg”
est relativement pre´cise et surtout c’est celle qui dissipe le mieux et le plus uniforme´ment les
modes diagonaux mais elle n’est pas non plus conservative. Donc finalement, selon les crite`res
que l’on s’est fixe´ dans le chapitre introductif, paragraphe 1.2, la me´thode ”EF ex” est celle
qui re´pond le mieux a` nos impe´ratifs. En effet, elle est conservative, d’ordre deux sur tous les
maillages teste´s, qu’ils soient re´guliers ou pas, c’est la me´thode la plus pre´cise. On a montre´
au chapitre 4 que sa positivite´ est de´pendante de la re´gularite´ du maillage. Les e´le´ments ne
doivent pas eˆtre trop diffe´rents de paralle´logrammes et le rapport entre longueur et largeur doit
eˆtre au plus
√
3. On a vu expe´rimentalement que cette me´thode fournit des re´sultats tout a`
fait corrects et est stable sur les maillages irre´guliers. Mais il est a` noter que cette me´thode
est celle de´veloppant le plus de modes instables lorsque l’on sort du domaine de stabilite´ pour
les nombres de Fourier directionnels. De plus, l’extension de cette me´thode a` trois dimensions
d’espace a un couˆt excessif en terme d’e´valuations de gradient et d’inversions de matrices. Pour
un seul hexae`dre, le calcul des contributions de flux pour tous les sommets de cet e´le´ment requiert
dix-neuf calculs de gradients. Ceci a pousse´ a` conside´rer plutoˆt la me´thode ”EF ex ap”. Cette
dernie`re n’a besoin que de calculer huit gradients. De plus, la me´thode ”EF ex ap” est moins
pre´cise que la me´thode ”EF ex” uniquement sur les maillages de quadrilate`res quelconques. On
peut espe´rer que cette le´ge`re perte de pre´cision favorise la robustesse de la me´thode. On ve´rifie
bien dans les re´sultats Tab. 6.6 que la me´thode ”EF ex ap” est plus efficace que la me´thode ”EF
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ex”. En deux dimensions d’espace, la diffe´rence est tre`s le´ge`re entre les deux me´thodes et de´ja`
la plus grande efficacite´ de ”EF ex ap” est observable. En trois dimensions d’espace, le gain sera
encore bien supe´rieur. C’est donc cette me´thode qui a e´te´ implante´e dans le code N3S-Natur.
On de´taille au chapitre suivant la nouvelle me´thode nume´rique e´crite pour les e´quations de
Navier-Stokes.
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Chapitre 7
Le code N3S-Natur
On aborde dans ce chapitre la discre´tisation nume´rique du syste`me des lois de conservation gou-
vernant le comportement des e´coulements fluides compressibles. On se focalise particulie`rement
sur les mode`les nume´riques qui ont ne´cessite´ une modification afin de s’adapter au nouveau
contexte de maillages multie´le´ments. Dans un premier paragraphe, on de´veloppe les e´quations
qui sont re´solues dans le code N3S-Natur et les mode`les de turbulence qui sont adopte´s. Dans un
deuxie`me paragraphe, on de´taille l’approximation des flux d’Euler par des sche´mas d’ordre un
et plus. Dans le troisie`me paragraphe, c’est la mode´lisation des flux visqueux et termes sources
qui est expose´e. On pre´sente notamment dans cette partie l’extension de la me´thode ”EF ex
ap”, choisie au terme des analyses the´oriques et expe´rimentales mene´es au cours des chapitres
pre´ce´dents, a` la mode´lisation des termes visqueux des e´quations de Navier-Stokes. Dans le qua-
trie`me paragraphe, on de´crit les sche´mas de discre´tisation temporelle explicite disponibles dans
le code. On aborde, dans le cinquie`me paragraphe, la me´thode d’implicitation de la discre´tisation
temporelle qui est base´e sur une line´arisation des flux nume´riques. La me´thode initialement uti-
lise´e pour le stockage de la matrice jacobienne intervenant dans la line´arisation du flux visqueux,
ne peut pas eˆtre utilise´e dans le contexte multie´le´ment sans hypothe`se simplificatrice. Cela a
conduit a` effectuer une e´tude de stabilite´ du sche´ma implicite et une expe´rimentation nume´rique
selon la construction de la matrice jacobienne du nouveau flux visqueux. On la pre´sente dans
un sixie`me paragraphe. Enfin, les premiers cas de validation du code multie´le´ment sont expose´s.
La seule version multie´le´ment qui a pu eˆtre teste´e dans le temps de cette the`se est une ver-
sion turbulente explicite, d’ordre un en convectif. C’est ce qui explique le nombre re´duit de cas
applicatifs propose´s dans ce chapitre. On conclut enfin dans un dernier paragraphe.
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7.1 Les e´quations de Navier-Stokes moyenne´es
7.1.1 Les lois de conservation
On pre´sente ici les e´quations re´gissant un e´coulement gazeux multi-espe`ces turbulent inerte.
On adopte dans tout ce qui va suivre les notations suivantes : ρ est la densite´ volumique du
me´lange, v = (v1, v2, v3)T le vecteur vitesse, P la pression, τij le tenseur visqueux, Y k la fraction
massique de l’espe`ce k, V k = (V k1 , V
k
2 , V
k
3 ) la vitesse de diffusion de l’espe`ce k, E = e +
1
2vivi
l’e´nergie totale du me´lange ou` e repre´sente son e´nergie interne et enfin qi le flux de diffusion qui
dispose d’un terme thermique et d’une somme de termes de diffusion massique.
A l’aide des notations pre´sente´es ci-dessus et sachant qu’a` e´quilibre thermodynamique, un
syste`me physique conserve sa masse, sa quantite´ de mouvement et son e´nergie, on en de´duit
le syste`me d’e´quation suivant :
∂tρ+ ∂xj (ρvj) = 0, (7.1)
∂t(ρvi) + ∂xj (ρvivj) + ∂xiP = ∂xjτij , (7.2)
∂t(ρY k) + ∂xj (ρvjY
k) = ∂xj (V
k
j Y
k), k = 1 . . . N, (7.3)
∂tρE + ∂xj (ρvjE) = −∂xj (vjP ) + ∂xj (viτij)− ∂xjqj . (7.4)
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Eq. (7.1) exprime la conservation de la masse totale du me´lange, Eq. (7.2) exprime la conservation
de la quantite´ de mouvement du me´lange, Eq. (7.3) exprime la conservation de la masse de chaque
espe`ce et enfin Eq. (7.4) exprime la conservation de l’e´nergie totale du me´lange. La convention de
somme implicite sur les indices est adopte´e ici et les forces volumiques ne sont pas repre´sente´es.
Afin de fermer le syste`me il est ne´cessaire d’utiliser la loi d’e´tat du me´lange. Dans le cadre d’un
me´lange de gaz parfaits, elle s’e´crit :
P = (γ − 1)(ρE − 1
2
ρvivi). (7.5)
La tempe´rature s’e´crit simplement :
T =
P
ρcv(γ − 1) , ou` γ =
ΣkγkY kckv
ΣkckvY k
et cv = ΣkckvY
k. (7.6)
On suppose que les fluides traite´s sont newtoniens, c’est-a`-dire qu’il existe une relation line´aire
et isotrope liant les efforts de cisaillement et les taux de de´formation, ainsi :
τij = µ
(
(∂xjvi + ∂xivj)−
2
3
∂xkvkδij
)
, (7.7)
ou` µ repre´sente la viscosite´ dynamique laminaire du me´lange et δij le symbole de Kronecker. On
suppose que les viscosite´s dynamiques laminaires µk de chaque espe`ce sont soit constantes, soit
de´pendantes seulement de la tempe´rature selon une loi empirique de Sutherland. La viscosite´
du me´lange est obtenue ensuite par une loi empirique de Wilke.
Le flux de chaleur qj s’exprime par :
qj = λ∂xjT + ρΣ
N
k=1h
k
sY
kV kj , (7.8)
en utilisant la loi de Fourier pour la diffusion thermique et en ne´gligeant les termes de second
ordre. Les conductivite´s thermiques λk de chaque espe`ce sont conside´re´es, comme les viscosite´s
dynamiques laminaires µk, soit constantes, soit de´pendantes seulement de la tempe´rature selon
une loi empirique de Sutherland. La conductivite´ thermique du me´lange est obtenue la` encore
par une loi empirique de Wilke.
7.1.2 Les e´quations moyenne´es
Les fluctuations turbulentes des e´coulements que l’on cherche a` e´tudier agissent sur un grand
e´ventail de longueurs et de temps caracte´ristiques. Ceci rend le travail de simulation de ces
e´coulements plus que complexe. Afin de de´terminer leur comportement, diffe´rentes approches
sont envisageables :
• la Simulation Nume´rique Directe (”Direct Numerical Simulation”, DNS, en anglais) : On fait
le choix dans ce cas de re´soudre exactement les e´quations pre´ce´demment expose´es. La DNS est
utile pour simuler et mieux comprendre certains phe´nome`nes physiques mais est inadapte´e
a` la simulation industrielle. En effet, les nombres de Reynolds auxquels elle se limite sont
bien infe´rieurs aux nombres de Reynolds des applications industrielles. De plus, la prise en
compte de tous les phe´nome`nes turbulents de l’e´coulement rend cette approche couˆteuse et
difficilement envisageable sur de grands domaines de calcul.
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• la Simulation aux Grandes E´chelles (”Large Eddy Simulation”, LES, en anglais) : Une analyse
de l’e´nergie turbulente en fonction de la taille des structures tourbillonnaires aboutit aux
constatations suivantes :
1. les structures turbulentes de longueurs caracte´ristiques moyennes sont les plus e´nerge´ti-
ques, on peut donc supposer que ce sont elles qui transportent les grandeurs conservatives
de l’e´coulement,
2. la dissipation e´nerge´tique n’intervient que dans les structures turbulentes de petites lon-
gueurs caracte´ristiques.
On de´finit une nouvelle approche qui consiste a` ne re´soudre que jusqu’aux e´chelles moyennes
et a` filtrer les fluctuations agissant aux e´chelles infe´rieures. On peut ainsi utiliser des maillages
moins raffine´s que dans l’approche DNS. Afin de mode´liser les petites e´chelles qui ne sont pas
re´solues, on fait appel a` un mode`le dit de ”sous-maille”.
• les E´quations de Navier-Stokes Moyenne´es (”Reynold-Averaged Navier-Stokes equations”,
RANS, en anglais) : La technique RANS est la plus ancienne. Elle consiste a` supposer que
l’e´coulement a deux e´chelles distinctes. La premie`re est associe´e aux valeurs moyennes de
l’e´coulement et la seconde aux fluctuations des grandeurs de l’e´coulement. On de´compose donc
les variables en une valeur moyenne et une valeur fluctuante. L’ope´ration de moyenne sur les
e´quations de Navier Stokes implique l’apparition de nouveaux termes non line´aires reliant les
fluctuations aux champs moyens ou les fluctuations entre elles. On approche ces termes par des
mode`les afin de les relier aux seules grandeurs re´solues : les grandeurs moyennes. La complexite´
des phe´nome`nes de turbulence rend tre`s difficile cette mode´lisation, ces mode`les ne doivent
donc eˆtre conside´re´s que comme des approximations plus ou moins grossie`res des phe´nome`nes
fluctuants. L’inte´reˆt des mode`les RANS est leur capacite´ pre´dictive pour les constraintes
parie´tales qui servent bien souvent au dimensionnement des machines industrielles. C’est la
seule technique pre´sente dans le code N3S-Natur.
L’ide´e du mode`le RANS fut propose´e par Osborne Reynolds [70] [71] il y a plus d’un sie`cle.
Dans un e´coulement statistiquement uniforme, les variables peuvent se de´composer en une valeur
moyenne et une partie fluctuante. Soit f une grandeur de l’e´coulement, sa de´composition selon
Reynolds s’e´crit :
f = f¯ + f ′, ou` f¯(xi, t) = lim
T→∞
1
T
∫ T
0
f(xi, t)dt. (7.9)
T doit eˆtre supe´rieur aux e´chelles de temps caracte´ristiques des fluctuations.
Si l’e´coulement n’est pas uniforme, on peut de´finir la moyenne par :
f¯(xi, t) = lim
N→∞
1
N
N∑
n=1
fn(xi, t). (7.10)
N repre´sente l’ensemble des e´coulements formant l’e´coulement principal pour lesquels les va-
riables de controˆle ne varient pas.
Ces termes ajoutent de nouvelles inconnues au proble`me. Le syste`me forme´ de Eq. (7.1)-(7.4)
comple´te´ de la loi d’e´tat Eq. (7.5) devient donc ouvert. Afin de le fermer, on proce`de a` des
approximations de ces nouveaux termes qui consistent a` les exprimer en fonction des grandeurs
moyennes de l’e´coulement.
Avant d’aller plus loin, on remarque que cet ope´rateur de moyenne comporte un inconve´nient. En
effet, dans l’e´quation de conservation de la masse apre`s application de l’ope´rateur de moyenne,
il apparaˆıt le terme de flux ρ′u′i. Celui-ci se comporte comme une source de masse sur le flux
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moyen. Il en de´coule que le flux moyen de masse n’est pas conservatif pour cette moyenne et
ceci est souvent complique´ a` ge´rer dans un code de CFD. On pre´fe`re donc souvent utiliser
l’ope´rateur de moyenne dit de Favre [72] qui ponde`re les grandeurs moyennes de Reynolds par
la moyenne de la densite´ de la manie`re suivante : f˜ = ρf/ρ¯. Chaque quantite´ peut, de meˆme,
eˆtre de´compose´e en la somme de sa valeur moyenne et de sa partie fluctuante comme suit :
f = f˜ + f ′′ ou` f˜ ′′ = 0. En appliquant la moyenne de Favre aux e´quations de Navier-Stokes, on
obtient le syste`me d’e´quations suivant :
∂tρ¯+ ∂xj (ρ¯v˜j) = 0, (7.11)
∂t(ρ¯v˜i) + ∂xj (ρ¯v˜iv˜j) + ∂xiP = ∂xj
(
τij − ρ¯v˜′′i v′′j
)
, (7.12)
∂t(ρ¯Y˜ k) + ∂xj (ρ¯v˜j Y˜ k) = −∂xj (V kj Y k + ρ¯v˜′′j Y ′′k), k = 1, N (7.13)
∂t(ρ¯E˜) + ∂xj (ρ¯v˜jE˜) = −∂xj (ρ¯v˜′′j e′′)− ∂xj (ρ¯v˜j v˜′′i v′′j )−
1
2
∂xj (v˜′′i v
′′
j v
′′
j )
−∂xj (λ¯∂xj T˜ ) + ∂xj (ρ¯v˜iτ˜ij) + ∂xj (v˜′′i τ ′′ij)
+∂xj (v˜jP˜ ) + ∂xj˜(v′′jP ′′). (7.14)
On remarque ici que l’e´quation portant sur la masse est conservative pour la moyenne de Favre.
7.1.3 Les mode`les de turbulence
Les termes de corre´lations pre´sents dans Eq. (7.11) a` (7.14) entre parties fluctuantes sont ap-
proche´s afin de fermer le syste`me. Ces approximations sont appele´es les mode`les de turbulence.
Ceux utilise´s dans le code N3S-Natur sont de´crits a` la suite.
Pour relier ces termes de corre´lations entre parties fluctuantes aux grandeurs connues de l’e´coule-
ment, il faut faire des hypothe`ses sur le comportement de la turbulence. Par rapport a` un
e´coulement laminaire, la turbulence permet un meilleur brassage des ”particules fluides”. On
en de´duit que l’effet de la turbulence peut se repre´senter par une augmentation de viscosite´. Le
concept de viscosite´ tourbillonnaire a e´te´ introduit par Boussinesq [73] en 1897.
Il propose d’exprimer le tenseur de Reynolds ρ¯v˜′′i v
′′
j et le flux de diffusion turbulent ρ¯v˜
′′
i e
′′ par
une expression analogue a` celle du tenseur visqueux τ¯ij et du flux de chaleur q. Ainsi :
ρ¯v˜′′i v
′′
j = −µt
(
(∂xj v˜i + ∂xi v˜j)−
2
3
∂xk v˜kδij
)
+
2
3
ρ¯kδij , (7.15)
ou` k = 12 v˜
′′
i v
′′
i de´finit l’e´nergie cine´tique turbulente du syste`me e´tudie´. On note dans la suite :
τ tij = µ
t
(
(∂xj v˜i + ∂xi v˜j)−
2
3
∂xk v˜kδij
)
, (7.16)
le tenseur de Reynolds se re´e´crit donc :
ρ¯v˜′′i v
′′
j = −τ tij +
2
3
ρ¯kδij . (7.17)
Le terme 23 ρ¯kδij dans l’expression pre´ce´dente agit comme un terme de pression qui, ajoute´ a`
la pression moyenne, fournit la pression totale turbulente : p∗ = P¯ + 23 ρ¯k. Il sert a` rendre la
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mode´lisation pre´sente´e du tenseur de Reynolds consistante avec l’e´quation de conservation de la
quantite´ de mouvement.
Le flux de diffusion turbulente s’exprime d’apre`s une loi de premier gradient [74] ou` e′′ est
fonction seulement de la tempe´rature, on pose :
ρ¯v˜′′i e′′ = λ
t∂xj T˜ , (7.18)
ou` λt est la conductivite´ thermique turbulente du me´lange.
La difficulte´ est maintenant de de´terminer les valeurs de la viscosite´ turbulente µt et de l’e´nergie
cine´tique turbulente k.
La description la plus simple de la turbulence repose sur la donne´e de deux parame`tres, l’un
peut eˆtre l’e´nergie cine´tique turbulente k et l’autre une longueur L (ou, ce qui revient au meˆme,
une e´chelle de vitesse
√
k et une e´chelle de temps que l’on e´crit k/ε ou` ε est la dissipation
turbulente). Par analyse dimensionnelle, on de´duit que la viscosite´ µt doit eˆtre proportionnelle
a` k2/ε, on pose donc :
µt = ρCµ
k2
ε
. (7.19)
Cµ est un coefficient ge´ne´ralement pris e´gal a` 0.09 [75]. Il existe cependant un mode`le non line´aire
de µt ou` Cµ est une fonction de l’e´chelle de temps turbulent k/ε.
La complexite´ des phe´nome`nes turbulents ame`ne a` l’ide´e qu’il faudrait, afin de de´terminer ces
deux grandeurs, re´soudre une e´quation aux de´rive´es partielles car cela confe`rerait au champ
turbulent une me´moire propre au lieu de ne refle´ter que les valeurs de l’e´coulement moyen
local. Le mode`le choisi a` cet effet est celui dit k − ε a` deux e´quations de transport, une
e´quation concerne k l’e´nergie cine´tique turbulente et l’autre concerne sa dissipation ε. On obtient
l’e´quation d’e´volution de k a` partir des e´quations sur les contraintes de Reynolds qui se de´rivent
de l’e´quation de conservation de la quantite´ de mouvement (voir par exemple Chassaing [76]).
Elle s’e´crit :
∂t(ρ¯k) + ∂xj (ρ¯v˜jk) =
1
2
∂xj (ρ¯v˜′′j v
′′
i v
′′
i − v˜′′i P ′′ + v˜′′i τ ′′ij)− ρ¯v˜′′i v′′j ∂xj v˜i − ˜τ ′′ij∂xjv′′i . (7.20)
Le terme ∂xj (ρ¯v˜′′j v
′′
i v
′′
i − v˜′′i P ′′ + v˜′′i τ ′′ij) repre´sente le taux de diffusion de l’e´nergie cine´tique
turbulente. La contribution des contraintes mole´culaires v˜′′i τ
′′
ij est approche´e par :
v˜′′i τ
′′
ij = µ∂xik. (7.21)
Les termes v˜′′j v
′′
i v
′′
i − v˜′′i P ′′ sont approche´s conjointement par une approximation de type premier
gradient ou` apparaˆıt le coefficient σk assimilable a` un nombre de Prandtl/Schmidt. Le tout
s’e´crit :
ρ¯v˜′′j v
′′
i v
′′
i − v˜′′i P ′′ + v˜′′i τ ′′ij = (µ+
µt
σk
)∂xik. (7.22)
Le terme suivant du membre de droite de Eq. (7.20) repre´sente un terme de production d’e´nergie.
On y reconnaˆıt le tenseur de Reynolds que l’on e´crit comme pre´ce´demment.
Le dernier terme exprime une dissipation, on l’e´crit ρ¯ε (Speziale and Gatski [77]).
La dissipation ε est de´termine´e elle aussi par une e´quation d’e´volution. Cette e´quation pourrait
s’obtenir a` partir des e´quations de Navier-Stokes mais l’e´quation obtenue contient plus de vingt
termes, ce qui est inapproprie´ pour une re´solution nume´rique. L’e´quation que l’on re´soud pour
ε s’obtient en multipliant les termes de dissipation et de production de l’e´quation pour ρ¯k par
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ε/k.
Le mode`le k − ε complet s’e´crit donc :
∂t(ρk) + ∂xj (ρvjk) = ∂xj
[(
µ+
µt
σk
)
∂xjk
]
+ S − ρε, (7.23)
∂t(ρε) + ∂xj (ρvjε) = ∂xj
[(
µ+
µt
σε
)
∂xjε
]
+
ε
k
Cε 1S − Cε 2 ρ ε
2
k
.
(7.24)
Le terme de production S est donne´ par : S =
(
τ tij − 23 ρ k
)
∂xjvi. Les constantes du mode`le
sont fixe´es de manie`re standard [78] [79] a` : σk = 1.0, σε = 1.3, Cε 1 = 1.44 et Cε 2 = 1.92.
En ce qui concerne le transport des espe`ces, le terme de diffusion V ki Y k est mode´lise´ par la loi
de Fick de la manie`re suivante :
V ki Y
k = −ρDk∂xj Y˜ k, (7.25)
ou` Dk est le coefficient moyen de diffusion mole´culaire laminaire. Comme il a e´te´ constate´ que
lorsque les coefficients Dk ne sont pas e´gaux la conservation de la masse du me´lange n’est
pas force´ment assure´e, on introduit, dans le cas du mode`le choisi dans N3S-Natur, une vitesse
corrective V k c telle que V k c = ΣkDk∂xjY
k et ainsi le terme de diffusion s’e´crit :
V ki Y
k = −ρDk∂xjY k + V˜ k ci Y˜ k. (7.26)
Les flux turbulents ρv˜′′i Y ′′k sont mode´lise´s selon une hypothe`se classique de premier gradient :
ρv˜′′i Y ′′k = −
µt
Sct
∂xj Y˜
k, (7.27)
ou` µt est la viscosite´ turbulente du me´lange et Sct le nombre de Schmidt turbulent de´fini par :
Sct = µ
t
ρDk t
.
On introduit le nombre de Lewis turbulent : Let = ρD
k tcp
λt ou` D
k t est le coefficient de diffusion
mole´culaire turbulent et λt le coefficient de diffusion thermique turbulent.
On de´finit de meˆme le nombre de Prandtl turbulent : Prt = µ
tcp
λt . Le nombre de Lewis peut donc
aussi s’e´crire : Let = Pr
t
Sct .
Dans le code N3S-Natur, ce nombre est fixe´ a` 1. Ainsi, Prt = Sct et µ
t
Sct =
µt
Prt =
λt
cp
= ρDk t.
On re´e´crit donc les flux turbulents des espe`ces comme suit :
ρv˜′′i Y ′′k = −ρDk t∂xj Y˜ k. (7.28)
A l’aide des mode`les pre´ce´demment expose´s, on re´e´crit le syste`me d’e´quations conservatives en
omettant la mention des ope´rateurs de moyenne :
∂tρ+ ∂xj (vjρ) = 0, (7.29)
∂t(ρvi) + ∂xj (ρvivj) + ∂xiP = ∂xj (τij + τ
t
ij)−
2
3
∂xi(ρk), (7.30)
∂t(ρY k) + ∂xj (ρ(vj + V
k c
j )Y
k) = ∂xj (ρ(D
k +Dk t)∂xjT ), (7.31)
∂t(ρE) + ∂xj (ρvjE) + ∂xi(viP ) = ∂xj (vi(τij + τ
t
ij))−
2
3
∂xi(viρk)
+∂xj ((λ+ λ
t)∂xjT ) + ∂xj (
µt
σk
∂xjk). (7.32)
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Ce syste`me est maintenant ferme´ et peut donc eˆtre re´solu. On explique dans la suite de ce
chapitre la mode´lisation nume´rique des diffe´rents termes de ces e´quations.
7.2 Flux approche´s d’Euler
7.2.1 Flux de´centre´s
On introduit le vecteur d’e´tat conservatif pour les variables hydrodynamiques :
W = (ρ, ρv1, ρv2, ρv3, ρE)T , (7.33)
et le vecteur de flux convectif :
F (W ) = (F1, F2, F3)T , (7.34)
ou` :
F1 = (ρv1, ρv21 + P, ρv1v2, ρv1v3, v1(ρE + P ))
T , (7.35)
F2 = (ρv2, ρv1v2, ρv22 + P, ρv2v3, v2(ρE + P ))
T , (7.36)
F3 = (ρv3, ρv1v3, ρv2v3, ρv23 + P, v3(ρE + P ))
T . (7.37)
On conside`re les e´quations d’Euler en plusieurs dimensions :
∂tW + div F (W ) = 0. (7.38)
Avec la loi d’e´tat des gaz parfaits, la premie`re proprie´te´ remarquable de ce syste`me est qu’il est
homoge`ne :
F (W ) = A(W ).W, (7.39)
ou` A est la matrice jacobienne des flux d’Euler F de composantes Aij = ∂Fi/∂Wj . On peut
ainsi re´e´crire le syste`me sous le forme quasi-line´aire suivante :
∂tW +A(W ) · ∇W = 0. (7.40)
Ce syste`me quasi-line´aire est hyperbolique en temps, ce qui signifie que la matrice jacobienne des
flux d’Euler dans la direction ~n, A(W,~n), est diagonisable et que toutes ses valeurs propres sont
re´elles. Les valeurs propres λi repre´sentent les vitesses des ondes e´le´mentaires de discontinuite´s
associe´es au syste`me. Leur amplitude est donne´e respectivement par chaque vecteur propre a`
droite, ou champs caracte´ristiques, dont l’ensemble forme une base de l’espace des phases. Toute
onde peut eˆtre de´compose´e dans cette base, c’est sur cette proprie´te´ que reposent les me´thodes de
diffe´rences de flux (FDS). Les vitesses d’ondes e´le´mentaires repre´sentent e´galement les directions
caracte´ristiques du syste`me.
On introduit la vitesse du son c =
√
γP
ρ . Les valeurs propres de A(W,~n) sont :
~v · ~n− ‖~n‖c : valeur propre simple,
~v · ~n : valeur propre simple en 1D, double en 2D, triple en 3D,
~v · ~n+ ‖~n‖c : valeur propre simple.
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Soit Λ(W,~n) la matrice diagonale des valeurs propres de A(W,~n) et P (W,~n) la matrice des
vecteurs propres de A(W,~n). On a :
A(W,~n)P (W,~n) = P (W,~n)Λ(W,~n). (7.41)
Soient Λ±(W,~n) les matrices diagonales contenant les parties positives et ne´gatives des valeurs
propres. On de´finit ainsi :
A±(W,~n) = P (W,~n)Λ±(W,~n)P−1(W,~n),
| A | (W,~n) = A+(W,~n)−A−(W,~n). (7.42)
Les matrices P (W,~n) et P−1(W,~n) ne sont pas uniques car ~v · ~n est une valeur propre multiple.
Seule la formulation conservative permet de re´obtenir les vitesses d’ondes physiquement correctes
mais l’utilisation de la forme quasi-line´aire permet d’identifier plus simplement la signification
physique des ondes e´le´mentaires. En effet, en de´finissant l’entropie s = Cv ln(P/ργ) + C0 et en
re´exprimant le syste`me en fonction du vecteur d’e´tat non-conservatif W = (ρ, u, s)T , on montre
que dans les re´gions continues de l’e´coulement, ds/dt = 0 le long de dx/dt = ~v · ~n. L’onde
e´le´mentaire de vitesse ~v ·~n propage la conservation de l’entropie le long des lignes de courant de
l’e´coulement, c’est une discontinuite´ de contact. De meˆme, on montre que les ondes e´le´mentaires
de vitesses ~v ·~n−‖~n‖c et ~v ·~n+‖~n‖c sont des ondes acoustiques propageant des sauts conjugue´s
de pression, masse volumique et vitesse, ce sont des ondes de de´tente et choc.
Les me´thodes centre´es ne sont pas approprie´es a` la mode´lisation des phe´nome`nes convectifs car,
en cas de pre´sence d’une discontinuite´ dans la solution, la formulation centre´e de la me´thode
introduit des instabilite´s sous la forme d’ondes non-physiques qui vont se propager dans le
domaine. Le de´centrage permet d’introduire un terme assimilable a` une viscosite´ nume´rique qui
va permettre de stabiliser le sche´ma en pre´sence de chocs, par exemple.
On reprend les notations introduites au chapitre 2. Soient {Ci, i = 1, . . . N} une partition du
domaine Dh d’e´tude, tn = n∆t etWni = 1Vi
∫∫∫
Ci
W (Xi, tn)dV la valeur moyenne deW au temps
n dans la cellule de controˆle Ci associe´e au nœud i et de volume Vi. On de´finit les flux d’Euler
dans la direction ~n par :
F(W,~n) =
∫∫
∂Ci
F (W ) · ~n ds =
∑
j∈S(i)
∫∫
∂Cij
F (W ) · ~n ds. (7.43)
S(i) est l’ensemble des sommets connecte´s au nœud i, ~n la normale a` ∂Ci oriente´e vers l’exte´rieur
et ∂Cij = ∂Ci ∩ ∂Cj est l’interface entre les volumes Ci et Cj . On pose :
~nij =
∫∫
∂Cij
~n ds. (7.44)
On de´finit un sche´ma Volumes Finis conservatif explicite, d’ordre un en temps et en espace :
Wn+1i =W
n
i −
∆t
Vi
∑
j∈S(i)
Φ(Wni ,W
n
j , ~nij). (7.45)
Φ repre´sente le flux nume´rique. On obtient cette discre´tisation en inte´grant par Volumes Finis
Eq. (7.38).
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De´finition 8 Ce sche´ma est dit consistant si :
Φ(W,W,~n) = F(W,~n). (7.46)
De´finition 9 Le sche´ma Eq. (7.45) est dit de´centre´ s’il ve´rifie les trois proprie´te´s e´nonce´es par
Harten et al. [20] :
? soit W ∗ un e´tat voisin des e´tats droit Wd et gauche Wg respectivement a` la direction ~n,
Φ(Wg,Wd, ~n) = F(W ∗, ~n) + A+(W ∗, ~n)(Wg −W ∗) +A−(W ∗, ~n)(Wd −W ∗)
+ o(|Wg −W ∗ | + |Wd −W ∗ |), (7.47)
ou` les matrices A+ et A− sont les matrices de´finies au paragraphe 7.2.1,
? Quand toutes les valeurs propres associe´es a` Φ sont positives, alors : Φ(Wg,Wd, ~n) = F(Wg, ~n),
? Quand toutes les valeurs propres associe´es a` Φ sont ne´gatives, alors : Φ(Wg,Wd, ~n) = F(Wd, ~n).
En choississant W ∗ = Wg+Wd2 , on obtient :
Φ(Wg,Wd, ~n) =
1
2
(F(Wg, ~n) + F(Wd, ~n))
+
1
2
| A
(
Wg +Wd
2
, ~n
)
| (Wg −Wd) + o(|Wg −Wd |),
Φ(Wg,Wd, ~n) =
1
2
(F(Wg, ~n) + F(Wd, ~n)) + 12d(Wg,Wd, ~n). (7.48)
d(Wg,Wd, ~n) repre´sente le terme de de´centrement correspondant a` une viscosite´ nume´rique. La
condition de consistance Eq. (7.46) devient : d(W,W,~n) = 0.
Un premier type de ces me´thodes consiste a` de´couper les flux (”Flux Vector Splitting”, FVS) ou`
le flux est exprime´ en fonction d’une composante amont et avale de´pendant de la vitesse locale.
Un autre type de ces me´thodes consiste a` re´soudre un proble`me de Riemann aux interfaces entre
volumes de controˆle par un sche´ma de Godunov. On pre´sente ces deux types de me´thodes dans
les paragraphes qui suivent.
7.2.2 Re´solution par de´composition de flux
Les me´thodes de de´coupage de flux ont e´te´ introduites initialement par Steger et Warming
[80]. Le flux est construit en ge´ne´ralisant a` des syste`mes non line´aires la de´composition de flux
naturelle pour une e´quation scalaire line´aire du type F (W ) = aW :
Φ(Wg,Wd, ~n) =
{
aWg · ~n, si a > 0,
aWd · ~n, sinon. (7.49)
~n est la normale a` la surface se´parant les domaines Cg et Cd d’e´tats moyens Wg et Wd oriente´e
de Cg vers Cd. Dans le cas non-line´aire, ces flux nume´riques s’e´crivent :
Φ(Wg,Wd, ~n) = F+(Wg, ~n) + F−(Wd, ~n). (7.50)
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Ils ve´rifient la proprie´te´ de consistance :
F(W,~n) = F+(W,~n) + F−(W,~n). (7.51)
La construction de Steger et Warming utilise la proprie´te´ d’homoge´ne´ite´ des flux d’Euler,
F(W,~n) = A(W,~n) ·W et Eq. (7.50). On retrouve le terme de viscosite´ nume´rique en e´crivant
le flux comme suit :
Φ(Wg,Wd, ~n) =
1
2
(A(Wg, ~n) ·Wg +A(Wd, ~n) ·Wd)
+
1
2
(| A(Wg, ~n) | ·Wg− | A(Wd, ~n) | ·Wd),
=
1
2
(F(Wg, ~n) + F(Wd, ~n)) + 12(| A(Wg, ~n) | ·Wg− | A(Wd, ~n) | ·Wd).
(7.52)
On se sert pour obtenir cette formulation des de´finitions des matrices A+ et A− :
A+ = A+ | A |
2
, A+ = A− | A |
2
, (7.53)
intervenant dans les expressions F+(Wg, ~n) = A+(Wg, ~n) ·W et F−(Wd, ~n) = A−(Wd, ~n) ·W .
Ce flux pre´sente l’avantage d’eˆtre comple`tement de´centre´ suivant le signe des valeurs propres
correspondantes. On utilise cette de´composition du flux notamment aux frontie`res ou` il est
ne´cessaire d’e´valuer le flux le long des droites caracte´ristiques qui entrent et sortent du domaine.
Le de´coupage e´le´mentaire, tel qu’il vient d’eˆtre de´crit, conduit a` introduire des matrices ja-
cobiennes de flux non continuˆment diffe´rentiables. Les composantes du flux, re´exprime´es en
fonction du nombre de Mach, pre´sentent une pente diffe´rente en fonction de l’e´tat subsonique
ou supersonique du fluide. Cela induit des difficulte´s a` capturer nume´riquement la transition
sonique pour laquelle l’expression de ces composantes change. Van Leer [81] de´finit une nouvelle
de´composition en exprimant les composantes de flux a` l’aide de polynoˆmes fonctions du nombre
de Mach du plus petit degre´ possible et de sorte que les valeurs propres des matrices jacobiennes
demeurent de meˆme signe. On construit ce flux a` partir de la proprie´te´ d’invariance par rotation
locale. On de´finit une rotation dans l’espace que l’on applique au vecteur vitesse ~v :
~v =
 v1v2
v3
 7−→ ~v r =
 vr1 = cos(θ) sin(φ)v1 + sin(θ) sin(φ)v2 + cos(φ)v3vr2 = − sin(θ)v1 + cos(θ)v2
vr3 = − cos(θ) cos(φ)v1 − sin(θ) cos(φ)v2 + sin(φ)v3
 . (7.54)
On prolonge cette rotation par une transformation, nomme´e R, de R5 qui laisse inchange´es les
premie`re et dernie`re composantes de W qui sont invariantes pour toute rotation du vecteur
vitesse :
R =

1 0 0 0 0
0 cos(θ) sin(φ) sin(θ) sin(φ) cos(φ) 0
0 − sin(θ) cos(θ) 0 0
0 − cos(θ) cos(φ) − sin(θ) cos(φ) sin(φ) 0
0 0 0 0 1
 . (7.55)
On de´finit Wˆ = R(W ) = (ρ, ρ~v r, ρE)T et on ve´rifie que :
F(W,~n) =| ~η | (R−1 ◦ F )(Wˆ ), (7.56)
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~η e´tant la normale ~n inte´gre´e sur la surface conside´re´e du volume de controˆle. On peut ainsi de´finir
la de´composition de flux en plusieurs dimensions a` partir d’une seule composante, F1(Wˆ ) par
exemple. Finalement, l’expression du flux de Van Leer est obtenu a` partir des deux contributions
F+V L et F
−
V L suivantes :
F+V L =

F1(Wˆg) si M ≥ 1,
ρc
4 (M + 1)
2

1
2c
γ (1 +
γ−1
2 M)
v r2
v r3
2c2
γ2−1
(
1 + γ−12 M
)2
+ v
2
y+v
2
z
2
 si |M |< 1,
0 si M ≤ −1;
(7.57)
F−V L =

F1(Wˆd) si M ≥ 1,
−ρc4 (M − 1)2

1
2c
γ (
γ−1
2 M − 1)
v r2
v r3
2c2
γ2−1
(
γ−1
2 M − 1
)2
+ v
2
y+v
2
z
2
 si |M |< 1,
0 si M ≤ −1,
(7.58)
ou` M = v
r
1
c est le nombre de Mach local. On l’e´crit :
ΦV L(Wg,Wd, ~n) =| ~η |
(
R−1 ◦ (F+V L + F−V L)
)
. (7.59)
7.2.3 Solveur approche´ de Roe
La me´thode de Roe [21] consiste a` re´soudre un proble`me de Riemann line´arise´ sur l’interface
∂Cij entre les volumes de controˆle Ci et Cj . On cherche donc la solution exacte du proble`me de
Riemann discret suivant :
∂tW + A˜(W ) · ∇W = 0, (7.60)
W0(M) =
{
Wi si M ∈ Ci,
Wj si M ∈ Cj , (7.61)
Wi et Wi sont les valeurs moyennes sur Ci et Cj .
De´finition 10 La matrice de Roe A˜ est de´termine´e telle que soient assure´es :
? l’hyperbolicite´ du syste`me,
? la consistance du flux,
? la conservativite´ discre`te.
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Dans les e´quations d’Euler, le flux n’est pas quadratique par rapport au vecteur d’e´tat conser-
vatif, Aˆ ne peut donc pas eˆtre simplement pris e´gale a` la matrice jacobienne e´value´e en la
moyenne des deux e´tats conservatifs gauche et droit. L’ide´e originale de Roe consiste a` rede´finir
un nouveau vecteur Z :
Z =

z1
z2
z3
z4
z5
 = √ρ

1
v1
v2
v3
E + Pρ
 , (7.62)
dont de´pendent quadratiquement le vecteur d’e´tat conservatif et le flux nume´rique d’apre`s :{
Wj −Wi = B(Zj − Zi),
F (Wj)− F (Wi) = C(Zj − Zi), (7.63)
ou` Zj et Zi sont e´value´s a` partir deWj etWi respectivement. On peut exprimer, en conse´quence,
la diffe´rence de flux en fonction de la diffe´rence entre les e´tats droit et gauche comme suit :
F (Wj)− F (Wi) = CB−1(Wj −Wi). (7.64)
On identifie la matrice de Roe a` CB−1. Cette matrice a la proprie´te´ d’eˆtre identique a` la jaco-
bienne locale pour laquelle les variables sont rede´finies comme suit :
ρˆ =
√
ρiρj ,
fˆ =
√
ρifi +
√
ρjfj√
ρi +
√
ρj
, (7.65)
ou` fˆ repre´sente une des variables de Roe : les composantes du vecteur ~v et l’enthalpie totale
massique H. On en de´duit, en supposant le gaz parfait, la vitesse discre`te du son de Roe :
cˆ =
√
(γ − 1)(Hˆ − 1
2
(vˆ21 + vˆ
2
2 + vˆ
2
3)), (7.66)
ou` (vˆ1, vˆ2, vˆ3) sont les composantes de la vitesse moyenne de Roe et Hˆ l’enthalpie moyenne de
Roe obtenues par Eq. (7.65). Les vitesses d’ondes sont les suivantes :
λ1ij = ~ˆv · ~n− ‖~n‖cˆ,
λ2ij = λ
3
ij = λ
4
ij = ~ˆv · ~n,
λ5ij = ~ˆv · ~n+ ‖~n‖cˆ.
(7.67)
Le solveur de Roe est un sche´ma de´centre´, le flux s’exprime donc par Eq. (7.48). Le terme de
de´centrement s’e´crit :
d(Wi,Wj , ~n) =| A˜(Wi,Wj , ~n) | (Wi −Wj), (7.68)
ou` A est la matrice de Roe qui est diagonalisable, ses valeurs propres sont fournies Eq. (7.67),
ce qui permet d’e´crire aussi le terme de de´centrement comme :
d(Wi,Wj , ~n) =
| ~nij |
2
5∑
k=1
| λkij | αkijPk, (7.69)
ou` αkij et Pk sont respectivement les amplitudes et vecteurs propres a` droite des ondes associe´es
aux valeurs propres λkij et ~nij est donne´ par Eq. (7.44).
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Le flux de Roe n’est pas diffe´rentiable, cela peut affecter la qualite´ de la solution instationnaire.
De plus, la disparition de l’onde de de´tente dans la solution du proble`me de Riemann approche´
constitue la faiblesse du sche´ma de Roe. Harten et Hyman [82] proposent d’introduire une correc-
tion entropique, qui consiste a` modifier les valeurs propres de A afin d’empeˆcher leur annulation.
Ceci re´introduit un faisceau de de´tente local dans la solution du proble`me de Riemann approche´
lorsqu’un point sonique ou un point d’arreˆt (~v = 0) est de´tecte´. Les valeurs propres deviennent :
λp =
{ | λp | si | λp |> δ,
λ2+δ2
2δ si | λp |≤ δ,
(7.70)
avec δ = ε(| ~v · ~n | +c) ou` ε est de l’ordre de 0.1.
7.2.4 L’approche MUSCL
Dans le cas ou` le flux est calcule´ a` partir d’e´tats droit et gauche constants, comme cela a e´te´
pre´sente´ pre´ce´demment, la pre´cision spatiale du sche´ma re´sultant est seulement d’ordre un. Pour
atteindre un ordre supe´rieur, il faut conside´rer des fonctions d’interpolation d’ordre supe´rieur
pour les e´tats droit et gauche telles que :
∫∫
∂Cij
F (W,~n)dS ' ΦR(Wij ,Wji, ~ηij),
Wij =Wi + 12( ~∇W )ij · ~ij,
Wji =Wj − 12( ~∇W )ji · ~ij.
(7.71)
Il faut savoir maintenant comment e´valuer les pentes (~∇W )ij et (~∇W )ji a` gauche et a` droite
j
i
Cj
Wi Wj
Wij Wji
i
j
i
C
Fig. 7.1: Notations pour les e´tats droit et gauche de ∂Cij .
de l’interface ∂Cij (Fig. (7.1)). Cette me´thode ne pre´serve malheureusement pas la monotonie
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de l’interpolation car elle autorise la cre´ation d’extrema entre nœuds. En effet, les sche´mas
d’ordre e´leve´ deviennent consistants avec un erreur de dispersion. Cela provoque des oscillations
dans la solution aux abords des discontinuite´s. Afin de maintenir la monotonie du sche´ma, Van
Leer [83] et Van Albada et al. [84] proposent de limiter les variations des pentes (~∇W )ij et
(~∇W )ji. Les sche´mas TVD d’ordre supe´rieur a` un doivent se baser sur une notion plus faible
de la monotonie. On impose seulement aux composantes du vecteur de controˆle re´actualise´
d’appartenir aux intervalles de plus petite et plus grande valeurs des composantes du vecteur de
controˆle pre´ce´dent sans imposer au sche´ma d’eˆtre lui meˆme monotone. Cette notion plus faible
de monotonie de pente traduit e´galement le caracte`re entropique et l’unicite´ de la solution.
Le principe de ces fonctions de limitation est d’ajouter au flux d’ordre un une correction de flux
limite´e ou` la fonction limitante assure le retour a` l’ordre un au niveau des discontinuite´s. On
e´crit la me´thode formellement :
FN = F1 + [FN − F1]Φ(Θ). (7.72)
FN est le flux d’ordre e´leve´, F1 le flux d’ordre un et Φ(Θ) la fonction limitante a` de´terminer.
Θ mesure la re´gularite´ de la solution par rapport aux deux gradients droit et gauche tel que en
tout nœud i :
Θi =
Wi −Wi−1
Wi+1 −Wi . (7.73)
La forme de la fonction de limitation peut eˆtre multiple. Les choix Φ(Θ) = 1 et Φ(Θ) = 0
correspondent respectivement aux sche´mas de Lax-Wendroff (sche´ma de´centre´ aval) et de Beam-
Warming (sche´ma de´centre´ amont). Un bon comportement de la solution est assure´ si la fonction
limitante est forme´e par une combinaison convexe de ces deux fonctions. Dans l’e´tude pre´sente,
on retient les fonctions limitantes ”minmod” et de Van Albada [84] qui s’e´crivent :
Φminmod(Θ) = max(0,min(1,Θ)), (7.74)
ΦV an Albada(Θ) =
Θ2 +Θ
1 +Θ
. (7.75)
Dans l’approche e´quivalente qui consiste a` limiter les pentes des e´tats droit et gauche, on utilise
les fonctions :
LIMminmod(a, b) =
sgn(a) + sgn(b)
2
min(| a |, | b |), (7.76)
(7.77)
LIMV an Albada(a, b) =

(a2+ε)b+(b2+ε)a
a2+b2+2ε
, ab > 0,
0 , ab < 0.
(7.78)
a et b sont les valeurs des pentes en amont et aval de l’interface ∂Cij et ε est pris e´gal a` une tre`s
petite valeur afin de s’assurer que le de´nominateur ne s’annule pas.
On de´crit maintenant comment se fait l’application de ces limiteurs en deux dimensions d’espace
[85]. Pour le limiteur minmod, les pentes en amont et aval sont e´value´es de la meˆme manie`re.
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On de´finit les grandeurs suivantes :
minx(W ) = min(sgn(
(
∂W
∂x
)
|τ∈E(i)∩E(j)
)), (7.79)
miny(W ) = min(sgn(
(
∂W
∂y
)
|τ∈E(i)∩E(j)
)), (7.80)
maxx(W ) = max(sgn(
(
∂W
∂x
)
|τ∈E(i)∩E(j)
)), (7.81)
maxy(W ) = max(sgn(
(
∂W
∂y
)
|τ∈E(i)∩E(j)
)). (7.82)
Pour les triangles et les te´trae`dres, le gradient utilise´ est celui obtenu par l’approche Ele´ments
Finis de type lagragien P1. Dans le cas d’un quadrilate`re ou d’un hexae`dre par exemple, un
gradient constant sur tout l’e´le´ment ne fournit pas une information pertinente pour le controˆle
de pente car les variations qu’il repre´sente sont trop moyenne´es. On utilise donc, pour tous
les e´le´ments autres que triangles et te´trae`dres, le gradient, obtenu par l’interpolation Ele´ments
Finis biline´aire en 2D, triline´aire en 3D, e´value´ en un sommet de l’e´le´ment. On a montre´ au
paragraphe 4.3, ou` est de´crit son calcul dans le cadre de la me´thode ”EF nod”, que ce gradient
est constant et e´quivalent au gradient calcule´ sur le triangle en 2D, le te´trae`dre en 3D, forme´
par le sommet et ses voisins conse´cutifs dans l’e´le´ment. L’information contenue dans ce gradient
repre´sente mieux les variations du champ ayant lieu dans la zone proche du sommet d’inte´reˆt.
Ainsi, dans un contexte 2D par exemple, si un quadrilate`re et un triangle se partagent l’areˆte
[i, j], on de´finit les grandeurs Eq. (7.79)-(7.82) a` l’aide du gradient calcule´ sur le triangle et des
deux gradients e´value´s aux sommets i et j du quadrilate`re. Les gradients limite´s s’e´crivent enfin :
( ~∇W )ij = ( ~∇W )ji =
 12(minx(W ) +maxx(W )) ·min((∂W∂x )|τ∈E(i)∩E(j))
1
2(miny(W ) +maxy(W )) ·min(
(
∂W
∂y
)
|τ∈E(i)∩E(j)
)
 . (7.83)
Pour la deuxie`me me´thode utilisant les limiteurs de Van Albada, on proce`de de la manie`re
suivante. Cette fois-ci, les pentes en amont et aval sont e´value´es de manie`re diffe´rente. Il est
ne´cessaire de connaˆıtre ici des approximations des gradients centre´, amont et aval selon la di-
rection de´finie par le vecteur ~ij :
( ~∇W )Cij =
1
dij
(Wj −Wi)
~ij
dij
, (7.84)
( ~∇W )AMij =
1
2
( ~∇W )Cij +
1
2
( ~∇W )am, (7.85)
( ~∇W )AVij =
1
2
( ~∇W )Cij +
1
2
( ~∇W )av. (7.86)
dij est la distance de i a` j. Pour des maillages de triangles ou te´trae`dres, les gradients ( ~∇W )am
et ( ~∇W )av sont respectivement pris e´gaux aux gradients constants sur les triangles/te´trae`dres
amont et aval pre´alablement de´finis et associe´s a` chaque areˆte. Dans l’approche multie´le´ment,
c’est la meˆme de´marche qui est adopte´e. On associe a` chaque areˆte un e´le´ment amont et aval,
de´termine´s selon les meˆmes crite`res. Le gradient amont (resp. aval) est ensuite pris e´gal au
gradient EF, de´fini sur l’e´le´ment amont (resp. aval), e´value´ au sommet de l’areˆte.
Finalement, le limiteur de Van Albada est applique´ une premie`re fois au gradient centre´ sur
l’areˆte et le gradient demi-de´centre´ vers l’amont afin d’obtenir ( ~∇W )ij , puis il est applique´ au
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meˆme gradient centre´ sur l’areˆte et au gradient demi-de´centre´ vers l’aval afin d’obtenir ( ~∇W )ji.
On e´crit cela formellement :
( ~∇W )ij =

[(( ~∇W )Cij)2+ε]( ~∇W )AMij +[(( ~∇W )AMij )2+ε]( ~∇W )Cij
(( ~∇W )Cij)2+(( ~∇W )AMij )2+2ε
si ( ~∇W )Cij · ( ~∇W )AMij > 0,
0 si ( ~∇W )Cij · ( ~∇W )AMij < 0,
(7.87)
( ~∇W )ji =

[(( ~∇W )Cij)2+ε]( ~∇W )AVij +[(( ~∇W )AVij )2+ε]( ~∇W )Cij
(( ~∇W )Cij)2+(( ~∇W )AVij )2+2ε
si ( ~∇W )Cij · ( ~∇W )AVij > 0,
0 si ( ~∇W )Cij · ( ~∇W )AVij < 0.
(7.88)
Le sche´ma redevient d’ordre un lorsque les gradients centre´ et demi-de´centre´ ne sont pas de
direction semblable.
Cette me´thode permet d’ane´antir les oscillations parasites lie´es a` l’erreur dispersive, ce qui est
l’effet recherche´, mais elles amortissent aussi les irre´gularite´s lie´es a` une discontinuite´ de choc.
On pre´sente dans la section qui suit un sche´ma permettant l’accession a` un ordre trois en espace
en parame´trant le de´centrage.
7.2.5 Controˆle du de´centrage
Fezoui [86] montre que les limitations comme de´finies pre´ce´demment apportent beaucoup de
viscosite´. De´side´ri et al. [87] introduisent les β-sche´mas qui permettent d’atteindre un ordre de
pre´cision spatial de trois, et pre´sentent des sche´mas temporels d’ordre deux et trois. Le principe
de ces β-sche´mas est de de´centrer le calcul du gradient moyen a` l’aide d’un parame`tre re´el
β. Carpentier [88]-[89] propose une de´finition du β-sche´ma pour les maillages de quadrangles.
Dans son cas, selon le type de maillages utilise´s, l’e´criture du sche´ma est diffe´rente. Il utilise les
de´finitions suivantes :
Pour des maillages de triangles :
( ~∇W )ij · ~ij = (1− β)( ~∇W )Cij · ~ij + β( ~∇W )amij · ~ij,
( ~∇W )ji · ~ij = (1− β)( ~∇W )Cij · ~ij + β( ~∇W )avij · ~ij.
(7.89)
Pour des maillages de quadrangles :
( ~∇W )ij · ~ij = (1− 2β)( ~∇W )Cij · ~ij + 2β( ~∇W )j · ~ij,
( ~∇W )ji · ~ij = (1− 2β)( ~∇W )Cij · ~ij + 2β( ~∇W )i · ~ij.
(7.90)
A ces de´finitions s’ajoutent l’expression du flux de Roe [21] :
Φ(Wg,Wd, ~n) =
1
2
(F(Wg, ~n) + F(Wd, ~n))− γ2 | A˜(Wi,Wj , ~n) | (Wj −Wi), (7.91)
ou` γ est un parame`tre de de´centrement.
La diffe´rence de de´finition entre Eq. (7.89) et Eq. (7.90) est due au fait qu’il n’e´value pas les gra-
dients amont et aval de la meˆme manie`re dans chaque cas. Pour les triangles et te´trae`dres, c’est
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le gradient obtenu par l’approximation Ele´ments Finis de type Lagrangien P1 sur les e´le´ments
amont et aval qui est utilise´. Pour les quadrilate`res, il calcule les gradients de´centre´s par circula-
tion autour des cellules duales associe´es aux sommets de l’areˆte. En e´tudiant le de´veloppement
limite´ du flux finalement obtenu dans les deux cas, on se rend compte que pour conserver le
meˆme domaine de stabilite´, c’est-a`-dire le meˆme nombre de Courant minimum νc min, quelques
soient les valeurs des deux parame`tres de de´centrement (β, γ), il faut rajouter un coefficient 2
dans la de´finition du β-sche´ma pour les autres types d’e´le´ments que triangles et te´trae`dres.
On propose ici une autre me´thode pour les maillages de quadrangles et par extension les maillages
multie´le´ments tridimensionnels. L’expression du β-sche´ma n’est pas modifie´e par rapport a` l’exis-
tant et s’e´crit quelque soit le type d’e´le´ment :
( ~∇W )ij · ~ij = (1− β)( ~∇W )Cij · ~ij + β( ~∇W )amij · ~ij,
( ~∇W )ji · ~ij = (1− β)( ~∇W )Cij · ~ij + β( ~∇W )avij · ~ij.
(7.92)
Les gradients de´centre´s ( ~∇W )amij et ( ~∇W )avij sont, dans tous les cas, calcule´s par la me´thode des
e´le´ments amont et aval. Le gradient amont (resp. aval) est pose´ e´gal au gradient EF de´fini sur
l’e´le´ment amont (resp. aval), e´value´ au sommet de l’areˆte si celui-ci n’est pas de´ja` constant. Ainsi,
on se rame`ne toujours a` une e´valuation de gradients e´quivalente a` celle faite sur un triangle en
2D et un te´trae`dre en 3D, ce qui permet de conserver la meˆme e´criture pour le sche´ma quelque
soit le type des e´le´ments. Et par conse´quent, les re´sultats de l’e´tude des erreurs de dispersion
et dissipation [89] [87] e´tablis pour les maillages de triangles demeurent valides dans le contexte
multie´le´ment que l’on vient de de´finir. Le β-sche´ma Eq. (7.92) est donc :
? consistant,
? d’un ordre deux minimal en espace quelques soient (β, γ),
? d’un ordre trois si β = 13 ,
? d’un ordre quatre pour (β = 13 , γ = 0).
7.3 Les flux nume´riques visqueux et termes sources
7.3.1 Calcul des flux visqueux
Les termes visqueux sont ceux pre´sents dans le second membre de Eq. (7.30) a` (7.32). Ces termes
ont la forme d’une divergence de gradient. Dans la formule inte´grale de l’approche Volumes Finis,
l’application de la formule de Green-Gauss sur l’inte´grale volumique des flux visqueux permet
de se ramener a` une inte´grale sur la surface de la cellule duale de la forme :∫∫
∂Ci
~∇T · ~n dS =
∑
τ∈E(i)
∫∫
∂Ci∩τ
~∇T · ~n dS, (7.93)
=
∑
τ∈E(i)
∑
j∈Sτ (i)
∫∫
∂Cij∩τ
~∇T · ~n dS, (7.94)
=
∑
τ∈E(i)
∑
j∈Sτ (i)
~∇T∂Cij∩τ · ~nτij . (7.95)
On a pris comme exemple le champ T mais tous les termes visqueux se mettent sous cette forme
ge´ne´rique. E(i) est l’ensemble des e´le´ments contenant le sommet i et Sτ (i) est l’ensemble des
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sommets, connecte´s a` i par un areˆte, appartenant a` τ . On a vu dans les chapitres pre´ce´dents le
calcul de l’inte´grale
∫∫
∂Ci∩τ
~∇T · ~n dS par la me´thode ”EF ex ap” en deux dimensions d’espace.
En trois dimensions d’espace, on ge´ne´ralise ce calcul aux hexae`dres, prismes et pyramides de la
manie`re suivante. On a dessine´ Fig. 7.2 un hexae`dre ABCDEFHI. M est le milieu de [AB],
I
2
G1
G
B
M
A
D
C
F
E
H
G
Fig. 7.2: Surface ∂CAB ∩ τ pour un hexae`dre.
G1 est le barycentre de la face ABCD, G2 le barycentre de la face AFHB et G le barycentre
des huit sommets de cet e´le´ment. On a pris l’exemple d’un hexae`dre mais la description faite
ici se ge´ne´ralise a` tous les types d’e´le´ments car dans tous les cas, on calcule le flux a` travers
une surface MG1GG2 dont les points sont toujours de´finis de la meˆme manie`re en tant que
milieu de l’areˆte, centres des faces adjacentes et le centre de gravite´ de l’e´le´ment. A l’aide de
ces notations, on e´crit le calcul de l’inte´grale de flux Eq. (7.93) par la me´thode ”EF ex ap”,
pre´sente´e au paragraphe 4.1.3, dans le cadre ge´ne´ral ou` la face MG1GG2 n’est pas force´ment
plane : ∫∫
∂CAB∩τ
~∇T · ~n dl = 1
3
(
~∇TM + ~∇TG + ~∇TG2
)
· ~nMGG2
+
1
3
(
~∇TM + ~∇TG + ~∇TG1
)
· ~nMGG1 . (7.96)
On a suppose´ ~∇T affine.
Eq. (7.96) est la ge´ne´ralisation a` l’espace de Eq. (4.47) qui est obtenue en supposant le gradient
line´aire sur les triangles MGG2 et MGG1.
~nMGG2 et ~nMGG1 sont les vecteurs normaux aux triangles MGG2 et MGG1, oriente´s de A vers
B. Les gradients en M , G1, G2 et G sont exprime´s en fonction des gradients aux sommets de
l’e´le´ment :
~∇TM = 12
(
~∇TA + ~∇TB
)
, (7.97)
~∇TG1 =
1
4
(
~∇TA + ~∇TB + ~∇TC + ~∇TD
)
, (7.98)
~∇TG2 =
1
4
(
~∇TA + ~∇TF + ~∇TH + ~∇TB
)
, (7.99)
~∇TG = 18
(
~∇TA + ~∇TB + ~∇TC + ~∇TD + ~∇TE + ~∇TF + ~∇TH + ~∇T I
)
. (7.100)
Les e´galite´s Eq. (7.97) a` Eq. (7.100) sont valables lorsque l’hexae`dre est un paralle´le´pipe`de.
On pre´sente en Annexe B.2 comment calculer les gradients aux sommets pour tous les types
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d’e´le´ments tridimensionnels conside´re´s dans cette e´tude. On remarque que l’e´valuation des gra-
dients aux sommets se rame`ne pour tous les types d’e´le´ments au calcul d’un gradient sur un
te´trae`dre, excepte´ pour le sommet de la pyramide qui ne´cessite un traitement particulier.
Il reste maintenant a` calculer le flux Eq. (7.96). Il se trouve que si l’on suppose que ~∇T est affine
et que l’hexae`dre est un paralle´le´pipe`de, on aurait :∫∫
∂CAB∩τ
~∇T · ~ndS = 1
4
(
~∇TM + ~∇TG + ~∇TG1 + ~∇TG2
)
· ~n∂CAB∩τ . (7.101)
Ce n’est pas le cas en 3D en de´duisant le gradient a` partir des fonctions de forme EF triline´aires
mais l’hypothe`se du gradient affine se re´ve`le inte´ressante car elle permet de n’avoir besoin que
de la donne´e d’un vecteur normal global a` la surface MG1GG2, ce qui correspond a` la me´trique
de´finie au paragraphe 2.2. C’est donc la formule Eq. (7.101) qui est retenue pour calculer le
flux visqueux a` travers ∂CAB∩τ . Les gradients intervenant dans cette expression sont obtenus
par Eq. (7.97) a` Eq. (7.100) ou` le calcul des gradients aux sommets de l’e´le´ment est de´crit
en Annexe B.2. Les de´finitions Eq. (7.97) a` Eq. (7.100) sont a` adapter en fonction du type
d’e´le´ment. Si l’e´le´ment est un prisme ou une pyramide, G1 peut eˆtre le centre de gravite´ d’une
face triangulaire et la de´finition de G de´pend du nombre de sommets de l’e´le´ment. On teste
la robustesse de cette nouvelle formulation de l’ope´rateur discret de diffusion en pre´sence d’un
phe´nome`ne convectif dans le paragraphe suivant.
7.3.2 Validation pre´liminaire de la me´thode sur l’e´quation d’advection diffu-
sion
Un cas test d’advection-diffusion est effectue´ afin de valider la consistance des deux ope´rateurs
advectif et diffusif utilise´s conjointement. Ce cas test a e´te´ mene´ en deux et trois dimensions
d’espace sur une e´quation d’advection-diffusion line´aire.
On se pre´occupe ici du proble`me d’advection-diffusion :∫∫
Ci
∂tTdS +
∫∫
Ci
~∇ · (~uT )dS =
∫∫
Ci
α∇2TdS, (7.102)
ou` ~u est le champ constant de vitesse et α le coefficient de diffusion pris constant. Le proble`me
d’advection est traite´ par un sche´ma de´centre´ amont d’ordre un. Le terme diffusif est traite´ par
la me´thode nume´rique ”EF ex ap”.
On conside`re un domaine bidimensionnel carre´ de dimensions 1×1. Le champ initial correspond
a` une fonction gaussienne comme suit :
T (x, y, 0) = A(1 +
1
3
(
e
(x−1/2)2
σ2 )
)
. (7.103)
A est une amplitude et σ l’e´cart type, parame`tre relatif a` la largeur de la fonction gaussienne. La
vitesse est constante e´gale a` 0.01 m s−1 dirige´e dans la direction x et le coefficient de diffusion
0.75 m2 s−1.
Une condition de pe´riodicite´ est impose´e entre les deux coˆte´s perpendiculaires au vecteur vitesse.
Rien n’est impose´ sur les autres bords. On montre sur la Fig. 7.3 le re´sultat obtenu pour la
me´thode ”EF ex ap” pour respectivement un maillage de carre´s et de triangles au bout d’une
pe´riode. On constate que le re´sultat est identique par la me´thode initiale sur le maillage de
triangles et la nouvelle me´thode ”EF ex ap” sur le maillage de carre´s. La dissipation introduite
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Fig. 7.3: Solution du proble`me d’advection-diffusion pour la me´thode ”EF ex ap”
par l’ope´rateur advectif, de´centre´ amont d’ordre un, dissimule les e´ventuelles diffe´rences de
pre´cision sur les deux types de maillages.
On reprend le proble`me d’advection-diffusion sur un domaine tridimensionnel. Le domaine de
C
x
z
y
A B
Fig. 7.4: Le domaine de calcul 3D
calcul est repre´sente´ Fig. 7.4. Il se compose de trois sous-domaines A, B et C. Le sous-domaine C
est compose´ d’he´xae`dres, le domaine B de prismes et le A de te´trae`dres avec quelques e´le´ments
pyramidaux qui servent de jonction entre les prismes et les te´trae`dres.
La condition initiale choisie pre´sente une syme´trie selon la direction z. On de´finit Fig. 7.5 a)
a)
3
x
z
y
1 2
b)
4
x
z
y
Fig. 7.5: a) Plans de coupe transversaux, b) Plan de coupe longitudinal
trois plans de coupe transversale, nomme´s 1, 2 et 3, dans chaque sous-domaine A, B et C respec-
tivement. L’objectif est de ve´rifier que le re´sultat obtenu dans ces plans de coupe est e´quivalent
au re´sultat obtenu en calculant directement sur le maillage bidimensionnel correspondant a` la
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face frontie`re (x, y, z = 0), par exemple. On compare, a` un meˆme instant, le champ obtenu par
calcul sur le maillage bidimensionnel au champ obtenu par coupe du champ tridimensionnel.
Afin de controˆler le comportement nume´rique de la me´thode a` l’interface entre les diffe´rents
types d’e´le´ments, on utilise un quatrie`me plan de coupe, longitudinal cette fois, dont on donne
une repre´sentation graphique Fig. 7.5 b). Dans ce cas, on ve´rifie que le champ dans le plan de
coupe nume´ro 4 est syme´trique selon z. On compare Fig. 7.6 les re´sultats obtenus en 2D a` ceux
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temps initial
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temps: 6 10e-6 s.
Fig. 7.6: Comparaisons des re´sultats 2D aux re´sultats 3D pour les plans 1, 2 et 3 Fig. 7.5 a)
pour la me´thode ”EF ex ap”
obtenus en 3D dans chacun des plans 1, 2 et 3 avec la me´thode ”EF ex ap”. On observe une
bonne ade´quation des diffe´rentes courbes. La courbe relative au plan 1 est le´ge`rement en dec¸a
des autres. Le plan 1 se trouve dans le domaine compose´ de te´trae`dres. On explique ce re´sultat
par l’irre´gularite´ des e´le´ments et des directions des faces par rapport a` la vitesse d’advection, ce
qui fait perdre de la pre´cision. Le comportement ge´ne´ral est bon.
On pre´sente ensuite Fig. 7.7 les re´sultats dans le plan de coupe 4 avec la me´thode ”EF ex ap”
Fig. 7.7: Plan 4 avec contours du champ scalaire a` t = 0 s. (a` gauche) et t = 610−6 s. (a` droite)
pour la me´thode ”EF ex ap”
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sous forme de contours. Aucun proble`me n’est observe´ a` la jonction entre les diffe´rents types
d’e´le´ments. On remarque, sur cette figure, que le champ est le´ge`rement plus diffuse´ dans le do-
maine compose´s de te´trae`dres, ce qui corrobore les re´sultats observe´s Fig. 7.6 dans le plan 1.
Les re´sultats du test de validation sont tre`s satisfaisants. On peut conclure de cette e´tude
que la nouvelle me´thode nume´rique est correcte et robuste dans une utilisation conjointe avec
l’ope´rateur advectif.
7.3.3 Les termes sources
Dans les e´quations pre´sente´es au paragraphe 7.1.3, les termes sources proviennent du mode`le de
turbulence. Le terme source lie´ a` l’e´quation de transport de l’e´nergie cine´tique turbulente k est
−ρε+ S ou` le terme de production S se de´finit par la relation :
S = −
(
2
3
ρkδij − µt
(
∂xjvi + ∂xivj −
2
3
∂xkvkδij
))
∂xjvi. (7.104)
Dans l’e´quation de transport de la dissipation turbulente ε, le terme source est εkCε 1S−Cε 2 ρ ε
2
k .
On re´pertorie deux types de termes sources :
1. les premiers sont ceux de´rivant des variables conservatives et vu que, par l’approche Vo-
lumes Finis oriente´e au sommet, on stocke les valeurs moyennes des champs aux nœuds,
on a simplement : ∫∫∫
Ci
ρ~ε dV = Viρni ε
n
i . (7.105)
2. les autres, comme le terme de production, de´rivent de gradients. On reconstruit un gradient
au nœud par une moyenne ponde´re´e :
(~∇u)ni =
1
Vi
∑
τ∈E(i)
[
V∂Ci∩τ ~∇uτi
]
. (7.106)
On a note´ u la premie`re composante de la vitesse, ~∇uτi est le gradient de u calcule´ par la
formule d’interpolation EF sur l’e´le´ment τ , e´value´ au sommet i lorsque ce gradient n’est
pas constant, V∂Ci∩τ est le volume de l’intersection de la cellule duale avec l’e´le´ment τ
qui sert de ponde´ration. On utilise cette somme ponde´re´e plutoˆt qu’un gradient obtenu
par circulation sur les cellules duales car cette approche est plus pre´cise. En effet, par
la formule de Green-Gauss, seules les variations du gradient dans la direction des areˆtes
sont prises en compte. Dans la me´thode propose´e, on reconstruit un gradient sur chaque
e´le´ment entourant le nœud. Ces gradients sur chaque e´le´ment sont e´value´s au nœud et
fournissent ainsi une information multidimensionnelle quant a` l’orientation du gradient.
7.4 Discre´tisation temporelle explicite
On pre´sente ici les sche´mas de discre´tisation temporelle explicites [64] [90] [91].
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7.4.1 Sche´ma a` un pas
Le sche´ma de discre´tisation temporelle d’ordre un, de type Euler, s’e´crit :
Wn+1i −Wni
∆t
+Φi(Wn) = 0. (7.107)
Le terme Φi(Wn) repre´sente le flux nume´rique explicite dont le de´tail se trouve dans les para-
graphes pre´ce´dents.
Ce sche´ma est stable sous une condition de type Courant-Friedrichs-Lewy (CFL) [92]. Cette
condition de stabilite´, applique´e au pas de temps du sche´ma, se de´duit de l’e´tude de stabilite´ de
l’e´quation monodimensionnelle d’advection-diffusion pour un sche´ma de´centre´ pre´cis a` l’ordre
un en espace :
∆t ≤ ∆x
2
v∆x+ 2ν
, (7.108)
ou` v est la vitesse d’advection et ν le coefficient de diffusion. On ge´ne´ralise cette expression au
cas tridimensionnel des e´quations de Navier-Stokes en remplac¸ant le pas d’espace par le diame`tre
des e´le´ments.
Afin d’acce´le´rer la convergence vers l’e´tat stationnaire, une technique de pas de temps local
est utilise´e. Le principe est d’appliquer localement en chaque nœud le plus grand pas de temps
admissible par la me´thode de discre´tisation, ce qui conduit a` l’expression suivante du pas de
temps :
∆t(i) = CFL min
τ∈E(i)
(∆t(τ)) , pour i = 1, . . . , Ns. (7.109)
Ns est le nombre de nœuds du maillage et E(i) l’ensemble des e´le´ments posse´dant i comme
sommet.
Le pas de temps sur chaque e´le´ment pour les e´quations de Navier-Stokes est de´termine´ en
se servant seulement de l’e´quation de l’e´nergie car c’est la plus restrictive sous l’hypothe`se
γ/Pr > 1. On obtient finalement, a` l’image de ce qui est fait en Eq. (7.108) :
∆t(τ) =
d2(τ)
(‖VM (τ)‖+ cM (τ))d(τ) + 2γλρm(τ)PrRe
, (7.110)
ou` d(τ) est le diame`tre de l’e´le´ment τ , VM (τ) la vitesse maximale sur τ , cM (τ) la vitesse maximale
du son sur τ , ρm(τ) la masse volumique minimale sur τ , λ le coefficient de conductivite´ thermique,
γ le rapport des capacite´s calorifiques, Pr le nombre de Prantl et Re le nombre de Reynolds.
7.4.2 Sche´ma a` deux pas pour les flux d’Euler
Il existe aussi des sche´mas compose´s de deux e´tapes, une de pre´diction et l’autre de correction. Ce
type de sche´mas est ne´cessaire si l’on souhaite monter en ordre de pre´cision dans l’approximation
des flux convectifs. En effet, une approche d’ordre deux pour les flux d’Euler couple´e a` un sche´ma
d’ordre un en temps est inconditionnellement instable.
L’e´tape de pre´diction consiste a` calculer un e´tat interme´diaire a` l’instant n + 12 en se servant
des e´quations quasi-line´aires de convection comme suit :
W
n+ 1
2
i =W
n
i +
∆t
2
A(Wn) · ∇Wn, (7.111)
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ou` A est la matrice jacobienne des flux d’Euler exprime´e en variables physiques. Chaque com-
posante du vecteur gradient ∇Wn est e´value´e comme suit :
∇Wni =
1
Vi
∑
τ∈E(i)
VCi∩τ∇Wn τi . (7.112)
Vi est le volume de la cellule duale associe´e au nœud i, E(i) l’ensemble des e´le´ments posse´dant
le nœud i comme sommet, VCi∩τ le volume de l’intersection de la cellule duale Ci avec l’e´le´ment
τ et ∇Wn τi le gradient moyen sur τ a` l’instant n associe´ a` i. Ce gradient moyen s’obtient par
la formulation d’nterpolation des Ele´ments Finis de type lagrangien P1 pour les triangles et
te´trae`dres. Le gradient moyen associe´ a` chaque sommet d’un triangle ou te´trae`dre est donc le
meˆme. Pour les autres types d’e´le´ments, on obtient∇Wn τi en e´valuant le gradient Ele´ments Finis
au sommet i. Les gradients associe´s a` chaque sommet sont, dans ce dernier cas, tous diffe´rents.
Dans l’e´tape suivante de correction, on calcule les flux nume´riques convectifs a` l’aide des valeurs
du pre´dicteur Wn+
1
2 en variables conservatives et on en de´duit la solution a` l’instant n+ 1 :
Wn+1i =W
n
i −
∆t
Vi
∑
j∈S(i)
Φ(W
n+ 1
2
ij ,W
n+ 1
2
ji , ~nij), (7.113)
avec S(i) l’ensemble des sommets connecte´s a` i par une areˆte et : W
n+ 1
2
ij = W
n+ 1
2
i +
1
2(∇W )ij .~ij,
W
n+ 1
2
ji = W
n+ 1
2
j +
1
2(∇W )ji.~ij.
(7.114)
Les pentes (∇W )ij et (∇W )ji sont calcule´es au temps n. Leur calcul est analyse´ dans le para-
graphe 7.1.3.
7.4.3 Sche´ma a` deux et quatre pas
Le sche´ma d’inte´gration en temps de Runge-Kutta a` deux pas s’e´crit :
Wn+1 =Wn +
∆t
2
(K1(Wn) +K2(Wn)), (7.115)
avec :
K1(Wn) = Φ(Wn),
K2(Wn) = Φ(Wn +
∆t
2
K1(Wn)), (7.116)
ou` Φ repre´sente toujours les flux nume´riques, Wn le vecteur de controˆle au temps n et Wn+1 au
temps n+ 1. Ce sche´ma est pre´cis a` l’ordre deux en temps.
Le sche´ma d’inte´gration en temps de Runge-Kutta a` quatre pas s’e´crit avec les meˆmes notations :
Wn+1 =Wn +
∆t
6
(K1(Wn) + 2K2(Wn) + 2K3(Wn) +K4(Wn)) (7.117)
avec :
K1(Wn) = Φ(Wn),
K2(Wn) = Φ(Wn +
∆t
2
K1(Wn)),
K3(Wn) = Φ(Wn +
∆t
2
K2(Wn)),
K4(Wn) = Φ(Wn +∆tK3(Wn)). (7.118)
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Ce sche´ma est pre´cis a` l’ordre quatre en temps.
7.5 Discre´tisation temporelle implicite
On pre´sente comment est implicite´ le sche´ma nume´rique dans le code N3S-Natur. Les premiers
auteurs a` proposer un sche´ma aux diffe´rences implicite pour les flux d’Euler sont Beam et
Warming [93]. McCormack [94] e´tend la formulation aux e´quations de Navier-Stokes pour un
sche´ma non-centre´. Stouﬄet [95] propose une me´thode pour maillages instructure´s qui implique
une line´arisation du sche´ma au premier ordre de Vijayasundaram [96] et une me´thode de relaxa-
tion. Cette me´thode peut eˆtre utilise´e dans une formulation centre´e ou non. Fe´zoui [97] e´tend ce
sche´ma a` plusieurs types de flux de´centre´s. Cette e´tude est comple´te´e par Ste`ve [98]. La version
visqueuse de cette formulation par line´arisation de flux est e´tudie´e par Fe´zoui et al. [99] pour
eˆtre mise en place dans le code N3S-Natur par Hallo [90].
7.5.1 Principe
L’implicitation de la discre´tisation temporelle permet de s’affranchir des contraintes impose´es
sur le pas de temps par l’e´tude de stabilite´. On e´crit un sche´ma implicite d’ordre un en espace
de la manie`re suivante :
Wn+1i −Wni
∆t
+Φ(Wn+1) = 0. (7.119)
Les flux nume´riques implicites Φ(Wn+1) sont obtenus par line´arisation des flux explicites. On
e´crit la line´arisation des flux explicites a` l’aide d’un de´veloppement de Taylor a` l’ordre un en
temps, lorsque Φ est une fonction diffe´rentiable, de la manie`re suivante :
Φ(Wn+1) = Φ(Wn) +
∂Φ
∂t
(Wn)∆t+O(∆t2). (7.120)
Or :
∂Φ
∂t
=
∂Φ
∂W
∂W
∂t
(7.121)
En posant :
∂Φ
∂W
= Φ′ et en approchant la de´rive´e temporelle du vecteurW par un de´veloppement
de Taylor a` l’ordre un, c’est-a`-dire :
∂W
∂t
=
Wn+1 −Wn
∆t
, on obtient finalement l’expression
suivante du flux line´arise´ :
Φ(Wn+1) = Φ(Wn) + Φ′(Wn)(Wn+1 −Wn) +O(∆t2), (7.122)
avec Φ′(Wn) la jacobienne de Φ(Wn). En remplac¸ant dans Eq. (7.119) l’expression du flux
Φ(Wn+1), on obtient le sche´ma implicite line´arise´ :(
I
∆t
+Φ′(Wn)
)
δWn+1 = −Φ(Wn). (7.123)
On a pose´ δWn+1 =Wn+1 −Wn et I est la matrice identite´.
Si ∆t est infiniment grand, la me´thode de re´solution Eq. (7.123) est une me´thode de Newton :
Φ′(Wn)δWn+1 = −Φ(Wn). (7.124)
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Si la fonction de flux n’est pas diffe´rentiable ou que la diffe´rentiation est couˆteuse, on remplace
la matrice Φ′(Wn) par un ope´rateur line´aire Pn. Dans ce cas, lorsque le pas de temps est
infiniment grand, la me´thode n’est plus une me´thode de Newton mais une me´thode ite´rative
pre´conditionne´e :
PnδWn+1 = −Φ(Wn). (7.125)
La re´solution du syste`me line´aire se fait en deux e´tapes. La premie`re phase ”physique”, ou
explicite, consiste a` calculer le second membre du syste`me qui correspond aux flux explicites :
δWˆ = −∆t Φ(Wn). (7.126)
La seconde phase ”mathe´matique”, ou implicite, consiste a` construire la matrice implicite
Mn = I +∆tPn et a` re´soudre par une me´thode ite´rative le syste`me :{
MnδWn+1 = δWˆ ,
Wn+1 =Wn + δWn+1.
(7.127)
Le sche´ma implicite line´arise´ de´centre´ Eq. (7.127) est pre´cis a` l’ordre un en temps et de l’ordre
de pre´cision des flux explicites en espace. Il est line´airement inconditionnellement stable dans le
cas scalaire.
La matrice Mn est diagonale dominante par blocs dans le cas scalaire et inversible. Bien que
cette dernie`re proprie´te´ ne soit de´montre´e que dans le cas scalaire, on utilise des me´thodes de
relaxation pour re´soudre le syste`me line´arise´ des e´quations de Navier-Stokes.
Deux me´thodes ite´ratives sont disponibles pour la re´solution du δ-sche´ma Eq. (7.127) : la
me´thode de Gauss-Seidel et la me´thode de Jacobi. La me´thode de Gauss-Seidel est incondi-
tionnellement stable et converge en une seule ite´ration pour un grand pas de temps avec la
me´thode a` deux balayages combinant une ite´ration croissante avec une ite´ration de´croissante.
La convergence est inde´pendante du signe de la vitesse de convection. La me´thode de Jacobi est
aussi inconditionnellement stable mais ne converge pas inde´pendamment du signe de la vitesse
de convection, il faudra, dans tous les cas, beaucoup plus d’ite´rations du processus pour obtenir
la solution stationnaire. Ceci rend cette me´thode moins efficace que celle de Gauss-Seidel. Elle
pre´sente ne´ammoins l’inte´reˆt de s’associer aise´ment avec une me´thode de stockage partiel de la
matrice implicite.
En effet, la strate´gie de stockage de la matrice implicite est cruciale concernant l’algorithme
implicite car son couˆt devient tre`s vite prohibitif. Comme il se trouve que la matrice du syste`me
line´aire est creuse, on emploie un stockage Morse qui consiste a` ne stocker que les termes non
nuls. Comme la matrice n’est pas syme´trique, il a e´te´ choisi de stocker d’une part les termes
diagonaux et d’autre part les termes non-diagonaux par segment. Ce stockage par segment conve-
nait parfaitement a` des maillages de triangles ou te´trae`dres car tous les sommets intervenant
dans le calcul du flux en un nœud donne´ lui sont relie´s par une areˆte du maillage. Il n’en est pas
de meˆme pour les autres types d’e´le´ments que l’on souhaite conside´rer. On abordera ce point
dans le paragraphe 7.5.3 concernant la construction de la matrice jacobienne des flux diffusifs.
7.5.2 Line´arisation des flux d’Euler
Le flux convectif implicite a` travers la surface ∂Cij se met sous la forme :
Φn+1ij = Φ(W
n+1
i ,W
n+1
j , ~nij). (7.128)
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La line´arisation Eq. (7.120) s’e´crit pour ce flux :
Φ(W,Z,~nij) = Φ(U, V, ~nij) +
(
∂Φ
∂U
)
(W − U) +
(
∂Φ
∂V
)
(Z − V ), (7.129)
ou` la fonction Φ(U, V, ~nij) est le flux nume´rique de´centre´ explicite. Dans le cas ou` le flux peut
s’e´crire de la manie`re suivante :
Φ(U, V, ~n) = H1(U, V, ~n)U +H2(U, V, ~n)V, (7.130)
on simplifie la line´arisation en posant :(
∂Φ
∂U
)
= H1(U, V, ~n) et
(
∂Φ
∂V
)
= H2(U, V, ~n). (7.131)
C’est le cas de la me´thode de Roe pour laquelle le flux n’est pas diffe´rentiable. En revanche, on
peut poser :
H1(U, V, ~n) = A+(Wˆ , ~n) et H2(U, V, ~n) = A(V, ~n)−A+(Wˆ , ~n), (7.132)
avec Wˆ l’e´tat moyen de Roe. Pour la de´composition de Steger et Warming, les matrices H1 et
H2 correspondent a` :
H1(U, V, ~n) = A+(U,~n) et H2(U, V, ~n) = A−(V, ~n). (7.133)
En conclusion, les flux convectifs line´arise´s se de´finissent par :
Φn+1ij = Φ(W
n
i ,W
n
j , ~nij) + H1(W
n
i ,W
n
j , ~nij)(W
n+1
i −Wni )
+ H2(Wni ,W
n
j , ~nij)(W
n+1
j −Wnj ). (7.134)
L’emploi de maillage multie´le´ment n’a pas d’incidence sur le calcul des flux convectifs, ce qui
implique que la line´arisation de ces flux ne ne´cessite aucune modification.
7.5.3 Line´arisation des flux visqueux
On e´crit le flux visqueux implicite a` travers la surface ∂Ci ∩ τ comme suit :
Γn+1i, τ = Γi, τ (W
n+1
k , k = 1 . . . N), (7.135)
ou` N est le nombre de sommets de l’e´le´ment τ . On de´finit la line´arisation Eq. (7.120) de ce type
de flux de la manie`re suivante :
Γi, τ (Zk, k = 1 . . . N) = Γi, τ (Uk, k = 1 . . . N) +
N∑
k=1
(
∂Γi, τ
∂Uk
)
(Zk − Uk), (7.136)
avec Γi, τ (Uk, k = 1 . . . N) le flux visqueux explicite centre´. Ceci entraˆıne que la line´arisation du
flux visqueux s’e´crive :
Γn+1i, τ = Γ
n
i, τ +
(
∂Γi, τ
∂Wi
)
(Wn+1i −Wni ) +
N∑
k=1, k 6=i
(
∂Γi, τ
∂Wk
)
(Wn+1k −Wnk ) (7.137)
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La mole´cule de points de la nouvelle me´thode ”EF ex ap” retenue pour le calcul du flux diffusif
en un nœud est forme´e de tous les sommets des e´le´ments comprenant le nœud de calcul. Cela
signifie, entre autre, que des sommets du maillage qui ne sont pas relie´s par une areˆte apportent
des contributions de flux. De nouvelles areˆtes devraient donc eˆtre cre´e´es pour le stockage Morse
de la matrice implicite dans le cas multie´le´ment. On effectue, dans la section suivante, une analyse
de stabilite´ pour voir si la prise en compte ou non dans la matrice implicite des contributions
de ces sommets non relie´s par une areˆte du maillage est importante. On de´terminera ainsi si la
cre´ation d’areˆtes fictives est vraiment indispensable.
7.6 Implicitation du nouveau flux visqueux
On e´tudie dans ce paragraphe si la construction de la matrice jacobienne des flux visqueux peut
eˆtre simplifie´e de manie`re a` ne pas modifier le stockage par areˆte. On explicite, tout d’abord,
l’expression du flux et on e´tudie, ensuite, la stabilite´ du sche´ma implicite obtenu avec la matrice
jacobienne du flux comple`te et simplifie´e. On conclut enfin sur les re´sultats de cette e´tude.
7.6.1 Explicitation du flux
On conside`re un maillage bidimensionnel re´gulier. Les pas de discre´tisation en x et en y sont
e´gaux tous les deux a` h. On de´finit les notations utilise´es dans la suite Fig. 7.8. On de´finit les
G
3 τ4
τ2 τ1
(i,j)
(i+1,j−1)
(i+1,j)
(i−1,j−1) (i,j−1)
(i+1,j+1)(i,j+1)(i−1,j+1)
(i−1,j)
ex
ey
d
nd
M
M’
τ
Fig. 7.8: Notation pour l’analyse de stabilite´.
vecteurs ~d = ~ex + ~ey et ~nd son vecteur normal. On s’inte´resse au proble`me diffusif suivant :
∂tW = α∆W, (7.138)
avec α le coefficient de diffusion. La semi-discre´tisation en espace de ce proble`me par une ap-
proche Volumes Finis s’e´crit au point (i, j) :
h2∂tWi,j = αφi,j , (7.139)
ou` φi,j repre´sente le flux diffusif nume´rique au point (i, j). On de´compose ce flux en contributions
sur chaque e´le´ment τ1, τ2, τ3 et τ4 :
φi,j = φτ
1
i,j + φ
τ2
i,j + φ
τ3
i,j + φ
τ4
i,j . (7.140)
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On explicite la contribution sur l’e´le´ment τ1 :
φτ
1
i,j =
∫
∂C(i,j)∩τ1
~∇W · ~n dl,
=
1
2
(
~∇WM + ~∇WG
)
· h
2
~ex +
1
2
(
~∇WG + ~∇WM ′
)
· h
2
~ey,
=
h
4
[(
~∇WM + ~∇WG
)
· ~ex + 12
(
~∇WG + ~∇WM ′
)
· ~ey
]
. (7.141)
Les gradients aux points M , G et M ′ s’expriment par :
~∇WM = 12(
~∇Wi,j + ~∇Wi+1,j),
~∇WG = 14(
~∇Wi,j + ~∇Wi+1,j + ~∇Wi+1,j+1 + ~∇Wi,j+1),
~∇WM ′ = 12(
~∇Wi,j + ~∇Wi,j+1).
(7.142)
Les gradients nodaux se de´finissent a` partir des valeurs nodales par l’interme´diaire des fonctions
de forme EF. Ces fonctions de forme EF peuvent s’exprimer en fonction des vecteurs normaux
aux faces de l’e´le´ment, ce qui fournit finalement comme expressions pour les gradients nodaux :
~∇Wi,j = 1
h
(−Wi,j ~d+Wi+1,j ~ex +Wi,j+1 ~ey),
~∇Wi+1,j = 1
h
(Wi+1,j ~nd −Wi,j ~ex +Wi+1,j+1 ~ey),
~∇Wi+1,j+1 = 1
h
(Wi+1,j+1 ~d−Wi+1,j ~ey −Wi,j+1 ~ex),
~∇Wi,j+1 = 1
h
(−Wi,j+1 ~nd −Wi,j ~ey +Wi+1,j+1 ~ex).
(7.143)
On en de´duit les gradients aux points M , G et M ′ :
~∇WM = 12h(−Wi,j(2~ex + ~ey) +Wi+1,j(2~ex − ~ey) +Wi,j+1 ~ey +Wi+1,j+1 ~ey),
~∇WG = 12h(−Wi,j(~ex + ~ey) +Wi+1,j(~ex − ~ey) +Wi,j+1(~ey − ~ex) +Wi+1,j+1(~ex + ~ey)),
~∇WM ′ = 12h(−Wi,j(~ex + 2~ey) +Wi+1,j ~ex +Wi,j+1(2~ey − ~ex) +Wi+1,j+1 ~ex).
(7.144)
On de´termine les termes composants le flux diffusif sur τ1 :(
~∇WM + ~∇WG
)
· ~ex = 1
h
(−3
2
Wi,j +
3
2
Wi+1,j − 12Wi,j+1 +
1
2
Wi+1,j+1),(
~∇WG + ~∇WM ′
)
· ~ey = 1
h
(−3
2
Wi,j +
3
2
Wi,j+1 − 12Wi+1,j +
1
2
Wi+1,j+1).
(7.145)
On obtient finalement pour φτ
1
i,j :
φτ
1
i,j =
1
4
[−3Wi,j +Wi+1,j +Wi,j+1 +Wi+1,j+1] . (7.146)
176
7.6. Implicitation du nouveau flux visqueux
En proce´dant par analogie, on e´crit les contributions sur les autres e´le´ments τ2, τ3 et τ4 :
φτ
2
i,j =
1
4
[−3Wi,j +Wi,j+1 +Wi−1,j+1 +Wi−1,j ] ,
φτ
3
i,j =
1
4
[−3Wi,j +Wi−1,j +Wi−1,j−1 +Wi,j−1] ,
φτ
4
i,j =
1
4
[−3Wi,j +Wi,j−1 +Wi+1,j−1 +Wi+1,j ] .
(7.147)
Le flux nume´rique complet au point (i, j) est :
φi,j =
1
4
[−12Wi,j + 2(Wi+1,j +Wi,j+1 +Wi−1,j +Wi,j−1)
+Wi+1,j+1 +Wi−1,j+1 +Wi−1,j−1 +Wi+1,j−1] . (7.148)
On remarque que φi,j est line´aire. Soit le vecteur flux φ = {φi,j , (i, j) ∈ [1, NS ]2} avec NS le
nombre de sommets du maillage. Le flux nume´rique e´tant line´aire, on peut l’e´crire :
φ(W ) =M ·W, (7.149)
ou` M est la matrice jacobienne du flux.
7.6.2 Analyse de Fourier
On applique ici le principe de l’analyse de Fourier pre´sente´e au paragraphe 6.2.1.
Sche´ma explicite
On e´crit la discre´tisation explicite du proble`me Eq. (7.139) :
Wn+1i,j =W
n
i,j + σφ(W
n
i,j). (7.150)
Wni,j est le vecteur de controˆle au temps n au point (i, j), φ le vecteur des flux nume´riques et
σ = α∆t
h2
. En supposant le proble`me aux conditions initiales pe´riodique en x et y, on va observer
l’e´volution de l’amplitude de la solution harmonique suivante :
W (x, y, tn) = A(tn)eI(kx+k
′y), (7.151)
A(tn) est le vecteur amplitude, I est tel que I2 = −1, k et k′ les nombres d’onde adimensionne´s
en x et y. On utilise cette solution dans l’expression du flux Eq. (7.148) :
φ(Wni,j) =
A(tn)
4
[
−12 + 2(eIkh + eIk′h + e−Ikh + e−Ik′h)
+eI(kh+k
′h) + eI(−kh+k
′h) + eI(−kh−k
′h) + eI(kh−k
′h)
]
eI(kxi+k
′yj),
=
A(tn)
4
[−12 + 4(C1 + C2) + 4C1C2] eI(kxi+k′yj),
= A(tn)z1eI(kxi+k
′yj), (7.152)
en posant C1 = cos(kh) et C2 = cos(k′h) et z1 = −3+C1+C2+C1C2. En remplac¸ant l’expression
du flux Eq. (7.152) dans le proble`me discre´tise´ Eq. (7.150), on en de´duit l’expression du coefficient
d’amplification z :
z =
A(tn+1)
A(tn)
= 1 + σz1. (7.153)
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Pour que le sche´ma soit stable, il faut que :
| z |≤ 1. (7.154)
Comme −4 ≤ z1 ≤ 0, il en de´coule :
1− 4σ ≤ z ≤ 1, (7.155)
et donc :
1− 4σ ≥ −1 ⇒ | z |≤ 1. (7.156)
Le sche´ma est donc stable sous la condition standard de type CFL :
∆t ≤ h
2
2α
. (7.157)
Sche´ma implicite
On e´crit de la meˆme manie`re la discre´tisation implicite du proble`me Eq. (7.139) :
Wn+1i,j =W
n
i,j + σφ(W
n+1
i,j ). (7.158)
Le flux nume´rique est approche´ a` l’aide de son de´veloppement de Taylor ou` l’on note symboli-
quement φ′(Wni,j) la jacobienne du flux nume´rique :
φ(Wn+1i,j ) = φ(W
n
i,j) + φ
′(Wni,j)δW
n+1 +O(∆t2), (7.159)
ainsi :
Wn+1i,j =W
n
i,j + σ(φ(W
n
i,j) + φ
′(Wni,j)(W
n+1
i,j −Wni,j)). (7.160)
On a vu dans l’e´tude du sche´ma explicite que : φ(Wni,j) = A(t
n)z1eI(kxi+k
′yj). D’apre`s la proprie´te´
de line´arite´ Eq. (7.149), la matrice jacobienne du flux pour la solution harmonique Eq. (7.151)
est e´gale a` z1. Il de´coule de ces observations qu’en introduisant la solution harmonique dans le
sche´ma nume´rique Eq. (7.159), le coefficient d’amplification que l’on obtient est :
z =
1
1− σz1 . (7.161)
Comme on a montre´ pre´ce´demment pour le sche´ma explicite que z1 est ne´gatif, alors le coefficient
d’amplification z Eq. (7.161) est toujours compris dans l’intervalle [0, 1]. Ce sche´ma est donc
inconditionnellement stable.
Sche´ma implicite avec jacobienne simplifie´e et flux explicite original
La simplification que l’on veut e´tudier consiste a` conside´rer une matrice jacobienne simplifie´e sans
modifier le flux explicite. La matrice jacobienne que l’on utilise correspond au flux nume´rique
suivant :
φi,j =
1
4
[−12Wi,j + 2(Wi+1,j +Wi,j+1 +Wi−1,j +Wi,j−1)] . (7.162)
On a e´limine´ les contributions des nœuds non relie´s au sommet (i, j) par une areˆte du maillage. En
introduisant la solution harmonique Eq. (7.151), on obtient l’expression de la matrice jacobienne
pour ce flux approche´ :
φ(Wni,j) =
A(tn)
4
[−12 + 4(C1 + C2)] eI(kxi+k′yj),
= A(tn)z2eI(kxi+k
′yj), (7.163)
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ou` z2 = −3 + C1 + C2. Donc, dans le sche´ma nume´rique implicite Eq. (7.160), on remplace
toujours φ(Wni,j) par A(t
n)z1eI(kxi+k
′yj) mais cette fois φ′(Wni,j) est remplace´ par z2, ce qui
conduit au coefficient d’amplification suivant :
z =
1 + σ(z1 − z2)
1− σz2 . (7.164)
Pour eˆtre stable, on souhaite ve´rifier : | z |≤ 1. Ceci correspond a` :
−1 ≤ 1 + σz1
1− σz2 ≤ 1. (7.165)
Comme −5 ≤ z2 ≤ −1, alors, 1− σz2 ≥ 0. Ainsi :
−2(1− σz2) ≤ σz1 ≤ 0. (7.166)
Comme σz1 ≤ 0 est toujours ve´rifie´, la condition Eq. (7.166) e´quivaut a` :
−2 ≤ σ(z1 − 2z2). (7.167)
Or, z1 = −3 + C1 + C2 + C1C2 et z2 = −3 + C1 + C2, alors :
z1 − 2z2 = 3− C1 − C2 + C1C2 = 2 + (C1 − 1)(C2 − 1). (7.168)
Comme −1 ≤ C1 ≤ 1 et −1 ≤ C2 ≤ 1, on a −2 ≤ C1− 1 ≤ 0 et −2 ≤ C2− 1 ≤ 0, ce qui conduit
a` :
2 ≤ z1 − 2z2 ≤ 6, (7.169)
et donc :
2σ ≤ σ(z1 − 2z2) ≤ 6σ. (7.170)
Ainsi, pour que −2 ≤ σ(z1−2z2), condition suffisante pour avoir | z1 |≤ 1, il suffit que −2 ≤ 2σ.
Or, c’est toujours le cas car σ est positif. On a donc stabilite´ inconditionnelle.
Conclusion de l’analyse de stabilite´
On a vu que l’utilisation d’une matrice jacobienne approche´e aboutit a` un sche´ma nume´rique
implicite inconditionnellement stable. Il n’est donc pas ne´cessaire de stocker toute la matrice
jacobienne du flux diffusif. Le stockage Morse peut a priori eˆtre utilise´ sans rajouter d’areˆtes fic-
tives. Pour s’en convaincre, on teste expe´rimentalement la simplification de la matrice jacobienne
sur un proble`me de diffusion pure et un proble`me d’advection-diffusion.
7.6.3 Cas test en diffusion pure
On ve´rifie expe´rimentalement que le fait d’utiliser une matrice jacobienne simplifie´e pour le flux
diffusif n’a pas d’influence sur la stabilite´ du sche´ma temporel implicite.
On s’inte´resse a` l’e´quation de diffusion :
∂tW = ν∆W. (7.171)
Le sche´ma Volumes Finis implicite en deux dimensions d’espace s’e´crit, d’apre`s la line´arisation
du flux diffusif Eq. (7.137) :
Vi
(Wn+1i −Wni )
∆t
= Γni, τ +
(
∂Γi, τ
∂Wi
)
(Wn+1i −Wni ) +
N∑
k=1, k 6=i
(
∂Γi, τ
∂Wk
)
(Wn+1k −Wnk ), (7.172)
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avec :
Γni, τ =
1
2
(∇WG +∇WM ) · ~nMG + 12(∇WG +∇WM ′) · ~nM ′G = Ai · ~nMG +Bi · ~nM ′G, (7.173)
selon les notations de la Fig. 7.11. On de´taille le calcul du terme Ai associe´ a` l’areˆte [i, j]. D’apre`s
M’
n
G
i
M j
kl
Fig. 7.9: Notation pour le calcul du flux diffusif implicite
l’approximation faite dans la me´thode ”EF ex ap” explicite´e au paragraphe 4.1.3 :
∇WG = 14(∇Wi +∇Wj +∇Wk +∇Wl) et ∇WM =
1
2
(∇Wi +∇Wj), (7.174)
ou` les gradients aux sommets sont obtenus par la formulation d’interpolation des Ele´ments Finis :
∇Wi = Wi∇Ni(i) +Wj∇Nj(i) +Wl∇Nl(i) ,
∇Wj = Wi∇Ni(j) +Wj∇Nj(j) +Wk∇Nk(j) ,
∇Wk = Wj∇Nj(k) +Wk∇Nk(k) +Wl∇Nl(k) ,
∇Wl = Wi∇Ni(l) +Wk∇Nk(l) +Wl∇Nl(l) .
(7.175)
∇Ni(j) repre´sente le gradient de la fonction de forme associe´e au nœud i e´value´e au nœud j. La
matrice jacobienne de ce flux est donc forme´e notamment par :
∂Ai
∂Wi
=
3
8
(∇Ni(i) +∇Ni(j)) + 18∇Ni(l),
∂Ai
∂Wj
=
3
8
(∇Nj(i) +∇Nj(j)) + 18∇Nj(k),
∂Ai
∂Wk
=
3
8
∇Nk(j) + 18(∇Nk(k) +∇Nk(l)),
∂Ai
∂Wl
=
3
8
∇Nl(i) + 18(∇Nl(k) +∇Nl(l)).
(7.176)
On souhaite tester l’impact de la ne´gligence des sommets non relie´s par une areˆte au sommet i.
Pour cela, il suffit de poser pour les contributions de flux calcule´es sur l’e´le´ment τ :
∂Ai
∂Wk
= 0 et
∂Bi
∂Wk
= 0. (7.177)
Le cas test conside´re´ est identique a` celui utilise´ pour l’e´tude de convergence du paragraphe 6.1.
On conside`re quatre maillages diffe´rents : le premier est compose´ de triangles quelconques, le
deuxie`me de carre´s, le troisie`me de carre´s le´ge`rement de´forme´s par une perturbation ale´atoire
et le dernier de carre´s plus de´forme´s. On montre l’aspect de ces maillages Fig. 7.10. On proce`de
en premier lieu a` un calcul explicite pour chaque maillage qui fournit la solution stationnaire
vers laquelle le processus implicite doit converger dans chaque cas. Une fois que l’algorithme
implicite est valide´, on cherche, pour chaque maillage, le pas de temps implicite maximal que
le sche´ma peut soutenir. On re´sume en Tab. 7.1 les valeurs des pas de temps explicites et des
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a) Carre´s b) Triangles
c) Quad1 d) Quad2
Fig. 7.10: Maillages pour l’e´tude du comportement de l’algorithme implicite.
∆texpl × 10−6 s. ∆timpl, max × 10−3 s.
Carre´s 1.62693 5.01
Triangles 1.56774 3.10
Mesh1 1.36192 3.92
Mesh2 0.71474 2.78
Tab. 7.1: Pas de temps explicite et implicite maximum par type de maillages.
pas de temps implicites optimaux obtenus dans cette e´tude par maillages. On remarque que le
pas de temps implicite le plus grand est obtenu sur le maillage de carre´s, ensuite sur le maillage
de carre´s le´ge`rement perturbe´s, de triangles et enfin sur les carre´s plus de´forme´s. Le maillage le
plus re´gulier est le plus avantageux.
Afin de ne´gliger les contributions des nœuds des sommets non relie´s par une areˆte, on se place
dans le contexte de´crit par Eq. (7.177). Il se trouve que les pas de temps implicites optimaux
ne varient pas. On pre´sente Fig. 7.11 les courbes de convergence en re´sidus. Le re´sidu se de´finit
comme la norme L2 discre`te des contributions e´le´mentaires en chaque point. On a trace´ Fig. 7.11
le rapport entre le re´sidu a` l’ite´ration n et le re´sidu initial, a` la premie`re ite´ration. On remarque
que les courbes de convergence sont semblables quelque soit le maillage avec ou sans prise en
compte des nœuds non relie´s par une areˆte. L’hypothe`se Eq. (7.177) ne modifie donc en rien le
comportement du code implicite dans un cas purement diffusif.
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Fig. 7.11: Evolution des re´sidus selon le type de maillages
7.6.4 Cas test en advection-diffusion
On conside`re ici le proble`me d’advection-diffusion suivant :
∂tW + ~v ∇W = ν∆W (7.178)
avec les conditions limites repre´sente´es Fig. 7.12. On s’est inspire´ des cas tests propose´s par
[100]. On applique des conditions de type Dirichlet sur les bords 2 et 3 et des conditions de type
x
1 Φ=0
2
3
4
Φ=0
v
W=1
W=0y
Fig. 7.12: Conditions limites pour le proble`me d’advection-diffusion stationnaire.
Von Neuman sur les bords 1 et 4. Le vecteur vitesse ~v vaut (3, 0)T m s−1 et ν = 0.5 m2 s−1. On
utilise les maillages de rectangles et de rectangles perturbe´s repre´sente´s Fig. 7.13. On proce`de
de la meˆme manie`re que pre´ce´demment en calculant tout d’abord la solution explicite a` laquelle
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Fig. 7.13: Maillages utilise´s dans le cas test d’advection-diffusion.
doit eˆtre e´quivalente la solution implicite. On donne une repre´sentation de la solution approche´e
Fig. 7.14: Solution approche´e du proble`me d’advection-diffusion Eq. (7.178).
Fig. 7.14. On cherche ensuite le pas de temps implicite maximum envisageable pour les maillages
Fig. 7.13. On re´capitule les valeurs des pas de temps explicites et implicites trouve´s Tab. 7.2. On
∆texpl × 10−7 s. ∆timpl, max × 10−4 s.
Rectangles 3.086 5.0
Rect. pert. 3.1997 2.63
Tab. 7.2: Pas de temps explicite et implicite maximum pour les maillages Fig. 7.13.
constate que, la` encore, c’est sur le maillage re´gulier qu’il est possible d’utiliser le plus grand pas
de temps. Les valeurs des pas de temps re´pertorie´s Tab. 7.2 restent inchange´es sous l’hypothe`se
Eq. (7.177). On en de´duit que l’algorithme de re´solution implicite n’est toujours pas influence´
par la simplification Eq. (7.177), meˆme en pre´sence de l’ope´rateur d’advection.
Il n’est donc pas ne´cessaire de calculer exactement la matrice implicite des flux diffusifs. Le sto-
ckage Morse peut eˆtre utilise´ avec comme segment uniquement les areˆtes existantes du maillage.
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7.7 Plaque plane laminaire
On effectue un premier test de validation qui consiste en un e´coulement laminaire compressible
sur une plaque plane [101]. Ce cas test est l’exemple le plus simple de couche limite. Ce fut le
premier cas test de la the´orie de Prandtl. Il a e´te´ commente´ par Blasius en 1908.
Une convergence en maillage a e´te´ mene´e, en premier lieu. On a ensuite e´tudie´ l’influence de la
discre´tisation dans la direction y, perpendiculaire a` la paroi.
7.7.1 Description du test
0
U
U
4
2
31
0.99
Ecoulement libre
Plaque immobile x
y
Couche limite laminaire
10
1.38
Fig. 7.15: Configuration du cas test de plaque plane.
On conside`re un e´coulement sur une plaque plane bidimensionnelle L× l = 10×1.38 m2 dont on
donne une repre´sentation Fig. 7.15. On applique en entre´e, bord 1, un profil de vitesse constant,
e´gal a` U¯ = 240 m s−1. La paroi infe´rieure, bord 2, symbolise la plaque plane que l’on mode´lise par
une condition limite d’adhe´rence de vitesse nulle. La limite supe´rieure du domaine, bord 3, est
une paroi de´filante de vitesse U¯ . Enfin, le bord 4 est une condition de sortie a` pression impose´e.
Les valeurs physiques du fluide sont impose´es de manie`re a` avoir un nombre de Reynolds de
Pression Tempe´rature U¯ µref
160.77 Pa 223.91 K 240 m s−1 1.7e− 05 Kg m−1 s−1
Tab. 7.3: Donne´es physiques de la plaque plane laminaire
35294.1 qui repre´sente un re´gime laminaire pour les donne´es physiques expose´es Tab. 7.3. La
solution est dans ce cas de la forme :
U
U¯
=
U
U¯
(y
δ
)
. (7.179)
L’abscisse x n’intervient pas mais le profil de vitesse e´volue selon x car δ = δ(x). Les courbes U(y)
sont affines de rapport d’affinite´ l’e´paisseur de la couche limite. C’est la proprie´te´ de similitude
de cette e´coulement.
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7.7.2 Convergence en maillage
Fig. 7.16: Allure du maillage.
On pre´sente Fig. 7.16 l’aspect du type de maillage utilise´ pour ce proble`me. La particularite´
des maillages est qu’ils sont plus raffine´s dans la zone de proche paroi, ceci afin d’atteindre une
re´solution qui permette de capter la couche limite qui se forme le long de la paroi adhe´rente.
On a note´ h1 le pas de discre´tisation en x, constant, et h2 est la dimension du premier e´le´ment
en y en partant de la paroi. La discre´tisation en y est ge´ome´trique, comme indique´ Fig. 7.16, de
raison r.
On effectue une convergence en maillage pour des maillages compose´s de rectangles et de
triangles. On se fixe la valeur de 1.15 pour la raison de la suite ge´ome´trique de´finissant la
discre´tisation en y et l’on choisit cinq valeurs diffe´rentes pour h2. On va observer les profils
des composantes de la vitesse et du coefficient de frottement dans la zone de couche limite a`
l’abscisse x = 8. L’e´paisseur de la couche limite pour laquelle la vitesse atteint 99 % de sa valeur
a` l’infini est :
δ99 = 5
x√
U¯x
ν
, (7.180)
ν est la viscosite´ cine´matique. Pour l’abscisse x = 8, δ99 = 0.06947. Les cinq partitionnements du
domaine de calcul sont de´finis Tab. 7.4. Pour chaque discre´tisation de´finie Tab. 7.4, on construit
Disc. 1 Disc. 2 Disc. 3 Disc. 4 Disc. 5
h2/δ 0.358 0.239 0.095 0.0134 0.0048
Tab. 7.4: Discre´tisations utilise´es.
un maillage de rectangles et un de triangles, obtenus en triangulant de manie`re ale´atoire le
maillage de rectangles. On compare les profils obtenus pour la composante Ux pour les maillages
de rectangles et triangles Fig. 7.17. On voit clairement que le profil vers lequel on converge
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Fig. 7.17: Trace´ de
Ux
U¯
en fonction de y8
√
Re avec Re = U¯×8ν , pour maillage de rectangles a`
gauche et de triangles a` droite. r = 1.15.
sur les maillages de triangles n’est pas le profil de la solution de Blasius. Sur les maillages
compose´s de rectangles, les profils obtenus sont semblables a` la solution de Blasius de`s la premie`re
discre´tisation. On compare de la meˆme manie`re les profils obtenus pour la composante Uy
Fig. 7.18: Trace´ de
Uy
U¯
en fonction de y8
√
Re avec Re = U¯×8ν , pour maillage de rectangles a`
gauche et de triangles a` droite. r = 1.15.
Fig. 7.18. L’e´chelle de valeurs en abscisse a duˆ eˆtre modifie´e pour les re´sultats sur les maillages
de triangles. On converge sur les maillages de triangles vers un profil semblable a` celui de la
solution de Blasius, ne´ammoins, les profils sur les maillages de rectangles sont meilleurs.
On trace ensuite Fig. 7.19 l’e´volution du coefficient de frottement
Cf
2
=
τp
ρ∞u2∞
dans la couche
limite, toujours a` l’abscisse x = 8. On remarque encore que les profils obtenus sur les maillages
de triangles ne correspondent pas a` ceux de la solution de Blasius alors que sur les rectangles, il
y a une similitude dans le comportement. L’approximation du frottement parie´tal Fig. 7.20 est
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Fig. 7.19: Trace´ de ττp en fonction de
y
8
√
Re avec Re = U¯×8ν , pour maillage de rectangles a`
gauche et de triangles a` droite. r = 1.15.
Fig. 7.20: Trace´ de Cf2 en fonction de nombre de Reynolds Re =
U¯x
ν , pour maillage de rectangles
a` gauche et de triangles a` droite. r = 1.15.
e´quivalente au profil fourni par Blasius pour la discre´tisation 4 sur les maillages de rectangles.
Pour les maillages de triangles, on constate encore un fois que le profil vers lequel on converge
n’est pas pleinement e´quivalent a` la solution de Blasius. En effet, plus le nombre de Reynolds
est grand, plus le profil correspondant a` la discre´tisation 4, qui semble eˆtre converge´, s’e´loigne
du profil de Blasius.
7.7.3 Influence de la discre´tisation dans la direction perpendiculaire a` la paroi
On compare maintenant l’influence de la discre´tisation en y pour des maillages de rectangles. On
construit six maillages a` partir de la deuxie`me dicre´tisation h2/δ = 0.239 avec respectivement
les raisons suivantes : r = 1.05, 1.1, 1.15, 1.20, 1.30 et 1.40.
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Les profils des composantes de vitesse et de frottement dans la couche limite et du frotte-
Fig. 7.21: Trace´ de Ux
U¯
en haut a` gauche, Uy
U¯
en haut a` droite, ττp en bas a` gauche en fonction
de y8
√
Re avec Re = U¯×8ν et
Cf
2 en bas a` droite en fonction de Re.
ment le long de la paroi sont repre´sente´s Fig. 7.21. On constate que quelque soit le ratio r,
l’approximation fournie par le code est bonne.
7.7.4 Conclusion pour le cas test de la Plaque plane laminaire
La convergence en maillage a montre´ que les solutions converge´es obtenues sur les maillages de
rectangles sont en accord avec les profils fournis par Blasius. Sur les maillages de triangles, on
n’obtient pas la couche limite attendue car le profil de vitesse en x est mal approche´. Le coefficient
de frottement qui en de´coule est sure´value´. On a pu constater aussi que la convergence est atteinte
de`s le deuxie`me maillage pour les rectangles alors qu’on l’atteint pour la quatrie`me sur triangles.
On est donc plus pre´cis pour un maillage moins raffine´ avec un maillage de rectangles. C’est le
re´sultat qu’on attendait. On note que les re´sultats sur maillages de triangles seraient suˆrement
bien meilleurs avec un sche´ma pre´cis a` l’ordre deux. Cependant, on constate dans cette e´tude
qu’avec les e´le´ments quadrangulaires, un sche´ma d’ordre un permet d’obtenir des re´sultats tout
a` fait satisfaisants. Le ratio de discre´tisation en y ne semble pas avoir d’influence dans le cas
laminaire. On obtient, dans tous les cas de figure, de bons re´sultats.
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7.8 Conclusion
On a pre´sente´ dans ce chapitre la me´thode nume´rique du code N3S-Natur pour maillages
multie´le´ments. Les mode`les ayant ne´cessite´ des modifications ont e´te´ les sche´mas d’ordre e´leve´
pour les flux approche´s d’Euler. L’approximation des pentes servant a` l’interpolation des e´tats
droit et gauche a e´te´ e´tendue a` tous les types d’e´le´ments. Les flux visqueux sont mode´lise´s par
la me´thode ”EF ex ap” dont on a pre´sente´ l’e´criture en trois dimensions d’espace.
On a expose´ ensuite la me´thode d’implicitation du sche´ma temporel par line´arisation des flux.
Ces line´arisations font intervenir les matrices jacobiennes des flux nume´riques. Ces matrices
e´tant creuses, un stockage se´pare´ des termes diagonaux et extra-diagonaux non nuls est utilise´.
Les termes extra-diagonaux e´taient stocke´s par areˆte du maillage primal. Dans l’extension multi-
e´le´ment, on a montre´ par une analyse de stabilite´ que la matrice jacobienne du flux visqueux
peut eˆtre simplifie´e tout en conservant une stabilite´ inconditionnelle. Ce re´sultat a e´te´ confirme´
expe´rimentalement sur un cas test en diffusion pure et un cas test en advection-diffusion. En-
fin, les premiers cas de validation de ce code multie´le´ment ont e´te´ propose´s. Ils montrent bien
la bonne qualite´ des re´sultats obtenus sur les maillages de quadrilate`res compare´s a` ceux de
triangles. Plus de tests de validation e´taient pre´vus initialement, mais malheureusement, le
temps humain que ne´cessite l’imple´mentation informatique de toutes les modifications lie´es au
multie´le´ment a e´te´ supe´rieur au temps imparti pour finir ce travail de the`se. La seule version du
code disponible a` ce jour est une version turbulente explicite, d’ordre seulement un en convectif.
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Chapitre 8
Conclusion
Ce travail de the`se s’est base´ sur un code industriel de CFD, N3S-Natur dont il fallait modifier
la me´thode nume´rique afin de pouvoir utiliser des maillages compose´s d’e´le´ments de topologies
diffe´rentes. La difficulte´ principale se trouvait dans la mode´lisation des flux visqueux a` cause
de l’intervention de gradients. Les impe´ratifs d’applications industrielles ont fixe´ les proprie´te´s
que devait posse´der la nouvelle discre´tisation, a` savoir eˆtre conservative, consistante, positive,
pre´cise a` l’ordre deux et robuste. On a donc mene´ une e´tude de´taille´e de plusieurs discre´tisations
possibles pour l’e´quation de Laplace dont le comportement refle`te parfaitement celui des termes
visqueux des e´quations de Navier-Stokes.
Cette e´tude comparative entre me´thodes nume´riques a permis de montrer par analyses de consis-
tance et de positivite´ qu’il est difficile de concilier dans un meˆme sche´ma ces deux proprie´te´s.
Lorsque l’on de´forme le maillage, une me´thode sera consistante mais plus positive et inverse-
ment. En e´tudiant ensuite expe´rimentalement la pre´cision et la dissipation nume´rique selon la
fre´quence et l’orientation des modes, on se rend compte qu’il est complique´ d’eˆtre a` la fois pre´cis
et d’avoir un bon spectre de dissipation, principalement de bien dissiper les hautes fre´quences.
On a vu ne´anmoins, que la mole´cule de points servant a` la discre´tisation a un effet sur la dis-
sipation des modes diagonaux. Les me´thodes en question ne sont pas les plus pre´cises, elles
devraient donc dissiper plus, mais elles manifestent pourtant la plus grande irre´gularite´ dans la
dissipation des modes oriente´s dans une direction proche de la direction diagonale des e´le´ments.
Finalement, il est ne´cessaire de prendre en compte tous les sommets appartenant
aux e´le´ments entourant un nœud dans la discre´tisation des flux diffusifs.
L’e´tude comparative a mis au jour certaines techniques a` e´viter. L’approximation de gradients
constants sur tout un e´le´ment ou un volume de controˆle e´tendu est trop approche´e pour refle´ter
correctement la re´alite´ des changements du champ, on a vu que cela provoque une perte fla-
grante de pre´cision de`s que l’on e´tire les e´le´ments. On ne converge plus vers la bonne solution.
L’approximation unidirectionnelle selon la direction des areˆtes est efficace en terme de temps
de calcul mais perd facilement de la pre´cision sur des maillages irre´guliers et a des difficulte´s a`
converger. L’approximation par triangulation faisant intervenir le centre de gravite´ des e´le´ments
provoque un amoindrissement de la qualite´ du maillage, ce qui de´grade la solution. La meilleure
technique de reconstruction des gradients est donc celle faisant intervenir les fonctions de base
associe´es a` chaque e´le´ment. Quatre me´thodes de ce type ont e´te´ e´tudie´es. La premie`re est plus
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consistante que positive et conservative. La deuxie`me technique est une variante de la premie`re
qui ne calcule que les gradients aux sommets des e´le´ments pour re´duire le nombre d’e´valuations
de gradients. Elle a les meˆmes proprie´te´s que la pre´ce´dente. Elle est en fait e´quivalente a` la
premie`re me´thode sur les maillages de paralle´logrammes. Les deux dernie`res sont plus positives
que consistantes et non-conservatives. Elles ont toutes fourni des re´sultats corrects, voire tre`s
bons pour la premie`re, en terme de pre´cision. Leur dissipation des modes diagonaux sur maillages
re´guliers est en revanche diffe´rente : les deux premie`res techniques, qui sont e´quivalentes sur ces
maillages, les dissipent bien, la troisie`me est celle les dissipant le mieux et le plus uniforme´ment
et la quatrie`me souffre d’avoir une mole´cule de points re´duite pour sa discre´tisation. La troisie`me
me´thode n’e´tant pas conservative, on a retenu, dans un premier temps, la premie`re technique
car c’est de loin celle qui cumule le plus de qualite´s. On accepte le fait que sa robustesse soit plus
limite´e de par sa grande pre´cision mais la constatation du couˆt excessif de cette me´thode en trois
dimensions fait se tourner vers sa variante qui, au lieu de calculer les gradients aux milieux des
areˆtes, centres des faces et de l’e´le´ment, exprime ces gradients en fonction des gradients e´value´s
aux sommets de l’e´le´ment. Ainsi, on e´value un nombre de gradients e´gal au nombre de sommets
de l’e´le´ment. Cette me´thode approche´e a les meˆmes caracte´ristique que la premie`re excepte´ son
couˆt en temps CPU qui est moindre, et sa pre´cision sur maillages irre´guliers qui est le´ge`rement
infe´rieure. Le fait que l’approche soit le´ge`rement moins pre´cise et donc plus dissipative ne peut
qu’ame´liorer sa robustesse. De plus, on se rend compte en e´crivant le calcul des gradients aux
sommets de tous les types d’e´le´ments que ce calcul revient a` chaque fois a` un calcul sur un
te´trae`dre, ce qui est assez simple a` imple´menter. La me´thode choisie pour mode´liser les
flux diffusifs rassemble un bon nombre des caracte´ristiques recherche´es : elle est
conservative, consistante sur maillages de paralle´logrammes, largement plus pre´cise
que les autres me´thodes, dissipe correctement tous les modes, meˆme diagonaux et
sa robustesse est bonne. En revanche, elle n’est positive que sur des maillages dont
les e´le´ments ne sont pas trop cisaille´s, ni e´tire´s.
Concernant la mode´lisation des e´quations de Navier-Stokes, on a utilise´ les conclusions de l’e´tude
comparative entre discre´tisations pour les flux diffusifs pour de´velopper la me´thode de recons-
truction des gradients dans les sche´mas d’ordre e´leve´ en convectif. En effet, les pentes ne´cessaires
a` la de´finition des e´tats droit et gauche sont calcule´es sur les e´le´ments amont et aval, comme
c’e´tait le cas avant. On a e´limine´ l’hypothe`se de reconstruire les gradients par une formule de
Green Gauss sur les e´le´ments amont et aval ou une approche unidirectionnelle pour le manque
de pre´cision de ces approches au vu des re´sultats des analyses des me´thodes ”Volumes Finis”
et selon les areˆtes. On a adopte´ la reconstruction d’un gradient sur l’e´le´ment par fonction de
forme EF, e´value´ au sommet. Les variations du gradient dans toutes les directions sont prises
en compte sur la portion d’e´le´ment qui influence le sommet. De plus, le calcul des gradients aux
sommets des e´le´ments est plus simple. La technique d’e´valuation des gradients de´finie
pour les flux visqueux est donc compatible avec une utilisation pour la reconstruc-
tion des pentes servant a` l’approximation des e´tats droit et gauche dans les sche´mas
de monte´e en ordre pour les flux convectifs.
L’e´tude de l’implicitation a demande´ quelques efforts supple´mentaires lie´s au mode de stockage
des matrices jacobiennes intervenant dans la line´arisation des flux. En effet, le stockage des ma-
trices jacobiennes se fait dans deux tableaux, l’un recueillant les termes diagonaux et l’autre
les termes extra-diagonaux. Pour les maillages de triangles et te´trae`dres, les coefficients non
nuls hors-diagonaux correspondent toujours a` une areˆte du maillage primal. Or, ce n’est plus
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le cas en multi-e´le´ment. Une analyse de Fourier sur l’e´quation de Laplace a e´te´ mene´e afin
de de´terminer si l’utilisation d’une matrice jacobienne simplifie´e pour le flux diffusif avait une
influence sur la stabilite´ du sche´ma nume´rique implicite. Il se trouve qu’avec le jacobien sim-
plifie´ la stabilite´ reste inconditionnelle. On a ve´rifie´ ceci aussi expe´rimentalement. Dans les deux
cas, avec jacobien complet ou simplifie´, le pas de temps implicite maximal est le meˆme. On
peut donc se permettre de ne stocker que les termes extra-diagonaux non nuls correspondant a`
une areˆte du maillage primal. Les modifications a` apporter concernant l’implicitation
du nouveau flux visqueux sont donc minimes car la matrice jacobienne de ce nou-
veau flux peut eˆtre stocke´e de manie`re simplifie´e sans alte´rer la stabilite´ du sche´ma.
Le premier cas de validation est un e´coulement de plaque plane laminaire. Le comparatif des
re´sultats obtenus sur maillages de quadrilate`res et triangles valide bien le gain inde´niable de
pre´cision qu’apporte l’utilisation d’e´le´ments quadrangulaires. Il faut e´videmment valider plus
pre´cise´ment la nouvelle me´thode. Il se trouve que la version disponible a` la toute fin de ce tra-
vail de the`se est turbulente explicite, d’ordre un en convectif. La phase de validation devrait
comporter un cas de plaque plane turbulente afin de valider la mode´lisation des flux visqueux
turbulents et des termes sources. Une convergence en maillage permettrait d’e´valuer quelle taille
d’e´le´ments, selon leur type, est suffisante pour eˆtre pre´cis dans l’approximation du frottement a`
la paroi. L’analyse de l’influence du pas de la discre´tisation dans la direction y, direction perpen-
diculaire a` la paroi, de´finirait le ratio minimum a` respecter dans les maillages en proche paroi
afin de capter la couche limite avec cette nouvelle discre´tisation des flux visqueux. Lorsque ces
fonctionnalite´s seront disponibles, le gain en pre´cision dans l’approximation des flux convectifs
apporte´ par l’approche MUSCL ou le β-sche´ma doit eˆtre estime´ ainsi que la stabilite´ du sche´ma
implicite. Finalement, pour l’industriel SNECMA, il sera ne´cessaire de tester la me´thode sur des
cas industriels pour lesquels les re´sultats obtenus avec les te´trae`dres ne sont pas assez pre´cis.
Ensuite, afin d’e´tendre la de´finition de toutes les fonctionnalite´s du code N3S-Natur a` une uti-
lisation sur maillages multie´le´ments, il faudra se pencher sur la de´finition de la me´trique si le
maillage est de´forme´ au cours du temps. Pour l’axisyme´trie, les poids des sommets des nouveaux
e´le´ments doivent eˆtre recalcule´s.
Les ge´ome´tries dans lesquelles on cherche a` e´tudier des e´coulements sont toujours plus com-
plexes et les avantages des maillages multie´le´ments sont inde´niables dans ce genre de cas. Les
maillages multi-e´le´ments permettent de calculer finement une couche limite en utilisant des
mailles hexae´driques tandis que les mailles te´trae´driques conviennent parfaitement loin des pa-
rois. Ainsi, afin de s’affranchir soit des proble`mes de ge´ne´ration de maillage soit des proble`mes
de pre´cision, de plus en plus de codes de CFD cherchent a` e´voluer vers des me´thodes nume´riques
qui ne sont pas restreintes a` une utilisation sur un type particulier d’e´le´ments. On vient, dans ce
travail de the`se, d’identifier des liens importants entre les proprie´te´s the´oriques de consistance
et positivite´ et les proprie´te´s expe´rimentales de pre´cision et de dissipation selon la mole´cule de
discre´tisation des me´thodes et la manie`re de reconstruire les gradients. Ceci a permis de mettre
en place une me´thode satisfaisant aux crite`res de conservativite´, consistance, positivite´, pre´cision
et robustesse pour l’approche conside´re´e qui est non-structure´e, Volumes Finis et centre´e aux
sommets. Le proble`me reste toujours ouvert pour l’extension des approches structure´es centre´es
aux centres des e´le´ments par exemple. On ne peut pas utiliser la technique pre´sente´e ici avec
la reconstruction des gradients a` l’aide des fonctions de forme EF car elle conduit a` une double
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diffe´rence centre´e, qui est un sche´ma instable. Les gradients doivent eˆtre calcule´s sur les faces des
e´le´ments mais les variables ne sont connues qu’aux centres des cellules. On a vu que la reconstruc-
tion unidirectionnelle dans la direction normale a` la face n’est pas suffisamment pre´cise. Il faudra
donc trouver une autre technique dont les points de´licats seront, d’une part, la de´termination,
pour chaque face du maillage, des points qui vont servir a` reconstruire le gradient et d’autre
part, de de´finir la me´thode de reconstruction (polynoˆmiale, par circulation, etc...) et de l’e´tudier.
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A.1 Etude de la me´thode ”Volumes Finis”
A.1.1 Consistance de la me´thode
Consistance
> restart:
> with(linalg):
> readlib(mtaylor):
Warning, new definition for norm
Warning, new definition for trace
Calcul du flux diffusif pour un quadrilatere ABCD :
> fluxd:=(a*TA+b*TB+c*TC+d*TD):
> PA:=vector(2,[0,0]):
> PB:=vector(2,[xB,yB]):
> PC:=vector(2,[xC,yC]):
> PD:=vector(2,[xD,yD]):
> V:=det(concat(PC-PA,PD-PB))/2:
> a:=-dotprod(PB-PD,PB-PD)/(4*V):
> c:=-a:
> b:=-dotprod(PC-PA,PB-PD)/(4*V):
> d:=-b:
> TA:=T(0,0):
> TB:=mtaylor(T(xB,yB),[xB,yB],3):
> TC:=mtaylor(T(xC,yC),[xC,yC],3):
> TD:=mtaylor(T(xD,yD),[xD,yD],3):
> fluxd:=simplify(fluxd):
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> fluxd:=collect(fluxd,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),D[1,1](T)(0,0),
D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> s1:=simplify(op(1,fluxd));
s1 := - 1/2 D[1](T)(0, 0) (yB - yD)
> s2:=simplify(op(2,fluxd));
s2 := 1/2 D[2](T)(0, 0) (xB - xD)
> s3:=simplify(op(3,fluxd));
2 3 2 2 2 2 3
s3 := - 1/4 (yC yB xD - xC xD + xB xC + yD xC - xC xB
2 2 2 2 2 2
- yC yB xB + xC xD xB + yC yD xB - yC yD xD + yB xC
2 2 2 2 2
+ xC xB xD - 2 yB yD xC + xD xC - 2 xB xD xC )
D[1, 1](T)(0, 0)/(-xC yD + xC yB + yC xD - yC xB)
> s4:=simplify(op(4,fluxd));
2
s4 := 1/2 (2 xB xD xC yC - xC xB xD yD + yC yD xD + 2 yB yD xC yC
2 2 2 2
- yC yB xD yD - xD xC yC - yB xC yC + xC xD yD + yC yB xB
2 2 2
- yD xC yC - xC xD xB yB - xB xC yC + xC xB yB - yC yD xB yB)
D[1, 2](T)(0, 0)/(-xC yD + xC yB + yC xD - yC xB)
> s5:=simplify(op(5,fluxd));
2 2 2 2 3 3 2 2 2 2
s5 := 1/4 (-xD yC - xB yC + yC yB + yC yD - yD yC - yB yC
2 2 2 2 2
+ 2 xB xD yC - xC xB yD - xC xD yB + xC xD yD + 2 yB yD yC
2 2 2
- yC yB yD - yC yD yB + xC xB yB ) D[2, 2](T)(0, 0)/(
-xC yD + xC yB + yC xD - yC xB)
> fluxd:=s1+s2+s3+s4+s5:
Calcul de l’aire de l’intersection du quadrilatere et de la cellule de A
> PG:=(PA+PB+PC+PD)/4:
> aire:=det(concat(PG-PA,PD-PB))/4;
aire := 1/8 xB yD + 1/16 xC yD - 1/16 xC yB - 1/8 xD yB - 1/16 yC xD
+ 1/16 yC xB
> z:=expand(aire*(xC*yD-xC*yB-yC*xD+yC*xB));
2
z := 1/8 xC xB yD - 1/8 xB yD xC yB - 1/8 xB yD yC xD
2 2 2 2
+ 1/8 yC yD xB + 1/16 yD xC - 1/8 yB yD xC - 1/8 xC yD yC xD
2 2
+ 1/8 xC yD yC xB + 1/16 yB xC + 1/8 xC yB yC xD
2
- 1/8 xC yB yC xB - 1/8 xD yB xC yD + 1/8 xC xD yB
2 2 2 2
+ 1/8 yC yB xD - 1/8 xD yB yC xB + 1/16 xD yC - 1/8 xB xD yC
2 2
+ 1/16 xB yC
A.1.2 Stabilite´ de la me´thode
Stabilite
> restart:
> with(linalg):
> readlib(mtaylor):
Warning, new definition for norm
Warning, new definition for trace
Calcul du flux diffusif pour un quadrilatre ABCD :
> rot:=proc(v) local w,v1;
> v1:=evalm(v);
> w:=vector(2,[-v1[2],v1[1]]);
> evalm(w);
> end:
> PA:=vector(2,[0,0]):
> PB:=vector(2,[xB,yB]):
> PC:=vector(2,[xC,yC]):
> PD:=vector(2,[xD,yD]):
> PG:=(PA+PB+PC+PD)/4:
> TG:=(TA+TB+TC+TD)/4:
> V:=det(concat(PC-PA,PD-PB))/2:
> gT:=((TA+TB)/2*(-rot(PB-PA))+(TB+TC)/2*(-rot(PC-PB))+
(TC+TD)/2*(-rot(PD-PC))+(TD+TA)/2*(rot(PD-PA)))/V:
> gT:=evalm(gT):
> fluxd:=dotprod(gT,-rot(PD-PB)/2):
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> fluxd:=simplify(fluxd):
> fluxd:=collect(fluxd,[TA,TB,TC,TD]):
> a:=subs({TA=1,TB=0,TC=0,TD=0},fluxd);
2 2 2 2
-2 yB yD + yB + yD + xB - 2 xB xD + xD
a := 1/2 ------------------------------------------
-xC yD + xC yB + yC xD - yC xB
> b:=subs({TA=0,TB=1,TC=0,TD=0},fluxd);
-yC yD + yC yB + xC xB - xC xD
b := 1/2 ------------------------------
-xC yD + xC yB + yC xD - yC xB
> c:=subs({TA=0,TB=0,TC=1,TD=0},fluxd);
2 2 2 2
2 yB yD - yB - yD - xB + 2 xB xD - xD
c := 1/2 -----------------------------------------
-xC yD + xC yB + yC xD - yC xB
> d:=subs({TA=0,TB=0,TC=0,TD=1},fluxd);
yC yD - yC yB - xC xB + xC xD
d := 1/2 ------------------------------
-xC yD + xC yB + yC xD - yC xB
> simplify(a+b+c+d);
0
Cas parallelogramme
> bp:=simplify(subs({xC=xB+xD,yC=yB+yD},b));
2 2 2 2
-yD + yB + xB - xD
bp := 1/4 ----------------------
-yD xB + yB xD
> cp:=simplify(subs({xC=xB+xD,yC=yB+yD},c));
2 2 2 2
-2 yB yD + yB + yD + xB - 2 xB xD + xD
cp := - 1/4 ------------------------------------------
-yD xB + yB xD
> dp:=simplify(subs({xC=xB+xD,yC=yB+yD},d));
2 2 2 2
-yD + yB + xB - xD
dp := - 1/4 ----------------------
-yD xB + yB xD
A.1.3 Consistance de la me´thode avec terme correctif
Consistance
> restart:
> with(linalg):
> readlib(mtaylor):
Warning, new definition for norm
Warning, new definition for trace
Calcul du flux diffusif pour un quadrilatre ABCD :
> rot:=proc(v) local w,v1;
> v1:=evalm(v);
> w:=vector(2,[-v1[2],v1[1]]);
> evalm(w);
> end:
> PA:=vector(2,[0,0]):
> PB:=vector(2,[xB,yB]):
> PC:=vector(2,[xC,yC]):
> PD:=vector(2,[xD,yD]):
> PG:=(PA+PB+PC+PD)/4:
> TG:=(TA+TB+TC+TD)/4:
> V:=det(concat(PC-PA,PD-PB))/2:
> gT:=((TA+TB)/2*(-rot(PB-PA))+(TB+TC)/2*(-rot(PC-PB))+
(TC+TD)/2*(-rot(PD-PC))+(TD+TA)/2*(rot(PD-PA)))/V:
> corr:=(dotprod(gT,PG-PA)-(TG-TA))/dotprod(PG-PA,PG-PA)*(PG-PA):
> gT:=gT-dc*corr:
> gT:=evalm(gT):
> fluxd:=dotprod(gT,-rot(PD-PB)/2):
> fluxd:=simplify(fluxd):
> fluxd:=collect(fluxd,[TA,TB,TC,TD]):
> TA:=T(0,0):
> TB:=mtaylor(T(xB,yB),[xB,yB],3):
> TC:=mtaylor(T(xC,yC),[xC,yC],3):
> TD:=mtaylor(T(xD,yD),[xD,yD],3):
> fluxd:=simplify(fluxd):
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> fluxd:=collect(fluxd,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),D[1,1](T)(0,0),
D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> for n from 1 to 5 do
> c[n]:=simplify(op(n,fluxd));
> od:
> fluxd:=sum(c[k],k=1..5):
Calcul de l’aire de l’intersection du quadrilatre et de la cellule de A
> PG:=(PA+PB+PC+PD)/4:
> aire:=det(concat(PG-PA,PD-PB))/4:
Calcul de la diffrence entre le flux et ce qu’on souhaite trouver
> z:=fluxd-aire*(D[1,1](T)(0,0)+D[2,2](T)(0,0)):
> z:=simplify(z):
> z:=collect(z,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),D[1,1](T)(0,0),
D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> for n from 1 to 5 do
> c[n]:=simplify(op(n,z));
> od;
> z:=sum(c[k],k=1..2);
c[1] := - 1/2 (yB - yD) D[1](T)(0, 0)
c[2] := 1/2 (-xD + xB) D[2](T)(0, 0)
> z:=sum(c[k],k=3..5):
Cas ou ABCD est un parallelogramme :
> fluxdparal:=subs({xC=xB+xD,yC=yB+yD},fluxd):
> fluxdparal:=simplify(fluxdparal):
> fluxdparal:=collect(fluxdparal,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),
D[1,1](T)(0,0),D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> for n from 1 to 5 do
> c[n]:=simplify(op(n,fluxdparal));
> od:
> fluxdparal:=sum(c[k],k=1..5):
> aireparal:=subs({xC=xB+xD,yC=yB+yD},aire):
> aireparal:=simplify(aireparal):
Calcul de la difference entre le flux et ce qu’on souhaite trouver
> z1:=fluxdparal-aireparal*(D[1,1](T)(0,0)+D[2,2](T)(0,0)):
> z1:=simplify(z1):
> z1:=collect(z1,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),D[1,1](T)(0,0),
D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> for n from 1 to 5 do
> c[n]:=simplify(op(n,z1));
> od:
> z1:=sum(c[k],k=1..5):
> z13:=op(2,c[3]):
> z132:=quo(z13,dc,dc,’z131’):
> z131:
> z131:=factor(z131):
> den:=op(3,c[3]):
> z131:=z131*den:
> z132:=factor(z132):
> c[3]:=op(1,c[3])*(z131+dc*z132*den)*D[1,1](T)(0,0);
c[3] := −1/4
„
yBxB − xDyD − 2 dc xBxD(−xByD + xDyB)
xB2 + 2xBxD + xD2 + yB2 + 2yByD + yD2
«
D[1, 1](T )(0, 0) (A.1)
> z14:=op(2,c[4]):
> z142:=quo(z14,dc,dc,’z141’):
> z141:
> z141:=factor(z141):
> den:=op(3,c[4]):
> z141:=z141*den:
> z142:=factor(z142):
> c[4]:=op(1,c[4])*(z141+dc*z142*den)*D[1,2](T)(0,0);
c[4] := − 1/4
“
−xB2 + yB2 − yD2 + xD2
− 2 dc(−xByD + xDyB)(xDyB + xByD)
xB2 + 2xBxD + xD2 + yB2 + 2yByD + yD2
«
D[1, 2](T )(0, 0) (A.2)
> z15:=op(2,c[5]):
> z152:=quo(z15,dc,dc,’z151’):
> z151:
> z151:=factor(z151):
> den:=op(4,c[5]):
> z151:=z151*den:
> z152:=factor(z152):
> c[5]:=op(1,c[5])*(z151+dc*z152*den)*D[2,2](T)(0,0);
c[5] := 1/4
„
yBxB − xDyD + 2 dc yByD(−xByD + xDyB)
xB2 + 2xBxD + xD2 + yB2 + 2yByD + yD2
«
D[2, 2](T )(0, 0) (A.3)
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> z1:=sum(c[k],k=1..5):
Cas rectangle
> z2:=xB^2*yD^2/(xB^2+yD^2)-xF^2*yD^2/(xF^2+yD^2)
+xF^2*yH^2/(xF^2+yH^2)-xB^2*yH^2/(xB^2+yH^2);
2 2 2 2 2 2 2 2
xB yD xF yD xF yH xB yH
z2 := --------- - --------- + --------- - ---------
2 2 2 2 2 2 2 2
xB + yD xF + yD xF + yH xB + yH
> z2:=simplify(z2):
> factor(z2);
(yD − yH)(yD + yH)(xB − xF )(xB + xF )×
× (xF
2yD2xB2 + yD2yH2xB2 + xF2yH2xB2 + xF2yD2yH2)
(xB2 + yD2)(xF2 + yD2)(xF2 + yH2)(xB2 + yH2))
(A.4)
A.1.4 Stabilite´ de la me´thode avec terme correctif
Stabilite
> restart:
> with(linalg):
> readlib(mtaylor):
Warning, new definition for norm
Warning, new definition for trace
Calcul du flux diffusif pour un quadrilatere ABCD :
> rot:=proc(v) local w,v1;
> v1:=evalm(v);
> w:=vector(2,[-v1[2],v1[1]]);
> evalm(w);
> end:
> PA:=vector(2,[0,0]):
> PB:=vector(2,[xB,yB]):
> PC:=vector(2,[xC,yC]):
> PD:=vector(2,[xD,yD]):
> PG:=(PA+PB+PC+PD)/4:
> TG:=(TA+TB+TC+TD)/4:
> V:=det(concat(PC-PA,PD-PB))/2:
> gT:=((TA+TB)/2*(-rot(PB-PA))+(TB+TC)/2*(-rot(PC-PB))+
(TC+TD)/2*(-rot(PD-PC))+(TD+TA)/2*(rot(PD-PA)))/V:
> corr:=(dotprod(gT,PG-PA)-(TG-TA))/dotprod(PG-PA,PG-PA)*(PG-PA):
> gT:=gT-dc*corr:
> gT:=evalm(gT):
> fluxd:=dotprod(gT,-rot(PD-PB)/2):
> fluxd:=simplify(fluxd):
> fluxd:=collect(fluxd,[TA,TB,TC,TD]):
> a:=subs({TA=1,TB=0,TC=0,TD=0},fluxd);
3 2 2 3 3 2 2
a := - 1/2 (-2 yC yB - yC xB - 2 yC yD - 2 xC xB - xC xB
2 2 3 2 2 2 2 2
- xC xD - 2 xC xD - 2 yD xB + 2 yB yC yD - yD xC
2 2 2 2 2
+ 4 dc yD xB - 2 yB xD - 2 dc xD yC yB - 8 dc yB xB xD yD
2 2 2 2 2 2 2
+ 2 yB yD - 2 dc yD xC + 2 xD xC xB + 4 dc yB xD
2 2 2
- 2 dc xD yC - 2 dc yD xC xB + 8 yB xB xD yD
4 2 2 4 2
+ 2 dc xD yC yD xB - xB - 2 yB xB - xD + 2 yC xB xD
2 2
- 2 yC xB yB - 2 dc yC xB yD + 2 dc yC xB xD yB
2 2 2 2
+ 4 yC xB xD yB - 2 dc xC yB - 2 dc xC yB xD + 2 yC yB yD
2
+ 4 dc xC yB yD - 4 dc yC xB xC yD + 4 dc yC xB xC yB
2 2 2 2 2
- 2 dc yC xB - 2 xC yB xB - 2 xC yB xD + 2 yC yB yD
2 2 2
- 2 xC yD xD - 2 xC yD xB + 4 dc yC xB xD - 4 dc xC yB yC xD
2 2 2
- xC yB + 4 xC yB yD xD + 4 xC yB yD xB + 2 xC yB yD
2 2 2
+ 2 dc xC yB xB yD - 2 yC xB yD + 2 xC xB xD + 2 xC xB xD
2 2
- 2 yC xD yD - 2 yC xD yB + 4 yC xB xD yD + 2 dc yD xC xD yB
4 4 2 2 2 2 2 2
+ 4 dc xD yC xC yD - yB - yD + 2 xB xD - yC yD - xD yC
2 2 2 2 /
- 2 yD xD - yC yB ) / ((-xC yD + xC yB + yC xD - yC xB) (
/
2 2 2 2
xB + 2 xB xC + 2 xB xD + xC + 2 xC xD + xD + yB + 2 yB yC
2 2
199
ANNEXE A. ANALYSE PAR CALCUL FORMEL
+ 2 yB yD + yC + 2 yC yD + yD ))
> b:=subs({TA=0,TB=1,TC=0,TD=0},fluxd);
3 3 3 3 3 3
b := - 1/2 (-yC yB - xC xB + yC yD + yC yD - yC yB - xC xB
2 2 2 2 3 2 2 2
- 2 xC xB + 2 xC xD + xC xD + 4 dc xD yC yB + 2 dc yD xC
2 2 2 2
+ 2 dc xD yC + 4 dc yD xC xB - 4 dc xD yC yD xB - yC xB yB
2
- 4 yC xB xC yB - 2 yC xB xD yB + 4 yC xC xD yD + yC yB yD
2 2 2
- 2 dc xC yB yD + 2 dc yC xB xC yD - xC yB xB + xC yB xD
2 2 2 2 2
+ xC yC xD - yC yB yD - xC yC xB + xC yD xD - xC yD xB
2
- 2 dc yC xB xD + 2 dc xC yB yC xD + 2 xC yB yD xD
2 2 2 2
- 2 xC yB yD xB + yC xC yD - yC xC yB + yC xB yD + xC xB xD
2 2 2
- xC xB xD + yC xD yD - yC xD yB + 2 yC xB xD yD
2 2 3
- 4 dc yD xC xD yB - 4 dc xD yC xC yD + 2 yC yD + xC xD
2 2 / 2
- 2 yC yB ) / ((-xC yD + xC yB + yC xD - yC xB) (xB
/
2 2 2
+ 2 xB xC + 2 xB xD + xC + 2 xC xD + xD + yB + 2 yB yC
2 2
+ 2 yB yD + yC + 2 yC yD + yD ))
> c:=subs({TA=0,TB=0,TC=1,TD=0},fluxd);
3 2 2 3 3 2 2
c := - 1/2 (2 yC yB + yC xB + 2 yC yD + 2 xC xB + xC xB
2 2 3 2 2 2 2 2
+ xC xD + 2 xC xD + 2 yD xB - 2 yB yC yD + yD xC
2 2 2 2 2
- 4 dc yD xB + 2 yB xD - 2 dc xD yC yB + 8 dc yB xB xD yD
2 2 2 2 2 2
- 2 yB yD - 2 xD xC xB - 4 dc yB xD - 2 dc yD xC xB
4 2 2 4
- 8 yB xB xD yD + 2 dc xD yC yD xB + xB + 2 yB xB + xD
2 2 2
- 2 yC xB xD + 2 yC xB yB - 2 dc yC xB yD + 2 dc yC xB xD yB
2 2 2
- 4 yC xB xD yB - 2 dc xC yB xD - 2 yC yB yD + 2 xC yB xB
2 2 2 2
+ 2 xC yB xD - 2 yC yB yD + 2 xC yD xD + 2 xC yD xB
2 2 2
+ xC yB - 4 xC yB yD xD - 4 xC yB yD xB - 2 xC yB yD
2 2 2
+ 2 dc xC yB xB yD + 2 yC xB yD - 2 xC xB xD - 2 xC xB xD
2 2
+ 2 yC xD yD + 2 yC xD yB - 4 yC xB xD yD + 2 dc yD xC xD yB
4 4 2 2 2 2 2 2 2 2
+ yB + yD - 2 xB xD + yC yD + xD yC + 2 yD xD
2 2 / 2
+ yC yB ) / ((-xC yD + xC yB + yC xD - yC xB) (xB + 2 xB xC
/
2 2 2 2
+ 2 xB xD + xC + 2 xC xD + xD + yB + 2 yB yC + 2 yB yD + yC
2
+ 2 yC yD + yD ))
> d:=subs({TA=0,TB=0,TC=0,TD=1},fluxd);
3 3 3 3 3 3
d := - 1/2 (yC yB + xC xB - yC yD - yC yD + yC yB + xC xB
2 2 2 2 3 2
+ 2 xC xB - 2 xC xD - xC xD + yC xB yB + 4 yC xB xC yB
2
+ 4 dc yC xB yD - 4 dc yC xB xD yB + 2 yC xB xD yB
2 2 2 2
- 4 yC xC xD yD + 2 dc xC yB + 4 dc xC yB xD - yC yB yD
2
- 2 dc xC yB yD + 2 dc yC xB xC yD - 4 dc yC xB xC yB
2 2 2 2 2 2
+ 2 dc yC xB + xC yB xB - xC yB xD - xC yC xD + yC yB yD
2 2 2 2
+ xC yC xB - xC yD xD + xC yD xB - 2 dc yC xB xD
2
+ 2 dc xC yB yC xD - 2 xC yB yD xD + 2 xC yB yD xB - yC xC yD
2 2 2
- 4 dc xC yB xB yD + yC xC yB - yC xB yD - xC xB xD
2 2 2 2 2
+ xC xB xD - yC xD yD + yC xD yB - 2 yC xB xD yD - 2 yC yD
3 2 2 / 2
- xC xD + 2 yC yB ) / ((-xC yD + xC yB + yC xD - yC xB) (xB
/
2 2 2
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+ 2 xB xC + 2 xB xD + xC + 2 xC xD + xD + yB + 2 yB yC
2 2
+ 2 yB yD + yC + 2 yC yD + yD ))
> simplify(a+b+c+d);
0
Cas parallelogramme
> bp:=simplify(subs({xC=xB+xD,yC=yB+yD},b)):
> cp:=simplify(subs({xC=xB+xD,yC=yB+yD},c)):
> dp:=simplify(subs({xC=xB+xD,yC=yB+yD},d)):
> bp1:=op(2,bp):
> bp11:=quo(bp1,dc,dc,’bp12’):
> bp12:
> bp11:=factor(bp11):
> bp12:=factor(bp12):
> den:=op(3,bp)*op(4,bp):
> bp11:=bp11*den:
> bp12:=bp12*den:
> bp:=op(1,bp)*(bp12+dc*bp11);
bp := − 1
4
(−yB2 + xD2 − xB2 + yD2)
−xByD + xDyB −
1
2
dc(−xByD + xDyB)
xB2 + 2xBxD + xD2 + yB2 + 2yByD + yD2
(A.5)
> cp1:=op(2,cp):
> cp11:=quo(cp1,dc,dc,’cp12’):
> cp12:
> cp11:=factor(cp11):
> cp12:=factor(cp12):
> den:=op(3,cp)*op(4,cp):
> cp11:=cp11*den:
> cp12:=cp12*den:
> cp:=op(1,cp)*(cp12+dc*cp11);
cp := − 1
4
yB2 + xD2 − 2yByD + yD2 − 2xBxD + xB2
−xByD + xDyB
+
1
2
dc(−xByD + xDyB)
xB2 + 2xBxD + xD2 + yB2 + 2yByD + yD2
(A.6)
> dp1:=op(2,dp):
> dp11:=quo(dp1,dc,dc,’dp12’):
> dp12:
> dp11:=factor(dp11):
> dp12:=factor(dp12):
> den:=op(3,dp)*op(4,dp):
> dp11:=dp11*den:
> dp12:=dp12*den:
> dp:=op(1,dp)*(dp12+dc*dp11);
dp :=
1
4
−yB2 + xD2 − xB2 + yD2
−xByD + xDyB −
1
2
dc(−xByD + xDyB)
xB2 + 2xBxD + xD2 + yB2 + 2yByD + yD2
(A.7)
> bp:cp:dp:
A.2 Etude des me´thodes base´es sur les EF
A.2.1 Consistance de la me´thode ”EF ex”
Consistance
> restart:
> with(linalg):
> readlib(mtaylor):
Warning, new definition for norm
Warning, new definition for trace
Calcul du flux diffusif pour un quadrilatere ABCD :
> fluxd:=(a*TA+b*TB+c*TC+d*TD):
> PA:=vector(2,[0,0]):
> PB:=vector(2,[xB,yB]):
> PC:=vector(2,[xC,yC]):
> PD:=vector(2,[xD,yD]):
> PU:=(PC+PD)/2:
> PV:=(PB+PC)/2:
> U1:=PC-PA+PB-PD:
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> U2:=PC-PA+PD-PB:
> V1:=det(concat(PV-PA,PD-PA)):
> V2:=det(concat(PB-PA,PU-PA)):
> V3:=det(concat(PC-PA,PD-PB)):
> a:=dotprod(PD-PV,U1)/(8*V1)+dotprod(PB-PU,U2)/(8*V2)
-dotprod(PD-PB,PD-PB)/(4*V3):
> b:=dotprod(PA-PD,U1)/(16*V1)+dotprod(PU-PA,U2)/(8*V2)
+dotprod(PC-PA,PD-PB)/(4*V3):
> c:=dotprod(PA-PD,U1)/(16*V1)+dotprod(PA-PB,U2)/(16*V2)
+dotprod(PD-PB,PD-PB)/(4*V3):
> d:=dotprod(PV-PA,U1)/(8*V1)+dotprod(PA-PB,U2)/(16*V2)
-dotprod(PC-PA,PD-PB)/(4*V3):
> TA:=T(0,0):
> TB:=mtaylor(T(xB,yB),[xB,yB],3):
> TC:=mtaylor(T(xC,yC),[xC,yC],3):
> TD:=mtaylor(T(xD,yD),[xD,yD],3):
> fluxd:=simplify(fluxd):
> fluxd:=collect(fluxd,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),D[1,1](T)(0,0),
D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> for n from 1 to 5 do
> c[n]:=op(n,fluxd);
> c[n]:=simplify(c[n]);
> od:
> fluxd:=sum(c[k],k=1..5):
Calcul de l’aire de l’intersection du quadrilatere et de la cellule de A :
> PG:=(PA+PB+PC+PD)/4:
> aire:=det(concat(PG-PA,PD-PB))/4:
Cas ou ABCD est un parallelogramme :
> fluxdparal:=subs({xC=xB+xD,yC=yB+yD},fluxd):
> fluxdparal:=simplify(fluxdparal):
> fluxdparal:=collect(fluxdparal,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),D[1,1](T)(0,0),
D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> for n from 1 to 5 do
> c[n]:=op(n,fluxdparal);
> c[n]:=simplify(c[n]);
> od:
> fluxdparal:=sum(c[k],k=1..5):
Calcul de l’aire de l’intersection du parallelogramme et de la cellule de A :
> aireparal:=subs({xC=xB+xD,yC=yB+yD},aire):
> aireparal:=simplify(aireparal):
Etude de la difference entre le flux et ce qu’on souhaite trouver :
> z1:=fluxdparal-aireparal*(D[1,1](T)(0,0)+D[2,2](T)(0,0)):
> z1:=simplify(z1):
> z1:=collect(z1,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),D[1,1](T)(0,0),
D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> for n from 1 to 5 do
> c[n]:=op(n,z1);
> c[n]:=simplify(c[n]);
> od:
> z1:=sum(c[k],k=1..5);
z1 := - 1/2 D[1](T)(0, 0) (-yD + yB) + 1/2 D[2](T)(0, 0) (-xD + xB)
3 2 3 2 2
- 1/8 (xB xD - yB xB xD + xB xD + 2 yB yD xB - xD yD xB
2
+ 2 yB yD xD ) D[1, 1](T)(0, 0)/(yD xB - xD yB) + 1/8 (
2 2 3 3 2
-3 xB xD yB - 3 xB yD xD + xD yB + xB yD - 3 yB yD xD
3 3 2
+ yD xB + yB xD - 3 yB yD xB) D[1, 2](T)(0, 0)/(yD xB - xD yB
2 2 2 2
) + 1/8 (-2 yB xB xD + yB yD xB + yB yD xD - 2 xD yD xB
3 3
- yB yD - yB yD ) D[2, 2](T)(0, 0)/(yD xB - xD yB)
Etude des 3 derniers termes :
> for n from 3 to 5 do
> factor(c[n]);
> od:
> z13:=op(2,c[3]):
> z13b:=simplify(z13-(yD*xB-xD*yB)*(xB*yB-xD*yD)):
> z13b:=factor(z13b):
> z13:=(yD*xB-xD*yB)*(xB*yB-xD*yD)+z13b:
> c[3]:=-1/8*z13/(yD*xB-xD*yB)*D[1,1](T)(0,0):
Apres sommation, il restera :
> c[3]:=-1/8*z13b/(yD*xB-xD*yB)*D[1,1](T)(0,0);
2 2
(xB + xD ) (xB xD + yB yD) D[1, 1](T)(0, 0)
c[3] := - 1/8 --------------------------------------------
yD xB - xD yB
> z14:=op(2,c[4]):
> z14b:=simplify(z14-(yD*xB-xD*yB)*(xB^2+yD^2-xD^2-yB^2)):
> z14b:=factor(z14b):
> z14:=(yD*xB-xD*yB)*(xB^2+yD^2-xD^2-yB^2)+z14b:
> c[4]:=1/8*z14*D[1,2](T)(0,0)/(yD*xB-xD*yB):
Apres sommation, il restera :
> c[4]:=1/8*z14b*D[1,2](T)(0,0)/(yD*xB-xD*yB);
(xB xD + yB yD) (xB yB + xD yD) D[1, 2](T)(0, 0)
c[4] := - 1/4 ------------------------------------------------
yD xB - xD yB
> z15:=op(2,c[5]):
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> z15b:=simplify(z15-(yD*xB-xD*yB)*(xB*yB-xD*yD)):
> z15b:=factor(z15b):
> z15:=(yD*xB-xD*yB)*(xB*yB-xD*yD)+z15b:
> c[5]:=1/8*z15*D[2,2](T)(0,0)/(yD*xB-xD*yB):
Apres sommation, il restera :
> c[5]:=1/8*z15b*D[2,2](T)(0,0)/(yD*xB-xD*yB);
2 2
(yB + yD ) (xB xD + yB yD) D[2, 2](T)(0, 0)
c[5] := - 1/8 --------------------------------------------
yD xB - xD yB
A.2.2 Stabilite´ de la me´thode ”EF ex”
Stabilite
> restart:
> with(linalg):
> readlib(mtaylor):
Warning, new definition for norm
Warning, new definition for trace
Calcul du flux diffusif pour un quadrilatere ABCD :
> fluxd:=(a*TA+b*TB+c*TC+d*TD):
> PA:=vector(2,[0,0]):
> PB:=vector(2,[xB,yB]):
> PC:=vector(2,[xC,yC]):
> PD:=vector(2,[xD,yD]):
> PU:=(PC+PD)/2:
> PV:=(PB+PC)/2:
> U1:=PC-PA+PB-PD:
> U2:=PC-PA+PD-PB:
> V1:=det(concat(PV-PA,PD-PA)):
> V2:=det(concat(PB-PA,PU-PA)):
> V3:=det(concat(PC-PA,PD-PB)):
> a:=dotprod(PD-PV,U1)/(8*V1)+dotprod(PB-PU,U2)/(8*V2)
-dotprod(PD-PB,PD-PB)/(4*V3):
> b:=dotprod(PA-PD,U1)/(16*V1)+dotprod(PU-PA,U2)/(8*V2)
+dotprod(PC-PA,PD-PB)/(4*V3):
> c:=dotprod(PA-PD,U1)/(16*V1)+dotprod(PA-PB,U2)/(16*V2)
+dotprod(PD-PB,PD-PB)/(4*V3):
> d:=dotprod(PV-PA,U1)/(8*V1)+dotprod(PA-PB,U2)/(16*V2)
-dotprod(PC-PA,PD-PB)/(4*V3):
> fluxd:=simplify(fluxd):
Cas parallelogramme
> bp:=simplify(subs({xC=xB+xD,yC=yB+yD},b));
2 2 2 2
3 xD + 3 yD - xB - yB
bp := 1/8 -------------------------
yD xB - xD yB
> cp:=simplify(subs({xC=xB+xD,yC=yB+yD},c));
2 2 2 2
-4 xD xB - 4 yD yB + xD + xB + yD + yB
cp := 1/8 ------------------------------------------
yD xB - xD yB
> dp:=simplify(subs({xC=xB+xD,yC=yB+yD},d));
2 2 2 2
-3 xB - 3 yB + xD + yD
dp := - 1/8 --------------------------
yD xB - xD yB
A.2.3 Consistance de la me´thode ”EF cg”
Consistance
> restart;
> with(linalg):
> readlib(mtaylor);
Warning, new definition for norm
Warning, new definition for trace
Calcul du flux diffusif pour un quadrilatere ABCD :
> fluxd:=(a*TA+b*TB+c*TC+d*TD):
> PA:=vector(2,[0,0]):
> PB:=vector(2,[xB,yB]):
> PC:=vector(2,[xC,yC]):
> PD:=vector(2,[xD,yD]):
> PU:=(PC+PD)/2:
> PV:=(PB+PC)/2:
> V:=det(concat(PV-PA,PD-PB)):
> a:=-2*dotprod(PD-PB,PD-PB)/(4*V):
> b:=2*dotprod(PU-PA,PD-PB)/(4*V):
> c:=dotprod(PD-PB,PD-PB)/(4*V):
> d:=-2*dotprod(PV-PA,PD-PB)/(4*V):
> TA:=T(0,0):
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> TB:=mtaylor(T(xB,yB),[xB,yB],3):
> TC:=mtaylor(T(xC,yC),[xC,yC],3):
> TD:=mtaylor(T(xD,yD),[xD,yD],3):
> fluxd:=simplify(fluxd):
> fluxd:=collect(fluxd,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),
D[1,1](T)(0,0),D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> for n from 1 to 5 do
> c[n]:=op(n,fluxd);
> c[n]:=simplify(c[n]);
> od:
> fluxd:=sum(c[k],k=1..5):
Calcul de l’aire de l’intersection du quadrilatere et de la cellule de A :
> PG:=(PA+PB+PC+PD)/4:
> aire:=det(concat(PG-PA,PD-PB))/4:
Cas o ABCD est un paralllogramme :
> fluxdparal:=subs({xC=xB+xD,yC=yB+yD},fluxd):
> fluxdparal:=simplify(fluxdparal):
> fluxdparal:=collect(fluxdparal,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),
D[1,1](T)(0,0),D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> for n from 1 to 5 do
> c[n]:=op(n,fluxdparal);
> c[n]:=simplify(c[n]);
> od:
> fluxdparal:=sum(c[k],k=1..5):
Calcul de l’aire de l’intersection du parallelogramme et de la cellule de A :
> aireparal:=subs({xC=xB+xD,yC=yB+yD},aire):
> aireparal:=simplify(aireparal):
Etude de la diffrence entre le flux et ce qu’on souhaite trouver :
> z1:=fluxdparal-aireparal*(D[1,1](T)(0,0)+D[2,2](T)(0,0)):
> z1:=simplify(z1):
> z1:=collect(z1,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),D[1,1](T)(0,0),
D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> for n from 1 to 5 do
> c[n]:=op(n,z1);
> c[n]:=simplify(c[n]);
> od:
> z1:=sum(c[k],k=1..5);
z1 := - 1/2 D[1](T)(0, 0) (yB - yD) + 1/2 D[2](T)(0, 0) (xB - xD) -
2 3 2 2 2 3
1/12 (3 yD yB xD + xD xB - 2 xD xB - 2 xD xB yB + xD xB
2 2
- 2 yD yB xB xD + 3 yD yB xB - 2 xD xB yD ) D[1, 1](T)(0, 0)/(
2 3 3 3
xB yD - xD yB) + 1/6 (-2 xD xB yB + yD xB + xB yD + xD yB
3 2 2 2 2
+ yB xD + yD xB yB + yB xD yD + xD xB yB - 2 yD yB xD
2 2 2
- 2 yD yB xB + xB xD yD - 2 xD xB yD) D[1, 2](T)(0, 0)/(
2 2 2
xB yD - xD yB) + 1/12 (2 yD yB + 2 yD yB xB xD + 2 yD yB xB
2 3 3 2 2
- 3 xD xB yD - yD yB - yD yB - 3 xD xB yB + 2 yD yB xD )
D[2, 2](T)(0, 0)/(xB yD - xD yB)
Etude des 3 derniers termes :
> for n from 3 to 5 do
> factor(c[n]);
> od:
> z13:=op(2,c[3]):
> z13b:=simplify(z13-2*(yD*xB-xD*yB)*(xB*yB-xD*yD)):
> z13b:=factor(z13b):
> z13:=+2*(yD*xB-xD*yB)*(xB*yB-xD*yD)+z13b:
> c[3]:=op(1,c[3])*z13/(yD*xB-xD*yB)*D[1,1](T)(0,0);
c[3] := - 1/12
2
(2 (xB yD - xD yB) (xB yB - yD xD) + (xB - xD) (xD xB + yD yB))
D[1, 1](T)(0, 0)/(xB yD - xD yB)
Apres sommation, il restera :
> c[3]:=op(1,c[3])*z13b/(yD*xB-xD*yB)*D[1,1](T)(0,0);
2
(xB - xD) (xD xB + yD yB) D[1, 1](T)(0, 0)
c[3] := - 1/12 -------------------------------------------
xB yD - xD yB
> z14:=op(2,c[4]):
> z14b:=simplify(z14-(yD*xB-xD*yB)*(xB^2+yD^2-xD^2-yB^2)):
> z14b:=factor(z14b):
> z14:=(yD*xB-xD*yB)*(xB^2+yD^2-xD^2-yB^2)+z14b:
> c[4]:=op(1,c[4])*z14*D[1,2](T)(0,0)/(yD*xB-xD*yB);
2 2 2 2
c[4] := 1/6 ((xB yD - xD yB) (xB + yD - xD - yB )
- (yB - yD) (xB - xD) (xD xB + yD yB)) D[1, 2](T)(0, 0)/(
xB yD - xD yB)
Apres sommation, il restera :
> c[4]:=op(1,c[4])*z14b*D[1,2](T)(0,0)/(yD*xB-xD*yB);
(yB - yD) (xB - xD) (xD xB + yD yB) D[1, 2](T)(0, 0)
c[4] := - 1/6 ----------------------------------------------------
xB yD - xD yB
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> z15:=op(2,c[5]):
> z15b:=simplify(z15-2*(yD*xB-xD*yB)*(xB*yB-xD*yD)):
> z15b:=factor(z15b):
> z15:=2*(yD*xB-xD*yB)*(xB*yB-xD*yD)+z15b:
> c[5]:=op(1,c[5])*z15*D[2,2](T)(0,0)/(yD*xB-xD*yB);
c[5] := 1/12
2
(2 (xB yD - xD yB) (xB yB - yD xD) - (yB - yD) (xD xB + yD yB))
D[2, 2](T)(0, 0)/(xB yD - xD yB)
Apres sommation, il restera :
> c[5]:=op(1,c[5])*z15b*D[2,2](T)(0,0)/(yD*xB-xD*yB);
2
(yB - yD) (xD xB + yD yB) D[2, 2](T)(0, 0)
c[5] := - 1/12 -------------------------------------------
xB yD - xD yB
A.2.4 Stabilite´ de la me´thode ”EF cg”
Stabilite
> restart:
> with(linalg):
> readlib(mtaylor):
Warning, new definition for norm
Warning, new definition for trace
Calcul du flux diffusif pour un quadrilatere ABCD :
> fluxd:=(a*TA+b*TB+c*TC+d*TD):
> PA:=vector(2,[0,0]):
> PB:=vector(2,[xB,yB]):
> PC:=vector(2,[xC,yC]):
> PD:=vector(2,[xD,yD]):
> PU:=(PC+PD)/2:
> PV:=(PB+PC)/2:
> V:=det(concat(PV-PA,PD-PB)):
> a:=-2*dotprod(PD-PB,PD-PB)/(4*V);
> b:=2*dotprod(PU-PA,PD-PB)/(4*V);
> c:=dotprod(PD-PB,PD-PB)/(4*V);
> d:=-2*dotprod(PV-PA,PD-PB)/(4*V);
2 2
a := - 1/2 ((xD - xB) + (yD - yB) )/(
1/2 xB yD + 1/2 xC yD - 1/2 xC yB - 1/2 xD yB - 1/2 xD yC
+ 1/2 xB yC)
b := 1/2 ((1/2 xC + 1/2 xD) (xD - xB) + (1/2 yC + 1/2 yD) (yD - yB))/
(1/2 xB yD + 1/2 xC yD - 1/2 xC yB - 1/2 xD yB - 1/2 xD yC
+ 1/2 xB yC)
2 2
c := 1/4 ((xD - xB) + (yD - yB) )/(
1/2 xB yD + 1/2 xC yD - 1/2 xC yB - 1/2 xD yB - 1/2 xD yC
+ 1/2 xB yC)
d := - 1/2 ((1/2 xB + 1/2 xC) (xD - xB) + (1/2 yB + 1/2 yC) (yD - yB)
)/(1/2 xB yD + 1/2 xC yD - 1/2 xC yB - 1/2 xD yB - 1/2 xD yC
+ 1/2 xB yC)
> simplify(a+b+c+d);
0
Cas parallelogramme
> bp:=simplify(subs({xC=xB+xD,yC=yB+yD},b));
2 2 2 2
xD xB + xB - 2 xD + yD yB + yB - 2 yD
bp := 1/6 -----------------------------------------
-xB yD + xD yB
> bpv1:=subs({xB=xH,yB=yH},bp);
2 2 2 2
xD xH + xH - 2 xD + yD yH + yH - 2 yD
bpv1 := 1/6 -----------------------------------------
-xH yD + xD yH
> bpv:=subs({xD=xB,yD=yB},bpv1);
2 2 2 2
xB xH + xH - 2 xB + yB yH + yH - 2 yB
bpv := 1/6 -----------------------------------------
-xH yB + xB yH
> bf:=simplify(bp+bpv);
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2 2 3 2
bf := 1/6 (-xD xB yH + xB xH yB - xB yH - 2 xD xH yB
2 2 3 2 2
+ 2 xD xB yH + yD yB xH + yB xH - yB xB yH - 2 yD xH yB
2 2 2 2 3
+ 2 yD xB yH + xB xH yD + xH xB yD - xH xD yB - 2 xB yD
2 2 2 2 2
+ 2 xB xD yB - yB yH xD + yH xB yD - yH xD yB - 2 yB xB yD
3
+ 2 yB xD)/((-xB yD + xD yB) (xH yB - xB yH))
> cp:=simplify(subs({xC=xB+xD,yC=yB+yD},c));
2 2 2 2
xD - 2 xD xB + xB + yD - 2 yD yB + yB
cp := - 1/6 -----------------------------------------
-xB yD + xD yB
> dp:=simplify(subs({xC=xB+xD,yC=yB+yD},d));
2 2 2 2
-xD xB + 2 xB - xD - yD yB + 2 yB - yD
dp := - 1/6 ------------------------------------------
-xB yD + xD yB
A.2.5 Consistance et Stabilite´ de la me´thode ”EF nod”
Consistance
> restart:
> with(linalg):
> readlib(mtaylor):
Warning, new definition for norm
Warning, new definition for trace
Calcul du flux diffusif pour un quadrilatere ABCD :
> fluxd:=(a*TA+b*TB+c*TC+d*TD):
> PA:=vector(2,[0,0]):
> PB:=vector(2,[xB,yB]):
> PC:=vector(2,[xC,yC]):
> PD:=vector(2,[xD,yD]):
> V:=det(concat(PB-PA,PD-PA)):
> a:=-dotprod(PB-PD,PB-PD)/(2*V):
> b:=dotprod(PD-PA,PD-PB)/(2*V):
> c:=0:
> d:=-dotprod(PB-PA,PD-PB)/(2*V):
> TA:=T(0,0):
> TB:=mtaylor(T(xB,yB),[xB,yB],3):
> TC:=mtaylor(T(xC,yC),[xC,yC],3):
> TD:=mtaylor(T(xD,yD),[xD,yD],3):
> fluxd:=simplify(fluxd):
> fluxd:=collect(fluxd,[T(0,0),D[1](T)(0,0),D[2](T)(0,0),
D[1,1](T)(0,0),D[1,2](T)(0,0),D[2,2](T)(0,0)]):
> s1:=simplify(op(1,fluxd));
s1 := - 1/2 D[1](T)(0, 0) (yB - yD)
> s2:=simplify(op(2,fluxd));
s2 := 1/2 D[2](T)(0, 0) (xB - xD)
> s3:=simplify(op(3,fluxd));
3 2 2 2 3 2 2
s3 := - 1/4 (-xB xD - yB yD xD + 2 xD xB - xB xD + yD xB
2 2 2
+ yB xD - yB yD xB ) D[1, 1](T)(0, 0)/(-xB yD + xD yB)
> factor(-xB^2*yD^2+xB^3*xD-2*xD^2*xB^2-xD^2*yB^2+yB*yD*xD^2+yB*yD*xB^2+xB*xD^3):
> s4:=simplify(op(4,fluxd));
2 2 2 2 2
s4 := 1/2 (xB xD yD - xD xB yB - xB xD yD + xB xD yB + yB yD xD
2 2 2
- yD xB yB - yB xD yD + yB yD xB) D[1, 2](T)(0, 0)/(
-xB yD + xD yB)
> num:=factor(-yD^2*xB*yB-xD^2*xB*yB+xB^2*xD*yB+xB*xD^2*yD-
yB^2*xD*yD+yB^2*yD*xB+yB*yD^2*xD-xB^2*xD*yD):
> s5:=simplify(op(5,fluxd));
2 2 2 3 2 2 2
s5 := 1/4 (xB xD yD - 2 yD yB + yB yD + xB xD yB - yB xD
2 2 3
- yD xB + yB yD) D[2, 2](T)(0, 0)/(-xB yD + xD yB)
> factor(-yB^3*yD+2*yD^2*yB^2+xD^2*yB^2-yB*yD^3+xB^2*yD^2-xB*xD*yB^2-xB*xD*yD^2):
> fluxd:=s1+s2+s3-num*D[1,2](T)(0,0)/(2*(-xB*yD+xD*yB))+s5;
fluxd := - 1/2 D[1](T)(0, 0) (yB - yD) + 1/2 D[2](T)(0, 0) (xB - xD)
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3 2 2 2 3 2 2
- 1/4 (-xB xD - yB yD xD + 2 xD xB - xB xD + yD xB
2 2 2
+ yB xD - yB yD xB ) D[1, 1](T)(0, 0)/(-xB yD + xD yB)
(xB - xD) (yB - yD) (yB yD + xD xB) D[1, 2](T)(0, 0)
- ---------------------------------------------------- + 1/4 (
-2 xB yD + 2 xD yB
2 2 2 3 2 2 2 2 2
xB xD yD - 2 yD yB + yB yD + xB xD yB - yB xD - yD xB
3
+ yB yD) D[2, 2](T)(0, 0)/(-xB yD + xD yB)
Calcul de l’aire de l’intersection du quadrilatere et de la cellule de A
> PG:=(PA+PB+PC+PD)/4:
> aire:=det(concat(PG-PA,PD-PB))/4;
aire := 1/8 xB yD + 1/16 xC yD - 1/16 xC yB - 1/8 xD yB - 1/16 yC xD
+ 1/16 yC xB
Cas o ABCD est un parallelogramme
> fluxdparal:=subs({xC=xB+xD,yC=yB+yD},fluxd);
fluxdparal := - 1/2 D[1](T)(0, 0) (yB - yD)
3 2
+ 1/2 D[2](T)(0, 0) (xB - xD) - 1/4 (-xB xD - yB yD xD
2 2 3 2 2 2 2 2
+ 2 xD xB - xB xD + yD xB + yB xD - yB yD xB )
D[1, 1](T)(0, 0)/(-xB yD + xD yB)
(xB - xD) (yB - yD) (yB yD + xD xB) D[1, 2](T)(0, 0)
- ---------------------------------------------------- + 1/4 (
-2 xB yD + 2 xD yB
2 2 2 3 2 2 2 2 2
xB xD yD - 2 yD yB + yB yD + xB xD yB - yB xD - yD xB
3
+ yB yD) D[2, 2](T)(0, 0)/(-xB yD + xD yB)
> aireparal:=subs({xC=xB+xD,yC=yB+yD},aire):
> aireparal:=simplify(aireparal);
aireparal := 1/4 xB yD - 1/4 xD yB
Cas ou ABCD est un rectangle
> t3:=subs(yD=-xB*xD/yB,op(3,fluxdparal)):
> t3:=simplify(t3);
2 2
D[1, 1](T)(0, 0) xD (xB + yB )
t3 := - 1/4 -------------------------------
yB
> t5:=subs(yD=-xB*xD/yB,op(5,fluxdparal)):
> t5:=simplify(t5);
2 2
D[2, 2](T)(0, 0) xD (xB + yB )
t5 := - 1/4 -------------------------------
yB
> fluxdrect:=op(1,fluxdparal)+op(2,fluxdparal)+t3+t5;
fluxdrect := - 1/2 D[1](T)(0, 0) (yB - yD)
+ 1/2 D[2](T)(0, 0) (xB - xD)
2 2
D[1, 1](T)(0, 0) xD (xB + yB )
- 1/4 -------------------------------
yB
2 2
D[2, 2](T)(0, 0) xD (xB + yB )
- 1/4 -------------------------------
yB
> airerect:=subs(yD=-xB*xD/yB,aireparal):
> simplify(airerect);
2 2
xD (xB + yB )
- 1/4 --------------
yB
Stabilite :
> simplify(a+b+c+d);
0
Cas parallelogramme
> bp:=simplify(subs({xC=xB+xD,yC=yB+yD},b));
2 2
-xD + xD xB - yD + yB yD
bp := 1/2 --------------------------
-xB yD + xD yB
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> cp:=simplify(subs({xC=xB+xD,yC=yB+yD},c));
cp := 0
> dp:=simplify(subs({xC=xB+xD,yC=yB+yD},d));
2 2
-xD xB + xB - yB yD + yB
dp := - 1/2 --------------------------
-xB yD + xD yB
A.3 Etude des me´thodes ”duales”
A.3.1 Analyse de consistance et stabilite´ de la me´thode selon les areˆtes
Etude pre´liminaire
Gradient reconstruit dans la direction des aretes
> restart:
> with(linalg):
> readlib(mtaylor):
Warning, new definition for norm
Warning, new definition for trace
Dfinition d’une procedure qui tourne un vecteur de -Pi/2
> rot:=proc(v) local w,v1;
> v1:=evalm(v);
> w:=vector(2,[v1[2],-v1[1]]);
> evalm(w);
> end:
Entree de tous les points qui servent a calculer le flux diffusif
a travers dCA.
> A:=vector(2,[0,0]):
> p:=4:
> for i from 0 to 2*p-1 do
> q[i]:=4;
> od:
> for i from 0 to 2*p-1 do
> B[i]:=vector(2,[xB[i],yB[i]]);
> for j from 0 to 2*q[i]-1 do
> C[i,j]:=vector(2,[xC[i,j],yC[i,j]]);
> od;
> od:
> evalm(C[1,1]):
> for i from 0 to 2*p-1 do
> xC[i,0]:=0;yC[i,0]:=0;TC[i,0]:=TA;
> xC[i,1]:=xB[i-2 mod 2*p];yC[i,1]:=yB[i-2 mod 2*p];TC[i,1]:=TB[i-2 mod 2*p];
> xC[i,2]:=xB[i-1 mod 2*p];yC[i,2]:=yB[i-1 mod 2*p];TC[i,2]:=TB[i-1 mod 2*p];
> xC[i,2*q[i]-2]:=xB[i+1 mod 2*p];yC[i,2*q[i]-2]:=yB[i+1 mod 2*p];
TC[i,2*q[i]-2]:=TB[i+1 mod 2*p];
> xC[i,2*q[i]-1]:=xB[i+2 mod 2*p];yC[i,2*q[i]-1]:=yB[i+2 mod 2*p];
TC[i,2*q[i]-1]:=TB[i+2 mod 2*p];
> od:
Cas parallelogramme :
> for i from 0 to 2*p-2 by 2 do
> for j from 3 to 2*q[i]-3 by 2 do
> xC[i,j]:=xC[i,j-1 mod 2*q[i]]+xC[i,j+1 mod 2*q[i]];yC[i,j]
:=yC[i,j-1 mod 2*q[i]]+yC[i,j+1 mod 2*q[i]];
> od;
> od:
> for i from 1 to 2*p-1 by 2 do
> xB[i]:=xB[i-1 mod 2*p]+xB[i+1 mod 2*p];
yB[i]:=yB[i-1 mod 2*p]+yB[i+1 mod 2*p];
> od:
Calcul du gradient de T en A, et calcul des vecteurs normaux nij.
Le numerateur :
> som:=0:
> for i from 0 to 2*p-2 by 2 do
> Tm:=(TA+TB[i])/2;
> U:=evalm((B[i+1 mod 2*p]+B[i+2 mod 2*p]-B[i-1 mod 2*p]-B[i-2 mod 2*p])/4);
> N[i]:=rot(U);
> som:=som+Tm*N[i];
> od:
calcul de Vi :
> volu:=0:
> for i from 1 to 2*p-1 by 2 do
> V1:=evalm((B[i+1 mod 2*p]+B[i mod 2*p]+B[i-1 mod 2*p]-3*A)/4);
> V2:=evalm((B[i+1 mod 2*p]-B[i-1 mod 2*p])/2);
> volu:=volu+det(concat(V1,V2))/2;
> od:
Le gradient :
> nabTA:=evalm(som/volu):
> nabTA:=map(simplify,eval(nabTA)):
Calcul des gradients aux points B[i] relies a A par une arete,
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autrement dit, i pair
> for i from 0 to 2*p-2 by 2 do
> som:=0;
> for j from 0 to 2*q[i]-2 by 2 do
> Tm:=(TB[i]+TC[i,j])/2;
> U:=evalm((C[i,j+1 mod 2*p]+C[i,j+2 mod 2*p]
-C[i,j-1 mod 2*p]-C[i,j-2 mod 2*p])/4);
> som:=som+Tm*rot(U);
> od;
> vol:=0;
> for j from 1 to 2*q[i]-1 by 2 do
> V1:=evalm((C[i,j+1 mod 2*p]+C[i,j mod 2*p]+C[i,j-1 mod 2*p]-3*A)/4);
> V2:=evalm((C[i,j+1 mod 2*p]-C[i,j-1 mod 2*p])/2);
> vol:=vol+det(concat(V1,V2))/2;
> od;
> nabTB[i]:=evalm(som/vol);
> nabTB[i]:=map(simplify,nabTB[i]);
> od:
Calcul du flux diffusif
> fluxd:=0:
> for i from 0 to 2*p-2 by 2 do
> fluxd:=fluxd+dotprod((nabTA+nabTB[i]),N[i])/2;
> od:
> fluxd:=simplify(fluxd):
Error, (in simplify/normal) object too large
Il ne veut plus simplifier...
Consistance
On note u1=T(0,0), u2=D[1](T)(0,0), u3=D[2](T)(0,0), u4=D[1,1](T)(0,0),
u5=D[1,2](T)(0,0), u6=D[2,2](T)(0,0)
> TA:=u1;
> for i from 0 to 2*p-1 do
> TB[i]:=u1+xB[i]*u2+yB[i]*u3+1/2*xB[i]^2*u4+xB[i]*yB[i]*u5+1/2*yB[i]^2*u6;
> for j from 4 to 2*q[i]-4 by 2 do
> TC[i,j]:=u1+xC[i,j]*u2+yC[i,j]*u3+1/2*xC[i,j]^2*u4
+xC[i,j]*yC[i,j]*u5+1/2*yC[i,j]^2*u6;
> od;
> od:
> TC[0,4]:
Cas rectangles
> yB[0]:=0:yB[4]:=0:yC[0,4]:=0:yC[4,4]:=0:
> xB[2]:=0:xB[6]:=0:xC[2,4]:=0:xC[6,4]:=0:
> fluxd:=simplify(fluxd):
> c1:=subs({u1=1,u2=0,u3=0,u4=0,u5=0,u6=0},fluxd);
c1 := 0
> c2:=subs({u1=0,u2=1,u3=0,u4=0,u5=0,u6=0},fluxd):
> factor(c2);
(xB[0] xC[4, 4] - xB[4] xC[0, 4]) (-yB[6] + yB[2])
- --------------------------------------------------
(4 xC[0, 4] + xB[0]) (xB[4] + 4 xC[4, 4])
> c3:=subs({u1=0,u2=0,u3=1,u4=0,u5=0,u6=0},fluxd):
> factor(c3);
(xB[4] - xB[0]) (yC[2, 4] yB[6] - yC[6, 4] yB[2])
- -------------------------------------------------
(4 yC[2, 4] + yB[2]) (yB[6] + 4 yC[6, 4])
> c4:=subs({u1=0,u2=0,u3=0,u4=1,u5=0,u6=0},fluxd):
> c4b:=simplify(c4-volu):
> factor(c4b);
2 2
- 1/4 (2 xC[4, 4] xB[0] - 2 xB[4] xC[0, 4] + 4 xB[4] xC[0, 4] xB[0]
2 2 2
+ xB[0] xB[4] - 8 xC[0, 4] xC[4, 4] + 8 xC[4, 4] xC[0, 4]
2 2
+ 16 xC[0, 4] xC[4, 4] xB[0] - 4 xB[4] xC[0, 4] - xB[4] xB[0]
2
+ 4 xB[0] xC[4, 4] - 16 xB[4] xC[0, 4] xC[4, 4]
- 4 xB[4] xB[0] xC[4, 4]) (-yB[6] + yB[2])/((4 xC[0, 4] + xB[0])
(xB[4] + 4 xC[4, 4]))
> c5:=subs({u1=0,u2=0,u3=0,u4=0,u5=1,u6=0},fluxd);
c5 := 0
> c6:=subs({u1=0,u2=0,u3=0,u4=0,u5=0,u6=1},fluxd):
> c6b:=simplify(c6-volu):
> factor(c6b);
2 2 2
- 1/4 (-yB[2] yB[6] + yB[6] yB[2] + 4 yC[2, 4] yB[6]
2
- 16 yB[2] yC[2, 4] yC[6, 4] - 4 yB[2] yC[6, 4]
- 4 yB[2] yB[6] yC[2, 4] + 16 yC[2, 4] yB[6] yC[6, 4]
2 2
+ 4 yB[2] yB[6] yC[6, 4] - 2 yB[2] yC[6, 4] + 2 yC[2, 4] yB[6]
2 2
+ 8 yC[2, 4] yC[6, 4] - 8 yC[6, 4] yC[2, 4]) (xB[4] - xB[0])/(
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(4 yC[2, 4] + yB[2]) (yB[6] + 4 yC[6, 4]))
Analyse de consistance avec terme correctif δc
Gradient reconstruit dans la direction des aretes, avec terme correctif
> restart:
> with(linalg):
> readlib(mtaylor):
Warning, new definition for norm
Warning, new definition for trace
Definition d’une procedure qui tourne un vecteur de -Pi/2
> rot:=proc(v) local w,v1;
> v1:=evalm(v);
> w:=vector(2,[v1[2],-v1[1]]);
> evalm(w);
> end:
Entree de tous les points qui servent a calculer le flux diffusif
a travers dCA.
> A:=vector(2,[0,0]):
> p:=4:
> for i from 0 to 2*p-1 do
> q[i]:=4;
> od:
> for i from 0 to 2*p-1 do
> B[i]:=vector(2,[xB[i],yB[i]]);
> for j from 0 to 2*q[i]-1 do
> C[i,j]:=vector(2,[xC[i,j],yC[i,j]]);
> od;
> od:
> evalm(C[1,1]):
> for i from 0 to 2*p-1 do
> xC[i,0]:=0;yC[i,0]:=0;TC[i,0]:=TA;
> xC[i,1]:=xB[i-2 mod 2*p];yC[i,1]:=yB[i-2 mod 2*p];TC[i,1]:=TB[i-2 mod 2*p];
> xC[i,2]:=xB[i-1 mod 2*p];yC[i,2]:=yB[i-1 mod 2*p];TC[i,2]:=TB[i-1 mod 2*p];
> xC[i,2*q[i]-2]:=xB[i+1 mod 2*p];yC[i,2*q[i]-2]:=yB[i+1 mod 2*p];
TC[i,2*q[i]-2]:=TB[i+1 mod 2*p];
> xC[i,2*q[i]-1]:=xB[i+2 mod 2*p];yC[i,2*q[i]-1]:=yB[i+2 mod 2*p];
TC[i,2*q[i]-1]:=TB[i+2 mod 2*p];
> od:
Cas parallelogramme :
> for i from 0 to 2*p-2 by 2 do
> for j from 3 to 2*q[i]-3 by 2 do
> xC[i,j]:=xC[i,j-1 mod 2*q[i]]+xC[i,j+1 mod 2*q[i]];
yC[i,j]:=yC[i,j-1 mod 2*q[i]]+yC[i,j+1 mod 2*q[i]];
> od;
> od:
> for i from 1 to 2*p-1 by 2 do
> xB[i]:=xB[i-1 mod 2*p]+xB[i+1 mod 2*p];
yB[i]:=yB[i-1 mod 2*p]+yB[i+1 mod 2*p];
> od:
Calcul du gradient de T en A, et calcul des vecteurs normaux nij.
Le numrateur :
> som:=0:
> for i from 0 to 2*p-2 by 2 do
> Tm:=(TA+TB[i])/2;
> U:=evalm((B[i+1 mod 2*p]+B[i+2 mod 2*p]-B[i-1 mod 2*p]-B[i-2 mod 2*p])/4);
> N[i]:=rot(U);
> som:=som+Tm*N[i];
> od:
calcul de Vi :
> volu:=0:
> for i from 1 to 2*p-1 by 2 do
> V1:=evalm((B[i+1 mod 2*p]+B[i mod 2*p]+B[i-1 mod 2*p]-3*A)/4);
> V2:=evalm((B[i+1 mod 2*p]-B[i-1 mod 2*p])/2);
> volu:=volu+det(concat(V1,V2))/2;
> od:
Le gradient :
> nabTA:=evalm(som/volu):
> nabTA:=map(simplify,eval(nabTA)):
Calcul des gradients aux points B[i] relies a A par une arete,
autrement dit, i pair
> for i from 0 to 2*p-2 by 2 do
> som:=0;
> for j from 0 to 2*q[i]-2 by 2 do
> Tm:=(TB[i]+TC[i,j])/2;
> U:=evalm((C[i,j+1 mod 2*p]+C[i,j+2 mod 2*p]-C[i,j-1 mod 2*p]
-C[i,j-2 mod 2*p])/4);
> som:=som+Tm*rot(U);
> od;
> vol:=0;
> for j from 1 to 2*q[i]-1 by 2 do
> V1:=evalm((C[i,j+1 mod 2*p]+C[i,j mod 2*p]+C[i,j-1 mod 2*p]-3*A)/4);
> V2:=evalm((C[i,j+1 mod 2*p]-C[i,j-1 mod 2*p])/2);
> vol:=vol+det(concat(V1,V2))/2;
> od;
> nabTB[i]:=evalm(som/vol);
> nabTB[i]:=map(simplify,nabTB[i]);
> od:
Calcul du flux diffusif
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> fluxd:=0:
> for i from 0 to 2*p-2 by 2 do
> nabmoy:=(nabTA+nabTB[i])/2;
> corr:=(dotprod(nabmoy,B[i]-A)-(TB[i]-TA))/dotprod(B[i]-A,B[i]-A);
> nabcorr:=nabmoy-dc*corr*(B[i]-A);
> fluxd:=fluxd+dotprod(nabcorr,N[i]);
> od:
> fluxd:=simplify(fluxd):
Error, (in expand/bigprod) object too large
Cas rectangles
> xB[2]:=0:xB[6]:=0:xC[2,4]:=0:xC[6,4]:=0:
> yB[0]:=0:yB[4]:=0:yC[0,4]:=0:yC[4,4]:=0:
> fluxd:=simplify(fluxd):
Consistance
Je note u1=T(0,0), u2=D[1](T)(0,0), u3=D[2](T)(0,0), u4=D[1,1](T)(0,0),
u5=D[1,2](T)(0,0), u6=D[2,2](T)(0,0).
> TA:=u1;
> for i from 0 to 2*p-1 do
> TB[i]:=u1+xB[i]*u2+yB[i]*u3+1/2*xB[i]^2*u4+xB[i]*yB[i]*u5+1/2*yB[i]^2*u6;
> for j from 4 to 2*q[i]-4 by 2 do
> TC[i,j]:=u1+xC[i,j]*u2+yC[i,j]*u3+1/2*xC[i,j]^2*u4
+xC[i,j]*yC[i,j]*u5+1/2*yC[i,j]^2*u6;
> od;
> od:
> TC[0,4]:
> c1:=subs({u1=1,u2=0,u3=0,u4=0,u5=0,u6=0},fluxd);
c1 := 0
> c2:=subs({u1=0,u2=1,u3=0,u4=0,u5=0,u6=0},fluxd):
> c2:=simplify(c2):
> c21:=quo(c2,dc,dc,’c22’):
> c22:
> c21:=simplify(c21):
> c21:=factor(c21):
> c22:=simplify(c22):
> c22:=factor(c22):
> c2:=c22+dc*c21;
(-yB[2] + yB[6]) (-xB[4] xC[0, 4] + xC[4, 4] xB[0])
c2 := ---------------------------------------------------
(xB[0] + 4 xC[0, 4]) (4 xC[4, 4] + xB[4])
dc (-yB[2] + yB[6]) (-xB[4] xC[0, 4] + xC[4, 4] xB[0])
- ------------------------------------------------------
(xB[0] + 4 xC[0, 4]) (4 xC[4, 4] + xB[4])
> c3:=subs({u1=0,u2=0,u3=1,u4=0,u5=0,u6=0},fluxd):
> c3:=simplify(c3):
> c31:=quo(c3,dc,dc,’c32’):
> c32:
> c31:=simplify(c31):
> c31:=factor(c31):
> c32:=simplify(c32):
> c32:=factor(c32):
> c3:=c32+dc*c31;
(-yB[6] yC[2, 4] + yB[2] yC[6, 4]) (xB[4] - xB[0])
c3 := --------------------------------------------------
(4 yC[2, 4] + yB[2]) (yB[6] + 4 yC[6, 4])
dc (-yB[6] yC[2, 4] + yB[2] yC[6, 4]) (xB[4] - xB[0])
- -----------------------------------------------------
(4 yC[2, 4] + yB[2]) (yB[6] + 4 yC[6, 4])
> c4:=subs({u1=0,u2=0,u3=0,u4=1,u5=0,u6=0},fluxd):
> c4:=simplify(c4):
On introduit c4-aire(Vi), difference entre c4 et ce qu’on veut trouver.
> c4b:=simplify(c4-volu):
> c41:=quo(c4b,dc,dc,’c42’):
> c42:
> c41:=simplify(c41):
> c41:=factor(c41):
> c42:=simplify(c42):
> c42:=factor(c42):
> c4b:=c42+dc*c41;
2
c4b := 1/2 (-xB[4] xB[0] + 16 xB[0] xC[0, 4] xC[4, 4]
- 16 xB[4] xC[0, 4] xC[4, 4] + 4 xB[4] xB[0] xC[0, 4]
2 2
- 4 xB[4] xB[0] xC[4, 4] + xB[4] xB[0] + 4 xB[0] xC[4, 4]
2 2 2
- 4 xB[4] xC[0, 4] + xC[4, 4] xB[0] - xB[4] xC[0, 4]
2 2
- 4 xC[0, 4] xC[4, 4] + 4 xC[4, 4] xC[0, 4]) (-yB[2] + yB[6])/
((xB[0] + 4 xC[0, 4]) (4 xC[4, 4] + xB[4])) - 1/4 dc (
2 2 2
-4 xB[4] xC[0, 4] + 4 xB[0] xC[4, 4] - xB[4] xB[0]
+ 4 xB[4] xB[0] xC[0, 4] - 4 xB[4] xB[0] xC[4, 4]
+ 16 xB[0] xC[0, 4] xC[4, 4] - 16 xB[4] xC[0, 4] xC[4, 4]
2 2 2
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+ xB[4] xB[0] + 8 xC[4, 4] xC[0, 4] - 2 xB[4] xC[0, 4]
2 2
+ 2 xC[4, 4] xB[0] - 8 xC[0, 4] xC[4, 4]) (-yB[2] + yB[6])/(
(xB[0] + 4 xC[0, 4]) (4 xC[4, 4] + xB[4]))
> c5:=subs({u1=0,u2=0,u3=0,u4=0,u5=1,u6=0},fluxd):
> c5:=simplify(c5);
c5 := 0
> c6:=subs({u1=0,u2=0,u3=0,u4=0,u5=0,u6=1},fluxd):
> c6:=simplify(c6):
> c6b:=simplify(c6-volu);
2 2
c6b := - 1/4 (-2 yB[6] xB[0] yC[2, 4] + 2 xB[0] yB[2] yC[6, 4]
2
- 8 xB[0] dc yC[6, 4] yC[2, 4]
2
- 16 xB[0] dc yB[2] yC[2, 4] yC[6, 4] + yB[6] xB[0] dc yB[2]
2 2
+ 4 yB[6] xB[0] dc yC[2, 4] - 4 xB[0] dc yB[2] yC[6, 4]
2
- 4 yB[6] xB[0] dc yB[2] yC[2, 4] - yB[6] xB[0] dc yB[2]
2
- 8 xB[0] yC[2, 4] yC[6, 4]
+ 16 xB[0] dc yB[6] yC[2, 4] yC[6, 4]
2
+ 4 xB[0] dc yB[2] yB[6] yC[6, 4] + 8 xB[0] yC[6, 4] yC[2, 4]
2 2
- 2 xB[0] yB[2] dc yC[6, 4] + 2 yB[6] xB[0] dc yC[2, 4]
2 2
+ 8 xB[0] dc yC[2, 4] yC[6, 4] - 8 xB[4] yC[6, 4] yC[2, 4]
- 16 xB[4] dc yB[6] yC[2, 4] yC[6, 4]
2
- 4 xB[4] dc yB[2] yB[6] yC[6, 4] + 2 xB[4] yB[6] yC[2, 4]
2
+ 4 xB[4] yB[6] dc yB[2] yC[2, 4] + xB[4] yB[6] dc yB[2]
2 2
- 2 xB[4] yB[2] yC[6, 4] + 2 xB[4] yB[2] dc yC[6, 4]
2 2
- 2 xB[4] yB[6] dc yC[2, 4] - xB[4] yB[6] dc yB[2]
2 2
+ 4 xB[4] dc yB[2] yC[6, 4] + 8 xB[4] yC[2, 4] yC[6, 4]
2 2
+ 8 xB[4] dc yC[6, 4] yC[2, 4] - 4 xB[4] yB[6] dc yC[2, 4]
2
- 8 xB[4] dc yC[2, 4] yC[6, 4]
+ 16 xB[4] dc yB[2] yC[2, 4] yC[6, 4]
- 8 xB[4] yB[2] yB[6] yC[2, 4]
- 32 xB[4] yB[2] yC[2, 4] yC[6, 4]
2
+ 32 xB[4] yB[6] yC[2, 4] yC[6, 4] + 2 xB[4] yB[6] yB[2]
2 2
- 2 xB[0] yB[6] yB[2] - 8 xB[0] yB[6] yC[2, 4]
2
+ 8 xB[4] yB[6] yB[2] yC[6, 4] - 2 xB[4] yB[2] yB[6]
2 2
- 8 xB[4] yB[2] yC[6, 4] + 8 xB[4] yB[6] yC[2, 4]
+ 8 xB[0] yB[2] yB[6] yC[2, 4]
2
+ 32 xB[0] yB[2] yC[2, 4] yC[6, 4] + 2 xB[0] yB[2] yB[6]
2
+ 8 xB[0] yB[2] yC[6, 4] - 32 xB[0] yB[6] yC[2, 4] yC[6, 4]
- 8 xB[0] yB[6] yB[2] yC[6, 4])/((4 yC[2, 4] + yB[2])
(yB[6] + 4 yC[6, 4]))
Cas ou les rectangles sont identiques:
> xB[4]:=-xB[0]:xC[4,4]:=-xC[0,4]:yB[6]:=-yB[2]:yC[6,4]:=-yC[2,4]:
xC[0,4]:=2*xB[0]:yC[2,4]:=2*yB[2]:
> simplify(c2);
0
> simplify(c3);
0
> simplify(c4b);
- 1/9 xB[0] yB[2] + 1/9 dc xB[0] yB[2]
> simplify(c6b);
1/9 yB[2] xB[0] (dc - 1)
Analyse de stabilite´ avec terme correctif δc
Stabilite dans le cas rectangles
> restart:
> with(linalg):
> readlib(mtaylor):
Warning, new definition for norm
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Warning, new definition for trace
Definition d’une procedure qui tourne un vecteur de -Pi/2
> rot:=proc(v) local w,v1;
> v1:=evalm(v);
> w:=vector(2,[v1[2],-v1[1]]);
> evalm(w);
> end:
Entree de tous les points qui servent a calculer le flux diffusif
a travers dCA. > A:=vector(2,[0,0]):
> p:=4:
> for i from 0 to 2*p-1 do
> q[i]:=4;
> od:
> for i from 0 to 2*p-1 do
> B[i]:=vector(2,[xB[i],yB[i]]);
> for j from 0 to 2*q[i]-1 do
> C[i,j]:=vector(2,[xC[i,j],yC[i,j]]);
> od;
> od:
> evalm(C[1,1]):
> for i from 0 to 2*p-1 do
> xC[i,0]:=0;yC[i,0]:=0;TC[i,0]:=TA;
> xC[i,1]:=xB[i-2 mod 2*p];yC[i,1]:=yB[i-2 mod 2*p];TC[i,1]:=TB[i-2 mod 2*p];
> xC[i,2]:=xB[i-1 mod 2*p];yC[i,2]:=yB[i-1 mod 2*p];TC[i,2]:=TB[i-1 mod 2*p];
> xC[i,2*q[i]-2]:=xB[i+1 mod 2*p];yC[i,2*q[i]-2]:=yB[i+1 mod 2*p];
TC[i,2*q[i]-2]:=TB[i+1 mod 2*p];
> xC[i,2*q[i]-1]:=xB[i+2 mod 2*p];yC[i,2*q[i]-1]:=yB[i+2 mod 2*p];
TC[i,2*q[i]-1]:=TB[i+2 mod 2*p];
> od:
Cas rectangle
> for i from 0 to 2*p-2 by 2 do
> for j from 3 to 2*q[i]-3 by 2 do
> xC[i,j]:=xC[i,j-1 mod 2*q[i]]+xC[i,j+1 mod 2*q[i]];
yC[i,j]:=yC[i,j-1 mod 2*q[i]]+yC[i,j+1 mod 2*q[i]];
> od;
> od:
> for i from 1 to 2*p-1 by 2 do
> xB[i]:=xB[i-1 mod 2*p]+xB[i+1 mod 2*p];
yB[i]:=yB[i-1 mod 2*p]+yB[i+1 mod 2*p];
> od:
> xB[2]:=0:xB[6]:=0:xC[2,4]:=0:xC[6,4]:=0:
> yB[0]:=0:yB[4]:=0:yC[0,4]:=0:yC[4,4]:=0:
Calcul du gradient de T en A, et calcul des vecteurs normaux nij.
Le numerateur :
> som:=0:
> for i from 0 to 2*p-2 by 2 do
> Tm:=(TA+TB[i])/2;
> U:=evalm((B[i+1 mod 2*p]+B[i+2 mod 2*p]
-B[i-1 mod 2*p]-B[i-2 mod 2*p])/4);
> N[i]:=rot(U);
> som:=som+Tm*N[i];
> od:
calcul de Vi :
> volu:=0:
> for i from 1 to 2*p-1 by 2 do
> V1:=evalm((B[i+1 mod 2*p]+B[i mod 2*p]+B[i-1 mod 2*p]-3*A)/4);
> V2:=evalm((B[i+1 mod 2*p]-B[i-1 mod 2*p])/2);
> volu:=volu+det(concat(V1,V2))/2;
> od:
Le gradient :
> nabTA:=evalm(som/volu):
> nabTA:=map(simplify,eval(nabTA)):
Calcul des gradients aux points B[i] relies a A par une arete,
autrement dit, i pair
> for i from 0 to 2*p-2 by 2 do
> som:=0;
> for j from 0 to 2*q[i]-2 by 2 do
> Tm:=(TB[i]+TC[i,j])/2;
> U:=evalm((C[i,j+1 mod 2*p]+C[i,j+2 mod 2*p]
-C[i,j-1 mod 2*p]-C[i,j-2 mod 2*p])/4);
> som:=som+Tm*rot(U);
> od;
> vol:=0;
> for j from 1 to 2*q[i]-1 by 2 do
> V1:=evalm((C[i,j+1 mod 2*p]+C[i,j mod 2*p]+C[i,j-1 mod 2*p]-3*A)/4);
> V2:=evalm((C[i,j+1 mod 2*p]-C[i,j-1 mod 2*p])/2);
> vol:=vol+det(concat(V1,V2))/2;
> od;
> nabTB[i]:=evalm(som/vol);
> nabTB[i]:=map(simplify,nabTB[i]);
> od:
Calcul du flux diffusif
> fluxd:=0:
> for i from 0 to 2*p-2 by 2 do
> nabmoy:=(nabTA+nabTB[i])/2;
> corr:=(dotprod(nabmoy,B[i]-A)-(TB[i]-TA))/dotprod(B[i]-A,B[i]-A);
> nabcorr:=nabmoy-dc*corr*(B[i]-A);
> fluxd:=fluxd+dotprod(nabcorr,N[i]);
> od:
> fluxd:=simplify(fluxd):
> fluxd:=collect(fluxd,[TA,TB[0],TB[1],TB[2],TB[3],TB[4],TB[5],TB[6],
TB[7],TC[0,4],TC[2,4],TC[4,4],TC[6,4]]):
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> for k from 2 to 9 do
> w[k]:=factor(simplify(op(k,fluxd)));
> od;
dc (yB[2] - yB[6]) TB[0]
w[2] := 1/2 ------------------------
xB[0]
dc (xB[0] - xB[4]) TB[2]
w[3] := 1/2 ------------------------
yB[2]
dc (yB[2] - yB[6]) TB[4]
w[4] := - 1/2 ------------------------
xB[4]
dc (xB[0] - xB[4]) TB[6]
w[5] := - 1/2 ------------------------
yB[6]
(yB[2] - yB[6]) (dc - 1) TC[0, 4]
w[6] := - ---------------------------------
4 xC[0, 4] + xB[0]
TC[2, 4] (xB[0] - xB[4]) (dc - 1)
w[7] := - ---------------------------------
yB[2] + 4 yC[2, 4]
TC[4, 4] (yB[2] - yB[6]) (dc - 1)
w[8] := ---------------------------------
xB[4] + 4 xC[4, 4]
TC[6, 4] (xB[0] - xB[4]) (dc - 1)
w[9] := ---------------------------------
4 yC[6, 4] + yB[6]
A.3.2 Analyse de consistance et stabilite´ de la me´thode par triangulation
Maillages compose´s de rectangles
Rectangles
> restart:
> with(linalg):
Warning, new definition for norm
Warning, new definition for trace
Definition d’une procedure qui tourne un vecteur de -Pi/2
> rot:=proc(v) local w,v1;
> v1:=evalm(v);
> w:=vector(2,[v1[2],-v1[1]]);
> evalm(w);
> end:
Entree de tous les points qui servent a calculer le flux diffusif
a travers dCA.
> A:=vector(2,[0,0]):
> p:=4:
> for i from 0 to 2*p-1 do
> B[i]:=vector(2,[xB[i],yB[i]]);
> od:
Les quad sont des parallelogrammes
> for i from 1 to 2*p-1 by 2 do
> xB[i]:=xB[i-1 mod 2*p]+xB[i+1 mod 2*p];yB[i]:=yB[i-1 mod 2*p]
+yB[i+1 mod 2*p];
> od:
On aura des rectangles si on a les conditions d’axe suivantes:
> yB[0]:=0:yB[4]:=0:
> xB[2]:=0:xB[6]:=0:
Calcul du gradient sur un triangle AUV :
> inc:=vector(2,[x,y]):
> U:=vector(2,[xU,yU]):
> V:=vector(2,[xV,yV]):
> eq1:=dotprod(inc,U)=TU-TA:
> eq2:=dotprod(inc,V)=TV-TA:
> sol:=solve({eq1,eq2},{x,y}):
Calcul de la contribution au flux de chaque quadrilatere :
> for i from 1 to 2*p-1 by 2 do
> G:=evalm((A+B[i-1 mod 2*p]+B[i mod 2*p]+B[i+1 mod 2*p])/4);
> xG:=G[1];yG:=G[2];
> TG:=(TA+TB[i-1 mod 2*p]+TB[i mod 2*p]+TB[i+1 mod 2*p])/4;
> den:=xB[i-1 mod 2*p]*yG-yB[i-1 mod 2*p]*xG;
> x1:=(yG*TB[i-1 mod 2*p]-yG*TA-TG*yB[i-1 mod 2*p]+TA*yB[i-1 mod 2*p])/den;
> y1:=(xB[i-1 mod 2*p]*TG-xB[i-1 mod 2*p]*TA-TB[i-1 mod 2*p]*xG+TA*xG)/den;
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> nabT1:=vector(2,[x1,y1]);
> fl1:=dotprod(nabT1,rot(G-1/2*B[i-1 mod 2*p]));
> den:=xG*yB[i+1 mod 2*p]-yG*xB[i+1 mod 2*p];
> x2:=(yB[i+1 mod 2*p]*TG-yB[i+1 mod 2*p]*TA-TB[i+1 mod 2*p]*yG+TA*yG)/den;
> y2:=(xG*TB[i+1 mod 2*p]-xG*TA-TG*xB[i+1 mod 2*p]+TA*xB[i+1 mod 2*p])/den;
> nabT2:=vector(2,[x2,y2]);
> fl2:=dotprod(nabT2,rot(1/2*B[i+1 mod 2*p]-G));
> f[i]:=fl1+fl2;
> f[i]:=simplify(f[i]);
> od:
Calcul du flux diffusif
> fluxd:=0:
> for i from 1 to 2*p-1 by 2 do
> fluxd:=fluxd+f[i];
> od:
> fluxd:=simplify(fluxd):
Calcul de l’aire de la cellule de controle
> volu:=0:
> for i from 1 to 2*p-1 by 2 do
> V1:=evalm((B[i+1 mod 2*p]+B[i mod 2*p]+B[i-1 mod 2*p]-3*A)/4);
> V2:=evalm((B[i+1 mod 2*p]-B[i-1 mod 2*p])/2);
> volu:=volu+det(concat(V1,V2))/2;
> od:
Stabilite
> uuu:=seq(TB[kk],kk=0..2*p-1):
> fluxdc:=collect(fluxd,[TA,uuu]);
2 2
fluxdc := - 1/2 (xB[4] yB[6] xB[0] - yB[6] xB[0] xB[4]
2 2 2
- yB[6] xB[0] yB[2] + xB[0] yB[2] yB[6] + xB[0] yB[2] xB[4]
2 2 2
- yB[2] xB[4] xB[0] + xB[4] yB[6] yB[2] - yB[2] xB[4] yB[6] )
TA/(xB[0] yB[2] xB[4] yB[6])
2 2
(-xB[4] yB[6] yB[2] + yB[2] xB[4] yB[6] ) TB[0]
- 1/2 ------------------------------------------------
xB[0] yB[2] xB[4] yB[6]
2 2
(-xB[4] yB[6] xB[0] + yB[6] xB[0] xB[4] ) TB[2]
- 1/2 ------------------------------------------------
xB[0] yB[2] xB[4] yB[6]
2 2
(yB[6] xB[0] yB[2] - xB[0] yB[2] yB[6] ) TB[4]
- 1/2 -----------------------------------------------
xB[0] yB[2] xB[4] yB[6]
2 2
(-xB[0] yB[2] xB[4] + yB[2] xB[4] xB[0] ) TB[6]
- 1/2 ------------------------------------------------
xB[0] yB[2] xB[4] yB[6]
> for k from 2 to 5 do
> w[k]:=factor(simplify(op(k,fluxdc)));
> od;
(yB[2] - yB[6]) TB[0]
w[2] := 1/2 ---------------------
xB[0]
(xB[0] - xB[4]) TB[2]
w[3] := 1/2 ---------------------
yB[2]
(yB[2] - yB[6]) TB[4]
w[4] := - 1/2 ---------------------
xB[4]
(xB[0] - xB[4]) TB[6]
w[5] := - 1/2 ---------------------
yB[6]
Consistance
On note u1=T(0,0), u2=D[1](T)(0,0), u3=D[2](T)(0,0), u4=D[1,1](T)(0,0),
u5=D[1,2](T)(0,0), u6=D[2,2](T)(0,0).
> TA:=u1:
> for i from 0 to 2*p-1 do
> TB[i]:=u1+xB[i]*u2+yB[i]*u3+1/2*xB[i]^2*u4+xB[i]*yB[i]*u5+1/2*yB[i]^2*u6;
> od:
>
> c1:=subs({u1=1,u2=0,u3=0,u4=0,u5=0,u6=0},fluxd);
c1 := 0
> c2:=subs({u1=0,u2=1,u3=0,u4=0,u5=0,u6=0},fluxd):
> c2:=simplify(c2);
c2 := 0
> c3:=subs({u1=0,u2=0,u3=1,u4=0,u5=0,u6=0},fluxd):
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> c3:=simplify(c3);
c3 := 0
> c4:=subs({u1=0,u2=0,u3=0,u4=1,u5=0,u6=0},fluxd):
> c4:=simplify(c4);
c4 :=
1/4 xB[0] yB[2] - 1/4 yB[2] xB[4] + 1/4 xB[4] yB[6]
- 1/4 yB[6] xB[0]
On introduit c4-aire(Vi), diffrence entre c4 et ce qu’on veut trouver.
id pour c6.
> c4b:=simplify(c4-volu);
c4b := 0
> c5:=subs({u1=0,u2=0,u3=0,u4=0,u5=1,u6=0},fluxd):
> c5:=simplify(c5);
c5 := 0
> c6:=subs({u1=0,u2=0,u3=0,u4=0,u5=0,u6=1},fluxd):
> c6:=simplify(c6);
c6 :=
1/4 xB[0] yB[2] - 1/4 yB[2] xB[4] + 1/4 xB[4] yB[6]
- 1/4 yB[6] xB[0]
> c6b:=simplify(c6-volu);
c6b := 0
Maillages compose´s de paralle´logrammes identiques
Cas parallelogrammes 1
> restart;
> with(linalg):
Warning, new definition for norm
Warning, new definition for trace
Definition d’une procedure qui tourne un vecteur de -Pi/2
> rot:=proc(v) local w,v1;
> v1:=evalm(v);
> w:=vector(2,[v1[2],-v1[1]]);
> evalm(w);
> end:
Entree de tous les points qui servent a calculer le flux diffusif
a travers dCA.
> A:=vector(2,[0,0]):
> p:=4:
> for i from 0 to 2*p-1 do
> B[i]:=vector(2,[xB[i],yB[i]]);
> od:
Les quad sont des paralllogrammes
> for i from 1 to 2*p-1 by 2 do
> xB[i]:=xB[i-1 mod 2*p]+xB[i+1 mod 2*p];yB[i]:=yB[i-1 mod 2*p]
+yB[i+1 mod 2*p];
> od:
Conditions d’axes et alignement de A, B[2] et B[6]. k1 est positif.
> yB[0]:=0:yB[4]:=0:
> xB[6]:=-k1*xB[2]:yB[6]:=-k1*yB[2]:
Calcul de la contribution au flux de chaque quadrilatere :
> for i from 1 to 2*p-1 by 2 do
> G:=evalm((A+B[i-1 mod 2*p]+B[i mod 2*p]+B[i+1 mod 2*p])/4);
> xG:=G[1];yG:=G[2];
> TG:=(TA+TB[i-1 mod 2*p]+TB[i mod 2*p]+TB[i+1 mod 2*p])/4;
> den:=xB[i-1 mod 2*p]*yG-yB[i-1 mod 2*p]*xG;
> x1:=(yG*TB[i-1 mod 2*p]-yG*TA-TG*yB[i-1 mod 2*p]+TA*yB[i-1 mod 2*p])/den;
> y1:=(xB[i-1 mod 2*p]*TG-xB[i-1 mod 2*p]*TA-TB[i-1 mod 2*p]*xG+TA*xG)/den;
> nabT1:=vector(2,[x1,y1]);
> fl1:=dotprod(nabT1,rot(G-1/2*B[i-1 mod 2*p]));
> den:=xG*yB[i+1 mod 2*p]-yG*xB[i+1 mod 2*p];
> x2:=(yB[i+1 mod 2*p]*TG-yB[i+1 mod 2*p]*TA-TB[i+1 mod 2*p]*yG+TA*yG)/den;
> y2:=(xG*TB[i+1 mod 2*p]-xG*TA-TG*xB[i+1 mod 2*p]+TA*xB[i+1 mod 2*p])/den;
> nabT2:=vector(2,[x2,y2]);
> fl2:=dotprod(nabT2,rot(1/2*B[i+1 mod 2*p]-G));
> f[i]:=fl1+fl2;
> f[i]:=simplify(f[i]);
> od:
Calcul du flux diffusif
> fluxd:=0:
> for i from 1 to 2*p-1 by 2 do
> fluxd:=fluxd+f[i];
> od:
> fluxd:=simplify(fluxd):
Calcul de l’aire de la cellule de controle
> volu:=0:
> for i from 1 to 2*p-1 by 2 do
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> V1:=evalm((B[i+1 mod 2*p]+B[i mod 2*p]+B[i-1 mod 2*p]-3*A)/4);
> V2:=evalm((B[i+1 mod 2*p]-B[i-1 mod 2*p])/2);
> volu:=volu+det(concat(V1,V2))/2;
> od:
Stabilite
> uuu:=seq(TB[kk],kk=0..2*p-1):
> fluxdc:=collect(fluxd,[TA,uuu]);
2 2 2 2 2 2
fluxdc := 1/2 (xB[0] k1 xB[2] - xB[4] k1 xB[2] - xB[4] k1 yB[2]
2 2 2
+ xB[0] k1 xB[4] - xB[4] k1 xB[2] + xB[0] k1 yB[2]
2 2 2
- xB[4] k1 xB[0] - xB[4] xB[0] + xB[0] k1 xB[2]
2 2 2 2
- xB[4] k1 yB[2] + xB[0] k1 yB[2] + xB[0] xB[4] ) TA/(yB[2]
2 2 2
xB[0] xB[4] k1) + 1/2 (xB[4] k1 yB[2] + xB[4] k1 yB[2]
2 2 2
+ xB[4] k1 xB[2] + xB[4] k1 xB[2] ) TB[0]/(yB[2] xB[0] xB[4]
xB[2] TB[1]
k1) - 1/2 -----------
yB[2]
2 2
(-xB[0] k1 xB[4] + xB[4] k1 xB[0] ) TB[2]
+ 1/2 ------------------------------------------
yB[2] xB[0] xB[4] k1
xB[2] TB[3] 2 2
+ 1/2 ----------- + 1/2 (-xB[0] k1 xB[2] - xB[0] k1 yB[2]
yB[2]
2 2 2 2
- xB[0] k1 xB[2] - xB[0] k1 yB[2] ) TB[4]/(yB[2] xB[0] xB[4]
2 2
xB[2] TB[5] (xB[4] xB[0] - xB[0] xB[4] ) TB[6]
k1) - 1/2 ----------- + 1/2 -----------------------------------
yB[2] yB[2] xB[0] xB[4] k1
xB[2] TB[7]
+ 1/2 -----------
yB[2]
> for k from 2 to 9 do
> w[k]:=factor(simplify(op(k,fluxdc)));
> od;
2 2
(yB[2] + xB[2] ) (1 + k1) TB[0]
w[2] := 1/2 --------------------------------
yB[2] xB[0]
xB[2] TB[1]
w[3] := - 1/2 -----------
yB[2]
(-xB[4] + xB[0]) TB[2]
w[4] := 1/2 ----------------------
yB[2]
xB[2] TB[3]
w[5] := 1/2 -----------
yB[2]
2 2
(yB[2] + xB[2] ) (1 + k1) TB[4]
w[6] := - 1/2 --------------------------------
yB[2] xB[4]
xB[2] TB[5]
w[7] := - 1/2 -----------
yB[2]
(-xB[4] + xB[0]) TB[6]
w[8] := 1/2 ----------------------
yB[2] k1
xB[2] TB[7]
w[9] := 1/2 -----------
yB[2]
Consistance
Je note u1=T(0,0), u2=D[1](T)(0,0), u3=D[2](T)(0,0), u4=D[1,1](T)(0,0),
u5=D[1,2](T)(0,0), u6=D[2,2](T)(0,0).
> TA:=u1:
> for i from 0 to 2*p-1 do
> TB[i]:=u1+xB[i]*u2+yB[i]*u3+1/2*xB[i]^2*u4+xB[i]*yB[i]*u5+1/2*yB[i]^2*u6;
> od:
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>
> c1:=subs({u1=1,u2=0,u3=0,u4=0,u5=0,u6=0},fluxd);
c1 := 0
> c2:=subs({u1=0,u2=1,u3=0,u4=0,u5=0,u6=0},fluxd):
> c2:=simplify(c2);
c2 := 0
> c3:=subs({u1=0,u2=0,u3=1,u4=0,u5=0,u6=0},fluxd):
> c3:=simplify(c3);
c3 := 0
> c4:=subs({u1=0,u2=0,u3=0,u4=1,u5=0,u6=0},fluxd):
> c4:=simplify(c4);
c4 := 1/4 yB[2] (xB[0] k1 + xB[0] - xB[4] k1 - xB[4])
On introduit c4-aire(Vi), diffrence entre c4 et ce qu’on veut trouver.
id pour c6.
> c4b:=simplify(c4-volu);
c4b := 0
> c5:=subs({u1=0,u2=0,u3=0,u4=0,u5=1,u6=0},fluxd):
> c5:=simplify(c5);
c5 := 0
> c6:=subs({u1=0,u2=0,u3=0,u4=0,u5=0,u6=1},fluxd):
> c6:=simplify(c6);
c6 := 1/4 yB[2] (xB[0] k1 + xB[0] - xB[4] k1 - xB[4])
> c6b:=simplify(c6-volu);
c6b := 0
Maillages compose´s de paralle´logrammes quelconques
Cas parallelogrammes quelconques
> restart;
> with(linalg):
Warning, new definition for norm
Warning, new definition for trace
Definition d’une procedure qui tourne un vecteur de -Pi/2
> rot:=proc(v) local w,v1;
> v1:=evalm(v);
> w:=vector(2,[v1[2],-v1[1]]);
> evalm(w);
> end:
Entree de tous les points qui servent a calculer le flux diffusif
a travers dCA.
> A:=vector(2,[0,0]):
> p:=4:
> for i from 0 to 2*p-1 do
> B[i]:=vector(2,[xB[i],yB[i]]);
> od:
Les quad sont des parallelogrammes
> for i from 1 to 2*p-1 by 2 do
> xB[i]:=xB[i-1 mod 2*p]+xB[i+1 mod 2*p];yB[i]:=yB[i-1 mod 2*p]
+yB[i+1 mod 2*p];
> od:
Calcul de la contribution au flux de chaque quadrilatere :
> for i from 1 to 2*p-1 by 2 do
> G:=evalm((A+B[i-1 mod 2*p]+B[i mod 2*p]+B[i+1 mod 2*p])/4);
> xG:=G[1];yG:=G[2];
> TG:=(TA+TB[i-1 mod 2*p]+TB[i mod 2*p]+TB[i+1 mod 2*p])/4;
> den:=xB[i-1 mod 2*p]*yG-yB[i-1 mod 2*p]*xG;
> x1:=(yG*TB[i-1 mod 2*p]-yG*TA-TG*yB[i-1 mod 2*p]+TA*yB[i-1 mod 2*p])/den;
> y1:=(xB[i-1 mod 2*p]*TG-xB[i-1 mod 2*p]*TA-TB[i-1 mod 2*p]*xG+TA*xG)/den;
> nabT1:=vector(2,[x1,y1]);
> fl1:=dotprod(nabT1,rot(G-1/2*B[i-1 mod 2*p]));
> den:=xG*yB[i+1 mod 2*p]-yG*xB[i+1 mod 2*p];
> x2:=(yB[i+1 mod 2*p]*TG-yB[i+1 mod 2*p]*TA-TB[i+1 mod 2*p]*yG+TA*yG)/den;
> y2:=(xG*TB[i+1 mod 2*p]-xG*TA-TG*xB[i+1 mod 2*p]+TA*xB[i+1 mod 2*p])/den;
> nabT2:=vector(2,[x2,y2]);
> fl2:=dotprod(nabT2,rot(1/2*B[i+1 mod 2*p]-G));
> f[i]:=fl1+fl2;
> f[i]:=simplify(f[i]);
> od:
>
Calcul du flux diffusif
> fluxd:=0:
> for i from 1 to 2*p-1 by 2 do
> fluxd:=fluxd+f[i];
> od:
218
A.3. Etude des me´thodes ”duales”
> fluxd:=simplify(fluxd):
Calcul de l’aire de la cellule de controle
> volu:=0:
> for i from 1 to 2*p-1 by 2 do
> V1:=evalm((B[i+1 mod 2*p]+B[i mod 2*p]+B[i-1 mod 2*p]-3*A)/4);
> V2:=evalm((B[i+1 mod 2*p]-B[i-1 mod 2*p])/2);
> volu:=volu+det(concat(V1,V2))/2;
> od:
Stabilite
> uuu:=seq(TB[kk],kk=0..2*p-1):
> fluxdc:=collect(fluxd,[TA,uuu]):
>
> for k from 2 to 2*p+1 do
> w[k]:=factor(simplify(op(k,fluxdc)));
> od;
2 2
w[2] := 1/2 (yB[6] xB[0] yB[2] - yB[6] yB[0] xB[2]
2 2 2
- yB[6] xB[2] xB[0] - xB[0] yB[2] yB[6] + yB[2] xB[6] yB[0]
2 2 2
+ xB[2] xB[6] yB[0] + yB[2] xB[6] xB[0] - xB[6] yB[0] xB[2])
TB[0]/((xB[6] yB[0] - yB[6] xB[0]) (xB[0] yB[2] - yB[0] xB[2]))
TB[1] (yB[2] yB[0] + xB[2] xB[0])
w[3] := - 1/2 ---------------------------------
xB[0] yB[2] - yB[0] xB[2]
2 2
w[4] := - 1/2 (yB[0] xB[2] yB[4] - yB[0] yB[2] xB[4]
2 2 2
- yB[0] xB[2] yB[4] - yB[0] xB[4] xB[2] + xB[0] xB[2] yB[4]
2 2 2
+ xB[4] yB[2] xB[0] - xB[4] xB[0] yB[2] + yB[4] xB[0] yB[2])
TB[2]/((-xB[2] yB[4] + yB[2] xB[4]) (xB[0] yB[2] - yB[0] xB[2]))
TB[3] (xB[4] xB[2] + yB[2] yB[4])
w[5] := 1/2 ---------------------------------
-xB[2] yB[4] + yB[2] xB[4]
2 2
w[6] := 1/2 (-xB[6] xB[2] yB[4] + xB[6] yB[2] xB[4]
2 2 2
+ xB[6] yB[2] yB[4] + xB[6] xB[2] yB[4] - xB[4] yB[2] yB[6]
2 2 2
- yB[6] xB[2] yB[4] - xB[4] xB[2] yB[6] + yB[2] yB[6] xB[4])
TB[4]/((xB[4] yB[6] - yB[4] xB[6]) (-xB[2] yB[4] + yB[2] xB[4]))
TB[5] (xB[4] xB[6] + yB[4] yB[6])
w[7] := - 1/2 ---------------------------------
xB[4] yB[6] - yB[4] xB[6]
2 2
w[8] := 1/2 (xB[4] xB[6] yB[0] - xB[4] yB[6] xB[0]
2 2 2
+ xB[4] yB[0] yB[6] + xB[4] yB[6] xB[0] - xB[0] yB[4] yB[6]
2 2 2
+ yB[4] xB[6] yB[0] - yB[0] yB[4] xB[6] - xB[0] yB[4] xB[6])
TB[6]/((xB[6] yB[0] - yB[6] xB[0]) (xB[4] yB[6] - yB[4] xB[6]))
TB[7] (yB[0] yB[6] + xB[0] xB[6])
w[9] := - 1/2 ---------------------------------
xB[6] yB[0] - yB[6] xB[0]
> z1:=(xB[4]^2+yB[4]^2)*(xB[0]*yB[2]-yB[0]*xB[2])
+(xB[0]^2+yB[0]^2)*(xB[2]*yB[4]-yB[2]*xB[4]);
2 2
z1 := (yB[4] + xB[4] ) (xB[0] yB[2] - yB[0] xB[2])
2 2
+ (xB[0] + yB[0] ) (xB[2] yB[4] - yB[2] xB[4])
> simplify(w[4]-1/2*z1*TB[2]/((xB[2]*yB[4]-yB[2]*xB[4])*(xB[0]*yB[2]-yB[0]*xB[2])));
0
Donc
> w[4]:=1/2*z1*TB[2]/((xB[2]*yB[4]-yB[2]*xB[4])*(xB[0]*yB[2]-yB[0]*xB[2]));
>
2 2
w[4] := 1/2 ((yB[4] + xB[4] ) (xB[0] yB[2] - yB[0] xB[2])
2 2
+ (xB[0] + yB[0] ) (xB[2] yB[4] - yB[2] xB[4])) TB[2]/(
(xB[2] yB[4] - yB[2] xB[4]) (xB[0] yB[2] - yB[0] xB[2]))
Consistance
Je note u1=T(0,0), u2=D[1](T)(0,0), u3=D[2](T)(0,0), u4=D[1,1](T)(0,0),
u5=D[1,2](T)(0,0), u6=D[2,2](T)(0,0).
> TA:=u1:
> for i from 0 to 2*p-1 do
> TB[i]:=u1+xB[i]*u2+yB[i]*u3+1/2*xB[i]^2*u4+xB[i]*yB[i]*u5+1/2*yB[i]^2*u6;
> od:
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>
> c1:=subs({u1=1,u2=0,u3=0,u4=0,u5=0,u6=0},fluxd);
c1 := 0
> c2:=subs({u1=0,u2=1,u3=0,u4=0,u5=0,u6=0},fluxd):
> c2:=simplify(c2);
c2 := 0
> c3:=subs({u1=0,u2=0,u3=1,u4=0,u5=0,u6=0},fluxd):
> c3:=simplify(c3);
c3 := 0
> c4:=subs({u1=0,u2=0,u3=0,u4=1,u5=0,u6=0},fluxd):
> c4:=simplify(c4):
On introduit c4-aire(Vi), difference entre c4 et ce qu’on veut trouver.
id pour c6.
> c4b:=simplify(c4-volu):
> c5:=subs({u1=0,u2=0,u3=0,u4=0,u5=1,u6=0},fluxd):
> c5:=simplify(c5):
> c6:=subs({u1=0,u2=0,u3=0,u4=0,u5=0,u6=1},fluxd):
> c6:=simplify(c6):
> c6b:=simplify(c6-volu):
Maillages compose´s de triangles quelconques
Triangles quelconques
> restart:
> with(linalg):
Warning, new definition for norm
Warning, new definition for trace
Definition d’une procedure qui tourne un vecteur de -Pi/2
> rot:=proc(v) local w,v1;
> v1:=evalm(v);
> w:=vector(2,[v1[2],-v1[1]]);
> evalm(w);
> end:
Entree de tous les points qui servent a calculer le flux diffusif
a travers dCA.
> A:=vector(2,[0,0]):
> p:=5:
> for i from 0 to p-1 do
> B[i]:=vector(2,[xB[i],yB[i]]);
> od:
Calcul du gradient sur un triangle AUV :
> inc:=vector(2,[x,y]):
> U:=vector(2,[xU,yU]):
> V:=vector(2,[xV,yV]):
> eq1:=dotprod(inc,U)=TU-TA:
> eq2:=dotprod(inc,V)=TV-TA:
> sol:=solve({eq1,eq2},{x,y}):
Calcul de la contribution au flux de chaque triangle :
> for i from 0 to p-1 do
> den:=xB[i mod p]*yB[i+1 mod p]-yB[i mod p]*xB[i+1 mod p];
> x1:=(yB[i+1 mod p]*TB[i mod p]-yB[i+1 mod p]*TA-TB[i+1 mod p]*yB[i mod p]
+TA*yB[i mod p])/den;
> y1:=(xB[i mod p]*TB[i+1 mod p]-xB[i mod p]*TA-TB[i mod p]*xB[i+1 mod p]
+TA*xB[i+1 mod p])/den;
> nabT1:=vector(2,[x1,y1]);
> f[i]:=dotprod(nabT1,rot((B[i+1 mod p]-B[i mod p])/2));
> f[i]:=simplify(f[i]);
> od:
Calcul du flux diffusif
> fluxd:=0:
> for i from 0 to p-1 do
> fluxd:=fluxd+f[i];
> od:
> fluxd:=simplify(fluxd):
Calcul de l’aire de la cellule de controle
> volu:=0:
> for i from 0 to p-1 do
> V1:=evalm((B[i+1 mod p]+B[i mod p]-2*A)/3);
> V2:=evalm((B[i+1 mod p]-B[i mod p])/2);
> volu:=volu+det(concat(V1,V2))/2;
> od:
Stabilite
> uuu:=seq(TB[kk],kk=0..p-1):
> fluxdc:=collect(fluxd,[TA,uuu]):
> for k from 2 to p+1 do
> w[k]:=factor(simplify(op(k,fluxdc)));
> od:
> z1:=(xB[0]^2+yB[0]^2)*(xB[1]*yB[2]-yB[1]*xB[2])+
(xB[2]^2+yB[2]^2)*(xB[0]*yB[1]-yB[0]*xB[1])
-(xB[1]^2+yB[1]^2)*(xB[0]*yB[2]-yB[0]*xB[2]):
> simplify(w[3]-1/2*TB[1]*z1/((xB[1]*yB[2]-yB[1]*xB[2])*(xB[0]*yB[1]
-yB[0]*xB[1])));
220
A.3. Etude des me´thodes ”duales”
0
Donc
> w[3]:=1/2*TB[1]*z1/((xB[1]*yB[2]-yB[1]*xB[2])*(xB[0]*yB[1]-yB[0]*xB[1]));
2 2
w[3] := 1/2 TB[1] ((xB[0] + yB[0] ) (xB[1] yB[2] - yB[1] xB[2])
2 2
+ (xB[2] + yB[2] ) (xB[0] yB[1] - yB[0] xB[1])
2 2
- (xB[1] + yB[1] ) (xB[0] yB[2] - yB[0] xB[2]))/(
(xB[1] yB[2] - yB[1] xB[2]) (xB[0] yB[1] - yB[0] xB[1]))
Consistance
On note u1=T(0,0), u2=D[1](T)(0,0), u3=D[2](T)(0,0), u4=D[1,1](T)(0,0),
u5=D[1,2](T)(0,0), u6=D[2,2](T)(0,0).
> TA:=u1:
> for i from 0 to p-1 do
> TB[i]:=u1+xB[i]*u2+yB[i]*u3+1/2*xB[i]^2*u4+xB[i]*yB[i]*u5+1/2*yB[i]^2*u6;
> od:
> c1:=subs({u1=1,u2=0,u3=0,u4=0,u5=0,u6=0},fluxd);
c1 := 0
> c2:=subs({u1=0,u2=1,u3=0,u4=0,u5=0,u6=0},fluxd):
> c2:=simplify(c2);
c2 := 0
> factor(c2):
> c3:=subs({u1=0,u2=0,u3=1,u4=0,u5=0,u6=0},fluxd):
> c3:=simplify(c3);
c3 := 0
> factor(c3):
> c4:=subs({u1=0,u2=0,u3=0,u4=1,u5=0,u6=0},fluxd):
> c4:=simplify(c4):
On introduit c4-aire(Vi), difference entre c4 et ce qu’on veut trouver.
id pour c6.
> c4b:=simplify(c4-volu):
> factor(c4b):
> c5:=subs({u1=0,u2=0,u3=0,u4=0,u5=1,u6=0},fluxd):
> c5:=simplify(c5):
> factor(c5):
> c6:=subs({u1=0,u2=0,u3=0,u4=0,u5=0,u6=1},fluxd):
> c6:=simplify(c6):
> c6b:=simplify(c6-volu):
> factor(c6b):
Maillages compose´s de triangles e´quilate´raux
Cas triangles equilateraux
> restart:
> with(linalg):
Warning, new definition for norm
Warning, new definition for trace
Definition d’une procedure qui tourne un vecteur de -Pi/2
> rot:=proc(v) local w,v1;
> v1:=evalm(v);
> w:=vector(2,[v1[2],-v1[1]]);
> evalm(w);
> end:
Entree de tous les points qui servent a calculer le flux diffusif
a travers dCA.
> A:=vector(2,[0,0]):
> p:=6:
> for i from 0 to p-1 do
> B[i]:=vector(2,[xB[i],yB[i]]);
> od:
On ecrit que les triangles sont equilateraux
> for i from 1 to p-1 do
> xB[i]:=simplify(1/2*xB[i-1]-sqrt(3)/2*yB[i-1]);
> yB[i]:=simplify(sqrt(3)/2*xB[i-1]+1/2*yB[i-1]);
> od:
Calcul du gradient sur un triangle AUV :
> inc:=vector(2,[x,y]):
> U:=vector(2,[xU,yU]):
> V:=vector(2,[xV,yV]):
> eq1:=dotprod(inc,U)=TU-TA:
> eq2:=dotprod(inc,V)=TV-TA:
> sol:=solve({eq1,eq2},{x,y});
xU TV - xU TA - TU xV + TA xV
sol := {y = - -----------------------------,
-xU yV + yU xV
yV TU - yV TA - TV yU + TA yU
x = - -----------------------------}
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-xU yV + yU xV
Calcul de la contribution au flux de chaque triangle :
> for i from 0 to p-1 do
> den:=xB[i mod p]*yB[i+1 mod p]-yB[i mod p]*xB[i+1 mod p];
> x1:=(yB[i+1 mod p]*TB[i mod p]-yB[i+1 mod p]*TA-TB[i+1 mod p]*yB[i mod p]
+TA*yB[i mod p])/den;
> y1:=(xB[i mod p]*TB[i+1 mod p]-xB[i mod p]*TA-TB[i mod p]*xB[i+1 mod p]
+TA*xB[i+1 mod p])/den;
> nabT1:=vector(2,[x1,y1]);
> f[i]:=dotprod(nabT1,rot((B[i+1 mod p]-B[i mod p])/2));
> f[i]:=simplify(f[i]);
> od:
Calcul du flux diffusif
> fluxd:=0:
> for i from 0 to p-1 do
> fluxd:=fluxd+f[i];
> od:
> fluxd:=simplify(fluxd):
Calcul de l’aire de la cellule de controle
> volu:=0:
> for i from 0 to p-1 do
> V1:=evalm((B[i+1 mod p]+B[i mod p]-2*A)/3);
> V2:=evalm((B[i+1 mod p]-B[i mod p])/2);
> volu:=volu+det(concat(V1,V2))/2;
> od:
Stabilite
> uuu:=seq(TB[kk],kk=0..p-1):
> fluxdc:=collect(fluxd,[TA,uuu]):
> for k from 1 to p+1 do
> w[k]:=factor(simplify(op(k,fluxdc)));
> od;
1/2
w[1] := -2 TA 3
1/2
w[2] := 1/3 TB[0] 3
1/2
w[3] := 1/3 3 TB[1]
1/2
w[4] := 1/3 3 TB[2]
1/2
w[5] := 1/3 3 TB[3]
1/2
w[6] := 1/3 3 TB[4]
1/2
w[7] := 1/3 3 TB[5]
Consistance
Je note u1=T(0,0), u2=D[1](T)(0,0), u3=D[2](T)(0,0), u4=D[1,1](T)(0,0),
u5=D[1,2](T)(0,0), u6=D[2,2](T)(0,0).
> TA:=u1:
> for i from 0 to p-1 do
> TB[i]:=u1+xB[i]*u2+yB[i]*u3+1/2*xB[i]^2*u4+xB[i]*yB[i]*u5+1/2*yB[i]^2*u6;
> od:
> c1:=subs({u1=1,u2=0,u3=0,u4=0,u5=0,u6=0},fluxd);
c1 := 0
> c2:=subs({u1=0,u2=1,u3=0,u4=0,u5=0,u6=0},fluxd):
> c2:=simplify(c2);
c2 := 0
> factor(c2):
> c3:=subs({u1=0,u2=0,u3=1,u4=0,u5=0,u6=0},fluxd):
> c3:=simplify(c3);
c3 := 0
> factor(c3):
> c4:=subs({u1=0,u2=0,u3=0,u4=1,u5=0,u6=0},fluxd):
> c4:=simplify(c4);
1/2 2 1/2 2
c4 := 1/2 3 xB[0] + 1/2 3 yB[0]
On introduit c4-aire(Vi), difference entre c4 et ce qu’on veut trouver.
id pour c6.
> c4b:=simplify(c4-volu);
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c4b := 0
> factor(c4b):
> c5:=subs({u1=0,u2=0,u3=0,u4=0,u5=1,u6=0},fluxd):
> c5:=simplify(c5);
c5 := 0
> factor(c5):
> c6:=subs({u1=0,u2=0,u3=0,u4=0,u5=0,u6=1},fluxd):
> c6:=simplify(c6);
1/2 2 1/2 2
c6 := 1/2 3 xB[0] + 1/2 3 yB[0]
> c6b:=simplify(c6-volu);
c6b := 0
> factor(c6b):
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B.1 Gradients bidimensionnels
B.1.1 Calcul des gradients en M et M ′
Les gradients des fonctions de forme e´value´s au point (ξ = −1, η = 0) correspondant a` M sont :
∇N1(−1, 0) = 14
( −1
−2
)
, ∇N2(−1, 0) = 14
(
1
0
)
,
∇N3(−1, 0) = 14
(
1
0
)
, ∇N4(−1, 0) = 14
( −1
2
)
.
(B.1)
La matrice jacobienne s’e´crit :
JM =
1
4
(
(−xA + xB + xC − xD) (−2xA + 2xD)
(−yA + yB + yC − yD) (−yA + 2yD)
)
, (B.2)
et donc son inverse transpose´e :
(JTM )
−1 =
1
4 |M |
(
(2y4 − 2yA) (yA − yB − yC + yD)
(2xA − 2x4) (−xA + xB + xC − xD)
)
, (B.3)
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avec pour de´terminant :
| JM |= 14
∣∣∣∣∣∣∣∣
xB + xC
2
− xA xD − xA
yB + yC
2
− yA yD − yA
∣∣∣∣∣∣∣∣ =
1
4
‖ ~AV ∧ ~AD‖. (B.4)
Le gradient en M a donc pour expression :(
~∇T
)
M
=
1
16 | JM |
[(
2yB + 2yC − 4yD
4xD − 2xB − 2xC
)
TA +
(
2yD − 2yA
2xA − 2xD
)
TB
+
(
2yD − 2yA
2xA − 2xD
)
TC +
(
4yA − 2yB − 2yC
2xB + 2xC − 4xA
)
TD
]
,
=
1
2‖ ~AV ∧ ~AD‖
(
2TA~nADV + TB~n
int
AD + TC~n
int
AD + 2TD~n
D
AV
)
. (B.5)
~n intAD est le vecteur normal au segment [A,D] oriente´ vers l’inte´rieur de l’e´le´ment.
Les gradients des fonctions de forme e´value´s au point (ξ = 0, η = −1) correspondant a` M ′ sont :
∇N1(0,−1) = 14
( −2
−1
)
, ∇N2(0,−1) = 14
(
2
−1
)
,
∇N3(0,−1) = 14
(
0
1
)
, ∇N4(0,−1) = 14
(
0
1
)
.
(B.6)
La matrice jacobienne s’e´crit :
JM ′ =
1
4
(
(−2xA + 2xB) (−xA − xB + xC + xD)
(−2yA + 2yB) (−yA − yB + yC + yD)
)
, (B.7)
et donc son inverse transpose´e :
(JTM ′)
−1 =
1
4 |M ′ |
(
(−yA − yB + yC + yD) (2yA − 2yB)
(xA + xB − xC − xD) (−2xA + 2xB)
)
, (B.8)
avec pour de´terminant :
| JM ′ |= 14
∣∣∣∣∣∣∣∣
xB − xA xC + xD2 − xA
yB − yA yC + yD2 − yA
∣∣∣∣∣∣∣∣ =
1
4
‖ ~AB ∧ ~AU‖. (B.9)
Le gradient en M ′ a donc pour expression :(
~∇T
)
M ′
=
1
16 | JM ′ |
[(
4yB − 2yC − 2yD
2xC + 2xD − 4xB
)
TA +
(
2yC + 2yD − 4yA
4xA − 2xC − 2xD
)
TB
+
(
2yA − 2yB
2xB − 2xA
)
TC +
(
2yA − 2yB
2xB − 2xA
)
TD
]
,
=
1
2‖ ~AB ∧ ~AU‖
(
2TA~nABU + 2TB~n
B
AU + TC~n
int
AB + TD~n
int
AB
)
. (B.10)
~n intAD est le vecteur normal au segment [A,D] oriente´ vers l’inte´rieur de l’e´le´ment.
226
B.2. Gradients par type d’e´le´ments tridimensionnels
B.1.2 Calcul du gradient en G1 pour la me´thode ”EF cg”
On e´crit les gradients des fonctions de forme Eq. (4.17) au centre de gravite´ G1 de coordonne´es
(−13 ,−13) :
∇N1(−13 ,−13) = 16
( −2
−2
)
, ∇N2(−13 ,−13) = 16
(
2
−1
)
,
∇N3(−13 ,−13) = 16
(
1
1
)
, ∇N4(−13 ,−13) = 16
( −1
2
)
.
(B.11)
La transpose´e de la matrice jacobienne de la transformation de coordonne´es s’e´crit :
JTG1 =
1
6
(
(−2xA + 2xB + xC − xD) (−2yA + 2yB + yC − yD)
(−2xA − xB + xC + 2xD) (−2yA − yB + yC + 2yD)
)
, (B.12)
et son inverse :
J−TG1 =
1
6 | JG1 |
(
(−2yA − yB + yC + 2yD) (2yA − 2yB − yC + yD)
(2xA + xB − xC − 2xD) (−2xA + 2xB + xC − xD)
)
. (B.13)
On obtient l’expression suivante du gradient qui servira pour le calcul du flux diffusif au nœud
A : (
~∇T
)
G1
=
1
12 | JG1 |
[(
2yB − 2yD
−2xB + 2xD
)
TA +
( −2yA + yC + yD
2xA − xC − xD
)
TB
+
( −yB + yD
xB − xD
)
TC +
(
2yA − yB − yC
−2xA + xB + xC
)
TD
]
.
(B.14)
B.2 Gradients par type d’e´le´ments tridimensionnels
B.2.1 Ele´ments te´trae`driques
Les e´le´ments te´trae´driques et hexae´driques ne pre´sentent pas de difficulte´s particulie`res car les
fonctions de forme qui leur sont associe´es sont bien de´finies par la the´orie des Ele´ments Finis. On
repre´sente sur Fig. B.1 l’aspect d’un te´trae`dre isoparame´trique. Les coordonne´es des sommets
de l’e´le´ment sont mentionne´es en Tab. B.1. Pour chacun des sommets, on de´finit une fonction
Nume´ro du nœud ξ η ζ
1 0 0 0
2 1 0 0
3 0 1 0
4 0 0 1
Tab. B.1: Coordonne´es des sommets du te´trae`dre isoparame´trique
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A B
C
D
ξ
η
ζ
1 2
3
4
Fig. B.1: Te´trae`dre en repre´sentation isoparame´trique
de forme line´aire :
N1(ξ, η, ζ) = 1− ξ − η − ζ, (B.15)
N2(ξ, η, ζ) = ξ, (B.16)
N3(ξ, η, ζ) = η, (B.17)
N4(ξ, η, ζ) = ζ. (B.18)
L’expression des gradients des fonctions de forme, constants car les fonctions sont line´aires, est
la suivante :
∇N1 =
 −1−1
−1
 , ∇N2 =
 10
0
 , ∇N3 =
 01
0
 , ∇N4 =
 00
1
 . (B.19)
On e´crit la matrice jacobienne transpose´e du changement de coordonne´es :
JT =
 −xA + xB −yA + yB −zA + zB−xA + xC −yA + yC −yA + yC
−xA + xD −yA + yD −zA + zD
 . (B.20)
L’expression du gradient constant sur le te´trae`dre est :
∇T τ = [J−T ] (∇N1TA +∇N2TB +∇N3TC +∇N4TD)
= [J−T ]
 TB − TATC − TA
TD − TA
 . (B.21)
Le flux a` travers la surface ∂CA ∩ τ s’e´crit donc :∫
∂CA∩τ
α ~∇T · ~n dl = α ~∇T τ ·
∫
∂CA∩τ
~n dl
= α ~∇T τ · ~n∂CA∩τ . (B.22)
Le vecteur ~n∂CA∩τ se de´finit par :
~n∂CA∩τ =
∑
j∈S(A)∩τ
~η τAj , (B.23)
en reprenant les notations du chapitre 2.2.
Le calcul des gradients servant a` la de´termination des flux au travers des surfaces ∂CB ∩ τ ,
∂CC ∩ τ et ∂CD ∩ τ se base sur une simple permutation circulaire des indices.
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B.2.2 Ele´ments hexae´driques
On repre´sente sur la Fig. B.2 un e´le´ment hexae´drique en configuration isoparame´trique. Les
5 6
78
1
4
2
3
ξ
η
ζ
A
B
C
HI
E
F
D
Fig. B.2: Hexae`dre en repre´sentation isoparame´trique
coordonne´es des sommets de l’e´le´ment sont mentionne´es en Tab. B.2. Pour chacun des sommets,
Nume´ro du nœud ξ η ζ
1 -1 -1 -1
2 1 -1 -1
3 1 1 -1
4 -1 1 -1
5 -1 -1 1
6 1 -1 1
7 1 1 1
8 -1 1 1
Tab. B.2: Coordonne´es des sommets de l’hexae`dre isoparame´trique
on de´finit sa fonction de forme triline´aire :
N1(ξ, η, ζ) =
1
8
(1− ξ)(1− η)(1− ζ), (B.24)
N2(ξ, η, ζ) =
1
8
(1 + ξ)(1− η)(1− ζ), (B.25)
N3(ξ, η, ζ) =
1
8
(1 + ξ)(1 + η)(1− ζ), (B.26)
N4(ξ, η, ζ) =
1
8
(1− ξ)(1 + η)(1− ζ), (B.27)
N5(ξ, η, ζ) =
1
8
(1− ξ)(1− η)(1 + ζ), (B.28)
N6(ξ, η, ζ) =
1
8
(1 + ξ)(1− η)(1 + ζ), (B.29)
N7(ξ, η, ζ) =
1
8
(1 + ξ)(1 + η)(1 + ζ), (B.30)
N8(ξ, η, ζ) =
1
8
(1− ξ)(1 + η)(1 + ζ). (B.31)
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L’expression du gradient des fonctions de forme est la suivante :
∇N1 = 18
 −(1− η)(1− ζ)−(1− ξ)(1− ζ)
−(1− ξ)(1− η)
 , ∇N2 = 18
 (1− η)(1− ζ)−(1 + ξ)(1− ζ)
−(1 + ξ)(1− η)
 ,
∇N3 = 18
 (1 + η)(1− ζ)(1 + ξ)(1− ζ)
−(1 + ξ)(1 + η)
 , ∇N4 = 18
 −(1 + η)(1− ζ)(1− ξ)(1− ζ)
−(1− ξ)(1 + η)
 ,
∇N5 = 18
 −(1− η)(1 + ζ)−(1− ξ)(1 + ζ)
(1− ξ)(1− η)
 , ∇N6 = 18
 (1− η)(1 + ζ)−(1 + ξ)(1 + ζ)
(1 + ξ)(1− η)
 ,
∇N7 = 18
 (1 + η)(1 + ζ)(1 + ξ)(1 + ζ)
(1 + ξ)(1 + η)
 , ∇N8 = 18
 −(1 + η)(1 + ζ)(1− ξ)(1 + ζ)
(1− ξ)(1 + η)
 .
(B.32)
On s’inte´resse au calcul du flux a` travers la surface ∂CA ∩ τ . Pour cela, on calcule les gradients
des fonctions de forme au nœud 1 = (−1,−1,−1) :
∇N1 = 12
 −1−1
−1
 , ∇N2 = 12
 10
0
 , ∇N3 = 12
 00
0
 ,
∇N4 = 12
 01
0
 , ∇N5 = 12
 00
1
 , ∇N6 = 12
 00
0
 ,
∇N7 = 18
 00
0
 , ∇N8 = 18
 00
0
 .
(B.33)
On e´crit la matrice jacobienne transpose´e du changement de coordonne´es e´value´e en A :
JTA =
1
2
 −xA + xB −yA + yB −zA + zB−xA + xD −yA + yD −zA + zD
−xA + xE −yA + yE −zA + zE
 . (B.34)
Le gradient utilise´ dans l’e´valuation des flux diffusifs au sommet A est :
∇TA = [J−TA ] (∇N1TA +∇N2TB +∇N4TD +∇N5TE) . (B.35)
Seuls les trois sommets connecte´s au sommet A interviennent. Et si l’on compare au calcul de´crit
pour un te´trae`dre, on se rend compte que les poids attribue´s a` chaque sommet correspondent. Le
calcul du gradient au nœud A de l’hexae`dre est e´quivalent au calcul sur le te´trae`dre {A,B,D,E}
par la me´thode de´crite ci-dessus pour le te´trae`dre. Il en est de meˆme pour les autres sommets
de l’hexae`dre.
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B.2.3 Ele´ments prismatiques
On obtient les fonctions de forme relatives aux prismes par de´ge´ne´rescence des fonctions de forme
de l’hexae`dre. Pour l’hexae`dre, l’application permettant de transformer un e´le´ment hexae´drique
quelconque en e´le´ment isoparame´trique se de´finit par :
x =
8∑
a=1
Nax
e
a (B.36)
Les fonctions de forme Na sont celles de´finies Eq. (B.24)-(B.31) et les coordonne´es xa corres-
pondent a` celles des sommets.
Dans le cas du prisme, on pose x5 = x6 et x7 = x8. Les nouvelles fonctions de forme N ′ associe´es
a` cet e´le´ment sont telles que :
x =
6∑
a=1
N ′ax
e
a (B.37)
= N1xe1 +N2x
e
2 +N3x
e
3 +N4x
e
4 + (N5 +N6)x
e
5 + (N7 +N8)x
e
6 (B.38)
Ces nouvelles fonctions de forme ve´rifient bien les conditions de continuite´, convergence et
comple´tude attendues, on en trouvera les preuves dans [102].
On repre´sente Fig. B.3 l’aspect d’un prisme isoparame´trique. Les coordonne´es des sommets de
1
4
2
3
5
ξ
η
ζ
6
A
B
CD
E
F
Fig. B.3: Prisme en repre´sentation isoparame´trique
l’e´le´ment sont mentionne´es en Tab. B.3. Pour chacun des sommets, on de´finit la fonction de
Nume´ro du nœud ξ η ζ
1 -1 -1 -1
2 1 -1 -1
3 1 1 -1
4 -1 1 -1
5 0 -1 1
6 0 1 1
Tab. B.3: Coordonne´es des sommets du prisme isoparame´trique
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forme triline´aire qui lui est associe´e :
N1(ξ, η, ζ) =
1
8
(1− ξ)(1− η)(1− ζ), (B.39)
N2(ξ, η, ζ) =
1
8
(1 + ξ)(1− η)(1− ζ), (B.40)
N3(ξ, η, ζ) =
1
8
(1 + ξ)(1 + η)(1− ζ), (B.41)
N4(ξ, η, ζ) =
1
8
(1− ξ)(1 + η)(1− ζ), (B.42)
N5(ξ, η, ζ) =
1
4
(1− η)(1 + ζ), (B.43)
N6(ξ, η, ζ) =
1
4
(1 + η)(1 + ζ). (B.44)
L’expression de leur gradient est la suivante :
∇N1 = 18
 −(1− η)(1− ζ)−(1− ξ)(1− ζ)
−(1− ξ)(1− η)
 , ∇N2 = 18
 (1− η)(1− ζ)−(1 + ξ)(1− ζ)
−(1 + ξ)(1− η)
 ,
∇N3 = 18
 (1 + η)(1− ζ)(1 + ξ)(1− ζ)
−(1 + ξ)(1 + η)
 , ∇N4 = 18
 −(1 + η)(1− ζ)(1− ξ)(1− ζ)
−(1− ξ)(1 + η)
 ,
∇N5 = 14
 0−(1 + ζ)
(1− η)
 , ∇N6 = 14
 0(1 + ζ)
(1 + η)
 .
(B.45)
On e´value les gradients des fonctions de forme au nœud 1 = (−1,−1,−1) :
∇N1 = 12
 −1−1
−1
 , ∇N2 = 12
 10
0
 , ∇N3 = 12
 00
0
 ,
∇N4 = 12
 01
0
 , ∇N5 = 12
 00
1
 , ∇N6 = 12
 00
0
 .
(B.46)
On e´crit la matrice jacobienne transpose´e du changement de coordonne´es e´value´e en A :
JTA =
1
2
 −xA + xB −yA + yB −zA + zB−xA + xD −yA + yD −zA + zD
−xA + xE −yA + yE −zA + zE
 . (B.47)
Le gradient utilise´ dans l’e´valuation des flux diffusifs au sommet A est :
∇TA = [J−TA ] (∇N1TA +∇N2TB +∇N4TD +∇N5TE) . (B.48)
La` encore, on remarque que le gradient correspond au gradient que l’on calculerait sur le te´trae`dre
{A,B,D,E}. On remarque que les matrices jacobiennes de la transformation de coordonne´es
ne sont pas inversibles aux sommets 5 et 6. Cela ne pre´sente pas de difficulte´s car le prisme
pre´sente les proprie´te´s de syme´trie ne´cessaires a` l’application d’une permutation circulaire des
indices des sommets, ce qui re`gle le proble`me.
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B.2.4 Ele´ments pyramidaux
Afin de de´terminer les expressions des fonctions de forme pour la pyramide, il suffit de poser
que x5 = x6 dans le prisme. Ainsi :
x =
5∑
a=1
N ′ax
e
a (B.49)
= N1xe1 +N2x
e
2 +N3x
e
3 +N4x
e
4 + (N5 +N6)x
e
5 (B.50)
ou` les fonctions Na sont cette fois-ci les fonctions de forme de´finies pour le prisme.
On repre´sente sur la Fig. B.4 l’aspect d’une pyramide isoparame´trique. Les coordonne´es des
1
4
2
3
5
ξ
η
ζ
E
C
B
A
D
Fig. B.4: Pyramide en repre´sentation isoparame´trique
sommets de l’e´le´ment sont mentionne´es en Tab. B.4.
Nume´ro du nœud ξ η ζ
1 -1 -1 -1
2 1 -1 -1
3 1 1 -1
4 -1 1 -1
5 0 0 1
Tab. B.4: Coordonne´es des sommets de la pyramide isoparame´trique
Pour chacun des sommets, on de´finit la fonction de forme triline´aire qui lui est associe´e :
N1(ξ, η, ζ) =
1
8
(1− ξ)(1− η)(1− ζ), (B.51)
N2(ξ, η, ζ) =
1
8
(1 + ξ)(1− η)(1− ζ), (B.52)
N3(ξ, η, ζ) =
1
8
(1 + ξ)(1 + η)(1− ζ), (B.53)
N4(ξ, η, ζ) =
1
8
(1− ξ)(1 + η)(1− ζ), (B.54)
N5(ξ, η, ζ) =
1
2
(1 + ζ). (B.55)
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L’expression de leur gradient est la suivante :
∇N1 = 18
 −(1− η)(1− ζ)−(1− ξ)(1− ζ)
−(1− ξ)(1− η)
 , ∇N2 = 18
 (1− η)(1− ζ)−(1 + ξ)(1− ζ)
−(1 + ξ)(1− η)
 ,
∇N3 = 18
 (1 + η)(1− ζ)(1 + ξ)(1− ζ)
−(1 + ξ)(1 + η)
 , ∇N4 = 18
 −(1 + η)(1− ζ)(1− ξ)(1− ζ)
−(1− ξ)(1 + η)
 ,
∇N5 = 12
 00
1
 .
(B.56)
On e´value les gradients des fonctions de forme au nœud 1 = (−1,−1,−1) :
∇N1 = 12
 −1−1
−1
 , ∇N2 = 12
 10
0
 , ∇N3 = 12
 00
0
 ,
∇N4 = 12
 01
0
 , ∇N5 = 12
 00
1
 .
(B.57)
On e´crit la matrice jacobienne transpose´e du changement de coordonne´es e´value´e en A :
JTA =
1
2
 −xA + xB −yA + yB −zA + zB−xA + xD −yA + yD −zA + zD
−xA + xE −yA + yE −zA + zE
 . (B.58)
Le gradient utilise´ dans l’e´valuation des flux diffusifs au sommet A est :
∇TA = [J−TA ] (∇N1TA +∇N2TB +∇N4TD +∇N5TE) . (B.59)
Encore une fois, l’expression du gradient correspond a` celle que l’on calculerait sur le te´trae`dre
{A,B,D,E}. Pour les sommets formant la base de la pyramide, on va pouvoir utiliser comme
pre´ce´demment la formule du gradient dans le te´trae`dre. Seulement, la pyramide ne pre´sente pas
les meˆmes proprie´te´s de syme´trie que le prisme qui permettent l’application d’une permutation
circulaire pour tous les sommets. En effet, au sommet de la pyramide, nume´ro 5 sur la Fig. B.4,
la matrice jacobienne de la transformation de coordonne´es n’est pas inversible et le point est
relie´ directement par une areˆte a` quatre sommets. Pour calculer le gradient en ce point, on va
de´couper la pyramide en deux te´trae`dres. Le gradient au sommet 5 est finalement pris e´gal a` la
demi-somme des deux valeurs prises sur chacun des deux te´trae`dres de calcul.
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