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A p p r o x i ma t e  a n a l y t i c a l  a n d  n u me r i c a l  s o l u t i o n s  o f  a  p a r t i a l   
    d i f f e r e n t i a l  e q u a t i o n  a r e  o b t a i n e d  w h i c h  d e s c r i b e  t h e   
d i f fus ion  of  oxygen  in  an  absorb ing  medium.  Essent ia l   
m a t h e m a t i c a l  d i f f i c u l t i e s  a r e  a s s o c i a t e d  w i t h  t h e  p r e s e n c e   
o f  a  moving  boundary  which  marks  the  fur thes t  pene t ra t ion   
o f  oxygen  in to  the  medium and  a l so  wi th  the  need  to  a l low  
f o r  a n  i n i t i a l  d i s t r i b u t i o n  o f  o x y g e n  t h r o u g h  t h e  m e d i u m .  
 
 
 
 
 
 
 
 
 
 
  
1 .  Introduct ion 
The classical moving-boundary problem in heat flow which has                 
been most thoroughly studied is one in which a change of state           
occurs on the moving interface. The velocity of the boundary                   
is determined by the physical requirement that the latent heat        
required for the change of phase must be supplied or removed                   
by conduction. Such problems are often referred to as "Stefan    
problems" after J.  Stefan who published a paper on the subject      
towards the end of the nineteenth century. There is an extensive 
li terature dating from that t ime. An excellent survey is given                
by Muehlbauer and Sunderland (1965).                                                        
 The present paper concerns a problem arising from the                          
diffusion of oxygen in a medium which simultaneously consumes                       
the oxygen. A moving boundary is an essential feature of this               
problem also, but the conditions which determine its movement                   
are different.  Not only is the concentration of oxygen always                     
zero at the boundary but,  in addition, no oxygen diffuses across                        
the boundary at any time. There is thus no relationship which            
contains the velocity of the moving boundary explicitly. A            
combination of analytical and numerical methods are applied                    
to this problem and the results are finally expressed in the            
form of an approximate polynomial expression.                                          
 The work is of immediate interest in medical research           
concerning the uptake of oxygen by tissue and the problem was          
suggested to us by Dr. N. T. S. Evans at the Medical Research  
Experimental Radiopathology Unit, Hammersmith Hospital. 
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2.  S ta tement  of  the  Problem.  
First, oxygen is allowed to diffuse into a medium, and some of the oxygen              
is absorbed by the medium, thereby being removed from the diffusion process.           
The concentration of oxygen at the surface of the medium is maintained              
constant.  This first  phase of the problem continues until  a steady-state           
is reached in which the oxygen does not penetrate any further into the             
medium. The supply of oxygen is then cut off and the surface is sealed                
so that no further oxygen passes in or out.  The medium continues to               
absorb the available oxygen already in it and as a consequence the boundary 
marking  the  fur thest  depth  of  penetrat ion  in  the s teady-sta te ,  recedes                 
towards the sealed surface.   The major problem is that  of tracing the                 
movement of the boundary during this phase and of determining the distribu-          
tion of oxygen through the medium as a function of time. A secondary                
problem in the application of numerical techniques is associated with the 
discontinuity in the derivative boundary condition which results from the                
abrupt sealing of the surface.                                                                        
The diffusion-with-absorption process is represented by the partial                     
d i f fe ren t ia l  equa t ion  
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where C(X,T) denotes the concentration of the oxygen free to diffuse                       
at  a distance X from the outer surface of the medium at t ime T, D is a         
constant diffusion coefficient and m, the rate of consumption of oxygen               
per unit volume of the medium, is also assumed constant.                                   
The  p rob lem has  two  par t s  : -                                                             
( a )  S teady-s ta te  so lu t ion  
During the initial phase, when the oxygen is entering through the 
4. 
su r face ,   the  fo l lowing  boundary  cond i t ion  i s  sa t i s f i ed ,  
C = CO ,    X = 0 ,    T  ≥  0, (2.2) 
where  CO i s  a  cons tan t .                                                                           
A  s teady-s ta te  i s  ach ieved  in  which  the  concen t ra t ion  a t  every                   
po in t  in  the  medium becomes  independen t  o f  t ime ,     i . e .  
0
T
C =∂
∂  everywhere ,  when the  gradien t  of  concent ra t ion  becomes                       
z e r o  a t  t h e  p o i n t ,  X O   ,  i n  t h e  me d i u m w h e r e  t h e  c o n c e n t r a t i o n  
i t s e l f  i s  z e ro .  No  oxygen  can  t hen  d i f fu se  beyond  t h i s  po in t                  
a n d  w e  h a v e  t h e  c o n d i t i o n s ,  
C = 0,        X ≥ Xo   ,               (2.3) 
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for    T   ≥    0. 
T h e  s t e a d y - s t a t e  i s  d e f i n e d  b y  a  s o l u t i o n  o f  
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w h i c h  s a t i s f i e s  t h e  b o u n d a r y  c o n d i t i o n s  ( 2 . 2 ) ,  ( 2 . 3 )  a n d  ( 2 . 4 ) .  
T h i s  s o l u t i o n  i s  r e a d i l y  s e e n  t o  b e  
2
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(b) Moving Boundary Problem 
After the surface X =0 has been sealed, oxygen which is already               
in the medium, in the range, 0 ≤ X ≤ X0, continues to be consumed. 
Consequently, the point of zero-concentration which was initially given 
5. 
b y  ( 2 . 7 )  r e c e d e s  t o w a r d s  X  = 0 .  L e t  t h e  p o s i t i o n  o f  t h i s  p o i n t           
a t  a n y  t i m e ,  T ,  b e  r e p r e s e n t e d  b y  X o  ( T ) .  T h e  s e c o n d  p h a s e  o f  t h e  
p r o b l e m  c a n  b e  e x p r e s s e d  b y  t h e  e q u a t i o n ,  
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wi th  the  fo l lowing  condi t ions ,  
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 C = ( )20xx2D
m − ,   0 ≤ X ≤ X 0 ,  T = 0 ,    (2.11) 
w h e r e  T  =  0  i s  t h e  m o m e n t  w h e n  t h e  s u r f a c e  i s  s e a l e d .              
M a k i n g  t h e  c h a n g e s  o f  v a r i a b l e s ,  
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a n d  d e n o t i n g  b y  X 0 ( t )  t h e  v a l u e  o f  x  c o r r e s p o n d i n g  t o  X 0 ( T ) ,                
t h e  a b o v e  s y s t e m  i s  r e d u c e d  t o  t h e  f o l l o w i n g  n o n - d i m e n s i o n a l            
f o r m ,  
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wi th  the  cor responding  boundary  cond i t ions ,  
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Whe r e  X o  ( 0 ) = 1 .  T h e  s u b s c r i p t  t  i n  X o  ( t )  i s  d r o o p e d  i n                          
t h e  f o l l o w i n g  d i s c u s s i o n s  
6. 
3.  Short- t ime Solut ion 
The condition (2.15) shows that in the steady-state a negative unit             
gradient of concentration exists at the surface. When the surface is               
sealed a zero surface gradient is instantaneously imposed in accordance              
with (2.13). Because of this discontinuity in the surface-gradient          
numerical methods based on finite differences are liable to give inaccurate 
solutions in the neighbourhood of the surface for short times. There will             
be an interval of time, however, before the disturbance at the surface                 
has an effect on the solution in the neighbourhood of x=1 to any            
specified degree of accuracy. Thus an analytical solution can be           
obtained which will  provide a suitable approximation for small t imes,            
b y  a s s u mi n g  t h a t  t h e  b o u n d a r y ,  x o  =  1 ,  d o e s  n o t  mo v e  i n i t i a l l y .              
T h e  s o l u t i o n  o f  ( 2 . 1 2 )  s u b j e c t  t o  t h e  i n i t i a l  c o n d i t i o n  ( 2 . 1 5 )  a n d              
the  boundary  condi t ions  (2 .13)  and  
C = 0, X = 1, t ≥ 0      (3.1) 
i s  found  by  us ing  Lap lace  t r ans forms  to  be  
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V a l u e s  o f  c ( x ,  t )  h a v e  b e e n  c o mp u t e d  f o r  x = 0  ( 0 . 0 5 )  1 . 0  T h e              
t y p i c a l  c u r v e s  o f  f i g u r e  1  d e mo n s t r a t e  t h e  g e n e r a l  s h a p e  a n d  
 
  
 
 
 
 
 
 
 
 
8. 
confirm that  the concentrat ion has  not  changed within the accuracy              
of  plot t ing near  the boundary at  x= 1 .  
In  computing c(x,  t )  f rom (3.2) ,  i t  i s  seen that  the convergence of               
t he  in f in i t e  se r i es  i s  ve ry  rap id ,  so  tha t  the  t e rms  cor responding to             
n  = 0 are  suff ic ient  over  an appreciable  interval  of  t ime,  when the            
t e rms  l e ss  than  10 - 6  a re  neg lec ted .   Fur the rmore ,  fo r  0≤  t  ≤ ,  0 .020 ,  
the second and the third  ser ies  can be ignored to  obtain an accuracy 
nowhere worse than 10- 5 .   The concentrat ion for  0  ≤  t  ≤  0 .020 can 
therefore be represented fairly accurately by the approximate expression, 
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    0 ≤ x ≤ 1 .       ( 3 . 3 )  
4.     Numerical Method 
      Once the boundary has started to move we resort to numerical 
methods of solution. Several methods have been proposed. Douglas and        
Gallie (1955) introduced a method of variable time step, keeping                  
the size of the space mesh fixed.   Murray & Landis (1959) used a            
var iable  space mesh and kept  the t ime s tep f ixed.  Ehlr ich (1958)               
employed implicit  formula at the intermediate points and Taylor 's  
expansions near the moving boundary in both t ime and space directions.  
Lotkin (1960) made use of sub-divided differences while Crank (1957) 
suggested a three-point Lagrange interpolation formula near the                
moving boundary. 
I n  t h e  p r e s e n t  a n a l y s i s ,  t h e  c o n c e n t r a t i o n s  a t  t h e  i n t e r me d i a t e  
p o i n t s  b e t w e e n  t h e  t w o  b o u n d a r i e s  h a v e  b e e n  c a l c u l a t e d  b y  u s i n g  
s i mp l e  e x p l i c i t  f i n i t e - d i f f e r e n c e  f o r mu l a e .  N e a r  t h e  mo v i n g  b o u n d a r y                
a Lagrange-type formula has been used, as suggested by Crank (1957) 
9. 
because of convenience in calculation. The location of the 
moving point i tself is determined by a Taylor 's series.   The method 
is described below  in detail. 
The whole region, 0 ≤  x ≤  1,  is subdivided into M intervals each 
of width δx and we take xr   = rδx where 0 ≤  r  ≤  .M (Mδx=1). 
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4.1. Concentrat ions  a t  the  Intermediate  Points  
     W e  a s s u m e  t h a t  t h e  c o n c e n t r a t i o n s  a t  e a c h  o f  t h e  g r i d  p o i n t s ,              
a t  t h e  j t h   t i m e  l e v e l  a r e  k n o w n  a n d  t h e  p o s i t i o n  o f  t h e  m o v i n g  
b o u n d a r y  a t  t h a t  t i m e  i s  s o m e w h e r e  i n  t h e  r t h  i n t e r v a l  b e t w e e n                    
 a n d  X1rx − r
,
 g i v e n  b v  X o  =  ( r - 1 ) δx +  p  j  δx  w h e r e  p j  i s  p o s i t i v e  a n d  
u s u a l l y  l e s s  t h a n  o n e ,  a n d  i s  a l s o  k n o w n  ( f i g u r e  2 ) .   T h e n  t h e  
c o n c e n t r a t i o n s  a t  t h e  ( j  +  l ) t h  t i m e  l e v e l ,  u p  t o  a n d  i n c l u d i n g                
t h e  m e s h  p o i n t  r - 2  c a n  b e  c a l c u l a t e d  u s i n g  t h e  w e l l  k n o w n                
e x p l i c i t  f o r m u l a e ,  
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f o r  k  =  1 , 2 , . . . . . . ,    ( r -  2  )  ,  w h e r e  δ t     i s  t h e  s i z e  o f  t h e  
time-step and   denotes the concentration at point kδx at 
j
kc
t ime jδ t .  
4.2.    Concentration in the Neighbourhood of the Moving Boundary               
L e t  f  ( a o ) ,  f ( a 1 )  a n d  f ( a 2 )  b e  a n y  f u n c t i o n  v a l u e s  c o r r e s p o n d i n g          
t o  t h e  arguments ao,   a1  and a2.  A three-point Lagrangian        
interpolation formula can be written as 
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D i f fe ren t i a t ing  the  above  twice  wi th  respec t  to  x ,  we  ge t  
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(4.3) 
A p p l i c a t i o n  o f  ( 4 . 3 )  a t  t h e  p o i n t s  ( r - 2 ) δ x ,  ( r - l ) δ x  a n d  t h e            
moving  po in t ,  and  remember ing  the  boundary  cond i t ion  (2 .14) ,             
g i v e s ,  
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and  the  appropr ia te  f in i t e -d i f fe rence  rep lacement  a t  the  po in t  
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an  exp l ic i t  express ion  fo r   .c 1j 1r
+
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4.3    Posi t ion of  the Moving Boundary 
In  order  to  de te rmine  the  loca t ion  of  the  moving  boundary ,  x o  ( t ) ,               
we  f i r s t  der ive  some ext ra  condi t ions  there .  Di f fe ren t ia t ion  of               
(2 .14)  wi th  respec t  to  t ,  g ives  
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By us ing  (2 .12)  and  (2 .14)  in  (4 .5)  we  obta in  
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D i f f e r e n t i a t i n g  ( 2 . 1 2 )  w i t h  r e s p e c t  t o  x ,  w e  g e t  
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Assuming tha t  o rder  of  d i f fe ren t ia t ion  by  x  and  t  can  be                
in te rchanged  we obta in  
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S imi la r ly  i t  can  be  shown tha t  .4n 0,
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Now, the Taylor 's  series for cr - 1  obtained by expanding about the             
moving point can be writ ten as,  
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Using (2.14) and (4.6) in (4.8), gives 
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When  has  been calculated from (4.4) ,  the  re la t ion (4 .9)  gives            
the  posi t ion of  the moving point  a t  the  ( j+l)
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t h  t ime level .  
 
4.4.    Moving Boundary Crossing a  Mesh Line 
   As cr - 1  goes on decreasing we look for either of the two              
p o s s i b i l i t i e s  (  w i t h  r e g a r d  t o  t h e                    
f i r s t  c o n d i t i o n  i t  i s  p h y s i c a l l y  i mp o s s i b l e  f o r  c
i) .cc(ii)or0c j 1r
1j
1r
1j
1r −
+
−
+
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r - 1  t o  g o  n e g a t i v e .    
When the second condition as detected,  i t  shows that  the numerical                 
p r o c e s s  h a s  b e c o me  u n s t a b l e .  A  s t a b i l i t y  a n a l y s i s  i s  p r e s e n t e d  i n              
the  appendix  to  th i s  paper .  When e i ther  of  the  two condi t ions  a r i ses ,              
t h e  ( r - l ) t h  m e s h  p o i n t  i s  g i v e n  u p  a t  t h e   ( j  -  l ) t h   t i m e  l e v e l  a n d  
onwards .  The  Lagrange  formula  i s  then  appl ied  to  reca lcu la te   
u s i n g  a  n e w  v a l u e  o f  p  a t  t h e  ( j  - l )
j
2rc −
t h   t i me  w h i c h  i s  t a k e n  t o  b e
t h e  o l d  v a l u e  o f   p l u s  o n e .  T h i s  p r o c e s s  i s  c o n t i n u e d  u n t i l               
t h e r e  a r e  a t  l e a s t  t w o  me s h  p o i n t s  i n c l u d i n g  t h e  s e a l e d  s u r f a c e .  
1j
P
−
13. 
 
A t  the  end ,  however ,  an  approx imate  so lu t ion  may  be  use fu l  which                 
i s  discussed in the next section. 
Concentrations have been computed for δx = 0 .10 ,0 .05 and δ t  = 0 .001 .                
A comparison is  given in  Table  4 .1  to  indicate  the order  of  accuracy               
o f  the  resu l t s .  Tab le  4 .2  shows  tha t  the  va lues  ob ta ined  by  us ing               
δx  = 0 .05 ,  are  in  a  very good agreement  with those calculated from              
t h e  L a p l a c e  s o l u t i o n ,  f o r  s ma l l  t i me s .  I t  s h o u l d  b e  n o t e d  t h a t  t h e  
n u me r i c a l  s o l u t i o n s  i n v o l v e  l a r g e  e r r o r s  i n  t h e  b e g i n n i n g ,  a t  t he               
s u r f a c e  d u e  t o  d i s c o n t i n u i t y  i n  t h e  g r a d i e n t  t h e r e  a t  z e r o  t i m e ,                
bu t  they  very  soon  become cons i s ten t  wi th  the  Lap lace  so lu t ions .                  
At  t  =  0 ,050,  the difference between the numerical  and the La p l a c e  
solut ions is  not  more than 0.0003 anywhere when the boundary x o                 
has  moved  a  d i s t ance  o f  0 .003  f rom i t s  o r ig ina l  pos i t ion  x o  =1 .  
 
 
 
 
 
 
 
 
 
 
 
TABLE    4.1 
 
Values of 106 c and the positions of the moving boundary. For each time the 
upper entry corresponds to δx= 0.05 and the lower entry δx = 0.10. 
 
 
 
Moving     X      
t 
0. 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Boundary
365668 310719 243726 179927 125000 80000 45000 20000 5000 1.00000
0.010 
387497 
393371 369057 311105 243388 179787 124980 79999 45000 
00002
∪
 
5000 1.00000
340661 326222 287180 233793 176960 124370 79905 44991 19999 5000 1.00000
0. 020 
344573 329324 288631 234012 176757 124193 79831 44970 19996 4999 0.99999
247841 240358 219089 187264 149327 109945 73208 42199 18955 4673 0.99709
0. 050 
250246 242563 220778 188310 149802 110039 73118 42067 18852 4620 0.99612
143287 139414 128228 110966 89502 66112 43228 23232 8342 619 0.93518
0. 100 
144974 141031 129651 112108 90330 66643 43515 23345 8344 546 0.93304
109228 106125 97149 83265 65963 47115 28827 13324 2924 0 0.87885
0. 120 
110768 107613 98489 84387 66852 47733 29224 13544 2987 0 0.87729
77937 75442 68233 57105 43322 28536 14730 4249 0 0 0.79756
0.140 
79368 76833 69507 58206 44216 29210 15187 4489 0 0 0.79476
48893 46912 41212 32511 21996 11346 2890 0 0 0 0.68128
0.160 
50243 48230 42437 33595 22900 12036 3271 0 0 0 0.68089
21824 20328 16096 9950 3506 0 0 0 0 0 0.49607
0.180 
23119 21597 17289 11010 4285 0 0 0 0 0 0.49257
9039 7827 4575 750 0 0 0 0 0 0 0.33873
0.190 
10319 9082 5703 1353 0 0 0 0 0 0 0.35201
2880 1909 0 0 0 0 0 0 0 0 0.16128
0.195 
4153 3138 0 0 0 0 0 0 0 0 0.17922
 
 
 
 
TABLE 4.2 
 
Comparison between analytical and numerical (δx  0.05) solutions for sm es. = all tim
For each time the upper entry corresponds to the analytical solution and the lower entry 
to numerical solutions. Tabulated values are 106 c 
 
          x  
t 
0. 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
464318 404606 320000 245000 180000 125000 80000 45000 20000 5000
0.001 
460000 405000 320000 245000 180000 125000 80000 45000 20000 5000
449538 401927 319973 245000 180000 125000 80000 45000 20000 5000
0.002 
452000 405000 320000 245000 180000 125000 80000 45000 20000 5000
438197 397811 319760 244998 180000 125000 80000 45000 20000 5000
0.003 
437600 398000 320000 245000 180000 125000 80000 45000 20000 5000
428636 393157 319212 244981 180000 125000 80000 45000 20000 5000
0.004 
429600 394760 320000 245000 180000 125000 80000 45000 20000 5000
420213 388338 318302 244924 179999 125000 80000 45000 20000 5000
0.005 
420320 389128 318976 245000 180000 125000 80000 45000 20000 5000
387164 365073 309950 243276 179804 124986 79999 45000 20000 5000
0.010 
387497 365668 310719 243726 179927 125000 80000 45000 20000 5000
247691 240179 218845 186955 148992 109636 72962 42030 18856 4628
0.050 
247841 240358 219089 186264 149327 109945 73208 42199 18955 4673
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5.   Integral Method 
I n  t h i s  s e c t i o n  w e  l o o k  f o r  s i mp l e  a n a l y t i c a l  e x p r e s s i o n s  f o r  t h e  
concent ra t ion-d is t r ibu t ion  as  wel l  as  for  the  loca t ion  of  the  moving  
boundary at any given time. We shall make use of an approximate method 
that was introduced by Goodman (1958) and is usually referred to as the 
' I n t e g r a l  M e t h o d ' .  A  r e v i e w  o f  i n t e g r a l  m e t h o d s  a n d  t h e i r  a p p l i c a t i o n s  
t o  a  v a r i e t y  o f  t r a n s i e n t - h e a t - t r a n s f e r  p r o b l e m s  i s  t o  b e  f o u n d  i n  
I r v i n e  &  Hartnett (1964). 
5.1. Description of Integral Method 
In applying the Integral  Method to  the present  problem we choose a  prof i le  
which  sa t i s f ies  a l l  the  known condi t ions .  This  prof i le  involves  the  
posi t ion of  the moving point  as  a  parameter  to  be determined.  In  order  to  
f ind a  moving point  versus  t ime rela t ionship we integrate  both s ides  of 
t h e  d i f f e r e n t i a l  e q u a t i o n  ( 2 . 1 2 )  w i t h  r e s p e c t  t o  x  o v e r  t h e  r a n g e  f o r   
w h i c h  i t  i s  v a l i d ,  i . e .  .0 0xx ≤≤  T h i s  m e a n s  t h a t  t h e  d i f f e r e n t i a l  
e q u a t i o n  i s  t o  b e  s a t i s f i e d  o n  a v e r a g e  o n l y  a n d  n o t  a t  e a c h  p o i n t .  
T h u s  w e  obtain 
 
   ∫ ∫∫ −∂∂=∂∂
Xo
o
X
o
2
2Xo
o
o
dxdx
x
cdx
t
c      (5.1) 
 
S u b s t i t u t i n g  t h e  c o n c e n t r a t i o n  p r o f i l e  i n  ( 5 . 1 )  a n d  a f t e r  a  c e r t a i n  
a mo u n t  o f  ma n i p u l a t i o n  w e  g e t  a n  o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n  f o r  t h e  
posi t ion of  the moving boundary,  Xo ,  with  t  as  the independent  var iable .  
O n c e  t h e  p o s i t i o n  o f  t h e  mo v i n g  p o i n t ,  X o ,  i s  d e t e r mi n e d  a t  a n y  t i me ,  
s u b s t i t u t i o n  o f  t h i s  v a l u e  fo r  t h e  p a r a me t e r  X 0  i n  t h e  p r o f i l e  g i v e s  t h e  
c o n c e n t r a t i o n  d i s t r i b u t i o n  a t  t h a t  t i me .  
5.2   Determination of Surface Concentration.  
Integral methods are not very amenable in oases of non-uniform initial 
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d is t r ibut ions.  In  the present  problem the discont inui ty  in  the surface 
gradient  is  an addi t ional  dif f icul ty .  In  order  to  apply an integral  method 
w e  f i r s t  g e t  a n  e x p r e s s i o n  f o r  t h e  s u r f a c e  c o n c e n t r a t i o n  a n d  u s e  i t  a s  a n  
a d d i t i o n a l  c o n d i t i o n  t o  o b t a i n  t h e  p r o f i l e .   W e  r e f e r  t o  t h e  a n a l y t i c a l  
so lu t ion  (3 .2 )  which  has  been  ob ta ined  assuming  the  boundary ,x 0 ,  f ixed  
a t  x  =  1 .  A s  d e s c r i b e d  i n  S e c t i o n  3 ,  t h i s  s o l u t i o n  i s  t r u e  e v e r y w h e r e 
f o r  s m a l l  t i m e s  i . e .  u n t i l  t h e  b o u n d a r y  h a s  n o t  m o v e d  w i t h i n  t h e  r a n g e  
o f  work ing  accuracy .  However ,  i t  i s  obse rved  tha t  the  concen t ra t ions 
near  the  sea led  su r face  have  a  c lose  agreement  wi th  those  ob ta ined 
f r o m  t h e  n u m e r i c a l  s o l u t i o n s  f o r  δ x  =  0 . 0 5  f o r  a l l  t i m e s .  T h e r e f o r e ,  
a n  express ion  fo r  su r face  concen t ra t ion  can  be  ob ta ined  by  pu t t ing  x  =  0 
in (3 .2 ) .   A  c lose r  examina t ion  o f  tha t  express ion  revea l s  tha t  the  
concen t ra t ion  va r ies  l inea r ly  wi th  the  square - roo t  o f  the  t ime  to  an  
accuracy  o f  5  ×  10 - 4  ,  a s  compared  wi th  the  numer ica l  so lu t ions ,  and  i s  
g iven  by  
   c(o,t)= .
π
t2
2
1 −                  (5.2) 
Comparative figures are given in the following table for 
( i )  Ana ly t i ca l  so lu t ion  (3 ,  2 )  ( i i )  Numer ica l  so lu t ion  fo r  δx  =  0 .05  and  
(iii) Approximate solution given by5(2). 
TABLE 5.1 
Comparisons of 106 c at the sealed surface. 
Solutions      Time 0.04 0.08 0.12 0.16 0.18 0.19 
Analytical 274328 180852 109134 48771 21546 8546 
Numerical 274496 180969 109228 48893 21834 9039 
Approximate 274324 180846 109118 48648 21269 8151 
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I t  m a y  b e  m e n t i o n e d  h e r e  t h a t  t h e  t o t a l  t i m e ,  t 1 ,  f o r  t h e  c o n c e n t r a t i o n  
everywhere  to  become zero  i s  g iven  by  c (o , t 1 )  =  0  and  i s  equa l  to  
16
π f rom (5.2).  
 
5.3.  Choosing a Polynomial Profile 
A  p o l y n o mi a l  p r o f i l e  o f  f o u r t h  d e g r e e  i s  n o w  c h o s e n  c o n t a i n i n g  f i v e  
unknown parameters which might be functions of time and which are 
d e t e r m i n e d  u s i n g  ( 2 . 1 3 ) ,  ( 2 . 1 4 ) ,  ( 4 . 6 )  a n d  ( 5 . 2 ) .  O n  w r i t i n g  c o  f o r  
c ( o , t )  t h e  equation for the polynomial becomes 
.)x/x(13c)x/x(14cx
2
1)x/x(1)xc(x, 20000
22
00 ⎭⎬
⎫
⎩⎨
⎧ −−−+−=   (5.3) 
T h i s  c o n t a i n s  t h e  p o s i t i o n  o f  t h e  m o v i n g  p o i n t s ,  X 0 ,  w h i c h  s t i l l  
h a s  t o  b e  de te rmined .  
 
5.4    Determination of the Moving Boundary 
T o  o b t a i n  x 0  a s  a  f u n c t i o n  o f  t i me  w e  r e f e r  b a c k  t o  t h e  e q u a t i o n  
( 5 . 1 )  which gives 
   ∫ ∫ −=∂∂−∂∂
0 0x
0 0
x
0
xdxc
t
dx
t
c      (5.4) 
since  
x
c
∂
∂ = 0  at x = 0,x0.
W r i t i n g  c ( x , x 0 )  f r o m  ( 5 . 3 )  i n  ( 5 . 4 )  a n d  u s i n g  ( 5 . 2 )  w e  g e t ,  a f t e r  
s o m e  m a n i p u l a t i o n  
{ }
)(t164x
t)(π8/20
dt
dx
2
0
00
π−+
−−=
/
x     (5.5) 
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We know that .0
dt
dx0 ≤  This condition will  not be true until ,  
   ( ) ,0πt
820 ≥−        (5.6) 
since the term in the denominator of (5.5) is positive for 1x0 0 ≤≤  
and where t,tt 1≤ 1 ,  is obtained from(5.2).  
The inequality (5.6) gives the minimum time t0  for the condition 
0
dt
dx0 ≤  to hold as .25
4
π  It  should be noted that as the moving  
p o i n t  x 0  a p p r o a c h e s  t h e  s e a l e d  s u r f a c e ,  i t s  s p e e d  dt
dx0  t e n d s  t o  i n f i n i t y  
a s  t  tends to t1 .  
We have found that the numerical solution of (5.5) obtained by using a 
Runge-Kutta algorithm can be approximated by the expression, 
   
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−−−= 2
1
0
1
0 tt
tt2exp1x                 (5.7) 
T a b l e  5 . 2  b e l o w  p r o v i d e s  a  c o mpa r i s o n  f o r  t h e  p o s i t i o n  o f  t h e  mo v i n g  
b o u n d a r y  a s  o b t a i n e d  f r o m ( i )  n u me r i c a l  e v a l u a t i o n  o f  ( 5 . 5 )  u s i n g  
Runge-Kut ta  method  ( i i )  approx imat ion  (5 .7 )  and  ( i i i )  numer ica l  me thod  
of  section 4. 
TABLE 5. 2 
Comparison for 104x0 at different times.  
 
Time 0.051 0.060 0.080 0.100 0.120 0.140 0.160 0.180 0.190 0.195 
Numerical 
Solution 
of (5.5) 
10000 9974 9750 9321 8686 7817 6634 4892 3505 2331 
Approximate 
Solution on (5.7) 
10000 9996 9817 9393 8779 7962 6848 5092 3478 1760 
Numerical 
Method of 
section 4. 
9967 9922 9719 9352 8788 7975 6812 4959 3381 1618 
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I t  i s  s e e n  f r o m  t h e  a b o v e  t a b l e  t h a t  t h e  n u m e r i c a l  s o l u t i o n  o f  
( 5 . 5 )  a g r e e s  w i t h  t h e  e x p o n e n t i a l  p r o f i l e  f o r  t h e  m o v i n g  
b o u n d a r y  ( 5 . 7 )  v e r y  w e l l  e x c e p t  f o r  v e r y  l a r g e  t i m e s .  B u t  t h e  
p r o f i l e  ( 5 . 7 )  h a s  a  v e r y  g o o d  a g r e e m e n t  w i t h  t h e  v a l u e s  o b t a i n e d  
f r o m  t h e  n u m e r i c a l  m e t h o d  f o r  a l l  t i m e s .  T h e r e f o r e ,  ( 5 . 2 )  a n d  
( 5 . 3 )  t o g e t h e r  w i t h  ( 5 . 7 )  c o n s t i t u t e  a n  a p p r o x i m a t e  s o l u t i o n . 
I t  s h o u l d  b e  n o t e d  t h a t  t h i s  s o l u t i o n  i s  a pp l i c a b l e  fo r  t he  t i me  
i n t e r v a l  
16
πt
25π
4 ≤≤  o n l y .  F o r  ,
25π
4t ≤  L a p l a c e  s o l u t i o n s  
( 3 . 2 )  a n d  ( 3 . 3 )  g i v e  a n a l y t i c a l  s o l u t i o n s  w h e n  i t  h a s  b e e n  a s s u m e d  
t h a t  t h e  b o u n d a r y  h a s  n o t  m o v e d  f r o m  i t s  o r i g i n a l  p o s i t i o n  x 0 =  1 .  
T h u s  w e  h a v e  g o t  n o w  a n  a n a l y t i c a l  s o l u t i o n  o f  t h e  p r o b l e m  f o r  a l l  
t i m e s .  
 
6.  Results and discussion 
   T h e  c o n c e n t r a t i o n s  i n  t h e  m e d i u m  a t  v a r i o u s  t i m e s  t o g e t h e r    
w i t h  t h e  p o s i t i o n  o f  t h e  m o v i n g  b o u n d a r y  h a v e  b e e n  c o m p a r e d  i n  
T a b l e  6 . 1  f o r  n u m e r i c a l  a n d  t h e  a p p r o x i m a t e  s o l u t i o n s .  A  v e r y  
c l o s e  a g r e e m e n t  i s  s e e n  b e t w e e n  t h e  t w o  s o l u t i o n s .  T h e  a p p r o x i m a t e  
m e t h o d  w o u l d  s p e c i a l l y  b e  u s e f u l  ( a )  t o  c a l c u l a t e  t h e  c o n c e n t r a t i o n  
a n d  t h e  p o s i t i o n  o f  t h e  m o v i n g  b o u n d a r y  a t  a n  a r b i t r a r y  t i m e  a n d 
( b )  a t  t h e  e n d  w h e n  t h e  n u m e r i c a l  m e t h o d  w o u l d  n o t  w o r k  b e c a u s e  
t o o  f e w  m e s h  p o i n t s  r e m a i n .  G r a p h s  h a v e  b e e n  d r a w n  t o  s h o w  t h e  
c o n c e n t r a t i o n - d i s t r i b u t i o n s  a t v a r i o u s  t i m e s  ( f i g u r e  3 )  a n d t h e  
p r o g r e s s  o f  t h e  m o v i n g  b o u n d a r y  w i t h  r e s p e c t  t o  t i m e  ( f i g u r e  4 ) .  
 
 
 
TABLE 6.1 
Comparison of concentrations 106 c and the distances of the moving boundary from the 
sealed surface. For each time the upper entry shows values obtained from the 
approximate solution and the lower entry values from the numerical solution (δx=0.05) 
 
 
 
Moving     x 
t 
0. 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Boundary
245176 236403 213648 181831 145308 107868 72736 42571 19469 4957 1.00000
0.051 
245329 237966 217026 185652 148186 109216 72788 41981 18854 4635 0.99673
223605 215950 195945 167714 137974 101028 68767 40671 18809 4837 0.99957
0.060 
223746 217330 198992 171251 137684 102227 68548 39645 17705 4186 0.99220
143175 138758 126795 109243 88096 65385 43176 23569 8703 751 0.93934
0.100 
143287 139414 128338 110996 89502 66112 43228 23232 8342 619 0.93518
62981 61083 55236 45725 33529 20315 8443 962 0 0 0.74538
0.150 
63157 60928 54494 44602 32453 19668 8298 1007 0 0 0.74487
21269 20771 17750 11681 4387 42 0 0 0 0 0.50925
0.180 
21824 20328 16096 9950 3506 0 0 0 0 0 0.49607
8151 8028 5315 925 0 0 0 0 0 0 0.34776
0.190 
9039 7827 4575 750 0 0 0 0 0 0 0.33873
1721 1307 0 0 0 0 0 0 0 0 0 17598
0.195 
2880 1909 0 0 0 0 0 0 0 0 0 16128
 Note- For t  0.050 see Table 4.2. ≤
  
 
22 
 
 
 
 
distance x  
Fig.3. Concentration distributions for the steady-state (t=0) and for t>0.05  
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moving boundary Xo 
Pig.4.     Position of the moving boundary with respect to time. 
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APPENDIX 
      STABILITY ANALYSTS 
The set  of  difference equat ions connect ing values  of  c  a t  two consecut ive 
t i me  l e v e l s  c a n  b e  w r i t t e n  i n  t h e  fo l l o w i n g  ma t r i x  fo r m ( r =δ t / (δx) 2  )  ,  
 
(1) t           . 
1 
1 
. 
. 
. 
1 
1 
c
c
  
.  
.  
.  
c
c
p
2r-1
p1
2r
r2r1r0
.
.
.
0
r2r1r
2r2r1
c
c
.  
.  
.  
.  
c
c
j
1N
j
2N
j
1
j
0
jj1j
2N
1j
2N
1j
1
1j
0
δ
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
−
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
+
−
−
−
=
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
−
−
+
−
+
−
+
+
 
δtUcAcor
j
j
1j −=+          (2) 
where jA  is a square matrix of order N which varies with N and U is a 
column vector each element of which is a unity. We see that elements 
in  the las t  row of jA  are  dependent  on j  and therefore  in  order  to  make 
ana lys i s  poss ib le  we  f i r s t  rep lace  p j  by  a  cons tan t  va lue  p .   La te r  on  
conditions are imposed on p in order to make the scheme stable. 
Equation (2) is then written as 
 
δt.c Ac Uj1j −=+      (3) 
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We denote  the computed values  by ψ  so  that  we have actual ly  solved 
 the equat ions 
 
   .1 tUA jj δψψ −=+       (4) 
 
The computational error is then given by subtracting (4)  from (3).  
If the error introduced at the kt h   step is denoted by the vector ke  
Then 
   )ψc(Aψc jj1j1j −=− ++  
i.e 
   j1j eAe =+        (5) 
The recurrence relation (5) gives 
   01j1j e)A(e ++ =        (6) 
where e° is an error vector for the starting values. 
Let us express e° as the linear combination of the eigenvectors of ,A  
such that 
   ,∑
=
=°
N
1S
SS vae  
where Sv   is an eigenvector of  A  corresponding to the eigenvalue  λs and   
a’s are constants.     It is easy to show that 
   .vλae S
N
1S
n
SS
n ∑
=
=  
For ne   to tend to zero, as n increases,   i t  follows that the largest 
of N21 λ,.......,λ,λ  must be less than unity.   If  Qs    is the 
sum of the moduli of the terms along the st h  row excluding the 
diagonal term as s  in matrix A  then by Brauer's theorem every 
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e igenvalue of  A  l ies  inside or  on the boundary of  a t  least  one of  
the  c i rc les  |λ  –  a s s  |  =  Qs  .  
As we are  interested in  the "bounds of  p ,  applying Brauer’s  theorem to 
the las t  row of  A that  contains  p ,  we have 
   ,
p
2r1a,
p1
2rQ SSS −=+=  
so that 
 
p1
2r)
p
2r(1λ +≤−−  
The bounds for λ are given by 
   ( )
( )
( ) 1p1p
2p12r
λ;
p1p
2r1λ 21 −+
+=+−= . 
For  s tabi l i ty  we require    ,, 11 21 ≤λ≤λ   and hence 
   1,
p)p(1
rgiving1
p)p(1
2r11 ≤+≤+−≤−  
and 
   1.
p)p(1
2p)r(1giving1
p)p(1
2p)2r(11 ≤+
+≤+
+≤−  
Since p is  a lways posi t ive,  the condi t ion for  s tabi l i ty  is  given by 
the second inequal i ty  because the f i rs t  one is  then sat isf ied automatical ly .  
Therefore ,  for  overal l  s tabi l i ty  
    0.r2r)p(1P2 ≥−−+
Since r  ≥
2
1  for  the  s tabi l i ty  of  the  s imple expl ic i t  scheme used at the 
intermediate  points ,  i t  can be shown that  
 
   P ⎟⎠
⎞⎜⎝
⎛ ++−≥ 2r
4
1
2
1r       (7) 
 
28. 
F o r   w e  g e t  t h e  s t a b i l i t y  c o n d i t i o n  p    0 . 1 1  
a n d  f o r  ,  w e  h a v e  p  ,  0 . 5 4 .  T h i s  s u g g e s t s  t h a t   
an instabi l i ty  may ar ise  when the moving point  is  nearer  than 0.011 
to  the neighbouring mesh point  in  the f i rs t  case and 0.027 in  the  
second case ( x =  0 .05) .  This   confirms the need for  the s tabi l i ty   
check descr ibed in  Sect ion 4.4.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
