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RIEMANNIAN INVARIANTS THAT CHARACTERIZE
ROTATIONAL SYMMETRIES OF THE STANDARD SPHERE
MASAYUKI AINO
Abstract. Inspired by the Lichnerowicz-Obata theorem for the first eigen-
value of the Laplacian, we define a new family of invariants {Ωk(g)} for closed
Riemannian manifolds. The value of Ωk(g) sharply reflects the spherical part
of the manifold. Indeed, Ω1(g) and Ω2(g) characterize the standard sphere.
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1. Introduction
In this paper we introduce a new family of Riemannian invariants that char-
acterizes the standard sphere. Indeed, we define Ω1 ≥ Ω2 ≥ · · · → 0 for closed
Riemannian manifolds, and show that Ω1 and Ω2 characterize the standard sphere.
Before explaining our result in detail, we provide historical backgrounds.
Let (M, g) be a closed Riemannian manifold of dimension n and Spec(M, g) =
{0 = λ0 < λ1 ≤ λ2 ≤ · · · → ∞} the set of eigenvalues of the Laplacian ∆ =
−gij∇i∇j acting on C∞(M). We can construct a complete orthonormal system
{ψi} in L2(M) of eigenfunctions of ∆:
∆ψi = λiψi.
Eigenvalues characterize the standard sphere in some cases. For example, Tanno
[10, Theorem B] showed that, for n ≤ 6, Spec(Sn(c)) completely characterizes the
standard n-dimensional sphere Sn(c) of radius c, i.e., if Spec(M, g) = Spec(Sn(c)),
2010 Mathematics Subject Classification. 53C21,53C25.
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then (M, g) is isometric to Sn(c). Under the condition Ric ≥ rg for a positive
constant r > 0, Lichnerowicz [5] showed
λ1 ≥ n
n− 1r,
and Obata showed the equality holds if and only if (M, g) is isometric to the stan-
dard sphere of radius
√
(n− 1)/r. In the proof, the following theorem [6, Theorem
A] plays an important role.
Theorem 1.1. Let c be a positive constant. If (M, g) admits a non-constant func-
tion u ∈ C∞(M) with ∇2u = −c2ug, then (M, g) is isometric to Sn(1/c).
We emphasize that this theorem needs no assumption about Ricci curvature. Sim-
ilarly, Tashiro [8, Lemma2.2] showed the following theorem.
Theorem 1.2. If (M, g) admits a non-constant function u ∈ C∞(M) with ∇2u =
−∆un g, then (M, g) is conformal to Sn(1).
This theorem plays an important role in Theorem A below. We review Tashiro’s
work in section 3.
In this paper, inspired by these results, we define non-negative real numbers
Ω1(g) ≥ Ω2(g) ≥ Ω3(g) ≥ · · · → 0 for a closed Riemannian manifold (M, g), and
study their properties. The value of Ω1(g) is defined by
Ω1(g) = sup
{∫
M
Ric(∇v,∇v) dµg : v ∈ L22(M) and ‖∆v‖L2 = 1
}
.
We define {Ωk(g)}k≥2 in Definition 1 and Definition 2. If Ω1(g) > 0, then we have
Ωk(g) > 0 for any k ∈ Z>0, and there exists a non-constant function vk ∈ C∞(M)
such that ∆2vk =
1
Ωk(g)
∇∗(Ric(∇vk, ·)). We have the following two theorems:
Theorem A . For any closed n-dimensional Riemannian manifold (M, g), we have
Ω1(g) ≤ n−1n . If Ω1(g) = n−1n , then (M, g) is conformal to the standard sphere.
Theorem B . Let (M, g) be a closed Riemannian manifold of dimension n. If
Ω1(g) = Ω2(g) =
n−1
n , then (M, g) is isometric to the standard sphere of a certain
radius.
Consequently, Ω1(g) and Ω2(g) characterize the n-dimensional standard sphere.
Roughly speaking, Ω1(g) =
n−1
n means that (M, g) has a rotational symmetry.
Moreover, Ω2(g) =
n−1
n means that (M, g) has another rotation axis. Theorem B
results from the fact that no Riemannian manifold except for the standard sphere
has two distinct rotation axes (for the explicit statement, see Lemma 3.3).
The relationship between Theorem A and Lichnerowicz inequality is the follow-
ing:
Theorem C . If there exists a constant r > 0 such that Ric ≥ rg, then
λ1 ≥ r
Ω1(g)
≥ n
n− 1r.
In Theorem 3.5, we see that the value of Ω1(g) sharply reflects the spherical part
of the manifold. In section 4, we give some computation and examples.
In the next section, we define a family of non-negative numbers {Λk(S)}k∈Z>0
for a closed Riemannian manifold (M, g) and a symmetric tensor S of type (0, 2)
on M . In section 3, we specialize the case when S = Ricg, and Λk(Ricg) recovers
Ωk(g) above.
Acknowledgments. I am grateful to my supervisor, Professor Shinichiroh Mat-
suo, for his useful comments and advice.
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2. The definition of Λk(S) and elementary properties
2.1. Preliminaries.
Notation 1. Let (M, g) be a closed Riemannian manifold of dimension n. H
denotes the closed subspace of L22(M) defined by
H = H(M,g) = {v ∈ L22(M) :
∫
M
v dµg = 0},
with an inner product
〈u, v〉H =
∫
M
(∆u,∆v) dµg (u, v ∈ H).
The norm induced by this inner product is equivalent to the norm induced by
the standard inner product on L22(M). Note that Ker∆|H = {0}, and so there
exists a constant C > 0 such that ‖v‖L22 ≤ C‖∆v‖L2 for all v ∈ H . This is what is
called the elliptic estimate.
Notation 2. Let S be a symmetric tensor of type (0, 2) on M . We define a
functional ΛS : H\{0} → R by
ΛS(v) =
∫
M
S(∇v,∇v) dµg
‖∆v‖2L2
.
By the elliptic estimate, we have supv∈H\{0} ΛS(v) < ∞. Note that, for each
v ∈ L22(M), there exists a constant c ∈ R such that v − c ∈ H , and so
sup
v∈H\{0}
ΛS(v) = sup
{∫
M
S(∇v,∇v) dµg
‖∆v‖2L2
: v ∈ L22(M) and v is not a constant
}
.
Lemma 2.1. Let F 6= {0} be a closed subspace of H. If supv∈F\{0} ΛS(v) > 0,
then there exists a function u ∈ F\{0} such that supv∈F\{0} ΛS(v) = ΛS(u).
Proof. Put Λ = supv∈F\{0} ΛS(v). Let {uk} be a sequence of F such that Λ =
limk→∞ ΛS(uk) and ‖∆uk‖L2 = 1. By the elliptic estimate, there exists a constant
C > 0 such that ‖uk‖L22 ≤ C for all k. Thus, we can take a subsequence of {uk}
(denote it again by {uk}) and u ∈ F such that
uk → u (strongly in L21(M)),
uk ⇀ u (weakly in F ).
Then,
Λ− ΛS(uk)
=Λ
∫
M
(∆uk,∆uk) dµg −
∫
M
S(∇uk,∇uk) dµg
=Λ
∫
M
(∆u+∆(uk − u),∆u+∆(uk − u)) dµg
−
∫
M
S(∇u,∇u) dµg + ǫk
=Λ‖∆u‖2L2 + 2Λ
∫
M
(∆(uk − u),∆u) dµg + Λ‖∆(uk − u)‖2L2
−
∫
M
S(∇u,∇u) dµg + ǫk
≥2Λ
∫
M
(∆(uk − u),∆u) dµg + Λ‖∆(uk − u)‖2L2 + ǫk,
(1)
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where we put ǫk =
∫
M S(∇u,∇u) dµg −
∫
M S(∇uk,∇uk) dµg. In the last line, we
have used
∫
M
S(∇u,∇u) dµg ≤ Λ‖∆u‖2L2. By (1), we have
Λ‖∆(uk − u)‖2L2
≤Λ − ΛS(uk)− 2Λ
∫
M
(∆(uk − u),∆u) dµg − ǫk.
(2)
The right hand side of (2) converges to 0 as k →∞. Since we assumed Λ > 0, we
get
lim ‖∆(uk − u)‖L2 = 0.
This implies that uk converges to u strongly in H , and so Λ = ΛS(u). 
Now, we consider the case when F = H .
Lemma 2.2. Put Λ1(S) = supv∈H\{0} ΛS(v). If Λ1(S) > 0, for u ∈ H\{0}, the
following two conditions are equivalent:
(a) Λ1(S) = ΛS(u),
(b) ∆2u = 1Λ1(S)∇∗(S(∇u, ·)).
In particular, if u satisfies Λ1(S) = ΛS(u), then u is smooth.
Proof. We first prove (a) ⇒ (b). Suppose that u ∈ H\{0} satisfies Λ1(S) = ΛS(u),
i.e.,
Λ1(S) = sup
v∈H\{0}
∫
M
S(∇v,∇v) dµg
‖∆v‖2L2
=
∫
M
S(∇u,∇u) dµg
‖∆u‖2L2
.
Then, for any v ∈ L22(M), we have
Λ1(S)
∫
M
(∆(u+ tv),∆(u+ tv)) dµg−
∫
M
S(∇(u+ tv),∇(u+ tv)) dµg ≥ 0 (t ∈ R),
Λ1(S)
∫
M
(∆u,∆u) dµg −
∫
M
S(∇u,∇u) dµg = 0.
Therefore,
0 =
d
dt
∣∣∣∣
t=0
(
Λ1(S)
∫
M
(∆(u+ tv),∆(u+ tv)) dµg
−
∫
M
S(∇(u+ tv),∇(u + tv)) dµg
)
=2Λ1(S)
∫
M
(∆u,∆v) dµg − 2
∫
M
S(∇u,∇v) dµg
=2Λ1(S)
∫
M
(
∆2u− 1
Λ1(S)
∇∗(S(∇u, ·)), v
)
dµg.
Since the pairing L2−2(M) × L22(M) → R is non-degenerate, we conclude ∆2u −
1
Λ1(S)
∇∗(S(∇u, ·)) = 0.
We next prove (b) ⇒ (a). Suppose that ∆2u = 1Λ1(S)∇∗(S(∇u, ·)). Then we
have,∫
M
S(∇u,∇u) dµg =
∫
M
(∇∗(S(∇u, ·)), u) dµg = Λ1(S)
∫
M
(∆u,∆u) dµg.
Therefore, we get Λ1(S) =
∫
M
S(∇u,∇u) dµg
‖∆u‖2
L2
= ΛS(u). 
Next we consider the sign of supv∈F\{0} ΛS(v).
Lemma 2.3. For any symmetric tensor S of type (0, 2) and any infinite dimen-
sional closed subspace F ⊂ H, we have supv∈F\{0} ΛS(v) ≥ 0. Moreover, if S ≤ 0,
then supv∈F\{0} ΛS(v) = 0 holds.
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Proof. Since M is compact, there exists a constant c > 0 such that S ≥ −cg. Let
0 = λ0 < λ1 ≤ λ2 ≤ · · · → ∞
be the eigenvalues of the Laplacian ∆ and {ψi} a complete orthonormal system in
L2(M) of the eigenfunctions of ∆:
∆ψi = λiψi.
Since F ⊂ H is infinite dimensional, for any k = 0, 1, 2, . . ., we can take vk ∈
F\{0} that is orthogonal to ψ0, . . . , ψk in L2(M). Then,∫
M
S(∇vk,∇vk) dµg ≥ −c
∫
M
(∇vk,∇vk) dµg
≥ − c
λk+1
‖∆vk‖2L2.
Therefore, supv∈F\{0} ΛS(v) ≥ ΛS(vk) ≥ − cλk+1 . The right hand side converges to
0 as k →∞, and so we get supv∈F\{0} ΛS(v) ≥ 0.
Moreover, if S ≤ 0, we have ΛS(v) ≤ 0 for any v ∈ F\{0}. Therefore,
supv∈F\{0} ΛS(v) ≤ 0. Thus, we get supv∈F\{0} ΛS(v) = 0. 
In the case when F = H , the converse is also true:
Lemma 2.4. If supv∈H\{0} ΛS(v) = 0, then we have S ≤ 0.
Moreover, we can show the following:
Lemma 2.5. If S ≤ 0 does not hold, for any positive integer k ∈ N, there exists a
k-dimensional subspace Vk of C
∞(M) ∩ H that satisfies the following: ΛS(v) > 0
holds for any v ∈ Vk\{0}.
Putting k = 1 in Lemma 2.5, we get Lemma 2.4. See Appendix for the proof of
Lemma 2.5.
2.2. The definition and elementary properties of Λk(S). Let (M, g) be a
closed Riemannian manifold of dimension n and S a symmetric tensor of type
(0, 2) on M . We define Λ1(S) ≥ Λ2(S) ≥ · · · .
Definition 1. We put Λ1(S) = supv∈H\{0} ΛS(v). If Λ1(S) = 0, we define Λ1(S) =
Λ2(S) = Λ3(S) = · · · = 0. If Λ1(S) > 0, we can take a function v1 ∈ H such
that ΛS(v1) = Λ1(S) and ‖∆v1‖L2 = 1 by Lemma 2.1. We define Λk(S) and vk
inductively as follows. Suppose that we have chosen Λ1(S), · · · ,Λk(S) > 0 and
v1, · · · , vk ∈ H . We put
Λk+1(S) = sup
{
ΛS(v) : v ∈ 〈v1, · · · , vk〉⊥\{0}
}
,
where 〈v1, · · · , vk〉⊥ denotes the orthogonal complement of SpanR{v1, · · · , vk} in
H . We have Λk+1(S) > 0 by Lemma 2.3 and Lemma 2.5; therefore, we can take
vk+1 ∈ 〈v1, · · · , vk〉⊥\{0} such that Λk+1(S) = ΛS(vk+1) and ‖∆vk+1‖L2 = 1 by
Lemma 2.1. Inductively, we define Λ1(S) ≥ Λ2(S) ≥ · · · > 0 and v1, v2, · · · ∈ H .
We call vk the associated function to Λk(S).
We can prove each vk is smooth. In fact, we show the following:
Proposition 2.6. If Λ1(S) > 0, then we have ∆
2vi =
1
Λi(S)
∇∗(S(∇vi, ·)) for each
i = 1, 2, . . ..
To prove Proposition 2.6, we show the following lemma.
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Lemma 2.7. Take a real number Λ ∈ R and a function v ∈ H. Suppose that
Λ∆2v = ∇∗(S(∇v, ·)) holds. Then, we have∫
M
S(∇v,∇u) dµg = 0
for any function u ∈ H with 〈u, v〉H=0.
Proof. For any function u ∈ H with 〈u, v〉H = 0, we have∫
M
S(∇v,∇u) dµg =
∫
M
(∇∗(S(∇v, ·)), u) dµg
=Λ
∫
M
(∆2v, u) dµg
=Λ
∫
M
(∆v,∆u) dµg = 0.

Proof of Proposition 2.6. We show the proposition by induction on i. We have
shown the proposition for i = 1 in Lemma 2.1. Suppose that we have shown the
proposition for i = 1, . . . , k. Then, for any v ∈ 〈v1, . . . , vk〉⊥, similarly to Lemma
2.2, we have
(3)
∫
M
(
∆2vk+1 − 1
Λk+1(S)
∇∗(S(∇vk+1, ·)), v
)
dµg = 0.
For each vi (i = 1, · · · , k), we have 〈vk+1, vi〉H = 0. Therefore, by Lemma 2.7,∫
M
(
∇∗(S(∇vk+1, ·)), vi
)
dµg = 0.
Thus, ∫
M
(
∆2vk+1 − 1
Λk+1(S)
∇∗(S(∇vk+1, ·)), vi
)
dµg = 0.
Consequently, (3) holds for any v ∈ L22(M). This implies the proposition for i =
k + 1. 
We introduce some elementary properties of Λk(S).
Proposition 2.8. For any symmetric tensor S of type (0, 2), we have limk→∞ Λk(S) =
0.
Proof. We assume Λ1(S) > 0 (otherwise the lemma is trivial).
We put Λ = limk→∞ Λk(S). LetH+(S) =
⊕∞
k=1Rvk be the closure of
⊕∞
k=1 Rvk
in H . For any v ∈ H+(S)\{0}, we have
v = lim
l→∞
l∑
k=1
〈v, vk〉vk (strongly in H).
Therefore, by Lemma 2.7
ΛS(v) =
∫
M S(∇v,∇v) dµg
‖∆v‖2L2
=
∑〈v, vk〉2 ∫M S(∇vk,∇vk) dµg∑〈v, vk〉2‖∆vk‖2L2
≥
∑〈v, vk〉2Λ‖∆vk‖2L2∑〈v, vk〉2‖∆vk‖2L2 = Λ.
ROTATIONAL SYMMETRY OF THE STANDARD SPHERE 7
Then, for any v ∈ H+(S)\{0}, we have Λ−S(v) ≤ −Λ, and so supv∈H+(S)\{0}Λ−S(v) ≤
−Λ. By Lemma 2.3, we have supv∈H+(S)\{0} Λ−S(v) ≥ 0; therefore, −Λ ≥ 0. How-
ever, we have Λ ≥ 0. Thus, Λ = 0 holds. 
Lemma 2.9. Take real numbers Λ,Λ ∈ R and functions v, v ∈ H. If Λ 6= Λ and
Λ∆2v = ∇∗(S(∇v, ·))
Λ∆2v = ∇∗(S(∇v, ·)),
then 〈v, v〉H = 0.
Proof.
Λ
∫
M
(∆v,∆v) dµg =
∫
M
(∇∗(S(∇v, ·)), v) dµg
=
∫
M
(v,∇∗(S(∇v, ·))) dµg
=Λ
∫
M
(∆v,∆v) dµg.
Thus, we get
∫
M (∆v,∆v) dµg = 0. 
We define Λ−i(S) = −Λi(−S). If −Λ−1(S) > 0, we define v−i to be the asso-
ciated function to Λ−i(S), i.e., v−1, v−2, · · · are orthonormal in H , and ∆2v−i =
1
Λ−i(S)
∇∗(S(∇v−i, ·)) holds. We define
H+(S) =
⊕∞
k=1Rvk,
H−(S) = H+(−S) =⊕∞k=1 Rv−k,
where the overline means the closure in H (if Λ1(S) = 0, then we define H
+(S) =
{0}). Then, H+(S) and H−(S) are orthogonal to each other in H by Lemma
2.9. Let H0(S) be the orthogonal complement of H+(S) ⊕H−(S) in H . We can
characterize the element of H0(S) by the following lemma.
Proposition 2.10. For each v ∈ H the following two conditions are equivalent:
(a) v ∈ H0(S),
(b) ∇∗(S(∇v, ·)) = 0.
Proof. We first prove (a)⇒(b). Take v ∈ H0(S). We assume v 6= 0 (otherwise
the lemma is trivial). For any k = 1, 2, . . ., we have v ∈ 〈v1, · · · , vk〉⊥. Thus,
ΛS(v) ≤ Λk+1(S). Taking the limit, we get ΛS(v) ≤ 0 by Proposition 2.8. Similarly,
we have Λ−S(v) ≤ 0; therefore, ΛS(v) = 0. Thus, for any w ∈ H0(S) and t ∈ R,
we have
∫
M
S(∇(v + tw),∇(v + tw)) dµg = 0. Therefore, we get
(4)
∫
M
S(∇v,∇w) dµg = 0.
By Lemma 2.7, for any k = 1, 2, . . .,∫
M
S(∇v,∇vk) dµg =
∫
M
S(∇v,∇v−k) dµg = 0.
This implies that the equation (4) holds for all w ∈ H . Therefore, we get∇∗(S(∇v, ·)) =
0.
We next prove (b) ⇒ (a). Suppose ∇∗(S(∇v, ·)) = 0. Then, v is orthogonal to
H+(S) and H−(S) by Lemma 2.9. Thus, we get (a). 
Next, we characterize vk.
Lemma 2.11. Take u ∈ H\{0}. Suppose that there exists a constant a ∈ R such
that ∆2u = a∇∗(S(∇u, ·)). Then, there exists a non-zero integer k ∈ Z\{0} such
that a = 1Λk(S) and u ∈ SpanR{vi : ΛS(vi) = Λk(S)}.
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Proof. Since ∆2u 6= 0, we have a 6= 0. Then, u is orthogonal to H0(S) and vi for
i ∈ Z\{0} such that 1Λi(S) 6= a by Lemma 2.9. Therefore, there exists a non-zero
integer k ∈ Z\{0} such that 1Λk(S) = a and u ∈ SpanR{vi : ΛS(vi) = Λk(S)}. 
Lemma 2.11 immediately implies the following two corollaries.
Corollary 2.12. Suppose that {ul}∞l=1 is a complete orthonormal system in H,
and, for each l ∈ Z>0, there exists cl ∈ R such that cl∆2ul = ∇∗(S(∇ul, ·)). Then,
H+(S) =
⊕
l∈Z>0,cl>0
Rul, H
0(S) =
⊕
l∈Z>0,cl=0
Rul, H
−(S) =
⊕
l∈Z>0,cl<0
Rul.
Moreover, if Λ1(S) > 0, we have
{Λk(S) : k ∈ Z>0} = {cl : l ∈ Z>0 and cl > 0}.
Corollary 2.13. Let 0 < λ1 ≤ λ2 ≤ · · · → ∞ be the eigenvalues of the Laplacian.
Then, we have Λk(g) =
1
λk
for all k ∈ Z>0.
2.3. Other properties of Λk(S). We consider the value of Λ1 of the product of
Riemannian manifolds. Let (Mi, gi) (i = 1, 2) be ni-dimensional compact Riemann-
ian manifolds, and Si symmetric tensors of type (0, 2) on Mi. We denote the pro-
jections by πi : M1 ×M2 →Mi. Then, we have T (M1 ×M2) = π∗1TM1
⊕
π∗2TM2.
We consider the product metric g = g1 + g2 on M = M1 ×M2. We define a sym-
metric tensor of type (0, 2) on M by S = S1 ⊕ S2. Then, we have the following
proposition.
Proposition 2.14. We have Λ1(S) = max{Λ1(S1),Λ1(S2)}.
Proof. Let {λi} (resp. {λ′k}) be the eigenvalues and {ψi} (resp. {ψ′k}) the eigen-
functions of the Laplacian of (M1, g1) (resp. (M2, g2)). For any u ∈ C∞(M), we
have the following decomposition:
u(x, y) =
∑
aikψi(x)ψ
′
k(y) =
∑
bk(x)ψ
′
k(y) =
∑
ci(y)ψi(x).
Therefore,
S(∇u,∇u) =
∑
aikajl
(
S1(∇g1ψi,∇g1ψj)ψ′kψ′l + ψiψjS2(∇g2ψ′k,∇g2ψ′l)
)
=
∑
S1(∇g1bk,∇g1bl)ψ′kψ′l +
∑
ψiψjS2(∇g2ci,∇g2cj).
By the integration, we have∫
M
S(∇u,∇u) dµg
=
∑
k
∫
M1
S1(∇g1bk,∇g1bk) dµg1 +
∑
i
∫
M2
S2(∇g2ci,∇g2ci) dµg2
≤Λ1(S1)
∑
k
∫
M1
(∆g1bk,∆
g1bk) dµg1 + Λ1(S2)
∑
i
∫
M2
(∆g2ci,∆
g2ci) dµg2 .
(5)
We have bk(x) =
∑
aikψi(x), and so
(6)
∫
M1
(∆g1bk,∆
g1bk) dµg1 =
∑
i
a2ikλ
2
i .
Similarly, we have
(7)
∫
M2
(∆g2ci,∆
g2ci) dµg2 =
∑
k
a2ikλ
′2
k .
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By (5)–(7) and ∆(ψiψ
′
k) = (λi + λ
′
k)ψiψ
′
k, we get∫
M
(∆u,∆u) dµg =
∑
i,k
a2ik(λi + λ
′
k)
2
≥
∑
i,k
a2ikλ
2
i +
∑
ik
a2ikλ
′2
k
=
∑
k
∫
M1
(∆g1bk,∆
g1bk) dµg1 +
∑
i
∫
M2
(∆g2ci,∆
g2ci) dµg2
≥ 1
max{Λ1(S1),Λ1(S2)}
(
Λ1(S1)
∑
k
∫
M1
(∆g1bk,∆
g1bk) dµg1
+ Λ1(S2)
∑
i
∫
M2
(∆g2ci,∆
g2ci) dµg2
)
≥ 1
max{Λ1(S1),Λ1(S2)}
∫
M
S(∇u,∇u) dµg.
Therefore,
(8) Λ1(S) ≤ max{Λ1(S1),Λ1(S2)}.
Next, we prove that the equality holds. Suppose that Λ1(S1) ≥ Λ1(S2). More-
over, we assume Λ1(S1) > 0 (otherwise the proposition is trivial). Take a non-
constant function v1 ∈ C∞(M1) such that Λ1(S1) = ΛS1(v1). We regard v1 as a
smooth function on M ; v1 ∈ C∞(M). Then,
(9) Λ1(S) ≥ ΛS(v1) = ΛS1(v1) = Λ1(S1) = max{Λ1(S1),Λ1(S2)}.
By (8) and (9), we get Λ1(S) = max{Λ1(S1),Λ1(S2)}. 
We give a useful formula for Λi(S).
Proposition 2.15. Let (M, g) be a closed Riemannian manifold and S a symmetric
tensor of type (0, 2) on M . We have
Λk(S) = sup
Lk⊂H
[
inf
v∈Lk\{0}
ΛS(v)
]
for any positive integer k ∈ Z>0, where Lk varies over all k-dimensional subspaces
of H.
Proof. If Λ1(S) = 0, we have S ≤ 0. Similarly to Lemma 2.3, we can show
sup
Lk⊂H
[
inf
v∈Lk\{0}
ΛS(v)
]
= 0
for any k ∈ Z>0, and so the proposition holds.
Suppose that Λ1(S) > 0. Let {vk}Z>0 be the associated functions to {Λk(S)}Z>0.
Take a positive integer k ∈ Z>0. Let Lk be a k-dimensional subspace of H . Then,
there exists a function v ∈ Lk\{0} such that v is orthogonal to v1, . . . , vk−1. By
definition of Λk(S), we have ΛS(v) ≤ Λk(S). Therefore, infv∈Lk\{0} ΛS(v) ≤ Λk(S)
holds. Thus,
Λk(S) ≥ sup
Lk⊂H
[
inf
v∈Lk\{0}
ΛS(v)
]
.
Let us show the equality holds. We put L0k = SpanR{v1, · · · , vk}. Then, we have
Λk(S) = infv∈L0
k
\{0} ΛS(v). This implies
Λk(S) = sup
Lk⊂H
[
inf
v∈Lk\{0}
ΛS(v)
]
.

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Corollary 2.16. Let S and T be symmetric tensors of type (0, 2) on M . If S ≥ T ,
then we have Λk(S) ≥ Λk(T ) for each k ∈ Z\{0}. Moreover, if Λk(S) = Λk(T ) for
all k ∈ Z\{0}, then S = T holds.
Proof. Take a positive integer k ∈ Z>0. We have
inf
v∈Lk\{0}
ΛS(v) ≥ inf
v∈Lk\{0}
ΛT (v)
for any k-dimensional subspace Lk of H . Thus, we get Λk(S) ≥ Λk(T ) by Propo-
sition 2.15. Similarly, we have Λk(−T ) ≥ Λk(−S); therefore, Λ−k(S) ≥ Λ−k(T ).
Suppose that Λk(S) = Λk(T ) holds for all k ∈ Z\{0}. If Λ1(T ) = 0, then
H+(S) = H+(T ) = {0}. Assume that Λ1(T ) > 0 and take the associated functions
{vk}Z>0 to {Λk(T )}Z>0 for T . Take a positive integer l ∈ Z>0 such that Λl−1(T ) <
Λl(T ) (put Λ0(T ) = 0). Suppose that Λl(T ) = Λl+K(T ) for K ∈ Z≥0. For each
i = 0, . . . ,K, we put L0l,i = SpanR{v1, · · · , vl−1, vl+i}. By Proposition 2.15, we
have
Λl+i(S) = Λl(S) ≥ inf
v∈L0
l,i
\{0}
ΛS(v).
Take v ∈ L0l,i\{0} that attains the infimum of the right hand side. Then, we have
Λl+i(S) ≥ ΛS(v) ≥ ΛT (v) ≥ Λl+i(T ). By Λl+i(S) = Λl+i(T ), we have v = vl+i
and Λl+i(S) = ΛS(vl+i). Thus, {vk}Z>0 is the family of associated functions to
{Λk(S)}Z>0 for S, and so
∫
M S(∇v,∇v) dµg =
∫
M T (∇v,∇v) dµg for any v ∈
H+(S) = H+(T ). Similarly, we have H−(S) = H−(T ) and
∫
M
S(∇v,∇v) dµg =∫
M T (∇v,∇v) dµg for any v ∈ H−(S) = H−(T ). Consequently, we have H0(S) =
H0(T ) and
∫
M
S(∇v,∇v) dµg =
∫
M
T (∇v,∇v) dµg for any v ∈ H . This and
Lemma 2.4 imply S = T . 
3. Main properties of Ωk
3.1. The proofs of Theorem A and Theorem C. In this section we consider
the case when S = Ricg.
Definition 2. We put Ωk(g) = Λk(Ricg) for a closed Riemannian manifold (M, g).
In this case, the following Bochner formula plays an important role.
Proposition 3.1. Let (M, g) be a Riemannian manifold and ω a 1-form on M .
Then, we have
∆ω = ∇∗∇ω +Ric(ω♯, ·),
where ω♯ denotes a vector field such that g(ω♯, Y ) = ω(Y ) for any vector field Y .
By the Bochner formula, we have the following theorem.
Theorem A . For any closed n-dimensional Riemannian manifold (M, g), we have
Ω1(g) ≤ n−1n . If Ω1(g) = n−1n , then (M, g) is conformal to the standard sphere.
Proof. For any function v ∈ C∞(M), we have ∆v = − tr∇2v; therefore,
0 ≤ (∇2v + 1
n
∆vg,∇2v + 1
n
∆vg) = (∇2v,∇2v)− 1
n
(∆v,∆v).
Thus, we have
(10) ‖∆v‖2L2 ≤ n‖∇2v‖2L2 .
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By the Bochner formula and (10), we have∫
M
Ric(∇v,∇v) dµg =
∫
M
(∆dv, dv) dµg −
∫
M
(∇∗∇dv, dv) dµg
=
∫
M
(d∆v, dv) dµg −
∫
M
(∇2v,∇2v) dµg
=
∫
M
(∆v,∆v) dµg −
∫
M
(∇2v,∇2v) dµg
≤ n− 1
n
∫
M
(∆v,∆v) dµg
Consequently, we get ΛRic(v) ≤ n−1n for any non-constant function v ∈ C∞(M).
Therefore, we get Ω1(g) ≤ n−1n .
Suppose that Ω1(g) =
n−1
n . Then, there exists a function v1 ∈ H such that
ΛRic(v1) =
n−1
n , and so ‖∆v1‖2L2 = n‖∇2v1‖2L2. Therefore, we have ∇2v1 +
1
n∆v1g = 0. Thus, Theorem 1.2 implies the theorem. 
Remark 3.1. We have
‖∆v‖2L2 ≤
1
1− Ω1(g)‖∇
2v‖2L2
for any v ∈ C∞(M).
Proposition 3.2. Let 0 < λ1 ≤ λ2 ≤ · · · → ∞ be the eigenvalues of the Laplacian.
If there exists a constant r > 0 such that Ric ≥ rg, then we have
λk ≥ r
Ωk(g)
for any k = 1, 2, . . .. Moreover, if λk =
r
Ωk(g)
holds for all k = 1, 2, . . ., then
Ric = rg holds.
Proof. By Corollary 2.13, we have Λk(rg) =
r
λk
. Thus, Corollary 2.16 implies the
proposition. 
Putting k = 1, we get the following.
Theorem C . If there exists a constant r > 0 such that Ric ≥ rg, then
λ1 ≥ r
Ω1(g)
≥ n
n− 1r.
Let us consider the behavior of Ωk(g) under the homothetic transformation.
Let (M, g) be a closed Riemannian manifold and a a positive constant. Then, for
any u ∈ C∞(M) we have ∇a2gu = 1a2∇gu, ∆a
2gu = 1a2∆
gu, Rica2g = Ricg and
dµa2g = a
ndµg. Thus, if u is a non-constant function, we have∫
M
Rica2g(∇a2gu,∇a2gu) dµa2g∫
M
(∆a2gu,∆a2gu) dµa2g
=
∫
M
Ricg(∇gu,∇gu) dµg∫
M (∆
gu,∆gu) dµg
.
Therefore, we have Ωk(a
2g) = Ωk(g) for any k ∈ Z\{0}.
On the other hand, λk(a
2g) = 1a2 λk(g) holds. Based on these, we give an example
of non-Einstein Riemannian manifold such that Ric ≥ rg and λ1 = rΩ1(g) for some
positive constant r > 0.
Example 3.1. Let (Mi, gi) (i = 1, 2) be closed Einstein manifolds of dimension ni
such that Ricgi = gi holds. We assume that Ω1(g1) ≥ Ω1(g2). For each r > 1, we
consider the metric Gr = r
2g1 + g2 on the product manifold M =M1 ×M2. If r is
large enough, we have λ1(Gr) = min{ 1r2λ1(g1), λ1(g2)} = 1r2λ1(g1).
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We have
RicGr = Ricg1 ⊕Ricg2 = g1 + g2 ≥
1
r2
Gr,
and Ω1(Gr) = Ω1(g1) by Proposition 2.14. Therefore, we get
1
r2
1
Ω1(g1)
=
1
r2
λ1(g1) = λ1(Gr).
This gives an example mentioned above.
3.2. The proof of Theorem B. In this subsection, we prove Theorem B.
Theorem B . Let (M, g) be a closed Riemannian manifold of dimension n. If
Ω1(g) = Ω2(g) =
n−1
n , then (M, g) is isometric to the standard sphere of a certain
radius.
The proof of this theorem depends on the following lemma. For a related work,
see [9, Proposition 7.3].
Lemma 3.3. Let (M, g) be a closed Riemannian manifold of dimension n. If
there are linearly independent functions u1, u2 ∈ C∞(M) ∩ H such that ∇2ui =
−∆uin g (i = 1, 2), then (M, g) is isometric to the standard sphere of a certain radius.
Before giving a proof of Lemma 3.3, we recall Tashiro’s work [8]. First we
enumerate the properties of the equation ∇2u = −∆un g.
Property A . If there exists a non-constant function u ∈ C∞(M) such that ∇2u =
−∆un g, then (M, g) and u have the following properties:
(i) u has just two critical points {p, q} such that u(p) < u(q).
(ii) There exist a constant b > 0, a smooth function ψ : [0, b] → R and a
diffeomorphism α : M\{p, q} → (0, b) × Sn−1 such that u(α−1(t, x)) =
ψ(t) ((t, x) ∈ (0, b)× Sn−1) holds,
(iii) For any t ∈ (0, b), we have ψ′(t) > 0. For any positive integer k ∈ Z>0,
ψ(2k−1)(0) = ψ(2k−1)(b) = 0 holds. Moreover, ψ′′(0) = −ψ′′(b) > 0 holds,
(iv) Under the diffeomorphism α, the metric g on M\{p, q} is represented as
g(t, x) = dt2 + ψ
′(t)2
ψ′′(0)2
gn−1(x), where gn−1 denotes the standard metric on
the sphere of radius 1,
(v) Define P1 : M\{q} → Bn(b) and P2 : M\{p} → Bn(b) by P1(α−1(t, x)) =
tx, P1(p) = 0 and P2(α
−1(t, x)) = (b − t)x, P2(q) = 0 respectively, where
Bn(b) denotes the open ball of radius b in n-dimensional Euclidean space
with center 0. Then, P1 (resp. P2) is the geodesic coordinate centered at p
(resp. q).
In particular, if there exists a non-constant function u ∈ C∞(M) such that
∇2u = −∆un g, then (M, g) is diffeomorphic to Sn and has rotational symmetry. Let
us explain why (M, g) is conformal to the standard sphere. Fix t0 ∈ (0, b) and put a
map θ : (0, b)→ (0, π) to be θ(t) = 2 arctan exp ∫ t
t0
ψ′′(0)
ψ′(s) ds. By (iii), ψ
′(s) = O(s)
near s = 0, and so limt→0 θ(t) = 0. Similarly, we have limt→b θ(t) = π; therefore θ
is a diffeomorphism. We have dθdt = sin θ
ψ′′(0)
ψ′(t) , and so g(t, x) =
1
sin2 θ
ψ′(t)2
ψ′′(0)2 (dθ
2 +
sin2 θ gn−1). We know that dθ2 + sin2 θ gn−1 is the standard metric on the sphere
of radius 1. Moreover, 1
sin2 θ
ψ′(t)2
ψ′′(0)2 can be extended to a smooth function on the
whole M . This implies that (M, g) is conformal to the standard sphere.
By the formulas for a warped product [1, Lemma 7.3] [4, Lemma 13], we have
Formulas . Let X and Y be vector fields on M\{p, q} that are orthogonal to ∂∂t .
(a) ∇XY (t, x) = −g(X,Y )ψ
′′(t)
ψ′(t)
∂
∂t +∇S
n−1
X Y ,
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(b) RM (X, ∂∂t )
∂
∂t = −ψ
′′′(t)
ψ′(t) X,
(c) Ric( ∂∂t ,
∂
∂t )(t) = −(n− 1)ψ
′′′(t)
ψ′(t) ,
where RM denotes the Riemann curvature tensor on (M, g).
By (a), if t1 ∈ (0, b) satisfies ψ′′(t1) = 0, then the second fundamental form of
the embedding {t1} × Sn−1 ⊂ M is equal to 0. (b) immediately implies (c). By
(c), (M, g) has the following property:
Property B . For any normal geodesics γ1(t) and γ2(t) from p ∈ M , we have
Ric(γ˙1(t), γ˙1(t)) = Ric(γ˙2(t), γ˙2(t)).
Now, we are in position to prove Lemma 3.3.
Proof of Lemma 3.3. We use the notations of Property A for u1: critical points
{p, q}, a constant b > 0, a diffeomorphism α : M\{p, q} = (0, b) × Sn−1, and a
map ψ1 : [0, b] → R such that u1(α−1(t, x)) = ψ1(t) ((t, x) ∈ (0, b) × Sn−1). By
Property A (iii), we have ψ′1(0) = ψ
′
1(b) = 0, and so there exists t1 ∈ (0, b) such
that ψ′′1 (t1) = 0.
Let p0 be one of critical points of u2. Then, there exists a smooth map ψ2 : [0, b]→
R such that u2(y) = ψ2(d(p0, y)). We extend ψ2 : [−b, 2b]→ R by
ψ2(−t) = ψ2(t), ψ2(b + t) = ψ2(b− t) (t ∈ [0, b]).
Let us show p 6= p0 by contradiction. Suppose that p = p0. Then, by Property A
(iv), we have
ψ′1(t)
2
ψ′′1 (0)
2 =
ψ′2(t)
2
ψ′′2 (0)
2 . Therefore, there exists a constant C1 ∈ R such that
ψ′1(t) = C1ψ
′
2(t). Thus, there exists a constant C2 ∈ R such that ψ1(t) = C1ψ2(t)+
C2. Then, we have C2 = u1 − C1u2 ∈ H , and so C2 = 0. This is contradiction
to the assumption of the linearly independence of u1 and u2. Therefore, we have
p 6= p0. Similarly, we have q 6= p0.
We put p0 = (t0, x0) ∈M\{p, q}. We construct a non-constant function u3 such
that ∇2u3 = −∆u3n g and α−1(t1, x0) is one of critical points of u3. If t0 = t1, we
put u3 = u2. If t0 6= t1, we put u3 = ψ′2(t1 − t0)u1−ψ′(t1)u2. Since ψ′1(t1) 6= 0, we
have u3 6= 0. We have
u3(α
−1(t, x0)) = ψ′2(t1 − t0)ψ1(t)− ψ′(t1)ψ2(t− t0),
and so ∂∂tu3(α
−1(t1, x0)) = 0. For any tangent vector X ∈ Tα−1(t1,x0)M that is
orthogonal to
(
∂
∂t
)
(t1,x0)
, we have Xu1(α
−1(t1, x0)) = Xu2(α−1(t1, x0)) = 0, and
so Xu3(α
−1(t1, x0)) = 0. Therefore, α−1(t1, x0) is one of critical points of u3. In
both cases, u3 has desired property.
Since ψ′′1 (t1) = 0, the second fundamental form of the embedding {t1}×Sn−1 ⊂
M is equal to 0. Therefore, for any normal geodesic γ(s) in Sn−1(1) from x0 ∈ Sn−1,
γ˜(s) = α−1(t1, γ(
ψ′′1 (0)
ψ′1(t1)
s)) ∈M is a normal geodesic in M from α−1(t1, x0). By the
symmetry, there exists a constant C3 ∈ R such that
Ric( ˙˜γ(s), ˙˜γ(s)) = C3
holds.
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p q
α−1(t1,−x0)
α−1(t1, x0)
α−1((0, b)× {x0})
α−1((0, b)× {−x0})
γ˜
By Property B for u3, we have
(11) − (n− 1)ψ
′′′
1
ψ′1
= Ric
(
∂
∂t
,
∂
∂t
)
= Ric( ˙˜γ(s), ˙˜γ(s)) = C3.
By (11) and Property A (iii), there exists a constant C4 such that ψ
′
1(t) =
C4 sin(
π
b t). Therefore, the metric g on M is represented as
g(t, x) = dt2 +
b2
π2
sin2(
π
b
t)gn−1.
Putting θ = πb t, we get g =
b2
π2 (dθ
2 + sin2 θ gn−1). This is the standard metric on
the sphere of radius bπ . 
Proof of Theorem B. Lemma 3.3 immediately implies the theorem. 
3.3. An estimate in the presence of a parallel p-form. The goal of this sub-
section is to prove the following theorem.
Theorem 3.4. Let (M, g) be a closed Riemannian manifold of dimension n = 2p
(p ≥ 2). If there exists a nontrivial parallel p-form ω on M , then we have Ω1(g) ≤
p−1
p .
The proof of this theorem depends on the method used in [3]. Before giving
the proof, we recall some definitions and properties about p-form. Let ω be a p-
form on M and {ei}1≤i≤n a local orthonormal frame. We write ωi1···ip instead of
ω(ei1 , · · · , eip). We define the inner product of p-forms ω and θ by
(ω, θ) =
1
p!
∑
1≤i1<...<ip≤n
ωi1···ipθi1···ip .
The inner product of a p-form ω with the vector field X is the (p− 1)-form ι(X)ω
defined by
(ι(X)ω)(Y1, · · · , Yp−1) = ω(X,Y1, · · · , Yp−1),
for any vector field Y1, · · · , Yp−1. For any vector field X , we define a 1-form X∗ by
X∗(Y ) = g(X,Y )
for any vector field Y .
Suppose thatM is orientable. Then, for any vector field X , p-form ω and (p−1)-
form η, we have
(∗(ω ∧X∗), η)dµg = ω ∧X∗ ∧ η
(ι(X) ∗ ω, η)dµg = (∗ω,X∗ ∧ η)dµg = ω ∧X∗ ∧ η,
where ∗ denotes the Hodge star operator and dµg denotes the volume form on
(M, g). Thus, we have ∗(ω ∧X∗) = ι(X) ∗ ω. Therefore, for any vector field X , Y
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and a p-form ω, we have
(ι(X)ω, ι(Y )ω)
=(ω,X∗ ∧ ι(Y )ω)
=(ω,−ι(Y )(X∗ ∧ ω) + (X,Y )ω) = −(Y ∗ ∧ ω,X∗ ∧ ω) + (X,Y )(ω, ω)
=− (ι(X) ∗ ω, ι(Y ) ∗ ω) + (X,Y )(ω, ω)
(12)
For any function u ∈ C∞(M) and p-form ω, we define p-tensor Dωu by
Dωu =
1
(p− 2)!
∑
i,i1,··· ,ip−2
(
ι(ei)ι(ei1 ) · · · ι(eip−2)ω ⊗∇eidu
+∇eidu⊗ ι(ei)ι(ei1 ) · · · ι(eip−2)ω
)
⊗ (ei1 ∧ · · · ∧ eip−2).
Put
(Dωu)jki1 ,··· ,ip−2 = Dωu(ej, ek, ei1 , · · · , eip−2),
|Dωu|2 = 1
(p− 2)!
∑
jki1 ···ip−2
(Dωu)
2
jki1 ,··· ,ip−2 .
If ω is a parallel p-form, then by [3, Proposition 3.1], we have
1
p
∫
M
|Dωu|2 dµg
=
p− 1
p
∫
M
(ι(∇u)ω, ι(∇∆u)ω) dµg −
∫
M
(ι(∇u)ω, ι (Ric(∇u, ·))ω) dµg.
(13)
Proof of Theorem 3.4. IfM is not orientable, we take an orientable double covering
P : M˜ → M and consider the metric g˜ = P ∗g on M˜ . Suppose Ω1(g) > 0 and
take a function v ∈ H(M,g) such that ∆2v = 1Ω1(g)∇∗(Ricg(∇v)). Then, we have
∆2(v◦P ) = 1Ω1(g)∇∗(Ricg˜(∇(v◦P ))). Therefore, Ω1(g) ≤ Ω1(g˜) holds. If Ω1(g) = 0,
we obviously have Ω1(g) ≤ Ω1(g˜). Thus, it is suffice to consider the case when M
is orientable.
Suppose that M is orientable. Take a function u ∈ C∞(M). Since ω and ∗ω is
parallel, by (13) we have
0 ≤ 1
p
∫
M
|Dωu|2 dµg + 1
p
∫
M
|D∗ωu|2 dµg
=
p− 1
p
∫
M
(ι(∇u)ω, ι(∇∆u)ω) dµg + p− 1
p
∫
M
(ι(∇u) ∗ ω, ι(∇∆u) ∗ ω) dµg
−
∫
M
(ι(∇u)ω, ι(Ric(∇u, ·))ω) dµg −
∫
M
(ι(∇u) ∗ ω, ι(Ric(∇u, ·)) ∗ ω) dµg.
(14)
Note that we assumed n = 2p, and so ∗ω is a p-form.
By (12) and (14), we obtain
0 ≤ p− 1
p
∫
M
(∇u,∇∆u) dµg|ω|2 −
∫
M
Ric(∇u,∇u) dµg|ω|2
=
p− 1
p
∫
M
(∆u,∆u) dµg|ω|2 −
∫
M
Ric(∇u,∇u) dµg|ω|2.
Consequently, for any v ∈ H\{0}, we have ΛRic(v) ≤ p−1p . Therefore, Ω1(g) ≤
p−1
p holds. 
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3.4. Riemannian manifolds whose value of Ω1 is close to
n−1
n . In this sub-
section, we give an example of a Riemannian manifold that is far from Sn but whose
value of Ω1 is close to
n−1
n .
Let (M, g) be a n-dimensional closed Riemannian manifold with rotational sym-
metry, i.e., there exists a non-constant function u ∈ C∞(M) such that ∇2u =
−∆un g, and so Property A holds. We use the notations of Property A: critical
points {p, q}, a constant b > 0, a diffeomorphism α : M\{p, q} = (0, b)× Sn−1, and
a map ψ : [0, b]→ R such that u(α−1(t, x)) = ψ(t) ((t, x) ∈ (0, b)× Sn−1). We may
assume u(p) = 0. There exists a positive constant C1 > 0 such that
|ψ′(t)| ≤ C1, |ψ′′(t)| ≤ C1, |ψ(4)(t)| ≤ C1.
Since ψ(0) = 0, ψ′(0) = 0 and ψ′′′(0) = 0, we have
(15) |ψ(t)| ≤ C1t2, |ψ′(t)| ≤ C1t, |ψ′′′(t)| ≤ C1t.
For any R > 0, we define
BM (q, R) = {z ∈M : dM (q, z) < R}.
Take a n-dimensional closed Riemannian manifold (N, g′) and a point y0 ∈ N .
Let (U ;x1, · · · , xn) be a local coordinate centered at y0. Take a positive real number
L such that
Bn(2L) ⊂ U,
where Bn(2L) denotes the open ball in n-dimensional Euclidean space of radius 2L.
For any l ∈ (0, L), define θl : N → R by
θl(y) =

0 (y ∈ Bn(l)),
0 <θl(y) ≤ 1 (y ∈ Bn(2l)\Bn(l)),
1 (y ∈ N\Bn(2l)).
Take a smooth function φ : R→ R such that
φ(t) =

0 (t <
3
2
),
0 ≤φ(t) ≤ 1 (3
2
≤ t ≤ 2),
1 (2 < t).
There exist a positive constant C2 > 0 such that supt∈R |φ′(t)| ≤ C2.
For any l ∈ (0, L) and small ǫ > 0, there exists a diffeomorphism
ψ(l,ǫ) : B
M (q, b− ǫ)→ Bn(2l) ⊂ N
such that ψ(l,ǫ)(B
M (q, b− 2ǫ)) = Bn(l). Define ζǫ, ηǫ : M → R by
ζǫ(z) = φ
(
dM (z, p)
ǫ
)
,
ηǫ(z) = φ
(
dM (z, p)
2ǫ
)
.
For any r > 0, l ∈ (0, L) and small ǫ > 0, we define a metric on N by
g(r,l,ǫ) = (ψ
−1
(l,ǫ))
∗(rζǫg) + θlg′.
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N\Bn(l)
We put u(l,ǫ) = (ψ
−1
(l,ǫ))
∗(ηǫu) ∈ C∞(N). Then, we have
(16) ΛRicg(r,l,ǫ) (u(l,ǫ)) =
∫
M Ricg(∇g(ηǫu),∇g(ηǫu)) dµg∫
M
(∆g(ηǫu))2 dµg
.
By the formulas of a warped product and (15), for some positive constant C3 > 0,
we have
∣∣∣∣∣
∫
BM (p,4ǫ)
Ricg(∇g(ηǫu),∇g(ηǫu)) dµg
∣∣∣∣∣
=(n− 1)Vol(Sn−1(1))
×
∣∣∣∣∣
∫ 4ǫ
3ǫ
ψ′′′(t)
ψ′(t)
(
1
2ǫ
φ′
(
t
2ǫ
)
ψ(t) + φ
(
t
2ǫ
)
ψ′(t)
)2(
ψ′(t)
ψ′′(0)
)n−1
dt
∣∣∣∣∣
≤C3ǫn+2 → 0 (ǫ→ 0).
(17)
Similarly, for some positive constant C4 > 0, we have
(18)
∣∣∣∣∣
∫
BM (p,4ǫ)
(∆g(ηǫu))
2 dµg
∣∣∣∣∣ ≤ C4ǫn → 0 (ǫ→ 0)
Note that ηǫu = u on M\BM (p, 4ǫ). By (16), (17) and (18), we have
n− 1
n
≥Ω1(g(r,l,ǫ))
≥
∫
M
Ricg(∇g(ηǫu),∇g(ηǫu)) dµg∫
M (∆
g(ηǫu))2 dµg
→
∫
M
Ricg(∇gu,∇gu) dµg∫
M
(∆gu)2 dµg
=
n− 1
n
,
as ǫ→ 0. Therefore, we have the following theorem.
Theorem 3.5. The above notations are preserved. For any sequence {(ri, li, ǫi)}i∈N
such that ǫi → 0 as i→∞, we have limi→∞Ω1(g(ri,li,ǫi)) = n−1n .
Remark 3.2. For any sequence {(ri, li, ǫi)}i∈N such that (ri, li, ǫi)→ (0, 0, 0) as i→
∞, we have (N, g(ri,li,ǫi)) → (N, g′) in the Gromov-Hausdorff topology. However,
limi→∞ Ω1(g(ri,li,ǫi)) =
n−1
n is not necessarily Ω1(g
′).
Corollary 3.6. For any closed manifold N of dimension n, we have
sup
g∈Met(N)
Ω1(g) =
n− 1
n
,
where Met(N) denotes the set of all Riemannian metrics on N .
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4. Computation and examples
4.1. The product of Einstein manifolds. In general, it is difficult to calculate
Ωk for a product Riemannian manifold. However, we have the following theorem.
Theorem 4.1. Let (Mi, gi) be closed Einstein manifolds: Ricgi = aigi. Consider
the product metric g = g1 + g2 on M = M1 ×M2. Assume that a1 > 0. Then, we
have
{Ωl(g) : l ∈ Z>0} =
{
(a1λi + a2λ
′
k)
(λi + λ′k)
2
: (i, k) 6= (0, 0) and (a1λi + a2λ
′
k)
(λi + λ′k)
2
> 0
}
,
where {λi} (resp. {λ′k}) are the eigenvalues of the Laplacian of (M1, g1) (resp.
(M2, g2)).
Proof. Let {ψi} (resp. {ψ′k}) be the eigenfunctions of the Laplacian of (M1, g1)
(resp. (M2, g2)). Then, { 1λi+λ′kψiψ
′
k}(i,k) 6=(0,0) forms a complete orthonormal sys-
tem of H(M,g). Moreover, we have
∇∗ (Ricg(∇(ψiψ′k), ·)) = (a1λi + a2λ′k)ψiψ′k =
(a1λi + a2λ
′
k)
(λi + λ′k)2
∆2(ψiψ
′
k).
Therefore, by Corollary 2.12, we get
{Ωl(g) : l ∈ Z>0} =
{
(a1λi + a2λ
′
k)
(λi + λ′k)2
: (i, k) 6= (0, 0) and (a1λi + a2λ
′
k)
(λi + λ′k)2
> 0
}
.
. 
Example 4.1. By using Theorem 4.1, we calculate the value of Ω1 of the unitary
group U(n) with bi-invariant metrics.
We know that U(n) = (T × SU(n))/Z, where T = {t ∈ C : |t| = 1} = S1 and
Z = {(e−2π
√−1k/n, e2π
√−1k/n) ∈ T × SU(n) : k = 0, 1, . . . , n − 1}. Let g0 be the
bi-invariant metric on SU(n) defined by
g0(X,Y ) = − tr(XY ) X,Y ∈ su(n).
Then, we have
Ricg0 =
1
2
ng0.
Let G˜r be a bi-invariant metric on T× SU(n) defined by
G˜r = g1(r) + g0
for a positive real number r ∈ R>0, where g1(r) is the standard metric on S1 of
radius r. Let Gr be a bi-invariant metric on U(n) induced by G˜r. Note that G√n
coincides with the metric on U(n) defined by
− tr(XY ) X,Y ∈ u(n).
We show that Ω1(Gr) = max
{
1
2n
2(n2−1)
(n2+ n
r2
−1)2
, 14
}
.
To do this, we recall the fact about the eigenvalues of (SU(n), g0). We can
compute the spectrum of compact Lie groups by a representation theoretic way,
see e.g. [7, Lemma 1.1]. We only describe some results about (SU(n), g0). Let
{λk(g0)} be the eigenvalues of (SU(n), g0). Then, λ1(g0) = n − 1n holds, and
the first eigenfunction is not Z-invariant on T × SU(n). We can choose the first
eigenfunction ψ1 on (SU(n), g0) such that ψ˜1(t, x) = tψ1(x) ((t, x) ∈ T×SU(n)) is
Z-invariant. On the other hand, we have
2n = min
{
λk(g0) : k ∈ Z>0 and the eigenfunction is Z-invariant on T× SU(n)
}
.
Let ψ˜2 be such an eigenfunction.
ROTATIONAL SYMMETRY OF THE STANDARD SPHERE 19
By Theorem 4.1, the associated functions (see Definition 1) on T×SU(n) are of
the form
tkψi(x) (t, x) ∈ T× SU(n)
for some integer k ∈ Z and some eigenfunction ψi on SU(n) such that ∆ψi =
λi(g0)ψi. Then,
∇∗
(
RicG˜r(∇(tkψi), ·)
)
=
1
2
nλit
kψi =
1
2nλi
( 1r2 k
2 + λi)2
∆2(tkψi).
Moreover, we have
Ω1(Gr) = max
{
Ωk(G˜r) : k ∈ Z>0 and the associated function vk is Z-invariant
}
.
Thus, the candidates of Ω1(Gr) are ΛRic
G˜r
(ψ˜1) and ΛRic
G˜r
(ψ˜2). We have
∇∗
(
RicG˜r(∇ψ˜1, ·)
)
=
1
2n(n− 1n )(
1
r2 + n− 1n
)2∆2ψ˜1 = 12n2(n2 − 1)(
n2 + nr2 − 1
)2∆2ψ˜1,
∇∗
(
RicG˜r(∇ψ˜2, ·)
)
=
1
4
∆2ψ˜2.
Therefore, we get
Ω1(Gr) = max
{
1
2n
2(n2 − 1)(
n2 + nr2 − 1
)2 , 14
}
.
4.2. The case of Heisenberg manifolds. In this subsection, we consider the
value of Ω1 of the Heisenberg manifolds. We refer to [2]. Let n ∈ Z>0. For
x, y ∈ Rn and t ∈ R, let
(19) γ(x, y, t) =
1 x t0 In ty
0 0 1
 , X(x, y, t) =
0 x t0 0 ty
0 0 0
 ,
where we consider x, y as law vectors. The Heisenberg group Hn is the (2n + 1)-
dimensional Lie group defined by
Hn = {γ(x, y, t) ∈ GL(n+ 2,R) : x, y ∈ Rn and t ∈ R} ,
with Lie algebra
hn = {X(x, y, t) ∈M(n+ 2,R) : x, y ∈ Rn and t ∈ R} .
Let Γ be a discrete subgroup of Hn such that M = Γ\Hn is compact (such a
subgroup is called a uniform discrete subgroup). We call such a manifold M a
Heisenberg manifold. Let L(M) be the set of all left invariant metrics onM . Then,
we have the following proposition.
Proposition 4.2. For any Heisenberg manifolds M = Γ\Hn, we have
sup
g∈L(M)
Ω1(g) =
{
1
16
√
17−3
(
√
17−1)(√17+3)2 n = 1
1
32 n ≥ 2.
Remark 4.1. We have
inf{λ1(g) : g ∈ L(M) and vol(M, g) = 1} = 0,
sup{λ1(g) : g ∈ L(M) and vol(M, g) = 1} =∞.
Before giving a proof of the proposition, we recall the basic results described in
[2] and some other facts.
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Notation 3. We put
Xi = X(ei, 0, 0), Yi = X(0, ei, 0), Z = X(0, 0, 1)
for 1 ≤ i ≤ n, where {ei} denotes the standard basis of Rn. We put
zn = {tZ : t ∈ R},
z⊥n = SpanR{X1, . . . , Xn, Y1, . . . , Yn}.
Note that zn is the center of hn, and
[Xi, Xj ] = [Yi, Yj ] = 0, [Xi, Yj ] = δijZ
for 1 ≤ i, j ≤ n.
Notation 4. We put
Z
n
div = {r = (r1, . . . , rn) ∈ Zn>0 : rj divides rj+1 for 1 ≤ j ≤ n− 1}.
For r ∈ Zndiv, we put
rZn = {x = (x1, . . . , xn) ∈ Zn : xi ∈ riZ for 1 ≤ i ≤ n},
Γr = {γ(x, y, t) ∈ Hn : x ∈ rZn, y ∈ Zn, t ∈ Z},
Ar = {τ ∈ h∗n : τ(Z) = 0 and τ(log Γr) ⊂ Z}.
By [2, Lemma 3.5], for any uniform discrete subgroup Γ of Hn, there exist an
automorphism ψ : Hn → Hn and r ∈ Zndiv such that
ψ(Γ) = Γr
holds. Therefore, Γ\Hn is identified with Γr\Hn, and so it is suffice to consider the
case when Γ = Γr.
By the [2, Remark 2.6], for any metric g on hn = z
⊥
n ⊕ zn, there exists an inner
automorphism ϕ : Hn → Hn such that ϕ∗g is of the form
ϕ∗g =
[
h 0
0 gn+1
]
with h a metric on z⊥n and g2n+1 > 0. By [2, Proposition 2.2], (Γr\Hn, g) is isometric
to (Γr\Hn, ϕ∗g). Thus, it is suffice to consider the case when g is of the form
g =
[
h 0
0 gn+1
]
.
We next explain the fact about the irreducible unitary representations of Hn.
Notation 5. We consider the following irreducible unitary representations of Hn.
(a) For τ ∈ h∗n with τ(Z) = 0, we put fτ : Hn → U(1) by fτ (expX) =
exp(2π
√−1τ(X)) for all X ∈ hn. Then, fτ defines a 1-dimensional unitary
representation of Hn.
(b) For c ∈ R\{0}, we define a representation πc on L2(Rn) by
(πc(γ(x, y, t))f)(u) = exp(2π
√−1c(t+ u · y))f(x+ u)
for all f ∈ L2(Rn) and γ(x, y, t) ∈ Hn.
By [2, Lemma 3.7],
{fτ : τ ∈ h∗n and τ(Z) = 0} ∪ {πc : c ∈ R\{0}}
is a complete set of irreducible unitary representations of Hn.
Let R be the quasi-regular representation of Hn on L
2(Γr\Hn), i.e.,
(R(γ′)f)([γ]) = f([γγ′])
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holds for all f ∈ L2(Γr\Hn), [γ] ∈ Γr\Hn and γ ∈ Hn. By [2, Lemma 3.7],
(R,L2(Γr\Hn)) decomposes
(R,L2(Γr\Hn))
∼=
(⊕
τ∈Ar
(fτ ,C)
)⊕ ⊕
c∈Z\{0}
(|cn|r1 . . . rn)(πc, L2(Rn))
 .
Finally, we remark on the Laplacian and Ricci curvature of a unimodular Lie
group with a left invariant metric.
Lemma 4.3. Let G be an m-dimensional unimodular Lie group with Lie algebra g,
i.e., Trace(ad(X))=0 for all X ∈ g. Take a left invariant metric g on G. Let {Ui}
be the g-orthonormal basis of g. Consider {Ui} as left invariant vector fields on G.
(i) We have ∆gf = −
∑m
i=1 U
2
i f for f ∈ C∞(G),
(ii) We have
Ric(Ui, Uj) =− 1
2
m∑
k=1
g([Uk, Ui], [Uk, Uj ])− 1
2
m∑
k=1
g(Uk, [[Uk, Ui], Uj ])
+
1
4
m∑
k,l=1
g(Ui, [Uk, Ul])g(Uj , [Uk, Ul]).
(iii) We have
∇∗Ric(∇f, ·) = −
m∑
i,j=1
Ric(Ui, Uj)UiUjf
for f ∈ C∞(G).
Straight calculation implies the lemma. See [11, Corollary 1] for the proof of (i).
Note that the Heisenberg groups is unimodular.
Now, we are in position to prove Proposition 4.2.
Proof of Proposition 4.2. We can assume that Γ = Γr and that g is of the form
g =
[
h 0
0 gn+1
]
.
By [2, Lemma 3.5], there exist an h-orthonormal basis {X ′1, · · · , X ′n, Y ′1 , · · · , Y ′n}
of z⊥n and positive constants d1, · · · , dn > 0 such that
[X ′i, X
′
j ] = [Y
′
i , Y
′
j ] = 0, [X
′
i, Y
′
j ] = δijd
2
iZ
for all 1 ≤ i, j ≤ n. We put Z ′ = (g2n+1)−1/2Z. Then, {X ′1, · · · , X ′n, Y ′1 , · · · , Y ′n, Z ′}
is a g-orthonormal basis of hn, and [X
′
i, Y
′
i ] = d
2
i
√
g2n+1Z
′ holds. By Lemma 4.3
(ii), we have
Ric(X ′i, X
′
j) = Ric(Y
′
i , Y
′
j ) = −
1
2
δijd
4
i g2n+1,
Ric(X ′i, Y
′
j ) = Ric(X
′
i, Z
′) = Ric(Y ′i , Z
′) = 0,
Ric(Z ′, Z ′) =
1
2
n∑
i=1
d4i g2n+1,
for all 1 ≤ i, j ≤ n. Therefore, by Lemma 4.3 (iii), we have
∇∗(Ric(∇f, ·)) = 1
2
n∑
i=1
d4i g2n+1((X
′
i)
2 + (Y ′i )
2)f − 1
2
n∑
i=1
d4i g2n+1(Z
′)2f
for all f ∈ C∞(M).
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Let f ∈ L2(Γr\Hn) belongs to (fτ ,C)-component for some τ ∈ Ar. Take real
numbers ai, bi ∈ R such that τ =
∑
(ai(X
′
i)
∗ + bi(Y ′i )
∗), where {(X ′1)∗, . . . , (X ′n)∗,
(Y ′1)
∗, . . . , (Y ′n)
∗, (Z ′)∗} denotes the dual basis of {X ′1, · · · , X ′n, Y ′1 , · · · , Y ′n, Z ′}. Then,
we have
∆f = 4π2
n∑
i=1
(a2i + b
2
i )f,
∇∗(Ric(∇f, ·)) = −
n∑
i=1
2π2d4i g2n+1(a
2
i + b
2
i )f
for all f ∈ C∞(M). Therefore, we have
(20) −
∑n
i=1 2π
2d4i g2n+1(a
2
i + b
2
i )
(4π2
∑n
i=1(a
2
i + b
2
i ))
2
∆2f = ∇∗(Ric(∇f, ·)).
We next consider the functions that belongs to (πc, L
2(Rn))-component for some
c ∈ Z\{0}. We consider the functions in L2(Rn) as the functions in L2(Γr\Hn).
We define ψ∗ : hn → hn by ψ∗(X ′i) = diXi, ψ∗(Y ′i ) = diYi and ψ∗(Z) = Z. Then,
ψ∗ is automorphism of hn and lifts to the automorphism ψ : Hn → Hn. We put
π′c = πc ◦ ψ. Then, π′c is irreducible representation of Hn on L2(Rn), and π′c(Z) =
πc(Z). Thus, π
′
c is unitary equivalent to πc, and so there exists an isomorphism
Ψ: L2(Rn) → L2(Rn) such that Ψ(πc(γ)f) = π′c(γ)Ψ(f) for all f ∈ L2(Rn) and
γ ∈ Hn. We have (π′c)∗(X ′i) = di(πc)∗(Xi),(π′c)∗(Y ′i ) = di(πc)∗(Yi) and (π′c)∗(Z ′) =
(g2n+1)
−1/2(πc)∗(Z). If Ψ(f) ∈ S(Rn) (where S(Rn) denotes the Schwartz space),
we have
Ψ(∆f)(u)
=Ψ
(
−
n∑
i=1
(
((πc)∗(X ′i))
2 + ((πc)∗(Y ′i ))
2
)
f − ((πc)∗(Z ′))2f
)
(u)
=
[
−
n∑
i=1
(((π′c)∗(X
′
i))
2 + ((π′c)∗(Y
′
i ))
2)− ((π′c)∗(Z ′))2
]
Ψ(f)(u)
=
[
−
n∑
i=1
d2i (((πc)∗(Xi))
2 + ((πc)∗(Yi))2)− 1
g2n+1
((πc)∗(Z))2
]
Ψ(f)(u)
=
[
n∑
i=1
d2i (4π
2c2u2i −
∂2
∂u2i
) +
4π2c2
g2n+1
]
Ψ(f)(u),
Ψ(∇∗(Ric(∇f, ·)))
=
[
1
2
n∑
i=1
d6i g2n+1(((πc)∗(Xi))
2 + ((πc)∗(Yi))2)− 1
2
n∑
i=1
d4i ((πc)∗(Z))
2
]
Ψ(f)
=
[
−1
2
n∑
i=1
d6i g2n+1(4π
2c2u2i −
∂2
∂u2i
) + 2
n∑
i=1
d4i π
2c2
]
Ψ(f).
For k = (k1, . . . , kn) ∈ Zn≥0, we put
hk(u) = exp(|u|2/2)∂k exp(−|u|2) (u ∈ Rn),
where
∂k =
∂k1+···+kn
∂uk11 · · · ∂uknn
.
ROTATIONAL SYMMETRY OF THE STANDARD SPHERE 23
These functions are known as Hermite functions, and form a complete orthonormal
system of L2(Rn). We have(
u2i −
∂2
∂u2i
)
hk = (2ki + 1)hk
for 1 ≤ i ≤ n. Thus, for h˜k(u) = hk(
√
2π|c|u), we have(
4π2c2ui − ∂
2
∂u2i
)
h˜k = 2π|c|(2ki + 1)h˜k.
Therefore, for fk = Ψ
−1(h˜k), we have
Ψ(∆fk)(u)
=
[
4π2c2
g2n+1
+
n∑
i=1
2π|c|d2i (2ki + 1)
]
Ψ(fk)(u),
Ψ(∇∗(Ric(∇fk, ·)))
=
[
2π2c2
n∑
i=1
d4i −
n∑
i=1
π|c|d6i g2n+1(2ki + 1)
]
Ψ(fk),
and so
(21)
2π2c2
∑n
i=1 d
4
i −
∑n
i=1 π|c|d6i g2n+1(2ki + 1)[
4π2c2
g2n+1
+
∑n
i=1 2π|c|d2i (2ki + 1)
]2 ∆2fk = ∇∗(Ric(∇fk, ·)).
For c ∈ Z\{0}, k ∈ Zn≥0, we put
Ω(c, k, g) =
2π2c2
∑n
i=1 d
4
i −
∑n
i=1 π|c|d6i g2n+1(2ki + 1)[
4π2c2
g2n+1
+
∑n
i=1 2π|c|d2i (2ki + 1)
]2 .
By (20) and (21), we have
Ω1(g) = sup{Ω(c, k, g) : c ∈ Z>0, k ∈ Zn≥0}.
If Ω(c, k, g) > 0, then we have Ω(c, 0, g) ≥ Ω(c, k, g). Thus, we have Ω1(g) =
sup{Ω(c, 0, g) : c ∈ Z>0}. We have, for c ∈ Z>0,
Ω(c, 0, g) =
g22n+1
8π2
c
∑n
i=1 d
4
i − g2n+12π
∑n
i=1 d
6
i
c(c+ g2n+12π
∑n
i=1 d
2
i )
2
.
Put p =
∑n
i=1 d
2
i , q =
∑n
i=1 d
4
i and r =
∑n
i=1 d
6
i . For x ∈ R>0,
F (x) =
g22n+1
8π2
qx− g2n+12π r
x(x + g2n+12π p)
2
takes its maximum at x = g2n+12π
r
q
(√
9
16 +
pq
2r +
3
4
)
. Thus, we have
Ω(c, 0, g)
≤F
(
g2n+1
2π
r
q
(√
9
16
+
pq
2r
+
3
4
))
=
1
2
q3
r2
√
9
16 +
pq
2r − 14
(
√
9
16 +
pq
2r +
3
4 )(
pq
r +
√
9
16 +
pq
2r +
3
4 )
2
By the Cauchy-Schwartz inequality, we have
q2 = (
n∑
i=1
d4i )
2 ≤ (
n∑
i=1
d2i )(
n∑
i=1
d6i ) = pr,
24 MASAYUKI AINO
and so
q3
r2
≤ pq
r
.
Put X =
√
9
16 +
pq
2r . Since 1 ≤ pqr ≤ n, we have
√
17
16 ≤ X ≤
√
9
16 +
n
2 . We have
pq
r = 2X
2 − 98 . Therefore, we get
Ω(c, 0, g) ≤ (X
2 − 916 )(X − 14 )
(X + 34 )(2X
2 +X − 38 )2
=
1
4
X − 34
(X − 14 )(X + 34 )2
.
(22)
If n ≥ 2, the right side of (22) takes its maximum at X = 54 , and so Ω(c, 0, g) ≤
1
32 . If we take a sequence of left invariant metrics {g(l)} such that d1(l) = d2(l) =
constant, liml→∞ di(l) = 0 (k ≥ 3) and
c(l) =
g2n+1(l)
2π
(
3r(l)
4q(l)
+
√
9
16
r(l)2
q(l)2
+
p(l)r(l)
2q(l)
)
∈ Z>0,
then liml→∞ Ω(c(l), 0, g(l)) = 132 . Thus, we get
sup
g∈L(M)
Ω1(g) =
1
32
.
If n = 1, we have X =
√
17
16 , and so
Ω(c, 0, g) ≤
√
17
16 − 34
(
√
17
16 − 14 )(
√
17
16 +
3
4 )
2
=
1
16
√
17− 3
(
√
17− 1)(√17 + 3)2 .
If we take a left invariant metric such that
c =
g2n+1
2π
(
3r
4q
+
√
9
16
r2
q2
+
pr
2q
)
∈ Z>0,
then we have Ω(c, 0, g) = 116
√
17−3
(
√
17−1)(√17+3)2 . Thus, we get
sup
g∈L(M)
Ω1(g) =
1
16
√
17− 3
(
√
17− 1)(√17 + 3)2 .

Appendix A. The proof of Lemma 2.5
In this appendix we prove Lemma 2.5.
Proof of Lemma 2.5. Suppose that S ≤ 0 does not hold. Then, there exist x0 ∈M
and X0 ∈ Tx0M such that S(X0, X0) > 0. We put 2δ = S(X0, X0) > 0. There
exist constants C1, C2 > 0 and a local coordinate (U ;x
1, x2, . . . , xn) centered at x0
such that
(∇x1)x0 = X0,
S(∇x1,∇x1) ≥ δ,
C1dµRn ≤ dµg ≤ C2dµRn on U.
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We take a positive integer N ∈ N such that [− 2πN , 2πN ]n ⊂ U and take a smooth
function ψ : U → R such that
suppψ ⊂
(
−2π
N
,
2π
N
)n
,
ψ = 1 on
[
− π
N
,
π
N
]n
,
0 ≤ ψ ≤ 1 on U.
Since ψ has compact support, we can take a constant C3 > 0 such that
|S(∇ψ,∇ψ)| ≤ C3,
|S(∇ψ,∇x1)| ≤ C3 on U.
For each positive integer m ∈ N, we define a function um : [− 2πN , 2πN ]n → R by
um(x) = sin(mNx
1).
We regard ψum as a smooth function on M : ψum ∈ C∞(M). For each k,K ∈ N
we define a k-dimensional subspace Vk,K ⊂ C∞(M) by
Vk,K = SpanR{ψuK+1, · · · , ψuK+k}.
Take a = (aK+1, · · · , ak+K) ∈ RK and define |a|2 = (aK+1)2 + · · · + (aK+k)2. In
U, we have
S
∇( K+k∑
i=K+1
ψaiui
)
,∇
 K+k∑
j=K+1
ψajuj

=
K+k∑
i,j=K+1
aiaj
{
sin(iNx1) sin(jNx1)S(∇ψ,∇ψ)
+
(
jNψ sin(iNx1) cos(jNx1) + iNψ sin(jNx1) cos(iNx1)
)
S(∇ψ,∇x1)
+ ijN2ψ2 cos(iNx1) cos(jNx1)S(∇x1,∇x1)
}
(23)
Since | sin | ≤ 1 and | cos | ≤ 1,
(the left hand side of (23))
≥−
K+k∑
i,j=K+1
(|ai||aj |C3(1 + iN + jN))
+
(
K+k∑
i=K+1
iNaiψ cos(iNx1)
)2
S(∇x1,∇x1)
≥− 3k(K + k)N |a|2C3
+
( K+k∑
i=K+1
iNaiψ cos(iNx1)
)2
S(∇x1,∇x1)
≥− 3k(K + k)N |a|2C3 +
( K+k∑
i=K+1
iNaiψ cos(iNx1)
)2
δ.
(24)
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By integrate both sides of (24), we have∫
M
S
∇( K+k∑
i=K+1
ψaiui
)
,∇
 K+k∑
j=K+1
ψajuj
 dµg
≥
∫
[− 2π
N
, 2π
N
]n
(
−3k(K + k)N |a|2C3 +
( K+k∑
i=K+1
iNaiψ cos(iNx1)
)2
δ
)
dµg
≥−
∫
[− 2π
N
, 2π
N
]n
3k(K + k)N |a|2C2C3 dµR
+
∫
[− π
N
, π
N
]n
( K+k∑
i=K+1
iNai cos(iNx1)
)2
δC1 dµR
=− 3k(K + k)N |a|2C2C3
(4π
N
)n
+
K+k∑
i,j=K+1
ijN2aiajδC1
(2π
N
)n−1 ∫ πN
− π
N
cos(iNx1) cos(jNx1) dx1
=− 3k(K + k)N |a|2C2C3
(4π
N
)n
+
K+k∑
i,j=K+1
ijN2aiajδC1
(2π
N
)n−1 π
N
δij
≥|a|2
(
−3k(K + k)NC2C3
(4π
N
)n
+K2N2δC1
(2π
N
)n−1 π
N
)
.
(25)
For any k ∈ N there exists a positive integer K ∈ N such that
−3k(K + k)NC2C3
(4π
N
)n
+K2N2δC1
(2π
N
)n−1 π
N
> 0,
and so we have
∫
M
S(∇v,∇v) dµg > 0 for any v ∈ Vk,K\{0} by (25).
We define Vk as the image of the linear map Vk,K → C∞(M) ∩ H, v 7→ v −
1
Vol(M)
∫
M v dµg. Since the Kernel is {0}, Vk is k-dimensional. Moreover, for any
v ∈ Vk\{0}, we have
∫
M S(∇v,∇v) dµg > 0; therefore ΛS(v) > 0. 
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