Coastal ecosystems and the livelihoods they support are threatened by stressors acting at global and local scales. Here we used the data produced by the Caribbean Coastal Marine Productivity program (CARICOMP), the longest, largest monitoring program in the wider Caribbean, to evidence local-scale (decreases in water quality) and global-scale (increases in temperature) stressors across the basin. Trend analyses showed that visibility decreased at 42% of the stations, indicating that local-scale chronic stressors are widespread. On the other hand, only 18% of the stations showed increases in water temperature that would be expected from global warming, partially reflecting the limits in detecting trends due to inherent natural variability of temperature data. Decreases in visibility were associated with increased human density. However, this link can be decoupled by environmental factors, with conditions that increase the flush of water, dampening the effects of human influence. Besides documenting environmental stressors throughout the basin, our results can be used to inform future monitoring programs, if the desire is to identify stations that provide early warning signals of anthropogenic impacts. All CARICOMP environmental data are PLOS ONE | https://doi
Introduction
Changes at local and global scales are influencing our oceans, altering their health and the benefits we receive from them. Here we use the terms global and local to define scales of action of anthropogenic stressors, ranging from disturbances acting on broad spatial scales, such as ocean warming, to those acting at very localized scales, such as dredging [1, 2] . These changes have affected the health of marine ecosystems and the services they provide [3] and may threaten coastal livelihoods and food security [4] . Long-term measurements of environmental parameters over wide geographic regions are necessary to understand the rate of change at global and local scales. Such a strategy provides information that informs identification of threatened areas and provides potential explanations for and predictions of ecosystem responses. A long-term approach also allows the assessment of progress towards management objectives and planning for mitigation or adaptation accordingly [5] .
Increases in temperature and decreases in water quality are common indicators of changes in the oceans at global and local scales, respectively [1, 6] . Increases in greenhouse gases released by human activities have altered ocean temperature, generally by warming [7] . In the Caribbean, analyses of remote sensing data indicate that most areas have warmed at rates that range from 0.2 to 0.5˚C dec -1 during the last three decades [8] . These increases in temperature have been positively correlated with increases in the frequency and prevalence of coral bleaching and, in some cases, diseases affecting coral reef species across the region [9-11]. The localized influence of human stressors, on the other hand, has been manifested as decreases in water quality driven by increased pollution resulting from rapid development and habitat conversion [1] . Decreases in water quality have also been mapped using satellite information, but only at regional scales, showing increases in turbidity in several localized areas in the Caribbean (e.g. [12, 13] ). Optical remote sensing has been a pivotal tool in quantifying changes in the oceans at global and regional scales [14] , however, this tool is not well suited to study patterns and processes at the land-sea interface [15] . While this technology can sample the globe cheaply and repeatedly over a large area, it can be inaccurate in coastal areas. The inaccuracy of optical remotelysensed data close to the coast is related to two main issues: high cloud coverage in coastal areas that blocks the view from satellites, and the presence of land that contaminates the signal received by the sensor [15, 16] . Additionally, the complex optical signal of coastal waters hinders the quantification of water quality along the coast; the complex mixture of components in coastal waters makes the quantification of the separate constituents very difficult, and shallow bottoms can look very similar to heavily turbid regions. As a result, water quality can be measured using remote sensing only in particular locations using algorithms that are heavily reliant on in situ data [15, 16] . Thus in situ measurements from monitoring programs may play an important role in quantifying patterns in coastal areas.
Long-term in situ datasets documenting temporal changes in the environment of coastal areas, where most economically valuable ecosystems are located, are limited [17, 18] . Most in situ datasets that record ocean conditions focus on open-ocean areas (e.g. SeaBASS: [19] ), and do not provide repeated measurements that allow for the quantification of changes at fine spatial scales (e.g. the World Ocean Database: [20] ). First of its kind in the wider Caribbean, the international Caribbean Coastal Marine Productivity program (CARICOMP) was established almost 30 years ago to fill this gap [21] . The CARICOMP long-term program was developed to study processes at the land-sea interface and understand productivity, structure and function of the three main coastal habitats (mangroves, seagrass meadows, and coral reefs) across the region [21, 22] . Together with biological monitoring, the CARICOMP network has collected environmental data since 1992 using simple, standardized methods [21] [22] [23] .
Here we used the environmental data collected by CARICOMP's monitoring network to quantify long-term changes in oceanographic conditions in coastal habitats in the wider Caribbean. We focused our analyses on temperature and visibility, two proxies of global and local chronic stressors in marine environments. We had two aims. First, quantifying significant changes in these environmental variables over time. Second, understanding if these stressors are influencing the entire basin in a homogeneous way, and if not, what factors (i.e. water movement, rainfall, and human influence) could explain differences among sites. In this study we not only synthesize the information in this unparalleled dataset (which is made available with this publication), but provide guidelines for the better selection of monitoring sites if future aims include identifying early warning signals of change.
Materials and methods

CARICOMP dataset
Beginning in 1992, CARICOMP established permanent monitoring stations in mangrove, seagrass, and coral reef habitats. Effort was made to select stations that specifically avoided anthropogenic sources of disturbance, particularly coastal development and pollution [21] . Weekly (whenever possible) physical measurements were taken at each station between 10:00 and 12:00 local standard time. Measurements consisted of water temperature (˚C), salinity, and visibility (m). Temperature and salinity were measured with a field thermometer and a refractometer at 0.5 m depth at all habitats. Visibility was measured with a Secchi disk in seagrass (measured horizontally 0.5 m below the surface, as these habitats are often too shallow for a standard vertical measurement) and reef habitats (typically measured vertically over the drop-off), and can be assumed to indicate water quality at the surface. Secchi depth is strongly correlated to the amount of particulate material in the water column and it has been used as a cheap, fast, and simple proxy for visibility and water quality [24] . We are aware, however, that this is only one of the multiple environmental variables that characterize water quality at a site, and that a full assessment of this component would require the measurement of other variables (e.g. concentration of nutrients, pollutants, dissolved matter).
Data from previously published CARICOMP databases and updates provided directly from individual researchers at CARICOMP stations were compiled into a uniform format. All environmental CARICOMP data are available in the Supporting Information (a description of all stations is in Tables A and B in S1 File and the data are in S2 File). Although information from all three variables is included in the appendix, to address the aims of this research only temperature and Secchi data were analyzed.
Simple mixed effect models for the assessment of differences among habitats (fixed factor) including all stations (as random factor) were fitted with the R package lmerTest [25] , which provides additional F statistics and p-values for factors calculated based on Satterthwaite's approximations. Satterthwaite's method allows for the calculation of the denominator degrees of freedom as a function of the variance of the parameter estimate [26] , therefore estimating significance in mixed effect models which is generally problematic [27] .
Monthly averages were calculated from the weekly data for each station. To ensure meaningful quantification of a linear trend, only stations with data for at least three years and a minimum of 30 monthly records were included in subsequent analyses (60% of the sites: Table 1 , Fig 1) .
Global and local-scale changes across the Caribbean
To assess global and local-scale changes across the Caribbean, we focused our analyses on changes in temperature and visibility, which as previously noted, are common proxies for change at each scale. Long-term trends and significance were calculated considering serial correlation, a characteristic of the data that, if not taken into account, violates the assumption of independence of most regression analyses and influences the magnitude and significance of trends [27] .
Following Weatherhead et al. [27] , for temperature (T), we fitted a non-linear model with the form: Where the temperature at time t in months is a function of a constant term μ, a seasonal component with sinusoidal form S t , a linear trend of rate˚C year -1 , and residuals N t . In this model, the seasonal component is allowed to include up to two cycles, and is described by the formula:
Where t is the number of months, and β are parameters to be estimated. And the residuals have an AR-1 autocorrelation form, the simplest form of autocorrelation (i.e., the similarity between a time series and a lagged version of itself). That is, the residuals at time t are a function of the residuals at time t-1 (i.e. the temporal "memory" of the time series has a one month lag), depending on the station-specific autocorrelation parameter νF, along with the noise ( t, [27] ):
For visibility (V), we fitted a non-linear model that follows the approach described above but without the seasonal component:
In this model, V at a given time t in months is a function of a constant term μ, a linear trend of rate m year -1 , and residuals, N t also assumed to have a AR-1 autocorrelation form (Eq 3) The models were fitted using generalized squares and the package nlme in R [28] . Initial estimates for μ and were obtained through simple linear regression, and initial values of 1 were used for all β's.
Correlates of global and local-scale changes
Global and local-scale stressors can be exacerbated or dampened by local conditions related to water movement, with circumstances that increase the flush of water potentially less conducive to warming and decreases in visibility [29, 30] . We examined the effects of water movement through the inclusion of two variables: wave exposure and current speed. Additionally, trends in visibility can be driven by human influence (with areas of rapid population increases expected to lose visibility), and could also be influenced by trends in rainfall (with stations that are getting wetter anticipated to show increased turbidity); therefore these two variables were also included to explain trends for this response variable. This way, we characterized each station with the explanatory variables: (1) average wave exposure; (2) average current speed; (3) changes in human population density; (4) trend in rainfall. Due to the lack of consistent in situ datasets for all stations, modelled or remote sensing sources were used to derive explanatory variables. Below we briefly describe each dataset.
Wind-driven wave exposure for each station is dependent on the wind patterns and the configuration of the coastline, which defines the fetch, or the length of water over which a given wind has blown to generate waves. To calculate wave exposure, wind speed and direction data at each location were acquired from the QuickSCAT (NASA) satellite scatterometer from 1999 to 2008 at 25 km spatial resolution [31] . Coastline data were obtained from the Global Self-consistent, Hierarchical, High-resolution, Shoreline (GSHHS v 2.2) database which provides global coastline at 1:250,000 scale [32] . From these datasets wave exposure was calculated using the methods based on wave theory described in Chollett et al. [33] for 32 fetch directions and the coastline data at full resolution. Average wave exposure at each station was calculated in R with the aid of the packages maptools, raster, rgeos, and sp [34] [35] [36] [37] .
Average surface current speed was extracted from the ocean model HYCOM [38] . We used global data-assimilative runs at 1/12˚of spatial resolution for the period 2008-2011. The HYCOM model is forced by wind stress, wind speed, heat flux, and precipitation and the system uses in situ temperature and salinity profiles to improve estimates, providing the most detailed and comprehensive global dataset of ocean currents available to date [39] .
Gridded human population density data for the years 1990 and 2000 (the most recent dataset available at that spatial detail) were obtained from the Global Rural-Urban Mapping Project, Version 1 (GRUMPv1: [40] ). These years coincide with the period when most of the CARICOMP took place, with the time series beginning on average in February 1994 and finishing on average in September 2007 (Table 1) . We used the adjusted population density grids as inputs, which provide population density in persons per square kilometre using census information but also observations of night lights to delineate the extent of urban areas. From these datasets we extracted the number of people within a buffer of 1-degree diameter around each station, and then calculated the difference in population between the years 2000 and 1990, which captures a proxy for broad impacts of human population expansion on coastal ecosystems. A one degree buffer was considered a reasonable range at which many human impacts might affect coastal ecosystems, as demonstrated in previous studies [41] .
Satellite rainfall data were extracted from the GPCP v2.2 combined precipitation dataset, which merges satellite and gauge precipitation values in monthly estimates of total precipitation from 1986 to 2016 (i.e. 37 years of data) at 2.5˚spatial resolution. This is the longest, most accurate global dataset of rainfall available to date [42, 43] ). For each station, trends were calculated from these monthly means taking into account the temporal autocorrelation of the data (Eq 4).
When trends are non-significant their value is uninformative (e.g. a trend in temperature of 2˚C year -1 with a p value of 0.8 is meaningless), hindering the use of the actual trend values as a response variable in quantitative analyses. We therefore transformed the continuous data (i.e. trend values in temperature and visibility) into nominal data (i.e. trend categories) by classifying trends as non-significant, significantly increasing or significantly decreasing. We then used multinomial regression models to identify what factors were relevant at explaining the observed trend categories in temperature and visibility. Multinomial regression is a method used to generalize logistic regression where the response variable is nominal and has more than two classes, in which the log odds of the outcomes are modelled as a linear combination of predictor variables. Here, we modelled trends in temperature as a function of wave exposure and currents, and trends in visibility as a function of wave exposure, currents, changes in human population, and trends in rainfall. Multinomial regression was carried out using the package nnet in R [44] . All figures were produced using the package ggplot2 in R [45] .
Results
CARICOMP dataset
CARICOMP collected data at 48 stations in 18 countries/territories across the wider Caribbean (Tables A and B in S1 File). Participants in the network have sampled environmental data from 20 reefs, 19 seagrass meadows, and 9 mangrove forests since 1992. Data collection is ongoing at some stations. Water temperature and visibility were variable throughout the region (Figs 2 and 3) . Average temperature ranged from about 22˚C in Bermuda to almost 30˚C in Cuba, but many stations showed relatively similar values (Fig 2) . There were no clear differences in temperature among seagrass, mangroves, and coral reefs (mixed effect model with location as random effect, F = 0.74, p = 0.48). Visibility, only measured in reef and seagrass habitats, also showed large variability among stations, with a minimum of about 3 m at the seagrass meadow off eastern Venezuela, and a maximum of 37 m at the reef in the Bahamas (Fig 3) . Locations with lower values of visibility also showed the greatest variability. As expected, there were clear differences in visibility between habitats, with higher values in coral reefs (mixed effect model with location as random effect, F = 18.22, p < 0.001). Sixty percent of the CARICOMP stations (described in Table 1 ) included long-term records and were therefore suitable candidates for the estimation of long-term trends in subsequent analyses. 
Global and local-scale changes across the Caribbean
Data collected by the CARICOMP network offered evidence of widespread local, but not global-scale changes across the wider Caribbean using visibility and sea temperature as proxies. While a few stations showed evidence of warming, about half the stations showed evidence of decreased visibility (Fig 1) . The mixed effects models represented the temporal variability in the oceanographic variables well, capturing both the seasonality (for temperature) and longterm linear trends (Fig 4, Tables A and B in S3 File) .
There was large spatial variability in temperature and visibility trends across the CARI-COMP network (Fig 1) . Of the 28 reef, seagrass, and mangrove stations, 18% (1 mangrove, 2 seagrass meadow, and 2 coral reef stations) showed a significant increasing trend in temperature, and only one (Bonaire reef) showed a significant decrease (Fig 1A, Table A in S3 File) . On the other hand, of the 24 reef and seagrass stations, 42% (4 seagrass meadows and 6 reefs) showed a significant decreasing trend in visibility, and two stations (Jamaica seagrass and Bermuda reef) showed a positive trend (Fig 1B, Table B in visibility were observed to be more common in any of the three habitats monitored (Chisquared tests, p > 0.05).
Correlates of global and local-scale changes
The presence of negative, positive, or non-significant trends in temperature was not explained by either of the two local factors assessed (wave exposure and currents, multinomial regression, p > 0.05 for both variables). Trends in visibility were explained by all variables, that is, changes in human population, wave exposure, current speed, and trend in rainfall (multinomial regression, p < 0.01). Decreases in visibility were more likely to occur in areas where human population (and associated coastal development) has increased the most (Fig 5A) . Oceanographic and atmospheric variables have the ability to modulate changes in visibility (Fig 5B-5D ). Long-term decreases in visibility were more likely to occur at stations with slow water motion, characterized either by low exposure (Fig 5B, top panel) or low current speed (Fig 5C, top panel) . Conversely, long-term increases in visibility were more likely at stations with high wave exposure and current speed, although these variables had a very small effect in driving significant long-term increases in visibility (Fig 5B and 5C , bottom panels). Finally, decreases in visibility were also more likely to occur in areas that were getting wetter, and increases were more likely in areas that were getting drier (Fig 5D) . The functional responses to these explanatory variables were similar irrespective of habitat (Fig 5) .
Discussion
The longest and most spatially comprehensive in situ monitoring effort in the wider Caribbean provides evidence of widespread local changes within the basin. This is a relatively unexpected result, given that CARICOMP stations were intended to be established in pristine areas under minimal local impacts that could serve as a baseline against which to measure degradation [21] . However, 15 years ago it was already suggested that some stations were being impacted by human activities [22] . Results presented here support this statement, agree with results of localized studies in some of these locations (e.g. [46] [47] [48] [49] [50] ), and indicate that human impacts on coastal habitats are ongoing and pervasive within the Caribbean basin. CARICOMP's time series do not show widespread evidence of long-term warming at coastal stations in the wider Caribbean. These findings contrast with a global study that showed prevalent warming along the world's coasts using 30 years of satellite data [30] , and a regional study which showed significant warming throughout most of the Caribbean basin using 25 years of satellite temperatures [8] . The lack of signal in the CARICOMP time series can be attributed to two related issues: the larger variability of in situ temperature data and the need for longer time series to detect significant trends. Satellites measure temperature at the 'skin' of the ocean surface, which is more stable [51] , and ignores subsurface temperature patterns that are more variable at multiple temporal scales (from minutes to decadal: [52] ). Therefore, in situ temperature data are more variable making trend estimation more difficult. Low precision of in situ measurements due to external influences (such as changes in sampling methodology, observers, instrumentation or gaps in the time series: [27, 53] ) could also increase variability and limit the ability to detect trends. Besides the issue of increased variability, the inability to detect trends might be related to the length of the CARICOMP time-series (from 3 to 22 years). This timeframe may provide insufficient statistical power to assess longterm changes in temperature due to intrinsic characteristics of the location, particularly in stations where the magnitude of the trend is small, the memory (i.e. temporal autocorrelation) is high, or temperature is especially variable [27] . Site-specific information on the inherent characteristics of the time-series can be used to aid in the identification of monitoring sites that are cost-effective in the sense that they have the power to detect trends earlier [27] , if the detection of early changes is the main objective of the monitoring. Significant trends will be detected faster at sites characterized by low variability and temporal autocorrelation of the noise, which is a measure of the 'memory' or inertia of the time-series. For example, within the CARICOMP network, the time period to detect an expected change varies greatly among stations (Fig 6, Table A in S3 File) . Within this dataset, given the variability and memory of the time-series, Puerto Morelos in Mexico would need the shortest sampling to identify changes in temperature (about ten years), and it might be a good location to identify trends in temperature early. In contrast the seagrass meadow and mangrove stations in eastern Venezuela might need the longest time series to detect a significant trend (Fig 6, Table A in S3 File) . This result is not rare; research in atmospheric [27] and oceanographic [54, 55] science has shown that for most expected environmental changes, several decades of high-quality data may be needed to detect significant trends. For example, many years of continuous data were needed to distinguish a climate change trend in pH and sea surface temperature (about 15 years), chlorophyll concentration and primary production (between 30 and 40 years) from the natural background variability [54, 55] . The process of deciding which sites may be useful for future detection of trends is very similar to conducting power analysis to estimate the number of samples needed to detect a particular effect. This type of analysis can be done if the data has already been collected (as in the example in Fig 6) or before collecting the data, assuming a range of effect sizes, autocorrelation, and noise [27] , and taking into account any external forces that might affect the accuracy of the data (see previous paragraph; [53] ). This information can be used to set realistic expectations on trend detectability at different sites. It could also be used to identify sites for further monitoring of chronic impacts [56] and early detection of trends, after accounting for important factors such as the relevance of the site to answer the s scientific question at hand, or logistic factors such as accessibility and maintenance of the monitoring site.
Decreases in visibility were related to changes in human density, which increased in all but one (Bonaire) of the CARICOMP stations assessed. The effects of local anthropogenic impacts can be modulated, however, by local hydrodynamic and weather conditions. Areas with high flush of marine water and/or drier weather are less vulnerable to deteriorating visibility. Waves and currents flush sediments, nutrients, and pollutants and determine the spatial variability in visibility patterns [29, 57] . Decreased rainfall, on the other hand, diminishes runoff reaching the stations, thus improving visibility [58] . The Caribbean basin is getting drier [59] due to the intensification of the Caribbean Low Level Jet [60] and warming in the Atlantic [61] . Because rainfall is predicted to decrease further [60] , we expect that rainfall and runoff will play diminished roles in exacerbating local stressors in the basin in the near future. Knowledge of the factors that modulate the detection of trends in visibility can also assist in the identification of the best monitoring sites for early warning signal detection. In this sense, sites with vigorous water movement should be avoided if the desire is the early detection of water quality degradation in coastal areas.
Chronic decreases in coastal water quality can be linked to the increase in marine diseases [62] and the demise of seagrass [63] and coral reef ecosystems [57] . Furthermore, declines in water quality have been linked to economic losses such as decreases in property value and tourism revenues (reviewed in [64] ). Results presented here pinpoint areas that might require management interventions. Such interventions may include identifying the cause of decreased water quality, and implementing changes in management practices and long-term commitments towards change. Improving water quality could also have the added benefit of improving resilience of coastal ecosystems to other disturbances, such as climate change [65, 66] .
CARICOMP's environmental dataset provides an invaluable baseline that can be used to strengthen research, conservation, and management of coastal ecosystems in the Caribbean basin. First, the dataset provides context for other local studies, aiding comparisons and understanding of observations at single locations [67] . CARICOMP's environmental measurements also provide a powerful in situ dataset to help improve satellite observations in coastal areas, where accuracy is currently limited [15] . In addition, in situ CARICOMP datasets can help ground truth environmental reconstructions of coastal ecosystems based on geochemical analyses of natural archives (e.g. massive corals). Particularly, calibrations of temperature and salinity proxies can be achieved using CARICOMP data. Such calibrations and reconstructions are indispensable to extend time scales prior to monitoring and instrumental records [68] [69] and to infer the magnitude of human-induced impacts within the context of natural variability. Because CARICOMP sites are located in areas with contrasting environmental regimes (not only in terms of oceanography but also human influence), the dataset could be used to assess the impact of these potential controls in key physicochemical variables. For example, the CARICOMP data may be useful in identifying and assessing indicators of the long-term effects of marine protected areas (MPA), by comparing sites outside and inside MPAs (e.g. Costa Rica, Colombia, Venezuela: [46, 49, 70] ). Furthermore, CARICOMP data can be used to assess the impact of disturbances. For example, the dataset has been used to show a relationship between high sea surface temperatures and coral bleaching (e.g. [71] ). Finally, CARICOMP environmental data may support models of marine ecosystem dynamics in the Caribbean region that facilitate science-based decision-making relating to restoration or conservation management practices.
The CARICOMP program aimed to relate environmental data to observed changes in mangrove, seagrass meadow and coral reef communities over time [22] , and this study serves as a first step towards that goal. Long-term changes in seagrass biomass and productivity were reported by van Tussenbroek et al. [72] and the documentation of the changes in mangrove and reef communities are currently under preparation. Large heterogeneity in environmental signals reported here could explain, for example, the variability in responses showed by seagrass meadows in the region [72] , a hypothesis that could be tested now that both datasets are available. CARICOMP represented the longest, broadest international effort to manually collect data in coastal ecosystems using standard methodologies. By leveraging efforts of a large group of collaborators from multiple institutions across large spatial scales, CARICOMP's in situ monitoring provides an invaluable source to document the spatial distribution of anthropogenic impacts in the coastal Caribbean. Results from this unparalleled effort highlight the limitations of highly variable coastal in situ data, but also the potential for documenting change at regional scales. 
Supporting information
