Abstract. We consider nonlinear boundary value problems with multiple solutions. A method is proposed for the computation of such solutions which depends crucially on known a priori qualitative information about the behavior of the solutions. The method is a two-stage method where the second stage is a shooting method and initial values of the shooting parameters are found in a first stage which approximates the boundary value problem with a discrete approximation. Both nonsingular and singular problems are considered.
1.
Introduction. The investigation of boundary value problems for ordinary differential equations which have multiple positive solutions has attracted much attention in recent years. Some of these efforts may be found in [1, 2, 4, 5, 6, 11, 13, 14] . Earlier work, which provided motivation for many of the these later papers, appears in [9, 16, 17] . Some of the results have been extended to semilinear elliptic partial differential equations, as for example in [10] .
Here we consider the problem of computing the solutions of such boundary value problems. Our interest in such computational questions date back to a study of the paper by Taliaferro [18] and led to the earlier work [7, 8] which focused on computing the unique positive solution of certain singular boundary value problems. Our efforts on problems with multiple solutions were motivated by the very interesting work in the paper by Parter [17] and our first exposure to the paper by Henderson and Thompson [13] ; the question of the computation of such multiple solutions was raised also in a stimulating discussion with John Davis in 2001.
The current paper falls into two distinct parts. In the first part, we develop a procedure for the approximation of multiple solutions of nonsingular boundary value problems. The theoretical existence of such multiple solutions is guaranteed by the papers already referenced. Then we pass to the question of multiple solutions of singular boundary value problems. Here the theory has not yet been satisfactorily developed, although we have partial results which we are in the process of completing and we hope to make such results available soon. We shall exhibit an example of a singular problem with multiple solutions and describe a procedure for computing the solutions. The proposed procedure is a hybrid of the procedure we provide for nonsingular problems in the first part of this paper and the procedure we used in [7, 8] for singular problems with unique positive solutions.
The common thread running through these procedures is the use of a priori qualitative knowledge of the solutions to assist in their computation. As we will describe in more detail later, such qualitative information was used earlier on singular problems to allow computation on a smaller interval, not containing singular endpoints. For nonsingular problems with multiple solutions, qualitative knowledge is used to distinguish between the multiple solutions and aid in the computation of a desired solution. Both ideas will be used here for singular problems with multiple solutions. At their heart, all these methods involve some version of Newton's method, so the procedures require initial knowledge to be sure the desired solution is the attractor for the sequence of iterates.
2. Nonsingular Problems with Multiple Solutions. The basic idea of our method will be made clear by use of the following example:
where
(0 < C < 720, C constant) with the boundary conditions
It is easy to check that our f (y) satisfies
The results contained in [3] (using the techniques illustrated in [2] ) guarantee that this problem has at least three positive nondecreasing solutions y 1 , y 2 , y 3 with
We will use this information to help compute these solutions. (Note: the solution y 1 can be easily found in closed form, but we will temporarily ignore that fact. We will return to it later.)
We would like to solve the problem (2.1), (2.3) by shooting. So we consider the initial value problem consisting of (2.1) and the initial conditions It is natural to attempt some form of Newton's method in two dimensions, but in order to be successful we need to have reasonably close starting pairs for each of the three solutions (m, s). Viewing the Newton iteration as a dynamical system, we at least need to have starting pairs in the basin of attraction of each of the three solutions. Thus, we next describe a method of obtaining seed values for (m, s) within such a basin of attraction.
As in the approach taken in [2, 3] , we write our boundary value problem (2.1),
and L 3 is defined by L 3 (y) = −y ′′′ with domain
We then discretize the problem by dividing the interval [0, 1] into n + 1 equal parts at the mesh points t i = i/(n + 1) and seek to approximate y(t i ), for i = 1, 2, · · · n. Letting y i be our approximation for y(t i ) and Y be the n-dimensional column vector with components y i , we then approximate the problem (2.5) by approximating L i with the discrete operator (matrix) h −i A i where h = 1/(n + 1) and
Note that h −1 A 1 is the usual approximation for the first derivative using a backward first order difference quotient, h −2 A 2 is the usual approximation for the second derivative using a central divided second order difference quotient, and h −3 A 3 approximates the third derivative using a backward difference quotient of the central divided difference quotient. Note also that
for i = 1, 2, · · · , n if and only if y 0 = y n+1 = 0, and, finally,
for i = 1, 2, · · · , n if and only if y −1 = y 0 = y n+1 = 0. We interpret y −1 = y 0 as an approximation of the condition y ′ (0) = 0. Thus, the boundary conditions are "built in" automatically.
Our discretized problem is then
where F (Y ) is the n-vector whose ith component is f (y i ). We can re-write this problem in fixed point form as (hA
Note that we can think of each of these operators on the left as performing an approximate integration. We view (2.6) as a discrete approximation for the continuous problem (2.5). We expect that this discrete problem will also have three postive solutions which approximate the three solutions of the continuous problem (2.5). We then solve (2.6) by iterating. This iteration is a discrete dynamical system which should have three fixed points. Even if we could find the exact fixed points for (2.6), they would be only approximations for the three solutions of (2.5) which are the goal of the computation. We used n = 31 so that h = 1/32 and our matrices A i are 31 × 31. We did the iteration using MATLAB. We began with an initial seed vector Y 0 which we believe approximates one of the desired solutions and iterated until
i.e., the combined differences of two consecutive iterates in their 15th and 31st components differed by less than .01, calling this final iterate Z. Since we have a priori knowledge that the three solutions are nondecreasing and y 1 (1) < 1, 2 < y 3 (1/2) < y 3 (1) < 17, to approximate y 1 , we seeded with a monotone increasing vector whose maximum is 0.9 and to approximate y 3 , we seeded with a monotone increasing vector whose maximum is 12.0. We got convergence with these seeds without problem, requiring generally from 3 to 6 iterates. However, approximating the middle solution y 2 gives difficulty. It turns out (as one might expect) that the discrete approximation for y 2 is a repeller for the iteration scheme. So we must somehow back into this solution. We took our final approximations Z 1 and Z 3 for y 1 and y 3 and chose
as a rough approximation for y 2 . We then did one iteration step beginning with Y . If the next iterate was moving down toward Z 1 , we replaced Z 1 with Y , otherwise we replaced Z 3 with Y . We then repeated this process until Z 1 and Z 3 differed by less than .01 in their last components. This process required generally around a dozen iterates. Next, we iterated Z 1 (or Z 3 ) once to get our approximation for the middle solution. The reason for this last iteration is that our final Z 1 (or Z 3 ) is a repeated average of the original Z 1 and Z 3 and, although close to the desired approximation for y 2 does not have the right shape (i.e., curvature). One iteration re-shapes the vector without much change in value and gives a much better qualitative approximation Z 2 for y 2 .
When doing the iterations, we computed and saved the values of
which is an approximation for y ′ at the mesh points, as well as
which is an approximation for y ′′′ at the mesh points. Using these approximations, we can approximate
Since the goal of the iteration just described was to estimate these derivatives at t = 0, it should be clear why the shape, as well as the magnitude, of the vectors Y j , j = 1, 2, 3, is important. So now we have good seed values for the pair (m, s) and can return to the shooting method. We can go to any solver of initial value problems (we used RKF45) and shoot with these initial seeds, using a modified Newton's method to adjust until satisfied. The iteration scheme we used to get these seed values for (m, s) could be viewed as a "predictor" and the shooting method beginning with these seeds as a "corrector." Note that although the "middle" solution Y 2 of the discrete problem (2.6) is a repellor for the iteration method used there, the corresponding pair (m 2 , s 2 ) which provide initial conditions for the solution y 2 of the boundary value problem (2.1), (2.3) is an attractor for the Newton iteration.
We conclude with some computational results in the case that C = 670. Using our iteration scheme for the discrete problem (2.6), and using the approximation Z 1 for Y 1 as described above as an approximation for y 1 , we computed the approximations 
2 (0) ≈ −237.44. Using these values to seed our shooting method with RKF45, we found solutions y 1 , y 2 , y 3 for which y ′′ 1 (0) = 3.7222, y We asked RKF45 to compute with an accuracy of 6 decimal places and stopped the iteration when two iterates agreed to 4 decimal places at t = 1.
We noted earlier that the solution y 1 can be found in closed form. It is simply 3. Singular Problems with Unique Solutions. We review briefly our earlier approach to the computation of such unique positive solutions of singular problems; the approach was based on early results of Taliaferro [18] , followed by work of Paul Waltman and others.
For our purposes here, it is enough to review the results of Taliaferro. In his short but beautiful paper, he examined the boundary value problem 
In the case that this first limit is finite and φ(t) ∼ ct α as t → 0 + , then α > −2 (in order for existence), λ < α + 1 (in order for a finite slope at t = 0), and Taliaferro proved that
as t → 0 + , with a similar statement holding as t → 1 − . Similarly, if the second limit is finite and φ(t) ∼ d(1 − t) β as t → 1 − , then β > −2, λ < β + 1, and
as t → 1 − , Although Taliaferro did not discuss any numerical efforts in the paper, it seemed apparent that he was motivated by computational goals with these qualitative results. Taliaferro also derived the asymptotic behavior of solutions at the endpoints of the interval in the case that the slope of the solution at one or both endpoint is infinite, but they will not be needed here.
It is clear that the qualitative information contained in the asymptotic formulas (3.1), (3.2) should be useful in computation. Basically, the unknown values of A, the slope of the solution at t = 0 and B, the corresponding unknown slope of the solution at t = 1, were used as shooting parameters in [7, 8] , where dependable initial value solvers (both RKF45 by Shampine and Watts and the Adams code of Shampine and Gordon) were used to solve examples of the form y ′′ = − φ(t) y λ , t 0 ≤ t ≤ 1/2 where 0 < t 0 is small, using initial conditions at t 0 specified by (3.1), with A as the shooting parameter. Similarly, the terminal value problem for 1/2 ≤ t ≤ t 1 , (t 1 < 1), was solved, using terminal conditions at t 1 specified by an asymptotic formula (3.2), with B as a shooting parameter. The goal was to choose A and B so that the corresponding solutions y 1 (t, A) and y 2 (t, B) met nicely at t = 1/2:
. Then these two equations for A and B were solved using a modified Newton's method to generate a sequence of pairs (A k , B k ) converging to the desired values of (A, B).
This procedure used the qualitative information provided by Taliaferro to replace the interval [0, 1] with a slightly smaller interval [t 0 , t 1 ] so that the singular endpoints were not involved in the computation. Further details can be found in [7, 8] .
4. Singular Problems with Multiple Solutions. We will now report on some work which is far from finished. Our method will be illustrated on the example
y(0) = y(1) = 0, where
2 (2 − y)t(1 − t) + 400(y − 1), 1 < y < 2, 40, 2 ≤ y ≤ 6,      Theoretical work in progress on such problems shows that this example has at least three postive solutions. Initial computational work on such problems has also been done. We will illustrate the procedure on this example. It was chosen because one solution (the smallest) has a closed form : it is just y(t) = t(1 − t), so we have a simple way to assess the accuracy of our computation.
The idea is to find the three solutions by the same "predictor-corrector" approach we took on the nonsingular example with three solutions. Our theoretical results indicate that we can expect three positive solutions y 1 , t 2 , y 3 which are symmetric about t = 1/2, are concave down so that the maximum occurs at 1/2, and satisfy
This qualitative information can be used as before with the iteration scheme. Now the differential equation is just
and the discrete approximation is
which we write in the fixed point form
where T is the n-vector whose kth component is t k = 1/k and the kth component of F (T, Y ) is just f (t k , y k ). As expected, the smallest solution Y 1 and the largest solution Y 3 are attractors for this iteration scheme while the middle solution Y 2 is a repeller.
Using an iterative procedure similar to that used on the nonsingular problem above, we found an approximating vector Y for the largest solution y 3 to be The kth component of this vector is an approximation of y 3 (t k ), where t k = k/32. Thus y 3 (1/32) ≈ .5275 and so an approximation for y ′ 3 (0) ≈ 32(.5275) = 16.88. Note this vector indicates the maximum of y 3 to be approximately 4.873. Similarly, we find that for the smallest solution, y 1 (1/32) ≈ .0303 (note that the exact solution t(1 − t) evaluates to .03027 at t = 1/32) so that y ′ 1 (1/32) ≈ .97. Also, the maximum value of this vector is .2500 = 1/4, exactly the value of t(1 − t) at t = 1/2. For the middle solution, we obtain y 2 (1/32) ≈ .0993, so that y ′ 2 (1/32) ≈ 3.178, and a maximum value of 1.2746. Also we find from these approximations that y 2 (1/4) ≈ .765 < 2 and y 3 (1/4) ≈ 3.623 > 2, in agreement with the theoretical inequalities.
We can also approximate derivatives at t = 1 in a similar way. Of course, in this example, the solutions are symmetric about t = 1/2, so approximations at t = 1 are easily obtained from the above approximations at t = 0.
Each of the three solutions satisfy the asymptotic formulas of Taliaferro that we discussed earlier. So we can use them with the above estimates on A = y As before, the computation was performed on a smaller interval, in this case [t 0 , t 1 ] = [.001, .999], and we asked that RKF45 compute to 7 decimal places accurately and that the iteration continue until the error of meeting at t = 1/2 be less than 10 −5 . In actual fact, the code reported that the error of meeting at the last iteration was less than 10 −6 . Since we know the exact solution y 1 , we can see we probably have accuracy to six decimal places.
