In this paper, we consider testing the equality of two mean vectors with unequal covariance matrices. In the case of equal covariance matrices, we can use Hotelling's T 2 statistic, which follows the F distribution under the null hypothesis. Meanwhile, in the case of unequal covariance matrices, the T 2 type test statistic does not follow the F distribution, and it is also difficult to derive the exact distribution. In this study, we propose an approximate solution to the problem by adjusting the degrees of freedom of the F distribution. That is, we derive an extension of the results derived by Yanagihara and Yuan (2005) . Asymptotic expansions up to the term of order N −2 for the first and second moments of the test statistic are given, where N is the total sample size minus two, and a new result of the approximate degrees of freedom is obtained. Finally, numerical comparison is presented by a Monte Carlo simulation.
Introduction
Let x i1 , . . . , x ij , . . . , x in i be p-dimensional random vectors from N p (µ i , Σ i ), i = 1, 2, j = 1, 2, . . . , n i . We consider the following hypothesis test problem:
where Σ 1 ̸ = Σ 2 . A natural statistic for testing (1.1) is
, where
When n 1 = n 2 and Σ 1 = Σ 2 , the T statistic is reduced to the two sample Hotelling's T 2 statistic.
Then, under the null hypothesis in (1.1), (n − p − 1)T /{p(n − 2)} follows the F distribution with p and n − p − 1 degrees of freedom, where n = n 1 + n 2 .
To consider the tests for equality of two mean vectors is a fundamental problem. Mean comparison with unequal variances is intrinsically difficult, and is well known as the Behrens-Fisher problem. Welch (1938) and Scheffé (1943) proposed approximate solutions for the univariate case. One of the earliest methods for solving the multivariate Behrens-Fisher problem was derived by Bennett (1951) based on an extension of Scheffé's (1943) univariate solution. Some approximate solutions were considered by James (1954) , Yao (1965) , Johansen (1980) , Nel et al. (1990) , and Kim (1992) . Nel et al. (1986) The following section presents a derivation of the main result by approximate degrees of freedom and presents the proof. In Section 3, we compare four approximate procedures by Monte Carlo simulation and evaluate the advantages of the proposed procedures. In the Appendix, we present certain formulas used to derive the main result.
Approximate Degrees of Freedom
Assuming the standard regularity condition n i /n = O(1), i = 1, 2, then, as in Yanagihara and Yuan (2005), we can write
where
By approximating the distribution of U as
we have
Note that when Σ 1 = Σ 2 and n 1 = n 2 , U is exactly distributed as χ 2 ν /ϕ, where ν = n − p − 1 and ϕ = n − 2. In general, the constants ν and ϕ can be given using the following theorems for the first and second moments of U . 
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Proof. Let
Then, W −1 can be expanded as
Note that U = z ′ z/z ′ W −1 z. It follows from (2.4) that we can expand U as
Note that V and z are independent, and so are z ′ V z/z ′ z and z ′ z, as well as z ′ V 2 z/z ′ z and z ′ z (see Fang et al., 1990, p.30 ). In the same way as in Yanagihara and Yuan (2005) , the following results can be obtained after a good deal of calculation:
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Using the above results, we can show (2.3). This completes the proof of Theorem 2.1.
In addition, we have the following result.
Similarly, as the result of asymptotic expansion for E[U 2 ],we have the following theorem. 
Theorem 2.2 Let
Proof. In the same way, we can expand U 2 as
By calculating the expectations of the above results, we can show (2.5). This completes the proof of Theorem 2.2.
Corollary 2.2 If
Therefore, using the asymptotic expansions of E[U ] and E[U 2 ] in Theorems 2.1 and 2.2, the new approximation to the values of ν and ϕ are given by
respectively. We can propose a new procedure as follows.
(I) High Order Procedure
where ν KS and ϕ KS are given by (2.6) and (2.7), respectively, and where " a ∼" means "approximately following". 8) and these values are the same as the results of Yanagihara and Yuan (2005) . In addition, they
which will be used to obtain the F approximation.
Numerical Studies
In this section, we perform a Monte Carlo simulation in order to investigate the accuracy of our procedure (I) and to compare it with the following three procedures:
(II) Yanagihara and Yuan's (2005) Procedure
where ν Y and ϕ Y are given by (2.8).
(III) Modified Yanagihara and Yuan's (2005) Procedure
and ν M is given by (2.9).
(IV) Modified Bartlett Procedure (see Yanagihara and Yuan (2005) )
For each of parameter, the simulation was carried out for 1,000,000 trials based on normal random vectors. Without loss of generality, we can assume that µ 1 = µ 2 = 0.
We compare the following type I errors for four procedures:
where Table 2 , and σ 2 = 2, 5(5)30 in Table 3 .
We note that the empirical sizes for the case of |Σ 1 | ≤ 1 and |Σ 1 | > 1 are given in Tables 2 and   3 , respectively. The last row of each of these tables indicates the average absolute discrepancy (AAD). In this context, see Yanagihara and Yuan (2005) . Note : AAD = ∑ |100 α − 100α|/28
From Table 1 , it is seen that the proposed approximations α 1 are very good for cases when η is large. In contrast, it seems that other α are farther from α as η becomes large. It may also be noted that α 1 is stable and a good approximation to α when n 1 and n 2 are large. From Table   2 , we can see that α 3 's AAD and α 4 's AAD are lower than the others, and their approximations are good for the case of p = 4, an that α 1 is a good approximation for the case of p = 8. On the other hand, it seems from Table 2 that the empirical sizes are almost unchanged except for α 2 . It can be seen from Table 3 that α 3 are closer to α when p = 4. Meanwhile, the behavior of α 1 resembles the behavior of α 4 . In addition, it is seen from Table 3 that α 1 and α 3 are good approximations when p = 8.
In conclusion, when the difference between covariance matrices is large, the approximate upper percentile of the null distribution of T by the method (high order procedure) proposed in this paper is better than those of other procedures.
A.3
Let S i ∼ W p (n, Σ) and +(trAΣCΣDΣ)(trB) + (trAΣCΣ)(trBΣ)(trDΣ).
A.4
The following results are presented as supplementary expectations:
where the notations are defined by Section 2.
