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ON INTERVAL DECOMPOSABILITY OF 2D PERSISTENCE MODULES
HIDETO ASASHIBA, MICKAËL BUCHET, EMERSON G. ESCOLAR, KEN NAKASHIMA,
AND MICHIO YOSHIWAKI
Abstract. In persistent homology [13] of filtrations, the indecomposable decompositions pro-
vide the persistence diagrams. In multidimensional persistence [9] it is known to be impossible
to classify all indecomposable modules. One direction is to consider the subclass of interval-
decomposable persistence modules, which are direct sums of interval representations. We in-
troduce the definition of pre-interval representations, a more algebraic definition, and study the
relationships between pre-interval, interval, and indecomposable thin representations. We show
that over the “equioriented” commutative 2D grid, these concepts are equivalent. Moreover, we
provide an algorithm for determining whether or not an nD persistence module is interval/pre-
interval/thin-decomposable, under certain finiteness conditions and without explicitly computing
decompositions.
1. Introduction
In recent years, the use of topological data analysis to understand the shape of data has become
popular, with persistent homology [13] as one of its leading tools. Persistent homology is used to
study the persistence – the lifetime – of topological features such as holes, voids, etc, in a filtration
– a one parameter increasing family of spaces. These features are summarized in a persistence
diagram, a compact descriptor of birth and death parameters of the topological features. This is
enabled by the algebraic result of being able to decompose any 1D persistence module into intervals
[8, 15]. The endpoints of these intervals are precisely the birth and death parameters.
The focus on one parameter families is a limitation of the current theory. While there is a need
for practical tools applying the ideas of persistence to multiparametric data, multidimensional
persistence [9] is known to be difficult to apply practically and in full generality. More precisely,
there does not exist a complete discrete invariant that captures all the indecomposable modules in
this setting. This is unlike the 1D case, where all indecomposables are guaranteed to be intervals
and we have a complete descriptor in the form of a persistence diagram. In terms of representation
theory, this difficulty can be expressed by the fact that the commutative nD grid is of wild type
(see [10, Definition 6.4]) for n ≥ 2 (and grid large enough).
One way to avoid these difficulties is to consider the subclass of interval-decomposable persis-
tence modules, which can always be expressed as a direct sum of the so-called interval represen-
tations (see Definition 2.3). Restricting one’s attention to interval-decomposable modules makes
some of the problems with using multidimensional persistence more tractable. For example, the
paper [11] provides a polynomial-time algorithm for computing the bottleneck distance between
two 2D interval-decomposable modules, which gives an upper bound for their interleaving distance.
The paper [5] studies stability for interval-decomposable modules.
In this work, we focus not only on interval representations, but also study some other related
classes of indecomposable persistence modules. One reason is that the definition of interval rep-
resentations used in the literature [5, 6, 11] depends on choice of bases and seems to be overly
restrictive. For example, being an interval representation is not closed under isomorphisms. This
is unsatisfying from an algebraic/category-theoretic point of view. We introduce the definition
of pre-interval representations, and study the relationship among thin, pre-interval, and interval
representations.
As one contribution of this work, we answer the following question in Section 3: Given an nD
persistence module, is a way to determine, without explicitly computing its indecomposable decom-
position, whether or not it is (pre)interval-decomposable or thin-decomposable? More generally,
we consider the following problem. Letting S be some set of indecomposable persistence modules,
we provide in Theorem 3.1 equivalent conditions for determining S-decomposability. In the case
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that S is a finite set, this translates to an algorithm. With this algorithm, it is then possible to
know whether or not the theorems that work only for S-decomposable modules can be used for a
particular persistence module.
In Section 4, we focus on the equioriented commutative 2D grid. It is clear that over a 1D grid
(i.e. the quiver ~An, see Section 2), being a thin indecomposable is equivalent to being isomorphic
to an interval representation, since each indecomposable is isomorphic to an interval [15], and
conversely, interval representations are automatically thin and indecomposable in general. In
subsection 4.1, we show that this relationship holds even in the equioriented commutative 2D grid:
any thin indecomposable is isomorphic to an interval representation. In subsection 4.2, we give
examples for a non-equioriented commutative 2D grid and for an equioriented commutative 3D
grid showing that this relationship does not hold in general. Finally, we provide a count of the total
number of intervals in an equioriented commutative 2D grid in Theorem 4.11 by relating intervals
in this setting to the so-called parallelogram polyominos.
2. Background
2.1. Quivers and their representations. We use the language of the representation theory of
bound quivers. For more details, we refer the reader to the book [2], for example. Let us recall
some basic definitions.
A quiver is a quadruple Q = (Q0, Q1, s, t) of sets Q0, Q1 and maps s, t : Q1 → Q0. If we draw
each a ∈ Q1 as an arrow a : s(a) → t(a), then Q can be presented as a “directed graph”. Then
we call elements of Q0 (resp. elements of Q1, s(a) and t(a)) vertices of Q (resp. arrows of Q, the
source of a and the target of a for each a ∈ Q1). Let n be a positive integer. We denote by ~An the
quiver presented as the directed graph
1 2 · · · n .
The quiver ~An plays a central role in persistence theory.
A subquiver Q′ of a quiver Q is a quiver Q′ = (Q′0, Q
′
1, s
′, t′) such that Q′0 ⊆ Q0, Q
′
1 ⊆ Q1, and
s′(a) = s(a), t′(a) = t(a) for all a ∈ Q′1. A subquiver Q
′ is said to be full if it contains all arrows
of Q between all pairs of vertices in Q′.
A quiver morphism from a quiver Q to a quiver Q′ is a pair (f0, f1) of maps f0 : Q0 → Q′0 and
f1 : Q1 → Q′1 such that f0s = s
′f1, f0t = t
′f1. A path from a vertex x to a vertex y of length
n (≥ 1) in Q is a sequence αn · · ·α2α1 of arrows α1, α2 . . . , αn of Q such that s(α1) = x, t(αn) = y,
and s(αi+1) = t(αi) for all 1 ≤ i ≤ n − 1. Here we call x and y the source and the target of
this path, respectively. Note that this can be viewed as a quiver morphism f : ~An+1 → Q, with
f(1) = x and f(n+ 1) = y.
Next, we give some definitions concerning convexity and connectedness in quivers.
Definition 2.1 ([2, p. 303], Convex subquiver). Let Q be a quiver. A full subquiver Q′ of Q is
said to be convex in Q if and only if for all vertices x, y in Q′0, and for all paths p from x to y in
Q, all vertices of p are in Q′0 (and thus p is a path in Q
′).
Definition 2.2 (Connected). A quiver Q is said to be connected if it is connected as an “undirected
graph”, namely, if for each pair x, y of vertices of Q there exists a quiver W with underlying
graph of the form 1 2 · · · n for some n (≥ 1) and a quiver morphism f : W → Q such that
f(1) = x, f(n) = y.
We give the following definition of intervals in a quiver.
Definition 2.3 (Interval subquiver). Let Q be a quiver. An interval ofQ is a convex and connected
subquiver of Q.
This definition is a generalization of the one [6, 11] for commutative grids used in persistence
theory. This in turn generalizes intervals of ~An in the usual sense: It is clear that an interval
subquiver of ~An is a full subquiver containing all vertices i for b ≤ i ≤ d, for some b ≤ d ∈ N. The
interest in intervals comes mainly from the intuition about ~An in persistence theory: They form
the building blocks of representations of ~An, are simple to describe (parameters b and d only), and
have a useful interpretation as the births and deaths of topological features.
Throughout this work, we let K be a field, and Q a quiver. Paths in Q are said to be parallel if
there exist vertices x and y such that every source of them is x and every target of them is y. A
relation is a K-linear combination of parallel paths of length at least 2. In what follows, we need
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the concept of bound quivers, which we denote by (Q,R) for a quiver Q with a set of relations R.
First, we define the following special set of relations.
Definition 2.4 (Commutativity relations). Let Q be a quiver. The set of full commutativity
relations of Q is
R = {p1 − p2 | p1, p2 are parallel paths of length ≥ 2 in Q} .
Recall that a K-representation of Q is a family V = (V (x), V (α))x∈Q0,α∈Q1 , where V (x) is a
K-vector space for each vertex x, and V (α) : V (x) → V (y) is a K-linear map for each arrow
α : x→ y. For example, the zero representation is 0 = (0, 0)x∈Q0,α∈Q1 .
A morphism f : V → W is a family (fx)x∈Q0 of K-linear maps fx : V (x) → W (x) such
that W (α)fx = fyV (α) for each arrow α : x → y in Q1. A subrepresentation W of V is a
representationW = (W (x),W (α))x∈Q0 ,α∈Q1 such that W (x) is a vector subspace of V (x) for each
x ∈ Q0 and the collection of inclusions W (x) → V (x) forms a morphism W → V . The direct
sum V ⊕W of representations V = (V (x), V (α))x∈Q0,α∈Q1 and W = (W (x),W (α))x∈Q0,α∈Q1 is
the representation (V (x)⊕W (x), V (α)⊕W (α))x∈Q0,α∈Q1 . A representation V is indecomposable
if V ∼= V1 ⊕ V2 implies V1 = 0 or V2 = 0. The dimension of a representation V is defined to be
dimV =
∑
x∈Q0
dimV (x). We call a representation V finite-dimensional if dimV <∞.
If V satisfies the relations given by a set of relations R (i.e., if
∑n
i=1 tiV (µi) = 0 for all∑n
i=1 tiµi ∈ R with µi paths and ti ∈ K, where V (µ) = V (αm) · · ·V (α1) for a path µ = αm · · ·α1),
then V is a representation of the bound quiver (Q,R). The category of finite-dimensional K-
representations of (Q,R) will be denoted by repK(Q,R). In this work, we consider only finite-
dimensional representations.
As an example, given 1 ≤ b ≤ d ≤ n, the interval representation I[b, d] of ~An is the representation
I[b, d] : 0 −→ · · · −→ 0 −→
b-th
K −→ K −→ · · · −→
d-th
K −→ 0 −→ · · · −→ 0,
which has the vector space I[b, d](i) = K at the vertices i with b ≤ i ≤ d, and 0 elsewhere, and
where the maps between the neighboring vector spaces K are identity maps and zero elsewhere. It
is known that {I[b, d]}1≤b≤d≤n gives a complete list of indecomposable representations of
~An, up
to isomorphisms (see [15]).
Definition 2.5 ([2, p. 93], Support). Let V ∈ repK(Q,R). The support of V , denoted by supp(V ),
is the full subquiver of Q consisting of the vertices x with V (x) 6= 0.
Continuing our example, the support supp I[b, d] of the interval representation I[b, d] is clearly
the full subquiver with vertices i for b ≤ i ≤ d, which is an interval subquiver of ~An in the sense
of Definition 2.3.
Below, we define the equioriented grid, which we define by taking a product of ~An. First, we
give the general definition of products of quivers.
Definition 2.6 (Products of quivers). Let Q = (Q0, Q1, s, t) and Q
′ = (Q′0, Q
′
1, s
′, t′) be quivers.
• The Cartesian product Q ×Q′ is the quiver with the set of vertices Q0 × Q′0 and the set
of arrows {(x, a′), (a, x′) | x ∈ Q0, x′ ∈ Q′0, a ∈ Q1, a
′ ∈ Q′1}, where the sources and targets
are determined by
(a, x′) : (x, x′)→ (y, x′) if a : x→ y,
(x, a′) : (x, x′)→ (x, y′) if a′ : x′ → y′.
• The tensor product Q⊗Q′ is the bound quiver Q×Q′ with full commutativity relations.
Definition 2.7 (Equioriented commutative grid). Letm,n be positive integers. The bound quiver
~Gm,n = ~Am ⊗ ~An, which is the 2D grid of size m × n with all arrows in the same direction and
with full commutativity relations, is called the equioriented commutative grid of size m× n.
For example, the equioriented 3× 4 commutative grid ~A3 × ~A4 is the quiver
• • • •
• • • •
• • • •
with full commutativity relations.
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Alternatively, ~Gm,n = ~Am ⊗ ~An = ( ~Am × ~An, R), where R is the full commutativity relations,
can be understood using the tensor product of path algebras. In this case, we have K( ~Am⊗ ~An) ∼=
K ~Am ⊗K K ~An as algebras, where the notation K( ~Am ⊗ ~An) is the quotient K( ~Am × ~An)/〈R〉 of
the path algebra by the two-sided ideal generated by R.
While not a focus of this paper, we define the equioriented commutative nD grid of size m1 ×
m2 × . . . × mn as ~Gm1,...,mn
.
= ~Am1 ⊗ . . . ⊗ ~Amn . Similarly, non-equioriented versions of the
commutative nD grid can be defined by taking the tensor product of Ami-type quivers, where for
at least one i, the arrows in ith factor are not pointing in the same direction.
2.2. Representations of interest. Throughout this section, we let (Q,R) be a bound quiver.
We first start with the following straightforward definition.
Definition 2.8 (Thin representations). A representation V ∈ repK(Q,R) is said to be thin if and
only if dimK V (x) ≤ 1 for each vertex x of Q.
Note that we do not require indecomposability for thin representations. If V is thin and indecom-
posable, we say that V is a thin indecomposable. Next, we provide our definition of (pre-)interval
representations of a general (bound) quiver.
Definition 2.9 (Interval and pre-interval representations).
(1) A representation V ∈ repK(Q,R) is said to be an interval representation if and only if
• (Thinness) It is thin, and
• (Interval support) its support supp(V ) is an interval of Q, and
• (Identity over support) for all arrows α ∈ supp(V ), V (α) is an identity map.
(2) If, instead of the third condition (Identity), V satisfies the condition
• (Nonzero over support) for all arrows α ∈ supp(V ), V (α) is nonzero,
then V is said to be a pre-interval representation.
Recall that the support of a representation V is the full subquiver of vertices x with V (x) 6= 0.
Thus, the “identity/nonzero over support” conditions means that if V (x) and V (y) are nonzero,
then all arrows α : x→ y have V (x) identity or nonzero, respectively.
Remark 2.10. The condition “identity over support” implicitly implies that V (x) and V (y) are
equal as (one-dimensional) vector spaces. This condition is not stable under isomorphisms. For
example, consider ~A2 and its R-representations
V : R R1 and V ′ : R R.2
Then, V ∼= V ′ and are both pre-interval. Clearly, V is interval, but V ′ is not.
Under thinness and interval support conditions, a representation V is isomorphic to an interval
representation if and only if there exist bases vx ∈ V (x) for all x ∈ supp(V )0 such that the following
holds:
V (α)(vx) = vy for each arrow α : x→ y in supp(V ). (2.1)
This condition will be used to show that a representation is isomorphic to an interval representation.
We note that our definition generalizes the usual definition of intervals and interval representa-
tions in the literature. For example, [5] and [6] defines intervals and interval representations over
posets in general, and [11] over the poset R¯n
.
= (R ∪ {∞})n. It is clear that, given a poset P , we
can construct an acyclic quiver with full commutativity relations (Q,R), and vice-versa, such that
repK(Q,R) is equivalent to the category of pointwise finite-dimensional K-linear representations
of P .
Then, it can be checked that an interval ∅ 6= I ⊂ P in the sense of [5, 6] corresponds to a
nonempty interval I in the sense of our Definition 2.3. In this setting, convexity corresponds to
the condition that a, c ∈ I and a ≤ b ≤ c implies b ∈ I. On the other hand, connectedness
corresponds to the condition that for any a, c ∈ I, there is a sequence a = x0, x1, . . . , xℓ = c in
I with xi and xi+1 comparable for all 0 ≤ i ≤ ℓ − 1. Similarly, given an interval J , the interval
module IJ as defined in Definition 2.1 of [6] is precisely an interval representation in the sense of
our Definition 2.9 with support J .
Lemma 2.11 (See also [6, Prop. 2.2]). Let V be a nonzero representation of (Q,R). If V is an
interval or pre-interval representation, then V is indecomposable.
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Proof. The proof is similar to the proof of Prop. 2.2 in [6]. If V is an interval or pre-interval
representation, then it is also thin, so without loss of generality, we assume that the vector spaces
of V areK or 0. Then, endomorphisms of V act at each vertex by multiplication by some scalar. By
commutativity requirements on endomorphisms together with the “nonzero over support” condition,
each pair of these scalars over vertices in the same connected component are equal. Thus, by
connectedness, End(V ) ∼= K, and V is indecomposable. 
In general, we have the following hierarchy of these classes of indecomposables:
{V | V is isomorphic to an interval} ⊂ {V | V is pre-interval} ⊂ {V | V is thin indecomposable}.
(2.2)
Later, we shall show that for the equioriented commutative 2D grid, these three collections are
equal. We shall also provide examples of where the inclusions are strict in the general case.
Finally, we provide the following definitions concerning these special classes of indecomposables.
Definition 2.12. Let (Q,R) be a bound quiver.
(1) A representation V ∈ repK(Q,R) is said to be interval-decomposable (resp. pre-interval-
decomposable, thin-decomposable) if and only if each direct summand in some indecom-
posable decomposition of V is an interval representation(resp. pre-interval representation,
thin representation).
(2) The bound quiver (Q,R) itself is said to be interval-finite (resp. pre-interval-finite, thin-
finite) if and only if the number of isomorphism classes of its interval representations (resp.
pre-interval representations, thin indecomposables) is finite.
In the rest of this work, we consider only bound quivers (Q,R) such that KQ/〈R〉 is a finite-
dimensional K-algebra. This holds, for example, if 〈R〉 is an admissible ideal, or if Q is a finite
acyclic quiver. With this assumption, we can use the Auslander-Reiten theory needed for the next
section. Furthermore, we fix a complete set L of representatives of isomorphism classes of (finite-
dimensional) indecomposable representations of (Q,R), which we identify with the set of vertices
of the Auslander-Reiten quiver of (Q,R). For more details on the Auslander-Reiten theory, we
refer the reader to the books [2, 3].
2.3. Decomposition theory. We consider only bound quivers (Q,R) such that KQ/〈R〉 is a
finite-dimensional K-algebra. First recall the Krull-Schmidt Theorem, which can be stated as
follows.
Theorem 2.13 (Krull-Schmidt). For each representation M of (Q,R) there exists a unique func-
tion dM : L → Z≥0 such that M ∼=
⊕
L∈L L
dM(L). Therefore for each pair M,N of representations
of (Q,R) we have M ∼= N if and only if dM = dN .
In this subsection, let us review decomposition theory [1, 12] which gives an algorithm to compute
the multiplicity dM (L) for all L ∈ L by using Auslander-Reiten theory. We call a left minimal,
left almost split homomorphism simply a source map, and denote the transpose of the dual of a
representation L by τ−1L. Then for each indecomposable representation L of (Q,R) recall that
there exists a unique subset JL of L and a unique function aL : JL → N such that we have a source
map f : L →
⊕
X∈JL
X(aL(X)) ([3, Cor. V.1.17] together with Krull-Schmidt theorem), and that
L is injective if and only if τ−1L = 0 (dual version of [3, Prop. IV.1.10(b)]).
In particular, if L is injective, then f is given by the canonical epimorphism
L→ L/ socL (=
⊕
X∈JL
X(aL(X)));
otherwise it is given by the left part of the almost split sequence
0→ L
f
→
⊕
X∈JL
X(aL(X)) → τ−1L→ 0.
Thus JL is the set of vertices X in the Auslander-Reiten quiver of (Q,R) such that there exists an
arrow from L to X .
Theorem 2.14 ([1, Thm. 3], [12, Cor. 2.3]). Let M ∈ repK(Q,R) and L ∈ L. Then
dM (L) = dimHom(L,M)−
∑
X∈JL
aL(X) dimHom(X,M) + dimHom(τ
−1L,M).
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For an indecomposable representation X of (Q,R) the function
sX := dimHom(X, -) : rep(Q,R)→ Z≥0, M 7→ dimHom(X,M)
is called the starting function from X . The value of sX(M) is computed as the rank of some matrix
defined by M for each X (see [1] for details). Using this the formula above is:
dM (L) = sL(M)−
∑
X∈JL
aL(X)sX(M) + sτ−1L(M). (2.3)
3. Determining S-decomposability
To state our theorem, we generalize the idea of interval-decomposability and thin-decomposability
in the following way. Let S be a subset of L. We are concerned with S = {L ∈ L | L is thin} or
S = {L ∈ L | L is isomorphic to a (pre-)interval representation}. Then, M ∈ rep(Q,R) is said to
be S-decomposable if and only if M ∼=
⊕
L∈S L
dM(L). In this section, we use the decomposition
theory to determine whether or not a given persistence module is S-decomposable, provided S is
finite.
Theorem 3.1. Let S be a subset of L, and M ∈ rep(Q,R). Then the following are equivalent.
(1) M is S-decomposable;
(2) dimM =
∑
L∈S
dM (L) dimL; and
(3) dimM +
∑
L∈S
∑
X∈JL
aL(X)sX(M) dimL =
∑
L∈S
(sL(M) + sτ−1L(M)) dimL.
Proof. The isomorphism M ∼=
(⊕
L∈S L
dM(L)
)
⊕
(⊕
L∈L\S L
dM(L)
)
shows that
dimM =
∑
L∈S
dM (L) dimL+
∑
L∈L\S
dM (L) dimL
Then we have equivalences (1) ⇔
⊕
L∈L\S L
dM(L) = 0 ⇔
∑
L∈L\S dM (L) dimL = 0 ⇔ (2). The
equivalence (2) ⇔ (3) follows from Equation (2.3). 
In the case that S is finite, Theorem 3.1 gives us an algorithm to determine the S-decomposability
of a given M ∈ rep(Q,R). In particular, we only need compute a finite number of values dM (X)
for X ∈ S and then compare dimM with
∑
X∈S dM (X) dimX . If these values are equal, then the
given M ∈ rep(Q,R) is S-decomposable by the implication (2) ⇒ (1). The formula (3) gives a
criterion for M to be S-decomposable by using the function dim and the values sX(M) of starting
functions from indecomposable representations X ∈ S ∪ (
⋃
L∈S JL), on which the computation of
dM (L) depends.
Thus, it is important to determine whether or not a particular bound quiver is thin-finite or
(pre-)interval-finite. In Section 4, we study the equioriented commutative 2D grid. Here, we give
the following trivial observations of some settings where Theorem 3.1 and the algorithm above can
be immediately applied.
Lemma 3.2. Let Q be a finite (bound) quiver, and K a finite field. Then Q is thin-finite.
Proof. Consider the number of possible thin representations of Q. Since Q has finite number of
arrows, and over each arrow, a thin representation V can only have (up to isomorphism) f : K → K
orK → 0 or 0→ K, where there are only a finite number of possibilities for f ∈ Hom(K,K) ∼= Kop.
Thus the number of possible thin representations (up to isomorphism) of Q is finite. 
Note that because of the hierarchy in Ineq. (2.2), thin-finiteness implies pre-interval-finiteness.
For finite quivers, interval-finiteness is automatic, as the next lemma shows.
Lemma 3.3. Let Q be a finite (bound) quiver. Then Q is interval-finite.
Proof. This follows by a similar counting argument for interval representations V as in the previous
lemma, but this time the only possibility for f : K → K is the identity since V is an interval
representation. 
4. Equioriented commutative 2D grid
In this section, we focus our attention on the equioriented commutative 2D grid ~Gm,n.
ON INTERVAL DECOMPOSABILITY OF 2D PERSISTENCE MODULES 7
4.1. 2D thin indecomposables are interval representations. First, let us show that interval
subquivers of ~Gm,n can only have a “staircase” shape. To make this more precise, we define the
following.
Letm and n be fixed positive integers, and let Im,n be the set of all nonempty interval subquivers
of ~Gm,n. For 1 ≤ i ≤ m, a slice at row i is a pair of numbers 1 ≤ bi ≤ di ≤ n, denoted [bi, di]i.
For 1 ≤ s ≤ t ≤ m, a staircase from s to t is a set of slices [bi, di]i for s ≤ i ≤ t such that
bi+1 ≤ bi ≤ di+1 ≤ di for any i ∈ {s, . . . , t− 1}. To make explicit the constants m and n, we say
that such a set of slices is a staircase of ~Gm,n.
Proposition 4.1. Let I′m,n be the set of all staircases of
~Gm,n. There exists a bijection between
Im,n and I
′
m,n.
Proof. We construct a set bijection f : Im,n −→ I′m,n together with its inverse f
−1.
For each interval subquiver I ∈ Im,n, we define f(I) to be the set of slices f(I)
.
= {[bi, di]i | s ≤
i ≤ t} from s to t, where
s = min{i | (i, j) ∈ I for some j} and t = max{i | (i, j) ∈ I for some j}
and for s ≤ i ≤ t,
bi = min{j | (i, j) ∈ I} and di = max{j | (i, j) ∈ I}.
Note that since I is nonempty, 1 ≤ s ≤ t ≤ m. Then, for each i with s ≤ i ≤ t, the set
{j | (i, j) ∈ I} is nonempty by the connectedness condition, thus 1 ≤ bi ≤ di ≤ n. Similarly,
bi ≤ di+1 follows from the connectedness of I.
The correctness of conditions bi+1 ≤ bi and di+1 ≤ di follows from the convexity of I. To see
this, suppose to the contrary that bi+1 > bi. Then, we have a path (i, bi) to (i+1, bi) to (i+1, bi+1)
with both endpoints in I, but (i + 1, bi) is not in I since bi < bi+1 = min{j | (i + 1, j) ∈ I}. This
contradicts convexity. A similar argument shows that di+1 ≤ di. The above arguments show that
f(I) is indeed a staircase.
In the opposite direction, given a staircase I ′
.
= {[bi, di]i | s ≤ i ≤ t} from s to t, we define
f−1(I ′) to be the full subquiver with vertices
{(i, j) | s ≤ i ≤ t, bi ≤ j ≤ di}.
It is clear that f and f−1 are inverses of each other. 
In general, for a representation V ∈ repK(Q,R) with #Q0 = n, the dimension vector of V is
defined to be
dimV := (dimK V (x))x∈Q0 ∈ Z
n.
When we display dimension vectors, we position the numbers dimK V (x) corresponding to the
position where each vertex x ∈ Q0 is graphically displayed (see Example 4.2). Again by definition,
each interval representation M of ~Gm,n can be uniquely expressed by its dimension vector, since
it is uniquely determined by its support.
By Proposition 4.1, we identify interval subquivers of ~Gm,n with staircases of ~Gm,n. Thus, we
shall also denote an interval by writing it as a set of slices {[bi, di]i | s ≤ i ≤ t}, as a staircase from
s to t. We can visualize the correspondence f : Im,n −→ I′m,n in the proof of Proposition 4.1 using
the dimension vector notation and staircase notation. Below, we illustrate some examples under
this correspondence for ~G4,6.
Example 4.2. The following are examples of intervals in ~G4,6.
011100001100
001110
000011

←→ {[5, 6]1, [3, 5]2, [3, 4]3, [2, 4]4},

000000011100
001110
000000

←→ {[3, 5]2, [2, 4]3}.
Using this staircase shape, we are able to prove the following
Lemma 4.3. Let m,n be positive integers. Any pre-interval representation of ~Gm,n is isomorphic
to an interval representation.
Proof. Let V be a pre-interval representation of ~Gm,n = ~Am ⊗ ~An. Then suppV is an interval by
definition, and thus a staircase by Proposition 4.1. Note that the left square below is a commutative
8 H. ASASHIBA, M. BUCHET, E.G. ESCOLAR, K. NAKASHIMA, AND M. YOSHIWAKI
diagram of nonzero linear maps if and only if so is the right one
K K
K K
a1 //
a2
//
b1
OO
b2
OO K K
K K
a1 //
a2
//
b
−1
1

b
−1
2

because a1b1 = b2a2 is equivalent to b
−1
2 a1 = a2b
−1
1 . Then by replacing all vertical maps in supp(V )
(which are nonzero by definition) of V by their inverses, we obtain a representation V ′ of the bound
quiver ( ~Am)
op⊗ ~An. See the following example that explains this construction of V ′ (the left figure
stands for supp(V ) and the right one for supp(V ′)):
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦
// // //
// // // //
// //
OO OO OO OO
OO OO OO
x ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦
// // //
// // // //
// //
   
  
Take a nonzero element vx of K = V
′(x) at the left upper corner x of supp(V ′). For each vertex y
in supp(V ′) there exists a path µ from x to y in the quiver ( ~Am)
op × ~An, because supp(V ) has a
staircase shape. Take vy := V
′(µ)vx as the basis of V
′(y). Since ( ~Am)
op⊗ ~An is defined by the full
commutativity relations, vy does not depend on the choice of µ. In this way we can find bases vy
of V ′(y) for all vertices y in supp(V ′) that satisfy (2.1). Now vy are also bases of V (y) = V
′(y) for
all y ∈ supp(V )0 and satisfy (2.1) for V . Thus V is isomorphic to an interval representation. 
Finally, we prove the main result of this subsection.
Theorem 4.4. Let m,n be positive integers. Let M be a thin indecomposable representation of
the commutative grid ~Gm,n = (Q,R). Then M is isomorphic to an interval representation.
Proof. The proof will be done by contradiction and in two steps. First we show that any thin
indecomposable representation that is not a pre-interval should have two non-zeros vector spaces
with a path containing a zero map between them. Then we will show that this implies that the
representation is decomposable. Lemma 4.3 will then allow us to conclude.
Assume by contradiction that M is a thin indecomposable that is not a pre-interval represen-
tation. As M is an indecomposable representation, its support is connected. Therefore, either the
convexity condition on the support of M fails, or the nonzero maps on support condition fails.
In the first case, there exist vertices x, y, z ∈ Q0 such that there is a path from x to y to z, and
M(x) 6= 0, M(y) = 0 and M(z) 6= 0. In the second case, there exists an arrow α : x → z in Q1
with M(x) 6= 0, M(z) 6= 0 and M(α) = 0.
In either case, we have a path p from x to z with M(x) 6= 0 and M(z) 6= 0 such that p contains
an arrow α with M(α) = 0.
Let us consider the representation M on a square with one corner at (i, j) ∈ Q0 in the grid:
M(i, j + 1) M(i+ 1, j + 1)
M(i, j) M(i+ 1, j)
t
l
b
r (4.1)
where the maps are the values of the representationM on the arrows (for example, r
.
=M(β) where
β is the arrow β : (i+1, j)→ (i+1, j+1)). By full commutativity, the two paths (compositions of
maps) from M(i, j) to M(i+ 1, j + 1) are equal: rb = tl. Since the vector spaces have dimension
at most 1 as M is thin, we can conclude the following. If at least one map is zero on one of these
paths, then there is a zero map on the other path.
We use the above observation to build a line L intersecting only zero maps in M accross the
grid that separates M . We start with the arrow α with M(α) = 0 found above and inductively
build this line using the observation. At each square of the grid, one of the following patterns are
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possible:
M(a) M(b)
M(c) M(d)
M(a) M(b)
M(c) M(d)
M(a) M(b)
M(c) M(d)
M(a) M(b)
M(c) M(d)
(4.2)
where in each pattern, the line (colored red) intersects a pair of arrows β1, β2 where M(β1) = 0
and M(β2) = 0. Note that if more maps are zero, we simply ignore them and choose to extend
our line using only one of the four patterns given.
As we are working over a finite 2D grid, this line clearly goes from one boundary of the grid to an-
other, and divides the grid into two regions with vertices we denote by Vℓ and Vr, for “left/bottom”
and “right/top”, respectively. Furthermore, both regions are non-trivial: by construction, x ∈ Vℓ
and z ∈ Vr with M(x) 6= 0 and M(z) 6= 0 since the arrow α was found as part of a path from
vertex x to z with those properties.
Let Qℓ = (Vℓ, E(Vℓ)) and Qr = (Vr , E(Vr)) be the full subquivers generated by Vℓ and Vr
respectively, and let E(L) be the set of the arrows intersecting the line L constructed above. Then,
the grid is partitioned as ~Gm,n = (Q0, Q1) = (Vℓ ⊔ Vr, E(Vℓ)⊔E(L)⊔E(Vr)). To see this, we note
that by construction E(Vℓ) and E(Vr) are disjoint. Furthermore, E(L) is by definition the arrows
going from a vertex of Vℓ to Vr, and is disjoint from E(Vℓ) and E(Vr). Finally, each arrow on the
grid is clearly in one of these three partitions. In Figure 1, we illustrate this partitioning.
α
x
zL
Qℓ
Qr
Figure 1. Starting with the detected path p (thick line) from x to z with M(x)
and M(z) nonzero, we find an arrow α with M(α) = 0. This region of zeros
propagates to the red line L, which divides M into two.
Consider representations Mℓ and Mr obtained by setting M to be zero outside of Qℓ and Qr
respectively. The support ofMℓ is included in Qℓ. Note that by construction the arrows exiting Qℓ
are exactly the arrows E(L), which all support a zero map in M . Hence Mℓ is a subrepresentation
of M . Clearly, Mr is a subrepresentation of M since there are no arrows exiting Qr. Furthermore,
as M restricted to E(L) is 0, we conclude that M =Mℓ ⊕Mr.
By the fact thatMl(x) 6= 0 andMr(z) 6= 0, it follows that the decomposition above is nontrivial,
and thus M is decomposable, a contradiction. Therefore M is a pre-interval representation, and
Lemma 4.3 implies that M is isomorphic to an interval representation. 
4.2. Interesting examples. In this subsection, we give some interesting examples of where a
thin indecomposable may not be isomorphic to an interval representation. We first illustrate
that the assumption of working over the equioriented commutative 2D grid is essential. Over the
equioriented commutative 3D grid, we provide the following example. Let λ be any element of K,
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and define
M(λ) :
K 0
K K
K K
0 K
1
1
1
1
1
λ
This, and higher-dimensional versions of this indecomposable were studied in the paper [7], where
topological realizations were also given for λ = 0. It is easy to see that M(λ) is indecomposable,
and for any λ 6= µ ∈ K, M(λ) 6∼= M(µ). Furthermore, M(λ) is thin. However, if λ 6= 1, M(λ) is
not an interval representation, and is not isomorphic to one. Moreover M(0) is not a pre-interval
representation and is not isomorphic to one but is still a thin indecomposable.
Next, if the arrows are not oriented in the same direction, some thin indecomposables may not
be interval representations. An example is the representation
K K K
K 0 K
K K K
1 1
1
1
1
1
1 λ
(4.3)
of a non-equioriented commutative 2D grid, where λ is not 1. If λ is not 0 and not 1, this also
gives an example of a pre-interval representation that is not a interval representation (and not
isomorphic to one).
The above are variations on the same theme: we have an example of a thin indecomposable that
is not pre-interval representation (when λ = 0), and an example of a pre-interval representation
that is not isomorphic to an interval representation (when λ is not 0 nor 1). Hence we have strict
inclusions in the hierarchy of Ineq. (2.2).
Next, let us provide an example of a bound quiver (Q,R) where pre-interval representations
are always isomorphic to an interval representation, but thin indecomposables are not always
pre-interval representations. Consider the quiver
• •
x
y
with relations R = {xy − xyxy, yx− yxyx}. Then,
K K
0
1
is an example of a thin indecomposable representation of (Q,R) that is not a pre-interval repre-
sentation.
Now suppose that V ∈ repK(Q,R) is a pre-interval representation. In the case that V is a
simple representation, it is automatically an interval representation. Otherwise, V is isomorphic
to some
K K
f
g
Then, the relations R imply that fg − fgfg = 0 and gf − gfgf = 0. Together with the fact
that f and g are nonzero because V is a pre-interval representation, we see that f and g are
mutually-inverse isomorphisms. Thus, V is isomorphic to
K K
1
1
which is an interval representation.
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4.3. Listing all 2D intervals. By definition, an interval representation can be uniquely identified
with its support, an interval subquiver. Recall that Im,n is the set of all nonempty interval sub-
quivers of the equioriented commutative 2D grid ~Gm,n. In this subsection, we count the elements
of Im,n. Recall that by Proposition 4.1, we identify interval subquivers of ~Gm,n with staircases of
~Gm,n, and denote an interval by writing it as a set of slices {[bi, di]i | s ≤ i ≤ t}, as a staircase
from s to t.
Definition 4.5 (Size of interval). For an interval I = {[bi, di]i | s ≤ i ≤ t} (a staircase from s to
t), we define the size of I as follows.
Size(I)
.
= (t− s+ 1, dt − bs + 1) ∈ Z
2
Moreover, for each (h,w) ∈ {1, . . . ,m} × {1, . . . , n}, we set
Fm,n(h,w)
.
= {I ∈ Im,n | Size(I) = (h,w)} and
R(h,w)
.
= {I ∈ Ih,w | Size(I) = (h,w)} = Fh,w(h,w)
While both sets contains staircases of the same size (h,w), the underlying 2D commutative grid
is different. The set Fm,n(h,w) considers staircases in ~Gm,n, but R(h,w) considers only staircases
from ~Gh,w that are of maximum size.
Example 4.6. If (m,n) = (3, 3), then
F3,3(2, 2) =
{(110
110
000
)
,
(011
011
000
)
,
(000
110
110
)
,
(000
011
011
)
,
(100
110
000
)
,
(010
011
000
)
,
(000
100
110
)
,
(000
010
011
)
,
(110
010
000
)
,
(011
001
000
)
,
(000
110
010
)
,
(000
011
001
)}
and R(2, 2) = {(1111), (
10
11), (
11
01)}.
It is clear that the elements of Fm,n(h,w) can be listed by shifting each element of R(h,w), and
thus
#Fm,n(h,w) = (m− h+ 1)(n− w + 1)#R(h,w).
Moreover, the cardinality of the set of all intervals Im,n can thus be obtained by counting intervals
of all possible sizes:
#Im,n =
m∑
h=1
n∑
w=1
#Fm,n(h,w) =
m∑
h=1
n∑
w=1
(m− h+ 1)(n− w + 1)#R(h,w). (4.4)
Thus, to calculate #Im,n, it is enough to calculate the numbers #R(h,w). Next we give an
explicit form for the value of #R(h,w), by relating it to a well-known concept in combinatorics.
Definition 4.7 (Parallelogram polyomino). A parallelogram polyomino having an h×w bounding
box is a polyomino in a rectangle consisting of h,w cells that is formed by cutting out two (possibly
empty) non-touching Young diagrams which have corners at (0, 0) and (w, h).
Equivalently, a parallelogram polyomino with an h × w bounding box is a pair of lattice non-
increasing paths P , Q from (0, h) to (w, 0) so that P lies entirely above Q and P and Q intersect
only at (0, h) and (w, 0). In the definition above, h is taken to be the height and w the width. An
example of a parallelogram polyomino having a 4× 6 bounding box is given below.
(0, 0)
(6, 4)(0, 4)
(6, 0)
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By interpreting staircases I ∈ Ih,w as the filled-in boxes on the lattice (not the grid lines!), it is
clear that staircases in R(h,w) are in one to one correspondence with parallelogram polyominoes
with an h× w bounding box. The example above is identified to a staircase in the following way.
←→
{[1, 2]4,
[1, 3]3,
[3, 4]2,
[4, 6]1}
a parallelogram polyomino a staircase
Lemma 4.8. There is a bijection between R(h,w) and the set of parallelogram polyominoes with
h× w bounding box.
Definition 4.9 (Narayana number). For each pair of integers 1 ≤ b ≤ a, the Narayana number
N(a, b) is defined by using binomial coefficients as follows.
N(a, b) :=
1
a
(
a
b
)(
a
b− 1
)
Narayana numbers are closely related with counting problems of parallelogram polyominoes,
especially the following fact is well known. For example, see [4].
Proposition 4.10. The number of parallelogram polyominoes having an h × w bounding box is
exactly N(h+ w − 1, h).
Hence we obtain the following formulas.
Theorem 4.11. Let m, n be positive integers. Then:
#R(h,w) = N(h+ w − 1, h) =
1
h+ w − 1
(
h+ w − 1
h− 1
)(
h+ w − 1
w − 1
)
and
#Im,n =
m∑
h=1
n∑
w=1
(m− h+ 1)(n− w + 1)
(h+ w − 1)
(
h+ w − 1
h− 1
)(
h+ w − 1
w − 1
)
.
Proof. We use Lemma 4.8 and Proposition 4.10 and note that(
h+ w − 1
h
)
=
(
h+ w − 1
w − 1
)
to obtain the first formula, and second formula follows from Equation (4.4). 
In particular, for an equioriented commutative 2D grid of size 2×n (an equioriented commutative
ladder [14]), we obtain the following formula.
Corollary 4.12. For each n ∈ N, we have
#I2,n =
1
24
n(n+ 1)(n2 + 5n+ 30).
Remark 4.13. We can apply Theorem 3.1 to a given representation M of ~Gm,n in order to
determine whether or not it is interval-decomposable. Then, Theorem 4.11 gives the cardinality
of the set S of intervals over which we need to compute multiplicities. This cardinality is a large
number. To mitigate this, we may replace the original quiver ~Gm,n by the smallest equioriented
commutative 2D-grid containing the support of M .
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