**Title: Neurocomputational model for reward prediction and decision making in psychiatric disorders**

**Abstract**

To elucidate complex brain function, a computational approach is widely accepted in system neuroscience as well as clinical disciplines. In particular, computational models of neuromodulators, such as dopamine and serotonin, are indispensable to make clear the neural system of prediction and decision-making, and these models have been frequently tested using an experimental approach.

Prediction error signal in reinforcement learning theory is a representative computational model for the role of dopamine in prediction and decision-making. This model was proposed on the basis of electrophysiological data from a series of studies on dopaminergic neurons in monkeys conducted by Schultz et al. in the 1990s (Romo and Schultz 1990; Mirenowicz and Schultz 1994, 1996). In classical conditioning experiment, dopaminergic neurons in monkeys responded to rewards before learning, whereas after the learning tasks, these neurons started to respond to the conditioned stimuli. This neuronal alteration observed in dopaminergic neurons was revealed to be similar to the prediction error signal in reinforcement learning (Sutton and Barto 1998). Based on this new discovery of the role of dopaminergic neurons, reinforcement learning model mediated by the cortico-basal ganglia circuit has been proposed (Houk 1994), and this model is supported by studies using electrophysiological techniques and functional magnetic resonance imaging of human brain (Schultz, Dayan and Montague 1997; O'Doherty et al., 2003).

The representative role of serotonin in prediction and decision-making may be "impulsive choice" behavior. Impulsive choice is defined as a behavioral preference of immediate small rewards over distant large rewards (Ainslie 1975), and rats developed impulsive choice behavior when the serotonergic system in the brain was destroyed (Wogar et al., 1993; Poulos et al., 1996; Mobini et al., 2000). On the basis of these findings, it has been proposed that serotonin is involved in delay discounting. However, because serotonergic neurons have a wide range of projection and a large number of serotonin receptor subtypes exist, many questions remain about the functional role of serotonin in impulsive choice. Consequently, various computational models of serotonin (Daw, Kakade and Dayan, 2002), including temporal discounting (Doya 2002), have been proposed and are being investigated (Tanaka et al., 2007, 2009).

Recently, we applied this computational approach to patients with obsessive-compulsive disorder (OCD) and attention-deficit hyperactivity disorder (ADHD). We found that patients exhibited different choice behavior and different neural activities from those of healthy controls in delay discounting tasks. The application of computational techniques in clinical research has been attracting attention in recent years. Current disease classifications based on symptomatology are greatly affected by biological heterogeneity, and their pathogenesis is difficult to elucidate by, for example, gene analysis, which makes the development of therapy based on etiology difficult. The use of computational techniques is expected to overcome this problem and we believe our approach described here will contribute to achieving this goal.
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