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communication protocols,  has allowed  to create  low­cost networks architectures,   to  redefine the 
concept of network terminal by giving to it mobility and to apply communication technologies in 




motes,  each of which will  execute concurrent  and reactive software applications operating with 
severe memory and power constraints.  Such network,  is  programmed and developed to perform 
specific and precise tasks. Among the applications a WSN can have, we found: Environmental and 
habitat monitoring, Structural monitoring, Traffic control, Industrial control. Because the nature of 
















integrated   to   the   existing  well­know   network   infrastructure   by   reusing  mature   and  wide­used 
technologies.   IPv6   has   been   chosen   as   network   protocol   because   its   characteristics   fit   to   the 
problematic that characterize LoWPAN environment such as the large number of nodes to address 









Before entering  in  the main issue of  this  work,   that   is   the IPv6 header  compression,   the IEEE 
802.15.4 and the IPv6 network protocol standards will be introduced respectively in chapters one 
and two. Such standards will help to have a background detail of the network environment where 
header   compression   will   be   applied,   that   is   6LoWPAN.   Chapter   three   will   be   dedicated   to 
6LoWPAN. There will be showed how IPv6 can run over IEEE 802.15.4, stressing in particular the 
data frame format composition and the addressing methodology. The header compression will be 
presented in chapter  five,  where will  be given an overview of  the already existing IPv6 header 
compression   algorithm   focusing   in   particular   to   the   ones   thought   specifically   for   6LoWPAN. 














































beacon­enabled   or   nonbeacon­enabled.   Peer­to­peer   data   transfer   can   use   a   synchronous   or 



























IPv4.  Differences   fall  mainly   into   the  address  auto­configuration  and   the   increased  size  of   the 


































|Version| Traffic Class |           Flow Label                  |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|         Payload Length        |  Next Header  |   Hop Limit   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                               |
+                                                               +
|                                                               |
+                         Source Address                        +
|                                                               |
+                                                               +
|                                                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                               |
+                                                               +
|                                                               |
+                      Destination Address                      +
|                                                               |
+                                                               +



























   
   |         n bits         |   m bits  |       128-n-m bits         |
   +------------------------+-----------+----------------------------+
   | global routing prefix  | subnet ID |       interface ID         |











Addresses  have a  validity   fixed by a   lifetime settings  and can assume two state:  preferred and 
deprecated. It is also established an algorithm called “duplicate address detection” in order to check 
the uniqueness of an address on a given link. In the stateless autoconfiguration procedure are used 














   |   10     |
   |  bits    |         54 bits         |          64 bits           |
   +----------+-------------------------+----------------------------+
   |1111111010|           0             |       interface ID         |
   +----------+-------------------------+----------------------------+
Figure 7: Link­Local Address
autoconfiguration requires to use multicast address. When running over IEEE 802.15.4 multicast 
will   be   substituted  with  broadcast  messages.  The  point   is   that   having   in  mind   the  well­know 



















The   IPv6   packet   has   to   be   carried   on   802.15.4   data   frames.   Exactly   the   packet   has   to   be 









All   this   problematical   issues   on   data   frames   composition   lead   to   the   need   to   use   an   header 
compression technique. It will increase the application data payload that can be carried in a packet. 
In [10] is indicated to reuse, with some adaptation, the already existing techniques. According to this 






















       +­­­­­­­­­­­­­­­+­­­­­­­­­­­­­+­­­­­­­­­+
      | IPv6 Dispatch | IPv6 Header | Payload |
      +---------------+-------------+---------+
           Figure 10: LoWPAN encapsulated IPv6 datagram
         +--------------+-----------------+-------------------+-----------------+-----------+
                    | Frag Type | Frag Header | HC1 Dispatch | HC1 Header | Payload |
                   +--------------+-----------------+-------------------+-----------------+-----------+ 
Figure 12: LoWPAN encapsulated LOWPAN_HC1 compressed IPv6 datagram 
that requires fragmentation
      +--------------+------------+---------+
      | HC1 Dispatch | HC1 Header | Payload |
      +--------------+------------+---------+
           Figure 11: LoWPAN encapsulated IPv6 datagram
    +-----------+-------------+--------------+------------+---------+
    | Mesh Type | Mesh Header | HC1 Dispatch | HC1 Header | Payload |




























                    1                   2                   3
       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |1 0|V|F|HopsLft| originator address, final address




stateless   address   autoconfiguration.   In   the   IPv6   chapter   has   been   illustrated   how   the 

























other   protocol   header   carried   in   the   packet   and   it   can   be   consequently   inferred   from   there. 
Furthermore, the use of header compression implies the transmission of packets smaller than the 
originals.  Consequently,   it  will   drop   dramatically   the   packet   loss   probability   and   improve   the 
response time of the network. Header compression makes also a better usage of the available link 
bandwidth.   Considering   that   communication  will   be   over   low­speed   link  where   the   available 










flow  in  both  compressor  and decompressor  and maintaining  associated   to  each   flow a  context 
identifier. Context is made up by using the first packets of the flow that, for these reasons, should be 
sent without any form of compression.









































The   consideration   just   done   about   the   choice   to   follow  a   stateless   approach,   found   a   positive 
feedback from the specification of header compression given in [11] where is assumed “a very 
simple and low­context flavour of header compression”. It does not use any context specific to any 
flow.  Regarding  the network  topology,   the header  compression should  be developed  in  a  mesh 


































     0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5
     +---+---+---+---+---+---+---+----+---+---+---+---+---+---+---+---+
     |  LOWPAN_HC1 dispatch header    |  SA   |  DA   |TF |   NH  |HC2|























This   compression   scheme   regards   6LoWPAN   communicating   with   global   unicast   address.   It 
receives completely the specification given in [11] in the sense that it uses the common case defined 
for LOWPAN_HC1. LOWPAN_HC1g is not alternative to LOWPAN_HC1 but is complementary to 




line   the  128  bits   composing   it.  This   permit   to   save  32  bytes   of   link­layer  MTU  [18].  Global 
addresses are intended for addressing any node connected to the IPv6 network.
The authors  of   [18]   starts   form the point   that  using of  a  global  unicast  address  would give  to 




such as a  translation gateway in order  to forward the communication in a external point of  the 
network.   With   global   unicast   address   such   gateway   becomes   meaningless.   LOWPAN_HC1g 
compression   came   from   the   fact   that   “To   support   compression   of   global   unicast   address,  
LOWPAN_HC1g assumes that a PAN is assigned on compressible 64­bit global IP prefix. When  


































        0    1   2   3   4   5   6   7
       +---+---+---+---+---+---+---+---+
       |  SC   |  DC   |VTF|  NH   |L4C|



















definition  of   the   common  case  we   find   important   differences.  The  most   relevant   is   the  given 
possibility to compress the hop limit field. As a matter of fact, if the source node uses a well­known 
default values for the hop limit fields or it uses a mesh header, it would not be necessary to carry 


















contexts  (eight  for source and eight  for destination).  The extension can be added or  not  to  the 
encoding format depending on the value of the two bit field DDF (Destination Dependant Field). 
This additional byte identifies the prefix when it is elided by the address compression, each context 









   0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5
     +---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+
     | 0 | 1 | 0 | 0 | 1 |  TF   |NH | HLIM  |  DDF  |  SAM  |  DAM  |
     +---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+
Figure 21: Encoding Format
 +-------------------------------------+------------------------
      | Dispatch + LOWPAN_IPHC (2-3 octets) | Compressed IPv6 Header 
+-------------------------------------+------------------------
Figure 20: LOWPAN_IPHC Header
           0   1   2   3   4   5   6   7
           +---+---+---+---+---+---+---+---+
           |      SAC      |      DAC      | 




























































an   improvement.  However,   the   implemented  compression  algorithm has  not  been  based  on  our 















In   case   of   link­local   communication,   the   compressed   header   will   be   of   1   byte.  When   the 
communication is over multiple IP hops the compressed header will be of 6 bytes (1 byte for the 





   0    1     2     3     4     5     6     7 
+-----+-----+-----+-----+-----+-----+-----+-----+ 





















































0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5
+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+
| 0 | 1 | 1 |  TF   |NH | HLIM  |CID|SAC|  SAM  | M |DAC|  DAM  |
+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+
Figure 23: IPHC­04 encoding format
0   1   2   3   4   5   6   7
+---+---+---+---+---+---+---+---+










































































































executions   are   non­pre­emptively,   means   that   TinyOS   has   no   blocking   operations.   This   is   a 
fundamental   property   for   real­time  applications   especially   if   installed  on  devices  dislocated   in 
environments where human intervention can not be done frequently. All long latency operations are 
split­phase,   that   is   the   operation   request   (command)   and   its   completion   (event)   are   separate 
functions. The packet send command is an example of split­phase operation. A component call the 
send   command   to   transmit   a   radio  message,   when   the  message   is   send   the   communication 
component signals  it  with an event.  The LED toggling can be an example of a non split­phase 
operations. A component request the toggling with a command but its realization is not signalled by 













nesC code  into synchronous and asynchronous.  The former  is  defined  in   [28] as  “code  that   is  
reachable from at least one interrupt handler”, the latter as “code that is only reachable from tasks”. 






Applications  written   in  nesC  language  are  based  on   interfaces   and  components.  A  component 
40










b6LoWPAN [29]  adds   IPv6 support   to  TinyOS,   it  provide address   stateless  auto­configuration, 
multi­hop routing, and fragmentation for an MTU of 1280 bytes. Standard internet tools like ping6, 
nc6, and tracert6 can be used to debug installations using b6lowpan, and applications may use UDP 
as  the transport   layer. Moreover,   it  uses LOWPAN_HC1 header compression and includes IPv6 
41
interface IPSend { 
 command error_t send(ip_msg_t *msg, uint16_t len);
 event   void    sendDone(ip_msg_t *msg, error_t error);
}
interface UDPSend { 
 command error_t send(struct sockaddr *dest,ip_msg_t *msg, uint16_t len);









neighbor  discovery,   default   route   selection,   point­to­point   routing,   and   network   programming 
support. Packet forwarding is done at network layer meaning that any incoming packet, before to be 
forwarded,   need   to   be   decompressed   and   compressed   again.   This   would   imply   that   the 
implementation of header compression will have a hop­by­hop behavior. The implemented Packet 













programming   language   and   it   is   implemented   in  b6lowpan/tos  folder.  The   subdirectory 
/lib/net/b6lowpan  contain   the  mote­side   code   including   the   implementation   of   the   routing 
components,   ICMP   functionalities   (i.e   router   solicitations   and   requirements),   UDP   and   IP 
functionalities. Here, there is the root component of b6lowpan that is IPDispatchP.nc. It provides 
the IP send and receive interface and the handling of the incoming or out­coming packets. It is the 
implementation   of   the   adaptation   layer   required   to   run   IPv6   over   802.15.4.   Finally,   in 








variable.  When   the   packet   is   scheduled   to   be   send,   in   the  sendTask()  it  will   be   called   the 
getNextFrag()  function implemented in the  lib6lowpanFrag.c  library. That function will add 
any necessary 6LoWPAN optional headers and will deal with fragmentation if the payload length 
exceeds the MTU size of 102 bytes. The header compression function, named packHeaders(), is 
called   in   this   function.   Header   compression   and   decompression   is   implemented   in   the 
lib6lowpanIP.c source file. After the packet processing we will obtain the IEEE 802.15.4 frame 




until   it   reach the handler function of  this  event,   implemented in  IPDispatchP.nc()  module as 
IEEE154Send.sendDone() event. Here, the first packet in the send queue will be checked, if it was 
delivered successfully, the sendDone event will be signalled to the upper layers and the packet will 









implemented   in  IPDispatchP.nc.  Here,  6LoWPAN dispatch   types  are  checked  the   in  order   to 
determine which optional headers are presents in the packet. These are the mesh addressing, the 
fragment  header   and  the   IPHC compression  header.  Fragments   are   reassembled  by  calling   the 
handlefrag() function.   The   received   packet,   if   compressed,   is   passed   to   the 



























Its   job   is  mainly performed by  two functions:  packHeaders()and  unpackHeaders().  Both are 
declared in the lib6lowpanIP.h header file as shown in Fig.31. Ipv6 header is packed into a buffer 
pointed by the second argument of the packHeaders() function that is *buf. After compressing the 





























by   reference   while   the   length   is   the   passed   by   value.  UnpackHeaders()  is   called   by   the 































type  and   it  will  be  used  when compressing   the  address.  The same  thing  will  be  done  for   the 














function   implemented   in   the  lib6lowpan.c  source   file.   It   is   needed   in   order   to   extract   the 





to  activate   the  control  structure  that  will  unpack  the  network  prefix   for  destination  and source 
address. Then, it is examined the value of the Version, Traffic and Flow field. An  ip_memcpy() 
function is used to write in the buffer where the IPv6 header will be unpacked, an  ip_memclr() 













However,  as  said  before,  b6loWPAN define  as  Next  Header   the  Source  Routing  header   that   is 
carried in­line without any form of compression.  The Hop Limit field  is decompressed using a 
switch case control structure. It   takes as statement  the value of HLIM field as specified in  the 
IPHC­04   encoding   format.  With   the  HLIM fields  we   finish   to   unpack   the   IPv6  header   fields 
compressed in the IPHC­04 dispatch byte. Now we pass to the encoding byte to unpack the source 








The   remaining   three  arguments   are   the   two  buffers  used   to  unpack and   IPv6 headers   and   the 
assigned network prefix. Depending on the value of the DAM or SAM, a statement of a switch case 






















As explained   in  previous  chapters,  a  6LoWPAN sensor  network   is  characterized  by   the  scarce 
resources of its operational environment. When deploying such networks it is important to know 
how the 6LoWPAN limitations will affect the task the network should done in its life­time. For this 











































































a clear swoop in  the  throughput  trend.  This is  due to  the increased time needed to process the 
















second   and   Base   Station   replying   as   soon   as   the   packet   arrives.   IPHC­04   shows   a   better 
performance also in this case. Battery consumption is lowered by 0,72 % between IPHC­04 and 
HC1 and 1,13% between IPHC­04 and no compression  case. We made further measurements of 

















0 19,27 3,51 19,41 3,45
20 19,59 3,50 19,72 3,53
40 19,66 3,48 19,70 3,52
70 19,67 3,42 19,73 3,52
120 19,73 3,52 19,78 3,59
250 19,78 3,59 19,72 3,59
500 19,73 3,48 19,75 3,60
1000 19,73 3,62 19,81 3,50
Table 2: Energy Consumption for IPHC­04 and HC1
As   like   as   for   throughput,   IPHC­04   outperforms  HC1   also   in   terms   of   energy   consumption. 
However, it is only a slight improvement. The energy consumptions results are mainly influenced by 
the fact that the sensors are ever in a non­sleep mode. There is also a strong dependence to the 




wireless  link  generally   has,   the  overall   performances  of   the   implemented  6LoWPAN networks 
seems demonstrates to have a certain stability and repetitiveness.












performance   confirming   that   the   space   saved   using   LOWPAN_IPHC   and   in   particular   by 
compressing global address steps up the performance in the data transmission. LOWPAN_IPHC 
decreases   RTT   by   51,72%   respect   to   LOWPAN_HC1.The   average   RTT   obtained   for 
LOWPAN_IPHC is comparable to others results found in literature [31].
Average RTT Max RTT Min RTT Standard Deviation
No compression 171.151 ms 1311.428 ms 87.840 ms 88.397 ms
HC1 164.560 ms 1192.718 ms 81.323 ms 68.654 ms








using IPHC­04. Since the increase of  the memory usage, we gather  that  the  implementation of 
IPHC­04  implies  an   increase   in   complexity   since   its   state­full   approach.  However,   it   can  have 
further  worsening   if  deploying  a   6LoWPAN networks   that   need   to   communicate  with   several 
external IP or generally external PAN networks. In fact, for each external network we would like to 
communicate, in order to compress the global address, it has to be stored in memory the relative 


































limited  environment  such as  6LoWPAN. As we have shown,  a  state­full  compression  approach 
increases the sensor memory usage since it need that sensors store in the memory the state used for 






Finally,   the  6LoWPAN Working  Group  plans   to   deprecate  HC1 header   compression   and  push 
IPHC­04 [26] forward to become the new header compression standard for 6LoWPAN.
 8.2 Future work
As   future  work,   the   implemented   IPHC­04   compression   routine  will   be   adapted   to   the   latest 















[1]  IEEE Std 802.15.4™  ­2006 (revision of  IEEE Std 802.15.4­2003),  IEEE Computer  Society, 
September 2006.
[2]   Jianliang Zheng,  Lee,  M.J.,   “Will   IEEE 802.15.4  make ubiquitous  networking  a   reality?:  a 

































[18]   J.Hui   D.Culler,   “Stateless   IPv6   Header   Compression   for   Globally   Routable   Packets   in 
6LoWPAN Subnetworks”, IETF Network Working Group Internet­Draft, June 2007.
[19]  C.  Westphal,  “A  User­based   Frequency­dependent   IP  Header  Compression  Architecture”, 
proceeding of Globecom 2002 Taiwan.
[20] Narten et  al.,  RFC 4861 – “Neighbor Discovery in IPv6,” September 2007,  IETF Network 
Working Group, September 2007.





[24]   J.Hui  P.   Thubert,   “Compression   Format   for   IPv6   Datagrams   in   6LoWPAN  Networks”, 
6LOWPAN WG draft­ietf­6lowpan­hc­01, October 2008
[25]  J.Hui   P.   Thubert,   “Compression   Format   for   IPv6   Datagrams   in   6LoWPAN  Networks”, 
6LOWPAN WG draft­ietf­6lowpan­hc­03, July 2008
[26]   J.Hui   P.   Thubert,   “Compression   Format   for   IPv6   Datagrams   in   6LoWPAN  Networks”, 
6LOWPAN WG draft­ietf­6lowpan­hc­04, December 2008



































































Abstract.  6LoWPAN  defines  how  to  carry  IPv6  packets  over  IEEE 802.15.4 
low  power  wireless  or  sensor  networks.  Limited  bandwidth,  memory  and 
energy  resources  require  a  careful  application  of  IPv6  in  a  LoWPAN.  The 
IEEE 802.15.4  standard  defines  a  maximum  frame  size  of  127 bytes  that 
decreases to 102 bytes considering the header overhead. A further reduction is 
due  to  the  security,  network  and  transport  protocols  header  overhead  that,  in 
case of IPv6 and UDP, leave only 33 bytes for application data. A compression 
algorithm is necessary  in order  to reduce  the overhead and save space  in data 
payload.  This  paper  describes  and  compares  the  proposed  IPv6  header 
compression mechanisms for 6LoWPAN environments. 






The  aim  is  to  develop  personal  networks,  mainly  sensor  based,  that  can  be 
integrated  to  the  existing well­known  network  infrastructure  by  reusing mature  and 
wide­used  technologies.  IPv6  has  been  chosen  as  network  protocol  because  its 










IEEE  802.15.4  devices  are  classified  into  Full  Function  Devices  (FFD)  and 
Reduced  Function  Devices  (RFD).  The  FFD  operates  as  a  PAN  coordinator  and 
border  router.  Two  important  features  of  802.15.4  are  its  self­healing  and  self­
organizing properties. This means that nodes are able to detect the presence of other 
nodes  and organize  themselves  in  a  network,  and  they  can detect  and  recover  from 
faults.  
There  exist  four  different  frame  types:  (1)  beacon  frame,  (2)  data  frame,  (3) 
acknowledgment frame, (4) MAC command frame. The maximum frame size defined 
in  IEEE 802.15.4  is  fixed  to  127 bytes,  of  which  25  bytes  are  reserved  for  frame 
overhead. This leaves 102 bytes for payload. 
1.2   6LoWPAN Architecture 






include  the  presence  of  a  one  byte  IPv6 Dispatch  header  and  the  definition  of  the 
following  header  fields  and  their  ordering  constraints.  The  two  leftmost  bits  are 
settled to 01 or 00 indicating if there  is a 6LoWPAN frame or not. The remaining 6 




| IPv6 Dispatch | IPv6 Header | Payload | 
+---------------+-------------+---------+ 
Fig. 2. LoWPAN encapsulated IPv6 datagram 
As  mentioned  before,  IPv6  allows  stateless  address  auto­configuration.  This 
property  allows  hosts  to  generate  their  own  address  combining  locally  available 




no  problem  if  the  PAN  uses  64 bits  IEEE 802.15.4  extended  addresses  but  a 
modification  is  needed  when  using  16 bit  IEEE 802.15.4  short  addresses.  The 
modification  consists  of  adding  a  48 bits  pseudo  address  to  the  16 bits  interface 









IP  Header  Compression  can  be  defined  as  “the  process  of  compressing  excess 
protocol headers before transmitting them on a link and uncompressing them to their 
original state on reception at the other end of the link” [4]. Compression is possible 
since  the  information  carried  in  the  packet  is  redundant.  The  redundancy  may  be 








cost  in  terms  of  power  consumption,  indeed  at  each  hop  the  IP  header  should  be 
decompressed and re­compressed by the devices. Therefore, this approach might not 





    0       4       8       12      16      20      24      28    31  
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|Version| Traffic Class |           Flow Label                  | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|         Payload Length        |  Next Header  |   Hop Limit   | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|                                                               | 
+                                                               + 
|                                                               | 
+                         Source Address                        + 
|                                                               | 
+                                                               + 
|                                                               | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|                                                               | 
+                                                               + 
|                                                               | 
+                      Destination Address                      + 
|                                                               | 
+                                                               + 













•  Source  and  Destination  address:  they  are  link­local  (that  is,  the  IPv6  interface 
identifier can be inferred from source and destination address present in layer 2). 
All these fields can be compressed to 1 byte. As mentioned in [3], it is mandatory 




0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5 
+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+ 
   |  LOWPAN_HC1 dispatch header    |  SA   |  DA   |TF |   NH  |HC2| 
+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+ 
Fig. 2.  2 bytes encoding LOWPAN_HC1 format 
LOWPAN_HC1 is only applied  to  link­local addresses.  In consequence,  it would 




such  as  end­to­end  communication  across  different  LoWPANs  and  external  IP 
networks. 
To  solve  this  problem,  an  IETF  Internet  draft  [6],  LOWPAN_HC1g,  has  been 
published,  specifying  a  method  for  compressing  global  addresses.  The 
LOWPAN_HC1g compression  came  from  the  fact  that  “To  support  compression of 
global  unicast  address,  LOWPAN_HC1g  assumes  that  a  PAN  is  assigned  on 








LOWPAN_IPHC  [7]  is  the  third  proposed  IPv6  header  compression  scheme. 
Currently,  it  is  at  its  fourth  update  referred  as  LOWPAN_IPHC­04.  Hereafter, 
LOWPAN_IPHC refers to the fourth update. It has been thought as an improvement 
of LOWPAN_HC1.  In particular,  it extends  the applicability of header compression 
to support communication to nodes internal and external to LoWPANs (that is global 
address),  multicast  communication  and  both  mesh­under  and  route­over 




rightmost  bits  of  the  dispatch  type  (bits  3  to  7  in  Fig.  5)  in  order  to  specify 
compressed  fields of  IPv6 header  that are not  related with  the address compression. 
The  dispatch  header  is  followed  by  the  LOWPAN_IPHC  header  that  defines  how 
source and destination addresses are compressed. An additional byte is present when 
communicating with global  address;  it  is  called Context  Identifier Extension  (CID). 
The  four  leftmost  bits  specify  the  context  for  source  address.  The  remaining  four 
rightmost bits  specify  the context  used  for destination address. Using context based 
compression,  we  could  compress  up  to  16  network  prefixes  and  save  60  bits  of 
payload when communicating with external 6LoWPAN networks.  
As  reported  in  [7], LOWPAN_IPHC can compress  the  IPv6 header down  to  two 
octets  (the  dispatch  octet  and  the  LOWPAN_IPHC  encoding)  with  link­local 
communication  as  seen  in  Fig.  5.  When  routing  over  multiple  IP  hops, 
LOWPAN_IPHC  can  compress  the  IPv6  header  down  to  7  octets  (2­octets 




0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5 
+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+ 
| 0 | 1 | 1 |  TF   |NH | HLIM  |CID|SAC|  SAM  | M |DAC|  DAM  | 
+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+ 
Fig. 1. LOWPAN_IPHC Encoding 
0   1   2   3   4   5   6   7 
+---+---+---+---+---+---+---+---+ 






Presently  there  are  not  LOWPAN_IPHC  public  implementations  to  our  best 
knowledge. Hence, we  have  developed  the  compression  and  decompression  routine 
focusing on  the  integration with b6lowpan protocol  stack, which  is presented  in  the 
next section, and reusing functions already provided in it. 
The  software  component  has  been  developed  on TinyOS  2.1, which  is  an  open­
source  operating  system  designed  for  wireless  embedded  sensor  networks.  The 
implementation of 6LoWPAN functionalities have been developed and implemented 
by  the  Berkeley Wireless  Embedded  Systems  (WEBS)  [8].  It  has  been  released  as 
TinyOS  contribution  and  initially  named  b6loWPAN.  Currently  it  is  at  its  fourth 
version  and  has  changed  the  name  to  Berkeley  IP  implementation  for  low­power 
networks (blip). When we started implementing the header compression, b6loWPAN 
was at  first  release  so we have kept working on  this version. From now on we will 
refer to it as blip. 
It uses LOWPAN_HC1 header compression and includes IPv6 neighbor discovery, 
default  route  selection,  point­to­point  routing  and  network  programming  support. 
Standard  tools  like  ping6,  tracert6,  and  nc6  can  be  used  to  interact  with  and 
troubleshoot  a  network  of  6loWPAN  devices.  Pc­side  code  is  written  using  the 
standard BSD sockets API (or any other kernel­provided networking interface). 





























RTT  has  been  measured  in  a  single­hop  network  topology  using  the  ping6 
command included in b6lowpan. 
Power  consumption  analysis  has  been done  at  the  “relay  node”  since  it  is where 
both, the decompression and compression functionalities were carried out, apart from 
forwarding (i.e. each time a packet reaches this node it has to decompress, compress 
and  forward  the  packet).  The  device  used  for  these  measures  is  the  Agilent 
Technologies DC Power Analyzer N6705A. 
All  the  tests  have  been  done  on  three  different  cases  of  compression: 
(1) LOWPAN_IPHC, (2) LOWPAN_HC1, (3) No compression. 
Performance analysis has been done on communications using global addresses. In 
the  case  of  LOWPAN_IPHC,  the  global  address  has  been  compressed  down  to  16 
bits. 
4.   Results 
Fig.8  shows  the  average  throughput  (in KB/sec)  for  the  three  cases  listed  above. 








of MAC  payload  used  to  carry  the  compressed  headers  are  halved  with  respect  to 
LOWPAN_HC1. Throughput increases by 39.77% for 70 bytes of payload, which is 
the  maximum  payload  admitted  by  LOWPAN_IPHC  without  the  need  of 








that,  considering  the  architecture  of  the  stack,  the  benefit  of  using  one  or  another 






In  terms  of  energy  consumption,  we  have  focused  on  the  effect  of  compressing 











sending  a  packet  each  second  and  the  Base  Station  replying  as  soon  as  the  packet 
arrives.  LOWPAN_IPHC  shows  a  better  performance  also  in  this  case.  Battery 
consumption is  lowered 0,72 % between LOWPAN_IPHC and LOWPAN_HC1 and 
1,13% between LOWPAN_IPHC and non compression case. 
Table  2  compares  the  memory  usage  of  the  basic  blip  installed  function  that 
includes  header  compression  LOWPAN_HC1  with  the  one  implemented  by 
LOWPAN_IPHC. LOWPAN_IPHC  increases by 564 bytes  the occupation of ROM 









packets.  It  can  be  easily  appreciated  that  LOWPAN_IPHC  outperforms  both  no 
compression  and  LOWPAN_HC1  cases.  These  results  reflect  the  throughput 
performance  confirming  that  the  space  saved  using  LOWPAN_IPHC  and,  in 
particular,  by  compressing  global  addresses  steps  up  the  performance  in  the  data 
transmission.  LOWPAN_IPHC  decreases  RTT  by  51.72%  respect  to 








No compression  171.151   1311.428    87.840   88.397  
LOWPAN_HC1  164.560   1192.718   81.323   68.654  
LOWPAN_IPHC  79.443   1071.519   63.301  57.741  
5   Conclusions 
In  this paper we have presented the header compression mechanisms used to reduce 
IPv6  headers  impact  on  the  performance  of  6LoWPAN  environments.  A  first 
implementation and preliminary results are presented. The obtained results agree with 
the expected behavior of LOWPAN_IPHC and LOWPAN_HC1.  
The  main  purpose  of  LOWPAN_IPHC  is  to  offer  the  performance  of  a  stateful 
compression  in  a  resource­limited  environment  such  as  6LoWPAN.  As  we  have 
shown,  a  stateful  compression  approach  increases  the  sensor  memory  usage. 
However,  it  outperforms  all  the  other  parameters  we  have  taken  into  account. 
Moreover, with the refined Traffic and Flow fields compression introduced in  
73
LOWPAN_IPHC,  the  use  of  mechanisms  of  congestion  control  and  QoS 
management  on  a  6LoWPAN  communication  would  not  affect  dramatically  the 
overall performance as it could happen with LOWPAN_HC1. This would benefit the 




compression  and  push  LOWPAN_IPHC  [7]  forward  to  become  the  new  header 
compression standard for 6LoWPAN. 
6   Future Work 
As  future  work,  the  implemented  LOWPAN_IPHC  compression  routine  will  be 
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  if   ((udp_enc   &   LOWPAN_UDP_S_MASK)   &&   (udp_enc   & 
LOWPAN_UDP_D_MASK))
        len += 1;

















































































@return   the   number   of   bytes   written   to   dest,   or   zero   if 
decompression failed. Should be >= sizeof(struct ip6_hdr)*/



































































































/*dest   points   at   the   start   of   the   source   address   IP   header 














































































































































































































































  *cmpr_port   =   *cmpr_port   |   ((ntoh16(udp­>dstport)   & 
~LOWPAN_UDP_PORT_BASE_MASK));
      }
      *udp_enc |= LOWPAN_UDP_D_MASK;
    } else {
      ip_memcpy(buf, (uint8_t *)&udp­>dstport, 2);
      buf += 2;
    }
        
// we never elide the checksum
    ip_memcpy(buf, (uint8_t *)&udp­>chksum, 2);
    buf += 2;
  }
// I think we're done here...
  return buf;
}
/*indicates how much of the packet after the IP header we will 
pack */
int packs_header(ip_msg_t *msg) {
  switch (msg­>hdr.nxt_hdr) {
  case IANA_UDP:
    return sizeof(struct udp_hdr);
  default:
    return 0;
  }
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}#define CHAR_VAL(X)  (((X) >= '0' && (X) <= '9') ? ((X) ­ '0') : 
((X) ­ 'A'))
void inet6_aton(char *addr, ip6_addr_t dest) {
  uint16_t cur = 0;
  char *p = addr;
  uint8_t block = 0, shift = 0;
  if (addr == NULL || dest == NULL) return;
  ip_memclr(dest, 16);
  // go to upper case
  while (*p != '\0') {
    if (*p >= 'a' && *p <= 'z')
      *p ­= 'a' ­ 'A' ­ 10;
    p ++;
  }
  p = addr;
  // first fill in from the front
  while (*p != '\0') {
    if (*p != ':') {
      cur <<= 4;
      cur |= CHAR_VAL(*p);
    } else {
      ((uint16_t *)dest)[block++] = hton16(cur);
      cur = 0;
    }
    p++;
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    if (*p == '\0')
      return;
    if (*(p ­ 1) == ':' && *p == ':') {
      break;
    }
  }
/* we must have hit a "::" which means we need to start filling in 
from the end.*/
  block = 7;
  cur = 0;
  while (*p != '\0') p++;
  p­­;
// now pointing at the end of the address string
  while (p > addr) {
    if (*p != ':') {
      cur |= (CHAR_VAL(*p) << shift);
      shift += 4;
    } else {
      ((uint16_t *)dest)[block­­] = hton16(cur);
      cur = 0; shift = 0;
    }
    p ­­;
    if (*(p + 1) == ':' && *p == ':') break;
  }
}
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