The MALLBA project tackles the resolution of combinatorial optimization problems using generic algorithmic skeletons implemented in C++. A skeleton in the MALLBA library implements an optimization method in one of the three families of generic optimization techniques offered: exact, heuristic and hybrid. Moreover, for each of those methods, MALLBA provides three different implementations: sequential, parallel for Local Area Networks, and parallel for Wide Area Networks. This paper introduces the architecture of the MALLBA library, details some of the implemented skeletons, and offers computational results for some classical optimization problems to show the viability of our library. Among other conclusions, we claim that the design used to develop the optimization techniques included in the library is generic and efficient at the same time.
Introduction
Combinatorial optimization problems arise naturally in many scientific areas such as Control Theory, Operations Research, Biology, Telecommunications and Computer Science. The MALLBA project is an effort to develop an integrated library of skeletons for combinatorial optimization including exact, heuristic and hybrid techniques. Sequential and parallel execution environments are supported in a user-friendly and, at the same time, efficient manner. Concerning parallel environments, both Local Area Networks (LANs) of workstations and Wide Area Networks (WANs) are considered.
Due to the growing park of available computers in the Internet, we include in our library the new scenario of WAN computing, in contrast to the traditional libraries targeted to parallel LAN environments. The WAN issue in this library. The skeleton design in MALLBA is based on the separation of two concepts: the features of the problem to be solved and the general resolution technique to be used. While the particular features related to the problem must be given by the user, the technique and the knowledge needed to parallelize the execution of the resolution technique is implemented in the skeleton itself, and is completely provided by the library. Thus the user does not program neither the resolution technique nor its parallelization. It is very common that the problem is represented by a complex function to be optimized and the details on how to manipulate tentative solutions (e.g. merge, cut, or interpret parts of them). Basically, the resolution technique is the algorithm defining the steps to proceed to the optimization of the problem. Almost every optimization technique exhibits a traditional three stage process, namely: (1) generating initial solutions (2) an improvement loop and (3) testing a stop condition. The way in which different skeletons do this work is really different and varied in the actual spectrum of optimization research.
Skeletons are implemented as a set of required and provided C++ classes which represent object abstractions of the entities participating in the resolution technique (see Fig. 1a ). The provided classes implement internal aspects of the skeleton in a problem-independent way. We call this internal set of classes the Solver part of the skeleton. In general, for each algorithmic technique several sequential resolution patterns are provided, all of them grouped in the class Solver_Seq (for example, the iterative and recursive patterns showed in the figure). The parallel patterns are grouped in the classes Solver_Lan and Solver_Wan. In the figure are depicted resolutions patterns which uses the Master-Slave paradigm, independent runs and replicate data. Those classes are completely implemented and provided in the respective skeletons. The required classes specify information related to the problem. For the whole skeleton to work, it is required that these classes get completed with problem-dependent information. This conceptual separation allows us to define required classes with a fixed interface but without an implementation, so that provided classes can use required classes in a generic way. The fulfillment of the required classes would make the skeleton applicable to the problem specified.
The fact that the user of a MALLBA skeleton only needs to implement the particular features of the problem to be solved, i.e., to fill in the required classes with an specific problem-dependent implementation, helps the creation of new programs with less effort.
Next, we will introduce and discuss the external interface of a skeleton. Two kinds of users work with this interface: the user who wants to instantiate a new problem, and the user who wants to implement a new skeleton and incorporate it to the MALLBA library. Also in the next subsections, we will discuss the communication and the hybridization interfaces. The aim is to explain firstly what a final user must consider, then what a skeleton programmer needs to know about the parallel issues and, finally, how to merge skeletons to yield new optimization procedures. Descriptions from these different points of view are needed since the potential users and researchers using the library will have a different level of interaction with our software (see Fig. 1b ), depending on his goal (e.g., to instantiate a problem, to change the communication layer, or to create new skeletons for new techniques).
Skeleton interfaces
From the user's point of view, two major aspects must be considered: the problem to be solved, and the resolution technique to be used. The user will be responsible for adequately describing the former. As to the latter, rather complete descriptions are provided by the library. The user addresses these two aspects by selecting the skeleton and implementing its problem-dependent aspects. Later, since LAN and WAN implementations exist, the user will be able to execute the resulting program on sequential or parallel environments. Notice however that the same unique description made by the user will be used in any of the environments. Fig. 1b shows the interaction of different kinds of users (namely, final user, programmer and internal filler) with the different parts conforming a skeleton. Although there are three profiles, this does not mean that it is needed three different users to use MALLBA library. The same user can take care of the tasks at any profile level.
MALLBA already includes a large set of solvers ready for utilization. Extending them is quite direct, and creating new solvers is conceptually guided by the class hierarchy design. Parts of existing skeletons can be easily reused to construct new ones. Each skeleton could have its own configuration file to avoid recompilation when parameters change.
Apart from some illustrative examples, MALLBA does not contain any complete implementation of specific problems. On the contrary, it provides the generic code the user has to customize. In this way, a single imple- mentation -abstract yet efficient -can be reutilized in different contexts. The user do not need to have a deep knowledge about parallelism or distributed computing; these aspects are already included in the library. Let us get deeper in our understanding of the provided and required C++ classes conforming a skeleton.
Provided classes: they implement internal aspects of the skeleton in a problem-independent way. The most important provided classes are Solver (the algorithm) and SetUpParams (setup parameters). Provided classes are implemented in the files having the .pro.cc extension (see Fig. 1b ).
Required classes: they specify information related to the problem. Each skeleton includes the Problem and Solution required classes that encapsulate the problem-dependent entities needed by the solver method. Depending on the skeleton other classes may be required. Required classes are implemented in the files having the .req.cc extension (see Fig. 1b ).
Communication interface
Providing a parallel platform has been one of the central objectives in MALLBA. Local networks of computers are nowadays a very cheap and popular choice in laboratories and departments. Moreover, the available computational power of Internet is allowing the interconnection of these local networks, offering a plethora of possibilities for exploiting these resources.
To this end (i.e., using MALLBA onto a network of computers), it is necessary to have a communication mechanism allowing executing skeletons both in LAN and WAN. Since these skeletons are implemented in a high-level language, it is desirable for this communication mechanism to be also high-level; besides, some other network services could be needed in the future would be needed such as the management of parallel processes.
The needed set of services is generically termed middleware, and it is responsible for all basic communication facilities. Several steps were followed to construct this system: first, related existing systems were studied and evaluated; then, a service proposal was elaborated; finally, the middleware was implemented in C++.
The detailed review of existing tools included both systems based in the message-passing paradigm and systems for the execution and management of distributed objects and programs. We evaluated PVM, MPI, Java RMI, CORBA and Globus, as well as some other specific libraries [1] . Our main conclusion was the need for our own system, adapted to the necessities of our library, but based on an efficient standard, capable of being valid in the future.
Meeting all these criteria can be, almost exclusively, possible by using MPI as the base for developing a communication library. Efficiency was a major goal in this work, and hence this decision; besides, MPI (in both MPICH and LAM/MPI, the two well-known implementations of the standard) is becoming increasingly popular, and has been successfully integrated in new promising systems such as Globus.
Although there is no theoretical drawback in using MPI directly, we developed a light middleware layer termed NetStream (see Fig. 2 ). With this tool, a MALLBA programmer can avoid the large list of parameters and interact with the network in the form of stream modificators, that allows advanced input/output operations to look like basic data exchanges with streams. By using << and >> operators the programmer can develop LAN and WAN skeletons by feeding data and net operations in a easy way.
Then, NetStream allows skeletons exchanging data structures efficiently, keeping a high abstraction level and ease of use. For this latter purpose, the number of parameters in the resulting methods has been minimized, and a large number of services has been implemented. These services can be classified into two groups: basic services, and advanced services. Among the basic ones we can mention:
• Send-reception of primitive data types: int, double, char, strings, etc. both in raw format and packed (for efficiency purposes when used on a WAN). This can be done using input/output streams from/to the network.
• Synchronization services: barriers, broadcasts, checking for pending messages, etc. As in the C++ standard, these services are available by means of manipulators, i.e., methods that alter the behavior of a stream, feeding it as if they were data.
• Basic management of parallel processes: querying a process ID or the number of processes, establishing and retrieving the IDs of processes at the ends of a stream, etc.
• Miscellaneous: starting and stopping the system (using static class methods (singleton pattern [26] ) rather than instances methods), etc.
Among the advanced services implemented we can cite the following:
• Management of groups of processes: this allows skeletons to be arranged in parallel optimization regions. Available methods allow manipulating communicators and intercommunicators between groups, in the MPI sense. This organization could be important for certain distributed algorithms, especially in the case of hybrid algorithms.
• Services to acquire the on-line state of the network: this C++ methods are provided to allow working with a model of both communication links and the state of machines involved in the execution, all this under a real time basis, during the run of a skeleton. Basically, these services endow the skeleton programmer with C++ methods to check the delays in any link of the LAN or WAN for different packet sizes, plus the error rate (noise) in the link, and the load of a workstation in the net. Furthermore, independent clients in C, C++ and Java have been developed in addition to the mentioned one in order to make NetStream a stand alone communication layer for optimization and other applications at a minimum complexity and overhead.
All these services provide high-level programming and will ease taking on-line decisions in WAN algorithms, although we are still at the stage of developing ''intelligent'' algorithms that use this information to perform a more efficient search.
Hybridization interface
In this section we discuss the mechanisms available in MALLBA to foster combinations of skeletons in the quest for more efficient and accurate solvers. This raises the question of constructing efficient hybrid algorithms. In its broadest sense, hybridization [20] refers to the inclusion of problem-dependent knowledge in a general search algorithm in one of two ways [16] :
• Strong hybridization: problem knowledge is included as specific non-conventional problem-dependent representations and/or operators.
• Weak hybridization: several algorithms are combined in some manner to yield the new hybrid algorithm.
The term ''hybridization'' has been used with diverse meanings in different contexts. Here, we refer to the combination of different search algorithms (the so-called weak hybridization). As it has been shown in theory [49] and practice [20] , hybridization is an essential mechanism for obtaining effective optimization algorithms for specific domains. For this reason, there exist in MALLBA several tools for building such hybrid skeletons.
This contrasts with other optimization libraries that let the programmer alone when building new algorithms from existing ones.
Due to the fact that the algorithmic skeletons will be reutilized and combined both by MALLBA end-users and by specialists, it is necessary to specify in a standard and unified fashion the way these skeletons can interact. For this reason, we propose the notion of a skeleton state. The state of skeleton is its connection point with the environment. By accessing this state, one can inspect the evolution of the search, and take decisions regarding future actions of the skeleton. For this latter reason, it is mandatory to have not only the means for inspecting the state, but also for modifying it on the fly. Thus, either a user or another skeleton can control the future direction of the search. This is done with independence of the actual implementation of the skeleton, a major advantage in any large-scale project.
The advantages of using a state is that combining skeletons has a low cost, despite the fact that uniformly defining the state is not trivial, and constitutes an open research topic [19] . Our proposal is articulated around the two basic classes we mentioned before: StateVariable and StateCenter. The StateVariable class allows defining and manipulating any information element within the algorithm skeleton. The latter is the connection point that provides access to the state itself.
On the basis of these classes, constructing a hybrid algorithm is very easy: one has to simply specify the behavior pattern by means of the appropriate manipulation of the states of the skeletons being combined. As an example of the flexibility of this model we have developed meta-algorithms that define the way in which n component skeletons interact each other. One simply has to specify the precise algorithm involved to instance this meta-algorithm to a concrete working hybrid skeleton; the behavior pattern is the same no matter which these component algorithms are. This philosophy of ''make once instance many'' can serve to produce different algorithms with the same underlying search pattern at a minimum cost.
Exact optimization techniques
This section is devoted to explain the structure of the exact skeletons provided in MALLBA, namely branchand-bound and dynamic programming. Branch-and-bound and dynamic programming are two major enumerative methods used to solve combinatorial optimization problems. Both methods devise intensive searching on the state space representation and are, usually, very time consuming. We introduce the techniques using the problem definition established in Appendix A. Examples using the 0-1 Knapsack problem and the single resource allocation problem have been provided.
Branch-and-bound
During the branch-and-bound [32] computation, subproblems are continuously generated and tested. Given a subproblem P i , it can be decomposed into P i1 , P i2 , . . . , P ik by a branching operation where S i ¼ S k j¼1 S ij . Thus any feasible solution r 2 S i belongs to some S ij and conversely any r 2 S ij belongs to S i . Let Q denote the set of subproblems currently generated. A subproblem P i 2 Q that is neither decomposed or tested yet is called alive. The set of alive subproblems is denoted by L. For each tested subproblem in Q its lower bound and upper bound are computed. The greatest lower bound obtained so far is called the best solution value and denoted by bs. The solution realizing bs is called the best solution and is stored in T. Algorithm 1 in Appendix B shows the pseudo-code of the branch-and-bound algorithm for a maximization problem. Fig. 3 shows the UML diagram of the classes that implement the branch-and-bound skeleton. The only required classes specific of this paradigm is the one which represents the subproblems described in the above paragraphs. Two different parallel implementations will be presented in the next subsection.
Dynamic programming
The underlying idea of dynamic programming (DP) [33] is to avoid duplicate calculations, usually by keeping a table of known results that fills up as the subproblems are solved. Branch-and-bound is a top-down method, when a problem is solved by branch-and-bound, it is divided into smaller and smaller subproblems as the algorithm progress. Dynamic programming on the other hand is a bottom-up technique. Usually it starts with the smallest, and hence the simplest subproblems. By combining their solutions, the answers to subproblems of increasing size are obtained until finally the solution of the original instance is computed. Dynamic programming is an algorithm design method that can be used when the solution to a problem can be viewed as the result of a sequence of decisions. The method enumerates all decision sequences and pick out the best. The time and space requirements may be prohibitive. Dynamic programming often drastically reduces the amount of enumeration by avoiding the consideration of some decision sequences that cannot possibly be optimal. An optimal sequence of decisions is arrived by making explicit appeal to the principle of optimality. First, every subproblem that can be solved involving one decision {P 11 , . . . , P 1n(1) } is generated. Then the set of subproblems comprising two decisions {P 21 , . . . , P 2n(2) } is generated. To obtain the best solutions of the subproblems involving two decisions, is necessary the consideration of every feasible combination of subproblems involving one decision and to take the best decision on any subproblem. This approach admits a general recurrence formula where the optimal values for subproblems involving i decisions are computed in terms of subproblems involving i À 1 decisions. Algorithm 2 in Appendix B shows a pseudo-code for a dynamic programming algorithm.
Parallel implementations
Concerning the branch-and-bound skeleton, two different parallel implementations are provided both of them based on the Master-Slave paradigm: one centralized and another distributed.
3.2.1.1. Centralized Master-Slave model. The Master has a local queue to store the generated subproblems. The Master extracts a subproblem from its queue and sends it to the first idle slave. The slave receives problems, best solutions, or an ending signal. If it receives a best solution value which improves the current one, then an update operation is performed. When a slave receives a problem, it calculates the new lower and the upper bounds. If the problem is not solved, then the slave branches it and sends the newly generated subproblems to the Master.
3.2.1.2. Distributed Master-Slave model. The Master sends the problems to the first idle slave and receives the slave request. The Master verifies the best value of the objective function has not been changed, and checks if there are free slaves to help in the search task. In this case it sends the number of idles slaves to the sender. When the number of idle slaves is equal to the initial value of slaves the search process finish. On the other hand, a slave works bounding the problem received. New subproblems are generated calling to the branch method. The slave asks for help to the master. If no free slaves are provided, the slave continues working locally. In other case, it removes subproblems from its local queue and sends them directly to other slave. The algorithm described is studied deeply in [21] . Concerning the dynamic programming skeleton, the MALLBA library provides a parallelization for multistage problems. The parallelization is obtained by assigning the computation of a column on the dynamic programming table (a stage) to a different processor to perform the computation in parallel. Since there are dependencies among consecutive stages, the parallel execution follows a pipeline scheme where the processors are activated as the computation in the former stages proceeds. The evaluation of a state by a processor involves the reception of information computed in previous processors in the pipe. After a state has been computed, it is sent to the next processor in the pipe. Typically, in a dynamic programming computation the number of stages involved is in the order of hundreds or even thousands. However, in practice, the number of physical processors available is not so big. Several strategies have been proposed to distribute the set of stages among the current set of processors [29] . The MALLBA engine for the parallel dynamic programming skeleton develops a cyclic assignment of the stages to the processors following a round robin scheme. The size of the buffer can be used to tune the application according to the characteristics of the network platform. A known drawback of the dynamic programming technique arises when the size of the problem is increased. The resulting algorithm may be very time and space consuming. The parallel approximation used not only reduces the running time of the sequential algorithm but it distributes the table amongst the set of processors also. This contributes to increase the size of the problem to be solved.
Instantiation examples and results
3.2.2.1. Branch-and-bound for the 0-1 Knapsack problem. The algorithm for the resolution of the classic Knapsack 0/1 problem described in Appendix A has been implemented using the branch-and-bound skeleton. In this section we analyze the experimental behavior for this algorithm on several sets of randomly generated test problems. Since the difficulty of such problems is affected by the correlation between profits and weights, we considered the strongly correlated ones. The experiments have been done on an heterogeneous cluster of PCs, which was configured with four 800 MHz AMD Duron Processors, seven 500 MHz AMD-K6 3D processors, 256 MB of memory each. The software used was Debian Linux version 2.2.19 (herbert@gondolin), the C++ compiler was GNU gcc version 2.7.2.3 and the MPICH version was 1.2.0. Table 1 shows the speedup results of 10 executions of a randomly generated problem instance of size 1000. The first column contains the number of processors. The second column shows the average time in seconds. The column labeled Speedup-Av presents the speedup for the average times. The third and sixth columns give the minimum times (seconds) and the associated speedup, whereas the fourth and seventh columns show the maximum. The reason for the limited performance for a two processor system is that the Master/Slave paradigm is not suitable for a scenario where there is only a single slave. In this case, one of the processors is the Master and the others are the workers and furthermore, communications and work are not overlapped. Notice that there is no increase of the speed up with more than three processors, this is due to the problem has not enough grain and the inclusion of processors do not help to increase the performance only add overhead to it.
3.2.2.2. Dynamic programming for the resource allocation problem. We have instantiated the dynamic programming MALLBA skeleton for the single resource allocation problem described in Appendix A. We analyze the performance of the skeleton on a series of randomly generated problems. The serial algorithm considers Table 1 Linux-PC cluster. Speedups for 10 executions of an instance of the 0/1 Knapsack problem randomly generated. The number of objects is 1000. instances with a fixed number of tasks (N = 1000) and different units of resources (M = 2000, 2500, 4000, 5000, 7000, 10,000). Table 2 shows the speedup obtained from an instantiation of the dynamic programming skeleton for the resource allocation problem. We consider an heterogeneous cluster of 13 PCs, four of the processors are faster than the others. The parallel code shows a good scalability until four processors. Between four and eight processors performance decreases due to the slower machines introduced, however, it remains increasing when introducing more processors.
Heuristic optimization techniques
In this section we explain some heuristic techniques included in the MALLBA library. We consider two different families of heuristics: local search based methods and population based methods. These two families cover most of the spectrum of heuristics existing nowadays.
LS-based heuristic techniques
We address now the design and implementation of skeletons for several local search heuristics [41] . Local search (LS) heuristics make use of a basic local search method that iteratively improve a feasible solution by applying elementary perturbations or moves to it. In order to apply local search heuristics to a combinatorial optimization problem P with set of feasible solutions S and cost function f (see Appendix A for a formal definition), any feasible solution s 2 S is associated with a set of neighborhood solutions N(s). A solution s 0 is in the neighborhood of solution s if it can be obtained from s by applying a move to it. For example, if the solution is a permutation and the move the swap of two items in the permutation then the neighborhood of a permutation is the set of permutations obtained from it by swapping any two items. Note that, for efficiency reasons, the neighborhood of a solution s is usually maintained as the set of all elementary moves applied to s. The basic local search procedure can be described as in Algorithm 3 in Appendix B. Observe that this is a generic algorithm that must be particularized.
Starting from the basic local search, different local search heuristics have been defined by introducing other features such as acceptance criteria for a candidate solution, stopping condition for the procedure, criteria to avoid cycling between local optima, etc.
We consider the following local search heuristics: hill climbing, metropolis, simulated annealing (SA) and tabu search (TS). Notice that the first three heuristics generalize the local search method by introducing new acceptance criteria while the latter heuristic introduces criteria to avoid falling into local optima as well as new stopping condition criteria.
Hill climbing
Hill climbing heuristic is the simplest local search method. It only accepts solutions that improve the cost function. The heuristic ends in a locally optimal solution. 
Metropolis
This local search heuristic was proposed by Metropolis et al. [40] . The basic idea is to accept, additionally, with low probability, solutions that worsen the objective function. To this end, the heuristic is parameterized by a temperature t where a move producing a gain d = f(s 0 ) À f(s) in the cost function is accepted with probability min{1, exp(Àd/t)}. Observe that hill climbing is a particular case of Metropolis by setting t = 0.
Simulated annealing
Simulated annealing (SA), proposed by Kirkpatrick et al. [36] , is a generalization of the Metropolis heuristic. Indeed, simulated annealing consists of a sequence of executions of Metropolis with a progressive decrement of the temperature starting from a high temperature, where almost any move is accepted, to a low temperature, where the search resembles hill climbing. In fact, it can be seen as a hill-climber with an internal mechanism to escape local optima (see a
option is to use a proportional method, like T k = a AE T kÀ1 ). Simulated annealing usually gives better results in practice, but uses to be very slow. The most striking difficulty in applying SA is to choose and tune its parameters such as initial and final temperature, decrement of the temperature (cooling schedule), equilibrium detection, etc.
Tabu search
The tabu search heuristic [28] maintains some historical information related to the search process, that is, history on already visited solutions. This information is later used to guide the search in order to avoid cycling. Once a move is applied to a solution, it is considered tabu for some time, that means, it cannot be applied again during the exploration process for that time, unless it satisfies certain aspiration condition. Hence, a list of already applied moves, called the tabu list, is kept; before applying a move, the algorithm checks whether the move is tabu or not. Typically there are two kinds of tabu lists: the first, called long term memory, maintains history on the whole exploration process and, the second, called short term memory, maintains the history on most recently visited solutions. Additionally, the tabu search method incorporates two other features: intensification and diversification. Intensification is used to concentrate the search in regions of the solution space when there is evidence that the region contains good solutions and the latter is used to escape from local optima, that is, when the search gets trapped in a local optimum.
Regarding the stopping conditions, apart from standard stopping conditions, tabu search introduces other criteria based on the neighborhood structure. Note that by forbidding tabu moves from being applied, the neighborhood structure changes dynamically in the course of exploration process. Hence, we may derive other related stopping conditions. Fig. 4 depicts the UML diagram of the tabu search skeleton. The specific classes of this algorithm are Movement and TabuStorage, which were described in the precedent paragraphs. Also, there are several specializations of the Solver_Lan class which will be presented in Section 4.3.
Population-based heuristic techniques
Apart from LS-based heuristics, the MALLBA library also includes population-based heuristics. These techniques are inspired by the genetic mechanisms of natural species evolution, including the important concept of population. Three main natural processes are performed in a population to evolve: selection, mutation, and recombination of its individuals.
Evolutionary algorithms
Evolutionary algorithms (broadly called EAs) are stochastic search techniques that have been successfully applied in many real and complex applications (epistatic, multi-modal, multi-objective and highly constrained problems). Their success in solving difficult optimization tasks has promoted the research in the field known as evolutionary computing (EC) [7] . An EA is an iterative technique that applies stochastic operators on a pool of individuals (the population) (see Algorithm 5) . Every individual in the population is the encoded version of a tentative solution. Initially, this population is generated randomly. An evaluation function associates a fitness value to every individual indicating its suitability to the problem.
The MALLBA library also includes genetic algorithms (GAs) [31] . GAs are a very popular class of EAs. Traditionally, GAs are associated to the use of a binary representation, but nowadays GAs use other types of representations too. A GA usually applies a recombination operator on two solutions, plus a mutation operator that randomly modifies the individual contents to promote diversity.
A CHC (Cross generational, elitist selection, Heterogeneous recombination and Cataclysmic mutation) [24] is a non-traditional GA which combines a conservative selection strategy (that always preserves the best individuals found so far) with a highly disruptive recombination (called HUX) that produces offsprings that are maximally different from their two parents. The traditional thought of preferring a recombination operator with a low disrupting properties may not hold when such a conservative selection strategy is used. On the contrary, certain highly disruptive crossover operator provide more effective search in many problems, which represents the core idea behind the CHC search technique (see Algorithm 6 in Appendix B). This algorithm introduce a bias against mating individuals who are too similar (incest prevention). Mutation is not performed, instead, a restart process re-introduces diversity whenever convergence is detected.
Another EA family we have studied in this work is an evolution strategy (ES, see Algorithm 7) [44] . This algorithm is very well suited for continuous optimization. In ES, the individual is made of the objective variables plus some other parameters guiding the search. Thus, a ES facilitates a kind of self-adaption by evolving the problem variables as well as the strategy parameters at the same time. Hence, the parameterization of an ES is highly customizable.
Parallel implementations
Finding good solution to combinatorial optimization problems by local search heuristics usually requires a considerable amount of computation time. Specifically, simulated annealing and tabu search are time consuming heuristics; SA needs many iterations to converge to a good solution and TS needs extra time to efficiently manage the tabu list as well as to intensify and diversify the search. Parallelism can help with this respect, at least, in two directions: reducing the computation time and providing a better exploration of solution space.
Parallelization of LS-based heuristics
Local search heuristics can be parallelized in different ways [17] , usually classified in: (a) low-level parallelism, that is, parallelization of computation within an iteration of the search, for example computing in parallel the cost function. This kind of parallelism aims to speed up the computations but the search process, and consequently, the solution found is as in the sequential case; (b) domain decomposition, that is, we try to split the original problem or its subproblems into smaller problems solved in parallel; for example, if we could partition the neighborhood of a solution into different parts then exploring them could be done in parallel by different processors; (c) multi-thread searches (or independent runs), that is, we compute in parallel the same task by different threads; for example, we may explore the same neighborhood by different threads and since the exploration is not deterministic, we are exploring different search paths leading to a better solution. Next, we may consider different degrees of synchronism/asynchronism yielding to other possibilities of performing the parallel computations.
Different parallel models can be considered to accomplish the parallel strategies mentioned above. We have considered two basic models: independent runs (IR) and Master-Slave (MS) and two implementations for each of them, namely, IR and IR with Autonomous Strategies, and MS and MS with neighborhood partition as explained next. In Fig. 4 we depicted how those parallel implementations of the core of the tabu search method are represented by classes and how they relate each other.
Independent runs model. The independent runs model (IR) consists of simultaneous and independent
executions of the same program. In this model, there is a processor doing the coordination task that consists in, at the beginning, sending the problem instance as well as the values for the parameters to the rest of processors and receiving the results upon termination of all the processors execution. At the end, the coordinator processor computes the best solution and may show other relevant statistics. In this model, each processor runs the same instance of the program on the same input data and the communication time is almost irrelevant. Observe that this model makes sense as far as the program is non-deterministic, which is precisely the case of meta-heuristic implementations that take random decisions. Note that running the same implementation in different processors usually leads to exploring different areas of the solution space via different search paths. In general, running the parallel IR implementation on p processors is essentially equivalent to running the program p times sequentially since the overhead due to the parallelism (distributing the input and recollecting the results) is very small.
Independent runs with autonomous strategies.
The independent runs with autonomous strategies model (IRAS) is a generalization of the IR. In the IRAS model, a processor is given, additionally, a strategy to be used for its own search. A strategy consists of an initial solution and values for parameters that control the algorithm. Now, the coordinator processor, at the beginning, sends to any processor a strategy and the problem instance and receives the results upon termination of all the processors execution. Again, at the end, the coordinator processor computes the best solution, the best corresponding strategy and may show other relevant statistics.
4.3.1.3. Master-Slave model. In the Master-Slave model (MS) there are two distinguished types of processors: a master processor and slave processors. The control is performed by the master and the slaves are subordinated to it. The master processor spawns slaves processors, initializes them, assigns subtasks and collects their results. Then, it computes a result from the results obtained by the slaves and uses it for its own work and so on. In our case, the master processor runs the main algorithm and uses slaves to choose the best movement that leads to the best solution in the neighborhood of the current one. To this end, each slave processor explores the neighborhood by its own and comes up with its best movement. Clearly, the task of exploring the neighborhood in parallel makes sense as far as the neighborhood exploration is not deterministic. In contrast to the MS, in this model each processor explores just a portion of the neighborhood. Thus, through this model, we can reduce the time needed to perform a complete neighborhood exploration.
Parallelization of population-based heuristics
Parallelism arise naturally when dealing with populations, since each of the individuals belonging to it is an independent unit [14] . Due to this, the performance of population-based algorithms is specially improved when running in parallel. Two parallelizing strategies are specially focused on population-based algorithms: (1) parallelization of computation, in which the operations commonly applied to each of the individuals are performed in parallel; and (2) parallelization of population, in which the population is split in different parts that can be simply exchanged or evolve separately and be joined later. MALLBA implements two wellknown models applying this last strategy: the split and the island model. 4.3.2.1. Split model. In the split model the master process does not evolve a population through a generational loop but perform successive send/receive operations of parts of the population to its slaves. The slave processes receive their part of the population from a unique origin (the master), evolve it through a generational loop and after a few loops they send the resulting population back to the master. The master builds the next population from the parts received from the slaves.
Island model.
In this model, the role of the master process is only to initialize the slaves, to let them know their neighbors processes and collect the post-execution informations before the slaves stop. Each slave process (or island) evolves a whole population and this includes to exchange, from time to time, parts of its population with its neighbors.
Other models have also been applied to parallelize the population-based algorithms included in the MALLBA library. We detail them in Section 5 since they are specially related and oriented to the hybrid algorithms we propose.
Instantiation examples and results
In the following we explain more in detail how the tabu search skeleton has been internally parallelized. Other heuristic skeletons follow a similar pattern. Tabu search can be parallelized in multiple ways. We have implemented four different parallel versions of the skeleton: (1) a direct parallelization by independent runs; (2) a classical Master-Slave model; (3) independent runs with different search strategies; and (4) a MasterSlave model in which the work performed by a slave is to search a portion of the neighborhood of the current solution. Fig. 4 shows the UML diagram of the classes that implement the tabu search skeleton. All these parallel schemes have been implemented and tested over an homogeneous PC cluster using Linux as Operating System and NetStream using the MPI communication library.
Tabu search for 0-1 multidimensional Knapsack problem (0-1 MKNP)
We have instantiated the tabu search skeleton for the 0-1 multidimensional Knapsack problem (see Appendix A for more details). We give in Table 3 some experimental results for the independent runs model with search strategies. These results are obtained for six middle-sized instances from the OR-Library [8] . Results for the same problem and the same instances for the Master-Slave model with neighborhood partition are given in Table 4 (for more detail, see [9, 10] ). The execution is done with different maximum execution times and different number of processors. In the table, instance refers to the instance name, n and m are respectively the number of variables (items) and the number of restrictions; best known cost column gives the best known cost in the literature [15] for the instance obtained by other specific implementations and best obtained cost indicates the best cost found by our parallel implementation. The column dev indicates the deviation of the best found cost w.r.t. the best known cost, computed as (best known cost-best obtained cost)/(best known cost).
The results we obtained did not improve the best results known so far, but they are a considerably accurate approach if we take into account the reduced time (900 s) invested in their resolution (in the literature, the execution times vary roughly from 700 s to 2500 s, see [15] ). By comparing parallel models (see Tables 3 and 4) we can observe that the Independent Run model gets slightly better results than the Master-Slave with neighborhood partition. The reason for that lays on the communication necessities. A Master-Slave model, especially when including a neighborhood partition and distribution, requires much more communication among processes than an independent runs approach, in which the processes work independently and do not exchange any information. Another reason for the better performance of the independent runs model in comparison to the Master-Slave model can be found in the fact that in the former much more work is done.
Simulated annealing for minimum linear arrangement
The parallel skeletons for simulated annealing have also been used to find good solutions for the minimum linear arrangement problem (see Appendix A for more details). In this work we study the airfoil1 instance having a 2D-mesh graph typically used in FE methods. It is made up of 4253 nodes, 12,289 edges and has diameter 64. The best layout found has cost 285,31. In this case, two alternative parallel models have been considered (see [43] for details). In the accurate version, all the processors cooperate to maintain a correct value of the objective function. In the chaotic version, processors do not cooperate, and thus their individual estimation of the objective function may contain some errors; periodic synchronizations are performed to maintain these errors small. For the accurate version, important time reductions are observed but quality Table 3 Results for 0-1 MKNP under an independent runs model with Autonomous Strategies using 4 (up) and 8 (low) processors Instances solved with max_time = 900 s. Instances solved with max_time = 900 s.
degrades as the number of processors increases. On the contrary, the chaotic version obtains an excellent speedup and maintains the solution quality (see Fig. 5 ).
Hybrid optimization techniques
Many studies have been done to design new techniques aimed at improving the quality of the results obtained with pure algorithms. One of these techniques consists in making several algorithms work together in order to profit from the best characteristics of each of them. The resulting algorithm is then called a hybrid algorithm. In the most general framework, algorithms can be hybridized with any other algorithm, even belonging to a quite different optimization family.
In our project, we naturally deal with several optimization techniques or solvers. We have built hybrid skeletons by combining evolutionary algorithms, 1 in particular genetic algorithms, a CHC algorithm, and an evolution strategy. Also, a local search technique like simulated annealing (SA) has been included. See Sections 4.1, 4.2 and Appendix B for a detailed definition these methods.
In this work we have implemented two hybrid algorithms, namely GASA and CHCES; they are two different instances of the weak hybrid scheme mentioned. The first of them (GASA) is made of a genetic algorithm and a simulated annealing; the second one uses this same scheme to combine CHC and ES. The rationale for this selection of algorithms is that, while the GA/CHC locates ''good'' regions of the search space (exploration), the SA/ES allows for exploitation in the best regions found by its partner.
We have implemented two main classes of hybrids in our research project: • A first hybrid schema (GASA1/CHCES1) where a GA/CHC algorithm uses the other algorithm (SA/ES) as an evolutionary operator; the local search algorithm is applied in the main loop after the traditional recombination and mutation operators. See an example for GASA1 in Fig. 6 (left).
• A second hybrid schema executes a GA/CHC until the algorithm completely finishes. Then the hybrid selects some individuals from the final population and executes a SA/ES algorithm over them. We have implemented two variants whose only difference is the selection method. Concretely, we analyze a first version (GASA2/CHCES2) that uses a tournament selection (model 2.1 of Fig. 6 right) , and another version (GASA3/CHCES3) that uses a random choice of individuals (model 2.2 of Fig. 6 right) .
Parallel implementations
As we noted earlier, the parallelism does not only allow to reduce the execution time but it also allows to improve the quality of the solutions. Even when the parallel algorithms are executed in a single processor, they can improve the behavior of the serial ones. We will also improve the performance of our hybrid algorithms by making their components run in parallel. Thus all techniques composing our hybrid algorithms have been previously parallelized for LAN and WAN platforms. Moreover to explore the behavior of parallel hybrids is doubly interesting for the MALLBA project since we want to conduct our research in LAN and WAN platforms. For the present study we implemented three parallel distributed EAs, whose component sub-algorithm is a GA, an ES or a CHC. Different implementations can be obtained by creating separate subclasses of the Solver abstract class (see Fig. 1a ). At present, we are using our own middleware layer NetStream implemented on top of MPI to ease communications.
Parallel EAs
A parallel EA (PEA) is an algorithm having multiple components EAs, regardless of their population structure. Each component (usually a canonical EA) sub-algorithm includes an additional phase of communication with a set of neighboring sub-algorithms [5] . Different parallel algorithms differ in the characteristics of their elementary skeletons, and in the communication details.
As an example parallel skeleton we have chosen a distributed GA (dGA) because of its popularity and because it can be readily implemented in clusters of machines. In such a distributed GA (or EA) there exists a small number of islands performing separate GAs, and periodically exchanging individuals after a number of isolated steps (migration frequency).
The migration policy must define the island topology, when migration occurs, which individuals are being exchanged, the synchronization among the sub-populations, and the kind of integration of exchanged individuals within the target sub-populations. Concretely, we use a static ring topology, select random migrants and include them in the target populations only if they are better than the worst-existing solutions. 
Parallel SAs
For the parallel SA (PSA) there also exist multiple component SAs. Each component SA periodically exchanges the best solution found after a number of isolated steps (cooperation phase) with its neighbor in the ring.
Parallel hybrids
The hybrid versions apply, in the parallel case, SA (ES) as an operator in the basic loop of every island in the GA (CHC) algorithm. The result is a parallel version of what we will call GASA1 (CHCES1).
Instantiation examples and results
In this section we include the analysis of the performance of sequential, LAN and WAN hybrid skeletons for four problems: two of them have a combinatorial nature (MaxCut and MTTP) and the two others are representatives of the continuous optimization domain (RAS and FMS). See the details on these problems in the Appendix A at the end of the paper. Our goal with the upcoming results is to compare hybrid and pure search schemes in all these platforms and also to show that the underlying philosophy of MALLBA is efficient and accurate, as least as compared against the alternative of making separated and unstructured ad hoc implementations.
In Table 5 we provide the parameters used for the non-hybrid (basic) skeletons, while in Table 6 we include the parameters used for the incorporated operators. We tend towards a low-cost utilization of SA/ES in the hybrid skeletons to promote gradual exploitation of solutions during the search.
We show the results for the sequential, LAN and WAN platforms in Tables 7-9 , respectively. Results are the average values of 30 independent runs for each problem, in each one of the three platforms. Since we want a fair comparison we begin with a canonical having one workstation in each of the three geographically separated sites. After observing these results, we can conclude that LAN and WAN enhance the percentage of hits (number of times locating an optimum) of the sequential platform, especially for the discrete problems. The LAN skeletons provide the best execution times for all the problems, but the speedup is sub-linear. An interesting result occurs for the FMS problem in which the WAN skeletons outperform the sequential and LAN ones in accuracy (opt. column) with similar times than the sequential time (LAN is faster), and with an equivalent number of evaluations than sequential and LAN. Therefore, although the reductions in time are important (especially for LAN skeletons), the most relevant conclusions focus in the numerical results, since the WAN skeletons are competitive in this sense with sequential and LAN versions. We have also obtained similar results for other problems (not only for FMS). For example, in [3] , results for the VRP are showed where the WAN configuration outperform (in time and in solutions quality) the LAN one. These are great news for our intended future work on aggregating a high number of computers in WAN. Now let us compare our results with results in the literature. Some up-to-date results on the same instances of MaxCut and MTTP can be found in [2] , where the authors analyze three types of sequential and distributed EAs. Our results in MALLBA clearly outperform those of [2] for MaxCut, whose best percentage of hits is 5%, while ours are between around 10% and 16% in LAN and WAN, with an additional reduction in the whole search effort. For MTTP, we offer an almost constant 100% of hits with pure and hybrid skeletons with below 40,000 evaluations (with the exception of our 66% for sequential GA); however, in [2] the authors report similar hits percentages, but with a number of evaluations (specially for their LAN algorithms) well above 100,000. Similarly, all our hybrid versions outperform any of their evaluated pure algorithms in efficiency clearly.
For our two continuous optimization problems (RAS and FMS) the results reproduce other existing values within a lower run time (in LAN); RAS has been optimized quite accurately in all our skeleton versions, while FMS admits clear improvements in accuracy that are only possible with specialized operators just like the ones investigated in [30] .
Concluding remarks and future work
We have sketched the architecture of the MALLBA library, including its design goals, skeleton implementation, available resources and communication issues for parallelizing then in LAN and WAN platforms. Also, we have presented and evaluated a large set of exact, heuristic, and hybrid algorithms on a benchmark showing many different difficulties. Our goal in this paper has been to design, implement and evaluate most popular classes of skeletons for optimization targeted to the three platforms more readily accessible for researchers: sequential, LANs and WANs. Our experience after conducting this work indicates that these skeletons can be easily instantiated for a large number of problems. Sequential instantiations provided by the users are ready to use in parallel; also, the parallel implementations are scalable, and the evaluated skeletons have provided solutions whose quality is comparable to ad hoc implementations for concrete problems. The architecture supports easy construction of hybrid algorithms and a fast prototyping phase.
Our future work will focus on offering a more complete set of skeletons for LAN and WAN, and to export the whole architecture to be utilized from foreign non-MALLBA environments. Given a graph G = (V, E) with n = jVj nodes, a linear arrangement is a bijection u: V ! {1, . . . , n}. The problem is to find a linear arrangement that minimizes the following objective function: X ðu;vÞ2E juðuÞ À uðvÞj;
which can be viewed as the minimal sum of the edges lengths of the graph.
A.3. The maximum cut problem (MaxCut)
The maximum cut problem [2] consists in partitioning the set of vertices of a weighted graph into two disjoint subsets such that the sum of the weights of edges with one endpoint in each subset is maximized. Thus, if G = (V, E), denotes a weighted graph where V is the set of nodes and E the set of edges, then the maximum disjoint sets V 0 and V 1 such that the sum of weights of E that have one endpoint in V 0 and the other in V 1 is maximized. We use a binary string (x 1 , x 2 , . . . , x n ) of length n where each digit corresponds to a vertex. Each string encodes a partition of the vertices. If a digit is 1 then its corresponding vertex is in set V 1 , if it is 0 then the corresponding vertex is in set V 0 . The function to be maximized is
For the experiments reported here, we use a scalable problem instance with a graph of size n = 100, ''cut100'' (f * = 1077).
A.4. The minimum tardy task problem (MTTP)
The minimum tardy task problem is a task-scheduling problem [35] . Each task i from the set of tasks T = 1,2,. . . , n has an associated length l i , the time it takes for its execution, a deadline d i before which the task must be scheduled and its execution completed, and a weight w i . The weight is a penalty indicating the importance that a task remain unscheduled. Scheduling the tasks of a subset S of T consists in finding the starting time of each task in S, such that at most one task at a time is performed, and such that each task finishes before its deadline. The optimal solution is a feasible schedule S with the minimum tardy task weight W which is the sum of weights of unscheduled tasks.
A feasible solution must satisfy that no task is scheduled before the completion of an earlier scheduled one and all tasks are completed within its deadline.
For our experiments, we use a scalable problem instance [35] of size 100 task, ''mttp100'' (f * = 200).
A.5. The 0-1 Knapsack problem
We consider the classical 0-1 Knapsack problem where a subset of N given items has to be introduced in a knapsack of capacity C. Each item has a profit p i and a weight w i and the problem is to select a subset of items whose total weight does not exceed C and whose total profit is a maximum. We assume that all input data are positive integers. Introducing the binary decision variables x i , with x i = 1 if item i is selected, and x i = 0 otherwise, we can formulate the problem as follows: The NP-hard 0-1 Multidimensional Knapsack problem consists in selecting a subset of n given objects (or items) in such a way that the total profit of the selected objects is maximized while a set of knapsack constraints are satisfied. The 0-1 MKNP problem can be stated as max c x subject to Ax 6 b and x 2 {0, 1} n , where c 2 N Ãn , A 2 N mxn and b 2 N m . The binary components x j of x are decision variables: x j = 1 if the object j is selected, 0 otherwise. The profit associated to j is denoted by c j . Each of the m constraints A i x 6 b i is called a knapsack constraint.
A.7. The resource allocation problem
The (single) resource allocation problem can be stated as follows [33] :
Namely, it is required to allocate M units of an indivisible resource to N tasks so that the sum of the effectiveness measured by f j (x j ) is maximized.
A.8. The Rastrigin function (RAS)
The generalized Rastrigin function (see below) is a problem with a large search space and a very large number of local optima [45] . This function is a non-epistatic function representing a typical test for EAs. In this appendix, we show the pseudo-codes of the methods used along the paper.
Algorithm 1 (Pseudo-code of branch-and-bound method (maximization case)).
L :¼ fP 0 g; Q :¼ fP 0 g; bs :¼ À1; T :¼ £ while L 6 ¼ £ do P i :¼ sðLÞ if upper_bound(P i ) > bs then if lower_bound(P i ) > bs then bs :¼ lower_bound(P i ) T :¼ frg // r satisfies f(x, r) = lower_bound(P i ) Algorithm 5 (Pseudo-code of an evolutionary algorithm (EA)).
Generate(P(0)) t :¼ 0 while not Termination_Criterion((P(t)) do Evaluate(P(t)) P 0 (t) :¼ Selection(P(t)) P 0 (t) :¼ Apply_Reproduction_Ops(P 0 (t)) P(t + 1) :¼ Replace(P(t), P 0 (t)) t :¼ t + 1 end while return Best_Solution_Found Algorithm 6 (Pseudo-code of the CHC algorithm).
is the length of a tentative solution initialize P(t) evaluate structures in P(t) while not end do t :¼ t + 1 select C(t) from P(t À 1) C 0 (t) :¼ HUX(C(t)) evaluate structures in C 0 (t) replace P(t) from C 0 (t) and P(t À 1) if P(t) = P(t À 1) then d :¼ d À 1 end if if d < 0 then diverge P(t) // restart d :¼ r * (1.0 À r) * L end if end while return Best_Solution_Found Algorithm 7 (Pseudo-code of an evolution strategy (ES)).
t :¼ 0 initialize P(t) evaluate structures in P(t) //containing problem variables plus control parameters while not end do t :¼ t + 1 C(t) :¼ select_best_from(P(t À 1)) mutate structures in C(t) to yield C 0 (t) // crossover could also exist evaluate structures in C 0 (t) replace P(t) from C 0 (t) and/or P(t À 1) end while return Best_Solution_Found
