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Abstract - To achieve high spectral and power effi-
ciencies, future broadband wireless systems should com-
bine spatial multiplexing techniques employing multiple
transmit and receive antennas with transmission schemes
suitable to severely time-dispersive channels such as block
transmission techniques, with appropriate CP (Cyclic Pre-
fix) and employing FDE (Frequency-Domain Equaliza-
tion). Moreover, the signal to be transmitted by the MT
(Mobile Terminal) should have a reduced peak power, as
well as low envelope fluctuations, so as to allow an efficient
power amplification.
In this paper we consider the uplink transmission within
a DS-CDMA system employing CP-assisted block trans-
mission techniques combined with spatial multiplexing
techniques that require multiple antennas at both the
transmitter and the receiver. We present an efficient
frequency-domain receiver structure with an iterative
MUD (MultiUser Detection).
It is shown that the performance of the proposed
receiver can be close to the single-user MFB (Matched
Filter Bound), even for fully loaded systems, in severely
time-dispersive channels and/or in the presence of strong
interfering signals.1
I. Introduction
The design of future broadband wireless systems presents
a big challenge, since these systems should be able to cope
with severely time-dispersive channels and are expected to
have high spectral and power efficiencies. Moreover, a low-
cost and efficient power amplification is recommendable at
the MT (Mobile Terminal).
Block transmission techniques, with appropriate CP (Cyclic
Prefix) and employing FDE (Frequency-Domain Equalization),
are known to be suitable for high data rate transmission
over severe time-dispersive channels, since they allow low-
complexity, FFT-based (Fast Fourier Transform) implementa-
tions [4], [5]. On the other hand, by using multiple antennas
1This work was partially supported by the FCT project
POSI/CPS/46701/2002 - MC-CDMA and the FCT/POCI 2010 research
grant SFRH / BD / 24520 / 2005.
at both the transmitter and receiver, we can increase signifi-
cantly spectral efficiencies of wireless communication systems,
namely through the use of spatial multiplexing techniques [1].
Therefore, future broadband wireless systems are expected to
combine CP-assisted block transmission techniques with multi-
antenna schemes. These techniques can be combined with
either multicarrier modulations, such as the OFDM schemes
(Orthogonal Frequency Division Multiplexing) [2], or single-
carrier modulations [3]. Due to the lower envelope fluctuations,
the later ones are preferable for the uplink transmission [4],
[5] (i.e., the transmission form the MT (Mobile Terminal) to
the BS (Base Station)).
DS-CDMA schemes (Direct Sequence Code Division Mul-
tiple Access) [6] are especially interesting for cellular systems,
due to their good capacities and high system flexibility. More-
over, contrarily to TDMA schemes (Time Division Multiple
Access), all users transmit continuously, regardless of the bit
rates, reducing significantly the peak power requirements for
the amplifiers. Moreover, since DS-CDMA schemes can be
regarded as single-carrier modulations, the transmitted signal
associated to each spreading code can have low envelope fluc-
tuations. Therefore, DS-CDMA schemes are good candidates
for broadband wireless systems, especially at the uplink.
DS-CDMA schemes can be combined with CP-assisted
block transmission techniques, allowing a frequency-domain
receiver design that have relatively low complexity, even for
severely time-dispersive channels. The receiver is particularly
simple at the downlink: since all spreading codes are affected
by the same multipath channel, the receiver can be based
on a linear FDE (Frequency-Domain Equalizer), operating at
the chip level, followed by the despreading procedure [7].
The performances can be further improved if the linear FDE
is replaced by a more powerful IB-DFE (Iterative Block -
Decision feedback Equalization) [8], [9], especially for fully
loaded scenarios and/or in the presence of strong interference
levels [10].
In this paper we consider the uplink transmission within a
DS-CDMA system employing CP-assisted block transmission
techniques combined with spatial multiplexing techniques,
requiring multiple antennas at both the transmitter and the
receiver. We present an efficient frequency-domain receiver
structure with an iterative MUD (MultiUser Detection) that
combines IB-DFE principles with interference cancelation
techniques.
This paper is organized as follows: The CP-assisted DS-
CDMA schemes with spatial multiplexing considered here
are described in sec. II. In sec. III we describe the iterative,
frequency-domain receiver adopted in this paper. Some prac-
tical implementations issues are discussed in sec. IV. Sec. V
presents a set of performance results and sec. VI is concerned
with the conclusions of the paper.
II. System Characterization
In this paper we consider the uplink transmission in DS-
CDMA systems employing CP-assisted block transmission
techniques. We have a spreading factor K and P MTs. As
depicted in fig. 1, the BS has LR receive antennas and the
pth MT has L(p)T transmit antennas, each one transmitting a
different stream of data symbols. It is assumed that the received
blocks associated to each MT are synchronized in time (in
practice, this means that there is a suitable ”time-advance”
mechanism allowing perfect synchronization, although just a
coarse synchronization is required since some time misalign-
ments can be absorbed by the CP).
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Fig. 1. System characterization (A) and detail of the pth MT (B), with spatial
multiplexing of degree L(p)
T
and data rate Rs.
The size-M data block to be transmitted by the lth antenna
of the pth MT is fa(p)n;l ;n = 0; 1; : : : ;M¡1g, with a
(p)
n;l selected
from a given constellation. The corresponding chip block to
be transmitted is fs(p)n;l ;n = 0; 1; : : : ;N ¡ 1g, where N =
MK and s(p)n;l = a
(p)
bn=Kc;l
c
(p)
n;l (bxc denotes ”larger integer not
higher than x”), with c(p)n;l denoting the spreading symbols
2.
The spreading sequence is assumed to be periodic, with period
K (i.e., c(p)n+K;l = c
(p)
n;l).
The received signal associated to the rth antenna of the BS
is sampled at the chip rate (the generalization for multiple sam-
ples per chip is straightforward) and the CP is removed, leading
to the time-domain block fy(r)n ;n = 0; 1; : : : ; N ¡ 1g. It can
be shown that, when the CP is longer than the overall channel
impulse response, the corresponding frequency-domain block
is fY (r)k ; k = 0; 1; : : : ; N ¡ 1g, where
Y
(r)
k =
PX
p=1
L
(p)
TX
l=1
S
(p)
k;l »
(p)
l H
Ch;p;r
k;l +N
(r)
k (1)
with HCh;p;rk;l denoting the channel frequency response between
the lth transmit antenna of the pth MT and the rth receive
antenna of the BS, at the kth frequency (without loss of
generality, it is assumed that E[jHCh;p;rk;l j
2] = 1). Nk is the
channel noise at the rth receive antenna, for the kth frequency
and »(p)l is a scale factor that accounts for the combined
effect of the propagation losses and the power assigned to
the lth antenna of the pth MT. The frequency-domain block
fS
(p)
k;l ; k = 0; 1; : : : ; N ¡ 1g is the DFT of the chip block
transmitted by the lth antenna of the pth MT, fs(p)n;l ;n =
0; 1; : : : ; N ¡ 1g. Since s(p)n;l = a
(p)
bn=Kc;lc
(p)
n;l , it can be easily
shown that
S
(p)
k;l = A
0(p)
k;l C
0(p)
k;l (2)
where fA
0(p)
k;l ; k = 0; 1; : : : ; N ¡ 1g = DFT fa
0(p)
n;l ;n =
0; 1; : : : ; N ¡ 1g, with
a
0(p)
n;l =
(
a
(p)
n0;l; n = n
0K;
0; otherwise
(3)
and fC
0(p)
k;l ; k = 0; 1; : : : ; N ¡ 1g = DFT fc
0(p)
n;l ;n =
0; 1; : : : ; N ¡ 1g, with
c
0(p)
n;l =
(
c
(p)
n;l ; 0 · n < K
0; otherwise:
(4)
Clearly, A
0(p)
k;l =
1
KA
(p)
k mod M;l; k = 0; 1; : : : ; N ¡ 1, with
fA
(p)
k;l ; k = 0; 1; : : : ;M ¡ 1g = DFT fa
(p)
n;l ;n = 0; 1; : : : ;M ¡
1g. This means that, apart a constant, the block fA
0(p)
k;l ; k =
0; 1; : : : ; N ¡ 1g is the size-N periodic extension of the DFT
of the data block associated to the lth antenna of the pth
MT fA(p)k;l ; k = 0; 1; : : : ;M ¡ 1g. This multiplicity in the
A
0(p)
k;l is related to the spectral correlations that are inherent
to the cyclostationary nature of the transmitted signals [11].
Therefore,
Y
(r)
k =
PX
p=1
L
(p)
TX
l=1
A
(p)
k;lH
(p;r)
k;l +N
(r)
k ; (5)
2It will be shown in the following that the different transmit antennas
associated to a given MT might have the same spreading code or not.
with
H
(p;r)
k;l =
1
K
»
(p)
l H
Ch;p;r
k;l C
0(p)
k;l (6)
denoting the equivalent channel frequency response between
the lth transmit antenna of the pth MT and the rth receive
antenna of the BS, for the kth frequency. (5) is equivalent to
Yk = HTkAk + Nk (7)
((¢)T denote the transpose matrix), with Yk =
[Y
(1)
k ¢ ¢ ¢Y
(LR)
k ¢ ¢ ¢ Y
(1)
k+(K¡1)M ¢ ¢ ¢Y
(LR)
k+(K¡1)M ]
T ,
Nk = [N
(1)
k ¢ ¢ ¢N
(LR)
k ¢ ¢ ¢ N
(1)
k+(K¡1)M ¢ ¢ ¢N
(LR)
k+(K¡1)M ]
T ,
Ak = [A
(1)
k;1 ¢ ¢ ¢A
(1)
k;L
(1)
T
¢ ¢ ¢ A
(P )
k;1 ¢ ¢ ¢A
(P )
k;L
(P )
T
]T and
Hk =
2
664
H(1)0 ¢ ¢ ¢ H
(1)
K¡1
...
...
H(P )0 ¢ ¢ ¢ H
(P )
K¡1
3
775 ; (8)
with
H(p)q =
2
664
H
(p;1)
k+qM;1 ¢ ¢ ¢ H
(p;LR)
k+qM;1
...
...
H
(p;1)
k+qM;L
(P)
T
¢ ¢ ¢ H
(p;LR)
k+qM;L
(P)
T
3
775 : (9)
Since we have K ¢ LR replicas associated to each A
(p)
k;l we
can separate K ¢LR different transmitted layers at the BS, i.e.,
we should have
NL =
PX
p=1
L
(p)
T · KLR; (10)
for an ideal separation, with NL denoting the total number of
transmitted layers3.
III. Receiver Design
We consider an iterative frequency-domain MUD receiver
that combines IB-DFE principles with interference cancelation.
Each iteration consists of NL detection stages, one for each
of the different layers. When detecting a given layer, the
interference from the other layers is canceled, as well as the
residual ISI associated to that layer. These interference and
residual ISI cancelations take into account the reliability of
each of the previously detected layers.
For a given iteration, the detection of the lth layer of the pth
MT employs the structure depicted in fig. 2, where we have
LR feedforward filters (one for each receive antenna), followed
by a decimation procedure and NL feedback filters (one for
each layer). The feedforward filters are designed to minimize
both the ISI and the interference that cannot be canceled by the
feedback filters, due to decision errors in the previous detection
steps. After an IDFT operation, the corresponding time-domain
outputs are passed through a hard-decision device so as to
3For an overloaded system, (10) does not hold. However, it should be noted
that our receiver might still be able to separate the layers in slightly overloaded
systems, although with some performance degradation.
provide an estimate of the data block transmitted by that layer.
For the case where we do not have any information about the
users’ data blocks, the receiver reduces to a linear frequency-
domain MUD.
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Fig. 2. Detection of the lth layer of the pth MT.
For each iteration, the frequency-domain samples associated
with the lth layer of the pth MT at the detector output are given
by
~A
(p)
k;l =
LRX
r=1
K¡1X
q=0
F
(p;r)
k+qM;lY
(r)
k+qM ¡
PX
p0=1
L
(p0)
TX
l0=1
B
(p;p0)
k;l;l0 A^
(p0)
k;l0 (11)
where fF (p;r)k;l ; k = 0; 1; : : : ; N ¡ 1; r = 1; 2; : : : ; LRg denote
the feedforward coefficients and fB(p;p
0)
k;l;l0 ; k = 0; 1; : : : ;M ¡
1; p0 = 1; 2; : : : ; P ; l0 = 1; 2; : : : ; L
(p0)
T g denote the feedback
coefficients. The coefficients fB(p;p)k;l;l ; k = 0; 1; : : : ;M ¡ 1g
are used for residual ISI cancellation and the coefficients
fB
(p;p0)
k;l;l0 ; k = 0; 1; : : : ;M ¡ 1g (l
0 6= l or p 6= p0) are used for
interference cancelation. The block fA^(p
0)
k;l0 ; k = 0; 1; : : : ;M ¡
1g is the DFT of the block fa^(p
0)
n;l0 ;n = 0; 1; : : : ;M¡1g, where
the time-domain samples a^(p
0)
n;l0 ; n = 0; 1; : : : ;M ¡ 1, are the
latest estimates for the transmitted symbols of the l0th layer
of the p0th MT, i.e., the hard-decisions associated with the
block of time-domain samples f~a(p
0)
n;l0 ;n = 0; 1; : : : ;M ¡ 1g
= IDFT f ~A(p
0)
k;l0 ; k = 0; 1; : : : ;M ¡ 1g. For the ith iteration
a^
(p0)
n;l0 is associated with the ith iteration for l
0 < l and with the
(i ¡ 1)th iteration for l0 ¸ l (in the first iteration, we do not
have any information for l0 ¸ l and a^(p
0)
n;l0 = 0).
Using matrix notation, (11) can be rewritten in the form
~A
(p)
k;l = F
(p)T
k;l Yk ¡ B
(p)T
k;l A^k (12)
where the vector A^k is defined as Ak, F
(p)
k;l =
[F
(p;1)
k;l ¢ ¢ ¢F
(p;LR)
k;l ¢ ¢ ¢ F
(p;1)
k+(K¡1)M;l
¢ ¢ ¢F
(p;LR)
k+(K¡1)M;l
]T ,
and B(p)k;l = [B
(p;1)
k;l;1 ¢ ¢ ¢B
(p;1)
k;l;L
(1)
T
¢ ¢ ¢ B
(p;P )
k;l;1 ¢ ¢ ¢B
(p;P )
k;l;L
(P)
T
]T .
Due to decision errors, we have a^(p)n;l 6= a
(p)
n;l for some
symbols. Consequently, A^(p)k;l 6= A
(p)
k;l . For the computation of
the receiver coefficients, it is assumed that
A^
(p)
k;l = ½
(p)
l A
(p)
k;l +¢
(p)
k;l (13)
where E[¢(p)k;l ] ¼ 0, E[¢
(p)
k;lA
(p)
k0;l] ¼ 0, regardless of k and
k0, and E[j¢(p)k;l j
2] = (1 ¡ ½
(p)2
l )E[jA
(p)
k;l j
2]. The correlation
coefficient ½(p)l is defined as
½
(p)
l =
E[a^
(p)
n;la
(p)¤
n;l ]
E[ja
(p)
n;l j
2]
=
E[A^
(p)
k;lA
(p)¤
k;l ]
E[jA
(p)
k;l j
2]
: (14)
and can be regarded as the blockwise reliability of the estimates
a^
(p)
n;l .
In matrix notation, (13) takes the form
A^k = PAk +¢k (15)
with ¢k = [¢
(1)
k;1 ¢ ¢ ¢¢
(1)
k;L
(1)
T
¢ ¢ ¢ ¢
(P )
k;1 ¢ ¢ ¢¢
(P )
k;L
(P)
T
]T and
P =
2
64
P(1) ¢ ¢ ¢ 0
. . .
0 ¢ ¢ ¢ P(P )
3
75 (16)
where
P(p) =
2
664
½
(p)
1 ¢ ¢ ¢ 0
. . .
0 ¢ ¢ ¢ ½
(p)
L
(p)
T
3
775 : (17)
It can be shown that the optimum feedforward coefficients
in the MMSE sense can be written as
F(p)k;l =
1
°
(p)
l
[HHk (I¡ P2)Hk + ®I]¡1H
(p)¤
k;l (18)
((¢)H denote the Hermitian matrix), with ® =
E[jN
(r)
k j
2]=E[jS
(p)
k;l j
2], common to all l, r and p,
°
(p)
l =
1
M
M¡1X
k=0
K¡1X
q=0
LRX
r=0
F
(p;r)
k+qM;lH
(p;r)
k+qM;l (19)
and H(p)k;l = [H
(p;1)
k;l ¢ ¢ ¢H
(p;L
(p)
R
)
k;l ¢ ¢ ¢
H
(p;1)
k+(K¡1)M;l
¢ ¢ ¢H
(p;L
(p)
R
)
k+(K¡1)M;l
]T .
The optimum feedback coefficients are given by
B(p)k;l = P(HkF
(p)
k;l ¡ ¡v(p;l)) (20)
where ¡v is a vector with zeros in all positions except the vth
and v(p; l) is the position associated to the lth layer of the pth
MT, given by
v(p; l) =
(
l; p = 1Pp¡1
p0=1 L
(p0)
T + l; p > 1:
(21)
If we do not have data estimates for the different layers
½
(p0)
l0 = 0 (p
0 = 1; 2; : : : ; P ; l0 = 1; 2; : : : ; L(p
0)
T ), and the
feedback coefficients are zero. Therefore, (12) reduces to
~A
(p)
k;l = F
T
kYk; (22)
which corresponds to the linear receiver.
It can be shown that the optimum feedforward coefficients
can be written in the form
F
(p;r)
k+qM;l =
PX
p0=1
L
(p0)
TX
l0=1
H
(p0;r)¤
k+qM;l0I
(p;p0)
k;l;l0 (23)
(k = 0; 1; : : : ;M ¡ 1; q = 0; 1; : : : ; K ¡ 1), with the set
of coefficients fI(p;p
0)
k;l;l0 ; p
0 = 1; : : : ; P ; l0 = 1; 2; : : : ; L
(p0)
T g
satisfying the set of K ¢ L(p)T equations
PX
p00=1
L
(p00)
TX
l00=1
I
(p;p00)
k;l;l00 ¢
¢
0
@(1¡ ½(p0)2l0 )
K¡1X
q0=0
H
(p00;r)¤
k+q0M;l00H
(p0;r)
k+q0M;l0 + ®±l0;l00±p0;p00
1
A =
= ±l;l0±p;p0 ; p
0 = 1; 2; : : : ; P ; l0 = 1; 2; : : : ; L
(p0)
T :
(24)
The computation of the feedforward coefficients from (23)
is simpler than the direct computation, from (18), especially
when NL < K ¢ LR.
IV. Implementation Issues
A. Multiple Transmit Antennas vs Multicode Schemes
Let us assume that the use of a single spreading code
with a constellation QPSK (Quaternary Phase Shift Keying)
corresponds to the data bit rate Rb. If we want to duplicate
the bit rate while maintaining a QPSK constellation we could
assign two spreading codes to a given MT, which corresponds
to employing multicode CDMA schemes [14], or we could
employ a space multiplexing scheme, where the MT has
two antennas, each one transmitting a different data stream
(naturally, this means that the BS needs two receive antennas,
at least).
The major problem with multicode CDMA schemes is
that the envelope fluctuations and PMEPR (Peak-to-Mean
Envelope Power Ratio) of the transmitted signal increase with
the number of codes that is being assigned to a given MT.
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Fig. 3. I-Q diagrams for the following situations: (A) single-code QPSK;
(B) single-code OQPSK; (C) multicode QPSK; (D) multicode OQPSK.
For instance, fig. 3 shows the I-Q diagrams of the transmitted
signal for a single-antenna MT with one or two spread-
ing codes assigned to it and QPSK constellations (we have
PMEPR=2.8dB for the single-code case and PMEPR=5.2dB
for the multicode case), as well as the corresponding I-
Q diagrams for OQPSK schemes (Offset QPSK) (we have
PMEPR=2.6dB for the single-code case and PMEPR=5.1dB
for the multicode case). A square-root raised cosine filtering
with roll-off factor 0.5 is assumed. Clearly, the envelope
fluctuations are much higher for the multicode scheme. The
single-code case with an OQPSK scheme is of particular
interest since it is compatible with a low-cost, grossly nonlinear
power amplification, especially when MSK-type (Minimum
Shift Keying) signals are employed.
By employing a spatial multiplexing schemes with two trans-
mit antennas, we will need two power amplifiers; however,
since the signal at the input of each amplifier is a ”single-code
signal”, its envelope fluctuations can be very low, allowing
an efficient power amplification. Moreover, the peak power
required for each amplifier is lower than for the multicode case.
For MTs that require very high bit rates the required number
of amplifiers/antennas is also high, which is not feasible to
implement. For these situations, it might be better to adopt
a multicode scheme with a single amplifier and a single
transmit antenna, eventually combined with some suitable
signal processing for reducing the envelope fluctuations of the
transmitted signals [15], [16].
It should be noted that, the different transmit and receive
antennas should be almost uncorrelated. This is not a problem
at the BS, since the separation between antennas can be
relatively high. However, for a typical MT, which is expected
to have small dimensions, this might be a problem. In this
case, we could use orthogonal spreading codes for the different
antennas.
Our simulations show that we can have essentially the same
performance with uncorrelated antennas or highly correlated
antennas, with orthogonal spreading codes. In fact, if we have
a single MT, our receiver behaves as the one proposed in [10],
in the second case.
It should also be noted that the separation between the data
streams associated to the different antennas and the different
MTs results from the combination of the spreading codes
and the corresponding channel frequency responses (see (6)).
This means that we have essentially the same performance
regardless of the spreading codes, provided that we have
severely time-dispersive channels and the corresponding fre-
quence responses are highly uncorrelated.
B. Detection Strategy
The receiver structure described in the previous section can
be regarded as an iterative multiuser detector with interference
cancelation. The most common interference cancelation strate-
gies are the PIC (Parallel Interference Cancelation) and the
SIC (Successive Interference Cancelation) schemes4. For the
SIC receiver, we cancel the interference from all the antennas
of each MT using the most updated version of it, as well as
the residual ISI for the data stream that is being detected. For
the PIC receiver, we cancel the interference, as well as the
residual ISI, employing the data estimates from the previous
iteration. In general, the achievable performance is similar for
both schemes, although the convergence is faster for the SIC
receiver [12], provided that we detect first the MTs for which
the power at the BS is higher. The main advantage of the PIC
structure is the possibility of a parallel implementation, with
the simultaneous detection of all layers, at each iteration.
The computation of the feedforward coefficients requires
solving a system of LRK equations, or a system of NL
equations if we use (23)-(24), for each frequency. Whenever
a given layer has a very high reliability (½(p)l ¼ 1), we can
remove its interference almost entirely. This means that we
can ignore that layer when detecting the others; therefore the
computation of the feedforward coefficients requires solving a
system with a smaller dimension, provided that we use (23)-
(24).
V. Performance Results
In this section, we present a set of performance results
concerning the receiver structure described here for the up-
link of a CP-assisted DS-CDMA system employing spatial
multiplexing. The spreading factor is K = 4 and the BS has
LR = 2 receive antennas. We consider a fully loaded scenario
with P = 4 MTs, each one with L(p)T = 2 transmit antennas
4It should be noted that our SIC and PIC receivers are iterative in the sense
that each user is estimated several times, while some papers define a SIC
receiver where each user/layer is estimated only once.
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Fig. 4. BER performances for layer l (l = 1; 2) and iteration i = 1; 2; 3; 4
(solid lines) when the average received power is identical for all MTs (layers
detected latter have better performances, i.e., the worse performance is for
(i; l)=(1,1), followed by (1,2), (2,1), (2,2), (3,1), (3,2), (4,1) and (4,2)),
together with the corresponding MFB (dotted lines).
(i.e., a spatial multiplexing scheme with two layers per MT).
We have M = 64 data symbols for each layer, corresponding
to blocks with length N = KM = 256, plus an appropriate
cyclic extension. QPSK constellations, with Gray mapping,
are employed. We have a severely time-dispersive channel and
uncorrelated antennas at the BS and at each MT. We consider
uncoded BER performances under perfect synchronization and
channel estimation conditions. The power amplifiers at each
MT are assumed to be linear.
Let us first assume that the signals associated to each
antenna of each MT have the same average power at the
receiver (i.e., the BS), which corresponds to a scenario where
an ”ideal average power control” is implemented. Fig. 4 shows
the impact of the number of iterations on the BER for each
layer of each MT. For the sake of comparisons, we also include
the corresponding single-user MFB performance (Matched
Filter Bound). Fig. 5 show the average BER for each MT
(i.e., the average over the two transmitted layers). From these
figures, we can observe that our iterative receiver structure
allows a significant improvement on the BER performance.
For a given iteration, the layers that are detected first face
stronger interference levels and have worse BER. This is
especially important at the first iteration. After four iterations
the performances are already similar for all layers, and very
close to the MFB.
Let us assume now that we have different average receive
powers for the different MTs. We will assume that the dif-
ference between the average receive power of MT 1 and the
average receive power of MTs 2, 3 and 4 are 3dB, 6dB and
9dB, respectively. Clearly, the MTs with higher p face stronger
interference levels. The corresponding layer’ performances are
depicted in fig. 6. Once again, the proposed iterative receiver
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Fig. 5. Average BER performance for each MT and 1, 2 or 4 iterations,
when the average received power is identical for all MTs.
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Fig. 6. As in fig 4, but with different average received powers for different
MTs.
allows significant performance gains. The performance of MTs
with lower power asymptotically approaches the MFB when
we increase the number of iterations; however, for MTs with
higher power, the BER at 10¡4 is still between 1 or 2dB from
the MFB. This can be explained from the fact that the BER is
much lower for high-power users, allowing an almost perfect
interference cancelation of their effects on low-power users;
therefore, the corresponding performances can be very close to
the MFB. The higher BERs for the low-power users preclude
an appropriate interference cancelation when we detect high-
power users (see also fig. 7).
VI. Conclusions
In this paper we considered the uplink transmission within a
DS-CDMA system employing CP-assisted block transmission
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Fig. 7. Average BER performance for each MT, expressed as a function of
the Eb=N0 of the first MT.
techniques combined with spatial multiplexing techniques that
require multiple antennas at both the transmitter and the
receiver. We presented an efficient frequency-domain receiver
structure with an iterative MUD.
It was shown that the performance of the proposed receiver
can be close to the single-user MFB, even for fully loaded
systems, in severely time-dispersive channels and/or in the
presence of strong interfering signals.
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