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A B S T R A C T
We introduce optoacoustic tomographic imaging using intensity modulated light sources and collecting
amplitude and phase information in the frequency domain. Imaging is performed at multiple
modulation frequencies. The forward modeling uses the Green’s function solution to the pressure wave
equation in frequency domain and the resulting inverse problem is solved using regularized least
squares minimization. We study the effect of the number of frequencies and of the bandwidth employed
on the image quality achieved. The possibility of employing an all-frequency domain optoacoustic
imaging for experimental measurements is studied as a function of noise. We conclude that frequency
domain optoacoustic tomography may evolve to a practical experimental method using light intensity
modulated sources, with advantages over time-domain optoacoustics.
 2014 The Authors. Published by Elsevier GmbH. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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Optoacoustic imaging has been conventionally implemented in
the time domain (TD) due to several reasons. TD optoacoustic
imaging offers efﬁcient ultrasonic signal generation with high
signal-to-noise ratio (SNR) due to the ultra-short high-energy
excitation of tissue [1]. Additionally, wavelength tunable laser
sources enable multispectral optoacoustic imaging [2,3]. Based on
time of ﬂight measurements, image reconstruction can be
performed using closed-form methods including backprojection
algorithms [4] and time reverse methods [5] which solve the
inverse problem by projecting the measured signal back in time.
Model-based approaches have been further proposed to improve
the reconstruction accuracy compared to backprojection methods
[6].
Frequency domain (FD) optoacoustic imaging has been already
considered by sweeping the frequency of an intensity modulated
optical source (chirp) instead of pulsed excitation [7,8]. Operation
in the frequency domain offers several advantages over imaging in
the time domain. FD sources may be more cost effective than TD* Corresponding author. Tel.: +49 89 3187 3852.
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3.0/).systems and come with smaller form factors than TD systems,
since stable and practical continuous wave (CW) laser sources can
be employed. Furthermore, narrowband signal detection com-
bined with high duty cycles can enable strong rejection of
incoherent noise to offer measurements with sufﬁcient signal to
noise ratio (SNR).
The chirp technique encodes the time delay of sound
propagation into frequency in order to determine distance.
Therefore time is an essential component of this method, since
the distance is calculated as the time that it takes a certain
frequency to appear on the transducer. This calculation is done on
an indirect basis based on a cross-correlation function [7,9,10],
mixing the detected sound waveform with a reference measure-
ment representative of the signal illuminating the tissue under
investigation.
Single frequency sources have been applied in raster scan mode
to localizing the underlying absorbers [11,12]. These methods
enable spatial tracking in conjunction with acoustic focusing
approaches, due to the phase ambiguity problem [11]. In addition,
tomographic imaging using chirp sources has been introduced,
demonstrating the possibility of using projections in combination
with intensity modulated sources [7].
We present for the ﬁrst time to our knowledge, frequency
domain optoacoustic tomography using amplitude and phase
information, i.e. using complex acoustic measurements. The data
obtained do not require time varying frequency components andle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
Fig. 1. Schematic diagram of the proposed FD optoacoustic tomography technique;
the tissue is illuminated at one or several locations simultaneously, using an
amplitude-modulated CW laser with a group of distinct frequencies v. The
absorbing object located at r0 emits acoustic waves which are detected by the
transducer at rd. The detected acoustic signal is then converted to phase and
amplitude information using narrowband detection/homodyne detection. The gray
dots denote the voxel points used to discretize the sample for the forward modeling.
P. Mohajerani et al. / Photoacoustics 2 (2014) 111–118112cross-correlation detection as in chirp mode detection. Instead we
show that tomographic images are formed from information
obtained using amplitude and phase sources operating in multiple
discrete frequencies, which can be arbitrarily placed over a band of
several MHz. Correspondingly image reconstruction is achieved by
inverting the frequency domain optoacoustic pressure equation.
We demonstrate the tomographic capacity of the method at the
absence of any acoustic focusing, even though it would be possible
to also use this approach in the context of focused, raster scan
image formation settings. We show herein that formulation of the
problem as a frequency-domain Helmholtz equation delivers a
linear system of equations based on the Green’s function solutions.
Inversion can be then achieved using a regularized least-squares
formulation to achieve localization using measurements at
multiple frequencies simultaneously.
To showcase the performance of frequency domain optoacoustic
imaging as a function of discrete frequencies, we utilized synthetic
data within a frequency-domain image reconstruction scheme. Of
primary importance herein was to explore the possibility of the
experimental application of the method proposed. For this reason
we considered different noise conditions to generate data that could
correspond to experimental systems implemented in the frequency
domain. We discuss the possible advantages of the proposed
method and predict the development of practical systems.
2. Theory and methods
2.1. Theoretical background
Under conditions of thermal and stress conﬁnement, the three-
dimensional frequency domain optoacoustic pressure in acousti-
cally homogenous inﬁnite medium can be described by the time
independent Helmholtz equation as
ðr2 þ k2Þ pðr; vÞ ¼  jvb
C p
Hðr; vÞ; (1)
where k is the acoustic wave number given as k = v/ca (ca denotes
the acoustic speed of sound in water), b is the thermal expansion
coefﬁcient and Cp is the speciﬁc heat capacity. Variables p(r, v) and
H(r, v) represent the acoustic pressure wave and source term at
position r and angular frequency v, respectively. Throughout this
work j ¼
ﬃﬃﬃﬃﬃﬃﬃ
1
p
. The absorbed energy density function H(r, v) can be
further described as
Hðr; vÞ ¼ #maðrÞI0ðr; vÞ; (2)
where # is the dimensionless energy conversion coefﬁcient and
ma(r) is the local optical absorption coefﬁcient. I0(r, v) is the diffuse
photon density wave (DPDW) denoting the ﬂuence at location r.
The Green’s function solution Eq. (1) for a source located at
origin of an inﬁnite medium (i.e. H(r, v) = d(r)) in the three
dimensional space is denoted by g(r, v) and given as
gðr; vÞ ¼  jAv
4pjrj e
jððv=cÞ rj jþfaÞ; (3)
where fa is a phase constant due to the thermoelastic conversion
of tissue [8]. The constant A is further given in terms of the tissue
physical properties used in Eq. (1) as
A ¼ b
C p
: (4)
2.2. Forward modeling and inversion
The forward model for FD optoacoustic tomography is
schematically depicted in Fig. 1. The transducer placed on theperimeter of the sample located at rd is assumed to be a point
detector, with equal sensitivity to all points within the circular
sample. The transducer scans N equispaced detection positions
spanning 3608 around the sample. This particular measurement
geometry and detector conﬁguration is used for demonstration
purposes herein. Nevertheless, the proposed formulations are
readily generalizable to arbitrary geometries and conﬁgurations.
The sample area is discretized with a rectilinear grid with V nodes
and an edge size d. Assuming the conditions of inﬁnite medium,
realizable in practice by immersing the sample in water, the
pressure wave generated by a hypothetical absorber located at
position r0 is then given by the Green’s function solution of Eq. (3).
Accordingly, the pressure p(un, v) at position un and modulation
frequency v is given by a summation of pressure signals emanating
from all voxels within the imaging space. Hence,
pðvÞ ¼ WðvÞX; (5)
where p(v) is a complex column vector denoting the measured
complex signals (amplitude and phase of the pressure wave) at N
detector positions. X is a real non-negative column vector denoting
the unknown absorption multiplied by the local absorbed energy
density (ma(r)I0(r, v)) of the V mesh nodes. W(v) denotes the N  V
complex weight matrix and is given as
WðvÞ ¼  jAe jfa
w11 . . . w1V
..
.
} ..
.
wN1    wNV
0
B@
1
CA; wnv
¼ v e
jððv=cÞ rðvÞrdðnÞj jÞ
rðvÞ  rdðnÞj j
; (6)
where rd(n) denotes the nth detector position, r(v) is the position of
the voxel v and A is the constant given in Eq. (4). The ﬂuence I0(r, v)
is independent of the location of the transducer and can be found
by modeling the light propagation in the sample volume. Light
propagation modeling can be achieved, for instance, via ﬁnite
P. Mohajerani et al. / Photoacoustics 2 (2014) 111–118 113element method (FEM)-based discretization of the diffusion
equation in the frequency domain [13,14].
To enable high spatial localization, the optical light is intensity
modulated at F different excitation frequencies v1, . . ., vF and the
amplitude and phase of the generated acoustic waves are
measured at all F frequencies for each projection angle. Moreover,
the modulation frequency v creates a complex wave number of
kv = ma  (jv/c) in the FD diffusion equation (which governs the
propagation of modulated light in turbid tissue), where c is the
speed of light. For typical values of ma and v (such as
v < 2p  100 MHz and ma < 0.5 cm1), the real part of kv is
much larger than its imaginary part. For example, for ma = 0.1 cm
1
and v = 2p  100 MHz, we have the optical complex wave number
given as kv  (100  2j)/m). As a result for frequencies less than
100 MHz – typical in optoacoustic tomography – the effect of v on
the ﬂuence I0(r, v) can be ignored. Therefore, the full forward
model can be written as
p¯ ¼ WX; where p¯ ¼
pðv1Þ
..
.
pðvFÞ
0
B@
1
CA; W ¼
Wðv1Þ
..
.
WðvFÞ
0
B@
1
CA: (7)
Finally, the inversion of Eq. (7) can be achieved using Tikhonov
regularization as
X0 ¼arg min RefWgX  Refp¯g
 2
2
þ ImfWgX  Imfp¯g 2
2
þl Xk k22
 
;
sub: to X  0;
where Re and Im denote the real and imaginary parts of the
corresponding arrays, respectively.l is the regularization parame-
ter and was set to the point of maximum curvature in the
corresponding L-curve [15]. The optimization problem of Eq. (8)
was solved using the least squares method (LSQR) with 100
iterations.
Each entry of the vector X contains multiplicative terms from
the local absorption and the local ﬂuence, i.e. I0(r). Accurate
knowledge about the ﬂuence can be then used to reconstruct the
absorption ma(r) from the reconstructed vector X0. However, the
problem of ﬂuence estimation is outside of the scope of this work.
Therefore for the sake of simplicity, in the rest of this work we
assume a ﬂuence value of 1 in the entire sample. The vector X is
then equal to the local optical absorption of tissue on the respective
mesh nodes. As such, the vector X has an SI unit of one over unit
length. We further describe the vector X as
X ¼ xm0; (9)
where m0 was to a typical tissue absorption value of 0.03 cm
1. In
this fashion, the entries of x are unit-less and have an average value
of 1 for general tissue.
2.3. Generation of synthetic data and inversion
Acoustic signals in the frequency domain are simulated as
follows. For a given tissue geometry, the tissue volume is ﬁrst
discretized using a rectilinear mesh with V nodes and the weight
matrix W is built accordingly, as described above in Eq. (7). The
simulated measurement vector is then given as p¯ ¼ WX, where X is
a V  1 vector, whose entries denote the absorption of the
simulated object. For the simulation purposes, we assumed A = 1
and fa = 0 in Eq. (6).
Data simulations assumed a circular geometry containing
different absorbing objects. The circular geometry was a two-
dimensional section of a three-dimensional cylinder with a
diameter of 12 mm and was selected as an upper limit of
mesoscopic implementations of optoacoustic imaging. The select-
ed geometry was discretized using a rectilinear mesh with aresolution of 50 mm. Acoustic detection was assumed over 90
locations equally spaced around 3608.
Two sets of absorbing objects were numerically simulated in
the circular geometry. The ﬁrst set consisted of three small circular
objects as shown in Fig. 2(a). The objects 1, 2, 3 had absorptions of
1, 2 and 1.5 m0, as deﬁned in Eq. (9), and diameters of 1.1, 0.5 and
0.9 mm, respectively. For convenience, the term m0 is not further
shown in the ensuing graphs in Section 2. This set of objects was
employed to validate the performance of the proposed method in
differentiating properties of small, localized objects and recon-
structing their relatively intensities. The second set of absorbing
objects employed herein consisted of a more complex geometrical
pattern by assuming a cross shape with a thickness of 0.6 mm and
length of 4 mm, as shown in Fig. 2(a).
Simulations were performed for discrete frequencies between
900 kHz and 5.5 MHz with steps of 200 kHz. Reconstruction results
were presented then for single frequencies as well as groups of
frequencies, with the largest group consisting of 28 frequencies, i.e.
[0.5,0.7,. . .,5.3,5.5] MHz.
The effect of measurement noise was simulated by adding
white Gaussian noise with zero mean to the simulated measure-
ments. Speciﬁcally, the noisy measurement q¯ was synthetized as
Refq¯g ¼ Refp¯g þ hr
Imfq¯g ¼ Imfp¯g þ hi ; (10)
where hr and hi are both independent Gaussian random processes
with zero mean and variance sn=
ﬃﬃﬃ
2
p
. Accordingly, the random
variable hr + jhi has a variance of sn. Note that this additive noise
represents the measurement noise after homodyne detection and
not the noise at the output of the transducer. The SNR is then
deﬁned as
SNR ¼ 20 log10
s p
sn
 
; (11)
where sp denotes the variance of p¯, the synthetic signal. The
resulting SNR is described in decibel (dB) units. As such, positive
(negative) values of SNR in dB imply a signal power stronger
(weaker) than the noise power. Reconstructions were performed
without and with synthetic noise. The noisy signals had SNRs
ranging from 3.4 dB to 20.2 dB (as deﬁned in Eq. (11)).
3. Results
3.1. Simulation results using single and multiple frequencies
Fig. 2 presents the reconstruction results for the ﬁrst set of
objects consisting of 3 small absorbing objects, as described in
Section 2.3. Fig. 2(a) shows the true intensities of the three objects.
Fig. 2(b) shows the reconstructed absorption image when a single
frequency of 0.5 MHz is used for illumination. Reconstruction
results using single frequencies of 0.9 and 0.9 MHz are presented in
Fig. 2(c) and (d), respectively. Fig. 2(e)–(f) shows reconstruction
results when combining measurements at frequencies of
[0.5,0.7,0.9] MHz, [0.5,0.7,. . .,1.9] MHz, [0.5,0.7,. . .,3.3,3.5] MHz
and [0.5,0.7,. . .,5.3,5.5] MHz, respectively. To clearly observe the
effect of the frequency selection on the reconstructions, the
simulated data used in Fig. 2 assumed no added noise.
A clear pattern emerges after observations of the results of
Fig. 2. Whereas reconstructions at single frequencies reveal
features of the original image, they do not manage to offer an
accurate representation of the underlying absorption distribution
shown in Fig. 2(a). Interestingly, it appears that different size
objects appear better at different frequencies, i.e. a resonance
effect of illumination frequency to spatial frequency is observed.
However the overall appearance of artifacts and the challenges in
Fig. 2. Reconstruction results for the 3 small absorbers at a resolution of 50 mm; (a) true absorption image for the circular phantom (diameter 12 mm), containing 3 objects
(absorption of 1, 2 and 1.5 m0 and diameters of 1.1, 0.5 and 0.9 mm for objects 1, 2 and 3, respectively). Reconstructions using single frequencies are shown for f = 0.5 MHz in
(b), f = 0.9 MHz in (c) and for f = 1.9 MHz in (d). Panels (e–h) show image reconstructions for designated frequency groups consisting of 3, 8, 16 and 26 frequencies,
respectively. No noise was added to the synthetic measurements for these reconstructions.
Fig. 3. Reconstructed signal proﬁles for the denoted frequency sets as well as the
true value (gray solid curve) for the 3 objects across the dotted line segment shown
in Fig. 2(a).
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performing frequency-domain optoacoustics at a single frequency.
The accuracy of the method signiﬁcantly improves when
frequencies over a range are employed. As expected the use of a
larger number of frequencies spanning a larger frequency band
gives the most accurate representation of the distribution
simulated. The use of only low frequencies fails to reconstruct
the small object #2 in Fig. 2(e). Moreover, the accuracy in object
deﬁnition improves when high-frequency components are added
in the inversion, in a progressive manner, as can be observed by
inspecting Fig. 2(f)–(h).
Fig. 3 shows the proﬁles of the reconstructed signal across the
vertical radius shown in Fig. 2(a). Speciﬁcally, the dash-dotted,
dashed, dotted and solid black curves in Fig. 3 show the signal
proﬁle for the frequency sets [0.5,0.7,0.9] MHz, [0.5,0.7,. . .,1.9]
MHz, [0.5,0.7,. . .,3.3,3.5] MHz and [0.5,0.7,. . .,5.3,5.5] MHz (con-
sisting respectively of 3, 8, 16 and 26 distinct frequencies),
respectively, corresponding to Fig. 2(e)–(f). As observed, the
reconstructions for frequency bandwidths of less than 3 MHz show
signiﬁcant overshoot or undershoot effects (with respect to the
true values). The reconstructions for the 5 MHz bandwidth
(frequency set [0.5,0.7,. . .,5.3,5.5] MHz) have the least ﬂuctuations
but show Gibbs-like ripples.
Fig. 4 corroborates these ﬁndings by reconstructing a more
elaborate shape compared to the one demonstrated in Fig. 2.
Similar to Fig. 2, the simulated data herein assumed no added
noise. Reconstructions using single frequencies of 0.5, 1 and 2 MHz
are shown in Fig. 4(b)–(d), respectively. Fig. 2(e)–(f) present
reconstruction results for frequency sets [0.5,0.7,0.9] MHz,
[0.5,0.7,. . .,1.9] MHz, [0.5,0.7,. . .,3.3,3.5] MHz and
[0.5,0.7,. . .,5.3,5.5] MHz, respectively. A similar behavior to the
one seen in Fig. 2 is observed. Images using single frequency
reconstructions cannot accurately represent the simulated ab-
sorption pattern. However, in contrast to Fig. 2 no obvious features
of the cross are seen in Fig. 4(b), (c) or (d). Instead, the appearanceof artifacts is clearly evident. Conversely, reconstructions using
multiple frequencies dramatically change the appearance of the
images. A more reliable reconstruction is achieved as the frequency
range and the number of frequencies increases. Nevertheless the
more elaborate pattern also showcases some quantiﬁcation
limitations. The reconstructed cross pattern shows differences to
the initial absorption pattern simulated since there is a variation of
reconstructed absorption along the cross. A smaller absorption
value is reconstructed at the middle of the cross compared to the
edges of the cross.
Fig. 4. Reconstruction results for the cross-shaped object shown in (a). Reconstructions using single frequencies are shown for f = 0.5 MHz in (b), f = 0.9 MHz in (c) and for
f = 1.9 MHz in (d). Panels (e–h) show reconstructions for designated frequency groups consisting of 3, 8, 16 and 26 frequencies, respectively. No noise was added to the
synthetic measurements for these reconstructions.
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Fig. 5 demonstrates the impact of noise on the reconstructed
images as a function of the noise power in the simulated
measurements. The absorption distribution is the same as shownFig. 5. Simulation results at different noise levels for the phantom and objects shown in 
(b)–(f) reconstruction results for noisy measurements with SNR values of 3.4, 2.6, 
f = [0.5,0.7,. . .,5.3,5.5] MHz in all cases.in Fig. 2 (a). Fig. 5(a) is repeated from Fig. 2(h) and contains no
noise. Subsequently Fig. 5(b)–(h) shows the reconstructed results
at diminishing SNR values of 3.5 dB, 2.9 dB, 6.5 dB, 10.6 dB,
14.7 dB, 17.6 dB and 20.2 dB, respectively (noise was synthe-
tized and added as described in Section 2.3). As can be observed inFig. 2(a); (a) reconstruction when no noise is added to the synthetic measurements,
6.5, 10.6, 14.7, 17.6 and 20.2 dB, respectively. The frequency range was
Fig. 6. Proﬁles of the reconstruction signal using noisy measurements; (a) bar plot showing average signal values for the 3 objects at different noise levels (shown on x-axis),
(b) reconstructed signal proﬁles for SNR values 2.9, 10.6 and 14.7 dB, as well as the true value (gray solid curve) for the 3 objects across the dotted line segment shown in
Fig. 2(a). The frequency set was f = [0.5,0.7,. . .,5.3,5.5] MHz in all cases.
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low as 15 dB. For SNR = 14.7 dB, the 3 objects can be still
recognized in Fig. 5(f). For SNR values of 17.6 and 20.2 dB, no
features can be reliably recognizable in the reconstructed image of
Fig. 5(g) and (h). The speckle-like pattern of the reconstructed
noise signal can be attributed to statistical independence of the
noise random vectors hi and hr in Eq. (10). Moreover, it can be seen
across Fig. 5(b)–(h) that the intensity of the reconstructed artifacts
increases with increasing noise power. However, the intensities of
the reconstructed signals remain relatively unchanged.
Fig. 6 presents a graphical analysis of the signals reconstructed
in Fig. 5. Fig. 6(a) shows the average values of the reconstructed
signal intensities in the positions of the three objects, as a function
of noise intensity. These averages were obtained by averaging the
reconstructed signal intensities within the span of each object.
Fig. 6(b) depicts the reconstructed signal proﬁles along the dotted
line segment of Fig. 2(a) for SNR values of 2.9, 10.6 and
14.7 dB. As observed, the reconstructed signal for SNR = 14.7 dB
(dotted curve) has large over- and under-shoots in within the
regions of objects 1 and 3. However, the reconstructed absorption
proﬁles of Fig. 6(b) all have signiﬁcantly larger values within the
object regions (where the gray curve has a positive value) than
outside (where the gray curve is 0). Fig. 6(a) shows that the
reconstruction accuracy is almost unaffected by noise for
SNR > 14 dB. Also for SNR > 14 dB, all reconstructions demon-
strated a drop in the absolute intensity with respected to their true
values. For instance, the object 2 with a true absorption value of
2 m0, had a reconstructed value of approximately 1.5 m0 for
SNR > 10 dB. This drop is due to the low-pass ﬁltered nature of
the reconstructions. In other words, tissue illumination with a
given bandwidth can only partially recover the sharp object edges.
This intensity drop is also obvious from the proﬁles seen in
Fig. 6(b). Fig. 6(a) further shows that for SNR values as low as
14.7 dB, the 3 objects are still reconstructed according to their
order of intensity. The signal intensity of Fig. 6(a) at the SNR value
of 14.7 dB seems to best match the true value. However, this is an
accidental result and is due to noise ﬂuctuations. For SNR < 17 dB
no object is recognizable and the reconstructions consist almost
entirely of noise artifacts.
4. Discussion
The study herein examined the possibility of using amplitude
and phase measurements for optoacoustic imaging. For this reason
data were simulated assuming different absorption patternsilluminated at multiple frequencies and at different SNR levels.
An array of 90 detectors was used for all the reconstructions
shown herein. The detectors were placed over 3608 around the
object in an equidistant arrangement. The simulations clearly
demonstrated the possibility of recovering the absorption
distribution using frequency domain measurements obtained
over multiple frequencies.
A distinct difference between previous implementations in the
frequency domain using chirp illumination is that the method
presented is a ‘‘true’’ frequency domain implementation, which is
independent of time. Instead the amplitude and phase information
of the propagating sound waves were measured without assump-
tions on any time dependencies. The premise herein is that the
illumination is always on and there is no time-variance of any
aspect of the illumination. In that respect averaging over time only
improves the signal to noise ratio of the data acquired but is not
otherwise essential in the particulars of image formation. Instead
the selection of frequencies is an important factor that affects
image quality. Different ultrasonic frequencies essentially relate to
different spatial frequencies in the image. Correspondingly, an
image that contains multiple spatial frequencies cannot be
accurately captured by a single frequency. The results showcase
that it is not possible to resolve different sizes unless different
corresponding frequencies are utilized. In addition, reconstruc-
tions using measurements in single frequencies result in images
that contain artifacts. This is because while all objects contribute in
the ultrasonic signals detected, the information available to the
inversion algorithm is not sufﬁcient to accurately resolve the origin
of these signals. In other words, the inversion problem constructed
in a single frequency is ill-posed, i.e. multiple solutions satisfy it.
The inversion performed was overall ill-posed, especially in the
presence of noise, even when multiple frequencies were employed.
For this reason, image generation was based on model-based
forward model and an inversion approach that employed
regularization. The method yielded satisfactory reconstruction
even at increasing noise levels, conﬁrming that all-frequency
domain measurements can be employed for optoacoustic imaging.
The proposed method achieved reasonable object localization
for SNR values as low as 14 dB as seen in Figs. 5 and 6. The SNR
value of 14 dB corresponds to noise energy of 25 times larger
than the signal energy. The SNR values reported herein denote ‘‘in-
band’’ SNR values. The term ‘‘in-band’’ refers to a signal or noise
ratio calculated for the particular bandwidth employed for
detection. In other words, only the noise power at the excitation
frequencies affects the SNR, as calculated in Eq. (11). This is
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detection. Any acquisition hardware developed for frequency
domain optoacoustics would be designed to maximize the SNR by
minimizing the in-band noise, consistent with the observations.
The simulation results were presented in this work for point
detectors placed uniformly over 90 angular locations on a circle
around the sample. More generally, the method can be expanded
to arbitrary geometries and detector conﬁgurations in limited or
full views operating in 2D or 3D modes, for uniformly or non-
uniformly sampled frequencies. The transducer shape and
acoustic heterogeneities can be further taken into account in
the proposed model-based inversion, in a fashion similar to the
model-based time-domain inversion proposed in [16]. The
speciﬁc impacts of various system parameters on the reconstruc-
tions are yet to be established and are the subject of ongoing
work. Herein we employed a total of 90 detectors, which was
shown adequate to reconstruct the information present in the
images. While the objects employed herein were rather simple in
nature, in vivo imaging would contain more complex shapes. In
vivo imaging may require a larger number of detectors and
frequencies in order to reconstruct more complex shapes and
account for noise.
An advantage of the proposed frequency-domain method over
time-domain (TD) approach is that it can lead to cost effective
implementations. TD systems employ complex high-peak-energy
pulsed lasers, which come at a high cost. An important feature of
frequency domain methods is that they operate at much larger
duty cycle than TD methods. Therefore they can achieve the same
SNR as TD methods but using lasers of lower peak energy, for
example inexpensive CW lasers.
FD optoacoustic tomography offers versatility in terms of
frequency selection. This characteristic can lead to the design of
multiple-frequency FD systems in comparison to chirp-based FD
systems, which operate only at one frequency at any given time.
The simultaneous use of multiple frequencies can accelerate the
operation of FD methods, by collecting all necessary frequencies in
real-time and continuously. Therefore there is no need for
considering data-acquisition delays as in TD systems or chirp-
systems. The ability to utilize multiple frequencies leads to another
compelling feature. Multiple wavelengths can be carried by
different frequencies and also acquired in parallel. Therefore, FD
methods can lead to the implementation of real-time multispectral
imaging.
The reconstruction accuracy of the proposed technique is
nevertheless limited by the number and bandwidth of the
frequencies used. As observed in Figs. 2 and 3, meaningful object
reconstruction was possible only when an adequate number of
frequencies are used (at least 8 frequencies for the simulation
results herein). Reconstructions with single frequencies generally
lead to the appearance of strong artifacts. A low single frequency
(such as <1 MHz) results in reconstruction of slow-varying
artifacts. Correspondingly, a single high frequency results in an
image containing strong high spatial frequency artifacts. Analo-
gous results are observed when using multi-frequency measure-
ments over narrow frequency bands. As evinced in the results
herein, high-ﬁdelity imaging is achieved when measurements over
a broad span of frequencies is considered. A maximum total
number of 28 frequencies were used in this work for demonstra-
tion purposes. Increasing the number of frequencies is expected to
consistently improve the performance. However, the maximum
achievable number of frequencies should be eventually deter-
mined by optimizing a trade-off between signal power per
frequency and transducer bandwidth. Optimal frequency selection
and spacing given such system parameters is an interesting
technical design problem and is a subject of ongoing research.In conclusion, we proposed herein frequency-domain optoa-
coustic tomography, using CW illumination modulated at multiple
frequencies. A model-based formulation based on the Green’s
function solution to the wave equation in frequency domain was
proposed. This formulation enabled accurate object localization
and characterization through regularized iterative inversion. The
simulations results were presented for synthetic data obtained
from numerical phantoms. The results demonstrated reconstruc-
tion of optical absorbers of complex shapes using measured phase
and amplitude data in presence of strong measurement noise.
Optimal system design based on development of speciﬁc trade-off
schemes between various system parameters is the next logical
step of future work.
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