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An index relation for the
quilted Atiyah-Floer conjecture
David L. Duncan
Abstract
Given a closed, connected, oriented 3-manifold with positive first Betti num-
ber, one can define an instanton Floer cohomology group as well as a quilted
Lagrangian Floer cohomology group. Each of these is equipped with a chain
level grading. We show that the gradings agree.
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1 Introduction
The quilted Atiyah-Floer conjecture is a statement about closed, oriented 3-manifolds
Y with positive first Betti number [7]. The conjecture states that there is a natu-
ral isomorphism between the instanton Floer cohomology group and the quilted
Lagrangian Floer cohomology group associated to Y. These cohomology groups are
obtained from relativelyZ4-graded chain complexes CFinst and CFsymp, respectively.
There is a natural group isomorphism Ψ : CFinst → CFsymp [7, Theorem 5.2], and the
main result of the present paper (Corollary 3.2) states that Ψ preserves the gradings.
The Floer chain complexes are defined using certain moduli spaces of instan-
tons and holomorphic curves, respectively. In each case the relative grading can be
defined as the index of the Fredholm operator obtained by linearizing the defining
1
equations at a given point (one then reduces mod 4 to get a quantity that is indepen-
dent of the point chosen). We prove in Theorem 3.1 that the Fredholm indices agree,
at which point the main result is immediate. Our approach is to first show the two
Fredholm operators can simultaneously be made surjective. Then we construct an
isomorphism between the kernels. An upshot to this approach is that we establish
various uniform estimates (Theorems 3.9 and 3.10) that are useful in their own right.
Our results extend work of S. Dostoglou and D. Salamon [4] [6] who, in the mid-
90’s, considered the special case whereY is a mapping torus. Just over a decade later,
K. Wehrheim and C. Woodward [26] used gauge theory to define a 2+1 field theory
with values in a suitable symplectic category. The work of Wehrheim-Woodward
made precise a circle of ideas relating symplectic and gauge theoretic 3-manifold
invariants that had been in the math and physics literature for some time; see Atiyah
[1] for a nice introduction. In particular, their work allowed for a precise formulation
of the quilted Atiyah-Floer conjecture discussed above; see Remark 2.1 for a discussion
of the use of the term ‘quilted’ here.
Since they were considering only mapping tori, Dostoglou-Salamon were able
to work with holomorphic cylinders on the symplectic side. In order to handle
more general 3-manifolds using the Wehrheim-Woodward framework, one consid-
ers holomorphic strips with Lagrangian boundary conditions. A direct modification of
Atiyah’s neck-stretching ideas [1] tells us that we should expect instantons to ap-
proximate these strips, and so we are led to consider objects with only approximate
Lagrangian boundary conditions. Therein lies the primary difficultywith our set-up:
without Lagrangian boundary conditions on the nose, integration by parts produces
boundary terms that are difficult to control analytically. In the present paper we are
only concerned with the linearized problem, but the same issue arises (see [8] for
aspects of the full nonlinear problem). In some sense, these boundary conditions
issues are addressed in Claim 3 appearing in the proof of Theorem 3.10; however, in
another sense, concern for these issues permeates our approach altogether.
It may be useful to mention that the more standard Atiyah-Floer conjecture de-
scribed in [1] is, at the time of writing, not well-posed due to technical issues on the
symplectic side coming from reducible connections (the quilted version avoids the
use of reducible connections). See D. Salamon and K.Wehrheim [22] for an approach
to the Atiyah-Floer conjecture that, if carried to completion, may rectify these issues,
as well as for index considerations analogous to those appearing here.
Acknowledgments: The author is grateful to his thesis advisor Chris Woodward for
his insight and valuable suggestions. This work was partially supported by NSF
grant DMS 1207194.
2 Background
Throughout this paper Y will denote a fixed closed, connected, oriented 3-manifold
equipped with a Morse function f : Y → S1 with non-empty, connected fibers. We
will refer to the pair (Y, f ) as a broken circle fibration. Given Y, such a function f
exists if and only if Y has positive first Betti number; see [14]. Following [26] and
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[15], we will use f to decompose Y into a union of elementary cobordisms (a so-
called Cerf decomposition): Assume f has been suitably perturbed so that its set of
critical points are in bijection with its set of critical values{
c01, c12, . . . , c(N−1)0
}
⊂ S1 = R/CZ,
where C > 0 is some constant. When this is the case, it follows that the number of
critical values N must be even, and that we can find some δ > 0 and regular values
rj ∈ S
1 so that cj(j+1) ∈
[
rj + δ, rj+1 − δ
]
. Here and below indices j should be taken
modulo N, when appropriate. We may assume the circumference C is large enough
to take δ = 1/2. Define
Σj := f
−1(rj − 1/2), Yj(j+1) := f
−1
([
rj + 1/2, rj+1− 1/2
])
,
which are closed, connected, oriented surfaces and elementary cobordisms, respec-
tively.
Remark 2.1. Herewe are considering the 3-manifoldY, but shortly wewill be consid-
ering paths of objects on Y. At this point it will be natural to consider the 4-manifold
R × Y. Then the critical values of f become the parallel lines R × cj(j+1) in R × S
1.
In the language of [27], this gives R × S1 the structure of a quilted cylinder, and is
the source of the term ‘quilted’ in the present paper. We note that for the purposes
of this paper it is not necessary to work with quilts, however they are more natural
from the perspective of low-dimensional topology.
I × Σ0
I × Σ1
I × Σ2
I × Σ3
Y01Y12
Y23 Y30
• r0
•
r1
•r2
•
r3
∗ c01∗c12
∗c23 ∗ c30
S1
//
f
Figure 1: An illustration of a broken circle fibration.
Fix a metric g on Y. We refer to g, or its restriction to any submanifold of Y, as
the fixedmetric. Note that there are no critical values between rj− 1/2 and rj + 1/2,
so V := ∇ f/ |∇ f | is well-defined on f−1(
[
rj − 1/2, rj + 1/2
]
). The time-1 gradient
flow of V provides an identification
f−1(
[
rj − 1/2, rj + 1/2
]
) ∼= I × Σj,
where we have set I := [0, 1]. This also provides an identification of f−1(t) with Σj
for t ∈
[
rj − 1/2, rj + 1/2
]
. Then the function f together with the metric g allow us
to view Y as the composition of cobordisms
Y01 ∪Σ1 (I × Σ1) ∪Σ1 Y12 ∪Σ2 . . .∪ΣN−1 Y(N−1)0 ∪Σ0 (I × Σ0) ∪Σ0 . (1)
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The case N = 4 is illustrated in Figure 1. Note that (1) is cyclic in the sense that
the cobordism I × Σ0 on the right is glued to the cobordism Y01 on the left. We set
Σ• :=
⊔
j Σj and Y• := Y\ (I × Σ•), so
Y = Y• ∪∂Y• (I × Σ•) (2)
We will refer to the connected components of the boundary ∂Y• as the seams, and
we will use the letter t to denote the coordinate variable on the interval I.
Over I × Σ• the metric g has the form dt2 + gΣ, where gΣ is a path of metrics on
Σ•. To simplify the discussion, we assume that g has been chosen so that gΣ is a
constant path, which can always be achieved using the decomposition in (1) and a
bump function. For 0 < ǫ ≤ 1 define a new metric
gǫ :=
{
dt2 + ǫ2gΣ on I × Σ•
ǫ2g on Y•.
Then ǫ−2gǫ is basically Atiyah’s neck-stretching metric from [1].
Let S1 denote the smooth structure on Y (i.e., the smooth structure in which g
and f are smooth). We will call this the standard smooth structure. It is impor-
tant to note that when ǫ 6= 1 the metric gǫ is not smooth in the standard smooth
structure. However, there is a different smooth structure Sǫ = Sǫ(Y) in which gǫ is
smooth, and Yǫ := (Y,Sǫ) is diffeomorphic to (Y,S1); see [19], [7]. We call Sǫ the
ǫ-dependent smooth structure, and say that a function, form, connection, etc. on Y
is ǫ-smooth if it is smooth with respect to Sǫ.
Much of our analysis will concern the product R × Y, and we will use s for the
coordinate variable on R. We equip R×Ywith themetric ds2+ gǫ, andwill typically
use ∗ǫ to denote the associated Hodge star. Given a measurable subset S ⊂ R × Y,
we will write ‖ · ‖Lp(S),ǫ for the L
p-norm on S determined by ds2 + gǫ. We will not
typically keep track of the underlying vector bundle (e.g., we use the same symbol
‖ · ‖Lp(Y),ǫ to denote the norm on sections of TY as well as on sections of Λ
2T∗Y).
When S is clear from context, we will simply write
‖ · ‖ǫ := ‖ · ‖L2(S),ǫ, and (·, ·)ǫ := (·, ·)L2(S),ǫ
for the L2-norm and inner product. Denote by ∗Sǫ the Hodge star of the restriction
(ds2 + gǫ)|S. When ǫ = 1 we will drop ǫ from the notation. For example, on Σ• =
{(s, t)} × Σ• ⊂ R× Y we have
(µ, ν)L2(Σ•),ǫ =
∫
Σ•
〈µ ∧ ∗Σ•ǫ ν〉 = ǫ
2−2k
∫
Σ•
〈µ ∧ ∗Σ•ν〉,
where µ, ν are k-forms on Σ• with values in some vector bundle with inner product
〈·, ·〉. We will often abuse notation and write ∗Σ for ∗Σ• .
We will use Wk,p(S,V) to denote the space of Sobolev class Wk,p maps from a
space S to a Banach space (or bundle) V. We will specify the connection used to
define these spaces if it relevant. We also set Lp(S,V) = W0,p(S,V). As an example,
suppose f : R →W1,2(Y), then
‖ f‖2
L2(R,W1,2(Y)) =
∫
R
‖ f (s)‖2
W1,2(Y) ds.
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We note that the usual Sobolev inequalities for Wk,p(S,R) hold equally well for
Wk,p(S,V). When V has finite rank the usual compact Sobolev embedding state-
ments hold as well.
2.1 Gauge theory
Let X be an oriented manifold. Given a fiber bundle F → X we will use Γ(F) to
denote the space of smooth sections. If F is a vector bundle, then we will write
Ωk(X, F) := Γ(ΛkT∗X⊗ F) for the space of k-forms with values in F, and we set
Ω•(X, F) :=
⊕
k
Ωk(X, F).
Now suppose P → X is a principal G-bundle, where G is compact and its Lie
algebra g is equipped with an Ad-invariant inner product 〈·, ·〉. Define the adjoint
bundle P(g) := (P× g)/G, where G acts diagonally, with the adjoint action in the
second factor. This space is naturally a vector bundle over X with fiber g. The Ad-
invariance of the inner product on g determines an inner product on the fibers of
P(g), which we also denote by 〈·, ·〉. Similarly, since the Lie bracket g is Ad-invariant,
it combines with the wedge product to determine a graded Lie bracket on the space
Ω•(X, P(g)) given by µ⊗ ν 7→ [µ ∧ ν].
Denote by
A(P) =
{
A ∈ Ω1(P, g)
∣∣∣∣ (gP)∗A = Ad(g−1)A, ∀g ∈ GιξPA = ξ, ∀ξ ∈ g
}
the space of connections on P. Here gP (resp. ξP) is the image of g ∈ G (resp. ξ ∈ g)
under the map G → Diff(P) (resp. g → Vect(P)) afforded by the group action. It fol-
lows that A(P) is an affine space modeled on Ω1(X; P(g)), and we denote the affine
action by (V, A) 7→ A+ V. In particular, A(P) is a smooth manifold with tangent
space Ω1(X, P(g)). Each connection A ∈ A(P) determines a covariant derivative
dA : Ω
•(X, P(g)) → Ω•+1(X, P(g)) and a curvature (2-form) FA ∈ Ω
2(X, P(g)).
These satisfy
dA+V = dA + [V ∧ ·] , and FA+V = FA + dAV +
1
2
[V ∧V] .
We say that a connection A is irreducible if dA is injective on 0-forms.
Given a metric on X we can define the formal adjoint
d∗A := −(−1)
(n−k)(k−1) ∗ dA∗,
where ∗ is the Hodge star. Stokes’ theorem shows that this satisfies (dAV,W)L2 =
(V, d∗AW)L2 for all V,W ∈ Ω
•(X, P(g)) compactly supported in the interior of X.
For c > 0 denote by ∗(c) the Hodge star on X coming from the metric conformally
scaled by c2. Then on k-forms on X we have ∗(c) = cdim(X)−2k∗. It follows that
d
∗(c)
A = c
−2d∗A
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where d
∗(c)
A is the formal adjoint defined using ∗(c).
A connection A is flat if FA = 0. We will denote the set of flat connections on P
byAflat(P). If A is flat then im dA ⊆ ker dA and we can form the A-harmonic spaces
HkA := H
k
A(X) :=
ker
(
dA|Ω
k(X, P(g))
)
im
(
dA|Ωk−1(X, P(g))
) , H•A := ⊕
k
HkA.
We denote the associated projection by projA : ker dA → H
•
A. Suppose X is compact
with (possibly empty) boundary, and let ∂ : Ω•(X, P(g)) → Ω•(∂X, P(g)|) denote
the restriction (this is the zero operator if ∂X = ∅). Then the Hodge isomorphism
[23, Theorem 6.8] says
H•A
∼= ker(dA ⊕ d
∗
A ⊕ ∂∗), Ω
•(X, P(g)) ∼= H•A ⊕ im(dA)⊕ im (d
∗
A|ker ∂∗) , (3)
for any flat connection A on X; the summands on the right are L2-orthogonal. We
will typically treat the isomorphisms (3) as identifications, in which case we treat
projA as the L
2-orthogonal projection Ω• → ker(dA ⊕ d
∗
A ⊕ ∂∗). It follows from the
Fredholm theory for dA that when X is compact there is a constant C so that
‖V‖W1,p(X) ≤ C
(
‖projAV‖Lp(X) + ‖dAV‖Lp(X) + ‖d
∗
AV‖Lp(X)
)
(4)
for all forms V and all flat connections A. Note that if A is irreducible then projA
and d∗A are the zero operator on 0-forms.
Remark 2.2. (a) When ∂X is non-empty there is a well-defined (injective) map
HkA(X) −→ H
k
A|∂X
(∂X), [V] 7−→ [V|∂X]
given by restriction to the boundary. We caution the reader that restriction does not
define a map from the space ker(dA ⊕ d
∗
A ⊕ ∂∗) into ker(dA|∂X ⊕ d
∗
A|∂X
).
(b) Suppose X has non-empty boundary and A is an irreducible flat connection.
Then for any F ∈ Ω0(X, P(g)), f ∈ Ω0(∂X, P(g)|∂X) there exists a unique solution
R ∈ Ω0(X, P(g)) to the boundary value problem
d∗AdAR = F, R|∂X = f .
See, for example, [24].
The Hodge star restricts to an isomorphism
∗ : HkA → H
dim(X)−k
A .
When X is compact it follows from the first isomorphism in (3) that H•A is finite
dimensional since dA ⊕ d
∗
A is elliptic.
Suppose X = Σ is a closed, oriented surface. Then the pairing
ω(µ, ν) :=
∫
Σ
〈µ ∧ ν〉 (5)
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is a symplectic form on the vector space Ω1(X, P(g)). Note that changing the ori-
entation on Σ changes ω to −ω. For 1-forms on surfaces the Hodge star ∗ squares
to -1 and so defines a complex structure on Ω1(Σ, P(g)). It follows that the triple
(Ω1(Σ, P(g)), ∗,ω) is Ka¨hler. If A ∈ A(P) is flat, then H1A ⊂ Ω
1(Σ, P(g)) is a Ka¨hler
subspace.
Now suppose X is 4-manifold. Then on 2-forms the Hodge star squares to the
identity, and it has eigenvalues ±1. Denoting by Ω±(X, P(g)) the ±1 eigenspace of
∗, we have an L2-orthogonal decomposition
Ω2(X, P(g)) = Ω+(X, P(g))⊕Ω−(X, P(g)).
The elements of Ω−(X, P(g)) are called anti-self dual 2-forms. A connection A ∈ X
is said to be anti-self dual (ASD) or an instanton if its curvature FA ∈ Ω
−(X, P(g))
is an anti-self dual 2-form; that is, if FA + ∗FA = 0.
A gauge transformation is an equivariant bundle map U : P → P covering the
identity. The set of gauge transformations on P forms a Lie group, called the gauge
group, and is denoted G(P). The Lie algebra can be identified with Ω0(X, P(g))
under the map R 7→ exp(−R), where exp : g → G is the Lie-theoretic exponential.
We denote by G0(P) the component of G(P) containing the identity.
The gauge group acts on the space of connections by pullback (U, A) 7→ U∗A.
The infinitesimal action of G(P) at A ∈ A(P) is
Ω0(X, P(g)) −→ Ω1(X, P(g)), R 7−→ −dAR.
The gauge group also acts on the left on Ω•(X, P(g)) by the pointwise adjoint map.
The curvature of A ∈ A(P) transforms under U ∈ G(P) by FU∗A = Ad(U
−1)FA.
This shows that G(P) restricts to an action on the flat connections and instantons.
We will be interested in the case G = PU(r) for r ≥ 2. We equip the Lie algebra
g ∼= su(r) ⊂ End(Cr) with the inner product 〈µ, ν〉 := −κrtr(µ · ν); here κr > 0 is
arbitrary, but fixed. On manifolds X of dimension at most 4, the principal PU(r)-
bundles P → X are classified, up to bundle isomorphism, by two characteristic
classes t2(P) ∈ H
2(X,Zr) and q4(P) ∈ H
4(X,Z). These generalize the 2nd Stiefel-
Whitney class and 1st Pontryagin class, respectively, to the group PU(r); see [28].
Suppose X = Σ is a closed, connected, oriented surface, and P → Σ is a principal
PU(r)-bundle with t2(P) [Σ] ∈ Zr a generator. Then it can be shown that all flat
connections on P are irreducible. In fact, G0(P) acts freely on Aflat(P) and
M(P) := Aflat(P)/G0(P)
is a compact, simply-connected, smooth manifold. Picking [α] ∈ M(P) and a repre-
sentative α ∈ [α], the tangent space T[α]M can be canonically identified with H
1
α.
Therefore M(P) is naturally equipped with a symplectic form coming from (5).
Moreover, any metric on Σ determines an almost complex structure JΣ = ∗ on M(P)
that is compatible with the symplectic form. See [26] for more details.
Now suppose X = Yab is an oriented elementary cobordism between closed, con-
nected, oriented surfaces Σa and Σb. Fix a PU(r)-bundleQab → Yab with t2(Qab) [Σa]
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a generator in Zr. Then the flat connections on Qab are irreducible, and the quotient
Aflat(Qab)/G0(Qab) is a finite-dimensional, simply-connected, smooth manifold. Re-
stricting to the two boundary components induces an embedding
Aflat(Qab)/G0(Qab) →֒ M(Q|Σa)×M(Q|Σb),
and we denote the image by L(Qab). It follows that L(Qab) ⊂ M(Q|Σa)
− ×M(Q|Σb)
is a smooth Lagrangian submanifold, where the superscript inM(Q|Σa)
−means that
we have replaced the symplectic structure with its negative. See [26].
2.2 Set-up for the quilted Atiyah-Floer conjecture
Here we specialize the discussion of the previous section to the set-up of the quilted
Atiyah-Floer conjecture. Let f : Y → S1 be a broken circle fibration, and let d ∈ Zr be
a generator. We fix a PU(r)-bundle Q → Y with the property that t2(Q) is Poincare´
dual to d [γ] ∈ H1(Y,Zr), where γ : S
1 → Y is a fixed section of f ; the choice
of γ determines Q is uniquely, up to bundle isomorphism. It also follows that all
flat connections on Q are irreducible. For each ǫ > 0 there is a canonical smooth
structure on Q such that the projection Q→ Yǫ is smooth.
As in (2) we will write Q = Q• ∪∂ (I × P•), where
Q• := ⊔jQj(j+1) and Q|j(j+1) := Q|Yj(j+1)
are the restrictions of Q over Y• and Yj(j+1), respectively; P• and Pj are defined simi-
larly. Then by construction we have
t2(Qj(j+1))
[
Yj(j+1)
]
= t2(Pj)
[
Σj
]
= d.
Denote by
GΣ ⊂ G(Q)
the set of gauge transformations u on Q such that, for each j, the restriction of u to Σj
lies in the identity component G0(Pj). Then GΣ is a normal Lie subgroup containing
the identity component G0(Q) ⊂ G(Q).
Following [26] we can associate symplectic data to Q→ Y as follows: Set
M := M(P0)
− ×M(P1)×M(P2)
− × . . .×M(PN−1). (6)
The notation means that we are using the symplectic form
ω := proj∗0(−ω0) + proj
∗
1ω1 + proj
∗
2(−ω2) + . . .+ proj
∗
N−1ωN−1,
where projj : M → M(Pj) is the projection andωj is the symplectic form onM(Pj). It
can be shown that M is compact, simply-connected and monotone with monotonic-
ity constant τ = 2π2κrr−1, where κr is the normalizing constant for PU(r) discussed
in Section 2.1; see [26], [18]. Next, set
J :=
N−1
∑
j=0
(−1)j+1proj∗j Jj,
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where Jj is the almost complex structure on M(Pj) coming from the metric. Then
M, J,ω is Ka¨hler. We also have a submanifold
L(0) := L(Q01)× L(Q23)× . . .× L(Q(N−2)(N−1)) ⊂ M. (7)
We define L(1) ⊂ M similarly but using L(Qj(j+1)) for odd j. Then L(0), L(1) ⊂ M are
compact, simply-connected, Lagrangian submanifolds.
Any connection A ∈ A(R ×Q) can be written in components as
A|{s}×Y = a(s) + p(s) ds,
where a : R → A(Q) is a path of connections on the 3-manifold Y and p : R →
Ω0(Y,Q(g)) is a path of 0-forms on Y. Similarly, the curvature of A decomposes as
FA|{s}×Y = Fa(s) + ds ∧ bs,
where bs := ∂sa(s) − da(s)p(s). One can take this discussion one step further on
R × I × Σ• by writing A|{(s,t)}×Σ• = α(s, t) + φ(s, t) ds+ ψ(s, t) dt. Here α is a map
from the strip R × I into the space of connections on Σ•, and φ,ψ are maps into the
space of 0-forms on Σ•. Then on R × I × Σ• curvature decomposes as
FA = Fα + ds ∧ βs + dt ∧ βt + γ ds ∧ dt,
where
βs := ∂sα− dαφ, βt := ∂tα− dαψ, γ := ∂sψ− ∂tφ− [ψ, φ] .
Remark 2.3. Here and in the remainder of this paper we adopt the convention that
capital Latin letters are typically reserved for connections/forms on 4-manifolds,
lower case Latin letters for 3-manifolds, and lower caseGreek letters for 2-manifolds.
For example, a 1-form V on the 4-manifolds R× Y or R× I × Σ• may be written as
V = v+ r ds = (v, r), or V = µ+ ρ ds+ θ dt = (µ, ρ, θ),
depending on whether we wish to emphasize the 3- or 2-dimensional structure.
Given a connection A = a + p ds we introduce the operator ∇s := ∂s + [p, ·].
Similarly, writing A|R×I×Σ• = α+ φ ds+ ψ dt, we set
∇s := ∂s + [φ, ·] and ∇s := ∂s + [ψ, ·] .
(Note that p|R×I×Σ• = ϕ.) In terms of the components of FA these operators satisfy
the following commutation relations:
∇sda − da∇s = [bs ∧ ·]
where here the operators are acting on paths of forms on Y, and
∇sdα − dα∇s = [βs ∧ ·] , ∇tdα − dα∇t = [βt ∧ ·] , ∇s∇t −∇t∇s = [γ, ·]
where here the operators are acting on maps from the strip R × I into the space of
forms on Σ•.
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2.3 Symplectic geometry
Let (M,ω) be a compact symplectic manifold equipped with a compatible almost
complex structure J ∈ End(TM). Fix a time-dependent Hamiltonian H ∈ C∞(I ×
M,R) that vanishes to all orders at ∂(I × M). Let XH : I → Γ(TM) be the corre-
sponding Hamiltonian vector field. We will sometimes write XHt or Xt for X
H(t).
Suppose L0, L1 ⊂ M are Lagrangian submanifolds and consider the path-space
P(L0, L1) := {x : (I, 0, 1)→ (M, L0, L1)} .
The tangent space TxP(L0, L1) at a path x can be identified with the space of vector
fields ξ along x with Lagrangian boundary conditions ξ(j) ∈ x(j)∗TLj, for j = 0, 1.
Then P(L0, L1) admits a natural 1-form λH defined by
λH : TxP(L0, L1) −→ R, ξ 7−→
∫ 1
0
ωx(t)(∂tx− X
H
t (x(t)), ξ(t)) dt.
This 1-form is closed, and if M is monotone with monotonicity constant τ, then its
cohomology class is an integral multiple of τ. Furthermore, ifM is simply-connected
and the Lj are connected, then P(L0, L1) is path-connected. When this is the case, by
fixing a base-point x0 ∈ P(L0, L1), we can integrate λH to a circle-valued function
AH : P(L0, L1) → R/τZ, called the perturbed symplectic action. This sends a path
x ∈ P(L0, L1) to
AH(x) := −
∫
I×I
v∗ω−
∫ 1
0
H(t, x(t)) dt mod τZ.
Here v : I × I → M is any smooth map with v(0, t) = x0(t), v(1, t) = x(t) and
v(s, j) ∈ Lj for j = 0, 1. Monotonicity implies that AH is independent of the choice
of v, and AH depends on the choice of basepoint x0 only up to an overall constant.
By definition, we have λH = dAH is the differential of AH , and so the formula
for λH shows that the critical points of AH are the paths x : (I, 0, 1) → (M, L0, L1)
with ∂tx = XHt (x(t)). We denote by IH(L0, L1) the set of critical points. We say
that a critical point x is non-degenerate if the Hessian Dx of AH at x is injective. We
will always define the Hessian using the metric coming from the almost complex
structure, however the definition of non-degeneracy is independent of the choice of
metric. There is a canonical identification IH(L0, L1) ∼= Φ
H
1 (L0) ∩ L1, where Φ
H
1 is
the time-1 flow of XH . It follows that x ∈ IH(L0, L1) is non-degenerate if and only
if the associated intersection point in ΦH1 (L0) ∩ L1 is transverse. Consequently, we
refer to the elements of IH(L0, L1) as H-Lagrangian intersection points.
Now we specialize to the case of where M is as in (6). Any path x : I → M can
be associated with a tuple (xj : I → M(Pj))j via
x(t) = (x0(1− t), x1(t), x2(1− t), . . . , xN−2(1− t), xN−1(t)).
Let L(0), L(1) ⊂ M be as in (7). Assume a Hamiltonian H has been chosen so that
all H-Lagrangian intersection points are non-degenerate; it follows from standard
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theory [13] that this is always possible. In fact, non-degeneracy can be obtained
within the class of H that are of split-type, meaning that
H(t, p0, . . . , pN−1) =
N−1
∑
j=0
(−1)j+1Hj(t, pj)
for some Hamiltonians Hj ∈ C
∞(I × M(Pj),R). The function H on M lifts to an
invariant function on the space of flat connections on P•, and we denote this lift by
the same symbol; a similar statement holds for the vector field XH .
We will call a connection a ∈ A(Q) H-flat if it satisfies
∂tα(t)− dα(t)ψ(t)− X
H
t (α(t)) = 0, Fα(t) = 0, Fa|Y• = 0, (8)
where we have written a|{t}×Σ• = α(t) + ψ(t) dt. We will denote the space of H-
flat connections by Aflat(Q,H). Then to any a ∈ Aflat(Q,H) one can associate an
H-intersection point x ∈ IH(L(0), L(1)) by setting x(t) := [α(t)], where the brackets
denote the image of α(t) in the moduli space M. This association is GΣ-invariant and
so descends to a map
Ψ : Aflat(Q,H)/GΣ −→ IH(L(0), L(1)). (9)
It is not hard to see that Ψ is a bijection. We will say that a is a representative for
x ∈ IH(L(0), L(1)) if Ψ([a]) = x. This discussion is not special to H-flat connections.
Indeed, any map x : I → M with Lagrangian boundary conditions can be repre-
sented by a connection a on Q in the sense that α(t) = a|{t}×Σ• lifts x(t). In fact, the
representative a is unique up to the action of GΣ. Moreover, given any ǫ > 0 we can
use the gauge freedom to choose a so that it is ǫ-smooth. Similarly, if a is ǫ-smooth
then for any other ǫ′ > 0 this connection is of Sobolev classW1,∞ with respect to the
ǫ′-smooth structure.
Next, we want to express the non-degeneracy of an H-Lagrangian intersection
point x in terms of a representative a on Y. Write α : I → Aflat(P•) for the component
of a on Σ•. Note that there is a natural subbundle of TAflat(P•) whose fiber at a
connection α′ is the α′-harmonic space; let Hα → I denote the pullback of this bundle
under α. So Hα ∼= x∗TM, and the fiber over t ∈ I is
(Hα)t := H
1
α0(1−t)
⊕ H1α1(t) ⊕ . . .⊕ H
1
αN−2(1−t)
⊕ H1αN−1(t),
where αj is the restriction of α to Σj. Similarly, the restriction of a to the ‘even’
components Y2i(2i+1) ⊂ Y• provides a Lagrangian subspace
Ha,(0) = T[a]L(0) ⊂ (Hα)0.
There is a second Lagrangian Ha,(1) ⊂ (Hα)1 obtained by restricting to the ‘odd’
cobordisms Y(2i−1)2i. This discussion shows that any ξ ∈ TxP(L(0), L(1)) can be
viewed as a map ξ : I → Hα with boundary conditions ξ(j) ∈ Ha,(j), for j = 0, 1.
By the Hodge theorem we may view the fibers
(Hα)t ⊂ Ω
1(Σ•, P•(g))
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as 1-forms on Σ•, and so we can interpret ξ as a path of α-closed 1-forms on Σ•. Then
we can write the Hessian of AH as
Dxξ :=
[
∗Σ (∇tξ − dXαξ)
]
,
where the brackets denote the L2-orthogonal projection to Hα ⊂ Ω1(Σ•, P•(g)). If
we want to emphasize that we have chosen a representative a of x we will write
D0,a := Dx.
As we did with x and a above, any map
v : (R× I,R× {0} ,R× {1}) → (M, L(0), L(1))
with Lagrangian boundary conditions can be lifted to a representative A ∈ A(R ×
Q), which is a connection on the 4-manifold R×Y. This is unique up to the action of
Maps(R,GΣ). Fixing such a connection A, we will describe a canonical (depending
only on A) way to lift any section η of Hα → R × I with Lagrangian boundary
conditions to a 1-form Vη defined on R × Y. The construction will show that, when
η is smooth, the 1-formVη is continuous on R×Y and smooth away from the seams
R × ∂Y•; in particular, Vη is always locally of Sobolev class W1,∞. Moreover, it will
be clear that the assignment
η 7−→ Vη (10)
is an injective linearmap. To describe this, view η as amap η : R× I → Ω1(Σ•, P•(g)).
Then define Vη on R× I × Σ• by
Vη |R×I×Σ• := η + ρ ds+ θ dt,
where ρ and θ are determined (uniquely) by the conditions
d∗α(∇sη − dαρ) = 0, d
∗
α(∇tη − dXαη − dαθ) = 0.
To define Vη on R×Y• we use the Lagrangian boundary conditions: Working point-
wise in s ∈ R, it follows from the Hodge isomorphism (3) forY• that there are unique
paths v1 and w2 of 1-forms and 2-forms, respectively, on Y• such that
dav1 = 0, d
∗
av1 = 0, v1|∂Y• = η, (∗
Yv1)|∂Y• = 0
daw2 = 0, d
∗
aw2 = 0, w2|∂Y• = ∗
Σθ, (∗Yw2)|∂Y• = 0.
Then v := v1 + ∗
Yw2 satisfies dav = 0, d
∗
av = 0, where a = A|{s}×Y• . Moreover, the
boundary conditions for v imply that it determines a continuous extension to all of Y
of the 1-form η(s, ·) + θ(s, ·) dt. Next define a 0-form r by the condition
d∗a(∇sv− dar)|Y• = 0, r|∂Y• = ρ|∂(I×Σ•);
a unique solution always exists by Remark 2.2 (b). Finally set Vη |R×Y• = v+ r ds.
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We are interested in the Lagrangian Floer cohomology of the pair L(0), L(1) ⊂ M.
Most of the analytic details of this construction were carried out by Floer in [12],
but see also Oh [20] [21]; we recall the relevant details here. Lagrangian Floer co-
homology is the homology of the chain complex (CF•symp, ∂symp) that arises when
one applies the general framework of Morse theory to the perturbed symplectic ac-
tion AH . By definition then, the group CF
•
symp is freely generated over Z2 by the
elements of IH(L(0), L(1)). The boundary operator ∂symp is defined by counting so-
lutions v : (R × I,R × {j})j=0,1 → (M, L(j))j=0,1 to the (J,H)-holomorphic curve
equation
∂sv+ J(∂tv− X
H(v)) = 0.
The relevant (J,H)-holomorphic curves v used to define ∂symp are those that con-
verge to H-Lagrangian intersection points x± at ±∞. In terms of representatives,
this means that there are H-flat connections a± for which a± = lims→±∞ A|{s}×Y,
where A represents v.
LetDv denote the linearization at v of the left-hand side of the (J,H)-holomorphic
curve equation, with the linearization defined using the Levi-Civita connection. This
is naturally an operator with domain the space of W1,2-sections of v∗TM → R × I
with Lagrangian boundary conditions, and with codomain the space of L2-sections
of v∗TM. Note, however, that Dvη makes sense even if v or η do not have La-
grangian boundary conditions. In terms of a representative A for v, this operator
can be written as
D0,Aη := Dvη =
[
∇sη + ∗
Σ(∇tη − dXαη)
]
.
When all H-Lagrangian intersection points x± are non-degenerate the operatorD0,A
is Fredholm, so the index Ind(D0,A) is well-defined. We note that Dv = D0,A is onto
(when restricted to the space with Lagrangian boundary conditions) exactly when
the formal adjoint D∗0,A :=
[
−∇s + ∗Σ(∇t − dXα)
]
is injective (when restricted to
the space with Lagrangian boundary conditions).
Floer showed [12] that the chain complex (CF•symp, ∂symp) is well-defined, mean-
ing ∂2symp = 0, provided H has been chosen so that (1) all H-flat connection are
non-degenerate, and (2) Dv is surjective for all (J,H)-holomorphic curves v. It was
shown in [13] that such Hamiltonians always exist, and the proof can be modified to
show that H can be chosen to be of split-type. When this is the case, we define the
Lagrangian Floer cohomology of Q to be
HF•symp(Q) := ker ∂symp/im ∂symp.
The symplectic manifold M has minimal Chern number 2, see [2] and [5]. It
follows that, when taken mod 4, the index of Dv depends only on the H-Lagrangian
intersection points x±. We can therefore define a relative grading µsymp : CF
•
symp ×
CF•symp → Z4 by declaring
µsymp(x
−, x+) := Ind(Dv) mod 4,
for x± ∈ IH(L(0), L(1)); here v : R × I → M is any map with Lagrangian boundary
conditions that limits to x± at ±∞. Strictly speaking, the Floer boundary operator
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only counts (J,H)-holomorphic curves v with Ind(Dv) = 1. It follows that this
relative grading descends to a well-defined relative grading on HF•symp(Q). Finally,
we note that Floer showed in [9] that this definition agrees with the geometrically
defined relative grading coming from the Maslov-Viterbo index.
2.4 Instanton Floer cohomology
Let f : Y → S1 and Q → Y be as in Section 2.2. In this section we will define the
instanton Floer chain complex associated to Q in a way that is compatible with the
Lagrangian Floer chain complex defined in the previous section. Most of the analytic
details are due to Floer [10], [11]; Donaldson’s book [3] is also a good reference.
For each 0 ≤ j ≤ N − 1 let Hj : I ×A(Pj) → R be a G0(Pj)-invariant map that
vanishes to infinite order on ∂(I ×A(Pj)) (so Hj induces a Hamiltonian on M(Pj) as
in the previous section). Define a map H : A(Q)→ R by
H(a) := ∑
j
∫
I
Hj
(
t, a|{t}×Σj
)
dt. (11)
The differential of H at a ∈ A(Q) is represented by a map X˜ : A(Q)→ Ω2(Y,Q(g))
in the sense that
(dH)av =
∫
Y
〈X˜(a) ∧ v〉
for all v ∈ TaA(Q). It follows that
X˜(a)|Y• = 0 and X˜(a)|{t}×Σj = dt ∧ X(α(t)),
where X = X
Hj
t is the Hamiltonian vector field on A(Pj) associated to Hj. With this
notation, equations (8) can be more concisely written as
Fa − X˜(a) = 0.
We will denote the linearization of X˜ at a and of X at α as dX˜a and dXα, respectively.
Hence dX˜a = dt ∧ dXα. One can check that the gauge invariance of H implies
dX˜a(dar) =
[
X˜(a), r
]
, dXα(dαρ) =
[
X(α), ρ
]
, (12)
for all 0-forms r and ρ on Y and Σ•, respectively.
The instanton Floer cohomology associated to Q→ Y is the homology of a chain
complex (CF•inst, ∂inst) that arises as the GΣ-equivariant Morse cohomology of CS +
H, where CS is the Chern-Simons functional. With respect to the metric gǫ on Y, the
L2-gradient of CS + H is precisely the map sending a to the 1-form ∗ǫ(Fa− X˜(a)). It
follows that CF•inst is freely generated by the setAflat(Q,H)/GΣ of gauge equivalence
classes of H-flat connections. From this perspective, we say an H-flat connection is
non-degenerate if the Hessian of CS + H is injective, when taken modulo the gauge
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action. This is equivalent to saying that the self-adjoint operator
Dǫ,a :=
(
∗Yǫ
(
da − dX˜a
)
−da
−d∗ǫa 0
)
: Ω1(Y,Q(g))⊕Ω0(Y,Q(g))
−→ Ω1(Y,Q(g))⊕Ω0(Y,Q(g))
is injective, where d∗ǫa is the adjoint taken with respect to the ǫ-dependent Hodge
star. Note that Dǫ,a makes sense even if a is not H-flat.
At this point we have two notions of non-degeneracy for H-flat connections: the
one just described, and the one on IH(L(0), L(1)) described in the previous section
(recall the bijection (9)). It turns out these are equivalent.
Proposition 2.4. An H-flat connection a ∈ Aflat(Q,H) is non-degenerate as a critical
point of CS + H if and only the associated H-Lagrangian intersection point Ψ([a]) ∈
IH(L(0), L(1)) is non-degenerate as a critical point of the symplectic action AH .
Proof. Suppose D0,a is injective and Dǫ,a(v, r) = 0 for some (v, r) ∈ Ω
1 ⊕Ω0. Apply
∗Yǫ (da − dX˜a) to the top equation in Dǫ,a(v, r) = 0 to get
0 = (da − dX˜a)
∗(da − dX˜a)v− ∗
Y
ǫ
(
[Fa, r]− dX˜adar
)
= (da − dX˜a)
∗(da − dX˜a)v,
where (da − dX˜a)∗ := ∗Yǫ (da − dX˜a)∗
Y
ǫ is the L
2-adjoint of da − dX˜a, and in the sec-
ond equality we used the H-flat condition together with (12). Taking the L2-inner
product with v then shows (da − dX˜a)v = 0, from which we gather
dav|Y• = 0, dαµ = 0, ∇tµ− dαθ− dXα(µ) = 0, (13)
where we have written v|I×Σ• = µ + θ dt, and so the second two equations are
equations on Σ•. The first two equations imply that µ descends to a section of the
harmonic bundle Hα → I with Lagrangian boundary conditions (i.e., an element
in the domain of D0,a). The third equation implies that, when taken modulo the
linearized gauge action, this section lies in the kernel of D0,a. We have assumed that
D0,a is injective, so it follows that µ = dαχ and v|Y• = dax are both exact. Here x
is a 0-form on Y• and χ is a map from I into the space of 0-forms on Σ•. Plugging
µ = dαχ back into the third equation in (13) gives
0 = dα∇tχ− dαθ − dXα(dαχ) + [βt, χ] = dα(∇tχ− θ),
where we used the H-flat condition and (12) again. Since α is irreducible, this implies
∇tχ = θ. This tells us that if we extend the definition of x to I × Σ• by x|{t}×Σ• =
χ(t), then we have v = dax, which is an equation on the full 3-manifold Y. Finally,
use the second equation in Dǫ,a(v, r) = 0 to get
‖v‖2
L2(Y),ǫ = (v, dax)ǫ = (d
∗ǫ
a v, x) = 0.
Hence v = 0 fromwhich r = 0 follows by irreducibility. This provesDǫ,a is injective.
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To prove the converse, suppose ξ lies in the kernel of D0,a. Since ξ is a harmonic
section with Lagrangian boundary conditions it can be represented by a 1-form v0
that satisfies (13). Then for any 0-form r, the quantity v0− dar continues to represent
ξ and satisfy (13). Since all H-flat connections are irreducible, we can choose r so
that v := v0 − dar lies in the kernel of d
∗ǫ
a . Then (v, 0) lies in the kernel of Dǫ,a. This
implies ξ = 0 when Dǫ,a is injective.
Nowwe address the boundary operator ∂inst. This counts GΣ-equivalence classes
of solutions A = a+ p ds to the (ds2 + gǫ,H)-instanton equation
∂sa− dap+ ∗
Y
ǫ (Fa − X˜(a)) = 0.
The linearization of this equation at A = a+ p ds is the operator
Dǫ,A := ∇s +Dǫ,a,
where Dǫ,a is as above. On R× Y• this operator takes the following form:
Dǫ,AV|R×Y• =
(
∇s + ǫ−1 ∗ da −da
−ǫ−2d∗a ∇s
)(
v
r
)
;
here all Hodge stars are on Y• and defined by the fixed metric. Similarly on R× I ×
Σ•, writing V|{(s,t)}×Σ• = µ(s, t) + ρ(s, t) ds+ θ(s, t) dt, we have
Dǫ,AV|R×I×Σ• =
 ∇s + ∗(∇t − dXα) −dα − ∗ dαǫ−2 ∗ dα ∇s −∇t
−ǫ−2d∗α ∇t ∇s
 µρ
θ
 ;
in this expression all Hodge stars are on Σ• and are defined by the fixed metric. A
natural domain for Dǫ,A is the W
1,2-completion of the set of compactly supported
ǫ-smooth 1-forms on R×Y; the associated codomain is the L2-completion. Suppose
a± ∈ Aflat(Q,H) are non-degenerate H-flat connections and A is any ǫ-smoothW
1,2-
connection on R ×Q such that
lim
s→±∞
A|{s}×Y = a
±.
Then Dǫ,A is Fredholm. When all H-flat connections are non-degenerate, we may
therefore use the index of Dǫ,A to define the relative grading on the generating set
Aflat(Q,H)/GΣ:
µinst(
[
a−
]
,
[
a+
]
) := IndDǫ,A mod 4.
Here the need for the reduction mod 4 comes from the choice in representatives
a± ∈ [a±]. The desirable cases are when Dǫ,A is onto. It is a standard fact that Dǫ,A
is onto if and only if its formal adjoint D∗ǫ,A := −∇s +Dǫ,a is injective.
It can be shown that, for a suitably chosen H, the operator Dǫ,A is onto for all
instantons A and ∂2inst = 0. We then define the instanton Floer cohomology of Q by
HF•inst(Q) := ker ∂inst/im ∂inst;
see [10], [11], and also [7] for an extension to higher rank Lie groups. As with La-
grangian Floer cohomology, the boundary operator ∂inst only counts instantons A
with Ind Dǫ,A = 1, and so the chain level relative grading descends to a relative
grading on HF•inst(Q).
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3 The index relation
Throughout this section we fix a PU(r)-bundle Q over a broken circle fibration f :
Y → S1 as in Section 2.2. We also fix a perturbation H : A(Q)→ R as in (11).
Let a± ∈ Aflat(Q,H) and assume H has been chosen so that these are non-
degenerate. Then if A ∈ A(R×Q) is any ǫ-smooth connection limiting to a± at±∞,
the index Ind (Dǫ,A) is well-defined and independent of the choice of A, ǫ. If, in ad-
dition, we assume that A represents a map R × I → M with Lagrangian boundary
conditions, then Ind (D0,A) is also well-defined. We will prove these are the same.
Theorem 3.1. (Index Relation)
Ind (D0,A) = Ind (Dǫ,A) .
We prove this in Section 3.3. It follows immediately that the gradings of both
Floer theories agree.
Corollary 3.2. Suppose H has been chosen so all H-flat connections are non-degenerate.
Then the map Ψ from (9) respects the relative Z4-gradings: For all a
± ∈ Aflat(Q,H),
µinst
([
a−
]
,
[
a+
])
= µsymp
(
Ψ
([
a−
])
,Ψ
([
a+
]))
∈ Z4.
Most of the hard work is carried out in Sections 3.1 and 3.2 where we establish
several elliptic estimates with ǫ-independent constants. We also prove that Dǫ,A is
onto whenever D0,A is onto and ǫ is sufficiently small. When this is the case, the
index of each operator is just the dimension of its kernel, so to prove Theorem 3.1 it
suffices to show the kernels have the same dimension. We prove this in Section 3.3
by constructing an isomorphism between the kernels.
3.1 Elliptic estimates on surfaces and cobordisms
This section establishes several standard estimates on surfaces and cobordisms, but
with respect to the ǫ-dependent metric. Our primary interest is in the dependence
of the constants on ǫ.
Before stating the next lemma we recall that projA is the L
2-orthogonal projection
to the harmonic space H•A.
Lemma 3.3. There is some C > 0 such that if α ∈ Aflat(P•) is any flat connection, then
‖ρ‖L2(Σ•),ǫ ≤ ǫC‖dαρ‖L2(Σ•),ǫ
‖µ‖L2(Σ•),ǫ ≤ C
(
‖projαµ‖L2(Σ•),ǫ + ǫ‖dαµ‖L2(Σ•),ǫ + ǫ‖d
∗ǫ
α µ‖L2(Σ•),ǫ
)
for all ρ ∈ Ω0(Σ•, P•(g)), µ ∈ Ω1(Σ•, P•(g)), and ǫ > 0. Similarly, if a ∈ Aflat(Q•) is
any flat connection, then
‖r‖L2(Y•),ǫ ≤ ǫC‖dar‖L2(Y•),ǫ
‖v‖L2(Y•),ǫ ≤ C
(
‖projav‖L2(Y•),ǫ + ǫ‖dav‖L2(Y•),ǫ + ǫ‖d
∗ǫ
a v‖L2(Y•),ǫ
)
for all r ∈ Ω0(Y•,Q•(g)), v ∈ Ω1(Y•,Q•(g)), and ǫ > 0.
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Proof. This follows immediately from (4) and the conformal scaling properties of the
L2-norm on surfaces and cobordisms. For example,
‖ρ‖L2(Σ•),ǫ = ǫ‖ρ‖L2(Σ•) ≤ ǫC‖dαρ‖L2(Σ•) = ǫC‖dαρ‖L2(Σ•),ǫ.
Remark 3.4. (a) If a is a small curvature connection on Y then it is possible that the
space H1a = H
1
a(Y•) of a-harmonic forms on Y• could be confused with the space
H1a (Y) of a-harmonic forms on Y. In this paper the latter space will not arise directly.
We therefore take the liberty to write H1a with the understanding that it always refers
to H1a (Y•). Similarly, proja will always refer to the projection to H
1
a(Y•).
(b) Suppose V = v + r ds is a 1-form on R × Y. Then we will sometimes write
projaV for the path of 1-forms on Y• given at s ∈ R by proja(v|{s}×Y•). We will
similarly write projαV or projαv for the strip of 1-forms on R × I × Σ• given at (s, t)
by projecting the Σ•-component of V|{(s,t)}×Σ• to the α(s, t)-harmonic space.
The following proposition will be useful for bounding surface derivatives in
terms of derivatives on the full 3-manifold Y.
Proposition 3.5. (Surface-cobordism estimates) Assume a ∈ A(Q) represents a path
(I, 0, 1) → (M, L(0), L(1)), and write a|I×Σ• = α + ψ dt. Then there are constants C
and ǫ0 > 0 so that
‖dαµ‖L2(I×Σ•),ǫ + ‖d
∗ǫ
α µ‖L2(I×Σ•),ǫ + ‖∇tµ‖L2(I×Σ•),ǫ
+ ‖dαθ‖L2(I×Σ•),ǫ + ‖∇tθ‖L2(I×Σ•),ǫ
≤ C
(
‖v‖L2(Y),ǫ + ‖dav‖L2(Y),ǫ+ ‖d
∗ǫ
a v‖L2(Y),ǫ
) (14)
for all 0 < ǫ < ǫ0 and all ǫ-smooth 1-forms v on Y with v|I×Σ• = µ+ θ dt
The conclusion continues to hold with the same constant if I × Σ• is replaced by any
neighborhood of I × Σ• in Y that does not intersect the critical fibers of f : Y → S1.
See [8] for a proof. Note that the bound (14) can be integrated over R to obtain
analogous L2-bounds for the 4-manifold R ×Y.
Lemma 3.6. Let 1 ≤ p < 4 and fix a compact set K ⊂ R × I × Σ•. Then for any δ > 0
there is a constant Cδ so that
‖µ‖Lp(K) ≤ Cδ‖µ‖L2(K)
+δ
(
‖∇sµ‖L2(K) + ‖∇tµ‖L2(K) + ‖dαµ‖L2(K) + ‖d
∗
αµ‖L2(K)
)
‖ν‖L2(∂(I×Σ•)) ≤ Cδ‖ν‖L2(I×Σ•)
+δ
(
‖∇tν‖L2(I×Σ•) + ‖dαν‖L2(I×Σ•) + ‖d
∗
αν‖L2(I×Σ•)
)
for all smooth maps µ : K → Ω1(Σ•, P•(g)) and ν : I → Ω1(Σ•, P•(g)). The constant Cδ
can be chosen to be independent of the connection.
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Proof. Both estimates can be proved as in [16, Lemma 5.1.3]; we sketch a proof of
the first estimate for convenience. By standard elliptic theory there is an a priori
estimate of the form
‖µ‖W1,2(K) ≤ C
(
‖µ‖L2(K) + ‖∇sµ‖L2(K) + ‖∇tµ‖L2(K) + ‖dαµ‖L2(K) + ‖d
∗
αµ‖L2(K)
)
for some constant C that is independent of µ. The next key point is that the em-
bedding W1,2(K) →֒ Lp(K) is compact for 1 ≤ p < 4. Suppose the first estimate
in the lemma does not hold. Then there is some δ > 0 and a sequence µn so that
‖µn‖Lp(K) = 1 and
1 ≥ n‖µn‖L2(K) + δ
(
‖∇sµn‖L2(K) + ‖∇tµn‖L2(K) + ‖dαµn‖L2(K) + ‖d
∗
αµn‖L2(K)
)
for all n. This implies ‖µn‖L2(K) → 0, and that the derivatives of µ are bounded. It
follows from the a priori estimate above that the sequence µn is bounded in W
1,2,
and so it converges to zero in Lp . This contradicts ‖µn‖Lp(K) = 1, and proves the
first estimate for some constant. That this constant can be chosen independent of
the connection can be seen as follows: First prove the lemma in the case where µ
is a real-valued 1-form, and with the de Rham operator as a connection. The case
for more general vector bundles then follows from the real-valued case by Kato’s
inequality |d|µ|| ≤ |∇µ|, which holds for any metric connection ∇.
Corollary 3.7. Let p ∈ [1,∞]. Then for any δ > 0 there is a constant Cδ with
‖projav‖Lp(Y•) ≤ Cδ‖µ‖L2(I×Σ•)+ δ
(
‖∇tµ‖L2(I×Σ•) + ‖dαµ‖L2(I×Σ•) + ‖d
∗
αµ‖L2(I×Σ•)
)
for all ǫ-smooth 1-forms v.
Proof. The map h 7→ ‖h‖L2(∂Y•) is a norm on the a-harmonic space H
1
a (Y•) since a
harmonic form vanishes if and only if it vanishes on the boundary. Since this har-
monic space is finite-dimensional, the norm ‖h‖L2(∂Y•) is equivalent to the L
p(Y•)-
norm, and so for all v ∈ Ω1(Y•,Q•(g)) we have
‖projav‖Lp(Y•) ≤ C‖projav‖L2(∂Y•).
The result now follows from Lemma 3.6.
The results of this section can be packaged neatly to give the following bounds
for forms on the full 3-manifold Y.
Corollary 3.8. Assume a ∈ A(Q) represents a path (I, 0, 1) → (M, L(0), L(1)). Then
there are constants C and ǫ0 > 0 so that
‖r‖L2(Y),ǫ ≤ ǫC‖dar‖L2(Y),ǫ
‖v‖L2(Y),ǫ ≤ C
(
‖projαv‖L2(I×Σ•),ǫ + ǫ‖dav‖L2(Y),ǫ+ ǫ‖d
∗ǫ
a v‖L2(Y),ǫ
)
,
for all 0 < ǫ < ǫ0, and for all ǫ-smooth r ∈ Ω
0(Y,Q(g)) and v ∈ Ω1(Y,Q(g)).
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3.2 Uniform elliptic estimates for Dǫ,A
We continue to use the notation established in Section 2.2. In particular, we identify
1-forms V = v+ r ds on R × Y with tuples (v, r) of (paths of) 1- and 0-forms on Y.
Set V˜ = (v˜, r˜) := Dǫ,AV. By definition, these satisfy
∇sv+ ∗ǫdav− ∗ǫdX˜av− dar = v˜ (15)
∇sr− d
∗ǫ
a v = r˜, (16)
where, as usual, we have written A = a+ p ds. It is convenient to use the following
W1,2-norm on the tangent space to A(R× Q):
‖V‖2
W1,2(R×Y),ǫ
:=
‖V‖2
L2(R×Y),ǫ
+ ‖∇sr‖2L2(R×Y),ǫ+ ‖dar‖
2
L2(R×Y),ǫ
+ ‖∇sv‖2L2(R×Y),ǫ + ‖dav‖
2
L2(R×Y),ǫ
+ ‖d∗ǫa v‖
2
L2(R×Y),ǫ
The goal of this section is to prove the following two theorems.
Theorem 3.9. Suppose A represents a strip R × I → M with Lagrangian boundary con-
ditions, and assume A converges to some H-flat connections a± at ±∞. Then there are
constants C and ǫ0 > 0 such that
‖V‖W1,2(R×Y),ǫ ≤ C
(
‖Dǫ,AV‖L2(R×Y),ǫ+ ‖projαV‖L2(R×I×Σ•),ǫ
)
, (17)
for all 0 < ǫ < ǫ0, and all ǫ-smooth 1-forms V. The same result holds with Dǫ,A replaced
by its formal adjoint D∗ǫ,A.
Theorem 3.10. Suppose A represents a strip R × I → M with Lagrangian boundary
conditions. Assume also that A limits to non-degenerate H-flat connections at ±∞ and that
D0,A is onto when restricted to sections with Lagrangian boundary conditions. Then there
is a constant C, possibly depending on A, such that
‖V‖W1,2(R×Y),ǫ ≤ C‖D
∗
ǫ,AV‖L2(R×Y),ǫ (18)
‖D∗ǫ,AV‖W1,2(R×Y),ǫ ≤ C‖Dǫ,AD
∗
ǫ,AV‖L2(R×Y),ǫ, (19)
for all 0 < ǫ < ǫ0, and all ǫ-smooth 1-forms V. In particular, Dǫ,A is onto.
Proof of Theorem 3.9. We prove the theorem for Dǫ := Dǫ,A; the result for D
∗
ǫ is simi-
lar (e.g., changing the orientation on Y changes Dǫ to −D∗ǫ ). Throughout this proof
we continue to use ‖ · ‖ǫ and (·, ·)ǫ to denote the L
2-norm and inner product on the
4-manifold R×Y defined with respect to the ǫ-dependent metric. We will also write
‖ · ‖ := ‖ · ‖1, etc. for the norms, etc. coming from the fixed metric. However, it is
convenient to divert slightly from our usual convention and use ∗ǫ to denote the
Hodge star on the 3-manifold Y. For example, if x, y : R → Ω•(Y,Q(g)) are paths of
forms on Y viewed as forms on R× Y, then (x, y)ǫ =
∫
R×Y ds ∧ 〈x(s) ∧ ∗ǫy(s)〉.
Since A converges at ±∞, there is some constant c0 that bounds each of the fol-
lowing quantities
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sup
R×I ‖∂sα− dαφ‖L2(Σ•), supR×I ‖∂tα− dαψ‖L2(Σ•),
‖∂sψ− ∂tφ− [ψ, φ] ‖L4(R×I×Σ•), supR ‖∂sa− dap‖L2(Y•),
(20)
where A|R×I×Σ• = α + φ ds + ψ dt. All constants C,C0,C1, . . . that appear below
depend only on H, c0 and the fixed metric on Y.
Set V˜ := Dǫ,AV. In light of Corollary 3.8 it suffices to show
‖∇sv‖2ǫ + ‖dav‖
2
ǫ + ‖d
∗ǫ
a v‖
2
ǫ + ‖∇sr‖
2
ǫ + ‖dar‖
2
ǫ ≤ C
(
‖V˜‖2ǫ + ‖V‖
2
ǫ
)
.
Wewill analyze the derivatives of r and v individually, though in the end one should
really be handling r and v simultaneously; see, e.g., Claim 2.
Bounds for the derivatives of r:
Apply d∗ǫa to (15):
d∗ǫa dar = −d
∗ǫ
a v˜+ d
∗ǫ
a ∇sv− ∗ǫ [Fa ∧ v]− d
∗ǫ
a
(
∗ǫdX˜av
)
= −d∗ǫa v˜+∇sd
∗ǫ
a v+ ∗ǫ [bs ∧ ∗ǫv]− ∗ǫ [Fa ∧ v]− d
∗ǫ
a
(
∗ǫdX˜av
)
= −d∗ǫa v˜−∇sr˜+∇
2
s r+ ∗ǫ [bs ∧ ∗ǫv]− ∗ǫ [Fa ∧ v]− d
∗ǫ
a
(
∗ǫdX˜av
)
where in the last line we used (16), and bs := ∂sa− dap. Now take the inner product
of both sides with r (this is an integral over R× Y) and integrate by parts:
‖∇sr‖2ǫ + ‖dar‖
2
ǫ = − (v˜, dar)ǫ + (r˜,∇sr)ǫ
+ (∗ǫbs − Fa, ∗ǫ [v, r])ǫ + (∗ǫdX˜av, dar)ǫ.
Use the inequality 2ab ≤ δ−1a2 + δb2 to bound the first two terms on the right:
‖∇sr‖2ǫ + ‖dar‖
2
ǫ ≤
1
2δ
(
‖v˜‖2ǫ + ‖r˜‖
2
ǫ
)
+
δ
2
(
‖dar‖
2
ǫ + ‖∇sr‖
2
ǫ
)
+ (∗ǫbs − Fa, ∗ǫ [v, r])ǫ + (∗ǫdX˜av, dar)ǫ.
(21)
Now we use the ‘Peter-Paul trick’: Take δ = 1. Then the derivative terms on the
right can be subtracted and absorbed on the left to give
‖∇sr‖2ǫ + ‖dar‖
2
ǫ ≤
1
δ
(
‖v˜‖2ǫ + ‖r˜‖
2
ǫ
)
+ 2 (∗ǫbs − Fa, ∗ǫ [v, r])ǫ + 2(∗ǫdX˜av, dar)ǫ.
We will be done with the bounds for r if we can control the last two terms.
Claim 1: There is some C1 > 0 such that for all ǫ, δ > 0,
|(∗ǫdX˜av, dar)ǫ| ≤ δ‖dar‖
2
ǫ + δ
−1C1‖v‖
2
ǫ.
We have |(∗ǫdX˜av, dar)ǫ| ≤
1
2δ‖ ∗ǫ dX˜av‖
2
ǫ +
δ
2‖dar‖
2
ǫ , for any δ > 0. Then from
the definition of X˜ one can see
∗ǫdX˜av = − ∗
Σ
ǫ dXαµ,
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where ∗Σǫ is the induced Hodge star on Σ• and Xα is as in the beginning of Section
2.4. By the conformal invariance of 1-forms on 2-manifolds, the operator ∗Σǫ = ∗
Σ is
independent of ǫ. For the same reason, the L2-norm is independent of ǫ and so
‖ ∗ǫ dX˜av‖
2
ǫ = ‖dXα(µ)‖
2
L2(R×I×Σ•)
≤ C‖µ‖2L2(R×I×Σ•) ≤ C‖v‖
2
ǫ;
here C is the square of the operator norm of dXα. It follows from Uhlenbeck com-
pactness that the constant C can be chosen to be independent of all connections A
satisfying the hypotheses of the theorem (dXα depends continuously on A and is
gauge equivariant). This proves Claim 1.
Claim 2: There is some C2 > 0 such that for all ǫ, δ > 0,
| (∗ǫbs − Fa, ∗ǫ [v, r])ǫ | ≤ δ‖dar‖
2
ǫ + δ
−1C2
(
‖v‖2
L2,ǫ
+ ǫ‖dav‖2L2,ǫ + ǫ‖d
∗
av‖
2
L2,ǫ
)
.
Write
(∗ǫbs − Fa, ∗ǫ [v, r])ǫ = (∗ǫbs − Fa, ∗ǫ [v, r])L2(R×Y•),ǫ
+ (∗ǫbs − Fa, ∗ǫ [v, r])L2(R×I×Σ•),ǫ .
(22)
The idea for bounding the terms on the right is to first convert to the fixed metric,
use standard elliptic estimates there to obtain ǫ-independent constants, and then
convert back to the ǫ-dependent metric. To carry this out for the first term on the
right of (22), recall that Fa = 0 on Y• and ∗ǫ = ǫ∗ on 1-forms, so
| (∗ǫbs − Fa, ∗ǫ [v, r])L2(R×Y•),ǫ | = ǫ
∣∣∣∣∫
R×Y•
〈∗bs ∧ [v, r]〉
∣∣∣∣
≤ 2ǫc0‖ [v, r] ‖L1(R,L2(Y•))
≤ 2ǫc0
(
δ−1‖v‖2
L2(R,L4(Y•))
+ δ‖r‖2
L2(R,L4(Y•))
)
;
in the first equality we used (20) together with a combination of Ho¨lder’s inequal-
ity ‖ f g‖L1 ≤ ‖ f‖L∞‖g‖L1 in the R-variable with Ho¨lder’s inequality ‖ f g‖L1 ≤
‖ f‖L2‖g‖L2 in the Y•-variables. Now use the Sobolev embedding W
1,2 →֒ L4 for
Y•, and the irreducibility of a to bound this by
ǫC
(
δ−1
(
‖v‖2
L2(R×Y•)
+ ‖dav‖
2
L2(R×Y•)
+ ‖d∗av‖
2
L2(R×Y)
)
+ δ‖dar‖
2
L2(R×Y•)
)
.
Converting back to the ǫ-dependent norms gives
Cδ−1
(
‖v‖2
L2(R×Y•),ǫ
+ ǫ‖dav‖
2
L2(R×Y•),ǫ
+ ǫ‖d∗ǫa v‖
2
L2(R×Y),ǫ
)
+ δC‖dar‖
2
L2(R×Y•),ǫ
,
as desired.
The bound for the second term on the right of (22) is similar, except one also
needs to use Proposition 3.5 (see the analysis in Claim 3 below for a similar compu-
tation). This completes the proof of Claim 2.
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This also completes our analysis of (21), and hence for the derivatives of r. The
point is that by picking δ small, and then ǫ small we can bound the derivatives of r
(the left-hand side of (21)) by ‖V˜‖2ǫ + ‖V‖
2
ǫ plus a small constant times the deriva-
tives of r and v (coming from Claims 1 and 2). Once we have our bounds for the
derivatives of v, this small contribution from the derivatives can then be absorbed
using the Peter-Paul trick.
Bounds for the derivatives of v:
Apply da to (16):
dad
∗ǫ
a v = −da r˜+ da∇sr
= −da r˜+∇sdar− [bs, r]
= −da r˜−∇sv˜+∇2sv+ ∗ǫ∇sdav− ∗ǫ∇s(dX˜av)− [bs, r] ,
where we have used (15) in the third equality. Similarly, apply ∗ǫda = d
∗ǫ
a ∗ǫ to (15):
d∗ǫa dav = d
∗ǫ
a ∗ǫ v˜− ∗ǫda∇sv+ ∗ǫ [Fa, r] + d
∗ǫ
a (dX˜av)
= d∗ǫa ∗ǫ v˜− ∗ǫ∇sdav+ ∗ǫ [bs ∧ v] + [∗ǫFa, r] + d
∗ǫ
a (dX˜av).
Add these together (the ∗ǫ∇sdav terms cancel):
−∇2s v+ d
∗ǫ
a dav+ dad
∗ǫ
a v = −∇s v˜+ d
∗ǫ
a ∗ǫ v˜− dar˜+ [∗ǫFa − bs, r] + ∗ǫ [bs ∧ v]
− ∗ǫ∇s(dX˜av) + d
∗ǫ
a (dX˜av).
Now apply (v, ·)ǫ and integrate by parts to get
‖∇sv‖2ǫ + ‖dav‖
2
ǫ + ‖d
∗ǫ
a v‖
2
ǫ = (v˜,∇sv)ǫ + (v˜, ∗ǫdav)ǫ −
(
r˜, d∗ǫa v
)
ǫ
+ ([∗ǫFa − bs, r] , v)ǫ + (∗ǫ [bs ∧ v] , v)ǫ
+(∗ǫdX˜av,∇sv)ǫ + (dX˜av, dav)ǫ
≤ 2‖V˜‖2ǫ +
1
2
(
‖∇sv‖
2
ǫ + ‖dav‖
2
ǫ + ‖d
∗ǫ
a v‖
2
ǫ
)
+ ([∗ǫFa − bs, r] , v)ǫ + (∗ǫ [bs ∧ v] , v)ǫ
+(∗ǫdX˜av,∇sv)ǫ + (dX˜av, dav)ǫ.
Moving the derivative terms to the other side gives
‖∇sv‖2ǫ + ‖dav‖
2
ǫ + ‖hd
∗ǫ
a v‖
2
ǫ ≤ 4‖V˜‖
2
ǫ
+2 ([∗ǫFa − bs, r] , v)ǫ + 2 (∗ǫ [bs ∧ v] , v)ǫ
+2(∗ǫdX˜av,∇sv)ǫ + 2(dX˜av, dav)ǫ.
It remains to bound the last four terms. The analysis from Claims 1 and 2 above
applies to each of these except the second. This second term is addressed by the
next claim, from which the conclusion of the theorem follows.
Claim 3: For any δ > 0 there are constants ǫ0 > 0, C3 > 0 such that for all 0 < ǫ ≤ ǫ0
|(∗ǫ [bs ∧ v] , v)ǫ| ≤ δ
(
‖∇sv‖2ǫ + ‖dav‖
2
ǫ + ‖d
∗ǫ
a v‖
2
ǫ
)
+ C3‖v‖
2
ǫ
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We have
(∗ǫ [bs ∧ v] , v)ǫ =
∫
R×I×Σ•
ds ∧ 〈[bs ∧ v] ∧ v〉+
∫
R×Y•
ds ∧ 〈[bs ∧ v]∧ v〉. (23)
First estimate the integral over R× I × Σ•. Write v = µ+ θ dt and bs = βs + γ dt, so∫
R×I×Σ•
ds ∧ 〈[bs ∧ v] ∧ v〉 = 2
∫
R×I×Σ•
ds ∧ dt ∧ 〈[βs ∧ µ] , θ〉
+
∫
R×I×Σ•
ds ∧ dt ∧ 〈[γ, µ] ∧ µ〉.
(24)
Use (20) and combined Ho¨lder inequalities to get∣∣∣∣∫
R×I×Σ•
ds ∧ dt ∧ 〈[βs ∧ µ] , θ〉
∣∣∣∣
≤
c0
2
(
δ−1‖µ‖2
L2(R×I,L4(Σ•))
+ δ‖θ‖2
L2(R×I,L4(Σ•))
)
≤ c0Cδ
−1
(
‖µ‖2
L2(R×I×Σ•)
+ ‖dαµ‖2L2(R×I×Σ•)
+ ‖d∗αµ‖
2
L2(R×I×Σ•)
)
+ δc0C‖dαθ‖
2
L2(R×I×Σ•)
= c0Cδ
−1
(
‖µ‖2
L2(R×I×Σ•),ǫ
+ ǫ2‖dαµ‖2L2(R×I×Σ•),ǫ
+ ǫ2‖d∗ǫα µ‖
2
L2(R×I×Σ•),ǫ
)
+ δc0C‖dαθ‖
2
L2(R×I×Σ•),ǫ
≤ c0C
′δ−1‖v‖2ǫ + c0C
′(δ+ ǫ2δ−1)
(
‖dav‖2ǫ + ‖d
∗ǫ
a v‖
2
ǫ
)
.
In the third line we used the Sobolev embedding W1,2 →֒ L4 on Σ•, then we con-
verted to the ǫ-dependent metric in the fourth line, and used Proposition 3.5 in the
last line. This is the desired estimate for the first term on the right in (24).
For the second term in (24), write∫
R×I×Σ•
ds ∧ dt ∧ 〈[γ, µ] ∧ µ〉 = ∑
n∈Z
∫
[n,n+1]×I×Σ•
ds ∧ dt ∧ 〈[γ, µ] ∧ µ〉.
Setting Sn := [n, n+ 1]× I × Σ•, we have∣∣∣∣∫
Sn
ds ∧ dt ∧ 〈[γ, µ] ∧ µ〉
∣∣∣∣ ≤ c0‖µ‖2L8/3(Sn),
where we used ‖ f g‖L1 ≤ ‖ f‖L4‖g‖L4/3 on Sn together with (20). Then by Lemma
3.6, for any δ > 0 there is some C so that this is bounded by
c0C‖µ‖
2
L2(Sn)
+ c0δ
(
‖∇sµ‖
2
L2(Sn)
+ ‖∇tµ‖
2
L2(Sn)
+ ‖dαµ‖
2
L2(Sn)
+ ‖d∗αµ‖
2
L2(Sn)
)
.
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Clearly C is independent of n due to translation invariance. Converting to the ǫ-
dependent norms and summing over n gives∣∣∣∣∫
R×I×Σ•
ds ∧ dt ∧ 〈[γ, µ] ∧ µ〉
∣∣∣∣
≤ c0C‖µ‖
2
L2(R×I×Σ•),ǫ
+ c0δ
(
‖∇sµ‖2L2(R×I×Σ•),ǫ
+ ‖∇tµ‖2L2(R×I×Σ•),ǫ
+ ǫ2‖dαµ‖2L2(R×I×Σ•),ǫ
+ ǫ2‖d∗ǫα µ‖
2
L2(R×I×Σ•),ǫ
)
.
Now use Proposition 3.5 again to bound these surface derivatives in terms of deriva-
tives on Y, thereby obtaining an estimate in the sense of Claim 3.
It remains to bound the integral in (23) over the set S := R × Y•. Write v|Y• =
projav+ w, where w is L
2-orthogonal to the kernel of da ⊕ d
∗ǫ
a . Then∫
S
ds ∧ 〈[bs ∧ v] ∧ v〉 = 2
∫
S
ds ∧ 〈[bs ∧ w] ∧ projav〉+
∫
S
ds ∧ 〈[bs ∧ w] ∧ w〉
+
∫
S
ds ∧
〈
[bs ∧ projav] ∧ projav
〉
.
(25)
We begin by bounding the last term on the right. By (20) we have∫
S
ds ∧
〈
[bs ∧ projav] ∧ projav
〉
≤ c0‖projav‖
2
L2(R,L4(Y•))
,
which is bounded by Corollary 3.7 together with Proposition 3.5.
To bound the first term in (25), write∫
S
ds ∧ 〈[bs ∧ w] ∧ projav〉 ≤ ǫδ
−1c20‖projav‖
2
L2(R,L4(Y•))
+ δǫ−1‖w‖2
L2(R,L4(Y•))
.
The term projav can be controlled as above. For the w term, use Lemma 3.3 and the
fact that w has no a|Y•-harmonic component:
‖w‖2
L2(R,L4(Y•))
≤ C
(
‖dav‖2 + ‖d∗av‖
2
)
= ǫC
(
‖dav‖2ǫ + ‖d
∗ǫ
a v‖
2
ǫ
)
.
The bound for the second term in (25) is similar. This proves Claim 3 as well as the
theorem.
Proof of Theorem 3.10. Set D0 := D0,A and Dǫ := Dǫ,A, and write ‖ · ‖ǫ and (·, ·)ǫ for
the L2-norm and inner product on R ×Y.
First we show how (19) follows from (18). By Theorem 3.9 applied to D∗ǫV, it
suffices to bound ‖projαD
∗
ǫV‖L2(R×I×Σ•),ǫ ≤ ‖D
∗
ǫV‖ǫ in terms of ‖DǫD
∗
ǫV‖ǫ. To
obtain such a bound note that for any δ > 0 we have
‖D∗ǫV‖
2
ǫ = (DǫD
∗
ǫV,V)ǫ ≤
1
2δ
‖DǫD
∗
ǫV‖
2
ǫ +
δ
2
‖V‖2ǫ .
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By (18) we can continue this to get
‖D∗ǫV‖
2
ǫ ≤
1
2δ
‖DǫD
∗
ǫV‖
2
ǫ +
C2δ
2
‖D∗ǫV‖
2
ǫ .
Then (19) follows from the Peter-Paul trick by taking δ small.
The proof of (18) will rely on the following claims. To state them, let
π : Γ (α∗TM → R × I) −→ Γ
(
α∗TL⊥(0) ∪ α
∗TL⊥(j) → R × ∂I
)
be themap defined by first restricting to the boundary, and then taking the projection
to the orthogonal complement of Lagrangians; here Γ(E → X) denotes the space of
smooth sections of a vector bundle E → X. Then the operator D∗0 ⊕ π is Fred-
holm in suitable Sobolev completions, and its kernel consists of the linearized anti-
holomorphic sections with Lagrangian boundary conditions. The following claim
expresses a basic Fredholm estimate.
Claim 1: There are constants C and S > 0 so that the following bound holds for all smooth
sections η of α∗TM
‖η‖W1,2(R×I) ≤ C
(
‖D∗0η‖L2(R×I) + ‖πη‖W1/2,2(R×∂I) + ‖η‖L2([−S,S]×I)
)
.
This is a modification of a result in Wehrheim-Woodward [25, Lemma 3.2.2]; we
sketch the proof for convenience. The first step is to construct an operator D with
the following two properties: (1) There is a bound
‖η‖W1,2(R×I) ≤ C0‖Dη‖L2(R×I)
for all sections η : R × I → α∗TM with Lagrangian boundary conditions η(·, j) ∈
α∗TL(j). (2) The operator D approximatesD0 near ±∞ in the sense that
lim
S→∞
‖D−D∗0‖op,S = 0
where ‖ · ‖op,S is the operator norm for bounded operators
W1,2({s | |s| ≥ S} × I) −→ L2({s | |s| ≥ S} × I).
Such an operator can be constructed easily from ∂s − Dx± , where x
± are the La-
grangian intersection points associated with A, and Dx is as in Section 2.3; see [25,
p.27] (non-degeneracy of the x± is used here to obtain the first property for D). Once
D has been constructed, choose S large enough so that
‖D−D∗0‖op,S ≤ 1/(2C0). (26)
Next, fix a smooth section η of α∗TM; we do not require anything about its
boundary conditions. To use the operator D, find a second section η′ that extends
πη:
η′|R×∂I = πη, and ‖η
′‖W1,2(R×I) ≤ C1‖πη‖W1/2,2(R×∂I). (27)
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Let h : R → [0, 1] be a bump function that vanishes for |s| ≤ S− 1 and is identically
1 for |s| ≥ S. Then we have
‖hη‖W1,2 ≤ ‖h(η − η
′)‖W1,2 + ‖η
′‖W1,2 ,
where all unspecified norms are on R × I. The section h(η − η′) has Lagrangian
boundary conditions, so we can continue the above chain of inequalities as follows:
≤ C0‖D(h(η− η
′))‖L2 + ‖η
′‖W1,2
≤ C0‖(D−D
∗
0)(h(η− η
′))‖L2 + C0‖D
∗
0 (h(η− η
′))‖L2 + ‖η
′‖W1,2
≤ 12‖h(η − η
′))‖W1,2 + C0‖D
∗
0 (h(η− η
′))‖L2 + ‖η
′‖W1,2
where we have used (26) in the last line. This implies
‖hη‖W1,2 ≤ 2C0‖D
∗
0 (h(η− η
′))‖L2 + 2‖η
′‖W1,2 .
Hence
‖hη‖W1,2 ≤ C2
(
‖D∗0η‖L2 + ‖η‖L2(supp(∂sh)×I) + ‖η
′‖W1,2
)
.
Then Claim 1 follows by the second estimate in (27) and the construction of h.
Claim 2: Let S > 0 be as in Claim 1. Then the statement of Theorem 3.9 holds with (17)
replaced by
‖V‖W1,2(R×Y),ǫ ≤ C
(
‖D∗ǫV‖L2(R×Y),ǫ + ‖πη‖W1/2,2(R×∂I) + ‖η‖L2([−S,S]×I)
)
.
where η := projαV.
By Theorem 3.9 and Claim 1, it suffices to estimate the L2-norm of D∗0η in terms
of the L2-norm of D∗ǫV. Letting µ denote the Σ•-component of V, we can use the
Hodge theorem to write µ = η + dα0ζ + ∗dα0ξ. Then there is an identity
projαD
∗
ǫV −D
∗
0η = projαω
where we have set
ω := [βs − ∗βt, ζ] + [∗βs + βt, ξ] + ∗dXα(∗dαξ).
Note that ω can be bounded as follows:
‖ω‖L2(R×I×Σ•) ≤ C1
(
‖dαζ‖L2(R×I×Σ•) + ‖dαξ‖L2(R×I×Σ•)
)
≤ 2C1‖µ− projα0µ‖L2(R×I×Σ•),ǫ
≤ ǫC2
(
‖dαµ‖L2(R×I×Σ•),ǫ + ‖d
∗ǫ
α µ‖L2(R×I×Σ•),ǫ
)
≤ ǫC3‖V‖W1,2(R×Y),ǫ,
where we used Lemma 3.3 in the penultimate line. Combining this with (17) and
Claim 1 gives
‖V‖W1,2(R×Y),ǫ ≤ C
(
‖D∗ǫV‖L2(R×Y),ǫ+ ‖πη‖W1/2,2(R×∂I) + ‖η‖L2([−S,S]×I)
)
+ ǫCC3‖V‖W1,2(R×Y),ǫ.
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By choosing ǫ so ǫCC3 < 1/2, the last term can be absorbed into the left-hand side
so this proves Claim 2.
Now we are at a stage where we can prove (18). If (18) does not hold, then we
can find a sequence ǫn decreasing to zero, and a sequence Vn of ǫn-smooth 1-forms
on R ×Y such that
‖D∗ǫnVn‖L2(R×Y),ǫn → 0, and ‖Vn‖W1,2(R×Y),ǫn = 1.
The second estimate implies that the sequence ηn := projαVn of sections of α
∗TM is
bounded uniformly inW1,2(R × I). In particular, a subsequence of {ηn} converges
weakly in W1,2 and strongly in L2 on compact subsets of R × I to some limiting
section η∞ : R × I → α∗TM.
On the other hand, it follows from Claim 1 that ‖Πηn‖L2(R×I) must be bounded
away from zero. Since the projection Π is a compact operator, after passing to a
further subsequence, we have
0 < lim
n→∞
‖Πηn‖L2(R×I) = ‖Πη∞‖L2(R×I),
which implies that η∞ is non-zero. Recall that we have assumedD∗0 has trivial kernel
when restricted to sections with Lagrangian boundary conditions. Then we will
have the desired contradiction if we can prove the following:
Claim 3: η∞ lies in the kernel of D∗0 ;
Claim 4: η∞ has Lagrangian boundary conditions.
To prove Claim 3 let µn = ηn + dα0ζn + ∗dα0ξn be the Σ•-component of Vn on
R× I × Σ•. This gives
D∗0ηn = D
∗
0projαµn = projαD
∗
ǫnVn − projαωn,
whereωn is defined similarly to ω in the proof of Claim 1. Just as above, the L
2-norm
of ωn is bounded by ǫnC‖Vn‖W1,2(R×Y),ǫn , so we have
‖D∗0ηn‖L2(R×I) ≤ ‖D
∗
ǫnVn‖L2(R×Y),ǫn + ǫnC‖Vn‖W1,2(R×Y),ǫn −→ 0. (28)
To prove Claim 3 it suffices to show that the L2 section D∗0η∞ vanishes on each com-
pact set K in the interior R × (0, 1). Fix a bump function h equal to 1 on K and with
compact support in R × (0, 1). The section v := hD∗0η∞/‖hD
∗
0η∞‖L2(R×I) vanishes
at the boundary, so we can integrate by parts
‖D∗0η∞‖L2(K) ≤ ‖hD
∗
0η∞‖L2(R×I) = (hD
∗
0η∞, v) = (η∞,D0(hv)) .
This last term is exactly the duality pairing of D0(hv) ∈ W
−1,2 with η∞ ∈ W1,2.
Using the weakW1,2-convergence of the ηn to η∞, this gives
‖D∗0η∞‖L2(K) ≤ (η∞,D0(hv)) = limn→∞ (ηn,D0(hv))
= limn→∞ (D∗0ηn, hv) ≤ limn→∞ ‖D
∗
0ηn‖L2(R×I)‖hv‖L2(R×I).
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This limit is zero by (28), so we have proved Claim 3.
Moving on to Claim 4, write vn for the Y-component of Vn. The idea for the La-
grangian boundary conditions is that for any s ∈ R the form projavn(s)|∂Y• (which
lies in the Lagrangian subbundle by definition) can be made arbitrarily close to
(η∞(s, 0), η∞(s, 1)). Then since the Lagrangian subbundle is closed, we must have
that (η∞(s, 0), η∞(s, 1)) lies in the Lagrangian subbundle as well. Strictly speak-
ing, it may not be clear what this means since η∞ is only W
1,2 and so its point-
wise evaluation may not make sense. However, this sketch can be made precise
as follows: First note that restriction to the boundary extends to a compact map
W1,2(K× I, L2(Σ•)) → L2(∂(K× I × Σ•)) for compact K ⊂ R. By the uniformW1,2
bound on the ηn, this implies
‖ηn − η∞‖L2(K×∂(I×Σ•)) −→ 0, (29)
for compact K ⊂ R, after possibly passing to a further subsequence. Note that since
Vn is continuous, µn and vn agree on the boundary ∂(I × Σ•) = ∂Y•, however the
projections ηn = projαµn and projavn likely will not agree since the Vn may not have
Lagrangian boundary conditions. Suppose we can prove∥∥∥ηn|{s}×∂(I×Σ•) − {projavn}∣∣{s}×∂Y•∥∥∥L2(∂(I×Σ•)) −→ 0 (30)
for almost every s ∈ R (note that this restriction makes sense because the forms µn
and vn are continuous). It would then follow from the triangle inequality applied to
(29) and (30) that η∞ has Lagrangian boundary conditions almost everywhere, since
the paths of Lagrangian vectors s 7→ {proja0(s)vn(s)}|∂(Y•) are converging in L
2 to
the path s 7→ η∞(0, ·)|∂, and the Lagrangian tangent bundle is closed. By Lemmas
B.4.6 and B.4.9 in [17], elliptic regularity holds for holomorphic curves with almost
everywhere Lagrangian boundary conditions and so η∞ has Lagrangian boundary
conditions in the strong sense, as desired.
To prove Claim 4 it therefore suffices to verify (30). Write vn|Y• = proja0vn +
da0x+ ∗da0y, where here the Hodge star is on Y•. Then
ηn|{s}×∂(I×Σ•) −
{
projavn
}∣∣
{s}×∂Y•
= projα
(
∗day|{s}×∂Y•
)
.
These are vectors in the finite-dimensional α-harmonic space, so any two norms are
equivalent. In particular, there is some C0 > 0 such that
‖µ‖L2(∂(I×Σ•)) ≤ C0 infx˜
‖x˜‖W1,2(Y•),
for all µ in the α-harmonic space over ∂(I × Σ•), and where the infimum is taken
over all smooth forms x˜ on Y• that restrict to µ on the boundary. Apply this with
µ = projα
(
∗day|{s}×∂Y•
)
, x˜ = vn − projavn|{s}×Y•
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to get that the left-hand side of (30) is bounded by
‖day‖W1,2(Y•) ≤ C0‖vn − projavn‖W1,2(Y•)
= C0
(
‖davn‖L2(Y•) + ‖d
∗
avn‖L2(Y•)
)
= ǫ1/2n C0
(
‖davn‖L2(Y•),ǫn + ‖d
∗ǫn
a vn‖L2(Y•),ǫn
)
,
where we used Lemma 3.3 in the last line and the computation should be carried
out at a fixed time s ∈ R. Now integrate this over your favorite compact set K ⊂ R.
Using Theorem 3.9 to estimate the derivatives we obtain
‖ηn − projavn‖L2(K×∂(I×Σ•)) ≤ ǫ
1/2
n C1
(
‖D∗ǫVn‖L2(R×Y),ǫn + ‖vn‖L2(R×Y),ǫn
)
≤ ǫ1/2n C1
(
‖D∗ǫVn‖L2(R×Y),ǫn + ‖Vn‖W1,2(R×Y),ǫn
)
.
By the assumptions on Vn, the right-hand side is going to zero. It follows that (30)
holds for almost every s ∈ R. This finishes the proof of Claim 4.
3.3 Proof of the index relation
Here we prove Theorem 3.1. Let H be a perturbation as in (11) and let A be a con-
nection on R × Q that represents a strip R × I → M with Lagrangian boundary
conditions. Assume that A limits to non-degenerate H-flat connections at infinity.
Set Dǫ := Dǫ,A and D0 := D0,A. We also assume that H, A have been chosen so
that D0 is onto when restricted to sections with Lagrangian boundary condition. It
follows from (18) that Dǫ is onto as well, provided ǫ is sufficiently small.
Write ‖ · ‖ǫ := ‖ · ‖L2(R×Y),ǫ, and recall the norm ‖ · ‖W1,2,ǫ := ‖ · ‖W1,2(R×Y),ǫ
defined above Theorem 3.9. We denote by Lǫ (resp. Wǫ) the completion of the space
of compactly supported ǫ-smooth Q(g)-valued 1-forms on R × Y with respect to
‖ · ‖ǫ (resp. ‖ · ‖W1,2,ǫ). Then Dǫ extends to a map of the form Dǫ : Wǫ −→ Lǫ. By
(19), it follows that Dǫ restricts to a Banach space isomorphism of the form
Dǫ| : imD
∗
ǫ
∼=
−→ Lǫ,
and we denote by Qǫ := (Dǫ|)
−1 the inverse of this restriction; Qǫ is therefore a
right inverse for Dǫ. Then (19) implies that there is some constant C0 > 0 with
‖QǫV‖W1,2,ǫ ≤ C0‖V‖ǫ (31)
for all 0 < ǫ < ǫ0 and all V ∈ Lǫ. It follows that the linear map
Wǫ −→Wǫ, V 7−→ (I −QǫDǫ)V, (32)
is bounded and has image kerDǫ. Identify kerD0 with its image in Wǫ under the
embedding (10). Then restricting (32) gives a map
Fǫ : kerD0 −→ kerDǫ,
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and we emphasize that here and below kerD0 consists of sections with Lagrangian
boundary conditions. Our goal is to show Fǫ is an isomorphism.
As a preliminary step, in Lemma 3.11 below we make precise the statement that
elements of kerD0 are close to elements of kerDǫ when ǫ is small. To state the
lemma, note that in terms of the embedding (10) the naturalW1,2-norm on sections
Vη of Hα → R × I takes the form
‖Vη‖2W1,2,0 := ‖projαη‖
2
L2(R×I×Σ•)
+‖projα∇sη‖
2
L2(R×I×Σ•)
+ ‖projα∇tη‖
2
L2(R×I×Σ•)
.
This definition of ‖Vη‖W1,2,0 makes sense withVη replaced by any 1-formV on R×Y
(with η(s, t) := V|{(s,t)}×Σ•); however ‖ · ‖W1,2,0 is no longer a norm on this larger
space of all sections (e.g., there is no control over V|R×Y• ). Note that there is an
obvious bound of the form
‖V‖W1,2,0 ≤ ‖V‖W1,2 ,ǫ
that holds for all ǫ-smooth 1-forms V.
Lemma 3.11. There is a constant C1 > 0 such that
‖DǫVη‖ǫ ≤ ǫ
1/2C1‖Vη‖W1,2,0
for all 0 < ǫ ≤ 1 and all Vη ∈ kerD0 with Lagrangian boundary conditions.
Proof. WriteVη = v+ r ds and v|R×I×Σ• = η+ ρ ds+ θ dt. The Lagrangian boundary
conditions and D0Vη = 0 imply
DǫVη |R×Y• =
(
∇sv− dar
−∇sr
)
, DǫVη |R×I×Σ• =
 0∇sρ−∇tθ
∇tρ+∇sθ
 ;
this uses the coordinate description of Dǫ and the detailed construction of the em-
bedding (10). Taking the ǫ-dependent L2-norm and then converting to the standard
L2-norm gives
‖DǫVη‖2ǫ = ‖∇sv− dar‖
2
L2(R×Y•),ǫ
+ ‖∇sr‖2L2(R×Y•),ǫ
+‖∇sρ−∇tθ‖2L2(R×I×Σ•),ǫ
+ ‖∇tρ+∇sθ‖2L2(R×I×Σ•),ǫ
≤ ǫ
{
‖∇sv− dar‖2L2(R×Y•)
+ ‖∇sr‖2L2(R×Y•)
+ ‖∇sρ−∇tθ‖2L2(R×I×Σ•)
+ ‖∇tρ+∇sθ‖2L2(R×I×Σ•)
}
≤ ǫ
(
‖dAVη‖
2
L2(R×Y)
+ ‖d∗AVη‖
2
L2(R×Y)
)
,
where the first inequality holds because ǫ2 ≤ ǫ ≤ 1 and the last follows by writing
dA and d
∗
A in components. Since the space kerD0 is finite-dimensional, any two
norms are equivalent. In particular, there is some constant C1 > 0 such that
‖dAVη‖L2(R×Y) + ‖d
∗
AVη‖L2(R×Y) ≤ C1‖Vη‖W1,2,0 ∀ Vη ∈ kerD0.
(Strictly speaking, the object on the left may only be a semi-norm, but this does not
affect the argument.)
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Now we prove that Fǫ is injective. Suppose Fǫ(Vη) = 0 for some Vη ∈ kerD0.
Then Vη = QǫDǫVη and so
‖Vη‖W1,2,0 ≤ ‖Vη‖W1,2,ǫ = ‖QǫDǫVη‖W1,2,ǫ ≤ C0‖DǫVη‖ǫ ≤ ǫ
1/2C0C1‖Vη‖W1,2,0;
the last two inequalities follow by (31) and Lemma 3.11, respectively. Since ‖ · ‖W1,2,0
is a (non-degenerate) norm on kerD0, this implies V0 = 0 when ǫ is small.
For surjectivity, suppose Fǫ is not onto regardless of how small we take ǫ. Then
for each n one can find a positive number ǫn, and a section Vn ∈Wǫn such that
ǫn → 0, DǫnVn = 0, ‖Vn‖W1,2,ǫn = 1,
and Vn is orthogonal to the image of Fǫn , where we are using theW
1,2
ǫn -inner product
to measure orthogonality. Then by the same type of compactness argument that
appeared in the proof of Theorem 3.10, it follows that there is a subsequence of the
Vn (still denoted Vn), and a limiting section V∞ ∈ kerD0 such that
‖Vn −V∞‖W1,2,ǫn −→ 0.
Then since Vn is orthogonal to the image of Fǫn , we have
1 = ‖Vn‖W1,2,ǫn ≤ ‖Vn −FǫnV∞‖W1,2,ǫn
≤ ‖Vn −V∞‖W1,2,ǫn + ‖QǫnDǫnV∞‖W1,2,ǫn
≤ ‖Vn −V∞‖W1,2,ǫn + C0‖DǫnV∞‖L2,ǫn
≤ ‖Vn −V∞‖W1,2,ǫn + ǫ
1/2
n C0C1‖V∞‖W1,2,ǫn .
The last two lines follow by (31) and Lemma 3.11, respectively. The right-hand side
is going to zero, so this contradiction finishes the proof.
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