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Abstract: 
 The liquid/vapor interface of the aqueous solutions of HCN of different concentrations 
has been investigated using molecular dynamics simulation and intrinsic surface analysis. 
Although HCN is fully miscible with water, strong interfacial adsorption of HCN is observed 
at the surface of its aqueous solutions, and, at the liquid surface, the HCN molecules tend to 
be located even at the outer edge of the surface layer. It turns out that in dilute systems the 
HCN concentration can be about an order of magnitude larger in the surface layer than in the 
bulk liquid phase. Furthermore, HCN molecules show a strong lateral self-association 
behavior at the liquid surface, forming thus floating HCN patches at the surface of their 
aqueous solutions. Moreover, HCN molecules are staying, on average, an order of magnitude 
longer at the liquid surface than water molecules, and this behavior is more pronounced at 
smaller HCN concentrations. Due to this enhanced dynamic stability, the floating HCN 
patches can provide excellent spots for polymerization of HCN, which can be the key step in 
the prebiotic synthesis of partially water soluble adenine. All these findings make the 
hypothesis of ‘HCN World’ more plausible. 
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1. Introduction 
 
 Atmospheric hydrogen cyanide (HCN), a simple endothermic species, is produced 
primarily in biomass burning as a result of pyrolysis of N-containing compounds. Although 
the high natural variability in HCN emissions even within a single or similar fire types, it is 
often used as a tracer of pollution originating from wildfires[!1-3] in order to deconvolute 
mixtures of urban and biomass burning emissions.[!4] Besides biomass burning, atmospheric 
HCN has also been formed in lightning perturbed air in the troposphere of the modern 
Earth,[!5,6] making lightning an additional source of HCN.[!7] Considering the budget of 
atmospheric HCN, its direct photolysis is apparently negligible; the estimated photochemical 
lifetime of HCN is around 10 years or even more in the stratosphere below 30 km, and around 
5 years in the upper troposphere.[!8] However, global satellite observations of HCN in the 
upper troposphere[!9] reveal the clear signature of air depleted in HCN over the tropical 
oceans.[!10] Therefore, the uptake into the ocean via wet deposition is currently known to be 
the dominant sink with an inferred global HCN biomass burning source of 1.4–2.9 Tg(N)/year 
and an oceanic saturation ratio of 0.83.[!11] Due to this oceanic loss, lifetime of HCN reduces 
to 2-5 months,[!2,3,11] and it is thought to be an important source of nitrogen in remote 
oceanic environments.[!11] Alternative stratospheric loss of HCN, in which reactions with 
OH and O(1D) are dominated, can be assumed to be less pronounced.[!8,12] 
 The aforementioned formation of HCN by lightning does not only occur in the modern 
atmosphere, but happened also in the atmosphere of prebiotic Earth. The pioneering 
experiment by Miller and Urey,[!13] in which amino acids are readily formed from methane, 
ammonia and water subjected to electric discharges, has naturally strengthened the 
widespread assumption that the original formation of primitive proteins occurred through the 
polycondensation of these monomers, although the amino acids are actually secondary 
products arising from polypeptides formed by way of polymerization of HCN.[!14,15] Such 
formation of HCN is not unique feature of the Miller-Urey setup, it can be occurred by 
electric discharges from many diverse mixtures of gases, including, CO-N2-H2, and CO2-N2-
H2O.[!16,17] Therefore, HCN is considered to have been an important source of biological 
molecules on the primitive Earth.[!18-22] After the uptake of HCN in water, two chemical 
processes are assumed to occur: the polymerization (probably to biomolecules) and the 
hydrolysis of HCN to NH2CHO. Generally speaking, the hydrolysis predominates in dilute 
solutions, while polymerization takes over at higher concentrations.[!23] Oligomerization of 
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HCN is of particular interest because adenine is an essential nucleobase and formally it is the 
pentamer of HCN.[!16,24,25] Several amino acids and peptides can also be synthesized 
through the oligomerization of HCN followed by hydrolysis, which supports the hypothesis of 
the so-called ‘HCN world’.[!15,26] Nevertheless, adenine can be detected only in 
concentrated (1-11 M) aqueous solutions of HCN.[!27,28] Thus, the main criticism 
concerning the ‘HCN world’ hypothesis is that the bulk concentration of HCN in the primitive 
ocean was estimated to be far too low for polymerization, and hence hydrolysis to NH2CHO 
could have been favored instead.[!29,30] Based solely on this evidence, it is less plausible that 
prebiotic formation of the biomolecular building blocks via the oligomerization could happen 
in the bulk phase due to the issue with HCN concentration. Air/ice[!31] and air/water 
interfaces can, however, be alternative locations for possible enrichment of HCN where 
oligomerization could have taken place. Due to the fact that HCN is a highly water soluble 
weak acid, only its bulk phase properties are usually considered. It was shown recently that 
molecular HCl, which possesses strong acidity, have a very strong propensity for the air-water 
interface.[!32] The question can thus be arisen that HCN has also significant enrichment at the 
surface of its aqueous solution regardless to its weaker acidic character. 
 Computer simulation methods seem to be particularly suitable to address this question, 
since in a computer simulation a full, atomistic level insight is gained to the structure of the 
appropriately chosen model of the system of interest. However, when the surface of a liquid 
phase is seen at atomistic resolution, as is in computer simulations, the detection of the exact 
location of the liquid surface (or, equivalently, the distinction between interfacial and non-
interfacial molecules) is far from being a trivial task. The problem originates from the fact 
that the liquid surface is corrugated by capillary waves at the atomistic length scale. Defining 
the interface simply as a slab parallel with its macroscopic plane, as done in many of the early 
simulations, is repeatedly shown to lead to systematic error of unknown magnitude not only in 
the structural properties of the interface, [!33,34] but also in its composition (i.e., extent of 
adsorption of certain components) [!35-37] and even in some of the thermodynamic 
properties of the system. [!38] To overcome this problem several methods have been 
proposed in the past decade, [!33,39-43] among which the method called Identification of the 
Truly Interfacial Molecules (ITIM) [!33] turned out to be an excellent compromise between 
computing time and accuracy. [!44] The ITIM method has successfully been applied to 
describe the liquid-vapor interface of various aqueous mixtures [!35-37,45] as well as that of 
other systems [!33,46-50] and various water-organic liquid-liquid interfaces. [!34,38,51,52] It 
has also been used to calculate the intrinsic solvation free energy profile (i.e., that relative to 
 5 
the real, capillary wave corrugated liquid surface) of various penetrants across liquid-liquid 
interfaces, [!53,54] and proved to be essential in explaining the surface tension anomaly of 
neat water. [!55]  
 In this paper we present computer simulation results of the liquid-vapor interface of 
water-HCN mixtures of six different compositions, covering the HCN mole percentage range 
from 3 to 30%. As it turns out, due to the strong adsorption of HCN at the liquid surface these 
systems practically cover the entire composition range for the surface layer. For reference, 
simulations of the two neat systems are also reported here. The surface layer of the liquid 
phase is identified in the simulations by means of the ITIM method, and its properties (i.e., 
width, roughness, orientation of the surface molecules, adsorption and lateral self-association 
of HCN in the surface layer, dynamics of exchange of the molecules between the surface 
layer and the bulk liquid phase) are analyzed in detail. Particular emphasis is given to 
properties that can be relevant in respect of a possible HCN oligomerization at the surface of 
its dilute aqueous solution. The results obtained for the first molecular layer beneath the liquid 
surface is also compared to those obtained for the subsequent subsurface molecular layers. 
 The paper is organized as follows. In section 2 details of the computer simulations and 
ITIM analyses performed are given. The obtained results, concerning both the properties of 
the entire surface layer and also those of the molecules belonging to it are presented and 
detailed in section 3. Finally, in section 4 the main conclusions of this study are summarized, 
and the relevance of the present results in respect of the possible polymerization of HCN 
under prebiotic conditions is addressed. 
 
 
2. Computational Details 
 
 Molecular dynamics simulation of the liquid-vapor interface of water-HCN mixtures 
of different compositions have been performed on the canonical (N,V,T) ensemble at the 
temperature of 273 K. The X, Y and Z edges of the rectangular basic simulation box have been 
300, 50 and 50 Å, respectively; edge X has been perpendicular to the macroscopic plane of the 
interface. Standard periodic boundary conditions have been applied. The basic box has 
consisted of 4000 molecules, among which 0, 120, 200, 400, 600, 800, 1200, and 4000 have 
been HCN in the different simulations. These systems are referred to here as the 0% HCN, 
3% HCN, 5% HCN, 10% HCN, 15% HCN, 20% HCN, 30% HCN, and 100% HCN system, 
respectively.  
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 HCN molecules have been described by the potential model of Kotdawala et al., [!56] 
based on the OPLS force field, [!57,58] in which the C-H and C≡N bonds are 1.068 Å and 
1.157 Å long, respectively, and the three atomic sites are arranged linearly. Excepting the 
small deviations from linearity of the HCN monomers predicted by Born-Oppenheimer 
molecular dynamics both the first principles and classical molecular dynamics (where a rigid 
and non-polarizable model was adopted) predict similar structures for liquid HCN. [!59] Since 
HCN is a weak acid, i.e., its pKa value is 9.2, less than 1% of the HCN molecules is ionized in 
the acidic pH range, therefore the presence of one single CN- ion would already be an 
overrepresentation even for the most concentrated HCN solution considered here 
(corresponding to the HCN mole percentage of 30%). Water molecules have been modeled by 
the TIP4P potential. [!60]  
 The total potential energy of the system has been calculated as the sum of the 
interaction energies of all molecule pairs; and the interaction energy of molecule i and j, uij, 
has been calculated as  
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In this equation indices α and β run over the ni and nj interaction sites of molecules i and j, 
respectively, qα and qβ are the fractional charges carried by the respective interaction sites, ∈0 
is the vacuum permittivity, riα,jβ is the distance of site α of molecule i from site β of molecule 
j, and εαβ and σαβ are the energy and distance parameters, respectively, of the Lennard-Jones 
interaction between sites α and β, related to the parameters corresponding to the individual 
sites through the Lorentz-Berthelot rule, [!61] i.e.,  
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The interaction parameters q, σ and ε corresponding to the different sites of the HCN and 
water models used are collected in Table 1. All interactions have been truncated to zero 
beyond the center-center cut-off distance of 15 Å; the long range part of the Coulombic 
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interaction of the fractional charges has been taken into account by the Particle Mesh Ewald 
(PME) method. [!62] 
 The simulations have been performed by the GROMACS 4.5.5 program package. 
[!63] The temperature of the system has been controlled using the Nosé-Hoover thermostat. 
[!64,65] According to the potential models used, both the HCN and the water molecules have 
been treated as rigid bodies in the simulations; their geometries have been kept unchanged by 
means of the LINCS [!66] and SETTLE [!67] algorithms, respectively. The equations of 
motion have been integrated in time steps of 1 fs. Initial configurations have been created in 
the following way. First, the required number of molecules have been placed in a basic box 
the Y and Z edges of which have already been 50 Å, while the length of the X edge has 
roughly corresponded to the density of the liquid phase. After proper energy minimization the 
systems have been equilibrated for 2 ns on the isothermal-isobaric (N,p,T) ensemble at 1 bar. 
The liquid-vapor interface has then been created by increasing the length of the X edge to 
300 Å. The interfacial system has been further equilibrated, already on the (N,V,T) ensemble, 
for another 2 ns. Finally 2000 sample configurations, separated by 1 ps long trajectories each, 
have been dumped for further analyses during the 2 ns long production stage of the 
simulations. The surface tensions of the systems studied are collected in Table 2, as obtained 
from the simulations. 
 The molecules constituting the first layer of the liquid phase have been identified by 
means of the ITIM method, [!33] i.e., by moving a probe sphere along test lines perpendicular 
to the macroscopic plane of the interface, YZ, from the bulk vapor phase towards the interface. 
The molecules that are first hit by the probe sphere along any of the test lines (i.e., the ones 
‘seen’ by the probe from the vapor phase) are considered as being at the interface. Test lines, 
being parallel with edge X of the basic box have been arranged in a 100×100 grid along the 
YZ plane, thus, two neighboring test lines have been separated by 0.5 Å. According to the 
suggestion of Jorge et al., [!44] the radius of the probe sphere has been set to 1.25 Å. To 
determine when a molecule is touched by the probe the atoms have been approximated by 
spheres, the diameters of which have been equal to the corresponding Lennard-Jones distance 
parameter, σ. This way, H atoms have been omitted from the ITIM analysis (see Table 1). 
Finally, by disregarding the molecules identified as forming the surface layer and repeating 
the entire procedure twice more the molecules forming the second and the third layer beneath 
the liquid surface have also been identified. An equilibrium snapshot of the 20% HCN 
system, indicating also the molecules forming the first three subsurface molecular layers as 
identified by ITIM, is shown in Figure 1.  
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3. Results and Discussion 
 
 3.1. Properties of the Surface Layer. The number density profiles of the water and 
HCN molecules along the macroscopic surface normal axis, X, in selected systems simulated 
are shown in Figure 2, along with the mass density profiles of the entire systems and of their 
surface layers. As is seen, while the water density drops monotonically from the bulk liquid 
phase value to practically zero, the HCN profiles go through a clear maximum around the 
location of the first molecular layer. In other words, HCN molecules are strongly adsorbed at 
the surface of the liquid phase. To quantify the extent of this adsorption we have plotted the 
HCN mole percentage in the first three molecular layers against the HCN mole percentage in 
the bulk liquid phase in Figure 3. It should be noted that the HCN mole percentage in the bulk 
phase is not equal to the overall HCN mole percentage in the system; it has simply been 
determined from the ratio of the constant, bulk liquid phase values of the HCN and water 
number density profiles.  
 As is clearly seen from Fig. 3, the adsorption of HCN is rather strong; in dilute 
systems the HCN concentration can be about an order of magnitude larger in the surface layer 
than in the bulk liquid phase. Further, in the 30% HCN system, in which the bulk phase HCN 
mole percentage is about 17%, more than 80% of the surface molecules are HCN. It is also 
seen that our systems simulated cover rather uniformly the entire composition range of the 
surface layer. Another important finding is that as the bulk phase HCN concentration 
increases, the adsorption gradually involves more subsurface layers. Thus, above the bulk 
percentages of 5% and 10% (corresponding to the 10% HCN and 20% HCN systems) even 
the second and third molecular layers beneath the surface, respectively, are noticeably richer 
in HCN than the bulk liquid phase. This behavior is in a clear contrast with that of methanol 
and dimethyl sulfoxide, the adsorption of which was shown to be extended solely to the first 
molecular layer in their aqueous solutions. [!35,37] On the other hand, similar multilayer 
adsorption was observed previously for acetonitrile, [!36] a molecule homologous with HCN. 
The multilayer adsorption of acetonitrile at the surface of its aqueous solutions was attributed 
to the dominance of dipolar interaction between the molecules at the vicinity of the interface. 
[!36] Dipolar interactions can well be behind the multilayer adsorption behavior observed for 
HCN solutions, as well. This point is further addressed in a following subsection. 
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 Comparing the mass density profiles of the entire systems with those of the first layers 
(Fig. 2) it is seen that the first layer density peak extends well beyond the point where the 
density of the entire system already reaches the constant, bulk liquid phase value. This means 
that defining the interfacial region in the non-intrinsic way, i.e., as a slab of intermediate 
densities, would miss a large number of truly interfacial molecules (i.e., what can be seen 
from the vapor phase). Conversely, as seen from Figure 4, which shows the mass density 
profiles of the first three molecular layers along with that of the entire system in four selected 
mixed systems, the density peak of the second, and even that of the third layer overlaps with 
the intermediate density part of the profile of the whole system. Thus, besides missing a large 
number of interfacial molecules, the non-intrinsic treatment of the interface would also 
misidentify a large number of molecules as being interfacial.  
 The density peaks corresponding to the individual subsurface molecular layers can be 
very well fitted by a Gaussian function in every case. Since the density profiles of the 
consecutive molecular layers are indeed supposed to follow Gaussian distributions, [!70] this 
finding confirms the proper choice of the probe sphere radius in the ITIM analysis. [!44] The 
width parameter of the fitted Gaussian function, δ, can serve as a measure of the width of the 
corresponding molecular layer, whereas the position of its center, Xc, is an estimate of the 
position of this layer. Thus, the difference of the Xc values of two consecutive layers, ∆Xc, 
characterizes the average separation of these layers. The δ and Xc values corresponding to the 
first three layers of the systems simulated are collected in Table 3. It is seen that, unlike in 
neat water, the first layer is always noticeably wider than the subsequent ones in HCN 
solutions, and this difference increases from about 2-3% to 6-8% with increasing HCN 
concentration. On the other hand, no tendentious difference is seen between the widths of the 
second and third subsurface molecular layers. Further, with increasing HCN concentration all 
the three subsurface layers become wider, as seen from the 20-30% increase of the 
corresponding δ parameters upon going from dilute to concentrated solutions. Similarly, the 
separation of the first two layers is always larger than that of the second and third layers, and 
this difference increases from about 3% to 10% upon going from dilute to concentrated 
solutions. Further, not only the difference between the separations of the first and second, and 
that of the second and third layers (i.e., ∆Xc(1-2) - ∆Xc(1-3)) increases with increasing HCN 
content, but also these inter-layer separations (i.e., the ∆Xc values) themselves. All these 
findings indicate that the molecules are less tightly packed at the liquid surface than in the 
bulk liquid phase, and this effect is more pronounced around the HCN than around the water 
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molecules. The reason for this less compact arrangement of the molecules at the interface is 
probably related to the fact that the orientational preferences of these molecules imposed by 
the vicinity of the vapor phase is not fully compatible with their tightly packed arrangement, 
which dominates in the bulk phase. The point concerning the interfacial orientation of the 
molecules is addressed in detail in a subsequent subsection.  
 Figure 5 compares the number density profiles of the water and HCN molecules in the 
surface layer of four selected mixed systems. The position of the molecules has been 
estimated by that of their O and C atoms, respectively. For better comparison, the two profiles 
are always scaled to each other. As is clear, the density peak of the HCN molecules is always 
shifted by 1.7-2.0 Å towards the vapor phase, as compared with the water density peak. This 
finding indicates that HCN is not only adsorbed at the first few molecular layers beneath the 
liquid surface, but even within the surface layer they are located noticeably closer to the vapor 
phase than the water molecules.  
 The ITIM algorithm not only identifies the full list of the surface molecules, but can 
also provide a set of points that can serve as an estimate of the geometric covering surface of 
the liquid phase. This set of points can be determined from the positions the probe sphere is 
stopped along the different test lines. [!33] Having the covering surface of the liquid phase 
already determined, its roughness can also be characterized. However, the description of the 
roughness of a known wavy surface is still not a trivial task, and it requires the use of at least 
two independent parameters, i.e., an amplitude-like and a frequency-like one. [!33] For this 
purpose, we proposed to use the following parameter pair. [!45] The average normal distance 
(i.e., distance along the macroscopic surface normal axis, X) of two surface points, d , 
exhibits a saturation curve as a function of their lateral distance, l (i.e., distance in the 
macroscopic surface plane, YZ). The )(ld  data can be well fitted by the function 
 
la
lald ξ
ξ
+
=)( .      (4) 
 
The parameters ξ and a, corresponding to the steepness of the )(ld  curve at small, and to its 
saturation value at large l values, respectively, can then serve as the frequency-like and 
amplitude-like roughness parameter, respectively. We have recently shown that the 
amplitude-like parameter, a, defined this way is closely related to the surface tension of the 
system. [!71] 
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 The )(ld  roughness curves obtained in the systems simulated are shown in Figure 6, 
whereas the a and ξ parameters corresponding to all the three subsurface layers are collected 
in Table 3. As is seen, with increasing HCN concentration the liquid surface gets rougher both 
in terms of frequency and amplitude, as the ξ and a parameters increase by about 15% and 
30%, respectively, upon going from neat water to neat HCN. It is also seen that the surface 
layer is always somewhat rougher than the subsequent molecular layers, as the ξ parameter is 
about 15%, whereas a is about 8-10% larger in the first than in the second and third layer in 
every case. On the other hand, no considerable difference is seen between the roughness of 
the second and third layers in any case. This finding is illustrated by the inset of Fig. 6, 
showing the )(ld  data in the first three layers of the 3% HCN and 30% HCN systems, 
together with the curves fitted to them according to eq. 4. The findings that (i) increasing 
HCN content leads to an increased roughness of the liquid surface, and (ii) the first layer is 
always rougher than the subsequent ones are perfectly in line with our previous observations 
concerning the width and separation of the subsequent molecular layers, and stress again that 
the molecules are less tightly packed at the liquid surface than in the bulk liquid phase, and 
this effect is more pronounced for the HCN than for the water molecules. 
 
 3.2. Lateral Self-Association of the Surface Molecules. We have seen that HCN 
molecules are strongly adsorbed, i.e., their local concentration is considerably increased at the 
surface of their dilute aqueous solutions. Local HCN concentration can further increase within 
the surface layer by possible lateral self-association of the like molecules. Self-association in 
binary mixtures can be conveniently studied by Voronoi analysis. [!72-74] In two dimensional 
systems (e.g., liquid surfaces) of discrete seeds (e.g., molecules) the Voronoi polygon (VP) of 
a given seed is the locus of the points that are closer to this seed than to any other one. 
Further, the VP edges and vertices are loci of points having two and three closest seeds, 
respectively, at equal distances. Therefore, VP vertices are the centers of the largest circular 
vacancies (i.e., circles not containing any seed) in the system. [!75,76] It has been shown that 
in the case of uniformly distributed seeds the distribution of the VP area, A, (or, in three 
dimensions that of the VP volume) is of Gaussian shape, whereas in cases when the seeds 
show large local density fluctuations the VP area distribution exhibits a long tail of 
exponential decay at large areas. [!77] Taking this property into account self-association in 
binary mixtures can be detected in the following way. [!78] First, the VP area distribution of 
all the seeds (molecules) is determined, to check that the molecules, irrespective of their type, 
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are indeed uniformly distributed at the surface. Then the VP area distribution is determined 
considering only one of the two components in the analysis, and completely disregarding the 
molecules of the other component. In case of self-association of the disregarded component 
the area occupied by such self-aggregates is transformed into voids, and the VP area 
distribution of the component considered exhibits the exponential tail. This method has been 
successfully applied to detect self association several times, both in two- [!35-37] and three-
dimensional [!78,79] systems.  
 To investigate the possible self-association behavior of HCN molecules at the surface 
of their aqueous solutions we have projected the centers (i.e., C or O atom) of all surface 
molecules to the macroscopic plane of the interface, YZ, and performed Voronoi analysis by 
considering both components as well as by disregarding one of them. The VP area 
distributions are shown in Figure 7 as obtained in selected systems. To emphasize the 
exponential character of the decay of the large area tails the distributions are shown on a 
logarithmic scale. As is evident, there is a marked difference between the shape of the P(A) 
distributions obtained by taking both components into account and by disregarding one of the 
components. In the first case P(A) is a narrow Gaussian, indicating, as expected, that surface 
molecules are uniformly distributed along the macroscopic plane of the surface. In the second 
case, however, the P(A) distribution becomes very broad and exhibits an exponentially 
decaying tail (converted to a straight line by the logarithmic scale used) at large A values. It is 
also seen that the smaller the concentration of a given component is in the surface layer, the 
broader its P(A) distribution becomes. All these results indicate clearly that like components 
exhibit a strong tendency of self-association at the liquid surface of aqueous HCN solutions, 
and this self-association tendency is stronger for components of smaller concentration. The 
observed self-association behavior of the like molecules is illustrated in Figure 8, showing 
equilibrium snapshots of the surface layer of systems of three different compositions by 
projecting the center of the surface molecules to the macroscopic plane of the surface, YZ. 
Considering our above finding that surface HCN molecules tend to stay at the outer edge of 
the surface layer, the lateral self-associates of the surface HCN molecules can be regarded as 
patches floating at the surface of the liquid phase.  
 To quantify the extent of this self-association one can determine the area of the largest 
circular voids when HCN molecules are disregarded from the analysis (as these voids are the 
surface portions that are covered by HCN self-aggregates), and compare this value to the 
average area occupied by a single HCN molecule (i.e., the mean value of P(A)) as obtained in 
the 100% HCN system. Having these values calculated it turns out that HCN self-aggregates 
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may consist up to 8, 12, 25, 35, 55 and 150 molecules in the 3% HCN, 5% HCN, 10% HCN, 
15% HCN, 20% HCN and 30% HCN systems, i.e., when the bulk phase HCN concentration 
is about 0.8, 1.5, 2.8, 4.5, 5.5, and 8 M, respectively.  
 
 3.3. Dynamics of Exchange of the Molecules between the Surface and the Bulk. 
The dynamics of exchange of the molecules between the surface layer and bulk of the liquid 
phase can be characterized by the survival probability of the molecules in the surface layer, 
L(t), i.e., the probability that a molecule that belongs to the surface layer at t0 will stay at the 
surface up to t0 + t. In order to distinguish between the situations when the molecule leaves 
the surface permanently, and when it is only absent from the surface at a certain instant due to 
an oscillating move, departure of a molecule from the surface layer is allowed between t0 and 
t0 + t, given that it returns to the surface layer within ∆t. Taking into account the typical time 
scale of such molecular oscillations, ∆t is set here to its conventionally used value of 2 ps. 
Considering also that two consecutive sample configurations are always separated by an 1 ps 
long trajectory, this choice of ∆t practically means that molecules are considered as left the 
surface layer if they are absent from this layer in two consecutive sample configurations. To 
avoid any possible arbitrariness corresponding to the particular choice of ∆t, we have repeated 
all the calculations with the ∆t value of 1 ps (i.e., when the definition does not allow the 
molecules to be out of the surface layer even in a single sample configuration), but it did not 
change any of the conclusions of this analysis.  
 Since the permanent departure of the molecules from the surface layer is a process of 
first order kinetics, the L(t) data can be very well fitted by the exponentially decaying function 
exp(-t/τ), where τ is the mean residence time of the molecules at the surface.  
 The L(t) survival probabilities of the water and HCN molecules in the surface layer of 
the different systems simulated are shown in Figure 9, whereas the τ values corresponding to 
the first three subsurface molecular layers are included in Table 3. To emphasize the 
exponential decay of the survival probability, Fig. 9 shows the obtained L(t) data on a 
logarithmic scale. As is immediately seen, the τ values in the second and third layers are 
always an order of magnitude smaller than in the first layer, being comparable with the time 
window of ∆t = 2 ps used in the analysis, indicating that defining the residence time in the 
second and subsequent molecular layers is physically already meaningless. In other words, the 
vicinity of the interface affects solely the first molecular layer beneath the liquid surface in 
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this respect, whereas, from the dynamical point of view, the second subsurface molecular 
layer already belongs to the bulk liquid phase.  
 More importantly, it is seen that HCN molecules stay, on average, considerably longer 
at the liquid surface than the water molecules, and this difference is larger when the solution 
is more dilute. Thus, in the 3% HCN system the mean residence time of the HCN molecules 
at the surface is about 8 times larger than that of the water molecules, whereas this ratio is 
only about 3 in the 30% HCN system. The mean residence time of the water molecules at the 
surface decreases parallel with that of the HCN molecules as the HCN concentration of the 
system increases. Thus, the presence of HCN speeds up the dynamics of exchange of the 
water molecules between the surface layer of the liquid phase and the bulk. These results 
indicate that in dilute solutions the HCN molecules are not only strongly adsorbed at the 
liquid surface, staying preferably at the outer edge of the surface layer, and exhibit strong 
lateral self-association resulting in large interfacial HCN clusters, but also stay for unusually 
long time, an order of magnitude longer than water molecules, at the surface of the liquid 
phase. In other words, the floating patches of HCN are rather stable, staying at the liquid 
surface for rather long time.   
 
 3.4. Surface Orientation. The orientation of a rigid molecule of general shape relative 
to an external direction (or plane) can only be described by two orientational variables, 
whereas that of molecules of C∞v symmetry (e.g., linear ones) can already be described by one 
single variable. Therefore, the orientational statistics of the water molecules can be fully 
characterized only by the bivariate joint distribution of two independent orientational 
parameters, [!80,81] while that of HCN can simply be described by the monovariate 
distribution of one single orientational parameter. For molecules of general shape we have 
shown that the polar angles ϑ and φ of the macroscopic surface normal axis, X, pointing, by 
our convention, towards the vapor phase, in a local Cartesian frame fixed to the individual 
molecules represent a sufficient choice of such a parameter pair. [!80,81] Here we define this 
local Cartesian frame of the water molecules in the following way. Its axis x is the molecular 
normal axis, axis y is parallel with the line joining the two H atoms, and axis z is the main 
symmetry axis of the molecule, directed to point from the O atom towards the H atoms along 
the molecular dipole vector. Due to the C2v symmetry of the water molecule, this frame can 
always be chosen in such a way that the angle φ does not exceed 90o. Further, since ϑ is an 
angle of two general spatial vectors, but φ is formed by two vectors restricted to lay in a given 
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plane (i.e., the xy plane of the molecular frame) by definition, uncorrelated orientation of the 
molecules with the surface plane results in constant distribution only if cosϑ and φ are chosen 
to be the orientational variables. In the case of HCN the situation is considerably simpler, here 
we characterize the orientational statistics of the surface HCN molecules by the cosine 
distribution of the angle γ, formed by the vector pointing from the H to the N atom of the 
molecule and the macroscopic surface normal vector, X, pointing from the liquid to the vapor 
phase. The definition of the local Cartesian frame fixed to the individual water molecules as 
well as that of the angles ϑ, φ and γ are illustrated in Figure 10.a.  
 It has been shown several times that the orientational preferences of the surface 
molecules strongly depend on the local curvature of the surface. [!33-38,82] To take this 
effect also into account we have divided the surface layer to three separate zones, marked by 
A, B and C. Thus, zones A and C extend from the points where the mass density of the 
surface layer is half of its maximum value towards the vapor and the liquid phase, 
respectively, whereas zone B covers the X range where the mass density of the surface layer 
exceeds half of its maximum value. Thus, zones A and C typically cover the crests and 
troughs of the wavy liquid surface, i.e., surface portions of locally convex and concave 
curvature, respectively. The division of the surface layer into zones A, B and C is illustrated 
in Figure 10.b.  
 The P(cosϑ,φ) orientational maps of the water molecules and the P(cosγ) orientational 
distributions of the HCN molecules are shown in Figures 11 and 12, respectively, as obtained 
in selected systems simulated. As it has been shown several times, [!33,34] the molecules at 
the surface of neat water prefer to lay parallel with the plane of the macroscopic surface, as 
evidenced by the peak of the P(cosϑ,φ) orientational map at cosϑ = 0 and φ = 0o. This 
preferred orientation is marked here by I. In zones A and C the peak corresponding to 
orientation I shifts to somewhat smaller (in zone A) and larger (in zone C) cosϑ values, 
indicating that the water molecules prefer slightly tilted orientations, pointing by their H 
atoms flatly towards the bulk liquid phase in zone A and towards the vapor phase in zone C. 
These orientations are marked here as IA and IC. Further, in both of these zones another 
orientation, characterized by the cosϑ value of 0.5 (in zone A) and -0.5 (in zone C), and the φ 
value of 90o is preferred. In these orientations, denoted by II and III, respectively, the water 
molecule stays perpendicular to the macroscopic plane of the surface, pointing by one of its 
O-H bonds straight towards the vapor phase (in zone A) and towards the bulk liquid phase (in 
zone C). These orientational preferences have been rationalized by considering that in zone A 
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both preferred orientations are such that the water molecule “sacrifices” one of its four 
hydrogen bonding directions (i.e., a lone pair direction in alignment IA and an O-H direction 
in alignment II), and, on this, price it can form three stable hydrogen bonds in the other three, 
inward-oriented directions. On the other hand, in the orientations preferred in zone C three 
hydrogen bonding directions (i.e., one lone pair and two O-H directions in alignment IC, and 
one O-H and two lone pair directions in alignment III) are straddling along the locally 
concave surface, maintaining thus all the four hydrogen bonds of the water molecule. [!33,34] 
 As is seen from Fig. 11, in the presence of even a small amount of HCN the preference 
for orientations II and III already vanishes, and the water molecules prefer nearly parallel 
alignment with the macroscopic surface plane everywhere within the surface layer. 
Correspondingly, the HCN molecules also prefer to lay almost parallel with the macroscopic 
plane of the surface, declining only by about 5-10o from it (see Fig. 12). The only exception is 
zone C, where the N atom of the HCN molecule sticks preferentially out to the vapor phase. 
The preferred parallel alignment of both the water and the HCN molecules with the 
macroscopic surface plane allows strong dipolar interactions acting between neighbors within 
the surface layer, which can also explain the disappearance of the preference of the water 
molecules for the perpendicular alignments II and III.  
 To confirm the presence of considerable dipolar interactions within the surface layer, 
we have calculated the cosine distribution of the angle α, formed by the HN vector of two 
neighboring HCN molecules in the surface layer. (Two HCN molecules are regarded to be 
neighbors if their C atoms are closer than 6.0 Å, i.e., the first minimum position of the 
corresponding radial distribution function. [!31]) The obtained P(cosα) distributions, shown 
in Figure 13, exhibit their main peak at cosα = 1, indicating the clear preference of the 
neighboring HCN molecules for parallel relative alignment. Further, a small peak of P(cosα) 
is seen at the cosα value of -1, being larger in more dilute systems, indicating the secondary 
preference of the neighboring HCN molecules for antiparallel relative alignment. All these 
orientational preferences are illustrated in Figure 14.  
 The observed preferred relative alignment of the neighboring surface HCN molecules 
is in a full accord with the assumed strong dipolar interactions within the surface layer. These 
dipolar interactions can further stabilize the HCN patches floating at the liquid surface, and 
can be, at least partly, be responsible for the unusually long residence time of the HCN 
molecules in the surface layer.  
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4. Summary and Conclusions 
 
 In this paper we presented a detailed investigation of the intrinsic surface of aqueous 
HCN solutions of different concentrations by means of molecular dynamics computer 
simulation and ITIM analysis. One of the most important findings of this study is that HCN 
molecules are strongly adsorbed at the surface of the liquid phase despite the full miscibility 
of HCN with water. Thus, in dilute solutions even about an order of magnitude larger HCN 
concentrations can be found at the surface layer than in the bulk liquid phase. In addition, the 
larger the bulk phase HCN concentration is, the more subsurface layers are involved in HCN 
adsorption, resulting in significant enrichment of HCN also in the second and third subsurface 
molecular layers as compared to the bulk liquid phase. Another interesting feature of the 
surface HCN molecules is that they prefer to stay at the outer edge of the surface layer, being 
noticeably closer to the vapor phase than the surface water molecules. Also, all the three 
subsurface layers become wider with increasing HCN concentration. As a consequence of this 
chaotropic nature of HCN, the molecules are less tightly packed at the liquid surface than in 
the bulk liquid phase, and hence the liquid surface gets rougher with increasing HCN 
concentration. 
 Besides the aforementioned strong adsorption, the local HCN concentration is found to 
be even further increased at certain patches of the liquid surface by the strong self-association 
tendency of the like molecules, detected by Voronoi analysis of the surface layer. 
Furthermore, the mean residence time of the HCN molecules at the liquid surface is found to 
be considerably longer than that of the water molecules, and the more dilute the solution is, 
the longer can HCN molecules stay at the liquid surface. All these findings indicate that the 
HCN molecules can form long-lasting HCN patches floating at the surface of their aqueous 
solutions, even at low bulk phase concentrations.  
 This finding has important consequences regarding to the ‘HCN World’ hypothesis, 
[!15,26] the main argument against which is that polymerization of HCN and thus the 
formation of adenine can only occur in concentrated (1-11 M) solutions. [!27,28] The present 
results show, however, that HCN concentration can be very high at certain patches of even its 
dilute aqueous solutions, and such floating HCN patches can be considered to have formed by 
spontaneous process in the primordial time. These floating HCN patches might provide spots 
for polymerization of HCN, which could finally lead to the dawn of the prebiotic 
biomolecular building blocks, such as adenine. Therefore, adenine might well form at the 
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surface of dilute HCN solutions due to the locally strongly enhanced HCN concentration, and 
it is also sensible to assume that most of the adenine molecules being formed this way stays 
there, since adenine is only partially miscible with water. 
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Tables 
 
 
 
Table 1. Interaction Parameters of the Potential Models Used 
 
molecule site q/e σ/Å (ε/kB)/K 
HCNa 
H 0.15 0.0 0.0 
C 0.28 3.63 77.0 
N -0.43 3.20 88.0 
     
waterb 
O 0.0 3.154 78.06 
H 0.52 0.0 0.0 
Mc -1.04 0.0 0.0 
aRef. [!56]   
bTIP4P model, Ref. [!60]   
cNon-atomic interaction site, placed along the H-O-H bisector 0.15 Å away from the O atom 
 
 
 
 
Table 2. Surface Tension of the Systems Simulated 
system 0% HCN 3% HCN 5% HCN 10% HCN 15% HCN 20% HCN 30% HCN 100% HCN 
γ/mN m-1 57.8a 52.8 51.3 44.2 41.8 37.9 35.9 31.0b 
aExperimental value is 72.3 mN/m at 296 K, Ref. [!68] 
bExperimental value is 19.7 mN/m at 293 K, Ref. [!69] 
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Table 3. Calculated Properties of the First Three Subsurface Molecular Layers of the 
Systems Simulated 
 
subsurface 
layer 
system δ/Å Xc/Å ξ a/Å τ/ps 
water HCN 
first 
layer 
0% HCN 3.66 22.08 1.09 2.12 29.4  
3% HCN 3.91 22.66 1.22 2.31 26.20 200.1 
5% HCN 4.03 23.11 1.27 2.36 21.24 167.2 
10% HCN 4.41 24.23 1.35 2.55 13.86 77.67 
15% HCN 4.65 25.41 1.34 2.72 10.88 55.80 
20% HCN 5.09 26.64 1.35 2.82 9.23 39.26 
30% HCN 5.16 29.20 1.41 2.96 8.78 28.81 
100% HCN 5.33 47.69 1.34 3.03  22.55 
        
second 
layer 
0% HCN 3.65 18.71 1.00 2.08 2.21  
3% HCN 3.80 19.24 1.03 2.16 2.10 7.86 
5% HCN 3.86 19.63 1.05 2.20 2.00 6.88 
10% HCN 4.09 20.50 1.10 2.33 2.16 4.33 
15% HCN 4.29 21.47 1.11 2.48 2.62 3.52 
20% HCN 4.69 22.42 1.15 2.61 3.45 4.14 
30% HCN 4.86 24.67 1.23 2.74 3.26 3.86 
100% HCN 5.23 42.78 1.21 2.90  1.86 
        
third 
layer 
0% HCN 3.73 15.46 1.04 2.10 2.28  
3% HCN 3.85 15.94 1.04 2.17 2.28 10.51 
5% HCN 3.90 16.29 1.05 2.21 2.22 8.21 
10% HCN 4.09 17.05 1.07 2.32 2.15 5.76 
15% HCN 4.26 17.90 1.06 2.45 2.12 3.56 
20% HCN 4.59 18.68 1.07 2.59 2.24 3.74 
30% HCN 4.73 20.58 1.14 2.71 2.78 3.48 
100% HCN 5.21 37.97 1.16 2.94  1.82 
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Figure Legends 
 
Figure 1. Equilibrium snapshot of the 20% HCN system, as taken out from the simulation. 
Molecules belonging to the first, second and third subsurface molecular layers as well as to 
the bulk liquid phase are marked by red, green, blue and grey colors, respectively. Darker and 
lighter shades of the colors correspond to the HCN and water molecules, respectively. The 
snapshot only shows the X > 0 Å half of the basic box. 
 
Figure 2. Number density profile of the water (top panel) and HCN (second panel) molecules 
as well as mass density of the entire system (third panel) and its surface layer (bottom panel) 
along the macroscopic surface normal axis X in the systems containing 0% HCN (full circles), 
3% HCN (red solid lines), 10% HCN (dark blue dash-dotted lines), 20% HCN (light blue 
dash-dot-dotted lines), 30% HCN (magenta dotted lines), and 100% HCN (open circles). All 
profiles shown are symmetrized over the two liquid-vapor interfaces present in the basic 
simulation box. The scale on the right of the second panel refers to the concentration 
(molarity) of HCN.  
 
Figure 3. Composition (in terms of HCN mole percentage) of the first (red circles), second 
(green squares) and third (blue triangles) subsurface molecular layers as well as of the bulk 
liquid phase (black solid line) as a function of the composition of the bulk liquid phase in the 
systems simulated.  
 
Figure 4. Mass density profile of the entire system (black solid lines) as well as its first (red 
filled circles), second (blue open circles) and third (green asterisks) subsurface molecular 
layers along the macroscopic surface normal axis X in the systems containing 3% HCN (top 
panel), 10% HCN (second panel), 15% HCN (third panel) and 30% HCN (bottom panel). All 
profiles shown are symmetrized over the two liquid-vapor interfaces present in the basic 
simulation box.  
 
Figure 5. Number density profile of the water (black solid lines) and HCN (red dashed lines) 
molecules of the first subsurface molecular layer along the macroscopic surface normal axis X 
in the systems containing 3% HCN (top panel), 10% HCN (second panel), 15% HCN (third 
panel) and 30% HCN (bottom panel). The scales on the left and right of the panels refer to the 
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water and HCN densities, respectively. All profiles shown are symmetrized over the two 
liquid-vapor interfaces present in the basic simulation box. 
 
Figure 6. Average normal distance of two surface points as a function of their lateral 
distance, as obtained in the systems containing 0% HCN (full circles), 3% HCN (red solid 
lines), 5% HCN (light green dashed lines), 10% HCN (dark blue dash-dotted lines), 15% 
HCN (dark green short dashed lines), 20% HCN (light blue dash-dot-dotted lines), 30% 
HCN (magenta dotted lines), and 100% HCN (open circles). The inset shows the average 
normal distance vs. lateral distance data in the first (black symbols), second (red symbols) 
and third (blue symbols) subsurface molecular layers of the systems containing 3% HCN 
(diamonds) and 30% HCN (squares). The curves fitted to the data according to eq. 4 are 
shown by dashed lines. 
 
Figure 7. Distribution of the Voronoi polygon area of the molecules in the surface layer, as 
calculated regarding all surface molecules (top panel), only the HCN molecules of the surface 
layer (middle panel) and only the water molecules of the surface layer (bottom panel) in the 
systems containing 0% HCN (full circles), 3% HCN (red solid lines), 5% HCN (green dashed 
lines), 10% HCN (dark blue dash-dotted lines), 20% HCN (light blue dash-dot-dotted lines), 
30% HCN (magenta dotted lines), and 100% HCN (open circles). In the calculation the 
molecules have been represented by their centers projected to the macroscopic plane of the 
surface (see the text). To emphasize the exponential decay of the curves the data are shown on 
a logarithmic scale. 
 
Figure 8. Instantaneous snapshot of the surface layer of the systems containing 5% HCN (left 
panel), 15% HCN (middle panel) and 30% HCN, shown from top view the centers of the 
molecules being projected to the macroscopic plane of the surface, YZ. Water and HCN 
molecules are represented by red and green balls, respectively. 
 
Figure 9. Survival probability of the water (top panel) and HCN (bottom panel) molecules in 
the surface layer of the systems containing 0% HCN (full circles), 3% HCN (red solid lines), 
5% HCN (light green dashed lines), 10% HCN (dark blue dash-dotted lines), 15% HCN (dark 
green short dashed lines), 20% HCN (light blue dash-dot-dotted lines), 30% HCN (magenta 
dotted lines), and 100% HCN (open circles). To emphasize the exponential decay of the 
survival probabilities, the plot shows the data on a logarithmic scale. 
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Figure 10. (a) Definition of the local Cartesian frame fixed to the individual surface water 
molecules (see the test) and the angles ϑ and φ (right), and γ (left), describing the surface 
orientation of the water and HCN molecules, respectively. O, H, C and N atoms are shown by 
red, white, grey and blue colors, respectively. (b) Illustration of the division of the surface 
layer into three separate zones, marked by A, B and C (see the text).  
 
Figure 11. Orientational maps of the surface water molecules in the systems containing 0% 
HCN (top row), 3% HCN (second row), 10% HCN (third row), 15% HCN (fourth row), and 
30% HCN (bottom row). The first column corresponds to the entire surface layer, whereas the 
second, third and fourth columns to its separate zones C, B, and A, respectively. Lighter 
shades of grey indicate higher probabilities. The preferred water orientations corresponding to 
the different peaks of the P(cosϑ,φ) orientational maps are also indicated.  
 
Figure 12. Cosine distribution of the angle γ, formed by the vector pointing from the H to the 
N atom of the surface HCN molecules and the macroscopic surface normal vector, X, 
pointing from the liquid to the vapor phase, in the systems containing 3% HCN (red solid 
lines), 10% HCN (blue dash-dotted lines), 15% HCN (green short dashed lines), 30% HCN 
(magenta dotted lines), and 100% HCN (open circles). The top panel corresponds to the entire 
surface layer, whereas the second, third and fourth panels to its separate zones C, B, and A, 
respectively. 
 
Figure 13. Cosine distribution of the angle α, formed by the vectors pointing from the H to 
the N atom of two neighboring surface HCN molecules, as obtained in the systems containing 
3% HCN (red solid lines), 10% HCN (dark blue dash-dotted lines), 20% HCN (light blue 
dash-dot-dotted lines), 30% HCN (magenta dotted lines), and 100% HCN (open circles).  
 
Figure 14. Illustration of the observed orientational preferences of the surface molecules 
relative to the macroscopic surface normal as well as to each other. The O, H, C and N atoms 
of the water and HCN molecules are shown by red, white, grey and blue colors, respectively. 
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Figure 1. 
Fábián et al. 
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Figure 2. 
Fábián et al. 
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Figure 3. 
Fábián et al. 
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Figure 4. 
Fábián et al. 
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Figure 5. 
Fábián et al. 
 
20 30 40
0.000
0.001
0.002
0.000
0.003
0.006
0.000
0.005
0.010
0.00
0.01
0.02
0.000
0.005
0.010
0.000
0.003
0.006
0.009
0.000
0.003
0.006
0.000
0.001
0.002
0.003
30% HCN
 
X / Å
 water
 HCN
su
rf
su
rf
15% HCN
 
 
 
ρ w
at
 
/Å
-
3
10% HCN
 
 
3% HCN
 
 
 
 
 
 
 
ρ H
CN
 
/Å
-
3
 
 37 
Figure 6. 
Fábián et al. 
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Figure 7. 
Fábián et al. 
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Figure 8. 
Fábián et al. 
 
 
 
 
5% HCN system 15% HCN system 30% HCN system 
 41 
Figure 9. 
Fábián et al. 
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Figure 10. 
Fábián et al. 
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Figure 11. 
Fábián et al. 
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Figure 12. 
Fábián et al. 
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Figure 13. 
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Figure 14. 
Fábián et al. 
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