This paper presents event-related brain potential (ERP) data from an experi ment on syntactic processing. Subjects read individual sentences containing one of three different kinds of violations of the syntactic constraints of Dutch. The ERP results provide evidence for an electrophysiological response to syntactic processing that is qualitatively different from estab lished ERP responses to semantic processing. We refer to this electrophysiological manifestation of parsing as the Syntactic Positive Shift (SPS).
INTRODUCTION
Most psycholinguistic models of language comprehension assume that in constructing a full interpretation of the linguistic input, listeners or readers automatically exploit their knowledge of grammar, next to their semantic and pragmatic knowledge (cf. Flores d' Arcais, 1990; Frazier, 1979; 1987a; Norris, 1987; Pulman, 1987) . That is, unlike claims made in the early artificial intelligence tradition of models of language comprehension (e.g. Schank, 1972; Wilks, 1978) , the cognitive architecture of the comprehen sion system is thought to include a parser, which assigns syntactic structure to spoken or written strings of words (Caplan & Hildebrandt, 1988; Frazier, 1987a) .
In this paper, we present some event-related brain potential (ERP) data that we believe provide part of the basis for a future psycholinguistic research programme on a central issue in parsing research, namely the debate concerning the autonomous or interactive processing nature of the parser. The data we discuss here do not provide the answer, but they do open the way for a novel empirical investigation of this long-standing question.
Advocates of an autonomous parser claim that lexical, semantic and pragmatic information have their influence only after an initial syntactic parse is delivered, which is computed solely on the basis of syntactic principles in combination with a limited number of parsing preferences (e.g. Ferreira & Clifton, 1986; Frazier, 1979; 1987a; 1987b; Frazier & Rayner, 1982; Rayner & Frazier, 1987; Rayner, Carlson, & Frazier, 1983; Rayner, Garrod, & Perfetti, 1992) . Proponents of interactive approaches to parsing claim that non-syntactic sources of information are used either to direct the parser's initial analysis (e.g. Altmann, Garnham, & Dennis, 1992; Bates et al., 1982; Ford, Bresnan, & Kaplan, 1982; Holmes, 1987;  McClelland, St John, & Taraban, 1989; Mitchell & Holmes, 1985; Taraban & McClelland, 1988; or to evaluate immediately the outcome of the syntactic analysis on a (more or less) word-by-word basis during the construction of a semantic representation of the input (e.g. Altmann & Steedman, 1988; Crain & Steedman, 1985) .
According to the autonomous position, the computation of a separate intermediate level of representation for the syntactic structure of a sent ence is required. According to the interactive position, syntactic informa tion is directly integrated with lexical and semantic/pragmatic information in a continuous process of mapping sounds or letters onto a meaning representation of the whole sentence. Such an account of parsing does not need to appeal to a separate level of syntactic representation.
It can be argued that the available empirical evidence does not suffice to settle the debate between proponents of autonomous or interactive parsing models. For instance, some researchers claim that measures such as preference judgements and reading times involve introspective con scious evaluation by the subjects, and so do not tap the on-line automatic parsing process (e.g. Tanenhaus, Carlson, & Seidenberg, 1985) . A further problem that has been noted is that the existing chronometric techniques may not pick up on the presumably small effects of the rapid parsing process (cf. Mitchell & Holmes, 1985) . Frazier (1990) points out that for certain syntactic constructions (e.g. PP-attachments in V-NP-PP struc tures), re-analysis could be so fast and easy that it will be difficult to observe. In general, the processing claims of the different parsing models have become so subtle that it is hard to think of a sufficiently sensitive empirical test based only on latency data.
To test the claims of autonomous and interactive parsing models, studies applying the ERP method might provide us with additional information over and above the empirical evidence from reaction times and eyetracking studies. The multidimensional nature of ERPs allows, at least in principle, qualitatively different cognitive processes to show up in qualita tively different ways in the ERP waveform. This is what Osterhout and Holcomb (1992) refer to as the sensitivity of ERPs to representational level. So, if the processing of semantic and syntactic aspects of an utterance is subserved by separate processing components which produce output at different levels of representation, one might expect their brain correlates to be distinct too. If this expectation is upheld, distinct brain correlates for the computation of semantic and syntactic representations might be used to answer some of the harder questions in research on parsing, such as whether or not the computation of an initial syntactic structure is influ enced by lexical and semantic/pragmatic factors, or what the consequences are of an unsuccessful first parse for the semantic integration of sentence elements into a coherent interpretation of the utterance (cf. Flores d' Arcais, 1982; .
However, before the ERP method can be exploited to test the more subtle claims of different parsing models, more information is needed about the basic ERP responses to aspects of syntactic processing. Com pared to ERP studies on semantic processing (for an overview, see Kutas & Van Petten, 1988) , until recently ERP research with a focus on parsing has been scarce (Garnsey, Tanenhaus, & Chapman, 1989; Kluender, 1991; Kutas & Hillyard, 1983; Kutas & Kluender, 1993; Neville et al., 1991; Osterhout & Holcomb, 1992; Osterhout & Swinney, 1989) . Moreover, these studies have not resulted in one specific ERP component that can be claimed to be sensitive to different types of syntactic violations, or to different kinds of parsing operations. That is, compared to the robustness of the N400 as a manifestation of the integration of different kinds of semantic information, a global ERP index of parsing operations has not yet been established. A short overview of the literature on ERPs and parsing makes this clear.
The first study in which ERP responses to syntactic errors were investi gated was reported by Kutas and Hillyard (1983) . They had subjects read sentences containing violations of the contextually appropriate tense and number morphemes. These violations induced a small enhanced negativity in the 300-500 msec latency range relative to the control sentences.
However, this negativity did not have the same amplitude and scalp distribution as the N400 obtained for semantic violations. In addition to this negativity, a positive peak with a latency of about 300 msec was observed to words following the syntactic violation. Garnsey et al. (1989) used the ERP method to study the assignment of a filler to a gap in constructions such as "The businessman knew which customer/article the secretary called______at home" (the empty position is the gap, "customer" is the plausible filler, " article" the implausible one). Filler-gap constructions play a central role in studies on the processing of long-distance structural dependencies (cf. Frazier, 1987a) . Garnsey et al. obtained an increased N400 amplitude when the parser made an implausi ble filler-gap assignment, resulting in a semantic incongruity. However, the N400 effect obtained is not so much a direct reflection of the fillergap assignment by the parser, but more a reflection of the consequences of the assignment for the semantic interpretation of the filler-gap construc tion. Although this study provides clear evidence for early filler-gap assignment, it does not address the issue of direct manifestations of parsing operations. Osterhout and Holcomb (1992) examined ERPs to violations of verb subcategorisation and phrase structure constraints. In their first experi ment, they presented subjects with active sentences where the finite verb was followed by a clausal complement. Some of the verbs they used easily take a clausal complement (e.g. "The broker hoped to sell the stock" ). Other verbs, however, required an NP-complement. Clausal complement sentences with these kinds of verbs were therefore labelled ungrammatical (e.g. *"The broker persuaded to sell the stock"). At the first point in the ungrammatical sentences at which the parser was unable to construct the preferred syntactic representation (i.e. at the word "to"), a positive shift occurred, starting between 400 and 500 msec after the presentation of the infinitival marker, with a duration in the order of 400 msec. The authors labelled this effect the P600. The same positivities were seen in a second experiment using sentences with reduced relative clauses with verbs that do not take direct objects, and hence cannot undergo passivisation (e.g. *"The broker hoped to sell the stock was sent to jail" ). In these kinds of sentences, an additional P600 effect in response to the presentation of the auxiliary (i.e. "was" ) was obtained in a comparison of the grammatically incorrect sentences with their grammatically correct counterparts (e.g. "The broker persuaded to sell the stock was sent to jail"). The P600 elicited by the auxiliary is presumably related to the violation of the phrase structure constraints. In addition, in both experiments, increased N400 amplitudes were obtained for the final words in the ungrammatical sent ences. The authors suggest that this N400 effect might indicate the diffi culty subjects have with the ungrammatical sentences to integrate the sentence elements into a coherent overall sentential-semantic representa tion (for a similar view of the processing nature of the N400, see Brown & Hagoort, 1993) . Neville et al. (1991) studied violations of phrase-structure constraints and violations of constraints on the movement of wh-phrases, within the framework of Government and Binding Theory. The first kind of violation was realised by changing the obligatory word order of the head noun and the preposition in an NP (e.g. *"Ted's about films America" ). The movement constraints were violated by either the illegal extraction of wh-phrases from within a subject-NP (violation of subjacency, e.g. *'lWhati was a picture of tj printed by the newspaper?" ), or by the movement of a wh-phrase out of an NP with specific reference (violation of specificity, e.g. *" Whatj did the scientist criticise Max's proof of tj?" ) (extraction sites are marked by the symbol t, coindexed with the wh-phrase by the subscript i). A complex and heterogeneous pattern of ERP effects was obtained for the different syntactic violations. ERP responses to the violating lexical item were compared to those for its control in the gramma tically correct sentences. For the phrase-structure violations, the authors report a pattern of early negativities over anterior sites of the left hemis phere with a latency of 125 msec (the " N125" ), a later more posterior negativity over the left hemisphere in the latency range of the N400, and a positive effect that is reminiscent of the P600 reported by Osterhout and Holcomb (1992) . The violation of the subjacency constraint evoked a broadly distributed late positivity, and an early positivity that the authors interpret as an enhancement of the P2. Finally, the violation of the specificity constraint resulted in a slow negative wave with an early onset (around 125 msec) over the anterior regions of the left hemisphere.
In summary, studies focusing on parsing have shown that syntactic violations do not show the N400 effects seen for semantic anomalies (Kutas & Hillyard, 1983; Neville et al., 1991) . In the cases where N400 effects were obtained, they most likely were not induced by syntactic processes per se, but were a consequence of the semantic incongruities resulting from a specific parse (Garnsey et al., 1989) . On a number of occasions, positive shifts in the ERP waveform have resulted from syntactic violations (Kutas & Hillyard, 1983; Neville et al., 1991; Osterhout & Holcomb, 1992) . These positivities might belong to the P300 family. If so, it could be the case that these effects were induced or enhanced by the specific task demands (i.e. acceptability judgements) of some of these studies (Neville et al., 1991; Osterhout & Holcomb, 1992) . In addition to positivities, some studies obtained evidence for an early negative component with a left anterior distribution that is claimed to be related to parsing (Kluender & Kutas, this issue; Neville et al., 1991) . All in all, the few ERP studies on parsing show a fairly complicated picture, as least suggesting that different syntac tic violations do not unequivocally lead to one and the same ERP response. However, the number of ERP studies on parsing is too limited to draw firm conclusions as to the existence and nature of "syntactic" ERP responses. This uncertain situation with respect to ERP manifestations of parsing in our view requires a step-by-step approach, in which the central issues in the research on parsing can only be fruitfully addressed after the basic ERP effects of syntactic processing have been firmly established.
In addition to the small number of studies, another handicap of the current literature is that to date all ERP studies on parsing have been done in one language only, namely English. It is unclear whether ERP responses to specific syntactic violations generalise across different languages. Cer tain syntactic specifications for the assignment of structure to the incoming string of words (e.g. word order) have different weights in different languages (cf. Bates et al., 1982; Bates & MacWhinney, 1987) . Thus, even if the syntactic violations are the same across languages according to their formal linguistic description, it does not necessarily mean that they have the same consequences for parsing in these languages. So, it remains to be seen whether a specific syntactic violation of English (e.g. a phrasestructure violation) results in similar ERP effects as the same type of violation in, for instance, Dutch.
To further investigate ERP manifestations of syntactic processing, we investigated the ERP correlates of three different types of syntactic viola tions in Dutch. Because positive effects (such as the P600) might either be a consequence of the syntactic violation or be induced by the task demands (e.g. grammaticality judgements), we decided only to require the subjects to read the sentences carefully, without imposing any additional task demands. Requiring subjects to respond explicitly to the essentially rare event of an ungrammaticality in the context of a legally structured string of words, could result in a P300 effect to the ungrammatical words. In this way, direct effects of the syntactic violation might be masked or contamin ated by the ERP effects related to the additional task.
The first type of violation in our study consists of sentences in which the subject-NP and the finite verb do not agree in number (e.g. *" On a rainy day the old man buy a life insurance" ). The first word at which the parser can detect the violation is italicised.
Next to agreement violations we constructed sentences with violations of subcategorisation. In these sentences, verbs that do not take an object-NP are followed by a noun that according to the syntactic properties of Dutch unambiguously has to be assigned the role of grammatical object (e.g. *"The tired young man elapsed the book on the floor" ).
Finally, in the third type of violation, the constraints on the construction of phrase structures are not met. In Dutch noun phrases that consist of a noun, an adjective and an adverb, the adverb has to precede the adjective. We reversed the obligatory local word order between adjective and adverb, thereby making the phrase structure ungrammatical (e.g. *" Most of the visitors like the colourful very tulips in Holland" ). Note that following the adverb there is still the alternative but less frequent and more complex possibility in Dutch of an additional adjective preceding the noun (e.g. "the colourful very expensive tulips"). If the parser takes the fre quency and/or the structural complexity of constructions such as adverbadjective-noun and adjective-adverb-adjective-noun into consideration, ERP effects of structural misassignment may become evident before the actual point of violation (i.e. at the adverb; cf. Osterhout & Holcomb, 1992) .
In the choice of syntactic violations and in the construction of the materials, we tried to optimise the likelihood that the subjects actually detect the violations. Unlike in ungrammatical wh-constructions, tag ques tions, etc., the size of the parsing buffer required for detecting the three types of violations we used is kept to a minimum. All violations could be locally processed by detecting a mismatch between syntactic specifications of immediately adjacent elements, or of elements separated by a deter miner. However, the three types of violations are clearly different at the level of the grammar. Whereas agreement violations are violations across major phrasal boundaries (NP and VP) outside the scope of maximal projection, both the phrase structure and the subcategorisation violation are violations in the relation between the head of a phrase and its arguments. Moreover, both the agreement violation and the phrasestructure violation violate structural constraints on the combination of lexical items, whereas the subcategorisation violation results from the violation of a syntactic specification in the lexical entry of the verb. The three types of violations also differ with respect to their consequences for the semantic interpretation of the sentence. Subcategorisation and phrasestructure violations are less easily reinterpreted semantically in comparison to the agreement violation, which does not seriously affect the way in which the content words in the sentence are ordered and combined into a coherent interpretation of the sentence.
Without relying on one specific linguistic theory, we therefore believe that our choice of syntactic violations does not tax the processing con straints of the parser too much, and at the same time covers a broad enough range of syntactic structures in Dutch to investigate the specificity of ERP responses to different kinds of syntactic information.
METHOD Materials
A total of 360 sentences was constructed (see the Appendix for the entire set). Half of these are grammatically correct, half contain a grammatical violation. Each sentence in the violated set is derived from a sentence in the correct set, such that the words preceding and following the word string that makes the sentence ungrammatical are the same as in the companion correct sentence, and such that the sets of incorrect and correct sentences are matched on the number of words they contain. So, other than the specific violation in the incorrect sentences, the sets of 180 correct and 180 incorrect sentences are closely matched. Three kinds of grammatical violations are used: (1) violation of verb-noun number agreement, (2) violation of verb subcategorisation and (3) violation of phrase structure.
The agreement violations all consist of number violations between verbs and nouns within SVO and VSO sentences. Violations occur on either finite verbs or subject nouns within the same sentence. For instance, in an SVO sentence, the subject noun could be singular, in combination with a plural verb form. The following example gives both the grammatically correct and incorrect versions of an SVO and a VSO agreement violation [literal translations in English between brackets; the word that makes the sentence ungrammatical (i.e. the critical word, CW) and its correct coun terpart are italicised].
1. Het verwende kind gooit het speelgoed op de grond.
(The spoilt child throws the toys on the floor.) 2. *Het verwende kind gooien het speelgoed op de grond.
(The spoilt child throw the toys on the floor.) 3. Na afloop van het feest bestellen de gasten een taxi.
(After ending of the party order the guests a taxi.) 4. *Na afloop van het feest bestelt de gasten een taxi.
(After ending of the party orders the guests a taxi.)
Singular verbs in combination with plural subject nouns are used for all ungrammatical versions of the VSO sentences. We chose this construction for this subset of the stimuli because the morphosyntactic properties of Dutch easily allow for expansion of the noun phrase to a complex plural NP containing a succession of singular nouns with connectives, which implies that in the case of plural verbs and singular nouns, a grammatical continuation could have been readily constructed. The subcategorisation violations involve obligatory intransitive verbs. Such verbs cannot take a noun as direct object, and this was the constraint that we violated. For example: 5. De zoon van de rijke industrieel leent de auto van zijn vader.
(The son of the rich industrialist borrows the car of his father.) 6. *De zoon van de rijke industrieel pocht de auto van zijn vader.
(The son of the rich industrialist boasts the car of his father.)
The determiner following the intransitive verb does not violate syntactic properties of Dutch; it is always possible to continue with an adverbial phrase of duration (e.g. "boasts the whole day" ). However, unlike some instances of English, no grammatical continuation is possible following the noun in object position. Although it is difficult to exclude all impact from semantics in these kinds of subcategorisation violations (an issue that we will expand on in the Discussion), we have attempted to minimise any such possibility. In particular, we ensured that the meaning of the intransitive verb was fully compatible with the overall meaning of the sentence. So, in sentence (6), the obligatory intransitive verb " boast" is semantically entirely compatible with the theme of the sentence. This can be readily verified by inserting a preposition following the intransitive verb, thereby creating a grammatically correct sentence in Dutch. In all of the subcate gorisation violations used in this experiment, such a minimal grammatical " repair" leads to a syntactically and semantically well-formed sentence, as can be seen in sentence (7) , the " repaired" version of sentence (6):
7. De zoon van de rijke industrieel pocht op de auto van zijn vader.
(The son of the rich industrialist boasts about the car of his father.)
The phrase structure violations all consist of nouns preceded by trans positions of adverbs and adjectives. In Dutch, it is a violation of phrase structure constraints to have an adjective-adverb-noun sequence. For example (the adjective, adverb and noun are italicised):
8. De echtgenoot schrikt van de nogal emotionele reactie van zijn vrouw.
(The husband [is startled] by the rather emotional response of his wife.) 9. *De echtgenoot schrikt van de emotionele nogal reactie van zijn vrouw.
(The husband [is startled] by the emotional rather response of his wife.)
In this example, as in all of the phrase-structure violation sentences, the actual violation occurs on the noun following the adverb (i.e. on " reac tie" ). It is only at this point that the sentence can no longer be continued in a grammatically correct manner. This is because, in Dutch, adjectiveadverb combinations can be part of adjective-adverb-adjective-noun sequences (e.g. " the emotional rather violent response" ). However, it is the case that such sequences are relatively infrequent and complex struc tures compared to the adverb-adjective-noun sequences. It is therefore possible that in terms of actual performance, readers of Dutch will already experience parsing difficulties before the noun in sequences beginning with an adjective followed by an adverb. We will pick up on this point again when we present the data analysis of the ERP waveforms. For present purposes, it is important to note that in terms of the syntactic properties of Dutch, it is only at the presentation of the italicised noun that the parser is confronted with a syntactic violation.
In addition to the specific issues concerning the construction of the three kinds of incorrect sentences, the following criteria apply to all the mate rials:
1. All violations are " immediate" violations in the sense that the syntac tic constraint being violated is restricted to the syntactic information carried by either two adjacent words within a clause, or by a triplet of words.
2. The critical word of an incorrect sentence has a counterpart in its companion correct sentence. This counterpart is always the same word (with the exception of the different inflections of the verbs in the agree ment VSO sentences), in the same position (in terms of number of words from sentence onset) as in the incorrect sentence.
3. The critical word is a verb or a noun. The maximum length in number of letters of the critical word is 9, the minimum length 4. The range in number of letters of the words immediately preceding the critical word is 2-10. The maximum length of all other words is 12. These restrictions are used to minimise differential processing effects due to length in number of letters, to ensure that each word can be read in one fixation and, thereby, to avoid successive eye fixations during the reading of a single word (which can severely contaminate the ERP waveform).
4. There are at least three words preceding the critical word, and at least two following it (with the exception of one subcategorisation violation and three agreement violation sentences, which have only one word following the critical word). This is because we want subjects to be fully engaged in the parsing process before probing the state of the parser, and because we want to avoid contamination from closure effects at sentencefinal position. Such effects can manifest themselves as positivities in the ERP waveform (cf. Friedman, Simson, Ritter, & Rapin, 1975), and/or as an enhanced N400 to sentence-final words in syntactically anomalous sentences (cf. Osterhout & Holcomb, 1992) . These closure effects create the problem of disentangling possible effects of the syntactic violation from the effects of overlapping components.
5. All sentences are between 8 and 12 words long. The position of the critical word in the sentence varies between position 4 and position 10.
Design
Two experimental lists of 180 sentences each were made. The separate lists contain 90 correct and 90 incorrect sentences. The 90 incorrect sentences are made up of three sets of 30 sentences from each violation type. The 90 correct sentences are made up of three sets of 30 companion sentences for each of the violation types. The members of a pair of incorrect and correct companion sentences are assigned to different lists. The same set of 30 practice sentences (15 grammatically correct and 15 incorrect, evenly divided over the three violation types) precedes the two lists. Each list is presented to a separate group of subjects.
The same pseudo-randomised sequence of sentences is used for each list. The sequence is such that, in immediate succession, no more than three incorrect sentences from the same violation type occur, no more than three incorrect or correct sentences occur, and no more than three sent ences occur in which the critical word is at the same position (in terms of the number of words from sentence onset).
The sequence of 180 test sentences is divided into three blocks of 60. After the practice session, and after the first and second block, the testing session is interrupted to give the subjects a pause. After each of these pauses, four filler sentences (two grammatically correct and two incorrect) are presented before the first test sentence. This is done to ensure that the subjects are performing the reading task smoothly before being confronted with a test sentence.
Grammaticality Judgement Pre-test
Following the first construction phase of the materials, the test sentences were pretested in a grammaticality judgement experiment, using a Go/ NoGo task, in which subjects were instructed to respond whenever they detected a grammatical violation. The purpose of this pre-test was to ascertain whether the violations we had created are indeed perceived as such, and, if so, on which word in the ungrammatical sentences subjects give a response.
Procedure. The two experimental lists as described in the Design section were used. Each list was presented to a separate group of university students (all native speakers of Dutch, paid for their participation), 14 in one group and 16 in the other. We will report a combined analysis of the data (i.e. a group size of 30). The subjects were tested individually in a sound-attenuating booth with dimmed background lighting. The sentences were displayed word by word in white lower-case letters against a dark grey background, in the centre of a high-resolution computer screen (Nec Multisync 3D, 640 x 350 pixels, 14.3 msec frame time). Each word replaced the preceding one. A proportional Triplex font was used, with a letter width of 18 pixels and a letter height of 25 pixels. The subjects sat at a distance of 70-80 cm from the screen. The words subtended a vertical visual angle of approximately 3°. Presentation duration was 200 msec, with an inter-stimulus interval of 500 msec and an inter-trial interval of 4000 msec. The first word of each sentence began with a capital letter. The last word was presented together with a period sign, to indicate that the sentence had ended. The subjects were instructed to read each sentence for comprehension, and to press a button whenever they encountered a grammatical error. Speed of response was not emphasised, but correctness was. No information was given concerning the kinds of errors that would be presented. The position in the sentence at which the subjects pressed the button, or the fact that they did not respond, was stored by computer for off-line analysis.
Results. The grammaticality judgements were analysed by sentence. Correct sentences were screened for false alarms; that is, the subjects pushed the button to indicate an ungrammaticality despite the fact that these sentences are well-formed. For the set of 60 correct companion sentences for the agreement violations, there were five sentences where three or four subjects gave a false alarm. For the set of 60 companion sentences for the subcategorisation violations, there were four sentences with three or more false alarms. For the set of 60 companion sentences for the phrase-structure violations, there was one sentence that scored three false alarms. All other correct sentences had either no or at most two false alarms. The correct sentences that scored three or more false alarms were analysed for the possible cause of these erroneous responses. In all cases, it was in retrospect clear why a local parsing problem could have occurred, and the sentences were adapted accordingly.
The incorrect sentences were analysed for misses (i.e. the subjects did not give a response) or, if the subjects did respond, for the position in the sentence at which the response occurred. Table 1 lists the percentage of responses averaged over subjects and sentences for each kind of violation, as a function of position in the sentence relative to the critical word (CW). It also lists the percentage of non-responses.
As can be seen from the numbers in Table 1 , other than some sporadic misses and incorrect early responses, the subjects are picking up on the ungrammaticalities in the sentences. It is also clear that the majority of responses are either to the critical word (i.e. the point in the sentence at which it becomes grammatically incorrect), or to the word immediately following the critical word. We take this as evidence for the validity of the critical word as the point of ungrammaticality in the sentence. The fact that many of the subjects' responses to the violations are distributed over the critical word and the following word position, is in our opinion a reflection of the relative saliency of these kinds of ungrammaticalities. Those sentences on which three or more subjects responded before the critical word, more than one word after the critical word, or on which they did not respond at all, were again scrutinised and subsequently adapted. No further pre-testing was performed on the adapted sentences.
The ERP Experiment
Subjects. A total of 34 university students (20 females) participated in the experiment, 17 on each list (all native speakers of Dutch, mean age = 23 years, range 18-28 years). All but two of the subjects were right-handed according to their responses on an abridged, adapted Dutch version of the Oldfield Handedness Inventory (Oldfield, 1971 ). Eleven subjects reported familial left-handedness, in each case restricted to one member of the direct family. All the subjects had normal or corrected-to-normal vision. None of the subjects had any neurological impairment or had experienced any neurological trauma according to their responses on a questionnaire. The subjects were paid for their participation.
Procedure. The stimuli were displayed using the same font and letter size, the same centralised word-by-word presentation, and the same visual display unit as used for the grammaticality pre-test. The display unit was covered by a non-reflecting black shield, in which a rectangular window was cut out for the presentation of the stimuli. Viewing distance was between 70 and 80 cm, and the words subtended a vertical visual angle of approximately 3°. Each word was presented for 300 msec, with an ISI of 300 msec. The length of the inter-trial interval (ITI) was variable, and depended on the number of words in each sentence. For the longest sentences (i.e. those with 12 words), the ITI was 4500 msec, made up of the following sequence. After the presentation of the last word, there was a 1500 msec blank frame, followed by the presentation of an asterisk for 2000 msec. This was used as a signal for the subjects that they could blink their eyes. After the asterisk had been displayed, a 1000 msec blank frame preceded the onset of the first word of the next sentence. For the shorter sentences, the time between the presentation of the last word and the onset of the asterisk was longer, depending on how many words less than 12 the sentences contained. For these sentences, the timing conditions after the onset of the asterisk were the same as for the 12-word sentences.
EEG activity was recorded using an Electrocap with seven scalp tin electrodes, each referred to the left mastoid. Three electrodes were placed according to the International 10-20 system (Jasper, 1958) at frontal (Fz), central (Cz) and parietal (Pz) sites. Symmetrical anterior temporal electro des were placed half-way between the F7 and T3 (anterior left: AL) and F8 and T4 sites (anterior right: AR), respectively. Symmetrical posterior temporal electrodes were placed lateral (by 30% of the interaural distance) and 12.5% posterior to the vertex (posterior left: PL; posterior right: PR). Vertical eye movements and blinks were monitored via a supra-to sub orbital bipolar montage. A right-to-left canthal bipolar montage was used to monitor for horizontal eye movements.
The EEG and EO G recordings were amplified with Nihon Kohden AB-601G bioelectric amplifiers, using a Hi-Cut of 30 Hz and a time constant of 8 sec. The EEG and EOG were digitised on-line with a sampling frequency of 200 Hz. Sampling started 150 msec before the presentation of the first word of each sentence, with a total sampling epoch of 8550 msec.
The subjects were tested in a sound-attenuating booth, seated in a comfortable reclining chair. They were informed that they would see sentences presented one word at a time. They were asked to pay attention to each word, and to focus on comprehending the whole sentence. No additional task demands were imposed. The subjects were told that some sentences would be grammatically incorrect, but they were given no information concerning the kinds of grammatical errors that would occur. There was a pause following the practice sequence, and following the first two blocks of the experimental sequence. Each experimental block lasted about 15 min. The entire session, including electrode application and removal, lasted at most 2l/z h.
RESULTS

EEG Analysis
Prior to off-line averaging, all single-trial waveforms were screened for eye movements, electrode drifting, amplifier blocking and EMG artifacts. Trials containing such artifacts were rejected. For the two time-locked latency windows that we will be reporting analyses on (more details below), the overall rejection rate was 6.9% and 5.3%.
Average waveforms were computed by subject over the correct and incorrect sentences for each of the three violation types. Statistical analyses are performed on the basis of calculations of the mean amplitudes in restricted time ranges preceding and/or following the critical word (the specific time ranges are given below in the separate sections on each of the violation types). Calculations are done separately for each of the seven active electrodes. The baseline for the critical word and its preceding positions was chosen so that it preceded a word position at which the sentences in the grammatical and ungrammatical conditions were still completely identical (see the sections below for a specification of the baseline for each violation type). The resulting values are entered into repeated-measures analyses of variance for each violation type separately-agreement, subcategorisation and phrase structure. In these analyses, the subjects are nested within experimental lists, and crossed with grammaticality (two levels: correct, incorrect) and electrode site (seven levels: Fz, Cz, Pz, AL, AR, PL, PR). We will report statistics for each violation type on time ranges of (1) the critical word, (2) the two or three word positions preceding the critical word, and (3) the penultimate and sentence-final word positions. The analyses on the positions preceding the critical word serve primarily to demonstrate that the effects found on the critical word are not spurious, but these analyses also serve to assess the impact of different words in different conditions. The analyses on the penultimate and sentence-final positions served to demonstrate the (possi ble) persistence and ramifications of the effects observed on the critical word.
Other than a few exceptions that will be explicitly mentioned, in all of the following results the list x grammaticality interaction did not reach significance. Therefore, the factor list was collapsed prior to the analyses of variance that are reported here. Furthermore, all overall analyses with violation type as an additional factor did not result in any significant threeway interactions of violation type x grammaticality x electrode site on the critical word, penultimate or sentence-final positions. This demons trates that between the three violation types, there are no topographical differences in the ERP effects obtained. Therefore, we will not report the effects of the factor electrode.
We will give the results for each of the violation types separately. Each section on a violation type starts with a general description of the wave forms, followed by three subsections. The first subsection reports the results for the critical word waveforms, the second for word positions preceding the critical word, and the third gives results for the penultimate and sentence-final positions.
Agreement Figures 1 and 2 show the grand average waveforms by electrode site for the critical word in the correct and incorrect agreement conditions. The critical word is preceded by two, and followed by three words. Figure 1 FIG. 1 Agreement condition. Grand average waveform for each of the three midline electrode sites, for the grammatically correct (average of n = 966 waveforms) and incorrect (average of n = 985 waveforms) critical words (CW). The CW is preceded by two and followed by three words. The area for statistical analysis is indicated on the time axis. The translation of the example sentence is "The spoilt child throws/throw the toy on the ground" (the zero alignment point is on "spoilt").
shows the three midline electrode sites; Fig. 2 shows the four lateral electrodes. In these figures, and in all of the following figures, the baseline used for normalisation is the first 150 msec of the depicted waveform. The waveforms for the incorrect critical words have a widely distributed positive shift in comparison to the correct words. The positivity has a centro-parietal maximum, of similar size over both hemispheres. The positive shift starts at around 500 msec following the onset of the critical word, and continues throughout the following word. Grand average waveform for each of the four lateral electrode sites, for the grammatically correct and incorrect critical words (CW). The CW is preceded by two and followed by three words. The area for statistical analysis is indicated on the time axis. Same example sentence as in Fig. 1 .
On the second word following the critical word, the positive shift for the incorrect condition is replaced by a sustained, broadly distributed negativ ity, already manifest at 200 msec post-onset and continuing throughout the following, third word position.
Agreement: Critical Word Position.
To test the positive shift on the incorrect critical words, an ANOVA was computed by subjects for the waveforms for the incorrect and the correct sentences. The analysis was performed on the mean amplitudes in the 500-700 msec range following the onset of the critical word. This time range includes 100 msec of activity related to the word following the critical word, continuing until the peak of the N1 for the next word. We feel this latency window is justified because the positive shift so clearly carries over into the following word. Certainly, the extended positivity cannot be attributed to effects at the level of the N1 on the following word.
A main effect of grammaticality is observed [F(l,33) = 7.12, MSe = 19.06, P = 0.012]. The mean amplitude for the correct critical words is 1.15/^V; the mean amplitude for the incorrect critical words is 2.22//V.
Agreement: Positions Preceding the Critical Word.
To test the signific ance of the negative shift on the two word positions preceding the critical word, an ANOVA was computed for each position by subject for the waveforms for the incorrect and the correct sentences. This analysis was done on the mean amplitudes in the 200-450 msec range post-onset for each position. The ANOVA on the mean amplitude in the 200-450 msec range of the position two words before the critical word yields a signifi cantly larger negativity for the incorrect compared to the correct condition -the mean amplitude for ungrammatical is 1.30/yV, the mean amplitude for grammatical is 1.92//V [difference = -0.62/^V; F(l,33) = 9.28, MSe = 4.93, P = 0.005]. The origin of this negative effect is not clear. The sentences in the grammatical and ungrammatical conditions are identical at this point, with one exception for the subset of VSO sentences. In these sentences, the two conditions differ in the morphological marking for number on the verb. However, although only VSO sentences differ mini mally in verb-number marking, separate analyses on the SVO and VSO sentences reveal that the observed negative effects are entirely due to negative shifts in the SVO sentences. Since these sentences are identical at all word positions preceding the critical word, the observed effects seem to be of spurious origin.
The negative shift at two positions before the critical word does not, however, modulate the ERP profile for the critical word. This is revealed by an ANOVA on the 200-450 msec range for the position immediately preceding the critical word, which shows no effect of the factor grammati cality.
To demonstrate that the significant positive shift in the 500-700 msec range on the incorrect critical words is not some spurious effect, we performed ANOVAs within the same time range for the two words preceding the critical word. No significant grammaticality effects emerge.
Agreement: Penultimate and Sentence-final Positions. The negative shift on the second word position following the critical word looks quite different compared to the waveform observed immediately following the critical word. However, the alignment of the waveforms in Figs 1 and 2 relative to the critical word is not the appropriate time-locked waveform for assessing a possible negative shift. This is because the individual sentences that enter into the waveforms differ in the number of words they contain. Some sentences end two words beyond the critical word, whereas others end three or four words after the critical word. This means that the second and third word positions as aligned in the waveforms in Figs 1 and 2 contain a mixture of sentence-final and non-final words. Given that closure effects at sentence-final positions can be quite large (cf. Friedman et al., 1975) , a mixture of final and non-final word positions is possibly a too heterogeneous set on which to base any reliable assertions. Therefore, we re-computed the average waveforms for each subject on each condi tion, after first aligning the waveforms for each sentence on the penulti mate word position (for this analysis, we did not include the three sent ences that have only one word following the critical word). Figure 3 depicts the grand average waveforms by electrode site for the penultimate and final word positions in the correct and incorrect agree ment conditions. Inspection of the waveforms shows a broad and sustained negative shift for the final word in the incorrect compared to the correct condition. The negativity is larger at posterior than anterior electrode sites, equally so over both hemispheres, with a centro-parietal maximum. The shift is clearly manifest at 200 msec post-onset, and continues throughout the remaining epoch. The negativity fits closely with the morphology and time-course that is characteristic of the N400 (cf. Kutas & Van Petten, 1988) . We interpret the negativity as a manifestation of semantic proces sing problems resulting from the syntactic violation on the critical word (we will expand on this point in the Discussion).
To test the significance of the sentence-final negativity, an ANOVA was computed for the waveforms for the incorrect and the correct sentences, on the mean amplitudes in the 250-600 msec range following the onset of the final word. This ANOVA shows a significant main effect of grammati cality [F(l,32) = 14.02, MSe = 14.45, P = 0.0007]. The mean amplitude for the ungrammatical condition is 1.45/^V, and the mean amplitude for the grammatical condition is 2.75 ^V , yielding a significant difference of -1.30//V. The ANOVA also yielded a significant list x grammaticality interaction [F(l,32) = 7.06, MSe = 14.45, P = 0.012]. Although we have no explanation for this interaction, it is unlikely that its origin lies in the materials used in the two experimental lists, since the sentences are closely matched, and the words in final position are identical in both experimental lists.
An ANOVA on the same latency window for the penultimate word reveals no effect of grammaticality. Figures 4 and 5 show the grand average waveforms by electrode site for the critical word in the correct and incorrect subcategorisation conditions. The critical word is preceded and followed by three words. Figure 4 shows the three midline electrode sites and Fig. 5 shows the four lateral electro des.
Subcategorisation
The waveforms do not show the same positive shift to the critical word that was observed in the agreement condition. The waveforms do, however, show a sustained positive shift preceding and on the critical word, over the frontal midline and anterior lateral electrode sites, for the incorrect relative to the correct condition. This shift is most prominent at the Fz and right anterior sites, where it continues into the position following the critical word. However, because the shift is already apparent at word positions before the critical word (i.e. at a moment in time at which Grand average waveform for each of the three midline electrode sites, for the grammatically correct (average of n = 946 waveforms) and incorrect (average of n -939 waveforms) critical words (CW). The CW is preceded and followed by three words. The area for statistical analysis is indicated on the time axis. The translation of the example sentence is "The son of the rich industrialist borrows/boasts the car of his father" (the zero alignment point is on " industrialist").
the incorrect and correct sentences are still well-formed), it cannot be reliably linked to possible effects of the subcategorisation violation on the critical word. Moreover, the waveforms show that the frontal positivity is absent or marginal at the centro-parietal and posterior lateral sites. At word positions following the critical word, the waveform for the incorrect condition develops into a negativity, compared to the correct condition, much like is observed for the incorrect agreement sentences. With the exception of Fz, the negative shift is apparent at the first or second position after the critical word. FIG. 5 Subcategorisation condition. Grand average waveform for each of the four lateral electrode sites, for the grammatically correct and incorrect critical words (CW). The CW is preceded and followed by three words. The area for statistical analysis is indicated on the time axis. Same example sentence as in Fig. 4 .
Subcategorisation: Critical Word Position.
To test for differences for the critical word in the incorrect condition, an ANOVA was computed by subjects for the waveforms for the incorrect and the correct sentences, in the same time range as used for the agreement analysis (i.e. 500-700 msec post-onset of the critical word). In this latency window, the mean ampli tude for the correct condition is 0.89juW; the incorrect condition has a mean amplitude of 1.45^V. This difference of 0.56juV is not significant. So, the positive shift observed on the critical word for the agreement violation condition is not found for the subcategorisation violations.
Subcategorisation: Positions Preceding the Critical
Word. An ANOVA on the mean amplitude in the 500-700 msec time range at the third position before the critical word shows no effect of grammaticality. There is also no effect in the 200-450 msec range. However, at the second position, the ungrammatical condition is significantly more positive in the 500-700 msec range than the grammatical one [F(l,33) = 7.59, MSe = 15.85, P = 0.0095]. In fact, this positivity is already present in the 200-450 msec post onset latency window [F(l,33) = 6.36, MSe = 11.09, P = 0.017]. In line with the terminology that we have been using so far, we refer to the difference between the correct and incorrect conditions as a positivity. However, given that the sentences in both conditions are still grammatical at this position, it is equally appropriate to speak in terms of a negative shift for the grammatical condition compared to the ungrammatical one. In fact, given that the observed shift might be related to the different lexical items that are presented at this position, it is perhaps more in line with established ERP effects (cf. Kutas & Van Petten, 1988) to indeed think of this shift as a negativity. The lexical differences between the conditions concern the verbs used to realise the subcategorisation compari son. In the grammatical sentences, a transitive verb is used (e.g. reads a book), whereas in the ungrammatical sentences, an obligatory intransitive verb is presented (e.g. elapses a book). However, it is unlikely that the observed shift affected the waveform at the level of the critical word, since the shift at the position immediately preceding the critical word is no longer significant. There is no effect in the 200-450 msec range, and only a marginal effect in the 500-700 msec range [F(l,33) = 3.77, MSe = 17.45, P = 0.06], reflecting the dissipation of the carry-over effect of the positivity on the second word position preceding the critical word.
Subcategorisation: Penultimate and Sentence-final Positions.
To test for sentence-final effects, the waveforms for each sentence were aligned on the penultimate word position, and subsequently averaged by subjects for each condition (leaving out the one sentence that has only one word following the critical word). Figure 6 shows the grand average waveforms by electrode site for the penultimate and final word positions in the correct and incorrect subcategorisation conditions. An ANOVA was performed on the mean amplitude within the 250-600 msec post-onset latency window for the penultimate and final word posi tion separately. The mean amplitude for the penultimate word of the grammatical condition is 0.89//V; the mean amplitude for the ungramma tical condition is -0.10/^V. This difference of -0.99piW is significant [F(l,33) = 11.01, MSe = 10.47, P = 0.0022].
The ANOVA for the final word position also revealed a significant main effect of grammaticality [F(l,32) = 17.9, MSe = 14.16, P = 0.0002]. The mean amplitude for the ungrammatical condition is 1.67//V and the mean amplitude for the grammatical condition is 3.31 //V, yielding a significant difference of -1.64/^V. In addition, a significant list x grammaticality interaction was found [F( 1,32) = 7.06, MSe = 14.45, P = 0.012], indicating that the two subject groups differ in the relative size of their grammaticality effects. It is unlikely that this group difference is due to the assignment of the grammatical and ungrammatical versions of the sentences to the specific experimental lists. The sets of grammatical and ungrammatical sentences are closely matched, and only differ in the transitive and intransi tive verbs used.
Phrase Structure Figures 7 and 8 show the grand average waveforms by electrode site for the critical word in the correct and incorrect phrase-structure conditions. The critical word is preceded and followed by three words. Figure 7 shows the three midline electrode sites and Fig. 8 shows the four lateral elec trodes. The waveforms at the critical word position in Figs 7 and 8 are characte rised by a positive shift with a broad scalp distribution for the incorrect critical words in the latency window between 500 and 700 msec post-onset. In fact, the positivity is present from the immediate onset of the critical word. This very early positive shift is a carry-over effect from a similar shift in the incorrect condition in the time range from 500 to 700 msec on the word position directly preceding the critical word. This preceding word position is further characterised by an earlier negative shift for the incor- rect condition, with a posterior maximum. Following the critical word, the waveforms come together on the next word position, and then show a broadly distributed negative shift for the incorrect condition on the second and third positions, very similar to the negative shifts observed for the agreement and subcategorisation conditions.
Phrase Structure: Critical Word Position. The positive shift for the incorrect critical words was tested in an ANOVA by subjects for the waveforms for the incorrect and the correct sentences, in the 500-700 msec range. The mean amplitude for the grammatical condition is 1.00/^V and the mean amplitude for the ungrammatical condition is 2.10//V. This difference of 1.10/^V is significant [^(1,33) = 5.44, MSe = 26.67, P = 0.026].
Phrase Structure: Positions Preceding the Critical Word. An ANOVA was performed for the 500-700 msec window for the word immediately preceding the critical word. As on the critical word, the effect of grammati cality is significant [grammatical = 0.50/¿V, ungrammatical = 2.13juV, difference = 1.63¿¿V; F(l,33) = 10.41, MSe = 30.11, P = 0.0028]. This effect most likely results from the requirement for the parser to entertain the possibility of an adjective-adverb-adjective-noun sequence, which is both more complex (in terms of the number of syntactic nodes) and less frequent than the adverb-adjective-noun sequence (a point that we raised earlier in the Materials section). Despite the fact that at this word position the incorrect sentences are still grammatically well-formed, it could be the case that because of the rarity and/or complexity of adjective-adverb sequences, the presence of the adverb following the adjective goes against the syntactic structure expected and/or preferred by the subjects. This parsing problem then manifests itself as the same positive shift that is found for syntactic violations. We will pick up on this point in the Discussion.
To test the early negative shift for the word position preceding the critical word, an ANOVA was computed for the 200-450 msec latency window. The mean amplitude for the grammatical condition is 2.03//V and the mean amplitude for the ungrammatical condition is 0.97/¿V. This difference of -1 .0 6 //V is significant [F(l,33) = 7.7, MSe = 17.49, P = 0.009]. Although it is possible that this negative shift is a reflection of a processing difficulty related to adjective-adverb sequences, it is also possible that the shift is due to the presence of different words (i.e. adjectives and adverbs) in the correct and incorrect conditions.
To assess whether the observed negative and positive shifts for the critical word and for its immediately preceding position are restricted to these positions, separate ANOVAs were computed in the 200-450 msec and the 500-700 msec range for the second and third positions before the critical word. None of these analyses yielded significant effects of gramma ticality.
Phrase Structure: Penultimate and Sentence-final Positions.
To test the sentence-final negative shift, an ANOVA was performed on the mean amplitude within the 250-600 msec post-onset latency window for the penultimate and final word position separately, after alignment on the penultimate position. Figure 9 shows the grand average waveforms by electrode site for the penultimate and final word positions in the correct and incorrect phrase structure conditions. The mean amplitude for the penultimate word of the grammatical condition is 0.67/¿V and the mean amplitude for the ungrammatical condition is -0.23/¿V. This difference of -0.90/^V is significant [F(l,33) = 8.83, MSe = 11.01, P = 0.0055]. A similar significant effect is present for the sentence-final position [grammatical = 2.65//V, ungrammatical = 1.21 ¿¿V, difference = -1.44/^V; F(l,33) = 16.31, MSe = 15.08, P = 0.0003].
Summary of the Main Results
The critical words in the incorrect agreement and phrase-structure condi tions have a positive shift compared to the correct conditions. This shift most probably results from the syntactic violation on the critical word. There is no significant positive shift in the subcategorisation condition.
This could be due to aspects of the materials used (we will expand on this possibility in the Discussion).
All three violation types have a significant negative shift for the incorrect condition on the sentence-final position. In addition, the incorrect subcate gorisation and phrase structure conditions have a significant negative shift on the penultimate position. The negativity is most likely reflecting seman tic analysis problems originating from the syntactic violations.
The waveforms preceding the critical word in all three violation types show some sporadic significant effects of the factor grammaticality, despite the fact that all of the sentences are well-formed up to the critical word. Other than one spurious effect in the ungrammatical agreement condition, these effects only occur when different words are present in the grammati cal and ungrammatical conditions. Therefore, lexical differences seem the most likely explanation for the origin of these effects. A possible exception here concerns the differences observed for the word preceding the critical word in the phrase structure condition. These differences could be reflect ing the fact that adjective-adverb sequences go against the structural analysis preferred by the subjects.
DISCUSSION
The major result of this study is the widely distributed positivity that is elicited by two of the three types of syntactic violations. This positive effect starts at about 500 msec, with a centro-parietal maximum. The effect is very similar to the P600 reported by Osterhout and Holcomb (1992) . From our data, a number of conclusions follow about the nature of the "syntac tic" positivity we have obtained.
First, the positive shift to different syntactic violations is clearly different from the negative shift (the N400) which arises as a result of semantic violations, such as violations of selectional restrictions (Kutas & Hillyard, 1980a) . That is, the brain responses to violations of different kinds of linguistic constraints (i.e. syntactic and semantic) seem to honour distinc tions made in most models of language comprehension between the processing of syntactic and semantic information. Although the results do not allow conclusions concerning autonomous or interactive parsing, they suggest that in the process of language understanding either some interme diate level of syntactic representation is computed, or a process of syntactic re-analysis is initiated upon encountering a structural misassignment. We will return to this point later.
Second, the positive shift is not an ERP response to violations only. This is shown by the results for the phrase-structure condition. In this condition, the positive shift already occurred one word before the syntactic violation. It is on this word (i.e. the adverb) that the parser can no longer assign the more frequent and less complex NP-structure in Dutch (i.e. determ ineradjective-noun) to the incoming string. Instead, the adverb forces the parser to entertain the possibility of a less frequent and more complex NPstructure (i.e. determ iner-adjective-adverb-adjective-noun). Note that at the adverb the less frequent, more complex, but syntactically legal structure in Dutch was still possible (for a slightly different, alternative account of this result in terms of predicting phrasal heads, see Wright and Garrett, 1984) . Only the noun following the adverb excluded the less frequent and more complex alternative, and rendered the sentence ungrammatical. This result is consistent with other empirical evidence suggesting that the parser is designed to avoid keeping all structural options open until final disambiguating information is encountered (e.g. Frazier & Rayner, 1982; Garnsey et al., 1989; Rayner et al., 1983) . That is, the parser does not assign and maintain all possible structures until disambiguating information excludes the inappropriate alternatives. Instead, a preferred structure is assigned on the basis of some computa tional economy principle (see Frazier, 1987a) , or on the basis of the frequency of alternative syntactic constructions. This preferred structure gets revised if it is made untenable by further incoming words. In general, then, the positive shift seems to be elicited by words which indicate that the preferred structural assignment is an incorrect syntactic analysis for the processed string of words. 1 Third, the positive shift occurs in the absence of any task other than the requirement for the subjects to attentively read the sentences for under standing. This in itself is a distinct advantage for studies on language processing, which are often confronted with the problem of task interfer- 'This conclusion is further supported by a subset of the sentences in the agreement condition. In this condition, a substantial number of the SVO sentences (11 of the 25) can be claimed to be structurally legal at the critical word position in the ungrammatical condition. These are sentences with transitive verbs in NPsg-Vpl sequences, with the verb morphologically marked for present-tense plural. In Dutch, the morphological marker for present-tense plural is also the infinitival marker. The combination of a singular NP with a present-tense plural verb form in the ungrammatical version of these 11 sentences can, therefore, be analysed as an infinitival phrase. This infinitival construction might be assigned the role of grammatical subject of the sentence (e.g. " [De goed opgeleide technicus vervangen], is moeilijk" ; the critical word is italicised; the plural/infinitival marker is in bold; the infinitival subject construction is within square brackets). These 11 cases differ from the remaining 49 sentences in the agreement condition, in that the critical word renders the preferred assignment impossible instead of rendering the sentence structurally illegal. However, the positivity to the critical word in the SVO sentences does not differ in size or latency from that in the VSO sentences. This further substantiates the claim that the positive shift to syntactic violations is similar to the positivity elicited by words that render a preferred assignment impossible. ence effects. Much of the psycholinguistic processing literature can be read as an extended attempt to rid real-time performance of the contamination brought about by the task used to observe that performance. The fact that differential ERP effects can be obtained without imposing irrelevant and interfering task demands on the subjects, demonstrates one of the most appealing characteristics of the ERP method for language research.
The fact that we have observed the positive shift in the absence of irrelevant task demands also makes a "surprise" account of the observed positivity less likely. One could argue that the observed positivity is not directly related to the processing of syntactic information, but is mediated by a surprise reaction to the rare event of a syntactic violation. This would be the case if the observed positivity is a member of the P300 family, an ensemble of positive components with an amplitude that is proportional to the rarity of a task-relevant stimulus (e.g. Donchin, 1979; Fabiani, Gratton, Karis, & Donchin, 1987 ; see also Osterhout & Holcomb, 1992) . The possibility that the observed positivity belongs to a family of P300-like waves has, however, become less likely in the light of the present study. The reason is that the unexpected syntactic violations are not the task relevant stimuli. This contrasts with studies where subjects were required to judge the acceptability or grammaticality of the sentences, and to overtly indicate their judgement (e.g. Neville et al., 1991; Osterhout & Holcomb, 1992) . In such situations, it could be claimed that the coinci dence of a task-relevant stimulus and an essentially rare event (i.e. an ungrammaticality) combines to bring about a classical oddball stimulus, resulting in a positivity. As we just mentioned, this line of reasoning does not apply to the experiment we have reported here, because we have not required a decision and an overt response from our subjects, and because we have not instantiated a task-relevant dimension with respect to the grammaticality variable used in the experiment. Nevertheless, even in the absence of an overt response, it could still be claimed that the syntactic violations are relevant to the task of reading. This leaves open the possibility that the positivity is still being driven by the rarity of an ungrammatical event. However, in this case, it remains to be explained why the rare event of a semantic incongruity elicits an N400, whereas the rare event of a syntactic violation elicits a positive shift. That is, by attributing the positive shift to an aspecific surprise reaction, one can no longer explain why the brain responses to different kinds of rare events honour the linguistic distinction between syntax and semantics so well. As long as the ERP responses can be differentiated in terms of psycholinguistically motivated categories, the answer to the question whether they are direct or mediated responses to the underlying language processing events leaves the functional relevance and interpretation of the results largely unaffected. For the data obtained in this study, this clearly is the case.
Fourth, unlike the study by Osterhout and Holcomb (1992) , the syntac tic anomalies in our study elicited a positivity to open-class words (i.e. nouns and verbs) and to words with closed-class characteristics (i.e. adverbs). In the study by Osterhout and Holcomb, positivities were observed to closed-class words (i.e. infinitival markers and auxiliaries). Taken together, the present study and the one by Osterhout and Holcomb rule out the possibility that the positivity might be elicited as a function of word class. Both open-and closed-class words bring about a "syntactic" positivity, under the assumption that these are the words that render the preferred structural assignment impossible.
As in Osterhout and Holcomb's study, for all violation types significant N400 effects were obtained on the sentence-final words. But in addition to the findings by Osterhout and Holcomb, these N400 effects were also significant on the penultimate word in the subcategorisation and the phrase structure violations. Since in most sentences (71%) the penultimate word followed the critical word either immediately or with one intervening word, the results indicate that the N400 effects emerge closely after the occurrence of the parsing problem. The suggestion of a tight coupling between parsing problems and N400 effects is enforced by the observation that the morphology of the waveforms for the agreement violation and the phrase structure violation indicates that the positivity elicited by the critical word carries over to the following word, thereby probably masking a negative shift in the waveform elicited by the word following the critical word in the ungrammatical sentences. This might result in an underestima tion of the onset latency of the N400 effects. In all, then, the results show N400 effects more or less immediately after, and certainly on, the second word following the presentation of the critical word that renders the sentence ungrammatical. According to recent claims, the N400 is especially sensitive to the integration of lexical meaning into an overall representa tion of the word or sentence context (Brown & Hagoort, 1993; Osterhout & Holcomb, 1992) . The N400 effects to words following the critical word in the ungrammatical sentences suggest that the semantic integration process is affected by the syntactic violation not only at sentence closure (as suggested by Osterhout & Holcomb, 1992) , but more or less immedi ately after the failure of the first parse. That is, the syntactic violations have immediate consequences for the semantic integration of following words into a coherent message-level representation of the whole sentence. The integration of words following a syntactic violation becomes more difficult, as is indicated by an increase in the amplitude of the N400 to words following the critical word.
It is clear that in this respect not all syntactic violations have an equally strong disruptive effect on the integration of following words. The agree ment violation, for instance, is realised by an incorrect suffix on the noun or verb, which in itself does not seriously affect the semantic relations between the individual open-class words in the sentence. For this reason, the agreement violation might have relatively restricted consequences for the semantic integration of open-class words following the item that renders the sentence ungrammatical. This might explain why in sentences with an agreement violation, N400 effects were restricted to the sentencefinal word. Much stronger effects on semantic integration were seen for the two other types of violation, in which either a strong syntactic cue in Dutch for the interpretation of a phrase was violated (i.e. word order), or in which the structural violation was associated with different verbs in the grammatical and ungrammatical conditions. With respect to the latter violation, in addition to differences in their subcategorisation frame, these different verbs involve differences in the semantic constraints for the remaining part of the sentence. For the phrase structure and subcategorisation violations, therefore, significant N400 effects were also obtained in pre-final word positions, which in the majority of the sentences was only one or two words after the critical word.
The combination of positivities and negativities obtained for the agree ment violation and the phrase structure violation provides some clues to explain the prima facie unexpected absence of an effect on the critical word in the subcategorisation violation condition. The subcategorisation viola tion differs from the other two violations in that already two words before the critical word expectations are set up on the basis of the subcategorisa tion frame associated with the transitive (in the grammatical sentences) and intransitive (in the ungrammatical sentences) verbs. These lexically specified structural constraints on whether an object-NP can or cannot follow most likely translate into a matrix for what fits semantically. That is, given the context there might be a difference in cloze probability for the critical word in the grammatical and the ungrammatical conditions. The N400 amplitude is known to be inversely related to the cloze probabil ity of open-class words (Kutas & Hillyard, 1984) . For this reason, one could expect a larger N400 to the critical word in the ungrammatical compared to the grammatical condition. In addition to the possible differ ence in cloze probability, it is only in the subcategorisation condition that the critical word renders the sentence ungrammatical via its semantic properties. Although the intransitive verb cannot take an object-NP, in Dutch it could have taken a noun at the critical word position as part of an adverbial phrase of duration (e.g. " laughs an hour long"). However, this analysis is rendered untenable due to the semantic properties of the actual noun in the critical word position, which cannot occur as part of an adverbial phrase of duration (e.g. "laughs a car. . ." ).
Most importantly, recent empirical evidence indicates that part of the verb's semantic specifications is encoded in the subcategorisation frames (Fisher, Gleitman, & Gleitman, 1991) . This is in line with several linguistic accounts claiming that subcategorisation frames are relatively straightfor ward projections from certain semantic features (Brcsnan, 1979; Chomsky, 1981; Jackendoff, 1978) . This implies that verb meaning and the syntactic aspects of the verb that are specified on the subcategorisation frames are tightly intertwined. Therefore, subcategorisation violations as used in this study are not only syntactic violations, but by necessity also semantic violations.
The intricate relationship between the violation of semantic expectations and the rejection of the preferred structural assignment might have led to a "semantic" negativity and a "syntactic" positivity to the very same word, which for the subcategorisation violation is the critical noun in the ungram matical condition. Given the opposite polarity of these two effects and given their overlap in time, they might have cancelled each other out, with as a net result the absence of a significant difference on the critical word itself.
One could say that a similar cancellation of "syntactic" positivity and "semantic" negativity should have been likely for the phrase structure violation. However, for the phrase structure violation, we already obtained a positivity to the adverb, where a semantically legal and normal continua tion was still possible (e.g. " the colourful very expensive tulips"). The adverb thus did not exclude the structurally more frequent, less complex and, therefore, probably preferred assignment on the basis of its semantic specifications, but on the basis of its word class. In other words, the rejection of the preferred assignment was a consequence of structural and not of semantic constraints. This is the probable cause of the sustained positivity elicited to the adverb and carried through into the critical word.
The absence of an effect on the critical word in the subcategorisation condition leads us to a methodological worry. In cases where a first parse is rejected on the basis of a semantic evaluation, or in cases where strong and immediate consequences of a syntactic violation for the semantic integration of the violating word are to be expected, one might be con fronted with the problem of overlapping positive and negative components in ERP studies on parsing. One way to reduce the chance of N400s masking "syntactic" positivities is by using a closed-class word to render the sentence ungrammatical, as in Osterhout and Holcomb's (1992) study.
In contrast to open-class words, closed-class words primarily serve a syntactic function. This implies that their occurrence is not, or only weakly, determined by purely semantic constraints, such as selectional restrictions. Given the relative weakness of the semantic matrix for closed-class words, these words might be more suited than open-class words to pick up the consequences of a syntactic violation or misassignment. A second possibil ity to minimise this particular problem of overlapping components is to reduce the semantic constraints of the context altogether. One way of doing this is to use so-called "syntactic prose" , in which sentences are semantically incoherent but syntactically legal. In these kinds of sentences, one can again test the effect of specific syntactic violations, with probably only minor consequences for semantic integration processes. In a syntactic prose version of the current experiment, we recently obtained the same positivities to the same syntactic violations. However, in contrast to the current experiment, these positivities were not followed by N400 effects to the words following the critical word. The effects of grammaticality in syntactic prose support the validity of the positive-shift effects that we have reported in this paper. In addition, the absence of N400 effects fits well with our interpretation in terms of semantic integration processes concern ing the significant N400 effects in the normal prose sentences of the present experiment.
For those syntactic violations which are at the same time inherently semantic violations, however, most likely neither the above nor other methodological approaches will avoid the cancellation of a "syntactic" positivity and a "semantic" negativity. That is, for our subcategorisation violations, it might be impossible altogether to separate "syntactic" positi vities from "semantic" negativities.
Finally, on the basis of these results, we cannot make strong claims about the temporal relation between parsing operations and semantic integration processes. Although in general the onset of the negative shift (the N400) seems to be earlier than the onset of the "syntactic" positive shift, this in itself does not provide us with conclusive evidence about the time-course of the underlying processes. The reason here is that not enough is known about the temporal origin of processes resulting in endogenous ERP components with specific latency characteristics, such as time of onset and time of maximum amplitude. More detailed knowledge is required about the time-locking parameters of the endogenous ERP components with respect to their underlying cognitive processes before specific inferences can be made about the temporal relation between these processes.
In addition, it is as yet unknown whether the "syntactic" positive shift is time-locked to the initial structural assignment, or to the processor's rejection of this first assignment. This makes it difficult to draw conclusions from the onset latency of the obtained "syntactic" positive shift about the time-course of the initial structural assignments by the parser. No firm statements can therefore be made as yet about the temporal co-ordination of parsing and semantic integration.
In conclusion, we believe that at the level of language processing there seems to be a relation (direct or indirect) between syntactic processing and a "syntactic" positivity in the ERP waveform. Combining the various points that we have made in the preceding paragraphs, leads us to believe that the positive shift we have observed for violations of syntactic con straints and preferences is a manifestation of a functionally distinct process concerning the computation of syntactic structures. We therefore feel that within the context of language processing, it is justified to assign a functio nal label to this ERP response, and we will from now on refer to this effect as the Syntactic Positive Shift (SPS). With this functional label we explicitly do not claim that similar positivities cannot be obtained outside of the domain of language processing. What we do want to claim, though, is that with respect to the cognitive architecture of language processing, the obtained positivity can be fruitfully related to the domain of parsing.
The SPS that we have obtained is a common brain response to very different types of syntactic violations. With respect to language processing, the SPS seems to indicate the impossibility for the parser to assign the preferred structure to an incoming string of words, whatever the specific syntactic nature of this preferred structure is. In this respect, the SPS might have a robustness in the domain of syntactic computations that is compara ble to that of the N400 in the domain of semantic computations. Whether the sensitivity of the SPS to rejected preferred structural assignments is mediated by awareness of the misassignment, or whether it is a direct consequence of a failing automatic first parse, is still an open issue.
What are the consequences of these results for models of parsing? The present study was exploratory, and therefore not designed to directly test claims of one or other specific proposal on parsing operations. So, the results do not bear directly on such hotly debated issues in the parsing literature as the informational encapsulation of parsing operations with respect to lexical and discourse information. However, at a more global level, certain general notions of parsing are more compatible with the results of the present study than others. The present study suggests the existence of different brain states for parsing and for semantic integration. To the degree to which the SPS and the N400 individuate different sets of neural generators, and to the degree to which different sets of neural generators correspond to different cognitive states, it can be concluded that the results of the present study provide evidence for dedicated processing events underlying the computation of syntactic structures. This result is, therefore, at odds with early proposals on language processing in which the role of syntactic analysis in understanding language is ignored (e.g. Bever, 1970; Schank, 1972; Wilks, 1978) .
One way of interpreting the data is that the SPS reflects the computation of a separate level of syntactic representation during the process of language understanding. Under this interpretation, the difference in ERP responses to semantic and syntactic processing goes against the spirit of models that deny an independent status for intermediate products of 4 7 5 syntactic computation (e.g. Bates et al., 1982; McClelland et al., 1989) . For example, McClelland et al. (1989) propose in their PDP model of sentence comprehension that . . there is but a single integrated system in which syntactic and other constraints are combined in the connection weights, to influence the construction of a single representation reflecting the influences of syntactic, semantic, and lexical constraints" (p. 329). This single system approach needs to explain how the different constraints embodied in the same connection weights, and therefore indistinguishable at the representational level, can nevertheless lead to ERP responses that are qualitatively differentiated according to the very nature of the con straints (i.e. syntactic and semantic).
Alternatively, one could interpret the data as indicating the initiation of a syntactic reanalysis after a first-pass structural assignment has failed to provide a well-formed structure. That is, the incoming word that cannot be attached to the preferred structure signals the need for the revision of this structure. The SPS might be related to this process of syntactic reanalysis. However, given that the SPS is qualitatively different from ERP responses to the processing of semantic information, under this interpreta tion one has to conclude that the process of syntactic reanalysis is at least partly separate from the process of deriving a final semantic interpretation. Further research is needed to establish which functional account of the SPS is the most adequate one.
At a more specific level, the results of the present study, in combination with the results of Osterhout and Holcomb (1992) , open perspectives for fruitfully applying the ERP method to more intricate issues in the parsing literature. If further ERP studies on parsing confirm the existence of a "syntactic" ERP component such as the SPS, one can investigate what kinds of information influence the morphology of this component, such as its amplitude or latency (cf. Osterhout & Swinney, 1989) . In this way, relevant information can be obtained about the principles that guide the human parser in assigning structure to incoming strings of words. For instance, it might enable additional empirical tests of the hypothesis that a first parse is done on the basis of structural principles only, as embodied in the garden-path model (Frazier, 1987a) . According to the garden-path model, lexical and discourse information should not influence the morpho logy of first-pass "syntactic" ERP responses. We are currently implemen ting a research programme to test these more specific claims.
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