Abstract. We present a novel method for manifold learning, i.e. identification of the low-dimensional manifold-like structure present in a set of data points in a possibly high-dimensional space. The main idea is derived from the concept of Riemannian normal coordinates. This coordinate system is in a way a generalization of Cartesian coordinates in Euclidean space. We translate this idea to a cloud of data points in order to perform dimension reduction. Our implementation currently uses Dijkstra's algorithm for shortest paths in graphs and some basic concepts from differential geometry. We expect this approach to open up new possibilities for analysis of e.g. shape in medical imaging and signal processing of manifold-valued signals, where the coordinate system is "learned" from experimental high-dimensional data rather than defined analytically using e.g. models based on Lie-groups.
Introduction
A manifold can be seen as a generalization of a surface to higher dimensions. Locally a manifold looks like a Euclidean space, R N , but on a global scale it may be curved and/or compact, like a sphere or a torus. A manifold with a metric tensor defined at each point is called a Riemannian manifold.
Recent developments in so called manifold learning has opened up new perspectives in non-linear data analysis. Classical methods such as Principal Components Analysis (PCA, a.k.a. the Karhunen-Loeve transform) and Multidimensional Scaling (MDS) efficiently finds important linear subspaces in a set of data points. Methods within the field of manifold learning are however able to identify non-linear relations as well. In this paper we present a new tool for data analysis of this kind, based on the concept of Riemannian normal coordinates.
Manifold learning has become an established field of research, Kohonen's Self Organizing Maps (SOM) [5] being an important early example. Characteristic for the newest generation of manifold learning techniques is efficiency and global convergence, in particular many of them are based on the solution of very large eigenvalue problems. This include for instance the recent Kernel PCA [8] , Locally Linear Embedding [7] , ISOMap [11] , Laplacian Eigenmaps [1] and Hessian Eigenmaps [2] . Traveling along a geodesic, starting at a specific location in a specific direction, will eventually take you to any place on the surface of the Earth. Riemannian normal coordinates captures this information, mapping points on the sphere to R 2 in a way that direction and geodesic distance from the origin to any point is preserved. Riemannian normal coordinates are therefore quite natural to use for navigation on a manifold, at least in the vicinity of a point. Also note that geodesics on a manifold M (left) are mapped to lines in Riemannian normal coordinates (right).
Manifolds arise in data for instance when a set of high-dimensional data points can be modeled in a continuous way using only a few variables. A typical example is a set of images of a 3-D object. Each image may be represented as a very high-dimensional vector, which depends on the scene and a few parameters such as relative camera orientation, camera position and lighting conditions. Camera orientation itself is a good example of a non-linear manifold. The manifold of orientations, SO(3), can be represented by the set of all rotation matrices. While the manifold-valued parameter space is equivariant to important features of the data, namely camera-and lighting information, it should also be invariant to uninteresting things such as noise from the image sensors.
In the following sections we present a novel technique for manifold learning based on the concept of Riemannian normal coordinates. We have translated this technique from its original setting in differential geometry, to the task of mapping a set of experimental high-dimensional data points, with a manifold-like structure, to a low-dimensional space. An intuitive explanation of Riemannian normal coordinates is given in figure 1. They contain information about the direction and distance from a specific point on a manifold to other nearby points. The usefulness of such information for navigation is obvious, not only for navigating on the Earth, but also for creating user interfaces to navigate in manifold-valued data in general. The Riemannian normal coordinates are also closely related to geodesics and the exponential and logarithmic maps of Lie-groups, which have been used recently for the analysis of shape in medical images [4] and to perform time-dependent signal processing of orientation data [6] .
In this section we briefly review some basic concepts of differential geometry necessary to understand the method we propose.
To each point p on a manifold M there is a associated tangent space, T p M , consisting of a Euclidean space tangential to M at p. Derivatives at p of smooth curves passing through a point p belongs to T p M .
A special class of curves defined on Riemannian manifolds are the geodesics, i.e. length minimizing curves on M . These define a metric d(x, y) on a manifold derived from the length of a geodesic passing through x and y.
The Riemannian exponential map, exp(v) ∈ M , v ∈ T p M , is a function which maps points in the tangent space of p, to points on M . If H(t) is the unique geodesic, starting at p with velocity v, then exp(v) = H(1). Intuitively this can be thought of as walking with constant velocity in particular direction on the manifold, from a point p, during one time unit. This mapping is one-to-one in a neighborhood of p and its inverse is the log map.
The set of points on M for which there exists more than one shortest path from p is called the cut locus of p. The cut locus of a point on a sphere is for instance its antipodal point. Some manifolds, such as R 2 , lack a cut locus. Other manifolds, such as the torus, have a quite complex looking cut locus.
Given a point p and an orthonormal basis {ê i } for the tangent space T p M , a Riemannian normal coordinate system is provided by the exponential mapping. A point
). The gradient of a scalar function f is a dual vector field which components are simply the partial derivatives (in the induced basis).
Method
Given a basis point p from a data set X and an orthonormal basis of the tangent space at p to a thought manifold M , we would like to, via the log map into T p M , express all data points x ∈ X using Riemannian normal coordinates. Due to the properties of Riemannian normal coordinates, this is equivalent to measuring the distance and direction from p to every other point in the data set. We choose to call this framework LOGMAP:
1. From a set of data points, X, sampled from a manifold M , choose a base point p ∈ X. 2. To determine the dimension of M , select a ball B(p) of the K closest points around p. Then perform standard PCA in the ambient space for B(p). This will give us T p M , with dim T p M = N , where we choose any suitable ON-basis {ê i }. All y ∈ B(p) are mapped to T p M by projection on {ê i } in the ambient space. This is the Ψ -mapping in figure 2. 3. Approximate distances on M . In the current implementation we do this by defining a weighted undirected graph, with each node corresponding to a data point and with edges connecting each node to its L closest neighbors. Let the weights of these edges be defined by the Euclidean distance between data points in the ambient space. We then use Dijkstra's algorithm for finding shortest paths in this graph, to approximate the geodesic distances in M . This gives estimates of d(x, y) for all (x, y) ∈ X × B(p).
4.
To calculate the direction from p to every point x ∈ X, estimate g = g
2 (x, y)| y=p numerically, using the values obtained in the previous step. While we only have values of d 2 (x, y) for y ∈ B(p), we must interpolate this function in T p M , e.g. using a second order polynomial, in order to calculate the partial derivatives at Ψ (p).
5.
Estimates of Riemannian normal coordinates for a point x are then obtained as
A schematic illustration of a geodesic from x to p in a manifold M . Dashed curves correspond to iso-levels of d
2 (x, y). These iso-curves are perpendicular to every geodesic passing through x. The ball around p and the mapping Ψ defines a chart that maps a part of M to R 2 . The domain of exp is actually the tangent space of M at p, and it is natural to identify vectors in R 2 with T Mp.
In step 4) above, the numerical calculation of the gradient at p uses the squared distance function. The reason for not just taking the gradient at p of the plain distance function from x, which is known to point in the direction of the geodesic connecting p and x, is that it is not smooth for p ≈ x. Using the square of the distance function, which is much easier to interpolate, solves this problem while giving a gradient in the same direction. However, when x is close to the cut locus of p, even the squared distance function becomes non-smooth. In the experiments shown in the next section, we have actually used a slightly more robust scheme to estimate the gradient for points close to the cut locus. This was done by using the RANSAC algorithm [3] , to select points close to p consistent with a second order polynomial model of the squared distance function.
The LOGMAP method was evaluated using Matlab. The most critical part of the algorithm, the calculation of shortest paths, was borrowed from the ISOMAP implementation of Dijkstra's shortest paths [11] . In the LOGMAP implementation, the selection of p was made interactively by the click on the mouse and the resulting log map was calculated almost in real time.
Three experiments on synthetic data are presented here to illustrate the behavior of the algorithm. In each of the experiments we have assumed knowledge of how to choose L, the number of neighbors for building the graph, and K, which determines the size of the neighborhood used for dimension estimation and later the estimation of gradients. It is important to point out that selection of these parameters is actually non-trivial for many data sets, e.g. when noise is present. We will not go further into the details of choosing these constants in this paper however.
The Swiss Roll
In the first experiment we use the "Swiss roll" data set, consisting of points sampled from a 2-D manifold, embedded in R 3 , which looks like a roll of Swiss cheese. It has been used before to illustrate methods for manifold learning, see e.g. [11, 7] , and we include it mainly as a benchmark. A set of 2000 points from this data set were used in the experiment and the results are presented in figure 3 . The experiment shows that the LOGMAP method correctly unfolds the roll and maps it to Riemannian normal coordinates in R 2 . It is important to note that the resulting mapping in the Swiss roll example is more or less isometric, which is expected for simple flat manifolds. This is similar to the behavior of ISOMAP. On the other hand, both ISOMAP and LOGMAP would fail to produce isometric embeddings if we would introduce a hole in the Swiss roll data set. This particular problem is solved by Hessian Eigenmaps for flat manifolds.
The Torus
In the second experiment we tested the method on a data set consisting of 2000 points from a torus embedded in 3-D. The results in figure 4 illustrate how the method cuts the coordinate chart at the cut locus of the point p. This particular behavior of "cutting up" the manifold allows us to save one dimension in this particular example. There is no embedding of the torus into R 2 . Any standard method for dimension reduction, e.g. LLE, Laplacian Eigenmaps or ISOMAP, would embed this manifold into R 3 at best. However, the automatic introduction of a cut by the LOGMAP method makes it possible to make a one-to-one mapping of this manifold to R 2 .
The Klein Bottle
The third experiment finally, shown in figure 5 , tests the method on truly high-dimensional data. The data set consists of 21×21 pixel image patches. Each of the 2-D image patches were rendered as a 1-D sine wave pattern with a specific phase and orientation. A small amount of normal distributed white noise was also added to the images. The resulting data set consisted of 900 data points, in a 441-dimensional space, representing image patches sampled uniformly from all possible values of phase and orientation . It is natural to assume that the intrinsic dimensionality of this data set is 2, since the variables phase and orientation adds one degree of freedom each. We observed slightly different shapes of the cut locus, i.e. the border of the resulting map, depending on the choice of base point p. This was somewhat unexpected, but it has a logical explanation. Even though the data set seems to be highly symmetric in terms of orientation and phase, the square shape of the image patches themselves will break the otherwise expected rotation invariance and introduce variations in curvature on the manifold.
The mapping of image patches to R 2 is visualized by simply using the image patches as glyphs, placed at various locations in the plane. By carefully identifying the edges of the cut locus, we manually obtain an interpretation of the mapping shown in the top left of figure 5 . This directed labeled graph reveals that the topology of this particular image manifold is actually the well known Klein bottle [12] . Similar conclusions for the topology of local descriptions of phase and orientation has previously been described in [10, 9] , where the topology of Gabor filters is derived from theoretical investigations. Our investigation is on the contrary experimental, and to the best of our knowledge it is a new example of how manifold learning can be used to experimentally infer the topology of a data set. 
Discussion
The presented LOGMAP method is rather different from many other methods for manifold learning and dimension reduction, both in terms of the output and in terms of algorithmic building blocks. The possibility of a cut, a discontinuity in the mapping at the so called cut locus, could be seen not only as a problem but also as a feature of the method. This allows for instance the torus and the Klein bottle to visualized using a two-dimensional plot. Other methods, such as [11, 7, 8, 1, 2] , tries to find a continuous embedding of the manifold, and for that at least 4 dimensions are needed for the Klein bottle and 3 for the torus.
(The top middle illustration in figure 5 is actually an example of an immersion and not an embedding of the Klein bottle in 3-D, meaning roughly that it intersects itself at some points.)
The use of other criteria for assigning a global coordinate system to a manifold could also be considered, for instance conformal mappings of 2-D manifolds. In almost every case when mapping a manifold to a low-dimensional space, some kind of distortion is introduced while some features of the original manifold will be preserved. For most manifolds, Riemannian normal coordinates create a very distorted mapping far away from the base point p, in some cases they even introduce a cut. However, they also preserve all geodesic distances and angles from p to other points on the manifold, which makes this mapping quite intuitive and particularly useful for the purpose of navigating inside a manifold. At least this is true in the vicinity of the base point p.
The LOGMAP method is built up by two major algorithmic building blocks:
1. Approximation of distances on a manifold given a set of sampled data points. 2. Calculation of gradients on manifolds, from a set of function values defined at the sampled data points.
For the first building block we have here used Dijkstra's method, mainly inspired by the ISOMAP implementation. This method has obvious problems to truthfully approximate distances, because distances are measured along zigzag trajectories in a graph. One way to make LOGMAP more accurate is therefore to switch to a more accurate method based on higher order approximations of the manifold.
The second building block, which is about calculating gradients, could also be improved a lot compared to the current implementation. Measuring gradients for smooth functions is not a problem, but for points close to the cut locus the distance function will introduce a discontinuity which makes the problem quite delicate. The difficulty of gradient estimation manifests itself by producing spurious points in the mapping, most easily seen in the torus and the Klein bottle examples, close to the cut locus.
In this paper we have chosen examples of manifolds with low intrinsic dimensionality, mainly to illustrate the method, but in principle the method works for manifolds of higher dimensionality too. In the examples we have also used only little or no noise. While this can be seen as very optimistic assumptions about the data, we would like to stress the fact that the LOGMAP method does not try to explicitly deal with noise. In order to handle noise efficiently, it should either be removed prior to the use of LOGMAP or handled by more robust versions of the distance and gradient estimation steps within the LOGMAP framework. This is clearly an important area of future research.
Regarding the efficiency or speed properties of the LOGMAP method, it is important to mention that it, in contrast to many other methods for manifold learning, does not involve the solution of any large eigenvalue problem or any other large scale iterative minimization procedure. Instead it relies totally on the ability to fast approximate distances on the manifold and calculate gradients. A key observation is also that distances d(x, y) are only calculated for pairs (x, y) ∈ X × B(p). This is far less demanding than calculating the distance for all pairs (x, y) ∈ X × X, which is done in for instance ISOMAP.
In summary, we have introduced a novel method for manifold learning with interesting mathematical and computational properties. We have also provided an example of how manifold learning can assist in identifying a rather non-trivial manifold, in this case a Klein bottle, from a high-dimensional data set. We believe this to be of general interest to people within the fields of manifold learning and medical image analysis, to for instance develop better tools for shape analysis, and to inspire the future development of manifold learning and manifold-valued signal processing in general. 
