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In this paper we investigate the evolution of cooperation when the interaction structure
is strictly local, and hence fitness only depends on local behaviors, while the competition
structure is partly global, and hence selection can happen also between distant agents. We
explore this novel setup by means of numerical simulations in a model where agents are
arranged in a one-dimensional ring. Preliminary results suggest that the extent of global
comparison systematically favors defection under strong selection, while its effect under weak
selection is less systematic, but overall still favors defection. Further, the extent of global
comparison seems to reduce sensibly fixation times.
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2I. INTRODUCTION
Humans are unique in the animal kingdom for their capacity to cooperate in large groups with
unrelated others. Bees, ants, and the mole naked rat all live in large societies, but individuals
in the same society share a substantial degree of biological relatedness. Non-human primates live
in groups made of unrelated individuals, but these groups are rather small. In contrast, humans
live in societies made of thousands, and sometimes millions of individuals, who cooperate everyday
building the schools, the hospitals, and all the institutions that make humans, on average, richer,
healthier, and safer than ever before [1]. In fact, scholars from several disciplines have argued
that the capacity to cooperate is what has made humans particularly successful as an animal
species [2–10], and psychologists have even proposed that the psychological mechanism supporting
cooperation, shared intentionality, is what makes humans uniquely humans, as it is possessed by
children, but not by great apes [11].
The evolution of cooperation among humans is however a puzzle, because cooperating requires
individuals to pay a cost to benefit other individuals. Therefore, if evolution favors the fittest,
non-cooperators should evolve at the price of cooperators. But this is not what we observe. What,
then, makes humans so cooperative? Five fundamental rules have been proposed [6], among which
a prominent role has been played by network reciprocity. Humans, indeed, do not usually interact
at random, but they tend to interact with some individuals more often than others [12–14]. This
may lead to the evolution of cooperation by reciprocity: I help you today because I expect you to
help me tomorrow. This mechanism can create clusters of cooperators that can defend themselves
from the invasion of defectors. Previous research using evolutionary game theory has indeed shown
that network reciprocity can support the evolution of cooperation [15–22].
The work of Ohtsuki et al. [23], in particular, has been receiving considerable attention. Here,
the authors examine the evolution of cooperation in several networks and under several updating
mechanisms. All the updating rules considered by Ohtsuki et al. [23] share one property: they are
local. After each time step, a random individual is chosen to update its strategy: this individual
will maintain its own strategy or imitate one of its neighbors’. According to this model, therefore,
both interactions and information are local: individuals interact with their neighbors and then
update their strategy according to the information they acquire about their neighbors’ strategy.
But modern societies are different. While it remains true that we mainly interact with our
neighbors, we are constantly exposed to information regarding people we do not usually interact
with. Social media, newspapers, television, and radio continuously inform us about the actions of
people we have never seen before. We learn about extremely successful people as well as about
extremely unsuccessful ones, and this information can influence the way we update our strategy in
reality. In other words, in modern societies, information is not local, but has a global component.
This raises an important question: Does global information favor or disfavor the emergence of
cooperation, compared to local information, when interaction is still local?
Here we report a set of numerical simulations to study the evolution of cooperation in situations
in which interactions are local, but information is, with some probability p, global. We let the
parameter p vary from 0 (local information) to 1 (fully global information). As a network structure,
we consider the basic case of the one-dimensional ring, considered also by Ohtsuki et al. [23].
Following this work, nodes interact with their neighbors through a Prisoner’s dilemma (PD). After
every interaction, one node is selected at random to change its behavior (cooperate or defect),
whereas another node is chosen to play the role of the source of information. With probability
p the source of information is random (global information); with probability 1 − p the source of
information is a neighbor of the selected node (local information). The selected node compares
its payoff with the one of the source of information and then updates its behavior in agreement
with the standard Fermi rule. Does p favor or disfavor the evolution of cooperation? Does such an
3influence (if any) depend on the strength of selection?
To answer these questions, we compute the fixation probabilities of cooperation and defection
using standard methods from evolutionary biology. We start from a Defective Society of size
N , in which all nodes but one are initially defectors, and we compute the frequency in which
the cooperator invades the society (fixation probability of cooperation); similarly, we start from
a Cooperative Society in which all nodes but one are initially cooperators, and we compute the
frequency in which the defector invades the society (fixation probability of defection). By comparing
these probabilities with the the probability of fixation of the neutral character (which is 1/N), we
can first answer the question whether global information favor or disfavor cooperation and defection
relative to the neutral character. Finally, comparing the fixation probability of cooperation with
the fixation probability with defection, we can see which character among cooperation and defection
is favored by selection.
II. METHODS
We consider the Prisoner’s Dilemma game among N players, who interact with their neighbors in
a one-dimensional ring. In the PD, a player can either cooperate (C) or defect (D). Cooperating
means paying a cost c to give a benefit b > c to the other player (see Figure 1).
FIG. 1. The game. The matrix summarizes how payoffs are obtained: a cooperator pays c for each neighbor,
while both a defector and a cooperator get a benefit b for each neighboring cooperator.
We initialize two populations: the Defecting-Society in which all agents but (blue) one are
defectors and the Cooperating-Society in which all agents are cooperators except for one (red) as
showed in Figure 2.
To compute the probability of fixation of cooperators (defectors), for a given realization, we
initialize the system by labelling N −1 nodes as defectors (cooperators) and the remaining node as
cooperator (defectors). The simulations are run with discrete time (t = 0, 1, 2, ...). At time t = 1,
we do the following steps. First, we select a node j with probability 1/N . Then, with probability
p, a random node l 6= j is chosen to play the role of the source of information (global information);
4with probability 1− p, the nearest neighbours (j− 1 and j+ 1) of j are selected to play the role of
sources of information (local information). If the selected nodes have all the same strategy of the
original node, then we end the step and start over by selecting another random node j. Otherwise,
we compute the average payoff of the defectors, 〈piD〉, and that of the cooperators, 〈piC〉, for all the
selected nodes. Then, if node j was a cooperator, then it updates its strategy from C to D with
probability
P{C −→ D} = 1
1 + ew(〈piC〉−〈piD〉)
; (1)
else if j was a defector, then j changes its strategy from D to C with probability Q{D −→ C} =
1 − P{C −→ D}. (w represents the strength of selection: if w → 0, payoffs cease to matter and
strategies change at random; if w → ∞, players change strategy only if they acquire information
from a more successful node.)
FIG. 2. The initializing populations. The red ring on the left represent the Defecting-Society where one
single cooperators is surrounded by defectors. The blue ring, instead, represent the Cooperative- Society.
Similarly, in the case of the global dynamics, the probability that the node j updates its strategy
is evaluated using the same rule (Eq. (1)), but this time the comparison is done with l, instead
of j − 1 and j + 1. Finally, the time is incremented by one unit. We recursively perform the
same realization until the fixation for the cooperation (defection) is achieved, that is, all the nodes
become cooperators (defectors). The scheme of the numerical simulation to compute the fixation
of the cooperation is shown in Fig. 3.
III. RESULTS
By means of simulations we explore if natural selection can favor cooperation on a one-dimensional
ring for different level of local and global information. In order to do this, we need to calculate
the probability that a single cooperator starting in a random position turns the whole population
from defection to cooperation in the Defecting Society. We also calculate the reciprocal fixation
probability of a single defector in a population of cooperators turning the whole population to
defection, and compare the two fixation probabilities against each other and against the general
case of well-mixed population. Furthermore we calculate also the convergence time that the society
needs to reach its final configuration of all cooperators (all defectors) with respect to the probability
of going local.1
1 Since the value of w = 1 is a critical one, we run different number of simulations, R = 5000 for fixation probability
and R = 10000 for the convergence time.
5FIG. 3. Flow chart for the numerical simulation to compute the fixation probability of cooperation. Red
color letters indicate the first selected nodes, whereas blue letters are those chosen according to the global
or local information. The probability P{C −→ D} and Q{D −→ C} to accept the change are computed as
in Eq. (1).
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which all nodes but one are defectors. How likely is it that this society will reach a configuration in
which all the agents are cooperators? How does this likelihood vary in function of the probability
of receiving global information? We study this question for several selection strengths. Figure 4
panel (a) shows the fixation probability of cooperation as a function of acquiring global information,
and for distinct level of selection, from weak to strong. We compare the resulting trends to the
fixation probability of a neutral character (represented in the figure with gray straight line). It is
visually evident that the effect of global information on the fixation probability of cooperation is
non trivial, as it turns out to be sometimes monotone, and sometimes not. In particular, when
the strength of selection is strong (w = 0.5, w = 1), the fixation probability of cooperation quickly
goes to zero as p increases. Therefore, with strong selection, global information has a detrimental
effect on the fixation probability of cooperation. The same detrimental effect is observed also for
mild levels of selection: when w = 0.1 and w = 0.05, the probability of fixation of cooperation still
decreases with p, but it remains relatively high, and anyway higher than the fixation probability of
a neutral character until relatively high values of p, especially for w = 0.05. The effect of acquiring
global information becomes non-trivial, and evidently non-linear when weak selection is at play
(w = 0.01) and in the limit case (w = 0), in which nodes update their strategy at random. In this
case, the probability of fixation of cooperation first increases for relatively small values of p, then,
after reaching a maximum around p = 0.3, it starts decreasing, giving rise to an overall inverted-U
effect. Since the initial (for p = 0) fixation probability of cooperation is already greater than the
fixation probability of the neutral character (which is 1N ∼ 0.03), a consequence of this inverted-U
effect is that the probability of fixation of cooperation remains greater than 1/30 for very large
values of p, approaching 1. A potential interpretation for these results is that when p approaches
1, the graph becomes conceptually similar to a complete graph, in which, although nodes still play
only with their neighbors, they acquire information about the full graph. In the full graph, which
corresponds to the well-mixed population, defection wins, and this might explain why, for large
p we observe a decay on the fixation probability of cooperation, independently of the strength of
selection.
Next, we analyze the time needed for the system to reach the final configuration, as function of
the local (or global) interaction. Figure 4 panel (b) displays the mean fixation time of cooperation
as a function of p. In case of weak and mild selection, the average convergence time decreases with
the probability of receiving global information. When selection is strong (w = 1) and p > 0.4, it is
almost impossible to reach total cooperation, so the mean fixation time is not defined.
Cooperative Society: Figure 5 shows the results of the simulation for the Cooperative Society,
in which all the nodes but one are initially cooperators. How likely is it that this society will reach
a configuration in which all the agents are defectors? How does this likelihood vary in function of
the probability of receiving global information? The left panel of Figure 5 shows the trend of the
fixation probability of defection as a function of the probability of acquiring global information,
and for distinct level of selection. Also here, we compare the resulting trends to the fixation
probability of a neutral character (i.e. gray straight line). In contrast to the case of Defecting
Society, the fixation probability of defectors are have an inverted-U shape, independently of p,
and they remain constantly higher than the fixation probability of the neutral character. More
specifically, when p = 0, in which the agents access only local information, the differences among
the fixation probabilities are minimal. From p > 0 the six curves start to diverge. When weak
selection is at work, since the payoffs have little impact on evolution, the fixation probability
of defectors is restrained even in case of global information, that is, increasing the probability of
receiving global information favors the spread of defection, but at a small rate. The opposite occurs
at mild and strong levels of selections. In this case, the effect of the payoffs on selection is greater,
and this results in the fact that the probability of reaching a defecting state increases. Finally, as p
7FIG. 4. Evolution of Cooperation. Results for the fixation probability of cooperation in Defecting
Society. The simulations were run for N = 30 and b = 5. Panel (a) on the left shows the evolution of the
fixation probability of cooperators for different values of p and of the strength of selection w, compared to
the results obtained in the well-mixed population case. Panel (b) on the right shows average convergence
time for different values of p and of the strength of selection w.
approaches 1, increases to the point that information is completely random therefore the defectors
become more likely to acquire information of successful cooperators (because the initial state of
the society is cooperative), and this leads to a decrease in the fixation probability of defectors.
Figure 5 panel (b) displays the mean fixation time of the defectors as function of p. In case
of weak and mild selection the average convergence time decreases with p with an almost linear
trend. When the selection is strong (w = 1) fixation time decreases hyperbolically.
FIG. 5. Evolution of Defection. Results for the fixation probability of defection in Cooperative Society.
The simulations were run for N = 30 and b = 5. Panel (a) on the left illustrates the evolution of the average
time needed to reach total defection for different values of p and of the strength of selection w. Panel (b)
on the right shows average convergence time for different values of p and of the strength of selection w.
Relative fixation: Here we compare the probability of fixation of cooperation (FC) with
the probability of fixation of defection (FD), as a function of p and for weak and mild selection,
separately (the case of strong selection is obvious and we do not report it in the paper), to see
whether global information favors the evolution of cooperation relative to the evolution of defection.
Specifically, if FC/FD > 1, then the evolution of cooperation is favored over the evolution of
defection; else if, FC/FD < 1, then the evolution of defection is favored over the evolution of
8cooperation. Figure 6 reports the relative fixation probability of cooperation or defection in the
case of weak selection (left panel, w = 0.001) and mild selection (right panel, w = 0.1). We
conducted simulation for several values of the benefit for cooperation b. The results are somewhat
interesting, especially in the case of weak selection. In case of mild selection (and more so in case
of strong selection), the ratio FC/FD decreases, thus providing evidence that global information
is detrimental for the evolution of cooperation relative to the evolution of defection. In case of
weak selection, however, the results are more interesting. Indeed, on the one hand, also in case of
weak selection, global information is detrimental to the evolution of cooperation in the sense that
FC/FD for p > 0 is always smaller than its value for p = 0. However, this time FC/FD does not
decrease with p, but follows a non-linear trend. For example, for b = 5 and p = 0.1, we note a
quick decrease, respect to p = 0, of FC/FD. However, already for p = 0.2, the value of FC/FD
increases back to values close to 1. A similar alternating behavior characterizes the other values of
p and the other values of b.
FIG. 6. Comparison between fixation probabilities. Results for the ratio of fixation probabilities as
a function of the probability of receiving global information, for different values of b. The simulations were
run for N = 30 and b = 5. Panel (a) refers to a case of weak selection, while in Panel (b) reports a case of
mild selection. In this case the number of simulations is R = 1000.
IV. DISCUSSION
Here we studied whether keeping interaction local and allowing comparison to go global has an
impact on the evolution of cooperation and defection in a population of agents playing a prisoner’s
dilemma game. As a spatial structure, we considered the one-dimensional ring, the basic network
considered also in the seminal work by Ohtsuki et al. [23]. Numerical simulations with varying
strength of selection and varying probability of acquiring global information reveal that, overall,
global information is detrimental for cooperation, especially under strong selection.
The details of the evolution are however complex and non-trivial. While, under mild selection,
global information destroys the evolution of cooperation very quickly and monotonically, resulting
in a decreasing ratio between the fixation probability of cooperation and that of defection, FC/FD,
under weak selection the ratio FC/FD varies with p following a non-linear trend. However, for
the value of FC/FD for p > 0 is always smaller than its value for p = 0, suggesting that global
information is detrimental for local cooperation also in the case of weak selection.
On the ground of intuition, the overall effect of global information on the likelihood that coop-
eration gets favored by evolution appears uncertain. Indeed, global information favors cooperation
over defection in that the comparison between a cooperator and a defector does not involve, in
9general, neighbors, which means that the defector does not benefit from the cooperator. At the
same time, however, global information does allow for the rising of cooperators in non-clusterized
structures, which reduces assortativity and, by doing so, also the relative advantage of cooperators
over defectors. Our results seem to suggest that the second effect prevails, determining an overall
negative impact of global information on the evolutionary success of cooperation. We stress, how-
ever, that our simulations are confined to the case of the one-dimensional ring, and the effects of
global information need to be explored in more general interaction structures. For instance, one
should explore greater dimensional lattices and also non regular graphs. Further, we modeled the
flow of global information in a very extreme and ad hoc way. A reasonable alternative could be to
have global information coming from neighbors of neighbors instead of a randomly selected distant
agent. This could actually favor cooperation by reducing the likelihood that a cooperator is found
outside a cluster of cooperators.
The fact that global information reduces monotonically fixation times may be due to the larger
set of agents that can potentially change behavior in the presence of global information as opposed
to local information. Indeed, when information is local, only agents at the boundaries between
the cluster of cooperators and the cluster of defectors can actually switch action, while others
are prevented simply because they do not observe a behavior different from their own. When
information is global, instead, any agent has a positive probability to observe a behavior different
from its own at every state which is not monomorphic.
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