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Let n 2, let K,K′ be ﬁelds such that K′ is a quadratic Galois-
extension of K and let θ denote the unique nontrivial element
in Gal(K′/K). Suppose the symplectic dual polar space DW(2n −
1,K) is fully and isometrically embedded into the Hermitian dual
polar space DH(2n − 1,K′, θ). We prove that the projective embed-
ding of DW(2n − 1,K) induced by the Grassmann-embedding of
DH(2n − 1,K′, θ) is isomorphic to the Grassmann-embedding of
DW(2n − 1,K). We also prove that if n is even, then the set of
points ofDH(2n − 1,K′, θ) at distance at most n
2
− 1 fromDW(2n −
1,K) is a hyperplane of DH(2n − 1,K′, θ) which arises from the
Grassmann-embedding of DH(2n − 1,K′, θ).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let n 2, letK,K′ be ﬁelds such thatK′ is a quadratic Galois-extension ofK and let θ denote the
unique nontrivial element in Gal(K′/K).
This paper is about two dual polar spaces: the symplectic dual polar space DW(2n − 1,K) asso-
ciated with a nondegenerate alternating bilinear form of a 2n-dimensional vector space overK, and
the Hermitian dual polar space DH(2n − 1,K′, θ) associated with a nondegenerate θ-Hermitian form
of maximal Witt-index n of a 2n-dimensional vector space over K′. The dual polar space DW(2n −
1,K)
(
respectively DH(2n − 1,K′, θ)
)
has a natural full embedding in a projective space of dimension(
2n
n
)
−
(
2n
n − 2
)
− 1
(
respectively
(
2n
n
)
− 1
)
over K. This embedding is called the Grassmann-embed-
ding of DW(2n − 1,K) (respectively DH(2n − 1,K′, θ)). The dual polar space DW(2n − 1,K) has up to
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equivalenceaunique isometric full embedding intoDH(2n − 1,K′, θ). So, theGrassmann-embeddingof
DH(2n − 1,K′, θ) induces a projective embedding ofDW(2n − 1,K). We prove the following regarding
this induced embedding:
Theorem 1.1. The projective embedding of DW(2n − 1,K) induced by the Grassmann-embedding of
DH(2n − 1,K′, θ) is isomorphic to the Grassmann-embedding of DW(2n − 1,K).
Consider again an isometric full embedding of DW(2n − 1,K) into DH(2n − 1,K′, θ). Then every
maxM (i.e. every convex subspaceM of diameter n − 1) ofDW(2n − 1,K) is contained in a uniquemax
M of DH(2n − 1,K′, θ). PutH := ⋃M, where the union ranges over all maxesM of DW(2n − 1,K). We
prove the following:
Theorem 1.2. (i) If n is odd, then H coincides with the whole set of points of DH(2n − 1,K′, θ).
(ii) If n is even, thenH is a hyperplane of DH(2n − 1,K′, θ)which arises from the Grassmann-embedding
of DH(2n − 1,K′, θ).
In [5], isometric full embeddings of the ﬁnite symplectic dual polar space DW(2n − 1, q) into the
ﬁnite Hermitian dual polar space DH(2n − 1, q2) were investigated with the aid of the notion “valua-
tion”. Property (i) and the ﬁrst part of Property (ii) of Theorem 1.2 are implicitly contained in [5] in
the case the ﬁeldsK andK′ are ﬁnite (several counting arguments were used in the proofs). By giving
an alternative proof, we show that these conclusions remain valid for inﬁnite ﬁelds as well. Besides
this, we also prove that if n is even, then the hyperplane H arises from the Grassmann-embedding of
DH(2n − 1,K′, θ). We give an explicit equation of the hyperplane of the embedding space from which
H arises.
2. Embedding point-line geometries in sub-projective spaces
Let n 0, let K,K′ be ﬁelds such that K′ is an extension of K, let V(n + 1,K′) denote an (n +
1)-dimensional vector space over K′ and let PG(n,K′) denote the projective space associated with
V(n + 1,K′). For every basis {e¯1, e¯2, . . . , e¯n+1} of V(n + 1,K′), the set
{ 〈∑n+1
i=1 kie¯i
〉∣∣∣ k1, k2, . . . , kn+1 ∈ K}
of points of PG(n,K′) carries the structure of a projective space isomorphic to PG(n,K). We call such
a sub-projective space of PG(n,K′) a K-subgeometry. If K′ is a quadratic extension of K, then a K-
subgeometry of PG(n,K′) is also called a Baer-K-subgeometry.
Lemma 2.1. Let α be a hyperplane of PG(n,K′), n 1, let A be a K-subgeometry of α and let x1, x2 be
two points of PG(n,K′) \ α such that the line x1x2 intersects α in a point of A. Then there exists a unique
K-subgeometry of PG(n,K′) containing A ∪ {x1, x2}.
Proof. Let Vα denote the subspace of V(n + 1,K′) corresponding to α and let e¯1, . . . , e¯n be n linearly
independent vectors of Vα for which the following holds:
(i) 〈e¯n〉 ∈ x1x2;
(ii) A = { 〈∑ni=1 kie¯i〉∣∣ k1, k2, . . . , kn ∈ K}.
Let e¯n+1 be the unique vector of V(n + 1,K′) such that x1 = 〈e¯n+1〉 and x2 = 〈e¯n+1 + e¯n〉. Let B denote
theK-subgeometry
{ 〈∑n+1
i=1 kie¯i
〉∣∣∣ k1, . . . , kn+1 ∈ K} of PG(n,K′). Obviously, A ∪ {x1, x2} ⊆ B.
Suppose now that B′ is aK-subgeometry of PG(n,K′) containing all points ofA ∪ {x1, x2}. Then there
exists a basis {f¯1, f¯2, . . . , f¯n+1} in V(n + 1,K′) such that B′ =
{ 〈∑n+1
i=1 kif¯i
〉∣∣∣ k1, k2, . . . , kn+1 ∈ K}. Since
{〈e¯j〉|1 j  n + 1} ⊆ B′, there exists a nonzero vector f¯ ′i ∈ 〈e¯i〉 (i ∈ {1, . . . ,n + 1})which can bewritten
as a K-linear combination of the vectors f¯1, f¯2, . . . , f¯n+1. Then B′ =
{ 〈∑n+1
i=1 kif¯
′
i
〉∣∣∣ k1, k2, . . . , kn+1 ∈ K}.
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Now, let λ0, λ1, . . . , λn+1 ∈ K′ \ {0} such that f¯ ′n = λ0e¯n and f¯ ′i = λ0λie¯i for every i ∈ {1, . . . ,n + 1}. Then
λn = 1. Since for every i ∈ {1, . . . ,n + 1} \ {n},
〈
e¯n + e¯i
〉 = 〈f¯ ′n + f¯ ′iλi 〉 ∈ B′, we have λi ∈ K. Hence,
B′ =
{ 〈∑n+1
i=1 kif¯
′
i
〉∣∣∣ k1, . . . , kn+1 ∈ K} = { 〈λ0 ·∑n+1i=1 (kiλi)e¯i〉∣∣∣ k1, . . . , kn+1 ∈ K} = { 〈∑n+1i=1 kie¯i〉∣∣∣ k1, . . . ,
kn+1 ∈ K
} = B. 
Deﬁnitions. (1) A lax embedding of a point-line geometryS = (P,L, I), I ⊆P×L, is an injective
mapping e from P to the set of points of a projective space  satisfying: (E1) for every line L ofS,
{e(x)|xIL} is contained in a line of ; (E2) different lines ofS are mapped by e into different lines of
; (E3) 〈{e(x)|x ∈P}〉 = . A lax embedding e ofS into a projective space  is called full if {e(x)|xIL}
is a line of  for every line L ofS.
(2) A subspace of a point-line geometryS = (P,L, I) is a set of points containing all points of a
line as soon as it contains at least two points of that line. A subspace S ofS is called proper if S /=P.
A hyperplane ofS is a proper subspace ofSmeeting each line.
(3) If e is a full embedding of a point-line geometryS = (P,L, I) into a projective space , then
for every (proper) subspace α of , e−1(e(P) ∩ α) is a (proper) subspace ofS. If α is a hyperplane of
, then e−1(e(P) ∩ α) is a hyperplane of ; we will say that the hyperplane e−1(e(P) ∩ α) arises from
the embedding e.
Lemma 2.2. LetS = (P,L, I) be a connected point-line geometry and let e be a lax embedding ofS
into the projective space PG(n,K′). Then there is at most oneK-subgeometry A of PG(n,K′) satisfying the
following:
(i) A contains all points e(x), x ∈P;
(ii) e deﬁnes a full projective embedding ofS into A.
Proof. Wemay suppose that there exists aK-subgeometry A∗ of PG(n,K′) satisfying (i) and (ii). Then
every line ofS is incident with at least three points. For every i ∈ {0, . . . ,n}, we (inductively) deﬁne a
set Ai of points of PG(n,K
′
) satisfying:
(1) dim(〈Ai〉) = i,
(2) Ai is aK-subgeometry of 〈Ai〉,
(3) if A is aK-subgeometry of PG(n,K′) satisfying (i) and (ii), then A ∩ 〈Ai〉 = Ai.
Put A0 := {e(x)}, where x is an arbitrary point of S. Then obviously, the conditions (1)–(3) are
satisﬁed. Suppose now that for a certain i ∈ {0, . . . ,n − 1}, we have deﬁned a setAi of points of PG(n,K′)
satisfying properties (1), (2) and (3). Since dim(〈Ai〉) = i < n, the set e−1(e(P) ∩ 〈Ai〉) is a proper sub-
space ofS. Hence, by the connectedness ofS, there exists a line Li inSwhich intersects e−1(e(P) ∩
〈Ai〉) in a unique pointui. Then e(ui) ∈ A∗ ∩ 〈Ai〉 = Ai. Let x1 and x2 be twodistinct points of Li \ {ui}. Then
by Lemma 2.1, there exists a uniqueK-subgeometry Ai+1 of 〈〈Ai〉, e(x1)〉 containing Ai ∪ {e(x1), e(x2)}.
Clearly, Ai+1 satisﬁes the properties (1) and (2).We show that also property (3) is satisﬁed. To that end,
consider an arbitrary K-subgeometry A of PG(n,K′) satisfying (i) and (ii). Then A ∩ 〈Ai+1〉 contains
A ∩ 〈Ai〉 = Ai and also the points e(x1) and e(x2). So, A ∩ 〈Ai+1〉 is a K-subgeometry of 〈Ai+1〉 which
necessarily coincides with Ai+1 (recall Lemma 2.1).
Applying property (3) in the special case that i = n, we ﬁnd that ifA is aK-subgeometry of PG(n,K′)
satisfying (i) and (ii), then A = A ∩ 〈An〉 = An. This proves the lemma. 
3. A property of the geometry of the hyperbolic lines ofW(2n − 1,)
Let V(2n,K) be a 2n-dimensional vector space (n 2) over a ﬁeld K and let s be a nondegener-
ate alternating bilinear form of V(2n,K). Then there exists a basis {e¯1, e¯2, . . . , e¯2n} of V(2n,K) such
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that s(e¯i, e¯j) = 0 if |i − j| /= n, s(e¯i, e¯j) = 1 if j − i = n, and s(e¯i, e¯j) = −1 if i − j = n (i, j ∈ {1, . . . , 2n}). Let
PG(2n − 1,K) denote the projective space associated with V(2n,K), let ζ be the symplectic polarity of
PG(2n − 1,K) associated with s and letW(2n − 1,K) be the polar space whose singular subspaces are
the subspaces of PG(2n − 1,K)which are totally isotropic with respect to ζ . A line L of PG(2n − 1,K) is
called a hyperbolic line ofW(2n − 1,K) if L ∩ Lζ = ∅. Let W˜(2n − 1,K) denote the point-line geometry
whose points are the points of PG(2n − 1,K) andwhose lines are the hyperbolic lines ofW(2n − 1,K)
(natural incidence). W˜(2n − 1,K) is called the geometry of the hyperbolic lines of W(2n − 1,K). If X is
a set of points of W˜(2n − 1,K), then the smallest subspace of W˜(2n − 1,K) containing X is called the
subspace of W˜(2n − 1,K) generated by X . The weight of a point
〈∑2n
i=1 aie¯i
〉
of PG(2n − 1,K) is deﬁned
as the number of elements i ∈ {1, . . . , 2n} for which ai /= 0.
Lemma 3.1. Let X denote the set of all points of weight 1 or 2 of PG(2n − 1,K). Then X generates the whole
set of points of W˜(2n − 1,K).
Proof. Let p =
〈∑2n
i=1 aie¯i
〉
be an arbitrary point of W˜(2n − 1,K). Let I denote the set of all i ∈ {1, . . . , 2n}
for which ai /= 0. Deﬁne
I1 := {i ∈ {1, . . . ,n}|i, i + n ∈ I},
I2 := {i ∈ {1, . . . ,n}|i ∈ I, i + n /∈ I},
I3 := {i ∈ {1, . . . ,n}|i /∈ I, i + n ∈ I}.
Without loss of generality, we may suppose that
I1 = {1, . . . , k}, I2 = {k + 1, . . . , l}, I3 = {l + 1, . . . ,m}
for suitable integers k, l,m satisfying 0 k  l  m n. Deﬁne the following numbers:
• bi := ai, bi+n := ai+n for every i ∈ I1,
• bi := ai, bi+n := 1 for every i ∈ I2,
• bi := 1, bi+n := ai+n for every i ∈ I3,
• bi := 0, bi+n := 0 for every i ∈ {1, . . . ,n} \ (I1 ∪ I2 ∪ I3).
Let p′ be the point
〈∑2n
i=1 bie¯i
〉
.We show that p′ belongs to the subspace X˜ of W˜(2n − 1,K) generated
by X . Consider the following vectors:
v¯2i−1 := b2i−1e¯2i−1 + b2ie¯2i, i ∈
{
1, . . . ,
⌊
m
2
⌋}
;
v¯2i := b2i+ne¯2i+n + b2i+1+ne¯2i+1+n, i ∈
{
1, . . . ,
⌊
m − 1
2
⌋}
;
v¯m := bn+1e¯n+1;
v¯m+1 := bme¯m if m is odd;
v¯m+1 := bm+ne¯m+n if m is even.
Then we have
(i) 〈v¯1〉 ∈ X;
(ii) for every i ∈ {2, . . . ,m + 1}, the line of PG(2n − 1,K) containing the points 〈v¯i〉 and 〈v¯1 + · · · +
v¯i−1〉 is a hyperbolic line of W˜(2n − 1,K).
By induction, it follows that 〈v¯1 + · · · + v¯i〉 ∈ X˜ for every i ∈ {1, . . . ,m + 1}. In particular, p′ = 〈v¯1 +
· · · + v¯m+1〉 ∈ X˜ . Consider now the following vectors:
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w¯0 := v¯1 + v¯2 + · · · + v¯m+1 =
2n∑
i=1
bie¯i;
w¯i := − e¯i+k+n for every i ∈ {1, . . . , l − k};
w¯i := − e¯i+k for every i ∈ {l − k + 1, . . . ,m − k}.
Then we have
(i) 〈w¯0〉 = p′ ∈ X˜ ,
(ii) for every i ∈ {1, . . . ,m − k}, the line of PG(2n − 1,K) containing the points 〈w¯i〉 and 〈w¯0 + · · · +
w¯i−1〉 is a hyperbolic line of W˜(2n − 1,K).
By induction, it follows that 〈w¯0 + . . . + w¯i〉 ∈ X˜ for every i ∈ {0, . . . ,m − k}. In particular, p = 〈w¯0 +
· · · + w¯m−k〉 ∈ X˜ . 
Remark. (1) The set of all points of weight 1 of PG(2n − 1,K) does not generate W˜(2n − 1,K). (It
generates the union of nmutually orthogonal hyperbolic lines.)
(2) The set of all points of weight 2 of PG(2n − 1,K) generates W˜(2n − 1,K) if and only if |K| 3.
(If |K| 3, then any point of weight 1 is generated by two suitable points of weight 2. If |K| = 2, then
only points of even weight can be generated.)
4. Notations and a few properties
Let n ∈ N \ {0, 1}, let K,K′ be ﬁelds such that K′ is a quadratic Galois-extension of K and let θ
denote the unique nontrivial element in Gal(K′/K). Let V(2n,K′) denote a 2n-dimensional vector
space over the ﬁeld K′ and let B = {e¯1, e¯2, . . . , e¯2n} be a basis of V(2n,K′). The set of all K-linear
combinations of elements ofB is a 2n-dimensional vector space V(2n,K) overK. If x¯ = ∑2ni=1 Xie¯i is a
vector of V(2n,K′), then we deﬁne x¯θ := ∑2ni=1 Xθi e¯i. Obviously, V(2n,K) consists of those vectors x¯ of
V(2n,K′) which satisfy x¯θ = x¯.
Let PG(2n − 1,K′) and PG(2n − 1,K) denote the projective spaces associated with V(2n,K′) and
V(2n,K), respectively. If p = 〈x¯〉 is a point of PG(2n − 1,K′), then we deﬁne pθ := 〈x¯θ 〉. For every sub-
space α of PG(2n − 1,K′), we deﬁne αθ := {pθ |p ∈ α}.
There is a natural inclusion of the projective space PG(2n − 1,K) into the projective space PG(2n −
1,K′). In the sequel, wewill regard points of PG(2n − 1,K) as points of PG(2n − 1,K′). Every subspace
α of PG(2n − 1,K) then generates a subspace α′ of PG(2n − 1,K′) with the same dimension as α.
Lemma 4.1. If α is a subspace of PG(2n − 1,K′), then there exists a subspace β of PG(2n − 1,K) such that
α ∩ αθ = β ′.
Proof. We coordinatize PG(2n − 1,K′) with respect to the reference system (e¯1, e¯2, . . . , e¯2n). Suppose
α is the subspace of PG(2n − 1,K′) described by the k  0 equations a(i)
1
X1 + a(i)2 X2 + · · · + a(i)2nX2n = 0,
1 i  k. Let (1, ) be a basis ofK′ regarded as a two-dimensional vector space overK (so, θ /= ) and
let b(i)
j
and c
(i)
j
be the elements of K such that a(i)
j
= b(i)
j
+ c(i)
j
, i ∈ {1, . . . , k} and j ∈ {1, . . . , 2n}. Then
the subspace α ∩ αθ of PG(2n − 1,K′) is described by the following system of equations:{
b
(i)
1
X1 + · · · + b(i)2nX2n = 0 (1 i  k),
c(i)
1
X1 + · · · + c(i)2nX2n = 0 (1 i  k).
This system also determines a subspace β of PG(2n − 1,K). Obviously, α ∩ αθ = β ′. 
Let s denote a nondegenerate alternating bilinear form of the vector space V(2n,K′) such that
s(e¯i, e¯j) ∈ K for all i, j ∈ {1, . . . , 2n}. Then s(x¯θ , y¯θ ) = s(x¯, y¯)θ for all x¯, y¯ ∈ V(2n,K′). The form s induces a
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nondegenerate alternating form s˜ of the vector space V(2n,K). Let ζ˜ denote the symplectic polarity
of PG(2n − 1,K) associated with s˜ and let W(2n − 1,K) denote the polar space whose singular sub-
spaces are the subspaces of PG(2n − 1,K) which are totally isotropic with respect to ζ˜ . Let DW(2n −
1,K) denote the dual polar space associated with W(2n − 1,K). So, the points, respectively lines, of
DW(2n − 1,K) are the maximal, respectively next-to-maximal, singular subspaces of W(2n − 1,K)
and incidence is reverse containment. If α1 and α2 are two points of DW(2n − 1,K), then the distance
between α1 and α2 in the collinearity graph of DW(2n − 1,K) is equal to n − 1 − dim(α1 ∩ α2).
For every two vectors x¯ and y¯ ofV(2n,K′), we deﬁne h(x¯, y¯) := s(x¯, y¯θ ). Then h is a skew-θ-Hermitian
form of V(2n,K′). Clearly, h is also nondegenerate. (If for a certain x¯ ∈ V(2n,K′), h(x¯, y¯) = 0 for any
y¯ ∈ V(2n,K′), thenalso s(x¯, y¯) = 0 forany y¯ ∈ V(2n,K′). So, x¯ = o¯.) Let ζ denote theHermitianpolarityof
PG(2n − 1,K′)associatedwithh. Thepointsof PG(2n − 1,K′)whichare totally isotropicwith respect to
ζ deﬁneanondegenerate θ-HermitianvarietyH(2n − 1,K′, θ)ofWitt-indexnofPG(2n − 1,K′). Clearly,
PG(2n − 1,K) ⊆ H(2n − 1,K′, θ). Let DH(2n − 1,K′, θ) denote the dual polar space associated with
H(2n − 1,K′, θ). So, the points, respectively lines, of DH(2n − 1,K′, θ) are the maximal, respectively
next-to-maximal, singular subspaces of H(2n − 1,K′, θ) and incidence is reverse containment. If α1
and α2 are two points of DH(2n − 1,K′, θ), then the distance between α1 and α2 in the collinearity
graph of DH(2n − 1,K′, θ) is equal to n − 1 − dim(α1 ∩ α2).
For everymaximal singular subspaceα ofW(2n − 1,K),α′ is amaximal singular subspace ofH(2n −
1,K′, θ). Themap α → α′ deﬁnes an isometric full embedding ofDW(2n − 1,K) intoDH(2n − 1,K′, θ).
This is the up to equivalence unique isometric full embedding ofDW(2n − 1,K) intoDH(2n − 1,K′, θ).
Remark. (1) By an isometric full embedding of DW(2n − 1,K) into DH(2n − 1,K′, θ) we mean an
injective mapping from the set of points of DW(2n − 1,K) to the set of points of DH(2n − 1,K′, θ)
mapping lines to lines and preserving distances in the collinearity graphs of the geometries.
(2) The uniqueness, up to equivalence, of the isometric full embedding of DW(2n − 1,K) into
DH(2n − 1,K′, θ) was proved in [5] in the case K and K′ are ﬁnite. It is however possible to extend
the proof of [5] to the inﬁnite case.
For every point x ofW(2n − 1,K), respectively H(2n − 1,K′, θ), letMx , respectivelyM′x , denote the
set of all maximal singular subspaces ofW(2n − 1,K), respectivelyH(2n − 1,K′, θ), containing x. Then
Mx , respectively M
′
x , is a max of DW(2n − 1,K), respectively DH(2n − 1,K′, θ). (A max of a dual polar
space of rankn is a convex subspace of diametern − 1.) If x is a point ofW(2n − 1,K), thenM′x coincides
with the unique maxMx of DH(2n − 1,K′, θ) containing all points α′ where α ∈ Mx .
Lemma 4.2. Let x1 and x2 be two distinct points of PG(2n − 1,K) such that x1x2 ∩ PG(2n − 1,K) is a
hyperbolic line ofW(2n − 1,K). If S is a subspace of DH(2n − 1,K′, θ) containingM′x1 andM′x2 , then S also
contains every max M′x , x ∈ x1x2 ∩ PG(2n − 1,K).
Proof. Let x be an arbitrary point of (x1x2 ∩ PG(2n − 1,K)) \ {x1, x2} and let α be an arbitrary max-
imal singular subspace of H(2n − 1,K′, θ) containing x. The maximal singular subspace α does not
contain the line x1x2. (If u¯1 and u¯2 are vectors of V(2n,K) such that x1 = 〈u¯1〉 and x2 = 〈u¯2〉, then
h(u¯1, u¯2) = s(u¯1, u¯θ2) = s(u¯1, u¯2) /= 0.) Let α1 denote the unique maximal singular subspace of H(2n −
1,K′, θ) through x1 intersecting α in an (n − 2)-dimensional subspace β. Then α2 := 〈β, x2〉 is also a
maximal singular subspace of H(2n − 1,K′, θ). Since α1 and α2 are two collinear points of DH(2n −
1,K′, θ) belonging to the subspace S, also the point α must belong to S. 
Now,ﬁxacertainbasisB∗ ={e¯∗
1
, e¯∗
2
, . . . , e¯∗
2n
}
ofV(2n,K) such that s
(
e¯∗
i
, e¯∗
j
)
=0 if |i − j| /=n, s
(
e¯∗
i
, e¯∗
j
)
=
1 if j − i = n and s
(
e¯∗
i
, e¯∗
j
)
= −1 if i − j = n (i, j ∈ {1, . . . , 2n}). We deﬁne theweight of a point
〈∑2n
i=1 aie¯∗i
〉
of PG(2n − 1,K) as the number of elements i ∈ {1, . . . , 2n} satisfying ai /= 0. The following is an imme-
diate corollary of Lemmas 3.1 and 4.2.
Corollary 4.3. If S is a subspace of DH(2n − 1,K′, θ) containing all maxes M′x ,where x is a point of weight
1 or 2 of PG(2n − 1,K), then S also contains all maxes M′y where y is an arbitrary point of PG(2n − 1,K).
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5. Proof of Theorem 1.1
We continue with the notations introduced in Section 4. Let W ′, respectively W , denote the nth
exterior power of the vector space V(2n,K′), respectively V(2n,K). Put  := {e¯∗
i1
∧ e¯∗
i2
∧ · · · ∧ e¯∗
in
|1
i1 < i2 < · · · < in  2n}. Then || =
(
2n
n
)
andW (respectivelyW ′) is the
(
2n
n
)
-dimensional vector space
consisting of allK-linear (respectivelyK′-linear) combinations of elements of . Hence, PG(W) is a
Baer-K-subgeometry of PG(W ′).
For every point α = 〈v¯1, v¯2, . . . , v¯n〉 of DH(2n − 1,K′, θ), let e(α) be the point 〈v¯1 ∧ v¯2 ∧ · · · ∧ v¯n〉 of
PG(W ′). By Cooperstein [3] and De Bruyn [6], there exists a Baer-K-subgeometry of PG(W ′) contain-
ing all points e(α) where α is a point of DH(2n − 1,K′, θ). Moreover, the map e deﬁnes a full projective
embedding ofDH(2n − 1,K′, θ) into, the so-calledGrassmann-embedding ofDH(2n − 1,K′, θ). Notice
that by Lemma 2.2, the Baer-K-subgeometry  of PG(W ′) is uniquely determined. The precise equa-
tions of the Baer-K-subgeometry  of PG(W ′) were given in [6]. It is clear from these equations
that  /= PG(W). Now, let 1 denote the subspace of  generated by all points e(α′) where α is a
point of DW(2n − 1,K). Then e1 : DW(2n − 1,K) → 1;α → e(α′) is the full projective embedding of
DW(2n − 1,K) induced by e.
Now, for every point α of DW(2n − 1,K), e(α′) is a point of PG(W). Let 2 denote the subspace
of PG(W) generated by all points e(α′), where α is a point of DW(2n − 1,K). It is easily seen that
the map α → e(α′) deﬁnes a full projective embedding e2 of DW(2n − 1,K) into 2. This embed-
ding is isomorphic to the Grassmann-embedding of DW(2n − 1,K). The dimension of 2 is equal to(
2n
n
)
−
(
2n
n − 2
)
− 1, see e.g. [2, 13.3] or [4,7].
Obviously, we have 〈1〉PG(W ′) = 〈2〉PG(W ′) and 1 and 2 are Baer-K-subgeometries of this sub-
space of PG(W ′). So, by Lemma 2.2, we can draw the following conclusions:
(1) 1 = 2;
(2) the embedding of DW(2n − 1,K) induced by the Grassmann-embedding of DH(2n − 1,K′, θ) is
isomorphic to the Grassmann-embedding of DW(2n − 1,K).
Remark. A priori, it could have been possible that 1 /= 2, since 1 and 2 are subspaces of dis-
tinct Baer-K-subgeometries of PG(W ′), namely the Baer-K-subgeometries  and PG(W). If (purely
hypothetical)  would have been equal to PG(W), then Theorem 1.1 would have been an immediate
consequence of the definitions of theGrassmann-embeddings ofDW(2n − 1,K) andDH(2n − 1,K′, θ).
6. A class of hyperplanes of DH(2n − 1,K′, θ), n even
Wewill continue with the notations introduced in Section 4. Recall that the map α → α′ deﬁnes an
isometric full embedding of DW(2n − 1,K) into DH(2n − 1,K′, θ). Let DW ′(2n − 1,K) denote the set
of all points α′ of DH(2n − 1,K′, θ) where α is some point of DW(2n − 1,K). For every maxM = Mx of
DW(2n − 1,K),M := M′x denotes the unique max of DH(2n − 1,K′, θ) containing all points α′, α ∈ M.
Let H denote the union of all maxesM of DH(2n − 1,K′, θ), whereM is a max of DW(2n − 1,K).
Lemma 6.1. H consists of all maximal singular subspaces α of H(2n − 1,K′, θ) for which α ∩ αθ /= ∅.
Proof. Suppose α is a point of H. Then α ∈ M for a certain max M of DW(2n − 1,K). Let u denote the
point ofW(2n − 1,K) corresponding toM. Then u ∈ α and hence u ∈ α ∩ αθ .
Conversely, suppose that α ∩ αθ /= ∅. Then by Lemma 4.1, there exists a point u ∈ α ∩ αθ ∩ PG(2n −
1,K). IfM denotes the max of DW(2n − 1,K) corresponding to u, then α ∈ M. 
Lemma 6.2. If n is odd, then H coincides with the whole set of points of DH(2n − 1,K′, θ). If n is even, then
H is a hyperplane of DH(2n − 1,K′, θ).
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Proof. Let α be an arbitrary (n − 2)-dimensional singular subspace of H(2n − 1,K′, θ). Then γ := αζ
is an n-dimensional subspace of PG(2n − 1,K′) through α which intersects H(2n − 1,K′, θ) is a union⋃
i∈I βi where I is some set of size |K| + 1 and βi, i ∈ I, is some maximal singular subspace of H(2n −
1,K′, θ) through α. If we regard α as a line of DH(2n − 1,K′, θ), then βi, i ∈ I, are the points of DH(2n −
1,K′, θ) incident with it.
We will now prove that the line of DH(2n − 1,K′, θ) corresponding to α intersects H in either a
singleton or the whole line. If α ∩ PG(2n − 1,K) /= ∅, then each βi, i ∈ I, belongs to H. Suppose there-
fore that α ∩ PG(2n − 1,K) /= ∅. Since dim(γ ) = n, dim(γ ∩ γ θ ) 1 and hence by Lemma 4.1, there
exists a u1 ∈ γ ∩ γ θ ∩ PG(2n − 1,K). Since u1 ∈ H(2n − 1,K′, θ), there exists an i1 ∈ I such that u1 ∈
βi1 \ α. Hence, βi1 ∈ H. Suppose that there exists an i2 ∈ I \ {i1} such that βi2 ∈ H. Then there exists
an u2 ∈ (βi2 \ α) ∩ PG(2n − 1,K). Now, u1u2 ∩ H(2n − 1,K′, θ) =
⋃
i∈I u1u2 ∩ βi is a Baer-K-subline of
u1u2. On the other hand, u1u2 ∩ PG(2n − 1,K) is also a Baer-K-subline of u1u2 which is contained in
H(2n − 1,K′, θ). It follows that for every i ∈ I, (βi \ α) ∩ PG(2n − 1,K) /= ∅. Hence, βi ∈ H for every i ∈ I.
By the above discussion, we know that H is a subspace of DH(2n − 1,K′, θ) which meets every line
of DH(2n − 1,K′, θ). We now distinguish between n even and n odd.
Suppose ﬁrst that n is even and put n = 2m. Recall that
s
⎛⎝ 4m∑
i=1
Xie¯
∗
i ,
4m∑
i=1
Yie¯
∗
i
⎞⎠
=
m∑
i=1
(X2i−1Y2i−1+2m − X2i−1+2mY2i−1 + X2iY2i+2m − X2i+2mY2i).
Now, choose an arbitrary  ∈ K′ \K and let α be the subspace of PG(2n − 1,K′) determined by the
equations
X2i−1 = X2i,X2i+2m = −θX2i−1+2m, i ∈ {1, . . . ,m}.
Then α is a maximal singular subspace of H(2n − 1,K′, θ) and α ∩ αθ = ∅. Hence, α /∈ H and H is a
hyperplane of DH(2n − 1,K′, θ).
Suppose next that n is odd. Let α be an arbitrary point of DH(2n − 1,K′, θ) and let Vα denote the
n-dimensional subspace ofV(2n,K′) corresponding to α. The form s induces an alternating formon the
subspace Vα . Since n is odd, there exists a vector x¯ ∈ Vα \ {0} such that s(x¯, y¯) = 0 for any y¯ ∈ Vα . Since
α ⊆ H(2n − 1,K′, θ), also s(x¯, y¯) = h(x¯, y¯θ ) = 0 for any y¯ ∈ V θα . Hence, s(x¯, y¯) = 0 for any y¯ ∈ 〈Vα ,V θα 〉.
Since s is nondegenerate, 〈Vα ,V θα 〉 /= V(2n,K′). This implies that α ∩ αθ /= ∅. Since α was an arbitrary
point of DH(2n − 1,K′, θ), H coincides with the whole set of points of DH(2n − 1,K′, θ). 
In [5], it was proved that if the dual polar space DW(4m − 1, q), m 1, is isometrically embed-
ded into DH(4m − 1, q2), then the set of points of DH(4m − 1, q2) at distance at most m − 1 from
DW(4m − 1, q) is a hyperplane of DH(4m − 1, q2). This result also holds in the inﬁnite case.
Lemma 6.3. If n is even, then H coincides with the set of points of DH(2n − 1,K′, θ) at distance at most
n
2
− 1 from DW ′(2n − 1,K).
Proof. Suppose α is a point of DH(2n − 1,K′, θ) at distance at most n
2
− 1 from DW ′(2n − 1,K). Then
there exists a maximal singular subspace β of W(2n − 1,K) such that dim(α ∩ β ′) n
2
. Then also
dim((α ∩ β ′)θ ) = dim(αθ ∩ β ′) n
2
and hence dim(α ∩ αθ ∩ β ′) 1. As a consequence, α ∈ H.
Conversely, suppose α is a maximal singular subspace of H(2n − 1,K′, θ) satisfying α ∩ αθ /= ∅. Put
β = α ∩ αθ and let γ be a subspace of α complementary to β. Let Vα , Vβ , respectively Vγ , denote the sub-
spaceofV(2n,K′) corresponding toα,β, respectively γ . The form s induces analternating form sγ onVγ .
Let δ be a subspace of γ such that the subspace Vδ of Vγ corresponding to δ is maximal totally isotropic
with respect to sγ . Then dim(Vδ) dim(Vγ )2 and hence dim〈Vβ ,Vδ〉 dim(Vβ) +
dimVγ
2
= dimVβ
2
+ n
2
, i.e.
dim〈Vβ ,Vδ〉 n2 + 1.
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We now prove that the subspace 〈Vβ ,Vδ ,V θδ 〉 of V(2n,K′) is totally isotropic with respect to s. For
every x¯ ∈ Vβ and every y¯ ∈ Vβ ∪ Vδ ∪ V θδ , we have s(x¯, y¯) = h(x¯, y¯θ ) = 0 since α ⊆ H(2n − 1,K′, θ) and
αθ ⊆ H(2n − 1,K′, θ). For all x¯, y¯ ∈ Vδ , we have s(x¯, y¯) = 0 since Vδ is totally isotropic with respect to
s. For all x¯, y¯ ∈ V θδ , we have s(x¯, y¯) = s(x¯θ , y¯θ )θ = 0 since x¯θ , y¯θ ∈ Vδ . Finally, for every x¯ ∈ Vδ and every
y¯ ∈ V θδ , we have s(x¯, y¯) = h(x¯, y¯θ ) = 0 since α ⊆ H(2n − 1,K′, θ).
Now, 〈β, δ, δθ 〉θ = 〈βθ , δθ , δ〉 = 〈β, δθ , δ〉 and hence by Lemma 4.1, there exists a subspace η of PG(2n −
1,K) such that η′ = 〈β, δ, δθ 〉. Since 〈Vβ ,Vδ ,V θδ 〉 is totally isotropic with respect to s, η is a singular
subspace of W(2n − 1,K). Let χ denote a maximal singular subspace of W(2n − 1,K) containing η.
Then dim(α ∩ χ ′) dim(α ∩ η′) dim(〈β, δ〉) = dim(〈Vβ ,Vδ〉) − 1 n2 . Hence, the point α of DH(2n −
1,K′, θ) has distance at most n
2
− 1 from the point χ ′ of DW ′(2n − 1,K, θ). 
7. The hyperplane H arises from the Grassmann-embedding of DH(2n − 1,K′, θ)
We will continue with the notations introduced in Section 4.
Put I∗ := {1, 2, . . . ,n} and J∗ := {1, 2, . . . , 2n}. For every i ∈ I∗, we deﬁne i′ := i + n and for every
i ∈ J∗ \ I∗,wedeﬁne i′ := i − n. For every subsetA ⊆ J∗,wedeﬁneA′ := {a′|a ∈ A}. For every i ∈ {1, . . . ,n},
we put i := 1 and for every i ∈ {n + 1, . . . , 2n}, we put i := − 1. For every subset I = {i1, . . . , in} of J∗
with i1 < i2 < · · · < in, we deﬁne e¯I := e¯∗i1 ∧ e¯
∗
i2
∧ · · · ∧ e¯∗
in
∈ ∧n V . Clearly,  := {e¯I |I ⊆ J∗ and |I| = n}
is a basis of
∧n V . For every maximal singular subspace α = 〈v¯1, v¯2, . . . , v¯n〉 of H(2n − 1,K′, θ), let e(α)
denote the point 〈v¯1 ∧ v¯2 ∧ · · · ∧ v¯n〉 of PG(
∧n V). Then e deﬁnes a full embedding of DH(2n − 1,K′, θ)
into a Baer-K-subgeometry of PG(
∧n V). This embedding is the Grassmann-embedding of DH(2n −
1,K′, θ). Suppose now that n is even and let  denote the hyperplane of PG(
∧n V) consisting of all
points
〈∑
I⊆J∗ ,|I|=n XI e¯I
〉
of PG(
∧n V) satisfying∑A⊆I∗ ,|A|= n
2
XA∪A′ = 0.
Lemma 7.1. If α = 〈v¯1, v¯2, . . . , v¯n〉 is a maximal singular subspace of H(2n − 1,K′, θ) such that 〈v¯1〉 is a
point of weight 1 or 2 of PG(2n − 1,K), then e(α) ∈.
Proof. Put v¯i =
∑2n
j=1 aije¯∗j , i ∈ {1, . . . ,n}, and let M be the (n × 2n)-matrix whose (i, j)th entry is equal
to aij . Then e(α) =
〈∑
I⊆J∗ ,|I|=n XI e¯I
〉
, where XI is the determinant of the submatrix of M obtained by
deleting those columns ofM whose index number does not belong to I.
Suppose ﬁrst that 〈v¯1〉 is a point of weight 1 of PG(2n − 1,K). Let i1 ∈ {1, . . . , 2n} be such that
v¯1 ∈ 〈e¯∗i1 〉. Obviously,
(1) XI = 0 for every I ⊆ J∗ satisfying |I| = n and i1 /∈ I.
Since h(v¯1, v¯i) = 0 for every i ∈ {2, . . . ,n}, ai,i′
1
= 0. Hence,
(2) XI = 0 for every I ⊆ J∗ satisfying |I| = n and i′1 ∈ I.
By (1) and (2), XA∪A′ = 0 for every A ⊆ I∗ for which |I| = n2 . So, e(α) ∈.
Next, suppose that 〈v¯1〉 is a point of weight 2 of PG(2n − 1,K). Let i1, i2 ∈ {1, . . . , 2n} be such that
v¯1 ∈ 〈e¯∗i1 , e¯
∗
i2
〉 and min{i1, i′1}min{i2, i′2}. Without loss of generality, we may suppose that a1,i1 , a1,i2 ∈
K \ {0}. Obviously, we have
(3) XI = 0 for every I ⊆ J∗ satisfying |I| = n and i1, i2 /∈ I.
Since (v¯1, v¯i) = 0 for every i ∈ {2, . . . ,n}, we have i1a1,i1aθi,i′
1
+ i2a1,i2aθi,i′
2
= (i1a1,i1ai,i′1 +
i2a1,i2ai,i′2 )
θ = 0, i.e.
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(4) i1a1,i1ai,i′1 + i2a1,i2ai,i′2 = 0 for every i ∈ {2, . . . ,n}.
This implies that the i′
1
th columnand the i′
2
th columnof thematrixM are linearly dependent. (If i2 /= i′1,
thena1,i′
1
= a1,i′
2
= 0. If i2 = i′1, then i1 = −i2 and i1a1,i1a1,i′1 + i2a1,i2a1,i′2 = i1a1,i1a1,i2 + i2a1,i2a1,i1 =
0.) This implies that
(5) XI = 0 for every I ⊆ J∗ satisfying |I| = n and i′1, i′2 ∈ I.
Now, letAj , j ∈ {1, 2}, denote the set of all subsets of size n2 of I∗ forwhich ij ∈ A ∪ A′ and i3−j /∈ A ∪ A′.
(Then also i′
j
∈ A ∪ A′ and i′
3−j /∈ A ∪ A′.) LetA3 denote the set of all subsets of size n2 of I∗ which are not
contained inA1 ∪A2. For every A ∈A1, put φ(A) := (A \ {i1, i′1}) ∪ (I∗ ∩ {i2, i′2}) ∈A2. Then φ deﬁnes
a bijection betweenA1 andA2. Now,
(6)
∑
A⊆I∗ ,|A|= n
2
XA∪A′ =
∑
A∈A1
(XA∪A′ + Xφ(A)∪φ(A)′ ) +
∑
A∈A3
XA∪A′
=
∑
A∈A1
(XA∪A′ + Xφ(A)∪φ(A)′ ),
since XA∪A′ = 0 for every A ∈A3 by (3) and (5). We will now also prove that XA∪A′ + Xφ(A)∪φ(A)′ = 0 for
everyA ∈A1. So, supposeA1 /= ∅. Then the numbers i1, i′1, i2, i′2 aremutually distinct andmin{i1, i′1} <
min{i2, i′2}. Let A be an arbitrary element ofA1.
Let M1 be the matrix obtained from M by (i) multiplying the column with index number i
′
1
by the
number a1,i1 , (ii) deleting the ﬁrst row; (iii) deleting all columns whose index number does not belong
to A ∪ A′ \ {i1}. Call d1 the index number of the column ofM1 which arose from the column ofM with
index number i′
1
.
Let M2 be the matrix obtained from M by (i) multiplying the column with index number i
′
2
by
a1,i2 , (ii) deleting the ﬁrst row; (iii) deleting all columns whose index number does not belong to
φ(A) ∪ φ(A)′ \ {i2}. Call d2 the index number of the column of M2 which arose from the column of M
with index number i′
2
.
The matrices M1 and M2 have the same columns in the same positions, except maybe for the
columns which arose from the i′
1
th and i′
2
th columns of M. Those columns of M1 and M2 differ by a
factor− i1
i2
(see Eq. (4)) and occur now in the respective positions d1 and d2. So, if we put d := |d1 − d2|,
then we have
det(M2) = det(M1) ·
(
− i1
i2
)
· (−1)d.
Put U = A ∪ A′ ∪ {i2, i′2} = φ(A) ∪ φ(A)′ ∪ {i1, i′1}. Put {i1, i2, i′1, i′2} = {j1, j2, j3, j4} where j1 < j2 < j3 < j4.
Then j′
1
= j3 and j′2 = j4. Deﬁne the following numbers:
• κ1 is the number of elements of U smaller than j1;
• κi (i ∈ {2, 3, 4}) is the number of elements of U smaller than ji and greater than or equal to ji−1.
Then κ4 = κ2 since for every i ∈ U satisfying j1  i < j2, we have j3 = j′1  i′ < j′2 = j4. We distinguish
the following cases:
I: i1 < i2 < i
′
1
< i′
2
Then i1 = i2 = 1andd = κ4 − 1 = κ2 − 1.Hence,det(M2) = (−1)κ2 det(M1). Expandingsuitabledeter-
minants according to the ﬁrst row, we obtain:
XA∪A′ = (−1)κ1 det(M1),
Xφ(A)∪φ(A)′ = (−1)κ1+κ2−1 det(M2).
It readily follows that XA∪A′ + Xφ(A)∪φ(A)′ = 0.
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II : i1 < i′2 < i′1 < i2
Then i1 = −i2 = 1 and d = κ3 − 1. Hence, det(M2) = (−1)κ3+1 det(M1). Expanding suitable determi-
nants according to the ﬁrst row, we obtain:
XA∪A′ = (−1)κ1 det(M1),
Xφ(A)∪φ(A)′ = (−1)κ1+κ2+κ3+κ4−2 det(M2) = (−1)κ1+κ3 det(M2).
It readily follows that XA∪A′ + Xφ(A)∪φ(A)′ = 0.
III : i′
1
< i2 < i1 < i
′
2
Then i1 = −i2 = −1andd = κ2 + κ3 + κ4 − 3.Hence, det(M2) = (−1)κ3+1 det(M1). Expanding suitable
determinants according to the ﬁrst row, we obtain:
XA∪A′ = (−1)κ1+κ2+κ3−1 det(M1),
Xφ(A)∪φ(A)′ = (−1)κ1+κ2−1 det(M2).
It readily follows that XA∪A′ + Xφ(A)∪φ(A)′ = 0.
IV : i′
1
< i′
2
< i1 < i2
Then i1 = i2 = −1andd = κ2 − 1.Hence,det(M2) = (−1)κ2 det(M1). Expandingsuitabledeterminants
according to the ﬁrst row, we obtain:
XA∪A′ = (−1)κ1+κ2+κ3−1 det(M1),
Xφ(A)∪φ(A)′ = (−1)κ1+κ2+κ3+κ4−2 det(M2) = (−1)κ1+κ3 det(M2).
Again, it readily follows that XA∪A′ + Xφ(A)∪φ(A)′ = 0.
Summarizing, we have XA∪A′ + Xφ(A)∪φ(A)′ = 0 for any A ∈A1. By (6) this implies that e(α) ∈. 
As in Section 6, let H denote the union of all maxes M of DH(2n − 1,K′, θ), where M is a max of
DW(2n − 1,K). Then H is a hyperplane of DH(2n − 1,K′, θ) by Lemma 6.2.
Lemma 7.2. The hyperplane H arises from the Grassmann-embedding of DH(2n − 1,K′, θ).
Proof. Let S denote the proper subspace of DH(2n − 1,K′, θ) consisting of all points α of DH(2n −
1,K′, θ) forwhiche(α) ∈ ∩. ByLemma7.1,M′x ⊆ S foreverypointxofweight1or2ofPG(2n − 1,K).
By Corollary 4.3, H ⊆ S. Now, by Shult [8, Lemma 6.1] or Blok and Brouwer [1, Theorem 7.3], every
hyperplane of a thick dual polar space is a maximal subspace. In particular, H is a maximal subspace
of DH(2n − 1,K′, θ). It follows that H = S = e−1( ∩ ∩ e(P)), where P denotes the point-set of
DH(2n − 1,K′, θ). SinceH is amaximal subspaceofDH(2n − 1,K′, θ), ∩necessarily is a hyperplane
of . 
Acknowledgment
The author is a Postdoctoral Fellow of the Research Foundation – Flanders (Belgium).
References
[1] R.J. Blok, A.E. Brouwer, The geometry far from a residue, Groups and Geometries (Siena, 1996), Trends Math., vols. 29–38,
Birkhäuser, Basel, 1998.
[2] N. Bourbaki, Lie Groups and Lie Algebras, Springer-Verlag, Berlin, 2005 (Chapters 7–9).
[3] B.N. Cooperstein, On the generation of dual polar spaces of unitary type over ﬁnite ﬁelds,Eur. J. Combin. 18 (1997) 849–856.
[4] B. De Bruyn, A decomposition of the natural embedding spaces for the symplectic dual polar spaces, Linear Algebra Appl.
426 (2007) 462–477.
2552 B. De Bruyn / Linear Algebra and its Applications 430 (2009) 2541–2552
[5] B. De Bruyn, Isometric full embeddings of DW(2n − 1, q) into DH(2n − 1, q2), Finite Fields Appl. 14 (2008) 188–200.
[6] B. De Bruyn, On the Grassmann-embeddings of the Hermitian dual polar spaces, Linear and Multilinear Algebra 56 (2008)
665–677.
[7] B. De Bruyn, Some subspaces of the kth exterior power of a symplectic vector space, Preprint.
[8] E.E. Shult, On Veldkamp lines, Bull. Belg. Math. Soc. Simon Stevin 4 (1997) 299–316.
