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• Amulti-label classificationmodel is proposed by extending the supervised learning classifiers through the LP technique
• The high-order label correlation is exploited to improve the predictive performance and incompleteness challenge is
addressed
• Approximate bounds are derived for the average classifier fitness in terms of the dataset properties
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ABSTRACT
In multi-label classification tasks, each problem instance is associated with multiple classes simul-
taneously. In such settings, the correlation between labels contains valuable information that can be
used to obtain more accurate classification models. The correlation between labels can be exploited at
different levels such as capturing the pair-wise correlation or exploiting the higher-order correlations.
Even though the high-order approach is more capable of modeling the correlation, it is computation-
ally more demanding and has scalability issues. This paper aims at exploiting the high-order label
correlation within subsets of labels using a supervised learning classifier system (UCS). For this pur-
pose, the label powerset (LP) strategy is employed and a prediction aggregation within the set of the
relevant labels to an unseen instance is utilized to increase the prediction capability of the LP method
in the presence of unseen labelsets. Exact match ratio and Hamming loss measures are considered
to evaluate the rule performance and the expected fitness value of a classifier is investigated for both
metrics. Also, a computational complexity analysis is provided for the proposed algorithm. The ex-
perimental results of the proposed method are compared with other well-known LP-based methods
on multiple benchmark datasets and confirm the competitive performance of this method.
1. Introduction
In multi-label classification (MLC) tasks, each problem
instance is associated with multiple classes at the same time.
Emotion identification [1], image annotation [24], text cat-
egorization [23], semantic scene classification, or gene and
protein function prediction [34] are examples of such prob-
lems. For instance, in text categorization, a document can
be classified as History and Biography simultaneously.
Over the past decade, many multi-label classification al-
gorithms have been proposed to solve the multi-label classi-
fication problem in various domains. These algorithms can
be categorized into two major groups: problem transforma-
tion methods and algorithm adaptation methods [54, 40].
Problem transformation methods transform the multi-label
problem into one or multiple single-label classification prob-
lems, e.g., label powerset (LP) [40] and binary relevance
(BR) methods [3]. Algorithm adaptation methods modify
existing multi-class methods for multi-label problems, such
as methods based on 푘NN [53, 16], decision tree [47, 6],
neural networks [48, 50], and support vector machines [11].
In many real-world multi-label classification problems,
a correlation exists between different classes. For instance,
a document belonging to the class ’Biography’ can also be
considered to belong to the class ’History’. Incorporating
this information into the classificationmodel could help with
obtaining a more accurate classifier. The label correlation
can be taken into account through three different strategies,
namely first-order, second-order, and high-order [54]. The
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first-order strategy converts themulti-label problem intomul-
tiple single-label classification problems and ignores the cor-
relation among labels [53, 3]. The second-order strategy
considers the pair-wise correlation between labels [11, 13,
52], and the high-order strategy, looks at the high order cor-
relation through a subset of labels [32, 33, 41].
Many algorithms have been proposed that take into ac-
count the second-order correlation often by exploiting the
pair-wise relationship between labels. One way to model
pairwise correlation is to exploit the co-occurrence pattern
between label pairs (e.g. CLR [13] and LLSF [18]) which
only consider the positive correlation between labels. On
the other hand, LPLC [19] and the approach proposed in [27]
exploit local positive and negative pairwise correlation be-
tween labels to obtain a MLC model. The PRC algorithm
[20] extends pairwise classification to obtain a ranking pro-
cedure based on binary preference relations. Methods devel-
oped to capture the high-order correlation are more capable
in modeling correlation among labels, but are computation-
ally more expensive and suffer from scalability issues [54].
High-order approaches mine the relationship between all
classes or subsets of classes. Classifier chains (CC) [33] is a
multi-label classification method that models such relation-
ship by using the vector of class labels as additional sample
attributes and transforms the multi-label classification prob-
lem into a chain of 푞 binary classification problems. Ex-
tensions of the CC algorithm such as probabilistic classifier
chains (PCC) [5], add a probabilistic interpretation to CC.
Also, Bayesian CC [49] describes the dependency structure
of the class labels as a tree. LP is one of the methods that
allows for exploiting the high-order label correlation by tak-
ing into account label subsets. Random 푘-labelset (RA푘EL)
[41] exploits label correlation in a randomway by transform-
ing the problem into an ensemble of multi-class classifica-
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tion problems where each component of the ensemble learns
a random subset of the labels through a classifier induced by
the LP technique. The ensemble of pruned sets (EPS) [32]
follows the LP strategy but focuses only on the most impor-
tant correlations in order to reduce complexity.
Although LP is a straightforward approach to transform
multi-label problems into multi-class problems and incorpo-
rates label correlation into the learning problem, it is chal-
lenged in two significant ways [54]: (i) Incompletenesswhere
LP is limited to predict label sets appearing in the training
data; (ii) Inefficiency, when the number of labels is large,
there are too many possible LPs to learn and the training in-
stances for some powersets to learn from are very few which
creates class imbalance. RA푘EL tackles these challenges
by combining ensemble learning with LP only on randomly
chosen 푘-sized labelsets.
A learning classifier system (LCS) is a genetic-basedma-
chine learning system that combines discovery and learning
components to train a rule-based model [17, 45]. The evo-
lutionary component finds new rules and the learning com-
ponent assigns credit to the rules based on an estimate of
their contribution. LCSs are applied in a variety of domains
such as biology, computer science, medicine, and social sci-
ences. Three of the major structures developed for LCS are:
XCS [22], which operates under the reinforcement learning
framework; UCS [2] and ExSTraCS [46], which are devel-
oped for supervised learning tasks; and N-LCS [7], which
leverages neural networks. In [25], several convolutional
neural network (CNN) structures are exploited to study the
performance of the N-LCSs with CNNs. In [31], UCS is
successfully used to solve multiple real-world pattern recog-
nition problems. Furthermore, strength-based learning clas-
sifiers are adapted to handle multi-label data with weighted
labels in [28], and [29] investigated the UCS algorithm for
its potential in solving multi-label classification problems.
In this paper, the high-order strategy to handle label cor-
relation through the LP technique is considered and the UCS
algorithm is adapted to evolve a rule-based multi-label clas-
sification model. The prediction of each rule is a subset of
labels induced from the training data. The genetic algorithm
(GA) creates new rules by combining two of the existing
rules through genetic operators. To reduce the computa-
tional complexity, the genetic search is limited to the clas-
sifier condition. To overcome the incompleteness of the LP
technique on unseen samples, unlike methods that consider
random subsets of labels, the proposed method generates
new LPs by exploiting the information learned within each
problem niche collectively. This approach adopts a similar
prediction scheme to a 푘NN method with a dynamic 푘 that
aggregates predictions from all the relevant (matching) rules
to a given instance. Approximate bounds are derived for
the expected value of a classifier’s fitness using the average
Hamming distance and average Hamming weight bounds.
Moreover, a computational complexity analysis is performed
for the proposed algorithm. The major contributions of this
work are as follows:
• A new multi-label classification technique is devel-
oped that exploits high-order label correlation by adapt-
ing the traditional UCS algorithm to predict multi-
labels through the LP technique. Inspired by the 푘NN
method, a prediction aggregation is proposed to tackle
the incompleteness of the LP technique.
• For evaluating the fitness of the classification rules,
two strategies are considered. The average classifier
fitness using each evaluation strategy is derived in terms
of the multi-label data properties and discussions pro-
vide insight on the derived bounds. These strategies
are also studied through experiments on synthetic and
real-world datasets.
• Experiments on multiple benchmark datasets are con-
ducted to compare the proposed method with other
well-knownmulti-label classificationmethods and sta-
tistical analyses are performed to analyze the results.
The rest of the paper is organized as follows: section 2 nota-
tions and important metrics, section 3 the proposed methods
and theoretical analysis, and section 4 the experimental setup
and results. Finally, concluding remarks and future work are
presented.
2. Multi-label classification problem
Let핏 denote an input space and let  = {휆1,… , 휆푚} bea finite set of class labels. Suppose every instance 퐱 ∈ 핏,
where 퐱 ∈ ℝ푑 , is associated with a subset of labels 퐿 ⊂ ,
which is often called the set of relevant labels. The comple-
ment set of 퐿 is called the irrelevant set and is shown by 퐿̄.
Therefore, 퐷 = {(퐱1, 퐿1), (퐱2, 퐿2),… , (퐱푛, 퐿푛)} is a finiteset of training instances that are assumed to be randomly
drawn from an unknown distribution. The objective is to
train a multi-label classifier ℎ ∶ 핏 → 2 that best approx-
imates the training data and generalizes well to the samples
in test data. The function 푓 (퐱, 휆) calculates the score value
for class 휆.
To characterize the properties of a multi-label problem
that influences the learning performance, various metrics are
proposed in the literature. Label cardinality (1) is the aver-
age number of labels per sample, and label density (2) is the
cardinality divided by the number of classes [38].
퐶푎푟푑(퐷) = 1
푛
푛∑
푖=1
|퐿푖|, (1)
퐷푒푛푠(퐷) = 1
푛
푛∑
푖=1
|퐿푖|
푚
= 퐶푎푟푑(퐷)
푚
. (2)
Moreover, in [51] and [41], the distinct labelsets (DL) is
defined as the number of different label combinations in the
dataset:
퐷퐿(퐷) = |퐿 ⊂ 2|(퐱, 퐿) ∈ 퐷|. (3)
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In [51], the proportion of distinct labelsets (PDL) is defined
as the number of distinct labelsets relative to the number of
instances:
푃퐷퐿(퐷) = 퐷퐿(퐷)
푛
. (4)
3. Proposed methodology
In this section, the structure of the proposed multi-label
learning classifier system (abbreviated as MLR for multi-
label classification rules) is explained. A theoretical analysis
is presented to show the relationship between the expected
fitness of a classification rule in MLR and dataset properties
using two fitness evaluation strategies. Besides, the compu-
tational complexity of the proposed algorithm is discussed.
3.1. Algorithm structure
The proposed algorithm consists of two main compo-
nents; rule structure and multi-label prediction.
3.1.1. Multi-label rule structure
The following shows an example of a rule in multi-label
setting that matches 퐱,
푅 ∶ {if 퐱 ∈ [퐜 − 퐬, 퐜 + 퐬], then prediction = 퐲}, (5)
where 퐜 and 퐬 are vectors of center and spread of a hyper-
rectangle respectively encoding the classifier condition 훿,
and 퐲 is a binary vector with a ’1’ representing relevant labels
and a ’0’ representing irrelevant labels to 퐱, where 핪 ∈ 퐿.
Every time the coveringmechanism creates a new rule, it as-
signs the correct labelset of the training instance to the cre-
ated rule. The set of all matching rules comprises the match
set ([푀]). The experience (푒푥푝) of a rule is the number of
times that it has matched 퐱, and its numerosity (푛푢푚) is the
number of copies of it in the population ([푃 ]) created by
GA. It is assumed that the maximum number of the rules al-
lowed in [푃 ] is푁 . In the MLR algorithm, no genetic search
is applied to the label space and the off-springs take the ex-
act same predictions as their parents. Moreover, fitness ( )
specifies the relative predictive performance of a rule and is
used by GA as a measure of contribution. Fitness of a rule at
iteration 푡 can be calculated using different multi-label per-
formance metrics:
 푒푚푡 = ( 푒푚푡푒푥푝푡 )
휈 , (6)
ℎ푙푡 = (1 − ℎ푙푡푒푥푝푡 )
휈 . (7)
In the above equations, 푒푚푡 and ℎ푙푡 are the exact match (EM)and the hamming loss (HL) measures of a rule’s prediction
at iteration 푡, respectively. These values can be calculated at
each iteration using∑푒푥푝푡푖=1 푀푖, for a given multi-label metric
푀 . Moreover, 휈 is a constant set by the user that determines
the strength pressure toward accurate rules [30].
3.1.2. Multi-label prediction
In the original UCS, the predicted class is the one that is
predicted by the classifier with the highest fitness value. Let
퐲 to be the prediction of rule 푅, then the predicted multi-
label can be obtained as follows:
퐲푚푎푥 ∶ {퐲| = max 푙; 푙 = 1,… , |[푀]|}, (8)
where  푙 is the fitness of rule푅푙. We call the algorithm that
implements this prediction strategy MLR푚푎푥. Nonetheless,to overcome the incompleteness of the LP-based learning,
labelsets predicted by the locally relevant rules (rules that
appear in the [푀]) are aggregated and each class label is
assigned a score value. More specifically, the aggregation
of predictions is composed of two steps; 1) to assemble all
of the predicted classes into a unified prediction and 2) to
construct a combined score for each class. To perform the
former, a simple union of the all the predicted labels in [푀]
is considered. Let 퐲푙 to be the prediction of rule푅푙, then the
predicted combined multi-label 퐲̄ is:
퐲̄ ∶ {푦̄푖 | ∃푅푙 ∶ 푦̄푖 ∈ 퐲푙; 푖 = 1,… , 푚; (9)
푙 = 1,… , |[푀]|},
where |[푀]| is the size of the current match set and works
similar to a dynamic 푘 in a 푘NN algorithm. In the second
step, a score is calculated for each class from the rules in
[푀] based on the fitness and density of the rules that cover
the subspace containing 퐱. The score of the 푖푡ℎ class 휆푖 canbe calculated as follows,
푠푖 =
∑
푙=1,…,|[푀]|,
푦푙푖=1
 푙 × 푛푢푚푙. (10)
A higher score indicates that 휆푖 is advocated by rules with alarger number of copies or higher fitness or both. We call the
algorithm that implements this prediction strategy MLR푎푔푔 .By employing different bi-partitioning methods, a set of rel-
evant labels can be obtained from the normalized scores.
3.2. Fitness evaluation of a classifier in MLR
Evaluating the fitness of a classifier using criteria (6) and
(7) leads to the evolution of classifiers with different proper-
ties. In this section, the objective is to find a relation between
the expected fitness ( ) value of a classifier when evaluated
with each criterion in terms of dataset properties. Firstly,
 푒푚 is derived when EM is used. Then, an upper bound
is derived on ℎ푙 in terms of the number of the classes 푚
and the number of the distinct labelsets퐷퐿 in section 3.2.1.
Furthermore, a lower bound is derived on ℎ푙 in terms of
the number of the classes 푚 and the label density value in
section 3.2.2.
Consider a random classification rule 푅 with condition
훿 and prediction 퐲. Assuming an evenly distributed sample
space, for a classifier with hyper-cube condition encoding,
the probability that푅matches 퐱 is proportional to the hyper-
cube volume that it covers [8]. Assume 푉푅 and 푉퐷 to be the
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volume covered by푅 and the input space of퐷, respectively.
The probability of matching is as follows,
푃푚(푅) =
푉푅
푉퐷
=
Π푑푖=1푟푖
Π푑푖=1푠푖
(11)
where, 푟푖 and 푠푖 are the span of the classifier condition andthe input space of 퐷, respectively. Assuming a normalized
input space, the average volume covered by a classifier is 푟푑0 ,where 푟0 is a user-defined initialization parameter utilized bythe covering mechanism. Furthermore, assume that the av-
erage generality of the population is 휏#, which is a functionof generalization parameter 푃# and the probability of mu-tation by GA. Thus, we reach the following relation for the
probability that 푅 is part of the match set,
푃 (푅 ∈ [푀]) = 푟푑휏#0 . (12)
InMLR, the genetic algorithm selects two classifiers through
a roulette wheel selection procedure proportional to their fit-
ness. For a dataset퐷 with 푛 samples, the average number of
samples that 푅 matches (푛푚) is 푟푑휏#0 × 푛 and 퐿푚 ⊂ 퐿 is a setcontaining the labelsets of these samples. Without the loss of
generality, assume that 휈 = 1 in equations (6) and (7). Thus,
the expected fitness update for a random classifier using the
EM criterion is,
 푒푚 = 푟푑휏#0 × 1퐷퐿, (13)
which is a function of the distinct number of labelsets in 퐷.
Using the HL criteria, the average fitness of this classifier
can be formulated as,
ℎ푙 = 푟푑휏#0 ×
∑
푛푚
(1 − ℎ푙)
푛푚
. (14)
Substituting ℎ푙 with its average value based on the average
Hamming distance (푎ℎ푑), the following equation is obtained,
ℎ푙 = 푟푑휏#0 × (1 − 푎ℎ푑푚 ). (15)
In (15), 푎ℎ푑 is the average Hamming distance between the
labels of the samples that 푅 matches. To find a relation be-
tween ℎ푙 and the properties of 퐷, we first provide a few
definitions.
A binary code is a non-empty subset of the푚-dimensional
vector space over the binary field 퐹2 [12]. Assuming thateach label combination in퐷 is observed only once, i.e. 퐷퐿 =
푛, the set of labelsets 퐿 of a dataset form a binary code with
cardinality퐷퐿. Similarly, 퐿푚 forms a binary codewith car-dinality 푁푚. The average Hamming distance for the binary
code 퐿 is defined as
푎ℎ푑(퐿) = 1
퐷퐿2
∑
퐿푖∈퐿
∑
퐿푗∈퐿
ℎ푑(퐿푖, 퐿푗). (16)
Moreover, Hamming weight (ℎ푤) is the number of non-zero
elements in a binary string [55]. The averageHammingweight
(푎ℎ푤) of the binary code 퐿 is defined as
푎ℎ푤(퐿) = 1
퐷퐿
∑
퐿푖∈퐿
ℎ푤(퐿푖). (17)
To the best of our knowledge, there is no closed-form calcu-
lation for the equations (16) and (17). Therefore, we proceed
with employing an upper bound and lower bound approxi-
mations for them and obtain bounds for ℎ푙.
3.2.1. An upper bound on the expected classifier fitness
In the literature, lower and upper bound approximations
for the value of the 푎ℎ푑 are proposed [55] that consider spe-
cial cases for the cardinality of a binary code. One straight-
forward lower bound on ahd(퐿) is as follows [12],
푚 + 1
2
− 2
푚−1
퐷퐿
≤ 푎ℎ푑(퐿). (18)
This inequality is meaningful only when 퐷퐿 ≥ 2푚∕(푚 + 1)
[55]. Inequality (18) suggests that a larger number of distinct
label sets in a multi-label dataset increases the upper bound
on the average Hamming distance on 퐿. For a classifier that
matches a subset of the instances,퐿푚 ⊂ 퐿 holds. Thismeansthat 푁푚 ≤ 퐷퐿 and the 푎ℎ푑 for this classifier follows theinequality,
푎ℎ푑(퐿푚) ≤ 푎ℎ푑(퐿). (19)
In (19), the equality holds when 퐿푚 = 퐿, i.e., 푅matches allsamples in퐷 which is the case when푅 is a classifier with an
over-general condition. In other words, the prediction made
by a classifier with an over-general condition has the maxi-
mum average Hamming distance to the labelset of a training
instance. Putting (15) and (18) together, the following up-
per bound exists for the expected fitness of such a classifier
based on the number of distinct labelsets퐷퐿 and the number
of classes 푚,
ℎ푙 ≤ 푟푑휏#0 (1 − 푚 + 12푚 + 2
푚−1
푚 ×퐷퐿
). (20)
According to inequality (20), a larger number of distinct la-
bels imposes a smaller upper bound for the expected value
of the classifier fitness.
Based on the definition, ℎ푙 = 푎푣푒( )|0≤ℎ푑≤푚, while 푒푚 = 푎푣푒( )|ℎ푑=0. This means that the classifier fitnessℎ푙 at a given time is considered to be non-zero even when
its prediction is not an exact match of the true labelset, i.e.,
its ℎ푑 > 0. As a result of this more frequent positive fitness
evaluation, for a classifier  푒푚 ≤ ℎ푙 holds. This means
that in the MLR algorithm when classifiers are evaluated
with respect to the HL of their predicted labelset, they are
expected to receive a larger fitness update on average. This
relation implies that the classifiers that are not very accurate
but can partially predict the correct multi-label, are respected
as contributing classifiers when the evaluation criterion is
HL. With a higher fitness value, these classifiers will have
a better chance of receiving reproductive opportunity from
GA and remain in the population of rules.
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3.2.2. A lower bound on the expected classifier fitness
An upper bound for 푎ℎ푑(퐿) is proposed in [55] that re-
lates it to the value of 푎ℎ푤 in (17), as follows
푎ℎ푑(퐿) ≤ 2푎ℎ푤(퐿) − 2푎ℎ푤(퐿)2
푚
. (21)
Considering that the 푎ℎ푤 of a set of binary variables corre-
sponds to the value of label 퐶푎푟푑, as defined in (1), within
the multi-label learning framework when 퐷퐿 = 푛, the in-
equality (21) offers the following upper bound the on 푎ℎ푑 of
the labelsets of 퐷,
푎ℎ푑(퐿) ≤ 2퐶푎푟푑 − 2퐶푎푟푑2
푚
. (22)
Putting (15) and (22) together, and replacing label 퐷푒푛푠 for
퐶푎푟푑
푚 , we obtain the following lower bound on the expectedfitness of a random classifier based the values of the 퐷푒푛푠
of a dataset,
푟푛휏#0 (2퐷푒푛푠
2 − 2퐷푒푛푠 + 1) ≤ ℎ푙. (23)
According to (23), the lower bound of ℎ푙 is a quadratic
function of 퐷푒푛푠 whose minimum occurs at 퐷푒푛푠 = 1∕2.
Furthermore, according to (22), 푎ℎ푑 has its maximum value
when 퐶푎푟푑 = 푚∕2. Therefore, employing the HL crite-
rion allows the individual classifiers in MLR algorithm to
expect the smallest average fitness when the average Ham-
ming distance between the classifier prediction and the cor-
rect labelset is expected to be at its largest value.
3.3. Computational complexity analysis
In this section, the computational complexity of the pro-
posedmulti-label classification algorithm is analyzed in terms
of its major components. Today’s learning classifier sys-
tems, including UCS and ExSTraCS, consist of many in-
teracting components with complex dependencies. In [46],
a comprehensive list of these components along with their
functional description is provided. The analysis presented
here studies the complexity of these components individ-
ually without considering the complex interactions among
them.
Table 1 presents the complexity of training the MLR al-
gorithm in terms of its components, as well as its overall
complexity for one training iteration. Here, it is assumed that
the genetic algorithm employs a tournament selection with
size 푡 and a uniform crossover. Given that the algorithm is
to be trained for 푖푡 iterations, deletion from population and
the genetic algorithm repeat numerous times during train-
ing. According to Table 1, the computational complexity of
training the MLR algorithm is of order 푂(푁.푛.푑.푚), which
grows linearly in terms of the number of the rules 푁 , the
number of training instances 푛, the input dimension 푑, and
the number of classes 푚.
4. Results and Discussion
In this section, the benchmark datasets and several clas-
sification algorithms that are used in the comparisons exper-
iments are described. Then, multi-label evaluation measures
Operation Big 푂
One training iteration
Matching 푂(푁.푑)
Parameter update (exp, ℎ푙, ...) 푂(|[푀]|.푚) ≤ 푂(푁.푚)
Fitness calculation 푂(|[푀]|) ≤ 푂(푁)
Deletion from population
Deletion weight 푂(푁)
Delete from [푃 ] 푂(푁)
Applying genetic algorithm once
GA 푂(푁.푑.푚.푡)
Overall algorithm complexity
One iteration 푂(푁.푛.푑.푚)
Table 1
Computational complexity of the major MLR components and
the overall complexity of MLR.
are explained, and the strategies employed for parameter in-
stantiation are reported. Finally, results are presented and
discussed.
4.1. Benchmark Datasets
For comparison, five real-world datasets are used includ-
ing, Yeast [11], Emotions [37], Flags [14], COMPUTER
AUDITION LAB 500 (CAL500) [43], and Genbase [10].
Table 2 shows information about the number of instances,
features, and classes for each dataset.
4.2. Experimental setup
The comparison of the proposed algorithm is performed
using the implementations of the following algorithms in
MULAN1 library under themachine learning frameworkWEKA
[15]. The compared methods are discussed as below:
• Label powerset methods: vanilla LP, RA푘EL, ensem-
ble of pruned sets (EPS), hierarchy of multi-label clas-
sifiers (HOMER) with balanced 푘 means [39].
• Binary relevance methods: the ensemble of classifier
chaining (ECC).
• Algorithm adaptation methods: multi-label 푘-nearest
neighbors (ML-푘NN).
In the LP algorithm, the implementation of the decision tree
algorithm in WEKA is employed as the base learner. The
proposed method is implemented in Python using the UCS
implementation [44] as the base algorithm.
In order to improve the performance and speed up the
algorithm execution, the RF-ML feature selection strategy
[35] is employed in this work. RF-ML is an extension of the
well-known ReliefF feature selection strategy to multi-label
data that takes into account the effect of interacting features
inML problemswithout a need to transform theML problem
into a multi-class problem. The result of applying feature
selection is either a subset or a ranked list of the original
features. In the latter case, only the top thirty percent of the
features are used for model training [4].
1http://mulan.sourceforge.net/
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Dataset Domain Inst. Feat. Label Card. Dens. DL PDL
Yeast Biology 2,417 103(n) 14 4.237 0.303 198 0.082
Emotions Music 593 72(n) 6 1.869 0.311 27 0.045
Flags Images 194 9(c) + 10(n) 7 3.392 0.485 54 0.278
CAL500 Music 502 68(n) 174 26.044 0.150 502 1
Genbase Biology 662 1,186(b) 27 1.245 0.046 32 0.048
Table 2
ML datasets. In the Feat. column 푛, 푐, and 푏 refer to numeric, categorical, and binary
attributes, respectively.
All experiments are carried out on a 2.70 GHzWindows
10 machine with a 16.0 GB RAM.
4.3. Evaluation metrics
In this section, evaluation measures used in the experi-
ments are explained [26].
4.3.1. Example-based measures
∙Hamming loss computes the percentage of labels whose
relevance is predicted incorrectly:
퐻퐿(ℎ) = 1
푚
|ℎ(퐱)Δ퐿|
where Δ represents the Hamming distance between the two
vectors ℎ(퐱) and 퐿.
∙ Accuracy is the relative number of classes predicted
correctly to the union of relevant and predicted labels:
퐴푐푐(ℎ) =
|ℎ(퐱)⋂퐿||ℎ(퐱)⋃퐿|
∙ Precision is the relative number of classes predicted
correctly to the set of relevant labels:
푃푟(ℎ) =
|ℎ(퐱)⋂퐿||퐿|
∙ Recall is the relative number of classes predicted cor-
rectly to the set of all predicted classes:
푅푐(ℎ) =
|ℎ(퐱)⋂퐿||ℎ(푥)|
∙ 퐹1 measure is the harmonic mean of precision and re-call of the predicted labels:
퐹1(ℎ) =
2 × 푃푟 × 푅푐
푃 푟 + 푅푐
4.3.2. Label-based measures
For an evaluation measure푀 , a macro-measure is com-
puted by evaluating the underlying measure once for each
label and calculating their mean value. In contrast, a micro-
measure aggregates the predictions of all labels and evalu-
ates the measure at the end.
푀푚푖푐푟표 =푀(
푚∑
푖=1
푇푃푖,
푚∑
푖=1
퐹푃푖,
푚∑
푖=1
푇푁푖,
푚∑
푖=1
퐹푁푖)
푀푚푎푐푟표 =
1
푚
푚∑
푖=1
푀(푇푃푖, 퐹푃푖, 푇푁푖, 퐹푁푖)
where TP, FP, TN, and FN stand for true positive, false pos-
itive, true negative, and false negative respectively in both
equations. Based on these definitions, the micro and macro
averages for 퐹1 measure can be calculated as follows.
∙퐹1푚푖푐푟표 is the harmonicmean between themicro-precisionand micro-recall:
퐹1푚푖푐푟표 =
2 × 푃푟푚푖푐푟표 × 푅푐푚푖푐푟표
푃푟푚푖푐푟표 + 푅푐푚푖푐푟표
∙ 퐹1푚푎푐푟표 is the harmonic mean between precision and re-call where the average is calculated per label and then av-
eraged across all labels. If 푝푗 and 푟푗 are the precision andrecall for 휆푗 , then:
퐹1푚푎푐푟표 =
1
푚
푚∑
푗=1
2 × 푝푗 × 푟푗
푝푗 + 푟푗
4.3.3. Ranking-based measures
∙ One Error computes how many times the top-ranked
label is not relevant:
푂퐸(푓 ) =
{
1 argmax휆∈ 푓 (퐱, 휆) ∉ 퐿
0 표푡ℎ푒푟푤푖푠푒
∙ Rank Loss computes the average fraction of label pairs that
are not correctly ordered:
푅퐿(푓 ) = #{(휆, 휆́)|푓 (퐱, 휆) ≤ 푓 (퐱, 휆́), (휆, 휆́) ∈ 퐿 × 퐿̄}|퐿| × |퐿̄|
4.4. Parameter instantiation
The parameters of the methods used is the comparison
are instantiated following the recommendations from the lit-
erature. In cases where a parameter is to be determined from
a set of values, the value that corresponds to the maximum
퐹1 measure on each dataset is considered in the experiments.All parameters and threshold values are determined through
a train-test split on each dataset.
The number of models in RA푘EL is set to 푚푖푛(2푚, 100)
for all datasets [42]. The size of the labelsets for RA푘EL
is set to 푚∕2 as it provides a balance between computational
complexity and performance [42, 33]. The number of neigh-
bors in theML-푘NNmethod for each dataset is selected from
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the set (6, 20) with a step size of 2. The EPS algorithm re-
quires setting multiple parameters: the strategy parameter 푠,
denoted as 퐴푏 and 퐵푏 for strategy 퐴 and 퐵 respectively, pa-rameter 푏 which is selected from the set {1, 2, 3} for each
strategy, parameter 푝 which is selected by decreasing from
5, and finally, the number of models that is set to 10 [32].
The number of models in ECC is also set to 10 to be con-
sistent with other ensemble methods. HOMER requires the
number of clusters to be determined which is selected from
(2, 6) [39].
In the proposed method, the maximum number of rules
allowed in the model, 푁 is selected from (1000, 6000) by
1000 steps, 푃# is the probability of replacing an allele in clas-sifier condition with a hash, which is selected from [0.1, 0.9]
with a step size of 0.05, and the threshold by which genetic
algorithm is applied is selected from (5, 50) with the step
size of 10. Once the parameters are determined, the thresh-
old values for all methods on all datasets are selected from
[0.1, 0.9] with step 0.05.
4.5. Results and discussion
This experimental study aims at addressing the following
questions: (i) Which strategy is more effective for evaluating
individual classification rules is more effective? (ii) What is
the effect of employing prediction aggregation over the max-
imum fitness criteria? (iii) How effective is the proposed al-
gorithm in exploiting label correlation compared to the other
methods?
4.5.1. Classifier evaluation strategy analysis
The fitness of a single classifier can be evaluated using
the EM or the HL measures as shown in (6) and (7). In this
section, the effect of employing each criterion on the overall
model performance is investigated using synthetic and real-
world data. For the synthetic data the framework proposed in
[36] is employed using the hyper-cube strategy. Experiment
on each dataset is repeated ten times to reduce the variance of
the results, and the model performance is reported in terms
of the HL of the model on test data in Tables 3 and 4.
According to Table 3, the model performs better on syn-
thetic datasets using  푒푚푡 , while Table 4 shows that  푒푚푡 pro-vides smaller test HL values on real-world datasets. Accord-
ing to the discussions in section 3.2, during the training  푒푚푡causes the expected update in the fitness of the classifiers
to be smaller compared to employing ℎ푙푡 . This creates anevolutionary pressure towards classifiers with more specific
conditions that cover only a few samples or a very small sub-
space but tend to be more accurate. Such pressure increases
the chance of training rules that overfit the training data, es-
pecially on real-world problems as observed in Table 4. On
the other hand, ℎ푙푡 prevents over-fitting by preserving theclassifiers that are not very accurate but predict partially cor-
rect labelsets on every iteration.
According to Table 4, employing ℎ푙푡 leads to modelswith better performance on four out of five datasets. A one-
tailed Wilcoxon signed ranks test with 훼 = 0.05 and푁 = 5
is applied to the results. The test did not have enough ev-
idence for rejecting the null hypothesis, which means that
given the current evidence the performance of the MLR al-
gorithm using either evaluation method is not significantly
different. However, in the following comparison experimentsℎ푙푡 , i.e. strategy (7), is employed to guarantee the conditionfor sufficient generalization and avoid over-fitting.
4.5.2. Comparison with other MLC methods
In this section, the results of training different ML al-
gorithms on the selected datasets are presented in Tables
(6-13). The results are obtained by running a 5-fold cross-
validation for each dataset. The numbers within the paren-
theses are the relative rank of algorithms on a dataset with
respect to a metric. The highest average rank is shown in
bold for each evaluation metric.
To study the effect of the prediction aggregation strat-
egy (10), two sets of results are reported for the proposed
method; the results using the equation (8) as MLR푚푎푥, andthe aggregated predictions after applying a bi-partitioning
methods as MLR푎푔푔 . In this study, the reported aggregatedperformances are better results after applyingOne Threshold
andRank Cut [21] on the combined predictions using (9) and
(10). Note that, MLR푚푎푥 scores all classes equally and as aresult no ranking is available for classes to be reported in
terms of a ranking-based measure.
To analyze the relative performance of different algo-
rithms, the Friedman test [9] is employed. The Friedman
test is a non-parametric statistical test to compare multiple
algorithms trained on multiple datasets based on their aver-
age ranks. According to Table 5, the null hypothesis is re-
jected for all evaluation metrics except for Recall and 퐹1푚푎푐푟표metrics, suggesting that the performance of the methods are
significantly different for all other metrics. Consequently, a
post-hoc test [9] is applied to investigate the relative perfor-
mance among algorithms. For this purpose, the Bonferroni-
Dunn test [9] is employed for 푘 = 8, i.e. the number of algo-
rithms compared, and 푁 = 5, i.e., the number of datasets,
with a significance level of 0.05. Figure 1 shows the critical
distance (CD) diagrams for each evaluation metric. The top
line in the diagram is the axis along which the average rank
of each ML classifier is plotted, from the lowest ranks (best
performance) on the left to the highest ranks (worst perfor-
mance) on the right. In each sub-figure, groups of algorithms
that are not statistically different (their average rank is within
one CD) from one another are connected. Following obser-
vations are made based on the presented experiments:
• According to Tables (6-14), MLR algorithm using the
prediction aggregation strategy (9) has a higher aver-
age rank than the maximum prediction strategy (8) in
terms of all metrics, which confirms the effectiveness
of aggregating the predictions.
• MLR푎푔푔 has the highest average rank in terms of thesix evaluation metrics out of nine and has an outstand-
ing performance in terms of Accuracy, Precision, and
퐹1 measures. In terms of the Recall metric, MLR푎푔푔and RA푘EL both has the same highest average rank.
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Dataset 2-class 3-class 5-class 8-class 10-class 15-class
EM-based 0.006 0.018 0.030 0.073 0.091 0.109
HL-based 0.009 0.021 0.035 0.095 0.133 0.139
Table 3
The average test HL ↓ of the model using EM and HL as evaluation measures on synthetic
data. Ten datasets are generated per class size.
Dataset Yeast Emotions Flags CAL500 Genbase
EM-based 0.2610 0.2620 0.3101 0.2104 0.0106
HL-based 0.2180 0.2381 0.2923 0.1963 0.0121
Table 4
The average test HL ↓ of the model using EM and HL as evaluation measures on real-world
data.
Evaluation metric 퐹 Critical value (훼 = 0.05)
Hamming Loss 19.40 14.06
Accuracy 22.73
퐹1 19.00
Precision 17.60
Recall 9.87
Micro-퐹1 18.53
Macro-퐹1 13.33
One Error 16.29
Rank Loss 23.66
Table 5
Summary of the Friedman rank test for 퐹 (푘 = 8, 푁 = 5).
• When compared based on the DL value of the bench-
mark datasets, MLR푎푔푔 algorithm has the best perfor-mance in terms of six measures on CAL500 dataset
which has the highest possible DL value. This result
shows that the proposed algorithm is capable of ad-
dressing the incompleteness challenge of the LP by
predicting unseen labelsets more effectively.
• According to Figure 1, the proposed MLR푎푔푔 has sig-nificantly better performance than vanilla LP in terms
of five metrics. It also offers significant improvement
over HOMER on Accuracy and 퐹1 score measures,and ML-푘NN on Accuracy measure.
5. Conclusion
In this paper, a multi-label classification algorithm by
extending supervised learning classifier systems is proposed
to exploit the high-order label correlation in order to obtain
a more accurate classification model. The proposed method
builds classification rules by extending the LP technique and
employs a prediction aggregation that works similar to a 푘NN
method with a dynamic 푘. Two strategies for evaluating the
performance of the individual classifiers during the training
is considered and are investigated by deriving approximate
bounds on the expected classifier fitness in terms of the num-
ber of classes, the number of distinct labelsets, and the label
density in the dataset.
The complexity analysis reveals that the cost of training
MLR is linear in terms of the number of instances, number
of features, number of classes, and the number of rules in
the population. Experiments on the synthetic and real-world
datasets suggest that evaluating classifier performance us-
ing the Hamming loss measure is more effective in prevent-
ing over-fitting than the exact match measure. This result is
due to higher expected fitness for classifiers that are partially
correct when evaluated using the HL criteria. The proposed
method is compared with multiple well-known multi-label
classification methods on multiple datasets and has the high-
est average rank in terms of the seven out of nine measures.
Statistical tests on the results show that the MLR algorithm
with aggregated predictions outperforms other methods on
most of the datasets and shows competitive performance on
others. The lower performance of the model in terms of
the macro-averaged 퐹 score suggests that the model might
present poor prediction performance on datasets with imbal-
anced classes, where it is necessary to correctly predict the
infrequently occurring class labels.
In the future, the impact of other mechanisms such as
the genetic operators and deletion will be incorporated into
the analysis presented for the performance of the individual
classifiers to obtain a more complete analysis of the MLR
algorithm. We will also investigate different techniques to
improve the performance of the proposed method on imbal-
anced class datasets.
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ML-푘NN 0.5694(6) 0.6441(3) 0.7668(2) 0.2259(7) 0.6919(8) 5.2
EPS 0.7802(1) 0.5617(8) 0.7537(3) 0.2238(8) 0.8608(2) 4.4
HOMER(LP) 0.5518(7) 0.6075(5) 0.7001(6) 0.3428(4) 0.8298(5) 5.4
ECC 0.5890(5) 0.6461(2) 0.7351(4) 0.2545(6) 0.7711(7) 4.8
MLR푚푎푥 0.7414(2) 0.6411(4) 0.6930(7) 0.4000(3) 0.8388(4) 4.0
MLR푎푔푔 0.7118(3) 0.8317(1) 0.7065(5) 0.5585(2) 0.8419(3) 2.8
Table 10
The performance of the ML algorithms in terms of Recall ↑.
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Datasets yeast emotions flags CAL500 genbase Ave. rank
RA푘EL 0.6350(4) 0.6587(1) 0.7513(2) 0.3984(2) 0.8550(2) 2.2
LP(퐽48) 0.5387(8) 0.5924(7) 0.6904(8) 0.3253(6) 0.8511(5) 6.8
ML-푘NN 0.6070(6) 0.6270(6) 0.7488(3) 0.3185(7) 0.8034(8) 6.0
EPS 0.6367(3) 0.6516(2) 0.7417(4) 0.3012(8) 0.8435(6) 4.6
HOMER(LP) 0.5438(7) 0.5922(8) 0.7145(6) 0.3402(5) 0.8524(4) 6.0
ECC 0.6312(5) 0.6512(3) 0.7391(5) 0.3430(4) 0.8434(7) 4.8
MLR푚푎푥 0.6871(2) 0.6333(5) 0.7060(7) 0.3535(3) 0.8565(1) 3.6
MLR푎푔푔 0.6908(1) 0.6511(4) 0.7562(1) 0.4611(1) 0.8541(3) 2.0
Table 11
The performance of the ML algorithms in terms of Micro-F ↑.
Datasets yeast emotions flags CAL500 genbase Ave. rank
RA푘EL 0.4276(3) 0.6499(1) 0.6922(1) 0.1915(1) 0.8478(1) 1.4
LP(퐽48) 0.3756(6) 0.5809(8) 0.6154(7) 0.1506(3) 0.8115(3) 5.4
ML-푘NN 0.3609(8) 0.5889(6) 0.6221(6) 0.1052(7) 0.6577(6) 6.6
EPS 0.4397(1) 0.6448(2) 0.6302(4) 0.0957(8) 0.8013(4) 3.8
HOMER(LP) 0.3841(5) 0.5822(7) 0.6375(5) 0.1702(2) 0.8146(2) 4.2
ECC 0.3736(7) 0.6219(4) 0.6327(3) 0.1301(5) 0.7985(5) 4.8
MLR푚푎푥 0.4314(2) 0.6095(5) 0.5855(8) 0.1444(4) 0.5318(7) 5.2
MLR푎푔푔 0.4031(4) 0.6230(3) 0.6444(2) 0.1195(6) 0.5240(8) 4.6
Table 12
The performance of the ML algorithms in terms of Macro-F ↑.
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