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a b s t r a c t
We consider two complementary operations: Hairpin completion introduced in [D.
Cheptea, C. Martin-Vide, V. Mitrana, A new operation on words suggested by DNA
biochemistry: Hairpin completion, in: Proc. Transgressive Computing, 2006, pp. 216–228]
with motivations coming from DNA biochemistry and hairpin reduction as the inverse
operation of the hairpin completion. Both operations are viewed here as formal operations
onwords and languages.We settle the closure properties of the classes of regular and linear
context-free languages under hairpin completion in comparison with hairpin reduction.
While the class of linear context-free languages is exactly the weak-code image of the class
of the hairpin completion of regular languages, rather surprisingly, the weak-code image
of the class of the hairpin completion of linear context-free languages is a class of mildly
context-sensitive languages. The closure properties with respect to the hairpin reduction
of some time and space complexity classes are also studied.We show that the factors found
in the general cases are not necessary for regular and context-free languages. This part of
the paper completes the results given in the earlier paper, where a similar investigation
was made for hairpin completion. Finally, we briefly discuss the iterated variants of these
operations.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A DNA molecule consists of a double strand, each DNA single strand being composed by nucleotides which differ from
each other by their bases: A (adenine), G (guanine), C (cytosine), and T (thymine). The two strands which form the DNA
molecule are kept together by the hydrogen bond between the bases: A always bonds with T, while C with G. This paradigm
is usually referred to as theWatson–Crick complementarity. Another important biological principle is the annealing, that refers
to fusing two single strandedmolecules by complementary bases. This operation of fusing two single strandedmolecules by
complementary bases requires a heated solution containing the two strands, which is cooled down slowly. It is known that
a single stranded DNAmolecule might produce a hairpin structure, a phenomenon based on these two biological principles.
In many DNA-based algorithms, these DNA molecules cannot be used in the subsequent computations. Hairpin or hairpin-
free DNA structures have numerous applications to DNA computing and molecular genetics. In a series of papers (see, e.g.,
[5–7]) such structures are discussed in the context of finding sets of DNA sequences which are unlikely to lead to ‘‘bad’’
hybridizations. On the other hand, these molecules which may form a hairpin structure have been used as the basic feature
of a new computationalmodel reported in [21], where an instance of the 3-SAT problem has been solved by a DNA algorithm
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whose second phase is mainly based on the elimination of hairpin structured molecules. Different types of hairpin and
hairpin-free languages are defined in [18], [3], andmore recently in [13], where they are studied from a language theoretical
point of view.
The source of inspiration for introducing in [4] a new formal operation on words, namely hairpin completion, consists of
three biological principles. Besides the Watson–Crick complementarity and annealing, the third biological phenomenon is
that of lengthening DNA by polymerases. This phenomenon produces a complete double stranded DNA molecule as follows:
one starts with two single strands such that one (usually called primer) is bonded to a part of the other (usually called
template) by Watson–Crick complementarity and a polymerization buffer with many copies of the four nucleotides. Then
polymerases will concatenate to the primer by complementing the template. These principles inspired another similar, to
some extent, operation studied in [2].
We now informally explain the hairpin completion operation and how it can be related to the aforementioned biological
concepts. Let us consider the following hypothetical biological situation: we are given one single stranded DNA molecule
z such that either a prefix or a suffix of z is Watson–Crick complementary to a subword of z. Then the prefix or suffix
of z and the corresponding subword of z get annealed by complementary base pairing and then z is lengthened by DNA
polymerases up to a complete hairpin structure. The mathematical expression of this hypothetical situation defines the
hairpin completion operation. By this formal operation one can generate a set of words, starting from a single word. This
operation is considered in [4] as an abstract operation on formal languages. Some algorithmic problems regarding the hairpin
completion are investigated in [14].
In this paper, we consider the inverse operation of hairpin completion, namely hairpin reduction. Naturally, the hairpin
reduction of a word x consists of all words y such that x can be obtained from y by hairpin completion. We settle the
closure properties of the classes of regular and linear context-free languages under hairpin completion in comparison
with hairpin reduction. While the class of linear context-free languages is exactly the weak-code image of the class of the
hairpin completion of regular languages, rather surprisingly, the weak-code image of the class of the hairpin completion of
linear context-free languages is a class of mildly context-sensitive languages. The closure properties with respect to these
operations of some time and space complexity classes are also studied. We show that the factors found in the general cases
are not necessary for regular and context-free languages. Finally, we briefly discuss the iterated variants of these operations.
2. Basic definitions
We assume the reader to be familiar with the fundamental concepts of formal language theory and automata theory,
particularly with the notions of grammar and finite automaton [20].
An alphabet is a finite set of letters. For a finite set Awe denote by card(A) the cardinality of A. The set of all words over an
alphabet V is denoted by V ∗. The empty word is written ε; moreover, V+ = V ∗ \{ε}. Given a wordw over an alphabet V , we
denote by |w| its length, while |w|a denotes the number of occurrences of the letter a inw. Ifw = xyz for some x, y, z ∈ V ∗,
then x, y, z are called prefix, subword and suffix, respectively, of w. If both x and z are non-empty, then y is called a proper
subword ofw. For a wordw,w[i..j] denotes the subword ofw starting at position i and ending at position j, 1 ≤ i ≤ j ≤ |w|.
If i = j, thenw[i..j] is the ith letter ofw, which is simply denoted byw[i].
Let Ω be a ‘‘superalphabet’’, that is an infinite set such that any alphabet considered in this paper is a subset of Ω . In
other words, Ω is the universe of languages in this paper, i.e., all words and languages are over alphabets that are subsets
of Ω . An involution over a set S is a bijective mapping σ : S −→ S such that σ = σ−1. Any involution σ on Ω such that
σ(a) 6= a for all a ∈ Ω is said to be, in this paper’s context, aWatson–Crick involution. Despite that this is nothing more than
a fixed point-free involution, we prefer this terminology since the hairpin completion defined later is inspired by the DNA
lengthening by polymerases, where the Watson–Crick complementarity plays an important role. Let · be a Watson–Crick
involution fixed for the rest of the paper. The Watson–Crick involution is extended to a morphism from Ω∗ to Ω∗ in the
usual way. We say that the letters a and a are complementary to each other. For an alphabet V , we set V = {a | a ∈ V }.
Note that V and V can intersect and they can be, but need not be, equal. Remember that the DNA alphabet consists of four
letters, VDNA = {A, C,G, T }, which are abbreviations for the four nucleotides and we may set A = T , C = G.
We denote by (·)R the mapping defined by R : V ∗ −→ V ∗, (a1a2 . . . an)R = an . . . a2a1. Note that R is an involution and
an anti-morphism ((xy)R = yRxR for all x, y ∈ V ∗). Note also that the two mappings · and ·R commute, namely, for any word
x, (x)R = xR holds. Every morphism fromΩ∗ toΩ∗ that either changes a letter into a letter (possibly the same) or erases it
is called a weak-code. Clearly, any Watson–Crick involution is a weak-code.
Let V be an alphabet: for any w ∈ V+ we define the k-hairpin completion of w, denoted by (w →k), for some k ≥ 1, as
follows:
(w ⇀k) = {γ Rw |w = αβαRγ , |α| = k, α, β, γ ∈ V+}
(w ⇁k) = {wγ R |w = γαβαR, |α| = k, α, β, γ ∈ V+}
(w→k) = (w ⇀k) ∪ (w ⇁k).
The hairpin completion ofw is defined by
(w→) =
⋃
k≥1
(w→k).
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Fig. 1. Hairpin completion.
This operation is schematically illustrated in Fig. 1.
Clearly, (w→k+1) ⊆ (w→k) for anyw ∈ V+ and k ≥ 1, hence (w→) = (w→1). The hairpin completion is naturally
extended to languages by
(L→k) =
⋃
w∈L
(w→k) (L→) =
⋃
w∈L
(w→).
Of course, all these phenomena are considered here in an idealized way. For instance, we allow polymerase to extend at
either end (3’ or 5’) despite that, due to the greater stability of 3’ when attaching new nucleotides, DNA polymerase can act
continuously only in the 5’−→ 3’ direction. However, polymerase can also act in the opposite direction, but in short ‘‘spurts’’
(Okazaki fragments). Moreover, in order to have a ‘‘stable’’ hairpin structure the subword α should be sufficiently long.
For a class of languages F and an integer k ≥ 1 we denote the weak-code image of the class of the hairpin completion
of languages in F byWCOD(F →k) = {h(L→k) | L ∈ F and h is a weak-code}.
We now define the inverse operation of the hairpin completion, namely the hairpin reduction. Let V be an alphabet: for
anyw ∈ V+ we define the k-hairpin reduction ofw, denoted by (w←k), for some k ≥ 1, as follows:
(w ↼k) = {αβαRγ R|w = γαβαRγ R, |α| = k, α, β, γ ∈ V+},
(w ↽k) = {γαβαR|w = γαβαRγ R, |α| = k, α, β, γ ∈ V+}.
(w←k) = (w ↼k) ∪ (w ↽k).
The hairpin reduction ofw is defined by
(w←) =
⋃
k≥1
(w←k).
The hairpin reduction is naturally extended to languages by
(L←k) =
⋃
w∈L
(w←k) (L←) =
⋃
w∈L
(w←).
For a class of languages F and an integer k ≥ 1 we denote the weak-code image of the class of the hairpin reduction of
languages in F byWCOD(F ←k) = {h(L←k) | L ∈ F and h is a weak-code}.
In this paper we make a brief comparison between the hairpin completion and reduction as formal operations on
languages. A family of languages F is closed under hairpin completion/reduction if the hairpin completion/reduction of
any language from F lies in F . We finish this section with the notation for the classes of regular and linear context-free
languages: REG and LIN , respectively.
3. Hairpin completion and reduction of regular languages
First, we recall from [4] the following characterization of the class of linear context-free languages:
Theorem 1 ([4]). For any integer k ≥ 1, LIN = WCOD(REG→k) holds.
Consequently, the class of regular languages is not closed under hairpin completion. However, the situation changes in
the case of hairpin reduction.
Theorem 2. The class of regular languages is closed under k-hairpin reduction for any k ≥ 1.
Proof. Assume that L is a regular language and let A = (Q , V , q0, {s}, δ) a finite automaton that accepts L and has one final
state only, namely s. We further assume that there is no a ∈ V and q ∈ Q such that q0 ∈ δ(q, a). For a given integer k ≥ 1, we
show first that (L↽k) is regular. Let A′ = (Q ′, V , q′0, F ′, δ′) be the non-deterministic finite automaton defined as follows:
Q ′ = Q × Q ∪ {q(x) | q ∈ Q , x ∈ V ∗, 1 ≤ |x| ≤ k} × Q ∪ {q[x] | q ∈ Q , x ∈ V ∗, |x| ≤ k} × Q
F ′ = {(q[ε], q) | q ∈ Q },
q′0 = (q0, s),
−δ′((q0, s), a) = (δ(q0, a)× {p | s ∈ δ(p, a)}),
−δ′((q, r), a) = (δ(q, a)× {p | r ∈ δ(p, a)}) ∪ {(t(a), r) | t ∈ δ(q, a)},
−δ′((q(x), r), a) =
{{(t(xa), r) | t ∈ δ(q, a)}, if |x| ≤ k− 1
{(t [x], r), (t(x), r) | t ∈ δ(q, a)}, if |x| = k
−δ′((q[xa], r), a) = {(t [x], r) | t ∈ δ(q, a)}.
In the definition of δ′, we take q, r ∈ Q \ {q0}, x ∈ V ∗, |x| ≤ k.
It is rather easy to see that A′ accepts exactly (L↽k). Since (L↼k) = ((LR) ↽k)R, the proof is complete. 
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4. Hairpin completion and reduction of linear languages
The class of linear context-free languages behaves in the same way with respect to the closure under hairpin completion
and reduction. The non-closure of this class under hairpin completion was proved in [4].
Theorem 3. The class of linear languages is not closed under hairpin reduction.
Proof. We take the linear context-free language Lk = {an#kbmcmdn#kap | n,m, p ≥ 1} for some k ≥ 1. The language
(Lk ←k) intersected with the regular language defined by the regular expression #+b+c+d+#+a+ gives the nonlinear
context-free language {#kbmcmdn#kan | n,m ≥ 1}. Indeed, every word in this intersection must be obtained from a word in
Lk of the form an#kbmcmdn#kap for some p = n ≥ 1 as the hairpin reduction of a word of this formwith p 6= n cannot match
the regular expression. 
A natural question related to the statement of Theorem 1 arises: What one can say about the family of languages defined
as the weak-code image of the family of the hairpin completion of linear languages? In this section we prove that, somehow
surprisingly, every classWCOD(LIN →k), with k ≥ 1, is a class of mildly context-sensitive languages. In this paper, by a class
of mildly context-sensitive languageswe mean a classL of languages that satisfies the following conditions:
(i) each language inL is semilinear,
(ii) for each language inL the membership problem is solvable in deterministic polynomial time, and
(iii) L contains the following three non-context-free languages:
- multiple agreements: L1 = {anbncn | n ≥ 1},
- crossed agreements: L2 = {anbmcndm | n,m ≥ 1}, and
- duplication: L3 = {ww | w ∈ {a, b}+}.
There are many mechanisms that define families of mildly context-sensitive languages: tree adjoining grammars [10,12],
head grammars [17,19], combinatory categorical grammars [22], linear indexed grammars [1,8], control grammars [23], simple
matrix grammars [9], sewing grammars [16], etc. Some of themwere proved to be equivalent (see [11]).Why consider the one
in this paper? Because, to our knowledge, this is the first characterization of a class of mildly context-sensitive languages
based on a bio-inspired operation (hairpin completion) and weak codings starting from a very simple class in the Chomsky
hierarchy: linear languages.
We denote byWCOD(LIN →k) the class of morphic images of the k-hairpin completion of linear languages.
Lemma 1. Let k be a positive integer. The non-context-free languages
- multiple agreements: L1 = {anbncn | n ≥ 0},
- crossed agreements: L2 = {anbmcndm | n,m ≥ 0}, and
- duplication: L3 = {ww | w ∈ {a, b}∗}
belong to WCOD(LIN →k).
Proof. 1. We consider the linear language L = {anbnckdck |≥ 1}. Clearly, (L →k) = {anbnckdckbnan | n ≥ 1}. The image
of this language through the weak coding that leaves unchanged the symbols a and b, removes symbols c, d, c , and b, and
changes a into c is exactly L1.
2. It suffices to take the linear language L = {anbmcndk+1dk | n ≥ 1} and theweak coding h defined by h(a) = a, h(b) = b,
h(c) = c , h(d) = h(d) = h(a) = h(c) = ε, and h(b) = d. The equality L2 = h(L→k) is immediate.
3. Let us take the linear language
L = {xckydh(xR)ck | x ∈ {a, b}+, y ∈ {0, 1}+},
where h is a morphism which changes a and b into 0 and 1, respectively. The k-hairpin completion of L is {xckydh(xR)ckxR |
x ∈ {a, b}+, y ∈ {0, 1}+}. If one applies to this language a weak coding that removes 0, 1, a, b, c, d, c and changes 0 and 1
into a and b, respectively as well as a and b into a and b, respectively, one gets exactly L3 which concludes the proof. 
Lemma 2. For any k ≥ 1WCOD(LIN →k) contains semilinear languages only.
Proof. Since the class of semilinear languages is closed undermorphisms it suffices to prove that every language in (LIN →k)
is semilinear for any k ≥ 1. Since the class of semilinear sets is closedunder union it suffices to show that (L⇁k) is semilinear
for any linear context-free language L. The next notation will be useful for the rest of this proof. For two words x, y ∈ V ∗
of equal length we denote by SShuf(x, y) = {a1b1a2b2 . . . anbn | x = a1a2 . . . an, y = b1b2 . . . bn, for some n ≥ 1, ai, bi ∈
V , 1 ≤ i ≤ n}. Assume that L ⊆ V ∗ is a linear context-free language;we note that (L⇁k) is letter-equivalent to the language
L′ = {SShuf(γ , γ )αβαR | α, β, γ ∈ V+, |α| = k, γ αβαR ∈ L}.
Two languages are said to be letter-equivalent if for every word in one of the languages there exists at least one anagram
of that word in the other language. We prove that this language is context-free. To this aim, we recall the shuffle operation.
A shuffle of two words is an arbitrary interleaving of subwords of these words such that it contains all symbols of both
words, like shuffling two decks of cards. This is a well-known language-theoretic operationwith a long history in theoretical
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computer science, in particular within formal languages. Formally, the shuffle of words u, v ∈ V ∗ is a set of words denoted
by u unionsqunionsq v and defined recursively as
x unionsqunionsq λ = λ unionsqunionsq x = {x}, x ∈ V ∗, and
ax unionsqunionsq by = a(x unionsqunionsq by) ∪ b(ax unionsqunionsq y), a, b ∈ V , x, y ∈ V ∗.
The shuffle of two languages L1, L2 ⊆ V ∗ is denoted by L1 unionsqunionsq L2 and is defined as the language consisting of all words that
are a shuffle of a word from L1 and a word from L2. Thus
L1 unionsqunionsq L2 = {w ∈ u unionsqunionsq v | u ∈ L1, v ∈ L2 }.
We still need a few more preparations. For a word α ∈ V ∗ of length k we define the language L(α) = L ∩ V+{α}V+{αR}.
Note that all languages L(α) are still context-free. We denote by U a new alphabet, disjoint of V , of the same cardinality as
V , and consider a one-to-one mapping g : V −→ U . Now we are ready to state that the following relation can be rather
easily checked:
L′ =
⋃
|α|=k
h((L unionsqunionsq U∗) ∩ {ag(a) | a ∈ V }+{α}V+{αR}),
where h is the morphism that leaves unchanged all symbols from V and h(g(a)) = a, for all a ∈ V . By the closure properties
of context-free languages, this relation, together with the fact that the shuffle between a context-free and a regular language
is context-free, implies that L′ is context-free, hence semilinear. It follows that (L⇁k) is semilinear as well. 
Lemma 3. Each language in WCOD(LIN →k) is polynomially recognizable for any k ≥ 1.
Proof. Let k ≥ 1, h be a weak-code from V ∗ to U∗, and L ⊆ V ∗ be a linear context-free language. We assume that L is
generated by a linear grammar G = (N, V , S, P), where every rule in P has one of the following forms:
A→ a, A→ aB, A→ Ba,
with A, B ∈ N and a ∈ V .
We construct an off-line nondeterministic Turing machine M that accepts h(L ⇁k) in logarithmic space. A similar
machine that accepts h(L ⇀k) in logarithmic space can be easily constructed. Informally, the strategy of M on every input
word w of length n is to check whether or not n ≥ 2k + 2, to guess two integers 0 ≤ i ≤ j ≤ n + 1 (whose binary
representations are stored on a working tape), and to check whether there exist words γ , α, β ∈ V+ such that
w = h(γ αβαRγ R), γ αβαR ∈ L, with |α| = k,
|h(γ )| = i and |h(γ R)| = n− j+ 1.
More formally, M has two further working tapes where two words x and y (initially empty) of length k will be written.
The word x is intended to be αR and y to be α. Symbols can be added to x and y, one by one, either from left to right or
from right to left. The rough idea regarding the manipulation of x and y is that as soon as we find the prefix |h(γ )| = i
and the suffix |h(γ R)| = n − j + 1 of the input word, we start to construct x and y in order to check whether or not h(α)
immediately follows h(γ ) and h(αR) immediately precedes h(γ R) in the input word. M has also a set of states associated
with the nonterminals fromN . Furthermore,M workswith the integers t, s, cl, c ′l , cr , c ′r , lx, ly; initially t = ly = k, s = lx = 1,
c ′l = 0, cr = j, cl = n+ 1, and c ′r = n+ 1. As a general rule, the inequalities
0 ≤ c ′l ≤ i < cr ≤ j ≤ c ′r ≤ n+ 1
hold. A few words about the role of these variables. Thus c ′l scans w[1..i], supposed to be h(γ ), from left to right, while c ′r
scans w[j..n], supposed to be h(γ R), from right to left. In a similar manner, cl and cr scan w[i + 1..j − 1], supposed to be
h(αβαR), from left to right and from right to left, respectively. The role of variables s, t, lx, ly is to be explained later. We now
explain informally how M works in a state associated with a nonterminal A from N . Intuitively, in such a state, M chooses
a rule of P that introduces a terminal, say a, and checks the position of h(a) and possibly h(a) within w in accordance with
the current values of variables c ′l , c ′r , cl, cr .♦ If A→ aB ∈ P , thenM can perform the following procedures according to the conditions regarding the variables c ′l and
c ′r :
c ′l < i and c ′r > j
- If h(a) 6= ε, thenM checks whetherw[c ′l + 1] = h(a) holds. If this is true, then c ′l = c ′l + 1, otherwiseM rejects the input.
- If h(a¯) 6= ε, thenM checks whetherw[c ′r − 1] = h(a¯) holds. If this is true, then c ′r = c ′r − 1, otherwiseM rejects the input.
c ′l < i and c ′r = j
- If h(a) 6= ε, thenM does the same as in the previous case.
- If h(a¯) 6= ε, thenM rejects its input.
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c ′l = i and c ′r > j
- If h(a) 6= ε, thenM rejects its input.
- If h(a¯) 6= ε, thenM checks whetherw[c ′r − 1] = h(a¯) holds. If this is true, then c ′r = c ′r − 1, otherwiseM rejects its input.
c ′l = i and c ′r = j
Whenever c ′l = i and c ′r = j,M can choose to do cl = i+ 1. We distinguish three cases that must be checked in this order:
• cl < cr : If h(a) 6= ε, then M checks whether w[cl] = h(a) holds. If this is true, then cl = cl + 1, otherwise M rejects its
input.
• cl = cr : If h(a) 6= ε, thenM rejects its input. In both casesM also performs the following operations:
- Add a to y in the first free position from left to right provided that y is not complete. To this aim,M uses the variables
s and ly.
- If y is complete and at least one symbol has been added to x from left to right, then add a to x in the first free position
from left to right provided that x is not complete. If x is complete, then M rejects. If no symbol has been added to x
from left to right so far and x is still incomplete, and at least one symbol to the right of y has been generated in G, then
M can nondeterministically start to add a to x from left to right. To this aim,M uses the variables t and lx.
• cl = n+ 1 > cr : If at least one of h(a) and h(a¯) is nonempty, thenM rejects.
If a procedure is performed successfully, then the current state becomes a state associated with B. Any other situation
not mentioned here leadsM to reject its input.
♦ If A→ Ba ∈ P , thenM can perform the following procedures according to the conditions satisfied by the variable cr :
cr > i+ 1
We distinguish the following cases that must be checked in this order:
• cl < cr or cl = n + 1: If h(a) 6= ε, then M checks whether w[cr − 1] = h(a) holds. If this is true, then cr = cr − 1,
otherwiseM rejects.
• cl = cr : If h(a) 6= ε, thenM rejects. Furthermore, in both casesM also performs the following operations:
- Add a to x in the first free position from right to left provided that x is not complete. To this aimM uses the variables
t and lx.
- If x is complete and at least one symbol has been added to y from right to left, then add a to y in the first free position
from right to left provided that y is not complete. If y is complete, then M rejects. If no symbol has been added to y
from right to left so far and y is still incomplete, and at least one symbol to the left of x has been generated in G, then
M can nondeterministically start to add a to y from right to left. To this aim,M uses the variables s and ly.
cr = i+ 1
Again we consider several cases:
• j > c ′r and c ′l < i:
- If h(a) 6= ε, then M checks whether w[i] = h(a) holds. If this is true, then i = i − 1 and cr = cr − 1, otherwise M
rejects its input.
- If h(a¯) 6= ε, thenM checks whetherw[j] = h(a¯) holds. If this is true, then j = j+ 1, otherwiseM rejects its input.
• j = c ′r and c ′l < i:
- If h(a) 6= ε, then M checks whether w[i] = h(a) holds. If this is true, then i = i − 1 and cr = cr − 1, otherwise M
rejects its input.
- If h(a¯) 6= ε, thenM rejects its input.
• j > c ′r and c ′l = i:
- If h(a) 6= ε, thenM rejects.
- If h(a¯) 6= ε, thenM checks whetherw[j] = h(a¯) holds. If this is true, then j = j+ 1, otherwiseM rejects its input.
• j = c ′r and c ′l = i: If at least one of h(a) and h(a¯) is nonempty, thenM rejects.
If a procedure is performed successfully then the current state becomes a state associated with B. Any other situation not
mentioned here leads toM rejecting its input.
♦ If A→ ε ∈ P , thenM checks whether or not the following two conditions are satisfied:
- Both x and y are complete and y = xR,
- ((c ′r = j) and (c ′l = i = cr − 1) and (cl = n+ 1)) or ((c ′r = j) and (c ′l = i) and (n+ 1 < cl = cr)).
If they are satisfied, thenM accepts its input, otherwiseM rejects it.
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Onemore remark is necessary. If nomodification of any of the variables cl, c ′l , cr , c ′r , i, j is observed for several executions
of the procedures mentioned above, then all rules from P considered during these executions are stored in a set, while M
always tries to perform procedures associated with rules not in this set. When there is no available rule in P , M halts and
rejects. By this last remark,M halts on every input. As NLOG ⊆ Pwe are done. 
By the last three lemmata, it follows that
Theorem 4. For every k ≥ 1, WCOD(LIN →k) is a family of mildly context-sensitive languages.
We do not know whether a similar result hold for the classWCOD(LIN ←k).
4.1. Hairpin completion and reduction of complexity classes
The behavior of the classes P and NP of languages recognizable in deterministic and nondeterministic polynomial time,
respectively, with respect to the hairpin completion/reduction is the same. We consider here the hairpin reduction only;
the similar statement for hairpin completion is proved in [14].
Theorem 5. For every k ≥ 1, if L is recognizable inO(f (n)) time, then (L←k) is recognizable inO(nf (n)) time. Therefore, P and
NP are closed under hairpin reduction.
Proof. Let L ⊆ V ∗ be a language recognizable in O(f (n)) time, k be an positive integer, and w an arbitrary word over V of
length n. The next function decides whether or notw ∈ (L↽k) in O(nf (n)) time.
Algorithm 1.
function Rec_HRS(w, L, k);
begin
for i = 1 to n− (2k+ 1)
if (w[i+ 1..i+ k] = w[n− k+ 1..n]R) and (ww[1..i]R ∈ L)
then Rec_HRS:=true; halt;
endif;
endfor;
Rec_HRS:=false;
end.
A similar function can be easily constructed for deciding whether or notw ∈ (L↼k) in O(nf (n)) time. 
In [14] one proves that the n factor is not needed for the class of regular and context-free languages in the case of hairpin
completion. In the case of hairpin reduction, the n factor is still not needed for both classes of languages as shown below.
Let L be a regular language accepted by the deterministic finite automaton A = (Q , V , q0, F , δ). The next function decides
whether or notw ∈ (L↽k) in O(n) time.
Algorithm 2.
function Rec_HRS_REG(w, L, k);
begin
q := δ(q0, w);
a[0] := F ;
for i = 1 to n− (2k+ 1) a[i] = {s ∈ Q | δ(s, w[i]) ∈ a[i− 1]};
endfor;
for i = 1 to n− (2k+ 1)
if (w[i+ 1..i+ k] = w[n− k+ 1..n]R) and (q ∈ a[i])
then Rec_HRS_REG:=true; halt;
endif;
endfor;
Rec_HRS_REG:=false;
end.
Let w be a word and L be a context-free language generated by the context-free grammar in Chomsky Normal Form
G = (N, T , S, P). Let k be a natural number, such that |w| = n ≥ 2k + 1. Also, let p be the prefix of length n − (2k + 1)
of w, let w′ = wp¯R, and let m = |w′|. We define the following function: M : {1, 2, . . . ,m} × {1, 2, . . . ,m} × N →
{0, 1} × {0, 1, . . . ,m}. This function should be interpreted as follows:
M[i][j][A] = (1, t) if and only if one of the following cases hold:
• t = 0 and A ∗⇒ w′[i..j] (A derivesw′[i..j] in G);
• t > n, i ≤ n,m ≥ j ≥ t ,w[1+ (m− t + 1)..k+ (m− t + 1)] = w[n− k+ 1..n]R and A ∗⇒ w′[i..n]w′[t..j] (or, in other
words,w[1..n]pR[t − n..m− n] can be obtained by k-hairpin completion fromw, and A ∗⇒ w[i..n]pR[t − n..j− n]);
Otherwise,M[i][j][A] = (0, 0).
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This function can be computed using the following relations:
• M[i][i][A] = (1, 0) if there exists the production A⇒ w[i] ∈ P
• M[n+ 1][i][A] = (1, i) if there exists the production A⇒ w′[i] ∈ P , i > n and w[1+ (m− i+ 1)..k+ (m− i+ 1)] =
w[n− k+ 1..n]R
• M[i][j][A] = (1, t) if there exist the production A → BC ∈ P and the number l, with i ≤ l < j, such that
M[i][l][B] = (1, q), M[l + 1][j][C] = (1, r) and t = max{q, r} (note that in this relation at least one of the numbers
q and r is equal to 0).
It is not hard to see that this function can be computed in O(n3) time, as in the CYK algorithm [24]. Also, it is not hard to
see that w ∈ (L ↽k) if and only if there exists t > 0 such that M[1][m][S] = (1, t). Indeed, in this case, w is obtained by
reduction fromwpR[t − n..m− n].
Analogously, one can decide in polynomial time whetherw ∈ (L↼k) or not.
The case of space complexity classes is slightly different, namely:
Theorem 6 ([14]). If f (n) ≥ log n is a space-constructible function, then NSPACE(f (n)) and DSPACE(f (n)) are closed under
k-hairpin completion for any k ≥ 1.
while
Theorem 7. If f (2n) ∈ O(f (n)), then NSPACE(f (n)) and DSPACE(f (n)) are closed under k-hairpin reduction for any k ≥ 1.
Proof. Again, we prove here the closure under hairpin reduction only. Let L ⊆ V ∗ be a language recognizable by an off-line
Turing machine inO(f (n)) space, k be an positive integer, andw an arbitrary word over V of length n. The function defined
by Algorithm 1 can clearly be implemented on an off-line nondeterministic (multi-tape) Turing machine in O(f (n)) space.
Note that log n is needed in order to store the value of iwithin the input wordw that indicates the current wordww[1..i]R
whose membership of L is tested. As the maximal length of ww[1..i]R is 2n − (2k + 1), and f (2n) ∈ O(f (n)), the overall
space of the Turing machine is in O(f (n)). By finite state one can keep track of whether or not the first condition of the if
statement is satisfied. 
Note that the class of function satisfying the conditions required by the second statement of the previous theorem is pretty
large; it contains all polynomials, all functions logp n and is closed under addition and multiplication.
5. Final remarks
Weconsider to be of interest a similar investigation of the iterated hairpin completion and reduction. The iterated version
of the hairpin completion is defined as usual by:
(w→0k) = {w}, (w→n+1k ) = ((w→nk)→k), (w→∗k) =
⋃
n≥0
(w→nk)
(w→0) = {w}, (w→n+1) = ((w→n)→), (w→∗) =
⋃
n≥0
(w→n)
(L→∗k) =
⋃
w∈L
(w→∗k) (L→∗) =
⋃
w∈L
(w→∗).
In a similar way one can define the iterated hairpin reduction.
As shown in [4,14], Theorem 6 remains valid for iterated hairpin completion while the n factor from Theorem 5 becomes
n2 for iterated hairpin completion; however, this factor is not needed in the case of context-free languages. The situation of
iterated hairpin reduction seems much more difficult: we were not able to settle even whether or not the language (L←∗k)
is always recursive provided that L is regular. In [15] one considers another concept that seems attractive to us, namely the
primitive hairpin root of a word and of a language.
The hairpin reduction distance between two words x and y is defined as the minimal number of hairpin reduction which
can be applied either to x in order to obtain y or to y in order to obtain x. If none of them can be obtained from the other by
iterated hairpin reduction, then the distance is∞. Clearly, this measure is not amathematical distance. In [15] one discusses
an algorithm for finding a primitive hairpin root of x closest to or farthest from x in cubic time. Also the common primitive
root of x and y or a common ancestor, such that the sum of its hairpin reduction distance to x and y is minimum, can be
computed in the same computational time.
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