In a real uniformly convex and p-uniformly smooth Banach space, a modified forward-backward splitting iterative algorithm is presented, where the computational errors and the superposition of perturbed operators are considered. The iterative sequence is proved to be convergent strongly to zero point of the sum of infinite m-accretive mappings and infinite θ i -inversely strongly accretive mappings, which is also the unique solution of one kind variational inequalities. Some new proof techniques can be found, especially, a new inequality is employed compared to some of the recent work. Moreover, the applications of the newly obtained iterative algorithm to integro-differential systems and convex minimization problems are exemplified.
Introduction and preliminaries
Let X be a real Banach space with norm · and X * be its dual space. '→' denotes strong convergence and x, f is the value of f ∈ X * at x ∈ X.
The function ρ X : [, +∞) → [, +∞) is called the modulus of smoothness of X if it is defined as follows:
ρ X (t) = sup   x + y + x -y - : x, y ∈ X, x = , y ≤ t .
A Banach space X is said to be uniformly smooth if ρ X (t) t → , as t → . Let p >  be a real number, a Banach space X is said to be p-uniformly smooth with constant K p if K p >  such that ρ X (t) ≤ K p t p for t > . It is well known that every p-uniformly smooth Banach space is uniformly smooth. For p > , the generalized duality mapping J p : X →  X * is defined by
In particular, J := J  is called the normalized duality mapping. For a mapping T : D(T) X → X, we use F(T) and N(T) to denote its fixed point set and zero point set, respectively; that is, F(T) Let D be a nonempty closed convex subset of X and Q be a mapping of X onto D. Then Q is said to be sunny [] if Q(Q(x) + t(x -Q(x))) = Q(x) for all x ∈ X and t ≥ . A mapping Q of X into X is said to be a retraction [] It is a hot topic in applied mathematics to find zero points of the sum of two accretive mappings, namely, a solution of the following inclusion problem:
For example, a stationary solution to the initial value problem of the evolution equation
can be recast as (.). A forward-backward splitting iterative method for (.) means each iteration involves only A as the forward step and B as the backward step, not the sum A + B.
The classical forward-backward splitting algorithm is given in the following way:
Some of the related work can be seen in [-] and the references therein. In , Wei et al.
[] extended the related work of (.) from a Hilbert space to the real smooth and uniformly convex Banach space and from two accretive mappings to two finite families of accretive mappings:
where D is a nonempty, closed and convex sunny non-expansive retract of X, Q D is the sunny non-expansive retraction of E onto D, {e n } is the error, A i and B i are m-accretive mappings and θ -inversely strongly accretive mappings, respectively, where i = , , . . . , N . T : X → X is a strongly positive linear bounded operator with coefficient γ and f : X → X is a contraction. 
) under some conditions. The implicit midpoint rule is one of the powerful numerical methods for solving ordinary differential equations, and it has been extensively studied by Alghamdi et al. They presented the following implicit midpoint rule for approximating the fixed point of a nonexpansive mapping in a Hilbert space H in []:
where T is non-expansive from H to H. If F(T) = ∅, then they proved that {x n } converges weakly to p  ∈ F(T) under some conditions.
Combining the ideas of forward-backward method and midpoint method, Wei et al. extended the study of two finite families of accretive mappings to two infinite families of accretive mappings [] in a real q-uniformly smooth and uniformly convex Banach space:
where {e n }, {e n } and {e n } are three error sequences, A i : D → X and B i : D → X are m-accretive mappings and θ i -inversely strongly accretive mappings, respectively, where i ∈ N . T : X → X is a strongly positive linear bounded operator with coefficient γ , f : X → X is a contraction, ∞ n= a n = ,  < a n < , δ n + β n + ζ n ≡  for n ∈ N ∪ {}. The iterative sequence {x n } is proved to converge strongly to p  ∈ ∞ i= N(A i + B i ), which solves the following variational inequality:
In , Ceng et al.
[] presented the following iterative algorithm to approximate zero point of an m-accretive mapping:
where T : X → X is a γ -strongly accretive and μ-strictly pseudo-contractive mapping, with γ + μ > , f : E → E is a contraction and A : X → X is m-accretive. Under some assumptions, {x n } is proved to be convergent strongly to the unique element p  ∈ N(A), which solves the following variational inequality:
The mapping F in (.) is called a perturbed operator which only plays a role in the construction of the iterative algorithm for selecting a particular zero of A, and it is not involved in the variational inequality (.). Inspired by the work mentioned above, in Section , we shall construct a new modified forward-backward splitting midpoint iterative algorithm to approximate the zero points of the sum of infinite m-accretive mappings and infinite θ i -inversely strongly accretive mappings. New proof techniques can be found, the superposition of perturbed operators is considered and some restrictions on the parameters are mild compared to the existing similar works. In Section , we shall discuss the applications of the newly obtained iterative algorithms to integro-differential systems and the convex minimization problems.
We need the following preliminaries in our paper. 
Lemma . ([])
Let X be a real smooth Banach space and B : X → X be a μ-strictly pseudo-contractive mapping and also be a γ -strongly accretive mapping with μ + γ > .
Then, for any fixed number
). 
Lemma . ([]) Let X be a real Banach space and D be a nonempty closed and convex subset of X. Let f : D → D be a contraction. Then f has a unique fixed point.

Lemma . ([]) Let X be a real strictly convex Banach space, and let D be a nonempty
Lemma . ([])
In a real Banach space X, for p > , the following inequality holds:
Lemma . ([]) Let X be a real Banach space, and let D be a nonempty closed and convex subset of X. Suppose A : D → X is a single-valued mapping and B
: X →  X is m-accretive. Then F (I + rB) - (I -rA) = N(A + B) for ∀r > .
Lemma . ([])
Let {a n } be a real sequence that does not decrease at infinity, in the sense that there exists a subsequence {a n k } so that a n k ≤ a n k + for all k ∈ N ∪ {}. For every n > n  , define an integer sequence {τ (n)} as
Then τ (n) → ∞ as n → ∞ and for all n > n  , max{a τ (n) , a n } ≤ a τ (n)+ .
Lemma . ([])
For p > , the following inequality holds: 
Proof We split the proof into five steps.
Step . Z n t : X → X is a contraction for t ∈ (, ), κ t ∈ (, ) and n ∈ N . In fact, for ∀x, y ∈ X, using Lemmas . and ., we have
which implies that Z n t is a contraction. By Lemma ., there exists u
Step . If lim t→ κ t t = , then {u n t } is bounded for n ∈ N ,  < t ≤ a, where a is a sufficiently small positive number and u n t is the same as that in Step . For ∀u ∈ ∞ i= N(A i + C i ), using Lemmas ., . and ., we know that
Since lim t→ κ t t = , then there exists a sufficiently small positive number a such that  < κ t t <  for  < t ≤ a. Thus {u n t } is bounded for n ∈ N and  < t ≤ a.
Step . If lim t→
Step . If the variational inequality (.) has solutions, the solution must be unique.
Adding up (.) and (.), we get
Step . If lim t→ 
where LIM is the Banach limit on l ∞ . Let
It is easily seen that K is a nonempty closed convex bounded subset of X. Since u n m -
Since a uniformly smooth Banach space has the fixed point property for non-expansive mappings,
Since q  is also a minimizer of μ over X, it follows that, for t ∈ (, ),
Since X is uniformly smooth, then by letting t → , we find the two limits above can be interchanged and obtain
Therefore, 
Note that
as t m → . Since x n → q  and J is uniformly continuous on each bounded subset of X, then taking the limits on both sides of the above inequality, q  -f (q  ), J(q  -v) ≤ , which implies that q  satisfies the variational inequality (.). Next, to prove the net {u n m } converges strongly to q  , as t → , suppose that there is another subsequence {u 
Under the following assumptions:
is the unique solution of the variational inequality (.).
Proof We split the proof into four steps.
Step . {v n } is well defined and so is {x n }.
Thus H s,t is a contraction, which ensures from Lemma . that there exists x s,t ∈ D such that H s,t x s,t = x s,t . That is, x s,t = su + tH(
r n,i (I -r n,i C i ) is non-expansive for n ∈ N and i ∈ N , then {v n } is well defined, which implies that {x n } is well defined.
Step . {x n } is bounded.
Using Lemma . and (.), we have, for n ∈ N ,
By using the inductive method, we can easily get the following result from (.):
Therefore, from assumptions (iii) and (vi), we know that {x n } is bounded.
Step . There exists q  ∈ ∞ i= N(A i + C i ), which solves the variational inequality (.). Using Theorem ., we know that there exists u n t such that u
, as t → , which is the unique solution of the variational inequality (.).
Step . x n → q  , as n → ∞, where q  is the same as that in Step . Set C  := sup{ α n x n + β n a n -q  p- ,  q  α n x n + β n a n -q  p- : n ∈ N}, then from Step  and assumption (iii), C  is a positive constant. Using Lemma ., we have
+ pβ n a n , J p (α n x n + β n a n -q  )
Using Lemma ., we know that
Therefore,
Now, from (.)-(.) and Lemmas . and ., we know that for n ∈ N ,
which implies that
(q  -r n,i C i q  ) .
From
Step , if we set
. Then
Our next discussion will be divided into two cases.
If { x n -q  } is decreasing, we know from (.) and assumptions (iv) and (v) that
r n,i )(q  -r n,i C i q  ) ) → , as n → +∞. Then, from the property of ϕ p , we know that
as n → ∞. Now, our purpose is to show that limsup n→∞ ε () n ≤ , which reduces to showing that
and g : × R N+ → R are given functions.
Just like [], we need the following assumptions to discuss (.). 
Assumption  {p
Convex minimization problems
Let H be a real Hilbert space. Suppose h i : H → (-∞, +∞) are proper convex, lowersemicontinuous and nonsmooth functions [], suppose g i : H → (-∞, +∞) are convex and smooth functions for i ∈ N . We use ∇g i to denote the gradient of g i and ∂h i the subdifferential of h i for i ∈ N .
The convex minimization problems are to find x * ∈ H such that This completes the proof.
