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ABSTRACT 
Let x and y be positive vectors in Iw”. The set of all n X n nonnegative matrices 
having x and yT as their right and left Perron eigenvectors is a polyhedral convex 
cone. A cross section of this cone is the polytope 9(x, y) consisting of all n X n 
nonnegative matrices C such that Cx = x and yTC = yT. The set of doubly stochastic 
matrices is obtained as a special case when x = y = (1, 1,. , 1)‘. Our purpose is to 
investigate the structure of 9(x, y) and especially its extreme points. This is done by 
transforming the problem into a symmetric transportation polytope, which contains all 
n X n nonnegative matrices having the same vector z as their row and column sum 
vector. Using graph-theoretic methods, we investigate the number of extreme points 
of this polytope. In particular we study vectors z that yield the maximum number of 
extreme points. 
1. INTRODUCTION 
We consider the convex cone &(x, y> of all n X n nonnegative matrices 
C =(cii) that h ave x > 0 as a right eigenvector and yT > 0 as a left 
cigenvector, both corresponding to the spectral radius p = p(C) >, 0. Thus, 
C E 8(x, y> if and only if 
cx = pr, y?‘c = p YT, c>,o. (1.1) 
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As noted in [ll], there are, in general, restrictions on the nonzero pattern of 
matrices in this cone. Motivated in part lry a desire to understand more fully 
the combinatorial structure imposed by x and y, our particular interest here 
is in the set of extreme matrices (extreme rays) of this cone. 
To this end, srippose that C satisfies (1.1) and define D, = diag(s , , , x,, ), 
D,! = diag(y ,,..., y,,), A = D,,CD,, zi = yix,. Then 
Ae,, = D&x = pD,/s = p;, 
e:A = yTCD, = pyTD, = p;‘, 
where e,, is the II x 1 vector of all l’s Without loss of generality we can 
assume p = 1, and the above relations become 
Ae,, = z, (>;A = xT, ( 1.2a) 
A>O. (1.21,) 
Our original problem has then been transformed into one of studying the 
structure of this convex polytope, a set of nonnegative matrices A with given 
row and column sums ([4, 5, 141; also see [I31 for results related to this set). 
Equivalently, the relations (1.2) define a transportution problem, which has 
been intensively studied in the operations-research literature [2, 7, 151. Any 
extreme point A = (u,~) of the transportation problem (1.2) therefore yields 
an extreme matrix C. in the cross section .Y(.T, y) of the cone #(I, y> 
corresponding to p = 1: namely 
C = D,; ‘AD,- ’ 
or 
‘lij 
‘i.i = - yisj 
It is clear that there is a one-to-one correspondence between extreme points 
A of (1.2) and extreme matrices C of ~@(a, y), so our subsequent attention 
will be focused on studying the former. 
We note that if the positivity assumption on x and y is relaxed to 
nonnegativity, 6(x, y) need no longer be a cone. In fact, given n-vectors 
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X, y > 0, the set (C E M,, : C > 0, Cx = p(C>x, yTC = p(C)yT) is a cone if and 
only if x + y has at least n - 1 positive components. However, if a symmetry 
condition on the matrices is imposed (in which case y = x), then 8(x, y) is a 
cone regardless of the zero pattern of x (and y). In any event, because of the 
transformation used to study 8(x, y), we consider only the case in which 
x, y > 0 here. 
A good deal of previous research has examined the general m X n 
transportation problem defined by the row sum vector r = (r , , , rr,$)’ and 
the column sum vector c = (c,, , c,,), with Cri = Cc,: 
Ae ,, = r , eL,A = c, ( 1.3a) 
A > 0. (1.3b) 
Dantzig [7], Brualdi [5], and Klee and Witzgall [15], among others, have 
observed that the vertices of the polytopc (1.3) are related to certain 
spanning trees of an associated bipartite graph. Bounds on the maximum and 
minimum number of such spanning trees [and hence the number of extremal 
solutions of (1.3)] have been obtained by Demuth [t), 91, Klee and Witzgall 
[15], Bolker [3], and Ahrens [l]. Many of these latter results are not however 
applicable to the present case, since the particular structure of (1.2) enforces 
identical row and column sum vectors. That is, problem (1.2) is automatically 
degenerate in the standard terminology applied to a transportation problem 
[15]. The objective of this paper is to study the structure of this symmetric 
transportation polytope, culminating in a characterization of vectors 2 in (1.2) 
for which the maximum number of extreme points is attained and an explicit 
description of the associated extreme points. Previous related work on this 
problem can be found in [17], [lo], and [16]. 
2. BACKGROUND 
We begin by reviewing some pertinent facts about general m X n trans- 
portation problems that will be useful in the subsequent development. 
Consider the problem (1.3), defined by supplies r, > 0 and demands c, > 0. 
Let G,,, n = (V, E) denote the bipartite graph having vertex set {sl,. . . , s,,) u 
{d,, . , d,}, in which edges (si, d,i) E E join each source vertex si to each 
destinution vertex dj. With every matrix A = (a,,) satisfying (1.3) we can 
associate a subgraph G(A) = (V, E’) of G,,,,,: namely, (si, dj) E E’ if and only 
if ajj > 0. It is well known [5, 7, 151 that a solution A to (1.3) is an extreme 
point if and only if G(A) is a spanning forest of G,,,,,. A spanning forest F of 
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G ),I)) is a vertex disjoint union of subtrees in G,,,, such that every vertex of 
G,,,, is incident with an edge of F. If the forest G(A) consists of a single tree 
(a spanning tree), then A is said to be a nondegenerate extreme point; 
otherwise, A is degenerate. A transportation problem is called degenerate if 
it has at least one degenerate extreme point. 
It will be important to relate the values aij of an extreme point A to the 
structure of its spanning forest F = G(A). Since every spanning forest 
F = G(A) can be extended to a spanning tree T of G,,,,, by adding additional 
edges, it will suffice to study the relationship between T and A. First, if 
(si, dj) E T then aij = 0; using these additional conditions, it is then possible 
to solve (1.3a) uniquely for the remaining values ai, [7]. The uniqueness of 
these values shows that a given spanning tree T can contain at most one 
G(A) for A an extreme point of (1.3). If the computed tree edge values aii 
satisfy (I.3b), then an extreme point of (1.3) is obtained and T is termed a 
feasible spanning tree. 
An equivalent graph-theoretic description of the vahles aij will also be 
useful. If an edge (si, d,,) E T is removed, then the spanning tree breaks into 
two component subtrees, say T, and T,, with si E Tj and ‘I, E T,. Let Si 
denote the set of source vertices in T,, and let Di denote the set of 
destination vertices in T,; similarly the vertex set of T, is partitioned into 
source vertices Sj and destination vertices 0,. The following results are well 
known [l, 3, 61. 
PROPOSITION 2.1. Let T be a spanning tree of G,,,,,, and let the edge 
(si, dj) E T. Then 
f or 
aij= C rk- C cLC= C c,,- C rk. 
Sk t s, cl,, E Q [I,, E D, Sk E s, 
PROPOSITION 2.2. Let T be a spanning tree of G ,,,,,, and suppose a,, = 0 
some edge (si, dj) E T. Th en uif > 0 for some d, E Di, and akj > 0 for 
some sk E Sj. 
PRoPOSITION 2.3. Suppose that T is a spanning tree qf G,,,,,, and let 
e=<si,dj)ET. A new spanning tree T’can be-formed using T’=T -e+ h, 
where h z e is an edge (s,, d,) with s, E Si (or Sj> and d, E Dj (or Di). Let 
K(s,, d,) indicate the unique cycle of edges obtained when edge h is added to 
T. Then the matrix A’ corresponding to T’ has entries satisfying: 
(a> all, = aIlu if (u,u) P K(s,, d,), 
6) al0 = aUc + aij if (U,O)E K(s,, d,), with the + and - signs alter- 
nating around the cycle, starting with - for edge (si, d.i). 
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The new matrix A’ will then satisfy (1.3a), assuming that A itself does. 
Moreover, A’ is an extreme point if all al,; calculated in (b) are nonnegative. 
3. NONSINGULAR EXTREME POINTS 
Subsequently, our attention will be directed to the particular n X n 
transportation problem (1.21, where z > 0. Note that the problem (1.2) is 
degenerate for every Z. For example, the diagonal matrix A with a,, = zi 
satisfies (1.2) and corresponds to a forest with n > 1 components. The set of 
extreme points A corresponding to a given z will be denoted by C?(Z), and 
the number of extreme points for z will be denoted by N(Z) = IS(Z In this 
section we will examine the structure of nonsingular extreme-point solutions 
of (1.2). 
The following result, easily proved, involves the concept of a perfect 
matching in a graph G: namely a set of nonadjacent edges that meets every 
vertex of G. 
PKoPoSIrIoN 3.1. A spunning forest F of G contains at most one pe$ect 
matching of G. 
If A is an n x n nonnegative matrix, then a perfect matching in the 
bipartite graph G(A) defines a positive generalized diagonal {~,.~(~):i = 
1,. , n}, where 7~ indicates a permutation. If A is any nonsingular nonnega- 
tive matrix, then clearly there exists at least one positive generalized diagonal 
of A: i.e., all ui pCij > 0 for some permutation r. On the other hand, if A is 
any extreme matrix of (1.21, then G(A) defines a forest of G,,,, and by 
Proposition 3.1 A contains at most one positive generalized diagonal. We 
have established the following. 
PROPOSII.ION 3.2. Any nonsingular extreme point A contains exactly one 
positive generalized diagonal. Any singular extreme point A contains no 
positive generalized diagonal. 
A converse of this result follows easily from a construction procedure 
used by Jurkat and Ryser [14]: 
PROPOSITION 3.3. Given any permutation 7, there is at least one nonsin- 
gulur extreme point A with ui,TCij > 0 for all i. 
It follows directly from these two propositions that there are at least n! 
nonsingular extreme points for any .Z. This provides the lower bound 
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N(z) > n!, which is clearly achieved for z = e,, since the n! permutation 
matrices are the extreme points for the set of all doubly stochastic matrices. 
This lower bound also follows from a general result for transportation 
problems given by Demuth [8, 91, applied to the case of degenerate prob- 
lems. It can in fact be shown [17] that the minimum value of N(z) is 
uniquely achieved (up to scaling) for the vector z = e,. 
Next we characterize those values of 2 for which all extreme points 
A E 6%) are nonsingular. It will be useful to define for Z c (1,. . , n) 
z(Z)= c;,. 
it1 
(In what follows, all such index sets are assumed to be nonempty.) Let S(T) 
denote the index set of source vertices in the tree T, and D(T) the index set 
of destination vertices in T. Then the conclusion of Proposition 2.1 can be 
stated as 
uij=z(S(Tj))-z(D(T;))=z(D(T,))-z(S(Ti)) (3.1) 
We say that property (a> holds for the vector : if III < IJ/ implies z(Z) < z(J) 
forevery Z,JC{l,..., n). 
THEOREM 3.1. Euery extreme point A E 6’(z) is nonsingular if and only 
if property (a) holds for z. 
Proof. =: Suppose that A is a singular extreme point of (1.2). By 
Proposition 3.2, A contains no positive generalized diagonal, and by applica- 
tion of the Kiinig-EgervBry theorem [18], A must contain an (Y X /? zero 
submatrix B with LY + p 2 n + 1. Suppose B is indexed by rows Z and 
columns J. Let C be the submatrix of A indexed by rows Z and columns 
J = { 1, , , n) - J. Then th e sum cr of all entries in C satisfies z(j) > u = z(Z), 
whereas Ijl= n - /3 Q cy - 1 < (II, so that property (a) does not hold. 
*: Suppose property (a> does not hold. Then there exist index sets 
Z=(i, ,..., i,) and J=(j, ,,.., j,) with (Y < /3 and ,-(I) > z(J). Without loss 
of generality, we can assume that row and column permutations have been 
applied to any matrix satisfying (1.2) so that the first row sums appearing are 
_ - dj,’ ‘. , Aj, and the first column sums appearing are zj,, . .,z,,~. For any 
extreme matrix, let B, C, and D (respectively) denote its submatrices 
indexed by rows i and columns J, rows Z and columns J, and rows I and 
columns 7. It is claimed that there exists an extreme matrix A for which 
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B = 0. To construct such a matrix, we use the northwest-comer rule [12], 
which produces a staircase structure of 2n - 1 entries extending from the 
upper left comer of the matrix to its lower right corner. If some entry of I? is 
made positive by this procedure, then D = 0 and the sum u of all entries in 
C satisfies z(J) > u = z(I), a contradiction. Thus B consists of an (n - (Y)X p 
block of zeros with n - LY + /? > n + 1. Application of the Kiinig-Egervary 
theorem now shows that this particular A must be singular. n 
4. HYPERPLANES AND REGIONS 
Our objective is to study the behavior of N(z) as a function of z = 
(zi,. . , .zn). To do so, we first identify regions in the positive orthant of Iw” 
over which N(z) is constant. At times it will be useful to treat .zi, . . . , z, as 
variables rather than simply numerical values. Thus we can interpret the 
expression for aij in Equation (3.1) as representing a functional in these 
variables; when this is intended we shall write fij rather than aij. Notice 
that because zk occurs exactly once for a source vertex (sk) and once for a 
destination vertex cd,), the expression for fij is a linear expression involving 
only the coefficients + 1 and - 1 for its (noncanceling) variables zk. 
Suppose we are given some spanning tree T of G,,. The conditions on z 
so that T is feasible for z are simply that the linear functionals r;i > 0 for all 
(si, dj) E T. The collection of hyperplanes {fij = 0), taken over all spanning 
trees T and all edges of T, partitions the positive orthant of [w” into a finite 
number of disjoint regions R, each of which is a relatively open polyhedral 
set. Let Z, denote the set of functionals jij = 0 for the region R, and let I’, 
denote the set of functionals fij > 0 for R. Any two points z and z’ within R 
satisfy eractly the same hyperplane relations {f = 0) and exactly the same 
open-half-space relations {f > 0). C onsequently T is feasible for z if and 
only if T is feasible for z’. This establishes a one-to-one correspondence 
between extreme points for z and extreme points for z’, giving the following 
result. 
PROPOSITION 4.1. N(z) is constant throughout each region R. 
The next theorem examines how the number of extreme points changes 
when moving from one region to another “neighboring” region. For a region 
R, let Z,=I~,,...,cp,l, with (vi,. . , qk), k < r, being a maximum linearly 
independent set of functions in Z,. The functional cp, with rfi q E Z,, is said 
to be positively dependent on cpi if in the expression cp = C[ci’pi : 1 ,< i < k] 
we have ci > 0. Similarly, the functional cp is negatively dependent on cpi if 
ci <o. 
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TIIEORE.M 4.1. Let R be a region with ,zO E R and ‘p, E 2,. We can find 
a region R+ with z+~ Rt such that cpl(z+)> 0, Z,+ C Z,, and N(z+C) > 
N(z’), and a region R- with z- E R- such that (pl(z-) < 0, Z,- C Z,, and 
N(.z. - ) 2 N(.z’). 
Proof. Let T be any feasible spanning tree for zO. Suppose Z, = 
{cpr,...,cp,.), with {GQ,,..., qPk) being a maximum linearly independent set of 
functions in Z,. Assume that some functionals cp negatively dependent on ‘p, 
appear on edges of T. Then removal of all such edges decomposes T into a 
number of subtrees T,, . , T,,. Let edge e = (s, d) E T be an edge joining a 
source vertex s of T, to a destination vertex d of T,. Note that the functional 
cp for edge e (assumed to be negatively dependent on cpr) satisfies cp(,-“1 = 0. 
Proposition 2.2 shows that we can choose d* adjacent to s in T, and s* 
adjacent to d in Tj so that a,,,,,, > 0 and a,,*,CI > 0. Construct a new spanning 
tree from T by removing the edge e and adding the edge h = (s*, cl*). By 
Proposition 2.3, this has the effect of replacing the functional cp on e with 
the functional - cp on 12, as well as adding cp to the functionals appearing on 
edges (s, d*) and (s*, d). This process is repeated for all y.~ negatively 
dependent on cpr that appear on edges of T, resulting in a new spanning tree 
T’. (If there were no edges of T containing such a functional, then T’= T.) 
Notice that at z”, the trees T and T’ produce the same extreme point A. 
Because there are no functionals in T’ negatively dependent on cpr, making 
cpr>O and keeping qt=O for t=2,..., k will not cause any of these edge 
functionals to become negative. Let y > 0 be the minimum positive edge 
value aij occurring on any feasible spanning tree for 5’. Because the 
functionals q r,. , ‘pk are linearly independent, we can find a vector z1 so 
that cp,(z’> = 0 for t = 2,. . , k and cp,(z’) > 0. For E > 0 sufficiently small, 
we can ensure that all constructed trees T’ are feasible for Z+ = u”‘+ 
e(zl - z”> and no new hyperplane relations are introduced. This follows from 
the choice of y > 0 and the linearity of the functionals. Moreover, these trees 
will all be distinct. As a result, N(z+) > N(z”). The argument for z- is 
similar, using the exchange of - 9 for any positively dependent functionals 
cp occurring in a spanning tree. n 
Note that in the above proof it follows that z” belongs to the closure of 
Rf. It can also be seen that by choosing E > 0 sufficiently small, PA+ 1 PR. In 
the case of nondegenerate transportation problems, a theorem of this type 
was proved by Klee and Witzgall [15]. For the present problem (1.21, their 
constructive proof does not apply and the more delicate argument given here 
is required. Other types of perturbation results for the symmetric transporta- 
tion polytope can be found in [lo] and [16]. 
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By virtue of Theorem 4.1, the search for values of = that maximize N(Z) 
need only consider regions of nondegeneracy: i.e., regions in which no 
nontrivial hyperplane relations fij = 0 are satisfied. Of course, the (trivial) 
hyperplane relations z(I)- ,-(I) = 0, corresponding to the identically zero 
functional, can occur because the original problem (1.2) is degenerate. The 
next section identifies regions that attain this maximum value. 
5. MAXIMIZING REGIONS 
In this section we will study regions over which the number of extreme 
points is maximized. By Theorem 4.1 we can confine our attention to 
nondegenerate regions. It will be shown that property (a>, which is easily 
seen to be an attribute of an entire region, must hold for any such maximiz- 
ing region. In view of Theorem 3.1, this means that the extreme points 
occurring over a maximizing region must all be nonsingular. Before demon- 
strating this result, a number of supporting lemmas are needed. The same 
functional cp (or its negative) may be associated with several edges of a given 
spanning tree T. The next result characterizes the possible ways this can 
occur. It will be convenient to let S, denote the set of source vertices 
indexed by I, and 0, the set of destination vertices indexed by J. 
LEMMA 5.1. Let T be a spanning tree, and let q~ = z(I)- z(J), I n J =0, 
I ~0, J +0, be a functional appearing on some edge of T. Then the removal 
from T of all edges having the functional cp (or - cp) yields subtrees which 
can be labeled T,, T,, . . , T, so that 
(a) T, has source vertices S, U SK0 and destination vertices D, u DKO, 
(b) T,. has source vertices S, U S, and destination vertices 0, u D,,, I 
cc> T, has source vertices S, and destination vertices D,,, fm 1~ i < r, 
(d) the functional q~ (or -‘cp) only occurs on edges e =(s,d) joining 
consecutive T,, T, + 1 with + cp appearing ifs E T,, d E T, + 1 and - cp appear- 
ing if d E Ti, s E Ti+,. 
Proof. Suppose that the functional + cp appears on edges e,, . . , e, of 
T. By Equation (3.1), removal of each edge ek must separate S, U 0, from 
S, U D,. Now let c be any vertex of T, and let wi (i = 1,. ., t) be the 
vertices adjacent to 2;. Also let Hi denote the subtree of T containing wi 
obtained by removing all edges incident with v except (v, wi). The functional 
k y, cannot appear on edges in three distinct subtrees H,, since the index 
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sets I and J occur only twice each (once for sources and once for destina- 
tions). As a result, there must exist a path in T containing all the edges 
e,,...,e,. Deletion of these edges from T produces subtrees T,,, T,, . , Z’., 
linearly ordered with respect to this path. Since removal of e, from T 
separates S, U D, from S, U D,, we can assume that T,, contains S, and 0,; 
in addition, T, possibly contains other sources S, and destmatlons D,. 
Suppose that e, joins a source vertex of T,, to a destination vertex of T,. 
Then by (3.1), the functional for e, must be + p and must equal ;(I U L)- 
z(J u M) = z(Z) + z(L) - z(J) - z(M) = z(Z) - z(J) + [z(L) - z(M)]. Be- 
cause cp =;(I)-- z(J), we conclude that Z(L)- Z(M) is identically zero, 
which can only hold if L = M. In an analogous way, if e, joins a destination 
vertex of T,, to a source vertex of T,, then - cp must appear and again 
L = M. A similar argument establishes that within each 7; (1 < i < r> there 
must be identical source and destination index sets. This in turn forces S, 
and D, to be in the last subtree T,., which must then have the form specified 
in (I,). n 
LE.M,MA 5.2. Let z” be in u nondegenerute region R, and suppose that 
property (a) does not hold for 2’. Then there exist f E PR, z+ E R. z _ ~2 R, 
and 6 > 0 such that 
f=40-dJ> with III < III, (5.1) 
0 <f(z+) < 6/4, O>f(Y) > -a/4, (5.2) 
Ig(z’)(>& lg(-‘-)I>& g(=+)g(z-)>O 
for all fknctionals g Z + f. (5.3) 
Proof. Assume that property (a) does not hold at z0 E R. Then since :” 
is in a nondegenerate region, there exist index sets I, and Jo with (Z,,/ < IJoI 
and =(I,)> z(JO). N ow translate the vector z0 into the vector 2’ = =” +- rye,,, 
with (Y > 0 chosen as the smallest scalar such that a hyperplane relation 
holds at zl; this is possible because of the existence of index sets I,, and J,, 
above. Suppose that the hyperplane relations now holding at =’ are q3,= 
0,. . . , qk = 0. Notice that cp,. = =(I,)- -_(J,) with )Z,l < /],I, r = 1,. , k. 
Because these are the only hyperplane relations holding, it is possible to 
construct an open ball Bk’,p,) centered at =’ with radius p, so that 
v1= 0 ,...> cpk = 0 are the only hyperplanes intersecting this ball. Choose 
,z2 E B(z’,p,) on the line segment joining t0 and zl; since R is convex, 
,z* E R. 
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If k > 1, then choose r* so that the distance between z2 and any 
hyperplane cp, = 0 (1~ r < k) is minimum, and let =.‘r be the point on the 
hyperplane cp,* = 0 at minimum distance &‘,;“I from z2. Since d(z3,z1) 
< d(=‘, :‘) < p,, then 2” E B(;‘, p,). Moreover 2” is on a unique hyper- 
plane; namely, qre = 0. Let f = cp,*, I = I,,, and J = I,... In the case k = 1, 
let r*=l and zt3==‘. In either case (51) is satisfied, and f<z”> = 0. Note 
that g(z3) f 0 for any functional g (appearing in the description of any 
region), g # * f. Define 
a, = g( ;“) # 0, 
There are only a finite number of such functionals g, so 6 > 0. By continuity, 
there exists pe > 0, so that lg(-)l > la,l- 6 > 6 for all 2 E B(:“,p,) and all 
g + kf. Also by continuity, there exists p:] > 0 such that If(=)] < S/4 for all 
=, E B(;“, pn>. Thus for p > 0 small enough we have lg(->I > 6, If(z)\ < 6/4 
for all = E B(=“, p). Consequently we can choose =+, ,-- E B(-“,p) so that 
(5.Gt5.3) hold. W 
TIIEO~W\~ 5.1. If=* is in a nondegenerute region R und maximizes W(z), 
then property (CL> must hold for ;*. 
Proof. suppose that ;* E R maximizes N(z), but does not satisfy prop- 
erty (a). By Lemma 5.2, we can then find a functional f = :(I)- z(J) with 
(I( < IJI and points zt E R, z- E R so that (5.1)-(5.3) hold. As a result, no 
nontrivial hyperplane relations hold at =+ or :-. Consider any extreme point 
A for z+ and an associated spanning tree. This spanning tree may contain 
some edges with a,,,. = 0, but since no nontrivial hyperplane relations hold at 
;+, the forest F = G(A) must consist of a collection of subtrees each of 
which contains identical source and destination index sets. If f does not 
appear on an edge of F, then define F’= F. Notice that F’ is feasible for Y, 
since by (5.2kt5.3) f is the only functional that can change sign in the 
transition from =+ to ; 
Suppose instead that f occurs on some edges of F. Then the occurrences 
off are confined to a single tree T of the forest F = T U H, U H, U . . W HI,, 
since only trivial hyperplane relations hold at zc. Now apply Lemma 5.1 to 
the tree Z’, giving a linear decomposition of T into subtrees T,,,T,, . .., z’,. 
Since f(z’>> 0 h Id. o s, only the + f functional can appear, and edges 
e = (s, d) on which it occurs must join a source s E T, to a destination 
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dETi+l for O<i<r. Since Z+ is in a nondegenerate region, only positive 
alre occur on edges within each subtree T,. Now we count the number 
N+(T,, Hj) of feasible spanning forests in which + f occurs r times, relative 
to a fixed “internal” subtree structure (specified edges for the subtrees Hj 
and the subtrees Ti>. Consider all possible ways of joining a source vertex in 
T, to a destination vertex in T,,,, over all 0 < i < r. Since F itself is feasible 
and O<2f(z+)<6/2 <s(.z’> for all g # f appearing in F, then Proposi- 
tion 2.3 shows that all these derivative forests are feasible as well; notice that 
any tree edge value will be reduced by at most 2f(z+ ) in creating such a 
forest. Thus, 
,--I 
= {PI+ I~“l}(l~l+ I&l} ilpIL. 
These forests are all distinct from one another, because we have fixed the 
internal subtree structure and 6/4 > f<z’> > 0. In a similar way consider 
the forests F’ derived from F by joining a destination vertex in T, to a 
source vertex in Ti+ ,, over all 0 < i < r. This has the effect of replacing each 
+ f in T by -f. Again, using (5.2)-(5.3) and Proposition 2.3, we conclude 
that all the resulting forests are feasible for Z- and distinct, with the number 
of such forests given by 
Observe that the internal subtree structure is preserved in transforming 
forests with r occurrences of + f to those with r occurrences of - f, and 
that different values of r yield distinct forests, so that the totality of feasible 
forests generated in this way for Z- has no repeated forests. Together with 
N-(T,, H,) > N+(Ti, Hj), this shows that N(z-) > N(z+) = N(z*), a contra- 
diction. n 
As a result of Theorem 5.1, the search for values z that maximize N(z) 
can be confined to values of z in nondegenerate regions that satisfy property 
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(a). Equivalently, the vector = must satisfy the following two properties: 
(a) III< IJI 3 ,-(I) < ~(1) for every 1,J L(l,.. .,n}, 
(b) III = I./l, I+ J 2 :(I) # z(J) for every I, J C_(l,. . , n). 
In the next section, it will be seen that every z satisfying these two 
properties yields the same number of extreme points N(z), and so its 
associated region is a maximizing region. There will in general be a number 
of distinct maximizing regions R. Notice that transforming a vector = E R 
into =‘= z + (ye,,, LY > O, preserves the above two properties so that maximiz- 
ing regions are closed under the indicated translation. Positive scaling of the 
vector 2’ does not change N(=‘), and (l/a)=’ approaches e,, as (Y increases. 
It then follows that these maximizing regions R are all arbitrarily close to the 
vector e,,: they all contain e,I in their closure. Conversely, any nondegener- 
ate region close to e,, will satisfy properties (a) and 8) above, so that a small 
random perturbation applied to the vector e,, will with probability one lead 
to a maximizing region. 
REMAKK. After completing our work on this paper, we were informed by 
the referee of the recent work of Kravtsov [16]. In that reference the result 
given by Theorem 5.1 has been independently stated (without proof). As will 
be seen in the next section, our approach yields more informative bounds on 
N(z) than those obtained by Kravtsov. 
6. EXTREME POINTS OF MAXIMIZING REGIONS 
This section discusses the structure of extrerne points for vectors z* that 
satisfy properties (a) and (b). A n explicit (and constructive) characterization 
of such extreme points will be presented, yielding a clearer understanding of 
regions having the maximum number of extreme points. 
Suppose that the extreme point A E G(,-*), where ;* satisfies properties 
(a) and (b). Recall that in the forest F = G(A) associated with A, each 
component tree of F has all edge values ulj > 0. Because =* satisfies 
property (a), A must be nonsingular, and so by Proposition 3.2 the positive 
entries of A support a unique generalized diagonal {u~,~(~): i = I,. , n}, 
Equivalently, each component tree T of F contains a unique perfect match- 
ing. Since T has a perfect matching, each edge of which joins a source to a 
destination vertex, T must contain equal numbers of sources and destina- 
tions. In fact, T must contain sources S, and destinations D, with identical 
index sets, since otherwise by property (b) there would be a nontrivial 
hyperplane relation holding for s*. 
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Removal from T of any “permutation” edge (si, dj), with j = r(i), 
separates T into subtrees Ti and T,, with si E T, and dj E Tj. Because each 
matching edge joins a source to a destination vertex, T, has one unmatched 
source and Tj has one unmatched destination, so that the associated func- 
tional Jj = z(I)- Z(J) > 0 satisfies (I( = /J/-t 1. On the other hand, removal 
of any nonpermutation edge (si,dj) from T leaves the matching intact, so 
that the associated functional hi = Z(I)- Z(J) > 0 satisfies III = IJ/. 
Suppose F contains a perfect matching of edges for some given permuta- 
tion x. We define a contraction operation, relative to YT, that coalesces the 
vertices (s,, d,), where j = r(i), for all i = 1,. , n. Namely, each pair of 
vertices si, dj is replaced by a new supercertex cii that is made adjacent to 
another supervertex c,,, if either (s,,, d.,) or (si, ;I,,> is a (nonpermutation) 
edge of F. This operation produces a forest @ on n vertices which is 
nonseparating. That is, each component tree f of F^ involves the same set of 
source and destination indices, whereas deletion of any edge 2 E L? does not 
create a component subtree having vertices z‘~,,~,, . , c~,,.~, such that IJ i,, = 
lJ j,. The reason for this is that the contraction operation only affects 
A 
vertices within a component tree T of F; if C E T were separating, then 
removal of the corresponding nonpermutation edge e = (sj, cZj) E T would 
result in aij = 0, an impossibility. 
On the other hand, given a forest Z? on n vertices which is nonseparating, 
we can apply an expunsion operution (relative to QT> that produces a feasible 
forest F in G,,,, (and hence an extreme matrix A). It suffices to describe the n 
expansion operation for a tree T of the forest E?, in which the set of source 
n 
indices for T is the same as the set of destination indices. First, it is n 
convenient to arbitrarily root the tree T at some supervertex. We will n 
iteratively work towards the root, starting at a leaf rii of the tree T. Suppose 
that (ui,, z),,>) is the edge of f incident with this leaf. Then we would like to 
add either edge (s,, (li> or (si, cl,,) to form the corresponding tree T of F. If 
(s,, d,) were to be made an edge, then the edge functional f,j = Z, - zi, 
whereas if (si, d,>) were made an edge, then the edge functional fil, = zi - N”~. 
However, by property (b), exactly one of (zj - zi, zi - zj) can be positive, and 
this forces the appropriate choice of (nonpermutation) edge to place in T. 
More generally, as the tree is traversed in postorder fashion towards the root, 
the choice of which nonpermutation edge to insert will be dictated by 
consideration of the resulting edge functional f = z(Z) - z(J), where (II= //I. 
By assumption, no edge of T^ is separating, so f will not be the zero 
functional, and thus by property (b) exactly one edge choice will produce a 
positive edge functional. When all nonpermutation edges have been defined 
in this way, a unique tree T in G,,, results. It is clear from this construction 
method that fij > 0 holds for nonpermutation edges (si, dj). On the other 
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hand, if (si, dj) is a permutation edge, then by our previous observation 
fjj = Z(I)- Z(J) with \I\ = lJI+ 1, and so, by property (a), fij > 0. As a result, 
the constructed tree T is feasible in the original problem. By applying the 
expansion operation separately to each component tree, a feasible forest F 
(and hence extreme point) is obtained with all u,~ > 0 within each tree. 
These two operations (contraction and expansion) thereby establish a 
one-to-one correspondence between forests F = G(A) containing the permu- 
tation edges defined by 7~ and nonseparating forests F^ relative to V. Since 
every extreme point for ;* is nonsingular and contains a positive generalized 
diagonal for some rr, the collection of extreme points G?(z*) is then deter- 
mined by the collection of nonseparating forests, over all permutations 7~. 
THEOREM 6.1. I~z* satisfies properties (a) and (b), then every A E bYz*) 
determines u nonsepurating forest on n vertices, and conversely. Any two z* 
satisfying properties (a) and (12) have the same maximum number of extreme 
points N(z). 
It is interesting to observe that two permutations r, and rTT9 having the 
same cycle structure will generate the same set of nonseparating forests. 
Indeed, suppose both 7, and x2 have k, cycles of length 1, k, cycles of 
length Z,..., k, cycles of length r. Then the condition for a forest to be 
nonseparating depends only on the values k 1, k,, . , k r and not on the 
specific permutation. As a result, the number of extreme points associated 
with a given permutation Z- depends only on the cycle structure of x. 
For the particular case in which r is a cycle of length n, any spanning 
tree on n supervertices will be nonseparating. Since there are (n - l)! such 
permutations and since there are precisely nnm2 spanning trees on n vertices 
[18], we are assured of having at least C, = (n - l)!n”-’ extreme points in 
all. This lower bound on N(Z) significantly outperforms the lower bounds 
proposed by Dubois [lo] and Kravtsov 1161. Table 1 shows numerical values 
n Dl D, K Cl G 
4 100 113 137 96 215 
5 1700 1813 1934 3000 7510 
6 44,200 46,013 47,159 155,520 425,664 
7 1,635,400 1,681,413 1,702,512 12,101,040 35,516,628 
8 81,770,OOO 83,451,413 84,070,693 1,321,205,760 4,099,203,072 
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of the bounds D, and D, given by Dubois [lo, pp. 22 and 271 and the 
improved bound K given by Kravtsov [16, p. 111, together with our cycle 
bound C,. The superiority of the C, bound is apparent for n > 4, and it is 
seen to completely dominate the other bounds as n increases. In fact by 
invoking Stirling’s approximation it can be shown that 
C, e” 
-a- 
K ffn 1 .5 
holds asymptotically for some constant cy, again confirming the superiority of 
the bound C,. By taking into account all permutations T having at most two 
cycles in their cycle product representation, we obtain an even better lower 
bound C, on N(z); see Table 1. It is not difficult to establish that C, grows 
asymptotically as (n - l)!n”-” log n. Finally, because there are n! permuta- 
tions in all and there are at most n’-’ nonseparating forests for any 
permutation, a readily available upper bound on N(z) is n!nR-‘. 
We wish to thunk Christoph Witzgull f or caluahle suggestions und discus- 
sions on the prohlem treuted here. We are also indebted to the referee for 
pointing out References [lOI and [lS]. 
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