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Abstract
We study the lagrangian structure for weak solutions of two dimen-
sional Navier-Stokes equations for a non-barotropic compressible fluid,
i.e. we show the uniqueness of particle trajectories for two dimensional
compressible fluids including the energy equation. Our result extends
partially the previous result obtained for barotropic fluids by D. Hoff
and M. M. Santos [10].
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1 Introduction
We consider the model equations for the non-barotropic (and polytropic)
compressible fluids
ρt + div (ρu) = 0 (1)
(ρu)t + div (ρu⊗ u) +∇P = µ△u+ λ∇ (div u) (2)
(ρe)t + div (ρeu) = K△e− Pdiv u+ µ
(
|∇u|2 + ukxjujxk
)
+ (λ− µ) (div u)2 ,
(3)
with t > 0 and x = (x1, x2) ∈ R2, where repeated indexes mean summation
from 1 to 2, and ρ, u = (u1, u2), e, P and µ, λ > 0 (constants) denote, respec-
tively, the density, velocity, specific internal energy, pressure and viscosities
of the fluid. We assume that the fluid is ideal, i.e. P (ρ, e) = (γ−1)ρe, where
γ > 1 is a constant (the adiabatic constant). The symbol K denotes some
positive constant related to the heat flow. These three equations describe,
respectively, the conservation of mass, the conservation of momentum and
the balance of energy (see e.g. [4], [2] or [1]).
In terms of the convective derivative ˙ := ∂t+u·∇, assuming that (ρ,u, e)
is sufficiently regular and using the equation (1) in the the equations (2) and
(3), we can write the system (1)-(3) as
ρ˙ = −ρdiv u (4)
ρu˙ = −∇P + µ△u+ λ∇(div u) (5)
ρe˙ = K△e− Pdiv u+ µ
(
|∇u|2 + ukxjujxk
)
+ (λ− µ) (div u)2 . (6)
To the system (1)-(3) we add the initial conditions
ρ(0, ·) = ρ0, u(0, ·) = u0, e(0, ·) = e0, (7)
which can be discontinuous functions. We shall assume that u0 belongs to
the Sobolev space H1(R2), and, for constants ρ˜, e˜, and l > 0, that the initial
“energy”
C0 := ‖ρ0 − ρ˜‖2L∞(R2) + ‖u0‖2H1(R2)
+
∫ [
(ρ0 − ρ˜)2 + |u0|2 + |e0 − e˜|2 + |∇e0|2
]
(1 + |x|2)ldx, (8)
is sufficiently small.
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Our goal in this paper is to show the uniqueness of particle paths (trajec-
tories of the velocity field u) of a weak solution (ρ,u, e) of the system (1)-(3)
together with initial condition (7), following the plan of [10] for barotropic
fluids. Briefly, a key idea in [10] is to write u = uP + uF,ω, where uP is
a vector field associated with the pressure P and uF,ω is associated with
the vorticity ω and the so called effective viscous flux, i.e. the quantity
F := (µ + λ)divu − (P − P˜ ), where P˜ := P (ρ˜). By energy estimates, some
properties of regularity of the solution and some estimates on the convec-
tive derivative of u and using classical arguments of elliptic equations, it is
shown that uP is a log-lipschitzian vector field in space, for each positive
time. In addition, the log-lipschitzian seminorm of uP is locally bounded
with respect to time. On the other hand, by classical Sobolev estimates and
also by some estimates on the convective derivative of u, it is possible to
show that the vector field uF,ω is lipschitzian in space, also for each posi-
tive time. Then, assuming that the initial velocity is in the Sobolev space
Hs(R2), for some arbitrary s > 0, it is shown that the lipschitzian seminorm
of uF,ω is locally integrable with respect to time. This is perhaps the most
difficult part. Putting together the results for uP and uF,ω, one has that
the log-lipschitzian seminorm of the velocity field u is locally integrable with
respect to time. Therefore, the uniqueness of particle paths follows from
Osgood’s lemma. We shall show that this procedure is applicable to the non-
barotropic case (1)-(3), under the hypothesis that the initial velocity u0 is in
the Sobolev space H1 with sufficiently small norm ‖u0‖H1 . The nonlinearity
P (ρ, e) turns the problem very difficult. We shall use the solution to the
system (1)-(3) obtained by [8].
More precisely, in this paper we show that under the above additional
hypothesis (‖u0‖H1(R2) << 1), a similar theorem to Theorem 2.5 of [10]
holds true for the equations (1)-(3), i.e. we shall prove the following result:
Theorem 1. Let (ρ,u, e) be a weak solution of the system (1)-(3) and initial
conditions (7), as in [8, Theorem 1.1]. There is a positive number ε such
that if E0 < ε then
1. for each x0 ∈ R2 there exits a unique map X(·,x0) ∈ C([0,∞];R2) ∩
C1((0,∞);R2) satisfying
X(t,x0) = x0 +
∫ t
0
u(X(τ,x0), τ)dτ, ∀t ≥ 0; (9)
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2. for each t > 0, the flux map x ∈ R2 7→ X(t,x) ∈ R2 is a homeomor-
phism;
3. for each compact set K in R2 and any 0 ≤ t1 < t2 < ∞, the map
X(t1, x) 7→ X(t2, x), x ∈ K, is bijective and Ho¨lder continuous;
4. for each t > 0, the map x ∈ R2 7→ X(t, x) takes Ho¨lder continuous
curves into Ho¨lder continuous curves, i.e. if C is a curve of class Cα in
R
2, for some α ∈ [0, 1) then X(t, C) is a curve of classe Cαe−Lt, where
L is a positive constant depending on ρ and s.
To the best of our knowledge, up to now only a few results are established
regarding the lagrangian structure for compressible fluids. For barotropic flu-
ids we can mention the following papers which prove the lagrangian structure:
[9], in dimension two with the initial velocity in the Sobolev space Hs, for an
arbitrary s > 0, and with a piecewise Ho¨lder continuous initial density across
a single C1,α curve; [10], in dimension two and three, with the initial velocity
in Hs, with s > 0 in dimension two and s > 1/2 in dimension three; [13],
in dimension two, with a viscosity coefficient depending on the fluid density
and the initial velocity in H1(R2); [6], for spherically symmetric fluids, in
dimension two and three, with both viscosity coefficients depending on the
density; [12], in the half-space in dimension three with the Navier boundary
condition and the initial velocity in H1.
For the non-baratropic fluids, i.e. when the pressure depends also on
the energy (in addition to the dependency on the density) extra difficulties
appear to obtain the need estimates to show the lagrangian structure. It
is necessary to conveniently extend some estimates presented in [8]. We
use techniques showed in [10] and [11] to get estimates in L2 spaces for the
material derivatives of speed and internal energy.
For convenience, let us state the mains properties we shall use here of the
solution to the system (1)-(3) obtained by [8]:
Theorem 2. [8]. Let C0 be the quantitity defined in (8) but without the norm
‖u0‖H1, and assume that λ < (1+
√
2)µ. Let positive constants ρ > ρ˜ > ρ > 0
and e˜ > e1 > e > 0 be given. Then there are positive constants C, ǫ such
that if the initial data (ρ0, e0,u0) satisfies C0 ≤ ǫ and essinf e0 ≥ e1, then
the initial value problem (1)-(3), (7), has a global weak solution (ρ, e,u) with
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the following properties:
ρ− ρ˜ ∈ C([0,∞);H−1(R2)), ρ(·, t)− ρ˜ ∈ (L2 ∩ L∞)(R2)) t ≥ 0,
u, e− e˜ ∈ C((0,∞);L2(R2)),
ρ ∈ [ρ, ρ] a.e., e(·, t) ≥ e a.e.,
u(·, t), F (·, t), ω(·, t), e(·, t)− e˜ ∈ H1(R2), t > 0
(10)
where F (as already said in the Introduction) denotes the so called effective
viscous flux, i.e. the quantity F := (µ+λ)divu−(P−P˜ ), being P˜ := P (ρ˜, e˜),
and ω denotes the vorticity matrix (i.e. ω = (ωi,j), ωi,j = uixj − ujxi);
sup
0<τ<t
∫
[(ρ− ρ˜)2 + |u|2 + (e− e˜)2] (x, τ)Wdx
+
∫ t
0
∫
[|∇u|2 + |∇e|2] (x, τ)Wdxdτ ≤ CC0
(11)
for any t > 0, whereW ≡W (x, τ) := (1+|x|2)l if τ ≤ 1 and W:=1 elsewhere;
sup
0<t<1
t
∫
|∇u|2dx+
∫ 1
0
∫
t|u˙|2dxdt ≤ CC0; (12)
sup
0<t<1
t2
∫
|u˙|2dx+
∫ 1
0
∫
t2|∇u˙|2dxdt ≤ CC0. (13)
In addition, for global positive constants θ, q,
‖e(·, t)− e˜‖L∞(R2) ≤ CCθ0 t−q, 0 < t ≤ 1; (14)
〈u 〉α,α/(2+2α)
R2×[t,∞) , 〈 e 〉α,α/(2+2α)R2×[t,∞) ≤ CCθ0 t−q, 0 < t ≤ 1, (15)
where C may depend additionally on t and α, and 〈·〉α,β denotes the Ho¨lder
semi-norm with exponent α in the x variable and exponent β in the t variable;
Furthermore, the solution (ρ,u, e) is the limit of smooth approximate so-
lutions (ρδ,uδ, eδ), δ → 0, which satisfy the estimates (11)-(15) with the
constants C, θ, q on the right hand side of these estimates independent of δ.
Assuming the initial velocity u0 in H
1, the estimates (12), (13) can be
improved such that the powers in t decrease by one, and we have also a
similar estimate to (12) for the internal energy e, i.e. we have the following
result which we prove in Section 3:
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Theorem 3. Under the same hypothesis and notations in Theorem 2, if the
initial velocity u0 is in the Sobolev space H
1(R2) and C0 ≤ ǫ (possibly with
a smaller ǫ than that in Theorem 2, and with C0, defined in (8), including
now the norm ‖u0‖H1(R2)), then we have the following estimates on the ap-
proximated solutions (ρδ,uδ, eδ) stated in Theorem 2, with the constant C as
above (in particular, independent of δ):
sup
0<t<1
∫
|∇uδ|2dx+
∫ 1
0
∫
|u˙δ|2dxdt ≤ CCθ0 ; (16)
sup
0<t<1
t
∫
|u˙δ|2dx+
∫ 1
0
∫
t|∇u˙δ|2dxdt ≤ CCθ0 ; (17)
sup
0<t<1
∫
|∇eδ|2dx+
∫ 1
0
∫
|e˙δ|2dxdt ≤ CCθ0 . (18)
The estimates (16) and (17) imply the lagrangian structure (uniqueness
of particle paths) in initial time t = 0, as we show in Section 4, following [10].
The estimates (16), (17) were obtained in [9] in the case that the pressure
is a function of the density only (more precisely, of the form P (ρ) = Aργ ,
for constants A > 0 and γ > 1). Here, since the pressure depends also on
the energy, we have extra difficulties to obtain them. For instance, in our
arguments (see Section 3) we need to use (18) to obtain (16), (17), i.e. due
to the pressure term the three estimates (16)-(18) are entailed to each other.
The remainder of this paper is organized as follows: in Section 2 we collect
some facts we shall use in the next Sections 3, 4. In Section 3 we prove the
estimates (16)-(18) and in Section 4 we prove Theorem 1.
2 Preliminaries
Throughout this paper we shall use some classical estimates which we recall
for the convenience of the reader.
The Morrey’s inequality for a function f in the Sobolev space W 1,p(R2)
with p > 2 is
〈f〉α ≤ C‖∇f‖Lp(R2) (19)
where α = 1 − 2
p
, 〈·〉α denotes the Ho¨lder semi-norm and C is a constant
depending only on p. As a consequence, we have the estimate
‖f‖L∞(R2) ≤ C
(‖∇f‖Lp(R2) + ‖f‖L2(R2)) , (20)
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which can be obtained from (19) by writing f(x) = −∫
B1(0)
|x − y|α((f(x) −
f(y)/|x− y|α))dy +−∫
B1(0)
|f(y)|dy and properly estimating these integrals.
We shall use several times the interpolation inequality
‖f‖pLp(R2) ≤ C‖f‖2L2(R2)‖∇f‖p−2L2(R2). (21)
A very useful expedient introduced by Hoff (see e.g. [7]) is to write the
momentum equation (see (5)) as
ρu˙ = ∇F + µdivω (22)
i.e. ρu˙j = Fxj + µω
j,k
xk
, j = 1, 2, where F is the effective viscous flux, i.e. the
quantity F := (µ+ λ)divu− (P − P˜ ) (mentioned earlier), P˜ := P (ρ˜, e˜), and
ω ≡ (ωj,k), j, k = 1, 2, is the vorticity matrix, i.e. ωj,k = ujxj − ukxj . Indeed,
applying the div and the curl operators to (22) we obtain
∆F = div(ρu˙), µ∆ω = curl(ρu˙) (23)
where the last equation means µ∆ωj,k = ρu˙jxk − ρu˙kxj , j, k = 1, 2. Then by
elliptic theory, given any p ∈ (1,∞), there is a constant C such that
‖∇F (·, t)‖Lp(R2), ‖ωj,k(·, t)‖Lp(R2) ≤ C‖ρu˙(·, t)‖Lp(R2), t > 0. (24)
On the other hand, from the identity ∆uj = (λ + µ)−1Fxj + ω
j,k
xk
+ (λ +
µ)−1(P − P˜ )xj it follows that
‖∇u(·, t)‖Lp(R2) ≤ C(‖F (·, t)‖Lp(R2) + ‖ω(·, t)‖Lp(R2)
+‖(P − P˜ )(·, t)‖Lp(R2)), t > 0. (25)
Furthermore, writing (λ+µ)−1Fxj +ω
j,k
xk
= ∆ujF,ω and (λ+µ)
−1(P − P˜ )xj =
∆ujP , we have u = uF,ω + uP , with uF,ω satisfying the estimate
‖D2uF,ω(·, t)‖Lp(R2) ≤ C‖ρu˙(·, t)‖Lp(R2), t > 0, (26)
in virtue of (24). The inequalities (24)-(26) will be used in the next sections.
Regarding the part uP we have the following (leading to (29) below):
Let us denote by LL the the space of log-lipschitzian functions in R2, i.e.,
the space of functions (or vector functions) f defined in R2 such that the
norm
‖f‖LL := 〈f〉LL + ‖f‖L∞(R2)
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is finite, where 〈·〉LL denotes log-Lipschitzian seminorm defined by
〈f〉LL := sup
0<|x−y|≤1
|f(x)− f(y)|
m(|x− y|)
being
m(r) :=
{
r(1− log r), if 0 < r ≤ 1
r, if r > 1.
Then we have the following result:
Lemma 1. Let Γ denote the fundamental solution of the laplacian in R2.
1. If 1 ≤ p1 < 2 < p2 ≤ ∞ and f ∈ Lp1(R2) ∩ Lp2(R2) then the vector field
f ∗ ∇Γ, where ∗ denotes the standard convolution in R2 (i.e. (f ∗ ∇Γ)(x) =∫
R2
f(x− y)∇Γ(y)dy, x ∈ R2) belongs to L∞(R2) and
‖f ∗ ∇Γ‖L∞(R2) ≤ C(‖f‖Lp1(R2) + ‖f‖Lp2(R2)), (27)
where C is a constant depending only on p1 and p2.
2. If 1 ≤ p < 2 e f ∈ Lp(R2) ∩ L∞(R2) then f ∗ ∇Γ ∈ LL and
‖f ∗ ∇Γ‖LL ≤ C(‖f‖Lp(R2) + ‖f‖L∞(R2)), (28)
where C is a constant depending only on p.
Remark 1. This lemma holds true in Rn, with the same proof, replacing the
conditions on the p′s by p1 < n < p2 and p < n.
Proof. To the first estimate, separate the integral f ∗ ∇Γ in the ball B1(0)
and in its complementary. Then, estimate each integral by applying the
Ho¨lder’s inequality in a convenient way. As for the second estimate, take
x, y ∈ Rn with ε = |x − y| ≤ 1, x¯ = x− y
2
, and separate the integral in
(f ∗ Γxj )(x) − (f ∗ Γxj)(y), j = 1, 2, ..., n, in the balls Bε(x¯), B2(x¯) \ Bε(x¯)
and in B2(x¯)
c. Then it is possible to estimate the integral in these sets,
respectively, by ε‖f‖L∞(Rn), ε(ln 3 − ln ε)‖f‖L∞(Rn) and ε‖f‖Lp(Rn), times
some constant.
As a corollary of Lema 1, given any p ∈ [1, 2), we obtain the following esti-
mate for the second part uP in the decomposition u = uF+ω+uP introduced
above:
‖uP (·, t)‖LL ≤ C(‖(P− P˜ )(·, t)‖Lp(R2)+‖(P− P˜ )(·, t)‖L∞(R2)), t > 0. (29)
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Indeed, in the above decomposition we can take uP as uP = Γ ∗∇(P − P˜ ) =
(∇Γ) ∗ (P − P˜ ) = (P − P˜ ) ∗ ∇Γ. Thus, (29) is a consequence of (28),
since by (11) we have (P − P˜ )(·, t) ∈ Lp(R2), for any p ∈ [2/(1 + l), 2], and
(P− )˜(·, t) ∈ L∞(R2) by (14). In fact, we shall need ‖uP (·, t)‖LL to be locally
integrable in time. The estimate (11) gives that ‖(P − P˜ )(·, t)‖Lp(R2) has this
property, so by (29), to have that it is enough that ‖(P − P˜ )(·, t)‖L∞(R2)) to
be locally integrable. Fortunately, we have
Lemma 2. [8, Lemma 4.4]∫ 1
0
‖e− e˜(·, t)‖L∞(R2)dt ≤ CCθ0 . (30)
Then, combining (30) with ρ ≤ ρ ≤ ρ (see (10)), it follows that ‖(P −
P˜ )(·, t)‖L∞(R2) is locally integrable.
3 Estimates of convective terms
In this Section we show the estimates (16)-(18). For convenience we omit
the superscript δ in the approximate solution (ρδ,uδ, eδ).
We begin by defining the functionals
B0(t) = sup
0≤τ≤t
∫ |∇u|2dx+ ∫ t
0
∫
ρ|u˙|2dxdτ,
B1(t) = sup
0≤τ≤t
∫ |∇e|2dx+ ∫ t
0
∫
ρ|e˙|2dxdτ,
B(t) = B0(t) +B1(t).
Lemma 3. If t ≤ 1, then
B0(t) ≤ C(Cθ0 +
∑
k>1
B(t)k)
where
∑
k>1
is a finite sum over real indexes k > 1.
Proof. Multiplying (5) by u˙j, we have
ρ(u˙j)2 = −Pxj u˙j +
(
µ△uj + λ(div u)xj
)
ujt
+
(
µ△uj + λ(div u)xj
)∇uj · u
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and integrating by parts and summing on j = 1, 2, we obtain∫ t
0
∫
ρ|u˙|2dxdτ +1
2
∫
(µ|∇u|2 + λ(div u)2)dx|t0
= +
∫ t
0
∫
(P − P˜ )div u˙dx
+
∫ t
0
∫ (
µ△uj + λ(div u)xj
)∇uj · udxdτ. (31)
The term above with the pressure can be written as∫ t
0
∫
(P − P˜ )div u˙dx = ∫ t
0
∫
(P − P˜ )∂t(div u)dxdτ
+
∫ t
0
∫
(P − P˜ )div ((∇u)u) dxdτ
=
(∫
(P − P˜ )div udx
)
|t0
+
∫ t
0
∫
(P − P˜ )div (udiv u− (∇u)u) dxdτ
+
∫ t
0
∫
(Pρρ(div u)
2 − Pee˙div u)dxdτ
=
∫
(P − P˜ )div udx
+
∫ t
0
∫
(P − P˜ )div ((∇u)u− udiv u) dxdτ
+
∫ t
0
∫
(Pρρ(div u)
2 − Pee˙div u)dxdτ
(32)
and, by the identity
div ((∇u)u− udiv u) = (div u)2 − ukxjujxk ,
we have that the modulus of the second term on the last expression above is
bounded by ∫ t
0
∫
|P − P˜ ||∇u|2dx.
In addition, the fourth term in (32) can be written as∫ t
0
∫
Pρρ(div u)
2dxdτ = (γ − 1)
∫ t
0
∫
ρe(div u)2dxdτ
=
∫ t
0
∫
P (div u)2dxdτ
=
∫ t
0
∫
(P − P˜ )(div u)2dxdτ
+
∫ t
0
∫
P˜ (div u)2dxdτ.
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Then, since that the last integral in (31) is easily bounded by C
∫ ∫ |∇u|3dxdτ ,
we have that (31) can be bounded as∫ t
0
∫
ρ|u|2dxdτ +1
2
∫
µ|∇u|2 + λ(div u)2dx ≤ C‖∇u0‖L2(R2) +
∫
(P − P˜ )div udx
+C
∫ t
0
∫ |∇u|2dxdτ + C ∫ t
0
∫ |∇u|3dxdτ
+C
∫ t
0
∫ |P − P˜ ||∇u|2dxdτ − (γ − 1) ∫ t
0
∫
ρe˙div udxdτ
(33)
Next, let us estimate each integral on the right hand side in this inequality
The two first integrals in (33) are easily bounded using the energy estimates
(11) for u. The third integral is estimated by
C
∫ t
0
∫
|∇u|3dxdτ ≤ C
(∫ t
0
∫
|∇u|4dxdτ
)1/2(∫ t
0
∫
|∇u|2dxdτ
)1/2
≤ CC1/20
(∫ t
0
∫
|∇u|4dxdτ
)1/2
= CC
1/2
0
(∫ t
0
‖∇u‖4L4(R2)dτ
)1/2
Using that ρ is bounded from above and below (see (10)) and (11), we
have∫ t
0
∫
|P − P˜ ||∇u|2dxdτ ≤ C
∫ t
0
∫
|∇u|2dxdτ
+ C
∫ t
0
∫
|e− e˜||∇u|2dxdτ
≤ CC0 + C
∫ t
0
‖e− e˜‖L2(R2)‖∇u‖2L4(R2)dτ
≤ CC0 + CC0
∫ t
0
‖∇u‖2L4(R2)dτ
≤ CC0 + CC0t1/2
(∫ t
0
‖∇u‖4L4(R2)dτ
)1/2
The terms in the two first integrals on the right hand side of (32)are easily
bounded using the energy estimates or can be combined with the left hand
side. The last integral is bounded by CC
1/2
0 B1(t)
1/2, by Ho¨lder’s inequality
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and the definition of B1. Therefore, we just need to estimate the term of the
L4 norm:∫ t
0
∫
|∇u|4dxdτ ≤
∫ t
0
∫
(F 4 + |ω|4 + |P − P˜ |4)dxdτ
≤C
∫ t
0
(∫
F 2dx
)(∫
|∇F |2dx
)
+
(∫
|ω|2dx
)(∫
|∇ω|2dx
)
dτ
+ (CC0t+ CC
2
0)
≤C
∫ t
0
(
‖∇u‖2L2(R2) + ‖P − P˜‖2L2(R2)
)
‖ρ1/2u˙‖2L2(R2)dτ
+ (CC0t+ CC
2
0)
≤C(B0(t)2 + C0B0 + C0 + C20).
Finally, we have
B0(t) ≤ C‖∇u0‖2L2(R2)+CC0 + CC1/20 (B0(t)2 + C0B0 + C0 + C20 )1/2
+ C(B0(t)
2 + C0B0 + C0 + C
2
0 ) + CC
1/2
0 B1(t)
1/2
≤ C(Cθ0 +
∑
k>1
B(t)k)
where the sum over k is a finite sum and θ > 0 is a convenient constant.
Lemma 4.
B1(t) ≤ C
[
Cθ0 +
∑
k>1
B(t)k
]
,
where
∑
k>1
is a finite sum over real indexes k > 1.
Proof. Analogously to the proof of Lemma 3, from (3) we have
B1(t) ≤ C‖∇e0‖2L2(R2) + C
∫ t
0
∫
|∇e|2|∇u|dxdτ
+ C
∫ t
0
∫
(e− e˜)4 + |∇u|4dxdτ
As mentioned above,∫ t
0
‖∇u‖4L4(R2)dτ ≤ B0(t)2 + CC0B0(t) + CC0 + CC20 .
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In addition, ∫ t
0
∫
(e− e˜)4dxdτ ≤
∫ t
0
‖e− e˜‖2L2(R2)‖∇e‖2L2(R2)dτ
≤ CC0.
Then, it remains only to estimate the term
∫ ∫ |∇e|2|∇u|dxdτ . Notice that
∫ t
0
∫
|∇e|2|∇u|dxdτ ≤ C
∫ t
0
∫
|∇e|8/3 + |∇u|4dxdτ
and, since,∫ t
0
∫
|∇e|8/3dxdτ ≤ C
∫ t
0
‖∇e‖2L2(R2)‖D2e‖2/3L2(R2)
≤ sup
0≤τ≤t
‖∇e‖2/3L2(R2)
(∫ t
0
‖∇e‖2L2(R2)
)2/3(∫ t
0
∫
|D2e|2
)1/3
≤ CC2/30 B1(t)2/3
(∫ t
0
∫
|D2e|2
)1/3
≤ CC2/30 B1(t)2/3
(∫ t
0
∫
|e˙|2 + |e|2|∇u|2 + |∇u|4
)1/3
≤ CC0B1(t)2/3 + CC2/30 B1(t)2/3
(∫ t
0
∫
|e˙|2 + |e− e˜|2|∇u|2 + |∇u|4
)1/3
≤ CC0B1(t)2/3 + CC2/30 B1(t)2/3
(
B1(t) +B0(t)
2 + CC0B0(t) + CC0 + CC
2
0
)1/3
,
choosing θ > 0 conveniently and applying the Young inequality, we can write
B1(t) ≤ C
[
Cθ0 +
∑
k>1
B(t)k
]
Combining the previous lemmas, we obtain the estimate
B(t) ≤ CCθ0 , (34)
for any 0 ≤ t ≤ 1.
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We observe that by the above calculations, we have also that the 4-norm∫ ∫ |∇u|4dxdτ is bounded by CCθ0 .
Next, we define a new function
B2(t) = sup
0≤τ≤t
∫
τ ρ|u˙|2dx+ ∫ t
0
∫
τ |∇u˙|2dxdτ,
and show
Lemma 5.
B2(t) ≤ CCθ0
Proof. We begin by applying the operator τ u˙j(∂t + div (·u)) to the moment
equation (5) to get
1
2
ρ
∂
∂τ
(
τ(u˙j)2
)
+
1
2
τρu · ∇(u˙j)2 = 1
2
ρ(u˙j)2 − τ u˙j (Ptxj + div Pxju)
+ µτu˙j
(△ujt + div △uju)
+ λτu˙j
(
(div u)txj + div (div u)xju
)
.
Calculating the integral in the variable x and t and using (4), we have
1
2
∫
ρτ |u˙j|2 = 1
2
∫ t
0
∫
ρ|u˙j|2dxdτ −
∫ t
0
∫
τ u˙j
(
Ptxj + div Pxju
)
dxdτ
+ µ
∫ t
0
∫
τ u˙j
(△ujt + div △uju) dxdτ
+ λ
∫ t
0
∫
τ u˙j
(
(div u)txj + div (div u)xju
)
dxdτ
Then, summing in j we get four integrals, which we estimate as follows. The
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first integral is bounded CCθ0 by (34). As for the second, using (1), we have∫ t
0
∫
τ u˙j
(
Ptxj + div Pxju
)
dxdτ
=−
∫ t
0
∫
τdiv u˙Ptdxdτ −
∫ t
0
∫
τPxj u˙
j
xk
ukdxdτ
=−
∫ t
0
∫
τdiv u˙(Pρρt + Peet)dxdτ −
∫ t
0
∫
τP (u˙jxkxju
k + u˙jxku
k
xj
)dxdτ
=
∫ t
0
∫
τPdiv u˙div udxdτ −
∫ t
0
∫
τdiv u˙(u · ∇P )dxdτ
− (γ − 1)
∫ t
0
∫
τρe˙div u˙dxdτ −
∫ t
0
∫
τP (u˙jxkxju
k + u˙jxku
k
xj
)dxdτ
=2
∫ t
0
∫
τPdiv u˙div udxdτ −
∫ t
0
∫
τP u˙jxku
k
xj
dxdτ
− (γ − 1)
∫ t
0
∫
τρdiv u˙e˙dxdτ
In the case of the viscosity terms, we can get∫ t
0
∫
τ u˙j
(△ujt + div (△uju)) dxdτ = −
∫ t
0
∫
τ |∇u˙|2dxdτ
+O
(∫ ∫
τ |∇u˙||∇u|2dxdτ
)
.
Similary,∫ t
0
∫
τ u˙j
(
(div u)txj + div ((div u)xju)
)
dxdτ = −
∫ t
0
∫
τ(div u˙)2dxdτ
+O
(∫ ∫
τ |∇u˙||∇u|2dx.dτ
)
With all this, we manage to conclude that
τ
∫
ρ|u˙|2dx+
∫ 1
0
∫
τ |∇u˙|2dxdτ ≤ CCθ0
+ C
∫ t
0
∫
τ |P − P˜ ||∇u˙|∇u|dxdτ + C
∫ t
0
∫
τ |∇u˙|∇u|2dxdτ
+ C
∫ t
0
∫
τ |∇u˙||e˙|dxdτ
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Terms with ∇u˙ can be absorved on the left side, the L2 norm of e˙ for the last
integral above was estimated in (34) and the others are estimated as follows:
first of all we have that P − P˜ = (γ − 1)(ρ(e − e˜) + e˜(ρ − ρ˜)), so that, by
interpolation inequality and the energy estimates,
‖P − P˜‖L4(R2) ≤ C(‖ρ− ρ˜‖L4(R2) + ‖e− e˜‖L4(R2))
≤ C(‖ρ− ρ˜‖L∞(R2)‖ρ− ρ˜‖L2(R2) + ‖e− e˜‖2L2(R2)‖∇e‖2L2(R2)).
So, we get ∫ t
0
‖P − P˜‖4L4(R2) ≤ CCθ0 .
Using this, along with the observation before the definition of B2, the energy
estimates form [8] and (34), we obtain the desired result, i.e.
B2(t) ≤ CCθ0 .
4 Lagrangian structure
In this section we show Theorem 1. We recall that all the previous estimates
were obtained uniformly with respect to the approximate solutions.
We shall perform the decomposition uδ = uδP + u
δ
F,ω for the approximate
solution (uδ, ρδ, eδ) and shall write uδP = u
δ
P δ , for simplicity.
Proof of Theorem 1. The integral curve for the approximate field uδ starting
at x0 ∈ R2 is given by
Xδ(x0, t) = x0 +
∫ t
0
uδ(Xδ(x0, τ), τ)dτ, t ≥ 0. (35)
The map t 7→ Xδ(t,x0) is Ho¨lder continuous, uniformly with respect to δ.
Indeed, for any 0 ≤ t1 < t2, by (20) we have
|Xδ(x0, t1)−Xδ(x0, t2)| ≤
∫ t1
t2
‖uδ(·, t)‖L∞(R2)dτ
≤ C
∫ t1
t2
‖uδ(·, τ)‖L2(R2) + ‖∇uδ(·, τ)‖Lp(R2)dτ
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and we can bound the L2 norm above by CCθ0(t2 − t1)γ, for some γ ∈
(0, 1)(independent of δ) exactly as in [8, (3.9)]. Using (25) and (20), the
Lp norm above can be bound as
‖∇uδ‖Lp(R2) ≤ ‖F δ‖Lp(R2) + ‖ωδ‖Lp(R2) + ‖P δ − P˜‖Lp(R2)
≤ CCθ0
(
1 +
∫
|∇uδ|2dx
)(1−η)/2 (∫
ρδ|u˙δ|2dx
)η/2
+ C‖ρδ − ρ˜‖Lp(R2) + C‖eδ − e˜‖Lp(R2)
≤ CCθ0
(
1 +
∫
|∇uδ|2dx
)(1−η)/2 (∫
ρδ|u˙δ|2dx
)η/2
+ C‖ρδ − ρ˜‖L2(R2) + C‖eδ − e˜‖1−ηL2(R2)‖∇eδ‖ηL2(R2)
≤ CCθ0
(
1 +
∫
|∇uδ|2dx
)(1−η)/2 (∫
ρδ|u˙δ|2dx
)η/2
+ CCθ0(1 + ‖∇eδ‖ηL2(R2)).
where η = (p− 2)/p. Then∫ t2
t1
‖∇uδ(·, τ)‖Lp(R2)dτ
≤ CCθ0
∫ t2
t1
(
1 +
∫
|∇uδ|2dx
)(1−η)/2 (∫
ρδ|u˙δ|2dx
)η/2
dτ
+ CCθ0
∫ t2
t1
(1 + ‖∇eδ‖ηL2(R2))
≤ CCθ0 [(t2 − t1) + (t2 − t1)γ1 ],
for some constant γ1 ∈ (0, 1) (independent of δ). The above bounds show
that Xδ(x0, ·) is Ho¨lder continuous with respect to δ, which guarantees the
existence of a sequence Xδn(x0, ·) converging (as δn → 0) to a Ho¨lder con-
tinuous map X(x0, ·), uniformly in compacts in [0,∞). Then passing to the
limit in (35) we get (9).
To prove the uniqueness of the map X(·,x0) satisfying (9), we restrict
t close to zero, since the uniqueness of a trajectory starting in t > 0 is
considerably simpler. We omit some details facilitating the exposure, which
can be seen in [10]. Let X1(y1, ·) and X2(y2, ·) two integral curves starting at
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y1 and y2, respectively, when t = 0, i.e. X1, X2 satisfy (9) with X replaced
by X1, X2 and x0 by y1,y2, respectively. Following [10], we introduce the
function
g(t) :=
|u(X2(t,y2), t)− u(X1(t,y1), t)|
m(|X2(t,y2)−X2(t,y2)|)
and prove first the following lemma:
Lemma 6. There is a constant C, independent of y2 ∈ R2 such that∫ 1
0
g(τ)dτ ≤ C. (36)
Proof. By Fatou’s lemma, it is enough to prove (36) with uδ in place of u
and with associated integral curves Xδ1 , X
δ
2 in place of X1, X2. Recalling the
decomposition uδ = uδF,ω + u
δ
P , we observe that g
δ(t) ≤ 〈uδP 〉LL + 〈uδF,ω〉LL.
By (29), (11) and (30), we have∫ 1
0
〈uδP 〉LLdt ≤ C. (37)
As for 〈uδF,ω〉LL, we can estimate ‖∇uδF,ω‖L∞(R2) using (20) and then (26).
Thus, since the LL-semi norm is bounded by the Lipschitzian semi norm, we
obtain
〈uδF,ω〉LL ≤ C(‖∇uδF,ω‖L2(R2) + ‖u˙δ‖Lp(R2)).
Now,
‖∇uδF,ω‖L2(R2) ≤ C(‖F δ‖L2(R2)+‖ωδ‖L2(R2)) ≤ C(‖∇uδ‖L2(R2)+‖P δ−P˜‖L2(R2)),
and ‖P δ − P˜‖L2(R2) ≤ CCθ0 , then, using (21) it follows that
〈uδF,ω〉LL ≤ C(Cθ0 + ‖∇uδ‖L2(R2) + ‖u˙δ‖1−ηL2(R2)‖∇u˙δ‖ηL2(R2))
where η = p−2
p
. At this point the estimates (16), (17) are crucial to obtain
that ∫ 1
0
‖ρδu˙δ‖1−ηL2(R2)‖∇u˙δ‖ηL2(R2)dt
≤C(
∫ 1
0
t−ηdt)1/2(
∫ 1
0
∫
ρδ|u˙δ|2dt)1−η(
∫ t
0
∫
t|∇u˙δ|2dt)η <∞,
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since we can choose p > 2 sufficiently close to 2. Therefore, this and the
above estimates, together with the energy estimate, show that∫ 1
0
〈uδF,ω〉LLdt <∞.
Returning to the integral curves X1 e X2, we have that
|X2(t,y2)−X1(t,y1)| ≤ |y2 − y1|+
∫ t
0
g(τ)m(|X2(t,y2)−X1(t,y1)|)dτ
so, by Osgood’s Lemma ([3], [5]) and by Lemma 6, we obtain that
|X2(t,y2)−X1(t,y1)| ≤ exp(1− e−
∫ t
0 gdτ )|y2 − y1|exp(−
∫ t
0 gdτ), (38)
which, in particular, implies X1 = X2 if y1 = y2.
Next, we show the second claim of Theorem 1. First, we show that
for fixed t > 0, the map X(t, ·) : x 7→ X(t,x) is injective. Suppose that
X(t,y1) = X(t,y2) for some y1,y2 ∈ R2. For t′ ∈ (0, t), writing
X(t′,y1)−X(t′,y2) = X(t′,y1)−X(t,y1) +X(t,y2)−X(t′,y2)
=
∫ t
t′
u(X(τ,y2), τ)− u(X(τ,y1), τ)dτ,
we have, as above, that
|X(t′,y1)−X(t′,y2)| ≤
∫ t
t′
g(τ)m(X(τ,y1)−X(τ,y2))dτ.
Therefore, X(t′,y1) = X(t
′,y2) for all 0 < t
′ ≤ t. Then, by the continuity of
the maps X(·,y1), X(·,y2), it follows that y1 = X(0,y1) = X(0,y2) = y2.
To prove that the map x 7→ X(t,x) is onto, we use the uniqueness of the
particle paths. Indeed, for y ∈ R2, there is a curve Y (s) = X(s;y, t) with
Y (t) = y, s ∈ [0, t]. The curves Y (s) and X(s, Y (0)) satisfy the problem{
d
ds
Z(s) = u(Z(s), s)
Z(0) = Y (0)
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thus, Y (s) = X(s, Y (0)) for all s ∈ [0, t]. In particular, y = X(t, Y (0)).
To conclude the proof of the claim 2 of Theorem 1, it remains to show
that the map x 7→ X(t,x) is open. Let A be an open set in R2. We fix a
z1 = X(t,y1) with y1 ∈ A. We know that for any z ∈ R2, there exists a
curve Y (s) = X(s;x, t) defined for s ∈ [0, t] and such that Y (t) = z. In fact,
Y (s) = z+
∫ t
s
u(X(τ ; z, t), τ)dτ = z+
∫ t
s
u(Y (τ), τ)dτ (39)
As done before, we can see that∫ t′
0
‖u(·, τ)‖L∞(R2)dτ ≤ CCθ0 t′γ1
and fixing r > 0 such that Br(y1) ⊂ A we can chose t′ ≤ [(r−r1)/(2CCθ0)]1/γ1
with 0 < r1 < r to obtain∫ t′
0
‖u(·, τ)‖L∞(R2)dτ ≤ r − r1
2
. (40)
On the other hand, since
d
dτ
X(τ,y1) = u(X(τ,y1), τ); X(t,y1) = z1
we have that
X(s,y1) = z1 −
∫ t
s
u(X(τ,y1), τ)dτ (41)
and so, substracting (39) of (41)
|X(s,y1)− Y (s)| ≤ |z1 − z|+
∫ t
s
|u(Y (τ), τ)− u(X(τ,y1), τ)|dτ
≤ |z1 − z|+
∫ t
s
g(τ)|m(Y (τ)−X(τ,y1))|dτ
and using again the Osgood’s inequality
|X(s,y1)− Y (s)| ≤ exp
(
1− e−
∫ t
s
g(τ)dτ
)
|z1 − z|e
∫ t
s g(τ)dτ
for all s ∈ [t′, t). If we chose a ≤
(
r1 exp
(
1− e−
∫ t
t′
g(τ)dτ
))1/γt
where γt is a
suitable constant depending possibly of t, we get
|X(t′,y1)− Y (t′)| ≤ r1.
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This, together with (40) shows that
|y1 − Y (0)| ≤ r,
which assures that Y (0) ∈ Br(y1) when z ∈ Ba(z1). Finally, by the the
uniqueness of the trajectories, we have that z = Y (t) = X(t, Y (0)), so
Ba(z1) ⊂ X(t, A), as wanted.
Proof of claim 3 of Theorem 1: The proof of 3 is also an application of the
Osgood’s inequality. Let y1,y2 ∈ R2 and consider the function
g˜(τ) =
|u(X(τ,y2), τ)− u(X(τ,y1), τ)|
m(|X(τ,y2)−X(τ,y1)|)
As in Lemma 6, we can show that∫ t
0
g˜(τ)dτ ≤ Ctγ .
On the other hand, for t ∈ [t1, t2], we can write
X(t,y2)−X(t,y1) = X(t1,y2)−X(t1,y1)+
∫ t
t1
u(X(τ,y2), τ)−u(X(τ,y1), τ)dτ.
Thus,
|X(t,y2)−X(t,y1)| ≤ |X(t1,y2)−X(t1,y1)|+
∫ t
t1
g˜(τ)m(|X(τ,y2)−X(τ,y1)|)dτ.
Then
|X(t,y2)−X(t,y1)| ≤ exp
(
1− e−
∫ t
t1
g˜(τ)dτ
)
|X(t1,y2)−X(t1,y1)|e
−
∫ t
t1
g˜(τ)dτ
≤ C(t)|X(t1,y2)−X(t1,y1)|e−Lt
γ
,
(42)
for all t ∈ [t1, t2]. In particular, for t = t2, as desired.
Proof of claim 4 of Theorem 1: Let the curve C be parametrized by a Ho¨lder
continuous ϕ with exponent α. Defining ψt(s) = X(t, ϕ(s)) and using (42),
we obtain
|ψt(s2)− ψt(s1)| ≤ C(t)|ϕ(s2)− ϕ(s1)|e−Lt
γ
≤ C(t)|s2 − s1|αe−Lt
γ
.
This proves the claim 4.
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