Abstract-In this paper, a methodology to obtain approximate models from input-output data for nonlinear, causal, time invariant discrete systems having a certain type of continuity condition called fading memory is presented. The region or domain of the input space, where the model can be applicable, is studied, as well ss the importance of this study in applications as data processing and the qualification of the model quality. The structure is synthesized using a finite set of discrete Kautz systems, followed by a single hidden layer perceptron. The number of the Kautz systems is evaluated by Lipschitz quotients, while the number of hidden neurons is bounded using a pruning technique. Examples illustrating the proposed methodology are presented.
INTRODUCTION
The use of neural networks for approximating nonlinear memoryless map is supported by the results of Cybenko [l] and F'unahashi 121. They have proved that a neural network model with only one hidden layer can uniformly approximate any continuous function. Sandberg [3] showed that causal, time invariant discrete systems, having approximately finite memory, can be uniformly approximated by a tapped delay time of the inputs followed by a multilayer perceptron. This scheme is difficult to implement when the system memory is large due to the high dimension of the involved input-output mapping. The results of Stone [4] suggest that if the function is not known and the dimension is high, the only option is to assume a high degree of smoothness. If the function to be approximated is not sufficiently smooth, the number of sample data needed will be very large, rendering the method impractical, and then another way of synthesizing the linear dynamic part of the model is needed.
It is desirable to achieve a good model performance not only for the training data, but also for any other input belonging to a given input data set. In this respect, we have two fundamental problems: the generalization, i.e., how well a model reproduces the behavior of the real system, and the domain or region of the input space where the model has this degree of generalization, i.e., the generalization domain. The evaluation of the generalization properties and the generalization domain of a model are two essential problems in many model-based areas such as control, analysis, and prediction, etc. Some statistical approaches exist to study the generalization properties of a neural network model. An introductory theoretical framework may be found in [5] . In this paper, we will propose two different definitions of generalization domain. The first definition states that the generalization domain is the set of all interior points of the shell that covers the data set. In the second definition, the generalization domain is given as a function of the distance to the points of the data set. The second definition will be used to obtain a data set with a good relation information-size. In principle, a generalization measure allows us to estimate how large a training set is needed for good generalization.
In this work, a model structure composed by a finite set of generalized Kautz basis functions and a single hidden layer perceptron is presented. The generalization domain of this structure is studied, and the importance of this study to obtain a "model" of applicability of the proposed structure is analyzed. Moreover, this generalization domain allows the characterization of an appropriate data set for identifying the system. Several strategies are considered to ascertain the parameters of this structure, that is, the number of Kautz functions and the number of neurons of the hidden layer. The number of Kautz functions is evaluated by means of the Lipschitz coefficients, and the number of neurons is evaluated by pruning techniques.
This work is organized as follows. In Section 2, the structure of the Kautz-neural network model and a theorem that proves that this model can be used are included. In Section 3, generalization properties and techniques to process the data set in order to obtain a better model are developed. The modeling methodology is described in Section 4, where all the model parameters and the generalization domain are determined by a given data set. In Section 5, examples showing the application of the proposed technique are discussed. Finally, some conclusions are drawn in Section 6.
IDENTIFICATION STRUCTURE
The modeling of nonlinear systems, using the classic modeling route, produce in many cases very complex models, leading to a large set of differential equations. For this reason, another common approach is to build the model directly from the observed behavior of the process itself, which leads to a way of modeling called system identification. The bulk of the work in this field starts with the representation of the process as a black box. Great effort has been made to use conventional ways in the development of nonlinear system approximation methods [6-lo] and with novel approaches like neural networks [ll-141. Multilayer neural networks have been widely applied [15, 16] in a great variety of fields, including system identification . A wavelet-base is used in [20] , while the use of recurrent neural networks may be found in . Among all the methods, there are only a few available results proving that a specific identification model may approximate a certain kind of nonlinear system. In nonlinear modeling, the idea of combining one layer formed by a dynamic linear system and other static nonlinear system can be traced back to Wiener [24] or Schetzen [25] . Korenberg and Paarmann [8] have proposed a method for identifying finite sums of parallel cascades, each one composing a linear dynamic and nonlinear static. This scheme is valid for any discrete, causal, finite-memory systems that continuously map small input changes into small output changes. Boyd and Chua [26] have shown that every nonlinear operator with fading memory can be approximated by a linear time-invariant operator followed by a nonlinear polynomial readout map.
As another modeling structure, it is well known that a great variety of systems can be approximated by a linear combination of Kautz systems. Also, Sandberg [3] showed that a causal time invariant discrete system having approximately finite memory can be uniformly approximated by a tapped delay time of the inputs followed by a multilayer perceptron. The practical implementation has problems if the structure is not tuned to the system. For example, in the first case, the number of Kautz basis is large when the dynamic of the system is not well identified. In addition, in the second case, the number of tapped delay increases with the memory of the system. In this section, a Kaute-neural network structure is presented to combine both model structures, and it allows us to reduce the number of parameters to model a nonlinear system. In this way, we use linear dynamic elements that take into account the memory, and a nonlinear static function to represent the nonlinearity. The following theorem states why the proposed structure will be used. The approximate structure composed by a set of discrete time Kautz system as the linear dynamic part and a neural network as the nonlinear memoryless map is presented in Figure 1 . The use of orthogonal sets of exponential functions in system identification is common in the literature. The proposed structure uses the sequence of functions +j (z) presented by Walberg [27] f#zj_1(z) = cy (1 -a$) M(z), This sequence forms an orthonormal set, i.e., satisfies
where Sjl is the Kronecker delta function, and the integral is evaluated around the unit circle. Here, (&) are complex numbers in the region ]&I < 1, and a?), a!) are restricted by the condition (6). Since afii) and a?' are not unique, several sets of $j(Z) are possible. The choice a, (A = I and a:) = -1 is always valid, and it is the one that we will use in this work. Following [28] , the functions 4jj(Z), j = 1,2,. . . , will be called the discrete Kautz functions, even in the case when the pj are different. The proof of Theorem 1 follows from the approximation theorem in [29] , considering that the Laguerre base functions are dense in the disc algebra of functions analytic inside the unit circle, continuous on the unit circle, and vanish for ]z] + 00. For the general Kautz case, the set is complete if {fij} satisfy (see [Lemma 3.4, 301) 2 (1 -]pj 1) diverge as n -+ co.
(10) j=l For ,$ = a, where a is real, we can take
and then, the Kautz functions simplify to the real discrete Laguerre functions diTi?
Theorem 1, for this case, is reduced to the approximation theorem presented by Sentoni [29] . By taking ,& = 0, the model simplifies to an ordinary finite impulse response (FIR) model. In this case, Theorem 1 leads to the same result of Cybenko [l] and Hornik [31] .
The following state-space realization is the Kautz model realization:
where hf' = -(pj -0;) and hy) = -pj@T. The components of the Z(k) are equal to
Hence, Z(k) is obtained as a transformation of the state vector of the system,
The Kautz system can thus be represented as
where the matrices F, G, T are easily found from the definitions.
Let us assume a neural network with only one hidden layer 
This net maps the input/output values in the following way:
where Wr and Wz are the weight matrices for the hidden and the output layer, respectively, and Y is a predicted output. The activation function applied to each component is
In this way, we have completely defined the proposed structure,
STUDY OF GENERALIZATION
The data selection in system identification is of paramount importance. For linear systems, we can assure a good global performance of the model under the assumption of the persistent excitation. For nonlinear systems, the situation is different, because the identification has a local validity. The generalization properties of the model depend mainly on a good selection of the input-output data set. Moreover, the set of data used in the modeling defines a zone in the input space where a good generalization should be expected. In our case, the nonlinear part of the proposed structure is a neural network as defined in (18) . Some remarks and comments are in order.
Generalization of a Model
A measure of generalization of a model is related with a prediction error level for this model, i.e., how well a model reproduces the behavior of the real system. An introductory theoretical framework may be found in [5] . In principle, a generalization measure allows us to estimate how large a training set is needed for good generalization and how complex the structure model and its training are. Barron [32] proved that statistically estimated sigmoidal networks achieve means squared error bounded by a constant multiple of Cf/H + log(N)HM/N, H being the number of neurons in the hidden layer, N the number of training patterns, it4 the number of inputs, and Cf the finite first moment of Fourier distribution of the function as measure of smoothness of the modeling system. The zone of the input space where this generalization is guaranteed will be described in the next section as the generalization domain.
Generalization Domain
The domain or region in the input space where the model has a good behavior or where a good generalization should be expected can be considered as the domain of generalization. No consideration of the network or model architecture is made. Under certain conditions of the training set, the generalization domain of a model is directly related to the interpolation domain It is well known that the performance of a model deteriorates considerably outside the interpolation domain. The interpolation domain is related to the polytope of the training domain, or in other words, the region delimited by the convex hull or shell covering the training set. To associate the interpolation domain with the generalization domain, we need to assume the following. A well-established algorithm exists to assure Assumption 1. It is not always possible to assure Assumption 2, and if a nonconvex training set is covered with a convex shell, this shell will have zones without any data. If Assumption 2 is guaranteed, we will assume that the generalization domain consists of a convex region or set of connected convex regions. Any convex region is defined through its polytope 3(E). 
(22) I
If Assumption 2 is not guaranteed, the use of polytope (22) as generalization domain is not appropriate.
We can alternatively consider as generalization domain the region in the input space that is close to the points of the training set. This generalization domain can be defined as follows. (24) where aj : IP -+ [O,l], j E [l, n], and it is defined a.s aj(x> = ma44 1 -ltjl), (25) & being the jth component ofx E Rn. Then, the generalization domain 3( E, d) that is generated by a number d as measure of allowable distance and a training set E is defined by We can note that for any xed, the following inequality ny="=, q(d. x -x&) # 0 is verified if Oj(d. 2 -C&d) # 0 for ill j E [l, n], i.e., if x is inside the hypercube that defines in Rn the point X& E &d. Hence, this hypercube is
Input Signal vs. Generalization Domain
A relationship exists between the volume and shape of the input domain and the spectrum of the signal. In order to show this, we can consider a generalization domain in two different dynamic model identification experiments. The first is an idealiied one to show the -amount of data needed to perform identification in a hypercube domain defined by the input bounds. The second experiment shows the input domain when a single sinusoid input is considered. Let us assume a finite memory model defined as follows: (28) where u is the input, m the number of memory elements, and y the output. F is any nonlinear static mapping; particularly, F may be the function defined by a multilayer perceptron. We want to perform a model identification experiment to evaluate a model in the input domain u c [g, 'ii], a< E, To do this, we need a long enough random input signal u with a uniform distribution to cover the entire hypercube. Figure 2a shows 500 samples of a random u with m = 2, u = -1, 'ii; = 1. To have an approximation of the amount of data needed, we may subdivide the hypercube domain with a grid of ndv elements for each dimension; then the number of points of the whole grid that covers the input domain is Eg = ndv ""+l. A simple case with m = 2, ndv = 10 gives Eg = 1000. It is clear that even in a well-defined identification experiment, we need a very large set of input-output data to cover the entire input hypercube. For this reason, the input bound hypercube can only be used as the generalization domain in models with a reduced set of inputs.
As a second and opposite example, let us assume m = 2, and three different input signals
u = sin(0.8k) + noise. In this case, the input space with 500 samples is shown in Figures 2b-2d , respectively. We can appreciate that the volume of the input domain is very small, even though a 20% white noise is added to the input. It is important to note that the domain is nonconvex.
A single sinusoid expands a narrow, small, and nonconvex domain. On the other way, a signal with a wide spectrum expands a wide, large, and convex domain. The parallelism between spectral analysis and input domain consideration is &%i.r. It should be noted that in all cases, we are assuming an input domain with a nearly uniform distribution.
Data Processing
In many practical situations, the number of input-output data are very large due to the hardware technology development. However, it is not clear how to obtain a data set with a good compromise between information and size.
If the system is uniformly smooth, it is desirable to get a data set uniformly distributed in the generalization domain. In this case, we propose an algorithm based on the generalization domain defined in (26) because this domain was divided in hypercubes (27) . In this way, we can take a constant number of points of input-output data for each hypercube. The selection of the points L&d (23) that form the & set for each hypercube is possible, but as x,,d is not necessarily a point of the data set, the value of the output data h&d) for z& may not be known. It is possible to obtain an approximate value of h(z&) using all points of the data set that are inside the hypercube that defines z,&, using the function Ws : IP + W (29) If the number of points that we take for each hypercube is constant, the size of the resulting set is controlled with the size of the hypercubes. This size is determined by the number d (27) . In this way, a number d' greater than other d** defines a generalization domain divided in more hypercubes of a smaller size.
The input data set in Figure 3a is an example of a data set used to identify a system (28) with m = 2, where this data set is not uniformly distributed into the generalization domain. After using the proposed algorithm to process the data set, we can see the result in Figures 3b and 3c . The resulting set is smaller and more uniformly distributed when d** is smaller than d*.
If the system is not uniformly smooth, in the generalization domain, we cannot use the algorithm described before. Therefore, we can derive another algorithm that maintains the generalization of the model constant inside that generalization domain. Take as measure of this generalization, the error bound given by Barron [32] , i.e., a constant multiple of Cf/H + log(N)HM/N. In the process of determining the proposed structure, the number of neurons in the hidden layer H (see Section 4.3) and the number of inputs M (see Section 4.2) are given. Let us define the Lipschitz quotient qij as (30) We can think of the maximum Lipschitz coefficient (30) as a relation between Cf (as a measure of smoothness of the function) and the distance between the input samples (as a measure of the density of the data points in the generalization domain).
Based on this coefficient, we can implement an algorithm to obtain a data set with a better information-size ratio. This algorithm takes into account more data points where the function is less smooth, and fewer points in the regions where the function is smoother.
The algorithm is as follows.
(1) Organize the set of input-output data (Q, yi) in the following way: in the new set (z;, yz), the first element is (XT, gz) = mini (1~ 11 and the ith element verifies 11~; -xT+i 11 I IIz,' -z; 11, k = i+2,... , I?. Neural net (18) is a static map, and thus the orderlng of the input-output data is not important.
(2) (3) (4)
Let /CO be a given number that specifies the level of smoothness in terms of the Lipschitz coefficients. Hence, we can discard points in those zones of the generalization domain where the function has a level of smoothness greater than that indicated by ko. While processing the ith element, we define (a) (b) If q1 < ko, q2 < ko, q3 < ko, then discards the point (z~+i,~~+i). (c) If i < N, tiaen i = i + 1 and go to (a). If the size of the resulting data set is the desired one then finish, else take other level /Q greater than the previous, i = 1 and go to 3.
When the algorithm finishes, we have a data set with more points in the zones where the function is rough and fewer points in the zone where the function is smooth; i.e., the number of points is proportional to the Lipschitz coefficients of each zone.
One example of this algorithm is shown in Figure 4 . In Figure 4a , we consider a function F : R2 + JR with different levels of smoothness through the generalization domain. A set of 
Applicability of Generalization Domain Study
The importance of generalization domain study is that it gives us a "model" that describes the model applicability, i.e., the domain in the input space where a good generalization should be expected. This is a key issue to many technological areas like control systems, prediction, etc.
Considering the generalization domain defined in (26), we can have a real time measure indicating if a model input is inside or outside the generalization domain, and provides different confidence levels of the generalization model inside the generalization domain. This confidence level is based on the distribution inside the generalization domain of the data set used to identify the model. As was discussed in Section 3.4, we first assume that the system is uniformly smooth. In this case, the confidence level of the generalization model depends only on the density of the data used in the identification of each zone. One measure of this density is the number of points inside each hypercube that defines the generalization domain, and it can be obtained using the function Ws : P 4 N as follows:
If the system is not uniformly smooth, the confidence level of the generalization model depends not only on the density of data point used in the identification phase, but also with the smoothness of the system. This smoothness can be measured, taking the maximum Lipschitz coefficient qo in each zone of generalization domain, i.e., in each hypercube that forms the generalization domain. This measure of smoothness for each hypercube hp(~d) can be obtained as
In this way, we have a confidence level of the generalization model in each of their hypercubes, as a constant multiple of W3(z,J/q(z,d), that represents a measure of the analytic error bound given by Barron (321 for the proposed structure. This information is very important where model applicability is fundamental, such as fuzzy control, predictive control, or control based on more than one strategy.
MODELING METHODOLOGY
The methodology in order to determine completely the proposed structure implies the evalua tion of the following items:
l the poles of the Kautz functions, l the number of Kautz functions, l the number of neurons in the hidden layer, l the neural network parameters.
This section continues with a discussion of how to select the mentioned parameters and the way of studying the generalization and the data processing for this particular structure.
The Value of the Poles of the Kautz Functions &
In order to select the values of each ,f& the a priori information is very important. If we know something about the dynamics of the system, we can use this knowledge to obtain the first ok values. The remaining pk may not necessarily represent the dynamic of the system, because it is a nonlinear system. In other words, & are poles of the Kautz representation given in [27] .
In order to obtain the ,6k values, we will consider an algorithm similar to that presented by Korenberg and Paarmann [8] . They obtain the jth cascade of their cascade-parallel model approaching the remaining residue between the system output and the output of all previous (J' -l)th cascades. In our algorithm, the jth cascade is described by the equation iTj(fC 3-2) = Qj$j(k + 1) + Ajcj(k) + yjU(k), and the ,& values will be associated to the poles of model (33) . Supposing that we have calculated up to the (j -l)th cascade, then the algorithm is as follows.
(1) (2) Approximate the residue by model (33) where the parameters aj, Xj, 73 of the linear model are adjusted using a least-squares method. The desired pole can be obtained with these parameters. If the number of poles is the desired (the optimum value for the number of the poles will be given in the next section), then stop else set j = j + 1 and go to (1).
The Number of Kautz Functions to be Used
As we have shown, the number of Kautz systems and network inputs is the same (see Figure 1) . To evaluate this number we will use the method suggested in [29] . We have the input-output formulation (16) where f(e) re p resents the neural network, a continuous and smooth multivariable function over any region, with bounded partial derivatives; i.e., j = l,...,M.
Our objective is to reconstruct the nonlinear f(a) from the data pairs (Zk, ?&), lc = 1,. . . , N, assuming that there are enough availabb. As the function f(w) is Lipschitz, the Lipschitz coefficients (30) 
Sensitivity analysis can be applied for the input-output formulation and it can be proved that 
where the superscript M in qZ$ represents the number of Kautz functions to be used and Me denotes the optimum number of Kautz systems. Hence, if all the pi, i = 1,. . . , MO, variables are included in reconstruction of function f(Z), the following cases should be considered.
(1)
M < MO; i.e., the number of Kautz systems M is less than the desired MO. If one of the input variables is not included (e.g., ZM) in the reconstruction of the unknown function, the distance in the input space becomes J(~zI)~ + (62~)~ + . . + + (~zM-I)~. However, the distance of the two corresponding points in the output space remains the same. It is easy to see that Lipschitz coefficients 4F-l (with missing 2~~) will be much larger than q? (in which all correct input variables are included). M > MO; i.e., the number of Kautz systems A/i is greater than the desired MO; when a redundant variable is included from the analysis above, it is easy to see that qFsl will be only slightly smaller than q?, but not significantly.
According to the previous discussion, we should be able to identify the optimal number of inputs using the information given by the Lipschitz coefficients. To this end, we will define the following index:.
being the k th largest Lipschitz coefficients among all qif (i # j, i, j = 1, . . . , N) . This index is a geometric mean of the plargest values from the qs$ set. Hence, plotting the curve of qM vs. Ad, we can observe that beginning from any value MO, qM enters a saturated range; i.e., the maximum Lipschitz coefficient does not decline considerably when the number of Kautz functions is increased. Then, an optimum number of Kautz functions can be selected.
Number of Neurons in the Hidden Layer
When the linear part (Kautz model) of the proposed structure was determined, we can obtain the set of input-output data to be used in the training of the perceptron (NN). Hence, in formulation (16) The number of hidden layer neurons is evaluated using a methodology based on singular values [29] , not so conservative as Sartori [34] and Huang [35] , who show that for n different training patterns, it is sufficient to use n -1 hidden layer neurons. Coming from pattern classification studies, this estimation usually gives an overestimation in the number of hidden layer neurons when they are applied to function estimation. The methodology based on singular values can be included into the pruning techniques and cannot be evaluated before applying the training algorithm. We will now discuss a procedure to obtain a realistic bound in the number of such neurons.
We begin the training process and after some time, we stop it and propagate the 2 matrix through the hidden layer, obtaining
where X is an iV x H matrix, H is the number of neurons in the hidden layer and N is the number of training patterns. Any matrix X can be expressed using a singular value decomposition as X = U'CV, with U an N x H matrix, V an H x N matrix, and C = diag{gi}, ur 2 . am 2 gH. If a matrix X has rank = k < H, then ak+i = 0, i = 1,. . . , H -k. In practice, u&+i will be significantly smaller than CQ. This implies that X has H -k linearly dependent columns. Then, the number of singular values of X different from zero helps us to estimate the number of hidden layer neurons. Values of gd close to zero imply excessive number of nodes in this layer.
The Neural Network Parameters
When the poles of the Kautz systems are determined by Section 4.1, and the number of Kautz functions is obtained using Section 4.2, the linear part of the proposed structure is completely identified. The number of Kautz functions determines the number of inputs of the neural network, and the number of neurons in the hidden layer was obtained in Section 4.3. In this point, the only unknowns are the parameters (WI, WZ) of the neural network. In this work, we do not discuss the training algorithm for a multilayer perceptron with only one hidden layer because this item has been widely studied by other authors. Moreover, the well-known backpropagation algorithm allows us to find the matrices (WI., Wz). The identification process of the proposed structure is finished, with these parameters.
Generalization of the Structure
In Section 3, the generalization properties were presented for nonlinear systems. For this reason, it is not correct to define a generalization domain in the input space of the proposed structure, because they are the inputs of the linear dynamic-part.
Then, the generalization domain is defined in the input space of the nonlinear static part, i.e., the outputs of the linear dynamic part.
In order to identify the perceptrons, we need their input-output data set (&,Yk). Let 2 be an N x M matrix where each row is composed by Zk = [xl(k), . . . , zM(k)], k = 1,. , . , N. Each row zk is the input pattern or Kautz function output, and Yk is the output pattern or system output. M is the number of inputs and N the number of training patterns. This set 2 is the data set that we process using the techniques described in Section 3.4 to obtain a new set with better information vs. size ratio. After this set is processed, we can define the generalization domain of the proposed structure using this new set, as has been defined in Section 3.2. Moreover, we can obtain the confidence level of the generalization of the structure presented in Section 3.5.
EXAMPLES
In this section, first, the proposed strategy is applied to obtain an approximation of a pendulum built in the Laboratory of Control and Ftobotics of the Department of Electrical Engineering, Universidad National de1 Sur. The system is a pendulum in whose arm an inertia disk is mounted. A scheme of the system is shown in Figure 5 . %riations in the acceleration imposed on the disk allow the arm to leave the vertical position. In the system under study, this is caused by variations in the supply of a DC motor, which is joined to the disk by a band. The force caused on the motor and on the disk by the band increases the friction in both links. The system is considered only far from the unstable equilibrium (in the vertical up position), in other words, where the pendulum is oscillating around its vertical down position. In this zone, our system is a memoryless system and it can be modeled by the proposed structure. In order to identify the model, it is important to apply an input that excites the most modes of the system. In the case of the pendulum, we adopt ,a chirp signal; this is a sinusoidal signal, whose fundamental frequency varies with time, around the natural frequency of oscillation of the pendulum. The particular input used in this case moves the pendulum to 7r/2 rad (90°) from the stable equilibrium in the bottom position.
To determine the structure, we obtain the first @k (Ic = l), using the natural frequency of the system that is given by the parameters. The remaining ,8k (]c = 2,. . . , m) are obtained using the algorithm proposed in Section 3.4. In this way, we can plot qo vs. m, qo being the maximum Lipschitz coefficient and m the number of Kautz functions. In Figure 6a , we can see that eight is the number of Kautz functions to be used due to the fact that the maximum Lipschitz coefficient does not decline considerably when the number of Kautz functions is greater than eight.
It is interesting to compare the proposed structure with others. In Figure 6b , the curve of qo vs. m is shown when the Laguerre basis is used in the linear part (L-Net presented by Sentoni [29] ). (c) Kautz model presented by Walberg [27] . We can see that the number of needed functions is larger from the L-Net. This behavior of the L-Net structure can be explained because it is impossible with a real pole to fit the oscillatory behavior of the system. This fact, is shown also in Figure 7 , performance of the L-Net structure (Figure 7a ). Under the same conditions, the'behavior of the proposed structure is shown in Figure 7b . This is acceptable, and the proposed structure is able to fit, the oscillatory behavior and the nonlinearity given by the behavior of the system under different velocities and amplitudes.
On the other hand, we can see that the Kautz model, presented by Walberg [27] , is able to fit the oscillatory behavior, but, it is not, able to fit the nonlinear behavior (see Figure 7~ ). This is clear since the Kautz model is a linear model. The behavior of the proposed structure is good inside the generalization domain, but if the system goes outside of this generalization domain, the performance of the model deteriorates. If the system is excited by an input whose frequency is near to the natural frequency of oscillation during a period greater than it was trained with, the pendulum goes beyond the 90 degrees as Figure 8 shows. In this figure, we can see the part where the amplitude of the pendulum is less than 7r/2 rad (90"); in this case, the fit is acceptable. Another part is when the amplitude of the pendulum is greater than 7r/2 rad (90") (outside the generalization domain), and we can see that, the proposed structure does not, fit the actual response. Looking at the input, it is not possible to determine if the system is inside or outside the generalization domain, since it is a sinusoidal signal similar to that used in the identification phase. However, the behavior deteriorates as is observed in Figure 8 . The flag measuring the confidence level (between the levels 0 and 1) can detect this deterioration in the behavior. This level was defined in Section 3.5 and is based on the data set used in the modeling process.
Since the first, example has a dynamic dominated by a single frequency, we present a second example with different, nonlinear dynamic. Let us assume the system is described by the following equations: differences can only be detected by the error's plot. This' performance of the model can be seen in Figure 9b for the training and the test sets, CQ,. and crt S, respectively. It must be emphasized that this test was performed in the generalization domain. Now, we will use the data Group 2 to test the generalization into the entire domain of Gl and G2 sections. In Figure 10 , three plots can be appreciated:
(a) the system and model outputs, (b) the logarithm of the absolute approximation error, and (c) a flag measuring the confidence level.
The behavior of the model for the time running from 106to 225 is very poor, as can be appreciated in Figure 10 . The indicator flag is in a tight correspondence with the error plot. It is important to note that the input belongs to the G2 section only for time from 100 to 200. However, the model is outside the generalization domain for time from 200 to 225. The evolution of the model outside the generalization domain for time from 200 to 225 is due to its own dynamic, and it cannot be explained directly from the input domain. Otherwise, the indicator flag points out, exactly this situation. It is important to remark that the indicator flag highlights that the model is driven out of the generalization domain, before it can be appreciated from the error plot.
CONCLUSION
In this work, a new approach for black box modeling was presented. It has been proved that all nonlinear maps with fading memory can be approximated by a finite set of Kautz basis functions combined with one hidden layer perceptron.
The property of generalization and generalization domain for the nonlinear model and in particular for the proposed structure was analyzed. This study was based only on the data set used to obtain the model, but it did not consider the algorithm used to identify the nonlinear part of the structure, which has been widely studied by other authors.
Finally, examples have been presented. The result obtained through the modeling with Kautz basis function expansion [27] , with the L-Net approach [29] , and with the technique developed in this work has been included. From the results of simulation, notable improvement in accuracy and the reduction of the model order complexity can be perceived.
