We give an overview about well-known basic properties of two classes of q − Fibonacci and q − Lucas polynomials and offer a common generalization.
Introduction
We study two classes of q − Fibonacci polynomials with interesting properties: the Carlitz q − Fibonacci polynomials ( , , ) n F x s q and the polynomials ( , , )
n Fib x s q introduced in [6] and [8] .
More generally we consider the polynomials Although these do not satisfy simple recurrences such as (1.2) there is another type of recurrence which we will call D − recurrence which is satisfied by both q − Fibonacci and q − Lucas polynomials: Let D denotes the q − differentiation operator. Then First of all we sketch the roots of the theory which are well-known properties of Fibonacci and Lucas numbers and polynomials. Then we recall the main results about the two different q − analogues and finally we expose some facts which give rise to the above mentioned common generalization.
The concrete roots of the theory

2.1.
Let us begin with the Fibonacci numbers . There are many methods how to deal with Fibonacci numbers. The simplest one is to find numbers x which satisfy 
2.1.2.
Another method looks for powers of matrices with the same recurrence relation: The determinants of these matrices give Cassini's formula
and identities such as
with interesting arithmetical consequences.
For n m = this formula connects Fibonacci and Lucas numbers
2.1.3.
There are many combinatorial interpretations of the Fibonacci numbers. We choose the following one: Consider subintervals of the integers of the form { } The number ( , ) f n k of Fibonacci words of length 1 n − with k dashes is 1 ( , )
.
For in this case the word consists of
possibilities for the k dashes.
2.1.4.
We will also need an algebraic version of this interpretation. To this end consider all finite linear combinations with complex coefficients of the words , , , , , , , and also
It is clear that
. The Lucas numbers can be interpreted by using "circular" Fibonacci words.
Divide the circumference of a circle into n arcs with equal lengths, denote them by 0,1, , 1 n − and cover them with dots and dashes. Let ( , ) l n k be the number of coverings with k dashes. Then
This identity comes from associating to a circular word a linear word by a suitable cut.
If the arc 0 is a dot or the first point of a dash we cut the word before this place and get a linear word of length n with k dashes. If it is the end of a dash we eliminate the dash and there remains a linear word of length 2 n − with 1 k − dashes. Thus For 0 n = we must set (0,0) 2 l = in order to have 0 2. L = I did not look for a logical sophism to "explain" this choice.
2.2.
The combinatorial interpretation of the Fibonacci numbers leads at once to the Fibonacci polynomials: We associate with each Fibonacci word consisting of k dashes and
Since there are
such words the weight of all Fibonacci words of length
Classify all Fibonacci words with respect to their first letter. 
Binet's formula becomes ( , ) ( , ) ( 1) .
To motivate a later generalization let us note that ( ) ( ) 
2.2.3.
The matrix
The powers give
The traces of these matrices are the Lucas polynomials ( , )
. They satisfy the same recurrence as the Fibonacci polynomials, but with initial values
For m n = this gives ( )
The determinants of these matrices give Cassini's formula for Fibonacci polynomials ( )
2.2.4.
The Lucas polynomials can again be interpreted by using circular Fibonacci words as above.
The weight of all words where the arc 0 is the endpoint of a dash is 1 ( , ) This also gives a combinatorial interpretation of the formula
For some purposes it is useful to consider modified Lucas polynomials
We prove this by induction. It is obviously true for 0 n = and 1. n = If we set * ( , ) 0 n L x s = for 0 n < then the assertion follows from the following computation ( )
We have only to observe that
In this case we get ( )
Remarks
There is some confusion in the literature about the numbering of Fibonacci numbers and Fibonacci polynomials. We would have avoided some logical troubles if we would have considered ,
where
denote the q − binomial coefficients which satisfy the recursions
We prove (3.4) by induction. It is obviously true for 0 n = and 1. n = The general case follows from ( ) 2  2   2  2   2  2  2  2 2  1  1   2  2   1  2  ( , , ) ( , , ) (
As a special case we get that the weight of all Fibonacci words on { } 0,1, , 2 n − with k dashes is .
The q − Fibonacci polynomials can be extended to negative values satisfying the same recurrence
, , ( , , ) ( 1) .
We note that 1 ( , , ) q F x s q s
There is a useful analogue of the matrix powers. 
3.3.
We can also interpret the q − 
Then we get from (3.11)
Thus we have for
with initial value 0 ( , , ) 2 L x s q = .
Another formula for the q − Lucas polynomials is ( ) 
qs q xF x qs q qsxF x q s q F x s q qsF x q s q qsxF x q s q F x s q qs F x q s q xF x q s q F x s q q s F x q s q
Comparing coefficients in (3.15) we see that 2 2 ( 1)
It is easily verified that (3.11) gives 1 2 ( , , ) ( 1) , , .
Contrary to the q − Fibonacci polynomials the q − Lucas polynomials do not satisfy a simple recurrence. The reason is that 
Remarks
As far as I know the first one who studied q − analogues of the Fibonacci numbers was I. Schur [22] .
In 1917 he introduced (1,1, ) n F q and (1, , ) n Fas certain determinants and proved his celebrated polynomial versions of the RogersRamanujan identities 1 9 ) and (5 3) 2 (1, , ) ( 1) .
In [4] and [5] L. Carlitz systematically studied q − analogues of the Fibonacci and Lucas numbers and of Fibonacci polynomials. Therefore I have associated these polynomials with his name although he seemingly never defined q − Lucas polynomials.
His starting point was the observation that the number of sequences of zeros and ones
( (1), (2), , ( )) a a a n of length n in which consecutive 1's are forbidden is equal to the Fibonacci ( (1), (2), , ( 2)) a a a n− of zeros and ones where consecutive ones are forbidden. In our notation ( ) (1,1, ) . (1, , ) where the sum extends over all ( (0), (1), , ( 1)) a a a n− of ( ) {0,1} a i ∈ such that consecutive ones and also (0) ( 1) 1 a a n = − = are not allowed.
Carlitz gave a direct proof that (3.16) coincides with
(1) 2 (2) ( ) a a n a n q + + + ′ Σ where ′ Σ runs over all sequences ( ) (1) , , ( ) a a n with no consecutive ones and where (1) ( ) 1 a a n = = is forbidden.
It seems that there are some properties of the classical Lucas polynomials which cannot be generalized to q − Lucas polynomials. For example there is no analogue of (2.21) since (3.9) for m n = has no factorization.
Another instance where Lucas polynomials occur is in the recurrence relation for subsequences ( , ).
n F x s They satisfy
( , ) ( , ) ( , ) ( ) ( , ).
But the corresponding q − Fibonacci sequences satisfy instead (cf. [13] )
The coefficients are in general not even polynomials.
Several papers (cf. [1] , [2] , [3] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [16] , [17] , [18] , [19] , [21] , [22] ) deal with combinatorial interpretations of these polynomials, give applications to the RogersRamanujan formulas or prove q − analogues of some of the almost inexhaustible set of identities satisfied by Fibonacci and Lucas numbers or polynomials.
Another class of qFibonacci and q Lucas polynomials
4.1.
To obtain another class of q − Fibonacci and q − Lucas polynomials we consider words 
W ε =
We then have To obtain the second term let us suppose that the Fibonacci sequence cb of order n has k letters
Since this expression is independent of k , we get the second term.
The first polynomials are .
This can be proved by induction using (4.4).
4.2.
These polynomials have a very special property as has been observed in [6] and [8] . 
This is equivalent with ( )
which is obviously true.
As an example consider 
( 1) ) 1 , We define the corresponding q − Lucas polynomials by ( )
The first polynomials are We call these "formal expressions" because we do not give an interpretation for We can use these identities to extend these polynomials to negative . n
We then get for We define now the modified q − Lucas polynomials by * ( , , ) ( 
Luc x s q =
A q − analogue of (2.24) with applications to Rogers-Ramanujan type identities (cf. [14] ) is
Proof
This is trivially true for 0 n = and 1. n = We set * ( , , ) 0 n Luc x s q = for 0 n < and get by induction ( ) Here it is easily verified (cf. [8] ) that 
Remarks
These polynomials have been introduced in [6] and [8] . They also occur in [14] , [15] , [20] .
As far as I know D − recurrences have not been studied in other contexts.
In [15] we have defined a new q − analogue of the Hermite polynomials ( , | ) ( ) 1. By comparing coefficients in (3.4) and (4.6) we see that the following result holds. 
