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Biological visual systems are highly adapted to the image statistics of the natural world. A particularly
important aspect of the statistics of natural scenes is the arrangements of edges they contain. Here, we
examined how different arrangements of edges inﬂuence human perceptual saliency using a binocular
rivalry paradigm. We constructed ﬁelds of randomly positioned Gabor patches with orientation arrange-
ments containing co-oriented, co-circular and naturalistic structure. We rivalled these against arrange-
ments with random orientations, which have higher entropy. Surprisingly, we found that ﬁelds with
randomly oriented edges consistently dominated over the more ordered arrangements. These results sug-
gest that visual scene entropy may be a key variable in early perceptual saliency.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
Biological visual systems are adapted to the statistics of their in-
put at multiple feature levels and timescales (Geisler et al., 2001;
Field and Hayes, 2004; Geisler, 2008). The spatial arrangement of
edges is one of the most important features in natural scenes.
Edges are not arranged randomly, and the structure in their
arrangements is important for shape recognition (Kruger, 1998;
Geisler et al., 2001; Elder and Goldberg, 2002; Ledgeway et al.,
2005; Geisler, 2008) and texture discrimination (Grossberg &
Pessoa, 1998; Wolfson, Orientation, & Landy, 1995; Ben-Shahar,
2006). The relative arrangement of edge pairs can affect their
perception (Polat & Sagi, 1993) or grouping (Geisler et al., 2001;
Geisler and Perry, 2009). A well-known statistical property of edge
pairs is that they tend to be co-linear, i.e. arranged in straight lines.
A more recently discovered property is a tendency for edge pairs in
natural scenes to be co-circular (Sigman et al., 2001; Geisler et al.,
2001). Edges are co-circular if they lie tangent to a common circle;
this is the natural generalisation of co-linearity. However, the ex-
tent to which the property of co-circularity inﬂuences human per-
ception is largely unknown. Here we used a binocular rivalry
paradigm to examine how the statistics of edge arrangements, par-
ticularly co-circularity, affects low-level salience in humans.
Binocular rivalry is a powerful technique formeasuring low-level
salience in humans whichminimises subjective bias or the need forll rights reserved.
te, University of Queensland,
ll).complex and potentially confusing feedback from participants. In
binocular rivalry, incompatible stimuli are presented to each eye,
causing the subjective perception to oscillate between the two con-
ﬂicting inputs. If one stimulus is perceived for a signiﬁcantly larger
fraction of the viewing time it is said to ‘‘dominate’’ the rivalry. This
can be used to probe the effect adaptations to naturalistic statistics
impose on the conscious experience of stimuli. While the mecha-
nisms underlying binocular and other perceptual rivalry are still un-
der debate (Blake, 2001; Clifford, 2009), it has been demonstrated
that attentional mechanisms play an important role (Blake, 2001;
Chong, Tadin, & Blake, 2005; Paffen, Alais, & Verstraten, 2006).
Changes in stimulus features such as contrast, which enhance low-
level saliency, increase the dominance of stimuli (Whittle, 1965;
Hollins, 1980; Blake, 2001). In a particularly relevant recent study,
Baker and Graf (2009) demonstrated that noise with naturalistic
spatial and temporal power spectra dominated in binocular rivalry
over stimuli with less naturalistic power spectrum, suggesting that
the human visual system is adapted to ﬁnd naturalistic spatial fre-
quencies more salient. However, this study did not examine higher
level statistics such as edge orientations.
We examined saliency of edge orientations by creating test stim-
uli consisting of ﬁelds of randomly positioned Gabor patches. These
ﬁelds allowed us to manipulate the statistics of the edge arrange-
ments while leaving other factors, such as spatial frequencies and
contrast, unaffected. We rotated the orientations of the Gabors in
the ﬁeld to synthesise random, co-oriented and co-circular stimuli,
and also used arrangements obtained directly from natural images.
We then rivalled the structured stimuli with the random stimuli. If
we consider the information entropy of the stimuli, which is a
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have greater entropy than the competing stimuli. This is because
the orientation of each Gabor is independent in the random case,
so that the amount of information required to describe the arrange-
ment of the Gabors is proportional to the number of Gabors. In con-
trast, in the co-oriented case, observation of a single Gabor removes
all uncertainty about the stimuli, so it has lower entropy, and simi-
larly for the less-extreme cases of co-circular and naturalistic stim-
uli. Surprisingly, random edge arrangements consistently
dominated over more ordered arrangements. This was true for
every condition we considered. The dominance of the higher entro-
py random stimuli suggests that, unlike spatial frequencies, entro-
pic edge arrangements may be more salient.
2. Methods
2.1. Ethics statement
All participants provided informed consent to participate in the
study, the procedures of which were approved by the University of
Queensland Human Research Ethics Committee (Brisbane,
Australia).
2.2. Gabor ﬁelds
We created simple, well-deﬁned stimuli we termed ‘‘Gabor
ﬁelds’’ for the rivalries (Fig. 1). Each ﬁeld was constructed from
300 Gabor patches, positioned stochastically within a circle of
diameter 10. The orientation of the Gabors could be modiﬁed to
introduce well-deﬁned statistical structure into the arrangement
independent of other properties such as spatial frequencies orA co-oriented B
C naturalistic D
Fig. 1. Example stimuli. Four stimulus types were generated for the rivalry experiment. (A
with strong co-circularity ðDdiff ¼ 30Þ, (C) natural edge arrangements (described earlier
ever paired during rivalry with a random stimulus. The arrangement of the stimuli here dcontrast. Gabors were used as the basic building block because they
are both a good description of V1 simple cell receptive ﬁelds (Jones
et al., 1987) and the independent components of natural images are
Gabor-like (Bell & Sejnowski, 1997; Van Hateren & Van der Schaaf,
1998). A symmetric envelope was used for the Gabors so that each
Gabor was parametrized as
gx0 ;y0 ;h;r;f ðx; yÞ
¼ exp ðx x0Þ
2  ðy y0Þ2
2r2
" #
cos 2pf x cos hþ y sin hð Þ½  ð1Þ
described by a spatial position x0, and a spatial frequency f y0,
orientation h, a Gaussian envelope with variance r2. The spatial
frequency of the Gabors was chosen to be near the expected peak
spatial frequency of the majority of V1 simple cells (Valois,
Albrecht, & Thorell, 1982): f = 4cycles/. The Gaussian envelope was
ﬁxed at r ¼ 1=f . Overlaps were avoided by randomly placing the
ﬁrst Gabor anywhere in the ﬁeld and selecting each subsequent
Gabor position by stochastically choosing free positions with a prob-
ability inversely proportional to the distance to the nearest Gabor.
Different edge statistics were then introduced into the ﬁelds by
rotating the Gabor patches. The random stimuli were the simplest
to generate. After the Gabors were positioned as described above,
each Gabor was assigned an orientation h, chosen uniformly be-
tween ½0;pÞ. Co-oriented stimuli were generated in a similar fash-
ion, except each Gabor in a ﬁeld was assigned the same orientation.
Co-circular Gabor ﬁelds were created by optimising a quantitative
measure of co-circularity using simulated annealing (Kirkpatrick, Gel-
att, & Vecchi, 1983) to ﬁnd co-circular arrangements (Fig. 2). To quan-
tify co-circularity we used Ddiff , a measure of co-circularity which we
introduced in previous work and demonstrated to be robust (Huntco-circular
random
) co-oriented stimuli containing edges of a single orientation, (B) co-circular stimuli
) (D) and randomly oriented stimuli. Note that each nonrandom stimulus was only
oes not indicate pairing. The stimuli are shown here at high contrast without tinting.
A B
Fig. 2. Generating co-circular edges using simulated annealing. (A) Co-circular edge
arrangements were created using an optimisation method, simulated annealing, to
rotate a set of randomly oriented edges until the desired co-circularity was
achieved. (B) At each step of the annealing process, one of the edges was chosen at
random and its orientation was rotated slightly. The direction of the rotation was
also chosen at random. The co-circularity between all the edges was calculated both
before and after the edge was rotated. If the proposed random change increased the
co-circularity of the edges it was accepted. The changed edge set was then used as
the starting point for the next step of the annealing. If the change decreased the
co-circularity it was rejected probabilistically. This occasional acceptance of
‘‘backward’’ steps helps avoid getting stuck in poor local minima (Kirkpatrick
et al., 1983).
1 Advanced Micro Devices, Inc., Sunnyvale, CA. USA.
2 Microsoft, Redmond, WA, USA.
3 Version 2009b. The Mathworks, Natick MA, USA.
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mean deviation from co-circular over all pairs of edges separated by
distance r. Randomly oriented edge arrangements have Ddiff values
near 45, with lower values indicating increasing co-circularity. To re-
move the dependence on r in order to obtain a scalar value for simu-
lated annealing we calculated a weighted mean
D ¼
Z 1
0
drDdiffðrÞKðrÞ ð2Þ
We used a Gaussian weighting function KðrÞ / expðr  r0Þ2=ð2r2Þ
with r0 ¼ 5 and r ¼ 1. This weighting introduces little co-circular-
ity at short separations in order to avoid creating nearby edges with
a large degree of co-linearity, while introducing co-circularity over
long range separations. Simulated annealing was used to optimise
randomly oriented ﬁelds with starting Ddiff  45 to generate
arrangements with Ddiff  30. New states were generated by
adjusting a randomly chosen Gabor patch’s orientation by 1.
State changes during annealing were accepted with a probability:
p ¼min expððDold  DnewÞ=kbÞ;1ð Þ ð3Þ
where Dx denotes the co-circularity of the old and new states. The
annealing temperature was adjusted after each round of annealing
to be:
kbðnÞ ¼ 3exp n=3000½  ð4Þ
where n is the number of annealing steps taken. The initial value of
3 was chosen so that non-optimal steps were commonly taken dur-
ing the early stages of the annealing. Annealing was halted as soon
as a solution D 6 30 was achieved. With these parameters, we reli-
ably found solutions with D values of  30 from randomly oriented
starting points.
In order to ensure that the results we found were not due to
some statistical artefact induced in the generation of co-circular
scenes, we also created Gabor ﬁelds using edge arrangements ex-
tracted directly from natural images. This had the disadvantage
of introducing wider variation in the statistics of the edge arrange-
ments, but ensured that the statistics were closely modelled on
natural scenes. The reason natural scenes could not be used di-
rectly is that we needed to separate the statistics of the edge
arrangements from other confounding factors, such as changes in
amplitude spectrum or high-level salience. To achieve this, we
randomly picked a scene fragment from the Van Hateren image
dataset (Van Hateren & Van der Schaaf, 1998) for each stimulus
(Fig. 3A). Gabor positions were chosen stochastically as describedearlier. The scene fragments were ﬁltered, using 3-level steerable
pyramids (Simoncelli & Freeman, 1995) to ﬁnd the power in each
orientation at each pixel. The use of steerable ﬁlters allowed a mul-
ti-scale ﬁlter to be calculated efﬁciently so that orientation was
considered at multiple length scales in the original scene. Each pix-
el was then assigned the orientation of the ﬁlter with the strongest
power at that position. Fig. 3B shows an example orientation im-
age. Finally, each Gabor was assigned the orientation of the under-
lying pixel. Fig. 3C shows the resulting Gabor ﬁeld. This method
allowed us to source the underlying image edge orientation statis-
tics while maintaining stochastic edge arrangements and ﬁxed
spatial frequencies.
The only variation between each class of stimuli was in the sta-
tistics of the edge orientations. All Gabor ﬁelds contained the same
number of Gabors. Fig. 1 shows an example of each type of stimu-
lus (including tinting, which was independently varied as de-
scribed below). The creation of these synthetic stimuli ensured
that only the variable of interest was modiﬁed when comparing
different stimulus types; there were no correlations with spatial
frequency, contrast or contours which could confound our results.
The generated stimuli were not matched during rivalry. Each eye’s
stimulus had differently positioned Gabors.2.3. Binocular rivalry displays
Once the stimulus sets were created, a standard mirror stereo-
scope setup was used to measure dominance. Stimuli were dis-
played on an either a Dell 2407 WFP or a Dell U2410 LCD
monitor (both 1920  1200 pixels, 32-bit colour) running at
60 Hz driven by an ATI Radeon 2400 Pro graphics card1 controlled
by a Dell PC running Windows XP.2 The Psychophysics toolkit
(Brainard, 1997) with MATLAB3 was used to drive the display. Partic-
ipants viewed the display through a standard mirror stereoscope
600 mm from the display monitor. Participants performed the exper-
iment in a dark room. All participants had normal, or corrected to
normal vision.
Each experiment consisted of 20 trials of a non-random stimu-
lus rivalled with a random stimulus. One stimulus was tinted red
and the other blue for each trial (tinting was performed by using
only the corresponding pixel colour of the RGB display). Each stim-
ulus was used only once per participant. Participants reported
which colour they were experiencing by holding down one of
two mouse buttons. They were instructed to release both buttons
if they were unsure which colour was dominant. The trial was
counterbalanced across eye and tint condition. Each trial consisted
of a 40 s rivalry followed by a 20 s blank screen and then the next
trial. The 40 s trial length was chosen because it was long enough
to allow a number of rivalry switches but mitigated ‘‘bleaching’’
that occurred due to visual adaptation. Participants performed
blocks of 5 trials and then the experiment paused until participants
were ready to continue. This allowed participants to stretch and re-
duced fatigue and eye strain.
Since rivalry dominance is affected by perceived contrast, each
participant did calibration trials where two random stimuli were
rivalled and the contrast of the red stimulus was adjusted until
the stimuli were reported as dominating approximately equally.
This ensured that the perceived contrast of each tint was equiva-
lent for each participant.
Fusion was aided by surrounding the stimuli with a small ring
of white noise, identical in both eyes. Participants placed their
heads on a chin-rest during the experiment and before each exper-
A B
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Fig. 3. Creating natural edge ﬁelds. (A) Natural scene edge arrangements were created by randomly selecting a region of a picture from the van Hateren dataset (the image
brightness has been increased for ease of viewing). (B) The orientation of each pixel was then determined using multi-scale ﬁltering. (C) Gabor patches positions were chosen
at random and were overlaid and the orientation of the underlying pixel was assigned to the Gabor. These Gabor ﬁelds were then used as the natural edge arrangement
stimuli for the rivalry experiments. Note: In order to facilitate comprehension, the natural image and the Gabors have been contrast-enhanced in this ﬁgure. This
enhancement is for viewing clarity only and was not used in the experiments.
0.9
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Fig. 4. Binocular rivalry of Gabor ﬁelds. Box and whisker plot showing the fraction
of time for which the random stimuli were dominant. Box shows median (red bar)
and quartiles (blue bar) and the range (black bar). In this experiment each
participant was summarised as a single observation. For all conditions, the random
stimuli dominated ðp ¼ 0:01; p ¼ 0:003; p ¼ 0:04Þ. The mean dominance of ran-
dom stimuli was 0.56, 0.55, 0.53 for co-oriented, co-circular and natural stimuli
respectively. The ANOVA reported no signiﬁcant difference in random dominance
between the three experimental conditions ðp ¼ 0:007Þ. (For interpretation of the
references to colour in this ﬁgure legend, the reader is referred to the web version of
this article.)
Table 1
Number of participants per experiment. Each participant performed 20 binocular
rivalry trials. All results were used in the analysis. Some participants participated in
all 3 experiments.
Stimulus type n Naive n Total participants2.4. Statistical analysis
For each rivalry experiment we used a two-sided, one-sample
t-test to determine if the fraction of time random stimuli domi-
nated the rivalry was signiﬁcantly different from 0.5 (the amount
expected if the edge arrangements did not affect rivalry). For the
primary ﬁndings in this study, we treated each participant as a sin-
gle observation by calculating the median dominance of random
stimuli for each participant (n  1 degrees of freedom for n partic-
ipants). For the second part of the study, a partial reproduction of
Baker and Graf (2009), we treated each trial as an independent
sample (with 20n 1 degrees of freedom for n participants). To
determine if degree of dominance of random stimuli was signiﬁ-
cantly different between the different conditions a one-way ANO-
VA was performed with stimulus type as the condition.
Additionally, we ﬁtted a 2-way ANOVA to test whether eye and
tint colour affected our results. This was to measure the noise that
these confounding factors contributed to the results. It is important
to note that even if these factors are signiﬁcant, they cannot con-
tribute to a non-null result due to the counterbalancing in our
experimental design. We ﬁtted the ANOVA across all participant’s
results together. We reported both the p-value and the effect size
g2 (the effect size measures the amount of variance in the results
explained by a variable).
For all tests p < 0:05 was considered to indicate signiﬁcance. All
statistics were calculated using MATLAB built-in functions.Co-oriented 2 4
Co-circular 2 4
Natural 7 103. Results
Four types of stimuli were generated for testing in rivalry
(Fig. 1): co-oriented, with all edges oriented identically; co-circular,
with edges optimised to contain co-circularity at long distances
(Fig. 2); naturalistic, with edge arrangements following those of a
natural scene (Fig. 3); and random, with each edge orientation cho-
sen independently. All non-random stimuli were rivalled against
the random stimuli.
The random stimuli consistently dominated over all other stim-
ulus types (Fig. 4) by a small, but statistically signiﬁcant amount
(random stimuli dominated 0.56, 0.55, 0.53 fraction of the time
ðp ¼ 0:01; p ¼ 0:003; p ¼ 0:04Þ for co-oriented, co-circular and
natural stimuli respectively). Every test had a least 2 naive partici-
pants and at least 4 participants (Table 1). An ANOVA found no sig-
niﬁcant difference in the dominance between the three conditions.Although random edges consistently dominated, they did not do
so by a large amount. However, the random dominance was robust
across conditions. In addition to the pooled analysis, we also ana-
lysed each participant’s individual results separately, and we found
that in every experiment in which the participant had a statistically
signiﬁcant deviation from 50% dominance, randomly oriented
edges dominated (this was the case for 3, 4, and 3 participants in
the co-oriented, co-circular and natural experiments respectively).
Additionally, only 3 participants had amean dominance below 50%,
and this only occurred in the natural scene case, which had a larger
variability, possibly because the stimulus statistics cannot be as
well controlled in this case. The effect of edge arrangements on
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Fig. 5. Stimulus size does not signiﬁcantly affect dominance in binocular rivalry. To test if the size of the stimulus was likely to have played a role in our ﬁndings we repeated
one part of the Baker and Graf (2009) experiment on spatial noise using two different sizes of stimuli. (A) shows an example stimulus with a naturalistic power spectrum
(a = 1) contrasted with (B) which has a ﬂat power spectrum (a = 0) (stimuli are shown without tint). (C) The box and whisker plot shows the dominance of naturalistic spatial
noise over the white noise. In this experiment each observer trial was counted as an independent observation. For both the small ð46Þ and large stimuli ð10Þ, naturalistic
noise dominated the rivalry ðp < 0:006Þ with a dominance of 0.59 and 0.57 respectively. There was no signiﬁcant difference (p = 0.29) between the two stimulus sizes.
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spatial noise we found when we replicated Baker and Graf’s results
(see below, Fig. 5). The strength of dominance was lower for the
naturalistic stimuli compared with co-oriented and co-circular
stimuli (Fig. 4). Overall, these results demonstrate a robust domi-
nance of higher entropy edge arrangements.
We used ANOVA to measure the contribution of noise from con-
founding factors such as eye and tint. Our counterbalanced design
ensures that these factors cannot contribute to a non-null result,
but they may add noise to the results. A 2-way ANOVA was per-
formed, with the fraction of time participants indicated the ran-
dom stimulus was dominant as the result variable and stimulus
position and tint as treatment conditions. In the co-oriented exper-
iment the ANOVA showed a small dependence on tint
p ¼ 0:008; g2 ¼ 0:09, and in the natural stimuli experiment a small
dependence on position p ¼ 0:01; g2 ¼ 0:07. No other trials had a
statistically signiﬁcant dependence on either tint or stimulus posi-
tion. This indicates that the majority of the variance in the trials is
not due to eye position or tint colour, but in two experiments these
factors contributed a small amount of noise. These factors are not
an exhaustive list of noise sources.
In order to contain a large number of edges wemade our stimuli
relatively large ð10Þ. This meant that, as expected (Kang, 2009),
dominance was sometimes partial. Participants were instructed
to press a key when one colour dominated clearly so the partial
switching should not confuse the results. In all experiments, one
colour dominated approximately 80% of the time (Table 2), indicat-
ing that participants perceived clear dominance the majority of the
time. We examined whether stimulus size might play a role in our
results by repeating the Baker and Graf (2009) experiment on the
dominance of spatial noise with varying stimulus sizes. Using both
small ð4Þ stimuli similar to their original experiment and larger
stimuli ð10Þ, we found, in agreement with their results, that spa-
tial noise with naturalistic power spectrums dominated (Fig. 5).
There was some reduction in dominance of the larger stimuli but
it was not statistically signiﬁcant. This indicates that, although lar-Table 2
Fraction of dominance. The mean fraction of trial time
that participants pressed a mouse button, indicating
clear dominance, for each condition. In every condition,
the levels of clear dominance were similar.
Co-oriented 0.84
Co-circular 0.83
Natural 0.87
Spatial noise (small) 0.86
Spatial noise (large) 0.77ger stimuli may have longer switching transitions, this was not an
important factor in our results. Additionally, it demonstrates the
dominance of the random Gabor ﬁelds is comparable to the dom-
inance of naturalistic spatial noise.4. Discussion
Here we have found that subtle changes in the statistics of
Gabor-ﬁeld edges affects their dominance during binocular rivalry.
Although our rivalry tests showed only small shifts in binocular
dominance based on edge statistics, these small changes may indi-
cate important differences in the early visual processing of edges.
Binocular rivalry experiments are inherently noisy due to the sto-
chastic nature of binocular switching (Walker, 1975; Blake et al.,
1990; Lehky, 1995; Brascamp et al., 2006; Tong et al., 2006; Kim
et al., 2006; Krips and Furst, 2009) in addition to noise in the par-
ticipant’s reporting. This is exacerbated because the Gabor ﬁelds
are necessarily large (to incorporate a large number of edges),
whichmeans that binocular switching is often incomplete. Another
consideration is that the changes in edge statistics used in our
stimuli are relatively subtle and, in the case of the co-circular stim-
uli, only present over large distances. Therefore, despite the small
change in magnitude, the dominance of random edges may indi-
cate important differences in low-level salience.
The Gabor ﬁelds stimuli used in the experiments differ from
natural scenes in several aspects such as their power spectrum.
However, the only differences between stimulus types is the statis-
tics of their edge arrangements. Although it would be desirable to
use more naturalistic stimuli, this would make it difﬁcult to modify
just the edge statistics without affecting other confounding factors.
Although naturalistic scenes are more complex, it is likely that the
mechanisms exposed by these simpliﬁed stimuli continue to play
an important role.
The dominance of randomly oriented edges may indicate that
saliency for higher-level features, such as edges, is assigned to areas
of high entropy. This idea ﬁnds theoretical support in recentmodels
of predictive coding which posit that deviations from the expected
attract the most attention (Schultz & Dickinson, 2000; Hosoya,
Baccus, & Meister, 2005; Zhaoping, 2006; Schwartz, Hsu, & Dayan,
2007; Lesica et al., 2007), and recent work demonstrating that
surprise is a good predictor of saliency (Itti & Baldi, 2009) and a
Bayesian model of saliency that ﬁnds uncommon visual features
are good predictors of attention(Zhang, Tong, Marks, Shan, &
Cottrell, 2008). There is some evidence that primary visual cortex
lateral connectivity may contain anti-co-circular connections in-
volved in this process (Hunt, Bosking, & Goodhill, 2011).
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low-level salience. This approach has the advantage of correspond-
ingmore closely to natural viewing conditions but the disadvantage
of providing more scope for individual idiosyncrasies (Leonards &
Scott-Samuel, 2005; Lorigo et al., 2006), habitual search patterns,
task speciﬁc behaviours or external biases (Parkhurst et al., 2002;
Najemnik and Geisler, 2005; Williams et al., 1997; Bindemann,
2010). Additionally, high-level visual features may play a role (Cerf
et al., 2008; Johnson et al., 1991). Several groups have found that
observers tend to direct their gaze at regions of natural scenes with
less spatial correlation (higher entropy) (Reinagel and Zador, 1999;
Renninger, Verghese, & Coughlan, 2007; Itti and Baldi, 2009) and
eye-movements are preferentially in directions which maximise
the reduction in entropy (Bruce et al., 2006; Renninger, Verghese,
& Coughlan, 2007). Although these groups considered local spatial
correlations rather than edge arrangements, both of these ﬁndings
are consistent with the notion that entropy is key in assigning input
salience.
Baker and Graf (2009) found that stimuli with naturalistic spa-
tial amplitude spectrums dominated over other stimuli, including
the most entropic choice: white noise. However, these ﬁndings
do not conﬂict with our result that high entropy edge arrange-
ments dominate during rivalry. It is not surprising that naturalistic
amplitude spectrum may be treated differently from naturalistic
edge arrangements during rivalry. Edges arise from appropriate
combinations of differing spatial frequencies, in this sense edge
arrangements are higher-level statistics than the amplitude spec-
trum. The dominance of stimuli with naturalistic amplitude spec-
trum could be understood as a narrow prior on the input
amplitude spectrum, which causes input with non-naturalistic
spatial frequencies to be discounted. The different treatment of
naturalistic edge statistics may reﬂect a higher-variance prior be-
lief about edge statistics so that non-naturalistic edge arrange-
ments attract attention rather than being discounted. This
difference in processing is reasonable since the amplitude spec-
trum remains relatively near 1=f across most natural images (Field,
1987; Ruderman & Bialek, 1994; Dong & Atick, 1995) (although
there is still signiﬁcant variation (Langer, 2000)), while edge
arrangements in individual natural scenes are highly variable (Sig-
man et al., 2001; Hunt, 2011). Regarding possible mechanisms, if
the differences in binocular dominance are arising in V1, both lat-
eral connections and predictive feedback from other visual areas
provide scope to explain the dominance of stimuli with naturalistic
amplitudes and high entropy edge arrangements.
Alais and Blake (1999) and Alais et al. (2006) showed that Gabor
patches with Gestalt grouping cues (good continuation and com-
mon fate) tended to temporally correlate during rivalry. This
grouping effect did not alter the rivalry dominance of the stimuli
and does not explain the effects seen here. Any grouping effect of
our stimuli would aid full rivalry switching, but it does not explain
the dominance of random stimuli.
Motoyoshi and Kingdom (2010) recently examined the role of
co-circularity in texture discrimination. They created textures con-
taining pairs of edges, visually similar to our Gabor ﬁelds and asked
participants to distinguish between different textures. They found
that participants could distinguish textures containing co-circular-
ity from random textures relatively easily compared to other tex-
tures. This result is complementary to our ﬁnding that randomly
arranged edges dominate during rivalry. Motoyoshi and Kingdom
measured discriminatory ability to show that co-circularity is a
key statistic in texture discrimination. However, our results show
that the salience of edge arrangements is increased by removing
statistical regularities, thus increasing entropy. Both these ﬁndings
are compatible with the view that the brain is tuned to deal quickly
with co-circular structure, while devoting attention to less-predict-
able structure. In agreement with our ﬁndings, Bonneh and Sagi(1999), using short-duration binocular rivalry, showed that ran-
dom texture arrangements are more salient than co-linear
textures.
Binocular rivalry provides a straightforwardmethod for estimat-
ing low-level visual salience accurately. Here we have used the
dominance of edge arrangments to indicate their salience. An ave-
nue for future work that may elucidate the role lateral connections
play in edge salience would be to examine asymmetries in the
spread of rivalry switching, as has been done for other types of
stimuli (Knapen, van Ee, & Blake, 2007; Arnold, James, & Roseboom,
2009). Such asymmetries may indicate underlying asymmetries in
the neural circuitry. There is alsowide scope for furtherwork exam-
ining visual processing of other types of edge statistics using binoc-
ular rivalry. Such work may provide further insights into the role of
edge arrangements in early scene comprehension.References
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