Diametrically contractive mappings on a complete metric space are introduced by V. I. Istratescu. We extend and generalize this idea to multivalued mappings. An easy example shows that our fixed point theorem is more applicable than a former one obtained by H. K. Xu. A convergence theorem of Picard iteratives is also provided for multivalued mappings on hyperconvex spaces, thereby extending a Proinov's result.
Istratescu [4] introduced a proper subclass of the class of the contractive mappings, whose elements are called the diametrically contractive mappings. Xu [2] proved, in the framework of Banach spaces, the following theorem. The following problems raised in [2] had been answered in the negative way in [5] . Problem 1.3. Can we substitute "weakly compact" subset with "closed convex bounded" one in Theorem 1.2?
Problem 1.4. If T is diametrically contractive and x
* is the fixed point of T, do we have T n x → x * for all (or at least for some) x ∈ M?
In this paper, we weaken the condition in the definition of diametrically contractive mappings and obtain a corresponding fixed point theorem for nonself multivalued mappings. Moreover, we also apply a Proinov's fixed point theorem to a selection of a multivalued mapping with externally hyperconvex values and obtain its unique fixed point on a hyperconvex metric space.
Diametrically contractive mappings
In [4] , Istratescu introduced a new class of mappings strictly lying between contractions and contractive mappings. (Here δ(A) := sup{d(x, y) : x, y ∈ A} is the diameter of A ⊂ X.)
In the following, we consider a multivalued version of mappings in Theorem 1.2. We also can weaken the condition required in Definition 2.1.
Let Ᏺ(X) be the collection of nonempty closed subsets of X and let Fix T denote the set of fixed points of T. Recall that TA = a∈A Ta. Proof. The uniqueness of the fixed point is obvious. To prove the existence we consider the family ᐁ := {A ⊂ M : A is a nonempty weakly compact subset of M, TA ∩ M ⊂ A}. Clearly, ᐁ = ∅. Partially order ᐁ by saying that A 1 A 2 if A 1 ⊃ A 2 for A 1 ,A 2 ∈ ᐁ. Every chain Ꮿ in ᐁ has a finite intersection property, thus it has a nonempty intersection, that is, B :
and it is an upper bound of Ꮿ. Thus ᐁ has a maximal element, say A. Fix x ∈ A. As A ∈ ᐁ we see that 
Thus T has a fixed point by Theorem 2.2. Note that 4 is the unique fixed point of T. We observe that T does not satisfy the condition in Theorem 1. Suppose that M is a bounded subset of a metric space (X,d). Then: 
Proof of Theorem 2.7. We follow the proof of Theorem 2.6. Let y ∈ M be any point, and
for each n (see [7] ). If we can prove that 4) then the rest of the proof will follow the same lines as of Theorem 2.6. To achieve (2.4), we will apply the proof of Lemma 2.8. 
It follows from (2.3) that {α(M n )} is strictly decreasing, hence it converges to some ≥ 0. Suppose > 0. Since ϕ ∈ Φ 1 , we have for some δ > , ϕ(t) ≤ for all t ∈ ( ,δ). Choose n 0 so that < α(M n0 ) < δ. Thus ϕ(α(M n0 )) ≤ . But then (2.5) implies α(M n ) ≤ for all n > n 0 which contradicts to (2.3). Hence (2.4) follows. 
Picard iteratives for multivalued mappings on hyperconvex metric spaces
The class of all externally hyperconvex subsets of X will be denoted by Ᏹ(X). Let H be the Hausdorff metric. Let t be a single-valued selfmapping on a metric space (X,d). A fixed point of t is said to be contractive (cf. [9] ) if all Picard iteratives of t converge to this fixed point. A selfmapping t on a metric space (X,d) is said to be asymptotically regular (cf. [10] ) if limd(t n (x),t n+1 (x)) = 0 for each x in X. Extend the concept naturally to multivalued mappings with the Hausdorff metric taken into action. 
Replacing D by d, we present a multivalued version of Theorem 3.1 on a special setting, namely, on the class of hyperconvex metric spaces. Proof. The uniqueness of the fixed point is evident. We are going to find a selection t : X → X so that t(x) ∈ Tx for all x ∈ X and t satisfies the conditions in Theorem 3.1. Thus, there is a point ξ in Fix t satisfying t n (x) → ξ for all x ∈ X. To find a selection t, we apply Zorn's lemma to the family Ᏺ = {(A, t) : ∅ = A ⊂ X, t : A → A asymptotically regular, t(a) ∈ Ta for all a ∈ A, and t satisfies (i) and (ii) in Theorem 3.1}. Partially order Ᏺ by (A 1 ,t 1 ) (A 2 ,t 2 ) if A 1 ⊂ A 2 and t 2 | A1 = t 1 .
Suppose A = ∅ or (A,t) ∈ Ᏺ and x 0 ∈ X \ A. We will define a countable set {x 0 ,x 1 , x 2 ,...}, possibly finite, and an extension function t * of t over A ∪ {x 0 ,x 1 ,x 2 ,...} so that (A ∪ {x 0 ,x 1 ,x 2 ,...},t * ) ∈ Ᏺ. Let x 0 ,x 1 ,...,x n ∈ X \ A have been defined for some n ≥ 0 so that, for 1 ≤ k ≤ n, x k ∈ Tx k−1 , and when
, and r t(x) = ϕ(d(x,x n )) for each 1 ≤ k ≤ n, and for all x ∈ A. Thus, for 1 ≤ k ≤ n, x ∈ A, and for i < j in {1, ...,n − 1}, Finally, for x, y ∈ A, d(t(x),t(y)) ≤ ϕ(d(x, y) If x n+1 ∈ A, the process terminates. Otherwise, we obtain a subset {x 0 ,x 1 ,...,x n ,...} of X \ A satisfying the conditions (i) and (ii) in Theorem 3.1 where we extend t to t * by defining t * (x n ) = x n+1 for n ≥ 0. Thus (A ∪ {x 0 ,x 1 ,...},t * ) ∈ Ᏺ. In summary, the above argument shows that, if A = ∅, then ({x 0 ,x 1 ,...},t * ) ∈ Ᏺ, that is, Ᏺ = ∅. On the other hand if (A,t) is a maximal element in Ᏺ (by Zorn's lemma), we must have A = X, that is, (X,t) belongs to Ᏺ for some t. Apply Theorem 3.1, to conclude that there exists a fixed point ξ of t such that t n (x) → ξ for each x ∈ X. Consequently, T n x → {ξ} for each x ∈ X and Fix T = {ξ}.
