ABSTRACT. Erdős-Beck theorem states that n points in the plane with at most n − x points collinear define at least cxn lines for some positive constant c. In this paper, we will present two ways to extend this result to higher dimensions.
Theorem 1.6 also has some application in incidence geometry. In [3] , Elekes and Tóth gave a bound for the number of k-rich γ-saturated hyperplanes w.r.t. n points in R d , which in turns implies a bound for the number of k-rich α-degenerate hyperplanes where α-degenerate flats are defined as followed: An r-flat F in R d is α-degenerate for some 0 < α ≤ 1 if F ∩ S = ∅ and at most α|F ∩ S| points of F ∩ S lie in an (r − 1)-flat. Theorem 1.10. [Elekes-Tóth] Given a set S of n points in R d . There is some constant C(d, γ) > 0 such that for any k, the number of k-rich, γ-saturated hyperplanes w.r.t. S is at most C(d, γ)(
This, combined with Beck's theorem, implies there are positive constants β d−1 and C(d)
such that for anu set n points in R d , the number of k-rich β d−1 -degenerate hyperplanes is at
By corollary 1.9, the second part of this theorem holds for any β d−1 < 1/(d −1). Moreover, if we redefine α-degenerate as: Definition 1.11. For integers 0 < r ≤ d, given a point set S and an r-flat F in R d , we say F is α-degenerate for some 0 < α ≤ 1 if F ∩ S = ∅ and at most α|F ∩ S| points of F ∩ S lie in union of some flats whose sum of dimension is strictly less than r.
EXTENDING ERDŐS-BECK'S THEOREM TO HIGHER DIMENSIONS 4 then using theorem 1.6, we have Corollary 1.12. For any β ∈ (0, 1), there is some positive constant C(d, β) such that for any set n points in R d , the number of k-rich β-degenerate hyperplanes is at most
The structure of the paper is as followed: proofs of theorem 1.4, theorem 3.1 and theorem in RP 3 , given any line l and P , either l ⊂ P or l ∩ P at exactly a point. This does not hold in R 3 as l can be parallel to P . In this case we can say l ∩ P at the infinity point. In general, 
In this section we will prove theorem 1.4. The key idea is to pair each point outside P to a spanning hyperplane of P to form a spanning hyperplane of R d , then use lemma 2.2 and Cauchy-Schwartz inequality to take care of the over-counting.
Indeed, since P is c 1 -saturated and c 2 n-rich w.r.t. S, the number of spanning hyperplanes spanning hyperplanes of P passing through q.
In particular, for any given a set S of n points in the plane, the number of S-spanned lines passing through a fixed point q (not necessarily in S) is at most n.
Proof. In any spanning hyperplane H of P that passes through q, we can find d − 2 points of S ∩ H so that they together with q form d − 1 points in general position that spans H. Two hyperplanes are distinct only if we can find distinct sets of d − 2 points. Hence the number of hyperplanes is at most
Now consider the set of all hyperplanes spanned by a point in X and a spanning hyperplane
Here we abuse the notation H S (P ) to denote the set of all S-spanned hyperplanes of P . On the other hand, consider
For each choice of (q 1 , q 2 ), the line through them intersect P at some point q. For hyperplane P i in P that contain q 1 , q 2 , P i ∩ P at some hyperplane of P that contains q. By lemma 2.2, number of choices for such hyperplanes is at most
On the other hand, for each fixed P i , there are
choices for (q 1 , q 2 ). Using CauchySchwartz inequality:
and x ≤ n, in both cases, we would have L ≥ γxn d−1 for some constant γ depending on c 1 and c 2 . Finally it is clear
EXTENDING ERDŐS-BECK'S THEOREM TO HIGHER DIMENSIONS 6 3. THREE DIMENSIONAL CASE In this section we will prove theorem 3.1, a special case of our main theorem 1.6 when d = 3. We want to prove it separately because its proof is similar, yet much simpler than the general case. We hope that by understanding the proof in this simple case, readers can convince themselves that our strategy works for the general case as well. It is of course totally fine to skip this section and go straight to the next one where the general case's proof is presented. 
Remark 3.2.
A stronger result is proved in [6] using some point-plane incidence bound:
is the maximum number of points of S that belong to a plane or two lines.
Assume no plane or two skew lines contains more than βn points of S, we need to show
Here the notation β means we can put a constant that may depends on β right after ≥ to make the inequality correct. We will sometimes write when the dependence on β is implicit.
By Beck's theorem 1.5, if no plane contains more than β 3 n points, the space is saturated and we are done. So assume there is some plane P 1 that contains more than β 3 n points. If
plane contains more than βn points. If P 1 is not γ 2 -saturated, by theorem 1.5, some line, say l 1 , contains more than β 2 |P ∩ S| ≥ β 2 β 3 n points of S. Excluding this line, there remains at least (1 − β)n points. We can repeat our argument for those points to find another line l 2 that contains at least (1 − β)β 2 β 3 n points. If l 1 , l 2 belongs to a same plane, then that plane is saturated and contains a portion of points, so we can again apply theorem 1.4. Otherwise l 1 and l 2 are skew. Because of our assumption, excluding those two lines we still have at least
(1 − β)n points. Repeat the argument one more time, we can find another line l 3 that contains at least (1 − β)β 2 β 3 n points and is skew to l 1 and l 2 . We finish our proof by the following lemma:
EXTENDING ERDŐS-BECK'S THEOREM TO HIGHER DIMENSIONS 7 Lemma 3.3. Given 3 lines l 1 , l 2 , l 3 in R 3 , pairwise skew, and |l i ∩ S| ≥ c i n for i = 1, 2, 3.
Proof. Heuristically if we pick a point on each line, they will form ∼ n 3 planes, but those planes may not be distinct. To guarantee distinctness, we need to pick our points more carefully: for any p 1 ∈ l 1 , choose p 2 ∈ l 2 that does not belong to p 1 , l 3 , then choose p 3 ∈ l 3 which does not belong to p 1 , l 2 or l 1 , p 2 . Now p 1 , p 2 , p 3 spans some plane H such that
So the number of spanning planes is at least c 1 n(c 2 n − 1)(c 3 n − 2) n 3 (since we are not allowed to pick at most 1 point in l 2 and at most 2 points in l 3 ).
HIGHER DIMENSIONS
The main purpose of this section is to prove theorem1.6. But before we start, we will prove 
for each such H, there are at most n d−a i −1 spanning hyperplanes that contains F i . Summing
Therefore, the number of spanning hyperplanes do not exceed
The overall strategy to prove theorem 1.6 is similar to that of the 3 dimensional cases presented in the previous section.
Assume any collection of flats whose sum of dimensions less than d does not contain more than βn points of S, we will show that H S (R d ) n d . By Beck's theorem 1.5, if no hyperplane contains more than β d n points, the space is saturated and we are done. So assume there is some 
We are now ready to state the generalization of lemma 3.3.
Lemma 4.2. In R d , if there are a good collection of flats {F
We will show that this lemma finishes our proof of theorem 1.6.
Proof of theorem 1.6:
Recall from the beginning of this section: after applying Beck's theorem many times, we have a collection of rich saturated flats whose sum of dimensions is at least d. If this collection is not a good one, which means there is some I ⊂ [k] so that dim F I < i∈I dim F i . By lemma 4.2 apply for d = dim F I , F I is saturated; clearly F I is rich. So we can replace {F i } i∈I by their union, F I , to get a new collection of flats whose sum of dimensions decreases. If the sum of dimensions is strictly less than d, we repeat our argument using Beck's theorem to find a new rich saturated flat. If the sum of dimensions is at least d but the collection is still not good, again we can find a way to combine flats F I as above. This guarantees we will obtain a good collection of flats at some point. Using lemma 
Clearly each nice sequence generates a distinct spanning hyperplane. Indeed, assume {P 1 , . . . , P k } and {Q 1 , . . . , Q k } are two nice sequences that generate a same hyperplane H.
for all i, so two sequences are the same. It remains to show there are n d distinct nice sequences. As in lemma 3.3, we shall pick P i one at a time in a careful manner. We use the following notations: F I := {F i } i∈I ; P I = {P i } i∈I ; a I = i∈I a i and
[n] = {1, . . . , n}.
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For s = 1, . . . , k, assume we have picked P 1 , . . . , P s−1 . When s = 1 it means we have not picked any flat yet. We now choose a spanning hyperplane P s of F s such that:
Claim 1: There are at least µ s n as choices for such P s with some positive constant µ s .
Proof of claim 1:
We count how many spanning hyperplanes in F s that we cannot pick. For
Any hyperplane P in F 1 that does not contain Q I,J satisfies our condition because Q I,J , P s is strictly bigger than P s , hence must be F s . The number of S-spanned hyperplanes in F s that contains a fixed point is bounded by n as−1 , hence the number of excluded hyperplanes is d n as−1 . Since F s is γ as -saturated, H S (F s ) ≥ γ as n as , so for big enough n there remains a portion of n as choices for P s .
Claim 2: For any
In particular, the sequence {P i } i∈[k] is a nice one. If P I\s , F J ∩ F s = ∅, clearly P I\s , F J ∩ P s = ∅, thus dim P I , F J = dim P I\s , F J + dim P s +1 ≥ a I∪J\s +(a s −1)+1 = a I∪J by lemma 2.1. If on the other hand, P I\s , F J ∩F s = ∅, by our choice of P s , P I , F J = P I\s , F J∪s ≥ a I∪J as (4.4) holds up to s − 1.
Proof of claim 2:
As a consequence, we must have
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Finally we prove {P i } i is a nice sequence. Let H := P [k] , then H is a hyperplane as
If there is some i such that H ∩ F i = P i , then F i ⊂ H, and
Case 2:
The sum of dimensions of good flats is strictly bigger than d. We will start with a simple example to inspire the general solution.
Example:
, each of dimensions three, pairwise non-intersecting and
Heuristically, we can no longer take a spanning hyperplane in each flat because if we pick 3 generic points of S in each flat to form a plane, those 9 points may span the whole space. Instead, we should take 3 points in S ∩ F 1 , 3 points in S ∩ F 2 and only 2 points in S ∩ F 3 . As in Case 1, we can find many S-spanned planes P 1 ⊂ F 1 and P 2 ⊂ F 2 such that P 1 , P 2 , F 3 = R 8 and dim P 1 , P 2 = 5. By lemma 2.1, P 1 , P 2 ∩ F 3 at some point Q, not necessarily a point of S. Let
If there is a plane P 3 in F 3 that contains Q and an S-spanned line l but does not contain Q 1 , Q 2 , then we can check that H := P 1 , P 2 , P 3 is a spanned hyperplane of R 8 and H ∩F i = P i for i = 1, 2, 3. Indeed, dim H = dim P 1 , P 2 + dim P 3 = 5 + 2 = 7; H is S-spanned because we can find 3 points in S ∩ P 1 , 3 points in S ∩ P 2 and 2 points in S ∩ l to form 8 points of S ∩ H in general position. To prove H ∩ F i = P i , we prove H does not contain F i .
It remains to count how many choices there are for P 3 . In F 3 which we shall treat as the space R 3 , consider the projection map π :
Excluding π(Q 1 ), π(Q 2 ), those statement remain unchanged. The span of Q with any of those π(S ∩ F 3 )-spanned lines form a plane P 3 that satisfies our condition. There are ∼ n 2 choices for P 3 , combine with ∼ n 3 choices for each P 1 , P 2 we have ∼ n 8 spanning hyperplanes.
Back to our general case:
is a good collection of flats and 
Now we pick a hyperplane P k of F k not necessarily S-spanned to form a nice sequence
As in the example, any P k that contains Q and an S-spanned (a k − x − 1)-flat in F k but does not contain Q i for i = 1, . . . , k − 1 will satisfy our condition. The proof is quite simple and completely similar to that in the example, hence we will omit it here.
In F k which is equivalent to R a k , consider a map π which is a projection from Q to some generic (a k − x)-dim flat F such that most points of S ∩ F k remain distinct. By dimension counting, each Q i is projected to a point q i in F . Excluding those k − 1 points, there remains a portion of n points in F . As F k is S-saturated, we must have F is π(S)-saturated. In other words, there are n a k −x flats of dimension (a k − x − 1) that are spanned by π(S). The span of Q with each of these flats will generate a hyperplane P k satisfy our conditions. Hence we
This concludes our proof of lemma 4.2.
EXTENSION AND FUTURE WORK
In this paper we have generalized the Erdős-Beck theorem to higher dimensions as stated in theorems 1.4 and 1.6. It implies a stronger version of Beck's theorem (corollary 1.9) and has some application in incidence geometry. Here are some final thoughts:
(1) What happens in other fields? Proof of Beck's theorem uses (a weaker version of)
Szemerédi-Trotter theorem. Since Szemerédi-Trotter theorem still holds in complex fields as proved in [9] and [8] , we can easily extend Beck's theorem to C d and all the results in this paper can be extended as well. Much less is known in finite fields. One partial result is in [4] . We wonder whether this partial result can be extended in any way using the techniques in this paper. points, some hyperplane will contain two lines, and thus 2n/3 points. We conjecture that the best bound for β 4 is β 4 < 1/2 by choosing a line and a plane in general position, each contains n/2 points. In general, we suspect we can find best bound for β d by carefully analysing all possibilities of flats whose sum of dimensions is less than d.
(3) Matroidal version: we can think of the plane as a simple matroid, a line is a 2 − f lat, a maximal set of rank 2. In a simple matroid, most essential properties of points and lines still holds: two lines intersects at at most 1 point, 2 distinct points define at most a line. However, Beck's theorem may not hold in finite fields, we suspect it may not hold in matroids either.
(4) In paper [1] , Apfelbaum and Sharir used results about incidences between points and degenerate hyperplanes in [3] to show that if the number of incidences between n points and m arbitrary hyperplanes is big enough, the incidence graph must contain a large complete bipartite subgraph. We wonder if our new version of this result, corollary 1.12, would yield any better result.
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