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At some point, everything’s gonna go south on you...
everything’s going to go south and you’re going to say, this is it.
This is how I end.
Now you can either accept that, or you can get to work.
That’s all it is.
You just begin. You do the math. You solve one problem...
and you solve the next one...
and then the next.
And if you solve enough problems, you get to come home.
- Mark Watney, ”The Martian” by Andy Weir

Abstract
Strong electronic correlations are at the heart of many interesting phenomena. For the
theoretical description of these materials, a proper treatment of the local atomic physics is
required. We propose a novel approach combining functionals of the electron density and
functionals of the one-particle reduced density matrix to improve this description. The
proposed method has a solid foundation in reduced density-matrix functional theory and
no double-counting problem arises. It employs a decomposition of the electron-electron
interaction in real space. The interaction close to the correlated orbitals, for example,
the partially filled 3d-orbitals of transition-metal ions, is described with a density-matrix
functional and otherwise with a local or semi-local density functional.
We propose to evaluate the density-matrix functional from Levy’s constrained search
problem, i.e., via a constrained minimization over an ensemble of many-particle wave
functions. In contrast to approximate parametrized density-matrix functionals, this eval-
uation allows us to systematically improve the functional towards the exact result. In
situations where the one-particle basis is too large to evaluate the density-matrix func-
tional from Levy’s constrained minimization problem, we apply a series of approxima-
tions that each can be converged to the exact result: the first approximation step is the
local approximation of the density-matrix functional proposed by Blöchl, Walther and
Pruschke. For the density-matrix functionals within the local interactions, we propose
the adaptive cluster approximation (ACA) that systematically truncates non-interacting
one-particle states and drastically reduces the computational effort. The resulting density-
matrix functional for a local interaction and a small number of non-interacting one-particle
states is then evaluated with the constrained minimization problem. We explore differ-
ent parametrizations of many-particle wave functions in this constrained minimization
problem. A parametrization based on a configuration-interaction-like ansatz is shown
to converge rapidly if suitable selection criterion for the Slater determinants is chosen.
An impurity-bath-separation ansatz is shown to be suitable for single-impurity Anderson
models. It is shown that the constrained minimization can be solved for matrix product
states with a DMRG-like iterative minimization. Furthermore, we show that Gutzwiller-
Jastrow-correlated wave functions can be used with a quantum Monte Carlo procedure as
many-particle wave functions. Finally, we formulate an algorithm for the evaluation of the
density-matrix functional on near-term quantum computers. Results from the execution
of the algorithm on an existing quantum computer with transmon qubits are presented.
The proposed approach combining density functionals and density-matrix functionals
is implemented in the CP-PAW code based on the projector augmented-wave formalism.
We present results for the dissociation curve of the hydrogen molecule as the prototypical
case of strong static correlation and show that static correlation is well described with
the new approach. We show results for the nonmagnetic state of the transition-metal
oxide NiO that is described qualitatively wrong with the DFT+U method. The proposed
method properly describes the nonmagnetic state of NiO as an insulator and predicts a
qualitatively correct spectral function.

Acknowledgments
First of all, I would like to thank Peter E. Blöchl for his support, patience and the
opportunity to pursue my Ph.D. research in his group. I will always fondly remember
our fruitful and sometimes controversial discussions and his excellent advice. I would
also like to thank Thomas Pruschke who co-supervised me during the first years of my
Ph.D. project and was the reason for me to go in the direction of solid-state theory.
In 2009, Thomas gave the lecture ”Introduction to solid state theory” that motivated
me to do my bachelor project in his group. Interestingly, this bachelor project put me
in contact with Peter E. Blöchl and density-functional theory which resulted in a very
fruitful collaboration during my Bachelor project, my Master thesis and, finally, my Ph.D.
project. For facilitating this connection, Thomas will have my everlasting thanks. After
Thomas passed away in 2016, Salvatore R. Manmana took over the co-supervision of my
project, and I am very thankful for that.
Moreover, I would like to thank Thomas Köhler for our discussions about DMRG
and matrix product states, for answering my beginner’s questions in this field and for
motivation to try matrix product states for the density-matrix functional. I want to thank
Andreas Savin for our lengthy and inspiring discussion during the International Workshop
on ”New challenges in Reduced Density Matrix Functional Theory: Symmetries, time-
evolution and entanglement” in Lausanne 2017. On the other hand, I also would like
to thank Benedikt Fauseweh for our discussion on quantum Monte Carlo methods for
Gutzwiller- and Jastrow-correlated wave functions. I want to thank Peter E. Blöchl and
Axel Ehrich for the opportunity to further my experience in high-performance computing,
hardware acquisition, computing-cluster maintenance and setup, code optimization as well
as software engineering.
Furthermore, I would like to thank the German Research Foundation for their financial
support through the research group FOR1346. I have always enjoyed the internal meetings
of the research group and especially the autumn schools in Jülich.
Finally, I thank my family for my education and their support during my school time
and physics studies.
Robert Schade, December 2018

List of publications
Parts of this thesis have been published in peer-reviewed journals. The corresponding
references are:
1. Ebad Kamil, Robert Schade, Thomas Pruschke, and Peter E. Blöchl. Reduced
density-matrix functionals applied to the hubbard dimer. Phys. Rev. B, 93: 085141,
Feb 2016. doi: 10.1103/PhysRevB.93.085141. URL https://link.aps.org/doi/
10.1103/PhysRevB.93.085141.
2. Robert Schade, Ebad Kamil, and Peter Blöchl. Reduced density-matrix functionals
from many-particle theory. The European Physical Journal Special Topics, 226 (11):
2677–2692, Jul 2017. ISSN 1951-6401. doi: 10.1140/epjst/e2017-70046-0. URL
https://doi.org/10.1140/epjst/e2017-70046-0.
3. Robert Schade and Peter E. Blöchl. Adaptive cluster approximation for re-
duced density-matrix functional theory. Phys. Rev. B, 97: 245131, Jun 2018.





2. The quantum many-particle problem 5
2.1. One-particle basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2. Non-interacting many-particle states . . . . . . . . . . . . . . . . . . . . . 5
2.3. Interacting many-particle states and ensembles . . . . . . . . . . . . . . . . 7
2.4. Thermodynamic quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.5. Ground-state energy and fundamental gap . . . . . . . . . . . . . . . . . . 11
2.6. Non-relativistic Hamiltonian of a solid . . . . . . . . . . . . . . . . . . . . 12
2.7. Born-Oppenheimer approximation . . . . . . . . . . . . . . . . . . . . . . . 14
2.8. Beyond the non-relativistic Hamiltonian . . . . . . . . . . . . . . . . . . . 16
2.8.1. Dirac equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.8.2. Relativistic two-particle interactions . . . . . . . . . . . . . . . . . . 18
2.9. Reduced density matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.9.1. Basic definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.9.2. Natural orbitals and occupations . . . . . . . . . . . . . . . . . . . 23
2.9.3. The N-representability problem . . . . . . . . . . . . . . . . . . . . 24
2.10. Metals and insulators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.10.1. Distinction between metals and insulators . . . . . . . . . . . . . . 26
2.10.2. Classes of insulators . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3. Models for many-particle systems 31
3.1. Hubbard model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2. Single-impurity Anderson models . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.1. Characteristic parameter regimes . . . . . . . . . . . . . . . . . . . 33
3.2.2. One-particle reduced density matrix of the bath . . . . . . . . . . . 36
4. Density functional theory 41
4.1. Hohenberg-Kohn theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2. Levy’s constrained search functional . . . . . . . . . . . . . . . . . . . . . . 42
4.3. Lieb’s convex-conjugate functional . . . . . . . . . . . . . . . . . . . . . . . 43
4.4. The exchange-correlation functional . . . . . . . . . . . . . . . . . . . . . . 44
4.4.1. From the density functional to the exchange-correlation functional . 44
4.4.2. Kinetic contribution to the exchange-correlation functional . . . . . 47
4.5. Kohn-Sham system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.6. Minimization of the total energy . . . . . . . . . . . . . . . . . . . . . . . . 49
4.7. Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.7.1. Spin-polarized systems . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.7.2. Finite temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.8. Approximate local functionals . . . . . . . . . . . . . . . . . . . . . . . . . 53
xi
Contents
4.9. The symmetry-breaking dilemma . . . . . . . . . . . . . . . . . . . . . . . 54
4.9.1. The hydrogen molecule and static correlation . . . . . . . . . . . . 54
4.9.2. The Hubbard dimer as a minimal model . . . . . . . . . . . . . . . 55
4.9.3. Broken-symmetry HF-Slater determinants . . . . . . . . . . . . . . 56
4.9.4. Interpretation of the symmetry-breaking dilemma . . . . . . . . . . 59
5. Reduced density-matrix functional theory 63
5.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2. Basic formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.3. Properties of the RDMF . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4. Parametrized approximations of the density-matrix functional . . . . . . . 68
5.5. Local approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.6. Gap and spectral function . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.6.1. Local spectral function . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.6.2. Kohn-Sham-like spectral function . . . . . . . . . . . . . . . . . . . 71
6. DF+RDMF approaches 73
6.1. Hybrid functionals, DFT+U and DFT+DMFT . . . . . . . . . . . . . . . 73
6.2. General DF+RDMF approach . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.3. Orbital-based DF+RDMF approach . . . . . . . . . . . . . . . . . . . . . . 77
6.3.1. Foundation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.3.2. Local approximation . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.3.3. Limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.3.4. Example results for H2 . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.4. Real-space-decomposition DF+RDMFT . . . . . . . . . . . . . . . . . . . 83
6.4.1. Foundation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.4.2. Local approximation . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.4.3. Limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.4.4. Availability of the hole function . . . . . . . . . . . . . . . . . . . . 86
6.4.5. Practical considerations for the choice of f(r) . . . . . . . . . . . . 90
6.5. Screening and effective Coulomb interactions . . . . . . . . . . . . . . . . . 92
6.5.1. Different aspects of screening . . . . . . . . . . . . . . . . . . . . . 92
6.5.2. Effective Coulomb interactions in the DF+RDMF approach . . . . 93
7. Projector augmented-wave formalism 97
7.1. Transformation theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.2. Energy minimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.3. One-particle reduced density matrix . . . . . . . . . . . . . . . . . . . . . . 101
7.3.1. New one-particle basis . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.3.2. Projection construction . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.3.3. Local one-particle reduced density matrix . . . . . . . . . . . . . . 107
7.3.4. N-representability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
8. Adaptive cluster approximation 109
8.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
8.2. Basic idea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
8.3. Related approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
xii
Contents
8.4. Exact limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.5. Correction using parametrized functionals . . . . . . . . . . . . . . . . . . 114
8.6. Application to Anderson models . . . . . . . . . . . . . . . . . . . . . . . . 114
8.7. Application to Hubbard models . . . . . . . . . . . . . . . . . . . . . . . . 119
8.8. Adaptive-cluster transformation for reduction of entanglement . . . . . . . 123
8.8.1. Matrix product states and correlation functions . . . . . . . . . . . 123
8.8.2. Enhancing the spatial decay of correlation functions . . . . . . . . . 128
8.8.3. Operations with matrix product states . . . . . . . . . . . . . . . . 130
8.8.4. Minimization over matrix product states . . . . . . . . . . . . . . . 132
8.8.5. ACA-transformation for ground-state calculations . . . . . . . . . . 136
8.8.6. ACA-transformation for time-evolutions . . . . . . . . . . . . . . . 138
9. Wave-function based approach for the RDMF 145
9.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
9.2. Simplifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
9.3. Solution of the minimization problem . . . . . . . . . . . . . . . . . . . . . 149
9.3.1. Lagrange function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
9.3.2. Conceptual challenges . . . . . . . . . . . . . . . . . . . . . . . . . 150
9.3.3. Powell-Hestenes augmented Lagrangian . . . . . . . . . . . . . . . . 152
9.4. Configuration-interaction ansatz . . . . . . . . . . . . . . . . . . . . . . . . 154
9.4.1. Ansatz for the many-particle wave function . . . . . . . . . . . . . . 154
9.4.2. Numerical challenges . . . . . . . . . . . . . . . . . . . . . . . . . . 155
9.4.3. Selection of one-particle basis and Slater determinants . . . . . . . 157
9.5. Impurity-bath separation ansatz . . . . . . . . . . . . . . . . . . . . . . . . 162
9.5.1. Wave-function ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . 162
9.5.2. Example results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
9.5.3. Conclusion and outlook . . . . . . . . . . . . . . . . . . . . . . . . . 167
9.6. Matrix product states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
9.6.1. Constrained optimization over MPS . . . . . . . . . . . . . . . . . . 170
9.6.2. Example results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
9.7. Gutzwiller-and Jastrow-correlated wave functions . . . . . . . . . . . . . . 175
9.7.1. Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
9.7.2. General considerations . . . . . . . . . . . . . . . . . . . . . . . . . 175
9.7.3. Variational wave function . . . . . . . . . . . . . . . . . . . . . . . 176
9.7.4. Monte-Carlo sampling of expectation values . . . . . . . . . . . . . 180
9.7.5. Simultaneous perturbation stochastic approximation . . . . . . . . 184
9.7.6. Reweighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
9.7.7. Example results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
9.7.8. Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
9.8. Density-matrix functional on quantum computers . . . . . . . . . . . . . . 194
9.8.1. Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
9.8.2. Quantum Turing machines and quantum circuit models . . . . . . . 194
9.8.3. Physical realization of quantum computers: transmon qubit . . . . 201
9.8.4. Representing fermionic wave functions on quantum computers . . . 209
9.8.5. Measurement of observables . . . . . . . . . . . . . . . . . . . . . . 210
9.8.6. Ab-initio quantum chemistry on quantum computers . . . . . . . . 212
9.8.7. RDMF from a VQE-like algorithm . . . . . . . . . . . . . . . . . . 217
xiii
Contents
9.9. Comparison of approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
10.N-representability based approach to the RDMF 225
10.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
10.2. One-index N-representability conditions . . . . . . . . . . . . . . . . . . . . 226
10.3. Two-index N-representability conditions . . . . . . . . . . . . . . . . . . . . 226
10.4. Three-index N-representability conditions . . . . . . . . . . . . . . . . . . . 228
10.5. Numerical scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
10.6. Boundary-point semidefinite programming algorithm for energy minimization229
10.7. Boundary-point semidefinite programming algorithm for the density-
matrix functional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
10.7.1. Explicit restriction of the two-particle reduced density matrix . . . 231
10.7.2. Enforcing of constraints with the augmented Lagrangian . . . . . . 233
10.8. Example results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
11.Application of the DF+RDMF scheme to real systems 239
11.1. General implementation details . . . . . . . . . . . . . . . . . . . . . . . . 239
11.2. Hydrogen molecule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
11.3. NiO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
11.3.1. Properties of NiO . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
11.3.2. DFT ground state . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
11.3.3. Local one-particle states and decomposition function f(r) . . . . . . 250
11.3.4. Evaluation of the density-matrix functional . . . . . . . . . . . . . . 256
11.3.5. Results for nickel-only cluster (NN = 0) . . . . . . . . . . . . . . . 261
11.3.6. Results for nickel-and-oxygen cluster (NN = 1) . . . . . . . . . . . 266
12.Summary and conclusion 277
A. Supplemental information for quantum computer calculations 281
A.1. Hardware-efficient trial state . . . . . . . . . . . . . . . . . . . . . . . . . . 281
A.2. Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282
B. Proofs related to the density-matrix functional 287
B.1. Separation property . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
B.2. Proof of existence of banded form . . . . . . . . . . . . . . . . . . . . . . . 289
B.2.1. One transformation step . . . . . . . . . . . . . . . . . . . . . . . . 290
B.2.2. Iterated transformation . . . . . . . . . . . . . . . . . . . . . . . . . 292
B.3. Proof of relation of eigenvalue spectrum and block-diagonality . . . . . . . 293
C. Construction of an initial CI-state for the density-matrix functional 295
D. References 297
E. Curriculum vitae 333
xiv
1. Introduction
Density-functional theory (DFT, [Hohenberg and Kohn, 1964; Kohn and Sham, 1965;
Levy, 1979; Lieb, 1983a; Kohn, 1999]) with approximate exchange-correlation functionals
has become the standard method for the ab-initio description of molecules, solids and
surfaces in solid-state theory, material science and quantum chemistry [Jones, 2015]. The
main reason for this success is a favorable computational scaling with the number of atoms
and a good description of the ground-state properties of many materials. However, even
though density-functional theory is in principle an exact theory, approximations have to
be introduced in practice for the exchange-correlation functional. The reason for the as-
tonishingly good performance of the widespread local or semi-local approximations of the
exchange-correlation functional like LDA- and GGA-functionals is the good description
of the spherical average of the exchange-correlation hole [Perdew and Zunger, 1981; Jones
and Gunnarsson, 1989].
Density-functional theory with local or semi-local functionals is challenged by the de-
scription of static (non-dynamical) electronic correlation, i.e., in situations with degen-
erate or near-degenerate states. The simplest case of strong static correlation is the
dissociation limit of the hydrogen molecule. In the physically correct non-spin-polarized
description the total energy is greatly overestimated. In contrast, if the spin-symmetry
is broken and a magnetic extension of a local density functional is used, the total energy
agrees very well with the exact ground state energy in the dissociation limit. This sit-
uation is known as the symmetry-breaking dilemma. Perdew, Savin and Burke [Perdew
et al., 1995] have proposed a reinterpretation of spin-polarized density functional theory
where instead of the magnetization density the on-top two-electron density (on-top pair
density) is predicted. This reinterpretation circumvents the symmetry-breaking dilemma.
However, we consider the necessity to break the spin symmetry in order to obtain predic-
tions in agreement with experimental results in situations with strong static correlation
as a shortcoming of the approximations of the approximate local of semi-local exchange-
correlation functionals. Investigations by Hollet and Gill [Hollett and Gill, 2011] have
shown that, for example, for Be-like ions, there are contributions to the correlation en-
ergy from static correlation that cannot be recovered by a broken-symmetry solution.
Other shortcomings than the static correlation error, like the delocalization error [Cohen
et al., 2012], are not cured by breaking the spin-symmetry and reinterpreting the results
with the ideas of Perdew et al.
Thus, approaches are required to improve the description of strong electronic correla-
tions. DFT+U methods [Anisimov et al., 1991, 1993; Solovyev et al., 1994; Liechtenstein
et al., 1995; Anisimov et al., 1997b; Dudarev et al., 1998; Cococcioni, 2012] or hybrid
functionals [Perdew et al., 1996c; Adamo and Barone, 1999] try to improve upon the
DFT results by correcting the exchange-correlation functional with a Hartree-Fock-like
energy contribution. Although this correction leads to an improvement of the results in
many cases, it does not cure the symmetry-breaking dilemma. For example, the band gap
of the transition-metal oxide NiO in the antiferromagnetic ground state can be described
1
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in good agreement with experimental results with DFT+U or local hybrid functionals.
The nonmagnetic state of NiO is predicted as a metal by DFT+U or hybrid functionals.
The DFT+DMFT method [Anisimov et al., 1997a; Lichtenstein and Katsnelson, 1998;
Held, 2007; Vollhardt, 2011], that combines density-functional theory with dynamical
mean-field theory (DMFT, [Georges and Kotliar, 1992; Anisimov et al., 1997a; Licht-
enstein and Katsnelson, 1998; Kotliar et al., 2006]), improves on the DFT+U method
by treating a frequency-dependent self-energy instead of an frequency-independent self-
energy as in DFT+U. The local atomic physics of the strongly correlated orbitals, for
example, the partially filled 3d-states of transition metal ions, are treated with dynamical
mean-field theory and the remaining states with the density functional. This combination
of DFT and DMFT results in a physically correct description of the insulating behavior
of NiO without antiferromagnetic order [Ren et al., 2006]. DFT+DMFT is suffering from
the double-counting problem because dynamical mean-field theory is formulated with a
diagrammatic expansion whereas the existing local or semi-local density functional can-
not be written in this way. Hence, it is not clear how to remove the contribution of the
interaction from the exchange-correlation functional that is captured by DMFT.
Static correlation is more easily described in terms of the one-particle reduced density
matrix than with the electron density. The orbital occupations available in the one-particle
reduced density matrix are more natural for the description of electronic correlations than
the density. Reduced density-matrix functional theory (RDMFT, [Gilbert, 1975b; Levy,
1979; Valone, 1980; Lieb, 1983b]) is a relative of density-functional theory and uses the
one-particle reduced density matrix as the basic variable. Even though RDMFT has been
first proposed shortly after the development of DFT, it has only recently emerged as a
viable option to describe strong electronic calculations.
The basic definitions of the quantum many-particle problem, reduced density matrices
and the N-representability problem are given in chapter 2. Chapter 3 covers the discus-
sion of the Hubbard model [Pariser and Parr, 1953a,b; Pople, 1953; Gutzwiller, 1963b;
Hubbard, 1963; Kanamori, 1963] and single-impurity Anderson models [Anderson, 1961],
that are used as benchmark systems within this thesis. The ideas of density-functional
theory and the static-correlation problem are discussed in chapter 4. The foundations of
reduced density-matrix functional theory are introduced in chapter 5.
Hybrid approaches combining DFT and RDMFT have been proposed by Pernal [Pernal,
2010], Rohr et al. [Rohr et al., 2010] as well as Blöchl, Walther and Pruschke [Blöchl
et al., 2011]. While the former two methods proposed to use approximate parametrized
functionals, Blöchl et al. proposed to evaluate the density-matrix functional from Levy’s
definition as a constrained minimization problem [Levy, 1979].
In this thesis, we follow the approach of Blöchl et al. and propose a novel method
combining density functionals and reduced density-matrix functionals. We will propose a
method that avoids the double-counting problem and is tailored towards the description
of the local atomic physics in strongly correlated solids with a real-space decomposition of
the electron-electron interaction. This endeavor results in three important challenges that
have to be solved: the main challenge is the formulation of a hybrid method that combines
density-functionals and reduced density-matrix functional theory. We tackle this challenge
in chapter 6. The requirements are a consistent definition so that electron-electron inter-
action is not counted twice, the ability to treat local and non-local interactions and well-
defined limits. Blöchl, Walther and Pruschke have proposed such a combination [Blöchl
et al., 2011]. However, due to their orbital-based definition of the local interaction, there
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arises an issue in the double counting of the electron interaction. We discuss this theory
in section 6.3. We propose an improved combination in section 6.4. The main difference is
the definition of the local interaction in real space instead of orbital space, which allows us
to evaluate the double counting of the electron interaction numerically exact in practice.
The second challenge is the definition of the local one-particle reduced density ma-
trix. For advanced density-matrix functionals, the one-particle reduced density-matrix
is required to be ensemble N-representable, that is, there has to exist an ensemble of
normalized many-particle wave functions that generates this one-particle reduced density
matrix. This condition is not required for local hybrid functionals or DFT+U-like ap-
proaches because the contribution of exact exchange or the DFT+U-expression of the total
energy can be evaluated for one-particle reduced density matrices that are not ensemble
N-representable. Thus, no attention has been paid to the aspect of N-representability,
and existing constructions of the local one-particle reduced density matrix can violate
the N-representability condition in practical calculations. In chapter 7 we first discuss
the projector augmented-wave method (PAW, [Blöchl, 1994]) and then introduce a new
construction of the local one-particle reduced density matrix that is guaranteed to yield
an ensemble N-representable local one-particle reduced density matrix.
After the local one-particle reduced density matrix has been obtained, we are faced
with the third and most significant challenge: the density-matrix functional has to be
evaluated for this one-particle reduced density matrix. We conclude from the pathologies
that we found in a common class of approximate parametrized functionals [Kamil, Schade,
Pruschke, and Blöchl, 2016], that instead of parametrized approximate functionals one
should start from the exact definition of the density-matrix functional and introduce
systematically improvable approximations.
The evaluation of the exact density-matrix functional has a computational complex-
ity that scales exponentially with system size. The combination of approximate density
functionals with local density-matrix functionals allows us to restrict the evaluation of
the density-matrix functional to a rather small one-particle basis. However, for example
for NiO, the local approximation of the interaction gives only a small number of interact-
ing one-particle states, but the one-particle reduced density matrix for a solid contains
in principle an infinite number of one-particle states. By proposing the adaptive cluster
approximation [Schade and Blöchl, 2018] in chapter 8, we show that in this situation
the density-matrix functional can be well approximated with 24 or 36 spin-orbitals. We
also show how the transformation of the one-particle basis constructed within the adap-
tive cluster approximation can be used to drastically reduce the computational cost of
ground-state calculations and time evolutions of quantum dots or single-impurity Ander-
son models in the framework of matrix product states (MPS, [White, 1992, 1993; Östlund
and Rommer, 1995; Schollwöck, 2005; Schollwöck, 2011]).
The adaptive cluster approximation (ACA) allows us to systematically approximate
the density-matrix functional by a density-matrix functional for a smaller one-particle
basis. The resulting density-matrix functional then has to be evaluated somehow. We
propose to employ parametrizations of the many-particle wave function that have already
been used with great success in solid-state theory or quantum chemistry. We have solved
the challenge of the arising equality constrained minimization problem, that defines the
density-matrix functional, with the Powell-Hestenes augmented Lagrangian [Powell, 1969;
Hestenes, 1969]. In contrast to previous proposals for the solution of the constrained
minimization problem, that required a numerically exact enforcing of the constraints in
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every iteration step, the framework of the augmented Lagrangian allows us to employ
parametrizations of many-particle wave functions for which no practical scheme is known
to construct an initial guess that fulfills all constraints.
In chapter 9 we propose, implement and evaluate approaches to evaluate the density-
matrix functional with
1. a configuration-interaction-like approach with an iterative construction of the space
of Slater determinants,
2. an impurity-bath separation ansatz,
3. matrix product states in a DMRG-like iterative solution [White, 1992, 1993; Östlund
and Rommer, 1995; Schollwöck, 2005; Schollwöck, 2011],
4. Gutzwiller- and Jastrow-correlated many-particle wave functions [Jastrow, 1955;
Clark and Feenberg, 1959; Gutzwiller, 1963a, 1965; Bünemann et al., 1998] within
a Monte Carlo-based scheme,
5. and hardware-efficient trial states [Kandala et al., 2017] on existing and near-term
gate-based quantum computers
as ansatzes for the many-particle wave functions. In chapter 10 we additionally show
how the two-particle reduced density matrix instead of the many-particle wave function
can be used for the evaluation of the density-matrix functional together with a subset
of the N-representability constraints of the two-particle reduced density matrix. This
approach is complementary to the wave-function based approaches because in contrast
to the wave-function based approaches the two-particle reduced density matrix is not
implicitly restricted but explicitly restricted by the N-representability conditions.
Finally, in chapter 11 we combine our solutions to the three challenges of DFT+RDMFT
and apply the new approach to the hydrogen molecule as the simplest example of strong
static correlation and the nonmagnetic ground state of the transition metal oxide NiO as
a solid with strong local correlation. We discuss computational details and analyze the
ground states of these systems within the proposed DF+RDMF approach.
4
2. The quantum many-particle problem
2.1. One-particle basis
To set the stage for the quantum-mechanical many-particle problem, we start by introduc-
ing several quantities. We start from single-particle quantum mechanics. The dynamics of
a single spin-less particle with massm in a potential V is described by the time-dependent






~∇ 2 + V (~r , t)
)
|ψ(t)〉. (2.1)
Here ~ denotes the reduced Planck constant1 and the one-particle wave function ψ(~r , t) =
〈~r |ψ(t)〉 is a complex-valued function in three-dimensional space. The one-particle state
|ψ(t)〉 is an element of the Hilbert space H of square integrable functions L2 and it must
be continuous and continuously differentiable everywhere in order for it to be physically
reasonable2.
A one-particle basis set |χα〉 is a linearly independent set of states in which any one-






with complex time-dependent expansion coefficients ai(t). A one-particle basis is a or-
thonormal basis if it fulfills
〈χα|χβ〉 = δαβ ∀α, β. (2.3)
However, a basis does not have to be orthonormal. Later in this thesis, we will also deal
with non-orthonormal one-particle basis sets. We also refer to a set of functions |χα〉 that
is not complete usually as basis set as long as it spans the physically relevant subspace.
For practical purposes, infinitely dimensional Hilbert spaces must be approximated by
incomplete finite-dimensional Hilbert spaces.
2.2. Non-interacting many-particle states
For a system consisting of N non-interacting particles, the many-particle wave function
Ψ(~r 1, ..., ~rN) ∈
⊗N
n=1H can be written as a product of one-particle wave functions ψi(~r i) ∈
H,
Ψ(~r 1, ..., ~rN) = ψ1(~r 1) · ... · ψN(~rN). (2.4)
1~ = h/2π with h = 6.626070015 · 10−34 Js.
2Also not square-integrable functions such as plane waves can be physically interesting wave functions.
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We will use uppercase Greek letters for many-particle wave functions and lowercase Greek
letters for one-particle wave functions because the distinction is essential in the context
of density-functional and reduced density-matrix functional theories. The above product
state, however, does not possess the required antisymmetry for fermions with respect to
exchanges of particles. Thus, we antisymmetrize it with the antisymmetrization operator
A,
ΨF (~r 1, ..., ~rN) =
√




(−1)σ(π)P̂πΨ(~r 1, ..., ~rN), (2.5)
where the sum runs over all permutations π ofN elements of the group of the permutations
SN . σ(π) gives the number of neighboring transpositions in π. P̂π is the corresponding
operator that permutes the N coordinates according to
P̂πΨ(~r 1, ..., ~rN) = Ψ(~r π(1), ..., ~r π(N)). (2.6)
An antisymmetrized many-particle wave function |ΨF 〉 ∈ A
⊗N
n=1H for non-interacting
fermions is thus a Slater determinant [Slater, 1929]











As this thesis only deals with fermions, we will leave away the index ’F’ for many-particle
wave functions and all further mentions of many-particle wave functions imply antisym-
metry with respect to exchange of particles. If the one-particle wave functions ψi(~r i) in
the set are non-orthonormal, we call the corresponding Slater determinant also a non-
orthonormal Slater determinant. If the functions in the set, however, are not complete
we can add one-particle states |χα〉 such that they are orthonormal to the |ψi〉 as well as
among each other and span the complete one-particle Hilbert space. For this one-particle
basis consisting of {|ψi〉} and {|χα〉} we can write the Slater determinant in Eq. (2.7) in
occupation number representation as
|Ψ〉 = | 11...1︸ ︷︷ ︸
N−times
0...0〉, (2.8)
because the first N one-particle basis states are occupied and the remaining ones are
unoccupied. A Slater determinant can be expressed with the fermionic creation operators





where |O〉 = |0....0〉 is the vacuum state. The anticommutation relations for the fermionic
creation and annihilations operators are
{ĉα, ĉβ} = {ĉ†α, ĉ
†
β} = 0 (2.10)
{ĉα, ĉ†β} = δα,β, (2.11)
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where {â, b̂} = âb̂+ b̂â is the anticommutator. Thus, these operators act on states in the








ni · nα|n1...(nα − 1)...〉. (2.13)
Because density-functional theory discussed in chapter 4 relies on a position space treat-
ment and the later considerations within reduced density-matrix functional theory use a
finite countable basis set, we will give most quantities in the infinitely dimensional posi-
tion basis |~r 〉 as well as for a countable one-particle basis set |χα〉 of dimension d < ∞.
The real-space field operators ψ̂(~r ) and ψ̂†(~r ) are related to the creation and annihilation









This thesis deals with electrons and, thus, even in a non-relativistic treatment we consider
them to be spin-12 fermions. Consequently, we extend the real space coordinate to the
combined space-spin coordinate ~x = (~r , σ) with
∫
d4~x = ∑σ ∫ d3~r . The anticommutation
relations for the field operators read
{Ψ̂(~x), Ψ̂(~x ′)} = {Ψ̂†(~x), Ψ̂†(~x ′)} = 0, (2.16)
{Ψ̂(~x), Ψ̂†(~x ′)} = δσ,σ′δ(~r − ~r ′). (2.17)
2.3. Interacting many-particle states and ensembles
More general N -particle states |ΨN〉 that can also describe interacting fermions are su-





ci|n1,i n2,i ...〉 (2.18)
ΨN(~x 1, ..., ~xN) = 〈~x 1, ..., ~xN |ΨN〉. (2.19)




∗(~x 1, ..., ~xN)ΨN(~x 1, ..., ~xN) = 1. The number of complex coefficients
ci scales exponentially with the dimension of the one-particle basis.
The most general form of a many-particle wave function |Ψ〉 can contain Slater de-
terminants of different particle numbers. In other words, a general many-particle wave




ci|n1,i n2,i ...〉 (2.20)
3The efficiency of this expansion in Slater determinants is discussed later in section 9.4.
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with ∑i |ci|2 = 1. These many-particle states are elements of the Fock space F [Fock,











which is the direct sum of all antisymmetrized n-particle Hilbert spaces with n ∈ {0, 1, ...}.
The distinction between N -particle wave functions and general many-particle wave func-
tions will become important for the discussion of the N -representability problem in sec-
tion 2.9.3. Any normalized many-particle wave function |Ψ〉 can be written as a superpo-





with ∑∞N=0 |CN |2 = 1.
The many-particle states discussed till this point have been pure states in the sense
that they can be described with a single many-particle wave function |Ψ〉. A statistical
mixture, i.e., a mixed state, as arises for degenerate ground states or at finite temperatures,
is an ensemble of more than one many-particle wave function. Such an ensemble can be
described by wave functions |Ψn〉 and their corresponding statistical weights Pn ≥ 0. The
latter are also called ensemble probabilities and sum up to one.




Pn|ΨNn 〉〈ΨNn | (2.23)
and can describe mixed states as well as pure states. The system is with probability Pn
in the state described by the N -particle wave function |ψNn 〉. Here, the many-particle
wave functions |ΨNn 〉 have to be normalized, i.e. 〈ΨNi |ΨNi 〉 = 1 ∀i, but not necessarily
orthogonal. A density operator represents a pure state if and only if the density operator




. The density operator of a state can be used to calculate








Pn〈ΨNn |Â|ΨNn 〉. (2.24)
The N -particle density matrix ρ(N) is defined as the expectation values of the many-
particle density operator in a specific one-particle basis
ρ
(N)
ij = 〈n1,i n2,i ...|ρ̂(N)|n1,j n2,j ...〉 (2.25)





∗(~x ′1, ..., ~x ′N)ΨNn (~x 1, ..., ~xN). (2.27)
The many-particle density operator ρ̂(many) generalizes the N -particle density operator to







are not necessarily N -particle states. The corresponding many-particle density matrix is
defined as in Eq. (2.25). The N -particle density operator as well as the many-particle
density operator are hermitian, positive semi-definite and have unit trace. However, as
we will see in section 2.6, the many-particle Hamiltonian of a solid contains only one-
particle and two-particle operators and conserves the particle number. Thus, as will be
discussed in section 2.9.3, the exponential amount of information contained in a many-
particle wave function or the many-particle density matrix is not necessary to determine
the energy expectation value.
2.4. Thermodynamic quantities
Even though the focus of this thesis is the zero-temperature limit, finite temperatures are




where T is the temperature and kB = 1.380649 · 10−23 J · K−1 denotes the Boltzmann
constant. We begin with the grand canonical ensemble: in this case, the system is in
thermal equilibrium with a heat bath of temperature T and in chemical equilibrium with
a particle reservoir4. The grand potential Ωβ,µ for a grand canonical ensemble with the
Hamiltonian Ĥ and chemical potential µ in thermal equilibrium at inverse temperature









The grand potential is an extensive quantity and independent of the chosen one-particle
basis set. It is concave5 with the matrix-elements hα,β of the one-particle Hamiltonian
defined by Eq. (2.118), i.e.,
Ωβ,µ[(1− λ)h1 + λh2] ≥ (1− λ)Ωβ,µ[h1] + λΩβ,µ[h2] (2.31)
holds for all hermitian matrices h1 and h2. Thus, the grand potential is a concave function
of the chemical potential. It is strictly concave at finite temperature T ≥ 0. The density





where Z denotes the grand canonical partition function
Zβ,µ = Tre−β(Ĥ−µN̂). (2.33)
4We ignore mechanical variables such as the volume of the system for the discussion presented here.
5We distinguish convexity (f((1−λ)x1+λx2) ≤ (1−λ)f(x1)+λf(x2)) and concavity (f((1−λ)x1+λx2) ≥
(1 − λ)f(x1) + λf(x2)) as well as their strict variants, that exclude equality in the relations, the in
this thesis.
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Because the Hamiltonian is assumed to conserve the particle number, the eigenstates |Ψn〉
to the energy En can be chosen such that they are also eigenfunctions of the total particle
number operator N̂ with the eigenvalue Nn, i.e.
Ĥ|Ψn〉 = En|Ψn〉 (2.35)
N̂ |Ψn〉 = Nn|Ψn〉. (2.36)
Thus, with the orthonormal eigenfunctions |Ψn〉, the corresponding eigenvalues En and
























with the ensemble probabilities Pn = 1Z e
−β(En−µNn). The thermodynamic entropy Sµ,β is
defined as








Pn〈Ψn|Ĥ − µN̂ |Ψn〉 − TSµ,β (2.42)


















For a system that is only in contact with a large heat bath, i.e., the canonical ensemble,














2.5. Ground-state energy and fundamental gap
It is defined as the result of the Legendre-Fenchel6 transformation [Legendre, 1787;
Fenchel, 1949] of the grand potential with respect to the chemical potential. Thus, the
Helmholtz potential is convex with respect to the particle number. Similarly to the grand





















2.5. Ground-state energy and fundamental gap
We define the ground-state energy E(N) for arbitrary particle number N as the zero-




If the many-particle Hamiltonian preservers the total particle number, the ground-state
energy E(N) consist of piecewise linear segments between integer particle numbers N and







There can be derivative discontinuities of E(N) at integer particle numbers. Hence the
chemical potential is composed of piecewise constant functions and can have points of
discontinuity at integer particle numbers. The fundamental gap Eg can be defined as the














Equivalently, the fundamental gap can be defined as the difference of the ionization po-
tential I(N) = E(N − 1) − E(N) and the electron affinity A(N) = E(N) − E(N + 1)
as
Eg(N) = I(N)− A(N) = E(N + 1)− 2E(N) + E(N − 1). (2.49)
For the exact ground state, where the ground-state energy consists of piecewise linear
segments, the two definitions of Eq. (2.48) and Eq. (2.49) are equivalent. However, most
6As Legendre-Fenchel transformations or convex conjugates we denote in this thesis transformations of
the kind f(x) → g(y) = infx±[f(x) − xy]. The upper sign is for convex f(x) and the lower sign for
concave f(x). In both cases the resulting g(y) is convex. We use the term Legendre-Fenchel transform
here to distinguish this transformation from the Legendre transformation f(x)→ g(y) = f(x)− yxy
with y = ∂xf(xy), that is commonly used in thermodynamics or classical mechanics and only applies
to differentiable and strictly convex or strictly concave functions. The Legendre-Fenchel transform is
the extension of the Legendre transform to non-differentiable and not strictly convex or not strictly
concave functions.
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approximations result in ground-state energy curves without derivative discontinuities
even though the exact solution would have derivative discontinuities. Thus, the two
definitions are not equivalent for most approximations anymore. In case the approxima-
tion used doesn’t produce a derivative discontinuity, the gap can be approximated with











or with a tangent construction for the chemical potential [Helbig et al., 2007, 2009].
2.6. Non-relativistic Hamiltonian of a solid
The main challenge of theoretical solid-state theory or quantum chemistry is the solution
of the quantum-mechanical many-particle problem. To formulate this problem, we have
to set up a model of a solid or molecule as a set of NN nuclei with masses MA and Ne
electrons with mass me = 9.10938356 · 10−31 kg each. For the energy scales of below
a few electron volts, length scales above one picometer, and time scales of above one
femtosecond, we can neglect the inner structure, shape, and spin of the nuclei. The nuclei
are thus approximated by localized positive charge densities with a total charge equal to
the atomic number ZA times the elementary charge e = 1.602176634 · 10−19 C. Electrons
are treated as point charges with a total charge of −e and spin ~/2, where ~ denotes
the reduced Planck constant. When also neglecting relativistic effects, magnetic fields,
and electrodynamics, we can describe the system with the non-relativistic many-particle
Hamiltonian Ĥ
Ĥ = T̂e + T̂n + V̂ee + V̂n + V̂en. (2.51)














depend on the momentum operators ~̂pi = −i~~∇~r i of the electrons and atoms ~̂PA =
−i~~∇ ~RA , respectively. ~r i denotes the position of the i-th electron and ~RA the position
of the A-th nucleus.









represents the Coulomb interaction of the electrons and depends on the position operators
~̂ri of the electrons. ε0 = 1/(µ0c2) denotes the absolute dielectric permittivity of vacuum,
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c = 299792458 ms−1 the speed of light in vacuum and µ0 = 4π · 10−7 m · kg · s−2 ·A−2 the







4πε0| ~̂RA − ~̂RB|
(2.55)
represents the Coulomb interaction among the nuclei and depends on the position oper-







4πε0| ~̂RA − ~̂ri|
(2.56)
is the Coulomb interaction between the positively charged nuclei and the negatively
charged electrons. The position operators ~̂ri = (r̂i,1, r̂i,2, r̂i,3) and ~̂RA = (R̂A,1, R̂A,2, R̂A,3)
commute among each other. On the other hand the momentum operators ~̂pi =
(p̂i,1, p̂i,2, p̂i,3) and ~̂PA = (P̂A,1, P̂A,2, P̂A,3) also commute among each other. Position and
momentum operators of different particles commute and for the same particle fulfill the
commutations relations
[r̂i,a, p̂i,b] = i~δa,b (2.57)
[R̂A,a, P̂A,b] = i~δa,b. (2.58)
The many-particle wave function |Ψ〉 depends on the positions ~r i and spin quantum
number σi ∈ {↑, ↓} in z-direction of the electrons as well as the positions of the nuclei
~RA,
〈~r 1, σ1, ..., ~rNe , σNe , ~R 1, ..., ~RNN |Ψ〉 = Ψ(~r 1, σ1, ..., ~rNe , σNe , ~R 1, ..., ~RNN ). (2.59)
This wave function is antisymmetric with respect to the interchange of two electrons
and thus obeys the Pauli principle. The dynamics of the many-particle wave function is
described by the time-dependent Schrödinger equation
Ĥ|Ψ(t)〉 = i~∂t|Ψ(t)〉. (2.60)
A solution of this equation can be obtained by inserting the eigenvectors |Ψn〉 of the
many-particle Hamiltonian Ĥ,
Ĥ|Ψn〉 = En|Ψn〉, (2.61)





with the complex parameters an defined by the initial state




Thus, with the set of energy eigenvalues En and eigenstates |Ψn〉 of the Hamiltonian Ĥ the
time-dependency can easily be solved. Also thermal expectations values of any observable
are determined by the energies En and the eigenstates.
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2.7. Born-Oppenheimer approximation
For practical investigations a separation of the electronic and nuclear degrees of freedom
is useful. This is the first step in the derivation of the Born-Oppenheimer approxima-
tion [Born and Oppenheimer, 1927; Born and Huang, 1954]. For the purpose of the
separation the total Hamiltonian in Eq. (2.51) is written as
Ĥ = T̂e + T̂n + Û (2.64)
with Û = V̂ee + V̂n + V̂en as the total Coulomb interaction of nuclei and electrons. Addi-
tionally we define
ĤBO(~R 1, ..., ~RNN ) = T̂e + Û = Ĥ − T̂n (2.65)
as the Born-Oppenheimer (BO) Hamiltonian. It represents the Hamiltonian of the elec-
trons for fixed nuclear coordinates. The BO-Hamiltonian does not contain the momentum
operators of the nuclei ~̂PA and acts on electronic wave functions |ΨBO〉 that are called the
Born-Oppenheimer wave functions. The Schrödinger equation for the electronic degrees
of freedom thus also depends parametrically on the nuclear coordinates and has the form[
ĤBO(~R 1, ..., ~RNN )− εBOn (~R 1, ..., ~RNN )
]
|ΨBOn (~R 1, ..., ~RNN )〉 = 0. (2.66)
The eigenvalues εBOn (~R 1, ..., ~RNN ) are named the Born-Oppenheimer surfaces. Even
though the solution of Eq. (2.66) is exponentially hard in most cases, we assume that
it is solved for the purposes of the explanation of the Born-Oppenheimer approximation
in this section. We use this knowledge to solve the Schrödinger equation Eq. (2.61) of
the full Hamiltonian Ĥ. Born and Huang have proposed the decomposition [Born and
Huang, 1954]
Ψ(~r 1, σ1, ...,~rNe , σNe , ~R 1, ..., ~RNN , t) =∑
n
Φn(~R 1, ..., ~RNN , t)〈~r 1, σ1, ..., ~rNe , σNe|ΨBOn (~R 1, ..., ~RNN )〉, (2.67)
where Φn(~R 1, ..., ~RNN , t) denote the time-dependent nuclear wave functions. Inserting
the Born-Huang expansion into the time-dependent Schrödinger equation for the many-
particle wave functions, Eq. (2.60), yields the nuclear Schrödinger equation [Born and
Huang, 1954]
i~∂tΦn(~R 1, ..., ~RNN , t) =
[
T̂N + εBOn (~R 1, ..., ~RNN )
]










Φn′(~R 1, ..., ~RNN , t). (2.68)
The matrix elements





n (~R 1, ..., ~RNN )| ~̂P 2A|ΨBOn′ (~R 1, ..., ~RNN )〉 (2.70)
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determine the last term in Eq. (2.68), which is named the ’derivative couplings’ because
it couples different BO-surfaces n and n′ due to derivatives of the corresponding BO-
wave functions with respect to the nuclear coordinates. It should be noted that the
decomposition of the many-particle wave function in Eq. (2.67) is exact and no other
approximation has been introduced so far. As the second step in the derivation of the
Born-Oppenheimer approximation, we neglect the derivative couplings in the nuclear
Schrödinger equation, Eq.(2.68). We obtain an approximate Schrödinger equation for the
dynamics of the nuclear wave functions
i~∂tΦn(~R 1, ..., ~RNN , t) =
[
T̂N + εBOn (~R 1, ..., ~RNN )
]
Φn(~R 1, ..., ~RNN , t). (2.71)
The Born-Oppenheimer surfaces εBOn (~R 1, ..., ~RNN ) act as an effective potential surface for
the motion of the nuclei. Born and Oppenheimer [Born and Oppenheimer, 1927] have
shown with a perturbation expansion in the parameter κ = (me/M)1/4, where M is some
mean value of the nuclear masses, that the term emerging as the fourth order term in the
Hamiltonian couples the nuclear and electronic motion adiabatically. Up to this order of
the perturbation expansion the many-particle wave function can be written as a product
of a nuclear wave function Φ and a Born-Oppenheimer wave function ΨBOn [Born and
Huang, 1954] in the form7
Ψn(~r 1, σ1, ..., ~rNe , σNe , ~R 1, ..., ~RNN , t)
= Φ(~R 1, ..., ~RNN , t)ΨBOn (~r 1, σ1, ..., ~rNe , σNe , ~R 1, ..., ~RNN ) +O(κ3). (2.72)
Thus electrons act as though the nuclei were fixed at the positions ~R 1, ..., ~RNN and follow
their motion adiabatically. This is a reasonable approximation for the common situation
where the electron mass me is much smaller than the nuclear masses MA and, thus, the
electronic motion is much faster than the nuclear motion. Consequently, the adiabatic
theorem [Born and Fock, 1928] can be used. It states for this case that if the atomic
motion can be regarded as a small perturbation and the energy eigenvalue is isolated, the
system remains in its instantaneous eigenstate. This adiabatic approximation is related
to the full separation of the electronic and nuclear motion in the Born-Oppenheimer
approximation above and is the reason why the term ’the adiabatic approximation’ is
often wrongly used as a synonym for the Born-Oppenheimer approximation. However,
also the Born-Huang approximation [Born and Huang, 1954]8
i~∂tΦn(~R 1, ..., ~RNN , t) =
[





Φn(~R 1, ..., ~RNN , t),
(2.73)
which in contrast to the Born-Oppenheimer approximation does not neglect the diagonal
terms of the derivative couplings, is an adiabatic approximation because it does not couple
different Born-Oppenheimer surfaces. The adiabatic approximation breaks down when
different Born-Oppenheimer surfaces cross or come close.
7In higher orders of the perturbation expansion in κ the wave function cannot be written in the simple
form of equation (2.72).
8The matrix elements ~Ann,A vanish if the Born-Oppenheimer wave functions are normalized and can
be chosen as real.
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When using the Born-Oppenheimer approximation, the nuclei are often approximated
as classical particles in practice. This classical-particle approximation yields Newton’s




~RA = −~∇ ~RAε
BO
n (~R 1, ..., ~RNN ). (2.74)
Here, n denotes Born-Oppenheimer surface the system is on. Thus, the nuclei move as
classical particles in the effective potential εBOn (~R 1, ..., ~RNN ) that includes the electronic
degrees of freedom. The nuclei will be considered on this level of theory, that is, the Born-
Oppenheimer approximation and the classical-particle approximation, for the remainder
of this thesis. The main focus will be on approximations of the Born-Oppenheimer sur-
face εBO0 (~R 1, ..., ~RNN ) of the ground state. Thus, we will leave away the superscript
BO and refer to the Born-Oppenheimer Hamiltonian simply as the Hamiltonian and to
Born-Oppenheimer wave functions simply as wave functions unless stated otherwise. Fur-
thermore, we drop the explicit mention of the dependence of the Hamiltonian and wave
functions on the coordinates of the atoms and shift all energies by the nucleus-nucleus
interaction such that






2.8. Beyond the non-relativistic Hamiltonian
2.8.1. Dirac equation
The non-relativistic model represented by the Hamiltonian in Eq. (2.51)-Eq. (2.56) can
be extended to describe some of the neglected effects approximately. Relativistic effects
caused by the finite speed of light c can influence many properties of molecules and solids9.
Relativistic non-interacting electrons in an external vector potential ~A and an external







+ βmec2 + eV
]
ψ. (2.76)
The four-component Dirac matrices are defined as



































9For an overview we refer the reader to reviews by Pyykko et al. [Pyykko and Desclaux, 1979; Pyykko,
1988; Pyykkö, 2012] as well as [Schwerdtfeger, 2002, 2004] and references therein.
16
2.8. Beyond the non-relativistic Hamiltonian








where ψL is called the large component and ψS the small component. This naming be-
comes clear when one observes the non-relativistic limit c → ∞: the large component
converges to the solution of the non-relativistic Schrödinger equation and the small com-
ponent vanishes.
The time-independent Dirac equation for a vanishing vector potential ~A can be written
as (




ĤD,0 + eV − E
)
ψ = 0. (2.82)
The free Dirac Hamiltonian ĤD,0 has states with negative energy eigenvalues, that are
named as positronic states. Positrons are the anti-particle of the electron with the same
mass and spin but opposite charge and magnetic moment. The spectrum of the free Dirac
Hamiltonian can be classified into four regions [Thaller, 1992]: the positronic scattering
states for E ≤ mec2, the positronic bound states in mec2 < E < 0, the electronic bound
states in 0 < E < mec2 and the electronic scattering states for E > mec2. The en-
ergy ranges of scattering states belong to the essential spectrum, and are independent of
boundary conditions and invariant under compact perturbations such as potentials with
compact support. The energy region (−mec2,mec2) of the bound states belongs to the
discrete spectrum. Thus, there exist scattering states with energies below the electronic
bound states.
The Dirac equation, Eq. (2.76), couples the large and small component of the spinor
wave function, Eq.(2.81). However, the small component can be derived from the large
component for ~A = 0 as
ψS = c~σ · ~̂p
E + 2mec2 − eV
ψL (2.83)




1 + E − eV2mec2
]−1
~σ · ~̂p+ eV − E
)
ψL = 0. (2.84)
The Pauli approximation [Schwerdtfeger, 2002] uses an expansion up to first order in
1/mec2 of [
1 + E − eV2mec2
]−1






This expansion is only valid for |E − eV |  mec2 and, hence, not near the nucleus where
the Coulomb potential is strongly negative and variationally unstable [Schwerdtfeger,
2002]. The issues of the Pauli approximation can be avoided by regularization of the
approximation. For that purpose, Eq. (2.85) is rewritten as[
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and expanded in orders of E/(2mec2 − eV ). The expansion in lowest order yields the
zeroth-order regular approximation (ZORA) of the Dirac Hamiltonian [Chang et al., 1986;
van Lenthe et al., 1993, 1994; Faas et al., 1995; van Lenthe et al., 1996]
ĤZORA = ~σ · ~̂p
c2
2mec2 − eV
~σ · ~̂p+ eV. (2.87)
The regular approximation is well founded for Coulomb potential and variationally sta-
ble. However, the Pauli approximation has coined the distinction of relativistic effects into










The remaining effects have been named scalar relativistic effects. The scalar relativistic
effects cause a contraction and energetic stabilization of the s- and most p-states and due
to the stronger screening of the nuclear charge and expansion and destabilization of the
d- and f-states [Pyykkö, 2012]. The spin-orbit coupling effects introduce an additional
quantum number j. For 2l + 2 states of the 2 · (2l + 1) degenerate spin-orbitals of the
non-relativistic solution the spin and angular momentum are parallel (j = l + 12). These
states have higher energy eigenvalues compared to the corresponding states in the non-
relativistic limit. The remaining 2l states have anti-parallel spin and angular momentum
(j = l − 12) and a lower energy than in the non-relativistic limit.
The ZORA-Hamiltonian in Eq. (2.87) can be split up into a scalar-relativistic contri-
bution ĤZORA,SR and a spin-orbit coupling contribution ĤZORA,SO













Relativistic effects are treated in the CP-PAW code at the level of the scalar relativistic
ZORA-Hamiltonian, i.e., ĤZORA,SR. The partial waves and projectors of the projector
augmented-wave method are constructed with the scalar ZORA-Hamiltonian. The pro-
jector augmented wave formalism is described in detail in section 7. In my Master thesis,
I have developed and implemented an extension of the projector augmented-wave method
from the scalar-relativistic ZORA-Hamiltonian to the four-component Dirac equation such
that also spin-orbit coupling is included [Dal Corso, 2010; Schade, 2012]. However, since
calculations that include spin-orbit coupling are naturally non-collinear spin-polarized cal-
culations, they are much more numerically demanding than non-spin polarized or collinear
spin-polarized calculations. Therefore, for the calculations presented in this thesis spin-
orbit coupling has been neglected, scalar-relativistic effects have been treated on the level
of the ZORA-Hamiltonian for the augmentation.
2.8.2. Relativistic two-particle interactions
Many-particle Hamiltonians with two-particle interactions can be derived perturbatively
from quantum electrodynamics. The first-order term in the perturbation expansion in c−2
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is the Dirac-Coulomb-Breit Hamiltonian (DCB, [Breit, 1929]) and can be written within
the Born-Oppenheimer approximation as












~̂pi − e ~A
)
+ βmec2 + eV (2.93)
and acts on four-component Dirac spinors. The Dirac matrices with a subscript i, like
αi, are the Dirac matrices in Eq. (2.77)-Eq. (2.80) corresponding to the electron i. The





4πε0| ~̂Rβ − ~̂ri|
14 (2.94)
and the external vector potential ~A . The contributions to the two-particle Hamiltonian
can be split up into





ĝGaunt(i, j) = −ĝCoulomb(i, j)~α i · ~α j, (2.97)
ĝGauge(i, j) = −gCoulomb(i, j)|~̂ri − ~̂rj|(~α i · ∇i)(~α j · ∇j)|~̂ri − ~̂rj|. (2.98)
The instantaneous Coulomb repulsion ĝCoulomb(i, j) is often called the longitudinal part as
it stems from the longitudinal part of the polarization function. All other contributions are
usually referred to as transverse contributions and mainly contain magnetic interactions
and retardation effects [Schwerdtfeger, 2004]. Table 2.1 shows results for the single-
particle energy levels of the neutral mercury atom from the exchange-only relativistic
optimized effective potential method (x-only ROPM, x-only ROEP, [Engel et al., 1998]) for
different relativistic approximations. The energy levels are given for the states nlj, where
n denotes the principal quantum number n, l the angular momentum quantum number
and j = l ± 1/2 and the total angular momentum quantum number. Comparing these
eigenvalues from the fully relativistic potential, the Dirac-Coulomb-Breit approximation in
Eq. (2.92) and the Dirac-Coulomb-approximation in Eq. (2.98) that the valence levels are
practically unaffected by transverse contributions. Also, the effect of spin-orbit coupling,
that is the difference between the energies of nll− 12 and nll+ 12 , is much more significantthan the transversal effects for all states. Thus, the transversal effects are only considered
for extremely heavy atoms [Engel and Dreizler, 2011] and for all calculations presented in
this thesis we used only the instantaneous Coulomb repulsion.
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state nll± 12 REXX


































Table 2.1.: Selected single-particle energy eigenvalues in Hartree from the relativistic
optimized effective potential method [Engel et al., 1998] for the neutral mer-
cury atom from an relativistic exchange-only (REXX) treatment of the com-
plete relativistic exchange-only potential (C+full transverse), i.e. including
the complete transverse contribution beyond the Breit approximation, the
Dirac-Coulomb-Breit approximation (C+Breit) in Eq. (2.92) and the Dirac-
Coulomb-approximation (C) using only ĝCoulomb(i, j).
2.9. Reduced density matrices
2.9.1. Basic definitions
The non-relativistic many-particle Born-Oppenheimer-Hamiltonian Ĥ of Eq. (2.65) of a
molecule or solid discussed in detail in section 2.6 only contains the kinetic energy of the
electrons T̂e, a local one-particle potential10 V̂en and the electron-electron interaction V̂ee.





















4πε0|~r − ~r ′|
. (2.99)
Therefore, we can express the Hamiltonian with the one-particle reduced density operator
ρ̂(1)(~x ; ~x ′) = Ψ̂†(~x ′)Ψ̂(~x) (2.100)
and the two-particle reduced density operator
ρ̂(2)(~x 1, ~x 2; ~x ′1, ~x ′2) = Ψ̂†(~x ′2)Ψ̂†(~x ′1)Ψ̂(~x 1)Ψ̂(~x 2) (2.101)
10Please note, that Born-Oppenheimer Hamiltonian has been shifted by the nuclear-nuclear interaction.
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e2ρ̂(2)(~x ′, ~x ; ~x ′, ~x)
4πε0|~r − ~r ′|
. (2.102)
It can be further simplified by noting that the diagonal elements of the one-particle
reduced density operator ρ̂(1)(~x ; ~x) in real space are just the operators of the one-particle
spin density
n̂(~x) = n̂σ(~r ) = ρ̂(1)(~x ; ~x) (2.103)
and that the two-particle reduced density operator ρ̂(2)(~x ′, ~x ; ~x ′, ~x) represents the operator
of the two-particle density
n̂(2)(~x ′, ~x) = ρ̂(2)(~x ′, ~x ; ~x ′, ~x). (2.104)




















4πε0|~r − ~r ′|
, (2.105)







4πε0|~RA − ~r |
. (2.106)






















4πε0|~r − ~r ′|
(2.107)
with a non-local external potential vext(~x, ~x ′) will be used later in the context of reduced
density-matrix functional theory.
The definition of the one-particle and two-particle reduced density operator can be
generalized to the p-particle reduced density operator
ρ̂(p)(~x 1, ..., ~x p; ~x ′1, ..., ~x ′p) = Ψ̂†(~x ′p)...Ψ̂†(~x ′1)Ψ̂(~x 1)...Ψ̂(~x p). (2.108)
Please note that there are different normalization conventions for the p-particle reduced
density operators and p-particle reduced density matrices. We choose here the definition
by Eq. (2.108) that is common in solid state theory and is for example also used in [Cole-
man and Yukalov, 2000] or [McWeeny, 1960]. With this definition the two-particle density
n̂(2)(~x 1, ~x 2) describes the probability that a particle is at ~x 1 and another particle at ~x 2
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irrespective of their order. However, it should be noted that with this definition the
p = N -case of the p-particle reduced density operator in Eq. (2.108) is not identical to
the N -particle density operator ρ̂(N) defined in Eq. (2.23) but has an additional factor
N !. The alternative definition
ˆ̃ρ(p)(~x 1, ..., ~x p; ~x ′1, ..., ~x ′p) =
1
p! ρ̂
(p)(~x 1, ..., ~x p; ~x ′1, ..., ~x ′p) (2.109)
is common in quantum chemistry and used for example in [Cohen and Frishberg, 1976].
The one-particle and two-particle density operators can be generalized to the p-particle
density operator
n̂(p)(~x 1, ..., ~x p) = ρ̂(p)(~x 1, ..., ~x p; ~x 1, ..., ~x p) = Ψ̂†(~x p)...Ψ̂†(~x 1)Ψ̂(~x 1)...Ψ̂(~x p). (2.110)
The expectation value of the p-particle reduced density operator is the p-particle reduced
density matrix







ρ(N)(~x 1, ..., ~x p, ~x p+1, ..., ~xN ; ~x ′1, ..., ~x ′p, ~x p+1, ..., ~xN). (2.111)
The trace of p-particle reduced density matrices is
Trρ(p) = N !(N − p)! (2.112)
and they follow the reduction property
ρ(p−1)(~x 1, ..., ~x p−1; ~x ′1, ..., ~x ′p−1) =
1
N − p+ 1
∫
d4~x pρ
(p)(~x 1, ..., ~x p; ~x ′1, ..., ~x p) (2.113)
if they corresponds to an N -particle state. Thus, the expectation value of the many-
particle Hamiltonian in Eq. (2.107) can be written as a function of the two-particle reduced









d4~x 4Ĥ(~x 1, ~x 2, ~x 3, ~x 4)ρ(2)(~x 1, ~x 2; ~x 3, ~x 4),
(2.114)
where the operator Ĥ(~x 1, ~x 2, ~x 3, ~x 4) is defined implicitly by Eq. (2.107). In a finite-
dimensional one-particle basis {|χi〉}i=1,...,d of dimension d the p-particle reduced density
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if it corresponds to an N -particle state. A general Hamiltonian Ĥ = ĥ + Ŵ with a
one-particle contribution ĥ and a two-particle interaction Ŵ can be written in a finite
one-particle basis as















β ĉδ ĉγ. (2.117)
For the Born-Oppenheimer Hamiltonian, we have for the matrix elements in Eq. (2.117)
the expressions















4πε0|~r − ~r ′|
χ∗α(~x)χ∗β(~x ′)χγ(~x)χδ(~x ′). (2.119)
Please note, that for the matrix elements of the interaction there are different conventions:
the definition used in solid-state theory is also used in this thesis and is given in Eq. (2.119).
On the other hand, the definition that is commonly used in quantum chemistry is






4πε0|~r − ~r ′|
χ∗α(~x)χβ(~x)χ∗γ(~x ′)χδ(~x ′). (2.120)
2.9.2. Natural orbitals and occupations
The one-particle reduced density matrix is a hermitian matrix. Thus, its eigenvalues are
real. Löwdin has coined the term occupations for the eigenvalues fi and the term natural
orbitals for the eigenvectors |φ〉 of the one-particle reduced density matrix [Löwdin, 1955].
Thus, the one-particle reduced density matrix can be written in the spectral representation
as
ρ(1)(~x ; ~x ′) =
∑
i









The natural orbitals are defined to be orthonormal∫




j,β = δi,j (2.124)





The natural orbitals and occupations in the spectral representation in Eq. (2.121) are
uniquely defined up to phase factors if the spectrum of the one-particle reduced density
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matrix is non-degenerate. For a degenerate spectrum, the natural orbitals are defined up
to unitary rotations in the degenerate sectors.
If the occupations are integers, i.e., if fi ∈ {0, 1}, then a many-particle wave function
can be constructed, that only contains the single Slater determinant
|Ψ〉 = |f1, f2, ...〉 (2.126)
in the one-particle basis of the natural orbitals.
2.9.3. The N-representability problem
With the reduction relation of the two-particle reduced density matrix given in Eq. (2.116),
we can write the energy for a N -particle state purely in terms of the two-particle reduced













Thus, the energy expectation can be written in terms of the two-particle reduced density
matrix, which is an element of CN×N×N×N . If the ground-state energy could be evaluated
















we would have a solved the quantum many-body problem in polynomial runtime com-
plexity. However, the energy Ẽ0 from this minimization severely underestimates the exact
ground-state energy. This is due to the fact, that the two-particle reduced density matrix
at the minimum does not necessarily correspond to an N -particle wave function or an
ensemble of N -particle wave functions. The condition that a p-particle reduced density
matrix corresponds to an ensemble of N -particle wave functions {|ΨNi 〉} and ensemble
probabilities Pi (Pi > 0,
∑









...ĉ†β1 ĉα1 ...ĉαp |Ψ
N
i 〉. (2.129)
has been termed the ensemble N-representability condition of the p-particle reduced den-
sity matrix [Coleman, 1963; Garrod and Percus, 1964; Kummer, 1967; Erdahl, 1978; Mazz-
iotti and Erdahl, 2001; Mazziotti, 2012]. On the other hand, the condition that a p-particle






β1 ĉα1 ...ĉαp |Ψ
N〉 (2.130)
has been termed the pure-state N-representability condition, that is also known as the
generalized Pauli constraint, of the p-particle reduced density matrix [Müller, 1999; Al-
tunbulak and Klyachko, 2008a; Chakraborty and Mazziotti, 2014; Theophilou et al., 2015;
DePrince, 2016].
11We discuss the N-representability for the case of a finite-dimensional one-particle basis. The equations
for the real-space representation are analogous.
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Either the ensemble or pure-state N-representability condition have to be enforced in

















The minimum Ẽ of this problem is identical to the exact ground-state energy E0,exact.
The complete set of N -representability conditions for the two-particle reduced density
matrix have been formulated by Maziotti [Mazziotti, 2012]. Approaches that employ the
minimization in Eq. (2.131) and a subset of the N -particle representability constraints
for the two-particle reduced density matrix belong to the class of non-perturbative varia-
tional two-particle reduced density-matrix functional theories (2RDMFT, [Erdahl, 1979;
Mazziotti and Erdahl, 2001; Zhao et al., 2004; Hammond and Mazziotti, 2005; Nakata
et al., 2001; Mazziotti, 2002; Verstichel et al., 2011; Mazziotti, 2011; Verstichel, 2012]).
In chapter 10 we discuss the N-representability conditions for the two-particle reduced
density matrix in detail and show how the reduced density-matrix functional of the one-
particle reduced density matrix can be obtained from the N-representability conditions of
the two-particle reduced density matrix with a 2RDMFT-like procedure.
The ensemble N-representability conditions of the one-particle reduced density matrix
have been given by Coleman [Coleman, 1963]. Coleman has shown that a hermitian
matrix is ensemble N-representable if and only if the eigenvalues fi lie between zero and
one, i.e., 0 ≤ fi ≤ 1. This is equivalent to the condition, that ρ(1) and 1−ρ(1) are positive
semi-definite, in short 0 ≤ ρ(1) ≤ 1.
The pure-state N-representability conditions for the one-particle reduced density matrix
are still an open issue. It is known that these pure-state N-representability conditions
take the form of inequalities of weighted sums of eigenvalues of the one-particle reduced
density matrix. Borland and Dennis [Borland and Dennis, 1972] have shown that for three
particles in a one-particle basis of six one-particle states the conditions can be written as
f1 + f6 = 1 (2.132)
f2 + f5 = 1 (2.133)
f3 + f4 = 1 (2.134)
f5 + f6 − f4 ≥ 0. (2.135)
Even though Altunbulak and Klyachko [Klyachko, 2006; Altunbulak and Klyachko, 2008b]
have proposed a systematic way to construct the pure-state N-representability conditions,
an efficient way to derive the condition for one-particle bases of practically relevant sizes
has not been found yet. It should be noted here, that any ensemble N-representable
one-particle reduced density matrix can be represented with only one many-particle wave






A simple scheme for the construction of this wave function is available [Walther, 2011]
and described in appendix C.
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2.10. Metals and insulators
2.10.1. Distinction between metals and insulators
We begin with the discussion of when a material or model is classified as an insula-
tor or a metal. For this purpose, we follow the discussions by Scalapino, White and
Zhang [Scalapino et al., 1993] as well as Scalettar [Scalettar, 2017], Resta [Resta, 2017],
and Gebhard [Gebhard, 2003]. We assume a perfect crystal without impurities and ne-
glect superconductors. The central quantity for the distinction of metals and insulators
is the electrical conductivity σ. The electrical conductivity is a three-dimensional tensor
that relates the current density ~j of electrons to the total electric field ~E(~r, t) = ~E0ei~q·~r−iωt
in linear response for small wave vectors ~q as
~j(~r, t) = σ(~q, ω) ~E0ei~q·~r−iωt, (2.137)
where ω denotes the frequency. For the following discussion, we assume a macroscopically
homogeneous system and a homogeneous electric field, so that only the long-wavelength






σi,j(~q = 0, ω) (2.138)










dteiωt〈[ĵ†i (~q, t), ĵj(~q, 0)]〉β (2.139)
can be derived, where m denotes the electron mass, n the density of charge-carrying elec-
trons, V the volume and β the inverse temperature. The retarded current-current correla-
tion function 〈[ĵ†i (~q, t), ĵj(~q, 0)]〉β in Eq. (2.139) is evaluated with respect to the canonical
ensemble at inverse temperature β. In the ω → 0-limit the first term in Eq. (2.139)
diverges and this divergence is compensated by the second term. With a complete set
of eigenfunctions |Ψn〉 and eigenvalues En of the many-particle Hamiltonian Ĥ of the













~(ω + iη)− (Em − En)
. (2.140)
In the ~q = 0-limit, one obtains for the real part







· 〈Ψn|ĵ†i (~q = 0)|Ψm〉〈Ψm|ĵj(~q = 0)|Ψn〉δ(~ω − (Em − En)). (2.141)
The real part of the conductivity in the ~q = 0-limit given in Eq. (2.141) obeys the sum
rule ∫ ∞
0
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The conductivity for non-interacting free electrons is




The factor πe2n/m in known as the Drude weight Dnon−int,free of non-interacting free
electrons. Thus, the sum rule in Eq. (2.142) can be expressed as∫ ∞
0
dωReσi,i(~q = 0, ω) =
Dnon−int,free
2 . (2.144)
If electrons are in a periodic potential of ions or electron-electron interaction is added,
the conductivity in the ~q = 0-limit can be written as a sum of two terms [Resta, 2017]






Di,j is now the system-specific Drude weight. Consequently, the first term is the Drude-
like term and the second term contains the remaining effects. The sum rule obtains the
form ∫ ∞
0
dωReσ̃i,i(~q = 0, ω) =
Dnon−int,free −Di,i
2 . (2.146)
For an insulator, the Drude-like weight Di,j is zero and the Reσ̃i,j(~q = 0, ω) vanishes in the
ω → 0-limit at zero temperature. The Drude weight Di,j can in principle be calculated
from Eq. (2.139) and is hence related to the retarded current-current correlation function,
which is a two-particle correlation function.
However, it would be advantageous to distinguish metals and insulators based on a
criterion of a one-particle quantity. The main requirements for electron transport as
formulated by Gebhard [Gebhard, 2003] are
1. the availability of states for particle-hole excitations with energies above but close
to the energy of the ground state
2. and that these excitations correspond to delocalized charges that can contribute to
transport on a macroscopic scale.
The first requirement is immediately clear from the form of the conductivity in Eq. (2.141):
for a finite conductivity, some of the matrix elements 〈Ψn|ĵi|Ψm〉 have to be finite. The
operator of the electron current-density





contains the momentum operator of the j-th electron ~̂pj which in a finite one-particle




〈χα| − i~∇|χβ〉ĉ†αĉβ (2.148)
and is hence related to particle-hole excitations. The second requirement excludes Ander-
son insulators from electron transport because even though states near the Fermi energy
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might be available, these states are localized and cannot contribute to a macroscopic con-
ductivity. Thus, with the exception of Anderson insulators or superconducting ground
states, the gap as defined by Eq. (2.48) or Eq. (2.49) is a good quantity to character-
ize insulators in practice: a material with a finite gap of charge-carrying excitations at
zero temperature is an insulator, otherwise a metal. This characterization explains why
estimates of the gap are of interest.
Another tool for the distinction of metals and insulators is the one-particle spectral
function Aα,β(ε). It describes the photoemission and inverse photoemission spectrum
of a system. Consider a complete set of eigenfunctions |Ψn〉 and eigenenergies En of a
particle-number conserving many-particle Hamiltonian Ĥ that are chosen as simultaneous
eigenfunctions of the operator N̂ of the total particle number, i.e.,
Ĥ|Ψn〉 = En|Ψn〉 (2.149)
N̂ |Ψn〉 = Nn|Ψn〉. (2.150)






(e−β(En−µNn) + e−β(Em−µNm))〈Ψn|ĉα|Ψm〉〈Ψm|ĉ†β|Ψn〉δ(ε+ En − Em).
(2.151)













iων + µ− (Em − En)
〈Ψn|ĉα|Ψm〉〈Ψm|ĉ†β|Ψn〉 (2.153)
with the Matsubara frequencies ων = (2ν + 1)π/β. The one-particle spectral function
obeys the sum rule ∫ ∞
−∞
dεAα,β(ε) = δα,β (2.154)









A(~k ,i),(~k ,j)(ε). (2.156)
are the partial sum of the spectral function over all k-points. The remaining indexes i
and j count some one-particle states in the unit cell.
In infinite dimensions [Pruschke et al., 1993] or if interactions of individual charge
excitations can be neglected, the vertex corrections to the conductivity vanish and the
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static conductivity can be written as [Schweitzer and Czycholl, 1991; Pruschke et al.,
1993]











f(ε) = 1/(e−β(ε−µ) + 1) denotes the Fermi-Dirac distribution. Thus, the static zero-
temperature conductivity can be directly related to the one-particle spectral function
Aα,β(µ) at the chemical potential.
2.10.2. Classes of insulators
The electron-ion interaction or electron-electron interaction can be the reason of an isolat-
ing behavior in different ways. Insulators are classified by the main mechanism that causes
them to be insulating either as band insulators, Peierls insulators, Anderson insulators,
Mott insulators or charge-transfer insulators.
The first three types are insulating due to the electron-ion interaction and the remaining
two because of electron-electron interaction. The main reason for the insulating behav-
ior of band insulators is the finite gap in the one-particle band structure that exists even
without electron-electron interaction, disorder or static deformations of the lattice. Peierls
insulators are quasi-one-dimensional materials in which chains of atoms are responsible
for the conductivity. At high temperatures the atoms are equidistant. If the temperature
is lowered the so-called Peierls transition [Fro, 1954; Peierls et al., 1955] can occur. The
atoms in the chain dimerize and hence double the chain periodicity. This doubling of
the lattice vector in the direction of the chain can open a gap that makes the material
insulating if the band was half-filled without the lattice deformation. In Anderson in-
sulators [Anderson, 1958], impurities or other disorder of the atomic structure localize
electronic states. These localized states cannot contribute to the conductivity. The in-
sulating behavior of Mott and charge-transfer insulators is caused by electron-electron
interaction. In 1937 de Boer and Verwey [de Boer and Verwey, 1937] pointed out that
several transition-metal oxides such as NiO or CuO2 are insulators even though according
to band theory they should be conductors because they have an odd number of electrons
per unit cell. Mott and Peierls [Mott and Peierls, 1937] discussed this result and con-
cluded that the Coulomb repulsion of electrons leads to a localization of the electrons in
these materials. Mott [Mott, 1949] later showed how electron-electron interaction leads to
an insulating ground state of NiO. This localization can occur for example in transition-
metal oxides, where the partially filled and localized d-states of the transition-metal ion
form a narrow band and the electrons in this band interact strongly. Figure 2.1 shows
the schematic density of states of Mott insulators and charge-transfer insulators. The
charge transfer energy ∆ denotes the energy difference between the states of the anion
(e.g. the p-states of oxygen) and the strongly interacting states of the cation (e.g. the
d-states of the transition-metal ion). The main effect of the electron-electron interaction
is the split-up of the strongly interacting and partially filled bands of the cations into two
bands. The distance of the resulting fully occupied band and the empty band has been
termed the Hubbard U . Thus, depending on the relation between the charge-transfer
energy and the Hubbard U the material is either classified as a Mott insulator for ∆ > U
or a charge-transfer insulator for ∆ < U [Zaanen et al., 1985]. This classification includes
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Figure 2.1.: Schematic density of states of Mott insulators (left figure) and charge-transfer
insulators (right figure). Each case shows on the left side the situation without
electron-electron interaction (U = 0) and on the right side the situation with
electron-electron interaction (U > 0). The charge transfer energy ∆ and the
Hubbard U are indicated in the figures. Red areas denote states of the anion,
e.g., oxygen states, and black areas states of the cation, which is, for example,
a transition-metal oxide.
information if the gap is between the filled and empty bands of the cation in case of a
Mott insulator or between filled bands of the anion and the empty bands of the cation for
a charge-transfer insulator.
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Models are required in solid-state theory to investigate and understand physical effects in
well-controlled settings. The simplest model for the description of interacting electrons
in a solid is the single-orbital Hubbard model [Pariser and Parr, 1953a,b; Pople, 1953;
Gutzwiller, 1963b; Hubbard, 1963; Kanamori, 1963]. We describe the Hubbard model in
section 3.1. The discussion focusses on half-filled, one-dimensional systems in the zero-
temperature limit, because we use this well-understood situation as a simple benchmark
case for the methods derived in this thesis. We also show how the Hubbard dimer, i.e.,
two-site Hubbard chain, is connected to the dissociation limit of the hydrogen molecule.
We take the hydrogen molecule as the simplest case of the static correlation problem
and discuss the implications of broken-symmetry solutions that are very relevant in the
context of practical descriptions of strong electronic correlations in ab-initio calculations.
While the Hubbard model is a representative of a lattice model, also impurity mod-
els give interesting insights into the physics of correlated systems. We introduce the
single-impurity Anderson model (SIAM, [Anderson, 1961]) in section 3.2 and discuss its
properties in various parameter regions.
3.1. Hubbard model
The one-dimensional, single-orbital Hubbard model [Gutzwiller, 1963b; Hubbard, 1963;








Similar models have also been proposed early in quantum chemistry [Pariser and Parr,
1953a,b; Pople, 1953]. The simple form of the model is based on the observations that for
the competition between itinerancy and localization only a single-site density-density in-
teraction is required and that the two-particle interaction of electrons on two different sites
is screened efficiently in many physical systems. Thus, the single-orbital Hubbard model
usually describes one localized spin-degenerate one-particle state per lattice site. ĉ(†)iσ is
the annihilator (creator) of an electron with spin σ in the one-particle state at site i. The
sites are arranged in some lattice. In this thesis, we only consider finite one-dimensional
Hubbard models, where the sites are arranged in a finite chain (open boundary conditions)
or as a ring (periodic boundary conditions. The one-particle terms of the Hamiltonian in
Eq. (3.1) run over all neighboring sites. The interaction strength U/t, i.e., the fraction of
the interaction parameter U and the hopping parameter t, determines the physics of the
model. An exact solution for the ground state of the one-dimensional Hubbard model can
be obtained from the solution of the Bethe ansatz equations [Bethe; Lieb and Wu, 1968].
Figure 3.1 shows the dependence of the ground-state energy E = 〈Ĥ〉 and the interac-
tion energy W = U〈∑i n̂i,↑n̂i,↓〉 of a half-filled, 12-site Hubbard ring on the interaction
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Figure 3.1.: Ground-state energy E = 〈Ĥ〉 (upper left graph), interaction energy
W = U〈∑i n̂i,↑n̂i,↓〉 (upper right graph), next-neighbor elements ρ(1)iσ,i+1σ =
〈ĉ†i+1σ ĉiσ〉 of the one-particle reduced density matrix (lower left graph) and
double occupancy 〈n̂i,↑n̂i,↓〉 (lower right graph) of a half-filled, 12-site Hub-
bard ring obtained from the numerical solution of the Bethe ansatz equa-
tions [Bethe; Lieb and Wu, 1968].
strength U/t obtained from the numerical solution of the Bethe ansatz equations [Bethe;
Lieb and Wu, 1968]. The interaction energy is maximal for intermediate interaction
strengths and goes to zero for U/t → ∞ because the double occupancy 〈n̂i,↑n̂i,↓〉 is sup-





i+1σ ĉiσ〉 of the one-particle reduced density matrix and the double occupancy
for the same system. The next-neighbor elements of the one-particle reduced density ma-
trix are a measure for the itineracy of the system. In the non-interaction limit U/t→ 0,
the double occupancy and the next-neighbor elements of the one-particle reduced den-
sity matrix are maximal, which indicates a covalent bonding. Increasing U/t from zero
suppresses the double occupancies and localizes electrons. We will only use the one-
dimensional single-orbital Hubbard model for benchmarks of the proposed methods and,
thus, will not discuss the plethora of exciting physics happening at finite temperature, in
higher dimensions or at different fillings.
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3.2. Single-impurity Anderson models
An Anderson model [Anderson, 1958] describes a correlated impurity in a host lattice of
weakly correlated or uncorrelated sites. The model was set up by Anderson to describe
the local-moment behavior of correlated impurities in metals. The host lattice is usually
referred to as the bath and described in k-space with the operators ĉ(†)~k,σ. The impurity
contains two degenerate one-particle states with the operators f̂ (†)σ with n̂f,↑ = f̂ †σf̂σ in the
case of the single-orbital Anderson model. The Hamiltonian of a generic single-impurity,
single-orbital Anderon model reads
























The Hamiltonian Ĥbath of the bath, i.e., the host lattice, describes a non-interacting
system with the dispersion relation ε~k. The Hamiltonian Ĥimp of the impurity contains
an impurity on-site energy εf and a local two-particle interaction with the interaction
parameter U . The hopping of electrons between the impurity and the bath is described
by the hybridization Hamiltonian Ĥhyb with the hybridization parameters V~k,f .
To set up a model that covers most of the essential physics of a single-impurity Anderson
model and is only determined by a minimal number of parameters, we choose a finite
non-interacting Hubbard chain with Lbath sites as the bath and a k-independent real
hybridization parameters V~k,f = V/
√
Lbath. The choice of the Hubbard ring as a bath
defines the dispersion relation















ĉ†k,σf̂σ + f̂ †σ ĉk,σ
)
. (3.7)
3.2.1. Characteristic parameter regimes
In this section, we discuss different parameter regimes of a single-impurity Anderson model
with the Hamiltonian defined by Eq. (3.2)-Eq. (3.7). We choose Lbath = 11 bath sites, a
filling of Ne = Lbath + 1 = 12 electrons, t > 0 and the zero-temperature limit. The exact
ground state of this system can be obtained with exact diagonalization. The chosen single-
impurity Anderson model is identical to the one studied in [Töws and Pastor, 2011]. The
discussion and data presented in this section have been published in [Schade and Blöchl,
2018]. The energy levels of the non-interacting bath are given by the dispersion relation
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where Ebath(n) is the energy of the bath with n electrons. Thus, for the given choice of
parameters the Fermi energy is





and larger than zero. We discuss the physics of the different parameter regimes here
shortly, because in chapter 8 we will benchmark the adaptive cluster approximation for
these parameter ranges.
Interaction-strength dependence
First, we investigate the dependence of the ground state on the interaction parameter
U of the impurity orbital. We choose εf = 0, V/t = 0.4 and U/t ∈ [0, 8]. Figure 3.2
shows the ground-state energy E = 〈Ĥ〉, the interaction energy W = U〈n̂f,↑n̂f,↓〉, the
impurity occupation nf = 〈n̂f,↑+ n̂f,↓〉 and the impurity magnetization mf = 〈n̂f,↑− n̂f,↓〉.
The Fermi level of the bath is higher than the impurity level and hence the impurity is
more than half-filled (nf > 1) in the non-interacting limit (U = 0). For small interaction
strengths, the Hartree-Fock approximation holds, and the interaction energy W depends
as
W ≈ U4 n
2
f (3.10)
on the impurity occupation nf . The spin-unrestricted Hartree-Fock approximation is
valid for small interaction strengths, but shows an unphysical transition to a state with
a non-zero impurity magnetization mf = 〈n̂f,↑ − n̂f,↓〉 6= 0 at around U ≈ t. A large
impurity interaction U penalizes the impurity occupation and for U/t→∞ the impurity
is less than half occupied.
Impurity on-site-energy dependence
The on-site energy εf of the impurity directly influences the number of electrons on the
impurity, because if shifts the energy level of the impurity relative to the energy levels of
the bath. The left column of figure 3.3 shows the dependence of important observables
of the single-impurity Anderson model defined by Eq. (3.2)-Eq. (3.7) with Lbath = 11,
Ne = Lbath + 1 = 12, t > 0, U/t = 8 and V/t = 0.4 in the range εf/t ∈ [−10, 5]. The
impurity occupation nf defines three regimes of this model:
• The doubly-occupied region, i.e., nf ≈ 2, exists for εf  εF,bath − U ≈ −7.72t. Due
to the double-occupation the interaction energy takes its maximal value of W ≈ U
in this region.
• The singly-occupied region, i.e., nf ≈ 1, exists for εf < εF,bath ≈ 0.28t and εf >
εF,bath − U ≈ −7.72t. The region is also known as the Kondo-regime [Kondo, 1964]
and the ground state in this regime has only contributions from Slater determinants
that are singly-occupied on the impurity. Thus, the impurity can be described by
an effective local spin-1/2-moment coupled to the bath.
• The empty-impurity region exists for εf > εF,bath ≈ 0.28t.
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Figure 3.2.: Interaction-strength dependence of the ground-state of a half-filled single-
impurity Anderson model defined by Eq. (3.2)-Eq. (3.7) with Lbath = 11, Ne =
Lbath + 1 = 12, εf = 0, V/t = 0.4 and t > 0. Exact results (black lines) are
compared to the spin-unrestricted Hartree-Fock approximation (blue lines).
At the boundaries of the three regions there are mixed-valence regions. The unrestricted
Hartree-Fock approximation reproduces the separation into three regions qualitatively
but shows an unphysical ground state with a finite impurity magnetization in the singly-
occupied region.
Bandwidth dependence
Finally, we investigate the dependence on the bandwidth of the bath. The bandwidth wb
of the bath is related to the hopping as
wb = 4t. (3.11)
Thus, we will use the bath hopping t instead of the bath bandwidth wb in this section.
The dependence of importand observables of the single-impurity Anderson model defined
by Eq. (3.2)-Eq. (3.7) with Lbath = 11, Ne = Lbath + 1 = 12, t > 0, U/V = 5, V > 0
and εf/V = −1 on t/V ∈ [0, 20] is shown in the right column of figure 3.3. The behavior
of the total energy E is dominated by the hopping and hence the total energy is visually
identical to a linear function in t. In limit of degenerate bath energy levels t→ 0, we have
εF,bath = 0 and hence with the given choice of the remaining parameters εf+U  εF,bath as
well as εf < εF,bath. Thus, the system is close to the transition from the empty impurity to
a singly occupied impurity. In the limit of widely separated bath energy levels t→∞, we
have a doubly occupied impurity, and hence the interaction energy is maximal. The limit
of degenerate bath energy levels and the limit of widely separated bath energy levels are
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particularly important because the adaptive cluster approximation with one effective bath
level becomes exact in these limits due to the equivalence to the two-level approximation
of Töws and Pastor [Töws and Pastor, 2011, 2012].
3.2.2. One-particle reduced density matrix of the bath
During our studies of single-impurity Anderson models, we found that models of the
type defined in section 3.2.1 have a very interesting structure of the eigenvalue spectrum
of the one-particle reduced density matrix of the bath states in the exact ground state
at zero temperature. Numerical results show that the eigenvalue spectrum of the one-
particle reduced density matrix of the bath consists only of a few clusters of eigenvalues.
The individual clusters have a tiny spread. Because of the fact that the number of
unique eigenvalues can be related to the number of effective bath levels for which the
adaptive cluster approximation in chapter 8, we discuss this feature of single-impurity
Anderson models here in detail. The findings presented in this section have been published
in [Schade and Blöchl, 2018].






and the bath occupations fbath,i as the eigenvalues of ρ(1)k,σ,k′σ′ . Figure 3.4 shows the bath
occupations for the three parameter regimes discussed in section 3.2.1. For all parameters,
except t = 0, there are at most three clusters of bath occupations, namely around fbath,1 =
0, fbath,2 = 1 and except in limiting cases also around an intermediate value 0 < fbath,3 < 1.
Please note, that the bath occupations in a cluster are not necessarily equal, but the
clusters can have a finite spread. However, the spread of values in a cluster is very
small, so that all occupations in a cluster can be regarded as approximately equal for
the purpose of new approximate solution methods for single-impurity Anderson models.
Thus, the number of clusters should be regarded as a qualitative feature.
One might be tempted to ascribe the low number of clusters of bath occupations to
the high symmetry of the single-impurity Anderson model studied so far. Especially the
choice Vk,f = V/
√
Lbath could be an issue. In the following, we show that this is not the
case. To study a single-impurity Anderson model with a more physical bath density of
states, we choose a different model with the Hamiltonian
































Limp denotes the number of interacting sites in the impurity, Lbath the number of bath
sites, εf,i the impurity on-site energies, εb,j the bath on-site energies, Ui the on-site inter-
action parameter of the i-th impurity site and Vi,j the hybridization parameters. Thus,
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this model can describe an arbitrary bath density of states and multi-orbital impurities.
For large baths, i.e. Lbath  1, this model cannot be solved in practice by exact diagonal-
ization. We have obtained the numerically exact ground state of this model instead with
matrix-product-state based density-matrix renormalization group theory implemented in
ITensor1 (MPS-DMRG, [White, 1992, 1993; Östlund and Rommer, 1995; Schollwöck,
2005; Schollwöck, 2011] 2). To reduce the numerical effort of these calculations, we have
proposed and employed a new entanglement reduction procedure that will be discussed
in section 8.8.5 in detail.
The first question to be investigated is if the structure of the eigenvalue spectrum of
the one-particle reduced density matrix of the bath persists in the limit of a continuous
bath density of states. We choose a single-orbital single-impurity Anderson model, i.e.
Limp = 1, with bath bandwidth wb = 2 eV and εf,1 = 0. We consider a model with a total
number of Limp + Lbath = 200 sites and a filling with Ne = 200 electrons. We distribute
the on-site energies εb,j of the bath sites uniformly in [εb − wb/2, εb + wb/2]. This gives
a rectangular density of states of the bath with a spacing of the bath energy levels of
approx 0.01 eV. To avoid accidental symmetries, we chose the hybridization parameters
Vi,j randomly in [0, wb/Lbath]. The bath occupations of the model are shown in figure 3.5.
As for the small bath, there are three distinct clusters of bath occupations. Thus, we
expect the clustering of the bath occupations to persist in the limit of a continuous bath
density of states. A two-site impurity with Ui > 0 and εf,i chosen randomly leads to four
clusters of eigenvalues as shown in figure 3.5 for Limp = 2 and Limp + Lbath = 40. On
the other hand, a three-site impurity, Limp = 3 leads to five clusters of bath occupations.
Thus, we conjecture for a single-impurity Anderson model with a non-degenerate ground
state and a spin-degenerate Hamiltonian the rule that the number of clusters ncluster of
bath occupations is related to the number of impurity sites Limp by
ncluster = 2 + Limp. (3.17)
1ITensor C++ library (version 2.1.1), http://itensor.org/
2A more complete list of references can be found in the reviews [Schollwöck, 2005], [Verstraete et al.,
2008] and [Schollwöck, 2011].
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Figure 3.3.: Impurity on-site-energy dependence (left column) and bandwidth depen-
dence (right column) of important observables of the single-impurity Ander-
son model defined by Eq. (3.2)-Eq. (3.7) with Lbath = 11, Ne = Lbath +1 = 12
and t > 0. For the impurity on-site-energy dependence U/t = 8 and V/t = 0.4
were chosen. For the dependence on the bandwidth U/V = 5, V > 0 and
εf/V = −1 were chosen. Exact results (black lines) are compared to the
spin-unrestricted Hartree-Fock approximation (blue lines).
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Figure 3.4.: Bath occupations, i.e., the eigenvalues of ρ(1)k,σ,k′σ′ = 〈ĉ
†
k′σ′ ĉkσ〉, of a single-
impurity Anderson model for the three parameter regions discussed in sec-
tion 3.2.1.
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Figure 3.5.: Bath occupations, i.e., the eigenvalues of ρ(1)k,σ,k′σ′ = 〈ĉ
†
k′σ′ ĉkσ〉, of a single-
impurity Anderson model for a single-site impurity (top figure), a two-site
impurity (middle figure) and a three-site impurity (bottom figure). The re-
maining parameters are described in detail in section 3.2.2.
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In this section, we will discuss the foundations of density functional theory starting with
its historically first foundation in the form of the Hohenberg-Kohn theorems [Hohenberg
and Kohn, 1964; Kohn and Sham, 1965; Kohn, 1999]. We will then point out some short-
comings of the Hohenberg-Kohn definitions, introduce Levy’s constrained-search func-
tional [Levy, 1979] and finally Lieb’s generalization based on the Legendre-Fenchel trans-
formation [Lieb, 1983a]. Furthermore, we will also discuss some practical approximations
of the exchange-correlation functional as they are relevant for the combination of density-
functional theory and reduced density-matrix functional theory. We restrict the main part
of the discussion to the case of zero-temperature, integer particle numbers, and non-spin-
polarized states to keep the notation concise. These restrictions are then subsequently
dropped, and necessary extensions of the theory explained.
4.1. Hohenberg-Kohn theorems
Historically, the first foundation of density functional theory was set by the two
Hohenberg-Kohn theorems [Hohenberg and Kohn, 1964; Kohn, 1999]. For a general dis-
cussion, we closely follow [Eschrig, 2003] and define the Hamiltonian as an operator-valued
functional of the external potential v(~r ) as




where T̂ is the operator of the kinetic energy, Ŵ denotes the electron-electron interaction
and 0 ≤ λ ≤ 1 scales the interaction strength. The ground-state energy is also a functional




with the class WN of normalized antisymmetric N -particle wave functions with finite
kinetic energy.
The first Hohenberg-Kohn theorem states that the electron density n0(~r ) of the ground
state determines the external potential v(~r ) for which the ground state was obtained up
to an additive constant. This theorem holds for all potentials v(~r ) ∈ VN . VN is defined
as the class of all potentials, that are in1 Lp for some p and can bind N electrons, i.e.,
VλN =
v|∃p ∈ R : 1 ≤ p <∞, v ∈ Lp and Ĥλ[v] has N− particle ground state
, (4.3)
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and is also named the class of n-representable potentials. On the other hand, the first
Hohenberg-Kohn theorem implicitly only applies to electron densities that come from an
N -electron ground state and, thus, are elements of the class of pure-state v-representable
densities
AλN = {n|∃v ∈ VλN : n is the density of an N− particle ground state of Ĥλ[v]}. (4.4)
The first Hohenberg-Kohn theorem closes the cycle of the conventional solution of the
many-particle problem of Ĥλ[v] (in the absence of degeneracies)
v → |Ψ0〉 → n0, (4.5)
by relating the electron density n0 ∈ AλN to exactly one external potential v ∈ VλN . Thus,
the potential v = vλ[n] and the ground-state wave function |Ψ0〉 = |Ψλ0 [n]〉 are functionals
of the electron density. Consequently, instead of the many-particle wave function the
electron density can be used as the basic quantity of a system.
The second Hohenberg-Kohn theorem states that a universal functional F λHK[n] can be
defined that yields the exact ground-state energy for the external potential vext ∈ VλN as





d3~rn(~r )vext(~r ). (4.6)
The minimum is obtained for the density n that fulfills vext = vλ[n]. In the non-degenerate
case, this functional can be written as
F λHK[n] = 〈Ψλ0 [n]|T̂ + λŴ |Ψλ0 [n]〉 (4.7)
or more generally also for degenerate cases as
F λHK[n] = Eλ[vλ[n]]−
∫
d3~rvλ[n](~r )n(~r ). (4.8)
The Hohenberg-Kohn functional F λHK[n] is independent of the external potential. The ex-
plicit form of the exact functional F λHK[n] is unknown and the computational complexity
for it’s evaluation is the same as for the solution of the many-particle problem up to differ-
ences of polynomial complexity [Liu et al., 2007; Schuch and Verstraete, 2009; Whitfield
et al., 2014]. The main shortcomings of the Hohenberg-Kohn functional are that it is only
defined for the class AλN of densities. Neither the set AλN nor VλN are explicitly known.
This has been termed the v-representability problem.
4.2. Levy’s constrained search functional
The main step of solving the v-representability issue of the Hohenberg-Kohn theorems was
performed by Levy [Levy, 1979]. He extended the definition of the universal kinetic-energy
functional for non-interacting systems of Percus [Percus, 1978]
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to interacting systems
F λLevy[n] = min|Ψ〉∈WN :n(x)=〈Ψ|n̂(x)|Ψ〉
〈Ψ|T̂ + λŴ |Ψ〉. (4.10)
The Levy-functional can be used in place of the Hohenberg-Kohn functional in Eq. (4.6)
because
F λLevy[n] = F λHK[n] ∀n ∈ AλN . (4.11)
Furthermore, Levy’s functional is defined also for densities that are not v-representable.
The minimization over densities from the unknown class AλN in Eq. (4.6) can be extended
to the class of densities that come from any many-particle wave function not just from
ground states. This class of densities can be defined as [Gilbert, 1975a; Harriman, 1981;
Lieb, 1983a]
IN = {n|n(~r ) ≥ 0, n ∈ L1,∇n1/2 ∈ L2,
∫
d3~rn(r) = N <∞} (4.12)
and contains the class AλN . Lieb has shown that any density from IN can be represented
by a single Slater determinant and that the density of every N -particle wave function
from WN is in the class IN [Lieb, 1983a]. It can be shown that the class IN is convex.
That means that if n1, n2 ∈ IN then also ηn1 + (1 − η)n2 ∈ IN ∀0 ≤ η ≤ 1. This
is in sharp contrast to the non-convexity of AλN which has been shown by Lieb [Lieb,
1983a]. Thus, Levy has generalized the Hohenberg-Kohn functional to a convex domain.
But even though the domain IN of Levy’s functional is convex, the functional itself is
not convex [Lieb, 1983a]. A convex functional was later introduced by Lieb and will be
discussed in the subsequent section.
In conclusion, with Levy’s constrained search functional we can generalize the mini-









which, however, is still not a convex minimization problem.
4.3. Lieb’s convex-conjugate functional
For Lieb’s generalization of Levy’s constrained search functional, we first note some im-
portant properties of the ground-state energy. The ground-state energy is concave2
Eλ[αv1 + (1− α)v2] ≥ αEλ[v1] + (1− α)Eλ[v2] (4.14)
for v1, v2 ∈ Vλn and 0 ≤ α ≤ 1. On the other hand, the ground-state energy is a mono-
tonically decreasing function of the potential, that is, if v1(~r ) ≤ v2(~r )∀~r ∈ R3, then
Eλ[v1] ≤ Eλ[v2].
2Please note, that we distinguish concavity (f(αx1+(1−α)x2) ≥ αf(x1)+(1−α)f(x2)), strict concavity
(f(αx1 +(1−α)x2) > αf(x1)+(1−α)f(x2)), convexity (f(αx1 +(1−α)x2) ≤ αf(x1)+(1−α)f(x2))
and strict convexity (f(αx1 + (1− α)x2) < αf(x1) + (1− α)f(x2)).
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Lieb’s choice of the density functional is [Lieb, 1983a]








This functional is defined for all densities from the class
RN = {n|n(~r ) ≥ 0, n ∈ L3,
∫
d3~rn(r) = N <∞}, (4.16)
which is convex and contains the class IN . The minimization in Eq. (4.15) is performed
over all potentials from the class L3/2 + L∞. That is, potentials that can be written as a
sum of a potential v3/2 ∈ L3/2 and v∞ ∈ L∞. This class is chosen because n ∈ L1 ∪ L3
and3 ∫
d3~r |n(~r )v(~r )| ≤
∫
d3~r |n(~r )v3/2(~r )|+
∫
d3~r |n(~r )v∞(~r )| <∞. (4.17)
Lieb’s functional in Eq. (4.15) is convex
F λLieb[ηn1 + (1− η)n2] ≤ ηF λLieb[n1] + (1− η)F λLieb[n2], (4.18)
because it is the result of a Legendre-Fenchel transformation [Legendre, 1787; Fenchel,
1949] of a concave quantity. Thus, the functional F λLieb is the convex conjugate of the









is convex because the domain IN as well as the quantity to be minimized are convex.
Convexity guarantees that a local minimum of Eq. (4.19) is also a global minimum4.
Lieb [Lieb, 1983a] has also shown that the functional (4.15) can equivalently be written
as a constrained minimization over N -particle density operators ρ̂(N) = ∑i Pi|ΨNi 〉〈ΨNi |
in the form











Pi〈ΨNi |T̂ + λŴ |ΨNi 〉. (4.20)
This reveals that this functional is related to Levy’s function in Eq. (4.10) by F λLieb[n] =
F λLevy[n] for densities of pure states and by F λLieb[n] ≤ F λLevy[n] ∀n ∈ IN .
In conclusion, the density functional F λLieb[n] is defined for an explicitly known and
convex class of densities, is convex, can be directly related to Levy’s functional, and is
equal to the Hohenberg-Kohn functional for all densities in AλN . Thus, Lieb’s functional
will serve as our basic definition of the density functional.
4.4. The exchange-correlation functional
4.4.1. From the density functional to the exchange-correlation
functional
For practical calculations, the density functional has to be approximated because the
computational effort for the exact functional is just as high as for the solution of the
3If f ∈ Lp, g ∈ Lq and 1p +
1




d3~rn(~r )vext(~r ) is not strictly convex, there can be multiple minimizers.
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many-particle problem up to differences of polynomial complexity [Schuch and Verstraete,
2009; Liu et al., 2007; Whitfield et al., 2014]. The exchange-correlation functional Exc[n]
is defined as








4πε0|~r − ~r ′|
, (4.21)
where the last term is the negative of the Hartree energy EH [n]. F λ[n] denotes one of
the three density functionals discussed in the previous three sections. The discussion
contained in this section can be performed similarly for all three variants of the den-
sity functional. However, we will give the expressions here for Lieb’s functional. The









Thus, the minimization over densities has been reformulated as a minimization of the non-
interacting kinetic energy, the Hartree-energy, the exchange-correlation functional and the
expectation value of the external potential. We define the ensemble {P λi }, {|Ψ
N,λ
i 〉} as a
minimizer of Eq. (4.20) for the interaction strength λ. The non-interacting kinetic energy

































The density functional for the full interaction strength λ = 1 can be expressed assum-
ing the existence of the derivative dF λLieb[n]/dλ with an integration over the range of
interacting strengths 0 ≤ λ ≤ 1 as





















We can connect the density functional for the non-interacting system λ = 0 with the
interacting system λ = 1 by













The relation is has been termed the adiabatic connection [Harris and Jones, 1974; Langreth
and Perdew, 1975; Gunnarsson and Lundqvist, 1976].
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i 〉 − EH [n]. (4.29)
With the two-particle density n(2),λ(~r , ~r ′) of the ensemble {P λi }, {|Ψ
N,λ
i 〉} we arrive at the











n(2),λ(~r , ~r ′)
4πε0|~r − ~r ′|
− EH [n]. (4.30)
Historically, the interaction-strength-dependent pair-distribution function [Perdew and
Wang, 1992b]
gλ(~r , ~r ′) =
n(2),λ(~r , ~r ′)
n(~r )n(~r ′) (4.31)
or the interaction-strength-dependent hole function
hλ(~r , ~r ′) =
n(2),λ(~r , ~r ′)
n(~r ′) − n(~r ) (4.32)
have been used to express the two-particle density n(2),λ(~r , ~r ′). The fundamental sum
rule for the hole function ∫
d3~r ′hλ(~r ′, ~r ) = −1 ∀~r ∈ R3 (4.33)
directly results from Eq. (2.113). The exchange-correlation hole can be further decom-
posed into the exchange contribution that is explicitly known for the homogeneous non-
















hx/c,λ(~r ′, ~r )
4πε0|~r − ~r ′|
. (4.35)
Local or semi-local approximations of the exchange-correlation functional are usually given
in terms of the exchange- and correlation-energy densities per particle. However, expres-
sions for the hole function or the pair-distribution function have been developed for some




4.4.2. Kinetic contribution to the exchange-correlation functional
It should be noted here, that the exchange-correlation functional contains a contribution
from the kinetic energy due to the interaction-strength integration in Eq. (4.30). This
kinetic contribution Txc is given by the difference of the interacting and the non-interacting
kinetic energy
Txc[n] = Tλ=1[n]− Tλ=0[n]. (4.36)
Thus, the exchange-correlation functional can also be written as

















n(2),λ=1(~r , ~r ′)
4πε0|~r − ~r ′|
(4.39)
denotes the contributions from the interaction. The important difference between Exc in
Eq. (4.30) and Uxc in Eq. (4.38) is that Uxc is evaluated at full interaction strength λ = 1
whereas Exc has the average over all interaction strengths.
We define the partially integrated pair-distribution function as





dλgλ(~r , ~r ). (4.40)
It can be used to obtain the interaction-strength-dependent pair-distribution function
gλ∗(~r , ~r ′) = gλ∗(~r , ~r ′) + λ∗∂λ∗gλ∗(~r , ~r ′). (4.41)
In section 6.4.4 we will use this relation to obtain the interaction-strength-dependent pair-
distribution function for the local-density approximation from the interaction-strength in-
tegrated pair-distribution function given by Perdew and Wang [Perdew and Wang, 1992b].
The expression for the contribution Txc[n] from the kinetic energy has been obtained




∂n(~r ) ≥ 0. (4.42)
The contribution to the kinetic energy from the exchange-part of the exchange-correlation
functional is zero, i.e. Txc[n] = Tc[n]. Equation (4.42) will be used later to obtain the
interaction contribution Uxc from a given exchange-correlation functional.
4.5. Kohn-Sham system
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and can instead be performed over a Slater determinant
|Φ〉 ∈ W0N = {|Ψ〉| |Ψ〉 ∈ WN and |Ψ〉 is a Slater determinant}. (4.44)
Thus, the minimization can be written in the form
Eλ=1[vext] = inf
|Φ〉∈W0N
〈Φ|T̂ |Φ〉+ EH [n|Φ〉] + Exc[n|Φ〉] + ∫ d3~rn|Φ〉(~r )vext(~r )
. (4.45)
This rewriting is possible because any density from the class IN can be represented by a
single Slater determinant according to Lieb [Lieb, 1983a]. Instead of using the Slater deter-
minant directly, we can minimize over its one-particle reduced density matrix ρ(1)(~x, ~x ′)
because the density as well as the kinetic energy can be obtained from it. With the













with the density n{fi},{|φi〉}(~x) =
∑
i fi〈φi|n̂(~x)|φi〉. The minimization runs over occupa-
tions fi ∈ {0, 1} because the one-particle reduced density matrix corresponds to a single
Slater determinant. The natural orbitals |φi〉 are single-particle wave functions. The min-





+ vext(~x) + vH(~x) + vxc(~x)
)
〈~x |φi〉 = εi〈~x |φi〉 (4.47)
with the Hartree-potential vH(~x) = ∂EH [n]/∂n(~x) and exchange-correlation potential
vxc(~x) = ∂Exc[n]/∂n(~x). Thus, the natural orbitals are eigenstates of an effectively non-
interacting system that has the same density as the interacting system. This effectively
non-interacting system is called the Kohn-Sham system [Kohn and Sham, 1965] and,
consequently, the natural orbitals of this system have been termed Kohn-Sham wave
functions. The energy eigenvalues εi are named the Kohn-Sham energies. Although the
Kohn-Sham wave functions and energy eigenvalues are frequently used in the study of
chemical bonding and solid state physics, only the eigenvalue of the highest occupied
state (HOMO) in a finite system has a rigorous physical meaning namely as the negative
of the ionization potential I, i.e.
εHOMO = −I = E(N)− E(N − 1). (4.48)








4.6. Minimization of the total energy




fi〈φi|T̂ |φi〉+ EH [n{fi},{|φi〉}] + Exc[n{fi},{|φi〉}]
+
∫
d3~rn{fi},{|φi〉}(~r )vext(~r ). (4.50)
















where µ is the Lagrange multiplier of the total particle number and Λi,j the matrix
of Lagrange multipliers of the orthonormality of the Kohn-Sham wave functions. The






holds. The gap of the Kohn-Sham spectrum, that is, the difference of the Kohn-Sham
eigenvalue εLUMO of the lowest unoccupied molecular orbital (LUMO) and the Kohn-
Sham eigenvalue εHOMO of the highest occupied molecular orbital (HOMO) is defined as
the Kohn-Sham gap Eg,KS = εLUMO − εHOMO. A finite derivative discontinuity of the
exchange-correlation energy Exc also contributes to the fundamental gap Eg. It can be












where Exc(m) denotes the value of the exchange-correlation functional in the ground
state of the system with m electrons. Thus, the fundamental gap Eg can be expressed in
terms of the Kohn-Sham gap Eg,KS and the exchange-correlation gap Eg,xc as [Sham and
Schlüter, 1983; Perdew and Levy, 1983; Perdew]
Eg(N) = Eg,KS(N) + Eg,xc(N). (4.54)
Local or semi-local approximations of the exchange-correlation energy Exc have a vanish-
ing exchange-correlation gap Eg,xc and usually underestimate the fundamental gap.
4.6. Minimization of the total energy
The minimization of the total DFT-energy in Eq. (4.46) can be performed in two different
approaches. The most widespread approach is the self-consistent solution of the Kohn-
Sham equations given in Eq. (4.47). At first, a starting point for the Kohn-Sham wave
functions and the occupations is chosen and then the following steps are performed:
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1. The electron density n(~r) and the potentials vext, vH and vxc are evaluated for the
current guess of the Kohn-Sham wave functions.
2. The eigenstates and eigenvalues of the resulting effective one-particle Hamiltonian
are computed. This is a conventional eigenvalue problem and scales cubically in the
system size.
3. If self-consistency is reached, i.e., the new eigenstates are identical to the Kohn-Sham
wave functions of the previous iteration, the algorithm terminates.
4. The eigenstates from the solution of the eigenvalue problem are used as the new
Kohn-Sham wave functions, and the algorithm continues at step 1. Additional
measures have to be taken to ensure convergence of the self-consistency cycle.
This approach is prevalent because the solution of large eigenvalue problems is a common
task and efficient implementations exist. In practice, additional measures have to be taken
to ensure the convergence of the self-consistency cycle.
The second approach to the solution of the minimization problem is to perform the
minimization of Eq. (4.46) with the required constraints. An algorithm that has turned
out to be particularly suitable for this task is the Car-Parrinello molecular dynamics ap-
proach [Car and Parrinello, 1985]. Here, we first discuss how the Car-Parrinello molecular
dynamics approach works and show later how it can be used for the minimization of the





























The first term is a fictitious kinetic energy of the Kohn-Sham wave functions with the
fictitious mass mφ and the second term is the fictitious kinetic energy of occupations
with the fictitious mass mf . The third term denotes the kinetic energy of the nuclei.
The third term is the total DFT-energy given in Eq. (4.50). The DFT-energy depends
on the position of the nuclei in Eq. (4.50) via the external potential vext. The last two
terms contain the orthonormality constraints of the Kohn-Sham wave functions with the
Lagrange multipliers Λm,n and the particle number constraint with the Lagrange multiplier
µ. The non-equality constraints of the occupations, i.e., 0 ≤ fi ≤ 1, can be enforced with
the mapping to the new unconstrained variables xi with fi = f(xi) = (1 + cos(xi))/2.
With the Euler-Lagrange equations, we obtain the equations of motion















4.6. Minimization of the total energy
As long as the fictitious kinetic energy of the wave functions is small, i.e. they are close to
their Born-Oppenheimer surface, the equations of motion in Eq. (4.56)-Eq.(4.58) describe
the classical motion of the nuclei. The equations can be solved in practice by discretizing
the time coordinate. The Lagrange multipliers are chosen in every propagation such that
the constraints are fulfilled in the next time step. The propagation of the discretized
equations of motion can be performed with the Verlet algorithm [Verlet, 1967].
We can also use the idea of the Car-Parrinello molecular dynamics approach to solve
the minimization problem of Eq. (4.49) in the external potential of a static arrangement
of nuclei: we only have to prevent the atoms from moving and introduce friction. The














now contain velocity-dependent friction terms with the friction parameters αf and αφ. A
simple practical minimization scheme now performs the steps starting from initial friction
values αf and αφ and an initial set of occupations fi(t = 0) and Kohn-Sham wave functions
|φi(t = 0)〉:
1. The total DFT-energy EDFT and its derivatives are evaluated.
2. The occupations and Kohn-Sham wave functions in the next time step t + ∆ are
constructed with a time propagation such as the Verlet algorithm.
3. The Lagrange multipliers are determined such that the constraints are fulfilled in
the next time step. This yields fi(t+ ∆) and |φi(t+ ∆)〉
4. If the DFT-total energy is higher than in the previous step, then large friction
values are used in the next step to slow down the propagation of the system in the
undesired direction.
5. If the DFT-total energy is lower than in the previous step, then friction values are
reduced.
6. The algorithm terminates if the DFT-total energy is minimal. Otherwise it continues
with t→ t+ ∆ at 1.
The procedure is guaranteed to converge to a local minimum of the constrained minimiza-
tion problem as long as the time step ∆ is sufficiently small. Please note, that compared
to other minimization algorithms, there is no line search necessary. Another major advan-
tage is that the convergence speed and issues can be analyzed and understood nicely by
drawing analogies from the well-known motion of classical particles in simple potentials.
The Car-Parrinello-like minimization of the total DFT-energy in Eq. (4.59) and Eq. (4.59)
is used in the CP-PAW code. It can easily be modified to energy functionals for which no
Kohn-Sham system exists and hence can also be used in the context of reduced density-
matrix functional theory. The minimization over natural orbitals |φi〉 and occupations
0 ≤ fi ≤ 1 is equivalent to a minimization over a one-particle reduced density matrix ρ(1)ij ,
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i.e. a hermitian matrix of dimension equal to the number of one-particle states and the
semi-definiteness constraint 0 ≤ ρ(1)ij ≤ 1. Because only natural orbitals with non-zero
occupations contribute to the one-particle reduced density matrix, all natural orbitals
with vanishing occupations can be excluded from the minimization in practice. For zero-
temperature Kohn-Sham DFT, the occupations are integers and, hence, only a number of
natural orbitals proportional to the number of electrons have to be considered explicitly in
the minimization. For zero-temperature reduced density-matrix functional theory, there
could in principle be as many non-zero occupations as there are one-particle basis states.
Thus, for zero-temperature RDMFT calculations, one has to allow for a sufficient number
of partially occupied natural orbitals in the minimization. Zero-temperature RDMFT
behaves like finite-temperature DFT in this regard.
4.7. Extensions
4.7.1. Spin-polarized systems
The extension of the previous sections to a finite spin polarization and spin-dependent
potentials can be obtained by replacing
n(~r )→ n(~r , ↑), n(~r , ↓) (4.61)
v(~r )→ v(~r , ↑), v(~r , ↓). (4.62)
However, there is no spin-dependent generalization of the Hohenber-Kohn theorems be-
cause an external magnetic field is not a unique functional of the ground-state spin-density.
Levy’s approach and Lieb’s functional can be generalized straightforwardly [Eschrig, 2003;
Ayers and Yang, 2006; Holas and Balawender, 2006].
4.7.2. Finite temperatures
Although Mermin [Mermin, 1965] has generalized the Hohenberg-Kohn theorems to finite
temperatures, the generalization of density-functional theory to finite temperatures can
be obtained much easier by starting from Lieb’s functional. The only step required is










which is concave with respect to the potential v. Lieb’s density functional at finite tem-
perature is








and convex with respect to the density n. It can be rewritten as a constrained minimiza-
tion over many-particle density operators ρ̂(many) = ∑n Pn|Ψn〉〈Ψn| as
F λLieb,β[n] = min
ρ̂(many):Trρ̂(many)n̂(~r)=n(~r)
{




4.8. Approximate local functionals









As done in section 4.4.1, the finite-temperature functional can be decomposed into similar
contributions [Mermin, 1965; Pittalis et al., 2011; Burke et al., 2016]. Our combination
of density-functional theory and reduced density matrix functional theory, that will be
introduced in chapter 6, is based on the principles of reduced density matrix functional
theory. Therefore, a detailed discussion of finite temperature density functional theory is
not required here.
4.8. Approximate local functionals
The core idea of the local density approximation (LDA) is to approximate the exchange-
correlation functional as [Vosko et al., 1980; Perdew and Zunger, 1981; Perdew and Wang,
1992a]
Exc[n] ≈ ELDAxc [n] =
∫
d3~rn(~r)εhomxc (n(~r)). (4.67)
The local exchange-correlation energy density per particle εhomxc (n(~r)) is derived from the
homogeneous electron gas as a reference system. The three relevant quantities to char-







and the spin polarization
ζ = n↑ − n↓
n↑ + n↓
. (4.69)
For example, Ceperley and Alder [Ceperley and Alder, 1980] have estimated the ground-
state energy of the homogeneous electron gas at different densities with Monte Carlo-based







from the numerically obtained ground-state energies of the interacting homogeneous elec-
tron gas, estimates of the exchange-correlation energy density per particle can be ob-
tained. Together with analytical results for the limits of high-density and low-density
several parametrizations for the exchange-correlation energy density per particle [Vosko
et al., 1980; Perdew and Zunger, 1981; Perdew and Wang, 1992a] have been obtained.
Semi-local improvements in the form of generalized gradient approximations (GGA), that
additionally employ reduced gradients
s = |∇n(~r)|
n(~r)α , (4.71)
have been proposed and very successfully used. We do not discuss them here because
their semi-local nature is not able to cure the problem of static correlation.
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4.9. The symmetry-breaking dilemma
4.9.1. The hydrogen molecule and static correlation
The most straightforward system for which density functional theory with local or semi-
local functional fails is the hydrogen molecule in the dissociation limit. Here, we first
review properties of the hydrogen molecule and then discuss the non-spin-polarized and
spin-polarized solutions of local or semi-local functionals in DFT. The hydrogen molecule
consists of two hydrogen atoms, one at position ~R1 and one at ~R2 with distance d = |~R1−
~R2|. It is well known that density functional theory with local or semi-local functionals
describes the hydrogen molecule in the vicinity of the equilibrium distance accurately.
Even the Hartree-Fock approximation predicts the equilibrium distance reasonably well. A
comparison of the total energy of the non-magnetic ground state of the hydrogen molecule
around its equilibrium distance in different theoretical descriptions is shown in figure 4.1.
The results have been obtained with the quantum chemistry code Psi4 [Parrish et al.,
2017] with the Gaussian basis cc-pvdz [Dunning, 1989a]. However, if the distance of the
atoms is increased beyond its equilibrium distance qualitative failures in the results from
local or semi-local functionals and Hartree-Fock start to emerge: if the spin-polarization
~m(~r) = n↑(r) − n↓(~r) is restricted to vanish everywhere as is the case for the exact
solution, then the total energy in these approximate treatments does not approach the
exact dissociation limit of
lim
d→∞
E(d) = −1 H, (4.72)
but is greatly overestimated. This overestimation has been termed the static-correlation
problem [Cohen et al., 2012]. In quantum chemistry usually two kinds of qualitatively
different electronic correlation are distinguished: on the one side dynamical correlation
and on the other side static (non-dynamical) correlation. Although there is no formal
definition of static or dynamical correlation, static correlation is said to originate from
degenerate or nearly degenerate states and, hence, the exact ground-state wave function
is qualitatively different from the Hartree-Fock Slater determinant, i.e., the ground-state
wave function in the Hartree-Fock approximation. Dynamical correlation is said to be
strong if the exact ground-state wave function has a large overlap with the Hartree-Fock
Slater determinant and includes a large number of excited Slater determinants with small
amplitudes. Dynamical correlation can be well described by the Hartree-Fock approxima-
tion or perturbative extensions based on the Hartree-Fock Slater determinant. Local or
semi-local density functionals can properly describe dynamical correlation [Langreth and
Perdew, 1977; Burke and Perdew, 1995]. The dissociation limit of the hydrogen molecule
is dominated by static correlation due to the fact that the ground-state wave function
has significant contributions from multiple Slater determinants. In contrast, close to the
equilibrium distance static correlation is small, and the system is dominated by dynamical
correlation that is well described by local or semi-local functionals.
Figure 4.1 also shows results for the situation when the spin-polarization is not restricted
to vanish everywhere. In this case, local or semi-local density functionals and the Hartree-
Fock treatment give the correct dissociation energy at the cost of an unphysical broken
spin-symmetry. Thus, this problem is also called the broken-symmetry dilemma. The
distance d beyond which a spin-polarized solution exists that has a lower total energy
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than the non-spin-polarized solution has been termed the Coulson-Fisher point [Coulson
and Fischer, 1949]. The location of this point depends on the approximate treatment.
4.9.2. The Hubbard dimer as a minimal model
The dissociation curve of the hydrogen molecule, that is, the dependence of the total
energy of the system E on the distance d can be most easily understood by considering
a minimal one-particle basis. We choose here the minimal one-particle basis that is
composed of spherical atomic 1s-orbitals φ1s(r) centered at each atom. Thus, we have the
four spin-orbitals
〈~r, σ|χ1,↑〉 = δσ,↑φ1s(|~r − ~R1|) (4.73)
〈~r, σ|χ1,↓〉 = δσ,↓φ1s(|~r − ~R1|) (4.74)
〈~r, σ|χ2,↑〉 = δσ,↑φ1s(|~r − ~R2|) (4.75)
〈~r, σ|χ2,↓〉 = δσ,↓φ1s(|~r − ~R2|) (4.76)
as a minimal basis. The Born-Oppenheimer Hamiltonian5 is given by Eq. (2.117). The
required matrix elements defined in Eq. (2.118) and Eq. (2.119) can be calculated from
the atomic orbital φ1s(r). We further approximate the two-particle interaction to be local
on the atoms, that is,











4πε0|~r − ~r ′|
φ1s(|~r |)φ1s(|~r ′|)φ1s(|~r |)φ1s(|~r ′|). (4.78)
Thus, the hydrogen molecule is equivalent to a half-filled Hubbard dimer discussed in
section 3.1 in this approximation. A change of the distance between the atoms in the
hydrogen molecule amounts to a change of the matrix elements of the one-particle Hamil-
tonian and a change of the overlap of the one-particle orbitals. The exact ground-state

















The one-particle reduced density matrix of the exact ground state has the form
ρ(1) = 12

1 0 cos(2θ) 0
0 1 0 cos(2θ)
cos(2θ) 0 1 0
0 cos(2θ) 0 1
 (4.81)
5As noted in section 2.7, we will not explicitly mention the ionic interaction of the nuclei in the Hamil-
tonian.
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for the natural orbitals
|b, σ〉 = 1√
2
(|χ1,σ〉+ |χ2,σ〉) , (4.85)
|a, σ〉 = 1√
2
(|χ1,σ〉 − |χ2,σ〉) . (4.86)
The dissociation limit d→∞ of the hydrogen molecule corresponds to the U/t→∞-limit
of the half-filled Hubbard dimer.
4.9.3. Broken-symmetry HF-Slater determinants
In this section, we investigate the question if a many-particle wave function composed of
broken-symmetry Hartree-Fock Slater determinants, i.e., broken-symmetry ground states
of the Hartree-Fock approximation, can be constructed and distinguished from the exact
ground state. We consider the half-filled Hubbard dimer as an example. In the atomic
limit U/t→∞, the ground state of the half-filled Hubbard dimer is four-fold degenerate
















|Ψ3,U/t→∞〉 = |1010〉 (4.90)
|Ψ4,U/t→∞〉 = |0101〉. (4.91)
The one-particle reduced density matrix is diagonal and the occupations are equal to 1/2.
The symmetry-broken ground states of spin-polarized Hartree-Fock calculations in the
limit U/t→∞ are
|ΨHF,U/t→∞,1〉 = |1001〉 (4.92)
|ΨHF,U/t→∞,2〉 = |0110〉 (4.93)
|ΨHF,U/t→∞,3〉 = |1010〉 (4.94)
|ΨHF,U/t→∞,4〉 = |0101〉. (4.95)
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as a combination of all symmetry-broken Hartree-Fock ground states is equal to the
ground-state density operator in Eq. (4.87) and, hence, the two cannot be distinguished
by measurements. It should be noted here, that this is no longer the case if we leave away






can be distinguished from the exact one in Eq. (4.87) with measurements of the spin-spin
correlation function 〈Ŝ1,zŜ2,z〉. The spin-spin correlation functions can also be measured
experimentally with neutron scattering experiments, where the spin-structure factor is
proportional to the inelastic neutron scattering cross section. The spin-spin correlation
functions can be obtained from the spin-structure factor by a Fourier transform. The
equivalence of the exact density operator in Eq. (4.87) and the ensemble-HF density
operator in Eq. (4.96) suggests to generalize this idea to other situations. We evaluate this
approach for the half-filled Hubbard dimer with a large interaction strength U/t > 2, i.e.,
the regime where the Hartree-Fock approximation produces antiferromagnetic symmetry-
broken states to investigate the resulting reduced density matrices. A one-particle reduced
density matrix that is a minimum of the Hartree-Fock energy-expression in the regime
is [Kamil et al., 2016]
ρ(1),HF = 12

1 + sin(2γ) 0 cos(2γ) 0
0 1− sin(2γ) 0 cos(2γ)
cos(2γ) 0 1− sin(2γ) 0
0 cos(2γ) 0 1 + sin(2γ)
 (4.98)
with
γ = 12 arccos(2t/U). (4.99)
The corresponding spin-flipped density matrix is
ρ̃(1),HF = 12

1− sin(2γ) 0 cos(2γ) 0
0 1 + sin(2γ) 0 cos(2γ)
cos(2γ) 0 1 + sin(2γ) 0
0 cos(2γ) 0 1− sin(2γ)
 . (4.100)
The one-particle reduced density matrix of the ensemble of ρ(1),HF and the corresponding







1 0 cos(2γ) 0
0 1 0 cos(2γ)
cos(2γ) 0 1 0
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The two-fold degenerate occupations of this one-particle reduced density matrix are (1−
cos(2γ))/2 and (1 + cos(2γ))/2. Thus, they show the same qualitative dependence on the
interaction strength as the occupations of the exact one-particle reduced density matrix
discussed in section 4.9.2. However, the quantitative behaviour is different because the
dependence of γ (Eq. 4.99) on the interaction strength is different from the dependence
of θ on the interaction strength given in Eq. (4.82). The value of the density-matrix
functional in the Hartree-Fock approximation, i.e., the Hartree-Fock interaction energy,
is
F ŴHF [ρ(1),HF−ensemble] =
U
2 (4.102)
for the one-particle reduced density matrix ρ(1),HF−ensemble in Eq. (4.101). The Hartree-














A /2 + ρ
(1)
B /2] = F ŴHF [ρ(1),HF−ensemble] ≥ F ŴHF [ρ
(1)
A ]/2 + F ŴHF [ρ
(1)
B ]/2, (4.104)
of the density-matrix functional in the Hartree-Fock approximation. In contrast, a convex
density-matrix functional would obey
F Ŵ [ρ(1),HF/2 + ρ̃(1),HF/2] ≤ F Ŵ [ρ(1),HF ]/2 + F Ŵ [ρ̃(1),HF ]/2. (4.105)
Thus, a convex density-matrix functional would not have produced the symmetry-broken
states in the first place, but rather a spin-symmetric ground state. An alternative estimate
of the interaction energy can be obtained by constructing many-particle wave functions
that are Slater determinants and have the one-particle reduced density matrix in Eq. (4.98)




ĉ†1,↑ cos(γ − π/4) + ĉ
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of these two many-particle wave functions has the one-particle reduced density matrix in
Eq. (4.101) and the interaction energy U/2 cos2(2γ). This density operator ρ̂(N)HF can be
distinguished from the exact ground-state density operator by measuring the spin-spin
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correlation functions. Results for the spin-spin correlation function 〈 ~̂S1 · ~̂S2〉 of the density
operator ρ̂(N)HF and the exact density operator are shown in figure 4.2.
The characteristic difference in the spin-spin correlation functions also persist if an
effective interactions strength Ueff is used in the Hartree-Fock approximation that is
chosen such that the reconstructed one-particle reduced density matrix in Eq. (4.101) is
identical to the exact ground-state density matrix6. We conclude that the reconstruc-
tion of a spin-symmetric state from broken-symmetric states gives a qualitatively correct
one-particle reduced density matrix. If the interaction energy is calculated from Slater
determinants and not from the density-matrix functional in the Hartree-Fock approxima-
tion, this scheme yields the same interaction energy as for a symmetry-broken state. Other
shortcomings such as the systematic overestimation of the total energy in the Hartree-
Fock approximation or over-localization of electrons are not affected by this symmetry
reconstruction scheme.
A related method that reconstructs symmetric states from broken-symmetry Slater
determinants is the variational symmetry-projected Hartree-Fock method [Schmid, 2004;
Schmid et al., 2005; Scuseria et al., 2011; Rodríguez-Guzmán et al., 2012, 2013]. This
method has only recently made its way from nuclear physics to solid-state theory and
is based on the idea to restore the symmetry of a Slater determinant with projections.
Firstly, any Slater determinant with M ∈ N particles in a d-dimensional one-particle
basis can be parametrized by a d-by-d unitary matrix U ∈ U(d), |Ψ(U)〉. Then required
physical symmetries of the system can be restored with applications of the corresponding






is then used as a variational wave function. The approximate ground-state energy is
obtained from the minimization
E0 ≈ min
U∈U(d)
〈ΨU,P |Ĥ|ΨU,P 〉. (4.110)
The approximation can be improved systematically by using multiple non-orthogonal
determinants instead of one [Rodríguez-Guzmán et al., 2012, 2013]. Investigation for the
one-dimensional and two-dimensional Hubbard models [Schmid et al., 2005; Rodríguez-
Guzmán et al., 2012, 2013] as well as for molecules [Scuseria et al., 2011] have shown
promising results.
4.9.4. Interpretation of the symmetry-breaking dilemma
One possible solution of the symmetry-breaking dilemma is the reinterpretation of spin-
density-functional theory given by Perdew et al. [Perdew et al., 1995]. Perdew, Savin, and
Burke have constructed an alternative theory which predicts the electron density and the
on-top two-electron density n(2)(~r , ~r ) (on-top pair density) instead of the electron density
and the magnetization density. Please note that within their theory there can be a finite
magnetization density in the Kohn-Sham system, but the magnetization density of the
6This is equivalent to the choice of an effective interaction parameter Ueff such that γ(Ueff ) = θ(U).
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Kohn-Sham system is not a prediction of the magnetization density of the real interacting
system. Thus, Perdew et al. avoid the symmetry-breaking dilemma by proposing a
theory that does not predict the magnetization density. The existing local spin-density
approximation and the generalized gradient approximations can be reused within this
theory.
However, investigations by Hollet and Gill [Hollett and Gill, 2011] show that, for exam-
ple, for Be-like ions there are contributions to the correlation energy from static correlation
that can not be recovered by a broken-symmetry solution. Treating the broken-symmetry
state as the ground state only avoids the static-correlation error. The delocalization
error, i.e., the tendency of approximate local or semi-local density functionals to unphysi-
cally favor fractional charges or delocalized charge distributions due to missing derivative
discontinuities of the total energy at integer particle numbers [Cohen et al., 2012], is not
cured by broken-symmetry solutions in most cases. Thus, we consider the spin-symmetry-
breaking of approximate local or semi-local functionals in DFT as well as DFT+U and
local hybrid functionals as a shortcoming of the functionals. We only consider the stan-
dard interpretation of the magnetization density in spin-density-functional theory as a
prediction of the physical magnetization density.
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Figure 4.1.: Comparison of the dissociation curve of the hydrogen molecule from Hartree-
Fock and density functional theory results with several functionals to exact
results from the full configuration-interaction method (FCI). The upper graph
shows the results when the calculation is restricted to non-spin-polarized
ground states. The lower graph shows results when a finite spin polarization
is allowed and the spin-polarized extension of the functionals is used. The
results have been obtained with the quantum chemistry code Psi4 [Parrish
et al., 2017] in the Gaussian basis cc-pvdz [Dunning, 1989a].
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Figure 4.2.: Spin-spin correlation function 〈 ~̂S1 · ~̂S2〉 of the half-filled Hubbard dimer. The
orange line shows results for the zero-temperature ground state and the red
line for the ground state at finite temperature kBT = t/20. The black line
shows results for the symmetry-reconstructed Hartree-Fock ensemble density
operator in Eq. 4.108.
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5. Reduced density-matrix functional
theory
5.1. Introduction
We propose to use reduced density-matrix functional theory (RDMFT, [Gilbert, 1975b;
Levy, 1979; Valone, 1980; Lieb, 1983b]) instead of density-functional theory for the de-
scription of strong electronic correlations. There are two main reasons for this: Firstly
the density-matrix functional only contains contributions from the interaction and the en-
tropy but no contribution from the kinetic energy like the exchange-correlation functional
of DFT. Secondly, the signature of strong correlation is directly visible in the fractional
character of occupations, because the one-particle reduced density matrix of the physical
system is directly available. Also, effects of correlation can be much easier described in
terms of the one-particle reduced density matrix instead of the electron density. This is
advantageous for the construction of improved approximate functionals, for example, from
many-particle perturbation theory [Blöchl et al., 2013; Baldsiefen et al., 2017, 2015]. Fur-
thermore, there are already parametrized approximate functionals known that describe
strong electronic correlation in certain situations very well [Müller, 1984].
5.2. Basic formalism
Within reduced density-matrix functional theory [Gilbert, 1975b; Levy, 1979; Valone,
1980; Lieb, 1983b] (RDMFT) the grand potential is written as the Legendre-Fenchel




Tr[ρ(1)(h− µ1)] + F Ŵβ [ρ(1)]
}
, (5.1)
of the density-matrix functional F Ŵβ [ρ(1)] with respect to the one-particle reduced density
matrix ρ(1). The Helmholtz potentialHβ,N(ĥ+Ŵ ) for fixed particle number N and inverse
temperature β defined in Eq. (2.44) can be written with the density-matrix functional as
Hβ,N [h] = min
ρ(1):0≤ρ(1)≤1,Tr[ρ(1)]=N
{
Tr[ρ(1)h] + F Ŵβ [ρ(1)]
}
. (5.2)
Thus, the ground-state energy is
EN [h] = min
ρ(1):0≤ρ(1)≤1,Tr[ρ(1)]=N
{
Tr[ρ(1)h] + F Ŵ [ρ(1)]
}
(5.3)
with the zero-temperature density-matrix functional
F Ŵ [ρ(1)] = lim
β→∞
F Ŵβ [ρ(1)]. (5.4)
63
5. Reduced density-matrix functional theory
The density-matrix functional is the Legendre-Fenchel transform of the grand potential
Ωβ,µ[h] with respect to the matrix elements h of the one-particle Hamiltonian, i.e.,






The density-matrix functional is an universal functional of the one-particle reduced density
matrix in the sense that it does not depend on the external one-particle potential of
the system [Gilbert, 1975b]. As discussed in section 2.4, the grand potential is concave
with respect to the matrix-elements of the one-particle Hamiltonian. Thus, Eq. (5.5)
represents the Legendre-Fenchel transformation of a concave quantity and the density-
matrix functional is convex with respect to the one-particle reduced density matrix. The
matrix elements of the one-particle Hamiltonian and the one-particle reduced density









Levy [Levy, 1979] and Valone [Valone, 1980] have shown that the density-matrix func-
tional can be obtained from a constrained minimization over an ensemble of orthonormal
fermionic many-particle wave functions |Ψi〉 and ensemble probabilities Pi with 0 ≤ Pi ≤ 1
and ∑i Pi = 1 as












Here we denote with {Pi, |Ψi〉} → ρ(1) the set of ensembles with a given one-particle
reduced density matrix ρ(1) according to Eq. (2.129). The density-matrix functional is
usually decomposed into four contributions [Helbig, 2006; Blöchl et al., 2013; Baldsiefen
et al., 2015]: the Hartree energy F ŴH [ρ(1)], Fock energy F Ŵx [ρ(1)], an entropy contribution
of a non-interacting system F 0̂β [ρ(1)] and correlation energy F Ŵc,β[ρ(1)] as
F Ŵβ [ρ(1)] = F ŴH [ρ(1)] + F Ŵx [ρ(1)] + F 0̂β [ρ(1)] + F Ŵc,β[ρ(1)] (5.9)






























The correlation energy F Ŵc,β[ρ(1)] contains contributions from interaction as well as from
the entropy and has to be approximated. Similarly to the expression for the total energy
minimization within DFT given in Eq. (4.51), we can rewrite the RDMFT-minimization
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problem in Eq. (5.3) as













Λi,j (〈φi|φj〉 − δi,j)
 (5.14)
with
ERDMFT({fi}, {|φi〉}) = Tr[ρ(1)({fi}, {|φi〉})h] + F Ŵβ [ρ(1)({fi}, {|φi〉})]. (5.15)
5.3. Properties of the RDMF
For the following discussion of the properties of the density-matrix functional, we assume
a particle-number conserving many-particle Hamiltonian and interaction Hamiltonian.
Apart from convexity, the density-matrix functional has many noteworthy properties:
1. The density-matrix functional is independent of the one-particle basis. Thus,
F Ŵ [ρ(1)] = F Ŵ [U †ρ(1)U ] (5.16)
holds for any unitary matrix U . This property follows directly from the indepen-
dence of the grand potential of the one-particle basis. Please note, that for the
density-matrix functional in the transformed basis also the matrix elements of the
interaction Hamiltonian have to be transformed.








β ĉδ ĉγ, (5.17)








= F Ŵβ [ρ
(1)
imp] + F 0̂β [ρ
(1)
rest] (5.18)
with ρ(1)imp ∈ CNimp×Nimp and Nimp ≥ NW. The non-interacting density-matrix func-
tional F 0̂β [ρ
(1)
rest] only contains an entropy contribution and is defined in Eq. (5.12).
The proof of this separation property has been published in [Schade and Blöchl,
2018] and can be found in appendix B.1. The separation property is related to
the size-consistency [Erdahl and Smith, 1987]. Violations of size consistency can
lead to unphysical delocalization of electrons especially in molecular dissociation
problems [Lathiotakis et al., 2010].
3. For an idempotent one-particle reduced density matrix, the density-matrix func-
tional is
F Ŵβ [ρ(1)] = F ŴHF[ρ(1)] + F 0̂[ρ(1)]. (5.19)
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The first term is the Hartree-Fock density-matrix functional
F ŴHF[ρ(1)] = F ŴH [ρ(1)] + F Ŵx [ρ(1)] (5.20)
and the second term is the non-interacting functional given in Eq. (5.12).
4. At zero temperature, the Hartree-Fock density-matrix functional defined in
Eq. (5.20) is an upper bound of the exact density-matrix functional, i.e.
F ŴHF[ρ(1)] ≥ F Ŵβ→∞[ρ(1)]. (5.21)
5. Frank et al. conjectured [Frank et al., 2007] and numerical results suggest that the
Müller functional [Müller, 1984]


















is a lower bound of the exact density-matrix functional, i.e.
F ŴM [ρ(1)] ≤ F Ŵβ→∞[ρ(1)]. (5.23)
The Müller functional gives the exact ground-state energy for the half-filled Hub-
bard dimer [Buijse and Baerands, 2002; Di Sabatino et al., 2015]. Buijse and
Baerends [Buijse and Baerands, 2002] later rederived the Müller functional starting
from the exchange-correlation hole [Slater, 1951].
6. The correlation contribution is non-positive Fc,β[ρ(1)] ≤ 0 for positive two-particle
interactions, i.e. w(~x, ~x′) ≥ 0 such as the Coulomb interaction with w(~x, ~x′) =
e2/(4πε0|~r − ~r′|) [Lieb, 1981a,b; Baldsiefen, 2012].
7. The density-matrix functional scales linearly with a uniform scaling of the interac-
tion and temperature, i.e.
F λŴβ/λ [ρ(1)] = λF Ŵβ [ρ(1)]. (5.24)
8. Levy’s density-matrix functional with only one many-particle wave function





≥ F Ŵβ [ρ(1)] (5.25)
is independent of the temperature, an upper bound of the exact functional and
not always convex. If the one-particle reduced density matrix corresponds to a
non-degenerate ground state, then F ŴLevy[ρ(1)] = F Ŵ [ρ(1)] at zero temperature.
9. The correlation contribution is particle-hole symmetric [Valdemoro, 1992; Yasuda,
2001], i.e.
F Ŵc,β[ρ(1)] = F Ŵc,β[1− ρ(1)]. (5.26)
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10. Upon homogeneous scaling of the real space coordinate ~r 7→ λ~r the correlation
contribution F Ŵc,β→∞[ρ(1)] at zero temperature scales as [Erdahl and Smith, 1987]
F Ŵ~r 7→λ~rc,β→∞ [ρ
(1)
~r 7→λ~r] = λF Ŵc,β→∞[ρ(1)]. (5.27)
11. Spin constancy [Yang et al., 2000; Cohen et al., 2008a; Helbig et al., 2011]: the
value of the density-matrix functional is independent of the fractional spin mS in

































holds. Violation of the spin constancy condition leads to the static correlation
problem [Cohen et al., 2008b,a].
12. The ground state energy E(N) is composed of a series of straight line seg-
ments [Perdew et al., 1982; Yang et al., 2000] at zero temperature. Thus, the
density-matrix functional has to have derivative discontinuities at zero tempera-
ture. Continuously differentiable approximations of the density-matrix functional
lead to unphysical localization or delocalization of electrons [Helbig et al., 2007;
Cohen et al., 2008b; Mori-Sánchez et al., 2008; Cohen et al., 2012].
13. The exact density-matrix functional for closed-shell two-electron systems is
known [Kutzelnigg, 1963; Löwdin and Shull, 1956; Kollmar and Hess, 2004].
14. Within reduced density-matrix functional theory at zero temperature, there is not
always a Kohn-Sham system, i.e., a fictitious non-interacting system with the same
one-particle reduced density matrix as the interacting system. For finite tempera-
tures, there is always a Kohn-Sham system [Baldsiefen, 2012; Blöchl et al., 2013;








with the matrix elements








15. Additional properties are known [Cioslowski and Pernal, 2002; Erdahl and Smith,
1987; Carlson and Keller, 1961; Cioslowski et al., 2002; Cioslowski, 2005; Rohr and
Pernal, 2011; Benavides-Riveros and Várilly, 2012]. Known results from example
systems such as the homogeneous electron gas [Cioslowski and Pernal, 1999] or
closed-shell two-electron systems [Kutzelnigg, 1963; Löwdin and Shull, 1956; Koll-
mar and Hess, 2004] can give additional insight.
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5.4. Parametrized approximations of the density-matrix
functional
A detailed review of approximate parametrized density-matrix functionals can be found
in the review by Pernal and Giesbertz [Pernal and Giesbertz, 2016] and in [Schade et al.,
2017]. Most parametrized density-matrix functionals have only been applied to small
molecules. The exception is the power functional of Sharma et al. [Sharma et al., 2008].















It interpolates between the Müller functional (α = 1/2) defined in Eq. (5.22) and the
Hartree-Fock functional (α = 1) in Eq. (5.20). It is constructed this way to cure the
overcorrelating behavior [Csányi and Arias, 2000; Lathiotakis et al., 2007; Lathiotakis and
Marques, 2008] of the Müller functional. The power functional has been applied to simple
semiconductors and transition-metal oxides [Sharma et al., 2008; Shinohara et al., 2015b;
Di Sabatino et al., 2016; Sharma et al., 2013; Shinohara et al., 2015a]. The resulting
band gaps and parameters of metal-insulator transitions are in good agreement with
experimental results. However, the band gaps have been estimated by an extrapolation
technique [Helbig et al., 2007, 2009] due to the missing derivative discontinuity of the
total energy.
We have investigated the properties of the power-functional class for the half-filled
Hubbard dimer and found some severe pathologies [Kamil et al., 2016]. There is no
derivative discontinuity of the total energy at integer particle numbers for α < 1. The
ground state of the Müller functional, i.e., α = 1/2, is degenerate with a one-dimensional
manifold of ferromagnetic solutions and, hence, predicts an infinite magnetic susceptibility.
Furthermore, we have shown that the power functional for 1/2 < α < 1 inherits the
unphysical transition to an antiferromagnetic state from the Hartree-Fock functional and
shows a plethora of unphysical non-collinear magnetic structures and transitions.
These shortcomings highlight the need for systematically improvable density-matrix
functionals that can be applied to solids.
5.5. Local approximation
The local approximation of the density-matrix functional [Blöchl et al., 2011] proposed by
Blöchl, Walther and Pruschke is an important ingredient for hybrid schemes combining
density-functionals and density-matrix functionals. We present here a slightly more gen-
eral version of the local approximation than discussed in [Blöchl et al., 2011]. The original
formulation by Blöchl et al. assumed an orbital-based separation of the interaction by
introducing disjoint sets of local orbitals. Instead, we assume here any separation of the




ŴR + Ŵrest. (5.33)
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The local approximation of the density-matrix functional approximates the density-matrix
functional by using the decomposition of the interaction Hamiltonian of Eq. (5.33) as
F Ŵβ [ρ(1)] ≈ F Ŵβ,loc[ρ(1)] =
∑
R
F ŴRβ [ρ(1)] + F Ŵrestβ [ρ(1)]. (5.34)
Thus, the approximation assumes linearity of the density-matrix functional with the in-
teraction Hamiltonian. The local approximation is a lower bound for the exact functional,
i.e.
F Ŵβ [ρ(1)] ≥ F Ŵβ,loc[ρ(1)]. (5.35)
This can easily be seen when considering that the minimization problem of Eq. (5.25)
has been approximated by a sum of several independent minimization problems. As a
consequence also the total energy obtained with the local approximation is a lower bound
of the exact ground-state energy.
Results of the local approximation for small Hubbard chains at zero temperature have
been reported [Blöchl et al., 2011]. Blöchl et al. have used individual sites as local clus-
ters R and the numerically exact density-matrix functionals for the local contributions
F ŴRβ [ρ(1)]. The remaining term F Ŵrestβ [ρ(1)] vanishes because Ŵrest = 0 for the Hubbard
model. The results show that the ground-state energy, double occupancies, and spin-spin
correlation functions are well reproduced. However, there is no derivative discontinu-
ity of the energy at integer particle numbers and, hence, a vanishing fundamental gap.
Approximations of the gaps with Eq. (2.50) show good agreement with the exact gaps.
The unique feature of the local approximation compared to parametrized approxima-
tions of the density-matrix functional is that it can be systematically converged to the
exact result by subdividing the interaction into fewer terms in Eq. (5.33).
5.6. Gap and spectral function
Reduced density-matrix functional theory with the exact density-matrix functional gives
the exact ground-state energy and one-particle reduced density matrix of a system. Thus,
for the exact ground state of a particle-number conserving Hamiltonian the energy will
consist of linear segments between integer particle numbers and the fundamental gap can
be evaluated with Eq. (2.48), Eq. (2.49) or Eq. (2.50). All three equations are equivalent
in this case.
However, we are not aware of an approximate parametrized density-matrix functional
or practical approximation scheme that leads to fractional occupation numbers at zero
temperature 1, is applicable to a general system and reproduces the derivative disconti-
nuities of the exact total energy at integer particle numbers. Thus, the characterization
of a material based on the definition of the fundamental gap in Eq. (2.48) is not appli-
cable because the differences in the derivatives of the total energy approaching integer
particle numbers from above and from below are equal. The approximation of the gap by
Eq. (2.50) is applicable in the case of a smoothened derivative discontinuity but system-
atically underestimates the gap [Sharma et al., 2008].
1This excludes the HF-approximation.
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5.6.1. Local spectral function
The one-particle spectral function defined in Eq. (2.151) is not directly accessible in
RDMFT. Several methods for the approximation of the spectral function in an RDMFT
calculation have been proposed and analyzed [Sharma et al., 2013; Di Sabatino et al.,
2015, 2016]. However, these approximations are not suitable for the application within a
hybrid method combining DFT and RDMFT. For example, the approximation proposed
by Sharma et al. [Sharma et al., 2013] requires many evaluations of the derivatives of
the density-matrix functional and is tailored for parametrized density-matrix functionals
that can be evaluated with a rather small computational effort. This approach is not
suitable for density-matrix functionals that are evaluated from a numerically demanding
constrained minimization problem. The evaluation of the density-matrix functional from
a constrained minimization over many-particle wave functions, that will be discussed in
detail in section 9, opens another route for the approximation of the spectral function.
Consider the one-particle reduced density matrix ρ(1) and the corresponding density-
matrix functional F Ŵ [ρ(1)]. In section 5.2 we have shown that the derivative of the







where h̃β,α are the Lagrange multipliers of the constraints of the one-particle reduced
density matrix. The minimization problem of the ground-state energy in Eq. (5.3) has
the minimum condition
0 = hβ,α − h̃β,α − µ1 (5.37)
with the matrix elements h of the one-particle Hamiltonian of the system and the La-
grange multiplier µ of the particle-number constraint. This minimum condition only holds
for a one-particle reduced density matrix ρ(1) that does not lie at the boundary of the
subspace of ensemble N-representable one-particle reduced density matrices. So far we





(h̃β,α − µδα,β)ĉ†αĉβ + Ŵ (5.38)






αĉβ + Ŵ . (5.39)
We include the local approximation introduced in section 5.5 and a simple truncation
of the one-particle basis2 into our considerations. We assume that the interaction Ŵ
can be split up into local contributions, i.e., Ŵ = ∑R ŴR. Thus, we approximate the
density-matrix functional as
F Ŵ [ρ(1)] ≈
∑
R
F ŴR [ρ(1)] ≈
∑
R
F ŴR [ρ(1)R ], (5.40)
2A systematic truncation of the one-particle basis is introduced in section 8 in the form of the adaptive
cluster approximation.
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where ρ(1)R is the one-particle density matrix of the truncated one-particle basis that only
contains states in the vicinity of the site R. F ŴR [ρ(1)R ] is evaluated with a constrained








and the minimum condition of the total-energy minimization reads
0 = hβ,α −
∑
R







αĉβ + ŴR (5.43)
describes the system in the vicinity of site R. From the constrained minimization we
also know a many-particle wave function |ΨR〉 that is an eigenstate of ˆ̃HR and has the
correct one-particle reduced density matrix ρ(1)R . We propose to consider this state as an
approximation of the ground state in the vicinity of the site R and use this state together
with the Hamiltonian ˆ̃HR to construct the local spectral function Alocal,α,β(ε). The spectral
function can be computed with the Lanczos method for spectral functions [Koch, 2011].
5.6.2. Kohn-Sham-like spectral function
In DFT, the derivatives of the total energy with respect to the occupations are related by











as derivatives of the RDMFT total energy ERDMFT defined in Eq. (5.15). Equation (5.45)
does not define the Kohn-Sham-like energy eigenvalues uniquely: the subspace of natural
orbitals |ψn〉 with identical occupations can be rotated with a unitary transformation






is diagonal for all indexes i and j that have identical occupations, i.e., fi = fj. With this
diagonality requirement the Kohn-Sham-like energy eigenvalues ε̃n are uniquely defined.
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In other words, if we assign Kohn-Sham-like energy eigenvalues to the natural orbitals
in RDMFT, natural orbitals with fractional occupations lie at the chemical potential.
Thus, a physical interpretation of the Kohn-Sham-like density of states estimated from
the natural orbitals and Kohn-Sham-like energy eigenvalues ε̃n will tend to falsely indicate




In this chapter, I describe an approach to combine density functionals and reduced density-
matrix functionals in a hybrid theory geared towards the description of strong local elec-
tronic correlations in solids. Actually, I have developed the modification to the orbital-
based DF+RDMF approach of Blöchl, Walther and Pruschke [Blöchl et al., 2011], that we
were using at the time, after a long and inspiring discussion with Andreas Savin about
range separation, hybrid functionals, and the adiabatic connection at the International
Workshop on ”New challenges in Reduced Density Matrix Functional Theory: Symme-
tries, time-evolution and entanglement” in Lausanne 2017.
The original approach [Blöchl et al., 2011] is described in detail in section 6.3. Sec-
tion 6.4 presents the modification based on a decomposition of the interaction in real
space. The modified approach avoids the issues of Blöchl’s approach concerning the dou-
ble counting of the interaction, has a parameter that smoothly controls the combination
of density functionals and density-matrix functionals and, thus, might allow for an adi-
abatic connection approach. The important question if a screening of the bare Coulomb
interaction is required in the proposed approach is discussed in section 6.5.
6.1. Hybrid functionals, DFT+U and DFT+DMFT
Hybrid functionals like PBE0 [Perdew et al., 1996c; Adamo and Barone, 1999] or the
Heyd-Scuseria-Ernzerhof functional (HSE, [Heyd et al., 2003, 2006]) combine a local or
semi-local density-functional approximation of the exchange-correlation-functional with
exact exchange or, in other words, the exchange contribution in the Hartree-Fock approx-
imation given by Eq. (5.11). Hybrid functionals have shown to improve the description of
atomization energies, bond lengths and vibration frequencies [Adamo and Barone, 1999].
Hybrid functionals predict band gaps of semiconductors and many transition-metal ox-
ides in good agreement with experimental results [Garza and Scuseria, 2016]. Please note,
that this statement only considers the antiferromagnetic ground-states of transition-metal
oxides. PBE0 [Perdew et al., 1996c; Adamo and Barone, 1999] uses the combination
EPBE0xc = aEHFx + (1− a)EPBEx + EPBEc (6.1)
of the exact exchange energy EHFx = F Ŵx , the PBE-exchange energy EPBEx and the PBE-
correlation energy EPBEc with a fraction of a = 1/4 as the exchange-correlation energy.
PBE0 can be easily implemented in DFT codes based on local orbitals, like Gaussian-
type orbitals, but the implementation of the exact exchange energy is numerically very
demanding in plane-wave based codes. PBE0 is classified as a global hybrid functional
because the bare Coulomb interaction is used for the evaluation of the exact exchange
energy EHFx . Screened hybrid functionals can drastically reduce the cost of evaluating the
exact exchange energy by only considering the exact exchange energy for a short-range
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interaction. Such a screened hybrid functional is the Heyd-Scuseria-Ernzerhof functional
(HSE, [Heyd et al., 2003, 2006]). It uses a range-separation of the Coulomb interaction










with erf(x) = 2√
π
∫ x









e2 (1− erf(ω|~r − ~r ′|)) Ψ̂†(~x)Ψ̂†(~x ′)Ψ̂(~x ′)Ψ̂(~x)
4πε0|~r − ~r ′|
(6.3)








e2erf(ω|~r − ~r ′|)Ψ̂†(~x)Ψ̂†(~x ′)Ψ̂(~x ′)Ψ̂(~x)
4πε0|~r − ~r ′|
. (6.4)
The HSE-functional uses the combination
EHSExc = aF ŴSR,ωx + (1− a)EPBE,ŴSR,ωx + EPBE,ŴLR,ωx + EPBEc (6.5)
of the short-range exact exchange energy F ŴSR,ωx , the short-range PBE-exchange
E
PBE,ŴSR,ω
x and the long-range PBE-exchange EPBE,ŴLR,ωx . The parameters a = 1/4 and
ω = 0.2 are commonly used. Blöchl et al. [Blöchl et al., 2011; Walther, 2011] have
proposed a screened variant of PBE0, named PBE0r, that only considers atom-local con-
tributions in the exact exchange because non-local contributions are efficiently screened










β ĉδ ĉγ (6.6)
where CR is a set of strongly correlated one-particle states localized at the atom R. The
expression used in PBE0r for the exchange correlation energy is





F ŴRx − EPBE,ŴRx
)
. (6.7)
The local hybrid functionals [Novák et al.; Tran et al., 2006; Jollet et al., 2009] like
PBE0r are strongly related to the DFT+U method. The main idea of the DFT+U
method [Anisimov et al., 1991, 1993; Solovyev et al., 1994; Liechtenstein et al., 1995;
Anisimov et al., 1997b; Dudarev et al., 1998; Cococcioni, 2012] is to correct the DFT
total-energy expression EDFT with the Hubbard Hamiltonian to describe the strongly
correlated states. The total energy in DFT+U has the form
EDFT+U = EDFT + EHubbard − Edouble−counting. (6.8)
The energy contribution from the Hubbard-Hamiltonian EHubbard is approximated as the
Hartree-Fock energy of the local correlated states [Liechtenstein et al., 1995]. The double-
counting term Edouble−counting is an incarnation of the infamous double-counting problem:
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the lack of a diagrammatic expansion of the DFT total energy makes it hard to remove
the local correlation effects that should be described by the Hubbard Hamiltonian in
DFT+U from the exchange-correlation functional. However, it is possible to approach
this problem starting from the hole function of the DFT exchange-correlation functional
and Blöchl et al. [Blöchl et al., 2011] have proposed a double counting based on the hole
function in the context of the PBE0r-functional that is also applicable in the DFT+U-
method. Their definition of the interaction Hamiltonian in Eq. (6.6) of the correlated
states introduces an inconsistency in practical applications of the otherwise exact defini-
tion of the double-counting contribution: it is not guaranteed that the double-counting
is evaluated for the same interaction as the density-matrix functional. Details are dis-
cussed in section 6.3. We propose to use a different definition of the local interaction in
section 6.4 that avoids this inconsistency and allows a numerically exact evaluation of
the double-counting contribution. The introduction of a screening of the local interaction
in the DFT+U method corresponds to a mixing parameter aR different from one in the
PBE0r-functional in Eq. (6.7). The DFT+U method and local hybrid functionals predict
band gaps of transition-metal oxides in the antiferromagnetic state in good agreement
with experiment.
The combination of DFT with dynamical mean-field theory (DMFT, [Georges and
Kotliar, 1992; Anisimov et al., 1997a; Lichtenstein and Katsnelson, 1998; Kotliar et al.,
2006]), i.e. DFT+DMFT [Anisimov et al., 1997a; Lichtenstein and Katsnelson, 1998; Held,
2007; Vollhardt, 2011], improves on the DFT+U method by introducing a frequency-
dependent self-energy, while the correction in DFT+U implicitly only considers a
frequency-independent self-energy. A frequency-dependent self-energy can be related to
static correlation [Kotliar, 2014].
The DFT+DMFT method is plagued by the double-counting problem. Among the
many successes1 of the DFT+DMFT method is the physically correct description of the
insulating behavior of the nonmagnetic state of NiO [Ren et al., 2006].
On the other hand, methods have been proposed to improve over hybrid functionals by
using a more accurate density-matrix functional instead of exact exchange. For example,
the DF+RDMF theories of Pernal [Pernal, 2010] and Rohr et al. [Rohr et al., 2010] use the
same range separation of the Coulomb interaction in Eq. (6.2) as in the HSE-functional.
They combine short-range PBE-exchange-correlation with a long-range variant of the
Müller functional. The use of an approximate parametrized density-matrix functional
potentially introduces the deficiencies of the parametrized density-matrix functional into
the results. On the other hand, the need to evaluate the density-matrix functional in
the full one-particle basis prevents the use of systematically improvable density-matrix
functionals that might have an unfavorable scaling of the computational complexity with
the size of the one-particle basis.
We propose to combine the local interaction of the correlated orbitals from DFT+U,
local hybrid functionals, and DFT+DMFT with a separation of the interaction in real
space and with the idea of combining density functionals and density-matrix functionals.
We call the resulting method the real-space-decomposition based DF+RDMF approach.
This approach improves the orbital-based DF+RDMF approach proposed by Blöchl et
al. [Blöchl et al., 2011] by remedying the above-mentioned inconsistencies in the definition
of the double-counting contribution. We have implemented the orbital-based approach
1For a review we refer the reader to [Held, 2007].
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and the real-space-decomposition based approach in the CP-PAW code and show results
for the hydrogen molecule as the prototypical example for static correlation and the
nonmagnetic state of NiO.
6.2. General DF+RDMF approach
The starting point for an approach that combines density-functionals and density-matrix
functionals is the expression for the ground-state energy within reduced density-matrix




Trρ(1)h+ F Ŵ [ρ(1)]
)
(6.9)








β ĉδ ĉγ (6.10)
is defined in the one-particle basis. For the combination of a density-functional and a
density-matrix functional, the interaction is decomposed into two terms,
Ŵ = ŴDF + ŴRDMF. (6.11)
The density-matrix functional F Ŵ [ρ(1)] is then approximated as
F Ŵ [ρ(1)] ≈ F ŴDF [ρ(1)] + F ŴRDMF [ρ(1)]. (6.12)
The first term is later evaluated with an approximate density-functional and the second
term with a density-matrix functional, i.e.,
F Ŵ [ρ(1)] ≈ F ŴDFDF [ρ(1)] + F
ŴRDMF
RDMF [ρ(1)]. (6.13)
A similar starting point can be derived from the expression
F Ŵ [ρ(1)] = F Ŵ [ρ(1)] +
(
F Ŵ
′ [ρ(1)]− F Ŵ ′ [ρ(1)]
)
, (6.14)
by approximating the first and the last density-matrix functional with a density-
functional. This results in
F Ŵ [ρ(1)] ≈ F ŴDF[ρ(1)] +
(
F Ŵ
′ [ρ(1)]− F Ŵ ′DF [ρ(1)]
)
(6.15)
and the last term obtains the form of a correction contribution. Eq. (6.15) can be rear-
ranged to
F Ŵ [ρ(1)] ≈ F ŴDF[ρ(1)]− F Ŵ
′
DF [ρ(1)] + F Ŵ
′ [ρ(1)]. (6.16)
Eq. (6.13) and Eq. (6.16) are identical for the choice Ŵ ′ = ŴRDMF if the approximate
density functional F ŴDF[ρ(1)] is linear in the interaction. This is for example the case if
it is evaluated for a fixed hole function. We will follow the starting point of Eq. (6.16),
because it is more in the spirit of a correction over density-functional theory.
The decomposition of the interaction Hamiltonian in Eq. (6.11) can be performed in
different ways. In the following section, we describe the orbital-based DF+RDMF ap-
proach of Blöchl, Walther and Pruschke [Blöchl et al., 2011]. In section 6.4 we introduce
a new real-space-decomposition based DF+RDMF approach.
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6.3. Orbital-based DF+RDMF approach
6.3.1. Foundation
Blöchl, Walther and Pruschke [Blöchl et al., 2011] have proposed a hybrid theory combin-
ing DFT and RDMFT tailored towards the description of the local physics in materials
with strong electronic correlations. We denote the complete one-particle basis as the set
χ = {|χα〉}. Blöchl et al. choose the interaction Ŵ ′ in Eq. (6.11) as the interaction of of
subset C = {|χα〉} ⊂ χ of one-particle states as














4πε0|~r − ~r ′|
χ∗α(~x)χ∗β(~x ′)χγ(~x)χδ(~x ′). (6.18)
In their original publication [Blöchl et al., 2011], they have proposed to include the local
one-particle states in the set C that should be chosen such that the interaction Ŵ ′ contains
the strongly interacting states that are responsible for the strong electronic correlations.
However, in principle also other choices are possible. It should be noted, that the choice of
a complete one-particle basis, i.e. C ≡ χ, would lead to Ŵ ′ = Ŵ and hence just reduced
density-matrix functional theory because the contribution from the density-functional
would vanish by construction. Thus, we assume for the following discussion, that C 6= χ.
In the originally proposed approach, the functional F ŴDF [ρ(1)] is approximated as [Blöchl
et al., 2011]
F ŴDF [ρ(1)] = EH [n[ρ(1)]] + Exc[n[ρ(1)]] (6.19)
without removing the kinetic correlation Tc discussed in section 4.4.2. For the remainder
of this section we define n = n[ρ(1)] as the density of the one-particle reduced density
matrix to simplify the notation. The density-functional F Ŵ ′DF [ρ(1)], which plays the role of
a double counting of the interaction, was defined via the interaction-strength-dependent












dλ (hλ(~r ′, ~r ) + n(~r ′))wŴ
′(~r , ~r ′), (6.20)
where wŴ ′(~r , ~r ′) is implicitly defined by Ŵ ′ such that









Ŵ ′(~x 1, ~x 2)δ(~x 1 − ~x 4)δ(~x 2 − ~x 3)
Ψ̂†(~x 1)Ψ̂†(~x 2)Ψ̂(~x 3)Ψ̂(~x 4) (6.21)
holds. However, as also noted in the original publication, the interaction Ŵ ′ is usually non-
local in the coordinates ~x 1, ..., ~x 4 and no wŴ
′(~x 1, ~x 2) can be derived such that Eq. (6.21)
holds in all situations. Therefore, the interaction needs to be approximated and the model
proposed for the interaction by Blöchl et al. is2
w̃Ŵ




4πε0|~r − ~r ′|
nC(~r ′)
n(~r ′) . (6.22)
2We do not distinguish the density n(~r ) from the density in the one-particle basis, which Blöchl et al.
denote as nχ(~r ). For the purpose of this discussion we assume these two quantities to be identical.
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〈~r , σ|χα〉ρ(1)α,β〈χβ|~r , σ〉. (6.23)
The interaction w̃Ŵ ′ can be combined with Eq. (6.20) and, thus, the functional F Ŵ ′DF [ρ(1)]















e2hλ(~r ′, ~r )
4πε0|~r − ~r ′|
+ EH [nC ] (6.24)








n(~r ) + EH [nC ], (6.25)
that only needs the exchange-correlation energy density per particle εxc[n](~r ).
The definition of the model of the interaction in Eq. (6.22) allows to approximately
evaluate the functional F Ŵ ′DF [ρ(1)] with Eq. (6.24) or Eq. (6.25) but introduces an incon-
sistency in the correction term in Eq. (6.15): the density-matrix functional F Ŵ ′ [ρ(1)] is
evaluated for the interaction Ŵ ′ but the double counting term F Ŵ ′DF [ρ(1)] is implicitly eval-
uated with the interaction w̃Ŵ ′(~x 1, ~x 2) that can describe a different interaction because
Eq. (6.21) cannot be fulfilled in general.









+ F ŴDF[ρ(1)] + F Ŵ




As an additional approximation Blöchl et al. [Blöchl et al., 2011] have proposed the
local approximation of the interaction and the local approximation of the density-matrix
functional. We have already discussed the local approximation in section 5.5 and apply
it here to the correction term of Eq. (6.26), i.e. to the term
F Ŵ
′ [ρ(1)]− F Ŵ ′DF [ρ(1)]. (6.27)
For this purpose, the set of orbitals C is defined as the union of disjoint sets CR of local
orbitals, for example, d- or f-orbitals of transition metals, that are the reason for the static














β ĉδ ĉγ. (6.29)
The second step of the local approximation, i.e., the approximation of the density-matrix
functional itself, then gives
F Ŵ
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Thus, the correction term can be approximated as a sum of local correction terms. The
functional F ŴR [ρ(1)] is also not known explicitly, some approximation of the density-
matrix functional has to be chosen for it that can describe static correlation sufficiently


















Now we explore some limits of the approach proposed in section 6.3.1:
1. In the limit where the set C is empty, we get Ŵ ′ = 0 and recover density-functional
theory at zero temperature.
2. In the limit where C ≡ χ, i.e., C contains a complete one-particle basis, we obtain








+ F Ŵ [ρ(1)]
}
(6.32)
The limits of the orbital-based DF+RDMF scheme including the local approximation are:
1. In the limit where the set C and the set sets CR are empty, we get Ŵ ′ = 0 and
recover density-functional theory at zero temperature.
2. If all one-particle states are contained in exactly one cluster C, we obtain reduced
density-matrix functional theory.













0 dλhλ(~r ′, ~r ) + 1
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The hole function hλ(~r ′, ~r ) is the hole function of the full electron density n(~r ). For
overlapping clusters, i.e. nR(~r )nR′(~r ) 6= 0 for R 6= R′ and some ~r ∈ R3, the last
term gives a non-vanishing contribution. Thus, due to the local approximation, this
limit is not identical to reduced density-matrix functional theory.
4. In the limit where the approximate density functional F ŴRDF coincides with the chosen
















In this limit the approach would coincide with reduced density-matrix functional
theory with a density-functional approximation of the density-matrix functional
if the kinetic correlation ∑R T ŴRc [n] of the clusters approximately cancels the total





is negligible, then the energy to be minimized is the DFT total energy.
The minimization in Eq. (6.34) is performed over all ensemble-representable one-
























with the operator of the kinetic energy t̂. Thus, according to Lieb [Lieb, 1983a]
a Slater determinant will be a minimizer and, consequently, a non-interacting one-
particle reduced density matrix is a minimizer of Eq. (6.34). This observation shows
the tendency of density-matrix functional theory with functionals that only depend
on the density to yield non-interacting one-particle reduced density matrices.
6.3.4. Example results for H2
We have implemented the above orbital-based scheme in the CP-PAW code and used the
Car-Parrinello-like minimization of the total energy discussed in section 4.6 to obtain the








+ F ŴDF[ρ(1)] + F Ŵ
′ [ρ(1)]− F Ŵ ′DF [ρ(1)]
}
. (6.37)
We have employed the simple approximation of the double-counting term F Ŵ ′DF [ρ(1)] given
in Eq. (6.25) and performed the three-dimensional integration with an adaptive integra-
tion [Berntsen et al., 1991] from the software package cubature3.
We have published some results of the scheme described in section 6.3.1 for the hydrogen
molecule in [Schade et al., 2017]. The local basis for the for the evaluation of the density-
matrix functional F Ŵ ′ [ρ(1)] was chosen as the atomic 1s-orbitals of hydrogen. The local
one-particle reduced density matrix is obtained with the projection method discussed in
section 7.3.2. We do not perform the local approximation. In other words, the local
one-particle basis consists of the four states |χα〉 ∈ {|χ1,↑〉, |χ1,↓, |χ2,↑〉, |χ2,↓〉} ≡ C defined
by Eq. (4.73)-Eq. (4.76). The interaction Ŵ ′ is














4πε0|~r − ~r ′|
χ∗α(~x)χ∗β(~x ′)χγ(~x)χδ(~x ′). (6.39)
3cubature 1.0.3 written by Steven G. Johnson https://github.com/stevengj/cubature
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Hence, the exact density-matrix functional F Ŵ ′ [ρ(1)] can be approximated as the density-
matrix functional F Ŵ ′ [ρ(1),χ] for the one-particle-reduced density matrix ρ(1),χ with re-
spect to the four one-particle states in C. Thus, the density-matrix functional only has to
be evaluated for a four-dimensional one-particle basis and the many-particle wave func-
tions involved in the constrained minimization of Eq. (5.8) have at most 24 = 16 Slater
determinants. This minimization problem can be solved easily and no additional approx-
imations are needed to reduce the computational complexity. The hydrogen molecule was
placed in a large simulation box and an electrostatic decoupling of the periodic images
was used [Blöchl, 1995].
Figure 6.1 shows the total energy of the non-spin polarized ground state of the hydrogen
molecule obtained in the orbital-based DF+RDMF approach compared to results from
density-functional theory with the approximate PBE-functional [Perdew et al., 1996a]
and results from full-configuration interaction (FCI, cc-pVQZ basis [Dunning, 1989a]
computed with Orca [Neese, 2012]. The DFT-results show the static-correlation error
as the overestimation of the total energy in the dissociation limit in non-spin-polarized
calculations. The FCI-results correctly approach the total energy of −1 Hartree in the
dissociation limit. The dissociation curve from orbital-based DF+RDMFT is close to
the FCI-results for large atomic distances and hence cures the static-correlation error. It
slightly overestimates the total energy in the dissociation limit. Close to the equilibrium
distance of about 0.75 Å, the orbital-based DF+RDMFT drastically overestimates the
total energy. This is caused by the minimal one-particle basis of only four spin-orbitals
composed of atomic 1s-orbitals, which is not very suitable to describe the natural orbitals
for short atomic distances. Figure 6.1 also shows the chemical potential for different par-
ticle numbers close to charge-neutrality of the molecule (N = 2) for a large distance of
the atoms of 5 Å. The results from DFT with a semi-local functional show no jump in
the chemical potential and, thus, a vanishing fundamental gap. The very precise results
from the FCI-calculations in the finite one-particle basis show a jump in the chemical
potential of about 0.5 H. A similar jump is obtained with the orbital-based DF+RDMF
approach. Thus, orbital-based DF+RDMFT nicely reproduces the fundamental gap for
the non-spin-polarized hydrogen molecule in the dissociation limit. This is not surprising
because the chosen one-particle basis is very suitable for the dissociation limit and we are
essentially in the limit of Eq. (6.32). Additional details of the ground state of the hydro-
gen molecule in DF+RDMFT will be discussed in chapter 11, because for a molecule the
limit of Eq. (6.32) of orbital-based DF+RDMFT is identical to the µ → 0-limit of the

















































Figure 6.1.: Dissociation curve (top figure) and chemical potential for a large atomic dis-
tance (bottom figure, 5 Å) of the non-spin polarized hydrogen molecule. The
figures compare results from density-functional theory with the approximate
PBE functional [Perdew et al., 1996a], full-configuration interaction results
(FCI, cc-pVQZ basis [Dunning, 1989a] computed with Orca [Neese, 2012])





In this section we will introduce a modification of the orbital-based DF+RDMF scheme
that remedies the inconsistency of the double counting. The main change compared to
the orbital-based approach is in the definition of the interaction Ŵ ′ in Eq. (6.17). We
start from Eq. (6.15),
F Ŵ [ρ(1)] ≈ F ŴDF[ρ(1)] +
(
F Ŵ
′ [ρ(1)]− F Ŵ ′DF [ρ(1)]
)
, (6.40)
as in the orbital-based approach and propose to define the interaction Ŵ ′ by a real-
space decomposition. We define the interaction as a real-space decomposition of the full
Coulomb interaction
w(~r , ~r ′) = e
2
4πε0|~r − ~r ′|
= (1− λ(~r , ~r ′))w(~r , ~r ′) + λ(~r , ~r ′)w(~r , ~r ′) (6.41)
as
w′(~r , ~r ′) = λ(~r , ~r ′)w(~r , ~r ′) (6.42)









′(~x 1, ~x 2)δ(~x 1 − ~x 4)δ(~x 2 − ~x 3). (6.43)
Here, λ(~r , ~r ′) is some function with 0 ≤ λ(~r , ~r ′) ≤ 1 and determines the decomposition
of the interaction. For example, with the choice
λshort−range−long−range(~r , ~r ′) = erf(ω|~r − ~r ′|) (6.44)
we would get the short-range long-range decomposition used in the HSE functional. The
crucial advantage of the definition of the interaction in real space is that the density
functional F Ŵ ′DF [ρ(1)] can be evaluated without having to introduce an approximate model
interaction. This change of definition allows evaluating the correction term
F Ŵ
′ [ρ(1)]− F Ŵ ′DF [ρ(1)] (6.45)
in a consistent way by using the exact same interaction for the density-matrix functional
and the density functional. In contrast to the original proposal of the orbital-based
DF+RDMF approach [Blöchl et al., 2011], we propose to evaluate the density-matrix
functionals FDF without the kinetic energy contribution from the exchange-correlation
functional. Thus, instead of the interaction-strength averaged hole-function, we use the
hole function at full interaction strength (λ = 1) and have




d3~r ′ (hλ=1(~r ′, ~r ) + n(~r ′))w(~r , ~r ′) (6.46)
= Uxc[n] + EH [n]. (6.47)











hλ(~r ,~r ′)(~r ′, ~r ) + n(~r ′)
)
λ(~r , ~r ′)w(~r , ~r ′). (6.48)
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The hole function in Eq. (6.48) depends on the interaction decomposition function λ(~r , ~r ′)
and is the hole function of a system with interaction λ(~r , ~r ′)w(~r , ~r ′). In principle, the
hole function h is a functional of the complete shape of the interaction. In Eq. (6.48), we
assume a local dependency on the local strength λ(~r , ~r ′) of the interaction.
In section 6.4.4 we show that this hole function can be obtained on the level of a local
density functional from the interaction-strength-dependent hole function of a local density









+ Uxc[n] + EH [n] +
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is identical to Eq. (6.26) but the functionals are defined differently.
6.4.2. Local approximation
Similar to the discussion in section 6.3.2 where the local approximation for the orbital-
based DF+RDMF approach was described, we also propose a local approximation for
the real-space-decomposition based DF+RDMF approach. For this purpose we define the
decomposition function λ(~r , ~r ′) as a sum of localized contributions λR in the form
λ(~r , ~r ′) =
∑
R
λR(~r , ~r ′). (6.50)
Every local contribution λR is supposed to be localized in the vicinity of the position ~RR.
With this choice, we obtain a decomposition of the interaction Ŵ ′ into local terms ŴR











d4~x 4w(~x 1, ~x 2)λR(~r 1, ~r 2)δ(~x 1 − ~x 4)δ(~x 2 − ~x 3). (6.51)
Thus, the minimization problem in the real-space-decomposition based DF+RDMF
















where the density functional F ŴRDF is evaluated with the interaction w(~r , ~r ′)λR(~r , ~r ′) as








hλR(~r ,~r ′)(~r ′, ~r ) + n(~r ′)
)
λR(~r , ~r ′)w(~r , ~r ′). (6.53)
The local terms λR can be chosen in a way that best suits the physical situations. We
propose the symmetric choice
λsym,R(~r , ~r ′) = f(|~r − ~R |)f(|~r ′ − ~R |) (6.54)
and the non-symmetric choice
λnon−sym,R(~r , ~r ′) = f(|~r − ~R |). (6.55)
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The function f(r) is close to unity for small arguments r and falls of to zero for r →∞.
The notable difference to the short-range-long-range decomposition is that the decompo-
sition function λR depends on the location is space relative to the atom R. Other choices
that also include non-local terms like
λnon−local(~r , ~r ′) =
∑
R
λnon−local,R(~r , ~r ′) (6.56)






f(|~r − ~R |)f(|~r ′ − ~R ′|) + f(|~r − ~R ′|)f(|~r ′ − ~R |)
]
(6.57)
or non-spherical functions instead of f(|~r |) are also possible. One could also construct
a decomposition function based on the model interaction proposed by Blöchl et al. and
given in Eq. (6.22) with
λ(~r , ~r ′) = nC(~r )
n(~r )
nC(~r ′)
n(~r ′) . (6.58)
In the next section we discuss limiting cases of the approach with respect to the shape
of f(r). In section 6.4.4 we discuss the evaluation of the terms in Eq. (6.49) that involve
the hole function and explain some considerations for the practical choices of the function
f(r) in section 6.4.5.
6.4.3. Limits
The function f(r) can be used to explore limiting cases of the approach: for simplicity
we choose
λ(~r , ~r ′) = λsym(~r , ~r ′) (6.59)
f(r) = e−µr2 (6.60)




f(r) = 0, (6.61)
lim
µ→0
f(r) = 1. (6.62)
We assume the zero-temperature limit.









+ EH [n] + Uxc[n]
}
(6.63)
and is very much related to the limit of empty an empty set C in section 6.3.
However, the difference is that Eq. (6.63) lacks the term of the kinetic correlation and
is therefore not identical to density-functional theory. A non-interacting one-particle




2. In the limit µ→ 0, we have
λsym,µ→0(~r , ~r ′) = lim
µ→0
f(|~r − ~R |)f(|~r ′ − ~R |) = 1. (6.64)









+ F Ŵ [ρ(1)]
}
. (6.65)
3. The limit µ→ 0 can also be performed with multiple local interactions








XR(~r )XR(~r ′), (6.67)
where
XR(~r ) =
1 ~r ∈ ΩR0 else (6.68)
is the characteristic function of the space ΩR. ΩR is chosen such that it is non-

















d3~r ′ (hλ=1(~r ′, ~r ) + n(~r ′))w(~r , ~r ′)
 (6.69)
Thus, in this limit the energy is the same as for reduced density-matrix functional
theory in the local approximation except for non-local terms from the interaction of
one electron in ΩR with another electron in ΩR′ for R 6= R′.
The approach can smoothly scale between RDMFT and a DFT-like limit. This smooth in-
terpolation could possibly be used for a modified adiabatic connection construction [Yang,
1998; Toulouse et al., 2009]. The double counting of the interaction can be evaluated
without additional approximations as long as the hole function of a density functional
is available. We discuss in the following section how the interaction-strength dependent
hole function can be obtained from the interaction-strength integrated hole function.
6.4.4. Availability of the hole function








d3~r ′hλ=1(~r ′, ~r )w(~r , ~r ′), (6.70)
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can be evaluated without resorting to the hole function or pair-distribution function. As
this term is just the exchange-correlation functional Exc[n] minus the kinetic correlation
Tc[n], it can be evaluated easily if the kinetic correlation is known. In the local density










d3~rn(~r ) [εxc(n(~r ))− tc(n(~r ))] . (6.72)
This term can be trivially implemented in an DFT code by replacing the exchange-
correlation energy density εxc(n) per particle in the evaluation of the exchange-correlation
functional Exc[n] with the interaction energy-density uxc(n) = εxc(n)− tc(n) per particle.
Although a similar expression for the kinetic correlation can be derived for a GGA
functional and models for the hole function of the PBE functional have been con-
structed [Perdew et al., 1996b; Bahmann and Ernzerhof, 2008], we will treat the density
functional at the LDA-level. The use of a GGA functional instead of an LDA functional
would make the integrations required for the density functional F ŴRDF [ρ(1)] more numer-
ically involved while at the same time it gives no improvement of description of strong
electronic correlations.
The interaction-strength-dependent hole function hλ can be obtained from the
interaction-strength-dependent pair-distribution function gλ(~r , ~r ′) in Eq. (4.41) as
hλ(~r , ~r ′) = n(~r )(gλ(~r , ~r ′)− 1). (6.73)
Within the local density approximation, the interaction-strength-dependent pair-






spin polarization ζ(~r ) = n↑(~r )−n↓(~r )
n↑(~r )+n↓(~r )
and is spherical. The dependence on r = |~r − ~r ′| is
usually rewritten in terms of the product kF r with the Fermi vector kF (~r ) = (3π2n(~r ))1/3
as
gλ=1(~r , ~r ′) = g(rs(~r ), ζ(~r ), kF (~r )|~r − ~r ′|). (6.74)





Thus, the pair-distribution function only depends upon λ via the density parameter
rs [Perdew and Wang, 1992b] and we obtain for the interaction-strength-dependent pair-
distribution function in the local density approximation the simple expression
gλ(rs(~r ), ζ(~r ), kF (~r )|~r − ~r ′|) = gλ=1(λrs(~r ), ζ(~r ), kF (~r )|~r − ~r ′|). (6.76)
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If only the interaction-strength-integrated pair-distribution function g is available, the
pair-distribution function at full interaction strength (λ = 1) can be derived in the local
density approximation as
gλ=1(rs(~r ), ζ(~r ), kF (~r )|~r − ~r ′|) = (1 + rs∂rs)g(rs(~r ), ζ(~r ), kF (~r )|~r − ~r ′|). (6.77)
Thus, we can write ∑R F ŴRDF [ρ(1)] in Eq. (6.52) in the local density approximation as






d3~r ′gλR(~r ,~r ′)(rs(~r ), ζ(~r ), kF (~r )|~r − ~r ′|)λR(~r , ~r ′)w(~r , ~r ′).
(6.78)
Even though this term could be evaluated numerically in practice, we consider here some
additional simplifications. The product λ · gλ(rs, ζ, kF r) is shown in figure 6.2 for the
parametrization of the pair-distribution function of the spin-polarized homogeneous elec-
tron gas by Perdew and Wang [Perdew and Wang, 1992b]. These figures show that the
function λ · gλ(rs, ζ, kF r) is almost linear in λ and, thus, can be approximated as
λ · gλ(rs, ζ, kF r) ≈ λ · gλ=1(rs, ζ, kF r). (6.79)
Consequently, we can approximate Eq. (6.78) further as






d3~r ′gλ=1(rs(~r ), ζ(~r ), kF (~r )|~r − ~r ′|)λR(~r , ~r ′)w(~r , ~r ′) (6.80)
and obtain in the case of λR(~r , ~r ′) = λsym,R(~r , ~r ′) = f(|~r − ~R |)f(|~r ′ − ~R |) the final
expression
F ŴRDF [ρ(1)] ≈
∫






e2f(|~r − ~R |)f(|~r ′ − ~R |)n(~r )n(~r ′)
4πε0|~r − ~r ′|
(6.81)








dθ u sin(θ)gλ=1(rs(n), ζ, kF (n)u)f(|r̃~e z − ~r (u, θ, φ = 0)|).
(6.82)
Here, ~r (u, θ, φ) denotes the vector ~r parametrized in spherical coordinates. The function
ε̃xc(r̃, n, ζ) is a function of three real variables and can be parametrized to avoid the
numerical integration in practical calculations.
In the case of the non-symmetric decomposition function λR(~r , ~r ′) = λnon−sym,R(~r , ~r ′) =
f(|~r − ~R |) we find the much simpler expression
F ŴRDF [ρ(1)] ≈
∫







e2f(|~r − ~R |)n(~r )n(~r ′)





Figure 6.2.: The function λ · gλ(rs, ζ = 0, kF r) with the parametrization of the pair-
distribution function from Perdew and Wang [Perdew and Wang, 1992b] is
shown for some important parameter ranges. The top left graph is for rs =
0.1a0, the top right graph for rs = a0, to bottom left graph for rs = 5a0 and
to lower right graph is for rs = 10a0.
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6.4.5. Practical considerations for the choice of f(r)
For practical calculations of correlated solids, we propose to set the function f(r) such
that functions from correlated atoms in different unit cells do not overlap. The main
goal is to select f(r) such that the local interaction ŴR contains the interaction of the
orbitals that are responsible for the static correlation. A numerically convenient choice is






In the following, we assume the symmetric decomposition function χsym,R = f(|~r −
~R )f(|~r ′ − ~R ). The other decomposition functions can be handled analogously. With






f(|~r − ~R )f(|~r ′ − ~R |)χ∗α(~x)χ∗β(~x ′)χγ(~x)χδ(~x ′)
4πε0|~r − ~r ′|
. (6.85)
If the one-particle orbitals χα(~x) are known in terms spherical Gaussian-type orbitals and
have the form
χα(~x) = Slα,mα
 ~x − ~Rα
|~x − ~Rα|




centered at ~Rα, we can combine the expansions of the functions f(r) with the orbitals.
This can be achieved by decomposing the resulting modified orbital χ̃α(~r ) as





Mi,j(~r ) = Slα,mα
 ~x − ~Rα
|~x − ~Rα|
 |~r − ~Rα|lαe−ai|~r−~R |2e−aα,j |~r−~Rα|2 . (6.88)
With the Gaussian product rule Mi,j(~r ) can be rewritten as
Mi,j(~r ) = Slα,mα
 ~x − ~Rα
|~x − ~Rα|
 |~r − ~Rα|lαe− aα,jaiaα,j+ai (~R−~Rα)2e−(aα,j+ai)|~r− ~C |2 . (6.89)









However, the spherical harmonic Slα,mα and the polynomial |~r − ~Rα|lα in Eq. (6.89) still
refer to the old center ~Rα. They can be transformed to sums of Cartesian Gaussian-type
orbitals
Slα,mα
 ~x − ~Rα
|~x − ~Rα|
 |~r − ~Rα|lα = ∑
k
dk(x− ~Rα,x)uk(y − ~Rα,y)vk(z − ~Rα,z)wk . (6.91)
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These Cartesian Gaussian-type orbitals can then be written with ~C as center in the form
Slα,mα
 ~x − ~Rα
|~x − ~Rα|
 |~r − ~Rα|lα = ∑
k
d̃k(x− ~C x)ũk(y − ~C y)ṽk(z − ~C z)w̃k . (6.92)
and transformed back to sums of spherical Gaussian-type orbitals with different angular
momenta and magnetic quantum numbers but with the center ~C . Thus, the resulting
modified orbital χ̃α(~r ), can be expressed as a sum over spherical Gaussian-type orbitals
with different centers in the form














 ~x − ~C i,α,j
|~x − ~C i,α,j|
 |~r − ~C i,α,j|l. (6.94)
These orbitals can then be used as an input for existing numerical routines that calculate
the interaction matrix elements of spherical Gaussian-type orbitals as in section 7.3.1.
In case a given parametrization of f(r) in Eq. (6.84) does not localize the interaction
strongly enough, the tail of f(r) needs to be reduced. In order to reduce the tail of f(r)
more Gaussian would be required in (6.84) which would drastically increase the numerical
effort for the calculation of the interaction matrix elements. Even more importantly, a
good approximation of a step function with Gaussians that are located at ~R requires
very large positive and negative prefactors ci of Gaussians in f(r) as well as pairs of
Gaussians with similar factors ai in the exponent. Large floating-point numbers, however,
would make the calculation of the interaction matrix elements numerically unstable. An






instead of the expansion of the one-dimensional function f(r) in Gaussians centered at
the origin. The problem of approximating a given function f(~r ) with the expansion in
Eq. (6.95) is numerically stable if the prefactors ci are restricted to be positive. The pa-























Mi,j(~r ) = Slα,mα
 ~x − ~Rα
|~x − ~Rα|
 |~r − ~Rα|lαe−ai|~r−~g i|2e−aα,j |~r−~Rα|2 . (6.98)
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6.5. Screening and effective Coulomb interactions
6.5.1. Different aspects of screening
In DFT+U, local hybrid functionals or DFT+DMFT approaches usually not the bare
Coulomb interaction
w(~r , ~r ′) = 14πε0|~r − ~r ′|
(6.99)
but an effective Coulomb interaction w̃(~r , ~r ′) is used for the non-DFT part. The reason
is that these methods only consider a low-energy subspace of the full Hilbert space or an
otherwise truncated space. Biermann [Biermann, 2014] has nicely formulated the purpose
of the estimation of screened Coulomb interactions with the constrained random-phase
approximation (cRPA) as
”The cRPA provides an (approximate) answer to the following question: given the
Coulomb Hamiltonian in a large Hilbert space, and a low-energy Hilbert space that is a
subspace of the former, what is the effective bare interaction to be used in many-body
calculations dealing only with the low-energy subspace, in order for physical predictions
for the low-energy Hilbert space to be the same for the two descriptions?”
[Biermann, 2014], page 3.
It should be noted here, that one does not have to consider screening in the context of
an exact-solution method of the many-particle problem: if we could solve a given many-
particle problem, for example, the electronic structure of NiO in a numerically exact way
with a method such as exact diagonalization, no effective Coulomb interaction or screen-
ing has to be introduced. Thus, we do not consider the screening of Coulomb interactions
in this context as a fundamental physical process but rather a required numerical tech-
nique to use approximate solution methods. However, we adopt the viewpoint that if the
description in the low-energy subspace with the effective Coulomb interaction gives the
same physical predictions as the unmodified Coulomb interaction in the full space, it is
suitable to call the interaction screened. We identify three different situations where an
effective Coulomb interaction can be required:
1. if the effects of non-local Coulomb interactions are to be described by a local
Coulomb interaction,
2. if the effects of high-energy subspaces of the Hilbert space are to be described by
only considering a low-energy subspace,
3. or if the approximation method employed requires a modification of the Coulomb
interaction to describe the correct physical situation.
The first situation, i.e., the treatment of non-local Coulomb interactions with effective
local Coulomb interactions has for example been discussed by Schüler et al. [Schüler
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The expectation values such as 〈n̂i,σn̂j,σ′〉eff. are evaluated with respect to the canonical
density operator of the effective Hamiltonian Ĥeff.. This approximate mapping is universal
in the sense that it is independent of the solution method used for the system with the
effective Hamiltonian Ĥeff.. Thus, it allows the systematic construction of a model with
local Coulomb interactions from a non-local model. The situation of the effective treat-
ment of the effects of high-energy subspaces by only considering a low-energy subspace
is of fundamental interest for approaches that combine DFT with dynamical mean-field
theory. The main idea of the conventional formulation of the DFT+DMFT approach can
be considered as a formulation of a local low-energy model Hamiltonian [Pavarini, 2011]
for the strongly correlated degrees of freedom in terms of an impurity model. The low-
energy model is the solved with some advanced many-body technique, and the electron
density of the solution is then used as the electron density in the next iteration of the
Kohn-Sham self-consistency cycle till self-consistency is achieved. Due to the solution
of the low-energy model instead of the model in the full Hilbert space, a modification
of the Coulomb interaction is required. If a similar effective treatment of the Coulomb
interactions is required in our newly proposed DF+RDMF approach is discussed in the
following section.
6.5.2. Effective Coulomb interactions in the DF+RDMF approach
In section 6.5.1 we have discussed three situations, where a modification of the Coulomb
interaction is required. An effective description of non-local Coulomb interactions in
terms of local Coulomb interactions is not required in the real-space-decomposition based
DF+RDMF approach because one could choose the space-decomposition function λ(~r , ~r ′)
to include the non-local Coulomb interactions with the density-matrix functional instead
of the density functional. Thus, more one-particle states in the density-matrix functional
are interacting states. Such an extension is related to cluster-extensions of DFT+DMFT
approaches or the inclusion of selected non-local Coulomb interactions in local hybrid
functionals. Please note, that non-local interactions are naturally included at the level
of the density functional. However, a different treatment of non-local interactions is
possible by including them in the density-matrix functional by a suitable definition of the
decomposition function and then approximating the density-matrix functional as
F ŴR+Ŵnon−local [ρ(1)] ≈ F ŴR [ρ(1)] + F Ŵnon−local [ρ(1)]. (6.103)
The second term F Ŵnon−local [ρ(1)] can be evaluated differently, for example with he Hartree-
Fock approximation, from the first term. We will argue in the following that a modifi-
cation of the Coulomb interaction for the description of effects of high-energy subspaces
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of the Hilbert space in the explicitly considered low-energy subspace is not required in
a DF+RDMF approach that is based on RDMFT. We consider two sets of orthonormal
one-particle states, i.e., |χα〉 and |χ̃α〉 with 〈χα|χβ〉 = δα,β and 〈χ̃α|χ̃β〉 = δα,β. We assume
that the space spanned by |χα〉 includes the space spanned by |χ̃α〉 and dimHχ > dimHχ̃.
Thus, the two statements








are assumed to be fulfilled. |χα〉 denotes a basis of the full space and |χ̃α〉 can be inter-
preted as a basis of the smaller low-energy space. A given natural orbital |ψn〉 can be












We assume that the one-particle states |χ̃α〉 have been chosen that the natural orbitals





Therefore, the above assumptions the one-particle states |χα〉 and the one-particle states
|χ̃α〉 represent the same one-particle reduced density matrix in real space
ρ(1)(~x, ~x ′) =
∑
n












nβ〈~x |χ̃α〉〈χ̃β|~x ′〉. (6.111)
Now we define a unitary transformation U of the one-particle states |χα〉 to |χ′α〉 that
obeys




α,β = U †ρ(1),χU = ρ(1),χ̃ ∀α, β ≤ dimHχ̃ (6.113)
ρ(1),χ
′
α,α = 0 ∀α > dimHχ̃. (6.114)
Thus, since the density-matrix functional is invariant with respect to unitary transforma-
tions of the one-particle basis, we have
F Ŵ [ρ(1),χ] = F Ŵ [ρ(1),χ′ ]. (6.115)
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The density-matrix functional F Ŵ [ρ(1),χ′ ] is defined by a constrained minimization over
an ensemble of many-particle wave functions |Ψi〉 by Eq. (5.8). The constraint of the







where the operators ĉ†α and ĉα are creation and annihilation operators in the one-particle
basis |χ′α〉. We consider a one-particle state |χα〉 with α > dimHχ̃ so that ρ(1),χ
′
α,α = 0 and






〈...ni,j,α...|ĉ†αĉα|...ni,j,α...〉 = ni,j,α. (6.118)








The condition ρ(1),χ′α,α = 〈ĉ†αĉα〉 = 0 requires that a many-particle wave function in the
ensemble with a non-zero amplitude ai,j of a Slater determinant that has ni,j,α = 1 must
have Pi = 0. On the other hand, it requires that if Pi 6= 0 we must have ai,j = 0 for
a Slater determinant with ni,j,α = 1. Thus, many-particle wave functions with finite

















β ĉδ ĉγ (6.121)
with respect to many-particle wave functions of the form in Eq. (6.120) is identical to the








β ĉδ ĉγ. (6.122)
Thus, the density-matrix functional F Ŵ [ρ(1),χ] in terms of the full one-particle basis |χα〉
is identical to the density-matrix functional F ˆ̃W [ρ(1),χ̃] in terms of the smaller one-particle
basis |χ̃α〉. The density functional F ŴDF[ρ(1)] only depends on the density n(~r) = ρ(1)(~r , ~r ).
Because the sets of one-particle states |χα〉 and |χ̃α〉 produce the same one-particle reduced
density matrix in real space by construction, the density functional is not affected. In
conclusion, as long as the smaller set of one-particle states |χ̃α〉 can describe the one-
particle reduced density matrix of the system defined by the natural orbitals in the larger
one-particle basis |χα〉 sufficiently well, the Coulomb interaction does not have to be
modified. The density-matrix functional can be evaluated with respect to the smaller set
of one-particle states |χ̃α〉 as






The efficient numerical representation of the Kohn-Sham wave functions or natural orbitals
on computers is a crucial ingredient in an efficient numerical solution of the Kohn-Sham
equations or the direct minimization of the DFT-energy. We employ here the projec-
tor augmented-wave formalism (PAW, [Blöchl, 1994]). Even though the combination of
density-functional theory and reduced density-matrix functional theory proposed in chap-
ter 6 is independent of the underlying representation of the one-particle wave function,
we describe the PAW-method here in detail, because the representation is relevant for
the construction of the local one-particle reduced density matrix. The presentation of
the PAW-method presented here closely follows the discussions in [Blöchl, 1994; Blöchl
et al., 2002; Schade, 2012]. This chapter only deals with single-particle states, and all
states and wave functions mentioned in this chapter are single-particle states. We will
also occasionally refer to the Kohn-Sham states as natural orbitals.
7.1. Transformation theory
The main idea of the PAW-approach [Blöchl, 1994] is the construction of a linear transfor-
mation T that connects the physical one-particle wave functions |ψn〉 to smooth pseudo
wave function |ψ̃n〉:
|ψn〉 = T |ψ̃n〉. (7.1)





where the summation index R runs over all atoms. The local contributions SR are re-
stricted to non-overlapping augmentation spheres |~r − ~RR| ≤ raug,R centered around the
atomic position ~RR. The radius raug,R of the sphere, that is also called the augmen-
tation radius, depends on the chemical element. The local augmentation at atom R is
constructed such that the pseudo wave functions are smooth close to the atoms and such
that the transformation reproduces the strongly oscillating physical wave functions. For
this purpose, the contribution SR to T are defined as the differences of physical partial
waves |φR,i〉 and smooth pseudo partial waves |φ̃R,i〉 in the form
SR|φ̃R,i〉 = |φR,i〉 − |φ̃R,i〉. (7.3)
The physical partial waves |φR,i〉 and the pseudo partial waves |φ̃R,i〉 are chosen identical
outside the augmentation sphere of atom R. The physical partial waves are solutions of
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a one-particle equation that describes the electrons at the chosen level of theory, e.g.,
Schrödinger or Dirac equation, in spherical symmetry. The partial waves are represented
as products of radial functions φi(r) and spherical harmonics Yl,m in the form1
〈~r, σ|φR,i〉 = δσ,σ′φi(|~r − ~RR|)Yl,m
 ~r − ~RR
|~r − ~RR|
 . (7.4)
Thus, the index i is an abbreviation of the combined indices l, m, σ′ and n of partial
wave on atom R. l denotes the angular momentum quantum number, m the magnetic
quantum numbers, σ′ the quantum number of the spin and the index n counts partial
waves with same angular momentum and magnetic quantum number but different radial
dependencies. The primary requirement for the pseudo partial waves |φ̃R,i〉 is that any
relevant pseudo wave function |ψ̃〉must be representable by them within the augmentation





for all |~r − ~RR| < raug,R. Inserting the definition of the local contributions defined in








The coefficients cR,i represent the character of the wave function |ψn〉 in terms of the
partial waves |φR,i〉. The coefficients can be written as scalar products of projector states
|p̃R,i〉 with the pseudo wave function |ψ̃n〉, i.e.,
cR,i = 〈p̃R,i|ψ̃n〉. (7.7)
The projector states have to obey the biorthogonality relation
〈p̃R,i|φ̃R,j〉 = δi,j ∀ i, j, R (7.8)





where |fR,i〉 are some single-particle states and MR,i,j = 〈fR,i|φ̃R,j〉. We use the construc-
tion of the partial waves and projector states that was proposed by Peter Blöchl and is
documented in detail in chapter 4 of [Schade, 2012]. The PAW-transformation can be












This transformation is applied to the one-particle wave functions of valence states. The
one-particle states that correspond to core states are transformed by assigning exactly
one partial wave to every state, i.e.
|ψcn〉 = |ψ̃cn〉+ |φc〉 − |φ̃c〉. (7.11)
Within the frozen-core approximation, the core states of the isolated atom are used as
the partial waves of the core states and their occupations are assumed to be one. We use
the frozen-core approximation in all calculations included in this thesis.
Expectation values of local one-particle operators like the electron density can be ob-








To express the expectation value in terms of the pseudo wave functions, the operator can
be transformed with the PAW-transformation T and approximated by
















Â1R and ˆ̃A1R are the one-center contributions to the operator. Thus, the expectation value
















AR,i,j = 〈φR,i|Â|φR,i〉 (7.17)
ÃR,i,j = 〈φ̃R,i|Â|φ̃R,i〉 (7.18)
Acn = 〈ψcn|Â|ψcn〉. (7.19)
AR,i,j, ÃR,i,j and Acn can be evaluated on a radial grid because the partial waves and the
core states are available as products of radial function and spherical harmonics in the
form of Eq. (7.4). The elements of the one-center density matrix DR,i,j can be evaluated
in the natural representation of the pseudo wave functions |ψ̃n〉. In the CP-PAW code,






Thus, the complex coefficients cn, ~G are the actual variational parameters in any minimiza-
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yields the decomposition




























For an arrangement of atoms at positions R with the atomic charge densities ZR(~r), the
total DFT-energy given in Eq. (4.50) can be expressed in this fashion as





E1DFT,R({fn}, {|ψ̃n〉})− Ẽ1DFT,R({fn}, {|ψ̃n〉})
)
. (7.26)












e2(ñ(~r ) + Z̃(~r))(ñ(~r ′) + Z̃(~r ))






The compensation charge density Z̃R(~r) is a smooth localized charge density and con-
structed such that the electrostatic multipole moments of the density
n1R(~r) + ZR(~r)− ñ1R(~r)− Z̃R(~r) (7.28)
vanish. The potential v(~r) is constructed such that the Hartree and exchange-correlation
potential of the pseudo charge density are smoothened. This is possible because the
expectation value of an operator Ĉ of the form




with respect to the pseudo wave functions vanishes, i.e. 〈ψ̃|Ĉ|ψ̃〉 = 0. Here, B̂ is an
operator that is localized within the augmentation regions. The potential v is such an
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e2(n1R(~r ) + ZR(~r))(ñ1R(~r ′) + ZR(~r ))






















e2(ñ1R(~r ) + Z̃R(~r))(ñ1R(~r ′) + Z̃R(~r ))












from the scalar products 〈p̃R,i|ψ̃n〉. The εn denote the Kohn-Sham energy eigenvalues.
The projectors |p̃R,j〉 are scaled so that the required normalization conditions are fulfilled.
The tetrahedron method of Blöchl et al. [Blöchl et al., 1994] is used to improve the
Brillouin-zone integrations.
7.2. Energy minimization
With the expressions in Eq. (7.26), Eq. (7.27), Eq. (7.30) and Eq. (7.31), the DFT-energy
can be minimized over the plane-wave coefficients of the pseudo wave functions to obtain
the DFT-ground state. The minimization of the total energy is performed in CP-PAW
with a Car-Parrinello-like constrained minimization [Car and Parrinello, 1985; Verlet,
1967; Ryckaert et al., 1977] because the natural orbitals have to be kept orthonormal,
〈ψn|ψm〉 = δi,j and the particle-number constraint,
∑
i fi = N , has to be fulfilled. The
Car-Parrinello-like procedure is outlined in section 4.6.
7.3. One-particle reduced density matrix
7.3.1. New one-particle basis
In order to use the PAW-transformation together with reduced density-matrix functional
theory the one-particle reduced density matrix has to be available. The natural orbitals
|ψn〉 and occupations fn define the one-particle reduced density matrix
ρ
(1)
i,j = fiδi,j (7.33)
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in the one-particle basis of the natural orbitals. Even though the one-particle reduced den-
sity matrix is very easily expressed is the natural-orbital basis, the numerical evaluation







4πε0|~r − ~r ′|
ψ∗α(~x)ψ∗β(~x ′)ψγ(~x)ψδ(~x ′) (7.34)
is extremely cumbersome. An additional complication arises from the fact that the natural
orbitals change during the minimization of the total energy. To circumvent this problem,
we derive an approximation of the natural orbitals for which we can evaluate the matrix
elements of the interaction in a numerically convenient way. We choose a new one-particle





 ~r − ~Rα,i
|~r − ~Rα,i|
 . (7.35)
The basis state |χα〉 with index α is composed of individual contributions that have the
radial behaviours χα,i(r), the angular momenta lα,i, magnetic quantum numbers mα,i
and centers ~Rα,i. Please note, that we introduce one-particle basis states for the valence
states as well as for the core states. We do not required that these basis states be pair-
wise orthonormal. The matrix elements of the interaction Hamiltonian can be evaluated








Thus, the new one-particle basis states are represented as sums of spherical Gaussian-type
orbitals (GTOs). We obtain the exponents ηj of the expansion from spherical GTO-basis
sets that are used in quantum chemistry. Although different basis sets can be easily
imported into our implementation from the EMSL basis set exchange portal2, we usually
use the cc-pwCV5Z basis set [Dunning, 1989b; Peterson and Dunning, 2002; Balabanov
and Peterson, 2005]. For hydrogen, this basis set defines five contracted spherical GTOs
for the s-states, four for the p-states, three for the d-states, two for the f-states and one
for the g-state. We obtain the expansion exponents ηj for the radial part χα,i(r) of an
s-state by collecting all exponents from the five contracted GTOs of s-states. This results
in the eight expansion coefficients
η1 = 402, η2 = 60.24, η3 = 13.73, η4 = 3.905, (7.37)
η5 = 1.283, η6 = 0.4655, η7 = 0.1811, η8 = 0.07279. (7.38)











is minimized. χα,i(r) is the given radial part on a grid. In our case, χα,i(r) is an atomic
orbital, i.e., the solution of the Kohn-Sham equations of the isolated atom. The quality
2https://bse.pnl.gov/bse/portal [Feller, 1996; Schuchardt et al., 2007]
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of the expansion exponents of the chosen GTO-basis set can be checked by inspecting the
deviation of the resulting fit χα,i(r) and the intended radial function χα,i(r).
With this expansion, matrix elements of the form






4πε0|~r − ~r ′|
· |~r − ~Rγ,iγ |lγ,iγ |~r ′ − ~Rδ,iδ |lδ,iδ |~r − ~Rγ,iγ |lγ,iγ |~r ′ − ~Rδ,iδ |lδ,iδ








 ~r − ~Rα,i
|~r − ~Rα,i|
Slβ,i,mβ,i
 ~r′ − ~Rβ,i
|~r ′ − ~Rβ,i|

· Slγ,i,mγ,i
 ~r − ~Rγ,i
|~r − ~Rγ,i|
Slδ,i,mδ,i
 ~r′ − ~Rδ,i
|~r ′ − ~Rδ,i|
 (7.40)
have to be computed. The evaluation of these matrix elements is a standard task in
quantum chemistry and efficient implementations are available for this purpose. We use
the library libcint of Qiming Sun [Sun, 2015]3. This library also supports matrix elements
of the kinetic energy or the electron-nucleus interaction as well as derivatives of the matrix








4πε0|~r − ~r ′|
χ∗α(~x)χ∗β(~x ′)χγ(~x)χδ(~x ′). (7.41)
The evaluation of matrix elements for modified Coulomb kernels is discussed in chapter 6.
7.3.2. Projection construction
Of particular importance for the application of density-matrix functional theory (see sec-
tion 5) is that the one-particle reduced density matrix, for which the density-matrix func-
tional is to be evaluated, is ensemble N-representable. Ensemble N-representability of the
one-particle reduced density matrix is not required for the DFT+U method or local hybrid
functionals because a Hartree-Fock-like exchange energy functional can be evaluated for
unphysical non-N-representable one-particle reduced density matrices. Let’s assume that
one of the occupations of the local density matrix is fi = f̃i + ∆ with f̃i < 1 and ∆ > 0.
The deviation of the density-matrix functional in the Hartree-Fock approximation for this
unphysical density matrix compared to the corresponding density matrix with fi = f̃i is
at most quadratic in ∆. Thus, the deviation of the force on the occupation, that is, the
derivative of the deviation with respect ∆, is at most linear. In contrast the derivative of
the exact density-matrix functional with respect to ∆ usually diverges when approaching
f̃i + ∆ = 1. Additionally, the exact density-matrix functional is not defined for fi > 1.
As N-representability is not required for DFT+U or local hybrid functionals, very little
attention had been paid to this aspect prior to the work of this thesis. The construction
of a one-particle reduced density matrix that is guaranteed to be N-representable was one
of the challenges of this thesis.
3The library libcint is available at https://github.com/sunqm/libcint.
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We construct this one-particle reduced density-matrix by projecting the natural orbitals
onto a new one-particle basis composed of local one-particle states. The natural orbitals
|ψn〉 are represented in the PAW-decomposition given in Eq. (7.10). For the construc-
tion of the one-particle reduced density matrix in terms of the one-particle basis defined
in Eq. (7.35) that is guaranteed to be ensemble N-representable we first obtain a rep-
resentation of the natural orbitals |ψn〉 in terms of the new one-particle basis. For this
purpose, we explicitly consider the periodicity of the system and restrict the centers ~Rα,i
in Eq. (7.35) to the unit cell. The additional index ~T represents a translation vector of
the lattice, and we define
〈~r + ~T |χα,~T 〉 = 〈~r|χα,~0〉 = 〈~r|χα〉. (7.43)




where u~k(~r) is a lattice-periodic function, i.e. u~k(~r+ ~T ) = u~k(~r) with a lattice-translation
vector ~T . We adopt here the formalism and notation of Maintz et al. [Maintz et al., 2013].




Cα,~T ,n(~k )|χα,~T 〉 (7.45)
such that
|ψn(~k)〉 ≈ |µn(~k)〉. (7.46)
For a small new one-particle basis |χα,~T 〉 the requirement of Eq. (7.46) will only be fulfilled
approximately. The new one-particle basis has to be chosen so that the difference of
|ψn(~k)〉 and |µn(~k)〉 for the physically relevant one-particle states is small. We will show
later that one of the advantages of the projection formalism presented here is that it
allows us to quantify and judge the quality of the new one-particle basis. With the





|φR,i,~T 〉 − |φ̃R,i,~T 〉
)
〈p̃R,i,~T |ψ̃n(~k)〉. (7.47)
for a natural orbital. The sum over R goes over all atoms in the unit cell and the sum
over the index i over all partial waves that belong to atom R. We form Bloch states of
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The coefficients Bα,n(~k) are related to Cα,~T ,n of Eq. (7.45) by











where Sα,β = 〈χα(~k)|χβ(~k) denotes the overlap matrix of the Bloch states. These overlaps
can be obtained from the overlaps of the new one-particle basis







The overlaps Sα,~0,β,~T can be evaluated easily, because the states are defined in Eq. (7.35)
as spherical GTOs. Even though Gaussians don’t have a compact support, the sum can be
truncated for large translations vectors ~T , because long-range overlaps become negligible.
We define the scalar products Tα,n(~k) of the Bloch states |χα(~k)〉 of the one-particle basis
and the natural orbitals as
Tα,n(~k) = 〈χα(~k)|ψn(~k)〉. (7.54)





Thus, we have the matrix identity
T (~k) = S(~k)B(~k). (7.56)
The elements of T are
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where the scalar products 〈p̃R,i,~T |ψ̃n(~k)〉 are already known. We split up Tα,n(~k) into two
terms:
Tα,n(~k) = TPSα,n(~k) + TAUGα,n (~k) (7.59)





〈χα(~k)|φR,i,~T 〉 − 〈χα(~k)|φ̃R,i,~T 〉
)
〈p̃R,i,~T |ψ̃n(~k)〉. (7.61)
The direct contribution TPSα,n(~k) from the pseudo wave function |ψ̃n(~k)〉 can be evaluated in
the plane-wave basis with a Bessel transformation of the one-particle basis state |χα(~k)〉.
The contribution TAUGα,n (~k) from the augmentation requires the overlaps
〈χα(~k)|(|φR,i,~T 〉 − |φ̃R,i,~T 〉). (7.62)
To evaluate these quantities we first construct the matrix OAUG
α,~T ′,R,i,~T
of overlaps between
the new one-particle basis and partial waves
OAUG
α,~T ′,R,i,~T




d3~r 〈χα,~T ′ |~r〉
(
〈~r|φR,i,~T 〉 − 〈~r|φ̃R,i,~T 〉
)
. (7.64)
These real-space integrations have to be performed over the augmentation sphere of atom
R. We use an adaptive three-dimensional integration routine [Berntsen et al., 1991] from






α,~0 ,R,i,~T . (7.65)





The quality of the new one-particle basis set |χα〉 can be evaluated by computing the
overlap of the states |µn(~k)〉
On,n′(~k) = 〈µn(~k)|µn′(~k)〉 (7.67)
O(~k) = T (~k)†(S−1(~k))†T (~k). (7.68)
The orthonormality of the natural orbitals |ψn(~k)〉 would imply On,n′(~k) = δn,n′ if
|ψn(~k)〉 = |µn(~k)〉. Thus, large deviations from On,n′(~k) = δn,n′ indicate that the cho-
sen new one-particle basis is not suitable to represent the natural orbitals. If the overlap
matrix O(~k) is sufficiently close to the unit matrix, we have obtained a faithful represen-
tation of the natural orbitals |ψn(~k)〉 in terms of the new one-particle basis |χα,~T 〉. This
representation could also be used for other purposes, such as the evaluation of projected
4cubature 1.0.3 written by Steven G. Johnson https://github.com/stevengj/cubature
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densities of states or the derivation of tight-binding models. Here we use the representa-
tion of the natural orbitals in terms of the new one-particle basis in order to express the







fn(~k)〈χα,~T |µn(~k)〉〈µn(~k)|χβ,~T ′〉. (7.69)





α,~0,β,~0 ∀ ~T . (7.70)
Please note that |χα,~T 〉 is not necessarily an orthonormal basis and hence the eigenvalues
of ρ̃(1),χ are not equal to the occupations. It can be transformed to a one-particle reduced
density matrix in an orthonormal on-particle basis. The density matrix ρ̃(1),χ has all
information about the electronic structure of the system on the one-particle level.
7.3.3. Local one-particle reduced density matrix
Now we adopt a real-space view of the system. We can extract the local electronic
structure in the vicinity of an atom at position ~Rcenter from the one-particle reduced
density matrix. For this purpose, we span a sphere with radius rlocal around ~Rcenter and
collect all one-particle basis states |χα,~T 〉 with centers ~Rα + ~T in the sphere, i.e.
|~Rα + ~T − ~Rcenter| < rlocal. (7.71)
This defines a set of pairs of basis state with indices α and translation vectors ~T which
we reindex with j, such that the pair (αj, ~Tj) designates a one-particle state |χαj , ~Tj〉 with
a center in the sphere. The sphere with radius rlocal centered at ~Rcenter might involve






αj , ~Tj ,αj′ ,
~T j′
(7.72)
and the corresponding overlap matrix of the one-particle states as
S̃χj,j′ = 〈χαj , ~Tj |χαj′ , ~Tj′ 〉. (7.73)
By increasing the radius of the sphere rlocal more and more long-range information of the
electronic structure can be included in the local one-particle reduced density matrix. For
practical purposes and to simplify the notation for the proof of N-representability in the
following section, we transform the local one-particle states to an orthonormal basis. This
orthonormalization gives the one-particle reduced density matrix ρ(1),χj,j′ with respect to the
orthonormal one-particle states.
7.3.4. N-representability
For the proof of N-representability of the local one-particle reduced density ρ(1),χ con-
structed with the above projection scheme, we first introduce Cauchy’s eigenvalue in-
terlacing theorem5: The theorem states that the eigenvalues of a principal submatrix
5Cauchy’s eigenvalue interlacing theorem is sometimes called Poincaré separation theorem.
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B ∈ C(n−1)×(n−1) of a hermitian matrix A ∈ Cn×n and the eigenvalues of A interlace. This
means that the ordered eigenvalues λB1 ≤ ... ≤ λBn−1 of B and the ordered eigenvalues
λA1 ≤ ... ≤ λAn obey
λA1 ≤ λB1 ≤ ... ≤ λBn−1 ≤ λAn . (7.74)
Thus, if A is an N-representable one-particle reduced density, then also B is a N-
representable one-particle reduced density matrix. The theorem also holds for the gen-
eralized eigenvalues λi of generalized eigenvalue problems Avi = λiSvi with a positive
definite overlap matrix S. The construction of the local density matrix consists of the
two steps where N-representability might be broken:
1. The first step is the construction of the density matrix ρ̃(1),χ
α,~T ,β,~T ′
in terms of the new
one-particle basis.
2. The second step is the selection of one-particle basis states described at the begin-
ning of this section.
We first prove that the second step preserves N-representability because this shows the ap-
plication of Cauchy’s eigenvalue interlacing theorem. The selection of basis states |χαj , ~Tj〉
from the full set |χα,~T 〉 corresponds to a repeated application of Cauchy’s eigenvalue in-
terlacing theorem. We start from the density matrix ρ̃(1),χ
α,~T ,β,~T ′
in the full one-particle
basis |χα,~T 〉 and then remove the basis state |χγ,~t〉. Thus, after a reordering of the basis
states the density matrix ρ̃(1),χ




also N-representable. This reasoning can be repeated until only the selected basis states
remain, which proves that the second step does not break N-representability.
To prove the conservation of N-representability of the first step we assume that the new
one-particle basis |χα,~T 〉 is not complete enough to represent a given set of natural orbitals
|ψn(~k)〉. Thus, we can introduce additional states |χβ,~T 〉 that are pairwise orthogonal to
the basis states |χα,~T 〉, and the combined basis can exactly represent the given natural
orbitals. The eigenvalues of the one-particle reduced density matrix in the combined one-
particle basis are identical to the occupations fi. Now we can apply Cauchy’s eigenvalue
interlacing theorem just as in the case of the second step. Here, we successively remove
the basis states |χβ,~T 〉 from the combined basis till only the one-particle basis states
|χα,~T 〉 remain. This proves the N-representability of the one-particle reduced density
matrix ρ̃(1),χ
α,~T ,β,~T ′
. Please note, that the reasoning for the conservation of N-representability
presented here only holds for countable one-particle basis sets. However, all basis set
employed in numerical calculations have a finite dimension and are thus countable.
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8.1. Introduction
The density-matrix functionals F ŴRβ [ρ(1)] that have to be evaluated for the local approxi-
mation of the density-matrix functional defined in Eq. (5.34) are computationally nearly
as hard as the exact functional F Ŵβ [ρ(1)]. Thus, if the functionals F
ŴR
β [ρ(1)] are evaluated
naively like one would evaluate the exact functional F Ŵβ [ρ(1)], nothing has been gained
by the local approximation of the density-matrix functional. Thus, a way to reduce the
number of non-interacting one-particle states in F ŴRβ [ρ(1)] is required. One way would
be to neglect certain one-particle states from the one-particle reduced density matrix.
However, this kind of cluster approximation leads to erratic results depending on the
one-particle reduced density matrix and the criterion to select the one-particle states to






1/2 0 a 0 a 0 a 0
0 1/2 0 a 0 a 0 a
a 0 1/2 0 0 0 0 0
0 a 0 1/2 0 0 0 0
a 0 0 0 1/2 0 0 0
0 a 0 0 0 1/2 0 0
a 0 0 0 0 0 1/2 0
0 a 0 0 0 0 0 1/2

(8.1)
and an interaction on the first two one-particle states. There is no reasonable criterion
to neglect one of the non-interacting one-particle states because all are related to the
first and second one-particle state in the way. In this section, we propose a construction,
named the adaptive cluster approximation (ACA), that performs a unitary transformation
of the one-particle basis before doing a cluster approximation. The unitary transforma-
tion is constructed such that the following neglect of orbitals has a minimal impact on
the density-matrix functional. The adaptive cluster approximation can be viewed as an
extension of the two-level approximation of Töws and Pastor [Töws and Pastor, 2011,
2012] for the single-impurity Anderson model to an arbitrary number of interacting one-
particle states, multiorbital-interactions and an arbitrary number of effective bath levels.
We have published the adaptive cluster approximation in [Schade and Blöchl, 2018]. Thus,
the content of the subsequent sections is similar to the presentation in [Schade and Blöchl,
2018].
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8.2. Basic idea
The main idea of the adaptive cluster approximation is to rotate the one-particle basis
before performing a cluster approximation, i.e., neglecting some one-particle states. For
this purpose, we assume a Nχ-dimensional one-particle basis |χα〉 and the corresponding
one-particle reduced density matrix ρ(1) ∈ CNχ×Nχ . Additionally, we assume that the










β ĉδ ĉγ. (8.2)
This can always be achieved by reordering the one-particle basis. We call the Nimp inter-
acting one-particle states the impurity and the remaining Nbath = Nχ − Nimp states the
bath-states. We assume Nbath  Nimp.









with ρ(1)imp,imp ∈ CNimp×Nimp and ρ
(1)
bath,bath ∈ CNbath×Nbath . The density-matrix functional
can be shown to have the separation property




imp,imp] + F 0̂β [ρ
(1)
bath,bath] (8.4)
in this case. The proof of this relation can be found in appendix B.1. Thus, the density-
matrix functional F Ŵlocβ [ρ(1)] with a complexity in O(2Nχ) can be evaluated by calculating
the functional F Ŵlocβ [ρ
(1)
imp,imp] with a computational complexity in O(2Nimp) and a non-
interacting functional F 0̂β [ρ
(1)
bath,bath], which is given by Eq. (5.12).


















with Ubath,bath ∈ U(Nbath), that only acts on the bath-states and hence does not spread
out the localized interaction over all one-particle states. The density-matrix functional is
independent of the unitary transform, i.e.,
F Ŵ [ρ(1)] = F Ŵ [U †ρ(1)U ] (8.7)
holds. The goal of the unitary transformation is to transform the general one-particle
reduced density matrix of Eq. (8.5) into a shape approximately like Eq. 8.3 so that we
can make use of the separation property given in Eq. (8.4).
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We construct the unitary transform such that the transformed one-particle reduced
density matrix obtains the banded form






















































The unitary transformation U that generates this banded shape depends on the given
one-particle reduced density matrix. This is the reason why we have named it an adaptive
scheme. The proof of existence of this unitary transformation and a practical construction
scheme can be found in appendix B.2. For the one-particle reduced density matrix with





1/2 0 b 0 0 0 0 0
0 1/2 0 b 0 0 0 0
b 0 1/2 0 0 0 0 0
0 b 0 1/2 0 0 0 0
0 0 0 0 1/2 0 0 0
0 0 0 0 0 1/2 0 0
0 0 0 0 0 0 1/2 0





3a. For the transformed matrix in Eq. (8.10) a cluster approximation, i.e. the
neglect of some one-particle states is straight-forward: the last four one-particle states
can be removed, because they are non-interacting states and have no finite density-matrix
elements with any of the first four one-particle states. Thus, after a transformation of
the one-particle basis, we can remove one-particle states without causing any deviation of
the density-matrix funtional, whereas for the untransformed one-particle reduced density
matrix this was not possible.
The transformation of the one-particle basis introduces no approximation. We have
shown that a unitary transformation exists so that the off-diagonal matrices ρ̃(1)imp,bath1 and
ρ̃
(1)
bathi,bathi+1 have a dimension of at most Nimp×Nimp. Thus, the transformed one-particle
reduced density matrix has a bandwidth of at most 2Nimp−1. The proof of this statement
can be found in appendix B.2. We call the one-particle states that belong to ρ̃(1)bathi,bathi
the i-th level effective bath. The off-diagonal matrix ρ̃(1)bathi,bathi+1 couples the i-th level
and the i+ 1-th level effective bath.
Next, we neglect one of the off-diagonal matrices ρ̃(1)bathi,bathi+1 so that we obtain a block-
diagonal one-particle reduced density matrix. If we neglect the coupling between the first
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level and second level effective bath, i.e. ρ̃(1)bath1,bath2 , we obtain













bath1,bath1 0 0 . . .
0 0 ρ̃(1)bath2,bath2 ρ̃
(1)


























This defines the adaptive cluster approximation with one effective bath level (ACA(M=1))
with









































... . . . . . . . . .

 . (8.13)
As shown in appendix B.2, the one-particle reduced density matrix ρ̃(1)M=1 has dimension
Nimp + Nbath1 ≤ 2Nimp. We define the adaptive cluster approximation with M > 1,
ACA(M), by neglecting the coupling between the M -th level and M + 1-th level effective
bath, i.e. ρ̃(1)bathM ,bathM+1 . Thus, in ACA(M) the density-matrix functional is approximated
as
F Ŵβ,ACA(M)[ρ(1)] = F Ŵβ [ρ̃
(1)
M ] (8.14)
= F Ŵβ [T1,...,NM ρ̃
(1)
M ] + F 0̂β [TNM+1,...,Nχ ρ̃
(1)
M ] (8.15)
with the truncation operator T̂ that removes all columns and rows from the argument
that are not listed in the subscript. Thus, T1,...,NM ρ̃
(1)
M ∈ CNM×NM is the NM -order leading
principal submatrix of ρ̃(1)M . The size NM of the one-particle basis for which the density-
matrix functional F Ŵβ [T1,...,NM ρ̃
(1)
M ] has to be evaluated is
NM = Nimp +
M∑
i=1








as the discarded weight of the adaptive cluster approximation withM effective bath levels.
Even though the discarded weight σM(ρ̃(1)) is not necessarily a monotonically decreasing
function ofM , numerical evidence suggests that the difference of the exact density-matrix
functional and the ACA(M)-approximation
|F Ŵ [ρ(1)]− F ŴACA(M)[ρ(1)]| (8.18)
is a monotonically decreasing function of M .
8.3. Related approaches
The adaptive cluster approximation is related to the two-level approximation of Töws and
Pastor for the single-impurity Anderson model [Töws and Pastor, 2011, 2012]. The uni-
tary transformation of the one-particle basis employed in the two-level approximation is
identical to the case of the adaptive cluster approximation forM = 1 and Nimp = 2. Thus,
the adaptive cluster approximation represents the natural extension of the two-level ap-
proximation to an arbitrary number of interacting one-particle states Nimp, multi-orbital-
interactions and an arbitrary number of effective bath levels M . Unitary transformations
of the one-particle Hamiltonian to transform the system to a quasi-one-dimensional struc-
ture have, for example, been used in the context of density matrix renormalization group
theory (DMRG) for Anderson models [Büsser et al., 2013; Shirakawa and Yunoki, 2014].
Other related methods are [Lin and Demkov, 2013; Lu et al., 2014; Schüler et al., 2015].
However, these methods are different from the adaptive cluster approximation in the sense
that they bring the one-particle Hamiltonian and not the one-particle reduced density ma-
trix to a specific shape.
8.4. Exact limits
In this section, we discuss some exact limits of the adaptive cluster approximation. We
assume that the exact density-matrix functional in the truncated one-particle basis is used
for the density-matrix functional
F Ŵβ [T1,...,NM ρ̃
(1)
M ] (8.19)
in Eq. (8.15). We assume that the interaction Ŵ only acts on the first Nimp one-particle
states.
1. The adaptive cluster approximation is exact in the non-interacting limit Ŵ → 0 at
zero temperature.
2. As discussed in section 8.3, the adaptive cluster approximation is identical to the
two-level approximation for M = 1 and Nimp = 2. Thus, it inherits the exact limits.
Töws et al. [Töws and Pastor, 2011] have proven that the two-level approxima-
tion is exact for a single-impurity Anderson model in the limit of a vanishing bath
bandwidth as well as in the limit of widely separated bath levels.
3. If ACA(M) is exact, then also ACA(M+1) is exact.
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4. The ACA(M) is exact if σM(ρ̃(1)) = 0, i.e., if the one-particle reduced density matrix




We also observed that if the eigenvalue spectrum of the one-particle reduced density
matrix ρ(1)bath,bath of the bath consists of M distinct values with a nj-fold degeneracy each,
then the transformed one-particle reduced density matrix is block-diagonal with the first
block of the size Nimp + NB and NB ≤
∑M
i=1 min(nj, Nimp). The proof of this statement
can be found in appendix B.3.
8.5. Correction using parametrized functionals
Applications of the adaptive cluster approximations have shown that the discarded weight
σM(ρ̃(1)) can grow to much larger values than the corresponding value for the one-particle
reduced density matrix of the exact ground-state. This is due to the fact, that during
the minimization of the total energy in Eq. (5.3) the neglected elements ρ̃(1)bathM ,bathM+1
of the one-particle reduced density matrix only experience a force from the one-particle
Hamiltonian but not from the density-matrix functional. In order to mediate this problem,
we propose to add the correction term
∆F Ŵβ,≈[ρ(1)] = F Ŵβ,≈[ρ̃(1)]− F Ŵβ,≈[ρ̃
(1)
M ], (8.20)
where ρ̃(1) is given by Eq. (8.8) and ρ̃(1)M is the corresponding one-particle reduced den-
sity matrix after the elements ρ̃(1)bathM ,bathM+1 have been set to zero. F
Ŵ
β,≈[ρ(1)] is some
approximate parametrized density-matrix functional that is numerically straight forward
to evaluate. Thus, we propose the corrected adaptive cluster approximation (cACA) as
F Ŵβ,cACA(M)[ρ(1)] = F Ŵβ,ACA(M)[ρ(1)] + ∆F Ŵβ,≈[ρ(1)]. (8.21)
8.6. Application to Anderson models
We study the results of the adaptive cluster approximation for the single-impurity An-
derson model defined in section 3.2 by Eq. (3.2)-Eq. (3.7). We compare numerically exact
results for the zero-temperature ground state obtained from exact diagonalization with
results from reduced density-matrix functional theory with the (corrected) adaptive clus-
ter approximation with M effective bath levels. The results presented in this section have




Tr[ρ(1)h] + F Ŵβ,(c)ACA(M)[ρ(1)]
}
, (8.22)
where h are the matrix elements of the one-particle Hamiltonian and N the particle
number. We have not restricted the symmetry of the one-particle reduced density ma-
trix and, hence, also allow ground states with collinear or non-collinear magnetization.
We have used the numerically exact evaluations of the density-matrix functional of the
impurity and the effective bath levels proposed in section 9.4 without additional approx-
imations. Figure 8.2 shows the deviation of the total energy ∆E = E(c)ACA(M) − Eexact,
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the interaction energy ∆W = W(c)ACA(M) −Wexact and the impurity occupation ∆nf =
nf,(c)ACA(M)−nf,exact from the exact results shown in figure 3.2 for the interaction-strength
dependence. The parameters are described in detail in section 3.2.1. The ACA(M) and
the corrected ACA(M) with a correction from the Müller functional correctly predicts a
vanishing impurity magnetization in this parameter range. Within the ACA with M = 1
for this model, we have to evaluate the density-matrix functional for four one-particle
states, two impurity states and two effective bath states. The results are equivalent to
the results of the two-level approximation of Töws and Pastor [Töws and Pastor, 2011].
The uncorrected ACA tends to overestimate the impurity occupation nf because the in-
teraction energy is underestimated. As a consequence, the total energy is underestimated.
Figure 8.1 compares the discarded weight defined in Eq. (8.17) of the one-particle reduced
density matrix of the exact ground state, the ACA(M=1) and the corrected ACA(M=1).
The discarded weight of ACA(M=1) is much larger than the discarded weight of the exact
one-particle reduced density matrix. This is due to the missing force on these matrix el-
ements. The corrected ACA(M=1) proposed in section 8.5 with the Müller functional as
the correction prevents the growth of the truncated matrix elements during the minimiza-
tion and leads to a lower discarded weight, that agrees better with the discarded weight
of the exact solution. Thus, the correction step serves its purpose and greatly improves
the results of the ACA. Larger numbers of effective bath levels, i.e., M = 2 and M = 3,
converge the results towards the exact result. The ACA with three effective bath sites is
visually indistinguishable from the exact results. This is a consequence of the fact that
the bath occupations, i.e., the eigenvalues of the one-particle reduced density matrix of
the bath states, are contained in only three clusters with a negligible spread as shown in
Figure 3.4. As discussed in detail in section 8.4 and appendix B.3 the ACA(M) is exact
if the one-particle reduced density matrix of the non-interacting states contains M or less
distinct eigenvalues.
The deviations of the (c)ACA(M) from the exact results for single-impurity Anderson
model defined in section 3.2.1 for different impurity on-site energies εf is shown in the
left columns of figure 8.3. The ACA(M) describes the three regimes without breaking the
spin-symmetry. Thus, it describes the Kondo-regime physically correctly. The deviation
of the interaction energy and impurity occupation are largest during the transition from
the doubly occupied impurity to the singly occupied impurity and from the singly occupied
impurity to the empty impurity. The ACA with one effective bath level,M = 1, is exact in
the limit of a doubly occupied impurity and the limit of an empty impurity. The Müller-
corrected ACA drastically improves the results for impurity on-site energy dependence,
especially close to the mixed-valence transition points.
Finally, the right column of figure 8.3 presents the results of the ACA with M = 1 and
M = 2 for the bandwidth dependence of the single-impurity Anderson model. The ACA
with one effective bath level, i.e., M = 1, becomes exact in the limit of widely separated
bath energy levels t → ∞ and in the limit of a vanishing bath bandwidth t → 0 as
discussed in section 8.4. In all parameter ranges studied, the ACA with M = 3 is visually
identical to the exact results and the ACA reproduces the correct non-spin-polarized
ground state. In conclusion, we have shown that the adaptive cluster approximation
converges rapidly to the exact results for single-impurity Anderson models, does not break
the spin-symmetry, and that the correction with an approximate parametrized functional
serves its purpose of preventing an uncontrolled growth of the discarded weight.
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Figure 8.1.: Comparison of the discarded weight σM=1 defined Eq. (8.17) for the one-
particle reduced density matrix of the exact ground state, the ACA(M=1)
and the corrected ACA(M=1). The model is the half-filled single-impurity
Anderson model defined by Eq. (3.2)-Eq. (3.7) with Lbath = 11, Ne = Lbath +
1 = 12, εf = 0, V/t = 0.4 and t > 0. The parameters of the model are
described in detail in section 3.2.1.
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Figure 8.2.: Deviation from exact results of the (corrected) ACA(M) for the interaction-
strength dependence of the ground-state of a half-filled single-impurity Ander-
son model defined by Eq. (3.2)-Eq. (3.7) with Lbath = 11, Ne = Lbath+1 = 12,
εf = 0, V/t = 0.4 and t > 0. The black lines show results for the ACA with
M = 1, red lines for M = 2 and blue lines for M = 3. The solid lines show
results for the uncorrected ACA and dashed lines the corresponding results
for the uncorrected ACA. The parameters of the model are described in detail
in section 3.2.1 and the exact results are shown in figure 3.2.
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Figure 8.3.: Deviation from exact results of the (corrected) ACA(M) for the impurity on-
site-energy dependence and the bandwidth dependence of the ground-state
of a half-filled single-impurity Anderson model defined by Eq. (3.2)-Eq. (3.7)
with Lbath = 11, Ne = Lbath + 1 = 12. The black lines show results for
the ACA with M = 1 and the red lines for M = 2. Results for M = 3
are not chosen, because they are visually identical with the exact results.
The solid lines show results for the uncorrected ACA and dashed lines the
corresponding results for the uncorrected ACA. The parameters of the model
are described in detail in section 3.2.1. The corresponding exact results are
shown in figure 3.3.
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8.7. Application to Hubbard models
To apply the adaptive cluster approximation to a Hubbard model, we first employ the







F ŴR [ρ(1)]. (8.23)
The density-matrix functionals F ŴR [ρ(1)] can then be evaluated with the adaptive cluster
approximation. We have published the results presented in this section in [Schade and
Blöchl, 2016]. We partition the sites of the model into sets CR so that different variants
of the local approximation can be defined. For the simplest variant, each site is in its own
set CR, and the local approximation reads
F
∑L




where L is the number of sites in the model. The individual density-matrix functionals
FUn̂i,↑n̂i,↓ [ρ(1)] are approximated by the ACA,
FUn̂i,↑n̂i,↓ [ρ(1)] ≈ FUn̂i,↑n̂i,↓ACA(M) [ρ(1)], (8.25)
as functionals in a 2 + 2M -dimensional one-particle basis. Thus, we have approximated
a density-matrix functional in a 2L-dimensional one-particle basis by a functional in a
much smaller one-particle basis. We first investigate, if the ACA converges as rapidly with
the number of effective bath sites as in the case of the single-impurity Anderson model.
Figure 8.4 shows the convergence of the density-matrix functional FUn̂1,↑n̂1,↓ACA(M) [ρ(1)] with the
number of effective bath levels M for the one-particle reduced density matrix of the exact
ground state of a half-filled 10-site Hubbard ring with U/t = 5. The numerical results show
that the convergence is approximately exponential, i.e., |FUn̂1,↑n̂1,↓ [ρ(1)]−FUn̂1,↑n̂1,↓ACA(M) [ρ(1)]| ∝
10−M , in the number of effective bath sites M .












in the ACA(M) over all nonmagnetic and rotational symmetric one-particle reduced den-
sity matrices. This restriction fixes the natural orbitals as momentum eigenstates and
only one density-matrix functional FUn̂i,↑n̂i,↓ACA(M) [ρ(1)] has to be evaluated in practice. Fig-
ure 8.5 presents results for the ground-state energy, interaction energy and next-neighbor
elements ρ(1)iσ,i+1σ of the one-particle reduced density matrix for the local approximation
with the ACA(M) for a 24-site half-filled Hubbard ring at different interaction strengths
U/t. The total energy EM converges with M to a value that is lower than the exact
ground-state energy. This is a consequence of the local approximation. For M = 3 the
result is visually converged so that EM=3 is the result of the total energy in the local ap-
proximation. Thus, with the adaptive cluster approximation we can obtain results within
the local approximation with a fraction of the numerical effort compared to FUn̂i,↑n̂i,↓ [ρ(1)].
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Figure 8.4.: Convergence of the adaptive cluster approximation with the level of the
effective bath M for the density-matrix functional FUn̂1,↑n̂1,↓ACA(M) [ρ(1)] for a half-
filled 10-site Hubbard ring with U/t = 5. The density-matrix functionals
have been evaluated for the one-particle reduced density matrix of the exact
ground state and Ŵ1 = Un̂1,↑n̂1,↓. The converged value of the density-matrix
functional is FUn̂1,↑n̂1,↓ [ρ(1)] ≈ 0.30936.
We can also converge the local approximation towards the exact result by increasing
the number of interacting one-particle states per density-matrix functional. If we take
two sites together, we obtain the two-site local approximation
F
∑L
i=1 Un̂i,↑n̂i,↓ [ρ(1)] ≈ FU(n̂1,↑n̂1,↓+n̂2,↑n̂2,↓)[ρ(1)] + ...+ FU(n̂L−1,↑n̂L−1,↓+n̂L,↑n̂L,↓)[ρ(1)]. (8.27)
Figure 8.6 shows the ground-state energy, interaction energy and next-neighbor elements
ρ
(1)
iσ,i+1σ of the one-particle reduced density matrix for the two-site local approximation
with the ACA(M) for a 24-site half-filled Hubbard ring at different interaction strengths
U/t. The deviation of the total energy in the two-site local approximation from the
exact results is much lower than in the one-site local approximation. In conclusion, the
combination of the local approximation with the adaptive cluster approximation results in
a numerical approximation scheme, that converges rapidly with the number of interacting
one-particle states per density-matrix functional and also with the number of effective
bath levels.
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Figure 8.5.: Ground-state energy E, interaction energy W and next-neighbor element
ρ
(1)
iσ,i+1σ of the one-particle reduced density matrix in the one-site local ap-
proximation with the ACA(M) compared to exact results for the half-filled
24-site Hubbard ring.
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Figure 8.6.: Ground-state energy E, interaction energy W and next-neighbor element
ρ
(1)
iσ,i+1σ of the one-particle reduced density matrix in the two-site local ap-
proximation with the ACA(M) compared to exact results for the half-filled
24-site Hubbard ring.
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8.8. Adaptive-cluster transformation for reduction of
entanglement
The idea to try matrix product states as an ansatz for the many-particle wave function for
the density-matrix functional was mostly motivated by the nice seminar talks of members
of the DMRG-group at Göttingen university. In the context of entanglement and matrix
product states, I would especially like to acknowledge the role of Thomas Köhler who
answered a lot of my beginners questions about tensor wave-functions and DMRG.
8.8.1. Matrix product states and correlation functions
Matrix product states (MPS) and density-matrix renormalization group theory
(DMRG, [White, 1992, 1993; Östlund and Rommer, 1995; Schollwöck, 2005; Schollwöck,
2011] 1) have been shown to be a powerful tools for quantum chemistry [Chan and Sharma,
2011; Marti and Reiher, 2011; Kurashige, 2014]. For the discussion of matrix product
states, we follow the discussions in [Eisert, 2013] and [Schuch, 2013]. We focus on the
case of open boundary conditions. We assume that the system consists of L sites with a
local basis |0〉 = |00〉, | ↑〉 = |10〉, | ↓〉 = |01〉 and | ↑↓〉 = |11〉. Thus, the local dimen-
sion d is assumed to be equal to four and the total number of one-particle basis states is
Nχ = 2L.





cj1,...,jL|j1, ..., jL〉 (8.28)



















= M (1),j1M (2),j2 · · ·M (L),jL (8.30)
with the vectors M (1),j1 ∈ C1×d1 and M (L),jL ∈ CdL−1×1 as well as the matrices M (i),ji ∈
Cdi×di+1 for 1 < i < L. di are called bond dimensions. The maximal bond dimensions are
d1 = d, d2 = d2, d3 = d3, ... dL−2 = d2 dL−1 = d, (8.31)
where d is the local dimension. The maximal bond dimension dl of the bond between site




qk|ΨA,k〉 ⊗ |ΨB,k〉 (8.32)
1A more complete list of references can be found in the reviews [Schollwöck, 2005], [Verstraete et al.,
2008] and [Schollwöck, 2011].
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cB,k,jl+1,...,jL|jl+1, ..., jL〉. (8.34)
The von Neumann entropy of entanglement between the subsystem A consisting of the
sites 1, ..., l and the subsystem B consisting of the sites l + 1, ..., L is defined as
SA|B = −Tr (ρA log2 ρA) , (8.35)
where ρA = TrB|Ψ〉〈Ψ| is the reduced density matrix and TrB is the partial trace over the
basis of the system B. The reduced density matrix ρA can be written with the Schmidt









q2k log2 q2k. (8.37)
Thus, the entanglement entropy SA|B is directly related to the bond dimensions of a matrix
product state. A matrix product state with the maximal bond dimensions can represent
any many-particle wave function. Matrix product states can efficiently represent states
with small numbers of non-zero Schmidt values qk because this situation corresponds to
a small bond dimension and hence a small size of matrices M (i),ji .
A matrix product state is a representative of the much more general class of tensor wave
functions. A graphical representation of tensors and operations drastically simplifies the
notation. We define a scalar as a box
x = ∈ C (8.38)
and a vector as a box with a leg
~x = ∈ CD. (8.39)
A vector is a tensor of rank one and has one leg. An n-th order tensor has n legs. The
leg can also have an explicitly given index j to select a specific element, i.e.
~xj = . (8.40)
A matrix as a tensor of rank two is represented as
A = ∈ CD×D. (8.41)
A contraction of an index is a summation over all possible values an index (a shared leg)




AajBjb = = = Cab. (8.42)
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The coefficients cj1,...,jL represent a tensor of rank L and can be drawn as
cj1,...,jL = . (8.43)
We have oriented the legs vertically to indicate that the indexes correspond to local basis
states. These indexes are called physical indexes. The matrix-product-state representa-
tion in Eq. (8.29) can be drawn as
cj1,...,jL = . (8.44)
The indexes that correspond to horizontal legs are called bond indexes.
For a variational minimization of the total energy, i.e., the expectation value of the
Hamiltonian Ĥ, we also need to be able to compute expectation values 〈Ψ|Ô|Ψ〉 of opera-
tors Ô. We first discuss the case where the operator Ô is supported on neighboring sites,













|jj, jl+1〉〈kl, kl+1|. (8.45)





Matrix product operators will be discussed in detail in section 8.8.3. The expectation
value 〈Ψ|Ô|Ψ〉 can be drawn in the graphical representation as
〈Ψ|Ô|Ψ〉 = . (8.47)
As every shared leg represents a summation, a naive evaluation of the contractions would
result in an exponential complexity. Thus, a more efficient way of contracting the network
is needed. For this purpose, the tensor network is contracted starting from the rightmost
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are defined and represent the ends of the network. The analogous contraction of the













γ,δ )∗ = . (8.50)
Similarly, a two-site transfer operator for the operator Ô can be defined as
(EO)α,β,γ,δ = = . (8.51)
With these definitions the expectation value can be written as
〈Ψ|Ô|Ψ〉 = LE(2) · · ·E(l−1)EOE(l+2) · · ·E(L−1)R. (8.52)
To estimate the computational complexity, we assume, that the bond dimensions di are
bounded by a maximal bond dimension D. R can be viewed as an D2-dimensional vector,
because it has two bond indexes. Therefore, E(L−1)R is a matrix-vector multiplication
with a computational complexity ∈ O(D4) and hence the computation of the expectation
value has a complexity ∈ O(LD4). The transfer operator can be used to discuss the
spatial decay of correlations functions of matrix product states. Following [Schuch, 2013;
Eisert, 2013], we take an infinite translational invariant matrix product state
cj1,...,jL = TrM j1 · · ·M jL = . (8.53)








and site-independent. We estimate the correlation function 〈ÔaÔb〉, where Ôa is supported
on site a and Ôb is supported on site b. We assume a < b. The corresponding transfer
operators are
(Ea)α,β,γ,δ = = (8.55)
(Eb)α,β,γ,δ = = . (8.56)
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The transfer operator E can be represented as a D2 × D2 hermitian matrix with the





We assume that the maximal eigenvalue λ1 is unique. E can be chosen such that the
maximal eigenvalue λ1 is equal to one and hence
lim
m→∞
Em = |e1〉〈e1|. (8.59)
Thus, in the thermodynamic limit L→∞ and for finite b−a, we obtain for the correlation
function in Eq. (8.57) the form
















The second terms governs the spatial decay of the correlation function. The correlation
length ζ that quantifies the decay for |b− a|  1 of the correlation function as
|〈ÔaÔb〉 − 〈Ôa〉〈Ôb〉| ∝ e−ζ
−1|b−a| (8.64)
is given by the second eigenvalue as
ζ−1 = − log |λ2|. (8.65)
This shows that correlation functions of matrix product states decay exponentially in
case the largest eigenvalue of the transfer operator is unique. This fact also indicates that
matrix product states can efficiently represent ground states of gapped models because
in gapped models the correlations functions decay exponentially. In case the largest
eigenvalue of the transfer operator is not unique, i.e., λ1 = λ2, we have
lim
m→∞
Em = |e1〉〈e1|+ |e2〉〈e2| (8.66)
127
8. Adaptive cluster approximation
























λb−a−1j (〈e1|Ea|ej〉〈ej|Eb|e1〉+ 〈e2|Ea|ej〉〈ej|Eb|e2〉) . (8.69)
Thus, the correlation function has a constant long-range contribution Olong−range that
is independent of the distance of a and b. The spatial decay for large |b − a| is again
exponential
|〈ÔaÔb〉 − 〈Ôa〉〈Ôb〉 −Olong−range| ∝ e−ζ
−1|b−a| (8.70)
and the correlations length ζ is determined by the third eigenvalue λ3 as
ζ−1 = − log |λ3|. (8.71)
The generalization to n-times degeneracy of the largest eigenvalue, i.e. λ1 = ... = λn, is
straight forward and also leads to constant long-range contribution. Thus, matrix product
states can describe exponentially decaying and constant long-range correlation functions
efficiently. However, matrix product states cannot describe algebraically decaying corre-
lation functions, i.e.
|〈ÔaÔb〉 − 〈Ôa〉〈Ôb〉| ∝ |b− a|−α, (8.72)
efficiently.
8.8.2. Enhancing the spatial decay of correlation functions
It is clear that the required maximal bond dimension D for a representation of a many-
particle wave function as a matrix product state depends on the choice of the one-particle
basis. A reordering of the one-particle states [Legeza and Sólyom, 2003] or the natural-
orbital basis [Ma and Ma, 2013] have been used to reduce the required bond dimension of
matrix product states. We propose to tailor a transformation of the one-particle basis such
that two-point correlation functions of a state |Ψ〉, i.e. the one-particle reduced density
matrix ρ(1)b,a = 〈Ψ|ĉ†aĉb|Ψ〉, decay much faster with distance and, hence, the state |Ψ〉 can
be more efficiently represented as a matrix product state. The strongest localization is
possible with a one-particle basis consisting of natural orbitals because then the one-
particle reduced density matrix is diagonal, i.e. ρ(1)b,a = faδa,b. However, this choice has
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the drawback, that two-particle interaction that is localized to the first Nint one-particle








β ĉδ ĉγ (8.73)








If applied to single-impurity Anderson models with large baths or quantum dots with large
leads, one would obtain in the worst case ∈ O(L4) non-zero elements in Ũα,β,γ,δ. Thus,
we instead propose to use the block-diagonal unitary transformation of the one-particle
basis derived in section 8.2 that transforms a given one-particle reduced density matrix to
the banded form given in Eq. (8.8). This transformation accomplishes the task of making
the correlation functions more local while avoiding complications with the interaction
Hamiltonian. The only remaining complication is that the one-particle Hamiltonian in





We call the case of a transformation to a banded one-particle reduced density matrix
the ρ(1)-local-limit. On the other hand, one could also choose the unitary transformation
so that the one-particle Hamiltonian is as local as possible. We call this the h-local
limit. We suggest an interpolation between both limits: we could construct the unitary
transformation of the one-particle basis such that both the one-particle reduced density
matrix as well as the one-particle Hamiltonian have a banded form. However, then the
required bandwidth will be larger than if only either one of the two is considered for the
transformation. For the construction of a unitary transformation that transforms ρ(1) so
that the matrix elements with indexes in the set Bρ are zero and that transforms h such


































over the space of (2L−Nint)× (2L−Nint) unitary matrices U . The locality of the two-





If the value of the minimum is zero, then such a transformation exists that transforms one-
particle density matrix and one-particle Hamiltonian to the required sparsity patterns.
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can have at most ∈ O(L2) non-zero elements, we only consider the ρ(1)-local limit in the
following. For the application of matrix product states in the constrained minimization of
the density-matrix functional we anyway have to evaluate all elements of the one-particle
reduced density matrix to enforce all constraints.
The proposed idea is related to the transformation approach of Krumnow et al. [Krum-
now et al., 2016]. Krumnow et al. iteratively construct local two-site unitary transforma-






with ui ∈ U(2) such that the local bond dimension di is minimal. They perform this
transformation iteratively during a two-site DMRG-procedure where one sweeps trough
the system from one end to the other. Thus, during one sweep from the left end to the right
end they apply L − 1 local unitary transformations of the one-particle basis of the type
given in Eq. (8.79). With O(L2) local transformations, one can in principle represent any
global transformation U ∈ U(2L) of the one-particle basis. Thus, in Krumnow’s approach
O(L) sweeps would be required to be able to construct any global transformation of the
one-particle basis. In contrast, we propose to directly construct the global transformation
based on the one-particle reduced density matrix. Thus, Krumnow’s approach can be
seen as the bottom-up variant of a transformation approach while our proposal is a top-
down variant. Our proposal can also be related to approaches that reorder the one-
particle basis [Legeza and Sólyom, 2003; Ma and Ma, 2013; Fertitta et al., 2014] to reduce
the computational effort in DMRG calculations. Our approach goes beyond reorderings
because we allow general unitary transformations of the one-particle basis. [Shirakawa
and Yunoki, 2014] and [Büsser et al., 2013] transform the one-particle basis such that the
matrix elements of the one-particle Hamiltonian form a banded matrix. This is identical
to the h-local limit.
In the next section, we will explain additional basics of working with matrix product
states. Section 8.8.4 covers how minimizations over matrix product states can be per-
formed. In section 8.8.5 we will explain how the proposed transformation approach can
be used during energy minimizations and also how it can be used for time-evolutions of
many-particle states section 8.8.6.
8.8.3. Operations with matrix product states
In this section, we discuss how some important operations can be realized with matrix
product states. For other operations and technical details, we refer the reader to [Scholl-
wöck, 2011]. In section 8.8.1 we have described an approach to evaluate the expectation
value of a local operator with a computational complexity ∈ O(D4). However, this ap-
proach is only useful for introducing the transfer operators. In practice, one would contract
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the tensor network as
(8.80)
and obtain a computational complexity ∈ O(D3). The matrices in a matrix product state
are not uniquely defined by the many-particle wave function |Ψ〉. An invertible matrix X
can be introduced such that
M (k),jkM (k+1),jk+1 = = M (k),jkXX−1M (k+1),jk+1 = . (8.81)
This way forms of MPS can be defined, that have particularly nice properties. These
forms are called canonical forms of MPS. Left- and right canonical MPS result from the



















= δik−1 ,̃ik−1 (8.83)
for left-normalized matrices B(k). A left- or right canonical MPS can be generated from a
general MPS with repeated applications of singular value decompositions or QR decom-





A(1),j1 · · ·A(l−1),jl−1M (l),jlB(l+1),jl+1 · · ·B(L),jL|j1, ..., jL〉 (8.84)
is in a mixed canonical form because it contains left-normalized and right-normalized
matrices as well as a non-normalized matrix M (l),jl .
The efficient application of an operator Ô to a many-particle wave function in a matrix
product state representation requires the concept of matrix product operators (MPO, [Ver-







|j1, ..., jL〉〈j1, ..., jL|Ô|j′1, ..., j′L〉〈j′1, ..., j′L| (8.85)
with




2 · · ·O(L−1),jL−1,j′L−1O(L),jL,j′L (8.86)
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is very similar to a matrix product state in Eq. (8.29) in the sense that the single physical
index ji in an MPS is replaced by a combined index ji, j′i in an MPO. The individual






i1,i2 = . (8.88)






































N (1),j1 · · ·N (L),jl |j1, ..., jL〉 (8.90)
or graphically represented as the contractions
. (8.91)














are in Cdld′l×dl−1d′l−1 . Thus, the application of an MPO to an MPS increases the bond
dimension drastically, and the question arises if a given MPS can be approximated by an
MPS with a smaller bond dimension. This procedure has been termed the compression
of an MPS. Several approaches are available to achieve this tasks, and the basic idea will
be discussed in the context of two-site DMRG in section 8.8.4.
8.8.4. Minimization over matrix product states
Apart from the calculation of expectation values and the application of operators, espe-
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M (1),j1M (2),j2 · · ·M (L),jL|j1, ..., jL〉, (8.94)
we are faced with a highly non-linear minimization problem. To avoid this non-linearity,
the tensorsM (i) are changed iteratively: in the first step onlyM (1) is varied and the others
kept fixed, in the second step only M (2) is changed and so on. This yields the single-site
DMRG procedure. Computationally it is much simpler to consider a mixed-canonical
representation of an MPS than the non-canonical for in Eq. (8.94) for the discussion of





A(1),j1 · · ·A(l−1),jl−1M (l),jlB(l+1),jl+1 · · ·B(L),jL|j1, ..., jL〉 (8.95)
and we consider the local minimization corresponding to the site l. The local matrix-









with the right environment block R and the left environment block L. The expectation
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and, hence, the normalization constraint 〈Ψ|Ψ〉 = 1 can be treated with Lagrange multi-
pliers. The Lagrange function is
L(|Ψ〉, λ) = 〈Ψ|Ĥ|Ψ〉 − λ(〈Ψ|Ψ〉 − 1) (8.102)
or
L({M (i)}, λ) = 〈Ψ({M (i)})|Ĥ|Ψ({M (i)})〉 − λ(〈Ψ({M (i)})|Ψ({M (i)})〉 − 1) (8.103)
if |Ψ〉 is represented as a matrix product state. In an iterative minimization the station-
arity conditions of the Lagrange function are solved for a single matrix M (l) while the
other matrices are kept fixed. The stationarity conditions for a single matrix M (l) are the
norm condition
1 = 〈Ψ({M (i)})|Ψ({M (i)})〉, (8.104)





































































the condition in Eq. (8.105) is a hermitian generalized eigenvalue problem
0 = H ~M − λN ~M (8.109)
of dimension ddl−1dl+1 ∈ O(D2). If in Eq. (8.95) A(i) are left-normalized and B(i) right-
normalized, we have
N(jl,il−1,il+1),(j′l ,i′l−1,i′l+1) = δjl,j′lδil−1,i′l−1δil+1,i′l+1 (8.110)
and hence the hermitian eigenvalue problem
0 = H ~M − λ ~M (8.111)
instead of a generalized eigenvalue problem. The eigenvalue problem, Eq. (8.109) or
Eq.(8.111), can be solved by an iterative eigensolver like the Lanczos procedure or the
Jacobi-Davidson algorithm. The iterative minimization repeatedly sweeps trough the
system, i.e. performs local minimizations M (1) → M (2) → ...→ M (L) → M (L−1) → ...→
134
8.8. Adaptive-cluster transformation for reduction of entanglement
M (1), till the ground state is reached. The single-site minimization procedure described
so far is prone by local minima. Also, the bond dimensions of the matrices M (l) are fixed
and cannot grow or shrink depending on the structure of the many-particle wave function.





A(1),j1 · · ·A(l−1),jl−1M (l),jlM (l+1),jl+1B(l+2),jl+2 · · ·B(L),jL|j1, ..., jL〉. (8.112)
Instead of a minimization over a single matrix M (l),jl , the minimization is performed over
the contraction of M (l),jl and M (l+1),jl+1 ,
P (l),jl,jl+1 = M (l),jlM (l+1),jl+1 , (8.113)





























and the minimization over P (l) results in an eigenvalue
problem
0 = H ~P − λ~P (8.115)
similarly to the single-site DMRG procedure. With the eigenvector ~P to the lowest




A(1),j1 · · ·A(l−1),jl−1P (l),jl,jl+1B(l+2),jl+2 · · ·B(L),jL|j1, ..., jL〉 (8.116)
and is not in the conventional MPS-form. However, it can be brought to a suitable form
















Sil are the singular values of P
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8. Adaptive cluster approximation
Thus, the two-site tensor P (l),jl,jl+1 can be decomposed into two single-site tensors and,




A(1),j1 · · · vA(l−1),jl−1M (l),jlB(l+1),jl+1B(l+2),jl+2 · · ·B(L),jL|j1, ..., jL〉. (8.120)
The local minimization of the expectation value 〈Ψ|Ĥ|Ψ〉 on the bond l over the ele-
ments P (l)(jl,il−1),(jl+1,il+1) considers a larger variational space than the minimization over a
single matrix M (l) in the single-site DMRG procedure. The subsequent decomposition of
P (l),jl,jl+1 into single-site tensors in Eq. (8.119) can be used to judge if the bond dimen-
sion of the bond between sites l and l + 1 is sufficiently large. The number of non-zero
singular values Sil of the decomposition of P
(l)
(jl,il−1),(jl+1,il+1) in Eq. (8.118) determines the
required bond dimension. If case one is only interested in an approximate ground state
or if the required bond dimension for a numerically exact solution would exceed the avail-
able computational resources, some small non-zero singular values can be neglected. The





where Si are the singular values in the decomposition in Eq. (8.118). The error introduced
into the many-particle wave function |Ψ〉 from the truncation is in the worst case [Ver-
straete and Cirac, 2006; Schollwöck, 2011]
‖ |Ψ〉 − |Ψtrunc〉 ‖22≤ 2ε. (8.122)
An alternative way is to limit the maximal bond dimension and judge the quality of the
MPS by the maximal truncation error of all bonds.
8.8.5. ACA-transformation for ground-state calculations















β ĉδ ĉγ (8.123)
is to be found by means of a DMRG ground-state search. We assume that Nint  2L
as in the case of a single-impurity Anderson model or quantum dots. For the reduction
of the required bond dimension in the ground-state calculation, we propose the following
approach: we first perform a ground-state calculation with a relatively small maximal
bond dimension. This calculation is fast and serves the purpose of obtaining a rough esti-
mate ρ(1),≈ of the one-particle reduced density matrix of the ground state. The estimated
one-particle reduced density matrix can then be used to construct a new one-particle basis
in which the approximate one-particle reduced density matrix ρ(1),≈ has a banded form as
in Eq. (8.8). The construction algorithm of the unitary transformation U that achieves
this task is given in section 8.2 and in appendix B.2. After the transformation has been
constructed, we transform the matrix elements of the one-particle Hamiltonian into the
new basis, i.e.,
h̃ = U †hU (8.124)
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Please note, that ˆ̃c(†)α = ĉ(†)α for α ≤ Nint by construction. The final DMRG ground-state
calculation is performed in the transformed one-particle basis. An MPS-DMRG-code only
needs to support the calculation of all two-point correlation functions, ρ(1)β,α = 〈ĉ†αĉβ〉, for
a given state in an MPS representation and the solution of the minimization of the total
energy for an arbitrary one-particle Hamiltonian in order to be able to apply this scheme.
We evaluate the proposed approach with the single-impurity Anderson model defined in
section 3.2 by Eq. (3.2)-Eq. (3.7). We choose a total system size of Lbath + 1 = 40 sites,
a filling with Ne = 40 electrons, t > 0, U/t = 2, εf = 0 and V/t = 0.4. The results of the
calculations performed with ITensor2 are summarized in the following table:
one-particle basis original original ρ(1),≈ banded ρ(1),≈′ banded
maximal bond dim. of MPS 186 30 98 57
maximal bond dim. of MPO 6 6 80 82
truncation error 10−10 5 · 10−6 10−10 10−10
deviation of energy 0 (reference) 0.00023t < 10−8t < 10−8t
runtime per sweep/s 7.8 3.3 3.9 3.7
resulting one-particle ρ(1),≈ ρ(1),≈′
reduced density matrix
The second column lists details of a reference calculation in the original one-particle basis,
where the bond dimensions of the MPS have been allowed to grow till a required truncation
error of 10−10 was achieved. This resulted in a maximal bond dimension of 186. We use
the ground-state energy obtained with this calculation as the reference value. The initial
DMRG calculation with a small maximal bond dimension of 30 listed in the third column
produced a truncation error of 5 · 10−6. The one-particle reduced density matrix ρ(1),≈
that resulted from this fast calculation was used to generate a new one-particle basis.
The calculation in the new one-particle basis only required a maximal bond dimension
of 98 to reach a truncation error of 10−10. We call the resulting one-particle reduced
density matrix ρ(1),≈′ . The bond dimension required in the transformed one-particle basis
is only about half of the bond dimension of the MPS in the original basis with the same
truncation error. The maximal bond dimension of the MPO depends on the one-particle
basis because the matrix elements of the one-particle Hamiltonian depend on the one-
particle basis. The transformation of the one-particle basis increases the bond dimensions
of the MPO of the Hamiltonian, because there are only ∈ O(L) non-zero matrix elements
of one-particle Hamiltonian, Eq. (3.3) and Eq. (3.7), in the original one-particle basis of
the single-impurity Anderson model investigated here, but there are ∈ O(L2) non-zero
matrix elements of the one-particle Hamiltonian in the transformed basis. However, the
speedup of the computational runtime per sweep listed in the above table shows that
the reduction of the bond dimensions of the MPS outweighs the increase of the bond
dimensions of the MPO. We can also iterate this scheme and use the one-particle reduced
density matrix ρ(1),≈′ from the calculation in the already transformed one-particle basis
2ITensor C++ library (version 2.1.1), http://itensor.org/
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to create a one-particle basis in which ρ(1),≈′ is banded. A ground state calculation in this
one-particle basis requires an even smaller bond dimension of 57 to reach a truncation error
of 10−10. Even though the second iteration is of less practical importance here, because
the numerically exact ground state was already obtained in the first transformed one-
particle basis, one could set up a scheme with multiple transformation steps interleaved
with DMRG-ground-state calculations with decreasing truncation errors.
The transformation approach, either with a single transformation or multiple trans-
formations, presented in this section drastically reduces the required bond dimension to
reach a given truncation error in DMRG ground state calculations for the class of many-
particle Hamiltonians in Eq. (8.123). The growth of the bond dimension of the MPOs
only moderately increases the computation time per sweep.
8.8.6. ACA-transformation for time-evolutions
The approach proposed in the previous section does not allow to reuse the MPS from
the original one-particle basis after the transformation of the one-particle basis. If we
assume that the MPS-code can apply arbitrary single-site or two-site unitary operators
to an MPS, we can also transform the MPS to a different one-particle basis. This would
extend the proposed approach to time evolutions and other situations where the MPS
needs to be preserved by the transformation of the one-particle basis.
As an example we consider the case of a real-time evolution of a many-particle state in
an MPS-representation, i.e.,
|Ψ(t)〉 = eiĤt/~|Ψ(t = 0)〉. (8.126)
We propose to following computational protocol:
1. The time evolution is performed for the time interval ∆
|Ψ(t+ ∆)〉 = eiĤ∆/~|Ψ(t)〉. (8.127)
2. Then the one-particle reduced density matrix
ρ
(1)
α,β(t+ ∆) = 〈Ψ(t+ ∆t)|ĉ
†
β ĉα|Ψ(t+ ∆)〉 (8.128)
of the state |Ψ(t+ ∆)〉 is computed. A unitary transformation U of the one-particle
basis is constructed such that the one-particle reduced density matrix of the state
|Ψ(t+ ∆)〉 in the transformed basis is in a banded form.
3. The MPS-representation of |Ψ(t + ∆)〉 is only known with respect to the old one-
particle basis. The MPS-representation with respect to the transformed one-particle
basis can be obtained by performing the steps:
a) At first the unitary transform U is decomposed into a product
U = U1U2 · · ·UM (8.129)
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with ui ∈ SU(2). A numerical procedure for this decomposition was given
by Li et al. [Li et al., 2013] in the context of the decomposition of quantum
gates. Figure 8.7 schematically shows the resulting pattern of two-level unitary
matrices. In the general case where the unitary transform U can mix all sites
and all spin channels, the local unitary transformations ui either act on a
single site or on the spin-up state of one site and the spin-down state of the
right-neighbor site. In the case, where the one-particle reduced density matrix
ρ
(1)
α,β(t+ ∆) is collinearly spin-polarized or non-spin-polarized, i.e.
ρ
(1)
i,↑,j,↓(t+ ∆) = 0 ∀i and j, (8.131)
the unitary transformation of the one-particle basis can be constructed for
every spin-channel independently and fulfills
Ui,↑,j,↓ = 0 ∀i and j. (8.132)
Thus, in total only 2L(L−1)/2 two-level unitary matrices are required and the
local unitary transformations ui act on the spin-up (-down) state of one site
and the spin-up (-down) state of a neighboring site. The computational effort
for the construction of the decomposition is ∈ O(L3).
b) The local two-level unitary transformations Ui of the one-particle basis are
now translated into local unitary operators ˆ̃Ui of the many-particle basis. We
consider here the case where the unitary transformation U acts on each spin-
channel independently. The operator that performs the local transformation of
the σ-spin-channel of the one-particle basis in the many-particle wave functions
can be chosen as
ˆ̃Ui,σ = ui,σ,11n̂a(i),σ + ĉa(i),σ ĉ†a(i),σ + (ui,σ,22 − 1)n̂a(i)+1,σ
+ ui,σ,12ĉ†a(i),σ ĉa(i)+1,σ + ui,σ,21ĉ
†
a(i)+1,σ ĉa(i),σ
+ (2− ui,σ,11 − ui,σ,22)n̂a(i),σn̂a(i)+1,σ. (8.133)
a(i) denotes the first site that the local two-level unitary transformations Ui
non-trivially acts on.
c) The representation of the many-particle wave function is then transformed to
the new one-particle basis with successive applications of the MPOs of the
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unitary operators ˆ̃Ui to the MPS. After this step, the state |Ψ(t+ ∆)〉 is repre-
sented as an MPS with respect to the transformed one-particle basis. The bond
dimensions and the entanglement entropies should be significantly smaller than
for the untransformed MPS. The computational effort for this step is quadratic
in system size because there are O(L2) operators to be applied.
4. The matrix elements of the one-particle Hamiltonian in the transformed one-particle
basis have to be calculated with h̃ = UhU †. This step is cubic in system size because
of the matrix multiplication.
5. The time evolution can now proceed with the transformed MPS-representation of
the state |Ψ(t + ∆)〉 and with the representation of the Hamiltonian Ĥ in the
transformed one-particle basis.
This scheme can also be applied to imaginary time evolutions, during sweeps of DMRG-
like ground-state calculation or other operations involving MPS. This approach requires
that the interaction Hamiltonian acts only on Nint  L one-particle states. These states
are not transformed, and, hence, the bond dimension of the MPO-representation of the
Hamiltonian H originates only from the one-particle Hamiltonian. This scheme is, for
example, applicable to quantum dots with an arbitrary number of leads as well as impurity
models in arbitrary dimensions and with arbitrary bath geometries. Thus, it could be a
valuable tool to study the dynamics of quantum quenches and transport through quantum
dots.
As an example, we demonstrate the proposed algorithm for the time-evolution of the






ĉ†i,σ ĉj,σ + Un̂1,↑n̂1,↓, (8.134)
with U/T = 13. We have implemented the approach proposed in this section into the
MPS-library ITensor4. ITensor performs the time evolution by constructing the unitary
operator eiĤτ/~ up to terms of order τ 2 [Zaletel et al., 2015] for arbitrary long-ranged
Hamiltonians Ĥ. We have used a time evolution step of τ = 0.01~/T and transformed
the one-particle basis every ∆ = 0.25~/T . We did not limit the maximal bond dimension
of the MPS during the time evolution but enforced a maximal truncation error of 10−14
to ensure a numerically exact representation of the many-particle state as an MPS. Fig-
ure 8.8 shows the entanglement entropies of all bonds of the MPS for the time evolution
without transformations of the one-particle basis and with transformations. The entan-
glement entropy in the untransformed case grows linearly with time while for the case
with transformation it only grows linearly with time in the beginning and then saturates
at a constant entanglement entropy. The saturated values of the entanglement entropy of
SA|B = 2 are equal to the maximal entanglement entropy of a system consisting of a single
site as subsystem A and the subsystem B that contains the remaining L − 1 sites. The
entanglement entropy is drastically reduced by the transformation of the one-particle ba-
sis. Figure 8.9 shows the Schmidt coefficients at time t = ~/T . The Schmidt coefficients
of the MPS with a transformation of the one-particle basis decay faster than without
3Please note, that we have renamed the hopping parameter to T to distinguish it from the time t.
4ITensor C++ library (version 2.1.1), http://itensor.org/
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the transformation. The faster decay is even more obvious at time t = 2~/T shown in
Fig. 8.10.
141
8. Adaptive cluster approximation
Figure 8.7.: Three-site (L = 3) example for the decomposition of a unitary transformation
of the one-particle basis into local transformations. A general unitary trans-
formation U of the one-particle basis is decomposed into 15 = 2L(2L− 1)/2
local transformations. If the unitary transformation individually acts on the
spin-up and spin-down channel, then the transformation of the individual
spin-channels can be decomposed into 2 ·3 = 2L(L−1)/2 local unitary trans-
formations.
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Figure 8.8.: Entropies of entanglement of all bonds during the time evolution of a 16-site
Néel state with the Hamiltonian in Eq. (8.134) and U/T = 1. The black lines
show results when the one-particle basis is not transformed. Red lines denote





















Figure 8.9.: Schmidt coefficients of all bonds of the MPS at time t = ~/T without trans-
formations of the one-particle basis (black lines) and with a transformation
of the one-particle basis (red lines). Same system and initial state as in Fig-
ure 8.8.
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Figure 8.10.: Schmidt coefficients of all bonds of the MPS at time t = 2~/T without
transformations of the one-particle basis (black lines) and with a transfor-
mation of the one-particle basis (red lines). Same system and initial state
as in Figure 8.8.
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9. Wave-function based approach for
the RDMF
9.1. Introduction
As shown in chapter 5, the density-matrix functional can be expressed either with a
Legendre-Fenchel transformation








of the grand potential ΩŴβ,µ=0[h] or a constrained minimization as in Eq. (5.8), i.e.,












over an ensemble of normalized many-particle wave functions |Ψi〉 and probabilities Pi
with ∑i Pi = 1. Details can be found in section 5.2. Most methods in use for the
investigation of properties of molecules or solids can estimate either the ground-state
energy or the grand potential. Thus it would be easy to use them in the Legendre-Fenchel
transformation. This approach was used together with an open-systems treatment in the
Ph.D. project of Ebad Kamil [Kamil et al., 2013] to calculate density-matrix functionals













can be used the guide the minimization of the matrix elements of the one-particle Hamil-
tonian. The derivative information in Eq. (9.3) is determined by the estimate of the
one-particle reduced density matrix of the method for the grand potential. Here an
additional problem can arise: If we, for example, use a DMRG method for the grand
potential. For very low temperatures we can neglect the entropy contribution and the
grand potential can be calculated with only one many-particle wave function. Thus, a
conventional zero-temperature DMRG calculation would give the correct grand potential.
However, the one-particle reduced density matrix from this one many-particle wave func-
tion is completely unphysical if the ground state that corresponds to the maximum is
degenerate. As a consequence, the derivative information that is used from Eq. (9.3) for
the construction of a new search direction in the iterated maximization procedure would
be incorrect.
An additional problem arises from the fact that nearly all numerical non-perturbative
techniques for the grand potential involve a minimization procedure for the determination
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of the grand potential. In consequence, there are two conflicting extremalisation proce-
dures: A maximization over the one-particle Hamiltonian and a nested minimization in
every iteration for the grand potential. The conflicting maximization and minimization
lead to numerical instabilities if the solution of the grand potential is not well converged
to the minimum. A similar conflict exists between the maximization within the Legendre-




Tr[ρ(1)(h− µ1)] + F Ŵβ [ρ(1)]
}
(9.4)
or any other minimization procedure such as DFT+RDMFT in section 6 in which the
density matrix functional enters. A highly precise calculation of the grand potential in
every energy maximization step of the grand potential would be computationally very ex-
pensive. Additional problems can arise if the path of the one-particle Hamiltonians during
the maximization crosses trough regions where the approximation or numerical method
used for the grand potential breaks down or gives unphysical results. Experiments with an
exact diagonalization solver for the grand potential have shown that discontinuities in the
grand potential that exists in the zero-temperature limit can cause significant problems
for traditional derivative based maximization algorithms. This problem also persists at
low temperatures and becomes weaker when increasing the temperature.
These issues together make the Legendre-Fenchel transformation undesirable as a prac-
tical method for the practical evaluation of the density-matrix functional. Even though it
could be done in practice, the expected numerical effort will be very high, because the con-
vergence criteria must be very tight. The numerical algorithm is pretty straightforward,
because the grand potential from any method can be used as a black box. Even if the
method used for the grand potential cannot estimate the one-particle reduced density ma-
trix, one can always use a derivative-free minimization algorithm like the downhill simplex
method to perform the maximization procedure. Thus, we will not consider the practical
evaluation of the density-matrix functional from the Legendre-Fenchel transformation in
the remainder of this thesis but focus on more promising avenues.
In contrast, the evaluation of the density-matrix functional via the constrained mini-
mization as defined by Eq. (5.8) has the advantage that it is a minimization procedure.
It integrates nicely with any minimization of the total energy or grand potential. It is,
however, a constrained minimization, whereas the Legendre-Fenchel transform is an un-
constrained problem, and cannot be formulated as a problem with a Hamiltonian. This
uncommon form makes the development of new solvers very challenging. In this work, we
explore different routes, that can be distinguished by the form of the many-particle wave
function in the constrained minimization: We explore a solver based on a configuration-
interaction-like expansion in terms of Slater determinants in some one-particle basis in
section 9.4. An impurity-bath separation ansatz where the representation of the many-
particle wave function distinguishes between interacting and non-interacting one-particle
states is constructed in section 9.5. This idea is related to matrix-product states which
are used in section (9.6). We construct a DMRG-like iterative algorithm of the solu-
tion of the constrained minimization over matrix product states. Finally, the application
of stochastic optimization techniques allows us to use parametrizations of many-particle
wave functions for which the expectation values cannot be calculated in a closed form
in practice. In section 9.7 we demonstrate the use of Gutzwiller-correlated and Jastrow-
correlated many-particle wave functions for the constrained optimization. Finally, in
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section 9.8 we propose an algorithm that make use of an existing gate-based quantum
computer to estimate the density-matrix functional.
9.2. Simplifications
The density-matrix functional F Ŵ [ρ(1)] defined by Eq. (5.8) requires a constrained mini-
mization over an ensemble of many-particle wave functions. At zero temperature and for
one-particle reduced density matrices that correspond to non-degenerate ground states,
the density-matrix functional with an ensemble of many-particle wave functions is iden-
tical to Levy’s density-matrix functional F ŴLevy[ρ(1)] with only one many-particle wave
function defined in Eq. (5.25). In this chapter, we only consider Levy’s density-matrix
functional. The extension of the ansatzes presented in the following sections to an ensem-
ble of many-particle wave functions is straightforward.
A different simplification arises if we analyze the implications of certain occupations
of the one-particle reduced density matrix on the possible many-particle wave functions.
Consider a given one-particle reduced density matrix ρ(1) with ordered occupations
f1, ..., fn0 = 0 (9.5)
fn0+1, ..., fNχ−n1 6= 0 (9.6)
fNχ−n1+1, ..., fNχ = 1. (9.7)
Thus, n0 is the number of zero occupations and n1 the number of occupations equal to one.
We introduce the natural orbitals as a new one-particle basis in which the one-particle
reduced density matrix is diagonal
ρ̃(1) = diag(f1, ..., fNχ). (9.8)
An ensemble on many-particle wave functions in the constrained minimization of the




















The requirement ρ̃(1)α,α = fα can be shown to have a strong impact on the type of Slater
determinants |sj,1...sj,Nχ〉 that can have non-zero prefactors ci,j. Consider α with fα ∈
{0, 1}, then we have
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For fα = 0 if follows from Pi ≥ 0,
∑
i Pi = 1, |ci,j|2 ≥ 0 and
∑
j |ci,j|2 = 1 that
ci,j = 0 ∀j with sj,α = 1 (9.14)
and similarly for fα = 1 that
ci,j = 0 ∀j with sj,α = 0. (9.15)
Thus, the many-particle wave functions can only contain Slater determinants with non-
zero amplitudes that have the form







and the wave functions can be written as
|Ψi〉 = | 0...0︸ ︷︷ ︸
n0 times
〉 ⊗ |Ψ̃i〉 ⊗ | 1...1︸ ︷︷ ︸
n1 times
〉. (9.17)
This decomposition is identical to the complete-active-space wave function used in quan-
tum chemistry. However, here the occupations of the orbitals are known because the
one-particle reduced density matrix is given and, hence, there it is no approximation to
use the complete-active-space wave function within the constrained minimization of the
density-matrix functional. Following the terminology of quantum chemistry we call the
first n0 one-particle states the virtual states (v), the Nχ − n0 − n1 states with fractional
occupations the active states (a) and the n1 states with unit occupations the core states
(c). The two-particle reduced density matrix 〈Ψi|ĉ†αĉ
†
β ĉγ ĉδ|Ψi〉 of the wave function in
Eq. (9.17) can be non-zero only for the six cases
α ∈ core, β ∈ core, γ ∈ core, δ ∈ core (9.18)
α ∈ core, β ∈ active, γ ∈ core, δ ∈ active (9.19)
α ∈ core, β ∈ active, γ ∈ active, δ ∈ core (9.20)
α ∈ active, β ∈ core, γ ∈ core, δ ∈ active (9.21)
α ∈ active, β ∈ core, γ ∈ active, δ ∈ core (9.22)
α ∈ active, β ∈ active, γ ∈ active, δ ∈ active. (9.23)
The expectation value of the interaction Ŵ is




















The first term is the interaction energy of the active states, the second term the interaction
of the core states and the last term is often called the core-valance exchange.
For one-particle basis sets with large dimensions, it is a numerically cumbersome task
to transform the matrix elements of the interaction to a different one-particle basis, in this
case to the natural-orbital basis. However, we can also employ the idea of the complete-
active-space wave function in Eq. (9.17) in the original basis instead of the natural-orbital
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basis. We first consider that the occupations obey 0 ≤ fi ≤ 1 and inspect the diagonal
elements on the one-particle reduced density matrix ρ(1)α,α. If a diagonal element is integer
for some α, i.e. ρ(1)α,α ∈ {0, 1}, it follows that ρ
(1)
α,β = δα,βρ(1)α,α for this α. This can easily be

















Thus, an integer diagonal element of the one-particle reduced density matrix directly
implies the existence of an integer occupation. The converse is not true. With the
decomposition of the one-particle basis into a core-space, active-space and virtual-space
wave function in Eq. (9.17), we only need to consider the active-space wave function
|Ψ̃i〉 for the constrained minimization of the density-matrix functional. We include the
expectation values of the interaction between core-states and valence states and, thus,
account for core-valence exchange.
9.3. Solution of the minimization problem
9.3.1. Lagrange function
The constrained minimization problem for the density-matrix functional defined in
Eq. (5.8) can be written as






















This is a mixed equality-inequality constrained non-linear minimization problem. We can
write it as an equality-constrained problem by introducing the auxiliary variables xi with
P (xi) = (1 + cosxi)/2. (9.30)
Thus, the constraint Pi ≥ 0 can be replaced by the unconstrained variable xi and the
minimization problem written in the Lagrange formalism as
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Λ, λi and h are the Lagrange multipliers for enforcing the equality constraints. For ease
of notation, we define the Lagrange function





























The equality-constrained non-linear minimization problem of Eq. (9.27) or Eq. (9.31) in-
cludes some important conceptual and practical challenges. One can imagine two different
classes of iterative minimization algorithms: one that enforces the constraints in every
minimization step and one that does not require the fulfillment of the constraints in ev-
ery step. The first variant can suffer from the so-called Maratos effect [Maratos, 1978].
The Maratos effect means that the algorithm can fail to rapidly converge to the solution
because steps that would make good progress would violate the constraints.







are required for the efficient minimization of the total energy. Ignoring mathematical
peculiarities for a moment, the derivatives can be obtained from the Lagrange multipliers






However, this is only true if the Lagrange multipliers are unique. To simplify the notation
for the investigation of the uniqueness of the Lagrange multipliers, we consider the density-
matrix functional with only one many-particle wave function |Ψ〉, i.e. P1 = 1 . The
















αĉβ + Ŵ (9.36)
with the eigenvalue λ. It is not necessarily the ground-state.
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determine the uniqueness of the Lagrange multipliers. To illustrate the connection, we
consider two matrices of Lagrange multipliers, h and h̃, for the density-matrix constraint
while all other variables are identical. We assume that the minimum condition is fulfilled





ĉ†αĉβ|Ψ〉 = 0. (9.38)
We show now that the uniqueness of the Lagrange multipliers, i.e. h = h̃, is not required
to fulfill the minimum condition in Eq. (9.38). For this purpose, we consider the situation
where the two index-pairs (α′, β′) 6= (α′′, β′′) and a 6= 0 exist such that
ĉ†α′′ ĉβ′′ |Ψ〉 = aĉ
†
α′ ĉβ′ |Ψ〉 (9.39)
with ĉ†α′ ĉβ′ |Ψ〉 6= 0. All other ĉ†αĉβ|Ψ〉 are assumed to be linearly independent of ĉ
†
α′ ĉβ′|Ψ〉.

















ĉ†α′′ ĉβ′′ |Ψ〉. (9.40)










hα′,β′ − h̃α′,β′ + ahα′′,β′′ − ah̃α′′,β′′
)
ĉ†α′ ĉβ′ |Ψ〉. (9.41)
The linear independence of ĉ†α′ ĉβ′ |Ψ〉 from other ĉ†αĉβ|Ψ〉 for (α, β) 6= (α′, β′) ∧ (α, β) 6=
(α′′, β′′) requires





Thus, the minimum condition in Eq. (9.38) can be fulfilled with h 6= h̃ if a 6= 0. More





are linearly dependent. This is also known as the linear-independence-constraint-
qualification (LICQ). In other words, if the gradients of the constraints are linearly de-
pendent, then the Lagrange multipliers do not have to correspond to the derivatives of
the density-matrix functional. We have only observed this issue in evaluations of the
density-matrix functional for highly symmetric one-particle reduced density matrices and
highly symmetric interaction Hamiltonians. In those cases, the linear dependence can be
removed by adding a very small perturbation to the one-particle reduced density matrix.
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9.3.3. Powell-Hestenes augmented Lagrangian
We propose to use the Powell-Hestenes augmented Lagrangian [Powell, 1969; Hestenes,
1969] for the numerical solution of the constrained minimization problem of the density-





ci(~x) = 0. (9.45)
The Lagrange function L(~x, λi) for this problem is




The augmented Lagrangian L(~x, {λi}, {µi}) adds a penalty function p (augmentation) to
the Lagrange function and is defined









µi are the penalty parameters. The penalty function p(c) can be chosen rather freely
and properties of penalty functions have been studied in the literature. For a review we
refer the reader to [Nocedal and Wright, 2006]. We choose the quadratic penalty function
p(c) = c2, because it has smooth derivatives and does not involve the derivatives of the
constraints. The augmented Lagrangian method maps the constrained minimization to a
series of unconstrained minimization problems whose solution converges to the solution of
the constrained problem. A generic augmented Lagrangian algorithm first chooses initial
values for the penalty parameters µ(0)i , tolerance τ (0), Lagrange multipliers λ
(0)
i and a
starting point ~x(0). Then the following step are executed for k = 0, 1, 2, ....:
1. The unconstrained problem
min
~x
L(~x, {λi}, {µi}) (9.48)
is solved up to a tolerance of ‖∇xL(~x, {λi}, {µi})‖ ≤ τ (k). The minimizer is used as
~x(k).
2. The convergence is checked. If the current ~x(k) and estimates for the Lagrange
multipliers λ(k)i satisfy the minimum conditions, then the algorithm terminates.








4. New penalty parameters µ(k+1)i ≥ µ
(k)
i are chosen.
5. A new tolerance τ (k+1) is chosen.
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The convergence of the augmented Lagrangian-approach is governed by the theo-
rem [Nocedal and Wright, 2006]: let ~x ∗ be a local minimizer of the constrained mini-
mization problem defined in Eq. (9.44) and Eq. (9.45) and let the linear-independence-
constraint-qualification be fulfilled at ~x ∗. Let λ∗i be the exact Lagrange multipliers. Then
there exists a threshold value µ such that for all penalty parameters µi ≥ µ, ~x ∗ is a local
minimizer of L(~x, {λ∗i }, {µi}).
This theorem states that in contrast to the penalty method the penalty parameters
in the augmented Lagrangian do not have to be increased to infinity to find the exact
solution. As a consequence, the unconstrained subproblems of the augmented Lagrangian
are much less prone to ill-conditioning. Additional theorems by Bertsekas [Bertsekas,
1999; Nocedal and Wright, 2006] apply to the situation of approximate solutions of the
Lagrange multipliers. With the assumption of the previous theorem, there exists δ > 0,
ε > 0 and M > 0 such that:
1. For all λi and µi that satisfy
‖~λ− ~λ ∗| ≤ δmax
i




L(~x, {λi}, {µi}) (9.51)
has the solution ~x with
‖~x− ~x ∗‖ ≤M‖~λ− ~λ ∗‖/µ. (9.52)
2. For all λi and µi that satisfy
‖~λ− ~λ ∗| ≤ δmax
i
µi and µi ≥ µ, (9.53)
we have
‖~λ (k+1) − ~λ ∗‖ ≤M‖~λ (k) − ~λ ∗‖/min
i
µi. (9.54)
This first theorem shows that the solution ~x of the unconstrained subproblem will be
close to the exact solution ~x ∗ of the constrained problem, if the estimates of the Lagrange
multiplies ~λ are close to the exact Lagrange multipliers ~λ ∗ or if the penalty parameters are
large. The second theorem relates the change of the multipliers by the multiplier update
in Eq. (9.49) to the size of the penalty parameters. Improvement is guaranteed as long
as the penalty parameters are sufficiently large.
We have implemented the augmented Lagrangian scheme in a general way with well-
defined interfaces so that it can work with arbitrary parametrizations of the many-particle
wave function and arbitrary constraints. The unconstrained subproblems can be solved
with any suitable unconstrained minimization algorithm. In situations, where the deriva-
tives of the augmented Lagrangian with respect to the variational parameters are avail-
able, we solve the unconstrained subproblems either with the non-linear conjugate gra-
dient method or the limited-memory Broyden-Fletcher-Goldfarb-Shanno quasi-Newton
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method [Broyden, 1970; Fletcher, 1970; Goldfarb, 1970; Shanno, 1970]. For parametriza-
tions of many-particle wave functions that contain complex parameters, we employ the
complex generalizations of the minimization algorithms [Sorber et al., 2012] to pre-
serve the compact structure. The line searches are solved either numerically exact, if
L(~x + α~y, {λi}, {µi}) can be easily written as a polynomial function in α, or otherwise
with a secant line search. In cases where the derivatives are not available or if there is
noise in the augmented Lagrangian, we use the simultaneous perturbation stochastic ap-
proximation approach (SPSA, [Spall, 1987, 1992]). The SPSA will be discussed in detail
in section 9.7.5.
The augmented Lagrangian approach presented here is a general algorithm for the
solution of constrained minimization problems. The main benefits are a rather simple
formulation, the availability of derivatives and, most importantly, the numerical stability 1.
9.4. Configuration-interaction ansatz
9.4.1. Ansatz for the many-particle wave function






as a sum of Ndet Slater determinants with complex coefficients di. We don’t consider
the CI-ansatz as the traditional sum of excitations over a reference Slater determinant,
because in our application to the density-matrix functional the reference Slater determi-
nant is not well-defined. The CI-ansatz in Eq. (9.55) is completely defined by a set of
Slater determinants {|ni,1....ni,Nχ〉} and the one-particle basis |χα〉 (α ∈ {1, .., Nχ}). We
consider strategies for the selection of the Slater determinants and the one-particle basis
in section 9.4.3.
The constrained minimization of the density-matrix functional of (5.25) with a CI-
ansatz takes the form3




1 = 〈Ψ(~d)|Ψ(~d)〉 (9.57)
ρ
(1)
β,α = 〈Ψ(~d)|ĉ†αĉβ|Ψ(~d)〉. (9.58)
1For example, after suggestion from us, Bünemann et al. adopted [Bünemann et al., 2016; Bünemann
et al., 2017] the augmented Lagrangian approach for their Gutzwiller-DFT approach and found a
significantly improved stability over the previous constrained minimization approach.
2For a review we refer the reader for example to [SHAVITT, 1998].




It can be solved with the augmented Lagrangian approach. The augmented Lagrangian
reads in this case






























For convenience in numerical calculations, we use the matrix representations
〈Ψ(~ei)|Ŵ |Ψ(~ej)〉 = Wi,j (9.60)
〈Ψ(~ei)|ĉ†αĉβ|Ψ(~ej)〉 = Cα,β,i,j ∈ {−1, 0, 1}, (9.61)
where ~ei is a unit basis vector in the i-th direction. We have found that this representation
is advantageous to an on-the-fly calculation of the matrix elements for up to ≈ 106 Slater
determinants. We calculate the matrix elements on the fly for larger CI-spaces and the
considerations in section (9.4.2) also hold for on-the-fly evaluations. The augmented
Lagrangian takes the form





















~d · ~d− 1
)2
. (9.62)
We solve the unconstrained subproblems
min
~d
L(~d, {hα,β}, λ, {µα,β}, µ) (9.63)
of the augmented Lagrangian approach with the complex-generalized variants [Sorber
et al., 2012] of the non-linear conjugate gradient method or the limited-memory BFGS-
method [Broyden, 1970; Fletcher, 1970; Goldfarb, 1970; Shanno, 1970]. The space of
Slater determinants is not changed during the solution of an unconstrained subproblem.
9.4.2. Numerical challenges
The efficient practical solution of the unconstrained subproblems given in Eq. (9.63)
presents several numerical challenges. We first consider the shape of the matrices W and
Cα,β: The matrix W contains complex coefficients and the number of non-zero elements
strongly depends on the matrix elements of the interaction Hamiltonian Ŵ . However,
W is rather sparse in practice. The matrix Cα,β contains on average only Ndet/4 non-
zero elements. The elements are integers and Cα,β is similar to a permutation matrix.
We have implemented custom routines that handle W and Cα,β as sparse matrices and
explicitly consider their sparsity patterns. The central numerical challenge is the evalua-
tion of sparse matrix-vector (SpMV) products, like W ~d or Ŵ |Ψ(~d)〉. The performance of
sparse matrix-vector products is memory-bandwidth bound for large vectors, and hence
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measures must be taken to reduce the amount of data required from the main memory
per arithmetic operation.
The computationally intensive quantities for the solution of the unconstrained subprob-
lem are expectation values,
w(~d) = ~d ·W ~d, cα,β(~d) = ~d · Cα,β ~d− ρ(1)β,α and n(~d) = ~d · ~d− 1, (9.64)
and the derivative








Cα,β ~d− (λ− µn(~d))~d.
(9.65)
The solution of the line search
min
α
L(~d+ α~p, {hα,β}, λ, {µα,β}, µ) (9.66)
with the step length α and the proposed step ~p is cumbersome. For the augmented
Lagrangian in Eq. (9.59) and also its generalization to more than one many-particle wave
functions at zero temperature, we can solve the line search problem by writing L(~d +
α~p, {hα,β}, λ, {µα,β}, µ) as a polynomial function of the form
L(~d+ α~p, {hα,β}, λ, {µα,β}, µ) = L0 + L1α + L2α2 + L3α3 + L4α4. (9.67)
For multiple many-particle wave functions we have to consider orders up to eight in
α, because we enforce the positivity condition of the ensemble probabilities with the
unconstrained auxiliary variable xi and set Pi = x2i . We determine the solution αmin
of the minimization problem of the one-dimensional polynomial function with Newton’s
method. In cases where Newton’s method finds a stationary point that is not a minimum,
we employ the Jenkins-Traub method [Traub, 1966; Jenkins and Traub, 1970; Jenkins,
1975] to determine all stationary points and select the global minimum. The coefficients
Li can be calculated from the separate terms in the augmented Lagrangian in Eq. (9.62)
by first computing the coefficients of the polynomial functions
w(~d+ α~p) = w0 + w1α + w2α2 (9.68)
cα,β(~d+ α~p) = cα,β,0 + cα,β,1α + cα,β,2α2 (9.69)
n(~d+ α~p) = n0 + n1α + n2α2. (9.70)
This has the nice side-effect that the expectation values don’t have to be calculated explic-
itly in the next iteration of the unconstrained minimization but can be easily evaluated
as w(~d+ αmin~p).
The evaluations of the coefficients require sparse matrix-vector products of the form
~y · A~x. We make extensive use of cache-blocking optimizations to reduce the amount of
data that has to be transferred from main memory to the caches of the central processor.
The main idea of cache-blocking optimizations is to group arithmetic operations in a
different way than one would intuitively do to reuse data, that has been loaded from main
memory to the cache, as often as possible before loading other data to the cache. The
sizes of blocks depend on the size of the cache and the layout of the cache hierarchy.
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Modern CPUs usually have three cache levels of different sizes4 and depending on the
microarchitecture several CPU-cores can either share the cache at a certain cache level or
have their core-private cache. The different possibilities make an a-priori determination
of the block sizes used in the cache blocking optimization difficult. We have implemented
an automatic benchmarking scheme, that determines the optimal block sizes at runtime.
With this implementation, we have been able to treat CI-spaces of sizes up to 5 · 107 on
a regular recent desktop CPU in the constrained minimization. However, one evaluation
of the density-matrix functional took about one day on the desktop CPU for such large
CI-spaces5. Practical evaluations of the density-matrix functional in moderately sized CI-
spaces of 103−105 Slater determinants can be performed in a matter of seconds or minutes
because then the memory interface is not yet a bottleneck thanks to our cache-blocking
optimizations. Detailed runtimes for NiO are presented in section 11.3.4.
9.4.3. Selection of one-particle basis and Slater determinants
It has been argued rather early [Löwdin, 1955; Davidson, 1972] in the development of
the configuration-interaction method, that the expansion should be most efficient in a
one-particle basis of natural orbitals, i.e., for a diagonal one-particle reduced density ma-
trix. Although the strict optimality of the natural orbitals for a CI-ansatz also been
disputed [Giesbertz, 2014], we use it here, because it can be constructed in a straightfor-
ward way. In contrast to methods from quantum chemistry that aim at the determination
or approximation of the ground state, for the evaluation of the density-matrix functional
we already know the one-particle reduced density matrix that the many-particle wave
function should correspond to. Therefore, we can easily perform a basis transformation
before the constrained minimization. However, a one-particle basis of natural orbitals has
the main drawback, that any one-particle states of the original basis might be mixed with
any other one-particle state. Thus, if we started out with a one-particle basis in which








β ĉδ ĉγ, (9.71)









As a consequence the number of non-zero elements of the matrix elements of the interac-
tion Hamiltonian would grow from O(N4C) to O(N4χ), where Nχ denotes the total number
of one-particle states.
4There is usually 32 kB of first level cache per CPU-core with a bandwidth of 64-128 Byte/cycle (200−400
GB/s per core). The second-level cache has sizes from 256 kB - 1 MB per core and a bandwidth of
about 100 GB/s per core. The third-level cache is usually shared among all cores with sizes of 5 MB-
50 MB and a bandwidth of 20-60 GB/s per core. Thus, a few CPU cores can saturate a modern
six-channel memory interface, that has a maximal bandwidth of 80 GB/s.
5The desktop CPU was an Intel Core i7-5820K with a quad-channel memory interface with a maximal
memory bandwidth of 60 GB/s. An expensive dual-socket compute node usually used in computing
centers with two six-channel memory interfaces has a maximal memory bandwidth of only about 160
GB/s. Thus, at most a speedup of 2.5 can be expected from a modern computing node.
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To avoid this growth, we propose a one-particle basis composed of what we named





















such that UB ∈ U(Nχ −NC) and







(ρ̃(1)C,B)† diag(λ1, ..., λNχ−NC )
)
. (9.75)
λ1, ..., λNχ−NC denote the eigenvalues of the one-particle reduced density matrix ρ
(1)
B,B of
the non-interacting states. This form guarantees that no interacting and non-interacting
states are mixed and the interaction stays localized. The unitary matrix UB can be
easily obtained from a diagonalization of the one-particle reduced density matrix of the
non-interacting states.
The remaining question is how we actually select Slater determinants from the ex-
ponentially large Fock space. We perform this selection before a minimization of an
unconstrained subproblem of the augmented Lagrangian approach. That means that the
unconstrained minimization is performed in a fixed space of Slater determinants. We start
from a small space of Slater determinants that allows the exact or approximate fulfillment
of the constraints. For a diagonal one-particle reduced density matrix, i.e., in the natural-
orbital basis, Walther and Blöchl [Walther, 2011] have proposed a simple construction of
a many-particle wave function with at most Nχ + 1 Slater determinants that fulfills all
constraints. We describe this scheme in appendix C and also employ this scheme for non-
diagonal one-particle reduced density matrices to generate a many-particle wave function
that approximately fulfills the constraints.
The space of Slater determinants is iteratively increased by adding the Nexpand deter-
minants 〈n1....nNχ | for which∣∣∣∣∣∣〈n1....nNχ|∂L(
~d, {hα,β}, λ, {µα,β}, µ)
∂〈Ψ|
∣∣∣∣∣∣ (9.76)
is largest. This criterion on the one hand respects the reduction of the objective 〈Ψ|Ŵ |Ψ〉
but on the other hand also the reduction of constraint violations. The selection criterion
can only add Slater determinants that are connected to existing Slater determinants by




j ĉkĉl. Because we allow the expansion
of the space of Slater determinants by some Nexpand  NCI before every unconstrained
subproblem, in principle any Slater determinant can be generated. Figure 9.1 shows the
convergence of the CI-expansion with Eq. (9.76) for the density-matrix functional of one-
particle reduced density matrix of the exact ground state of a single-impurity Anderson
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model. The Anderson model is the model discussed in chapter 3 with 11 bath sites, 12
electrons, t > 0, U = 4t, V/t = 0.4 and εf = 0. The convergence in the one-particle basis
constructed from natural orbitals is extremely rapid. The convergence with partial natural
orbitals is slower than in the natural-orbital basis but still quite rapid. The reason is that
most occupations of the exact ground state are close to zero or one. The rapid convergence
of a CI-expansion for single-impurity Anderson models has, for example, been used to solve
the impurity problem that occurs within dynamical mean-field theory with a CI-ansatz [Lu
et al., 2014]. Figure 9.2 presents results for the convergence of the CI-expansion for a
half-filled 12-site Hubbard chain with different interaction strengths. The convergence is
rapid for small interaction strengths but becomes slower when increasing the interaction
strength. Here, one can observe a situation where the selection criterion does not work
well: in the limit U/t → ∞, the exact solution contains only a few Slater determinants
and should in principle be easy to describe with a finite CI-expansion. However, the
selection criterion in Eq. (9.76) is not able to find these Slater determinants. This problem
could be solved by adding some Slater determinants of the lowest eigenstates of the
interaction Hamiltonian to the initial space of Slater determinants. We will investigate
the convergence of the CI-ansatz for a real material in chapter 11.
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number of Slater determinants
Figure 9.1.: Convergence of the density-matrix functional with the CI-ansatz with the
number of Slater determinants for a single-impurity Anderson model intro-
duced in chapter 3 with 11 bath sites, 12 electrons, t > 0, U = 4t, V/t = 0.4
and εf = 0. The blue line indicates the results for a one-particle basis, where
the one-particle reduced density matrix is diagonal (natural orbitals), and
the red line shows results for a one-particle basis, where only the one-particle
reduced density matrix of the non-interacting states is diagonal (partial natu-
ral orbitals). The black line shows the exact result. The Slater determinants







































number of Slater determinants
Figure 9.2.: Convergence of the density-matrix functional with the CI-ansatz with the
number of Slater determinants for a half-filled 12-site Hubbard chain intro-
duced in chapter 3. The one-particle reduced density matrix ρ(1) is the one-
particle reduced density matrix of the exact ground state for the given inter-
action strength U/t. The Slater determinants have been selected according
to the criterion in Eq. (9.76).
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9.5. Impurity-bath separation ansatz
9.5.1. Wave-function ansatz
The impurity-bath separation ansatz [Blöchl, 2013] is tailored for applications where the
two-particle interaction only includes a few one-particle basis states. This is the case for
the density-matrix functionals that have to be evaluated within the local approximation,
Anderson models or quantum dots. The overall idea [Blöchl, 2013] is to describe degrees of
freedom of the interacting one-particle states (impurity) with general many-particle wave
functions and the degrees of freedom of the non-interacting states (bath) with many-
particle wave functions that only contain a few Slater determinants.
We assume that we have NA interacting one-particle states with the interaction Hamil-
tonian Ŵ and NB non-interacting one-particle states. We assume NA  NB. A general




















~s(A)n and ~s(B)n are vectors containing zeros and ones with 1 ≤ n ≤ 2NA and 1 ≤ m ≤ 2NB .








B,m′ |O〉c∗n,mcn′,m′ , (9.80)





qjaj,n ⊗ bj,m (9.81)



















qj|ΨA,j〉 ⊗ |ΨB,j〉. (9.84)
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Thus, the density-matrix functional with one many-particle wave function defined in
Eq. (5.8) can be written as [Blöchl, 2013]




q2j 〈ΨA,j|Ŵ |ΨA,j〉 (9.85)
and the constraints to be fulfilled during the minimization as
qj ≥ 0 ∀ j (9.86)∑
j
q2j = 1 (9.87)
〈ΨA,i|ΨA,j〉 = δi,j ∀ i, j (9.88)




























qjqj′〈ΨA,j|ĉα(−1)N̂+1|ΨA,j′〉〈ΨB,j|ĉ†β|ΨB,j′〉 ∀α ≤ NA, β > NA. (9.93)
The extension to an ensemble of many-particle wave functions is straight forward. So
far we have only rewritten the many-particle wave function. However, we can use the
above form to treat the impurity wave functions |ΨA,j〉 and the bath wave functions |ΨB,j〉
differently. We propose to use general many-particle wave functions for the impurity wave
functions and simplified bath wave functions. Hence, a impurity wave functions |ΨA,j〉 is
represented as a sum of Slater determinants and has 2NA complex variational parameters.
We have at most 2NA such wave functions, because 1 ≤ j ≤ 2NA . The bath wave functions





Here, |ΨN(Uj,N)〉 denotes a Slater determinant with N particles in the one-particle basis
defined by the unitary matrix Uj,N ∈ U(NB). We have also evaluated to use only a single
Slater determinant for |ΨB,j〉. However, this turned out to give not enough variational
freedom for the bath wave functions to represent the given one-particle reduced density
matrix. It should be noted that also the ansatz in Eq. (9.94) does not guarantee that
a given one-particle reduced density matrix can be represented. However, it drastically
reduces this problem while only introducing a small additional computational complexity.
The bath wave functions in Eq. (9.94) have (NB + 1) · 2 ·N2B + (NB + 1) real variational
parameters each. The impurity-bath separation ansatz can be converged to the exact
density-matrix functional by increasing the number of Slater determinantsNbath−dets in the
bath wave functions. Thus, the ansatz in Eq. (9.94) is an ansatz with Nbath−dets = NB+1.
We have not investigated constructions with higher values of Nbath−dets.
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j,Ndiag(1, ..., 1︸ ︷︷ ︸
N times
, 0, ....0)Uj,N . (9.97)











The individual terms 〈ΨN(Uj,N)|ĉα|ΨN+1(Uj′,N+1)〉 or 〈ΨN(Uj,N)|ĉα|ΨN−1(Uj′,N−1)〉 can
be evaluated with basis transformations. The requirement of unitarity of Uj,N ∈ U(NB)
is problematic for numerical purposes because parametrizations of unitary matrices or
the addition of the unitarity requirement as an additional constraint are computationally
cumbersome. The unitarity of Uj,N ∈ U(NB) can be relaxed to allow general complex







U †j,N . (9.100)
Furthermore, the individual terms 〈ΨN(Uj,N)|ĉα|ΨN+1(Uj′,N+1)〉 or
〈ΨN(Uj,N)|ĉα|ΨN−1(Uj′,N−1)〉 now have to be evaluated by a modified variant of
Eq. (9.95).
The overall computational complexity of the evaluation of the all quantities that include
the bath wave functions is in O(22NA ·N5B) for the ansatz of Eq. (9.94). With the quanti-
ties defined in the current section, we can apply the augmented Lagrangian to solve the
constrained optimization problem. As in the case of the configuration-interaction ansatz,
also here no constrained minimization scheme that requires the numerically exact fulfill-
ment of the constraints can be used because no practical scheme is known to create an
initial guess of the parameters in the ansatz that fulfills all constraints.
9.5.2. Example results
Single-impurity Anderson model
We evaluate the performance of the impurity-bath separation ansatz for the single-
impurity Anderson model defined in section 3.2. The one-particle states treated as the
bath in the impurity-bath separation ansatz are non-interacting one-particle states in the
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physical model. This situation is in contrast to an application of the impurity-bath sepa-
ration ansatz within the local approximation of the density-matrix functional, where the
one-particle states of the bath correspond to interacting one-particle states of the phys-
ical system. Thus, we expect the single-impurity Anderson model to show the best-case
performance of the impurity-bath separation ansatz.
We investigate the performance of the ansatz for the single-impurity Anderson model
defined in section 3.2 with an impurity consisting of one site, a bath consisting of 5 sites
and a filling of 6 electrons. We consider the density-matrix functional for the exact ground
state of this system at zero temperature. The other parameters were chosen as t > 0,
εf = 0 and V/t = 0.4. Figure 9.3 compares the density-matrix functional obtained with
the ansatz (9.94) and a constrained minimization based on the augmented Lagrangian to
the exact density-matrix functional of the ground state. The absolute difference is below
10−5t which shows that the impurity-bath separation ansatz proposed here describes the
ground state very well. Figure 9.4 shows the maximal absolute constraint violation of the
numerical solution for the constraints listed in Eq. (9.86)-Eq. (9.93). We have not been
able to obtain a numerical solution with a maximal absolute constraint violation below
10−6 with this ansatz. The fact that in most cases Fimp−bath < Fexact shown in figure 9.3 is
due to the fact, that a sufficiently small maximal absolute constraint violation could not
be reached in the numerical minimization. Thus, the expectation that the density-matrix
functional from the ansatz is an upper limit to the exact density-matrix functional can be
violated. We can understand this behavior by inspecting the wave function |Ψexact〉 of the
exact ground state. For the following we consider the smaller system with one impurity
site, three bath sites and the parameters t > 0, U/t = 4, εf and V/t = 0.4. With the
Schmidt decomposition in Eq. (9.84), we obtain the Schmidt coefficients
q1 = 0.6641, q2 = 0.516, q3 = 0.516, q4 = 0.16259. (9.101)
Thus, this state cannot be approximated further by reducing the number of impurity-and
bath wave functions below 2NA without introducing large deviations. The one-particle












fA,1,i ∈ {0} (9.104)
fA,2,i ∈ {0, 1} (9.105)
fA,3,i ∈ {0, 1} (9.106)
fA,4,i ∈ {0, 1} (9.107)
fB,1,i ∈ {0, 5.0 · 10−5, 0.99995, 1} (9.108)
fB,2,i ∈ {0, 5.4 · 10−5, 0.999946, 1} (9.109)
fB,3,i ∈ {0, 5.4 · 10−5, 0.999946, 1} (9.110)
fB,4,i ∈ {0, 2.1 · 10−4, 0.99979, 1}. (9.111)
The occupations of the one-particle reduced density matrices of the bath ρ(1)B,j have nearly
integer occupations and hence can be represented well with single Slater determinants.
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The occupations also show the reason for the finite constraint violation shown in Fig-
ure 9.4.
Hubbard chain within the local approximation
To apply the impurity-bath separation ansatz to the Hubbard chain, we have to employ
the local approximation of the density-matrix functional discussed in section 5.5. Consider





In the local approximation, the density-matrix functional is approximated as




We now consider the first density-matrix functional FUn̂1,↑n̂1,↓ [ρ(1)] for the one-particle
reduced density matrix of the exact ground state at zero temperature. We tried to apply
the impurity-bath separation ansatz for this density-matrix functional but have not been
able to find a parametrization that fulfills all constraints in Eq. (9.86)-Eq. (9.93) suffi-
ciently well. To understand the reason for this, we consider the exact ground-state wave
function of the half-filled four-site Hubbard chain with U/t = 4 and perform a Schmidt
decomposition. We obtain the Schmidt values
q1 = 0.6536, q2 = 0.6536, q3 = 0.2698, q4 = 0.26298. (9.114)












fA,1,i ∈ {0, 1} (9.117)
fA,2,i ∈ {0, 1} (9.118)
fA,3,i ∈ {0} (9.119)
fA,4,i ∈ {0, 1} (9.120)
fB,1,i ∈ {0, 0.0158, 0.1203, 0.1361, 0.8638, 0.8797, 0.9842} (9.121)
fB,2,i ∈ {0, 0.0158, 0.1203, 0.1361, 0.8638, 0.8797, 0.9842} (9.122)
fB,3,i ∈ {0, 0.1355, 0.8649, 0.9996} (9.123)
fB,4,i ∈ {0, 3.921 · 10−4, 0.1351, 0.8645}. (9.124)
Thus, the occupation of the bath wave functions are very fractional and cannot be rep-
resented by a single or a few Slater determinants. Please note, that these results are
for the exact ground-state wave function. We can also consider the many-particle wave
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function |ΨLevy,1〉 that corresponds to minimum of the Levy’s constrained search of the
local functional
FUn̂1,↑n̂1,↓ [ρ(1)] = min
|ΨLevy,1〉→ρ(1)
〈ΨLevy,1|Un̂1,↑n̂1,↓|ΨLevy,1〉. (9.125)
For this many-particle wave function, we obtain the Schmidt coefficients
q1 = 0.6559, q2 = 0.6559, q3 = 0.2640, q4 = 0.2640. (9.126)
and the occupations of the impurity- and bath wave functions
fA,1,i ∈ {0, 1} (9.127)
fA,2,i ∈ {0, 1} (9.128)
fA,3,i ∈ {0, 1} (9.129)
fA,4,i ∈ {0} (9.130)
fB,1,i ∈ {0, 1.670 · 10−4, 0.1379, 0.1380, 0.8619, 0.8621} (9.131)
fB,2,i ∈ {0, 1.670 · 10−4, 0.1379, 0.1380, 0.8619, 0.8621} (9.132)
fB,3,i ∈ {0, 1.332 · 10−5, 0.1413, 0.8587} (9.133)
fB,4,i ∈ {0, 0.1413, 0.8587, 0.999987}. (9.134)
The Schmidt coefficients and the occupation are very similar to the corresponding values
of the ground-state wave function and the same conclusions apply.
9.5.3. Conclusion and outlook
In conclusion, we have shown that the impurity-bath separation ansatz with a few Slater
determinants for the bath wave functions works well for the single-impurity Anderson
model introduced in section 3.2. However, the constraints that arise from the density-
matrix functional could not be fulfilled to machine precision. We found the reason for
this issue in the occupations of the one-particle reduced density matrices of the bath
wave functions. These occupations are only approximately integer with deviations from
integer numbers of the order of 10−4. In contrast, for a Hubbard chain within the local
approximation, the occupations of the one-particle reduced density matrices of the bath
wave functions are very fractional. We conclude that the impurity-bath separation ansatz
with a few Slater determinants for the bath wave functions is not able to represent the one-
particle reduced density matrix of the exact ground state or an approximate one-particle
reduced density matrix with a similar structure at all.
If many Slater determinants would be allowed for the bath wave functions, i.e., if we
approach a complete representation of |ΨB,j〉, then the impurity-bath separation ansatz
can represent any state. However, then the whole underlying idea of representing the bath
wave functions in a simpler form than the impurity wave functions would be abandoned,
and the computational complexity would be exponential in the size of the bath in the
worst case.
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Figure 9.3.: The top figure shows the value of the exact density-matrix functional of the
one-particle reduced density matrix of the exact zero-temperature ground-
state of a half-filled single-impurity Anderson model defined in section 3.2
with a one-site impurity and a 5-site bath. The interaction U on the impurity
and the hopping parameter t > 0 in the bath give the effective interaction
strength U/t. The impurity on-site energy is εf = 0 and the parameter
of the impurity-bath hybridization is V/t = 0.4. The bottom figure shows
the difference of the exact density matrix functional to the density-matrix
functional obtained with the impurity-bath ansatz of Eq. (9.94).168





















Figure 9.4.: Maximal absolute violation of the constraints given in Eq. (9.86)-Eq. (9.93)
by the numerical solution of the impurity-bath separation ansatz. The model
and parameters are identical to figure 9.3.
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9.6. Matrix product states
The use of matrix product states (MPS, [White, 1992, 1993; Östlund and Rommer, 1995;
Schollwöck, 2005; Schollwöck, 2011]6) as the ansatz for the many-particle wave functions
in solid-state physics and quantum chemistry [Chan and Sharma, 2011; Marti and Reiher,
2011; Kurashige, 2014] has emerged as a new powerful method. We have discussed matrix
product states (MPS) and matrix product operators (MPO) in detail in section 8.8. As
a systematically improvable ansatz, MPS are suitable for the evaluation of the density-
matrix functional.
9.6.1. Constrained optimization over MPS
We propose to solve the minimization problem of the density-matrix functional given by
Eq. (9.27) and the constraints in Eq. (9.28) and Eq. (9.29) with MPS-parametrizations of
the many-particle wave functions. For simplicity we only consider a single many-particle
wave function at zero temperature, i.e. Levy’s functional F ŴLevy[ρ(1)] of Eq. (5.25). The
problem to be solved is
F ŴLevy[ρ(1)] = min{|Ψ〉}〈Ψ|Ŵ |Ψ〉 (9.135)
with the constraints







The corresponding Lagrange function is










with the Lagrange multipliers λ for the norm constraint and hα,β for the density-matrix




M (1),j1M (2),j2 · · ·M (L),jL|j1, ..., jL〉 (9.139)
M (1),j1M (2),j2 · · ·M (L),jL = (9.140)
the entries of the matrices M (i),ji are the variational parameters and one would obtain a
highly nonlinear constrained minimization problem. To avoid this non-linearity, we adopt
the DMRG-like iterative minimization described in section 8.8.4. We propose to use the
augmented-Lagrangian formalism described in section 9.3.3 to map the constrained min-
imization problem to a series of unconstrained minimization problems. The augmented
Lagrangian that corresponds to the given constrained minimization problem is
L(|Ψ〉, λ, µλ, hα,β, µα,β) = L(|Ψ〉, λ, hα,β) +
µλ













6A more complete list of references can be found in the reviews [Schollwöck, 2005], [Verstraete et al.,
2008] and [Schollwöck, 2011].
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The unconstrained subproblems defined by Eq. (9.48) have here the form
min
|Ψ〉
L(|Ψ〉, λ, µλ, hα,β, µα,β) (9.142)
with fixed Lagrange multipliers and penalty parameters. We propose to solve an un-
constrained problem with a DMRG-like iterative minimization. That means, that the
minimization is performed stepwise by only minimizing over a subset of the matrices, i.e.
a single M (l),jl in the single-site approach or M (l),jl and M (l+1),jl+1 in the two-site ap-
proach, while the other matrices are not changed. We consider the two-site approach and
assume that the in the current step the matrices M (l),jl and M (l+1),jl+1 at site l and l + 1





A(1),j1 · · ·A(l−1),jl−1M (l),jlM (l+1),jl+1B(l+2),jl+2 · · ·B(L),jL|j1, ..., jL〉 (9.143)
with left-normalized matrices A(i),ji and right-normalized matrices B(i),ji . The MPOs for















2 · · ·W (L−1),jL−1,j′L−1W (L),jL,j′L = (9.144)








α,β · · ·C
(L),jL,j′L
α,β |j1, ..., jL〉〈j′1, ..., j′L|
C
(1),j1,j′1
α,β · · ·C
(L),jL,j′L
α,β = (9.145)
are constructed. The minimization will be performed over elements of P (l),jl,jl+1 , which is
the contraction
P (l),jl,jl+1 = M (l),jlM (l+1),jl+1 , (9.146)
to make use of the larger ansatz space. Then we implicitly form the local matrix-product





















9. Wave-function based approach for the RDMF
Please note, that at this point we don’t restricted the form of the interaction operator.
The derivative of the augmented Lagrangian in Eq. (9.141) with respect to P (l),jl,jl+1 takes
the form






















































































In contrast to the minimization of the total energy over MPS discussed in section 8.8.4,
the derivative in Eq. (9.149) is not linear in P (l),jl,jl+1 and the minimization condition can-
not be written as an eigenvalue problem. However, we can solve the local minimization
problem over P (l),j′l ,j′l+1 with a conjugate-gradient approach or the limited memory BFGS-
method [Broyden, 1970; Fletcher, 1970; Goldfarb, 1970; Shanno, 1970]. We have imple-
mented this scheme with the MPS-library ITensor7 by extending the existing DMRG-like
ground state search to the minimization of the augmented Lagrangian with a conjugate-
gradient method. This scheme could also be used to enforce other constraints on the MPS
as long as the constraints can be written as an expectation value of some operator.
9.6.2. Example results
We investigate the convergence of the iterative solution of the constrained minimization
problem proposed in the previous section. We consider the case of a half-filled 8-site Hub-
bard chain with an interaction strength of U/t = 2. We have obtained the ground state of
this system with the total-energy minimization implemented in ITensor. The ground state
can be represented as an MPS with a maximal bond dimension of 120 and a maximal trun-
cation error of 10−10. We have also obtained the one-particle reduced density matrix ρ(1)
of this ground state and consider the evaluation of the density-matrix functional F Ŵ [ρ(1)]
for this one-particle reduced density matrix with the approach presented in section 9.6.1.
Figure 9.5 shows the interaction energy 〈Ψ|Ŵ |Ψ〉 after each solution of an unconstrained
subproblem, i.e. a two-site minimization problem. The convergence with the number of
sweeps is moderately slower than the convergence of the total energy in a total-energy
minimization for the same system, which is also shown in Figure 9.5 for comparison. A
complete sweep through the 8-site system consists of 14 two-site problems. However, ev-
ery minimization of an unconstrained subproblem is much more computationally involved
than in a DMRG-ground-state search, because it is a non-linear problem and instead of
7ITensor C++ library (version 2.1.1), http://itensor.org/
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Figure 9.5.: Convergence of the interaction energy (red line) during the DMRG-like con-
strained minimization algorithm proposed in section 9.6.1 for the one-particle
reduced density matrix of the numerically exact ground state of a half-filled
8-site Hubbard chain with interaction strength U/t = 2. A step denotes the
solution of the two-site unconstrained minimization problem at a bond. The
black line shows the convergence of the total energy during a conventional
DMRG-like total-energy minimization. One sweep through the 8-site system
consists of 14 steps. Thus, the figure shows three sweeps.
one MPO for the Hamiltonian there are ∈ O(L2) MPOs for the interaction Hamiltonian
and the operators ĉ†αĉβ. Figure 9.6 shows the maximal absolute constraint violation af-
ter each solution of an unconstrained subproblem. The presented results show that the
modification of the DMRG-like total-energy minimization to a DMRG-like augmented-
Lagrangian based iterative solution of the constrained minimization problem over matrix
product states preserves the fast convergence speed in terms of sweeps of the DMRG-like
total energy minimization. Together with a reduction of the entanglement entropy by a
transformation of the one-particle basis discussed in section 8.8, the parametrization of a
many-particle wave function as a matrix product state could be a valuable approach for
the evaluation of the density-matrix functional within hybrid theories that combine DFT
and RDMFT. The transformation of the one-particle basis does not lead to an increase of
the bond dimension of the MPOs here because the MPO of the interaction Hamiltonian
is not affected by the unitary transformation and the elements of the one-particle reduced
density matrix are evaluated in the transformed basis.
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Figure 9.6.: Convergence of the maximal absolute constraint violation during the DMRG-
like constrained minimization algorithm proposed in section 9.6.1 for the one-
particle reduced density matrix of the numerically exact ground state of a
half-filled 8-site Hubbard chain with interaction strength U/t = 2. A step
denotes the solution of the two-site unconstrained minimization problem at
a bond. One sweep through the 8-site system consists of 14 steps. Thus, the
figure shows three sweeps.
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9.7. Gutzwiller-and Jastrow-correlated wave functions
9.7.1. Context
I had considered the use of Gutzwiller-correlated wave functions as variational wave func-
tions for the density-matrix functional for the first time when Peter Blöchl, Ebad Kamil
and I visited Florian Gebhard and his group in Marburg. The two main challenges of this
idea were the lack of access to an implementation that could compute arbitrary elements of
the one-particle and two-particle reduced density matrix and the lack of a derivative-free
minimization algorithm that could deal with the noise inherent in a Monte-Carlo proce-
dure. The former problem was solved when I talked to Benedikt Fauseweh who visited
Göttingen in early 2018 during a coffee break, and he told me about the openly available
mVMC-code from Misawa and coworkers. The latter problem of a suitable minimiza-
tion algorithm was solved when I came across the simultaneous perturbation stochastic
approximation (SPSA) in the context of the variational quantum eigensolver.
9.7.2. General considerations
In principle any quantum Monte Carlo method (QMC) can be used to calculate the
density-matrix functional via the Legendre-Fenchel-transformation. As discussed in sec-
tion 9.1 we will not follow this route here but Levy’s approach via the constrained mini-
mization problem. Thus, we can only consider quantum Monte Carlo methods where the
many-particle wave function is parametrized somehow. Another challenge arises from the
fact that most quantum Monte Carlo methods are based on the imaginary-time-dependent
Schrodinger equation
~∂τ |Ψ(τ)〉 = −Ĥ|Ψ(τ)〉. (9.152)
Examples are diffusion Monte Carlo (DMC, [Grimm and Storer, 1971]), variational Monte
Carlo (VMC, [McMillan, 1965; Ceperley et al., 1977]) and full configuration-interaction
quantum Monte Carlo (FCIQMC, [Booth et al., 2009]). For a review on quantum Monte
Carlo methods we refer the reader to [Foulkes et al., 2001]. Because the constrained
minimization problem can not be formulated as a Hamiltonian, we cannot use approaches
involving the imaginary-time dynamics. Just like in the previous cases we can leverage
the formulation of the constrained minimization problem via the augmented Lagrangian
in section 9.3.3 to produce a series of non-linear unconstrained minimization problems.
We construct an algorithm exactly along the lines of the previous wave-function-based
evaluations of the density matrix functional presented in this work. We first choose
a parametrization of a many-particle wave function and then apply the augmented-
Lagrangian scheme to solve the constrained minimization problem in the space spanned
by the parametrized many-particle states. We use the mVMC-code8 by Misawa et al. [Mi-
sawa et al., 2017] for the Monte Carlo evaluation of expectation values of variational wave
functions. The types of variational wave functions are discussed in section 9.7.3. The
Monte Carlo procedure is outlined in section 9.7.4. We propose to use the simultaneous
perturbation stochastic approximation (SPSA, [Spall, 1987, 1992]) as a derivative-free and
noise-tolerant minimization algorithm in section 9.7.5. We have added the possibility in
8https://github.com/issp-center-dev/mVMC version 1.0.2
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the mVMC code to keep a fixed Markov chain for different sets of variational parameters
and have implemented a reweighting approach to remove statistical noise almost com-
pletely from minimization procedure. The reweighting procedure is discussed in detail in
section 9.7.6. Finally, some example results are presented in section 9.7.7.
9.7.3. Variational wave function
Gutzwiller-correlated wave functions
Here we choose the Gutzwiller-correlated wave function [Gutzwiller, 1963a, 1965; Büne-





for the parametrized many-particle state. The term PG = e
∑
i
gin̂i↑n̂i,↓ is the Gutzwiller-
correlator. The sum runs over all sites and the variational parameters gi are named
Gutzwiller-correlation factors. |Ψ0〉 is a Slater determinant and also has some variational
parameters. The physical meaning of the Gutzwiller wave function becomes immediately





ĉ†1,σ ĉ2,σ + ĉ†2,σ ĉ1,σ
)
+ U(n̂1,↑n̂1,↓ + n̂2,↑n̂2,↓). (9.154)
ĉ
(†)
i,σ is the annihilation (creation) operator for an electron with spin σ on site i and n̂i,↓ =




2(|0011〉+ |1100〉+ |1001〉 − |0110〉) (9.155)
with a total double occupancy of∑i n̂i,↑n̂i,↓ = 12 . Because of the symmetry of the Hubbard
dimer we now choose gi = g and obtain the dependency of the total double occupancy on







(|1001〉 − |0110〉) (9.156)
with a vanishing double occupancy. Thus, the double occupancies are suppressed for large






(|1100〉+ |0011〉) . (9.157)
For a filling with two electrons, the maximal possible total double occupancy is 1. In this
way, the Gutzwiller correlator PG mimics what happens at repulsive (U > 0, g < 0) or
attractive (U < 0, g > 0) interaction strengths, namely a suppression or amplification
of the double occupancy. The Gutzwiller-ground state can be obtained as for any other
variational wave function by a minimization of the expectation value 〈ΨG|Ĥ|ΨG〉 with
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Figure 9.7.: Total double occupancy 〈∑i n̂i,↑n̂i,↓〉 of the Gutzwiller-correlated wave func-
tion |ΨG〉 = PG|Ψ0〉/〈Ψ0|P†GPG|Ψ0〉 with PG = exp(g
∑
i n̂i↑n̂i,↓) for a half-
filled Hubbard dimer. |Ψ0〉 is the non-interacting ground state in Eq. 9.155.
respect to the Gutzwiller-correlation factors. The minimal energy obtained this way is
shown in figure 9.8 in comparison to the exact result. In fact, the Gutzwiller correlator
gives the exact ground state for the half-filled Hubbard dimer. The optimal parameter










and shown in figure 9.9.
Jastrow correlator and relation to the coupled-cluster ansatz
The Gutzwiller correlator PG is one representative of the larger class of Jastrow-Feenberg
correlators [Jastrow, 1955; Clark and Feenberg, 1959]. Jastrow-Feenberg correlators can
be written in the form
PJF = exp(Ô2), (9.159)
where Ô2 is some two-particle operator. It has been conjectured by some authors [Nooi-
jen, 2000; Piecuch et al., 2003] that the exact ground state of any Hamiltonian with at
most two-particle interactions can be written in the form |Ψ〉 = PJF|Ψ0〉 with a Slater de-
terminant |Ψ0〉. Numerical results exists that oppose this conjecture [Mazziotti, 2004a].
It should be noted that the general form of the correlator in Eq. (9.159) is more gen-
eral than the exponential wave function ansatz of coupled-cluster theory [Coester, 1958;
Coester and Kümmel, 1960; Čížek, 1966; Bartlett and Musiał, 2007]






















Figure 9.8.: Ground-state energy from the Gutzwiller-correlator, ming〈ΨG|Ĥ|ΨG〉,
(crosses) compared to the exact result (line) for a half-filled Hubbard dimer
for different interaction strengths U/t.
The coefficients tab...ij... are the variational parameters. The n-fold excitation operator
Ĉi,j...a,b... = ĉ†aĉ
†
b...ĉj ĉi excites electrons of the Slater determinant |Ψ0〉 from the occupied
orbital i to the unoccupied orbital a, from occupied orbital j to unoccupied orbital b
and so on. Thus, if the orbitals are ordered such that the first Ne orbitals in |Ψ0〉 are
occupied, then we have i, j... ≤ Ne and a, b... > Ne. The Gutzwiller- or Jastrow corre-
lator in contrast is not based on excitations but on the concept of probing the double
occupancy and then penalizing it. The coupled-cluster ansatz with T̂1 + T̂2 (CCSD), i.e.
single and double excitations, and no occupied orbitals and nv unoccupied orbitals in |Ψ0〉
has nonv + 14nonv(no − 1)(nv − 1) variational parameters. For a large half-filled system
(L = no = nv) we therefore have about 14L
4 variational parameters in the coupled-cluster
ansatz.
It should also be noted that practical coupled-cluster calculations in quantum chemistry
such as the famous CCSD(T), which adds perturbative triple excitations to CCSD, are
usually not performed by variational minimization of the energy
E = 〈Ψ0| exp(T̂
†)Ĥ exp(T̂ )|Ψ0〉
〈Ψ0| exp(T̂ †) exp(T̂ )|Ψ0〉
(9.162)
but via the solution of the coupled-cluster equations, here given for CCSD
〈Ψ0| exp(−T̂1 − T̂2)Ĥ exp(T̂1 + T̂2)|ψ0〉 = E (9.163)
〈Ψ0|(Ĉia)† exp(−T̂1 − T̂2)Ĥ exp(T̂1 + T̂2)|ψ0〉 = 0 (9.164)
〈Ψ0|(Ĉi,ja,b)† exp(−T̂1 − T̂2)Ĥ exp(T̂1 + T̂2)|ψ0〉 = 0. (9.165)
This form is solved, because the relation [Bartlett and Musiał, 2007]
exp(−T̂ )Ĥ exp(T̂ ) = Ĥ + [Ĥ, T̂ ] + 12! [[Ĥ, T̂ ], T̂ ] +
1
3! [[[Ĥ, T̂ ], T̂ ], T̂ ] +
1
4! [[[[Ĥ, T̂ ], T̂ ], T̂ ], T̂ ]
(9.166)
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Figure 9.9.: Gutzwiller correlation factor g for which the Gutzwiller energy is minimal
for the half-filled Hubbard dimer.
holds for a Hamiltonian with only has one- and two-particle operators. Thus, the coupled-
cluster equations like Eq. (9.163) only have a finite number of terms and only a polynomial
computational complexity. Even though this trick makes the coupled-cluster wave func-
tion usable in practice, it breaks down for strongly correlated systems. One example is
the N2 molecule: The solution of the CCSD-equations in Eq. (9.163) gives a much to
low energy for intermolecular distances larger than 1.7 Å whereas the variational solu-
tion with the CCSD-wave function gives the proper physical result [Cooper and Knowles,
2010]. Thus, the traditional non-variational coupled-cluster method is not suitable for the
density-matrix functional of strongly correlated systems. On the other hand, the coupled-
cluster wave function is promising, and it might be worth the implementation effort to
extend mVMC to this class of wave functions.
Specification of the variational wave function















This factor has been shown by Capello et al. [Capello et al., 2005] to be essential for the
proper description of Mott insulators. Thus, the full correlator that we use is
P = PJPG. (9.168)
The Slater determinant |Ψ0〉 used in the original Gutzwiller-method described in sec-
tion 9.7.3 is replaced in the mVMC-code with a more general pair-product wave func-
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where L is the number of sites and Ne the number of electrons. This state can describe any
Slater determinant but additionally also, for example, certain superconducting phases.























where the variational parameters are expressed as the vector ~u . If no additional spatial





+ 12L · (L− 1)︸ ︷︷ ︸
PJ
= 32L
2 + 12L (9.172)
real variational parameters.
9.7.4. Monte-Carlo sampling of expectation values
Metropolis-Hastings algorithm
For the minimization of the augmented Lagrangian L(~u,~λ, ~µ) in section 9.3.3 over the
variational parameters ~u , we need all expectation values of the one-particle reduced den-
sity matrix ρ(1)α,β(~u) = 〈Ψ(~u)|ĉ
†
β ĉα|Ψ(~u)〉 as well some of the expectation values of the




γ ĉαĉβ|Ψ(~u)〉. If possible, also
their derivatives with respect to the variational parameters ~u should be evaluated because
they are helpful to speed up convergence. For practical calculations the expectation val-
ues of the Gutzwiller-correlated wave function can be estimated in two ways, either with
the Gutzwiller approximation or a Monte Carlo procedure. The Gutzwiller approxima-
tion [Ogawa et al., 1975; Vollhardt, 1984] originally estimated the expectation value by
counting of classical spin configurations and, thus, effectively neglects spatial correlations
between spins. Later a diagrammatic expansion in terms of the spatial dimension was
developed [Gebhard, 1990].
Here we go the more straightforward route of estimating the expectation values with a
Monte Carlo procedure [Binder et al., 2012]. For this purpose, we use the mVMC-code
by Misawa et al. [Misawa et al., 2017]. The mVMC-code implements their many-variable
variational Monte Carlo method. The main functionality is the minimization over the
chosen variational parameters with the stochastic reconfiguration method, that is based
on the imaginary-time Schrödinger equation. Thus, we can not use this part for the
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purpose of the evaluation of the density-matrix functional. However, the code also allows
the estimation of the one-particle and two-particle reduced density matrix for a given set
of parameters via a Monte Carlo sampling of the Fock space. This is the functionality that
we will use within the augmented Lagrangian. The basis representation used in mVMC
are Slater determinants in occupation number representation




Certain parts of the Fock space can be omitted from the start such as parts with different
particle numbers N = ∑i∑σ ~n i,σ from the requested Ne electrons or states with a total
electron spin ~2
∑
i(~n i,↑ − ni,↓) different from the requested total spin.
The goal is the estimation of the expectation value of an operator Â













with the probability density




To sample only the important contributions instead of the sum over all Slater determinants
in Eq. (9.174), a Markov-chain |~n (1)〉 → |~n (2)〉 → ... is constructed. The probability to be
at state |~n〉 in step i is denoted as P (~n, i). For a Markov-chain the conditional probability
T (|~n (1)〉 → |~n (2)〉) for the transition from state |~n (1)〉 to state |~n (2)〉 only depends on the
state |~n (1)〉. The probability for the path |~n (1)〉 → |~n (2)〉 → |~n (3)〉 is, thus, the product
P (~n (1), 1)T (|~n (1)〉 → |~n (2)〉)T (|~n (2)〉 → |~n (3)〉) of the transition probabilities and the
probability of the initial state P (|~n (1)〉, 1). The transition probabilities are non-negative
T (|~n (i)〉 → |~n (j)〉) ≥ 0 and sum up to one, i.e. ∑j T (|~n (i)〉 → |~n (j)〉) = 1.
The key requirement for the transition probabilities is that the probability P (~n, i) to
be at state |~n〉 in step i becomes stationary and equal to the intended distribution p(~n) of
Eq. (9.175) after a sufficiently large number of steps in the Markov process. Stationarity
means here that probability P (~n, i) is independent of the step i, i.e. P (~n, i) = P (~n, i+1).
The detailed balance criterion
p(~n (i))T (|~n (i)〉 → |~n (j)〉) = p(~n (j))T (|~n (j)〉 → |~n (i)〉) (9.176)
of a Markov chain is a necessary condition for the stationarity of the desired distribution
p(~n). An additional necessary condition is ergodicity, that is, for every |~n (i)〉 and |~n (e)〉
there exists a Markov process |~n (i)〉 → ...→ |~n (e)〉 with a finite total transition probability
Ttot(|~n (i)〉 → |~n (e)〉). This means in other words, that in principle every state can be
reached from any other state. As we exclude some parts of the Hilbert space a priori, it
should be understood that ergodicity is meant here with respect to the parts of the Fock
space that have not been omitted intentionally.
Metropolis [Metropolis et al., 1953] used a Markov process to create states according
to a Boltzmann distribution. Hastings [Hastings, 1970] later generalized the Metropolis
approach to arbitrary probability densities. The resulting Metropolis-Hastings algorithm
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factorizes the transition probability into a proposal distribution π(~n (i), ~n (j)) and an ac-
ceptance distribution W (|~n (i)〉 → |~n (j)〉), i.e.,
T (|~n (i)〉 → |~n (j)〉) = π(~n (i), ~n (j))W (|~n (i)〉 → |~n (j)〉). (9.177)
The proposal distribution is symmetric π(~n (i), ~n (j)) = π(~n (j), ~n (i)) and independent of the
intended probability density p(~n). The acceptance probability is chosen as







and fulfills the detailed balance condition in Eq. (9.175).
The Metropolis-Hastings algorithm starts from an initial state |~n 0〉 and iteratively
preforms the following steps:
1. An small update |~n (i−1)〉 → |~n (i′)〉 is proposed.
2. The ratio w = p(~n (i′))/p(~n (i−1)) is calculated.
3. A uniformly distributed random number r ∈ [0, 1] is chosen.
4. If r ≤ w then the update is accepted and |~n (i)〉 = |~n (i′)〉 set.
5. If r > w then the update is discarded.
For the first step of the algorithm the mVMC code supports various types of updates. We
use the hopping update
ni,σ = 1, nj,σ = 0→ ni,σ = 0, nj,σ = 1, (9.179)
where a randomly chosen electron jumps from site i to a randomly chosen site j. The states
|~n (i)〉 generated by this algorithm sample the probability density p(~n). The expectation








The mVMC code calculates the expectation values not after every update, but after
sweeps. For a system composed of L sites a sweep contains L updates. Thus, k will count
the number of sweeps in the following.
Because the expectation value is estimated from a stochastic process, it has some sta-
tistical uncertainty. The measurements of the observable




after the k-sweep of the algorithm are correlated. The unnormalized autocorrelation
function for the measurements is defined as
ρA(k) = 〈A(k0 + k)A(k0)〉 − 〈A〉2. (9.182)
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For large numbers of sweeps k  τA the autocorrelation function usually shows an expo-
nential decaying behaviour
ρA(k) ∼ e−k/τA (9.183)
with the exponential autocorrelation time τA. The autocorrelation time τA describes
over how many steps measurements are correlated. Thus, one, on the one hand, has
to discard the first steps corresponding to a few multiples of the autocorrelation time
in the Metropolis-Hastings algorithm (warmup, thermalization) because these states are
still correlated to the initial state. On the other hand, only measurements that are a
few autocorrelation times apart can be considered as uncorrelated for the estimate of the














where ρA(0) = 〈A2〉 − 〈A〉2 is the variance of the measurements if they would be consid-
ered as uncorrelated measurements. Therefore the correlation between the measurements
increases the statistical error of the expectation values.
Negative sign problem
The negative sign problem arises in quantum Monte Carlo calculations and generally de-
scribes the situation where the statistical errors increase exponentially with increasing
system size or decreasing temperature [Loh et al., 1990; Troyer and Wiese, 2005; Guber-
natis et al., 2016]. It should be noted that a sign problem can not only arise for fermions
but also for example for frustrated quantum-spin systems. The exact reason for the exis-
tence of a sign problem depends on the Monte Carlo algorithm used and physical problem
under investigation. The general reason for the fermionic sign problem is that the weights






are negative for fermions due to the Pauli principle. This can easily be understood for
world-line quantum Monte Carlo [Sandvik and Kurkijärvi, 1991; Troyer and Wiese, 2005]:
In this technique the partition function
Z = Tr exp[−β(Ĥ − µN̂)] (9.187)













〈i1|(Ĥ − µN̂)n|i1〉. (9.188)
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n! 〈i1|Ĥ − µN̂ |i2〉〈i2|Ĥ − µN̂ |i3〉...〈in|Ĥ − µN̂ |i1〉. (9.189)
A configuration x in the sense of Eq. (9.186) is a path |i1〉 → |i2〉... → |in〉 → |i1〉.
Thus, when sampling over all possible paths of all lengths the partition function can be






〈i1|Ĥ − µN̂ |i2〉〈i2|Ĥ − µN̂ |i3〉...〈in(x)|Ĥ − µN̂ |i1〉, (9.190)
where n(x) means the length of the path described by the configuration x. If we now take





(ĉ†i ĉj + ĉ
†
j ĉi) (9.191)
we get for the n = 4-path
x = (|1100〉 → |1010〉 → |0110〉 → |0101〉 → |1100〉) (9.192)
the negative weight p(x) = −t4β4/24 < 0. The reason for the negative sign is the
exchange of the electrons along the path. Rewriting the weight function as the product









The averages are taken with respect to the weight function p. Basically, the sampling over
the fermionic system has been replaced by sampling over a corresponding bosonic system.
The sign problem now means that the average sign 〈S〉p becomes small and statistical
fluctuations will make reliable estimates of the expectations value 〈Â〉 very hard.
Fortunately, the variational Monte Carlo algorithm described above does not suffer
from the fermionic sign problem unlike most other QMC methods. This is due to the
fact that the weights p(~n) given in Eq. 9.175 are non-negative by construction. Phrased
differently, the average sign 〈S〉p for the VMC algorithm is equal to one and independent
of the physical system under investigation.
9.7.5. Simultaneous perturbation stochastic approximation
The minimization in the unconstrained subproblems of the augmented Lagrangian in
Eq. (9.48) must be handled here differently than in the previously presented schemes
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because of the stochastic nature of the Monte Carlo method used for the estimate of the
expectation values. In order to simplify the notation used in this section we define
L(~u) = L(~u,~λ, ~µ). (9.195)
Thus, we have to devise a custom minimization scheme that tolerates the statistical
noise in the expectation values and, hence, also in the objective function L(~u). The
conventional VMC for ground state energies as used in mVMC employs the stochastic
reconfiguration method [Sorella, 2001; Sorella et al., 2007]. It uses the imaginary-time
Schrödinger equation given in Eq. (9.152) and is based on the time-dependent variational
principle [McLachlan, 1964] to obtain the optimal imaginary-time evolution. Therefore,
derivatives of expectation values with respect to the variational parameters are not nec-
essary for the conventional minimization procedure and therefore not available in the
mVMC-code. As a consequence, we propose to use a minimization algorithm that does
not require us to provide derivatives and tolerates some noise.
A good candidate for the solution of the minimization problem of Eq. (9.48) in the
context of a quantum Monte Carlo method is the simultaneous perturbation stochastic
approximation (SPSA, [Spall, 1987, 1992]). The core idea is based on a gradient decent
iteration
~u (k+1) = ~u (k) − α~g (~u (k)), (9.196)
where ~u (i) is the vector of variational parameters in the i-th iteration, ~g (~u (k)) is some
estimate of the gradient of the objective at ~u (k) and α quantifies the length of the step
taken in the direction of the negative gradient. The first modification introduced by the
SPSA is the approximation of the gradient with the stochastic perturbation gradient
~g i(~u (k)) ≈
L(~u (k) + c(k)~∆ (k))− L(~u (k) − c(k)~∆ (k))
2c(k)~∆ (k)i
. (9.197)
~∆ (k) is a random perturbation vector. A simple choice is ~∆ (k)i ∈ {±1} randomly and
independently distributed. The parameter c(k) should be small but not so small that
the noise in L dominates the numerator of Eq. (9.197). The series of parameters c(k) is
constructed such that it converges to zero for large k. The estimation of the derivative
only requires two evaluations of the objective function and is therefore much more efficient
than a conventional finite-difference estimation especially for computationally expensive
objective functions.
The line search along α(k) > 0 in the k-th minimization iteration
min
α(k)>0
L(~u (k) − α(k)~g (~u (k))) (9.198)
is replaced in the SPSA with a fixed choice of the step parameter α(k). The series of step
parameters α(k) is constructed such that it converges monotonically to zero for large k.
In this way, the SPSA avoids the line search altogether and is unaffected by noise in the
objective function.
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The following assumptions are introduced for the parameters α(k), c(k) and ∆(k)











〈~∆ (k)〉k = ~0 . (9.202)
They can be fulfilled with the choices
α(k) = α
(0)





α(0) > 0, β > 0, 0 ≤ γ ≤ 1 and 0 < δ < γ − 1/2. These assumptions and some additional
mild preconditions [Spall, 1992] guarantee the convergence
~u (k)
k→∞→ ~u ∗ (9.204)
of the sequence of variational parameters to a local minimizer ~u ∗ of L(~u). The values
of α(0), c(0), β, γ and δ are parameters of the algorithm and must be chosen so that the
noise does not dominate the estimate of the derivative in Eq. (9.197). The step lengths
α(k) should not be too small for sufficient progress towards the minimum but also not too
long as to go beyond the region of validity of the derivative. With some knowledge about
the statistical errors of the Monte Carlo sampling of the expectation values and a simple
error propagation to the augmented Lagrangian a lower bound for the parameter c(k) can
be estimated. However, the sequence c(k) by construction has to go to zero for large k
and thus the problem that the estimate of the derivative in Eq. (9.197) is dominated by
noise can easily happen for slowly converging minimizations. An ad-hoc way around this
problem is to reset c(k) to its initial value c(0) after a large number of steps. For a Monte-
Carlo based evaluation of the expectation values that runs on a classical deterministic
computer, we propose an alternative mediation of this problem based on a reweighting
technique in the subsequent section.
9.7.6. Reweighting
The reason for the noise in the derivative estimate, Eq. (9.197), is the statistical inde-
pendence of the evaluation of the two sets of expectations values used for the augmented
Lagrangian. In a single run of the mVMC-code, we can measure an arbitrary number of
matrix elements of the one- or two-particle reduced density matrix. We propose to evalu-
ate these two sets of expectation values for the same Markov chain |~n (1)〉 → |~n (2)〉 → ....
This removes the need to choose the parameter c(k) larger than the noise. On the other
hand, since we can choose the parameter c(k) now arbitrarily small9, the perturbation
c(k)~∆ (k) of the variational parameters is small which makes the use of the same Markov
chain a legitimate approach. To get the proper derivatives we have to reweight [Binder
9One should still has to pay attention to the finite floating-point precision.
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et al., 2012] the configurations for the evaluation of the expectations values. The modified
probability function p~v (~n) for a perturbed vector of variational parameters ~v in relation
to another probability function p~u (~n) is
p~v (~n) =
|〈~n |Ψ(~v )〉|2





〈Ψ(~v )|Ψ(~v )〉 (9.206)
≈ p~u (~n)
|〈~n |Ψ(~v )〉|2
|〈~n |Ψ(~u)〉|2 . (9.207)
If a Markov chain |~n (1)〉 → |~n (2)〉 → ... was constructed for the vector of variational
parameters ~u , we can use the modified weight function p~v (~n) given by Eq. (9.207) to
reweight the estimate of the expectation values as
〈Â〉~v =
〈Ψ(~v )|Â|Ψ(~v )〉












〈Ψ(~v )|~n (i)〉 (9.210)
(9.211)






|〈Ψ(~u)|~n (i)〉|2 . (9.212)
The quantity ∑iwi ≤ NMC represents the effective number of sampling points. It is a
measure for the effective distance of the wave functions |Ψ(~u)〉 and |Ψ(~v )〉 and directly
measures how suitable the Markov chain is for the perturbed vector of variational param-
eters ~v . Numerical experiments have shown that for a small parameter c(k) in Eq. (9.197)
the Markov chains for the variational parameters ~u (k) + c(k)~∆ (k) and the variational pa-
rameters ~u (k)− c(k)~∆ (k) are essentially identical and hence ∑iwi ≈ NMC. We can use the
reweighting procedure beyond the noise-free estimation of the derivatives to remove noise
from the numerical minimization: it turned out to work rather well if we only construct
a new Markov chain when the number of effective sampling points ∑iwi drops below
0.9 ·NMC. As a consequence we now have a noise-free objective function for all gradient
decent iterations between two updates of the Markov chain.
The overall algorithm for the unconstrained minimization of L(~u) = LŴ
ρ(1)(~u,~λ, ~µ) over
the variational parameters ~u with a Monte-Carlo evaluation of the expectation values in
one subproblem of the augmented Lagrangian can be stated as:
1. Setting the parameters for the SPSA according to requirements of Eq. (9.199)-
(9.201), an initial guess or random initial values of the variational parameters ~u (0)
and k = 0.
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2. A Markov chain for the initial variation parameters ~u (0) is constructed.
3. The derivative vector ~g (~u (k)) is estimated via Eq. (9.197). If the number of effective
sampling points is lower than 0.9 · NMC the Markov chain is discarded and a new
Markov chain is constructed for the current vector of variational parameters ~u (k).
4. The estimate of the variational parameters is updated according to ~u (k+1) = ~u (k) −
α(k)~g (~u (k)).
5. If the value of the augmented Lagrangian is converged, then the algorithm stops.
Otherwise, the next step k → k + 1 is performed by continuing at step 3.
The convergence of the augmented Lagrangian in this algorithm is hard to judge because
of the jumps in value when changing the Markov chain. If the Markov chain is sufficiently
long and, thus, the statistical errors of the expectations values sufficiently small, the
convergence for one Markov chain is a good indicator for convergence of any other possible
Markov chain.
For the practical implementation of this algorithm, we have modified the mVMC-code
to be able to output and read in the constructed Markov chain |~n (1)〉 → |~n (2)〉 → ... and
the scalar products 〈Ψ(~u)|~n (1)〉 so that they can be reused for multiple evaluations of
the expectation values and for the reweighting procedure. Instead of writing the Markov
chain in a full occupation number representation to disk we write the logical value of
the decisions in the fourth step of the Metropolis-Hastings algorithm as single bits to
disk. This conserves orders of magnitude of disk storage and input-output time. For
better performance, it is advisable to integrate the SPSA directly into mVMC-code so
that initialization times and input-output overhead is avoided.
9.7.7. Example results
As a simple example system, we have chosen a L = 20-site half-filled Hubbard chain as de-
fined in chapter 3 with an interaction strength of U/t = 1. We show here proof-of-concept
results from the evaluation of the density-matrix functional via a Monte Carlo procedure
for the one-particle reduced density matrix of the numerically exact zero-temperature
ground state. The numerically exact ground state has been calculated with the MPS-
DMRG-code ITensor as discussed in chapter 3 with a maximal truncation error of 10−10.
The exact density-matrix functional for the ground state of this system, that is, the






exact] = 4.2194t. (9.213)
We have employed the variational wave function in Eq. (9.171): a Gutzwiller- and
Jastrow-correlated wave function with a Sz = 0-pair-product wave function as a non-
interacting wave function. We have not assumed any spatial symmetries and, hence, have
610 real variational parameters. For the estimation of the expectation values we used
NMC = 105 Monte Carlo sweeps in mVMC. Thus, the L · NMC = 2 · 106 states in the
Markov chain only span a tiny fraction of the full Fock space of dimension 240 ≈ 1012 or
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exact] = (4.236± 0.007) · t (9.215)





= 0.006± 0.004. (9.216)
This example shows that the minimization scheme works in practice and that even a
tiny number of Monte Carlo sweeps can yield satisfactory results. The situation that
the obtained value of the density-matrix functional is larger than the exact value, even
if we consider the error interval, is probably due to the parametrization of the many-
particle wave function. The size of the error agrees with results from ground-state energy
calculation: if we perform a ground-state energy minimization in mVMC for the same
system and the same parametrization of the wave function, we obtain a ground state
energy of (−20.1329± 0.0002) · t which is about 0.02t higher than the numerically exact
result from an MPS-DMRG calculation (−20.15042t).
The statistical errors stated in Eq. (9.215) and Eq. (9.216) were estimated from the
integrated autocorrelation times according to equation (9.185) and we have verified them
with a binning analysis.
The normalized autocorrelation function
ρW,norm(k) =
〈W (k0 + k)W (k0)〉 − 〈W 〉2
〈W 2〉 − 〈W 〉2
. (9.217)
for the expectation valueW = 〈Ŵ 〉 of the interaction is shown in Figure 9.10. It should be
noted that k is counted in sweeps where one sweep is comprised of L Metropolis-Hastings
iterations. The small autocorrelation time of about 1.5 sweeps shows the efficiency of
the hopping update. The integrated autocorrelation for the expectation values of the
one-particle reduced density matrix in Figure 9.11 show the autocorrelation times for
the off-diagonal elements are very small as well. However, the autocorrelation times for
density-matrix elements close to the diagonal are much larger and lie in the range between
2 and 4 sweeps. The strong diagonal dominance of the integrated autocorrelation times
The corresponding statistical errors of the density-matrix elements are shown in fig-
ure 9.12. The statistical errors show that the same qualitative behaviour as the autocor-
relation times. The reason is that the uncorrelated statistical errors
√
ρA(0) are roughly
identical for all matrix elements of the one-particle reduced density matrix as shown in
figure 9.13.
9.7.8. Outlook
The results presented in the previous section show that the evaluation of the density-
matrix functional with a QMC-based procedure works in practice. However, there a few
optimizations that are necessary to make it an efficient scheme within DFT+RDMFT.
Especially the evaluation of expectation values for only slightly perturbed sets of param-
eters must be made more efficient, that is, without input and output via the file system
but internally in mVMC. It might also be fruitful to implement derivatives of the ex-
pectation values with respect to the variational parameters directly in mVMC and to
189















Figure 9.10.: Normalized autocorrelation function ρW,norm(k) for the expectation value of
the interaction Hamiltonian. The variational wave function resulted from the
constrained minimization procedure of the density-matrix functional using
a Monte Carlo method. The density-matrix functional was evaluated for the
exact ground-state density matrix of a L = 20-site half-filled Hubbard chain
with U/t = 1. The iteration index k is counted in sweeps where one sweep
contains L Metropolis-Hastings updates.
use a conjugate-gradient-based- or LBFGS-minimization scheme instead of the SPSA. It
should be noted that the algorithm for the evaluation of the density-matrix functional
is not advisable for ground-state energy calculations where the full one-particle basis is
treated with the same density-matrix functional. For this purpose, the existing stochas-
tic reconfiguration method [Sorella, 2001; Sorella et al., 2007] is more efficient than the
SPSA. However, the evaluation of the density-matrix functional using a variational Monte
Carlo procedure over Gutzwiller-correlated and higher-order-correlated wave functions is
suitable for a local one-particle basis within DFT+RDMFT. Especially the possibility
of warm-starting with the variational parameters from the previous outer iteration and
the scalability of the computational effort make it a promising candidate. An open ques-
tion is the representability of one-particle reduced density matrices with Gutzwiller- or
higher-order correlated wave functions. This question can only be answered when apply-
ing this scheme to real situations which are not possible at the moment due to the lacking
computational efficiency of the current proof-of-concept implementation.
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Figure 9.11.: Integrated autocorrelation times τ〈ĉ†
α↑ĉβ↑〉,int
for the one-particle reduced den-
sity matrix. The variational wave function resulted from the constrained
minimization procedure of the density-matrix functional using a Monte Carlo
method. The density-matrix functional was evaluated for the exact ground-
state one-particle reduced density matrix of a L = 20-site half-filled Hubbard
chain with U/t = 1. The iteration index k is counted in sweeps where one
sweep contains L Metropolis-Hastings updates. The autocorrelation times
for the opposite spin-direction are quantitatively very similar to the ones
shown.
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Figure 9.12.: Statistical errors 103 · σ〈ĉ†
α↑ĉβ↑〉
for the one-particle reduced density matrix.
The variational wave function resulted from the constrained minimization
procedure of the density-matrix functional using a Monte Carlo method.
The density-matrix functional was evaluated for the exact ground-state one-
particle reduced density matrix of a L = 20-site half-filled Hubbard chain
with U/t = 1. The iteration index k is counted in sweeps where one sweep
contains L Metropolis-Hastings updates. The statistical errors of the oppo-
site spin-direction are quantitatively very similar to the ones shown.
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(0) of the one-particle reduced
density matrix. The variational wave function resulted from the constrained
minimization procedure of the density-matrix functional using a Monte Carlo
method. The density-matrix functional was evaluated for the exact ground-
state one-particle reduced density matrix of a L = 20-site half-filled Hubbard
chain with U/t = 1. The iteration index k is counted in sweeps where one
sweep contains L Metropolis-Hastings updates. The uncorrelated statistical
errors of the opposite spin-direction are quantitatively very similar to the
ones shown.
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9.8. Density-matrix functional on quantum computers
9.8.1. Context
The idea of using quantum computers was inspired by a personal project of mine together
with Thomas Köhler and Sebastian Paeckel. Thomas Köhler and Sebastian Paeckel have
recently developed a quantum-computer-emulator, that is based on matrix-product states
and can emulate quantum circuit models. As they were looking for non-trivial test cases,
I have implemented the factorization of numbers with Shor’s algorithm [Shor, 1997] for
their description language by using the existing implementation of the algorithm in libquan-
tum10. As a proof-of-concept, I successfully factorized the number 15. In this process, I
became familiar with circuit-based quantum computers and the variational quantum eigen-
solver. In this section, I describe how the main idea of the variational quantum eigensolver
can be used to evaluate the density-matrix functional on near-term quantum computers.
9.8.2. Quantum Turing machines and quantum circuit models
A quantum computer is a computing device which is not based on digital-information
theory with binary numbers but quantum-mechanical effects of many-particle wave func-
tions such as entanglement and superposition of states. There are two main classes of
quantum computers: adiabatic and gate-based quantum computers. Adiabatic quantum
computing [Apolloni et al., 1989; Albash and Lidar, 2018] starts from an initial Hamil-
tonian for which the ground state is experimentally easy to prepare. The Hamiltonian
is adiabatically changed to the final Hamiltonian. The final Hamiltonian is chosen such
that measurable observables of its ground state contain the solution of the computational
problem. Adiabatic quantum computing is sometimes also called quantum stochastic
optimization or quantum annealing.
Gate-based quantum computing [Fredkin and Toffoli, 1982; Deutsch, 1985; Barenco
et al., 1995; Nielsen and Chuang, 2010] is more universal than adiabatic quantum com-
puting in the sense that the many-particle states involved form a complete set. In this
way, it can be seen as a generalization of a classical computing machine to quantum
mechanics. Gate-based quantum computers are often called circuit-based quantum com-
puters to highlight their structure. In the following, we will discuss the computability
of functions with classical computers and then generalize these notions to circuit-based
quantum computing.
The concept of Turing machines [Turing, 1936] can be used to formally understand
the computability11 of classical functions. At first, we define an alphabet Γ, that is a
non-empty set of symbols and contains the blank character . Additionally we need a
finite set of states Q, an initial state q0 ∈ Q, a set of final states F ⊆ Q and a transition
function δ : (Q\F )× Γ→ Q× Γ× {L,N,R}. A Turing machine consists of four parts:
1. a one-dimensional tape that is infinite in both directions and is divided into cells.
Each cell can hold exactly one symbol from the alphabet. Cells that have not been
10Libquantum (http://www.libquantum.de/) is a C library for quantum computing and quantum simu-
lation written by written by Björn Butscher and Hendrik Weimer
11The Church-Turing thesis states that the set of functions that would be naturally regarded as com-
putable is identical to the class of functions that are computable by a Turing machine [Nielsen and
Chuang, 2010].
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written yet contain the blank symbol . The input for the Turing machine is written
to the tape prior to execution of the machine.
2. a read-write head with the following capabilities:
• shifting to the left (L) or right cell (R) from the current position or not moving
at all (N)
• reading the symbol from the current cell or writing a symbol to the current cell
3. a state register for storing the current state q ∈ Q of the Turing machine
4. a program that in every execution step of the Turing machine executes the steps
• stops execution if q ∈ F ,
• instructs the head to read the symbol s ∈ Γ from the current cell,
• evaluates the transition function δ(q, s) = (snew, qnew, t ∈ {L,N,R})
• instructs the head to write the new symbol snew in the current cell
• sets the state to qnew and
• instructs the head to move according to t.
With this straightforward machine one can emulate any computation that can be done
on a classical computer. A computing device or programming language is called Turing-
complete if it can compute any function that can be computed by a Turing machine.
This definition of Turing-completeness ignores the limitation of the finite memory of a
physical computer. The quantum-mechanical generalization of the Turing machine is
the quantum Turing machine [Deutsch, 1985]. A quantum Turing machine can simulate
every finite quantum-mechanical physical system, every other quantum computer, and
quantum simulator as well as every classical Turing machine. In this way its computational
capability is analogous to the power of a classical Turing machine. Thus, we call a quantum
computer or a quantum programming language as quantum Turing-complete if it can in
principle compute any function that a quantum Turing machine could compute. This
definition of quantum Turing-completeness ignores the limited available sizes of practical
realizations of quantum computers. An adiabatic quantum computer is not quantum
Turing-complete.
The critical difference of a quantum Turing machine to a classical Turing machine is
that instead of symbols of an alphabet Γ it works with quantum-mechanical observables.
For the quantum Turing machine of Deutsch [Deutsch, 1985], these observables have
the spectrum {0, 1}. This is called the computational basis, whereas, for example, the




2} is named the
physical basis. The computational basis shows that a single observable is the quantum
analog of a classical one-bit memory cell. Therefore, these observables are called qubits.
We will use the computational basis for the remaining discussion concerning quantum
computers. The analog of the tape position is the observable x̂ that has the whole number
range Z as its spectrum. The internal state of the quantum Turing machine, that is analog
to the state q ∈ Q of the classical Turing machine, is stored in the M -dimensional vector
~̂n of observables n̂i. The cells on the tape consist of observables m̂i with i ∈ Z and hence,
the tape can be described by the vector ~̂m. Thus, the overall state of a quantum Turing
machine |Ψ〉 can be written as a superposition of the simultaneous eigenstates of x̂ as well
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cx,~n,~m |x, ~n, ~m〉. (9.218)
The initial state |Ψ(t = 0)〉 of the quantum Turing machine is prepared in the state
|Ψ(t = 0)〉 =
∑
i
λi|0,~0 , ~m i〉. (9.219)
with ∑i |λi|2 = 1. An iteration of the quantum Turing machine is performed by the
application an unitary operator U
|Ψ(t+ ∆t)〉 = Û |Ψ(t)〉 (9.220)
that is restricted to the form [Deutsch, 1985]
〈x′, ~n ′, ~m ′|Û |x, ~n, ~m〉 =
[
δx′,x+1U





The functions U+(~n ′,m′x, ~n,m′x) and U−(~n ′,m′x, ~n,m′x) describe the changes of the in-
ternal state and only depend of the local state of the tape in cell x. The delta-functions
δx′,x+1 and δx′,x−1 implement the requirement that the position of the read-write head can
only change by one cell per iteration. One of the internal observables ~n can be used to
signal halting of the machine. The unitary operator Û can be constructed such that the
expectation value of this observable goes to one if the machine has halted.
Yao [Yao, 1993] has shown that any function that is computable in polynomial time
with a quantum Turing machine can also be computed by a quantum circuit model of
polynomial size. Thus, we do not need to experimentally construct a quantum Turing
machine to harness its computational power but can use a quantum circuit model instead.
A quantum circuit model consists of a defined initial state, a number of qubits, gates,
and measurements. The gates are unitary transformations that are iteratively applied
to the quantum state of these qubits. The input of the circuit is either encoded in
the initial state or in the circuit model itself. The output is encoded in measurements
Sz of the z-component Ŝz of the effective spin-12 -particle represented by the qubits if
the physical basis is considered or, equivalently, in measurements q of some qubit-local
operator q̂ with the spectrum {0, 1} if the computational basis is considered. Thus,
to obtain expectation values 〈q̂〉 = 1/N ∑Ni=1 qi or 〈Ŝz〉 = 1/N ∑Ni=1 Sz,i, the quantum
program has to be executed N  1 times. A quantum circuit model can be seen as
the quantum analog of an acyclic Boolean circuit model that all our current classical
computers as based on. A Boolean circuit model consists of inputs, outputs and logic
gates like AND- (∧), OR- (∨) or NOT- (¬) gates that are connected by wires. It should
be noted here that there are universal gates that can be used to express any circuit
model. One such universal gate is the NAND-gate (¬(A ∧ B)), another possible one is
the NOR-gate (¬(A∨B)). Thus, any logical function can be realized with wires and only
NAND-gates or with wires and only NOR-gates. They are called functionally complete
or universal sets of gates.
The commonly used quantum gates are shown in table 9.1. Not all gates listed are
necessary to express any given unitary transformation. A popular choice of a functionally
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complete set consists of the phase shift gate, the general rotation gate, and the CNOT-
gate [Barenco et al., 1995]. An equivalent set is composed of the phase shift gate, the Ry
gate, the Rz gate and the CNOT-gate because any unitary 2×2 matrix can be written as
a product of the phase shift gate, the Ry gate and the Rz gate. For practical applications,
The phase shift gate can be dropped from these sets because it only adds an overall phase
to the wave function that cannot be measured. Thus, we define a universal quantum
computer as a quantum computer that can perform all operation of some set of universal
quantum gates natively, that can be set to a well defined initial state (|000....〉), and
can measure expectation values of all qubits. In practice, not the whole solution of the
problem at hand is computed on a quantum computer but only the part that profits from
quantum effects. All other steps of the solution are executed on a classical computer.
As the initial state of a universal quantum computer as defined here is fixed and does
not depend on the parameters of the problem to be solved, these parameters have to be
encoded into the circuit model. So, for example, in Shor’s algorithm for the factorization
of the number N only the determination of the period r, that is, the smallest positive
integer such that f(x+ r) = f(x), of the function
f(x) = ax mod N (9.222)
is executed on a quantum computer. The determination of the parameter a and the
reconstruction of the prime factors from the period r are performed on a classical com-
puter. Also, the construction of the circuit model for the determination of the period
that depends on a and N must be done on a classical computer. This kind of hybrid
classical-quantum computing reduces the computational demands on the quantum com-
puter greatly. A program for a universal quantum computer can be written in different
equivalent ways. We prefer here the form of circuit diagrams using the basic gates shown
in table 9.1 or the textual representation of the same information in the open quantum
assembly language (OpenQASM, [Cross et al., 2017]). A circuit diagram written down
in OpenQASM is analogous to program code for classical computers written in assem-
bly language. An example of a program that implements the modular multiplication 7x
mod 15 [Markov and Saeedi, 2012] of a number x and is used during the factorization
of the number N = 15 in Shor’s algorithm (with a = 7) is shown in figure 9.14. The
corresponding OpenQASM code is
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|q0〉 X ⊕ • ⊕⊕ • ⊕
|q1〉 X ⊕ • ⊕ • ⊕ •
|q2〉 X • ⊕ •
|q3〉 X • ⊕ •
|q0〉 X ⊕ • ⊕⊕ • ⊕
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤





|q1〉 X X ⊕ • ⊕ • ⊕ •
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤





|q2〉 X X • ⊕ •
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤





|q3〉 X X • ⊕ •
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤





Figure 9.14.: Visual representation of the program for the modular multiplication of a
state with 7x mod 15 is shown in the upper figure. The lower figure shows a
full quantum program that applies the unitary transformation to a state that
encodes the number x = 7 and measures the result. The gates are defined in
table 9.1. The vertical empty boxes are barriers to visually separate different
stages of the quantum program.
This program is applied to a state that encodes numbers N according to
|Ψ〉 = (σb(N,4)x ⊗ σb(N,3)x ⊗ σb(N,2)x ⊗ σb(N,1)x )|0000〉, (9.223)
where b(N, i) gives the i-th bit in the binary representation of the number N starting
from least significant bit. The lower circuit diagram in figure 9.14 shows a full quantum
program including input and measurement. It first encodes the number 7 in a state, i.e.
|Ψ〉 = (1 ⊗ σx ⊗ σx ⊗ σx)|0000〉, then applies the unitary transformation and measures
the results. The outcome are the measurements 〈q0〉 = 0, 〈q1〉 = 1, 〈q2〉 = 0 and 〈q3〉 = 0.
This corresponds to the number 4 which is indeed the result of 7·7 mod 15 = 49 mod 15.
In Shor’s algorithm many modular multiplications are applied to a state and the period
is measured with a quantum Fourier transform.
Computational power and quantum volume
The concept of a universal quantum computer defined in the previous section gives five
requirements for experimental realizations [DiVincenzo, 2000; Nielsen and Chuang, 2010]:
1. a scalable physical system with well-characterized quantum-mechanical observables
to represent the qubits,
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name unitary matrix visual representation


















































e−i(φ+λ)/2 cos(θ/2) −e−i(φ−λ)/2 sin(θ/2)
ei(φ−λ)/2 sin(θ/2) ei(φ+λ)/2 cos(θ/2)
)















1 0 0 0
0 0 1 0
0 1 0 0






1 0 0 0
0 1 0 0
0 0 0 1






1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1





Table 9.1.: List of commonly used quantum gates. The abbreviation in the brackets after
the name denotes the operation code in the open quantum assembly language
(OpenQASM, [Cross et al., 2017]).
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2. a preparation of an initial qubit state like |000...〉,
3. a controllable unitary evolution with single qubit-gates and at least one type of
universal two-qubit gate,
4. decoherence times that are much longer than gate-operation times and
5. the possibility to measure final qubit states.
The computational power of a physical realization of a gate-based quantum computer can
be quantified with the measure called quantum volume [Moll et al., 2017]. We denote
n as the minimal number of qubits to run a specific algorithm and d as the number of
steps, i.e., the circuit depth. To be able to compare the circuit depth between different
quantum computers that might use different sets of natively supported universal gates, a
step is defined as a unitary operator that can be written as a product of arbitrary two-
qubit gates that act on disjoint pairs of qubits. As some quantum computer architecture
might not support the required two-qubit gates directly or might not provide the required
connectivity paths, the two-qubit gates might have to be emulated by a composition of
natively supported two-qubit gates. For example, if the two-qubit gate required for a
computation step of the algorithm is a swap gate, this would count as a single step but on





|q0〉 • ⊕ •
|q1〉 ⊕ • ⊕
. (9.224)
This gate overhead is included effectively in the effective error rate εeff that describes the
averaged error rate of the application of a general two-qubit gate. For a formal evaluation
of this quantity, first all possible two-qubit gates, that is, any unitary transformation from
SU(4), are expressed with natively supported gates. Then the error rates for the resulting
combinations of natively supported gates are evaluated and averaged. Thus, a quantum
computer that supports more types of one- and two-qubit gates natively with small error
rates and has a more complete connectivity graph is assigned a smaller effective error
rate. Due to crosstalk between the qubits, the effective error rate of a given architecture






represents the maximal executable circuit depth in terms of general two-qubit gates de-
pending on the number n of qubits used. Thus, the product D ·N of the maximal depth
D and the number of qubits N gives an estimate of the volume in space (qubits) and time
(depth of the circuit) of programs executable on the quantum computer. The definition





)2 ≤ D(N) ·N, (9.226)
where n is the number of qubits required for the algorithm and N the number of qubits
of the quantum computer. The maximization is performed over subsets of qubits if not
all available qubits are required for the algorithm, that is n < N . In the limit of perfect
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gate-application fidelity and native support of any two-qubit gate as a native gate, that is,
εeff → 0, we get VQ(n) = n2. Thus, the quantum volume of a quantum computer indicates
if an algorithm with a certain complexity in terms of qubits and circuit depth can be run on
physical realization of this quantum computer. The publicly accessible 5-qubit quantum
computers12, IBM Q5 Teneriffe and IBM Q5 Yorktown, have an average single-qubit gate
errors of 2 · 10−3 and averaged CNOT-gate errors of 4 · 10−2 to 6 · 10−2 measured using
simultaneous randomized benchmarking [Gambetta et al., 2012]. Therefore, the quantum
volume of these quantum computers can be roughly estimated to between 11 and 25.
Similarly, the estimated maximal circuit depth lies between 3 and 5. These estimates do
not consider that the connectivity graphs are not all-to-all graphs and that the errors of
natively supported CNOT-gates along different paths can vary greatly, namely between
2.5 · 10−2 and about 10 · 10−2. The estimate of the quantum volume can also be used
when some form of quantum error correction is employed: instead of the number of
hardware-qubits of the quantum computer then the number of logical qubits is used for
the quantum volume. Codes for quantum error correction will not be discussed here
because they require much more qubits due to the fact that every logical qubit is encoded
in two or more hardware-qubits.
9.8.3. Physical realization of quantum computers: transmon qubit
Basic physical principle of the transmon qubit
There are several possibilities to realize a qubit experimentally. For example [Nielsen and
Chuang, 2010]:
• ions in electromagnetic traps manipulated with laser pulses,
• nuclear spins of molecules manipulated with nuclear magnetic resonance,
• single photons in non-linear optical media or
• cooper pairs in quantum dots manipulated with Josephson junctions.
The latter type is used by IBM’s publicly accessible quantum computers, and we will only
describe the physical principles underlying this type of qubit. We restrict ourselves to this
type because we have evaluated the practical viability of our algorithm on a 5-qubit quan-
tum computer from IBM. The publicly accessible 5-qubit quantum computers, IBM Q5
Teneriffe and IBM Q5 Yorktown, as well as their 16-qubit and 20-qubit quantum comput-
ers13 belong to the class of superconducting quantum computers with transmission-line
shunted plasma oscillation (transmon) qubits [Koch et al., 2007]. The working principle
of a superconducting transmon qubit is the same as the principle of a Cooper-pair box
qubit [Bouchiat et al., 1998]. The main element of a Cooper-pair box qubit is a super-
conducting tunnel junction in the form of two BCS-type [Bardeen et al., 1957] supercon-
ductors coupled by a thin insulator (superconductor-insulator-superconductor Josephson
junction). The observable used to physically encode the states of the quantum computer
are charge states of a superconducting island. We follow here the description of the
12IBM Q initiative (https://www.research.ibm.com/ibm-q/), access through IBM Q Experience
(https://quantumexperience.ng.bluemix.net/qx)
13https://quantumexperience.ng.bluemix.net/qx/devices accessed: 2018-06-07. The larger quantum
computers are not publicly accessible. For some results obtained on these devices see [Wang et al.,
2018].
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superconducting 










Figure 9.15.: Schematical representation of a Cooper-pair box qubit (left) and corre-
sponding circuit schematic (right). The superconducting electrode (island)
is connected to the superconducting reservoir by a thin isolating barrier.
This forms an effective capacitance Cjunction. The gate voltage Ugate is ap-
plied between the reservoir and the gate electrode with a capacitance Cgate.
Cooper-pair box qubit given by Bouchiat et al. in [Bouchiat et al., 1998]. The layout of
a Cooper-pair box qubit is schematically shown in figure 9.15. The two superconductors
are not equivalent, but one is connected directly to the gate voltage Ugate and is called
the superconducting reservoir. The other superconductor is named the superconducting
island and indirectly coupled to the gate voltage by a capacitance Cgate. The insulator in
between the two superconductors also represents a capacitance Cjunction. The total island
capacitance Ctot is Ctot = Cgate +Cjunction. The gate voltage can be used to drive electrons
from the reservoir to the superconducting island.
In the following, ∆ denotes the superconducting gap of the island and Neff the effective
number of states available for excitations. The difference of the free energies ∆̃(T ) of
the island with an even number of electrons and an odd number of electrons at low
temperatures Neffe
−∆
kBT  1 is approximately [Tuominen et al., 1992]
∆̃(T ) = ∆− kBT ln (Neff) . (9.227)
Now we observe the conditions under which all electrons on the island are paired [Bouchiat
et al., 1998]: on the one hand, the even-odd free energy difference ∆̃(T ) has to be much
larger than the energy of thermal fluctuations kBT and the Coulomb energy Ec = 4e
2
2Ctot .
The Coulomb energy is the classical electrostatic charging energy of a Cooper pair on
the island at zero gate voltage. On the other hand, also the Coulomb energy has to be
much larger than the energy of thermal fluctuations so that the fluctuations of the number
of electrons on the island become negligible (Coulomb blockage, [Lafarge et al., 1993]).
Thus, in total we have the condition ∆̃(T ) Ec  kBT . The number n ∈ Z of excess or
missing Cooper pairs on the island determines the charge of the island as q = −2en. The
number n is discrete, and the corresponding operator n̂ is the operator of the number of
Cooper pairs on the island. In the basis of eigenstates |n〉 the effective Hamiltonian14 can





(n− ngate)2 |n〉〈n|, (9.228)
14Detailed derivations of the effective Hamiltonian can be found in [Wendin and Shumeiko, 2005]
or [Ågren, 2002].
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where ngate = CgateUgate2e is the charge that is induced by the finite gate voltage. The
ground-state energy and expectation value of the number of excess Cooper pairs on the
superconducting island is shown in figure 9.16. The energies E(n) = 〈n|Ĥc|n〉 for neigh-
boring n, i.e. E(n) and E(n+ 1), cross at n+ 1/2 at an energy value of Ec/4. The second
contribution to the effective Hamiltonian is the Josephson coupling Hamiltonian
Ĥj = −EJ cos(φ̂). (9.229)
φ̂ denotes the operator of the difference of the phases of the superconducting order pa-
rameters of the two superconductors. EJ denotes the Josephson energy and is related to
the total electrical tunnel-junction conductance GT in the normal state by EJ = hGT8e2 ∆.
With
n̂|n〉 = n|n〉 (9.230)
[n̂, e±iφ̂] = ±e±iφ̂ (9.231)
e±iφ̂|n〉 = |n± 1〉, (9.232)






(|n〉〈n+ 1|+ |n+ 1〉〈n|) . (9.233)
Now we consider the case of Ec  EJ . Then the Josephson Hamiltonian Eq. (9.233)
can be considered as a perturbation and it lifts the degeneracy at the crossings of the
Coulomb Hamiltonian of Eq. (9.228). This opens a gap around Ec/4 of width EJ . At low
temperatures Ec  kBT and for 0 ≤ ngate = CgateUgate2e ≤ 1 we only have to consider the




































~h · ~̂S, (9.235)
with ~̂S = ~2 ~̂σ the magnetic field ~h = (EJ/~, 0, E2/~). Thus, under the previously men-
tioned conditions, this system corresponds to a spin-12 -particle in a magnetic field. The
operator n̂ of the number of excess Cooper pairs corresponds to the z-component of the
spin-operator via




On the other hand, the state |0〉 corresponds to the spin-up state | ↑〉 and the state |1〉
corresponds to the spin-down state | ↓〉. For example, the state (| ↓〉 + | ↑〉)/
√
2 can be


















Figure 9.16.: Energy E and expectation value 〈n̂〉 of the number of excess Cooper pairs on
the island in the ground state of the Hamiltonian Ĥc in Eq. 9.228, that only
contains the Coulomb energy of the Cooper-pair box qubit as a function of
CgateUgate
2e . Ugate is the gate voltage and Cgate the gate capacitance. Ec =
4e2
2Ctot
denotes the classical electrostatic charging energy of a Cooper pair on the
island.
as the first excited state at ngate = 1/2. Therefore, a Cooper-pair box can be used as a
physical realization of a single qubit. Thus, the first requirement for a realization of a
universal quantum computer given in section 9.8.2, a scalable physical system with well-
characterized quantum-mechanical observables to represent the qubits, is fulfilled. Also,
the fourth criterion, decoherence times that are much longer than gate-operation times,
is fulfilled because the decoherence times of this simple qubit are estimated to about 10
µs [Bouchiat et al., 1998]. The decoherence is mainly caused by dissipation due to the
electromagnetic environment [Bouchiat et al., 1998]. Therefore, the main challenges of
experimental realizations of this type of qubit are the cooling to temperatures of a few
milli-Kelvin as well as the electromagnetic isolation with respect to charge noise.
A transmon qubit [Koch et al., 2007] is an advanced version of the Cooper-pair box
qubit. The two main changes are the doubling of the Josephson junction to a split junc-
tion and the operation in the regime Ec  EJ by shunting with a large capacitance. The
doubling of the Josephson junction is schematically shown in figure 9.18. For simplicity
the two junctions are assumed to have the same characteristics, that is, we only consider
a symmetric split junction here. The split junction has a shape similar to a DC-SQUID
(direct current superconducting quantum interference device, [Jaklevic et al., 1964]). Let
φ̂1 and φ̂2 be the operators of the respective differences of the phases of the superconduct-
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Figure 9.17.: Energy E and expectation value 〈n̂〉 of the number of excess Cooper pairs on
the island in the ground state of the Hamiltonian Ĥc + ĤJ in Eq. 9.228 and
Eq. 9.233 as a function of CgateUgate2e , where Ugate is the gate voltage and Cgate
the gate capacitance. Ec = 4e
2
2Ctot denotes the classical electrostatic charging
energy of a Cooper pair on the island. EJ denotes the Josephson energy.
The results shown are for Ec = 10EJ  EJ .
ing order parameters of the first and second junction. Then the magnetic flux Φ through
the junction is quantized and follows the relation




with n ∈ Z and Φ0 = h2e as the magnetic flux quantum. This leads to the effective
Josephson coupling Hamiltonian [Koch et al., 2007]






 φ̂1 + φ̂2
2
 , (9.238)
which is equivalent to the Josephson coupling Hamiltonian of a single junction Eq. (9.229)
with the choices






φ̂ 7→ φ̂1 + φ̂22 . (9.240)
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Figure 9.18.: Schematical layout of a split junction Cooper-pair box (left) and the cor-
responding circuit schematic (right). The two Josephson junctions are as-
sumed to be identical. φ1 and φ2 denote the corresponding superconducting
phase differences. Φ denotes the magnetic flux through the split junction
Cooper-pair box and is used to tune its properties. The gate capacitance
Cgate, the gate voltage Ugate and the junction capacitance Cjunction are iden-
tical to figure 9.15. The effective Josephson energy EJ,split depends on the
magnetic flux Φ through the junctions and is given by Eq. (9.239).
Thus, the magnetic flux Φ can be used to tune the effective Josephson energy EJ,split of
the split junction. For the previously discussed Cooper-pair-box qubit, the regime of large
Coulomb energy Ec  EJ was used. As shown in figure 9.17, the energy spectrum in
this region strongly depends on ngate. Thus, small changes in ngate due to charge noise
from the environment can cause large changes in the energy levels. However, Ec  EJ
has the positive feature that the energy differences for ngate = 1/2 between the lowest
energy state and the second state are much smaller than between the second state and
higher states. Motivated by the energy levels of an anharmonic oscillator these non-
uniform differences of the energy levels are called anharmonicity. Larger anharmonicity
means a larger non-uniformity of the differences. This large anharmonicity for Ec  EJ
results in very different frequencies for the excitations between these states, which is an
experimentally favourable situation for the control of the qubit. The opposite situations,
Ec  EJ , results in the energy level diagram shown on the right side of figure 9.19. In
this case, the differences in the lowest energy levels are similar in size and, hence, the
anharmonicity low. Consequently, this qubit will be harder to control experimentally.
Thus, a compromise between a low influence of charge noise from Ec  EJ and high
anharmonicity at Ec  EJ has to be found. A transmon uses the fact that anharmonicity
decreases only with a slow power law in EJ/Ec whereas the sensitivity to charge noise
reduces exponentially in EJ/Ec [Koch et al., 2007]. To achieve a decrease of Ec a large
capacitance Cshunt is added in parallel to the Josephson junctions. In the sense of where it
is placed, the added capacitance is similar to a shunt resistor for measuring large electric
currents. The Coulomb energy now reads
Ec =
4e2
2(Cshunt + Cgate + Cjunction)
. (9.241)
In practical realizations usually values of 10 < EJ/Ec < 1000 are used [Koch et al., 2007].
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Figure 9.19.: Energy levels of the Hamiltonian Ĥc + ĤJ in Eq. 9.228 and Eq. 9.233 as
a function of CgateUgate2e , where Ugate is the gate voltage and Cgate the gate
capacitance. Ec = 4e
2
2Ctot denotes the classical electrostatic charging energy
of a Cooper pair on the island. EJ denotes the Josephson energy. The left
figure is for Ec = 5EJ  EJ (Cooper-pair box qubit) and the right figure
for Ec = EJ/2 EJ (transmon qubit).
In this regime the energy difference between the |0〉 state and the |1〉 state is









2EcEJ/~ denotes the Josephson plasma oscillation frequency [Koch et al., 2007].
Thus, because Ec is small, the time scale of the dynamics of a transmon qubit is given
by the Josephson plasma oscillation frequency. Typical transmon qubit frequencies are in
the range of 5GHz < ω|0〉↔|1〉/2π < 10 GHz.
By optimizing the ratio EJ/Ec to find a sweet spot between anharmonicity and sensitiv-
ity to charge noise decoherence times of the order of 40-100 µs [Barends et al., 2013; Rigetti
et al., 2012] have been achieved. The transmon qubits in the 5-qubit quantum computers
from IBM use aluminum as the BCS-superconductor, aluminum-oxide as the insulator
in the Josephson junction, a temperature of 15 mK and qubit frequencies ω|0〉↔|1〉/2π be-
tween 5.0 GHz and 5.4 GHz15. With this setup, decoherence times of 15-80 µs are reached
depending on the location of the qubit on the device and gate application times of 100-400
ns16.
In conclusion, we have shown how the transmon qubit is related to the Cooper-pair
box qubit and how the states of a spin-12 -particle can be encoded in it such that high
decoherence times can be achieved. This fulfills the first criterion that requires a scalable
physical system with well characterized quantum-mechanical observables and the fourth
criterion that requires long decoherence times of section 9.8.2.
Control and measurements with a transmon qubit
The remaining requirements to fulfill from the list in section 9.8.2 are the preparation of













Figure 9.20.: Simplified schematic layout of a coplanar waveguide transmission line res-
onator for the wavelength λ that is coupled to a qubit (upper figure) and the
corresponding circuit schematic (lower figure). The sinusoid waves illustrate
the standing wave in the resonator and the qubit is placed at the maximum
of the amplitude. In the circuit schematic the resonator is modelled as an
LC-oscillator.
two-qubit gate as well as a possibility to measure observables in the final state. In case
of a transmon qubit, these aspects are realized with a transmission line resonators. A
schematic layout of a transmon qubit coupled to a coplanar waveguide transmission line
resonator is shown in Figure 9.20. The qubit is placed at the maximum of the standing
wave generated by the resonator.
In the framework of circuit quantum electrodynamics Koch et al. [Koch et al., 2007]
have obtained the effective Hamiltonian for a transmon qubit coupled to a transmission
line resonator with a large effective resonator capacitance Cr  Cshunt, Cin, Cgate, Cjunction
(see figure 9.20) as
Ĥ = Ec(n̂− ngate)2 − EJ cos(φ̂) + ~ωrâ†a+
2CgateeV 0rms
Cshunt + Cgate + Cjunction
n̂(â† + â). (9.243)
The oscillation frequency of the resonator ωr = 1/
√
LrCr and the root mean voltage
V 0rms =
√
~ωr/2Cr of the resonator depend on the effective inductance Lr and capacitance
Cr of the resonator. â† is the creation operator and â the annihilation operator of a photon
in the resonator with the mode shown in figure 9.20. The coupling between the qubit and
the resonator is given by the last term of Eq. (9.243). This coupling can be used to
construct procedures for measurements [Blais et al., 2007], setting initial states [Geerlings
et al., 2013], application of single-qubit gates [Chow et al., 2010] and applications of
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two-qubit gates [Chow et al., 2011]. The IBM quantum computers natively support the
single-qubit rotation gate u3 (u3 in table 9.1) and the CNOT gate as a universal two-
qubit gate17. These gates are implemented with sequences of electromagnetic pulses to
the resonators with durations of about 100 ns. Single-qubit gates for the rotation around
the z-axis






can be applied with a simple frame change in software instead of an electromagnetic pulse
and thus requires no interaction with the qubits. Single-qubit gates of the form








require one resonator pulse whereas general rotations u3(θ, φ, λ) require two resonator
pulses. CNOT gates on the IBM quantum computers require
• two resonator pulses to the control qubit,
• one resonator pulse to the target qubit and
• two pulses to the bus connecting the target and control qubit.
It should be noted here, that CNOT gates on the IBM quantum computers cannot be
executed between all pairs of qubits but some qubits are not coupled by resonators.
Figure 9.21 shows the simplified layout of the IBM Q5 Teneriffe quantum computer. Only
qubits Q2, Q3 and Q4 are connected to the transmission line bus B1 and, thus, CNOT
gates can only be applied among these qubits. On the other hand, qubits Q0, Q1 and Q2
are connected to the transmission line bus B2 so that CNOT gates can also be applied
among these qubits. Qubit Q2 has the special role of being the coupling qubit in this
system. The natively supported CNOT-gates are not only restricted by the availability
of a transmission line bus but also by the direction, that is, which qubit serves as the
control qubit and which qubit serves as the target qubit in the CNOT-gate. The natively
supported directions are also shown in figure 9.21. In case a CNOT-gate with the opposite




|q0〉 H • H
|q1〉 H ⊕ H
. (9.246)
9.8.4. Representing fermionic wave functions on quantum computers
As discussed above, universal quantum computers are composed of spin-12 qubits. Thus,
the many-particle wave functions are bosonic wave functions. However, in the context
of electronic structure theory, we have to deal with fermionic many-particle problems.



















Figure 9.21.: Schematic layout of the IBM Q5 Teneriffe quantum computer (left figure)
and natively supported CNOT-gates (right figure). Qi are the qubits, Ri
the resonators for single-qubit gates and measurements. S1 as well as S2
are the transmission line buses for the application of two-qubit gates. Filled
circles denote control qubits, and open circles denote the target qubits of
the CNOT-gate.
symmetries of the fermionic problem or restricting the Hilbert space the number of qubits
to represent the fermionic system can be reduced [Lanyon et al., 2010]. In the proof-of-
concept calculation of the density-matrix functional presented here, we do not employ
this reduction of the number of qubits. However, it should be noted here that the imple-
mentation of symmetries or restrictions of the Hilbert space is equivalent to the inclusion
of symmetries or Hilbert-space restriction in the variational quantum eigensolver.
One possible mapping between bosonic annihilation and creation operators σ̂± and
fermionic annihilation and creation operators ĉ(†) is the Jordan-Wigner transforma-




















in the Hilbert space H = ⊗ni=1C2. Other mappings, like the Bravyi-Kitaev transforma-
tion [Bravyi and Kitaev, 2002], are possible and the choice of the mapping can influence
the efficiency of the method for larger quantum computers. In our implementation, we
made sure that the Jordan-Wigner transformation can easily be exchanged for a different
mapping.
9.8.5. Measurement of observables
We have shown how to store fermionic many-particle wave functions on universal quantum
computers. The remaining question is how to measure certain observables like one-particle
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and two-particle reduced density matrices in practice. We have discussed in section 2.9.3
that these are the only observables necessary to obtain the expectation value of a fermionic
many-particle Hamiltonian with one-particle and two-particle interactions. As discussed
in section 9.8.2 the actual output of a universal quantum computer consists of the se-
lection of a value from the spectrum of a qubit-local operator with the spectrum {0, 1}
(computational basis) or {−~/2, ~/2} (Ŝz, physical basis). The postprocessing on the
classical computer has to derive the solution of the problem from these measurements.















over N measurements q(i)α ∈ {0, 1} of σ̂z of the α-th qubit in the computational basis from
the quantum computer. Some other expectation values like







































can not be derived from measurements in the computational basis but additional gates
have to be added to the quantum circuit such that measurements in the computational
basis allow a reconstruction of the desired expectation value. The example in Eq. (9.252)-
Eq. (9.254) shows that for every element of the one-particle reduced density matrix up to
four multi-qubit measurements are necessary. For an element of the two-particle reduced
density matrix up to eight multi-qubit measurements are necessary in the worst case.
Thus, any element of the one-particle reduced density matrix or of the two-particle reduced
density matrix can be decomposed as∑
j
cj (⊗ni=1âj,i) (9.255)
with âi,j ∈ {1, σ̂x, σ̂y, σ̂z} and cj ∈ C. Measurements of multi-qubit observables of the
form
⊗ni=1âi (9.256)
with âi ∈ {1, σ̂x, σ̂y, σ̂z} can be evaluated as single-qubit measurements in the computa-
tional basis if we transform the state, that is, apply some gates before the measurement.


































9. Wave-function based approach for the RDMF
H is the Hadamard gate and S† and S are the phase gates listed in table 9.1. Consequently,
we can measure for example the two-qubit measurement σ̂x⊗σ̂y by first applying H⊗HS†
to the state and then measuring σ̂z⊗ σ̂z. Thus, we can transform observables ⊗ni=1âi with
âi ∈ {1, σ̂x, σ̂y, σ̂z} to the form ⊗ni=1σ̂siz with si ∈ {0, 1}. However, even σ̂z ⊗ σ̂z cannot be
measured directly with an universal quantum computer and needs to be reduced further.
Here, we have the two-qubit identity
σ̂z ⊗ σ̂z =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 =

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
 (σ̂z ⊗ 1)

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
 (9.259)
= CNOTc=2,t=1(σ̂z ⊗ 1)CNOTc=2,t=1, (9.260)
where CNOTc=2,t=1 is the CNOT gate with the second qubit as control qubit and first
qubit as target qubit. For a two-qubit observable Eq. (9.259) would be sufficient to
transform it to a measurable observable. However, for more-than-two-qubit observables




, which is the first
term of Eq. (9.254), we get the transformation
|q0〉 H ⊕ ⊕
|q1〉 •
|q2〉 S† H •
of the state in terms of quantum gates. After these gates have been applied to the









. In this way we can reduce n-qubit observables to single-qubit observables
with the use of at most two single-qubit gates per qubit (H and S†) and n − 1 CNOT-
gates. These additional gates can be arranged as a quantum circuit with a depth of at
most 2 + dlog2(n)e. In conclusion, we have defined a way to store fermionic wave function
on a universal quantum computer. We can evaluate one-particle and two-particle reduced
density matrices from single-qubit measurements after the state has been transformed
with a small number of quantum gates.
9.8.6. Ab-initio quantum chemistry on quantum computers
There are two main approaches to ab-initio quantum chemistry on universal gate-based
quantum computers: the quantum phase-estimation algorithm [Lloyd, 1996; Aspuru-
Guzik et al., 2005] and the variational quantum eigensolver [Peruzzo et al., 2014]. In
order to be able to evaluate which approaches of both can be adapted to estimate the
density-matrix functional on a quantum computer, we discuss the core ideas of the two
approaches here.
Quantum phase-estimation algorithm
The quantum phase-estimation algorithm [Lloyd, 1996; Aspuru-Guzik et al., 2005] esti-
mates the eigenvalue e2πiθ of an eigenstate |Ψ〉 of a unitary operator Û , i.e.
Û |Ψ〉 = e2πiθ|Ψ〉. (9.261)
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|q0〉 H • H
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
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Figure 9.22.: Quantum phase-estimation circuit for an eigenstate |Ψ〉 of a unitary operator
Û . The |Ψ〉-gate generates the state |Ψ〉 in the lower four qubits from the
initial state |0〉⊗....⊗|0〉 of the qubits. The controlled-U gate cU is controlled
by the first qubit and applies the unitary operator Û on the state |Ψ〉.
The required number of qubits depends on the requested precision of the eigenvalue esti-
mate. The functionality of the phase-estimation circuit can be understood with the help
of the simple phase-estimation circuit shown in figure 9.22. The qubits q1, ..., q4 encode
an eigenstate of the unitary operator Û , Û |Ψ〉 = e2πiφ|Ψ〉 for which the phase φ is to be
measured. The state of the first qubit q0 is (|0〉 + |1〉)/
√
2 after the application of the




(|0〉+ |1〉)⊗ |Ψ〉. (9.262)




(|0〉+ |1〉)⊗ |Ψ〉 = 1√
2
(
|0〉 ⊗ |Ψ〉+ e2πiφ|1〉 ⊗ |Ψ〉
)
. (9.263)





(1 + e2πiφ)|0〉+ (1− e2πiφ)|1〉
)
⊗ |Ψ〉. (9.264)
Hence the probability for the measurement of 0 at the first qubit is (1 + cos(2πφ))/2
and the phase can be estimated from repeated executions of this quantum circuit. How-
ever, a large number of executions and measurements are required to estimate the phase
to high precision. Thus, instead of applying the unitary operator Û to the state |Ψ〉
only once as in figure 9.22, the quantum phase-estimation applies the repeated squares
Û , Û2, Û4, ..., Û2
n−1 to the eigenstate to estimate the phase with n-bit precision. Instead
of one control qubit now n control qubits are used so that the state of the system after





[⊗ni=1(|0〉+ |1〉)]⊗ |Ψ〉. (9.265)
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The applications of the unitary operator Û2j with j = 0, ..., n−1 controlled by the n−j-th
















Thus, the n-bit quantum phase-estimation algorithm can be seen as simultaneous estima-
tion of the phases φ, 2φ, 4φ, ..., 2n−1φ with the simple quantum phase estimation shown in
figure 9.22. An n-bit integer number k can be represented with n-qubits as a quantum
state |k〉 of the form
|k〉 = ⊗n−1i=1 2i((1− bi(k))|0〉+ bi(k)|1〉), (9.267)
where bi(k) are the bits of the binary representation of the number k. Therefore, the state


















The inverse of the quantum Fourier transform applied to the first n qubits transforms the




















For simplicity, we assume here that 2nφ is integer. Then the measurement of the first n

























That means that the number x = 2nφ is measured with probability 1. If 2nφ is not integer
the best n-bit estimate of 2nφ is measured with probability 4/π2 [Cleve et al., 1998]. An
example of a 4-bit quantum phase-estimation algorithm is shown in figure 9.23
Shor’s algorithm for the factorization of a large number N can be seen as the application
of the quantum phase-estimation algorithm to determine the eigenvalue of the modular












































Figure 9.23.: 4-bit quantum phase estimation circuit for an eigenstate |Ψ〉 of a unitary
operator Û . The first 4 qubits make up the control register. The last four
qubits store the state |Ψ〉. The qubits in the control register control the
application of repeated squares of the unitary operator Û on the state |Ψ〉
for which the phase φ in Û |Ψ〉 = e2πiφ|Ψ〉 is to be estimated. The result of
the inverse quantum Fourier transform QFT−1 is measured.
where |Ψj〉 is an eigenstate of Ûa and r is the desired period of N with respect to a. It
should be noted here, that Shor’s algorithm also generates the eigenstate |Ψj〉 starting
from the simple state |100...〉. In this way it goes beyond a simple application of the
quantum phase-estimation algorithm.
For the application of the quantum phase-estimation algorithm in quantum chemistry,
the unitary operator is chosen as Û = eiĤτ/~ such that the energy eigenvalue E of an
eigenstate |Ψ〉 of the Hamiltonian is related to the phase by E = 2π~φ/τ . On the other
hand, the eigenstate |Ψ〉 or a state that has a high overlap with the desired eigenstate must






where |Ψn〉 are eigenstates of the Hamiltonian Ĥ. Consequently, the measurement pro-
cess at the end of the quantum phase-estimation algorithm selects the state |Ψn〉 with
probability
p(n) = |〈Ψn|Φ〉|2 (9.275)
and returns the binary representation of the phase φ that corresponds to the energy eigen-
value En. Several investigations have shown that the Hartree-Fock ground state as the
prepared state |Φ〉 has sufficient overlap with the ground state so that the quantum phase-
estimation algorithm can be used to determine the eigenvalue of the exact ground state
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with high probability [Lanyon et al., 2010; O’Malley et al., 2016]. The major downside of
the quantum phase estimation is the execution of repeated squares Û , Û2, Û4, ... which re-
quire the execution of many quantum gates and consequently long coherence times. Thus,
this algorithm is not practically usable on current or near-term quantum computers.
Variational quantum eigensolver
The variational quantum eigensolver (VQE, [Peruzzo et al., 2014; McClean et al., 2016])
proceeds along the line of variational approaches on classical computers: the normalized
many-particle wave function is parametrized with a small set of variational parameters




〈Ψ(~u)|Ĥ|Ψ(~u)〉 ≥ E0,exact. (9.276)
For some parametrization of the variational wave function then the expectation value
of the Hamiltonian is measured by decomposing it into separate terms. As shown in
section 9.8.5, all expectation values of one- and two-particle reduced density matrices can
be transformed to single-qubit measurements in the computational basis. Thus, once the
many-particle wave function |Ψ(~u)〉 has been prepared on the quantum computer the
corresponding energy can be measured after the application of a small number of gates.
The number of necessary measurements depends on the required precision and the number
of terms in the many-particle Hamiltonian.
Peruzzo et al. [Peruzzo et al., 2014] proposed to use the unitary coupled-cluster
ansatz [Taube and Bartlett, 2006]
|Ψ(~u)〉 = |Ψunitary CC〉 = eT̂n−T̂
†
n |Ψ0〉 (9.277)
with the n-fold cluster operator T̂n from Eq. (9.161) and the reference Slater determinant
|Ψ0〉. However, even in low excitation levels n this leads to a large number of terms
and, thus, a large number of quantum gates for the preparation of the state. Kandala et











for the wave function of the qubits for a N -qubit system. They named these states
hardware-efficient trial states because they are directly written in terms of quantum gates
that are natively supported on a quantum computer. Thus, they avoid the overhead
introduced by Jordan-Wigner transformation or similar transformation from the fermionic
wave function to a bosonic wave function by directly specifying the bosonic wave function.
The single-qubit rotation for the q-th qubit U q,i(~u) are composed of rotations around the
x- and z-axis
U q,i(~u) = Rz(uq,i1 )Rx(uq,i2 )Rz(uq,i3 ). (9.279)
The rotation angles are the variational parameters. The entanglers Uentangler are composed
of a sequence of two-qubit gates that create entanglement between the qubits. Thus, the
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|q1〉 Rz(u1,01 ) Rx(u1,02 ) Rz(u1,03 ) Rz(u1,11 ) Rx(u1,12 ) Rz(u1,13 ) Rz(u1,21 ) Rx(u1,22 ) Rz(u1,23 )
|q2〉 Rz(u2,01 ) Rx(u2,02 ) Rz(u2,03 ) Rz(u2,11 ) Rx(u2,12 ) Rz(u2,13 ) Rz(u2,21 ) Rx(u2,22 ) Rz(u2,23 )
|q3〉 Rz(u3,01 ) Rx(u3,02 ) Rz(u3,03 ) Rz(u3,11 ) Rx(u3,12 ) Rz(u3,13 ) Rz(u3,21 ) Rx(u3,22 ) Rz(u3,23 )
Figure 9.24.: Quantum circuit for the preparation of the hardware-efficient trail state
given in Eq. 9.278 with two blocks (d = 2) on four qubits.
hardware-efficient trial state in Eq. (9.278) consists of d blocks of entanglers and single-
qubit rotations and the circuit to prepare this state is shown in Figure 9.24 for four qubits
and two blocks (d = 2). For N qubits, the parametrization of the wave function with
d blocks in Eq. 9.278 has N · (3d + 2) independent variational parameters. The initial
rotations around the z-axis Rz(uq,01 ) can be left away because they act on the initial state
|00...〉 and only produce an overall phase for the wave function. The total circuit depth
D(d,N) for the preparation of the trial state in terms of general single- and two-qubit
gates (see section 9.8.2) is
D(d,N) = 1 + d︸ ︷︷ ︸
single−qubit gates
+ d · nentangler︸ ︷︷ ︸
two−qubit gates
, (9.280)
where nentangler is the number of general two-qubit gates that correspond to the Uentangler-
circuit. The two-qubit gates in the entangler Uentangler must connect all qubits such that
the system does not trivially decompose into two independent subsystems. Therefore,
the entangler must consist of at least N − 1 two-qubit gates. Consequently, the total
depth of the circuit is linear in the number N of qubits and linear in the number of blocks
d, i.e., D(d,N) ∈ O(d · N). Recent investigations [Barkoutsos et al., 2018] have shown
that with the structure of the hardware-efficient trial states in Eq. 9.278 ground state
energies of simple molecules can be obtained with circuit depths that are much lower
than in the unitary coupled cluster ansatz given in Eq. (9.277) with single and double
excitations (UCCSD). This suggests the use of the hardware-efficient trial states on current
or near-term quantum computers instead of the conventional coupled-cluster-ansatz wave
function.
The minimization of the expectation value of the Hamiltonian with respect to the
variational parameters requires a derivative-free algorithm that can tolerate noise. Thus,
the requirements are identical to the case when the expectation value is determined from
a Monte Carlo procedure on a classical computer discussed in section 9.7.5. Consequently,
the simultaneous perturbation stochastic approximation introduced in section 9.7.5 can
also be used for the variational quantum eigensolver.
9.8.7. RDMF from a VQE-like algorithm
We propose the evaluation of the density-matrix functional from a procedure based on the
idea of the variational quantum eigensolver. As discussed in section 9.1, two approaches
for the density-matrix functional are possible: the Legendre-Fenchel-transformation of
the grand potential or Levy’s constrained minimization over many-particle wave functions.
For the reasons explained in section 9.1 we expect Levy’s constrained minimization ansatz
to result in a much more efficient approach than the Legendre-Fenchel-transformation.
217
9. Wave-function based approach for the RDMF
Thus, we use the augmented Lagrangian to form a sequence of unconstrained problems
from the given constrained optimization problem. The unconstrained minimization prob-
lems are solved with the SPSA. We have implemented the construction of hardware-
efficient trial states and measurement circuits for all elements of the one-particle and
two-particle reduced density matrix in terms of quantum circuits.
In the following, we estimate the overall computational complexity of the proposed
algorithm. For this purpose, we assume that the Jordan-Wigner transformation18 is em-
ployed for the mapping of the fermionic wave function. The construction of the quantum
program to prepare a hardware efficient trial state of Eq. 9.278 has a computational com-
plexity that is polynomial in the number N of qubits. As discussed in section 9.8.6 the
number of gates and circuit depth of the state preparation circuit is linear in the number
of blocks. It is currently unknown how the number of required blocks scales with the
number of qubits for typical physical many-particle wave functions.
For the measurement of the full one-particle reduced density matrix we need to evaluate
2N2−N expectation values of single- and multi-qubit observables of the form ⊗ni=1âi with
âi ∈ {1, σ̂x, σ̂y, σ̂z}. The diagonal elements of the one-particle reduced density matrix
require N single-qubit measurements of the form 〈... ⊗ 1 ⊗ σz ⊗ 1 ⊗ ...〉 and can be
performed with a single quantum program. Elements of the one-particle reduced density
matrix ρ(1)i,j with |i−j| = 1 require 4(N−1) two-qubit measurements that can be evaluated
with min(8, 4(N−1)) quantum programs. In general, elements of the one-particle reduced
density matrix ρ(1)i,j with |i− j| = n− 1 require 4(N − n+ 1) n-qubit measurements that
can be evaluated with min(4n, 4(N − n + 1) quantum programs. Thus, for an N -qubit
system we have to evaluate
1 + 2(dN/2e − 1)(dN/2e+ 2) + 2bN/2c(bN/2c+ 1) ≈ N2 + 2N − 3 (9.281)
quantum programs to get all elements of the one-particle reduced density matrix. The
difference of the number of quantum programs required given in Eq. 9.281 to the theoret-
ical number N2 of real parameters of the one-particle reduced density matrix represents
the overhead introduced by the Jordan-Wigner transformation. Because the overhead is
only linear in system size and because the Jordan-Wigner transformation is not suitable
for large systems sizes, we do not analyse this difference any further here. A circuit for the
measurement of an n-qubit observable requires at most 2n single-qubit gates and n − 1
CNOT-gates to reduce the n-qubit operator to a single-qubit operator. It has a depth of
at most 2 + dlog2(n)e.
The number of quantum programs for the expectation value of the interaction Hamil-
tonian depends strongly on sparsity of the matrix elements Uα,β,γ,δ. For a Hubbard inter-





the two-qubit expectation values 〈σz ⊗ σz ⊗ 1 ⊗ ...〉, 〈1 ⊗ 1 ⊗ σz ⊗ σz ⊗ 1 ⊗ ...〉,... are
required additionally to the single-qubit measurements 〈... ⊗ 1 ⊗ σz ⊗ 1 ⊗ ...〉, that are
already known from the evaluation of the diagonal elements of the one-particle reduced
density matrix. All of these two-qubit expectation values can be measured with a single
quantum program. Thus, for a system with a Hubbard interaction it is required to execute
18For large systems the Bravyi-Kitaev transformation [Bravyi and Kitaev, 2002] is preferable.
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approximately N2 + 2N − 2 quantum programs to obtain all elements of the one-particle
reduced density matrix and the expectation value of the interaction.
The number of iterations for the augmented Lagrangian is typically below 100, and we
have not observed a dependence on the system size. The dependence of the number of
SPSA-iterations for the unconstrained subproblems on the number of variational param-
eters is hard to estimate. However, a polynomial dependence is a reasonable assumption.
Thus, the overall computational complexity of the approach to estimate the density-matrix
functional with hardware-efficient trial states on a quantum computer is polynomial in
system size if the many-particle state can be described with hardware-efficient trail state
with a polynomial number of blocks.
As a proof of concept we try to evaluate the zero-temperature density-matrix func-
tional for the ground state of a half-filled Hubbard dimer with interaction strength
U = 2t. Thus, the one-particle reduced density matrix in the one-particle basis







































The exact result is













We adjust the parametrization of the hardware-efficient trial states introduced in the
previous section to the physical characteristics of the IBM Q5 Tenerife 5-qubit quantum
computer. We use the first three qubits Q0, Q1, Q2 and the fifth qubit Q4 as qubits
q0, q1, q2 and q3 for our calculation. We skipped the fourth qubit because it showed
two-qubit error rates of above 10% whereas the other qubits had two-qubit error rates
of below 5%. The composition of the entanglers is limited by the physical layout of
the quantum computer shown in figure 9.20. We chose to use the entangler shown in
figure 9.25. This entangler consists of three CNOT gates and, thus, has the minimal
possible number. To reduce the number of necessary resonator pulses required to execute
the quantum program and with that the execution time, we replace the general rotations
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Figure 9.25.: Entangler in terms of CNOT gates used for the evaluation of the density-
matrix functional on the quantum computer IBM Q5 Tenerife. Qubit q3
corresponds to qubit Q4 in Figure 9.21.
U q,i(uq,i1 , uq,i2 , uq,i3 ) = Rz(uq,i1 )Rx(uq,i2 )Rz(uq,i3 ) in the originally proposed hardware-efficient
trial states by the rotation















Eq. 9.245= u2(uq,i1 , 0) = u3(π/2, uq,i1 , 0). (9.288)
The general rotation U q,i(uq,i1 , uq,i2 , uq,i3 ) needs two pulses to execute whereas the rotation
Ũ q,i(uq,i1 ) only needs one pulse to execute. On the IBM quantum computers, there is no
access to lower level two-qubit gates so that in contrast to Kandala et al. [Kandala et al.,
2017] we have to use CNOT gates in the entangler and cannot reduce the number of pulses.
Figure 9.26 shows the full quantum circuit with a depth of d = 3 for the preparation of
the trial state. The trial state prepared by this circuit has 16 variational parameters and
can be executed with
• 10 resonator pulses to the first qubit,
• 10 resonator pulses to the second qubit,
• 13 resonator pulses to the third qubit,
• 10 resonator pulses to the fourth qubit,
• 12 pulses to the bus connecting the first three qubits and
• 6 pulses to the bus connecting the third and fourth qubit.
The preparation circuit has a depth of 40 pulses, which corresponds to an execution time
of about 4 µs. Thus, the required execution time is well below the decoherence time of
the device. In total, we need to run 22 quantum programs to estimate the expectation
value of the interaction Hamiltonian and all matrix elements of the one-particle reduced
density matrix. These quantum programs do not only have to be executed once but many
times to obtain the expectation value from many measurements.
The available execution time on the IBM quantum computer is shared among many
users worldwide. Thus, we cannot run the whole minimization loop of the augmented
Lagrangian, which requires many evaluations of the expectation values. Therefore, we
have obtained the solution of the constrained optimization problem by simulating the
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|q0〉 Ũ(u0,01 ) ⊕⊕ Ũ(u0,11 ) ⊕⊕ Ũ(u0,21 ) ⊕⊕ Ũ(u0,31 )
|q1〉 Ũ(u1,01 ) • Ũ(u1,11 ) • Ũ(u1,21 ) • Ũ(u1,31 )
|q2〉 Ũ(u2,01 ) • ⊕ Ũ(u2,11 ) • ⊕ Ũ(u2,21 ) • ⊕ Ũ(u2,31 )
|q3〉 Ũ(u3,01 ) • Ũ(u3,11 ) • Ũ(u3,21 ) • Ũ(u3,31 )
Figure 9.26.: Quantum circuit for the preparation of a 4-qubit trial state on the IBM Q5
Tenerife quantum computer. The empty vertical blocks indicate the centers
of the three blocks. Qubit q3 corresponds to qubit Q4 in Figure 9.21.
execution of the quantum program on a classical computer. The resulting values of the
optimal variational parameters are provided together with the QASM-code of the quantum
circuit for the preparation of the trail state in Appendix A.1. We then verify the solution
by estimating the expectation values for the optimal variational parameters once with
the quantum computer. We assume that if one estimation of the expectation values gives
results in agreement with the simulation on a classical computer, this is also true for all
steps during the minimization. Thus, with this assumption, the minimization that uses
the quantum computer for all evaluations of the expectation values should converge to
the same result as the minimization that uses a classical simulation of the circuits.
The results for the individual multi-qubit measurements and the corresponding mea-
surement circuits are listed in appendix A together with the exact results from the numer-
ically exact simulation of the circuits on a classical computer and results from a Monte
Carlo simulation of the circuits performed in IBM Q experience19. The average deviation
between the expectation values from the Monte Carlo simulation of the circuits with NMC
shots and the exact expectation values is σavg,MC = 0.009. Thus, the average deviation is





However, this is not the case for the expectation values from the quantum computer,
which have been calculated from Nqc = 8192 executions of the quantum programs. The





The one-particle reduced density matrix and the expectation value of the interaction can
be reconstructed from the measurements with the help of decompositions like Eq. 9.252.
From the Monte Carlo simulation of the quantum programs in appendix A.2 with IBM
19IBM Q experience (https://quantumexperience.ng.bluemix.net) is IBM’s online platform for the access
to the publicly available quantum computers. It also contains a backend for a Monte Carlo simulation
of circuits that takes the same input and gives results in the same format as the quantum computer.
This backend can be used to verify the input and interpretation of results.
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0.498 −0.004− 0.003i 0.449 + 0.001i 0 + 0.007i
−0.004 + 0.003i 0.493 0.001− 0.005i 0.447− 0.010i
0.449− 0.001i 0.001 + 0.005i 0.504 −0.001 + 0.007i
0− 0.007i 0.447 + 0.010i −0.001− 0.007i 0.501

(9.291)
and the value of the density matrix functional 〈Ŵ 〉MC = 0.549. As expected, these values
agree with the exact expectation values given in Eq. (9.283) and Eq. (9.287) within the
average deviation of 1/
√
Nqc ≈ 0.011.
The execution of the quantum programs in appendix A on the IBM Q5 Teneriffe quan-
tum computer yields the value of the density-matrix functional 〈Ŵ 〉qc = 0.696t, which is
much higher than the exact result. We obtained the one-particle reduced density matrix
ρ(1)qc =

0.369 0.051 + 0.008i 0.232 + 0.001i 0.099− 0.036i
0.051− 0.008i 0.520 0.015− 0.008i 0.221− 0.012i
0.232− 0.001i 0.015 + 0.008i 0.524 0.021− 0.008i
0.099 + 0.036i 0.221 + 0.012i 0.021 + 0.008i 0.452
 . (9.292)
This density matrix qualitatively corresponds to the exact result but large deviations occur
especially for the diagonal density matrix element ρ(1)1,1 and the off-diagonal elements ρ
(1)
1,3
and ρ(1)2,4. Small elements of the exact density matrix are also small in the density matrix
evaluated on the quantum computer. This shows, that the preparation of the state on
the quantum computer creates the qualitatively correct state.
Michielsen et al. [Michielsen et al., 2017] have benchmarked the correctness of results of
the IBM quantum computer for small quantum programs such as the generator of a sin-
glet state of two qubits. They have found systematic deviations that can not be described
by probabilistic error models. Willsch et al. [Willsch et al., 2017] have investigated the
results of sequences of CNOT-gates on the IBM quantum computers compared to exact
results. They found that the deviation from the exact result in terms of the statistical
distance [Willsch et al., 2017], i.e., the probability of measuring a state compared to the
exact result is linear in the number of CNOT-gates in the sequence. They have also
observed systematic deviations when trying to create a singlet state. Thus, we expect
these systematic deviations to be the reason for the large deviations of the off-diagonal
elements of the one-particle reduced density matrix. These deviations only occur because
we obtained the variational parameters from an exact simulation of the quantum circuits
on a classical computer. If all quantum programs during the constrained minimization
are executed on the quantum computer, then systematic deviations in the implementa-
tion of quantum gates on the quantum computer will be compensated by the variational
parameters. Thus, the deviations shown here do not imply that the algorithm would
not work correctly on a current quantum computer, because for the actual use of the
algorithm all quantum programs are supposed to be executed on a quantum computer.
The algorithm presented here does not rely on the precise implementation of gates on a
quantum computer but only on a small level of random noise.
In conclusion, we have presented an algorithm for the evaluation of the density-matrix
functional on current and near-term quantum computers that scales polynomially in sys-
tem size. Finally, we would like to note here, that the intended applicability of this
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algorithm is not the evaluation of the density-matrix functional within total energy mini-
mizations where all one-particle states of the system are considered for the density-matrix
functional. In these cases, a straightforward application of the variational quantum eigen-
solver would be more efficient. We see the main applicability of our algorithm for the
evaluation of the density-matrix function on a quantum computer in the context of hy-
brid methods such as DFT+RDMFT, where the density-matrix functional only needs to
be evaluated for a rather small one-particle basis. A hybrid approach that treats only a
few one-particle states on a quantum computer would also alleviate the need for quan-
tum computers with huge numbers of qubits that is the main drawback of the variational
quantum solver. In late 2017 IBM has presented a 50-qubit quantum computer20. This
number of qubits would already be sufficient for a hybrid algorithm because most inter-
esting correlated orbitals in solids, like 3d-orbitals, including some environment states
would easily fit into this quantum computer. Additionally, the augmented Lagrangian or
the penalty method used here to enforce the one-particle reduced density matrix could
be used within the variational quantum eigensolver to enforce certain constraints on the
wave function like particle number or spin states.
9.9. Comparison of approaches
In this final section, we compare the number of parameters and the computational com-
plexity of the approaches to evaluate the density-matrix functional presented in this chap-
ter. All ansatzes for the many-particle wave function presented in this chapter are sys-
tematically improvable:
• The configuration-interaction ansatz presented in section 9.4 converges to the exact
density-matrix functional with the number of Slater determinants NCI.
• The impurity-bath separation ansatz presented in section 9.5 converges to the exact
density-matrix functional with the number of Slater determinants Nbath−dets of the
bath wave functions.
• The ansatz with matrix product states presented in section 9.6 states converges to
the exact density-matrix functional with the maximal bond dimensionD of the MPS.
For the estimate of the computational complexity, we assume matrix product states
with open-boundary conditions and a system-size-independent number of sweeps.
• The Gutzwiller- and Jastrow wave-function ansatz presented in section 9.7 itself does
not converge to the exact density-matrix functional [Mazziotti, 2004a]. However, the
ansatz can be extended similarly to the excitation hierarchy of the coupled-cluster
ansatz to converge to the exact result. This generalized ansatz converges with the
number of terms in the correlator Ncorr.
• The ansatz with hardware-efficient trial states on quantum computers presented




9. Wave-function based approach for the RDMF
We assume an orthonormal one-particle basis with Nχ one-particle states and that the
two-particle interaction is restricted to only NA  Nχ one-particle states. We addition-
ally assume N4A  Nχ so that the evaluations of expectation values of the interaction
Hamiltonian is negligible even in the worst case. The number of parameters for the
parametrization of a one many-particle wave function and runtime complexities of one
minimization step without derivatives are listed in the following table. The last two rows
of the table show the corresponding results for the N-representability ansatz proposed in
chapter 10.
ansatz number of runtime
parameters complexity
configuration interaction NCI O(NCIN2χ)
impurity-bath separation O(22NAN3χ) O(22NAN5χ)
(|ΨB,j〉 from Eq. (9.94))
impurity-bath separation O(22NANbath−dets) O(22NANbath−detsN2χ)
(|ΨB,j〉 as CI-expansion)
matrix product states O(D2Nχ) O(D3N3χ)
Gutzwiller- and Jastrow O(N2χ) O(NMCN4χ)
(Eq. (9.171))
hardware-efficient trial-states O(3dNχ) O(dNqcN3χ)
on quantum computers
N-representability of ρ(2) O(N4χ) O(N6χ)
(DQG)
N-representability of ρ(2) O(N4χ) O(N9χ)
(DQGT 1T2)
The high computational scaling of all methods with the size of the one-particle basis
highlights the importance of methods for the reduction of the system size such as the
adaptive cluster approximation. For the evaluation of the suitability of an ansatz for the
density-matrix functional in a specific physical situation, one can consider the plethora
of existing insights about the different wave functions. We have not found a one-size-fits-
all ansatz, and the choice depends on the physical situation. However, we have shown
that for a broad spectrum of wave-function ansatzes, one can construct algorithms that
solve the constrained minimization problem of the density-matrix functional even if Monte
Carlo-evaluations, quantum computers or semi-definiteness constraints are involved.
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to the RDMF
10.1. Introduction
A non-perturbative approach to the electronic structure problem, that is complementary
to the wave-function based approaches in chapter 9, is variational two-particle reduced
density-matrix functional theory (2RDMFT, [Erdahl, 1979; Mazziotti and Erdahl, 2001;
Nakata et al., 2001; Mazziotti, 2002; Zhao et al., 2004; Hammond and Mazziotti, 2005;
Verstichel et al., 2011; Mazziotti, 2011; Verstichel, 2012]). The main idea of this approach



























γ ĉαĉβ|ΨNi 〉 (10.2)
of the two-particle reduced density matrix. Following Levy’s constrained search approach,
the density-matrix functional can be written as









where the two-particle reduced density matrix has to reduce to the given one-particle











Obviously, if the exact N-representability constraints of the two-particle reduced density
matrix are used, the scheme would have an exponential complexity just as the many-
particle problem itself. However, approximate schemes with polynomial computational
complexity can be set up by considering a subset of the necessary N-representability
conditions. A scheme based on the two-particle reduced density matrix is complementary
to the wave-function-based approaches discussed in chapter 9 in the sense that instead
of implicitly enforcing the N-representability of the two-particle reduced density matrix
by some form of a wave-function ansatz, the N-representability of two-particle reduced
density matrix is explicitly enforced.
In sections 10.2-10.4 we describe some of the conventional N-representability conditions
for the two-particle reduced density matrix [Harriman, 1978; Coleman and Yukalov, 2000;
Coleman, 1963]. In section 10.5 we outline a numerical minimization scheme and propose
two different ways of including the constraints of the one-particle reduced density matrix.
Some example results of our proof-of-concept implementation are presented in section 10.8.
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10.2. One-index N-representability conditions
In this and the two following sections, we closely follow the discussion of the N-
representability conditions by [Verstichel, 2012]. We assume a system with N electrons
in M spin-orbitals. N-representability conditions of the two-particle reduced density ma-
trix can be systematically derived by considering classes of Hamiltonians for which the





with p-particle operators B̂i. The well known ensemble-N-representability conditions of


















β ≥ 0, (10.8)
which is equivalent to the condition that the one-particle reduced density matrix is positive






β ≥ 0. (10.9)





is positive semidefinite, q(1) = 1 − ρ(1) ≥ 0. Because of the single summation index in
Eq. (10.6) and Eq. (10.7), these conditions are known as the one-index conditions.
10.3. Two-index N-representability conditions
A generalization of the operator B̂ to two summation indexes leads to the operators of


























10.3. Two-index N-representability conditions








γ,δ ≥ 0, (10.14)
which is just a different expression for the positive semidefiniteness of the two-particle
reduced density matrix, ρ(2) ≥ 0. Positive semidefiniteness of two-particle reduced density
matrix ρ(2) implies positive semidefiniteness of one-particle reduced density matrix ρ(1).
The condition of the semidefiniteness of the two-particle reduced density matrix is also
known as the D-condition or the I-condition [Coleman, 1963].
The Q-condition expresses the positive semidefiniteness of the two-hole reduced density
matrix [Garrod and Percus, 1964]
Qα,β,γ,δ = 〈ĉαĉβ ĉ†δ ĉ†γ〉 (10.15)
and can be derived from the operator B̂†Q. The matrix Q reduces to the one-hole reduced









and can be expressed in terms of the two-particle reduced density matrix and one-particle
reduced density matrix as






α,δ − δβ,δρ(1)α,γ. (10.17)
Positive semidefiniteness of the two-hole reduced density matrix Q implies positive
semidefiniteness of one-hole reduced density matrix q(1).
The G-condition [Garrod and Percus, 1964] is derived from the operator B̂†G. The









γ,δ ≥ 0. (10.18)
The matrix G is defined as
Gα,β,γ,δ = 〈ĉ†αĉβ ĉ
†
δ ĉγ〉 (10.19)
and can be expressed in terms of the one-particle and two-particle reduced density matrices
as
Gα,β,γ,δ = δβ,δρ(1)α,γ − ρ
(2)
α,δ,γ,β. (10.20)
The D- Q- and G-condition are known as the standard two-index conditions. The last
operator of two-index form, B̂†G′ , produces a condition that is redundant if the G-condition
is included.
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10.4. Three-index N-representability conditions



















γ ĉγ′ ĉβ′ ĉα′p
∗
α′,β′,γ′ ≥ 0. (10.22)




γ ĉγ′ ĉβ′ ĉα′〉 cannot be expressed with the two-
particle reduced density matrix. In contrast, the expectation value of the anticommutator



















can be expressed solely by the two-particle reduced density matrix [Erdahl, 1978; Zhao
et al., 2004; Hammond and Mazziotti, 2005]. The resulting matrix is usually named the










The expression of this matrix in terms of the two-particle reduced density matrix is rather
lengthy and has, for example, been given by Verstichel [Verstichel, 2012] as
T1,α,β,γ,α′,β′,γ′ = δγ,γ′δβ,β′δα,α′ − δγ,β′δα,α′δβ,γ′ + δα,γ′δγ,β′δβ,α′ − δγ,γ′δα,β′δβ,α′ + δβ,γ′δα,β′δγ,α′
− δαγ′δββ′δγα′ + (δβγ′δγβ′ − δγγ′δββ′) ρ(1)αα′ + (δγγ′δαβ′ − δαγ′δγβ′) ρ
(1)
βα′
+ (δα,γ′δβ,β′ − δβ,γ′δα,β′) ρ(1)γ,α′ + (δγ,γ′δβ,α′ − δβγ′δγα′) ρ
(1)
αβ′
+ (δα,γ′δγ,α′ − δγ,γ′δα,α′) ρ(1)β′,β + (δβ,γ′δα,α′ − δαγ′δβα′) ρ
(1)
γβ′
+ (δβ,β′δγ,α′ − δβ,α′δγ,β′) ρ(1)α,γ′ + (δγ,β′δα,α′ − δαβ′δγα′) ρ
(1)
βγ′

















The positive semidefiniteness of the matrix T1, T1 ≥ 0, defines the T1-condition.









The T2-condition is the positive semidefiniteness of the matrix [Verstichel, 2012]










A systematic construction scheme for all necessary conditions of the two-particle re-
duced density matrix has been given by Mazziotti [Mazziotti, 2012]. However, for the
proof-of-concept work in this thesis we only consider the D-, Q-, G-, T1- and T2-conditions.
It has been shown that for strongly correlated systems the T1- and T2-conditions have to




The necessary conditions for N-representability of the two-particle reduced density ma-
trix considered have the form of positive semidefiniteness relations. Thus, the N-
representability condition given by Eq. (10.2) is approximated by the D-, Q-, G-, T1-
and T2-conditions discussed in the previous section. The minimization problem to be
solved is










Because the employed N-representability condition are necessary but not sufficient for the
N-representability of the two-particle reduced density matrix, the approximate density-
matrix functional in Eq. (10.29) systematically underestimates the exact density-matrix
functional, F Ŵ2RDMFT[ρ(1)] ≤ F Ŵexact[ρ(1)].



















Several algorithms have been proposed [Vandenberghe and Boyd, 1996; Burer and Mon-
teiro, 2003; Zhao et al., 2004; Mazziotti, 2004b; Fukuda et al., 2007; Malick et al., 2009;
Mazziotti, 2011; Verstichel, 2012] for the numerical solution of this problem. The most
promising is the boundary-point semidefinite programming algorithm [Malick et al., 2009;
Mazziotti, 2011; Verstichel, 2012]. In the following subsection we first discuss this algo-
rithm for the problem of the energy minimization of Eq. (10.30). Afterward, we propose
two different routes to include the constraints of the one-particle reduced density matrix
in the minimization scheme to estimate the density-matrix functional. The constraint of
particle number in Eq. (10.30) is handled implicitly and, hence, not considered in the
following discussion.
10.6. Boundary-point semidefinite programming
algorithm for energy minimization
For the minimization of the energy within two-particle reduced density-matrix functional























10. N-representability based approach to the RDMF
Thus, the N-representability constraints for the two-particle reduced density matrix can
be written simply as Z(ρ(2)) ≥ 0. The matrix Z(ρ(2)) can be decomposed into a sum of
a positive semidefinite part Z+ ≥ 0 and a negative semidefinite part Z−. The positive
(negative) semidefinite part can be obtained from the eigendecomposition Z = UDU † by
only considering the positive (negative) eigenvalues D+/− in the decomposition, i.e.
Z+/− = UD+/−U †. (10.33)
The boundary-point semidefinite programming algorithm is essentially the application of
the alternating direction method of multipliers [Gabay and Mercier, 1976]. We follow here
the description of the algorithm given by Verstichel [Verstichel, 2012]. The main idea of
the alternating direction method of multipliers is to rewrite the minimization problem
min
x




[f(x) + g(y)] . (10.35)
At first glance, this complicates the problem by introducing additional constraints but it
opens the door for the application of constrained optimization methods. For the situation
at hand, we use this approach to treat Z as an additional variable and add the constraint






Now we can apply the augmented Lagrangian method [Hestenes, 1969; Powell, 1969] to
the constraint Z = Z(ρ(2)) which results in the augmented Lagrangian







∥∥∥Z − Z(ρ(2))∥∥∥2 (10.37)
with the matrix of Lagrange multipliers X and the penalty parameter µ. The positive
semidefiniteness constraint is carried over to the subproblem of the augmented Lagrangian.
By introducing the matrix
V (ρ(2)) = Z(ρ(2))−X/µ (10.38)
we can rewrite the augmented Lagrangian as
L(ρ(2), Z,X, µ) = E(ρ(2)) + µ2
∥∥∥Z − V (ρ(2))∥∥∥2 − 12µ
∥∥∥X∥∥∥2 . (10.39)





∥∥∥Z − V (ρ(2))∥∥∥2) (10.40)
for fixed µ and X. The solution ρ(2),∗ of this subproblem determines the update for the
Lagrange multipliers X by






10.7. Boundary-point semidefinite programming algorithm for the density-matrix functional
These two steps have to be iterated until the constraint violation
∥∥∥Z − Z(ρ(2))∥∥∥ and the
derivative of the augmented Lagrangian L(ρ(2), Z,X, µ) with respect to the two-particle
reduced density matrix is sufficiently small.





∥∥∥Z − V (ρ(2))∥∥∥2) . (10.42)
The solution of the subproblem in Eq. (10.42) can be obtained by alternating minimiza-





∥∥∥Z − V (ρ(2))∥∥∥2) , (10.43)
which can be solved efficiently with a conjugate gradient approach for the solution of the
minimum condition. When the two-particle reduced density matrix ρ(2) is fixed, we have





∥∥∥Z − V (ρ(2))∥∥∥2 . (10.44)
This minimization problem can be solved with the decomposition of the V (ρ(2)) into its
positive definite V (ρ(2))+ and negative semidefinite contribution V (ρ(2))−,
V (ρ(2)) = V (ρ(2))+ + V (ρ(2))−. (10.45)
Equation (10.44) is minimized by Z∗ = V (ρ(2))+ because Z∗ − V (ρ(2)) = V (ρ(2))− con-
tains no positive definite contribution. The alternating minimization over Z and ρ(2) is
performed until the minimum conditions of Eq. (10.43) are fulfilled up a finite accuracy
after the solution of Eq. (10.44). This concludes the solution of the subproblem given
by Eq. (10.42). In the next step the Lagrange multiplier X is updated according to
Eq. (10.41), which is identical to
X → X + µV (ρ(2))−. (10.46)
For a one-particle basis with M basis states, the matrices ρ(2), Q and G of the two-
index conditions D, Q and G have dimension ∈ O(M2). The matrices T1 and T2 of
the three-index condition have dimension ∈ O(M3). The computational effort for the
diagonalization of a matrix of dimension d scales as O(d3). Thus, the resulting scheme
scales as M6 if only the two-index conditions are considered or M9 if also the three-index
conditions are considered. The computational effort for the setup of the matrices or the
solution of the subproblem in Eq. (10.43) with a conjugate gradient approach is negligible
compared to the matrix diagonalization.
10.7. Boundary-point semidefinite programming
algorithm for the density-matrix functional
10.7.1. Explicit restriction of the two-particle reduced density matrix
We propose two different ways to include the constraints of the one-particle reduced
density matrix in two-particle reduced density-matrix functional theory: on the one hand
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by explicitly restricting the possible two-particle reduced density matrices or, on the other
hand, by enforcing the constraints with a method from constrained optimization like
the augmented Lagrangian. The restriction of the possible two-particle reduced density











of the two-particle reduced density matrix to the one-particle reduced density matrix. The
explicit inclusion of this reduction property into the numerical scheme can be accomplished
by decomposing the two-particle reduced density matrix into one matrix ã with a non-zero
trace and a complete set of traceless matrices ai. The matrix ã is chosen such that the
trace is
Trã = N · (N − 1). (10.48)
This matrix fixes the total particle number to N . All matrices ai, as well as the matrix
ã, have the same symmetries as the two-particle reduced density matrix,
ai,α,β,γ,δ = −ai,α,β,δ,γ = −ai,β,α,γ,δ = ai,β,α,δ,γ
= a∗i,γ,δ,α,β = −a∗i,δ,γ,α,β = −a∗i,γ,δ,β,α = a∗i,δ,γ,β,α ∀i = 0, 1, 2... (10.49)
There are M4/8−M3/4 + 3/8M2 −M/4 real traceless matrices ai and M4/8−M3/4−
M2/8 + M/4 imaginary traceless matrices ai that are compatible with the symmetry of
the two-particle reduced density matrix required by Eq. (10.49). These matrices ai can
then be orthogonalized to from a new set of orthogonal matrices bi that fulfills
Trbibj = δi,j. (10.50)
The set of matrices bi contains M4/4−M3/2 +M2/4 matrices. Together with the matrix





where xi are real coefficients. The constraint of the one-particle reduced density matrix
can be explicitly enforced for a two-particle reduced density matrix by first constructing












The matrices Cρ(1),α,β of the constraints are then orthogonalized among each other to yield
the matrices C̃ρ(1),α,β that fulfill
TrC̃ρ(1),α,βC̃ρ(1),α′,β′ = δα,α′δβ,β′ . (10.53)





10.7. Boundary-point semidefinite programming algorithm for the density-matrix functional
where ρ̃(1)α,β results from the orthogonalization of the constraint matrices. The matrices ã
and bi can then be orthogonalized to the matrices C̃ρ(1),α,β. The constraint of the total
particle number, that is represented by the matrix ã, is automatically enforced by the
constraints for the diagonal elements of the one-particle reduced density matrix. We
obtain the new set of matrices b̃i with M4/4 − M3/2 − 3/4M2 matrices. Then, any
two-particle reduced density matrix ρ(2) that reduces to the one-particle reduced density










Thus, we have rewritten the minimization problem of Eq. (10.29) in terms of the variables
x̃i. The matrix Z(ρ(2)), that has to be positive semidefinite, can be written in terms of














This scheme only allows two-particle reduced density matrices during the minimization
that reduce to the given one-particle reduced density matrix. In this way, this scheme is
different from all other schemes presented in this thesis. However, the number of O(M4)
variational parameters of the unconstrained two-particle reduced density matrix is only
reduced by O(M2) with the explicit inclusion of the one-particle reduced density matrix.
We have implemented the scheme outlined in this section for small systems. Even though
the scheme is attractive due to the exact enforcing of the constraints of the one-particle
reduced density matrix, the numerical effort for the orthogonalizations turned out to be
large. WithO(M4) matrices bi of dimensionM2 andO(M2) matrices C̃ρ(1),α,β of dimension
M2, we obtain a computational complexity of the orthogonalization of at least O(M10).
This contains O(M4) for the trace of a product of two M2 ×M2 matrices and a factor
of O (M4+2) for all pairs of bi’s and C̃ρ(1),α,β’s. Regardless of this unfavorable scaling,
this scheme might be useful as a benchmark for schemes that only allow an approximate
enforcing of the constraints.
10.7.2. Enforcing of constraints with the augmented Lagrangian
The boundary-point semidefinite programming algorithm introduced in section 10.7 can
be easily modified to enforce additional equality constraints ci(ρ(2)) = 0 on the two-





with the augmented Lagrangian [Hestenes, 1969; Powell, 1969]













In this way, we have an augmented Lagrangian, Eq. (10.36), nested inside another aug-
mented Lagrangian, Eq. (10.57). The derivatives of the density-matrix functional with
respect to the one-particle reduced density matrix can be obtained from the Lagrange
multipliers λi in Eq. (10.57). The main advantage of this scheme is that existing codes for
two-particle reduced density-matrix functional theory can be used. The only modification
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necessary is that in Eq. (10.43) instead of the energy E(ρ(2)) the augmented Lagrangian
of Eq. (10.57) with fixed Lagrange multipliers λi and penalty parameters µi has to be
minimized. We have adapted the implementation of the boundary-point semidefinite pro-
gramming algorithm of Brecht Verstichel and Ward Poelmans [Verstichel, 2012; Verstichel
et al., 2012] to include equality constraints based on the augmented Lagrangian.
10.8. Example results
As a benchmark for the method, we have investigated the L-site Hubbard chain at half
filling. We investigate the performance of the D-, Q-, G-, T1- and T2-conditions for the
estimation of the density-matrix functional with the boundary-point semidefinite pro-
gramming algorithm while enforcing the constraints of the one-particle reduced density
matrix with an augmented Lagrangian. We have adapted the publicly available implemen-
tation of the boundary-point semidefinite programming algorithm of Brecht Verstichel and
Ward Poelmans [Verstichel, 2012; Verstichel et al., 2012] to include equality constraints
based on the augmented Lagrangian. No spin symmetry or spatial symmetries have been
assumed. We have also improved their implementation by using a divide-and-conquer
based diagonalization of symmetric matrices, that is more suitable for multi-core CPUs.
In contrast to the original implementation, we perform the matrix diagonalization with
floating-point numbers in single precision and automatically decompose the ρ(2)-, Q-, G-,
T1- and T2-matrices into block-diagonal matrices. These two changes greatly reduce the
computation time for the matrix diagonalization and allow us to treat larger system sizes.
In order to be able to compare with numerically exact results, we chose to calculate the
density-matrix functional for the one-particle reduced density matrix of the numerically
exact ground state obtained from MPS-DMRG calculations with ITensor.
As a first step, we investigate the dependence of the interaction strength for a L = 10-
site Hubbard chain at half filling. Figure 10.1 shows the values of the reduced density-
matrix functional obtained with the numerical scheme outlined in section 10.7.2 when only
the D-, Q- and G-conditions for the N-representability of the two-particle reduced density
matrix are enforced. For small interaction strengths U/t 1, even only enforcing the D-
and Q-conditions yields results in good agreement with exact results. Figure 10.2 shows
results when also the three-index conditions T1 and T2 are enforced. The density-matrix
functional estimated with the DQGT 1T2-conditions gives results that are in good quan-
titative agreement with the exact results. The largest deviation occurs for intermediate
interactions strengths around U/t ≈ 5.
To evaluate the suitability of this scheme for larger models, we applied this scheme
to the 20-site Hubbard chain at half filling and U/t = 1, that was already used as an
example case in section 9.7.7. The exact density-matrix functional for the one-particle
reduced density matrix ρ(1)exact of the exact ground state of this system is
F Ŵexact[ρ
(1)
exact] = 4.2194t. (10.58)






































Figure 10.1.: Comparison of the exact density-matrix functional to values obtained from
the scheme based on the N-representability conditions of the two-particle
reduced density matrix proposed in section 10.7.2 for a 10-site half-filled
Hubbard chain at different interaction strengths U/t. The solid red line
shows results when the D- and Q-conditions are enforced and the solid blue
line when the additional G-condition is also enforced.
The result from the scheme based on the Monte Carlo-evaluation of the Gutzwiller- and
Jastrow-correlator proposed in section 9.7 was
F ŴMonte Carlo[ρ
(1)
exact] = (4.236± 0.007) · t. (10.60)
Thus, the scheme based on the N-representability conditions (DQGT1T2) underestimates
the density-matrix functional by approximately the same amount by which the scheme
based on a Monte Carlo-treatment of Gutzwiller- and Jastrow-correlator overestimates
the density-matrix functional. The dimension of the matrix T1 after removing all zero
elements is M · (M − 1) · (M − 2)/6 = 9880 and the dimension of the T2 matrix is
M2 · (M − 1)/2 = 31200. Thanks to our automatic detection of block-diagonal matrices
the largest matrix to be diagonalized in the case of the 20-site Hubbard chain for the
T1-condition only has a dimension of 3800 and for the T2-condition the largest submatrix
has a dimension of 11800.
We compare the runtime needed to diagonalize real symmetric matrices of the given di-
mensions on a modern high-performance computing (HPC) node and the general-purpose
graphics processing unit (GPGPU). The diagonalization includes the computation of all
eigenvalues and all eigenvectors. As the modern high-performance computing node, we
choose a dual-socket system with two Intel Xeon Gold 6150 with a total peak floating
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point performance in single precision of 5.75 TFlops/s and a memory bandwidth of 180
GB/s in the STREAM1 benchmark. As the GPGPU we used a Nvidia GTX 970 with a
peak floating point performance in single precision of 3.9 TFlops/s and a memory band-
width of 224 GB/s2. To compute the matrix diagonalization on the two different devices,
we use the divide-and-conquer-implementation of the LAPACK routine ssyevd from the
Intel Math-kernel-Library3 on the HPC-node and from Magma4 on the GPGPU. The
runtime comparison of the two devices is shown in table 10.1 for the matrix sizes of inter-
est. The results show that a low-cost GPGPU is very competitive especially in terms of
initial cost and power usage compared to a HPC-computing node for this type of work-
load. More powerful GPGPUs like the Nvidia GTX 1080 ti (11.3 TFlops/s, 484 GB/s,
approx. 700 Euro, 250 Watt) are available and would lead to a much wider gap between
the performance of the HPC-node and GPGPUs.
HPC-node GPGPU
cost approx. 9000 Euro approx. 300 Euro
power usage-idle power usage 370 W 190 W
implementation Intel MKL Magma
dimension 3800 0.9 s 0.94 s
dimension 11800 12.4 s 10.2 s
dimension 20000 38.6 s 36.7 s
dimension 24000 63.2 s 50.4 s
Table 10.1.: Comparison of the runtime needed for the diagonalization of a real symmetric
matrix with a modern HPC-node (dual-socket Intel Xeon Gold 6150) and a
GPGPU (Nvidia GTX 970).
In conclusion, we have proposed a new non-perturbative scheme to estimate the density-
matrix functional without using many-particle wave functions. The scheme can be sys-
tematically improved by enforcing more N-representability conditions of the two-particle
reduced density matrix. We have outlined, implemented and tested two numerical schemes
to enforce the constraints of the one-particle reduced density matrix and found that a
scheme using the augmented Lagrangian works much more efficiently than explicitly en-
forcing these constraints by restricting the space of possible two-particle reduced density
matrices. The requirement of a one-particle reduced density matrix with an integer total
particle number can be circumvented by adding an additional site to the system with a
fractional particle number so that the total particle number is an integer number. The
extension to of this approach to finite temperatures has not been accomplished yet.
The main drawback of this method is the scaling of the computational complexity, M6
for two-index conditions (DQG) and M9 for three-index conditions (T1T2). This scaling
stems from the required splitting up of the matrices of the N-representability constraints
into positive and negative semidefinite contributions. Currently, a full matrix diagonal-
ization is used for this purpose, and it scales as O(d3), where d is the dimension of the
matrix. If the full matrix diagonalization could be replaced by a method with a lower
1https://www.cs.virginia.edu/stream/
2The host system was running an Intel Core i7-5820k (approx. cost 800 Euro).




computational scaling maybe inspired by ideas from linear-scaling density functional the-
ory, variational two-particle reduced density-matrix functional theory and the evaluation
of the density-matrix functional based on it would become very competitive methods. In
the context of the density-matrix functional, the main advantages of this method are that
it is non-perturbative, systematically improvable, a guaranteed lower bound, and defined
for any ensemble-representable one-particle reduced density matrix5.
5For example, the density-matrix functional based on a CI-expansion of the many-particle wave function
is not guaranteed to be defined, because it is possible that there is no many-particle wave function in
the given CI-space that corresponds to the required one-particle reduced density matrix.
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Figure 10.2.: Comparison of the exact density-matrix functional to values obtained from
the scheme based on the N-representability conditions of the two-particle
reduced density matrix proposed in section 10.7.2 for a 10-site half-filled
Hubbard chain at different interaction strengths U/t. The solid red line
shows results when the D-, Q-, G- and T1-conditions are enforced and the
solid blue line when the additional T2-condition is also enforced. The lower
graph shows the numerical difference between the exact results and the ap-
proximate results.
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scheme to real systems
11.1. General implementation details
We have implemented the real-space-decomposition based DF+RDMF approach outlined

















We describe in this section the required additional approximations to solve this mini-
mization problem in practice. We use the parametrization of LDA from Perdew and
Wang [Perdew and Wang, 1992a], which contains a parametrization of the QMC-results
of Ceperley and Alder [Ceperley and Alder, 1980]. We also include DFT-results obtained
with the PBE functional [Perdew et al., 1996a] for comparison. The contribution Uxc
from the interaction to the exchange-correlation functional Exc is obtained by removing
the contribution Txc of the kinetic energy from the exchange-correlation functional, i.e.,
Uxc = Exc − Txc. (11.2)
Uxc is given in Eq. (6.72). Results presented in this chapter are for the symmetric variant
of the space decomposition function
λsym(~r, ~r ′) =
∑
R




f(|~r − ~R|)f(|~r ′ − ~R |), (11.4)








e2Ψ̂†(~x)Ψ̂†(~x ′)Ψ̂(~x ′)Ψ̂(~x)λsym,R(~r, ~r ′)
4πε0|~r − ~r ′|
. (11.5)
The one-particle states |χα〉, Eq. (7.35), that were introduced in section 7.3.1 for the repre-
sentation of the natural orbitals, are non-orthonormal. Please note, that the one-particle
states include valence-like states as well as core-like states. Consequently, the local one-
particle reduced density matrix ρ̃(1),χj,j′ defined in Eq. (7.72) is expressed in non-orthogonal
one-particle states |χj〉 = |χαj , ~Tj〉 with the overlap matrix S̃j,j′ given by Eq. (7.73). We
orthonormalize the states and obtain the orthonormal one-particle states |χj〉 as well as
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the transformed one-particle reduced density matrix ρ(1),χj,j′ . We perform the orthonormal-
ization with Löwdin’s symmetric orthonormalization [Löwdin, 1948] that guarantees that
the orthonormalized states are as similar to the original states as possible.
The density-matrix functional F ŴR [ρ(1)] can only be evaluated approximately because
ρ(1) denotes one-particle reduced density matrix in the complete one-particle basis. In-
stead, we approximate the density-matrix functional by the density-matrix functional of
the local one-particle reduced density matrix ρ̃(1),χj,j′ defined in Eq. (7.72) as
F ŴR [ρ(1)] ≈ F ŴR [ρ(1),χ]. (11.6)
The last step is to transform the matrix elements UR,α,β,γ,δ of the interaction ŴR discussed
in section 6.4.5 from the non-orthonormal states |χj〉 to the orthonormal states |χj〉. Op-
tionally, we neglect small elements of the UR,α,β,γ,δ, that result from the orthonormaliza-
tion, to make the adaptive cluster approximation applicable. With these ingredients, i.e.,
the matrix elements of the local interaction UR,α,β,γ,δ and the one-particle reduced den-
sity matrix ρ(1),χj,j′ , we can evaluate the density-matrix functional with one of the methods
proposed in the previous chapters. We employ the complete-active-space wave function
defined in Eq. (9.17) We evaluate the density-matrix functional with the configuration-
interaction-like ansatz proposed in section 9.4. If numerically viable, like in case of the
hydrogen molecule, we include all Slater determinants in the ansatz. Otherwise, we apply
the adaptive cluster approximation. Details for NiO will be discussed in section 11.3.4.
The local double-counting contribution F ŴRDF from the density-functional defined in
Eq. (6.53) is evaluated in the local density approximation as given in Eq. (6.81) and
Eq. (6.82). It is evaluated for the electron density of the local one-particle reduced den-
sity matrix ρ(1),χ. The difference of the results of a full six-dimensional adaptive inte-
gration of Eq. (6.78) and the full six-dimensional adaptive integration of Eq. (6.80) are
negligible for the cases investigated in this thesis. The three-dimensional integration in
Eq. (6.81) is performed with the help of a Lebedev-Laikov grid [Lebedev and Laikov,
1999] of order 35 for the angular dependency and Chebyshev-Gauss grids [Treutler and
Ahlrichs, 1995; Becke, 1988] for the radial dependency. The center of the grid is the
position ~R. We have generated the grids with the software package pyscf [Sun et al.] 1.
The two-dimensional integration in Eq. (6.82) can be written as a one-dimensional inte-
gration if we perform the angular integration analytically. The resulting one-dimensional
integration is solved with an adaptive integration [Berntsen et al., 1991] from the software
package cubature2. The proposed combination of a three-dimensional fixed grid with a
one-dimensional adaptive integration allows the efficient numerical evaluation of the local
double-counting term, and the evaluation can easily be optimized further by constructing
an approximate parametrization of ε̃xc(r̃, n, η) defined in Eq. (6.82).
In practice the minimization is not performed over all elements of the one-particle
reduced density matrix ρ(1) but over natural orbitals |ψn〉 and occupations fn so that
only natural orbitals with non-zero occupations have to be considered explicitly. The
natural orbitals are represented in the PAW-representation, i.e., |ψn〉 = T |ψ̃n〉. The
minimization is performed over the parameters of the pseudo partial waves |ψ̃n〉 defined
in Eq. (7.20). The minimization over the pseudo partial waves is solved with the Car-
Parrinello-like minimization scheme outlined in section 4.6. The resulting form of the
1pyscf 1.5.3 https://github.com/sunqm/pyscf
2cubature 1.0.3 written by Steven G. Johnson https://github.com/stevengj/cubature
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F ŴR [ρ(1),χ]− F ŴRDF [n[ρ(1),χ]
). (11.7)
The first term EDFT,uxc [{fn}, {|ψ̃n〉}] denotes the DFT-total energy given in Eq. (7.26)
with εxc replaced by uxc = εxc − txc. The local one-particle reduced density matrix ρ(1),χ
depends on the occupations fn and pseudo wave functions |ψ̃n〉.
The DFT and DF+RDMF calculations presented in the subsequent sections have been
performed with the CP-PAW code. For this purpose, the hydrogen molecule was placed in
a large cell so that atoms of periodic images of hydrogen molecules had a least a distance
of 10 Åand we have used an electrostatic decoupling of periodic images [Blöchl, 1995]. The
augmentation in the PAW method was generated with the scheme proposed by Blöchl and
is documented in detail in [Schade, 2012]. The full-configuration-interaction calculations
for the hydrogen molecule have been performed in the cc-pVQZ basis [Dunning, 1989a]
in the quantum-chemistry code Orca [Neese, 2012].
The k-point grid for NiO was chosen as a grid of 7x7x7 divisions. No spatial symmetries
have been employed in the calculations. For nickel, the 3d- and 4s-states have been treated
as the valence states in the PAW construction, Eq. (7.10). For oxygen, the 2s- and 2p-
states have been treated as valence states. We have used one projector for every valence
state. The augmentation in the PAW method was generated with the scheme proposed
by Blöchl and is documented in detail in [Schade, 2012]. We chose the low-temperature
lattice constant of 4.17 Å for all calculations of NiO presented in this thesis.
11.2. Hydrogen molecule
We have discussed the properties of the hydrogen molecule as the simplest case of the
static-correlation problem in section 4.9. Here, we explore if the proposed DF+RDMF
scheme can describe static correlation in the non-spin polarized hydrogen molecule cor-
rectly. A proper treatment of the hydrogen molecule requires the µ → 0-limit, i.e.,
the space-decomposition function λ(~r, ~r ′) = 1 discussed in section 6.4.3. This is the
RDMFT-limit given by Eq. (6.65) and identical to the RDMFT-limit of the orbital-based
DF+RDMF approach given by Eq. (6.32). However, we expect the results to differ slightly
because the local one-particle states do not form a complete basis. We chose the atomic
1s-orbitals of both atoms as the local one-particle basis. Thus, the local one-particle states
consists of the four states |χα〉 ∈ {|χ1,↑〉, |χ1,↓, |χ2,↑〉, |χ2,↓〉} = C defined by Eq. (4.73)-
Eq. (4.76). We approximate the density-matrix functional F Ŵ [ρ(1)] as the density-matrix
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functional in the four-dimensional one-particle basis, i.e.,
F Ŵ [ρ(1)] ≈ F Ŵ ′ [ρχ,(1)] (11.8)














4πε0|~r − ~r ′|
χ∗α(~x)χ∗β(~x ′)χγ(~x)χδ(~x ′). (11.10)
The resulting dissociation curve of the non-spin-polarized hydrogen molecule within the
real-space-decomposition based DF+RDMF approach is shown in Figure 11.1 in compar-
ison to results from DFT with a semi-local density-functional and exact results from full
configuration interaction in the cc-pVQZ basis [Dunning, 1989a]. The correct dissociation
limit is reproduced in the real-space-decomposition based DF+RDMF approach as well as
in the orbital-based DF+RDMF scheme. However, the total energy close to the equilib-
rium distance is overestimated even more than in the orbital-based DF+RDMF scheme.
The main reason is a different treatment of the double counting term F ŴDF [ρ(1)]: in our
implementation of the orbital-based scheme it is evaluated for the electron density of the
natural orbitals whereas in our implementation of the real-space scheme it is evaluated for
the electron density of the local one-particle reduced density matrix. Figure 11.2 compares
the particle number of the local one-particle states to the total particle number N = 2. In
the vicinity of the equilibrium distance the local one-particle states consisting of atomic
1s-states of the hydrogen atom fails to describe the natural orbitals and thus leads to a
deficiency of the total particle number. Figure 11.3 shows the norm On,n = 〈µn|µn〉 of
the projected natural orbitals |µn〉 for all natural orbitals used in the calculation. A norm
below one, i.e., On,n < 1, indicates that the chosen one-particle states are not suitable to
describe the natural orbitals. Thus, all natural orbitals except two cannot be described
by the 1s-states at all. The two natural orbitals that can be described show a deficiency
around the equilibrium distance. The deficiency of the local one-particle states can be
cured by either adding some suitable one-particle states to the set of local one-particle
states or by choosing a minimal basis that depends on the distance of the atoms. Fi-
nally, figure 11.4 shows the occupations of the ground state of the hydrogen molecule in
the real-space-decomposition DF+RDMF approach compared to exact full-configuration
interaction results. The dependence of the occupations on the distance of the hydrogen
atoms is nicely reproduced by the occupations fi and by the occupation of the local one-
particle reduced density matrix. The results of the chemical potential in the dissociation
limit from the real-space-decomposition DF+RDMF approach are visually identical to
the results shown for the orbital-based approach in Figure 6.1 and, thus, not shown here.
In conclusion, for the hydrogen molecule, the orbital-based DF+RDMF approach and the
real-space-decomposition based approach give very similar results. The underlying reason
is that the RDMFT-limit is identical in both approaches. Numerical differences result





















Figure 11.1.: Dissociation curve of the non-spin-polarized hydrogen molecule. The figures
compare results from density-functional theory with the approximate PBE
functional [Perdew et al., 1996a], full-configuration interaction results (FCI,
cc-pVQZ basis [Dunning, 1989a] computed with Orca [Neese, 2012]), from
the orbital-based DF+RDMF approach described in section 6.3 and results
from the real-space-decomposition based approach.
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Figure 11.2.: Total particle number in the local one-particle basis within the real-space-










Figure 11.3.: Norm On,n = 〈µn|µn〉 of the projected natural orbitals |µn〉 for the ground
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Figure 11.4.: Occupations of the non-spin-polarized ground state of the non-spin-
polarized hydrogen molecule. The occupations fi of the real-space-based
DF+RDMF approach are compared to the occupations of the local one-
particle reduced density matrix and full-configuration interaction results
(FCI, cc-pVQZ basis [Dunning, 1989a] computed with Orca [Neese, 2012]).
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11.3. NiO
11.3.1. Properties of NiO
The results for the dissociation of the non-spin-polarized hydrogen molecule presented
in the previous section have shown that the proposed DF+RDMF schemes can describe
static correlation. As an example of a solid with strong local electronic correlations, we
study nickel oxide in this section. NiO has been studied intensely with theoretical and
experimental methods. For a review, we refer the reader to [Kuo et al., 2017]. The crystal
structure of NiO is the rocksalt structure (Fm3m) shown in figure 11.5 [Roth, 1958a,b].
Below its Néel-temperature of 523 K [Roth, 1958a] it is an antiferromagnetic insulator
with antiferromagnetic (111)-planes. The lattice constant is 4.17 Å and NiO has a small
trigonal distortion [Bartel and Morosin, 1971] at low temperatures. Upon increase of the
temperature the, distortion is reduced and the lattice constant increases. The distortion
vanishes at the Néel-temperature and the lattice constant is 4.19 Å at this temperature.
At 700 K, the lattice constant reaches about 4.20 Å [Bartel and Morosin, 1971]. The
nickel ion in NiO is in a 3d8 configuration. A nickel atom is surrounded by six oxygen
atoms in an octahedral arrangement. The t2g states are lower in energy than the eg states
(dz2 and dx2−y2 orbitals). The crystal-field splitting 10Dq has been estimated to about
0.5 eV [Haverkort et al., 2012].
Already De Boer and Verwey [de Boer and Verwey, 1937] have pointed out that the
insulating nature of NiO cannot be understood in a simple band theory, because it is
insulating even though it has a partially filled valence band, which is the 3d-band of nickel.
The reason for the insulating behavior is the strong Coulomb interaction between the 3d-
states, that are partially filled and localized [Mott, 1949; Hubbard, 1963; Sawatzky and
Allen, 1984; Brandow, 1977]. The band gap in antiferromagnetic NiO has been measured
to about 4 eV by a combination of x-ray-photoemission and bremsstrahlungisochromat-
spectroscopy [Sawatzky and Allen, 1984; Hüfner et al., 1984]. DFT calculations with a
local or semi-local density-functional predict a metal in non-spin-polarized calculations
and an antiferromagnetic ground state with a tiny gap of 0.1-0.4 eV in spin-polarized
calculations [Oguchi et al., 1983]. This failure of local and semi-local density-functionals
explains the interest in the treatment of NiO with more advanced methods.
The Hubbard U and the charge-transfer-gap ∆ discussed in section 2.10.2 are compara-
ble in size for NiO [Kuo et al., 2017]. Therefore, it is not obvious if NiO should be defined
as a Mott insulator or a charge-transfer insulator and the widely accepted classification as
a charge-transfer insulator [Hüfner and Riesterer, 1986; Kuo et al., 2017] has been chal-
lenged by some theoretical [Hugel and Kamal, 1997] and experimental studies [Schuler
et al., 2005]. The first ionization state for a Mott insulator is a dn−1 state of the atomic
multiplet. In contrast, for a charge-transfer insulator, the first ionization state is a dnL−1
state, where L−1 denotes a hole on the oxygen 2p ligand. Figure 11.6 shows the valence-
band photoemission spectra of NiO obtained by Tjernberg et al. [Tjernberg et al., 1996].
The figure, on the one hand, shows the photoemission spectrum for the antiferromagnetic
state at 500 K and, on the other hand, the spectrum for the paramagnetic state at 615 K.
Both spectra are fairly similar. Only the peak-widths and heights of peaks show small dif-
ferences between the antiferromagnetic and the paramagnetic state. Thus, the long-range
antiferromagnetic order has no significant influence on the electronic structure. The resis-
tivity measurements in Figure 11.7 obtained by Yamaka et al. [Yamaka and Sawamoto,
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Figure 11.5.: Schematic representation of the crystal structure of NiO (left) and the
arrangement of the antiferromagnetic planes (right). The arrows indicate
the low-temperature antiferromagnetic structure.
1958] show no insulator-to-metal transition in the vicinity of the Néel-temperature. We
conclude that the insulating behavior does not depend on the antiferromagnetic order and
that NiO is an insulating paramagnet above the Néel-temperature.
In order to be able to obtain a paramagnetic state of a material that is an antifer-
romagnet at low temperatures, a finite-temperature theory is required. Even though it
is in principle straightforward to extend the proposed DF+RDMF approaches to finite
temperatures, the evaluation of the density-matrix functional at finite temperatures with
a wave-function based approach is challenging. The challenge originates from the need to
use a sufficiently large ensemble of many-particle wave functions instead of a single many-
particle wave function. The number of required many-particle wave functions depends on
the temperature so that low temperatures only require a small number of wave functions.
For the evaluation of the density-matrix functional at finite temperatures other meth-
ods like [Blöchl et al., 2013] are more promising than the wave fucntion based approach.
As a workaround we consider the nonmagnetic state of NiO at zero temperature as an
approximation of the high-temperature paramagnetic phase. Thus, the primary goal of
this chapter is to study the predictions of the real-space-decomposition based DF+RDMF
approach for the nonmagnetic phase of NiO.
11.3.2. DFT ground state
We have calculated the nonmagnetic and the antiferromagnetic ground state of NiO in
LDA/LSDA-DFT and GGA-DFT with the CP-PAW code. Figure 11.8 shows the pro-
jected density of states of the non-spin-polarized ground state of NiO with the LDA-
functional [Perdew and Wang, 1992a] and the PBE-functional [Perdew et al., 1996a].
Both functionals predict a metal in the nonmagnetic ground state and there are no qual-
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Figure 11.6.: Valence-band photoemission spectra of NiO in the antiferromagnetic state
at 500 K and in the paramagnetic state at 615 K from [Tjernberg et al.,
1996]. The measurements have been performed for photon energies of 65
eV. The spectra have been shifted horizontally to improve visibility. The
dots represent measurement results, and the lines include a broadening with
Gaussians (solid line: 0.55 eV FWHM, dashed line: 0.35 eV FWHM). Graph
from [Tjernberg et al., 1996].
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Figure 11.7.: Resistivity of NiO single crystals (upper line) and with Li ions added as
impurities (lower line) from [Yamaka and Sawamoto, 1958]. Graph from [Ya-
maka and Sawamoto, 1958].
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itative differences of the projected density of states of the two functionals. The states
at the Fermi level are mostly of Ni-eg character (dz2 and dx2−y2 orbitals). The t2g states
(dxy, dyz and dxz orbitals) of nickel lie just below the Fermi level. Thus, we only consider
the LDA-functional for the remaining calculations because the GGA exchange-correlation
functional does not improve the description of static correlation. The removal of the
kinetic correlation Tc of the exchange-correlation functional does not influence the pro-
jected densities of states shown in Figure 11.9 in a qualitative way but only shifts the states
slightly. The generalization of the LDA-functional to systems with non-zero magnetiza-
tion, i.e., the local spin-density functional theory (LSDA) predicts an antiferromagnetic
ground state of NiO with a band gap of about 0.5 eV. We have performed the antifer-
romagnetic calculation in a unit cell with two nickel atoms, i.e., Ni 1 and Ni 2, and two
oxygen atoms. The projected densities of states of the antiferromagnetic LDA-ground
state are shown in Figure 11.10. The states just below the band gap have predomi-
nately Ni-t2g-character and the states just above the band gap have predominately Ni-eg
character. However, the states just above and just below the band gap also have some
oxygen-p character which indicates a small hybridization between the states of the oxygen
ligands and the localized 3d-states of nickel. The bottom plot in Figure 11.10 shows the
spin-resolved projected densities of states of the t2g- and eg-states of the individual nickel
atoms. The two t2g- and eg-states of the two nickel atoms have opposite spin-directions.
11.3.3. Local one-particle states and decomposition function f(r)
The new one-particle basis |χα〉 in Eq. (7.35) for the definition of the local one-particle
reduced density matrix ρ(1),χ is constructed by first performing a DFT-calculation of
isolated atoms for oxygen and nickel. We expanded the radial dependencies of the resulting
Kohn-Sham wave functions in terms of Gaussians with exponents from the cc-pwCV5Z
basis set [Dunning, 1989b; Peterson and Dunning, 2002; Balabanov and Peterson, 2005].
Details of this approach are described in section 7.3.1. Thus, the new one-particle basis
consists of 15 one-particle states located at every nickel atom and five one-particle states
at every oxygen atom. These counts include core-like one-particle states. This is the basis
used for the GTO-approximation of the natural orbitals |ψn〉, that are represented with
augmented plane waves in the PAW-formalism.
The choice of the space-decomposition function λR(~r, ~r ′) depends on the physical situa-
tion at hand. To describe the local atomic physics of the transition-metal ions of NiO with
the density-matrix functional, we choose the symmetric variant of the space-decomposition
function in Eq. (6.54)
λsym, ~R (~r, ~r
′) = f(|~r − ~R |)f(|~r ′ − ~R |) (11.11)
and select the positions of the nickel atoms as the centers ~R . We choose the function f(r)
as a sum of five Gaussians
f(r) = e−3.025r2 + 4.2 · (e−0.6r2 − e−1.11r2) + 85 · (e−3.625r2 − e−3.6365r2), (11.12)




Figure 11.8.: Projected density of states of the nonmagnetic ground state of NiO in
DFT with the LDA-functional (top figure) and the PBE functional (bottom
figure). Details of the calculation as discussed in section 11.1. The projected
densities of states are stacked in front of the total density of states (black).
The Fermi level is indicated by a vertical line and unoccupied states are
indicated by pale colors.
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Figure 11.9.: Projected density of states of the antiferromagnetic ground state of NiO
in DFT with the LDA-functional where the kinetic contribution to the
exchange-correlation functional was removed. Details of the calculation as
discussed in section 11.1. The projected densities of states are stacked in
front of the total density of states (black). The Fermi level is indicated by
a vertical line and unoccupied states are indicated by pale colors.
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Figure 11.10.: Projected density of states (top figure) and spin-projected densities of
states of the nickel 3d-states (bottom figure) of the antiferromagnetic
ground state of NiO and in DFT with the LSDA-functional. Details of the
calculation as discussed in section 11.1. The projected densities of states
are stacked in front of the total density of states (black). Unoccupied states
are indicated by pale colors.
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Figure 11.11.: The function f(r) given by Eq. (11.12). The nickel atoms is located at
the origin. The vertical arrow at r = 3.94a0 indicates the distance to the
neighboring oxygen atoms and the vertical arrow at r = 5.57a0 denotes the
distance to the neighboring nickel atoms.
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For the choice of the space-decomposition function defined by Eq. 11.11 and Eq. (11.12)
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(11.13)
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Figure 11.12 and Figure 11.13 compare the matrix elements of the interaction ŴR in
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4πε0|~r − ~r ′|
(11.16)
of the non-symmetrically localized interaction with λnon−sym, ~R (~r, ~r ′) to the unmodified
interaction. The case where all orbitals involved in the interaction matrix elements are
centered on the nickel atom is shown in the top row of figure 11.12. These interaction
matrix elements are practically identical to the corresponding unmodified matrix elements
Uα,β,γ,δ. If all orbitals are on one neighboring oxygen atom, then the matrix elements
UR,sym/non−sym,α,β,γ,δ of the local interaction are negligibly small as shown in the bottom
row of Figure 11.12. Thus, the proposed interaction decomposition serves its purpose of
generating a local interaction. Figure 11.13 shows the corresponding results for exactly
one, exactly two or exactly three orbitals on the nickel atom and the remaining orbitals
on a neighboring oxygen atom. When we compare these results between the symmetric
decomposition function λR,sym and the non-symmetric decomposition function λR,non−sym,
we observe that the symmetric variant yields a stronger localization of the interaction
as expected. For exactly one or exactly two orbitals on the nickel atom, the interaction
matrix elements of the local interaction are small. However, in the case where there are
three orbitals on the nickel atom an one on the neighboring oxygen atom, we observe a
weaker localization with interaction matrix elements of up to 0.04 H. The four orbitals
involved in these matrix elements are mainly the s-orbitals of core states of nickel. For
example, the largest interaction matrix element in this class is from two 2s- and one 3s-
orbital on nickel and one p-orbital of oxygen. We use f(r) as defined in Eq. (11.12) for
calculations of NiO and neglect the non-local interaction matrix elements of the resulting
local interaction ŴR later. Please note, that this neglect is not a limitation of the proposed
approach but merely for numerical convenience. For an exact implementation of the real-
space-decomposition DF+RDMF approach, all finite interaction matrix elements of the
local interaction
wR(~r , ~r ′) =
λR(~r , ~r ′)
4πε0|~r − ~r ′|
(11.17)
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in the new one-particle basis |χα〉 should be considered.
The choice and number of the one-particle states for the local one-particle reduced
density matrix ρ(1),χ depends on the choice of the decomposition function λR(~r , ~r ′). The
counts of one-particle states include the factor of two for the spin. The set of local one-
particle states at least has to consist of the one-particle states that have finite matrix
elements for the local interaction wR(~r , ~r ′). Due to the neglect of non-local matrix ele-
ments we consider the one-particle states located at the nickel atom as the minimal choice
here. This minimal choice consists of 18 core-like states (Ni 1s, 2s, 2p, 3s, 3d) and 12
valence-like states (Ni 3d and 4s). We call the minimal choice the NN = 0-choice be-
cause no neighbor of a nickel atom is considered. The next larger choice would be the
one-particle states located at the nickel atom and the neighboring six oxygen atoms. This
larger choice results in 30 one-particle states for nickel plus a total of 60 one-particle states
for the surrounding oxygen atoms. We call this choice the NN = 1-choice because the first
shell of neighbors of a nickel atom is considered. There are 30 core-like one-particle states
and 60 valence-like one-particle states in the NN = 1-choice. Adding the next-neighbor
shell of nickel atoms, i.e., NN = 2, there are 246 core-like one-particle states and 204
valence-like one-particle states. The three choices NN = 0, NN = 1 and NN = 2 are
schematically shown in figure 11.14. In both DF+RDMF approaches, the orbital-based
and the real-space-decomposition based, the size of the local one-particle reduced density
matrix ρ(1),χ for the calculation of the density-matrix functional and the double counting
term have to be increased until convergence. An examination of the convergence of the
term
FR = F ŴR [ρ(1),χ] + F ŴRDF [n(ρ(1),χ)] (11.18)
with a numerically exact evaluation of the density-matrix functional F ŴR [ρ(1),χ] is not pos-
sible for local one-particle reduced density matrices ρ(1),χ that result from choicesNN ≥ 1.
To make sure that the numerical solution of constrained search of the density-matrix func-
tional does not influence the convergence, we evaluate the two terms in Eq. (11.18) and
choose the Müller functional as the density-matrix functional. We evaluate FR for the
nonmagnetic LDA-ground state of NiO. The resulting values are shown in Figure 11.15.
As expected, there is a large difference between NN = 0 and NN = 1 but only little
change beyond NN = 1. Thus, we consider NN = 1 to be converged.
11.3.4. Evaluation of the density-matrix functional
The evaluation of the density-matrix functional F ŴR [ρ(1),χ] in the local orthonormal one-










β ĉδ ĉγ (11.19)
is the most numerically demanding step of the DF+RDMF approach if a constrained
minimization over many-particle wave functions is used. We evaluate with only a single
many-particle wave function, i.e., we calculate Levy’s density-matrix functional defined
in Eq. (5.25) as





















































































































Figure 11.12.: Comparison between the matrix elements UR,sym,α,β,γ,δ (Eq. (11.13)) and
UR,non−sym,α,β,γ,δ (Eq. (11.16)) of the local interaction to the matrix elements
Uα,β,γ,δ of the unmodified interaction (Eq. (11.15)). The decomposition
function is centered at the nickel atom, the left column shows results for the
decomposition function λsym in Eq. 11.11 and the right column results for
λnon−sym in Eq. 6.55. The function f(r) is defined by Eq. 11.12 in both cases.
The graphs in the top row show the interactions matrix elements in the case
where all orbitals are centered on the nickel atom. The middle row shows a
zoom of the data of the first row. The graphs in the bottom row show the
case where all four orbitals are on the neighboring oxygen atom. The one-
particle basis is the minimal basis of nickel and oxygen (see section 11.3.3).
The solid diagonal line denotes Uα,β,γ,δ = UR,sym/non−sym,α,β,γ,δ.
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Figure 11.13.: Comparison between the matrix elements UR,sym,α,β,γ,δ (Eq. (11.13)) and
UR,non−sym,α,β,γ,δ (Eq. (11.16)) of the local interaction to the matrix elements
Uα,β,γ,δ of the unmodified interaction (Eq. (11.15)). Same representation as
in figure 11.12 except that the graphs in the top row shows the case where
exactly one of the four orbitals is on the nickel atom and the remaining
orbitals are on the neighboring oxygen atom, the middle row the case of
two orbitals on nickel and two on oxygen and finally the bottom row shows
the case of exactly three orbitals on nickel and one on an oxygen atom.
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Figure 11.14.: Different choices of the atoms for which the one-particle basis states are
considered for the local one-particle reduced density matrix ρ(1),χ. The
nickel atom with the label R denotes the center of the local interaction wR.
NN = 0 means no next neighbor, NN = 1 denotes one shell of neighbors
















Figure 11.15.: Convergence of ∆FR(NN) = FR(NN)−FR(NN = 0) defined in Eq. (11.18)
with the number of neighbor-shells NN for the nonmagnetic LDA-ground
state of NiO.
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The frozen-core approximation that we employ within the PAW-formalism leads to a
distinction of fully occupied core-like and valence-like states with fractional occupations.
With this distinction, we can use the complete-active-space wave function in Eq. (9.17),
which reads in this case
|Ψ〉 = | 1...1︸ ︷︷ ︸
core−like states
〉 ⊗ |Ψ̃〉. (11.21)
We found no one-particle states with vanishing occupations during our calculations for
NiO and, hence, there are no virtual states in the complete-active-space wave function.
The density-matrix functional can then be written as





F ŴRLevy[ρ(1)v ] = min
|Ψ̃〉→ρ(1)v
〈Ψ̃|ŴR,v|Ψ̃〉, (11.23)
where F ŴRcore−valence[ρ(1)] denotes the core-valence exchange, ρ(1)v is the one-particle reduced
density matrix of the valence-like states and ŴR,v is the interaction Hamiltonian of the
valence-like states. ŴR,v only contains the interactions between the 4s- and 3d-states of
nickel.
For NiO with only the nickel states as the local one-particle states, i.e., NN = 0,
we have to evaluate the density-matrix functional F ŴRLevy[ρ(1)v ] in a 12-dimensional one-
particle basis. This can be done numerically exact in a few seconds, and no additional
approximations are required. One evaluation of the density-matrix functional takes about
30 seconds with a single CPU core of a current desktop computer. This evaluation also
gives the derivatives of the density matrix functional with respect the one-particle reduced
density matrix.
For NiO with the nickel states and the first shell of neighboring oxygen atoms, i.e.,
NN = 1, we have to evaluate the density-matrix functional F ŴRLevy[ρ(1)v ] in a 60-dimensional
one-particle basis. As this is not possible in practice, we employ the adaptive cluster
approximation to reduce the size of the one-particle basis. The adaptive cluster ap-
proximation with the M -th level effective bath (ACA(M)) results in a density-matrix
functional in a 12 · (M + 1)-dimensional one-particle basis. ACA(M=0) is equivalent
to the case of NN = 0. We apply the ACA with M = 1 and approximate the many-
particle wave function in the 224 = 16777216-dimensional space of Slater determinants
with the configuration-interaction-like ansatz with MCI Slater determinants described in
section 9.4. We do not employ a correction with an approximate parametrized func-
tional in the ACA here in order to avoid possible unphysical effects from an approximate
parametrized density-matrix functional and to be able to evaluate the local spectral func-
tion based on the minimum condition in Eq. 5.42 as discussed in section 5.6.1.
Thus, we are required to investigate the convergence with respect to the three param-
eters NN , M and MCI. We have evaluated the convergence with respect to NN for the
example of the Müller functional for NiO in section 11.3.3 because an evaluation with a
more advanced density-matrix functional is not possible due to the large dimension of the
resulting one-particle basis. We study the convergence with the effective bath level M in
the adaptive cluster approximation for NN = 1 with the Müller functional for the ground
state of NiO with NN = 1, M = 1, MCI = 16384. Figure 11.16 shows the convergence of
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the Müller functional with the effective bath level M and the discarded weight σM of the
one-particle reduced density matrix defined in Eq. (8.17). M = 4 is the full one-particle
reduced density matrix of NN = 1 with 60 valence-like one-particle states. The differ-
ence of the Müller functional between the ACA(M=1) and the ACA(M=4) is negligible
and, hence, we consider M = 1 as converged. Figure 11.17 shows the convergence of the
density-matrix functional for many-particle wave functions with different numbers MCI of
Slater determinants. The rate convergence of the deviation FCI(MCI)−FCI(MCI = 65536)
with MCI is quite rapid and in O(M−4.9CI ) in this case. Thus, we assume MCI = 16384
to be converged and use this value in all calculations with NN = 1 and M = 1. Fig-
ure 11.18 shows the dependence of the runtime of the constrained minimization for the
density-matrix functional on the number of Slater determinants in the many-particle wave
function. The runtimes have been obtained on a desktop CPU (Intel Core i7-5820k). We
distinguish three different situations in the figure:
1. The solution of the minimization problem starting from the construction of a many-
particle wave function with a minimal number of Slater determinants outlined in
appendix C and zero values for the Lagrange multipliers. This is the case if a
minimization procedure of the total energy is started newly. The runtime obtained
in this case can be seen as an upper bound.
2. The solution of the minimization problem starting for the many-particle wave func-
tion, space of Slater determinants and Lagrange multipliers of a previous evaluation
of the density-matrix functional (warm-start). If the one-particle reduced density
matrix is not changed, we obtain an estimate of the minimal runtime.
3. An identical situation as in the previous case except that the one-particle reduced
density matrix is changed slightly. This is the situation close to convergence of the
minimization of the total energy or during an ab-initio molecular dynamics simu-
lation. Care has to be taken, because the relevant selection of Slater determinants
depends on the given one-particle reduced density matrix. Therefore, the space of
Slater determinants should occasionally be either constructed newly starting from
a minimal many-particle wave function or some Slater determinants with small am-
plitudes in the many-particle wave function should be removed from the space and
then the space grown to the intended size again.
The dependence is linear for large MCI and the evaluation for MCI = 16384 takes about
five minutes from scratch, 7 seconds when restarted for the same one-particle reduced
density matrix, and 20 seconds when restarted for a slightly changed one-particle reduced
density matrix on a desktop CPU.
11.3.5. Results for nickel-only cluster (NN = 0)
We have performed calculations for nonmagnetic NiO in the proposed real-space-
decomposition based DF+RDMF approach with the density-matrix functional evaluated
with a many-particle wave function in a representation with Slater determinants. We
begin our discussion with the results of the case NN = 0, where only states at the nickel
atom are considered for the local one-particle reduced density matrix. Figure 11.19 shows
the overlap Oii(~k) = 〈µi(~k)|µi(~k)〉 of the projected wave functions |µi(~k)〉 in the ground
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Figure 11.16.: Convergence of ∆FMüller(M) = FMüller(M) − FMüller(M = 0) the Müller
functional (top graph) and the discarded weight σM of Eq. (8.17) (bottom
graph) with the level of the effective bathM of the adaptive cluster approxi-
mation for the local one-particle reduced density matrix of the nonmagnetic























Figure 11.17.: Convergence of ∆FCI(MCI) = FCI(MCI)−FCI(MCI = 65536) with the num-
ber of Slater determinants MCI in the many-particle wave function in the
constrained minimization for the local one-particle reduced density ma-
trix of the nonmagnetic ground state of NiO with NN = 1, M = 1,
MCI = 16384. The red line shows the function M−4.9CI · 1017.764 eV that
resulted from a fit of the data points.
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warm-start (small change in ρ(1))T
/s
MCI
Figure 11.18.: Dependence of the runtime for the evaluation of the density-matrix func-
tional FCI(MCI) on the number of Slater determinants MCI in the many-
particle wave function in the constrained minimization for the local one-
particle reduced density matrix of the nonmagnetic ground state of NiO
with NN = 1, M = 1, MCI = 16384. The black line shows the runtime
if the evaluation is started from a minimial many-particle wave function
constructed in appendix C and with zero as the values of the Lagrange mul-
tipliers. In contrast, the blue line shows the runtime if the many-particle
wave function and Lagrange multipliers are reused (warm-start) from a pre-
vious iteration and the one-particle reduced density matrix is not changed,
whereas the orange line depicts the situation if the one-particle reduced
density matrix is changed slightly. Calculations have been performed on
an Intel Core i7-5820K desktop CPU.
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state with NN = 0. As discussed in section 7.3.2 the local one-particle basis |χα〉 has
to be sufficiently complete to be able to represent the natural orbitals |ψi(~k)〉, that are
represented in a basis of augmented plane waves. Thus, the deviation of Oii from the
value one quantifies how well the approximation
|ψi(~k)〉 ≈ |µi(~k)〉 =
∑
α,~T
Cα,~T ,i|χα,~T 〉 (11.24)
is fulfilled. The one-particle reduced density matrix, for which the density-matrix func-
tional is evaluated, is constructed from the states |µi(~k)〉. A faithful representation of the
one-particle reduced density matrix requires a Oii(~k) ≈ 1 for all states i that have finite
occupations fi(~k) > 0. The top graph in Figure 11.19 shows the overlaps Oii(~k) versus
the occupations fi(~k). All states with fi(~k) > 0 have Oii(~k) > 0.8. The bottom graph of
Figure 11.19 depicts the overlaps Oii(~k) for all states with fi > 0.1 and shows that only a
very small number of overlaps drop below a value of 0.95. Thus, the chosen one-particle
basis |χα〉 is sufficient to allow for a proper representation of the natural orbitals |ψi(~k)〉.
The occupations fi(~k) of the one-particle reduced density matrix of the ground state are
almost exclusively integer as shown in Figure 11.19.
The prevalent integer occupations in the ground state suggest that a Kohn-Sham-like
spectral function introduced in section 5.6.2 might give some physical insight into the
system. Figure 11.20 shows the Kohn-Sham-like projected densities of states of the non-
magnetic ground state of NiO in the real-space-decomposition based DF+RDMF approach
with NN = 0. In comparison to the nonmagnetic LDA ground state shown in Fig. 11.8,
qualitative changes in the oxygen p-states and 3d-states of nickel are visible: the distance
between the oxygen p-band between 5-10 eV in the LDA ground state and the nickel 3d-
states is drastically increased in the DF+RDMF ground state. In the DF+RDMF ground
state, the 3d-states of nickel form a peak at the Fermi level. There is no visible gap in
the Kohn-Sham-like density of states at the Fermi energy. The peak at the Fermi level
suggests that the 3d-states have the character of fractionally occupied states even though
they have integer occupations in the DF+RDMF approach. A different point of view is
the local spectral function defined in section 5.6.1. The local spectral function shown in
figure 11.21 was calculated with the recipe discussed in section 5.6.1 and predicts a gap
of about 15 eV. The local spectral function is the spectral function of a finite system and,
hence, consists of delta-peaks at zero temperature. We have broadened the peaks with a
Gaussian broadening of 0.2 eV for better visibility. We ascribe this unphysical prediction
to the fact that if one only considers the nickel-states for the local one-particle reduced
density matrix, the core assumption of section 6.5.2 is violated. This core assumption
is that the one-particle states |χα〉 used for the representation of the local one-particle
reduced density matrix ρ(1),χ are chosen such that they can describe the real-space one-
particle reduced density matrix
ρ(1)(~x, ~x ′) =
∑
n
fn〈~x |ψn〉〈ψn|~x ′〉, (11.25)
that is represented by the natural orbitals |ψn〉, in the vicinity of the center R of the
interaction sufficiently well. Thus, we conclude that not only for the Müller functional
discussed in section 11.3.3 but also for the numerically exact density-matrix functional a
local basis of at least NN = 1, i.e., the nickel-states and the states of the neighboring
265
11. Application of the DF+RDMF scheme to real systems
oxygen atoms, are required for a faithful representation of the real-space one-particle
reduced density matrix. The contradiction between the Kohn-Sham-like density of states
and the local spectral function is resolved if we consider that the proposed real-space-
decomposition based DF+RDMF approach is based on reduced density-matrix functional
theory and not density-functional theory. Thus, the Kohn-Sham-like density of states
only carry a physical interpretation for the states that are not directly affected by the
density-matrix functional.
11.3.6. Results for nickel-and-oxygen cluster (NN = 1)
We extend the set of one-particle states used for the local one-particle reduced density
matrix to include the one-particle states of the six oxygen atoms that are close to one
nickel atom, i.e., NN = 1. The density-matrix functional is evaluated within the adaptive
cluster approximation with one effective bath level (M = 1) and withMCI = 16384 Slater
determinants. Similarly to the discussion of the results of NN = 0, we first analyze
the representability of the natural orbitals |ψn〉 in the local one-particle basis |χα〉. The
overlaps Oii(~k ) = 〈µi(~k )|µi(~k )〉 of the projected states |µi(~k)〉 ≈ |ψi(~k)〉 are shown in
figure 11.23. Most values of Oii(~k ) for natural orbitals with finite occupations fi lie
above Oii(~k ) = 0.95. Thus, most natural orbitals are well represented in the one-particle
basis |χα〉. In comparison to the case of NN = 0 shown in figure 11.19, there are more
states with smaller values 0.7 < Oii(~k ) < 0.95. The Kohn-Sham-like projected density
of states of the ground state for NN = 1, M = 1 and MCI = 16384 are shown in
figure 11.22. The large gap between the oxygen-p band and the nickel 3d-states visible
in the NN = 0-ground state is not visible in the NN = 1-ground state. Compared
to the density of states of the LDA-ground state, the shape of the density of states in
broadened and nickel t2g-states hybridize more strongly with the oxygen p-states. The
Kohn-Sham-like projected density of states of the ground state for NN = 1, M = 1 and
MCI = 16384 show no gap at the Fermi level. The density of states from the local spectral
function are shown in figure 11.24. A gap of about 6 eV is visible. This prediction is
much smaller than the value of 15 eV predicted with NN = 0 and shows the importance
of a faithful representation of the real-space one-particle reduced density matrix in the
vicinity of the local interaction with the one-particle basis used for the evaluation of the
density-matrix functional. The reduction of the gap compared to NN = 0 is also a
practical confirmation of the considerations presented in section 6.5.2, namely that no
screening of the interaction has to be considered in the DF+RDMF approach as long as
the real-space one-particle reduced density matrix is represented faithfully. The slight
overestimation of the gap of 6 eV compared to DFT+DMFT results of 4.3 eV [Ren et al.,
2006] probably results from the adaptive cluster approximation because the adaptive
cluster approximation effectively neglects some of the oxygen-p states that otherwise
would lead a reduction of the effective Coulomb interaction. A full minimization of the
DF+RDMF-total energy with the density-matrix functional evaluated with M > 1, i.e.,
multiple evaluations of a density-matrix functional with at least 36 one-particle states
that is converged with respect to the number of Slater determinants, are not possible
in a reasonable runtime with the current implementation of the configuration-interaction
ansatz. We expect this to be possible with a properly tuned implementation of the MPS-

























Figure 11.19.: Overlap Ojj = Oii(~k) = 〈µi(~k)|µi(~k)〉 of the projected states |µi(~k)〉 ≈
|ψi(~k)〉 in the nonmagnetic ground state of NiO with NN = 0. The index
j is a combined index of the band index i and the index of a k-point ~k in
a discrete k-point grid. The top graph shows the overlaps Ojj versus the
occupations fj of the states. The bottom graph shows only the overlaps of
states with fi > 0.1 for closer inspection.
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Figure 11.20.: Kohn-Sham-like projected density of states of the nonmagnetic ground
state of NiO in the real-space-decomposition based DF+RDMF approach
with only the nickel states used in the local one-particle reduced density ma-
trix for the evaluation of the numerically exact density-matrix functional.
Details of the calculation as discussed in section 11.1. The projected den-
sities of states are stacked in front of the total density of states (black).
Unoccupied states are indicated by pale colors.
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Figure 11.21.: Local density of states of the nickel 3d-states for the nonmagnetic ground
state of NiO in the real-space-decomposition based DF+RDMF approach
with only the nickel states used in the local one-particle reduced density
matrix for the evaluation of the numerically exact density-matrix functional
(NN = 0). The densities of states are stacked on top of each other. De-
tails of the calculation as discussed in section 11.1. The peaks have been
broadened with a Gaussian broadening of 0.2 eV for better visibility.
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density-matrix functional.
About 10 eV below the main peak there is a satellite peak in the local spectral func-
tion that is not visible in LDA+U-results [Kuo et al., 2017]. Figure 11.25 shows a direct
comparison of the local spectral function to the experimental valence-band XPS spec-
trum [Kuo et al., 2017] and cluster calculations of NiO of van Elp at al. [van Elp et al.,
1992] and Fujimori et al. [Fujimori and Minami, 1984]. These cluster calculations are
based on a model Hamiltonian with empirical parameters. The local spectral function in
our real-space-decomposition based DF+RDMF approach agrees qualitatively with the
experimental XPS results. The distance of the main two peaks is larger and the satel-
lite structure lies at higher binding energies in the DF+RDMF ground state than in the
experimental results. In the local spectral function, the satellite structure is composed
of just two peaks because the local spectral function is the spectral function of a finite
system, whereas the satellite structure is very broad in the experimental results. The
satellite peak in the cluster calculations is composed of many small peaks. DFT+DMFT
results for the density of states of Kunes et al. [Kuneš et al., 2007a,b], Yin et al. [Yin
et al., 2008], Miura et al. [Miura and Fujiwara, 2008], Nekrasov et al. [Nekrasov et al.,
2012], Thunström et al. [Thunström et al., 2012] and results from the variational cluster
approximation (VCA) of Eder [Eder, 2007, 2008, 2015] are shown in figure 11.26 in direct
comparison to results from our real-space-decomposition based DF+RDMF approach. All
DFT+DMFT result qualitatively agree, but the position of the satellite structure or the
structure of the main peaks are predicted differently. Compared to experimental results
and DFT+DMFT results, the peaks of the local spectral function in our DF+RDMF
approach lie further apart.
Our results for the local spectral function discussed in this section have been calculated
with the ACA with the first level effective bath (M = 1). As calculations for for higher
effective bath levels (M > 1) are not possible at the moment, we can include the screening
due to the truncated states effectively by an empirical screening of the Coulomb inter-
action. We can estimate the effect of a homogeneous screening of the interaction with a
factor a on the local spectral functional. We assume that the one-particle reduced density
matrix of the ground state is not significantly affected by the change from ŴR to aŴR.
We have then
F aŴR [ρ(1),χR ] = aF ŴR [ρ
(1),χ
R ] (11.26)















As a consequence, the many-particle Hamiltonian for which the spectral function is calcu-
lated is linear in a and, hence, the spectral functionAa,local,αβ(ε) for the effective interaction
aŴR is related to the spectral function Alocal,αβ(ε) for the full interaction ŴR by
Aa,local,αβ(ε) = Alocal,αβ(ε/a). (11.28)
Thus, a linear scaling of the interaction leads to a linear scaling of the energy axis of the
local spectral function. If we estimate the required screening to obtain the experimental
value of the gap in a calculation with NN = 1 and M = 1 to a = 4 eV/6 eV = 2/3. If we
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Figure 11.22.: Kohn-Sham-like projected density of states of the nonmagnetic ground
state of NiO in the real-space-decomposition based DF+RDMF approach
with NN = 1, M = 1 and MCI = 16384. Details of the calculation as
discussed in section 11.1. The projected densities of states are stacked in
front of the total density of states (black). Unoccupied states are indicated
by pale colors.
scale the energy axis of the local spectral function by 2/3, the distances in the peaks of the
local spectral function agree much better with the experimental XPS results. A scaling
factor of 2/3 is much larger than the scaling factors of 0.125-0.25 commonly used in local
hybrid functionals. Thus, our method covers a large portion of the screening already for
M = 1. We expect this portion to converge to one with increasing M > 1. Please note,
that all results shown in figures in this section do not include the factor a 6= 1 but the
unscaled results from the calculation with M = 1.
We conclude that the real-space-decomposition based approach with NN = 1, M = 1
and MCI = 16384 correctly predicts the nonmagnetic state of NiO as an insulator. The
screening of the interaction is implicitly accounted for by the method. One effective bath
level in the adaptive cluster approximation (M = 1) is not sufficient for NiO and, hence,
the value of the gap of 6 eV is overestimated compared to the experimental result of 4 eV.
The spectral function qualitatively agrees with the experimental results and results from
DFT+DMFT.
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Figure 11.23.: Overlap Ojj = Oii(~k) = 〈µi(~k)|µi(~k)〉 of the projected states |µi(~k)〉 ≈
|ψi(~k)〉 in the nonmagnetic ground state of NiO with NN = 1, M = 1 and
MCI = 16384. The index j is a combined index of the band index i and
the index of a k-point ~k in a discrete k-point grid. The top graph shows
the overlaps Ojj versus the occupations fj of the states. The bottom graph
shows only the overlaps of states with fi > 0.1 for closer inspection.
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Figure 11.24.: Local density of states of the nickel 3d-states for the nonmagnetic ground
state of NiO in the real-space-decomposition based DF+RDMF approach
with NN = 1,M = 1 andMCI = 16384. The densities of states are stacked
on top of each other. Details of the calculation as discussed in section 11.1.
The peaks have been broadened with a Gaussian broadening of 0.2 eV for
better visibility.
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Figure 11.25.: Local density of states of the nickel 3d-states for the nonmagnetic ground
state of NiO in the real-space-decomposition based DF+RDMF approach
with NN = 1, M = 1 and MCI = 16384 compared to cluster results of van
Elp at al. [van Elp et al., 1992] and Fujimori et al. [Fujimori and Minami,
1984]. The bottom figure from [Kuo et al., 2017].
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Figure 11.26.: Local density of states of the nickel 3d-states for the nonmagnetic ground
state of NiO in the real-space-decomposition based DF+RDMF approach
with NN = 1, M = 1 and MCI = 16384 compared to DFT+DMFT results
of Kunes et al. [Kuneš et al., 2007a,b], Yin et al. [Yin et al., 2008], Miura
et al. [Miura and Fujiwara, 2008], Nekrasov et al. [Nekrasov et al., 2012],
Thunström et al. [Thunström et al., 2012] and results from the variational
cluster approximation (VCA) of Eder [Eder, 2007, 2008, 2015]. The bottom
figure from [Kuo et al., 2017]. Black lines with 1 eV broadening, grey lines
show results given originally in the references.
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12. Summary and conclusion
One key result of this thesis is the development and implementation of an approach
that combines density functionals and density-matrix functionals with a real-space based
decomposition of the electron-electron interaction. The strongly correlated orbitals are
treated with the density-matrix functional that allows a more natural description of elec-
tronic correlations because it is based one the one-particle reduced density matrix rather
than the electron density. The approach is based on reduced density-matrix functional
theory and does not suffer from a double-counting problem. We show that it is not
necessary to introduce an effective Coulomb interaction in this approach as long as the
local one-particle states for the evaluation of the density-matrix functional are chosen
appropriately.
We have implemented the real-space-decomposition based DF+RDMF approach within
the projector augmented-wave method in the CP-PAW code. We use a parametrized lo-
cal approximation for the density functional and available pair-distributions functions
of this density functional for the evaluation of the double-counting contribution. The
density-matrix functional of the local interactions is approximated by a sum local density-
matrix functionals with the local approximation proposed by Blöchl et al. [Blöchl et al.,
2011]. The resulting local density-matrix functionals have a small number of interacting
one-particle states and a large number of non-interacting one-particle states. We have
proposed the adaptive cluster approximation (ACA) to systematically approximate these
local density-matrix functional by density-matrix functionals with a much smaller num-
ber of non-interacting one-particle states. Applications of the ACA to single-impurity
Anderson models and Hubbard rings show a rapid convergence with the number of ef-
fective bath levels. We have also shown that the transformation of the one-particle basis
introduced within the adaptive cluster approximation can be used to drastically reduce
the bond dimensions of matrix product states for ground-state calculations and time evo-
lutions of single-impurity Anderson models and quantum dots. In contrast to the natural
orbital basis, the matrix elements of the interaction Hamiltonian are not affected by this
transformation and, hence, the bond dimension of the MPO of the Hamiltonian grows
only moderately due to the transformation.
We propose several new parametrizations of many-particle wave functions and numerical
minimization schemes for the evaluation of the density-matrix functional from Levy’s con-
strained minimization problem. Evaluating the density-matrix functional directly from its
basic definition has the advantage that the density-matrix functional is a guaranteed upper
bound of the exact function and can be systematically improved towards the exact result.
We have shown that the Powell-Hestenes augmented Lagrangian is a universally applica-
ble and stable minimization algorithm for the solution of the constrained minimization
problem. It does not suffer from the Maratos effect and allows us to use parametrizations
of many-particle wave functions that do not necessarily fulfill all constraints exactly.
We started with a parametrization of the many-particle wave function with a
configuration-interaction-like approach in terms of Slater determinants. We showed that
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12. Summary and conclusion
a one-particle basis of natural orbitals or partial natural orbitals together with a selection
criterion of Slater determinants based on the augmented Lagrangian leads to a rapid con-
vergence to the exact result with the number of Slater determinants. We have proposed an
impurity-bath separation ansatz based on the Schmidt decomposition where the impurity
wave functions are parametrized as full many-particle wave functions and the bath wave
functions are parametrized by a few Slater determinants. This ansatz leads to an efficient
density-matrix functional for single-impurity Anderson models, but fails lattice models.
Matrix product states are in the same spirit as the impurity-bath separation ansatz in
the sense that a Schmidt decomposition of the many-particle wave function is used, but
can represent any many-particle state. We propose an evaluation of the density-matrix
functional with matrix product states in a DMRG-like iterative solution of the constrained
minimization problem. We show that the proposed DMRG-like algorithm converges in a
similar number of sweeps than a conventional DMRG total-energy minimization.
The use of the augmented Lagrangian also allows us to employ parametrization of
the many-particle wave function for which expectation values cannot be evaluated in
a closed form in practice. We explore the evaluation of the density-matrix functional
with Gutzwiller- and Jastrow-correlated wave functions in a quantum Monte Carlo based
procedure and show that the density-matrix functional can be evaluated efficiently with
such correlated wave functions.
Finally, we propose a computational protocol to evaluate the density-matrix functional
on existing and near-term gate-based quantum computers with the help of hardware-
efficient trial states. As an example, we attempt to evaluate the density-matrix func-
tional for the half-filled Hubbard dimer on a 5-qubit quantum computer made available
by IBM. We optimize the hardware-efficient trail states for this quantum-computer ar-
chitecture and show that a parametrization of a hardware-efficient trail state obtained
on a classical computer leads to qualitatively correct results on the quantum computer.
The deviations are traced back to systematic deviations in the applications of two-qubit
gates to the quantum state. The small runtime available for our experimentation on the
quantum computer prevented the execution of the full constrained minimization problem.
However, we conclude that the systematic deviations in the gate applications are naturally
circumvented if all minimization steps are executed on the quantum computer.
Apart from wave-function based approaches, we have propose the evaluation of the
density-matrix functional in a two-particle reduced density-matrix functional theory-like
approach, where the two-particle reduced density matrix is constrained by a subset of
the N-representability conditions. This approach is promising because it leads to a lower
bound of the density-matrix functional. Combined with a wave-function based approach,
that is a guaranteed upper bound, it is possible to give bounds to the exact density-matrix
functional, and the difference between the lower and the upper bound could serve as a
practical diagnostic for the accuracy of the approximations.
We apply the real-space-decomposition based DF+RDMF approach with the adaptive
cluster approximation and the configuration-interaction-like approach to the non-spin-
polarized ground state of the hydrogen molecule. We show that the dissociation limit
of the hydrogen molecule is correctly described with the proposed approach and, thus,
the symmetric-breaking-dilemma solved without the need to reinterpret the broken spin-
state in spin-polarized density-functional theory. The real-space-decomposition based
DF+RDMF approach predicts the nonmagnetic state of the transition-metal oxide NiO
as an insulator, unlike the DFT+U method or local hybrid functionals, in agreement
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with experimental results. The band gap is estimated to 6 eV and slightly overestimated
compared to the experimental result of about 4 eV. We suspect the reason for the overes-
timation of the band gap in the adaptive cluster approximation because in the presented
calculations only the first level effect bath was used. The inclusion of higher level effective
baths is currently not possible in a reasonable computation time with the configuration-
interaction-like evaluation of the density-matrix functional. However, we expect this to
be possible with the proposed matrix product state-based approach or the proposed eval-
uation of the density-matrix functional with Gutzwiller-Jastor-correlated wave functions.
The implementations for these methods are currently only at a proof-of-concept level. We
have proposed several directions in which these implementations can be improved towards
viable candidates for calculations of real materials.
Even though the spectral function is not directly accessible in reduced density-matrix
functional theory and, thus, also not in the real-space-decomposition based DF+RDMF
approach, we have proposed a method to approximate the local spectral function of the
strongly correlated orbitals. Results for NiO qualitatively agree with experimental XPS
results and DFT+DMFT results. In contrast to DFT+U results for the spectral function,
the spectral function in our newly proposed approach also describes the satellite struc-
tures at binding energies of about 10 eV. The proper description of strong local electronic
correlations with the proposed real-space-decomposition based DF+RDMF approach and
the formulation of the approach in terms of an total-energy expression presents the foun-
dation for performing efficient atomic structure relaxations, investigations of structural
stability and ab-initio molecular dynamics simulations for correlated materials.
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A. Supplemental information for
quantum computer calculations
A.1. Hardware-efficient trial state
The quantum circuit for the preparation of the modified hardware-efficient trial state
shown in Figure 9.26 including the values of the variational parameters from optimization































A. Supplemental information for quantum computer calculations
A.2. Measurements
Tables A.1-A.3 compare the exact expectation values for the state prepared by the circuit
in section A.1 of multi-qubit observables to Monte Carlo (MC) simulations and the results
obtained on the IBM Q5 Teneriffe (ibmqx4) quantum computer. The exact results were
obtained from the simulation of the quantum gates as unitary matrices on a classical
computer. The Monte Carlo results are from the Monte Carlo simulator included in the
IBM Q experience framework. The Monte Carlo simulator can be selected there as an
alternative backend. It takes the same input as the real quantum computer and returns
results in the same format as the quantum computer. Thus, it allows us to easily check
the correctness of the circuit layouts because it implements the same restrictions that the
real quantum computer has. Additionally, it allows the verification of the results from
the quantum computer. The calculations on the quantum computer were performed in
the same calibration cycle of the device between 5th of July 2018 10:00 PM and 6th of
July 2018 3:00 AM. The daily calibration changes the device specification slightly. Each
expectation value is calculated from 8192 executions and measurements.
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A.2. Measurements
quantity measurement circuit exact value MC-simulator IBM Q5












|q3〉 −2.798 · 10−6 4.1 · 10−3 0.262












|q3〉 1.452 · 10−6 1.4 · 10−2 -0.040












|q3〉 2.782 · 10−6 −8.8 · 10−3 -0.048













−5.989 · 10−6 −1.4 · 10−3 -0.095













|q3〉 −0.4473 −0.455 -0.102












|q3〉 • −0.4473 −0.438 -0.237











|q1〉 S† H •
|q2〉
|q3〉 3.721 · 10−8 7.3 · 10−3 0.082












|q3〉 H • −2.839 · 10−8 −7.3 · 10−4 0.045











|q1〉 S† H •
|q2〉
|q3〉 3.397 · 10−7 −0.023 0.123




|q2〉 S† H ⊕
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤





|q3〉 S† H • −4.439 · 10−7 −0.0015 0.039
Table A.1.: List of measurements for the hardware-efficient trail state |Ψ(~u)〉 from ap-
pendix A.1. The third column shows the expectation value calculated classi-
cally by simulating the quantum gates. The fourth column gives the results
from a Monte Carlo based simulation of the quantum circuit that is included
in IBM QISKit with 8192 shots. The last column shows the results from the
quantum computer IBM Q5 Teneriffe with 8192 executions of the quantum
program.
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quantity measurement circuit exact value MC-simulator IBM Q5











|q1〉 S† H •
|q2〉
|q3〉 −6.617 · 10−24 0.009 0.175












|q3〉 S† H • 0 0.007 0.004













|q3〉 0 0.020 0.141




|q2〉 S† H ⊕
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤





|q3〉 H • 0 −0.022 0.036












|q3〉 3.876 · 10−6 −0.011 0.016
〈1⊗ σy ⊗ σy ⊗ 1〉
|q0〉
|Ψ(~u)〉
|q1〉 S† H ⊕
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤





|q2〉 S† H •
|q3〉 1.362 · 10−5 0.016 0.044











|q2〉 S† H •
|q3〉 0 −0.007 -0.011
〈1⊗ σy ⊗ σx ⊗ 1〉
|q0〉
|Ψ(~u)〉
|q1〉 S† H ⊕
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤






|q3〉 0 0.015 0.021












|q3〉 H • 0.894 0.889 0.473
〈1⊗ σy ⊗ σz ⊗ σy〉
|q0〉
|Ψ(~u)〉
|q1〉 S† H ⊕
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤






|q3〉 S† H • 0.894 0.897 0.411
Table A.2.: This table continues Table A.1. List of measurements for the hardware-
efficient trail state |Ψ(~u)〉 from appendix A.1. The third column shows the
expectation value calculated classically by simulating the quantum gates. The
fourth column gives the results from a Monte Carlo based simulation of the
quantum circuit that is included in IBM QISKit with 8192 shots. The last
column shows the results from the quantum computer IBM Q5 Teneriffe with
8192 executions of the quantum program.
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quantity measurement circuit exact value MC-simulator IBM Q5












|q3〉 S† H • 0 −0.025 0-0.0002
〈1⊗ σy ⊗ σz ⊗ σx〉
|q0〉
|Ψ(~u)〉
|q1〉 S† H ⊕
LL✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤






|q3〉 H • 0 0.013 0.046













|q3〉 0.894 0.894 0.468












|q2〉 S† H •
|q3〉 0.894 0.903 0.461












|q2〉 S† H •
|q3〉 0 −0.0005 0.141













|q3〉 0 −0.005 0.138













|q3〉 H • −2.960 · 10−6 −0.001 0.212













|q3〉 S† H • −1.341 · 10−5 0.001 0.185













|q3〉 S† H • 0 0.013 0.205













|q3〉 H • 0 −0.013 0.349
Table A.3.: This table continues Tables A.1 and A.2. List of measurements for the
hardware-efficient trail state |Ψ(~u)〉 from appendix A.1. The third column
shows the expectation value calculated classically by simulating the quantum
gates. The fourth column gives the results from a Monte Carlo based sim-
ulation of the quantum circuit that is included in IBM QISKit with 8192
shots. The last column shows the results from the quantum computer IBM
Q5 Teneriffe with 8192 executions of the quantum program.
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B. Proofs related to the density-matrix
functional
B.1. Separation property
This proof was developed by the author and has been published in [Schade and Blöchl,









β ĉδ ĉγ (B.1)









with ρ(1)imp ∈ CNimp×Nimp and Nimp ≥ Nint is the sum of the density-matrix functional of















+ F 0̂β [ρ
(1)
rest], (B.3)
holds. We use here the property that the grand potential is concave with the matrix
elements of the one-particle Hamiltonian h as discussed in section 2.4 and that the grand






= ΩŴβ,µ [himp] + Ω0̂β,µ [hrest] . (B.4)
This can be shown by using that ĥimp + Ŵ and ĥrest commute. The derivatives of the
grand potential with respect to the matrix elements h of the one-particle Hamiltonian ĥ











We can apply the general relation Eq. (B.5) to the situation of a one-particle Hamiltonian








B. Proofs related to the density-matrix functional
Then the Hamiltonian ĥimp +Ŵ , which only acts on the impurity states, commutates with
the one-particle Hamiltonian ĥrest of the rest. The eigenstates |Ψa,b〉 of the full system,
(ĥimp + Ŵ + ĥrest)|Ψa,b〉 = εa,b|Ψa,b〉, (B.7)
N̂ |Ψa,b〉 = na,b|Ψa,b〉, (B.8)
can be written as product states of the eigenstates of the impurity Hamiltonian and
eigenstates of the rest Hamiltonian,
(ĥimp + Ŵ )|Ψimp,a〉 = εimp,a|Ψimp,a〉 (B.9)
N̂ |Ψimp,a〉 = nimp,a|Ψimp,a〉, (B.10)
ĥrest|Ψrest,b〉 = εrest,b|Ψrest,b〉, (B.11)
N̂ |Ψrest,b〉 = nrest,b|Ψrest,b〉, (B.12)
as |Ψa,b〉 = |Ψimp,a〉 ⊗ |Ψrest,b〉. Expectation values of the one-particle reduced density-
matrix operator between impurity and rest states vanish for such product states,
〈Ψa,b|ĉ†impĉrest|Ψa,b〉 = 〈Ψimp,a|ĉ†imp|Ψimp,a〉 · 〈Ψrest,b|ĉrest|Ψrest,b〉 = 0. (B.13)
The matrix elements vanish because the eigenstates |Ψimp,a〉 and |Ψrest,b〉 are also eigen-














vanish in the thermal ground-state ensemble. Thus, for a vanishing impurity-rest Hamil-
tonian the derivatives of the grand potential with respect to the matrix elements of the









= 0 ∀i, j. (B.15)









Combined with the concavity of the grand potential with respect to the matrix elements
of the one-particle Hamiltonian this shows that himp,rest = 0 is a maximizer of the problem
in Eq. (B.16).
For the main part of the proof, that is to show Eq. (B.3), we use that the density-matrix
functional is the Legendre-Fenchel transform of the grand potential [Lieb, 1983b] ΩŴβ,µ[h]
with respect to the one-particle Hamiltonian







B.2. Proof of existence of banded form















The maximization over himp,rest can be performed with the help of Eq. (B.16), which yields























= F Ŵβ [ρ(1)imp] + F 0̂β [ρ(1)rest]. (B.21)
This concludes the proof. The non-interacting density-matrix functional F 0̂β [ρ(1)rest] only
contains an entropy contribution





ρ(1)restln(ρ(1)rest) + (1− ρ(1)rest)ln(1− ρ(1)rest)
]
(B.22)
and vanishes in the zero-temperature limit.
B.2. Proof of existence of banded form







with Aimp,imp ∈ CNimp×Nimp and Nχ = Nimp + Nbath there exists a unitary transformation








B. Proofs related to the density-matrix functional




Aimp,imp Ãimp,bath1 0 . . .
Ã†imp,bath1 Ãbath1,bath1 Ãbath1,bath2 0 . . .
0 Ã†bath1,bath2 Ãbath2,bath2 Ãbath2,bath3 0 . . .... 0 Ã†bath2,bath3 Ãbath3,bath3 Ãbath3,bath4
. . .
... 0 Ã†bath3,bath4 Ãbath4,bath4
. . .
... . . . . . . . . .

. (B.25)
We furthermore show that the size of the i-th level effective bath, that is, the dimension of
the matrix Ãbathi,bathi is at most Nimp. The proof proceeds in two steps: at first we show
how one transformation step can be constructed and later how several transformations
steps can be used to construct the banded form in Eq. (B.25). This proof was developed
by the author and has been published in [Schade and Blöchl, 2018].
B.2.1. One transformation step















with Aimp,imp ∈ CNimp×Nimp and Abath1,bath1 ∈ CNbath1×Nbath1 . We also rewrite the unitary








1Nimp 0 00 Ubath1,bath1 Ubath1,rest1
0 Urest1,bath1 Urest1,rest1
 (B.29)
with Ubath1,bath1 ∈ CNbath1×Nbath1 and Urest1,rest1 ∈ CNχ−Nimp−Nbath1×Nχ−Nimp−Nbath1 . The
transformed matrix A is then









Ãimp,rest1 = Aimp,bath1Ubath1,rest1 + Aimp,rest1Urest1,rest1 . (B.31)
Thus, unitary matrix Ubath is defined implicitly by the condition
Ãimp,rest1 = 0 = Aimp,bath1Ubath1,rest1 + Aimp,rest1Urest1,rest1 . (B.32)
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B.2. Proof of existence of banded form
If we write Ubath as
Ubath =
(
~u1 ~u2 ... ~uNχ−Nimp
)
, (B.33)




















and the condition in Eq. (B.32) can be written as the biorthogonality condition
~u†i · ~aj = 0 ∀ i ∈ {Nbath1 + 1, ..., Nχ −Nimp}, j ∈ {1, ..., Nimp}. (B.36)
Practically, we determine the vectors ~ui by first choosing random vectors ~̃ui and then
orthonormalize them with a modified Gram-Schmidt procedure such that they fulfill the
condition in Eq. (B.36) and are orthonormal among each other. The rank of Ãimp,bath1 is











Thus, the rank of A is a lower bound for the size of the first-level effective bath Nbath1 .
Because of A ∈ CNχ−Nimp−Nbath1×Nimp the rank of A is at most Nimp and, hence, Nbath1 is as
most Nimp. In practice we choose Nbath1 = Nimp, because the detection of rank deficiency
is numerically challenging.












that are required to map the derivatives of the density-matrix functional with respect to
the transformed one-particle reduced density matrix to derivatives with respect to the
original one-particle reduced density matrix, can be calculated easily.
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B. Proofs related to the density-matrix functional
B.2.2. Iterated transformation



















Nbath2 = rk(Ãbath1,rest1) ≤ Nbath1 ≤ Nimp. (B.42)
The construction discussed in the previous section can now be applied to Ãbath1∪rest1 and
gives the unitary transformation U2 such that
U †2Ãbath1∪rest1U2 =
Ãbath1,bath1 Ãbath1,bath2 0Ã†bath1,bath2 Ãbath2,bath2 Ãbath2,rest2
0 Ã†bath2,rest2 Ãrest2,rest2
 . (B.43)














Aimp,imp Ãimp,bath1 0 0
Ã†imp,bath1 Ãbath1,bath1 Ãbath1,bath2 0
0 Ã†bath1,bath2 Ãbath2,bath2 Ãbath2,rest2
0 0 Ã†bath2,rest2 Ãrest2,rest2
 (B.45)
with
Nimp ≥ Nbath1 ≥ Nbath2 . (B.46)
After iterating the scheme sufficiently often we arrive at the banded form
Ã = U †AU (B.47)
=

Aimp,imp Ãimp,bath1 0 . . .(
Ãimp,bath1
)†






















Nimp ≥ Nbath1 ≥ Nbath2 ≥ ..... (B.49)
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B.3. Proof of relation of eigenvalue spectrum and block-diagonality
B.3. Proof of relation of eigenvalue spectrum and
block-diagonality
The following proof was developed by the author and has been published in [Schade and








to the block-diagonality of the transformed matrix Ã that is the result of the trans-
formation proposed in section B.2. As in section B.2 we have Aimp,imp ∈ CNimp×Nimp ,








with uλ ∈ U(Nbath) so that the Abath,bath is diagonal. This results in the matrix





(A′imp,bath)† diag(λ1, ..., λNbath)
)
, (B.52)
where diag(λ1, ..., λNbath) denotes the diagonal matrix with the ordered eigenvalues λi of
Abath,bath on the diagonal. We assume that the eigenvalue spectrum λ1, ..., λNbath consists
of M distinct values Λ1, ...,ΛM with the degeneracies n1, ...., nM . Now we choose some
m ∈ {1, ...,M} and only consider the eigenvalue Λm. With respect to this eigenvalue, the









λ,imp,bathm+1 ...... . . . 0 0 0 ...
(A′λ,imp,bathm−1)
† 0 Λm−11 0 0 ...
(A′λ,imp,bathm)
† 0 0 Λm1 0 ...
(A′λ,imp,bathm+1)
† 0 0 0 Λm+1 0
... 0 0 0 0 . . .

. (B.53)
We can now introduce the unitary transform U ′m that transform A′ to









λ,imp,bathm+1 ...... . . . 0 0 0 ...
(A′λ,imp,bathm−1)
† 0 Λm−11 0 0 ...
(Ã′λ,imp,bathm)
† 0 0 Λm1 0 ...
0 0 0 0 Λm1 0 ...
(A′λ,imp,bathm+1)
† 0 0 0 0 Λm+1 0





B. Proofs related to the density-matrix functional






and Ã′λ,imp,bathm has the least possible number of non-zero columns ñm. We have ñm =
rk(A′λ,imp,bathm) and hence the cases
1. nm ≤ Nimp, then ñm ≤ nm or
2. nm > Nimp, then ñm ≤ Nimp.
We can construct such an U ′m for all m ∈ {1, ...M} and reorder the columns and rows







λ,imp,bathM 0 ... 0
(Ã′λ,imp,bath1)
† Λ1 0 ...
... 0 . . . 0 ...
(Ã′λ,imp,bathM )
† ... 0 ΛM 0 ...
0 ... 0 Λ11 0 ...
... ... 0 . . . 0
0 ... 0 ΛM1

. (B.57)











min (nm, Nimp) . (B.58)
This concludes the proof.
294
C. Construction of an initial CI-state
for the density-matrix functional
This section describes the analytic construction of Walther et al. [Walther, 2011] for a
normalized many-particle wave function |Ψ〉 that corresponds to a given one-particle re-
duced density matrix ρ(1). This state can then be used as a starting point in a constrained
minimization of the density-matrix functional. For this purpose, we first choose the one-
particle basis of the natural orbitals. The one-particle reduced density matrix is diagonal
in this basis, i.e.,
ρ̃(1) = diag(f1, ..., fNχ). (C.1)
Nχ denotes the dimension of the one-particle basis and the occupations are in ascending
order, i.e. fi ≤ fi+1. Once we have constructed a many-particle wave function |Ψ̃〉 that
fulfills this diagonal one-particle reduced density matrix ρ̃(1), we can transform the one-
particle basis back to the original basis and obtain the many-particle wave function |Ψ〉
that fulfills the one-particle-reduced density matrix ρ(1).



















and can be chosen as
|ci|2 = fi − fi+1 for 0 < i < Nχ. (C.5)
The coefficient of the vacuum state |0...0〉 is
|c0|2 = 1− f1 (C.6)
and the coefficient for the completely filled Slater determinant |1...1〉 is
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