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Abstract
We consider the Sherrington-Kirkpatrick model of spin glasses with ferromagnetically biased cou-
plings. For a specific choice of the couplings mean, the resulting Gibbs measure is equivalent to the
Bayesian posterior for a high-dimensional estimation problem known as ‘Z2 synchronization’. Statistical
physics suggests to compute the expectation with respect to this Gibbs measure (the posterior mean in
the synchronization problem), by minimizing the so-called Thouless-Anderson-Palmer (TAP) free energy,
instead of the mean field (MF) free energy. We prove that this identification is correct, provided the
ferromagnetic bias is larger than a constant (i.e. the noise level is small enough in synchronization).
Namely, we prove that the scaled ℓ2 distance between any low energy local minimizers of the TAP free
energy and the mean of the Gibbs measure vanishes in the large size limit. Our proof technique is based
on upper bounding the expected number of critical points of the TAP free energy using the Kac-Rice
formula.
1 Introduction and main results
Computing expectations of a high-dimensional probability distribution is a central problem in computer
science, statistics, and statistical physics. While a number of mathematical and computational techniques
have been developed for this task, fundamental questions remain unanswered even for seemingly simple
models.
Consider the problem of estimating a vector x ∈ {+1,−1}n from the observation Y ∈ Rn×n given by
Y =
λ
n
xxT +W . (1)
Here W is an unknown noise matrix, which is distributed according to the Gaussian orthogonal ensemble
(GOE). Namely,W =W T ∈ Rn×n where (Wij)1≤i≤j≤n are independent centered Gaussian random variables
with off-diagonal entries having variance 1/n and diagonal entries having variance 2/n. (In what follows,
we will write W ∼ GOE(n).) The parameter λ ∈ (0,∞) is assumed to be known and corresponds to a
signal-to-noise ratio.
This problem is known as Z2 synchronization [Sin11] and is closely related to correlation clustering
[BBC04]. It has applications to determining the orientation of a manifold [SW11], and as a simplified model
for the two-groups stochastic block model [HLL83] and for topic models [Ble12, GJM18]. Z2 synchronization
is known to undergo a phase transition at λ = 1: for λ < 1, no estimator can achieve a correlation with the
true signal x which is bounded away from zero. Viceversa, for λ > 1, there exist estimators that achieve a
strictly positive correlation, see e.g. [MS16, DAM16].
In this paper, we consider the regime λ > 1 and study the optimal estimator. Notice that –even in
absence of noise– the vector x can be determined from the observation Y only up to a sign. In order to
resolve this ambiguity, we set as our goal to estimate the n × n matrix of relative signs X = xxT. An
estimator will be a map X̂ : Rn×n → Rn×n, Y 7→ X̂(Y ). We will see that the optimal X̂ is approximately
of rank one, i.e. X̂(Y ) ≈m⋆mT⋆ , and therefore m⋆ ∈ Rn can be viewed as an estimator of ±x.
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By the symmetry of the problem, it is reasonable to consider Bayes estimation with respect to the uniform
prior1. Namely, we assume x ∼ Unif({+1,−1}n), and try to minimize the matrix mean square error, defined
by
MMSEn(λ) = inf
X̂
1
n2
E
[∥∥X̂(Y )− xxT∥∥2
F
]
. (2)
Decision theory immediately implies that the minimum of MMSEn(λ) is achieved by the posterior mean,
X̂Bayes = X̂Bayes(Y ) = E[xx
T | Y ]. (3)
The asymptotics of the Bayes risk limn→∞MMSEn(λ) was calculated in [DAM16].
Computing the posterior expectation requires summing functions over x ∈ {+1,−1}n, an example of the
high-dimensional integration problem mentioned above. While exact integration is expected to be intractable,
a number methods have been developed that attempt to compute the posterior expectation approximately.
Two main strategies are Markov Chain Monte Carlo (see, e.g., the surveys in [Dia09, Sin12, ADFDJ03]) and
variational inference (e.g., [WJ08, MM09, BKM17]). Markov Chain Monte Carlo usually requires a large
number of steps to get an accurate approximation. Further, despite remarkable mathematical progresses,
Markov chain mixing is well understood only in simple cases.
Variational inference attempts to compute the marginals of a high-dimensional distribution by minimiz-
ing a suitable ‘free energy’ function. This approach is usually faster than MCMC, leading to a broad range
of applications, from topic modeling [Ble12] to computer vision, and inference in graphical models [KF09].
Of course, its accuracy relies in a crucial way on the accuracy of the free energy construction. For instance,
several applications make use of the so-called ‘naive mean field’ free energy [Ble12]. However, it was shown in
[GJM18] that, for topic modeling (and even the simpler Z2 synchronization problem), naive mean field can
return wrong information about the posterior distribution. Theorem 1.3 of this paper confirms this conclu-
sion, by showing that naive mean field does not compute the correct posterior mean for Z2 synchronization
when λ is a large enough constant.
Methods from spin glass theory [MPV87] can overcome these limitations. Consider the Gibbs measure
of the Sherrington-Kirkpatrick (SK) model of spin glasses [KS78], with ferromagnetic bias aligned with x,
Gβ,λ(σ) =
1
Zn(β, λ)
exp{β〈σ,Y σ〉/2} = 1
Zn(β, λ)
exp{βλ〈σ,x〉2/2 + β〈σ,Wσ〉/2}. (4)
It is easy to check that the posterior distribution of x given observation Y is given by the biased SK measure
with2 β = λ
p(σ|Y ) = Gλ,λ(σ) ∝ exp
{
λ〈σ,Y σ〉/2}. (5)
Following the statistical physics terminology, we shall refer to the variables σ1, . . . , σn as ‘spins’.
For the SK model, naive mean field is known to be a poor approximation of the actual free energy,
which explains the failures mentioned above. In 1977, Thouless, Anderson and Palmer [TAP77] proposed
a variational formula for the SK free energy, whose decision variables m = (m1, . . . ,mn) ∈ [−1, 1]n encode
the expectation of the spins σ. This variational formula is known as the TAP free energy, and its first-order
stationarity conditions are known as the TAP equations. The relationship between the TAP equations and
the Gibbs measure has been studied in the physics and mathematics literature for the last 40 years, and still
presents a number of outstanding challenges. A brief overview is presented in Section 2.
Explicitly, the TAP free energy for the SK model (4) is the function Fβ,λ : [−1, 1]n → R, defined by
Fβ,λ(m) = − 1
n
n∑
i=1
h(mi)− β
2n
〈Y ,mmT〉 − β
2
4
[1−Q(m)]2, (6)
where Q(m) = ‖m‖22/n, and h : [−1, 1]→ R is the binary entropy function
h(m) = −1 +m
2
log
(1 +m
2
)
− 1−m
2
log
(1−m
2
)
.
1In particular, the Bayes estimator under uniform prior is minimax optimal over x ∈ {+1,−1}n.
2In physics language, the condition β = λ is referred to as the ‘Nishimori line’ [Nis01].
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The corresponding TAP equations (first order stationary condition for Fβ,λ) are given by
m = tanh
(
βY m− β2[1−Q(m)]m). (7)
The first two terms in Eq. (6) correspond to the naive mean field free energy, while the term −β2(1 −
Q(m))2/4 is known as ‘Onsager’s correction,’ and is the main innovation introduced in [TAP77]. Indeed,
heuristically, TAP free energy can be understood using Plefka’s expansion [Ple82], which provides a series
expansion of the log partition function. The first three terms of the expansion correspond to Fβ,λ(m), and
the others are expected to be negligible as n→∞.
Statistical physics suggests an ambitious general conjecture on the role of the TAP free energy, namely, the
Gibbs measure (4) is a convex combination of a number of pure states (each pure state Gαβ,λ is a probability
measure on {+1,−1}n of the form Gαβ,λ(σ) ∝ Gβ,λ(σ)1σ∈Ωα), which are in correspondence with the local
minima of Fβ,λ. Namely, each pure state α corresponds to a local minimum mα. We refer to Section 2 for
pointers to this line of work.
Understanding the geometry of the critical points of the TAP free energy Fβ,λ would help us elucidate
the structure of the Gibbs measure Gβ,λ. A remarkable sequence of papers within the statistical mechanics
literature [BM80, PP95, CGPM03, CLPR03, CLPR04, CLR05] computed the expected number of critical
points of the TAP free energy for the SK model (λ = 0) using non-rigorous but sophisticated tools from
physics. More precisely, these authors obtain the exponential growth rate of this expectation, as a function
of the free energy (the value of Fβ,λ(m)), a quantity that is known as the ‘complexity’ of the spin model.
In our first main result, we prove rigorously that the formula given by [CLR05] is indeed an upper bound
for the expected number of critical points, in the general setting λ ≥ 0. To the best of our knowledge, a
similar rigorous calculation of the complexity was only obtained so far for the p-spin spherical model, which
is significantly simpler because of the spherical symmetry [AACˇ13].
In the context of the Bayesian model (5), the above picture simplifies. The model is known to be
replica symmetric [DAM16], and hence we expect the global minimum of Fλ,λ to correspond to the posterior
expectation. Our second main result proves this conjecture for all λ larger than a big enough constant. This
implies that minimizing the TAP free energy is a viable approach to optimal estimation in the present model.
While the relevance of TAP free energy for statistical inference was pointed out several times in the past
(see Section 2), this is the first rigorous result confirming this connection.
1.1 The complexity of the TAP free energy
For U ⊆ R4 and V ⊆ (−1, 1), define the number of critical points of Fβ,λ with m in the region defined by
U and V by
Critn(U, V ) =
∑
m:∇Fβ,λ(m)=0
1{(Q(m),M(m), A(m), E(m)) ∈ U, m ∈ V n}, (8)
where Q,M,A,E are the functions
Q(m) =
1
n
‖m‖22,
M(m) =
1
n
〈x,m〉,
A(m) =
1
n
n∑
i=1
mi arctanh(mi),
E(m) =− 1
n
n∑
i=1
[
h(mi) +
1
2
mi arctanh(mi)
]
− β
2
4
(1 −Q(m)2).
(9)
Note that at any point m where ∇Fβ,λ(m) = 0, we have from Eq. (7) that Fβ,λ(m) = E(m).
Define the function S⋆ : (0, 1]× [−1, 1]× R2 → R by
S⋆(q, ϕ, a, e) = inf
(µ,ν,τ,γ)∈R4
S(q, ϕ, a, e;µ, ν, τ, γ), (10)
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where
S(q, ϕ, a, e;µ, ν, τ, γ) =
1
4β2
[a
q
− βλϕ
2
q
− β2(1− q)
]2
− qµ− ϕν − aτ − [u(q, a)− e]γ + log I, (11)
u(q, a) = −β
2
4
(1− q2) + a
2
, (12)
and
I =
∫ ∞
−∞
1
(2piβ2q)1/2
exp
{
− (x− βλϕ)
2
2β2q
+ µ tanh2(x) + ν tanh(x) + τx tanh(x) + γ log[2 cosh(x)]
}
dx. (13)
Theorem 1.1. Fix any β > 0, λ ≥ 0, η, b ∈ (0, 1), and closed set U ⊆ [η, 1]×R3. Let Vn = [−1+ e−nb , 1−
e−n
b
]. Then
lim sup
n→∞
n−1 logE[Critn(U, Vn)] ≤ sup
(q,ϕ,a,e)∈U
S⋆(q, ϕ, a, e).
The main proof strategy of Theorem 1.1 is to calculate E[Critn(U, Vn)] using the Kac-Rice formula [AT09,
Theorem 11.2.1]. This is the same strategy as pioneered by Auffinger, Ben Arous and Cˇerny` in [AACˇ13]
(building on early insights by Fyodorov [Fyo04]) in the context of the spherical p-spin model. However,
several new challenges arise. First of all, we cannot adopt [AT09, Theorem 11.2.1] directly because of a
degeneracy of the conditional Hessian. We present a proof for the Kac-Rice upper bound with degeneracy
in Appendix A.
We then evaluate the Kac-Rice formula to leading exponential order. As usual, the most difficult step
requires to evaluate the expected determinant of the Hessian. In the spherical model, this is distributed as
the determinant of a Wigner matrix, shifted by a term proportional to the identity, and an exact formula was
given in [AACˇ13]. A slightly more complicated calculation arises for the p-spin spherical model with biased
coupling, see [AMMN18], where the Hessian is a low-rank deformation of a Wigner matrix, shifted by a term
proportional to the identity. In the present case, the Hessian is distributed as a low-rank deformation of a
Wigner matrix plus a diagonal matrix, which depends on the point m ∈ [−1,+1]n. Unlike in earlier work,
the bulk of the spectral distribution of the Hessian depends now on the pointm (instead of ‖m‖2). We give
an upper bound of the expected determinant of the Hessian using free probability theory in Appendix B.
Finally, we use this expression to upper bound the exponential growth rate of E[Critn(U, Vn)] using Sanov’s
Theorem and Varadhan’s Lemma in Appendix C. We refer to Section 3 for details of the proof.
Remark 1.1. We impose the technical conditions that U ⊆ [η, 1]×R3 and Vn = [−1+e−nb, 1−e−nb] because
of the singular behaviors of the TAP free energy at zero and at the boundary, which are subtle to deal with
using the Kac-Rice formula. Instead, the behaviors of Fβ,λ near zero and near the boundary can be easily
analyzed by direct arguments.
Indeed, m = 0 is always a critical point of Fβ,λ. In one interesting case β > 1 and λ = 0, it can be
easily shown that, Fβ,λ is strongly convex over Dη ≡ {m ∈ [−1, 1]n : Q(m) ≤ η} with high probability, so
that there are no other critical points of Fβ,λ inside Dη. In another interesting case, namely when β = λ are
large enough, the critical points inside Dη have high function value with high probability (see Lemma E.1),
so that they are not relevant.
Near the boundary, ∇Fβ,λ diverges due to the entropy term. It is easy to show that there are no critical
points of Fβ,λ within region {m : |‖m‖∞ − 1| ≤ exp(−n2/3)} with high probability for sufficiently large n
(see Lemma 4.4 for the proof of the case β = λ).
Remark 1.2. It is interesting to specialize Theorem 1.1 to λ = 0 (the SK model with zero-mean couplings),
and analytically maximize over ϕ (the value of the magnetization), which is equivalent to setting ν = ϕ = 0.
Finally we replace the variable a by ∆ via a = β2q(1− q) + 2q∆. This results in the reduced expression
S0,⋆,β(q,∆, e) = inf
(µ,τ,γ)∈R3
S0(q,∆, e;µ, τ, γ) , (14)
S0(q,∆, e;µ, τ, γ) =
∆2
β2
− qµ+ eγ −
(
τ +
γ
2
)(
β2q(1− q) + 2q∆)+ β2
4
(1 − q2)γ + log I0 , (15)
I0 =
∫ ∞
−∞
1
(2piβ2q)1/2
exp
{
− x
2
2β2q
+ µ tanh2(x) + τx tanh(x) + γ log[2 cosh(x)]
}
dx. (16)
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This coincides with the expression in the statistical physics literature, cf. [BM80, PP95, CGPM03, CLPR03,
CLPR04, CLR05]. We refer in particular to [CLPR03] which compares different theoretical physics ap-
proaches. Equations (29)-(31) [CLPR03] can be recovered from the above expression by setting µ = λCLPR −
(∆2/(2β2q)), γ = −uCLPR, τ = (uCLPR/2) + (∆/(β2q)). Minimization over (µ, τ, γ) is then replaced by
minimization over (λCLPR, uCLPR).
Notice that the expression of [CLPR03] involves one extra parameter (denoted by B). However, the
authors set it to 0 on the basis of physical considerations motivated by the ‘Plefka’s criterion’ [Ple82].
Remark 1.3. Still considering (for the sake of simplicity) the case λ = 0, denote by HSK(σ) = −〈σ,Wσ〉/2
(where σ ∈ {+1,−1}n) the Hamiltonian of the SK model. Substituting m = σ in Eq. (6), we obtain the
following lower bound on the ground state energy:
1
n
min
σ∈{−1,+1}n
HSK(σ) ≥ 1
β
min
m∈[−1,+1]n
Fβ,0(m) . (17)
Note that (1/n)minσ∈{−1,+1}n HSK(σ) concentrates exponentially around its expectation by Gaussian con-
centration [BLM13]. Using Markov’s inequality and the fact that local minima of Fβ,0(m) occur in the
interior of [−1,+1]n (see Lemma 4.4), we get the following lower bound on the expected ground state energy
lim inf
n→∞
1
n
E min
σ∈{−1,+1}n
HSK(σ) ≥ F1RSB(β) ≡ 1
β
inf
{
e : sup
q,∆
S0,⋆,β(q,∆, e) ≥ 0
}
. (18)
(Here S0,⋆,β(q,∆, e) is given by Eq. (14).) In [CGPM03], Cavagna, Giardina, Parisi, and Me´zard identify
F1RSB(β) with the ‘one step replica symmetry breaking’ (1RSB) formula for the free energy of the SK model.
Hence, our result provides an alternative route to prove the celebrated 1RSB lower bound –first established
by Guerra in [Gue03]– in the zero temperature (β =∞) case.
1.2 Bayes estimation in Z2 synchronization
We now return to the Z2 synchronization model of Eq. (1). As mentioned above, the posterior distribution
of x given observation Y is given (under the uniform prior) by the biased SK Gibbs measure (4) with β = λ,
cf. Eq. (5). Accordingly, we fix β = λ throughout this section.
Given the relation between TAP free energy and the Bayes posterior, it is natural to consider the estimator
x̂TAP(Y ) ≡ arg min
m∈[−1,+1]n
Fλ,λ(m) . (19)
Our next theorem provides a characterization of the landscape of the TAP free energy Fλ,λ for λ a sufficiently
large constant, implying in particular that x̂TAP(Y ) is close to the Bayes optimal estimator. More precisely,
we show that any critical point m for which Fλ,λ(m) is below a certain constant energy value is such that
mmT ≈ X̂Bayes. This implies that any such mmT also asymptotically achieves the Bayes risk MMSE(λ).
This result suggests that a good minimizer of Fλ,λ can be computed by applying a gradient based optimization
algorithm, provided the initialization has a value of Fλ,λ below a constant.
Theorem 1.2. Denote Cλ,n = {m ∈ [−1, 1]n : ∇Fλ,λ(m) = 0,Fλ,λ(m) ≤ −λ2/3}. There exists a constant
λ0 > 0, such that for any constant λ > λ0, we have Cλ,n 6= ∅ with high probability, and
lim
n→∞E
[(
sup
m∈Cλ,n
1
n2
‖mmT − X̂Bayes‖2F
)
∧ 1
]
= 0. (20)
We refer to Section 4 for the proof of this theorem.
Remark 1.4. Since the TAP free energy is non-convex we do not know whether it can be optimized effi-
ciently. However, the papers [DAM16, MV17] develop an approximate message passing (AMP) algorithm
that attempts to construct the solution of the TAP equation (7). The algorithm is iterative, and proceeds as
follows, with m−1 = 0:
m0 =tanh
(
c0(λ)
√
n v1(Y )) ,
mk+1 =tanh(λY mk − λ2[1−Q(mk)]mk−1) . (21)
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Here v1(Y ) is the principal eigenvector of Y with unit norm, and c0(λ) is a suitable normalization (see
[MV17]). Building on earlier work by Bolthausen [Bol14], as well as on [DAM16], it is shown in [MV17]
that the iterates mk asymptotically achieve the Bayes risk, for any λ > 1,
lim
k→∞
lim
n→∞
1
n2
‖mk(mk)T − xxT‖2F = limn→∞MMSEn(λ). (22)
Together with Theorem 1.2, this result implies that the algorithm is constructing an approximation of
x̂TAP(Y ):
lim
k→∞
lim
n→∞E
[ 1
n2
‖mk(mk)T − x̂TAP(x̂TAP)T‖2F
]
= 0 . (23)
This leaves open two interesting questions: (i) Can we construct an algorithm that converges to x̂TAP(Y ), for
fixed n (i.e. can we invert the order of limits in the last equation)? (ii) Do generic optimization algorithms
(e.g., gradient descent) converge to x̂TAP(Y ), when applied to Fλ,λ?
Remark 1.5. While –as discussed in the last remark– the AMP algorithm of [MV17] achieves the Bayes
risk, the optimization-based formulation of Eq. (19) has important practical advantages. In particular, we
do not know whether how robust is AMP with respect to deviations from the model (1). On the other hand,
we expect x̂TAP(Y ) to be robust and meaningful even if the model for the data Y is incorrect.
The TAP free energy (6) may be contrasted with the “mean field free energy”
FMF(m) = − 1
n
n∑
i=1
h(mi)− λ
2n
〈m,Ym〉,
whose stationary points satisfy the mean field equations
m = tanh(λY m) . (24)
Notice that the mean field equations omit the Onsager correction term −λ2[1 − Q(m)]m. To clarify the
importance of this correction term, we establish the following negative result for critical points m of FMF.
Theorem 1.3. Denote Sλ,n = {m ∈ (−1, 1)n : ∇FMF(m) = 0}. There exists a constant λ0 > 0 and a
constant ε(λ) > 0 for every λ > λ0, such that
lim
n→∞P
(
inf
m∈Sλ,n
1
n2
‖mmT − X̂Bayes‖2F ≥ ε(λ)
)
= 1. (25)
The proof of this theorem is presented in Section 5.
1.3 Notations
We use boldface for vectors and matrices, e.g. X for a matrix and x for a vector. For a univariate
function f : R → R and a vector x = (x1, x2, . . . , xn)T ∈ Rn, we reload the function f : Rn → Rn with
f(x) = (f(x1), f(x2), . . . , f(xn))
T. For example, we write x2 = (x21, x
2
2, . . . , x
2
n)
T. We denote Bn(x, r) to be
the Euclidean ball in Rn centered at x ∈ Rn with radius r.
2 Related literature
The Sherrington-Kirkpatrick (SK) model [KS78] is a mean field model of spin glasses. The asymptotics of
its log-partition function limn→∞ n−1 logZn(β, λ) (cf. Eq. (4)) was first computed using the replica method
[Par79, Par80, Par83], and is expressed using the so-called Parisi’s formula. Thouless, Anderson, and Palmer
[TAP77] proposed a variational principle in terms of the TAP free energy of Eq. (6).
The relationship between the Gibbs measure (4) (and the partition function) and the TAP free energy
have been studied in physics literature [BMY84, CGPM03, DDY83]. The local minimizers of the TAP free
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energy are interpreted as the local magnetizations of pure states. As a partial confirmation of this prediction,
Talagrand [Tal10] and Chatterjee [Cha10] proved that the TAP equation holds for local magnetizations at
high temperature (up to a small error term). Bolthausen [Bol14] derived an iterative algorithm for solving the
TAP equations at high temperature. This is an instance of a broader class of iterative algorithms that are now
known as approximate message passing (AMP), see e.g. [BM11]. At low temperature regime, Auffinger and
Jagannath [AJ16] proved that the TAP equations are satisfied –approximately– by local magnetizations of
pure states. Recently, Chen and Panchenko [CP17] proved that the minimum of the TAP free energy (under
a suitable constraint on m) coincides indeed with the normalized log partition function n−1 logZn(β, λ) up
to an error vanishing as n→∞.
The exponential growth rate of the expected number of critical points of the TAP free energy is also
known as ‘annealed complexity.’ It was first computed by Bray and Moore in [BM80] using the replica
method, while an alternative ‘supersymmetric’ approach was developed in [CGPM03]. The two methods
give equivalent formal expressions, which correspond to the function S0 of Eq. (15). These two papers
however report different result for the overall complexity as a function of the free energy, which result from
two different ways to set the Lagrange parameters in S0. This discrepancy was further investigated in
[CLPR03] and [CLR05] which suggest that the specific choice should depend on the value of the free energy.
This is consistent with the prescription of our Theorem 1.1.
So far, the annealed complexity function has been computed rigorously only for the spherical p-spin model
[AACˇ13]. For the same model, Subag [Sub17] used the second moment method to show that the typical
number of critical points coincides with its expected value for energies in a certain interval. As mentioned
above, the main technical challenge in extending these results to the SK model is to compute the conditional
expectation of the absolute value of the determinant of the Hessian. (Let us mention that –apart from using
non-rigorous methods– all of the physics derivations drop this absolute value, without justification.) Our
calculation of this quantity relies on tools from free probability theory [Voi91, Bia97, CDMFF11].
The Z2 synchronization problem has proven a useful testing ground for comparing different approaches.
The Bayes risk was computed in [DAM16]. In particular, a non-trivial correlation with the signal can only be
achieved for λ > 1. The ideal threshold λ = 1 is achieved both by spectral methods [BAP05] and semidefinite
programming [MS16, JMRT16]. However, neither of these approaches achieves the Bayes optimal error.
Variational methods based on free-energy have been the object of recent interest within the statistics lit-
erature. Zhang and Zhou [ZZ17] study mean field variational inference applied to the stochastic block model.
They prove optimal error rates in a regime that is equivalent to the λ→∞ regime for Z2 synchronization.
In the opposite direction, [GJM18] shows that for λ ∈ (1/2, 1), the minimizer of the mean field free energy
does not approximate the Bayes posterior mean. Replacing the mean field with the TAP free energy solves
this problem.
3 Proof of Theorem 1.1
In this section we prove Theorem 1.1. There are several key technical results that are needed in the proof.
We defer the proof of those results to various appendices.
By symmetry with respect to the sign change for any coordinate
xi 7→ −xi, mi 7→ −mi,
we may assume without loss of generality throughout the proof of Theorem 1.1 that x = 1. Let fn(m) =
nFβ,λ(m) be the scaled TAP free energy. Then fn and its gradient and Hessian are given by
fn(m) = −
n∑
i=1
h(mi)− βλ
2n
〈1,m〉2 − β
2
〈W ,mmT〉 − nβ
2
4
[1−Q(m)]2, (26)
gn(m) = arctanh(m)− βλ
n
〈1,m〉1− βWm+ β2[1−Q(m)]m, (27)
Hn(m) = diag(1/(1−m2))− βλ
n
11T − βW + β2[1−Q(m)]In − 2β
2
n
mmT. (28)
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3.1 Kac-Rice formula
We prove the following statement in Section A, using a version of the Kac-Rice formula.
Proposition 3.1. Fix any β > 0 and λ ≥ 0. Denote by pm(0) the Lebesgue density of gn(m) at 0. Then
for any δ ≡ δn > 0 and any U ⊆ [δ, 1]× R3 and V ⊆ [−1 + δ, 1− δ], we have
E[Critn(U, V )] ≤
∫
V n
1{(Q(m),M(m),A(m),E(m))∈U}E
[| det(Hn(m))|∣∣gn(m) = 0]pm(0)dm. (29)
3.2 Determinant of Hessian and density of gradient
We next analyze the expectation on the right side of (29) using techniques from random matrix theory. The
proof of the following result is deferred to Section B.
Proposition 3.2. Fix β > 0, λ ≥ 0, and η, b ∈ (0, 1). Then there is a constant n0 ≡ n0(β, λ, η, b) > 0
and C0 ≡ C0(β, λ, η, b), such that the following holds for all n ≥ n0. Let m satisfy ‖m‖∞ ≤ 1 − e−nb and
Q(m) ∈ [η, 1]. Define
L(m) =
β2[1−Q(m)]2
2
+
1
n
n∑
i=1
log
(
1
1−m2i
)
. (30)
Then
E
[| det(Hn(m))|∣∣gn(m) = 0] ≤ exp(n · L(m) + C0 · nmax(0.9,b)).
Define
u(m) = [u1(m), . . . , un(m)]
T = arctanh(m)− βλ/n · 〈1,m〉 · 1+ β2[1−Q(m)]m.
The quantity pm(0) in (29) may also be evaluated as follows.
Lemma 3.3.
pm(0) =
∫
R
1
{2piβ2Q(m)}n/2 exp
{
−
n∑
i=1
(ui(m)− ymi)2
2β2Q(m)
}
·
√
n
2piβ2
exp
{
− ny
2
2β2
}
dy.
Proof. First, we observe that
E[(Wm)i(Wm)j ] = Q(m) · 1{i = j}+mimj/n.
Therefore, we have
Wm
d
= Q(m)1/2v + Y ·m,
where v ∼ N (0, In) and Y ∼ N (0, 1/n) are independent. As a consequence, by (27),
gn(m)
d
= u(m)− β(Q(m)1/2v + Y ·m),
and the form of pm(0) follows by first writing the density of gn(m) conditional on βY , and then integrating
over the law of βY .
Combining Proposition 3.1, Proposition 3.2, and Lemma 3.3 above, we have the following immediate
corollary.
Corollary 3.4. Fix β > 0, λ ≥ 0, and η, b ∈ (0, 1). There exist n0 ≡ n0(β, λ, η, b) and C0 ≡ C0(β, λ, η, b)
such that for all n ≥ n0, any U ⊆ [η, 1]× R3, and Vn = [−1 + e−nb , 1− e−nb ], we have
E[Critn(U, Vn)] ≤ T (U, Vn)
where
T (U, Vn) =
√
n
2piβ2
∫
(−1,1)n×R
exp
(
nJ(m, y)− ny
2
2β2
+ C0 · nmax(0.9,b)
)
· 1(Q(m),M(m),A(m),E(m))∈U dm dy,
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J(m, y) =
β2(1−Q(m))2
2
− 1
2
log(2piβ2Q(m)) +
1
n
n∑
i=1
log g(mi;M(m), Q(m), y),
and
g(x;ϕ, q, y) =
1
1− x2 · exp
(
− (arctanh(x) − βλϕ+ β
2(1− q)x− yx)2
2β2q
)
. (31)
3.3 Variational upper bound
We next analyze the integral T (U, Vn) in Corollary 3.4 using large deviations techniques. Let P be the space
of Borel probability measures on (−1, 1). For ρ ∈ P , define
A(ρ) =
∫ 1
−1
x arctanh(x) ρ(dx), M(ρ) =
∫ 1
−1
x ρ(dx), Q(ρ) =
∫ 1
−1
x2 ρ(dx),
E(ρ) = −
∫ 1
−1
[
h(x) +
1
2
x arctanh(x)
]
ρ(dx) − β
2
4
(1−Q(ρ)2) .
Here, A(ρ) may equal ∞ and E(ρ) may equal −∞. For ρ ∈ P such that Q(ρ) > 0 and for y ∈ R, define the
extended real-valued functional
J(ρ, y) =
β2(1 −Q(ρ))2
2
− 1
2
log(2piβ2Q(ρ)) +
∫ 1
−1
log g(x;M(ρ), Q(ρ), y) ρ(dx).
Note that log[1/(1 − x2)] grows at a slower rate than arctanh(x)2 as x → ±1, so J(ρ, y) < ∞ always, and
J(ρ, y) > −∞ if and only if ∫ 1−1 arctanh(x)2 ρ(dx) < ∞. These functionals extend the previous definitions
upon identifying m ∈ (−1, 1)n with the empirical distribution of its coordinates. We establish the following
upper bound in Section C.
Proposition 3.5. Fix β > 0, λ ≥ 0, η, b ∈ (0, 1), and any closed set U ⊆ [η, 1]× R3. Let Vn and T (U, Vn)
be as in Corollary 3.4, let pi0 be the uniform distribution on (−1, 1), and let H( · |pi0) be the relative entropy
to pi0. Then
lim sup
n
1
n
logT (U, Vn) ≤ sup
ρ∈P: (Q(ρ),M(ρ),A(ρ),E(ρ))∈U
sup
y∈R
{
J(ρ, y)−H(ρ|pi0)− y
2
2β2
+ log 2
}
.
3.4 Proof of Theorem 1.1
Finally, we conclude the proof of Theorem 1.1 by analyzing the optimization problem in Proposition 3.5 over
y and ρ.
Proof. Fix ρ ∈ P such that supy∈R[J(ρ, y) − H(ρ|pi0)] > −∞. This implies J(ρ, y) > −∞ for some y, so∫ 1
−1 arctanh(x)
2 ρ(dx) < ∞. Furthermore H(ρ|pi0) < ∞, so in particular ρ(dx) = f(x)dx for some density
function f(x) on (−1, 1). Let (q, ϕ, a, e) = (Q(ρ),M(ρ), A(ρ), E(ρ)). Then∫
log g(x;ϕ, q, y) ρ(dx) = χ1y
2 + χ2y + χ3,
where
χ1 = −
∫
x2
2β2q
ρ(dx) = − 1
2β2
,
χ2 =
∫
x(arctanh(x) − βλϕ+ β2(1− q)x)
β2q
ρ(dx) =
a
β2q
− λ
β
ϕ2
q
+ 1− q,
χ3 =
∫ (
log
1
1− x2 −
(arctanh(x) − βλϕ+ β2(1− q)x)2
2β2q
)
ρ(dx)
=
∫ (
log
1
1− x2 −
arctanh(x)2
2β2q
+
λϕ arctanh(x)
βq
)
ρ(dx) +
(2βλ(1− q)− λ2)ϕ2 − 2a(1− q)
2q
− β
2(1− q)2
2
.
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Let ρϕ,q be the law of tanh(z) where z ∼ N (βλϕ, β2q). Note that∫ 1
−1
1
1− x2 exp
(
−arctanh(x)
2
2β2q
+
λϕ arctanh(x)
βq
)
dx =
∫
R
e−y
2/(2β2q)+λϕy/(βq)dy = eλ
2ϕ2/(2q)(2piβ2q)1/2,
and
hϕ,q(x) = e
−λ2ϕ2/(2q)(2piβ2q)−1/2
1
1− x2 exp
(
−arctanh(x)
2
2β2q
+
λϕ arctanh(x)
βq
)
is the density function of the law ρϕ,q. Then
χ3 =
∫
log hϕ,q(x)ρ(dx) +
1
2
log(2piβ2q) + χ4, χ4 =
(βλϕ2 − a)(1− q)
q
− β
2(1− q)2
2
.
Note further that
sup
y∈R
[(
χ1 − 1
2β2
)
y2 + χ2y
]
= sup
y∈R
[
− 1
β2
y2 + χ2y
]
=
β2χ22
4
,
and H(ρ|pi0) = log 2 +
∫ 1
−1 log f(x) ρ(dx), where f(x) is the density of ρ. We hence obtain
sup
y∈R
[
J(ρ, y)−H(ρ|pi0)− y2/(2β2) + log 2
]
=
β2(1− q)2
2
+
β2χ22
4
+ χ4 −
∫ 1
−1
log
f(x)
hϕ,q(x)
ρ(dx)
=
1
4β2
(
β2(1− q) + βλϕ
2
q
− a
q
)2
−H(ρ|ρϕ,q),
where the second line applies some algebra to simplify β2(1 − q)2/2 + β2χ22/4 + χ4. Then, combining this
with Corollary 3.4 and Proposition 3.5,
lim sup
n
n−1 logE[Critn(U, Vn)] ≤ sup
(q,ϕ,a,e)∈U
[
1
4β2
(
β2(1 − q) + βλϕ
2
q
− a
q
)2
− inf
ρ∈P(q,ϕ,a,e)
H(ρ|ρϕ,q)
]
where P(q, ϕ, a, e) = {ρ ∈ P : (Q(ρ),M(ρ), A(ρ), E(ρ)) = (q, ϕ, a, e)}.
Recalling u(q, a) from (12) and introducing Lagrange multipliers for these constraints, we have
inf
ρ∈P(q,ϕ,a,e)
H(ρ|ρϕ,q)
= inf
ρ∈P
sup
µ,ν,τ,γ
H(ρ|ρϕ,q)− µ(Q(ρ)− q)− ν(M(ρ) − ϕ)− τ(A(ρ) − a)− γ[u(Q(ρ), A(ρ))− E(ρ)− u(q, a) + e]
≥ sup
µ,ν,τ,γ
µq + νϕ+ τa+ γ[u(q, a)− e] + inf
ρ∈P
F (ρ;µ, ν, τ, γ),
where
F (ρ;µ, ν, τ, γ) = H(ρ|ρϕ,q)− µQ(ρ)− νM(ρ)− τA(ρ) − γ[u(Q(ρ), A(ρ))− E(ρ)]
=
∫ 1
−1
(
log
f(x)
hϕ,q(x)
− µx2 − νx− τx arctanh(x) − γ
(
−1
2
log
1 + x
2
− 1
2
log
1− x
2
))
ρ(dx)
= H(ρ|ρµ,ν,τ,γ)− log I.
Here,
ρµ,ν,τ,γ(dx) = I
−1 exp
(
µx2 + νx + τx arctanh(x) + γ
(
− 1
2
log
1 + x
2
− 1
2
log
1− x
2
))
hϕ,q(x)dx
is a suitably defined exponential family density with base measure hϕ,q(x)dx, and I as defined in (13) is the
normalizing constant for this density. Thus
inf
ρ∈P
F (ρ;µ, ν, τ, γ) = − log I
with the infimum achieved at ρ = ρµ,ν,τ,γ , and Theorem 1.1 follows.
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4 Proof of Theorem 1.2
Throughout the proof, we write F as shorthand for Fλ,λ. Let q⋆ be the largest real solution of the equation
q⋆ = EG[tanh(λ
2q⋆ +
√
λ2q⋆G)
2], (32)
for G ∼ N (0, 1). Note that when λ > 1, we have q⋆ > 0 [DAM16, Lemma 4.2]. Denote
ϕ⋆ = q⋆, a⋆ = λ
2q⋆, e⋆ = −λ
2
4
(1− 2q⋆ − q2⋆)− EG{log[2 cosh(λ2q⋆ +
√
λ2q⋆G)]}, (33)
and recall
Q(m) =
1
n
‖m‖22, M(m) =
1
n
〈x,m〉 .
Recall Cλ,n the set of critical points of F with energy below −λ2/3, and define
C+λ,n ≡ {m ∈ [−1, 1]n : ∇F(m) = 0, F(m) ≤ −λ2/3, M(m) ≥ 0}
so that Cλ,n = C+λ,n ∪ −C+λ,n. Denote Γε ⊆ [−1, 1]n to be the pre-image of (Q,M,F) at a neighborhood of
(q⋆, ϕ⋆, e⋆):
Γε ≡{m ∈ [−1, 1]n : |Q(m)− q⋆| ≤ ε, |M(m)− ϕ⋆| ≤ ε, |F(m)− e⋆| < ε}. (34)
The following shows that ∅ 6= C+λ,n ⊆ Γε with high probability:
Proposition 4.1. There exists λ0 <∞ such that for any λ ≥ λ0 and ε > 0, for some constants n0 ≡ n0(λ, ε)
and c0 ≡ c0(λ, ε), with probability at least 1 − e−c0n for all n ≥ n0, we have: C+λ,n ⊆ Γε, and some global
minimizer m⋆ of F satisfies m⋆ ∈ C+λ,n ⊆ Γε.
4.1 Proof of Proposition 4.1
Recall that in Theorem 1.1, for λ > 0, choosing β = λ, taking η, b ∈ (0, 1), and taking closed sets U ⊆
[η, 1]× R3, Vn = [−1 + e−nb , 1− e−nb ], we have
lim sup
n→∞
n−1 logE[Critn(U, Vn)] ≤ sup
(q,ϕ,a,e)∈U
S⋆(q, ϕ, a, e).
The following proposition bounds the function S⋆(q, ϕ, a, e) for (q, ϕ) in a small neighborhood of (q⋆, ϕ⋆).
Its proof is contained in Section D.
Proposition 4.2. For any λ > 0, we have
S⋆(q⋆, ϕ⋆, a⋆, e⋆) = 0.
Furthermore, there exist constants c0, λ0 > 0 and a function c(λ) > 0 such that for any λ ≥ λ0 and any
(q, ϕ) satisfying |q − q⋆|, |ϕ− ϕ⋆| ≤ c0/λ2, we have
S⋆(q, ϕ, a, e) ≤ −c(λ)[(a− a⋆)2 + (q − q⋆)2 + (ϕ− ϕ⋆)2 + (e− e⋆)2]. (35)
Note that for c0, λ0 as above and λ ≥ λ0, this implies
sup{S⋆(q, ϕ, a, e) : |q − q⋆|, |ϕ− ϕ⋆| ≤ c0/λ2, (a, e) ∈ R2} ≤ 0,
with the supremum uniquely attained at (q⋆, ϕ⋆, a⋆, e⋆).
The following result localizes any critical point of F satisfying Theorem 4.1 to the above neighborhood
of (q⋆, ϕ⋆). Its proof is in Section E.
Proposition 4.3. Fix any positive integer k. Then there exist λ0, C0 > 0 and functions c0(λ), n0(λ) > 0
such that for all λ ≥ λ0 and n ≥ n0(λ), with probability at least 1 − e−c0(λ)n, any m ∈ C+λ,n also satisfies
Q(m),M(m) ≥ 1− C0/λk.
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Finally, the following elementary lemma shows that with high probability, there are no critical points
with any coordinate outside the set Vn in Theorem 1.1.
Lemma 4.4. There exist constants n0, and c0 > 0 so that for n ≥ n0, with probability at least 1 − e−c0n,
all points m ∈ (−1, 1)n satisfying gn(m) = 0 also satisfy
‖m‖∞ ≤ 1− e−4λ2−6λ
√
n. (36)
Proof. Note that when gn(m) = 0, we have
‖ arctanh(m)‖∞ =
∥∥∥− λ2/n · 〈1,m〉1− λ ·Wm+ λ2[1−Q(m)]m∥∥∥
∞
≤ 2λ2 + λ‖W ‖op
√
n.
With probability at least 1− e−c0n for n ≥ n0 and some n0 > 0 and c0 > 0, we have ‖W ‖op ≤ 3, and hence
‖ arctanh(m)‖∞ ≤ 2λ2+3λ√n. Applying tanh(x) ≤ 1− e−2x for x ≥ 0, with probability at least 1− e−c0n,
we have
‖m‖∞ ≤ tanh(‖ arctanh(m)‖∞) ≤ 1− e−4λ2−6λ
√
n. (37)
Proof of Proposition 4.1. According to Lemma 4.4 and Proposition 4.3, there exist constants λ0, C0 and
functions c0(λ), n0(λ) such that for λ ≥ λ0 and n ≥ n0(λ), the following happens with probability at least
1−e−c0n: For anym ∈ C+λ,n, we have ‖m‖∞ ≤ 1−e−4λ
2−6λ√n ≤ 1−e−λ2√n and Q(m),M(m) ≥ 1−C0/λ3.
Define
Uε = {(q, ϕ, a, e) : (q, ϕ) ∈ [1− C0/λ3, 1]2, (a, e) ∈ R2} ∩ {(q, ϕ, a, e) : max{|q − q⋆|, |ϕ− ϕ⋆|, |e− e⋆|} ≥ ε},
and Vn = [−1 + e−λ2
√
n, 1− e−λ2√n]. According to Theorem 1.1, we have
lim sup
n→∞
n−1 logE[Critn(Uε, Vn)] ≤ sup
(q,ϕ,a,e)∈Uε
S⋆(q, ϕ, a, e).
According to Proposition 4.2, for λ ≥ λ0 with λ0 large enough, we have
0 > sup
(q,ϕ,a,e)∈Uε
S⋆(q, ϕ, a, e) ≡ −s0(λ, ε).
Therefore, there exists n0(λ, ε) large enough so that for n ≥ n0(λ, ε),
n−1 logE[Critn(Uε, Vn)] ≤ −s0(λ, ε)/2.
Accordingly, by Markov’s inequality, we have
P(Critn(Uε, Vn) ≥ 1) ≤ E[Critn(Uε, Vn)] ≤ exp{−s0n/2}.
Combining the above statements concludes that C+λ,n ⊆ Γε.
Next we show that a global minimizerm⋆ ∈ C+λ,n. The gradient of F diverges at the boundary of [−1, 1]n
and points outside [−1, 1]n because of the entropy term. Hence, any global minimizerm⋆ belongs to (−1, 1)n
and satisfies ∇F(m⋆) = 0. Furthermore, note F(x) = −λ2/2− λ〈x,Wx〉/(2n) ≤ −λ2/2+ λ‖W ‖op/2, and
P(‖W ‖op ≤ 3) ≥ 1 − e−c0n for n ≥ n0 with some constant c0 and n0. Accordingly, we have F(m⋆) ≤
F(x) ≤ −λ2/2 + 3λ/2 ≤ −λ2/3 for λ ≥ 9 and n ≥ n0 with probability at least 1 − e−c0n. Taking −m⋆ in
place of m⋆ if necessary, we ensure M(m⋆) ≥ 0.
4.2 Proof of Theorem 1.2
In this regime, [DAM16] showed that MMSEn(λ) converges to a limiting value which admits the following
characterization.
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Proposition 4.5 ([DAM16]). Let λ > 0 be a fixed constant. Let q⋆ be the largest nonnegative solution to
the equation
q⋆ = EG∼N (0,1)
[
tanh(λ2q⋆ +
√
λ2q⋆G)
2
]
. (38)
Then
lim
n→∞MMSEn(λ) = 1− q
2
⋆. (39)
The value q⋆ is monotonically increasing in λ, with q⋆ = 0 when λ ≤ 1 and q⋆ ∈ (0, 1) when λ > 1.
Proof of Proposition 4.5. See [DAM16, Eqs. (167) and (143)] for (39). (The notational identification with
[DAM16] is γ∗/λ ↔ q⋆ and λ ↔ λ2. [DAM16] establishes this result with additional direct observations
under a binary erasure channel with erasure probability 1 − ε, [DAM16, Eq. (25)], and the statement for
ε = 0 follows from continuity in ε.) For the properties of q⋆, see [DAM16, Lemma 4.2].
Combining Proposition 4.1 and Proposition 4.5, we immediately derive that any local minimizer of the
TAP free energy asymptotically achieves the Bayes risk, and hence is close to the Bayes posterior mean.
Proof of Theorem 1.2. Note that Cλ,n is compact. Hence, when Cλ,n 6= ∅, the maximum value of ‖mmT −
X̂Bayes‖2F over Cλ,n can be attained by some m ∈ [−1, 1]n. We denote m⋆ ∈ Rn to be the following
m⋆ =
{
a random element within the set argmaxm∈C(λ,n) ‖mmT − X̂Bayes‖2F , for Cλ,n 6= ∅;
0, for Cλ,n = ∅.
For this definition of m⋆, we have m⋆ is independent of x conditional on Y .
By Proposition 4.1, for any constants ε, δ > 0, for sufficiently large n, with probability at least 1− δ, we
have Cλ,n 6= ∅, and
n−1‖m⋆‖2 ∈ [q⋆ − ε, q⋆ + ε], n−1|〈m⋆,x〉| ∈ [q⋆ − ε, q⋆ + ε]. (40)
Denoting the above good event to be E . Then we have
n−2E
[
‖m⋆mT⋆ − xxT‖2F
∣∣∣E] =n−2E[‖x‖4 + ‖m⋆‖4 − 2|〈m⋆,x〉|2|∣∣∣E]
≤
(
1 + (q⋆ + ε)
2 − 2(q⋆ − ε)2
)
≤ 1− q2⋆ + 6ε,
so that
n−2E
[
‖m⋆mT⋆ − xxT‖2F
]
≤ n−2E
[
‖m⋆mT⋆ − xxT‖2F
∣∣∣E]P(E) + 2 · P(Ec) ≤ 1− q2⋆ + 6ε+ 2δ.
As m⋆ is independent of x conditional on Y , we have
n−2E
[‖m⋆mT⋆ − xxT‖2F ] = n−2E [E [‖m⋆mT⋆ − xxT‖2F ∣∣Y ]]
= n−2E
[
E
[
‖m⋆mT⋆ − E[xxT|Y ]‖2F + ‖E[xxT|Y ]− xxT‖2F
∣∣∣Y ]]
= n−2E
[
‖m⋆mT⋆ − X̂Bayes‖2F
]
+MMSEn(λ).
Then Proposition 4.5 implies, for all n ≥ n0(λ, ε, δ),
n−2E
[
‖m⋆mT⋆ − X̂Bayes‖2F
]
< 7ε+ 2δ.
Then by the definition of m⋆, we have(
n−2 sup
m∈Cλ,n
‖mmT − X̂Bayes‖2F
)
∧ 1 ≤ n−2‖m⋆mT⋆ − X̂Bayes‖2F ,
so that (20) holds.
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5 Proof of Theorem 1.3
Proof of Theorem 1.3. Let m⋆ be any critical point of the TAP free energy F = Fλ,λ, and let m be any
critical point of FMF. By the conditions 0 = ∇F(m⋆) and 0 = ∇FMF(m), we have
m⋆ = tanh(λ · Y m⋆ − λ2[1−Q(m⋆)]m⋆), (41)
m = tanh(λ · Y m). (42)
For constants C0, t > 0 to be chosen later, consider the event E where
E =
{
sup
u∈Bn(0,1)
[ 1
n
n∑
i=1
1{|(Wu)i| ≥ t/
√
n}
]
< C0/t
2
}
,
and Bn(0, 1) denotes the unit ball around 0. Note that W = (G + GT)/
√
2n with Gij
i.i.d.∼ N (0, 1) for
1 ≤ i, j ≤ n, so that
sup
u∈Bn(0,1)
[ 1
n
n∑
i=1
1{|(Wu)i| ≥ t√
n
}
]
≤ sup
u∈Bn(0,1)
[ 1
n
n∑
i=1
1{|(Gu)i| ≥ t√
2
}
]
+ sup
u∈Bn(0,1)
[ 1
n
n∑
i=1
1{|(GTu)i| ≥ t√
2
}
]
.
Then by Lemma E.2, for some constant c0, C0 > 0 and for any t sufficiently large, E holds with probability
at least 1− e−c0n. Define the (random) index set
I =
{
i ∈ {1, . . . , n} : |(Wm)i| < t and |(Wm⋆)i| < t
}
.
As m/
√
n ∈ Bn(0, 1) and similarly for m⋆, we have on E that |I|/n ≥ 1 − 2C0/t2. Applying |(Ym)i| ≤
|λ|+ |(Wm)i| by (1), for i ∈ I we have
|λ · (Ym⋆)i − λ2[1−Q(m⋆)]m⋆,i| ≤ 2λ2 + λt,
|λ · (Ym)i| ≤ λ2 + λt.
Then taking the difference of (41) and (42) and applying the lower bound tanh′(x) ≥ c(λ, t) for all |x| ≤
2λ2 + λt and a constant c(λ, t) > 0, we have
|m⋆,i −mi| ≥ c(λ, t)
∣∣∣λ · (Ym⋆ − Ym)i − λ2[1−Q(m⋆)]m⋆,i∣∣∣.
Then
λ4[1−Q(m⋆)]2m2⋆,i ≤ 2c(λ, t)−2|m⋆,i −mi|2 + 2λ2 · (Ym⋆ − Ym)2i .
Summing over i ∈ {1, . . . , n} and using the trivial bound m2⋆,i ≤ 1 for i /∈ I, we obtain
λ4[1−Q(m⋆)]2‖m⋆‖22 ≤ λ4[1−Q(m⋆)]2(n− |I|) + 2c(λ, t)−2‖m⋆ −m‖22 + 2λ2‖Y ‖2op‖m⋆ −m‖22.
Suppose λ is sufficiently large such that the conclusion |Q(m⋆)− q⋆| < q⋆/4 from 4.1 holds with probability
1− δ/4. Choose t large enough such that 2C0/t2 < q⋆/2, so |I|/n > 1− q⋆/2 on the event E . Note also that
with probability 1− e−c0n for some constant c0 > 0, we have ‖Y ‖op ≤ λ+ 3. Then on a combined event of
probability 1− δ/2, for any critical points m⋆ and m as above, we obtain
1
n
‖m⋆ −m‖22 ≥ c(λ)
for some constant c(λ) > 0.
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Consider now any global minimizer m⋆ of F . Note that −m⋆ is also a global minimizer of F , so on this
combined event, we also have n−1‖m⋆ +m‖22 ≥ c(λ). Then
1
n2
‖m⋆mT⋆ −mmT‖2F =
1
n2
(‖m⋆‖42 + ‖m‖42 − 2|〈m,m⋆〉|2)
≥ 1
2n2
‖m⋆ −m‖22‖m⋆ +m‖22 ≥ c(λ)2/2. (43)
On the other hand, note that
F(m⋆) ≤ F(x) = −λ
2
2
− λ
2n
〈W ,xxT〉 ≤ −λ
2
2
+ λ,
where the last inequality holds with probability at least 1 − e−n by the fact that 〈W ,xxT〉 ∼ N (0, 2n).
For λ sufficiently large, we have −λ2/2 + λ ≤ −λ2/3. Then Theorem 1.2 implies, with probability at least
1− δ/2,
1
n2
‖m⋆mT⋆ − X̂Bayes‖2F < c(λ)2/8.
Combining this with (43) and setting ε(λ) = c(λ)2/8, with probability at least 1 − δ, for any critical point
m of FMF we obtain
1
n2
‖mmT − X̂Bayes‖2F ≥
1
2n2
‖m⋆mT⋆ −mmT‖2F −
1
n2
‖m⋆mT⋆ − X̂Bayes‖2F > ε(λ).
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A Proof of Proposition 3.1
Fix n and write as shorthand g ≡ gn and H ≡Hn. For any measurable T ⊆ (−1, 1)n, define
Crit(T ) =
∑
m:g(m)=0
1{m ∈ T }.
We wish to apply the Kac-Rice formula [AT09, Theorem 11.2.1] for E[Crit(T )]. The statement of [AT09,
Theorem 11.2.1] does not directly apply in our setting, as g(m) and H(m) = ∇g(m) do not admit a joint
density on Rn × Rn(n+1)/2. (Conditional on H(m), the gradient g(m) is deterministic.) We will instead
adapt the proof presented in [AT09] to handle this technicality. For simplicity, we prove only the upper
bound, which is all that we require for our application.
Let B(δ) be the open ball of radius δ around 0. Proposition 3.1 is an immediate consequence of the
following lemma.
Lemma A.1. Let pm be the Lebesgue density of g(m). Let δ ≡ δn > 0. Then for any Borel measurable set
T ⊆ Vδ ≡ [−1 + δ, 1− δ]n \ B(δ),
E[Crit(T )] ≤
∫
1{m ∈ T }E
[∣∣detH(m)∣∣∣∣∣g(m) = 0]pm(0)dm.
To prove this lemma, we apply the following result from [AT09]: Define the smoothed delta function
δε(m) =
{
Vol(B(ε))−1 m ∈ B(ε)
0 m /∈ B(ε)
which integrates to 1 over Rn.
Lemma A.2. Suppose g : (−1, 1)n → Rn is deterministic and continuously differentiable, and T ⊂ (−1, 1)n
is compact. Suppose furthermore that there are no points m ∈ T satisfying both g(m) = 0 and det∇g(m) =
0, and also no points m ∈ ∂T satisfying g(m) = 0. Then
Crit(T ) = lim
ε→0
∫
1{m ∈ T }δε(g(m)) | det∇g(m)|dm.
Proof. See [AT09, Theorem 11.2.3].
The below verifies that the conditions required for Lemma A.2 hold almost surely.
Lemma A.3. Let g ≡ gn be defined by (27), and let T ⊂ (−1, 1)n be compact with 0 /∈ T and ∂T having
Lebesgue measure 0. Then the conditions of Lemma A.2 hold with probability 1.
Proof. Let us first verify that with probability 1, no point m ∈ ∂T satisfies g(m) = 0. Fix C0 > 0
and consider the event E = {‖W ‖op < C0}. As T is compact and does not contain 0, it belongs to
K2δ ≡ [−1+2δ, 1− 2δ]n\ (−2δ, 2δ)n for some (n, T )-dependent quantity δ > 0. Since ∂T has Lebesgue outer
measure 0, for any ε > 0 there exists a countable collection of balls {B(mi, ri) : i ∈ I} such that∑
i∈I
rni < ε, ∂T ⊂
⋃
i∈I
B(mi, ri),
where each B(mi, ri) is the open ball of radius ri around mi. Taking ε < δ
n so that ri < δ for each i, we
may assume without loss of generality that each center mi belongs to Kδ (because otherwise the ball has
empty intersection with K2δ and therefore with T ). On the event E , g(m) is L-Lipschitz over Kδ for some
(n, δ, C0)-dependent quantity L > 0. Hence
P [ E ∩ {there exists m ∈ ∂T : g(m) = 0}] ≤
∑
i∈I
P [‖g(mi)‖2 < Lri] .
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Observe that for each fixed mi, the vector g(mi) has a multivariate normal distribution with covariance
β2
(
n−1‖mi‖22I+ n−1mimTi
)  β2δ2I.
Then the density of g(mi) is bounded as ϕi(x) ≤ (2piβ2δ2)−n/2, and for some C = C(β) > 0 not depending
on ε, δ, we have
P [‖g(mi)‖2 < Lri] ≤
(
CLri
δ
)n
.
Hence
P [ E ∩ {there exists m ∈ ∂T : g(m) = 0}] ≤
∑
i∈I
(
CLri
δ
)n
≤
(
CL
δ
)n
ε.
As ε > 0 is arbitrary, the above probability must be 0. Then
P [there exists m ∈ ∂T : g(m) = 0] ≤ 1− P[E ].
Now taking C0 →∞,
P [there exists m ∈ ∂T : g(m) = 0] = 0.
Next, let us verify that with probability 1, no point m ∈ T satisfies both g(m) = 0 and detH(m) = 0.
Define the set
S =
{
m ∈ (−1, 1)n : mi
1−m2i
− 2β
2
n
‖m‖22 ·mi − arctanh(mi) = 0 ∀i ∈ [n]
}
,
and suppose first that T ∩S = ∅. Note that for any r > 0, we may construct a maximal packing {B(mi, r/2) :
i ∈ I} where mi ∈ T for each i. Namely these balls do not intersect, and no additional ball B(m, r/2) with
m ∈ T may be added to the packing. Then {B(mi, r) : i ∈ I} is a finite cover of T , and a volume argument
shows |I| ≤ C/rn for an n-dependent constant C > 0. As T is compact and S is closed, T is included in the
set
Uδ = {m ∈ [−1 + δ, 1− δ]n : dist(m, S) ≥ δ, ‖m‖2 ≥ δ}
for some (n, T )-dependent δ > 0. Fixing C0 > 0 and defining the event E = {‖W ‖op < C0}, we have on E
that g(·) and det(H(·)) are both L-Lipschitz over m ∈ Uδ for some L = L(n, δ, C0) > 0. Hence
P [ E ∩ {there exists m ∈ T : g(m) = 0, detH(m) = 0}] ≤
∑
i∈I
P [E , ‖g(mi)‖2 < Lr, | detH(mi)| < Lr] .
Consider a fixed index i, and let v and A be such that
g(mi) = −β(Wmi + v), H(mi) = −β(W +A)
for g, H as defined in (27) and (28). Since mi ∈ Uδ, the conditions of Lemma A.4 below are satisfied for
some quantities c0 ≡ c0(n, δ, λ, β) > 0 and C0 ≡ C0(n, δ, λ, β) > 0. Then we obtain, for all r sufficiently
small and some C > 0 independent of r,
P [E , ‖g(mi)‖2 < Lr, | detH(mi)| < Lr] < Crn+1/(3n).
Applying this and |I| ≤ C/rn to the above, and taking r→ 0 followed by C0 →∞, we obtain
P [there exists m ∈ T : g(m) = 0, detH(m) = 0] = 0.
If T ∩ S 6= ∅, this argument holds for the compact set
T \ {m : dist(m, S) < δ}
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and any δ > 0. Taking a union bound over a countable sequence δ → 0, and noting that T ∩ S is closed, we
obtain
P [there exists m ∈ T \ S : g(m) = 0, detH(m) = 0] = 0.
Finally, note that S is the zero set of a non-trivial real analytic function, and thus S has Lebesgue
measure 0 [Mit15]. The same argument as for ∂T shows
P [there exists m ∈ T ∩ S : g(m) = 0] = 0,
and combining the above,
P [there exists m ∈ T : g(m) = 0, detH(m) = 0] = 0.
Lemma A.4. For any (n-dependent) quantities c0, C0 > 0, there exist C ≡ C(n, c0, C0) > 0 and ε0 ≡
ε0(n, c0, C0) > 0 such that the following holds: Let v ∈ Rn,m ∈ (−1, 1)n, andA ∈ Rn×n be any deterministic
vectors/matrices such that A is symmetric, ‖A‖op < C0, ‖Am − v‖2 > c0, and ‖m‖2 > c0. Let W ∼
GOE(n). Then for all ε ∈ (0, ε0),
P
[
‖Wm+ v‖2 < ε and | det(W +A)| < ε and ‖W ‖op < C0
]
< Cεn+1/(3n).
Proof. Throughout the proof, C and c > 0 denote arbitrary (n, c0, C0)-dependent constants that may change
from line to line.
Note that Wm+ v has a multivariate normal distribution with covariance
n−1‖m‖22I+ n−1mmT  n−1c20I.
Then the density ofWm+ v is bounded by an n-dependent constant, so P[‖Wm+ v‖2 < ε] < Cεn. Hence
it suffices to show
P
[
| det(W +A)| < ε, ‖W ‖op < C0
∣∣∣Wm = w] < Cε1/(3n) (44)
for any deterministic w satisfying ‖w + v‖2 < ε < ε0.
For this, define a deterministic orthogonal matrix O ∈ Rn×n such that its first column is m/‖m‖2, and
the span of its first two columns contains m and Am+w. Set
Wˇ = OTWO, wˇ = OTw, Aˇ = OTAO.
Then, rotating coordinates and denoting by ei the ith standard basis vector,
P
[
| det(W +A)| < ε, ‖W ‖op < C0
∣∣∣Wm = w] = P[| det(Wˇ + Aˇ)| < ε, ‖Wˇ‖op < C0∣∣∣‖m‖2Wˇe1 = wˇ].
Conditional on ‖m‖2Wˇe1 = wˇ, the first column (and also first row) of Wˇ + Aˇ is deterministic and given
by
(Wˇ + Aˇ)e1 =
wˇ
‖m‖2 + Aˇe1 =
1
‖m‖2O
T(w +Am) = α1e1 + α2e2,
where the last equality holds by construction of O for some scalars α1, α2 which satisfy α
2
1 + α
2
2 = ‖Am+
w‖22/‖m‖22. Then, denoting byH(1) = Wˇ (1)+Aˇ(1) andH(12) = Wˇ (12)+Aˇ(12) the lower-right (n−1)×(n−1)
and (n− 2)× (n− 2) submatrices of W +A, and expanding the determinant along the first column,
det(Wˇ + Aˇ) = α1 detH
(1) − α22 detH(12).
For sufficiently small ε0, the given conditions and ‖w + v‖2 < ε0 imply α21 + α22 > c. We consider two
cases:
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• Case 1: |α1| < ε1/3. Then α22 > c for a constant c > 0. For ‖W ‖op ≤ C0 and ‖A‖op ≤ C0, we
have ‖H(1)‖op ≤ 2C0 and hence | det(H(1))| ≤ (2C0)n−1. Combining with | det(Wˇ + Aˇ)| < ε, we
have | detH(12)| < Cε1/3 for some constant C > 0. Also, ‖W ‖op < C0 and ‖A‖op ≤ C0 imply
‖H(12)‖ < 2C0. Hence
P
[
| det(Wˇ + Aˇ)| < ε, ‖Wˇ‖op < C0
∣∣∣‖m‖2Wˇe1 = wˇ] ≤ P[| detH(12)| < Cε1/3, ‖H(12)‖op < 2C0]
(45)
for a constant C > 0 and sufficiently small ε. Writing the spectral decompositionH(12) = UΛUT where
Λ = diag(λ1, . . . , λn−2), and applying the change of variables dH(12) = (1/Z ′)
∏
i<j |λi − λj | dΛdU
[AGZ10], the joint density of ordered eigenvalues λ1, . . . , λn−2 of H(12) is given by
(1/Z)1{λ1 ≤ . . . ≤ λn−2}
∏
i<j
|λj − λi| ·
∫
exp
(
−n
4
Tr
[
(UΛUT − Aˇ(12))2])dU ,
where the integral is over the orthogonal group of dimension n − 2. This density is bounded by an
n-dependent constant over the set{
λ1 ≤ . . . ≤ λn−2 :
∏
i
|λi| < Cε1/3, max
i
|λi| < 2C0
}
,
and the Lebesgue volume of this set is bounded by Cε1/(3n) since at least one coordinate |λi| is less
than Cε1/(3n). Then the right side of (45) is at most Cε1/(3n) for a constant C > 0.
• Case 2: |α1| ≥ ε1/3. Considering separately the events | detH(12)| < ε1/3 and | detH(12)| ≥ ε1/3, and
handling the first event by the argument of Case 1 above, we obtain
P
[
| det(Wˇ + Aˇ)| < ε, ‖Wˇ ‖op < C0
∣∣∣‖m‖2Wˇe1 = wˇ]
≤ Cε1/(3n) + P
[
| det(Wˇ + Aˇ)| < ε, | detH(12)| ≥ ε1/3
∣∣∣‖m‖2Wˇe1 = wˇ] .
For the probability on the right side, let us further condition on all entries of Wˇ except Wˇ22. We have
det(Wˇ + Aˇ) = α1Wˇ22 detH
(12) + const
where const denotes a quantity that does not depend on Wˇ22. Then, when |α1| ≥ ε1/3 and | detH(12)| ≥
ε1/3, the quantity det(Wˇ + Aˇ)/ε is conditionally normally distributed with variance at least 2ε−2/3/n.
This normal distribution has density upper bounded by Cε1/3, so
P
[
| det(Wˇ + Aˇ)| < ε, | detH(12)| ≥ ε1/3
∣∣∣‖m‖2Wˇe1 = wˇ] ≤ Cε1/3.
Combining these cases yields (44) as desired.
Proof of Lemma A.1. First consider T ⊆ Vδ ≡ [−1 + δ, 1 − δ]n \ B(δ) to be a closed hyperrectangle. By
Lemma A.2, Lemma A.3, Fatou’s Lemma, and Fubini’s Theorem,
E[Crit(T )] ≤ lim inf
ε→0
∫
1{m ∈ T }E
[
δε(g(m)) | detH(m)|
]
dm.
Denoting by pm the density of g(m), we have
E
[
δε(g(m)) | detH(m)|
]
= Vol(B(ε))−1
∫
u∈B(ε)
E
[
| detH(m)|
∣∣∣g(m) = u]pm(u)du.
Define
D(u,m) ≡ E
[
| detH(m)|
∣∣∣g(m) = u]pm(u).
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For any fixed m ∈ Vδ, the vector g(m) is a Gaussian random vector, and E[g(m)] and E[g(m)g(m)T]
are continuous functions in m. Hence, the density pm(u) is a continuous function of (u,m) ∈ B(ε) × T .
Moreover, by Lemma B.1, we have [H(m)|g(m) = u] d= −βP⊥mWP⊥m+A(u,m), whereW ∼ GOE(n), P⊥m
is the projection orthogonal to m, and A(u,m) is continuous in (u,m) ∈ B(ε)× T . Therefore, D(u,m) is
continuous in (u,m) ∈ B(ε) × T , and hence it is bounded on B(ε)× T . The bounded convergence theorem
and the continuity of D(u,m) yield
E[Crit(T )] ≤
∫
1{m ∈ T } lim inf
ε→0
E
[
δε(g(m)) | detH(m)|
]
dm =
∫
1{m ∈ T }D(0,m)dm.
Finally, we generalize the above inequality to a general Lebesgue measurable set E ⊆ Vδ. This follows
by standard measure theory machinery, and we sketch the proof in the following.
For any Lebesgue measurable setE ⊆ Vδ, define ν0(E) = E[Crit(E)] and ν(E) =
∫
1{m ∈ E}D(0,m)dm.
Define T ≡ {T ⊆ Vδ : T is closed hyperrectangle}. Let ν⋆ be the outer measure generated by the set function
ν : T → R, i.e. for any E ⊂ Vδ,
ν⋆(E) ≡ inf
{ ∞∑
i=1
ν(Ti) : E ⊆
⋃
i
Ti, Ti ∈ T
}
. (46)
Note that we have shown ν0(T ) ≤ ν(T ) for any closed hyperrectangle T ∈ T . Then for any Lebesgue
measurable set E ⊆ Vδ,
ν0(E)
(i)
≤ inf
{ ∞∑
i=1
ν0(Ti) : E ⊆
⋃
i
Ti, Ti ∈ T
}
(ii)
≤ inf
{ ∞∑
i=1
ν(Ti) : E ⊆
⋃
i
Ti, Ti ∈ T
}
(iii)
= ν⋆(E).
The inequality (i) is given by the definition ν0(E) = E[Crit(E)], the nonnegativity and additivity of Crit( · ),
and the linearity of expectation. The inequality (ii) is given by ν0(Ti) ≤ ν(Ti) for each Ti ∈ T . The equality
(iii) is given by the definition ν⋆.
Since D(0,m) is bounded overm ∈ Vδ, we have that ν is absolutely continuous with respect to Lebesgue
measure, and ν⋆(E) = ν(E) for any Lebesgue measurable set E ⊆ Vδ by a standard argument. This concludes
the proof.
B Proof of Proposition 3.2
The following lemma is standard, and can be found for example in [BM11, Lemma 11].
Lemma B.1. Let W ∼ GOE(n), and x,y ∈ Rn. Denote by P⊥x = I− xxT/‖x‖22 the projection orthogonal
to x. Then we have
W |Wx=y d= P⊥xWP⊥x + (xyT + yxT)/‖x‖22 − xxT〈x,y〉/‖x‖42.
In other words, for any continuous integrable function, we have
E[f(W )|Wx = y] = E[f(P⊥xWP⊥x + (xyT + yxT)/‖x‖22 − xxT〈x,y〉/‖x‖42)]. (47)
Denoting u ≡ u(m) = arctanh(m) − βλ/n · 〈1,m〉1 + β2[1 − Q(m)]m, the condition gn(m) = 0 is
equivalent to Wm = β−1u. Then by Eqs. (27–28), conditional on gn(m) = 0, the Hessian Hn(m) is equal
in law to
Z(m) =D(m)− βW +∆(m)
where
D(m) = diag(d1, . . . , dn), di =
1
1−m2i
+ β2[1−Q(m)], (48)
and
∆(m) =βWmmT/‖m‖22 + βmmTW /‖m‖22 − βmmT〈m,Wm〉/‖m‖42
− βλ
n
· 11T − 2β2/n ·mmT − (muT + umT)/‖m‖22 +mmT〈m,u〉/‖m‖42.
(49)
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Let σβ be the semicircle law with support [−2β, 2β], let µD(m) be the empirical spectral distribution of
D(m), and define their additive free convolution [Voi91]
νm = µD(m) ⊞ σβ .
We expect νm to approximate the bulk spectral distribution of Z(m) for large n [Pas72]. Denote i =
√−1
and let log denote the complex logarithm with branch cut on the negative real axis. For ε > 0, let
lε(x) = log |x− iε| = Re log(x− iε).
Denote
Tr lε(Z) =
n∑
i=1
lε(λi(Z))
where λ1(Z), . . . , λn(Z) are the eigenvalues of Z.
Recall L(m) as defined in (30). We prove Proposition 3.2 via the following three lemmas. We defer the
proofs of the first two to Sections B.1 and B.2.
Lemma B.2. Fix β > 0, λ ≥ 0, η, b ∈ (0, 1), and a ∈ (0, 1/9). Letm satisfy ‖m‖∞ ≤ 1−e−nb and Q(m) ∈
[η, 1], and set ε = n−a. Then there exist constants C ≡ C(β, λ, η, b, a) > 0 and n0 ≡ n0(β, λ, η, b, a) > 0 such
that for all n ≥ n0,
E[Tr lε(Z(m))] ≤ n
∫
lε(x)νm(dx) + C(ε
−5 + nb + logn).
Lemma B.3. For any β > 0 and m ∈ (−1, 1)n, there exists a constant C ≡ C(β) > 0 depending only on β
such that for any ε > 0, ∫
lε(x)νm(dx) ≤ L(m) + Cε.
Lemma B.4. For any ε > 0, any t > 0, any m ∈ (−1, 1)n, and all n ≥ 1,
P[|Tr lε(Z(m))− ETr lε(Z(m))| ≥ nt] ≤ 2 exp(−n2ε2t2/(8β2)).
Proof of Lemma B.4. By [AGZ10, Lemma 2.3.1], if f : R→ R is L-Lipschitz, then the map Z 7→ Tr f(Z) is
L
√
2n-Lipschitz with respect to the Frobenius norm of Z. Then for each fixed m, the quantity Tr f(Z(m))
is a 2Lβ-Lipschitz function of the n(n− 1)/2 standard Gaussian variables which parametrize P⊥mWP⊥m. By
Gaussian concentration of measure, for any t > 0, we have
P [|Tr f(Z(m))− ETr f(Z(m))| ≥ nt] ≤ 2 exp
(
− n
2t2
8L2β2
)
.
The result follows from observing that lε is differentiable, with derivative at each x ∈ R satisfying∣∣∣∣ ddxlε(x)
∣∣∣∣ = ∣∣∣∣ ddx Re log(x− iε)
∣∣∣∣ = ∣∣∣∣Re 1x− iε
∣∣∣∣ ≤ 1ε .
Proof of Proposition 3.2. Taking ε = n−0.11, we obtain from Lemmas B.2, B.3, and B.4, for some constants
C, c, n0 > 0, all n ≥ n0, and all t > 0,
P
[
Tr lε(Z(m)) ≥ nL(m) + Cnmax(0.89,b) + nt
]
≤ 2 exp(−cn1.78t2).
Then, setting cn = nL(m) + Cn
max(0.89,b),
E[| detZ(m)|] ≤ E[exp(Tr lε(Z(m)))]
≤ exp(cn + n0.89) +
∫ ∞
exp(cn+n0.89)
P[exp(Tr lε(Z(m))) ≥ t] dt
= exp(cn + n
0.89) + ecn
∫ ∞
n0.89
es P[Tr lε(Z(m)) ≥ cn + s] ds
≤ exp(cn + n0.89) + ecn
∫ ∞
n0.89
2 exp(s− cs2/n0.22)ds
< exp(nL(m) + C0 · nmax(0.9,b)),
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the last line holding for sufficiently large n0 and C0.
In the remainder of this section, we prove Lemmas B.2 and B.3.
B.1 Proof of Lemma B.2
We first establish an analogue of Lemma B.2 for a matrix of the form D − βW .
Lemma B.5. Fix β > 0 and a ∈ (0, 1/9), and let ε = n−a. Then there exist constants C ≡ C(β, a) > 0
and n0 ≡ n0(β, a) > 0 such that for all n ≥ n0, the following holds: Let D ∈ Rn×n be any real symmetric
matrix, let H = D − βW where W ∼ GOE(n), and let ν = µD ⊞ σβ. Then
E[Tr lε(H)] ≤ n
∫
lε(x)ν(dx) + C(ε
−5 + log(‖D‖op + 1) + logn).
By the results of [Pas72], the Stieltjes transform
g(z) =
∫
1
x− z ν(dx) (50)
of the above measure ν satisfies, for each z ∈ C+, the fixed-point equation
g(z) =
1
n
n∑
i=1
1
di − z − β2g(z) , (51)
with (di)i≤n denoting the eigenvalues of D. We first provide a quantitative estimate of the approximation
of the spectral law of H by ν, in terms of their Stieltjes transforms at points z ∈ C+ where Im z & n−1/9.
Lemma B.6. Fix β > 0, let D ∈ Rn×n be any real symmetric matrix, and let H and ν be as in Lemma
B.5. For z ∈ C+, denote the Stieltjes transforms of H and ν as
gˆ(z) =
1
n
Tr(H − zI)−1, g(z) =
∫
1
x− z ν(dx).
If n ≥ 40max(β/ Im z, 1)9, then
|Egˆ(z)− g(z)| < 12
n Im z
max(β/ Im z, 1)5.
Proof. We follow the approach of [Pas05, Theorem 3.1], applying integration by parts and the Poincare´
inequality. Fix z ∈ C+ and denote η = Im z. Denote the resolvents of H and D as
GH(z) = (H − zI)−1, GD(z) = (D − zI)−1.
Applying A−1 −B−1 = A−1(B −A)B−1, we obtain
GH(z)−GD(z) = βGH(z)WGD(z).
As GD(z) is deterministic, this yields
EGH(z) = GD(z) + β E[GH(z)W ]GD(z). (52)
We use integration by parts on the term E[GH (z)W ]. For any differentiable bounded function f : R→ R,
when ξ ∼ N (0, σ2),
E[ξf(ξ)] = σ2E[f ′(ξ)]. (53)
Consider indices i, j, k ∈ [n]. If j < k, then setting X as the matrix with (j, k) and (k, j) entries equal to 1
and remaining entries 0, we have
∂GH(z)ij
∂Wjk
= lim
δ→0
δ−1
(
(H − zI− βδX)−1 − (H − zI)−1
)
ij
= β(GH(z)XGH(z))ij = β(GH(z)ijGH(z)kj +GH(z)ikGH(z)jj). (54)
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For z ∈ C+ with Im z = η, we have |GH(z)ij | ≤ 1/η. Then (53) yields
E[GH(z)ijWjk] =
1
n
E
[
∂GH(z)ij
∂Wjk
]
=
β
n
E[GH (z)ijGH(z)kj +GH(z)ikGH(z)jj ].
Similar arguments yield the same identity when j = k. Then applying GH(z)kj = GH(z)jk and summing
over j, we obtain
E[GH(z)W ] =
β
n
E[GH (z)
2] + β E[gˆ(z)GH(z)].
Denoting δ(z) = gˆ(z)− Egˆ(z) and substituting the above into (52),
(EGH (z))[I− β2(Egˆ(z))GD(z)] =
(
I+
β2
n
E[GH (z)
2] + β2 E[δ(z)GH(z)]
)
GD(z).
Multiplying on the right by GD(z)
−1 =D − zI,
(EGH(z))[D − zI− β2(Egˆ(z))I] = I+ β
2
n
E[GH (z)
2] + β2 E[δ(z)GH(z)].
Now multiplying on the right by [D−zI−(β2Egˆ(z))I]−1 = GD(z+β2Egˆ(z)), taking n−1Tr, and rearranging,
Egˆ(z)− 1
n
n∑
i=1
1
di − z − β2Egˆ(z) = r(z) (55)
where
r(z) =
β2
n2
ETr
(
GH(z)
2GD(z + β
2
Egˆ(z))
)
+
β2
n
E
[
δ(z)Tr
(
GH(z)GD(z + β
2
Egˆ(z))
)]
=: I + II.
Let us bound this remainder r(z). Noting ‖(X−zI)−1‖op ≤ 1/ Im z for any real-symmetricX, observing
Im z + β2Egˆ(z) ≥ Im z, and applying |TrX| ≤ n‖X‖op, we obtain
|I| ≤ β
2
nη3
.
For II, applying these bounds and Cauchy-Schwarz,
|II| ≤ β
2
n
E
[|δ(z)|2]1/2 n
η2
=
β2
η2
Var(gˆ(z))1/2,
where Var(gˆ) = E[|gˆ − Egˆ|2] = E[|gˆ|2] − |Egˆ|2. We apply the Poincare´ inequality to bound Var(gˆ(z)). For
i.i.d. N (0, 1) variables ξ1, . . . , ξk and f : Rk → C with bounded partial derivatives,
Var(f(ξ1, . . . , ξk)) ≤ E[‖∇f(ξ1, . . . , ξk)‖22]. (56)
For j < k, a computation similar to (54) yields
1√
n
∂gˆ(z)
∂Wjk
=
1
n3/2
n∑
i=1
∂GH(z)ii
∂Wjk
=
2β
n3/2
[GH(z)
2]jk,
1√
n/2
∂gˆ(z)
∂Wjj
=
√
2β
n3/2
[GH(z)
2]jj .
Noting (
√
n/2Wjj : j ∈ [n]) ∪ (√nWjk : 1 ≤ j < k ≤ n) are i.i.d. N (0, 1) variables, (56) yields
Var(gˆ(z)) ≤ E
 n∑
j=1
2β2
n3
|[GH(z)2]jj |2 +
∑
j<k
4β2
n3
|[GH(z)2]jk|2
 = 2β2
n3
ETr
(
GH(z)
2(GH(z)2)
T) ≤ 2β2
n2η4
.
Combining the above,
|r(z)| ≤ β
2
nη4
(η +
√
2β). (57)
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Finally, we compare (55) with the fixed-point equation (51) satisfied by g(z) to obtain a bound on
Egˆ(z)− g(z): Denoting (x)+ = max(x, 0), we have
|r(z)| =
∣∣∣∣∣Egˆ(z)− g(z)− 1n
n∑
i=1
(
1
di − z − β2Egˆ(z) −
1
di − z − β2g(z)
)∣∣∣∣∣
=
∣∣Egˆ(z)− g(z)∣∣ ∣∣∣∣∣1− 1n
n∑
i=1
β2
(di − z − β2Egˆ(z))(di − z − β2g(z))
∣∣∣∣∣
≥ ∣∣Egˆ(z)− g(z)∣∣
1−
√√√√ 1
n
n∑
i=1
β2
|di − z − β2Egˆ(z)|2
√√√√ 1
n
n∑
i=1
β2
|di − z − β2g(z)|2

+
, (58)
the last step applying |1 − x| ≥ (1 − |x|)+ and Cauchy-Schwarz. Taking the imaginary part of (51) and
rearranging,
β2 Im g(z)
η + β2 Im g(z)
=
1
n
n∑
i=1
β2
|di − z − β2g(z)|2 .
We have
Im g(z) = Im
∫
1
x− z ν(dx) =
∫
η
|x− z|2 ν(dx) ≤ 1/η,
and hence
1
n
n∑
i=1
β2
|di − z − β2g(z)|2 ≤
β2
η2 + β2
.
Similarly, taking imaginary parts of (55) and rearranging,
1
n
n∑
i=1
β2
|di − z − β2Egˆ(z)|2 =
β2 ImEgˆ(z)− β2 Im r(z)
η + β2 ImEgˆ(z)
≤ β
2
η2 + β2
+
β2|r(z)|
η
.
Applying
√
a+ b ≤ √a+√b and the above bounds to (58), we obtain
|r(z)| ≥ ∣∣Egˆ(z)− g(z)∣∣(1− β2
η2 + β2
−
√
β2
η2 + β2
· β
2|r(z)|
η
)
+
≥ ∣∣Egˆ(z)− g(z)∣∣( η2
η2 + β2
−
√
β2|r(z)|
η
)
+
.
When
n ≥ 40max
(
β
η
, 1
)9
≥ 20
(
β4
η4
+
β9
η9
)
>
4β4(η +
√
2β)(η2 + β2)2
η9
,
we verify from (57) that √
β2|r(z)|
η
≤ η
2
2(η2 + β2)
.
Then the above implies
|Egˆ(z)− g(z)| ≤ 2|r(z)|(η
2 + β2)
η2
≤ 2β
2(η +
√
2β)(η2 + β2)
nη6
<
6
nη
(
β2
η2
+
β5
η5
)
≤ 12
nη
max
(
β
η
, 1
)5
.
Proof of Lemma B.5. Denote by νˆ the empirical spectral measure of H , and by gˆ(z) its Stieltjes transform.
Let tn = n(‖D‖op + β + 1). Then we have
Tr lε(H) = n
∫
Re log(x − iε) νˆ(dx)
= n
∫
Re
(
log(x− itn)−
∫ tn
ε
−i
x− itdt
)
νˆ(dx)
= n
∫
log |x− itn| νˆ(dx) + nRe
(
i
∫ tn
ε
gˆ(it)dt
)
.
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For ε = n−a where a ∈ (0, 1/9), we may apply Lemma B.6 to get∣∣∣∣∫ tn
ε
E[gˆ(it)]dt−
∫ tn
ε
g(it)dt
∣∣∣∣ ≤ 12n
(∫ β
ε
β5
t6
dt+
∫ tn
β
1
t
dt
)
≤ C
(
ε−5 + log(‖D‖op + 1) + logn
n
)
for some (β, a)-dependent constants C, n0 > 0 and all n ≥ n0. Reversing the above steps, we may write
Re
(
i
∫ tn
ε
g(it)dt
)
=
∫ (
− log |x− itn|+ log |x− iε|
)
ν(dx),
so combining the above yields
ETr lε(H) ≤ n
∫
lε(x)ν(dx) + r1 + r2, (59)
where
r1 = E
[
n
∫
log |x− itn| νˆ(dx)
]
− n
∫
log |x− itn| ν(dx), r2 = C(ε−5 + log(‖D‖op + 1) + logn).
To bound r1, note that since ν = µD ⊞ σβ , we have sup{|x| : x ∈ supp(ν)} ≤ ‖D‖op + 2β. Applying
log |x− itn| − log tn = Re log(x− itn)− Re log(−itn) = Re x
x˜− itn
for some x˜ ∈ R with |x˜| ≤ |x|, we obtain∣∣∣∣∫ log |x− itn| ν(dx) − log tn∣∣∣∣ ≤ ‖D‖op + 2βtn ≤ 2n. (60)
A similar argument holds for νˆ. Indeed, for all t > 0, we have
P[‖H‖op > ‖D‖op + 2β + t] ≤ P[β‖W ‖op > 2β + t] ≤ 2 exp
(
− nt
2
4β2
)
, (61)
see e.g. [DS01, Theorem II.11]. Let E be the event where ‖H‖op ≤ ‖D‖op + 2β + 1. Then we have
S1 :=
∣∣∣∣E[ ∫ log |x− itn| νˆ(dx)∣∣∣E]− log tn∣∣∣∣ ≤ ‖D‖op + 2β + 1tn ≤ 2n,
and
S2 := E
[ ∫
log |x− itn| νˆ(dx)
∣∣∣Ec] ≤ E[log(‖H‖op)|Ec] + log(tn).
Note that, by (61),
E[log(‖H‖op) | Ec]P[Ec] = E[log(‖H‖op)1{Ec}]
=
∫ ∞
0
P
[
‖H‖op ≥ max(et, ‖D‖op + 2β + 1)
]
dt
≤ log(‖D‖op + 2β + 1) · 2e−n/(4β2) +
∫ ∞
log(‖D‖op+2β+1)
P[‖H‖op > et] dt
< [log(‖D‖op + 1) + logn] · e−cn
for a constant c ≡ c(β) > 0 and n ≥ n0(β) > 0. Then∣∣∣∣E∫ log |x− itn| νˆ(dx) − log tn∣∣∣∣ ≤ S1 · P[E ] + [S2 + log(tn)] · P[Ec] ≤ 2n + [log(‖D‖op + 1) + logn] · e−cn.
Combining this bound with Eq. (60), we obtain |r1| ≤ log(‖D‖op + 1) + logn for sufficiently large n0 and
all n ≥ n0. Then the lemma follows from (59).
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We now apply this result to establish Lemma B.2.
Proof of Lemma B.2. Fix m and denote H = D − βW , so that Z =H +∆. Lemma B.5 gives
E[Tr lε(H)] ≤ n
∫
lε(x)ν(dx) + C(ε
−5 + log(‖D‖op + 1) + logn). (62)
From (49), the operator norm of ∆ can be bounded by
‖∆‖op =‖βWmmT/‖m‖22‖op + ‖βmmTW /‖m‖22‖op + ‖βmmT〈m,Wm〉/‖m‖42‖op
+ ‖βλ/n · 11T‖op + ‖2β2/n ·mmT‖op + ‖(muT + umT)/‖m‖22‖F + ‖mmT〈m,u〉/‖m‖42‖F
≤3β‖W ‖op + 2β2 + βλ+ 3‖u‖2/‖m‖2.
For Q(m) ∈ [η, 1] and m ∈ [−1 + e−nb , 1− e−nb ], we have
‖u‖2 ≤‖ arctanh(m)‖2 + ‖βλ/n · 〈1,m〉1‖2 + ‖β2(1−Q(m))m‖2
≤√n‖ arctanh(m)‖∞ + (β2 + βλ)
√
n ≤ √n(nb + (β2 + βλ)),
and ‖m‖2 ≥ √nη. Accordingly, we have
‖∆‖op ≤ 3λ‖W ‖op + (2β2 + βλ) + 3(nb + (β2 + βλ))/√η. (63)
Note that ∆ is given in Eq. (49), which has rank at most 8. Suppose it has r+ positive eigenvalues and
r− negative eigenvalues, where r+ + r− ≤ 8 (it is possible that r+ or r− is zero). Denote the eigenvalues of
H as λ1(H) ≥ λ2(H) ≥ · · · ≥ λk(H) ≥ 0 > λk+1(H) ≥ · · · ≥ λn(H), and those of Z as λ1(Z) ≥ λ2(Z) ≥
· · · ≥ λn(Z). We apply the following bounds (we use the convention that, if k = 0, the set {1, 2, . . . , k} = ∅):
• For i ∈ S ≡ {1, . . . , r+} ∪ {n+ 1− r−, . . . , n} ∪ {k − r− + 1, . . . , k + r+}, we have
|λi(Z)| ≤ ‖H‖op + ‖∆‖op.
• The rest of the eigenvalues of Z satisfy, by Weyl’s eigenvalue interlacing,
λi−r+(H) ≥ λi(Z) ≥ 0, i ∈ {r+ + 1, r+ + 2, . . . , k − r−},
λi+r−(H) ≤ λi(Z) ≤ 0, i ∈ {k + r+ + 1, k + r+ + 2, . . . , n− r−}.
Then
Tr lε(Z) ≤ Tr lε(H)−
∑
i∈S
lε(λi(H)) + 16 log(‖H‖op + ‖∆‖op)
≤ Tr lε(H)− 16 log ε+ 16 log(‖D‖op + λ‖W ‖op + ‖∆‖op).
Note that for m with ‖m‖∞ ≤ 1 − e−nb , we have ‖D‖op ≤ e2nb + β2. Then, taking expectations of the
above and applying Jensen’s inequality, the result follows from Eq. (62) and (63), and E[‖W ‖op] ≤ 3.
B.2 Proof of Lemma B.3
Fix λ > 0 and m ∈ (−1, 1)n, and write as shorthand ν ≡ νm. Lemma B.3 follows from several properties of
ν and its support:
Lemma B.7. The Stieltjes transform g(z) of ν extends continuously from C+ to C+ ∪ R. Denoting this
extension also by g(z), the measure ν admits a continuous density given by
f(z) =
1
pi
Im g(z), z ∈ R.
At each z ∈ R, letting z0 ∈ R denote the closest point where f(z0) = 0, we have
f(z) ≤
(
3
4pi3β
|z − z0|
)1/3
. (64)
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Proof. See [Bia97, Corollaries 1, 2, 5].
Lemma B.8. The support of ν is contained in [0, dmax + 2β], where dmax = maxi≤n di.
Proof. We note that (51) holds also for z ∈ R by continuity, where g(z) for z ∈ R is the continuous extension
defined in Lemma B.7. Fix any z ≤ 0, and consider the function
F (g) =
1
n
n∑
i=1
1
di − z − β2g
defining the right side of (51). Let p1 < . . . < pk be the distinct values among
{(di − z)/β2 : i = 1, . . . , n}.
Then F (g) is a rational function with poles p1, . . . , pk.
The equation g = F (g) is rearranged as a polynomial equation of degree k+1, and hence it as most k+1
complex roots counting multiplicity. From the graph of F (g), there is at least one real root between pj and
pj+1 for each j = 1, . . . , k − 1. Furthermore, when z ≤ 0, we have p1 > 1−Q(m) and
F (1−Q(m)) = 1
n
n∑
i=1
1
(1−m2i )−1 − z
≤ 1
n
n∑
i=1
(1 −m2i ) = 1−Q(m). (65)
Then from the graph of F (g) on g ∈ (0, p1), the equation g = F (g) has at least two real roots in this
interval, counting multiplicity. So all k + 1 roots of g = F (g) are real, there is exactly one root in each
interval (pj , pj+1), and exactly two roots in (0, p1). In particular, g(z) is real. Then by Lemma B.7, the
density of ν is 0 for all z ≤ 0, so ν is supported on [0,∞). The upper bound dmax + 2β follows from
sup{|x| : x ∈ supp(ν)} ≤ ‖D‖op + 2β, as ν = µD ⊞ σβ .
Lemma B.9. At z = 0, the Stieltjes transform g(0) is the smallest real root of (51) and satisfies 0 < g(0) ≤
1−Q(m). Furthermore, for L(m) defined in (30), we have∫
log(x)ν(dx) ≤ L(m).
Proof. From the proof of Lemma B.8, the equation g = F (g) has exactly one root g ∈ (pj , pj+1) for each
j = 1, . . . , k − 1 and exactly two roots g ∈ (0, p1) counting multiplicity. From the graph of F , this implies
F ′(g) > 1 for each root g ∈ (pj , pj+1), and also the two roots g1 ≤ g2 in (0, p1) satisfy F ′(g1) ≤ 1 and
F ′(g2) ≥ 1, with F ′(g2) = 1 if and only if g1 = g2. At any z < 0, since z /∈ supp(ν), g(z) is analytic in a
neighborhood of z and is given by (50). Differentiating (50) in z, we verify g′(z) > 0. On the other hand,
differentiating (51) in z, we obtain
g′(z) =
1
n
n∑
i=1
1 + β2g′(z)
(di − z − β2g(z))2 ,
so the condition g′(z) > 0 implies
1− 1
n
n∑
i=1
β2
(di − z − β2g(z))2 > 0.
Thus F ′(g(z)) < 1. This holds for all z < 0, so we must have F ′(g(0)) ≤ 1 at z = 0 by continuity. Then
g(0) is the smallest real root to g = F (g) at z = 0. Since 1 − Q(m) is one such root by (65), we have
0 < g(0) ≤ 1−Q(m).
To prove the bound on
∫
log(x)ν(dx), we write for any T > 0∫
log(x)ν(dx) =
∫ (
log(x − iT )−
∫ T
0
−i
x− itdt
)
ν(dx)
=
∫
log(x− iT )ν(dx) + i
∫ T
0
g(it)dt.
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For each t ∈ (0, T ), applying (51), we have
g(it) = g(it)(1 + β2g′(it))− β2g(it)g′(it)
=
1
n
n∑
i=1
1 + β2g′(it)
di − it− β2g(it) − β
2g(it)g′(it).
Then −ig(it) = B′(t) for
B(t) :=
1
n
n∑
i=1
log(di − it− β2g(it)) + β
2
2
g(it)2,
so
i
∫ T
0
g(it)dt = B(0)−B(T ).
We next take T →∞, using |g(iT )| ≤ supx(1/|x− iT |) ≤ 1/T from Eq. (50). Applying a Taylor expansion
of log(x− iT ), we have∫
log(x− iT )ν(dx) = log(−iT ) +O(1/T ), B(T ) = log(−iT ) +O(1/T ).
(In the first equation, we use the fact that ν has bounded support, cf. Lemma B.8, and in the second we use
the definition of B, together with |g(iT )| ≤ 1/T .) Combining the above, we obtain ∫ log(x)ν(dx) = B(0).
Finally, note that for F as defined in the proof of Lemma B.8, the equation g = F (g) is equivalent to
0 = R′(g) where
R(g) =
β2g2
2
+
1
n
n∑
i=1
log(di − β2g).
Recall that either g(0) = 1−Q(m), or g(0) < 1−Q(m) and these are the two roots of this equation 0 = R′(g)
in (−∞, p1). Since R(g) → ∞ when g → −∞, we obtain in both cases B(0) = R(g(0)) ≤ R(1 − Q(m)) =
L(m).
Proof of Lemma B.3. For any x > 0,
lε(x)− log x = Re log(x− iε)− Re log(x) = log
√
x2 + ε2 − log x =
√
x2 + ε2 − x
x+ ε˜
for some ε˜ ∈ [0,√x2 + ε2 − x]. Then |lε(x) − log x| ≤ ε/x, so∫
lε(x)ν(dx) ≤
∫
log(x)ν(dx) + ε
∫
(1/x)ν(dx).
The result follows from Lemma B.9, Lemma B.8, and the density decay condition (64) at the smallest edge
of ν in the case where 0 ∈ supp(ν).
C Proof of Proposition 3.5
We equip P with the topology of weak convergence and the corresponding Borel σ-algebra. The proof applies
Sanov’s Theorem and Varadhan’s Lemma, with modifications to handle the technicality that J(ρ, y), A(ρ),
and E(ρ) are not (weakly) continuous over ρ ∈ P .
Lemma C.1.
(a) For any constants η > 0 and β > 0, there exists a constant C ≡ C(β, η) < ∞ such that J(ρ, y) ≤
C + y2/(4β2) for all ρ ∈ P with Q(ρ) ≥ η.
(b) J : {ρ ∈ P : Q(ρ) > 0} × R→ [−∞,∞) is upper semi-continuous.
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Proof. For (a), we apply the inequality (c+1)a2+(c−1+1)b2 ≥ (a+ b)2 with c = 2, a = arctanh(x)−βλϕ+
β2(1− q)x− yx, and b = yx. Recalling g(x;ϕ, q, y) from Eq. (31), this yields
log g(x;ϕ, q, y) ≤ log 1
1− x2 −
(arctanh(x) − βλϕ+ β2(1− q)x)2
6β2q
+
(yx)2
4β2q
.
By the boundedness of M(ρ) and Q(ρ) and the comparison of log 1/(1 − x2) and arctanh(x)2 as x → ±1,
we see that for ϕ = M(ρ) and q = Q(ρ), the first two terms above are together upper-bounded by an
η-dependent constant. Then
J(ρ, y) ≤ C +
∫
(yx)2
4β2Q(ρ)
ρ(dx) = C +
y2
4β2
for a constant C ≡ C(β, η) <∞.
For (b), fix y, y1, y2, . . . ∈ R such that yi → y and ρ, ρ1, ρ2, . . . ∈ P such that ρi → ρ weakly, Q(ρ) > 0,
and Q(ρi) > 0 for all i. Then Q(ρi) → Q(ρ), so there is a lower bound η > 0 on all Q(ρi), as well as a
finite upper bound on all y2i . Fix a constant α ∈ R and define fi,α(x) = max(α, log g(x;M(ρi), Q(ρi), yi))
and fα(x) = max(α, log g(x;M(ρ), Q(ρ), y)). Then fi,α and fα are uniformly bounded above and below over
all i. Furthermore, there is a value δ > 0 such that fi,α(x) = fα(x) = α for all x < −1 + δ and x > 1 − δ
and all i. As fi,α(x)→ fα(x) uniformly over x ∈ [−1+ δ, 1− δ], this implies fi,α(x)→ fα(x) uniformly over
x ∈ (−1, 1). Then∣∣∣∣∫ fi,α(x)ρi(dx)− ∫ fα(x)ρ(dx)∣∣∣∣ ≤ ∫ |fi,α(x) − fα(x)|ρi(dx) + ∣∣∣∣∫ fα(x)(ρi − ρ)(dx)∣∣∣∣→ 0.
Hence
lim sup
i
J(ρi, yi) ≤ lim
i
(
β2(1−Q(ρi))2
2
− 1
2
log(2piβ2Q(ρi)) +
∫
fi,α(x)ρi(dx)
)
=
β2(1 −Q(ρ))2
2
− 1
2
log(2piβ2Q(ρ)) +
∫
fα(x)ρ(dx).
The left side is independent of α. As x 7→ g(x;M(ρ), Q(ρ), y) is bounded above, the monotone con-
vergence theorem yields for the right side limα→−∞
∫
fα(x)ρ(dx) =
∫
log g(x;M(ρ), Q(ρ), y) ρ(dx). Then
lim supi J(ρi, yi) ≤ J(ρ, y), so J is upper semi-continuous.
Lemma C.2. Fix any α ∈ (0,∞), and suppose ρ, ρ1, ρ2, . . . ∈ P are such that ρi → ρ weakly and∫ 1
−1
arctanh(x)2 ρ(dx) ≤ α,
∫ 1
−1
arctanh(x)2 ρi(dx) ≤ α
for all i. Then A(ρi)→ A(ρ) and E(ρi)→ E(ρ).
Proof. As x2 and h(x) are continuous and bounded over (−1, 1), it suffices to show∫
x arctanh(x) ρi(dx)→
∫
x arctanh(x) ρ(dx).
For any δ ∈ (0, 1) such that −1 + δ and 1− δ are continuity points of ρ, we have by weak convergence∫
[−1+δ,1−δ]
x arctanh(x) ρi(dx)→
∫
[−1+δ,1−δ]
x arctanh(x) ρ(dx).
Denoting Iδ = (−1,−1 + δ) ∪ (1− δ, 1), by Cauchy-Schwarz(∫
Iδ
x arctanh(x) ρ(dx)
)2
≤
∫
Iδ
x2ρ(dx) ·
∫
Iδ
arctanh(x)2 ρ(dx) ≤ α
∫
Iδ
x2ρ(dx),
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and similarly for ρi. As
∫
Iδ
x2ρi(dx)→
∫
Iδ
x2ρ(dx) also by weak convergence, this yields
lim sup
i
∣∣∣∣∫ x arctanh(x)ρi(dx)− ∫ x arctanh(x)ρ(dx)∣∣∣∣ ≤ 2α ∫
Iδ
x2ρ(dx).
Taking δ → 0 yields the claim.
Proof of Proposition 3.5. Let ρn denote the empirical measure of m1, . . . ,mn
iid∼ pi0, where pi0 is the uniform
distribution on [−1, 1], and let Yn ∼ N (0, β2/n) be independent of ρn. Then
T (U, Vn) = 2
n · E
[
exp(nJ(ρn, Yn) + C0n
max(0.9,b))1{(Q(ρn),M(ρn), A(ρn), E(ρn)) ∈ U}
]
. (66)
By Sanov’s Theorem, ρn satisfies a large deviation principle (LDP) with rate n and rate function ρ 7→
H(ρ|pi0). From the form of the normal density, Yn satisfies an LDP also with rate n and rate function
y 7→ y2/(2β2). Then (ρn, Yn) satisfies the LDP with rate function R(ρ, y) = H(ρ|pi0) + y2/(2β2), and in
particular, for any closed Sprod ⊆ P × R we have
lim sup
n→∞
1
n
logP[(ρn, Yn) ∈ Sprod] ≤ − inf
(ρ,y)∈Sprod
R(ρ, y). (67)
We now follow an argument similar to Varadhan’s Lemma, see e.g. [DZ10, Lemma 4.3.6]. Note that
R : P × R→ [0,∞] is lower semi-continuous. Fix α ∈ (0,∞) and set
Ξ(α) = {(ρ, y) ∈ P × R : (Q(ρ),M(ρ), A(ρ), E(ρ)) ∈ U, J(ρ, y) ≥ −α},
Ψ(α) = {(ρ, y) ∈ P × R : R(ρ, y) ≤ α}.
Note that Ψ(α) is compact, by compactness of sub-level sets of H( · |pi0). We claim that Ξ(α) is closed:
Suppose (ρ, y), (ρ1, y1), (ρ2, y2), . . . ∈ P ×R are such that (ρi, yi)→ (ρ, y) and (ρi, yi) ∈ Ξ(α) for all i. Then
M(ρi) → M(ρ) and Q(ρi) → Q(ρ) by weak convergence. In particular Q(ρ) ≥ η, so J is well-defined at ρ
and J(ρ, y) ≥ lim supi J(ρi, yi) ≥ −α by the upper semi-continuity established in Lemma C.1(b). Applying
(a− b)2 ≥ (a2/2)− b2 and log 1/(1− x2) ≤ arctanh(x)2/(8β2) + c for a constant c ≡ c(β) <∞, we have
log g(x;ϕ, q, y) ≤ c+ arctanh(x)2
(
1
8β2
− 1
4β2q
)
+
(βλϕ− β2(1− q)x+ yx)2
2β2q
.
Since yi → y < ∞, the above bound and the conditions J(ρi, yi) ≥ −α, J(ρ, y) ≥ −α, Q(ρi) ∈ [η, 1], and
Q(ρ) ∈ [η, 1] imply ∫ 1−1 arctanh(x)2 ρi(dx) ≤ κ and ∫ 1−1 arctanh(x)2 ρ(dx) ≤ κ for all i and some κ <∞. Then
Lemma C.2 implies A(ρi)→ A(ρ) and E(ρi)→ E(ρ). As U is closed, this implies (Q(ρ),M(ρ), A(ρ), E(ρ)) ∈
U , so Ξ(α) is closed as desired.
Now fix δ > 0. By semi-continuity of R and J and finiteness of these functionals on Ψ(α) ∩ Ξ(α), for
each (ρ, y) ∈ Ψ(α) ∩ Ξ(α) there exists an open neighborhood Oρ,y ⊂ P × R such that Q is strictly positive
on Oρ,y and
inf
(ρ′,y′)∈Oρ,y
R(ρ′, y′) ≥ R(ρ, y)− δ, sup
(ρ′,y′)∈Oρ,y
J(ρ′, y′) ≤ J(ρ, y) + δ. (68)
By compactness of Ψ(α) ∩ Ξ(α), we may take a finite collection (ρ1, y1), . . . , (ρK , yK) such that O =⋃K
i=1Oρi,yi covers Ψ(α) ∩ Ξ(α). Then
lim sup
n
n−1 logE
[
enJ(ρn,Yn)1{(Q(ρn),M(ρn), A(ρn), E(ρn)) ∈ U}
]
≤ lim sup
n
n−1 logE
[
K∑
i=1
enJ(ρn,Yn)1{(ρn, Yn) ∈ Oρi,yi}
+ enJ(ρn,Yn)1{J(ρn, Yn) < −α}+ enJ(ρn,Yn)1{(ρn, Yn) ∈ Ξ(α) \O}
]
≤ max(E1, . . . , EK , R1, R2)
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where
Ei = lim sup
n
n−1 logE
[
enJ(ρn,Yn)1{(ρn, Yn) ∈ Oρi,yi}
]
,
R1 = lim sup
n
n−1 logE
[
enJ(ρn,Yn)1{J(ρn, Yn) < −α}
]
,
R2 = lim sup
n
n−1 logE
[
enJ(ρn,Yn)1{(ρn, Yn) ∈ Ξ(α) \O}
]
.
Clearly R1 ≤ −α. Applying (67) and (68),
Ei ≤ J(ρi, yi) + δ + lim sup
n
n−1 logP
[
(ρn, Yn) ∈ Oρi,yi
] ≤ J(ρi, yi)−R(ρi, yi) + 2δ.
By Holder’s inequality, for any κ > 1,
R2 ≤ lim sup
n
n−1 log
(
E
[
eκnJ(ρn,Yn)1{Q(ρn) ≥ η}
]1/κ
P [(ρn, Yn) ∈ Ξ(α) \O]1−1/κ
)
.
Note that O is open, so Ξ(α)\O is closed, and R(ρ, y) > α outside O. Then again applying (67) and Lemma
C.1(a), for κ ∈ (1, 2) and some C ≡ C(β, η) <∞,
R2 ≤ 1
κ
lim sup
n
n−1 logE
[
eκn(C+Y
2
n/(4β
2))
]
− (1− 1/κ)α = C − (1 − 1/κ)α.
Choosing κ = 3/2 and combining with (66), we obtain
lim sup
n
n−1 logT (U, Vn)
≤ max
(
sup
(ρ,y)∈P×R: (Q(ρ),M(ρ),A(ρ),E(ρ))∈U
J(ρ, y)−R(ρ, y) + 2δ, −α, C − α/3
)
+ log 2.
Taking δ → 0 and α→∞ concludes the proof.
D Proof of Proposition 4.2
Denote ξ ∼ N (λ2ϕ⋆, λ2q⋆). Note that ϕ⋆ = q⋆ implies E{f(−ξ)} = E{e−2ξf(ξ)} whence E{tanh(ξ)2} =
E{tanh(ξ)}. Applying Gaussian integration by parts, we may verify from (38) and (33) that
ϕ⋆ = E[tanh(ξ)], q⋆ = E[tanh
2(ξ)], a⋆ = E[ξ tanh(ξ)], u(q⋆, a⋆)− e⋆ = E[log 2 cosh(ξ)]. (69)
Note that
S(q⋆, ϕ⋆, a⋆, e⋆;µ, ν, τ, γ) = −q⋆µ− ϕ⋆ν − a⋆τ − [u(q⋆, a⋆)− e⋆]γ + log I,
where
I = E
[
exp
(
µ tanh2(ξ) + ν tanh(ξ) + τξ tanh(ξ) + γ log 2 cosh(ξ)
)]
.
Then S(q⋆, ϕ⋆, a⋆, e⋆;µ, ν, τ, γ) is a convex function of (µ, ν, τ, γ), with derivative with respect to (µ, ν, τ, γ)
equal to 0 at (µ, ν, τ, γ) = 0. Thus S⋆(q⋆, ϕ⋆, a⋆, e⋆) = 0 follows.
In the remainder of this section, we establish Eq. (35). Note that q⋆ → 1 as λ→ ∞ (see, e.g. [DAM16,
Lemma 3.2]). Throughout the proof, we assume λ0 is large enough such that the conditions of the proposition
guarantee (q, ϕ) ∈ [1/(1 + ε), 1]2 for ε ≡ 0.01. Denote
S+(q, ϕ, a) =
1
4λ2q2
[a− λ2ϕ2 − λ2(1− q)q]2,
and
S−(q, ϕ, a, e;µ, ν, τ, γ) = −qµ− ϕν − aτ − [u(q, a)− e]γ + log I,
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so that S = S+ + S− and
S⋆(q, ϕ, a, e) = S+(q, ϕ, a) + inf
µ,ν,τ,γ
S−(q, ϕ, a, e;µ, ν, τ, γ).
Denote Q(x) = tanh2 x, M(x) = tanhx, A(x) = x tanhx, and U(x) = log[2 cosh(x)].
Step 1. Upper bound S+. Noting a⋆ = λ
2ϕ2⋆ + λ
2q⋆(1− q⋆), we have
S+(q, ϕ, a) =
1
4λ2q2
{(a− a⋆)− (λ2ϕ2 − λ2ϕ2⋆)− [λ2q(1 − q)− λ2q⋆(1 − q⋆)]}2.
By the inequality
(x1 + x2 + x3)
2 ≤ (1 + ε)2x21 + (2 + 2/ε)2x22 + (2 + 2/ε)2x23,
and the conditions q, ϕ ∈ [1/(1 + ε), 1] and ε = 0.01, we have
S+(q, ϕ, a) ≤(1 + ε)2(a− a⋆)2/(4λ2q2) + (2 + 2/ε)2λ4{(ϕ2 − ϕ2⋆)2 + [q(1 − q)− q⋆(1− q⋆)]2}/(4λ2q2)
≤(1 + ε)4(a− a⋆)2/(4λ2) + (10/ε2)λ2(ϕ− ϕ⋆)2 + (10/ε2)λ2(q − q⋆)2.
(70)
Step 2. Bound the moment generating function of Q, M , A, and U .
Let x ∼ N (λ2ϕ, λ2q). Let E and Var be taken with respect to the randomness of x. We bound
E[eµ(Q−EQ)], E[eν(M−EM)], E[eτ(A−EA)], and E[eγ(U−EU)].
Since |Q| ≤ 1, we have for |µ| < 1
E[exp{µ(Q− EQ)}] ≤ 1 + 1
2
µ2Var(Q) +
∞∑
k=3
1
k!
|µ|kE[|Q− EQ|k]
≤ 1 + 1
2
µ2Var(Q)
∞∑
k=2
|µ|k−2 ≤ exp{µ2Var(Q)/[2(1− |µ|)]}.
(71)
Similarly, we have for |ν| < 1
E[exp{ν(M − EM)}] ≤ exp{ν2Var(M)/[2(1− |ν|)]}. (72)
To bound E[eτ(A−EA)], note that A(x) = x tanh(x) is La-Lipschitz. Indeed, simple calculus shows that
suptA
′(t) = A′(A−1(1)) = A−1(1), whence La = A−1(1) ≤ 1.2. Applying Gaussian concentration of
measure, see e.g. [BLM13, Theorem 5.5], we have
E[exp{τ(A − EA)}] ≤ exp{λ2qτ2L2a/2} ≤ exp{λ2τ2L2a/2}. (73)
Similarly, to bound E[eγ(U−EU)], note U(x) = log[2 cosh(x)] is 1-Lipschitz. Hence we have
E[exp{γ(U − EU)}] ≤ exp{λ2qγ2/2} ≤ exp{λ2γ2/2}. (74)
Step 3. Upper bound S−.
Set α = 1 + ε and κ = (3 + 3ε)/ε, where ε = 0.01 as above. By Holder’s inequality
E[eµ(Q−EQ)+ν(M−EM)+τ(A−EA)+γ(U−EU)]
≤ E[eατ(A−EA)]1/αE[eκµ(Q−EQ)]1/κE[eκν(M−EM)]1/κE[eκγ(U−EU)]1/κ.
Given estimates (71), (72), (73), and (74), we have for |µ|, |ν| < 1/κ
E[eµ(Q−EQ)+ν(M−EM)+τ(A−EA)+γ(U−EU)] ≤ exp
{ατ2λ2L2a
2
+
κµ2Var(Q)
2(1− κ|µ|) +
κν2Var(M)
2(1− κ|ν|) +
κγ2λ2
2
}
,
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and hence
S−(q, ϕ, a, e;µ, ν, τ, γ) ≤− τ(a− E[A]) + ατ
2λ2L2a
2
− µ(q − E[Q]) + κµ
2Var(Q)
2(1− κ|µ|)
− ν(ϕ− E[M ]) + κν
2Var(M)
2(1− κ|ν|) − γ(u(q, a)− e− E[U ]) +
κγ2λ2
2
.
(75)
To bound Var(Q) and Var(M), note that tanh(x) ≥ 1 − e−x. Then for (q, ϕ) ∈ [1/(1 + ε), 1]2 with
ε = 0.01, there exists a universal constant λ0 such that when λ ≥ λ0, we have (denoting φ(x) = P(|G| ≥ x)
for G ∼ N (0, 1))
E[1− tanhx] =E[(1 − tanhx)1{x ≥ λ2/2}] + E[(1 − tanhx)1{x < λ2/2}]
≤e−λ2/2 + 2P(x < λ2/2) ≤ e−λ2/2 + φ(λ(ϕ − 1/2)) ≤ e−λ2/5,
(76)
and hence
Var(M) = E[tanh2 x]− E[tanhx]2 ≤ (1 + E[tanhx])(1 − E[tanh x]) ≤ e−λ2/10.
Similarly, Var(Q) ≤ e−λ2/10.
Now we take L2q ≥ e−λ
2/10 to be determined, and we take τ, µ, ν, γ to be
τ =
a− E[A]
αλ2L2a
, µ =
q − E[Q]
2κL2q
, ν =
ϕ− E[M ]
2κL2q
, γ =
u(q, a)− e− E[U ]
κλ2
Then, as long as
max{|q − E[Q]|, |ϕ− E[M ]|} ≤L2q, (77)
we have |µ|, |ν| ≤ 1/(2κ), and according to Eq. (75), we have
inf
µ,ν,τ,γ
S−(q, ϕ, a, e;µ, ν, τ, γ) ≤− (a− E[A])
2
2αλ2L2a
− (q − E[Q])
2
4κL2q
− (ϕ− E[M ])
2
4κL2q
− (u(q, a)− e− E[U ])
2
2κλ2
. (78)
Step 4. Bound EA− a⋆, EQ− q⋆, EM − ϕ⋆, and EU − (u(q⋆, a⋆)− e⋆).
Recall that the expectations in (78) are with respect to x ∼ N (λ2ϕ, λ2q) while the quantities of (69) are
defined with ξ ∼ N (λ2ϕ⋆, λ2q⋆). To bound this difference, define DF,# = supq,ϕ∈[0.9,1]2 |(d/d#)EG[F (λ2ϕ+√
λ2qG)])| for F = A,Q,M,U and # = q, ϕ, where G ∼ N (0, 1). Now we bound DF,#. We denote
x = λ2ϕ +
√
λ2qG, where (to simplify notation) in each line below ϕ, q ≥ 0.9 are chosen to maximize the
corresponding expression. Applying (76) and Gaussian integration by parts, we obtain:
DA,ϕ ≤ |(d/dϕ)E[x tanh x]| = λ2|E[tanhx+ x(1 − tanh2 x)]| ≤ 2λ2,
DA,q ≤ |(d/dq)E[x tanh x]| ≤ |E{[tanhx+ x(1 − tanh2 x)]λ/(2√q)G}|
≤ λ2|E[(1 − x tanhx)(1 − tanh2 x)]| ≤ λ2,
DM,ϕ ≤ |(d/dϕ)E[tanh x]| ≤ λ2E[1 − tanh2 x] ≤ 2λ2e−λ2/5,
DM,q ≤ |(d/dq)E[tanh x]| ≤ λ/(2√q)|E[(1 − tanh2 x)G]| ≤ λ2|E[tanhx(1 − tanh2 x)]| ≤ 2λ2e−λ2/5,
DQ,ϕ ≤ |(d/dϕ)E[tanh2 x]| ≤ λ2|E[2 tanhx(1 − tanh2 x)] ≤ 4λ2e−λ2/5,
DQ,q ≤ |(d/dq)E[tanh2 x]| ≤ λ/(2√q)|E[2 tanhx(1− tanh2 x)G]|
≤ λ2|E[(1 − 3 tanh2 x)(1 − tanh2 x)]| ≤ 4λ2e−λ2/5,
DU,ϕ ≤ |(d/dϕ)E[log 2 coshx]| ≤ λ2|E[tanhx]| ≤ λ2,
DU,q ≤ |(d/dq)E[log 2 coshx]| ≤ λ/(2√q)|E[G tanh x]| ≤ (λ2/2)E[1− tanh2 x] ≤ λ2e−λ2/5.
Moreover, denoting Du,q as the Lipschitz constant of u(q, a) with respect to q, we have
Du,q ≤ sup
q∈[0.9,1]
|(d/dq)u(q, a)| ≤ sup
q∈[0.9,1]
λ2q/2 ≤ λ2/2.
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For (f, F ) = (q,Q) or (ϕ,M), we have
|f − E[F (x)]| ≤|f − f⋆|+DF,q|q − q⋆|+DF,ϕ|ϕ− ϕ⋆|.
For λ ≥ 10, we have DQ,q ∨DQ,ϕ ∨DM,q ∨DM,ϕ ≤ 1/2, and hence
max{|q − q⋆|, |ϕ− ϕ⋆|} ≤ L2q/2 (79)
implies (77).
Moreover, for (f, F ) = (q,Q), (ϕ,M), or (a,A), we have
(f − E[F (x)])2 ≥(|f − f⋆| −DF,q|q − q⋆| −DF,ϕ|ϕ− ϕ⋆|)2+
≥(f − f⋆)2 − 2|f − f⋆| · (DF,q|q − q⋆|+DF,ϕ|ϕ− ϕ⋆|)
≥(1− ε)(f − f⋆)2 − (1/ε)(DF,q|q − q⋆|+DF,ϕ|ϕ− ϕ⋆|)2
≥(1− ε)(f − f⋆)2 − (2/ε)D2F,q(q − q⋆)2 − (2/ε)D2F,ϕ(ϕ− ϕ⋆)2,
and
(u(q, a)− e− E[U ])2 ≥ (|(e − e⋆)− (a− a⋆)/2| − (DU,q +Du,q)|q − q⋆| −DU,ϕ|ϕ− ϕ⋆|)2+
≥(1− ε)[(e − e⋆)− (a− a⋆)/2]2 − (2/ε)(DU,q +Du,q)2(q − q⋆)2 − (2/ε)D2U,ϕ(ϕ− ϕ⋆)2.
Accordingly, for λ0 sufficiently large, using Eq. (78), we obtain
inf
µ,ν,τ,γ
S−(q, ϕ, a, e;µ, ν, τ, γ)
≤− 1− ε
2αL2aλ
2
(a− a⋆)2
−
[1− ε
4κL2q
− 2D
2
A,q
2εαL2aλ
2
− 2D
2
Q,q
4εκL2q
− 2D
2
M,q
4εκL2q
− 2(DU,q +Du,q)
2
2εκλ2
]
(q − q⋆)2
−
[1− ε
4κL2q
− 2D
2
A,ϕ
2εαL2aλ
2
− 2D
2
Q,ϕ
4εκL2q
− 2D
2
M,ϕ
4εκL2q
− 2D
2
U,ϕ
2εκλ2
]
(ϕ− ϕ⋆)2
− 1− ε
2κλ2
[(e − e⋆)− (a− a⋆)/2]2.
(80)
as long as (q, ϕ) satisfies (79).
Step 5. Finish the proof. Let us apply
S⋆(q, ϕ, a, e) = S+(q, ϕ, a) + inf
µ,ν,τ,γ
S−(q, ϕ, a, e;µ, ν, τ, γ)
and add the upper bounds from (70) and (80). As ε = 0.01, α = 1 + ε = 1.01, κ = (3 + 3ε)/ε = 303, and
La ≤ 1.2, the coefficient for the (a− a⋆)2 term
− 1− ε
2αL2aλ
2
+
(1 + ε)4
4λ2
is a negative function of λ. Now take L2q = 2c0/λ
2 for some small constant c0 > 0. For λ0 large
enough, this implies L2q ≥ exp{−λ2/10}. Note DQ,q, DQ,ϕ, DM,q, DM,ϕ are exponentially small in λ, and
DA,q, DA,ϕ, DU,q, Du,q, DU,ϕ ≤ 2λ2. Hence for c0 small enough and λ0 large enough, the coefficients for the
(q − q⋆)2 and (ϕ − ϕ⋆)2 terms are also negative functions of λ; moreover, max{|q − q⋆|, |ϕ − ϕ⋆|} ≤ c0/λ2
implies (79). Finally, observe that for any c1(λ), c2(λ) > 0, there exists c(λ) > 0 such that
−c1(λ)(a − a⋆)2 − c2(λ)[(e − e⋆)− (a− a⋆)/2]2 ≤ −c(λ)(a− a⋆)2 − c(λ)(e − e⋆)2.
This concludes the proof of (35).
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E Proof of Proposition 4.3
Lemma E.1. Fix any α ∈ (1/2, 1). Then there exist constants λ0, n0, and c0 > 0 so that for all λ ≥ λ0
and n ≥ n0, with probability at least 1− e−c0n, every m ∈ (−1, 1)n with F(m) ≤ −αλ2/2 satisfies
Q(m) ≥(2α− 1− 6/λ− 4/λ2)1/2,
|M(m)| ≥(2α− 1− 6/λ− 4/λ2)1/4.
Proof. Note that we have
F(m) ≥− 1− λ/(2n) · 〈m,Wm〉 − (λ2/2)M(m)2 − (λ2/4)(1−Q(m))2
≥− 1− λ‖W ‖op/2− (λ2/2)M(m)2 − (λ2/4)(1−Q(m))2.
With probability at least 1− e−c0n for n ≥ n0 and some n0, c0 > 0, we have ‖W ‖op < 3. On this event, for
any m such that F(m) ≤ −αλ2/2, we have
M(m)2 + 1/2 · (1−Q(m))2 ≥ α− 2/λ2 − ‖W ‖op/λ > α− ε,
where ε = 2/λ2 + 3/λ. By Cauchy-Schwarz, Q(m) ≥M(m)2. Then
Q(m) + 1/2 · (1−Q(m))2 ≥ α− ε.
As 2α− 1− 2ε > 0 for any fixed α > 1/2 and for sufficiently large λ0, we obtain
Q(m) ≥ (2α− 1− 2ε)1/2.
Then also (1 −Q(m))2 ≤ (1− (2α− 1− 2ε)1/2)2, so
M(m)2 ≥ α− ε− 1/2 · (1−Q(m))2 ≥ (2α− 1− 2ε)1/2.
Lemma E.2. There exist constants λ0, n0, C0, c0 > 0 such that for any λ ≥ λ0 and n ≥ n0, we have
P
(
sup
u∈Bn(0,1)
[ 1
n
n∑
i=1
1{|〈gi,u〉| ≥ λ}
]
≥ C0/λ2
)
≤ exp{−c0n}, (81)
where {gi}i∈[n]i.i.d.∼ N (0, In) and Bn(0, 1) is the n-dimensional unit ball centered at 0.
Proof. Let N(ε) = {v1, . . . ,v|N(ε)|} be an ε-net of Bn(0, 1), with |N(ε)| ≤ (3/ε)n. That is, for any v ∈
B
n(0, 1), there exists v⋆ ∈ N(ε), such that ‖v − v⋆‖2 ≤ ε. Then, for any u ∈ Bn(0, 1), there exists a
sequence {uj}j≥0 ⊆ N(ε), such that u =
∑∞
j=0 ε
juj. As a consequence, for any vector g, we have
1{|〈g,u〉| ≥ λ} ≤
∞∑
j=0
1{εj|〈g,uj〉| ≥ λ/2j+1}, (82)
and hence
sup
u∈Bn(0,1)
1
n
n∑
i=1
1{|〈gi,u〉| ≥ λ} ≤
∞∑
j=0
sup
u∈N(ε)
1
n
n∑
i=1
1{|〈gi,u〉| ≥ λ/[2(2ε)j]}. (83)
We fix ε = 1/3 throughout the proof.
First, we show that for any χ ≥ 4 and δ ≤ 1, we have (for ε = 1/3)
P
(
sup
u∈N(ε)
[ 1
n
n∑
i=1
1{|〈gi,u〉| ≥ χ}
]
≥ 16/(δχ2)
)
≤ exp{−n/δ}. (84)
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For a fixed u with ‖u‖2 = 1, applying the Chernoff-Hoeffding inequality and denoting φ(χ) = P(|G| ≥ χ)
for G ∼ N (0, 1), we have for all t > φ(χ)
P
( 1
n
n∑
i=1
1{|〈gi,u〉| ≥ χ} ≥ t
)
≤ exp{−nDkl(t‖φ(χ))},
where for a, b ∈ (0, 1), we define Dkl(a‖b) = a log(a/b) + (1 − a) log((1 − a)/(1 − b)) to be the relative
entropy of Bernoulli distribution with parameters a and b. Taking union bound over u ∈ N(ε) and applying
φ(χ) ≥ φ(χ/‖u‖2),
P
(
sup
u∈N(ε)
[ 1
n
n∑
i=1
1{|〈gi,u〉| ≥ χ}
]
≥ t
)
≤
∑
u∈N(ε)
exp{−nDkl(t‖φ(χ/‖u‖2))} ≤ exp{n[−Dkl(t‖φ(χ)) + log(3/ε)]}.
Applying ε = 1/3 and φ(χ) ≤ 2 exp{−χ2/2}, we have
−Dkl(t‖φ(χ)) + log(3/ε) = t log(φ(χ)) − t log t+ (1 − t) log[1 + (t− φ(χ))/(1 − t)] + log 9
≤ t log(φ(χ)) − t log t+ (t− φ(χ)) + log 9
≤ t(2− χ2/2) + 3.
Now take t = 16/(δχ2) ≥ φ(χ) for χ ≥ 4 and δ ≤ 1. Then −Dkl(t‖φ(χ)) + log(3/ε) ≤ −1/δ. This proves Eq.
(84). Applying Eq. (84) with χj = λ/[2(2ε)
j ] (requiring λ ≥ 8 so that χj ≥ 4) and δj = (2ε)j ≤ 1 for j ≥ 0,
we have
P
(
sup
u∈N(ε)
[ 1
n
n∑
i=1
1{|〈gi,u〉| ≥ λ/[2(2ε)j ]}
]
≥ 64(2ε)j/λ2
)
≤ exp{−n/(2ε)j}.
Finally, taking a union bound over j ≥ 0 and applying
∞∑
j=0
exp{−n/(2ε)j} ≤ exp{−c0n},
∞∑
j=0
64(2ε)j/λ2 ≤ C0/λ2
for n ≥ n0 with some C0, c0, n0 > 0 concludes the proof.
Lemma E.3. Fix any positive integer k. Then there exist λ0, C0 > 0 and functions c0(λ), n0(λ) > 0 such
that for all λ ≥ λ0 and n ≥ n0(λ), with probability at least 1−e−c0(λ)n, all points m ∈ (−1, 1)n which satisfy
M(m) +Q(m) ≥ 1.01 and ∇F(m) = 0 also satisfy M(m), Q(m) ≥ 1− C0/λk.
Proof. SinceW ∼ GOE(n), we can writeW = (G+GT)/√2, whereG = {Gij}i,j∈[n] with Gij i.i.d.∼ N (0, 1/n).
Note for anym ∈ (−1, 1)n, we have ‖m− 1‖2/√n ≤ 2. According to Lemma E.2, there exist constants C0,
c0, λ0, and n0 such that for any n ≥ n0 and λ ≥ λ0, we have
P
(
sup
m∈(−1,1)n
[ 1
n
n∑
i=1
1{|[G(m− 1)]i| ≥ 0.001λ}
]
≥ C0/λ2
)
≤ exp{−c0n},
P
(
sup
m∈(−1,1)n
[ 1
n
n∑
i=1
1{|[GT(m− 1)]i| ≥ 0.001λ}
]
≥ C0/λ2
)
≤ exp{−c0n}.
(85)
Moreover, by a simple Chernoff bound, we have (denoting φ(λ) = P(|G| ≥ λ) ≤ 2 exp{−λ2/2} for G ∼
N (0, 1))
P
( 1
n
n∑
i=1
1{|[G1]i| ≥ 0.001λ} ≥ 3φ(0.001λ)
)
≤ exp{−nφ(0.001λ)},
P
( 1
n
n∑
i=1
1{|[GT1]i| ≥ 0.001λ} ≥ 3φ(0.001λ)
)
≤ exp{−nφ(0.001λ)}.
(86)
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For any m ∈ (−1, 1)n, note that ∇F(m) = 0 implies
m = tanh(λ2M(m)1+ λ ·W1+ λ ·W (m− 1)− λ2[1−Q(m)]m). (87)
When the bad events in (86) and (85) do not happen, and M(m)+Q(m) ≥ 1.01, then at least 1−2C0/λ2−
6φ(0.001λ) fraction of coordinates of m satisfy
mj =tanh(λ
2M(m) + λ[W1]j + λ[W (m− 1)]j − λ2(1−Q(m))mj)
≥ tanh((M(m) +Q(m)− 1)λ2 − 0.004λ2) ≥ tanh(0.006λ2)
≥1− e−0.006λ2 ,
(88)
and the remaining coordinates of m satisfy mj ≥ −1. Therefore, for sufficiently large λ0, we have
M(m) = 〈m,1〉/n ≥(1− 2C0/λ2 − 6φ(0.001λ))(1− e−0.006λ2)− 2C0/λ2 − 6φ(0.001λ)
≥1− 6C0/λ2.
Hence we also have
‖m− 1‖2/
√
n ≤ (2− 2〈m,1〉/n)1/2 ≤ (12C0)1/2/λ, (89)
with probability at least 1− e−c1(λ)n for all n ≥ n1(λ).
In the following, we apply the above argument recursively to prove the lemma. Suppose we already know
that ‖m−1‖2/√n ≤ K/λk for some constants K > 0 and k ≥ 1, with probability 1−e−ck(λ)n for n ≥ nk(λ).
Applying again Lemma E.2, for λ0 sufficiently large such that ε(λ) ≡ K/λk ≤ 2 for all λ ≥ λ0, we have
P
(
sup
‖m−1‖2/√n≤ε(λ)
[ 1
n
n∑
i=1
1{[|G(m− 1)]i| ≥ 0.001λ}
]
≥ C0ε(λ)2/λ2
)
≤ exp{−c0n},
P
(
sup
‖m−1‖2/√n≤ε(λ)
[ 1
n
n∑
i=1
1{[|GT(m− 1)]i| ≥ 0.001λ}
]
≥ C0ε(λ)2/λ2
)
≤ exp{−c0n}.
(90)
When the bad events in (86) and (90) do not happen, for anym such that ‖m−1‖2/√n ≤ ε(λ), by (87)
at least 1 − 2C0ε(λ)2/λ2 − 6φ(0.001λ) fraction of coordinates of m satisfy (88). Therefore, for sufficiently
large λ0 (depending on K and k), we have
M(m) = 〈m,1〉/n ≥(1− 2C0ε(λ)2/λ2 − 6φ(0.001λ))(1− e−0.006λ2)− 2C0ε(λ)2/λ2 − 6φ(0.001λ)
≥1− 6C0ε(λ)2/λ2.
Hence we have
‖m− 1‖2/
√
n ≤ (2 − 2〈m,1〉/n)1/2 ≤ (12C0)1/2ε(λ)/λ = (12C0)1/2K/λk+1. (91)
This holds with probability at least 1 − e−ck+1(λ)n for n ≥ nk+1(λ) for some 0 < ck+1(λ) ≤ ck(λ) and
nk+1(λ) ≥ nk(λ).
Thus for any fixed k, there are k-dependent constants λ0, C0 > 0 and k-dependent functions c0(λ), n0(λ)
such that M(m) ≥ 1 − C0/λk with probability at least 1 − e−c0(λ)n for λ ≥ λ0 and n ≥ n0(λ). Applying
Q(m) ≥M(m)2 by Cauchy-Schwarz, we obtain also the statement for Q(m).
Proof of Proposition 4.3. Applying Lemma E.1 with α = 2/3, for any λ ≥ λ0 and n ≥ n0, with probability
at least 1− e−c0n, all m ∈ (−1, 1)n with F(m) ≤ −λ2/3 satisfy Q(m) ≥ M(m)2 ≥ (1/3− 6/λ− 4/λ2)1/2.
For λ0 large enough and M(m) ≥ 0, this implies Q(m) +M(m) ≥ 1.01. Hence the proposition holds by
Lemma E.3.
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