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A COMPACT EXPRESSION
FOR PERIODIC INSTANTONS
SERGEY A. CHERKIS*, CLARE O’HARA, AND DMITRI ZAITSEV
Abstract. Instantons on various spaces can be constructed via
a generalization of the Fourier transform called the ADHM-Nahm
transform. An explicit use of this construction, however, involves
rather tedious calculations. Here we derive a simple formula for
instantons on a space with one periodic direction. It simplifies the
ADHM-Nahm machinery and can be generalized to other spaces.
1. Introduction
A connection with self-dual curvature on a hermitian vector bundle
over R3×S1 with finite action is called a periodic instanton or a caloron.
The integral of the second Chern class of such a connection is called
its caloron number or the number of calorons. Such connections play a
crucial role in understanding gauge theories at finite temperature [1].
The first such connections with trivial asymptotic holonomy around
the S1 were constructed by Harrington and Shepard in [2]. A general
construction for all calorons was discovered by Nahm in [3]. However,
applying the Nahm transform in order to obtain explicit solutions can
be difficult. It was applied to obtain the caloron of caloron number one
for the gauge group SU(2) with a generic holonomy at infinity in [6, 7]
and [8]. The results of Kraan and van Baal [6, 7] were generalized by
them to the case of one SU(n) caloron in [9] and [10]. Here we extend
these results to the case of arbitrary caloron number and gauge group
SU(n).
The Nahm transform for k calorons with the gauge group SU(n) [3] is
a generalization of the Atiyah, Drinfeld, Hitchin, and Manin (ADHM)
construction. It amounts to
• finding some k × k Nahm data (see §2.2) on a circle with n
marked points λα, α = 1, . . . , n, satisfying certain nonlinear or-
dinary differential equations (Nahm’s equations),
• finding the kernel of a family of Dirac operators D†t constructed
out of the Nahm data, and
* Supported by a grant from the Simons Foundation #245643.
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• finding the induced connection on the kernel bundle.
In other words to obtain a caloron solution one has to 1) solve a non-
linear system of the Nahm equations
(1.1) i
d
ds
Tj + [T0, Tj] + [Tj+1, Tj+2] = 0
with some matching conditions at s = λα, 2) use the solution to form
a rank 2k linear system of ordinary differential equations D†Ψ = 0
and solve it, and 3) if the columns of Ψ form an orthonormal basis of
solutions, compute integrals of the form Aµ =
∫
Ψ†∂µΨds, obtaining
the caloron connection A =
∑
µAµdx
µ.
The relations we derive here simplify this standard Nahm transform
procedure by a half. In particular, instead of 2) one has to find the
Green’s function F (s, t) = (D†D)−1, which amounts to solving a rank
k system of ODEs, and we eliminate step 3) by writing a simple ex-
pression in terms of the values of the Green’s function at the marked
points F (λα, λβ).
We introduce our notation in the next section. Section 3 contains
basic operator relations and invertability arguments. In Section 4 we
derive our main result Eq. (4.27) expressing the SU(n) caloron, of
arbitrary instanton number and no monopole charges, in terms of the
Nahm Green’s function values at n points.
2. Setup
2.1. Spinors. By a spinor bundle over a circle S1 we mean any her-
mitian complex vector bundle S → M of rank 2 over a manifold M ,
together with an action of the quaternion algebra H by antihermitian
bundle endomorphisms. That is, for every x ∈ M , we have a representa-
tion of H in the Lie algebra u(Sx) of all antihermitian endomorphisms.
Equivalently, we have antihermitian bundle endomorphisms e1, e2, e3
corresponding to the quaternion units and satisfying the quaternion
relations. We shall adopt the notation that whenever a symbol uj is
defined for j = 1, 2, 3, we extend it by setting uj+3i = uj for any i ≥ 1.
Then the relations for ej can be written as
(2.1) e2j = −id, ejej+1 = −ej+1ej = ej+2, j = 1, 2, 3.
We also set e0 := id for the identity operator corresponding to the real
unit 1 ∈ H. Thus e0 is hermitian whereas e1, e2, e3 are antihermitian
bundle endomorphisms of S. It follows that on each fibre of S, eµ are
automatically linearly independent and hence form a basis of the space
of all endomorphisms of the fibre. Alternatively we can use the imagi-
nary multiples σµ := ieµ, µ = 0, 1, 2, 3. Then σ0 = iid is antihermitian
3and σ1, σ2, σ3 are hermitian and satisfy the relations
(2.2) σ2j = id, σjσj+1 = −σj+1σj = iσj+2, j = 1, 2, 3.
One choice of σj is Pauli matrices:
(2.3) σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
In the following we adopt the convention that the Greek index µ
runs through 0, 1, 2, 3, while the Latin index j runs through 1, 2, 3.
Any complex bundle S over the unit circle S1 is topologically trivial,
given a trivialization S ∼= S1×C2, where C2 is identified with the space
of quaternions H such that the complex structure on C2 corresponds to
the right quaternion multiplication by i ∈ H and the action of e1, e2, e3
corresponds to the left quaternion multiplication by the units. Thus
we shall consider S = S1 × C2 as trivial bundle over S1 with trivial
connection.
2.2. Nahm data. Let E → S1 be a hermitian complex vector bundle
of rank k over the unit circle S1. We write 〈·|·〉 for the hermitian metric
which is assumed to be complex-antilinear in the first and complex-
linear in the second argument. We shall identify the points of S1 with
points in R via the exponential map. That is, we simply write s for
eis ∈ S1. The Nahm data on E consists of a hermitian (i.e. preserving
the metric) connection ∇ on E, three hermitian bundle endomorphisms
T1, T2, T3 of E, a partition Λ = {λ1, . . . , λn}, 0 ≤ λ1 < . . . < λn < 2pi
of [0, 2pi) (which is identified with S1), and a boundary data given by
(complex-)linear maps
(2.4) Q†α : (S ⊗ E)λα →Wα, α = 1, . . . , n,
where (S⊗E)λα is the fibre of S⊗E at s = λα and Wα is an auxiliary
complex vector space with some fixed hermitian metric for each α.
Given the partition Λ, we introduce the following function classes on
S
1. Denote by CΛ the class of all functions on S
1 that are continuous on
S1 and smooth up to the boundary on each open interval (λα, λα+1),
α = 1, . . . , n, where we adopt the notation
(2.5) λα+nl = λα + 2pil, l = 0,±1,±2, . . . .
By C′Λ we denote the class of all functions on the union ∪
n
α=1(λα, λα+1) ⊂
S
1 which are smooth up to the boundary on each (λα, λα+1). Thus a
function from C′Λ may have different limits at s = λα from the left
and from the right and is not defined at s = λα. Finally C
′′
Λ denotes
the class of functions of the form f(s) +
∑n
α=1 δ(s − λα)aα, where
f is any function in C′Λ, a1, . . . , aα are any coefficients and δ(s) is
4 S.A. CHERKIS, C. O’HARA, AND D. ZAITSEV
Dirac’s delta-function. Similarly, for any hermitian vector bundle V on
S1, we define spaces of sections of classes CΛ, C
′
Λ, C
′′
Λ that we denote
respectively by ΓΛ(V ), Γ
′
Λ(V ), Γ
′′
Λ(V ). The definitions of ΓΛ(V ) and
Γ′Λ(V ) are straightforward, whereas for Γ
′′
Λ(V ) we need to consider
generalized sections δ(s − λα)v with v being any vector in the fiber
Vλα of V . We regard δ(x − λα)v as the (complex-)linear functional
on ΓΛ(V ) assigning to every section g ∈ ΓΛ(V ) the complex number
〈v|g(λα)〉. A section f ∈ Γ
′
Λ(V ) also defines the linear functional given
by the L2 product
g ∈ ΓΛ(V ) 7→
∫
〈f |g〉 ds,
where the integral is always taken over S1 with respect to the standard
volume form ds unless specified otherwise. Thus the class of sections
Γ′′Λ(V ) can be rigorously seen as a subspace of the space of all linear
functionals on ΓΛ(V ). As is customary, we also write the functional
induced by δ(x− λα)v in the form
g 7→ 〈v|g(λα)〉 =
∫
〈δ(s− λα)v|g(s)〉 ds.
It is straightforward to define connections and bundle endomor-
phisms of classes CΛ and C
′
Λ. We assume that ∇ and the Tj are of class
C′Λ. In particular, this means that in a (local) trivialization E|(a,b)
∼=
(a, b)× Ck on an interval (a, b) ⊂ S1 (with metric also trivialized), we
can write
(2.6) ∇ =
d
ds
− iT0,
where s is the coordinate in the interval (a, b) and T0 is an hermitian
k × k matrix valued function of class C′Λ.
2.3. Weyl operator. For the sake of simpler notation, we shall write
t instead of tid for the multiplication operator. For every 4-vector t =
(t0, t1, t2, t3) ∈ R
4, define the operator
(2.7)
D = Dt : ΓΛ(S⊗E)→ Γ
′
Λ(S⊗E), D := id⊗(i∇+t0)+
∑
j
ej⊗(Tj+tj),
where the Latin index j runs through 1, 2, 3 according to our conven-
tion. Using the induced hermitian metric 〈·|·〉 on S ⊗ E, we consider
the adjoint operator D† given by
(2.8) D† = D†t : Γ
′
Λ(S⊗E)→ Γ
′′
Λ(S⊗E),
∫
〈D†f |g〉 ds =
∫
〈f |Dg〉 ds,
5with f ∈ Γ′Λ(S⊗E), g ∈ ΓΛ(S⊗E). That is, the result of applying D
†
to f ∈ Γ′Λ(S ⊗ E) is the functional on ΓΛ(S ⊗E) given by
g ∈ ΓΛ(S ⊗E) 7→
∫
〈f |Dg〉 ds.
Note that since the section f is allowed to have discontinuities on Λ,
its derivative may not correspond to any ‘true’ section (not even in L2)
but is, on the other hand, always realized as a functional on ΓΛ(S⊗E)
(involving delta-functions).
The fact that the connection∇ and operators σj and Tj are hermitian
(and hence ej are anti-hermitian) implies (via integration by parts) that
(2.9) D† = id⊗ (i∇+ t0)−
∑
j
ej ⊗ (Tj + tj),
where the connection operator ∇ sends sections of class C′Λ to sections
of class C′′Λ (seen as functionals) according to the formula∫
〈∇f |g〉 ds = −
∫
〈f |∇g〉 ds, g ∈ ΓΛ(E).
Note that it used here that the connection ∇ is hermitian, i.e.
(2.10) 〈∇f |g〉+ 〈f |∇g〉 = d〈f |g〉
holds for smooth sections f and g.
We next write WΛ := ⊕
n
α=1Wα for the boundary data (2.4) and
consider the boundary data operator
(2.11) Q† : ΓΛ(S ⊗ E)→ WΛ, Q
†f =
(
Q
†
1f(λ1), . . . , Q
†
nf(λn)).
We equip WΛ with the direct sum of hermitian metrics on Wα and
consider the adjoint
Q : WΛ → Γ
′′
Λ(S ⊗ E)
given by ∫
〈Qv|g〉 ds = 〈v|Q†g〉, g ∈ ΓΛ(S ⊗ E).
Explicitly, we have
(2.12) Q(v1, . . . , vn) =
n∑
α=1
δ(s− λα)Qαvα,
where Qα : Wα → (S ⊗ E)λα is the adjoint of Q
†
α.
The Weyl operator is now defined by
(2.13) D := D⊕Q† : ΓΛ(S ⊗E)→ Γ
′
Λ(S ⊗ E)⊕WΛ
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and its adjoint is
D† = D† +Q : Γ′Λ(S ⊗E)⊕WΛ → Γ
′′
Λ(S ⊗ E),
where D† acts on the first component of the direct sum and Q acts on
the second component.
3. Operator operations
3.1. Composing operators with their adjoints. Using the rela-
tions (2.2) we have
(3.1)
D†D =
(
id⊗(i∇+t0)−
∑
j
ej⊗(Tj+tj)
)(
id⊗(i∇+t0)+
∑
l
el⊗(Tl+tl)
)
= id⊗
(
(i∇+ t0)
2+
∑
j
(Tj + tj)
2
)
+
∑
j
ej ⊗
(
[i∇, Tj ]+ [Tj+1, Tj+2]
)
,
which is a second order differential operator from ΓΛ(S⊗E) into Γ
′′
Λ(S⊗
E). Note that [i∇, Tj ] is a zero order operator of class C
′′
Λ acting by a
bundle endomorphism. It is the content of the Nahm Equations that
the operators
(3.2) [i∇, Tj ] + [Tj+1, Tj+2]
in the last term vanish on each interval (λα, λα+1). However, they still
contribute with delta-functions supported on Λ, corresponding to the
jumps of Tj . The latter are being taken care of by the boundary oper-
ator Q.
In view of (2.11) and (2.12) we have
(3.3) QQ†f =
n∑
α=1
δ(s− λα)QαQ
†
αf(λα).
Since e0, e1, e2, e3 is a basis over C in the space of all endomorphisms
of S, we can write
(3.4) QQ† =
∑
µ
eµ ⊗ (QQ
†)µ,
where the summation over Greek indices runs over 0, 1, 2, 3, as agreed
and (QQ†)µ are the corresponding components acting from ΓΛ(E) into
Γ′′Λ(E). The component (QQ
†)0 can be obtained directly by taking the
trace trS with respect to S. Here, for any complex vector space V and
an endomorphism A of S ⊗ V ∼= V ⊕ V , we write
(3.5)
A =
(
A11 A12
A21 A22
)
, trSA = A11 + A22, VecA = A−
1
2
idS ⊗ trSA.
7In fact, it follows from the relations (2.1) that the trace of ej is zero
for all j = 1, 2, 3. Then taking trS of both sides in (3.4) and using the
fact that e0 = id, we obtain
(3.6) trSQQ
† = 2(QQ†)0.
Putting (3.1) and (3.4) together and using (3.6) we obtain
(3.7) D†D = (D† +Q)(D+Q†)
= id⊗
(
(i∇+ t0)
2 +
∑
j
(Tj + tj)
2 +
1
2
trS(QQ
†)
)
+
∑
j
ej ⊗
(
[i∇, Tj] + [Tj+1, Tj+2] + (QQ
†)j
)
.
Now we impose the following conditions that complement the Nahm
Equations with boundary equations:
(3.8) [i∇, Tj ] + [Tj+1, Tj+2] + (QQ
†)j = 0.
Thus (3.7) becomes
(3.9) D†D = id⊗
(
(i∇+ t0)
2 +
∑
j
(Tj + tj)
2 +
1
2
tr(QQ†)
)
and (3.1) can be written as
(3.10) D†D = id⊗
(
(i∇+ t0)
2 +
∑
j
(Tj + tj)
2
)
−
∑
j
ej ⊗ (QQ
†)j.
3.2. Positivity and kernel of D†D. Formula (3.9) expresses D†D as
a sum of the non-negative operators
D†D = A†0A0 +
3∑
j=1
A
†
jAj +
5∑
m=4
A†mAm,
where
A0 := id⊗ (i∇+ t0), Aj = id⊗ (Tj + tj),
and Q is written as Q = (A†4, A
†
5) acting by left matrix multiplication
on a section f ∈ ΓΛ(S ⊗ E) ∼= ΓΛ(E) ⊕ ΓΛ(E) written as colum
(
f1
f2
)
with f1, f2 ∈ ΓΛ(E). The non-negativity here means
(3.11)
∫
〈f |A†mAmf〉 ds =
∫
〈Amf |Amf〉 ds ≥ 0,
f ∈ ΓΛ(S ⊗E), m = 0, . . . , 5.
In particular, a section f ∈ ΓΛ(S ⊗ E) is in the kernel of D
†D if and
only if it is in the kernel of each Am, m = 0, . . . , 5. In the latter case f
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has to be parallel with respect to the connection id⊗ (i∇+ t0). Hence,
if f 6= 0, then f(0) 6= 0 has to be an eigenvector with eigenvalue 1 of
the monodromy operator ı : (S⊗E)0 → (S⊗E)0 obtained by following
sections parallel with respect to id⊗(i∇+t0) around S
1 (see §3.3 below
for more details). If ı0 is the monodromy for t0 = 0, then ı = e
−2pit0 ı0
(see also §3.3). Therefore ı can only have eigenvalue 1 for a discrete set
of t0.
Furthermore, if f 6= 0 is in the kernel of Aj , j = 1, 2, 3, the scalar tj
has to be an eigenvalue of Tj for each j (at every point s where f is
not zero). The latter is clearly possible only for finitely many values of
tj. Summarizing, we conclude that D
†D and hence D has zero kernel
for all t = (t0, t1, t2, t3) except t0 in a discrete set and each tj in a finite
set.
3.3. The kernel of D†. We next consider the kernel of D†. In view of
the formula (2.9), D† is a first order linear differential operator whose
coefficients are smooth up to the boundary on each interval (λα, λα+1).
Hence
(3.12) D†f = 0
is a first order linear ODE system. It is well-known that any local solu-
tion f of such a system on a subinterval of (λα, λα+1) extends uniquely
to a global solution on (λα, λα+1) which is smooth up to the boundary.
The solutions are parametrized by the initial boundary value f(λα)
(or, equivalently, by the value at any fixed point s ∈ [λα, λα+1]). This
parametrization is given by the smooth family of maps
(3.13) vs0 : f |s=s0 7→ f ∈ Γ([λα, λα+1], S ⊗ E)
such that vs0(v0) is a solution of (3.12) with value v0 in the fibre (S ⊗
E)s0 over s0. Every solution arises in this way. The smoothness of the
family means that vs0(f0)(s) is smooth in (s0, s, f0). For every pair
s0, s1 ∈ [λα, λα+1], (3.13) defines a linear isomorphism
(3.14) ıs1,s0 : (S ⊗ E)s0 → (S ⊗ E)s1, ıs1,s0(f0) := vs0(f0)(s1).
In particular, ıλα+1,λα : (S ⊗ E)λα → (S ⊗ E)λα+1 is the monodromy of
D† over the interval [λα, λα+1].
We now wish to determine solutions of (3.12) on the whole S1. Note
that by our definition, D† acts on Γ′Λ(S ⊗ E). Furthermore, it is clear
from the formula (2.9) that any solution of (3.12) must be continuous
and therefore of class ΓΛ(S ⊗ E). Thus global solutions of (3.12) are
obtained as concatenations of its solutions over the intervals (λα, λα+1).
That is, we extend the construction of (3.14) to any s0 ∈ [λα0 , λα0+1)
9and s1 ∈ [λα1 , λα1+1) with α0 ≤ α1 by concatenation of the mon-
odromies (3.14) over all intervals beginning at s0 and ending at s1:
(3.15) ıs1,s0 := ıs1,λα1 ◦ ıλα1 ,λα1−1 ◦ . . . ◦ ıλα0+2,λα0+1 ◦ ıλα0+1,s0.
Then any solution f of (3.12) over (s0, s1) is of the form f(s) = ıs,s0(v0)
for some initial value v0 = f(s0) ∈ (S⊗E)s0 and vice versa, this formula
gives a solution over (s0, s1) for each v0 ∈ (S⊗E)s0 . If we now take s1 =
s0+2pi, we see that the solutions of (3.12) over S
1 correspond precisely
to the initial data v0 ∈ (S ⊗ E)s0 such that ıs0+2pi,s0(v0) = v0, i.e. to
the eigenvectors of the monodromy operator ıs0+2pi,s0 with eigenvalue
1. Summarizing, we have constructed for every operator D† = D†t the
family of its monodromy operators ıs0+2pi,s0 such that the operator has a
nontrivial kernel if and only if the monodromy operator has eigenvalue
1 for any fixed s0. In particular, ıs0+2pi,s0 has eigenvalue 1 if and only
ıs1+2pi,s1 does. (In fact, monodromies for different s0 are conjugate to
each other and therefore have equal eigenvalues.)
We now compare the eigenvalues of monodromies of D†t for different
t. It follows from the formula (2.9) that
(3.16) D†t = D
†
0 + t, t := t0 −
∑
j
ej ⊗ tj ,
where the operator t has constant coefficients (in any local trivialization
of E). Assume that f(s) is any solution of D†(0,t1,t2,t3)f = 0 defined on
an interval I. Then it follows from the formula
(3.17) D†te
it0sf(s) = eit0s(D†t − t0)f(s))
that f˜(s) := eit0sf(s) is a solution of D†t f˜ = 0 on I. Hence the mon-
odromies ıs0+2pi,s0 and ı˜s0+2pi,s0 of D
†
(0,t1,t2,t3)
and D†t respectively are
related by
(3.18) ı˜s0+2pi,s0 = e
2ipit0 ıs0+2pi,s0.
In particular, the monodromy ı˜s0+2pi,s0 has eigenvalue 1 only for a dis-
crete (but nonempty) set of values t0. Furthermore, D
†
t depends ana-
lytically on t. Then it follows from the construction of the monodromy
that the monodromy also depends analytically on t. Therefore the mon-
odromy has eigenvalue 1 precisely for all t in a (real-)analytic subset
A ⊂ R4t0,t1,t2,t3 . The above conclusion implies that A is a proper ana-
lytic subset of R4 and has discrete (and nonempty) intersection with
each line Rt0×{(t1, t2, t3)}. Summarizing, we conclude that D
† has zero
kernel for all t ∈ R4 away from a proper analytic subset.
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A completely analogous construction can be done for D : ΓΛ(S ⊗
E) → Γ′Λ(S ⊗ E). In particular, D = Dt has zero kernel for all t
outside a proper analytic subset of R4.
3.4. The Fundamental Solution for D†. We now assume that t
is chosen such that D† has zero kernel. In this case we construct the
inverse of D† by finding its fundamental solution as follows. Recall that
a fundamental solution for D† is a family of linear operators
B(x, y) : (S ⊗ E)y → (S ⊗E)x, x, y ∈ S
1,
safisfying
(3.19) D†B(·, y) = δ(· − y),
where the δ-function is seen as a linear operator from (S ⊗ E)y into
Γ′′Λ(S⊗E), defined in the obvious way: v 7→ δ(·−y)v. To construct the
fundamental solution, consider the monodromy operator
ıs1,s0 : (S ⊗ E)s0 → (S ⊗ E)s1.
Then
(3.20) f(s) = ıs,s0v0
parametrizes the solutions of D†f = 0 for v0 ∈ (S ⊗ E)s0 which we
consider for s ∈ [s0, s0 + 2pi). Then it follows from the formula (2.9)
that f satisfies
(3.21) D†f(s) = δ(s− s0)v
for some v ∈ (S ⊗ E)s0 if and only if
(3.22) ıs0+2pi,s0v0 − v0 = v,
i.e. v is the discontinuity of f at s0. Note that here f ∈ ΓΛ∪{s0}(S⊗E)
and therefore we have to extend D† to the operator from ΓΛ∪{s0}(S⊗E)
into Γ′′Λ∪{s0}(S ⊗E), which is achieved by replacing Λ with Λ∪ {s0} in
the definition of D†.
We now use our basic assumption that D† has zero kernel, which
is equivalent to ıs0+2pi,s0 not having eigenvalue 1. Then the operator
ıs0+2pi,s0 − id is invertible and hence (3.22) can be solved in the form
v0 = (ıs0+2pi,s0 − id)
−1v. Substituting into (3.20) we obtain the section
(3.23) f(s) = ıs,s0(ıs0+2pi,s0 − id)
−1v
that solves (3.21). Setting
(3.24) B(x, y) := ıx,y ◦ (ıy+2pi,y − id)
−1
11
we obtain the basic relation (3.19) that shows that B(x, y) is a funda-
mental solution (Green’s function) for D†. It follows from the construc-
tion of the monondromy that B(x, y) is defined and continuous away
from the diagonal x = y and is smooth away from the lines x = λα
and y = λα. The diagonal and these lines cut S
1 × S1 into a union of
triangles and rectangles and the fundamental solution B(x, y) extends
smoothly to the closure of each triangle. The main property of the
fundamental solution is that the corresponding integral operator
(3.25) (Bf)(x) :=
∫
B(x, y)f(y) dy
gives a solution of D†g = f in the form g = Bf . Since D† maps Γ′Λ(S⊗
E) into Γ′′Λ(S⊗E), we consider here f ∈ Γ
′′
Λ(S⊗E). Then the integral
in (3.25) is defined for x in each interval (λα, λα+1) and is smooth in x
up to the boundary of this interval. Thus Bf is a section of class C′Λ.
Summarizing we conclude that B maps Γ′′Λ(S⊗E) into Γ
′
Λ(S⊗E) and
is a right inverse of D†, i.e. D† ◦B = id. In particular, D† is surjective
onto Γ′′Λ(S ⊗E). Since D
† has zero kernel by our assumption, it is also
injective. Therefore, B is actually the (two-sided) inverse of D†, thus
we write B =
(
D†
)−1
.
3.5. Green’s functions for D†D and D†D. Here we extend the
above construction to the second order differential operators D†D and
D†D given by the formulae (3.10) and (3.9) respectively. We shall as-
sume that both D = Dt and D
† = D†t have zero kernel, which holds
for all t outside a proper analytic subset of R4 in view of §3.3. Con-
sequently, the composition operator D†D acting from ΓΛ(S ⊗ E) into
Γ′′Λ(S ⊗E) also has zero kernel.
We next construct the monodromy operator for D†D. Since it is a
linear second order differential operator with smooth coefficients on
each (λα, λα+1), the solutions of the equation
(3.26) D†Df = 0
on each inverval are parametrized by their values f(s) ∈ (S ⊗ E)s
and the first order derivatives (∇f)(s) ∈ (S ⊗ E)s at a fixed point
s ∈ [λα, λα+1]. Following the solutions of (3.26) as before, we define for
s0, s1 ∈ [λα, λα+1], the monodromy operator
(3.27) ıs1,s0 : (S ⊗ E)s0 ⊕ (S ⊗ E)s0 → (S ⊗E)s1 ⊕ (S ⊗ E)s1,
where f(s) ⊕ g(s) = ıs,s0(v0, v
′
0) if and only if f(s) is the solution of
(3.26) with initial data v0 = f(s0), v
′
0 = (∇f)(s0), and g(s) = (∇f)(s).
As the next step we glue the monodromies like in the formula (3.15)
above. There is a new ingredient, however, due to the fact that the
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coefficients of D†D may involve δ-functions supported on Λ. Indeed,
the latter may arise from the last term in (3.10) as well as from (i∇+t0)
2
which, in a local trivialization of E, has in view of (2.6) the form
(3.28)
(
i
d
ds
+ T0 + t0
)2
= −
d2
ds2
+ i
dT0
ds
+ (T0 + t0)
2.
Hence, in order for f to be a solution of (3.26) across the jumping point
λα, it has to be continuous at λα and the jump of its derivative at λα
has to be equal to a certain linear function of its value f(λα), which
is determined by the δ-function terms of D†D. Thus, for each λα, we
obtain an additional monodromy operator
(3.29) ıλα : (S ⊗E)λα ⊕ (S ⊗ E)λα → (S ⊗ E)λα ⊕ (S ⊗ E)λα,
such that f is a solution of (3.26) in an interval (s0, s1) with λα−1 ≤
s0 < λα < s1 ≤ λα+1 if and only if, for some g, v0, v
′
0,
(f(s), g(s)) =
{
ıs,s0(v0, v
′
0) s < λα
ıs,λα ◦ ıλα ◦ ıλα,s0 s > λα.
Then the gluing formula for general ıs1,s0 with s0 ∈ [λα0 , λα0+1), s1 ∈
[λα1 , λα1+1) is given by
(3.30)
ıs1,s0 := ıs1,λα1◦ıλα1◦ıλα1 ,λα1−1◦ıλα1−1◦. . .◦ıλα0+2◦ıλα0+2,λα0+1◦ıλα0+1◦ıλα0+1,s0,
and for any s0 ∈ S
1, the solutions of (3.26) on the whole S1 correspond
precisely to the initial data (v0, v
′
0) ∈ (S ⊗ E)s0 ⊕ (S ⊗ E)s0 such that
ıs0+2pi,s0(v0, v
′
0) = (v0, v
′
0), i.e. (v0, v
′
0) is an eigenvector of ıs0+2pi,s0 with
eigenvalue 1. Since the kernel of D†D is zero by our assumption, the
operator ıs0+2pi,s0 − id is invertible. Furthermore, solutions of
(3.31) D†Df(s) = δ(s− s0)v, v ∈ (S ⊗ E)s0
correspond to the initial data (v0, v
′
0) satisfying
(3.32) ıs0+2pi,s0(v0, v
′
0) = (v0, v
′
0 + v),
or, equivalently, (v0, v
′
0) = (ıs0+2pi,s0− id)
−1(0, v). We can now write the
Green’s function,
(3.33) G(x, y) := pi2 ◦ ıx,y ◦ (ıy+2pi,y − id)
−1 ◦ pi1,
where we have used the notation
(3.34) pi1(v) = (0, v), pi2(v, v
′) = v.
As above we conclude that the integral operator
(3.35) (Gf)(x) :=
∫
G(x, y)f(y) dy
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gives the inverse of D†D.
The construction of the Green’s function F (x, y) and the correspond-
ing integral operator F giving the inverse of D†D is completely analo-
gous.
3.6. Some formal calculus. The calculations here are purely formal
(symbolic) and apply to any symbols with associative law of multipli-
cation. Let F, F−1, G−1, Q1, Q2 be such symbols. We shall assume the
relation
(3.36) F−1 = G−1 +Q1Q2.
Lemma 3.1. Suppose
G−1G = FF−1 = 1.
Then
(1−Q2FQ1)(1 +Q2GQ1) = 1, (1−Q2FQ1)Q2G = Q2F.
Proof. We have
(3.37)
(1−Q2FQ1)(1 +Q2GQ1) = 1 +Q2GQ1 −Q2FQ1(1 +Q2GQ1)
= 1+Q2GQ1−Q2F (1+Q1Q2G)Q1 = 1+Q2GQ1−Q2F (G
−1G+Q1Q2G)Q1
= 1+Q2GQ1 −Q2F (G
−1 +Q1Q2)GQ1 = 1+Q2GQ1 −Q2FF
−1GQ1
= 1 +Q2GQ1 −Q2GQ1 = 1
for the first and
(3.38)
(1−Q2FQ1)Q2G = Q2(1− FQ1Q2)G = Q2(FF
−1 − FQ1Q2)G
= Q2F (F
−1 −Q1Q2)G = Q2FG
−1G = Q2F
for the second identity. 
Analogously, we have the symmetric statement:
Lemma 3.2. Suppose
GG−1 = F−1F = 1.
Then
(1 +Q2GQ1)(1−Q2FQ1) = 1, GQ1(1−Q2FQ1) = FQ1.
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Proof. The first identity can either be proved directly as above or by
exchanging F, F−1 with G,G−1 and changing the sign of Q1 in the first
identity of Lemma 3.1. For the second identity we have
(3.39)
GQ1(1−Q2FQ1) = G(1−Q1Q2F )Q1 = G(F
−1F −Q1Q2F )Q1
= G(F−1 −Q1Q2)FQ2 = GG
−1FQ2 = FQ2.

4. Instanton connection
Consider the kernel
(4.1) kerD† ⊂ Γ′Λ(S ⊗ E)⊕WΛ
and any linear isometry
Ψ: W → kerD†,
where W is a hermitian vector space of the same dimension as kerD†.
We see Ψ as an isometric parametrization of kerD†. Then the adjoint
operator Ψ† : Γ′Λ(S ⊗ E) ⊕WΛ → W is the orthogonal projection to
kerD†, composed with Ψ−1. In particular, we have
(4.2) Ψ†Ψ = idW .
Using the direct sum decomposition in (4.1) we write
Ψ(w) = (ψ(w), χ(w)) ∈ Γ′Λ(S ⊗ E)⊕WΛ
for w ∈ W and the condition Ψ(w) ∈ kerD† means
(4.3) D†ψ(w) +Qχ(w) = 0.
Assuming that D† is invertible, (4.3) can be rewritten as
(4.4) ψ(w) = −(D†)−1Qχ(w).
Thus Ψ is completely determined by its component χ and the latter
defines a linear isomorphism χ : W →WΛ. Furthermore, we have
(4.5) Ψ†(f, v) = ψ†f + χ†v, (f, v) ∈ Γ′Λ(S ⊗ E)⊕WΛ,
and hence (4.2) can be rewritten as
(4.6) χ†Q†D−1(D†)−1Qχ+ χ†χ = idW
or, equivalently,
(4.7) Q†D−1(D†)−1Q + idVΛ = (χ
†)−1χ−1.
Consider t varying in the set where D and D† are invertible. Over
this set, the inverses of these operators depend smoothly on t. Hence,
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kerD† forms a subbundle of the trivial (infinite-dimensional) vector
bundle
(4.8) R4 × (Γ′Λ(S ⊗E)⊕WΛ)→ R
4.
It has the natural induced connection ∇˜ defined as the orthogonal pro-
jection of the trivial connection on (4.8) to kerD†.
Theorem 4.1 (Nahm [3]). The induced connection ∇˜ is an instanton
connection, i.e. the curvature of ∇˜ is self-dual.
Our goal here is to compute ∇˜. Since kerD† is a subbundle, it has
local trivializations over open subsets U ⊂ R4 given by linear maps
Ψ = Ψt = (ψt, χt) : W → kerD
†
t , t ∈ U,
where Ψt is a linear isometry depending smoothly on t. In this trivial-
ization, we have
(4.9) ∇˜ = d+ A
or, in coordinates t = (tµ),
(4.10) ∇˜ ∂
∂tµ
=
∂
∂tµ
+ Aµ, µ = 0, 1, 2, 3.
By the construction of ∇˜,
(4.11) Aµ = Ψ
†∂µΨ.
Differentiating (4.2), we obtain
(4.12) (∂µΨ
†)Ψ + Ψ†∂µΨ = 0
and hence (4.11) can be rewritten as
(4.13) 2Aµ = Ψ
†∂µΨ− (∂µΨ
†)Ψ.
Using (4.5) and (4.4) we rewrite (4.13) as
(4.14) 2Aµ = ψ
†(∂µψ)− (∂µψ
†)ψ + χ†(∂µχ)− (∂µχ
†)χ
= χ†Q†D−1∂µ((D
†)−1Qχ)−∂µ(χ
†Q†D−1)(D†)−1Qχ+χ†(∂µχ)−(∂µχ
†)χ
= χ†Q†
(
D−1∂µ(D
†)−1 − (∂µD
−1)(D†)−1
)
Qχ
+ χ†
(
idVΛ +Q
†D−1(D†)−1Q
)
(∂µχ)− (∂µχ
†)
(
idVΛ +Q
†D−1(D†)−1Q
)
χ
= χ†Q†
(
D−1∂µ(D
†)−1−(∂µD
−1)(D†)−1
)
Qχ+χ−1(∂µχ)−(∂µχ
†)(χ†)−1
where we have used (4.7) and the fact that Q is independent of t.
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We now compute the expression in the brackets in the first term of
the last line in (4.14):
(4.15) D−1∂µ(D
†)−1 − (∂µD
−1)(D†)−1 =
= −D−1(D†)−1(∂µD
†)(D†)−1 +D−1(∂µD)D
−1(D†)−1
= (D†D)−1
(
D†(∂µD)− (∂µD
†)D
)
(D†D)−1,
where we have used the formula ∂µ(D
−1) = −D−1(∂µD)D
−1 and the
analogous formula for D†. Setting
G = G := (D†D)−1, F = F := (D†D)−1, Q1 := Q, Q2 := Q
†,
in Lemmas 3.1 and 3.2, we obtain
(4.16)
(id−Q†FQ)Q†(D†D)−1 = Q†F, (D†D)−1Q(id−Q†FQ) = FQ.
The operator Q†FQ : WΛ → WΛ is a component of
DFD† : Γ′Λ ⊕WΛ → Γ
′
Λ ⊕WΛ.
The latter operator satisfies (DFD†)2 = DFD† and ker(DFD†) =
kerD† since F is invertible and kerD = 0 (see Section 3.3). Conse-
quently, DFD† is the orthogonal projection onto the orthogonal com-
plement to kerD† and id − DFD† is the orthogonal projection onto
kerD†. On the other hand, ΨΨ† is also the orthogonal projection onto
kerD†. By uniqueness, we have
(4.17) ΨΨ† = id−DFD† : Γ′Λ ⊕WΛ → Γ
′
Λ ⊕WΛ.
Taking suitable components of both sides, we obtain
(4.18) χχ† = id−Q†FQ,
where F = 1 ⊗ F. In particular, id − Q†FQ is invertible and we can
rewrite (4.16) as
(4.19) Q†(D†D)−1 = (χχ†)−1Q†F, (D†D)−1Q = FQ(χχ†)−1.
Now using (4.15) and (4.19), we obtain
(4.20) Q†
(
D−1∂µ(D
†)−1 − (∂µD
−1)(D†)−1
)
Q
= (χχ†)−1Q†F
(
D†(∂µD)− (∂µD
†)D
)
FQ(χχ†)−1.
We now use the explicit formulae (2.7) and (2.9) to calculate the
derivatives:
(4.21) ∂µD = eµ ⊗ id, ∂µD
† = e¯µ ⊗ id,
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where e¯0 = e0 = id, e¯j = e
†
j = −ej is the quaternion conjugation. We
also consider decompositions similar to (3.4):
(4.22) D =
∑
ν
eν ⊗Dν , D
† =
∑
ν
e¯ν ⊗Dν ,
which are made explicit by (2.7) and (2.9), i.e.
D0 = i∇+ t0, Dj = Tj + tj .
Then
(4.23) D†(∂µD)− (∂µD
†)D =
∑
ν
e¯[νeµ] ⊗Dν ,
where we use the notation e¯[µeν] := e¯µeν − e¯νeµ. On the other hand, we
can use (3.9) to obtain
(4.24) 2Dν = ∂ν(D
†D) = ∂νF
−1,
where F : Γ′′Λ(E) → ΓΛ(E) is determined by F = id ⊗ F . Subsituting
(4.24) into (4.23) and subsequently into (4.20), we obtain
(4.25) Q†
(
D−1∂µ(D
†)−1 − (∂µD
−1)(D†)−1
)
Q
=
1
2
∑
ν
(χχ†)−1Q†(id⊗ F )
(
e¯[νeµ] ⊗ ∂νF
−1
)
(id⊗ F )Q(χχ†)−1
= −
1
2
∑
ν
(χχ†)−1∂ν
(
Q†(e¯[νeµ] ⊗ F )Q
)
(χχ†)−1,
where we have used the fact that Q is independent of t and the formula
∂µF
−1 = −F−1(∂µF )F
−1. Using the Green’s function F (x, y) of the
operator F and the explicit formulae (2.11) and (2.12), we calculate
(4.26)
(
Q†(e¯[νeµ] ⊗ F )Q
)
(v1, . . . , vn) =
=
(
Q
†
β
∫ (
e¯[νeµ] ⊗ F (λβ, s)
)∑
α
δ(s− λα)Qαvα ds
)
1≤β≤n
=
(∑
α
Q
†
β
(
e¯[νeµ] ⊗ F (λβ, λα)
)
Qαvα
)
1≤β≤n
=
=
(
Q†
(
e¯[µeν] ⊗ F (λ∗, λ∗)
)
Q
)
(v1, . . . , vn),
where we have used the notation
Q : WΛ → (S ⊗E)Λ := ⊕
n
α=1(S ⊗E)λα , (vα)1≤α≤n 7→ (Qαvα)1≤α≤n,
and
F (λ∗, λ∗) : EΛ → EΛ := ⊕
n
α=1Eλα , (wα)1≤α≤n 7→
(∑
α
F (λβ, λα)wα
)
1≤β≤n
.
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Substituting (4.26) into (4.25) and subsequently into (4.14) we finally
obtain
(4.27) 2Aµ = −
1
2
∑
ν
χ−1Q†
(
e¯[νeµ] ⊗ ∂νF (λ∗, λ∗)
)
Q(χ†)−1
+ χ−1(∂µχ)− (∂µχ
†)(χ†)−1.
To summarize, one can use (4.18) to find χ, for example by choosing
χ = χ† =
(
id−Q†FQ
) 1
2 , and the above formula (4.27) to obtain the
caloron connection.
5. Conclusions
Current resurgence of interest in instantons on various spaces is due
to their significance in geometry, gauge theory, string theory, and repre-
sentation theory. There are three natural directions in which our result
can be generalized. One would like to allow for arbitrary monopole
charges for the caloron. This would amount to working with Nahm
data that changes rank across the λ-points, thus having natural pro-
jection operators at such points. It should be a fairly straightforward
exercise incorporating such projectors into our formula. The second
generalization involves considering instantons on curved spaces, such
as a hyperka¨hler ALF space, for example. The Nahm data in this case is
given in terms of a bow [11] and our formula allows for a generalization
to this case as well [12]. Lastly, one would like to have an expression
for a caloron connection for arbitrary gauge group G. This remains an
open problem.
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