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Abstract. In this paper, we propose a method for bounding the probability that a
stochastic differential equation (SDE) system violates a safety specification over
the infinite time horizon. SDEs are mathematical models of stochastic processes
that capture how states evolve continuously in time. They are widely used in
numerous applications such as engineered systems (e.g., modeling how pedestri-
ans move in an intersection), computational finance (e.g., modeling stock option
prices), and ecological processes (e.g., population change over time). Previously
the safety verification problem has been tackled over finite and infinite time hori-
zons using a diverse set of approaches. The approach in this paper attempts to
connect the two views by first identifying a finite time bound, beyond which the
probability of a safety violation can be bounded by a negligibly small number.
This is achieved by discovering an exponential barrier certificate that proves ex-
ponentially converging bounds on the probability of safety violations over time.
Once the finite time interval is found, a finite-time verification approach is used
to bound the probability of violation over this interval. We demonstrate our ap-
proach over a collection of interesting examples from the literature, wherein our
approach can be used to find tight bounds on the violation probability of safety
properties over the infinite time horizon.
Keywords: Stochastic Differential Equations (SDEs) · Unbounded safety verifi-
cation · Failure probability bound · Barrier certificates.
1 Introduction
In this paper, we investigate the problem of verifying probabilistic safety properties for
continuous stochastic dynamics modeled by stochastic differential equations (SDEs).
? This work was partially funded by NSFC under grant No. 61625206, 61732001 and 61872341,
by the ERC Advanced Project FRAPPANT under grant No. 787914, by the US NSF under
grant No. CCF 1815983 and by the CAS Pioneer Hundred Talents Program under grant No.
Y8YC235015.
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The study of SDEs dates back to the 1900s when, e.g., Einstein used SDEs to model
the phenomenon of Brownian motion [10]. Since then, SDEs have witnessed numer-
ous applications including models of disturbances in engineered systems ranging from
wind forces [37] to pedestrian motion [14]; models of financial instruments such as
options [5]; and models of biological/ecological processes for instance predator-prey
models [25]. In the meantime, SDEs are hard to reason about: they are defined using
ideas from stochastic calculus that reimagine basic concepts such as integration in order
to conform to the basic laws of probability and stochastic processes [24].
There are many important verification problems for SDEs. Prominent topics include
the safety verification problem which seeks to know the probability that a given SDE
with specified initial conditions will enter an unsafe region (or leave a safe region)
over a given time horizon. Generally, safety verification can be performed over a finite-
time horizon setting, wherein the probability is sought over a finite time interval [0, T ].
On the other hand, the infinite-time horizon problem seeks a bound on the probability
of satisfying a safety property over the unbounded time horizon [0,∞). A handful of
methods have been proposed for verifying SDE systems, such as the barrier certificate-
based methods over both the infinite time horizon [27] and finite time horizons [35], the
moment optimization-based method over finite time horizons [33] and the Hamilton-
Jacobi-based method over the infinite time horizon [16]. The novelty of our work lies
in the reduction of infinite-time horizon verification problems to finite time problems.
In this paper, we propose a novel reduction-based method to verify unbounded-time
safety properties of stochastic systems modeled as nonlinear polynomial SDEs. We
employ a similar idea as in [11] (for verifying delay differential equations) that reduces
the safety verification problem over the infinite time horizon to the one over a finite
time interval. This is achieved by computing an exponential stochastic barrier certifi-
cate which witnesses an exponentially decreasing upper bound on the probability that
a target system violates a given safety specification. Consequently, for any  > 0, we
can identify a time instant T beyond which the violation (a.k.a. failure) probability is
smaller than the negligibly small cutoff . The reduced bounded-time safety verification
problem over [0, T ] can hence be tackled by any of the available methods. We further-
more present an alternative method to address the reduced finite-time horizon verifica-
tion problem based on the discovery of a time-dependent stochastic barrier certificate.
We show that both the exponential and the time-dependent stochastic barrier certifi-
cate can be synthesized by respectively solving a pertinent semidefinite programming
(SDP) [38] optimization problem. Experimental results on some interesting examples
taken from the literature demonstrated the effectiveness of the reduction and that our
method often produces tighter bounds on the failure probability. Our approach has some
broad similarities to related approaches in symbolic execution of probabilistic programs
that conclude facts about infinitely many behaviors by analyzing finitely many paths in
the program that account for a sufficient probability among all the behaviors [31].
Contributions. The main contributions of this work can be summarized as follows: (1)
We reduce the unbounded-time safety verification of stochastic systems to a bounded
one, based on an exponentially decreasing bound on the failure probability which guar-
antees the dominance of the overall failure probability by the truncated finite time hori-
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zon. (2) We show how the obtained bound on the overall failure probability is tighter
than that produced by existing methods for some interesting SDEs.
Related Work. The use of mathematical models of processes –ranging from finite state
machines to various types of differential equations– has allowed us to reason about rich
behaviors of Cyber-Physical Systems produced by the interaction between digital com-
puters and physical plants [29]. In this regard, many modeling formalisms have been
studied including finite state machines, ordinary differential equations (ODEs), timed
automata, hybrid automata, etc. [8], on top of which a large variety of verification prob-
lems have been extensively investigated, e.g., safety verification through reachability
analysis and temporal logic verification [3].
In the existing literature on formal verification, ODEs are often used to describe the
behavior of deterministic continuous-time systems. However, these models have been
shown over-simplistic in many applications that involve time delays, nondeterministic
inputs and stochastic noises. SDEs hence arose as an important class of models that have
been employed in practical domains covering, among others [24], financial models such
as the famous Black-Scholes model used extensively in the theory of options pricing [5],
wind disturbances [37], human pedestrian motion [14] and ecological models [25].
In what follows, we place our work in the context of formal verification tech-
niques tailored for stochastic differential dynamics modeled as SDEs, and discuss con-
tributions thereof that are highly related to our approach. Unbounded-time stochastic
safety verification of SDE systems was first studied by Prajna et al. in [27,28], where
a typical supermartingale was employed as a stochastic barrier certificate followed by
computational conditions derived from Doob’s martingale inequality [15]. Thereafter,
the stochastic barrier certificate-based method was extended to cater for bounded-time
safety verification by Steinhardt and Tedrake [35] by leveraging a relaxed formulation
called c-martingale for locally stable systems. The barrier certificate-based method by
Prajna et al. (ibid.) for unbounded-time safety verification often leads to conservative
bound on the failure probability. On the other hand, Steinhardt and Tedrake (ibid.) es-
tablished impressive probability bounds but only for finite time horizons. In order to
reduce the conservativeness, we propose a method of reducing the unbounded safety
verification to a bounded one. Although our method in this paper is also based on the
construction of stochastic barrier certificates, the gain of stochastic barrier certificates
only helps to identify a finite time interval such that the violation probability of interest
beyond this time interval is arbitrarily negligibly small. A time-dependent barrier cer-
tificate is further proposed to solve the resulting bounded-time safety verification. The
Unbounded-time safety verification problem has also been studied by Koutsoukos and
Riley [16], who linked the reachability probability to the viscosity solution of certain
Hamilton-Jacobi partial differential equations, under restrictions on bounded state space
and non-degenerate diffusion. Grid-based numerical approaches, e.g., the finite differ-
ence method in [16] and the level set method in [22], are traditionally used to solve these
equations, leading to the fact that the Hamilton-Jacobi reachability method only scales
well to systems of special structures. More recently, a novel constraint solving-based
method has been proposed in [20] for algebraically over- and under-approximating the
reachability probability, which is nevertheless limited to bounded-time safety verifi-
cation. In addition to the abovementioned methods, we refer the readers to [7] for a
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Dirichlet form-based method for stochastic hybrid systems featuring “nice” Markov
properties, while to [39,6,18] and [1,17] respectively for related contributions in statis-
tical and discrete/numerical methods for stochastic verification and control.
Finally, we mention a relation between the ideas in this paper and previously pro-
posed ideas for (non-stochastic) ODEs due to Sogokon et al. [34]. The key similarity
lies in the use of a non-negative matrix through which a vector of functions whose
derivatives are related to their current value. Whereas Sogokon et al. explored this idea
for ODEs, we do so for SDEs. Another significant difference, in our work, is that we
use the super-martingale functions to identify a time horizon [0, T ] and bound the prob-
ability of safety violation beyond T .
The reminder of this paper is structured as follows. Sect. 2 introduces stochastic
differential dynamics modeled by SDEs and the unbounded-time safety verification
problem of interest. Sect. 3 elucidates the reduction of unbounded safety verification to
bounded ones based on the witness of stochastic barrier certificates. Sect. 4 presents the
SDP formulation for discovering such barrier certificates over the reduced bounded time
interval. After demonstrating our method on several examples in Sect. 5, we conclude
the paper in Sect. 6.
2 Problem Formulation
Notations. Let R be the set of real numbers. For a vector x ∈ Rn, xi refers to its i-th
component and |x| denotes the `2-norm. Particularly, 0 and 1 denote respectively the
vector of zeros and ones of appropriate dimension, and the comparison between vectors,
e.g., x ≤ 0, is component-wise. We define for δ > 0,B(x, δ) =̂ {x′ ∈ Rn | |x′ − x| ≤
δ} as the δ-closed ball centered at x. We abuse the notation |·| for an m × n matrix
M as |M | =̂
√∑m
i=1
∑n
j=1 |Mij |2. The exponential of a square matrix M ∈ Rn×n,
denoted by eM , is the n× n matrix given by the power series eM =̂ ∑∞k=0 1k!Mk. For
a set X ⊆ Rn, ∂X , X and X o denote respectively the boundary, the closure and the
interior of X . Let Ck be the space of functions on R with continuous derivatives up to
order k; a function f(t, x) : R × Rn → R is in C1,2(R × Rn) if f ∈ C1 w.r.t. t ∈ R
and f ∈ C2 w.r.t. x ∈ Rn.
Let (Ω,F , P ) be a probability space, where Ω is a sample space, F ⊆ 2Ω is a
σ-algebra on Ω, and P : F → [0, 1] is a probability measure on the measurable space
(Ω,F). A random variable X defined on the probability space (Ω,F , P ) is an F-
measurable function X : Ω → Rn; its expectation (w.r.t. P ) is denoted by E[X]. Every
random variable X induces a probability measure µX : B → [0, 1] on Rn, defined as
µX(B) =̂ P (X
−1(B)) for Borel sets B in the Borel σ-algebra B on Rn. µX is called
the distribution of X; its support set is supp(µX) =̂
⋃
µX(B)>0
B, which will also be
referred to as the support of X .
A (continuous-time) stochastic process is a parametrized collection of random vari-
ables {Xt}t∈T where the parameter space T is interpreted as, unless explicitly notated
in this paper, the halfline [0,∞). We sometimes further drop the brackets in {Xt} when
it is clear from the context. A collection {Ft | t ≥ 0} of σ-algebras of sets in F is a fil-
tration if Ft ⊆ Ft+s for t, s ∈ [0,∞). Intuitively, Ft carries the information known to
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an observer at time t. A random variable τ : Ω → [0,∞) is called a stopping time w.r.t.
some filtration {Ft | t ≥ 0} of F if {τ ≤ t} ∈ Ft for all t ≥ 0. A stochastic process
{Xt} adapted to a filtration {Ft | t ≥ 0} is called a supermartingale if E[Xt] <∞ for
any t ≥ 0 and E[Xt | Fs] ≤ Xs for all 0 ≤ s ≤ t. That is, the conditional expected
value of any future observation, given all the past observations, is no larger than the
most recent observation.
Stochastic Differential Dynamics. We consider a class of dynamical systems featuring
stochastic differential dynamics governed by time-homogeneous SDEs of the form1
dXt = b(Xt) dt+ σ(Xt) dWt, t ≥ 0 (1)
where {Xt} is an n-dimensional continuous-time stochastic process, {Wt} denotes an
m-dimensional Wiener process (standard Brownian motion), b : Rn → Rn is a vector-
valued polynomial flow field (called the drift coefficient) modeling deterministic evo-
lution of the system, and σ : Rn → Rn×m is a matrix-valued polynomial flow field
(called the diffusion coefficient) that encodes the coupling of the system to Gaussian
white noise dWt.
Suppose there exists a Lipschitz constant D s.t. |b(x)− b(y)| + |σ(x)− σ(y)| ≤
D |x− y| holds for all x, y ∈ Rn. Then, given an initial state (a random variable) X0,
an SDE of the form (1) has a unique solution which is a stochastic process Xt(ω) =
X(t, ω) : [0,∞)×Ω → Rn satisfying the stochastic integral equation (a` la Itoˆ’s inter-
pretation)
Xt = X0 +
∫ t
0
b(Xs) ds+
∫ t
0
σ(Xs) dWs. (2)
The solution {Xt} in Eq. (2) is also referred to as an (Itoˆ) diffusion process, and will be
denoted by X0,X0t (or simply X
X0
t ), if necessary, to indicate the initial condition X0 at
t = 0.
A great deal of information about a diffusion process can be encoded in a par-
tial differential operator termed the infinitesimal generator, which generalizes the Lie
derivative that captures the evolution of a function along the diffusion process:
Definition 1 (Infinitesimal generator [24]). Let {Xt} be a (time-homogeneous) diffu-
sion process in Rn. The infinitesimal generator A of Xt is defined by
Af(s, x) = lim
t↓0
Es,x [f(s+ t,Xt)]− f(s, x)
t
, x ∈ Rn.
The set of functions f : R×Rn → R s.t. the limit exists at (s, x) is denoted byDA(s, x),
while DA denotes the set of functions for which the limit exists for all (s, x) ∈ R×Rn.
In subsequent sections, the readers may find applications of the operator A to a
vector-valued function in a component-wise manner. The relation between A and the
coefficients b, σ in SDE (1) is captured by the following result:
1 The general time-inhomogeneous case with time-dependent b and σ can be reduced to this
form (cf. [24, Chap. 10]).
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Lemma 1 ([24]). Let {Xt} be a diffusion process defined by Eq. (1). If f ∈ C1,2(R×
Rn) with compact support, then f ∈ DA and
Af(t, x) = ∂f
∂t
+
n∑
i=1
bi(x)
∂f
∂xi
+
1
2
∑
i,j
(σσT)ij
∂2f
∂xi∂xj
.
As a stochastic generalization of the Newton-Leibniz axiom, Dynkin’s formula
gives the expected value of any adequately smooth function of an Itoˆ diffusion at a
stopping time:
Theorem 1 (Dynkin’s formula [9]). Let {Xt} be a diffusion process in Rn. Suppose τ
is a stopping time with E[τ ] <∞, and f ∈ C1,2(R×Rn) with compact support. Then
Eh,x [f(τ,Xτ )] = f(h, x) + E
h,x
[∫ τ
0
Af(s,Xs) ds
]
.
In order to specify the behavior of an Itoˆ diffusion across the domain boundary, we
introduce the concept of stopped process, which is a stochastic process that is forced to
have the same value after a prescribed (possibly random) time.
Definition 2 (Stopped process [12]). Given a stopping time τ and a stochastic process
{Xt}, the stopped process {Xτt } is defined by
Xτ (t, ω) =̂ Xt∧τ (ω) =
{
X(t, ω) if t ≤ τ(ω),
X(τ(ω), ω) otherwise.
Remark 1. By definition, a stopped process preserves, among others, continuity and the
Markov property, and hence the aforementioned results on a stochastic process apply
also to a stopped process.
Now consider a stochastic system modeled by an SDE of the form (1) that evolves
“within” a not necessarily bounded setX ⊆ Rn. Since the solution {Xt} of Eq. (1) may
escape from X at any time instant t > 0, due to the unbounded nature of Gaussian, we
define a stopped process X˜t =̂Xt∧τX with τX =̂ inf{t | Xt /∈ X}. X˜t hence represents
the process that will stop at the boundary ofX . Denote the infinitesimal generator of the
stopped process as A˜. One plausible property here is that, for all compactly-supported
f ∈ C1,2(R× Rn),
A˜f(t, x) =
{
Af(t, x) for x ∈ X o,
∂f
∂t (t, x) for x ∈ ∂X .
(3)
The∞-Safety Problem. Given an SDE of the form (1), a (not necessarily bounded2)
domain set X ⊆ Rn, an initial set X0 ⊂ X , and an unsafe set Xu ⊂ X . We aim to
bound the failure probability
P
(
∃t ∈ [0,∞) : X˜t ∈ Xu
)
,
2 In practice, if we can specify X based on prior knowledge when modeling a physical system,
then the larger X we choose, the greater (bound on) failure probability we will obtain.
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for any initial state X0 whose support lies within X0. Accordingly, the T -safety prob-
lem, with T <∞, refers to the problem where one aims to bound the failure probability
within the finite time horizon [0, T ].
Remark 2. Roughly speaking, if we denote by φ the proposition “X˜t evolves withinX ”
and by ψ the proposition “X˜t evolves into Xu”, then the above∞-safety problem asks
for a bound on the probability that the LTL formula φUψ holds.
3 Reducing∞-Safety to T -Safety
We dedicate this section to the reduction of the∞-safety problem to its bounded coun-
terpart. Observe that for any 0 ≤ T <∞,
P (∃t ≥ 0: X˜t ∈ Xu) ≤ P (∃t ∈ [0, T ] : X˜t ∈ Xu) + P (∃t ≥ T : X˜t ∈ Xu).
The key idea behind our approach is to first compute an exponentially decreasing bound
on the tail failure probability over [T ∗,∞) (the computation of T ∗ ≥ 0 will be shown
later), and then for any constant  > 0, we can identify (out of the exponentially de-
creasing bound) a time instant T˜ ≥ T ∗ such that P (∃t ≥ T˜ : X˜t ∈ Xu) ≤ . The
overall bound on the failure probability over [0,∞) can consequently be obtained by
solving the truncated T˜ -safety problem.
3.1 Exponentially Decreasing Bound on the Tail Failure Probability
We first state a result that gives conditions when a linear map keeps vector inequality:
Lemma 2 ([4, Chap. 4]). For a matrix M ∈ Rn×n,
– ∀x, y ∈ Rn : x ≤ y =⇒ Mx ≤ My iff M is non-negative, i.e., Mij ≥ 0 for all
1 ≤ i, j ≤ n.
– The matrix eMt is non-negative for all t ≥ 0 iff M is essentially non-negative, i.e.,
Mij ≥ 0 for i 6= j.
The existence of an exponentially decreasing bound on the tail failure probability
relies on a witness of a supermartingale of the exponential type:
Theorem 2. Suppose there exists an essentially non-negative matrix Λ ∈ Rm×m, to-
gether with an m-dimensional polynomial function (termed exponential stochastic bar-
rier certificate) V (x) = (V1(x), V2(x), . . . , Vm(x))
T, with Vi : Rn → R for 1 ≤ i ≤ m,
satisfying3,4
V (x) ≥ 0 for x ∈ X , (4)
AV (x) ≤ −ΛV (x) for x ∈ X , (5)
ΛV (x) ≤ 0 for x ∈ ∂X . (6)
3 Condition (5) is slightly stronger than the corresponding one used in [27,28], yet will lead to
an exponentially decreasing bound on the tail failure probability in return.
4 Condition (6) is to ensure that when X˜t stops at the boundary of X , we still have A˜V (x) ≤
−ΛV (x) for x ∈ ∂X . If X = Rn, however, this condition can be omitted.
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Define a function
F (t, x) =̂ eΛtV (x),
then every component of F (t, X˜t) is a supermartingale.
Proof. For cases with a bounded domain X , one can trivially extend the domain of
F (t, x) s.t. F is compactly-supported, and thus Dynkin’s formula in Theorem 1 applies
immediately. For cases where X is unbounded, we introduce a stopping time
τδ =̂ inf
{
t
∣∣ F (t, X˜t) ≥ B(0, δ)} ,
and denote by X(δ)t =̂ (t ∧ τδ, X˜t∧τδ) the corresponding stopped process involving
the timeline, and by A(δ) the corresponding infinitesimal generator. Then X(δ)t evolves
within the δ-closed ball B(0, δ) and hence boils down to the case with a bounded
domain. Moreover, by Eq. (3), we have
A(δ)F
(
X
(δ)
t
)
= A(δ)F
(
t ∧ τδ, X˜t∧τδ
)
=

0 if τδ(ω) ≤ t,
∂F
∂t (t,Xt) + e
ΛtAV (Xt) ≤ 0 if τδ(ω) > t ∧ τX (ω) > t,
∂F
∂t (t,Xt) ≤ 0 if τδ(ω) > t ∧ τX (ω) ≤ t,
where τX represents the time instant when escaping from the state space X . Note that
the second and the third case hold due to the non-negativity of eΛt (as Λ is essentially
non-negative), which implies that eΛt preserves vector inequalities (5) and (6). Hence
by Dynkin’s formula (in a component-wise manner), for fixed t, h ∈ [0,∞), we have
E
[
F
(
(t+ h) ∧ τδ, X˜(t+h)∧τδ
) ∣∣ Fh] = EX(δ)h [F (X(δ)t+h)]
= F
(
X
(δ)
h
)
+ EX
(δ)
h
[∫ t
0
A(δ)F
(
X(δ)s
)
ds
]
≤ F
(
X
(δ)
h
)
= F
(
h ∧ τδ, X˜h∧τδ
)
.
Since F (t, x) > 0, by Fatou’s lemma, we have
E
[
F
(
t+ h, X˜t+h
) ∣∣ Fh] = E [lim inf
δ→∞
F
(
(t+ h) ∧ τδ, X˜(t+h)∧τδ
) ∣∣ Fh]
≤ lim inf
δ→∞
E
[
F
(
(t+ h) ∧ τδ, X˜(t+h)∧τδ
) ∣∣ Fh]
≤ lim inf
δ→∞
F
(
h ∧ τδ, X˜h∧τδ
)
≤ F
(
h, X˜h
)
.
It follows consequently that every component of F (t, X˜t) is a supermartingale. uunionsq
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We will show in Sect. 4 that the synthesis of the exponential stochastic barrier cer-
tificate V (x) (and thereby the function F (t, x)) boils down to solving a pertinent SDP
optimization problem.
In order to further establish the relation between the exponential supermartingale
F (t, X˜t) (and thereby V (x)) and the bound on tail failure probability, we recall Doob’s
maximal inequality for supermartingales, which gives a bound on the probability that a
non-negative supermartingale exceeds some given value over a given time interval:
Lemma 3 (Doob’s supermartingale inequality [15]). Let {Xt}t>0 be a right contin-
uous non-negative supermartingale adapted to a filtration {Ft | t > 0}. Then for any
λ > 0,
λP
(
sup
t≥0
Xt ≥ λ
)
≤ E[X0].
The following theorem claims an intermediate fact that will later reveal the expo-
nentially decreasing bound on the tail failure probability.
Theorem 3. Suppose the conditions in Theorem 2 are satisfied. Then for any T ≥ 0
and any positive vector γ ∈ Rm,
P
(
sup
t≥T
V
(
X˜t
)
≥ sup
t≥T
(
e−Λtγ
)) ≤ E [Vi(X0)] /γi (7)
holds for all i ∈ {1, . . . ,m}.
Proof. Observe the following chain of (in-)equalities:
P
(
sup
t≥T
V
(
X˜t
)
≥ sup
t≥T
(
e−Λtγ
)) ≤ P (∃t ≥ T : V (X˜t) ≥ e−Λtγ)
≤ P
(
∃t ≥ T : eΛtV
(
X˜t
)
≥ γ
)
[non-negative eΛt]
= P
(
sup
t≥T
F
(
t, X˜t
)
≥ γ
)
≤ P
(
sup
t≥T
Fi
(
t, X˜t
)
≥ γi
)
≤ E
[
Fi
(
T, X˜T
)]
/γi [Lemma 3]
≤ E [Vi (X0)] /γi [Theorem 2]
which holds for any i ∈ {1, 2, · · · ,m}. This completes the proof. uunionsq
Now, we are ready to give the exponentially decreasing bound on the tail failure
probability derived from Theorem 3. We start by considering the simple case where the
barrier certificate V (x) is a scalar function, i.e., with m = 1.
Proposition 1. Suppose there exists a positive constant Λ ∈ R and a scalar function
V : Rn → R satisfying Theorem 2. Then,
P
(
sup
t≥T
V
(
X˜t
)
≥ γ
)
≤ E [V (X0)]
eΛT γ
(8)
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holds for any γ > 0 and T ≥ 0. Moreover, if there exists l > 0 such that
V (x) ≥ l for all x ∈ Xu,
then
P
(
∃t ≥ T : X˜t ∈ Xu
)
≤ E[V (X0)]
eΛT l
(9)
holds for any T ≥ 0.
Proof. Eq. (8) holds since
P
(
sup
t≥T
V
(
X˜t
)
≥ γ
)
= P
(
sup
t≥T
V
(
X˜t
)
≥ e−ΛT (eΛT γ))
≤ P
(
sup
t≥T
V
(
X˜t
)
≥ sup
t≥T
(
e−Λt
(
eΛT γ
)))
[monotonicity on t]
≤ E[V (X0)]
eΛT γ
. [Theorem 3]
For Eq. (9), it is immediately obvious that
P
(
∃t ≥ T : X˜t ∈ Xu
)
≤ P
(
sup
t≥T
V
(
X˜t
)
≥ l
)
≤ E[V (X0)]
eΛT l
.
This completes the proof. uunionsq
Now we lift the results to the slightly more involved case with m > 1.
Proposition 2. Suppose there exists an essentially non-negative matrix Λ ∈ Rm×m
and an m-dimensional polynomial function V : Rn → Rm satisfying Theorem 2. If all
of the eigenvalues of Λ have positive real parts, i.e.,
min
1≤i≤m
{R(λi) | λi is an eigenvalue of Λ} > 0,
then for any positive vector γ ∈ Rm, there exists T ∗ = T ∗(γ,M,Λ) ∈ R such that for
any T ≥ T ∗,
P
(
sup
t≥T
V
(
X˜t
)
≥ γ
)
≤ E[Vi(X0)]
(eMT γ)i
(10)
holds for all i ∈ {1, . . . ,m}. Here, M is an essentially non-negative matrix s.t. all of
the eigenvalues of Λ−M have positive real parts5. Moreover, if there exists a positive
vector l ∈ Rm such that
V (x) ≥ l for all x ∈ Xu,
then for any T ≥ T ∗,
P
(
∃t ≥ T : X˜t ∈ Xu
)
≤ E[Vi(X0)]
(eMT l)i
(11)
holds for all i ∈ {1, . . . ,m}.
5 Such matrix M always exists, for instance, M =̂ Λ/2.
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Proof. By substituting γ in Eq. (7) with eMT γ, we have that for all T ≥ 0,
E[Vi(X0)]
(eMT γ)i
≥ P
(
sup
t≥T
V
(
X˜t
)
≥ sup
t≥T
(
e−ΛteMT γ
))
= P
(
sup
t≥T
V
(
X˜t
)
≥ sup
t≥T
(
e−Λ(t−T )e−(Λ−M)T γ
)) (12)
holds for any γ ∈ Rm with γ > 0. Observe that∣∣∣∣sup
t≥T
(
e−Λ(t−T )e−(Λ−M)T γ
)∣∣∣∣
∞
=
∣∣∣∣sup
t≥0
(
e−Λte−(Λ−M)T γ
)∣∣∣∣
∞
≤
∣∣∣∣sup
t≥0
(
e−Λt
)∣∣∣∣
∞
∣∣∣e−(Λ−M)T γ∣∣∣
∞
,
where |·|∞ denotes the infinity norm. Moreover, since all of the eigenvalues of Λ−M
have positive real parts, then by the Lyapunov stability established in the theory of
ODEs, we have
lim
T→∞
e−(Λ−M)T γ = 0.
There hence exists T ∗ s.t. for all T ≥ T ∗,
sup
t≥T
(
e−Λ(t−T )e−(Λ−M)T γ
)
≤ γ. (13)
By Combining Eq. (13) and Eq. (12), we obtain Eq. (10). For Eq. (11), it follows im-
mediately that
P
(
∃t ≥ T : X˜t ∈ Xu
)
≤ P
(
sup
t≥T
V
(
X˜t
)
≥ l
)
≤ E[Vi(X0)]
(eMT l)i
.
This completes the proof. uunionsq
Remark 3. Proposition 2 argues the existence of T ∗ that suffices to “split off” the tail
failure probability. From a computational perspective, this is algorithmically tractable as
the matrix exponential involved in Eq. (13) is symbolically computable (cf., e.g., [23]).
The following theorem states the main result of this section, that is, for any given
constant , there exists T˜ ≥ 0 such that the truncated T˜ -tail failure probability is
bounded by :
Theorem 4. Suppose the conditions in Proposition 1 and 2 are satisfied. If there exists
α > 0, s.t. ∀x ∈ X0 : Vi(x) ≤ α holds for some i ∈ {1, . . . ,m}. Then for any  > 0,
there exists T˜ ≥ 0 such that
P
(
∃t ≥ T˜ : X˜t ∈ Xu
)
≤ .
Proof. Observe that for Eq. (11) in Proposition 2, the assumption ∀x ∈ X0 : Vi(x) ≤
α guarantees an upper bound on the numerator E[Vi(X0)], while the essential non-
negativity of M (with all its eigenvalues having positive real parts) ensures that the
denominator (eMT l)i → +∞ as T →∞. An analogous argument applies to Eq. (9) in
Proposition 1. The claim in this theorem then follows immediately. uunionsq
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3.2 Bounding the Failure Probability over [0, T ]
The reduced T -safety problem can be solved by existing methods tailored for bounded
verification of SDEs, e.g., [35,32]. In what follows, we propose an alternative method
leveraging time-dependent polynomial stochastic barrier certificates. Our method re-
quires constraints (on the barrier certificates) of simpler form compared to [35]; mean-
while, it yields strictly more expressive form of barrier certificates, against the approach
on unbounded verification as in [27,28], thus leading to theoretically non-looser (usu-
ally tighter) failure bound. A detailed argument will be given at the end of this section.
The following theorem states a sufficient condition, i.e., a collection of constraints
on the time-dependent polynomial stochastic barrier certificates H(t, x), under which
the failure probability of a stochastic system over a finite time horizon can be explicitly
bounded from above.
Theorem 5. Suppose there exists a constant η > 0 and a polynomial function (termed
time-dependent stochastic barrier certificate) H(t, x) : R× Rn → R, satisfying6
H(t, x) ≥ 0 for (t, x) ∈ [0, T ]×X , (14)
AH(t, x) ≤ 0 for (t, x) ∈ [0, T ]× (X \ Xu) , (15)
∂H
∂t
≤ 0 for (t, x) ∈ [0, T ]× ∂X , (16)
H(t, x) ≥ η for (t, x) ∈ [0, T ]×Xu. (17)
Then,
P
(
∃t ∈ [0, T ] : X˜t ∈ Xu
)
≤ E[H(0, X0)]
η
. (18)
Proof. Assume in the following that the system evolves within a bounded domain X 7.
Define a stopping time
τu =̂ inf
{
t
∣∣ X˜t /∈ X \ Xu} ,
and denote by X(u)t =̂ (t ∧ τu ∧ T, X˜t∧τu∧T ) the corresponding stopped process, and
by A(u) the corresponding infinitesimal generator. By Eq. (3), we have
A(u)H
(
X
(u)
t
)
= A(u)H
(
t ∧ τu ∧ T, X˜t∧τu∧T
)
=

0 if t ≥ T ∨ t ≥ τu(ω),
AH(t,Xt) ≤ 0 if t < min{T, τu(ω), τX (ω)},
∂H
∂t (t,Xt) ≤ 0 if t < min{T, τu(ω)} ∧ t ≥ τX (ω).
6 Condition (16) is to ensure that when X˜t stops at the boundary ofX , we still have A˜H(t, x) ≤
0 for x ∈ ∂X . If X = Rn, however, this condition can be dropped.
7 For cases with an unbounded X , the same proof technique of introducing a δ-closed ball as in
the proof of Theorem 2 applies.
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By Dynkin’s formula, for fixed t, h ∈ [0, T ], we have
E
[
H
(
X
(u)
t+h
) ∣∣ Fh] = EX(u)h [H (X(u)t+h)]
= E
[
H
(
X
(u)
h
)]
+ EX
(u)
h
[∫ t
0
A(u)H
(
X(u)s
)
ds
]
≤ E
[
H
(
X
(u)
h
)]
.
Thus H(X(u)t ) is a non-negative supermartingale. Then by Doob’s maximal inequality
in Lemma 3, we have
P
(
∃t ∈ [0, T ] : X˜t ∈ Xu
)
= P
(
∃t ≥ 0: X˜t∧τu∧T ∈ Xu
)
≤ P
(
∃t ≥ 0: H
(
X
(u)
t
)
≥ η
)
≤ E[H(0, X0)]
η
.
This completes the proof. uunionsq
The following fact is then immediately obvious:
Corollary 1. Suppose the conditions in Theorem 5 hold, and there exists β > 0, s.t.
H(0, x) ≤ β for x ∈ X0. Then,
P
(
∃t ∈ [0, T ] : X˜t ∈ Xu
)
≤ β
η
.
Proof. This is a direct consequence of Theorem 5. uunionsq
Remarks on Potentially Tighter Bound. There exists already in the literature a barrier
certificate-based method proposed in [27,28] that can deal with the∞-safety problem. It
is worth highlighting, however, that our bound on the overall failure probability derived
from Proposition 1, 2 and Theorem 5 (with appropriate T˜ chosen) is at least as tight
as (and usually tighter than, as can be seen later in the experiments) that in [27,28].
The reasons are twofold: (1) the reduction to a finite-time horizon T˜ -safety problem
substantially “trims off” verification efforts pertaining to t > T˜ ; (2) our method for the
reduced T˜ -safety problem admits time-dependent barrier certificates, which are strictly
more expressive than those time-independent ones exploited in [27,28], in the sense that
any feasible solution thereof shall also be a feasible solution satisfying Theorem 5.
Remark 4. Roughly speaking, by setting the diffusion coefficients σ in SDEs to zero,
our method applies trivially to ODE dynamics with either a known or an unknown
probability distribution over the initial set of states. For the former, we can even obtain
a tighter bound on the failure probability, since in this case we do not need to compute
a bound on the barrier certificate over all possible initial distributions.
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4 Synthesizing Stochastic Barrier Certificates Using SDP
In this section, we encode the synthesis of the aforementioned exponential and time-
dependent stochastic barrier certificates into semidefinite programming [38] optimiza-
tions, and thus a solution thereof yields an upper bound on the failure probability
over the infinite-time horizon. Specifically, an SDP problem is formulated, for each
of the two barrier certificates, to encode the constraints for “being an exponential/time-
dependent stochastic barrier certificate”, while in the meantime optimizing the tightness
of the failure probability bound.
It is worth noting that SDP is a generalization of the standard linear programming
in which the element-wise non-negativity constraints are replaced by a generalized in-
equality w.r.t. the cone of positive semidefinite matrices. The generalization preserves
convexity, leading to the fact that SDP admits polynomial-time algorithms, say the well-
known interior-point methods, that can efficiently solve the synthesis problem, albeit
numerically. We remark that the numerical computation employed in off-the-shelf SDP
solvers and the use of interior-point algorithms may potentially lead to erroneous re-
sults and thereby unsoundness in the verification/synthesis results. There have been
numerous attempts to validate the results from the solver through a-posteriori numer-
ical verification of the solution. For more details, we refer the readers to [30] and the
references therein.
Exponential Stochastic Barrier Certificate V (x). To encode the synthesis prob-
lem into an SDP optimization, we first fix the dimension m together with Λ satisfying
Proposition 1 or 2 (depending on m), and then assume a polynomial template V a(x) of
certain degree k with unknown parameters a, as the barrier certificate to be discovered.
It then suffices to solve the following SDP problem8:
minimize
a,α
α (19)
subject to V a(x) ≥ 0 for x ∈ X (20)
AV a(x) ≤ −ΛV a(x) for x ∈ X (21)
ΛV a(x) ≤ 0 for x ∈ ∂X (22)
V a(x) ≥ 1 for x ∈ Xu (23)
V a(x) ≤ α1 for x ∈ X0 (24)
Here, the constraints (20)–(22) encode the definition of an exponential stochastic barrier
certificate (cf. Theorem 2), while constraint (23) (resp., (24)) corresponds to the lower
(resp., upper) bound of V (x) as in Proposition 1 and 2 (resp., Theorem 4)9. Hence, min-
imizing the upper bound α of (each component of) V a(x) gives a tight exponentially
decreasing bound on the tail failure probability, as claimed in Proposition 1 and 2.
8 SDP problems in this paper refer to those that can be readily translated into the standard form
of SDP, through, e.g., Stengle’s Positivstellensatz [36] and sum-of-squares decomposition [26].
9 The lower bound l of V (x) in Proposition 1 and 2 is normalized to a vector with all its compo-
nents no less than 1, based on the observation that, for any c > 0, V a(x) is a feasible solution
implies cV a(x) is also a feasible solution.
Unbounded-Time Safety Verification of Stochastic Differential Dynamics 15
Remark 5. If Λ is chosen as a non-negative matrix, the combination of condition (20)
and (22) will force V a(x) = 0 for x ∈ ∂X , whereof the strict equality may be violated
due to numerical computations in SDP. In practice, however, this issue can be well
addressed by looking for a barrier certificate of the form g(x)V (x), where g(x) satisfies
∂X ⊆ {x | g(x) = 0}, namely, an overapproximation of the boundary of X .
Remark 6. The choice of m is arbitrary, while the choices of Λ and k can be heuristic:
If Λ1 admits no feasible solution, neither will Λ2 ≥ Λ1 (point-wise, with all the rest
parameters fixed); similarly, if k1 admits no feasible solution, neither will k2 ≤ k1 (with
all the rest parameters fixed). Therefore, one may decrease Λ (say, by a half) or increase
k (say, by one) whenever a valid barrier certificate was not found.
Time-Dependent Stochastic Barrier Certificate H(t, x). Given the results estab-
lished in Sect. 3, the corresponding synthesis problem can be analogously encoded as
the following SDP problem:
minimize
b,β
β (25)
subject to Hb(t, x) ≥ 0 for (t, x) ∈ [0, T ]×X (26)
AHb(t, x) ≤ 0 for (t, x) ∈ [0, T ]× (X \ Xu) (27)
∂Hb
∂t
≤ 0 for (t, x) ∈ [0, T ]× ∂X (28)
Hb(t, x) ≥ 1 for (t, x) ∈ [0, T ]×Xu (29)
Hb(0, x) ≤ β for x ∈ X0 (30)
Similarly, the constraints (26)–(29) encode the definition of a time-dependent stochas-
tic barrier certificate (cf. Theorem 5), while constraint (30) corresponds to the upper
bound of H(t, x) as in Corollary 1 (with η being normalized to 1, as in constraint (29)).
Consequently, minimizing the upper bound β ofHb(t, x) produces a tight bound on the
failure probability over the reduced finite-time horizon, as stated in Corollary 1.
Remark 7. The state-of-the-art interior-point methods solve an SDP problem up to an
error ε in time that is polynomial in the program description size (number of variables)
and log(1/ε). The former is exponential in the degree of V a and Hb, as it corresponds
to the number of monomials in the template polynomials.
5 Implementation and Experimental Results
To further demonstrate the practical performance of our approach, we have carried
out a prototypical implementation in MATLAB R2019b, with the toolbox YALMIP [21]
and MOSEK [2] equipped for formulating and solving the underlying SDP problems.
Given an∞-safety problem as input, our implementation works toward an upper bound
on the failure probability over the infinite time horizon, leveraging the reduction to a T -
safety problem based on a computed exponentially decreasing bound on the tail failure
probability. A collection of benchmark examples from the literature has been evalu-
ated on a 1.8GHz Intel Core-i7 processor with 8GB RAM running 64-bit Windows 10.
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Each of the examples has been successfully tackled within 30 seconds. In what follows,
we demonstrate the applicability of our techniques to SDEs featuring different dimen-
sionalities and nonlinear dynamics, and show particularly that our approach usually
produces tighter bounds compared to existing methods.
Example 1 (Population growth [25]). Consider the stochastic system
dXt = b (Xt) dt+ σ (Xt) dWt,
which is a stochastic model of population dynamics subject to random fluctuations that,
possibly, can be attributed to extraneous or chance factors such as the weather, location,
and the general environment. Suppose that the state space is restricted within X =
{x | x ≥ 0} with b(Xt) = −Xt and σ(Xt) =
√
2/2Xt. We instantiate the∞-safety
problem as X0 = {x | x = 1} and Xu = {x | x ≥ 2}, namely, we expect that the
population does not diverge beyond 2.
Let Λ = 1 (with m = 1) and set the polynomial template degree of the exponential
stochastic barrier certificate V a(x) to 4, the SDP solver gives
V a(x) = 0.000001474596322− 0.000044643990040x
+ 0.125023372121222x2 + 0.000000001430428x3,
which satisfies
V a(x) ≥ 1 for x ∈ Xu and V a(x) ≤ 0.12498 for x ∈ X0.
Thus by Proposition 1, we obtain the exponentially decreasing bound
P
(
∃t ≥ T : X˜t ∈ Xu
)
≤ 0.12498
eT
for all T > 0.
The user then may choose any T > 0 and solve the reduced T -safety problem. As de-
picted in the left of Fig. 1, different choices lead to different bounds on the failure prob-
ability. Nevertheless, one may surely select an appropriate T that yields a way tighter
overall bound on the failure probability than that produced by the method in [27,28].
Example 2 (Harmonic oscillator [13]). Consider a two-dimensional harmonic oscilla-
tor with noisy damping:
dXt =
(
0 ω
−ω −k
)
Xt dt+
(
0 0
0 −σ
)
Xt dWt,
with constants ω = 1, k = 7 and σ = 2. We instantiate the ∞-safety problem as
X = Rn, X0 = {(x1, x2) | −1.2 ≤ x1 ≤ 0.8,−0.6 ≤ x2 ≤ 0.4} and Xu =
{(x1, x2) | |x1| ≥ 2}.
Let Λ =
(
0.45 0.1
0.1 0.45
)
and set the polynomial template degree of the exponential
stochastic barrier certificate V a(x) to 4, the SDP solver produces a two-dimensional
V a(x) (abbreviated for clear presentation) satisfying
V a(x) ≤
(
0.19946
0.19946
)
for x ∈ X0 and V a(x) ≥ l =
(
1.000237
1.000236
)
for x ∈ Xu.
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Fig. 1: Different choices of T lead to different bounds on the failure probability (with the time-dependent stochastic barrier
certificates of degree 4). Note that ‘◦’ = ‘×’ + ‘4’ and ‘•’ depicts the overall bound on the failure probability produced by
the method in [27,28].
According to the proof of Proposition 2, we setM =
(
0.3 0.1
0.1 0.3
)
and aim to find T ∗ ≥ 0
such that for all T ≥ T ∗,
sup
t≥0
(
e−Λte−(Λ−M)T
(
1.000237
1.000236
))
≤
(
1.000237
1.000236
)
. (31)
Symbolic computation on the matrix exponential gives
sup
t≥0
(
e−Λte−(Λ−M)T
(
1.000237
1.000236
))
= sup
t≥0
(
e−0.15T (1.0002365e−0.55t + 0.0000005e−0.35t)
e−0.15T (1.0002365e−0.55t − 0.0000005e−0.35t)
)
≤
(
1.0002365e−0.15T
1.0002365e−0.15T
)
.
Therefore, T ∗ = 1 satisfies condition (31). Further by Corollary 2, for any T ≥ T ∗ = 1,
we have
P
(
∃t ≥ T : X˜t ∈ Xu
)
≤ E[V1(X0)]
(eMT l)1
≤ 0.19946
0.0000005e0.2T + 1.00024e0.4T
.
Analogously, a comparison with existing methods concerning the tightness of the syn-
thesized failure probability bound (under different choices of T ) is shown in the right
of Fig. 1.
Example 3 (Nonlinear drift [27]). We consider in this example a stochastic system in-
volving nonlinear dynamics in its drift coefficient:
dx1(t) = x2(t) dt
dx2(t) = −x1(t)− x2(t)− 0.5x31(t) dt+ 0.1 dWt.
As in [27], let X = {(x1, x2) | |x1| ≤ 3, |x2| ≤ 3, x21 + x22 ≥ 0.52}, X0 = {(x1, x2) |
(x1+2)
2+x22 ≤ 0.12} andXu = {(x1, x2) ∈ X | x2 ≥ 2.25}. With Λ = 1.5 (m = 1),
we obtain an exponential stochastic barrier certificate V a(x) of degree 8 satisfying
V a(x) ≤ 4.00014 for x ∈ X0 and V a(x) ≥ 1.05248 for x ∈ Xu.
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Thus by Corollary 1, we have for any T ≥ 0,
P
(
∃t ≥ T : X˜t ∈ Xu
)
≤ 3.80070
e1.5T
.
Setting, for instance, T = 6, we have
P
(
∃t ≥ 0: X˜t ∈ Xu
)
≤ P
(
∃t ∈ [0, 6] : X˜t ∈ Xu
)
+
3.80070
e9
.
For the reduced T -safety problem with T = 6, a time-dependent stochastic barrier
certificate of degree 8 is synthesized, thereby yielding P
(
∃t ∈ [0, 6] : X˜t ∈ Xu
)
≤
0.196124, thus together we get
P
(
∃t ≥ 0: X˜t ∈ Xu
)
≤ 0.196593,
which is tighter than 0.265388 produced (on the same machine) by the method in [27]
under the same template degree.
6 Conclusion
We proposed a constructive method, based on the synthesis of stochastic barrier cer-
tificates, for computing an exponentially decreasing upper bound, if existent, on the
tail probability that an SDE system violates a given safety specification. We showed
that such an upper bound facilitates a reduction of the verification problem over an un-
bounded temporal horizon to that over a bounded one. Preliminary experimental results
on a set of interesting examples from the literature demonstrated the effectiveness of the
reduction and that our method often produces tighter bounds on the failure probability.
For future work, we plan to investigate a possible convergence result in the sense
that the derived failure probability bound may converge to the exact one as increas-
ing the degree of the barrier certificates. Extending our technique to tackle SDEs with
control inputs will also be of interest. Moreover, checking whether a given parametric
(polynomial) formula keeps probabilistic invariance plays a central in the verification
of SDEs. Several kinds of sufficient conditions on probabilistic barrier certificates were
proposed, including the ones given in this paper. It consequently deserves to investigate
a necessary and sufficient condition for checking the probabilistic invariance of a given
template, like for ODEs in [19]. Apart from that, we are interested in carrying our re-
sults to the verification of probabilistic programs without conditioning, which can be
viewed as discrete-time stochastic dynamics.
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