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Abstract
LetM be a map with the underlying graph Γ. The automorphism group Aut(M) induces
a natural action on the set of all vertex-edge-face incident triples, called flags of M. The
map M is said to be a k-orbit map if Aut(M) has k orbits on the set of all flags of M.
It is known that there are seven different classes of 2-orbit maps, with only four of them
corresponding to arc-transitive maps, that is maps for which Aut(M) acts arc-transitively
on the underlying graph Γ. The Petrie dual operator links these four classes in two pairs,
one of which corresponds to the chiral maps and their Petrie duals.
In this paper we focus on the other pair of classes of 2-orbit arc-transitive maps. We
investigate the connection of these maps to consistent cycles of the underlying graph with
special emphasis on such maps of smallest possible valence, namely 4. We then give a
complete classification of such maps whose underlying graphs are arc-transitive Rose Window
graphs.
1 Introduction
1.1 Arc transitive graphs and consistent cycles
A graph Γ without multiple edges is arc-transitive if its automorphism group Aut(Γ) acts tran-
sitively on the set A(Γ) of all ordered pairs (u, v) of adjacent vertices of Γ, called arcs (and so
each edge corresponds to two arcs). When studying arc-transitive graphs investigation of certain
cycles, called consistent cycles, may give an insight into the structure of the graph in question.
The notion of consistent cycles was introduced by Conway in 1971 and has recently been studied
in various families of graphs and other combinatorial structures (see for instance [1, 12, 13] and
the references therein).
Let Γ be a graph admitting an arc-transitive group of automorphisms G ≤ Aut(Γ). A directed
(but not rooted) cycle ~C = (v0, v1, . . . , vr−1) of Γ is said to be G-consistent if there exists g ∈ G
mapping each vi to vi+1 (where the indices are computed modulo r). For us a directed cycle is thus
nothing but a connected subgraph of valence 2 together with one of its two possible orientations.
In this case g is said to be a shunt of ~C. Of course, the inverse ~C−1 = (v0, vr−1, vr−2, . . . , v1) is G-
consistent if and only if ~C is G-consistent. Thus an (undirected) cycle is said to be G-consistent
if both of its two corresponding directed cycles are G-consistent.
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Suppose ~C is a G-consistent directed cycle. It may happen that there is an automorphism
in G, mapping ~C to ~C−1. In such a case we say that the underlying undirected cycle C of ~C
is a G-symmetric consistent cycle. Otherwise it is a G-chiral consistent cycle. It is well known
and easy to see that G induces a natural action on the set of all G-consistent (directed) cycles.
The above remarks thus imply that each G-orbit of G-symmetric consistent cycles corresponds
to one G-orbit of G-consistent directed cycles, while each G-orbit of G-chiral consistent cycles
corresponds to two such orbits. Moreover, the following has been proved in [13, Corollary 5.2].
Proposition 1.1 ([13]) Let Γ be a graph of valency k admitting an arc-transitive group of au-
tomorphisms G and let s and c denote the numbers of G-orbits of G-symmetric and G-chiral
consistent cycles, respectively. Then s + 2c = k − 1. In particular, if k is even then Γ contains
at least one G-orbit of G-symmetric consistent cycles.
In this paper we will be studying graphs admitting a group of automorphisms acting regu-
larly on their arc-set (we say that such a group is 1-regular). For such situations the following
observation, which is an immediate corollary of [12, Corollary 2.3], is useful.
Lemma 1.2 Let Γ be graph admitting a 1-regular group of automorphisms G and let e be an edge
of Γ. Then each G-orbit of G-consistent directed cycles of Γ contains exactly one G-consistent
directed cycle containing e.
In the case that the graph under consideration is tetravalent we can say more.
Lemma 1.3 Let Γ be a tetravalent graph admitting a 1-regular subgroup G of automorphisms.
Then Γ has three G-orbits of G-consistent cycles, all of which are G-symmetric, if and only if
the vertex stabilizers in G are isomorphic to the Klein 4-group.
Proof. Let v ∈ V (Γ) be a vertex of Γ. Since Γ is tetravalent and G is 1-regular the vertex
stabilizer Gv is isomorphic either to Z4 or Z2 × Z2.
Suppose first that Gv = 〈β〉 ∼= Z4, let u be a neighbor of v and let ui = uβi for i ∈ Z4. Since
G is 1-regular there exists an automorphism γ ∈ G mapping the arc (u0, v) to the arc (v, u1).
Then γ is a shunt of a directed G-consistent cycle ~C containing (u0, v, u1). If the underlying
cycle C was G-symmetric, there would exist an automorphism δ ∈ Gv interchanging u0 and u1,
which is impossible as Gv = 〈β〉. Thus C is G-chiral, and so Proposition 1.1 implies that Γ has
one G-orbit of G-symmetric and one G-orbit of G-chiral consistent cycles.
Suppose now that Gv ∼= Z2 × Z2 and note that 1-regularity implies that the action of Gv on
its four neighbors is transitive. Let ~C = (v0, v1, . . . , vn−1) be a directed G-consistent cycle with
v = v0. By assumption there exists β ∈ Gv interchanging v1 and vn−1. Let ~C ′ = ~Cβ and observe
that both ~C−1 and ~C ′ contain the directed 2-path (v1, v0, vn−1). Since G is 1-regular there exists
a unique automorphism γ ∈ G mapping the arc (v1, v0) to the arc (v0, vn−1), and so ~C ′ and ~C−1
have the same shunt in G (namely γ), implying that they coincide. Thus the underlying cycle of
~C is a G-symmetric consistent cycle, and consequently all G-consistent cycles are G-symmetric.

1.2 Rose Window graphs
In 2008 Wilson [16] introduced a family of tetravalent graphs now known as the Rose Window
graphs. This class of graphs has been studied quite a lot and is now well understood (see for
instance [4, 9, 10]). In [16] Wilson identified four specific subfamilies of Rose Window graphs
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(defined below) and proved that their members are all arc-transitive. His conjecture that each
edge-transitive Rose Window graph (which in the case of Rose Window graphs is equivalent to
being arc-transitive) belongs to one of these four subfamilies was confirmed in 2010 by Kovács,
Kutnar and Marušič [9].
Let n ≥ 3 be an integer and let 1 ≤ r ≤ n− 1, with r 6= n/2, and 0 ≤ a ≤ n− 1 be integers.
The Rose Window graph Rn(a, r) is then the graph with vertex-set {xi | i ∈ Zn} ∪ {yi | i ∈ Zn}
whose edge-set consists of four kinds of edges:
• the set of all rim edges xixi+1, i ∈ Zn;
• the set of all hub edges yiyi+r, i ∈ Zn;
• the set of all in-spokes xiyi, i ∈ Zn;
• the set of all out-spokes xiyi−a, i ∈ Zn,
where all the indices are computed modulo n. It is clear that we can assume a ≤ n/2 and
r < n/2. Observe that the graph Rn(a, r) admits the automorphisms
ρ = (x0, x1, . . . , xn−1)(y0, y1, . . . , yn−1) and µ, (1)
where µ interchanges each xi with xn−i and each yi with yn−i−a. Note that the group 〈ρ, µ〉 ∼= Dn
(the dihedral group of order 2n) has two orbits on the vertex-set of Rn(a, r).
We can now state the result [9, Corollary 1.3] giving a complete classification of arc-transitive
Rose Window graphs.
Proposition 1.4 ([9]) Let n ≥ 3 be an integer and let 1 ≤ r < n/2 and 0 ≤ a ≤ n/2 be
integers. Then the Rose Window graph Rn(a, r) is arc-transitive if and only if it belongs to one
of the following four families:
(i) Rn(2, 1);
(ii) R2m(m− 2,m− 1);
(iii) R2m(2b, r), where b2 ≡ ±1 (mod m) and either r = 1 or r = m− 1, in which case m must
be even.
(iv) R12m(3m+ 2, 3m− 1) or R12m(3m− 2, 3m+ 1).
We remark that in [9] and [10] the order of the families (iii) and (iv) (called (d) and (c) there)
was reversed but we choose to stick with the order and names given in [16] where the families
were first introduced.
2 Maps
A mapM is an embedding of a connected graph Γ on a compact surface S without boundary, in
such a way that S \Γ is a disjoint union of simply connected regions. For example, the Platonic
Solids can be regarded as maps on the sphere. The vertices and edges of the maps are the same
as those of its underlying graph, and the faces of the map are the simply connected regions
obtained by removing the graph from the surface. For simplicity, we often refer to the vertices,
edges and faces of a map as their 0-, 1-, and 2-faces, respectively.
By selecting one point in the interior of each 1- and each 2-face of M we can identify an
incident triple {v, e, f} with the triangle with vertices v and the chosen interior points of the edge
e and the face f . By doing this everywhere onM we obtain a triangulation of the map, called
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the barycentric subdivision BS(M) of M. If the triangles of BS(M), called flags, are then in
one-to-one correspondence to the incident triples {v, e, f}, we say that the mapM is polytopal.
In such a caseM can be regarded as an abstract polytope of rank 3 (in the sense of [11]). In this
paper we will only be dealing with polytopal maps. We therefore use the term flag both for the
flags themselves and the corresponding incident triples {v, e, f} ofM. We refer the reader to [5]
for a detailed study of the polytopality of maps and their generalisations to higher dimensions
as maniplexes.
For a given flag Φ ∈ BS(M) corresponding to the incident triple {v, e, f} we say that v is
the vertex, e is the edge and f is the face of Φ, respectively, and that v, e and f belong to Φ. It is
convenient to colour the vertices of BS(M) with the colours 0, 1 and 2, whenever they represent
a vertex, edge or face of M, respectively. Observe that given a flag Φ ∈ BS(M), it shares its
three sides with three other flags of BS(M), that we shall denote by Φ0, Φ1 and Φ2, where Φ
and Φi share the vertices of colours different from i. (see Figure 1). The flags Φ and Φi are said
to be i-adjacent flags.
Figure 1: A flag Φ of a map and its adjacent flags.
Given a sequence i0, i1, . . . , ik, with ij ∈ {0, 1, 2}, we define inductively the flag Φi0,i1,...,ik as
the ik-adjacent flag to the flag Φi0,i1,...,ik−1 . Note that as each edge ofM belongs to exactly four
flags, we have that Φ0,2 = Φ2,0 holds for every flag Φ ∈ F(M), where F(M) denotes the set of all
flags ofM. Note also that since the underlying graph Γ ofM is connected, given any two flags
Φ,Ψ ∈ F(M) there exists a sequence i0, i1, . . . , ik, with ij ∈ {0, 1, 2} such that Ψ = Φi0,i1,...,ik .
Whenever a map is such that all its faces have length p and all its vertices have valency q,
the map is said to be equivelar and it has type {p, q}.
An automorphism of a map M is an automorphism of its underlying graph Γ that also
preserves the faces of M. The group of all automorphisms of M, denoted by Aut(M), has a
natural action on the set of flags ofM. The following straightforward observation can be very
useful.
Lemma 2.1 For each automorphism α ∈ Aut(M), each flag Φ ∈ F(M) and each i ∈ {0, 1, 2}
the i-adjacent flag of Φα is the α-image of the i-adjacent flag of Φ, that is Φiα = (Φα)i.
Hence, the connectivity ofM implies that the action of Aut(M) is free on F(M) (that is, no
nonidentity automorphism ofM fixes any flag). This implies that the action of an automorphism
is completely determined by its action on any given flag. Lemma 2.1 also implies the following.
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Lemma 2.2 Let M be a map and let O1 and O2 be (possibly the same) orbits of the action of
Aut(M) on F(M). Suppose that Φi ∈ O2 holds for some Φ ∈ O1 and some i ∈ {0, 1, 2}. Then
Ψi ∈ O2 for every Ψ ∈ O1.
We shall say that an automorphism α ofM is a reflection whenever there exists Φ ∈ F(M)
and i ∈ {0, 1, 2} such that Φα = Φi. Note that by Lemma 2.1 each reflection is an involution.
We say that α is a one step rotation at the face (resp. at the vertex) of Φ if Φα = Φ0,1 or
Φα = Φ1,0 (resp. Φα = Φ2,1 or Φα = Φ1,2). Note that since the action of Aut(M) on F(M) is
free there can be at most one pair of mutually inverse one step rotations at any given vertex or
face. The following observation is straightforward.
Lemma 2.3 LetM be a map such that the underlying graph has no multiple edges or loops and
has minimal degree at least 3. If for some face f of M there exists a one step rotation at f in
Aut(M) then the traversal of f along its boundary visits each of its vertices and edges exactly
once.
Lemma 2.3 thus implies that maps with underlying simple graphs of minimal degree at least
3 that admit a one step rotation at every face are polytopal.
If the action of Aut(M) has k orbits on the flags ofM we say thatM is a k-orbit map. The
1-orbit maps are usually called reflexible in the literature. A map is reflexible if and only if given
a base flag Φ there exist automorphisms αi, i ∈ {0, 1, 2}, sending Φ to Φi. In such a case, the
automorphism group ofM is generated by α0, α1 and α2.
The 2-orbit maps have been studied, for example, in [3] and [7]. There exist 7 classes of
2-orbit maps. Given I ( {0, 1, 2} we say that a 2-orbit map is in class 2I if for any given flag
Φ we have that Φi is in the same Aut(M)-orbit as Φ if and only if i ∈ I. By Lemma 2.2 and
the fact that we are dealing with 2-orbit maps, this definition does not depend on the choice of
the flag Φ, and thus the 7 classes are disjoint. We abbreviate 2∅ by 2 and 2{i} by 2i for each of
i ∈ {0, 1, 2}.
Maps in class 2 correspond to chiral maps, that is, maps that have two orbits on flags under
the automorphism group in such a way that adjacent flags belong to different orbits. A map
that is either reflexible or chiral is called a rotary map. Rotary maps admit one step rotations
around each of its faces and each of its vertices.
A map is said to be j-face transitive if its automorphism group acts transitively on the j-
faces and it is called fully transitive if it is j-face transitive for all j ∈ {0, 1, 2}. Rotary maps are
examples of fully transitive maps. However, this is no longer true for all 2-orbit maps. In fact,
a 2-orbit map is j-face transitive, for some j ∈ {0, 1, 2}, if and only if I 6= {0, 1, 2} \ {j} (see
[7, Theorem 5]). In particular this means that for each j ∈ {0, 1, 2} there is exactly one class of
2-orbit maps that are not j-face transitive and hence there are just three classes of 2-orbit maps
that are not fully transitive.
A Petrie polygon of a map M is a path P along the edges of the underlying graph Γ such
that every two consecutive edges of P are consecutive edges on the same face ofM, but no three
consecutive edges of P are consecutive edges on the same face of M. For example, a Petrie
polygon of a tetrahedron contains each of the four vertices of the tetrahedron exactly once. It
is not difficult to see that every edge of M belongs to at most two Petrie polygons. The map
having Γ as the underlying graph and all the Petrie polygons ofM as faces is called the Petrial
or Petrie dual ofM, and shall be denoted byMpi. It is well known (see, for example, [8]) that
(Mpi)pi ∼= M and that Aut(M) ∼= Aut(Mpi). Hence, the Petrial of a k-orbit map is again a
k-orbit map. Moreover, ifM is a 2-orbit map in class 2I , for some I ( {0, 1, 2}, thenMpi is in
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class 2I′ , where I ′ = I \ {0}, if 0 ∈ I and 2 /∈ I, I ′ = I ∪ {0} if 0, 2 /∈ I and I ′ = I if 2 ∈ I (see
[8]).
2.1 Arc-transitive maps
A map is said to be arc-transitive if its automorphism group is arc-transitive on the underlying
graph. Rotary maps are examples of arc-transitive maps.
Let M be an arc-transitive map and let Φ = (v, e, f) ∈ F(M). If u is the other vertex of
the edge e, then there exists α ∈ Aut(M), fixing the edge e while interchanging u and v. This
means that α sends Φ to either Φ0 or Φ0,2. Consequently, α sends Φ2 to either Φ0,2 or Φ0. Since
e can be mapped by an automorphism of Aut(M) to any other edge ofM, the connectivity of
M and Lemma 2.2 imply that there are at most two orbits of flags under the action of Aut(M).
Of course, if the action of Aut(M) on F(M) has exactly one orbit, then M is reflexible.
However if there are two orbits, then the above remarks imply thatM has to be in class 2I for
some I ⊂ {0, 1, 2} with 2 /∈ I, that is,M belongs to one of the following four classes of maps: 2,
20, 21 or 2{0,1}.
The reflexible and chiral maps have been extensively studied in the literature. Moreover the
maps in class 20 are related to the chiral ones via the Petrie dual operation (and their graphs
and groups are the same). This leaves us with the maps of classes 21 and 2{0,1} which are also
related via the Petrie operator. In this paper we thus restrict ourselves to maps of class 2{0,1}.
Maps in class 2{0,1} are hereditary in the sense that all the combinatorial symmetries of their
faces can be extended to the entire map (see [14] for a study of hereditary polytopes). We remark
that these maps are of type 2∗ in the sense of [6].
IfM is a map in class 2{0,1}, then for each flag Φ there exist (unique) automorphisms α0(Φ)
and α1(Φ) sending Φ to the flags Φ0 and Φ1, respectively. By Lemma 2.1 the automorphism
α1(Φ
2) maps Φ to Φ2,1,2, and so there also exists an (unique) automorphism α212(Φ) of M
sending a given flag Φ to Φ2,1,2. Whenever the flag Φ will be clear from the context we will write
α0, α1 and α212 instead of α0(Φ), α1(Φ) and α212(Φ), respectively. In [7], it was shown that if
M is a map in class 2{0,1} and Φ is any flag ofM, then Aut(M) = 〈α0(Φ), α1(Φ), α212(Φ)〉.
Recall that maps in class 2{0,1} are not 2-face transitive. On the other hand, in view of the
existence of automorphisms α0 and α1, all of the flags corresponding to a given face of such a
mapM are in the same Aut(M)-orbit. Since there are only two orbits of flags this implies that
there are two orbits of faces. In other words, there is no automorphism ofM mapping a flag Φ to
either Φ2 or to Φ2,0. Since the action of Aut(M) on F(M) is free, the group Aut(M) acts as a 1-
regular group on the underlying graph ofM. Moreover, vertex-transitivity of these maps implies
that both orbits of faces occur at every vertex, and as a flag cannot be sent to its 2-adjacent flag,
the members of the two orbits of faces alternate around a vertex. In particular, the valency of
the vertices is even. If n and m are the lengths of the faces of the mapM from the two orbits
and the valency of each vertex is 2q, then we say that the type ofM is
{
n
m
, 2q
}
. In this case
the face stabilizers 〈α0, α1〉 and 〈α0, α212〉 are isomorphic to Dn and Dm, respectively (assuming
the base flag Φ is in a face of length n), while the vertex stabilizer 〈α1, α212〉 is isomorphic to Dq.
Furthermore 〈α1, α212〉 acts transitively (in fact regularly) on the neighbours of the base vertex
belonging to Φ.
The above remarks imply that the smallest admissible valency of the underlying graph of a
map in class 2{0,1} is 4. It thus seems natural to first study such maps. It is the aim of this paper
to initiate such an investigation. In particular, we classify all maps in class 2{0,1}, underlying
an arc-transitive Rose Window graph. We remark that the rotary maps underlying these graphs
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were classified in [10].
In order to give the desired classification, we first need some results about maps in class 2{0,1}
and their underlying graphs. Following [2], the next lemma is straightforward.
Lemma 2.4 IfM is a map such that there exists a flag Φ and automorphisms α0, α1 and α212
sending Φ to Φ0, Φ1 and Φ2,1,2, respectively, thenM is either a 2-orbit map in class 2{0,1} or it
is a reflexible map.
Let M be a map in class 2{0,1} and let α0, α1 and α212 be the distinguished generators
of Aut(M) with respect to some base flag Φ. Then the automorphism α0α1 acts as a 1-step
rotation of the face belonging to Φ and α0α212 acts as a 1-step rotation of the face belonging
to Φ2. Moreover, α0 reveres both of these faces. We have therefore established the following
lemma.
Lemma 2.5 Let M be a map in class 2{0,1} with the underlying graph Γ. Then the boundaries
of faces ofM are Aut(M)-symmetric consistent cycles of Γ.
Corollary 2.6 LetM be a map in class 2{0,1}. Then no two faces ofM share two consecutive
edges.
Proof. Since Aut(M) is 1-regular on the underlying graph, each face has an unique
pair of mutually inverse one step rotations in Aut(M). Hence, if two faces share two common
consecutive edges the one step rotations for both faces coincide, implying that they share all its
vertices and edges. But in this case the map is a reflexible map of type {p, 2} on the sphere, a
contradiction. 
We finish this section with a result that is of great help when dealing with maps in class
2{0,1} with underlying tetravalent graphs.
Theorem 2.7 Let Γ be a tetravalent graph admitting a 1-regular group of automorphisms G. If
Γ is the underlying graph of a map M in class 2{0,1} with Aut(M) = G then all orbits of G-
consistent cycles of Γ are G-symmetric. Moreover, if G = Aut(Γ) and all orbits of G-consistent
cycles of Γ are G-symmetric then for any two orbits of G-consistent cycles of Γ there exists a
mapM in class 2{0,1} with Aut(M) = G and underlying graph Γ such that the boundaries of its
faces are the members of these two orbits.
Proof. By Proposition 1.1 the graph Γ has three orbits of G-consistent directed cycles and
at least one of the orbits of G-consistent cycles is G-symmetric.
Let us start by assuming that Γ is the underlying graph of a map M in class 2{0,1} with
Aut(M) = G. By Lemma 2.5 the faces of M are G-symmetric consistent cycles, and since G
has two orbits on the set of faces ofM this shows that Γ has at least two orbits of G-symmetric
consistent cycles, implying that Γ in fact has three orbits of G-consistent cycles, all of which are
G-symmetric.
For the second part of the theorem suppose G = Aut(Γ) and that all orbits of G-consistent
cycles are G-symmetric. By Proposition 1.1 there are three of them; let O1 and O2 be any two.
We now show that there is a map in class 2{0,1} having the elements of O1 and O2 as faces. In
fact, by Lemma 1.2, taking all the elements of both O1 and O2 as faces, we do get a map M
with underlying graph Γ. We just need to show that this mapM is in class 2{0,1}. Since we have
chosen two complete orbits of G-consistent cycles as the faces of M, every automorphism of Γ
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sends faces to faces, implying that it is an automorphism ofM, and so Aut(Γ) = G = Aut(M).
Moreover, since G is 1-regular, the mapM is not reflexible. By Lemma 2.4 we thus only need
to show that we can send a given flag Φ to the flags Φ0, Φ1 and Φ2,1,2.
Let Φ = (v, e, f1) be a flag ofM and let u be the other vertex of Γ, incident to e. Without
loss of generality assume that f1 belongs to O1. Denote by f2 the unique (confront Lemma 1.2)
face from O2 containing e. First, since f1 is a G-symmetric consistent cycle there exists α0 ∈ G
fixing f1 and e and interchanging u and v. We can therefore map Φ to its 0-adjacent flag Φ0.
Let β, β′ ∈ G be the shunts of f1 and f2, respectively, that send v to u. Then α1 := βα0 maps
Φ to Φ1. Finally, α212 := β′α0 maps Φ to Φ2,1,2, proving thatM is indeed in class 2{0,1}. 
Combining together Lemma 1.3 and Theorem 2.7 we have the following useful corollary.
Corollary 2.8 Let Γ be a tetravalent graph with a 1-regular group of automorphisms. Then Γ
is the underlying graph of a map of class 2{0,1} if and only if the vertex stabilizers in Aut(Γ) are
isomorphic to the Klein 4-group. Moreover, in this case there are three pairwise nonisomorphic
such maps.
3 Maps of class 2{0,1} with underlying Rose Window graphs
As announced in the previous section we now classify all maps of class 2{0,1} whose underlying
graph is a Rose Window graph. Since the chiral maps underlying Rose Window graphs have
already been classified in [10] the remarks from the previous section imply that this completes
the classification of all arc-transitive maps corresponding to Rose Window graphs. We analyze
each of the four subfamilies from Proposition 1.4 in a separate subsection.
3.1 Family (i)
We start by considering the family of graphs Rn(2, 1), n ≥ 3. The graph Rn(2, 1) is isomorphic
to the lexicographic product Cn[2K1] of a cycle of length n with two independent vertices and is
known also as the wreath graph. These graphs appear in various investigations of symmetries of
graphs and have thus been studied in great detail before (see for instance [15] where certain gen-
eralizations, now know as the Praeger-Xu graphs, have been introduced and their automorphism
groups determined) .
Throughout this subsection let Γ = Rn(2, 1). For convenience we relabel the vertices of Γ in
the following way. For each i ∈ Zn we let ui = xi and vi = yi−1. With this notation each pair
of vertices ui and vi have the same neighborhood {ui±1, vi±1}. The permutations ρ and µ from
(1) thus map in such a way that uiρ = ui+1, viρ = vi+1, uiµ = u−i and viµ = v−i for all i ∈ Zn.
For each i ∈ Zn let σi be the involution interchanging ui and vi and fixing all other vertices.
Clearly σi = ρ−iσ0ρi and σiσj = σjσi hold for all i, j ∈ Zn. Moreover, it is well known that,
unless n = 4 in which case Γ ∼= K4,4, the 2-element sets {ui, vi} are blocks of imprimitivity for
Aut(Γ) = 〈ρ, µ, σ0〉 which is thus of order n2n+1 with N = 〈σ0, σ1, . . . , σn−1〉 /Aut(Γ).
Since R4(2, 1) ∼= K4,4 is a bit special, we deal with it separately. Using a suitable computer
package it is easy to see that there is exactly one map of class 2{0,1} with K4,4 as its underlying
graph; the faces are of lengths 4 and 8. For the rest of this subsection we thus assume n 6= 4.
Our approach in determining all maps of class 2{0,1} on Γ is similar to the one taken in [10].
We first determine the structure of potential 1-regular subgroups of Aut(Γ) which could be the
automorphism groups of such maps.
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Suppose then that M is a class 2{0,1} map with the underlying graph Γ and let T = N ∩
Aut(M). Clearly, each σ ∈ N can uniquely be expressed as σ = Πn−1j=0σijj , where ij ∈ {0, 1}, and
so we can denote each such σ with the corresponding n-tuple (i0, i1, . . . , in−1).
Lemma 3.1 We either have
T = {(0, 0, . . . , 0), (0, 1, 1, 0, 1, 1, . . . , 0, 1, 1),
(1, 0, 1, 1, 0, 1, . . . , 1, 0, 1), (1, 1, 0, 1, 1, 0, . . . , 1, 1, 0)}, (2)
in which case 3 | n, or
T = {(0, 0, . . . , 0), (0, 1, 0, 1, . . . , 0, 1),
(1, 0, 1, 0, . . . , 1, 0), (1, 1, . . . , 1)}, (3)
in which case 2 | n. In particular, gcd(n, 6) 6= 1.
Proof. Since Aut(M) is 1-regular it easily follows that T ∼= Z2×Z2. Let T = {1, t1, t2, t3}.
The subgroup N is normal in Aut(Γ), implying that T is normal in Aut(M). Since Aut(M)
is arc-transitive on Γ and the sets {ui, vi} are blocks of imprimitivity for Aut(M), the group
Aut(M) contains elements of the form ρσ and µσ′, where σ, σ′ ∈ N . Since T is normal in
Aut(M) and N is abelian we thus get T = T σρ−1 = T ρ−1 and T = T σ′µ−1 = Tµ−1 , implying
that T ρ = T = Tµ.
Now, 1-regularity of Aut(M) implies that for any 1 6= t = (i0, i1, . . . , in−1) ∈ T we cannot
have ij = ij+1 = 0 for any j ∈ Zn. We can thus assume that t1 = (0, 1, i2, i3, . . . , in−3, in−2, 1).
Then tρ1 = ρ
−1t1ρ = (1, 0, 1, i2, i3, . . . , in−3, in−2) 6= t1. We can assume tρ1 = t2. Now, tρ2 =
(in−2, 1, 0, 1, i2, i3, . . . , in−3) 6= t2, and so we either have tρ2 = t3 (in which case tρ3 = t1) or tρ2 = t1
(in which case tρ3 = t3). It is now clear that in the first case n is divisible by 3 and T is as in (2)
and in the second case n is even and T is as in (3). 
We can now analyze the different possibilities for the faces of our mapM. By Proposition 1.1
the graph Γ has three orbits of Aut(Γ)-consistent cycles. The representatives of the orbits are
(u0, u1, v0, v1), (u0, u1, . . . , un−1) and (u0, u1, . . . , un−1, v0, v1, . . . , vn−1), with shunts σ1µρ, ρ and
ρσ0, respectively. Thus, all the Aut(Γ)-consistent cycles are clearly Aut(Γ)-symmetric. By
Lemma 2.5 the possible face lengths forM are 4, n and 2n. Moreover, the following holds.
Lemma 3.2 The mapM has faces of two different lengths.
Proof. Recall that M, being a map of class 2{0,1}, admits a one-step rotation around
each of its faces. Thus, by Lemma 2.3, each edge is on the boundary of two different faces of
M. Since (ui, ui+1, vi, vi+1) is clearly the only Aut(Γ)-consistent 4-cycle containing any of the
corresponding four edges (recall that n 6= 4), it is clear that each edge of Γ lies on at least one
face of length greater than 4.
Suppose f is a face of M of length n. Since |T | = 4 and f clearly has exactly one vertex
of each block of imprimitivity Bi = {ui, vi} the set O1 = fT = {ft | t ∈ T} is the orbit of
f under the action of Aut(M). By way of contradiction suppose that the other Aut(M)-orbit
of faces of M also consists of faces of length n and let f ′ be any face from the second orbit
O2 = f ′T . Since f ′ corresponds to an Aut(Γ)-consistent cycle it also contains exactly one vertex
from each of the blocks Bi, and so there exists σ ∈ N such that f ′ = fσ. But as N is abelian
we get O2 = f ′T = fσT = fTσ = O1σ, and so σ interchanges the two orbits of faces of M,
implying that it is in fact an automorphism ofM. But then σ ∈ T , and so O2 = O1σ = O1, a
contradiction.
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A similar argument shows thatM also cannot have all faces of length 2n. 
The analysis of possible mapsM of class 2{0,1} whose underlying graph is Γ is now straight-
forward. By Lemma 3.2 we either have an orbit of faces of length n (and either an orbit of
faces of length 4 or faces of length 2n) or one orbit of faces of length 2n and one orbit of faces
of length 4. Moreover, Corollary 2.6 implies that the map is completely determined once we
have chosen one orbit of faces of length n or 2n and decided on the length of the faces from
the other orbit. Next, in view of the action of Aut(Γ) and the remarks from the paragraph
preceding Lemma 3.2 we can assume that, in the case thatM has faces of length n, one of them
is f = (u0, u1, . . . , un−1) while in the case it does not have faces of length n one of the faces
of length 2n is f = (u0, u1, . . . , un−1, v0, v1, . . . , vn−1). The corresponding Aut(M) orbit of f is
then completely determined by the action of T , which by Lemma 3.1 is also known (up to the
two possibilities). Once the faces have been determined one only needs to check that we indeed
have the required automorphisms of the map for Lemma 2.4 to apply. Note that, since the faces
are of two different lengths, the obtained map cannot be reflexible, and is thus automatically of
class 2{0,1}.
Theorem 3.3 Let Γ = Rn(2, 1) be a Rose Window graph with n ≥ 3. Then Γ is the un-
derlying graph of a map M of class 2{0,1} if and only if gcd(n, 6) 6= 1. Moreover, letting
n0 ∈ {0, 2, 3, 4, 6, 8, 9, 10} be the residue of n modulo 12 the following holds:
(i) if n = 4, then Γ is the underlying graph of exactly one map of class 2{0,1} with face lengths
4 and 8.
(ii) if n0 ∈ {3, 9}, then Γ is the underlying graph of a unique map in class 2{0,1}; the faces are
of lengths 4 and n.
(iii) if n0 ∈ {4, 8}, then Γ is the underlying graph of two nonisomorphic maps of class 2{0,1};
one has faces of lengths 4 and n and the other has faces of lengths 4 and 2n.
(iv) if n0 ∈ {2, 10}, then Γ is the underlying graph of three nonisomorphic maps of class 2{0,1};
one has faces of lengths 4 and n, one has faces of lengths 4 and 2n, and one has faces of
lengths n and 2n.
(v) if n0 = 0, then Γ is the underlying graph of three nonisomorphic maps of class 2{0,1}; two
have faces of lengths 4 and n, and one has faces of lengths 4 and 2n.
(vi) if n0 = 6, then Γ is the underlying graph of four nonisomorphic maps of class 2{0,1}; two
have faces of lengths 4 and n, one has faces of lengths 4 and 2n, and one has faces of
lengths n and 2n.
Proof. The case n = 4 has been dealt with at the beginning of this section. For the rest
of the proof we thus assume n 6= 4. By Lemma 3.1 at least one of 2 and 3 must divide n. We
now consider the possibilities for the combinations of the lengths of faces ofM. We first analyze
the possibility thatM has faces of length n. Recall that we can assume that one of the n-faces
is f = (u0, u1, . . . , un−1). We now separate the argument for the two possibilities regarding the
subgroup T .
Suppose first that T is as in (2) and recall that in this case 3 divides n. The four faces of
length n are then (see Figure 2):
f = (u0, u1, . . . , un−1),
ft1 = (u0, v1, v2, u3, v4, v5, . . . , un−3, vn−2, vn−1),
ft2 = (v0, u1, v2, v3, u4, v5, . . . , vn−3, un−2, vn−1) and
ft3 = (v0, v1, u2, v3, v4, u5, . . . , vn−3, vn−2, un−1).
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Figure 2: The faces of length n in the case that T is as in (2).
Let f ′ be the face containing the edge u0u1, different from f . If it is not a 4-cycle then
the fact that 3 | n and Corollary 2.6 imply that it is (u0, u1, v2, u3, u4, v5, . . . , un−3, un−2, vn−1),
contradicting Lemma 3.2. Thus the non n-faces ofM are the 4-cycles (ui, ui+1, vi, vi+1), i ∈ Zn.
It remains to be shown that the resulting map M is indeed a map of class 2{0,1}. It is clear
that ρ, µ ∈ Aut(M). Let Φ be the flag corresponding to the vertex u0, edge u0u1 and the 4-face
(u0, u1, v0, v1). Then µρ = α0, t1 = α1 and µ = α212, and so Lemma 2.4 implies that M is a
map of class 2{0,1}.
Suppose now that T is as in (3) and recall that in this case n is even. The four faces of length
n are then (see Figure 3):
f = (u0, u1, . . . , un−1),
ft1 = (u0, v1, u2, v3, . . . , un−2, vn−1),
ft2 = (v0, u1, v2, u3, . . . , vn−2, un−1) and
ft3 = (v0, v1, . . . , vn−1).
Figure 3: The faces of length n in the case that T is as in (3).
Let f ′ be the face containing the edge u0u1, different from f . If it is not a 4-face then its
boundary contains the path (u0, u1, v2, v3, u4, u5, . . . , un−3, vn−2, vn−1), and so Lemma 3.2 implies
that n ≡ 2 (mod 4). The two 2n-faces are thus
f ′ = (u0, u1, v2, v3, . . . , un−2, un−1, v0, v1, . . . , un−4, un−3, vn−2, vn−1) and
f ′t1 = (u0, v1, v2, u3, u4, . . . , vn−1, v0, u1, u2, . . . , vn−3, vn−2, un−1).
Again (see Figure 4), ρ, µ ∈ Aut(M). Letting Φ be the flag corresponding to the vertex u0,
Figure 4: The 2n-faces of the map that has 2n-faces and n-faces.
edge u0u1 and the corresponding n-face, it is clear that µρ = α0, µ = α1 and µt1 = α212, and so
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Lemma 2.4 implies thatM is a map of class 2{0,1}. If however f ′ is a 4-face, then we get a map
M with ρ, µ ∈ Aut(M) and µρ = α0, t1 = α1 and µ = α212, where Φ is the flag corresponding
to the vertex u0, edge u0u1 and the 4-face (u0, u1, v0, v1). ThusM is again a map of class 2{0,1}.
The case whenM has faces of lengths 4 and 2n can be dealt with in a similar way. Letting
f = (u0, u1, . . . , un−1, v0, v1, . . . , vn−1) be one of the faces of length 2n it is easy to see that
Lemma 1.2 forces T to be as in (3), and so n is even. This time ρσ0, µt3σ0 ∈ Aut(M), and
consequently µt3σ0ρσ0 = α0, t1 = α1 and µt3σ0 = α212, where Φ is the flag corresponding to
the vertex u0, edge u0u1 and the 4-face (u0, u1, v0, v1). We therefore get a map of class 2{0,1}.
Details are left to the reader.
To prove that all the obtained maps are pairwise nonisomorphic observe that this is clearly
true if the two maps under consideration have faces of different lengths. As for the maps from
items (v) and (vi) of the Theorem note that the maps with faces of lengths 4 and n corresponding
to the case when T is as in (2) are such that a face of length n meets all other three faces of
length n while in the case when T is as in (3) this does not hold, proving that the corresponding
maps cannot be isomorphic. 
3.2 Family (ii)
We now consider the second family of arc transitive Rose Window Graphs, namely, the graphs
of the form R2n(n+ 2, n+ 1). Using a suitable computer package one can verify that the graph
R6(5, 4) is the underlying graph of three maps of class 2{0,1}. Their face lengths are 3 and 4, 3
and 6 and 4 and 6, respectively. Similarly, the graph R8(6, 5) is the underlying graph of exactly
one map of class 2{0,1}. Its face lengths are 4 and 8. For the rest of this section we can thus
assume n ≥ 5.
The graph Γ = R2n(n+ 2, n+ 1) is isomorphic to the Praeger-Xu graph C(2, n, 2) ([15]; see
also [16, Section 5]). For convenience we relabel the vertices of Γ by setting:
ui =
{
xi ; 0 ≤ i ≤ n− 2
yn−2 ; i = n− 1 , vi =

yi−1 ; 1 ≤ i ≤ n− 2
y2n−1 ; i = 0
xn−1 ; i = n− 1
,
wi =
{
yn+i−1 ; 0 ≤ i ≤ n− 2
x2n−1 ; i = n− 1 and zi =
{
xn+i ; 0 ≤ i ≤ n− 2
y2n−2 ; i = n− 1.
Note that now the indices for ui, vi, wi and zi can be taken in Zn, and we do so.
Figure 5: Relabeling of the vertices of the graph R2n(n+ 2, n+ 1).
A presentation of Γ with respect to this relabeling, which we will be relying on in the reminder
of this subsection, is given in Figure 5. The rim edges are colored red, the hub edges yellow, the
in-spokes green and the out-spokes blue.
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Let us define σi = (ui, vi)(wi, zi)(ui+1, wi+1)(vi+1, zi+1) for each i ∈ {0, 1, . . . , n − 1}, where
the indices are taken in Zn. It is clear that the σi are automorphisms of Γ. (The σi correspond
to the permutations i of [10] and σi of [16]). Note that, for each i, σiσi+1 = σi+1σi, and so
σiσj = σjσi holds for every i, j ∈ {0, 1, . . . , n − 1}. We denote the (elementary abelian) group
generated by σ0, . . . , σn−1 by N .
Now, set α = ρσn−1 and observe that
α = (u0, u1, . . . , un−1)(v0, v1, . . . , vn−1)(w0, w1, . . . , wn−1)(z0, z1, . . . , zn−1), (4)
and thus, σi = σα
i
0 . This shows that the n-cycles (u0, u1, . . . , un−1) and (z0, z1, . . . , zn−1) are
Aut(Γ)-consistent cycles of Γ. Next, let
β =
bn−12 c∏
i=1
(ui, un−i)(zi, zn−i)
 (v0, w0)(n−1∏
i=1
(vi, wn−i)
)
. (5)
We can think of β being the “twisted” reflection with respect to the “line through u0 and z0”
in Figure 5, which interchanges the roles of the vi and wj vertices. It is easy to verify that
η = σ1σ2 · · ·σn−2β, and so β ∈ Aut(Γ). Moreover, Aut(Γ) = 〈ρ, µ, σ0〉 = 〈α, β, σ0〉 (see also [16]).
The graph Γ has several blocks of imprimitivity for the action of its automorphism group.
For instance, one can verify that the sets Bi = {ui, vi, wi, zi} are blocks for each i (recall that
n > 4). Consequently, the subsets {ui, zi} and {vi, wi} are also blocks for Aut(Γ) (since these
are the only 2-subsets of vertices of Bi which do not lie on a common 4-cycle).
For the rest of this subsection we assume that Γ is the underlying graph of a mapM of type
2{0,1} and we let T = N ∩Aut(M). Since Aut(M) is 1-regular it follows that |T | = 8. Moreover,
as in the case of Family (i) T is normal in Aut(M) and 1-regularity of Aut(M) implies that no
nontrivial element of T fixes an arc of Γ. Observe that since each element of N fixes each Bi
setwise any 2-element subset of Bi is a block of imprimitivity for the restriction of the action of
N (and thus T ) on Bi. This proves that any t ∈ T fixing a vertex of Bi must fix Bi pointwise.
Thus, an element t ∈ T has one of the following actions on the block Bi:
1, (ui, vi)(wi, zi), (ui, wi)(vi, zi), or (ui, zi)(vi, wi). (6)
For t ∈ T we shall write t = (j0, j1, . . . , jn−1), where ji is equal to 0, 1, 2 or 3, depending
on whether the action of t on Bi is trivial, or is (ui, vi)(wi, zi), (ui, wi)(vi, zi) or (ui, zi)(vi, wi),
respectively. We can now determine all the possibilities for the subgroup T .
Lemma 3.4 We either have
T = {(0, 0, . . . , 0), (0, 1, 2, 0, 1, 2, . . . , 0, 1, 2),
(2, 0, 1, 2, 0, 1, . . . , 2, 0, 1), (1, 2, 0, 1, 2, 0, . . . , 1, 2, 0),
(2, 1, 3, 2, 1, 3, . . . , 2, 1, 3), (3, 2, 1, 3, 2, 1, . . . , 3, 2, 1),
(1, 3, 2, 1, 3, 2, . . . , 1, 3, 2), (3, 3, . . . , 3)},
(7)
in which case 3 | n, or
T = {(0, 0, . . . , 0), (0, 1, 3, 2, 0, 1, 3, 2, . . . , 0, 1, 3, 2),
(2, 0, 1, 3, 2, 0, 1, 3, . . . , 2, 0, 1, 3), (3, 2, 0, 1, 3, 2, 0, 1, . . . , 3, 2, 0, 1),
(1, 3, 2, 0, 1, 3, 2, 0, . . . , 1, 3, 2, 0), (2, 1, 2, 1, . . . , 2, 1),
(1, 2, 1, 2, . . . , 1, 2), (3, 3, . . . , 3)},
(8)
in which case 4 | n. In particular, gcd(n, 12) 6= 1.
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Proof. As in the proof of Lemma 3.1 we can show that the fact that T is a normal
subgroup of Aut(M) and Aut(M) is 1-regular implies that Tα = T and T β = T . That is, given
t ∈ T , both tα and tβ are in T . Note that if t = (j0, j1, . . . , jn−1), then tα = (jn−1, j0, . . . , jn−1),
and tβ = (k0, k1, k2, . . . , kn−1), where ki = jn−i whenever jn−i ∈ {0, 3}, ki = 2 if jn−i = 1 and
ki = 1 if jn−i = 2.
Consider the block Bi and let t ∈ T . Observe that if ji = 0, since the common neighbours
of ui and wi are ui+1 and vi+1, then ji+1 ∈ {0, 1}. Analogously if ji = 2, then ji+1 ∈ {0, 1},
and if ji ∈ {1, 3}, then ji+1 ∈ {2, 3}. We also note that 1-regularity of Aut(M) implies that the
identity is the only element of T such that ji = ji+1 = 0 holds for some i. In particular, for a
non-identity t ∈ T every 0 must be followed by a 1 and be preceded by a 2. Similarly, for any
t = (j0, j1, . . . , jn−1) and t′ = (k0, k1, . . . , kn−1) in T if for some i, ji = ki and ji+1 = ki+1, then
t = t′.
Let T = {1, t1, t2, t3, t4, t5, t6, t7}. Without loss of generality let t1 = (0, 1, i2, i3, . . . , in−2, 2)
and t2 = tα1 . Recall that i2 ∈ {2, 3}. We consider each of the two cases separately.
Case 1: i2 = 2.
Then t1 = (0, 1, 2, i3, . . . , in−2, 2) and t
β
1 = (0, 1, k2, k3, . . . , kn−3, 1, 2), and so the above remarks
imply that tβ1 = t1 = (0, 1, 2, i3, . . . , in−3, 1, 2). Then t
α3
1 = (in−3, 1, 2, 0, 1, 2, i3, . . . , in−4), and so
tα
3
1 = t1, implying that n is divisible by 3 and t1 = (0, 1, 2, 0, 1, 2, . . . , 0, 1, 2). The subgroup T is
now completely determined:
t1 = (0, 1, 2, 0, 1, 2, . . . , 0, 1, 2),
tα1 = t2 = (2, 0, 1, 2, 0, 1, . . . , 2, 0, 1),
tα2 = t3 = (1, 2, 0, 1, 2, 0, . . . , 1, 2, 0),
t1t2 = t4 = (2, 1, 3, 2, 1, 3, . . . , 2, 1, 3),
tα4 = t5 = (3, 2, 1, 3, 2, 1, . . . , 3, 2, 1),
tα5 = t6 = (1, 3, 2, 1, 3, 2, . . . , 1, 3, 2),
t3t4 = t7 = (3, 3, 3, 3, 3, 3, . . . , 3, 3, 3).
Case 2: i2 = 3.
In this case we have t1 = (0, 1, 3, i3, i4, . . . , in−2, 2). As before t
β
1 = t1, and so t1 = (0, 1, 3, i3, . . . , in−3, 3, 2).
Set t2 = tα1 = (2, 0, 1, 3, i3, . . . , in−3, 3) and t3 = tα
2
1 = (3, 2, 0, 1, 3, i3, . . . , in−3). Then t =
t1t2t3 = (1, 3, 2, j3, j4, . . . , jn−1). Since t4 = tα
3
1 = (in−3, 3, 2, 0, 1, 3, i3, . . . , in−4) it follows that
in−3 = 1, and so tα
4
1 = t1, implying that n is divisible by 4 and t1 = (0, 1, 3, 2, 0, 1, 3, 2, . . . , 0, 1, 3, 2).
The subgroup T is now completely determined:
t1 = (0, 1, 3, 2, 0, 1, 3, 2, . . . , 0, 1, 3, 2),
tα1 = t2 = (2, 0, 1, 3, 2, 0, 1, 3, . . . , 2, 0, 1, 3),
tα2 = t3 = (3, 2, 0, 1, 3, 2, 0, 1, . . . , 3, 2, 0, 1),
tα3 = t4 = (1, 3, 2, 0, 1, 3, 2, 0, . . . , 1, 3, 2, 0),
t1t2 = t5 = (2, 1, 2, 1, 2, 1, 2, 1, . . . , 2, 1, 2, 1),
tα5 = t6 = (1, 2, 1, 2, 1, 2, 1, 2, . . . , 1, 2, 1, 2),
t1t3 = t7 = (3, 3, 3, 3, 3, 3, 3, 3, . . . , 3, 3, 3, 3).

Recall that, by Lemma 2.5, the boundaries of faces of a mapM of class 2{0,1} are Aut(M)-
consistent cycles. By Proposition 1.1 the graph Γ has three orbits of Aut(Γ)-consistent cycles.
Since σ1βα, α, ρ ∈ Aut(Γ) are shunts for the cycles
(u0, u1, w0, v1), (u0, u1, u2, . . . , un−1) and
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(u0, u1, . . . , un−3, un−2, vn−1, z0, z1, . . . , zn−3, zn−2, wn−1),
respectively, these three cycles are representatives of the three orbits of Aut(Γ)-consistent cycles.
Therefore, the Aut(Γ)-consistent cycles are of lengths 4, n and 2n, implying that these are the
only possible lengths of faces of M. We remark that n 6= 4 implies that each edge of Γ is in
exactly one 4-cycle. The proof of the following lemma is similar to that of Lemma 3.2 and is left
to the reader (it again relies on the fact that any two Aut(Γ)-consistent cycles of length n or 2n
are permutable by an element of the subgroup N).
Lemma 3.5 The mapM has faces of two different lengths.
We can now describe all mapsM of type 2{0,1} whose underlying graph is Γ.
Theorem 3.6 Let Γ = R2n(n + 2, n + 1) be a Rose Window graph with n ≥ 3. Then Γ is the
underlying graph of a map M of class 2{0,1} if and only if gcd(n, 12) > 2. Moreover, letting
n0 ∈ {0, 3, 4, 6, 8, 9} be the residue of n modulo 12, the following holds:
(i) if n = 4, then Γ is the underlying graph of a unique map of class 2{0,1} with face lengths 4
and 8.
(ii) if n0 ∈ {3, 9}, then Γ is the underlying graph of three nonisomorphic maps of class 2{0,1};
one has faces of lengths 4 and n, one has faces of lengths 4 and 2n, and one has faces of
lengths n and 2n.
(iii) if n0 ∈ {4, 6, 8}, then Γ is the underlying graph of two nonisomorphic maps of class 2{0,1};
one has faces of lengths 4 and n, while the other has faces of lengths 4 and 2n.
(iv) if n0 = 0, then Γ is the underlying graph of four nonisomorphic maps of class 2{0,1}; two
have faces of lengths 4 and n, and two has faces of lengths 4 and 2n.
Proof. The cases n = 3 and n = 4 have been dealt with at the beginning of this
subsection. For the rest of the proof we can thus assume n > 4. We distinguish the cases
depending on whetherM has n-faces or not.
Case 1: M has an orbit of n-faces.
Without loss of generality we can assume that one of the n-faces ofM is f = (u0, u1, . . . , un−1).
As in the proof of Theorem 3.3, we deal with the two possibilities for T separately.
Subcase 1.1: T is as in (7), in which case 3 divides n.
By Lemma 3.4 the eight n-faces ofM are as represented in Figure 6, that is:
f0 = f = (u0, u1, . . . , un−1),
f1 = ft1 = (u0, v1, w2, u3, v4, w5, . . . , un−3, vn−2, wn−1),
f2 = ft2 = (w0, u1, v2, w3, u4, v5, . . . , wn−3, un−2, vn−1),
f3 = ft3 = (v0, w1, u2, v3, w4, u5, . . . , vn−3, wn−2, un−1),
f4 = ft4 = (w0, v1, z2, w3, v4, z5, . . . , wn−3, vn−2, zn−1),
f5 = ft5 = (z0, w1, v2, z3, w4, v5, . . . , zn−3, wn−2, vn−1),
f6 = ft6 = (v0, z1, w2, v3, z4, w5, . . . , vn−3, zn−2, wn−1),
f7 = ft7 = (z0, z1, . . . , zn−3, zn−1).
(9)
The automorphism β ∈ Aut(Γ) from (5) preserves the set of n-cycles (9) since it fixes each of
the faces f0, f1, f5 and f7, and interchanges f2 with f3 and f4 with f6. Since the other Aut(M)-
orbit of faces of M either consists of 4-faces or 2n-faces and each edge of Γ lies on a unique
4-cycle (recall that n > 4), while Lemma 2.5 and Corollary 2.6 imply that the 2n-faces are
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Figure 6: The n-faces ofM in the case when T is as in (7).
uniquely determined by the n-faces, the corresponding maps are completely determined (once
we have decided for the length of the faces of the other Aut(M)-orbit). Moreover, since the
automorphism β preserves the set of the eight n-faces, it in fact follows that β ∈ Aut(M). We
thus only need to check if the resulting maps are indeed of class 2{0,1}.
Suppose first that M has 4-faces (and the n-faces from (9)). We show that M is in class
2{0,1} by exhibiting the automorphisms α0, α1 and α212, with respect to some base flag, so that
we can apply Lemma 2.4. Let Φ be the flag ofM containing the vertex u0, the edge u0u1 and
the n-face f0. Then Φβα = Φ0, Φβ = Φ1 and Φt1 = Φ2,1,2, and so M is of class 2{0,1} by
Lemma 2.4.
Suppose now that M has 2n-faces (and the n-faces from (9)). By the above remarks the
2n-faces are completely determined. In fact, n has to be odd for this to be possible (that is n ≡ 3
(mod 6)) and in this case the four 2n-faces are:
(u0, u1, v2, z3, z4, w5, . . . , un−3, un−2, vn−1, z0, z1, w2, . . . , un−6, un−5, vn−4, zn−3, zn−2, wn−1),
(u0, v1, z2, z3, w4, u5, . . . , un−3, vn−2, zn−1, z0, w1, u2, . . . , un−6, vn−5, zn−4, zn−3, wn−2, un−1),
(v0, z1, z2, w3, u4, u5, . . . , vn−3, zn−2, zn−1, w0, u1, u2, . . . , vn−6, zn−5, zn−4, wn−3, un−2, un−1),
(v0, w1, v2, w3, . . . , vn−1, w0, v1, w2, . . . , vn−2, wn−1).
Again let Φ be the flag corresponding to the vertex u0, edge u0u1 and the face f0. As before we
get Φβα = Φ0, Φβ = Φ1, while this time Φt1β = Φ2,1,2, and so we can again apply Lemma 2.4
to show thatM is of class 2{0,1}.
Subcase 1.2: T is as in (8), in which case 4 divides n.
By Lemma 3.4 the eight n-faces ofM are as represented in Figure 7, that is:
f0 = f = (u0, u1, . . . , un−1),
f1 = ft1 = (u0, v1, z2, w3, u4, v5, z6, w7, . . . , un−4, vn−3, zn−2, wn−1),
f2 = ft2 = (w0, u1, v2, z3, w4, u5, v6, z7, . . . , wn−4, un−3, vn−2, zn−1),
f3 = ft3 = (z0, w1, u2, v3, z4, w5, u6, v7, . . . , zn−4, wn−3, un−2, vn−1),
f4 = ft4 = (v0, z1, w2, u3, v4, z5, w6, u7, . . . , vn−4, zn−3, wn−2, un−1),
f5 = ft5 = (w0, v1, w2, v3, . . . , wn−2, vn−1),
f6 = ft6 = (v0, w1, v2, w3, . . . , vn−2, wn−1),
f7 = ft7 = (z0, z1, . . . , zn−1).
(10)
Again, β from (5) preserves the set of eight n-cycles (10), implying that β ∈ Aut(M). We
show that the other faces ofM must be of length 4. Namely, if this was not the case then, by
Corollary 2.6, the other face containing the edge u0u1 would have to be
(u0, u1, v2, w3, u4, u5, v6, w7, . . . , un−4, un−3, vn−2, wn−1),
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Figure 7: The n-faces ofM in the case when T is as in (8).
which is of length n, contradicting Lemma 3.5. ThusM contains 4-faces (and the n-faces from
(10)). Let Φ be the flag of M containing the vertex u0, the edge u0u1 and the n-face f0, and
observe that Φβ = Φ1, Φβα = Φ0 and Φt1 = Φ2,1,2. Thus Lemma 2.4 implies thatM is in class
2{0,1}.
Case 2: M has faces of lengths 4 and 2n.
Recall that any automorphism of Γ preserves the set of 4-cycles of Γ, and so an automorphism
of Γ is an automorphism of M if and only if it preserves the set of 2n-faces. Without loss of
generality we can assume that
f = (u0, u1, . . . , un−2, vn−1, z0, z1, . . . , zn−2, wn−1)
is one of the faces of M. Note that fµ = f and fρ = f (in fact, ρ is a shunt for f). Since µ
and ρ both normalize the subgroup T from Lemma 3.4, it follows that µ, ρ ∈ Aut(M). We again
distinguish the two possibilities for the subgroup T .
Subcase 2.1: T is as in (7), in which case 3 divides n.
The 2n-faces are then (see Figure 8):
f = (u0, u1, u2, . . . , un−2, vn−1, z0, z1, . . . , zn−2, wn−1),
ft1 = (u0, v1, w2, u3, v4, w5, . . . , vn−2, zn−1, z0, w1, v2, z3, . . . , wn−2, un−1),
ft2 = (w0, u1, v2, w3, u4, v5, . . . un−2, un−1, v0, z1, w2, v3, z4 . . . , zn−2, zn−1),
ft3 = (v0, w1, u2, v3, w4, u5, . . . , wn−2, vn−1, w0, v1, z2, w3, v4, . . . , vn−2, wn−1).
Figure 8: The 2n-faces ofM in the case when T is as in (7).
Let Φ be the flag ofM containing the vertex u0, the edge u0wn−1 and the 2n-face f . Then
Φρµ = Φ0, Φµ = Φ1 and Φt1 = Φ2,1,2, and so Lemma 2.4 implies thatM is of class 2{0,1}.
Subcase 2.2: T is as in (8), in which case 4 divides n.
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The 2n-faces are then (see Figure 9):
f = (u0, u1, u2, . . . , un−2, vn−1, z0, z1, . . . , zn−2, wn−1),
ft1 = (u0, v1, z2, w3, u4, v5, . . . , zn−2, zn−1, z0, w1, u2, v3, . . . , un−2, un−1),
ft2 = (w0, u1, v2, z3, w4, u5, . . . vn−2, wn−1, v0, z1, w2, u3, v4 . . . , wn−2, vn−1),
ft3 = (v0, w1, v2, w3, v4, w5, . . . , vn−2, zn−1, w0, v1, w2, v3, w4, . . . , wn−2, un−1).
Figure 9: The 2n-faces ofM in the case when T is as in (8).
Letting Φ be as above we again find that Φρµ = Φ0, Φµ = Φ1 and Φt1 = Φ2,1,2 (note however,
that the t1 now differs from the one in the previous paragraph). Thus Lemma 2.4 implies that
M is a map of class 2{0,1}.
The proof that all of the obtained maps are pairwise nonisomorphic is similar to the one in
the proof of Theorem 3.3. 
3.3 Family (iii)
Combining together the results of [10] and [16] with Corollary 2.8 the classification of maps of
class 2{0,1} whose underlying graphs belong to family (iii) from Proposition 1.4 is straightforward.
Theorem 3.7 Let Γ = R2m(2b, r), where b2 ≡ ±1 (mod m) and either r = 1, or r = m−1 with
m even, be such that Γ does not belong to any of the families (i) and (ii) from Proposition 1.4.
Then Γ is the underlying graph of a map of class 2{0,1} if and only if b2 ≡ 1 (mod m) in which
case there are exactly three pairwise nonisomorphic such maps.
Proof. By [10, Proposition 3.8] the automorphism group of Γ is 1-regular and is generated
by ρ, µ and σ, where ρ and µ are as in (1) and σ is as in [16, page 16]. It was pointed out in
[16] that in the case of b2 ≡ −1 (mod m) the vertex stabilizers are cyclic (and thus isomorphic
to Z4) while in the case of b2 ≡ 1 (mod m) they are isomorphic to the Klein 4-group. We can
thus apply Corollary 2.8. 
3.4 Family (iv)
The fourth family of edge-transitive Rose Window graphs consists of the graphs R12m(3m +
2, 3m − 1) and R12m(3m − 2, 3m + 1), where m ≥ 1. As in [16], using the fact that Rn(a, r) ∼=
Rn(−a, r) ∼= Rn(a,−r), we can denote these graphs as R12m(3d + 2, 9d + 1), where d = m or
d = −m (modulo 12m). In [16] the following automorphism σ of Γ = R12m(3d + 2, 9d + 1) has
been identified (recall that a = 3d+ 2):
xσi =

xi ; i ≡ 0 (mod 3)
yi−1 ; i ≡ 1 (mod 3)
yi+1−a ; i ≡ 2 (mod 3)
and yσi =

xi+1 ; i ≡ 0 (mod 3)
xi−1+a ; i ≡ 1 (mod 3)
yi+6d ; i ≡ 2 (mod 3).
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Moreover, it was shown that whenever m ≡ 2 (mod 4), setting b = d + 1, an additional
automorphism τ of Γ exists:
xτi =

xbi ; i ≡ 0 (mod 3)
ybi−b ; i ≡ 1 (mod 3)
xbi+b−1 ; i ≡ 2 (mod 3)
and yτi =

xbi+1 ; i ≡ 0 (mod 3)
y4+bi−4b ; i ≡ 1 (mod 3)
ybi+b−1 ; i ≡ 2 (mod 3).
Observe that a = 3b − 1, r = 4 − 3b and 3b2 ≡ 3 (mod 12m), and so a ≡ 2 (mod 3) and
r ≡ 1 (mod 3). It was shown in [10] that Aut(Γ) = 〈ρ, µ, σ, τ〉, whenever m ≡ 2 (mod 4), and
Aut(Γ) = 〈ρ, µ, σ〉 otherwise, where ρ and µ are as in (1). This enables us to classify the maps
of class 2{0,1} with underlying graphs from family (iv).
Theorem 3.8 Let Γ = R12m(3d+2, 9d+1) be a Rose Window graph, where d = m or d = 11m.
Then
(i) if m 6≡ 2 (mod 4), Γ is the underlying graph of exactly three nonisomorphic maps of class
2{0,1},
(ii) if m ≡ 2 (mod 4), Γ is the underlying graph of exactly two pairwise nonisomorphic maps
of class 2{0,1}.
Proof. We first deal with the case when m 6≡ 2 (mod 4). By [10, Proposition 3.5] the
automorphism group Aut(Γ) is 1-regular in this case and is isomorphic to 〈ρ, µ, σ〉. Note that
Aut(Γ)x0 = 〈σ, µ〉 ∼= Z2 × Z2, and so the vertex stabilizers in Aut(Γ) are isomorphic to the
Klein 4-group. We can thus apply Corollary 2.8 to prove that Γ is the underlying graph of three
pairwise nonisomorphic maps of class 2{0,1}.
For the rest of the proof we can thus assume that m ≡ 2 (mod 4). Recall that in this case
Aut(Γ) = 〈ρ, µ, σ, τ〉 is arc-transitive with vertex-stabilizers of order 8. In particular, Aut(Γ)x0 =
〈µ, σ, τ〉 ∼= D4, the dihedral group of order 8. It is easy to see that σ commutes with both µ and
τ , while τµτ = µσ and τρτ = ρσ.
SupposeM is a map in class 2{0,1} with underlying graph Γ and recall that the automorphism
group Aut(M) is then 1-regular on Γ. By Theorem 2.7 the boundaries of the faces of M
are Aut(M)-symmetric consistent cycles, and so Lemma 1.3 implies that the vertex stabilizers
in Aut(M) are isomorphic to the Klein 4-group (which of course must be transitive on the
neighbourhood of the fixed vertex). It is easy to see that the only subgroup of Aut(Γ)x0 =
〈µ, σ, τ〉, transitive on the set of four neighbours of x0 and isomorphic to the Klein 4-group is
〈µ, σ〉. Thus, Aut(M) is a transitive index 2 subgroup of Aut(Γ) containing the subgroup 〈µ, σ〉.
We claim that H1 = 〈µ, σ, ρ〉 and H2 = 〈µ, σ, τρ〉 are the only two such subgroups. Since
Aut(M) must be vertex-transitive, it has to contain an element γ ∈ Aut(Γ) mapping x0 to x1.
But Aut(Γ) is vertex-transitive with Aut(Γ)x0 = 〈µ, σ, τ〉, and so the fact that τ normalizes
〈µ, σ〉 implies that γ ∈ 〈µ, σ〉ρ ∪ 〈µ, σ〉τρ. It follows that Aut(M) could only be one of H1 and
H2. We next prove that H1 and H2 are indeed of index 2 in Aut(Γ) (since they contain 〈µ, σ〉
and an element mapping x0 to x1, they are both arc-transitive on Γ). Note that the fact that
each Hi acts arc-transitively implies that Hi is of index 2 in Aut(Γ) or Hi ∼= Aut(Γ). It thus
suffices to find an element of Aut(Γ) which is not contained in Hi.
We first deal with H1. To this end we identify four cycles of Γ, each of length 12m. Observe
that a+ 1 = 3d+ 3, implying that gcd(12m, a+ 1) = 3 (recall that d = m or d = −m and m is
even). Therefore, the cycle
C1 = (x0, x1, y1, xa+1, xa+2, ya+2, x2(a+1), . . . , y−a)
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is indeed of length 12m. Observe that C1 is an H1-consistent cycle with a shunt σρ. Let
C2 = C1ρ and C3 = C1ρ2 be the images of C1 under ρ and ρ2, respectively, and note that C2
and C3 are thus also H1-consistent cycles of Γ. Finally, observe that gcd(12m, r) = 1 and let
C4 = (y0, yr, y2r, . . . , y−r). Of course, C4 also is an H1-consistent cycle with a shunt ρr. It is
easy to see that each of the generators ρ, σ and µ of H1 preserves the set {C1, C2, C3, C4} setwise
(ρ fixes C4 and permutes C1, C2 and C3, σ interchanges C1 with C3 and C2 with C4, while µ
interchanges C1 with C3 and fixes both C2 and C4). Since τ clearly does not map C1 to any of
the cycles Ci, this implies that τ /∈ H1, and so H1 is indeed of index 2 in Aut(Γ).
The proof that H2 is also of index 2 in Aut(Γ) is similar. First we observe that gcd(12m, 2 +
2r + a) = gcd(12m, 9d+ 6) = 6, and so the cycle
C1 = (x0, x1, x2, y2, y2+r, y2+2r, x2+2r+a, x3+2r+a, x4+2r+a, . . . , y−a)
is of length 12m and is an H2-consistent cycle with a shunt στρ. Setting C2 = C1µ, C3 = C1τρ
and C4 = C1τρσ we get three other H2-consistent cycles. We can then verify that each of the
generators τρ, σ and µ of H2 preserve the set {C1, C2, C3, C4} setwise Since ρ clearly does not
map C1 to any of the cycles Ci, this implies that ρ /∈ H2, and so H2 is indeed of index 2 in
Aut(Γ).
We now classify the mapsM of class 2{0,1} with underlying graph Γ and automorphism group
isomorphic to H1 or H2 separately. We first deal with the maps M with Aut(M) = H1. By
Lemma 2.5 the boundaries of the faces of M are H1-symmetric consistent cycles. Since H1 is
1-regular, there are exactly three orbits, say O1,O2 and O3, of H1-consistent directed cycles of Γ
and by Lemma 1.2 there is exactly one H1-consistent directed cycle containing the arc (x−1, x0)
from each of these three orbits. Let ~C1, ~C2 and ~C3 be the corresponding H1-consistent directed
cycles with ~Ci ∈ Oi. With no loss of generality we can assume ~C1 contains the 2-arc (x−1, x0, x1),
~C2 contains the 2-arc (x−1, x0, y0), and ~C3 contains the 2-arc (x−1, x0, y9d−2). Observe that ρ
maps the arc (x−1, x0) to the arc (x0, x1), and so the fact that H1 is 1-regular implies that ρ is
a shunt of ~C1 in H1. Similarly, ρσ is a shunt of ~C2 in H1 and ρσµ is a shunt of ~C3 in H1. Note
that by Lemma 1.2 any pair of orbits Oi, i ∈ {1, 2, 3}, determines a map M with underlying
graph Γ, such that H1 ≤ Aut(M). We thus only have to check which pairs of orbits are such
that Aut(M) = H1 and not Aut(M) = Aut(Γ) (which occurs if and only if τ ∈ Aut(M)). Since
τρτ = ρσ and τρµστ = ρµσ it follows that τ interchanges the H1-orbits O1 and O2 and fixes
the orbit O3 (in fact, it fixes the cycle ~C3). Thus τ ∈ Aut(M) if and only if the boundaries of
faces of M are all the members of the orbits O1 and O2. Consequently, M is of class 2{0,1} if
and only if the boundaries of its faces are all the members of O3 and one of O1,O2. Since τ fixes
O3 and interchanges O1 and O2, this proves that H1 gives rise to exactly one map of class 2{0,1},
up to isomorphism.
In a similar way one can prove that there is exactly one map of class 2{0,1} with underlying
graph Γ and automorphism group H2.
It is clear that the two maps of class 2{0,1}, corresponding to H1 and H2, respectively, are
not isomorphic since a corresponding isomorphism would have to be an automorphism of Γ, and
so Γ is the underlying graph of exactly two maps of class 2{0,1}. 
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