We introduce a new class of upper bounds on the log partition function of a Markov random field (MRF). This quantity plays an important role in various contexts, including approximating marginal distributions, parameter estimation, combinatorial enumeration, statistical decision theory, and large-deviations bounds. Our derivation is based on concepts from convex duality and information geometry: in particular, it exploits mixtures of distributions in the exponential domain, and the Legendre mapping between exponential and mean parameters. In the special case of convex combinations of tree-structured distributions, we obtain a family of variational problems, similar to the Bethe variational problem, but distinguished by the following desirable properties: i) they are convex, and have a unique global optimum; and ii) the optimum gives an upper bound on the log partition function. This optimum is defined by stationary conditions very similar to those defining fixed points of the sum-product algorithm, or more generally, any local optimum of the Bethe variational problem. As with sum-product fixed points, the elements of the optimizing argument can be used as approximations to the marginals of the original model. The analysis extends naturally to convex combinations of hypertree-structured distributions, thereby establishing links to Kikuchi approximations and variants.
I. INTRODUCTION
U NDIRECTED graphical models, otherwise known as Markov random fields (MRFs), provide a powerful framework with which to represent a structured set of dependency relations among a set of random variables, e.g., [13] , [24] . Such models are used in a wide variety of fields, including statistical physics, coding theory, statistical image processing, computer vision, and machine learning. Associated with any MRF is a log partition function, the most obvious role of which is to normalize the distribution. In addition to this purpose, it plays a fundamental role in various contexts, including approximate inference [17] , maximum-likelihood parameter estimation [19] , combinatorial enumeration [34] , and large-deviations bounds [12] . For an undirected graphical model without cycles (i.e., a tree), the log partition function can be computed in a straightforward manner by recursive updates of a dynamic programming nature [30] . For a general MRF on a graph with cycles, however, exact calculation of the log partition function is computationally intractable due to the exponential number of terms. Therefore, approximating or obtaining bounds on the log partition function is an important problem.
There is a fairly substantial literature on the use of Monte Carlo methods for approximating the log partition function in a stochastic manner, e.g., [18] , [31] . It is also of considerable interest to obtain deterministic upper and lower bounds on the log partition function. In this context, mean field theory, e.g., [48] , [19] is well known to provide a lower bound on the log partition function. By using higher order expansions, Leisink and Kappen [25] derived lower bounds that are tighter than naive mean field. In contrast, upper bounds on the log partition function are not widely available. For the special case of the Ising model, 1 Jaakkola and Jordan [17] developed a recursive node-elimination procedure for upper bounding the log partition function. However, this procedure does not appear to have any straightforward generalizations to more complex MRFs.
In this paper, we develop a new class of upper bounds on the partition function of an arbitrary MRF. The basic idea is to approximate the original distribution using a collection of tractable distributions, where the term "tractable" refers to a distribution for which the partition function can be calculated efficiently by a recursive algorithm. The canonical example of a tractable MRF is one corresponding to a graph without any cycles (i.e., a tree). More generally, distributions corresponding to graphs of bounded tree width are tractable, in that the junction tree algorithm [24] can be used to perform exact calculations, albeit with a cost exponential in the tree width. Although the ideas and analysis described here can be applied quite generally to approximations based on bounded tree-width graphs, the primary focus of this paper is the use of approximations based on spanning trees.
One cornerstone of our work is provided by exponential representations of distributions, which have been studied extensively in statistics and applied probability, e.g., [1] , [3] , [9] . In particular, the entire collection of MRFs associated with a given graph constitutes an exponential family. Any member of the family is specified by an exponential parameter, the elements of which are weights for potential functions defined on the graph cliques. Given some target distribution, we decompose its exponential parameter as a convex combination of exponential pa-rameters corresponding to tractable distributions. By exploiting the convexity of the log partition function, such a mixture in the exponential domain leads to an upper bound on the log partition function of the target distribution. The collection of weights defining the convex combination itself can be interpreted as a probability distribution over the set of tractable distributions.
Of course, even in the case of spanning trees, there is a huge collection of such bounds-one for every collection of tree exponential parameters, and corresponding distribution over these trees. It is natural, then, to consider the problem of optimizing the choice of these free variables so as to obtain the tightest possible upper bound. At first sight, solving this problem appears to be intractable. Even with the distribution over the spanning trees fixed, there are more free variables in the problem than spanning trees in the graph, the number of which is very large for a reasonably complex graph with cycles. However, by construction, the problem involves a convex cost with linear constraints, so that it is amenable to the methods of convex duality [6] , [32] . In particular, by a Lagrangian dual reformulation, we obtain a variational problem that can be solved efficiently, thereby yielding the value of the upper bound that is optimal over all exponential parameters on all spanning trees of the graph.
Interestingly, the dual function obtained by this Lagrangian reformulation turns out to be closely related to the Bethe variational problem of statistical physics. Thus, our analysis makes connections with the recent work of Yedidia, Freeman, and Weiss [46] , who showed that the well-known belief propagation or sum-product algorithm, e.g., [23] , [30] can be formulated as a method for attempting to solve this Bethe variational problem. Not surprisingly then, the conditions defining the optima of our dual problem are strikingly similar to the conditions that characterize fixed points of the sum-product algorithm. (See [37] , [35] for more details of the reparameterization interpretation of sum-product and related algorithms.) So as to make the connection with the sum-product algorithm even more concrete, we develop a tree-reweighted sum-product algorithm, which can be used to solve our variational problem. Despite these similarities, our dual function has two properties that are not typically enjoyed by the Bethe formulation: it is convex, and the global optimum gives an upper bound on the log-partition function.
We then turn to the problem of optimizing the choice of distribution over spanning trees of the graph. Here the exponential explosion in the problem dimension again poses a challenge. However, we are able to exploit the fact that our dual function depends on the spanning tree distribution only via a set of so-called edge appearance probabilities, one for each edge of the graph. We show that this edge appearance vector must belong to the spanning tree polytope. This set, which is a well-studied object in combinatorial optimization and matroid theory, e.g., [14] , [42] , is characterized by a number of inequalities that is exponential in the graph size, thereby precluding a direct approach to optimizing our nonlinear dual function. However, maximizing a linear function over the spanning tree polytope is equivalent to solving a maximum weight spanning tree problem, which can be performed efficiently by a greedy algorithm [20] . Thus, it is feasible to optimize the edge appearance probabilities via a conditional gradient method [6] . We show that this algorithm has the conceptually appealing interpretation of sequentially fitting the current data with the spanning tree that is best in the maximum-likelihood sense, as in the work of Chow and Liu [11] .
The remainder of this paper is organized in the following manner. In Section II, we introduce the necessary background for subsequent development, beginning with the basics of graph theory and then turning to MRFs. Our presentation of MRFs is in terms of exponential representations, thereby enabling us to harness associated results from information geometry, e.g., [1] , [3] . In Section III, we develop the basic form of the upper bounds, obtained by taking convex combinations of tree-structured distributions. Section IV is devoted to analysis of the optimal form of the upper bounds, as well as discussion of their properties. In Section V, we present efficient algorithms for computing the optimal form of these upper bounds. Section VI describes the extensions of our techniques and analysis to convex combinations of hypertree-structured distributions. We conclude in Section VII with a discussion, and directions for future research.
II. BACKGROUND
In this section, we first provide some basic concepts from graph theory that are necessary for development in the sequel; further background can be found in various sources, e.g., [5] , [7] , [8] . We then introduce the concept of an MRF, with particular emphasis on exponential families of MRFs. More details on graphical models and MRFs can be found in the books, e.g., [19] , [13] , [24] . Next we present a number of results from convex duality and information geometry that are associated with exponential families. Our treatment emphasizes only those concepts necessary for subsequent developments; more background on information geometry and convex duality can be found in a variety of sources, e.g., [1] - [3] , [32] , [39] .
A. Basics of Graph Theory
An undirected graph consists of a set of nodes or vertices that are joined by a set of edges . This paper focuses exclusively on simple graphs, in which multiple edges between the same pair of vertices, as well as selfloops (i.e., an edge from a vertex back to itself) are forbidden. A clique of the graph is any subset of the vertex set for which each node is connected to every other. A clique is maximal if it is not properly contained within any other clique. For each , we let denote the set of neighbors of .
A path from node to node is a sequence of distinct edges . We say that a graph is connected if for each pair of distinct vertices, there is a path from to . A component of a graph is a maximal connected subgraph. A cycle in a graph is a path from a node back to itself; that is, a cycle consists of a sequence of distinct edges such that . A tree is a cycle-free graph consisting of a single connected component; a forest is a disjoint union of trees. A tree is spanning if it reaches every vertex (i.e.,
). See Fig. 1 for illustration of these concepts. Given a graph with a single connected component, a vertex cutset is any subset whose removal breaks the graph into two or more pieces. For example, with reference to the graph of Fig. 2 , the subset of nodes is a vertex cutset, because it separates the graph into the disjoint parts and .
B. Exponential Representation of Markov Random Fields
An undirected graph defines an MRF in the following way. We first associate to each vertex a random variable taking values in some sample space . The focus of this paper is the discrete case for which . We let be a random vector with elements taking values in the Cartesian product space . For any subset , we let denote the collection of random variables associated with nodes in .
Of interest are random vectors that are Markov with respect to the graph . To define this Markov property, let , , and be arbitrary subsets of the vertex set , and let denote the random vector conditioned on . The random vector is Markov with respect to the graph if and are conditionally independent whenever separates and . See Fig. 2 for an illustration of this correspondence between graph separation and conditional independence.
The well-known Hammersley-Clifford theorem, e.g., [24] asserts that any MRF that is strictly positive (i.e., for all ) decomposes in terms of functions associated with the cliques of the graph. To be more precise, a potential function associated with a given clique is mapping that depends only on the subcollection . There may be a family of potential functions associated with any given clique, where is an index ranging over some set . Taking the union over all cliques defines the overall index set . The full collection of potential functions defines a vector-valued mapping , where is the total number of potential functions. Associated with is a real-valued vector , known as the exponential parameter vector. For a fixed , we use to denote the ordinary Euclidean product (in ) between and . The exponential family associated with consists of the following parameterized collection of MRFs:
Each vector indexes a particular MRF in this exponential family; with some abuse of notation, we will often use the parameter vector itself as a shorthand for the associated distribution. Of central interest in this paper is the quantity defined in (1b): it is the log partition function that serves to normalize the distribution. Note that it is defined by a summation over all configurations , the number of which grows exponentially in the number of vertices .
The Ising model of statistical physics, e.g., [4] , provides a simple illustration of an exponential family. 2 It involves a binary random vector , with a distribution defined by a graph with maximal cliques of size two (i.e., edges)
Here is the strength of edge , and is the node parameter for node . In this case, the index set consists of the union . The exponential representation in the Ising model is minimal [3] , because there are no linear combinations of the potentials equal to a constant for all . In contrast to a minimal representation, it is often convenient to use an overcomplete exponential representation, in which the potential functions satisfy linear constraints. More specifically, we will use an overcomplete representation in which the basic building blocks are indicator functions of the form -the function that is equal to one if , and zero otherwise. As an illustration, for a pairwise MRF (i.e., defined on a graph with maximal cliques of size two), we use the following collection of potential functions:
The overcompleteness of the representation is manifest in various linear constraints among the potentials (e.g., ). As a consequence of this overcompleteness, there are many exponential parameters corresponding to a given distribution (i.e., for ). As a particular example, consider a Bernoulli random variable with a minimal exponential distribution . In this very special case, the overcomplete representation of (3) takes the form By inspection, any parameter that satisfies the linear constraint gives rise to the same distribution
. Despite this many-to-one correspondence between parameters and distributions, we will make considerable use of this overcomplete representation, since it leads to more easily interpretable results.
C. Significance of Graph Structure
We now consider the complexity of computing, for a given MRF , the value of the log partition function in (1b). A brute-force approach, which entails a summation over a number of terms that grows exponentially in , is not feasible for large problems. It turns out that the inherent complexity of this problem depends critically on the nature of the underlying graph. Any tree-structured graph can be "rooted" by specifying some vertex as the root. The log partition function can then be computed by a sequence of recursive computations, sweeping upwards from the leaves to the root of the tree. The overall computational complexity of such an algorithm is , where . More details on such dynamic-programming algorithms for trees can be found in various sources, e.g., [23] , [30] , [45] .
Any graph with cycles can be converted, through a process of clustering its nodes together so as to form aggregated nodes, into a structure known as a junction tree [13] , [24] . At least in principle, standard tree algorithms can be applied to perform exact computations on this junction tree. This combination of forming a junction tree and then running a standard tree algorithm to perform exact computation is known as the junction tree algorithm [24] . As noted above, however, the cost of running a tree algorithm depends quadratically on the number of states at each node. This number of states grows exponentially with the size of the largest cluster involved in the junction tree, a quantity closely related to the tree width of the graph. 3 For many classes of graphs, this tree width grows sufficiently rapidly (as a function of ) so as to render prohibitive the cost of running an exact tree algorithm on the junction tree. This explosion is an explicit demonstration of the intrinsic complexity of exact computations for graphs with cycles.
Throughout this paper, we use the word tractable to refer to either a tree-structured distribution (or more generally, a distribution associated with a graph of bounded tree width) for which it is computationally feasible to apply the junction tree algorithm [24] . Of interest to us, of course, is the approximate computation of the log partition function for an intractable model.
D. Information Geometry and Convex Duality
In this subsection, we provide a brief overview of the ideas from convex duality and information geometry that are necessary for development in the sequel. It is well known, e.g., [2] , that the log partition function is convex as a function of the exponential parameters. This convexity follows from properties of given in the following lemma. More generally, the log partition function is the cumulant generating function, in that the partial derivatives of order correspond to th-order cumulants of . Note that Lemma 1 b) implies that is convex, since any covariance matrix must be positive semidefinite. Moreover, the convexity is strict for a minimal representation.
An important quantity is the conjugate dual function of . It is defined by the optimization problem (4) where is a vector of dual variables. For a given dual vector , it can be shown [39] that the supremum in (4) is either equal to , or is attained at a vector such that the following condition holds for each :
These moment-matching conditions can be obtained by using Lemma 1 to calculate the gradient of with respect to , and then setting this gradient to zero. Since (5) involves taking an expectation, the dual variables are often referred to as mean or moment parameters. Note that in order for (5) to have a solution, the dual vector must arise as a vector of realizable mean parameters; more precisely, it can be shown [39] that it must belong to the (relative interior) of the set (6) More details on the structure of this so-called marginal polytope can be found in the technical report [39] . We also use to denote the marginal polytope associated with a graph .
In order to calculate an explicit form for the Legendre dual , we substitute the result of (5) into (4) , which leads to (7) Therefore, whenever , the value of the conjugate dual is equal to the negative entropy of the distribution . The conjugate duality between and defines a mapping between exponential and mean parameters. For a minimal representation, the function is strictly convex, and the function is is one-to-one and hence invertible on its image which is the relative interior of (see [9] , [39] ). On the basis of these mappings, we can specify distributions either in terms of the exponential parameter , or the associated dual parameter . Given a valid dual parameter , the notation will be used as a shorthand for the equivalent exponential distribution
. Any pair and that are related via (7) are said to be dually coupled.
III. UPPER BOUNDS BY CONVEX COMBINATIONS
In this section, we develop the basic form of the upper bounds on the log partition function . For simplicity in exposition, the bulk of our development focuses on the case of a so-called pairwise MRF, for which the maximal cliques of the underlying graph have size two. In this case, the collection of potentials consists only of functions associated with single nodes and edges (i.e., pairs of nodes). However, as we show in Section VI, the analysis given here is applicable also to general MRFs that may include higher order cliques.
In the case of pairwise MRFs, our upper bounds are based on convex combinations of tree-structured distributions; accordingly, we begin with the notation and definitions necessary to specify such combinations. Our results are most clearly stated in the overcomplete exponential representation of (3), which is based on indicator functions at single nodes and on edges. In this case, the index set is given by the union Let be the exponential parameter corresponding to the target distribution of interest. Note that is a vector in , where
In order to obtain bounds, we will consider only spanning trees of the graph. 4 Accordingly, let denote the set of all spanning trees of the graph . For each spanning tree , let be an exponential parameter vector that respects the structure of the tree . To be explicit, suppose that , , and let be the index subset formed by indices associated with single nodes, or with edges in the tree In order for the distribution to be tree structured, the parameter must belong to the following constraint set 5 (8) For compactness in notation, let denote the full collection of tree-structured exponential parameter vectors, where indexes those subelements of associated with in the sense of information geometry [1] , [2] . Fig. 3 . Illustration of the spanning tree polytope (G). Original graph is shown in panel (a). Probability 1=3 is assigned to each of the three spanning trees fT j i = 1; 2; 3g shown in panels (b)-(d). Edge b is a so-called bridge in G, meaning that it must appear in any spanning tree. Therefore, it has edge appearance probability = 1. Edges e and f appear in two and one of the spanning trees, respectively, which gives rise to edge appearance probabilities = 2=3 and = 1=3.
spanning tree . The full collection is required to belong the affine constraint set for all (9) In order to define a convex combination, we require a probability distribution over the set of spanning trees (10) For any distribution , we define its support to be the set of trees to which it assigns strictly positive probability; that is,
For a given tree , let be an indicator vector for the edges that comprise the tree, with element given by if otherwise.
The spanning tree polytope [10] , [14] , which we denote by , is defined as the convex hull of these tree indicator vectors (13) where ranges over all possible distributions over spanning trees. Note that for a fixed edge , the element can be interpreted as the probability that edge appears in a spanning tree chosen randomly under . Thus, the vector corresponds to the full collection of these edge appearance probabilities, and we refer to it as an edge appearance vector. See Fig. 3 for an illustration of the edge appearance vector and the spanning tree polytope. Throughout this paper, we assume that is chosen such that the associated edge appearance probabilities are all strictly positive; that is, each edge appears in at least one tree . We say that the distribution , or the edge appearance probabilities are valid when they satisfy this condition.
A convex combination of exponential parameter vectors is given by taking an expectation with respect to as follows: ) on the single-cycle graph.
This combination represents a mixture of distributions in the exponential domain [1] , [2] . With reference to the target distribution , we are especially interested in collections of exponential parameters for which there exists a convex combination that is equal to . Accordingly, we define the following set: (15) It is not difficult to see that is never empty.
Example 1 (Single Cycle Graph):
As an illustration of these definitions, consider a binary distribution defined by a single cycle on four nodes. We define the target distribution in the Ising form That is, the target distribution is specified by the minimal parameter , where the zeros represent the fact that for all . The four possible spanning trees of the single cycle with four nodes are illustrated in Fig. 4 . We define a set of associated exponential parameters as follows:
Finally, we choose for all . With this uniform distribution over trees, we have for each edge, and moreover, so that the pair belongs to .
The convexity of allows us to apply Jensen's inequality [12] to a convex combination specified by a pair , thereby yielding the upper bound (16) Note that the bound of (16) is a function of both the distribution over spanning trees, as well as the collection of tree-structured exponential parameter vectors. Our goal is to optimize both of these choices so as to minimize the right-hand side (RHS) of (16), thereby obtaining the tightest possible upper bound. A major challenge to be confronted is the dimensionality of the problem: the length of corresponds to the number of spanning trees in the graph, which (for many graphs) is very large. For example, the complete graph on nodes has spanning trees; more generally, the number of spanning trees can be calculated via the matrix-tree theorem [7] .
IV. OPTIMAL FORMS OF UPPER BOUNDS
In order to obtain optimal upper bounds of the form in (16), we begin by fixing the probability distribution over trees, and then optimizing the choice of the collection of tree-structured exponential parameters. As we demonstrate, despite the combinatorial explosion in the number of spanning trees (and hence the dimension of ), this problem can be solved efficiently via its Lagrangian dual. Moreover, the dual formulation also sheds light on how to optimize over the spanning tree distribution .
A. Optimizing With Fixed
For a fixed distribution , consider the constrained optimization problem such that (17) where is defined in (9) . Note that is convex as a function of the full collection and moreover, the associated constraint set is linear in . Whenever the distribution is valid (i.e., assigns strictly positive probability to each edge), then the constraint set is nonempty. Therefore, the global minimum of problem (17) could be found, at least in principle, by a variety of standard methods in nonlinear programming [6] . However, an obvious concern is the dimension of the parameter vector : it is directly proportional to , the number of spanning trees in , which (as noted above) can be very large.
1) Lagrangian Duality: Fortunately, convex duality allows us to avoid this combinatorial explosion. In particular, the Lagrangian of problem (17) gives rise to a set of dual variables, which we show can be interpreted pseudomarginals on the nodes and edges of the graph. Remarkably, it turns out that this single collection of pseudomarginals is sufficient to specify the optimal form of tree-structured distribution for every spanning tree . To be more precise, for each node , let be a pseudomarginal vector with elements; similarly, for each edge , let be a pseudomarginal vector with elements. On occasion, we will also use the notation to refer to the function that takes the value when ; the joint function is defined similarly. We use to denote the full collection of pseudomarginals (18) Note that is a vector of the same length as . This vector of pseudomarginals is required to satisfy a set of local normalization and marginalization constraints; in particular, we require that they are elements of the set given by the linear constraints (19) A key property of this definition is that if is a tree, then is a complete description of the set of valid singlenode and pairwise marginal distributions. This statement follows as a special case of the junction tree theorem [13] , [24] .
Let denote an optimum 6 of problem (17) . The significance of is in specifying any such optimum in a very compact fashion. For each tree , let denote the projection of onto the spanning tree . Explicitly (20) consists only of those elements of corresponding to single nodes, or belonging to the edge set of the tree . Any such vector provides an explicit construction of a tree-structured distribution via the usual factorization of tree-structured distributions implied by the junction tree representation [24]-viz.
(21)
We will prove that the optimal dual solution specifies the full collection of optimal exponential parameters via the relation for all (22) Equation (22) is an explicit statement of the fact that for each tree , the exponential parameter and the mean parameter are dually coupled (see Section II-D). The significance of (22) is that one set of dual parameters are shared across all spanning trees of the graph. As a consequence, a single collection of pseudomarginals on nodes and edges suffices to specify the full collection of tree parameters. Consequently, the dual formulation reduces the problem dimension from the size of , which is proportional to , down to the number of elements in -namely, where . It is this massive reduction in the problem dimension that permits efficient computation of the optimum. The conditions defining the optimal , given in (22) , are very similar to the tree-based reparameterization conditions, see [35] , [37] , that characterize fixed points of the sum-product algorithm, and more generally local optima of the Bethe variational problem. Not surprisingly then, the dual formulation of Theorem 1 has a very close relation with this Bethe problem.
2) Optimal Upper Bounds: With this intuition, we are ready to state and prove the main result of this section. Let be a valid distribution over spanning trees, and let be the associated vector of edge appearance probabilities. For each and pseudomarginal , we define the single node entropy (23) Similarly, for each , we define the mutual information between and as measured under the joint pseudomarginal (24) From these building blocks, we define the following function: (25) We also write the inner product between and in as follows:
Theorem 1 (Optimal Upper Bounds): For each fixed
, the value of the best upper bound of the form (17) can be found by solving the following variational problem: (27) For any valid , the function is strictly convex over , so that the optimum on the RHS of (27) is attained at a unique vector in . Proof: We establish that the Lagrangian dual of problem (17) is given by . Let correspond to a collection of Lagrange multipliers. In particular, for each and , the quantity is associated with the constraint that , whereas for each and , the quantity is associated with the constraint that . To be clear, we are not assuming that these Lagrange multipliers correspond to pseudomarginals; nonetheless, our choice of notation is deliberately suggestive, in that our proof shows that the Lagrange multipliers can be interpreted as tree-consistent pseudomarginals as in (18) . With this notation, we form the Lagrangian (28) In addition to the constraints that we have enforced via Lagrange multipliers, each is restricted to belong to the affine space of tree-structured exponential parameters, as defined in (8) . We enforce these constraints explicitly without Lagrange multipliers. As before, for a given tree , we use to denote the subset of indices corresponding to exponential parameters that are free to vary. Now the Lagrangian is also convex function of , so that it has no local minima. By taking derivatives of the Lagrangian with respect to for and using Lemma 1, we obtain the stationary conditions for an optimum . If , then the tree parameter plays no role in the problem, so that we can simply ignore it. Otherwise, if , the Lagrange multiplier vector is connected to the optimal tree parameters via the relation for all (29) Recall that the potentials in our overcomplete representation correspond to indicator functions (see (3)). Consequently, the expectations correspond to elements of the marginal probabilities (for example, ). Therefore, (29) has two important implications: a) for all trees and for all , the single-node marginals are all equal to a common quantity ; b) for all trees for which , the joint marginal probability is equal to . In other words, for each tree , the tree-structured exponential parameter is dually coupled to the corresponding set of mean parameters for that tree. The key here is that the dual coupling with holds simultaneously for all trees of the graph.
By the conjugate duality between and given in (7), the following relation holds for the dually coupled pair and : (30) Recall that denotes the negative entropy of the tree-structured distribution . Substituting (30) into the definition of the Lagrangian yields that the dual function is given by , where we have suppressed the " " on the vector for notational simplicity.
From the tree factorization of (21), we observe that the negative entropy of any tree-structured distribution can be decomposed as follows: (31) This decomposition of the entropy allows us to expand the expectation with respect to as follows:
In moving from the first to second lines, we have used the fact that the trees are all spanning (so that the weights associated with each node sum to one), and the definition of the edge appearance probabilities. Thus, we have recovered the function given in (25) . Each of the negative entropies is strictly convex; since is a convex combination of negative entropies, it is certainly convex, and strictly so as long as for all edges . For each tree , the subcollection must be a valid set of marginal distributions for the single nodes and edges in . Therefore, they must normalize suitably (i.e., for all
). Moreover, since each edge belongs to at least one tree, we must have the marginalization constraint for each edge . As a consequence, the domain of the dual variables is precisely the constraint set defined in (19) . Since the cost function is convex and Slater's condition is satisfied, strong duality holds [6] ; therefore, the optimum dual value is equivalent to the optimal value of the primal problem (17) .
See Appendix A for an additional argument to establish that the upper bound of (27) holds not just for edge appearance vectors in the spanning tree polytope that satisfy , but more generally for any in the spanning tree polytope.
We illustrate Theorem 1 with a simple example. The four spanning trees of this single-cycle graph are illustrated in Fig. 4 . If we place probability on each of them, the corresponding edge appearance probabilities are uniform for all edges . Computing the optimal for the bound in Theorem 1, we obtain for all for all This set of mean parameters yields a value for the optimal upper bound in (27) of , as compared to the exact log partition function .
Remarks: a) In our development, we restricted attention to spanning trees of the original graph, as opposed to all possible spanning trees of the fully connected graph on nodes. For instance, with reference to the preceding example, we could consider all spanning trees on the complete graph , as opposed to the four spanning trees on the single cycles. A natural question, as raised by one referee, is whether or not relaxing this restriction would lead to tighter bounds. To see that it will not improve the bounds, note that we can embed any problem on any graph into the complete graph by augmenting the exponential parameter vector with zeroes in entries that correspond to edges not in (i.e., setting where is the subvector corresponding to elements associated with edge not in ). Now consider the optimization problem in (27): for any choice of the singleton pseudomarginals and , the optimal choice of the joint pseudomarginal depends only on the negative mutual information (because ). Therefore, regardless of the choice of singleton pseudomarginals, the maximum will entail setting such that , and hence this edge will have no influence on the bound. b) As the statement of Theorem 1 is in terms of an exponential family representation, it is not immediately applicable to a graphical model which has deterministic compatibility functions (e.g., error-control codes). One way in which the theorem can be extended to such cases is by using a modified exponential family, in which the deterministic compatibility functions are absorbed into the base measure, see, e.g., [40] . Another possibility is to modify the optimization problem by setting to zero each pseudomarginal that corresponds to a zero location in the deterministic compatibility function. In this case, the tree-reweighted sum-product algorithm described in Appendix C needs to be modified accordingly.
3) Link to Bethe Variational Problem: Yedidia et al. [46] showed that the sum-product algorithm can be understood as attempting to solve a variational problem involving the so-called Bethe free energy from statistical physics. In other work [37] , we have shown that any fixed point of the sum-product algorithm (or more generally, any local optimum of the Bethe variational problem) constitutes a tree-consistent reparameterization of the original distribution. In fact, the conditions in (22) that define the dual coupling between the exponential parameter vectors and the pseudomarginals are very similar to the conditions defining fixed points of the sum-product algorithm. On this basis, it should be expected that the problem in (27) is closely related to the Bethe variational problem.
At the heart of the Bethe free energy lies the following Bethe entropy approximation: (32) In this equation, denotes the number of neighbors of node , whereas and correspond to the single-node and joint entropies defined by the pseudomarginals and , respectively (see (23)). By comparison, Theorem 1 is based on the function of (25) . Consider in the special case for all , and for a pseudomarginal that belongs to the constraint set (so that, in particular, the marginalization condition holds at each edge). In this case, by expanding each mutual information term as the sum , it can be seen that the function is equivalent to the Bethe entropy approximation defined in (32) .
It is important to note, however, the condition implies that each edge belongs to every spanning tree with probability one, a condition which holds if and only if the graph is actually a tree. Therefore, for a graph with cycles, the vector is not a member of the spanning tree polytope . The Bethe approximation for a graph with cycles entails making-at least from the perspective of Theorem 1-an invalid choice of edge appearance probabilities. For any , Theorem 1 guarantees that the function is convex in terms of . Since for a graph with cycles, this convexity result does not apply to the Bethe variational problem. Indeed, with the exception of certain special cases, see, e.g., [26] , [29] , the Bethe problem is typically not convex.
B. Optimization of the Distribution
Up to this point, the distribution over spanning trees has been held fixed; we now consider how to optimize this choice. Suppose that for a fixed distribution , we have performed the optimization over specified by (27) of Theorem 1. This optimization can be used to define the following function: (33) Note that inherits a crucial property of : it depends on the spanning tree distribution only indirectly, via the vector of edge appearance probabilities . Therefore, in order to optimize the choice of spanning tree distribution , it suffices to optimize over -dimensional vectors in the spanning tree polytope . Doing so leads to an upper bound that is jointly optimal over both and (and hence ). The properties of this upper bound are summarized in the following result.
Theorem 2 (Jointly Optimal Bounds):
a) The function is convex in terms of . Moreover, minimizing it subject to yields an upper bound that is jointly optimal over both pseudomarginals and edge appearance probabilities (34) b) For any tree in the support set (i.e., for which ), the jointly optimal edge appearances and pseudomarginals satisfy the relation
c) The jointly optimal value of the upper bound is characterized by the following min-max relation:
Remarks: It is helpful, in order to gain further insight into parts b) and c) of Theorem 2, to adopt a game-theoretic perspective. We begin by developing an important consequence of (35) . Given some spanning tree , consider the negative entropy of the tree-structured distribution (37) Note that the sum over single-node entropy terms (i.e., ) in (37) is the same for any spanning tree. Moreover, (35) guarantees that the sum of mutual information terms in (37) is constant regardless of the choice of spanning tree . Consequently, the tree-structured negative entropy is equal to the same constant for all spanning trees in . This entropy equalization can be understood by interpreting Theorem 2 from a game-theoretic perspective. In particular, let us consider a two-person zero-sum game, in which player 1 chooses local pseudomarginals so as to maximize , whereas player 2 chooses a spanning tree so as to minimize the same quantity. The game is zero-sum, because any gain by either player translates into a loss for the other player. In this light, the minimax relation in (36) specifies the value of the game. With reference to the entropy equalization of Theorem 2 b), suppose that player 1 chooses a pseudomarginal such that for two trees , , we have . From the game-theoretic perspective, any optimal strategy of player 2 would exploit this discrepancy by reallocating more weight to tree . Therefore, at an equilibrium point, the entropies of the tree-structured distributions should be equalized.
Example 3:
To illustrate Theorem 2 a), we follow up on the single-cycle graph of Example 2. For the choice of exponential parameter given there, a symmetry argument establishes that the uniform edge appearance probabilities (i.e., for all edges ) will be optimal in the sense of Theorem 2 a), so that the upper bound computed in Example 2 is also jointly optimal.
Now suppose that we define a new exponential parameter by setting for all indices , except for those indices corresponding to edge for which we set . By solving the variational problem (27) with this exponential parameter and uniform edge weights, we obtain an upper bound , optimal in the sense of Theorem 1, on the exact value of the log partition function . However, since the problem is no longer symmetric, the uniform choice of edge appearance will no longer be optimal. Therefore, it is appropriate to consider joint optimization over both and , as dictated by Theorem 2. Performing this optimization leads to the following optimal edge appearance probabilities:
Note that the optimum assigns edge appearance probability of one to the edge , which has the strongest interaction. As a result, this edge must appear in any spanning tree in the support of the optimizing distribution . This set of edge appearance probabilities, combined with the associated , yields the upper bound on the true log partition function . Note that this upper bound is tighter than the previous bound based on uniform edge appearance probabilities.
V. ALGORITHMS FOR OPTIMIZATION
In this section, we discuss algorithms for computing both the upper bound of Theorem 1, as well as the jointly optimal upper bound of Theorem 2. First of all, the optimization specified by Theorem 1 is a fairly standard convex program. Interestingly, one method for solving it iteratively is a tree-reweighted variant of the sum-product algorithm, as presented in Appendix C. Secondly, with reference to Theorem 2, the probability distribution itself consists of a number for each of the spanning trees of , and so will be too large to optimize directly. As noted earlier, the key property is that the function of Theorem 2 depends on only indirectly, via the lower dimensional vector of edge appearance probabilities. It turns out that the optimal choice of edge appearance probabilities can be found by an iterative algorithm, each step of which entails solving a maximum-weight spanning tree problem.
A. Optimizing the Pseudomarginals
We first consider how to compute the upper bound of Theorem 1. More specifically, for a fixed , we want to solve the problem (38) Note that the objective function of this maximization problem is concave, and the constraints are linear. Consequently, a variety of standard methods from nonlinear programming can be used [6] . As noted earlier in Section IV-A3, this optimization problem is closely related to the Bethe variational problem [46] , and hence, to the sum-product algorithm. This link suggests that it should be possible to solve the optimization problem (38) by a type of distributed "message-passing" algorithm. Indeed, we now describe a form of tree-reweighted sum-product algorithm, analogous to but distinct from the usual sum-product updates, that can be be used to solve the optimization problem (38) .
As with the sum-product updates, our algorithm also involves passing messages from node to node. We let denote the message passed from node to node ; it is a vector of length , with one component for each value of . For compactness in notation, we let be the function that takes the value when ; explicitly, this function is defined as follows:
The function is defined similarly. With this notation, the algorithm takes the form shown in Fig. 5 . Observe that the updates in (39), although quite similar to the standard sum-product updates [46] , differs in some key ways. First of all, the weights corresponding to edge are all rescaled by . Secondly, all the messages for nodes are exponentiated by the corresponding edge appearance . Finally, the message running in the reverse direction on edge is involved in updating . Despite these differences, it is still possible to perform the message updates in a parallel fashion, as in the parallel form of sum-product.
Overall, the complexity of performing the tree-reweighted updates in (39) is identical to the standard sum-product updates. In Appendix C, we prove that the tree-reweighted updates always have a unique fixed point that specifies the global optimum of problem (38) . Although we have not performed a thorough convergence analysis at this point, we have observed empirically that the updates converge if they are suitably damped. 
B. Optimizing the Spanning Tree Distribution
We now consider the problem of solving the problem , as required to compute the upper bound of Theorem 2. A challenge to be overcome here lies in the nature of the spanning tree polytope . For a general graph, the number of linear constraints required to specify this polytope grows exponentially with the graph size [10] , [14] . This exponential growth precludes the use of any method that deals directly with the constraints themselves. Interestingly, it turns out that despite the exponential number of constraints characterizing , maximizing a linear function over this polytope is feasible. Indeed, this task is equivalent to solving a maximum-weight spanning tree problem, which can be solved by well-known greedy methods (e.g., Kruskal's algorithm [20] ).
The feasibility of solving a linear program over the spanning tree polytope suggests the use of the conditional gradient method [6] . In application to the problem , each step of the conditional gradient method entails finding the descent direction by solving the optimization problem (40) Since the set is a polytope and the cost function is linear in , finding this descent direction corresponds to solving a linear program over the spanning tree polytope. The optimum of a linear program is always attained at (at least one of) the vertices of the constraint polytope. In the case of the spanning tree polytope, each of these vertices corresponds to the indicator vector of a particular spanning tree. (See the definition of in (13) .) Moreover, note that this linear program can be interpreted as a minimum-weight spanning tree problem, in which the element of the gradient serves as the weight on edge . As a consequence, the descent direction can be computed very efficiently via Kruskal's algorithm for finding optimal weighted spanning trees [20] . With the use of suitable data structures, the computational complexity of Kruskal's algorithm is , where is the number of edges and is the number of vertices in the graph. To completely specify the algorithm, it remains to compute the gradient vector . For a given , let denote the optimum of the variational problem (38) . It can be shown (see Appendix B) that elements of the gradient are given by negative mutual information terms . We let denote a vector formed of these mutual information terms, one for each edge. So as to facilitate subsequent interpretation, instead of solving the minimum spanning tree spanning problem with , we solve the maximum weight spanning tree problem with the nonnegative mutual information vector . The algorithm then takes the form shown in Fig. 6 .
With an appropriate choice of step size at each iteration (chosen, for instance, by Armijo's rule), the conditional gradient updates of Algorithm 2 are guaranteed to converge to the global minimum [6] .
Remark: The second step of Algorithm 2 has an interesting interpretation in terms of fitting a tree distribution to a collection of data. In particular, for a given set of data , let denote the associated empirical distribution. Now consider the problem of finding the tree-structured distribution that best fits the data in the sense of minimizing the Kullback-Leibler divergence . Chow and Liu [11] showed that an optimal tree-structured distribution (which need not be unique) can be obtained by solving a maximum-weight spanning tree problem. In particular, the edge weights are specified by mutual information terms , where is the empirical marginal distribution on defined by . If we view the pseudomarginals at iteration as such a set of empirical marginals, then each iteration of Algorithm 2 entails pushing the edge appearance vector in the direction of the spanning tree that best fits the current data in the Kullback-Leibler sense.
C. Experiments
In this section, we present the results of applying the previously described algorithms to compute the upper bounds specified in Theorems 1 and 2, as applied to different graphs and varied types of interactions. In preliminary versions of this work [35] , [36] , we presented experimental results for relatively weak couplings. Here we show the results of simulations for a binary-valued random vector on both lattices and fully connected graphs over a much wider range of couplings, from relatively weak to very strongly coupled. Over this range, we compare the upper bounds given by our techniques to lower bounds on the log partition function obtained from the naive mean field method [19] . For the sake of comparison, we also plot the value of the optimized Bethe free energy [46] ; however, it should be kept in mind that in general, the Bethe free energy does not provide a bound-either lower or upper-on the log partition function. Moreover, we compare the accuracy in the pseudomarginals obtained from the convex upper bounds to those obtained from the Bethe approximation and the ordinary sum-product algorithm.
The connectivity of the two-dimensional grid is sufficiently sparse that the use of tree approximations is reasonable. For the fully connected graph, in contrast, approximations based on trees are less likely to perform well. Our purpose in showing results for the fully connected case, then, is to demonstrate how approximations based on sparse graphs, such as those of this paper, may behave poorly for very densely connected problems. 1) Procedure: For each trial, we defined a distribution by a random choice of exponential parameter vector . We used the standard Ising representation given in (2) , except that each random variable took values in . This so-called "spin" representation turns out to be more convenient than a representation for defining attractive and mixed interactions. In all cases, we choose independently for each . For a given edge strength , we set the pairwise potentials in one of two ways: a) for attractive interactions, we set independently for each edge ; b) for mixed interactions, we set independently for each edge . For each of the graphs and each of the two edge coupling conditions (attractive or mixed), we ran simulations with edge strengths ranging from to . The inner optimization (i.e., solving the problem ) was performed using the tree-weighted sum-product algorithm, as described in Appendix C, with damping factor . The optimization of the edge appearance probabilities was performed with the conditional gradient method (Algorithm 2), where the step size choice was made by the Armijo rule [6] . We computed the value of the actual partition function either by brute-force enumeration (fully connected graphs), or by forming a junction tree and then performing exact computations (lattices). The mean field lower bounds were computed using the standard mean field coordinate ascent algorithm [39] , taking the best optimum from a randomly chosen starting point, and the uniform starting point. Finally, we computed the Bethe free energy by first applying the sum-product algorithm with damping factor , and then switching to a convergent double-loop alternative [15] if ordinary sum-product failed to converge.
In terms of computational complexity, our tree-reweighted updates involve a computational cost per update that is equivalent to the ordinary sum-product algorithm (i.e., per update). The tree-reweighted algorithm has a lower complexity than the double-loop algorithm that needs to be used if the ordinary sum-product updates do not converge. It should be noted that the complexity of the mean field algorithm is , so that it is cheaper than either the ordinary or reweighted sum-product updates.
2) Square Lattices: We first show the results of simulations for square lattices in two dimensions with four nearest neighbor connectivity. Although our simulations were necessarily limited to grids with nodes (due to the computational complexity of performing exact calculations), it should be noted that as with the ordinary sum-product algorithm, the algorithms for solving the optimization problems given in Theorems 1 and 2 can be applied to much larger problems. We performed 20 trials for each of the two conditions (attractive or mixed) and each setting of the edge strength in increments of in the interval . Shown in Figs. 7(a) and 8(a) are plots of the average normalized error versus the edge strength over the interval in the cases of attractive and mixed couplings, respectively. Here the terminology "Bound" denotes either an upper bound (based on the convex approximations), or a lower bound (mean field). For the Bethe free energy, we plot the average of the negative absolute value-namely, the quantity-. For this reason, it appears as a lower bound (but it is neither a lower nor upper bound in general). Each panel in Figs. 7(a) and 8(a) displays the relative error in two types of upper bounds. The "unoptimized" curve shows the bound of Theorem 1 with the fixed choice of uniform edge appearance probabilities , whereas the "optimized" curve corresponds to the jointly optimal (over both and ) upper bounds of Theorem 2. On the other hand, Figs. 7(b) and 8(b) show the average -error between the pseudomarginal and the true marginal probability at node , averaged over all nodes. Here we compared the pseudomarginals obtained either from the "unoptimized" upper bound, the "optimized" upper bound, and the ordinary sum-product pseudomarginals.
Consider first the case of attractive couplings, as illustrated in Fig. 7 . With reference to the bounds plotted in Fig. 7(a) , we see that the upper bounds are relatively tight for low edge strengths, and their tightness decreases as the edge strength is increased over a certain intermediate range of coupling strengths. Ultimately, for large couplings, the bounds again become tighter as the edge strength is increased. Indeed, for this case of pure attractive couplings, it can be shown that the bounds become tight as the coupling strength tends to infinity [39] . In comparison to mean field, the unoptimized upper bound is slightly worse, whereas the optimized upper bound is slightly better. Optimizing the edge appearance probabilities can lead to significantly better upper bounds. This effect is especially pronounced as the edge strength is increased, in which case the distribution of edge weights becomes more inhomogeneous. As might be expected, all of the bounds (both lower and upper) are, at least in general, worse than the Bethe approximation, which does not provide a bound. Shown in Fig. 7(b) is the comparison of the average error in the pseudomarginal approximations of the convex methods versus the ordinary sum-product algorithm. The upper plot shows the error on a standard scale, and the bottom on a logarithmic scale. Here we see that the ordinary sum-product is more accurate for edge couplings below . Beyond this point, however, the accuracy of the sum-product algorithm degrades quite rapidly, whereas the pseudomarginals from the convex approximation remain quite accurate. Now let us turn to the case of mixed couplings, as illustrated in Fig. 8 . Looking at the comparison among bounds in Fig. 8(a) , we again see that the bounds are tightest for weak couplings, and their accuracy degrades as the coupling strength is increased. In the regime of relatively weak couplings, the upper bounds are superior to mean field, but this advantage is lost as the coupling strength is increased. Note that neither the upper nor the lower bounds are as accurate as the Bethe approximation. A notable difference between mixed couplings versus attractive couplings is that the accuracy of the upper bounds does not eventually improve as the coupling strength is increased. Turning to the comparison of pseudomarginals in Figs. 7(b) and 8(b) , we see a similar pattern to the attractive case. In the regime of weak couplings, the ordinary sum-product algorithm is superior, whereas for sufficiently strong couplings, the pseudomarginals from the convex upper bounds appear to be more accurate.
It is worthwhile emphasizing the importance of the dual formulation of our bounds. Indeed, the naive approach of attempting to optimize the primal formulation of the bounds (i.e., as in (17)) would require dealing with the astronomical number , corresponding to the number of spanning trees on the grid with nodes. (This number can be calculated by applying the matrix-tree theorem [7] .)
3) Fully Connected Graphs: To provide contrast with the relatively sparse case of a two-dimensional grid, we also performed simulations on a very dense graph-in particular, the fully connected graph on nodes, with edge strengths ranging from to . The results, with the same legend and layout as the lattice simulations, are shown in Figs. 9 and 10 for the cases of attractive and mixed couplings respectively. With references to Figs. 9(a) and 10(a), overall the upper bounds are less accurate than their counterparts on the lattices; nonetheless, the basic qualitative pattern of results is preserved. In the case of attractive couplings in Fig. 9(a) , we see that the tightness of the bounds degenerates up until a certain point, and then starts to improve again. For the case of mixed couplings in Fig. 10(a) , the accuracy decreases steadily (in a roughly linear fashion) as the coupling strength is increased. For this case of mixed couplings, the upper bounds are significantly weaker than either the mean field lower bound or the Bethe approximation. Turning now to Figs. 9(b) and 10(b), the plots of the errors in the pseudomarginals show a similar pattern. Looking first at the attractive coupling case in Fig. 9(b) , we see that the ordinary sum-product approximation is more accurate in the regime of weak couplings, but rapidly deteriorates beyond a certain coupling strength. Over this same range of coupling strengths, the accuracy of the pseudomarginals from the convex approximations remains surprisingly robust. The accuracy of the different types of pseudomarginals in the mixed case ( Fig. 10(b) ) is qualitatively similar, though not as clear cut.
D. Scaling With Problem Size
Finally, we investigate how our bounds scale with the number of nodes . In most cases, the parameters are scaled such that the log partition function scales linearly with ; thus, we also expect that our bounds should scale linearly in . The tree-reweighted message-passing updates scale well to larger problem sizes; however, so as to enable comparison to the exact answer, we focus on an exactly solved model: namely, the Ising model on the toric grid with homogeneous positive interactions (i.e, for all edges ), and no observations (i.e., for all ). The high degree of node and edge symmetry simplifies its analysis. Each of the nodes has exactly four neighbors, so that there are edges in total. In ground-breaking work, Onsager [28] showed how to reduce the computation of partition function in this model to a series of eigenvalue computations, so that it can be computed exactly for large models.
With reference to our upper bounds, it also follows as a consequence of the symmetry that the optimal choice (in the sense of Theorem 2) of edge appearances is the uniform one Fig. 11 compares the exact results obtained from Onsager's method to the tree-reweighted upper bound for a range of graph sizes , and two different coupling strengths. The top panel shows the case of relatively weak coupling, for which the bound remains quite accurate even for relatively large problems. For the stronger couplings illustrated in the bottom panel, in contrast, the accuracy of the bound is seen to degrade more swiftly. In both cases, the upper bound scales linearly with , which is consistent with the behavior of the exact log partition function.
E. Related Experimental Results
We conclude our experimental section by describing some related experimental results. Wiegerinck and Heskes [44] have shown that optimizing reweighted Bethe free energies, though not necessarily convex, can lead to better results in approximate inference. In their work, they proposed a heuristic procedure for optimizing weights on each edge. These weights are analogous to our edge appearance probabilities, but are not required to belong to the spanning tree polytope (and hence the guarantee of convexity is lost). Interestingly, they showed that their method of adjusting the weights can in many cases lead to better results than belief propagation. In later work, Wiegerinck [43] performed experimental comparisons of tree-reweighted belief propagation and standard belief propagation, with results analogous to those shown here, as well as in-depth comparisons to reweighted variants of generalized belief propagation (as discussed in Section VI).
VI. GENERALIZATION TO HIGHER ORDER MRFS
Our development in the previous sections focused on the case of a pairwise MRF, for which the collection of potentials involves only singleton and edge functions. For many problems of interest, the associated MRF includes potential functions over cliques of size three or larger. In this section, we briefly outline how the analysis described in the preceding sections can be generalized to this case. In order to discuss MRFs with higher order cliques, it is convenient to introduce the formalism of hypergraphs, e.g., [5] . Having set up this machinery, we demonstrate how hypertrees, which represent a natural generalization of trees, can be used to derive upper bounds on the log partition function. Finally, we demonstrate using a simple example the link between convex combinations of hypertrees and "convexified" forms of Kikuchi free energies [46] , [47] .
A. Hypergraphs
Hypergraphs are a natural generalization of graphs. In particular, a hypergraph consists of a vertex set , and a set of hyperedges , where each hyperedge constitutes a particular subset of (i.e., an element of the power set of ). The set of hyperedges is a particular case of a partially ordered set [33] , for which the partial order is specified by the inclusion relation. Given two hyperedges , one of three possibilities can hold: a) either is contained within , in which case we write , or alternatively, b) contains , which we denote by , or c) neither containment relation holds, in which case we say that and are incomparable. A hyperedge is maximal if it is not contained within any other hyperedge. We assume that the intersection between every pair of maximal hyperedges is contained within the hypergraph.
Given any hyperedge , we define the sets of its descendants and ancestors in the following way:
With these definitions, an ordinary graph is a special case of a hypergraph, in which each maximal hyperedge consists of a pair of vertices (i.e., an ordinary edge of the graph). 7 A convenient graphical representation of a hypergraph is in terms of a diagram of its hyperedges, with (directed) edges representing the inclusion relations, as illustrated in Fig. 12 . As a special case, any ordinary graph can be drawn as a hypergraph; in particular, Fig. 12(a) shows the hypergraph representation of 7 It should be noted there is a minor inconsistency between our definition of a hypergraph edge set, and a graph edge set; for hypergraphs, the set of hyperedges can include the individual vertices (unlike the corresponding edge set for an ordinary graph). a single cycle on four nodes. Shown in panel Fig. 12(b) is a more complex hypergraph that does not correspond to an ordinary graph. To illustrate the notions of descendants and ancestors, the descendant set is given by , whereas since every hyperedge is an ancestor of . Even when the original problem of interest corresponds to a pairwise MRF, hypergraphs can arise naturally by clustering together nodes from the original graph. As an illustration, consider the pairwise MRF in Fig. 13(a) . One clustering of the nodes, obtained by grouping together nodes within -cycles, is shown in Fig. 13(b) . We can use this clustering to define a set of hyperedges, formed by the clusters themselves (e.g., ), intersections between the clusters (e.g., ), and the intersections between intersections (e.g., ). The resulting hypergraph is illustrated in Fig. 13(c) . This particular procedure for constructing a hypergraph from a given graph is referred to as the Kikuchi method by Yedidia et al. [46] , [47] .
B. Hypertrees
Of particular importance are acyclic hypergraphs, which are also known as hypertrees. In order to define these objects, we require the notions of tree decomposition and running intersection, which are well known in the context of junction trees, see [24] , [13] . Given a hypergraph , a tree decomposition is an acyclic graph in which the nodes are formed by the maximal hyperedges of . Any intersection of two maximal hyperedges that are adjacent in the tree is known as a separator set. The tree decomposition has the running intersection property if for any two nodes and in the tree, all nodes on the unique path joining them contain the intersection ; such a tree decomposition is known as a junction tree.
A hypergraph is acyclic if it possesses a tree decomposition with the running intersection property. (Recall that we assume that any intersection between maximal hyperedges belongs to the hypergraph). The width of an acyclic hypergraph is the size of the largest hyperedge minus one; we use the term -hypertree to mean a singly connected acyclic hypergraph of width . A hyperforest is a disjoint union of hypertrees. A hypertree is spanning if each vertex is contained within at least one hyperedge.
A simple illustration is provided by any tree of an ordinary graph: it is a -hypertree, because its maximal hyperedges (i.e., ordinary edges) all have size two. As a second example, the hypergraph of Fig. 14(a) has maximal hyperedges of size three. This hypergraph is acyclic with width two, since it is in direct correspondence with the junction tree formed by the three maximal hyperedges, where appears twice as a separator set. Fig. 14(b) shows another hypertree; it is of width three, since its maximal hyperedges consist of four nodes. The junction tree in this case is formed of the three maximal hyperedges, using the two hyperedges of size two (i.e., and ) as separator sets. In this case, the hyperedge in the hypergraph diagram plays no role, since it is neither a maximal clique nor a separator set in the junction tree representation.
C. Hypertree Factorization and Entropy Decomposition
Fundamental to the Lagrangian reformulation in our earlier work was the factorization of a tree-structured distribution in (23) will appear twice as a separator set in any tree decomposition. (b) A hypertree of width 3. Hyperedges (25) and (45) are separator sets, and node 5 plays no role in the tree decomposition. terms of local marginal distributions, as in (21) . We now consider the hypertree analog of this decomposition. Given any hyperedge in the hyperedge set of a hypertree , let denote the associated marginal distribution over the subset of variables . Let and denote the set of maximal hyperedges and separator sets in a junction tree associated with . With this notation, we have the following well-known junction tree factorization [13] , [24] : (42) Here denotes the number of maximal hyperedges adjacent to the separator set in the hypertree.
It turns out to be more convenient for our purposes to make use of an alternative form of this factorization, which we describe here. Using the local marginals , we define a function for every hyperedge as follows: (43) where the set of descendants is defined in (41a). This definition is closely tied to the Möbius function associated with the poset of hyperedges [33] . With this definition, the hypertree factorization of is very simple (44) We illustrate the hypertree factorization with a few examples.
Example 4 (Hypertree Factorization):
a) First suppose that the hypertree is an ordinary tree, in which case the hyperedge set consists of the union of the vertex set with the (ordinary) edge set. For any vertex , we have , whereas for any edge we have
. Therefore, in this special case, (44) reduces to the ordinary tree factorization of (21) . b) Now consider the hypertree in Fig. 14(a) . First of all, we have , where we have omitted the explicit dependence on for notational simplicity. Second, we compute , with similar expressions for and . Forming the product yields the factorization that would be obtained from the junction tree representation in (42)-namely, .
c) As a third example, consider the hypertree of Fig. 14(b) . It is straightforward to calculate and with a similar expression for . Next we calculate , with an analogous expression for . Finally, we calculate . In this case, taking the product over hyperedges leads to the expression which (once again) agrees with the factorization that would be obtained by the junction tree representation (42) . Note how the marginal plays no role in the factorization, since it is neither a maximal hyperedge nor a separator set in the tree decomposition.
D. Upper Bounds Based on Hypertrees
We now describe the analogs for hypertrees of the basic upper bound in (16) , and its dual form in Theorem 1. The overcomplete exponential representation given in (3) applies to a particular type of hypergraph-namely, a graph with pairwise maximal cliques. Generalizing this type of representation to arbitrary hypergraphs is straightforward. In particular, given the random vector associated with a particular hyperedge , we let be a multiple-index of possible assignments for the subvector . We augment the exponential representation (3) by including the higher order indicator functions . For instance, to include a hyperedge of size three, we include indicators of the form corresponding to the function that is equal to one if , and zero otherwise. For a given hypergraph , let be the size of its largest hyperedge(s). We define a partition of the hyperedge set into the disjoint union , where denotes the hyperedges of size . The full index set consists of the following union:
We then consider the exponential family defined by the collection of indicator functions . As before, we use to denote the -dimensional exponential parameter corresponding to the target distribution . In order to upper-bound the log partition function , we make use of the set of all hypertrees contained within . For a particular hypertree with associated hyperedge set , let be a hypertree-structured exponential parameter. More formally, letting denote the subset of indices corresponding to the hypertree, we require that belongs to the affine subspace , defined in an analogous manner to (8) . The quantity denotes the full collection of hypertree exponential parameters, which must belong the constraint set . Finally, we let be a probability distribution over these hypertrees. The set of feasible pairs is defined as in (15) . With these definitions and Jensen's inequality, we have for any feasible pair the familiar upper bound
Once again, the natural goal is to optimize the choice of hypertree exponential parameter vectors , as well as the choice of distribution , so as to obtain the tightest possible bound. As we describe in Section VI-E, the former problem of optimizing remains tractable via Lagrangian duality, albeit with a cost that increases exponentially with the tree width of the hypertrees. In contrast, the latter problem of optimizing is substantially more difficult than the case of ordinary trees .
E. Dual Form of Upper Bounds
We are now equipped to state the generalization of Theorem 1 to hypertrees. In particular, as with the tree-based bounds, the dual form of the hypertree-based bounds depends on a collection of pseudomarginals defined on the hyperedges of the hypergraph . As with the earlier pseudomarginals , we require that the hypergraph pseudomarginals are appropriately normalized (i.e.,
).
In addition, they must satisfy marginalization conditions. In particular, for any nested pair of hyperedge , we define the marginal induced by on as follows: (45) With this notation, the relevant constraint set for the pseudomarginals , which we denote by , is defined by the constraints (46) where is one less than the size of the largest hyperedge in . Note that this constraint set is the natural hypertree-based generalization 8 of the previously defined local constraint set. Moreover, it follows from the junction tree theorem [13] , [24] that whenever is a hypertree (of width ), then is a complete description of valid marginal distributions over its hyperedges.
Given a pseudomarginal vector and a hypertree , we let denote the subcollection of pseudomarginals corresponding to hyperedges in the hypertree. This subcollection specifies a unique hypertree-structured distribution via (44) , which can be used to define the (negative) entropy . With this notation, we have the following generalized upper bound on the log partition function: (47) In analogy to the tree case (see (31) ), the inner expectation can be explicitly computed, leading to a sum of local entropy terms weighted by hyperedge appearance probabilities. The vector of these edge appearances must belong to a higher order analog of the spanning tree polytope, which amounts to a hypertree polytope [22] .
F. Illustrative Example
To provide some intuition, we derive a simple form of (47) for a particular hypergraph and choice of hypertrees. The original graph that we consider is shown in Fig. 15(a) . We then cluster the nodes into groups of four, as illustrated in panel Fig. 15(b) ; this particular choice is known as Kikuchi four-plaque clustering [46] . On this basis, we can define the collection of hyperedges, where
The hypergraph defined by this hyperedge set is shown in Fig. 15(c) . 8 In particular, for an ordinary graph G, the set LOCAL(G) defined in (19) is equivalent to LOCAL (G), since the largest (hyper)edge in an ordinary tree has size two. We now consider a convex combination of four hypertrees, each obtained by removing one of the -hyperedges from the edge set. For instance, shown in Fig. 15(d) is one particular acyclic substructure with hyperedge set . To be precise, the structure so defined is a spanning hyperforest, since it consists of two connected components (namely, the isolated hyperedge along with the larger hypertree). This choice, as opposed to a spanning hypertree, turns out to be simplify the development to follow.
To specify the associated hypertree factorization, we first compute the form of for the maximal hyperedges (i.e., of size four). For instance, looking at the , we see that hyperedges , , , and are contained within it. Thus, using the definition in (43), we write (suppressing the functional dependence on )
In performing this calculation, we have assumed that the pseudomarginals are hypertree-consistent, so that there is no need to distinguish, for instance, between and . Proceeding in this fashion leads an overall factorization of the probability distribution based on of the following form: (48) Here each term within square brackets corresponds to for some hyperedge ; for instance, the first three terms correspond to the three maximal -hyperedges in . Since we are assuming that all of the pseudomarginals are locally consistent, the factorization in (48) could be simplified substantially by canceling terms. However, leaving it in its current form allows us to make the connection to Kikuchi approximations explicit. Now let denote the four other hyperforests analogous to -that is, each of them obtained by removing one -hyperedge from . Let denote the set of all -hyperedges. We then form the convex combination of (negative) entropies with uniform weight on each : this convex combination takes the form (49) Here the term occurs because each of the -hyperedges appears in three of the four hypertrees. All of the (nonmaximal) hyperedge terms receive a weight of one, because they appear in all four hypertrees. Overall, then, these weights represent hyperedge appearance probabilities for this particular example, in analogy to ordinary edge appearance probabilities in the tree case. We now simplify the expression in (49) by expanding and collecting terms; doing so yields that is equal to the following weighted combination of entropies:
If, on the other hand, starting from (49) again, suppose that we included each maximal hyperedge with a weight of , instead of . Then, after some simplification, we would find that the (negative of the) (49) is equal to the following combination of local entropies:
This expression is equivalent to the Kikuchi approximation associated with this particular clustering [46] . However, the choice of all ones for the hyperedge appearance probabilities is invalid-that is, it could never arise from taking a convex combination of hypertree entropies.
More generally, any entropy approximation formed by taking such convex combinations of hypertree entropies will necessarily be convex. Thus, these functions can be viewed as "convexified" versions of Kikuchi and other free energies. In contrast, with the exception of certain special cases, see, e.g., [26] , [29] , Kikuchi and other hypergraph-based entropy approximations are typically not convex.
G. Methods for Optimization and Open Questions
In this subsection, we discuss optimization methods for the hypertree-based upper bounds, as well as some associated open questions that arise. We begin by observing that the function (47) to be optimized consists of a convex combination of hypertree entropies (plus a linear term), and is therefore concave in . Given this convexity, the optimal can be found either by standard methods from nonlinear programming [6] , or by developing hypertree-reweighted analogs of generalized belief propagation [46] . In parallel to the analog between ordinary sum-product and tree-reweighted sum-product, the computational complexity of these hypertree-weighted algorithms is identical to that of the corresponding version of generalized belief propagation.
For any set of hypertrees that cover the graph, computing the vector of of hyperedge appearance probabilities requires computational effort linear in the number of hypertrees. Thus, it is feasible to choose a particular small set of hypertrees that cover the graph, formulate the corresponding optimization problem (47) , and then solve it. However, in contrast to the case of spanning trees, optimizing the vector over all hypertrees is no longer a straightforward problem. Unlike the case of trees (i.e., hypertrees of width ), computing the maximum weight hypertree is an NP-hard problem for width two or larger, see [22] . Consequently, we cannot optimize the choice of via the conditional gradient method, since it is no longer feasible to solve the linear program that specifies the descent direction. One open research question, then, is to develop methods for approximately solving the maximum-weight hypertree problem, and to apply them to tightening the hypertree bounds described here. In addition, just as with ordinary cluster variational approximations, there are various open questions associated with which clusters to choose, and how to assess their effect on the approximation accuracy [46] , [47] , [21] , [41] . A desirable feature of the convex framework presented here is that using more complex hypertrees is always guaranteed to produce tighter upper bounds, since the optimization problems are naturally nested. Specifically, Wiegerinck [43] has compared hypertree-reweighted forms of generalized belief propagation (GBP) to ordinary GBP, as well as the standard and tree-reweighted belief propagation (BP) algorithms. Interestingly, his results show that using hypertree-reweighted forms of GBP not only leads to tighter bounds (which is theoretically guaranteed), but also seems to lead to consistently better approximations to the marginals. In contrast, there are certain cases in which using ordinary Kikuchi approximations may lead to worse results that the usual Bethe approximation [21] , [43] (but see Yedidia et al. [47] for the relevance of "max-ent normal" approximations). A final interesting direction for future research is to explore the effect of different choices of hypertrees on the accuracy of the pseudomarginal approximations.
VII. CONCLUSION
In this paper, we have developed and analyzed a new class of upper bounds for the log partition function of an arbitrary MRF. The basic form of these upper bounds follows by forming a mixture in the exponential domain of tractable (e.g., tree-structured) distributions, and applying Jensen's inequality. Using convex duality, we showed that the optimal form of such bounds can be obtained by solving a convex variational problem. We explored in detail the case of spanning trees, and showed how the Lagrangian reformulation allows us to optimize efficiently-though implicitly-over all possible choices of exponential parameters for the tractable distributions, as well as over all choices of weights for the exponential mixture. The cost function in the spanning tree case, while similar to the Bethe variational problem [46] , is distinguished by its convexity, which holds for an arbitrary graph. This derivation provides a novel perspective on the Bethe variational problem. In addition, we established a concrete link to the sum-product algorithm by deriving a tree-reweighted version of the sum-product updates for solving our convex program. More generally, we discussed how stronger bounds can be obtained by taking convex combinations of hypertrees, and the resulting link to Kikuchi and other entropy variational problems, e.g., [26] , [27] , [29] , [37] , [46] , [47] . This extension raises a number of open questions, including how to choose the base set of hypertrees, as well as how to optimize (at least approximately) the choices of hyperedge weights.
We conclude by discussing a few directions for future research. First, the basic idea of generating upper bounds using convex combinations need not be restricted to trees or hypertrees. One interesting direction is developing upper bounds based on other types of convex combinations, or combinations that involve distributions over parameters as well as weights. Second, in previous work [35] , [37] , we have derived lower and upper bounds on the error in the sum-product algorithm (i.e., the difference between the exact marginals and the approximate marginals computed by sum-product). In conjunction with techniques described in this paper, it is possible to efficiently compute bounds on the approximation error of the sum-product algorithms, as well as various generalizations thereof, e.g., [46] . It remains to explore the usefulness of these bounds for larger scale practical problems. Finally, the optimization problems defined in this paper define a new convex function that can be viewed as a surrogate to the log partition function. This surrogate has a number of possible applications to parameter estimation, as our initial work [38] in this direction has suggested.
APPENDIX A ADDITIONAL REMARKS ON THEOREM 1
In this appendix, we establish the validity of the bound in (27) for arbitrary , which enables us to remove the restriction that , and instead enforce the weaker constraint . Recall the definition of from (6) . In the particular case of the overcomplete exponential parameterization of (3) for a pairwise MRF based on a graph , consists of the set of all single-node and edgewise marginals that arise from taking expectations with respect to some distribution . We denote this set of realizable pairwise and singleton marginals associated with the graph by .
By the conjugate duality between the log partition function and the negative entropy , we are guaranteed the following variational representation of the log partition function:
Our strategy is to exploit this variational representation in order to obtain an upper bound on . The first requirement is a lower bound on , or equivalently, an upper bound on the entropy . For any spanning tree of the graph , consider the tree-structured distribution defined as in (21) . We first claim that the inequality (52) holds for any tree , meaning that the entropy of the moment-matched tree-structured distribution must be at least as large as the entropy of the distribution on the full graph with cycles. A full proof of this inequality can be found in Wainwright and Jordan [39] . The basic intuition follows from the interpretation of exponential family members as maximum entropy distributions subject to constraints [12] . The distribution on the full graph with cycles arises from a maximization problem with more constraints, and hence it must have a lower entropy than the tree-structured version.
Since inequality (52) holds for any spanning tree , we can take a convex combination of such bounds using as nonnegative weights, which yields (53)
The second requirement is an outer bound on the marginal polytope . It is clear that any single-node marginal must be normalized (i.e., ), and moreover, that any joint marginal on the edge must marginalize appropriately (i.e., ). Therefore, the constraint set defined in (19) is an outer bound on the marginal polytope (i.e.,
). Finally, to obtain the desired upper bound, we first apply (53) to the variational formulation of (51), thereby obtaining the upper bound We complete the proof by using the fact that to write Thus, the bound of (27) holds for any choice of , and hence any .
APPENDIX B PROOF OF THEOREM 2
We first prove the following lemma.
Lemma 2: For each valid
, the function is differentiable in , with partial derivatives given by (negative) mutual information terms (54) Proof: Consider the function It is continuous in and , and for each fixed , is linear and hence convex and differentiable in . Moreover, the constraint set is compact, and by Theorem 1, for each fixed valid , the optimum that defines -namely, -is attained at a unique point . Therefore, by results on the suprema of convex functions, e.g., [16] , the function is differentiable at , with partial derivatives given by
Proof of Theorem 2:
a) The bound of (27) holds for all , from which (34) follows. Observe that is linear in . Therefore, is the maximum over a collection of linear functions, and so is convex [6] as a function of . From Theorem 1, for any fixed , the value gives an upper bound on . Therefore, minimizing over all yields the optimal value of the upper bound, as in (34) . b) For each spanning tree and each edge , let be the indicator function for the event . Now is convex and the constraint set is linear. Therefore, by standard necessary conditions for the minimum of a convex function over a convex set [6] , we are guaranteed that for all (55)
Here we have used Lemma 2 in order to compute the partial derivatives of in (55) For a given spanning tree , consider the indicator , a vector of length with the element equal to one if belongs to , and zero otherwise. The vector so defined is an element of the spanning tree polytope (an extreme point, in fact), so that (55) applies, in particular, to it. Now, since is a member of the spanning tree polytope, there must exist a distribution over spanning trees such that for each , we have the relation or, equivalently, such that (56)
We multiply (56) by , and sum the resultant collection of equations (one for each ) to obtain (57)
Now by (55), for each , the term within square brackets on the RHS of (57) is nonpositive. Since the overall sum is equal to zero, we must have that for all . We thus have established (35) . c) The function is continuous as a function of both and . By Theorem 1, it is concave in ; moreover, it is linear and hence convex in . Moreover, the constraint sets and are both convex and compact. Equation (36) therefore follows from standard minimax results [16] .
APPENDIX C TREE-REWEIGHTED SUM-PRODUCT
In this appendix, we establish that Algorithm 1 solves the optimization problem (38) . We begin by observing that any set of messages can be used to define a set of singleton pseudomarginals (58) as well as a set of joint pseudomarginals (59) where the notation is shorthand for Moreover, the term denotes a constant chosen so as to ensure that the normalization conditions (e.g., ) are satisfied.
Proposition 1: For any valid
, the pseudomarginals specified by a fixed point of Algorithm 1 via (58) and (59) attain the global optimum of the variational problem of (27) .
Proof: As with the work of Yedidia et al. [46] on ordinary sum-product and the Bethe problem, we show that any fixed point of Algorithm 1 satisfies the conditions to be a stationary point of the Lagrangian associated with the constrained optimization problem (27) . In contrast to the ordinary Bethe problem, our problem is convex (by Theorem 1), so that these stationarity conditions are sufficient to ensure that we have found a global optimum. For each edge , let be a Lagrange multiplier associated with the marginalization constraint . We then form the Lagrangian associated with the variational problem of (27) (where we enforce the normalization and nonnegativity constraints explicitly without multipliers) (60)
Taking the derivative with respect to and setting it to zero yields (61) Similarly, taking derivatives with respect to yields (62)
In these equations, denotes a constant (independent of ) that will be chosen to ensure that the normalization conditions are satisfied. Imposing the fact that an optimal solution must satisfy the marginalization conditions and then using (61) allows us to rearrange (62) into the form
We now define ( ) "messages" via Making these replacements in (61) and (63) yields the expressions for and in (58) and (59), respectively. Finally, we need to ensure that and belong to the constraint set . Since we imposed the normalization constraints explicitly, we need to update the "messages" so that the marginalization constraint is satisfied. Enforcing this constraint yields the message update in (39) .
