Abstract. Standard techniques from the study of well-posedness show that if a fixed convex objective function is minimized in turn over a sequence of convex feasible regions converging Mosco to a limiting feasible region, then the optimal solutions converge in norm to the optimal solution of the limiting problem. Certain conditions on the objective function are needed as is a constraint qualification. If, as may easily occur in practice, the constraint qualification fails, stronger set convergence is required, together with stronger analytic/geometric properties of the objective function: strict convexity (to ensure uniqueness), weakly compact level sets (to ensure existence and weak convergence), and the Kadec property (to deduce norm convergence). By analogy with the Lp norms, such properties are termed "strong rotundity." A very simple characterization of strongly rotund integral functionals on L1 is presented that shows, for example, that the Boltzmann-Shannon entropy x log x is strongly rotund. Examples are discussed, and the existence of everywhere-and densely-defined strongly rotund functions is investigated.
STRONG ROTUNDITY AND OPTIMIZATION 147 integral functional on L1, with domain some subset of the positive cone; typically f will have no subgradients at zoo unless, at the very least, zoo is almost everywhere strictly positive. Thus strong conditions on xoo are required if we wish to apply the above theory to deduce convergence of the best entropy estimates; if this unknown density can take the value 0 on regions of its domain, then we need a different approach to guarantee Ll-norm convergence.
Two refinements are necessary if we wish to remove the requirement of the constraint qualification. The first step is to ensure the weak convergence of solutions by strengthening the type of convergence of Cn to Coo. In the next section we show how this may be accomplished by replacing the strong lim inf in the definition of Mosco convergence by the discrete lim inf. We illustrate by considering the types of moment problems that appear in maximum entropy estimation.
The section that follows contains the second step: moving from weak to norm convergence. What is needed here is the strong rotundity of f, in other words, the fact that f is strictly convex on its domain and has weakly compact level sets, and the fact that the Kadec property holds: if Xn tends weakly to :coo in the domain of f, and f(xn) tends to f(xoo), then xn tends to zoo in norm. The central result shows that strong rotundity of the integral functional on L1, f(x) := f (x(s)), is characterized under very general conditions by the simple condition that the conjugate integrand * is everywhere differentiable on ] (see also [25] ). Examples are given, including the Boltzmann-Shannon entropy and various other natural choices of entropy (see, for example, [7] ). 2 . Sequences of optimization problems. We shall suppose throughout this section that X is a Banach space, the function f X --, (- The result above shows that f* being Fr6chet differentiable at any point where a subgradient exists is almost enough to guarantee the Kadec property of f; the missing condition is Of(x) .I t is easily checked that the differentiability condition also implies that f is strictly convex on any convex subset of dom Of (see [2] ; cf. Chap. 26 in [20] for the indicator function of C, when x is optimal for (/:'),
using the Constraint Qualification and Theorem 20 in [22] . Thus, we have Of(zoo) , so the set of optimal solutions of (Po) is a convex subset of dom Of. Since f must be strictly convex on this set, (P) has a unique optimal solution, zoo. A similar argument using the constraint qualification for (P) shows that for large n (Pn) has a unique optimal solution z, and zn z weakly by Lemma 2.7. Finally, we apply Lemma 2.8 to deduce
(ii) V(P) V(P) follows from Lemmas 2.4 and 2.5. Strict convexity again ensures the uniqueness of zn and z, so Lemma 2.7 once more shows weak convergence, and then strong rotundity implies convergence in norm.
Note. In fact, due to Lemma 2.4, we could relax the strong rotundity assumption in (ii) by replacing the Kadec property by the assumption that x, tends weakly to x and f (zn) T f (z) implies that z tends to z in norm.
Example [25] , and another independent approach in [23] . Theorem 3 in [25] shows that the hypotheses of Theorem 3.7 0.
As suggested in the previous section, our interest in strongly rotund functions arose from the study of best entropy estimation for moment problems. Many of the functions that are used in practice may be described in a unified framework based on a Bayesian statistical interetation (see [7] ). Each 
is made in"Lp spectral estimation" (1 < p < +oc) (see [3] and [11] 
and since Vl (1/,)((1 A)v0 + ,Vl) + (1 (1/A))v0, the result follows. 
n---1 using Lemma 4.1. Now by Baire category, aco L has nonempty interior, so for some r > 0 and in X the closed ball/(; r) C a--e-6(L), and so is weakly compact. Thus X is reflexive 
,9(Yl) -+-(1 ,)9(Y2). In general, whenever X is a separable Banach space with a separable dual, X can be renormed (by I1" II, say) in such a way that the dual norm I1" II, is strictly convex and has the weak* Kadec property [14] . It then follows that 112, is weak* strongly rotund.
