Abstract Image communication would appear more efficient if the visual cases of the concerned parts can be enhanced. One way to achieve this is by local shape exaggeration in rendering. In this paper, we present an interactive scheme for controllable local shape exaggeration. Our approach achieves local, direct, and consistent appearance enhancement by modifying the surface orientation in an intuitive and globally optimized manner with sparse userspecified constraints. Compared with previous approaches, the main contribution of this paper is the introduction of adaptive exaggeration function (AEF), which is capable of modulating the extent of detail enhancement to obtain a satisfactory shape exaggeration result. The AEF model is derived based on a series of experiments. We complement our new approach with a variety of examples, user studies, and provide comparisons with recent approaches.
Introduction
Visual communication through computer graphics would greatly benefit from shape exaggeration, which is essentially a feature enhancement process by selectively amplifying or suppressing surface details [1, 2] . In the past decade, much progress has been made toward this goal, like tone shading [3] , line drawing [4, 5] , and local contrast enhancement [6] . Most existing interactive systems offer facilities for users to choose effective shape shading algorithms [6] [7] [8] [9] 11] , adjust the lighting and viewing parameters [12, 13] , change the surface geometry [14] [15] [16] , warp the environment lighting [17] , or scale the radiance [18] so as to provide a better visual interpretation of the object to be rendered. In many applications, such as the digital recovery of archaeological and architectural information [19] , medical illustration [20] , and computational aesthetics [21, 22] , it is desirable to selectively emphasize key regions meanwhile allowing users to control the exaggeration degree that would enhance the visual cues without introducing visual artifacts.
Similar situations exist in computational photography applications that require fine-grained correction and enhancement of images. Recent efforts have enabled local, direct, and intuitive control over different aspects of the results [23] [24] [25] [26] . However, this trend has not yet been efficiently extended to shape exaggeration, partly because shape depiction involves multiple aspects such as viewing, lighting, and shading.
In this paper, we address the challenging problem of controllable local shape exaggeration: the manner and the extent of shape exaggeration are controlled by the users in a perceivable manner with simple yet effective interactions. This scheme would provide the users with much more intuitive control than existing parameter-based shape depiction algorithms. Specifically, we intend to construct a local contrast enhancement approach by modifying the surface orientation in the concerned region. Taking the notations of the 3D Unsharp Masking algorithm [6] , our goal is to provide a fine-grained solution U(S) for enhancing a surface signal S:
where S represents the surface orientation in our context, S β denotes the smoothed version of S.
Our approach controls the effects of U(s) by introducing two efficient parameters. The first is β, called the smoothing parameter, which is used to modulate the smoothness of S β . The other one is an AEF λ(S) that is a linear function adapted to the local geometric complexity of the underlying model and the smoothing parameter β. We derive the metric λ(S) from a series of psychophysical experiments, and validate the effectiveness of the metric for general models. The kernel of our approach is consistent with the scheme of local contrast enhancement that has been studied in [9] . The way we get an optimized smooth parameter β is inspired by the weighted least square (WLS) approach introduced in [27] . We provide a stroke-based interface from 2D to 3D to facilitate rapid and intuitive selection of the locally exaggerated regions. The combination of the local adjustment and the local contrast enhancement elicits a new application of the locally controllable interface, and complements existing shape exaggeration approaches with more flexible manipulation and interactive tools.
The expressiveness of (1) has been demonstrated by previous methods like the normal enhancement [9] and the radiance enhancement [6] . Our approach, in contrast, is intended to yield more sophisticated effects by offering additionally direct and local control over the results. This add-on option is logically reasonable and operationally simple.
The rest of this paper is organized as follows. In Sect. 2, we briefly review related work. Our approach is described in Sect. 3. In Sect. 4, we introduce a WLS-based normal smoothing approach. Section 5 presents the procedure of getting an appropriate AEF by means of a series of experiments. Further, Sect. 6 extends our scheme by incorporating the local refinement, followed by the detailed results and comparisons in Sect. 7. We discuss and conclude this paper in Sects. 8 and 9.
Related work
Exaggerated shading reveals distinctive details by dynamically adjusting the extent of visual interpretation. An efficient yet simple approach [9] modifies the surface orientation to emphasize geometric discontinuity. Likewise, the radiance contrast of a scene can be locally enhanced with a 3D Unsharp Masking method [6] . Ihrke et al. [28] gave an evaluation of 3D Unsharp Masking, but it did not obtain a function to depict the relationship between exaggeration extents and underlying scenes. By optimizing the placement of lights based on the geometry, a locally consistent but globally discrepant shading effect is achieved in [13] . Likewise, the environment lighting is warped around main surface features to enhance the shape depiction of 3D objects. Another lighting based optimization approach [12] designs a light for each vertex to achieve maximum local contrast.
While these methods take into account the adaptivity of the underlying scene as well as the lighting and viewing parameters, and achieve appealing results, a direct and intuitive control by the users is desirable. For instance, a new viewindependent filter [14] is used to persuade visual attention through patchwise geometry modification. Our approach advances previous shape exaggeration approaches by allowing the users to design distinctive shape illustration without explicitly changing the geometry.
Line drawing is attractive in that it outlines a 3D object with the simplest representation to achieve an extremely abstractive shape illustration. Many methods express the shape with a variety of view-dependent curves including the contours [29] [30] [31] , suggestive contours [4, 32] , highlight lines [33] , apparent ridges [34] , and photic extremum lines [35] . Alternatively, the shape exaggeration through line drawing can be view-independent, such as the ridges and valleys [36] [37] [38] , and the demarcating curves [8] . We regard line drawing as a special type of shape exaggeration.
The WLS is an optimization framework that was first introduced to deblur noisy images [39] . It interprets the image manipulation as an energy minimization problem concerning the adaptive adjustments to the zero-and first-order continuities. By varying the domain of each of the two items, it is capable of tackling a variety of image editing tasks, including but not limited to colorization [24] , tone mapping [27] , image matting [25] , and edge-preserving tone and image manipulation [40] . Our approach takes advantage of this framework, yet is unique in that it pioneers in terms of locally controllable 3D shape depiction.
Method
The kernel of our approach is an adaptive exaggeration function (AEF) that is feasible for varied shape exaggeration methods such as the 3D Unsharp Masking [6] and the normal enhancement algorithm [9] . In this paper, we demonstrate the efficiency of the AEF under the framework of the normal enhancement scheme [9] . The significant improvement over the standard approach is the ways of localizing the exaggeration area and controlling the exaggeration strength. This is accomplished by introducing a smoothing parameter β to compute a base surface. Users only need to scribble on the target surface to indicate the effected area and the indications are propagated to the desired domain by solving a WLS-based optimization equation. A shape-relevant AEF λ(·) adapted to the local shape complexity and the smoothing parameter is designed for better control of the shape exaggeration with (1). Our system also supports local refinement to allow for more accurate local control. The entire process is shown in Fig. 1 with the following highlights: Simple user interface The users can freely specify regions of interest by drawing strokes on the target surface. In the meantime, the users specify the exaggeration parameters to determine the extent of amplifying or suppressing the visual cues of selected regions. The shape exaggeration can be performed either globally or locally.
Global WLS optimization
The WLS optimization framework supports globally or locally controllable smoothing of the surface signal. Global smoothing decomposes the model into a low frequency (base) layer and a high frequency (detail) layer by taking the intrinsic surface property into account. For the local smoothing, a set of constraints are specified and propagated into the entire domain to get an optimized layer decomposition.
Adaptive Exaggeration Function (AEF)
We conduct a series of experiments that study how object geometry, the smoothing parameter β, and the extent of detail enhancement interact to influence shape exaggeration. We then derive an AEF, a novel metric to predict how to determine the exaggeration extent to obtain a satisfactory shape exaggeration according to different geometries and smoothing parameters. We also run a confirmatory study to validate the effectiveness of our metric.
Various rendering settings Our approach can be applied to a variety of rendering settings, using object materials ranging from diffuse to specular, and providing styles that range from photorealistic to non-photorealistic.
WLS-based normal smoothing
The WLS optimization is essentially a smoothing operator, and is applied onto the surface orientation in our approach. Suppose that the input objects are triangular meshes. For each vertex v, we define an interest metric δ v (see Fig. 2 ):
Here, N(v) denotes the neighborhood of v, i.e., the dots shown in Fig. 2 . T is the tangent plane at v, n v , and n p are the normals corresponding to v and p. W c (x) and W f (x) are the weights used in the bilateral filter [10] . Specifically, W c (x) = e −x 2 /2σ 2 c is the closeness smoothing function with a parameter σ c that gives larger weights to vertices closer
f is a weighting function associated with a parameter σ f that penalizes a large variation in terms of the height from the local tangent plane.
Given a model, we group all vertex normals into a long 
where u i and g i denote a pair of normals in u and g. The second term implies the normal adjustment of the target surface in the concerned region, where the smoothing parameter β defines the smoothing effort: increasing β results in a smoother vector u, and vice versa. The weight a g i is set to be (δ g i + ε) −1 , and ε is a small constant (typically 0.0001) that prevents division by zero in areas where g is smooth.
Equation (3) can be rewritten into a matrix form:
where A is a diagonal matrix which corresponds to the set of a g i , D is an n × n sparse matrix whose element d ij is dependent on the interest metric δ v :
with The vector u that minimizes (3) is uniquely defined as the solution of the following linear system:
where L = I + βD T AD, and I is an n × n identity matrix. By solving the linear system, we get the base layer u of the input signal g and the detail layer d = g − u, as depicted in Fig. 3(a-c) . In terms of the normal enhancement, (1) becomes:
To facilitate efficient local specification, we first divide the model into a sequence of patches [49] . The segmentation allows the users to freely indicate regions of interest with a stroke-based interface. We set the regions that are not selected as a set of soft constraints in the WLS optimization framework, and set β = 0 in these regions. Thus, we can obtain a matrix M as follows:
where the superscript * denotes the parts corresponding to the selected surface patches, and V * is the vertex set in the selected regions. The effect of the local WLS-based smoothing is distinctive, as demonstrated in Fig. 3(d-f) . It faithfully reflects the user intention meanwhile making the results consistent along the region boundary.
Adaptive exaggeration function
A straightforward implementation of the local contrast enhancement through (1) is to modulate λ to get exaggerated shading. However, it is not always the ideal case when a constant parameter is employed. Often, this kind of adaptivity is desirable in many perception-related applications such Fig. 4 The test objects used in our experiment as image manipulation, tone mapping, and image matting. While the user can easily determine where the details should be amplified, suppressed, or unchanged, adjusting the exaggeration parameter patch by patch is tedious. It would be more desirable to have an adaptive scheme to automatically decide the extent of the shape exaggeration.
Stimuli
A set of images were created to allow us to explore the relationship between the geometry g, the smoothing parameter β and the exaggeration extent λ. Figure 4 shows the test objects. They are combined with some bumpy ball-like objects. The following paragraphs describe the objects and rendering parameters we used to generate the images.
Geometry:
We used the method introduced in [41] to create four object geometries (G 0 ,G 1 ,G 2 ,G 3 ), as shown in Fig. 4 . We chose these geometries because: 1) they facilitate effective analysis of the influences of geometry on the appearance; and 2) they have been widely used in the shape perception literature for similar geometries [41] [42] [43] [44] .
The smoothing parameter: The smoothing parameter β defines the smoothing degree: increasing β results in a smoother vector u, and vice versa. We chose four values: 0.1, 0.3, 0.5, 0.7, to span a significant range of low-to-highsmooth base layer, and to understand the role of the smoothing parameter β.
Illumination and material:
Recent studies have demonstrated the importance of illumination and material to the perception of shape [45, 46] . To keep our study conservative and tractable, we used the Phong shading model and a single light source. The parameters for illumination were set to be the same as those of [47] , and were proved to be the best for shape cognition in [47] . We chose the Phong shading model because it isolates shading from other cues to shape exaggeration, and is adequate for studying the exact relationship between the geometry g, the smoothing parameter β, and the exaggeration extent λ.
Experiment
Our goal is to explore the relationship between the extent λ and shape exaggeration effects with respect to different geometries and smoothing parameters. Our experiment is based on the gauge placement protocol described by Koenderink et al. [29] . Data is collected from a total of 14 subjects participating for pay. They have normal or correctedto-normal vision, and are not familiar with the goals of this study. Subjects are shown a series of gauges in random order and are asked to place each gauge correctly before moving on to the next. The subjects have no control over the position of the gauge, but its orientation. Each gauge is drawn as a small ellipse representing a disc together with a single line indicating the normal of the disc. The gauges are superimposed over the images and colored green for visibility (Fig. 5) . To avoid cuing the subjects to shape, the gauges do not penetrate or interact with the 3D model. The initial orientations of the gauges are randomly set.
At the beginning of the experiment, subjects are shown a simple example shape that is not used for data collection. The shape has examples of good and bad placements (Fig. 5) . Each time the subjects start a session, they are allowed to practice orienting gauges on the example shape before moving on to the actual task. Subjects are asked to orient the gauge by dragging with the mouse, and to advance to the next gauge by pressing the space bar.
For each object and the smoothing parameter, we created a series of images with ten different λ ranging from 0.0 to 4.0. During the experiment, 160 images were rendered by using the Phong shading model (4 geometries × 4 smoothing parameters × 10 exaggeration extents). The study was conducted on a 22-inch LCD display with a resolution of 1680 × 1050, located at a distance of 33 inches, approximately 30 degrees viewing angle horizontally. The complete session took approximately one hour.
We use the root mean square (RMS) method to measure whether the subjects understand the shape correctly. The smaller the RMS value is, the more correctly the subjects understand it. For each object and smoothing parameter, we choose the λ which results in the smallest RMS value. It is regarded as the best exaggeration degree under this condition. The best λ for each object and smoothing parameter are plotted in Fig. 6(a) . It is apparent that the best exaggeration effects with different g and β are achieved with various λ. In addition, λ increases in proportion to the increasing in g, and in proportion to the fall in β. We performed the ANOVA test to demonstrate the availability of our experiment (F (2, 16) = 1.916, p < 0.01).
Defining the metric
With the findings of our user study, we derive a metric to compute an appropriate adaptive exaggeration extent under given geometry complexity and smoothing parameter.
Firstly, we need a way to characterize a surface. Many characterizations of geometry are possible [4, 48] . We introduce a novel local complexity descriptor. When speaking of a surface Φ in the following, we mean the discrete set of points from the mesh. Let q i be the k-nearest neighbors of a point p ∈ Φ, and let n p and n q i be the surface normal vectors at these points. We define the local variation e k (p) at p as
We integrate the local variation over the local neighbor-
where S r (p) is a sphere of radius r centered at p. C k,r (p) is called the local complexity at p. The characteristic value C k,r (p) varies with respect to k and r. To ensure that C k,r (p) reflects the actual surface property, a suitable k and r should be chosen. In this paper, we set k to be 50 and r to be four folds to the average length of the model. The average surface complexity for G 0 to G 3 were {0.047, 0.177, 0.412, 0.599}. We used the least square method to fit a linear function to the parameters of the best effects, as shown in Fig. 6(a) . Figure 6 (b) shows the computed plane. Given a point (c, r, e) Fig. 7 Local complexity measure for the Ajax, Max Plank, and Lionvase models. The local complexity at each vertex is depicted with a selected color representing a test object in (G 0 , G 1 , G 2 , G 3 ) whose average complexity is closest to the local complexity in the space of (g, β, λ), the equation of the plane P is 2.356c − 1.2625r − e + 1.4463 = 0 (12)
Generalizing the metric to other models
To apply our metric to models with arbitrary geometries and smoothing parameters, we need to project these properties into their corresponding positions in P . In particular, the smoothing parameter is chosen by users. We only need to focus on the projection of the geometry complexity. We compute the local complexity at each vertex with (11), and compute λ with (12) . Figure 7 illustrates the local complexity at each vertex in the Ajax, Max Plank, and Lionvase models.
Metric validation
To test how well our metric works on other objects, we created new images using 10 additional models. We used the Standford Bunny, Gargo, Lionhead, Fish, Lionvase, Ajax, Guadalupe, Golf Ball, Elephant, and Max Plank models for examination.
We performed another experiment with 14 additional subjects participating for pay. Overall, we created 150 trials (images), of which 15 trials for each model. Among each set of 15 trials, one trial was exaggerated adaptively with our metric, and other 14 trials were exaggerated uniformly with different extents ranging from 0.0 to 4.0. The physical setup was the same as the one explained in Sect. 5.2. The entire procedure took approximately one hour. The images generated by the Ajax model were put at the start of the user study to allow the subjects to acquire experience, and the data of the model was not included in the final analysis. We use RMS method to analyze the experiment data. By ordering the RMS value, we can see whether the adaptive exaggerated effects are understood by subjects correctly. The results for the user study are summarized in Table 1 . In the second column, there are two numbers. The first number is the order number of the adaptive exaggeration effect among all effects of the object, while the second one is the total number. The order numbers of mostly models are small. We conclude that our metric is effective in producing satisfactory shape exaggeration automatically. Figure 8 shows the effect of the adaptive shape exaggeration scheme, and the comparison with uniform exaggeration scheme. In Fig. 8(c) , both the eye and face regions demonstrate stronger exaggerations than those in (b). In contrast, our adaptive scheme yields strong exaggeration in the eye region and weak exag- 
Local refinement
In addition to the WLS-based globally and locally controllable normal smoothing schemes applied to the surface in the entire domain, our system supports local refinement in a small region that means a small-sized neighborhood of userspecified strokes is regarded as the computation domain. In our experiments, a two-ring or three-ring neighborhood of the vertices covered by the strokes yields appropriate results. To perform the WLS-based smoothing locally, we use the K-Nearest-Neighbor (KNN) method to select a number of the nearest points (in our experiments, 200) in the neighborhood of the strokes, and assign them with a user-adjustable smoothing parameter. Other points in the neighborhood are set as the soft constraints. Thus, the computational expense is greatly reduced, facilitating real-time local refinement. Figure 9 and Fig. 10(c) depict the exaggeration effects on the eyes of the Turtle and Lionhead models, respectively.
Results
We implemented the proposed approach on a PC equipped with Intel Core 2 Quad Q9550 2.83 GHz CPU, 4G host memory, and Nvidia WinFast GTX 280 graphics card. Table 2 reports the experimental statistics, including the number of vertex (#V), Triangle (#T) and the time for handling (TS) the models presented in this paper. The total WLS optimization time is dominated by the parts for building and solving the linear system. We used the Intel Math Kernel Library to solve the linear system in our implementation. The "building" and "solving" columns report the time percentages with respect to TS. Figure 10 (b) shows the local exaggeration results on the hair part of the Lionhead model. Additionally, we refine the eyes locally based on (b), as shown in Fig. 10(c) .
In Fig. 11 , we show a global exaggeration result on the Golfball model, for which the AEF λ(·) is set to be a negative constant, as shown in Fig. 11(c) . This causes the convex regions to be concave, and vice versa. Figure 12 displays two exaggerated results that enhance different parts of the Fish model. Figure 12 (b) emphasizes the head, fishtail, and body parts, while Fig. 12(d) emphasizes the fin parts. In each case, shading across the region boundaries are kept continuous. The effects of the global and local approaches are compared in Fig. 13 . By presenting different regions with various visual cues, the terrain visualization can be task-tailored and user-adaptable. Another interesting example is demonstrated in Fig. 14 , where the silhouettes become more apparent for the mustache and hat parts after shape exaggeration. Figure 15 illustrates the exaggeration results on the Armadillo model with our method in photorealistic rendering style. We use wavelet based precomputed radiance transfer method [50] to render 3D objects. Our exaggeration results also can be extended to non-photorealistic rendering style, as shown in Fig. 16 . The line drawings clearly demonstrate that the feature enhancement is achieved with the globally controlled exaggeration technique.
Discussion
Our approach enhances surface features with various materials, illuminations, and styles. It may produce results similar to exaggerated shading [12] , 3D Unsharp Masking [6] or light warping approach [17] . Compared to exaggerated shading [12] , our approach exaggerates surface details with a much wider range of materials and lightings. Furthermore, exaggerated shading requires a time-consuming preprocess, suffers from light direction sensitivity, and tends to flatten the overall shape perception, as shown in Fig. 17 . The right effect shown in Fig. 17 is implemented with our system, while the left was generated by the software described in [12] . The employed parameters are: 0.8 for the contrast of the base layer, 0.2 for the contrast of the exaggerated shading. Overall our method achieves comparable effects as [12] , but leads to more appealing results in some regions such as the eyes, the right leg, and the left foot. Compared to 3D Unsharp Masking [6] , our system enhances surface features by changing normals, not radiances. Thus, our approach can keep material properties unchanged during exaggeration, while 3D Unsharp Masking increases the radiance contrast so that it may alter material properties, as shown in Fig. 18 . Compared to the light warping approach [17] , our system can be applied to various rendering styles, while the light warping approach depends on the existence of light variations in the scene. Furthermore, the shape of shadows may be distorted due to the warped light. Besides, our approach is also simpler to control compared to previous work, as it offers only one parameter: the smoothing parameter β.
Our approach shows some limitations though. First, the performance can be improved, especially on solving the WLS system. We plan to have a GPU implementation of the solver, like the one described by Buatois et al. [51] . Buatois et al. [51] describe a GPU implementation of a more general preconditioned conjugate gradient sparse matrix solver, and report speedups by a factor of 3.2 over a highly optimized CPU implementation. Second, the local exaggerated scheme assumes that the object segmentation has already been done. Concerning this issue, we expect to design a perceptiondriven mesh segmentation algorithm for easier control.
The persuading filter [14] modifies the surface geometry on a local region. While fast and simple, it may lead to nonsmooth transition among region boundary in some extreme situations. In contrast, our local exaggeration approach achieves visually attractive effect with comparable performance, as shown in Fig. 19 .
Conclusion
We have presented an interactive tool for local, intuitive, and fine-grained control over exaggerated shading. Challenges in this include how to determine the scale of local contrast and how to achieve perceptually effective results. Whether our results demonstrate a promising shape illustration may be a matter of taste. But the experimental results do indicate that our results tend to approximate the user intentions, and that it is probably intractable to get the similar results with existing shape exaggeration methods.
There are some interesting topics valuable for future exploration. The current solution for measuring the local complexity is independent of illumination and material. Additional consideration of the illumination and material configuration may lead to more plausible results. Moreover, the proposed AEF is linear, and we expect to derive a better metric by using high order functions. We also plan to design a perception-driven mesh segmentation algorithm for easier control.
