The calculation of centrality measures is common practice in the study of networks, as they attempt to quantify the importance of individual vertices, edges, or other components. Different centralities attempt to measure importance in different ways. In this paper, we examine a conjecture posed by E. Estrada regarding the ability of several measures to distinguish the vertices of networks. Estrada conjectured [9, 12] that if all vertices of a graph have the same subgraph centrality, then all vertices must also have the same degree, eigenvector, closeness, and betweenness centralities. We provide a counterexample for the latter two centrality measures and propose a revised conjecture.
Introduction
Many problems in the study of networks focus on flows along the edges of a network [20] . Although flows such as the transportation of physical objects or the spread of disease are conservative, the flow of information tends to diminish as it moves through a network, and the influence of one vertex on another decreases with increasing network distance between them [17] .
Such considerations have sparked an interest in network communicability, in which a perturbation of one vertex is felt by the other vertices with differing intensities [10] . These intensities depend on all paths between a pair of vertices, though longer paths have smaller influence. This idea is expressed in a general communicability function
where A is the adjacency matrix-whose entries are 1 if vertices i and j are connected to each other and 0 if they are not-and n is the total number of vertices in the network. The networks that we consider in the present paper are unweighted, undirected graphs with no self-edges and no multi-edges. A special version of communicability is the Katz centrality [19] , for which c k = α k (also see Bonacich power centrality [4] ). Reference [11] gives an extensive review of network communicability.
Note that one can compute the self-communicability of vertices:
From a sociological perspective, one can construe c ii as the "karma" of vertex i, as it measures its ability to receive its own influence via the graph. Subgraph centrality, which was introduced in Ref. [12] , is an example of a communicability measure and is defined as
It is a special case of self-communicability in which the weighting function is c k = 1/k! (which has computational advantages). The sum in (3) is bounded by
= e λ , so it converges. Subgraph centrality can be computed from the spectrum of the adjacency matrix [12] :
where λ j is the jth eigenvalue of A and v i j is the ith component of its associated eigenvector. We will denote the vector containing all vertex subgraph centralities as sc G and use similar notation for other centrality measures.
Centrality Measures and Their Power To Discriminate
There exist many methods to measure the centrality, or importance, of vertices or other components in a graph [20] . We consider measures of vertex centrality. Different methods for measuring vertex centrality are appropriate for different types of networks, dynamical processes on networks, and applications. In this paper, we consider subgraph centrality and four of the traditional notions of centrality: degree, closeness, betweenness, and eigenvector centralities. The degree centrality (i.e., degree) of vertex i is
A ij (4) and is simply the number of edges incident on the vertex. The eigenvector centrality of a vertex i is the value of the ith entry of the leading eigenvector of the adjacency matrix [3] :
One way to think of the eigenvector centrality of a vertex i is as the sum over k of the number of distinct paths of length k that start at vertex i normalized by the total number of paths of length k in a graph. Closeness centrality has been defined in multiple ways in the literature, but it is always a function of the mean length of the shortest paths from a vertex to each of the other vertices in a graph [8, 23] . We use the definition [13, 14] 
where P (i, j) is the length of a shortest (i.e. geodesic) path between i and j. The definition (6) is the same as the one used in Ref. [9] . The geodesic betweenness centrality of a vertex measures how often it lies on shortest paths between pairs of nodes. It is defined as [20] 
where P * jk is the number of distinct shortest paths running between vertices j and k, and P * jk (i) is the number of such paths that include vertex i.
It was noted in Ref. [9] that centrality measures such as degree, closeness, betweenness, and eigenvector centralities are unable on certain graphs to distinguish between any of its vertices-even for graphs that are not vertex-transitive. By definition, a graph is "vertextransitive" if its vertices are indistinguishable: in other words, for all pairs of vertices i and j, there exists an automorphism f : V (G) → V (G) that maps i to j.
In Fig. 1 , we show the Frucht graph, which is a cubic (i.e., 3-regular) graph on 12 vertices that has no nontrivial symmetries (i.e., it has no automorphisms other than the identity). This is the smallest regular graph [1] with this property. Because degree centrality and eigenvector centrality can be described purely in terms of the degrees of vertices and those of their neighbors, these two measures are unable to distinguish between the vertices of the Frucht graph.
In Fig. 2 , we show a graph on 6 vertices that is clearly not vertex-transitive (as there exist vertices of degrees 3 and 4) and for which all vertices have the same value for betweenness centrality [9] . Such graphs are called betweenness-self-centric (or are said to have a betweenness centralization equal to 0), and Ref. [15] includes several examples of such graphs.
In Fig. 3 , we show a graph on 8 vertices that is not vertex-transitive (three vertices form part of a triangle, but the other five do not) and for which closeness centrality is unable to distinguish the vertices from each another [9] . In this example, degree centrality and eigenvector centrality are also unable to distinguish vertices from each other. In this section, we show that Conjecture 3.1, which was originally posed in Ref. [12] , is at least partially false by giving a counterexample for betweenness centrality and closeness centrality.
A graph is called walk-regular if, for every k ∈ N, the number of closed walks in G of length k that start at vertex i is the same for all i ∈ {1, . . . , n}. Because sc i depends only on the number of closed walks (i.e., walks that start and end at the same vertex) of length k starting at i, we obtain the following corollary. A graph is walk-regular if and only if P i (Z(k) = i) = P j (Z(k) = j) for all k and for all vertices i, j ∈ V (G) [16] , where P i (Z(k) = i) denotes the probability that an ordinary random walk starting at i is back at its initial point after k steps. All vertex-transitive graphs are walk-regular, but the converse is not true [18] .
A distance-regular graph is a k-regular graph with diameter d and a set {b 0 , b 1 , . . . , b d−1 , c 1 , c 2 , . . . , c d }, with b 0 = k and c 1 = 1, such that all vertices i, j ∈ V (G) with distance (i.e., shortest path length) r between them satisfy the following property: the number of vertices in G r−1 (i) that are adjacent to j is c r , and the number of vertices in G r+1 (i) that are adjacent to j is b r [5, 21] . All distance-regular graphs are walk-regular, but a distance-regular graph need not be vertex-transitive [6] .
There exist walk-regular graphs that are neither vertex-transitive nor distance-regular [18] . We show an example of such a graph in Fig. 4 [7, 8, 7, 8, 7, 7, 7, 7, 8, 7, 8, 7] ,
In Fig. 4 , we use gray diamonds to designate the vertices with a betweenness centrality of 8 and a closeness centrality of 1/19; we use blue disks to designate vertices with a betweenness centrality of 7 and a closeness centrality of 1/18. Figure 5 shows three more examples of graphs that are walk-regular, but neither distance-regular nor vertex-transitive. Betweenness centrality can distinguish all three of these examples, whereas closeness centrality can distinguish only two of them. Figure 4 : The Godsil-McKay graph, which is walk-regular but neither vertex-transitive nor distance-regular [18] .
In Fig. 6 , we give two examples of graphs that are distance-regular (and hence walkregular) but not vertex-transitive. The examples are the Tutte 12-cage [2, 22, 24] and one of the Chang graphs [7, 25] . The vertices of these graphs cannot be distinguished by degree, eigenvector, closeness, betweenness, or subgraph centralities. The Tutte-12 cage and the Chang graphs are the only known distance-regular graphs that are not also vertextransitive.
† . Additionally, it has been proven that betweenness centrality cannot distinguish distance-regular graphs. (a) (b) Figure 6 : Two examples of graphs that are distance-regular (and hence also walk-regular) but not vertex-transitive: (a) the Tutte 12-cage [22] and (b) the first Chang graph [25] .
In fact, this is also true for closeness centrality.
Proof. Let Γ r (i) = {j|δ(i, j) = r}, where r ∈ {1, . . . , d} and δ(i, j) is the distance between vertex i and j. This is a generalization of the neighborhood Γ(i) = {j|ij ∈ E(G)}. Because we are only considering connected graphs, every j ∈ V (G) \ i is associated with a finite positive integer δ(i, j). Therefore, the sets Γ r (i) and Γ r (j) are pairwise disjoint for any i and j (with i = j), and
. Given node i, we consider the subgraph B r of G that consists of the union of Γ r (i) and Γ r+1 (i) and all edges between the two sets. We also recall that a biregular graph is a bipartite graph in which all vertices in the same partite set have the same degree. Let j be an arbitrary vertex in Γ r (i) and let k be an arbitrary vertex in Γ r+1 (i). From the definition of a distance-regular graph, we know that 
for each i. Because
depends only on |Γ r (i)| (where r ∈ {1, . . . , d}), which is independent of the node i, it follows that var(cc G ) = 0 for distance-regular graphs.
The converse of Lemma 3.5 is not true (see the counterexample in Fig. 3 ).
Conclusion
Based on the results in Section 3, we propose the following conjecture, which we call the "Modified Estrada Conjecture". Note that the ⇐ parts of the statements in Conjecture 4.1 are known to be true because of Corollary 3.3 and Lemmas 3.4 and 3.5 (and the fact that all distance-regular graphs are walk-regular).
