Abstract: An asymptotic framework for optimal control of multiclass stochastic processing networks, using formal diffusion approximations under suitable temporal and spatial scaling, by Brownian control problems (BCP) and their equivalent workload formulations (EWF), has been developed by Harrison (1988) . This framework has been implemented in many works for constructing asymptotically optimal control policies for a broad range of stochastic network models. To date all asymptotic optimality results for such networks correspond to settings where the solution of the EWF is a reflected Brownian motion in the positive orthant with normal reflections. In this work we consider a well studied stochastic network which is perhaps the simplest example of a model with more than one dimensional workload process. In the regime considered here, the singular control problem corresponding to the EWF does not have a simple form explicit solution, however by considering an associated free boundary problem one can give a representation for an optimal controlled process as a two dimensional reflected Brownian motion in a Lipschitz domain whose boundary is determined by the solution of the free boundary problem. Using the form of the optimal solution we propose a sequence of control policies, given in terms of suitable thresholds, for the scaled stochastic network control problems and prove that this sequence of policies is asymptotically optimal. As suggested by the solution of the EWF, the policy we propose requires a server to idle under certain conditions which are specified in terms of the thresholds determined from the free boundary.
Introduction
Stochastic processing networks arise commonly in manufacturing, computer and communication systems. Optimal regulation is a key objective in the design of such networks. Construction and implementation of an optimal control can in general be challenging due to complex dynamics, lack of simple Markovian state descriptors, and high frequency and throughput characteristics. An approach pioneered by Harrison [13] is to approximate the control problems for such complex networks, when the system is in heavy traffic, through certain control problems for Brownian motions. These Brownian control problems (BCP) are quite non-standard in that the control processes may not even have bounded variation sample paths. A key result of Harrison-van Mieghem [16] says that in quite general settings there are equivalent workload formulations (EWF) of such BCP which correspond to more tractable control problems. In the EWF, controls are bounded variation processes and thus these problems fall within the classical framework of singular stochastic control, although here one has the additional feature of state constraints in non-smooth domains (typically the state space is a convex polyhedral cone). Furthermore, in many examples the EWF is of much lower dimension than the original BCP, thus providing significant model + with normal reflections. Furthermore, using results of [16] an explicit solution of the BCP can be given as well. The proposed policies and the proof of asymptotic optimality in [22] and [4] are quite different -the first paper uses quite technical machinery from viscosity solution analysis of Hamilton-Jacobi-Bellman(HJB) equations whereas the paper [4] proceeds by constructing a multiple threshold policy for which the associated state process closely mimics the solution of the BCP.
Cases IIB, IIC and IID, to date have remained unsolved. One of the key obstacles in their analysis has been that in these regimes the singular control problem does not admit a simple form solution. Indeed, although Harrison's framework has provided asymptotically optimal control policies for a broad range of models, all of the available results correspond to settings where the solution of the EWF is a reflected Brownian motion in the positive orthant (with normal reflections). In [9] the authors studied the singular control problem that corresponds to the EWF for Cases IIB and IIC. Typically, solutions of singular control problems are given in terms of an open set O in the state space, referred to as the continuation region, such that starting within O no control is applied until the boundary of O is reached; if the initial condition is in(O) c (action region), an instantaneous control in a pre-specified direction is applied to bring the state to ∂O; and once inŌ, the state process is constrained in the set by suitable reflection at ∂O. In terms of the associated HJB equation, in O the value function satisfies a linear elliptic PDE while in O c a nonlinear first order PDE is satisfied; the boundary ∂O separating these two regions is referred to as the free boundary for the system of PDE and determining this boundary is called a free boundary problem. In [9] it was shown that the value function J * of the control problem is C 1 up to the boundary and the continuation region for the optimal control is given as G = {x ∈ R 2 + : x 1 ≥ Ψ(x 2 )} where Ψ : R + → R + is a Lipschitz non-decreasing function given as Ψ(w 2 ) . = sup{w 1 ≥ 0 : ∂ w1 J * (w 1 , w 2 ) = 0} .
(1.1)
One novel feature of this result is that here the principle of smooth fit ideas that have been used in previous works [3, 15, 24, 26] are not applicable and in fact C 2 -regularity of the value functions -a crucial ingredient in these works -is not available. The paper [9] constructs an optimal controlled process as a reflected Brownian motion in G reflected at ∂G = ∂ 1 G ∪ ∂ 2 G, where the direction of reflection is e 2 = (0, 1) ′ on ∂ 2 G = {x ∈ R 2 + : x · e 2 = 0} and is e 1 = (1, 0) ′ on ∂ 1 G = {x ∈ R 2 + : Ψ(x 2 ) = x 1 }. The solution is not altogether explicit since in order to determine Ψ one need the value function of the control problem, however numerical methods for computing the free boundary Ψ are available [19, 20, 8] .
The goal of this work is to use the solution of the free boundary problem from [9] (given by the function Ψ) to obtain an asymptotically optimal control policy for the corresponding crisscross network in regime IIB and IIC. We only study Case IIB here since treatment of the other case is expected to be quite similar. Recall that Case IIB corresponds to c 2 µ 2 − c 3 µ 2 < 0, c 2 µ 2 − c 1 µ 1 ≥ 0 (note that it implies c 1 µ 1 − c 2 µ 2 + c 3 µ 2 > 0). In this case serving Class 1 customers reduces cost of jobs in Buffer 1 at an (asymptotic) average rate of c 1 µ 1 . Also serving Class 2 customers reduces cost of jobs in Buffer 2 at an (asymptotic) average rate of c 2 µ 2 and at the same time increases cost at an (asymptotic) average rate of c 3 µ 2 for Buffer 3. The condition c 1 µ 1 > c 2 µ 2 − c 3 µ 2 implies that overall cost is reduced at a higher rate if Server 1 processes Class 1 customers instead of Class 2 customers. The second condition c 2 µ 2 < c 3 µ 2 says that it is cheaper to keep jobs in Buffer 2 than in Buffer 3. The third condition c 2 µ 2 ≥ c 1 µ 1 means the cost from the queues processed by Server 1 is reduced more rapidly if jobs in Buffer 2 are processed. The first condition suggests that a priority policy that favors Class 1 customers should be used, however the third condition says that the minimization of immediate workload at Server 1 will be achieved by processing Class 2 customers. Also, always giving high priority to Class 1 customers may lead to an undesirable underutilization of Server 2. Thus an optimal policy needs to suitably balance these opposing considerations. Additionally, even if there are jobs in the second queue (but say no jobs in Queue 1) it may be preferable for Server 1 to idle since holding costs in Queue 3 are higher than that in Queue 2. Thus an optimal control is not expected to be a non-idling policy. In Section 3 we describe our proposed policy that suitably takes into account the various complex features of this parameter regime. Furthermore (as in [4] ) the policy is designed so that the associated state process closely mimics the solution of the BCP given in Section 4. The policy we propose will require Server 1 to idle under certain circumstances which are specified in terms of a threshold determined from the free boundary Ψ.
For asymptotic optimality we will assume that the inter-arrival and service times have finite moment generating functions in a neighborhood of 0 (unlike [4] we do not assume these random variables to be Exponential). These conditions allow the use of certain large deviation estimates that are key in the proof of asymptotic optimality. Such large deviation techniques for obtaining asymptotically optimal control policies for stochastic networks were first introduced by Bell-Williams [1] and later also used in [14, 4, 2] . Our main result is Theorem 3.3 which under Assumptions 2.1, 2.2, 2.3 and 3.1 proves the asymptotic optimality of the control policy in Definition 3.2 with a suitable choice of threshold parameters c, l 0 , g 0 . This result treats Case IIB but, as noted earlier, Case IIC can be treated in a similar fashion. Treatment of Case IID is a challenging open problem. For this case even the solutions of the associated EWF and the BCP are currently unavailable. We have the following conjecture for the form of the solution to the EWF, which if resolved will be a key step forward in the construction of asymptotically optimal control policies in regime IID.
Note that Case IIB corresponds to a setting where Ψ 1 = Ψ, with Ψ as in (1.1), and Ψ 2 = 0. The paper is organized as follows. In Section 2 we present the queuing network considered in this work. We also introduce our main assumptions on the arrival and service processes. In Section 3 we introduce our scheduling policy and state the main result which gives asymptotic optimality of the policy with suitable choices of threshold parameters. Section 4 reviews results from [9] , in particular we present the solution of the Brownian control problem associated with the network from Section 2. Section 5 contains the proof of our main result: Theorem 3.3. Key steps in the proof of the theorem are contained in Theorem 5.4, Theorem 5.5 and Lemma 5.7, the proofs of which are given in Section 6. Theorems 5.4 and 5.5 are the most technical parts of the paper. The statement of these results are in the same vein as Theorems 4.8 and 4.9 in [4] . However these latter results assume that the interarrival and service times are exponential and the proofs in the general distribution case treated here are substantially more technical. In particular, the proof of Theorem 4.9 in [4] relies on sample path large deviation estimates for Poisson processes, whereas in the proof of Theorem 5.5, we use fixed time large deviation estimates (as in Lemma 6.1) for renewal processes. Finally the appendix summarizes some elementary facts about the one dimensional Skorohod map that are appealed to in our proofs.
The following notation will be used. n to X will be denoted as X n ⇒ X. A sequence X n of processes with sample paths in D([0, ∞) : S) is said to be C-tight if the corresponding sequence of probability laws is relatively compact (in the usual weak convergence topology) and any limit point is supported on the space of S valued continuous functions.
Queueing Network Model

Network structure
Consider a sequence of networks indexed by n ∈ N of the form in Figure 1 . The nth network consists of 3 classes of customers (corresponding to 3 buffers) and 2 servers. For k = 1, 2, customers of Class k arrive according to a renewal process with rate λ n k and receive service at Station 1. Class 1 customers leave the system once their service is completed. Class 2 customers after being served at Station 1 proceed to Station 2, where they are re-designated as Class 3 customers and get served at Station 2. The service rates for these 3 classes of customers are denoted by µ n j , j = 1, 2, 3. Within each class, customers are processed using the First-Come-First-Served discipline.
A precise mathematical description is as follows. Let (Ω, F , P) be a complete probability space; all random variables and stochastic processes described in this work are, without loss of generality, defined on this common probability space. For k = 1, 2, and j = 1, 2, 3, let {u k (i) : i = 1, 2, · · · } be a sequence of i.i.d. random variables with mean 1 and standard deviation σ k , and {v j (i) : i = 1, 2, · · · } a sequence of i.i.d. random variables with mean 1 and standard deviation ς j . In the nth network, for k = 1, 2 and j = 1, 2, 3, the inter-arrival times {u n k (i) : i = 1, 2, · · · } for Class k customers, and the service times 
where λ n k , µ n j ∈ (0, ∞) are the arrival and service rates. We further assume that the sequences of interarrival times and service times are mutually independent for each n ∈ N. Define
Then the arrival and service processes can be described as follows:
Thus A n k (t) represents the numbers of customers of Class k who have arrived up to time t and S n j (t) represents the number of customers of Class j who would have finished service up to time t if the corresponding server had continuously served Class j customers during time interval [0, t]. We make the following assumptions on the arrival and service rates.
The following is our main heavy traffic assumption. Assumption 2.2. The following relations hold for the arrival and service rate parameters:
1)
and there exist b i ∈ R, i = 1, 2, 3, such that
Condition (2.1) says the traffic intensities at both stations converge to 1 as n → ∞, while the convergence rates of the traffic intensities are characterized in (2.2).
Finally, we make the following assumption on the logarithmic moment generating functions for interarrival and service times that enables certain large deviation estimates for the renewal processes A n k , S n j (see Lemma 6.1).
Assumption 2.3. There is a non-empty open neighborhood
O of 0 ∈ R such that for all l ∈ O, Λ a,k . = log E(e lu k (1)/λ k ) < ∞, Λ s,j . = log E(e lvj (1)/µj ) < ∞, k = 1, 2, j = 1, 2, 3.
Scheduling control
Scheduling control for the nth network is described by a vector-valued allocation process
where for j = 1, 2, 3, T n j (t) represents the cumulative amount of service time devoted to Class j customers in the time interval [0, t]. The idle time processes at two servers are defined as follows:
For simplicity, we assume the system is initially empty. Then the queue-length processes corresponding to the three types of customers can be described as follows. For t ≥ 0,
We write
In order to precisely formulate the family of admissible control policies, we need to introduce the notion of multi-parameter filtrations and stopping times (cf. Section 2.8 of [12] ). Define for a = (
} is a multiparameter filtration with the following (partial) ordering
} multiparameter stopping time is a random variable T which takes values inN 5 , whereN = N ∪ {∞}, such that
The σ-field associated with such a stopping time is given by
The scheduling control process {T n (t)} is required to satisfy the following conditions. 
From (i) and (ii), we see that for all j = 1, 2, 3, Although condition (iv) above appears somewhat technical, it is a natural non-anticipativity property and Theorem 5.4 of [5] shows that the condition is satisfied for a very broad family of control processes. Any process T n satisfying the above conditions will be referred to as an admissible control policy for the nth network.
Scaled processes
Now we define fluid-scaled and diffusion-scaled processes corresponding to the processes described above. For each n ∈ N, define for t ≥ 0,T n (t) . = n −1 T n (nt). ProcessesĪ n ,Ā n ,S n ,Q n are defined similarly. These will occasionally be referred to as fluid scaled processes.
We also defined diffusion-scaled processes:
We next define the workload process
, which measures the amount of service needed for customers that are in the system at time t. More precisely, for t ≥ 0, define
The fluid and diffusion scaled workload processes are defined as follows: For t ≥ 0,
Main Result
We consider an expected infinite horizon discounted cost, associated with an admissible control T n and the corresponding normalized queue-length processQ n , given as follows:
where γ ∈ (0, ∞) is the discount factor and c ≡ (c 1 , c 2 , c 3 ) ′ is a strictly positive vector of holding costs. The aim is to find a sequence {T n } of scheduling control policies which is asymptotically optimal, namely it satisfies
where the infimum is over the set of all admissible control policy sequences {T n } n∈N . We make the following assumption on the service rates and the holding cost parameters.
As noted in the Introduction, this parameter regime is the Case IIB considered in [22] and an optimal policy needs to suitably balance several considerations such as, overall cost is reduced at a higher rate if Server 1 processes Class 1 customers instead of Class 2 customers; it is cheaper to keep jobs in Buffer 2 than in Buffer 3; the cost of jobs in the queues processed by Server 1 is reduced more rapidly if jobs in Buffer 2 are processed; and that it is undesirable to have Server 2 idle when there is work in Buffer 2.
We now describe our proposed policy which suitably takes into account the various complex features of this parameter regime. The policy is motivated by the form of the solution of the Brownian control problem associated with this control problem. This point will be explained further in Section 4 (see comments below Corollary 4.6) where the Brownian control problem is studied in detail.
Fix c, l 0 ∈ (1, ∞) and g 0 ∈ (0, ∞). Define L n . = ⌊l 0 log n⌋ and C n . = ⌊c 0 log n⌋, where c 0 = cl 0 . Since we are only interested in asymptotic optimality, we will assume without any loss of generality, that n ≥n, wheren is such that for all n ≥n, C n − L n − 1 ≥ 1 and
The control policy will be specified in terms of the free boundary {(x 1 , x 2 ) : x 1 = Ψ(x 2 )} where Ψ is as specified in (1.1) with J * as in (4.23).
Definition 3.2 (Control policy).
The policy is as follows. Server 2 processes jobs from Buffer 3 whenever the buffer is nonempty. The sequencing policy for Server 1 is as follows. At time s ∈ [0, ∞),
serve Class 1 customers (provided the queue is non-empty) if either Q
Remark 3.1. The free boundary Ψ is given in terms of the value function J * of the Workload Control Problem in Section 4. Although this function does not have a closed form expression, there are well developed numerical methods for solving such free boundary problems (see [20, 23, 19, 8] ). Remark 3.2. We note that the proposed control policy addresses many of the complex features of the parameter regime. In particular the policy says that if Queue 1 is sufficiently large then it receives priority, unless there is a risk of Server 2 idling despite there being jobs in Queue 2. Furthermore, Server 1 idles when Queue 1 is (asymptotically) negligible and there is enough work in Queue 3, so as to keep jobs in the buffer with a lower holding cost. This latter property is enforced by the last line in the control policy that involves the free boundary function Ψ. [5] it follows that the control policy in Definition 3.2 is an admissible control policy in the sense of Section 2.2. An explicit representation for the policy in terms of a vector allocation process T n can be given in a manner analogous to Remark 3.8 of [4] .
The following is our main result, which gives the asymptotic optimality of the policy proposed in Definition 3.2. The limit of the cost under the proposed policy is characterized in Theorem 5.2 in terms of the solution of a Brownian control problem. Theorem 3.3. Let g 0 ∈ (0, ∞). There exist c,l ∈ (1, ∞) such that the sequence of scheduling controls {T n } defined in Definition 3.2 with threshold parameters c, l 0 , g 0 , with l 0 ≥l, satisfies
where the infimum is taken over all admissible control policy sequences {T n }. 
where ǫ ∈ (0, (µ 1 − λ 1 )/4) and p 0 ∈ O. Let c = 1 + 4 θ4 . Next let γ 4 be as in Theorem 5.5. From (6.45) we see that γ 4 can be taken to be
where ǫ 1 , d, K, θ are as in (6.26) . Finally, letl > max{1,
Brownian Control Problem and Equivalent Workload Formulation
We now introduce the Brownian control problem associated with the control problem from Section 3. Roughly speaking, the BCP is obtained by taking a formal limit of the sequence of queueing control problems. Using the scaling defined in Section 2.3, we have, from (2.3), for a given sequence of admissible control policies {T n }, and for all t ≥ 0,
3), we get the following relationships:
It can be argued (see for example Lemma 3.3 in [5] ) that, under 'reasonable' control policies,T n ⇒T * and consequently, using functional central limit theorem for renewal processes, under such policiesX
where X is a three-dimensional Brownian motion that starts from the origin and has drift (
which are nondecreasing processes starting from 0. Thus taking a formal limit as n → ∞ in (4.4), we arrive at the following BCP.
Definition 4.1. Let X be a three dimensional Brownian motion as in (4.6), given on some filtered probability space (Ω, F , {F t } t≥0 , P). The Brownian control problem is to find an
′ , which minimizes
subject to the following conditions. For all t ≥ 0,
We will refer to any {F t }-adapted processỸ = (Ỹ 1 ,Ỹ 2 ,Ỹ 3 ) ′ satisfying (4.8) and (4.9) as an admissible control for the BCP and an admissible control that achieves the minimum cost as an optimal control for the BCP.
We now introduce an equivalent workload formulation of the above BCP that makes use of a certain static deterministic linear programming (LP) problem. Recall the workload process defined in (2.5). Using (4.4) and (4.7), we have for t ≥ 0,
Consider the LP problem defined as:
A straightforward calculation using the fact that c 1 µ 1 − c 2 µ 2 + c 3 µ 2 > 0 shows that the value of the LP isĥ 12) and the optimal solution is
Using (4.12), and taking a formal limit in (4.10), we arrive at the following control problem, which is usually referred to as the equivalent workload formulation (for the BCP in Definition 4.1).
Definition 4.2. Let X and (Ω, F , {F t } t≥0 , P) be as in Definition 4.1. The equivalent workload formulation (EWF) is to find an 14) subject to the following conditions. For all t ≥ 0
where
We will refer to any {F t }-adapted processĨ = (Ĩ 1 ,Ĩ 2 ) ′ satisfying (4.15) as an admissible control for the EWF and an admissible control that achieves the minimum cost as an optimal control for the EWF.
The BCP and EWF of the above form were first introduced by Harrison in [13] , and they have been used extensively in the study of optimal scheduling for multiclass queuing networks in heavy traffic (see [16, 1, 2, 14, 18, 4, 11, 5, 6, 7] ). In particular, the BCP and EWF introduced here are identical to those in [4] . The following lemma says that in order to solve the BCP it suffices to solve the associated EWF. The proof of this lemma is straightforward from (4.12) and (4.13) and we refer the reader to Section 3.1 of [4] for details.
Lemma 4.3. SupposeĨ
* is an optimal control of the EWF. Denote byW * the corresponding optimal workload (which is defined by (4.15) withĨ replaced byĨ * ). Define when µ 3W * 17) and when µ 3W *
ThenỸ * is an optimal control of the BCP.
We note that ifỸ * is an optimal solution of the BCP, then the corresponding optimal queue length isQ *
. Although the BCP and EWF here are the same as those in [4] , the solutions to these problems are much less straightforward than in [4] . The latter paper considers the Case IIA, where, in particular, c 2 µ 2 − c 3 µ 2 ≥ 0 and c 2 µ 2 − c 1 µ 1 ≥ 0. In their setting,ĥ is a non-decreasing function of both its arguments and consequently, the solution of the EWF is trivial, in that it is given by the solution of the one-dimensional Skorohod problem (see Appendix A for the definition and properties of Skorohod problem). However for the regime considered here,ĥ no longer has the above monotonicity property and thus a simple closed form solution of the EWF or BCP is not available. The BCP in Cases IIB and IIC has been investigated in [9] where using certain optimal stopping problems a solution of the EWF has been provided in terms of the free boundary associated with the control problem. Below we summarize some key results from [9] that will be needed here.
Consider the workload control problem in Definition 4.2 corresponding to an arbitrary initial condition. More precisely, letting B and (Ω, F , {F t } t≥0 , P) be as in Definition 4.2, and w = (w 1 , w 2 ) ′ ∈ R 2 + , the control problem is to find an R 
subject to the following conditions: For t ≥ 0, ′ as an admissible control for the initial condition w. Define the optimal value function as:
where the infimum is taken over all admissible controls for the initial condition w. From Theorem 3.1. of [9] , J * is a C 1 function on R 2 + . Now define for w 2 ∈ R + , Ψ : R + → R + as in (1.1). The following result is taken from [9] . Lemma 4.4 (Lemma 5.1. of [9] ). The function Ψ has the following properties.
(ii) Ψ is non-decreasing and Lipschitz continuous with Lipschitz constant bounded by
The following result from [9] gives an optimal solution of the workload control problem in Definition 4.2.
Theorem 4.5 (Theorem 5.2. of [9] ). For t ≥ 0, define
where for z ∈ R, z − = − min{0, z}. Then the minimum value of (4.14) over all admissible controls is given as
is an optimal control for the EWF.
Consider the one dimensional Skorohod map Γ :
Roughly speaking, the process W * behaves like the Brownian motion (B 1 , B 2 ) ′ in the interior of G and it is reflected on the boundary of G, where the directions of reflection on {x ∈ R 2 + : x · e 2 = 0} and {x ∈ R The solution to the BCP given above suggests the following control policy for the n-th network. Note that the set {Q *
Since on this set Q * 3 (t) = 0, a good policy for the n-th network should keepQ
(t) the policy should ensure thatQ n 1 (t) is close to 0. This motivates the thresholds L n = ⌊l 0 log n⌋ and C n = ⌊c 0 log n⌋ introduced above Definition 3.
under the policy in Definition 3.2, Server 1 processes Class 2 customers (leading to an increase in Q n 3 (t)) only when Q n 3 (t) < C n −1. Thus C n can be interpreted as the level of 'safety stock' that prevents idleness of Server 2. Since in the diffusion scaling the safety stock levels approach 0 (i.e. C n / √ n → 0 as n → ∞) the policy ensures thatQ n 3 is close to 0 in this regime. Similarly when Q
processes Class 1 jobs as soon as Q
, ensuring that in this regimeQ n 1 remains close to 0. We refer the reader to Corollary 5.6 for a convergence result that makes these statements precise. Finally, (4.28) suggests that under a near optimal policy the conditionŴ n (t) ∈ G for all t should be satisfied approximately for large n. As shown in Lemma 5.7, the policy in Definition 3.2 satisfies this property. The proof of this lemma relies on the key idleness property formulated in the last line of Definition 3.2.
Proof of asymptotic optimality
In this section we prove Theorem 3.3 which gives the asymptotic optimality of the policy proposed in Definition 3.2 for a suitable choice of threshold parameters g 0 , c and l 0 . We begin with the following result which is an immediate consequence of Theorem 3.1 of [5] .
Theorem 5.1. Let for n ≥ 1,T n be an admissible control policy for the n-th network. Then with
The above theorem says that the optimal cost of the BCP is a lower bound for the asymptotic cost for any sequence of admissible control policies. Thus it suffices to show that the sequence of policies in Definition 3.2 (with a suitable choice of threshold parameters) asymptotically achieves the optimal cost of the BCP. This is done in the theorem below.
Theorem 5.2. There exist c,l ∈ (1, ∞) such that for any g 0 ∈ (0, ∞) and l 0 ∈ [l, ∞), the sequence of control policies {T n } in Definition 3.2 with threshold parameters c, l 0 , g 0 , satisfies the following:
where (Ŵ n ,Î n ) are defined as in Section 2 using the above sequence of control policies, and 
where the infimum is taken over all admissible control sequences {T n }. Also, with {T n } as in Theorem
Combining the above two inequalities, we have inf lim inf n→∞Ĵ n (T n ) = J * (0) = lim n→∞Ĵ n (T n ).
Rest of this section is devoted to the proof of Theorem 5.2. The proof relies on three technical results: Theorem 5.4, Theorem 5.5 and Lemma 5.7, the proofs of which are postponed to Section 6. Throughout this section {T n } will denote the sequence of control policies in Definition 3.2 with some choice of threshold parameters. We begin with the following lemma from [4] . 
−γt 1 {g(t)=0} dt = 0 . Let ǫ n be a sequence of non-negative real numbers converging to 0. Then for all T > 0, the following hold:
For n ∈ N, κ ≥ κ(c), and t ≥ 0, define the events:
(5.2) Proofs of the following two results are given in Section 6.
Theorem 5.4. There exist θ i ∈ (0, ∞), i = 1, 2, 3, 4 and n 0 ∈ N such that for the sequence {T n } with threshold parameters l 0 > 1, c > 1, g 0 > 0 and with E κ (n, t) defined as in (5.2)
whenever κ ≥ κ(c), n ≥ n 0 and nt ≥ 2.
Theorem 5.5. There exist n 1 ∈ N, ǫ ∈ (0, 1), γ i = γ i (c) ∈ (0, ∞), i = 1, 2, 3, 4, and d = d(c) ∈ (0, ∞), such that for the sequence {T n } of control policies with threshold parameters c > 1 and arbitrary l 0 > 1, g 0 > 0,
whenever n ≥ n 1 and nt ≥ 2/ǫ, where
An immediate consequence of the above two theorems is the following. , and let γ i ∈ (0, ∞), i = 1, 2, 3, 4 and d be as in Theorem 5.5. Choosel ∈ (1, ∞) to be large enough so that γ 4l > 3. Fix t ≥ 0. Then for all l 0 ≥l, g 0 > 0 and sequence {T n } of control policies with threshold parameters c, l 0 , g 0 the probabilities in (5.3) and (5.4) tend to 0 as n → ∞ for all κ ≥ κ(c). In particular, as n → ∞,
For the rest of this section we fix threshold parameters c, l 0 , g 0 and constants d, κ as in Corollary 5.6. We will suppress κ and d in the notation for B d (n, s), E κ (n, s). We next provide a lower bound for W n 1 (t) − √ nΨ(W n 2 (t)/ √ n), t ≥ 0, which will ensure thatŴ n (t) ∈ G asymptotically. The proof is given in Section 6.
Lemma 5.7. There exist C 1 , C 2 ∈ (0, ∞) such that for t ≥ 0, we have
The following asymptotic property of the sequence {T n } will play a key role. RecallT * defined in (4.5) and the fluid scaled processesT n introduced in Section 2.3.
Proof. From the second expression in (4.10), we have for t ≥ 0,
and thuŝ
Note that the last term on the right hand side of (5.6) is equal to 0 when t = 0, and is nondecreasing, and increases only when the term on the left hand side of (5.6) is 0. Therefore the left side of (5.6) can be represented in terms of the one-dimensional Skorohod map Γ (see Proposition A.2 (i)) and we have for t ≥ 0,
Thus using the Lipschitz continuity property of the Skorohod map (see Proposition A.2 (ii)), we have for t ≥ 0,
From functional central limit theorem for renewal processes,Â n andŜ n converge weakly to Brownian motions. Combining this with the fact thatT n i (t) ≤ t for n ≥ 1 and t ≥ 0, we have for all t ≥ 0,
Next from Corollary 5.6 we have for t ≥ 0, t 0 1 B(n,u) dÎ n 2 (u) → 0 in probability. Finally, since dl0 log n µ n 3 n → 0 as n → ∞, we have sup 0≤s≤tW n Next using the representation forŴ n 1 from (4.10), we havê
where C(n, t) = {Ŵ
Note that the scheduling policy described in Definition 3.2 is such thatÎ n 1 is equal 0 when t = 0, is non-decreasing, and increases only if the left hand side of the above equation is 0. Thus using the characterizing property of the one dimensional Skorohod map we have for t ≥ 0,
By the Lipschitz property of Γ and Ψ we now have,
As for (5.8), we have 2
→ 0 in probability.
Using this along with (5.9), we now get
From (5.9),(5.13) and (4.10), we haveQ n ⇒ 0 as n → ∞. Finally, using functional central limit theorem for renewal processes again, we have
Hence, the conclusion follows from (4.1) and the fact thatQ n ⇒ 0.
The following theorem gives certain uniform integrability properties that will be needed to prove Theorem 5.2. 
The result for i = 1 now follows from the above estimate along with the property (5.15) forŴ n 2 .
We now prove the main result of this section, Theorem 5.2.
Proof of Theorem 5.2. Let c,l be as in Corollary 5.6 and consider the sequence {T n } with threshold parameters l 0 ≥l, g 0 > 0 and c as above. From Lemma 5.8 and functional central limit theorem for renewal processes, it follows thatX n ⇒ X,
where X is as introduced below (4.6). Define processesẐ Next, from (4.6),X n 2 Also from Lemma 5.7, for some c 1 , c 2 ∈ (0, ∞),
and from Lemma 5.8,Q n ⇒ 0. Using these observations in (5.22) we see that 
. This proves part (i) of the theorem. For the second part of the theorem, we observe that from Theorem 5.9 and first part of this theorem,
From (4.10) we see that
Combining (5.24) with Lemma 5.3 and using the definition of Q * 2 we now have exactly as in the proof of Theorem 4.2 of [4] ,
Finally using (5.24), (5.25), (4.10) and Corollary 5.6 it immediately follows that
The result now follows from the definitions ofĴ n (T n ) and J * (0).
Proofs of Theorems 5.4 and 5.5, and Lemma 5.7
We begin with the following large deviations estimate for renewal processes, which will be extensively used in our proofs. In the form stated below, the result can be found in [2] (see also [1] ). For each n ∈ N, let ν n > 0 be such that lim n→∞ ν n = ν, and for each n ∈ N and i = 1, 2, 3, . . ., let η n i = ν ν n η i . Given ǫ ∈ (0, ν/2), let n({ν n }, ǫ) ∈ N be such that when n ≥ n({ν n }, ǫ),
For each n ∈ N and t ≥ 0, let
and Θ 2 (ν, ǫ) = Λ * 1
. Then Θ i (ν, ǫ) > 0 for i = 1, 2, and for n ≥ n({ν n }, ǫ) and t ≥ 2/ǫ,
2)
and for n ≥ n({ν n }, ǫ) and t ≥ 0,
Furthermore, if η 1 has the same distribution as η i , i ≥ 2, then for each n ≥ 1, t ≥ 0, and 0 < p 0 ∈ O and any m ∈ N,
For k = 1, 2 and j = 1, 2, 3, denote by Λ * a,k and Λ * s,j the Legendre-Fenchel transform of Λ a,k and Λ s,j , respectively, where the latter functions are as introduced in Assumption 2.3. These transforms along with Lemma 6.1 applied with sequences {v j (i)/µ j } i∈N , {u k (i)/λ k } i∈N , j = 1, 2, 3, k = 1, 2, will play a key role in the proofs of Theorems 5.4 and 5.5.
Let {G n 1 (t)} t≥0 be the filtration in Section 2.2 associated with the sequence {T n }. We next introduce a family of {G n 1 (t)}-stopping times as follows: For k ∈ N, 
We also note that for
In view of (6.6) and (6.7), to estimate P(E(n, t)), it suffices to focus on [τ
n to become larger than or equal to L n . Each up-crossing requires at least one service completion of Server 1. Let
Then we have that
2) in Lemma 6.1, when n ≥ max{n({λ n 1 }, 1), n({λ n 2 }, 1)} and nt ≥ 2, we have
where for ǫ > 0, Θ a,i 1 (λ i , ǫ), i = 1, 2, are defined as Θ 1 in Lemma 6.1 on replacing Λ * with Λ * a,i . Also,
Next, for each k ∈ N, we define a sequence of stopping times within [τ
Also, there exists n 1 ∈ N such that when n ≥ n 1 , we have
µ2 , we have from (6.12) that when n ≥ n 1 ,
Thus to estimate P(E(n, t)), it suffices to consider the intervals [η
We now estimate how many such subintervals are within [τ n 2k−1 , τ n 2k ∧ nt). We observe that each η n,k 2l−1 corresponds to at least one additional arrival to Buffer 1 or one additional job completion for Buffer 3. Recall k n defined in (6.8). As in the proof of (6.9) we have, for all n ≥ max{n({λ n 1 }, 1), n({λ n 2 }, 1)} and nt > 2,
Thus from (6.9), (6.10) and (6.13) we have for n ≥ max{n({λ
where the last inequality follows on noting that κ > 4 c−1 . Let n 2 ∈ N be such that when n ≥ n 2 , we have
µ2 }, we have that, when n ≥ n 2 ,
Note that since κ ≥ max{ 2µ1 µ2 , 4}, we have that
Since κ ≥ κ ′ , for n ≥ max{n({λ n 1 }, 1), n({λ n 2 }, 1), n 1 , n 2 } and nt ≥ 2,
Next note that
From this, we see that for s ∈ [η n,k 
Using this fact, the probability in (6.15) can be estimated by analyzing a GI/GI/1 queue with interarrival timesũ 2l−1 in Buffer 1. Let {Q n (t)} t≥0 be this GI/GI/1 queue length process and define
Noting that when n ≥ n 1 ,
and using (6.14), we see that
Let ǫ ∈ (0, (µ 1 − λ 1 )/4), and define
n andS n be the arrival and service processes of the GI/GI/1 queue, and consider
From (6.2) and (6.3) in Lemma 6.1, for n ≥ max{n({λ n 1 }, ǫ), n({µ n 1 }, ǫ)}, and t n ≥ 2/ǫ, we have
2 is defined as Θ 2 in Lemma 6.1 by replacing Λ * with Λ * s,1 . Next using (6.2) and (6.4) in Lemma 6.1, is defined as Θ 1 in Lemma 6.1 by replacing Λ * with Λ * s,1 and 0 < p 0 ∈ O. Thus for n ≥ max{n({λ n 1 }, ǫ), n({µ n 1 }, ǫ)}, and t n ≥ 2/ǫ, we have
Recall that ǫ ∈ (0, (µ 1 − λ 1 )/4). Thus there exists n 3 ∈ N such that when n ≥ n 3 , we have
, we see that for all n ≥ n 3 , on H n , t n ≥ β n . Next, on this set, for s ∈ [0, β n ] and n ≥ n 3 , we have
Recall from (6.14) that κ ′ > 2µ1 µ2 , and so there exists n 4 ≥ n 3 such that when n ≥ n 4 , we have κ ′ > 3µ n 1 2µ n 2 , and so for such n, on H n ,
Then for n ≥ n 4 , P(H n ∩ I n ) = 0, and so for n ≥ max{n({λ n 1 }, ǫ), n({λ n 2 }, ǫ), n 1 , n 4 }, the probability in (6.17) is bounded by P((H n ) c ). Combining this with (6.15) and (6.19), we finally have for sufficiently large n and t ≥ 2/n,
(6.20) Thus we have shown that, there exist θ 1 , θ 2 , θ 3 , θ 4 ∈ (0, ∞) such that for sufficiently large n and t ≥ 2/n, we have P(E(n, t)) ≤ θ 1 (nt + 1) 2 exp{−θ 2 (nt + 1)} + θ 3 (nt + 1) 3 n −θ4(c−1)l0 .
Proof of Theorem 5.5
Throughout this section {T n } will denote the sequence of control policies in Definition 3.2 with some choice of threshold parameters.
We now introduce a sequence of {G n 1 (t)} t≥0 stopping times, which will be used in the proof of Theorem 5.5. First recall the stopping times τ n l , l ∈ N 0 in (6.5). As in [4] , for k ∈ N, we define a sequence of stopping times within [τ
Recall the multi-parameter filtration {G n (a, b) : a ∈ N 2 , b ∈ N 3 } and multi-parameter stopping times introduced in Section 2.2. Lemma 6.2 below is taken from [1] .
The following lemma follows along the lines of Lemma 7.5 of [1] . The proof is omitted.
Proof of Theorem 5.5. From the definition of stopping times in (6.5) we see that, for s ∈ [τ
and therefore for such s, Q n 3 (s) > 0. Consequently, since Server 2 does not idle unless Buffer 3 is empty, we have
Thus we only need to consider time intervals [τ 
Then from (6.22), we have when n ≥ max{n({µ n 2 }, 1)}, and nt ≥ 2,
.
, and so a typical summand in (6.23) is equal to
In the following, we estimate the probabilities in (6.24) and (6.25) separately. We will use the following constants:
(6.26)
There exists n 1 ∈ N such that when n ≥ n 1 , also noting that λ 2 = µ 3 from Assumption 2.2, we have
For the rest of the proof we assume n ≥ n 1 . Define for s ≥ 0,
Now denote by B n,k m the event in (6.24), i.e.,
We claim that, with D
To see this, note that
By the definition of β
, we need at least 
Next note that 1 2
(6.27) From (6.2) in Lemma 6.1, Lemmas 6.3, and 6.2, and a conditioning argument, when nt ≥ 2/ǫ 1 and n ≥ max{n({µ
This proves the claim. Next,
Thus there must be at least 
From (6.27), and using similar argument as in (6.28), we have the following upper bound for the probability in (6.29),
Next consider the event
(6.32) From Lemmas 6.2, 6.3 and (6.2) in Lemma 6.1, when n ≥ max{n({µ
Letṽ n 2 andṽ n 3 denote the residual service times for the jobs in service at time β n,k m in Buffers 2 and 3, respectively. Then from (6.3) in Lemma 6.1, and once again using Lemmas 6.2, 6.3, we have
. Now using (6.4), similar to (6.18), we have for i = 2, 3,
where 0 < p 0 ∈ O. Combining the above estimates, we have
We next observe that on the intersection of (A n,k m ) c and the event in (6.30), for s ∈ [0,
Also on this set,η
Consequently, according to our policy, Server 1 works on Buffer 2 continuously over the interval [β
. Thus, on this set,
However this contradicts (6.35) and so we must have that the intersection of (A n,k m ) c and the event in (6.30) is empty. Thus the probability in (6.30) can be bounded by P(A n,k m ), and combining this observation with (6.34) and the bound on the probability in (6.29) obtained in (6.31),
(6.36)
We now consider the event in (6.25), and denote it by C n,k m , i.e.,
= 0, and so Q n 2 (β n,1 1 ) = 0, which is a contradiction to the definition of β n,1 
Noting that
we have when n ≥ max{n({µ
Using a similar argument as for (6.30), we see that
We now consider the probability in (6.39). Define t 0 . = L n 4µ3 , and
For s ∈ [0, t 0 ], j = 2, 3 and l = 0, . . . , N − 1, define
Consider the event
We first estimate P(E n,k m,1 ). Clearly,
Now from Lemmas 6.3, 6.2 and (6.2) in Lemma 6.1, we have for 
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Using similar arguments as in (6.18) and (6.33), we have for j = 2, 3,
where 0 < p 0 ∈ O. Thus
On the intersection (E n,k m,1 ) c and the event in (6.39), we have Q 
Repeating this argument N times we see that on the intersection ∩ Combining the above estimate with (6.9), (6.23) and (6.36), we have for large enough n and nt ≥ ǫ 1 , P(R(n, t)) ≤ k n k Thus, we can find positive constants γ i , i = 1, 2, 3, 4, such that for large enough n and nt ≥ ǫ 1 , P(R(n, t)) ≤ γ 1 (nt + 1) 2 e −γ2nt + γ 3 (nt + 1) 3 n −γ4l0 .
Proof of Lemma 5.7
Recall the stopping times {τ n k } k∈N0 defined in (6.5) and note from Lemma 4.4 that when t ∈ [τ n 2k−2 , τ n 2k−1 ), The following proposition summarizes some well known properties of the 1-dimensional SP (see [10] for a proof). Then z(t) ≥ Γ(x)(t), t ≥ 0.
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