Abstract:We prove that the algebraic sum of unbounded normal operators satisfies the square root problem of Kato under appropriate hypotheses. As application, we consider perturbed Schrödinger operators.
Introduction
Let C be a normal operator (not necessarily bounded) in a (complex)
Hilbert space H. Using the spectral theorem for unbounded normal operators, it is well-known that C can be expressed as In this paper we are concerned with the square root problem of Kato for the sum of operators A and B.
In section 2, we prove that the algebraic sum S satisfies the square root problem of Kato under suitable hypotheses, that is:
Also, since the algebraic sum S is is not always defined (see, e.g., [ 5, 8 ] ). We shall define a "generalized" sum A ⊕ B of A and B. One can then prove that such a "generalized" sum satisfies the square root problem of Kato under suitable hypotheses. As application we shall consider perturbed Schrödinger operators.
Recall that more details about the well-known square root problem of
Kato can be found in [1, 4, 7, 9, 11] .
Throughout this paper we assume that A and B can be decomposed as
where
2 )
The following assumptions will be made
Consider the sesquilinear forms associated with A and B:
According to Bivar-Weinholtz and Lapidus (see, e.g., [2 , pp. 451] ) the "Gen- 
Applying (H 2 ) to (1.4), we see that ξ admits the following representation
Square Root Problem of Kato
In this section we show the algebraic sum S = A + B satisfies the square root problem of Kato under suitable conditions. We also show the same conclusion still holds if we consider the square root problem of Kato for the "generalized" sum defined above.
We have 
Proof. Consider the sesquilinear form ξ = φ + ψ given by (1.6). Let Ω ξ =
(Ω, . ξ ) be the pre-Hilbert space Ω equipped with the inner product given
Since the sum form A 1 ⊕ B 1 is a nonnegative selfadjoint operator. It easily follows that Ω ξ is a Hilbert space, and therefore ξ is a closed sesquilin-
Thus ξ is a closed densely defined sesquilinear form.
Assumptions (H 3 ) and (H 4 ) clearly imply that: there exists a constant
Therefore ξ is a sectorial sesquilinear form. In summary, ξ is a closed densely 
In the same way, for the conjugate ξ * of ξ we have
Since D(ξ) = D(ξ * ) = Ω and from (2.1), (2.2). It follows that
We now consider our investigation related to the square root problem of Kato for the "generalized" sum of operators defined above. We show that the same conclusion still holds under appropriates assumptions.
. Then we conclude using a result of Lions (see, e.g., Indeed if A + B is maximal and since A ⊕ B is an m-sectorial extension of it. Then they coincide everywhere.
Applications
In this section we give an application related to the algebraic sum case.
Consider the algebraic sum given by a perturbation of the Schrödinger operator S Z = −Z∆ + V with Z a complex number and V is a singular complex potential. Let X ⊂ R d be an open set and assume that our Hilbert space H = L 2 (X). Let Φ be the the sesquilinear form given by
where Z = α − iβ is a complex number satisfying the following conditions:
α > 0, β > 0, and β ≤ α. The previous conditions on Z clearly that the sesquilinear form Φ is sectorial.
Let V be a measurable complex function and let Ψ be the sesquilinear form given as
Throughout this section we assume that the potential V ∈ L 1 loc (X) and that there exists θ ∈ (0, π 2 ) such that
In other words, the sesquilinear form Ψ is sectorial. Under the previous assumptions Φ and Ψ are closed densely defined sectorial forms. The operators associated with both Φ and Φ are given as
It is not hard to see that A Z , B are unbounded normal operators in L 2 (X).
One can decompose them as A Z = A 1 Z − iA 2 Z where A 1 Z = −α∆ and A 2 Z = −β∆ are nonnegative selfadjoint operators, and
V are nonnegative selfadjoint operators (that is justified by (3.3) ). Now one assumes that X = R d . Thus the operator associated with Ξ = Φ + Ψ (by the first representation theorem of Kato) is the closure of the algebraic sum S Z (ie., −Z∆ + V ) and it is m-sectorial (see, e.g., [3] ). In fact such an operator is defined as
and their intersection is dense in L 2 (R d ). Therefore applying Theorem 2.1 to the operators A Z and B. It easily follows that
For instance considering the case d = 1. Then we have
Remark 3.1. We may illustrate theorem 2.2 by considering both A Z and B defined above and by assuming that the potential V = 0 satisfies: (3.3) and the following
In such a case, it is not hard to show that D(A Z ) ∩ D(B) = {0} (see, e.g., [5, 8] ). Therefore the algebraic sum S z = −Z∆+V is not defined. Nevertheless, 
