One popular solution to deal with large-scale relational networks is to derive a representative sample from huge relational networks. We expect this sample could represent the origin relational network well so that the sampled network can be used for simulations and further analysis instead of the origin one. In this paper, we propose a network stratified sampling algorithm using topologically divided stratums for large relational networks, which can maintain the topological similarity well between sampled network and original network. In addition, we evaluate our algorithm on several well-known data sets. The experimental results show that our algorithm outperforms the previous methods.
Introduction
In our realistic lives, social networks, such as twitter, micro-blog, MSN, Facebook, co-citation relation, credit network, etc., appear everywhere. The modern science of networks has brought significant advances in our understanding of complex systems [1] . In research, social networks are usually represented by different types of graphs. Vertices represent entities, and edges represent interactions between pairs of entities. Some graph mining techniques, such as graph visualization techniques, graph structure analyzing techniques, etc., are then employed to assist social networks analysis. However, given a large graph with millions of vertices, it is very difficult to use typical graph mining approaches to handle the entire graph directly. An essential issue is to find certain methods to accelerate the graph mining process. A popular solution is to accomplish a sub-graph, which can represent the original graph effectively such that we are able to use this sub-graph for simulations and analysis. The accomplishment of a sub-graph relies on a graph sampling process. This process aims at selecting a set of vertices and edges in a way that the resulting sub-graph obeys some general characteristics of the original graph. In this paper, we focus on developing new methods in the context of graph sampling techniques.
Generally, sampling large graph encounters three questions [2] . What is good sampling method? What is a good sample size? How do we measure the goodness of a single sample as well as the goodness of a whole sampling method? At present there are some state of the art sampling algorithms: Random Node (RN) sampling, Random PageRank Node (RPN) sampling, Random Degree Node (RDN)sampling, Random Edge (RE) sampling, Random Walk (RW) sampling, Random Jump sampling(RJ), Forest Fire (FF) sampling and other sampling strategies, which we will introduce briefly in section 2. For these algorithms, sample size is set by users so that users can get their ideal sampled graph. In sampling process, maintaining similar properties between sampled graph and original graph is significant as only sampled graph represents the original graph well, can we study the sampled graph instead of the original graph. It is our aim that assisting large-scale data mining by using graph sampling technique. How to evaluate whether the sampled graph and original graph have similar properties? Now there are some techniques to measure the similarity which will be introduced in section 2.
The rest of the paper is organized as follows: Section 2 presents the related works. Section 3 describes the proposed stratified sampling algorithm using topologically divided stratums (TDS). The experiment process and the experimental results will be presented in Section 4. Finally, Section 5 concludes the paper.
Related Works
In this section, we will introduce some network sampling algorithms and performance evaluations respectively.
Sampling Algorithms
Currently, there have been several state-of-the-art graph sampling algorithms. Conceptually, we can split these existing algorithms into three groups [2] : methods based on randomly selecting vertices, methods relying on randomly selecting edges, and exploration techniques that simulate random walks or virus propagation to find a representative sample of the vertices. As a typical approach based on randomly selecting vertices, Random Node sampling (RN) algorithm starts by selecting a set of vertices randomly, and then a sampled graph is induced by the selected vertices. The process of Random PageRank Node sampling (RPN) lies in setting the probability of a vertex, which is selected into the sampled graph, to be proportional to its PageRank weight. The idea of Random Degree Node sampling (RDN) is that the probability of a vertex being selected is proportional to its degree.
Similarly to RN sampling, one can also select edges randomly. This process is called Random Edge (RE) sampling. We present three methods based on exploration techniques. Random Walk (RW) sampling starts at randomly picking a vertex, and then it simulates a random walk on the original graph. Random Jump (RJ) sampling is very similar to RW sampling. The only difference is that, under RJ sampling, we randomly jump to any vertex in a graph with probability c = 0.15. Forest Fire (FF) sampling [3] is a recursive process. First, randomly pick a seed vertex, and begin "burning" outgoing links and the corresponding vertex. If a link gets burned, the vertex at the other endpoint has a chance to burn its own links, and so on recursively. Apart from above-mentioned methods, there are other simple sampling strategies. In particular, Krishnamurthy et al. [4] explored contraction-based methods and graph traversal based on depth and breadth first search. But none of them performed well over all.
Performance Evaluation
The sampling algorithms enable us to utilize sub-graphs with a small-scale of vertices and edges. h is the number of hops [7] ;  The distribution of the first left singular vector of the graph adjacency matrix versus the rank ;  The distribution of singular values of the graph adjacency matrix versus the rank: spectral properties of graphs often follow a heavy-tailed distribution [8] . Among these mature sampling algorithms and evaluation techniques, one important character of graph is overlooked, which is topological structure. Topological structure can reveal the real topology relation and social relation of networks. A good sample should maintain the similar topological structure with origin network. However, there have not been any sampling algorithms focuses on the topological structure maintenance between the original network and the sampled one. That is the focus of this paper.
In this paper, we propose a sampling algorithm which can get the sample network which has similar topological structure with origin network. In addition, we evaluate our algorithm at some existed evaluation techniques on several well-known data sets. The experimental results show that our algorithm outperforms the previous methods.
Algorithm Description
First, we introduce the terminologies that are frequently used in this paper. Given an initial relational graph represents the edge set of S G . Our motivation is as follows. Given an initial graph G , which is supposed to sample, we wish to sample the vertices and edges distributing globally in G in order to maintain the topology of G . That is, here are some vertices lies on almost every part of G . At the same time, the sampled graph also obeys the properties above well.
Sampling Model
Before describing our model, we firstly introduce some necessary terminologies. In graph theory, the distance between two vertices in a graph is the number of edges in a shortest path connecting them. This is also known as the geodesic distance [9] because it is the length of the graph geodesic between those two vertices. If there is no path connecting the two vertices, i.e., if they belong to different connected components, then conventionally the distance is defined as infinite. The diameter of a graph is the greatest distance between any pair of vertices. To find the diameter of a graph, first find the shortest path between each pair of vertices. The greatest length of any of these paths is the diameter of the graph. Fig. 1 shows the diameter of a simple graph whose diameter is 7. The red path in Fig. 1 is one of the greatest lengths of all shortest paths of any two vertices. . After picking vertices, we add edges to the sampling graph. Fig. 2 shows the topologically divided stratums sampling model. 
Algorithm Details
For clarity, we summarize the entire algorithm as follows. Initially, we must set two parameters: sampling percentage P (or sampling size N ) and a percentage k , whose role has been described in 3.1. Given a sampling percentage P ， our algorithm starts at finding two endpoints of the diameter of G , and then randomly chose an endpoint as the start vertex. Algorithm 1 describes the detailed process of topologically divided stratums sampling model. . Such a strategy can maintain the connectedness of sampled graph. Meanwhile, sampling in every stratum can also make the "sampling" not lie in a local part of graph G but disperse all over graph G as our aim is to sample the vertices and edges distributing globally in G in order to maintain the topology of G . The sampling can be performed globally. That is, here are some vertices lies on almost every part of G .
Algorithm Extensions
Our basic version of the topologically divided stratums sampling model exhibits the situation that origin graph is a connected graph. But real networks are not connected all the time, which may have numbers of connect components. By extending this model to real networks in natural ways, we propose an extension method: we can do the "stratums sampling" process in every connect component. That is, we must add an extra step, which is to get the connect components of origin graph. Then run out algorithm in every connect component. Fig. 3 shows a graph with 4 connect components, and we do the "stratums sampling" process in 4 connect components. 
Experiments
In this section we will present the experimental results on several real graphs. We consider five common used datasets coming from the homepage of Newman [10] . They are Email, Power, Hep-th, astro-ph and cond-mat. Hep-th, astro-ph and condmat these three datasets are not connected, so we get their biggest weak connected component and denote them "hep-th_conect", "astro-ph_connect" and "condmat_connect" respectively. The following table is the detail description of these five datasets. Table 1 detailed describes the five data sets and Fig. 4 shows the visualization layouts of five data sets. In statistics, the Kolmogorov-Smirnov test (K-S test) is a nonparametric test for the equality of continuous, one-dimensional probability distributions that can be used to compare a sample with a reference probability distribution (one-sample K-S test), or to compare two samples (two-sample K-S test) [11] . The smaller of test value the larger of probability that two samples obey same distribution. Thus, we employ K-S test to measure the similarity of two distributions in our paper.
Next we evaluate our algorithm and present the results in Table 2 and Table 3 . Each entry in the table is obtained by averaging the K-S Test over 20 runs per dataset. These 2 tables show the experimental results by 2 different sampling percentages (P). For each column we bold the best test value. In result tables we can observe our algorithm gets most of the best test values.
For dataset "cond-mat_connect" and dataset "astro-ph_connect", our algorithm covers almost the best test value for all sampling percentages. The size of these two datasets is larger than the other three datasets, and our algorithm performs better when the scale of networks rose. For dataset "power", our method cannot get the best performance. Fig. 4 (c) is the layout of "power", and from Fig. 4 we can observer that the distribution of "power" differs from the other datasets. The "power"'s diameter is 46 which is larger than the others, and vertices in "power" are not distributed radially around some centroid, but dispersed irregularly. So our algorithm does not suit for this kind of datasets. Along with the sampling percentage increase, the test values of Advanced Science and Technology Letters Vol.48 (CIA 2014) our method in all five datasets have tend to decrease, as more samples of original graph can represent the original structure better. From the analysis above, we can conclude our method is better than the others. Fig.8, Fig.9, Fig.10 and Fig.11 show the contrastive layout results of 7 sampling algorithms on 5 datasets. From the results we get the message that algorithms base on randomly choosing nodes or edges can induced so much unexpected isolated vertices in simple graphs and failed in maintaining similar topological structure between original graph and sample graph. Algorithms based on exploration can maintain this similarity better. After comparing these visualization results and origin graphs, we conclude that our algorithm performs better than the other algorithms based on exploration (RW, RJ). 
Conclusions
It is very significant that generating a representative sampled graph when predigesting large scale graph to accelerate the process of graph mining. Despite there are some existed evaluations and algorithms about sampling graphs, there has been relatively little work on the properties of topological similarity between original graph and sampled graph. This is exactly the focus of this work. The main findings and contributions in this paper is that we propose a topologically divided stratums sampling algorithm based on only two parameters. We provide thorough analysis and comparison in the published literature, testing multiple sampling algorithms (6), on several datasets (5), with 3 graph evaluation methods. We perform a systematic evaluation of sampling algorithms by non-trivial statistical evaluation methods (the Kolmogorov-Smirnov Test). Then we conclude our algorithm can capture evaluations observed both in previous works and maintain the topological similarity between original graph and sampled graph.
