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I. INTRODUCTION
A leading FEC candidate for superior performance near the Shannon capacity limit was introduced by Berrou et. al [1, 2] known as Turbo codes. The turbo codes structure consists of two recursive convolutional codes which connected in parallel and separated by a turbo interleaver [1, 2] . Iterative decoding in Turbo decoder is a crucial process in proper transferring of extrinsic information, from one iteration to the next and by using a large size of interleaver in order to make sufficient randomness in information bits [3] . However, each decoding iteration suffers from additional computations, a high memory cost and decoding system latency [4] . For instance, any further iteration results small degradation performance and approach the maximum performance bounds of turbo codes when the iterations become converge [5] .
Frequently, a fixed number of iterations, I max is set based on the maximum iteration that needed by the worst corrupted frame to be decoded and it is repeated for each frame until the I max . However, most frames contain highly reliable decoded bits which need fewer iterations to terminate especially in high SNR situations or noiseless environment [6] . The iteration process for these frames should be stopped before I max by an efficient stopping criterion to avoid excess decoding [3] . It would decrease the average decoder iteration without or with very little performance degradation [7] . Therefore, it is important to develop a stopping criterion for early iteration termination and to reduce unnecessary computations and decoding delay [3, 5] . In this paper, the overview of turbo codes and its well-known stopping criteria is discussed. It includes the history, application and algorithm or structure for both topics. The analysis and comparison of stopping criterion performances are presented.
The rest of this paper is organized as follows. In Section II, an overview of turbo codes is discussed. Section III discusses the several stopping criteria for turbo decoding iteration. In Section IV, the performance analysis of the stopping criteria is analysed and compared. Finally, the conclusion is drawn in section V.
II. TURBO CODES

A. History of Turbo Codes and its Applications
In 1993, Berrou et al [2] introduced a powerful code named as Turbo codes and stunned the researchers in communication fields. At first, they did not believe the performance of Turbo codes can achieve near Shannon limit and presupposed that the researchers in [2] had made a 3dB error in their simulation. These arguments become forgotten when the next couple of years many researchers verified the incredible results and boost the turbo revolution since that period [8] . The secret behind the success of turbo codes are the concatenated coding and iterative decoding. At the transmitter, Turbo encoder consists of two parallel concatenated recursive systematic convolutional 
(RSC) code while at the receiver, the iterative exchange of soft information is applied between the two so-called Bahl, Cocke, Jelinek and Raviv (BCJR) decoders [9] . The BCJR decoder is also known as maximum a posteriori (MAP) algorithm, which estimates a decoded bit by selecting the specific transition path having the maximum a posteriori probability among all transition paths from one state to the next in the decoder's trellis [3] .
Since their discovery in [1, 2] , most of the researchers have focused on many areas in turbo codes to improve the performances and optimize the complexity of codes. The areas are the choice of the generator polynomials, the type and length of the associated turbo interleavers and simplifications of the decoding algorithm and optimization of the architecture [6] . The improvements of turbo codes since 1993 till to date make the codes become a popular choice in various applications especially in satellite and wireless communications.
Most of the applications of Turbo codes are finding use in (deep space) satellite communications and wireless as well as other applications where designers seek to achieve reliable information transfer over bandwidth or latency-constrained communication links in the presence of data-corrupting noise. Turbo codes are used extensively in 3G and 4G mobile telephony standards such as in HSPA, EV-DO and LTE. It also has been applied in MediaFLO, a terrestrial mobile television system from Qualcomm. For deep-space application, turbo code is adapted in Mars Reconnaissance Orbiter and able to improve the quality of the interaction channel in satellite communication systems. Turbo coding such as block turbo coding and convolutional turbo coding are used in IEEE 802.16 (WiMAX), a wireless metropolitan network standard.
B. Turbo Codes Encoder Structure
Turbo encoder consists of two identical RSC codes joint in parallel concatenation with constraint length, K and memory, 1 M K = − as shown in Fig. 1 
k k x x of both encoders respectively and can be written as
The input to the encoder at time k is a bit k c and the corresponding codeword k w is the binary output 
C. Turbo Codes Decoder Structure
Consider a rate-1/n turbo decoder that consists of two soft output component decoders as shown in Fig. 2 . Let 
III. STOPPING CRITERIA FOR TURBO DECODING
In order to develop a stopping criterion, several methods [3] [4] [5] [6] [7] [10] [11] [12] [13] [14] [15] [16] [17] have been introduced by researchers to devise the stopping criteria considering three main objectives. The first objective is to maintain acceptable performance degradation compared with fixed number of iterations. Second is to decrease the iteration numbers while maintain the bit error rate (BER) performance and finally to assure that the additional computational complexity of stopping criteria must less than the computation complexity reduced by blocking up the iterations [3] . With this thought in mind, many stopping criteria have been introduced, and can be classified into three different classes which are soft-bit decisions based, hard-bit decisions based and extra checking policies [9] . In this paper, the basic and benchmark stopping criterion such as fixed and genie stopping criteria are explained. The CE-based stopping criteria algorithm which consist of soft-bit and hard-bit decision are also presented.
A. Fixed Stopping Criteria
In fixed iteration stopping criteria, the decoding iterates if current iteration, i less than or equal maximum iteration, I max . Otherwise, the decoding is dismissed and the decision of turbo decoder output is calculated as follows
B. Genie Stopping Criteria
Genie stopping rule is a benchmark for the performance of existing stopping criteria. This stopping rule is an unreliable "magic genie" rule, which is useful for creating an unbeatable performance benchmark against which the other rules are measured. For this rule, the magic genie immediately recognizes the correct decoded word, based on foreknowledge of the transmitted bit sequence, and stops the iterative process in precisely the minimum number of iterations required to find the correct codeword [5] .
In genie stopping technique, the decoder is assumed to know all the transmitted bits and gives up the decoding process when all the pieces are correctly decoded, unless the number of iterations reaches the maximum allowed iterations. Therefore, genie case is assumed to have the best BER performance and the least number of iterations that can be achieved by any frame-based stopping criterion for a given BER performance [18] .
C. CE-Based Stopping Criteria
In CE technique [17] , the CE in can be approximated as follows
After each iteration, the CE technique computes the approximate cross entropy between log-likelihood ratios (LLR's) of the component decoders as in (8) . Iteration is stopped if
The sign change ratio (SCR) approach was presented in [15, 16] ∼ . Related to the CE concept, another effective method called (hard decision aided) HDA approach was presented in [15, 16] . The HDA stopping rule is to check the hard decisions of the information bits between two consecutive iterations and stop further iterations when
The decoder stops according to the condition that the signs of all decoded bits in one frame are the same as those of the previous iteration.
The improved HDA (IHDA) approach extends the existing HDA method. Unlike the HDA, the IHDA approach [13] requires no storage by checking the information from the same iteration. The IHDA stopping rule is that the decoder can stop further iterations when
In general, the smaller threshold is, the smaller degradation in BER and FER, but the average number of required iterations becomes larger. Therefore, in this research, the larger threshold (Th) is chosen for CE, 
IV. PERFORMANCE ANALYSIS AND LIMITATIONS
The simulation was done for g (7, 5) turbo decoder rate, R=1/2 with maximum iteration is set to 7 (I max =7). The turbo decoder adopts the log maximum a posteriori probability (log-MAP). We used high Th=0.01, 0.03 and 0.01 for CE, SCR and SDR respectively in order to save decoder iteration. Bit Error Rate frame size=50 frame size=100 frame size=250 frame size=500 frame size=1000 frame size=2500 frame size=5000 frame size=7500 frame size=10000 Fig. 3 . BER of the (7,5) code for various frame sizes. Fig. 4 . BER of the (7,5,1000) code for various Imax that the BER performance improves with increasing k. Fig. 4 depicts the performance of the turbo codes with an input frame size of k = 1000 bits from I max = 1 to I max = 15. The BER performance improves as the number of decoder iterations increases. For I max = 1, performance is quite poor, and the decoder only able to achieve a BER lower than 10 −2 at 2 dB. There is also big gap in BER performance between I max = 1 and I max = 2 at high SNR. The BER performance increases as the decoder iterates, until at the I max = 15. It can achieve a BER of 10 −5 at an E b /N o of 1.5 dB. Each subsequent iteration improves the BER performance but add extra complexity and decoding delay. The BER performance also become converge at I max = 7 (or higher iterations) and only offer slightly improved performance. It is not worth as the complexity and decoding delay are increased. 
A. Fixed Stopping Criteria Performance
B. CE-Based Stopping Criteria
Figures 5 and 6 show the average iteration number and BER performances for turbo codes (7,5,1000) with genie and CE-based stopping criteria. CE, SDR and IHDA criteria failed to terminate early at low SNR. For HDA and SCR, the criteria can terminate early in low SNR but still increase the iteration number into the maximum point. The BER performances for CE-based stopping criteria are similar with genie stopping criteria in low SNR. However, there are degradation of BER in the high SNR for SDR at E b /N o = 2 dB. It can be found that, in high SNR (0.5 dB upwards) the order of reduced iterations of all stopping criteria is as follows:
SDR> SCR>CE>HDA>IHDA (High SNR) For low SNR (0.5 dB downwards) situation, most of CEbased perform with maximal iterations. The order of the reduced iterations of the stopping criteria is as follows:
SCR>HDA>IHDA,SDR,CE (Low SNR)
V. CONCLUSION
In this paper, we discuss the overview on turbo codes and its stopping criteria. From the results of fixed stopping criterion, the criterion is not suitable to stop turbo decoder iteration since it takes more delay and complex decoder iteration compared to CE-based stopping criteria. It is also not worth for the small frame size and good SNR environments since the decoded data are easy to converge in shorter time. While in low SNR fixed and CE-based stopping criteria fail to stop the decoder iteration early even though the decoder unable to decode the correct data in this environment. As for future works, the research suggests an improved algorithm such as SNR estimation for CE-based stopping criteria to stop early in low SNR.
