




































incrementan  la motivación  de  los  alumnos  y mejoran  el  aprendizaje. Después  he 
realizado  un  estudio  sobre  los  simuladores  robóticos  actuales  con  el  objetivo  de 
determinar  cuáles  de  ellos  son  los más  adecuados  para  la  incorporación  de  tales 
elementos clave, escogiendo un subconjunto de los simuladores más representativos 
del  estado  del  arte.  Los  simuladores  elegidos  los  he  puesto  a  prueba  durante  el 
desarrollo de varios entornos de simulación con diversos propósitos educativos,  los 
cuales van desde  la  implementación de algoritmos para sistemas  inteligentes hasta 






las  tecnologías  software más  vanguardistas  para  obtener  los mayores  grados  de 
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los  institutos de  enseñanza  secundaria  [1]. Hoy  es habitual  el uso de  robots para 
estimular el proceso de aprendizaje en cursos de introducción a la programación [2] 
o  para  reforzar  principios  de  robótica  del  comportamiento  en  estudiantes  de 








[4]  [5]  [6].  Un  claro  ejemplo  lo  encontramos  en  enseñanzas  sobre  Robótica  e 
Inteligencia Artificial. Aquí, ya sea en el paradigma clásico [7] o en la visión encarnada 
[8], las plataformas de robots móviles se han utilizado históricamente como puntos 
de  referencia  en  la  implementación  de  los  sistemas  inteligentes,  especialmente 





En  segundo  lugar,  destaca  la  creciente  disponibilidad  de  innovadoras  plataformas 
robóticas con marcado carácter educativo y precios asequibles. Claros ejemplos de 
éstas son los humanoides Robonova 1 y los kits de Lego Mindstoms (ver Figura 1). De 
hecho,  estos  últimos  kits  han  sido  desarrollados  de  acuerdo  con  los  principios 
educativos  derivados  de  las  teorías  del  desarrollo  cognitivo  de  Jean  Piaget  [12] 
revisados por Seymour Papert [13] [14]. Este enfoque indica que en todo proceso de 
aprendizaje es el papel activo de quien aprende el que amplía  su  conocimiento  a 
través  de  la manipulación  y  construcción  de  objetos.  Esta  filosofía  sugiere  que  la 
tradicional construcción de kits es muy adecuada como herramienta de aprendizaje. 




Figura 1. Kits robóticos de carácter educativo. A la izquierda se muestra un kit de construcción 
Lego Mindstorms1 y a la derecha un humanoide Robonova2 1 
En tercer lugar, los robots poseen un intrínseco atractivo y una gran capacidad para 












comunes  las  propuestas  que  respaldan  el  uso  de  robots  en  asignaturas  de 
introducción  a  la  programación  [20]  o  la  introducción  de  prácticas  con  robots 
autónomos móviles en asignaturas de robótica [6]. Un claro ejemplo de esta creciente 
falta de interés en los estudiantes por los contenidos STEM se muestra en la Figura 2, 
donde  se  observa  perfectamente  que  desde  el  año  2005  ha  descendido 




Figura 2. Número de estudiantes matriculados en el Grado en Ingeniería Informática en la 
Universidad Jaume I de Castellón entre los años 2003 y 2011 
 
 
Figura 3. Competiciones RoboCup. A la izquierda se muestra un partido de fútbol entre humanoides 
NAO correspondiente a la RoboCup Soccer Standard Platform League3 y a la derecha se observa 








como  las mundialmente  conocidas  RoboCup  (ver  Figura  3)  [21].  A  nivel  nacional 
resultan de especial  interés  las competiciones de robots  luchadores de sumo como 





Figura 4. Competiciones CEABOT de robots luchadores de sumo. A la izquierda CEABOT 20075 
entre los equipos UJI y UPV. A la derecha CEABOT 20086 con los equipos UJI y UHU 
No obstante, hace 30 años la presencia de los robots en el sistema educativo era bien 
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fenómeno  real  [31]  y,  en  general,  incorporan  modelos  de  procesos  complejos 
determinados por algoritmos específicos [32]. 
 
Figura 5. Relación entre videojuegos y simuladores. Los videojuegos y los simuladores comparten 
elementos comunes que constituyen la base de los videojuegos de simulación  
Cualquier  juego diseñado para propósitos educativos debería estar estrechamente 
ligado a objetivos de aprendizaje [33], de modo que  la efectividad educativa de tal 
juego  se  podría  entender  como  el  grado  de  coincidencia  entre  los  objetivos  de 
6  CAPITULO 1. INTRODUCCION 
 
aprendizaje y  los atributos del  juego. En este  sentido, existen numerosos estudios 
acerca de cuáles son  las características principales de  los juegos y qué papel tienen 
desde un punto de vista educativo. En 2001, Garris y Ahlers [34] citaron 39 atributos 
fundamentales  característicos  de  los  juegos,  12  de  los  cuales  resultaron  ser 




fundamentalmente:  fantasía,  fidelidad,  estimulación  sensorial,  desafío,  misterio, 
evaluación y control [29]. 
 La fantasía es un atributo que capta la atención del alumno. Representa algo 
que  se aparta de  la vida  real y evoca  imágenes mentales de  cosas que no 
existen [35] [36]. 
 La fidelidad es el grado de similitud entre el juego y el entorno que representa 
[31].  Según  algunos  estudios  el  grado  de  aprendizaje  aumenta  cuando  se 
incrementa el nivel de fidelidad de un juego [37]. 
 La estimulación sensorial representa estímulos visuales, auditivos, táctiles e 
incluso olfativos  [38] con el  fin de distorsionar  la percepción del usuario y 
facilitar la aceptación temporal una realidad alternativa.  








de  un  juego  y  es  un  atributo  fundamental  para  impulsar  la mejora  y  el 
progreso  del  usuario  hacia  tales  objetivos.  Esta medición  puede  lograrse 
tabulando comparaciones de los resultados obtenidos por diferentes usuarios 
o proporcionando  realimentación durante el avance del  juego  (puntuación 














resultando éstos más parecidos a  los  videojuegos  [29].  Si  tenemos en  cuenta que 
algunas investigaciones demuestran mejoras en el aprendizaje cuando se introducen 
elementos de videojuegos en un simulador [43]  puede deducirse que: la convergencia 
de  los  simuladores de alta  fidelidad  con  juegos  serios  representa un área de gran 
potencial para cumplir con los requisitos cognitivos de aprendizaje con un alto grado 
































gracias  a middlewares multiplataforma  [47]  y  la  adopción  de  nuevos  y  potentes 
estándares World Wide Web  [48]. Algunos autores piensan que  tales plataformas 
incrementarán sustancialmente  la productividad de  la comunidad  investigadora en 
robótica,  convirtiéndose  en  recursos  didácticos  de  un  valor  incalculable,  ya  que 
permiten el acceso a sofisticados robots por el simple coste de una conexión a Internet 








competiciones  de  robots  virtuales  a  nivel mundial  como  RoboCup  Rescue7  [50]  o 
Virtual Manufacturing and Automation Competition8 [51]. 
Como se ha comentado, una buena solución para los problemas relacionados con el 
uso de  robots  reales  consiste  en  trasladar  los  ensayos  a un mundo  virtual donde 
siempre  esté  todo  disponible  con  un  coste  en  tiempo  y  dinero  reducido.  Con  tal 
propósito se han desarrollado numerosos simuladores para robots tanto en modo 2D 
(Stage [52]) como 3D (Gazebo [53], Simbad [54], Webots [55]) pero la mayoría de ellos 













aulario  de  la  Escuela  Superior  de  Tecnología  y  Ciencias  Experimentales  de  la 
Universidad  Jaume  I  de  Castellón.  La  imagen  3D  de  la  derecha  corresponde  al 








Figura 6. Capturas de pantalla de los simuladores Stage (imagen 2D de la izquierda) y Gazebo9 
(imagen 3D de la derecha) ambos parte del proyecto Player/Stage 
Esta general falta de idoneidad en los simuladores ha llevado a muchos investigadores 
a desarrollar su propio simulador para hacer frente a las necesidades de sus ensayos 

















































multitud  de  plataformas  como  ordenadores  personales,  consolas  o  incluso 
dispositivos móviles. Tomando esto en consideración y dada la existente motivación 
para crear  juegos  serios y  simuladores  inmersivos de alta  fidelidad, una opción de 
desarrollo obvia es utilizar motores gráficos y de física de videojuegos modernos [25]. 





la multiplicación de  la  capacidad de procesamiento  y  renderizado   de  los equipos 
informáticos  han  impulsado  una  nueva  generación  de  simuladores  que  combinan 
precisos  cálculos de  física  con detalladas  representaciones gráficas en  tiempo  real 
[59].  Estos  simuladores  tienen  la  suficiente  flexibilidad  potencial  para  simular 
cualquier  tipo  de  plataforma  robótica,  incluyendo  los  robots  autónomos móviles 
















En  la  actualidad  existen muchos  simuladores  para  robots  autónomos móviles.  La 
mayoría  de  ellos  suelen  combinar  la  simulación  del movimiento  de  un  robot  (o 
conjunto  de  robots)  con  la  información  aportada  por  sus  sensores  y  pueden 
clasificarse según muchos criterios: tipos de robots que pueden ser simulados, tipo de 
simulación  (cinemática  o  dinámica,  2D  o  3D),  número  de  robots  que  pueden  ser 
simulados simultáneamente, plataformas disponibles  (Windows, Linux,  iOS,...),  tipo 
de licencia, etc. 
Dado  el  objetivo  de  la  presente  investigación  he  centrado  mi  atención  en  los 
simuladores  generales,  los  cuales  se  caracterizan  por  incorporar  diversidad  de 
plataformas  robóticas  (ATRV,  vehículo  genérico  de  4  ruedas,  robots  aéreos,...), 
sensores (cámaras, escáner láser, GPS, odometría,...) y actuadores (controladores de 
velocidad, controladores de articulaciones, brazos, pinzas,...). Además, generalmente 
este  tipo  de  simuladores  también  permite  la  introducción  de  robots,  sensores  y 
actuadores  personalizados  para  facilitar  su  adaptación  a  las  necesidades  de  cada 
usuario. Por lo contrario, quedan fuera de este estudio los simuladores que no ofrecen 
un alto nivel de fidelidad física y gráfica o no permiten desarrollos de simulaciones 




Las  aplicaciones  comerciales  que  no  liberan  su  código  fuente  ofrecen  serias 
dificultades al usuario investigador cuando surgen problemas de falta de adaptación 
del software a la investigación en curso. Este hecho unido a la mencionada falta de 






en  su  página  de  SARGE10.  Se  trata,  en  su  mayoría,  de  iniciativas  de  desarrollo 
encabezadas  fundamentalmente  por  personal  docente  e  investigador  de 
universidades de todo el mundo. A continuación se describen  las aportaciones más 
relevantes. 
Blender11  [60]  es  un  avanzado  paquete  de modelado  y  animación  3D  que  ofrece 
renderizado de alta calidad (ver Figura 7) y una gran variedad de tecnologías útiles 
para simulación,  tales como cálculo de cinemática  inversa, simulación de dinámica 
basada en Bullet  [61],  scripting  (basado en Python) y un potente motor de  juego. 
Desde hace algún tiempo se está intentando aprovechar  la tecnología de Blender para 
crear simuladores de robots móviles  (Blender  for Robotics12) como OpenRobots, el 
cual  ha  evolucionado  recientemente  a MORSE  (Modular  Open  Robots  Simulator 
Engine)  [62]  [63]. MORSE  admite middlewares  open  source  comunes  como  ROS, 
YARP, Pocolibs y MOOS y, además, ofrece un canal de comunicación genérico basado 
en socket. MORSE está en continuo desarrollo en el laboratorio francés LAAS del CNRS 
francés, muestra  de  ello  es  que  su  última  versión  (MORSE  1.3)  ha  sido  puesta  a 
disposición de  la  comunidad  científica  en mayo de 2015. Por  contra, MORSE  solo 
soporta Linux como sistema operativo. 
 
Figura 7. Capturas de pantalla del simulador MORSE13. A la izquierda se muestra el interfaz gráfico 








El  proyecto  Player14  crea  software  libre  que  para  la  investigación  en  robótica 
ofreciendo  probablemente  el  servidor  para  el  control  de  dispositivos  robot más 
utilizado  del mundo.  Player  ha  sido  desarrollado  por  un  equipo  internacional  de 
investigadores en robótica conjuntamente con los simuladores Stage y Gazebo [52]. 
Stage es un simulador de robots bidimensional diseñado principalmente para espacios 
interiores,  proporcionando  una  simulación  simplificada  para  grandes  grupos  o 
enjambres de robots que se mueven por un mundo descrito como bitmap (imagen de 





para Player. Esto no garantiza,  sin embargo, que  las  simulaciones  tengan una alta 
fidelidad de simulación física. La última versión de este simulador es Stage 4.1.1 de 
enero  de  2012.  Aunque  Player  puede  considerarse  un  middleware  y  Stage  un 
simulador que quedaría  fuera de  los  intereses de  esta  tesis por  ser  2D  y de baja 
fidelidad, he  considerado oportuno  incluir  su descripción en este apartado por  su 
estrecha relación con Gazebo. 
 











expanden  de  forma  notoria  sus  capacidades  con  nuevos  sensores  o  robots 
personalizados.  Gazebo15  6.0  ofrece  gráficos  de  calidad media‐alta  para  sistemas 





por  Jeffrey  Craighead  en  el  departamento  de  ciencia  de  los  computadores  de  la 
universidad de Florida para entrenar a las fuerzas del orden en el uso de la robótica 
en  operaciones  de  búsqueda  y  rescate.  El  Propósito  de  J.  Craighead  era  crear  un 









Figura 9. Capturas de pantalla del simulador SARGE. La imagen de la izquierda muestra la 
plataforma robótica iRobot Packbot Scout sobre un terreno de hierba. En la imagen de la derecha 







entorno  para  las  pruebas,  el  desarrollo  y  la  implementación  de algoritmos  de 
planificación de movimiento en aplicaciones de robótica del mundo real [69] [70]. Su 
principal aplicación se centra en  la planificación de agarre de objetos con pinzas o 
manos  de  manipuladores  de  robots  humanoides  como  muestra  la  Figura  10. 
OpenRAVE también ofrece capacidad de simulación y planificación a otras estructuras 
software como Player o ROS. Una de las ventajas de OpenRAVE es que con su sistema 
de  plug‐ins  puede  conectarse  a  prácticamente  todo,  ya  sea  un  controlador,    un 





Figura 10. Ejemplos de ensayos de agarre utilizando el módulo simplegrasping de OpenRAVE [69] 
SimRobot18  [71]  es un  simulador  3D de  alta  fidelidad  (ver  Figura  11)  con  gráficos 
basados  en  OpenGL19  y  cálculos  de  física  basados  en  ODE  [61],  el  cual  ha  sido 
desarrollado  en  el  Centro  Alemán  de  Investigación  en  Inteligencia  Artificial  de  la 
Universidad de Bremen. Actualmente su uso principal se encuentra en la competición 
RoboCup simulada, aunque sus posibilidades de uso van mucho más allá. A diferencia 
de  otros  simuladores  de  robótica,  SimRobot  no  está  diseñado  entono  a  una 
interacción servidor/cliente, permitiendo pausar las simulaciones o ejecutarlas paso a 











Figura 11. Simulación de competiciones de fútbol con SimRobot.  A la izquierda, interfaz de usuario 
de SimRobot simulando el German Team 2004 de robots Aibo [72]. A la derecha, simulación del 




Games.  Originalmente  concebido  en  2002  en  la  Universidad  Carnegie  Mellon, 
USARSim fue desarrollado a partir de 2005 por el National  Institute of Standards & 
Technology  (NIST,  USA)  por  Stephen  Balakirsky  principalmente.  UDK  (Unreal 
Development Kit) es un paquete de herramientas open source que ofrece la potencia 
de Unreal Engine 3  (que utiliza NVIDIA PhysX para  los cálculos de  física) de  forma 
gratuita, incorporando un editor de niveles (UDK Editor) en tiempo real. UDK Editor 
permite al usuario importar modelos desarrollados con herramientas CAD populares 
como Maya  [76]  [77]  y 3D  Studio Max  [78]  [79].  Tales modelos pueden utilizarse 
posteriormente como elementos del entorno o para la creación de nuevos robots y 
sensores. Unreal Engine 3 ofrece un  lenguaje de  scripts  (UnrealScript) orientado a 
objetos que permite personalizar la simulación, definiendo nuevos robots y sensores 
o modificando el comportamiento de los ya existentes entre muchas otras opciones. 
Unreal  Engine  3  utiliza  una  arquitectura  cliente‐servidor  para  soportar múltiples 








y  Stage  3D  para  Adobe  Flash  Player  11.  La  última  versión  de  este  simulador  es 




Figura 12. Robot NAO durante una simulación con USARSim en un entorno altamente interactivo 
 
2.1.2. Simuladores comerciales 
En  la  actualidad    existen  numerosos  simuladores  comerciales  disponibles  en  el 

















(reales  o  simulados)  utilizando  HTML  y  JavaScript.  Al  tratarse  de  un  producto 
Microsoft,  MRDS  recomienda  el  uso  de  Microsoft  Visual  Studio  2010  para  la 
programación con C#,  la cual se complementa con un  lenguaje gráfico  (VPL, Visual 






Figura 13. Capturas de pantalla de una simulación con Microsoft Robotics Developer Studio. A la 
izquierda se observa la simulación en sí, mientras que a la derecha se puede ver una programación 
con el lenguaje gráfico VPL24 
Webots [55] es un simulador 3D de alta fidelidad (ver Figura 14) con cálculos de física 
basados  en  ODE    que  proporciona  interfaz  de  programación  para  numerosos 
lenguajes  como  C,  C++,  Java,  Python  o MATLAB  incorporando  un  compilador  C. 
Webots  está  muy  extendido  en  la  comunidad  educativa,  ofreciendo  buena 
conectividad con extendidos middlewares como ROS, software CAD para importación 
de modelos u otros simuladores como Choregraphe de Aldebarán Robotics. Webots 
además  de multitud  de  plataformas  robóticas  y  sensores,  incorpora  un  editor  de 










Figura 14. Competición robótica simulada con Webots 7.4.1. Dos robots P3AT se enfrentan en un 
combate de sumo 
 
Figura 15. Capturas de pantalla del simulador Marilou de anyKode26. La imagen de la izquierda 
muestra el aspecto del interfaz gráfico de usuario, mientras que la imagen de la derecha muestra en 
detalle la calidad gráfica del simulador 
anyKode  Marilou27  modeling  and  simulation  environment  es  un  conjunto  de 
programas de simulación robótica 3D de alta fidelidad gráfica (ver Figura 15) y física 























Figura 16. Capturas de pantalla de simRobot Pro. A la izquierda se puede ver una simulación del 
robot KUKA youBot con LabVIEW Robotics Simulator29. La imagen de la derecha corresponde al 
LabVIEW Robotics Simulator Model Builder 
 















ROS30  (Robot  Operating  System)  [82]  es  actualmente  uno  de  los más  populares 
middlewares para sistemas robóticos. Se trata de un set de librerías y herramientas 
software de ayuda a  la  creación de aplicaciones  robot. ROS ha experimentado un 
meteórico  auge  en  los  últimos  años,  probablemente  gracias  a  que  permite  a  sus 
usuarios tomar parte activa en el desarrollo del sistema. Aunque la empresa Robotics 
Equipment  Corporation31  lo  ha  portado  a  Windows,  ROS  solo  es  oficialmente 
compatible  con  sistemas basados en UNIX  incluyendo Mac OS. Uno de  los puntos 
fuertes de ROS es que  resulta  fácil de usar  con otros  simuladores  y middlewares, 
permitiendo  incorporar  sus  librerías.  ROS  también  proporciona  funciones  para 
serialización y transporte entre diferentes programas (nodos), los cuales pueden estar 
ubicados  en  diferentes  computadoras  y  escritos  en  distintos  lenguajes  de 
programación (C++, Python, MATLAB, Java,…). ROS está diseñado para ser un sistema 
parcialmente en tiempo real debido a que uno de los principales robots sobre los que 
se  ha  desarrollado  es  el  PR2,  destinado  a  situaciones  que  incluyen  interacción 
hombre‐máquina en tiempo real. ROS, proporciona abstracción de hardware, lo que 
permite que  los algoritmos de control desarrollados durante  las simulaciones sean 
directamente  aplicables  a  robots  reales  sin modificaciones ROS  Jade32  lanzado  en 
mayo de 2015 es la última versión, aunque todavía se recomienda el uso de la anterior 
versión (ROS Indigo) por ser más estable. 
YARP  (Yet Another  Robot  Plattform),  es  un  conjunto  de  librerías  para  desacoplar 
limpiamente  los  dispositivos  de  la  arquitectura  de  software,  favoreciendo  así  la 
evolución incremental de la misma [83]. El ánimo de YARP es proporcionar una base 















que permite construir  sistemas  robot mediante  la combinación de  los módulos de 
software  de  los  elementos  funcionales  del  robot  (elemento  funcional  RT).  RT 








Figura 18. Principio de funcionamiento de RT Middleware34. El sistema robot se obtiene conectando 















tiene  como  objetivo  la  creación  de  un marco  de  software  de  propósito  general, 
gratuito y modular para el  control de  robots y máquinas. El proyecto Orocos está 
compuesto  fundamentalmente  por  4  bibliotecas  C++:  Real‐Time  Toolkit  (RTT), 
Kinematics  and  Dynamics  Library  (KDL),  Bayesian  Filtering  Library  (BFL)  y  Orocos 









del  arte  en  la  convergencia  de  la  tecnología  de  los  juegos  electrónicos  con  los 





proporcionar  entornos  de  formación  realistas,  la  creación  de  videojuegos  con 
elevados  niveles  de  realismo  visual  y  funcional  es  un  proceso  complejo,  lento  y 





simplificar  las  tareas  de  desarrollo  de  un  juego.  Los  motores  de  juego  suelen 







fuente.  Es  habitual  que  los  motores  de  juegos  ofrezcan  un  editor  de  niveles  y 
herramientas  para modificar  el  comportamiento  del  juego.  Así,  por  ejemplo,  los 








serios  son  con  frecuencia  más  diversos  y  amplios  que  sus  homólogos  de 
entretenimiento. Esto provoca  con mucha  frecuencia que  los  creadores de  juegos 
serios  recurran  al  desarrollo  propio,  o  a  encargos  a  medida  en  empresas 




serios  se han  realizado numerosos estudios en  la última década  [44]  [29].  Son de 
especial  interés  para  este  trabajo  las  investigaciones  centradas  en  hallar  las 
características clave que debe reunir un motor de juego para que resulte adecuado 




recursos  académicos.  Aunque  la  terminología  puede  variar  según  la  fuente 
consultada, estos  criterios  se pueden definir  como:  fidelidad audiovisual,  fidelidad 
funcional,  componibilidad,  accesibilidad,  conectividad  y  heterogeneidad  [88].  A 






La  fidelidad audiovisual  se  refiere al grado de  similitud gráfica y auditiva entre un 
entorno virtual y su correspondencia en el mundo  real. Un alto grado de  fidelidad 







Accesibilidad. A  diferencia  de  los  juegos  de  ocio,  los  juegos  serios  van  a menudo 
dirigidos a individuos que no acostumbran a jugar a videojuegos, con poco interés en 
la tecnología o escaso conocimiento de  las  interfaces de usuario. Del mismo modo, 





que  ofrece  una  aplicación.  Los  videojuegos  se  desarrollan  para  multitud  de 
plataformas  como  PC,  Microsoft  Xbox,  Nintendo  Wii  o  Sony  PlayStation  y  para 
diversos sistemas operativos como Windows, Linux, iOS, Android o Windows Phone, 
intentando alcanzar la mayor cantidad posible de usuarios potenciales. En el campo 
de  los  juegos  serios  las  capacidades multiplataforma  resultan de vital  importancia 
debido a que el sector de  la población al que van dirigidos está compuesto en gran 
parte por no jugadores con hardware y sistemas operativos diversos. 






















texturas  de  relieve,  iluminación  dinámica,  potente  motor  de  física,  shaders39, 
sombras,  soporte  para  múltiples  núcleos,  sistema  de  animación  de  personajes, 
estrategias  de  búsqueda  de  rutas  (pathfinding  [93]),  sonidos  dinámicos  y música 
interactiva. Este motor está disponible para PC, PS3 y Xbox360. La Figura 19 muestra 
la  fidelidad  gráfica  que  puede  obtenerse  con  este  motor  de  juego,  tanto  para 
aplicaciones educativas como de entretenimiento. 
 
Figura 19. Capturas de pantalla de aplicaciones que usan CryENGINE 3. La imagen de la izquierda 
corresponde al juego: Ryse Son of Rome40 de Crytek. La imagen de la derecha pertenece a una 









personajes,  un  potente  editor  de  niveles,  inteligencia  artificial  avanzada,  shaders, 





Figura 20. Capturas de pantalla correspondientes al motor Source de Valve. La imagen de la 
izquierda está obtenida del juego HALF-LIFE 242, mientras que la de la derecha pertenece a una 




















Figura 21. Capturas de pantalla con el motor UT3. La imagen de la izquierda pertenece al juego 
Unreal Tournament 3. La imagen de la derecha corresponde a una simulación de búsqueda, 
localización y procesamiento de objetos sospechosos con USARSim 
Unity 3 [96] es un motor de juego que utiliza cálculos de física de alta fidelidad basados 







Figura 22. Capturas de pantalla del motor Unity. La imagen de la izquierda está obtenida del juego 

















 Implementación  de  simulaciones  didácticas  y  atractivas.  Desarrollo  de 
entornos de simulación, modelos de robots y sensores. 





































Figura 24. Atributos de los videojuegos importantes para obtener simulaciones didácticas que 






inicial  del  software  a  emplear  [25].  Así,  es  primordial  llevar  a  cabo  un  estudio 
comparativo de las capacidades de los actuales simuladores de sistemas robóticos que 
determine cuáles son, a priori, los más convenientes para los objetivos de esta tesis.  
Los  simuladores  más  interesantes  para  robótica  educativa  los  he  escogido 
combinando  principios  de  teorías  del  aprendizaje  con  criterios  generales  para  la 
comparación de simuladores y motores de juegos. Afortunadamente, existen varios 
estudios  que  analizan  y  comparan  tanto  simuladores  robóticos  como motores  de 
videojuegos orientados a aplicaciones educativas [88] [58] [59]. En esta selección de 
simuladores también han tenido influencia mis propias experiencias personales en la 
creación  de  simulaciones  de  alta  fidelidad  [42].  Como  resultado  he  obtenido  un 
conjunto  inicial  compuesto  por  tres  simuladores  que  han  pasado  a  una  fase  de 
comprobación empírica, en  la cual se han puesto a prueba sus capacidades para  la 
implementación de simulaciones de alto valor pedagógico. 




Una  vez elegidos  los  simuladores más  interesantes, he procedido  al desarrollo de 
varios  entornos  de  simulación  orientados  a  satisfacer  distintas  necesidades  de  la 
docencia en ingeniería informática principalmente. Se trata de un total de 9 entornos 
virtuales,  algunos  de  ellos  de  gran  tamaño  y  con  propósitos  múltiples,  creados 
mediante  diferentes  simuladores  y  diseñados  para  facilitar  la  implementación  de 
diversos algoritmos relacionados con  la  inteligencia artificial y  la competición entre 
estudiantes fundamentalmente. 
Cada uno de los mencionados entornos está compuesto, en cuanto a modelos 3D,  por 
elementos  estáticos,  robots,  objetos  interactivos  y  entes  animados 
fundamentalmente.  Los  elementos  estáticos  son  aquellos  objetos  inmóviles  sin 






comportamientos  físicos  específicos.  Los  objetos  interactivos  son  elementos 
normalmente  inertes  que  a  diferencia  del  entorno  estático  reaccionan  ante  las 
acciones o fuerzas aplicadas por un robot, ya que poseen un comportamiento físico 
definido (libros, puertas, muñecos, etc.). Entes animados son todos aquellos objetos, 









y  el  flujo  de  información  entre  ellas.  Los  recursos  que  he  generado  mediante 
diferentes aplicaciones de diseño asistido por ordenador los he importado desde cada 




El  desarrollo de  estos  entornos obedece  a  un  triple objetivo.  Primero, durante  la 
construcción  del  entorno  y  programación  de  clases  de  objetos,  se  evalúan  las 
capacidades del simulador y su facilidad de uso. Segundo, con el entorno terminado y 
los modelos de robots introducidos, se procede la programación de comportamientos 
con diferentes  lenguajes  (C, Python, etc.), utilizando con  frecuencia middlewares y 
equipos remotos, lo que permite ver la facilidad de integración del simulador con el 












Esta  parte  del  trabajo  incluye  el  modelado  3D  de  edificios,  mobiliario,  robots, 
actuadores,  sensores  y objetos  variados,  así  como  la  creación de  las  animaciones 
necesarias.  Se  trata  de  una  gran  cantidad  de  modelos  3D,  algunos  de  ellos 
indispensables para poder ejecutar cualquier simulación (terreno, robots, etc.) y otros 
necesarios  bien  para  incrementar  la  funcionalidad  del  entorno  o  su  realismo 




número  de  modelos  de  alta  fidelidad  gráfica  presentes  en  una  escena  resulta 
conveniente  la  utilización  de  niveles  de  detalle  reducido  para  los  objetos  que  se 






(color,  textura,  opacidad,  reflexión,  etc.)  adecuado,  he  tomado  fotografías  y  he 
buscado texturas por la red, las cuales a su vez han tenido que ser acondicionadas a 
las  necesidades  de  cada  modelo.  Estas  tareas  las  he  llevado  a  cabo  utilizando 
aplicaciones informáticas de modelado y animación como 3D Studio Max [79] [78] y 






















Figura 26. Proceso para la generación de un modelo 3D a partir de datos geométricos y materiales 
 






En  el  caso  de  los  objetos  y  estructuras  destructibles  también  he  recurrido  a 
aplicaciones  software  como  Nvidia  Apex  PhysX  Lab52  para  el  diseño  de  patrones 
aleatorios de fractura fundamentalmente (ver Figura 27). Con este software es posible 






editores  de modelos  y  niveles  de  cada  simulador  para  poder  ser  utilizados.  Esto 
requiere exportar  los modelos obtenidos en diferentes  formatos en  función de  su 




rectángulos  representan  las  principales  aplicaciones  software  que  he  usado.  Los 
círculos  simbolizan  los  tipos de  recursos  generados mediante  cada  aplicación.  Las 
flechas indican el flujo de información entre aplicaciones y el texto que las acompaña 
corresponde al formato empleado para transferir tal información. 
Es  destacable  el  hecho  que  cada  editor  de  niveles  y  modelos  (objetos,  robots, 
sensores,  actuadores,  etc.)  requiere  que  éstos  estén  guardados  en  un  formato  o 
formatos específicos diferentes para poder  ser  importados  sin perder  información 
relevante. Esto supone un incremento importante del volumen de archivos a manejar 











Figura 28. Flujo de archivos entre las principales herramientas para el desarrollo de simulaciones 
 
3.3.3. Construcción de un entorno virtual 




virtuales  a  través  de  un  editor  de  niveles.  Estos  editores  de  niveles  permiten 
desarrollar entornos bien por adición de elementos presentes en una biblioteca de 
recursos  del  propio  simulador  (ver  Figura  25)  o  bien  creando  in  situ  formas 




propio  editor  de  niveles  suelen  ser  geométricamente  simples, motivo  por  el  que 
acostumbran a utilizarse para crear el suelo, la bóveda celestial o estructuras sencillas. 
Aquellos  objetos  complejos  por  sus  texturas,  formas  geométricas,  animaciones  o 







Las  competiciones  entre  estudiantes  sugieren  la  incorporación  de  algoritmos  que 
detecten  si alguno de  los  contrincantes ha alcanzado el objetivo planteado  y, por 
tanto, el juego ha terminado y hay un ganador. Del mismo modo, cuando un entorno 
de simulación va dirigido a estudiantes para la realización de sus ejercicios prácticos, 
resulta conveniente  introducir  indicaciones (visuales o auditivas) que  les recuerden 
cuáles  son  los  objetivos  de  la  simulación  y  den  realimentación  de  los  logros 
alcanzados, errores  cometidos o estado  general de  la  simulación  [29]. Además,  la 




Aunque  es  fácil  encontrar  entornos  de  simulación  desprovistos  de  inteligencia 
artificial, tal como se justifica detalladamente más adelante en esta tesis éste es un 
componente muy  importante para generar experiencias didácticas y atractivas. Por 
este motivo, he utilizado  los  editores de  inteligencia  artificial disponibles  en  cada 
simulador para  incrementar  la  interactividad y  funcionalidad  tanto de  los entornos 











simuladores.  Como  es  de  esperar,  cada  simulador  exige  que  el  desarrollador  de 
entornos defina sus clases de objetos empleando diferentes métodos y lenguajes de 
programación. Sin embargo, a pesar de las aparentes diferencias de forma, es común 




objetos  en  cuestión,  a modo  de  ejemplo muestro  en  la  Figura  29  las  clases  que 
componen un robot humanoide Nao en condiciones de simulación con USARSim v1.2 
para  UDK.  En  este  caso  la  clase  robot  NaoV32  puede  equiparse  con  diferentes 
sensores  (sonar,  cámara, acelerómetros, etc.) en  función de  las necesidades de  la 
simulación. 
 
Figura 29. Clases de objetos que componen un humanoide Nao en condiciones de simulación con 
USARSim v1.2 para UDK 






Las  pruebas  de  rendimiento  que  he  realizado  consisten  en  unos  ensayos  simples 
donde se comprueba si la simulación se ejecuta correctamente y en tiempo real. En 
estos ensayos se lanza un robot en un entorno, se programa un comportamiento para 
tal  robot y  se observa  si  todo  funciona  según  lo esperado, de manera  fluida y  sin 
mensajes de error o advertencia. En esta parte del trabajo es fundamental la buena 




el buen  funcionamiento de  las  simulaciones  los he  comprobado en varios equipos 
informáticos con diferentes configuraciones. Con estos ensayos he observado el grado 
de optimización de  los modelos de  robots y entornos en cuanto a  la carga  física y 
gráfica que  introducen. En algunos casos el propio  simulador ofrece  lecturas de  la 




preparar  recursos  educativos  online.  Los  entornos  que  he  considerado  más 
interesantes para esta tesis los he puesto a disposición de los estudiantes de robótica 
bien integrándolos en un sistema de gestión de aprendizaje online o bien permitiendo 














































potencialmente peligroso. La  idea principal del proyecto es que  los  robots puedan 
ayudar a los seres humanos en las peligrosas situaciones que afrontan los equipos de 
emergencia como los bomberos. Los robots involucrados deben ejecutar algoritmos 
destinados  a  esquivar  las  trayectorias  de  otros  robots  y  de  los  seres  humanos, 
mientras se mantienen en la cercanía de un ser humano. El modelo de robot elegido 






Figura 30. Idea principal del proyecto GUARDIANS. La imagen de la izquierda corresponde a una 
recreación en 3D donde un enjambre  de robots colabora con un bombero en tareas de búsqueda y 
rescate. La imagen de la derecha pertenece a un experimento real llevado a cabo en los pasillos  del 











Webots 5  y USARSim para UT2004  (Unreal Tournament 2004)  alcanzaban el nivel 













USARSim  v.3.3  para UT2004  fue  tomado  como  base  para  realizar  un  entorno  de 
simulación  personalizado  y  adaptado  a  las  necesidades  del  personal  docente  e 
investigador  del Departamento  de  Ciencia  de  los  Computadores  de  la Universitat 












Figura 32. Vista exterior del edificio TI virtual con sus alrededores inmediatos y la biblioteca 










Figura 33. A la izquierda una imagen real del robot Erratic en un pasillo del edificio TI de la UJI. A 






2DX  (P2DX)  que  incorpora  USARSim  v.3.3.  Dicha  diferencia  de  detalle  se  puede 
observar cuantificada en triángulos en la Tabla 1. Tal como explico más adelante, la 
cantidad de polígonos que debían  conformar  el modelo del Robot  Erratic  sería  el 














Tabla 1. Detalle de los modelos virtuales de los robots Pioneer 2DX y Erratic medido en triángulos 










una  velocidad  de  35  fps  en  el  peor  de  los  casos,  lo  que  se  considera  un 
comportamiento fluido al superar  los 30 fps57 [104] [105]. De hecho, es  importante 
remarcar que a pesar del alto nivel de detalle del robot Erratic, ninguno de  los dos 
equipos bajo análisis experimentó un decremento en  la  fluidez de ejecución de  la 




Figura 35. Comparativa de comportamiento del entorno del edificio TI y el robot Erratic (ERA) en 
simulación con diferentes equipos 
 
USARSim  v.3.3  resultó  un  buen  simulador  que  permitió  al  personal  docente  e 
investigador  del  Laboratorio  de  Robótica  Inteligente  de  la  UJI  reproducir  en  un 
entorno virtual diversidad de ensayos con  la plataforma  robótica Erratic. A su alto 
grado  de  fidelidad  gráfica  y  física  se  unió  la  versatilidad  de  su  editor  de  niveles 
UnrealEd 3 y la facilidad para generar nuevas clases de robots utlizando un lenguaje 








En  los  apartados  siguientes  expongo  el  proceso  seguido  para  la  obtención  de 












siguientes  describo  de manera  concreta  y  detallada  cómo  resolví  cada  etapa,  es 


































Planos y medidas 
Para obtener el modelo virtual del robot Erratic fue necesario contar con el conjunto  
de cotas que determinan  las dimensiones de todos sus elementos. En este sentido, 
procedí  a  la  recolección  de  todos  los  documentos  que  contienen  ese  tipo  de 
información.  Sin  embargo,  en  los  documentos  consultados  hallé  todas  las 








del  robot  real,  hasta  conseguir  una  representación  visual  de  cada  uno  de  los 
materiales que lo integran. 














virtual utilizando 3D Studio Max. En esta  fase es  importante un buen  trabajo que 
resuelva el modelo 3D utilizando pocos polígonos. En la Figura 38 puede observarse 
una  captura  de  pantalla  de  tal  aplicación  CAD  con  el  modelo  robot  Erratic  ya 
completado. 
 
Figura 38. Vistas 2D y perspectiva del robot Erratic durante su modelado con 3D Studio Max 
En primer lugar construí el modelo 3D del robot a partir de sus dimensiones, tratando 
que éste resultase lo más parecido posible al real sin perder velocidad de computación 
durante  las  simulaciones. Esto  lo  llevé a cabo aproximando  las  formas del  robot a 
conjuntos de primitivas geométricas, las cuales deben estar formadas por un número 
de polígonos o caras que no resulte demasiado alto y, por tanto, no consuma gran 
cantidad  de  tiempo  de  cómputo.  Llegado  este  momento,  el  robot  3D  estaba 
compuesto  por  varios  conjuntos  de  elementos  que  había  que  separar  o  agrupar 
formando entidades  independientes en función del tipo de objeto que constituyen. 
Por ejemplo, un sonar, un láser, una rueda, el chasis,… son entidades distintas que hay 







deben  estar  debidamente  agrupadas  y  almacenadas  en  un  archivo  con  extensión 
*.utx (ver Figura 39). 
En segundo lugar, cada uno de estos elementos independientes lo transformé en una 
malla  (mesh  en  3D  Studio Max)  única.  Esta  operación  elimina  toda  información 
geométrica previa y convierte el objeto 3D en un conjunto de polígonos definidos por 
caras triangulares. Como ya he  indicado, cuanto mayor es el número de triángulos, 
mayor  es  el  parecido  del modelo  con  el  objeto  real,  pero mayor  resulta  la  carga 
computacional.  Por  tanto,  es  necesario  llegar  a  un  grado  de  simplificación  de  la 
realidad que resuelva el compromiso entre calidad gráfica y velocidad de simulación. 
Esto no  siempre  resulta  sencillo, debido a  la  subjetividad  con  la que  los humanos 
percibimos  los objetos, es decir, no hay una ecuación matemática que  indique qué 
densidad  de  polígonos  ha  de  tener  un  objeto  3D  que  va  a  ser  observado  a  una 





Teniendo en cuenta estas  limitaciones, el modelo del robot  lo  limité a unos 50.000 
polígonos para que pudiera ser observado de cerca sin perder apenas detalle, dejando 
















Figura 40. Sensor Laser en 3D Studio Max con el editor de materiales desplegado a la derecha 
Así pues, elaboré un material adecuado para cada elemento  independiente  (malla) 
del robot y definí su distribución sobre el mismo mediante un mapa de texturas en los 











este programa como a  los  importados en  formato ASCII  (*.ASE). El problema que 
reviste utilizar UnrealEd 3 para definir las colisiones de objetos importados, es que sus 
envolventes asociadas bien deben coincidir con  la malla del objeto, o bien han de 
seguir  geometrías muy  simples  (cubos,  cilindros,  esferas,..).  En  el  primer  caso,  el 
tiempo de cómputo de una envolvente de estas características se verá incrementado 
considerablemente  por  contener  un  elevado  número  de  triángulos  o  caras.  En  el 
segundo caso, obtendremos un alto  rendimiento computacional, pero no resultará 
fácil  ajustar  una  sola  forma  geométrica  simple  como  envolvente  del  objeto  en 
cuestión. En la Figura 41 puede observarse cómo un objeto simple como el ordenador 
del  robot  Erratic  requirió  varias  primitivas  (tres  hexaedros)  para  definir 
aceptablemente su contorno de colisión. 
 
Figura 41. Ordenador del robot Erratic con sus envolventes de colisión marcadas aristas verdes 
Llegados  a  este  punto,  decidí  utilizar  3D  Studio Max  para  definir  el  perímetro  de 
colisión de los elementos creados con este programa, ya que trabajando con 3D Studio 





propio  objeto  cuya  envolvente  queremos  definir,  las  cuales  ya  tienen  la  forma  y 
ubicación adecuadas. En segundo lugar, 3D Studio Max permite exportar envolventes 
de colisión junto con el objeto modelado. Para ello solamente es necesario ir al menú 











Tabla 2. Formatos para nombrar envolventes de colisión con compatibilidad para UnrealEd 3  
 
Biblioteca de recursos de Unreal Editor 3 
Con  todas  las  partes  del  robot  completamente modeladas  en  3D  Studio Max  y 








Figura 42. Navegador de mallas estáticas de UnrealEd3 visualizando el chasis del robot Erratic 
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no poseen  ruedas direccionales para  cambiar  su orientación. Tal es el  caso de  los 
robots P2AT y P2DX, ambos incluidos en USARSim. La clase ERA.uc contiene toda la 
información  acerca del  robot Erratic de Videre Design  relativa  al  comportamiento 
físico y dinámico del mismo. 
USAR_ERALTire.uc define la rueda motriz izquierda del robot ERA como extensión 
de  la  clase BulldogTire.uc utilizada por USARSim para  simular  robots  como el 
P2DX o el P2AT. En este archivo se ajustan, además,  los parámetros que definen el 
comportamiento  físico  de  la  rueda  y  se  le  asocia  la  malla 





rueda  motriz  derecha  la  malla  estática  ERARobot.Wheels.ERAReftWheel.  El 
comportamiento de ambas ruedas, derecha e izquierda es el mismo, pero cambia su 
posición respecto al eje de coordenadas vertical en 180 grados. 



















ERASmallTire.uc define  la rueda  loca del robot ERA como extensión de  la clase 
USAR_ERASmallTire y ajusta todos sus parámetros físicos de simulación.  




ERALasser.uc  define  el  sensor  láser  del  robot  ERA  como  extensión  de  la  clase 
RangeScanner utilizada por USARSim como base para simular  los sensores  laser. En 
este archivo  se asigna  la malla ERARobot.Lasser.Lasser al  láser del  robot ERA y  se 
ajusta su escala para que tenga el tamaño adecuado. 
ERAComputerBody.uc  define  el  cuerpo  del  ordenador  del  robot  ERA  como 





en  el  archivo  USARMisPkg.ini  se  especifica  que  ERAComputer  es  un  accesorio 
compuesto por un solo elemento llamado ERAComputerBody. 
 
Archivos de configuración 
Una vez todas estas clases definidas y guardadas en su carpeta correspondiente, las 
compilé ejecutando make.bat en cada una de  las citadas carpetas. De este modo, 





























MountPoints  =  (Name  =  "A",  JointType  =  "Revolute",  Location  =  (X=  0.0,  Y=0.0,  Z=0.0), 
Orientation=(X = 1.5707963267948966192313216916398, Y = 0, Z = 0)) 











aquellos  disponibles  para  ser  simulados  con  USARSim.  Este  objetivo  requiere 
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Ingeniería  y  Ciencia  de  los  Computadores  de  la Universidad  Jaume  I.  Esto  abarca 
buena parte de la planta baja y el primer piso del edificio TI de esta universidad, por 
lo que decidí trasladar al plano virtual el edificio TI entero con sus cuatro plantas y su 
entorno  inmediato para  facilitar posibles ensayos en el exterior. En  la Figura 44 se 
puede observar una vista del edificio TI centrada en su fachada posterior. 
 

























las  texturas  necesarias.  Así,  tomé  fotos  digitales  de  las  paredes,  techos,  suelos, 
puertas, aceras, cemento, asfalto, carteles, lámparas, barandillas, columnas, rendijas 
de ventilación, sensores, etc. 




Edificio TI y entorno inmediato. Modelos estáticos 
Con las dimensiones y las texturas del edificio y su entorno cercano empiecé la fase 
de desarrollo del modelo virtual utilizando 3D Studio Max. 








cada  planta,  los  superpuse  a  la  distancia  entre  plantas  y  construí  cada  pared  de 
manera que su  forma  fuera  lo más simple posible  (ver Figura 46). Es decir,  intenté 
modelar cada pared a partir de un rectángulo extruido, con lo cual su aspecto óptimo 
sería el de una caja estrecha y muy alta. Esta manera de proceder conlleva una serie 
de  ventajas  importantes  y  algunos  inconvenientes  menores  que  es  interesante 
resaltar. 








como  pared,  existe  la  ventaja  adicional  que  el  propio UnrealEd  permite  asociarle 
automáticamente  una  caja  como  contorno  de  colisiones.  Aunque  esto  último  no 
siempre funciona como se desea, dependiendo de la orientación de la pared. 
 
Figura 46. Pared levantada en 3D Studio Max a partir de un plano en AutoCAD del edificio TI 
 












A partir de  los planos de cada planta edificio, construí  tanto  los  forjados como  los  
pavimentos  y  los  techos.  En  general,  esta  tarea  resultó  más  sencilla  que  la 
introducción  de  las  paredes,  pues  el  número  de  elementos  por  planta  es mucho 
menor. 
Básicamente, para obtener  la  formas 3D de estos elementos,  redibujé el contorno 




Figura 48. Forma básica para crear un forjado o pavimento del edificio TI en 3D Studio Max 
En cuanto a los techos, éstos los modelé a partir de las fotografías tomadas en su día, 
respetando tanto su estructura de paneles como las lámparas fluorescentes, difusores 






Figura 49. Techo suspendido registrable  de un despacho del edificio TI con rejillas  y fluorescentes 
Columnas 










tratar  este  tipo de objetos,  ya que no  requieren que  se  les  asocie  envolvente de 
colisión alguna. 
Con  las  ventanas  exteriores  de  los  laboratorios,  seminarios  y  despachos  seguí  un 
procedimiento distinto al utilizado para obtener el resto de ventanas. Esto es debido 
a la presencia de persianas (ver Figura 50 izquierda), las cuales modelé como un plano 
con  una  textura  que  imita  estos mecanismos.  Esta manera  de  proceder  supone 
exportar a formato ASCII una a una todas las ventanas a causa de dificultades con los 
mapas  UVW  que  determinan  la  colocación  de  las  texturas  en  los  objetos.  La 













Figura 50. A la izquierda una ventana con lamas y a la derecha una ventana del hall de la segunda 
planta del edificio TI de la UJI 
 
Considero muy importante indicar que los objetos exportados desde 3D Studio Max a 


















segundas  y  las  terceras,  en  cambio,  deben  considerarse  objetos móviles  con  las 
dificultades que ello conlleva. 












Figura 51. A la izquierda una puerta de un pasillo y a la derecha una puerta de un laboratorio 
De  lo explicado hasta ahora  se desprenden varias preguntas: ¿Qué ocurre  con  los 
cristales  o materiales  no  opacos?  ¿Se  pueden  exportar  desde  3D  Studio Max  o 
cualquier otra aplicación de diseño 3D? Pues bien, para exportar con éxito objetos con 
partes de  cristal  siguí el  siguiente procedimiento:  tomé el nombre de una  textura 
cristal  de  la  biblioteca  de  UnrealEd  y,  desde  3D  Studio Max,  asigné  una  textura 
cualquiera con dicho nombre a la parte transparente de la puerta en cuestión; cuando 
importé esta puerta desde UnrealEd, lo hice con la textura transparente seleccionada 





Figura  52 muestra  algunas  de  las  posibilidades  que  ofrece UnrealEd  en  cuanto  a 
texturas para simular cristales. 
 













bHighDetailOnly: Algunos objetos  introducidos  en  calidad de Actor  
solo usarán Karma si este parámetro toma el valor True. Además, para 














KActorGravScale:  Factor  que  define  en  qué  grado  se  ve  un  objeto 
afectado por la gravedad durante su movimiento. 























una  envolvente  de  esta  manera,  existe  la  posibilidad  de  ajustarla  a  formas 




un  eje.  Por  tanto,  para  cada  una  de  éstas  puertas  definí  un  eje  de  giro  como  el 
mostrado en color naranja en la parte derecha de la Figura 51. En UnrealEd los ejes 













de  la  hoja  móvil  de  la  puerta  en  su  parámetro  StaticMesh  (ver  Figura  54).  A 
continuación, es necesario definir si el Mover  realiza un movimiento  lineal  (puerta 
corrediza) o circular (puerta abatible) desde el parámetro KeyNum del Grupo Mover 
de  las propiedades del Mover. Así, partiendo de  la puerta en posición de  cerrada 
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(KeyNum  0),  seleccioné  KeyNum  1  y  coloqué  la  hoja  de  la  puerta  en  posición 




Figura 54. Asignación de una malla (Puerta_P1_lab_diario) como hoja de puerta automática 
 
Figura 55. Grupo Mover de los parámetros utilizados para configurar el movimiento de una puerta 
automática 
 
Para  determinar  el  comportamiento  de  las  puertas  automáticas  también  fue 





Figura 56. Grupo de parámetros Movement de un Mover. Estos parámetros definen el 
comportamiento físico del Mover 
 
Figura 57. Grupo de parámetros Events de un Mover. Estos parámetros definen posibles eventos 
que pueden activar un movimiento 
 
 
Figura 58. Grupos de parámetros MoverSounds y Object de un Mover. Estos parámetros definen 
los sonidos que emite un Mover durante sus movimientos 
Adicionalmente,  programé  algunas  puertas  para  que  un  robot  las  pudiera  abrir 
accionando un pulsador  (ver Figura 59). Para ello añadí unos  interruptores y definí 
convenientemente el parámetro Event de la puerta en cuestión para que apuntara al 






Figura 59. Puerta de laboratorio con apertura mediante pulsador situado en la esquina inferior 





que  los  robots  disponibles  en  el  Departamento  de  Ingeniería  y  Ciencia  de  los 
Computadores de la Universidad Jaume I de Castellón no tienen capacidad para subir 
o bajar escaleras. Si estas condiciones cambiaran con la necesidad de simular un robot 
capaz de moverse por  las escaleras,  sería  sencillo corregir esto bien añadiendo un 
BlockingVolume para  cada escalón desde el propio UnrealEd o bien añadiendo un 
contorno de colisión adecuado desde 3D Studio Max y volviendo a exportar las nuevas 
escaleras.  Esta  última  opción  tiene  la  ventaja  que  al  ser  reimportadas  las  nuevas 

























los  objetos  no  alcanzables  por  los  robots.  La  Figura  60  muestra  las  máquinas 
expendedoras del hall de la planta baja del edificio TI. 
 




















aunque  en  menor  medida,  continuaba  existiendo  multitud  de  superficies 
hiperiluminadas e infrailuminadas. Como conclusión extraje que sólo si el número de 
luces externas tendía a infinito desaparecería aquel problema, a la vez que emergía 
uno nuevo.  El nuevo problema  consistía en  la  creciente  atenuación de  sombras  a 
medida que  se  incrementan  las  fuentes de  luz y, por  tanto, el número de ángulos 
desde los que ésta alcanza un objeto. Si desaparecen las sombras, también lo hace el 
aspecto  realista  del  entorno  virtual.  Además,  las  sombras  son  absolutamente 
necesarias para distinguir el punto de contacto de los objetos con el suelo. 
Paralelamente a  los experimentos con  fuentes de  luz externas,  realicé pruebas de 
autoiluminación  con  algunos  objetos.  De  estas  pruebas  concluí  que  tal  tipo  de 
iluminación sólo produce efecto sobre los colores del objeto autoiluminado, viéndose 
éstos como colores planos más oscuros o claros, pero  sin brillos ni  sombras  sobre 
ninguna de sus caras y, por tanto, sin aspecto tridimensional. Esto es así debido a que 





por  otra, minimice  la  cantidad  de  luces  exteriores  requeridas  para  conferirle  un 






Figura 61. Combinación de luces con objetos autoiliminados. El punto de luz (bombilla) tiene como 
misión la proyección de sombras para incrementar el efecto tridimensional de la escena 
La Figura 62 muestra algunas de las propiedades gráficas de un objeto en Unreal Editor 
3. Los parámetros AmbientGlow y ScaleGlow están entre  los más  importantes a  la 
hora de iluminar con este software. El primero se refiere a la cantidad de luz que incide 
en todas las caras uno objeto, mientras que el segundo expresa cuánto se ve afectado 
dicho  objeto  al  ser  alcanzado  por  una  fuente  de  luz  cercana.  El  parámetro 
AmbientGlow  lo  ajusté  a  valor  70  para  conseguir  la  cantidad  de  autoiluminación 




Figura 62. Propiedades gráficas de un objeto en Unreal Editor 3. El parámetro AmbientGlow define 




Son numerosos  los  experimentos  en  los que un  robot debe  reconocer un objeto, 
perseguirlo, agarrarlo o  incluso manipularlo  con algún propósito predefinido. Para 
satisfacer  estas necesidades modelé  algunos objetos  inanimados pero móviles,  es 


















Figura 63. Pelota de fútbol en 3D Studio Max con textura realista. La textura permite saber si la 
pelota está girando o simplemente desliza por el suelo 
 







































































texturas  de  lona,  madera  y  metal  para  el  saco,  el  soporte  y  las  cadenas, 
respectivamente. Después, desarrollé estos tres elementos en un mismo archivo de 
3D Studio Max, eligiendo  las envolventes de colisión adecuadas para exportar cada 






Figura 67. A la izquierda envolventes de colisión de los componentes del saco de boxeo y a la derecha 
sus articulaciones 
Una vez en  la biblioteca de  recursos de Unreal Editor 3,  inserté  los objetos en un 
rincón  del  laboratorio  virtual,  quedando  a  disposición  de  posibles  simulaciones. 





























Tabla 6. Valores de los parámetros que rigen el comportamiento físico de los elementos del saco de 
boxeo con Karma Physics 
Posteriormente,  añadí  las  restricciones  de movimiento  de  las  partes móviles  del 
conjunto como son el primer tramo de cadena (Chain) y el saco con el segundo tramo 
de cadenas (Punching_Bag), tal como se muestra en  la Figura 67 a  la derecha de  la 




Expendedor de juguetes 
Con  el  objetivo  de  permitir  que  un  usuario  sea  capaz  de  elegir  con  qué  tipo  de 














sencillo  y  de  uso  intuitivo.  Para  permitir  el  accionamiento  de  las manivelas  fue 

















cabe  mencionar  que  iluminar  con  Unreal  Tournament  2004  no  resulta  sencillo, 








criterios  técnicos de  selección de  simuladores para determinar cuáles  son  los más 
interesantes para conseguir simulaciones didácticas y atractivas. Dada su importancia, 
las teorías del aprendizaje y los criterios técnicos de selección de simuladores los he 





Revisando  las  principales  teorías  del  aprendizaje  con  entornos  virtuales  se  puede 
establecer  la  base  para  conseguir  simulaciones  robóticas  que  favorezcan  la 
motivación  y  el  interés de  los usuarios.  Los  alumnos motivados  son  entusiastas  y 
disfrutan  de  lo  que  están  haciendo,  ellos  se  esfuerzan  y  persisten  en  sus  tareas 
impulsados  por  su  propia  voluntad  en  lugar  de  fuerzas  externas  [35].  Skinner  y 
Belmont [109] señalaron que, si bien los alumnos motivados son fáciles de reconocer, 
son difíciles de encontrar. 













este  proceso  se  compone  de  cuatro  fases  (experiencia  concreta,  observación 







Según Kraiger,  Ford  y  Salas  [112]  los  resultados de aprendizaje  se dividen en  tres 
grupos:  resultados  cognitivos,  resultados  basados  en  habilidades  y  resultados 
afectivos (ver Figura 69).  
 
Figura 69. Resultados de aprendizaje. Esquema adaptado del texto de Kraiger, Ford y Salas [112] 
Los resultados de aprendizaje cognitivos son aquellos relacionados con la adquisición 
de  conocimientos,  la  organización  de  los mismos  y  la  generación  de  estrategias. 





estratégico o  tácito  (conocimiento acerca del cuál, cuándo y por qué). Una vez  los 
alumnos  han  adquirido  el  conocimiento  deben  organizarlo.  Esto  conlleva  la 
agrupación  de  fragmentos  de  información  en  modelos  mentales,  los  cuales  son 
guardados en  la memoria de  largo plazo. Finalmente, utilizando  los conocimientos 





aprendidos  mediante  comportamientos  fluidos  y  para  modificar  o  adaptar  esos 
procedimientos según lo requieran nuevas situaciones. 
Por último, el aprendizaje también da forma a los sentimientos del individuo. Kraiger, 
Ford y Salas  clasifican estos  resultados de aprendizaje en dos  categorías: aquéllos 
relacionados  con  cambios  en  la  actitud  del  alumno  y  aquéllos  relacionados  con 
cambios  en  la  motivación.  Los  resultados  afectivos  (o  actitudinales)  incluyen 
individualismo creativo, crecimiento interior, autoconciencia y cambio en los valores 






juego  se  podría  entender  como  el  grado  de  coincidencia  entre  los  objetivos  de 
aprendizaje y los atributos del juego. Es decir, para maximizar la eficacia educativa de 
un video juego hay que dotarlo de aquellos atributos que favorezcan los resultados 
de  aprendizaje  buscados.  En  este  sentido,  existen  numerosos  estudios  acerca  de 
cuáles son  las características principales de  los  juegos y qué papel tienen desde un 
punto de vista educativo. 
En 2002, Garris, Ahlers y Driskell [35] revisaron la literatura existente deduciendo que 






de  decidir  cuáles  son  las  características  fundamentales  que  los  convierten  en 
didácticos y atractivos. De hecho, Garris y sus colegas basaron sus conclusiones en 
estudios  y  ensayos  empíricos  llevados  a  cabo  tanto  con  juegos  serios  como  con 
simuladores  de  manera  indistinta.  Estas  características  las  englobaron  en  seis 
categorías o dimensiones: fantasía, reglas/objetivos, estimulación sensorial, desafío, 
misterio y control. 
En 2009 Wilson y otros realizaron un estudio sobre  las características de  los  juegos 
serios y los resultados de aprendizaje [29]. Tal estudio revisó, entre otros, los trabajos 
de Garris, Ahlers y Driskell, concluyendo que  las características  importantes para el 
aprendizaje  y  la  motivación  son  principalmente:  fantasía,  fidelidad,  estimulación 
sensorial, desafío, misterio, evaluación y control. En este estudio se incluye la fidelidad 
y  la  evaluación  como  atributos  importantes,  separando  este  último  de  las 
reglas/objetivos  a  diferencia  de  Garris  y  sus  colegas.  Dada  la  importancia  de  la 
fidelidad en el mundo de las simulaciones, he considerado adecuado tomar como base 
el trabajo de Wilson y sus colegas. 
La  fantasía representa  algo  que  se  aparta  de  la  vida  real  y  evoca  imágenes 
mentales  de  cosas  que  no  existen  [35]  [36].  La  fantasía  permite  que  el  usuario 
interaccione sin miedo de consecuencias propias del mundo real y, además, facilita 







provoca  que  sus  usuarios  experimenten  los  mismos  procesos  cognitivos  para 
completar una tarea que si estuvieran realizando tal tarea en el mundo real. 






El  desafío  está  directamente  ligado  a  la  dificultad  que  supone  conseguir  los 
objetivos de un juego o una simulación, de manera que la cantidad óptima de desafío 
es aquélla que genera y mantiene el interés y la motivación del usuario [39]. Algunos 
estudios  demuestran  que  el  desafío  está  relacionado  con  la motivación  [116].  La 
motivación se mantiene creando incertidumbre en la consecución de los objetivos. 
Existe  misterio  cuando  hay  un  hueco  entre  la  información  conocida  y  la 
desconocida. El usuario puede saber que cierta información existe, pero no la conoce 
todavía. La adición de ciertos elementos en un juego puede incrementar el misterio: 
novedad,  complejidad,  inconsistencia,  sorpresa,  información  incompleta  [36]  y  la 
incapacidad para predecir el futuro [35]. El misterio despierta la curiosidad del usuario 
por completar su información, incrementando su motivación [29]. Malone y Lepper 
señalaron  que  la  curiosidad  es  uno  de  los  principales  factores  que  impulsan  el 
aprendizaje [36]. 
La evaluación es la medición del grado en que se alcanzan los objetivos dentro de 





de  los  efectos positivos o negativos de  sus decisiones  [27]. Para que  los usuarios 
puedan mejorar  su  rendimiento en el  juego o  incluso  su aprendizaje, es  vital que 
aprecien  la  conexión  entre  sus  acciones  y  sus  resultados.  Esta  conexión  puede 












estimulación  sensorial,  misterio,  evaluación  y  control  sobre  los  resultados  de 
aprendizaje. 















alumnos mejoran  sus  resultados  cognitivos  al  introducir  la  fantasía  en  los  juegos 
serios,  pero  quizá  el  aumento  de  resultados  cognitivos  se  deba  al  conocido 








Aunque  existen  numerosos  estudios  acerca  de  la  fidelidad  en  los  juegos  serios  y 
simuladores  [123]  [124]  [44], parece que no está claro qué nivel de  fidelidad es el 
adecuado para alcanzar los resultados de aprendizaje cognitivos. 
 
Resultados de aprendizaje procedimentales 
Existe escasa investigación acerca de la relación entre los resultados de aprendizaje 
procedimentales con  los atributos de  los  juegos serios. No obstante, tras revisar  la 





su  aprendizaje  procedimental  dado  que  será  necesario  utilizar  similares  procesos 
físicos y cognitivos para ejecutar  la tarea real y  la simulada. Sin embargo, superado 
cierto  nivel  de  fidelidad  incrementos  en  éste  atributo  no  supondrán  mayores 
beneficios  para  el  aprendizaje.  En  lo  referente  al  nivel  de  control,  propusieron  la 
cantidad de control en manos del usuario afectará positivamente a su aprendizaje 
procedimental. 





Figura 71. Relación entre los resultados de aprendizaje procedimentales y los atributos de los juegos 
serios o simuladores 
 
































motores  de  juegos  para  aplicaciones  serias,  tomando  como  criterios  la  fidelidad 
(audiovisual  y  funcional),  la  accesibilidad  (facilidad  de  uso  y  desarrollo,  coste, 
documentación),  la heterogeneidad  (capacidad multiplataforma),  la componibilidad 













sea  la  transferencia de  aprendizaje  [128]. Por otra parte,  la  inmersión  cognitiva  a 
través de contenidos de alta  fidelidad   es un eficaz y contrastado mecanismo para 




realidad  virtual  [129],  etc.  Por  lo  contrario,  rupturas  de  coherencia,  como  las 
provocadas  por  una  baja  velocidad  de  fotogramas  (FPS  <  30)  o  discontinuidades 
espaciales  en  el  entorno  virtual  se  demuestra  que  tienen  un  importante  impacto 
negativo  en  la  inmersión  [130].  Para  obtener  una  fidelidad  audiovisual  alta  es 
necesario que el simulador cuente con un potente motor de renderizado y avanzadas 
técnicas de  animación  y  audio.  Los motores  gráficos  actuales permiten  avanzadas 











mesh  morphing  [136],  animation  blending  [137]).  En  la  actualidad  se  utilizan 
diferentes procedimientos que permiten ofrecer alta  fidelidad auditiva  tales  como 
técnicas de sonido 3D o flujo continuo de sonido. 
La fidelidad funcional  se  define  como  el  grado  en  que  la  simulación  se 
comporta  como el equipo operacional al  reaccionar a  las  tareas ejecutadas por el 
alumno [138]. La fidelidad funcional es  importante para  incrementar el realismo de 
las  simulaciones, así  como el  interés  y  la atención de  los usuarios  [139]  [140]. En 
cuanto a la fidelidad funcional, es interesante que los simuladores den soporte para 
lenguajes de scripts y diversas técnicas de IA, tales como la detección de colisiones, 




Accesibilidad.  Los  juegos  serios  y  los  simuladores  van  a menudo  dirigidos  a 
individuos con poco interés en la tecnología o escaso conocimiento de las interfaces 
de  usuario.  Algunos  estudios  (Jarvis  2009)  han  demostrado  que  la  interacción 
convencional mediante teclado y ratón en un mundo con múltiples grados de libertad 
puede resultar  inicialmente abrumadora para ese tipo de usuarios. Como ejemplos 
interfaces  que  tratan  de  simplificar  las  interacciones  de  los  usuarios  en  entornos 
virtuales  con  elevados  grados  de  libertad  pueden  citarse  los  dispositivos  de 
interacción Wii Remote controller [141] y Kinect [142], basados en acelerómetros y 
visión respectivamente. Asimismo, los creadores de entornos de simulación pueden 
ser  investigadores  o  personal  docente  explorando  un  nuevo medio,  en  lugar  de 




usos no  comerciales  y  acceso  a  código  fuente,  facilitando una  adecuada  curva de 


















un  gran  reto  debido  principalmente  a  los  avances  en  tecnología  de  hardware,  la 
diversidad de formatos y tecnologías existentes para crear objetos o animaciones y a 
la  elevada  densidad  de modelos  3d  que  caracteriza  los mundos  virtuales  de  alta 
fidelidad.  Así,  el  imparable  avance  tecnológico  impulsa  de  manera  incesante  la 




fenómeno  es muy  usual  (casi  universal)  y  emerge  de  inmediato  con  una  simple 
observación de los modelos de cualquier saga de videojuegos o simuladores. Así, por 
ejemplo, si en 2005 los modelos de los personajes principales del conocido shooter en 
primera  persona  Battlefield  2  estaban  compuestos  por  unos  9000  triángulos 
(personaje  con  su  equipo),  en  2011  sus  homólogos  del  posterior  lanzamiento 
Battlefield 3 contaban con 15000 (un 67% más), y dos años después la resolución de 
los personajes del Battlefield 4  rondaban  los 23000  triángulos  (más de un 50% de 
incremento sobre el  lanzamiento anterior). A este respecto, tampoco son  inusuales 
los  lanzamientos  de  actualizaciones  y  paquetes  de  expansión  donde  se  aprecian 
importantes incrementos en el nivel de detalle de los contenidos con el objetivo de 
retrasar  la obsolescencia de un videojuego, un  claro ejemplo  son  los paquetes de 







real se suele  recurrir al uso de varios niveles de detalle o LOD  (del  inglés Level Of 
Detail) para cada modelo 3D correspondientes a  las diferentes distancias desde  las 
que puede ser observado por el usuario. Así, los objetos más cercanos al usuario se 












Conectividad.  En  la  actualidad  son  comunes  los  cursos online  y  los  contenidos 
online de asignaturas que  se  cursan principalmente de  forma presencial. También 
















experimentado  en  un  juego  de  ordenador  puede  quedar  determinado  por  varios 
factores, incluyendo: (a) factores de control, o el grado en que las acciones tomadas 
para controlar o manipular el entorno resultan  inmediatas y naturales; (b) factores 
sensoriales,  en  referencia  a  la  calidad,  riqueza  y  variedad  de  información  que  se 
presenta a  los  sentidos;  (c)  factores de distracción, o  la medida en que el usuario 
queda aislado del entorno  físico externo; y  (d)  factores de  realismo,  incluyendo el 
detalle, textura y realismo de la escena. La Tabla 7 detalla los factores que Bob Witmer 






























































































Los  factores de distracción no  los he  tenido en  consideración para  la  selección de 






Como  se ha  indicado en el apartado de objetivos del  capítulo 1, el estudio de  los 
simuladores disponibles para robótica tiene como finalidad seleccionar aquéllos más 
interesantes para ser utilizados en el marco de  la  investigación y  la educación. Del 
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La Tabla 8 muestra una  comparativa de  los  simuladores open  source gratuitos no 





robóticos de mayor proyección  en  la  actualidad  y  ambos han  experimentado una 





un  entorno.  Tanto  la  biblioteca  de  objetos  como  la  de  robots  están  en  continuo 
crecimiento  gracias  a  las  aportaciones desinteresadas de  la  amplia  comunidad de 
desarrollo de este simulador. Aunque si nivel de realismo gráfico es algo inferior al de 
Webots o USARSim,  resulta de gran calidad comparado con  la  fidelidad visual que 





  Gazebo OpenRAVE SimRobot 
Fidelidad 
audiovisual 
Renderizado Alto Alto Alto 
Animación Baja Baja Baja 
Sonido Bajo Bajo Bajo 
Fidelidad 
funcional 
Programabilidad Media Alta Media 
Técnicas de IA Bajo Bajo Bajo 



















Coste Gratuito Gratuito Gratuito 
Conectividad General  Alta Media Media 





en  motores  de  juegos.  Esta  tabla  recoge  únicamente  los  simuladores  robóticos 
expuestos en el capítulo 2 de esta tesis, por su importancia o interés en el campo de 




Engine  3.  UDK  incorpora  un  editor  de  mundos  con  una  enorme  versatilidad  y 
capacidad  que  permite  trabajar  de manera muy  fluida  generando  toda  clase  de 
recursos  propios  de  juegos  de  última  generación.  Como  ejemplos  de  recursos 
interesantes para simulaciones realistas se pueden citar: animaciones de máquinas 
trabajando de manera cíclica en un entorno  industrial o personas paseando por  la 





la  acción del  viento ondeando,  los  cuales  incluso  se pueden  romper;  terreno  con 
relieve  realista;  cúpula  celestial  con  texturas de nubes en movimiento; materiales 
animados para simular pantallas de electrodomésticos o fluidos en movimiento como 
agua o  lava; entorno destruible; materiales que  reflejan el entorno perfectos para 
introducir agua, espejos o  superficies pulidas en general;  sonidos de  impacto para 










Renderizado Alto Muy alto Muy alto 
Animación Media Alta Alta 
Sonido Alto Muy alto Muy alto 
Fidelidad 
funcional 
Programabilidad Media Media Alta 
Técnicas de IA Medio Alto Alto 



















Coste Gratuito Gratuito Gratuito 
Conectividad General  Media Alta Media 
Tabla 9. Comparación de simuladores open source gratuitos  basados en motores de video juegos 
Además, USARSim posee un potente editor de  IA que resulta de gran utilidad para 
dotar de inteligencia al simulador, de manera que el usuario reciba instrucciones para 
alcanzar  los  objetivos  de  la  simulación,  realimentación  de  los  logros  y  errores 
cometidos durante la misma, puntuación obtenida, mensajes de voz o de texto, etc. 

















manera muy  completa  definiendo  tanto  los materiales  como  las  envolventes  de 
colisión, su peso y su centro de masas. El centro de masas es muy  importante para 
obtener alta  fidelidad en el comportamiento físico de  los objetos y hay muy pocos 





populares de  la actualidad  lo  convierten en una opción muy versátil y  fiable. Si el 



















Renderizado Alto Alto Alto Alto 
Animación Bajo Bajo Bajo Bajo 
Sonido Bajo Bajo Bajo Bajo 
Fidelidad 
funcional 
Programabilidad Media Alta Media  Alta 
Técnicas de IA Bajo Bajo Bajo Bajo 





Bajo  Medio  Medio  Medio 
Disponibilidad 
de contenidos 




Baja  Baja  Baja  Media 
Multiplataforma
software 














Conectividad General  Media Media Baja Media 






















el  cual  aborda  los  principales  temas  de  los  sistemas  inteligentes,  proporcionando 
software listo para ser utilizado en el aula y el laboratorio. 
El  best‐seller  de  Stuart  Russell  y  Peter  Norvig  "Artificial  Intelligence:  a  Modern 
Approach"  (AIMA)  [144]  es  el  libro  de  texto  líder  en  Inteligencia Artificial,  siendo 
utilizado en más de 1200 universidades de más de 100 países. Existe gran cantidad de 
recursos  online  para  este  libro,  incluyendo  un  amplio  repositorio  con  el  código 
adecuado  para  todos  los  algoritmos  del  libro  en  varios  lenguajes,  pudiéndose 
encontrar versiones en Java, Lisp y Python para la mayoría de algoritmos. 
La  elección  de  Python  como  base  para  esta  plataforma  de  software  se  debe 
fundamentalmente a tres motivos. En primer lugar, Python es sencillo de usar y más 











el  estudiante  durante  la  implementación  de  los  conceptos  y  el  análisis  de  los 
resultados. Tal como se  justifica en el siguiente apartado, como simulador se eligió 
USARSim v.1.2 para UDK. 
















e  ingeniería  que  permite  cálculos  numéricos  y  análisis  y  visualización  de  datos 
fundamentalmente. Python(x,y)  se basa en el  lenguaje de programación Python  y 















programar  su  comportamiento  en  lenguaje  Python  mediante  el  entorno  de 
programación Python(x,y). 
 






Como muestra  del  enfoque  propuesto,  se  han  desarrollado  dos  casos  de  estudio 
completos  para  el  aula,  consistentes  en  la  implementación  de  dos  temas  de 
aprendizaje  automático  y  de  búsqueda,  a  saber,  redes  neuronales  y  algoritmos 
genéticos. Estos casos de estudio se detallan al final de este capítulo analizando los 
resultados  obtenidos  por  alumnos  de  Sistemas  Inteligentes  de  la  UJI  durante  su 
implementación. 
 
Figura 74. Robot humanoide NAO. Imagen extraída de la página web de Aldebaran Robotics62 
 
6.2. Selección de un simulador para sistemas inteligentes 























para  UDK  como  se  ha  comentado  en  el  apartado  anterior,  así  que  procedí  a  la 






un  robot  debía  reconocer  y  clasificar  una  serie  de  imágenes  para  poder  salir  del 
mismo. Intentando explotar las capacidades de UDK dando mayor riqueza y realismo 
a  las  simulaciones,  introduje  distintas  fuentes  que  provocaran  cambios  de  luz  o 




celestial  lejana y  realista adornada con una enorme  luna  llena que  ilumina  toda  la 
escena,  proyectando  las  sombras  de  muros,  columnas,  ramas  secas  y  resto  de 
naturaleza muerta. 








de  partículas  que  se  detallarán  más  adelante  en  este  capítulo,  introduciendo 





Figura 75. Vista de frente del laberinto para algoritmos de clasificación de imágenes 
 
 
Figura 76. Vista global del laberinto para algoritmos de clasificación de imágenes 
 
 
Figura 77. Entorno del laberinto con las formas a reconocer (derecha) y una fuente de distorsión 
dinámica de la imagen (izquierda) 
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En  cuanto  al  entorno  para  pruebas  de  algoritmos  de  aproximación  evolutiva  a 
búsqueda  multidimensional  de  parámetros  para  un  controlador  de  gateo, 
técnicamente solo requería de un gran espacio abierto sin obstáculos, de modo que 







y  vértices. El  aspecto  irreal del  robot podría disminuir  el  grado de  aceptación del 
usuario y con ello su motivación [44] por utilizar el simulador. El modelo de NAO del 
centro de la figura resulta mucho más parecido al robot real (a la derecha) con una 
cantidad  similar de  triángulos y vértices. Además,  como  se  comenta en apartados 
siguientes de este capítulo, para cada parte del robot desarrollé varias versiones con 
diferentes niveles de detalle en orden descendente con el objetivo de poder simular 
de manera  fluida grupos de  robots sin que el usuario perciba pérdida de  fidelidad 
gráfica. 
 
Figura 78. Comparativa entre el modelo de NAO de USARSim UDK v.1.2 (izquierda), mi modelo 









capítulo 4. Teniendo esto en cuenta,  indico a continuación  los pasos seguidos en  la 




En  el  entorno  del  laberinto  pueden  distinguirse  fundamentalmente  los  siguientes 
elementos:  paredes  del  laberinto,  muro  exterior,  suelo,  templo,  curso  de  agua, 




Paredes del laberinto, templo, suelo y muro exterior 
El laberinto para la prueba de algoritmos de clasificación de imágenes debe cumplir 
una  serie de  condiciones en cuanto a dimensiones para poder  ser utilizado  con el 
robot humanoide NAO. Como  la  estatura de  este  robot  es de 58  centímetros, he 
procedido  a  levantar  un  entramado  de  paredes  de  un metro  de  altura  con  una 
separación de un metro para permitir la maniobra del robot. La textura utilizada para 
estas  paredes  se  encuentra  disponible  en  el  editor  de  niveles  de UDK,  lo  que  ha 
facilitado  la  elaboración  del material  de  aspecto  pétreo  adecuado.  Es  importante 
recalcar que el motor gráfico de UDK permite asignar a los modelos 3D materiales en 
lugar  de  simples  texturas,  consiguiendo  efectos  de  mucho  mayor  realismo  y 
posibilidades  prácticamente  infinitas.  Los materiales  están  compuestos  por  varias 
texturas y por funciones que  las modifican y combinan con capacidad para generar 
casi cualquier aspecto o efecto imaginable. Así, se puede crear, por ejemplo, una falsa 
impresión de  relieve  sobre  superficies  lisas, o  incluso movimientos aleatorios para 
crear  nubes,  cursos  de  lava,  agua  y  fluidos  en  general.  Las  texturas  realistas  son 
importantes para aumentar  la percepción del movimiento del robot y de  la cámara 
del usuario durante las simulaciones. 








que  los  símbolos  puedan  leerse  perfectamente  a  distancias  de  observación  entre 
26cm y un metro (ver Figura 80), lo cual está en consonancia con las dimensiones del 
laberinto y con las capacidades del NAO. Es importante indicar que la cámara frontal 










Figura 79. Campo de visión de la cámara frontal del  robot NAO y tamaño del área captada a una 




2 tan 47,8º 2 2 tan
36,8º
2  
Ecuación 1. Área de la imagen captada por la cámara frontal de un NAO v.3.x en función de la 
distancia de observación 
17 17
∗ 100  
Ecuación 2. Relación porcentual del área que ocupa el símbolo en la imagen captada por la cámara. 
En esta ecuación el área A debe introducirse en cm2 
 
Figura 80. Relación de tamaños de los símbolos captados en función de  la distancia de observación 




su paso  transcurridos 10 minutos después de empezar  la  simulación. Con  esto  se 
consiguen  cuatro  objetivos  importantes  según  las  teorías  del  aprendizaje  con 
entornos virtuales:  
Objetivo 1. Ofrecer  realimentación en  tiempo  real,  indicando al usuario que el 
tiempo disponible para superar la prueba ha terminado. De esta manera se 




Objetivo 2. Incrementar  el  grado  de  fantasía  ofrecidos  en  la  simulación  para 
conseguir experiencias más inmersivas y atractivas. 
Objetivo 3. Aumentar  el misterio  y  con  ello  la motivación de  los  alumnos por 
pasar más  tiempo con el  simulador. Los alumnos conocen  la presencia del 
minotauro,  pero  no  saben  qué  papel  juega  hasta  que  finaliza  el  tiempo 
disponible para terminar la prueba. 
Objetivo 4. Elevar  el  desafío  ofrecido  por  la  simulación,  pues  los  algoritmos 
implementados  por  los  alumnos  deberán  clasificar  bien  las  imágenes  y, 
además, actuar con rapidez. 
 
Figura 81. Minotauro introducido en el simulador. La bestia recorre el laberinto en busca del robot 
humanoide transcurridos 10 minutos desde el inicio de la simulación 
 
Figura 82. Planta de un templo díptero y elementos característicos del arte griego de estilo jónico 




con  la  figura del minotauro. En el  interior del  templo he  situado un pedestal  con 
relieves que conmemoran la victoria de Teseo frente a la citada bestia (ver Figura 83) 
para evitar que  su posible aparición no  resulte  "fuera de  lugar"  con  sus negativas 
consecuencias en cuanto a inmersión. 
 
Figura 83. Pedestal situado en el interior del templo con texturas simulando relieve. Capturas de 
pantalla tomadas desde varios puntos de vista 
El diseño de  los modelos 3D del conjunto del templo  lo he realizado con 3D Studio 
Max partiendo de  fotos, dibujos  y  algunas  imágenes de películas  ambientadas  en 
mitología griega. Es  importante destacar  la enorme reducción de polígonos que he 







Figura 84. Modelo de capitel sin relieves (izquierda) y resultados visuales después de aplicar un 





un  efecto  de  relieve mediante  una  aplicación  de  NVIDIA  para  Adobe  Photoshop 
llamada NVIDIA Normal Map Filter, la cual permite ajustar la profundidad y el grosor 
de  las  líneas  de  relieve  (ver  Figura  86).  En  cambio,  partiendo  de  un modelo  3D 
altamente detallado y utilizando la opción render to texture de 3D Studio Max 
también  se  puede  obtener  una  textura  normal map  que  simule  relieves  sobre 
superficies lisas. Éste ha sido el procedimiento que he seguido para implementar los 





Figura 85. Tramo de muro exterior del laberinto. A la izquierda puede verse la forma geométrica 
básica a la que se le han aplicado las texturas de relieve figura central) para obtener un aspecto 
similar al de un muro compuesto por 51060 triángulos (figura de la derecha) 
El cerramiento exterior que contiene el laberinto está formado por gruesos muros de 










permite  simular  capas de  suciedad  aleatorias  sobre  cualquier  superficie mediante 






Figura 86. Normal map (a la derecha) obtenido con NVIDIA Normal Map Filter con Adobe 



















Terreno exterior, bóveda celestial, iluminación y sonidos 
Como simulador con motor de juego, USARSim para UDK permite la introducción de 
una realista bóveda celestial y un extenso terreno que evitan  la sensación de estar 
flotando en el espacio, otorgando gran  realismo a  las  simulaciones y  facilitando  la 
inmersión  del  usuario.  Este  efecto  también  puede  potenciarse  eliminando  el 
incómodo silencio absoluto mediante otra de las capacidades típicas de los motores 
de juegos, los sonidos ambientales. 
El  terreno donde está emplazado el  laberinto  lo he creado de manera que  resulte 
realista y a su vez no suponga una carga para la mayoría de tarjetas gráficas. Por una 
parte,  se  trata  de  un  terreno  plano  muy  extenso  bordeado  por  formaciones 
montañosas que dificultan  la percepción de  los  límites del entorno. Por otra parte, 
este terreno lo he diseñado con la mínima densidad de malla (técnica conocida como 
low tessellation)  compatible  con  las  citadas  elevaciones  y  con  la  depresión 
necesaria para  incluir un pequeño río o curso de agua. El terreno no  lleva ninguna 




juegos.  Sobre  el  terreno  y  los muros  del  laberinto  he  puesto  vegetación muerta, 
árboles y arbustos  secos  fundamentalmente, buscando provocar una sensación de 



















Figura 87. Bóveda celestial con la luna iluminando el entorno con una fuente de luz direccional  
El espacio  intermedio entre el terreno y el cielo está ocupado por una  ligera niebla 
azulada que incrementa el efecto de distancia con los elementos del entorno que se 
suponen  lejanos  tales  como  las montañas del borde  exterior o  la  superficie de  la 


















tipo de  recurso es muy empleado para crear  los personajes que pueblan  los video 
juegos y lo expongo con más detalle en el capítulo 8 de esta tesis. Para incrementar la 
fidelidad audiovisual y funcional de las simulaciones he utilizado la herramienta APEX 
Clothing64  (PhysX  Clothing)  [148]  incluida  en  el  plug‐in NVIDIA  PhysX65  para  3D 
Studio Max. APEX Clothing utiliza técnicas vanguardistas que permiten simular tejidos 
y ropa de manera altamente realista. La rica interacción de la ropa con el cuerpo en 






de  la  ropa  expresada  en  distancia máxima  de  desplazamiento  sobre  su  punto  de 
reposo.  
 






Sistemas de partículas 
Como  sistema  de  partículas  se  entiende  toda  fuente  de  emisión  de  partículas  de 
cualquier  tipo  tales  como  chispas,  llamas,  humo,  gotas  de  agua,  fragmentos  de 
objetos, burbujas, calor, gases, polvo, etc. Se trata de un recurso que suele aportar 





humo,  chispas  y  refracción)  definidos  por  funciones  de  carácter  aleatorio  que 
determinan desde su trayectoria hasta su tiempo de vida (ver Figura 89). La inclusión 
de  los  sistemas de partículas, en este  caso,  tiene una  componente  funcional muy 
importante, ya que tanto el fuego como el humo dificultan la lectura de los símbolos 
de  navegación  poniendo  a  prueba  el  algoritmo  de  clasificación  de  imágenes 
implementado. Éste es uno de  los motivos por  los que decidí utilizar USARSim para 
UDK, ya que los simuladores no basados en motores de juegos no suelen ofrecer este 








NAO  es  un  robot  humanoide  autónomo  programable  desarrollado  por  Aldebaran 
Robotics, una empresa francesa con sede en París, con las siguientes características 
principales (ver Figura 90): 
• Cuerpo  con 25 grados de  libertad  cuyos elementos  clave  son  los motores 
eléctricos y actuadores. 
• Completa red de sensores que  incluye 2 cámaras, 4 micrófonos, sensor de 
distancia  sonar, 2 emisores  y  receptores  infrarrojos, una placa de  inercia, 9 
sensores de contacto y 8 sensores de presión. 




• Batería de  27,6  vatios‐hora que proporciona  al  robot 1,5 o más horas de 
autonomía en función del uso. 
 
Figura 90. Características principales del robot humanoide NAO. Esquema procedente de la 






En  cuanto al modelo gráfico de NAO que he  creado, éste  lo he desarrollado en 4 
versiones con diferentes niveles de detalle  (LOD, Level Of Detail) para ofrecer una 
carga gráfica decreciente con la distancia de observación (ver Figura 91) para permitir 
la  simulación  fluida  de  grupos  de  robots.  Estos  niveles  de  detalle  los  he  creado 
guardando  una  relación  de  triángulos  del  75%  (aproximadamente)  entre  niveles 




Ecuación 3. Relación entre la cantidad de triángulos que forman niveles de detalle consecutivos para 
favorecer transiciones suaves no detectables por el usuario y evitar el fenómeno popping 
 
 
Figura 91. Niveles de detalle de la cabeza del robot NAO para cuatro intervalos de distancias de 
observación 
































Figura 92. Comparativa de envolventes de colisión entre el pié del NAO de USARSim y el nuevo 
modelo introducido por mí 
En segundo lugar, he separado antebrazo de la mano permitiendo el giro de la muñeca 


















Figura 94. Secuencia de cierre de la mano de mi modelo de humanoide NAO en el editor de 





Como  ya  he  indicado  en  el  capítulo  5,  los  nuevos  modelos  de  robots  deben 
introducirse en USARSim a través de clases que los definan completamente, dejando 
constancia de las clases de robots generadas en el archivo UDKUSAR.ini. A la hora 
de  crear  una  clase  para  el  nuevo  modelo  virtual  de  NAO  han  surgido  algunas 
dificultades basadas en la multitud de articulaciones presentes en los dedos del robot. 






(Choregraphe,  PyNAOqi,  etc.)  trabajan  con un  grado de  libertad para  cada mano. 
Como los ensayos a realizar en el entorno del laberinto no requieren manipulación de 
objetos,  he  solucionado  el  problema  creando  varias  clases  de NAO,  unas  con  las 
manos cerradas y otras con las manos abiertas con dedo inferior prensil. Si en el futuro 
surge  la  necesidad  de  simular  ensayos  donde  este  robot  deba  coger  objetos  con 
precisión  valiéndose  de  las  manos,  sería  necesario  retomar  el  trabajo  y  seguir 
buscando nuevas soluciones en esa línea. Teniendo en cuenta que el nuevo modelo 
































































durante  sus  sesiones prácticas,  validando  la buena  adecuación  tanto  del  lenguaje 
Python  como  del  simulador,  los  entornos  y  el modelo  de  robot.  A  continuación 












estudio con  la  imagen captada por  la  cámara  frontal del humanoide NAO ubicada 
arriba  a  la  izquierda.  El  conjunto  de  datos  formado  por  tales  imágenes  debe  ser 
recogido  para  posteriormente  entrenar  la  red  neuronal  con  el  algoritmo  de 







reducido,  el  problema  resulta  desafiante  debido  a  las  ya  descritas  variables 
condiciones  de  iluminación  y  otros  efectos  tales  como  humo  que  disminuye  la 
visibilidad o refracciones provocadas por fuentes de calor. 
 
Figura 96. Robot NAO ejecutando un algoritmo de clasificación de imágenes. El algoritmo ha sido 
implementado con Python y simulado con USARSim 
Este ejercicio práctico es especialmente interesante desde el punto de vista educativo 
porque  combina el procesamiento de  imagen  con el aprendizaje automático. Esto 
permite afirmar que este marco software combina perfectamente la visión, la robótica 
y  el  aprendizaje  automático,  proporcionando  un multidisciplinario  y  enriquecedor 













Los  resultados  de  un  entrenamiento  típico  se muestran  en  la  Figura  97,  la  cual 
representa  el  error  de  clasificación  en  función  del  número  de  iteraciones  de 





gráfico  de  la  Figura  97  para  los  errores  de  entrenamiento  y  de  prueba).  La  red 
resultante clasificó correctamente el 97% de las imágenes. 
 











realizar en entornos complejos, debido a que  los  robots humanoides  requieren de 
comportamientos rápidos, estables y adaptativos. El objetivo de este ejemplo es el 
desarrollo de una  solución para  la generación automática de un modo de andar a 
gatas,  inspirado  en  trabajos  de  investigación  sobre  Algoritmos  Genéticos  para  la 
síntesis de un comportamiento para caminar [153]. 
Algunos movimientos que  realizamos  los humanos  (y  los  robots humanoides)  son 
inherentemente periódicos, repitiendo varias veces el mismo conjunto de pasos (por 







Ecuación 4. Función periódica obtenida como resultado de una suma de osciladores simples 

















el  período  de  todos  los  osciladores  debe  ser  el mismo  para mantener  todas  las 
articulaciones sincronizados por un único reloj de frecuencia. Estas consideraciones 
reducen  el  número  de  parámetros  a  19.  Si  los  parámetros  se  definen  para  las 





una  fase  π  al oscilador  correspondiente.  El  conjunto de parámetros desconocidos 
forman el genoma que será utilizado por el algoritmo genético para generar el gateo. 





















de Sistemas  Inteligentes durante una sesión de  laboratorio. Por  lo tanto, no puede 
afirmarse que supongan una mejora sobre el estado del arte en el control de gateo de 
















ofreciendo una  funcionalidad excepcional  y una estética atractiva.  La  intención es 
motivar a  los estudiantes a pasar más  tiempo  con el  simulador para  implementar 
algoritmos de última generación mediante el uso de los recursos y  librerías existentes. 
Como  se  ha  comprobado  en  la  elaboración  de  estos  entornos,  USARSim  resulta 
excelente para simulaciones donde la visión juega un papel fundamental, ofreciendo 
una  amplia  y  completa  gama  recursos  visuales muy  difíciles  de  encontrar  en  los 






















importante para promover  la madurez  intelectual, tal como  lo define el modelo de 
Perry [155]. Una competición implica un problema perfectamente definido, pero a su 
vez  abierto  a  muchas  posibles  soluciones.  En  las  competiciones  se  anima  a  los 









Desde  1993  hasta  la  actualidad  los  profesores  del  Departamento  de  Ingeniería  y 
Ciencia de los Computadores de la UJI han observado una reveladora evolución en el 
interés  de  los  alumnos  por  una  asignatura  optativa  de  robótica,  la  cual  está 
estrechamente  relacionada  con  el  uso  de  robots  en  clase  y  las  competiciones 
robóticas [1]. 
Entre 1993 y 1998 tal asignatura estaba orientada a la programación y la  ingeniería 
del  software, estando el  trabajo de  laboratorio  limitado al uso de  simuladores de 
brazos manipuladores. Con la llegada de asequibles kits de robots móviles, en 1999 se 




entre  los  estudiantes  (ver  Figura  101). No  es  necesario  decir  que  la  competición 
aumentó enormemente el  interés de  los estudiantes en  su  trabajo de  laboratorio. 
Dado que fue el primer evento de este tipo en la universidad, levantó un gran interés 
no solo entre  los estudiantes de  informática, sino en toda  la comunidad educativa. 
Este  interés  también  fue  difundido  en  los  medios  de  comunicación,  con  varias 
referencias en la prensa local.  
 
Figura 101. A la izquierda un estudiante programando un pequeño robot móvil en el laboratorio.   
A la derecha competición de robots luchadores de sumo en la UJI, curso académico 1999-2000 
 






Figura 102. Porcentaje de estudiantes de informática de la UJI matriculados en la asignatura 
optativa de robótica entre los años 1993 y 2002. Planes de estudio de 1991 
7.1. Sobre la enseñanza de la robótica en la UJI  141 
 
Después  de  algunos  cursos  con  un  moderadamente  creciente  interés  de  los 
estudiantes por  cursar  la  asignatura de  robótica,  en 2006  se  introdujo una nueva 
plataforma robótica en el aula que supuso un nuevo impulso en la motivación de los 






Figura 103. A la izquierda estudiante programando un robot humanoide en el laboratorio. A la 





años  posteriores,  logrando  una  cifra  sin  precedentes  de  46%  en  2009,  y 
manteniéndose  superior  al  40%  en  los  años  sucesivos,  lo  que  representa 
aproximadamente  tres veces  la proporción de  las ediciones anteriores. Otro  factor 









Figura 104. Porcentaje de estudiantes que cursan la asignatura optativa de robótica (rombos azules 
) y número absoluto de estudiantes matriculados en la carrera Informática (cuadros rojos). Planes 
de estudio de 2001 
 
























interés por  la  ciencia  y el  conocimiento en  general  y puede  servir,  a  su  vez, para 
contrarrestar  la  decreciente  tendencia  actual  en  estudios  de  este  tipo.  Los 
simuladores  pueden  ser  descargados  de  Internet  por  los  estudiantes  e  incluso 
permiten  ser  programados  online  sin  necesidad  de  tal  descarga  mediante 
herramientas web para robótica como las robot web tools [49]. 
En síntesis, se espera que el uso de simulaciones realistas y las competiciones virtuales 
de  robots proporcionen el mismo atractivo  y posibilidades de aprendizaje que  las 






inventando  algoritmos  y  estrategias  que  permitan  derrotar  a  sus  oponentes.  Son 
especialmente famosas las competiciones virtuales de fútbol como RoboCup Soccer 
Simulation  League  [156]  o  las de búsqueda  y  rescate de  víctimas  en  entornos de 
desastres como RoboCup Rescue [157]. En los últimos años están tomando cada vez 
mayor  relevancia  los  ensayos  en  los  que  se mide  la  capacidad  de  un  robot  para 
desempeñar tareas cotidianas tanto dentro de una vivienda como en el exterior. Esta 
idea se ha trasladado a las competiciones de robots simulados en la forma de RoboCup 




y  difundir  el  interés  por  la  ciencia  en  general  y  por  la  robótica  en  particular, 
proporcionando a los participantes un apasionante clima de trabajo en equipo. 




















Figura 105. Competición de fútbol entre robots reales RoboCup Soccer Standard Platform League69 
Las  competiciones  virtuales  son  ajenas  a  casi  todas  las  exigencias  económicas, 
temporales  y  espaciales  que  dificultan  o  imposibilitan  llevar  a  cabo  muchas 
competiciones con robots reales. Esto permite expandirse a nuevas experiencias que 
planteen  toda  clase  de  nuevos  retos  a  los  estudiantes.  Con  esta  filosofía  he 
desarrollado  diferentes  entornos  de  simulación,  los  cuales  permiten  albergar 
competiciones  de  diversa  índole  en  las  que  los  alumnos  de  robótica  pueden 
implementar algoritmos variados con distintas plataformas robóticas (ver Tabla 12). 
Para poder comparar de manera sencilla las capacidades de los tres simuladores bajo 









Edificio  TI  de  la  Universidad  Jaume  I
desarrollado con USARSim 
Campeonato de  lucha de  sumo  entre  robots 
Pioneer 3 AT 
Ring de Sumo desarrollado con Webots  Campeonato de  lucha de  sumo  entre  robots 
Pioneer 3 AT 
Ring de Sumo desarrollado con Gazebo Campeonato de  lucha de  sumo  entre  robots 
Pioneer 3 AT 




Entorno  doméstico desarrollado  con 
USARSim 
Campeonato  de  fútbol  entre  robots 
humanoides NAO 
Tabla 12. Relación de entornos para la simulación de competiciones robóticas entre estudiantes 
 
7.3. Lucha de sumo. Entornos virtuales para competiciones robóticas 






que  puedan  distinguirse  visualmente  con  facilidad.  Webots  7  permite  obtener 
entornos  de  simulación  y modelos  de  robots  personalizados  de manera  sencilla 
utilizando un entorno gráfico  simple e  intuitivo. No obstante,  los procesos para  la 
obtención de un entorno y un robot son muy diferentes entre sí, motivo por el que 
describo el entorno del ring de sumo separadamente del robot Pioneer 3 AT. 












situación  de  incertidumbre,  he  diseñado  un  ring  de  sumo  de manera  que  resulte 
inmediato saber cuándo ha terminado el combate y, por tanto, hay un ganador. La 




vistoso  y  evidente  que  el  combate  ha  terminado.  Esto  no  es  recomendable  ni 
operativo hacerlo con robots reales por motivos obvios. El área para el combate la he 
dimensionado  de manera  que  dos  robots  del  tipo  Pioneer  3 AT  o  similar  puedan 
moverse y maniobrar con facilidad.  
 
Figura 106. A la izquierda una captura de pantalla de una simulación de un combate de sumo entre 
dos robots Pioneer 3 AT con Webots. A la derecha el ring de sumo visto en 3D Studio Max 
El ring de sumo y su entorno  lo he modelado con 3D Studio Max de manera que el 
número de polígonos  resulte  reducido  (solo unos 160  triángulos para el  ring).  Los 
objetos obtenidos con 3D Studio Max los he exportado a formato WRML97 (*.WRL) 
debido  a que Webots  solo puede  importar objetos 3D que  se  encuentren  en  ese 
formato. Esto supone una limitación importante a la hora de incorporar objetos 3D a 
los entornos virtuales creados con este simulador. WRML97 no es un formato muy 









El  círculo  está bordeado por una  gruesa  línea de  color negro que delimita  el  ring 
visualmente  y puede  ser detectada por  los  sensores de  los  robots. Para  ganar en 




texturas,  Webots  resulta  muy  versátil,  permitiendo  importar  imágenes  en  los 
formatos más usuales. 
En cuanto a las envolventes de colisión del ring y del suelo de la pista, he de decir que 
ha  resultado muy  sencillo  obtenerlas  con Webots,  pero  en  absoluto  gracias  a  las 
facilidades que ofrece este simulador, sino porque solo se trata de un cilindro y un 
plano.  La manera  definir  y  ubicar  envolventes  de  colisión  en Webots  resulta,  en 
general tediosa, ya que acostumbra a requerir repetidos cálculos matemáticos y no 
resulta  fácil  determinar  si  se  están  dimensionando  y    situando  correctamente.  El 
procedimiento  consiste  básicamente  en  definir  una  forma  geométrica  con  sus 
dimensiones y su ubicación mediante coordenadas cartesianas con la ayuda única de 
una  perspectiva  en  3D,  lo  que  termina  convirtiéndose  en  un  proceso  largo  para 
objetos con muchas envolventes de colisión. 
 








Modelo de robot Pioneer 3AT con Webots 7 
Para  llevar  a  cabo  una  competición  de  robots  luchadores  de  sumo  es  necesario 
determinar previamente qué plataforma robótica se adapta bien a las necesidades del 









Existen multitud  de  plataformas  robóticas  que  con  pocas  o  ninguna modificación 
cumplirían  los citados requisitos, pero como en este caso se trata de preparar una 
competición  simulada,  lo más  operativo  es  utilizar  un modelo  de  robot  que  sea 
conocido por los alumnos y, además, esté incluido en el simulador a utilizar. 
 
Figura 108. A la izquierda se muestra  un modelo de robot Pioneer 3AT incluido en Webots. A la 









































elementos  fantásticos  para  aumentar  la motivación  de  los  usuarios  por  utilizar  el 
simulador. 
 





este  sentido,  hay  que  destacar  que Webots  7  no  permite  el  uso  de  objetos  con 















este  simulador  para  los  estudiantes  de  robótica.  Dadas  las  plataformas  robóticas 




sumo  no  amplía  el  abanico  de  posibilidades  a  la  hora  de  organizar  diversas 
competiciones  durante  el  curso,  pero  ésta  es  una  cuestión  que  he  resuelto  con 
USARSim, como explico más adelante en este capítulo. 
 





Figura 110. Entorno Linux con Gazebo 2.2 mostrando el ring para una competición de robots 
Pioneer 3AT luchadores de sumo 
El Ring de sumo es el mismo que he usado en el entorno para Webots 7 sin ninguna 
modificación en diseño, pero con diferencias importantes en otros aspectos. Así, para 
exportar  el  ring  en  condiciones  de  ser  utilizado  en Gazebo  2.2  solo  es  necesario 
guardar  el modelo  3D  en  formato  collada  (*.dae)  por  un  lado  y  las  texturas  en 
formato jpeg (*.jpg) por otro. Esta manera de proceder resulta bastante práctica al 
tratarse de  formatos muy habituales  cuando  se  trabaja  con  software de CAD.  Sin 





editar  el  archivo  *.dae  de  forma  que  su  código  apunte  a  la  ruta  correcta  para 















funcionar  perfectamente,  pero  no  se  proyectan  sombras  sobre  las  texturas  no 
codificadas  en  el  mencionado  archivo.  Este  error  es  tan  frecuente  que  puede 
observarse una falta de sombras en la mayoría de videos de simulaciones con Gazebo 
presentes  en  YouTube.  Aunque  la  presencia  de  sombras  en  las  simulaciones  es 
considerada  innecesaria en ocasiones,  la realidad es que sin ellas  la experiencia del 




La  Figura  111,  extraída  de  un  documento  de  Han‐Wei  Shen70,  ejemplifica  los 
problemas de ubicación que surgen por ausencia de sombras mediante dos aves en 









Figura 111. Ave en dos espacios virtuales poniendo en evidencia la necesidad de sombras para 
determinar la ubicación de los objetos presentes en la escena 
 
A continuación incluyo un segmento de código del archivo gazebo.material donde 
se define un material  llamado  "Parquet" para que  la  textura de parquet del  suelo 
pueda recibir sombras del resto de elementos como el ring, los postes de focos o los 
propios robots. Es  importante señalar que el mencionado archivo de materiales se 
encuentra  en  una  carpeta  de  Gazebo  2.2  protegida  contra  escritura  ocasional 
































tienen otras  funciones: en primer  lugar, evitar que  los robots salgan del área de  la 
competición, perdiéndose en el infinito; en segundo  lugar, ocultar la visión del final 
de  la pista en el horizonte uniéndose con  la nada; en  tercer  lugar, promocionar  la 
competición de sumo conjuntamente con los rótulos del ring. 
Las colisiones en Gazebo 2.2 es posible definirlas, bien como en Webots 7 mediante 
un  conjunto  de  figuras  geométricas  simples  con  ubicación  respecto  al  centro  de 
coordenadas del objeto en cuestión o bien utilizando  la propia malla 3D del objeto 
como contorno de colisiones. El primer método supone cálculos de física sencillos y 
menos  carga  de  procesamiento  de  datos,  por  contra  requiere  invertir  tiempo 






























Modelo de robot Pioneer 3AT con Gazebo 2.2 
Gazebo 2.2 al  igual de Webots 7  incorpora varias plataformas robóticas  listas para 
usar,  incluyendo  un modelo  de  robot  Pioneer  3AT.  El modelo  de  Pioneer  3AT  de 
Gazebo,  en  cambio,  resulta mucho menos  exacto  que  el de Webots  en  todos  los 
sentidos,  recomendando  el desarrollo de un  nuevo modelo  si  se quieren obtener 
simulaciones realistas y evitar poca aceptación del modelo por parte de los usuarios. 
En  el  aspecto  visual,  el modelo  de  robot  Pioneer  3AT  incluido  en Gazebo  2.2  se 
muestra muy poco detallado y con graves errores en la manera de procesar la luz que 
recibe de  su  entorno.  El  nivel  de detalle de  un modelo  3D puede medirse  por  la 
cantidad de  triángulos que  lo  forman  y por  la  complejidad de  las  texturas que  lo 
decoran. En este sentido, el modelo de Pioneer 3AT de Gazebo 2.2 está compuesto 





















Figura 112. Dos cubos renderizados en 3D Studio Max con diferencias en la definición de sus 
smoothing groups. El cubo de la izquierda presenta una distribución incorrecta de smoothing 




ensombrecido  de  manera  que  hay  muchas  superficies,  incluso  partes  del  robot 
enteras, que no  se distinguen unas de otras por estar  todas ellas en negro. Da  la 
impresión que el robot se encuentra en el interior de una habitación oscura. 
 
Figura 113. Comparación entre el modelo de robot Pioneer 3AT incluido en Gazebo 2.2 y el creado 
por mí para una competición de sumo entre estudiantes 
 
La  Figura 113 muestra  a  la  izquierda  el modelo de  robot Pioneer 3AT  incluido en 
Gazebo 2.2. Aquí se pueden observar  todos  los aspectos comentados acerca de su 











de hinchado para  las  ruedas  y  textura que  simule un neumático provoca que  sea 
imposible para el usuario determinar si  las ruedas del robot están siquiera girando. 
Esto  lleva a numerosas  incertidumbres en cuanto al estado del  robot, pues podría 
estar moviéndose deslizando sobre sus ruedas paradas, podría estar parado con las 
ruedas girando sin tracción, etc. 
En  lo  referente al aspecto  funcional del modelo de  robot Pioneer 3AT  incluido en 
Gazebo  2.2,  destaca  negativamente  la  tosca  envolvente  de  colisión  del  chasis  en 
forma de caja. Por  lo demás,  se  trata de un buen modelo que da  la  impresión de 
simular correctamente los movimientos del robot y su interacción con el entorno. Así 









Dada  la complejidad del  sistema de archivos que me ha  sido necesario crear para 
llevar a Gazebo un entorno de lucha de sumo, expongo a continuación tales ficheros 
organizados en dos tablas. La Tabla 13 describe todos  los archivos que he creado o 






































































Tabla 13. Archivos que componen un entorno simple para competiciones simuladas de lucha de 













































Tabla 14. Archivos necesarios para definir un nuevo modelo de robot Pioneer 3AT en Gazebo 2.2 en 
dos variantes de color 
 
7.3.3. Lucha de sumo con USARSim v.1.2 para UDK 



























Figura 114. Vista global del edificio TI de la UJI para simulaciones con USARSim v.1.2 para UDK 
 
 
Figura 115. Detalle de un ring de sumo para simular competiciones robóticas entre estudiantes 
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En  cuanto  al modelo  de  edificio  TI  adaptado  a  UDK,  son  destacables  las  visibles 
mejoras en iluminación y materiales, la gran superioridad de la nueva bóveda celestial 
y  la facilidad con  la que tratan  los elementos animados. El resultado es un entorno 
mucho más realista que el desarrollado con USARSim v.3.3 para UT2004. 
La Figura 116 muestra el interior de los edificios TI desarrollados para ambas versiones 




Figura 116. Pasillo de la primera planta del edificio TI de la UJI enfrente del laboratorio de robótica 
inteligente. La imagen de la izquierda corresponde a USARSim v.3.3 y la de la derecha a USARSim 
v.1.2 para UDK 












de  una  trama  o  historia  con  elementos  reales  de modo  que  el  conjunto  resulte 
plausible y sea aceptado como real. De esta manera, incluyendo el ring de sumo en 
un entorno conocido por los estudiantes, he intentado conseguir un efecto de realidad 
paralela  que  permita mayor  aceptación,  facilitando  la  inmersión  y mejorando  la 
experiencia del usuario. 
En este entorno, como en el  laberinto, he  incluido recursos destinados a evitar  los 
efectos adversos que sobre la inmersión tienen el silencio total o la quietud absoluta. 
Se trata de fuentes de sonido ambiental como pájaros, ranas (en el agua que rodea el 




Los  árboles  y  plantas  que  he  incluido  son  recursos  de  UDK  disponibles  en  sus 
bibliotecas para agilizar la creación de entornos. En cuanto a las banderas, éstas son 





Figura 117. Bandera de la competición de sumo. A la izquierda se puede observar la bandera en el 
editor de UDK con física su de trapo, mientras que a la derecha se puede ver en gris los dos huesos 
que definen su estructura de esqueleto  
















crear  entornos  para  competiciones  robóticas  que  detecten  cuando  éstas  han 
alcanzado su fin, informando de ello a los usuarios. 
 




nuevo modelo de Pioneer 3AT  en diferente  color  (amarillo) para disponer de dos 
contrincantes visualmente distinguibles. 
En cuanto a la fidelidad gráfica del modelo de Pioneer 3AT de USARSim, cabe destacar 
que  se  trata  de  un modelo  compuesto  por  5752  triángulos  y  varias  texturas  que 
simulan un nivel de detalle superior, confiriéndole un aspecto correcto con una carga 
gráfica reducida (ver Figura 118). 










Figura 118. Modelo de robot Pioneer 3AT incluido en USARSim v.1.2. para UDK. A la izquierda 
dos Pioneer 3AT en dos colores en una lucha de sumo. A la derecha vista de detalle del robot 
En  resumen,  el modelo  de  robot  Pioneer  3AT  y  los  sensores  con  los  que  puede 




Las  competiciones  de  robots  luchadores  de  sumo,  como  he mencionado,  tienen 
mucha  tradición  en  la  UJI  y  por  ese motivo  he  estimado  conveniente  crear  tres 
entornos para comparar diferentes  simuladores. No obstante, no hay motivo para 
poner límites donde no los hay ni debería haberlos, es decir, ¿Por qué no aprovechar 





Figura 119. Ring para competiciones simuladas de boxeo entre robots humanoides con USARSim 
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Figura 120. Vista global del ring de boxeo durante un entrenamiento (imagen de la izquierda) y 








similar  al  ya  explicado  en otros  entornos de USARSim para UDK. Del  ring  solo  es 
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Figura 121. Valla con material realista. A la izquierda, una captura de pantalla del editor de 






Figura 122. Texturas que componen el material de la valla del ring. De izquierda a derecha se 















Figura 123. Saco de boxeo visto como SkeletalMesh en el editor de UDK (izquierda de la imagen) y 








convenientemente  configurados,  los  he  importado  desde  UKD  en  calidad  de 
"SkeletalMesh"  (maya  articulada)  lo  que  permite  definir  una  física  basada  en 
articulaciones  y  huesos  (ver  Figura  123).  Una  vez  definidos  adecuadamente  los 






NAO  de  Aldebarán  Robotics.  Este  robot  tiene  unas  capacidades  que  superan  las 





UJI  encargado  impartir  la  asignatura  de  robótica  me  trasladó  la  necesidad  de 
implementar simulaciones en un entorno doméstico realista para robots humanoides. 
La  idea provenía del auge que en  los últimos años han experimentado  los ensayos 
destinados probar algoritmos mediante  los que un  robot humanoide debe  realizar 
determinadas  tareas  domésticas  [106].  Mi  intención  original  respecto  a  una 
simulación  de  tales  características  consistió  en  realizar  una  vivienda  con  todo  su 
interior y un exterior plausible, de manera que un  robot humanoide como el NAO 




se  intenta  implementar una  atmósfera  realista,  es decir,  con un horizonte  y  cielo 
plausibles  y,  además,  ambos  simuladores  ofrecen muchas  dificultades  cuando  el 


















































 Recoger  objetos  que  se  encuentran  en  el  suelo  y  colocarlos  en  el  lugar 
adecuado. 
 Navegar por la vivienda. 








Figura 125. Edificio para simulaciones de entornos domésticos con USARSim v.1.2 para UDK 
La Figura 125 en su parte central muestra el exterior de la vivienda principal de este 
entorno de simulación. En la imagen puede observarse la gran cantidad de superficies 
de  vidrio  que  he  usado  (ventanas,  puertas,  barandillas,  etc.)  para  facilitar  la 
observación de  lo que ocurre en el  interior sin  tener que quitar paredes o  techos, 










Figura 126. Vista general de la planta baja de un entorno de simulación de tareas domésticas 
La vivienda destinada a simular competiciones de tareas domésticas la he dotado de 





cerca del horno, donde  además  se  encuentran unos  estantes  en  los que  el  robot 
deberá reconocer ciertos productos alimenticios y determinar cuál es el que falta y 
hay que comprar. 
El  control  del  horno  se  realiza  mediante  un  lenguaje  que  dispone  UDK  para  la 
programación  de  inteligencia  artificial  llamado  Kismet.  Se  trata  de  un  lenguaje 
gráfico basado en  la  interconexión de bloques  funcionales que operan a modo de 
puertas  lógicas.  UDK  dispone  de  una  amplísima  y  completa  variedad  de  bloques 





Figura 127. Cocina de un ambiente doméstico para simulación de tareas cotidianas. En la izquierda 
de la imagen se observa un horno con un LCD que indica su estado y un pulsador que permite a un 





Figura 128. Lenguaje de programación Kismet de inteligencia artificial de UDK basado en bloques 
funcionales. La figura muestra los bloques funcionales que controlan el estado del horno 
Como se verá en el siguiente capítulo el lenguaje Kismet permite ofrecer al usuario 



























Figura 129. Objetos con diversas formas geométricas y comportamientos físicos que el robot ha de 
colocar dentro de las cajas de cartón marcadas con un código QR 
Uno de los objetos que el robot debe colocar dentro de las citadas cajas es una especie 
de  alienígena  de  peluche.  Este  elemento  lo  he  incluido  para  que  los  estudiantes 








Figura 130. Alienígena de juguete compuesto por varios cuerpos sólidos articulados. De izquierda a 
derecha se observa el objeto durante una prueba de física, el esqueleto que define sus articualciones 





un  laberinto  destinado  a  la  implementación  de  algoritmos  de  clasificación  de 
imágenes durante las sesiones prácticas sobre sistemas inteligentes. No obstante, la 
competición  HUMABOT  Challenge  se  lleva  cabo  con  robots  reales,  por  tanto  el 
entorno virtual destinado a entrenar a los estudiantes para tal competición debe ser 
fácilmente reproducible en el mundo real. De este modo, decidí diseñar un laberinto 







NAO  ya  reconoce  en  su  software  de  fábrica  y,  por  tanto,  no  requiere  de 
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entrenamiento  previo.  Inspirado  en  un  exitoso  entorno  de  simulación  [158]  he 
añadido a  la salida del  laberinto un  tramo de  recorrido con pendiente que pone a 
prueba el algoritmo de caminar y el control (ver Figura 131). 
 
Figura 131. Vista general de un laberinto en base a paneles de madera fácilmente reproducible en 







marcada con el  rótulo  "GET A DEMO"  la  inteligencia artificial que he dispuesto en 
forma  de  Kismet  ejecuta  una  animación  de  un  robot  NAO  que  recorre  todo  el 
laberinto hasta llegar a su salida.  
 
Figura 132. Vista de detalle de los elementos importantes de un entorno de simulación laberíntico 
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La  Figura  132 muestra un par de  elementos  importantes que  he  incluido  en  este 
laberinto simulado. En primer lugar, cabe destacar las imágenes en forma de matriz 










entorno  doméstico.  Para  que  la  experiencia  resultara  contrastable  con  otras 
competiciones más famosas y prestigiosas, seguí fielmente la normativa de RoboCup 
RoboCup  Standard  Platform  League72  2012  para  el  diseño  del  campo  y  todos  sus 
componentes (ver Figura 133). 
 
Figura 133. Campo de fútbol para simulación de una competición de fútbol según las reglas de 



















Figura 134. Dimensiones oficiales en mm de un campo de fútbol y sus porterías para la competición 
RoboCup Standard Platform League 2012 
 
Figura 135. Campo para liga de fútbol entre humanoides NAO con USARSim v.1.2 para UDK 











y  la evaluación de  los  logros conseguidos por  los usuarios. En primer  lugar, podría 
haber  incluido un marcador electrónico que muestre en  tiempo  real el número de 
goles marcados  por  cada  equipo.  En  segundo  lugar,  sería  igualmente  interesante 
añadir  un  temporizador  que  indicase  el  tiempo  restante  para  la  finalización  del 
partido, dando por terminado éste al finalizar  la cuenta atrás. Ambas cosas pueden 
hacerse  con  relativa  facilidad usando  algunos bloques  funcionales de Kismet,  tal 
















UDK  permite  importar  objetos  dotados  de  un  esqueleto  (SkeletalMesh)  y  sus 
animaciones desde otras aplicaciones  como 3D Studio Max, utilizando un  formato 






o  la maquinaria de  los ambientes  industriales que se reproducen en competiciones 
robóticas simuladas como la mencionada VMAC [51]. Un ejemplo de animaciones que 
dependen del estado de  la simulación  lo podemos encontrar en  los seres humanos 
que  deben  ser  encontrados  y  rescatados  en  los  entornos  objeto  de  desastres 
reproducidos en competiciones robóticas como RoboCup Rescue Simulation League 
[50]. Estos humanos deben ejecutar diferentes animaciones  como  correr,  caminar 
agachados, estar tumbados en el suelo moviendo  los brazos,  levantarse, saltar, etc. 
UDK dispone de un entorno gráfico para gestionar animaciones de objetos definidos 
como  SkeletalMesh,  el  cual  permite  crear  conjuntos  de  animaciones  que  son 
controladas por bloques funcionales de Kismet durante las simulaciones. 









Figura 136. Animales que ejecutan animaciones simulando la existencia de vida en el entorno 
Si bien estas animaciones podrían  considerarse  innecesarias por no  tener  relación 







funcionalidad  extra  que  la  combinación  de  movimientos  animados  con  otros 
simulados puede aportar a las simulaciones en general. 
Con  el  incentivo  de  una  presentación  para  un  proyecto  de  investigación  del 
Departamento de Ingeniería y Ciencia de los Computadores de la UJI, llevé a cabo tal 
combinación  de  movimientos  animados  con  simulados  obteniendo  muy  buenos 
resultados. En dicha presentación un robot aéreo debía patrullar un edificio público 
en busca de objetos sospechosos de manera que si encontraba uno este robot avisaría 
por WIFI  a  un  robot  terrestre  cuya  función  sería  recoger  el  objeto  sospechoso  y 
llevarlo a un lugar seguro. Realicé un vídeo73 obtenido de UDK donde el movimiento 
de  los  robots correspondía a una animación, pero el agarre del objeto sospechoso 




Figura 137. Combinación de movimientos animados y simulados en una secuencia de detección y 










dada  la  diversidad  de  algoritmos,  sensores  y  actuadores  que  intervienen  en  la 
definición y ejecución de los movimientos de los robots implicados. Equipos de robots 
interactúan  entre  ellos  compartiendo  información  y  estrategias  para  alcanzar  un 
objetivo común, el cual a su vez puede  ir cambiando con el tiempo. Puntuaciones, 
tiempo transcurrido o restante, situaciones o comportamientos antirreglamentarios, 
etc.  deben  ser  tenidos  en  cuenta  por  la  inteligencia  artificial  del  simulador  y  ser 
ofrecidos  en  tiempo  real  a  los  usuarios  para  que  éstos  conozcan  el  estado  de  la 
competición en todo momento. Todas estas exigencias deben ser tenidas en cuenta a 
la  hora  de  seleccionar  un  simulador  para  crear  entornos  destinados  a  acoger 
competiciones robóticas, ya que cada simulador ofrece unas capacidades diferentes y 
requiere una manera de trabajar distinta. 








relativamente  sencilla mediante  un  entorno  de  edición  gráfico. Webots  permite, 







mucha  fluidez  al  desarrollador  de  escenarios.  En  cuanto  a  realismo  gráfico,  cabe 




































o  largo  plazo.  En  la  actualidad,  sin  embargo,  Gazebo  carece  de  herramientas 
suficientes para permitir un  fluido desarrollo de entornos virtuales. El  trabajo  con 
Gazebo debe realizarse en buena parte sin un entorno gráfico que agilice el trabajo, 
resultando poco intuitivo para el usuario, el cual puede llegar a desorientarse por la 




CAD es muy  limitada, así como  la  información o tutoriales acerca de cómo hacerlo, 
dificultando el trabajo del desarrollador de modelos y escenarios. La fidelidad gráfica 





diseño 3D como  los ya mencionados grupos de  suavizado, quizá debido a que  sus 






Figura 138. Algunos errores de configuración de grupos de suavizado en USARSim v1.2 para UDK 





simuladores  robóticos  analizados  da  la  impresión  de  ser  perfecto,  vistas  las 
capacidades  que  han mostrado  durante  la  generación  de  los modelos  y  entornos 






















Sonido ambiental No No Si 





































Gratuito No Si Si 
Open source No Si Si 










aula,  hoy  en  día  los  recursos  online  ofrecen  acceso  a material  de  aprendizaje  y 
aplicaciones  de  auto‐evaluación  de  la  adquisición  de  conocimientos  [159].  Las 
simulaciones online representan, por tanto, un excelente recurso educativo que debe 




Los  cursos  online  estándar  sobre  robótica  presentan  algunos  inconvenientes 
inherentes  a  la  formación  a  distancia.  En  primer  lugar,  los  alumnos  deben 
implementar  sus  algoritmos  de  programación  de  robots  mediante  el  uso  de 
simuladores, middlewares,  entornos de programación, máquinas  virtuales,  etc.  Se 
trata en muchas ocasiones de numerosos paquetes de software que primero hay que 
descargar  para  después  instalarlos  y  configurarlos  adecuadamente  para  que  el 
conjunto  funcione de  forma correcta. En el capítulo 6 de esta  tesis he expuesto  la 
multiplicidad de software que en ocasiones es necesario usar para programar robots, 
el  cual  se  incrementa  si éstos  son  simulados. En  segundo  lugar,  también  juega en 
contra de los propósitos del curso la diversidad tanto hardware como software de los 
propios equipos  informáticos de  los  alumnos.  Tanto el  sistema operativo  como  la 
escasa potencia de algún equipo puede dificultar o incluso impedir la realización de 
determinados ejercicios prácticos. En tercer lugar, en la actualidad la interacción con 






casi  dos  décadas  con  un  éxito  considerable  [46].  Con  la  llegada  de middleware 
multiplataforma [47] y la adopción de nuevos y potentes estándares World Wide Web 
[48],  podríamos  estar  entrando  en  una  nueva  era  dorada  para  los  laboratorios 
basados en la web. 
La  disponibilidad  de  este  tipo  de  plataformas  seguramente  aumentará  la 
productividad de la comunidad investigadora, convirtiéndose a su vez en un recurso 
educativo de un valor incalculable para estudiantes y público interesado. Sofisticadas 
plataformas  robóticas  inteligentes de  todo el mundo podrían  ser accesibles con el 
único coste de una conexión a Internet para el usuario. 
Hoy en día, existe una gran  cantidad de  sistemas  inteligentes habilitados para  ser 
controlados  a  distancia  a  través  de  Internet,  ofreciendo  al  usuario  remoto  la 







o mantener  la  seguridad  impide  una  extensión  generalizada  del  acceso  a  dichos 
sistemas.  En  cuanto  al mantenimiento  de  la  seguridad  se puede  citar que, por  lo 
general,  la  interfaz de  los  laboratorios  remotos  sólo permite el control de algunos 
elementos del robot. En algunos casos, se proporcionan capacidades de scripting para 
la ejecución de un conjunto limitado de comandos [161]. 











y  no  se  basan  en marcos  de middleware  robóticos  compartidos.  Este  laboratorio 
utiliza unas herramientas software llamadas Robot Web Tools [169], las cuales son 












cursos masivos  online  abiertos)  como  los  que  ofrecen  las  empresas  Coursera74  o 
Udacity75. Otros  vienen  sin  asociaciones universitarias o procesos de  certificación, 
como Codecademy76 o Khan Academy77. 






llevar  los  existentes  laboratorios  robóticos  remotos  a  una  nueva  dimensión, 










la  salida  del  proceso  es  devuelta  al  programador.  Toda  la  información  sobre  tal 
ejecución, almacenada en ROS  topics, queda disponible para  su descarga desde el 








Figura 139. Vista general de R3PO. El bloque de la izquierda corresponde al lado del usuario 























Figura 141. Programación remota con TurtleSim mediante R3PO. A la izquierda se observa el 











materiales  pedagógicos  hasta  convertirse  en  un  sistema  mucho  más  completo 
llamado Robot Programming Network (RPN) [49] [175]. RPN es una iniciativa para la 
creación  de  una  red  de  laboratorios  de  robótica  de  carácter  educativo  con 
capacidades de programación  remota.  Se  compone  tanto de materiales de  cursos 
abiertos  en  línea  como  de  servidores  listos  para  ejecutar  y  probar  los  programas 
escritos por los estudiantes a distancia (ver Figura 142). Los estudiantes tienen acceso 
a servidores en línea, donde se identifican y ejecutan su código de programación. Los 
servidores  ejecutan  diversos  de  entornos  de  simulación,  permitiendo  también  el 
acceso  a  robots  reales  al  finalizar  con  éxito  los  módulos  del  curso.  El  uso  de 
middleware robótico estándar (ROS) y la naturaleza distribuida de RPN permite que 




Figura 142. Vista general de RPN visto desde el lado del usuario. En la imagen se aprecia el 
simulador TurtleSim integrado en una plataforma para la enseñanza online 
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La Figura 143 muestra una página con  los mejores  registros de  los alumnos en un 
ejercicio  con  el  simulador  TurtleSim  y  la  plataforma  RPN.  Esta  idea  puede  ser 




Figura 143. Lista de los mejores registros obtenidos con el simulador TurtleSim de un curso online 
piloto con Robot Programming Network (RPN) 
La Figura 144 muestra la arquitectura general de RPN. El usuario se conecta a Internet 
a través de un navegador, y se concede el acceso al servidor de un sistema de gestión 











Figura 144. Estructura general de RPN. El usuario a través de su navegador web puede programar 







simulaciones  online  sobre  laboratorios  remotos  a  través  de  plataformas  de 
aprendizaje como Moodle. Del mismo modo, tanto R3PO como RPN han tenido que 






















He  implementado  un  escenario  realista  para  la  simulación  de  robots  humanoides 
inspirado  en un  exitoso  entorno de  ShanghAI  Lectures  (ver  Figura 145).  ShanghAI 
Lectures  [158]  son  fundamentalmente  conferencias  sobre  Inteligencia  Artificial  y 
Natural que se llevan a cabo a través de videoconferencia en la Universidad de Zúrich 
en Suiza,  la Universidad de Salford en el Reino Unido, Universidad de Shanghai Jiao 
Tong  en  China,  y  alrededor  de  otras  12  universidades  de  todo  el  mundo.  Los 
estudiantes  de  las  universidades  participantes  trabajan  juntos  en  los  ejercicios 
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Figura 145. Vista general del entorno de ShanghAI Lectures para la simulación de carreras de 















Figura 146. Versión mejorada con USARSim del entorno de simulación Webots para IA de 
ShanghAI Lectures 
Con el inicio de la simulación arranca un temporizador que indica el tiempo restante 
para  la finalización de  la misma. Este tiempo se ve  incrementado automáticamente 
cuando el robot supera cada sector, de manera que la consecución de cada objetivo 




















parte  del  trabajo.  En  cambio,  centraré  la  explicación  en  los  elementos  que 
incrementan la fidelidad funcional ya que los considero interesantes e innovadores. 
En  este  sentido,  destacan  en  este  entorno  dos  características  que  extienden 
sensiblemente la funcionalidad de las simulaciones: 
 El usuario recibe cuantiosa información y realimentación en tiempo real tanto 
a  nivel  visual  como  auditivo.  Esto  permite  conocer  en  todo momento  la 
progresión  y  el  estado  en  que  se  encuentra  la  simulación,  facilitando  la 
evaluación de los algoritmos empleados por los estudiantes. 








aparición  de  cada  instrucción  va  acompañada  de  un  corto  sonido  para  llamar  la 
atención del usuario. Del mismo modo, cuando el robot completa un objetivo pasando 
de  un  sector  al  siguiente,  el  usuario  es  informado  de  cuál  es  el  próximo  reto  a 
conseguir. Tanto la sobreimpresión en pantalla de esta información como el sonido 
que  la  acompaña  lo  he  implementado mediante  el  gestor  gráfico  de  inteligencia 
artificial  Kismet  que  incorpora  UDK.  La  simulación  termina  bien  cuando  el  robot 
alcanza la meta ("GOAL") o bien cuando se agota el tiempo disponible para ello. En 
cualquiera  de  los  dos  casos  el  usuario  es  informado  del  resultado mediante  un 
mensaje en pantalla y le es arrebatado el control de la cámara, tomando ésta un plano 
general del escenario mientras suena una música para  indicar que  la simulación ha 
terminado.  La  realimentación gráfica  se  completa  con un  triple marcador  siempre 
visible  en  pantalla  que  permite  conocer  en  todo momento  el  número  de  bolas 





Figura 147. Gestor gráfico de IA de UDK (Kismet) mostrando 3 instrucciones compuestas por 
bloques funcionales. De arriba a abajo se observan las instrucciones de información de objetivos 










La  segunda  instrucción  ("First  room  exit  detection") muestra  cómo  se  detecta  la 
entrada del robot en el sector del laberinto desde la primera habitación, se informa al 
usuario  del  objetivo  cumplido  y  del  siguiente  reto  y,  finalmente,  se  añade  la 
puntuación correspondiente al marcador. La detección del paso del robot de un sector 
a otro se realiza mediante objetos invisibles que accionan un interruptor volumétrico 
al  ser  empujados  por  el  robot.  Después  de  su  uso  tales  objetos  son  destruidos 
automáticamente para no interferir en la simulación. 
La  tercera  instrucción  ("Pool")  ofrece  la  secuencia  de  acciones  que  siguen  a  la 
















Figura 148. Robot NAO entrando en el sector del laberinto tras abandonar la habitación de inicio 





10  segundos. Se  trata de mensajes de voz en  formato  .wav que ya  incorporan  las 
librerías de UDK, pero que pueden ser sustituidos o enriquecidos con nuevos archivos 
de audio personalizados para cada entorno de simulación. La Figura 149 muestra el 






online,  he  implementado  tal  detección  utilizando  Kismet  y  una  serie  de  sensores 
estratégicamente colocados. Así, cuando el robot NAO atraviesa la superficie del agua 
el simulador hace sonar un "chof", se muestra el mensaje "Bath time?" en pantalla y 
pasados 3  segundos  se activa  la  secuencia de  final de  simulación. Esta manera de 
proceder es directamente exportable al escenario del ring de sumo, donde permitiría 





Figura 149. Captura de pantalla del Sound Cue Editor de UDK. Arriba se aprecia la estructura de 
bloques funcionales del editor, mientras que abajo se muestran las propiedades generales o aquéllas 
correspondientes al bloque seleccionado 
La Figura 150 muestra la red de sensores (en azul) que permiten la detección de los 
diversos eventos que informan del estado de la simulación. Estos sensores solo son 
visibles  durante  la  edición  del  escenario,  permaneciendo  invisibles  durante  las 
simulaciones. Los sensores situados en las puertas permiten detectar el paso del robot 




Figura 150. Perspectiva del sector de la piscina tomada con el editor de niveles de UDK. Destaca la 










Escenario destructible. Control sobre el entorno 
Con  el  objetivo  de  seguir  avanzando  en  la  introducción  nuevas  tecnologías  que 
permitan expandir la funcionalidad de las simulaciones, he enriquecido el circuito de 
obstáculos con objetos destructibles.  








Muchas  simulaciones  robóticas  se  llevan  a  cabo  en  escenarios  con  presencia  de 
objetos frágiles o compuestos por piezas que se desensamblan con relativa facilidad 
al recibir un impacto. Se trata con frecuencia de ambientes domésticos con elementos 
decorativos  como  jarrones  y  figuritas  de  cristal  o  porcelana,  incluso  equipos 
electrónicos  como  ordenadores  portátiles  o  teléfonos móviles.  Estos  objetos  tan 
normales  y  cotidianos  se  convierten  en  extraños  y  grotescos  cuando durante una 
simulación  se  manifiestan  indestructibles  o  incluso  inamovibles.  Este  paradójico 
comportamiento  de  tales  objetos  es,  sin  embargo,  extrañamente  normal  en  las 
simulaciones  robóticas  y  no  puede  generar  sino  cierto  rechazo  en  el  usuario. 





generar  realistas  patrones  de  rotura  a  partir  de  objetos  3D  creados  con  otras 
aplicaciones CAD  (ver Figura 151). Del mismo modo,  también es posible definir  las 
piezas en las que se descompondrá un objeto ensamblado al recibir un impacto. 
 
Figura 151. Captura de pantalla del editor de fracturas de NVIDIA APEX 1.1 PhysX Lab. La imagen 
muestra un jarrón importado de 3D Studio Max, la textura superficial y la de rotura  
 
UDK permite  importar de NVIDIA APEX PhysX  Lab  tanto  los modelos 3D  como  su 
patrón  de  fractura  y  las  texturas  implicadas,  generando  un  objeto  de  tipo  Apex 
Destructible Asset que puede  ser  configurado para obtener  roturas de gran 
realismo (ver Figura 152). 
 
Figura 152. Vistas de un jarrón. De izquierda a derecha se muestra la evolución del jarrón en su 





Los  objetos  de  tipo Apex Destructible Asset  ofrecen  al  desarrollador  de  entornos 





convierte  en  un  simulador  muy  completo  que  supera  con  creces  al  resto  de 
simuladores  tanto  en  fidelidad  gráfica  como  funcional.  Sin  duda,  la  presencia  de 





HUMABOT  Challenge  [106]  es  la  competición  robótica  oficial  para  el  IEEE‐RAS 











cocina  (ver  Figura  153).  Se  trataba  de  conseguir  que  un  robot  humanoide 
desempeñara tres  labores domésticas diferentes que requerían  la programación de 
algoritmos  de  naturaleza  variada.  Estos  algoritmos  debían  resolver,  entre  otros, 
problemas de manipulación, agarre y reconocimiento de objetos bajo condiciones de 






Figura 153. Vista general de la cocina utilizada en la competición HUMABOT Challenge 2014 
(imagen izquierda) y detalle del mueble principal con los fogones y estantes (imagen derecha) 
La  primera  misión  consistía  en  realizar  una  tarea  relacionada  con  la  seguridad 
doméstica que radicaba en apagar un fogón. El robot debía identificar qué fogón de 
la  cocina  estaba  encendido  y,  seguidamente,  apagarlo  accionando  el  interruptor 
correspondiente  (ver  Figura  154).  La  relación  entre  interruptores  y  fogones  era 
conocida de antemano. 
 
Figura 154. Secuencia de instantáneas correspondientes a la primera prueba ejecutada por el equipo 
de la Universidad Politécnica de Cataluña. El robot NAO identifica el fogón encendido y lo apaga 













Figura 155. Set de productos que el robot debe reconocer para elaborar una lista de la compra. La 
fila de arriba corresponde a fotografías de los objetos reales, mientras que la fila de abajo 
corresponde a capturas de pantalla de los objetos en el escenario simulado 
 
Figura 156. Secuencia de instantáneas tomadas durante unas pruebas previas a la competición. Un 







Un aspecto  importante para  incrementar  las probabilidades de éxito de HUMABOT 
Challenge  2014  era  facilitar  a  los  equipos  interesados  en  participar  en  el  reto  la 
posibilidad de reproducir el escenario para que pudieran probar sus algoritmos antes 
de  la  competición.  Así,  los muebles  y  objetos  que  conformaban  el  escenario  se 
eligieron de manera que resultaran fáciles de adquirir, su precio era reducido y  los 
comercializaba una conocida multinacional del mueble. 




escenario  de  la  competición  por medio  de  dos  entornos  simulados  con Webots 
disponibles para ser descargados desde la web oficial de HUMABOT Challenge80. En la 
misma web se  incluyó también un enlace e  instrucciones para  la descarga y uso de 
una versión de 30 días de prueba de Webots 7, para el eventual caso que algún equipo 
no dispusiera de licencias de tal simulador. Del mismo modo, se facilitó acceso a una 





Figura 157. Robot NAO en el escenario de la competición HUMABOT Challenge programado de 
manera online a través de la plataforma RPN (Robot Programming Network) 
HUMABOT  Challenge  supuso  una  nueva  oportunidad  para  el  estudio  de  los 
simuladores de plataformas robóticas. Tal como he explicado, debía desarrollarse un 















todavía  en  pruebas  en  aquel  momento  y  para  agilizar  la  introducción  de  los 
algoritmos, de modo que  los usuarios deberían descargar e  instalar el simulador en 
sus  propios  equipos  informáticos. Webots  7,  resulta más  sencillo  de  instalar  que 






alta  fidelidad  gráfica  y  funcional  que  incluye  los  humanoides  NAO  y  DARwIn‐Op 
necesarios  para  la  competición.  Esto  no  sucede  con  los  simuladores  Gazebo  o 
USARSim.  Gazebo  2.2  no  dispone  de  ninguna  de  las  dos  plataformas  robóticas 












Figura 158. Entornos de simulación domésticos realizados con Webots 7 para HUMABOT 
Challenge 2014 
El  entorno  de  simulación  para  esta  competición  era  aparentemente  sencillo  pero 
requirió un trabajo de clonación importante. Para garantizar la máxima similitud con 
el escenario real tuve que reproducir cada mueble y objeto con  la mayor exactitud 
posible,  prestando  especial  atención  a  las  texturas  de  los  productos  que  ha  de 






como  comerciales. Así, Webots  se perfila  como una de  las mejores opciones  si  se 
pretende  incluir  simulaciones de plataformas  robóticas en un curso a distancia. La 
simplicidad  de  instalación  y  la disponibilidad de una  amplia  gama de modelos de 
robots  de  alta  fidelidad  gráfica  y  funcional  facilitan  su  utilización  a  los  usuarios 
inexpertos. Además,  el  entorno  gráfico de Webots  incorpora una  ventana  con un 





simuladores  como  robots  reales.  Para  los  ensayos  con  simulador  se  eligió  el 
recientemente descrito entorno del circuito de obstáculos desarrollado con USARSim, 














ROS  no  soporta  directamente USARSim,  la  comunicación  con  el  robot  es  posible 
gracias a que el driver de ROS para NAO se conecta a un módulo personalizado que 





























En  la parte  inferior  izquierda, una máquina virtual Linux está ejecutando el sistema 
ROS,  incluidos  los controladores NAO y el  lado del  servidor R3PO. A  la derecha, se 

















de  plataformas  robóticas  en  el  contexto  de  la  formación  a  distancia  es  necesario 
conocer cómo se va a realizar la programación de algoritmos para elegir el simulador 
más  adecuado.  Por  una  parte,  lo más  usual  es  que  los  simuladores  se  instalen 
localmente en el equipo  informático de cada usuario, donde  también  se escribe y 
ejecuta  el  código  con  los  algoritmos  que  rigen  el  comportamiento  de  los  robots 
simulados. Por otra parte, algunas  iniciativas como RPN permiten  la programación 
remota de plataformas robóticas online, ya sean éstas reales o simuladas. En  tales 
casos,  los  simuladores  se  encuentran  instalados  y  configurados  en  un  ordenador 








su  sencillez  de  instalación  y  uso,  por  incorporar  gran  cantidad  de  plataformas 
robóticas de alta fidelidad, por integrar un entorno de programación y un compilador 
C/C++ y por ofrecer a los usuarios una versión gratuita del simulador con 30 días de 
prueba,  tiempo  normalmente  suficiente  para  implementar  una  gran  cantidad  de 
algoritmos. 
En el  segundo  caso, el hardware del usuario así  como  su habilidad para  instalar y 
configurar simuladores y middlewares dejan de ser variables relevantes en el proceso 
de selección de un simulador. Del mismo modo, tampoco resulta un  importante  la 
capacidad económica de  los usuarios para adquirir  licencias  software. Así pues,  la 
programación online de plataformas  robóticas  remotas permite elegir  simuladores 








potencia y versatilidad es  inferior, presenta compatibilidad total con ROS,  lo que  lo 
convierte en una herramienta de gran utilidad y muy a tener en cuenta. En resumen, 
en un marco de programación remota tal como RPN o cualquier otro, si no existen 
























las  tecnologías  software más  vanguardistas  para  obtener  los mayores  grados  de 
realismo,  facilitando  la  incorporación  de  los  elementos  clave  que  proporcionan 
experiencias  didácticas  y  atractivas.  Los  contenidos  que  introducen  fantasía  o 
misterio,  y  en  general  todos  aquellos  elementos  que  las  teorías  del  aprendizaje 
señalan como  importantes para mejorar  la motivación de  los alumnos durante  las 
simulaciones parecen estar fuera de las miras de los desarrolladores de simuladores 




aplicaciones  software)  que  en  general muestran  los  simuladores  de  plataformas 







desde  un  punto  de  vista  centrado  en  maximizar  la  satisfacción  de  los 
estudiantes y su grado de aprendizaje. 
 Implementación de tecnologías vanguardistas para la mejora de la fidelidad 
audiovisual  y  funcional  de  los  simuladores  robóticos:  Diversos  niveles  de 
detalle,  objetos  y  estructuras  destructibles,  entes  animados,  sistemas  de 
partículas,  objetos  articulados,  simulación  de  tejidos  o  ropa,  sonidos  que 
verifican el impacto entre objetos e inteligencia artificial. 
 Aplicación a  las simulaciones robóticas de  las teorías sobre aprendizaje con 
entornos virtuales. 



































 J.  Alemany  and  E.  Cervera,  "Design  of  High  Quality,  Efficient  Simulation 
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Gazi,  "An  Experiment  on  Squad  Navigation  of  Human  and  Robots,"  in  J. 
Penders,  Y.  Baudoin,  E.  Cervera,  and  R. Marín,  editors,  Robotics  for  Risky 




Con  el  fin  de  seguir  avanzando  en  el  campo  de  las  simulaciones  para  robótica 
educativa  considero  interesantes  futuras  líneas  de  investigación  acerca  de  las 
posibilidades  del  novedoso motor  de  juego  UE4  (Unreal  Engine  4),  el  simulador 
MORSE y los servidores web de simulación. 
Epic Games ha lanzado el motor de juego Unreal Engine 4 y al igual que el anterior es 
gratuito  para  fines  educativos.  El  nuevo motor  da  soporte  las más  vanguardistas 
técnicas para la obtención de experiencias más inmersivas y atrayentes, permitiendo 
el  uso  de  dispositivos  de  realidad  virtual.  Pero  quizá  lo más  interesante  es  que 
unrealscrip ha sido sustituido por C++ y se ha potenciado notablemente el  lenguaje 
Kismet.  Esto  podría  facilitar  mucho  el  trabajo  a  los  docentes  desarrolladores 
simulaciones robóticas.  
Aunque  todavía  se  encuentra  en una  temprana  fase de desarrollo,  considero que 
MORSE es un simulador muy a tener en cuenta en futuros estudios. El hecho de estar 
construido  sobre una base de  software  totalmente open  source  y  la potencia del 
motor  de  juego  de  Blender  son  piezas  clave  para  creación  de  simuladores  para 
robótica educativa. 
Las  novedosas  capacidades  de WebGL  para  visualización  3D  y Web  Socket  para 
intercambio bidireccional de  información  entre  servidor  y  cliente  incorporadas  en 
html5 convierten los navegadores web en poderosas herramientas para la difusión de 
la educación en robótica. Los servidores web de simulación permiten a los usuarios 
ejecutar simulaciones desde cualquier  lugar mediante cualquier  tipo de dispositivo 
(ordenador, tablet o teléfono móvil) que pueda conectarse a Internet a través de un 
navegador. 
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