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Abstract
We analyze gendered communities defined in
three different ways: text, users, and senti-
ment. Differences across these representations
reveal facets of communities’ distinctive iden-
tities, such as social group, topic, and atti-
tudes. Two communities may have high text
similarity but not user similarity or vice versa,
and word usage also does not vary accord-
ing to a clearcut, binary perspective of gen-
der. Community-specific sentiment lexicons
demonstrate that sentiment can be a useful in-
dicator of words’ social meaning and commu-
nity values, especially in the context of discus-
sion content and user demographics. Our re-
sults show that social platforms such as Reddit
are active settings for different constructions
of gender.
1 Introduction
Social groups can be described by many factors,
such as the demographics of its participants or
its physical location. To detect sociolinguistically
significant groups, linguists have built upon the
concept of communities of practice, which are
characterized by their participants’ shared actions,
beliefs, values, and language styles (Eckert and
McConnell-Ginet, 1992; Eckert, 2006). This con-
cept initially emerged to understand the complex
interplay between language and gender, and has
been applied to study social identities in numer-
ous communities (e.g. Eckert, 1989; Mendoza-
Denton, 1996; Hall, 2009). While previous varia-
tionist work has primarily studied traditional phys-
ical communities, we focus instead on online ones.
Online communities have been shown to form
collective linguistic norms, which give rise to a
rich amount of language variation across com-
munities, even on the same website (Danescu-
Niculescu-Mizil et al., 2013; Yang and Eisen-
stein, 2015). One of the largest content aggre-
gator and discussion platforms, Reddit, contains
thousands of unique communities, known as sub-
reddits. These subreddits vary in topic, such as
r/sport and r/history, content type, such as r/pics
and r/videos, and format, such as the Q&A style of
r/IamA and the narratives on r/confession. Online
communities such as subreddits are often char-
acterized by language use and user membership
(Hamilton et al., 2016; Datta et al., 2017; Bamman
et al., 2014; Martin, 2017).
Sociolinguists have primarily analyzed phono-
logical and syntactic variables (Eckert, 2012),
though some have studied lexical variables (e.g.
Wong, 2005). Previous computational work also
focuses on lexical variation (Bamman et al., 2014).
We approach variation from a new direction,
where we examine the salient semantic dimension
of sentiment to understand how users use the same
words to convey different meanings. We also cre-
ate representations for subreddits that encode text
and user membership to situate insights gained
from sentiment-based representations and to un-
derstand the intersection of speaker identity (user),
content (text), and affect (sentiment). This paper
focuses on explicitly gendered subreddits, which
cater towards masculine- or feminine-identifying
groups.
We provide two main contributions:
1) Salient aspects of social group identities, such
as gender, can produce low user overlap in com-
munities sharing similar topics.
2) Sentiment-based representations of communi-
ties can reveal a type of variation across social
groups that word-choice alone cannot. An in-
depth study of words’ sentiments in gendered
subreddits reveals patterns of how linguistic re-
sources construct a wide array of gendered iden-
tities in the online sphere.
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2 Previous Work
The study of online communities is highly in-
terdisciplinary, spanning machine learning, nat-
ural language processing, social network analy-
sis, communications, and sociolinguistics. Twit-
ter, online news, and other websites have been a
rich source of data for computational social scien-
tists, and Reddit in particular has been of interest
to much previous work (Althoff et al., 2014; Ku-
mar et al., 2018; Newell et al., 2016; Jaech et al.,
2015; Hamilton et al., 2017). Research in this
area expands beyond quantitative measures, by
comparing results with social science theories and
employing qualitative thinking to highlight trends
of individual words and communities (Bamman
et al., 2014; Danescu-Niculescu-Mizil et al., 2013;
Zhang et al., 2017; Althoff et al., 2014).
In particular, the characterization and identifi-
cation of gender is a common use case for online
data. Language is often used to infer demograph-
ics of users, especially in classification tasks that
tend to find clear distinctions between men and
women (e.g. Burger et al., 2011; Argamon et al.,
2007; Schler, 2006; Rao et al., 2010). Previous
work have found strong patterns of gender differ-
ences in language (Newman et al., 2008; Mulac
et al., 2001). For example, Volkova et al. (2013)
showed that the sentiment of words, hashtags, and
emoticons vary between men and women on Twit-
ter and used gender-dependent features to improve
sentiment classification of tweets. Our work aims
to look beyond a straightforward divide between
men and women, particularly because gender is
not a fixed biological variable, but rather a dy-
namic, social one that is actively created and rein-
forced through repeated behaviors (Butler, 1988;
Nguyen et al., 2014; Herring and Paolillo, 2006).
Language is used to simultaneously co-
construct multiple identities, so the plethora of
gendered identities that emerge from communi-
ties of practice may substantially differ from main-
stream stereotypes of “femininity” and “masculin-
ity” (Eckert, 1989; Mendoza-Denton, 1996; Hall,
2009). On Twitter, Bamman et al. (2014) in-
vestigated cross-community lexical variation and
the varied ways of constructing gender identities.
They clustered users based on bag-of-words repre-
sentations of their posts, and the resulting clusters
corresponded not only to topical interest but also
gender. Some clusters had language patterns that
were orthogonal to expected language differences
between men and women, demonstrating diversity
in gendered language styles.
We compare text, user, and sentiment represen-
tations of communities by their predictions of sim-
ilarity and identify cases where these predictions
agree or disagree. Pavalanathan et al. (2017) sug-
gested that subreddits with similar topics can have
dissimilar user groups due to differences in pre-
ferred interactional styles. Datta et al. (2017) in-
troduced a method for finding misalignments of
inferred user-based and text-based networks on
Reddit. They found that pairs with high text but
low user similarity tend to be communities that
conflict (such as political subreddits) as well as
communities with hierarchical relationships (such
as a niche subreddit with a more generic one).
High user but low text similarity suggested a sin-
gle overarching community scattered across mul-
tiple subreddits. We assessed Datta et al. (2017)’s
z2-score method in section 5.1, but found that its
results hid important misalignments.
We use domain-specific lexicon induction tech-
niques for creating sentiment-based subreddit rep-
resentations. Previous work has built or adapted
word embeddings or scores to flexibly encode se-
mantic dimensions or specific domains, and some
have applied their techniques to social media com-
munities (Rothe et al., 2016; Yang and Eisenstein,
2015; Hamilton et al., 2016). Rothe et al. (2016)’s
DENSIFIER model involves dense word embed-
dings created by mapping generic word embed-
dings into meaningful subspaces. These learned
embeddings may even contain a single dimension,
which can act as labels for an induced lexicon, and
are best applied to corpora with several billion to-
kens, which is far greater than any subreddit that
we study.
While Rothe et al. (2016) learned lexicons for
generic domains such as news and Twitter, Hamil-
ton et al. (2016)’s SENTPROP method solves
a similar task across fine-grained domains, in-
cluding Reddit communities. They applied a
label propagation method to 250 Reddit com-
munities, and found a wide range of sentiment
variation. For example, insane is negative in
r/twoxchromosomes but positive in r/sports, while
soft shows the opposite pattern. SENTPROP was
the most suitable approach for our purposes due
to its ability to operate on smaller datasets. We
extend this work by examining how vector rep-
resentations created from subreddit-specific sen-
Subreddit Description
r/actuallesbians “A place for cis and trans lesbians, bisexual girls, chicks who like chicks...”
r/askgaybros “Where you can ask the manly men for their opinions on various topics.”
r/mensrights “For those who wish to discuss men’s rights and the ways said rights are infringed upon.”
r/askmen “A semi-serious place to ask men casual questions about life, career, and more.”
r/askwomen “Dedicated to asking women questions about their thoughts, lives, and experiences.”
r/xxfitness “For women and gender non-binary redditors who are fit, want to be fit...”
r/femalefashionadvice “A subreddit dedicated to learning about and discussing women’s fashion.”
r/malefashionadvice “Making clothing less intimidating and helping you develop your own style.”
r/trollxchromosomes “A subreddit for rage comics and other memes with a girly slant.”
Table 1: Gendered communities with descriptions from their sidebars or subreddit search listings.
timent lexicons compare to text-based and user-
based representations, with gendered communities
as a case study.
3 Data
In order to gain a broad perspective of how gen-
dered subreddits relate to each other and other
communities within the larger Reddit context, we
consider data from subreddits with 50,000+ sub-
scribers, as provided in a user-curated list1. These
subreddits span topics ranging from plants to cryp-
tocurrency, and provide a glimpse into Reddit’s
long tail of diverse niche communities, which is a
primary draw to the platform (Newell et al., 2016).
The most popular subreddits tend to be part of a set
of “default” subreddits to which users have histor-
ically been auto-subscribed (Newell et al., 2016;
Datta et al., 2017). To focus on more niche and
non-artificially inflated communities, we filtered
out about 50 default subreddits based on lists in
r/defaults created during May 07 2014, May 26
2016, and March 26 2017.
We took the top 400 remaining subreddits and
used their comments created between May 2016
and April 2017. The vast majority of these sub-
reddits contain between 107 and 108 tokens, with
r/politics (the largest) containing over 764 million
tokens to r/accidentalwesanderson (the smallest)
containing over 7 million. From these subreddits
we manually selected nine subreddits with clearly
gender-oriented names (Table 1).
4 Approach
4.1 Text & User Representations
To provide a basis of comparison for our
sentiment-based representations, we created term
frequency-inverse document frequency (tf-idf)
vectors for each subreddit using user and unigram
1Available here.
Positive love, loved, loves, awesome, nice,amazing, best, fantastic, correct, happy
Negative hate, hated, hates, terrible, nasty, awful,worst, horrible, wrong, sad
Table 2: Positive and negative Twitter seed words
from Hamilton et al. (2016)
frequencies. Here, we define subreddit user fre-
quencies as the number of times a user comments
to a specific subreddit. For unigram or user t in
subreddit d, its tf-idf weighted frequency is
wt,d = (1 + log tf t,d) log(N/df t),
where tf t,d is the frequency of t in d, df t is the
number of subreddits in which t appears, and N is
the total number of subreddits.
We filtered out rare users and bots, with 1 <
df t ≤ 380 for users, and filtered out rare words
and stop words, with 5 < df t ≤ 380 for unigrams.
We used truncated singular value decomposition
(SVD) to reduce these vectors to 100 dimensions
and normalized them to each have a unit norm (Pe-
dregosa et al., 2011; Halko et al., 2011).
4.2 Sentiment Representations
We induced community-specific sentiment lexi-
cons using the SENTPROP method introduced by
Hamilton et al. (2016). This framework was
demonstrated to perform well on moderately sized
domains of 107 tokens, which matches the major-
ity of our subreddits.
SENTPROP begins by creating community-
specific word embeddings. All comments from a
given subreddit were first concatenated into a sin-
gle document, separated by 5 dummy tokens so
adjacent comments did not influence the linguis-
tic contexts of the first and last words. Follow-
ing Hamilton et al. (2016), word co-occurrence
matrices for each subreddit were created with
a symmetric context window of 4 words and
reweighted using positive pointwise mutual infor-
mation (PPMI) with context distribution smooth-
ing c = 0.75 (Levy et al., 2015). The dimension-
ality of each word embedding was then reduced to
100 using SVD.
After obtaining subreddit-specific word embed-
dings, we introduce a small set of seed words
with positive and negative polarity. We used the
same seed words as Hamilton et al. (2016) did for
Twitter, another social media platform (Table 2).
SENTPROP runs a series of random walks from
both the positive and negative seed words, and the
resulting sentiment value for each word is based
on the probabilities that the word was hit by the
positive random walk versus the negative one. We
used SENTPROP’s default parameters for the Red-
dit lexicon induction portion of their paper, setting
β = 0.9 and K = 25, where K is the number of
nearest neighbors in the semantic space to which
edges are drawn in graph construction. A higher
β favors similar labels for neighbors and a lower
β favors correct labels on seed words. We induced
sentiment for the top 5000 words by frequency in
each subreddit.
Adjusting the parameters β and K did not
change our main conclusions or observations.
Lowering β from 0.9 to as far as 0.5 shrinks the
overall range of sentiment values from -3 to 3
to about -2 to 2. Words with neutral sentiment
tend to be slightly more positive or negative with
lower values of β, but words with the highest po-
larities are consistent. Sentiment scores also re-
main steady when varying K. With β = 0.9, the
Pearson correlation of sentiment scores between
K = 25 and K = 15 is 0.9183 (p < 0.001) and
0.9668 between K = 25 and K = 35 (p < 0.001)
for r/xxfitness.
We standardized values for each word to have
zero mean and unit variance. The resulting senti-
ment vectors were then an array of negative and
positive values corresponding to sentiment, aver-
aged over 50 bootstrap-sampled runs. Each index
in these vectors maps to a word in the vocabulary,
which is the union of all subreddits’ vocabularies.
If a word’s sentiment was not induced in a cer-
tain subreddit, its sentiment value is set to a neutral
zero.
4.3 Metrics
We performed agglomerative clustering on all 400
subreddits’ user- and text-based representations to
see where gendered subreddits’ users and content
are situated within Reddit. We fixed the number
of clusters to 20 and compared cluster sets pro-
vided by different representations by calculating
their adjusted mutual information (AMI), where
the possible range of values is 0 for random cluster
and 1 for identical ones (Vinh et al., 2010). To fur-
ther compare the different representations, we cal-
culated the Spearman correlation between subred-
dits’ pairwise similarities. We identify misalign-
ments as subreddit pairs that have high similarity
for one representation but low similarity for an-
other.
We also implemented the misalignment identi-
fication method proposed by Datta et al. (2017).
This method subtracts two pairwise similarity rank
matrices created by two different representation
types, such as text and user, and z-score normal-
izes the difference matrix’s columns and rows.
Values in the final misalignment matrix are called
z2-scores. Pairs of subreddits with a high positive
z2-score have a higher similarity than expected
with the first representation compared to the sec-
ond, while a large negative z2-score signifies the
opposite.
5 Analysis
5.1 Text & Users
The clusterings of user- and text-based represen-
tations are similar, with an AMI of 0.5610, and
the text-based clusterings are more topically co-
herent. For example, r/femalefashionadvice and
r/malefashionadvice are in the same text-based
cluster but different user-based clusters, since both
are about fashion but cater towards different gen-
ders. Subsets of the clusters in which gendered
subreddits appear can be found in Table 3. The
feminine subreddits are all in the same user-based
cluster, while the masculine ones are more scat-
tered. Female Reddit users may find themselves
pushed into this cluster because of an overall pre-
dominant masculine culture throughout the plat-
form which can be hostile to women (Massanari,
2017). A majority of the gendered subreddits oc-
cur in the text-based cluster containing those re-
lated to personal topics, such as families and re-
lationships. These clusters situate our gendered
communities based on what they talk about and
who is talking, and changing the representation
type alters the perceived geography of Reddit.
The Spearman correlation between text and
User-based Clusters Text-based Clusters
femalefashionadvice askwomen xxfitness trollxchro-
mosomes actuallesbians weddingplanning makeupad-
diction justnomil skincareaddiction raisedbynarcissists
dogs childfree vegan parenting running teachers unre-
solvedmysteries
askwomen actuallesbians askmen askgaybros trol-
lxchromosomes suicidewatch justnomil deadbedrooms
babybumps seduction raisedbynarcissists dogs child-
free casualiama legaladvice parenting foreveralone dat-
ing advice teachers polyamory
mensrights sandersforpresident changemyview neu-
tralpolitics forwardsfromgrandma the donald anar-
chism economics atheism subredditdrama
mensrights thathappened teenagers forwardsfrom-
grandma niceguys blackpeopletwitter roastme trashy
facepalm photoshopbattles outoftheloop 4chan cringe
askgaybros askmen suicidewatch teenagers sex body-
building depression seduction offmychest ama advice
foreveralone dating advice tinder polyamory
xxfitness fatlogic loseit keto cooking vegan running
bodybuilding
malefashionadvice houston cooking churning en-
trepreneur seattle financialindependence investing
travel homeimprovement jobs photography homebrew-
ing bicycling personalfinance
femalefashionadvice malefashionadvice wedding-
planning makeupaddiction skincareaddiction sneakers
streetwear asianbeauty fashionreps
Table 3: The gendered subreddits and a subset of the subreddits that occur in the same clusters as them.
user vectors’ pairwise similarities is 0.549 (p <
0.0001), plotted in Figure 1. The vast majority
of the pairs with high user and low text similarity
are those pertaining to European countries, where
comments are in different languages. The pairs
with high text and low user similarity include sub-
reddits pertaining to cities, as well as those divided
by gender, sexual orientation, or personal topics.
Thus, user demographics are important motiva-
tors for community formation on Reddit. User-
based similarities for gendered subreddits tend to
vary based on whether they cater towards the same
gender, though some subreddits act as bridges be-
tween them: r/askmen and r/askwomen have a
user similarity of 0.417, which is above the av-
erage among gendered subreddits (0.2880). The
structure of these communities facilitates this by
encouraging questions posted by users of any gen-
der, and follow-up dialogue across groups accom-
panies the targeted gender’s answers in the com-
ments.
The misalignments identified by raw similari-
ties are more intuitive than those identified by z2-
scores. Pairs in the top 20 with high text and
low user similarity based on z2-scores included
understandable ones such as r/casualconversation-
r/tinder, but also many pairs on very different top-
ics such as r/bodybuilding-r/learningprogramming
and r/makeupaddiction-r/legaladvice. Pairs in the
top 20 with low text and high user similarity
were easier to interpret and included r/truegaming-
r/askmen and r/vegan-r/askscience. The z2 score
method normalizes any subreddit’s skewed distri-
bution of similarities. For example, country sub-
reddits in general have lower text similarity to
other subreddits since Reddit is mostly in English,
Figure 1: Subreddit similarities, with text similar-
ities on the horizontal axis and user similarities
on the vertical axis. Each point represents a pair
of subreddits. The listed subreddit pairs are ex-
amples of outliers, where one type of similarity is
very small (< 0.2) and another is large (> 0.8).
and normalization causes inter-country similari-
ties to match their expected similarity differences.
Thus, normalization steps may reduce meaningful
variation in how some subreddit similarities devi-
ate from the norm of Reddit as a whole.
5.2 Sentiment
We calculated the pairwise cosine similarities be-
tween each of the nine explicitly gendered sub-
Highest Similarity Lowest Similarity
askmen, askwomen 0.6702 femalefashionadvice, mensrights 0.1802
askgaybros, askmen 0.6144 askwomen, malefashionadvice 0.1876
askwomen, trollxchromosomes 0.6003 malefashionadvice, trollxchromosomes 0.2162
actuallesbians, trollxchromosomes 0.5462 malefashionadvice, mensrights 0.2170
askgaybros, askwomen 0.5310 mensrights, xxfitness 0.2181
Table 4: Highest and lowest sentiment similarities between gendered subreddits, with a mean of 0.3701.
Spearman ρ p
text, user 0.4268 < 0.01
text, sentiment 0.6371 < 0.0001
user, sentiment 0.4219 = 0.01
Table 5: Correlations of text, user, and sentiment
representations using pairwise cosine similarity
between nine gendered subreddits. Though sen-
timent and text are related, they provide different
information.
reddits using text, user, and sentiment commu-
nity representations. Table 5 shows the result-
ing Spearman correlation between these represen-
tations. Sentiment representations correlate more
strongly with those of text, which could be ex-
plained by how they are both linguistically mo-
tivated. However, this correlation is far from 1,
suggesting that sentiment representations capture
some aspects of communities that weighted word
counts do not.
The pairs of subreddits with highest and low-
est sentiment similarity can be found in Table
4. Some of the highest similarities are between
subreddits oriented towards the same gender, and
while some of the lowest are between those of dif-
ferent genders, but there are several exceptions.
Therefore, sentiment does not divide itself evenly
based on gender. The high sentiment similar-
ity between r/askmen and r/askwomen misaligns
with their low text similarity (0.2874) and near
average user similarity (0.4168). Another out-
lier across text, user, and sentiment similarities is
r/actuallesbians and r/trollxchromosomes, which
have high user similarity (0.8856), above average
sentiment similarity (0.5462), and high text simi-
larity (0.9415).
The most positive and negative non-seed words
in each subreddit are consistent with the con-
cepts we expect to be relevant to them (some
examples2 in Table 6.). Many negative words
2The token lt3 is a punctuation-stripped HTML heart.
Similarly, d is often a happy emoji :D.
in r/trollxchromosomes and r/femalefashionadvice
revolve around pain and health, while those in
r/mensrights refer to gender bias (within the
top fifteen most negative words are misandrist
and manhating). The most positive words in
r/xxfitness are similar to those in other subred-
dits since many are adjectives such as great and
fun, but its most negative words almost entirely
focus on physical ailments, such as flu, infection
and headache. The words brothers and brother
have highest sentiment in r/mensrights compared
to other gendered subreddits, suggesting that this
community values masculine solidarity. Likewise,
even though the words troll and trolls are predomi-
nantly negative, they have high positive sentiment
in r/trollxchromosomes, as users in this commu-
nity have re-appropriated these terms to refer pos-
itively to themselves.3
Subreddits with high text similarity such as
r/malefashionadvice and r/femalefashionadvice
still contain distinct cultures. The highly posi-
tive words in r/femalefashionadvice reflect their
custom of referencing daily outfits using days of
the week, while users on r/malefashionadvice do
not follow this format. The expressive elongation
in r/femalefashionadvice’s highly positive loooove
has previously been shown to be a female marker
(Bamman et al., 2014; Rao et al., 2010). Senti-
ment is a helpful but sometimes superficial metric
for determining community values, and its inter-
pretation is best understood in context with topic
and users. For example, men is most negative in
r/mensrights compared to other gendered subred-
dits, but that does not mean these users dislike
men, since the opposite is actually the case. The
strong negativity here is instead associated with
how their discussions center on injustices towards
men.
Table 7 shows the words with the highest vari-
ance in sentiment with the subreddits in which
they have the most positive and negative polar-
ity. Much of the cross-community variation in
3The full lexicons can be found in our Github repo here.
TrollXChromosomes FemaleFashionAdvice MaleFashionAdvice MensRights
Positive Negative Positive Negative Positive Negative Positive Negative
lovely infections gorgeous gross sweet gross wonderful vile
gorgeous yeast adore marks beautiful annoying favorite evil
beautiful pain lovely blood cool dirty excellent disgusting
wonderful dealing stunning rough those stupid watch horribly
congratulations mess thursdays painful vouch armpits enjoyed cruel
fabulous horrific mondays worse plus shitty honey hating
congrats painful tuesdays messed dig crap clip misogynistic
yay minor killer causing perfect garbage enjoying hateful
d uti loooove horribly makes crappy fan sexist
lt3 infection fabulous poor interesting sweaty episode bigots
Table 6: Most positive and negative non-seed words for a selected set of subreddits.
Word Variance Positive Subreddits Negative Subreddits
sounds 2.775 femalefashionadvice, actuallesbians askgaybros, askmen
smells 2.652 actuallesbians, malefashionadvice askgaybros, askmen
hilarious 2.547 askwomen, actuallesbians askgaybros, malefashionadvice
absolutely 2.231 femalefashionadvice, malefashionadvice askwomen, askmen
obsessed 2.094 askwomen, femalefashionadvice mensrights, askmen
sharp 2.087 actuallesbians, femalefashionadvice xxfitness, trollxchromosomes
Table 7: Words with greatest variance in sentiment across all gendered subreddits, along with the subred-
dits in which they are the most positive and most negative.
sentiment is likely due to polysemy, where dif-
ferent senses of a given word are predominant in
different communities. For example, when cal-
culating the sentiment of sick (13th highest vari-
ance) in each subreddit’s semantic space, SENT-
PROP encounters neighbors such as nauseous
(r/xxfitness), disgusting (r/mensrights), or dope
(r/malefashionadvice).
i never thought id see sitting on a tricycle look so
badass looks sick love it4 (r/malefashionadvice)
...what kind of sick twisted person could do that to an-
other human being truly disgusting what some people
are willing to do to others (r/mensrights)
Furthermore, words may adopt the sentiment
polarities that reflect the overall discourse style. In
r/femalefashionadvice, seemingly negative words
such as jealous (10th highest variance) take on a
positive meaning as they are used to compliment
the original poster:
that is amazing congratulations i am so jealous
(r/femalefashionadvice)
This relationship with overall discourse style
may be even more pronounced for judgment-
related words such as sounds, whose polarity re-
flects whether communities tend to use it to evalu-
ate other users or entities positively or negatively.
...that sounds like a really polite and productive way to
deal with the gift issues (r/femalefashionadvice)
sounds like you just have shitty friends (r/askgaybros)
4Examples transcribed as they appear after preprocessing.
Finally, many affective differences emerge de-
pending on whether a subreddit’s users talk about
their own feelings, beliefs, and passions (personal)
or make claims about other people’s mental states
(impersonal). In particular, sentiment of words
such as jealous or obsessed varies depending on
whether one uses it to describe themselves or
somebody else (Figure 2).
...recently became obsessed with this podcast this is su-
per cool (r/trollxchromosomes)
so sad that so many female teachers are feminist ob-
sessed... (r/mensrights)
Volkova et al. (2013) studied sentiment vari-
ation using Twitter data, but treated gender as
a binary variable of male versus female. They
listed examples with large gender differences:
weakness is used positively by women and neg-
atively by men, while overdressed is used posi-
tively by men and negatively by women. Their
most polarized words, with hashtags removed, do
not split according to a binary in our subreddits.
We observe diverse language styles: weakness is
strongly negative in r/xxfitness (-2.0634± 0.5577)
but positive in r/actuallesbians (0.9112 ± 0.2100),
and the sentiment score of overdressed is simi-
lar in r/malefashionadvice (-0.6016± 0.5273) and
r/femalefashionadvice (-0.6696 ± 0.8512). This
implies that though gender can be a helpful vari-
able for improving sentiment analysis, its expres-
sion is not fixed across multiple contexts.
The word omg seems to be used in far broader
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Figure 2: Words with high variance across commu-
nities such as obsessed can be strongly positive or
negative.
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Figure 3: Average sentiment scores and standard
deviations of “omg” in explicitly-gendered sub-
reddits, sorted in decreasing order, based on 50
SENTPROP runs. Women-oriented subreddits are
marked in red, and men-oriented are in blue.
contexts and have a substantially different mean-
ing than its origin phrase, oh my god. In Fig-
ure 3, the sentiment of omg is highest among the
five women-oriented subreddits, and lower in the
men-oriented subreddits. This finding is consis-
tent with prior results that show that forms pre-
dominant in computer-mediated communication
are more commonly used by and highly associ-
ated with women (Bamman et al., 2014; Carpen-
ter et al., 2017). However, these results have im-
plications beyond just associating forms such as
omg with women. In particular, omg is not a filler
word devoid of meaning in women-oriented com-
munities. Rather, it conveys highly positive af-
fect and may also indicate cooperativeness and en-
gagement in a conversation. It seems to not play
the same role in men-oriented communities, where
omg is used frequently in indirect quotes of others’
speech.
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Figure 4: Sentiment scores of the words “women”,
“feminists”, and “ladies” across three subreddits,
with error bars showing the standard deviation of
50 bootstrap-sampled SENTPROP runs.
omg love her did you see that shoeprinted dress she
had on this weeks episode (r/femalefashionadvice)
...if anything it was usually omg you two would have
the most beautiful babies... (r/askmen)
Sentiment-based representations can also detect
words that may be denotationally similar but have
different social meanings due to repeated associ-
ations with certain beliefs and stereotypes. Fig-
ure 4 demonstrates community variation in the
affective meaning of the denotationally similar
terms women and ladies and the related but seman-
tically distinct feminists across three subreddits.
This variation demonstrates the potential for de-
notationally similar terms to acquire community-
dependent connotational and affective meanings.
Unsurprisingly, feminists is highly negative in
r/mensrights. However, it is similarly negative in
r/actuallesbians, while neutral in r/askmen. Mem-
bers of r/actuallesbians tend to not disapprove of
feminists in general; instead, much of the dis-
course that includes this word focuses on the per-
ceived exclusivity of many feminist movements
towards LGBTQ individuals.
...didnt realize that transphobia was such an orga-
nized and politically influential problem especially
from some feminists and not just old white guys...
(r/actuallesbians)
The words women and ladies are associated
with many distinct social meanings. For example,
women is seen as both a neutral and cold label,
while ladies can be seen as traditional, patroniz-
ing, and sexual (Cralley and Ruscher, 2005; Fried-
man, 2013). More recently, ladies has also been
reclaimed as an age-agnostic label popular with
modern feminists (Friedman, 2013).
Both women and ladies are used in
r/actuallesbians to name the target group of
romantic and sexual attraction. However, the
much more positive sentiment of ladies may be
due to its additional meaning as an in-group label.
its a pretty slow reddit but ladies do say hello and in-
teract (r/actuallesbians)
Even though ladies also has positive sentiment
in r/mensrights, the word is used very differently
there. Instead of being used to sexualize women,
ladies was far more commonly written in a patron-
izing manner.
...ladies this is what equality looks like time to give up
some of your numerous privileges (r/mensrights)
This reveals one limitation of a sentiment-only
approach to analyzing sociolinguistic variation.
The patronizing and sometimes sarcastic usage of
ladies is a complex phenomenon that cannot be
easily captured by methods based on vector space
models. SENTPROP mistakenly arrives at a pos-
itive polarity for ladies in r/mensrights, although
its high standard deviation hints at some underly-
ing source of inconsistency.
6 Conclusion
Sentiment representations are useful for under-
standing variation both on a broad scale as well as
among specific lexemes, particularly when com-
bined with in-depth qualitative analyses. We fo-
cused on only explicitly gendered subreddits, but
other subreddits can also be implicitly gendered.
From the user-based clusters, we may be able to
infer that subreddits like r/weddingplanning and
r/makeupaddiction have mostly feminine users. In
the future, we would like to situate our sentiment
analysis of gendered subreddits in the larger con-
text of Reddit. For example, comparing r/xxfitness
with its fitness-related neighbors may allow a un-
derstanding of how explicitly targeting some de-
mographic changes words’ sentiment.
Sentiment is a salient semantic dimension, but
it may also be illuminating to define subreddits
along some other dimension, such as arousal, con-
creteness, or various emotions (Brysbaert et al.,
2014; Warriner et al., 2013; Mohammad and Tur-
ney, 2010). Rarely are subreddit communities re-
dundant. Though two subreddits may align with
high similarities with some type of representation,
they should differ in some other one. Still, a com-
parison of sentiment and emotion could result in
strong alignment; negativity underlies anger and
sadness, while positivity is fundamental to happi-
ness and surprise.
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