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Abstract
Recently it was discovered that the Standard Model vacuum may suffer an es-
sential metastability near the Planck scale. In this regard it makes sense to study in
more detail the decay processes of the metastable vacuum and to develop methods
for their more accurate analysis. In this article we develop a technique to calculate
two loop radiative corrections to false vacuum decay rate in thin-wall approximation
and apply it to false vacuum decay in scalar quantum field theory with cubic and
quartic interactions. The results obtained use dimensional regularization and given
in two different renormalization schemes: Coleman-Weinberg and MS.
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1 Introduction
In modern studies of vacuum physics, an important role is played by the phenomenon
of quantum tunneling of vacuum from one state to another. The most studied process
is the decay of metastable vacuum otherwise known as false vacuum decay. From the
thermodynamical point of view this decay is a first-order phase transition. The description
of such transitions in the framework of quantum field theory first appeared in [1–4]. The
latter proceed through the nucleation of true vacuum bubbles inside a false vacuum. If
the size of these bubbles is greater than some critical value they begin rapidly expand, so
that over the time the whole universe is in a state of true vacuum.
The most interesting example of vacuum decay, which attracted a lot of attention,
is a possible metastability of the electroweak vacuum in the SM (at large scale around
∼ 1011 GeV) [5–12]. The recent studies are not limited by SM alone but also include its
extensions, see [13–26] and references therein. There is also an extravagant possibility that
the vacuum in the universe is not in a lowest energy state but nevertheless is completely
stable. The possibility of such scenario was considered in [27]. Moreover, first-order phase
transitions have probably occurred in early universe. For this, there are strong theoretical
foundations in the form of Sakharov conditions for realization of observed baryon-anti-
baryon asymmetry [28], see also [29], that require in addition to violations of CP and
baryon number symmetries the breakdown of thermal and chemical equilibrium at some
time in the universe. And the first order phase transition is just a good option for this.
Traces of such processes taking place in the early universe may be seen even now in the
2
form of stochastic gravitational waves [30–34] and as such could be detected in the future
gravitational-wave experiments [35].
The false vacuum decay is realized by the appearance of an imaginary part in its
energy. The latter in its turn could be expressed through the imaginary part of the
partition function. There are various methods, which may be used to calculate it, such as
potential deformation method [36–41] and direct computation via path integrals [41, 42].
At the tree level, the decay rate is given by the exponent of the action (∼ e−Sb) calculated
for a single extremal trajectory solving classical Euclidean equations of motion. This type
of extremal trajectory is called bounce solution. Higher order radiative corrections are
then calculated as perturbative expansion around this solution. The one loop contribution
to decay rate could be easily expressed through the ratio of two functional determinants
corresponding to the Gaussian fluctuations around bounce solution and false vacuum. To
evaluate functional determinants we may choose from Green function methods [43–49],
heat kernel methods [50–53], or use famous Gel’fand-Yaglom theorem [54] and methods
based on it generalization [55,56]. The two loop radiative corrections to the false vacuum
decay in for dimensional quantum scalar field theory were first calculated in [57] using
generalization of technique first developed for quantum mechanics by [58–63]. Beyond
one loop the corresponding techniques were also developed in the investigation of effective
Euler-Heisenberg Lagrangian [64–66] and computation of quantum corrections to classical
string solutions [67,68].
This article has two goals. First, it contains a more detailed description of the method
for calculating two loop radiative corrections to false vacuum decay in thin wall approx-
imation [57] in MS renormalization scheme. Secondly, we give also results for one and
two loop radiation corrections in Coleman-Weinberg (CW) renormalization scheme. The
section 2 and its subsections contain all the main material of the present paper. First, we
describe our model with single scalar field experiencing cubic and quartic self-interactions
and false vacuum decay in it at one-loop order. Next, in subsection 2.1 we present re-
quired expressions for Green functions in bounce background and at false vacuum in a
planar thin wall approximation. All of these results are already known from [45] and [57].
In subsection 2.2 we introduce details of the renormalization schemes employed. Then, in
subsections 2.3 and 2.4 we present the details of one and two loop calculations in dimen-
sional regularization and in two different renormalization schemes: Coleman-Weinberg
and MS. Finally in section 3 we come with our conclusion. The appendices A and B
contain technical details about the calculation of renormalization counterterms at false
vacuum, while appendix C contains the details of calculation of the most complicated
two-loop sunset diagram.
3
2 False vacuum decay in scalar field theory
The most convenient way to describe false vacuum decay rate is through the imaginary
part of ground state energy [1–3] :
Γ = −2ImEFV /~ (2.1)
The latter could be easily obtained with the use of partition function
Z = tre−TH/~ (2.2)
as
EFV = − lim
T→∞
~
T
logZ. (2.3)
Considering imaginary part of partition function as small compared to its real part we
then get
Γ = −2ImEFV /~ = lim
T→∞
1
T
∣∣∣∣ImZReZ
∣∣∣∣ . (2.4)
In the case of four dimensional scalar field theory the required partition function could
be written in terms of Feynman path integral as (Z = Z[0]):
Z[J ] =
∫
[dΦ] exp
[
−1
~
(
S[Φ]−
∫
d4xJ(x)Φ(x)
)]
, (2.5)
where the Euclidean action S[Φ] for scalar field is given by
S[Φ] =
∫ T/2
−T/2
d4x
[
1
2
(∂µΦ)
2 + U(Φ).
]
(2.6)
Evaluating imaginary part1 of partition function in one bounce and saddle point approx-
imation2, that is if we take into account only Gaussian fluctuations, we get [2, 15] (τ is
Euclidean time):
Γ
V
=
(
S
2pi~
)2 ∣∣∣∣∣∣
det′
(
− d2
dτ2
−∆ + U ′′(ϕ)
)
det
(− d2
dτ2
−∆ + U ′′(v))
∣∣∣∣∣∣
− 1
2
exp (−S/~)
{
1 +O(~)
}
(2.7)
Here ϕ denotes bounce solution, v - false vacuum solution, det′ means that zero modes
were removed from the determinant and factor
(
S
2pi~
)2
is obtained by integrating over zero
modes with the use of collective coordinates of the bounce. This result is valid only at
one-loop approximation and to go further we should go beyond Gaussian fluctuations.
Note, that here and below, the parameter ~ is introduced simply in order to count loops.
1Real part of partition function is evaluated by saddle point at false vacuum
2See [2, 15] for more details
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Figure 1: Potential U(Φ) on the left and the corresponding bounce solution on the right,
Numerical solutions for equation (2.12) were obtained using the program AnyBubble [69]
In this work we will consider the false vacuum decay for scalar field theory with cubic
and quartic interactions of the form
U(Φ) = −1
2
µ2Φ2 +
g
3!
Φ3 +
λ
4!
Φ4 + U0 (2.8)
The potential U has two non-degenerate minima ϕ = v± with
v+ = −3g
2λ
−
√
v2 +
9g2
4λ2
, v− = −3g
2λ
+
√
v2 +
9g2
4λ2
(2.9)
and difference in potential levels:
U(v−)− U(v+) =
√
3g
(
v2
3
+
3g2
4λ2
) 3
2
=
v3g
3
+O(g2) (2.10)
In the limit g → 0 the minima at v± = ±v become degenerate. In what follows it will be
convenient to chose U0 =
µ2v2
4
− gv3
6
, so that the potential vanishes in the false vacuum
ϕ = +v. The plots of the potential U(Φ) for different values of g are shown in the
left part of Fig. 1. In the scalar theory under consideration the bounce corresponds to
O(4)-symmetric solution of the classical equation of motion
− ∂2ϕ+ U ′(ϕ) = 0 , (2.11)
where ′ denotes the derivative with respect to field ϕ. It is a four dimensional bubble of
radius R separating true vacuum inside it from a false vacuum outside. To solve equation
(2.11) we first rewrite it in hyperspherical coordinates
− d
2
dr2
ϕ− 3
r
d
dr
ϕ+ U ′(ϕ) . (2.12)
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Then the numerical solution of this ordinary differential equation could be obtained for
example with the use of shooting method [69] and the right part of Fig. 1 shows bounce
solutions for several values of the coupling g.
The part 3
r
∂ϕ
∂r
in equation (2.12), in analogy with mechanics, corresponds to friction.
Because of this part equation (2.12) can not be solved analytically in a general case.
Analytical solution exist only for a few number of specific potentials [70–73]. Nevertheless,
some analytic approximation can still be done in the case when the true and false vacuums
are practically degenerate, so that we can neglect the cubic term in the potential. This
limit is known as the thing wall approximation and was considered for example in [45].
Thing wall approximation also allows us to neglect the dumping term in the equation of
motion, so that it could be easily solved and the bounce is given by the well-known kink
solution [74]:
ϕ(r) = v tanh[γ(r −R)] , γ = µ√
2
, v = 2γ
√
3
λ
(2.13)
The radius R of the bubble is then obtained by extremizing the bounce action [45]:
R =
12γ
gv
=
2
√
3λ
g
. (2.14)
and we see that in the thin-wall approximation the radius R is very large R 1. The clas-
sical action corresponding to found bounce solution can be calculated straightforwardly
and is given by
Sb =
∫
d4x
[
1
2
(
dϕ
dr
)2
+ U(ϕ)
]
=
8pi2R3γ3
λ
. (2.15)
The structure of the kink solution (2.13) is shown schematically in Fig. 2. As was
already mentioned, this solution describes the bubble of true vacuum separated from the
false vacuum by a wall. The thickness of this wall is much smaller then the radius R of the
bubble, that is why the limit g → 0 is called the thing-wall or planar-wall approximation.
In this approximation it is useful to use coordinate system associated with the bubble
wall instead of its center. The corresponding planar-wall coordinate system is shown in
Fig. 3, where z‖3 is the set of coordinates on (d − 1)4 dimensional sphere and z⊥ is the
coordinate in the direction orthogonal to the latter. In general, space z‖ is described
by the metric induced on the surface of the sphere, but in our approximation R is very
large and therefore we can assume that the space z‖ is Euclidean. The only difference,
which should be taken into account, is the finite volume of z‖ space, which is the volume
of (d − 1) - dimensional sphere. It will be convenient to express the latter through the
3In this paper bold symbols like a will denote three (d− 1 in dimensional regularization) dimensional
vectors.
4As usual in dimensional regularization we have d = 4− 2
6
Figure 2: General structure of thing wall solution
classical action corresponding to the bounce solution Sb (2.15):∫
d(d−1)z‖ =
2pi
d
2
Γ
(
d
2
)Rd−1 = λ
4γ3
Sb (2.16)
We also would like to note that thin wall approximation allows us greatly simplify the
integration because the largest values of many integrals will be collected on the above
wall, the most common case is the integral
∞∫
0
r3f(tanh(γ(r −R)))dr = R3
1∫
−1
f(x)dx
γ(1− x2) +O(R
2) , (2.17)
where f(z) is regular function. Numerical calculations show that this integration strategy
gives very good approximation for large values of R, already at R > 20 more than 1%
accuracy is achieved.
Finally, as to calculate 2-loop corrections to false vacuum decay we will use Green
function method it will be convenient to use alternative to (2.7) one-loop expression for
decay rate obtained in [45]:
Γ
V
=
(
Sb
2pi~
)2
(2γ)5R√
3
exp
[
−1
~
Sb + I
(1)
]
, (2.18)
where
I(1) = −1
2
tr(5)
(
lnG−1(ϕ)− lnG−1(v)) , (2.19)
7
Figure 3: Coordinate system in planar-wall approximation.
tr(5) denotes trace over only positive-definite eigenmodes, while G(ϕ) and G(v) stand
for Green functions in bounce background and in false vacuum correspondingly. The
inverse of Green functions G−1 at bounce ϕ and false vacuum v are defined as (4(4) is
the four-dimensional Laplacian):
G−1(ϕ) ≡ δ
2S[Φ]
δΦ2(x)
∣∣∣∣∣
Φ=ϕ
= −4(4) + U ′′(ϕ) , (2.20)
The spectrum of operator G−1(ϕ) in bounce background
(−4(4) + U ′′(ϕ))φnj = λnjφnj (2.21)
is given by [45]:
λnj = γ
2(4− n2) + j(j + 2)− 3
R2
. (2.22)
We see, that the latter contains one negative mode at λ0 = λ20 and four zero modes at λ21.
The ”continuum” of positive-definite modes starts at λ10 ≈ λ11 = 3γ2. It is precisely the
presence of negative mode in bounce background, which is responsible for false vacuum
decay.
2.1 Green function in bounce background
The key ingredient in the Green function method is the expressions for required Green
functions in bounce background. In the case of single scalar field we will need only one
8
Figure 4: Plots of the Green function in the case m > 2, here k stands for |k|.
such function. Below we give all the necessary details on the solution of the corresponding
differential equation and comment on its general properties and special cases. Here we
will closely follow the corresponding section of [57].
To find a Green function in a bounce background we need to solve the following
inhomogeneous Klein-Gordon equation
(4(4) + U ′′(ϕ))G(ϕ;x, x′) = δ(4)(x− x′) . (2.23)
To do that, it is convenient to perform Fourier transform with respect to coordinates
parallel to the bubble
G(ϕ;x, x′) =
∫
d3k
(2pi)3
eik(z‖−z
′
‖)G(ϕ; z⊥, z′⊥,k) (2.24)
Then the Green function G(ϕ; z⊥, z′⊥,k) satisfies the equation (z, z
′ = z⊥, z′⊥):[
− d
2
dz2
+ k2 + U ′′(ϕ)
]
G(ϕ; z, z′,k) = δ(z − z′) (2.25)
Making change of variables x = tanh(γz), y = tanh(γz′) we get ϕ = vx (v2 = 12γ2/λ),
U ′′(ϕ) = −µ2 + λ
2
ϕ2 = 4γ2 − 6γ2(1− x2) (2.26)
and the considered equation takes the form[
d
dx
(1− x2) d
dx
− m
2
1− x2 + 6
]
G(x, y,k) = −δ(x− y)
γ
(2.27)
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Figure 5: Plots of the Green function in the case m > 2, here k stands for |k|.
where m = 1
γ
√
4γ2 + k2. Here and below to shorten notation we will write G(x, y,k)
instead of G(ϕ;x, y,k). The solution of equation (2.27) differs depending on whether
m > 2 or m = 2. In the case m > 2 the solution of homogeneous equation is given by
G(x, y,k) = C1(y)P
m
2 (x) + C2(y)Q
m
2 (x) (2.28)
where Pm2 (x) and Q
m
2 (x) are the associated Legendre functions of the first and second
kind, respectively. Accounting for boundary conditions
1) G(x, y,k)→ 0 if x, y → ±1
2) continuity at x = y
3) jump of the derivative at x = y: ∂
∂x
Gx>y(x, y,k)
∣∣
y=x
− ∂
∂x
Gy<x(x, y,k)
∣∣
y=x
=
− 1
γ(1−x2)
we get
G(x, y,k) = θ(x− y) pi
2γ sinmpi
P−m2 (x)P
m
2 (y) + (x↔ y) (2.29)
Now, employing the representation of associated Legendre function of the first kind in
terms of Jacobi polynomials
Pmn (z) =
(
z + 1
z − 1
)m
2
(n−m+ 1)mP (−m,m)n (z) (2.30)
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Figure 6: Plots of the Green function in the case m > 2, here k stands for |k|.
and using the fact that for n = 2 the polynomial expansion of the latter terminates
P
(±m,∓m)
2 (z) =
1
2
[
(1±m)(2±m)− 3(2±m)(1− z) + 3(1− z)2] (2.31)
we obtain [45]:
G(x, y,k) =
1
2γm
{
θ(x− y)
(
1− x
1 + x
)m
2
(
1 + y
1− y
)m
2
(
1− 3(1− x)(1 +m+ x)
(1 +m)(2 +m)
)
×
(
1− 3(1− y)(1−m+ y)
(1−m)(2−m)
)
+ (x→ y)
}
. (2.32)
This expression could be also rewritten as:
G(x, y, k) =
gm/2(x, y)
2γm(4− 5m2 +m4)
[
(1−m2)2 − 3m|x− y|(3xy + 1−m2)+
+9xy(xy −m2)− 3(x2 + y2)(1−m2)] , (2.33)
where
g(x, y) =
1− |x− y| − xy
1 + |x− y| − xy (2.34)
Here, it is seen that the obtained Green function is automatically symmetric with respect
to x↔ y permutations. The plots of this function for different values of m are shown in
11
Figure 7: Plot of the Green function in the case m = 2, here k stands for |k|.
Figs. 4, 5 and 6. One can see that at large values of m the density of Green function is
mostly concentrated near the x = y line.
In the case m = 2 the differential operator acting on Green function in (2.27) has zero
mode and its inversion is consistently defined only on the subspace of functions orthogonal
to this zero mode (Fredholm alternative). The corresponding modified equation for m = 2
was already considered in [59, 75] and is obtained by adding the product of properly
normalized zero modes5 (ϕ0 =
√
3γ
4
1
cosh2(γz)
) to the right-hand side of the equation (2.25),
so that [
− d
2
dz2
+ U ′′(ϕ)
]
G(z, z′, 0) = δ(z − z′)− 3γ
4 cosh2(γz) cosh2(γz′)
(2.35)
and equation (2.27) is changed to[
d
dx
(1− x2) d
dx
− 2
2
1− x2 + 6
]
G(x, y, 0) =
−δ(x− y)
γ
+
3
4γ
(1− y2) (2.36)
The solution of the latter at x 6= y is then given by
G(x, y, 0) =
1
8γ
(1− y2)
(
1 +
1
1− x2
)
+ C1(y)(1− x2)+
+ C2(y)
(
3
4
(1− x2) log 1 + x
1− x +
x
1− x2 +
3
2
x
)
(2.37)
5The normalization factor
√
3γ
4 could be obtained for example from the condition G(1, 1, 0) =
GFV (1, 1, 0).
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or in other form
G(x, y, 0) =
1
8γ
(1− y2)
(
1 +
1
1− x2
)
+ C1(y)P
2
2 (x) + C2(y)Q
2
2(x) (2.38)
The boundary conditions for G(x, y, k) in this case are given by
1) G(x, y, k)→ 0 if x, y → ±1
2) continuity at x = y
3) orthogonality of G(x, y, 0) to the zero mode
∞∫
−∞
G(z, z′, 0)
cosh2(γz)
dz ∼
1∫
−1
G(x, y, 0)dx = 0 (2.39)
and allow us to fix functions C1,2(y), so that the resulting solution reads
G(x, y, 0) =
g(x, y)
4γ
{
2− xy + |x− y|
4
(11− 3xy) + (x− y)2
}
+
3
32γ
(1− x2)(1− y2)
(
log g(x, y)− 11
3
)
(2.40)
with g(x, y) defined in (2.34). Note, that this function automatically has the correct
discontinuity of the first derivative at x = y: ∂
∂x
Gx>y(x, y, 0)
∣∣
y=x
− ∂
∂x
Gy<x(x, y, 0)
∣∣
y=x
=
− 1
γ(1−x2) despite the fact that this condition was not explicitly imposed. The plot of
G(x, y, 0) could be found in Fig. 7. Similarly in the case of Green function in false
vacuum we have
(4(4) + U ′′(v))GFV (x, x′) = δ(4)(x− x′) . (2.41)
The differential operator acting on Green function in false-vacuum does not have zero
modes and therefore there is no need to consider the case m = 2 separately. Again,
performing the Fourier transform with respect to coordinates parallel to the bubble and
making change of variables x = tanh(γz), y = tanh(γz′) we get[
d
dx
(1− x2) d
dx
− m
2
1− x2
]
GFV (x, y,k) = −δ(x− y)
γ
(2.42)
The solution of this equation is easy and is given by
GFV (x, y,k) =
1
2γm
(
1− |x− y| − xy
1 + |x− y| − xy
)m
2
=
gm/2(x, y)
2γm
(2.43)
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At infinity the Green function in bounce background behaves just like the Green func-
tion in a false vacuum(GFV (z, z
′,k) = G(z, z′,k) as z, z′ → ∞ for any k) as it should.
Transforming the expression (2.43) back to z, z′ variables we get
GFV (z, z
′,k) =
e−m(k)|z−z
′|
2m(k)
, m(k) =
√
mˆ2 + k2 , mˆ2 = −µ2 + v2/2 = 4γ2 (2.44)
Now, if we take the Fourier transforms in variables z, z′ we recover the usual four-
dimensional momentum space propagator:
GFV (k) =
1
k2 + mˆ2
. (2.45)
This outcome is of great importance to us as it allows us to use for computations in false
vacuum ordinary four-dimensional propagators and still be consistent with the thing wall
approximation.
2.2 Regularization and renormalization
The next complication in the computation of radiative corrections in quantum field theo-
ries is related with the problem of regularization and renormalization of arising ultraviolet
divergences. In order to get finite results for one and two loop radiative corrections to
false vacuum decay the general procedure is to introduce necessary counterterms in the
lagrangian. For the problem at hand the latter are given by
Lcounterterms = 1
2
δµ2Φ2 +
δλ
4!
Φ4 +
δZ
2
(∂µΦ)
2, (2.46)
where
δµ2 = ~δµ21 + ~2δµ22 + ... (2.47)
δλ = ~δλ1 + ~2δλ2 + ... (2.48)
δZ = ~δZ1 + ~2δZ2 + ... (2.49)
Besides counterterms that will enter the Feynman rules in the computation of particular
diagrams at 2-loop order in one of the next subsections, there are also contributions which
we will call action counterterms. The latter are introduced by writing leading tree level
exponential factor as exp
(−1~(Sb + δS)), where δS = δS(ϕc)− δS(v) as the false vacuum
decay rate is given by the ratio of partition functions evaluated around bounce solution
and in false vacuum. This action counterterm δS could be easily calculated in a general
form and is given by
δS =
∫
d(4)x
(
1
2
δµ2(ϕ2c − v2) +
1
4!
δλ(ϕ4c − v4) +
1
2
δZ (∂µϕc)
2
)
=
= −Sb
(
2δZ − 4δλ
λ
− 3δµ
2
γ2
)
(2.50)
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The technically most simple strategy at 2-loop level is to use dimensional regularization
compared for example with the cut-off regularization. In addition to dimensional regu-
larization we will use two renormalization schemes: Coleman-Weinberg and MS. The
Coleman-Weinberg renormalization scheme in our case is defined with the following set
of renormalization conditions
∂2U
∂Φ2
∣∣∣∣
Φ=v
= 4γ2,
∂4U
∂Φ4
∣∣∣∣
Φ=v
= λ,
∂Γ2(p
2)
∂p2
∣∣∣∣
p2=0
= 1, (2.51)
where Γ(2)(p2) is 1PI two-point Green function. The values of mass and coupling coun-
terterms were obtained via renormalization of effective potential, while to obtain wave
function renormalization we considered renormalization of two-point correlation function.
All these calculations were performed in false vacuum, where as was already mentioned at
the end of subsection 2.1 we may use ordinary four-dimensional momentum space prop-
agators. The details of counterterms calculation could be found in appendices A and B.
At one loop for the action counterterm (2.50) we get
δS
(1)
MS
= − 3Sbλ
(4pi)2ε
(4pie−γE)ε (2.52)
δS
(1)
CW = −Sb
(
3λ(e−γEpiγ−2)ε
16pi2
)(
1
ε
+ 23 +
1
6
)
(2.53)
Similarly at 2-loop order we have
δS
(2)
MS
= −Sbλ
2(72− 53ε)
4(4pi)4ε2
(4pie−γE)2ε (2.54)
δS
(2)
CW = −
144Sbλ
2(2e−γEpiγ−2)2ε
6144pi4
 1
ε2
+
1
72ε
+
365=
(
Li2
(
e
ipi
3
))
864
√
3
+
233pi2
768
− 81313
1152

(2.55)
2.3 Decay rate at one-loop
To get one-loop expression for false vacuum decay rate we need to evaluate difference of
two traces (2.19). To do this we will use the heat kernel method6 [50]. The trace of the
inverse of Green function could be then written as
tr(5) lnG−1(~z) = −
∫
d(d−1)z‖
∫
dz⊥
∞∫
0
dτ
τ
K(~z, ~z, τ), (2.56)
6See [45] for a similar derivation in a cut-off regularization
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were ~z = {z⊥, z‖} (d-dimensional vector) are the coordinates associated with bubble wall
and the heat kernel K(~z, ~z′, τ) is the solution of the heat-flow equation
∂
∂τ
K(~z, ~z′, τ) = G−1(~z)K(~z, ~z′, τ) (2.57)
satisfying boundary condition K(~z, ~z′, 0) = δ(d)(~z−~z′). Following [45] we perform Laplace
transform of the heat kernel
K(~z, ~z′, s) =
∞∫
0
dτesτK(~z, ~z′, τ) (2.58)
and note, that the transformed heat kernel K(~z, ~z′, s) could be treated the same way we
treated the Green function in subsection 2.1. Namely, performing Fourier transform with
respect to coordinates parallel to the bubble
K(~z, ~z′, s) =
∫
d3k
(2pi)3
eik(z‖−z
′
‖)K(z⊥, z′⊥, s,k) (2.59)
we see that K(z⊥, z′⊥, s,k) satisfies the equation[
− d
2
dz2
+ k2 + s+ U ′′(ϕ)
]
K(z⊥, z′⊥, s,k) = δ(z − z′) (2.60)
Comparing equations (2.60) and (2.25) it is clear that the expression for the transformed
kernel K(z⊥, z′⊥, s,k) could be obtained from corresponding expression for Green function
G(x, y,k) (2.32) with the substitution k2 → k2 + s. Note, that we don’t need to consider
the special case m = 2, as zero modes are already subtracted. Putting all together we
get [57]:
I(1)unrenom =
1
2
∞∫
0
dτ
τ
∫
d(d−1)k
(2pi)d−1
∫
d(d−1)z‖
∫
dz⊥L−1s [G(z⊥, z⊥,ks)−GFV (z⊥, z⊥,ks)](τ),
(2.61)
where ks stands for k
2 + s, d = 4 − 2ε and L−1s is the inverse Laplace transform with
respect to s
L−1s [F (s)](τ) =
1
2pii
∫ σ+i∞
σ−i∞
F (s)e−sτds. (2.62)
Here σ is an arbitrary positive constant, such that the contour of integration lies to the
right of all singularities of F (s). All required inverse Laplace transforms could be obtained
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using shift, scaling and division properties7 (f(τ) = L−1s [F (s)](τ)):
L−1s [F (s+ b)](τ) = e−bτf(τ), (2.63)
L−1s [F (as)](τ) =
1
a
f(τ/a), (2.64)
L−1s [s−1F (s)](τ) =
∫ τ
0
dτ ′f(τ ′), (2.65)
together with the following elementary transformation
L−1s [s−z](τ) =
τ z−1
Γ(z)
, Rez > 0 (2.66)
Taking this way inverse Laplace transforms and performing all integrals except over τ we
get the following expression:
I(1)unrenom =
1
4γ4
Sbλ(4pi)
− d−1
2
∞∫
0
dτ
[γ
2
e−3τγ
2
τ 5/2+ε
(
erf(
√
τγ) + e3τγ
2
erf(2
√
τγ)
)]
, (2.67)
where
erf(a) =
2√
pi
a∫
0
e−t
2
dt (2.68)
is the error function. To perform this final integration it is convenient to rewrite error
function erf(a) as a power series
erf(a) =
2√
pi
e−a
2
∞∑
l=0
2la2l+1
(2l + 1)!!
(2.69)
and after a term-by-term integration of the above series we get
I(1)unrenom =
1
4
√
pi
Sbλ(4pi)
− d−1
2 γ−2ε
∞∑
l=0
22−2ε−l(1 + 22l+1)Γ(l − 1 + ε)
(2l + 1)!!
(2.70)
The only functions containing 1/ε singularities are Γ(ε− 1) and Γ(ε) and thus the pole is
generated only by first two terms. The remaining part of the series can be easily summed
by putting ε = 0
∞∑
l=2
22−l(1 + 22l+1)Γ(l − 1)
(2l + 1)!!
=
2pi√
3
(2.71)
7See also [45].
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Gathering everything together, the unrenormalized one-loop contribution to false vacuum
decay rate takes the form
I(1)unrenom = −Sb
(
3λ(e−γEpiγ−2)ε
16pi2
)(
1
ε
+ 2− pi
3
√
3
)
(2.72)
Adding action counterterm corresponding to the Coleman-Weinberg renormalization scheme
(2.53) the one-loop result in this scheme is then given by
I
(1)
CW = Sb
(
3λ
16pi2
)(
pi
3
√
3
+ 21 +
1
6
)
(2.73)
This result is different from [45] by the framed term 1/6, which is due to our account for
finite wave function renormalization. Numerically
I
(1)
CW = 0.413604λSb (2.74)
Similarly in MS scheme with corresponding action counterterm (2.52) we get
I
(1)
MS
=
3Sbλ
(4pi)2
[
pi
3
√
3
− 2 + log
(
4γ2
µ2
MS
)]
. (2.75)
2.4 Two-loop corrections
The evaluation of higher order radiative corrections to false vacuum decay is similar to
quantum mechanical case considered in [63], see also [58–62] for calculation of other quan-
tities. There are however extra technical complications due to larger spacetime dimension
and the need for renormalization. The Feynman rules required for the computation of
partition function around bounce solution and in false vacuum are given by
=
∫
d(d−1)k
(2pi)d−1
eik(z‖−z
′
‖)G(z⊥, z′⊥,k) (2.76)
= 2γ
√
3λx , = −λ, = 2x(1− x
2)
S2b
(2.77)
= −δµ2 − δλ
2
v2x2 + 2γ2(3x2 − 1)δZ (2.78)
= vx
(
δµ2 +
δλ
3!
v2x2 − 2γ2δZ(2x2 − 1)
)
, (2.79)
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where x = tanh(γz). The vertex with a plus sign inside a circle is a tadpole vertex coming
from integration measure8, while all other vertexes come from lagrangian. To derive the
expression for tadpole vertex it is convenient to use the same Faddeev-Popov trick as in
the case of quantum mechanics [58,59,63]. First, we should note that in this case we have
4 zero modes related to coordinates of the center of the bounce x0. The latter are given
by
ϕi = S
−1/2
b ∂iϕ , i = 1 . . . 4. (2.80)
where ϕ is the bounce solution as before. Now, writing unity decomposition as
1 =
∫
d4x0
4∏
i=1
δ(fi(x))
∂fi(x)
∂xi
(2.81)
where (Φ is the original field from the lagrangian)
fi = 〈Φ− ϕ|ϕi〉 = 〈φqu|ϕi〉, (2.82)
and evaluating ∂fi(x)
∂xi
we get
1 =
∫
d4x0
4∏
i=1
(
−S1/2b + 〈φqu|
∂ϕi
∂xi
〉
)
δ(ξ0,i)
=
∫
d4x0
4∏
i=1
(
−S1/2b +
∫
d4xφ
∂ϕi
∂xi
〉
)
δ(ξ0,i) (2.83)
where ξ0,i are expansions coefficients of φqu in front of zero mode eigenstates. Performing
field rescaling φ→ ~1/2φ the required vertex at two loops takes the form
− ~S−2b
∫
d4xφ4ϕ (2.84)
At two-loop lebel we need to calculate diagrams presented in Fig. 8
All diagrams except sunset diagram a11 could be calculated more or less straightfor-
wardly. Take for example diagram c11. Using Feynman rules (2.76)-(2.79) we have
Ic11 = −λ
8
∫
d(d−1)z‖
∫
dz⊥
∫
dd−1k1
(2pi)d−1
∫
dd−1k2
(2pi)d−1
(G(z⊥, z⊥,k1)G(z⊥, z⊥,k2)−
−GFV (z⊥, z⊥,k1)GFV (z⊥, z⊥,k2))
Note, that the integrand of this expression consist from two parts corresponding to bounce
solution and false vacuum. It is due to the fact, that false vacuum decay rate in path
8See [63] for its derivation in the case of quantum mechanics.
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Figure 8: Two loop Feynman diagrams.
integral formulation is given by the ratio of partition sums evaluated around bounce and
false vacuum solutions. The same is true for all diagrams except ones with tadpole vertex
because the latter comes from the integration measure at bounce solution and has no
counterpart for false vacuum. Going from z⊥ to x = tanh(γz⊥) variable and making use
of the formula (2.16) the expression for Ic11 takes the form
Ic11 = −Sb
(
λ2
32γ4
) 1∫
−1
dx
1− x2
(
G2(x)−G2FV (x)
)
(2.85)
Finally, using the expressions for integrals from Green functions
G(x) =
∫
dd−1k
(2pi)d−1
G(z⊥, z⊥,k) =
γ2−2εe−εγE
8pi2−ε
{
1− 3x2
ε
+ 4 + x2(−6 +
√
3pi(x2 − 1))
+ ε
[
10− 12x2 + pi
2
12
(1− 3x2)−
√
3pi
2
x2(x2 − 1)(log 3− 4)
+ 3i
√
3x2(x2 − 1)
{
Li2
(3− i√3
6
)
− Li2
(3 + i√3
6
)}]}
(2.86)
and
GFV (x) =
∫
dd−1k
(2pi)d−1
GFV (z⊥, z⊥,k) = G(1) = −γ
2−2εe−εγE
4pi2−ε
{
1
ε
+ 1 + ε
(
1 +
pi2
12
)}
(2.87)
we get
Ic11 =
Sbλ
2(e−γEpiγ−2)2ε
32pi4
[
3
16
(
1
ε2
+
2
ε
+ 2
)
− pi
20
√
3ε
−
√
3pi
40
+
29pi2
1120
+
+
1
40
√
3
{
pi log 3− 6iLi2
(
3− i√3
6
)
+ 6iLi2
(
3 + i
√
3
6
)}]
(2.88)
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As a second example lets take the b11 diagram with a tadpole vertex.
Ib11 =
1
2
∫
dz⊥
∫
dz′⊥
∫
d(d−1)z‖
∫
d(d−1)z′‖
∫
dd−1k1
(2pi)d−1
∫
dd−1k2
(2pi)d−1
eik1(z‖−z
′
‖)×
× {Vt(z⊥)V3(z′⊥)G(z⊥, z′⊥,k1)G(z′⊥, z′⊥,k2)} (2.89)
Going from z⊥, z′⊥ to x = tanh(γz⊥), y = tanh(γz
′
⊥) variables and performing inte-
grations over coordinates parallel to the bubble the expression for Ic11 takes the form
Ib11 =
2
√
3λλ
4γ4Sb
1∫
−1
1∫
−1
xydxdy
(1− y2)G(x, y, 0)G(y), (2.90)
which is easily integrated and we get
Ib11 = −2
√
3λλ(e−γEpiγ−2)ε
128pi2Sb
(
1
ε
+
7
√
3pi
45
)
(2.91)
This example shows the use of the expression for Green function G(x, y, 0) in the special
case withm = 2, see section 2.19. We see that the diagram Ib11 with a tadpole vertex differs
from the diagram Ic11 containing only vertexes from lagrangian by a factor
√
λS2b . In the
thing wall approximation the bounce action is large Sb ∼ R3 and as a consequence the
diagram with tadpole vertex Ib11 is heavily suppressed. The same is true for diagram Ib14,
while all other diagrams have the same scaling ∼ R3. So, the diagrams with tadpole vertex
from integration measure do not contribute to the decay rate in a thin wall approximation
considered in this paper. It should be noted, that this is completely different from the
quantum mechanical case, in which the largest contribution to the vacuum decay rate
was instead given by diagrams containing similar tadpole vertex [60, 63]. The values of
all other diagrams could be found in a mathematica files accompanying this article and
the details of sunset diagram evaluation could be found in appendix C.
Summing contribution of all diagrams and adding two-loop action counterterms ((2.55)
or (2.54)) we finally get10
Γ
V
=
(
Sb
2pi~
)2
(2γ)5R√
3
exp(−1
~
Sb + I
(1))
{
1 + ~I(2) +O(~2)} (2.92)
9In [45] this problem was solved in another way by dividing the Green function for general m (??)
into odd and even parts. Then, it turned out that the odd part containing infinity cancels out in actual
calculations. Both these methods give the same result. Nevertheless we believe that our method is more
mathematically consistent as in this case Green function does not contain any unnatural singularities
from the very beginning.
10Note, that the equation (2.92) should be considered as the preferred definition for the false vacuum
decay rate, see [58,60,61,63] for more details. On the other hand, the form (2.93) is more convenient for
carrying out the renormalization procedure.
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or
Γ
V
=
(
Sb
2pi~
)2
(2γ)5R√
3
exp
(− 1
~
Sb + I
(1) + ~I(2) +O(~2)) , (2.93)
where I(2) is finite full two loop correction, which in MS and CW schemes are given by
I
(2)
MS
=
Sbλ
2
8pi4
[
−3
4
+
7
√
3pi
160
− 197pi
2
8960
− 142− 3
√
3pi
384
log
(
4γ2
µ2
MS
)
+
9
256
log2
(
4γ2
µ2
MS
)
− 3
√
3
320
{
pi log 3− 6iLi2
(
3− i√3
6
)
+ 6iLi2
(
3 + i
√
3
6
)}
+ s0
]
(2.94)
I
(2)
CW =
λ2Sb
8pi4
[
− 9
512
√
3=
(
Li2
(
e
ipi
3
))
+
19=
(
Li2
(
e
ipi
3
))
144
√
3
− 9
160
i
√
3Li2
(
3 + i
√
3
6
)
+
+
9
160
i
√
3Li2
(
3− i√3
6
)
+ s0 +
5003pi2
143360
− 47
√
3pi
256
− 73843
6144
− 3
320
√
3pi log(3)
]
(2.95)
Here s0 is the finite part of the sunset diagram a11, see appendix C. Numerically
I
(2)
CW = −0.015267λSb (2.96)
Here, we would like to note that part of two-loop corrections related to bounce renormal-
ization considered in [45] is contained in the sum of our diagrams a12, b12 and b13. These
diagrams are obtained by inserting tadpole contribution for scalar field self-energy found
in [45] into corresponding one-loop diagram for false vacuum decay rate.
Ia12 + Ib12 + Ib13 =
3Sbλ
2
256pi4
(
291
8
− 37pi
4
√
3
+
5pi2
168
−
(
189
32
+
11pi
120
√
3
) )
(2.97)
Numerically, this contribution is of the order of 10% of full two-loop result.
Finally, lets discuss the scale dependence of vacuum decay rate in MS scheme. The
decay rate is a measurable quantity and as such it is independent from the scale choice.
The latter means that our result in MS scheme need to satisfy for example the following
constraint:
d
d log µMS
(
−1
~
Sb + I
(1)
MS
+O(~)
)
= 0 (2.98)
It is easy to verify, that it is indeed the case by expressing Sb and I
(1)
MS
in terms of the
parameters γ, g, λ of the lagrangian and applying to them the renormalization group
equations [16]:
dγ
d log µMS
= ~
γλ
32pi2
(2.99)
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Figure 9: The ratio of I
(2)
MS
to λI
(1)
MS
as a function of µMS/γ.
dg
d log µMS
= ~
3gλ
16pi2
(2.100)
dλ
d log µMS
= ~
3λ2
16pi2
(2.101)
Note, that in the thing wall approximation (R → ∞, g → 0) we need to leave in renor-
malization group equations only leading order terms in coupling g. Moreover, it turns out
that within thin-wall approximation the knowledge of one-loop beta-functions is sufficient
to check the coefficients in front of logarithms with µMS dependence at two-loop order
also [57]. Thus, we may conclude that our method is free from renormalization-scale un-
certainty11. To understand the qualitative significance of the result in MS scheme lets
plot the ratio of I
(2)
MS
to λI
(1)
MS
as a function of µMS/γ. Fig. 9 shows this ratio for a
reasonable values of µMS & 2γ. In the region, where neither I
(1)
MS
nor I
(2)
MS
are close to
zero, this ratio is about 0.02 − 0.03. So, we see that two loop corrections are small and
could be safely neglected whenever we do not interested in accuracy greater than 2− 4%.
3 Conclusion
In this work we presented detail calculation of two-loop radiative corrections to false
vacuum decay in a scalar field theory with cubic and quartic self-interactions. To be able
to get analytical results we used thin wall approximation and dimensional regularization.
The results presented in two different schemes: Coleman-Weinberg and MS. It is shown
11As usual there may be some residual scale dependence left at one perturbation order higher.
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that the two-loop contribution is of order 2− 4% of one-loop result in both schemes and
as such could be safely neglected if we are not interested in this type of accuracy.
There several possible future directions and questions which were not touched in this
paper. First, it would be interesting to study in more detail the different contributions,
such as bounce renormalization and so on, to see their relative importance in complete two-
loop result. Second, it would be certainly interesting to consider vacuum decay in theories
containing fermions and gauge bosons at 2-loop level, first of course within thin wall
approximation. Third, it certainly would be nice to go beyond thin wall approximation.
The first steps in this direction were done at one-loop level in [76, 77]. Unfortunately,
the mentioned studies used Gel’fand-Yaglom method and we would like to have the same
result in Green function method to have possibility to generalize it beyond one-loop.
In this respect it also seems worth studying the possibility to study the false vacuum
decay with the methods of lattice field theory and lattice perturbation theory in bounce
background and at false vacuum.
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A Effective potential
I I I I0 w 1 2
Figure 10: Diagrams contributing to effective potential. I0 is one loop contribution and
Iw, I1, I2 are two loop contributions.
To calculate effective potential the most convenient way is to consider one-particle ir-
reducible (1PI) effective action [78]. The latter is given by Legendre transform of partition
function
Γ[φ] = −~ lnZ[J ] +
∫
d4xJ(x)φ(x), (A.102)
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so that the source J(x) is the solution of
φ(x) = ~
δ lnZ[J ]
δJ(x)
. (A.103)
Now expanding around classical background solution ϕˆ we get (Φ = ϕˆ+ ~1/2Φˆ):
e−
1
~(Γ[φ]−
∫
d4xJ(x)φ(x)) = Z[J ] =
∫
[dΦˆ]e−
1
~(S[ϕˆ]−
∫
d4xJ(x)ϕˆ(x))− 12
∫
d4xΦˆG−1(ϕˆ)Φˆe−
1
~
∫
d4xLI(ϕˆ,Φˆ),
(A.104)
where LI(ϕˆ, Φˆ) is the interaction lagrangian. Thus, up to 2-loop order the effective poten-
tial contains three pieces: tree level potential plus one-loop correction given by functional
determinant of G−1(φˆ) and minus two-loop diagrams. Diagrams contributing at one and
two loop levels to effective potential are shown in Fig. 10. At one loop order to calculate
functional determinant it is convenient to use heat kernel method, which we used to ob-
tain one-loop expression for decay rate. This way for unrenormalized one-loop effective
potential we get (d = 4− 2ε)
V (1)(ϕˆ) =
~
2
1
V T
ln detG−1FV (x) =
~
2
1
V T
tr lnG−1FV (x)
= − ~pi
d
2
−1
2Γ
(
d−1
2
)
(2pi)d−1
∞∫
0
kd−2dk
∞∫
0
dτ
τ 3/2
(e−(k
2+mˆ2)τ − e−k2τ )
= − ~
32pi2
(4pi)εeεγE(mˆ2)2−ε
[
1
2ε
+
3
4
]
. (A.105)
where mˆ2 = λ
2
ϕˆ2−µ2. To perform renormalization we introduce counterterms as in (2.46).
In this paper we are using two different renormalization schemes: Coleman-Weinberg
(2.51) and MS. From renormalization of effective potential in Coleman-Weinberg scheme
we have
(δµ2)
(1)
CW =
λγ2(e−γEpiγ−2)ε
16pi2
(
−1
ε
+ 29
)
(A.106)
δλ
(1)
CW = −
3λ2(e−γEpiγ−2)ε
32pi2
(
−1
ε
+ 3
)
(A.107)
Similarly in MS scheme
(δµ2)
(1)
MS
= − λµ
2
2(4pi)2ε
(4pie−γE)ε, δλ(1)
MS
=
3λ2
2(4pi)2ε
(4pie−γE)ε (A.108)
and the renormalized effective potential in MS scheme takes the form
V (1)(ϕˆ) =
~mˆ4
64pi2
(
log
(
mˆ2
µ2
MS
)
− 3
2
)
(A.109)
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At 2-loop level we need to calculate three Feynman diagrams shown in Fig. 10. Their
calculation is easy and reduces to the calculation of single-scale one and two-loop tadpole
diagrams. As a result we get
I1 = −~
2λmˆ4(2e−γEpimˆ−2)2ε
2048pi4
(
1
ε2
+
2
ε
+ 3 +
pi2
6
)
(A.110)
I2 = −~
2λ2mˆ2ϕˆ2(2e−γEpimˆ−2)2ε
2048pi4
(
1
ε2
+
3
ε
+ I2,const
)
(A.111)
Iw = −
~2mˆ2
(
mˆ2δZ(1) − (δµ2)(1) − δλ(1)
2
ϕˆ2
)
(2e−γEpimˆ−2)ε
32pi2
(
1
ε
+ 1
)
, (A.112)
where
I2,const =
1
64
(
8
√
3=
(
Li2
(
e
ipi
3
))
− 42− pi2
)
(A.113)
Renormalizing 2-loop effective potential we then obtain
(δµ2)
(2)
CW =
(e−γEpiγ−2)2ελ2γ2
256pi4
(
− 1
ε2
+
19
ε
+
1
4
(−847 + 2I2,const − pi2)) (A.114)
δλ
(2)
CW =
(e−γEpiγ−2)2ελ3
1024pi4
(
9
ε2
− 57
ε
− 21
2
− 6I2,const + 5
2
(
90 + pi2
))
(A.115)
and
(δµ2)
(2)
MS
= −λ
2µ2(2− ε)
4(4pi)4ε2
(4pie−γE)2ε, δλ(2)
MS
=
3λ3(3− 2ε)
4(4pi)4ε2
(4pie−γE)2ε, (A.116)
which are in agreement with previously obtained results [79–81]. For renormalized 2-loop
effective potential in MS scheme we got
V2(ϕˆ) =
~2λ
3(8pi)4
(
3
2
(
3λ2ϕˆ4 − 8λµ2ϕˆ2 + 4µ4) log2( mˆ2
µ2
MS
)
−
− 3 (5λ2ϕˆ4 − 12λµ2ϕˆ2 + 4µ4) log( mˆ2
µ2
MS
)
−
− mˆ2 (3λϕˆ2 + 6µ2 + λϕˆ2 (pi2 + 6− 6I2,const))) (A.117)
B Wave function renormalization
To obtain wave function renormalization we will consider renormalization of two-point
1PI Green function Γ2(p
2), in fact of its derivative at p2 = 0. At one loop there is only
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one diagram contributing, see Fig.11.
∂
∂p2
Iw1
∣∣∣∣∣
p2=0
= −λ
2ϕˆ2(4pie−γE)ε
12mˆ2(4pi)4
(B.118)
This expression is free of singularities, and in Coleman-Weinberg scheme (2.51) we get
finite wave function renormalization at one-loop
δZ
(CW )
1 = −
λ(e−γEpiγ−2)ε
64pi2
(B.119)
while in MS scheme this constant is zero:
δZMS1 = 0 (B.120)
Figure 11: Diagram (Iw1) contributing to wave function renormalization at one loop.
At two loops there are six diagrams already, see Fig.12. Fortunately, we do not need
to calculate these diagrams as a functions of p2, all what is needed is to calculate their
derivatives with respect to p2 at p2 = 0. In this case the calculation is easy and reduces
as in the case of effective potential to 2-loop single-scale tadpole diagrams. As a result
we have
∂
∂p2
Ia
∣∣∣∣∣
p2=0
= −λ
2(4pie−γE)2ε
(4pi)4
(
1
24ε
+
1
16
− S2
2
)
(B.121)
∂
∂p2
Ib
∣∣∣∣∣
p2=0
= −λ
3ϕˆ2(4pie−γE)2ε
12mˆ2(4pi)4
(
1
2ε
+ 1
)
(B.122)
∂
∂p2
Ic
∣∣∣∣∣
p2=0
=
λ3ϕˆ2(4pie−γE)2ε
12mˆ2(4pi)4ε
(B.123)
∂
∂p2
Id
∣∣∣∣∣
p2=0
=
λ3ϕˆ2(4pie−γE)2ε
mˆ2(4pi)4
(
1
6ε
+
2
9
− S2
)
(B.124)
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Figure 12: Diagrams contributing to wave function renormalization at two loops.
∂
∂p2
Ie
∣∣∣∣∣
p2=0
= −λ
4ϕˆ4(4pie−γE)2ε
mˆ4(4pi)4
(
1
24ε
+
53
432
− S2
3
)
(B.125)
∂
∂p2
If
∣∣∣∣∣
p2=0
=
λ4ϕˆ4(4pie−γE)2ε
mˆ4(4pi)4
(
2
27
− 7S2
12
)
, (B.126)
where S2 =
4
9
√
3
=
(
Li2
(
e
ipi
3
))
Summing all diagrams above plus diagrams with one-
loop counterterm insertions not shown in Fig.12 and using CW renormalization scheme
prescription (2.51) for 2-loop wave function renormalization counterterm we get
δZ
(2)
CW = −
(e−γEpiγ−2)2ελ2
3(8pi)4
2
ε
− 137 +
304=
(
Li2
(
e
ipi
3
))
3
√
3
 (B.127)
Similarly in the case of MS scheme we have
δZMS2 = −
λ2(4pie−γE)2ε
24(4pi)4ε
, (B.128)
which is again in agreement with previously obtained results [79–81].
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C Sunset diagram
The most complicated diagram among 2-loop diagrams contributing to false vacuum decay
is the sunset diagram a11 in Fig. 8. The expression for the latter is given by
Isun =
(2γ
√
3λ)2
12
∫
dz⊥
∫
dz′⊥
∫
d(d−1)z‖
∫
d(d−1)z′‖
∫
dd−1k1
(2pi)d−1
∫
dd−1k2
(2pi)d−1
∫
dd−1k3
(2pi)d−1
×
×
{
G(z⊥, z′⊥,k1)G(z⊥, z
′
⊥,k2)G(z⊥, z
′
⊥,k3) tanh(γz⊥) tanh(γz
′
⊥)
−GFV (z⊥, z′⊥,k1)GFV (z⊥, z′⊥,k2)GFV (z⊥, z′⊥,k3)
}
ei(k1+k2+k3)(z‖−z
′
‖)
Performing change of variables x = tanh(γz⊥), y = tanh(γz′⊥) and integrating over coor-
dinates parallel to the bubble surface z‖ and z′‖ we get
Isun = −λ
2
2
Sbγ
−4ε
∫ 1
−1
∫ 1
−1
dxdy
(1− x2)(1− y2)
∫
dd−1k1
(2pi)d−1
∫
dd−1k2
(2pi)d−1
×
{
xyG(x, y,k1)G(x, y,k2)G(x, y,k3)−GFV (x, y,k1)GFV (x, y,k2)GFV (x, y,k3)
}
(C.129)
with k3 = k1 + k2. To evaluate this integral it is convenient to modify Green function
G(x, y,k) as
G(x, y,k) =
1
2γm
{
θ(x− y)
(
1− x
1 + x
)m
2
(
1 + y
1− y
)m
2
(
1− 3 (1− x)(1 +m+ x)
( γm
γM
+m)(2γm
γM
+m)
)
×
(
1− 3 (1− y)(1−m+ y)
( γm
γM
−m)(2γm
γM
−m)
)
+ (x→ y)
}
,
where m = 1
γM
√
k2 + 4γ2M . The original integral is recovered in the limit γm = γm = γ.
Still, for γm < γM we may evaluate the modified integral as a series in a ratio
γm
γM
and
provided it is convergent continue it to the point γm
γM
= 1. It turns out that it is indeed the
case. Moreover to obtained desired expansion we may use a strategy of regions, see [82–85]
and references therein. In our particular case only one region contributes, namely the one
with k1 ∼ k2 ∼ γM , where we may do the usual Taylor expansion of the integrand in γm.
Our integrand contains the factors(
1− x
1 + x
)M/2(
1 + y
1− y
)M/2
or
(
1− y
1 + y
)M/2(
1 + x
1− x
)M/2
, (C.130)
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where M = m1 +m2 +m2 and mi =
1
γM
√
k2i + 4γ
2
M and in the mentioned region for large
γM M is also could be considered large. So, to evaluate integrals over x, y variables we
may use an expansion at M →∞ and saddle point approximation. This way we set
y = x+
z
M
(C.131)
and Taylor expand integrands at z = 0. Now, taking into account that for M →∞:{
z ∈ (−∞, 0) x > y
z ∈ (0,∞) y > x (C.132)
and integrating over z variable we will for example obtain∫ 1
−1
dy
1− y2 θ(x− y)
(
1− x
1 + x
)M/2(
1 + y
1− y
)M/2
=
1
M
, (C.133)∫ 1
−1
dy
1− y2 θ(y − x)
(
1− y
1 + y
)M/2(
1 + x
1− x
)M/2
=
1
M
. (C.134)
Finally taking integrals over x and y we get
Isun =
λ2
4
Sbγ
−4ε 1
(2pi)2d−2
∫
dd−1k1
∫
dd−1k2
1
Mm1m2m3
×
{
1− 1
m21
− 1
m22
− 1
m23
− 1
m1M
− 1
m2M
− 1
m3M
+
2
3M2
+ . . .
}
(C.135)
Here . . . denote higher order terms in the expansion. To further evaluate integrals over
k1 and k2 we used Mellin-Barnes representation for the integral∫
ddk1
∫
ddk2
1
ma11 m
a2
2 m
a3
3 M
a4
, (C.136)
where d = 3 − 2ε, mi = (k2i + 4)1/2, M = m1 + m2 + m3 as before and ai are arbitrary
indexes. The latter could be easily derived and is given by∫
ddk1
∫
ddk2
1
ma11 m
a2
2 m
a3
3 M
a4
=
pid22d−a1−a2−a3−a4
(2pii)3Γ(a4)Γ
(
d
2
) ∫ i∞
−i∞
dz1
∫ i∞
−i∞
dz2
∫ i∞
−i∞
dz3
× Γ(−z1)Γ(−z2)Γ(−z3)Γ(a4 + z1 + z2)Γ
(
a3+a4+z1+z2+2z3
2
)
Γ
(
a3+a4+z1+z2
2
)
Γ
(
a1−z1
2
)
Γ
(
a2−z2
2
)
×Γ
(
a1+a3+a4+z2+2z3−d
2
)
Γ
(
a2+a3+a4+z1+2z3−d
2
)
Γ
(
d−a3−a4−z1−z2−2z3
2
)
Γ
(
a1+a2+a3+a4+2z3−2d
2
)
Γ
(
a1+a2+z1+z2
2
+ a3 + a4 + 2z3 − d
) .
(C.137)
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The required Mellin-Barnes integrals with specific values of propagator indexes are then
evaluated numerically with the help of [86]. Finally for the sunset diagram we obtained
Isun =
Scλ
2(e−γEpiγ−2)2ε
8pi4
[
9
64ε2
+
s−1
ε
+ s0
]
, (C.138)
where s−1 = 0.39522 and s0 ≈ 0.71. The value of s−1 = 0.39522 constant which we got
from the first 20 terms of the series12 (C.135) is actually several percent less then the
exact value which could be found from the cancellation of 1/ε poles in the process of
renormalization
s−1 =
197
384
− 3
√
3pi
160
≈ 0.410995 (C.139)
which is due to slow convergences of the mentioned series. It could be certainly further
improved but this goes beyond the goal of this paper.
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