The kth-order Fibonacci-Lucas sequences and their applications to some generalized higher reciprocity law by 齋藤 正顕 & Seiken Saito
SUT Journal of Mathematics
Vol. 42, No. 2 (2006), 207–224
The kth-order Fibonacci-Lucas sequences and their
applications to some generalized higher reciprocity
law
Seiken Saito
(Received July 28, 2006)
Abstract. Let p be a prime and {un} be the kth-order Fibonacci sequence
whose characteristic polynomial f(X) over Z is monic, irreducible, separable
and satisﬁes deg(f) = k. We prove that f(X) divides Xp
i−1 − 1 in Fp[X]
if and only if upi+k−2 ≡ 1 (mod p), under the assumption that Li = 0 and
p - Li, where Li is a certain well-deﬁned integer associated with the given
sequence (see the statement of Theorem 1 and Subsection 3.1 for the precise
deﬁnition). In particular, in the case i = 1, this congruence can be regarded as
a higher reciprocity law in the sense that it gives a criterion for a prime to split
completely in K = Q(α), where α is some complex root of f(X).
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§1. Introduction
Let f(X) ∈ Z[X] be a monic irreducible separable polynomial of degree k:
f(X) := Xk −
k∑
i=1
aiX
k−i.
For a positive integer i we deﬁne the set Si = Si(f) of primes as follows:
Si := {p : prime, p  akDf , f | Xpi−1 − 1 (mod p)},
where Df is the discriminant of f . In particular, if i = 1 then
S1(f) = Spl(f)− {p : prime, p | ak}
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where Spl(f) is the set of primes p such that f factors into distinct linear
polynomials in Fp[X]. The set Spl(f) is important in number theory as “the
higher reciprocity laws” (see e.g., [4], [9]). In this context, we may call a rule
to determine which primes belong to Si(f) “a generalized higher reciprocity
law”.
Corresponding to f , let Ω(f) be the set of integer linear recurrence se-
quences {wn} whose characteristic polynomial is f , namely,
wn+k = a1wn+k−1 + · · ·+ ak−1wn+1 + akwn.
The initial values w0, · · · , wk−1 of {wn} give the general term as a trace form:
wn = TrKf/Q(cαα
n), for n ∈ Z≥1,
where Kf is the splitting ﬁeld of f over Q, α is one of the k distinct roots of
f , and cα ∈ Kf . We denote the Kronecker delta by δi,j . Associated to f , for
j = 0, . . . , k − 1, the sequences {u(j)n } which has initial values u(j)i = δi,j for
i = 0, . . . , k − 1 is here called the j-th Fibonacci sequence of order k (or the
j-th basic sequence in [10]) of Ω(f). Simply, {u(k−1)n } is called the kth-order
Fibonacci sequence defined by f and denoted by {un}.
The purpose of this paper is to establish the following theorem:
Theorem 1 (Main theorem for {un}). Let f(X) := Xk −
∑k
i=1 aiX
k−i ∈
Z[X] be a monic irreducible polynomial of degree k ≥ 3 whose discriminant
Df satisﬁes Df = 0. Let {un} be the kth-order Fibonacci sequence deﬁned by
f . Fix an integer i ∈ Z≥1 and a pair (λ, μ) ∈ Z×Z such that 0 ≤ λ, μ ≤ k−1,
λ = μ and ak−λ = 0. Let Li = Li(λ, μ) := l.c.m. {k − λ, ak−λ, k, ak,Ri, Df},
where Ri is as deﬁned in Subsection 3.1. Suppose that Li = 0, and deﬁne
Mi := {p : p | Li}.
Then for a prime p ∈Mi, we have the following:
p ∈ Si(f) if and only if upi−1+μ ≡ δμ,k−1 (mod p).
In particular,
Si(f) ∩ {p : p > |Li|} = {p : upi−1+μ ≡ δμ,k−1 (mod p) and p > |Li|}.
Associated to f , we deﬁne another sequence {vn} ∈ Ω(f) by
vn :=
∑
f(α)=0
αn
for n ∈ Z≥0. We call {vn} the kth-order Lucas sequence defined by f . Then we
give Theorem 2 as a reformulation of Theorem 1 for {vn} in Subsection 3.3.
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Now, in particular, for a cubic or quartic polynomial f(X), Z. H. Sun gave
in [6] and [8] the congruence conditions of second or third order Fibonacci and
Lucas sequences which determine the number Np(f) of the solutions of the
congruence f(X) ≡ 0 (mod p); for k = 3, Z. H. Sun showed vp+1 ≡ v2 (mod p)
if and only if Np(f) = 3 except for ﬁnitely many primes. In Theorem 2, we
prove that vp+1 ≡ v2 (mod p) ⇐⇒ Np(f) = k is “generically” true.
Furthermore, some applications of Theorem 1 for sums of multinomial co-
eﬃcients and sums of normalized Jacobi sums are available in Section 4.
§2. Preliminaries
In this section we deﬁne some linear forms ei, fi, gi for i = 0, . . . , k−1 derived
from the properties of the kth-order Fibonacci and Lucas sequences deﬁned by
f in order to use in the proofs of our main theorems.
Proposition 1. For i ∈ Z≥1,
(2.1)
k∑
ν=1
νaνupi+k−ν−1 ≡ a1 (mod p).
Proof. Z. H. Sun proved the following in [7]
(2.2) vn =
k∑
j=1
jajun−j+k−1
for n ∈ Z≥0. Then the assertion follows from the above relation and vpi ≡
(
∑
f(α)=0 α)
pi ≡ a1 (mod p). 
Proposition 2 ([10]). Let rn(X) ∈ Z[X] be the remainder of the division
Xn by f(X) and {un} ∈ Ω(f) be the kth-order Fibonacci sequence. Then
rn(X) =
k−1∑
ν=0
u(ν)n X
ν
=
k−1∑
ν=1
(un−1+ν −
ν−1∑
μ=1
aμun−1+ν−μ)Xk−ν + akun−1.
Proof. The assertion can be derived from Theorem 3.1 and Lemma 2.4 in
[10]. 
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Proposition 3. For a prime p  ak and a positive integer n , rn(X) ≡ X
(mod p) if and only if
un−1 ≡ un ≡ · · · ≡ un+k−3 ≡ 0 (mod p) and un+k−2 ≡ 1 (mod p).
Particularly, suppose that n = pi for a positive integer i, then rpi(X) ≡ X
(mod p) if and only if
upi ≡ · · · ≡ upi+k−3 ≡ 0 (mod p) and upi+k−2 ≡ 1 (mod p)
Proof. By Proposition 2, solving the following system of equations in vari-
ables un−1, . . . , un+k−2:⎧⎨
⎩ un−1+ν −
ν−1∑
μ=1
aμun−1+ν−μ ≡ δν,k−1 (mod p), for ν = 1, . . . , k − 1;
akun−1 ≡ 0 (mod p).
Since p  ak, we get un−1+ν ≡ δν,k−1 (mod p) for ν = 0, . . . , k − 1. The latter
assertion follows from Proposition 1. 
Remark 1. If k = 2 and p  a2Df then
p ∈ Si(f)⇐⇒ upi−1 ≡ 0 (mod p)⇐⇒ upi ≡ 1 (mod p)
by Proposition 1 and 3.
Proposition 4. If p  akDf then
(2.3)
⎛
⎜⎝
un−1
...
un+k−2
⎞
⎟⎠ = P−1V −1
⎛
⎜⎝
vn−1
...
vn+k−2
⎞
⎟⎠ ,
where α1, . . . , αk are the roots of f in C,
V =
⎛
⎜⎜⎜⎝
1 1 · · · 1
α1 α2 · · · αk
...
...
...
...
αk−11 α
k−1
2 · · · αk−1k
⎞
⎟⎟⎟⎠ , P =
⎛
⎜⎜⎜⎝
x11 x12 · · · x1k
x21 x22 · · · x2k
...
...
...
...
xk1 xk2 · · · xkk
⎞
⎟⎟⎟⎠ ,
and
(2.4) xij =
{ ∑j−1
ν=0
ak−ν
αj−νi
, if 1 ≤ j ≤ k − 1,
1, if j = k,
for i = 1, . . . , k.
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Proof. From Theorem 2.1 in [11], we have for m ∈ Z
(2.5) (un+m, · · · , un+k+m−1)t = Qm(un, · · · , un+k−1)t,
where superior t indicates transpose of a vector and
Q =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1
1
. . .
1
1
ak ak−1 . . . . . . a2 a1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Then (2.5) and (2.2) yield
(2.6) vn+i = aQi(un−1, · · · , un+k−2)t,
for i = −1, 0, . . . , k − 2 where a = (kak, (k − 1)ak−1, . . . , 2a2, a1). Let xi =
(xi1, . . . , xik) be a vector of which components are given by (2.4) for i =
1, . . . , k. We easily see that xi is an eigenvector of Q of which eigenvalue is
αk, namely, xiQ = αixi. Since a =
∑k
i=1 αixi, we see
aQl =
k∑
i=1
αl+1i xi
for l ∈ Z. From the above and (2.6) yield⎛
⎜⎝
vn−1
...
vn+k−2
⎞
⎟⎠ = V P
⎛
⎜⎝
un−1
...
un+k−2
⎞
⎟⎠ .
Note that ak = 0 and |V | is the Vandermonde determinant, we compute
(−1)|P | = |V | = (−1) k(k−1)2
∏
i<j
(αi − αj)
by using the standard operations on determinants. If |V P | = (−1)Df = 0
then the assertion follows. 
Definition 1. (i) Corresponding to (2.1) we deﬁne a linear form gλ of ratio-
nal coeﬃcients in variables x0, · · · ,xλ−1, xλ+1, · · · ,xk−1 for 0 ≤ λ ≤ k−1
under the assumption that (k − λ)ak−λ = 0;
xλ = gλ(x0, . . . , xˇλ, . . . , xk−1)(2.7)
:= a−1k−λ(k − λ)−1
⎛
⎜⎝a1 − k∑
ν=1
ν =k−λ
νaνxk−ν
⎞
⎟⎠ ,
where xˇλ means the variable xλ is omitted.
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(ii) If ak = 0 let A be a k × k matrix over Z such that
A :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
−a1 1
−a2 −a1 1
...
...
. . .
−aj −aj−1 . . . −a1 1
...
...
. . .
−ak−2 −ak−3 . . . . . . −a1 1
0 0 . . . . . . 0 0 ak
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Deﬁne linear forms e0, . . . , ek−1 over Z[a−1k ] in variables x0, . . . , xk−1 :
(e1, . . . , ej , . . . , ek−1, e0)t := A−1(xk−1, . . . , xk−j−1, . . . , x1, x0)t.
Note that if rn(x) =
∑k
ν=1 bk−νx
k−ν then
un−1+ν = eν(b0, b1, . . . , bk−1) = eν(b1, . . . , bk−1) for ν = 1, . . . , k − 1,
un−1 = e0(b0, b1, . . . , bk−1) = e0(b0) = a−1k b0,
by Proposition 2.
(iii) Assume that Df = 0. Corresponding to (2.3) we deﬁne linear forms fλ
over Z[D−1f ] in variables y0, · · · , yk−1 by
(2.8) (f0, . . . , fk−1)t := P−1V −1(y0, . . . , yk−1)t.
Note that un−1+λ = fλ(vn−1, . . . , vn+k−2) for λ = 0, . . . , k−1 and n ∈ Z.
§3. Main results
3.1. Some lemmas and settings for Theorem 1
Let π : G → Sk be a permutation representation of the Galois group G =
Gal(Kf/Q) induced by the action of G on the set of all k roots of f(X) in C,
where Kf is the splitting ﬁeld of f(X) over Q. Then we denote by λ(G) the
set of all cycle lengths of disjoint cycle decompositions of elements g ∈ π(G)
and L(G) the least common multiple of positive integers l ∈ λ(G). We remark
that L(G) | G.
Lemma 1. Let f ∈ Z[X] be a monic irreducible polynomial with the dis-
criminant Df . For a prime p with p  akDf and a positive integer n with
L(G) | n,
f | (Xpn −X)
in Fp[X] where G = Gal(Kf/Q).
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Proof. For an irreducible factor pi(X) of f(X) in Fp[X], deg(pi) | L(G). This
implies pi(X) | (Xpn − X) in Fp[X]. Since p  Df , every pair of irreducible
factors of f(X) is pairwise coprime in Fp[X]. Thus the assertion follows. 
Recall Proposition 3 in which for p ∈ Si we have k − 1 necessary and
suﬃcient congruence conditions on upi , . . . , upi+k−2 modulo p. We will replace
k − 1 congruence conditions above by one congruence condition. For k = 2
we know Remark 1 in the previous section. For k ≥ 3, we have the following
Theorem 1. Let f(X) be the characteristic polynomial of {un} and Ni :=
l.c.m.(L(G), i)/i for an integer i ∈ Z≥1. Hereafter we assume k ≥ 3 and
p  kakDf . We begin by deﬁning a polynomial sequence {sj(X)}1≤j≤Ni . First
we deﬁne
s1(X) = s1(X;x0, x1, . . . , xk−1) :=
k−1∑
ν=1
(xν −
ν−1∑
μ=1
aμxν−μ)Xk−ν + akx0
and sj+1(X) is the remainder of the division sj(s1(X)) by f(X) inductively.
Note that a coeﬃcient of Xν of sj(X) is a polynomial of integer coeﬃcient
in variables x0, x1, . . . , xk−1 for ν = 0, . . . , k − 1. Substitute upi−1+l to xl for
l = 0, 1, . . . , k − 1 and denote it by
sj,ν := sj,ν(upi−1, upi , . . . , upi+k−2).
Then we deﬁne
sj(X) =
k∑
ν=1
sj,k−νXk−ν , (j = 1, . . . , Ni).
Obviously, by Proposition 2,
s1(X) = rpi(X).
Lemma 2.
(3.1) rpij (X) ≡ sj(X) (mod p).
Proof. Induction on j. For j = 1, the assertion follows obviously by s1(X) =
rpi(X). Assume (3.1) holds for j, we see
Xp
i(j+1)
= (Xp
i
)p
ij
≡ (rpi(X))p
ij ≡ sj(rpi(X)) ≡ sj(s1(X)) ≡ sj+1(X) (mod P),
where P = (p, f(X)). Then (3.1) holds for j + 1. 
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Since rpiNi (X) ≡ sNi(X) (mod p), we can replace sNi,k−ν for bk−ν in
Deﬁnition 1. Then it follows
(3.2) upiNi−1+κ ≡
{
eκ(sNi,1, . . . , sNi,k−1) (mod p), if κ = 1, . . . , k − 1,
eκ(sNi,0) (mod p), if κ = 0 and p  ak.
In particular e0(sNi,0) = a
−1
k sNi,0 from Deﬁnition 1 and
upiNi−1 ≡ g0(upiNi , upiNi+1, . . . , upiNi+k−2) (mod p)
by Lemma 1 and the assumption p  k. Therefore we obtain
(3.3) sNi,0 ≡ akg0(upiNi , upiNi+1, . . . , upiNi+k−2) (mod p).
Since sNi(X) ≡ rpiNi (X) ≡ X (mod p) by iNi = l.c.m.(L(G), i) and Lemma 1,
it follows that
(x0, . . . , xk−1) ≡ (upi−1, . . . , upi+k−2) (mod p)
is a solution of the system:
(3.4)
⎧⎨
⎩
sNi,k−ν ≡ 0 (mod p), (ν = 1, . . . , k − 2),
sNi,1 ≡ 1 (mod p),
sNi,0 ≡ 0 (mod p).
Now, supposing that
sNi,k−ν ≡ 0 (mod p) for ν = 1, . . . , k − 2 and sNi,1 ≡ 1 (mod p)
in (3.2), we can show{
upiNi−1+κ ≡ eκ(1, 0, . . . , 0) ≡ 0 (mod p), for κ = 1, . . . , k − 2,
upiNi+k−2 ≡ ek−1(1, 0, . . . , 0) ≡ 1 (mod p),
and consequently by (3.3)
sNi,0 ≡ akg0(upiNi , . . . , upiNi+k−3, upiNi+k−2) ≡ akg0(0, . . . , 0, 1) ≡ 0 (mod p)
Thus (x0, . . . , xk−1) ≡ (upi−1, . . . , upi+k−2) (mod p) is a solution of the system
(3.4) if and only if it is a solution of the system:
(3.5)
{
sNi,k−ν ≡ 0 (mod p), (ν = 1, . . . , k − 2),
sNi,1 ≡ 1 (mod p).
For a ﬁxed pair (λ, μ) ∈ Z × Z such that 0 ≤ λ, μ ≤ k − 1, λ = μ, ak−λ = 0
and p  (k − λ), we deﬁne a sequence of positive integers with the properties
that i1 < i2 < · · · < ik−2 and
{i1, . . . , ik−2} = {j ∈ Z : 0 ≤ j ≤ k − 1} − {λ, μ}.
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Then we deﬁne polynomials
tν ∈ Q[x0, . . . , xˇλ, . . . , xk−1], (ν = 1, . . . , k − 1)
by
tν := sNi,ν(x0, . . . , xλ−1, gλ, xλ+1, . . . , xk−1)− δν,1.
Under the assumption p  ak−λ, we see by (2.7) that
(x0, . . . , xλ, . . . , xk−1) ≡ (upi−1, . . . , upi−1+λ, . . . , upi+k−2) (mod p)
is a solution of the system (3.5) if and only if its coordinate except xλ
(x0, . . . , xˇλ, . . . , xk−1) ≡ (upi−1, . . . , uˇpi−1+λ, . . . , upi+k−2) (mod p)
is a solution of the system
(3.6) t1 ≡ · · · ≡ tk−1 ≡ 0 (mod p),
in which xλ does not appear. We deﬁne polynomials hν over Q by
hν := tν |xμ=δμ,k−1 (ν = 1, . . . , k − 1)
whose variables are in xi1 , . . . , xik−2 . If
(xi1 , . . . , xμ, . . . , xik−2) ≡ (upi−1+i1 , . . . , δμ,k−1, . . . , upi−1+ik−2) (mod p)
is a solution of the system (3.6) then its coordinates except xμ:
(xi1 , . . . , xik−2) ≡ (upi−1+i1 , . . . , upi−1+ik−2) (mod p)
is a solution of the system:
(3.7) h1 ≡ · · · ≡ hk−1 ≡ 0 (mod p).
Now, for every ν ∈ Z such that 0 ≤ ν ≤ k − 1, ν = λ, μ, let Aν,ι ⊂ Zk−3 be
the support of the polynomial hι regarding xν as constant for ι = 1, . . . , k− 1.
And we denote by
ResxνAν,1,...,Aν,k−2(h1, h2, . . . , hk−2)
a sparse mixed (Aν,1, . . . ,Aν,k−2)-resultant for k− 2 polynomials h1, . . . , hk−2
in k − 3 variables xi1 , . . . , xik−2 (ij = ν) regarding xν as constant ([2], [3]).
Then we deﬁne polynomials
lν,1(xν), lν,2(xν) ∈ Z[a−1k−λ(k − λ)−1][xν ]
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with (xν − δν,k−1)  lν,j(xν) (j = 1, 2) and Rν ∈ Q by
(xν − δν,k−1)eν,1 lν,1(xν) :=
{
h1(xν), if k = 3,
ResxνAν,1,...,Aν,k−2(h1, h2, . . . , hk−2), if k ≥ 4,
(xν − δν,k−1)eν,2 lν,2(xν) :=
{
h2(xν), if k = 3,
ResxνAν,2,...,Aν,k−1(h2, h3, . . . , hk−1), if k ≥ 4,
Rν := Res(lν,1, lν,2),
where Res(lν,1, lν,2) is the (classical) resultant of two polynomials lν,1(xν),
lν,2(xν) in one variable xν . Let m1,ν ,m2,ν be the positive integers such that
m1,νm
−1
2,ν := |Rν | and (m1,ν ,m2,ν) = 1. Since Rν ∈ Z[a−1k−λ(k − λ)−1], every
prime factor of m2,ν divides ak−λ(k − λ). If rpi(X) = X then
sNi(X; 0, · · · , 0, 1) = X.
It implies the system (3.6) has a trivial solution
xν ≡ δν,k−1 (mod p), ν = λ
and also it means the system (3.7) has a trivial solution
(xi1 , . . . , xik−2) ≡ (δi1,k−1, . . . , δik−2,k−1) (mod p).
Therefore eν,j ≥ 1 (j = 1, 2) for every ν = λ, μ. Finally, we deﬁne
(3.8) Ri = Ri(λ, μ) := l.c.m. {m1,ν : 0 ≤ ν ≤ k − 1, ν = λ, μ} ∈ Z.
Remark 2. If a prime p divides l.c.m. {m2,ν : 0 ≤ ν ≤ k − 1, ν = λ, μ} then
p | ak−λ(k − λ).
3.2. A proof of Theorem 1
We are now ready to prove Theorem 1:
Proof. We prove
upi−1+μ ≡ δμ,k−1 (mod p)⇐⇒ f(X) | Xp
i −X (mod p),
equivalently
upi−1+μ ≡ δμ,k−1 (mod p)
⇐⇒ upi−1+ν ≡ δν,k−1 (mod p) for all ν = 0, . . . , k − 1
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under the assumption that Li = 0 and for a prime p ∈Mi. Then (⇐) is clear.
We show (⇒). Since f(X) | XpiNi −X (mod p),
(x0, . . . , xk−1) ≡ (upi−1, . . . , upi+k−2) (mod p)
is one of the solutions of the system (3.5), and it is equivalent that
(x0, . . . , xˇλ, . . . , xk−1) ≡ (upi−1, . . . , uˇpi−1+λ, . . . , upi+k−2) (mod p)
is one of the solutions of the system (3.6). If upi−1+μ ≡ δμ,k−1 (mod p) then,
(xi1 , . . . , xik−2) ≡ (ui1 , . . . , uik−2) (mod p)
is one of solutions of the system (3.7). By Proposition - Deﬁnition 1.1 in
chapter 8 of [3], for every xij -coordinates of solutions of the system (3.7) are
solutions of the system
(3.9) (xij − δij ,k−1)eij ,1 lij ,1(xij ) ≡ (xij − δij ,k−1)eij ,2 lij ,2(xij ) ≡ 0 (mod p).
Since Rij ≡ 0 (mod p) and eij ,m ≥ 1 (m = 1, 2), there is no solution of (3.9)
except for the trivial solution xij ≡ δij ,k−1 (mod p). So the system (3.7) has
only the trivial solution
(xi1 , . . . , xik−2) ≡ (δi1,k−1, . . . , δik−2,k−1) (mod p).
Therefore
(upi−1+i1 , . . . , upi−1+ik−2) ≡ (δi1,k−1, . . . , δik−2,k−1) (mod p).
Finally, upi−1+λ ≡ δλ,k−1 (mod p) follows from the above and upi−1+μ ≡
δμ,k−1 (mod p) by upi−1+λ ≡ gλ(upi−1, . . . , uˇpi−1+λ, . . . , upi−k−2) (mod p). 
3.3. A reformulation of Theorem 1 for {vn}
In this subsection we give a reformulation of Theorem 1 for {vn}. Corre-
sponding to the polynomial sequence {sj(X)}1≤j≤Ni , we deﬁne the polynomial
sequence {s∗j (X)}1≤j≤Ni as follows:
s∗j (X) = s
∗
j (X; y0, . . . , yk−1) := sj(X)|x0=f0, ..., xk−1=fk−1 ,
where f0, . . . , fk−1 are the linear forms over Z[D−1f ] deﬁned by (2.8). Then
p ∈ Si(f) if and only if (y0, . . . , yk−1) ≡ (vpi−1, . . . , vpi+k−2) (mod p) is a
solution of the system:
(3.10)
{
s∗Ni,k−ν ≡ 0 (mod p), (ν = 1, . . . , k − 2),
s∗Ni,1 ≡ 1 (mod p).
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For a ﬁxed μ ∈ Z such that 0 ≤ μ ≤ k − 1 and μ = 1, we deﬁne a sequence of
positive integers with the property that j1 < j2 < · · · < jk−2 and
{j1, . . . , jk−2} = {j ∈ Z : 0 ≤ j ≤ k − 1} − {1, μ}.
Then we deﬁne polynomials
t∗ν ∈ Q[y0, y2, . . . , yk−1], (ν = 1, . . . , k − 1)
by
t∗ν := s
∗
Ni,ν(y0, a1, y2, . . . , yk−1)− δν,1.
We see by vpi ≡ a1 (mod p) that
(y0, y1, y2, . . . , yk−1) ≡ (vpi−1, a1, vpi+1, . . . , vpi+k−2) (mod p)
is a solution of the system (3.10) if and only if
(y0, y2, . . . , yk−1) ≡ (vpi−1, vpi+1, . . . , vpi+k−2) (mod p)
is a solution of the system
(3.11) t∗1 ≡ · · · ≡ t∗k−1 ≡ 0 (mod p),
in which y1 does not appear. We deﬁne polynomials h∗ν over Q by
h∗ν := t
∗
ν |yμ=vμ (ν = 1, . . . , k − 1)
whose variables are in yj1 , . . . , yjk−2 . If
(yj1 , . . . , yμ, . . . , yjk−2) ≡ (vpi−1+j1 , . . . , vμ, . . . , vpi−1+jk−2) (mod p)
is a solution of the system (3.11) then its coordinates except yμ:
(yj1 , . . . , yjk−2) ≡ (vpi−1+j1 , . . . , vpi−1+jk−2) (mod p)
is a solution of the system:
(3.12) h∗1 ≡ · · · ≡ h∗k−1 ≡ 0 (mod p).
Now, for every ν ∈ Z such that 0 ≤ ν ≤ k − 1, ν = 1, μ, let Bν,ι ⊂ Zk−3 be
the support of the polynomial h∗ι regarding yν as constant for ι = 1, . . . , k− 1.
And we denote by
ResyνBν,1,...,Bν,k−2(h
∗
1, h
∗
2, . . . , h
∗
k−2)
a sparse mixed (Bν,1, . . . ,Bν,k−2)-resultant for k − 2 polynomials h∗1, . . . , h∗k−2
in k − 3 variables yj1 , . . . , yjk−2 (jρ = ν) regarding yν as constant ([2], [3]).
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Then we deﬁne l∗ν,1, l∗ν,2 ∈ Q[yν ] with (yν − vν)  l∗ν,j(yν) (j = 1, 2) and R∗ν ∈ Q
by
(yν − vν)e∗ν,1 l∗ν,1(yν) :=
{
h∗1(yν), if k = 3,
ResyνBν,1,...,Bν,k−2(h
∗
1, h
∗
2, . . . , h
∗
k−2), if k ≥ 4,
(yν − vν)e∗ν,2 l∗ν,2(yν) :=
{
h∗2(yν), if k = 3,
ResyνBν,2,...,Bν,k−1(h
∗
2, h
∗
3, . . . , h
∗
k−1), if k ≥ 4,
R∗ν := Res(l
∗
ν,1, l
∗
ν,2).
Let m∗1,ν ,m∗2,ν be the positive integers such that
m∗1,ν/m
∗
2,ν := |R∗ν |
and (m∗1,ν ,m∗2,ν) = 1. Since R∗ν ∈ Z[D−1f ], every prime factor m∗2,ν divides Df .
If rpi(X) = X then
s∗Ni(X; v0, v1, · · · , vk−1) = X.
It implies the system (3.11) has a trivial solution
yν ≡ vν (mod p), ν = 1
and also it means the system (3.12) has a trivial solution
(yj1 , . . . , yjk−2) ≡ (vpi−1+j1 , . . . , vpi−1+jk−2) (mod p).
Therefore e∗ν,j ≥ 1 (j = 1, 2) for every ν = 1, μ. Finally, we deﬁne
(3.13) R∗i = R∗i (μ) := l.c.m.
{
m∗1,ν : 0 ≤ ν ≤ k − 1, ν = 1, μ
} ∈ Z.
Remark 3. If a prime p divides l.c.m.
{
m∗2,ν : 0 ≤ ν ≤ k − 1, ν = λ, μ
}
then
p | Df .
We are now ready to state a reformulation of Theorem 1 for {vn}:
Theorem 2 (Main theorem for {vn}). Let f(X) := Xk−
∑k
i=1 aiX
k−i be
a monic irreducible in Z[X] of which discriminant Df = 0 and degree k ≥ 3.
Let {vn} be the kth-order Lucas sequence deﬁned by f . Fix an integer i ∈ Z≥1
and μ ∈ Z such that 0 ≤ μ ≤ k − 1 and μ = 1. Deﬁne a set M∗i of primes as
follows:
M∗i := {p : p | L∗i }
where L∗i = L∗i (μ) := l.c.m. {k, ak,R∗i , Df}, and we assume L∗i = 0. For a
prime p ∈M∗i , we have the following:
p ∈ Si(f) if and only if vpi−1+μ ≡ vμ (mod p).
In particular,
Si(f) ∩ {p : p > |L∗i |} = {p : vpi−1+μ ≡ vμ (mod p) and p > |L∗i |}.
Proof. From the settings of s∗Ni,k−ν , t
∗
ν and h
∗
ν , we can prove the assertion
similarly as in the proof of Theorem 1. 
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§4. Some applications
Theorem 1 is restated with congruences of sums of multinomial coeﬃcients.
Corollary 1. In the notation of Theorem 1, suppose that k ≥ 3. Fix an
integer i ∈ Z≥1 and a pair (λ, μ) ∈ Z × Z such that 0 ≤ λ, μ ≤ k − 1, λ = μ
and ak−λ = 0. We assume Li = 0. For a prime p ∈Mi,∑
ν1+2ν2+···+kνk=pi+μ−k
(ν1 + · · ·+ νk)!
ν1! · · · νk! a
ν1
1 · · · aνkk ≡ δμ,k−1 (mod p)
if and only if ∑
ν1+2ν2+···+kνk=pi+ν−k
(ν1 + · · ·+ νk)!
ν1! · · · νk! a
ν1
1 · · · aνkk ≡ δν,k−1 (mod p)
for all ν ∈ Z with 0 ≤ ν ≤ k − 1 and ν = λ, μ.
Proof. By virtue of Theorem 2.2 of [7], this can easily be veriﬁed. 
Theorem 1 is also restated with congruences of sums of Jacobi sums. For this,
we need to some settings with same notation as [1]. Let p be a rational prime
and let q = pf for some f ∈ Z>0. We denote a primitive n-th root of unity
by ζn for n ∈ Z≥1 and the Euler function by ϕ. Then p =
∏g
j=1 pj in Q(ζq−1)
where pj is a prime ideal lying over p and g = ϕ(q−1)/f . Moreover pj = Pp−1j
in Q(ζq−1, ζp) where Pj is an unique prime ideal in Q(ζq−1, ζp) lying over pj .
Then Z[ζq−1]/pj  Fq. The (normalized) Jacobi sum of the multiplicative
characters χ1, . . . , χr of Fq is deﬁned by
Jnorm(χ1, . . . , χr) := (−1)r−1
∑
α1,··· ,αr∈Fq
α1+···+αr=1
χ1(α1) · · ·χr(αr).
Corollary 2. Using the same notation as above and Theorem 1, in addition,
let ωp be the Teichmu¨ler character on Fq. Suppose that k ≥ 3. Fix an integer
i ∈ Z≥1 and a pair (λ, μ) ∈ Z × Z such that 0 ≤ λ, μ ≤ k − 1, λ = μ and
ak−λ = 0. We assume Li = 0. For a prime p ∈Mi,∑
Pk
j=1 jνj=p
i+μ−k
Jnorm(ω−ν1p , . . . , ω
−νk
p )a
ν1
1 · · · aνkk ≡ δμ,k−1 (mod p)
if and only if∑
Pk
j=1 jνj=p
i+ν−k
Jnorm(ω−ν1p , . . . , ω
−νk
p )a
ν1
1 · · · aνkk ≡ δν,k−1 (mod p)
for all ν ∈ Z with 0 ≤ ν ≤ k − 1 and ν = λ, μ.
Proof. This immediately follows from Theorem 2 of [1]. 
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§5. Cubic and quartic cases
Related to Theorem 1 and 2 in Section 4, in this section we survey Z. H. Sun’s
results on the congruence condition of the 2nd or the 3rd-order Fibonacci and
Lucas sequences for p ∈ Spl(f) when f(X) is a cubic or a quartic polynomial.
Let f(X) = X3 − a1X2 − a2X − a3 and {vn} ∈ Ω(f) be the 3rd-order Lucas
sequence with initial conditions
v0 = 3, v1 = a1, and v2 = a21 + 2a2.
Note that vn =
∑
f(α)=0 α
n for n ∈ Z≥0. From Proposition 4, if p  a3Df , we
have the following equivalences:
vp−1 ≡ v0, vp ≡ v1 and vp+1 ≡ v2 (mod p)
⇐⇒ up−1 ≡ up ≡ 0 and up+1 ≡ 1 (mod p)
⇐⇒ p ∈ Spl(f).
The last equivalence is followed from Proposition 3. Furthermore Z. H. Sun
proved if p  6(a21 + 2a2)Df then
p ∈ Spl(f)⇐⇒ vp+1 ≡ v2 (mod p).
in Theorem 4.1 of [8]. This implies p ∈ Spl(f) if and only if up+1 ≡ 1 (mod p).
Z. H. Sun also obtained other equivalent conditions for p ∈ Spl(f), in [6]
and [8]. In the following, we describe his equivalent conditions (Lemma 4.2,
Theorem 4.1 in [8] and Theorem 6.1 in [6]).
Theorem 3 (Z. H. Sun). For f(X) = X3 − a1X2 − a2X − a3 ∈ Z[X], we
put a = (a21 + 3a2)
3, b = 2a31 + 9a1a2 + 27a3, and D = a
2
1a
2
2 + 4a
3
2 − 4a31a3 −
27a23 − 18a1a2a3. Let p > 3 be a prime such that p  abD. Then the following
are equivalent.
(i) p ∈ Spl(f).
(ii) vp+1 ≡ a21 + 2a2 (mod p), where {vn} ∈ Ω(f) is the 3rd-order Lucas
sequence.
(iii) There is an integer d such that d2 ≡ D (mod p) and
(
b/(3d)+
√−3
p
)
3
= 1,
where
(
β
p
)
3
is the cubic residue character modulo p for β ∈ Z
[
−1+√−3
2
]
(see [5]).
(iv)
(
D
p
)
=
(−3(b2−4a)
p
)
= 1 and L{p−
“
−3
p
”
}/3 ≡ 2a
−[ p
3
] (mod p), where
{Ln} ∈ Ω(X2−bX+a) is the second order Lucas sequence (the classical
generalized Lucas sequence) deﬁned by
L0 = 2, L1 = b, and Ln+2 = bLn+1 − aLn.
222 S. SAITO
Remark 4. Under the same assumptions of (iv)
L
p−(−3p )
3
≡ 2a−[ p3 ] (mod p)⇐⇒ F
p−(−3p )
3
≡ 0 (mod p)
follows from Theorem 6.1 in [6] where {Fn} ∈ Ω(X2 − bX + a) is the classical
generalized Fibonacci sequence deﬁned by F0 = 0, F1 = 1.
Theorem 2 is a generalization of the equivalence of (i) and (ii) in Theorem 3
to the case deg(f) ≥ 4, with the assumption L∗1(k − 1) = 0 and p  L∗1(k − 1).
Also for the quartic polynomial f(X) = X4+aX2+ bX + c ∈ Z[X], Z. H. Sun
proved in [8] that
(5.1) Np(X4 + aX2 + bX + c) = 1 + Np(Y 3 + 2aY 2 + (a2 − 4c)Y − b2),
if p  2bDf and Np(X4 + aX2 + bX + c) > 0, where Np(f) is the number of
the roots of f(X) in Fp. This result means the quartic case is known from
the equivalences above for the cubic case. Thus we can use Theorem 1 in the
study of Spl(f) for the case deg(f) ≥ 5.
Theorem 4. For an irreducible quartic polynomial f(X) = X4−aX2−bX−
c ∈ Z[X] which satisﬁes ac = 0 or bc = 0, we put
g(X) = X3 − 2aX2 + (a2 + 4c)X − b2, h(X) = X2 −BX + A,
A = (a2 − 12c)3, B = −2a3 − 72ac + 27b2,
D = Dg = −16a4c + 4a3b2 − 128a2c2 + 144ab2c− 27b4 − 256c3.
Let {vn} ∈ Ω(f), {Vn} ∈ Ω(g) and {Ln} ∈ Ω(h) be the Lucas sequences
deﬁned by the following initial conditions respectively:
v0 = 4, v1 = 0, v2 = 2a, v3 = −3b;
V0 = 3, V1 = 2a, V2 = 2a2 − 8c;
L0 = 2, L1 = b.
For a prime p > 3, we assume that Np(f) > 0,
(
D
p
)
=
(−3(B2−4A)
p
)
= 1,
L∗1(2) = 0 and p  L∗1(2)ABDDf . Then
Np(f) = 4⇐⇒ vp+1 ≡ v2 (mod p)⇐⇒ Vp+1 ≡ V2 (mod p)
⇐⇒ L
p−(−3p )
3
≡ 2a−[ p3 ] (mod p).
Note that B2−4A = 432a4c−108a3b2+3456a2c2−3888ab2c+729b4+6912c3.
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Proof. If Np(f) > 0 and p  ABDDf then
Np(f) = 4⇐⇒ Np(g) = 3⇐⇒ Vp+1 ≡ V2 (mod p)
by the relation (5.1) and Theorem 4.1 in [8]. The assertion follows easily from
Theorem 2 and Theorem 3. 
Corollary 3. Under the same notation in Theorem 4, for a prime p > 3,
we assume that Np(f) > 0,
(
D
p
)
=
(−3(B2−4A)
p
)
= 1 and there exist some
λ ∈ {0, 1} such that L1(λ, 2) = 0 and p  L1(λ, 2)ABDDf . Then
Np(f) = 4⇐⇒ up+1 ≡ 0 (mod p)⇐⇒ Up ≡ 0 (mod p)
⇐⇒ F
p−(−3p )
3
≡ 0 (mod p),
where {un} ∈ Ω(f), {Un} ∈ Ω(g) and {Fn} ∈ Ω(h) be the Fibonacci sequences
deﬁned by the following initial conditions respectively:
u0 = u1 = u2 = 0, u3 = 1;
U0 = U1 = 0, U2 = 1;
F0 = 0, F1 = 1.
Proof. If Np(f) > 0 and p  ABDDf then Np(f) = 4 ⇐⇒ Np(g) = 3 ⇐⇒
Up ≡ 0 (mod p) by the relation (5.1) and Theorem 4.3 in [8]. Thus the assertion
follows from Theorem 1, Theorem 3 and Remark 4. 
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