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Abstract 
In Multiple-Criteria Decision Analysis (MCDA), a good way to find the best 
alternative is to construct a value function that represents a Decision Maker's (DM) 
preferences. For multidimensional alternatives, an additive value function is easiest 
to work with because it assesses the alternatives in a simple and transparent manner. 
A DM's preferences over consequences on a subset of the set of criteria may or may 
not depend on consequences on the rest of the criteria. Preferences that are free 
from all such interdependence are said to be separable. The existence of an additive 
value function implies separability and, when consequences form a continuum in 
each dimension and preference is continuous, the converse is also true. But we 
concentrate on orderings of binary alternatives (only two possible consequences on 
each criterion), for which the converse is known to be false unless there are four or 
fewer criteria. 
On binary alternatives, the probability of a separable order arising at random 
decreases rapidly as the number of criteria increases. However, there are differ-
ent degrees of non-separability; many combinations of separable and non-separable 
subsets of criteria are possible. Here, we introduce notions of partial separability 
and partial additivity, which could be appropriate if criteria can be grouped into 
two or more natural classes. We establish that partial additivity implies partial 
separability, but that the converse is true only when the number of criteria is less 
than or equal to three. We also show that, when the number of criteria is more than 
three, partial separability with respect to a singleton set of criteria implies partial 
additivity with respect to this same subset. 
Keywords : Binary alternatives, Preference, Separability, Induced ordering, 
Additivity, Partial separability, Partial additivity. 
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Chapter 1 
Introduction 
1.1 Multiple-Criteria Decision Analysis 
A criterion is a standard or means by which a particular choice or course of action 
can be judged to be more desirable than another one. In a multiple criteria decision-
making problem, a decision-maker (DM) uses several usually conflicting criteria to 
assess the desirability of different decision alternatives, that is choices or courses of 
action. The aim of Multiple-Criteria Decision Analysis (MCDA) is to help the DM 
in such decisions in a transparent process. 
As complex, confusing problems are frequently encountered in real life and they 
typically involve consideration of a wide range of criteria, MCDA procedures offer 
a very powerful approach to applications in areas from business, production and 
services, to medicine and public policy. For example, MCDA has been used in bud-
get allocation problems, political decisions, analysis of responses to environmental 
risks, and deciding on optimal usage and inventory of blood in a blood bank, etc. 
Some of the MCDA methods are: 
• Analytic Hierarchy Process (AHP) 
• Lexicographic Ordering of Criteria 
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• Satisfying 
• Simple Multi-Attribute Rating Technique (SMART) 
• ELECTRE System 
• PROMETHEE System 
(ELECTRE and PROMETHEE implement different versions of the outranking re-
lations) 
The choice of which model is most appropriate depends on the problem at hand 
and may be to some extent dependent on which model the decision maker is most 
comfortable with. 
1.2 Multidimensional Alternatives 
[The notation used here is adapted from Bradley et al. (2005).] We consider a set of 
criteria, Q, on which alternatives can be judged, and assume that \Q\ = n > 1. For 
each criterion j £ Q, let Cj denote the consequence set for criterion j . Typically, Cj 
is an interval of M, or a finite set. Then an alternative is an n-tuple of the Cartesian 
product 
cQ = i[cj. 
Throughout this work, we mainly assume that \Cj\ = 2 for each j G Q, and write 
Cj = {1,0} (i.e., the consequences on each criterion are binary). The following 
example illustrates this idea. 
Example 1.2.1. (Computer Accessories Choice Problem) Suppose that a 
person wants to replace old DVD Rom, Keyboard and Mouse of his desktop com-
puter with new ones. He goes to a computer shop nearby, and finds that there are 
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two brands for each item with different features and prices. He needs to decide 
which is the best combination of brands to choose for these three items. 
This is an MCDA problem with multidimensional binary alternatives. Here, 
Q = {DVD Rom, Keyboard, Mouse}, and for simplicity we write, Q = {D, K, M}. 
Let ID and OD denote the DVD Roms, IK and OK denote the keyboards and, 1M 
and OM denote the mice for two different brands. That is, the consequence sets are 
{lrj,0rj}, { IKJOK} and {1M,OM} for DVD Rom, Keyboard and Mouse respectively. 
So, the set of possible alternatives is 
CQ = { ( I D , IK, 1M), ( I D , IK, OM), ( I D , OK, 1M), (OD, IK, 1M), 
( ID , OK, OM), (OD, IK, OM), (OD, OK, 1M), (OD, OK, OM)}-
We represent this in a table (to be called "Consequence Table") below: 
Table 1.1: Consequence Table for Computer Accessories Choice Problem 
Alternatives 
c1 
c2 
c3 
c4 
c5 
c6 
c7 
c8 
Items (or Criteria) 
DVD Rom 
ID 
ID 
ID 
OD 
ID 
OD 
OD 
OD 
Keyboard 
IK 
IK 
OK 
IK 
OK 
IK 
OK 
OK 
Mouse 
1M 
OM 
1M 
1M 
OM 
OM 
1M 
0 M 
Note : For each c € CQ there is a unique subset S C Q, and vice versa, in the sense 
that, l's in c correspond to criteria in S and O's to criteria not in S. For example, if 
Q = {1, 2, 3}-a set of three criteria, then the alternative (1, 0,1) G CQ corresponds 
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to the unique subset 5 = { 1 , 3 } C Q , and vice versa. Similarly (1,1,1) corresponds 
to Q itself, (0,0,0) corresponds to </>, and so on. Thus, for binary alternatives, we 
will denote the set of all alternatives by 2^. 
Let c € 2Q and S C Q. Denote by eg the projection of c onto S, so that cs € 2 s 
where 2s = HjesCj. We assume that criteria can be reordered as convenient, 
so that if {Si,S2,---,Sm} is a partition of Q (i.e., S^S^,... , Sm are disjoint and 
exhaust Q), then we write c = (cs i ; c,s2,..., csm). In particular, we use —5 to denote 
the complement of S in Q (i.e. —5 — Q — S), and write c = (cs, c_s). 
1.3 Preference Orderings 
Given a set of criteria, Q, and the corresponding set of binary alternatives 2®, a 
preference is a binary relation on 2Q that could describe a decision-maker's answers 
to all possible questions of the form "Do you find x at least as preferable as y?" 
where x,y € 2Q. We assume that the DM can answer definitely either "Yes, I find 
x at least as preferable as y," or "No, I do not find x at least as preferable as y." 
For every x, y G 2^, if the DM finds x at least as preferable as y, we write x £3 y. 
Thus, we construct the relation £3 on 2°; it is called the DM's weak preference 
relation. We pronounce x ^ y as "x is preferred or indifferent to y." Therefore 
x ^ y means that the DM likes x better than y, or doesn't care whether x or y 
occurs. Of course, the relation ^ expresses the tastes of the specific decision-maker 
whose answers we are encoding, and other DMs may have different preferences. 
The preference £3 is called "weak preference" because it includes indifference. 
It is traditional in MCDA to assume that weak preference is reflexive, transitive, 
and complete; this basic requirement amounts to an assumption that the DM is 
informed about the alternatives, and is rational. 
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Definition 1.3.1. Given a weak preference relation £ on 2Q, for all x,y G 2Q, 
define x y y if and only if x £3 y and y % x. We call >- a sinci preference relation 
on 2^. Furthermore, x -< y is defined by y y x. 
Here we assume that the DM's preference relation y over 2^ forms a linear 
(or, ioiaZ) order. (Note that a relation is called a linear (or, iota/) order if it is 
irreflexive, transitive, and weakly complete.) We express this ordering vertically, 
from the most preferred alternative at the top to the least preferred at the bottom. 
We call this representation a preference matrix and identify the relation >- with the 
matrix P that represents it. 
For example, if Q = {1, 2}, then the set of alternatives is 
2« = {(1,1),(1,0),(0,1),(0,0)}, 
and the matrix 
Pi = 
(l 0 \ 
1 1 
0 1 
represents a linear order y over 2Q which means that (1,0) y (1,1) y (0,1) >- (0, 0). 
Definition 1.3.2. Let Q be a set of criteria such that \Q\ = n, Cj = {1,0} for each 
j £ Q, and let P be a preference matrix representing the linear order y over 2®. 
The first row of P is an alternative called the leader of P and y. The order >- and 
the preference matrix P are said to be normalized if the leader is (1,1, . . . , 1). They 
are said to be canonically ordered if the rows of P satisfy 
(1,0,...,0,0) y (0,1,...,0,0) y ... y (0,0, ...,1,0) y (0,0, ...,0,1). 
It is easy to see that any preference matrix can be obtained from a normalized, 
canonically ordered preference matrix, and vice versa, by permuting columns and 
taking bitwise complements of columns as appropriate. The following example 
shows: 
E x a m p l e 1.3.3 
/ 0 l \ 
)/ 
2 — 
(l l \ 
0 1 
0 0 
V V 
p" - 1 0 
0 0 1 0 
V° °/ 
Here P2 is obtained from P% by taking bitwise complement of the first column 
of P2, and P2 is obtained from P'2 by permuting the columns of P'2, and vice versa. 
Note that P'2' is normalized and canonically ordered. Therefore, without loss of 
generality, we henceforth assume that all preference matrices are normalized and 
canonically ordered. 
One special ordering for binary alternatives on n criteria is the lexicographic 
ordering, modelled on the dictionary. For example, 
when there is only 1 criterion; n W W1 
A i\ 
1 0 
0 1 
v° °/ 
A 1 A 
1 1 0 
1 0 1 
1 0 0 
0 1 1 
0 1 0 
0 0 1 
vo 0 V 
when there are 2 criteria; 
when there are 3 criteria. 
In general, 
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(ai ,a2 , . . . ,an) >- (bx, b2,..., bn) 
if and only if ai > 61, or there exists k such that 1 < k < n and a» = 6$ for 
i = 1, 2,..., fc — 1, while a^ > 6fc. 
1.4 Literature Review 
Separability, also known as preferential independence, is a powerful restriction on 
orderings, requiring that the (conditional) ordering over the consequence space on 
a group of criteria be invariant with respect to changes in consequences on the rest 
of the criteria. This special class of preferences has been studied in Economics, 
Political Science, and Operations Research. It has applications in utility theory, 
commodity aggregation, price aggregation, multiple elections, social choice, and 
other areas. 
While the concept of separability is the same across the disciplines, the topology 
of the consequence spaces is usually different. In economics, and in some applica-
tions in political science (e.g., spatial models), consequence spaces are considered 
to be continuous. But in multiple elections, they are naturally discrete; in simulta-
neous referenda, they are binary. 
Additivity is another important characteristic of an ordering of multidimensional 
alternatives. A value function is a real-valued function on the set of alternatives that 
preserves the preferences in the ordering. An ordering is additive if it has a value 
function that is a sum of real-valued functions denned on individual components of 
an alternative. An ordering is linearly additive if and only if it has a linear additive 
value function. 
It has been seen for long that there is a close relationship between separability 
and additivity. Among many others, Debreu (1960), Krantz (1964) and Gorman 
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(1968) have contributed enormously in the area. 
It is easily established (see, e.g. Yu (1985)) that additivity implies separability. 
But the converse is not easy. Assuming that consequence spaces are continuous and 
that preferences satisfy suitable continuity properties, Debreu (1960) provided the 
first axiomatization implying the existence of an additive value function for three or 
more criteria using an elegant topological proof. An alternative algebraic proof of 
additivity was given by Luce and Tukey (1964) in their paper introducing "conjoint 
measurement" for the two-criteria case. Several extensions to conjoint measurement 
were made by Krantz (1964), Luce (1966), and Tversky (1967). 
For discrete consequence spaces, separability has been studied to some extent, in 
Kilgour (1997), Barbera et al (1991, 1997), LeBreton and Sen (1999), and Chatterji 
et al. (2003). P.C. Fishburn studied interdependencies of preferences, and some 
other issues on finite outcomes in several papers, e.g., in Fishburn (1972, 1992, 
1997). 
A significant contribution to the study of orderings of multidimensional binary 
alternatives is Bradley et al. (2005), which is the main influence of this work. They 
have demonstrated that there is an equivalence relationship between separability 
and additivity when there are four or fewer criteria. It formalizes that, in the dis-
crete case, separability imposes much weaker restrictions on an ordering compared 
to the continuous counterpart. 
Until now there has not been much research on non-separable preferences in 
either continuous or discrete settings. In the case of binary alternatives, Hodge and 
TerHaar have shown that the probability of a separable order arising at random de-
creases rapidly as the number of criteria increases. Since separability is a necessary 
condition for additivity, in whichever form the non-separability exists, no additive 
value function can express DM's preferences. Thus, a large number of preference 
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orderings have yet to be characterized. In this regard our objective is given in the 
following section. 
1.5 Objectives 
The general purpose in MCDA is to help a DM find his or her best multidimensional 
alternative, or to sort or order the alternatives in a transparent process. The main 
objective of this work is to search for a connection between the broader class of non-
separable preference orderings and the nearly additive value functions in the case of 
binary alternatives. Among non-separable preferences, there are different degrees 
of non-separability; there are certainly widely varying combinations of separable 
and non-separable subsets of criteria (dimensions). We intend to characterize the 
class of multidimensional binary preference orderings that are partially separable 
but not fully separable, and then identify those that are partially additive. Note 
that partial separability and partial additivity are defined with respect to some 
partitions of the criteria. 
Here we would like to mention that formal definitions of separability and addi-
tivity are coming later, in Chapter 2, while Chapter 3 considers weaker versions of 
these concepts, such as partial separability and partial additivity. 
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Chapter 2 
Separability and Additivity 
2.1 Separability 
Roughly, a preference ordering is separable on a subset S of the criteria if the 
ordering of consequences within S never depends on the choice of consequences 
outside S. Formally, 
Definition 2.1.1. Let Q denote a set of criteria and let >- be a linear preference 
over 2Q. Let S C Q be such that 0 < | 5 | < \Q\. S is said to be y-separable, or 
separable with respect to y, or simply separable, if and only if, for all cls, c | 6 2s, 
(c*s,c_5) >- (c | ,c_ s ) for some c_ s € 2<9~'s 
implies 
( 4 , c l s ) >- ( 4 , c l s ) for any c*_s G 2«" s . 
A criterion j £ Q is said to be >--separable if and only if {j} is >--separable. 
E x a m p l e 2.1.2. Consider the preference ordering P3 over 2Q, where Q — {1, 2,3}, 
10 
given in matrix form as follows: 
A 1 i\ 
1 1 o 
0 1 1 
p 3 = ! ° ° . 
1 0 1 
0 1 0 
0 0 0 
V° ° V 
Take S = {2,3} C Q. Then Q-8 = {1}, 2 s = {(1,1), (1,0), (0,1), (0,0)}, and 
2Q-s = | 1 0 } . Fix c_ s = 1 e 2Q~S. Then the ordering over 2 s is 
(1,1) ^ (1,0) ^ (0,0) ^ (0,1), 
since 
( 1 , 1 , 1 ) ^ ( 1 , 1 , 0 ) ! - ( 1 , 0 , 0 ) ^ ( 1 , 0 , 1 ) 
in P3. Now fix c_s = 0 6 2®~s. Then the ordering over 2s is 
(1,1) y (1,0) y (0,0) ^ ( 0 , 1 ) , 
since 
( 0 , 1 , 1 ) ^ ( 0 , 1 , 0 ) ^ ( 0 , 0 , 0 ) ^ ( 0 , 0 , 1 ) 
in P3. This implies that the order of any two elements of 2s is the same, no matter 
which fixed value of c_g £ 2®~s is selected. It follows that S = {2,3} is separable 
i n P 3 . 
Now, take T = {1} C Q. Then Q - T = {2,3}, 2T = {1,0}, and 2Q~T = 
{(1,1), (1,0), (0,1), (0,0)}. Because 
( 1 , 1 , 1 ) ^ ( 0 , 1 , 1 ) , 
(1,1,0) >- (0,1,0), 
( 1 , 0 , 1 ) ^ ( 0 , 0 , 1 ) , 
and (1,0,0) y (0,0,0) 
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in P3, it follows that the ordering 1 >- 0 of elements of 2T corresponds to any fixed 
c_T G 2<5~T. Hence T = {1} is separable in P3. Similarly, {2} C Q is also separable 
i n i V 
But note that G = {1,2} C Q is not separable in P3. Because, 
(0,1) >~ (1,0) 
in 2G, when we fix c_G = 1 G 2Q~G, since (0,1,1) >- (1, 0,1) in P3; and 
(1 ,0) ! - (0 ,1) 
in 2G, when we fix c_G = 0 G 2Q~G, since (1,0, 0) y (0,1,0) in P3. 
For P = {3} C Q, note that 
1 y0 
in 2 " , when we fix c_# = (1,1) G 2Q~H, since (1,1,1) >- (1,1,0) in P3; and 
0 ^ 1 
in 2H , when we fix c„H = (1,0) G 2Q~H , since (1,0,0) >- (1,0,1) in P3. It follows 
that P = {3} is not separable in P3. Similarly, {1,3} C Q is also not separable in 
P3-
Note that, we are interested only in nonempty, proper subsets of criteria, so for 
convenience we augment Definition 2.1.1 with the convention that both Q and </> 
are >~separable. Next, we define separable preference ordering. 
Definition 2.1.3. Let Q denote a set of criteria and let >- be a linear preference 
over 2Q. Then y is said to be mutually separable, or simply separable, if and only 
if every nonempty proper subset S of Q is ^-separable. 
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PA = 
Example 2.1.4. The linear preference ordering over 2® with Q = {1,2}, given by 
the matrix 
(l l\ 
1 0 
0 1 
is separable. 
Remark 2.1.5. Clearly, P4 is the normalized canonical lexicographic ordering on 
2-element set. It is easy to verify that the lexicographic ordering on any finite 
number of criteria is separable. 
2.2 Some Properties of Separable Sets 
Definition 2.2.1. Let Q denote a set of criteria such that \Q\ > 2 and let P be a 
preference ordering over 2Q. Let S C Q be such that 0 < \S\ < \Q\. Then for every 
consequence c^$ £ 2® s there exist c^, cs, ...,cs e 2
s
 such that 
(4,c_s) y (4,c_<j) >-... y (c^c-s) 
in P , where n = 21s'. We call the ordering c\ y c | y ... y eg over 2s, or in matrix 
form 
/4 \ 
w 
the induced ordering by c_s in P , and denote it by Pind(c_s)- If S is separable in P , 
then Pind(c_s) is the same for any c_5 €E 2<3_s'. We call this common ordering over 
2s the induced ordering by the separability of S in P , and denote it by Pmd(s). 
13 
Pz = 
Example 2.2.2. Consider the following preference ordering 
/ l 1 l \ 
1 1 0 
0 1 1 
1 0 0 
0 1 0 
1 0 1 
0 0 0 
V° ° V 
over 2«, where Q = {1,2,3}. Take 5 = {2,3} C Q. Then Q-S = {1}, 2 ' 
{(1,1), (1,0), (0,1), (0,0)} a n d 2 Q " s = {1,0}. Note that 
( 1 , 1 , 1 ) ^ ( 1 , 1 , 0 ) ^ ( 1 , 0 , 0 ) ^ ( 1 , 0 , 1 ) 
and (0,1,1) >- (0,1,0) y (0,0,0) >- (0,0,1) 
in P5. That is, 
(x, 1,1) >- (x, 1,0) ^ (x, 0,0) y (x, 0,1) 
in P5, for any x G 2^ 's. Therefore 5 is separable in P5, and 
Pf 5 ind(S) 
1 0 
0 0 
Proposition 2.2.3. Let Q denote a set of criteria such that \Q\ > 3 and let P be a 
preference ordering over 2^. Also let T C S" C Q be such that 0 < |T| < | 5 | < \Q\, 
and suppose that S is separable in P . Then T is separable in Pind(.s) if a n d only if 
T is separable in P . 
Proof: Note that the rows of Pind(s) are in fact distinct consequences on S in P . 
Let 
4 
-Pind(S) = 
w 
14 
where n = 2's'l. Then 
( 4 . cQ-s) >- ( 4 , CQ-S) y - y ( 4 , CQS) (2.1) 
in P , for any CQ_S G 2Q~S. 
Now suppose that T is separable in Pind(s)- Then for c!^,clp G 2T, 
(c^,Cg_T) >-s (c^,Cg_T) for some c^_T G 2'S'""T 
implies 
(4>4-r) ^ ( 4 ; 4 - T ) for any 4 - r e 2S~T-
By separability (see (2.1)), since T D (Q - S) = <j) and (5 - T) n (Q - S) = <j>, it 
follows that 
( 4 , 4 - r > C g - s ) y ( 4 , 4 _ T , C Q _ S ) for some ( 4 _ r , c g _ s ) € 2S-T x 2 Q - S 
implies 
(CT,C1S_T,CQ_S) y {CT)C1S-TIC*Q~S) f ° r a n y ( c s - T ' c Q - s ) ^ 2 x 2 
Moreover, 2S~T x 2 Q " S = 2 ( s - r ) u « - s ) , and (S - T) U (Q - S) = Q - T. Hence, 
( C £ , 4 _ T , C Q _ S ) >- (c£,4_ r ,CQ_ s) for some ( 4 _ T , C Q _ S ) G 2Q~T 
implies 
\cTicS-TicQ-s) ~^ ( C T ' C S - T ' C Q - s ) * o r a n y \cS-TiCQ~s) ^ ^ 
It follows that T is separable in P . 
Conversely, suppose that T is separable in P , and let cl^,cl^ G 2T be such that 
(cT,cs._T) >-£ (cT ,c^_ r) 
15 
in Pind(S) for some cls_T G 2 s T. Then by (2.1), 
(4,Js_T,cQ_s) y (4,Js_T,cQ_s), (2.2) 
for some (ds_T,cQ^s) G 2S~~T x 2Q~S. We show that (c^,cls*_T) >-5 (cy,c^_T) for 
any c£_ r G 2'S_T. 
Since T is separable in P , so for c^, 4 G 2T, 
( 4 , C Q - T ) y (C^,CQ-T) for some cQ_T € 2Q"T 
implies 
( 4 > 4 - T ) ^ ( 4 > C Q - T ) f o r a n y 4 - r € 2 Q - r . 
Moreover, since (S -T) n(Q - S) = </> and (S -T)\J {Q - S) = Q - T, it follows 
that 
( 4 , C S _ T , C Q - S ) ^ ( C ^ , C S _ T , C Q _ S ) for some ( C S - T , C Q _ 5 ) G 2 s ~ r x 2Q~S 
implies 
{cT,cs_T, CQ_S) >- [CT,CS_T,CQ_S) for any ( C 5 _ T ) C Q - S ) ^ 2 x 2 
Hence (2.2) implies that 
{cT,Cg_T,CQ_s) >- {cT,Cg_T,CQ_sj for any (fis-TicQ-s) G 2 x 2 , 
and consequently, by (2.1), 
( 4 , 4 - r ) ^s ( 4 > c s - r ) f o r a n y 4 - r e 2S~T-
It follows that T is separable in -Pmd(s)- d 
Proposition 2.2.3 establishes an important result to identify some separable and 
non-separable sets easily. The following proposition also states an important result 
that helps identify separable sets. 
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Propos i t ion 2.2.4. (Yu, 1985) If Si and S2 are >--separable then 5*1 fl 5*2 is also 
>--separable. 
R e m a r k 2.2.5. This proposition can be immediately generalized to show that the 
intersection of any finite collection of separable sets is separable. Consequently, if 
Q is finite and S C Q} then S is ^-separable if Q — {j} is >--separable for every 
j &" S, because 
S = HjtsiQ - {j}). 
It also follows that >- is separable if Q — {j} is ^-separable for every j £ Q. 
2.3 Additivity 
In MCDA, the idea of "whether a DM's preference structure is additive" i.e., the 
question of "whether an additive value function captures the DM's preferences over 
the set A of alternatives" is simply following the idea of a linear evaluation function. 
Definition 2 .3 .1 . A linear evaluation function is a mapping V : A —• K defined 
by 
v(c) = E " = i ^ j ( c j ) > 
where c = (ci, c2,..., cn) £ A denotes an alternative, VJ(CJ) denotes the value (which 
is a real number) of alternative c on criteria j , and Wj denotes the weight on criteria 
j -
E x a m p l e 2.3.2. We consider the decision problem in Example 1.2.1. In addition, 
we assume that the decision maker puts different importance on different items 
(DVD Rom, Keyboard and Mouse), and consequently, he assigns weights WQ = 40, 
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VJK = 25 and % = 35 for DVD Rom, Keyboard and Mouse respectively (note that 
WD + wK + WM = 100). His desire is to construct a preference ordering over the 
available alternatives by applying linear evaluation. 
For convenience, we rewrite the final table of Example 1.2.1: 
Table 2.1: Consequence Table for Computer Accessories Choice Problem 
Alternatives 
c1 
c2 
c3 
c4 
c5 
c6 
c7 
c8 
Items (or Criteria) 
DVD Rom 
ID 
ID 
ID 
0D 
ID 
0D 
0D 
0D 
Keyboard 
IK 
IK 
0 K 
IK 
0 K 
IK 
0 K 
OK 
Mouse 
1M 
0M 
1M 
1M 
0M 
0 M 
1M 
0M 
Now, he assigns a value for each brand on each item considering its quality and 
price. Suppose, he or she assigns the following values (each of which is out of 100): 
VD(1D) = 75, vD(0D) = 55, vK(lK) = 70, vK(0K) = 60, 
^ M ( I M ) = 70, and ^M(OM) = 80. 
where Vj : Cj —> M expresses the value representation for item j . We represent 
values and weights in Table 2.2 together with the (linear) evaluation column at the 
extreme right. 
From the evaluation column of Table 2.2, we have 
V{c2) > V(c5) > Vic1) > V{c3) > V{c6) > V{c8) > V(c4) > V(c7). 
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Table 2.2: Evaluation Table for Computer Accessories Choice Problem 
Alternatives 
Weights 
c
1 
c
2 
c3 
c4 
c5 
c6 
c7 
c8 
Items (or Criteria) 
DVD Rom 
75 
75 
75 
55 
75 
55 
55 
55 
40 
Keyboard 
70 
70 
60 
70 
60 
70 
60 
60 
25 
Mouse 
70 
80 
70 
70 
80 
80 
70 
80 
35 
V{d) = 
7200 
7550 
6950 
6400 
7300 
6750 
6150 
6500 
Hence, the person's preference ordering over the alternatives (obtained by linear 
evaluation) is, 
( ID , IK, 0M) >- ( 1 D , 0 K , 0 M ) >• (1 D, IK, 1M) ^ ( I D , 0 K , 1M) >• 
( 0 D , 1 K , 0 M ) >• ( 0 D , 0 K , 0 M ) y ( 0 D , 1 K , 1 M ) >- ( 0 D , 0 K , 1 M ) . 
It also follows that his most preferred combination of DVD Rom, Keyboard and 
Mouse is ( I D , IK, 0M) a n d the least preferred combination is (0D, 0K, 1M)-
(2.3) 
Now we define value functions for binary alternatives. 
Definition 2.3.3. Let Q be a set of criteria such that \Q\ = n. A DM's value 
function is any function V : 2^ -—> M that reflects his or, her preference structure 
over 2Q, i.e., for all c, d € 2Q, 
c>- d V(c) > V(d). 
Since 2Q consists of n-tuples, V can also be written as V(ci,c2,..., cn), i.e., a function 
of n variables. A value function V is said to be additive if it can be written as 
V(d, c2, ...,cn) = Vi(c!) + V2(c2) + ... + Vn{cn), 
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where for each j , Vj is a real-valued function on the consequences on criterion j . 
The value function V is said to be linearly additive if it can be written as 
V(c1} c2,..., cn) = kici + k2c2 + ... + kncn, 
where kj G R for each j € Q. 
Example 2.3.4. The linear evaluation function 
v(c) = T,]=IWJVJ(CJ)I c = (ci>c2, -,Cn) e 2Q 
is an example of a value function because it reflects the DM's preferences. If we 
denote VJ(CJ) = WJVJ(CJ), the linear evaluation function also represents an example 
of an additive value function. An example of a linearly additive value function will 
be given in Example 2.3.6. 
Definition 2.3.5. Let Q be a given set of criteria and let 2Q be the corresponding 
set of alternatives. A preference ordering P over 2^ is said to be additive if there 
is an additive value function that reflects the ordering in P. Similarly, P is said 
to be linearly additive if there is a linearly additive value function that reflects the 
ordering in P. 
Example 2.3.6. Take Q = {1,2}, and consider the linear preference ordering >-
over given by the following matrix: 
(I 1 \ 
P - 1 ° P6
~ 0 1 ' 
Then Pe (or, >-) is linearly additive, since a linearly additive value function V given 
by 
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V(ci,c2) = 2ci + c2 
reflects the preferences in Pe because 
V(l, 1 ) > 7 ( 1 , 0 ) > 7 ( 0 , 1 ) > K ( 0 , 0 ) . 
Now consider the following preference matrix F7 constructed over the available 
alternatives of Computer Accessories Choice Problem in Example 1.2.1: 
IK 
OK 
IK 
OK 
IK 
0 K 
IK 
OK 
0M\ 
0 M 
1M 
1M 
0M 
0 M 
1M 
1M^ 
Note that P7 is additive, since an additive value function for this ordering can be 
given by 
V(c) = VD{cD) + VK{cK) + VM(cM), 
where, 
VD(1 D ) = 16, Vb(0D) = 0, VK{lK) = 5, ^ ( 0 K ) = 0, 
VM(1M) = 0 and VM(0M) = 7. 
Now we present some established results related to separability and additivity. 
T h e o r e m 2.3.7. (Yu, 1985) Let Q be a set of criteria, and let >- be an additive 
linear order over the consequences on Q. Then >- is separable. 
T h e o r e m 2.3.8. (Dcbreu, 1960) Let Q denote a set of criteria and assume that 
the consequences on Q form a continuum. Then a continuous preference over the 
consequences is additive if and only if the preference is separable. (Note that this 
theorem does not assume binary alternatives.) 
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P7 = 
/ I D 
I D 
I D 
I D 
0D 
0D 
OD 
V O D 
Note that a preference (over a continuous consequence space) is said to be con-
tinuous if an alternative c is strictly preferred to the alternative d implies that any 
alternative sufficiently "close" to c is strictly preferred to any alternative sufficiently 
"close" to d. 
Proposition 2.3.9. (Bradley et al., 2005) Let Q denote a set of criteria, and let 
Cj = {dj,bj} C R, where a,j ^  bj, for each j G Q. Then a preference >- over 2^ is 
additive if and only if >~ is linearly additive. 
Proposition 2.3.10. (Bradley et al., 2005) Let Q be a set of criteria such that 
\Q\ — n> 1, and let Cj = {1, 0} for each j € Q. Then every separable linear order 
y over 2Q is additive if and only if n < 4. 
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Chapter 3 
Partial Separability and Partial 
Additivity 
Suppose Q denotes a set of criteria. By a -partition V of Q we mean a family 
{Si, 6*2,..., Sm} of non-empty proper subsets of Q such that Si C\ Sj = <j) for i ^ j , 
and 5 i U S , 2 U . . . U 5 m = Q. 
3.1 Partial Separability 
Definition 3.1.1. Let Q denote a set of criteria such that \Q\ > 2 and let V = 
{Si,S2,..., Sm} be a partition of Q. A preference ordering P over 2Q is said to be 
partially separable with respect to Si,S2,---,Sm, or with respect to the partition V, 
if Si, Q — Si, S2, Q — 5*2,..., Sm, and Q — Sm are separable in P. 
E x a m p l e 3.1.2. Suppose Q = {1,2,3,4}, and Pg is a preference ordering over 2^ 
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given in matrix form as follows: 
/ l 1 1 1\ 
1 1 1 0 
1 0 1 1 
1 1 0 1 
1 1 0 0 
1 0 1 0 
1 0 0 1 
1 0 0 0 
8
 0 1 1 1 ' 
0 1 1 0 
0 0 1 1 
0 1 0 1 
0 1 0 0 
0 0 1 0 
0 0 0 1 
\0 0 0 0/ 
Take 5a = {1}, 52 = {2} and S3 = {3,4}. Then P = {Si, S2, S3} is a partition 
of Q. Moreover, we can easily verify that 
5i = { l} , Q-Si = {2,3,4}, 52 = {2}, Q-S2 = {1,3,4} 
5 3 = {3,4}, and Q - 5 3 = {1,2} 
are separable in Pg. Hence P8 is partially separable with respect to Si, S2 and S3. 
It can also be verified that {3}, {1,3}, {2,4}, and {1,2,4} are separable in P8. 
Thus, Pg is also partially separable with respect to each of the partitions 
P 1 = {{1},{3},{2,4}}, 
P 2 = {{1,2},{3,4}}, 
a n d P 3 = {{l,3},{2,4}} 
ofQ. 
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Note that Pg is not partially separable with respect to any partition of Q con-
taining any of {4}, {1,4}, {2,3} and {1,2,3}, because {2,3} and {1,2,3} are not 
separable in Pg. 
Remark 3.1.3. If V = {Si, S2} is a partition of Q, then S2 — Q — Si and Si = 
Q — S2. So, Si and Q — Si are separable in a preference ordering P over 2Q if and 
only if S2 and Q — S2 are separable in P. Therefore, if P is partially separable with 
respect to Si and S2, we simply say that P is partially separable with respect to Si 
(or, with respect to S2). 
Note that for any non-empty proper subset S of Q, {S, Q — S} is always a 
partition of Q. So, as a consequence of Remark 3.1.3, by saying "a preference 
ordering P over 2^ is partially separable with respect to S (or, with respect to 
Q — S)" we will mean that "P is partially separable with respect to the partition 
{S,Q — 5} . " At this point we would like to mention that the separability of S 
does not necessarily imply the separability of Q — S, and vise versa, that we have 
observed in our previous example. Therefore, the separability of both S and Q — S 
must be checked. 
Proposition 3.1.4. Let Q denote a set of criteria such that \Q\ > 2 and let P 
be a preference ordering over 2Q. Then P is separable if and only if P is partially 
separable with respect to any partition of Q. 
Proof: Proof is straight forward from the definitions of separability and partial 
separability. • 
Proposition 3.1.5. Let Q denote a set of criteria such that \Q\ > 2 and let P be a 
preference ordering over 2Q. Let V be a partition of Q defined by V — {{j} : j € Q}. 
Then P is separable if and only if P is partially separable with respect to V. 
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Proof: First suppose that P is separable. Then every non-empty proper subset of Q 
is separable in P. In particular, {j} and Q — {j} are separable in P for every j G Q. 
Hence P is partially separable with respect to the partition V = {{j} : j G Q}. 
Conversely, suppose that P is partially separable with respect to the partition 
^
 =
 {{]} : i ^ Q} ' Then {j} and Q — {j} are separable in P for every j G Q. 
Then it follows from Proposition 2.2.4 and Remark 2.2.5 that P is separable. • 
3.2 Partial Additivity 
Definition 3.2.1. Let Q denote a set of criteria such that \Q\ > 2 and let V = 
{Si, S2,..., Sm} be a partition of Q. A preference ordering P over 2Q is said to be 
partially additive with respect to S\,S2, •••,Sm, or with respect to the partition V, if 
there is a value function V of the form 
V(c) = V1(c1) + V2(c2) + ... + Vm(cm) 
that reflects the ordering in P , where Vj : 2Sj —> M. and Cj G 2Sj, for every 
j = 1,2, ...,m. A value function V of this form is called a partially additive value 
function with respect to Si,S2,...,Sm. 
Example 3.2.2. We recall the preference ordering P8 in Example 3.1.2. Take 
Si = {1}, S2 = {2} and S3 = {3,4}. Then V = {5 i ,5 2 ) 5 3 } is a partition of Q. 
Furthermore, 
2S> = {1,0}, 2s* = {1,0} and 2s* = {(1,1), (1, 0), (0,1), (0,0)}. 
Now, define 
Vi : 2Sl —• R, V2 : 2s* —> R, and Vs : 2Ss —• R 
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by 
^ ( 1 ) = 21, ^ ( 0 ) = 0, V2(l) = 9, V2(0) = 0, 
and V3(l, 1) - 11, V3(l, 0) = 8, V3(0,1) = 1, V3(0, 0) = 0. 
Then the real-valued function V, given by 
V(c) = V1{c1) + V2(c2) + V3{c3), 
preserves the preferences in Pg, since 
1/(1, 1,1,1) = Fi(l) + V2(l) + V3(l, 1) = 21 + 9 + 11 = 41 
V(l, 1,1,0) = ^ ( 1 ) + y2(l) + V3(l, 0) = 21 + 9 + 8 = 38 
1/(1, 0,1,1) = Fi(l) + F2(0) + F3(l, 1) = 21 + 0 + 11 = 32 
1/(1, 1,0,1) = Ki(l) + 1/2(1) + ^ ( 0 , 1 ) = 21 + 9 + 1 = 31 
1/(1, 1,0,0) = Fa(l) + V2(l) + F3(0,0) = 21 + 9 + 0 - 30 
V(l, 0,1,0) = Fi(l) + K2(0) + V3(l, 0) = 21 + 0 + 8 = 29 
V(l, 0, 0,1) - ^ ( 1 ) + V2(0) + V3(0,1) = 21 + 0 + 1 = 22 
1/(1, 0,0,0) = 14(1) + V2(0) + V3{0,0) = 21 + 0 + 0 - 21 
1/(0,1,1,1) = Fi(0) + V2(l) + V3(1,1) = 0 + 9 + 1 1 = 20 
1/(0,1,1,0) = 14(0) + 1/2(1) + V3(l, 0) = 0 + 9 + 8 = 17 
1/(0, 0,1,1) = 14(0) + 1/2(0) + 1/3(1,1) = 0 + 0 + 11 = 11 
1/(0,1,0,1) = Vx(0) + I/2(l) + F3(0,1) = 0 + 9 + 1 = 10 
1/(0,1,0,0) = ^ ( 0 ) + 1/2(1) + l/3(0,0) = 0 + 9 + 0 = 9 
1/(0, 0,1,0) = Vi(0) + Va(0) + l/3(l, 0) = 0 + 0 + 8 = 8 
v(o, 0,0,1) = Vi(o) + i/2(o) + 14(0, 1) = 0 + 0 + 1 = 1 
v(o, 0,0,0) = i/a (o) + i/2(o) + v3(o, 0) = 0 + 0 + 0 = 0. 
Hence P& is partially additive with respect to Si, S2 and S3. 
27 
Remark 3.2.3. If S is a nonempty proper subset of Q, then S and Q — S always 
form a partition of Q. So, if a preference ordering P over 2Q is partially additive 
with respect to this partition, i.e., with respect to S and Q — S, we simply say that 
P is partially additive with respect to S (or, with respect to Q — S). 
Remark 3.2.4. Every additive preference ordering is partially additive in the sense 
that it is partially additive with respect to all single criteria. But partial additivity 
with respect to some partition V does not imply additivity. For example, the 
partially additive preference ordering P8 in Example 3.2.2 is not additive. For if 
there were a value function V of the form 
V(c) = VM) + V2(c2) + V3(c3) + V4(c4), 
then, because 
(1,0,1,1) y (1,1,0,1) and (1,1,0,0) y (1,0,1,0), 
in P8, we would have 
Vl{\) + V2(0) + V3(l) + V4(l) > V^l) + V2(l) + V3(Q) + V4(l) 
and ^ (1) + V2(l) + V3(0) + V4(0) > V^l) + V2(0) + V3(l) + V4(0). 
But adding these two inequalities yields the contradiction k > k for some k € R. 
We recall again the partially additive preference ordering P8 in Example 3.2.2. 
It can be shown that Pg is also partially additive with respect to {1}, {3} and {2,4}. 
But, note that P8 is not partially additive with respect to {1,4} and {2,3}. For if 
there were a value function V of the form 
V(c) = Vu(cu) + V23(c23), 
where Vu • 2{1 '4} —• M and V23 : 2<2'3> —• R, then, because 
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(1,0,1,1) ^ (1,1,0,1) and (1,1 ,0 ,0)}-(1,0 ,1 ,0) , 
in P8, we would have 
Vu(l, 1) + V^O,1) > Vu(l, 1) + V23(l, 0) 
and vu(i, o) + y23(i, o) > vu(i, o) + v23(o, i), 
or, equivalently 
K23(0,1) > y2 3(l ,0) and V23(1,0) > V23(0,1), 
which is a contradiction. 
In a similar way, it can be shown that the preference ordering in the following 
example is not partially additive with respect to any partition of Q: 
E x a m p l e 3.2.5. 
(l 1 l \ 
1 0 0 
1 1 0 
0 0 0 
0 0 1 
V ° V 
Thus, a preference ordering may, or may not be partially additive with respect 
to a partition of Q. It may be partially additive with respect to more than one 
partition of Q, or may not be partially additive at all. The following proposition 
states a necessary condition for a preference ordering to be partially additive. 
Proposition 3.2.6. Let Q denote a set of criteria such that \Q\ > 2, and let P be a 
preference ordering over 2Q. Also let V = {Si,S2,..., Sm} be a partition of Q. Then, 
a necessary condition that P is partially additive with respect to Si, S2, •••, Sm is 
that P is partially separable with respect to Si, S2,..., Sm. 
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Proof: Suppose that P is partially additive with respect to Si,S2, ...,Sm. Then 
there exists a real-valued function V of the form 
V(c) = VM) + V2(c2) + ... + Vm(cm) (3.1) 
that preserves the preferences in P, where V\, V2,..., and Vm are real-valued functions 
on 2Sl, 2S2 , . . . , and 2Sm (i.e., on the consequences on Si, S2,..., and 5m) respectively. 
We need to show that Si, Q — Si, S2, Q — S2, ..., Sm, and Q — Sm are separable 
in P . 
First we show that Si and Q — Si are separable in P. To show these, first 
suppose that c\ and c\ are consequences on Si such that 
(ci.c-OHcf,^!) (3-2) 
in P , for some consequence c_i on Q - S1!. 
Since V = {/Si, Si,..., Sm} is a partition of Q, we have Q — Si = S2*JS3L)...USm, 
and it follows that there exist c2 G 2S2, c3 e 2 s 3 , . . . , and cm e 25m such that 
c_i = (c2 ,c3 , . . . ,cm). 
Thus (3.2) can be expressed as 
(4,C2,c3,...,cm) >- (c^,c2,c3,...,cm) (3.3) 
in P, for some c_i = (c2, c3, ...,cm) € 2Q~'Sl. 
Since 1/ in (3.1) preserves the preferences in P, we have from (3.3) that 
vM) + v2(c2) + vs{c3) +... + vm(cm) > vM) + VM) + vM) + - + vm{cm), 
for some c_i = {c2,c3,..., cm) € 2<5~'Sl. It follows that for any c*_t = (cj, C3,..., cj^) G 
2Q--5i 
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Vi(c*) + V2(c*2) + V3(ct) + ... + Vm(c*J > VM) + VM) + VM) + - + Vm(c*J. 
This implies that 
( c l ) c 2 ) c3> •••) cm) ^~ ( C l > C2> c 3 i ••• J C m ) 
in P , for any c*_a = (c*, c*,..., O e 2 Q - 5 1 , i.e., 
(4 .c* i )^ (c f . c*- i ) 
in P , for any c l 1 6 2®~Sl. Hence S\ is separable in P . 
Next, suppose that d_x = ( 4 , 4 , ...,c^) and &_x = ( 4 , c|,..., c£j are conse-
quences on Q — S\ such that 
(ci, c2, c3,..., cm) >- (ci, c2, c3,..., cm) 
in P , for some consequence c\ on 5i. Then, 
VM) + y2(4) + v3(4) + - + K>(4) > VM) + v2(4) + v3(4) +... + vm(d)> 
and hence, for any c* G 251, 
Vite) + v2(4) + v3(4) +... + Kn(0 > 7i(cj) + y2(4) + y3(4) +... + vm(ckj. 
This implies that 
( c l ) c2> C3> •") C m ) ^ (Cl> C 2 ! C 3 ; •") C 7 T J 
in P , for any consequence c\ on 5i. That is, 
in P , for any consequence c^  on 5i. It follows that Q — S\ is separable in P . 
In a similar way we can show that 52, Q — 52 , 53 , Q — 53 , ..., 5 m , and Q ~~ Sm 
are separable in P . Hence P is partially separable with respect to S\, S2,..., 5 m . D 
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Corollary 3.2.7. Let Q be a set of criteria such that |Q| > 2 and let P be a 
preference ordering over 2$. Let V = {SU 52} be a partition of Q. Then a necessary 
condition that P is partially additive with respect to the partition V is that P is 
partially separable with respect to any one of S\ and 52. 
Proof: The proof directly follows from Proposition 3.2.6 and Remark 3.1.3. • 
In view of the result of Bradley et al. (2005) that separability does not in general 
imply additivity, the question naturally arises whether partial separability implies 
partial additivity, i.e., whether the necessary condition stated in Proposition 3.2.6 is 
sufficient for a preference ordering to be partially additive. The following example 
demonstrates that this condition is not sufficient for partial additivity. 
E x a m p l e 3.2.8. Consider the preference ordering Pw over 2Q where Q = {1,2, 3,4}, 
given by the following matrix: 
/ l 1 1 1\ 
Pm = 
1 
1 
0 
1 
1 
1 
1 
0 
1 
0 
0 
0 
0 
0 
\o 
1 
0 
1 
1 
0 
0 
1 
0 
0 
1 
1 
1 
0 
0 
0 
1 
1 
1 
0 
1 
0 
0 
1 
0 
1 
0 
0 
1 
0 
0 
0 
1 
1 
1 
0 
1 
0 
1 
0 
0 
1 
0 
0 
1 
(V 
Take Si — {1,2} and 52 = {3,4}, so that V — {5i,52} is a partition of Q. 
We can easily verify that Si and 52 are separable in Pw- It follows that Pw is 
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partially separable with respect to the partition V. Now we will show that Pw is 
not partially additive with respect to V. 
Assume that Pw is partially additive with respect to S\ and S2- Then there is 
a function of the form 
V(c) = Vl(cl) + V2(c2) 
that is a value function for Pw, i.e., V(c) — V\{c.\) + Viica) preserves the preferences 
in P10, where Vx : 2Sl —-+ R and V2 : 2Sa —• R. But in Pi0 , we have 
(1,1,1,0) ^ (1,0,1,1) 
(0,1,1,1) ^ (1,1,0,1) 
and (1,0,0,1) >- (0,1,1,0). 
It follows that 
y1(i,i) + y 2 ( i ,o)>y 1 ( i ,o) + y2(i , i) 
y1(o,i) + y 2 ( i , i ) > y 1 ( i , i ) + y2(o,i) 
andy1(l,0) + F2(0, l)>F1(0, l) + y2(l,0). 
Adding all three inequalities yields k > k for some fc£l,a contradiction. Hence 
Pio can not be partially additive with respect to the partition V = {S\, 5 2 }. 
We now modify Example 3.2.8 to show that whenever n > 4, there exists a 
preference ordering on n criteria that is partially separable with respect to a parti-
tion (of Q) consisting of subsets containing 2 or more criteria, but is not partially 
additive with respect to that partition. We do this in the following way. 
Let Pio be the same preference ordering as in Example 3.2.8; and denote 
/ = and O = 
w voy 
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where each contains exactly 16 entries. Let Q = { l ,2 , . . . ,n} denote the set of n 
criteria where n > 4. Then we construct preference orderings as follows: 
/ P 
O P 
10 
10 
on (1 + 4) = 5 criteria, 
/ J 
(I 
I 
0 
V* 
r 
I .. 
0 .. 
V 1 .. 
I Pio] 
0 Pw 
1 Pio 
0 Pw) 
. I I 
. I 0 
. 0 I 
. 0 0 
on 
Pw\ 
Pio 
Pio 
Pw) 
(2 + 4) = 6 criteria, 
on n criteria, n > 4. 
In fact, in this ordering (matrix), there are n columns, of which, the first n — 4 
columns contain all possible sequences of / and O in lexicographic order, and the 
last 4 columns contain columns of -Pio's. Also there are 2™ rows, of which, 2 n _ 4 are 
shown here in terms of I, O and Pio, and each of these rows (in terms of / , O and 
Pio) contains 24 rows, since there are 24 = 16 rows in each of i", O and Pio-
Take Si = {1,2,...,n - 2} and S2 = {n - l , n } . Then V = {Si,S2} is a 
partition of Q. It can easily be verified that the above preference ordering is partially 
separable with respect to V. Now, if it had a value function of the form 
V(c) = V1(c1) + V2(c2), 
'. and V2 : 2S2 —• R, then because 
(1,1, . . ,1 ,1 ,1 ,1 ,0) >- (1,1, . . . , 1,1,0,1,1) 
( 1 , 1 , . . , 1 , 0 , 1 , 1 , 1 ) ^ ( 1 , 1 , . . , 1 , 1 , 1 , 0 , 1 ) 
( 1 , 1 , . . , i , i , o , 0 , 1 ) M M , . . , 1,0,1,1,0) 
where Vx : 2Sl 
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in the preference ordering, we would have, 
Vi(i, l,... , i , i , i ) + V 2 ( i ,o )> 14(1, i , . . . , i , i ,o) + 7 2 ( i , i ) 
Vi(l ,1, . . . , 1,0,1) + V2(l, 1) > Vi(l, 1,..., 1,1,1) + V2(0,1) 
^ ( 1 , 1 , . . . , 1,1,0) + V2(0,1) > Vi(l, 1,..., 1,0,1) + V2(l, 0). 
Adding all three inequalities yields k > k for some feGt,a contradiction. It follows 
that the above preference ordering can not be partially additive with respect to the 
partition V — {/Si, £2}. 
It is important to note that if a preference ordering on 2 or 3 criteria is partially 
separable with respect to a non-empty proper subset of the set of criteria, then it 
must be partially separable with respect to a singleton set of criteria. Furthermore, 
Example 3.2.8 and its extension do not say anything about preference orderings 
on 4 or more criteria that are partially separable with respect to a singleton set of 
criteria. So, from now on, we pay attention to preference orderings on 2 or more 
criteria that are partially separable with respect to a singleton set of criteria. 
We develop some tools below to generalize the structure of a preference ordering 
on n > 2 criteria that is partially separable with respect to a singleton set of criteria. 
We aim to establish that partial separability with respect to a singleton set of criteria 
implies partial additivity with respect to the same subset. 
Suppose that Q = {1,2,..., n) is a set of n criteria, and that P is a preference 
ordering over 2®. Also suppose that S C Q such that l^l = 1, and that P is 
partially separable with respect to S. Then both S and Q — S are separable in P. 
Since | 5 | = 1 and hence \Q — S\ = n — 1, it is clear that P\nd(s) and Pmd(Q-s) n a v e 
2 and 2 n _ 1 rows respectively. Therefore, 
iW)=(J), or Q; 
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and Pind(Q-s) is of the form 
/ a2n-i \ 
02 
\ ai / 
where a{ e {1,0} x {1,0} x ... x {l,0}-the Cartesian product of n — 1 {l,0}'s. 
Without loss of generality we can assume that S = {1}; then the alternatives in 
P are of the form: 
( l ,ai) , or (0,a>); 
and 
(l,a,i) y (l,ak) 
(0,aj) y (0,ak), 
when % > k. 
Definition 3.2.9. In the above circumstances we call any sequence of consecutive 
alternatives in P of the form (1, a*), a 1-slot and that of the form (0, Oj), a 0-slot. 
Example 3.2.10. Let Q = {1,2, 3}. Consider the preference ordering Pn over 2®, 
given in matrix form as follows: 
(i i A 
1 0 0 
1 1 0 
1 0 1 
0 1 0 
\° ° V 
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Take S = {1} C Q. Then Q - S = {2,3}. We can easily verify that Pn is 
partially separable with respect to S. Thus, 
(l l \ / a 4 \ 
a3 
Pi 1ind(S) and P l l ind(Q-S ' ) 
0 0 
1 0 «2 
(say). 
Then Pn can be rewritten as 
Pn = 
/ l «4 \ 
1 «3 
1 «2 
0 (24 
0 a3 
1 ai 
0 a2 
Hence 1-slots in Pn are (1,04) y (1,03) >- (1,^2) and ( l , a i ) , and 0-slots in Pn are 
(0,a4) X- (0,a3) and (0, a2) >- (0,ai). 
Proposition 3.2.11. Let Q = {1,2, ...,n}-a set of n > 2 criteria, and let P be a 
normalized preference ordering over 2®. Also let S = {1} C Q, and suppose that 
P is partially separable with respect to S. Let 
/ a2n-i \ 
ind(Q-S) — 
fl2n-1-l 
a2 
Then, 
(i). the most preferred alternative in P is (l,a2n-i) and the least preferred alter-
native is (0, ai); 
(ii). the topmost slot in P is a 1-slot and the bottommost slot in P is a 0-slot. 
Furthermore, there are an equal number of 1-slots and 0-slots in P; and 
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(iii). P contains m slots of each type, where 1 < m < 2n *. 
Proof: (i). Since P is partially separable with respect to S, both S and Q — S are 
separable in P. Now, since P is normalized and l^l = 1, so 
P ind(S) — 
Using the separability of S and Q — S, and their respective induced orderings 
^ind(s) and Pind(Q_5), we have 
(l,a2n-i) y (0,a2n-i) 
(l,a2n-i_1) y (0,a2n-i_1) 
(3.4) 
(I ,a2)>-(0,a2) 
( l ,a i ) >~ (0,ai) 
and 
(3.5) 
(l,a2n-i) y (l,a2n-i-.1) y ... y ( l ,a 2) >- ( l , a i ) 
(0,a2n-i) >- (0,a2»-i_i) y ... y (0,a2) >- (O,^) . 
From (3.4) and (3.5) we have, 
(l ,a2n-i) >~ (l,a2n-i_i) y ... y ( l ,a 2 ) y ( l , a i ) 
and (l,a2n-i) >- (0,a2n-i) y (0, a2n-i_!) y ... y (0,a2) y (0,ai). 
That is, 
( l ,a2»-i) y ( l ,ai) , V I <i < 2 n - x - l and (l ,a2n-i) >- (0 ,^ ) , V I <i < 2n~l. 
Since alternatives in P are all (l ,a;) 's and (0,a;)'s for 1 < i < 2 n _ 1 , it follows that 
(l ,a2n-i) is the most preferred alternative. 
Similarly from (3.4) and (3.5), 
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(0,ai) -< (0,a2) -< ... •< (0,a2«-i) 
and (0,ai) -< ( l ,a i ) -< (1,02) -< ••• -< (l,a2»>-i), 
and hence, it follows that (0, o^) is the least preferred alternative in P. 
(ii). From (i) we have that the most preferred alternative in P is ( l ,a2n-i) and 
(0,ai) is the least preferred one. It follows that the topmost slot in P is a l-slot 
and the bottommost slot is a 0-slot. 
Moreover, it is easy to understand that 1-slots and 0-slots appear in P alterna-
tively. Hence, there are an equal number of 1-slots and 0-slots in P. 
(iii). There are 2 n _ 1 alternatives of each of the types (1, a$) and (0, a*) in P. So, 
a l-slot [or, a 0-slot] contains at least 1 alternative and at most 2 n _ 1 alternatives. 
If all alternatives of type (l,a») [resp. of type (0, a*)] together form a l-slot [resp. 
a 0-slot], then there is only one l-slot [resp. 0-slot]. Besides, if each l-slot [resp. 
each 0-slot] contains only one alternative, then there are 2 n _ 1 1-slots [resp. 0-
slots]. This together with (ii) follows that P contains m slots of each type, where 
Km< 2n-\ D 
Remark 3.2.12. Under the hypotheses of Proposition 3.2.11, suppose that P has 
m 0-slots and m 1-slots where 1 < m < 2n~1. Also suppose that i-th (from the 
bottom) 0-slot and l-slot together constitute the i-th (1 < i < m) block P% of P. 
Then P\ P 2 , . . . , P\ ..., Pm can be written as 
/ l a r A / l arn \ (l ar.. \ / l ar^ \ 
P' = 
1 
1 
0 
0 
v° 
a2 
a± 
aSl 
a2 
ax 
,P2 = 
1 O-ri+2 
1 o n + 1 
0 aS2 
0 asl+2 
V° asi+iJ 
,Pl = 
1 «ri_i+2 
1 ari_1+x 
0 a,. 
0 a 
\ 0 a 
1+2 
P m = 
-1+2 1 , 
1
 ° r m _ i + l 
0 aSm 
0 aSm-1+2 
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where r0 = s0 — 0, 1 < sx < s2 < ... < Sj < ... < sm = 2n~l and 1 < rx < r2 < ... < 
r% < ... < rm = 2 n _ 1 with r, < Sj for all i = 1, 2,..., m; and hence P can be written 
as 
(Pm\ 
P = 
Pl 
P2 
(3.6) 
The representation of P in (3.6) also tells us that if we are given a prefer-
ence ordering P satisfying the hypotheses of Proposition 3.2.11, we can define a 
positive integer m (1 < m < 2n~1) and strictly increasing sequences of integers 
r 0 , r i , r 2 , . . . , r m and s0, si, s2,..., sm satisfying r0 = s0 = 0, rm = sm = 2 n _ 1 , and 
Ti < Si for all i = l ,2, . . . ,m. Then knowing the sequences r\ and Sj is logically 
equivalent to knowing P. 
In the following example we apply a useful technique to find a partially additive 
value function for a preference ordering that is partially separable with respect to 
a singleton set of criteria. 
E x a m p l e 3.2.13. Consider the preference ordering Pu over 2®, where Q — {1, 2, 3,4}, 
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given in matrix form as 
P 12 
(I 
1 
1 
0 
1 
0 
0 
1 
0 
0 
1 
1 
0 
1 
0 
1 
0 
1 
1 
0 
0 
1 
0 
0 
0 
1 
1 
1 
0 
1 
1 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
0 
1 
1\ 
1 
0 
1 
0 
1 
0 
0 
0 
0 
1 
0 
1 
1 
0 
\ 0 0 0 1/ 
Take S = {1} QQ. Then Q - S = {2, 3,4}. We can easily verify that both S 
and Q — S are separable in P12, and hence, Pw is partially separable with respect 
to S. Moreover, P12 is normalized. So we have, 
Pi 12 ind(S) and Pi 12ind(Q-5) 
(l 1 l \ 
0 1 1 
1 0 0 
0 0 0 
0 1 0 
1 0 1 
1 1 0 
V° ° V 
<ag^ 
a7 
a6 
a5 
Gt4 
^ 3 
a2 
{aij 
(say). 
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Hence Pio can be rewritten as 
Pl2 = 
A a8\ 
1 a7 
1 a6 
0 a8 
1 a5 
0 a7 
0 a6 
1 04 
0 a5 
0 a4 
1 a3 
1 a2 
0 a3 
1 ai 
0 a2 
In terms of notations introduced in Remark 3.2.12, here m — 5; so 
fp5\ 
pA 
P\2= P 3 , where 
P2 
V1/ 
(1 as\ 
1 a-f 
1 a6 
\o a8y 
and, si = 2, s2 = 3, s3 = 5, S4 = 7, s5 = 8 and T\ — 1, r2 = 3, r3 = 4, r4 = 5, r5 = 8. 
'1 a A A a3 \ / l a4 \ / l a5 
P 1 = ( 0 a2 , P 2 = 1 a2 , P 3 = 0 a5 , P 4 = 0 a7 | , P 5 = 
0^ a i / \ 0 a J \ 0 a 4 / \ 0 a6 
Now we define /i and fci, fc2,..., fcs so that V : 2Q —> R given by 
V (^0, Oj) = fcj and V(l,a,j) = h + kj 
is a value function for Pi2. Then the facts that we already have about the ordering 
[S and Q — S are separable in P12] imply that we will have to define h > 0 and 
k\ < A;2 < ... < ks- Now we set particular values for h and kj's. 
42 
Block P 1 : Set k\ = 0 and k2 = 1. Since V(0,a2) < V( l ,a 1 ) , we have k2 < h + k\ 
implying fo > 1. Set h — 2. 
Block P 2 : Because 1/(1, aa) < 1/(0, a3) < 1/(1, a2), we have h + ki < k3 < h + k2. 
This implies that 2 < fc3 < 3. Set fc3 = 2.5. 
Block P 3 : Since 1/(1, a3) < 1/(0,04), we have h + k3 < k4 implying k4 > 4.5. Set 
k4 = 5. Also since l/(0,a4) < 1/(0, a5) < 1/(1, a4), we have k4 < k5 < h + £4. This 
implies that 5 < k5 < 7. Set fc5 = 6. 
Block P 4 : Because 1/(1, a4) < 1/(0, a6) < 1/(0, a7) < 1/(1, a5), we have h + k4 < 
ke < k-j < h + /c5. This implies that 7 < k6 < kj < 8. Set fc6 = 7.3 and kj — 7.7. 
Block P 5 : Because V(l,a5) < 1/(0, a8) < 1/(1, a6), we have /i + k5 < k8 < h + k6. 
This implies that 8 < fc8 < 9.3. Set fc8 = 9. 
Then V can be expressed as 
V{c) = Vs{cs) + V-S(c-s), 
where Vs(0) = 0, Vs(l) = h and Vs(a,j) = fcj, for j = 1, 2,..., 8, and it represents a 
partially additive value function with respect to S and Q — S for Pi2, since 
v(o,
 ai) = 1/5(0) + i/.sK) = o + fci = 0 + 0 = 0 
1/(0, o2) = Vs(0) + V_s(a2) = 0 + fc2 = 0 + 1 = 1 
1/(1, ai) = 1/5(1) + V-s(ai) = & + fci = 2 + 0 = 2 
V(0, a3) = Vs{0) + V_s(a3) = 0 + k3 = 0 + 2.5 = 2.5 
V(l, a2) = y s ( l ) + VLs(a2) = /i + fc2 = 2 + 1 = 3 
1/(1, a3) = 1/5(1) + V-S(a3) = h + fc3 = 2 + 2.5 = 4.5 
1/(0, a4) = 1/5(0) + l/_5(a4) = 0 + fc4 = 0 + 5 = 5 
1/(0, a5) = 1/5(0) + l/_5(a5) = 0 + fc5 = 0 + 6 = 6 
1/(1, a4) = V s(l) + K_s(a4) = /i + fc4 = 2 + 5 = 7 
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V(0, as) = Vs(0) + V-S(oe) = 0 + k6 = 0 + 7.3 = 7.3 
7(0, a7) = 75(0) + V-S(a7) = 0 + k7 = 0 + 7.7 = 7.7 
7 ( 1 , a5) - Vs(l) + V_s(a5) = /i + A;5 = 2 + 6 = 8 
7(0, a8) = Vs(0) + Vs(a8) = 0 + h - 0 + 9 = 9 
7 ( 1 , a6) = 7S(1) + V-S(a6) = /i + fc6 = 2 + 7.3 = 9.3 
1/(1, a7) = 7S(1) + V-s(a7) = h + k7 = 2 + 7.7 = 9.7 
7 ( 1 , a8) = Vs(l) + V.s{as) = /i + fc8 = 2 + 9 = 11. 
Hence Pi2 is partially additive with respect to the partition {S, Q-S}, and con-
sequently by Remark 3.2.3, Pi2 is partially additive with respect to S = {1}. 
We now apply the same technique applied in Example 3.2.13 to establish an 
important result that is formalized in the following proposition: 
Proposition 3.2.14. Let Q — { l ,2 , . . . ,n} be a set of n criteria such that n > 2 
and let P be a preference ordering over 2^. Let S C Q be such that |<S| = 1 and 
let P be partially separable with respect to S. Then P is partially additive with 
respect to S. 
Proof: Without loss of generality assume that P is normalized and that S = {1}. 
Since P is partially separable with respect to S, both S and Q — S are separable 
in P . Then 
P ind(S) 
Let 
p ind(Q-S) 
/ a 2 n- i \ 
a 2 n - l _ ! 
\ ax ) 
where a,j G {1,0} x {1,0} x ... x {1,0}-the Cartesian product of n — 1 {1,0}'s. 
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Thus, the alternatives in P are all ( l ,aj) 's and (0, <Zj)'s, j — 1,2, . . . ,2n l. For 
simplicity we write the alternatives (1, a,j) and (0, a,-) as (1, j ) and (0, j ) respectively 
By Remark 3.2.12, there exists an integer m where 1 < m < 2n~1 such that P 
can be written as 
(Pm\ 
P = 
pi 
P2 
where 
Pl = 
1 2 
l l 
0 si 
0 2 
/ l 
, F 2 = 
?"2 \ 
1 ri + 2 
1 ri + 1 
0 s2 
0 Sx + 2 
\o si + iy 
P* = 
1 r^ + 2 
1 n- i + l 
0
 Si 
0 Si-i + 2 
yo Si_i + iy 
pm _ 
/ l ^m 
1 rm_i + 2 
1 rm_i + 1 
0 sm 
0 sm_i + 2 
\o sm_i + iy 
with r0 = so = 0, 1 < rx < r2 < ... < n < ... < rm = 2n l, 1 < s1 < s2 < ... < 
Si < ... < sm = 2""1, and T{ < Sj for alH = 1,2, ...,m. 
Note that in the above representation P% denotes the z-th (from the bottom) 
block of P which consists of the i-th. (from the bottom) 0-slot 
(0,
 Si.! + 1) -< (0, S i_! + 2) -< ... -< (0, Si) 
and the i-th. (from the bottom) 1-slot 
( l , 7Va+ 1 H (l,r-i_i + 2) -<... -<{l,ri) 
in P , where r0 = So = 0. 
Objective: To find h and fc(l), fc(2),..., fc(2n~1) so that V : 2Q —• E given by 
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V(0,j) = k(j) and 7 ( 1 , j ) = h + k(j), j = 1,2,...,2"-* 
is a value function for P. 
If it is possible to meet the objective, then based on first principles we must 
have h > 0 [because we must have 7(0,1) < 7(1,1)] and fc(l) < k(2) < ... < 
k(2n-x) [because we must have 7(0,1) < 7(0,2) < ... < 7(0, 2™-1)]. These choices 
also make 7(0, j ) < 7 ( 1 , j ) for j = 2,3, . . . ,2n-x and 7(1,1) < ^(1,2) < ... < 
7 ( l , 2 n _ 1 ) . At this point we would also like to mention that for 7 to be a value 
function for P the inequality 
V(0,Sl)<V(l,l) 
must also be satisfied in block Pl, and the inequalities 
7 ( 1 , rva) < 7(0, s^ + 1) and 7(0,
 Si) < 7 ( 1 , r^x + 1) 
must also be satisfied in block P% for each i — 2,3,. . . , m. 
Block P1: Set fc(l) = 0. If sx > 1, define k(j) = j - 1 for j = 2,3, ...,sv Define 
h = max{si — s*_i : i = 1,2, . . . ,m}. Then h > s\, since s0 — 0. It follows 
that 7(0 , Si) < V(1,1). Since r\ < Si, all other required inequalities for P1 are 
automatically satisfied. 
Inductive Step: Suppose we have defined h and k(j) for j = 1,2,..., s»_i, and that 
all required inequalities in P1, P2,..., Pl~l are satisfied. 
If rj_i = Si-i, then define, for j = 1,2, ...,Sj-Sj_i, k(s^i+j) = h+\k(ri-i)]+j, 
where |~A;(ri_i)] denotes the least integer greater than or equal to &(rj_i). Then 
clearly 7 ( 1 , ?v i ) < 7(0, Sj_i + 1), and since h > Si — Sj_i, 
7(0,
 Si) < 2/i + rfc^i-x)] < 7 ( 1 , rs_! + 1). 
Also, since r, < Sj, it follows that all other required inequalities for P% are auto-
matically satisfied. 
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Now suppose that J-J_I < Sj_i. Note that 
fc(r<_i + 1), fc(ri_i + 2),..., fc(si_i) 
have already been defined, because alternatives 
(0 )r i_1 + l ) ) (0 , r i_ 1 + 2),...,(0 )s i_1) 
appear in blocks P 1 , P 2 , . . . , P 1 - 1 , even though the alternatives 
( l , r i _i + l ) ) ( l , r i _ i + 2), . . . )(l ,5 i_i) 
do not appear in these blocks. The s$ — Sj_i values 
k(si-i + 1), A;(SJ_I + 2),..., k(si) 
must appear in ascending order between h + A;(?Vi) and h + k(rt_i + 1). Choose 
any convenient values for 
/C(SJ_I + 1), /C(SJ_I + 2),..., fc(si), 
such as equal spacing. Again, the fact that rt < Sj implies all required inequalities 
for P% are now satisfied. 
It is clear that, in both the cases, all required inequalities for the inductive step: 
V(l, r ^ O < V(0,
 S i_i + 1) < ... < V(0, Si) < V(l, n_! + 1) < ... < V(l, n) 
are satisfied. 
It follows that, after m steps, the induction is complete and the required value 
function has been constructed. Note that this value function V can be expressed as 
V(c) = Vs(cs) + V-s(c-S), 
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where Vs(0) = 0, Vs(l) = h and V-S(J) = k(j), for j = 1,2,.., 2™"1. It follows that 
V is a partially additive value function with respect to S and Q — S for P. This 
implies that P is partially additive with respect to the partition {S, Q — S}. It then 
follows from Remark 3.2.3 that P is partially additive with respect to S. O 
Corollary 3.2.15. Let Q be a set of criteria such that \Q\ = 2, or 3, and let S C Q 
be such that 0 < \S\ < \Q\. Then a preference ordering P over 2^ is partially 
additive with respect to S if and only if P is partially separable with respect to S. 
Proof: First, suppose that P is partially additive with respect to S. Then by 
Remark 3.2.3 and Corollary 3.2.7, it follows that P is partially separable with 
respect to S. 
Conversely, suppose that P is partially separable with respect to S. Since |Q| = 
2, or 3, and 0 < | 5 | < \Q\, so either S, or Q — S is a singleton set. Suppose | 5 | = 1. 
Then by Proposition 3.2.14 and Remark 3.2.3, it follows that P is partially additive 
with respect to S. • 
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3.3 Application 
We recall the Computer Accessories Choice Problem in Example 1.2.1, and for 
convenience, rewrite the consequence table below: 
Table 3.1: Consequence Table for Computer Accessories Choice Problem 
Alternatives 
c1 
c2 
c3 
c4 
c5 
c6 
c
7 
c8 
Items (or Criteria) 
DVD Rom 
ID 
ID 
ID 
OD 
ID 
OD 
OD 
OD 
Keyboard 
IK 
IK 
OK 
IK 
OK 
IK 
OK 
0K 
Mouse 
1M 
OM 
1M 
1M 
OM 
OM 
1M 
OM 
Now, we make the following assumptions with regards to the person's (DM's) 
preference structure. For convenience, we name the two brands as Brand-1 and 
Brand-0. 
(i). The person prefers Brand-1 to Brand-0 for DVD Rom irrespective of choices 
on brands of Keyboard and Mouse, i.e., 
ID y 0D, 
for any choice of brand on Keyboard and Mouse. 
(ii). Irrespective of choices on brands of DVD Rom, the person 
(a), prefers same brand of Keyboard and Mouse to different brands, i.e., 
( IK , 1M) >~ ( IK , 0 M ) , (OK, 1M) and (0K, 0M) >- ( IK , 0 M ) , ( 0 K , 1M); 
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(b). prefers Brand-1 for both Keyboard and Mouse to Brand-0, i.e., 
( IK, 1M) >- (0K ,0M); 
(c). prefers the combination (1K,0M) to combination (OK, 1M), i-e., 
; I K , O M ) y ( o K ) i M) 
A DM's preferences like (i) and (ii) are quite natural. Suppose P denotes the 
person's preference structure (in matrix form). Now, let S = {D}; then Q — S = 
{K,M}. By (i), S is separable in P, and 
P\nd{S) 
By (ii), Q — S is separable in P, and 
P ind(Q-S) = 
I D 
OD 
/ I K 1M\ 
OK 0 M 
I K OM 
\ 0 K 1 M / 
Thus, P is partially separable with respect to S. (Note that P is not fully separa-
ble, because {K} and {M} are not separable in -Pmd(Q-s'), a n d hence by Proposition 
2.2.3, they are not separable in P.) One preference ordering P satisfying (i) and 
(ii) is given by 
P = 
/ID 
OD 
ID 
ID 
OD 
ID 
OD 
\0D 
IK 
IK 
OK 
IK 
OK 
OK 
IK 
OK 
1M 
1M 
OM 
OM 
0M 
1M 
0M 
1M 
(3-7) 
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By Proposition 3.2.14, P (i.e., the person's preference structure) is partially 
additive with respect to DVD Rom (or, with respect to Keyboard and Mouse), and 
a partially additive value function for P (obtained by applying the methodology 
developed in the proof of Proposition 3.2.14) can be given by 
V(c) = VD(cD) + VKM(CKM), 
where Vb and VKM a r e value representations on the consequences on DVD Rom, 
and on the consequences on Keyboard and Mouse, respectively, with 
Vb(lD) = 2, VD(0D) = 0, and 
VKM (IK, 1M) = 6, VKM (IK, 0M) = 1, VKM (OK, 1M) = 0, VKM (OK, 0M) = 2.5, 
since, 
V(1D , IK, 1M) = VD(1 D ) + VKM (IK, 1M) = 2 + 6 = 8 
V(0D, 1K, 1M) = VD(0D) + V K M ( 1 K , 1M) = 0 + 6 - 6 
V(1D , 0K) 0M) = V D ( I D ) + VKM(0K, 0M) = 2 + 2.5 = 4.5 
V(1D , IK, 0M) = VD(1D) + VKM(1K, 0 M ) = 2 + 1 = 3 
V(0D, 0K, 0 M ) = VD(0D) + VKM(0K , 0M) = 0 + 2.5 = 2.5 
V(1D , 0K, 1M) = V"D(1D) + VKM(0K , 1M) = 2 + 0 = 2 
V(0D, 1K, 0 M ) = VD(0 D ) + VKM(1K, 0M) = 0 + 1 = 1 
V(0D, 0K, 1M) = VD(0D) + VKM(0K, 1M) = 0 + 0 = 0. 
Note that the preference ordering in (3.7) is not unique. For example, the matrix 
/ID IK 1M \ 
P' = 
ID 0 K 0M 
0D IK 1M 
ID IK 0M 
0 D 0 K 0 M 
0D IK 0M 
ID OK 1M 
\0D 0K 1M/ 
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also represents the person's preference structure as it satisfies the preference condi-
tions (i) and (ii). By Proposition 3.2.14, P' is also partially additive with respect 
to DVD Rom (or, with respect to Keyboard and Mouse), and a partially additive 
value function for P' (obtained by applying the methodology developed in the proof 
of Proposition 3.2.14) can be given by 
H c ) = VS(cD) + ^M (cK M ) , 
where, 
V£(1D) = 2, V£(0D) = 0, and 
VRMUK, !M) = 5-5, V£M(1K) °M) = 3, FKM(0K, 1M) - 0, FKM(0K, 0M) = 4, 
since, 
V'(1D, IK, 1M) - V£(1D) + ^KM(1K, 1M) = 2 + 5.5 = 7.5 
V'{1B, OK, 0 M ) = V£(1D) + V K M ( 0 K , 0M) = 2 + 4 = 6 
V'(0D, 1K, 1M) = V^(0D) + F K M (1 K , 1M) = 0 + 5.5 = 5.5 
V"(1D, IK, 0M) = ^ D ( I D ) + VKM(1K , 0M) = 2 + 3 = 5 
V'(0v, OK, 0 M ) = ^D(OD) + ^KM(0K, 0M) = 0 + 4 = 4 
V'(0D, IK, 0 M ) = V£(0D) + VKM(1K , 0M) = 0 + 3 = 3 
V'(1D, 0K, 1M) = V£(1D) + ^KM(0K, 1M) = 2 + 0 = 2 
V'(0B,0K, 1M) = ^D(OD) + ^ K M ( 0 K , 1M) = 0 + 0 = 0. . 
In fact, there are 14 orderings that satisfy the person's preference conditions 
(i) and (ii), of which 2 are presented here. The remaining 12 are given in the 
Appendix. Proposition 3.2.14 ensures that each one of these preference orderings 
over the available combinations of DVD Rom, Keyboard and Mouse is partially 
additive with respect to DVD Rom (or, with respect to Keyboard and Mouse). 
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Chapter 4 
Conclusions and Future Work 
In this thesis, we introduce the concept of induced ordering in Definition 2.2.1 
which, if it exists, is a sub-matrix of the original preference matrix. We establish in 
Proposition 2.2.3 that there is an equivalence relationship between separability in a 
given preference ordering and separability in the induced ordering, which makes it 
easy to identify some separable and non-separable subsets of criteria. Then we in-
troduce the notions of partial separability in Definition 3.1.1 and partial additivity 
in Definition 3.2.1, with examples, and show in Proposition 3.2.6 that partial addi-
tivity implies partial separability. We provide an example of a preference ordering 
for four criteria (in Example 3.2.8), and later on, its extension to larger numbers of 
criteria, that demonstrates that partial separability, in general, does not imply par-
tial additivity. Then we establish in Proposition 3.2.14 that, if a preference ordering 
is partially separable with respect to a singleton set of criteria, then it is partially 
additive with respect to this same subset. The fact that a preference ordering on 
two or three criteria is partially separable with respect to any nonempty proper 
subset of criteria implies that it is partially separable with respect to a singleton set 
of criteria. Therefore, we conclude from Corollary 3.2.15 that partial separability 
and partial additivity are logically equivalent when there are three or fewer criteria. 
At the end, we demonstrate an application of this result on a real-world problem 
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(namely, Computer Accessories Choice Problem). 
The multidimensional binary alternatives, considered in this work, form a special 
case of finite outcomes. A possible direction for future work would be to consider 
preference orderings when there are three, four, or any finite number of conse-
quences on any criterion. Preference orderings could also be considered in which 
the consequences on different criteria are different in number. 
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Appendix 
The remaining 12 preference orderings of the Computer Accessories Choice Problem 
in Section 3.3 (Application Section) satisfying the person's preference conditions (i) 
and (ii) are listed below. A partially additive value function (obtained by applying 
the methodology developed in the proof of Proposition 3.2.14) is also provided for 
each preference ordering. 
flD 
ID 
ID 
ID 
OD 
OD 
OD 
^OD 
IK 
OK 
IK 
OK 
IK 
OK 
IK 
OK 
1M^| 
0 M 
OM 
1M 
1M 
OM 
oM 
1M) 
A partially additive value function for this ordering can be given by 
where 
V1(c) = V^(cD) + V^u(cKM), 
V£(1D) = 4, V^(0D) = 0, and 
^KM(1K, 1M) = 3, VKM(1K, OM) = 1, ^KM(0K, 1M) = 0, V K M ( 0 K , OM) = 2. 
AD 
ID 
ID 
OD 
ID 
OD 
OD 
\ 0 D 
IK 
OK 
IK 
IK 
OK 
OK 
IK 
OK 
1M\ 
0M 
0M 
1M 
1M 
OM 
OM 
1M^ 
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A partially additive value function for this ordering can be given by 
V2(c) = V*(cD) + ViM(cKM), 
where 
Vg(lD) = 3, FD2(0D) = 0, and 
V£M(1K, 1M) = 3.5, FK2M(1K, 0M) = 1, ^K2M(0K, 1M) = 0, VK2M(0K, 0M) = 2. 
AD 
I D 
0D 
I D 
I D 
0D 
0D 
\ 0 D 
partially additive value funct ion f< 
I K 
OK 
I K 
I K 
OK 
OK 
I K 
0 K 
3T th 
1 M ^ 
OM 
1M 
0M 
1M 
OM 
OM 
1 M / 
is ore lering can be given by 
where 
V3(c) = V3(cD) + VlM(cKM), 
VD3(lD) = 3, VD3(0D) = 0, and 
VK3M(1K, 1M) = 4.5, FK3M(lK, 0M) = 1, V ^ M ( 0 K , 1M) = 0, V£M(0K) 0M) = 2. 
/ I D 
OD 
I D 
I D 
I D 
OD 
OD 
\ 0 D 
A partially additive value funct Lon f 
I K 
I K 
0 K 
I K 
OK 
OK 
I K 
OK 
Dr th 
1M \ 
1M 
o M 
0M 
1M 
OM 
OM 
1 M / 
is ore iering can be given by 
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y4(c) = yD4(CD) + FK4M(cKM), 
where 
^D
4(1D) = 3, yD4(0D) = 0, and 
^KM(1K, 1M) = 6, VK M(1K ,0M) — 1, ^KM(OK, 1M) = 0, VK M (OK,O M ) 
5. 
ID 
ID 
ID 
OD 
OD 
ID 
OD 
OD 
IK 
OK 
IK 
IK 
oK 
oK 
IK 
oK 
1M\ 
OM 
OM 
1M 
OM 
1M 
OM 
1M,/ 
A partially additive value function for this ordering can be given by 
^
5 ( C ) = ^D5(CD) + ^K5M(CKM), 
where 
FD5(1D) = 2, V^(OD) = 0, and 
^ M ( 1 K , 1M) = 2.7, FK5M(1K,0M) = 1, ^KM(OK, 1M) = 0, ^ K 5 M ( 0 K , 0 M ) 
6. 
AD 
ID 
OD 
ID 
OD 
ID 
OD 
VoD 
IK 
OK 
IK 
IK 
OK 
OK 
IK 
OK 
1M\ 
OM 
1M 
OM 
OM 
1M 
OM 
1M/ 
A partially additive value function for this ordering can be given by 
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V6(c) = V«(Cl)) + V£M(cKM), 
where 
FD6(1D) = 2, V^(OD) = 0, and 
^KM(1K,1M) = 3.75, yK6M(lK,0M) = 1, FK 6M(0K,1M) = 0, FK6M(0K,0M) 
7. 
ID 
ID 
0 D 
OD 
ID 
ID 
OD 
OD 
IK 
OK 
IK 
OK 
IK 
OK 
IK 
OK 
1M\ 
OM 
1M 
OM 
0M 
1M 
OM 
lMyi 
A partially additive value function for this ordering can be given by 
V 7 ( C ) = FD7(CD) + FK7M(CKM), 
where 
\%(lv) = 2, V ^ O D ) = 0, and 
^KM(IK) 1M) = 5, VKM(1K; OM) = 1, ^KM(0K, 1M) = 0, VKU(0K, 0M) 
8. 
ID 
OD 
ID 
OD 
ID 
ID 
OD 
OD 
IK 
IK 
OK 
OK 
IK 
OK 
IK 
OK 
1M\ 
1M 
OM 
OM 
OM 
1M 
OM 
1M) 
A partially additive value function for this ordering can be given by 
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V8(c) = V*(cD) + V£u(cKM), 
where 
V*(1D) = 2, FD8(0D) = 0, and 
^KM(1K, 1M) = 7, VKU(1K,0M) = 1, VrKM(OK, 1M) = 0, V K M ( O K , O M ) 
9. 
AD 
ID 
ID 
OD 
OD 
OD 
ID 
\0v 
IK 
OK 
IK 
IK 
OK 
IK 
OK 
OK 
1M\ 
OM 
OM 
1M 
OM 
OM 
1M 
1M/ 
A partially additive value function for this ordering can be given by 
y 9 ( c ) = yD9(CD) + FK9M(CKM), 
where 
FD9(1D) = 3, FD9(0D) = 0, and 
y K 9 M ( i K , i M ) = 6, y K 9 M ( i K , o M ) = 4, yK 9 M(oK , i M ) = o, ^ K 9 M (o K , o M ) 
10. 
AD 
OD 
ID 
ID 
OD 
OD 
ID 
^ o D 
IK 
IK 
O K 
IK 
OK 
IK 
OK 
OK 
1M\ 
1M 
OM 
OM 
OM 
OM 
1M 
1M^ 
A partially additive value function for this ordering can be given by 
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7 1 0 ( C ) = ^ 0 ( C D ) + O C K M ) , 
where 
C ( 1 D ) = 2, FD10(0D) = 0, and 
^KM(1K, 1M) = 7, V ^ I K , 0M) = 3, ^ M ( 0 K , 1M) = 0, ^ ( 0 K ) 0M) = 4. 
(lv 
ID 
OD 
OD 
ID 
OD 
ID 
^oD 
IK 
OK 
IK 
OK 
IK 
IK 
OK 
OK 
1M\ 
OM 
1M 
OM 
OM 
OM 
1M 
1M/ 
A partially additive value function for this ordering can be given by 
V^(c) = V^(c») + V«A(cKM), 
where 
1 ^ 1 ( 1 D ) = 2, VD11(0D) = 0, and 
^KM(IK) 1M) = 7, VKM(1K, OM) = 3, VKM(0K, 1M) = 0, VKM(OK , OM) = 6. 
12. 
flD 
0D 
ID 
OD 
ID 
OD 
ID 
l^ D 
IK 
IK 
OK 
OK 
IK 
IK 
OK 
OK 
1M\ 
1M 
OM 
OM 
OM 
OM 
1M 
IM) 
A partially additive value function for this ordering can be given by 
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F 1 2 ( C ) = ^ 2 ( C D ) + V ^ ( C K M ) , 
where 
^
2 ( 1 D ) = 1, V^2(0D) = 0, and 
^ ( 1 K , 1M) = 6, O I K , 0 M ) = 2, ^ M ( 0 K , 1M) = 0, ^ M ( 0 K , 0 M ) = 4. 
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