Abstract We generalize discrete variational models involving the infimal convolution (IC) of first and second order differences and the total generalized variation (TGV) to manifold-valued images. We propose both extrinsic and intrinsic approaches. The extrinsic models are based on embedding the manifold into an Euclidean space of higher dimension with manifold constraints. An alternating direction methods of multipliers can be employed for finding the minimizers. However, the components within the extrinsic IC or TGV decompositions live in the embedding space which makes their interpretation difficult. Therefore we investigate two intrinsic approaches: for Lie groups, we employ the group action within the models; for more general manifolds our IC model is based on recently developed absolute second order differences on manifolds, while our TGV approach uses an approximation of the parallel transport by the pole ladder. For computing the minimizers of the intrinsic models we apply gradient descent algorithms. Numerical examples demonstrate that our approaches work well for certain manifolds.
Introduction
Variational models of the form
where f is the given data set, E data the data fitting term and E prior the prior also known as regularization term, were applied for various tasks in image processing. In this paper, we restrict our attention to least squares data fitting terms. Starting with methods having first order derivatives in their prior like the total variation (TV) [58] , higher order derivatives were incorporated into the prior to cope with the staircasing effect caused by the TV regularization and to better adapt to specific applications. Besides additive coupling of higher order derivatives, see, e.g., [50] , their infimal convolution (IC) [26] or the total generalized variation (TGV) [21] were proposed in the literature. In many applications such as image denoising IC [60, 61] or TGV [19, 21, 23] show better results than just the additive coupling. For discrete TGV versions we refer to [60, 61] . A preconditioned DouglasRachford algorithm can be used to efficiently compute the minimizer of the TGV penalized problem [22] . An extension of TGV to vector-valued images with applications in color image restoration was given in [18] . In [9, 10] , IC, resp. TGV, of motion fields were successfully applied to strain analysis, in particular for the early detection of cracks in materials during tensile tests.
With the emerging possibilities to capture different modalities of data, image processing methods are transferred to the case where the measurements (pixels) take arXiv:1709.01343v3 [math.NA] 13 Jun 2018 values on Riemannian manifolds. Examples are Interferometric Synthetic Aperture Radar (InSAR) [11, 25] with values on the circle S 1 , directional data on the 2-sphere S 2 , electron backscatter diffraction (EBSD) [8, 39] with data on quotient manifolds of SO(3) or diffusion tensor magnetic resonance imaging (DT-MRI) [31] , where each measurement is a symmetric positive definite 3 × 3 matrix. These are rather simple manifolds for which explicit expressions of their geodesic distance and exponential map are known.
Recently, the discrete TV model has been generalized to Riemannian manifolds in an intrinsic way [46, 63, 67] . Note that finding a global minimizer of the optimization problem is NP hard already for the case of the circle M = S 1 [27, 30] . In [6, 16, 17] , the model was extended to include second order differences, where the coupling of the first and second order differences was only realized in an additive manner. The approach is based on a proper generalization of absolute values of second order differences to the manifold-valued setting. For the special case of DT-MRI, i.e., symmetric positive definite matrices of size 3 × 3, another approach using tensor calculus resulting in the Frobenius norm instead of a distance on the Riemannian manifold was investigated in [62] and extended to a TGV approach in [65] . Numerical analysis for S 2 -valued functions was also established in [2] .
In this paper, we generalize discrete variational models with least squares data term and IC, resp. TGV prior to the manifold-valued setting. We derive extrinsic and intrinsic approaches. The extrinsic models which generalize the first order model in [55, 56] have the drawback that the decomposition components of IC and TGV live in the higher dimensional embedding space which makes their interpretation difficult. Therefore we propose two intrinsic approaches. For Lie groups as the circle S 1 or the special orthogonal group SO(3), we incorporate the group operation within the IC and TGV models which lead to decompositions within the manifold. For more general Riemannian manifolds, our socalled Midpoint IC approach relies on the generalization of the absolute value of the second order difference by the distance of its center point from a geodesic joining the two other points [6] . Our TGV model is based on the approximation of the parallel transport by the pole ladder [47] . Note that the pole ladder mimics the parallel transport exactly for symmetric Riemannian manifolds all our numerical examples belong to. It leads to a decomposition within the tangent bundle of the manifold. We acknowledge, that in parallel to our work an axiomatic TGV model for manifold-valued images was developed by Bredies et al. [20] which was only available for the revised version of this manuscript.
The first version of our paper contained an extrinsic TGV approach, a TGV approach for Lie groups as well as a remark on an intrinsic approach by the Schild's ladder. This remark was extended in the final version, where we replaced the Schild's ladder by the Pole ladder, since the later one is an exact scheme for parallel transport in symmetric spaces. However, our approach is different from those in [20] . As suggested in our original remark, we work on the tangent bundle, while they work on the manifold itself. In contrast to our isotropic model, the authors in [20] propose an anisotropic one using parallel transport or its approximation by Schild's ladder. Moreover,Moreover they focus on a cyclic proximal point algorithm, while we derive a gradient descent method. For more details see Remark 5.1.
In the extrinsic case we choose an alternating direction method of multipliers (ADMM) for finding a (local) minimizer of the functionals. For the intrinsic models we smooth the functionals so that a gradient descent algorithm can be applied.
Various numerical examples show the denoising potential for images with values on the
, which includes the important case of cyclic (phase) data; -special orthogonal group SO(3); -symmetric positive definite r × r matrices P(r). The explicit expressions required for our computations are given in the Appendix B. The first two kind of manifolds are compact, while P(r) is an open convex cone in R r,r . We developed the extrinsic IC model and the Midpoint IC approach for manifold-valued images in the SSVM conference paper [13] and were invited to submit a full journal paper to JMIV. The current paper extends the SSVM paper significantly by models for Lie groups as well as all extrinsic and intrinsic TGV approaches.
The outline of the paper is as follows: In Section 2, we recall the discrete variational models for denoising gray-values images which we want to generalize. In Section 3, we propose the extrinsic models and comment how the ADMM algorithm can be adapted to these models. Unfortunately, dealing with manifolds requires to install certain preliminaries. This is briefly done in Section 4 and maybe skipped if the reader is familiar with the notation on manifolds. We propose an intrinsic Midpoint IC model and a TGV model based on the pole ladder in Section 5. In Section 6, we follow another idea driven by the group operation to set up intrinsic models for Lie groups. Section 7, shows how minimizers of the (smoothed) intrinsic models can be computed via a gradient descent algorithms and provides the necessary gradients. Numerical examples are presented in Section 8. The paper finishes with conclusions in Section 9. Various technical details for the computation on manifolds are postponed to the appendix.
Models for Real-Valued Images
In this section, we briefly reconsider models with priors containing first and second order differences for grayvalue images, where the focus is on the coupling of first and second order terms. To keep the technicalities simple, we just rely on gray-value images, but the approach can be simply generalized to images with values in an Euclidean space as, e.g., RGB images. Let
denote the pixel grid of an image of size N 1 × N 2 and N := N 1 N 2 . We address grid points by i = (i 1 , i 2 ). Let u : Γ → R be a gray-value image. As data fitting term we focus on
where the images are considered columnwise reshaped into vectors.
To set up the different priors we need first and second order differences. By D x u we denote the forward differences in x-direction with Neumann (mirror) boundary conditions
and analogously in y-direction. Then
serves as discrete gradient and ∇u : Γ → R 2 . For mappings ξ : Γ → R s we introduce the mixed norm
We define the discrete TV regularizer by 3) where N (i) := {i + (0, 1), i + (1, 0)} ∩ Γ denotes the forward neighbors of pixel i ∈ Γ . The backward difference
and similarly in y-direction. The choice of zero at the right boundary of the backward difference becomes clear in (2) . We will apply backward differences to vectors ξ : Γ → R 2 in two forms
We define central second order differences in x-direction
and mixed second order differences
and analogously for the other directions. Then a TV 2 regularizer can be defined by the Frobenuis norm of the Hessian of u,
The infimal convolution (IC) of two functions
If F i , i = 1, 2, are proper, convex, lower semi-continuous and F i (u) = F i (−u), then F 1 F 2 is also proper, convex, lower semi-continuous and the infimum is attained [54, 61] . We consider two common ways to incorporate first and second order information into the prior, namely in an additive way and by IC. The corresponding priors look for β ∈ (0, 1) as follows:
Infimal Convolution
The IC model is related to TGV of order two given by:
In contrast to the IC prior, the TGV prior does not require the computation of second order differences. The relation to the IC model, which by (2) and (2) can be rewritten as (2) has the form ξ = ∇w for some w : Γ → R. Then both models differ only in the use of the nonsymmetric or symmetric backward difference operator.
For the IC and TGV models we are interested in the corresponding decompositions:
For details on the discrete models we refer to [61] . In various applications, the individual IC components v and w are of interest, e.g., in motion separation [40] or early detection of cracks in materials during tensile tests [9, 10] . In the Euclidean setting, tools from convex analysis can be applied for finding minimizers of the functionals including algorithms based on duality theory as the ADMM.
Extrinsic Models for Manifold-Valued Images
The simplest idea to generalize the gray-value models to images u : Γ → M having values in a manifold M is to embed the manifold into an Euclidean space.
Recall that by Whitney's theorem [68] every smooth ddimensional manifold can be smoothly embedded into an Euclidean space of dimension n = 2d. Moreover, by Nash's theorem [49] every Riemannian manifold can be isometrically embedded into an Euclidean space of suitable dimension. Assuming that M is embedded in R n , we can just apply the three Euclidean models from the previous section, which we denote by E * , * ∈ {ADD, IC, TGV}, for u ∈ R nN with the constraint that the image values have to lie in the manifold. In other words, we are interested in
and for the IC and TGV decompositions in
where ι M N denotes the indicator function of the product manifold M N . Due to the manifold constraints, the models are in general no longer convex. Exceptions are manifolds which are closed convex sets in the embedding space as, e.g., (the closure of) P(r). If M is closed, we directly get the existence of a global minimizer by the coercivity and lower semi-continuity of the functional. For the squared 2 -TV model an extrinsic approach was given in [55, 56] with a sketch how it can be generalized for the additive model. The extrinsic IC model was discussed in our conference paper [13] .
To minimize
we apply an alternating direction method of multipliers (ADMM) [32, 37] in the form given in [24] . For details we refer to [52] . As additional step to the Euclidean setting ADMM requires the orthogonal projections of elements from the embedding space onto the manifold. For the manifolds in our numerical example we notice the following:
, the projection is just the normalization of the vector with respect to the Euclidean norm in R d+1 . -For SO(3), the authors of [55, 56] suggested to embed the SO(3) into R 9 . Then the projection requires the singular value decomposition of the matrix in R 3,3 we want to project. In this paper, we prefer an embedding of SO(3) into R 4 via the quaternion representation, see Appendix B. This reduces the dimension of the problem and the projection is again just a normalization.
, the orthogonal projection approach is in general not possible since the manifold is an open cone of R n . A numerical remedy would be to project onto the closed cone and add a small parameter to the eigenvalues of the resulting matrix to make it positive definite. Often also a convex barrier function as − log det is added instead of the indicator function to stay in the manifold, see, e.g., [43] . However, in this paper, we apply only intrinsic approaches to images with values in P(r). dard arguments. For spheres and the SO(3), convergence is observed numerically, but cannot be guaranteed theoretically.
The convergence of the ADMM for special non-convex functionals was recently addressed in [66] . Unfortunately, the assumptions of that paper do not fit into our setting: More precisely, Assumption 2 in [66] would require with respect to our setting that the range of (∇ T , I)
T is a subset of the range of the identity matrix which is clearly not the case. A possibility to circumvent theoretical convergence problems would be to consider a smoothed version of the functional such that it becomes Lipschitz differentiable and a gradient reprojection algorithm can be applied. For such an algorithm convergence was shown in [4] for functions satisfying a Kurdyka-Lojasiewicz property. However, in our experiments, the algorithm shows a bad convergence behavior numerically such that we prefer ADMM.
The following example motivates our efforts to find intrinsic IC and TGV decompositions. jump" in the signal is smaller than it occurs, since the shorter arc on the circle is the one "wrapping" around (going over ±π). The "jump" at t = 82 is just only due to the representation system. Embedding each pixel f i ∈ S 1 into R 2 yields the black signal in R 
Preliminaries on Manifolds
Let M be a connected, complete d-dimensional Riemannian manifold. By T x M we denote the tangent space of M at x ∈ M with the Riemannian metric ·, · x and corresponding norm · x . Further, let T M be the tangent bundle of M. By dist : M × M → R ≥0 we denote the geodesic distance on M. Let M N be the product or N -fold power manifold with product distance
Let γ x,y : [0, 1] → M be a (not necessarily shortest) geodesic connecting x, y ∈ M. We will also use the notation γ(x, y; t) := γ x,y (t) to address points on the curve. Further, we apply the notation γ x;ξ to characterize the geodesics by its starting point γ x;ξ (0) = x and directionγ x;ξ (0) = ξ ∈ T x M. Note that the geodesic γ x,y is unique on manifolds with nonpositive curvature. Simply connected, complete Riemannian manifolds of nonpositive sectional curvature are called Hadamard manifolds. Examples are the manifold of positive definite matrices or hyperbolic spaces. The exponential map exp x : T x M → M is defined by
Since M is connected and complete, we know by the Hopf-Rinow theorem [41] that the exponential map is indeed defined on the whole tangent space. The exponential map realizes a local diffeomorphism from a neighborhood D T (0 x ) of the origin 0 x of T x M into a neighborhood of x ∈ M. More precisely, extending the geodesic γ x;ξ from t = 0 to infinity is either minimizing dist(x, γ x;ξ (t)) all along or up to a finite time t 0 and not any longer afterwards. In the latter case, γ x;ξ (t 0 ) is called cut point and the set of all cut points of all geodesics starting from x is the cut locus C(x). This allows to define the inverse exponential map, also known as logarithmic map as
Then the Riemannian distance between x, y ∈ M, for y / ∈ C(x), can be written as dist(x, y) = log x (y), log x (y)
Let F : M → N be a smooth mapping between manifolds and ξ ∈ T x M. The mapping DF (x)[ξ] from the set of smooth functions on a neighborhood of x to R given by
is a tangent vector in T F (x) N and the linear mapping
and G : M 2 → M 3 be two smooth mappings. Then the differential of their concatenation G • F applied to ξ ∈ T x M 1 is given by the chain rule
For a function f : M → R the Riemannian gradient grad M is defined by
A connected Riemannian manifold M is (globally) symmetric if the geodesic reflection at any point x ∈ M is an isometry of M. All manifolds considered in this paper are symmetric ones. Let X (M) be the set of smooth vector fields on M. Given a curve γ : [0, 1] → M, we denote by X (γ) the set of smooth vector fields along γ, i.e., X ∈ X (γ) is a smooth mapping X :
We define the parallel transport of a tangent vector ξ ∈ T x M to T y M by
where X ∈ X (γ x,y ) is the vector field parallel to a minimizing geodesic γ x,y with X(0) = ξ. There exist analytical expressions of the parallel transport only for few manifolds as spheres or positive definite matrices. However, the parallel transport can be locally approximated, e.g., by Schild's ladder [29, 44] or by the the pole ladder [48] . In this paper, we focus on the pole ladder since the approximation is exact in symmetric Riemannian manifolds [51] . Given x, y ∈ M, the pole ladder transports ξ ∈ T x M to ζ ∈ T y M in four steps, cf. Fig. 4 .1 left:
1. take the mid point between x and y, c := γ(x, y; 1 2 ); 2. map ξ onto the manifold by the exponential map, e := exp x (ξ); 3. evaluate the geodesic between e and c at 2, i.e. p := γ(e, c; 2); 4. lift the end point to the tangent space of y by the logarithmic map and multiply with −1 to get ζ = P P x→y (ξ) := − log y (p). In summary, the transported vector is given by P P x→y (ξ) := − log y γ exp x (ξ), γ x, y; 1. map v to the manifold by the exponential map, e := exp x (ξ); 2. take the mid point between y and e, c := γ(y, e; 1 2 ); 3. evaluate the geodesic between x and c at 2, p := γ(x, c; 2); 4. lift the point p to the tangent space of y with the logarithmic map, w := log y (p).
The transported vector is given by
In our minimization algorithms, we will need the Riemannian gradient of special functions, in particular of those appearing in the pole ladder (4). This gradient can be computed for symmetric Riemannian manifolds using the theory of Jacobi fields. The following lemma collects the final results which can be partially found in [6, 20, 28] . For the complete proof we refer to [52] . together with the coefficient maps α : R → R and parameters T . Then the differential DF (x) at x ∈ M is given for all ξ ∈ T x M by
where
denotes a parallel transported orthogonal frame along the geodesic γ with γ(0) = x and γ(1) = y depending on F . Further, the frame diagonalizes the Riemannian curvature tensor R(·,γ)γ with respective eigenvalues κ k , k = 1, . . . , d. The functions F and α are given as follows: i) For F := exp · (u), we have T = 1, y := exp x u and
ii) For F := log · (y), we have T = 0 and
iii) For F := log y (·), we have T = 1 and
vi) Finally, we obtain for F := exp x (·) with
and T = 1 that the differential DF (u) of F at u ∈ T x M is given by (4.1), where we have to replace x ∈ M by u ∈ T x M and to set y := exp x u.
The adjoint operator (DF )
Intrinsic Models for Manifold-Valued Images
In this section, we develop intrinsic variational models to process manifold-valued images u : G → M. Instead of the data term (2) we use
First Order Differences
We define forward differences in x-direction by
and analogously in y-direction. Then we define
as discrete gradient. As counterpart of (2) we introduce for ξ = (ξ i ) i∈Γ with ξ i ∈ (T ui M) s the expression
Having (4) in mind, the TV regularizer for manifoldvalued images becomes
The model E int data (u; f ) + α TV int (u) was already considered in [46, 67] . Recently, several attempts have been made to translate concepts from convex analysis to the manifold-valued setting and it turns out that a rich theory of convex functions can be built in Hadamard manifolds, for an overview see, e.g., [5] . Then the functional is convex so that various algorithms as, e.g., the cyclic proximal point algorithm can be proved to converge, see [67] .
Second Order Differences via Midpoints of Geodesics
To incorporate second order differences into the functional is not straightforward since there is no general definition of second order differences for manifold-valued data. We emphasize that we do not speak about Hessians of real-valued functions living on a manifold. In our case, the differences are taken with respect to Γ . If the manifold is in particular a Lie group, additions can be replaced by group operations which we will consider in the next section. In this section, we adopt the definition of the absolute value of second order differences from [6] . Observing that in the Euclidean case the absolute second order difference of
where C x1,x3 is the set of mid points γ x1,x3 ( 1 2 ) of all geodesics joining x 1 and x 3 . Similarly, second order mixed differences were defined for x i ∈ M, i = 1, . . . , 4, in [17] :
dist(c,c).
We emphasize that in contrast to the TV functional TV int the second order absolute difference d 2 is not convex in x i , i = 1, 3 on Hadamard manifolds. However, using this definition we can introduce the absolute value of the second order difference in x-direction 
In [6] , anisotropic versions of TV int and TV int 2 were used to set up an additive prior within a denoising model. Here we focus on the isotropic prior given by Additive Coupling
Concerning our IC model we realize that in the Euclidean setting the IC of two one-homogeneous functions F 1 , F 2 as for example TV and TV 2 , can be rewritten as
Now we may consider the "midpoint infimal convolution" of F i : M → R, i = 1, 2,
in the following "Midpoint" IC prior:
Infimal Convolution (Midpoint Approach)
We are interested in the IC Decomposition (Midpoint Approach:
Here, γ vi,wi ( 1 2 ) addresses the midpoint of the geodesic having smallest distance from f i , for all i ∈ Γ, and we finally set u := γ v,w ( 
Intrinsic TGV Model
TGV does not require the definition of second order differences. The first summand in the Euclidean TGV model (2) can be replaced for ξ = (ξ i ) i∈Γ with ξ i ∈ (T ui M) 2 by
The treatment of the backward differences ∇ S ξ in the second TGV summand requires to "substract" tangent vector from different tangent spaces. For this purpose, we apply the parallel transport between the tangent spaces. We realize the parallel transport by the pole ladder (4) which is exact in symmetric Riemannian manifolds. Then the backward difference of a vector field
otherwise, similarly in y-direction. Application of backward differences to a vector field ξ ∈ (T u M N ) s is meant componentwise. In our minimization algorithms we will need the differential of the backward differences. Note that the pole ladder consists only of the concatenation of geodesics, exponential and logarithmic maps whose differentials are given in Lemma 4.1. For the differentials of the direct parallel transport in S d and P(r) we refer to [20] . We set
For simplicity of computations, we use ∇ int instead of the counterpart of ∇ S to define a (pole ladder) TGV model by
Total Generalized Variation
Again we are interested in the
(5. Fig. 5.2 left. The signal ν
approximates the finite differences of f taking its phasevalued structure into account. [20] ) In the parallel work [20] , the authors introduced an axiomatic discrete TGV approach for manifold-valued images. In the one-dimensional setting, they proposed the prior
Remark 5.1 (Comparison to
In contrast to our prior, TGV BHSW is directly defined on the manifold M and not on T M. Setting v i := exp ui ξ i we can relate the distances in TGV BHSW to those in our TGV int prior by
In the two-dimensional setting, we prefer an isotropic models instead of an anisotropic one in [20] . For minimizing the TGV decomposition model we apply a gradient descent algorithm to a slightly smoothed version while the authors in [20] use a cyclic proximal point algorithm without any convergence guarantee.
Intrinsic Models for Lie Groups
Now we assume that the manifold M is in addition a Lie group with group action • : M × M → M and unit element e ∈ M. This means that the group action as well as the mapping x → x −1 , x ∈ M are smooth. For more information on Lie groups we refer to [33, 57] . In our numerical examples, S 1 and SO(3) are Lie groups. The idea is to set up the different priors by replacing additions and substractions in the Euclidean models by the group operation. All three priors are defined on the manifold now.
The left and right translation L x , R x : M ×M → M with respect to x ∈ M are given by
respectively and
A metric on a Lie group is called right-invariant if for all x, y ∈ M and all ξ, ζ ∈ T y M it holds
and similarly for the left-invariant metric. Therefore a right (left) invariant metric is induced by a metric on the tangent space T e M which is actually the Lie algebra of M. For matrix groups we will use the Frobenius inner product on T e M. Every compact Lie group, in particular S 1 and SO(3), admit a metric which is both left-and right-invariant, i.e. they have a bi-invariant metric. This is in general not the case as the example of Euclidean transformation group SE(n), n ≥ 2 shows, see [3] . In this section, we restrict our attention to manifolds M having a right-invariant metric. Then we have for the distance function on M,
This distance function is used in the the data term in (5). Replacing substractions by appropriate group operations, we can define forward and backward "differences" in x-direction in the Lie group as and similarly in y-direction. Then we see for the manifoldvalued TV term (5.1) by (6) that
Furthermore, second order differences on Lie groups resemble the concatenation of forward and backward operations the Euclidean case, e.g.,
and in mixed directions 
Now the additive and IC prior on Lie groups can be introduced as follows:
Additive Coupling
Again, we are interested in the splitting model:
. Since we just apply group operations to define ,,differences" the TGV prior is also defined on the Lie group by
Actually, we are interested in the following decomposition: Due to the construction, the main difference to the result of the Midpoint IC model is the slope of the piecewise geodesic parts and the jump height of the piecewise constant part.
Next, we apply the Lie group TGV model (6) with parameters α = 0.001, β = 
Gradient Descent for the Intrinsic Models
To compute critical points of the intrinsic models we apply gradient descent algorithms. To make the priors differentiable, we have to add a small positive value ε 2 1 within the square roots appearing in TV * , TV * 2 and TGV * , * ∈ {int, Lie}. For the intrinsic IC models
we apply the gradient descent Algorithm 1. We use the notation
For the E int TGV model which is defined on the manifold and the tangent bundle, we propose Algorithm 2. 
Algorithm 1 Gradient Descent for
Choose the smallest l ∈ N fulfilling the Armijo condition
ii) For the functional E int TGV , every accumulation point of the sequence (u (r) , ξ (r) ) r∈N generated by Algorithm 2 is a critical point. Concerning ii) we recognize that Algorithm 2 is a descent algorithm on M N × (T M N ) 2 [53, 59] with an Armijo step size rule. Hence the assumption follows by [1, Theorem 4.3.1] .
To obtain the gradients in Algorithm 1 and 2 we have to compute the gradients of all involved summands. In the rest of this section, we sketch their computation. We restrict our attention to symmetric Riemannian manifolds and Lie groups with bi-invariant metric.
Algorithm 2 Gradient Descent for
for a detailed treatment of all involved Riemannian gradients we refer to [52] .
The gradients of the data term E .2) we can apply the the gradient computations of d int * , * ∈ {xx, yy, xy, yx}, detailed in [6] together with the chain rule. The gradient of dist
2) follows by the chain rule and Lemma 4.1 iv) and v). The gradient of dist
using the right invariance of the geodesic distance. Similarly, we compute the gradient with respect to w using the left invariance of the metric. To get the gradient of TV Lie 2 we apply the chain rule with the following lemma. [log wi•w
The proof is given in Appendix. The summands in the TGV prior on Lie groups (6) have a similar structure as those in the Lie group IC model. The computation is even simpler since no argument exists twice in one distance term. Therefore the gradients can be calculated by isolating the arguments of interest on one side of the distance function and then apply the chain rule with (7) .
It remains to consider the gradient of the TGV int prior in (5.3). Due to symmetries we may stick to the one-dimensional case. Further, we abbreviate the differentials from Lemma 4.1 by
Then the gradients can be derived by the chain rule and the following lemma.
Lemma 7.2 The functions
have the Riemannian gradients
where we set e i := exp ui−1
and p i := γ(e i , c i ; 2).
The proof is given in the appendix.
Numerical examples
The gradient descent algorithm and ADMM are implemented in Matlab. The basic manifold functions, like logarithmic and exponential maps, as well as the distance function are implemented as C++ functions within the " Manifold-valued Image Restoration Toolbox"(MVIRT)
1 and imported into Matlab using mexinterfaces with the GCC 4.8.4 compiler. As a quality measure we use the mean squared error (MSE) defined by
where u 0 denotes the original image. The parameters in the artificial examples are adapted via grid search to minimize this measure . The relaxation parameter ε is chosen for each experiment based on the data. The algorithm stops if one of the following criteria is fulfilled -the maximal change is small enough, i.e.,
with δ = 10 −10 for signals and δ = 10 −8 for images; -the number of iterations exceeds c ∈ N, i.e., r > c, with c = 10 6 for signals and c = 10 5 for images.
S 1 -valued data
We start with the S 1 -valued image in Fig. 8 .1 (a) from [14] . Adding wrapped Gaussian noise results in the corrupted image (b). In [14] the additive TV 1∧2 yields to an error of = 5.4 × 10 −3 . Comparing this result to the pole ladder TGV (α = 1, β = 0.3, ε = 10 −3 ), see (c) and Lie group TGV (α = 1, β = 0.3, ε = 10 −6 ), cf. (d), we see that the TGV models yield a smaller error. These models are able to nicely reconstruct the linear parts in the ellipsoid and the edges of the boxes. Compared to the nonlocal methods [45] and [15] shown in (e) and (f), respectively, the TGV models have nearly the same error. However, looking at the paraboloid in the bottom right corner, they outperform the nonlocal methods visually.
S
2 -valued data Now we are interested in S 2 valued signals, where the Lie group approach cannot be applied. First, we are interested in the decomposition of a signal. The ground truth signal in Fig. 8.2 is obtained as follows: we take three great arcs from the north pole to the equator, a quarter great arc along the equator, and from thereon further to the south pole. We scale the segments by , respectively such that we obtain jumps between the three geodesic segments. This yields a signal of length 192 shown in Fig. 8.2 (b) . We apply the Midpoint IC model with α = 11 100 , β = 1 11 . The result u approximates f and its decomposition into v and w yields signals that are nearly piecewise constant and piecewise geodesic, respectively.
Next we present a denoising result. In Fig. 8.3 we compare intrinsic additive model with the Midpoint IC and pole ladder TGV approach. The original signal consists of four segments of length 20; the first two are geodesic segments, then there is a jump to a constant segment, and the last segment is again geodesic. Fig. 8.3 (a) shows the original and the corrupted signal with Gaussian noise (σ = 0.1). The parameters for the additive model are αβ = ) (black) nearly reconstructs f (green). 
SPD-valued data
In this subsection, we consider the decomposition and denoising of SPD-valued data. Fig. 8.4 shows a signal u 0 with values in P(2) which is the midpoint of a signal with four constant parts and one with two geodesic parts. The signal f is its noisy version with Gaussian noise. We apply the intrinsic additive model (α = 0.46, β = 1), the intrinsic TGV model (α = 2.5, β = 0.2), and the Midpoint IC model (α = 4.5, β = (3), where S ⊂ SO(3)/S denotes the symmetry group of the crystal structure in point i. EBSD images usually consist of regions with similar orientations called grains. Fig. 8.6 displays a typical EBSD image of a magnesium specimen from the software package MTEX [7] which is also used for the color visualizing the data. For certain macroscopic properties the pattern of orientations within single grains is important, see e.g., [8, 64] . Fig. 8 .7 displays the single grain at the lower right corner of Fig. 8.6 . Since the rotations vary little within a single grain, we treat the data as SO (3) by placing the center of the colormap at the Karcher mean of the samples and using the same stretching factor for all w. The denoising result of the extrinsic IC model (α = 0.06, β = Left: The raw EBSD data of a Magnesium sample with color visualization from [7] . Right: Clinched colorization to highlight details in single grains.
(a) Noisy grain.
IC .
(h) w Lie IC . In Fig. 8.8 , we apply the extrinsic and Lie group TGV model to the grain in the upper left corner of Fig. 8.6 . For the extrinsic approach we chose the parameters (α = 1.4 × 10 −2 , β = ). Both methods lead to similar denoising results. However, the intrinsic Lie group TGV allows a meaningful decomposition of the "gradient". The components of the vector a = (a 1 , a 2 ) are shown in Fig. 8.8 (d) and (e). In particular, the "compensator" a 1 has a jump at the subgrain boundary.
Conclusions
We proposed space discrete intrinsic variational models for the restoration of manifold-valued images, where we considered three different priors, namely additive and IC coupling of absolute first and second order differences and a TGV model. For Lie groups, another approach was given based on the group operation. In contrast to our general intrinsic TGV model, where gradients and their additive components are defined in tangent spaces, the components of the TGV Lie group ap- proach live on the manifold. To get a better intuition of the models one should discuss what happens if the grid mesh size goes to zero. Or the other way around, a spatial continuous setting from which the current models follow by discretization is highly interesting, but clearly out of the focus of this paper. Note that for M = S 1 there exists a continuous TV approach [34, 35, 36] .
The performance of our models was demonstrated by numerical examples. A future topic consists in speeding up the computations. In [12] we proposed for example a half-quadratic method which may be applied.
A Riemannian Gradients of Differences
Proof of Lemma 7.1: Using that the bi-invariant metric is invariant to inversion, i.e., dist(x, y) = dist(x −1 , y −1 ) for x, y ∈ M, we obtain
• w i+ (1,0) ).
[log w i •w
Proof of Lemma 7.2: First, we consider the Riemannian gradient of F 1 . As the connection is compatible with the metric, we obtain grad M,ξ i F 1 and grad M,ξ i F 2 . For the computation of the gradients of F 1 with respect to u i , u i+1 we know that the outer function has gradient T and obtain for ζ
Similarly we can treat the derivative with respect to u i+1 by replacingL by l. Next we handle As u i or u i+1 appear twice in the pole ladder we get a sum of two differentials. For u i appearing in the logarithm and the mid point evaluation we obtain for ζ ∈ Tu i M, A Riemannian metric is the metric from the embedding space, i.e., the Euclidean inner product. The geodesic distance related to this metric is given by dist(x, y) = arccos x, y , where ·, · is the standard scalar product in R d+1 . The geodesic γ x,ξ (t) with γ x,ξ (0) = x andγ x,ξ (0) = ξ is given by The orthogonal projection of x ∈ R d+1 onto S d is given by Π(x) = x/ x 2 . The parallel transport 
B.2 The special orthogonal group
Let SO(3) = {x ∈ R 3,3 : x T x = I 3 , det(x) = 1}, be the space of rotations in R 3 . The tangent space at x ∈ SO(3) is Tx SO(3) = x Skew(3), with Skew(3) = {x ∈ R 3,3 : x T + x = 0}. It is a Lie group with bi-invariant metric and geodesic distance dist SO(3) (x, y) = √ 2 arccos tr(x T y) − 1 2
.
An isometric representation of the rotations in R 3 is given by the unit quaternions, see [38] : for p 1 , p 2 ∈ R 4 , p 1 = (s 1 , v 1 ) T , p 2 = (s 2 , v 2 ) T , v 1 , v 2 ∈ R 3 , the multiplication is defined by
the unit element is e = (1, 0, 0, 0) T and the inverse is given by
A rotation of a vector x ∈ R 3 around the angle α ∈ (0, π] and axis r ∈ S 2 can be realized with p(α, r) := cos( Note that p(α, r) ∈ S 3 , further p(α 1 , r 1 ) • p(α 2 , r 2 ) ∈ S 3 , so the rotations can be identified with elements on the sphere S 3 . As p and −p yield the same rotation, we have a bijection between SO(3) and S 3 /{−1, 1}. Furthermore (SO(3), dist SO (3) ) is isometric to (S 3 /{−1, 1}, The exponential map, logarithmic map, and the projection on S 3 can be used, with a few adjustments. The result of the exponential map and the projection is chosen, such that the first entry is positive. For the computation of the logarithmic map log p q, we chose the representation of q having the smallest distance to p.
B.3 Symmetric positive definite matrices
The dimension of the manifold P(r) of symmetric positive definite matrices is d = r(r+1) 2
. Then the affine invariant geodesic distance is given by dist P(r) (x, y) = Log(x
where · F denotes the Frobenius norm of matrices and Exp and Log denote the matrix exponential and logarithm, respectively. The tangential space at x ∈ P(r) is given by TxP(r) = {x , using the canonical embedding of the upper triangular matrix. Then the projection onto the closure of the manifold P(r) is given as follows: let x = uΛu T denote the eigenvalue decomposition of an real-valued symmetric matrix x ∈ R r,r represented as before by its upper triangular entries as a vector in R n . Hence u is an orthogonal matrix, and Λ = diag(λ 1 , . . . , λr) is the diagonal matrix of the eigenvalues of x. The projection is then given by Π(x) = uΛu T ,Λ := diag(λ 1 , . . . ,λr),λ i := max{0, λ i }.
The parallel transport
Px→y : TxP(r) → TyP(r)
along the geodesic from x to y is given by ).
