and Wagner and Lerch (1978) . (Brown, 1988) .
In Figure  I 
4O5
The latter case is characteristic of our situation particularly for the high precision laser data. The bias effects per pass tend to fluctuate randomly from pass to pass.
In general for a given satellite data type t we have W t = ftlo_ where ot is the rms of residuals for the satellite data set and ft is a downweighting factor to account for the bias effects and the correlated effects of the residuals particularly within the pass. The weighting technique will obtain wt directly.
Note from Table IA are the normal equations, where x is the Nx = R solution, R is the vector of residuals, and is the approximate form for the variance-V = N-I covariance error matrix which must be zz calibrated by adjusting the weighting.
The process of minimizing both signal (Kaula constraints) plus noise in (I) is also known as collocation by Moritz (1978) . With the normal least squares approach (noise-only minimization) there is a problem of separability due to the strong correlation between many of the high degree coefficients. The absence of collocation (GEM-TIwithout the Kaula constraint) results in excessively large power in the adjustment of the potential coefficients. Figure 2 illustrates the instability of the least-squares solution when collocation is not used.
A satellite-derived gravity solution has been solved without collocation which is evaluated using a global set of independent gravity
anomalies. An unrestricted high degree field performs poorly due to excessively large adjustment in the coefficients which is normally circumvented in the standard least-squares method by solving for a smaller sized field.
Unfortunately, by restricting the size of the field, one also is requiring the higher degree terms above the field limits to be constrained absolutely to zero. The aliasing signal sensed in the data above the field limits is absorbed into the adjustment of the lower degree coefficients. The best approach is seen with the least squares collocation (or constrained) solution, GEM-TI, with a complete solution of a 36x36 field in harmonics. The normal matrices for each data subset twlll be given as w t N t = wtA_A t
T wtR t : wtA_e t where t=O is a special case which corresponds to the signal constraints where the weight is fixed.
5.
METHOD OF ESTIMATION OF WEIGHTS
The technique for estimating w t for each data set t is based upon a complete solution (S) with all the data and a subset solution (St) where data set t is removed. Let the normal equations for the complete solution x and the subset solution x t be given as in (7) 
V(xt ) : _-I _ E(xtx_ )
The covarianee of the difference between the solutions is
:
where as shown below
From (9) E(xtxT ) :
From (10) and (11) 
E(R R T) : E[R(R + wtRt )T]
The latter result is true as from (10) the data set t is excluded from the subset solution, making R and R t independent. Hence (14) results by substituting (16) into (15) and using (11).
WEIGHTING ALGORITHM
Using just the gravity parameters in (Xt-X) the algorithm is given by the calibration factor k t obtained from
weighting (17) where TR denotes the trace of the matrix and where from (9) through (13) xt-x = N-IR -N-IR = Xt-X
: _ wjNj 
To the same approximation xt-x = wt _-I Rt
From ( Table 4 for the calibration factor using independent data from Seasat altimetry (Rapp, 1986) and surface gravity data (Pavlis, 1988 74_0.
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