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EQUIVARIANT KASPAROV THEORY AND GENERALIZED
HOMOMORPHISMS
RALF MEYER
Abstract. Let G be a locally compact group. We describe elements of
KKG(A,B) by equivariant homomorphisms, following Cuntz’s treatment in
the non-equivariant case. This yields another proof for the universal property
of KKG: It is the universal split exact stable homotopy functor.
To describe a Kasparov triple (E, φ, F ) for A,B by an equivariant homo-
morphism, we have to arrange for the Fredholm operator F to be equivariant.
This can be done if A is of the form K(L2G) ⊗ A′ and more generally if the
group action on A is proper in the sense of Exel and Rieffel.
1. Introduction
In this article, we carry over the description of Kasparov theory in terms of
generalized homomorphisms to the equivariant case. Let us first recall the well-
known situation for Kasparov theory without group actions.
The existence and associativity of the Kasparov product mean that we can define
a category KK whose objects are the separable C∗-algebras and whose morphisms
from A to B are the elements of KK(A,B). In [5] and [6], Cuntz relates elements
of KK(A,B) with trivially graded C∗-algebras A and B to ordinary ∗-homomor-
phisms. He defines a certain ideal qA in the free product A ∗ A and constructs a
natural bijection between KK(A,B) and the set [qA,K ⊗ B] of homotopy classes
of ∗-homomorphisms qA → K ⊗ B, where K denotes the algebra of compact op-
erators on a separable Hilbert space. Skandalis [20] remarks that we also have
KK(A,B) ∼= [K ⊗ qA,K ⊗ qB]. The Kasparov product becomes simply the com-
position of ∗-homomorphisms in this picture. Cuntz’s description of KK(A,B) is
used by Higson [12] to characterize Kasparov theory by a universal property: The
canonical functor from separable C∗-algebras to KK is the universal split exact
stable homotopy functor.
For graded C∗-algebras, Haag [10] describesKK(A,B) in a similar way as the set
of homotopy classes of grading preserving ∗-homomorphisms from χA to Kˆ ⊗ˆB for
a suitable graded C∗-algebra χA. He shows that KK(A,B) ∼= KKZ2(Sˆ ⊗ˆ A,B),
where KKZ2 is the Z2-equivariant Kasparov theory for trivially graded algebras
and Sˆ is C0(R) graded by reflection at the origin. Furthermore, Haag identifies the
Kasparov product for graded C∗-algebras in this setting [9].
It is straightforward to carry over these results to KKG for a compact group G.
However, new ideas are necessary if G is merely locally compact. The only result in
that generality I am aware of is due to Thomsen [21]. He shows that KKG can still
be characterized as the universal split exact stable homotopy functor. However, he
does not obtain a description of KKG by equivariant ∗-homomorphisms.
Let A and B be G-C∗-algebras. Let K be the algebra of compact operators
on the direct sum of infinitely many copies of L2G. We would like to associate a
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G-equivariant ∗-homomorphism qA→ K⊗B (or χA→ Kˆ ⊗ˆB in the graded case)
to a Kasparov triple (E, φ, F ) for A,B. This may be impossible for two reasons:
The operator F need not be G-equivariant, and there may be no G-equivariant
embedding E ⊂ L2(G,B)∞. It is surprisingly easy to overcome these problems:
We just have to replace A by K(L2G) ⊗ A. If the map φ : K(L2G) ⊗ A → L(E) is
essential in the sense that φ(K(L2G)⊗A) · E is dense in E, then E = L2(G,E′) for
some Hilbert B,G-module E′. Hence E can be embedded in L2(G,B)∞. Moreover,
the additional copy of L2G gives us enough freedom to replace F by a compact
perturbation F ′ that is G-equivariant (Lemma 3.1).
Once we have that F is G-equivariant and E ⊂ L2(G,B)∞, we can proceed as in
the non-equivariant case. We show that we get the same KKG-groups if we restrict
to Kasparov triples and homotopies (E, φ, F ) with a G-equivariant symmetry F and
E ⊂ L2(G,B)∞ (Proposition 3.4). Symmetry means that F = F ∗ and F 2 = 1. This
yields a bijection between KKG(K(L2G) ⊗ A,B) and the set of homotopy classes
of G-equivariant ∗-homomorphisms q(K(L2G)⊗A)→ K⊗B (Proposition 5.4). In
addition, we obtain an analogous statement for graded algebras and show that we
may tensor q(K(L2G)⊗A) with K(H) for any G-Hilbert space H.
The universal property of KKG for trivially graded separable G-C∗-algebras is
an immediate consequence of this description of KKG because F (qA) ∼= F (A) for
any split exact stable homotopy functor F . For graded algebras, we prove that
KKG(A,B) ∼= KKG×Z2(Sˆ ⊗ˆA,B),
where KKG and KKG×Z2 denote the Kasparov theories for graded G-C∗-algebras
and trivially graded G× Z2-C∗-algebras, respectively. We describe the Kasparov
product in this setting.
In addition, we show that we can obtain KKG(A,B) using only Kasparov triples
(E, φ, F ) with G-equivariant F and E ⊂ L2(G,B)∞ if A is proper in the sense of
Exel [7] and Rieffel [18]. This notion of properness is quite general and covers both
algebras of the form K(L2G)⊗A and the proper algebras of [8].
Our key result concerning proper group actions is that a countably generated
Hilbert A,G-module E satisfies E ⊕ L2(G,A)∞ ∼= L2(G,A)∞ if and only if K(E)
is a proper G-C∗-algebra. This is not surprising in view of Rieffel’s treatment of
square-integrable representations of groups on Hilbert space [18].
2. Notation and Conventions
For the convenience of the reader, we recall the definitions of Hilbert modules,
Kasparov triples, and connections. Moreover, we fix some notation.
Let G be a locally compact, σ-compact topological group. Let dg be a left invari-
ant Haar measure on G and let L2G = L2(G, dg). The left regular representation
of G, defined by λg(f)(g
′) := f(g−1g′) for f ∈ L2G and g, g′ ∈ G, is a strongly
continuous unitary representation of G on L2G. We always equip the C∗-algebra
K(L2G) of compact operators on L2G with the G-action induced by λ. That is,
λg(T ) = λg ◦ T ◦ λ−1g for all g ∈ G, T ∈ K(L2G).
Let Z2 be the group with two elements and let G2 := G × Z2. A Z2-graded
G-C∗-algebra or, briefly, G2-C
∗-algebra is a C∗-algebra with a strongly continuous
action of G2. Recall that a grading is nothing but a Z2-action. We always write αg
and βg for the actions of g ∈ G2 on the G2-C∗-algebras A and B, respectively.
Let M2 and Mˆ2 be the algebra of 2× 2-matrices with the trivial grading and
with the off-diagonal grading, respectively. That is, the off-diagonal terms in Mˆ2
are odd. Let Cl1 be the first Clifford algebra, that is, the universal C
∗-algebra
generated by an odd symmetry.
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2.1. Hilbert modules. Let B be a G2-C
∗-algebras. A Z2-graded Hilbert B,G-
module or, briefly, Hilbert B,G2-module is a Hilbert B-module E with B-valued
inner product 〈xy | xy〉B that is equipped with a strongly continuous linear action γg
of G2 satisfying γg(ξ ·b) = γg(ξ)βg(b) and βg(〈ξ | η〉B) = 〈γgξ | γgη〉B for all g ∈ G2,
ξ, η ∈ E, b ∈ B. We call E full iff the linear span of 〈E | E〉B is dense in B.
We write L(E) andK(E) for the C∗-algebras of adjointable and compact operators
on E. The latter is generated by the rank one operators |ξ〉〈η| defined by
|ξ〉〈η|(ζ) := ξ · 〈η | ζ〉B for all ξ, η, ζ ∈ E.
We always endow L(E) with the induced G2-action, γg(T ) := γg ◦ T ◦ γ−1g . This
action is strongly continuous on K(E) but usually not on L(E). We call T ∈ L(E)
G-continuous iff the map g 7→ γg(T ) is norm continuous.
We denote graded and ungraded spatial tensor products of Z2-graded C
∗-algebras
and Hilbert modules by ⊗ˆ and ⊗, respectively. If A is trivially graded, then there
is no difference between A ⊗ˆB and A⊗ B.
2.1.1. Standard Hilbert modules. Let ℓ2(N) be the separable Hilbert space with
trivial G2-action. Let ℓ
2(Z2N) be the graded Hilbert space ℓ
2(N)even ⊕ ℓ2(N)odd.
Let L2(GN) := L2G ⊗ ℓ2(N) and L2(G2N) := L2G ⊗ ℓ2(Z2N). We abbreviate
K(G) := K(L2G), K(N) := K
(
ℓ2(N)
)
, etc. Moreover, we write K(· · · )A instead of
K(· · · )⊗ˆA ∼= K(· · · )⊗A. Let E be a Hilbert B,G2-module. Define E∞ := ℓ2(N)⊗ˆE,
L2(G,E) := L2G ⊗ˆ E, and L2(G2,E) := L2(G× Z2) ⊗ˆ E. Let
HˆB := L
2(G2, B)
∞ ∼= L2(G,B ⊕Bop)∞, HB := L2(G,B)∞.
The Hilbert module HB is important only if B is trivially graded.
2.1.2. Isometric embeddings. Let B be a G2-C
∗-algebra and let E and F be Hilbert
B,G2-modules. A map ι : E→ F is called an isometric embedding iff it is a linear,
G2-equivariant B-module map and satisfies 〈ι(ξ) | ι(η)〉B = 〈ξ | η〉B for all ξ, η ∈ E.
Hence ι is injective and ι(E) ⊂ F is a closed G2-invariant B-submodule. We do
not require ι to be adjointable. This happens iff ι(E) is complementable, that is,
ι(E) ⊕ ι(E)⊥ = F. We write E ⊂ F iff there is an isometric embedding E→ F.
2.2. Hilbert bimodules. Let A and B be G2-C
∗-algebras. A Z2-graded Hilbert
A,B,G-bimodule or, briefly, Hilbert A,B,G2-bimodule is a Hilbert B,G2-module E
with a G2-equivariant ∗-homomorphism φ : A→ L(E). We often use module nota-
tion for the action of A on E, writing aξ instead of φ(a)(ξ). The equivariance of φ
means that γg(aξ) = αg(a)γg(ξ) for all g ∈ G2, a ∈ A, ξ ∈ E.
Let A · E ⊂ E be the subset of all elements of the form aξ with a ∈ A, ξ ∈ E.
The Cohen-Hewitt factorization theorem [3], [11] implies that A ·E is a closed linear
subspace. We call E essential iff A · E = E. Let M(A) be the multiplier algebra
of A. If E is essential, then there is a unique extension of φ to a G2-equivariant
∗-homomorphism φ : M(A) → L(E). The extension is defined by φ(m)(a · ξ) =
(m · a) · ξ for all m ∈ M(A), a ∈ A, ξ ∈ E.
If E1 is a Hilbert A,B,G2-module and E2 is a Hilbert B,C,G2-module, then
the tensor product E1 ⊗ˆB E2 over B is defined as in [15]. It is a Hilbert A,C,G2-
bimodule. If B acts on E2 via φ : B → L(E2), then we also use the more precise
notation E1 ⊗ˆφ E2 of [2].
2.3. Imprimitivity bimodules. Let A and B be G2-C
∗-algebras. A Hilbert
A,B,G2-bimodule (E, φ) is called an imprimitivity bimodule iff it is full and φ is an
isomorphism onto K(E) [19]. We call A and B Morita-Rieffel equivalent iff there
is an imprimitivity bimodule for them. This is an equivalence relation. Especially,
if E is an imprimitivity bimodule for A,B,G2, then there is a dual imprimitivity bi-
module E∗ for B,A,G2. It satisfies E
∗ ⊗ˆAE ∼= B as Hilbert B,B,G2-bimodules and
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E ⊗ˆB E∗ ∼= A as Hilbert A,A,G2-bimodules. A concrete model for E∗ is K(E, B).
The algebras K(E) ∼= A and K(B) ∼= B operate on K(E, B) by composition. The
K(E)-valued inner product is defined by 〈T1 | T2〉 := T ∗1 T2 for all T1, T2 ∈ K(E, B).
2.4. Kasparov triples. Let A and B be σ-unital G2-C
∗-algebras. A Kasparov
triple for A,B is a triple (E, φ, F ), where (E, φ) is a countably generated Hilbert
A,B,G2-bimodule and F ∈ L(E) is odd with respect to the grading and satisfies
[F, φ(a)], (1− F 2)φ(a), (F − F ∗)φ(a), (γg(F )− F )φ(a) ∈ K(E)(1)
for all a ∈ A, g ∈ G. The expression [F, φ(a)] in (1) is a graded commutator. In the
following, all commutators will be graded. The Kasparov triple is called degenerate
iff all the terms in (1) are zero.
Thomsen [22] shows that (1) implies that the operators F ·φ(a) are G-continuous
for all a ∈ A. Hence this additional requirement of Kasparov [15] is redundant.
Two Kasparov triples (Et, φt, Ft), t = 0, 1, are unitarily equivalent iff there is
a G2-equivariant unitary U : E0 → E1 with φ1(a)U = Uφ0(a) for all a ∈ A and
F1U = UF0. Up to unitary equivalence, Kasparov triples are functorial for G2-equi-
variant ∗-homomorphisms in both variables. If f : B1 → B2 is a G2-equivariant
∗-homomorphism and (E, φ, F ) is a Kasparov triple for A,B1, then
f∗(E, φ, F ) := (E ⊗ˆf B2, φ ⊗ˆ 1, F ⊗ˆ 1).
Let B[0, 1] := C([0, 1];B) with the pointwise action of G2 and let evt : B[0, 1]→ B
be the evaluation homomorphism at t ∈ [0, 1]. A homotopy between two Kas-
parov triples T0 and T1 is a Kasparov triple T¯ = (E¯, φ¯, F¯ ) for A,B[0, 1] such that
T¯ |t := (evt)∗(E¯, φ¯, F¯ ) is unitarily equivalent to Tt for t = 0, 1. The Kasparov group
KKG(A,B) is defined as the set of homotopy classes of Kasparov triples for A,B.
Let (E, φ, F ) be a Kasparov triple for A,B. We call F ′ ∈ L(E) a compact
perturbation of F iff
(F ′ − F )φ(a) ∈ K(E) and φ(a)(F ′ − F ) ∈ K(E) for all a ∈ A.
If F ′ is a compact perturbation of F , then (E, φ, F ′) is a Kasparov triple as well.
The triples (E, φ, F ) and (E, φ, F ′) are operator homotopic via the obvious path
Ft := (1 − t)F + tF ′, and therefore also homotopic.
2.5. Connections. Let E1 be a Hilbert A,G2-module and let E2 be a Hilbert
A,B,G2-bimodule. Let E12 := E1 ⊗ˆAE2. For ξ ∈ E1, define an adjointable operator
Tξ : E2 → E12 by Tξ(η) := ξ ⊗ˆη and T ∗ξ (η⊗ˆζ) := 〈ξ | η〉A ·ζ. For ξ ∈ E1, F2 ∈ L(E2),
and F12 ∈ L(E12), define adjointable operators on E2 ⊕ E12 by
T˜ξ :=
(
0 T ∗ξ
Tξ 0
)
and F2 ⊕ F12 :=
(
F2 0
0 F12
)
.
The operator F12 is called an F2-connection iff [F2 ⊕ F12, T˜ξ] ∈ K(E2 ⊕ E12) for all
ξ ∈ E1. Assume that F2 and F12 are odd and self-adjoint and denote the grading
automorphism on E1 by τ . Then F12 is an F2-connection iff
F12Tξ − TτξF2 ∈ K(E2,E12) for all ξ ∈ E1.
We will freely use the standard properties of connections [2, 18.3].
3. Equivariant connections and special Kasparov triples
Let A and B be σ-unital G2-C
∗-algebras and let H be a separable G2-Hilbert
space. A Kasparov triple (E, φ, F ) for A,B is called H-special iff
(i) F is a G-equivariant symmetry; and
(ii) H ⊗ˆ E ⊂ HˆB .
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An H-special homotopy is given by an H-special Kasparov triple for A,B[0, 1]. We
let KKGs,H(A,B) be the set of H-special Kasparov triples modulo H-special homo-
topy. If H = C, we omit the H and talk about special triples, special homotopies,
and KKGs (A,B). We are mostly interested in the cases H = C and H = L
2(G2N).
In the latter case, the condition H ⊗ˆ E ⊂ HˆB becomes tautological. The addi-
tional flexibility of choosing H is useful in connection with Proposition 5.4. A
special triple is automatically H-special because H ⊗ˆ HˆB ∼= HˆB. Hence there are
canonical maps KKGs (A,B)→ KKGs,H → KKG(A,B). Usually, these maps fail to
be isomorphisms. For instance, if the unit element of KKG(C,C) comes from an
element of KKGs (C,C), then G has to be compact.
In this section, we show that KKGs (A,B)
∼= KKGs,H(A,B) ∼= KKG(A,B) if A
has the property AE that is defined below. We verify that algebras of the form
K(L2G)A have this property. In Section 8, we will see that proper algebras have
property AE as well.
Lemma 3.1. Let A and B be σ-unital G2-C
∗-algebras. Let (E, φ, F ) be an essential
Kasparov triple for A,B. Let E′ := L2(G,A) ⊗ˆφ E ∼= L2(G,E).
There is a G-equivariant F -connection F ′ on E′. Even more, we can achieve
that F ′ is a G-equivariant self-adjoint contraction.
Proof. Let Cc(G,E) be the space of continuous functions G → E with compact
support. The inner product 〈f1 | f2〉B :=
∫
G
〈f1(g) | f2(g)〉B dg turns Cc(G,E) into
a pre-Hilbert B-module. Its completion is L2(G,E). We have L2(G,A) ⊗ˆφ E ∼=
L2(G,E) because φ is essential. We may assume that F is a self-adjoint contraction
by [2, 17.4.3]. Define F ′ : Cc(G,E)→ Cc(G,E) by
(F ′f)(g) = γg(F )f(g) = γg
(
Fγ−1g f(g)
)
for all g ∈ G, f ∈ Cc(G,E).
It is straightforward to check that F ′ is G-equivariant and odd and extends to a
self-adjoint contraction F ′ : L2(G,E)→ L2(G,E).
We claim that F ′ is an F -connection. Denote the grading automorphisms on A
and L2(G,A) by τ . We have to check that K := TξF − F ′Tτξ ∈ K(E,E′) for all
ξ ∈ L2(G,A). We may restrict to ξ of the form ξ(g) = f(g)a with f ∈ Cc(G),
a ∈ A, because such elements span a dense subspace of L2(G,A). We have
(Kη)(g) = f(g)φ(a)Fη − f(g)γg(F )φτ(a)η = Kg(η)
for all η ∈ E, where
Kg := f(g)φ(a)F − f(g)γg(F )φτ(a) = f(g)[φ(a), F ] + f(g)
(
F − γg(F )
)
φτ(a).
Since (E, φ, F ) is a Kasparov triple and f has compact support, Kg is a norm
continuous compactly supported function G → K(E). Using a partition of unity,
we can approximate the function g 7→ Kg uniformly by finite sums of functions
g 7→ ψ(g)T with ψ ∈ Cc(G), T ∈ K(E). Approximating T by sums of finite rank
operators, we can approximate K in norm by finite sums of operators of the form
η 7→ ψ ⊗ˆ |ξ〉〈ζ|(η). Hence K ∈ K(E,E′), so that F ′ is an F -connection.
We say that a G2-C
∗-algebra A has property AE iff: For all σ-unital G2-C
∗-alge-
bras B and all essential Kasparov triples (E, φ, F ) for A,B, there is a G-equivariant
compact perturbation F ′ of F and there is an isometric embedding E ⊂ HˆB .
The letters AE are an abbreviation for “automatic equivariance”.
Proposition 3.2. Let A and B be σ-unital G2-C
∗-algebras and let (E, φ, F ) be an
essential Kasparov triple for K(G)A,B. Then we can find a G-equivariant compact
perturbation of F and an isomorphism
E⊕ HˆB ∼= HˆB
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of Hilbert B,G2-modules.
Thus K(G)A := K(L2G) ⊗ˆA has property AE.
Proof. Let
ψ : K(G)A
∼=−→ K(L2(G,A))
be the canonical isomorphism. Thus (L2(G,A), ψ) is an imprimitivity bimodule.
Let (L2(G,A)∗, ψ∗) be the corresponding dual imprimitivity bimodule. That is,
L2(G,A)∗ is a Hilbert K(G)A,G-module and ψ∗ is an isomorphism between A and
K(L2(G,A)∗) such that
L2(G,A) ⊗ˆψ∗ L2(G,A)∗ ∼= K(G)A
as Hilbert K(G)A,K(G)A,G2-bimodules. Let
E0 := L
2(G,A)∗ ⊗ˆφ E, φ0 := ψ∗ ⊗ˆ 1: A→ L(E0).
Let F0 ∈ L(E0) be an F -connection. Then (E0, φ0, F0) is an essential Kasparov
triple for A,B. It is a Kasparov product of (L2(G,A)∗, ψ∗, 0) and (E, φ, F ).
Since φ is essential, we have K(G)A ⊗ˆφ E ∼= E and hence
E ∼= L2(G,A) ⊗ˆψ∗ L2(G,A)∗ ⊗ˆφ E ∼= L2(G,A) ⊗ˆφ0 E0
as Hilbert B,G2-modules. We have φ = ψ ⊗ˆ 1: K(G)A→ L(L2(G,A) ⊗ˆφ0 E0).
By Lemma 3.1, there is a G-equivariant F0-connection F
′ on E. The operator F ′
is an F -connection on K(G)A ⊗ˆφ E by [2, 18.3.4.f]. Thus F − F ′ is a 0-connection.
This means that F ′ is a compact perturbation of F by [2, 18.3.2.c]. As a result, F ′
is a G-equivariant compact perturbation of F .
The equivariant stabilization theorem [17, Theorem 2.5] for the compact group Z2
yields E0 ⊕ (B ⊕Bop)∞ ∼= (B ⊕Bop)∞ as Z2-graded Hilbert B-modules. Hence
E⊕ HˆB ∼= L2(G,E0 ⊕ (B ⊕Bop)∞) ∼= L2(G, (B ⊕Bop)∞) = HˆB
as Hilbert B,G2-modules by [17, Lemma 2.3]. Thus E ⊂ HˆB .
It is a well-known fact that any Kasparov triple is homotopic to an essential
triple [2, 18.3.6]. We need a more explicit construction of the homotopy.
Lemma 3.3. Let A and B be σ-unital G2-C
∗-algebras. Let (E, φ, F ) be a Kasparov
triple for A,B. Let Ees := φ(A) · E ∼= A ⊗ˆφ E and define φes : A → L(Ees) by
φes(a) = a ⊗ˆφ idE for all a ∈ A. Let Fes be an F -connection on Ees.
Then (Ees, φes, Fes) is a Kasparov triple.
There is a canonical homotopy (E¯, φ¯, F¯ ) between (E, φ, F ) and (Ees, φes, Fes). We
have E¯ ⊂ (E ⊕ E)[0, 1]. The operator F¯ is a G-equivariant self-adjoint contraction
if both F and Fes are G-equivariant self-adjoint contractions.
Proof. Define maps φ11 : A → L(E), φ12 : A → L(Ees,E), φ21 : A → L(E,Ees),
φ22 : A → L(Ees) by φij(a)ξ := φ(a)ξ for all ξ in the appropriate source E or Ees.
These maps combine to a G2-equivariant ∗-homomorphism
φ∗ :=
(
φ11 φ12
φ21 φ22
)
: M2(A)→
(
L(E,E) L(Ees,E)
L(E,Ees) L(Ees,Ees)
)
= L(E ⊕ Ees).
We claim that T := (E ⊕ Ees, φ∗, F ⊕ Fes) is a Kasparov triple for M2(A) and B.
We have φ11 = φ and φ22 = φes. If a ∈ A, then φ21(a) and φ12(a∗) are the
operators named Ta and T
∗
a in the definition of a connection in Section 2.5. Hence
[F ⊕ Fes, φ∗(x)] ∈ K(E ⊕ Ees) if x is off-diagonal. Using A · A = A, we can extend
this to arbitrary x ∈ M2(A). The other conditions for a Kasparov triple like
(1 − (F ⊕ Fes)2)φ∗(x) ∈ K(E ⊕ Ees) follow easily from the standard properties of
connections [2, 18.3.4] if x is diagonal. We can extend this to off-diagonal x using
once again that A · A = A. Hence T is a Kasparov triple as asserted.
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Let ιt : A→M2(A)[0, 1] be the rotation homotopy
ιt(a) :=
(
(1− t2)a t√1− t2a
t
√
1− t2a t2a
)
.
We have
(ι0)∗(T ) = (E, φ, F ) ⊕ (Ees, 0, Fes) and (ι1)∗(T ) = (E, 0, F )⊕ (Ees, φes, Fes).
Thus up to degenerate triples (E ⊕ Ees, φ∗ ◦ ιt, F ⊕ Fes) is a homotopy between
(E, φ, F ) and (Ees, φes, Fes). Using also the canonical homotopy between a degen-
erate triple and zero [2, 17.2.3], we obtain an explicit homotopy (E¯, φ¯, F¯ ) between
(E, φ, F ) and (Ees, φes, Fes). Clearly, E¯ and F¯ have the desired properties.
Proposition 3.4. Let A and B be σ-unital G2-C
∗-algebras and let H be a sepa-
rable G-Hilbert space. Assume that A has property AE. Then the canonical maps
KKGs (A,B)→ KKGs,H(A,B)→ KKG(A,B) are bijective.
That is, any Kasparov triple for A,B is homotopic to a special triple; if two
H-special triples are homotopic, then there is an H-special homotopy between them.
Proof. Let (E, φ, F ) be a Kasparov triple for A,B. We may replace the opera-
tor Fes in Lemma 3.3 by an arbitrary compact perturbation [2, 18.3.2.c]. Hence
we may select a connection Fes that is a G-equivariant self-adjoint contraction by
property AE and [2, 17.4.2–3]. A standard trick [2, 17.6] allows us replace Fes by a
symmetry. First add the degenerate triple (Eopes , 0,−Fes). The operator
F˜ :=
(
Fes
√
1− F 2es√
1− F 2es −Fes
)
∈ L(Ees ⊕ Eopes )
is a G-equivariant symmetry and a compact perturbation of Fes ⊕ −Fes. Property
AE implies that Ees ⊕ Eopes ⊂ HˆB ⊕ HˆopB ∼= HˆB . Thus
Ψ(E, φ, F ) := (Ees ⊕ Eopes , φes ⊕ 0, F˜ )
is a special Kasparov triple that is homotopic to (Ees, φes, Fes) and hence to (E, φ, F )
by Lemma 3.3. The Kasparov triple Ψ(E, φ, F ) is not quite well-defined because we
have to choose a G-equivariant connection Fes. Since Fes is determined uniquely
up to a compact perturbation, Ψ(E, φ, F ) is well-defined up to special homotopy.
We have Ψ ◦ Ψ(E, φ, F ) = Ψ(E, φ, F ) because the essential part of Ψ(E, φ, F )
is equal to (Ees, φes, Fes). Assume that two special Kasparov triples of the form
Ψ(T0) and Ψ(T1) are homotopic. If we apply Ψ to a homotopy between them, we
obtain a special homotopy between representatives of Ψ ◦Ψ(Tj) = Ψ(Tj), j = 0, 1.
Hence if Kasparov triples of the form Ψ(T ) are homotopic, then they are specially
homotopic and a fortiori H-specially homotopy.
The proof will be finished if we show that if T = (E, φ, F ) is an H-special
Kasparov triple, then there is an H-special homotopy between T and Ψ(T ).
By Lemma 3.3, there is a homotopy (E¯, φ¯, F¯ ) between T and (Ees, φes, Fes) such
that F¯ is a G-equivariant self-adjoint contraction and E¯ ⊂ (E ⊕ E)[0, 1]. Thus
H ⊗ˆ E¯ ⊂ HˆB [0, 1] = HˆB[0,1] because H ⊗ˆ E ⊂ HˆB . Replacing F¯ by a symmetry
as above, we obtain an H-special homotopy between T ⊕ (Eop, 0,−F ) and Ψ(T ).
The canonical homotopy between T and T ⊕ (Eop, 0,−F ) [2, 17.2.3] is H-special as
well.
4. Isometric embeddings of Hilbert modules
In this section, we provide some techniques to deal with not necessarily ad-
jointable embeddings of Hilbert modules. Although the group action does not
create any additional difficulty here, we give complete proofs because the corre-
sponding arguments in [5], [6], and [10] are rather sketchy.
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Let B be a G2-C
∗-algebra and let E and F be Hilbert B,G2-modules. Let
ι : E→ F be an isometric embedding as defined in Section 2.1.2. Let
LF(E) := {T ∈ L(F) | T (F) ⊂ ι(E) and T ∗(F) ⊂ ι(E)},
KF(E) := LF(E) ∩K(F).
Clearly, LF(E) and KF(E) are C
∗-subalgebras of L(F). If T1, T2 ∈ LF(E), then
T1L(F)T2 ⊂ LF(E). Thus LF(E) and KF(E) are hereditary subalgebras of L(F).
Lemma 4.1. For T ∈ LF(E), define ρ(T ) : E → E by ρ(T )(ξ) := ι−1(T ιξ) for all
ξ ∈ E. This yields a G2-equivariant isometric ∗-homomorphism ρ : LF(E)→ L(E).
Its restriction to KF(E) is an isomorphism onto K(E).
Let K(ι) : K(E) → KF(E) ⊂ K(F) be the inverse of ρ|KF(E). Then K(ι) is the
unique ∗-homomorphism satisfying
K(ι)(|ξ〉〈η|) = |ιξ〉〈ιη| for all ξ, η ∈ E.(2)
Proof. Clearly, ρ(T ) is adjointable for all T ∈ LF(E), with adjoint ρ(T ∗). Thus ρ is
a ∗-homomorphism LF(E)→ L(E). If ρ(T ) = 0, then T vanishes on ι(E) ⊃ RanT ∗,
so that T ◦ T ∗ = 0 and hence T = 0. Thus ρ is isometric. Since ρ is natural, it
is G2-equivariant. If ξ, η ∈ E, then |ιξ〉〈ιη| ∈ KF(E) and ρ(|ιξ〉〈ιη|) = |ξ〉〈η|. Thus
ρ
(
KF(E)
)
contains K(E) and K(ι) satisfies (2).
It remains to show ρ
(
KF(E)
) ⊂ K(E). It suffices to verify ρ(TT ∗) ∈ K(E) for all
T ∈ KF(E). Evidently, ρ(T |ξ〉〈η|T ∗) = ρ(|Tξ〉〈Tη|) is a rank one operator for all
ξ, η ∈ F because Tξ, T η ∈ ι(E). Therefore, ρ(TuT ∗) ∈ K(E) for all u ∈ K(F). If we
let u run through an approximate unit for K(F), we get ρ(TT ∗) ∈ K(E).
By the way, if ρ(T ) = 1, then T ∗T : F → ι(E) is a projection onto ι(E), so that
ι(E) is complementable. Hence ρ is surjective iff ι(E) is complementable. As an
immediate consequence, we obtain the following result of Combes and Zettl [4].
Corollary 4.2. Let B be a C∗-algebra and F a Hilbert B-module. Let H ⊂ K(F)
be a hereditary subalgebra. Then H = KF(H · F) ∼= K(H · F).
Thus the hereditary subalgebras of K(F) correspond bijectively to the not neces-
sarily complementable Hilbert submodules of F.
Proof. Since H is hereditary, |ξ〉〈η| ∈ H for all ξ, η ∈ H · F. By Lemma 4.1, these
operators generateKF(H ·F). Thus KF(H ·F) ⊂ H . Obviously, H ⊂ KF(H ·F).
Two isometric embeddings ι0, ι1 : E→ F are homotopic iff they can be connected
by a continuous path of isometric embeddings ιt : E→ F, t ∈ [0, 1]. Such a path ιt
gives rise to an isometric embedding h : E[0, 1] → F[0, 1], (hf)(t) = ιt
(
f(t)
)
. The
embedding h induces a map K(h) : K(E)[0, 1] → K(F)[0, 1] by Lemma 4.1. Com-
posing it with the inclusion K(E) → K(E)[0, 1] by constant functions, we obtain a
G2-equivariant homotopy between K(ι0) and K(ι1). As a result, homotopic isomet-
ric embeddings E→ F induce homotopic ∗-homomorphisms K(E)→ K(F).
Lemma 4.3. Let B be a G2-C
∗-algebra and let E and F be Hilbert B,G2-modules.
Then any two isometric embeddings E→ F∞ are homotopic.
Proof. Let ι0, ι1 : E → F∞ be two isometric embeddings. It is well-known that
F
∞ ⊕ F∞ ∼= F∞ as Hilbert B,G2-modules, and that the inclusions of the direct
summands j0, j1 : F
∞ → F∞ are homotopic to the identity map. These homotopies
may be chosen G2-equivariant. Hence ι0 is homotopic to ι
′
0 := j0 ◦ ι0 and ι1 is
homotopic to ι′1 := j1 ◦ ι1. By construction, ι′0 and ι′1 have orthogonal ranges, that
is, 〈ι′0(ξ) | ι′1(η)〉B = 0 for all ξ, η ∈ E. Hence ι′t :=
√
1− t2ι′0 + tι′1 : E → F∞ is an
isometric embedding for all t ∈ [0, 1]. Thus ι′0 and ι′1 are homotopic.
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The following lemma generalizes the observation of Skandalis [20] that a degen-
erate Kasparov triple is homotopic to zero. It is also related to [5, Lemma 5.1].
Lemma 4.4. Let (E, φ, F ) be a Kasparov triple for A,B. Let E be the C∗-subal-
gebra of L(E) generated by φ(A) and the operators γg(F ) for g ∈ G. Let J ⊳ E be
the smallest G-invariant ideal containing the operators
[F, φ(a)], (1− F 2)φ(a), (F − F ∗)φ(a), (γg(F )− F )φ(a)
for all a ∈ A, g ∈ G. These are precisely the operators in (1) whose compactness
(or vanishing) is required for a (degenerate) Kasparov triple. Let E′ := J · E.
Then E′ ⊂ E is a closed, G2-invariant submodule and E(E′) ⊂ E′. Hence restric-
tion to E′ yields a well-defined G2-equivariant ∗-homomorphism ρ : E → L(E′). Let
F ′ := ρ(F ), φ′ := ρ ◦ φ. Then (E′, φ′, F ′) is a Kasparov triple for A,B. There is a
canonical homotopy (E¯, φ¯, F¯ ) between (E, φ, F ) and (E′, φ′, F ′).
If (E, φ, F ) is an H-special Kasparov triple, then (E′, φ′, F ′) and (E¯, φ¯, F¯ ) are
H-special Kasparov triples as well.
Proof. Since J ⊳ E is an ideal, E(E′) ⊂ E′. If T ∈ L(E) satisfies T (E′) ⊂ E′ and
T ∗(E′) ⊂ E′, then the restriction of T to E′ is an adjointable operator ρ(T ) : E′ → E′.
This yields the desired map ρ : E → L(E′). Since (E, φ, F ) is a Kasparov triple,
J ⊂ K(E). We have defined E′ so that even J ⊂ KE(E′). Hence ρ(J) ⊂ K(E′) by
Lemma 4.1. This means that (E′, φ′, F ′) is a Kasparov triple.
Let E¯ be the Hilbert B[0, 1], G2-module {f ∈ E[0, 1] | f(1) ∈ E′}. Define F¯ ∈
L(E¯) and φ¯ : A → L(E¯) by (F¯ f)(t) := Ff(t) and (φ¯(a)f)(t) := φ(a)f(t) for all
a ∈ A, f ∈ E¯, t ∈ [0, 1]. An argument similar to the proof that (E′, φ′, F ′) is a
Kasparov triple shows that (E¯, φ¯, F¯ ) is a Kasparov triple for A,B[0, 1]. It provides
the desired homotopy between (E, φ, F ) and (E′, φ′, F ′).
Clearly, (E′, φ′, F ′) and (E¯, φ¯, F¯ ) are H-special if (E, φ, F ) is H-special.
5. Some universal algebra
In this section, we recall the definitions and some elementary properties of the
algebras qA and χA introduced by Cuntz [6] and Haag [10]. We examine their
relationship to special Kasparov triples and utilize this to describe KKG(A,B) as
a set of homotopy classes of equivariant homomorphisms.
5.1. The algebras χA, XA, and XA. Let A be a C∗-algebra. Define XA as the
universal (unital) C∗-algebra generated by A and a symmetry [10]. That is, we have
a ∗-homomorphism jA : A→ XA and a symmetry FA ∈ XA such that for all triples
(B, φ, F ) consisting of a unital C∗-algebra B, a ∗-homomorphism φ : A → B, and
a symmetry F ∈ B, there is a unique unital ∗-homomorphism (φ, F )∗ : XA → B
satisfying (φ, F )∗ ◦ jA = φ and (φ, F )∗(FA) = F .
The construction of XA is clearly functorial. Hence if A is a G-C∗-algebra,
then there is an induced action of G on XA. This action is uniquely determined
by the requirement that jA be G-equivariant and FA be G-invariant. Since non-
commutative polynomials in jA(a), a ∈ A, and FA are dense in XA, the G-action
on XA is strongly continuous. If A is graded, then we endow XA with the unique
grading τ for which jA is equivariant and FA is odd, that is, τ(FA) = −FA.
If φ : A → B is a G2-equivariant ∗-homomorphism, then the induced map
Xφ : XA→ XB is a G2-equivariant ∗-homomorphism as well.
Let χA ⊳ XA be the ideal generated by the graded commutators [jA(a), F ]
with a ∈ A. The ideal χA is G2-invariant and essential. Thus XA ⊂ M(χA).
The quotient XA/χA is the universal unital C∗-algebra generated by A and a
symmetry that graded commutes with A. Thus XA/χA ∼= Cl1 ⊗ˆ A+, where A+ is
the C∗-algebra obtained by adjoining a unit to A, with A+/A = C. Let XA ⊳ XA
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be the ideal generated by jA(A). It follows that XA/χA ∼= Cl1 ⊗ˆA, so that we have
a canonical extension of G2-C
∗-algebras
χA֌ XA։ Cl1 ⊗ˆA.(3)
It is shown in the proof of [10, Theorem 3.6] that this extension has a natural—
hence G2-equivariant—completely positive section. Roughly speaking, XA is the
universal C∗-algebra generated by A and a symmetry in the multiplier algebra
M(XA).
Let A and B be G2-C
∗-algebras. There is a canonical map X(A ⊗ˆB)→ XA ⊗ˆB
that restricts to a map χ(A ⊗ˆ B) → χA ⊗ˆ B. It is defined by the homomorphism
jA ⊗ˆ idB : A ⊗ˆ B → XA ⊗ˆ B and the symmetry FA ⊗ˆ 1 ∈ M(XA ⊗ˆ B). For B =
C([0, 1]), we obtain that X and χ are homotopy functors. That is, if f0, f1 : A→ A′
are homotopic, then χf0, χf1 : χA → χA′ are homotopic as well. For A = C, we
obtain canonical maps χB → (χC) ⊗ˆB and XB → (XC) ⊗ˆB. Our next goal is to
show that these maps are KK-equivalences. We follow arguments in the proof of
[10, Proposition 3.8] in the non-equivariant case.
Proposition 5.1. Let A be a G2-C
∗-algebra. Then the canonical ∗-homomorphism
id ⊗ˆ jA : K(Z2N)A→ K(Z2N)XA is a homotopy equivalence.
Proof. We call a map of the form x 7→ ( x 00 0 ) an upper left corner embedding.
We will exhibit a canonical homomorphism f : XA → Mˆ2A such that f ◦ jA and
(id
Mˆ2
⊗ˆ jA) ◦ f are both homotopic to the upper left corner embeddings A→ Mˆ2A
and XA→ Mˆ2XA. It follows that idK(Z2N) ⊗ˆ f is a homotopy inverse for id ⊗ˆ jA.
The homomorphism f is defined by requiring f ◦ jA to be the upper left corner
embedding and f(FA) to be the standard symmetry
S := ( 0 11 0 ) .(4)
By definition, f ◦ jA : A → Mˆ2A is equal to the upper left corner embedding.
The symmetries S and F ′ := FA ⊕ −FA in Mˆ2M(XA) anti-commute. Hence
t 7→ √1− t2 ·S+tF ′ is a path of G-equivariant symmetries in Mˆ2M(XA) connecting
them. This path yields a homotopy between (id
Mˆ2
⊗ˆ XA) ◦ f : XA → Mˆ2XA and
the upper left corner embedding XA→ Mˆ2XA.
Hence the canonical map XA→ (XC) ⊗ˆA is invertible in KKG2(XA, (XC) ⊗ˆA).
Proposition 5.2. Let A be a separable G2-C
∗-algebra. Then the canonical map
χA→ (χC) ⊗ˆA is invertible in KKG2(χA, (χC) ⊗ˆA).
Proof. This canonical map is part of a morphism of extensions from χA֌ XA։
Cl1 ⊗ˆA to (χC) ⊗ˆA→ (XC) ⊗ˆA։ Cl1 ⊗ˆA, where the map XA→ (XC) ⊗ˆA is a
KK-equivalence by Proposition 5.1 and the map Cl1 ⊗ˆA→ Cl1 ⊗ˆA is the identity
map. Since the two extensions have completely positive G2-equivariant sections,
the long exact sequences in KK-theory are available. The Five Lemma yields that
the map χA→ (χC) ⊗ˆA is a KK-equivalence as well.
5.2. The algebras qA and QA. Let QA := A∗A be the free product of two copies
of A [6]. Thus there are two ∗-homomorphisms ι+A, ι−A : A→ QA such that for any
triple (B, φ+, φ−) consisting of a C∗-algebra B and a pair of ∗-homomorphisms
φ+, φ− : A → B, there is a unique ∗-homomorphism φ+ ∗ φ− : QA → B satisfying
(φ+ ∗ φ−) ◦ ι±A = φ±.
Let qA ⊳ QA be the ideal that is generated by the differences ι+(a) − ι−(a)
with a ∈ A. Alternatively, we can describe qA as the kernel of the homomorphism
idA ∗ idA : QA→ A. Thus we obtain an extension of C∗-algebras qA֌ QA։ A.
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The ∗-homomorphisms ι±A : A → QA are sections for idA ∗ idA. There is a natural
∗-homomorphism πA := (idA ∗ 0)|qA : qA→ A.
If A is a G2-C
∗-algebra, then there is a unique strongly continuous G2-action
on QA for which the ∗-homomorphisms ι±A are G2-equivariant. The ideal qA is
G2-invariant. The maps ι
±
A, πA, and idA ∗ idA above are G2-equivariant. The
functor A 7→ qA is a homotopy functor.
Proposition 5.3. Let A and B be G2-C
∗-algebras.
Let ι1 : A→ A⊕B and ι2 : B → A⊕B be the standard inclusions.
The homomorphism idK(N)⊗(ι1∗ι2) : K(N)(A∗B)→ K(N)(A⊕B) is a homotopy
equivalence. In particular, K(N)QA is homotopy equivalent to K(N)(A ⊕A).
Proof. The stable homotopy inverse for ι1 ∗ ι2 is the map f : A⊕B →M2(A ∗B),
f(a, b) := ( a 00 b ) for a ∈ A, b ∈ B.
The compositions f ◦ (ι1 ∗ ι2) and
(
idM2 ⊗ (ι1 ∗ ι2)
) ◦ f are homotopic to the upper
left corner embeddings A ∗B →M2(A ∗B) and A⊕B →M2(A⊕B) in a natural
way. Roughly speaking, the homotopies leave a fixed and rotate b to the upper left
corner. Consequently, idK(N) ⊗ (ι1 ∗ ι2) is a homotopy equivalence. The occurring
homotopies are natural and therefore G2-equivariant.
5.3. Universal algebras and Kasparov triples.
Proposition 5.4. Let A and B be σ-unital G2-C
∗-algebras and let H be a separable
G2-Hilbert space. There are natural bijections
KKGs (A,B)
∼= [χA,K(G2N)B], KKGs,H(A,B) ∼= [K(H)χA,K(G2N)B].
If A, B, and H are trivially graded, then there are natural bijections
KKGs (A,B)
∼= [qA,K(GN)B], KKGs,H(A,B) ∼= [K(H)qA,K(GN)B].
All the sets KKGs (A,B), [χA,K(G2N)B], etc., in the proposition are functorial
for G2-equivariant ∗-homomorphisms A→ A′, B′ → B. Naturality means that the
isomorphisms are compatible with this functoriality, so that we have isomorphisms
of functors, not just of sets.
Proof. Since special Kasparov triples are nothing but C-special Kasparov triples,
it suffices to prove the assertions about KKGs,H. Let T := (E, φ, F ) be an H-spe-
cial Kasparov triple. The pair (φ, F ) defines a G2-equivariant ∗-homomorphism
(φ, F )∗ : XA → L(E) whose restriction to χA has values in K(E). Hence we get a
map (φ, F )H∗ := idK(H) ⊗ˆ (φ, F )∗ : K(H)χA → K(H)K(E) ∼= K(H ⊗ˆ E). Since the
Kasparov triple T is H-special, there is an isometric embedding ι : H ⊗ˆ E → HˆB .
Let Ψ(T ) : χA→ K(G2N)B be the composition K(ι) ◦ (φ, F )H∗ .
The homomorphism Ψ(T ) is determined uniquely up to homotopy by Lemma 4.3.
Since we can apply Ψ to H-special homotopies as well, it descends to a map on
homotopy classes Ψ: KKGs,H(A,B) → [K(H)χA,K(G2N)B]. It is straightforward
to verify that Ψ is natural. That is, if f : A′ → A and g : B → B′ are G2-equivariant
∗-homomorphisms, and T ∈ KKGs,H(A,B), then Ψ
(
f∗(T )
)
= Ψ(T ) ◦ (idK(H) ⊗ˆ χf)
and Ψ
(
g∗(T )
)
= (idK(G2N) ⊗ˆ g) ◦Ψ(T )—even if g is not essential.
Conversely, let f : K(H)χA→ K(G2N)B ∼= K(HˆB) be a G2-equivariant ∗-homo-
morphism. Let E1 = f(K(H)χA) · HˆB ⊂ HˆB and let ι : E1 → HˆB be the inclu-
sion mapping. By construction, f(K(H)χA) ⊂ K
HˆB
(E1). Hence Lemma 4.1 yields
f = K(ι)◦f1 for aG2-equivariant essential ∗-homomorphism f1 : K(H)χA→ K(E1).
We claim that E1 ∼= H ⊗ˆ E2 and f1 ∼= idK(H) ⊗ˆ f2 for a Hilbert B,G-module E2
and an essential G-equivariant ∗-homomorphism f2 : χA → K(E2). This is trivial
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if H = C. Consider the dual (H∗ ⊗ˆ χA,ψ∗) of the K(H)χA, χA,G2-imprimitivity
bimodule H ⊗ˆ χA. Thus (H ⊗ˆ χA) ⊗ˆψ∗ (H∗ ⊗ˆ χA) ∼= K(H)χA. Let
E2 := (H
∗ ⊗ˆ χA) ⊗ˆf1 E1 and f2 := ψ∗ ⊗ˆ 1.
Since ψ∗ is essential, so is f2. Since f1 is essential as well, we have H ⊗ˆ E2 ∼=
(H ⊗ˆ χA) ⊗ˆf2 E2 ∼= E1. Under this isomorphism, f1 corresponds to idK(H) ⊗ˆ f2.
Since f1(K(H)χA) ⊂ K(E1), it follows that f2(χA) ⊂ K(E2).
We may extend f2 to XA ⊂ M(χA). By the universal property of XA, this
extension is of the form (φ, F )∗ : XA → K(E2) for some G2-equivariant ∗-homo-
morphism φ : A → L(E2) and some G-invariant symmetry F ∈ L(E2). The triple
Ψ−1(f) := (E2, φ, F ) is a Kasparov triple because (φ, F )∗(χA) ⊂ K(E2). It isH-spe-
cial because F is a G-equivariant symmetry and H ⊗ˆ E2 ∼= E1 ⊂ HˆB. Evidently,
Ψ−1 descends to a map [K(H)χA,K(G2N)B]→ KKGs,H(A,B). By construction,
K(ι) ◦ (idK(H) ⊗ˆ (φ, F )∗) = K(ι) ◦ (idK(H) ⊗ˆ f2) = K(ι) ◦ f1 = f.
That is, Ψ ◦Ψ−1 is the identity map on [K(H)χA,K(G2N)B].
Let (E, φ, F ) be anH-special Kasparov triple. Going through the above construc-
tions, we find that Ψ−1 ◦Ψ(E, φ, F ) is the Kasparov triple that is called (E′, φ′, F ′)
in Lemma 4.4. Therefore, [Ψ−1 ◦ Ψ(E, φ, F )] = [(E, φ, F )] in KKGs,H(A,B). The
proof of the isomorphism KKGs,H(A,B)
∼= [K(H)χA,K(G2N)B] is finished.
Suppose now that A, B, andH are trivially graded. Let (E, φ, F ) be anH-special
Kasparov triple for A, B. The even and odd part E+ and E− of E are Hilbert B,G-
modules as well. We may use F to identify E+ ∼= E−. Then F becomes the standard
symmetry S ∈ L(E+⊕E+) of (4). Since A is trivially graded, we have φ = φ+⊕φ−
for certain ∗-homomorphisms φ± : A → L(E+). The condition [F, φ(a)] ∈ K(E)
becomes φ+(a) − φ−(a) ∈ K(E+) for all a ∈ A. Thus H-special Kasparov triples
correspond bijectively to G-equivariant ∗-homomorphisms f : QA → L(E) with
f(qA) ⊂ K(E) andH⊗E ⊂ HA. Copying the argument above with qA ⊳ QA instead
of χA ⊳ XA, we obtain the desired bijection KKGs,H(A,B) ∼= [K(H)qA,K(GN)B]
if A and B are trivially graded.
If K = K(GN) or K = K(G2N), let [A,B]K be the set of homotopy classes of
G2-equivariant ∗-homomorphisms from K ⊗ˆA to K ⊗ˆB. Let
χsA := χ(K(G2N)A) and qsA := q(K(GN)A).
Theorem 5.5. Let G be a locally compact, σ-compact topological group. Let A
and B be σ-unital G2-C
∗-algebras. Let H1 and H2 be separable G2-Hilbert spaces.
There are natural bijections
KKG(A,B) ∼= [K(H1)χ(K(L2G ⊗ˆH2)A), K(G2N)B] ∼= [χsA,B]K(G2N).
If A, B, H1, and H2 are trivially graded, then there are natural bijections
KKG(A,B) ∼= [K(H1) q(K(L2G⊗H2)A), K(GN)B] ∼= [qsA,B]K(GN).
The sets KKG(A,B), etc., occurring in the Theorem are functorial for equi-
variant ∗-homomorphisms A′ → A, B → B′. The naturality of the isomorphisms
means that they are compatible with this functoriality.
Proof. Since Morita-Rieffel equivalent G2-C
∗-algebras are KKG-equivalent, there
are natural isomorphisms
KKG(A,B) ∼= KKG(K(G)A,B) ∼= KKG(K(G)K(H2)A,B).
By Proposition 3.2, K(G)A has the property AE. Hence Proposition 3.4 yields
KKG(K(G)A,B) ∼= KKGs (K(G)A,B) ∼= KKGs,H1(K(G)A,B). A similar statement
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holds for K(L2G ⊗ˆH2)A instead of K(G)A. Therefore, Proposition 5.4 yields the
assertions.
6. The universal property of equivariant Kasparov theory
In this section, we formulate and establish the universal property of equivariant
Kasparov theory for trivially graded separable G-C∗-algebras.
Let G-C∗ be the category of separable G-C∗-algebras with G-equivariant ∗-ho-
momorphisms as morphisms. Let [G-C∗]s be the K(GN)-stable homotopy category,
whose objects are the separable G-C∗-algebras and whose set of morphisms from A
to B is [A,B]s := [A,B]K(GN). Let KK
G be the category whose objects are the
separable G-C∗-algebras and whose set of morphisms from A to B is KKG(A,B).
The Kasparov product yields the composition of morphisms in KKG. We rely on
Kasparov’s work [15] and assume that the Kasparov product exists and is asso-
ciative. We do not attempt an alternative definition of the Kasparov product as
in [6]. It is clear that KKG is an additive category. There are obvious functors
G-C∗ → [G-C∗]s and G-C∗ → KKG.
Let C be a category. A functor F : G-C∗ → C is called a homotopy functor iff
F (f0) = F (f1) whenever f0 and f1 are G-equivariantly homotopic.
A functor F : G-C∗ → C is called stable iff the map F (K(H)A)→ F (K(H⊕H′)A)
induced by the inclusion H ⊂ H⊕H′ is an isomorphism for all separable G-Hilbert
spaces H,H′ and all separable G-C∗-algebras A.
Proposition 6.1. The functor G-C∗ → [G-C∗]s is a stable homotopy functor. A
functor F : G-C∗ → C is a stable homotopy functor iff it can be factored through
the functor G-C∗ → [G-C∗]s. This factorization is automatically unique.
In other words, [G-C∗]s is the universal stable homotopy functor.
Proof. It is left to the reader to check that the canonical functor G-C∗ → [G-C∗]s
is a stable homotopy functor. Thus any functor G-C∗ → C that factors through it
is a stable homotopy functor as well.
Conversely, let F : G-C∗ → C be a stable homotopy functor. LetH = C⊕L2(GN)
and let jA1 : A → K(H)A and jA2 : K(GN)A→ K(H)A be the canonical inclusions.
Since F is stable, F (jA1 ) and F (j
A
2 ) are isomorphisms. Thus σA := F (j
A
2 )
−1◦F (jA1 )
is a natural isomorphism F (A)
∼=−→ F (K(GN)A). Define
F∗ : [A,B]s → MorC
(
F (A), F (B)
)
, F∗[φ] := σ
−1
B ◦ F (φ) ◦ σA.
It is left to the reader to check that this defines a functor F∗ : [G-C
∗]s → C that
extends F and that the functor F∗ is determined uniquely.
Remark 6.2. A homotopy functor F : G-C∗ → C is stable iff F (A) ∼= F (K(GN)A)
naturally. The proof of Proposition 6.1 shows that a natural isomorphism F (A) ∼=
F (K(GN)A) allows us to factor F through [G-C∗]s. Our definition of a stable
homotopy functor is equivalent to the definitions in [8] and in [21].
A functor F : G-C∗ → C into an additive category C is called split exact iff(
F (i), F (s)
)
: F (A) ⊕ F (C)→ F (B) is an isomorphism for all extensions
0→ A i−→ B p−→ C → 0
of G-C∗-algebras that split by a G-equivariant ∗-homomorphism s : C → B.
Proposition 6.3. The canonical functor G-C∗ → KKG is a split exact stable
homotopy functor.
Proof. Clearly, KKG is a stable homotopy functor. Split exactness is a straight-
forward consequence of the associativity of the Kasparov product. The argument
in [6, Proposition 2.1] carries over without change.
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Since A 7→ qA is a homotopy functor, A 7→ qsA descends to a functor from
[G-C∗]s to itself. The map πK(GN)A : qsA → K(GN)A gives rise to a natural mor-
phism πsA ∈ [qsA,A]s.
Lemma 6.4. Let F : G-C∗ → C be a split exact stable homotopy functor and let
F∗ : [G-C
∗]s → C be the unique extension of F . Then F∗(πsA) is invertible for all A.
Proof. Split exactness applied to the extension A ֌ A ⊕ B ։ B yields that the
canonical map F (A⊕B)→ F (A)⊕F (B) is an isomorphism. That is, F is additive.
Proposition 5.3 yields F (A ∗ B) ∼= F (A) ⊕ F (B). Split exactness applied to the
extension qA֌ QA ։ A implies that F (πA) : F (qA) → F (A) is an isomorphism
for all A. This implies that F∗(π
s
A) is an isomorphism as well.
By Proposition 6.3 and Proposition 6.1, the canonical functor G-C∗ → KKG
factors through a functor ♮ : [G-C∗]s → KKG. Lemma 6.4 implies that ♮(πsA) ∈
KKG(qsA,A) is invertible for all A.
Theorem 6.5. Let A and B be separable G-C∗-algebras. The map
[qsA, qsB]s → KKG(A,B), f 7→ ♮(πsB) ◦ ♮(f) ◦ ♮(πsA)−1,
is a natural isomorphism. Hence the Kasparov product on KKG corresponds to the
composition of homomorphisms.
Proof. Since πsB induces an isomorphism KK
G(A, qsB) ∼= KKG(A,B), it suffices
to verify that the isomorphism [qsA,B]s → KKG(A,B) of Theorem 5.5 is given by
f 7→ ♮(f) ◦ ♮(πsA)−1. By naturality, it suffices to check this for the identity map in
[qsA, qsA]s. Composing with the invertible element π
s
A, we can reduce the theorem
to the following claim: The isomorphism of Theorem 5.5 maps πsA ∈ [qsA,A]s to the
unit in KKG(A,A), represented by the Kasparov triple (A, idA, 0). The proof of
this claim is made somewhat messy by stabilizations, but otherwise straightforward.
Therefore, we omit it.
Theorem 6.6. The functor G-C∗ → KKG is the universal split exact stable ho-
motopy functor in the following sense. An additive functor F : G-C∗ → C into an
additive category C can be extended to a functor F∗ : KK
G → C iff it is a split exact
stable homotopy functor. The extension is necessarily unique.
Proof. Let F : G-C∗ → C be a split exact stable homotopy functor. By Propo-
sition 6.1, we may assume that F is a functor F : [G-C∗]s → C. Split exact-
ness implies that F (πsA) is an isomorphism for all A. If f ∈ [qsA, qsB]s, define
F∗(f) := F (π
B
s )◦F (f)◦F (πAs )−1. By Theorem 6.5, this yields a functorKKG → C.
Evidently, this is the unique functor extending F . It is clear that any additive func-
tor that factors through KKG is a split exact stable homotopy functor.
7. The case of graded algebras
Following Haag [10], we write ExG(A,B) := KKG2(A,B) for the G2-equivariant
KK-theory for trivially graded algebras. We show KKG(A,B) ∼= ExG(Sˆ ⊗ˆ A,B)
and describe the Kasparov product in KKG in terms of the product in ExG.
We redefine KKG to be the category whose objects are the Z2-graded sepa-
rable G-C∗-algebras and whose set of morphisms from A to B is KKG(A,B).
Let G2-C
∗ be the category of separable G2-C
∗-algebras and let [G2-C
∗]s be the
K(G2N)-stable homotopy category, as defined in the previous section. We redefine
qsA := q(K(G2N)A), so that Ex
G(A,B) ∼= [qsA,B]s by Theorem 5.5.
The canonical functor G2-C
∗ → KKG is still a split exact stable homotopy func-
tor. By Theorem 6.6, we may extend it to a functor α : ExG(A,B)→ KKG(A,B).
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The functor α can be computed as follows. As in [10, p. 15], the ∗-homomorphism
ι+ ⊕ ι− : A→ Mˆ2(QA) and the symmetry S of (4) yield a canonical map
α0 := (ι
+ ⊕ ι−, S)∗ : χA→ Mˆ2(qA)
We view α0 as an element of [χA, qA]s. Replacing A by K(G2N)A, we obtain
α0 ∈ [χsA, qsA]s ∼= KKG(A, qsA) by Theorem 5.5.
Lemma 7.1. α0 ∈ KKG(A, qsA) is the inverse of πsA ∈ [qsA,A]s.
Proof. Lemma 6.4 implies that the image of πsA in KK
G(qsA,A) is invertible. It
remains to prove that (πsA)∗(α0) is the identity element of KK
G(A,A).
We may suppose K(G2N)A ∼= A, so that we may omit the stabilizations and
work with the map α0 : χA → Mˆ2(qA). It corresponds to the Kasparov triple
(qA⊕ (qA)op, ι+ ⊕ ι−, S). Since πA ◦ ι+ = idA, πA ◦ ι− = 0, we have
(πA)∗(α0) = (A⊕Aop, idA ⊕ 0, S).
The right hand side represents the identity element of KKG(A,A).
Corollary 7.2. Let A and B be separable G2-C
∗-algebras. Using the isomorphisms
of Theorem 5.5, we obtain a map
[qsA,B]s ∼= ExG(A,B) α−→ KKG(A,B) ∼= [χsA,B]s.
This map is equal to composition with [α0] ∈ [χsA, qsA]s.
Proof. Let f ∈ [qsA,B]s, then the image of f in KKG(A,B) is f∗(πsA)−1 = f∗[α0].
This is mapped to f ◦ [α0] ∈ [χsA,B]s.
There is a canonical Kasparov triple (χA, jA, FA) for A,χA. Replacing A by
K(G2N)A, we obtain a canonical element iA ∈ KKG(A,χsA). The isomorphism
KKG(A,χsA) → [χsA,χsA]s maps iA to the identity map. The naturality of
the isomorphism [χsA,B] → KKG(A,B) of Theorem 5.5 implies that it maps
f 7→ f∗(iA) for all f ∈ [χsA,B]s.
Lemma 7.3. Let A and B be separable G2-C
∗-algebras. The canonical map
ExG(χsA,B)
α−→ KKG(χsA,B) i
∗
A−→ KKG(A,B)
is an isomorphism.
Proof. Theorem 5.5 yields canonical isomorphisms ExG(χsA,B) ∼= [qsχsA,B]s and
KKG(A,B) ∼= [χsA,B]s. We are going to show that π := πsχsA : qsχsA → χsA is
invertible in [G2-C
∗]s. Therefore, [qsχsA,B]s ∼= [χsA,B]s. It is straightforward to
show that the corresponding isomorphism ExG(χsA,B) ∼= KKG(A,B) is equal to
the map in the statement Lemma 7.3.
The homotopy inverse for π is constructed as a Kasparov product. Let i =
iA ∈ KKG(A,χsA) be as above. Let j ∈ KKG(χsA, qsχsA) be the inverse of π.
Let h ∈ KKG(A, qsχsA) ∼= [χsA, qsχsA]s be the Kasparov product of i and j.
The associativity of the Kasparov product implies π ◦ h = i in KKG(A,χsA) =
[χsA,χsA]s. Since π is invertible in Ex
G, composition with π is an isomorphism
ExG(χsA, qsχsA)
∼=−→ ExG(χsA,χsA).
Hence the equality π◦h◦π = π in [qsχsA,χsA]s implies h◦π = id in [qsχsA, qsχsA]s.
Thus h is inverse to π in [G2-C
∗]s.
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Let Sˆ be the algebra C0(R) graded by τf(x) = f(−x) for all x ∈ R, f ∈
C0(R) and with trivial G-action. It is shown in the proof of [10, Proposition 3.8]
that χC ∼= Mˆ2Sˆ, so that Sˆ and χC are Morita-Rieffel equivalent. Together with
Proposition 5.2, we obtain a canonical isomorphism in ExG(χsA, Sˆ ⊗ˆA).
Let e ∈ KKG(C, Sˆ) ∼= [χsC, Sˆ]s be represented by the isomorphism χC→ Mˆ2Sˆ.
It is easy to verify that e is homotopic to the Kasparov triple (Sˆ, 1, x/
√
1 + x2),
where 1 : C→ L(Sˆ) ∼= Cb(R) is the unique unital ∗-homomorphism and x/
√
1 + x2
denotes the bounded function x 7→ x/√1 + x2 on R.
Theorem 7.4. Let G be a locally compact σ-compact topological group and let A
and B be separable G2-C
∗-algebras. The composition
σ : ExG(Sˆ ⊗ˆA,B) α−→ KKG(Sˆ ⊗ˆA,B) (e⊗ˆidA)
∗
−−−−−−→ KKG(A,B)
is an isomorphism. Here (e ⊗ˆ idA)∗ denotes the Kasparov product with the exterior
product e ⊗ˆ idA ∈ KKG(A, Sˆ ⊗ˆA).
Proof. The isomorphism KKG(A,χsA) ∼= KKG(A, (χC) ⊗ˆ A) induced by the
canonical map χsA→ (χC) ⊗ˆK(G2N)A maps iA to the exterior product iC ⊗ˆ idA.
Hence the isomorphism KKG(A,χsA) → KKG(A, Sˆ ⊗ˆ A) maps iA to e ⊗ˆ idA. If
we compose the isomorphism ExG(χsA,B)→ KKG(A,B) of Lemma 7.3 with the
the isomorphism ExG(Sˆ ⊗ˆ A,B) → ExG(χsA,B) induced by the ExG-equivalence
Sˆ ⊗ˆA→ χsA, we obtain that σ is an isomorphism.
We have to compute the exterior product e ⊗ˆ e ∈ KKG(C, Sˆ ⊗ˆ Sˆ). Since the
G-action on χC and Sˆ is trivial, we may forget about the G-actions. Therefore, we
briefly resort to the case of trivial G. Theorem 5.5 implies
KK(C, B) = [χC,K(Z2N)B] ∼= [Sˆ,K(Z2N)B].
We claim that e ⊗ˆ e ∈ KK(C, Sˆ ⊗ˆ Sˆ) belongs to the homomorphism Sˆ → Sˆ ⊗ˆ Sˆ
that is called l by Haag [9, p. 87] and ∆ by Higson and Kasparov [13].
To verify this elementary claim, it is convenient to describe KK(A,B) by un-
bounded operators following Baaj and Julg [1] because in this picture exterior
products are straightforward to compute. The unbounded picture of KK(C, B)
is also nicely related to the isomorphism KK(C, B) ∼= [Sˆ,K(Z2N)B]. The essen-
tial, grading preserving ∗-homomorphisms Sˆ → L(E) correspond bijectively to odd,
self-adjoint, possibly unbounded multipliers of E via f 7→ f(idR) for f : Sˆ → L(E).
Since e belongs to the unbounded multiplier idR of Sˆ, the exterior product e ⊗ˆ e
belongs to the unbounded multiplier idR ⊗ˆ 1 + 1 ⊗ˆ idR of Sˆ ⊗ˆ Sˆ. Thus e ⊗ˆ e is
represented by the map ∆ of [13]. It is easy to check that the concrete formula for l
in [10] yields nothing but ∆.
Theorem 7.5. Let A, B, and C be G2-C
∗-algebras and let x ∈ ExG(Sˆ ⊗ˆ A,B),
y ∈ ExG(Sˆ ⊗ˆ B,C). The Kasparov product of σ(y) ∈ KKG(B,C) and σ(x) ∈
KKG(A,B) is mapped by σ−1 to the composition
Sˆ ⊗ˆA ∆⊗ˆidA−−−−→ Sˆ ⊗ˆ Sˆ ⊗ˆA idSˆ⊗ˆy−−−−→ Sˆ ⊗ˆB x−→ C
in ExG.
Proof. Recall the definition of σ in Theorem 7.4 and that α is multiplicative.
Moreover, it is easy to check that α is compatible with exterior products, so that
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α(idSˆ ⊗ˆ x) ∼= idSˆ ⊗ˆ α(x). Hence we compute
σ(y) ◦ σ(x) = α(y) ◦ (e ⊗ˆ idB) ◦ α(x) ◦ (e ⊗ˆ idA)
= α(y) ◦ (e ⊗ˆ α(x)) ◦ (e ⊗ˆ idA) = α(y) ◦ (idSˆ ⊗ˆ α(x)) ◦ (e ⊗ˆ idSˆ⊗ˆA) ◦ (e ⊗ˆ idA)
= α(y) ◦ α(idSˆ ⊗ˆ x) ◦ (e ⊗ˆ e ⊗ˆ idA) = σ
(
y ◦ (idSˆ ⊗ˆ x) ◦ (∆ ⊗ˆ idA)
)
.
We used that the Kasparov product is compatible with exterior products.
8. Proper actions and square-integrable Hilbert modules
Exel [7] and Rieffel [18] define the concept of a proper action of a locally compact
group on a C∗-algebra. Furthermore, Rieffel relates proper G-actions on the algebra
K(H) to square-integrable representations of G. It is very illuminating to consider
also square-integrable group actions on Hilbert modules. The main result is that
a countably generated Hilbert A,G-module is square-integrable iff it is a direct
summand of HA. We conclude that proper algebras have property AE.
Concerning questions of properness, we may ignore gradings whenever conve-
nient. Since the group Z2 is compact, a G2-C
∗-algebra is proper iff it is proper as
a G-C∗-algebra.
Let A be a G-C∗-algebra and let E be a Hilbert A,G-module. We denote the
G-actions on A and E by α and γ, respectively. We frequently view A as a right
Hilbert A,G-module. Let (Kn)n∈N be a sequence of compact subsets of G such
that Kn+1 is a neighborhood of Kn for all n and G =
⋃
Kn. Let (κn)n∈N be an
increasing sequence of functions κn : G→ [0, 1] with κn|Kn = 1 and κn|G\Kn+1 = 0.
A continuous function f : G → A is called square-integrable iff the sequence∫
G
f∗(g)f(g)κn(g) dg is a norm Cauchy sequence in A. Equivalently, the sequence
of integrals
∫
Kn
f∗(g)f(g) dg is norm convergent. Observe that these sequences are
increasing sequences of positive elements and that the notion of square-integrability
does not depend on the choice of the sets Kn or the functions κn.
It is easy to check that f is square-integrable iff the sequence (f · κn)n∈N is a
Cauchy sequence with respect to the norm ‖h‖ := ‖∫G h∗(g)h(g) dg‖1/2 on Cc(G,A).
Since the completion of Cc(G,A) with respect to this norm is precisely L
2(G,A),
we can view square-integrable continuous functions as elements of L2(G,A).
If ξ, η ∈ E, then we define the coefficient function cξη : G→ A by
cξη(g) := 〈γg(ξ) | η〉A for all g ∈ G.
In the special case E = A, we have cab(g) := αg(a)
∗b.
We call ξ ∈ E square-integrable iff the function cξη is square-integrable for all
η ∈ E. The Hilbert module E is called square-integrable iff the set of square-
integrable elements is dense in E. A G-C∗-algebra A is called proper iff it is square-
integrable as a right Hilbert A,G-module. Let A+ ⊂ A be the cone of positive
elements. We call a ∈ A+ integrable iff a1/2 is square-integrable.
By definition, a ∈ A+ is integrable iff the integrals
∫
Kn
b∗αg(a)b dg form a Cauchy
sequence with respect to the norm topology for all b ∈ A. Moreover, a ∈ A is square-
integrable iff aa∗ is integrable. Hence A is proper iff the set of integrable elements is
dense in A+. The above definition of properness is equivalent to Rieffel’s definition
in [18] and thus also to Exel’s definition in [7].
Lemma 8.1. Let E be a Hilbert A,G-module and let ξ, η, ζ ∈ E.
(i) If ξ is square-integrable, then the map
Γξ : E→ L2(G,A), Γξ(η) := cξη,
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is adjointable. The adjoint Γ∗ξ : L
2(G,A)→ E satisfies
Γ∗ξ(f) :=
∫
G
γg(ξ) · f(g) dg for all f ∈ Cc(G,A).(5)
(ii) The operators Γξ and Γ
∗
ξ are G-equivariant.
(iii) The closure of the range of Γ∗ξ is the smallest G-invariant Hilbert submodule
of E containing ξ. In particular, ξ is contained in the closure of RanΓ∗ξ .
(iv) If ξ and ζ are square-integrable, then the sequence∫
G
γg(ξ) · 〈γg(ζ) | η〉A κn(g) dg, n ∈ N,
in E is norm convergent. Its limit is Γ∗ξΓζ(η).
(v) ξ is square-integrable iff |ξ〉〈ξ| ∈ K(E) is integrable.
Proof. The Banach-Steinhaus theorem yields that Γξ is bounded. We can define
an operator Γ∗ξ : Cc(G,A)→ E by (5). For f ∈ Cc(G,A), we compute
〈Γ∗ξ(f) | η〉A =
∫
G
〈γg(ξ)f(g) | η〉A dg =
∫
G
f(g)∗ · cξη(g) dg = 〈f | Γξ(η)〉A.(6)
Hence ‖〈Γ∗ξ(f) | η〉A‖ ≤ ‖f‖L2(G,A)‖η‖ · ‖Γξ‖. Since η is arbitrary, it follows that
‖Γ∗ξ(f)‖ ≤ ‖f‖L2(G,A) · ‖Γξ‖. Thus we may extend Γ∗ξ to L2(G,A). Equation (6)
shows that Γ∗ξ is adjoint to Γξ.
Straightforward computations show that Γξ and Γ
∗
ξ are G-equivariant.
Assertion (iii) follows easily once we know that ξ is contained in the closed range
of Γ∗ξ . Choose ǫ > 0. There is u ∈ A with 0 ≤ u ≤ 1 and ‖ξ · u − ξ‖ ≤ ǫ/2. There
is a compact neighborhood U of 1 ∈ G with ‖γg(ξ) − ξ‖ < ǫ/2 for all g ∈ U . Let
f : G → R+ be a continuous function with support U and
∫
G f(g) dg = 1. Then
‖Γ∗ξ(f ⊗ u)− ξ‖ ≤ ǫ. Hence ξ is contained in the closure of RanΓ∗ξ .
We compute
Γ∗ξΓζ(η) = Γ
∗
ξ(cζη) = limn→∞
Γ∗ξ(cζηκn) = limn→∞
∫
G
γg(ξ)〈γg(ζ) | η〉A κn(g) dg.(7)
The boundedness of Γ∗ξ implies that the sequence is norm convergent.
Equation (7) implies that the sequence
In :=
∫
G
|γg(ξ)〉〈γg(ξ)|κn(g) dg =
∫
G
γg(|ξ〉〈ξ|)κn(g) dg ∈ K(E)
is bounded and converges strongly (that is, pointwise on E) towards Γ∗ξΓξ. There-
fore, the sequences (In · T ) and (T · In) converge in norm for all T ∈ K(E). This
means that |ξ〉〈ξ| ∈ K(E) is integrable. Conversely, if |ξ〉〈ξ| ∈ K(E) is integrable,
then the sequence 〈η | In(η)〉A is norm convergent for all η ∈ K(E) · E = E. Since
〈η | In(η)〉A =
∫
G
〈γg(ξ) | η〉∗A〈γg(ξ) | η〉A κn(g) dg =
∫
G
cξη(g)
∗cξη(g)κn(g) dg,
this means that ξ is square-integrable.
Remark 8.2. If Γ∗ξ : Cc(G,A) → E extends to an adjointable map L2(G,A) → E,
then ξ is square-integrable.
The map Γ∗ξ extends to a bounded operator L
2(G,A) → E if and only if the
function g 7→ cξη(g)∗cξη(g) is order-integrable in the sense of Rieffel [18] for all
η ∈ E. Hence it may happen that Γ∗ξ extends to a bounded operator on L2(G,A)
that is not adjointable.
Proposition 8.3. Let A be a G-C∗-algebra and let E be a Hilbert A,G-module.
Then E is square-integrable iff K(E) is proper.
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Proof. If E is square-integrable, then the linear span of the integrable elements
is dense in K(E) by Lemma 8.1.(v). Therefore, K(E) is proper. Conversely, as-
sume that K(E) is proper. Let T ∈ K(E)+ be square-integrable. If ξ ∈ E, then
|Tξ〉〈Tξ| = T |ξ〉〈ξ|T ∗ ≤ ‖ξ‖2TT ∗ is integrable because TT ∗ is integrable and the
set of integrable elements is a hereditary cone in K(E)+ [18]. Hence Tξ ∈ E is
square-integrable by Lemma 8.1.(v). Since K(E) is proper, the set of elements
of E of the form Tξ with square-integrable T ∈ K(E) is dense in E. Thus E is
square-integrable.
Proposition 8.4. Let A and B be G-C∗-algebras, let E be a Hilbert B,G-module,
and let φ : A→ L(E) be an essential G-equivariant ∗-homomorphism.
If A is proper, then E is square-integrable.
Proof. Identify L(E) ∼=M
(
K(E)
)
. By [18, Theorem 5.3], we conclude that K(E) is
proper. Thus E is square-integrable by Proposition 8.3.
Theorem 8.5. Let A be a G-C∗-algebra and let E be a countably generated Hilbert
A,G-module. Then the following assertions are equivalent:
(i) E is square-integrable;
(ii) K(E) is proper;
(iii) there is a G-equivariant unitary E⊕HA ∼= HA;
(iv) E is a direct summand of HA.
Proof. Proposition 8.3 asserts that (i) and (ii) are equivalent. It is trivial that (iii)
implies (iv). It remains to show that (iv) implies (i) and that (i) implies (iii).
We prove that (iv) implies (i). It is straightforward to show that K(L2G)
is a proper G-C∗-algebra. Equivalently, L2G is a square-integrable G-Hilbert
space. Let F be an arbitrary Hilbert A,G-module. The canonical ∗-homomorphism
K(L2G)→ L(L2G⊗F), T 7→ T ⊗1, is essential and G-equivariant. Hence L2(G,F)
is square-integrable by Proposition 8.4. Especially, HA is square-integrable. A
direct summand of a square-integrable Hilbert module is square-integrable as well
because the projection onto the direct summand maps square-integrable elements to
square-integrable elements. Hence any direct summand of HA is square-integrable.
That is, (iv) implies (i).
The proof that (i) implies (iii) is very similar to the proof of the stabilization
theorem by Mingo and Phillips [17]. Suppose that E is square-integrable. Hence
there is a sequence (ξn)n∈N of square-integrable elements of E, whose linear span is
dense in E. Let Γn := Γξn be as in Lemma 8.1. We may assume that ‖Γn‖ ≤ 1 for
all n ∈ N and that each ξn is repeated infinitely often. An element of HA can be
viewed as a sequence (fn)n∈N with fn ∈ L2(G,A). We formally write
∑
fnδn for
this sequence. Define an adjointable operator T : HA → E⊕HA by
T
( ∞∑
n=1
fnδn
)
:=
∞∑
n=1
2−nΓ∗n(fn)⊕
∞∑
n=1
4−nfnδn,
T ∗|E(η) :=
∞∑
n=1
2−nΓn(η)δn, T
∗|HA
( ∞∑
n=1
fnδn
)
:=
( ∞∑
n=1
4−nfnδn
)
.
Lemma 8.1.(ii) implies that T is G-equivariant. Evidently, T ∗ has dense range.
We claim that T has dense range as well. Let F ⊂ E ⊕ HA be the closure of
the range of T . Let f ∈ L2(G,A). Since each Γ∗n is repeated infinitely often, we
have Γ∗n(f)⊕ 2−kfδk ∈ RanT for infinitely many k ∈ N. Hence Γ∗n(f)⊕ 0 ∈ F for
all f ∈ L2(G,A). By Lemma 8.1.(iii), this implies ξn ⊕ 0 ∈ F for all n and hence
E ⊂ F. Finally, we get 0⊕ fδn ∈ F for all f ∈ L2(G,A) and thus F = E⊕HA.
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Since both T and T ∗ have dense range, the composition T ∗T has dense range.
Thus |T | := (T ∗T )1/2 has dense range because |T |(E) ⊃ |T |(|T |E) = T ∗T (E). Since
〈|T |η | |T |η〉A = 〈T ∗Tη | η〉A = 〈Tη | Tη〉A, the formula U(|T |η) := Tη well-defines
an isometry U from Ran|T | onto RanT . Extending U continuously, we obtain the
desired unitary U : HA → E⊕HA. Since T is G-equivariant, so is U .
Thomsen [22] calls a G-C∗-algebra A K-proper iff E⊕HA ∼= HA for all Hilbert
A,G-bimodules E. Theorem 8.5 implies that A is K-proper in Thomsen’s sense iff
all G-C∗-algebras that are Morita-Rieffel equivalent to A are proper in our sense.
For instance, the algebra K(G) is not K-proper, unless G is compact, because it is
Morita-Rieffel equivalent to the improper G-C∗-algebra C.
Proposition 8.6. All σ-unital proper G2-C
∗-algebras have property AE.
Proof. Let A and B be σ-unital G2-C
∗-algebras and let (E, φ, F ) be an essential
Kasparov triple for A,B. Suppose that A is proper. Proposition 8.4 implies that E
is square-integrable. Hence E ⊂ HˆB by Theorem 8.5.
Let Hˆ∗A be the imprimitivity bimodule dual to HˆA. As remarked in Section 2.3,
we have Hˆ∗A = K(HˆA, A) with a canonical Hilbert A,K(HˆA), G2-bimodule struc-
ture. Since A is proper and σ-unital, Theorem 8.5 yields a G2-equivariant, ad-
jointable isometry T : A → HˆA. Composition with T gives rise to an adjointable
isometry T∗ : K(HˆA, A)→ K(HˆA, HˆA). Thus Hˆ∗A is a direct summand in K(HˆA).
Lemma 3.1 yields a G-equivariant F -connection F¯ on L2(G2,E)
∞ = HˆA ⊗ˆφ E.
If we view F¯ as an operator on K(HˆA) ⊗ˆK(HˆA) L2(G2,E)∞ ∼= L2(G2,E)∞, then we
obtain an F¯ -connection. Hence the compression
F ′ := (T∗ ⊗ˆK(HˆA) 1)∗ · F¯ · (T∗ ⊗ˆK(HˆA) 1)
of F¯ to Hˆ∗A ⊗ˆK(HˆA) HˆA ⊗ˆφ E ∼= A ⊗ˆφ E ∼= E is an F¯ -connection as well. By [2,
18.3.4.f], F ′ is an F -connection. Another F -connection is F itself. Therefore, F ′ is
a compact perturbation of F . Since F¯ and T are G-equivariant, so is F ′.
Theorem 8.7. Let A and B be σ-unital G2-C
∗-algebras. If A is proper, then
KKG(A,B) ∼= KKGs (A,B) ∼= [χA,K(G2N)B] ∼= [χA,B]K(G2N).
If A is proper and A and B are trivially graded, then
KKG(A,B) ∼= KKGs (A,B) ∼= [qA,K(GN)B] ∼= [qA,B]K(GN).
Proof. By Proposition 8.6, A has property AE. Hence the assertions follow from
Proposition 3.4 and Proposition 5.4.
9. Other equivariant theories
The arguments above generalize to other more general versions of equivariant
Kasparov theory. First of all, we did not even care to specify whether we work with
complex or real C∗-algebras: The theory above goes through in both cases. In the
real case, we only have to interpret C as the algebra R of real numbers everywhere
above. Hence KKG is the universal split exact stable homotopy functor also for
real C∗-algebras. We may also treat “real” C∗-algebras as in [14].
Our results carry over to Kasparov’s functor RKKG with some obvious changes.
We first define the functors RKKG and RKKG.
Let G be, as usual, a locally compact σ-compact topological group and let X be a
locally compact σ-compact G-space. An X ⋊G2-C
∗-algebra is a G2-C
∗-algebra A
equipped with a G2-equivariant essential ∗-homomorphism from C0(X) into the
center of M(A). Let A,B be X ⋊G2-C∗-algebras. A ∗-homomorphism φ : A →
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M(B) is called X ⋊G2-equivariant iff it is G2-equivariant and in addition satisfies
φ(f · a) = f · φ(a) for all f ∈ C0(X), a ∈ A.
If B is an X ⋊G2-C
∗-algebra and E is a Hilbert B,G-module, then K(E) is an
X ⋊G2-C
∗-algebra as well. The homomorphism C0(X) → M
(
K(E)
)
= L(E) is
defined by f · (ξ · b) := ξ · (f · b) for all f ∈ C0(X), ξ ∈ E, b ∈ B. By the Cohen-
Hewitt factorization theorem, all elements of E are of the form ξ · b for suitable
ξ ∈ E, b ∈ B. Computing the inner products 〈f · (ξ · b) | η · c〉 shows that f · (ξ · b)
is well-defined and defines a ∗-homomorphism from C0(X) into the center of L(E).
Kasparov [15] defines the functorRKKG(X ;A,B) forX ⋊G2-C∗-algebras using
Kasparov triples (E, φ, F ) for A,B with the additional assumption that φ : A →
L(E) be X ⋊G2-equivariant. If A and B are just G2-C
∗-algebras, then he puts
RKKG(X ;A,B) := RKKG(X ; C0(X,A),C0(X,B)). Hence RKKG is a special
case of RKKG.
The presence of the central homomorphism C0(X)→ L(E) creates no problems
in Sections 3 and 4. In Section 5, we have to modify the definitions of the universal
algebras XA and QA because, as they are defined there, they are not X ⋊G2-
C∗-algebras. Thus we replace them by algebras with analogous universal properties
in the category of X ⋊G2-C
∗-algebras. This amounts to dividing out the relations
ι±(fa)ι±(b) = ι±(a)ι±(fb) for all a, b ∈ A, f ∈ C0(X) in qA and the relation
jA(fa)FAjA(b) = jA(a)FAjA(fb) for all a, b ∈ A, f ∈ C0(X) in χA. The quotients
by the ideals generated by these relations carry a canonical X ⋊G2-C
∗-algebra
structure. Once this modification is made, the results of Sections 5, 6, and 7 carry
over without change. Especially, RKKG(X ;A,B) is the universal split exact stable
homotopy functor for trivially graded separable X ⋊G-C∗-algebras. Theorem 8.7
remains valid as well.
The functorRKKG(X ;A,B) is a special case of the equivariant Kasparov theory
for groupoids developed in [16]. I expect that the arguments above carry over to the
case of locally compact groupoids with Haar system. However, I have not checked
the details. Some work has to be done to carry over the proof of Lemma 3.1.
Moreover, to carry over the results of Section 8, one first has to define properness
in the sense of Rieffel for actions of groupoids.
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