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Abstract
Let F be a field of characteristic zero and W an associative affine F -algebra
satisfying a polynomial identity (PI). The codimension sequence {cn(W )} asso-
ciated to W is known to be of the form Θ(ntdn), where d is the well known
PI-exponent of W . In this paper we establish an algebraic interpretation of the
polynomial part (the constant t) by means of Kemer’s theory. In particular, we
show that in case W is a basic algebra (hence finite dimensional), t = q−d2 + s,
where q is the number of simple component in W/J(W ) and s + 1 is the nilpo-
tency degree of J(W ) (the Jacobson radical of W ). Thus proving a conjecture of
Giambruno.
1 Introduction
Let W be an affine (i.e. finitely generated) PI algebra over a field F of characteristic
0. The codimension growth of W was studied heavily in the last 40 years or so (see
for instance [8, 3]). It provides an important tool for measuring the ”size” of the T -
ideal of identities of W in asymptotic terms. In particular, the exponential part of the
asymptotics is key in the classification of varieties of PI algebras. Let us recall briefly
some definitions.
Let F 〈X〉 be the free algebra over a countable set X. A polynomial f(x1, . . . , xn) ∈
F 〈X〉 in noncommuting indeterminates x1, . . . , xn ∈ X, is called a polynomial identity
of W if f(w1, . . . , wn) = 0 for any (w1, . . . , wn) ∈ W
n. We say W is a PI-algebra if such
nonzero polynomial exists. The set of polynomial identities of W , denoted Id(W ), is
clearly an ideal of F 〈X〉. Moreover Id(W ) is a T -ideal, that is, it is invariant under any
endomorphism φ ∈ EndF (F 〈X〉). It is well known (applying multilinearization) that T -
ideals are generated as T -ideal by multilinear elements, i.e by the elements in Pn(F ) =
spanF{xσ(1) · · ·xσ(n) | σ ∈ Sn}, n ∈ N. Let cn(W ) = dimF Pn(F )/Pn(F )∩ Id(W ) be the
∗The first and third authors were supported by the ISRAEL SCIENCE FOUNDATION (grant No.
1017/12). The second author was supported by the FWO Ph.D fellowship
1
nth term of the codimension sequence ofW . It is clear that cn(W ) = cn(W ⊗F R) where
R is a commutative domain and hence, for the calculation of cn(W ) we may assume
that F is an algebraically closed field.
Regev, in his pioneering article, proved the sequence {cn(W )} is exponentially bounded
[12]. Twenty five years later Giambruno and Zaicev showed (as conjectured by Amitsur)
that lim
n→∞
n
√
cn(W ) exists and is an integer. This is the PI-exponent of W , denoted by
exp(W ) [6].
Giambruno and Zaicev proved that exp(W ) is determined by the F -dimension of a
suitable subalgebra of W in case W ∼= A is finite dimensional over F . Let us state their
result precisely. Recall that by Wedderburn-Malcev’s theorem any finite dimensional
algebra A over F can be decomposed into A = Ass ⊕ J(A), where Ass is a maximal
semisimple subalgebra of A (unique up to isomorphism) and J(A) is the Jacobson
radical of A. Moreover, F being algebraically closed, Ass ∼= A1 × · · · × Aq, where the
product is direct and Ai ∼=Mdi(F ) is the algebra of di × di-matrices over F . With this
notation, Giambruno and Zaicev proved that
exp(A) = max{dimF (Ai1×· · ·×Air) : where ij 6= ik for j 6= k and Ai1JAi2 · · ·JAir 6= 0}.
In order to get their result for arbitrary affine algebras (namely lim
n→∞
n
√
cn(W ) exists and
is an integer) one needs to invoke the fundamental representability theorem of Kemer
[10, 1].
Theorem 1.1. For any affine PI algebra W there exists a finite dimensional algebra
A such that Id(W ) = Id(A).
Regev conjectured that the asymptotic behavior of the sequence {cn(W )} is of the form
cntdn for some constants c ∈ R, t ∈ 1
2
Z and d ∈ Z≥0 (we write cn(W ) ≃ cn
tdn where
f ≃ g means lim f
g
= 1). A weakened version of Regev’s conjecture was confirmed
by Berele and Regev in [5], namely that {cn(W )} is asymptotically bounded by the
functions
c1n
t(exp(W ))n . cn(W ) . c2n
t(exp(W ))n (1.1)
for some constants c1, c2 ∈ R and t ∈
1
2
Z in case the codimension sequence is eventually
nondecreasing (i.e. monotonic nondecreasing for large enough n). Furthermore, they
showed that if W is unital (and hence the codimension sequence is nondecreasing)
c1 = c2 and thus confirming in this case Regev’s conjecture. Recently, in [9], Giambruno
and Zaicev proved that the sequence of codimensions is indeed eventually nondecreasing,
showing the asymptotic inequality above holds for any affine PI algebra. We refer to
t = t(W ) as the polynomial part of the codimension sequence of W .
We emphasize that the proof of Berele and Regev for the existence of the parameter
t(W ) does not give a formula for its calculation. In this article (following a reduction
to basic algebras) we present an interpretation, a la Giambruno and Zaicev, of the
polynomial part of the codimension growth for any finite dimensional F -algebra W .
Let A be a finite dimensional algebra and let Par(A) = (dimF Ass, nildeg(J(A)) − 1)
be its parameter (nildeg(J(A)) denotes the nilpotency degree of the Jacobson radical).
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Such an algebra A is said to be basic (or fundamental) if it is not PI equivalent to
B1× · · · ×Bl where Par(Bi) < Par(A) for every 1 ≤ i ≤ l. By induction one can easily
get the following
Lemma 1.2. Let A be a finite dimensional algebra over F . Then there exist basic
algebras B1, . . . , Bl such that A is PI-equivalent to B1 × · · · × Bl.
This can be used to reduce the problem of interpreting the polynomial part (from
arbitrary finite dimensional algebras) to basic algebras.
Corollary 1.3. With the above notation, exp(A) = max1≤i≤l exp(Bi) and
t(A) = max
j
{t(Bj) : exp(Bj) = exp(A)}.
Remark 1.4. The definition of a basic algebra used in the proof of the representability
theorem for affine PI algebras (Theorem 1.1) is different, yet equivalent, to the one
we presented above. The decomposition of finite dimensional algebras into the direct
product of basic algebras up to PI equivalence (Lemma 1.2 above) using the other
definition is a key and nontrivial step in the proof of the Theorem.
For basic algebras Giambruno made the following conjecture.
Conjecture 1.5. Let A be a basic algebra with Wedderburn-Malcev decomposition
A ∼= Md1(F )× · · · ×Mdq (F )⊕ J(A). Then
t(A) =
q − d
2
+ s
where d = d21 + · · ·+ d
2
q and s+ 1 is the nilpotency degree of J(A).
In case A = Md(F ) this was established by Regev [13]. The conjecture is also known
to hold for the algebra of upper-block triangular matrices UT (d1, . . . , dq) [7]. This was
proved by Giambruno and Zaicev. In their proof they used Lewin’s theorem [11] and
Berele and Regev’s result [4].
Applying Regev’s result for matrix algebras, Giambruno’s conjecture can be re-stated
as follows. Let A be a basic algebra over F and A ∼= A1 × · · ·Aq ⊕ J(A) be its
Wedderburn-Malcev decomposition. Then
t(A) = t(A1) + · · ·+ t(Aq) + (nildeg(J(A))− 1).
Our main result appears is Theorem 3.29 where we prove the conjecture for an arbitrary
basic algebra.
The paper is organized as follows. In section 2 we study basic algebras. In particular,
to any basic algebra A we associate another basic algebra A which is better understood
and yet Par(A) = Par(A). The associated algebra A will be the main tool in the proof
of the upper bound, namely t(A) ≤ q−d
2
+ s (subsection 3.1). Finally in subsection 3.2
we handle the lower bound and achieve the main result.
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Notation . Throughout, F will be an alegebraically closed field of characteristic 0,W an
affine algebra over F , A a finite dimensional algebra over F , Ass a maximal semisimple
subalgebra and J(A) its radical. By nildeg(J(A)) we denote the nilpotency degree of
J(A), i.e. the number such that J(A)l = 0 but J(A)l−1 6= 0. All polynomials are
elements of F 〈X〉, the polynomial ring on countably many noncommuting variables
(the elements of X). We denote by Sn the symmetric group on n letters and by N the
set of positive integers.
2 Basic algebras
2.1 Preliminaries
In this section we present a condition which is equivalent to an algebra being basic. In
particular, basic algebras may be viewed as minimal models for a given Kemer index.
As always in this article A ∼= A1 × · · · × Aq ⊕ J(A) with Ai ∼= Mdi(F ). Thus d
2
i =
dimF Ai.
Definition 2.1 (Kemer index). For any ν ∈ N let
∆ν = {r ∈ N ∪ {0} | ∃p(X) /∈ Id(A) alternating in ν disjoint sets of size r}.
Clearly if ν ≤ γ, then max∆ν ≥ max∆γ . Let d = limν max(∆ν).
Next we let
Sdν = {j ∈ N ∪ {0} | ∃p(X) /∈ Id(A) alternating in ν disjoint sets of size d
and alternating in j sets of size d+ 1}.
Also here maxSdν ≥ maxS
d
γ if ν ≤ γ and we set s = limν maxS
d
ν .
The tuple κA = (d, s) is called the Kemer index of A.
Note that d and s are finite. Indeed, d is finite because max∆ν ≤ dimA for any ν > 0
and s is finite due to the definition of d. The alternating sets of size d are called small
sets and the sets of size d+1 are called big sets. In other words, there exist nonidentities
in an arbitrary number of alternating small sets, but only a finite number of big sets
(actually at most s big sets).
Definition 2.2. (Kemer polynomials) Let ν0 be a number where max∆ν0 = d and
maxSdν0 = s. Then a multilinear polynomial f is called a Kemer polynomial of A if
f /∈ Id(A) has at least ν0 small sets (cardinality d) and exactly s big sets (cardinality
d+ 1).
For a general finite dimensional algebra one has κA = (d, s) ≤ Par(A) in the lexico-
graphic order [1]. Kemer showed that equality characterizes basic algebras.
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Theorem 2.3. (Kemer, see [10] or ([1], Prop. 7.13)) A finite dimensional algebra A
is basic if and only if κA = Par(A).
An important consequence of this theorem is that Kemer polynomials do not vanish only
for evaluations where all simple components Ai are represented among the substitutions
and precisely J(A)− 1 variables are substituted by radical elements.
2.2 Examples
2.2.1 Well known examples
The matrix algebra Md(F ) has Kemer index (d
2, 0) and thus is basic. To see this, note
that any multilinear polynomial alternating on d2 + 1 variables vanishes on Md(F ).
Now recall the nth Capelli polynomial
capn(X ; Y ) =
∑
σ∈Sn
sign(σ)y1xσ(1) · · · ynxσ(n)yn+1.
It is well known, [8, Prop. 1.7.1], that capd2+1(X ; Y ) ∈ Id(Md(F )) but capd2(X ; Y ) /∈
Id(Md(F )) and moreover all diagonal elementary matrices can be realized as a nonzero
evaluation. Therefore for any µ ∈ N the polynomial
Capd2(X1, . . . , Xµ; Y1, . . . , Yµ) =
µ∏
i=1
capd2(Xi, Yi)
where Xi = {xi,1, . . . , xi,d2} is a Kemer polynomial of Md(F ), proving that κMd(F ) =
(d2, 0).
The next natural and important example is the algebra of upper block triangular
matrices UT (d1, . . . , dq) for positive integers d1, . . . , dq. This is the subalgebra of
Md1+···+dq(F ) consisting of the matrices
Md1(F ) ∗
0
. . .
...
0 · · · 0 Mdq(F )
 .
This is a basic algebra with Kemer index (d, q − 1), where d = d21 + · · · + d
2
q. Indeed,
it is well known that UT (d1, . . . , dq) has exponent d and hence its Kemer index has
the form κ = (d, s). Moreover, since the nilpotency degree of UT (d1, . . . , dq) is q −
1 we have s ≤ q − 1. In order to complete the proof we will construct (Kemer)
polynomials with arbitrary many small sets of cardinality d and precisely q − 1 sets
of cardinality d + 1. We start with the construction of polynomials with arbitrary
many small sets of cardinality d. For the simple component Mdi(F ), i = 1, . . . , q, we
consider the polynomial Capd2
i
(Xi,1, . . . , Xi,µ; Yi,1, . . . , Yi,µ) and their product bridged
by w1, . . . , wq−1
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Capd21(X1,1, . . . , X1,µ; Y1,1, . . . , Y1,µ)×w1 · · · · · ·wq−1×Capd2q(Xq,1, . . . , Xq,µ; Yq,1, . . . , Yq,µ).
which we denote by Capd21,...,d2q(Xi,j; Yi,j, i = 1, . . . , q, j = 1, . . . , µ,W ) or
for short Capd21,...,d2q(Xi,j; Yi,j,W ).
Now for j = 1, . . . , µ we alternate in the polynomial above the sets X1,j, . . . , Xq,j and
obtain a polynomial which we denote by f1,µ(Xi,j; Yi,j,W ). Finally we construct q − 1
big sets by alternating wj with the set Xj = X1,j ∪ · · · ∪Xq,j, for j = 1, . . . , q− 1. The
result is a polynomial f2,µ which alternates on µ − (q − 1) small sets of cardinality d
and precisely q − 1 big sets of cardinality d + 1. We leave the reader the task to show
that f1,µ and f2,µ are nonidentities of UT (d1, . . . , dq) by presenting nonzero evaluations
(variables of W are evaluated on radical elements). Our construction of f2,µ shows that
κ, the Kemer index of UT (d1, . . . , dq), satisfies κUT (d1,...,dq) ≥ (d, q − 1). On the other
hand κUT (d1,...,dq) ≤ Par(UT (d1, . . . , dq)) = (d, q − 1) and hence κ = Par. This shows
UT (d1, . . . , dq) is basic and f2 is a Kemer polynomial.
2.2.2 The associated basic algebra
As above we let A ∼= A1 × · · · × Aq ⊕ J(A), r = dimF (J(A)). For any u ∈ N consider
the associated algebra
Au :=
Ass ∗ F{b1, . . . , br}
〈b1, . . . , br〉
u+1
Ass∗F{b1,...,br}
.
The case where u = nildeg(J(A))−1 is of special interest. We denoteA = Anildeg(J(A))−1.
Lemma 2.4. The algebra A is finite dimensional. Moreover, if the algebra A is basic
then A is also basic.
Proof. Choose a basis Φ of Ass (e.g. the elementary matrices of the simple components
Aj). Consider nonzero monomials in Ass ∗ F{b1, . . . , br}. These are words of the form
ai1bi1ai2bi2 · · · aikbikaik+1
where k ≥ 0, aij ∈ Φ and bij ∈ X. By definition of A, monomials are zero in A if
k > u and hence their number is finite. This proves the first part of the lemma. For the
second part, note that Ass is a maximal semisimple subalgebra which supplements the
radical J(A). Moreover, the radical is generated by the variables bi and its nilpotency
degree equals nildeg(J(A)). It follows that Par(A) = (d, u). But the algebra A is a
quotient of A and hence its Kemer index is at least the Kemer index of A. This implies
the Kemer index of A equals Par(A) = (d, u) and the result follows.
Remark 2.5. It turns out that in the lemma above, the condition on the algebra A being
basic is not necessary. Let Ass be a semisimple algebra with q simple components. It
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was proved by the 3rd named author of this article that the algebra Au, u ≥ q is basic.
This will appear in a subsequent paper authored by him.
3 Giambruno Conjecture
During this entire section we consider a basic F -algebra A whose Wedderburn-Malcev
decomposition is given by
A = Ass ⊕ J(A),
where Ass = A1×· · ·×Aq is a product of matrix algebras, say Ai ∼=Mdi(F ), i = 1, . . . , q.
Next, denote by κA = (d, s) the Kemer index of A. In particular, by Theorem 2.3,
d = d21+ · · ·+ d
2
q and s = nildeg(J(A))− 1 where nildeg(J(A)) is the nilpotency degree
of J(A).
The proof consists of two parts, namely we show (q − d)/2 + s bounds from above
and from below t(A). For the upper bound observe that id(A) ⊆ id(A). Also, the
algebras A and A have the same Kemer index and moreover have isomorphic semisimple
subalgebras supplementing the corresponding radicals. In particular they have the
same exponent. It follows that t(A) ≤ t(A) and hence it is sufficient to show t(A) ≤
(q − d)/2 + s.
3.1 Upper bound
As remarked above we need to show t(A) ≤ (q − d)/2 + s where A is the basic algebra
A =
Ass ∗ F{b1, . . . , bdimF J(A)}〈
b1, . . . , bdimF J(A)
〉s+1 .
3.1.1 Some reductions
First, we present a preferred basis for A. For 1 ≤ l ≤ q we denote the matrix units
of Al by ej1,j2(Al) and ej1(Al) = ej1,j1(Al), 1 ≤ j1, j2 ≤ dl. Next, for 1 ≤ k, k
′ ≤ q,
1 ≤ i ≤ dk and 1 ≤ j ≤ dk′ let
Wi,j(Ak, Ak′) = {ei,j0(Ak)bl0ei1,j1(Ak1)bl1 · · · eis′ ,js′ (Aks′ )bls′eis′+1,j(Ak′)|0 ≤ s
′ ≤ s}.
Note that in the expression above, the indices j0 and is′+1 run over the sets {1, . . . , dk}
and {1, . . . , dk′} respectively, the indices ip, jp run over the set {1, . . . , dp}, p = 1, . . . , s
′,
and lν , ν = 0, . . . , s
′, runs over the set {0, . . . , dimFJ(A)}.
We denote by W the union of the sets Wi,j(Ak1 , Ak2), 1 ≤ k1, k2 ≤ q, 1 ≤ i ≤ dk1,
1 ≤ j ≤ dk2. Thus, a basis for A is the set
{ej1,j2(Al) | 1 ≤ l ≤ q, 1 ≤ j1, j2 ≤ dl} ∪W.
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Since A is a finite dimensional algebra by proposition 2.4, we can identify its relatively
free algebra F 〈Xi | i ∈ N〉/ Id(A) with a subalgebra of
AK = A⊗F K,
where K is the (commutative) polynomial ring
K = F
[
θ
(i)
j1,j2
(Al), θ
(i)(w) | i ∈ N, 1 ≤ l ≤ q, 1 ≤ j1, j2 ≤ dl, w ∈ W
]
.
Let us make this identification explicit. Write,
Xi(Ak) =
∑
a1,a2
θ(i)a1,a2(Ak)ea1,a2(Ak).
Then the variable Xi of the relatively free algebra of A is identified with
q∑
k=1
Xi(Ak) +
∑
w∈W
θ(i)(w)w︸ ︷︷ ︸
Xi(w)
=
∑
Σ
Xi(Σ) ∈ AK ,
where Σ is a symbol which runs over the set Symb =W∪(SimComp := {A1, . . . , Aq}).
As a result of this identification, the spaces Pn(A) are viewed as subspaces of AK .
We decompose Pn(A) into subspaces as follows. Consider a monomial Xσ(1) · · ·Xσ(n) ∈
Pn(A), where σ ∈ Sn. Clearly, by the identification we just described, the corresponding
monomial in AK is equal to the sum∑
Σ1,...,Σn∈Symb
Xσ(1)(Σ1) · · ·Xσ(n)(Σn). (3.1)
Note that
1. Xi(Ak)Xj(Ak′) = 0 if k 6= k
′.
2. If more than s symbols from Σ1, . . . ,Σn are radical (i.e. from W ), then
Xσ(1)(Σ1) · · ·Xσ(n)(Σn) = 0.
This leads to the following definition.
Definition 3.1. A sequence −→p = (p1, . . . , pn) of symbols in Symb is called a path (of
length n) if the following two properties are satisfied:
1. If pi, pi+1 ∈ SimComp, then pi = pi+1.
2. Not more than s symbols (from p1, . . . , pn) are in W .
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Furthermore, suppose−→p = (Ak1, . . . , Ak1, w1, Ak2 , . . . , Ak2 , w2, . . . , ws′, Aks′+1, . . . , Aks′+1),
then struc(−→p ), the path structure of−→p , is defined to be the sequence (Ak1, w1, Ak2 , w2, . . . , ws′, Aks′+1)
(i.e. we record the simple components with no adjacent repetitions and the radical el-
ements). Two paths −→p1 ,
−→p2 (of the same length) are called equivalent (denoted by
−→p1 ∼
−→p2) if they have the same path structure (e.g. (Ak1 , Ak1, w1, Ak2) and (Ak1 , w1, Ak2, Ak2)
are equivalent paths whereas (Ak1 , Ak1, w1, Ak2) and (Ak1, w1, Ak2) are not).
The set of all paths of length n is denoted by Pathn and the set of all equivalence
classes of paths of length n is denoted by Pathn/ ∼.
Definition 3.2. For a given path −→p ∈ Pathn we denote the number of appearances
of a symbol Σ from Symb by −→p (Σ).
By definition, the expression in (3.1) can now be rewritten as (indeed, we ignore some
vanishing monomials)
∑
−→p =(p1,...,pn)∈Pathn
Xσ(1)(p1) · · ·Xσ(n)(pn) =
∑
[−→p1]∈Pathn/∼
 ∑
−→p =(p1,...,pn)∈[
−→p1]
Xσ(1)(p1) · · ·Xσ(n)(pn)
 .
Definition 3.3. For a fixed −→p ∈ Pathn denote by P−→p (A) the F -linear span of all
monomials Xσ(1)(p1) · · ·Xσ(n)(pn), where σ varies over Sn. Furthermore, P[−→p1](A) de-
notes the sum of all P−→p (A) such that
−→p ∼ −→p1 .
Lemma 3.4. The space Pn(A) is embedded in⊕
−→p ∈Pathn
P−→p (A) =
⊕
[−→p ]∈Pathn/∼
P[−→p ](A).
As a result,
cn(A) ≤
∑
[−→p ]∈Pathn/∼
dimF P[−→p ](A).
Moreover, the size of the set Pathn/ ∼ is bounded by a constant independent of n.
Proof. Only the last part requires an explanation. Indeed, the size of Pathn/ ∼ is
bounded from above by the number of sequences of length at most 2s+1 whose elements
are taken from the finite set Symb. So the constant can be taken to be
2s+1∑
t=1
|Symb|t.
Remark 3.5. By the previous Lemma, it is sufficient to show that dimF P[−→p ](A),
−→p ∈
Pathn, is bounded from above by Cn
q−d
2
+sdn, where C is some constant independent
of n..
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We intend to decompose each P[−→p ](A) into a (direct) sum of some special subspaces.
Definition 3.6. Let−→p = (p1, . . . , pn) be a path inPathn and let Z = Xσ(1)(p1) · · ·Xσ(n)(pn)
be a monomial in P−→p (A) for some σ ∈ Sn. For 1 ≤ l ≤ q we denote by indl(Z) the set
of all indices σ(u) (here 1 ≤ u ≤ n) for which pu = Al.
Furthermore, we denote by seqrad(Z) the sequence of indices (σ(i1), . . . , σ(is′)) for which
1. piu ∈ W for every 1 ≤ u ≤ s
′.
2. i1 < · · · < is′.
3. {σ(i1), . . . , σ(is′)}∪ind1(Z)∪· · ·∪indq(Z) = {1, . . . , n} (that is seqrad(Z) consists
of all the indices whose corresponding variables take values in the radical).
Finally, we set
−→
ind(Z) = (ind1(Z), . . . , indq(Z); seqrad(Z)).
Definition 3.7. Two monomials Z1 and Z2 in P[−→p ](A) are equivalent (or Z1 ∼ Z2) if
−→
ind(Z1) =
−→
ind(Z2). The set of all equivalence classes corresponding to this relation is
denoted by Mon[−→p ]/ ∼, where Mon[−→p ] is the set of monomials in P[−→p ](A). Further-
more, P[Z](A)(⊆ P[−→p ](A)) denotes the F -span of all monomials in P[−→p ](A) which are
equivalent to Z.
Lemma 3.8. The following hold:
1. P[−→p ](A) is equal to ⊕
[Z]∈Mon[−→p ]/∼
P[Z](A).
2. Denote by Mon[−→p ](n1, . . . , nq)/ ∼ the subset of Mon[−→p ]/ ∼ consisting of all [Z]
for which the corresponding path −→p satisfies n1 = |ind1(Z)|, . . . , nq = |indq(Z)|.
Then, Mon[−→p ]/ ∼ is equal to the (disjoint) union⋃
n1+···+nq=n−s′
Mon[−→p ](n1, . . . , nq)/ ∼,
where s′ = |seqrad(Z)| is the number of symbols from W in
−→p .
3. The size of Mon[−→p ](n1, . . . , nq)/ ∼ is bounded from above by
ns
′
·
(
n− s′
n1, . . . , nq
)
.
Proof. Only the third part requires a proof. There are s′! ·
(
n
s′
)
options to choose and
order s′ indices from the set {1, . . . , n}, i.e. there are s′! ·
(
n
s′
)
ways to choose seqrad
for a fixed 1 ≤ s′ ≤ s. From the remaining n− s′ indices there are
(
n−s′
n1,...,nq
)
options to
choose n1 which will correspond to A1,. . . , nq which will correspond to Aq. Finally, it
is clear that
s′! ·
(
n
s′
)(
n− s′
n1, . . . , nq
)
≤ ns
′
(
n− s′
n1, . . . , nq
)
.
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Definition 3.9. For
−→
i = (i1, . . . , il) we denote the product Xi1(Aj) · · ·Xil(Aj) by
X−→
i
(Aj).
Consider monomials in P[Z](A)(⊆ P[−→p ](A)) of the form
X−→
i1
(Ak1)Xν1(w1)X−→i2 (Ak2)Xν2(w2) · · ·X
−−−→
is′+1
(Aks′+1),
namely monomials which satisfy
1. struc(−→p ) = (Ak1, w1, Ak2 , w2, . . . , Aks′+1)
2.
⋃
α:kα=l
Set−→
iα
= indl(Z), where Setx consists of all indices appearing in the vector
x
3. seqrad(Z) = (ν1, . . . , νs′).
Remark 3.10. It is important to stress that there exist other type of monomials, namely
monomials where some radical elements are adjacent or monomials which start or end
by radical elements. As it will be clear below, the treatment of these monomials is
similar to the monomials of the type considered in Definition 3.9.
Consider the spaces P
j0,js′+1
[Z] (A) := ej0(Ak1)P[Z](A)ejs′+1(Aks′+1)(⊆ AK), where 1 ≤
j0 ≤ dk1 and 1 ≤ js′+1 ≤ dks′+1 (recall our notation ej(B), the diagonal matrix ej,j in
the matrix algebra B). Note that the simple components Ak1 and Aks′+1 are determined
by the monomial Z if P
j0,js′+1
[Z] (A) 6= 0 and hence we do not record the indices k1 and
ks′+1 in the definition of P
j0,js′+1
[Z] (A). Since any element f of P[Z](A) can be written as
the sum
f = 1(Ak1) · f · 1(Aks′+1) =
∑
1≤j0≤dk1
1≤js′+1≤dks′+1
ej0(Ak1) · f · ejs′+1(Aks′+1),
we obtain an injective map
P[Z](A)→
⊕
1≤j0≤dk1
1≤js′+1≤dks′+1
P
j0,js′+1
[Z] (A).
So we have proved
Lemma 3.11. dimF P[Z](A) ≤
∑
j0,js′+1
dimF P
j0,js′+1
[Z] (A).
As a result of this observation we will fix also the indices j0, js′+1 and work in the space
P
j0,js′+1
[Z] (A). In Lemma 3.12 we describe the asymptotics of dimF P
j0,js′+1
[Z] (A) and then,
subsequently, we will sum up all spaces of that form.
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3.1.2 The key lemma and upper bound
In order to be able to carry out manipulations in the vector space P
j0,js′+1
[Z] (A) we
introduce the following notation:
θX1,...,Xla1,...,al+1(Ak) := θ
(X1)
a1,a2
(Ak)θ
(X2)
a2,a3
(Ak) · · · θ
(Xl)
al,al+1
(Ak)
and
θX1,...,Xli|j (Ak) :=
∑
a2,...,al
θX1,...,Xla1=i,a2,...,al,al+1=j(Ak).
Note that we changed slightly the notation we introduced above by replacing θ
(l)
ak ,ar with
θ
(Xl)
ak ,ar .
Furthermore, if −→ν = (1, . . . , l) we simply write
θ
X−→ν
i|j (Ak) = θ
X1,...,Xl
i|j (Ak).
The next lemma is straightforward (proof is omitted).
Lemma 3.12. The following hold.
1. For w1 ∈ W−,i(A−, Ak), w2 ∈ Wj,−(Ak, A−) we have
w1X−→ν (Ak)w2 = θ
X−→ν
i|j (Ak) · w1ei,j(Ak)w2.
2. For w1 ∈ Wj1,j˜1(Ak1 , Ak2), . . . , ws′ ∈ Wjs′ ,j˜s′ (Aks′ , Aks′+1) we have
ej˜0=j0(Ak1)︸ ︷︷ ︸
w0
(
X−→ν1(Ak1)Xi1(w1)X−→ν2(Ak2)Xi2(w2) · · ·X−−−→νs′+1(Aks′+1)
)
ej˜s′+1=js′+1(Aks′+1)︸ ︷︷ ︸
ws′+1
equals to
θ(i1)(w1) · · · θ
(is′ )(ws′)
(
q∏
l=1
∏
α:kα=l
θ
X−→να
j˜α−1|jα
(Al)
)
·w,
where
w = w0ej˜0,j1(Ak1)w1ej˜1,j2(Ak2) · · ·ws′ej˜s′ ,js′+1(Aks′+1)ws′+1.
Corollary 3.13. There exists an element w ∈ A such that for any monomial Z ′ ∈
P
j0,js′+1
[Z] (A) (and hence for any element of P
j0,js′+1
[Z] (A))
Z ′ = f · w
where f is a polynomial in F
[
θ
(i)
j1,j2
(Al), θ
(i)(w) | i ∈ N, 1 ≤ l ≤ q, 1 ≤ j1, j2 ≤ dl, w ∈ W
]
.
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We now turn to the construction of the map which enables to estimate dimF P
j0,js′+1
[Z] .
For every l, consider the variables Y1,l, . . . , Yvl−1,l, where vl is the number of appearances
of Al in struc(
−→p ) = (Ak1, w1, Ak2, w2, . . . , Aks′+1).
Let PXh1 ,...,Xhnl ;Y1,l,...,Yvl−1,l
denote the (nl + vl − 1)! space of all multilinear polynomials
in the prescribed variables, where indl(Z) = (h1, . . . , hnl) (i.e. the indices of variables
which get values from Al). Let
PXh1 ,...,Xhnl ;Y1,l,...,Yvl−1,l
(Al) = PXh1 ,...,Xhnl ;Y1,l,...,Yvl−1,l
/(PXh1 ,...,Xhnl ;Y1,l,...,Yvl−1,l
∩ Id(Al)).
Denote
(U1, . . . , Unl+vl+1) = (Xh1 , . . . , Xhnl , Y1,l, . . . , Yvl−1,l)
and let P[X̂Al ]
(Al) = P[X̂Al ]
/(P[X̂Al ]
∩Id(Al)) be the subspace of PXh1 ,...,Xhnl ;Y1,l,...,Yvl−1,l
(Al)
spanned by all monomials Uτ(1)Uτ(2) · · ·Uτ(nl+vl−1) where
1. Uτ(1), Uτ(nl+vl−1) ∈ {Xh1 , . . . , Xhnl}
2. If i < j and Uτ(i), Uτ(j) ∈ {Y1,l, . . . , Yvl−1,l}, then there exists k with i < k < j
such that Uτ(k) ∈ {Xh1 , . . . , Xhnl}.
3. The ordering induced by τ on the set {Y1,l, . . . , Yvl−1,l} is precisely the ordering
(Y1,l, . . . , Yvl−1,l). That is, for nl + 1 ≤ i, j ≤ nl + vl − 1 we have i < j =⇒ τ(i) <
τ(j).
Remark 3.14. We abuse notation and language here by considering monomials as ele-
ments of P[X̂Al ]
(Al)
Notation . We denote by cX̂Al
(Al) = dimFP[X̂Al ]
(Al) and note that cX̂Al
(Al) ≤ cnl+vl−1(Al).
Now, for l = 1, . . . , q let
X̂Al = X−−−−→µα(1,l) · Y1,l ·X−−−−→µα(2,l) · Y2,l · · ·Yvl−1,l ·X−−−−−→µα(vl,l)
,
be a monomial in P[X̂Al ]
(Al)
and let
X = (X̂A1 , . . . , X̂Aq) ∈ P[X̂A1 ]
× · · · × P[X̂Aq ]
.
Next consider the monomial
ej˜0=j0(Ak1)X(A)ej˜s′+1=js′+1(Aks′+1) ∈ P
j0,js′+1
[Z] (A),
where
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X(A) = X−−−−−−→να(t1,k1)(Ak1)Xi1(w1)X
−−−−−−→να(t2,k2)
(Ak2)Xi2(w2) · · ·X−−−−−−−−−−−→να(t
s′+1
,k
s′+1
)
(Aks′+1)
and if kg1 = kg2 = . . . = kgvl = l are the indices where the simple component Al appears
in struc(−→p ) = (Ak1, w1, Ak2 , w2, . . . , Aks′+1), then
(−−−−−→να(tg1 ,kg1 ), . . . ,
−−−−−−→να(tgvl ,kgvl )) = (
−−−→µα(1,l), . . . ,
−−−→µα(vl,l)).
Lemma 3.15. The following hold.
1. The map Ψ : P[X̂A1 ]
× · · · × P[X̂Aq ]
→ P
j0,js′+1
[Z] (A)
X 7→ ej˜0=j0(Ak1)X(A)ej˜s′+1=js′+1(Aks′+1)
is well defined, surjective and multilinear. Hence it determines a surjection
P
[̂XA1 ]
(A1)⊗ · · · ⊗ P[̂XAq ]
(Aq)→ P
j0,js′+1
[Z] (A).
2. dimF P
j0,js′+1
[Z] (A) ≤ cn1+s(A1) · · · cnq+s(Aq) ≤ C · cn1(A1) · · · cnq(Aq), where C is a
constant which is independent of n1, . . . , nq.
Proof. Suppose f is a linear combination of monomials in P[X̂Al ]
(Al) which represents
the zero element. Clearly, f represents the zero map in Hom(A
⊗(nl+vl−1)
l , Al) and hence,
evaluating Y1,l, . . . , Yvl−1,l on Al we obtain the zero map in Hom(A
⊗nl
l , Al). In particular
we obtain zero if we evaluate
Y1,l = ejg1 ,j˜g2−1(Al), Y2,l = ejg2 ,j˜g3−1(Al), . . . , Yvl−1,l = ejgvl−1,j˜gvl−1
(Al).
But in view of the fact that
wg1 ∈ Wjg1 ,j˜g1 (Akg1 , Akg1+1), wg2 ∈ Wjg2 ,j˜g2 (Akg2 , Akg2+1), . . . ,
wgvl−1 ∈ Wjgvl−1 ,j˜gvl
(Akgvl−1
, Akgvl ), wgvl−1 ∈ Wjgvl−1 ,j˜gvl
(Akgvl−1
, Akgvl ),
and by Lemma 3.12, we see that up to a scalar the bridge between the ith and the
(i+ 1)th appearance of Al in X(A) is given precisely by the matrix ejgi ,j˜gi+1−1
(Al) and
hence ej˜0=j0(Ak1)X(A)ej˜s′+1=js′+1(Aks′+1) = 0. This shows the map Ψ is well defined. It
is clear by construction that Ψ is multilinear and onto.
Let us prove the second part. Applying part (1) and the inequalities cX̂Al
(Al) ≤
cnl+vl−1(Al) we have
dimF P
j0,js′+1
[Z] (A) ≤ cX̂A1
(A1) · · · cX̂Aq
(Aq) ≤ cnl+vl−1(Al) · · · cnl+vl−1(Al).
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Furthermore, since the number of Y ’s is bounded by s, and the sequence cn(Al) is an
eventually nondecreasing function in n [9], we obtain
dimF P
j0,js′+1
[Z] (A) ≤ cn1+s(A1) · · · cnq+s(Aq).
The last inequality in the lemma follows from the fact that cn(B) ≃ Θ(n
tdn) for PI al-
gebras B (as proved by Berele and Regev [5] for unital algebras and later by Giambruno
and Zaicev [9] for arbitrary algebras). Indeed, we have that
lim
n→∞
cn+s(Al)
cn(Al)
= K2
for some constant K2 ∈ R and the result follows. This completes the proof of the
lemma.
As mentioned in Remark 3.10 other type of monomials Z should be considered. The
proofs of the statements that correspond to Lemmas (3.11 - 3.15) are similar and left
to the reader.
Theorem 3.16 (Upper bound). There is a constant C such that
cn(A) ≤ C · n
q−d
2
+sdn.
Proof. By part (5) of lemma 3.12 it follows that
dimF P
j0,js′+1
[Z] (A) ≤ C1 · cn1(A1) · · · cnq(Aq),
where n1, . . . , nq are determined by the path corresponding to [Z]. Combining this with
lemma 3.11 it gives
dimF P[Z](A) ≤ C2 · cn1(A1) · · · cnq(Aq).
By lemma 3.8 it follows that∑
[Z]∈Mon[−→p ](n1,...,nq)/∼
dimF P[Z](A) ≤ C3 · n
s′
(
n− s′
n1, . . . , nq
)
· cn1(A1) · · · cnq(Aq),
where s′ = n− n1 − · · · − nq. Thus,
dimF P[−→p ](A) ≤ C4 · n
s′ ·
∑
n1+···+nq=n−s′
(
n− s′
n1, . . . , nq
)
cn1(A1) · · · cnq(Aq).
By lemma 3.4 we obtain
cn(A) ≤ C5 ·
s∑
s′=0
ns′ · ∑
n1+···+nq=n−s′
(
n− s′
n1, . . . , nq
)
cn1(A1) · · · cnq(Aq)
 .
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Next, by [13],∑
n1+···+nq=n−s′
(
n− s′
n1, . . . , nq
)
cn1(A1) · · · cnq(Aq) ≤ C6·
∑
n1+···+nq=n−s′
(
n− s′
n1, . . . , nq
)
n
1−d21
2
1 d
2n1
1 · · ·n
1−d2q
2
q d
2nq
q ,
for some constant C6.
This, by a theorem of Regev and Beckner (which we recall below for the reader conve-
nience), is asymptotically equal to
C7 · (n− s
′)
q−d
2 dn.
All in all we have
cn(A) ≤ C8 ·
s∑
s′=0
(
ns
′
· (n− s′)
q−d
2 dn
)
≤ C · n
q−d
2
+sdn
as desired.
Theorem 3.17. (Regev and Bekner [2]) Let r1, . . . , rq, k1, . . . , kq ∈ R such that 0 <
k1, . . . , kq. Then,∑
n1+···+nq=n
(
n
n1, . . . , nq
)
kn11 · · · k
nq
q n
r1
1 · · ·n
rq
q ∼
((
k1
k
)r1
· · ·
(
kq
k
)rq)
· nrkn,
where k = k1 + · · ·+ kq and r = r1 + · · ·+ rq.
3.2 Lower bound
Let A be a basic algebra over a field F . Write A = (Ass = A1 × · · · × Aq) ⊕ J and
denote by d2i the dimension of Ai, i = 1, . . . , q. Furthermore, d = d
2
1 + · · · + d
2
q and s
denotes the nilpotency degree of J minus 1.
Convention 3.18. In the sequel, as we may by linearity, all evaluations we consider
of multilinear polynomials are from A1 ∪ · · · ∪ Aq ∪ J .
Since A is basic, by Theorem 2.3, it possesses a multilinear polynomial
f0 = f0 (z1, . . . , zq;B := B1 ∪ · · · ∪ Bs;E) ,
where
1. |B1| = · · · = |Bs| = d+ 1.
2. f0 alternates on each set Bi, i = 1, . . . , s. Therefore, any nonzero evaluation of
the variables of f0 takes exactly one variable of every Bi to a radical element and
the remaining variables (including the z’s and the ones from E) to a semisimple
element.
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3. There is a nonzero evaluation of the variables of f0 such that z˜i = 1(Ai) for
i = 1, . . . , q.
Till the end of this section we fix a nonzero evaluation, denoted by f˜0 = f0
(
z˜1, . . . , z˜q; B˜; E˜
)
,
which satisfies (3). Moreover, for i = 1, . . . , s, we denote by wi ∈ Bi the variable such
that w˜i ∈ J .
Remark 3.19. In the sequel we’ll consider partial evaluations of multilinear polynomials.
The properties of these evaluations rely on the existence of the evaluation f˜0 of f0.
Consider the multilinear polynomial
f1 = f1(z1, . . . , zq;B; Y ;E) = f0(y1,1y1,2z1y1,3y1.4, . . . , yq,1yq,2zqyq,3yq,4;B;E),
where Y = {yi,j| i = 1, . . . , q, j = 1, . . . , 4}. We shall abuse notation by writing
f1(z1, . . . , zq) (omitting E, Y and B). Furthermore, we denote B ∪ Y ∪ E by BY E.
Note that since f0 is a nonidentity of A, f1 is a nonidentity as well.
Remark 3.20. In what follows, roughly speaking, we shall replace the variables z1, . . . , zq,
with multilinear polynomials g1, . . . , gq. The polynomials g1, . . . , gq will be elements in
F 〈x1, . . . , xn〉, n ∈ N, where different polynomials depend on disjoint sets of variables.
This will give rise to a multilinear polynomial in the variables {x1, . . . , xn} ∪ BY E.
For any n ∈ N let Xn = {x1, . . . , xn}, and let Xn ∪ BY E be the corresponding set of
variables. Let PXn;BY E be the F -space of all multilinear polynomials on Xn ∪ BY E.
The symmetric group Sn acts on PXn;BY E by
σ · f(x1, . . . , xn;BY E) = f(xσ−1(1), . . . , xσ−1(n);BY E)
and it is well known that this action induces an Sn-module structure on the space
PXn;BY E(A) =
PXn;BY E
PXn;BY E ∩ id(A)
.
Now, consider a partition p of the set Xn into q subsets, denoted by X [A1], . . . , X [Aq],
where each X [Ai] is nonempty (we are interested in n → ∞, so we may assume that
n ≥ q).
Consider the symmetric groups SX[A1], . . . , SX[Aq] and their product Sp = SX[A1]×· · ·×
SX[Aq] < Sn. Clearly, by restriction, we obtain Sp-modules structures on PXn;BY E and
on PXn;BY E(A).
By the well known embedding of the relatively free algebra of A in UA = A⊗F F (θi,j :
i ∈ N, j = 1, . . . , dimF A) we may view the space PXn;BY E(A) as a subspace of UA.
This allows us to consider partial evaluation which is a key idea in this section.
Definition 3.21. For j˜, j ∈ {1, . . . , d1} × · · · × {1, . . . , dq}, let P
j˜,j
Xn;BY E
(A) ⊆ UA be
the space obtained from PXn;BY E(A) by performing the following evaluations on some
of the variables:
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1. yi,2 → y¯i,2 = ej˜i(Ai) and yi,3 → y¯i,3 = eji(Ai) for i = 1, . . . , q.
2. For i = 1, . . . , s, and for any w ∈ Bi \ {wi} we replace w by its value w˜. Note
that w˜ is necessary a semisimple element.
For g ∈ PXn;BY E(A) we denote by g¯ its image in P
j˜,j
Xn;BY E
(A).
Notation . In order to simplify our notation for elements in P j˜,jXn;BY E(A) we shall write
f(x1, . . . , xn) if the variables BY E do not play a role in our variable manipulations.
In Lemma 3.27 we’ll need to manipulate the variables of Xn and B and so we’ll write
f(x1, . . . , xn;w1, . . . , ws).
Observe that dimF P
j˜,j
Xn;BY E
(A) ≤ dimF PXn;BY E(A). Therefore, for the lower bound, it
will be sufficient to bound from below one of the spaces P j˜,jXn;BY E(A).
The elements of P j˜,jXn;BY E(A), as the elements of PXn;BY E(A), will be referred as multi-
linear polynomials.
As for the elements of PXn;BY E(A), we perform the partial evaluations 1 and 2 in
Definition 3.21 also on the polynomial
f1 = f1(z1, . . . , zq;B; Y ;E) = f0(y1,1y1,2z1y1,3y1.4, . . . , yq,1yq,2zqyq,3yq,4;B;E),
and denote the obtained polynomial by f1.
Lemma 3.22. For any nonzero evaluation of f1 the following hold.
1. The variables {z1, . . . , zq} ∪ Y ∪ E are all evaluated by semisimple elements.
2. Each wi ∈ Bi, i = 1, . . . , s, is evaluated by a radical element (note the other
elements of Bi were already replaced by semisimple elements).
3. For every i = 1, . . . , q, the variable zi is evaluated by an element of Ai.
Moreover, any nonzero evaluation g¯i of a polynomial gi by elements of Ai, i = 1, . . . , q,
such that eji g¯iej˜i 6= 0 may be extended to a nonzero evaluation of f1(g1, . . . , gq).
Proof. Parts (1) and (2) are clear. Part (3) now follows, since y¯i,2 (and y¯i,3) is an
element from Ai and zi must be a semisimple element (by (1)).
We turn to the last part of the Lemma. Since y¯i,2g¯iy¯i,3 6= 0, we can find suitable
evaluations of yi,1 and yi,4 so that the expression yi,1y¯i,2g¯iy¯i,3yi,4 is evaluated by any
element of Ai. We are done since there is a nonzero evaluation of f0 were each zi (as
variable of f0) is evaluated by an element of Ai.
Lemma 3.23. Let V and W be finite dimensional vector spaces and let U be a subspace
of HomF (V,W ). Fix a basis w1, . . . , wdimF W of W . Then there is an element ψ in the
dual basis of W such that
dimF (ψ ◦ U) ≥
dimF U
dimF W
where ψ ◦ U is the space of all elements ψ ◦ T where T ∈ U .
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Proof. It is clear that the map Ψ : HomF (V,W )→ V
∗⊕· · ·⊕V ∗ (dimF W times) given
by
Ψ(T ) = (ψ1 ◦ T, . . . , ψdimF W ◦ T ),
is injective (in fact, it is an isomorphism), where ψ1, . . . , ψdimF W is any basis of W
∗ (in
our case it is the dual basis of (w1, . . . , wdimF W )). As a result,
dimF U ≤
dimF W∑
i=1
dimF ψi ◦ U.
So there is some i0 such that
dimF U ≤ dimF W · dimF ψi0 ◦ U.
So ψ = ψi0 is the required dual basis element.
Next, consider the spaces TX[Ai](Ai) = HomF (A
⊗ni
i , Ai) where i = 1, . . . , q (ni is the
number of elements of X [Ai] in the partition of n). Furthermore, we may view the space
PX[Ai](Ai) as a subspace of TX[Ai](Ai) via the embedding g → η(g) which is determined
by
η(g)(a1 ⊗ · · · ⊗ ani) = g(a1, . . . , ani), (a1, . . . , ani) ∈ A
⊗ni
i .
We apply the above lemma in the following setup: V = A⊗nii ,W = Ai and U =
PX[Ai](Ai) ⊆ TX[Ai](Ai). We use the basis of elementary matrices as a basis of W .
Now, for i = 1, . . . , q, we denote by ψj˜i,ji the element in the dual basis of W = Ai as
given by Lemma 3.23. Note that ψj˜i,ji : Ai → F is the map assigning to each matrix
of Ai its ej˜i,ji coefficient. For the given j = (j1, . . . , jq) and j˜ = (j˜1, . . . , j˜q) we simplify
our notation and denote the space P j˜,jXn;BY E(A) by P¯Xn;BY E(A).
Theorem 3.24. The mapping
φp : PX[A1](A1)⊗ · · · ⊗ PX[Aq](Aq)→ P¯Xn;BY E(A)
given by
φp(g1 ⊗ · · · ⊗ gq) = f1(g1, . . . , gq),
is well defined.
Moreover, if we denote by M(p) the image of φp, then
dimM(p) ≥
1
d21 · · · d
2
q
· cn1(A1) · · · cnq(Aq),
where n1 = |X [A1]|, . . . , nq = |X [Aq]|.
Proof. It is convenient to introduce the following auxiliary spaces which we denote by
P¯z1,...,zi−1,X[Ai],zi+1,...,zq;BY E(A) = P
j˜,j
z1,...,zi−1,X[Ai],zi+1,...,zq;BY E
(A).
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As for the construction of P¯Xn;BY E(A) = P
j˜,j
Xn;BY E
(A) above, the space P¯z1,...,zi−1,X[Ai],zi+1,...,zq;BY E(A),
i = 1, . . . , q, is obtained from the space
Pz1,...,zi−1,X[Ai],zi+1,...,zq;BY E(A)
by performing evaluations 1 and 2 of Definition 3.21.
Note that
f1|zi→gi ∈ P¯z1,...,zi−1,X[Ai],zi+1,...,zq;BY E(A).
Furthermore the map φi : PX[Ai](Ai)→ P¯z1,...,zi−1,X[Ai],zi+1,...,zq;BY E(A) given by φi(gi) =
f1|zi→gi is well defined, since in any nonzero evaluation of f1 all variables of X [Ai] must
be evaluated by elements of Ai (see lemma 3.22), so for gi ∈ Id(Ai) there is no nonzero
evaluation of f1|zi→gi. In other words,
gi ∈ id(Ai) =⇒ φi(gi) = 0.
The same argument shows that the map
φ′p : PX[A1](A1)× · · · × PX[Aq](Aq)→ P¯Xn;BY E(A)
given by
φ′p(g1, . . . , gq) = f1(g1, . . . , gq)
is well defined. Since φ′p is multilinear, it induces the map
φp : PX[A1](A1)⊗ · · · ⊗ PX[Aq](Aq)→ P¯Xn;BY E(A).
Suppose ψj˜i,ji ◦ g(Ai,1), . . . , ψj˜i,ji ◦ g(Ai,ti) ∈
(
A⊗nii
)∗
is a basis of ψj˜i,ji ◦ PX[Ai](Ai),
i = 1, . . . , q.
Applying the lemma it is clear now that in order to complete the proof it is enough to
prove that φp is injective when restricted to the subspace T spanned by g(A1,α1)⊗ · · ·⊗
g(Aq,αq), where α1 = 1, . . . , t1; . . . ;αq = 1, . . . , tq.
Suppose there are scalars cα1,...,αq ∈ F such that
0 =
∑
α1,...,αq
cα1,...,αqφp(g(A1,α1) ⊗ · · · ⊗ g(Aq,αq)) =
∑
α1,...,αq
cα1,...,αqf1
(
g(A1,α1), . . . , g(Aq,αq)
)
.
For i = 1, . . . , q, let a
(Ai)
1 , . . . , a
(Ai)
ti ∈ A
⊗ni
i be a dual basis of ψj˜i,ji ◦ g(Ai,1), . . . , ψj˜i,ji ◦
g(Ai,ti) ∈
(
A⊗nii
)∗
. Write a
(A1)
1 =
∑
l a1,l ⊗ · · · ⊗ an1,l. Recall the action of g(A1,α1) on
a
(Ai)
1 is determined linearly via the action on a1,l ⊗ · · · ⊗ an1,l and the latter is deter-
mined via the substitutions x1 → a1(l), . . . , xn1 → an1(l), where (without loss of gen-
erality) X [A1] = {x1, . . . , xn1}. We remind the reader that f1
(
g(A1,α1), . . . , g(Aq,αq)
)
∈
P¯Xn;BY E(A) = P
j˜,j
Xn;BY E
(A) and j˜, j were chosen in Lemma 3.23. Hence we have,
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0 =
∑
α1,...,αq
cα1,...,αqf1
(
g(A1,α1)(a
(A1)
1 ), g(A2,α2), . . . , g(Aq,αq)
)
=
∑
α1=1,α2,...,αq
cα1=1,α2,...,αqf1
(
ej˜1,j1(A1), g(A2,α2), . . . , g(Aq,αq)
)
.
By considering a
(A2)
1 , . . . , a
(Aq)
1 and applying the same argument on the last expression
we conclude that
c1,...,1 · f1
(
ej˜1,j1(A1), . . . , ej˜q,jq(Aq)
)
= 0.
By Lemma 3.22, it follows that f1
(
ej˜1,j1(A1), . . . , ej˜q,jq(Aq)
)
6= 0, hence c1,...,1 = 0.
It is clear that the same argument will work for every α1, . . . , αq, thus every cα1,...,αq =
0.
Next we study the connection between the different M(p).
Lemma 3.25. Fix some p0 = (X [A1], . . . , X [Aq]) and denote
−→n = (n1, . . . , nq) where
ni is the number of elements in X [Ai]. Let T = {e = τ1, τ2, . . . , τl} be a transversal of
Sp0 in Sn. Then, the sum of vector spaces
Mtot(
−→n ) :=M(τ1p0) + · · ·+M(τlp0),
is direct.
Note that Mtot(
−→n ) = FSp0 · f1(x1, . . . , xn1 , . . . , xn1+···+nq−1+1, . . . , xnq).
Proof. Suppose
0 =
l∑
k=1
αkhk,
where 0 6= hk ∈M(τkp0) and αk ∈ F . Here, l =
n!
n1!···nq!
=
(
n
n1,...,nq
)
.
Since
h1 =
∑
σ∈Sp0
βσf1(xσ(1) · · ·xσ(n1), . . . , xσ(n1+···+nq−1+1) · · ·xσ(n)) 6= 0
we obtain by Lemma 3.22 a nonzero evaluation ξ : F {Xn, BY E} → A which sends the
variables of X [Ai] to elements of Ai (for i = 1, . . . , q). We claim this evaluation sends
each hk (k 6= 1) to zero. Indeed, at least one of the sets τkX [A1], . . . , τkX [Aq] must
have an element x ∈ τi0X [Ai0] which is sent to some Ai, i 6= i0 and hence
hk =
∑
σ∈Sp0
βτkσf1(xτkσ(1) · · ·xτkσ(n1), . . . , xτkσ(n1+···+nq−1+1) · · ·xτkσ(n))
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is sent to zero. It follows that 0 = α1 · ξ(h1) and hence α1 = 0.
Repeating this argument for h2, . . . , hl yields α2 = α3 = · · · = αl = 0.
Write
Mtot(n) :=
∑
n1+···+nq=n
Mtot (
−→n = (n1, . . . , nq)) .
Note that in view of our notation above for Mtot(
−→n ) we have
Mtot(n) = FSn · f1(x1, . . . , xn1 , . . . , xn1+···+nq−1+1, . . . , xnq).
Using a similar argument as in the previous lemma we obtain the following (proof is
omitted).
Lemma 3.26. For every n, the above sum in Mtot(n) is direct.
Consider now the group SXn∪{w1,...,ws} (see the beginning of the section for the defi-
nition of w1, . . . , ws) and let {e = σ1, σ2, . . . , σu} be a transversal of SXn inside the
aforementioned group. Note that u = (n+s)!
n!
= Θ(ns).
Lemma 3.27. The sum
Mtotal(n) =
u∑
k=1
σkMtot(n)
is direct, where
σkMtot(n) = σkFSn · f1(x1, . . . , xn1 , . . . , xn1+···+nq−1+1, . . . , xnq ;w1, . . . , ws).
Proof. The idea used in the proof of lemma 3.25 works also here. Suppose
0 =
u∑
k=1
αkhk,
where 0 6= hk ∈ σkMtot(n) and αk ∈ F . Since h1 6= 0, we obtain by lemma 3.22, a
nonzero evaluation ξ : F {Xn, BY E} → A which sends the variables in Xn to elements
of Ass and w1, . . . , wq to elements of J . This evaluation sends each hk (k 6= 1) to zero.
Indeed, σkB1, . . . , σkBs are alternating sets of cardinality d + 1 in hk. However, there
is some i0 for which σkBi0 does not contain any of the variables w1, . . . , ws. Hence
ξ(σkBi0) ⊆ Ass. As a result, ξ(hk) = 0. Thus, 0 = α1ξ(h1) and so α1 = 0.
Repeating this argument to h2, . . . , hl yields α2 = · · · = αl = 0.
Now we show that asymptotically dimF Mtot(n) has the desired lower bound. Recall
that cni(Ai) ∼ Kin
1−d2i
2 d2ni for some constant Ki ∈ R [13]. As a result of lemma 3.25,
lemma 3.26 and the above lemma we get (the inequality . is asymptotically)∑
n1+...+nq=n
K1 · · ·Kq
d21 · · · d
2
q
·
(
n
n1, . . . , nq
)
· n
1−d21
2
1 · · ·n
1−d2q
2
q · d
2n1
1 · · · d
2nq
q · n
s . dimF Mtotal(n).
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Finally we apply Theorem 3.17 and obtain
dimF Mtotal(n) ≥ Cn
q−d
2
+sdn
(here C is some nonnegative constant).
Corollary 3.28 (Lower bound). Let A = A1 × · · · × Aq ⊕ J(A) be a basic algebra of
Kemer index κA = (d, s). Then
cn(A) ≥ Cn
q−d
2
+sdn.
for some constant C ∈ R.
Proof. It is enough to show that
dimF cn+γ(A) ≥ dimF Mtotal(n),
for some γ independent of n. Indeed,
Mtotal(n) ⊆ PXn;BY E(A)
and PXn;BY E(A) is a projection of PXn;BY E(A). Hence, the statement stands for γ =
|BY E|.
So combined with Theorem 3.16 we finally get a positive answer on Giambruno’s con-
jecture.
Theorem 3.29. Let A = A1 × · · · × Aq ⊕ J(A) be a basic algebra of Kemer index
κA = (d, s). Then
cn(A) = Θ(n
q−d
2
+sdn).
In the special case where the algebra A has a unit we have
cn(A) ≃ Cn
q−d
2
+sdn.
for some constant 0 < C ∈ R.
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