ABSTRACT
INTRODUCTION
Complex data mining algorithms, such as support vector machines, neural networks and logistic regression have been used in the classification of gene-expression data. Usually, they produce models that are not easily interpretable by biologists and biomedical researchers, given the high number of variables and parameters. If simple but accurate rules could be induced from relatively small training samples, interpretation of the models would be greatly facilitated. As humans are better able to interpret simple rules such as 'if A is upregulated and B is downregulated, then the probability of disease X is high' than equations involving several coefficients, interaction terms and constants; some authors have proposed the use of rulebased systems for analysis of data originating from microarray. Some of these rely on experts or literature to directly determine rules to be used to construct gene networks or the constraints that need to be considered (Ressom et al., 2003; Woolf and Wang, 2000; Kauffman et al., 2003) . Given that expert knowledge is still limited to a small number of genes, data mining approaches have also been utilized. There is a broad range of methods used to induce rules from training data. Unsupervised rule learning was reported by Creighton and Hanash (2003) and Becquet et al. (2002) . There have been also reports of supervised rule induction. Some authors take advantage of tree-like algorithms that are well developed in the literature and have several different variants (Soinov et al., 2003; Li et al., 2003) . Others use different formulations of association rule induction algorithms (Hvidsten et al., 2003; Gamberger et al., 2004) . In this work, we present a rule induction and filtering strategy based on fuzzy sets and compare it with benchmark logistic regression models.
Several classification algorithms rely on discretization of values into a small number of categories. Discretization is also useful because it makes data simpler to interpret. The precision of values that are obtained from microarrays looks high. However, the * To whom correspondence should be addressed. meaning of this apparent precision is debatable. The values are read from scanners that measure the degree of fluorescence in different color channels. The process is prone to saturation and other artifacts, and often biologists rely on the experiments to get an idea of the degree of mRNA abundance, rather than obtaining absolute measures of gene expression. Given human interpretation of the values in terms of broad categories such as upregulation, neutral or downregulation, it may be possible (and desirable) to simplify the numerical scale into an ordinal one. Furthermore, it may be possible to use this simplification to produce simple rules that can be easily interpreted by humans, instead of real numbers that get multiplied by certain coefficients to generate a classifier (as is the case in other modeling approaches). Two types of algorithms are necessary for the induction of these rules from the data: algorithms for categorization of continuous values and algorithms for rule discovery and filtering that result in small, interpretable rules. 'Crisp' discretization (Butterworth et al., 2004; Jaroszewicz et al., 2004) (as opposed to fuzzy discretization) does not take into account that values at the borderline between value categories may be very similar. By associating values of membership in different categories, it is possible, for example, to describe a sample that is at the high-end of the 'low' category. Note that fuzzy memberships do not correspond to probabilities and their operators are different from those used in that framework as well. Fuzzy set based calculations have been referred to as 'computing with words' rather than computing with numeric values.
The algorithms we present in this paper combine fuzzy discretization (assignment of degrees of membership to the discrete categories of values such as low, medium and high, or benign and malignant) and fuzzy operators, with rule induction and filtering algorithms that are especially developed to produce a small number of short rules that are useful for model interpretation. In a way, this work extends (OhnoMachado et al., 2002) in that the framework for fuzzy discretization is generalized, the induction and filtering of rules is automated, and a larger number of datasets is subject to comparison.
METHODS
The method applied has four main parts. In order of application, they are gene preselection, learning of fuzzy memberships, rule synthesis and rule filtering.
For each preselected gene (Section 2.1) ordered qualitative levels that are easy to understand, such as low (for downregulated genes), medium (for neutral) and high (for upregulated) are chosen. Next, the membership functions for each of these levels are determined and each value in a copy of the data set is substituted with the label of the level corresponding to maximal membership (Section 2.3 and Table 1 ). The resulting discretized dataset is used to synthesize propositional rules (Section 2.4 and Example 1). The resulting rules set is applied in turn to each element in the dataset by using Equation (1), creating the matrix [Equation (3)] needed for the final step-removal of redundant rules (Section 2.5).
The final set of rules can be used to determine the class of any new, unseen element represented by the measurements needed, by applying Equation (2).
Gene preselection
For solving a classification problem with microarray data, preselection process is important for three reasons: the measurements are known to contain a high level of noise, computational costs are high when complex classifiers are involved and the low ratio of samples to measurements increases the probability of finding spurious relations in the data. Cluster analysis is a popular approach in microarray data analysis, but it focuses on group similarity, not on differential expression based on each gene (Thomas et al., 2001) . Many other methods such as t-test, Wilcoxon rank sum test, regression modeling, etc. have been applied (Golub et al., 1999; Thomas et al., 2001; Troyanskaya et al., 2002) . Microarray data is usually not normally distributed (Hunter et al., 2001 ) (even after log-transformation) and non-parametric methods may be applicable. Troyanskaya et al. (2002) suggested that Wilcoxon rank sum test is a conservative and robust method; so we applied it as a preselection method to build our classifiers with a small number of significant genes.
Fuzzy rules
Let U be a set of tissue samples, let G = {g j } j be a set of gene symbols, let C be a set of class labels and let c : U → C be a partial function that assigns class labels to elements in U ⊆ U .
Let g(x) denote the value of expression of the gene g in tissue sample x. Following the assumptions above we consider genes to be regulated according to a qualitative level such as up (u), neutral (n), or down (d). Let L be the set of such levels. For each gene and qualitative level we associate a fuzzy set and let µ (l, g, x) be the membership of x in the fuzzy set associated with gene g and level l.
Let the set of descriptors over G be D = G × L. Traditionally, these descriptors are viewed in a propositional context and the semantics of descriptor d = (g, l) with respect to U is defined as {x ∈ U |g(x) = l}. This means that d can be viewed as a characteristic function for the set of elements in U for which g(x) = l. We extend this view to a membership function and let the descriptor d serve as the membership of g(x) in l. In other words, for descriptor d = (g, l), we have that d(x) = µ (l, g, x) . This allows the direct extension of the classical crisp set conjunction (and disjunction) as min (and max) of the two characteristic functions to the standard fuzzy case. We define a rule to be an element in R = 2 D × C. For a rule r = (D , c), we denote the antecedent D by ant(r) and the consequent c of r by cons(r). Further, an application r(x) of a rule r = (D , c) to an element x ∈ U , is defined as
We view r(x) as being the membership of x in class c according to r. We extend this notion of membership to a set of rules R and use it to classify as follows. Given a class c, the membership of x in c according to R is
We can now assign a class to x by choosing the one with maximal membership. It is sometimes useful to be able to reject a classification when it is not possible to be sufficiently certain that a case belongs to any of the classes. We incorporate this notion as follows. Let
Also associate with each class label c ∈ C a threshold t c . The threshold t c is the threshold for which we reject a classification into class c. We can now formally define what we mean by classification. Given the associated thresholds t c , we define the classification of x according to R to be the set of classes that share the maximal membership according to R. Formally,
We choose to reject the classification if class R (x) contains more than one element. This happens in the case when either all classes were rejected or several classes share the same maximal membership for x.
Learning membership functions and rejection thresholds
In order to apply a set of rules, we need to know the membership functions corresponding to the descriptors in the rules, and the rejection thresholds for each class label occurring in the rules. We propose here a simple scheme such that given a set U ⊆ U , we can learn both the membership functions and the rejection thresholds.
Let v < w and let the ramp function ρ be defined as
be an increasing sequence of real numbers of size n. We associate n functions with s the following way:
A sequence of length three results in the triangular functions shown in Figure 1 . We now order our set of labels L such that the meaning of label l i is qualitatively less than the meaning of label l j for 0 ≤ i < j ≤ n − 1. An example would be L = {l 0 , l 1 }, where l 0 = 'down' and l 1 = 'up'. Associate with each gene g an increasing sequence of real numbers s g of length n = |L|. We now let µ(l i , g, x) = µ i (x) , where µ i is defined as above for the sequence s g .
We propose the use of quantiles over the observed expression values for gene g in U as the sequence s g if nothing else is dictated by expert knowledge. We used n = 2, v 0 = min(g(U )) and v 1 = max(g(U )) in our experiments.
Having determined the membership functions, we propose the following rejection threshold for class c:
The threshold t c is then the minimal non-zero membership assigned over U . We assume that careful selection of the training set U , preferably where the partial function c is defined, is beneficial.
Learning rule descriptors
We will apply the minimal description principle (Rissanen, 1984) in a way similar to what is standard in Rough Set theory (Pawlak, 1982) . The idea is to find a set of rules that discerns between the classes and needs a minimum of information. We will interpret this somewhat vague statement as finding for each object in the available learning data set a minimal length rule that classifies this element according to the labels that exist in this data set.
Let U ⊆ U , such that c is defined on U , i.e. the class labels for elements in U are known, and such that the expression levels g j (x) for all g j ∈ G are known for U , making U a feasible training set. Let L(g, x) denote the set of labels in L, in which the expression value g(x) has the maximal membership. Formally, , g, x) . Let δ : G × U 2 → {0, 1} be defined such that δ(g i , x j , x k ) = 1 if and only if gene g i can be used to discern between tissue samples x j and x k . We will call δ the discernibility predicate. We define δ to return 1 if and only if
Akin to Skowron and Rauszer (1992) we define m δ :
Given a set of genes G, the discernibility predicate d, and
is the set of genes from G such that each discerns between x i and x j according to δ. If a rule is to discern between x i and x j using genes from G, it will have to contain at least one descriptor containing g ∈ m δ (x i , x j , G). Extending this, if the rule is to discern between x i and x j for j = i, it needs to contain at least the descriptors corresponding to the genes in G i such that
As we are interested in discerning between the classes only, we can ignore x j s for which the class is the same as for x i , including only j ∈ I i where
Furthermore, as we are looking for a minimal length rule, we wish to minimize G i . The resulting optimization problem corresponds exactly to the Minimum Hitting Set (MHS) problem (Garey and Johnson, 1979, Problem SP8) for the collection {m δ (x i , x j , G)} j ∈I i . The MHS problem is known to be NP-Hard, but approximable within 1 + ln m where m is the number of sets in the collection [for references see Ausiello et al. (1999) ].
Once a set G i has been found, a set of rules R i is constructed as following. First a set of |G i | tuples {(g l , L(g, x i )|g l ∈ G i } which we will call an antecedent is created. It is possible that there exists a tuple in the antecedent that contains more than one label. Here is how we deal with this ambiguity. Let the collection T i contain only this antecedent (set of tuples). If an antecedent in T i contains a tuple (g l , {l 1 , l 2 }) with two elements in the second coordinate, essentially representing a disjunction, make a copy of that antecedent, set the original antecedent tuple to be (g l , {l 1 }) and set the corresponding copy antecedent tuple to be (g l , {l 2 }). Repeat this step until no further changes can be made. This is essentially using distributive (and commutative) laws to transform a boolean expression into conjunctive normal form. For example,
Now we have a collection of antecedents, each of which contains tuples with exactly one label.
Transform each tuple (g, {l}) of an antecedent to be (g, l), i.e. transforming each singleton label set to be the label it contains. The final step is to construct R i by taking each antecedent D in T i and forming a rule (D , c(x i )) in R i . Usually R i will contain one rule as the disjunction above is not all that common. Example 1. Let Table 1 be a data table 'discretized' using the label of maximal memberships. Let the rows correspond to the elements U = {x 1 , x 2 , x 3 , x 4 }, let G = {g 1 , g 2 , g 3 }, and let δ be the discernibility predicate. We then have that 
Since δ is symmetric, so is m δ . Combining these, we have that for each element, the collections for which we have to solve the MHS problem are:
The corresponding sets of solutions are:
x 2 : {{g 1 , g 2 }, {g 2 , g 3 } * }
x 3 : {{g 2 } * }
x 4 : {{g 3 } * }. 
Rule filtering
A rule represents a projection of a set of data items onto the subdimensions found in the descriptors of its antecedent. As there are many equivalent projections for each data item that can be used to construct a particular rule, and the choice is somewhat made arbitrarily as in Example 1 above, an implementation will sometimes give the user the option of generating rules from multiple projections and combining the results using a voting scheme. The result is a larger coverage of the input space. An implementation of this is found in the ROSETTA system (Komorowski et al., 2002) . One of the main drawbacks of this approach is the large number of rules it results in. In order to reduce the number of rules, one can filter them empirically, i.e. keep the ones that seem to work best on selected data. Ågotnes (1999) presents and discusses several ways of filtering propositional rules. We employ a simple but efficient, both with respect to computational resources and efficacy, setcover-based filtering approach. To the best of our knowledge, this approach is novel.
According to the way we present rule application above, each rule can be interpreted as modeling a membership function in the set corresponding to its consequent. Let U ⊆ U be the set we wish to filter the rules R on. Recall that c is a partial function on U returning the class label on elements in its domain. We assume that c is defined on U . Let m ij , corresponding to the All the genes except U46499 (bold, italic) were chosen by SAS for inclusion in the logistic regression equation. The bold case accession number genes were chosen by the fuzzy rule generation algorithm. For each gene we counted the number of articles that were retrieved by a PubMed query consisting of the gene name and the string 'leukemia'. Also, marked are the genes that were associated with leukemia in two papers by Golub et al. (1999) (a) and Thomas et al. (2001) (b) .
application of rule i to element x j , be defined as
This means that m ij contains the membership value that rule r i assigns to its consequent for element x j if r i is 'correct'. Otherwise m ij is assigned the Fig. 2 . Heat map and clustering of the leukemia data using genes found in the fuzzy rule classifier.
negative of that membership. We note that according to how we defined the application of fuzzy rules, that given a set R ⊆ R and an element x j ∈ U , we have that R correctly classifies x j if the absolute value of the most negative of {m ij |r i ∈ R } is smaller than the value of the most positive element of the same set. We use this to formulate the filtering problem as finding the smallest subset R such that it correctly classifies a maximum of elements in U , essentially a weighted set cover problem.
Implementation issues
Let C be a collection of sets, and let n be the cardinality of the union G of the elements in C. Then, the number of minimal hitting sets of C is bounded by the size of an anti-chain in the the lattice 2 G under set inclusion. This bound is exponential in the size of G. The MHS problem is to find a minimal hitting set with minimum cardinality. The algorithm we use to find a solution approximation to the MHS problem is a greedy algorithm based on Johnson's greedy algorithm (Johnson, 1974) for the Minimum Set Cover Problem. Starting with an empty set as a candidate solution, it greedily selects an element with the maximal number of occurrences in C, adds this to the candidate solution, and deletes all sets in C containing this element. This is repeated until C is empty, and the candidate solution set is returned as the solution. This method is guaranteed to return a minimal hitting set (but not necessarily one of minimum cardinality). A similar weighted algorithm was used to find an approximate solution to the empirical filtering of rules problem.
EXPERIMENTS
In order to validate our approach, we compare our methods to what is the de facto standard classification method in the biomedical field, logistic regression. The comparison is made in terms of classification performance as measured by the C-index or alternatively the area under the Receiver Operating Characteristic Curve (AUC) (Harrell et al., 1982; Hanley and McNeil, 1982) . In order to make a robust assessment of differences, we applied the 5 × 2 cross-validation test proposed by Alpaydin (1999) , an improvement over the test proposed by Dietterich (1998) .
Datasets
We used five published cancer datasets (Bhattacharjee et al., 2001; Febbo et al., 2002; Golub et al., 1999; Ramaswamy et al., 2001; NCBI-NLM, 2004 , http://www.ncbi.nlm.nih.gov/ geo/). After preselection all datasets except the sdataset contained measurements for 200 genes. The sdata set contained 130 such measurements.
The SAGE dataset sdata was compiled from datasets taken from the National Center for Biotechnology Information's Gene Expression Omnibus. The dataset included samples with over 10 000 total tags. In each sample, the tags with a count of 1 were removed because this was considered as a noise (Lash et al., 2000) . The expression value unit used was tags per million (TPM) [(1 000 000 * count)/(totaltags)].
RESULTS
The results indicate that the fuzzy classifiers performed better than the logistic regression classifiers using a comparable number of genes. However, the performance difference was not statistically significant between the paired results. Across all datasets we summarize the results, as in Table 3 . Broken down per dataset the results are summarized in Table 4 .
As an example of what a fuzzy rule classifier looks like, we chose the smallest generated fuzzy classifier for the well known Leukemia dataset. The four rules using five genes in total comprising this classifier are shown in Table 5 . The genes used in this set of rules and in the corresponding logistic regression classifier can be seen in Table 6 . The performance of the fuzzy rules measured by the AUC was 0.962 with a standard error of 0.03 computed as proposed by Hanley and McNeil (1982) . The corresponding values for the logistic regression was 0.878 with a standard error of 0.05. Figures 2 and 3 contain a heat map and a dendrogram of the hierarchical complete linkage clustering using Eucledian distance of the data using the genes in the rules and selected by SAS for logistic regression respectively.
DISCUSSION
We present a fuzzy set framework for implementation of classifiers. We illustrate our implementation using five different gene expression datasets drawn from different laboratories and measurement technologies. Our models result in short rules that are easy to interpret and exhibit classification performances that compare favorably with those of logistic regression models, one of the standard classification methodologies applied in the biomedical domain.
This study has important limitations. The sample sizes were extremely small, and there may be an optimistic bias reflected in the results even with the use of a 5 × 2 cross-validation scheme. We compared our classifiers with those derived using multivariate AML_36  AML_30  AML_54  AML_57  AML_60  ALL_15  ALL_24  ALL_41  ALL_44  ALL_16  ALL_26  ALL_49  ALL_56  ALL_7  ALL_9  ALL_20  ALL_59  ALL_68  ALL_13  ALL_48  ALL_45  ALL_69  ALL_42  ALL_11  ALL_46  ALL_4  ALL_3  ALL_23  ALL_6  ALL_1  ALL_8  ALL_39  ALL_72  ALL_19  ALL_22  ALL_21  ALL_71  ALL_40  ALL_70  ALL_27  AML_35  AML_66  ALL_12  ALL_25  ALL_2  ALL_14  ALL_47  AML_38  AML_37  ALL_10  ALL_17  ALL_55  ALL_18  AML_61  AML_28  ALL_43  AML_32  ALL_5  AML_50  AML_53  AML_29  AML_33  AML_51  AML_34  AML_58  AML_62  ALL_67  AML_65  AML_52  AML_31  AML_64 logistic regression models. The latter have theoretical limitations that, although difficult to verify in practice, may come into play in one or more datasets that we utilized. If, for example, the data are not linearly separable, then more flexible models such as logistic regression models with interaction terms, artificial neural networks, or support vector machines with non-linear kernels might be more appropriate. More importantly, although our rules were cross-validated in previously unseen samples, their biological significance needs to be verified. It may be the case that the rules have statistical significance but that their translation into biological significance is meaningless. If this is the case, our argument would not be true in practice. Extensive investigation involving domain experts and other measurement instruments would be necessary to demonstrate that the approach we propose is superior to the current status quo.
