The single objective quadratic multiple knapsack problem (QMKP) is a useful model to formulate a number of practical problems. However, it is not suitable for situations where more than one objective needs to be considered. In this paper, we extend the single objective QMKP to the bi-objective case such that we simultaneously maximize the total profit of the items packed into the knapsacks and the 'makespan' (the gain of the least profit knapsack). Given the imposing computational challenge, we propose a hybrid two-stage (HTS) algorithm to approximate the Pareto front of the bi-objective QMKP. HTS combines two different and complementary search methods -scalarizing memetic search (first stage) and Pareto local search (second stage). Experimental assessments on a set of 60 problem instances show that HTS dominates a standard multi-objective evolutionary algorithm (NSGA II), and two simplified variants of HTS. We also present a comparison with two state-of-theart algorithms for the single objective QMKP to assess the quality of the extreme solutions of the approximated Pareto front.
Introduction
Given a set of weight capacity-constrained knapsacks and a set of objects (or items), each object is associated with a weight, an individual profit and a paired profit with any other object. The quadratic multiple knapsack problem (QMKP) aims to determine a maximum profit assignment (packing plan) of objects to the knapsacks subject to their capacity constraints [14] . The profit of a pair is accumulated in the sum only if the two corresponding objects are allocated to the same knapsack.
The QMKP generalizes two well-known knapsack problems, i.e., the quadratic knapsack problem (QKP) [28] and the multiple knapsack problem (MKP) [26] . The QMKP is also related to the so-called discounted 0-1 knapsack problem (DKP) [30] . The DKP is to select items from a set of groups where each group includes three items and at most one of the three items can be selected. For each group, the profit of the third item is a discounted profit which is defined by the interaction of the first two items. This problem remains linear and finds applications in investment. The QMKP has important applications where resources with different levels of interaction have to be distributed among different tasks [14, 31] . A first example involves allocating staff in a company to a set of groups where group member contributions are calculated both individually and in pairs; another example concerns an investment scenario where the knapsacks represent the bounded budgets and the paired values indicate the impact on expected financial performances when different investment options are chosen together.
The QMKP is computational challenging since it generalizes the NP-hard QKP [28] . To solve such problems, exact and heuristic algorithms constitute two main and complementary solution methods in the literature. Exact algorithms have the theoretical advantage of guaranteeing the optimality of the solutions found. However given the intrinsic difficulty of NP-hard problems, the computing time needed to find the optimal solution by an exact algorithm may become prohibitive for large instances. For instance, for the QKP, the most powerful exact algorithm can only deal with instances with no more than 1500 items [29] and typically requires considerable computing time. For the more complicated QMKP, no exact algorithm has been published in the literature to the best of our knowledge. On the other hand, heuristic algorithms aim to find satisfactory sub-optimal solutions (to large problem instances) in acceptable computing time, but without provable quality guarantee of the attained solutions. This approach is particularly useful when it is difficult or impossible to obtain an optimal solution. Within the context of approximating the difficult QMKP, several heuristic algorithms have been reported in the literature. Representative heuristic algorithms include population-based algorithms, such as genetic algorithms [14, 31] , memetic algorithm [32] , artificial bee colony algorithm [33] and evolutionary path relinking algorithm [8] . Besides, neighborhood search and constructive/destructive search approaches represent another class of effective tools for the QMKP; typical examples include hill-climbing [14] , tabu-enhanced iterated greedy search [13] , strategic oscillation [12] and iterated responsive threshold search (IRTS) [7] . Finally, note that exact and heuristic approaches complement each other and are use-ful for problem solving in different settings. They can even be combined to create powerful hybrid algorithms.
The QMKP is a useful model to formulate a number of practical problems [14, 31] . Still it is not suitable for situations where more than one objective needs to be simultaneously considered. Consider the following staff assignment problem for instance. When company managers allocate staff to form a set of groups responsible for different products, they may not only consider the total strength of all groups, but also the balance among the groups for the sake of fairness and sustainable development. For instance, when several groups work on different products destined to different types of customers, in order to pursue a long-term profit, company managers may want to balance the strength of each group when allocating the group members, such that each group has enough capability to ensure a high-quality of its products for the purpose of well satisfying its customers in the long term. In portfolio investments, an investor may be interested not only by maximizing the total return of the invested asset mix, but also by ensuring an expected return of the least profit asset. In these settings, one faces a bi-objective version of the QMKP, in which both the total profit of the packing plan and the gain of the least profit knapsack (corresponding to the makespan in scheduling theory) are to be maximized simultaneously (see Section 2 for the formal definition). To conveniently formulate this type of problems, this work extends the single objective QMKP to the bi-objective QMKP (BO-QMKP). Apart from the aforementioned application scenarios, the BO-QMKP model could find in the future additional applications in other settings where it can be used to formulate either a whole problem or a subproblem. One notices that some well-known knapsack problems and more generally other optimization problems have already a bi-objective or multi-objective counterpart, like the bi-objective 0-1 knapsack problem [10] , the multi-objective multidimensional knapsack problem [4] , the bi-objective unconstrained binary quadratic programming problem [21] , the bi-objective flow-shop scheduling problems [17] , the bi-objective traveling salesman problem [20] , the multi-objective set covering problem [15] and the bi-objective capacity planning problem [37] . The BO-QMKP introduced in this work enriches these multi-objective modeling tools and enlarges the class of practical problems that can be formulated.
On the other hand, solving the BO-QMKP model represents an imposing computational challenge in the general case since it generalizes the computationally difficult QMKP model. For this reason, we focuses on elaborating a heuristic algorithm to approximate the Pareto front of the BO-QMKP. The proposed hybrid two-stage (HTS) algorithm is based on the general two-stage approach combining two fundamentally different and complementary search strategies, namely the scalarizing approach (first stage) and the Pareto-based approach (second stage). Such a hybrid framework has been successfully applied to solve a number of challenging multi-objective problems such as the bi-objective flow-shop scheduling problems [17] , the multi-objective traveling salesman problem [20] and the bi-objective unconstrained binary quadratic programming problem [22] . In this work, we adapt this general two-stage approach to solve our BO-QMKP model and develop dedicated search procedures for each stage of the proposed algorithm. In particular, we devise a population-based scalarizing memetic search method to effectively solve the scalarizing subproblems in the first stage and a double-neighborhood Pareto local search procedure to further the approximation set in the second stage. By combining complementary search strategies in the two search stages and using dedicated techniques in each stage, the HTS algorithm aims to push the approximation set towards the Pareto front on the one hand and ensure a well-distributed approximation set on the other hand. Thanks to these desirable features, the proposed HTS algorithm proves to be able to attain high quality approximations as shown in Section 4.
The main contributions of this work can be summarized as follows.
• We introduce for the first time the bi-objective quadratic multiple knapsack model whose formal definition is provided in Section 2.
• We provide a detailed description of our hybrid two-stage approach which aims to provide high quality approximation of the Pareto front for the proposed BO-QMKP model (Section 3). We show how HTS makes an original combination of an elitist evolutionary multi-objective optimization algorithm with a state-of-the-art single-objective responsive threshold search procedure for its first stage while adopting an effective Pareto-based local search procedure for the second stage.
• We show experimental studies on a set of 60 benchmark instances to assess the effectiveness of the proposed HTS algorithm (Section 4). In particular, our experiments demonstrate that HTS dominates a conventional nondominated sorting genetic algorithm (NSGA II) and two simplified variants of the HTS algorithm.
The bi-objective quadratic multiple knapsack problem
In this section, we introduce formally the BO-QMKP model. Given a set of objects (or items) N = {1, 2, ..., n} and a set of capacity-constrained knapsacks M = {1, 2, ..., m}. Each object i (i ∈ N ) is associated with a profit p i and a weight w i . Each pair of objects i and j (1 ≤ i = j ≤ n) is associated with a joint profit p ij . Each knapsack k (k ∈ M ) has a weight capacity C k . The BO-QMKP aims to assign the n objects to the m knapsacks (some objects can remain unassigned) such that both the overall profit of the assigned objects and the makespan (the gain of the least profit knapsack) are maximized subject to the following two constraints:
• Each object i (i ∈ N ) can be allocated to at most one knapsack;
• The total weight of the objects assigned to each knapsack k (k ∈ M ) cannot exceed its capacity C k .
Given the above notations, a BO-QMKP solution can be represented as a set of groups S = {I 0 , I 1 , ..., I m } where group I k ⊂ N (k ∈ M ) represents the set of objects assigned to knapsack k and group I 0 contains all unassigned objects. Then the BO-QMKP can be stated mathematically as follows:
subject to:
Equation (1) aims to maximize the total profit of all assigned objects while Equation (2) aims to maximize the gain of the least profit knapsack (or makespan). Constraints (3) guarantees that the total weight of the objects assigned to each knapsack does not exceed its capacity. Constraint (4) requires that each object is allocated to at most one knapsack. Notice that the BO-QMKP could also be conveniently formulated as a bi-objective 0-1 quadratic program (omitted here since this model is not used in this work).
A hybrid two-stage algorithm for the BO-QMKP
Given the computational challenge of the BO-QMKP model in the general case, we introduce the hybrid two-stage search algorithm which aims to effectively calculate a high-quality approximation set of the Pareto front for a given BO-QMKP instance.
General principle
The proposed two-stage search algorithm for the BO-QMKP is outlined in Algorithm 1. The first stage uses a population-based scalarizing memetic search method while the second stage employs a Pareto local search method. We describe below the general principle of the two stages of our HTS approach. In Sections 3.2 and 3.3, we present in detail the components and particular features of the first stage and second stage respectively. The scalarizing memetic search (SMS) method in the first stage is a critical component of our HTS algorithm. SMS follows the population-based memetic framework [16, 25] which combines evolutionary computing and local optimization. To ease the presentation of the principles of SMS, we provide an illustration of the search process and some important notions in Figure 1 .
To approximate the Pareto front of the BO-QMKP, SMS generates, by means of different weight vectors, a number of scalarizing subproblems with a single objective. Specifically, given an objective vector F (S) = {f 1 (S), f 2 (S)} and a weight vector λ = {λ1, λ2}, the scalarized objective function of a subproblem is stated as:
Then, solving a scalarizing subproblem amounts to solving a QMKP, whose single objective function is exactly h(S). For instance, in Figure 1 (a), the four weight vectors λ 1 − λ 4 lead to four different scalarizing subproblems. SMS uses an (unbounded) archive (or population) which is initialized with a set of high-quality non-dominated solutions produced by the dichotomic scalarizing local search method (DSLS, Section 3.2.1). In the main body of SMS, the archive is evolved according to the following three steps.
First, the whole objective space of the BO-QMKP is equally divided into noN S segments, where noN S denotes the current number of non-dominated solutions in the archive. In Figure 1 Second, one new solution is generated for each explored segment. Given a segment, SMS first randomly generates a weight vector (all weight vectors shown in Figure 1 are randomly selected from the segment objective space), with which SMS can assign a fitness to each individual in the current archive, and the first ps individuals are copied to the subpopulation SP . For instance, in Figure 1 (b), a subpopulation with ps = 3 containing three solutions (B, C and F) that are closest to the weigh vectors λ 3 is constructed for the subproblem with respect to λ 3 (Section 3.2.2). From SP , two parent solutions are randomly selected. Then a knapsack-based crossover operator (Section 3. 2.3) is applied to the parents to generate an offspring solution which is further improved by the responsive threshold search (RTS) procedure (Section 3.2.4).
Finally, the improved offspring solution is inserted into the archive if it is not equivalent to, or dominated by any solution from the archive. If the solution is inserted into the archive, SMS breaks the current round of segment exploration and starts a new round from the opposite direction; otherwise SMS explores the next segment by following the same direction. In Figure 1 (a), SMS generates an offspring solution E in segment 1 which is dominated by solution A, so it continues to explore the next segment. In segment 2, SMS successfully generates a solution F that is not dominated by any existing solution, so SMS inserts F into the archive, breaks the current round of left-to-right segment exploration, and starts a new right-to-left exploration as shown in Figure 1 (b).
The above process repeats until no insertion to the archive has been made for a whole round of segment exploration, or the number of non-dominated solutions is less than two (which rarely happens).
In summary, the first stage with SMS has the following features.
• First, SMS uses a granularity-increasing (GI) strategy to dynamically change the segments to be explored. GI progressively narrows down the segments and increases their granularity. Based on these continuously shrinking segments, diverse and well-distributed weight vectors are defined, which helps SMS to effectively approximate the whole Pareto front. This property makes SMS different from the general-purpose scalarizing methods whose weight vectors are fixed by considering the preference information of decisionmakers.
• Second, SMS uses a direction-altering (DA) strategy to switch its search direction between odd and even steps to avoid a bias of the search process towards any of the two objectives, which promotes diversity and uniform distribution of the non-dominated solutions discovered by the search process.
• Last, SMS solves each subproblem with the use of a subpopulation containing the most relevant solutions with respect to its associated weight vector, which accelerates the convergence of the approximation set.
One notices that the GI and DA strategies are very simple and easy to implement. They can be conveniently integrated into any scalarizing method in the context of bi-objective optimization. From their abilities to incorporate and guide other procedures, these two strategies can be considered as metastrategies for bi-objective optimization problem solving. Also, the idea of constructing subpopulations can be adopted by any population-based scalarizing method to make use of the relevant nearby information and to speed up the convergence of the search process.
To further appreciate the strategies and techniques of the population based SMS algorithm, we provide a detailed presentation of its components in Section 3.2.
Second stage -double-neighborhood Pareto local search
From the non-dominated solution set obtained by SMS in the first stage, HTS applies a double-neighborhood Pareto local search (DNPLS) in its second stage to further improve the Pareto front approximation. In contrast to scalarizing approaches, the selection process in DNPLS is directly guided by the Pareto dominance relation. This stage not only helps to advance the approximation set towards the Pareto front, but also enhances the distribution form and extent of the eventual approximation set obtained by the HTS algorithm. DNPLS is described in details in Section 3.3.
As shown in Algorithm 1, after the above two search stages, the HTS algorithm returns the solutions contained in the archive (set A) as an approximation of the Pareto front. The main components of the HTS algorithm are detailed in the following sections.
Components of the scalarizing memetic search of the first stage 3.2.1 Archive initialization
In the first stage of HTS, the population based scalarizing memetic search algorithm first creates a set of solutions to form its initial population using the dichotomic scalarizing local search (DSLS) method. Our DSLS method is inspired by the dichotomic search scheme for exact bi-objective optimization [1] , and is resulted from incorporating this scheme with local search (the responsive threshold search [7] in our case). Although our DSLS algorithm shares similarities with the dichotomic search methods investigated in [18, 22] , it has some particular features as we show below.
The outline of our DSLS algorithm is sketched in Algorithm 2. DSLS starts by identifying a high-quality solution for each individual objective function (Lines 3-6 of Algorithm 2). We call these solutions as extreme solutions. Preliminary experiments show that these extreme solutions have an important impact on the performance of the overall algorithm. We thus make a particular computational effort to guarantee the quality of the extreme solutions. For each of the two objectives of the BO-QMKP, we run the iterated version of the RTS (IRTS) algorithm [7] (10 restarts using perturbed starting solutions) in order to get a high-quality solution. The seeding solutions for the IRTS algorithm are generated by a greedy construction method (GCM), Algorithm 2: Pseudo-code of the DSLS algorithm for the BO-QMKP.
Data: P : an instance of the BO-QMKP; Result: a set of non-dominated solutions A;
Sort the solutions in U I in decreasing order of their f 1 value ; 9 (S 1 , S 2 ) ← select the first two solutions from U I ;
where at each iteration of the construction process, GCM inserts an unassigned object to a knapsack that achieves the best improvement of the current scalarizing objective function while maintaining the feasibility. The two resulting extreme solutions (one per objective) are included in a set U I . At each iteration of DSLS, the solutions in U I are sorted in decreasing order of the first objective value (i.e., f 1 value), and then the first two solutions of U I are selected to form a pair, say (S 1 , S 2 ). A new weight vector perpendicular to the segment defined by S 1 and S 2 in the objective space is defined as:
and f max 2
can be set to a tight upper bound of the two objectives of the BO-QMKP, but for the sake of simplicity, they are set here as:
DSLS then runs RTS on the scalarizing subproblem with respect to λ and the resulting solution S 0 is inserted into
. S 1 and S 2 are successively used as initial solutions for two independent runs of RTS. Once a S 0 is successfully inserted into U I , the current iteration finishes; otherwise, S 1 is removed from U I and put into an external set U E before starting the next iteration. The above process (Lines 7-21 of Algorithm 2) is iterated until U I contains less than two solutions, and the non-dominated solutions from U I ∪ U E are put into A to form the initial archive.
Subpopulation construction
At each iteration of SMS, the algorithm deals with a subproblem that is associated with a weight vector λ = (λ1, λ2). A subpopulation of individuals, from which two parent solutions that participate in the subsequent crossover procedure are selected, is temperately constructed. For λ = (λ1, λ2), λ1 is a real value randomly selected from the interval [start, end] (as to how to obtain start and end, see Lines 10-13 of Algo. 1), and λ2 = 1 − λ1. With λ, each individual in the archive A is assigned a fitness value. The individuals in A are then sorted in decreasing order of their fitness values, and the subpopulation is composed of the first ps individuals. One notices that the solutions included in the subpopulation are those obtained by solving the subproblems of previous iterations, each subproblem being associated with a weight vector different from λ. The solutions in the current subpopulation can be considered as the representatives of the ps previous subproblems whose associated weight vectors are the ps closest ones to λ. According to [38] , the optimal solution of the subproblem associated to λ i should be close to that of the subproblem associated to λ j if λ i is close to λ j . Therefore, we argue that the information of the subproblems whose weight vectors are close to that of the current subproblem should be helpful for solving the current subproblem.
Knapsack-based crossover operator
After subpopulation construction, two different individuals are randomly selected from the subpopulation, which are to be recombined using the knapsackbased crossover (KBX) operator to produce a single offspring solution. KBX works as follows. Given two parent solutions S 1 = {I After each crossover operation, the new offspring solution is improved by a local optimization procedure which is explained in the next section.
Responsive threshold search component
To optimize a single objective subproblem defined with a scalarized objective function, any approach to the conventional QMKP can be applied in general. In our case, we apply the responsive threshold search (RTS) algorithm [7] which is one of the best performing approaches for the QMKP.
RTS basically alternates between a threshold-based exploration phase (Exploration for short) and a descent-based improvement phase (Improvement for short). Exploration is based on three move operators (i.e., REALLOCAT E, EXCHAN GE and DROP ) and Improvement is based on two operators (i.e., REALLOCAT E, EXCHAN GE). In Exploration phase, RTS accepts any encountered neighboring solution that satisfies a responsive quality threshold, while in Improvement phase, RTS continues accepting the first met improving neighboring solutions until no improvement can be found. If the local optimum obtained in the Improvement phase has a better objective value than the recorded best local optimum value, RTS updates this recorded value and restarts a new round of Exploration-Improvement phases. RTS terminates when the recorded best local optimum value has not been improved for a predefined consecutive times of Exploration-Improvement phases. More details about RTS can be found in [7] .
The current single objective subproblem (QMKP) with respect to a weight vector λ = (λ1, λ2), that is to be solved by RTS, takes the following form:
S ∈ {0, ..., m} n (10) where g 1 (S) and g 2 (S) are the normalized objective functions which are defined as follows:
In the above equations, f max * 1 and f max * 2 are the normalized max objective values for f 1 and f 2 which are calculated as follows: let the two extreme solutions of the archive initialization phase (see Section 3.2.1) be S * 1 and S * 2 where
The introduction of the normalized objective functions g 1 (S) and g 2 (S) in Equation (8) is to avoid a possible bias of the scalarized single objective function with respect to any of the two objective functions of the BO-QMKP when the two objective values are of different scales.
The double-neighborhood Pareto local search of the second stage
At the end of the first stage, HTS obtains a set of high-quality and nondominated solutions produced by the SMS algorithm. These solutions form an approximation of the Pareto front. The second stage of HTS aims to further improve the quality of the approximation by a Pareto local search method. Pareto local search extends iterative improvement algorithms for single-objective optimization to the multi-objective case [27] . In contrast to the scalarizing approach like SMS, which uses a single-objective acceptance criterion, Pareto local search accepts solutions based on a Pareto dominance relation. Our Pareto local search algorithm (see Algorithm 3) in the second stage of HTS relies on two dedicated neighborhoods N R and N E which are induced by two well-known move operators: REALLOCATE and EXCHANGE (see [7] for the definition of these two operators), and the resulting algorithm is called a double-neighborhood Pareto local search (DNPLS) algorithm.
The input of DNPLS is an initial archive (set A) of non-dominated solutions provided by the SMS algorithm. DNPLS uses another set A F to contain currently unvisited solutions from A. DNPLS starts by marking all solutions in A as unvisited (Lines 1-2 of Algo. 3) and puts all of them to A F (Line 3 of Algo.
3). At each iteration, DNPLS first randomly selects an unvisited solution S 0 from A F . Then DNPLS explores the two neighborhoods N R and N E of S 0 in a serial way (Line 7-11 of Algo. 3). Any feasible neighboring solution which is not dominated by S is marked unvisited (Line 9 of Algo. 3) and added to the archive A followed by a non-dominated solutions filtering (Line 10 of Algo.
3). S 0 is marked visited after the neighborhood exploration and the unvisited solution set A F is updated accordingly. DNPLS repeats the above process until A F becomes empty (i.e., all solutions in the archive A have been visited).
At the end of the second stage, the solutions of the archive A form the final result of the whole HTS algorithm. 
Experimental study
In this section, we present experimental studies of the proposed approach on a set of well-known QMKP instances. After a brief introduction of experimental setup, we divide the experiments into five parts. The first part is dedicated to parameter calibration. The second part is dedicated to computational results of the HTS algorithm and a comparison against two state-of-theart single-objective algorithms. The purpose of the third part is to compare the performance of HTS against a popular baseline multi-objective algorithm (NSGA-II [9] ). The fourth part is to compare the performance of HTS with its two simplified versions of HTS, allowing to appreciate the impact of each component of HTS. Finally, part five shows a graphical study which allows us to visualize the behaviour of HTS and its reference algorithms.
Experimental setup
Test instances. The experiments were carried out on a set of 60 well-known QMKP benchmark instances which were commonly used in almost all existing QMKP literature. These instances were modified from the quadratic single knapsack instances that were first introduced in [2] and can be downloaded at http://cedric.cnam.fr/~soutile/QKP/QKP.html. The QMKP benchmarks are characterized by three factors: 1) the number of objects n ∈ {100, 200}; 2) density d ∈ {0.25, 0.75}, which means the number of non-zero profit coefficients of the objective function divided by the number of all coefficients; 3) the number of knapsacks m ∈ {3, 5, 10}. For each instance, the capacity of each knapsack is set to 80% of the sum of all object weights divided by the number of knapsacks.
Computational environment. Our HTS algorithm was coded in C++ 1 and compiled by GNU gcc 4.1.2 with the '-O3' flag. HTS as well as the other competing algorithms in the experiments were independently run 30 times on a computer with an AMD Opteron 4184 processor (2.8GHz and 2GB RAM) running Ubuntu 12.04. When solving the DIMACS machine benchmarks 2 without compilation optimization flag, our machine requires 0.40, 2.50 and 9.55 seconds respectively for graphs r300.5, r400.5 and r500.5.
Performance measures.
To evaluate the quality of the approximation set obtained by our HTS algorithm and other competing algorithms, we use the well-known epsilon and hypervolume indicators [39] .
• Epsilon indicator (I ): This indicator gives the minimum multiplicative factor by which an approximation set has to be shifted in the objective space in order to slightly dominate the reference set.
• Hypervolume difference indicator (I − H ): Given an approximation set A, let the hypervolume value of A be I H (A). The Hypervolume difference indicator of set A is calculated as:
, where R is a reference set which is the best-identified approximation complied from the approximation sets of all tested configurations. Intuitively, this indicator measures the portion of the objective space that is dominated by R but not by A. The hypervolume indicator is one of the most commonly used measures for evaluating the multi-objective optimization algorithms, since it is the only unary measure which is consistent with the Pareto dominance relation [5] , i.e., it allows to obtain a total order between approximation sets.
In our experiments, these two indicators were computed based on the normalized objective vectors of the non-dominated solutions. For any objective vector, its two objective values are normalized within the interval [1, 2] with respect to the f min * * = {f , i = 1, 2) is the minimal (resp. maximal) value of f i among all the results obtained over the 30 runs of all compared algorithms. The point (0.9,0.9) was used as the reference point in our experiment. Our computational results reported in the following sections were obtained by the performance assessment software package PISA [19] , which implements exactly the above computational procedure. For both indicators, a lower value is always better.
Parameter calibration
The proposed HTS relies on four parameters, among which three parameters from the RTS component were well-tuned in our previous work [7] and their settings in HTS are directly extracted from [7] . The only new parameter introduced in this work is the subpopulation size (ps, see Section 3. Table 1 . From Table 1 , we observe that ps = 8 is the best setting. Indeed, in terms of both indicators, ps = 8 attains the largest number of instances for which it performs the best, the smallest average indicator-value and the smallest standard deviation among the four compared settings. From Table 1 , we also learn that the value of ps should be neither too small nor too large. When ps is too small, the solutions included in the subpopulation could be too similar (too close to the current weight vector) which is not helpful for the diversification. When ps is too large, the two parent solutions selected for crossover could be too different (too far away from the current weight vector), leading to a much deteriorated offspring solution, which slows down the convergence of the algorithm. 
Computational results of HTS and comparisons with QMKP algorithms
This section reports the computational results of our HTS algorithm on the set of 60 benchmark instances, which are summarized in Table 2 . Columns 1 to 5 give the characteristics of the instances, including the number of objects (n), density (d), number of knapsacks (m), instance identity number (I) and capacity of each knapsack (C). Columns 10 to 15 list our results with HTS, which are respectively the two objective values of the leftmost solution (f From the objective values displayed in Table 2 , we learn that the leftmost and rightmost solutions obtained by HTS are two mutually non-dominated solutions. Obviously, the leftmost solution is much better than the rightmost solution in the first objective value, while much worse in the second one. These two solutions represent the two extreme points of the approximate Pareto front obtained by HTS. Looking at the number of non-dominated solutions, a clear trend is observed: when the density of the instance remains the same, the number of non-dominated solutions obtained by HTS increases with the number of items; when the number of items remains the same, it increases with the density of the instance. As to the computational efficiency, it is observed that the time required by HTS generally increases when the number of nondominated solutions identified is larger.
Now we turn to our first computational study which aims to assess the quality of the leftmost extreme point (i.e., the best solution in terms of f 1 ) of the approximate Pareto set reached by the HTS algorithm. As indicated in similar studies presented in [15, 23, 34] , this assessment is interesting since even if the leftmost extreme point alone cannot fully characterize the whole approximation set, it does convey useful information about the quality of the approximation when it is used together with other assessment indicators. For this purpose, we apply some state-of-the-art single objective QMKP algorithms to optimize the first objective f 1 (i.e., the total profit of the packing plan, corresponding to the objective of the QMKP) and use the output best solutions, which are supposed to be of high quality in terms of f 1 value, as references for our assessment. In our case, we consider two recent best performing single objective QMKP algorithms: the tabu-enhanced iterated greedy (TIG) algorithm [13] and the iterated responsive threshold search algorithm (IRTS) [7] .
For this study, we run these two algorithms 30 times on the same computer where HTS was run. For both IRTS and TIG, we set a specific time limit for each instance, which is exactly the computational time consumed by HTS indicated in column CPU(s) of Table 2 . The outcome of the IRTS and TIG algorithms is a single best solution, based on which we can calculate its two corresponding objective values (f 1 and f 2 ). The final results of IRTS and TIG are displayed in columns 6-7 and 8-9 of Table 2 respectively. Since the QMKP algorithms consider only the total profit of the packing plan (i.e., f 1 ) during the optimization process, we focus on comparing their best solutions to the leftmost solution of HTS (the non-dominated solution with the highest total profit). For each instance, the non-dominated solution(s) among the three solutions in comparison (i.e., the best solutions of IRTS and TIG, as well as the leftmost solution of HTS) are highlighted in bold. If the non-dominated solution is unique, it is also starred. Table 2 Computational results of HTS and comparisons with two state-of-the-art single objective QMKP algorithms. For each instance, the non-dominated solution(s) among the three solutions in comparison, namely the two best solutions of IRTS and TIG as well as the leftmost solution of HTS, are indicated in boldface. If the non-dominated solution is unique, it is also marked with an asterisk.
to the best performing IRTS algorithm, HTS remains very competitive. Specifically, HTS is able to identify 34 non-dominated solutions that match those found by IRTS. More importantly, HTS discovers 5 solutions that are not reached by IRTS. In terms of the total number of non-dominated solutions found, HTS also achieves a result that is comparable to IRTS (39 v.s. 44). Among the 36 non-dominated solutions of HTS that have the same f 1 value as IRTS, there are 34 of them having exactly the same value in terms of f 2 , with only two exceptions (Instance 100 25 3 4 and 100 75 5 3). This is due to the quadratic nature of the BO-QMKP problem where one item is associated with all other items of the same knapsack with a crossproduct value. Thus, a change of the assignment of a single item can lead to a large difference of the f 1 value. This implies that a f 1 value is less likely to correspond to multiple different solutions and explains why HTS and IRTS find exactly the same solutions in 34 instances. From this study, we learn that though the computational resources of HTS are evenly allocated to two objectives, the resulting best solutions in terms of the first objective (f 1 ) are quite good even compared to their state-of-the-art results obtained by the best performing single objective algorithms, which devote all their efforts on f 1 . This study demonstrates clearly that the leftmost part of the (approximate) Pareto set discovered by HTS is of high quality. To further assess the quality of the whole approximation set, additional comparative studies are carried out in the following sections.
Comparative results of HTS with NSGA-II
In this section, we turn to a comparison of the proposed HTS algorithm against NSGA-II [9] , which is a well-known representative of the traditional multiobjective evolutionary algorithms without local search. In this experiment for solving the BO-QMKP, NSGA-II employs the same solution representation and crossover operator as HTS. The mutation is a random implementation of the exchange operator. That is, two objects from two different knapsacks are randomly selected and exchanged. The parameter settings of NSGA-II are displayed in Table 3 . NSGA-II was run 30 times under the same computational environment as HTS. Table 3 Parameter settings for the NSGA-II developed for the BO-QMKP.
Parameter description Value
Population size 100
Crossover rate 1.0
Mutation rate 0.1
Max generation 100 * n
The comparative results in terms of the epsilon indicator (I ) and the hyper-volumn indicator (I − H ) are summarized in the box-and-whisker plot of Figure  2 . Here, each instance is indicated by a number, ranging from 1 to 60, according to the order it appears in Table 2 . The x-axis of the plot indicates the instances while the y-axis shows the indicator values. Recall that, for each instance, each algorithm was run 30 times, resulting in 30 approximation sets, and thus 30 indicator values. The box-and-whisker inside the plot provides a number of statistical information including the minimum and maximum of the indicator values (the ends of the whiskers), the first and third quartiles (the bottom and top of the box) and the median (the point inside the box). Concerning the I indicator, Figure 2(a) shows that HTS performs much better than NSGA-II across the whole instance set. Indeed, the box-and-whisker plots of HTS are typically below those of the NSGA-II. HTS always achieves a smaller median I value compared to NSGA-II for all instances. For 55 out of 60 instances, even the maximum I value of HTS is smaller than the minimum I value of NSGA-II. A similar observation can be made for the I − H indicator, and the superiority of HTS appears to be even more obvious. Indeed, from Figure 2 (b), it can be observed that the box-and-whiskers of HTS are totally below those of NSGA-II, without any overlap at any instance. Moreover, the boxes of HTS are typically very small, indicating a small variation of the results and a strong robustness of the proposed algorithm. We applied a Mann-Whitney test to compare the two groups of approximation sets of each instance. All the resulting p-values are much smaller than 0.05, indicating that HTS is significantly better than NSGA-II for all the test instances in terms of both I and I − H . Furthermore, HTS is much more efficient than NSGA-II in terms of the average CPU time in seconds across the whole instance set (84.6 v.s. 543.17).
Comparative results of HTS with two simplified algorithm variants
This section is dedicated to a performance comparison of HTS with its two simplified variants: SMS and DSLS. The SMS version was obtained by removing the Pareto local search component (the second stage) from HTS; while the DSLS version was obtained by removing the memetic search component from SMS, merely keeping the archive initialization component. These experiments allow us to appreciate the impact of the removed components over the performance of the proposed HTS algorithm.
All algorithms (HTS, SMS and DSLS) were run 30 times on the set of 60 benchmark instances. The computational results in terms of the average indicator values (for both I and I − H ) are summarized in Figure 3 . For the sake of better readability, we do not provide the detailed box-and-whisker plots which embody numerous overlaps. Complementary to Figure 3 , we also provide in Table 4 , a summary of the computational results in terms of the average in- dicator values, the number of non-dominated solutions and the CPU times in seconds for 12 instance classes, each of which (named as n d m) includes 5 instances with the same number of items (n), the same density (d) and the same number of knapsacks (m). The values reported in Table 4 are the average of the 5 results of each instance class. HTS, which combines SMS and the Pareto local search component, further improves on SMS in terms of approximation quality. From Table 4 , it can be seen that HTS is always slightly better than SMS in terms of I and I − H for all instance classes. Moreover, compared to SMS, HTS substantially enlarges the number of non-dominated solutions found, with a very small increase of the average computing time. This observation implies that HTS can marginally advance the (approximate) Pareto fronts identified by SMS. In fact, these approximate Pareto fronts are already quite good which are difficult to be further improved. However, compared to SMS, HTS is able to enrich the nondominated solutions contained in the approximation set using a small amount of additional time, which helps to discover more non-dominated solutions and promotes a more uniform distribution of these solutions.
Graphical study
Graphical representations are well suited to visualize the behaviour of biobjective optimization methods. In this section, we provide a set of plots of the non-dominated solutions obtained by the compared algorithms on selected instances. To this end, we selected one instance from each combination of n d, leading to four representative instances: 100 25 10 From Figure 4 , it can be observed that NSGA-II attains the worst convergence among the four compared algorithms. It is even much worse than DSLS, the most simplified variant of the proposed HTS algorithm, not to mention the others. This observation is true for all four selected instances. The disappointing performance of NSGA-II could be due to the fact that it lacks an effective intensification-oriented search procedure (contrary to the RTS procedure used in HTS and its variants) and consequently it is unable to ensure a suitable balance between diversification and intensification of its search process.
By comparing DSLS with SMS, the latter always achieves more efficient and better distributed solutions than the former. Indeed, the black diamonds representing SMS are typically closer to the upright corner (where the true Pareto front locates) than the blue squares of DSLS. The most obvious example is 
Conclusion
In this paper, we introduced the bi-objective quadratic multiple knapsack problem (BO-QMKP), that aims to maximize both the total profit of the packing plan and the makespan (the gain of the weakest knapsack). With an additional objective, the BO-QMKP enriches the single objective QMKP model and opens the way for more practical problems to be conveniently formulated and solved.
Like the single objective case, solving the BO-QMKP represents an imposing computational challenge. To approximate effectively the Pareto front of a BO-QMKP instance, we introduced the hybrid two-stage (HTS) algorithm, which combines respectively the scalarizing strategy and the Pareto-based strategy in its two stages. The first stage of HTS relies on a scalarizing memetic search method, that integrates a state-of-the-art responsive threshold search algorithm for the single objective QMKP with the evolutionary framework. The second stage is a double-neighborhood Pareto local search which is characterized by its two dedicated neighborhoods. By allowing the generation of both supported and unsupported solutions, the proposed HTS approach aims to find a well-covered and well-distributed Pareto set approximation.
Experimental studies on a set of 60 well-known QMKP benchmarks showed that the proposed approach obtains significantly better results than the conventional NSGA-II algorithm without local search, demonstrating the interest of including an intensification-oriented local search method in HTS. The comparative studies of HTS with its two simplified algorithm variants additionally demonstrated the dominance of HTS and highlight the contribution of the memetic search framework and the Pareto local search component used by HTS. Finally, we also showed experimental evidences that the population based HTS approach is very competitive with the state-of-the-art QMKP algorithms when only the first objective is considered.
This study opens the way for some future work. First, it would be meaningful to study the BO-QMKP features through a fitness landscape analysis [36] , which would help to improve the proposed HTS algorithm. Second, for the purpose of better solving the BO-QMKP model, it would be interesting to investigate other solution methods, for instance, the well-known epsilonconstraint method [6] which is widely used in multiple objective optimization and other types of multi-objective algorithms like those proposed in [3, 11, 24] . Third, given the success of hybridizing scalarizing approaches with Pareto local search in the context of the BO-QMKP, it would be relevant to apply such a hybridization methodology to other bi-objective problems. Finally, we hope that the BO-QMKP model will attract additional research effort as to new solution methods and practical applications.
