Moving and changing objects localization information, as commonly extracted from video sequence, is typically very sparse with respect to the full data frames, thus fulfilling one of the basic conditions of compressive sensing theory. Motivated by this observation, we developed a novel optical compressive change and motion sensing technique which detects the location of moving objects by using a significantly smaller amount of samples than conventionally taken. We present examples of motion detection and motion tracking with over two orders of magnitude fewer samples than required with conventional systems.
Introduction
Localization of changes in a scene is an important task in a large number of applications and disciplines such as video surveillance, remote sensing, medical diagnostics and scientific research. Detection of changes is the central step in motion detection and moving object tracking applications. Typically, detection of changes is accomplished by examining the difference between consecutive frames within a sequence of image frames. Figure 1 shows an example of conventional object motion detection from a video sequence. By subtracting the two consecutive frames shown in Fig. 1 (a) and (b) and thresholding the difference absolute values using some noise threshold, the location of changes is obtained in Fig. 1 
(c).
Central to this work is the observation that the information about changes or moving objects is very sparse, as demonstrated in Fig.1 (c) . This observation motivates application of the compressive sensing (CS) [1, 2] theory for this task. CS theory introduced a new sensing framework, which states that under certain technical conditions, signals and images can be reconstructed from far fewer data or measurements than is usually considered necessary.
In order to demonstrate the mechanism of the proposed compressive change detection technique and to clarify its advantage over alternative techniques, we shall give first a brief introduction to CS. A block diagram of CS is shown in Fig. 2 , the object f consisting of N pixels is imaged by taking a set of M random projections g, where M<N. It is assumed that f has a sparse representation in some known domain so that it can be composed by a transform  and only K nonzero coefficients of α, that is f = α where only K (K<N) entries of α are zero . We will refer to such an object as a K-sparse object. By taking M orthogonal random projections  of f we get M compressed sensing measurements g=α [1, 2] . M has to be sufficiently larger than K; typically
. It is also assumed that  is incoherent with , meaning that their bases are essentially uncorrelated [1, 2] . The incoherence property exists for many pairs of bases. In particular, it exists with high probability between any arbitrary basis of  and the random projections , therefore random  is as the most commonly used universal CS sensing operator.
The reconstruction of the sparse signal is carried out by solving an minimization problem [1, 2] :
Where  is the observation matrix, given by
Compressive sensing was applied for various optical and imaging purposes. Examples of such applications can be found in Refs. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , including reducing the number of imaging sensors [4, 5, 14] , increasing the resolution [3, 6, 7, 8] , spectral imaging [9] , holography [10, 15, 16] and others (see [11] and references herein).
The applications of CS theory for detection of changes and moving objects comes naturally since the sought after signal is extremely sparse in such applications (e.g. Fig. 1(c) ). Consider, for example, the case where a moving object is tracked during 10 seconds with a 10 Megapixel camera taking 50 frames per second. The camera captures in total 5·10 9 pixels whereas the trajectory of the motion is determined by only 500 pairs of Cartesian coordinates.
The application of compressive sensing motion detection and of compressive optical flow was considered previously in [12, 13] . The techniques in [12, 13] followed the common CS design involving random sampling. As mentioned above random sensing operator  is often preferable in a CS framework due its universal applicability. However, optical implementation of such an operator is rather complicated due to optical and physical limitations, calibration requirements and big 4 computational challenges [17] . In this work we show that the specific task of compressive motion and change detection can be accomplished from only few Radon projections using an imaging system which have an easy optical implementation.
Optical Radon transform was proposed previously for compressive imaging purposes [14] .
There, coherent and incoherent optical imaging setups that basically perform Radon projections are described using a linear array sensor (i.e., row of sensors). The principle of an optical Radon transform is demonstrated in Fig. 3 for a projection . Radon projectors can be implemented optically, for instance, using an astigmatic optical element [18] or a cylindrical lens [14] . An optical Radon projector, integrates the image plane along lines vertical to the chief ray (horizontally, in this example). Each pixel of the linear array sensor is located at distance r from the optical axis and integrates along a strip in the object plane. Note that due to the reciprocity between the image and object plane, the point spread function (PSF) of an optical Radon transformer is a line passing through the origin of the image plane.
In [14] the image plane is scanned through a rotational motion in order to capture Radon projections at various angles . The set of Radon projections, which are related to polar samples of the Fourier domain of the object according to the central slice theorem [20] , are then processed by an algorithm which solves Eq. (1) to obtain visual images. By taking relatively few projections, an optical compression rate of approximately 10:1 is demonstrated in [14] . In a more recent work, imaging compression ratios of 20:1 are achieved [19] .
In this paper we propose a new system that uses only few Radon projections to localize changes and track moving objects. The proposed optical implementation is static and does not include any moving elements.
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The paper is organized as follows: in Sec. 2 we explain the concept of change detection from Radon transform and investigate numerically the number of projections required. In Sec. 3 we describe the optical implementation and present experimental results. Finally in Sec. 4 we summarize and discuss the benefits of the proposed imaging approach.
Change detection from differences in temporal Radon projections
The concept behind the proposed change detection technique from temporal Radon projections is illustrated in Fig. 4 . In principle, two projections are sufficient to localize instantaneous changes of a single point object. However, in the case of multiple moving objects two projections     n n t r p t r p ; , ; 2 1 are insufficient. We found empirically that four projections are sufficient to detect changes of as much as 10 points. Four projections can be implemented optically in a static, non-scanning system, as will be described in the next section. 
Optical Implementation
The four Radon projections can be generated optically through four cylindrical lenses placed in the aperture plane with a separation of 45 degree, as shown in Fig. 6 (a) . The mutual area of the coplanar cylindrical lenses is covered by an annular stop ( Fig. 6(a) ). Practically, we implemented the four cylindrical lenses with the annular stop with eight Fresnel cylindrical lenses arranged in the mount shown in Fig. 6(b) . Special care was taken so that each pair of opposite lenses shares the same axis, in order to operate as a single cylindrical lens with an annular stop. The rays captured by the cylindrical lenses are directed by a relay optical unit to four linear array sensors parallel to the cylindrical lenses, as shown in Fig. 6(b) . Figure 6 (c) shows a photograph of the system. Fig. 1(a) , as captured with the real experiment to be described later in this section. As explained in Sec. 2, the temporal differences between the consecutive set of projections,
carry the information about the changes in the scene. Figure 8 
calculated from the measured projections of the two frames shown in Fig. 1(a) and (b) . From
one can calculate the temporal changes in f(x,y) by using standard CS reconstruction methods (see Sec. 1). We note that the forward model described by Eq. (2) is linear therefore it is applicable also on the temporal changes; it relates also changes in f(x,y) to changes in the projections.
Discrete formulation of Eq. (2) provides the forward operator required in the numerical reconstruction process. Practically, the convolution in Eq. (2) is implemented in the Fourier domain.
Iterative numerical reconstruction requires also the backward operator which is given by correlation between g s and the PSF;
, where  denotes correlation operator and     denotes the Fourier transform operator. In our experiments we used the TwIST solver [21] applied on temporal differences between the consecutive pair of projections.
In order to validate our technique we conducted the following experiment. We projected on a screen a video sequence and imaged it with our change detector imager. This way, the projected video can be used as a reference for comparison of our technique to conventional motion detection techniques applied on regular videos. We imaged the projected scene with the system shown in Fig.   6(a) . In the image plane we placed a 1.3 Megapixel CMOS camera (Alta Vision, UI 1240LE). To mimic the acquisition with four linear array sensors we picked only the data along the four lines shown in Fig. 8(a) . The number of pixels extracted along each of the four lines was 500, therefore we captured in total 2000 pixels each frame. From each pair of consecutive projections we calculated the temporal differences and applied the TwIST solver to reconstruct the changes in the image plane. Figure 9 demonstrates the performance of our compressive change and motion detector compared to motion detection obtained from the original video sequence. Figure 9 (a) shows the motion detection in the two frames shown in Figs. 1(a) and (b) by using the above described system and process, capturing 2000 samples/ frame. For comparison, Fig. 9(b) shows the motion detected from the original video over a similar field of view of 500x500 pixels. It can be seen that although 125 times fewer samples are taken with the compressive imager, the change detection field is similar.
Summary and discussion
A technique for compressive change and motion detections was presented. We have experimentally demonstrated optical change detection with compression rate of 125:1. In general, the developed compressive change detection imager captures only an order of the square root of the number of samples that conventional imagers take. Such a large reduction in the number of samples can be exploited for many purposes. Firstly, it can be used as a compression step often required prior to storage or transmission of the data. For instance, the memory storage and bandwidth transmission requirement of the data captured in the experiment in Sec. 3 is more than two orders of magnitude less than with conventional imagers. Secondly, it can be used for increasing the field of view by trading the number of pixels in the conventional matrix array arrangement with four long linear array sensors in our system. Thirdly, it can be used for resolution enhancement by using linear array sensors with finer pixels, without over burdening the captured data management. Finally, it can be used for increasing the frame rate for tracking fast objects owing to the fact that the readout process with the linear array sensors is much faster than with conventional focal plane arrays. (a) (b)
