We present a new subband affine projection (SAP) algorithm for the adaptive acoustic echo cancellation with long echo path delay. Generally, the acoustic echo canceller suffers from the long echo path and large computational complexity. To solve this problem, the proposed algorithm combines merits of the affine projection (AP) algorithm and the subband filtering. Convergence speed of the proposed algorithm is improved by the signal-decorrelating property of the orthogonal subband filtering and the weight updating with the prewhitened input signal of the AP algorithm. Moreover, in the proposed algorithms, as applying the polyphase decomposition, the noble identity, and the critical decimation to subband the adaptive filter, the sufficiently decomposed SAP updates the weights of adaptive subfilters without a matrix inversion. Therefore, computational complexity of the proposed method is considerably reduced. In the SAP, the derived weight updating formula for the subband adaptive filter has a simple form as ever compared with the normalized least-mean-square (NLMS) algorithm. The efficiency of the proposed algorithm for the colored signal and speech signal was evaluated experimentally.
INTRODUCTION
Adaptive filtering is essential for acoustic echo cancellation. Among the adaptive algorithms, least-mean-square (LMS) is the most popular algorithm for its simplicity and stability. However, when the input signal is highly correlated and the long-length adaptive filter is needed, the convergence speed of the LMS adaptive filter can be deteriorated seriously [1, 2] . To overcome this problem, the affine projection (AP) algorithm was proposed [3] [4] [5] [6] [7] [8] [9] [10] [11] . The improved performance of the AP algorithm is characterized by an updating-projection scheme of an adaptive filter on a P-dimensional data-related subspace. Since the input signal is prewhitened by this projection on an affine subspace, the convergence rate of the AP adaptive filter is improved. However, a large computational complexity is a major drawback for its implementation, because P-ordered AP adaptive filter is based on the data matrix that consists of the last P + 1 input vectors and it requires matrix inversion in weight updating.
The orthogonal subband filtering (OSF) is an alternative method that can whiten the input signal [12] [13] [14] [15] . The OSF can be considered a kind of projection operation. It is similar in the view of decorrelating property to the affine projection scheme. Therefore, in subband structure with orthogonal analysis filter banks, the convergence speed of the subband adaptive filter (SAF) is improved by the weight updating with prewhitened inputs that result from the OSF. Recently, for fast convergence and efficient implementation, there has been increasing interest in the combining advantages of the AP and the SAF [16] [17] [18] [19] [20] [21] . These algorithms, for reducing computational complexity, are based on the fast variant of AP (FAP) instead of the conventional AP. The FAPbased algorithms use various iterative methods to avoid the matrix inversion in weight updating. However, in the FAPbased algorithms, the performances are deteriorated by the approximated errors of the iterative method and the computational complexity is still complex for the implementation.
In this paper, we present a new subband affine projection (SAP) algorithm to improve convergence speed and reduce computational complexity of the AP algorithm. The SAP is based on the subband structure [13] that uses critically decimated adaptive filters with the polyphase decomposition and the noble identity. A new criterion is also presented for applying AP algorithm to polyphase decomposed adaptive filter Unknown system s £
Adaptive system s(n)
Measurement noise r(n) (adaptive subfilter) in each subband. In this algorithm, the derived weight updating formula for the subband adaptive filter has a simple form as compared with the normalized least-mean-square (NLMS) algorithm, and the weights of the adaptive subfilter are updated with the input prewhitened by the OSF in each subband. To evaluate the performance of the proposed SAP, computer simulations are performed for system identification model of echo cancellation problem. The outline of this paper is as follows. In Section 2, the conventional AP algorithm is reviewed. In Section 3, we derive the new subband affine projection algorithm and describe the convergence analysis and computational complexity of the proposed algorithm. Section 4 describes simulation results, and Section 5 contains the conclusions.
AFFINE PROJECTION ALGORITHM
Consider the adaptive acoustic echo cancellation (AEC) system and the block diagrams of system identification for the AEC in fullband structure as shown in Figure 1 . In Figure 1 (b), the adaptive filter attempts to estimate a desired signal d(k) which is linearly related to the input signal u(k) by model
where s * is the echo path that we wish to estimate and r(k) is the measurement noise that is the independent identically distributed (i.i.d.) random signal with zero mean and variance σ 2 r . The input signal u(k) is assumed to be a zero-mean wide-sense stationary (WSS) autoregressive (AR) process of order P, then the input signal u(k) is described by
where f (k) is a WSS white process with variance σ 2 f . Let u(k) be a vector of N samples of AR process described in (3), we can rewrite the AR signal as
where the matrices
In the system identification for the fullband AEC as shown in Figure 1 (b), y(k) is the output signal of the adaptive filter at iteration k. The error signal is defined by e(k) = d(k) − y(k). The P-order AP adaptive filter uses (P + 1) × N data matrix and the optimization criterion for designing the adaptive filter is given by [2, 22] ,
where
It is well known that the AP algorithm is the undetermined optimization problem. Generally, Lagrangian theory is used for solving this optimization problem with equality constraints [2, 22, 23] . From (4), the weights of the adaptive filter are updated by the AP algorithm as in
Parameters N and P are the length of the adaptive filter and the projection order, respectively. The step size μ is the relaxation factor. In P-order AP algorithm of (6), AR(P) input signal is decorrelated by the P times orthogonal projection operations with projection matrix as follows:
which achieves the projection operation onto the subspace spanned by the columns of U a (k). Thus, the AP adaptive filter weights are updated by prewhitened input signals. 
Residual echo signal e(n) e 0 (n) . . .
. . .
. . 
SUBBAND AFFINE PROJECTION ALGORITHM
Using polyphase decomposition and the noble identity [12] , the fullband system of Figure 1 can be transformed into Msubband system [13] . Figure 2 shows the M-subband adaptive acoustic echo cancellation (SAEC) system and the block diagram of system identification for the SAEC. In [15] , the excellency of this subband structure has been analyzed and is alias free, always stable, and reasonable for implementation. In Figure 2 , using orthogonal analysis filters (OAFs) 
where 
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These subband polyphase component vectors can be presented by
where the subscript mn is the subband-decomposed polyphase index (m and n = 0, 1, . . . , M − 1). In M-subband structure, the adaptive filter can be represented in terms of polyphase components as
Based on the principle of minimum disturbance [2] and the criterion of (4) for the fullband AP adaptive filter, we formulate a criterion for the M-subband AP filters as one of optimization subject to multiple constraints, as follows:
From this criterion, we define the cost function for the AP algorithm in the two-subband (M = 2) structure shown in Figure 3 as
where λ 0 and λ 1 are the Lagrange multiplier vectors, and N s and P s are the length of the adaptive subfilter and the projection order in each subband, respectively. In (12) , the cost function is quadratic, and also, it is convex since its Hessian matrix is positive definite [2, 23] . Therefore, the proposed cost function has a global minimum solution. From (12), we can get the partial derivatives of the cost function with respect to s 0 (k + 1) and s 1 (k + 1), and set the results to zeroes as [2] ∂J(k) ∂s 0 (k + 1)
System identification model for two-subband adaptive filter.
To find the Lagrange vectors λ 0 and λ 1 that minimize the cost function of (12) with respect to s 0 (k + 1) and s 1 (k + 1), the error vectors in each subband are expressed as
From (15), λ 0 and λ 1 can be represented in matrix form as
In (16), the matrix B(k) in the off-diagonal is an undesirable cross-term that is produced by the signals of different subbands. To eliminate this cross-term, we define G 1 (k) can be written as
Whereas, the matrix K(k) in the off-diagonal is the sum of P s × P s sample cross-correlations C(k) that consist of signals of different subband components. The matrix K(k) can be written as
In (20) , each element of K(k) can be obtained as a sum of inner products of different subband components. We can write each element as
Assuming that the input signal is wide-sense stationary and ergodic, the cross-correlation at zero lag, γ u00u10+u01u11 (k, l), can be expressed as
For analytical simplicity, we further assume that the input signal is white and its spectrum is flat in each subband as shown in Figure 4 . From these assumptions, E{u With the above approximations, (16) can be simplified as
From (17) and (23), the Lagrange vectors λ 0 and λ 1 are obtained as
Substituting (24) into (14), we can obtain the weight updating formulae of the SAP algorithm in the two-subband case as follows:
Extension to the M-subband case
To generalize (25), we consider the M-subband structure shown in Figure 2 (b) [13] . The cost function for this case is defined as an extension of (12),
Using (25), the proposed weight updating formula for the Msubband case can be expressed in terms of the matrix forms as follows:
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The projection order reduced by signal partitioning
The AP algorithm of (6) is rewritten with a direction vector Φ(k) as follows [24] :
In (29), the AP algorithm updates the adaptive filter weights s(k) in direction of a vector Φ(k). The direction vector is the error vector in estimation (in least-squares sense) and it is orthogonal to the last P input vectors. Similarly, in (27), the SAP algorithm updates the adaptive subfilter weights s m (k) in direction of a vector Φ m (k) given by
where each subdirection vector for the adaptive subfilters is given by
In (33), a mn (k) is the subband least-squares estimate of the parameter vector a, and it is transformed by orthogonal subband filtering. Φ mn (k) is orthogonal to the past P s input vectors u mn (k − 1), u mn (k − 2), . . . , u mn (k − P s ). From (31) and (32), we can know that the weights of the adaptive subfilter are updated to the orthogonal direction of the past MP s decomposed subband input vectors. In the fullband AP algorithm, AR(P) input signal is decorrelated by the projection matrix as shown in (7) . Similarly, each subband input signal is decorrelated by the subband projection matrices as follows:
To decorrelate the AR(P) input signal, the fullband AP algorithm performs the P times projection operations with the corresponding past P input vectors. In the proposed method, on the other hand, the projection operation with lower order (P s < P) is sufficient for the signal decorrelating. Because the input signal is prewhitened by the subband partitioning, therefore, the spectral dynamic range of each subband signal is decreased. Moreover, the length of the adaptive subfilter becomes N s = N/M by applying the polyphase decomposition and the noble identity to the maximally decimated adaptive filter. In weight updating of AP adaptive filter, the order of projection governs the convergence rate of adaptive algorithm and it depends on the length of the AP adaptive filter as well as the degree of the input correlation. A high order of projection is required for the long adaptive filter, whereas, lower order of projection is sufficient for the shortened adaptive filter. Therefore, the projection order for the shortened adaptive subfilter can be P s ≈ P/M. When the size of the data matrix is N × (P + 1) in the fullband, it can be N s × (P s + 1) ≈ (N/M) × (P/M) in the subband. Moreover, in view of the computational complexity of the SAP, the weights of the adaptive subfilters in the subband structure are updated at a low rate that is provided by maximal decimation. Consequently, computational complexity of the proposed method is much less than that of fullband AP. Now, we consider a simple implementation technique of the proposed SAP. Although a computational complexity of the proposed method is reduced, it still remains the inversion problem of matrix. In the AP algorithm, the projection order is typically much smaller than the length of the adaptive filter. By partitioning the P-order fullband AP into P-subbands, we obtain the simplified SAP (SSAP) with N/P × 1 data vectors for weight updating instead of data matrices. Consequently, the weight updating formula for each subband adaptive subfilter is similar to that of the NLMS adaptive filter and the matrix inversion is not required. Now, we assume that the projection order in the fullband is 2 (P = 2). By partitioning into two-subbands, (25) are simply rewritten as
where σ 2 um (k) is the variance of input signal in each subband. Note that the computational complexity for the subband partitioning is much less than that for calculating the inverse matrix. In a practical implementation, the SSAP gives considerable savings in computational complexity.
Convergence of the mean weight vector
To analyze the convergence behavior of the proposed SAP, we first define the mean-square deviation as 
From (27), we can get
Taking the squared-Euclidean norm on both sides of (39), the weight updating formula can be represented as (assume that X T (k)X(k) ≈ Π(k))
and taking the expectation on both sides of (40), we can get
For the proposed algorithm to be stable, the mean-square deviation D(k) must decrease monotonically with an increasing number of iterations n implying that
Therefore, the step size μ has to fulfill the condition
In (43), ξ(k) = S T (k)X(k) is the undisturbed error vector. If we consider the situation where the disturbance is negligible, the disturbed error vector is equal to the error vector
Hence, in the absence of disturbance, the necessary and sufficient condition for the convergence in the meansquare sense is that the step-size parameter must satisfy the double inequality
Computational complexity
The computational complexities per iteration in terms of the number of multiplications for the proposed SAP and the SSAP, the fullband AP [3] , the subband NLMS (SNLMS) [13] , and the subband LC-GSFAP [19] are shown in Table 1 . When the fullband sampling rate is F s = 1/T s , the weights of the adaptive filter in the subband structure are updated at a lower rate, 1/MT s . In the AP and the SAP, matrix inversions were assumed to be performed with standard LU decomposion: O 3 /2 multiplications [17] , where O is the rank of a square matrix, and it is equal to the projection order in AP (O = P or P s ). In SSAP that partitioned into P-subband, the length of the subband adaptive filter is N s = N/M| M=P = N/P and the projection order in each subband is P s = P/M| M=P = 1. In applications, such as adaptive echo cancellation, the length of analysis filters is typically much smaller than the length of the adaptive filter. Consequently, it can be seen that the proposed algorithm is much more efficient than the other algorithms.
SIMULATION RESULTS
To evaluate the performance of the proposed SAP algorithm, we carry out computer simulations in acoustic echo cancellation scenario. The length of the unknown system shown in Figure 5 is N = 512. It is an actual impulse response of the echo path in a room, sampled at 8 kHz and truncated to 512 samples. For signal partitioning in all experiments, we use the cosine-modulated filter banks [25] (analysis and synthesis) with prototype frequency responses shown in Figure 6 . For efficient subband decomposition of input signals, the lengths of analysis filters are increased with M so that the ratio of the transition band to the passband is maintained nearly the same for all values of M. The prototype filters' lengths are 32, 64, and 128 for M = 2, 4, and 8, respectively. The input signals are zero-mean wide-sense stationary AR(P) and a real speech sampled at 8 kHz. AR(4) process is given by desire signal d(k) such that SNR = 30 dB. The step size is set to a unit (μ = 1) for fast convergence. In acoustic echo cancellation systems as shown in Figures 1 and 2 , we evaluate the echo return loss enhancement (ERLE) performances of the proposed SAP, the fullband AP, and the four-subband LC-GSFAP with 2-oversampling factor (OS = 2) algorithm. ERLE = 10 log 10
Generally, the weights of adaptive filter are frozen when the double talk is detected, then they are readjusted when the double talk is inactive. For the double-talk condition, we evaluate the tracking ability of the proposed method. The path of echo is changed at the detected time and the weights of adaptive filter are frozen and then, when the double talk is inactive, the weights of adaptive filter are readjusted to cancel the changed echo path. Figure 7 shows the ERLE performances of the proposed method, the fullband AP, and subband LC-GSFAP with the same projection order (P = P s = 2) for different numbers of subbands (M = 2, 4). We assumed that the double talk is detected at about 4.5 (seconds). For the same projection order, the SAP and the subband LC-GSFAP have faster convergence rates than the fullband. From these results, we can doubtlessly know that the convergence speed of adaptive filter is improved by the subband filtering and it speeds up with the increase of M. and P s = 1, 2) and different numbers of subbands (M = 2, 4).
The proposed SAP with AR(4) input
Comparing the results of Figure 8 with that of Figure 7 , the convergence speeds of the SAP with the reduced projection order can be deteriorated. However, it is faster than that of other algorithms. From these results, the increase of M improves the convergence speed and also allows the projection order P to be reduced. Therefore, it can be said that the proposed SAP improves the performance of the conventional AP in the efficiency. Consequently, the SAP is superior to other algorithms in view of the computational complexity and the convergence speed.
The proposed SAP with real speech input
The speech signal and its power spectrum are shown in Figure 9 . The speech is a woman's voice sampled at 8 kHz. Figure 10 shows the far-end signal and the near-end signal of AEC. The projection orders for each algorithm are equal to 2 (P = P s = 2). The speaker output signal-to-measurement noise is set to 30 dB. Figure 11 shows ERLE curves of the Figure 12 illustrates the residual error signal of each algorithm.
MSE performance of the SAP and the simplified SAP
We compare the performance of the proposed algorithms (the SAP and the SSAP) with other algorithms. Figure 13 shows the MSE curves of the SAP and the fullband AP. The convergence rate of the fullband AP goes up with P and those of the SAP go up with P or M. Increase of P leads to a large computational complexity, whereas, increase of M does not. For the same projection order, the SAP has faster convergence rates than the fullband. To evaluate the performance of the SSAP, two sets of simulations are considered. In the first set, the number of subbands in the SSAP and the projection order for the fullband AP are set to 4 (M = 4 and P = 4), whereas, those are 8 (M = 8 and P = 8) in the second set. The projection order of the SSAP is 1 (P s = 1) at both sets. Figure 14 shows the MSE curves of the SSAP and the fullband AP. In the first set, the convergence rate of the SSAP is similar to that of the fullband AP. In the second set, we can observe that the fullband AP is superior to the SSAP. However, the steady-state error of the fullband AP is larger than that of the SSAP. This large steady-state error is in accord with the result of [24] . Moreover, as described earlier, the fullband AP with higher projection order has extremely large computational complexity. Whereas, the SSAP is comparable in view of the computational complexity with the NLMS. Consequently, we can conclude that the effect of the plenty subband partitioning is more effective than that of higher projection order to improve the convergence rate of the fullband AP.
CONCLUSIONS
In this paper, we present a new subband affine projection algorithm based on the subband structure [13] and the fullband affine projection algorithm [3] for acoustic echo cancellation. The proposed algorithm uses the OSF for prewhitening the highly correlated inputs. This OSF is a kind of projection operation and it can partly substitute for the updating-projection scheme of the fullband AP algorithm. Moreover, the OSF with the polyphase decomposition, the noble identity, and critical decimation can reduce the computational complexity. By combining the merits of the OSF and the AP algorithm, the derived method gives the rapid convergence rate and the reduced computational complexity. In addition, we present that the proposed algorithm can be reduced to a simplified form such as the NLMS by partitioning over the number of subbands as the projection order. The simplified form is a good approach to implement the proposed method in most practical applications. Several simulation results support the theoretical predictions and show the improved performances.
