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Abstract
Weak unit disk contact graphs are graphs that admit representing nodes as a collection of internally
disjoint unit disks whose boundaries touch if there is an edge between the corresponding nodes. In
this work we focus on graphs without embedding, i.e., the neighbor order can be chosen arbitrarily.
We give a linear time algorithm to recognize whether a caterpillar, a graph where every node is
adjacent to or on a central path, allows a weak unit disk contact representation. On the other hand,
we show that it is NP-hard to decide whether a tree allows such a representation.
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1 Introduction
A disk contact graph G = (V,E) is a graph that has a geometric realization as a collection of
internally disjoint disks mapped bijectively to the node set V such that two disks touch if
and only if the corresponding nodes are connected by an edge in E. In an attempt to tackle
the open problem of recognizing embedded caterpillars for disk contact graphs, weak disk
contact graphs were introduced, which allow two disks to touch even if they don’t share an
edge. it was shown in this setting that the problem of recognizing embedded caterpillars is
NP-hard by Chiu, Cleve, and Nöllenburg [2]. We continue this line of research by looking at
graphs without embedding.
2 Recognizing Caterpillars in Linear Time
Similar to the algorithm by Klemz, Nöllenburg and Prutkin [3] we efficiently decide whether
a caterpillar G = (V,E), a graph where every node is adjacent to or lies on a central path,
admits a weak unit disk contact representation (WUDCR). Let ∆ be the maximum degree
of G. If ∆ ≥ 7 it is impossible to find a WUDCR: no unit disk can have more than six other
adjacent unit disks. For ∆ ≤ 4, G can even be realized as a (strong) UDCR [3], which is also
a WUDCR. For 5 ≤ ∆ ≤ 6 some caterpillars can be realized and some cannot; see Figure 1
for an example. This can be formalized as the following
I Lemma 1. Let G be a caterpillar, v0, v1, . . . , vk, vk+1 a longest path in G and di = deg(vi)
for all 1 ≤ i ≤ k. Then G has a WUDCR iff for all 1 ≤ ` ≤ k: ∑`i=1 di ≤ 4`+ 2.
Proof (by induction). For k = 1 we have one node with d1 leaves. The corresponding disk
can have up to 6 neighboring disks and d1 ≤ 4 + 2 = 6.
Assuming the hypothesis holds for all ` < k we show that it holds for k. Look at Figure 2
for a depiction of the cases.
1. dk ≤ 4: up to 3 new leaves are added, no overlap with previous disks needed. It follows
that
∑k
i=1 di =
∑k−1
i=1 di + dk ≤
∑k−1
i=1 di + 4
IH≤ [4(k − 1) + 2] + 4 = 4k + 2.
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2 Weak Unit Disk Contact Representations for Graphs without Embedding
Figure 1 A caterpillar with ∆ = 5, red (internal) nodes having degrees 5, 5, and 4. It becomes
unrealizable when adding another child to the rightmost internal (red) node, giving it degree 5 as
well.
Figure 2 The three different cases from Lemma 1: dk ≤ 4 (left), dk = 5 (center), and dk = 6
(right).
2. dk = 5: exactly 4 new leaves are added, taking away one position from the smaller
construction, hence for k − 1 it must hold that ∑k−1i=1 di ≤ 4(k − 1) + 1. It follows that∑k
i=1 di =
∑k−1
i=1 di + dk =
∑k−1
i=1 di + 5 ≤ [4(k − 1) + 1] + 5 = 4k + 2.
3. dk = 6: exactly 5 new leaves are added, taking away two position from the smaller
construction, hence for k − 1 it must hold that ∑k−1i=1 di ≤ 4(k − 1). It follows that∑k
i=1 di =
∑k−1
i=1 di + dk =
∑k−1
i=1 di + 6 ≤ [4(k − 1)] + 6 = 4k + 2. J
I Theorem 2. It can be decided in linear time whether a caterpillar G admits a WUDCR.
Proof. First determine a longest path v0, v1, . . . , vk, vk+1 in linear time. Then check for all
1 ≤ ` ≤ k whether ∑`i=1 di ≤ 4`+ 2. This linear number of sums is easily checked in linear
time. With Lemma 1 this immediately tells us whether a WUDCR for G exists. J
3 NP-hardness of Recognizing Trees
Recognizing whether a tree has a WUDCR is NP-hard—we use a reduction from Not-All-
Equal-3SAT (NAE3SAT) [4] via a logic engine construction [1]. An instance for the NAE3SAT
problem is a 3SAT formula and a yes-instance is a formula φ for which an assignment exists,
which satisfies φ and additionally contains at least one false literal per clause. The logic
engine construction, see Figure 3, works as follows: Given a formula with variables x1, . . . , xn
and clauses c1, . . . , cm we construct an orthogonal drawing representing this formula. We
have one horizontal spine to which one pole (consisting of a thick positive and thin negative
part) for each variable is attached at its center. Each pole has m levels on the top and m
on the bottom, each side representing the m clauses. We add a flag to the ith pole on the
jth level as follows: 1. If xi appears as xi in cj we add a flag on the negative part, 2. if xi
appears as ¬xi in cj we add a flag on the positive part, and 3. if xi does not appear in cj we
add a flag on both parts (hatched in Figure 3). Two vertical poles are added, one on the left
and one on the right. Note that in both realizations of Figure 3 there is one pole which is
flipped. Otherwise it would not be drawable without overlap.
The question is now: Can the logic engine be drawn without overlap? For the drawing
the variable poles can be flipped along their center and the flags can be drawn either left
or right. In a non-overlapping drawing the leftmost pole puts its flags to the right and the
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(a) x1 = 0, x2 = 1, x3 = 1, and x4 = 1.
x1 x2 x3 x4
c3
c2
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(b) x1 = 1, x2 = 1, x3 = 0, and x4 = 1.
Figure 3 Two different logic engine realizations for the NAE3SAT formula with the three clauses
c1 = (x1, x2, x3), c2 = (x1,¬x2, x4), and c3 = (x1, x3,¬x4). Shaded flags correspond to literals which
do not appear in a clause. For the poles: thicker means positive part, thinner means negative part.
Note that in both cases there is one pole which is flipped.
rightmost one puts its flags to the left. Hence, every level j (top and bottom) needs at least
one pole i without a flag on this level. The corresponding literal of xi appears in cj , fulfilling
cj . There cannot be a clause cj with only positive literals—then the jth level on the bottom
would have a flag on every variable pole; this is impossible without overlap. The upper part
of the drawing finds a positive literal for each clause and the lower part finds a negative
literal. Whether a variable pole was flipped for the drawing gives a direct correspondence
to the assignment of its corresponding variable to 1 (not flipped) or 0 (flipped). Hence, the
logic engine can be drawn without any overlaps if and only if the corresponding NAE3SAT
formula is satisfiable. Constructing a logic engine with a WUDCR of trees gives a direct
reduction from NAE3SAT and thus shows NP-hardness.
3.1 Rigid Hexagons as Basic Building Blocks
The goal is to model the logic engine structure by weak unit disk representations of trees. The
weak model allows us to tightly pack disks, something we use heavily. The whole construction
will live on a hexagonal grid with distance 2 (the diameter of a unit disk) between the grid
points. The grid distance between two grid points is the number of edges on a shortest
path—two touching disks have grid distance 1.
We will construct a tree which can only be realized as a hexagon and which can be
chained together to form longer and rigid structures. For the chaining we need two special
vertices which will always be on opposite corners of the resulting hexagon. In Figure 4 there
are examples with various radii r (maximal grid distance to the center) which fulfill this
criterion, as will be shown in
I Lemma 3. All possible WUDCR of the trees in Figure 4 are hexagons where the (red)
paths end on opposite corners of the hexagon.
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Figure 4 Hexagons with r = 3, 4, 5. Hexagons with arbitrary radii r ≥ 3 can be constructed.
c c
(a) Placing path segments on individual lines
leaves at least one uncovered grid position c.
c c
(b) Bending a path segment gives c an unreachable
shortest path distance of 4.
Figure 5 Not placing both path segments on a common line leaves unreachable grid positions.
Proof. We show that the trees are always hexagons and that all red nodes lie on a line.
Observe that in Figure 4 a tree node has distance k to the root if and only if its
corresponding disks has grid distance k from the center disk. Hence, we have exactly as
many nodes with distance k from the root as we have positions with grid distance k from
some fixed location. The root node with only its direct children is realized as a disk with
six neighboring disks. This is a tight packing and w.l.o.g. we can assume that they lie on a
hexagonal grid. Furthermore, all but the last level of the tree have at least one node with
3 children (green nodes in Figure 4); this forces them onto the hexagonal grid: 3 of the
6 neighboring positions are taken by the parent and two siblings, the other three by the
children. As a result all nodes on this level are forced onto positions on the hexagonal grid
and the result is a tight packing of disks which forms a hexagon.
Assume that not all red nodes are placed on a line. Look at Figure 5 where four such
situations are depicted. Due to the structure of the green and blue subtrees, placing the disks
as in Figure 5a leaves at least one grid position c empty. Placing the disks as in Figure 5b
leaves the corner position c empty. A shortest path from the center disk to c (shown dotted)
has distance k + 1 if k is c’s grid distance to the center. There is no node with depth k + 1
in the tree—c is left empty. However, as all grid positions with grid distance up to the tree’s
height are covered, there is at least one node whose disk cannot be placed without overlap.
We conclude that all red nodes are forced on a line which places the two leaf nodes on
opposite corners of the hexagon. J
We say that the trees for the hexagons have only one distinguishable WUDCR: It means
that the placement of the important nodes (where something else will be connected to) does
not change, but the placement of the other nodes may.
Plugging two hexagons together at a common endpoint forces them to lie on the same
line. With this we are able to construct longer straight paths. Additionally, the connected
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Figure 6 Connecting multiple hexagons, which can have different sizes. Observe, that the
hexagons can even overlap more than one disk (center and right).
Figure 7 The branching gadget with 60° angle and interchangeable sides (left). Placing the
horizontal part non-horizontally does not leave sufficient room for both branches (center, right).
hexagons can differ in size or they can overlap by more than just one disk. See an example
of three connected hexagons in Figure 6.
3.2 A Branching Gadget
Apart from going in a straight line, we need to be able to branch off two branches from a
straight part (the trunk) to simulate the variable poles and flags. Additionally, it must allow
for both branches to be interchanged to flip the variable poles or flags between two sides. As
we could not branch orthogonally in a fully rigid way we will instead introduce a branching
gadget which branches off at a 60° angle, see Figure 7.
I Observation 4. The branching gadget in Figure 7 (left) has exactly two WUDCR which
differ in the placement of the red vertices.
Proof. From Lemma 3 we know that the four hexagons are rigid. Two hexagons and one
path (ending in a hexagon) are connected to the leftmost hexagon. As shown in Figure 7 (left)
it is possible to place the path horizontally. Placing the path differently, e.g. as in Figure 7
(center and right), leaves no space to fit both hexagons. Due to symmetry, both branching
hexagons can be interchanged in the left case, giving two distinguishable WUDCR. J
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(a) x1 = 0, x2 = 1, x3 = 1, and x4 = 1.
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(b) x1 = 1, x2 = 1, x3 = 0, and x4 = 1.
Figure 8 Two logic engine realizations for the clauses c1 = (x1, x2, x3), c2 = (x1,¬x2, x4), and
c3 = (x1, x3,¬x4). It is a modification of Figure 3 where the branching angles are 60° instead of 90°.
3.3 Simulating the Logic Engine
The logic engine needs orthogonal branching and we only have branches at at 60° angle.
Hence, it is necessary to modify the logic engine in a way to accommodate for such a difference.
Figure 8 shows a modification of Figure 3 which only includes 60° angles. Flipping of the
poles and flags happens by mirroring them along the line segment they are attached to. As
can be seen, the clauses are still orthogonal to the variable poles s.t. two flags in the same
free space are forced to overlap.
I Theorem 5. It is NP-hard to decide whether a tree has weak unit disk contact representation.
Proof. We model the logic engine from Figure 8 with the hexagon and branching gadgets to
reduce NAE3SAT to our problem. See Figure 9 for an example of how a resulting drawing
might look like. Apart from the two hexagons with radius 4 near the left and right end of the
horizontal spine we only use hexagons with radius 3 and the branching gadget from before
(also with radius 3 hexagons).
As shown in Figure 10 the distance between two variable poles and placement of the
branching gadgets enforces that no two flags can be placed into the same free space. Fur-
thermore, the left and right frame prevent flags from being drawn to the outside. The tree
constructed from a boolean formula has a WUDCR if and only if no overlap occurs. This
happens if and only if for every level j / clause cj there is at least one flag less than the total
number of variables; or to put it differently: if and only if not all three variables appearing in
cj place a flag on the bottom and not all on the top. This then gives a satisfying assignment
of variables where not all literals evaluate to 1.
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Figure 9 An example of a logic engine for the formula with clauses c1 = (x1, x2, x3), c2 =
(x1,¬x2, x4), and c3 = (x1, x3,¬x4). The variables are set to x1 = 0, x2 = 1, x3 = 1, and x4 = 1.
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Figure 10 Possible cases of overlaps are highlighted: No two flags can be in the same place (left)
and all flags on the outer variable poles must face inside (right).
The size of the construction is polynomial in the number of clauses m and variables n.
There is a constant distance between two variable poles, hence, the size of the horizontal
spine is O(n). The further left a variable pole is the longer it has to be. The part without
branching grows linearly in n (2 more hexagons per step to the left) and the branching part
grows linearly in m, since each branching gadget with flag has constant size: the total size of
one variable pole is O(n+m). For n variable poles (and the two frames) this gives a total
size of O(n2 +mn) for the whole construction and it can be easily constructed in polynomial
time. J
4 Conclusion
We showed that in linear time we can decide whether a caterpillar graph can be realized as a
weak unit disk contact representation. On the other hand, the same problem is NP-hard for
trees. The main open question remains whether lobster graphs (every node has distance at
most 2 to a central path) can be recognized in polynomial time or whether it is NP-hard to
recognize them. This can be generalized to look at trees where each node has a distance at
most d from a central path.
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