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ABSTRACT
In this paper, we derive generic bounds on the maximum de-
viations in prediction errors for sequential prediction via an
information-theoretic approach. The fundamental bounds are
shown to depend only on the conditional entropy of the data
point to be predicted given the previous data points. In the
asymptotic case, the bounds are achieved if and only if the
prediction error is white and uniformly distributed.
Index Terms— Information-theoretic learning, sequen-
tial learning, sequential prediction, bounds on performance,
sequence prediction
1. INTRODUCTION
Nowadays machine learning techniques are becoming more
and more prevalent in real-time systems such as real-time sig-
nal processing, feedback control, and robotics systems. In
such systems, on one hand, decisions on the actions are to be
made in a sequential manner (sequential decision making);
on the other hand, dynamics of the systems as well as the
environment that are determined by physical laws will play
an indispensable role and must be taken into consideration
(interaction with real world). In this trend, it is becoming
more and more critical to be fully aware of the performance
limits of the sequential machine learning algorithms that are
to be embedded in the autonomous systems operating in real
world, especially in scenarios where worst-case performance
guarantees are required and must be strictly imposed.
Sequential prediction (or sequence prediction) [1–5] has
been an important component of sequential learning. In this
paper, we will utilize information theory to analyze the fun-
damental performance bounds of sequential prediction. In-
formation theory [6] was originally developed to analyze the
fundamental performance limitations of communication sys-
tems, characterizing any systems that might involve informa-
tion transmission from one point to another. In a broad sense,
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the machine learning approaches may be viewed as informa-
tion transmission processes, as if extracting as much “infor-
mation” as possible out of the training data points (cf. dis-
cussions in, e.g., [7, 8]) and then transmitting the information
to the test data points, so as to reduce as much as possible
the “uncertainty” contained in the latter. In sequential ma-
chine learning, this “information extraction → information
transmission → uncertainty reduction” process is done in a
sequential manner. By virtue of this obvious similarity on the
general mechanism level, in this paper we aim to examine the
fundamental performance limits of sequential prediction via
an information-theoretic approach.
In linear prediction theory [9–13], which has been an im-
portant branch of signal processing, the Kolmogorov–Szego¨
formula [12, 14–16] and Wiener–Masani formula [15, 17, 18]
provide fundamental bounds on the variances of prediction
errors for the linear prediction of Gaussian sequences. In this
paper, however, we go beyond the linear Gaussian case, since
learning algorithms are certainly not restricted to being lin-
ear and the noises are oftentimes non-Gaussian. More im-
portantly, we consider the worst-case scenario by minimiz-
ing the maximum deviations rather than the variances of the
prediction errors [19]. In fact, in cases where the variances
of the prediction error are minimized, it is possible that the
probability of having an arbitrary large deviation in the pre-
diction error is non-zero; for instance, when the prediction
error is Gaussian [20]. This could cause severe consequences
in safety-critical systems interacting with real world.
More specifically, we derive generic bounds on the max-
imum deviations in prediction errors for sequential predic-
tion, by investigating the underlying entropic relationships of
the data points composing the sequences. The fundamental
bounds are applicable to any learning algorithms, while the
sequences to be predicted can be with arbitrary distributions.
The bounds are characterized explicitly by the conditional
entropy of the data point to be predicted given the previous
data points. Moreover, it is shown that the necessary and
sufficient condition for achieving the lower bounds asymp-
totically is that the prediction error is asymptotically white
uniform. This mandates that the optimal (in the sense of min-
imizing the maximum deviation in the prediction error) learn-
ing algorithm is prediction error uniformizing-whitening. In a
broad sense, the prediction error being white uniform means
there is no useful “information” remaining in the residue; in
other words, all the information that may be utilized to reduce
the deviation in the prediction error has been extracted in the
uniformizing-whitening procedure.
The remainder of the paper is organized as follows. Sec-
tion 2 introduces the technical preliminaries. In Section 3,
we introduce the information-theoretic bounds for estimation.
Section 4 presents the information-theoretic bounds for pre-
diction. Concluding remarks are given in Section 5.
2. PRELIMINARIES
In this paper, we consider real-valued continuous random
variables and vectors, as well as discrete-time stochastic pro-
cesses they compose. We assume that the support sets of
the random variables and vectors are compact if they are
bounded. All the random variables, random vectors, and
stochastic processes are assumed to be zero-mean, for sim-
plicity and without loss of generality (see Subsection 3.1
for detailed discussions). We represent random variables
and vectors using boldface letters. Given a stochastic pro-
cess {xk} ,xk ∈ R, we denote the sequence x0, . . . ,xk by
the random vector x0,...,k = [x0, . . . ,xk]
T
for simplicity.
The logarithm is defined with base 2. All functions are as-
sumed to be measurable. A stochastic process {xk} ,xk ∈ R
is said to be asymptotically stationary if it is stationary as
k → ∞, and herein stationarity means strict stationarity un-
less otherwise specified [14]. In addition, a process being
asymptotically stationary implies that it is asymptotically
mean stationary [21].
Definitions and properties of the information-theoretic
notions that will be used in this paper, including differential
entropy h (x), conditional differential entropy h (x|y), en-
tropy rate h∞ (x), and mutual information I (x;y), can be
found in, e.g., [6]. In particular, the next lemma [6] shows that
the uniform distribution is the maximum entropy distribution
over a finite support.
Lemma 1 Consider a random variable x ∈ R with (com-
pact) support supp (x). Denote the length of the support as
|supp (x)|, and assume that 0 < |supp (x)| <∞. Then,
h (x) ≤ log |supp (x)| ,
where equality holds if and only if x is uniformly distributed
over the support (in such a case, we say that x is uniform for
simplicity in the rest of the paper).
3. BOUNDS FOR ESTIMATION
We first provide a generic bound on the support length of the
estimation error’s distribution for when estimating a sequence
with side information.
Theorem 1 Consider a stochastic process {xk} ,xk ∈ R
with side information {yk}. Denote the estimation of xk by
x̂k = fk (y0,...,k). Then,
|supp (xk − x̂k)| ≥ 2h(xk|y0,...,k), (1)
where equality holds if and only if xk − x̂k is uniform and
I (xk − x̂k;y0,...,k) = 0.
Proof. It is known from Lemma 1 that
|supp (xk − x̂k)| ≥ 2h(xk−x̂k), (2)
where equality holds if and only if xk− x̂k is uniform. Mean-
while,
h (xk − x̂k) = h (xk − x̂k|y0,...,k) + I (xk − x̂k;y0,...,k)
= h (xk − fk (y0,...,k) |y0,...,k) + I (xk − x̂k;y0,...,k)
= h (xk|y0,...,k) + I (xk − x̂k;y0,...,k) ≥ h (xk|y0,...,k) .
As a result, 2h(xk−x̂k) ≥ 2h(xk|y0,...,k), where equality
holds if and only if I (xk − x̂k;y0,...,k) = 0. Therefore,
|supp (xk − x̂k)| ≥ 2h(xk|y0,...,k), where equality holds if
and only if xk − x̂k is uniform and I (xk − x̂k;y0,...,k) = 0.
This completes the proof. 
Herein, the lower bound is determined completely by the
conditional entropy of the data point xk to be estimated con-
ditioned on the side information y0,...,k, that is, the amount
of “uncertainty” contained in xk given y0,...,k. In addition,
if y0,...,k provides more/less information of xk, then the con-
ditional entropy becomes smaller/larger, and thus the bound
becomes smaller/larger. In the limit when xk is indepen-
dent of y0,...,k, we have h (xk|y0,...,k) = h (xk), and thus
|supp (xk − x̂k)| ≥ 2h(xk).
It is clear that equality in (1) holds if and only if the esti-
mation error xk − x̂k is uniform and contains no information
of the side information y0,...,k; it is as if all the “information”
that may be utilized to reduce the estimation error’s support
length has been extracted.
In (2), even with a finite h (xk − x̂k), |supp (xk − x̂k)|
can be infinite if the support set of xk−x̂k is unbounded (e.g.,
when it is Gaussian); though in such cases (1) still holds, this
means there exists no finite upper bound on |supp (xk − x̂k)|.
3.1. Bounds on the maximum estimation deviations
We now examine how the bound on the support length of
the estimation error can be related to its maximum deviation
Dmax (xk − x̂k), defined as
Dmax (xk − x̂k) , max
(xk−x̂k)∈supp(xk−x̂k)
|xk − x̂k| , (3)
and denoting the maximum (absolute) deviation of xk − x̂k
from its mean (which is zero since xk and x̂k are assumed
zero-mean by default). In particular, it can be shown that
Dmax (xk − x̂k) ≥ |supp (xk − x̂k)|
2
, (4)
where equality holds if and only if xk − x̂k has a symmetric
distribution. Note that herein, with a slight abuse of notation,
the |·| in (4) denotes the volume of the support, while that in
(3) denotes the absolute value.
In fact, (4) holds as long as xk − x̂k is zero-mean, i.e.,
x̂k is an unbiased estimate of xk. Note that if xk − x̂k is not
zero-mean, then the maximum deviation is defined as
Dmax (xk − x̂k)
, max
(xk−x̂k)∈supp(xk−x̂k)
|xk − x̂k − E (xk − x̂k)| , (5)
where E (xk − x̂k) denotes the mean of xk − x̂k. In such a
case, it still holds that
Dmax (xk − x̂k) ≥ |supp (xk − x̂k)|
2
, (6)
where equality holds if and only if xk − x̂k has a symmetric
distribution. In this sense, concerning the bounds derived in
this paper, there is no loss of generality when it is assumed
that xk and x̂k are zero-mean.
In what follows, we may then derive the corresponding
bound on the maximum deviation simply using (4).
Theorem 2 Consider a stochastic process {xk} ,xk ∈ R
with side information {yk}. Denote the estimation of xk by
x̂k = fk (y0,...,k). Then,
Dmax (xk − x̂k) ≥ 2h(xk|y0,...,k)−1, (7)
where equality holds if and only if xk − x̂k is uniform and
I (xk − x̂k;y0,...,k) = 0.
Proof. Combining Theorem 1 and (4), it follows that
Dmax (xk − x̂k) ≥ |supp (xk − x̂k)|
2
≥ 2h(xk|y0,...,k)−1.
Since uniform distributions are symmetric, we have
Dmax (xk − x̂k) = 2h(xk|y0,...,k)−1
if and only if xk−x̂k is uniform and I (xk − x̂k;y0,...,k) = 0.
This completes the proof. 
3.2. Generality of the bounds
Note that in the estimation (and the subsequent prediction)
bounds obtained in this paper, no specific restrictions on
the classes of learning algorithms that can be applied have
been imposed. Simply put, the bounds are valid for arbitrary
learning algorithms in practical use, from classical regression
methods to deep learning. On the other hand, the distributions
of the sequences to be estimated (or predicted) are, in gen-
eral, not restricted either; in other words, the sequences could
be uniform or non-uniform, white or colored, stationary or
non-stationary, and so on.
The generic performance bounds provide baselines for
performance assessment and evaluation of various machine
learning and data analysis algorithms. Such baselines func-
tion as fundamental benchmarks that separate what is possible
and what is impossible, and can thus be applied to indicate
howmuch room is left for performance improvement in learn-
ing algorithm design, or to avoid infeasible design specifica-
tions in the first place, saving time to be spent on unnecessary
parameter tuning work that is destined to be futile.
4. BOUNDS FOR PREDICTION
In what follows, we introduce a generic bound on the support
length of the prediction error for when predicting a data point
based on its previous data points.
Theorem 3 Consider a stochastic process {xk} ,xk ∈ R.
Denote the 1-step ahead prediction (in the rest of the paper,
“1-step ahead prediction” will be abbreviated as “1-step pre-
diction” for simplicity) of xk by x̂k = fk (x0,...,k−1). Then,
|supp (xk − x̂k)| ≥ 2h(xk|x0,...,k−1), (8)
where equality holds if and only if xk − x̂k is uniform and
I (xk − x̂k;x0,...,k−1) = 0.
Proof. Theorem 3 follows directly from Theorem 1 by
letting y0,...,k = x0,...,k−1 therein. 
Herein, the prediction bound depends only on the condi-
tional entropy of the data point xk to be predicted given the
previous data points x0,...,k−1.
On the other hand, equality in (8) holds if and only if the
prediction error xk − x̂k is uniform, and contains no infor-
mation of the previous data points x0,...,k−1. In addition,
we next present an alternative perspective to view the term
I (xk − x̂k;x0,...,k−1).
Proposition 1 Assuming that x̂k = fk (x0,...,k−1), it always
holds that
I (xk − x̂k;x0,...,k−1)
= I (xk − x̂k;x0 − x̂0, . . . ,xk−1 − x̂k−1) . (9)
Proof. Since x̂k−1 = fk−1 (x0,...,k−2), we have (by the
data processing inequality [6])
I (xk − x̂k;x0,...,k−1)
= I (xk − x̂k;x0,...,k−2,xk−1 − x̂k−1) .
As such, by invoking the data processing inequality repeat-
edly, it follows that
I (xk − x̂k;x0,...,k−2,xk−1 − x̂k−1)
= I (xk − x̂k;x0,...,k−3,xk−2 − x̂k−2,xk−1 − x̂k−1)
= · · · = I (xk − x̂k;x0 − x̂0, . . . ,xk−1 − x̂k−1) .
Eventually, this leads to
I (xk − x̂k;x0,...,k−1)
= I (xk − x̂k;x0 − x̂0, . . . ,xk−1 − x̂k−1) ,
and completes the proof. 
Stated alternatively, the mutual information between
the current prediction error and the previous data points is
equal to that between the current prediction error and the
previous prediction errors. Accordingly, the condition that
I (xk − x̂k;x0,...,k−1) = 0 is equivalent to that
I (xk − x̂k;x0 − x̂0, . . . ,xk−1 − x̂k−1) = 0, (10)
which in turn means that the current prediction error xk −
x̂k contains no information of the previous prediction errors.
This is a key link that facilitates the subsequent analysis in the
asymptotic case.
Corollary 1 Consider a stochastic process {xk} ,xk ∈ R.
Denote the 1-step prediction of xk by x̂k = fk (x0,...,k−1).
Then,
lim inf
k→∞
|supp (xk − x̂k)| ≥ lim inf
k→∞
2h(xk|x0,...,k−1), (11)
where equality holds if {xk − x̂k} is asymptotically white
uniform.
Proof. As in the proof of Theorem 1, it can be shown that
|supp (xk − x̂k)| ≥ 2h(xk|x0,...,k−1),
where equality holds if and only if xk − x̂k is uniform and
I (xk − x̂k;x0,...,k−1) = 0. This, by taking lim infk→∞ on
both sides, then leads to
lim inf
k→∞
|supp (xk − x̂k)| ≥ lim inf
k→∞
2h(xk|x0,...,k−1).
Herein, equality holds if xk − x̂k is uniform and
I (xk − x̂k;x0,...,k−1)
= I (xk − x̂k;x0 − x̂0, . . . ,xk−1 − x̂k−1) = 0,
as k → ∞. Since xk − x̂k being uniform as k → ∞ means
that xk − x̂k is asymptotically uniform, and that
I (xk − x̂k;x0 − x̂0, . . . ,xk−1 − x̂k−1) = 0
as k → ∞ is equivalent to that xk − x̂k is asymptotically
white, equality in (11) holds if {xk − x̂k} is asymptotically
white uniform. 
When the sequence to be predicted is asymptotically sta-
tionary, we arrive at the following result.
Corollary 2 Consider an asymptotically stationary stochas-
tic process {xk} ,xk ∈ R. Denote the 1-step prediction of xk
by x̂k = fk (x0,...,k−1). Then,
lim inf
k→∞
|supp (xk − x̂k)| ≥ 2h∞(x), (12)
where h∞ (x) denotes the entropy rate [6] of {xk}. Herein,
equality holds if {xk − x̂k} is asymptotically white uniform.
Proof. Corollary 2 follows directly from Corollary 1 by
noting that for an asymptotically stationary process {xk}, we
have [6]
lim inf
k→∞
h (xk|x0,...,k−1) = lim
k→∞
h (xk|x0,...,k−1) = h∞ (x) .
This completes the proof. 
As a matter of fact, all the previous bounds are derived
for 1-step prediction. For the more general case of m-step
prediction (where m is any positive integer), the following
bound can be obtained.
Theorem 4 Consider a stochastic process {xk} ,xk ∈ R.
Denote the m-step prediction of xk by x̂k = fk (x0,...,k−m).
Then,
|supp (xk − x̂k)| ≥ 2h(xk|x0,...,k−m), (13)
where equality holds if and only if xk − x̂k is uniform and
I (xk − x̂k;x0,...,k−m) = 0.
We now examine further the term h (xk|x0,...,k−m).
Proposition 2 It always holds that
h (xk|x0,...,k−1) ≤ · · · ≤ h (xk|x0,...,k−m+1)
≤ h (xk|x0,...,k−m) ≤ h (xk) . (14)
Proof. To compare with the l-step (where 1 ≤ l < m)
prediction bound, note that
h (xk|x0,...,k−m) = h (xk|x0,...,k−l)
+ I (xk;xk−m+1,...,k−l|x0,...,k−m) .
As such,
h (xk|x0,...,k−m) ≥ h (xk|x0,...,k−m+1)
≥ · · · ≥ h (xk|x0,...,k−1) .
On the other hand,
h (xk|x0,...,k−m) = h (xk)− I (xk;x0,...,k−m) ,
and hence h (xk|x0,...,k−m) ≤ h (xk) . 
That is to say, the prediction bound will not decrease as
the prediction step increases. Additionally, in the worst case,
the bound is given by 2h(xk).
When k → ∞, the next corollary follows form-step pre-
diction.
Corollary 3 Consider a stochastic process {xk} ,xk ∈ R.
Denote the m-step prediction of xk by x̂k = fk (x0,...,k−m).
Then,
lim inf
k→∞
|supp (xk − x̂k)| ≥ lim inf
k→∞
2h(xk|x0,...,k−m), (15)
where equality holds if {xk − x̂k} is asymptotically uniform
and colored up to the order ofm− 1.
Herein, a stochastic process is said to be colored up to
the order of m − 1 if xk is independent of xk−m,k−m−1,....
Clearly, when m = 1, being colored up to order m − 1 is
equivalent to being white, which reduces to the case of 1-step
prediction.
4.1. Bounds on the maximum prediction deviations
Since
Dmax (xk − x̂k) = max
(xk−x̂k)∈supp(xk−x̂k)
|xk − x̂k|
≥ |supp (xk − x̂k)|
2
, (16)
corresponding bounds for Dmax (xk − x̂k) may then be ob-
tained based on the prediction bounds derived previously in
this section (cf. analysis and deviations in Subsection 3.1).
For instance, the counterpart to Theorem 3 is presented as
follows.
Theorem 5 Consider a stochastic process {xk} ,xk ∈ R.
Denote the 1-step prediction of xk by x̂k = fk (x0,...,k−1).
Then,
Dmax (xk − x̂k) ≥ 2h(xk|x0,...,k−1)−1. (17)
Herein, equality holds if and only if xk − x̂k is uniform and
I (xk − x̂k;x0,...,k−1) = 0.
In the asymptotic case, the following corollary holds in
parallel with Corollary 1.
Corollary 4 Consider a stochastic process {xk} ,xk ∈ R.
Denote the 1-step prediction of xk by x̂k = fk (x0,...,k−1).
Then,
lim inf
k→∞
Dmax (xk − x̂k) ≥ lim inf
k→∞
2h(xk|x0,...,k−1)−1, (18)
where equality holds if {xk − x̂k} is asymptotically white
uniform.
Similarly, corresponding results for Corollary 2, Theo-
rem 4, as well as Corollary 3 can be obtained.
4.2. Prediction of asymptotically stationary sequences
Indeed, formulae that are more specific than that of Corol-
lary 2 could be derived when it comes to predicting asymp-
totically stationary sequences.
Corollary 5 Consider an asymptotically stationary stochas-
tic process {xk} ,xk ∈ R with asymptotic power spectrum
Sx (ω), which is defined as [14]
Sx (ω) =
∞∑
k=−∞
Rx (k) e
−jωk,
and Rx (k) = limi→∞ E [xixi+k] denotes the asymptotic
correlation matrix. Denote the 1-step prediction of xk by
x̂k = fk (x0,...,k−1). Then,
lim inf
k→∞
|supp (xk − x̂k)|
≥
[
2−J∞(x)
]
2
1
2pi
∫
pi
−pi
log
√
2pieSx(ω)dω, (19)
where J∞ (x) denotes the negentropy rate [22] of {xk},
J∞ (x) ≥ 0, and J∞ (x) = 0 if and only if {xk} is Gaussian.
Herein, equality holds if {xk − x̂k} is asymptotically white
uniform.
Proof. It is known from [22] that for an asymptotically
stationary stochastic process {xk} with asymptotic power
spectrum Sx (ω),
h∞ (x) =
1
2pi
∫ pi
−pi
log
√
2pieSx (ω)dω − J∞ (x) .
Consequently,
2h∞(x) =
[
2−J∞(x)
]
2
1
2pi
∫
pi
−pi
log
√
2pieSx(ω)dω.
This completes the proof. 
Herein, negentropy rate is a measure of non-Gaussianity
for asymptotically stationary sequences, which grows larger
as the sequence to be predicted becomes less Gaussian;
see [22] for more details of its properties. Accordingly,
the bounds in (19) will decrease as {xk} becomes less Gaus-
sian, and vice versa. In the limit when {xk} is Gaussian, (19)
reduces to
lim inf
k→∞
|supp (xk − x̂k)| ≥ 2
1
2pi
∫
pi
−pi
log
√
2pieSx(ω)dω. (20)
Meanwhile, the following bound on the maximum predic-
tion deviation holds.
Corollary 6 Consider an asymptotically stationary stochas-
tic process {xk} ,xk ∈ R with asymptotic power spec-
trum Sx (ω). Denote the 1-step prediction of xk by x̂k =
fk (x0,...,k−1). Then,
lim inf
k→∞
Dmax (xk − x̂k)
≥
[
2−J∞(x)
]
2
1
2pi
∫
pi
−pi
log
√
pie
2
Sx(ω)dω, (21)
where equality holds if {xk − x̂k} is asymptotically white
uniform.
Similarly, when {xk} is Gaussian, (21) becomes
lim inf
k→∞
Dmax (xk − x̂k) ≥ 2
1
2pi
∫
pi
−pi
log
√
pie
2
Sx(ω)dω. (22)
4.3. “Uniformizing-whitening principle”
Consider again Corollary 2. As a matter of fact, if {xk − xk}
is asymptotically white uniform, then, since {xk} is asymp-
totically stationary, it holds that
lim
k→∞
|supp (xk − x̂k)| = 2h∞(x). (23)
In addition, we can show that (23) holds if and only if
{xk − xk} is asymptotically white uniform; in other words,
the necessary and sufficient condition for achieving the pre-
diction bounds asymptotically is that the prediction error is
asymptotically white uniform. In other words, the optimal (in
the sense of minimizing the support length of the prediction
error, or equivalently, minimizing the maximum deviation
in the prediction error) learning algorithm is prediction er-
ror uniformizing-whitening, which may feature a unifying
principle that is applicable to generic sequential prediction
problems.
As mentioned earlier, the generic bounds themselves pro-
vide baselines for performance assessment and evaluation of
arbitrary sequential prediction algorithms, by comparing the
real performance and that given by the theoretical bound. This
can be reinforced by observing whether the prediction er-
ror is a white uniform process. On the other hand, for fu-
ture research, we aim to develop sequential learning frame-
works that are oriented to the aforementioned fundamental
limits in sequential prediction. This is enabled by turning the
uniformizing-whitening principle into optimality conditions
or even objective functions for the optimization problems for-
mulated accordingly.
4.4. Implications
We provide in this subsection the following results without
proofs; interested readers might refer to our future papers on
this general topic.
4.4.1. Bounds on the maximum deviations for recursive al-
gorithms
We first investigate the implications for recursive algorithms.
Theorem 6 Consider a recursive algorithm given by
xk+1 = xk + fk (x0,...,k) + nk, (24)
where xk ∈ R denotes the recursive state, and nk ∈ R de-
notes the noise. Then,
Dmax (xk+1 − xk) ≥ 2h(nk|n0,...,k−1)−1, (25)
where equality holds if and only if xk+1 − xk is uniform and
I (xk+1 − xk;n0,...,k−1) = 0.
The next corollary examines the asymptotic case.
Corollary 7 Consider a recursive algorithm given by
xk+1 = xk + fk (x0,...,k) + nk, (26)
Then,
lim inf
k→∞
Dmax (xk+1 − xk) ≥ lim inf
k→∞
2h(nk|n0,...,k−1)−1,
(27)
where equality holds if {xk+1 − xk} is asymptotically uni-
form and limk→∞ I (xk+1 − xk;n0,...,k−1) = 0.
Then, from the viewpoint of “entropic innovations” (i.e.,
“recursive differences” in this case), the condition
lim
k→∞
I (xk+1 − xk;n0,...,k−1) = 0 (28)
is equivalent to that
lim
k→∞
I (xk+1 − xk;x1 − x0, . . . ,xk − xk−1) = 0. (29)
That is to say, equality in (27) holds if {xk+1 − xk} is asymp-
totically white uniform.
More generally, we can prove the following result.
Theorem 7 Consider a recursive algorithm given by
gk+1 (x0,...,k+1) = fk (x0,...,k) + nk, (30)
where xk ∈ R denotes the recursive state, and nk ∈ R de-
notes the noise. Then,
Dmax [gk+1 (x0,...,k+1)] ≥ 2h(nk|n0,...,k−1)−1, (31)
where equality holds if and only if gk+1 (x0,...,k+1) is uniform
and I (gk+1 (x0,...,k+1) ;n0,...,k−1) = 0.
In particular, when we let
gk+1 (x0,...,k+1) = xk+1 − xk, (32)
Theorem 7 reduces to Theorem 6. In addition, we may ana-
lyze the case where
gk+1 (x0,...,k+1) = xk+1, (33)
which corresponds to
xk+1 = fk (x0,...,k) + nk, (34)
as well as the case that
gk+1 (x0,...,k+1) = xk+1 − 2xk + xk−1, (35)
corresponding to
xk+1 = 2xk − xk−1 + fk (x0,...,k) + nk, (36)
and so on.
4.4.2. Bounds on generalization errors in fitting problems
We next study the implications in generalization errors in fit-
ting problems. Consider training data as input/output pairs
(xi,yi) , i = 0, . . . , k, where xi ∈ Rn is input and yi ∈
R is output. Let the test input/output pair be (xtest,ytest),
and denote the “prediction” (extrapolation/interpolation...) of
ytest by ytest = f (xtest), where f (·) can be any learn-
ing algorithm. Since the parameters of f (·) are trained us-
ing (xi,yi) , i = 0, . . . , k, eventually ytest = f (xtest) =
g (xtest,y0,...,k,x0,...,k). This is a key observation that en-
ables obtaining the subsequent result.
Theorem 8 For any learning algorithm f (·),
Dmax (ytest − ŷtest) ≥ 2h(ytest|xtest,y0,...,k,x0,...,k)−1, (37)
where equality holds if and only if ytest−ŷtest is uniform and
I (ytest − ŷtest;xtest,y0,...,k,x0,...,k) = 0.
5. CONCLUSION
In this paper, we have derived generic, information-theoretic
bounds on the maximum deviations in prediction errors in se-
quential prediction. The fundamental bounds are applicable
to any learning algorithmswhile the sequences to be predicted
can have arbitrary distributions. For future research, we aim
to investigate further implications of the bounds as well as the
corresponding necessary and sufficient conditions to achieve
them.
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