We investigate a method for supporting diverse quality-of-service requirements in broadband networks based on ATM technology. The method uses deterministic bandwidth reservation at the Virtual Path (VP) level and statistical multiplexing within each VP. A deterministic server such as a Weighted Round Robin (WRR) server is used to enforce bandwidth reservations among the VPs. We develop a connection admission algorithm which accounts for end-to-end delay and loss guarantees for Virtual Circuits which traverse a single VP. We show that under certain conditions the amount of network bandwidth required by a VP is minimized by incurring all the allowable loss at the rst link of a VP. Achievable utilization is demonstrated using simulation. The e ect of the parameters of the WRR server (i.e., the vacation time) on the cell loss probability is also studied using simulation.
INTRODUCTION
Broadband Integrated Services Digital Networks (BISDNs) of the near future will be based on the Asynchronous Transfer Mode (ATM) standard. These networks are being designed to support a wide variety of tra c types including voice, video and data. These tra c types vary widely in their bandwidth requirements, and tolerance to network delay and cell/packet loss (i.e. Quality-of-Service or QoS requirements).
The Connection Admission Control (CAC) function admits a new connection only if its QoS can be satis ed while continuing to meet the QoS needs of currently-admitted connections. Estimating the QoS that a connection (also referred to as a \call", \con- y E-mail:fsdrampal,reeves,dpa@eos.ncsu.edug al 1] have shown that the QoS speci cation for a set of heterogeneous sources may have to be set more stringent than the most stringent of any of the individual QoS requirements to ensure all sources receive their required QoS. Hence a mechanism for separating out di erent tra c types seems necessary. We now describe a method which attempts to resolve some of these problems of providing guaranteed end-to-end QoS support for heterogeneous tra c. We rst introduce the proposed architecture. Next we develop the theoretical basis for this approach. Finally some simulation results are presented to demonstrate the achievable utilization.
AN END-TO-END QOS CONTROL SCHEME
The architecture we propose for providing guaranteed QoS in ATM networks involves a reservation scheme at the virtual path (VP) level, and complete resource sharing within each VP. Flow control is completely preventive in nature, thereby avoiding problems associated with feedback-based approaches. A common problem with preventive techniques however is that they tend to be conservative and link utilization may su er. One of the goals of our investigations is quantifying this utilization through simulations of standard tra c models. In the proposed scheme, each VP is guaranteed a bandwidth, which is statistically shared by all the virtual circuits (VCs) within it. In general a VP traverses multiple physical hops and a VC may also traverse multiple VPs in going from its origin to its destination.
VP bandwidth guarantees are enforced using a deterministic scheduler. In this paper we investigate the use of a Weighted Round Robin (WRR) type scheduler (also called multi-rate time-division multiplexing). The WRR scheduler is very simple to implement and analyze. Many other deterministic schedulers, such as Stop&Go 4] or Weighted Fair Queuing 10] could also be used. However, these are signi cantly more complicated than WRR, and with our method WRR is good enough to achieve high utilizations (as we will show). The idea of round-robin type service of di erent tra c classes for ATM has been suggested by others also (see Sriram' s Dynamic Time Slice Scheme in particular 12]). However, to our knowledge the performance achievable by this approach has not been quanti ed so far, particularly for the multi-hop case.
Operation of the WRR Server
Let the length of a server cycle be T time units (we assume the time unit is the transmission time of a single cell). Let there be K + 1 VPs being served by this server, denoted V 0 , V 1 , V 2 , : : :V K . V 0 denotes a VP carrying best-e ort type tra c e.g. data les, network management tra c etc. Such tra c is not normally delay sensitive and we assume that provision of an appropriate long-term average bandwidth for such tra c is su cient. Let the number of slots reserved for V j in each server cycle be denoted n j . Bu er space at each output link is logically partitioned such that V j is allotted a bu er of size B h j at the h'th physical hop. In each cycle, V j is served for exactly n j slots. If V j does not have a cell to transmit, a cell from B 0 (the best-e ort queue) is transmitted instead. If B 0 is also These de nitions are illustrated for 4 VPs in Figure 2 , where V 1 is assigned 2 slots, and V 2 and V 3 are assigned one slot each (n 1 = 2, n 2 = 1,n 3 = 1, T = 4). V 0 is not assigned any slots in the cycle and only gets to transmit when a VP does not have a cell to transmit during its slot. V 1 originates at the rst node and itself consists of several bursty VCs. In general each VP sees a service \window" followed by a server \vacation" while other VPs are served.
Using this notation, we state the following theorem. If adequate bu er space is reserved and a deterministic server is used, no losses are incurred by statistical multiplexing of VCs onto a single VP at the second and successive nodes along the VP. To avoid losses at the rst hop, however, (B 1 j ) must be signi cantly greater than B 2 j , B 3 j , as we show below. Denote by F(i; j), the CAC function used within VP V j to admit or deny admission to requesting VC i. The exact nature of the CAC function is not critical to our discussion. We assume that it determines whether the cell loss probability for i along this path will be within the user-speci ed allowable loss bounds. F is a function of the set S j of VCs currently admitted within V j , the bandwidth C j reserved for V j , the multiplexing bu er To summarize, the main advantages of the proposed approach are:
A Call Admission
Simpli ed call admission since tra c within each VP is isolated from tra c in other VPs. Strong end-to-end guarantees on cell delay and cell loss probability can be provided. Network management is simpli ed, since by changing just the (logical) con guration of VPs and their bandwidth assignments, the service provider can control call-level grade-of-service (in terms of call acceptance probabilities) while ensuring per-call QoS (in terms of delays and CLPs). Fairness constraints for network accessibility (call acceptance probability) can be easily implemented, by appropriate assignment of tra c to VPs.
The drawbacks of our approach are the modest expense of implementing the WRR server, and the need for servers to cooperate, or synchronize. We believe this cooperation is not unduly constraining if it is done at a su ciently coarse level (at the VP level).
The Maximal Gain First QoS Allocation Policy
In any scheme, the end-to-end QoS speci cations are split into per-link speci cations; if the \per-link" QoS speci cations are met, the end-to-end QoS speci cation can be met 9]. We refer to these as \QoS allocation policies". In this section, we examine a particular policy for allocating an end-to-end CLP speci cation into per-link CLP speci cations.
Consider a VP V j and its route in a network along links L 1 , L 2 , : : : L H . The physical bandwidth of each link is C. Let us assume that V j only carries homogeneous tra c i.e. all the VCs which use V j have identical characteristics and QoS requirements. Let the tolerable end-to-end CLP for any VC i using V j be P. Let h the bandwidth requirement of V j at the h'th hop under QoS allocation policy ?, assuming a FCFS cell service for the cells of VCs assigned to V j . The total network bandwidth requirement of VP V j under QoS allocation policy ? is just the sum of the link bandwidth requirements, i.e., P H h=1 C ? h . We now justify a QoS allocation policy which we shall refer to as the Maximal Gain First, or MGF, policy. According to this policy, P is split such that P MGF A2 The nodal independence assumption applies. Under this assumption, the same tra c model can be used for a VC at an intermediate node as that used at the network edge. While not true in general, empirical results supporting this assumption under some conditions have been derived by Lau 7] .
A3
The tra c characteristics of each VC are such that the bandwidth requirement is monotonic wrt tolerable loss. That is, the more loss that can be tolerated by a VC, the smaller is its bandwidth requirement. This assumption is supported by the following theorem.
Theorem 2 Given a G/D/1/K queue with server rate and a sample path of arrivals A t in 0; t), the steady state average cell loss probability varies monotonically with i.e. the higher the server rate, the lower the cell loss probability.
Proof: This is proved using sample path techniques in 11].
2.
Admittedly, a WRR server does not strictly conform to the G=D=1 model because of the vacations. However, as the simulation results in section 3 will indicate, when the server cycle length is \su ciently" small the e ect of vacations is negligible.
A4
The average CLP of VCs belonging to a VP V j is assumed not to be a ected by the vacation times of the WRR server and depends only on the multiplexing bu er size (B 1 j ) and average service rate (C j ). As in assumption A3, this is true if the server cycle is \su ciently" small and is supported by the simulation results in section 3.
Based on these assumptions, we state the main theorem of this section. 
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This theorem shows that MGF is an optimal QoS allocation policy for our method. Total network bandwidth is minimized by forcing all the cell loss to occur at the rst hop. Intuitively, the allowable end-to-end loss can be used to \buy" bandwidth reduction. If there is no additional multiplexing potential downstream, allocating the entire loss to the rst hop will buy the maximal bandwidth reduction.
Multiplexing Potential of Realistic Sources
As described above, we advocate exploiting all the multiplexing potential at the rst hop of a VP. We now examine the utilization achievable with a single multiplexing operation for a typical tra c model. Figures 3 and 4 show the per-source e ective bandwidth requirement for a multiplexed set of voice sources and a multiplexed set of video sources, respectively. clearly seen. For example, for 20 voice sources and an allowable queuing delay of 100 msecs the per-source e ective rate is about 16 Kb/s; this represents an average utilization of 70%. For 20 video sources and an allowable delay of 100 msecs, the utilization is even better (almost 90%). For 20 voice sources and 200 msecs of delay, 80% utilization can be achieved. Typical end-to-end acceptable delay limits are up to 250-300 msecs. The equivalent capacity formulas are in fact conservative over-estimates and thus in practice even higher utilizations will be achieved 3]. Clearly, for both video and voice tra c a single level of multiplexing is able to achieve high utilization. The isolation of VPs from one another and the use of a WRR server for VPs provides the end-to-end QoS guarantees that are not possible with purely statistical approaches.
VARIATION OF CELL LOSSES WITH WRR PARAMETERS
In Theorem 3, we stated the optimality of the MGF policy when loss decreases monotonically as bandwidth increases. We have not, however, proved that this is always the case for the WRR service policy, In this section we present some simulation results on the variation of cell loss probability with the parameters of the WRR server. The simulation is simpli ed by two observations. Due to the fact that VP bandwidths are guaranteed, we can safely analyze a single VP in isolation (i.e., without considering in uence of other VPs). Also, since losses occur only at the rst hop, we need only analyze the losses at the multiplexing bu er B 1 j of V j to measure the end-to-end VP loss. We simulated a single VP V j , which was deterministically guaranteed a bandwidth of C j bits/sec using a WRR server as described earlier. We denote by T on and T off the On and O periods of the WRR server as seen by V j ; the server period is T = T on + T off . Note that C j = C T on =(T on + T off ) = C=(1 + T off =T on ). When T off and T on are varied, the bandwidth C j remains the same if the ratio T off =T on remains constant. However the server \burstiness" varies as T changes. As T becomes smaller and smaller, the server performance approaches that of a uniform deterministic server. A larger value of T results in a much more \bursty" service, which may result in higher losses. However, the granularity of bandwidth allocation (which we assume is 1 cell per T time units) decreases as T increases. Since a smaller granularity results in more precise allocation of bandwidth (with less wasted bandwidth), this is desirable. Our simulations measured the cell loss probability as a function of the server period. As mentioned, we only needed to measure the losses in the rst bu er, due to the MGF policy. We used as a tra c model the standard two-state IBP model of a voice source. In j . Some inferences that we can make from the above plots are as follows.
Let Q cycle = C j T on denote the amount of data of V j that can be transmitted by the WRR server in one cycle. The transition point corresponds to the unit bandwidth at which Q cycle B 1 j . In region 1, Q cycle > B 1 j , and the server completely empties the bu er during each On period. In region 2, Q cycle < B 1 j , implying that the WRR server cannot empty the entire bu er in one On period. Once the bu er has been emptied, the remainder of the slots assigned to V j will be wasted, except for cells that arrive during the On time. Hence in region 1, even the average service rate o ered to V j decreases linearly with the unit bandwidth (ignoring the arrivals during the On time), resulting in the exponential increase in cell loss.
In region 2, CLP is nearly constant. This implies that as long as Q cycle < B 1 j , the CLP is independent of the WRR cycle length. Thus the server cycle length can be chosen to optimize delay or quantization e ects, as long as it is short enough to satisfy this constraint on Q cycle .
By multiplexing just 15 voice sources, we observe a CLP of less than 10% (which is acceptable for voice) while reserving 200 Kb/s. This yields a payload utilization of 93%. Clearly, in this case there is very little additional multiplexing gain to be had from these sources. The small sacri ce in utilization from VP isolation seems well worth the gain in predictability of end-to-end QoS which is obtained by our scheme.
We also simulated other choices of number of sources, bandwidths, link speeds, bu er sizes, etc. The results were similar to those reported above 11].
