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THE LARGE DAVENPORT CONSTANT II:
GENERAL UPPER BOUNDS
DAVID J. GRYNKIEWICZ
Abstract. Let G be a finite group written multiplicatively. By a sequence over G, we mean a finite
sequence of terms from G which is unordered, repetition of terms allowed, and we say that it is a
product-one sequence if its terms can be ordered so that their product is the identity element of G. The
small Davenport constant d(G) is the maximal integer ℓ such that there is a sequence over G of length ℓ
which has no nontrivial, product-one subsequence. The large Davenport constant D(G) is the maximal
length of a minimal product-one sequence—this is a product-one sequence which cannot be partitioned
into two nontrivial, product-one subsequences. The goal of this paper is to present several upper bounds
for D(G), including the following:
D(G) ≤


d(G) + 2|G′| − 1, where G′ = [G,G] ≤ G is the commutator subgroup;
3
4
|G|, if G is neither cyclic nor dihedral of order 2n with n odd;
2
p
|G|, if G is noncyclic, where p is the smallest prime divisor of |G|;
p
2
+2p−2
p3
|G|, if G is a non-abelian p-group.
As a main step in the proof of these bounds, we will also show that D(G) = 2q when G is a non-abelian
group of order |G| = pq with p and q distinct primes such that p | q − 1.
1. Introduction
Let G be a multiplicatively written, finite group. A sequence S over G means a finite sequence of
terms from G which is unordered, repetition of terms allowed. We say that S is a product-one sequence
if its terms can be ordered so that their product equals 1, the identity element of the group. The small
Davenport constant d(G) is the maximal integer ℓ such that there is a sequence over G of length ℓ which
has no nontrivial, product-one subsequence. The large Davenport constant D(G) is the maximal length
of a minimal product-one sequence—this is a product-one sequence which cannot be partitioned into two
nontrivial, product-one subsequences. A simple argument [3, Lemma 2.4] shows that
d(G) + 1 ≤ D(G) ≤ |G|, (1)
with equality in the first bound when G is abelian, and equality in the second when G is cyclic.
The study of D(G), for G abelian, is a classical and very difficult problem in Combinatorial Number
Theory. When G is non-abelian, there is more than one way to naturally extend the definition of the
Davenport constant. This was first done by Olson and White [11] who introduced the small Davenport
constant d(G) and gave the general upper bound d(G) ≤ 12 |G| (for G non-cyclic) that was observed to
be tight for non-cyclic groups having a cyclic, index 2 subgroup.
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This paper is a continuation of [3]. There, paralleling the result of Olson and White, the author along
with A. Geroldinger determined the large Davenport constant D(G) for groups having a cyclic, index 2
subgroup. Here, we parallel the result of Olson and White in a different fashion, proving several general
upper bounds for D(G). In view of (1), the bounds proved here, in many cases, also improve upon
the upper bound of Olson and White for the small Davenport constant. For detailed background and
motivation concerning the study of D(G), including connections with Invariant Theory, we direct the
reader to the prior paper [3]. We follow the notation outlaid in detail in [3] and will make frequent use of
the results cited and proved there. In the interest of space, we have not repeated this information here,
meaning the reader will need a copy of [3] on hand before preceding further.
The paper is organized as follows. In Section 2, we describe the brief amount of additional notation and
results needed for this paper but not found in [3]. In Section 3, we show that the lower bound d(G)+1 ≤
D(G) cannot be too far from the truth. Specifically, we prove the upper bound D(G) ≤ d(G) + 2|G′| − 1,
where G′ = [G,G] ≤ G is the commutator subgroup, with equality holding if and only if G is abelian. We
will also prove a crucial technical lemma needed for later sections as well as a refinement of the bound
D(G) ≤ d(G) + 2|G′| − 1 under additional hypotheses. In Section 4, we prove several upper bounds
for D(G) when G is a p–group. Chief among these, that D(G) ≤ p
2+2p−2
p3 |G| holds for a non-abelian
p–group G. In Section 5, we tackle the main group of difficulty in this paper—the non-abelian group
of order pq—and determine the exact value of the large Davenport constant for such groups (the small
Davenport constant of these groups was previously computed by Bass [1]). The methods used in Section
5 will then be put to further use in Section 6 to determine the small Davenport constant of another
problematic group: G = 〈α, τ : αq = 1, τ4 = 1, ατ = ταr〉, where q is an odd prime and r2 ≡ −1
mod q. Finally, in Section 7, making full use of the previous results as well as the main result from [3],
we prove two general upper bounds for D(G) when G is non-cyclic. First, that D(G) ≤ 2p |G|, where p is
the smallest prime divisor of |G|; and second, that D(G) ≤ 34 |G|, provided that G is also not dihedral
of order 2n with n odd (it is known that D(G) = |G| for such groups [3]). The latter mirrors a similar
upper bound for the Noether constant from Invariant Theory [10].
2. Notation and Preliminaries
As mentioned already, we use the notational conventions described in detail in [3] as well as the results
found there. However, we have need of a small amount of additional notation and results. First, if G is
a group, X ⊆ G is a subset, and S ∈ F(G) is a sequence over G, then
vX(S) =
∑
x∈X
vx(S)
is the number of terms of S from X . Second, we need the natural extension of the subsequence sum and
product notation defined in [3]:
Σ≤n(S) =
⋃
h∈[1,n]
Σh(S) and Πn(S) =
⋃
h∈[1,n]
Πh(S),
where S ∈ F(G) is a sequence over a group G. We also have need of the characterization of equality in
the Cauchy-Davenport Theorem [3, Theorem 4.1] [9, Theorem 2.2] [5, Theorem 6.2], which was done by
Vosper [9, Theorem 2.4] [5, Theorem 8.1].
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Theorem 2.1 (Vosper’s Theorem). Let G ∼= Cp with p prime and let A, B ⊆ G be nonempty subsets
with |A|, |B| ≥ 2. If
|A+B| < min{p− 1, |A|+ |B|},
then A and B are arithmetic progressions of common difference.
Many of our arguments rely upon the use of a subgroup H ≤ G acting upon the finite group G by
conjugation (see [12, Chapter 1]). We use fairly standard notation for this. For a subset A ⊆ G and
x ∈ G, we let
xA = {a−1xa : a ∈ A}.
More generally, if A, B ⊆ G, then
AB = {b−1ab : a ∈ A, b ∈ B}.
Thus aH is the H-orbit of a under the action of conjugation by elements from H ≤ G, which has size
|aH | = |H |/|CG(a) ∩H |. (2)
For a finite group G, we let η(G) denote the minimal integer such that every sequence S ∈ F(G) with
length |S| ≥ η(G) has a nontrivial product-one subsequence of length at most max{ord(g) : g ∈ G}.
When G = C2n with n ≥ 2, we have max{ord(g) : g ∈ G} = exp(G) = n, and both the constants η(G)
and D(G) are known [4, Theorem 5.8.3]:
η(C2n) = 3n− 2 and d(C
2
n) + 1 = D(C
2
n) = 2n− 1. (3)
Finally, as noted in [3, Section 2], given any sequence S ∈ F(G), we have π(G) contained in a G′-coset,
where G′ = [G,G] ≤ G is the commutator subgroup. Thus π(S) = Ag for some A ⊆ G′ and g ∈ G.
Consequently, if we have sequences S1, . . . , Sℓ ∈ F(G), then, for each i ∈ [1, ℓ], we have
π(Si) = Aigi for some Ai ⊆ G
′ and gi ∈ G.
Furthermore, since G′EG is a normal subgroup, and thus invariant under conjugation automorphisms, it
follows, for each j ∈ [1, ℓ], that g1 . . . gj−1Aj = A′jg1 . . . gj−1 for some A
′
j ⊆ G
′ with |A′j | = |Aj | = |π(Sj)|.
Specifically, A′j = A
(g1...gj−1)
−1
j . Thus
π(S1)π(S2) . . . π(Sℓ) = (A1g1)(A2g2) . . . (Aℓgℓ) = A
′
1A
′
2 . . . A
′
ℓg,
where g = g1 . . . gℓ. In particular, if G
′ ∼= Cq with q prime, then theorems estimating the cardinality of a
sumset in Cq, such as the Cauchy-Davenport Theorem, can be applied to estimate the cardinality of the
product-set π(S1) . . . π(Sℓ). We will frequently do this without further reference to the intermediary sets
A′i ⊆ G
′.
3. Upper Bounds Involving d(G) and |G′|
As noted in (1), we have d(G) + 1 ≤ D(G) with equality if G is abelian. In this section, we show that
the inequality d(G) + 1 ≤ D(G) cannot be far from equality. Indeed, the closer G is to being abelian (as
measured by the commutator G′ = [G,G]), the closer D(G) is bounded to d(G) + 1. The main result of
the section is the following.
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Theorem 3.1. Let G be a finite group. Then
D(G) ≤ d(G) + 2|G′| − 1,
where G′ = [G,G] ≤ G is the commutator subgroup of G, with equality if and only if G is abelian.
The proof of Theorem 3.1 will be given at the end of the section. Before continuing, we make the
following easy observation.
Lemma 3.2. Let G be a group. If x, y ∈ G are elements such that xy 6= yx, then xy /∈ Z(G).
Proof. Assume by contradiction that xy ∈ Z(G). Then xyx−1y−1 = x−1xyy−1 = 1, which implies
xy = yx, contrary to hypothesis. 
We continue with an extremely important technical lemma embodying a simple algorithm at the heart
of many of the proofs. We need several variations on the algorithm, which accounts for the rather weighty
and technical formulation of Lemma 3.3.
Lemma 3.3. Let G be a non-abelian, finite group, let S∗ ∈ F∗(G) be an ordered sequence, let H ≤ G be
an abelian subgroup, let
ω ≥ 1, ωH ∈ Z, and ω0 ∈ {0} ∪ [2, |S
∗|] with ω0 ≤ ω,
and suppose that |π(S0)| ≥ |S0| = ω0 and π(S0) ∩
(
G \ Z(G)
)
6= ∅ (if ω0 > 0), where S0 = [S∗(1, ω0)],
and that there are at least ωH terms of S
[−1]
0 · S from H.
Then there exists an ordered sequence S′
∗ ∈ F(G) with
[S′
∗
] = [S∗] and π(S′
∗
) ∈ π(S∗)G, (4)
having a factorization
S′
∗
= T ∗1 · . . . · T
∗
r−1 · T
∗
r ·R
∗, (5)
where T ∗1 , . . . , T
∗
r , R
∗ ∈ F∗(G) and r ≥ 0, such that, letting R = [R∗] and Ti = [T ∗i ] for i ∈ [1, r], we
have S0 | T1 (if ω0 > 0),
π(Ti) ∩
(
G \ Z(G)
)
6= ∅ and |π(Ti)| ≥ |Ti| ≥ 2 for i ∈ [1, r], π(Ti)
G = π(Ti) for i ∈ [1, r − 1],
(6)
and either
(i)
r∑
i=1
|Ti| ≤ w − 1 and 〈supp(R)〉 < G is a proper subgroup, or
(ii) w ≤
r∑
i=1
|Ti| ≤ w+1, with the upper bound only possible if |Tr| = 2 and
r−1∑
i=1
|Ti| = ω− 1, and there
are at least ωH terms of R from H, or
(iii)
r∑
i=1
|Ti| ≤ w − 1 and there are precisely ωH terms of R from H.
Proof. Let S = [S∗]. First observe that
π
(
S∗(2, |S|) · S∗(1)
)
= S∗(1)−1π(S∗)S∗(1).
Thus cyclically shifting the terms of S∗ results in an ordered sequence S′
∗
with [S′
∗
] = [S∗] = S and
product in π(S∗)G, as required by (4).
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Let S′
∗ ∈ F∗(G) be an ordered sequence with a factorization (and all notation) given by (5), satisfying
all parts of the lemma apart from (possibly) conclusions (i)–(iii), with at least ωH terms of R from H ,
with |Tr| = 2 if
r∑
i=1
|Ti| = w + 1, and subject to all this, with
r∑
i=1
|Ti| ≤ w + 1 maximal. We begin by
showing that such an ordered sequence S′
∗
exists.
If ω0 = 0, then all conclusions of the lemma apart from (i)–(iii) hold taking R
∗ = S∗ = S′
∗
and
r = 0; moreover, we know S∗ = R∗ contains at least ωH terms from H by hypothesis, and clearly
r∑
i=1
|Ti| = 0 < ω. Thus the S′
∗
described above exists in the case ω0 = 0. On the other hand, if ω0 ≥ 2
(note ω0 = 1 is not allowed by our hypotheses), then all conclusions of the lemma apart from (i)–(iii)
hold taking S∗ = S′
∗
, R∗ = S∗(ω0+1, |S∗|), r = 1 and T ∗1 = S
∗(1, ω0) (as follows from the hypotheses);
moreover, we know that |T1| = ω0 ≤ ω < ω+1 and that R∗ = S∗(ω0+1, |S∗|) contains at least ωH terms
from H by hypothesis. Thus the S′∗ described above exists in the case ω0 ≥ 2 as well.
If
r∑
i=1
|Ti| ≥ ω, then (ii) holds and the proof is complete. Therefore we can assume
r∑
i=1
|Ti| ≤ ω − 1. (7)
Hence, if there are precisely ωH terms of R from H , then (iii) holds and the proof is again complete.
Therefore, since there are assumed to be at least ωH terms of R from H , it follows that this estimate
must be strict:
vH(R) ≥ ωH + 1. (8)
If 〈supp(R)〉 < G is a proper subgroup, then (i) holds, completing the proof once more. Therefore we
can assume
〈supp(R)〉 = G. (9)
We now aim to show that (7)–(9) allow us to contradict the maximality of
r∑
i=1
|Ti| for S′
∗
. We proceed in
two cases.
Case 1: r ≥ 1 and π(Tr)G 6= π(Tr).
If π(Tr)
supp(R) = π(Tr), then it is easily shown that π(Tr)
〈supp(R)〉 = π(Tr). But since (9) gives
〈supp(R)〉 = G, this would mean π(Tr)G = π(Tr)〈supp(R)〉 = π(Tr), contrary to case hypothesis. Therefore
there must be some g ∈ supp(R) such that gπ(Tr) 6= π(Tr)g. Let x ∈ [1, |R|] be minimal such that
R∗(x)π(Tr) 6= π(Tr)R
∗(x).
By the minimality of x, we haveR∗(y)π(Tr) = π(Tr)R
∗(y) for every y ∈ [1, x−1]. Since π(Tj)G = π(Tj)
for j ∈ [1, r − 1] (in view of (5) holding for S′∗), we also have R∗(y)π(Tj) = π(Tj)R
∗(y) for every
y ∈ [1, x− 1] and j ∈ [1, r − 1]. Thus, for each j ∈ [1, r], there exists ordering T ′∗j of Tj such that
π
(
R∗(1, x− 1)
)
π(T ′
∗
j ) = π(T
∗
j )π
(
R∗(1, x− 1)
)
.
Hence
π
(
R∗(1, x− 1)
)
π(T ′
∗
1) . . . π(T
′∗
r) = π(T
∗
1 ) . . . π(T
∗
r )π
(
R∗(1, x− 1)
)
.
In other words, allowing re-ordering of the terms of the Ti, we can commute the terms from R
∗(1, x− 1)
past the Ti while preserving that the resulting ordered sequence still has the same product. Then, as
6 DAVID J. GRYNKIEWICZ
mentioned at the beginning of the proof, we can cyclically shift the terms R∗(1, x− 1) until the sequence
T ′
∗
1 is once again the start of the resulting sequence
S′′
∗
:= T ′
∗
1 · . . . · T
′∗
r ·R
∗(x, |R|) ·R∗(1, x− 1),
and this will preserve that π(S′′
∗
) ∈ π(S′∗)G = π(S∗)G (note that the hypothesis π(S′∗) ∈ π(S∗)G is
equivalent to π(S′
∗
)G = π(S∗)G). Moreover, this does not affect any of the defining properties of the Ti,
which means that (by replacing S′
∗
by S′′
∗
, the T ∗i by the T
′∗
i , and R
∗ by R∗(x, |R|) ·R∗(1, x− 1)), we
can w.l.o.g. assume x = 1.
Observe that
π(Tr)R
∗(1) ∪R∗(1)π(Tr) ⊆ π
(
Tr ·R
∗(1)
)
.
Moreover, we have π(Tr)R
∗(1) 6= R∗(1)π(Tr) in view of x = 1 and the definition of x. Thus
|π
(
Tr ·R
∗(1)
)
| ≥ |π(Tr)|+ 1.
If gR∗(1) = R∗(1)g for every g ∈ π(Tr), then R∗(1)π(Tr) = π(Tr)R∗(1) would follow, contrary to the
definition of x = 1. Therefore there must be some g ∈ π(Tr) with R∗(1)g 6= gR∗(1), in which case
Lemma 3.2 ensures that the element gR∗(1) ∈ π
(
Tr · R
∗(1)
)
is from G \ Z(G). In view of (8), we see
that R′
∗
:= R∗(2, |R|) contains at least ωH terms from H , and (7) ensures that
r∑
i=1
|T ′i | ≤ ω < ω + 1,
where T ′i
∗
:= Ti
∗ for i ∈ [1, r − 1] and T ′r
∗
:= Tr
∗
· R∗(1). But now the maximality of
r∑
i=1
|Ti| for S′
∗
is
contradicted by the factorization S′∗ = T ′∗1 · . . . · T
′∗
r ·R
′∗, completing Case 1.
Case 2: r = 0 or π(Tr)
G = π(Tr).
If gh = hg for all g, h ∈ supp(R), then 〈supp(R)〉 must be abelian. Hence, since G is non-abelian
by hypothesis, 〈supp(R)〉 is a proper subgroup of G, contrary to (9). Therefore, there must be g0, h0 ∈
supp(R) with g0h0 6= h0g0. Swapping the order of adjacent terms of R∗ that commute with each other
preserves all assumptions from the definition of S′∗. Consequently, performing such swaps, we can either
arrange that R∗ has the non-commuting terms g0 and h0 adjacent to each other or else has g0 adjacent to
another term h′0 that also does not commute with g0. Either way, we may assume there are consecutive
terms in R∗ that do not commute, say R∗(x)R∗(x+ 1) 6= R∗(x+ 1)R∗(x) with x ∈ [1, |R| − 1].
By (5) and case hypothesis, we have π(Tj)g = gπ(Tj) for all g ∈ G and j ∈ [1, r]. Thus, as we argued
in Case 1, we can commute the terms R∗(1, x − 1) past the T ∗i , re-ordering each Ti appropriately, and
then cyclically shift the terms R∗(1, x− 1) to thereby w.l.o.g. assume x = 1.
Let T ∗r+1 := R
∗(1, 2), Tr+1 = [T
∗
r+1] and R
′∗ := R∗(3, |R|). Since R∗(1)R∗(2) 6= R∗(2)R∗(1) (in view
of the definition of x = 1), we have |π(Tr+1)| ≥ 2 = |Tr+1| while Lemma 3.2 ensures that π(Tr+1) ∩
(G \ Z(G)) 6= ∅. In view of the case hypothesis, we have π(Tr)G = π(Tr), while π(Tj)G = π(Tj) holds
for j ∈ [1, r − 1] from the hypotheses in the definition of S′∗. Since H is abelian and the terms R∗(1)
and R∗(2) do not commute with each other, it follows that at most one term from R∗(1, 2) is from H ,
whence (8) ensures that R′
∗
contains at least ωH terms from H . By its definition, we have |Tr+1| = 2,
and (7) gives
r+1∑
i=1
|Ti| ≤ ω − 1 + 2 = ω + 1. But now the maximality of
r∑
i=1
|Ti| for S′
∗
is contradicted by
the factorization S′
∗
= T ∗1 · . . . · T
∗
r · T
∗
r+1 ·R
′∗, completing Case 2 and the proof. 
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Next, we give a simple application of Lemma 3.3. Note that the p defined in Corollary 3.4 is always
at least as big as the smallest prime divisor of |G|.
Corollary 3.4. Let G be a finite, non-abelian group, let G′ = [G,G] ≤ G be its commutator subgroup,
and let
p = min{|G|/|CG(x)| : x ∈ G \ Z(G)}.
Suppose G′ is cyclic of prime order. Then
D(G) ≤ max
({
d(G) + |G′|+
⌊
|G′| − 2
p− 1
⌋}
∪
{
D(H) + |G′|+
⌊
|G′| − 2
p− 1
⌋
− 2 : H < G proper
})
.
In particular, if we also know that all proper subgroups H < G are abelian, then
D(G) ≤ d(G) + |G′|+
⌊
|G′| − 2
p− 1
⌋
.
Proof. Since G is non-abelian, G′ ≤ G is nontrivial and Z(G) < G is proper. Note that the “in particular”
statement of the corollary follows from the main part in view of the inequality D(H) = d(H)+1 ≤ d(G)+1
holding for any abelian subgroup H ≤ G (care of [3, Lemma 2.4.3]). In view of (2), we see that p ≥ 2 is
the minimal size of an orbit of an element g ∈ G \ Z(G). Assume by contradiction that we have an atom
S ∈ A(G) with
|S| ≥ max
({
d(G) + |G′|+
⌊
|G′| − 2
p− 1
⌋
+ 1
}
∪
{
D(H) + |G′|+
⌊
|G′| − 2
p− 1
⌋
− 1 : H < G proper
})
.
(10)
Since S ∈ A(G), there is an ordering S∗ ∈ F∗(G) with [S∗] = S and π(S∗) = 1.
Apply Lemma 3.3 to S∗ taking H trivial, ω = |G′|+
⌊
|G′|−2
p−1
⌋
, ωH = −1, and ω0 = 0 and let
S′
∗
= T ∗1 · . . . · T
∗
r ·R
∗
be the resulting factorization, where T ∗1 , . . . , T
∗
r , R
∗ ∈ F∗(G), [R∗] = R and [T ∗i ] = Ti for i ∈ [1, r].
Observe that
ω ≥
p|G′| − p
p− 1
. (11)
Since ωH is negative, Lemma 3.3(iii) cannot hold. This gives us two cases.
Case 1: Lemma 3.3(i) holds.
Since π(S′
∗
) ∈ π(S∗)G = 1G = {1} (from (4)), we see that S′∗ is a product-one ordered sequence. In
view of Lemma 3.3(i), we have 〈supp(R)〉 := H < G being a proper subgroup. In view of Lemma 3.3(i)
and (10), we also know
|R| ≥ |S| − w + 1 ≥
(
D(H) + |G′|+
⌊
|G′| − 2
p− 1
⌋
− 1
)
− |G′| −
⌊
|G′| − 2
p− 1
⌋
+ 1 = D(H).
Thus we can apply [3, Lemma 2.5] to R to find a nontrivial, product-one subsequence T | R with
|T | ≤ D(H) < |S| and π(R∗) ∈ π(T [−1] ·R). Hence
1 = π(S′
∗
) = π(T ∗1 ) . . . π(T
∗
r )π(R
∗) ∈ π
(
T1 · . . . · Tr · (T
[−1]
·R)
)
= π(T [−1] · S),
which means S = T · (T [−1] · S) is a nontrivial factorization, contradicting that S ∈ A(G) is an atom.
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Case 2: Lemma 3.3(ii) holds.
Since π(Ti)∩
(
G \Z(G)
)
6= ∅ and π(Ti)G = π(Ti) for i ∈ [1, r− 1] (from (6)), it follows, in view of the
description of p given at the beginning of the proof, that
|π(Tr)| ≥ 2 and |π(Ti)| ≥ p for all i ∈ [1, r − 1], (12)
where the first inequality follows directly from (6).
Suppose we can find a subsequence T | S such that π(T ) is a full G′-coset and |T | ≤ ω. Then, in view
of (10), we have
|T [−1] · S| ≥ |S| − ω ≥ d(G) + 1.
As a result, the definition of d(G) guarantees that there is a nontrivial, product-one subsequence V1 |
T [−1] · S. Thus S = V1 · V2 with T | V2, where V2 = V
[−1]
1 · S. Note that V2 = V1
[−1]
· S is nontrivial
since it contains the subsequence T which must be nontrivial in view of π(T ) being a full G′-coset with
G′ nontrivial. By [3, Lemma 2.2], we have
π(V2) ⊆ G
′. (13)
Since T | V2, and since π(T ) is a full G′-coset, it likewise follows that π(V2) is also a full G′-coset, meaning
the inclusion in (13) is an equality: 1 ∈ G′ = π(V2). Consequently, S = V1 · V2 is a factorization of S
into two nontrivial, product-one subsequences, contradicting that S ∈ A(G) is an atom. So we instead
assume that
there does not exist a subsequence T | S with |π(T )| = |G′| and |T | ≤ ω. (14)
Let W = T1 · . . . · Tr−1. Then
|W | =
r∑
i=1
|Ti| − |Tr| ≤ ω + 1− 2 = ω − 1,
with the inequality above following from those given in Lemma 3.3(ii) and (6). Thus (14) ensures that
|π(W )| ≤ |G′| − 1. (15)
Observe that
π(T1) . . . π(Tr−1) ⊆ π(T1 · . . . · Tr−1) = π(W ). (16)
Thus, since G′ is cyclic of prime order by hypothesis, using (15), (16), the Cauchy-Davenport Theorem,
and (12), we obtain
|G′| − 1 ≥ |π(W )| ≥
r−1∑
i=1
|π(Ti)| − r + 2 ≥ (r − 1)p− r + 2. (17)
Rearranging this inequality gives
r ≤
|G′|+ p− 3
p− 1
. (18)
In view of Lemma 3.3(ii) holding by case hypothesis, we have ω ≤
r∑
i=1
|Ti| ≤ ω + 1.
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Suppose
r∑
i=1
|Ti| = ω+1. In this case, Lemma 3.3(ii) further tells us that |Tr| = 2 and
r−1∑
i=1
|Ti| = ω− 1;
and from (6), we have |π(Ti)| ≥ |Ti| for all i. Thus (17) and (18) yield
|G′| − 1 ≥
r−1∑
i=1
|π(Ti)| − r + 2 ≥
r−1∑
i=1
|Ti| − r + 2 = ω + 1− r ≥ ω + 1−
|G′|+ p− 3
p− 1
.
Consequently, ω ≤ p|G
′|−p−1
p−1 , contradicting (11). So we instead conclude that
r∑
i=1
|Ti| = ω. (19)
In view of (19), we have |T1 · . . .·Tr| ≤ ω. But now we obtain a string of inequalities as follows: the first
inequality follows from (14), the second is clear, the third from an application of the Cauchy-Davenport
Theorem as argued for (17), the fourth in view of (6), the equality from (19), and the final inequality
from (18).
|G′| − 1 ≥ |π(T1 · . . . · Tr)| ≥ |
r∏
i=1
π(Ti)| ≥
r∑
i=1
|π(Ti)| − r + 1
≥
r∑
i=1
|Ti| − r + 1 = ω + 1− r ≥ ω + 1−
|G′|+ p− 3
p− 1
Rearranging the above inequality gives ω ≤ p|G
′|−p−1
p−1 , contrary to (11), which completes the proof. 
We conclude the section with the proof of Theorem 3.1.
Proof of Theorem 3.1. We have D(G) = d(G) + 1 for any abelian group G (care of [3, Lemma 2.4.3]).
Thus it suffices to show
D(G) ≤ d(G) + 2|G′| − 2
for a finite, non-abelian group G. Since G is non-abelian, G′ is nontrivial.
Let U ∈ A(G) be an atom with |U | = D(G). As in the proof of (14) in Corollary 3.4, may assume
there is no subsequence T | U with |T [−1] · U | ≥ d(G) + 1 and π(T ) a full G′-coset (20)
and, by way of contradiction, that
|U | ≥ d(G) + 2|G′| − 1. (21)
Let ℓ ∈ [2, 2|G′| − 2] be the maximal integer such that there exists an ordered sequence U∗ ∈ F∗(G)
with
[U∗] = U and π(U∗) = 1 (22)
having a factorization U∗ = T ∗ ·R∗, where R∗, T ∗ ∈ F∗(G), R := [R∗] and T := [T ∗], such that
|T | = ℓ and |π(T )| ≥
1
2
|T |+ 1. (23)
To see that ℓ ≥ 2 exists, we argue as follows. If 〈supp(U)〉 := H were abelian, then H < G follows since
G is non-abelian, and then Lemma [3, Lemma 2.4.3] gives |U | ≤ D(H) = d(H) + 1 ≤ d(G) + 1, contrary
to (21). Therefore we can assume there are terms g0, h0 ∈ supp(U) that do not commute: g0h0 6= h0g0.
But now, arguing as from the beginning of Case 2 in Lemma 3.3 allows us to w.l.o.g. assume the first
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two terms of U∗ do not commute, in which case it is clear that ℓ ≥ 2 exists. Also, if ℓ were odd, then
taking T ∗ ·R∗(1) in place of T ∗ would contradict the maximality of ℓ, which means that ℓ must be even.
Finally, if ℓ = 2|G′| − 2, then the sequence T will contradict (20) in view of (21). Thus, since ℓ is even,
we must have
2 ≤ ℓ ≤ 2|G′| − 4. (24)
In view of ℓ ≤ 2|G′| − 4 and (21), we have |R| = |U | − ℓ ≥ d(G) + 3. Thus the definition of d(G)
guarantees that R has a nontrivial, product-one subsequence. Consequently, we can reorder the terms
of R∗ so that the resulting ordered sequence R′
∗
has a nontrivial, product-one consecutive subsequence.
Of course, we may have π(R′
∗
) 6= π(R∗). It is well-known that the symmetric group on |R| elements
can be generated by the cycles (1, 2) and (1, 2, . . . , |R|). But this means that there is a chain of ordered
sequences
R∗0, R
∗
1, . . . , R
∗
n ∈ F
∗(G)
such that
R∗0 = R
∗, R∗n = R
′∗, [R∗i ] = R for all i ∈ [1, n], and either
R∗i+1 = R
∗
i (2, |R|) ·R
∗
i (1) or R
∗
i+1 = R
∗
i (2) ·R
∗
i (1) ·R
∗
i (3, |R|) for each i ∈ [0, n− 1]. (25)
Since 1 = π(U∗) = π(T ∗ ·R∗) = π(T ∗ ·R∗0), we have
π(R∗0)
−1 = π(T ∗) ∈ π(T ).
If π(R∗n)
−1 ∈ π(T ), then we could order the terms of T , yielding some T ∗n ∈ F
∗(G) with [T ∗n ] = T ,
such that π(T ∗n · R
∗
n) = 1. But then, since R
∗
n = R
′∗ contains a nontrivial, consecutive product-one
subsequence, say R∗n(I) with I ⊆ [1, |R
∗
n|] a nonempty interval, it would follow that
U = T ·R =
[
T ∗n ·R
∗
n
(
[1, |R|] \ I
)]
· [R∗n(I)]
was a factorization of U into 2 nontrivial product-one subsequences—note [T ∗n · R
∗
n([1, |R|] \ I)] is also
nontrivial since it contains [T ∗n ] = T and |T | = ℓ ≥ 2—contradicting that U ∈ A(G) is an atom. Therefore
we can instead assume that
π(R∗n)
−1 /∈ π(T ).
As a result, let s+ 1 ∈ [1, n] be the minimal integer such that
π(R∗s+1)
−1 /∈ π(T ). (26)
In view of the minimality of s + 1 ∈ [1, n], it follows that π(R∗s)
−1 ∈ π(T ), which means that we can
order the terms of T , yielding some T ∗s ∈ F
∗(G) with [T ∗s ] = T , such that
π(T ∗s ·R
∗
s) = 1.
In view of (25), there are 2 possibilities for how R∗s+1 was obtained from R
∗
s .
Suppose first that R∗s+1 = R
∗
s(2, |R|) ·R
∗
s(1). If
π(T )R∗s(1) = R
∗
s(1)π(T ),
then the terms of T can be ordered, yielding some T ∗s+1 ∈ F
∗(G) with [T ∗s+1] = T , such that
R∗s(1) · T
∗
s+1 ·R
∗
s(2, |R|) ∈ F
∗(G)
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has product π(T ∗s ·R
∗
s) = 1. But then Lemma [3, Lemma 2.3] implies that
T ∗s+1 ·R
∗
s(2, |R|) ·R
∗
s(1) = T
∗
s+1 ·R
∗
s+1
also has product one, in which case π(R∗s+1)
−1 ∈ π([T ∗s+1]) = π(T ), contradicting (26). Therefore, we
instead conclude that π(T )R∗s(1) 6= R
∗
s(1)π(T ). Consequently, since
π(T )R∗s(1) ∪R
∗
s(1)π(T ) ⊆ π
(
T ·R∗s(1)
)
,
it follows in view of (23) that
|π
(
T ·R∗s(1)
)
| ≥ |π(T )|+ 1 ≥
1
2
|T |+ 2 ≥
1
2
|T ·R∗s(1)|+ 1. (27)
Thus, in view of (24), the maximality of ℓ ∈ [2, 2|G′|−2] is contradicted by T ·R∗s(1) taking U
∗ = T ∗s ·R
∗
s
for (22). So we may instead assume that
R∗s+1 = R
∗
s(2) ·R
∗
s(1) ·R
∗
s(3, |R|).
The remainder of the proof is now just a variation on the previous paragraph. If
π(T )R∗s(1)R
∗
s(2) = π(T )R
∗
s(2)R
∗
s(1),
then the terms of T can be ordered, yielding some T ∗s+1 ∈ F
∗(G) with [T ∗s+1] = T , such that
T ∗s+1 ·R
∗
s+1 = T
∗
s+1 ·R
∗
s(2) ·R
∗(1) ·R∗s(3, |R|) ∈ F
∗(G)
has product π(T ∗s ·R
∗
s) = 1, in which case π(R
∗
s+1)
−1 ∈ π([T ∗s+1]) = π(T ), contradicting (26). Therefore,
we instead conclude that π(T )R∗s(1)R
∗
s(2) 6= π(T )R
∗
s(2)R
∗
s(1). Consequently, since
π(T )R∗s(1)R
∗
s(2) ∪ π(T )R
∗
s(2)R
∗
s(1) ⊆ π
(
T ·R∗s(1) ·R
∗
s(2)
)
,
it follows in view of (23) that∣∣∣π(T ·R∗s(1) ·R∗s(2))∣∣∣ ≥ |π(T )|+ 1 ≥ 12 |T |+ 2 = 12 |T ·R∗s(1) ·R∗s(2)|+ 1. (28)
Thus, in view of (24), the maximality of ℓ ∈ [2, 2|G′| − 2] is contradicted by T · R∗s(1) · R
∗
s(2) taking
U∗ = T ∗s ·R
∗
s for (22), completing the proof. 
4. Upper Bounds for p-Groups
In this section, we give general upper bounds for D(G) when G is a p-group. The main result of the
section is the following.
Theorem 4.1. Let G be a finite p-group with p ≥ 2 prime. If G is non-abelian, then
D(G) ≤
p2 + 2p− 2
p3
|G|. (29)
We begin with the following lemma, which follows by standard inductive arguments.
Lemma 4.2. Let G be a finite group and let H EG be a normal subgroup with G/H ∼= C2p . Then
d(G) ≤ (d(H) + 2)p− 2 ≤
1
p
|G|+ p− 2.
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Proof. From Lemma [3, Lemma 2.4.1], we have d(H)+1 ≤ D(H) ≤ |H | = 1p2 |G|. Hence (d(H)+2)p−2 ≤
1
p |G|+ p− 2, so that the second inequality for the lemma holds in general.
Let S ∈ F(G) be a sequence with length |S| ≥ (d(H) + 2)p− 1. We need to show 1 ∈ Π(S), i.e., that
S has a nontrivial, product-one subsequence. By hypothesis, we have G/H ∼= C2p , and from (3), we know
η(G/H) = η(C2p ) = 3p − 2. Repeatedly applying the definition of η(G/H) to φH(S), we can remove
product-one subsequences from φH(S) of length at most p until there are at most 3p− 3 terms of φH(S)
left. In other words, we obtain a factorization S = [S∗1 ] · . . . · [S
∗
ℓ ] · [S
′∗] with S∗1 , . . . , S
∗
ℓ , S
′∗ ∈ F∗(G),
1 ≤ |S∗i | ≤ p and π(S
∗
i ) ∈ H for i ∈ [1, ℓ], and |S
′∗| ≤ 3p− 3. (30)
Consequently,
ℓ ≥
|S| − |S′∗|
p
≥
(d(H) + 2)p− 1− |S′∗|
p
≥
(d(H) + 2)p− 1− 3p+ 3
p
= d(H)− 1 +
2
p
. (31)
Hence ℓ ≥ d(H).
If ℓ > d(H), then applying the definition of d(H) to the sequence
[π(S∗1 )] · . . . · [π(S
∗
ℓ )] ∈ F(H)
yields a nontrivial product-one subsequence •
i∈I
[π(S∗i )] ∈ F(H), for some nonempty I ⊆ [1, ℓ], in which
case •
i∈I
[S∗i ] ∈ F(G) is the desired product-one subsequence of S. So we may assume ℓ = d(H).
If |S′∗| ≤ 2p − 2, then the estimate in (31) improves to ℓ ≥ d(H) + 1, contrary to what we just
established. Therefore |S′∗| ≥ 2p − 1 = d(C2p ) + 1 = d(G/H) + 1 (in view of (3)). But now we can
apply the definition of d(G/H) + 1 to the sequence φH(S
′) to find a nontrivial subsequence [S∗ℓ+1] of
S′ with π(S∗ℓ+1) ∈ H , where S
∗
ℓ+1 ∈ F
∗(G). Applying the arguments of the previous paragraph to
[π(S∗1 )] · . . . · [π(S
∗
ℓ+1)] instead of [π(S
∗
1 )] · . . . · [π(S
∗
ℓ )] now yields the desired product-one subsequence of
S, completing the proof. 
Now we can prove Theorem 4.1.
Proof of Theorem 4.1. Since G is a finite, non-abelian group, it must possess a minimal non-abelian
subgroup H ≤ G, that is, a subgroup H ≤ G such that all proper subgroups K < H are abelian.
Assuming we knew the theorem held for minimal non-abelian p-groups, we could apply the result to H
and then invoke [3, Theorem 3.2], yielding the bound
D(G) ≤ D(H)|G : H | ≤
p2 + 2p− 2
p3
|H ||G : H | =
p2 + 2p− 2
p3
|G|,
as desired. Therefore, we see that it suffices to prove the theorem when G is a minimal non-abelian group,
which we now assume.
Miller and Moreno characterized all finite minimal non-abelian groups back in 1903 [8]. A summary
of their result for finite p-groups can be found in the more modern text [2, pp. 179], with some of the
details for the p-group case also given in [7]. We do not need the full characterization, only the following
easily derived consequences:
G′ ∼= Cp and G/Z(G) ∼= C
2
p ,
where G′ = [G,G] ≤ G is the commutator subgroup.
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Since G′ ∼= Cp and all proper subgroups of G are abelian (in view of G being a minimal non-abelian
group), it follows from Corollary 3.4 that
D(G) ≤ d(G) + |G′| = d(G) + p. (32)
Since G/Z(G) ∼= C2p , Lemma 4.2 implies d(G) ≤
1
p |G|+ p− 2. Combining with (32), it follows that
D(G) ≤
1
p
|G|+ 2p− 2 =
(
1
p
+
2p− 2
|G|
)
|G|. (33)
Since G is a non-abelian p-group, we have |G| ≥ p3 [12, Theorem 1.6.15], which combined with (33) yields
the desired bound
D(G) ≤
(
1
p
+
2p− 2
p3
)
|G| =
p2 + 2p− 2
p3
|G|,
completing the proof. 
We remark that the constant p
2+2p−2
p3 from Theorem 4.1 is close to optimal. The group
Mpn = 〈α, τ : α
pn−1 = 1, τp = 1, ατ = τα1+p
n−2
〉
is a well-known minimal non-abelian group of order pn for n ≥ 3, and considering the sequence
τp−1α · α[p−1] · τα1−p · α[p
n−1−1] ∈ F(Mpn)
shows that D(Mpn) ≥ p
n−1 + p. When n = 3, this gives D(Mp3) ≥ p
2 + p = p
2+p
p3 |Mp3 |, showing that the
constant p
2+2p−2
p3 is only off by at most
p−2
p3 .
As simple consequences of Theorem 4.1, we get the following corollaries.
Corollary 4.3. Let G be a finite p-group with p ≥ 2 prime. If G is non-cyclic, then
D(G) ≤
2p− 1
p2
|G|.
Proof. If G is abelian, then, since G is a non-cyclic p-group, there must be a subgroup H ≤ G with
H ∼= C2p . Then, from [3, Theorem 3.2] and (3), we obtain
D(G) ≤ D(H)|G/H | = D(C2p )|G/H | = (2p− 1)
1
p2
|G|,
as desired. On the other hand, if G is non-abelian, then Theorem 4.1 yields
D(G) ≤
p2 + 2p− 2
p3
|G| ≤
2p− 1
p2
|G|,
completing the proof. 
Corollary 4.4. Let G be a finite nilpotent group. If G is non-abelian, then
D(G) ≤
p2 + 2p− 2
p3
|G|,
where p is the smallest prime divisor of |G|.
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Proof. A finite nilpotent group is a direct product of its Sylow subgroups [12, Theorem 5.2.4]. Thus,
if every Sylow subgroup were abelian, then G would be abelian, contrary to hypothesis. As result, we
conclude that G has a non-abelian Sylow q-group P ≤ G for some prime q | |G|. But then [3, Theorem
3.2] and Theorem 4.1 give
D(G) ≤ D(P )|G/P | ≤
q2 + 2q − 2
q3
|P ||G/P | =
q2 + 2q − 2
q3
|G| ≤
p2 + 2p− 2
p3
|G|,
as desired. 
5. The Non-Abelian group of Order pq
All groups of order p2, where p is prime, are abelian [12, Theorem 1.6.15]. A non-abelian group of
order pq, where p and q are distinct primes with p < q, exists precisely when p | q − 1 and, in such case,
is unique (up to isomorphism), being given by the presentation [6, Theorem 3.4.4]
Fpq := 〈α, τ : α
q = 1, τp = 1, ατ = ταr〉,
where r ∈ Z is an integer such that
rp ≡ 1 mod q but r 6≡ 1 mod q. (34)
Note this means that the multiplicative order of r modulo q is equal to p. Since all proper subgroups of
Fpq are of prime order, they are cyclic, which makes Fpq an example of a non-abelian group having all
proper subgroups cyclic.
In Section 7, we will be able to reduce the question of bounding D(G), for more arbitrary G, to the case
of G = Fpq and one other group (treated in Section 6). This makes determining D(Fpq) fairly important,
which will be accomplished in the main result of this section, Theorem 5.1. The proof of Theorem 5.1
will be divided into several lemmas.
Theorem 5.1. Let p and q be primes with p | q − 1. Then
D(Fpq) = 2q.
Let us begin first with the lower bound.
Lemma 5.2. Let p and q be primes with p | q − 1. Then
D(Fpq) ≥ 2q.
Proof. Let G = Fpq . Consider the sequence
S = τp−1 · α[q−1] · ταr+1 · α[q−1] ∈ F(G).
Since
τp−1αq−1ταr+1αq−1 = τp−1τα−rαr+1αq−1 = τpαq = 1,
we see that S is a product-one sequence. We claim that S is an atom, which will show D(G) ≥ |S| = 2q,
as desired. Assuming to the contrary that S is not an atom, we obtain a factorization S = T1 · T2 with
T1, T2 ∈ F(G) both nontrivial, product-one sequences. Clearly, either T1 = α[q] or T2 = α[q], say T1, and
then T2 = τ
p−1
· ταr+1 · α[q−2]. Since T2 has product-one, it follows in view of [3, Lemma 2.3] that
1 = τp−1αx(ταr+1)αq−2−x = α(x+1)(r−1), for some x ∈ [0, q − 2].
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Since ord(α) = q is prime, this means x + 1 ≡ 0 mod q or r − 1 ≡ 0 mod q. The latter is ruled out by
(34) while the former is impossible in view of x ∈ [0, q − 2], yielding the desired contradiction. 
For the proof of Theorem 5.1, we will need to adapt the ideas from Section 3 using very specific
knowledge about the conjugacy structure of Fpq . To this end, we summarize some easily verified group
theoretic properties for G = Fpq :
G′ = [G,G] = 〈α〉 ∼= Cq and Z(G) = {1}; (35)
CG(g) = 〈g〉 for every g ∈ G \ {1}; (36)
ord(g) = q for every g ∈ G′ \ {1} and ord(g) = p for every g ∈ G \G′; (37)
and the conjugacy classes of G are given by
{1}, {αx, αxr, αxr
2
, . . . , αxr
p−1
} for x ∈ X, and τy〈α〉 for y = 1, 2, . . . , p− 1, (38)
where X ⊆ [1, q − 1] is some subset of size |X | = q−1p . We continue with a simple lemma.
Lemma 5.3. Let p and q be primes with p | q − 1, let G = Fpq, let S ∈ F(G′ \ {1}) and let x ∈ G \G′.
Then
|π(x · S)| ≥ min{q, |x · S|}.
Proof. We may w.l.o.g. assume |S| ≤ q − 1, for if |S| ≥ q, then applying the lemma to any length q − 1
subsequence of S completes the proof. We need to show
|π(x · S)| ≥ |x · S|. (39)
If S is the empty sequence, then (39) is trivial, so we assume |S| ≥ 1 and proceed by induction on
|S| ≤ q − 1. Let y ∈ supp(S) and set S′ = y[−1] · S. Since S ∈ F(G′ \ {1}), we have
〈y〉 = G′ ∼= Cq. (40)
Since x ∈ G \G′ and supp(S′) ⊆ supp(S) ⊆ G′, it follows that
π(x · S′) ⊆ xG′ 6= G′. (41)
Note that
π(x · S′)y ∪ yπ(x · S′) ⊆ π(x · S′ · y) = π(x · S). (42)
By induction hypothesis, |π(x · S′)| ≥ |x · S′| = |x · S| − 1. Thus |π(x · S)| ≥ |x · S| follows from (42),
completing the proof, unless π(x · S′)y = yπ(x · S′). However, this is equivalent to saying
y−1π(x · S′)y = π(x · S′).
Thus the set π(x·S′) must be a union of orbits under the action of conjugation by elements from 〈y〉 = G′
(in view of (40)). In particular, the G′-orbit of z is contained in π(x · S′) for any z ∈ π(x · S′). By (41),
we have z ∈ G \G′ for any such z ∈ π(x · S′). But since CG(z) ∩G′ = 〈z〉 ∩G′ = {1}, and since the size
of the G′-orbit containing z is |G′|/(CG(z) ∩G′) = |G′| = q (by (2)), it follows that
|π(x · S)| ≥ |π(x · S′)| ≥ q ≥ |x · S|,
completing the proof. 
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The next lemma improves the bound from Lemma 5.3 under some mild restrictions and requires a
more technical argument.
Lemma 5.4. Let p and q be primes with p | q−1, let G = Fpq, let S ∈ F(G
′ \{1}) and let g1, g2 ∈ G\G
′.
Suppose g1g2 /∈ G′. Then
|π(g1 · g2 · S)| ≥ min{q, 2|S|+ 1}.
Proof. Let g1 = τ
x1αa1 , let g2 = τ
x2αa2 , and let S = αy1 · . . . ·αyℓ , where ℓ = |S|. Since S ∈ F(G′ \ {1}),
we have
yi 6≡ 0 mod q for all i ∈ [1, ℓ], (43)
since g1, g2 ∈ G \G′, we have
x1 6≡ 0 mod p and x2 6≡ 0 mod p, (44)
and since g1g2 /∈ G′, we have
x1 + x2 6≡ 0 mod p. (45)
Since the multiplicative order of r modulo q is p (care of (34)), we deduce from (44) and (45) that
{1, rx2, rx1+x2}
is a set of 3 distinct non-zero residue classes modulo q.
Now
π(g1 · g2 · S) = {π(T
∗) : T ∗ ∈ F∗(G) and [T ∗] = g1 · g2 · S}.
Every T ∗ ∈ F∗(G) with [T ∗] = g1 · g2 · S has the term equal to g1 either preceding or following the term
equal to g2. Consider only those T
∗ ∈ F∗(G) with [T ∗] = g1 · g2 · S such that g1 precedes g2. Then each
term αyi of S can either occur before g1 in T
∗, between g1 and g2, or after g2. Furthermore,
π(T ∗) = τx1+x2α
a1r
x2+a2+
ℓ∑
i=1
yiwi
,
where wi ∈ {rx1+x2 , rx2 , 1} is dependent on whether the term αyi of S occurs before g1 in T ∗, between
g1 and g2, or after g2. Combining these thoughts, we find that
|π(g1 · g2 · S)| ≥
∣∣∣∣∣
{
φqZ(y) : y ∈
ℓ∑
i=1
yi{r
x1+x2 , rx2 , 1}
}∣∣∣∣∣ . (46)
The right hand side of (46) is just the number of distinct residue classes modulo q contained in the integer
sumset from (46). We showed above that {rx1+x2 , rx2 , 1} is a set of 3 distinct residue classes modulo q,
and since (43) ensures that each yi 6≡ 0 mod q, it follows that each summand yi{rx1+x2 , rx2 , 1} in the
sumset from (46) has size 3 modulo the prime q. Thus, applying the Cauchy-Davenport Theorem to (46)
yields
|π(g1 · g2 · S)| ≥ min{q, 2ℓ+ 1}.
Since ℓ = |S|, the proof is now complete. 
The following lemma will be quite helpful.
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Lemma 5.5. Let p and q be primes with p | q−1, let G = Fpq, and let S ∈ F(G\{1}). If 〈supp(S)〉 = G,
then
|π(S)| ≥ min{p, |S|}.
Proof. We may w.l.o.g. assume |S| ≤ p, for if |S| > p, then applying the lemma to any length p
subsequence of S that generates G completes the proof (note any 2 non-commuting terms generate G).
We need to show |π(S)| ≥ |S|. Factor S = SG′ · SG\G′ with SG′ | S the subsequence consisting of all
terms from G′. Note, since S ∈ F(G \ {1}), that no term of S is equal to 1. In view of 〈supp(S)〉 = G,
there must be some g0 ∈ supp(S) with g0 /∈ G′. From Lemma 5.3, we have
|π(g0 · SG′)| ≥ |g0 · SG′ |. (47)
Let R | S be a maximal length subsequence such that g0 · SG′ | R and |π(R)| ≥ |R|. Note that R exists
in view of (47). If R = S, then the proof is complete, so assume otherwise and let x ∈ supp(S · R[−1]).
Since SG′ | R, we have
x ∈ G \G′. (48)
Since g0 ·SG′ | R, we could only have |R| = 1 if |SG′ | = 0 and supp(S) ⊆ CG(g0) = 〈g0〉 (in view of (36)).
However, supp(S) ⊆ 〈g0〉 would contradict the hypothesis 〈supp(S)〉 = G. Therefore we conclude that
|R| ≥ 2. Hence
|π(R)| ≥ |R| ≥ 2. (49)
We have π(R)x∪ xπ(R) ⊆ π(R · x). Thus |π(R · x)| ≥ |R · x| will follow, contradicting the maximality
of R, unless π(R)x = xπ(R), which is equivalent to saying
x−1π(R)x = π(R).
In consequence, π(R) must be a union of orbits under the action of conjugation by elements from 〈x〉.
Let g ∈ G be an arbitrary element. Then g is contained in a 〈x〉-orbit of size |〈x〉|/|CG(g) ∩ 〈x〉| (cf.
(2)). In particular, in view of (36), (37) and (48), we see that the size of the 〈x〉-orbit containing g is either
1 (if g ∈ 〈x〉) or p (otherwise). Thus, if π(R) contains some element from G\〈x〉, then (as noted above) it
will contain the full 〈x〉-orbit containing this element, implying that |π(R·x)| ≥ |π(R)| ≥ p ≥ |S| ≥ |R·x|,
which would contradict the maximality of R. So we instead conclude that
π(R) ⊆ 〈x〉. (50)
Since x ∈ G \G′ (in view of (48)), it is readily seen that each element of 〈x〉 is from a separate G′-coset.
However, as noted in Section 2, the set π(R) is contained in a single G′-coset. Thus (50) ensures that
|π(R)| ≤ |G′ ∩ 〈x〉| = 1, contradicting (49) to complete the proof. 
The following lemma shows that a sufficiently long sequence having a product in G′ must actually
have a product-one subsequence.
Lemma 5.6. Let p and q be primes with p | q − 1, let G = Fpq, and let S ∈ F(G). If π(S) ⊆ G′ and
|S| ≥ q, then 1 ∈ Π(S).
Proof. By hypothesis, φG′(S) ∈ F(G/G′) ∼= F(Cp) is a product-one sequence. Let S = T1 · . . . · Tℓ be a
factorization of S with φG′(Ti) ∈ A(G/G′) for i = 1, . . . , ℓ. Note (in view of [3, Lemma 2.4]) that
1 ≤ |Ti| ≤ D(G/G
′) = D(Cp) = p for i ∈ [1, ℓ]. (51)
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If 1 ∈ π(Ti), then the lemma is complete in view of π(Ti) ⊆ Π(S). Therefore we may assume 1 /∈ π(Ti)
for every i ∈ [1, ℓ].
Observe that
π(T1)
(
{1} ∪ π(T2)
)
. . .
(
{1} ∪ π(Tℓ)
)
⊆ Π(S). (52)
Since 1 /∈ π(Ti) for each i, we have
|{1} ∪ π(Ti)| = |π(Ti)|+ 1 for i ∈ [1, ℓ] (53)
As remarked in Section 2, each π(Ti) is contained in a single G
′-coset, which must be G′ itself in view of
φG′(Ti) ∈ A(G/G′). Thus
{1} ∪ π(Ti) ⊆ G
′ for i ∈ [1, ℓ]. (54)
Next, we proceed to show that
|π(Ti)| ≥ |Ti| for i ∈ [1, ℓ]. (55)
Let i ∈ [1, ℓ] be arbitrary. If supp(Ti) ∩ G′ 6= ∅, then φG′(Ti) ∈ A(G/G′) forces |Ti| = 1, in which
case (55) is clear. If supp(Ti) ⊆ G \ G′ but supp(Ti) * H for every H ≤ G with |H | = p, then
〈supp(Ti)〉 = G. In this case, since (51) ensures |Ti| ≤ p, Lemma 5.5 gives (55). Finally, consider the case
when supp(Ti) ⊆ H for some H ≤ G with |H | = p. In this case, π(Ti) ⊆ H , which combined with (54)
gives π(Ti) ⊆ H ∩G
′ = {1}. Hence π(Ti) = {1}, contrary to (53). Thus (55) is established in all cases.
In view of (54) and G′ = 〈α〉 ∼= Cq, we can apply the Cauchy-Davenport Theorem to the product-set
from (52), yielding
|Π(S) ∩G′| ≥ min{q, |π(T1)|+
ℓ∑
i=2
|{1} ∪ π(Ti)| − ℓ+ 1}
= min{q,
ℓ∑
i=1
|π(Ti)|} ≥ min{q,
ℓ∑
i=1
|Ti|} = min{q, |S|} = q, (56)
where the first equality is from (53), the second inequality is from (55), the second equality is from
S = T1 · . . . · Tℓ being a a factorization of S, and the final equality is in view of the hypothesis |S| ≥ q.
In view of (56) and |G′| = q, it follows that 1 ∈ G′ = Π(S′) ∩G′, completing the proof. 
It is now a simple corollary to determine the small Davenport constant of Fpq, which was first achieved
by Bass [1].
Corollary 5.7. Let p and q be primes with p | q − 1. Then
d(Fpq) = q + p− 2.
Proof. The sequence α[q−1] · τ [p−1] ∈ F(Fpq) is readily seen to have no nontrivial, product-one subse-
quence. Thus d(Fpq) ≥ p + q − 2. To show d(Fpq) ≤ p + q − 2, let S ∈ F(Fpq) be a sequence with
|S| ≥ q + p − 1. We need to show 1 ∈ Π(S). In view of Lemma 5.6, to show 1 ∈ Π(S), it suffices to
show S has a subsequence T | S with |T | ≥ q and π(T ) ⊆ G′. However, this is equivalent to finding a
product-one subsequence of φG′(S) having length at least q. Repeated application of the definition of
D(G/G′) = D(Cp) = p (in view of [3, Lemma 2.4]) to φG′(S) gives a product-one subsequence of φG′(S)
with length at least |S|−D(G/G′)+1 = |S|−p+1 ≥ q, with the final inequality in view of the hypothesis
|S| ≥ q + p− 1. Thus the proof is complete. 
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If |S| ≥ d(Fpq) + 1, then we are guaranteed a nontrivial, product-one subsequence T | S but know
nothing about its length apart from the trivial bound |T | ≤ d(Fpq) + 1. Lemma 5.8 shows that when |S|
is slightly larger than d(Fpq)+1, then we can be assured of finding a nontrivial, product-one subsequence
of length at most q.
Lemma 5.8. Let p and q be primes with p | q−1, let G = Fpq, and let S ∈ F(G). If |S| ≥ q+2p−3, then
there is a nontrivial, product-one subsequence T | S with |T | ≤ q. In other words, η(Fpq) ≤ q + 2p− 3.
Proof. We handle two cases.
Case 1: h
(
φG′(S)
)
≤ |S| − p+ 1.
We aim to show that there exists a subsequence T ′ | S with
|T ′| = q and π(T ′) ⊆ G′. (57)
Once (57) is established, we can apply Lemma 5.6 to T ′ to find a nontrivial, product-one subsequence
T | T ′ with |T | ≤ |T ′| = q, as desired. Thus it remains to establish (57) to complete Case 1. If
Πq
(
φG′(S)
)
= G/G′, then (57) readily follows, completing the case. Therefore, we can assume otherwise:
Πq
(
φG′(S)
)
6= G/G′. (58)
Thus, since G/G′ ∼= Cp with p prime, it follows that H
(
Πq
(
φG′(S)
))
= {1}. Consequently, applying [3,
Theorem 4.2] to Πq
(
φG′(S)
)
yields
|Πq
(
φG′(S)
)
| ≥
∑
g∈G/G′
min{q, vg
(
φG′(S)
)
} − q + 1, (59)
If vg
(
φG′(S)
)
≤ q for all g ∈ G/G′, then (59) together with the hypothesis |S| ≥ q + 2p − 3 yields
|Πq
(
φG′(S)
)
| ≥ |S| − q + 1 ≥ 2p− 2 ≥ p. If vg
(
φG′(S)
)
> q holds for precisely one g ∈ G/G′, then (59)
together with the case hypothesis yields |Πq
(
φG′(S)
)
| ≥ (q+p−1)− q+1 = p. Finally, if vg
(
φG′(S)
)
> q
holds for more than one g ∈ G/G′, then (59) yields |Πq
(
φG′(S)
)
| ≥ 2q − q + 1 = q + 1 ≥ p. In all cases,
we find that |Πq
(
φG′(S)
)
| ≥ p = |G/G′|, which contradicts (58), completing Case 1.
Case 2: h
(
φG′(S)
)
≥ |S| − p+ 2.
If there were at least q terms of S from G′ ∼= Cq, then there would be a nontrivial, product-one
sequence of length at most d(G′)+1 = q (care of [3, Lemma 2.4.4]), as desired. Therefore we may assume
there are at most q− 1 terms of S from G′. Thus, since |S| − p+ 2 ≥ q + p− 1 ≥ q, we see that the case
hypothesis implies that there exists a G′-coset τxG′ with x ∈ [1, p− 1] such that vτxG′(S) ≥ |S| − p+ 2.
Let SτxG′ | S be the subsequence of all terms from τxG′, so
|SτxG′ | = vτxG′(S) ≥ |S| − p+ 2 ≥ q + p− 1. (60)
Since x ∈ [1, p− 1], each element g ∈ τxG′ has ord(g) = p (care of (37)). In consequence, we have
h(SτxG′) ≤ p− 1, (61)
as otherwise a subsequence of SτxG′ consisting of the same term repeated p ≤ q times would give the
desired product-one subsequence. Since |SτxG′ | ≥ q + p− 1 ≥ p, it follows from [3, Lemma 2.6] and (61)
that there exist nonempty subsets A1, . . . , Ap ⊆ G′ with (τxA1) · . . . · (τxAp) a setpartition of SτxG. In
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particular, if 1 ∈ (τxA1) . . . (τxAp), then SτxG′ will have a product-one subsequence of length p ≤ q,
completing the proof. Thus it remains to show 1 ∈ (τxA1) . . . (τxAp) to complete the proof.
Since each Ai ⊆ G′ with the commutator subgroup G′ normal in G, it follows that
(τxA1) . . . (τ
xAp) = (τ
x)pA′1 . . . A
′
p = A
′
1 . . . A
′
p ⊆ G
′ (62)
for some subsets A′i ⊆ G
′ with |Ai| = |A′i| for all i ∈ [1, p]. Thus, since G
′ ∼= Cq with q prime, we can
invoke the Cauchy-Davenport Theorem, recall that (τxA1) · . . . · (τ
xAp) a setpartition of SτxG, and then
use (60) to obtain
|A′1 . . . A
′
p| ≥ min{q,
p∑
i=1
|A′i| − p+ 1} = min{q,
p∑
i=1
|τxAi| − p+ 1}
= min{q, |SτxG′ | − p+ 1} = q = |G
′|.
As a result, the inclusion in (62) must be an equality, which implies 1 ∈ G′ = (τxA1) . . . (τxAp), com-
pleting the proof as mentioned above. 
Next, we show that a counter-example to Theorem 5.1 cannot have many terms from G′ = 〈α〉.
Lemma 5.9. Let p and q be odd primes with p | q − 1, let G = Fpq, and let S ∈ A(G). If |S| ≥ 2q + 1,
then
vG′(S) =
∑
g∈G′
vg(S) ≤
q − 3
2
.
Proof. Since S has product-one, let S∗ ∈ F∗(G) be an ordering of S, so [S∗] = S, with π(S∗) = 1. If
supp(S) ⊆ G′, then |S| ≤ D(G′) = D(〈α〉) = q (in view of S ∈ A(G) and [3, Lemma 2.4.4]), contradicting
that |S| ≥ 2q + 1. Thus S must have a term from G \G′, and in view of [3, Lemma 2.3], we can assume
the first term of S∗ is from G \G′.
Suppose vG\G′(S) ≤ 2. Then there will be at least |S| − 2 ≥ 2q − 1 terms of S from G
′. But now,
since the first term of S∗ is from G \G′, the pigeonhole principle guarantees that there is a consecutive
subsequence T ∗ | S∗ with |T ∗| ≥ q = |G′| and supp(T ∗) ⊆ G′. Applying [3, Lemma 2.4.1] to T ∗ ∈ F(G′),
we obtain a nontrivial, product-one consecutive subsequence in S∗ of length at most q < |S|, which
contradicts [3, Lemma 2.1]. So we instead conclude that
vG\G′(S) ≥ 3. (63)
We claim that (63) implies there is a subsequence g1 · g2 | S with
g1, g2 ∈ G \G
′ and g1g2 /∈ G
′. (64)
To see this, in view of (63), let x, y, z ∈ supp(S) be terms with x, y, z ∈ G \ G′ and x · y · z | S
and assume by contradiction that xy, xz, yz ∈ G′. Then φG′(x)φG′(y) = φG′(x)φG′ (z) = 1, implying
φG′(y) = φG′(z). But now yz ∈ G
′ implies 1 = φG′(y)φG′(z) = φG′(y)
2, so that ord(φG′(y)) | 2. However,
since G/G′ ∼= Cp with p odd by hypothesis, ord(φG′(y)) cannot be even, forcing ord(φG′(y)) = 1. Thus
y ∈ G′, contrary to its definition. This establishes (64), as claimed.
Assume by contradiction that
vG′(S) =
∑
g∈G′
vg(S) ≥
q − 1
2
THE LARGE DAVENPORT CONSTANT II 21
and let T | S be a subsequence with supp(T ) ⊆ G′ and |T | = q−12 . Since S is an atom of length
|S| ≥ 2q + 1 ≥ 2, we have supp(T ) ⊆ supp(S) ⊆ G \ {1}. Thus we can apply Lemma 5.4 using the
sequence g1 · g2 · T and thereby find that
|π(g1 · g2 · T )| ≥ min{q, 2|T |+ 1} = q, (65)
where the final inequality follows in view of |T | = q−12 .
Since |S| ≥ 2q + 1 and |T | = q−12 , it follows that
|S · (T · g1 · g2)
[−1]| = |S| − |T | − 2 ≥
3q − 1
2
. (66)
Since p | q − 1 with p and q odd, we have q ≥ 2p+ 1. Combining this with (66) yields
|S · (T · g1 · g2)
[−1]| ≥ q +
q − 1
2
≥ q + p = d(G) + 2,
where the final inequality follows from Corollary 5.7. Thus applying the definition of d(G) to the sequence
S · (T · g1 · g2)
[−1], we find a nontrivial, product-one subsequence R | S such that T · g1 · g2 | R[−1] ·S. As
noted in Section 2, π(R[−1] ·S) is contained in a G′-coset. By [3, Lemma 2.2], this G′-coset is actually the
subgroup G′ itself. Moreover, in view of T ·g1 ·g2 | R[−1] ·S and (65), we see that, in fact, π(R[−1] ·S) = G′.
In particular, 1 ∈ G′ ∈ π(R[−1] ·S). As a result, S = R ·(R[−1] ·S) is a factorization of S into 2 nontrivial,
product-one subsequences, contradicting that S ∈ A(G) is an atom and completing the proof. 
As we will see in the proof, the following lemma is essentially just a consequence of the fact that a
set in Fq having multiplicative stabilizer of size at least 3 cannot be an arithmetic progression apart
from trivial extremes for its cardinality. Note, since A \ {0} is a disjoint union of sets of size p ≥ 3 (in
view of the sets from Lemma 5.10 being orbits under the multiplication by r action), that the hypothesis
2 ≤ |A| ≤ q − 2 in Lemma 5.10 actually implies 3 ≤ p ≤ |A| ≤ q − p ≤ q − 3.
Lemma 5.10. Let p and q be odd primes with p | q − 1, let r ∈ F×q be an element of multiplicative order
p, and let A ⊆ Fq be a subset which is a union of sets of the form
{0} and g{1, r, r2, . . . , rp−1} for g ∈ Fq \ {0}. (67)
If 2 ≤ |A| ≤ q − 2, then A is not an arithmetic progression.
Proof. Since p and q are odd primes, we have p, q ≥ 3. Thus, since r ∈ F×q has multiplicative order p ≥ 3,
we see that
r /∈ {−1, 0, 1} with rp = 1. (68)
Let P = {1, r, r2, . . . , rp−1} and note that rP = P in view of rp = 1. Now r{0} = {0} and rgP = grP =
gP for all g ∈ Fq \ {0}. Thus A is a union of sets which are stable under multiplication by r, which
implies that A is stable under multiplication by r:
A = rA.
Assume by contradiction that A is an arithmetic progression, so A = {a, a + d, . . . , a + ℓd} for some
a ∈ Fq and d ∈ F×q , where ℓ = |A| − 1. Then A = rA = {ra, ra + rd, . . . , ra + ℓrd} is also an arithmetic
progression with difference rd ∈ F×q . However, since 2 ≤ |A| ≤ q − 2, it is well-known (and easily shown)
that the difference d of the arithmetic progression A is unique up to sign. Hence rd = ±d, implying
r ∈ {−1, 1}, contrary to (68). 
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The following lemma will be used in conjunction with Lemma 3.3.
Lemma 5.11. Let p and q be odd primes with p | q − 1, let G = Fpq, and let T1, . . . , Tr ∈ F(G) be
sequences for which (6) holds. Then the following hold.
(i) |π(T1) . . . π(Tr)| ≥ min{q − 1,
r∑
i=1
|π(Ti)|} ≥ min{q − 1,
r∑
i=1
|Ti|}.
(ii) If
r∑
i=1
|Ti| ≥ q + 1, then |π(T1) . . . π(Tr)| = q.
Proof. Consider an arbitrary j ∈ [1, r − 1]. Then π(Ti)G = π(Ti) for all i ∈ [1, j], which means that
each π(Ti), for i ∈ [1, j], is a union of G-orbits. It easily seen that this property is preserved by taking
product-sets: Indeed, given any x, y, g ∈ G, we have g−1xyg = g−1xgy′ = x′y′ for some y′ ∈ yG and
x′ ∈ xG, which shows that the product-set of two orbits is stable under conjugation. Consequently,
(π(T1) . . . π(Tj))
G = π(T1) . . . π(Tj).
Thus the product-set π(T1) . . . π(Tj), for j ∈ [1, r− 1], is also a union of G-orbits. Since Z(G) = {1} and
|π(Tj)| ≥ |Tj| ≥ 2, there can be at most one orbit of size 1 contained in π(Tj), and so there is at least one
orbit of size greater than 1 in π(Tj), which must have size either p or q. If size q occurs, then we trivially
have |π(T1) . . . π(Tr)| ≥ |π(Tj)| ≥ q, as desired. So we instead conclude that each π(Tj), for j ∈ [1, r− 1],
is a union of G-orbits of size p possibly union {1}. Likewise, π(T1) . . . π(Tj), for j ∈ [1, r − 1], is also a
union of G-orbits of size p possibly union {1}. In particular, we have
π(Ti) ⊆ G
′ ∼= Cq for all i ∈ [1, r − 1].
Thus, since π(Tr) is contained in a G
′-coset (as remarked in Section 2), the Cauchy-Davenport Theorem
and Vosper’s Theorem can be used to estimate the product-set π(T1) . . . π(Tr).
Let us next deduce (ii) from (i). To this end, suppose
r∑
i=1
|Ti| ≥ q + 1. If r = 1, then we have
|π(T1) . . . π(Tr)| = |π(T1)| ≥ |T1| =
r∑
i=1
|Ti| ≥ q+1 = |G
′|+1, which is impossible. Thus r ≥ 2. Applying
(i) to π(T1) . . . π(Tr−1), we find that
|π(T1) . . . π(Tr−1)| ≥ min{q − 1,
r−1∑
i=1
|Ti|}.
If |π(T1) . . . π(Tr−1)| ≥ q−1, then the Cauchy-Davenport Theorem implies |π(T1) . . . π(Tr−1)π(Tr)| = q in
view of |π(Tr)| ≥ |Tr| ≥ 2, as desired. Thus |π(T1) . . . π(Tr−1)| ≥
r−1∑
i=1
|Ti|, and now the Cauchy-Davenport
Theorem instead implies
|π(T1) . . . π(Tr−1)π(Tr)| ≥ min{q,
r−1∑
i=1
|Ti|+ |Tr| − 1} = q,
with the final equality in view of the hypothesis
r∑
i=1
|Ti| ≥ q + 1. Thus we see that (ii) follows from (i).
It remains to prove (i). Translating between the multiplicative notation of (38) and the additive
notation of Lemma 5.10, we see that the sets described in (67) correspond to the G-orbits contained in G′
as described by (38). In particular, we see that a setX which is a union of G-orbits of size p possibly union
{1} cannot be a (multiplicative) arithmetic progression unless |X | ≤ 1 or |X | ≥ q−1. Thus, in view of the
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conclusion of the first paragraph (and since |π(T1)| ≥ |T1| ≥ 2 by (6)), we may assume each π(T1) . . . π(Tj),
for j ∈ [1, r− 1], is not a (multiplicative) arithmetic progression, else |π(T1) . . . π(Tr)| ≥ q − 1 follows, as
desired. But that means we can apply Vosper’s Theorem to the product-sets
(
π(T1) . . . π(Tj)
)(
π(Tj+1)
)
,
for j ∈ [1, r − 1], to obtain the estimate
|π(T1) . . . π(Tr)| ≥ min{q − 1,
r∑
i=1
|π(Ti)|} ≥ min{q − 1,
r∑
i=1
|Ti|},
with the second inequality in view of (6), as desired. 
Lemma 5.12 is the counterpart to Lemma 5.9, showing that a counter-example to Theorem 5.1 cannot
have too many terms from the same order p subgroup H ≤ G.
Lemma 5.12. Let p and q be odd primes with p | q − 1, let G = Fpq, and let S ∈ A(G). If |S| ≥ 2q+ 1,
then
vH(S) =
∑
g∈H
vg(S) ≤ q for every subgroup H ≤ G with |H | = p.
Proof. Since S ∈ A(G), let S∗ ∈ F(G) be an ordering of S, so [S∗] = S, with π(S∗) = 1. Since S is an
atom of size |S| > 1, we have 1 /∈ supp(S). Assume by contradiction that there is an order p subgroup
H ≤ G with
vH(S) ≥ q + 1. (69)
Consequently, since q + 1 ≥ p+ 1, we can apply Lemma 3.3 to S∗ using H with ω = q + 1, ωH = p+ 1
and ω0 = 0. Let S
′∗ = T ∗1 · . . . · T
∗
r · R
∗ be the resulting factorization with all notation as given by
Lemma 3.3. Since π(S∗) = 1, (4) ensures that
π(S′
∗
) = 1. (70)
There are three cases depending on whether (i), (ii) or (iii) holds in Lemma 3.3.
Case 1: Lemma 3.3(i) holds. Then
r∑
i=1
|Ti| ≤ ω − 1 = q with 〈supp(R)〉 a proper subgroup. In view
of (69) and
r∑
i=1
|Ti| ≤ ω − 1 = q, we see that 〈supp(R)〉 must contain a term from H . Moreover, since
S ∈ A(G) with |S| ≥ 2q+1 ≥ 2 ensures that no term of S is equal to 1, it follows that supp(R) contains
a generating element from H , in which case 〈supp(R)〉 < G being proper forces 〈supp(R)〉 = H . But now
we have |R| ≥ |S| −
r∑
i=1
|Ti| ≥ 2q + 1− q = q + 1 > p = |H |, in which case we can apply [3, Lemma 2.4.1]
to find a product-one consecutive subsequence of R∗ that is nontrivial and proper, which contradicts [3,
Lemma 2.1] in view of [S′
∗
] = S ∈ A(G) and (70).
Case 2: Lemma 3.3(ii) holds. Then
r∑
i=1
|Ti| ≥ ω = q + 1 and there are at least p+ 1 = |H |+ 1 terms of
R from H , in which case [3, Lemma 2.4.1] ensures that R contains a nontrivial, product-one subsequence
R′ | R. Since R′ | R, we have T1·. . .·Tr | S ·R′
[−1]
. In consequence, since lemma 5.11(ii) and
r∑
i=1
|Ti| ≥ q+1
show that π(T1 · . . . · Tr) is a full G
′-coset, it follows that π(S · R′
[−1]
) is also a full G′-coset. Hence,
since [3, Lemma 2.2] implies π(S · R′
[−1]
) ⊆ G′, we conclude that π(S · R′[−1]) = G′, in which case
S = (S ·R′
[−1]
) ·R′ is a nontrivial factorization of S, contradicting that S ∈ A(G) is an atom.
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Case 3: Lemma 3.3(iii) holds. Then
r∑
i=1
|Ti| ≤ ω − 1 = q and vH(R) = p+ 1. Thus (69) ensures that
vH(T1 · . . . · Tr) = vH(S)− p− 1 ≥ q − p. (71)
Since H is an abelian subgroup, we see that |π(Ti)| ≥ |Ti| ≥ 2 (from (6)) ensures that each Ti contains
some term from G \H . Combined with (71), this implies
|T1 · . . . · Tr| ≥ q − p+ r ≥ q − p+ 1, (72)
where r ≥ 1 (which is equivalent to R 6= S) follow in view of of vH(R) = p+ 1 < q + 1 ≤ vH(S).
Since
r∑
i=1
|Ti| ≤ ω − 1 = q and vH(R) = p+ 1, there are at least
|S| − q − p− 1 ≥ 2q + 1− q − p− 1 = q − p ≥ p− 1
terms of R from G\H (recall that p | q−1 with p odd implies q ≥ 2p+1). Thus we can find a subsequence
Rα | R with
|Rα| = p− 1 and supp(Rα) ∩H = ∅. (73)
Let g0 ∈ supp(R)∩H . Then 〈supp(g0 ·Rα)〉 = G (in view of (73)), in which case Lemma 5.5 implies that
|π(g0 ·Rα)| ≥ min{p, |π(g0 ·Rα)|} = p. (74)
Since π(g0 · Rα) is contained inside a G
′-coset with G′ EG a normal subgroup of prime order q, we can
apply the Cauchy-Davenport Theorem and then make use of Lemma 5.11, (74) and (72) to conclude that
|π(T1 · . . . · Tr)π(g0 ·Rα)| ≥ min{q, |π(T1 · . . . · Tr)|+ |π(g0 ·Rα)| − 1}
≥ min
{
q, min{q − 1,
r∑
i=1
|Ti|}+ |π(g0 ·Rα)| − 1
}
≥ min
{
q, min{q − 1, q − p+ 1}+ p− 1
}
= q. (75)
Since vH(R) = p + 1 and vH(g0 · Rα) = 1, we still have p = |H | terms of R · (g0 · Rα)
[−1] from H .
Thus [3, Lemma 2.4.1] ensures that we have a nontrivial, product-one subsequence R′ | R · (g0 ·Rα)[−1].
In view of (70) and [3, Lemma 2.2], we see that π(S · R′
−1
) ⊆ G′. However, since S ·R′−1 contains the
subsequence T1 · . . . · Tr · g0 ·Rα, it follows from (75) that π(S ·R
′−1) = G′. Thus S = (S ·R′
−1
) ·R′ is
a nontrivial factorization of S, contradicting that S ∈ A(G) is an atom. This completes the proof. 
With the above work complete, we are now ready to begin the main portion of the proof of Theorem
5.1.
Proof of Theorem 5.1. LetG = Fpq. In view of Lemma 5.2, it suffice to prove the upper bound D(G) ≤ 2q.
If p = 2, then [3, Lemma 2.4.1] implies D(G) ≤ |G| = 2q, as desired. Therefore we may assume p is odd,
and thus also q in view of p | q − 1. Note that this implies
q ≥ 2p+ 1.
Let S ∈ A(G) be an atom with |S| = D(G) and suppose by contradiction that |S| ≥ 2q + 1. Since
S ∈ A(G) is an atom with |S| ≥ 2, we have 1 /∈ supp(S). Let S∗ ∈ F∗(G) be an ordering of S with
π(S∗) = 1. By Lemma 5.9, we have
vG′(S) ≤
q − 3
2
. (76)
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We divide the proof into 2 main cases.
Case 1: 1 ∈ Π≤q−p(S).
In view of the case hypothesis, let U | S be a nontrivial, product-one subsequence with |U | ≤ q − p.
Let W = S · U [−1].
We first show that we can assume |〈supp(U)〉| = p with |U | ≤ p. If vG′(W ) = 0, then set W0 to
be the trivial sequence. Otherwise, in view of |W | = |S| − |U | ≥ q + p + 1 and (76), we can find a
subsequence W0 | W containing all terms from G′ and exactly 1 term from G \ G′. In view of Lemma
5.3, we have |π(W0)| ≥ |W0|; moreover, if W0 is nontrivial, then |π(W0)| ≥ |W0| ≥ 2, which together with
Z(G) = {1} ensures that π(W0) ∩
(
G \ Z(G)
)
6= ∅. Thus, letting W ∗ ∈ F∗(G) be any ordering of W
such that [W ∗(1, |W0|)] = W0, we can apply Lemma 3.3 to W ∗ taking H trivial, ω = q + 1, ωH = −1,
and ω0 = |W0| ≤
q−1
2 . Let W
′∗ = T ∗1 · . . . · T
∗
r · R
∗ be the resulting factorization with all notation as
given by Lemma 3.3. Since ωH is negative, Lemma 3.3(iii) cannot hold. If Lemma 3.3(ii) holds, then
Lemma 5.11(ii) implies that π(W ) = π(S · U [−1]) is a full G′-coset. However, since U is a nontrivial,
product-one subsequence, [3, Lemma 2.2] then implies that this full G′-coset must be G′ itself, whence
S = (S ·U [−1]) ·U is a nontrivial factorization of S, contradicting that S ∈ A(G) is an atom. Therefore,
we see that Lemma 3.3(i) must hold, in which case |R| = |W |−
r∑
i=1
|Ti| ≥ 2q+1− (q− p)− q = p+1 with
H := 〈supp(R)〉 < G proper. Hence, since all terms of W from G′ were included in W0 | T1, it follows
that |H | = p. But now we have p + 1 terms from a group of order p, in which case [3, Lemma 2.4.1]
yields a nontrivial, product-one subsequence with all terms from H having length at most p ≤ q − p.
Exchanging this product-one sequence for U , we can now assume that
|〈supp(U)〉| = p and |U | ≤ p ≤ q − p. (77)
Let W = S · U [−1], define W0 | W and W
∗ as before, and once more apply Lemma 3.3 to W ∗ taking
H trivial, ω = q + 1, ωH = −1, and ω0 = |W0| ≤
q−1
2 . Let W
′∗ = T ∗1 · . . . · T
∗
r · R
∗ be the resulting
factorization with all notation as given by Lemma 3.3. Repeating the above arguments using the new U ,
we again find that Lemma 3.3(i) holds with
|R| ≥ |S| − |U | − ω + 1 ≥ 2q + 1− p− q = q − p+ 1 ≥ p+ 1
and H ′ = 〈supp(R)〉 < G an order p subgroup. If H ′ = H = 〈supp(U)〉, then all terms from R · U will
be from the same order p subgroup. However, since |R ·U | ≥ |S| −ω+1 ≥ 2q+1− q = q+1, this would
contradict Lemma 5.12. Therefore, we must have H ′ 6= H . Applying [3, Lemma 2.4.1] to R, we can find
another nontrivial, product-one subsequence U ′ satisfying (77) with 〈supp(U ′)〉 = H ′.
Let V = W · U ′
−1
· U . Thus we swap the product-one sequences U ′ and U . Since |R| ≥ p + 1 with
all terms from H ′, we see that R · U ′
[−1]
· U contains terms from both H and H ′. Since no term of S
is equal to 1, this means that that there is a pair of non-commuting terms g0, h0 ∈ supp(R · U ′
[−1]
· U).
Consequently, if
r∑
i=1
|Ti| ≥ q− 1, then Lemma 5.11(i) and the Cauchy-Davenport Theorem together imply
that |π(T1) . . . π(Tr)π(g0 · h0)| ≥ q, in which case π(S · U ′
[−1]
) is a full G′-coset. But then, as before,
since U ′ is a product-one subsequence, [3, Lemma 2.2] ensures that this G′-coset is G′ itself, so that
S = (S ·U ′
[−1]
) ·U ′ is a nontrivial factorization of S, contradicting that S ∈ A(G) is an atom. Therefore,
we must have
r∑
i=1
|Ti| ≤ q − 2.
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Let V0 = T1 · . . . · Tr and let V
∗ be an ordering of V = W · U ′
−1
· U with [V ∗(1, |V0|)] = V0. In view
of Lemma 5.11 and |V0| =
r∑
i=1
|Ti| ≤ q − 2, we have |π(V0)| ≥ |V0|. Thus we can once more apply Lemma
3.3 to V ∗ taking taking H trivial, ω = q+1, ωH = −1, and ω0 = |V0| ≤ q− 2. Let V
′∗ = T ′1 · . . . ·T
′
r′ ·R
′
be the resulting factorization. Since V0 | T ′1 with V0 = T1 · . . . · Tr, it follows that R
′ | R ·U ′[−1] ·U . Now
supp(R ·U ′
[−1]
·U) ⊆ H∪H ′ with vH(R ·U ′
[−1]
·U) = p. Consequently, at most p terms of R′ are from H
with all other terms from H ′. However, as argued above, Lemma 3.3(i) must hold with all of the at least
p + 1 terms of R′ from the same order p subgroup. Since there are only at most p terms of R′ from H ,
this order p subgroup cannot be H , and thus all terms of R′ are from H ′ (in view of supp(R′) ⊆ H ∪H ′).
But now supp(R′ · U ′) ⊆ H ′ with |R′ · U ′| = |S| −
r′∑
i=1
|T ′i | ≥ |S| − ω + 1 ≥ 2q + 1 − q = q + 1 (with
the first inequality from Lemma 3.3(i) and the second by hypothesis), which is contrary to Lemma 5.12.
This completes Case 1.
Case 2: 1 /∈ Π≤q−p(S).
If there were p terms of S from the same order p subgroup, then we could apply [3, Lemma 2.4.1]
to find a nontrivial, product-one subsequence with length at most p ≤ q − p, which is contrary to case
hypothesis. Therefore
vH(S) ≤ p− 1 for every H ≤ G with |H | = p. (78)
From Lemma 5.8, we can find a nontrivial, product-one subsequence U | S with |U | ≤ q. In view
of |S| − |U | ≥ 2q + 1 − q = q + 1 ≥ q−32 + p, (76) and (78), we can find two non-commuting terms
g0, h0 ∈ supp(S · U
[−1]) ∩G \G′. Since any 2 non-commuting terms generate G, we have
〈g0, h0〉 = G with g0, h0 ∈ G \G
′. (79)
Let W = (U · g0 · h0)
[−1]
· S.
If vG′(W ) = 0, then set W0 to be the trivial sequence. Otherwise, in view of |W | = |S| − |U | − 2 ≥
2q+1−q−2 = q−1 and (76), we can find a subsequenceW0 |W containing all terms from G′ and exactly
1 term from G\G′. In view of (76) and Lemma 5.3, we have |π(W0)| ≥ |W0|; moreover, ifW0 is nontrivial,
then |π(W0)| ≥ |W0| ≥ 2, which together with Z(G) = {1} ensures that π(W0) ∩
(
G \ Z(G)
)
6= ∅. Thus,
letting W ∗ ∈ F∗(G) be any ordering ofW such that [W ∗(1, |W0|)] =W0, we can apply Lemma 3.3 toW ∗
taking H trivial, ω = q− p+1, ωH = −1, and ω0 = |W0| ≤
q−1
2 ≤ q− p+1. Let W
′∗ = T ∗1 · . . . ·T
∗
r ·R
∗
be the resulting factorization with all notation as given by Lemma 3.3. Since ωH is negative, Lemma
3.3(iii) cannot hold. This gives two subcases based on whether (i) or (ii) from Lemma 3.3 holds.
Case 2.1: Lemma 3.3(ii) holds.
In this case, we have q − p+ 1 = ω ≤
r∑
i=1
|Ti| ≤ ω + 1 = q − p+ 2 ≤ q − 1. Thus Lemma 5.11 implies
that
|π(T1) . . . π(Tr)| ≥
r∑
i=1
|Ti| = q − p+ 1 + ǫ, (80)
where ǫ ∈ {0, 1}. In view of (79), we have 〈supp(R · g0 · h0)〉 = G. Since |W |+ 2 = |S| − |U | ≥ q + 1, we
have |R|+2 ≥ q+1−
r∑
i=1
|Ti| = p− ǫ. Consequently, Lemma 5.5 implies that |π(R · g0 · h0)| ≥ p− ǫ. But
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now the Cauchy-Davenport Theorem together with (80) implies that∣∣∣(π(T1) . . . π(Tr))(π(R · g0 · h0))∣∣∣ ≥ min{q, |π(T1) . . . π(Tr)|+ |π(R · g0 · h0)| − 1}
≥ min{q, (q − p+ 1 + ǫ) + (p− ǫ)− 1} = q.
As a result, we see that π(S · U [−1]) = π(T1 · . . . · Tr ·R · g0 · h0) is a full G
′-coset. However, since U is a
product-one subsequence, [3, Lemma 2.2] ensures that this G′-coset is G′ itself, whence S = (S ·U [−1]) ·U
is a nontrivial factorization of S, contradicting that S ∈ A(G) is an atom.
Case 2.2: Lemma 3.3(i) holds.
In this case, we have
r∑
i=1
|Ti| ≤ ω − 1 = q − p, so that
|R| ≥ |S| − |U | − 2− (q − p) ≥ 2q + 1− q − 2− q + p = p− 1, (81)
with H := 〈supp(R)〉 < G proper. As all terms of W from G′ were included in W0 | T1, it follows that
H must have order p. Thus (78) ensures that |R| = p − 1 with g0, h0 ∈ G \ H . Since |R| = p − 1, all
estimates used in (81) must be equalities. In particular,
r∑
i=1
|Ti| = ω − 1 = q − p.
Let g′0 ∈ supp(R). Since h0 /∈ H but g
′
0 ∈ H , it follows that g
′
0 and h0 are non-commuting terms
from G \G′. In particular, (79) holds with g′0 in place of g0. Let V = W · g
′[−1]
0 · g0. Thus we swap the
terms g0 and g
′
0. Since
r∑
i=1
|Ti| = ω − 1 = q − p ≤ q − 1, Lemma 5.11(i) implies that |π(V0)| ≥ |V0|, where
V0 = T1 · . . . · Tr. Thus, letting V
∗ be any ordering of V such that [V ∗(1, |V0|)] = V0, we can once more
apply Lemma 3.3 to V ∗ taking taking H trivial, ω = q− p+1, ωH = −1, and ω0 = |V0| = q− p ≤ ω− 1.
Let V ′
∗
= T ′
∗
1 · . . . ·T
′∗
r′ ·R
′∗ be the resulting factorization. As before, Lemma 3.3(iii) cannot hold, while
if Lemma 3.3(ii) holds, then Case 2.1 completes the proof. Therefore, Lemma 3.3(i) must hold, in which
case
r′∑
i=1
|T ′i | ≤ ω−1 = q−p = |V0|. Since V0 | T
′
1, this is only possible if r
′ = 1 with T ′1 = V0 = T1 · . . . ·Tr,
in which case R′ = R · g′
[−1]
0 · g0. However, since R · g
′[−1]
0 · g0 contains exactly p− 2 > 0 terms from H
along with the term g0 /∈ H , it follows that 〈supp(R′)〉 = 〈supp(R · g′
[−1]
0 · g0)〉 = G, which is contrary to
Lemma 3.3(i). This completes the proof. 
6. The Near Dihedral Group
The goal of this section is to prove the following theorem, which will be needed for the proof of Theorem
7.2. The proof uses the same strategy as for Corollary 5.7, though more technical care must be taken.
Note, since q is an odd prime possessing a square root of −1, that q ≡ 1 mod 4.
Theorem 6.1. Let q be an odd prime, let r ∈ [1, q − 1] be an integer such that r2 ≡ −1 mod q, and let
G = 〈α, τ : αq = 1, τ4 = 1, ατ = ταr〉.
Then d(G) = q + 2.
We begin first with the following analogue of Lemma 5.6.
Lemma 6.2. Let q be an odd prime, let r ∈ [1, q − 1] be an integer such that r2 ≡ −1 mod q, let
G = 〈α, τ : αq = 1, τ4 = 1, ατ = ταr〉,
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and let S ∈ F(G) be a sequence such that φG′(S) ∈ A(G/G′), where G′ = 〈α〉 = [G,G] ≤ G is the
commutator subgroup. Then either 1 ∈ π(S) or |π(S)| ≥ |S|.
Proof. We begin by describing some routinely verified properties of the group G. First, we have
G′ = 〈α〉 and Z(G) = {1}.
Apart from the subgroup G′ ≤ G, there are q subgroups Hi = 〈ταi〉 ≤ G, for i = 0, 1, . . . , q − 1, of order
4, which have trivial intersection with each other as well as G′. Each contains a single element τ2α(r+1)i
of order 2, naturally generating an order 2 subgroup contained in Hi. Any of the order 2 elements along
with G′ generates the subgroup K = 〈α, τ2〉, which is dihedral of order 2q. There are no other subgroups
apart from {1} and G. In particular, any two non-identity elements from distinct Hi generate either K
(if both have order 2) or G (otherwise). With this information in hand, we can continue with the proof.
Since D(G/G′) = D(C4) = 4 (care of [3, Lemma 2.4.1]) and φG′(S) ∈ A(G/G
′), we have 1 ≤ |S| ≤ 4. If
|S| = 1, then |π(S)| ≥ |S| is trivial. Therefore we may assume ℓ := |S| ≥ 2, in which case supp(S) ⊆ G\G′
follows from φG′(S) ∈ A(G/G′). Let S = g1 · . . . · gℓ with gi ∈ G \G′.
If |S| = 2, then |π(S)| ≥ 2 = |S| follows, as desired, unless both terms of S commute. However,
the only way two terms from G \ G′ can commute with each other is if they are from the same order 4
subgroup Hj . However, since Hj ∩ G′ = {1} for every j ∈ [0, q − 1], we see that π(S) ⊆ G′ ∩Hj = {1}
then forces S to be a product-one sequence, as desired. Therefore we may assume |S| ≥ 3.
Observing that any two order 2 elements have product one modulo G′, we see that |S| ≥ 3 together
with φG′(S) ∈ A(G/G′) ensures that S contains at most one order 2 element. Thus w.l.o.g. we may
assume ord(gi) = 4 for i ∈ [2, ℓ], while ord(g1) = 2 or 4. Let Hji be the order 4 subgroup containing gi,
for i ∈ [1, ℓ]. If supp(S) ⊆ Hj1 , then, since π(S
′) ⊆ G′ follows in view of φG′(S) ∈ A(G/G′) and π(S)
being contained in a G′-coset (as noted in Section 2), it follows that π(S) ⊆ Hj1 ∩ G
′ = {1}, yielding
the desired conclusion 1 ∈ π(S). Therefore we assume there is some gi from a different order 4 subgroup
Hji 6= Hj1 , say w.l.o.g. g2. But then g1g2 6= g2g1, so that |π(g1 · g2)| = 2.
Let us show that |π(g1 · g2 · g3)| ≥ 3. Let X = π(g1 · g2). Note that g3X ∪ Xg3 ⊆ π(g1 · g2 · g3).
If g3X 6= Xg3, then |π(g1 · g2 · g3)| ≥ |X | + 1 = 3 follows, as claimed. Otherwise, g3X = Xg3 implies
g−13 Xg3 = X , whence X is stable under conjugation by elements from the order 4 subgroup Hj3 = 〈g3〉.
Thus |X | ≥ |xHj3 | for each x ∈ X . Since φG′(S) ∈ A(G/G′) is an atom with G/G′ ∼= C4 abelian, we have
X ⊆ G \G′. By (2), we have |xHj3 | = |Hj3 |/|CG(x) ∩Hj3 |. Now CG(x), for x ∈ G \G
′, is simply equal
to the order 4 subgroup that contains x. Since distinct order 4 groups intersect trivially, it follows that
|xHj3 | = 4 (if CG(x) 6= Hj3) or |x
Hj3 | = 1 (if CG(x) = Hj3). If |x
Hj3 | = 4, then |π(S)| ≥ |π(X)| ≥ 4 ≥ |S|,
as desired. Therefore we may assume |xHj3 | = 1 for every x ∈ X , which is only possible if X ⊆ Hj3 .
As noted in Section 2, we also have π(g1 · g2) = X contained in a G
′-coset. Hence, since X ⊆ Hj3
and |Hj3 ∩ G
′| = 1, it follows that |X | ≤ 1, which is contrary to what has already been shown. Thus
|π(g1 · g2 · g3)| ≥ 3, as claimed.
If |S| = 3, the proof is complete. If |S| = 4, repeating the above arguments using Y = π(g1 · g2 · g3)
and g4 in place of X and g3 shows that |π(S)| ≥ 4, completing the proof in the final remaining case. 
Proof of Theorem 6.1. The lower bound is easily verified by considering the sequence α[q−1] ·τ [3] ∈ F(G).
It remains to prove d(G) ≤ q + 2. Let S ∈ F(G) be a sequence with |S| ≥ q + 3. We need to show
1 ∈ Π(S). Since d(G/G′) + 1 = D(G/G′) = D(C4) = 4 (care of [3, Lemma 2.4]), repeated application of
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the definition of d(G/G′) to φG′(S) yields a factorization S = T1 · . . . · Tℓ · R, where φG′(Ti) ∈ A(G/G′)
for i ∈ [1, ℓ] and |R| ≤ 3. Since φG′(Ti) ∈ A(G/G′), it follows that
π(Ti) ⊆ G
′ for all i ∈ [1, ℓ]. (82)
We may assume 1 /∈ π(Ti) for i ∈ [1, ℓ], else the proof is complete. But then Lemma 6.2 implies that
|{1} ∪ π(Ti)| ≥ |Ti|+ 1 for i ∈ [1, ℓ].
Thus, since G′ ∼= Cq is cyclic of prime order, repeated application of the Cauchy-Davenport Theorem
yields ∣∣∣π(Tℓ) ℓ−1∏
i=1
({1} ∪ π(Ti))
∣∣∣ ≥ min{q, ℓ∑
i=1
|Ti|} = min{q, |S| − |R|} = q = |G
′|,
where the penultimate equality follows in view of |R| ≤ 3 and |S| ≥ q + 3. Thus, together with (82), we
see that 1 ∈ G′ = Π(T1 · . . . · Tℓ) ∩G′ ⊆ Π(S) ∩G′ ⊆ Π(S), as desired. 
7. General Upper Bounds
The goal of this section is to give two general upper bounds for the large Davenport constant of a
non-cyclic group. We begin with the first one.
Theorem 7.1. Let G be a finite, non-cyclic group and let p be the smallest prime divisor of |G|. Then
D(G) ≤
2
p
|G|.
Proof. In view of [3, Theorem 3.2], we see that it suffices to prove D(H) ≤ 2p |H | for any nontrivial
subgroup H ≤ G. If G is abelian, then since G is non-cyclic, there must be a subgroup H ≤ G with
H ∼= C2q for some prime q ≥ p. However, (3) gives D(H) = D(C
2
q ) = 2q−1 =
2q−1
q2 |H | <
2
p |H |, as desired.
Therefore we may assume G is non-abelian, in which case G contains a minimal non-abelian subgroup.
Thus it suffices to prove the theorem for all finite minimal non-abelian groups, so we now assume G is a
minimal non-abelian group (all proper subgroups are abelian).
If G is a p-group, then Theorem 4.1 gives D(G) ≤ p
2+2p−2
p3 |G| ≤
2
p |G|, also as desired. Therefore,
we may assume G is a minimal non-abelian group which is not a p–group. The finite minimal non-
abelian subgroups were classified by Miller and Moreno [8]. When such a group is not a p–group, its
commutator subgroup G′ is an elementary abelian group of prime power order. Thus G′ ∼= Crq for some
prime q and r ≥ 1. However, if r ≥ 2, then G contains a subgroup H ∼= C2q , and the desired bound
D(H) = D(C2q ) = 2q − 1 ≤
2
p |H | follows as before. Therefore we may assume G
′ is cyclic of prime order
q. But then the classification result of Miller and Moreno tells us that |G| = pnq for some n ≥ 1 with
p | q− 1. Moreover, there is exactly one such non-abelian group of order pnq (up to isomorphism), which
is given by the presentation
G = 〈α, τ : αq = 1, τp
n
= 1, ατ = ταr〉,
where rp ≡ 1 mod q but r 6≡ 1 mod q. It is now routine to calculate
Z(G) = 〈τp〉 and G′ = 〈α〉.
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In particular, G′ ∩Z(G) = {1}. Moreover, G/Z(G) is a non-abelian group of order pq. Thus [3, Theorem
3.3], Theorem 5.1 and [3, Lemma 2.4.1] yield
D(G) ≤ D(G/Z(G))D(Z(G)) ≤
2
p
|G/Z(G)||Z(G)| =
2
p
|G|,
completing the proof. 
We conclude with the following result, which improves Theorem 7.1 for even order groups.
Theorem 7.2. Let G be a finite group which is neither cyclic nor isomorphic to a dihedral group of order
2n with n odd. Then
D(G) ≤
3
4
|G|
Proof. If |G| is odd, then Theorem 7.1 gives D(G) ≤ 2p |G| ≤
2
3 |G| <
3
4 |G|, as desired. Therefore we
may assume |G| is even. As in the proof of Theorem 7.1, it suffices to prove D(H) ≤ 34 |H | for any
subgroup H ≤ G. If G is abelian, then, since G is not cyclic, there must be a subgroup H ∼= C2q for
some prime q ≥ 2, whence D(H) = D(C2q ) = 2q − 1 ≤
3
4 |H | follows from (3). Therefore, we may assume
G is non-abelian. If G contains a non-cyclic Sylow subgroup H ≤ G, then applying Theorem 4.3 gives
D(H) ≤ 34 |G|, as desired. Therefore we may assume all Sylow subgroups are cyclic. It is well-known
(see [12, Theorem 10.1.10]) that a finite group G having all its Sylow subgroups cyclic must have a
presentation of the form
G = 〈α, τ : αn = 1, τm = 1, ατ = ταr〉, (83)
where gcd(r − 1, n) = gcd(m,n) = 1, rm ≡ 1 mod n, and n is odd. As |G| = mn is even, we have m
even.
It is routine to calculate
G′ = 〈α〉.
Consequently, |G′| = 1m |G|, so that if m ≥ 8, then Theorem 3.1 and [3, Theorem 3.1] give the desired
bound. Therefore, recalling that m is even, we find that m ∈ {2, 4, 6}. If m = 2, then G has a cyclic,
index 2 subgroup, in which case [3, Theorem 1.1, Section 5] gives the desired bound. It remains to
consider m ∈ {4, 6}.
If m = 6, then H = 〈α, τ2〉 is a subgroup of odd order 3n. If it is cyclic, then H is a cyclic, index
2 subgroup, which is a case that has already been handled. On the other hand, if it is non-cyclic, then
applying Theorem 7.1 to H yields the desired bound. Therefore it remains to consider the case m = 4.
Let q | n be a prime and observe that H = 〈αn/q , τ〉 ≤ G is a non-abelian subgroup of order mq = 4q
having a presentation of the form (83) with n = q. Since H is neither cyclic nor dihedral of order 2n′
with n′ odd, we see that it suffices to show the theorem holds for H . Thus we may w.l.o.g. H = G with
n = q prime in (83).
Since G is non-abelian and rm = r4 ≡ 1 mod q, we see that the multiplicative order of r modulo q is
either 2 or 4. If it is 2, then r2 ≡ 1 mod q, in which case 〈τ2α〉 is a cyclic, index 2 subgroup, which is a
case that has already been handled. Thus it remains to consider the case when r2 6≡ 1 mod q but r4 ≡ 1
mod q, which is easily seen to imply, as q is prime and r4 − 1 = (r2 − 1)(r2 + 1), that
r2 ≡ −1 mod q.
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But now Theorems 6.1 and 3.1 yield the desired bound D(G) ≤ d(G) + 2|G′| − 2 = q+2+2q− 2 = 34 |G|,
completing the proof. 
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