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BIFURCATION OF LOCALIZED DISTURBANCES IN A
MODEL BIOCHEMICAL REACTION*
JAMES A. BOA AND DONALD S. COHENf
Abstract. Asymptotic solutions are presented to the nonlinear parabolic reaction-diffusion
equations describing a model biochemical reaction proposed by I. Prigogine. There is a uniform steady
state which, for certain values of the adjustable parameters, may be unstable. When the uniform
solution is slightly unstable, the two-timing method is used to find the bifurcation of new solutions of
small amplitude. These may be either nonuniform steady states or time-periodic solutions, depending
on the ratio of the diffusion.coefficients. When one of the parameters is allowed to depend on space and
the basic state is unstable, it is found that the nonuniform steady state which is approached may show
localized spatial oscillations. The localization arises out of the presence of turning points in the
linearized stability equations.
1. Introduction. Under certain circumstances the usual equilibrium state of a
chemical reaction may be unstable with respect to small changes in the concentra-
tions, or to other perturbations. Experimental work ([2], [7], [8]) has shown that
in the subsequent development of the reaction, there may be established self-
sustaining oscillations in concentration, concentration waves, or new steady states
that are not uniform. These phenomena have been thought of interest because of
their possible implications in the study of circadian rhythms, short-term memory,
cardiac fibrillation, and morphogenesis. (The list is not exhaustive.) However, the
prediction and quantitative description of any such phenomena clearly require a
detailed knowledge of the reaction mechanism; this is in most cases lacking.
Accordingly, it is necessary to study model reactions with known kinetics, to see
whether the solutions of the rate equations exhibit any of the phenomena that are
found in the laboratory. One model reaction that has received considerable
attention is the reaction A + B D +E according to the sequence
A-. X
2X+ Yo 3X
B+X Y+D
XE.
This model is due to I. Prigogine.
In 2 of this paper we derive the rate equations for this reaction and report
the numerical results of Herschkowitz-Kaufman and Nicolis [3], who find that
when the basic steady state of the reaction loses its stability, the resulting
disturbance can show an interesting localization effect. In 3 we consider the
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linearized stability analysis of the basic steady state in the case that it is uniform,
and in 4 we consider the bifurcation of nonuniform steady states from the
uniform state. In 5 we show that the localization of the disturbance described in
2 is a result of the presence of turning points in the linearized stability equations.
2. Governing equations. In deriving the rate equations describing
Prigogine’s model reaction, the simplest possible assumption is made about the
rate of reaction" namely, that it is proportional to the correct product of the
concentrations. Thus the presence of the autocatalytic step 2X+ Y- 3X makes
the rate equations nonlinear, since the rate of production of reactant X from this
step is proportional to [X][Y]. A further simplifying assumption is made by
setting all the rate constants equal to one. This means in particular that tempera-
ture variations have been completely neglected; such an assumption seems not
unreasonable, since chemical reactions going on in living tissue cannot be very
exothermic. Also, it is supposed that there is no convective motion of the
reactants, and back reactions are neglected. Then the conservation equations for
the concentrations A, B, X, Y, D, are
OA
-A + Da72A,
Ot
OX
A +X Y-BX-X+ DxV2X,
Ot
OY
-X2y+BX+D.V2y,
Ot
OD
BX+ DD72D,Ot
OE
X+ DV2E.Ot
We have written X instead of [X] for the concentration of reactant X, and so forth,
since there can be no risk of ambiguity. The D’s are diffusion coefficients. It will be
noticed that the equation for A is not coupled to the rest so that it may be solved
first. Further, the equations for D and E become merely inhomogeneous linear
equations once those for B, X, and Y have been solved. Actually Herschkowitz-
Kaufman and Nicolis [3] make the further assumption that the concentration of B
is somehow maintained uniform (alternatively, DB c) so that B appears only
parametrically in the equations for X and Y. Also, they take DA to be fairly large
so that A relaxes fairly quickly to its steady state. They then substitute this steady
state value of A into the equation for X, and consider the reaction to be taking
place in an infinite slab of width 1. The differential equations which they consider
are thus
OX
A (r) (B + 1)X+X Y+ Dx.O2X(2.1) 0- 0r-’
02Y(2.2) O__Y BX_X2y+DrOt Or
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where r is the spatial coordinate and
1 r-1/2A (r) A sech
x/-D-A coshA"
They pick DA 197 x 10-3, D 1.05 x 10-3, A 14 and allow B and D, to be
free parameters. The boundary conditions are that X(0, t)--X(1, t)= A and
Y(O, t)= Y(1, t)= B/A.
In the limit Da , so that A (r) const. A, there is a uniform steady state
X(r, t)=- A, Y(r, t)=- B/A. When A (r) is not constant, and Dx and Dy are small,
there is a steady state X--- A(r) + O(Dx, Dy), Y- B/A(r) + O(Dx, Dy). This
might be called the basic steady state. (See Fig. 2.1.) It should be noticed that the
FIG. 2.1. The basic steady state
boundary conditions have been chosen in such a manner that the basic state
satisfies them. Thus, no boundary layers occur at the edges of the slab, even
though Dx and D. are small and multiply the highest order derivatives.
Herschkowitz-Kaufman and Nicolis find that for certain values of the parameters
B and D, the basic state is unstable against small perturbations in the initial
conditions. The subsequent development of the system can lead either to a new
steady state which shows spatial oscillations ("dissipative structure") or to
propagating waves of concentration. Figure 2.2 shows the dissipative structure
FIG. 2.2. A localized dissipative structure
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that is found for the choices Dv 5.25 10-3, B--26. This picture has been
copied from the paper of Herschkowitz-Kaufman and Nicolis. It is seen that the
disturbance from the basic state is confined to the center of the slab so that the
instability of the basic state can be considered local. The localization is clearly due
to the nonuniform distribution of reactant A.
In attempting in 5 to explain the localization we shall take advantage of the
fact that Dx << 1 and Dv << 1. The natural length scale on which X may be expected
r1/2 The ratio ofto vary appreciably is D2, whereas A varies on a length scale of a
these quantities is
(Dx/DA)1/= (1.05 10-3/197 10-3) 1/2 1/14,
so that variations in A can be considered slow compared to those in x. The
case in which A is uniformly distributed is also of interest, since solutions can
exhibit both nonuniform steady states and waves, although not localization.
3. Stability oi the basic state. The linearized stability analysis of the basic
steady state (or uniform steady state in the case that A (r) is uniformly distributed)
may be accomplished by standard methods. One writes X=Xo(r)+u(r, t),
Y= Yo(r)+ v(r, t), substitutes into (2.1) and (2.2), and omits terms quadratic or
higher in u and v in the resulting differential equations. The linearized stability
equations are therefore
OU 02U(3.1) 0--/= [-(B + 1)+ 2Xo Yo]u + Xv +DOr2’
OV 02V(3.2) [B 2X0 Yo]u Xv +OD
together with the boundary conditions u(0, t)= u(1, t)= v(0, t)= v(1, t)= 0.
Solutions to this boundary value problem are found by separation of vari-
ables. One writes
(3.3) u--
v(r, t) e e q(r)
then r must be an eigenvalue and & an eigenfunction of the nonself-adjoint
problem
(3.4)
(3.5)
(3.6)
o-b (B + 1) + 2Xo Yo]b + Xo2O + Db",
o0 [B 2Xo Yo]4 XO + ODO",
b(0) b(1) q(0)- q(1)=0.
The solution to (3.1) and (3.2) is then given by the expansion
u= ReZ c,e "+,,
where the r, are the eigenvalues of the boundary value problem (3.4)-(3.6), the
+, are the corresponding eigenfunctions, and the coefficients c, are found from
the initial conditions. The basic state is called stable if the real parts of all the
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eigenvalues are negative, unstable if some eigenvalues have positive real parts,
and "neutrally stable" if the greatest real part for any eigenvalue is zero.
If A(r) is uniformly distributed, then Xo(r)= A and Yo(r)= B/A, and (3.4)
and (3.5) become
(3.7) o-b (B 1)4) +A0 +V",
(3.8) o-0 -Bch-A2q+ODq’’.
Since this system has constant coefficients, the eigenvalues and eigenfunctions
(which are trigonometric sines) can be found exactly.
Substitution of b,(r)=sin nTrr, $,(r)=M, sin nr (with M, to be deter-
mined) into (3.7) and (3.8) yields the homogeneous system
B +A+nOD
There will be nontrivial solutions to (3.9) only if the determinant of the coecients
is zero; that is, if
A 2ZD 2B+[-B+I+ +n (1 + O)]+A
(3. 0) +[A + nOD][-(n )+nD] O.
The eigenvalue with the greatest real part does not necessarily correspond
to n 1 but depends on the parameters O and B. Thus, when the uniform solution
loses its stability, the first eigenfunction of (3.4)-(3.6) that is excited is not
necessarily a multiple of sin r.
It will be convenient to change the notation slightly. Associated with each
value of n there will be two eigenvalues, the roots of (3.10). We call them and
, according to the definition
(3.11) [[B + A + nD(O )] -4AB]/}.
The eigenfunction corresponding to will be called
+S [Msin nwrJ"
The coefficient M is given from (3.9) by
(3.12)
The curve of neutral stability (the stability boundary) of the uniform solution
in the (O, B)-plane is shown in Fig. 3.2. It is found by considering the curves
Re =0; we now do this. (It is seen from (3.11) that Reg Re g, with
equality if g and are complex.) If is complex, then the curve Re 0 is
the straight line
(3.13) B 1 + A + nD(1 + 0),
while if g is real, the curve Re 0 is the rectangular hyperbola H,, given by
(.4 + + +
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FIG. 3.1. The curve Re(tr.+) 0 for a typical value ofn
FIG. 3.2. Neutral stability curve of the uniform solution
If O 0, o-, is complex as its real part changes sign, so that the curve Re o-, 0 is
given by (3.13) for small O. The straight line (3.13) ceases to represent Re o-, 0
after it intersects the hyperbola (3.14), as o-, is real as its real part changes sign for
values of O larger than the one at the point of intersection. Thus the curve
Re o-, 0 in the (O, B)-plane is as sketched in Fig. 3.1.
The curve o neutral stability (the stability boundary) in the (O, B)-plane for
the uniform solution is found by superposing all the curves Re o-,+=0 and
determining which of them lie the lowest. It is clear from (3.13) that the straight
line portion of the curve Re r 0 lies the lowest for sufficiently small O. It will
continue to represent the curve of neutral stability until it intersects one of the
hyperbolas given by (3.14). Which one it is depends on the parameters A and D. It
is seen from (3.14) that each hyperbola intersects all the rest; H lies the lowest for
sufficiently large O, and as 0 decreases, one finds that portions of H2, then H and
so forth, lie the lowest in the (O, B)-plane. The point K, where H, and H,+
intersect is at
A
n2(n + l)(zrD)"
MODEL BIOCHEMICAL REACTION 129
The curve of neutral stability for the uniform solution is therefore scallop-
shaped. A typical case is sketched in Fig. 3.2. Below the curve the uniform
solution is stable, and above it unstable. The curve of neutral stability for the basic
steady state in the case that A (r) is not constant is presumably similar.
4. Biturcation ot nonuniform steady states. When the uniform state is
unstable, solutions starting with initial conditions ne.ar the uniform state tend
away from it. The time development of solutions can be calculated asymptotically
when the point , B is only slightly above the neutral stability curve in the
(, B)-plane. The technique we shall use is the two-timing method of Matkowsky
[5], which is worked out in detail by Kogelman and Keller [4]. It is found that if the
point O, B is above the straight line portion of the neutral stability curve, so that
the eigenfunctions +] and +]- are excited first, the solution tends to a time-
periodic disturbance of small amplitude. If the point O, B is above the curved
portions of the neutral stability curve, the situation that is considered in this
section, the solution for certain initial conditions tends to a nonuniform steady
state of small amplitude. This steady state is (to first order in the perturbation
parameter) a multiple of the eigenfunction +v that is first excited. The value of N
that applies on which of the hyperbolas H, the point , B lies above, and
therefore depends on O. There is also an exceptional case in which O, B lies above
one of the intersection points KN. In that case, both +L and +/+1 are excited.
Nicolis and Auchmuty [6] have also considered the bifurcation of
nonuniform steady states. However, their technique does not reveal how these
states depend on the initial conditions, and they omit the exceptional cases. While
we include the results here for the sake of completeness, we omit most of our
calculations since the technique follows that of Kogelman and Keller [-4] exactly
and they are given in detail by Boa [9].
When A is uniform, equations (2.1) and (2.2) become
(4.1) 0___X A -(B + 1)X+X2y+D 02"X
Ot Or
02y
(4.2) 0___Y BX-X Y+OD"Ot Or
the boundary conditions are X(0, t)= X(1, t) A and Y(0, t) Y(1, t) B/A.
We suppose that initial conditions are given of the form
X(r, O)= A + h(r, e),
Y(r,O)=B/A+k(r,e),
where h(r, e) and k(r, e) are functions which satisfy h(r, O)= k(r, 0)= 0, h(0, e)
h(1, e)= k(0, e)= k(1, e)= 0, and e is a small parameter to be specified later.
Asymptotic solutions of (4.1) and (4.2) are sought which deviate from the uni-
form solution by O(e) when the parameter B exceeds the critical value
Bc Bc(A, D, ) given by (3.14). The parameter 0 is held fixed in this procedure.
The amount by which B is greater than B depends on e in manner to be
determined.
The two times to be used in the perturbation calculation are the fast time
t* and the slow time (B(e)-B)t. The solutions of (4.1) and (4.2) are to be
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given by the asymptotic expansions
(4.3) X.-. A + eul(r, t, ’) + e2u2(r, t, ’) +" ,
B(4.4) Y.-+ eva(r, t, ’) + e2v2(r, t, ’) +" ",
with homogeneous boundary conditions for the ui and vi, and initial conditions
1 ch(r, O)
u(r, 0, 0)= O
1 ck(r, O)
v(r, O, O)=f. O
Substituting the expansions (4.3) and (4.4) into equations (4.1) and (4.2), and
equating the coefficients of powers of to zero, we get a hierarchy of differential
equations for the functions u(r, t, ) and v(r, t, ). The equations for u, and v are
just (3.1) and (3.2) with B Be, and the equations for u and v with j> 1 are
forced versions of (3.1) and (3.2) with the forcing depending only on the earlier
equations in the hierarchy. Then Ul and v, are given by the sum
(4.5) [/1] { [ sinnTrr ] [ sinnTrr ]}c,(’) exp o-,+t M, sin nTrr + c-(’r) exp o-t M sin nTrrVl n=l
Since B is set equal to B in the perturbation expansion, all the cigcnvalucs o-
have negative real parts except one, o-, which is equal to zero. (In the exceptional
case that O, B is one of the intersection points K,, both o-L= 0 and o-L+, 0.)
Thus all terms in the sum die away exponentially on the fast time scale except the
one corresponding to rL, and the slow time variation of the coefficient c’) only
is important. (In the exceptional case, the slow time variation of cL(-) and c,+,(-),
will be important.)
The initial value c0) is found by expanding the initial conditions u(r, O, O)
and vi(r, 0, 0) in series of eigenfunctions. Then, an ordinary differential equation
for c’) is found by imposing a boundedness condition on u2 and v2. One takes
the inner product of the differential equations for u2 and v2 with the eigenfunction
L, which is the eigenfunction of the boundary value problem adjoint to the one
for u and v corresponding to the eigenvalue o-L 0. Then, one integrates from
0 to T, divides by T, and takes the limit as T. Since u and v are
assumed bounded, various terms vanish under this procedure, whereas a condi-
tion must be placed on c-) to eliminate the others. This condition is a first order
ordinary differential equation. For N odd and B/A + 2AML# 0 this differential
equation is quadratic in cL and has the two steady states 0 and c3), where
c) -U’(O)(8/3NTr)(B/A + 2AML)"
If c0) has the same sign as coo), then as
- -
, c-) tends to the constant limit
coo), which does not otherwise depend on the initial conditions. If c0) and
c) have opposite signs, then c-) tends to infinity in a finite time.
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At this stage e and B’(0) may be fixed by the normalization B Bc e. Then
the bifurcating steady state solution for the case N odd and Bc/A + 2AML# 0 is
(4.6)
and
(B Be) sin NrrX.--.A- +O((U-Bc))
3N-
-
+2AM;
(4.7) Y--- B____
A
(B Bc)ML sin Nrr
+ O((U B)).
3N" --+2AM
The method of construction of the solution (4.6) and (4.7) shows that it is
stable, since initial conditions starting near the steady state tend to it. However, if
the initial conditions are such that c0) and coo) have opposite signs, then the
solution does not tend to the steady state (4.6) and (4.7). Presumably (since c-)
tends to infinity in finite time) it tends to a steady state having finite deviation from
the uniform solution.
If/3 is slightly less than Be, so that .B’(0) is negative, it is possible to go through
the same analysis as above and discover that there is a bifurcating steady state,
given by (4.6) and (4.7), which is approached as =(B-Bc)t tends to +oo. This
steady state must therefore be unstable, as initial conditions starting near it tend
away from it as increases. (Note that
-
tends to + oo as tends to oo in this case.)
If N is even or Bc/A + 2AM;= O, the coefficient of (cL) in the differential
equation for c-) vanishes. In order to prevent exponential growth of the solution
of the resulting linear equation, it is necessary to choose B’(0) 0. Then, the linear
equation is satisfied identically, and in order to obtain a differential equation for
c() it is necessary to impose a boundedness condition on u3 and v3. This is done
in the same manner as before. The resulting first order differential equation for
c-) is cubic in c; and has the three steady states 0, coo), -coo), where
coo)=\ 2c !
If Bc/A +2AM;= 0, then a --MN, while if N is even and Bc/A +2AML0,
then
a M;+4A sin Nrr(((r)+ Mo(r)) dr +-- sin N,n’roo(r) dr
where
to(r)=
(Bc/A + 2AM)(1 +(A2/B)M,) sin N’rrr sin nTrr dr
a.(1 -(A2/Bc))M.) sin nrr
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and
(Bc/A + 2AML)(1 +(AZ/Bc)M.) o sin2 Nr sin nrr drst(r) Z m sin n’r.
., ,(1 -(A2/B)M:)
A convenient normalization of e and B"(0) is B-B e 2. Then the bifurcat-
ing steady state solutions for the case N even or B/A +2AM= 0 are
(4.8) XA B sin Nr + O(B -B),
B (B--B)(4.9) Y M: sin Nr + O(B B).
If c0) is positive (negative), then the steady state that is approached uses the plus
(minus) sign in (4.8) and (4.9).
These results are summarized in the bifurcation diagrams, Figs. 4.1 and 4.2.
The "amplitude" is the coefficient of sin Nr in (4.6) or (4.8). Stable branches are
indicated by solid lines, and unstable branches by dotted lines.
In the exceptional case that O, B is one of the points Ku, so that both +L and
+L+ are excited, it is necessary to find the slow time variation of the coefficients
cr) and cL+(r). This is done in the same manner as before, but it is necessary to
take the inner product of the equations for u and v2 with both SL and SL+. There
results a pair of coupled first order differential equations, quadratic in c L and cL+.
Some initial conditions tend to infinity in a finite time. Again the interpretation is
that they actually tend to a steady state having finite deviation from the uniform
B B
Bc Be
+ Amplitude
+
-+2AMN <0
+ Amplitude
gc ++ 2 AMN > 0
FIG. 4.1. Bifurcation ofa nonuniform steady state when N is odd
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+ Amplitude
FIG. 4.2. Bifurcation ofnonuniform steady states when N is even
state. Other initial conditions may tend to a bifurcating steady state having small
deviation from the uniform state.
It is of interest to find how the solution branches of Figs. 4.1 and 4.2 are to be
extended to finite amplitude disturbances. This has been done in the limiting case
O oo; the calculations are given in [1].
5. Possibility of localization. When A (r) is no longer uniformly distributed
and the basic steady state Xo(r), Yo(r) is slightly unstable, one expects to see the
bifurcation of nonuniform states as in 4. When the point O, B is sufficiently close
to the neutral stability curve, the bifurcating steady state will be to first order a
small multiple of the eigenfunction of the linearized stability problem for which
the corresponding eigenvalue has the greatest real part. In this section we show
that eigenfunctions may have turning points. The apparent localization of the
nonuniform disturbance is then due to the fact that the eigenfunction is oscillatory
in the middle of the region 0 <_-r _<- 1, but not at the boundaries.
It is assumed that D << 1. The WKBJ technique is used to investigate
(3.4) r4) [-(B + 1) + 2Xo Yo]4 + XgO + D4/’,
40 [B 2Xo Yo]4 Xoqt + ODO",
with boundary values b(O) 4(1) O(O) q(1) O.
We seek solutions to (3.4) and (3.5) of the form
exp
(Lgo(r)J Lgl(r)J Lg2(r)_]
Substitution of this expansion into the equations (3.4) and (3.5), and equation of
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coefficients of powers of to zero, produces the following hierarchy of equa-
tions:
B + 2Xo Yo cr + Ow’ +X go
-B+2XoYo O’Jr-OWt2-l-X20 gl Oi(w"g2+2w g)J"
Since the system (5.2) is homogeneous, the determinant of the coefficients
must be zero in order for a nontrivial solution to exist. A quartic equation for w’(r)
is obtained, with the solution
20w ’2 -{0[o-+ (B + 1) 2Xo Yo] + cr + X}
(5.4) +/- [{ 0[o- + (/3 + 1) 2Xo Yo] + o + X}
40{o-[cr + (B + 1 +X- 2Xo Yo] + X,}] j/2.
It is also seen from (5.2) that
(5.5) (- B + 2Xo Yo)fo + (o- + Ow’ + X)g,, O,
and that there is some constant c such that
(5 6) o- + w’ + B + 1 2Xo Yo
B 2Xo Yo cr + Ow’ +X
Then by adding c times the second equation in (5.3) to the first equation, one
obtains the differential equation
(5.7) w"(fo + C0go) + 2 w’(fo + c0go)’= 0.
The phase function w(r) is presumed known from (5.4), so that (5.7) integrates to
(1:o + COgo),]-w’ const.,
where the principal branch of the square root is taken. Then from (5.5),
const. Ic o" + _Ow’: _+__X-]-’go o + B-2XoYo J
At this stage, fo and go are determined up to constants, which are to be
determined by imposing the boundary conditions. In general there will be a
solution only for certain values of o-, the eigenvalues of the problem.
However, the asymptotic approximation (5.1) will break down if the expres-
sion in brackets in (5.8) should vanish. It is seen from (5.6) that this happens if
(5.9) 20w’ + O[o- + (B + 1) 2Xo Yo] + cr + Xo 0.
Comparing (5.9) and (5.4), one sees that the expansion (5.1) breaks down exactly
where the discriminant of (5.4) vanishes. The points where the discriminant of
(5.4) vanishes are termed turning points, by analogy with the similar situation in
quantum theory.
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It is of particular interest to locate the turning points in the case o-= 0. The
value Bc of B that corresponds to this value of r will be the branching point for a
bifurcating branch of steady states. In this case, the condition that the discriminant
of (5.4) vanish is
O[(B + 1) 2Xo Yo] + Xg] 40X.
In terms of Xo A (r) + O(D) and Yo Bc/A (r) + O(D), this is
or
[O(-Bc + 1)+AZ(r)]2=4OA2(r)+O(D),
2A (r) A 2(r)(5.1o) B 1-++o(,/-).
Thus, if Bc is such that there is a value of r that satisfies (5.10), there is a turning
point there. Actually, since A (r) is a catenary, there will be two turning points rl
and r2, symmetric with respect to r . It is seen from (5.4) that for rl < r < r2, the
phase w(r) is complex so that the exponential exp iD-I/2w(r) is oscillatory in that
region. For r < rl and r > r2, w’ is negative so that exp iD-/2w(r) is not oscillatory.
Thus the bifurcating steady states show spatial oscillations in the middle of the
slab, but not at the edges. If B lies above (1- Amax/’,/+ O(v))2, then w(r) is
complex across the entire interval 0=<r_< 1, so that the localization of the
disturbance disappears.
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