ferentiation, in such a way that continuous dissociations between regular and irregular verb processing would be predicted, as opposed to the categorical dissociations predicted by dual-system models. 1
Previous Event-Related Potential Studies Using Other Experimental Designs
Rather than focus on the auditory immediate-priming design used in the neuropsychological literature, eventrelated potential (ERP) studies of regular and irregular morphology have focused on other experimental designs-typically using visual stimuli-which we briefly review here.
One design that has been used with a variety of European languages involves presenting participants with correctly and incorrectly inflected regular and irregular words. In German, verbs take either a -t or -en ending in the past participle, with similar frequencies for the two endings. The -t ending is considered to be the regular form. Penke et al. (1997) found that overregularizations of irregular verbs (e.g., *geladet, rather than geladen) produced a left frontotemporal negativity, whereas overirregularizations (e.g., *getanzen, rather than getanzt) did not. A similar result was found using the same design with the German plural system (Weyerts, Penke, Dohrn, Clahsen, & Münte, 1997) , in which -s is argued to be the default form (despite being a very small minority), whereas -en, -e, -er, and no change are all more common, with the latter three often involving umlauting of the stem. 2 Similar experiments have been conducted in Italian (Gross, Say, Kleingers, Clahsen, & Münte, 1998) , Catalan (Rodríguez-Fornells, Clahsen, Lleó, Zaake, & Münte, 2001) , and English (Morris & Holcomb, 2005) , although the results of these other studies were not as clear cut.
A second experimental design has employed morphologically related primes and targets in the lexical decision task, but with several intervening items presented between prime and target. As mentioned previously, this delayedpriming technique has a different pattern of results from immediate priming with regard to regular and irregular verbs. In behavioral studies using this design, a pattern of greater priming for the regulars has been (inconsistently) observed (Napps, 1989; Sonnenstuhl et al., 1999; Stanners et al., 1979; cf. Fowler, Napps, & Feldman, 1985; Hanson & Wilkenfeld, 1985) . N400 effects have been found to be reduced for regular but not irregular verbs, using this design in German (Weyerts et al., 1996) , English (Münte et al., 1999) , and Spanish (Rodríguez-Fornells, Münte, & Clahsen, 2002) . The rationale for the intervening items, and a potential explanation for the discrepant results in immediate-and delayed-priming designs, is the reduction or elimination of semantic priming, which otherwise dominates the behavioral and N400 priming effects. Semantic priming effects are generally short lived with the lexical decision task (see , and references therein; cf. Becker, Moscovitch, Behrmann, & Joordens, 1997) . In contrast, the priming between related verb forms at long lags has been argued to be more purely is largely one of how to interpret cognitive and neural dissociations.
Neuropsychological Dissociations and the Immediate-Priming Design
Neuropsychological dissociations in past-tense processing have been reported using an auditory immediatepriming design employing a lexical decision task. Specifically, a past-tense prime is followed by a present-tense target (e.g., looked-look, spoke-speak) , and participants decide whether the target is a real word or a nonword. For healthy controls, both regular and irregular past-tense forms have consistently been shown to facilitate a lexical decision to the corresponding present-tense forms, typically with numerically-if not significantly-greater priming for the irregulars (Longworth, Keenan, Barker, Marslen-Wilson, & Tyler, 2005; Marslen-Wilson & Tyler, 1997; Tyler, de Mornay Davies, et al., 2002; Tyler et al., 2004) . This contrasts with results of experiments in which intervening items are presented between prime and target, which arguably results in full priming for regulars (i.e., as much as identity priming) and only partial priming for irregulars, a difference to which we will return. For aphasic patients, the regular and irregular priming effects in the immediate-priming design have been argued to dissociate, in such a way that patients with damage to left anterior perisylvian regions fail to show priming for regular verbs, but show preserved priming for irregulars (Marslen-Wilson & Tyler, 1997; Tyler, de Mornay Davies, et al., 2002) . One patient with a more posterior lesion showed the reverse dissociation within such an experiment (Marslen-Wilson & Tyler, 1997) , and other patients with posterior lesions have shown more pronounced impairments for the irregular verbs in production tasks (Tyler, de Mornay Davies, et al., 2002; Ullman et al., 1997) .
In the earlier years of the debate, such dissociations between regular and irregular verbs were typically taken as prima facie evidence for the dual-system model (e.g., Clahsen, 1999) . However, single-system theorists have challenged this interpretation by arguing that the distinction between regular and irregular morphology is not categorical, but rather continuous. In one view, regular morphology is more dependent on phonology, whereas irregular morphology is more dependent on semantics (Joanisse & Seidenberg, 1999) . Thus, deficits in phonology that accompany more anterior brain damage are argued to lead to problems with regulars (Bird, Lambon Ralph, Seidenberg, McClelland, & Patterson, 2003; Braber, Patterson, Ellis, & Lambon Ralph, 2005; Lambon Ralph, Braber, McClelland, & Patterson, 2005; cf. Longworth, Marslen-Wilson, Randall, & Tyler, 2005; Ullman et al., 2005) , and deficits in semantics that accompany more posterior brain damage are argued to lead to problems with irregulars (Patterson, Lambon Ralph, Hodges, & McClelland, 2001; cf. Miozzo, 2003; Miozzo & Gordon, 2005; Tyler et al., 2004) . It is important to note that all words are processed within a single network, but with internal dif-A major question concerned whether any dissociation between regular and irregular priming effects would be better described as categorical, as predicted by the dualsystem model, or continuous, as predicted by the singlesystem model. Thus, our irregular word set contained approximately equal numbers of weak irregular verbs and strong verbs. Weak irregular verbs are similar to regulars in that their past-tense forms end in a dental stop consonant (e.g., spent-spend ). These forms may have followed more regular patterns during earlier periods in the history of the English language (see Pinker, 1999) . Collectively, the regular verbs and weak irregulars constitute the class of weak verbs. In contrast, strong verbs are truly irregular; their present-and past-tense forms are related by a system of vowel changes known as ablaut, and in many cases there is a third form for the past participle (e.g., speakspoke-spoken; sing-sang-sung) . 3 According to a dualsystem approach, any irregular verb must be listed in the lexicon; thus, no systematic difference should be expected between the processing of weak irregular and strong verbs. Conversely, the single-system approach predicts that any dissociation between regular and irregular morphology should be graded and continuous; thus, differences would be expected across different types of irregularity.
METhOD Participants
Sixteen healthy young adults participated in the experiment (2564 years of age; 1663 years of education; 8 female, 8 male; 15 right-handed, 1 left-handed). All participants were native speakers of U.S. English.
Procedure
Following an informed consent procedure and electroencephalograph (EEG) capping, participants were seated in a soundattenuated booth. Each trial of the experiment began with fixation for 1,500 msec, followed by the prime, spoken by the female voice. At 1,400 msec after the onset of the prime (an average of 870 msec interstimulus interval, given mean prime length of 530 msec), the target was presented, spoken by the male voice. Participants were instructed to identify quickly and accurately whether the target (male) voice was saying a real word or a nonword and to indicate each response by pressing one of two buttons with the left or right thumb. Response mapping was counterbalanced between participants.
Design and Selection of Stimuli
We selected 1,200 stimulus items to create 600 prime-target pairs according to a 4 (regular, irregular, pseudopast, orthophono) 3 3 (primed, unprimed, nonword) design with 50 trials per cell. All cells consisted of 46 monosyllabic prime-target pairs and 4 bisyllabic prime-target pairs. All 600 of the primes and 400 of the targets were real words selected with the aid of the CELEX lexical database (Baayen, Piepenbrock, & Gulikers, 1995) . The remaining 200 items were selected using the ARC nonword database (Rastle, Harrington, & Coltheart, 2002) .
One design constraint that was adopted, given the use of ERP data, was the decision to limit the occurrence of any given word form to a single instance. This was done to avoid the occurrence of N400 reductions due to the second presentation of a word, which has been observed even for extremely large lags (Bentin & Peled, 1990; Nagy & Rugg, 1989) . The primary consequence of this decision was that items could not be counterbalanced between primed and unprimed conditions. As a result, extreme care was taken to balance the items morphological, although some have argued that this is at least partly due to episodic effects that are greater for similar primes and targets (Feustel, Shiffrin, & Salasoo, 1983; Fowler et al., 1985) .
A final article of note did employ the immediate-priming design, but attempted to reduce semantic priming in a different way. De Diego Balaguer, Sebastián-Gallés, Díaz, and Rodríguez-Fornells (2005) adapted the technique of Stolz and Besner (1998) in their Spanish-language study of Catalan-Spanish bilinguals: In addition to performing a lexical decision to the target word, participants also performed a letter search on the prime. Using regular, semiregular, and idiosyncratic verbs, these authors found that N400 effects for primed regular verbs were strong in both L1-Spanish and L1-Catalan speakers, the effects for semiregular verbs were weak in both groups, and the effects for idiosyncratic verbs were strong only for the L1-Spanish group. We find it interesting that, despite efforts to reduce semantic priming, this effect was still significant.
The Present Study
Despite the convention in the ERP literature to present stimuli visually and to use either an incorrect-inflection or delayed-priming design, the neuropsychological dissociations documented using the auditory immediate-priming design remain a critical source of evidence in the pasttense debate, and we wished to complement this chapter of the debate with new ERP evidence from healthy participants. In addition to collecting behavioral data, the use of ERPs provided additional information with regard to the time course and scalp distribution of the associated effects. Specifically, we examined an ERP component known as the N400, a negative wave that peaks at approximately 400 msec following the presentation of a potentially meaningful stimulus, such as a word or a picture Kutas & Hillyard, 1980) . The size of the N400 has been shown to reflect the ease of semantic integration into the preceding context, with an inverse relationship between the size of the N400 and the predictability of the stimulus's occurrence, given the context. Thus, a word or picture that has been primed is associated with a reduced N400 component. Far from intending to eliminate semantic contributions to priming, we hoped to observe these ERPs with semantic, phonological, and orthographic contributions intact.
Four types of priming relationships were examined: two between past-tense forms and present-tense forms (regular and irregular) and two between semantically unrelated words that contained phonological and orthographic overlap ( pseudopast and orthophono). These were designed as a control for the greater formal overlap between regular past-and present-tense forms. In the pseudopast condition, pairs of semantically unrelated words were chosen as phonological analogues of the regular past tense (e.g., bead-bee). In the orthophono condition, pairs of semantically unrelated words were chosen that differed by some other single phoneme (e.g., bargebar) and contained full orthographic overlap, as well as phonological overlap.
choosing items of the same word class, frequency, and number of phonemes and letters as in the primed condition.
The entire stimulus set may be viewed in the Appendix.
Stimulus Recording
Sound files were digitally recorded in a sound-attenuated booth by two native speakers of U.S. English-one female (prime words) and one male (target words)-who were naive to the purpose of the experiment. The speakers were coached in pronouncing the words and nonwords correctly and in delivering all items clearly and with a consistent intonation, sound level, and speed. A pseudorandom recording order was created to ensure that no changes in speech over the course of the recording session would correlate with experimental factors.
Recordings were later filtered of white noise, edited into individual sound files, and further normalized for sound level. Analyses of sound file lengths confirmed that these were properly balanced (see Table 1 ).
EEG Recording
We recorded EEG using 26 electrodes embedded in an ElectroCap. These electrodes consisted of the 19 electrodes of the International 10-20 system (Jasper, 1958) plus 7 additional electrodes at positions AF3/4, FC5/6, CP5/6, and POz. Four external electrodes recorded the left mastoid, right mastoid, left-horizontal electrooculogram (EOG), and left-vertical EOG. EEG was recorded with reference to the left mastoid and was later re-referenced to the average of the two mastoids. Signals were amplified (320,000), filtered (0.1-80 Hz), and digitized at a sampling rate of 256 Hz (SA Instrumentation). Eyeblinks that were uncontaminated by additional artifacts were corrected using an adaptive filtering algorithm.
On the basis of visual inspection of the averaged data, mean amplitudes were calculated for prime words and target words across two time windows of 300-500 msec and 500-700 msec following word onset, in relation to a 100-msec window preceding word onset. The 300-to 500-msec window was chosen because it centered on the N400 negativity. It was clear that additional differences were emerging following 500 msec; thus, a second window of equal size, from 500 to 700 msec, was chosen to examine these later effects. No main effects of electrode are reported. Interactions involving electrode are reported with uncorrected F values and degrees of freedom and with Greenhouse-Geisser-corrected p values.
Topographic maps showing the distribution of the N400 effect for the target words were created by calculating voltage differences between the unprimed and primed conditions at each electrode and interpolating voltage differences for the rest of the scalp using a spherical spline mapping method (Perrin, Pernier, Bertrand, & Echallier, 1989) . used in the primed and unprimed conditions-as well as the prime words in the nonword condition-on factors such as lemma frequency, syllabicity, word class, number of phonemes, number of letters, and-in the case of irregular verbs-the type of irregularity. This was done simultaneously with the constraint to balance the same factors as closely as possible between the regular, irregular, pseudopast, and orthophono conditions. Further constraints on the selection of stimulus items for each word type were as follows.
Regular verbs. We selected 150 regular verbs and divided them among the primed, unprimed, and nonword conditions. All were the /t/ or /d/ rather than the /Id/ allomorph, in order to control for syllabicity with the other conditions. Regular past tenses that shared pronunciations with other words ( packed/pact, missed/mist) were avoided.
Irregular verbs. We selected 150 of the ~180 irregular English verbs. Modal forms (e.g., could-can, would-will ) were avoided, as were words that are typically regularized in U.S. English (e.g., learnt-learn, spilt-spill ). The chosen items were divided into primed, unprimed, and nonword conditions as follows: First, to avoid repetition priming, the 26 no-change irregulars (e.g., put) were used as primes only in the nonword condition. The remaining 45 weak irregulars in the set (e.g., spent-spend) were divided between the primed (n 5 23) and unprimed (n 5 22) conditions. The rest of the words in the three conditions (ns 5 27, 28, and 24) were strong verbs (e.g., spoke-speak), or, in two cases, suppletive verbs (was-is, went-go). Care was taken to distribute the subordinate families of irregular verbs as evenly as possible throughout the three conditions, given these constraints.
Pseudopast. We selected 50 pairs of semantically unrelated words in which the prime word differed from the target word by the addition of /t/ or /d/ in a manner phonologically consistent with the regular past tense. Potential stimuli overlapping with items in the verb conditions (e.g., field-feel, bide-buy) and sharing pronunciations with regular verbs were avoided. Given the small number of appropriate monosyllabic pairs available in English, these 50 pseudopasts were all used in the primed condition. The items in the unprimed and nonword conditions were designed by choosing items of the same word class, frequency, and, to the extent possible, number of phonemes and letters as in the primed condition.
Orthophono. We selected 50 pairs of semantically unrelated words in which the prime word differed from the target word by the addition of a single phoneme and one or two letters. Unlike in the pseudopast condition, this addition was not phonologically consistent with any regular past-tense form, and the spelling of the shorter target word was completely contained within the spelling of the longer prime word. These 50 orthophono prime-target pairs were all used in the primed condition. As in the pseudopast condition, the items in the unprimed and nonword conditions were designed by Comparisons of the mean priming effect sizes for regular verbs (73 msec), weak irregular verbs (60 msec), and strong verbs (136 msec) suggest that the regular verbs may have primed more strongly than did the weak irregular verbs. However, this relies on a power-biased comparison of 50 potential observations per participant for the regular verbs and 23 potential observations for the weak irregulars, a comparison which, despite this bias, was not significant [t(15) 5 .87, p 5 .40]. In contrast, the priming effect for the 27 strong verbs was numerically larger than that of the 50 regular verbs, and, despite a bias in power favoring the reverse effect, was statistically significant [t(15) 5 2.5, p 5 .03].
ERP Data: Target Words
Central-parietal region of interest (ROI). As preliminary analyses using two time windows (300-500 and 500-700 msec) over all 26 scalp electrodes revealed an N400 priming effect that was centered over central-posterior electrodes, we first chose a 9-electrode ROI (Cz/Pz/POz/ C3/C4/CP5/CP6/P3/P4) to examine the relative sizes and durations of the N400 effects across the four conditions ( Figure 2) . A pair of 4 3 2 3 9 ANOVAs were performed using the variables of word type, priming, and electrode for this ROI-one for each time window.
During the 300-to 500-msec window, there was no main effect of word type ( p 5 .28), but there was a robust effect of priming [F(1,15) However, both verb classes reliably primed more strongly than did each semantically unrelated control, and the orthophono condition primed more strongly than did the pseudopast condition (five interactions, each p , .001).
In an analysis that divided irregulars into strong and weak irregular verbs (Figure 3) , a highly significant priming effect was found for both [strong, F(1,15) ( p 5 .23) conditions. In contrast with that during the earlier 300-to 500-msec window, the priming effect during the 500-to 700-msec window was significantly larger for the irregular than for the regular verbs [F(1,15) 
RESULTS

Behavioral Data
An ANOVA on the response times for correct lexical decisions revealed main effects of word type [F(3,45) 
Participants tended to be faster overall in responding to the two verb conditions and slower for the two phonological conditions, independent of the priming manipulation. They were also faster in responding to primed words (Figure 1A) . The interaction between word type and priming was not significant [F(3,45) 5 1.9, p 5 .15]. Nevertheless, we performed a series of planned comparisons, given that a major interest a priori was the relative sizes of the four priming effects. Significant positive priming was found for each of the four word types individually [regular, 73 msec, t(15) In a second analysis, we explored the effect of the degree of irregularity within the irregular word set (Figure 1B When comparing the strong and weak irregular verbs during this window, we found significant priming for both [strong, F(1,15) Scalp distributions. The ROI analysis just described limited the data to the central parietal electrodes in which the N400 is most readily observed. This was done to maximize sensitivity for the detection of differences in the amplitude of the N400 priming effect as a function of word type. This approach may result in a failure to observe differences in the scalp distribution of the effect across word types. Therefore, the priming effect sizes at all scalp electrodes were used to generate topographic maps at both the 300-to 500-msec and 500-to 700-msec windows for the four word types ( Figure 4A ) and the weak irregular/ and 1.98, respectively), the pseudopast and orthophono primes had slightly lower frequencies (1.22 and 1.06, respectively). In contrast to the two verb conditions, the pseudopast and orthophono stimuli consisted mostly of nouns, followed by verbs, adjectives, adverbs, and a few closed-class words, all balanced between primed and unprimed items. N400 amplitude tends to be larger for low-frequency words (Rugg, 1990) and larger for nouns than verbs (Federmeier, Segal, Lombrozo, & Kutas, 2000; Khader, Scherag, Streb, & Rösler, 2003) .
As with the target words, the presentation of the primes also elicited N400s that were centered over centralposterior electrodes, and we chose the same 9-electrode ROI ( Figure 5) . A pair of 4 3 9 ANOVAs were performed using the variables word type and electrode, one for each of the 300-to 500-msec and 500-to 700-msec windows. The data were collapsed across the priming variable for this analysis because no systematic differences existed across this variable for the prime words (see the Appendix).
During the 300-to 500-msec window, there was a main effect of word type [F(3,45) 5 3.1, p 5 .03]. Six post hoc comparisons among the four word types revealed that the ERP to the pseudopast words was significantly more negative than that to either the regular [F(1,15) 5 6.4, p 5 .02] or orthophono [F(1,15) 5 6.7, p 5 .02] conditions. The other four comparisons were not significant ( p . .15).
During the 500-to 700-msec window, there was also a main effect of word type [F(3,45) 5 5.6, p 5 .002]. Post hoc comparisons revealed that the ERPs to the pseudo past and orthophono words were each significantly more negative than those to the regular and irregular verbs [P , R, F (1, 15) Figure 4B ). These figures first provide another visualization of the prolonged priming effect for irregular verbs and of the dependence of this effect on the strong verbs specifically.
The figures also suggest that the topography of the N400 priming effect differed across the conditions. To fully explore this possibility, we performed a final pair of analyses using 16 electrodes grouped into four quadrants (anterior left, FP1/F3/F7/FC5; anterior right, FP2/F4/F8/ FC6; posterior left, O1/P3/T5/CP5; posterior right, O2/ P4/T6/CP6). We conducted a final pair of 4 3 2 3 2 3 2 ANOVAs for the two time windows with word type, priming, anterior/posterior, and left/right as factors.
The only interactions involving the latter two variables were one between priming and anterior/posterior for the early window [F(1,15) 5 37.9, p , .001], confirming that the N400 priming effect was larger for the posterior electrodes, and a trend toward an interaction between priming and left/right, also during the early window [F(1,15) 5 3.4, p 5 .086], suggesting a slightly larger priming effect over the left hemisphere. No interactions between these variables and word type were observed (all ps . .20), indicating that the topography of the N400 priming effect did not differ significantly across word type.
ERP Data: Prime Words
We also conducted an analysis of the ERPs to the prime words. These ERPs were expected to be similar to each other, given the design of the stimuli, and, if anything, to differ subtly according to necessary differences in word frequency and part of speech. Although the frequencies for the regular and irregular verbs were nearly perfectly balanced (mean log lemma frequency per million of 1.94 
DISCUSSION
Similarities and Differences Between Regular and Irregular Effects
Both regular and irregular past-tense forms serve as effective primes for corresponding present-tense forms in healthy participants in the immediate-priming design.
Additionally, both forms of priming are associated with a reduction in the N400 component over central-parietal electrodes. This reduction was of a longer duration for irregular forms, lasting well into the later 500-to 700-msec window.
Although the longer N400 reduction was not associated with a significantly larger behavioral effect for the irregular verbs, there was a trend in this direction (73 msec for regulars; 91 msec for irregulars). A reconsideration of previously reported priming data suggests that stron-priming would predict a larger effect for the regulars, but not for the irregulars, as we observed. Also, the time courses of the effects were different: Whereas the priming effect for the two verb conditions was observed across both windows (300-700 msec), the formal effects were limited to the early window (300-500 msec), and the regular-irregular difference was limited to the late window (500-700 msec).
The longer duration of priming for irregular than for regular verbs could be due to a difference in morphological processing per se. However, we are unaware of any proposed morphological mechanism that predicts a greater extent of priming for the irregular verbs in the immediate-priming design. In particular, morphological ger priming is consistently found for irregular verbs than for regular verbs in healthy control groups (Longworth, Keenan, et al., 2005; Marslen-Wilson & Tyler, 1997; Tyler, de Mornay Davies, et al., 2002; Tyler et al., 2004) , although a significant interaction between priming and regularity is only observable in some of these cases. Before considering the reason underlying these differences, we note that caution should be used when interpreting the performance of patients with significant priming for irregulars and not for regulars (as is sometimes the case with anterior aphasics), given that the former is simply a more robust effect.
The formal priming effects (phonological and orthographic) that we observed in this experiment do not explain the regular-irregular difference. Positive formal cally predicted such a difference (Joanisse & Seidenberg, 1999) . Stronger semantic links between irregular past-and present-tense forms may result from the less predictable phonological relationship between the two, in contrast with the perfectly predictable phonological relationship between regular past-and present-tense forms. Indeed, recent analyses of lexical statistics suggest that irregular verbs may cluster more densely in semantic space (Baayen & Moscoso del Prado Martín, 2005) , which suggests that semantics may play a much stronger role in determining verb inflection than was previously believed.
Phonological and Orthographic Effects
Primes and targets that are related only in terms of phonological and orthographic overlap do prime one another behaviorally in this design. This contrasts with previously reported results that have tested for such effects with less power (Longworth, Keenan, et al., 2005; Tyler, de Mornay Davies, et al., 2002; Tyler et al., 2004) . Such priming is also associated with a reduction of the N400 component, as has been shown previously (Praamstra, Meyer, & Levelt, 1994) , although other studies have suggested that a unique component reflecting phonological mismatch precedes the N400 (e.g., Connolly & Phillips, 1994) . These effects are much smaller and shorter lived than those of the semantically and morphologically related verb tense conditions (see also Doyle, Rugg, & Wells, 1996) and do not in isolation account for the difference between the regular and irregular verbs. The observation of this effect may prove useful in future studies testing for the relationship between deficits in regular morphology and phonological processing.
Larger N400 priming was observed during the orthophono condition than during the pseudopast condition. Both of these conditions contained phonological overlap, but they differed in two ways. The first difference was that the pseudopast condition was constructed in such a way that prime and target differed only by the removal of a dental stop consonant (e.g., bead-bee), whereas the orthophono condition differed by the removal of other consonants (e.g., barge-bar). The second difference between the two was that, by necessity, most pseudopast pairs included spelling changes, and this resulted in greater orthographic overlap for the orthophono condition. We suggest that this is the reason for the N400 difference between the two, despite the fact that all stimuli were spoken and not written. Such a result is consistent with previous work suggesting access to orthographic codes during speech perception (Miller & Swick, 2003) .
Comparison of Regular, Weak Irregular, and Strong Verbs
The most intriguing result of the present study resulted from the division of the irregular verb set into two halves corresponding to strong verbs (e.g., spoke-speak) and weak irregular verbs (e.g., spent-spend ). The past-tense forms of weak irregular and strong verbs were shown to prime their present-tense forms. Furthermore, the N400 and response-time priming effects for the strong verbs were stronger than those for the weak irregular verbs and for the regular verbs (e.g., looked-look) . This suggests that the regular-irregular difference in this experimental priming does not easily explain the observation that the strong verbs in particular-and not all irregular formsdrove this regular-irregular difference.
Given this observation, we suggest that greater semantic priming occurs between irregular past-and present-tense forms than between regular past-and present-tense forms. This suggestion is consistent with the reliance of irregular morphology on semantic representations posited by some single-system theories (e.g., Joanisse & Seidenberg, 1999) , but may be problematic for at least some variants of the dual-system approach. In the remainder of this Discussion, we further consider the nature of the link between irregular morphology and semantics, return to the phonological and orthographic effects, and finally discuss the comparison of regular, weak irregular, and strong verbs.
Irregular Morphology and Semantics
The relationship between irregular morphology and semantic representations is currently under much debate, given the prediction of single-system theories that irregular verbs may be more dependent on semantic representations than are regular verbs (Joanisse & Seidenberg, 1999; McClelland & Patterson, 2002) . Both dual-and single-system theorists acknowledge that deficits in both irregular morphology and semantics are often associated with more posterior aphasias affecting the temporal lobe. The main point of disagreement is whether deficits in irregular morphology and semantics simply co-occur as the result of large brain lesions that are likely to damage neighboring, but independent, modules (Miozzo, 2003) or whether deficits in irregular morphology arise directly from compromised semantic representations (Patterson et al., 2001 ).
The dual-system "words and rules" theory (Pinker, 1999) , while arguing that irregular past-tense verbs are stored in the mental lexicon as fully listed words, makes a distinction between the mental lexicon and semantic representations, suggesting that they are separate modules and are not tightly linked. This is based in part on behavioral evidence suggesting that semantic information does not play a role in the generation of past tenses (Kim, Pinker, Prince, & Prasada, 1991; cf. Ramscar, 2002) . Also, neuropsychological evidence suggests that irregular morphology and semantics can dissociate following brain damage (Miozzo, 2003; Miozzo & Gordon, 2005; Tyler et al., 2004) .
Another dual-system theory, the declarative/procedural model (Ullman, 2001 (Ullman, , 2004 , may be more amenable to a deeper connection between irregular morphology and semantics. According to the declarative/procedural model, irregular morphology depends on temporal lobe structures that underlie "declarative" memory, including both episodic and semantic memory. While maintaining a clear distinction between regular and irregular morphology like other dual-system theories, the declarative/ procedural model suggests that the mental lexicon (and irregular morphology) may be grounded in the semantic representations of declarative memory.
The single-system perspective most easily integrates our suggestion of greater semantic facilitation between irregular past-and present-tense forms than between regular pastand present-tense forms, because this approach has specifi-less power (the weak irregulars). Alternatively, the null result suggested by this comparison may simply reflect a lack of systematic differences between regular and weak irregular priming effects in this design.
The continuum argument may be an oversimplification of the differences between the weak irregulars and the strong verbs in terms of their phonological properties. Although the weak irregulars end in a dental stop consonant in the past tense, just as the regulars do, this does not mean that the past tense of weak irregular verbs is more phonologically predictable than are the past tenses of strong verbs. In fact, the strong verbs, with clear family resemblances in present-past mapping, have historically drawn in new members from the weak verb classes. Examples of this include the verbs wear and ring, which previously followed a (pre-regular) weak pattern (Hare & Elman, 1995) , and, more recently, the verb sneak, whose strong irregular past snuck began to replace the regular form sneaked in some U.S. English dialects in the 19th century (Pinker, 1999) . These historical observations parallel psycholinguistic patterns, including the errors that children and adults make when performing past-tense generation tasks (Bybee & Slobin, 1982) . To our knowledge, the relative degrees of phonological regularity between (and within) the classes of weak irregular and strong verbs is an open empirical question that will be informed by both diachronic and synchronic data.
Nevertheless, the present study advances a new empirical observation that must be accounted for by any complete model of the English past tense-a significant behavioral and electrophysiological difference between the processing of weak irregular verbs and strong verbs. Most empirical studies of the past tense have not examined how the large heterogeneity within the irregular class may contribute to dissociations between regular and irregular verbs (but see Bird et al., 2003; Joanisse & Seidenberg, 2005; Patterson et al., 2001) . Such finer distinctions within the irregular class will prove critical in determining the most appropriate characterization of English past-tense formation. design is primarily driven by the inclusion of strong verbs in the irregular set.
AUThOR NOTE
The dual-system model does not easily incorporate a dissociation between weak irregular and strong verbs, nor does it incorporate a regular-irregular dissociation that is driven by strong verbs specifically. In all versions of the model that have been articulated, a categorical distinction is maintained between regular and irregular verbs: Either a verb conforms to the regular /d/ pattern, and its past tense is generative, or the verb is an exception, and its past tense is represented lexically.
One might attempt to incorporate the present results within the dual-system model by arguing for morphological decomposition of all weak verbs-including weak irregulars-and full listing of only the strong verbs in the lexicon. However, this is a rather nonparsimonious solution that eliminates all of the advantages of the dualsystem model. Instead of a model with a single rule (with three perfectly predictable /d/ allomorphs) accounting for all regular verbs, and a myriad of exceptions encoded in the lexicon for all irregulars, a weak-strong dual-system model would result in both a myriad of rules to cover pasttense formation for all of the weak verbs (including regulars and weak irregulars) and individual lexical encoding of all of the remaining strong exceptions.
Our results partly, but not completely, conform to the predictions of single-system approaches arguing that regular, weak irregular, and strong verbs fall on a continuum of dependence on phonological and semantic representations. In the model of Joanisse and Seidenberg (1999) , regular and irregular verbs differ in their dependence on phonological and semantic representations in mapping the relationship between the present-and past-tense forms. One might argue that the predictability in phonological mapping between present-and past-tense forms for a weak irregular verb falls between that of a regular verb (very high in predictability) and a strong verb (lower in predictability). If this is true, the model of Joanisse and Seidenberg (1999) would predict that dependence of a weak irregular verb on semantic representations for linking present-and past-tense forms should be greater than that of a regular verb (less dependent on semantics), but less than that of a strong verb (highly dependent on semantics). If so, this would suggest that priming effects for weak irregular verbs should be intermediate in size and duration in comparison with those for regular and strong verbs.
The present study provides support for half of this prediction, documenting the greater behavioral and N400 priming for strong verbs than for weak irregulars, but not for weak irregulars in comparison with regulars, which were statistically equivalent. One possible explanation for the latter is our choice in experimental design-having equal numbers of regular and irregular verbs in the study, rather than having equal numbers of regular, weak irregular, and strong verbs. The power bias after splitting the irregulars into weak irregular and strong may not have permitted the observance of differences between an effect that the single-system model predicts to be smaller, but is observed with greater power (the regulars), and an effect that the model predicts to be larger, but is observed with 
