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Abstract: We consider constraints on higher-dimensional operators for supersym-
metric effective field theories. In four dimensions with maximal supersymmetry and
SU(4) R-symmetry, we demonstrate that the coefficients of abelian operators F n
with MHV helicity configurations must satisfy a recursion relation, and are com-
pletely determined by that of F 4. As the F 4 coefficient is known to be one-loop
exact, this allows us to derive exact coefficients for all such operators. We also argue
that the results are consistent with the SL(2,Z) duality symmetry. Breaking SU(4)
to Sp(4), in anticipation for the Coulomb branch effective action, we again find an
infinite class of operators whose coefficients are determined exactly. We also con-
sider three-dimensional N = 8 as well as six-dimensional N = (2, 0), (1, 0) and (1, 1)
theories. In all cases, we demonstrate that the coefficient of dimension-six operator
must be proportional to the square of that of dimension-four.
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1 Introduction and motivations
The dynamics of the lower energy effective theory are encoded in the coefficients of
higher-dimensional operators, which corresponds to polynomial expansions of con-
stant field strengths and derivative expansions thereof. In principle these coefficients
can be obtained by integrating away the massive degrees of freedom in the path
integral. However this is difficult to preform exactly, and moreover the underlying
Lagrangian may not even be known. On the other hand it is long known that su-
persymmetry imposes non-trivial constraints, and in some cases, the coefficients can
be determined exactly. Early examples for four-dimensional supersymmetric gauge
theories are the work of Dine and Seiberg [1], which determines four derivative terms
(include F 4) exactly by using half-maximal supersymmetry and conformal symme-
try. Maximal supersymmetry without conformal symmetry can also determine four
derivative terms in one dimension [2], three dimensions [3] as well as theories with
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finite N [4]. Furthermore, for N = 4 quantum mechanics, one can show that the
coefficient of six-derivative terms are completely determined by that of four deriva-
tives [5]. Supersymmetry has also been extensively used to study higher derivative
terms in the effective actions of maximal supersymmetric gravity theories with many
interesting exact results have been obtained [6–12].
The difficulty in going beyond six-derivative terms stems from the complication
of determining the necessary deformations to the SUSY transformations, as well as
ambiguities associated with field redefinitions in the effective action. On the other
hand, similar difficulty was encountered in determining of local counter terms for
supergravity theories. There an alternative approach was developed by considering
on-shell matrix elements associated with the local operator [13]. The advantage of
this approach is that SUSY is linearly realized regardless of the multiplicity [14],
where the information of nonlinear transformation rules, as well as the non-linear
gauge symmetries, are encoded in the locality constraints for the matrix elements,
i.e. that they can only have physical poles and the residues must factorize into
lower-point matrix elements. Such an approach was recently extended to effective
gravitational theories with maximal supersymmetry in diverse dimensions [15, 16],
as well as gauge theories [17, 18].
In four dimensions, a possible non-renormalization theorem for abelian F n was
conjectured in [19]. In particular, explicit perturbative computations at two loops
(the one-loop contribution to F 6 vanishes) showed that the coefficient of F 6 coincides
with the effective action of a single D3-brane in the AdS5 × S5 background.1 Moti-
vated by the AdS/CFT duality ofN = 4 SYM and IIB string theory inAdS5×S5 [21],
it was argued that this coefficient for F 6 is two-loop exact. This is in agreement with
the analysis of [22] where it was shown that the coefficient of F 6 must be proportional
to the square of that of F 4, which is one loop exact. It was further conjectured in [19]
that for more general operator F 2l+2, there is one and only one particular Lorentz
structure for each F 2l+2 which should have a “protected” coefficient and receive con-
tributions only from the l-th loop order2.
In this paper, in a remarkable simple way we will prove the above conjectured
non-renormalization theorems, and make it precise which particular part of the op-
erator F 2l+2 is protected. In particular, the field strength Fµν can be separated into
(1, 0) and (0, 1) representation of SL(2,C), corresponding to self-dual and anti self-
dual field strengths respectively, which we will denote as F+ and F−. Thus a general
operator (F )2k may be separated into a sum of operators of the form (F−)
2p(F+)
2q
1Recently it was conjectured [20] that the effective action of a single D3-brane in the AdS5 × S
5 back-
ground with one flux gives the full effective action of N = 4 SYM with SU(2) gauge group in the Coulomb
branch.
2This particular part of F 2l+2 was conjectured to match onto the corresponding structure in the expan-
sion of Dirac-Born-Infeld (DBI) action [19]. As we will see that this statement is not precisely correct since
only the so-called “MHV” parts of DBI action are protected, while all the non-MHV operators are expected
to receive all order corrections.
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with p + q = k, and we denote its coefficient as cp,q0 where the subscript 0 indicates
that it has no derivative in contract to the operator DmF n. We will prove that the
coefficients of so-called maximally helicity violating (MHV) operators (F−)
2(F+)
2q
(as well as their parity conjugate (F+)
2(F−)
2q) are given by:3
c1,q0 = 4
q−1(c1,10 )
q , (1.1)
i.e. they are determined in terms of that of the four-point operator (F−)
2(F+)
2. As
the latter is known to be one-loop exact [1], this implies that the operator (F−)
2(F+)
2q
receives contribution at q loops and is exact. Furthermore, as there are no instanton
corrections to c1,10 , this result also predicts the absence of instanton corrections for
these set of operators. This is consistent with explicit one-instanton computations,
which shows that such operators are absent in the one-instanton effective action [23].
This result is obtained by showing that no N = 4 supersymmetric local matrix el-
ements with SU(4) R-symmetry exist for such operators. This fact implies that the
contribution of the local operator to the on-shell matrix element must cancel against
polynomial terms generated through factorization diagrams involving lower multi-
plicity operators. This sets up a recursive construction that iteratively relates the
coefficients of higher multiplicity operators to that of the leading higher-dimensional
operator.
On the Coulomb branch, the SU(4) R-symmetry is expected to be broken to
Sp(4). We also proceed to analyze classes of Sp(4) invariant operators. We find
that similar to MHV operators, the coefficient of (F−)
2(F+)
2qφ, denoted as c1,q0 (φ),
is again completely determined by the coefficient of (F−)
2(F+)
2φ and (F−)
2(F+)
2:
c1,q0 (φ) = q4
q−1(c1,10 )
q−1c1,10 (φ) . (1.2)
The operator (F−)
2(F+)
2φ is only generated at one loop, and since c1,10 is also one-loop
exact, eq.(1.2) yields the exact coefficient of (F−)
2(F+)
2qφ on the Coulomb branch.
A similar statement is found for the operator (F−)
2(F+)
2φm. We also explicitly
compute the coefficient of (F−)
2(F+)
2φ and show that it is simply twice of that of
(F−)
2(F+)
2. This result combined with eq.(1.2), allows us to conclude that the exact
effective action must contain:
∞∑
q=1
(4)q−1
(
− λ
2(4π)2
)q
(F−)
2(F+)
2q
|X2|2q , (1.3)
where λ = N ∗ g2YM , and X2 is the SO(6) invariant inner product of the six scalars.
Note that while this result coincides exactly with that of DBI action in AdS5 × S5
background, and it is valid for all N .
For more general non-MHV operators as well as anyDmF n operators withm ≥ 4,
there exists local supersymmetric matrix elements and hence their coefficients are not
3In this paper, the coefficients are defined up to an over all 1
g2
Y M
in front of the action. Thus the
coefficient of F 2 is − 1
4
.
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tied to other lower-point operators. We believe that such operators generally receive
all-loop as well as instanton corrections. Indeed from an one-loop general computa-
tion in [19], one can find that, unlike the MHV operators, all the non-MHV operators
(F−)
2p(F+)
2q start to appear already at one loop. Furthermore, perturbative loop
and instanton computation shows that D4F 4 is not protected either [23].
We extend our analysis to theories in three dimensions and six dimensions. Un-
like four dimensions, the R-symmetry of these theories generically contains a U(1)
subgroup whose generator enforces uniform degree of Grassmann parameters for a
given multiplicity, and thus there exists no similar helicity categorization as in four
dimensions. Instead, we will only focus on dimension-six operators. We find that
for the theory with maximal N = 8 supersymmetry in three dimensions, there is no
SUSY completion, and we deduce that the coefficient of the dimension-six operator
must be proportional to the square of dimension-four operator in the theory. The
precise coefficient can be read off from the three-dimensional DBI action. This result
applies to theories with SO(8) and SO(7) R-symmetry, where the latter corresponds
to that of SYM. Note that it is known that the dimension-four operator receives
perturbative and non-perturbative corrections [1, 3]. This result immediately yields
the corresponding corrections for the dimension-six operator. We find the same con-
clusion for N = (2, 0), N = (1, 0) and N = (1, 1) theories in six dimensions. 4
The paper is organized as follows: In section 2, we first introduce the general
idea of our approach, by studying the SUSY completion of the S-matrix elements
associated with the local operators of our interest, for particular class of operators
we can make precise statements which relate the coefficients of higher-point opera-
tors to that of lowest-point operator. We begin with four-dimensional theories with
maximal supersymmetry. We find there is no SUSY completion for the S-matrix
of the MHV operator (F−)
2(F+)
2q as well as that of the SU(4) breaking operator
(F−)
2(F+)
2qφ, and thus lead to recursion relations for the coefficients of these two
classes of operators, with recursions given in equations (2.26) and (2.49). We also
comment that our findings are consistent with SL(2,Z) symmetry of N = 4 SYM.
We then move on to theories in other dimensions, unlike in the case of four dimen-
sions where one can classify the operators by their helicity configurations, in three
and six dimensions we only consider dimension-six operators. In section 3, we study
the S-matrix of the dimension-six operator in a three-dimensional theory with maxi-
mal supersymmetry. We again find such S-matrix cannot exist to be consistent with
N = 8 supersymmetry in three dimensions, and thus we conclude that the coefficient
of the dimension-six operator must be proportional to the square of the coefficient of
the dimension-four operator, and for the later the result is known perturbatively and
non-perturbatively. In section 4, we extend our analysis for theories in six dimensions
with various choices of supersymmetry: (2, 0), (1, 0) and (1, 1). We find for all these
cases, there is no consistent supersymmetric S-matrix with right properties, and thus
4The absence of local dimension-six operators for N = (2, 0) was already noticed in [24].
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the same as the three-dimensional case, the coefficients of dimension-six operators
in these theories are all determined by those of dimension-four operators. We finish
the paper with conclusions and remarks in section 5.
2 Four dimensions
In four dimensions, with the aid of spinor helicity formalism and helicity decom-
position, it is possible to determine the absence of local supersymmetric invariant
matrix elements for a large class of operators. Here we will follow the approach
developed for counter terms of N = 8 supergravity by Elvang, Freedman and Kier-
maier [13]. The absence of local SUSY matrix elements implies that factorization di-
agrams will produce local polynomials that exactly cancels the corresponding bosonic
operator. As the factorization diagram involves lower multiplicity operators, SUSY
fixes the coefficient of the operator in question in terms of lower multiplicity ones.
Thus the coefficient of any local operator that does not have a corresponding local
super-matrix element is fixed in terms of lower multiplicity ones, perturbatively and
non-perturbatively.
2.1 Local SUSY invariants with maximal supersymmetry
We begin by identifying which operators’ matrix elements do not have local SUSY
completion. The analysis is a two-step process:
• First construct the most general invariant respecting supersymmetry and R-
symmetry. This determines the polynomial dependence on the grassmann vari-
ables, up to pure kinematic factors. The kinematic factors are fixed in terms
of a few component matrix elements, by projecting the latter out from the
super-function. The number of basis elements needed can be greatly reduced
by employing permutation symmetry for abelian theories we are considering.
This yields the supersymmetric completion of the basis component elements.
• Apply multi-line shifts [25] to probe the singularities of the super-function,
which generically have manifest poles. If one can show that the poles do not
cancel for any one of the component elements, then there exists no local SUSY
completion.
We will briefly review the process using N = 4 SU(4) R-symmetry as an ex-
ample. Due to the SU(4) R-symmetry, matrix elements must be of degree 4(k+2)
polynomials in ηI , which correspond to NkMHV elements.
MHV matrix elements:
We begin with the MHV case, for which the super-matrix element that reproduces
the correct component amplitude An(−,−,+, · · · ,+) is written as:
An = δ
8(Q)
〈12〉4 An(−,−,+, · · · ,+) , (2.1)
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where the supercharge conservation is defined as
δ8(Q) =
2∏
α=1
4∏
I=1
(∑
i
λαi η
I
i
)
. (2.2)
Here we use the standard spinor-helicity formalism,
pαα˙i = λ
α
i λ˜
α˙
i , (2.3)
and scalar products are given by
λαi λ
β
j ǫαβ = 〈ij〉 , λ˜iα˙λ˜jβ˙ǫα˙β˙ = [ij] , sij = 〈ij〉[ji] . (2.4)
We will now check if all component amplitudes coming from the above is local.
To test locality, we will perform three-line shifts on legs 1, 2 and n,5
λi → λiˆ = λi + zciξ , with
∑
i=1,2,n
ciλ˜i = 0 . (2.5)
This deforms the matrix element into a function of complex variable z, which allows
one to more readily study the pole structure of the function in question. Note that
we’ve chosen the shift such that the 〈12〉 pole has been deformed, and since we expect
no poles in An as they are the matrix elements of some local bosonic operator, this
ensures that all possible singularities of the super-function has been detected.
Finally, let us project out a component amplitude that is not the original basis
element, say An(+,+,−,−,+, · · · ,+), which is given by
An(+ˆ, +ˆ,−,−,+, · · · , +ˆ) = 〈34〉
4
〈1ˆ2ˆ〉4An(−ˆ, −ˆ,+, · · · , +ˆ) , (2.6)
and we have done a three-line shift on legs n, 1 and 2. The question at hand is
whether or not the fourth power pole may be cancelled by deformed spinor brackets in
An(−ˆ, −ˆ,+, · · · , +ˆ). This can be determined by the mass dimension of the operator
in question.
Let us first consider abelian F n operators. In four dimensions, one can write the
field strength as:
Fµν → Fαα˙,ββ˙ = ǫαβ(F+)α˙β˙ + ǫα˙β˙(F−)αβ (2.7)
where F− and F+ are the self-dual and anti-self-dual field strengths respectively.
In this language an F n operator can be decomposed into a sum of polynomials of
the form (F 2−)
p(F 2+)
q with p + q = n/2, and F 2−, F
2
+ indicates their SL(2,C) indices
are contracted. Note that here, the separation into F+ and F− is simply due to
irreducible representations of SL(2,C) and thus holds as an off-shell statement. Of
5A particular solution for cis that satisfy the last constraint, which is necessary for momentum conser-
vation, is given by c1 = [2n], c2 = [n1] and cn = [12].
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course when on-shell, they naturally settle into positive and negative helicity states
respectively.
For MHV due to its helicity configuration as well as the mass-dimension con-
straint, the basis element in eq.(2.6) must have 2 λ1’s, 2 λ2’s, and 2 λ˜k’s for k 6= 1, 2.
In other words, we can only have 2 spinor brackets in the numerator, and thus is not
sufficient to cancel the fourth order pole. Thus MHV local matrix elements do not
exist for F n operators for n > 4. For n = 4, we have shifted numerator in 〈34ˆ〉, and
momentum conservation allows cancellation to yield a local polynomial.
Next let’s consider D2pF n operators, again for the case of MHV, it requires 2
λ1’s, 2 λ2’s, and 2 λ˜k’s for k 6= 1, 2, but now with 2p additional pairs of |j〉[j| where
j can be arbitrary legs. This implies 2 + p spinor brackets, and thus can only cancel
the poles if p > 1, i.e. D2F n operators do not have a SUSY local completion for
MHV matrix elements. Let us see if D4F 6 exists. Now the requirement is that
An(−,−,+,+,+,+)
〈12〉4 (2.8)
to be local. This implies that it must be (here perm indicates permutation in
{3, 4, 5, 6} ) (
[12]2[34]2[56]2 + perm
)
(2.9)
All other possibilities are equivalent via Schouten identities. Thus in conclusion, we
have ruled out F n and D2F n matrix elements as having MHV local matrix elements,
but the S-matrix of DmF n with m ≥ 4 has a valid SUSY completion.
NMHV matrix elements: As discussed in [14], for an NkMHV matrix element,
the amplitude is given by
An = δ
8(Q)
〈nn−1〉4
∑
I
cI
k∏
a=1
(Xa)(ia)1,(ia)2,(ia)3,(ia)4 (2.10)
where I labels the distinct Young tableaux where the indices {(ia)1, (ia)2, (ia)3, (ia)4}
for a given a populates a row and are hence symmetrize while each column is anti-
symmetrized. The function X is defined as:
(Xa)(ia)1,(ia)2,(ia)3,(ia)4 =
4∏
A=1
ηAiA[n−2, n−3] + ηAn−2[n−3, iA] + ηAn−3[iA, n−2]
[n−2, n−3]4 (2.11)
and cIs are component amplitudes with legs n−3, n−2, n−1, n taking helicity
(+,+,−,−) respectively, while the remaining legs are determined by the 4k set
of indices {(ia)1,(ia)2, (ia)3, (ia)4}.
The important point is the presence of the fourth order pole 〈nn−1〉. To test
whether the singularity of this pole is a true singularity, we perform a three-line shift
on legs n−3, n−2, and n−1, such that 〈nn−1〉 → 〈nn̂−1〉. Next, we project out
the component matrix element An(−,−, · · · ,+,+,+,−). Note that this component
– 7 –
amplitude was chosen such that we have plus helicity on legs n−3, n−2, and n−1.
This is advantageous as this isolates the shifted angle brackets to be completely
contained in cI , which are the component amplitudes.
For NMHV D2pF n operators, we must have 6 λis and (n−3) λ˜is, with additional
p angle and square brackets respectively. Thus besides p = 0, we will in principle
have enough angle brackets to cancel the fourth order pole. However, for p = 0,
the matrix element is proportional to 3 angle brackets constructed from the three
negative helicity legs, and vanishes under permutation symmetry. One might wonder
if other component operators can have non-zero matrix elements, and thus we would
have a non-local SUSY element. In appendix B, we will show that using permutation
symmetry, we can express all possible components in terms of that of F n for n = 6,
and thus if the S-matrix of F 6 vanishes, so must each the whole super-matrix element.
Thus there exists no local super-matrix elements for NMHV with mass-dimensions
n, at least for n = 6. For any non-zero p’s, there can be NMHV local amplitudes.
For example, an explicit form of local SUSY completion of D2F 6 was given in [13].
Beyond NMHV, in general there will be sufficient number of angle brackets to cancel
the higher order poles.
It is intriguing to see what conclusions one can draw with reduced supersymme-
try. Such scenario may arise if one considers corrections due to BPS objects. For
N = 2 and N = 1, the on-shell degrees of freedom are encapsulated in two distinct
superfields, Φ, Ψ, which contains the positive and negative helicity vector respec-
tively [26]. Thus there are distinct n!
(k+2)!(n−k−2)! super-matrix elements for N
2MHV
configuration. For MHV, the super-matrix element that contains m(−,−,+, · · · ,+)
for F n can be written as:
An = δ
2N (Q)
〈12〉N An(−,−,+, · · · ,+) , (2.12)
where N = 1, 2. Following the previous analysis we can see that local super-matrix
elements can exists for N = 1, 2. For example, one has:
N = 2 : δ4(Q)([34]2[56]2 · · · [nn−1]2+perm)
N = 1 : δ2(Q)〈12〉([34]2[56]2 · · · [nn−1]2+perm) . (2.13)
Note that for N = 1 the super-matrix element is anti-symmetric in 1, 2. This is valid
since Ψ is fermionic for N = 1.
2.2 Implications for non-renormalization theorems
We now consider the implications of the above results for the higher dimensional
operators in an effective theory with N = 4 supersymmetry and SU(4) R-symmetry.
In the constant back ground approximation, we can write an effective Lagrangian as:
Leff =
∑
p,q=1
cp,q0
(F 2+)
p(F 2−)
q
(M2)2(p+q−1)
+
∑
m=1
∑
p,q=1
cp,qm
D2m(F 2+)
p(F 2−)
q
(M2)2(p+q−1)+m
+ · · · (2.14)
– 8 –
where · · · indicate its possible SUSY completions and M is some UV cut-off. In
general there are no constraints on cp,qm , and in the process of integrating away the
massive degrees of freedom, they can receive all-loop perturbative as well as non-
perturbative contributions. As we have seen, N = 4 supersymmetry with SU(4)
R-symmetry tells us that local matrix elements for MHV. helicity configurations do
not exists for F n operators. Note that the lack of MHV local supersymmetric matrix
element implies that the MHV amplitude is simply zero. This is because for an
abelian U(1) theory, the MHV amplitude cannot have any factorization poles. Thus
the only possibility is a local polynomial which we’ve just shown to not exist.
Furthermore, this also relates the coefficients of higher-point operators c1,p0 to
lower-point ones. For example at six points two F 4 operators must generate exactly
the same local polynomial as (F−)
2(F+)
4, and thus the coefficient of the latter must
be the opposite of the coefficient of this polynomial. This is indeed exemplified by
the DBI action as discussed in [27, 28]. We will show that this will allow us to
determine the exact coefficient for MHV operators with arbitrary multiplicity.
In the Feynman-’t Hooft gauge, the distinct field strengths contract as
(F−)αβ(F−)γδ → i(ǫαγǫβδ + ǫαδǫβγ) , (F+)α˙β˙(F−)γδ → −
i(pαγ˙pβδ˙ + pβγ˙pαδ˙)
p2
, (2.15)
and the Feynman rules for (2n)-point MHV operator c1,n−10 (F
−)2[(F+)2]n−1 in the
effective Lagrangian eq.(2.14) is
F+α1β1
F+α2β2
F−
α˙2β˙2
F−
α˙1β˙1
F+α2n−2β2n−2 iv2nωm˙1,m˙2(ωn1,n2ωn3,n4 . . . ω2n−3,2n−2 + permutation in ni) ,
v2n ≡ 2n(n− 1)!c1,p−1 ,
ωm˙i,m˙j ≡ 12(ǫα˙iα˙jǫβ˙iβ˙j + ǫα˙iβ˙jǫβ˙iα˙j ) ,
ωni,nj ≡ 12(ǫαiαjǫβiβj + ǫαiβjǫβiαj ) ,
. (2.16)
where it is understood that the free indices are to be contracted with external line
factors of the field strength, i.e. λαi λ
β
i and λ˜
α˙
i λ˜
β˙
i .
Let us consider the six-point matrix element with (F−i · F−j )(F+k ·F+l )(F+m ·F+n ).
From the Feynman rules one can deduce that only diagrams where legs (k, l) and (m,
n) sit at the same vertex respectively will contribute. Thus the counting amounts to
how many ways one can distribute the pairs of plus helicity field strength across a
graph. At six-point we have:
(iv4)
2 ∗ (2i)
i− j−(2!)∗
(2.17)
– 9 –
where in the above diagram the red line are with the external field strength F+s, and
the thick black line represents the contraction of two vertices. In this example, one
learns that: (1) each quartic diagram with negative helicities contracted with each
other yields a polynomial identical to a term in (F−)
2(F+)
4. (2) Each contraction
yields a factor of 2i from propagator. (3) the 2! factor in eq.(2.17) is the number
of ways the plus helicity pairs can be distributed across the diagram. Thus the
coefficient of v6 must be the opposite of this counting.
In fact, it will be convenient to blow up the six-point vertex as a factorization
diagram with a “wrong sign” propagator:
= (2!)∗i− j−
iv6 = (iv4)
2 ∗ (−2i) ∗ (2!) ,
i− j−
(2.18)
where the grey line represents the contraction between two vertices which gives a
factor −2i in matrix elements (in contrast to the factor 2i represented by the black
line in eq.(2.17)). We will see that the notation of black and grey lines for contractions
will be useful in proving general case. We can study 8-point matrix element to
understand the general pattern between the vertex coefficients. In the 8-point case,
diagrammatically, we have
+
(
3!
2!
)
(3!)
+
(
3!
2!
)
iv8 = 0 .j
−i− +
i− j−i− j−
(2.19)
We can use eq.(2.18) to express six-point vertex as two four-point vertices joined by
a grey line
i− j−(3!)
(
2
2
)
iv8 = 0 .+ (3!)
(
2
1
)
+i− j− (2.20)
One can see that the coefficient of 8-point vertex is related to join three four point
vertices with at least one black line and at most two black lines. The combinatorial
factor in each diagram is exactly the number of ways one can have to join the four-
point vertices with a given number of black and grey lines. Moreover, we know the
black line gives a factor 2i and the grey line gives −2i, so we can replace n black
– 10 –
lines by n grey lines with an additional factors (−1)n, this yields
iv8 = 0 .(3!) ∗
[
(−1)2
(
2
2
)
+ (−1)
(
2
1
)]
+i− j− (2.21)
From binomial expansion, we know(
n
n
)
(−1)n +
(
n
n− 1
)
(−1)n−1 · · ·+
(
n
1
)
(−1) = −1 , (2.22)
thus we have
iv8 = (3!)∗ i− j− , (2.23)
which is similar to the result of six-point vertex coefficient and can be considered
as three four-point vertices joined by two grey lines. In general case, for a 2n-point
vertex coefficient, we can divide all the diagrams into (n− 2) categories of diagrams
with 1, . . . , j, . . . , (n−2) contractions with black lines. Moreover, because we can
recast all vertices into four-point vertices with contractions by grey lines, a category
with j contractions by black lines contributes
(n− 1)!
(
n− 2
j
)
(iv4)
n−1 (2i)j︸︷︷︸
contractions
by black lines
(−2i)n−2−2j︸ ︷︷ ︸
contractions
by grey lines
. (2.24)
The sum of all categories again forms a binomial expansion like the one in eq.(2.21),
and we have
iv2n = (n− 1)!(iv4)n−1(−2i)n−2 , (2.25)
or
c1,q0 = 4
q−1(c1,10 )
q . (2.26)
So we completely determine the coefficient c1,q0 in terms of c
1,1
0 . If explicit form for
c1,10 is known, we then have precise formula for any c
1,q
0 .
This is precisely the case for N = 4 SYM in four dimensions. It was discussed
in [19], where the F 4 operator is generated at one loop with c1,10 = − λ2(4pi)2 , and is
non-renormalized through all loops as well as non-perturbatively. Thus combined
with the above analysis, it gives the exact coefficient for c1,q0 for the effective action
of N = 4 SYM on the Coulomb branch:
∞∑
q=1
(4)q−1
(
− λ
2(4π)2
)q
(F−)
2(F+)
2q
|X2|2q , (2.27)
where λ is the t’Hooft coupling Ng2YM and N correspond to SU(N). Note that this
result is valid for any N , and is perturbatively and non-perturbatively exact. This is
consistent with explicit computations with one-instanton corrections [23], the results
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show that indeed all the MHV operators (F−)
2(F+)
2q are absent in the one-instanton
effective action. The above result also tells us that (F−)
2(F+)
2q is only generated
at q-loop, with only planar sectors contributing, and do not receive any higher-loop
corrections. In the following we will argue that the result is consistent with the
known SL(2,Z) duality symmetry of N = 4 SYM.
2.3 Modular invariance
We have shown that maximal supersymmetry completely fixes the coefficient of F n
MHV operators. An interesting question is whether or not this is consistent with
the SL(2,Z) duality symmetry. This question can be made more precise by consid-
ering that these coefficients exactly coincide with DBI, which is known to be duality
invariant [29]. On the other hand, there is strong evidence to believe that the com-
plete effective action on the Coulomb branch will contain additional terms beyond
that of DBI. For example, an explicit computation has shown evidence for all-loop
renormalization for N2MHV (F−)
4(F+)
4 operators [30, 31]. The question then be-
comes whether or not such deformations are allowed under the constraint of exact
coefficients for MHV operators and duality symmetry. Here we will demonstrate the
answer is positive.
The SL(2,Z) duality transformations acts on the complexified coupling τ = θ
2pi
+
4pii
g2
YM
:= τ1 + iτ2 , as,
τ → aτ + b
cτ + d
, (2.28)
where a, b, c, d ∈ Z and ad − bc = 1. The field strength Fµν together with its dual
Gµν = iδL/δFµν form an SL(2, Z) doublet, namely(∗G
F
)
→
(
a b
c d
)(∗G
F
)
, (2.29)
where ∗ denotes the Hodge dual. To study duality transformation of actions, it is
useful to identify covariant objects under SL(2,Z). For example, the gauge coupling
τ2 transforms nicely as:
τ2 → τ2
(cτ + d)(cτ¯ + d)
. (2.30)
For the field strengths, one can define the following linear combinations that are
duality covariant:
F+ = 1
iτ2
(τF − ∗G) , F− = 1
iτ2
(τ¯F − ∗G) , (2.31)
such that under eq.(2.29), it transforms as
F+ → (cτ¯ + d)F+ , F− → (cτ + d)F− . (2.32)
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If we take the limit where the theory becomes non-interacting, i.e. all higher di-
mension operators are set to zero, then F± defined above are simply self-dual and
anti-self-dual field strengths, F±. Thus under SL(2,Z) transformations, F± trans-
forms covariantly at this order.
For the interacting case, the covariant field strengths (F+,F−) can contain both
self-dual and anti-self dual field strengths. They can be separated into SL(2,C)
irreducible representations:
(F−)(α˙β˙) = (F−)α˙β˙ + (F−)α˙β˙ [b1(F+)2 + b2(F−)2] + · · ·
(F+)(α˙β˙) = 0 + (F−)α˙β˙[b1(F+)2 + b2(F−)2] + · · ·+ · · · (2.33)
where bis are coefficients determined by δS/δF−. Now while duality symmetry rotates
between (F−)(α˙β˙) and (F+)(α˙β˙), one can re-express the transformation as a non-linear
redefinition of the field strength. In particular, the negative field strength would
transform as:
F− → τ¯F− + αF−(F+)2 + · · · (2.34)
The important point is that under the duality transformation, the number of negative
field strengths cannot decrease. Thus MHV operators only receives contribution from
itself under duality transformation and is completely isolated from all the NkMHV
operators. Thus from the MHV operators point of view, any deformation of the
NkMHV operators do not participate in the duality transformation of eq.(2.27).
2.4 Sp(4) invariants
On the Coulomb branch, prior to integrating away the massive modes, the R-
symmetry of the theory is broken down from SU(4) to Sp(4). After integrating
away the massive modes, we expect terms in the effective action that carries this
SU(4) breaking fingerprint. Thus in this section we proceed and analyze general
Sp(4) invariants.
Sp(4) generators GIJ can be obtained from linear combination of SU(4) ones
GI
J as
GIJ = G(I
KΩKJ) (2.35)
where ΩIJ is the Sp(4) metric. For us we will choose
Ω13 = −Ω31 = −1, Ω24 = −Ω42 = −1 (2.36)
all other entries are zero. As a result we have the following 10 generators,
G12 = G1
4 +G2
3, G23 = −G2 1 +G3 4, G34 = −G3 2 −G4 1
G41 = G4
3 −G1 2, G13 = −G1 1 +G3 3, G24 = −G2 2 +G4 4
G11 = G1
3, G22 = G2
4, G33 = −G1 3, G44 = −G4 2 . (2.37)
Let’s consider the solution to SUSY Ward identity with Sp(4) symmetry. First of all
from eq.(2.37) we see that the set of generators (G11, G33, G13), and (G22, G44, G24)
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forms an SU(2)×SU(2) subgroup, while the remaining generators mixes the two.
Thus we expect to write an Sp(4) invariant as a linear combination of the two SU(2)
invariants.
The first possible SU(4) breaking term is at five points. Let’s consider the min-
imum solution to these generators. Generally the superamplitude can be written
as,
An = δ8(Q)P2, P2 =
n∑
i,j,k,l=1
qijη
1
i η
3
j + pklη
2
kη
4
l , (2.38)
the subscript in P2 indicates it’s degree 2 polynomial in ηs. The vanishing under
(G11, G33) and (G22, G44) requires us to set qij to be symmetric in i, j and pkl to be
symmetric in k, l. Invariance under G12 requires
G12An = δ8(Q)
n∑
i,j,k,l=1
(qijη
1
i η
2
j + pklη
2
kη
1
l ) = 0 (2.39)
This tells us that qij = pkl. The same solution satisfies the remaining three genera-
tors, hence we arrive at:
P2 =
n∑
i,j=1
qij(η
1
i η
3
j + η
2
i η
4
j ) (2.40)
Following [14], the SUSY constraint imposed by Q¯α˙A =
∑
i λ˜
α˙
i ∂ηAi tells us that
An =
∑
1≤i≤j≤n−4
qijδ
8(Q)
(mi,n−3,n−2)1(mj,n−3,n−2)3 + (mi,n−3,n−2)2(mj,n−3,n−2)4
〈n−1n〉4[n−3, n−2]2 ,
(2.41)
where
(mi,n−3,n−2)I = [n−3, n−2]ηiI + [n−2, i]ηn−3I + [i, n−3]ηn−2I (2.42)
From the helicity weight, we can see that
qij = An({i, j},+,+,−,−) (2.43)
where all unmarked legs are all of positive helicity gluons. Thus the total basis
amplitudes contains a total of (n−4)(n−3)/2 of them. These are the minimal SU(4)
breaking elements, whose bosonic component contain two minus helicity photons one
scalar and arbitrary number of positive helicity photons.
For simplicity let’s define
Yi,j =
(mi,n−3,n−2)1(mj,n−3,n−2)3 + (mi,n−3,n−2)2(mj,n−3,n−2)4
[n−3, n−2]2 . (2.44)
These will be the building blocks to generate general SU(4) breaking Sp(4) invariants.
These will in general have degree 8 + 2k in ηs with k ∈ Z+, and we will refer them
as N
k
2MHV matrix-elements. Let’s consider some examples.
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At five-point, we only need 1 and that is An(φ,+,+,−,−) that originates from
the operator φF 4, the amplitude would be [23]2〈45〉2. Thus the superamplitude is
just
A5 = δ8(Q)(m1,2,3)1(m1,2,3)3 + (m1,2,3)2(m1,2,3)4〈45〉2 (2.45)
Beyond five-point, one can have multiple factor of Y s. For example, at six-point a
new solution to the Sp(4) SUSY Ward identity would be as follows:
A6 =
∑
1 ≤ i ≤ j ≤ 2
1 ≤ l ≤ k ≤ 2
δ8(Q)qij,lk
〈n−1n〉4 Yi,jYl,k
The coefficient qij,lk is symmetric in (i, j) and (l, k) while antisymmetric in (i, l) and
(j, k). We have
qij,lk = A6
({
i, j
l, k
}
,+,+,−,−
)
(2.46)
The total basis amplitude is now 3 for six-point.
We now look at whether or not there are local supersymmetric elements for
(F−)
2(F+)2qφm. We fist consider N
1
2MHV amplitudes. Note that since (F−)
2(F+)2qφm
have distinct mass-dimensions from (F−)
2(F+)2q(ψ¯ψ)
m
2 , they have distinct SUSY
completions. Thus for (F−)
2(F+)2qφ we have
An =
∑
1≤i≤n−4
qi
δ8(Q)
〈nn−1〉4Yi , (2.47)
with n = 2q+3. Let us again perform a three-line shift on n−2, n−1, and n−3. We
see that there is a fourth order pole in the denominator. Now let’s consider projecting
out An(−, · · · , φ(i),+,+,+,−), this choice ensures that all angle brackets coming
out of δ8(Q) do not contain the shifted ones. Note that this choice is only possible for
n > 5 with N
1
2MHV amplitudes. In such case, the only possible angle brackets stem
from qi, which is simply the component matrix element An(· · · , φ(i),+,+,−,−) for
(F−)
2(F+)2qφ. This will have exactly 2 angle brackets, and thus will not be sufficient
to cancel all the poles. For n = 5 it is straight forward to see from eq.(2.45) that the
poles cannot be canceled. Thus we conclude that there are no local N = 4 SUSY
completion for (F−)
2(F+)2qφ.
Note that the above result can be straightforwardly generalized to operators of
(F−)
2(F+)2qφm. These simply correspond to matrix elements of the form
δ8(Q)
〈n−1n〉4 qi1,,··· ,im
m∏
a=1
Yi1 · · ·Yia , (2.48)
where again the coefficients qi1,··· ,im are given by linear combinations of component
amplitudes An(· · · , φ(i1), · · · , φ(im),+,+,−,−) of (F−)2(F+)2qφm. Since the latter
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still has two angle brackets and cannot cancel against the fourth order pole, this
implies that its coefficient will again be iteratively determined by (F−)
2(F+)2φm,
which in fact again is one-loop exact [1] and can be obtained from eq.(2.50).
This proportionality can be easily fixed simply by considering the analogous
diagrams as in SU(4) case, with summing over all possible insertions of extra scalar
lines at each vertex. We will use c1,q0 (φ) as an example. Beginning at seven points,
we have two ways to assign the scalar line to one of the two vertices. As a result,
relative to the six-point vertex in eq.(2.18), there is an additional factor 2 in the
seven-point vertex. Furthermore seven-point vertex can be viewed as a contraction
of two four-point vertices with a overall factor 2 which is the number of possible ways
for the scalar insertion. The procedure iteratively continues to higher-point vertices
as what has been done before. In general, (2nv + 3)-point diagrams (except for the
diagram from contact term) can be categorized into nv 4-point vertices with different
numbers of contractions by black and grey lines and one scalar line assigned to the
one of the nv vertices. In other words, for each category of (2nv+3)-point diagrams,
it produces nv number of scalar insertion diagrams. It turns out there is an overall
nv factor for every category from the scalar insertion and the remaining contractions
between 4-point vertices give the same result as in analysis of MHV matrix element.
With nv = (n− 3)/2, this implies that
c1,q0 (φ) = q 4
q−1(c1,10 )
q−1c1,10 (φ) . (2.49)
Since c1,10 is protected and unrenormalized, this implies that c
1,q
0 (φ) is completely
determined by c1,10 (φ), which turns out is also one-loop exact as we will see shortly.
It is known that four derivative terms in N = 4 SYM given in the following
expression is all-loop exact and does not receive any non-perturbative corrections [1],
S4 ∼
∫
d4θd4θ¯ ln
(
Ψ
Λ
)
ln
(
Ψ¯
Λ
)
, (2.50)
with Ψ and Ψ¯ are written in a N = 2 superspace, schematically,
Ψ = φ+
√
2λθ + F+θ
2 + . . . , Ψ¯ = φ¯+
√
2λ¯θ¯ + F−θ¯
2 + . . . . (2.51)
Now if we give a vev to the scalar field φ→ v + φ, and expand the action S4 to fifth
order we find the action contains,
S4 ∋ (F+)
2(F−)
2
v4
− 2
[
(F+)
2(F−)
2φ
v5
+
(F+)
2(F−)
2φ¯
v5
]
. (2.52)
From this simple expansion we find the relative coefficient between operator F 4 and
F 4φ is simply −2, that is c1,10 (φ) = −2c1,10 , thus is also one-loop exact. This is
consistent with expanding SO(6) invariant F 4/|XX¯|2 around a vev v. In the next
section, we will explicitly compute the one-loop contribution to c1,10 (φ) and c
1,1
0 from
the amplitude point of view.
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2.5 Explicit computation of F 4φ and D4F 4φ
In this subsection, we will explicitly compute the one-loop coefficients for higher di-
mensional operators for DmF 4 and DmF 4φ. This is done by considering the one-loop
amplitude with massive internal states, which can be obtain by dimensionally reduc-
ing the higher-dimensional integrand and identifying the extra dimension momenta
to be the mass. Expanding around the large mass limit then correspond to integrat-
ing away the massive modes. In particular we will find that the ratio between F 4
and F 4φ, as well as D4F 4 and D4F 4φ, is −2.
The one-loop contribution to the operator F 4φ arises from the massive W boson
multiplet circulating the loop, with one edge involving the massive multiplet coupling
to the scalar that gets a vev [32, 33]. The integrand of this amplitude can be obtained
by considering the six-dimensional N = (1, 1) integrand and the extra dimensional
momenta are interpreted as the mass. More precisely,
ℓ2 = (ℓ(4D))2 + ℓ24 + ℓ
2
5 = (p
(4D))2 −mm˜ , m = ℓ4 + iℓ5 , m˜ = ℓ4 − iℓ5 . (2.53)
The five-point color-ordered one-loop amplitude was computed in [34] and the abelian
U(1) amplitude is obtained by considering all possible distinguished permutations of
external legs (and choosing the external fields as six-dimensional gluons):
A5 = Cµ
∫
d6ℓ
ℓµ
ℓ2(ℓ+ p1)2(ℓ+ p1 + p2)2(ℓ+ p1 + p2 + p3)2(ℓ− p5)2 +(perm) (2.54)
with
Cµ =
[〈1a2b3c4d〉[1a˙2b˙3c˙4d˙][5e˙|p1σµp2p1|5e〉
s34s15
+ (1↔ 2) + (5↔ 1, 1↔ 2)
]
(2.55)
+
[〈2b3c4d5e〉[1a˙2b˙3c˙4d˙][5e˙|σµp2|1a〉
s34
− 〈1a2b3c4d〉[2b˙3c˙4d˙5e˙][1a˙|p2σ
µ|5e〉
s34
+ (1↔ 2)
]
−〈2b3c4d5e〉[1a˙3c˙4d˙5e˙][2b˙|p1σ
µp5p2|1a〉
s34s12
+
〈1a3c4d5e〉[2b˙3c˙4d˙5e˙][1b˙|p2p5σµp1|2b〉
s34s12
.
Here we follow the convention for 6D spinor helicitiy formalism in [35]. The six-
dimensional null-momentum can be parameterized by the six dimensional spinors
PAB = λAaλBbǫab , PAB = λ˜Aa˙λ˜Bb˙ǫ
a˙b˙ , (2.56)
where A,B are the SU*(4) Lorentz indices and a, a˙ are the SU(2) little group indicies.
We can express the six dimensional spinors in terms of massless four dimensional
spinors as
λAa =
(
− m〈λµ〉µα λα
λ˜α˙ m˜
[µλ]
µ˜α˙
)
, λ˜Aa˙ =
(
m˜
〈λµ〉µ
α λα
−λ˜α˙ m[µλ] µ˜α˙ ,
)
, (2.57)
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where µ, µ˜ are the reference spinors. To cast down to (F1−F2−F3+F4+φ5), we choose
(a, b, c, d, e) = (1, 1, 2, 2, 1) and (a˙, b˙, c˙, d˙, e˙) = (1˙, 1˙, 2˙, 2˙, 2˙). As a result, the five-point
amplitude can be written as (with m = m˜)∑
S5/(Z5×Z2)
I5(1, 2, 3, 4, 5)(C · ℓ) = (m[12]2〈34〉2)
∑
S5/(Z5×Z2)
I5(1, 2, 3, 4, 5) , (2.58)
where we sum over all distinct permutations by mod out cyclic symmetry Z5 and
reflection symmetry Z2, and I5(1, 2, 3, 4, 5) is the four-dimensional pentagon integral
with massive propagators,
I5(1, 2, 3, 4, 5) =
∫
d4ℓ
(2π)4
1
(ℓ2 −m2)((ℓ+ k1)2 −m2)((ℓ+ k1 + k2)2 −m2)
× 1
((ℓ− k5)2 −m2)((ℓ− k4 − k5)2 −m2) , (2.59)
here the loop momentum ℓ is in four dimensions now.
We integrate away the massive degrees of freedom by taking the large mass
limit. In practice, this correspond to setting all ℓ · k to zero in the propagators. In
the leading order of large mass limit,
I5(1, 2, 3, 4, 5)→
∫
d4ℓ
(2π)4
1
(ℓ2 −m2)5 = −i
1
12(4π)2m6
, (2.60)
and thus we obtain the one-loop contribution to the operator
− i4!
2
1
12(4π)2m6
· (m[12]2〈34〉2) = −i [12]
2〈34〉2
m5(4π)2
, (2.61)
where the 4!/2 arises from summing over permutations. We can compare this result
with one-loop contribution to F 4 operator, which is given by a box integral with
massive propagators,6
− s12s14Atree(1, 2, 3, 4)
∑
S4/(Z4×Z2)
I4(1, 2, 3, 4) , (2.62)
where the box integral I4(1, 2, 3, 4) is defined as
I4(1, 2, 3, 4) =
∫
d4ℓ
(2π)4
1
(ℓ2 −m2)((ℓ+ k2)2 −m2)((ℓ+ k2 + k3)2 −m2)((ℓ− k1)2 −m2) .
(2.63)
Here Atree(1, 2, 3, 4) is the four-point tree-level gluon amplitude, choose the helicity
configuration as that of F 4φ we discussed previously, we have
− s12s14Atree(1, 2, 3, 4) = 〈12〉2[34]2 . (2.64)
6The computations on F 4 and D4F 4 were obtained together with Massimo Bianchi, Francisco Morales
and Gaberiele Travaglini [23].
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To the leading order, we obtain the one-loop contribution to the operator F 4
3!
2
[12]2〈34〉2
∫
d4ℓ
(2π)4
1
[ℓ2 −m2]4 = i
[12]2〈34〉2
2m4(4π)2
. (2.65)
Thus we find indeed the one-loop coefficients of F 4φ and F 4 is simply different by a
factor of −2, and we know that the one-loop results are actually exact in all orders
of coupling constant.
We can also obtain the one-loop contributions to operators DmF 4 and DmF 4φ
by expanding the corresponding box and pentagon integrals to higher orders in ki.
It is easy to see any odd order in ki vanishes due to the integration ℓ. The first
non-trivial case is to the second order in ki, which corresponds to operators D
2F 4
and D2F 4φ. We find the results for both operators vanish on-shell, since they both
are proportional to
∑
i<j sij = 0. We then further expand to the fourth order in ki,
after the integration over ℓ, we find for D4F 4 the result is given by
i[12]2〈34〉2
(∑
i<j
s2ij
)
1
240(4π)2m8
, (2.66)
while for D4F 4φ it is
− i[12]2〈34〉2
(∑
i<j
s2ij
)
1
120(4π)2m10
. (2.67)
Thus indeed the same as the case of F 4 and F 4φ, we find the one-loop coefficients
of D4F 4 and D4F 4φ differ by a factor of −2, although now generally they receive
higher-loop as well as instanton corrections.
3 Three dimensions
In three dimensions, the little group is Z2, and thus we only have bosons and fermions.
Here we will again consider supersymmetry constraints on higher-dimensional oper-
ators, in particular six-derivative terms. We will consider three cases, N = 8 with
SO(8) and SO(7) R-symmetry, where the latter correspond to that of SYM, and the
N = 6 SO(6) of Chern-Simons matter theories. As we will demonstrate, the coeffi-
cient of the dimension 6 operator (∂φ)6 will again be completely determined by that
of (∂φ)4, for N > 6.
Since now all bosonic states are equivalent to scalars, there is no corresponding
helicity categorization. The on-shell representation of N = even supersymmetry is
furnished by breaking SO(N ) to U(N /2). Thus we introduce ηI as fundamentals of
U(N /2), and represent the SO(N ) generators as
RIJ = ηIηJ , RI J = η
I∂ηJ − 1
2
δIJ , RIJ = ∂ηI∂ηJ . (3.1)
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Due to the fact that the R-symmetry generators that are part of SO(N )/U(N /2)
are non-linear, solutions to their constraints are rather involved. For N=8 theories,
the on-shell degrees of freedom are encoded in a single scalar superfield. In the case
where only SO(7) is present, the R-symmetry generators are [36]:
RIJ = ηIηJ +
1
2
ǫIJKL∂ηK∂ηL , R
I
J = η
I∂ηJ − 1
4
δIJη
K∂ηK , (3.2)
where now I = 1, · · · , 4. For N = 6, it is contained in a scalar and a fermionic
superfield, Φ and Ψ respectively, with their degrees of freedom contained as,
Φ = φ4 + ηIψI + η
IηJφIJ + η
3ψ4 ,
Ψ = ψ¯4 + ηI φ¯I + η
IηJ ψ¯IJ + η
3φ¯4 . (3.3)
Note that due to the constant 3
2
for the U(1) generator in eq.(3.1), for N = 6, the
matrix element must be of even multiplicity.
We now consider the possible local dimension-six matrix elements. For maximal
N = 8, we have:7
δ8(QαI)ǫABCD
(
qAα1 q
B
2αq
Cβ
1 q
D
2β + perm
)
≡ δ8(Q)h(λ, η) , (3.4)
This ansatz manifestly vanishes under the multiplicative SUSY generator as well as
having the correct permutation invariance symmetry. It is required to be degree 12
in the ηs, due to the U(1) generator RII . It is rather non-trivial to check that it
vanishes under the multiplicative R-symmetry generators. To simplify our task, we
will follow [37] and project the fermionic variables ηi on a convenient basis.
We begin by introducing the following n/2-set of bosonic n-dimensional objects
x±
a
, yα (3.5)
where a = 1, 2, · · · , (n− 4)/2 and the new variables satisfies
x±
a
· λ = x±
a
· x±
b
= x±
a
· yα = 0, x+
a
· x−
b
= δab, y
α · λβ = ǫαβ , (3.6)
The inner products in the above represent summing over all external leg labels, i.e.
λ · λ =∑i λiλi . At six points, an explicit solution to x± is given as:
x±i =
ǫijk〈jk〉
2
√
2
√
p2123
, i, j, k ∈ odd
x±i =
±iǫijk〈jk〉
2
√
2
√
p2123
, i, j, k ∈ even . (3.7)
The explicit form of yα is irrelevant as we will show that SUSY invariance dictate
that the amplitude must be independent of it.
7Other invariants such as (qAα1 q
B
2αq
Cα
1 q
D
3α + perm) are related to the ansatz after permutation due to
Schouten identities and super-momentum conservation.
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The aim of introducing these variables is to separate the fermionic variables into
pieces which vanish under the presence of δN (QαI) = δN
(∑
i λ
α
i η
I
i
)
. Defining:
α±,I
a
= c±
a
· ηI , Y α,I = yα · ηI , (3.8)
we see that
ηIi =
(n−4)/2∑
a=1
(
(xi)
+
a
α−,I
a
+ (xi)
−
a
α+,I
a
)
+ ǫαβ(λ
α
i Y
β,I − yαi Qβ,I) (3.9)
and thus the last term would be the degree of freedom that is projected out by
δN (QαI). Now let’s consider the constraint imposed by SUSY. The vanishing under
the generator QαI , is achieved in the usual way of requiring the amplitude to be of
the form:
An = δN (QαI)F (λi, α±,Ia , Y α,I) . (3.10)
The vanishing under QαI = λ
α · ∂/∂ηI the implies
λα · ∂
∂ηI
F = λα ·
(
x+
∂
∂α+,I
+ x−
∂
∂α−,I
+ yα
∂
∂Y α,I
)
F = − ∂
∂Y α,I
F = 0 , (3.11)
thus one concludes that F is independent of Y α,I . Finally, the non-linear R-symmetry
generators now take the form:
RIJ =
∑
a
α+[I
a
α−J ]
a
, RIJ =
∑
a
∂
∂α
+[I
a
∂
∂α
−J ]
a
. (3.12)
Thus constraints from SUSY and R-symmetry tells us that the six-point matrix
element must take the form:
A6 = δ8(QαI)(δ4(α+)f+(λ) + δ4(α−)f−(λ)) . (3.13)
Thus our task is to show that when re-expressing eq.(3.4) in terms of the new
fermionic basis using eq.(3.9), it must take the form of eq.(3.13). However straight
forward substitution would result in h(λ, η) to contain terms proportional to Y m with
m < 4, which is forbidden under the full SO(8) symmetry. Thus one concludes that
there are no dimension-six local matrix elements, and this implies that the c6 must
be proportional to c24, where cn is the coefficient of the dimension n operator. We
finally comment that the procedure of introducing nice variables α± should be very
useful for higher-point analysis, for the case of six-point amplitude, one can actually
simply test the validity of the SUSY generator λα∂ηA , and this is the approach we
will take the amplitudes in 6D.
A similar analysis applies to N = 8 SYM with SO(7). Note that the SU(4) part
of SO(7) allows the six-point matrix element to be of degree 8, 12, and 16 in η’s.
For degree 8, mass dimension 6 would require the local matrix element to have the
form δ(8)(Q)(sij +perm) which vanishes through momentum conservation. The lack
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of degree 8 matrix element also implies the same fate for degree 16, since the two are
related via Fourier transform in η. Finally the generator RIJ would then act solely
on the degree 12 matrix element which can only vanish if
∑
i η
I
i η
J
i and
∑
i ∂ηIi ∂ηJi
vanishes separately, for which the former possibility is already ruled out from the
previous analysis. Thus we can conclude that for N = 8 SYM, one the effective
theory on the Coulomb branch again requires c6 to be proportional to c
2
4.
It was argued in [1], and computed explicitly in [3, 38, 39], that the four derivative
term of the effective action forN = 8 SYM receives one-loop and non-perturbative in-
stanton corrections. Our result then implies that the dimension-six operator receives
perturbative contribution only at two loops. While the one-instanton corrections
come from the cross terms of one-loop and one-instanton contributions (and the per-
turbation around the one-instanton background) of dimension-four operator. More
generally, the n-instanton contributions to the operator come from the cross terms
with k and l-instanton contributions of the dimension-four operator, with k + l = n
(0-instanton contribution means the perturbative one-loop contribution.).
4 Six dimensions
Here we consider six-dimensional theories with sixteen as well as eight supercharges.
This includes the N = (2, 0) and N = (1, 0) theories of self-dual two forms, and the
N = (1, 1) SYM theory. The on-shell kinematic variables are [40]:
pAB = λAaλB a, pAB = λ˜a˙Aλ˜
a˙
B, λ
aAλ˜a˙A = 0 , (4.1)
where A,B are fundamental SO(1,5)∼SU∗(4) Lorentz indices, whilst (a, a˙) are SO(4)∼
SU(2)×SU(2) indices. The self-dual two-form and three-form field strengths are writ-
ten as (explicit decomposition in terms of SU(4) irrep is give n in appendix A):
Fµν ∼ FA B = λa Aλ˜a˙,B, H+µνρ ∼ H(AB) = λ(a Aλb) B . (4.2)
Here, H+µνρ indicates it satisfies the self-duality condition Hµνρ =
1
3!
ǫµνρστυH
στυ .
Supersymmetry is implemented by introducing the following Grassmann-odd
variables [41]:
N = (1, 1), (ηa, η¯a˙), N = (2, 0), (ηIa) . (4.3)
Here, (ηa, η˜a˙) and (η
I
a) with I = 1, 2, carries charge (+,0) and (0,+) under the
Cartans of SU(2)×SU(2) and Sp(4) R-symmetry respectively. As a result, the sixteen
supercharges are given as:
N = (1, 1), (Q+A, Q−A, Q˜+A, Q˜−A) = (λaAηa, λaA
∂
∂ηa
, λ˜a˙Aη˜
a˙, λ˜a˙A
∂
∂η˜a˙
) ,
N = (2, 0), (Q+IA, Q−AI ) = (λaAηIa, λaA
∂
∂ηaI
) . (4.4)
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Similar to three dimensions, the R-symmetry generators involve both linear and
bi-linear operators in the η’s. The generators of SU(2)×SU(2) for the N = (1, 1)
theory is given as: (∑
i
ηai ηia,
∑
i
ηai ∂ηai ,
∑
i
∂ηai ∂ηia
)
⊕ (η → η˜) (4.5)
whilst the Sp(4) generators for N = (2, 0) are given as:(∑
i
ηIai η
J
ia,
∑
i
ηIai ∂ηJai ,
∑
i
∂ηIai ∂ηJia
)
(4.6)
where the first and the last generator are that of Sp(2)×Sp(2) subgroup.
4.1 SUSY completions of dimension-six operators
We now consider the possible supersymmetric completion of the on-shell matrix
elements H6 and F 6. The superfield expansion for the vector and the tensor multiplet
is given as [42]:
N = (1, 1) : Φ(η, η˜) = φ+ χaηa + φ′(η)2 + χ˜a˙η˜a˙ + ga a˙ηaη˜a˙ + ψ˜a˙(η)2η˜a˙
+ φ′′(η˜)2 + ψaηa(η˜)
2 + φ′′′(η)2(η˜)2 ,
N = (2, 0) : Φ(ηI) = φ+ χaIηIa + φIJηa(IηJ)a + babη(aIηb)I + χJaηIaηbIηaJ + η4φ¯ ,
(4.7)
where (η2)(IJ) ≡ 1
2
ǫabηIbη
J
a . Since the two-form bab and the vector g
a
a˙ sits in the
middle of the multiplet, an ansatz for dimension-six operators are given as:
N = (2, 0) : δ8(QAI) ( 〈qI1q2IqJ3 q4J〉+ perm) (4.8)
where qA,Ii = λ
Aa
i η
I
ia and 〈qI1q2IqJ3 q4J〉 = ǫABCDqAI1 qB2IqCJ3 qD4J . First of all, note that
since the latter is anti-symmetric under the exchange of any two qis, the ansatz for
N = (2, 0) is actually zero. Thus for N = (2, 0), any local dimension-six operator
must be cancelled by the factorization diagrams of two dimension-four operators,
thus requiring c6 ∼ c24. This result was also found in [16].
For the N = (1, 1) case, we have an ansatz that are parametrized by one degree
of freedom,
N = (1, 1) : δ4(QA)δ4(Q˜B)
(
qA1 q˜2Aq
B
2 q˜1B + a1q
A
1 q˜2Aq
B
1 q˜2B + perm
)
. (4.9)
Other seemingly different terms are actually related to these two listed above via
super-momentum conservation. For instance (qA1 q˜2Aq
B
2 q˜3B + perm) can be recast
into (qA1 q˜2Aq
B
2 q˜1B + perm), while (q
A
1 q˜2Aq
B
3 q˜2B + perm) can be expressed in terms of
(qA1 q˜2Aq
B
1 q˜2B + perm). Moreover, (q
A
1 q˜2Aq
B
3 q˜4B + perm) is a linear combination of
(qA1 q˜2Aq
B
3 q˜2B + perm) and (q
A
1 q˜2Aq
B
1 q˜2B + perm). By applying the supersymmetry
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generator
∑
i λ
A
i · ∂∂ηi , one can find the ansatz does not satisfy the supersymmetry
constraint. Then we conclude there is no SUSY completion of local dimension-six
operator for N = (1, 1).
For the half-maximal SUSY, we again consider the tensor multiplet, where now
the degrees of freedom are encoded in two fermionic superfields transforming as a
doublet under the chiral SU(2) little group [43]. It turns out that for (1, 0) super-
symmetry there is only one possible independent ansatz that we can write down,
N = (1, 0) : δ4(QA) ( 〈q1q212〉〈3456〉+ perm) , (4.10)
where now the permutation is summing over all antisymmetrization of external legs,
this is due to the fermionic property of the superfield. Like the case of (1, 1) one may
consider other possible terms, such as 〈q1q234〉〈1256〉+perm, 〈q1q213〉〈2456〉+perm or
〈q1134〉〈q2256〉+perm, in fact they are not independent of the one we have considered
in (4.10). Again we check the validity of the operator by acting with the SUSY
generator
∑
i λ
A
i · ∂ηi , we find that the ansatz is not annihilated by the generator.
Thus it is ruled out by the (1, 0) supersymmetry, which then requires that the the
coefficient of the dimension-six operator is proportional to the square of that of the
dimension-four operators.
5 Conclusions
In this paper, we apply the approach of scattering amplitudes to study how supersym-
metry can constrain the effective actions of theories in various dimensions. In a simple
but very efficient way, we derive non-renormalization theorems for four-dimensional
theory with sixteen supercharges, it includes a particular class of abelian operators
with respecting SU(4) R-symmetry, (F−)
2(F+)
2m, or those operators break SU(4)
to Sp(4), (F−)
2(F+)
2mφm. We find the coefficients of all these operators are com-
pletely determined by the corresponding lowest irrelevant operators, (F−)
2(F+)
2 and
(F−)
2(F+)
2φm. Using the known fact that operators (F−)
2(F+)
2 and (F−)
2(F+)
2φ
are one-loop exact, and do not receive any non-perturbative instanton corrections,
we thus conclude the same for the (F−)
2(F+)
2q and (F−)
2(F+)
2qφ that they must be
q-loop exact.
We further extend our analysis to theories in other dimensions, including maxi-
mally supersymmetric theories in three dimensions, as well as theories in six dimen-
sions with various choices of supersymmetries: (2, 0), (1, 0) and (1, 1). We find there
are similar non-renormalization theorems, which relate the coefficients of dimension-
six operators H6 for (2, 0) and (1, 0) or F 6 for (1, 1) to those of dimension-four
operators.
The fact that we can give precise coefficients for an infinite set of operators in
four dimensions, is largely due to the ability to organize our operators in terms of
helicities, at the same time half of the SUSY generators are linearly realized. For
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higher dimensions in principle one can also choose to use representations organized
in terms of a U(1) subgroup of the little group. However, in such representation, the
SUSY charges are given as linear combinations of derivative and multiplicative gen-
erators. This results in SUSY invariants that contain different degree of Grassmann
polynomials, which are difficult to analyze. One can instead use R-symmetry de-
composition instead much like the x± variables introduced in three-dimensions [37].
Explicit solutions for these projection variables at higher points may reveal new
protected sectors.
It would be very interesting to extend our analysis for the SYM effective action in
a non-abelian background Fmn. In the non-abelian case, now one needs to consider
non-vanishing commutator [F, F ], and take in account the fact that [D,D] ∼ F .
Since scattering amplitudes are free of the redefinition of fields, so our approach
should have the advantage to study the effective actions with non-abelian gauge
groups as well.
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Appendices
A Convection
Our convention for spinor helicity formalism in four and six dimensions is summarised
in the following.
• Four dimensions
The definition of σ-matrices are
(σµ)aa˙ = (1, ~σ) , (σ¯
µ)aa˙ = (1,−~σ) , (A.1)
where
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (A.2)
The σ-matrices follow the completeness relation, with the metric η =diag(+,−,−,−),
Tr
[(
σµ√
2
)(
σ¯ν√
2
)]
= ηµν ,
(
σµ√
2
)
aa˙
(
σ¯µ√
2
)b˙b
= δbaδ
b˙
a˙ , (A.3)
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which can be used to convert Lorentz four-vector indices to bi-spinor indices. As a
result, one can show
ǫaa˙,bb˙,cc˙,dd˙ ≡ ǫµνρλ
(
σµ√
2
)
aa˙
(
σν√
2
)
bb˙
(
σρ√
2
)
cc˙
(
σλ√
2
)
dd˙
= i(ǫabǫcdǫd˙a˙ǫb˙c˙ − ǫdaǫbcǫa˙b˙ǫc˙d˙) ,
(A.4)
where ǫ0123 = 1, ǫ12 = ǫ1˙2˙ = −ǫ12 = −ǫ1˙2˙ = 1. Self- and anti-self-duality conditions
for a tensor f can be expressed in spinor indices,
faa˙,bb˙ = ±
i
2
ǫaa˙,bb˙,cc˙,dd˙f
cc˙,dd˙ , (A.5)
where the solutions to the equation with the plus and minus signs correspond to
self-dual and anti-self-dual tensors, respectively. In general, a self-dual tensor can be
written as
faa˙,bb˙ = ǫabsa˙b˙, (A.6)
where the two indices in s is symmetric. The anti-self-dual tensor can be obtained
by interchanging the dotted and undotted indices.
• Six dimensions
Here we follows the convention in [40]. The matrices Σ, Σ˜ satisfy Clifford algebra
ΣµΣ˜ν + ΣνΣ˜µ = 2ηµν (A.7)
and form a set of completeness relation as in four dimensions
ΣµABΣµCD = −2ǫABCD , ΣµABΣ˜CDµ = −2(δCAδDB − δDA δCB) ,
Σ˜µABΣ˜CDµ = −2ǫABCD , trΣµΣ˜ν = 4ηµν ,
(A.8)
where µ = 0, 1, . . . , 6 are the SO(6) Lorentz indices and A,B,C,D = 1, 2, 3, 4 are the
SU(4) spinor indices. One can use the completeness relation to obtain Levi-Civita
tensor in spinor indices
ǫA1A2,B1B2,C1C2,D1D2,E1E2,F1F2
= −ǫA1E2F1F2ǫA2B1B2C2ǫC1D1D2E1 + ǫA1B1B2C2ǫA2E2F1F2ǫC1D1D2E1
+ ǫA1E1F1F2ǫA2B1B2C2ǫC1D1D2E2 − ǫA1B1B2C2ǫA2E1F1F2ǫC1D1D2E2
+ ǫA1E2F1F2ǫA2B1B2C1ǫC2D1D2E1 − ǫA1B1B2C1ǫA2E2F1F2ǫC2D1D2E1
− ǫA1E1F1F2ǫA2B1B2C1ǫC2D1D2E2 + ǫA1B1B2C1ǫA2E1F1F2ǫC2D1D2E2
− ǫA1A2B2F2ǫB1C1C2D2ǫD1E1E2F1 + ǫA1A2B1F2ǫB2C1C2D2ǫD1E1E2F1
+ ǫA1A2B2F1ǫB1C1C2D2ǫD1E1E2F2 − ǫA1A2B1F1ǫB2C1C2D2ǫD1E1E2F2
+ ǫA1A2B2F2ǫB1C1C2D1ǫD2E1E2F1 − ǫA1A2B1F2ǫB2C1C2D1ǫD2E1E2F1
− ǫA1A2B2F1ǫB1C1C2D1ǫD2E1E2F2 + ǫA1A2B1F1ǫB2C1C2D1ǫD2E1E2F2 . (A.9)
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Then the (anti-)self-duality condition for a tensor H can be written in spinor indices
HA1A2,B1B2,C1C2 = ±
1
233!
ǫA1A2,B1B2,C1C2,D1D2,E1E2,F1F2H
D1D2,E1E2,F1F2 , (A.10)
where the solution to the equation with plus and minus sign correspond to self-dual
and anti-self-dual tensors. The general form of self-dual field strength is
HA1A2,B1B2,C1C2sf = h
A2B2ǫA1B1C1C2−hA2B1ǫA1B2C1C2−hA1B2ǫA2B1C1C2+hA1B1ǫA2B2C1C2 ,
(A.11)
and that of anti-self-dual field strength is
HA1A2,B1B2,C1C2asf = hGH(ǫ
A1A2C1GǫB1B2C2H − ǫA1A2C2GǫB1B2C1H) , (A.12)
where hAB and h
AB are symmetric tensors in A and B. Although Hsf and Hasf is
not manifestly antisymmetric in the pairs of indices {Ai}, {Bi}, {Ci}, one can show
the explicitly antisymmetric property by the identities
ǫABCDδ
F
E + ǫBCDEδ
F
A + ǫCDEAδ
F
B + ǫDEABδ
F
C + ǫEABCδ
F
D = 0 , (A.13)
and
ǫABCDǫ
EFGH = 4!δE[Aδ
F
Bδ
G
Cδ
H
D] , (A.14)
where the notation of antisymmetrization in indicies is defined as
T[A1...An] =
1
n!
∑
σ
sgn(σ)TAσ1Aσ2 ...Aσn , (A.15)
the sum here is for all permutations of indicies with the signature of permutation σ.
B Solution to NMHV six-point SUSY Ward identity
In this appendix we apply supersymmetric Ward identity to show that one can ex-
press full NMHV six-point superamplitude in terms of pure gluon amplitudes. First
of all, as we discussed the four-point superamplitude is completely determined by
little group scaling and its mass dimension, which is given by
A4 = δ8(Q) [34]
2
〈12〉2 , (B.1)
where the supercharge Qα,A =
∑n
i=1 λ
α
i η
A
i . It is straightforward to check that it
produces the correct amplitude for (F−)
2(F+)
2. By projecting to the pure fermionic
component, we obtain
A4(ψ
1
1 , ψ¯
234
2 , ψ
1
3, ψ¯
234
4 ) = 〈13〉[24]s13 , (B.2)
where we have specified the SU(4) R-symmetry indices. We find the superamplitude
is coincide with the four-point amplitude of Volkov-Akulov theory computed in [46].
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Indeed DBI action with N = 4 supersymmetry completion contains Volkov-Akulov
action.
Let us now consider the six-point NMHV amplitude, from supersymmetric Ward
identity [14], the superamplitude can be expressed in terms of a basis with the coef-
ficients being component amplitudes,
A6 = A(−+++−−)X1111 + A(ψ123ψ4 ++−−)X1112
+
1
2
A(s12s34 ++−−)X1122 + (1↔ 2) , (B.3)
where the basis Xijkl is defined as
Xijkl =
min−3n−2;1mjn−3n−2;2mkn−3n−2;3mln−3n−2;4
[n−3n−2]4〈n−1n〉4 δ
8(Q) (B.4)
with indices i, j, k and l symmetrized, and m is defined as
mijk;A = [ij]η
A
k + [jk]η
A
l + [kl]η
A
j (B.5)
Write it out explicitly for six points,
A6 = A(−+++−−)δ
4([13]η4 + · · · )
[34]4〈56〉4 + A(ψ
123ψ4 ++−−)δ
3([13]η4 + · · · )δ([23]η4 + · · · )
[34]4〈56〉4
+
1
2
A(s12s34 ++−−)δ
2([13]η4 + · · · )δ2([23]η4 + · · · )
[34]4〈56〉4 + (1↔ 2) , (B.6)
where “· · · ” denotes summing over cyclic permutations. From the above supersym-
metric Ward identity (SWI), we can project it to pure gluon amplitudes, and obtain
following linear equations
A(+ + +−−−) = [13]
4
[34]4
A(−+++−−) + [13]
3[23]
[34]4
A(ψ123ψ4 ++−−)
+
[13]2[23]2
2[34]4
A(s12s34 ++−−)
+ (1↔ 2)
A(+ +−+−−) = [14]
4
[34]4
A(−+++−−) + [14]
3[24]
[34]4
A(ψ123ψ4 ++−−)
+
[14]2[24]2
2[34]4
A(s12s34 ++−−)
+ (1↔ 2)
A(−−+++−) = 〈26〉
4
〈56〉4A(−+++−−)−
〈26〉3〈16〉
〈56〉4 A(ψ
123ψ4 ++−−)
+
〈16〉2〈26〉2
2〈56〉4 A(s
12s34 ++−−)
+ (1↔ 2) . (B.7)
Since these three equations are independent, thus SWI allows one to solve A(ψ123ψ4+
+−−), A(s12s34 ++−−) and A(ψ1ψ234 ++−−) in terms gluon amplitudes! Thus
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since for F 6 the NMHV amplitude A(+ + + − −−), we find all other component
amplitudes vanish as well. To be complete, the solution of above linear equations is
given by
A(ψ123ψ4 ++−−) = [24][34]
3〈16〉
[12][13][23]〈6|4 + 5|3]A1 +
[23][34]3〈16〉
[14][24][12]〈6|1 + 2|4]A2
+
[23][24]〈56〉4
〈61〉〈26〉〈6|1 + 2|3]〈6|1 + 2|4]A3
A(s12s34 ++−−) = [34]
3([24]〈26〉 − [14]〈16〉)
[12][13][23]〈6|1 + 2|3] A1 +
[34]3([23]〈26〉 − [13]〈16〉)
[12][14][24]〈6|1 + 2|4] A2
+
([14][23] + [13][24])〈56〉4
〈16〉〈26〉〈6|1 + 2|3]〈6|1 + 2|4]A3
A(ψ1ψ234 ++−−) = [14][34]
3〈26〉
[12][13][23]〈6|1 + 2|3]A1 +
[13][34]3〈62〉
[12][14][24]〈6|1 + 2|4]A2
+
[13][14]〈56〉4
〈61〉〈26〉〈6|1 + 2|3]〈6|1 + 2|4]A3 (B.8)
where A1, A2 and A3 are defined as
A1 = A(+ + +−−−)− [13]
4
[34]4
A(−+++−−)− [23]
4
[34]4
A(+−++−−) ,
A2 = A(+ +−+−−)− [14]
4
[34]4
A(−+++−−)− [24]
4
[34]4
A(+−++−−) ,
A3 = A(−−+++−)− 〈26〉
4
〈56〉4A(−+++−−)−
〈16〉4
〈56〉4A(+−++−−) . (B.9)
we have checked that all the unphysical poles amplitudes solved in (B.8) cancel out.
From this result, we can also obtain six-point NMHV amplitude for N = 4 SUSY
completion of DBI action, whose gluon amplitude A(+ + + − −−) is known [28],
which can be computed, for instance, using CSW rules [44],
A(+ + +−−−) = 〈56〉
2[12]2〈4|5 + 6|3]2
s124
+ permutations , (B.10)
where the permutations are summing over 1, 2, 3 and 4, 5, 6. We have checked that
all the unphysical poles in the amplitudes solved in (B.8) cancel out. Now, we plug
the solutions back to obtain the superamplitude in terms of pure gluon amplitudes
only. We have checked numerically the superamplitude we obtain produce all correct
component amplitudes, in particular it reproduces the single- and double-soft limits
of DBI action [45] as well as that of the Volkov-Akulov theory [46].
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