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Résumé
Dans cette thèse, nous nous intéressons au comportement asymptotique des distribu-
tions de coûts associés à des algorithmes d’Euclide de la classe rapide. Nous commençons
dans un premier chapitre par des rappels sur les propriétés dynamiques des systèmes eucli-
diens et introduisons la propriété de moments forts pour les coûts additifs non-réseau. Nous
établissons ensuite la condition de coût fortement diophantien et montrons sa généricité.
Dans le deuxième chapitre, nous analysons, en adaptant des techniques de Dolgopyat-
Melbourne, des perturbations d’opérateurs de transfert associés à des applications de la
bonne classe. Ces résultats sont utilisés dans le troisième chapitre pour obtenir des esti-
mations sur la fonction génératrice des moments où nous montrons sa quasi-décroissance
exponentielle.
Le dernier chapitre est consacré aux démonstrations de théorèmes de la limite locale.
Le premier théorème est sans vitesse de convergence et concerne tous les coûts non-réseau
ayant des moments forts à l’ordre trois. La condition diophantienne nous permet ensuite
d’établir un théorème de la limite locale avec contrôle de la vitesse de convergence. Pour
des observables suffisament régulières, nous obtenons une vitesse de convergence optimale.
Mots-clés : Système dynamique de l’intervalle, opérateur de transfert, analyse spec-
trale, série génératrice, probabilité discrète.
Abstract
In this thesis, we study the asymptotic behaviour of distributions of the total cost
associated to euclidian fast algorithms. In the first chapter, we recall some dynamical
properties of euclidian systems and introduce the property of strong moments for an
additive non-lattice cost function. We establish then the strong diophantine cost property
and prove its genericity. In the second chapter, using Dolgopyat-Melbourne techniques,
we analyse perturbations of a tranfer operator associated to transformations of the good
class. These results are used in the third chapter where we get estimations for the moment
generating function and obtain that it is quasi-exponentially decreasing.
The last chapter is devoted to proving local limit theorems. The first theorem is without
speed of convegence and relates all costs having strong moments up to order three. The
diophantine condition enables us to establish a local limit theorem with control of the
speed of convergence. For smooth enough observables we attain the optimal speed.
Keywords : Dynamical system of the interval, transfer operator, spectral analysis,
generating series, discrete probability.
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Introduction
Le sujet de cette thèse se situe dans le cadre de l’étude, à travers les systèmes dy-
namiques de l’intervalle, des algorithmes arithmétiques et en particulier des algorithmes
d’Euclide.
La version standard de l’algorithme d’Euclide est apparue vers 300 avant JC et a
préservé jusqu’à nos jours son importance. Elle intervient dans la plupart des calculs
qu’effectuent les ordinateurs sur les entiers comme dans la cryptographie à clé publique
ou le calcul de l’inverse modulaire. Ceci explique l’intérêt que - de Delagny en 1733
[42] à Hensley en 1994 - de nombreux mathématiciens ont donné à l’étude du nombre
d’itérations qu’effectue cet algorithme avant de s’arrêter. Ils ont pour cela fait intervenir
diverses branches des mathématiques comme la combinatoire, les méthodes probabilistes
et l’analyse fonctionnelle. Cependant, de nombreuses questions sur le comportement et
l’efficacité de l’algorithme restent ouvertes.
Comme dans l’étude du nombre d’itérations, les questions ouvertes sur les différents
paramètres qu’engendrent l’algorithme se traduisent souvent en terme de variables aléa-
toires appelées fonctions de coût. Pour une étude probabiliste de ces fonctions de coût,
la méthode classique en analyse d’algorithme, à savoir la combinatoire analytique repose,
en général, sur l’étude des séries génératrices de ces fonctions qui constituent l’outil de
base. Le lien étroit qui existe entre les séries génératrices et les fonctions caractéristiques
des paramètres mène à une extraction des coefficients de ces séries. C’est en particulier,
l’étude des singularités dominantes des séries génératrices qui permet de caractériser le
comportement asymptotique moyen de l’algorithme. En revanche, l’analyse des lois li-
mites des fonctions coût mène à les associer aux séries génératrices de Lévy et nécessite
des informations précises et difficiles à obtenir, ce qui rend l’analyse en distribution plus
délicate.
L’efficacité ou complexité de l’algorithme étant fortement liée à son évolution dans le
temps, il est alors naturel de considérer un algorithme et ses données comme un système
dynamique. R.P. Brent et D. Hensley ont été les précurseurs de cette approche qui a
ensuite été développée et formalisée par B.Vallée dans une série d’articles (voir [39] par
exemple). Cette modélisation a permis à B. Vallée de classifier les algorithmes en deux
classes principales : la classe des algorithmes rapides, où le nombre d’itération est en
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moyenne de l’ordre de logN et la classe des algorithmes lents où la complexité est en
moyenne de l’ordre de log2N et de pouvoir manipuler ainsi des outils puissants qu’offre
l’approche dynamique, comme l’analyse des opérateurs de transfert qui remplace l’étude
des séries génératrices et deviennent des opérateurs générateurs. Les systèmes dynamiques
associés aux algorithmes d’Euclide sont donnés par des transformations de l’intervalle sur
des partitions qui peuvent être finies ou infinies, markoviennes ou non. Les systèmes
associés à la classe rapide admettent une mesure invariante finie absolument continue par
rapport à la mesure de Lebesgue.
Cette approche dynamique s’applique également aux algorithmes du texte où on
pourra par exemple se rapporter aux travaux de J.Bourdon et B.Vallée [4].
Le travail développé dans cette thèse concerne la classe rapide qui contient les al-
gorithmes euclidiens Standard (G), Centré (K) et Impair (O) que nous allons à présent
décrire.
Pour (p, q) ∈ N2 avec p ≥ q, la division euclidienne classique donne une unique paire
(m, r) ∈ N2 telle que
p = mq + r, m ≥ 1 et r < q.
L’algorithme d’Euclide standard est une succession de divisions euclidiennes classiques
et d’échanges qui se terminent avec un reste nul. Ainsi un algorithme effectuant P divisions
est de la forme


(p0, p1) = (p, q),
pi = mi+1pi+1 + pi+2, ∀i ≥ 1 avec mi+1 ≥ 1 et pi+2 < pi+1 < pi,
et s’arrête lorsque pP = 0 où P := P (p, q) est le nombre d’étapes et pgcd(p, q) = pP−1.
Les algorithmes centré et impair sont obtenus en imposant des restrictions sur les
quotients et les restes partiels. Ainsi l’algorithme centré est obtenu en imposant au reste
d’être inférieur à la moitié du diviseur alors que pour l’algorithme impair s’obtient en
imposant au quotient d’être impair (voir le chapitre 1 pour plus de détails).
Dans les trois cas, l’algorithme, appliqué à une entrée (p, q) de l’ensemble Ω˜ := {(p, q) ∈
N2 ; p ≥ q}, engendre une suite d’entiers mi := mi(p, q), qui forment la suite des déno-
minateurs dans un développement en fractions continues du rationnel q/p.
Considérons maintenant, pour tout entier N ∈ N, l’ensemble
Ω˜N := {(p, q) ∈ Ω˜ , p ≤ N},
muni de la probabilité uniforme P˜N .
7Nous appelons une fonction coût toute fonction non nulle c : Z∗+ → R. Étant donnée
une telle fonction, nous associons à l’ensemble Ω˜N la variable aléatoire suivante, appelée
coût total :
C(p, q) =
P (p,q)∑
i=1
c(mi(p, q)). (0.1)
Notons que, lorsque la fonction coût est constante de valeur 1, la variable C(p, q) est
égale au nombre d’étapes P (p, q).
L’espérance
∑
(p,q)∈Ω˜N P˜N(p, q)C(p, q) du coût total C(·, ·) sera notée E˜N(C) et sa
variance sera notée V˜N(C) = E˜N(C2)− (E˜N (C))2.
Historique des résultats
Au 18ème siècle G. Lamé [28, page. 343] montre que le nombre d’itérations effectuées
par l’algorithme standard ne peut excéder la taille des entrées. Par des méthodes ana-
lytiques, Heilbronn [23] montre que le nombre d’étapes dans l’algorithme standard pour
une entrée (p, q) ∈ Ω˜N est proche de (12 log 2/π2) logN , précisant ainsi le résultat de G.
Lamé. Simultanément et séparément en 1970, J.D. Dixon [15] étudie l’algorithme stan-
dard et montre que pour c ≡ 1, il existe, pour tout ε > 0, une constante C0 > 0 telle que
l’inégalité
∣∣C(p, q)− (12π−2 log 2) logN∣∣ < (logN)1/2+ε (0.2)
soit vérifiée pour toute paire (p, q) ∈ ΩN sauf pour un nombre de paires égal au plus
à N2 exp
[ − C0(logN)ε/2]. Puis, dans [16], il montre que la proportion des paires (p, q)
telles que 1 ≤ q ≤ p ≤ N et que
0.5 log p ≤ C(p, q) ≤ 2.08(log p+ 1)
tend vers 1 lorsque N −→ ∞.
Les premiers théorèmes limites concernant la variable aléatoire C(·, ·) ont été obtenus
par Hensley [24] en 1994. Il a montré que, pour l’algorithme standard, la distribution du
coût total associée à la fonction coût c ≡ 1 suit une loi gaussienne dont la vitesse de
convergence est de l’ordre de 1/(logN)1/24. Il a donné un théorème de la limite locale
de même vitesse de convergence. Sa méthode repose sur l’étude de la famille de mesures
discrètes sur R : pour tous P ∈ N∗, s ∈ C et t ∈ [0, 1] on pose :
νP,s,t :=
∑
m∈NP
δ
(
log
[
<m> (1 + {m∗}t)])
<m>s (1 + {m∗}t)s ,
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où < m > est le dénominateur de la fraction continue ayant pour suite de quotients
partiels m := (m1, · · · , mP ), {m∗} est la fraction continue associée à la suite m∗ :=
(mP , mP−1, · · · , m1) et δ(y) est la mesure de Dirac en y ∈ R. L’étude de cette famille de
mesures est faite à travers une analyse du spectre de l’opérateur de Gauss-Kuzmin-Wirsing
(Hs/2f)(t) :=
∞∑
n=1
(n+ t)−sf
(
1
n+ t
)
,
défini sur un espace de Hilbert de fonctions sur [0, 1] approprié, où s est un paramètre
complexe. À travers une analyse de Fourier et le théorème de Berry-Esséen, Hensley trans-
forme les résultats spectraux de l’opérateur Hs/2 en des estimations sur νP,s,t. Enfin, en
considérant (0.1) comme l’analogue d’une somme de logN variables aléatoires indépen-
dantes, les théorèmes taubériens interviennent pour estimer les séries génératrices de Lévy
de la variable C(·, ·) et donner ensuite les théorèmes limites.
Hensley a montré également que l’espérance de C(·, ·) est proche de (12 log 2/π2)logN
et que la variance est proche de C˜ logN où C˜ est une constante dépendant de la dérivée
seconde de la valeur propre maximale de l’opérateur Hs/2.
On ne sait pas si cette méthode permet d’étendre ces résultats à des coûts c 6≡ 1.
Par ailleurs, vue l’analogie avec la somme de logN variables aléatoires indépendantes
et identiquement distribuées [20], et le résultat de Heilbronn cité ci-dessus, on pourrait
s’attendre à que la vitesse optimale dans les théorèmes limites soit de l’ordre de 1/
√
logN .
Le développement en fractions continues d’une entrée réelle x ∈]0, 1] donne une suite
infinie (mi(x)) de quotients partiels. On a
x =
1
m1 +
1
m2 +
1
. . . +
1
mn + · · ·
. (0.3)
On définit le coût total de la trajectoire de x tronquée en n par
Cn(x) :=
min(n,P (x))∑
j=1
c(mj(x)),
où P (x) =∞ si x est irrationnel et P (x) est le nombre d’étapes si x = q/p est rationnel :
dans ce dernier cas, on a mi = 0 pour tout i > P (x) et la suite finie (m1, · · · , mP )
correspond à celle engendrée par l’exécution de l’algorithme d’Euclide standard sur l’entrée
(p, q).
9Le développement en fractions continues (0.3) est associé à l’application de Gauss TG
(voir le Chapitre 1) dont la trajectoire TG(x) = (x, TGx, T 2Gx, · · · , T nG x, · · · ) d’un point
x ∈]0, 1] est reliée à la suite (mi(x)) à travers la relation
mi(x) := mG(T i−1G (x)) où mG(x) = la partie entière de 1/x.
Si l’on note f1,G la densité de la mesure invariante de TG qui est absolument continue
par rapport à la mesure de Lebesgue et si la fonction coût, qui dans ce cas joue le rôle
d’observable en physique, vérifie la condition d’intégrabilité :
µ̂(c) :=
∫ 1
0
c(mG(y))f1,G(y)dy <∞,
les moyennes de Birkhoff Cn(x)/n convergent vers µ̂(c) pour presque tout x ∈]0, 1] au
sens de la mesure de Lebesgue. L’étude de la distribution de Cn(·) est relativement aisée
puisque l’opérateur de transfert
H1,w[f ] :=
∑
h∈H
exp[wc(h)] · |h′| · f ◦ h, avec w ∈ C,
est relié à la fonction génératrice des moments w → EN [exp(wCn) par la formule
E˜N [exp(wCn)] =
∫
I
Hn1,w[f ](u)du.
La décomposition spectrale de l’opérateur H1,w et la convexité de la pression per-
mettent d’appliquer directement le théorème de quasi-puissance de Hwang [25, 26]. Ceci
permet à Baladi et Vallée de donner une autre démonstration [3] du résultat déjà connu
de A.Broise [10] qui, dans un cadre plus général que celui des systèmes euclidiens, a d’une
part montré que la distribution de Cn/
√
n est asymptotiquement gaussienne avec une
vitesse de convergence optimale et, d’autre part, a prouvé un théorème local limite sans
vitesse de convergence.
Dans un cadre géométrique, Guivarc’h et Le Jan [21], relient les fractions continues
pour une entrée réelle, aux flots géodésiques sur des surfaces modulaires et utilisent un
argument de trou spectral à la Nagaev d’un opérateur de transfert du même type que
H1,w.
Rappelons maintenant que l’exécution d’un algorithme d’Euclide à une entrée (p, q)
correspond à un développement fini en fraction continue du rationnel x = q/p. On est donc
dans un cadre discret et la trajectoire rationnelle associée T (x) est finie et le paramètre n
de la somme Cn(x) n’est plus le degré de troncation, il représente ici le nombre d’étapes
P (p, q). Dans ce cas, l’opérateur de transfert n’apparaît plus directement dans la formule
de la série génératrice des moments de C(·, ·). Ceci rend l’étude des trajectoires rationnelles
plus complexe.
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En s’inspirant des travaux de Hensley et A.Broise, B.Vallée a trouvé une façon élé-
gante de relier des perturbations de l’opérateur de transfert à la série génératrice des
moments de C(·, ·). Grâce à cette méthode, elle a généralisé les résultats de Hensley aux
algorithmes centré et impair pour des fonctions coût vérifiant une hypothèse de crois-
sance modérée (voir remarque 1.7). Plus précisément, elle montre [41] que, pour chacun
des algorithmes G,K,O, et pour tout coût c à croissance modérée il existe une constante
µ(c) > 0 s’exprimant en fonction de l’entropie du système dynamique associé telle que
lim
N→∞
E˜N(C)
logN
= µ(c). (0.4)
Une formule similaire pour la variance a été obtenue par Baladi et Vallée dans [3] : si le
coût c est à croissance modérée, il existe δ(c) ∈ R∗+, s’exprimant en fonction des dérivées
partielles de l’entropie du système, tel que
lim
N→∞
V˜N(C)
logN
= (δ(c))2. (0.5)
L’article [3] contient également le théorème de la limite centrale [3, Theorem 3] suivant :
Pour tout coût c à croissance modérée, il existe M1(c) ≥ 1 tel que, pour tout entier N ≥ 1
et tout y ∈ R :
∣∣∣∣P˜N
(
C(p, q)− µ(c) logN
δ(c)
√
logN
≤ y
)
− 1√
2π
∫ y
−∞
e−x
2/2 dx
∣∣∣∣ ≤ M1(c)√logN . (0.6)
L’argument du point col utilisé dans la preuve du théorème ci-dessus montre que
la vitesse de convergence (logN)−1/2 ne peut être améliorée, ce qui est bien la vitesse
de convergence optimale donnée par l’analogie avec le théorème central limite pour une
somme de variables aléatoires i.i.d.
Afin d’obtenir (0.6), de nouvelles méthodes ont été introduites. L’essentiel du travail
consistait à généraliser les travaux de Dolgopyat [18] pour obtenir des estimations sur
le quasi-inverse d’un opérateur de transfert à deux paramètres de perturbation dans des
domaines bien précis du plan complexe.
L’hypothèse de croissance modérée [3, pge. 341] implique que le coût admet des mo-
ments forts de tout ordre (voir chapitre 3, §5). Comme nous le verrons dans le chapitre
2, cette hypothèse peut être remplacée par une autre plus faible qui demande que le coût
ait au plus des moments forts à l’ordre trois. Ainsi, les résultats (0.4, 0.5, 0.6) et (0.8)
ci-dessous sont vérifiés pour des coûts ayant seulement des moments forts à l’ordre trois.
Une fonction coût est dite réseau, s’il existe (L,L0) ∈ R∗+×R+, avec L0/L ∈ [0, 1) tel
que (c − L0)/L soit à valeurs entières. Si c est réseau, le plus grand réel L est appelé la
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profondeur de c et le réel L0 correspondant est appelé le shift de c. Un coût c constant a
pour profondeur L = |c| et pour shift L0 = 0.
Une fonction coût est dite non-réseau si elle n’est pas réseau.
Si le coût est réseau de shift nul et est à croissance modérée, on a le théorème de la
limite locale suivant [3, Théorème 4] : pour tous x ∈ R et N ∈ Z∗+, on pose
Q(x,N) = µ(c) logN + δ(c)x
√
logN . (0.7)
Alors, il existe M2(c) ≥ 1 tel que, pour tout x ∈ R et tout entier N ≥ 1,
∣∣∣∣√logN · P˜N((C(p, q)−Q(x,N)) ∈ (−L2 , L2 ])− L e
−x2/2
δ(c)
√
2π
∣∣∣∣ ≤ M2(c)√logN . (0.8)
(Voir [3, §5.4] pour le cas L0 6= 0). Le même argument que dans le cadre du théorème
de la limite centrale précédent, montre que la vitesse de convergence (logN)−1/2 dans
le théorème local est optimale. La preuve de ce théorème utilise l’analyse des perturba-
tions d’un opérateur de transfert par rapport à deux paramètres complexes s et iτ où le
paramètre s varie dans un demi plan, et le réel τ dans l’intervalle borné [−π/L, π/L).
Théorèmes de la limite locale
Le but de ce travail est d’obtenir, dans le cadre des algorithmes G,K,O, des théorèmes
de la limite locale pour des variables aléatoires C(·, ·) provenant de fonctions coût non-
réseau.
Les résultats de cette thèse sont contenus dans les articles [1] et [22].
Théorème 0.1 (Théorème de la limite locale). [22] Pour les algorithmes euclidiens
G, K, O et pour toute fonction coût c non-réseau et possédant des moments forts à l’ordre
3 (voir Chapitre 1, Section 5), en notant toujours µ(c), δ2(c) les constantes apparaissant
dans (0.4) et (0.5), on a : ∀J intervalle de R, ∀ε > 0, ∃N0 tel que pour tout N ≥ N0 et
tout x ∈ R
∣∣∣∣√logN P˜N
[
(C(p, q)− µ(c) logN − δ(c)x
√
logN) ∈ J
]
− |J | e
−x2
2
δ(c)
√
2π
∣∣∣∣<ε. (0.9)
Remarque 0.1. L’article [22] contient la démonstration sous l’hypothèse de croissance
modérée qui est, dans ce texte, remplacée par l’hypothèse des moments forts d’ordre trois.
Notons aussi que l’hypothèse que c est non-réseau a été involontairement omise : en effet,
cette hypothèse est nécessaire (voir lemme 3.9 du chapitre 3) comme cela est clair dans
la démonstration de la proposition 2.6(iii)b).
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Suivant l’approche de B.Vallée, nous rappelons au Chapitre 1 comment on associe à
un algorithme euclidien un système dynamique de l’intervalle dont on note H l’ensemble
des branches inverses.
Le contrôle de la vitesse de convergence dans les théorèmes de la limite locale néces-
sitent souvent un contrôle de la fonction génératrice de Lévy E˜N(eiτC(p,q)) pour les grandes
valeurs de τ . En général, ceci invoque des conditions diophantiennes. Voir [8, 9] pour un
contexte probabiliste proche mais différent de celui étudié dans cette thèse.
Définition 0.1. Soit η ≥ 2. On dit que le coût c est diophantien d’exposant η pour le
sous-ensemble fini H0 ⊂ H s’il existe β0 ≥ 1 tel que, pour toutes suites (τk) ⊂ R, (tk) ⊂ R,
(θk) ⊂ [0, 2π), avec limk→∞ |τk| = ∞ et supk |tk| < ∞, et pour tous M ≥ 1 et β ≥ β0, il
existe k ≥ 1 et x ∈ I de période minimale p ≥ 1 tels que, si on note hx la branche de Hp
vérifiant x = hx(x) et [β log |τk|] la partie entière de β log |τk, on a
dist
(
τk[β log |τk|]c(hx) + tk[β log |τk|] log |h′x|+ pθk, 2πZ
) ≥ Mp|τk|η . (0.10)
Remarque 0.2. Cette définition généralise celle donnée par Dolgopyat [18] qui impose
que le système admette deux orbites périodiques dont le quotient des périodes est diophan-
tien. Voir aussi [30].
Théorème 0.2 (Théorème de la limite locale avec vitesse de convergence). [1]
Pour tout coût c diophantien d’exposant η pour un sous-ensemble fini H0 et ayant des
moments forts à l’ordre 3 :
i) Il existe ǫ ∈ (0, 1/2], tel que, pour tout intervalle compact J ⊂ R, il existe une
constante MJ > 0 telle que, pour tout x ∈ R et tout entier N ≥ 1 :
∣∣∣∣√logN P˜N((C(p, q)−Q(x,N)) ∈ J)− |J | e−x
2/2
δ(c)
√
2π
∣∣∣∣ ≤ MJ(logN)ǫ .
ii) Il existe r ≥ 1 tel que, pour toute fonction ψ ∈ Cr(R) à support compact, il existe
une constante Mψ > 0 telle que, pour tout x ∈ R et tout entier N ≥ 1 :∣∣∣∣√logN E˜N(ψ(C(p, q)−Q(x,N)))− e−x
2/2
δ(c)
√
2π
∫
ψ(y) dy
∣∣∣∣ ≤ Mψ√logN .
Remarque 0.3. les constantes ǫ et r des assertions i) et ii) dépendent de l’exposant η
de la condition diophantienne sur la fonction coût c. Nous verrons dans le deuxième et le
quatrième chapitre que pour tout
α > η
(
2 +
log supH0 |h′|−1
log(1/ρ)
)(
1 +
log supH0 |h′|−1
log(1/ρ)
)
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où 0 < ρ < 1 est une constante dépendante du système T , on peut prendre
ǫ < 2(α)−1, et r > α+ 1.
Mais ces constantes ne sont probablement pas optimales. La démonstration du théo-
rème 0.2 donne une constante K(c) = K(η,H0) telle que, si l’observable ψ a son support
dans un intervalle Jψ,
Mj ≤ K(c)|J |2, et Mψ ≤ K(c)|Jψ|‖ψ‖C[r+1]. (0.11)
La deuxième assertion affirme que, pour des observables ψ à support compact suffisamment
régulières, nous obtenons un théorème de la limite dont la vitesse de convergence est
optimale. Si le coût est non-réseau et non-diophantien, on pourrait, en s’inspirant de [33],
s’attendre à qu’on ait un théorème de la limite locale avec une vitesse de convergence plus
faible.
Remarque 0.4. Nous verrons dans le chapitre 1 une autre condition diophantienne ap-
pelée fortement diophantienne qui est suffisante pour que le coût c soit diophantien. Le
théorème de la limite locale donné par R.Sharp [34] pour le comptage des géodésiques avec
homologie, peut être vu comme l’analogue dans le cas d’un alphabet fini de celui donné
par (0.8) pour des coûts réseau. Pour généraliser le théorème de [34] au cas non-réseau,
on peut remplacer la variable de comptage par une variable aléatoire donnée en intégrant,
sur une géodésique γ, une fonction lipschitzienne c∗. La condition diophantienne suffisante
pour le contrôle de la vitesse de convergence devrait ressembler à la condition de fortement
diophantien. Elle ferait intervenir essentiellement
∫
γj
c∗ et les temps de retour aj pour les
flots, qui dans le cadre géométrique, correspondent aux longueurs des géodésiques γj.
Résumés des Chapitres :
Chapitre 1 : Dans ce chapitre, nous commençons par donner une description détaillée des
algorithmes G,K,O et des rappels sur les systèmes dynamiques de l’intervalle associés à
ces algorithmes. Nous rappelons quelques unes de leurs principales propriétés dynamiques.
Nous vérifions ensuite que ces systèmes vérifient une hypothèse appelée condition de
non-intégrabilité uniforme. Cette condition est cruciale pour que le quasi-inverse (I −
Hs,iτ)
−1 de l’opérateur de transfert pondéré Hs,iτ =
∑
h∈H exp[iτc(h)] · |h
′
(x)|s · u ◦ h(x)
soit analytique. Nous établissons ensuite la condition diophantienne introduite dans la
définition 0.1 et définissons les coûts fortement diophantiens. Nous montrons à la fin du
chapitre que les coûts fortement diophantiens sont diophantiens et qu’ils sont génériques
en un certain sens.
Chapitre 2 : Ce chapitre est consacré à l’étude des opérateurs de transfert pondérés
Hs,iτ où les paramètres (s, iτ) ∈ C × iR. . Après quelques rappels sur leurs propriétés
spectrales classiques nous citons les résultats de Baladi et Vallée [3] qui, en adaptant les
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travaux de Dolgopyat [18] qui sont à l’origine de la condition de non-intégrabilité uniforme,
obtiennent un contrôle polynomial d’une norme du quasi-inverse lorsque s appartient à
une bande verticale et τ à un compact de R . Ces résultats ne sont pas suffisants pour
avoir la vitesse de convergence dans le théorème de la limite locale. Adaptant le travail
de I.Melbourne [29] qui généralise un autre travail de Dolgopyat [17], nous sommes donc
amené à établir une estimation sur une norme du quasi-inverse pour les grandes valeurs
de τ et lorsque les coûts vérifient la condition diophantienne.
Chapitre 3 : Nous nous intéressons dans cette partie à l’outil principal dans l’étude en
distribution des variables aléatoires C(·, ·), à savoir les séries génératrices des moments
EN (e
iτC(·,·)). Après avoir fait le lien entre les séries de Dirichlet S(s, iτ) et l’opérateur
de transfert Hs,iτ ,nous introduisons, pour des raisons techniques, un modèle probabiliste
lissé (ΩN (ξ),PN(ξ)) proche de (Ω˜N , P˜N). Nous exploitons les résultats obtenus dans le
chapitre précédent et nous utilisons deux lissages différents, pour avoir essentiellement
une inégalité du type quasi-décroissance exponentielle par rapport à N de EN(iτC(·, ·))
pour les grandes valeurs de τ .
Chapitre 4 : Nous commençons ce dernier chapitre par la démonstration du théorème
0.1, en utilisant la méthode de Stone. Nous montrons ensuite le théorème 0.2 en effectuant
une régularisation des observables par un produit de convolution. Les deux résultats sont
obtenus pour le modèle lissé et se transportent à (Ω˜N , P˜N) par les résultats du chapitre
précédent.
Chapitre 1
Systèmes Dynamiques Euclidiens
1 Introduction
Un système dynamique euclidien est un système dynamique de l’intervalle dont la
restriction à un sous-ensemble de Q est une application engendrée par un algorithme
d’Euclide. Comme il en a déjà été fait mention précédemment, les algorithmes étudiés
dans cette thèse appartiennent à la classe rapide. Nous allons donc commencer ce cha-
pitre par des rappels sur les systèmes dynamiques qui correspondent à cette classe. Dans
la section 3, nous détaillons comment obtenir les systèmes à partir des algorithmes. Les
deux dernières sections seront consacrées à l’étude de deux propriétés qui, comme nous le
verrons dans le chapitre suivant, sont cruciales pour obtenir des estimées sur les pertur-
bations de l’opérateur de transfert.
2 Systèmes dynamiques de bonne classe :
Définition 1.1 (Application de l’intervalle complète par morceaux). Soit I un
intervalle compact. Une application T : I −→ I est dite complète par morceaux s’il existe
un ensemble M (fini ou dénombrable) et une partition d’intervalles ouverts {Id}d∈M
(modulo un ensemble dénombrable) de l’intervalle I tels que la restriction de T à Id
admette une extension de la clôture de Id dans I qui soit bijective de classe C2.
Par la suite, pour toute application complète par morceaux, on notera H l’ensemble
des branches inverses de T c’est à dire
H := {hd : I → Id ; d ∈M et hd ≡ (T/Id)−1},
et Hn l’ensemble des branches inverses de T n. Le semi-groupe ∪nHn engendré par H sera
noté H∗.
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Définition 1.2 (Bonne classe). Une application complète par morceaux appartient à la
bonne classe si :
(i) T est uniformément dilatante par morceaux, c’est à dire, il existe C > 0 et 0 < ρ̂ < 1
tels que | h′(x) |≤ C ρ̂n pour tout h ∈ Hn, tout entier n et tout x ∈ I. Le nombre ρ défini
par :
ρ := lim sup
n−→∞
(max{|h′(x)|; h ∈ Hn, x ∈ I})1/n
est appelé le “taux de contraction” du système T .
(ii) Il existe K̂ > 0, appelée constante de distorsion, telle que toute branche inverse h de
T vérifie :
|h′′(x)| ≤ K̂|h′(x)| pour tout x ∈ I. (1.1)
(iii) Il existe σ0 < 1 tel que
∑
h∈H
sup |h′|σ <∞ pour tout réel σ > σ0.
Remarque 1.1. La condition de distorsion (ii) peut s’écrire
1/L ≤
∣∣∣∣h′(x)h′(y)
∣∣∣∣ ≤ L, ∀x, y ∈ I, ∀h ∈ H∗, (1.2)
avec L = e
bK/1−ρ.
En effet, on a pour tout h ∈ H∗ et pour tout x ∈ I ;
h′(x)
h′(y)
= e±
R x
y (h
′′(z)/h′(z))dz .
D’autre part, la condition (ii) se généralise au semi-groupe H∗ : soient n ∈ N, h ∈ Hn
et x ∈ I, alors si on pose h = h1 ◦ h2 ◦ · · ·hn avec hi ∈ H on a
∣∣∣∣h′′(x)h′(x)
∣∣∣∣ =
∣∣∣∣(log h′)′(x)
∣∣∣∣
=
∣∣∣∣
n∑
j=1
(log h′n−j+1(hn−j+2 ◦ hn−j+3 ◦ · · · ◦ hn))′(x)
∣∣∣∣
=
∣∣∣∣
n∑
j=1
h′′n−j+1(hn−j+2 ◦ hn−j+3 ◦ · · · ◦ hn(x))
h′n−j+1(hn−j+2 ◦ hn−j+3 ◦ · · ·hn(x))
(hn−j+1 ◦ hn−j+2 ◦ · · · ◦ hn)′(x)
∣∣∣∣
≤ K̂
n∑
j=1
ρj ≤ K̂/1− ρ.
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Ainsi, pour K = K̂/1− ρ, on a
|h′′(x)| ≤ K|h′(x)|, ∀x ∈ I, ∀h ∈ H∗,
et la remarque en découle.
Remarque 1.2. D’après le théorème du folklore (voir [6]) les propriétés (i) et (ii) as-
surent l’existence d’une mesure invariante µ1 absolument continue par rapport à la mesure
de Lebesgue qui est finie sur I (ce qui justifie la dénomination de bonne classe). De plus
de tels systèmes sont topologiquement mélangeants.
3 Les systèmes TG, TK, TO
3.1 Le système TG
L’exécution de chacun des algorithmes d’Euclide appliqué à une entrée (p, q) avec
p ≥ q engendre un développement en fraction continue du rationnel q/p. Plus précisément,
la division euclidienne standard appliquée à une entrée (p, q) donne une unique paire
(m, r) ∈ N2 avec m ≥ 1, r < q telle que
p = mq + r.
Ceci se traduit par
r
q
=
p
q
−m = p
q
−
⌊
p
q
⌋
, (1.3)
où
⌊
p
q
⌋
est la partie entière de
p
q
.
En itérant (1.3) on obtient
q
p
=
1
m1 +
1
m2 +
1
. . . +
1
mP
.
Posons Ω˜ := {q/p ∈ Q+ ; q ≤ p}. Si on considère l’application T˜G définie sur Ω˜ par
T˜G(q/p) = r/q,
alors T˜ est la restriction à Ω˜ de l’application de Gauss définie sur [0, 1] par
TG(x) :=
∣∣∣∣1x −
⌊
1
x
⌋∣∣∣∣, x 6= 0, T (0) = 0,
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qui est complète par morceaux sur la partition donnée par les intervalles
Im :=
]
1
1 +m
,
1
m
]
.
Ainsi, l’algorithme Standard est relié à la trajectoire d’un point x = q/p ∈ (0, 1] sous
le système TG à travers la relation,
mi(x) =
⌊
1
T−iG (x)
⌋
pour 1 ≤ i ≤ P.
3.2 Le système TK
La division centrée exige que p ≥ 2q et est définie à partir de la division standard
comme suit :
p = mq + εr, ε = ±1 et 0 ≤ r < q/2,
avec
(m, ε) :=
{
(m,+1) si 0 ≤ r < q/2
(m+ 1,−1) si q/2 ≤ r < q.
En procédant comme pour l’algorithme Standard, l’exécution de l’algorithme Centré
donne pour q/p ∈ (0, 1]
q
p
=
1
m1 +
ε1
m2 +
ε2
. . . +
εP
mP
,
et on obtient ainsi, le système T˜K qui est la restriction, à Ω˜K = {q/p ∈ Q+ ; 2q ≤ p},
de l’application
TK(x) :=
∣∣∣∣1x −
⌊
1
x
⌉∣∣∣∣, x ∈ (0, 1], TK(0) = 0,
où
⌊y⌉ = l’entier le proche de y =
{ ⌊y⌋ si {y} ≤ 1/2
⌊y⌋+ 1 si {y} > 1/2,
et {y} est la partie fractionnaire de y.
Le système TO est complet par morceaux sur l’intervalle [0, 1/2] et pour la partition
donnée par les intervalles
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Id :=


]
1
m+ 1
,
2
m+ 2
]
si d = (m,+1)
]
2
m+ 2
,
1
m
]
si d = (m,−1),
3.3 Le système TO
La division impaire exige que le reste soit impair et donne par conséquent un triplet
(m, r, ε) tel que
p = mq + εr, ε = ±1 et 0 ≤ r < q,
avec
(m, ε) :=
{
(m,+1) si q est impair
(m+ 1,−1) sinon.
L’exécution de l’algorithme Impair donne pour q/p ∈ (0, 1]
q
p
=
1
m1 +
ε1
m2 +
ε2
. . . +
εP
mP
,
qui donne un système T˜O qui est la restrictions à Ω˜O de l’application
TO(x) :=
∣∣∣∣1x −
⌈
1
x
⌉∣∣∣∣, x ∈ (0, 1], TO(0) = 0,
⌈y⌉ = l’entier impair le plus proche de y =
{ ⌊y⌋ si⌊y⌋ est impair
⌊y⌋+ 1 sinon.
De même, le système TO est complet par morceaux. sur l’intervalle [0, 1] et par rapport à
la partition donnée par les intervalles
Id :=


]
1
2m
,
1
2m− 1
]
si d = (m,+1) et m ≥ 1
]
1
2m− 1 ,
1
2m− 2
]
si d = (m,−1) et m ≥ 2.
Voir aussi la Figure 1.1.
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Fig. 1.1 – De gauche à droite les systèmes : Gauss, Centré et Impair.
Enfin, pour toute paire d’entiers (p, q), l’exécution des algorithmes G,K,O engendre
une suite d’homographies h ∈ H définies par
hd(x) := h(m,ε)(x) =
1
m+ εx
,
et vérifie
(q/p) = hd1 ◦ hd2 ◦ ... ◦ hdP (0) = h(0),
ce qui donne une bijection entre l’ensemble des digits (mi, εi) ∈ Z∗+×{±1} et l’ensembleH.
De plus, à chaque q/p ∈ [0, 1] correspond une homographie qui apparaît dans la dernière
étape.
Pour chaque algorithme, les branches qui apparaissent dans l’étape finales sont données
par les conditions suivantes (voir [3]){
m ≥ 2 pour l’algorithme G
ε = 1 pour les algorithmes K et O.
L’ensemble des homographies finales sera noté F ⊂ H.
Notons que l’ensemble H∗ est formé de branches correspondant à deux types de tra-
jectoires : les trajectoires rationnelles (engendrées par des développement de rationnels
q/p) et le restes des trajectoires qui sont dites génériques.
Remarque 1.3. Les branches inverses de chacun des systèmes vérifient :
sup
I
|h′mi,εi(x)| = O(m−2i ).
Ainsi, on vérifie que les systèmes TG, TO, TK appartiennent à la bonne classe. La deuxième
et la troisième condition découlent directement d’un simple calcul qui utilise la formule
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des branches inverses ci-dessus avec une valeur de σ0 = 1/2. Pour la première condition,
des valeurs explicites de ρ sont données (dans [3], ou [35] pour la preuve) par
ρG = ρO = 1/φ2, et ρK = 1/(
√
2 + 1)2.
avec φ = (1 +
√
5)/2.
De plus, les mesures invariantes ont pour densités (appelées aussi densités invariantes)

f1,G(x) =
1
log 2
1
1 + x
,
f1,K(x) =
1
logφ
[ 1
φ+ x
+
1
φ2 − x
]
,
f1,O(x) =
1
φ− 1 + x +
1
φ2 − x,
ce qui donne des valeurs explicites de l’entropie métrique et qui, par conséquent, permet
de calculer explicitement les paramètres du théorème central limite (Cf, (0.4) et (0.5)).
Par la suite, s’il n’y a pas d’ambiguïté, nous utiliserons la même notation T pour les
trois systèmes TG, TK, TO.
4 Non-intégrabilité uniforme.
La condition de non-intégrabilité uniforme UNI a été introduite par D.Dolgopyat [18]
pour étudier la décroissance des fonctions de corrélation des flots d’Anosov. Intuitivement,
la condition UNI affirme que, par rapport à une certaine distance bien définie, les branches
inverses du systèmes doivent être suffisamment séparées. Nous reprenons dans cette section
la formulation que V.Baladi et B.Vallée [3] ont utilisée pour généraliser cette condition à
un système ayant un nombre infini de branches.
4.1 Condition UNI
Commençons d’abord par introduire quelques notations. Pour toute branche dans Hn,
on dira que n est la profondeur de la branche.
Pour deux branches inverses h, k ayant la même profondeur, on pose
Ψh,k := log
|h′(x)|
|k′(x)| , (1.4)
et on définit leur quasi-distance par
∆(h, k) := inf
x∈I
|Ψ′h,k(x)| = inf
x∈I
∣∣∣∣h′′h′ (x)− k
′′
k′
(x)
∣∣∣∣ . (1.5)
22 Chapitre 1. Systèmes Euclidiens
Pour h dans Hn et η > 0, on note
J(h, η) :=
⋃
k∈Hn,∆(h,k)≤η
k(I) . (1.6)
La propriété UNI(a) affirme que pour tout 0 < β < 1, la probabilité pour que deux
branches inverses de Hn aient une distance inférieur à ρβn est dominée par ρβn.
Pour tout sous ensemble J de R, on note |J | la mesure de Lebesgue de J .
La condition UNI. On dit qu’un système dynamique de la bonne classe de taux de
contraction ρ vérifie la condition UNI si chaque branche inverse h ∈ H se prolonge en une
fonction C3 et
(a) Pour tout 0 < β < 1 on a |J(h, ρβn)| ≪ ρβn , ∀n , ∀h ∈ Hn .
(b) Q := sup{|Ψ′′h,k(x)|;n ≥ 1 , h, k ∈ Hn, x ∈ I} <∞.
Faisons quelques remarques avant de vérifier dans la section suivante que les systèmes
TG, TK, TO vérifient la condition UNI.
Remarque 1.4. Pour un système à branches affines, on a ∆(h, k) = 0 pour toutes
h, k ∈ H∗ de même profondeur. Ce qui donne pour tous η > 0, n ∈ N et h ∈ Hn
J(h, η) :=
⋃
k∈Hn
k(I) = I.
Par conséquent la condition UNI(a) ne peut être vérifiée pour un tel système.
Remarque 1.5. La condition UNI telle qu’elle a été reformulée dans [18, lemme 8] à
partir de celle introduite par Chernov [14] exige de plus que, pour deux branches inverses
distinctes h1 et h2 de profondeur n, la dérivée de la fonction x 7→ c(h1(x))− c(h2(x)) soit
bornée. Dans notre contexte, cette condition n’apparaît pas car la fonction c est constante
sur les intervalles de la partition.
Remarque 1.6. La condition (b) est vérifiée dès qu’il existe Q˜ <∞ tel que
|h′′′(x)| ≤ Q˜|h′(x)| , ∀h ∈ H∗. (1.7)
De plus, en suivant le même calcul effectué dans la remarque 1.1, il suffit de vérifier
(1.7) pour tout h ∈ H. Notons que cette condition est toujours vérifiée si le système à un
nombre fini de branches de classe C3.
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Fig. 1.2 – De gauche à droite les systèmes : T ∗K et T
∗
O.
4.2 La condition UNI et les systèmes TG, TK, TO.
Afin de vérifier que les systèmes TG, TK, TO vérifient la condition UNI, on a besoin
d’introduire les systèmes auxiliaires T ∗G , T
∗
K, T
∗
O définis respectivement sur les intervalles
I∗G = IG = [0, 1], I∗G = [φ− 2, φ− 1], I∗O = [φ− 2, φ],
avec φ = (
√
5+1)/2, où sur des partitions appropriées, les branches inverses sont données
par
h∗(m,ε) :=
ε
m+ x
Voir aussi [35] pour T ∗G et T
∗
K, [36] pour T
∗
O qui donnent également (I∗, T ∗) = (I, T ).
Ces systèmes sont complets par morceaux et correspondent à des algorithmes dits
“non-pliés” (voir [5]) qui, appliqués à une entrée (p, q), donnent la même suite de digits
(mi, εi) que G,K,O (respectivement).
Notons que ces systèmes T ∗ admettent des constantes de distorsion L∗ bornées et des
taux de contraction ρ∗ = ρ.
On vérifie par un calcul direct que, pour toutes hmi,εi, hmj ,εj ∈ H, on a
h(mi,εi) ◦ h(mj ,εj)(x) =
εjx+mj
miεjx+mimj + εi
,
et
(h(mi,εi) ◦ h(mj ,εj))∗(x) =
εjx+miεj
mjx+mimj + εi
= h∗(mj ,εj) ◦ h∗(mi,εi).
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D’où la propriété
(h ◦ k)∗ = k∗ ◦ h∗, ∀ h, k ∈ H. (1.8)
D’autre part, pour chacun des systèmes euclidiens TG, TK, TO, une branche inverse h
de profondeur n quelconque, s’écrit
h(x) = h(m1,ε1) ◦ h(m2,ε2) ◦ · · · ◦ h(mn,εn) =
ax+ b
cx+ d
.
En combinant ceci avec la propriété 1.8, on montre par induction que toute branche inverse
h∗ (appelée aussi “miroir” de h) de profondeur n s’écrira
h∗(x) = h∗(mn,εn) ◦ · · · ◦ h∗(m2,ε2) ◦ h∗(m1,ε1) =
ax+ c
bx+ d
.
On dit que les systèmes T ∗G , T
∗
K, T
∗
O sont respectivement les systèmes duaux de TG, TK, TO.
La notion de système Dual a été utilisée par F.Schweiger [35] et [36] pour calculer
les densités invariantes par certaines transformations par des fractions continues plus
générales.
Nous verrons dans la suite comment le dual intervient pour montrer que les systèmes
TG, TK, TO satisfont la propriété UNI(a). La condition UNI(b) étant facile à vérifier par un
calcul direct utilisant la propriété de distorsion bornée (1.1) et le fait qu’il existe K˜ > 0
tel que, pour tous x ∈ I , n ∈ N∗ et h ∈ Hn, on a
|h′′′(x)| ≤ K˜|h′(x)|.
Soient h1 et h2 deux branches de profondeurs quelconques. On a
hi(x) =
aix+ bi
cix+ di
,
et
Ψ′h1,h2(x) =
∣∣∣∣h′′1h′1 (x)−
h′′2
h′2
(x)
∣∣∣∣ = 2|c1d2 − c2d1||(c1x+ d1)(c2x+ d2)| .
Par la propriété de distorsion (1.2)
∆(h1, h2) = 2
∣∣∣∣ c1d1 − c2d2
∣∣∣∣ · infx∈I
∣∣∣∣ d1c1x+ d1
∣∣∣∣
∣∣∣∣ d2c2x+ d2
∣∣∣∣
= 2
∣∣∣∣ c1d1 − c2d2
∣∣∣∣ · infx∈I
∣∣∣∣h′1(x)h′2(x)h′1(0)h′2(0)
∣∣∣∣1/2
≥ 2
L
∣∣∣∣ c1d1 − c2d2
∣∣∣∣
=
2
L
∣∣h∗1(0)− h∗2(0)∣∣ .
(1.9)
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On remarque que la distance ∆ dépend uniquement de la différence du quotient ci/di
des dénominateurs des homographies.
Lemme 1.1. [3]. Les trois systèmes TG, TK, TO vérifient la condition UNI(a).
Démonstration. Fixons 0 < β < 1, h ∈ Hn, η > 0 et définissons J∗(h, η) par
J∗(h, η) =
⋃
k∈Hn,∆(h,k)≤η
k∗(I∗) . (1.10)
En appliquant (1.9) à deux branches h, k telles que ∆(h, k) ≤ η on obtient,
|h∗(0)− k∗(0)| ≤ Lη/2.
Rappelons maintenant que le taux de contraction pour les systèmes duaux T ∗G , T
∗
K, T
∗
O
est égal à ρ et que 0 ∈ I∗. Considérons, pour h ∈ Hn et η > 0, l’ensemble
U∗(h, η) := {k∗ ; k ∈ Hn et ∆(h, k) ≤ η},
et notons
{
k∗max = l’élément de U
∗(h, η) tel que k∗max(0) ≥ k∗(0) pour toute branche k∗∈U∗(h, η),
k∗min = l’élément de U
∗(h, η) tel que k∗min(0) ≤ k∗(0) pour toute branche k∗∈U∗(h, η).
De telles branches k∗max et k
∗
min vérifient
J∗(h, η) ⊂ [k∗min(0), k∗max(0)] ∪ k∗min(I∗). (1.11)
Ainsi, la mesure de Lebesgue de l’ensemble J∗(h, η) vérifie
|J∗(h, η)| ≪ Lη/2 + ρβn . (1.12)
Considérons maintenant pour n quelconque une branche inverse k ∈ Hn et soit k∗ sa
miroir. Remarquons d’abord que
|(k∗)′(0)| = |k′(0)|.
De plus, comme les trois systèmes et leurs duaux sont définis sur des intervalles |I| ≤ 1
et |I∗| ≤ 1 respectivement, on a par la propriété de distorsion
1
(LL∗)1/2
≤ |k(I)||k∗(I∗)| =
|k(I)|
|k′(0)|
|(k∗)′(0)|
|k∗(I∗)| ≤ (LL
∗)1/2 . (1.13)
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Ainsi, comme les intervalles k∗(I∗) sont deux à deux disjoints dans J∗(h, η), alors en
utilisant (1.13, 1.12) on obtient pour η ≤ ρβn
|J(h, η)| ≤ (LL∗)1/2|J∗(h, η)| << (LL∗)1/2(Lη/2 + ρβn) << ρβn . (1.14)

5 Fonctions coût
L’étude d’un algorithme mène à lui associer une variable aléatoire C(·, ·) appelée
“coût total” de l’algorithme qui permettent d’exprimer les différents paramètres qui in-
terviennent dans son exécution comme le nombre d’itérations ou le nombre d’occurrence
d’un digit fixé. Nous nous intéressons ici aux coût additifs définis sur les quotients partiels.
Plus précisément : étant donnée une fonction c : Z∗+ × {−1,+1} → R+ si pour une
entrée (p, q), lorsque l’algorithme effectue P (p, q) opérations, c’est-à-dire engendre P (p, q)
digits, le coût total C(·, ·) sera la somme de P (p, q) variables aléatoires discrètes :
C(p, q) =
P (p,q)∑
i=1
c(mi, εi).
Dans le cas de l’algorithme standard, la suite (mi, εi) ≡ (mi, 1) et les variables c sont
définies sur Z∗+.
Définition 1.3 (Moment fort d’ordre k). on dit que le coût c admet des moments
forts d’ordre k ≥ 1 s’il existe ν > 0 tel que∑
(m,ε)∈Z∗+×{−1,+1}
(c(m, ε))km−2+ν <∞.
Exemple 1.1. 1) Si c(m, ε) = O(log(m)) : il est clair que pour ce cas le coût c possède
des moments forts de tout ordre.
2) Si c(m, ε) = O(m−ν
′+1/k) pour un certain k ≥ 1 et un certain ν ′ > 0 alors le coût c
admet des moments forts jusqu’à l’ordre k.
Pour simplifier les notations, nous écrirons c(m) au lieu de c(m, ε).
La terminologie de moment fort d’ordre k est justifiée par la remarque suivante :
Remarque 1.7. La condition de croissance modérée définie dans [3] implique qu’il existe
ν > 0 tel que ∑
m∈Z∗+
eνc(m)m−2+ν <∞.
Ceci bien sûr entraîne que le coût c admet des moments forts de tous les ordres.
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Remarque 1.8. Rappelons d’abord que les systèmes TG, TK, TO sont complets par mor-
ceaux sur des partitions définies par les digits qu’engendre chaque algorithme correspon-
dant, et que chacun de ses systèmes admet une mesure invariante absolument continue
par rapport à Lebesgue avec une densité bornée sur I (voir remarque 1.3).
Considérons par exemple la partition liée au système TG . posons
c(mG(x)) = c(m) pour x ∈ Im = (1/(m+ 1), 1/m],
et notons µ1,G la mesure invariante de densité f1,G.
Lorsque le coût c admet des moments forts d’ordre k, on a pour tout ℓ ≤ k
∫
I
(
c(mG(x)
)ℓ
dµ1,G(x) ≤ sup
I
f1,G
∑
m∈Z∗+
∫
Im
(c(m))ℓ dx
≤ sup
I
f1,G
∑
m∈Z∗+
(c(m))ℓ|Im|
≤ sup
I
f1,G
∑
m∈Z∗+
(c(m))ℓm−2 <∞.
Ce qui correspond à la définition usuelle de moment d’ordre k de la variable aléatoire
c(mG(x)) par rapport à la mesure de probabilité µ1,G.
5.1 Coûts diophantiens
Notons comme dans la section 3
hm,ε(x) =
1
m+ εx
, m ∈ N∗, et, ε ∈ {−1,+1},
les branches inverses des systèmes TG, TK, TO.
On considérera dorénavant que la fonction coût c est définie sur l’ensemble des branches
inverses H en posant
c(h(m,ε)) := c(m, ε) ∈ R+.
Pour une trajectoire rationnelle h1, · · · , hP ∈ H on note c la fonction définie sur H∗
par :
c(h1 ◦ · · · ◦ hP ) =
P∑
i=1
c(hi).
Elle vérifie la propriété d’additivité
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c(h ◦ k) = c(h) + c(k), ∀ h, k ∈ H∗.
Nous supposons par la suite que tous les coûts sont additifs et consacrons cette section
à l’étude des coûts diophantiens (Cf. Définition 0.1).
Lemme 1.2. Un coût diophantien est non-réseau.
Démonstration : Si on suppose que c est diophantien et réseau de profondeur L et de shift
L0. Il existe, d’une part, et par la définition 0.1, un sous-ensemble fini H0 ⊂ H et β0 ≥ 1
tels que, pour toutes suites (τk) ⊂ R, (tk) ⊂ R, (θk) ⊂ [0, 2π), avec limk→∞ |τk| = ∞ et
supk |tk| <∞, et pour tous M ≥ 1 et β ≥ β0, il existe k ≥ 1 et x ∈ I de période minimale
p vérifiant
dist
(
τk[β log |τk|]c(hx) + tk[β log |τk|] log |h′x|+ pθk, 2πZ
) ≥ Mp|τk|η .
où hx ∈ Hp0 vérifie hx(x) = x.
Et d’autre part, et par la propriété d’additivité du coût c, il existe q ∈ Z tel que
c(hx) = c(hx,0 ◦ hx,1 ◦ · · · ◦ hx,p) =
p∑
i=1
c(hx,i) = qL+ pL0.
Choisissons (tk) et (θk) les suites identiquement nulles.
Si c(hx) = 0 : on obtient une contradiction immédiate pour n’importe quelle suite (τk) car
dist
(
0, 2πZ
)
= 0.
Si c(hx) 6= 0, on pose L˜ = qL+ pL0 et on remplace (τk) par la suite 2πzk/L˜ avec (zk) une
suite d’entiers tendant vers +∞. On obtient une contradiction car zk[β log |zk|] ∈ Z donc
dist
(
2πzk[β log |zk|], 2πZ
)
= 0.
Remarque 1.9. Contrairement au cas étudié par I.Melbourne [29], nos fonctions poids
|h′| ne sont pas des fonctions à valeurs entières et localement constantes, c’est la raison
pour laquelle on ne peut les éliminer de la condition diophantienne.
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5.2 Coûts fortement diophantiens
Rappelons qu’un vecteur x ∈ Rd pour d ≥ 1 est dit diophantien d’exposant η0 ≥ d s’il
existe M > 0 tel que pour tout (q1, . . . , qd) ∈ Zd \ {0}
inf
p∈Z
∣∣p− d∑
k=1
xkqk
∣∣ ≥ M
(maxk |qk|)η0 .
Pour tout η0 > d, l’ensemble des vecteurs diophantiens d’exposant η0 est de mesure
de Lebesgue pleine dans Rd (voir par exemple [12]). (Pour η0 < d, l’ensemble est vide.)
Définition 1.4 (coût fortement diophantien). Soit η > 0. Un coût c est dit fortement
diophantien d’exposant η, s’il existe η > η0 ≥ 2 et quatre points périodiques xj ∈ (0, 1),
j ∈ {1, 2, 3, 4} de T avec des orbites deux à deux disjointes et de périodes minimales
respectives pj ≥ 1 et hj(xj) = xj pour ∈ Hpj , tels que, si on pose :
cj := c(hj), aj = log |h′j|, j ∈ {1, 2, 3, 4},
L1j := pjc1 − p1cj , L̂1j := pja1 − p1aj , j = 2, 3, 4 ,
alors L13 6= 0, L̂12 6= 0 et L12/L13 est diophantien d’exposant η. Si de plus on définit
L˜jk := L1jL̂1k − L̂1jL1k,
on a, L˜23 6= 0 et le vecteur
(
L˜34
L˜23
,
L˜24
L˜23
)
est diophantien d’exposant η0.
Remarque 1.10. La définition 1.4 utilise quatre points périodiques, comme dans [29],
avec plus de complications dues au fait que les nombres L̂j ne sont pas des entiers (voir
aussi la remarque 1.9 ci-dessus). Dans le cas le plus simple étudié par Dolgopyat [17]
et Naud [30] il est possible de formuler une condition diophantienne faisant intervenir
seulement deux points périodiques.
Remarque 1.11. Si un point xj ∈ (0, 1) est de période pj, il admet un développement en
périodique en fractions continues :
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xj =
1
m1 +
1
. . .mpj +
1
m1 +
1
. . . +mpj +
1
. . .
.
D’autre part, comme on l’a vu dans la section 4.2, une branche de profondeur pj est
une homographie (ajx + bj)/(cjx + dj) avec aj , bj , cj, dj des entiers qui dépendent des
entiers p1, · · · , pj.
Ainsi, chaque point xj dans la définition de coût fortement diophantien n’est autre que
le nombre quadratique associé à une répétition infinie d’un pj-uple m = (m1,j, · · · , mpj ,j)
d’entiers positifs.
De plus, si hj est la branche qui fixe le point périodique xj, on a hj = hj,1 ◦ · · · ◦ hj,pj
et
|h′j(xj)| =
pj−1∏
ℓ=0
∣∣h′j,pj−ℓ(hℓ−1(xj))∣∣ =
pj−1∏
ℓ=0
(
hj,pj−ℓ(hℓ−1(xj))
)2
,
avec hℓ−1 = hj,pj−(ℓ−1) ◦ · · · ◦ hj,pj(xj). D’où,
|h′j(xj)| =
pj−1∏
ℓ=0
(hℓ(xj))
2.
Ainsi, chaque nombre aj de la définition 1.4 s’écrit
aj = 2
pj−1∑
ℓ=0
log xj,ℓ,
où les xj,ℓ = hℓ(xj) sont les nombres quadratiques associés aux permutations circulaires
de m.
Finalement, tout nombre cj de la définition 1.4 est le coût total associé au nombre ra-
tionnel dont le développement en fractions continues est donné par m et est de profondeur
pj.
Exemple 1.2. Soit c un coût et supposons qu’il existe quatre entiers mj > 0, tels que, si
on pose
aj = log(1 + (m
2
j −mj
√
m2j + 4)/2),
on ait
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c(m2) 6= c(m3), a1 6= a2, (c(m1)− c(m2))(a1 − a3) 6= (c(m1)− c(m3))(a1 − a2),
et que de plus, le quotient
c(m1)− c(m2)
c(m1)− c(m3) et le vecteur(
(c(m1)− c(m4))(a1 − a3)− (c(m1)− c(m3))(a1 − a4)
(c(m1)− c(m2))(a1 − a3)− (c(m1)− c(m3))(a1 − a2) ,
(c(m1)− c(m4))(a1 − a2)− (c(m1)− c(m2))(a1 − a4)
(c(m1)− c(m2))(a1 − a3)− (c(m1)− c(m3))(a1 − a2)
)
soient diophantiens d’exposant η0 < η. Alors le coût c est fortement diophantien d’exposant
η.
Le lemme suivant donne une condition suffisante sur les points xj pour que le coût c
soit diophantien.
Lemme 1.3. Si le coût c est fortement diophantien d’exposant η et H0 ⊂ H est le plus
petit sous-ensemble tel que chaque hj ∈ Hpj0 pour j = 1, 2, 3, 4, le coût c est diophantien
d’exposant η.
Faisons quelques commentaires avant de donner la démonstration du lemme. Nous
avons d’abord le corollaire suivant qui montre que les coûts diophantiens sont génériques.
Corollaire 1.4. Fixons η > 2 et choisissons quatre points xj = hj(xj) ∈ (0, 1] de T ,
avec des orbites disjointes deux à deux (et hj ∈ Hpj). Alors en dehors d’un ensemble
négligeable par rapport à Lebesgue on a pour tout (c1, c2, c3, c4) dans R
4
+, tout coût c tel
que c(hj) = cj est diophantien d’exposant η. On peut ainsi, pour η > 2, dire que la
condition diophantienne sur le coût c est générique.
Démonstration du corollaire 1.4 : si on suppose que c est non diophantien, par le lemme 1.3
on a : pour tout (c1, c2, c3, c4) tels que cj = c(hj) il existe
A(c1, c2, c3, c4) := L12/L13 et V (c1, c2, c3, c4) := (L˜34/L˜23, L˜24/L˜23)
tels que ou bien A ou bien V est non diophantien. Or les ensembles de tels A, V sont
de mesure de Lebesgue nulle dans R et R2 (respect.)
Posons,
A : R4 −→ R
(c1, c2, c3, c4) 7−→ A(c1, c2, c3, c4) := L12/L13,
V : R4 −→ R2
(c1, c2, c3, c4) 7−→ V (c1, c2, c3, c4) := (L˜34/L˜23, L˜24/L˜23),
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D1 := {y = A(c1, c2, c3, c4) ∈ R; y est non diophantien},
D2 := {(y1, y2) = V (c1, c2, c3, c4) ∈ R2; (y1, y2) est non diophantien},
A−1(D1) = l’image inverse de D1 et V −1(D2) = l’image inverse de D2.
Il s’agit donc de montrer que Leb(A−1(D1)) = Leb(V −1(D2) = 0.
Montrons que Leb(A−1(D1)) = 0 (l’idée étant la même pour Leb(V −1(D2))
En utilisant le théorème de Fubini et la relation
∀x ∈ R4 χA−1(D1)(x) = χD1(A(x))
on obtient :
Leb(A−1(D1)) =
∫
R4
χA−1(D1)(c1, c2, c3, c4) dc1 dc2 dc3 dc4
=
∫
R3
(∫
R
χA−1(D1)(c1, c2, c3, c4) dc2
)
dc1 dc3 dc4
=
∫
R3
(∫
R
χD1(A(c1, c2, c3, c4)) dc2
)
dc1 dc3 dc4
Posons maintenant y(c2) = A(c1, c2, c3, c4). Alors
dy = ∂Ac2(c1, c2, c3, c4) dc2
avec
∂Ac2(c1, c2, c3, c4) =
−p1
p3c1 − p1c3 6≡ 0.
Ainsi
Leb(A−1(D1)) =
∫
R3
(∫
R
χD1(A(c1, c2, c3, c4)) dc2
)
dc1 dc3 dc4
=
1
p1
∫
R3
(∫
R
χD1(y) dy
)
|p3c1 − p1c3| dc1 dc3 dc4
= 0

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Démonstration du Lemme 1.3 : Supposons que le coût c est fortement diophantien et
soit H0 ⊂ H le plus petit ensemble contenant tous les points des orbites des quatre points
périodiques xj , et soit β0 ≥ 1 fixé. Soit η > η0 et supposons que c n’est pas diophantien
d’exposant η. Il en résulte l’existence d’un β ≥ β0, D ≥ 1, de suites τk, θk, et tk, et
d’entiers ℓk,j = ℓj(tk, τk) tels que, en posant nk = [β log |τk|],
| − tknk log |h′j | − τknkc(hj)− pjθk − 2πℓk,j| < D|τk|−η , j = 1, 2, 3, 4 , ∀k . (1.15)
Posons pour j = 2, 3, 4
ℓ˜k,j = pjℓk,1 − ℓk,jp1 ∈ Z.
On trouve en éliminant θk de l’équation (1.15) une constante D˜ ≥ 1, indépendante de
k, telle que
|τknkL1j + tknkL̂1j − 2πℓ˜k,j| < D˜|τk|−η , j = 2, 3, 4 , ∀k . (1.16)
Rappelons maintenant que L13 6= 0 et séparons deux cas :
I) tk = 0 : dans ce cas on peut supposer (quitte à prendre k assez grand, c’est à dire,
τk plus grand) que ℓ˜k,3 6= 0.
De plus, à partir de (1.16) on déduit aisément que
ℓ˜k,3 = O(|τk| log |τk|).
Par conséquent, l’élimination de τknk de (1.16) pour j = 2 et j = 3 donne D˜ (indé-
pendant de k) tel que ∣∣∣∣ℓ˜k,3L12L13 − ℓ˜k,2
∣∣∣∣ < D˜|τk|−η , ∀k .
En utilisant encore une fois l’argument ℓ˜k,3 = O(|τk| log |τk|) on obtient que la borne
ci-dessus contredit l’hypothèse diophantienne sur L12/L13 lorsque k →∞.
II) tk 6= 0 : dans ce cas on élimine tknk de (1.16), pour avoir
|τknk(L12L̂1j − L̂12L1j)− 2π(L̂1j ℓ˜k,2 − L̂12ℓ˜k,j)| < D̂|τk|−η , j = 3, 4 , ∀k .
En éliminant encore τknk des inégalités ci-dessus, on trouve une constante D̂ qui ne
dépend pas de k et vérifiant
| 1
L̂12
(
L˜24L̂13 − L˜23L̂14
)
ℓ˜k,2 − L˜24ℓ˜k,3 + L˜23ℓ˜k,4| < D̂|τk|−η , ∀k .
Puisque
max(ℓ˜k,2, ℓ˜k,3) = O(|τk| log |τk|),
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et
1
L̂12
(
L˜24L̂13 − L˜23L̂14
)
= L˜34,
la borne sur k →∞ contredit notre hypothèse diophantienne sur ( eL34eL23 , eL24eL23 ).

Chapitre 2
Opérateurs de transfert
1 Introduction
Nous avons exhibé dans le chapitre précédent les différentes propriétés des systèmes
euclidiens. Nous nous situons dans ce chapitre dans le cadre plus général des systèmes de
bonne classe T sur un intervalle I où on note toujours H l’ensemble des branches inverses
de T . Afin de pouvoir analyser les perturbations de l’opérateur de transfert, nous aurons
souvent besoin d’exiger que le système vérifie la condition UNI du chapitre précédent. À
la fin du chapitre, nous nous situerons dans le cadre des coûts diophantiens.
L’opérateur de transfert est un opérateur qui décrit l’action du système T sur les
densités des mesures de probabilité absolument continues par rapport à la mesure de
Lebesgue : si on se donne une densité initiale f0 ∈ L1(I), on obtient, après l’application
de T , une densité f1. L’opérateur de transfert noté H1 est l’opérateur défini sur L1(I) et
qui associe, à toute densité initiale f0, la densité f1.
La densité invariante (voir remarque 1.3) est un point fixe de l’opérateur H1 :
H1f˜ = f˜ .
De plus, l’opérateur de Koopman, défini sur L∞ par f 7→ f ◦ T , est l’adjoint de
l’opérateur H1, c’est à dire, pour toutes fonctions f ∈ L1(I) et g ∈ L∞(I) on a∫
I
g(H1f)dx =
∫
I
(g ◦ T )f dx. (2.1)
Si on décompose l’intégrale (2.1) en une somme sur la partition {Im}M donnée par le
système T et en rappelant que T est complet par morceaux, les changements de variables
x = h(y) donnent la formule explicite de l’opérateur H1 :
H1f(x) =
∑
h∈H
|h′(x)| · f ◦ h(x), (2.2)
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qui est conservée pour tous les itérés de H1. On a pour tout n ∈ N,
Hn1f(x) =
∑
h∈Hn
|h′(x)| · f ◦ h(x). (2.3)
C’est usuellement pour montrer les propriétés ergodiques des mesures invariantes qu’in-
tervient l’opérateur de transfert. Dans le chapitre 3 nous allons voir le rôle de cet opérateur
dans la détermination du comportement des fonctions génératrices. Les différentes per-
turbations nous mènent à faire agir l’opérateur sur deux espaces différents.
Pour toute fonction u : I → C on pose
‖u‖∞ = sup
I
|u|, ‖u‖1 = ‖u′‖∞.
La deuxième égalité donne une semi-norme, on définit alors la norme ‖ · ‖1,1 par
‖u‖1,1 = ‖u‖∞ + ‖u‖1.
Notons Lip(u) la plus petite constante de Lipschitz de u. Si u n’est pas Lipschitz, on pose
Lip(u) =∞.
Considérons les espaces :
C1(I) muni de la norme ‖ · ‖1,1,
Lip(I) := {u : I → C | ‖u‖L∞ + Lip(u) <∞}.
Rappelons que d’après la définition 1.2 de système de bonne classe, il existe 0 < σ0 < 1
tel que ∑
h∈H
sup |h′|σ <∞ pour tout réel σ > σ0. (2.4)
Pour tout s ∈ C avec s = σ + it et σ > σ0 > 0, on définit l’opérateur par
Hs[u](x) :=
∑
h∈H
|h′(x)|s · u ◦ h(x). (2.5)
qui est borné sur les deux espaces C1(I) et Lip(I).
Si on considère un coût additif c (voir Chapitre 1, §6) on peut alors définir l’opérateur
pondéré à deux paramètres (s, iτ) ∈ C× iR avec ℜs > σ0 :
Hs,iτ [u](x) =
∑
h∈H
exp[iτc(h)] · |h′(x)|s · u ◦ h(x). (2.6)
Grâce à l’additivité du coût c, les itérés de Hs,iτ conservent la même forme. On a pour
tout n ∈ N
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Hns,iτ [u](x) =
∑
h∈Hn
exp[iτc(h)] · |h′(x)|s · u ◦ h(x).
Si bien que le quasi-inverse Rs,iτ := (I −Hs,iτ)−1 peut, lorsque la norme de l’opérateur
Hs,iτ est strictement inférieure à 1, être écrit sous-la forme
Rs,iτ [u](x) :=
∑
h∈H⋆
exp[iτc(h)] · |h′(x)|s · u ◦ h(x),
où H∗ est l’ensemble de toutes les branches de toutes profondeurs.
2 Propriétés spectrales des opérateurs de transfert
Nous rappelons dans cette section les propriétés spectrales classiques que vérifie l’opé-
rateur de transfert et ses perturbations. Ainsi dans les preuves des différentes propositions
nous insisterons uniquement sur les points qui illustrent l’utilisation des hypothèses sur
les moments forts de la fonction coût.
Définition 2.1 (Rayon spectral essentiel). On appelle rayon spectral essentiel d’un
opérateur borné sur un espace de Banach, le plus petit réel positif Re tel que tout élément
du spectre de module supérieur est une valeur propre isolée de multiplicité finie.
Définition 2.2 (Quasi-compacité). Un opérateur borné sur un espace de Banach est
dit quasi-compact si son rayon spectral essentiel est strictement inférieur à son rayon
spectral.
Définition 2.3 (Dualité). Le dual d’un espace de Banach (B, ‖ · ‖) est l’espace de toutes
les fonctionnelles linéaires continue µ : B → C muni de la topologie de convergence faible :
une suite µn : B → C converge faiblement vers µ : B → C si pour tout u ∈ B, la suite
µn(u) converge vers µ(u) dans C.
Le dual L∗ : B∗ 7−→ B∗ d’un opérateur borné L : B 7−→ B est défini par
(L∗µ)(u) = µ(Lu), pour tout µ ∈ B∗ et u ∈ B.
Nous aurons besoin des notations suivantes.
Notations :
• Pour tout (s, iτ) ∈ C × iR, Sp(Hs,iτ) désignera le spectre de Hs,iτ , Rs,iτ son rayon
spectral et Res,iτ son rayon spectral essentiel.
• Lorsque τ = 0, on notera Hs,0 par Hs. Par la suite on écrira s = σ+it, avec σ, t ∈ R.
• Pour toute fonction (s, iτ) → fs,iτ on notera fs,o = fs et les dérivées partielles et
dérivées secondes partielles seront notées ∂sfs,iτ , ∂iτfs,iτ , ∂2sfs,iτ et ∂
2
iτfs,iτ .
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La proposition suivante décrit le spectre de l’opérateur Hs,iτ lorsqu’il agit sur les deux
espaces C1(I) et Lip(I). Pour plus de détails, voir [3, Proposition 0] où l’opérateur Hs,w
agit sur l’espace C1(I) pour (s, w) ∈ C2 et ℜs > σ0, ℜw proche de zéro. Les résultats se
démontrent de façon analogue pour l’espace Lip(I).
Proposition 2.1. Soient (I, T ) un système de bonne classe et ρ son taux de contraction.
Soit Hs,iτ l’opérateur de transfert (2.6) agissant sur l’un des espaces C1(I) ou Lip(I).
(1) Soit ρ < ρˆ < 1. Pour tout (s, iτ) ∈ C× iR avec ℜs = σ > σ0, on a Res,iτ < Rs,iτ ≤
ρˆ · Rσ. En particulier Hs,iτ est quasi-compact uniformément en ℑs = t et τ .
(2) Pour σ > σ0, l’opérateur Hσ admet une unique valeur propre λσ de module maxi-
mal, qui est réelle et simple. Le reste du spectre est contenu dans un disque de rayon
rσ < λσ (on dit dans ce cas que λσ est une valeur propre dominante). La fonction propre
associée fσ est strictement positive et le vecteur propre associé µˆσ de l’opérateur dual H
∗
σ
est une mesure de Radon positive. Normalisons µˆσ et fσ par µˆσ[1] = 1 et µˆσ[fσ] = 1. Alors,
la mesure µσ := fσµˆσ est une mesure de probabilité. En particulier, µˆ1 est la mesure de
Lebesgue, avec λ1 = 1.
(3) Pour (s, iτ) dans un voisinage de (1, 0) dans C × iR, la valeur propre dominante
λs,iτ et la fonction propre associée sont bien définies et analytiques en s, uniformément
en iτ et sont indépendantes du choix des espaces C1(I) ou Lip(I).
Remarque 2.1. i) La fonction s 7→ Hs,iτ est analytique sur l’ensemble ℜs > σ0 unifor-
mément en iτ .
ii) Supposons que le coût c admet des moments forts à l’ordre k pour un certain
k ≥ 1. Il existe ν1 ∈ (0, 1/2) tel que la fonction iτ 7→ Hs,iτ est k-fois différentiable, et ce
uniformément par rapport à s ∈ U1 := {s||s− 1| < ν1}.
En effet, pour tout ℓ ≤ k, la dérivée d’ordre ℓ de la fonction iτ 7→ Hs,iτ qui n’est autre
que ∑
h∈H
(c(h))ℓeiτc(h)|h′(x)|s,
est un opérateur borné sur C1(I) (respectivement sur Lip(I)) et est continu en (s, iτ) ∈
U × C.
Notons rσ := sup{|λ||λ ∈ Sp(Hσ) et λ 6= λσ}. Le corollaire suivant donne une décom-
position spectrale qui est une conséquence de la proposition 2.1.
Corollaire 2.2 (Décomposition spectrale). Considérons l’opérateur Hs,iτ défini sur
l’un des espaces C1(I) ou Lip(I). Il existe W1 ⊂ C × iR un voisinage de (1, 0) tel que,
pour tout (s, iτ) ∈ W1, on a
Hs,iτ = λs,iτPs,iτ +Ns,iτ ,
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où Ps,iτ est la projection spectrale associée à λs,iτ et le rayon spectral de Ns,iτ est ≤ θ,
avec rσ < θ < 1.
De plus, si le coût c admet des moments forts à l’ordre k pour un certain k ≥ 1, les
fonctions iτ 7→ Ps,iτ , iτ 7→ log λs,iτ et iτ 7→ ∂sλs,iτ sont k-fois différentiables uniformé-
ment en s. Leurs dérivées d’ordre 1 ≤ ℓ ≤ k, en tant que fonctions de s, sont analytiques
et ce uniformément par rapport à tout τ fixé.
Démonstration. Soit λ1 la valeur propre dominante de H1. Il existe alors r˜1 > 0 tel que le
cercle C(λ1, r˜1) vérifie C(λ1, r˜1) ∩ Sp(H1) = ∅.
Le projecteur spectral vérifie [27, Chap. III.6]
Ps,iτ =
1
2πi
∮
C(λ1,r˜1)
Rs,iτ (z)dz,
où
Rs,iτ(z) := (zI −Hs,iτ)−1.
De plus, pour tout z ∈ C(λ1, r˜1) on a (corollaire 5.4 dans [10])
Rs,iτ (z) = R1(z)
∞∑
n=0
[∣∣H1 −Hs,iτ ∣∣ · R1(z)]n,
ce qui, d’après la remarque 2.1.ii), montre que la fonction iτ 7→ Rs,iτ(z) est k-fois dif-
férentiable sur un voisinage de zéro. Par conséquent, la fonction iτ 7→ Ps,iτ est k-fois
différentiable.
Soit maintenant f1 la fonction propre de H1 associée à λ1. Pour tout (s, iτ) dans un
voisinage de (1, 0), la valeur propre λs,iτ est définie par
λs,iτ =
Hs,iτ [Ps,iτ(f1)]
Ps,iτ(f1)
.
Ceci est dû au fait que les opérateurs Ps,iτ et Ns,iτ vérifient
Ps,iτ ◦Ns,iτ = Ns,iτ ◦Ps,iτ = 0.
Ainsi iτ 7→ λs,iτ est k-fois différentiable en tant que compositions de fonctions k-fois
différentiables.

Définition 2.4 (Cohomologie). Deux fonctions f1 : I → R et f2 : I → R sont dites
cohomologues s’il existe une fonction ψ : I → R telle que pour tout h ∈ H on ait :
f1(x) = f2(x) + ψ(x)− ψ ◦ h(x).
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Par la suite, on appelle fonction pression la fonction σ → log λσ où λσ est la valeur
propre dominante de l’opérateur Hσ.
La proposition suivante (voir aussi [3]) donne des propriétés supplémentaires sur la
valeur propre dominante :
Proposition 2.3. Soient (I, T ) un système de bonne classe, Hs,iτ l’opérateur de transfert
associé avec (s, iτ) dans un voisinage de (1, 0) dans C × iR. Soit λs,iτ = eΛs,iτ sa valeur
propre dominante avec Λs,iτ sa fonction pression. Lorsque τ = 0, on note Λs = Λs,o.
1.a) [Dérivées de la pression.] La dérivée en 1 de la fonction pression s 7→ Λs est
l’opposé de l’entropie de Kolmogorov du système dynamique (T, µ1) :
Λ′(1) = −
∫
I
log |T ′(x)| f1(x) dx < 0.
(1.b) Si le coût c n’est pas constant et admet des moments forts d’ordre 2, la dérivée
seconde ∂2iτΛ(s,iτ) est strictement positive en (1, 0).
2) [La Fonction iτ 7→ σ˜(iτ).] Il existe ν0 > 0 proche de 0 et une unique fonction
continue σ˜ : [−ν0,+ν0] → C tels que λ(σ˜(iτ), iτ) = 1 et σ˜(0) = 1. De plus, si c à des
moments forts à l’ordre k pour un certain k ≥ 1, la fonction iτ 7−→ σ˜(iτ) est k-fois
différentiable.
Démonstration.1.a) Résulte directement de la dérivation par rapport à s de l’égalité
Hs,iτfs,iτ = λs,iτfs,iτ , d’une intégration par rapport à la mesure de Lebesgue µ̂1, et de
la formule de Rohlin.
(1.b) En faisant agir son opérateur sur l’espace des fonctions à variation bornée,
A.Broise [10, Prop.6.1] montre le résultat suivant : la fonction iτ 7→ Λs,iτ est convexe
en (1, 0) si et seulement si le coût c n’est pas cohomologue à une constante. Les systèmes
que nous considérons étant complets par morceaux, la démonstration s’adapte aussi aux
espaces C1(I) et Lip(I). Ainsi, il existe u ∈ C1(I) et une constante K telle pour toute
branche inverse h ∈ H et tout x ∈ I on ait
c(h) = u(x)− u ◦ h(x) +K.
En appliquant cette égalité au point fixe de chaque branche h on trouve que c est constante.
2) L’assertion 1.a) assure que ∂sλs(1, 0) 6= 0, et le théorème des fonctions implicites
assure l’existence de la fonction σ˜.

Remarque 2.2. Comme conséquence directe du corollaire 2.2 on a l’existence de M̂1 > 0
tel que pour tout (s, iτ) ∈ W1
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‖(I −Ns,iτ)−1‖1,1 ≤ M̂1.
De plus, il existe a > 0, t2 > 0 et ν0 > 0 tels que l’ensemble
A1 := {(s, iτ) ∈ C ; |ℜs− 1| ≤ a, |ℑs| ≤ t2, |τ | ≤ ν0}
est inclus dans W1. Par conséquent, le quasi-inverse Rs,iτ de Hs,iτ vérifie, pour tout
(s, iτ) ∈ A1,
Rs,iτ = λ(s, iτ)
1− λ(s, iτ) Ps,iτ + (I −Ns,iτ)
−1, (2.7)
et a pour seule singularité, dans A1, un pôle simple en chaque point (s = σ˜(iτ), iτ), avec
comme résidu, l’opérateur non nul
R(iτ) :=
−1
∂sλ(σ˜(iτ), iτ)
Pσ˜(iτ),iτ .
2.1 Apériodicité, convexité
Dans cette section nous expliquons comment la propriété UNI permet de montrer
l’analyticité de la fonction (s, iτ) 7→ Rs,iτ pour 0 < |ℑs| ≤ t0 avec t0 > 0 et τ ∈ R.
Commençons d’abord par un premier lemme où quitte à remplacer l’opérateur Hs,iτ
par son normalisé
H˜s,iτu := Hs,iτ(u · fσ)/(λσfσ), (2.8)
la preuve est donnée dans [3] et est analogue à celle de la Proposition 6.2 dans [31] ou
Proposition 9 dans [40].
Lemme 2.4 (Apériodicité). Soient (I, T ) un système de bonne classe et Hs,iτ l’opéra-
teur de transfert associé agissant sur C1(I) ou Lip(I). Soit (to, τ0) 6= (0, 0). Les assertions
suivantes sont équivalentes :
(a) Il existe σ > σ0 tel que
Rσ ∈ SpHσ+it0,iτ0.
(b) Il existe u avec u ∈ C1(I), |u| = 1, telle que, pour tout n, et tout h ∈ Hn
|h′(x)|it0 · exp(iτ0c(h)) · u ◦ h(x) = u(x), ∀x ∈ I . (2.9)
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Le second résultat (voir [10, Prop. 6.1]) donne une condition nécessaire et suffisante
sur la pression pour que la fonction poids (− log |T ′|) ne soit pas cohomologue à une
constante. On peut aussi se référer à [3, §3.5] pour plus de détails.
Lemme 2.5 (Convexité absolue). Soient (I, T ) un système de bonne classe et q ∈ R∗.
Les assertions suivantes sont équivalentes :
(a) La dérivée seconde de iτ → Λ(1 + iτ, 0) s’annule en τ = 0.
(b) Il existe une fonction u ∈ C1(I) strictement positive et une constante α > 0 telles
que, pour tout entier positif n et tout h ∈ Hn,
|h′(x)| · u ◦ h(x) = αn · u(x).
Les deux conditions (b) des deux lemmes ci-dessus sont du même type et fortement
liées à la conjugaison du système avec un système affine par morceaux. La proposition
suivante nous montre que cette conjugaison ne peut avoir lieu si le système vérifie la
condition UNI (voir Chapitre 1.4).
Notons que, dans [3] les lemmes 2.4 et 2.5 sont énoncés avec une hypothèse de crois-
sance modérée sur les coûts qui implique que le coût admet des moments forts de tout
ordre. Ici, on ne met pas d’hypothèse sur les moments car le deuxième paramètre iτ est
purement imaginaire.
Proposition 2.6. Soient (I, T ) un système de bonne classe vérifiant la condition UNI et
Hs,iτ l’opérateur de transfert associé agissant sur C1(I). Alors
(i) L’application T n’est pas C2 conjuguée à une application affine par morceaux.
(ii) La pression Λ1+iτ,0 est absolument convexe en τ = 0, c’est à dire Λ
′′(1) > 0. De
plus, si la fonction coût a des moments forts à l’ordre 2, pour tous q 6= 0, r ∈ R et τ ∈ R,
la pression iτ 7→ Λ1+iτq,iτr est absolument convexe en τ = 0.
(iii) a) Si τ 6= 0 et le coût c est non-réseau, on a, 1 /∈ Sp(H1,iτ )
b) Pour tous t 6= 0, τ ∈ R, on a, 1 /∈ Sp(H1+it,iτ ).
Remarque 2.3. Nous verrons dans la section suivante comment sont utilisées les asser-
tions (i) et (iii) pour montrer les propriétés analytiques du quasi-inverse Rs,iτ .
Comme dans la proposition 2.3(1.b), l’hypothèse sur les moments forts dans l’assertion
(ii) ci-dessus est nécessaire pour que la dérivée seconde de la pression iτ 7→ Λs,iτ soit bien
définie. La convexité de la pression en iτ implique que, lorsque le coût c a des moments
forts à l’ordre 2, la fonction iτ 7→ σ˜(iτ) est absolument convexe en τ = 0. Ceci, permet
de calculer les paramètres de E˜N et V˜N définis dans (0.4) et (0.5) (voir [3, Lemme 12])
avec des constantes µ(c) et δ(c) > 0 données par
µ(c) = 2σ˜′(0) et δ2(c) = 2σ˜′′(0).
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Démonstration de la proposition 2.6. (i) Si T est C2 conjuguée à une application affine
par morceaux, il existe alors u ∈ C2(I) telle que pour tout n ∈ N et tout h ∈ Hn, il existe
deux constantes d1 := d1(h) 6= 0 et d2 := d2(h) telles que
u ◦ h(x) = d1u(x) + d2,
autrement dit, il existe dˆ1 > 0, tel que
|h′(x)| · |u′ ◦ h(x)| = dˆ1|u′(x)|.
D’où, en posant û := log |u′|
log |h′(x)|+ û ◦ h(x) = log dˆ1 + uˆ(x),
une dérivation des deux cotés donne
h
′′
(x)
h′(x)
= −h′(x) · û′(h(x)) + û′(x).
Par conséquent,
|Ψ′h,k(x)| =
∣∣h′(x)û′(h(x))− k′(x)û′(k(x))∣∣,
où Ψh,k la fonction définie dans (1.4).
Rappelons maintenant la définition de ∆(h, k) dans 1.5. L’égalité ci-dessus implique
que pour tout 0 < ρ < ρ̂ < 1, pour tout n ∈ N et toutes h, k ∈ Hn on a
∆(h, k)≪ ρ̂n,
ce qui signifie que l’ensemble J(h, ρ̂n) est de mesure de Lebesgue 1 et contredit ainsi
la condition UNI(a).
(ii) Si la pression n’était pas convexe en τ = 0, l’assertion du lemme 2.5(b) serait
vérifiée, ce qui donnerait une fonction u ∈ C1(I) et une constante α > 0 telles que pour
tout n ∈ N et tout h ∈ Hn on ait
|h′| · u ◦ h = αnu.
Par conséquent le système T serait C2-conjuguée à une application affine par morceaux,
ce qui contredirait l’assertion (i).
De plus, si on suppose que la fonction coût admet des moments forts à l’ordre 2 et
que la fonction iτ 7→ Λ1+iτq,iτr n’est pas convexe en τ = 0, on obtient (voir [3, lemme
7(ii)]) une fonction u ∈ C1(I), une constante α > 0 telles que, pour tous n ∈ N, h ∈ Hn
et x ∈ I, on a
|h′|q · exp(rc(h)) · u ◦ h = αnu.
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Ceci entraîne que
q log |h′|+ rc(h) = n logα− log u ◦ h + log u.
En posant uˆ = u/q on obtient
h′′(x)
h′(x)
= uˆ′(x)− h′(x)uˆ′ ◦ h(x),
ce qui, comme dans la démonstration de (i), contredit la condition UNI.
(iii) a) Supposons que la fonction coût c est non-réseau et qu’il existe τ0 6= 0 tel que
1 ∈ Sp(H1,iτ0). Par le lemme 2.4(b), pour tout h ∈ H, on a
exp(i(τ0c(h)) = 1,
ce qui contredit l’hypothèse que c est non-réseau.
b) Supposons qu’il existe t0 6= 0 et τ0 ∈ R tels que la valeur 1 soit dans le spectre de
H1+it0,iτ0 . D’après le lemme 2.4, ceci revient à dire qu’il existe une fonction ϕ ∈ C1(I) à
valeurs réelles, telle que pour tous n ∈ N, h ∈ H et x ∈ I on ait
t0 log |h′(x)| + τ0c(h) = ϕ(x)− ϕ ◦ h(x).
ce qui, comme dans la démonstration de (i) et (ii), contredit la condition UNI.

3 Estimations sur le quasi-inverse
Le but de cette section est d’étudier l’analyticité du quasi-inverse s 7→ Rs,iτ = (I −
Hs,iτ)
−1, lorsque le paramètre τ parcourt la droite réelle. Commençons par décrire les
différentes régions de perturbation, puis étudions chacune d’elles séparément. Posons s =
σ + it.
Régions “compactes” :
Commençons d’abord par l’ensemble A1 défini dans la remarque 2.2 :
A1 := {(s, iτ) ∈ C× iR ; |σ − 1| ≤ a ; |t| ≤ t2 et |τ | ≤ ν0},
où a > 0, t2 > 0 et ν0 > 0 sont proches de zéro.
On considère également les ensembles
A2 := {(s, iτ) ∈ C× iR ; |σ − 1| ≤ a2 ; t2 ≤ |t| ≤ t0 et |τ | ≤ ν0},
A3 := {(s, iτ) ∈ C× iR ; |σ − 1| ≤ a˜2 ; |t| ≤ t0 et ν0 ≤ |τ | ≤ 2},
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où a2 > 0 et a˜2 > 0 qui seront définis dans le lemme 2.7 et t0 > 0 qui sera défini dans la
proposition 2.8.
Régions “libres” :
A4 := {(s, iτ) ∈ C× iR ; |σ − 1| ≤ a1 ; |t| ≥ t0 et τ ∈ R},
A5 := {(s, iτ) ∈ C× iR ; σ ≥ 1− ξ0|τ |α ; |t| ≤ t0 et |τ | ≥ 2},
avec a1 > 0 qui sera défini dans la proposition 2.8 . Les constantes ξ0 ∈]0, 1[ et α > 0 qui
seront définis dans la proposition 2.13.
3.1 Rs,iτ dans les régions compactes
Dans cette partie nous utilisons essentiellement les résultats de la section précédente,
en particulier, la proposition 2.6 et la perturbation de parties finies du spectre.
Lemme 2.7. Soit (I, T ) un système de bonne classe vérifiant la condition UNI.
(i) [Perturbations dans A1.] La fonction s 7→ Rs,iτ est méromorphe sur A1. Elle admet
un seul pôle en (s = σ˜(iτ), iτ). De plus, pour tout |τ | ≤ ν0, il existe a˜ ≤ a tel que, pour
σ = 1± a˜ et pour tout |t| ≤ t2, il existe M̂2 vérifiant, ‖Rs,iτ‖1,1 ≤ M̂2.
(ii) [Perturbations dans A2.] Pour tout |τ | ≤ ν0, il existe a2 > 0 tel que la fonction
s 7→ Rs,iτ soit analytique sur l’ensemble {s ∈ C ; |σ − 1| ≤ a2, |t| ∈ [t2, t0]}.
(iii) [Perturbations dans A3.] Si le coût c vérifie l’hypothèse de non-réseau, pour tout
|τ | ∈ [ν0, 2], il existe a˜2 > 0 tel que la fonction s 7→ Rs,iτ soit analytique sur l’ensemble
{s ∈ C ; |σ − 1| ≤ a˜2, |t| ∈ [t2, t0]}.
Démonstration. (i) Soit (s, iτ) ∈ A1. On a
Rs,iτ = λs,iτ
1− λs,iτ Ps,iτ + (1−Ns,iτ)
−1,
qui admet un pôle simple en tout (s = σ˜(iτ), iτ) ∈ A1.
Fixons 0 < a˜ ≤ a. La fonction iτ 7−→ σ˜(iτ) étant continue et σ˜(0) = 1, on peut choisir
ν0 > 0 petit de façon que, pour tout |τ | ≤ ν0, on ait |ℜσ˜(iτ)− 1| ≤ a˜/2.
D’autre part, si on pose B1 = {s ∈ C,ℜs = 1± a˜, |t| ≤ t2}, et
l := inf
B1
∣∣∣∣ λs,iτ − 1s− σ˜(iτ)
∣∣∣∣ > 0,
la valeur propre dominante λs,iτ pour |τ | ≤ ν0 et s ∈ B1, vérifie
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|λs,iτ − 1| ≥ l|s− σ˜(iτ)| ≥ l|ℜs−ℜσ˜(iτ)| ≥ la˜/2 > 0.
Par conséquent, il existe M̂2 tel que, pour tout s ∈ B1, on a ‖Rs,iτ‖1,1 ≤ M̂2.
(ii) Soit t2 ≤ |t| ≤ t0. La proposition 2.6(iii.b) affirme que, pour tout τ ∈ R et t 6= 0,
on a 1 /∈ Sp(H1+it,iτ ). Ceci, est en particulier vrai pour tout |τ | ≤ ν0. L’opérateur H1+it,iτ
étant quasi-compact, la théorie de perturbation de parties finies du spectre [27, Chapitre
III.6] montre qu’il existe a2 > 0 suffisamment petit tel que l’on ait, 1 /∈ Sp(Hs,iτ), pour
|ℜs− 1| ≤ a2. Ce qui, avec la remarque 2.1.i), donne l’analyticité de s 7→ Rs,iτ sur A2.
(iii) Soit |τ | ∈ [ν0, 2]. La proposition 2.6(iii.a) affirme que pour un coût c non-réseau,
la valeur 1 n’appartient pas au spectre de H1,iτ . Encore une fois, la perturbation de parties
finies du spectre assure que, pour a¯2 et t3 suffisamment petits, on a 1 /∈ Sp(Hs,iτ) pour
|ℜs− 1| ≤ a¯2 et |t| ≤ t3.
Pour t3 ≤ |t| ≤ t0, on utilise la proposition 2.6(iii.b), qui assure que 1 /∈ Sp(H1+it,iτ ).
Par la même théorie de perturbation que précédemment, on a l’existence de aˆ2 > 0 tel
que 1 /∈ Sp(Hs,iτ) pour |ℜs− 1| ≤ aˆ2 et t3 ≤ |t| ≤ t0.
On prend finalement, a˜2 = min(a¯2, aˆ2) pour avoir 1 /∈ Sp(Hs,iτ) pour (s, iτ) ∈ A3, et
par conséquent, l’analyticité de s 7→ Rs,iτ sur le rectangle {s ∈ C ; |σ−1| ≤ a˜2 , |t| ≤ t0}.

3.2 Rs,iτ dans les régions libres
3.2.1 Perturbation dans A4
On suppose dans cette partie que l’opérateur Hs,iτ défini dans la section agit sur C1(I).
Le résultat suivant a été démontré par V.Baladi et B.Vallée [3, §3]. On se propose ici de
rappeler les lemmes principaux et les grandes lignes de la démonstration.
Introduisons d’abord sur C1 la norme ‖ · ‖1,t qui est équivalente à ‖ · ‖1,1
‖u‖1,t := ‖u‖∞ + ‖u‖1|t| .
Proposition 2.8. Soit (I, T ) un système de bonne classe vérifiant la condition UNI, et
soit ρ son taux de contraction.
Il existe t0 > 0, tel que pour tout 0 < r < 1/5, il existe un voisinage Σ1 =]1− a1, 1 + a1[
de 1, et M > 0 tels que, pour tout s avec ℜs ∈ Σ1 et |ℑs| ≥ t0 > 0 et τ ∈ R, on ait
‖Rs,iτ‖1,t ≤M · |t|r . (2.10)
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Remarque 2.4. Dans [3] le théorème est énoncé avec une hypothèse de croissance modé-
rée qui entraîne que le coût admette des moments forts de tout ordre. Ici encore, aucune
hypothèse sur les moments forts n’est nécessaire, pour la même raison que précédemment :
le deuxième paramètre iτ est purement imaginaire.
Remarque 2.5. Contrairement à ce qui est affirmé dans [3] on ne peut pas poser t0 = ρ−2,
or ceci n’est pas exacte. Notons en particulier que la seconde et la troisième inégalité de
(2.24), ne sont pas valides si on remplace M0(M1)
k par M0, ce qui implique que t0 doit
être pris suffisamment grand.
La preuve se fait en deux étapes. La première étape consiste à montrer qu’il existe
un certain rang n0 pour lequel la norme dans L2((0, 1)) de l’opérateur normalisé H˜
n0
s,iτ ,
défini dans la section 2.1, décroît exponentiellement en n0. Dans la deuxième étape, et
en utilisant essentiellement la décomposition spectrale de l’opérateur H1, on transforme
cette décroissance en une estimation par rapport à la norme infinie de l’opérateur et sa
dérivée qui permettent d’avoir (2.10).
Par la suite, Σ1 désignera un sous-ensemble compact de ]σ0,+∞[ avec σ0 le réel défini
dans 2.4. La notation A(x) ≪ B(x) signifie qu’il existe une constante K telle que pour
tout x, A(x) ≤ KB(x).
Les deux lemmes suivants sont démontrés dans l’appendice.
Lemme 2.9. i) Pour tout Σ1, il existe C > 0 tel que, pour tout (s, iτ) tel que σ ∈ Σ1 et
tout u ∈ C1, on ait
‖H˜ns,iτu‖1 ≤ C (|s| ‖u‖∞ + ρn ‖u‖1) , ∀n ≥ 1. (2.11)
ii) Si, pour σ ∈ Σ1, on note
Aσ := λ
1/2
2σ−1/λσ,
alors, pour tout σ ∈ Σ1, on a
µσ[J ]≪ Akσ|J |1/2, ∀J =
⋃
h∈J
h(I), avec J ⊂ Hk.
De plus, pour tout u ∈ C1(I) et tout entier k ≥ 1, on a
||H˜kσ[u]||2∞ ≪ A2kσ ‖H˜k1[|u|2]‖∞ . (2.12)
avec une constante absolue qui ne dépend que de Σ1.
iii) Pour tout t1 > 0 et tout Σ1, il existe M0 > 0 tel que pour tout (s, iτ) avec σ ∈ Σ1
et |t| ≥ t1 on ait
‖H˜s,iτ‖1,t ≤M0.
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Remarque 2.6. : D’après la proposition 2.1, la fonction σ 7→ Aσ est continue et A1 = 1.
Rappelons maintenant la fonction Ψh,k introduite dans (1.4) au chapitre 1 :
Ψh,k(x) := log
|h′(x)|
|k′(x)| ,
pour tout h, k ∈ H∗ de même profondeur.
Soit H˜s,iτ l’opérateur normalisé (2.8) de Hs,iτ . Pour tout n ∈ N, on a
∣∣H˜ns,iτ [u](x)∣∣2 = 1λ2nσ
∑
(h,k)∈Hn×Hn
exp(iτ(c(h)− c(k))) · exp(itΨh,k(x)) · Rh,k(x). (2.13)
avec
Rh,k(x) = |h′(x)|σ|k′(x)|σ 1
f 2σ(x)
(u · fσ) ◦ h(x)(u¯ · fσ) ◦ k(x) . (2.14)
Rappelons que ∆(h, k) est la quasi-distance définie dans (1.5) et décomposons la
somme (2.13) en deux sommes : pour tous 0 < β < 1, (s, iτ) ∈ A3 et u ∈ C1(I), on
pose,
S−n (s, iτ, u, β) :=
∑
(h,k)∈Hn×Hn
∆(h,k)≤ρβn
exp(iτ(c(h)− c(k))) · exp(itΨh,k(x)) · Rh,k(x),
et
S+n (s, iτ, u, β) :=
∑
(h,k)∈Hn×Hn
∆(h,k)≥ρβn
exp(iτ(c(h)− c(k))) · exp(itΨh,k(x)) · Rh,k(x).
Pour tout x ∈ R, la notation ⌈x⌋ désignera le plus petit entier supérieur ou égal à x.
Rappelons que Σ1 est un sous-ensemble compact de [σ0,∞[.
Lemme 2.10. l’intégrale, par rapport à la mesure de Lebesgue, de la somme (2.13) décroît
exponentiellement en n. Plus précisément ;
1)Supposons que le système T vérifie l’hypothèse UNI(a) et soit I−n l’intégrale de la
somme S−n (s, iτ, u, β). Pour tous Σ1, σ ∈ Σ1, n ∈ N et tout 0 < β < 1 on a
|I−n | = |I−n (s, iτ, u, β)| ≪ (ρβ/2Aσ)n‖u‖2∞.
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2) Supposons que le système vérifie la condition UNI(b). Posons n0 = n0(t) avec
n0(t) = ⌈log |t|/| log ρ|⌋. Pour tous Σ1, σ ∈ Σ1, |t| = |ℑs| ≥ 1/ρ2 et tout 0 < β < 1/2,
l’intégrale I+n0 de la somme S
+
n (s, iτ, u, β) pour n = n0, vérifie
|I+n0| = |I+n0(s, iτ, u, β)| ≪ ρ(1−2β)n0‖u‖21,t.
Rappelons que A1 = 1 et que la fonction σ 7→ Aσ est continue. Il existe alors un
voisinage réel Σ2 tel que, pour tout 2/5 < β < 1/2, on ait
Aσ · ρβ/2 ≪ ρ1−2β . (2.15)
Ceci, avec le lemme 2.10 donnent une première estimation sur la norme de l’opérateur
H˜n0s,iτ dans L
2(I) :
Corollaire 2.11. Pour tout |t| > 1/ρ2 fixé, on pose n0 = ⌈log |t|/ log ρ⌋. Soit 2/5 < β <
1/2. Il existe alors un voisinage réel Σ de 1 tel que pour tout σ ∈ Σ on ait
Aσ ≤ ρ1−5β/2 . (2.16)
De plus, ∫
I
|H˜n0s,iτ [u](x)|2 dx≪ ρ(1−2β)n0‖u‖21,t. (2.17)
Démonstration de la Proposition 2.8 : On commence par estimer la norme infinie. La
quasi-compacité de l’opérateur normalisé H˜s,iτ par rapport à la norme ‖ · ‖1,1 donne
‖H˜k1[|u|2]‖∞ =
∫
I
|u|2(x) dx+O(rk1)‖u2‖1,1. (2.18)
où r1 est le rayon spectral sous-dominant de H1 (r1 := sup{λ ∈ SpH1 ; |λ| < 1}).
Soit n ≥ n0 = ⌈log |t|/| log ρ|⌋ et posons u = |H˜n0s,iτ [v]|. En combinant (2.12), (2.18),
(2.17) et (2.11) on trouve ;
‖H˜ns,iτ [v]||2∞ ≪ ‖H˜n−n0σ [u]‖2∞
≪ A2(n−n0)σ ‖H˜n−n01 [|u|2]‖∞
≪ A2(n−n0)σ
[
ρ(1−2β)n0 + rn−n01 |t|
] ||v||21,t . (2.19)
Si on prend maintenant n1 = (1 + η˜)n0 avec η˜ = (1− 2β) log ρ/ log r1, on obtient
ρ(1−2β)n0 = rn1−n0 . (2.20)
Par conséquent,
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‖H˜n1s,iτ [v]||2∞ ≪ A2η˜n0σ ρ(1−2β)n0(1 + |t|)‖v‖21,t,
d’où,
‖H˜n1s,iτ [v]||∞ ≪ Aη˜n0σ ρ(1−β)n0‖v‖1,t. (2.21)
Pour 2/5 < β < 1/2, on a (1− 2β)(5β − 2) < 2(1− β). Il est donc possible de choisir
d > 0 tel que,
0 < η˜(5β − 2) < d < 2(1− β).
D’autre part, d’après (2.15), pour tout σ ∈ Σ2, on a
max(λ1+η˜σ , A
η˜
σ)≪ ρ−η˜(5β/2−1) ≤ ρ−d/2. (2.22)
En substituant (2.22) dans (2.21), on trouve, pour (s, iτ) ∈ A4 avec σ ∈ Σ2,
‖H˜n1s,iτ [v]‖∞ ≪ ρn1b‖v‖1,t, avec b :=
2(1− β)− d
2(1 + η˜)
> 0.
D’où, en utilisant le lemme 2.9(i) on a, pour n2 = 2n1,
‖H˜n2s,iτ‖1,t ≪ ρn2b/2 . (2.23)
Soit t0 > t1 assez grand et fixons |t| ≥ t0. Pour tout n = kn2 + ℓ avec ℓ < n2(t), le
lemme 2.9.iii) et l’inégalité (2.23) donnent
‖H˜ns,iτ‖1,t ≤M ℓ0‖H˜n2s,iτ‖k1,t ≤ M2Mk1 ρbkn2/2 ≤M2Mk1 ρbn/2 ρ−bn2/2, (2.24)
D’autre part,
bn2/2 = (2(1− β)− d)n0/2,
ainsi
‖H˜ns,iτ‖1,t ≤ M2 Mk1 |t|r˜ γn (2.25)
avec r˜ :=
2(1− β)− d
2
> 0, b :=
r˜
1 + η˜
et γ := ρb/2.
Si on prend t0 suffisamment grand, on obtient
‖H˜ns,iτ‖1,t ≤ M3 · |t|r · γn,
avec r = 2r˜ > 0.
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Ce qui signifie que, pour l’opérateur non normalisé, on obtient
‖H˜ns,iτ‖1,t ≤M3 · |t|r · γn · λnσ, ∀n, ∀|t| ≥ t0.
Finalement, d’après (2.22), pour tout σ ∈ Σ2, on a
γλσ ≤ ρ
r
2(1+η˜) · ρ− r4(1+η˜) = ρ r4(1+η˜) = γˆ < 1 .
Ce qui achève la preuve avec M := M3/(1− γˆ).

3.2.2 Perturbation dans A5
Dans cette partie nous considérons que Hs,iτ agit sur l’espace Lip(I).
Par définition, l’opérateur normalisé vérifie
‖H˜m1+it,iτ (u)‖L∞ ≤ ‖u‖L∞,
pour tout m ∈ Z∗+, et tous réels t et τ .
Le lemme suivant est prouvé dans l’appendice.
Lemme 2.12. Pour tout t ∈ R il existe K(t) ≥ 1 tel que pour tout m ∈ Z∗+ et tout τ ∈ R
Lip(H˜m1+it,iτ (u)) ≤ K(t)‖u‖L∞ +KρmLip(u). (2.26)
Il nous sera plus utile d’utiliser la norme suivante sur Lip(I) :
‖u‖Lip = max
{‖u‖L∞, 1
2 sup|t|≤t0 K(t)
Lip(u)
}
.
En effet, en rappelant que pour h ∈ Hm on a sup |h′| ≤ Cρ̂m et en posant n0 =
[logK/ log(1/ρ)] + 1, on a pour tout τ ∈ R et tout t ∈ [−t0, t0]
‖H˜m1+it,iτ‖Lip ≤ Kρm + 1 , ∀m ≥ 1 ,
‖H˜m1+it,iτ‖Lip ≤ 1 , ∀m ≥ n0 . (2.27)
Le résultat principal de cette section est le suivant :
Proposition 2.13. Supposons que la fonction coût c est diophantienne d’exposant η pour
le sous-ensemble H0 ⊂ H, et soit
α > η
(
2 +
log supH0 |h′|−1
log(1/ρ)
)(
1 +
log supH0 |h′|−1
log(1/ρ)
)
. (2.28)
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Alors, il existe M0 ≥ 1, ξ0 ∈ (0, 1), et α > 0 tels que, pour tous |τ | ≥ 2, |t| ≤ t0 et
σ ≥ 1− ξ0|τ |−α
‖Rσ+it,iτ‖Lip ≤M0|τ |α . (2.29)
Remarque 2.7. L’hypothèse sur les moments forts de c n’est pas nécessaire. La preuve
donne une valeur de α plus grande que l’exposant η de la condition diophantienne sur c.
Remarque 2.8. La démarche que nous allons suivre pour démontrer la proposition 2.13
est celle faite par Melbourne [29, §3] en modifiant l’argument de Dolgopyat [17]. Nous
sommes amenés à reprendre toutes les étapes pour la raison suivante : les paramètres (s′, z)
de l’opérateur Rs′,z de [29] ne sont pas de la même nature que (s, iτ). En effet, le paramètre
s′ vérifie ℜs′ = ℜs et ℑs′ = τ . De plus, la partie imaginaire du deuxième paramètre z est
dans [0, 2π[, ceci est dû au fait que dans [29], la fonction du temps de retour est à valeurs
entières et localement constante ce qui n’est pas le cas pour les fonctions log |h′|.
Avant de donner la preuve de la proposition, et cela en modifiant l’argument de Dol-
gopyat [17], comme il a été adapté par Melbourne [29, §3] pour le cas d’un nombre infini
de branches, on aura besoin d’autres notations et de lemmes préliminaires.
Pour tout sous-ensemble H0 ⊂ H on pose I0 = I0(H0) l’ensemble de Cantor invariant
par T associé à H0, c’est à dire,
I0 = {x ∈ I | Tm(x) ∈ I˜0 , ∀m ∈ Z+},
pour I˜0 = ∪h∈H0h([0, 1]) et
Lip(I0) = {u : I0 → C | Lip(u) <∞}.
Le lemme suivant donne une première condition nécessaire sur I0 pour que (2.29) soit
vérifiée.
Lemme 2.14. Soit I0(H0) associé à l’ensemble fini H0 ⊂ H. Pour tous α1 > 0, α >
α1
[
1 + (log supH0 |h′|−1)/ log(1/ρ)
]
et β1 > 0, il existe M0 ≥ 1 tels que ce qui suit a lieu
pour tous |τ | ≥ 2 et |t| ≤ t0 :
Supposons que pour chaque v ∈ Lip(I) avec ‖v‖Lip ≤ 1 il existe x0 ∈ I0 et j0 ≤
[3β1 log |τ |] tel que
|H˜j01+it,iτ (v)(x0)| ≤ 1−
1
|τ |α1 , (2.30)
alors, ‖R1+it,iτ )‖Lip ≤M0|τ |α.
Remarque 2.9. La preuve du Lemme 2.14 utilise fortement le fait que s = 1 + it et ne
devient plus valide si s = σ + it avec σ < 1.
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Démonstration. (Voir Lemme 3.13 dans [29], adapté de [17, Section 7].) Dans cette preuve,
on fixe t et τ et on écrit n = n(τ) = [3β1 log |τ |].
Soit v ∈ Lip(I) tel que ‖v‖Lip ≤ 1. Il suffit de montrer que (Id−H˜1+it,iτ )−1(v) existe et
que ‖(Id− H˜1+it,iτ )−1(v)‖Lip ≤M0|τ |α pour un certain α > 0 et M0 ≥ 1 qui ne dépendent
pas de τ ou t.
Pour j0 = j0(v, τ) ≤ n on pose comme dans (2.30),
u0 = H˜
j0
1+it,iτ (v) et u = H˜
n
1+it,iτ (v) .
On a
‖u0‖L∞ ≤ 1
et (rappelons (2.27))
max{‖u0‖Lip, ‖u‖Lip} ≤ 1 +Kρ.
Grâce à (2.30), il existe x0 ∈ I0 (dépendant de v) telle que, en posant K¯ = 2(1 +
Kρ) sup|t|≤t0 K(t), on ait
|u0(x)| ≤ 1− 1
2|τ |α1 , ∀x ∈ Ix0 := {x ∈ I | |x− x0| ≤
1
K¯|τ |α1 }. (2.31)
Rappelons maintenant que µ1 est la mesure de probabilité absolument continue sur I
de densité f1 (qui est T -invariante). Par définition, le dual de H˜1,0 a pour point fixe µ1.
Posons
m0 = m0(τ) = [
α1 log |τ |+ log(KK¯)
log(1/ρ)
] + 1,
alors, l’élément hx0 ∈ Hm00 tel que x0 ∈ hx0([0, 1)) vérifie
hx0(I) ⊂ Ix0.
Ainsi,
µ1(Ix0) ≥ µ1(hx0(I)).
D’autre part, la définition de µ1 et la propriété de contraction des branches inverses
donnent
µ1(hx0(I)) ≥ K−18 |h′x0(x0)| ≥ K−18 K−m0(τ)4 ≥ K−19 |τ |−α1
log(K4)
log(1/ρ) , (2.32)
avec des constantes K8 ≥ 1, K9 ≥ 1, et K4 = suph∈H0 supI |h′x0|−1 ≥ 1 sont indépendantes
de τ et t.
En posant
α2 = α
2
1
log(K4)
log(1/ρ)
> 0,
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et en décomposant I = Ix0 ∪ (I \ Ix0), on déduit de (2.31) et (2.32) que
‖u‖L1(µ1) ≤ ‖u0‖L1(µ1) ≤
(
1− 1
2|τ |α1
)
µ1(Ix0) + 1− µ1(Ix0)
= 1− µ1(Ix0)
2|τ |α1 (2.33)
≤ 1−K−19 |τ |−α2 .
Pour le reste de la preuve, on transforme d’abord l’estimation (2.33) sur L1 en une
estimation sur L∞, puis en une estimation sur la semi-norme de Lipschitz.
Posons n1 = [β2 log |τ |]. Pour β2 > 1 qu’on précisera par la suite, et à partir de la
décomposition spectrale
H˜m1,0(w) =
∫
I
w dµ1 +N
m
1,0(w),
du corollaire 2.2 (avec ‖Nm1,0‖Lip ≤ K10ρˆm, pour un certain ρˆ < 1 et tout m ≥ 1), on
obtient
‖H˜n1(τ)1+it,iτ(u)‖L∞ ≤ ‖H˜n1(τ)1,0 |u|‖L∞ ≤
∫
|u| dµ1 +K10ρˆn1‖|u|‖Lip
≤ 1−K−19 |τ |−α2 + (1 +Kρ)K10ρˆn1 .
Donc, si β2 > α2 est suffisamment grand (dépendant de ρ, ρˆ, K9 et K10, et indépendant
de τ) alors
‖H˜n(τ)+n1(τ)1+it,iτ (v)‖L∞ = ‖H˜n1(τ)1+it,iτ(u)‖L∞ ≤ 1−K−111 |τ |−α2 ,
pour K11 ≥ 1 indépendant de τ .
En utilisant (2.26), on obtient pour n2(τ) = [β3 log |τ |] β3 > 3β1 + β2 suffisamment
grand ;
‖H˜n2(τ)1+it,iτ (v)‖Lip ≤ 1− (2K11)−1|τ |−α2 .
Et comme v est arbitraire on a
‖(Id− H˜n2(τ)1+it,iτ )−1‖Lip ≤ 2K11|τ |α2 .
Remarquons maintenant que pour tout m ∈ N on a pour tout opérateur A quelconque
(I −Am) = (I −A)
m−1∑
k=0
Ak.
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Ainsi,
(Id−A)−1 = (Id +A +A2 + · · ·+An2−1)(Id−An2)−1,
Finalement, en utilisant (2.27) et la remarque ci-dessus, on trouve pour tout α > α2
une constante M0 ≥ 1, indépendante de τ et t, telle que
‖(Id− H˜1+it,iτ )−1‖Lip ≤ M0|τ |α.

Pour τ ∈ R, u ∈ L∞(I), et pour x ∈ (0, 1] en notant par hx l’élément de H tel que
x ∈ hx([0, 1)), on définit l’opérateur de multiplication
Mt,τu(x) = |T ′(x)|ite−iτc(hx)u(T (x)). (2.34)
Le lemme suivant donne une condition nécessaire sur l’opérateur de multiplication
Mt,τ pour que la condition sur l’ensemble invariant I0 citée dans le lemme précédent soit
vérifiée. Nous verrons dans la démonstration finale de la proposition 2.13 que les coûts
diophantiens vérifient cette condition.
Lemme 2.15. Soit I0(H0) l’ensemble de Cantor associé au sous-ensemble fini H0 ⊂ H.
Soit η1 > 0 et β0 ≥ 1. Alors, pour tout α1 > η1
[
2 + (log supH0 |h′|−1)/ log(1/ρ)
]
, β1 > β0
et K0 ≥ 1 tels que l’assertion suivante soit vraie pour tout |t| ≤ t0 et tout |τ | ≥ 2, en
posant n(τ) = [β1 log |τ |] :
Supposons qu’il existe v0 = v0,τ,t ∈ Lip(I) avec ‖v0‖Lip ≤ 1 tel que
|H˜jn(τ)1+it,iτ (v0)(x)| ≥ 1−
1
|τ |α1 , ∀x ∈ I0 , j = 0, 1, 2 . (2.35)
Alors, il existe θτ,t ∈ [0, 2π) et wτ,t : I0 → C, avec |wτ,t(x)| = 1 pour tout x et∣∣∣∣Mn(τ)t,τ wτ,t(x)− eiθτ,twτ,t(x)
∣∣∣∣ ≤ K0|τ |η1 , ∀x ∈ I0 . (2.36)
Démonstration. (Voir Lemme 3.12 et §3.3 dans [29] adapté de [17, §8].) Dans cette preuve,
on fixe t et τ (avec |t| ≤ t0 et |τ | > 0) et on écrit n pour désigner n(τ). Soit v0 comme
dans (2.35), et posons pour j = 0, 1, 2
vj = H˜
jn
1+it,iτ (v0) , sj = |vj|.
Notre hypothèse (2.35) implique que
1− 1|τ |α1 ≤ sj(x) ≤ 1 , ∀x ∈ I0 , j = 0, 1, 2 . (2.37)
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on définit en particulier,
wj(x) =
vj(x)
sj(x)
pour x ∈ I0 et j = 0, 1, 2,
qui vérifie |wj| ≡ 1 sur I0.
Notons aussi que (2.27) implique qu’il existe une constante K1 ≥ 1 (qui ne dépend
pas de t ou de τ) telle que ‖wj‖Lip(I0) ≤ K1 pour j = 0, 1, 2. En effet, ‖vj‖Lip(I) sont
uniformément bornées.
Comme
s1(x) =
1
w1(x)
H˜n1+it,iτ (s0w0)(x),
et
H˜1,0(1) = 1,
la borne (2.37) pour j = 1 implique que pour tout x ∈ I0
∑
h∈Hn
f1(h(x))
f1(x)
|h′(x)|
(
1− |h
′(x)|it
w1(x)
eiτc(h)s0(h(x))w0(h(x))
)
≤ 1|τ |α1 .
La partie réelle de chaque terme dans la somme précédente est non-négative. En effet
comme
∣∣eiτc(h)|h′(x)|itw0(h(x))/w1(x)∣∣ = 1, on a
ℜ
[
f1(h(x))
f1(x)
|h′(x)|
(
1− |h
′(x)|it
w1(x)
eiτc(h)s0(h(x))w0(h(x))
)]
=
f1(h(x))
f1(x)
|h′(x)|
(
1− s0(h(x))ℜ
[ |h′(x)|it
w1(x)
eiτc(h)w0(h(x))
])
≥ 0.
Ainsi, en utilisant le fait que f1 ◦ h/f1 est bornée (supérieurement et inférieurement)
uniformément en h ∈ Hn, on peut trouver une constante K2 ( ne dépendant pas de τ)
telle que pour tout h ∈ Hn et tout x ∈ I0
0 ≤ 1− s0(h(x))ℜ
( |h′(x)|iteiτc(h)w0(h(x))
w1(x)
)
≤ K2|h′(x)||τ |α1 .
De plus,
s0(h(x)) ≤ 1,
d’où pour tout h ∈ Hn et tout x ∈ I0
0 ≤ 1− ℜ
( |h′(x)|iteiτc(h)w0(h(x))
w1(x)
)
≤ K2|h′(x)||τ |α1 .
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En utilisant le fait que pour tout nombre complexe z de module 1 on a |1 − z| =√
2(1−ℜz)1/2, on trouve une constante K3, indépendante de τ , telle que pour tout h ∈ Hn
et tout x ∈ I0 ∣∣∣∣w1(x)− |h′(x)|iteiτc(h)w0(h(x))
∣∣∣∣ ≤ K3|h′(x)|1/2|τ |α1/2 .
Pour le reste de la démonstration, on se restreint aux branches h ∈ Hn0 . Pour de telles
branches, on a pour tout x ∈ I0
|h′(x)| ≥ K−n4 ,
où K4 = suph0∈H0 sup |h′0|−1 > 1 dépend uniquement de H0.
Rappelons que n = [β1 log |τ |]. Si α1 et β1 > β0 vérifient
α1 − β1 log(K4) > 2η1 , (2.38)
alors, existe une constante K5 (indépendante de τ) telle que pour tout x ∈ I0, en posant
hx l’élément de Hn0 tel que x ∈ hx([0, 1)),∣∣∣∣w1(T n(x))− |(T n)′(x)|−iteiτc(hx)w0(x)
∣∣∣∣ ≤ K5|τ |η1 . (2.39)
Un argument similaire donne K6, indépendant de τ , tel que si (2.38) a lieu et x ∈ I0 alors∣∣∣∣w2(T n(x))− |(T n)′(x)|−iteiτc(hx)w1(x)
∣∣∣∣ ≤ K6|τ |η1 . (2.40)
Fixons un élément arbitraire x0 ∈ I0 et définissons θ0 = θ0(τ, t) (Rappelons que wj
dépend de τ et t et que n = n(τ)) dans [0, 2π) par
eiθ0 = w0(x0)|(T n)′(x0)|−iteiτc(hx0) .
Soit hx0 ∈ Hn0 tel que x0 ∈ hx0([0, 1)). Remarquons que si pour tout x ∈ I0 on note
xx0 = hx0(T
n(x)) on a alors
T n(x) = T n(xx0) et hx0 = hxx0 .
Ceci, avec l’inégalité (2.39), donne
|w1(T n(x))− eiθ0 |
≤ K5|τ |η1 + |w0(xx0)− w0(x0)|+ ||(T
n)′(xx0)|−it − |(T n)′(x0)|−it|.
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Rappelons maintenant que le système T est de la bonne classe, (c’est à dire. |h′′/h′| ≤ K̂,
avec |h′| ≤ Kρn), |t| ≤ t0 et que |T n(x) − T n(x0)| ≤ 1. Il existe alors une constante K7
indépendante de τ et h telle que
∣∣|h′x0(T n(x))|it − |h′x0(T n(x0))|it∣∣ ≤ K7 · ρn(τ).
De plus, comme |xx0 − x0| ≤ ρn et si x ∈ I0 on a xx0 ∈ I0 alors
|w0(xx0)− w0(x0)| ≤ K1 · ρn(τ) .
Par conséquent, si (2.38) est vérifiée et que de plus
β1 >
η1
log(1/ρ)
, (2.41)
alors
|w1(T n(x))− eiθ0 | ≤ K1 +K5 +K7|τ |η1 , ∀x ∈ I0 . (2.42)
Ensuite, en définissant θ1 = θ1(t, τ) ∈ [0, 2π) par
eiθ1 = w1(x0)|(T n)′(x0)|−iteiτc(hx0),
et en reprenant le même argument précédent (en replaçant w1 par w2 et θ0 par θ1) alors
si (2.38) et (2.41) sont vérifiée on obtient
∣∣w2(T n(x))− eiθ1∣∣ ≤ K1 +K6 +K7|τ |η1 , ∀x ∈ I0 . (2.43)
En substituant (2.42) dans (2.43), on trouve pour θt,τ = θ0 − θ1 et tout x ∈ I0
|e−iθt,τw1(T n(x))− w2(T n(x))| ≤ 2K1 +K5 +K6 + 2K7|τ |η1 . (2.44)
Puis, en choisissant α1 et β1 tels que (2.38) et (2.41) aient lieu, et en substituant (2.44)
dans (2.40) on voit que la fonction w = w1 satisfait la conclusion du lemme pour K0 =
2K1 +K5 + 2K6 + 2K7.

On peut enfin démontrer la proposition :
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Démonstration de la Proposition 2.13. Le résultat est trivial pour σ > 1 car dans ce cas,
le rayon spectral de Hσ+it,iτ est inférieur à 1. En effet la fonction σ 7→ λσ est décroissante
et Rs,iτ ≤ Rσ (voir Proposition 2.1.(1)). Pour σ ≤ 1, on suit la méthode [29, §3.2, §3.3] :
Considérons d’abord le cas σ = 1, et procédons par l’absurde.
Soit I0(H0) le sous-ensemble de I associé à l’ensemble fini non vide H0 ⊂ H. Fixons
η1 > η et β0 ≥ 1. Choisissons alors α1, β1 > β0, K0 comme dans le Lemme 2.15. Fi-
nalement, prenons α et M0 du Lemme 2.14 et supposons que pour chaque M ≥ M0 la
borne
‖(Id−H1+it,iτ )−1‖Lip ≤M |τ |α
n’est pas vérifiée pour un certain τ = τ(M) et t = t(τ) avec |τ | > 2 et |t| ≤ t0.
En choisissant une suite Mk →∞ on obtient des suites tk et τk avec |τk| tendant vers
l’infini.
Alors le lemme 2.14 implique que l’hypothèse (2.35) du Lemme 2.15 est satisfaite pour
chaque (t, τ) = (tk, τk) et pour η1.
Ainsi, il existe θk = θτk ,tk ∈ [0, 2π) et wk = wτk,tk : I0 → C, avec |wk(x)| = 1 pour tout
x ∈ I0 et, en posant nk = [β1 log |τk|],∣∣∣∣Mnktk,τkwk(x)− eiθkwk(x)
∣∣∣∣ ≤ K0|τk|η1 , ∀x ∈ I0 .
Si x = hx(x) ∈ I0 pour hx ∈ Hp0 a comme période minimale p ≥ 1, alors en posant
cx = c(hx), on obtient∣∣∣∣|h′x|−itknke−iτknkcxwk(x)− eipθkwk(x)
∣∣∣∣ ≤ pK0|τk|η1 .
Puisque |wk(x)| = 1, on trouve des entiers ℓk(x) = ℓ(tk, τk, x) avec |ℓk| = O(|τk| log |τk|)
et une constante D0 ≥ 1, indépendante de k et x, tels que
| − tknk log |h′x| − τnkcx − pθk − 2πℓk(x)| ≤ pD0|τk|−ηk . (2.45)
Comme η1 > η et β0 ont été arbitrairement choisis, ceci contredit notre hypothèse
diophantienne sur c lorsque k →∞.
Si σ ∈ (1− ξ0|τ |−α1 , 1), on pose s = σ + it et on écrit
(Id− H˜s,iτ)−1 = (Id− H˜1+it,iτ )−1(Id−As,iτ)−1
avec
As,iτ = (H˜s,iτ − H˜1+it,iτ )(Id− H˜1+it,iτ )−1.
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Rappelons maintenant que le système T est de bonne classe (chapitre 1, section 2).
On a donc 0 < σ0 < 1 vérifiant
∑
h∈H supI |h′|σ <∞ pour tout σ ≥ σ0.
On vérifie alors par un calcul direct qu’il existe une constante K12 ≥ 1 telle que
‖H˜σ+it,iτ − H˜1+it,iτ‖Lip ≤ K12(1− σ) , ∀σ ∈ (σ0, 1] , ∀|t| ≤ t0 , ∀τ ∈ R .
Ainsi, en utilisant le cas σ = 1 déjà traité, on obtient ‖As,iτ‖Lip ≤ M0K12(1−σ)|τ |α pour
tout σ > 1 et tout |τ | ≥ 2.
Ceci implique qu’il existe ξ0 ∈ (0, 1) tel que
‖As,iτ‖Lip ≤ 1/2 pour σ ≥ 1− ξ0|τ |−α,
ce qui achève la preuve.

Chapitre 3
Fonction Génératrice des moments
1 Introduction
Considérons les ensembles
Ω˜ := {(p, q) ∈ (Z∗+)2, q/p ∈ (0, 1]}, Ω := {(p, q) ∈ Ω˜, pgcd(p, q) = 1},
et munissons les ensembles
Ω˜N := {(p, q) ∈ Ω˜; p ≤ N} et ΩN := {(p, q) ∈ Ω; p ≤ N}
des probabilités uniformes P˜N et PN respectivement.
Dans la suite , on considère la variable aléatoire C(p, q) sur ΩN (voir section 5 du
chapitre 1).
Remarque 3.1. Tout élément (p
′
, q
′
) de Ω˜ s’écrit de façon unique sous la forme (dp, dq)
avec d = pgcd(p, q) et (p, q) ∈ Ω. Par conséquent, l’exécution de l’un des algorithmes
G, K, O sur les deux paires (p′ , q′) et (p, q) donne le même développement en fractions
continues, et les deux coûts C(p
′
, q
′
) et C(p, q) sont égaux. Ainsi, dans toute la suite nous
allons restreindre notre étude à l’ensemble ΩN . Voir aussi la remarque 3.2 dans la section
suivante.
Il est classique, pour étudier la distribution d’une variable aléatoire, de considérer sa
fonction génératrice des moments définie sur R par
τ 7→ EN [exp(iτC)] :=
∑
(p,q)∈ΩN
eiτC(p,q) PN(p, q). (3.1)
Notons Φiτ (N) = Φc,iτ (N) la valeur cumulée de exp(iτC) sur ΩN , c’est-à-dire,
Φiτ (N) :=
∑
(p,q)∈ΩN
exp[iτC(p, q)] , Φ0(N) = |ΩN | . (3.2)
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D’où
EN [exp(iτC)] =
Φiτ (N)
Φ0(N)
. (3.3)
Nous suivons ici la méthode que B.Vallée a développée et qui consiste (voir [39]) à rem-
placer l’étude de la fonction génératrice des moments par celle d’une série génératrice de
Dirichlet, qui est reliée comme nous le verrons dans la section suivante à des perturbations
de l’opérateur de transfert.
Pour s ∈ C et τ ∈ R, on pose
S(s, iτ) :=
∑
(p,q)∈Ω
1
ps
exp[iτC(p, q)] =
∑
n≥1
cn(iτ)
ns
, (3.4)
où cn(iτ) :=
∑
(p,q)∈Ωn ,p=n exp[iτC(p, q)].
Il est clair que la somme partielle des coefficients des séries S(s, iτ) vérifie∑
n≤N
cn(iτ) = Φiτ (N). (3.5)
On voit alors que étudier le comportement asymptotique par rapport àN de la fonction
génératrice des moments EN [exp(iτC)] associée à un coût total sur ΩN , revient à analyser
la fonction de Dirichlet S(s, iτ).
2 Série de Dirichlet et Opérateur de Transfert
Comme nous l’avons déjà vu dans le chapitre 1, les trois systèmes euclidiens ap-
partiennent à la bonne classe. Pour les branches inverses de profondeur k de la forme
h[q1] ◦ · · · ◦ h[qk], l’intervalle h(I) contient tous les réels x pour lesquels les k premiers
digits du développement en fractions continues sont (q1, q2, . . . , qk)(voir section 3 du cha-
pitre 1). De plus, chaque branche inverse d’une profondeur quelconque est une homogra-
phie h(x) = (ax+b)/(cx+d), avec a, b, c, d des entiers premiers entre eux, un déterminant
ad− bc = ±1, et un dénominateur D[h] relié à |h′| à travers :
D[h](x) := |cx+ d| = | det h|1/2 |h′(x)|−1/2 = |h′(x)|−1/2. (3.6)
Le dénominateur D[h] vérifie également la propriété : pour toutes h1 et h2 deux
branches de H∗, on a
D[h1 ◦ h2](0) = D[h1](0) ·D[h2](0). (3.7)
De plus, si x = q/p ∈ ΩN , on a q/p = h[q1] ◦ · · · ◦ h[qk] = h(0), d’où la relation
p = D[h](0) (3.8)
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Ainsi, et d’après (3.6), les opérateurs de transfert associés aux systèmes euclidiens TG, TK
et TO vérifient l’identité suivante :
Hs,iτ [f ](x) =
∑
h∈H
exp[iτc(h)]
1
D[h](x)2s
f(h(x)) . (3.9)
Soit F ⊂ H l’ensemble des branches finales (voir chapitre 1, § 3). On associe à F
l’opérateur de transfert
Fs,iτ [f ](x) :=
∑
h∈F
exp[iτc(h)]
1
D[h](x)2s
f(h(x))=Hs,iτ [f · 1∪h∈Fh(I)](x) . (3.10)
Il est clair que, pour σ ∈ Σ0, l’opérateur Fs,iτ est borné sur C1(I), de plus, les énoncés
de la proposition 2.1 s’étendent aisément à Fs,iτ .
Si on note 1 la fonction constante égale à 1 sur I, on a la relation suivante qui relie
les opérateurs Hs,iτ et Fs,iτ , associés aux systèmes euclidiens, à la série de Dirichlet : les
égalités (3.8) et (3.7) donnent pour (s, iτ) ∈ C× iR avec ℜs > 1/2 :
S(2s, iτ) =
∑
(p,q)∈Ω
eiτC(p,q)
p2s
=
∑
P≥1
∑
hi∈H
e
iτ
P
i=1
c(hi)
D[h](0)2s
=
∑
P≥1
∑
hP∈F
eiτc(hP )
D[hP ](0)2s
∑
h∈HP−1
eiτc(h)
D[h](0)2s
=
∑
P (p,q)≥1
∑
hP∈F
eiτc(hP )
D[hP ](0)2s
HP−1s,iτ [1](0)
= Fs,iτ ◦
∑
P≥1
HP−1s,iτ [1](0).
On a ainsi, une relation qui joue un rôle clef dans la suite :
S(2s, iτ) = Fs,iτ ◦ (Id−Hs,iτ)−1[1](0). (3.11)
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Remarque 3.2. La relation (3.11) relie l’opérateur de transfert à la série de Dirichlet
associée à l’ensemble ΩN . on peut définir la fonction génératrice des moments de Dirichlet
S˜(s, iτ) associée à l’ensemble Ω˜N , pour obtenir
S˜(2s, iτ) = ζ(2s)Fs,iτ ◦ (I −Hs,iτ)−1[1](0), (3.12)
où ζ(s) est la fonction zêta de Riemann,
ζ(s) =
∑
n≥1
1
ns
.
Comme la fonction ζ est analytique sur le domaine {s| ℜs > 1/2}, tous les résultats
obtenus sur ΩN se transportent aisément à Ω˜.
La relation (3.11) nous permet d’exploiter l’étude des opérateurs de transfert faite
dans le chapitre précédent. Nous obtenons ainsi, comme conséquences du lemme 2.7, des
propositions 2.8 et 2.13, les trois corollaires suivants :
Rappelons que la fonction iτ 7→ σ˜(iτ) est la fonction définie dans la proposition 2.3
du chapitre précédent.
Corollaire 3.1. Considérons un système euclidien TG, TK, TO. Alors, pour tout 0 < r <
1/5, il existe a3 > 0 tel que, pour tout â3 avec 0 < â3 < a3, il existe deux constantes
M
′′
> 0 et ν2 > 0 (petites) telles que, pour tout |τ | ≤ ν2, on a
(i) ℜσ˜(iτ) > 1− (a3 − â3).
(ii) Les fonctions méromorphes s 7−→ S(2s, iτ) et s 7−→ S˜(2s, iτ) admettent un seul
pôle en s = σ˜(iτ) dans la bande |ℜs− 1| ≤ a3, ce pôle est simple.
(iii) max(|S(2s, iτ)|, |S˜(2s, iτ)|) ≤M ′′ max(1, |t|r), ∀s,ℜs = 1± a3.
Démonstration. Rappelons la relation (3.11). On a
S(2s, iτ) = Fs,iτ ◦ (Id−Hs,iτ)−1[1](0).
La fonction s 7→ Fs,iτ est analytique sur ℜs > 1/2, il suffit alors d’étudier la fonc-
tion s 7→ Rs,iτ . Nous allons utiliser les résultats du chapitre 2. Pour cela, nous allons
décomposer, pour tout σ > 1/2, la droite verticale ℜs = σ en trois parties :
Rappelons les ensembles A1 et A2 du lemme 2.7 du chapitre 2.
ℑs proche de zéro. Soit ν0 > 0 comme dans la proposition 2.3. D’après le lemme 2.7(i)
du chapitre 2 , pour tout |τ | ≤ ν0, la fonction s 7→ Rs,iτ est méromorphe avec un seul pôle
en s = σ˜(iτ) sur le rectangle {s ∈ C ; |ℜs−1| ≤ a, |ℑs| ≤ t2}. De plus, il existe 0 < a˜ < a
tel que, pour ℜs = 1± a˜, la fonction s 7→ ‖Rs,iτ‖∞ est bornée par un constante M̂3.
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ℑs dans un ensemble compact.D’après le lemme 2.7(ii), pour tout |τ | ≤ ν0, la fonction
s 7→ Rs,iτ est analytique. Par conséquent ‖Rs,iτ‖∞ est bornée par une constante M̂4 > 0,
sur l’ensemble {s ∈ C, |ℜs− 1| ≤ a2, |ℑs| ∈ [t2, t0]}.
|ℑs| ≥ t0. Fixons 0 < r < 1/5. La proposition 2.8 donne a1 > 0 et M > 0 tels que,
pour tout τ arbitraire, la fonction s 7→ Rs,iτ est analytique sur l’ensemble {s : |ℜs− 1| ≤
a1, |ℑs| ≥ t0} et vérifie ‖Rs,iτ‖∞ ≤ M |t|r.
Finalement, on pose a3 := min(a˜, a2, a1) et ν1 > 0 de façon que, pour tout |τ | < ν1,
on ait, ℜσ˜(iτ) > 1 − (a3 − â3). On choisit ensuite ν2 := min(ν0, ν1) et on pose M ′′ =
max(M̂3, M̂4,M).

Corollaire 3.2. Considérons l’un des systèmes euclidiens TG, TK, TO et un coût c non-
réseau. Pour tout ν0 > 0, il existe γ1 > 0 et M2 > 0 tels que, pour tout |τ | ∈ [ν0, L],
(i) Les fonctions s 7→ S˜(s, iτ) et s 7→ S(s, iτ) sont analytiques sur la bande |ℜs− 1| ≤
γ1.
(ii) On a, max
(∣∣S(2s, iτ)∣∣, |S˜(2s, iτ)|) ≤M2, ∀s,ℜs = 1± γ1.
Démonstration. Soit |τ | ∈ [ν0, 2]. On procède comme dans le lemme précédent. Pour tout
σ > 1/2 on décompose la droite verticale ℜs = σ en deux parties : on commence par
le cas |ℑs| > t0 où, comme dans la démonstration du lemme précédent, l’affirmation est
donnée par la proposition 2.8.
Le lemme 2.7iii) affirme que, pour |ℑs| ≤ t0, la fonction s 7→ Rs, iτ est analytique, et
donc bornée, sur l’ensemble {s ∈ C ; |ℜs− 1| ≤ a˜2, |t| ≤ t0}.
On prend finalement, γ1 = min(a1, a˜2).

Corollaire 3.3. Considérons l’un des systèmes euclidiens TG, TK, TO et un coût c dio-
phantien. Soient α > 0, ξ0 ∈ (0, 1) et M0 > 0 comme dans la proposition 2.13. Pour tous
T > 0, D > 1 et |τ | ≥ 2, les fonctions s 7→ S˜(s, iτ) et s 7→ S(2s, iτ) sont holomorphes
sur l’ensemble
UT := {σ + it | |t| ≤ T , σ ∈ [1− ξ0|τ |−α, D]} .
De plus, pour tous |τ | > 2, |t| ≤ t0, et σ ≥ 1− ξ0|τ |−α, on a
max(|S(2s, iτ)|, |S˜(2s, iτ)|) ≤M0 |τ |α.
Démonstration : D’après la proposition 2.13, pour tout |τ | ≥ 2, la fonction s 7→ Rs,iτ est
analytique sur l’ensemble UT et vérifie ‖Rs,iτ‖∞ ≤M0|τ |α. La suite de l’argument découle
en appliquant la relation (3.11).
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3 La formule de Perron
Dans [32, §3], M. Pollicott et R. Sharp étudient le terme de reste dans le comptage des
orbites fermées des flots géodésiques sur des surfaces à courbure négative. Pour cela, ils
utilisent des estimations sur la norme de la résolvante d’opérateurs de transfert fournies par
D.Dolgopyat [18]. Comme il est coutume de relier l’opérateur de transfert à la fonction zêta
dynamique, ces estimations leurs permet d’obtenir un contrôle sur la dérivée logarithmique
de la fonction zêta. Finalement, pour revenir sur le nombre de géodésiques fermées, ils
utilisent la formule d’inversion de Perron [19, Théorème 2.7(b)] qui, contrairement aux
théorèmes taubériens, fournit des termes de reste plus précis. À noter également que les
flots géodésiques à courbures négatives sont codés par un sous-shift de type fini.
Inspirées par le travail de Pollicott et Sharp, et dans le cadre des systèmes euclidiens
qui sont codés par N∗, V. Baladi et B.Vallée [3], utilisent la formule de Perron pour
transformer les estimations obtenues sur les séries de Dirichlet S(2s, iτ) à des estimations
sur les séries génératrices des moments EN(exp(iτC(·))).
Théorème 3.4 (Formule de Perron d’ordre 2). [19, Théorème 2.7(b)]. Soit {an} une
fonction arithmétique et F (s) =
∑
n≥1 ann
−s la série de Dirichlet correspondante. Alors,
pour toute droite verticale ℜs = D > 0 à l’intérieur du domaine de convergence de F et
pour tout T ∈ R, on a
∑
n≤T
an(T − n) = 1
2iπ
∫ D+i∞
D−i∞
F (s)
T s+1
s(s+ 1)
ds . (3.13)
Soient cn(iτ) les coefficients définis dans (3.4). En appliquant (3.13) à la série de
Dirichlet S(2s, iτ), on trouve
∑
n≤T
cn(iτ)(T − n) = 1
2iπ
∫ D+i∞
D−i∞
S(2s, iτ)
T 2s+1
s(2s+ 1)
ds . (3.14)
Posons
Ψiτ (T ) :=
∑
n≤T
cn(iτ)(T − n).
La formule de Perron nous donne des informations sur Ψiτ (N), qui n’est autre que la
somme de Cesáro de Φiτ (Q) :
Ψiτ (N) =
∑
Q<N
∑
n≤Q
cn(iτ) =
∑
Q<N
Φiτ (Q). (3.15)
Cependant, transporter les résultats obtenus sur les sommes Ψiτ (N) à Φiτ (N) ne
semble pas évident, nous aurons donc besoin d’introduire un nouveau modèle auxiliaire
(ΩN (ξ), PN(ξ)) appelé modèle lissé.
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4 Lissage
En théories de probabilités, la notion de lissage est en général utilisée pour désigner la
régularisation, à travers le produit de convolution, des densités de distributions. Ce type de
régularisation intervient par exemple dans l’approximation par des distributions connues,
comme il est le cas dans la démonstration du théorème de Berry-Esséen (voir par exemple
[20, Chp. XV.3]). Le lissage utilisé dans notre contexte ne s’obtient pas en régularisant les
lois des variables aléatoires C(p, q), mais en introduisant un nouveau modèle probabiliste.
Nous allons reprendre ici le modèle donné par E.Cesaratto [13] pour remplacer celui
introduit par Baladi et Vallée dans [3, Section 4.2] dont la fonction génératrice des mo-
ments ne conserve par la formule (3.3). Il faut notamment remplacer les lemmes 13 et 14
dans [3] par le lemme 3.5 ci-dessous.
Pour une fonction ξ : Z∗+ → [0, 1] et un entier N ≥ 1, on note [Nξ(N)] la partie entière
de Nξ(N) et on considère
ΩN(ξ) =
⋃
N−[Nξ(N)]≤Q≤N
ΩQ × {Q},
muni de la probabilité uniforme PN(ξ). Notons que Ω0 = ∅).
Posons
Π(p, q, Q) = (p, q) , pour (p, q, Q) ∈ ΩN(ξ),
On appelle coût lissé la variable aléatoire C(p, q, Q) sur ΩN(ξ) définie par
C(p, q, Q) = C ◦Π(p, q, Q) = C(p, q).
La valeur cumulée du coût total sur ΩN(ξ) est définie par
Φiτ (ξ,N) = Φiτ (N) :=
∑
(p,q,Q)∈ΩN (ξ)
eiτC(Π(p,q,Q)) (3.16)
=
N∑
Q=N−[Nξ(N)]
∑
(p,q)∈ΩQ
eiτC(p,q) =
N∑
Q=N−[Nξ(N)]
Φiτ (Q).
On peut alors voir facilement que la fonction génératrice des moments du coût lissé
conserve la formule (3.3) :
EN(ξ, e
iτC) := EN(ξ, e
iτC◦Π) =
Φiτ (N)
Φ0(N)
. (3.17)
De plus, on déduit de (3.16) et (3.15) la relation
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Φiτ (N) = Ψiτ (N)−Ψiτ (N − [Nξ(N)]− 1). (3.18)
Le lemme suivant montre que, en un certain sens, la probabilité PN(ξ) est proche de
la probabilité initiale PN . C’est une version corrigée du Lemme 14 dans [3].
Lemme 3.5. [13]. Il existe M̂0 > 0 et M̂ ≥ 1 tels que pour tout ξ avec (ξ(N))−1 ≤
M̂0N/ logN on ait∣∣∣∣PN(ξ)(Π−1(E))− PN (E)
∣∣∣∣ ≤ M̂ · ξ(N) , ∀E ⊂ ΩN , ∀N ∈ Z∗+ .
Démonstration. Posons N ′ = N−[Nξ(N)] et décomposons ΩN en ΩN ′ et ΞN ′ := ΩN \ΩN ′ .
Alors, pour tout E ⊂ ΩN , on a
∣∣PN(ξ)(Π−1(E))− PN (E)∣∣ ≤ ∣∣PN(ξ)(Π−1(E ∩ ΩN ′))− PN(E ∩ ΩN ′)∣∣
+
∣∣PN(ξ)(Π−1(E ∩ ΞN ′))− PN(E ∩ ΞN ′)∣∣.
Pour contrôler le premier terme, montrons qu’il existe M˜ ≥ 1 tel que, pour tous N et
(p, q) ∈ ΩN ′ , on ait ∣∣∣∣PN(ξ)(Π−1(p, q))PN (p, q) − 1
∣∣∣∣ ≤ M˜ · ξ(N). (3.19)
Notons maintenant que les ensembles ΩN ne dépendent pas des algorithmes G, K, O.
Cependant, en utilisant la fonction indicatrice d’Euler (voir [38, chapitre I, §3.4]), et en
approximant N/p par la partie entière qui dépend de l’algorithme, on trouve une constante
K > 0 (avec K = 3/π2 pour G et O et K = 3/(4π2) pour K) telle que
∣∣ΩN ∣∣ = KN2(1 +O(logN/N)) , ∣∣Ω˜N ∣∣ = K˜N2(1 +O(1/N)).
D’où, pour tout (p, q) ∈ ΩN , on a
PN ((p, q)) =
1
KN2
(1 +O(logN/N)).
Ainsi, par définition de ΩN(ξ), on a
∣∣ΩN (ξ)∣∣ = N∑
Q=N ′+1
|ΩQ| =
N∑
Q=N ′+1
KQ2
(
1 +O(logQ/Q)
)
.
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D’autre part, comme N
′ ≤ Q ≤ N et en rappelant l’hypothèse sur ξ(N) qui vérifie
ξ(N) ≤ (M˜0 logN)/N,
on a
logQ
Q
≤ logN
N ′
≤logN
N
(1 +O(ξ(N))) = O(ξ(N)),
d’où
∣∣ΩN(ξ)∣∣ = K
3
(N3 −N ′3)(1 +O(ξ(N)))
≥ K(N −N ′)N2(1 +O(ξ(N))) . (3.20)
Ainsi, pour tout (p, q) ∈ ΩN ′ on a
P(Π−1(p, q))
PN (p, q)
=
N −N ′ + 1
(N −N ′)N2N
2(1 +O(ξ(N))) = (1 +O(ξ(N))).
ce qui prouve (3.19).
Il reste à montrer que le deuxième terme
∣∣PN(ξ)(Π−1(E ∩ ΞN ′)) − PN(E ∩ ΞN ′)∣∣ est
dominé par ξ(N). Rappelons que ΞN ′ = ΩN \ ΩN ′ . On a
PN (ΞN ′) =
∣∣ΞN ′∣∣
|ΩN | = O
(
N2 −N ′2
N2
)
= O(ξ(N)) .
De même,
PN(ξ)(Π
−1(ΞN ′)) =
[N −N ′ + 1]∣∣ΞN ′∣∣
|ΩN(ξ)|
= O
(
N2 −N ′2
N2
)
= O(ξ(N)) .

Corollaire 3.6. Si ξ(N) vérifie les conditions du lemme 3.5, pour toute fonction F :
ΩN → C on a
|EN(ξ, F ◦ Π)− EN(F )| ≤ max |F | · M̂ · ξ(N). (3.21)
Démonstration. Il suffit de remarquer que pour toute fonction F : ΩN → C on a
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EN(ξ, F ◦ Π(·)) =
∑
(p,q,Q)∈ΩN
F ◦ Π(p, q, Q) · PN(p, q, Q)
=
∑
(p,q)∈ΩN
F ◦ Π−1(p, q) · PN (Π−1(p, q)),
et la conclusion suit du lemme 3.5.
5 Estimations sur la série génératrice des moments pour
le coût lissé
Nous aurons besoin de deux lissages. Le premier, associé à la fonction ξ1(N) = N−γ0
pour un γ0 ∈ (0, 1), a été introduit dans [3] et sera utilisé dans les lemmes 3.8 et 3.9
ci-après. Le deuxième, associé à la fonction ξ(N−1/|τ |
α
), où α > 0 comme dans le corol-
laire 3.3, apparaît seulement dans la preuve du lemme 3.10 pour obtenir un contrôle sur
τ 7→ EN(ξ1, eiτC) pour les valeurs de |τ | ≥ 2.
Avant d’énoncer la première estimation sur EN(ξ1, eiτC), nous aurons besoin du lemme
suivant qui est démontré dans l’appendice.
Lemme 3.7. Soit ν0 > 0 un réel proche de 0 et pour tout |τ | ≤ ν0, soit cn(iτ) une suite
de fonctions de [ν0, ν] dans C.
Supposons que la somme Ψiτ (T ) :=
∑
n≤T cn(iτ)(T − n) vérifie
Ψiτ (T ) = Fiτ (T ) [1 +O (G(T ))] , lorsque T →∞ , (3.22)
avec un O-terme uniforme par rapport ν0, et Fiτ (T ) = B(iτ)T
a(iτ), pour B(iτ), a(iτ)
des fonctions holomorphes bornées avec ℜa(iτ) > 1, B(iτ) 6= 0 pour |τ | ≤ ν0. Supposons
de plus que G(T ) → 0 pour T → ∞ et est à variation modérée, c’est à dire, qu’il existe
K > 0 tel que |G(cT )| ≤ K|G(T )| pour tout c avec 1/2 ≤ c ≤ 2.
Alors, si G(T )−1 = O(T ) pour T →∞, on a
1
⌊TG(T )1/2⌋
[
Ψiτ (T )−Ψiτ
(
T − ⌊TG(T )1/2⌋)] = F ′iτ (T ) [1 +O(G(T )1/2)] (3.23)
avec un O-terme uniforme par rapport à ν0.
Le lemme suivant est une petite modification du lemme 11 dans [3].
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Lemme 3.8. Considérons l’un des trois algorithmes euclidiens G,K,O associé à un coût
c ayant des moments forts d’ordre k ≥ 1. Soient Ps,iτ le projecteur spectral défini dans
le corollaire 2.2, iτ 7→ σ˜(iτ) la fonction définie dans la proposition 2.3, a3 et ν2 comme
dans le corollaire 3.1.
Alors, il existe γ1 ∈ (0, 1/2) et â3 ∈ (0, a3) tels que, pour tout γ0 ∈ (0, â3), en posant
ξ1(N) = N
−γ0, on ait
EN(ξ1, e
iτC) =
E(iτ)
E(0)σ˜(iτ)
N2(σ˜(iτ)−σ˜(0))
(
1 +O(N−γ1)
)
, ∀N ∈ Z∗+, ∀|τ | < ν2 , (3.24)
où le terme O(N−γ1) est uniforme par rapport à τ , et iτ 7→ E(iτ) est la fonction de
classe Ck définie par
E(ξ, eiτ) =
−1
(∂sλ)(σ˜(iτ), iτ)
Fσ˜(iτ),iτ ◦Pσ˜(iτ),iτ (1)(0) .
Démonstration : Rappelons d’abord que la série génératrice du coût lissé vérifie :
EN(ξ, e
iτ) =
Φiτ (N)
Φ0(N)
,
et qu’on a
Φiτ (N) = Ψiτ (N)−Ψiτ (N − [Nξ(N)]− 1).
L’idée est alors, d’exploiter les propriétés de la série de Dirichlet dans le corollaire 3.1
pour pouvoir appliquer le lemme 3.7 à la somme Ψiτ (N) associée à l’algorithme.
Soit a3 comme dans le corollaire 3.1 et considérons le rectangle
U(iτ) = {s ; ℜs = 1± a3 et ℑs = ±U}.
Le corollaire 3.1 affirme que l’application s 7−→ S(s, iτ) est méromorphe sur la bande
|ℜs− 1| ≤ â3 et admet, rappelons le, un seul pôle en s = σ˜(iτ).
Le théorème des résidus de Cauchy donne alors,
1
2iπ
∫
U(iτ)
S(2s, iτ)
N2s+1
s(2s+ 1)
ds =
E(iτ)
σ˜(iτ)(2σ˜(iτ) + 1)
N2σ˜(iτ)+1 , (3.25)
où
E(iτ) = Fσ˜(iτ),iτ ◦R(iτ)[1](0),
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avec R(iτ) l’opérateur résidu apparu dans la remarque 2.2. De plus, d’après le corol-
laire 2.2, la fonction iτ 7→ E(iτ) est de classe Ck.
En particulier on a,
E(0) = − 1
λ′(1)
F1 ◦P1[1](0) 6= 0. (3.26)
En faisant tendre U vers l’infini, d’après le corollaire 3.1(iii), l’intégrale sur la droite
verticale ℜs = 1− a3 existe et vérifie∫ 1−a3+i∞
1−a3−i∞
S(2s, iτ)
N2s+1
s(2s+ 1)
ds = O
(
N3−2a3
)
, (3.27)
(avec un O-terme uniforme par rapport |τ | ≤ ν2 et N →∞).
Les intégrales sur les droites horizontales de U(iτ) tendent vers zéro pour U →∞.
Il reste maintenant à estimer l’intégrale sur la droite verticale ℜs = 1+a3 qui, d’après
la formule Perron (3.14), vaut Ψiτ (N).
En combinant ceci avec (3.25) et (3.27) et le fait que, d’après le corollaire 3.1, la
fonction implicite σ˜ vérifie ℜ(σ˜(iτ)) > 1− (a3 − â3) pour tout 0 < â3 < a3, on obtient
Ψiτ (N) =
E(iτ)
σ˜(iτ)(2σ˜(iτ) + 1)
N2σ˜(iτ)+1
[
1 +O
(
N−2ba3
)]
. (3.28)
Par conséquent la somme Ψiτ (N) satisfait l’hypothèse du lemme 3.7 avec G(N) =
N−2ba3 .
Rappelons qu’on pose toujours N ′ = N − [Nξ(N)]. Pour tout γ0 ≤ â3, en posant
ξ(N) = N−γ0 , la somme cumulée du modèle lissé vérifie :
Φiτ (N) = Ψiτ (N)−Ψiτ (N ′ − 1)
= Ψiτ (N)−Ψiτ (N ′) +
[
Ψiτ (N
′)−Ψiτ (N ′ − 1)
]
= [Nξ(N)]
E(iτ)
σ˜(iτ)
N2σ˜(iτ)
[
1 +O
(
N−γ0
) ]
+O(N ′2).
Le passage entre la deuxième et la troisième ligne est dû au fait ,
Ψiτ (N
′)−Ψiτ (N ′ − 1) = Φiτ (N ′) = O
(|ΩN ′ |) = O(N ′2).
D’autre part, en rappelant que σ˜(0) = 1, on a
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Φ0(N) = [Nξ(N)]E(0)N
2
(
1 +O(N−γ0)
)
. (3.29)
Ce qui achève la preuve.

Le lemme suivant est une modification du lemme 15 dans [3].
Lemme 3.9. Considérons l’un des algorithmes G,K,O associé à un coût c non-réseau et
â3 > 0 comme dans le lemme 3.8. Pour tout L > ν2 > 0, il existe γ0 ∈ (0, â3), γ2 ∈ (0, 1/2)
et M˜ ≥ 1 tels que si on pose ξ1(N) = N−γ0, on a pour tout N ∈ Z∗+
|EN(ξ1, eiτC)| ≤ M˜
Nγ2
, ∀|τ | ∈ [ν2, L] . (3.30)
Démonstration : D’après le corollaire 3.2, lorsque le paramètre |τ | appartient à un compact
[ν2, L], la fonction s→ S(2s, iτ) est analytique sur la bande |ℜs− 1| ≤ γ1.
Ainsi, sur le rectangle U˜(iτ) := {s ;ℜs = 1± γ1} × {s ;ℑs = ±U}, on a∫
U˜(iτ)
S(2s, iτ)
N2s+1
s(2s+ 1)
ds = 0.
De plus,
Ψiτ (N) =
∫
ℜs=1+γ1
S(2s, iτ)
N2s+1
s(2s+ 1)
ds,
∫
ℜs=1−γ1
S(2s, iτ)
N2s+1
s(2s+ 1)
ds = O(N3−2γ1),
et ∫
ℑs=±U
S(2s, iτ)
N2s+1
s(2s+ 1)
ds→ 0 lorsque U →∞.
Finalement,
Ψiτ (N) = O(N
3−2γ1).
La suite du calcul ressemble à celle du lemme précédent.

Passons maintenant aux grandes valeurs de τ . Nous allons montrer que le corollaire 3.3
implique l’estimation :
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Lemme 3.10. Considérons l’un des trois algorithmes G, K, O et un coût c diophantien.
Soit α > 0 comme dans la Proposition 2.13 et soit ξ1(N) = N
−γ0 pour γ0 comme dans les
lemmes 3.8 et 3.9.
Pour tous α′′ > α′ > α, il existe K ′ ≥ 1 tel que
|EN(ξ1, eiτC)| ≤ K ′N−|τ |−α
′
, ∀N ∈ Z∗+ , ∀|τ | ∈ [2, (logN)1/α
′′
]. (3.31)
Démonstration : Fixons |τ | ≥ 2 et α′′ > α′ > α, et introduisons un lissage auxiliaire
(utilisé seulement dans cette preuve).
ξ2(N) = N
−|τ |−α′ . (3.32)
Par le corollaire 3.6 et l’inégalité du triangle on a pour tout N ∈ Z∗+
|EN(ξ1, eiτC)− EN (ξ2, eiτC)| ≤ M̂1N−γ0 + M̂2N−|τ |α
′
,
où M̂1 et M̂2 sont uniformes par rapport à |τ | ≥ 2.
Il est ainsi suffisant de montrer l’inégalité (3.31) pour EN(ξ2, eiτC).
Comme il a déjà été expliqué dans les deux derniers lemmes, le but est d’obtenir
l’estimation sur Ψiτ (N) puis la transformer à EN .
Rappelons qu’on écrit s = σ + it et posons ξ0 ∈ (0, 1) de la Proposition 2.13.
Nous avons vu dans le corollaire 3.3 que pour tout T > 0 et tout D > 1 la fonction
s 7→ S(2s, iτ) est holomorphe sur l’ensemble
UT := {σ + it | |t| ≤ T , σ ∈ [1− ξ0|τ |−α, D]} .
D’autre part, il existe t0 > 0 indépendant de c tel que si |t| ≥ t0, alors la proposition 2.8
donne M ≥ 1 et α¯ ∈ (0, 1/5) (tous les deux indépendants de t, τ , et σ) tels que
sup
∣∣S(s, iτ)∣∣ ≤M |t|α¯ ,
et en particulier s 7→ S(s, iτ) est analytique sur {s ∈ UT | |t| ≥ t0}.
Si |t| ≤ t0, la proposition 2.13 et par conséquent le corollaire 3.3 donne s 7→ S(s, iτ)
analytique sur {s ∈ UT | |t| ≤ t0}.
Notons maintenant que |τ |−α − |τ |−β ≥ |τ |−α(1− 2α−β).
Ainsi, en utilisant le fait que α′′ > α, on obtient pour tout N suffisamment grand
dépendant de α < β < α′′ ;
α
α′′
log log(N) ≤ 2(1− 2α− β) logN1−α/α′′ .
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D’où, en suivant le même calcul que celui des deux lemmes précédents, on trouve que
pour tout β > α, il existe K13 ≥ 1 (dépendant de α′′, α et β) tel pour tous N ∈ N∗ et
|τ | ∈ [2, (logN)1/α′′ ]
∣∣Ψiτ (N)∣∣ =
∣∣∣∣
∫
∂UT ,ℜs=1−ξ0|τ |−α
S(2s, iτ)
N2s+1
s(2s+ 1)
ds
∣∣∣∣ ≤ 4M0|τ |αN3−2|τ |−α
≤ K13N3−2|τ |−β .
Par conséquent, en rappelant (3.18) et que les hypothèses du lemme 3.7 (G(N) := ξ2(N) =
N−|τ |
−α′
sont toujours vérifiées on obtient une constante K14 ≥ 1 telle que pour tous
N ∈ N∗, |τ | ∈ [2, (logN)1/α′′ ],) on a
|Φiτ (N)| ≤ K14N3−|τ |−2β ,
où Φiτ (N) est la valeur cumulée associée de (3.16) pour ξ(N) = ξ2(N) = N−|τ |
−α′
.
Finalement, on retournant sur la définition du modèle ΩN(ξ2) et d’après (3.20), il
existe K15 > 0 tel que pour tout N ∈ N∗ on a
Φ0(ξ2, N) = |ΩN (ξ2)| ≥ K
(
N − (N − [Nξ2(N)])
)
N2(1 +O(ξ2(N)) ≥ K15N3−|τ |−α
′
.
Ce qui, en prenant α′ > β > α et en combinant avec (3.17), achève la preuve.

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Chapitre 4
Démonstrations des Théorèmes de la
Limite Locale
Nous allons procéder dans ce chapitre aux démonstrations des théorèmes 0.1 et 0.2.
Rappelons qu’on a introduit dans le chapitre précédent le modèle lissé (ΩN(ξ),PN(ξ))
qui vérifie |PN (ξ)− PN | = O(ξ(N)). Ainsi, pour ξ(N) = N−γ0 avec γ0 > 0 comme dans
le lemme 3.8, il suffit de démontrer les théorèmes de la limite locale pour la distribution
de PN(ξ).
Rappelons également (voir l’historique de l’introduction) qu’il existe des constantes
µ(c) > 0 et δ(c) > 0 telles que
lim
N→∞
E˜N
logN
= µ(c) et lim
N→∞
V˜N
logN
= (δ(c))2
Posons
Q(x,N) = µ(c) logN − δ(c)x
√
logN.
Nous allons donc démontrer les deux théorèmes
1 Démonstration du théorème 0.1
Nous démontrons dans cette section le théorème suivant :
Théorème 0.1(Théorème de la limite locale)[22] Pour les algorithmes euclidiens
G, K, O et pour toute fonction coût c non-réseau et possédant des moments forts à
l’ordre 3 (voir Chapitre 1, Section 5), on a : pour tout J intervalle
lim
N→∞
√
logN P˜N
[
(C(p, q)−Q(x,N)) ∈ J] = |J | e−x22
δ(c)
√
2π
.
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Démonstration : Nous utilisons ici la méthode de Stone : Pour tout intervalle J de R on
pose
J˜ := {(p, q) ∈ ΩN ; C(p, q)−Q(x,N) ∈ J},
et pour tout x ∈ R, on définit la suite mN = mx,N de mesures boréliennes de R par :
mN (J) := PN(Π
−1(J˜)).
Soit la mesure m := mx définie par :
m(J) :=
e−x
2/2
δ(c)
√
2π
|J |.
On suit la méthode de Stone ([7], Chp.10.2) : pour montrer que
√
logN mN
w−→m, il
suffit de montrer que, pour toute fonction ψ non-négative continue et dont la transformée
de Fourier ψ̂ est à support compact, on a :
√
logN
∫
R
ψ dmN −→
∫
R
ψ dm.
ou en d’autres termes, que pour tout ε fixé, il existe N0 ∈ N (N0 indépendant de x) tel
que pour tout N ≥ N0 ;
∣∣∣∣√logN EN[ψ(C(p, q)−Q(x,N))]− e−x
2/2
√
2πδ(c)
∫
R
ψ(y)dy
∣∣∣∣ < ε, ∀x ∈ R.
Soit L > 0 tel que [−L,+L] contienne le support de ψ̂. On a
√
logN EN
[
ψ
(
C(p, q)−Q(x,N))]
=
√
logN
2π
+L∫
−L
ψ̂(τ)EN
[
exp
(
iτ
(
C(p, q)−Q(x,N)))] dτ
=
√
logN
2π
+L∫
−L
ψ̂(τ) e−iτQ(x,N)EN
[
exp
(
iτ
(
C(p, q)
)]
dτ
Soit 0 < ν˜2 < ν2 < L avec ν2 assez petit (comme dans le lemme 3.8) et décomposons
l’intervalle [−L,+L] en |τ | ≤ ν˜2 et |τ | ∈ [ν˜2, L].
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Posons
I(N) =
+L∫
−L
ψ̂(τ) e−iτQ(x,N)EN
[
exp
(
iτ
(
C(p, q)
)]
dτ
qui se décompose en I0(N) + I1(N) respectivement par rapport à |τ | ≤ ν˜2 et |τ | ∈
[ν˜2, L].
Montrons d’abord que I1(N) −→ 0 lorsque N −→∞.
Nous utilisons ici la décroissance exponentielle du lemme 3.9, on obtient (rappelons que
γ0 = γ0(L, ν˜2)),
|I1(N)| ≤
√
logN
2π
M˜ N−γ2
∫
|τ |∈[ν˜2,L]
∣∣ψ̂(τ)∣∣ dτ
≤ M˜
2π
√
logN e−γ2 logN
∫
|τ |∈[ν˜2,L]
∣∣ψ̂(τ)∣∣ dτ
≤ K˜
logN
∫
|τ |∈[ν˜2,L]
∣∣ψ̂(τ)∣∣ dτ = C˜
logN
< ε/2.
où C˜ = C˜(L, ν˜, ψ) et C˜ est indépendant de x. Ainsi le terme I1(N) → 0 lorsque
N →∞.
Revenons à I0(N) et notons que le coût c est supposé avoir des moments forts à l’ordre
3.
Alors, d’après la proposition 2.3, la fonction iτ 7→ σ˜(iτ) est de classe C3 avec σ˜(0) = 1,
σ˜′(0) = µ(c)/2, et σ˜′′(0) = δ(c)2/2 6= 0 (voir commentaire après le corollaire 2.3).
Posons
δ0 := inf{|ℜσ˜′′(τ)|; τ ∈ [−ν˜2, ν˜2]} > 0,
et
τN =
(
log logN
δ0 logN
)1/2
. (4.1)
Le choix de τN sera justifié plus bas.
Nous allons écrire I0(N) comme une somme de deux termes : une intégrale sur l’en-
semble |τ | ≤ τN qui donnera le terme dominant (densité de Gauss) et une deuxième
intégrale sur l’ensemble |τ | ∈ [τN , ν˜2] qui est un terme négligeable.
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I0(N) =
√
logN
2π
∫
|τ |≤τN
ψ̂(τ) e−iτQ(x,N)EN [exp(iτC(p, q))] dτ
+
√
logN
2π
∫
|τ |∈[τN ,ν˜2]
ψ̂(τ) e−iτQ(x,N)EN [exp(iτC(p, q))] dτ.
Montrons que le 2ème terme est dominé par 1/
√
logN . D’après le lemme 3.8, on a
EN(ξ1, e
iτC) =
E(iτ)
E(0)σ˜(iτ)
N2(σ˜(iτ)−σ˜(0))
(
1 +O(N−γ1)
)
, ∀N ∈ Z∗+, ∀|τ | < ν2 ,
avec E(iτ) et σ˜(iτ) qui sont trois fois différentiable.
Ainsi,
√
logN
2π
∣∣∣∣
∫
|τ |∈[τn,ν˜2]
ψ̂(τ) e−iτQ(x,N)EN [exp(iτC(p, q))] dτ
∣∣∣∣
=
√
logN
2π
∣∣∣∣
∫
|τ |∈[τN ,ν˜2]
ψ̂(τ) e−iτδ(c)x
√
logNN−iτµ(c)EN [exp(iτC(p, q))] dτ
∣∣∣∣
≤
√
logN
2π
sup
|τ |∈[τN ,ν˜2]
∣∣∣∣N−iτµ(c)EN [exp(iτC(p, q))]
∣∣∣∣
∣∣∣∣
∫
|τ |∈[τN ,ν˜2]
ψ̂(τ) e−iτδ(c)x
√
logN dτ
∣∣∣∣
≤
√
logN
2π
sup
|τ |∈[τN ,ν˜2]
∣∣∣∣e2 logN(σ˜(iτ)−1−iτ σ˜′ (0)) E(iτ)E(0) σ˜(iτ)(1 +O(e−bα0 logN))
∣∣∣∣
∫
τ∈R
|ψ̂(τ)| dτ.
On applique ici la méthode du point col : la fonction qui à τ associe σ˜(iτ) − 1− iτ σ˜′(0)
admet un point col en τ = 0. On vérifie, par un développement de Taylor d’ordre 2 de la
fonction iτ → σ˜(iτ), que les fonctions :
f
(N)
1 : τ 7−→ exp
[
2 logN
(
σ˜(iτ)− 1− iτ σ˜′(0))]
et
f
(N)
2 : τ 7−→
E(iτ)
E(0)σ(iτ)
(
1 +O(e−bα0 logN)
)
vérifient pour tout |τ | ≤ ν˜2 :
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∣∣f (N)1 (τ)∣∣ = O(e−τ2δ0 logN) (4.2)
et
∣∣f (N)2 (τ)∣∣ = 1 +O(|τ |+ e−bα0 logN). (4.3)
De plus, pour tout |τ | ∈ [τN , ν˜2] on a
|f (N)1 (τN ) · f (N)1 (τ)| = O(e−2δ0τ
2 logN) = O(1/ logN). (4.4)
La dernière égalité (4.4) justifie le choix de τN . Notons que cet argument fait que τN ne
peut être amélioré.
En utilisant (4.2), (4.3) et (4.4) on obtient,
√
logN
2π
∣∣∣∣
∫
|τ |∈[τN ,ν˜2]
ψ̂(τ) e−iτQ(x,N)EN [exp(iτC(p, q))] dτ
∣∣∣∣
≤ D˜(ψ)
√
logN
2π
sup
|τ |∈[τN ,ν˜2]
∣∣∣∣e−τ2δ0 logN(1 + |τ |+ e−bα0 logN)
∣∣∣∣
≤
√
logN M e− logNτ
2
N δ0
=
√
logN
M
logN
= O
(
1/
√
logN
)
,
avec M dépendant de ψ, ν˜2 et indépendant de x.
Il reste maintenant à estimer l’intégrale sur l’ensemble |τ | ≤ τN . On a toujours, d’après
la formule de quasi-puissance dans le lemme 3.8
I˜0(N) :=
√
logN
2π
∫
|τ |≤τN
ψ̂(τ) e−iτQ(x,N)EN [exp(iτC(p, q))] dτ
=
√
logN
2π
∫
|τ |≤τN
ψ̂(τ)e−iτQ(x,N)e2 logN(σ˜(iτ)−1)
E(iτ)
E(0)σ˜(iτ)
(
1 +O(e−bα0 logN )
)
dτ
=
√
logN
2π
∫
|τ |≤τN
ψ̂(τ) e−iτδ(c)x
√
logN e2 logN(σ˜(iτ)−1−iτ σ˜
′
(0)) E(iτ)
E(0)σ˜(iτ)
(
1+O(e−bα0 logN )
)
dτ.
82 Chapitre 4. Démonstrations des Théorèmes de la Limite Locale
Nous allons approcher I˜0(N) par l’intégrale J0(N) définie par
J0(N) :=
√
logN
2π
∫
|τ |≤τN
ψ̂(τ) e−iτδ(c)x
√
logN e2 logN(σ˜(iτ)−1−iτ σ˜
′
(0))dτ.
Grâce aux développements de (4.2) et (4.3), on a
1
2π
∣∣I˜0(N)− J0(N)∣∣ ≤
√
logN
2π
[ ∫
|τ |≤τN
∣∣ψ̂(τ)∣∣|τ |e−τ2δ0 logN dτ
+ e−bα0 logN
∫
|τ |≤τN
∣∣ψ̂(τ)∣∣e−τ2δ0 logNdτ]
≤ K1
√
logN
2π
[ ∫
|τ |≤τN
|τ |e−τ2δ0 logN dτ + 1
logNα̂0
∫
|τ |≤τN
∣∣ψ̂(τ)∣∣ dτ]
≤ K2√
logN
+
K3√
logN
= O
(
1/
√
logN
)
,
où K2, K3 dépendent de ψ.
Ainsi,
I˜0(N) =
√
logN
2π
∫
|υ|≤τN
√
logN
ψ̂(
υ√
logN
) e−iτδ(c)x
√
logN e
2n(σ˜(i υ√
logN
)−1−i υ√
logN
σ˜
′
(0))
dυ
+O
(
1/
√
logN
)
.
D’autre part, comme 2σ˜′′(0) = δ2(c) et
2 logN
[
σ˜
(
iυ/
√
logN
)− σ˜(0)− iυσ˜′(0)/√logN] = −υ2 δ2(c)
2
+O
(
υ3√
logN
)
.
Alors, ∣∣∣∣e2 logN(σ˜(i υ√logN )−1−i υ√logN σ˜′ (0)) − e−δ2(c)υ22
∣∣∣∣ = O
(
υ3√
logN
)
,
Finalement, le théorème de la convergence dominée de Lebesgue, appliqué à la suite de
fonctions
ψ̂(
υ√
logN
) e−iτδ(c)x
√
logN e
2n(σ˜(i υ√
logN
)−1−i υ√
logN
σ˜
′
(0))
,
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donne, pour tout N suffisamment grand et indépendant de x :∣∣∣∣I˜0(N)− ψ̂(0)
∫
R
e−iδ(c)xυe−δ
2(c)υ2/2dυ
∣∣∣∣ < ε/2, ∀x ∈ R.
Ce qui signifie que, pour tout ε fixé et n suffisamment grand,∣∣∣∣I0(N)− e−x
2/2
δ(c)
√
2π
∫
ψ(y)dy
∣∣∣∣ < ε/2,
uniformément en x.

2 Démonstration du Théorème 0.2
Rappelons que nous démontrons dans cette section le théorème suivant
Théorème 0.2(Théorème de la limite locale avec vitesse de convergence)[1] Pour
tout coût c diophantien d’exposant η pour un sous-ensemble fini H0 et ayant des moments
forts à l’ordre 3 :
i) Il existe ǫ ∈ (0, 1/2], tel que pour tout intervalle compact J ⊂ R il existe une
constante MJ > 0 telle que, pour tout x ∈ R et tout entier N ≥ 1 :
∣∣∣∣√logN P˜N((C(p, q)−Q(x,N)) ∈ J)− |J | e−x
2/2
δ(c)
√
2π
∣∣∣∣ ≤ MJ(logN)ǫ .
ii) Il existe r ≥ 1 tel que, pour toute fonction ψ ∈ Cr(R) à support compact , il existe
une constante Mψ > 0 telle que, pour tout x ∈ R et tout entier N ≥ 1 :∣∣∣∣√logN E˜N(ψ(C(p, q)−Q(x,N)))− e−x
2/2
δ(c)
√
2π
∫
ψ(y) dy
∣∣∣∣ ≤ Mψ√logN .
Démonstration : Pour tout intervalle J de R, on note χJ sa fonction caractéristique. On a
PN(Π
−1(J˜)) = PN((C ◦ Π(·)−Q(x,N)) ∈ J)
=
∑
(p,q,Q)∈ΩN
χJ(C(p, q)−Q(x,N))·PN(p, q, Q)
=
∑
(p,q,Q)∈ΩN
PN((p, q, Q)) · 1
2π
∫
R
eiτ(C(p,q)−Q(x,N))χˆJ(τ) dτ (4.5)
=
1
2π
∫
R
χˆJ(τ)e
−iτQ(x,N )EN(e
iτC) dτ.
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Nous utilisons : (2π)ψ(y) =
∫
ψˆ(τ)eiτy dτ , où ψˆ(τ) =
∫
e−iτxψ(x) dx est la transformée
de Fourier de la fonction ψ à support compact.
De manière similaire, pour la deuxième affirmation du théorème nous utilisons
EN(ψ(C ◦ Π(·)−Q(x,N))) =
∑
(p,q,Q)∈ΩN
ψ(C ◦ Π(·)−Q(x,N)) · PN (p, q, Q)
=
1
2π
∫
R
ψˆ(τ)e−iτQ(x,N) · EN(eiτC◦Π(·)) dτ. (4.6)
Comme χˆJ(τ) ne décroît pas rapidement lorsque |τ | → ∞, il sera nécessaire de ré-
gulariser χJ . Pour cette raison, il est plus facile de démontrer la seconde affirmation du
théorème 0.2 par laquelle nous allons commencer.
2.1 Cas ψ “lisse”
Par (4.6) il suffit d’analyser
I(N) =
√
logN
∫
R
ψˆ(τ)e−iτQ(x,N) · EN(eiτC(·)) dτ .
Soit ν˜2 ∈ (0, 1) comme dans le lemme 3.8. Décomposons l’axe réel en
|τ | < ν˜2 , |τ | ∈ [ν˜2, 2] , |τ | ∈ [2, LN ] |τ | > LN , (4.7)
où LN > 2, vérifiant LN →∞, lorsque N →∞, sera déterminé ultérieurement.
La décomposition (4.7) produit, respectivement, quatre intégrales I(N) = I1(N) +
I2(N) + I3(N) + I4(N).
Nous allons montrer que I1(N) ≃
√
2πψ̂(0) e
−x2/2
δ(c)
+ O( 1√
logN
) et que I2(N), I3(N) et
I4(N) sont négligeables devant I1(N).
Commençons par étudier l’intégrale I1(N). Nous utilisons le même argument que celui
effectué pour l’étude de l’intégrale I0(N) dans le section précédente.
Plus précisément, en reprenant l’argument du point col utilisé dans la section précé-
dente, on décompose l’ensemble |τ | ≤ ν˜2 en |τ | ≤ τN et |τ | ∈ [τN , ν˜2], et on pose
J0(N) :=
√
logN
2π
∫
|τ |≤τN
ψ̂(τ) e−iτδ(c)x
√
logN e2 logN(σ˜(iτ)−1−iτ σ˜
′
(0))dτ.
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Considérons de plus les trois intégrales suivantes :
J1(N) :=
1√
2π
∫
|υ|≤τN
√
logN
ψˆ(
υ√
logN
)e−iδ(c)xυe−
δ2(c)υ2
2 dυ,
J2(N) :=
1√
2π
∫
R
ψˆ(
υ√
logN
)e−iδ(c)xυe−
δ2(c)υ2
2 dυ,
J3(N) :=
1√
2π
ψˆ(0)
∫
R
e−iδ(c)xυe−
δ2(c)υ2
2 dυ = ψˆ(0)
e−x
2/2
δ(c)
√
2π
.
Le développement limité de σ˜ et le fait que ψ est suffisamment régulière donnent
|J0(N)− J1(N)| = O(1/
√
logN).
La régularité de ψ donne également
|J1(N)− J2(N)| ≤ C˜
∫
|τ |≥τn√n
∣∣e− δ2(c)υ22 ∣∣dυ = C˜2e−(τN√logN)2
= O
(
1
(logN)2
)
= O
(
1√
logN
)
.
Ici, les termes O dépendent de ψ.
Finalement,
|J2(N)− J3(N)| ≤M1
∫
R
|ψˆ(υ/
√
logN)− ψˆ(0)|e−δ2υ2/2dυ
≤ M˜1,ψ√
logN
∫
R
∣∣υe−δ2υ2/2∣∣dυ = M1,ψ√
logN
.
Nous avons donc obtenu M1,ψ ≥ 1 dépendant de supτ |ψˆ(τ)| ≤ sup |ψ| · |J |, où J =
supp(ψ)) telle que pour tout x ∈ R et tout N ∈ Z∗+, en posant ψˆ(0) =
∫
ψ(y) dy,∣∣∣∣I1(N)2π − ψˆ(0) e
−x2/2
δ(c)
√
2π
∣∣∣∣ ≤ M1,ψ√logN .
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Pour contrôler l’intégrale I2(N) nous allons utiliser la décroissance exponentielle de
l’espérance ENN pour |τ | ∈ [ν˜2, 2]. On a d’après le Lemme 3.9,
|EN(eiτC)| ≤ M˜
Nγ2
.
les mêmes calculs effectués sur I1(N) de la section précédente, donnent, pour tout
γ3 ∈ (0, γ2), une constante M2,ψ ≥ 1 (dépendant de supτ |ψˆ(τ)|) telle que, pour tout x et
tout N ∈ N∗, on a
|I2(N)| =
√
logN |
∫
|τ |∈[ν0,2]
ψˆ(τ)e−iτQ(x,N)EN(eiτC) dτ |
≤ M2,ψN−γ3 .
Il est bien clair que le terme d’erreur ci-dessus est de l’ordre de O((logN)−d) pour
d ≥ 1/2 arbitrairement grand.
Il reste maintenant à contrôler les deux dernières intégrales.
Supposons que
r > α + 1 ,
avec α > 0 comme dans la Proposition 2.13 (rappelons qu’à cause de la condition dio-
phantienne α dépend de η).
Soit α′′ ∈ (α, r − 1) et posons
LN := (logN)
1/α′′ . (4.8)
Le lemme 3.10 implique que, pour chaque α′ ∈ (α, α′′), il existe M3,ψ ≥ 1, tel que pour
tout x et tout entier non nul N
|I3(N)| =
√
logN |
∫
|τ |∈[2,LN ]
ψˆ(τ)e−iτQ(x,N)EN(eiτC(·)) dτ | (4.9)
≤M2,ψ
√
logNLNN
−L−α′N
≤M2,ψ(logN)1/2+1/α′′e−(logN)1−α
′/α′′ ≤ M3,ψ
(logN)1/2
,
où le terme d’erreur est dominé par (logN)−d pour d ≥ 1/2 arbitrairement grand.
En effectuant une intégration par parties, on a pour tout entier m ≤ r, il existe M (m)ψ
tel que |ψˆ(τ)| ≤M (m)ψ |τ |−m, pour tout |τ | ≥ 2.
Finalement, comme r ≥ α′ + 1 et de plus
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|e−iτQ(x,N)EN(eiτC)| ≤ 1,
on trouve, pour tout entier m ∈ (α′′ + 1, r], une constante M4,ψ ≥ 1 telle que pour tout
N ∈ Z∗+
|I4(N)| =
√
logN
∣∣∫
|τ |≥LN
ψˆ(τ)e−iτQ(x,N)EN (eiτC) dτ
∣∣ (4.10)
≤M (m)ψ
√
logN(logN)−(m−1)/α
′′ ≤ M4,ψ
(logN)1/2
.
Les estimations obtenues sur I1, I2, I3 et I4 établissent la deuxième assertion du
Théorème 0.2.
Enfin, quitte à prendre une valeur de m plus grande (si r est suffisamment grand)
le terme d’erreur dans (4.10) peut être rendu de l’ordre de O((logN)−d) pour d ≥ 1/2
arbitrairement grand.

2.2 Le cas de χJ
L’idée de base ici est de se ramener au cas d’observable lisse. On va devoir régulariser,
à travers un produit de convolution, la fonction caractéristique χJ .
Commençons d’abord par une approximation de la fonction de Dirac par la distribution
Gaussienne.
Pour tout δ > 0, on pose
∆δ(x) = δ
−1∆(x/δ) avec ∆(x) =
1√
π
e−x
2
.
Posons pour toute fonction ψ ∈ L1(R)
ψδ = ψ ∗∆δ,
qui vérifie les propriétés suivantes :
Lemme 4.1. Il existe D0 ≥ 1 tel que pour tout ψ ∈ L1(R) avec yψ(y) ∈ L1(R), la
transformée de Fourier de ψδ vérifie :
|ψˆδ(τ)| ≤ D0
∫
R
|ψ(y)| dy · e−δ2τ2 ≤ D0
∫
R
|ψ(y)| dy , ∀δ > 0 , τ ∈ R , (4.11)
Lip(ψˆδ) ≤ D0
(∫
R
|yψ(y)| dy+
∫
R
|ψ(y)| dy) , ∀δ > 0 . (4.12)
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De plus, si ψ est Lipschitzienne, alors
sup
x
|ψ(x)− ψδ(x)| ≤ D0 Lip(ψ) · δ , ∀δ > 0 . (4.13)
Preuve. Pour montrer (4.11–4.12), il suffit d’utiliser ψˆδ(τ) = ψˆ(τ) · ∆̂δ(τ), et le fait que
la transformée de Fourier ∆̂δ(τ) de ∆δ est
∆̂δ(τ) = e
−δ2τ2 .
Montrer (4.13). Du fait que
∫
∆δ(y) dy = 1, on déduit
|ψ(x)− ψδ(x)|=
∣∣∫
R
∆δ(y)(ψ(x)− ψ(x− y)) dy
∣∣≤Lip(ψ)∫
R
∆δ(y)|y| dy ,
Or, par le changement de variables z = y/δ, on a∫
R+
y√
πδ
e−
y2
δ2 dy = O(δ),
et le résultat en découle.

Posons J = [a, b]. Pour δ ∈ (0, (b−a)2/4) suffisamment petit, afin de pouvoir appliquer
le lemme ci-dessus, la régularisation de χJ commence d’abord par son approximation par
deux fonctions de Lipschitziennes à supports compacts
ψ+ = ψ+,δJ : R → [0, 1] et ψ− = ψ−,δJ : R → [0, 1].
Plus précisément ;
La fonction ψ+ est égale à 1 sur l’intervalle [a − √δ, b + √δ], elle est nulle en dehors de
[a− 2√δ, b+2√δ], et est affine avec une pente égale à ±δ−1/2 sur les reste des intervalles.
De même, ψ− est égale à 1 sur [a+2
√
δ, b−2√δ] elle est nulle en dehors de [a+√δ, b−√
δ], et affine avec une pente égale à ±δ−1/2 sur le reste des intervalles.
On a, avec cette construction∫
ψ±(y) dy = |J |+O(
√
δ) et
∫
|y|ψ±(y) dy ≤ 4|J |2,
de plus ;
EN (ψ
−(C ◦ Π(·)−Q(x,N))) ≤ PN ((C ◦ Π(·)−Q(x,N)) ∈ J)
≤ EN(ψ+(C ◦ Π(·)−Q(x,N))) .
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On procède ensuite à une régularisation par un produit de convolution
ψ±δ = ψ
±,δ
J ∗∆δ , avec δ = δN = (logN)−2ǫ ,
où ǫ > 0 sera défini plus tard.
Comme Lip(ψ±) = δ−1/2, la majoration (4.13) du Lemme 4.1 donne
∣∣EN(ψ±(C ◦ Π(·)−Q(x,N)))−EN(ψ±δ (C ◦ Π(·)−Q(x,N)))∣∣ ≤ D0√δ
≤ D0(logN)−ǫ .
Ainsi, d’après (4.5), il suffit de contrôler
I±δ (N) =
√
logN
∫
R
ψˆ±δ (τ)e
−iτQ(x,N)EN (eiτC) dτ .
Considérons la décomposition (4.7) de R, où LN sera défini par la suite, et les quatre
intégrales associées I±δ (N) = I
±
δ,1(N) + I
±
δ,2(N) + I
±
δ,3(N) + I
±
δ,4(N).
Pour les mêmes raisons que dans la section précédente, on introduit τN comme dans
(4.1) et on utilise la borne uniforme (4.12) sur la constante de Lipschitz de ψˆ±δ (τ) afin
d’avoir
sup
|τ |≤τN
|ψˆ±δ (0)− ψˆ±δ (τ)| ≤MJ · τN .
On utilise ensuite l’assertion (4.11) pour majorer sup |ψˆ±| et on trouve ainsi, une
constante M1,J ≥ 1 telle que pour tout x ∈ R et tout N ∈ Z∗+ on a∣∣∣∣I
±
δ,1(N)
2π
− ψˆ±δ (0)
e−x
2/2
δ(c)
√
2π
∣∣∣∣ ≤ M1,J(log(N))1/2 . (4.14)
Notons que le terme O((logN)−1/2) dans l’expression ci-dessus ne peut être amélioré.
Notons de plus que ψ±δ (0) est proche de la longueur de l’intervalle J :
ψˆ±δ (0)=
∫
ψ±δ (y) dy =
∫
ψ±δ (y) dy = |J |+O(
√
δN )= |J |+O((logN)−ǫ) . (4.15)
Le contrôle de I±δ,2(N) se fait comme dans le cas régulier. En effet, en utilisant la
borne faible de (4.11) et le fait qu’un coût diophantien est non-réseau, on a, pour chaque
γ3 ∈ (0, γ2), il existe M2,J ≥ 1 tel que, pour tout x ∈ R et tout N ∈ Z∗+
|I±δ,2(N)| ≤M2,JN−γ3 . (4.16)
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Considérons α′′ > α, avec α comme dans le lemme 3.10, et posons LN = (logN)1/α
′′
.
(On supposera que α′′ > 2.)
D’après le lemme 3.10 et la borne faible de (4.11), en raisonnant comme en (4.9), on a,
pour chaque α′ ∈ (α, α′′), il existe M3,J ≥ 1 tel que, pour tout x ∈ R et tout N ∈ Z∗+,
|I±δ,3(N)| =
√
logN
∣∣∣∣
∫
|τ |∈[2,LN ]
ψˆ±δ (τ)e
−iτQ(x,N)EN(eiτC) dτ
∣∣∣∣
≤ M3,J
(logN)1/2
. (4.17)
Finalement si
2ǫ < (α′′)−1,
alors 1
δNLN > log logN,
et comme,
|e−iτQ(x,N)EN(eiτC)| ≤ 1,
on trouve en utilisant la borne forte de (4.11), des constantes M˜4,J ≥ 1 et M4,J ≥ 1 telles
que, pour tout x ∈ R et tout N ∈ Z∗+,
|I±δ,4(N)| =
√
logN
∣∣∣∣
∫
|τ |≥LN
ψˆ±δ (τ)e
−iτQ(x,N)EN (eiτC) dτ
∣∣∣∣ (4.18)
≤ M˜4,J
√
logNLNe
−(δLN )2 ≤ M˜4,J
√
logNLNe
−(log logN)2
≤ M4,J
(logN)1/2
.
En regroupant (4.14–4.16–4.17–4.18) on achève la démonstration de la première asser-
tion du Théorème 0.2, pour ǫ ∈ (0, 1/(2α′′)).

1On pourrait prendre une valeur de δN plus petite, mais notre argument exige que infN (δNLN ) > 0.
Appendice
Notation : Nous rappelons que A(T ) = Θ(B(T )) lorsque T →∞ signifie qu’il existe une
constante C > 0 ne dépendant pas de T telle que C−1|B(T )| ≤ |A(T )| ≤ C|B(T )|.
Démonstration du lemme 2.9 : i) La démonstration se fait par un calcul direct qui repose
sur la propriété de distorsion bornée et le fait que la partie réelle du paramètre s est dans
un ensemble compact (on peut voir le détail du calcul dans [3, lemme 12]).
ii) Par définition de la mesure µσ, on a pour tout entier positif k et pour tout h ∈ Hk,
si on note χh la fonction caractéristique de l’intervalle fondamentale h(I)
µσ[h(I)] = µσ[H˜kσ[χh]],
par conséquent,
µσ[h(I)] = 1
λkσf
k
σ (x)
∫
I
∑
g∈Hk
|g′(x)|σχh(g(x)) dµσ(x)
≪ λkσ
∫
I
|h′(x)|σdµσ(x).
(5.19)
Considérons les quantités a1(h), a2(h), a3(h)1 suivantes
a1(h) :=
∫
I
|h′(x)|σ dµσ(x) ; a2(h) := |h(I)|σ ; a3(h) :=
∫
I
|h′(x)|σ dx .
Une application simple de la propriété de distorsion donne les relations
ai(h) = Θ
(
aj(h)
) ∀i, j ∈ {1, 2, 3},
avec des constantes indépendantes de la branche h.
Fixons maintenant J ⊂ Hk et posons J = ⋃h∈J h(I). Alors par l’inégalité de Cauchy-
Schwarz et le fait que H˜2σ−11 ≡ 1, on obtient
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µσ[J ] =
∑
h∈J
µσ(h(I)) ≤ 1
λkσ
( ∑
h∈Hk
|h(I)|2σ−1
)1/2(∑
h∈J
|h(I)|
)1/2
≪ λ
k/2
2σ−1
λkσ
· |J |1/2.
ce qui démontre la première assertion de ii).
La deuxième affirmation provient directement d’une application de l’inégalité de Cauchy-
Schwartz à ‖H˜kσ‖2∞ avec la même décomposition (2σ − 1 et σ).
iii) C’est une conséquence directe de l’inégalité ‖H˜s,iτ‖∞ ≤ 1 et de la définition de la
norme ‖ · ‖1,t.

Démonstration du lemme 2.10 : 1) Rappelons que
I−n :=
1
λ2nσ
∑
(h,k)∈Hn×Hn,∆(h,k)≤ρβn
exp(iτ(c(h)− c(k)) ·
∫
I
exp(itΨh,k(x)) · Rh,k(x) dx.
En utilisant la propriété de distorsion on a∫
I
|h′(x)|σ|k′(x)|σdx ≤ Lσ
(∫
I
|h′(x)|σdx
)
·
(∫
I
|k′(x)|σdx
)
D’où l’existence d’une constante M3 = M3(Σ1) telle que
|I−n | ≤
‖u‖20
λ2nσ
∑
(h,k)∈Hn×Hn,∆(h,k)≤ρβn
∫
I
|h′(x)|σ|k′(x)|σ dx
≤M3‖u‖
2
0
λ2nσ
∑
(h,k)∈Hn×Hn,∆(h,k)≤ρβn
(∫
I
|h′(x)|σdx
)
·
(∫
I
|k′(x)|σdx
)
Considérons maintenant les quantités
a1(h) :=
1
λnσ
∫
I
|h′(x)|σ dx a2(h) := 1
λnσ
∫
I
|h′(x)|σdµσ(x)
a3(h) := µσ[h(I)] a4(h) := 1
λnσ
|h(I)|σ.
Comme µσ est un point fixe pour l’opérateur normalisé H˜σ et qu’elle est équivalente à la
mesure de Lebesgue, on a
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ai(h) = Θ
(
aj(h)
)
, ∀i, j ∈ {1, 2, 3, 4},
avec des constantes absolues qui ne dépendent que de l’ensemble compact Σ1.
Il est alors suffisant d’étudier la somme
∑
h∈Hn
µσ[h(I)]

 ∑
k∈Hn,∆(h,k)≤ρβn
µσ[k(I)]

 = ∑
h∈Hn
µσ[h(I)] µσ[J(h, ρan)] .
La deuxième assertion du lemme 2.9 appliquée à l’ensemble J(h, ρβn) donne
µσ(J(h, ρ
βn))≪ Anσ|J(h, ρβn)|.
Finalement , grâce à la condition UNI(a)
|I−n | ≪ (ρβ/2Aσ)n‖u‖20.
2) Soit n ∈ N, il est clair que
|I+n | ≤
1
λ(σ)2n
∑
(h,k)∈Hn×Hn,∆(h,k)≥ρβn
∣∣∣Iˆ(h, k)∣∣∣ , (5.20)
où
Iˆ(h, k) :=
∫
I
exp[itΨh,k(x)]Rh,k(x)dx
si on décompose u = ℜu+ iℑu et que l’on pose
rh,k(x) = e
iω|h′(x)|σ|k′(x)|σ 1
f 2σ(x)
(u1 · fσ) ◦ h(x)(u2 · fσ) ◦ k(x) , (5.21)
avec u1, u2 ∈ {ℜu,ℑu} et exp iω ∈ {±1,±i}, l’intégrale Iˆ(h, k) se décomposera en quatre
intégrale oscillantes de la forme
I(h, k) :=
∫
I
exp[iτΨh,k]rh,k(x) dx.
Lemme 5.2 (Lemme de Van der Corput). (Voir [37]) Pour tout intervalle I et tout
Q > 0, il existe C(Q), tel que, pour tous t ∈ R, Ψ ∈ C2(I) avec |Ψ′′(x)| ≤ Q , |Ψ′(x)| ≥ ∆
avec |t|−1 ≤ ∆ ≤ 1, et r ∈ C∞(I) avec ||r||0 ≤ R , ||r||1,1 ≤ RD, l’intégrale I(t) =∫
I exp[itΨ(x)] r(x) dx satisfait
|I(t)| ≤ RC(Q)
[
D + 1
|t|∆ +
1
|t|∆2
]
.
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Considérons (t, n) avec 1/|t| ≤ ρβn. En posant
M(h, k) := sup
x∈I
|h′(x)|σ|k′(x)|σ 1
f 2σ(x)
fσ ◦ h(x)fσ ◦ k(x) , (5.22)
la norme infinie ‖rh,k‖∞ satisfait
‖rh,k‖∞ ≤M(h, k)‖u1‖∞ ‖u2‖∞ ≤ M(h, k)‖u1‖1,t ‖u2‖1,t .
et un calcul direct donne
‖rh,k‖1,1 ≪ M(h, k) [‖u1‖∞ (‖u2‖∞ + ρn ‖u‖1) + ‖u2‖∞ (‖u1‖∞ + ρn ‖u1‖1)]
≪ M(h, k)‖u1‖1,t‖u2‖1,t [1 + ρn|t|] .
Ce qui, avec la propriété UNI.(b) nous permet d’appliquer le lemme de Van Der Corput
aux intégrales I(h, k) pour avoir
|I(h, k)| << M(h, k) ||u1||1,t||u2||1,t
[
2 + |t|ρn
|t|ρβn +
1
|t|ρ2βn
]
.
Considérons n = n0 = ⌈log |t|/| log ρ|⌋. Comme β < 1/2, pour |t| ≥ 1/ρ2, on a, n0 ≥ 2 et
ρ−βn0 ≤ ρ−(n0−1) ≤ |t|, si bien que l’inégalité ci-dessus devient
|I(h, k)| ≪M(h, k) ‖u1‖1,t‖u2‖1,t ρ(1−2β)n0 . (5.23)
Ce qui, sur Iˆ(h, k), se traduit par
|Iˆ(h, k)| << M(h, k) ρ(1−2β)n0 ‖u‖21,t .
Fixons x0 dans I. Alors par la propriété de distorsion bornée et la définition de M(h, k)
in (5.22),
M(h, k) << |h′(x0)|σ|k′(x0)|σ 1
f 2σ(x0)
fσ ◦ h(x0)fσ ◦ k(x0) .
Ainsi,
1
λ2nσ
∑
(h,k)∈Hn×Hn
M(h, k) <<
(
H˜nσ[1](x0)
)2
= 1 . (5.24)
Finalement, (5.23, 5.24, 5.20) donnent |I+n0| ≪ ρ(1−2a)n0 ‖u‖21,t.

Démonstration du lemme 2.12 : Soient u ∈ Lip(I) et x, y dans I. Rappelons qu’on veut
montrer qu’il existe une constante positive K telle que, pour |t| ≤ t0, il existe K(t) tel
que, pour tous m ∈ N, et τ ∈ R on ait
Lip(H˜ms,iτ [u]) ≤ K(t)‖u‖L∞ +KρmLip(u). (5.25)
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∣∣∣∣H˜ms,iτ [u](x)− H˜ms,iτ [u](y)
∣∣∣∣ ≤ ∑
h∈Hm
∣∣∣∣|h′(x)|1+it (f1 · u) ◦ h(x)f1(x) − |h′(y)|1+it (f1 · u) ◦ h(y)f1(y)
∣∣∣∣
≤ S1 + S2,
avec
S1 =
∑
h∈Hm
|h′(x)|
∣∣∣∣(f1 · u) ◦ h(x)f1(x) − (f1 · u) ◦ h(y)f1(y)
∣∣∣∣,
et
S2 =
∑
h∈Hm
∣∣∣∣|h′(x)|1+it − |h′(x)|1+it
∣∣∣∣(f1 · u) ◦ h(y)f1(y) .
Rappelons que l’opérateur normalisé H˜1 vérifie H˜1[1] ≡ 1, et que les branches inverses
d’un système de bonne classe vérifient la propriété (1.1) de distorsion bornée. Les sommes
S1 et S2 vérifient :
S1 ≤
∑
h∈Hm
|h′(x)|f1 ◦ h(y)
f1(y)
∣∣u(h(x))− u(h(y))∣∣+∑
h∈Hm
|h′(x)|
∣∣∣∣f1 ◦ h(x)f1(x) − f1 ◦ h(y)f1(y)
∣∣∣∣u(h(y))
≤ Lip(u)
∑
h∈Hm
|h′(x)|∣∣|h′(x)| − |h′(y)|∣∣f1 ◦ h(x)
f1(x)
+ ‖u‖L∞
∑
m∈N
ρm
≤ Lip(u) ρm H˜1[1] + ‖u‖L∞/(1− ρ)
= Lip(u) ρm +K1 ‖u‖L∞, (5.26)
et
S2 ≤
∑
h∈Hm
|h′(y)|
∣∣∣∣|h′(x)|it − |h′(y)|it
∣∣∣∣(f1 · u) ◦ h(y)f1(y) +
∑
h∈Hm
∣∣∣∣|h′(x)| − |h′(y)|
∣∣∣∣(f1 · u) ◦ h(y)f1(y)
≤ |t| K2 K̂ρmH˜1[1]‖u‖L∞ + K̂ H˜1[1] ‖u‖L∞
≤ K3(t)‖u‖L∞. (5.27)
Finalement, (5.26) et (5.27) donnent (5.25).

Démonstration du lemme 3.7. Considérons la quantité
Wiτ (T ) :=
1
TG(T )1/2
[
Ψiτ (T )−Ψiτ (T − TG(T )1/2)
]
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et notons que les hypothèses sur Fiτ (T ) et a(iτ) impliquent que l’on a
F ′iτ (T ) = Θ
(
T−1Fiτ (T )
)
, (5.28)
où les constantes Θ sont uniformes par rapport à |τ | ≤ ν0.
En utilisant l’hypothèse (3.22) et la propriété (5.28) et le fait que G(T )−1 = O(T ), on
montre que, lorsque T est assez grand, la différence entre le premier terme de (3.23) et
Wiτ (T ) est de l’ordre de
F ′w(T ) ·O
(
1
TG(T )1/2
)
= F ′iτ (T ) ·O
(
G(T )1/2
)
.
Il suffit alors de démontrer (3.23) pour Wiτ (T ). La formule (3.22) et l’hypothèse de
variation modérée sur G entraînent
1
TG(T )1/2
[Ψiτ (T )−Ψiτ (T − TG(T )1/2)]
=
1
TG(T )1/2
(
Fiτ (T )− Fiτ (T − TG(T )1/2)
)
+
1
TG(T )1/2
O (Fiτ (T )G(T ))
= F ′iτ (T )
[
1 +O
(
Fiτ (T )G(T )
TG(T )1/2F ′iτ (T )
)]
= F ′iτ (T )
[
1 +O
(
G(T )1/2
)]
.

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