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THE LOG-EXPONENTIAL SMOOTHING TECHNIQUE AND
NESTEROV’S ACCELERATED GRADIENT METHOD FOR
GENERALIZED SYLVESTER PROBLEMS
N.T. An1, D. Giles2, N.M. Nam3, R. B. Rector4.
Abstract: The Sylvester smallest enclosing circle problem involves finding the smallest circle that
encloses a finite number of points in the plane. We consider generalized versions of the Sylvester
problem in which the points are replaced by sets. Based on the log-exponential smoothing technique
and Nesterov’s accelerated gradient method, we present an effective numerical algorithm for solving
these problems.
Key words. log-exponential smoothing; minimization majorization algorithm; Nesterov’s acceler-
ated gradient method; generalized Sylvester problem.
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1 Introduction
The smallest enclosing circle problem can be stated as follows: Given a finite set of points
in the plane, find the circle of smallest radius that encloses all of the points. This problem
was introduce in the 19th century by the English mathematician James Joseph Sylvester
(1814–1897) [24]. It is both a facility location problem and a major problem in computa-
tional geometry. Over a century later, the smallest enclosing circle problem remains very
active due to its important applications to clustering, nearest neighbor search, data clas-
sification, facility location, collision detection, computer graphics, and military operations.
The problem has been widely treated in the literature from both theoretical and numerical
standpoints; see [1, 4, 6, 7, 9, 21, 23, 25, 27, 28, 31] and the references therein.
The authors’ recent research focuses on generalized Sylvester problems in which the given
points are replaced by sets. Besides the intrinsic mathematical motivation, this question
appears in more complicated models of facility location in which the sizes of the locations
are not negligible, as in bilevel transportation problems. The main goal of this paper is to
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develop an effective numerical algorithm for solving the smallest intersecting ball problem.
This problems asks for the smallest ball that intersects a finite number of convex target
sets in Rn. Note that when the target sets given in the problem are singletons, the smallest
intersecting ball problem reduces to the classical Sylvester problem.
The smallest intersecting ball problem can be solved by minimizing a nonsmooth optimiza-
tion problem in which the objective function is the maximum of the distances to the target
sets. The nondifferentiability of this objective function makes it difficult to develop effective
numerical algorithms for solving the problem. A natural approach is to approximate the
nonsmooth objective function by a smooth function that is favorable for applying available
smooth optimization schemes. Based on the log-exponential smoothing technique and Nes-
terov’s accelerated gradient method, we present an effective numerical algorithm for solving
this problem.
Our paper is organized as follows. Section 2 contains tools of convex optimization used
throughout the paper. In Section 3, we focus the analysis of the log-exponential smoothing
technique applied to the smallest intersecting ball problem. Section 4 is devoted to develop-
ing an effective algorithm based on the minimization majorization algorithm and Nesterov’s
accelerated gradient method to solve the problem. We also analyze the convergence of the
algorithm. Finally, we present some numerical examples in Section 5.
2 Problem Formulation and Tools of Convex Optimization
In this section, we introduce the mathematical models of the generalized Sylvester problems
under consideration. We also present some important tools of convex optimization used
throughout the paper.
Consider the linear space Rn equipped with the Euclidean norm ‖·‖. The distance function
to a nonempty subset Q of Rn is defined by
d(x;Q) := inf{‖x− q‖ | q ∈ Q}, x ∈ Rn. (2.1)
Given x ∈ Rn, the Euclidean projection from x to is the set
Π(x;Q) := {q ∈ Q | d(x;Q) = ‖x− q‖}.
If Q is a nonempty closed convex set in Rn, then Π(x;Q) is a singleton for every x ∈ Rn.
Furthermore, the projection operator is non-expansive in the sense that
‖Π(x;Q)−Π(y;Q)‖ ≤ ‖x− y‖ for all x, y ∈ Rn.
Let Ω and Ωi for i = 1, . . . ,m be nonempty closed convex subsets of R
n. The mathematical
modeling of the smallest intersecting ball problem with target sets Ωi for i = 1, . . . ,m and
constraint set Ω is
minimize D(x) := max
{
d(x; Ωi)
∣∣ i = 1, . . . ,m
}
subject to x ∈ Ω. (2.2)
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The solution to this problem gives the center of the smallest Euclidean ball (with center in
Ω) that intersects all target sets Ωi for i = 1, . . . ,m.
In order to study new problems in which the intersecting Euclidean ball is replaced by
balls generated by different norms, we consider a more general setting. Let F be a closed
bounded convex set that contains the origin as an interior point. We hold this as our
standing assumptions for the set F for the remainder of the paper. The support function
associated with F is defined by
σF (x) := sup{〈x, f〉 | f ∈ F}.
Note that if F = {x ∈ Rn | ‖x‖X ≤ 1}, where ‖ · ‖X is a norm in Rn, then σF is the dual
norm of the norm ‖ · ‖X .
Let Q be a nonempty subset of Rn. The generalized distance from a point x ∈ Rn to Q
generated by F is given by
dF (x;Q) := inf{σF (x− q) | q ∈ Q}. (2.3)
The generalized distance function (2.3) reduces to the distance function (2.1) when F is the
closed unit ball of Rn with respect to the Euclidean norm. The readers are referred to [14]
for important properties of the generalized distance function (2.3).
Using (2.3), a more general model of problem (2.2) is given by
minimize DF (x) := max
{
dF (x; Ωi)
∣∣ i = 1, . . . ,m
}
subject to x ∈ Ω. (2.4)
The function DF as well as its specification D are nonsmooth in general. Thus, problem
(2.4) and, in particular, problem (2.2) must be studied from both theoretical and numerical
view points using the tools of generalized differentiation from convex analysis.
Given a function ϕ : Rn → R, we say that ϕ is convex if it satisfies
ϕ(λx+ (1− λ)y) ≤ λϕ(x) + (1− λ)ϕ(y),
for all x, y ∈ Rn and λ ∈ (0, 1). The function ϕ is said to be strictly convex if the above
inequality becomes strict whenever x 6= y.
The class of convex functions plays an important role in many applications of mathematics,
especially applications to optimization. It is well-known that for a convex function f : Rn →
R, the function has an absolute minimum on a convex set Ω at x̄ if and only if it has a
local minimum on Ω at x̄. Moreover, if f : Rn → R is a differentiable convex function, then
x̄ ∈ Ω is a minimizer for f if and only if
〈∇f(x̄), x− x̄〉 ≥ 0 for all x ∈ Ω. (2.5)
The readers are referred to [2, 3, 10, 15] for more complete theory of convex analysis and
applications to optimization from both theoretical and numerical aspects.
3
3 Smoothing Techniques for Generalized Sylvester Problems
In this section, we employ the approach developed in [31] to approximate the nonsmooth
optimization problem (2.4) by a smooth optimization problem which is favorable for apply-
ing available smooth numerical algorithms. The difference here is that we use generalized
distances to sets instead of distances to points.
Given an element v ∈ Rn, the cone generated by v is given by cone {v} := {λv | λ ≥ 0}. Let
us review the following definition from [14]. We recall that F is a closed bounded convex
set that contains zero in its interior, as per the standing assumptions in this paper.
Definition 3.1 The set F is normally smooth if for every x ∈ bdF there exists ax ∈ Rn
such that N(x;F ) = cone {ax}.
In the theorem below, we establish the necessary and sufficient condition for the smallest
intersecting ball problem (2.4) to have a unique optimal solution.
Theorem 3.2 Suppose that F is normally smooth, all of the target sets are strictly convex,
and at least one of the sets Ω,Ω1, ...,Ωm is bounded. Then the smallest intersecting ball
problem (2.4) has a unique optimal solution if and only if
⋂m
i=1 (Ω ∩ Ωi) contains at most
one point.
Proof It is clear that every point in the set
⋂m
i=1 (Ω ∩ Ωi) is a solution of (2.4). Thus, if (2.4)
has a unique optimal solution we must have that
⋂m
i=1 (Ω ∩ Ωi) contains at most one point,
so the necessary condition has been proven.
For the sufficient condition, assume that
⋂m
i=1 (Ω ∩ Ωi) contains at most one point. The
existence of an optimal solution is guaranteed by the assumption that at least one of the
sets Ω,Ω1, ...,Ωm is bounded. What remains to be shown is the uniqueness of this solution.
We consider two cases.
In the first case, we assume that
⋂m
i=1 (Ω ∩ Ωi) contains exactly one point x̄. Observe
that DF (x̄) = 0 and DF (x) ≥ 0 for all x ∈ Rn, so x̄ is a solution of (2.4). If x̂ ∈ Ω is
another solution then we must have DF (x̂) = DF (x̄) = 0. Therefore, dF (x̂; Ωi) = 0 for
all i ∈ {1, . . . ,m} and hence x̂ ∈ ⋂mi=1 (Ω ∩Ωi) = {x̄}. We conclude that x̂ = x̄ and the
problem has unique solution in this case.
For the second case we assume that
⋂m
i=1 (Ω ∩ Ωi) = ∅. We will show that the function
S(x) = max{(dF (x; Ω1))2 , . . . , (dF (x; Ωm))2},
is strictly convex on Ω. This will prove the uniqueness of the solution.
Take any x, y ∈ Ω, x 6= y and t ∈ (0, 1). Denote xt := tx + (1 − t)y. Let i ∈ {1, . . . ,m}
such that (dF (xt; Ωi))
2 = S(xt). Let u, v ∈ Ωi such that σF (x − u) = dF (x; Ωi) and
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σF (y − v) = dF (y; Ωi). Then we have
S(xt) = (dF (xt; Ωi))
2
= [dF (tx+ (1− t)y; Ωi)]2
≤ [tdF (x; Ωi) + (1− t)dF (y; Ωi)]2
= [tσF (x− u) + (1− t)σF (y − v)]2
= t2 (σF (x− u))2 + 2t(1− t)σF (x− u)σF (y − v) + (1 − t)2 (σF (y − v))2
≤ t2 (σF (x− u))2 + t(1− t)
[
(σF (x− u))2 +
(
σF (y − v)2
)]
+ (1− t)2 (σF (y − v))2
= t (σF (x− u))2 + (1− t) (σF (y − v))2
= t (dF (x; Ωi))
2 + (1− t) (dF (y; Ωi))2
≤ tS(x) + (1− t)S(y).
Recall that we need to prove the inequality S(xt) < tS(x) + (1 − t)S(y). Suppose by
contradiction that S(xt) = tS(x) + (1 − t)S(y). Then all of the inequalities in the above
estimate are turned to equalities and thus we have
dF (xt; Ωi) = tdF (x; Ωi) + (1− t)dF (y; Ωi)
and
σF (x− u) = σF (y − v). (3.6)
Hence,
dF (xt; Ωi) = σF (x− u) = σF (y − v). (3.7)
Observe that σF (w) = 0 if and only if w = 0, (3.7) implies x = u if and only if y = v.
We claim that x 6= u and y 6= v. Indeed, if x = u and y = v, then x, y ∈ Ωi and hence
xt ∈ Ωi by the convexity of Ωi. Thus dF (xt; Ωi) = 0. This contradicts the fact that
dF (xt; Ωi) = DF (xt) > 0 which guaranteed by the assumption
⋂m
i=1 (Ω ∩ Ωi) = ∅.
Now, we will show that u 6= v. Denote c := tu+(1−t)v ∈ Ωi. The properties of the support
function and (3.6) give
dF (xt; Ωi) ≤ σF (xt − c)
= σF (t(x− u) + (1− t)(y − v))
≤ σF (t(x− u)) + σF ((1− t)(y − v))
≤ tσF (x− u) + (1− t)σF (y − v)
= σF (x− u).
By (3.7) we have σF (t(x− u) + (1− t)(y − v)) = σF (t(x− u))+σF ((1− t)(y − v)) . Since
F is normally smooth, it follows from [14, Remark 3.4] that there exists λ > 0 satisfying
t(x− u) = λ(1− t)(y − v).
Now, by contradiction, suppose u = v. Then x− u = β(y− u) where β = t−1λ(1− t). Note
that β 6= 1 since x 6= y and σF (y − u) > 0 since y − u 6= 0. Now we have
σF (x− u) = sup{〈x− u, f〉 | f ∈ F} = sup{〈β(y − u), f〉 | f ∈ F}
= β sup{〈y − u, f〉 | f ∈ F} = βσF (y − u) 6= σF (y − u),
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which contradicts (3.7). Thus u 6= v.
Since u, v ∈ Ωi, u 6= v and Ωi is strictly convex, c ∈ int Ωi. The assumption
⋂m
i=1 (Ω ∩ Ωi) =
∅ gives dF (xt; Ωi) = DF (xt) > 0. Therefore, xt /∈ Ωi and thus xt 6= c. Let δ > 0 such that
IB(c; δ) ⊂ Ωi. Then c+ γ(xt − c) ∈ Ωi, with γ = δ2‖xt−c‖ > 0. We have
dF (xt; Ωi) ≤ σF (xt − c− γ(xt − c)) = (1− γ)σF (t(x− u) + (1− t)(y − v))
< σF (t(x− u) + (1− t)(y − v)) = σF (x− u).
This contradicts (3.7) and completes the proof. 
Recall the following definition.
Definition 3.3 A convex set F is said to be normally round if N(x;F ) 6= N(y;F ) whenever
x, y ∈ bdF , x 6= y.
Proposition 3.4 Let Θ be a nonempty closed convex subset of Rn. Suppose that F is
normally smooth and normally round. Then the function g(x) := [dF (x; Θ)]
2, x ∈ Rn, is
continuously differentiable.
Proof It suffices to show that ∂g(x̄) is a singleton for every x̄ ∈ Rn. By [15], we have
∂g(x̄) = 2dF (x̄; Θ)∂dF (x̄; Θ).
It follows from [14, Proposition 4.3 (iii)] that g is continuously differentiable on Θc, and so
∂g(x̄) = 2dF (x̄; Θ)∇dF (x̄; Θ) = 2dF (x̄; Θ)∇σF (x̄− w),
where w := ΠF (x̄; Θ) and x̄ /∈ Θ.
In the case where x̄ ∈ Θ, one has dF (x̄; Θ) = 0, and hence
∂g(x̄) = 2dF (x̄; Θ)∂dF (x̄; Θ) = {0}.
The proof is now complete. 
If all of the target sets have a common point which belongs to the constraint set, then such
a point is a solution of problem (2.4), so we always assume that
⋂n
i=1 (Ωi ∩ Ω) = ∅. We also
assume that at least one of the sets Ω,Ω1, ...,Ωm is bounded which guarantees the existence
of an optimal solution; see [16]. These are our standing assumptions for the remainder of
this section.
Let us start with some useful well-known results. We include the proofs for the convenience
of the reader.
Lemma 3.5 Given positive numbers ai for i = 1, . . . ,m, m > 1, and 0 < s < t, one has
(i) (as1 + a
s
2 + . . . + a
s
m)
1/s > (at1 + a
t
2 + . . .+ a
t
m)
1/t.
(ii) (a
1/s
1 + a
1/s
2 + . . . + a
1/s
m )s < (a
1/t
1 + a
1/t
2 + . . . + a
1/t
m )t.
(iii) limr→0+(a
1/r
1 + a
1/r
2 + . . .+ a
1/r
m )r = max{a1, . . . , am}.
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Proof (i) Since t/s > 1, it is obvious that
( as1∑m
i=1 a
s
i
)t/s
+ · · ·+
( asm∑m
i=1 a
s
i
)t/s
<
as1∑m
i=1 a
s
i
+ · · ·+ a
s
m∑m
i=1 a
s
i
= 1,
since
asi∑m
i=1 a
s
i
∈ (0, 1). It follows that
at1
(
∑m
i=1 a
s
i )
t/s
+ · · ·+ a
t
m
(
∑m
i=1 a
s
i )
t/s
< 1,
and hence
at1 + · · · + atm < (
m∑
i=1
asi )
t/s.
This implies (i) by rasing both sides to the power of 1/t.
(ii) Inequality (ii) follows directly from (i).
(iii) Defining a := max{a1, . . . , am} yields
a ≤ (a1/r1 + a
1/r
2 + . . . + a
1/r
m )
r ≤ mra→ a as r → 0+,
which implies (iii) and completes the proof. 
For p > 0 and for x ∈ Rn, the log-exponential smoothing function of DF (x) is defined as
DF (x, p) := p ln
m∑
i=1
exp
(
GF,i(x, p)
p
)
, (3.8)
where
GF,i(x, p) :=
√
dF (x; Ωi)2 + p2.
Theorem 3.6 The function DF (x, p) defined in (3.8) has the following properties:
(i) If x ∈ Rn and 0 < p1 < p2, then
DF (x, p1) < DF (x, p2).
(ii) For any x ∈ Rn and p > 0,
0 ≤ DF (x, p)−DF (x) ≤ p(1 + lnm).
(iii) For any p > 0, the function DF (·, p) is convex. If we suppose further that F is nor-
mally smooth and the sets Ωi for i = 1, . . . ,m are strictly convex and not collinear (i.e., it
is impossible to draw a straight line that intersects all the sets Ωi), then DF (·, p) is strictly
convex.
(iv) For any p > 0, if F is normally smooth and normally round, then DF (·, p) is continu-
ously differentiable.
(v) If at least one of the target sets Ωi for i = 1, . . . ,m is bounded, then DF (·, p) is coercive
in the sense that
lim
‖x‖→∞
DF (x, p) = ∞.
7
Proof (i) Define
ai(x, p) := exp(GF,i(x, p)),
a∞(x, p) := max
i=1,...,m
ai(x, p), and
GF,∞(x, p) := max
i=1,...,m
GF,i(x, p).
Then ai(x, p) is strictly increasing on (0,∞) as a function of p and
ai(x, p)
a∞(x, p)
= exp(GF,i(x, p)−GF,∞(x, p)) ≤ 1,
GF,∞(x, p) ≤ DF (x) + p.
For 0 < p1 < p2, it follows from Lemma 3.5(ii) that
DF (x, p1) = ln
[ m∑
i=1
(ai(x, p1))
1/p1
]p1 < ln
[ m∑
i=1
(ai(x, p1))
1/p2
]p2
< ln
[ m∑
i=1
(ai(x, p2))
1/p2
]p2 = DF (x, p2),
which justifies (i).
(ii) It follows from (3.8) that for any i ∈ {1, . . . ,m}, we have
DF (x, p) ≥ p ln exp
(
GF,i(x, p)
p
)
= GF,i(x, p) ≥ dF (x; Ωi).
This implies DF (x, p) ≥ DF (x) for all x ∈ Rn and p > 0. Moreover,
DF (x, p) = ln a∞(x, p)
[ m∑
i=1
( ai(x, p)
a∞(x, p)
)1/p]p
= ln a∞(x, p) + p ln
m∑
i=1
( ai(x, p)
a∞(x, p)
)1/p
≤ GF,∞(x, p) + p lnm ≤ DF (x) + p+ p lnm.
Thus, (ii) has been proved.
(iii) Given p > 0, the function fp(t) :=
√
t2+p2
p is increasing and convex on the interval
[0,∞), and d(·; Ωi) is convex, so the function ki(x, p) := GF,i(x,p)p is also convex with respect
to x. For any x, y ∈ Rn and λ ∈ (0, 1), by the convexity of the function
u = (u1, . . . , um) → ln
m∑
i=1
exp(ui),
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one has
DF (λx+ (1− λ)y, p) = p ln
m∑
i=1
exp
[
ki(λx+ (1− λ)y, p)
]
≤ p ln
m∑
i=1
exp
[
λki(x, p) + (1− λ)ki(y, p)
]
(3.9)
≤ λp ln
m∑
i=1
exp
(
ki(x, p)
)
+ (1 − λ)p ln
m∑
i=1
exp
(
ki(y, p)
)
= λDF (x, p) + (1− λ)DF (y, p).
Thus, DF (·, p) is convex. Suppose that F is normally smooth and the sets Ωi for i = 1, . . . ,m
are strictly convex and not collinear, but DF (·, p) is not strictly convex. Then there exist
x, y ∈ Rn with x 6= y and 0 < λ < 1 such that
DF (λx+ (1− λ)y, p) = λDF (x, p) + (1− λ)DF (y, p).
Thus, all the inequalities (3.9) become equalities. Since the functions ln, exp are strictly
increasing on (0,∞), this implies
ki(λx+ (1− λ)y, p) = λki(x, p) + (1− λ)ki(y, p), for all i = 1, . . . ,m. (3.10)
Observe that ki(·, p) = fp (dF (·; Ωi)) and the function fp(·) is strictly increasing [0,∞), it
follows from (3.10) that
dF (λx+ (1− λy),Ωi) = λdF (x,Ωi) + (1− λ)dF (y,Ωi) for all i = 1, . . . ,m.
The result now follows directly from the proof of [14, Proposition 4.5].
(iv) Let ϕi(x) := [dF (x; Ωi)]
2. Then ϕi is continuously differentiable by Proposition 3.4.
By the chain rule, for any p > 0, the function DF (x, p) is continuously differentiable as a
function of x.
(v) Without loss of generality, we assume that Ω1 is bounded. It then follows from (ii)
that
lim
‖x‖→∞
DF (x, p) ≥ lim
‖x‖→∞
DF (x) ≥ lim
‖x‖→∞
dF (x; Ω1) = ∞.
Therefore, DF (·, p) is coercive, which justifies (iv). The proof is now complete. 
In the next corollary, we obtain an explicit formula of the gradient of the log-exponential
approximation of D in the case where F is the closed unit ball of Rn. For p > 0 and for
x ∈ Rn, define
D(x, p) := p ln
m∑
i=1
exp
(
Gi(x, p)
p
)
, (3.11)
where
Gi(x, p) :=
√
d(x; Ωi)2 + p2.
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Corollary 3.7 For any p > 0, D(·, p) is continuously differentiable with the gradient in x
computed by
∇xD(x, p) =
m∑
i=1
Λi(x, p)
Gi(x, p)
(x− x̃i) ,
where x̃i := Π(x; Ωi), and
Λi(x, p) :=
exp (Gi(x, p)/p)∑m
i=1 exp (Gi(x, p)/p)
.
Proof It follows from Theorem 3.6 that D(·, p) is continuously differentiable. Let ϕi(x) :=
[d(x; Ωi)]
2. Then ∇ϕi(x) = 2(x− x̃i), where x̃i := Π(x; Ωi), and hence the gradient formula
for D(x, p) follows from the chain rule. 
Remark 3.8 (i) To avoid working with large numbers when implementing algorithms for
(2.2), we often use the identity
Λi(x, p) :=
exp (Gi(x, p)/p)∑m
i=1 exp [(Gi(x, p)/p)
=
exp [(Gi(x, p)−G∞(x, p)]/p)∑m
i=1 exp [(Gi(x, p)−G∞(x, p)]/p)
,
where G∞(x, p) := maxi=1,...,mGi(x, p).
(ii) In general, D(·, p) is not strictly convex. For example, in R2, consider the sets Ω1 =
{−1} × [−1, 1] and Ω2 = {1} × [−1, 1]. Then D(·, p) takes constant value on {0} × [−1, 1].
An important relation between problem (2.4) and problem of minimizing the function (3.11)
on Ω is given in the proposition below. Note that the assumption of the proposition involves
the uniqueness of an optimal solution to problem (2.4) which is guaranteed under our
standing assumptions by Theorem 3.2.
Proposition 3.9 Let {pk} be a sequence of positive real numbers converging to 0. For each
k, let yk ∈ argminx∈ΩDF (x, pk). Then {yk} is a bounded sequence and every subsequential
limit of {yk} is an optimal solution of problem (2.4). Suppose further that problem (2.4)
has a unique optimal solution. Then {yk} converges to that optimal solution.
Proof First, observe that {yk} is well defined because of the assumption that at least one of
the sets Ω,Ω1, ...,Ωm is bounded and the coercivity of DF (·, pk). By Theorem 3.6 (ii), for
all x ∈ Ω, we have
DF (x, pk) ≤ DF (x) + pk(1 + lnm) and DF (yk) ≤ DF (yk, pk) ≤ DF (x, pk).
Thus, DF (yk) ≤ DF (x) + pk(1 + lnm), which implies the bounded property of {yk} using
the boundedness of Ω or the coercivity of DF (·) from Theorem 3.6 (v). Suppose that the
subsequence {ykl} converges to y0. Then DF (y0) ≤ DF (x) for all x ∈ Ω, and hence y0 is an
optimal solution of problem (2.4). If (2.4) has a unique optimal solution ȳ, then y0 = ȳ and
hence yk → ȳ. 
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Recall that a function ϕ : Q→ R is called strongly convex with modulus m > 0 on a convex
set Q if ϕ(x)− m2 ‖x‖2 is a convex function on Q. From the definition, it is obvious that any
strongly convex function is also strictly convex. Moreover, when ϕ is twice differentiable,
ϕ is strongly convex with modulus m on an open convex set Q if ∇2ϕ(x) −mI is positive
semidefinite for all x ∈ Q; see [10, Theorem 4.3.1(iii)].
Proposition 3.10 Suppose that all the sets Ωi for i = 1, . . . ,m reduce to singletons. Then
for any p > 0, the function D(·, p) is strongly convex on any bounded convex set, and
∇xD(·, p) is globally Lipschitz continuous on Rn with Lipschitz constant 2p .
Proof Suppose that Ωi = {ci} for i = 1, . . . ,m. Then
D(x, p) = p ln
m∑
i=1
exp
(
gi(x, p)
p
)
,
and the gradient of D(·, p) at x becomes
∇xD(x, p) =
m∑
i=1
λi(x, p)
gi(x, p)
(x− ci) ,
where
gi(x, p) :=
√
‖x− ci‖2 + p2 and λi(x, p) :=
exp (gi(x, p)/p)∑m
i=1 exp (gi(x, p)/p)
.
Let us denote
Qij :=
(x− ci)(x− cj)T
gi(x, p)gj(x, p)
.
Then
∇2xD(x, p) =
m∑
i=1

λi(x, p)
gi(x, p)
(In −Qii) +
λi(x, p)
p
Qii −
m∑
j=1
λi(x, p)λj(x, p)
p
Qij

 .
Given a positive constant K, for any x ∈ Rn, ‖x‖ < K and z ∈ Rn, z 6= 0, one has
1
gi(x, p)
(‖z‖2 − zTQiiz) ≥
1
gi(x, p)
(‖z‖2 − ‖z‖2‖(x− ci)/gi(x, p)‖2)
=
1√
‖x− ci‖2 + p2
‖z‖2
[
p2
‖x− ci‖2 + p2
]
≥ ‖z‖2
[
p2
[2(‖x‖2 + ‖ci‖2) + p2]3/2
]
≥ ℓ‖z‖2,
where
ℓ :=
p2
[2K + 2max1≤i≤m ‖ci‖2 + p2]3/2
.
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For m real numbers a1, . . . , am, since λi(x, p) ≥ 0 for all i = 1, . . . ,m, and
∑m
i=1 λi(x, p) = 1,
by Cauchy-Schwartz inequality, we have
(
m∑
i=1
λi(x, p)ai
)2
=
(
m∑
i=1
√
λi(x, p)
√
λi(x, p) ai
)2
≤
m∑
i=1
λi(x, p)a
2
i .
This implies
zT∇2xD(x, p)z =
m∑
i=1
[
λi(x, p)
gi(x, p)
(‖z‖2 − zTQiiz)
]
+
m∑
i=1

λi(x, p)
p
zTQiiz −
m∑
j=1
λi(x, p)λj(x, p)
p
zTQijz

 .
≥ ℓ‖z‖2 + 1
p


m∑
i=1
λi(x, p)a
2
i −
(
m∑
i=1
λi(x, p)ai
)2

≥ ℓ‖z‖2,
where ai := z
T (x− ci)/gi(x, p). This shows that D(x, p) is strongly convex on B(0;K).
The fact that for any p > 0, the gradient of D(x, p) with respect to x is Lipschitz continuous
with constant L = 2p was proved in [29, Proposition 2]. 
4 The Minimization Majorization Algorithm for Generalized
Sylvester Problems
In this section, we apply the minimization majorization well known in computational statis-
tics along with the log-exponential smoothing technique developed in the previous section
to develop an algorithm for solving the smallest intersecting ball problem. We also provide
some examples showing that minimizing functions that involve distances to convex sets not
only allows to study a generalized version of the smallest enclosing circle problem, but also
opens up the possibility of applications to other problems of constrained optimization.
Let f : Rn → R be a convex function. Consider the optimization problem
minimize f(x) subject to x ∈ Ω. (4.12)
A function g : Rn → R is called a surrogate of f at z̄ ∈ Ω if
f(x) ≤ g(x) for all x ∈ Ω,
f(z̄) = g(z̄).
The set of all surrogates of f at z̄ is denoted by S(f, z̄).
The minimization majorization algorithm for solving (4.12) is given as follows; see [13].
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Algorithm 1.
INPUT: x0 ∈ Ω, N
for k = 1, . . . , N do
Find a surrogate gk ∈ S(f, xk−1)
Find xk ∈ argminx∈Ω gk(x)
end for
OUTPUT: xN
Clearly, the choice of surrogate gk ∈ S(f, xk−1) plays a crucial role in the minimization
majorization algorithm. In what follows, we consider a particular choice of surrogates
for the minimization majorization algorithm; see, e.g., [5, 11, 12]. An objective function
f : Ω → R is said to be majorized by M : Ω× Ω → R if
f(x) ≤ M(x, y) and M(y, y) = f(y) for all x, y ∈ Ω.
Given xk−1 ∈ Ω, we can define gk(x) := M(x, xk−1), so that gk ∈ S(f, xk−1). Then the
update
xk ∈ arg minx∈ΩM(x, xk−1)
defines an minimization majorization algorithm. As mentioned above, finding an appropri-
ate majorization is an important piece of this algorithm. It has been shown in [5] that the
minimization majorization algorithm using distance majorization provides an effective tool
for solving many important classes of optimization problems. The key step is to use the
following:
d(x;Q) ≤ ‖x−Π(y;Q)‖ and d(y;Q) = ‖y −Π(y;Q)‖.
In the examples below, we revisit some algorithms based on distance majorization and
provide the convergence analysis for these algorithms.
Example 4.1 Let Ωi for i = 1, ...,m be nonempty closed convex subsets of R
n such that
m⋂
i=1
Ωi 6= ∅. The problem of finding a point x∗ ∈
m⋂
i=1
Ωi is called the feasible point problem
for these sets. Consider the problem
minimize f(x) :=
m∑
i=1
[d(x; Ωi)]
2, x ∈ Rn. (4.13)
With the assumption that
m⋂
i=1
Ωi 6= ∅, x∗ ∈ Rn is an optimal solution of (4.13) if and only
if x∗ ∈
m⋂
i=1
Ωi. Thus, we only need to consider (4.13).
Let us apply the minimization majorization algorithm for (4.13). First, we need to find
surrogates for the objective function f(x) =
m∑
i=1
[d(x; Ωi)]
2. Let
gk(x) :=
m∑
i=1
‖x−Π(xk−1; Ωi)‖2.
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Then gk ∈ S(f, xk−1) for all k ∈ N, so the minimization majorization algorithm is given by
xk ∈ argminx∈Rn gk(x) =
1
m
m∑
i=1
Π(xk−1; Ωi).
Let
hk(x) := gk(x)− f(x) =
m∑
i=1
[
‖x−Π(xk−1; Ωi)‖2 − [d(x; Ωi)]2
]
.
We can show that hk(x) is differentiable on R
n and ∇hk(x) is Lipschitz with constant
L = 2m. Moreover,
hk(xk−1) = ∇hk(xk−1) = 0.
The function gk(x) − m‖x‖2 is convex, so gk is strongly convex with modulus ρ = 2m.
Using the same notation as in [13], one has gk ∈ SL,ρ(f, xk−1) with ρ = L = 2m. By [13,
Proposition 2.8],
f(xk)− V∗ ≤
m
k
‖x0 − x∗‖2 for all k ∈ N.
Example 4.2 Given a data set S := {(ai, yi)}mi=1, where ai ∈ Rp and yi ∈ {−1, 1}, consider
the support vector machine problem
minimize
1
2
‖x‖2
subject to yi〈ai, x〉 ≥ 1 for all i = 1, . . . ,m.
Let Ωi := {x ∈ Rp | yi〈ai, x〉 ≥ 1}. Using the quadratic penalty method (see [5]), the
support vector machine problem can be solved by the following unconstrained optimization
problem:
minimize f(x) :=
1
2
‖x‖2 + C
2
m∑
i=1
[d(x; Ωi)]
2, x ∈ Rp, C > 0. (4.14)
Using the minimization majorization algorithm with the surrogates
gk(x) =
1
2
‖x‖2 + C
2
m∑
i=1
‖x−Π(xk−1; Ωi)‖2
for (4.14) yields
xk =
C
1 +mC
m∑
i=1
Π(xk−1,Ωi).
Let
hk(x) := gk(x)− f(x) =
C
2
m∑
i=1
[
‖x−Π(xk−1; Ωi)‖2 − [d(x; Ωi)]2
]
.
We can show that ∇hk(x) is Lipschitz with constant L = mC, and hk(xk−1) = ∇hk(xk−1) =
0. Moreover, gk is strongly convex with parameter ρ = 1 +mC. By [13, Proposition 2.8],
the minimization majorization method applied for (4.14) gives
f(xk)− V∗ ≤
mC
2
(
mC
mC + 2
)k−1
‖x0 − x∗‖2 for all k ∈ N,
where x∗ is the optimal solution of (4.14) and V∗ is the optimal value.
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In what follows, we apply the minimization majorization algorithm in combination with the
log-exponential smoothing technique to solve the smallest intersecting ball problem (2.2). In
the first step, we approximate the cost function D in (2.2) by the log-exponential smoothing
function (3.11). Then the new function is majorized in order to apply the minimization
majorization algorithm. For x, y ∈ Rn and p > 0, define
G(x, y, p) := p ln
m∑
i=1
exp
(√
‖x−Π(y; Ωi)‖2 + p2
p
)
.
Then G(x, y, p) serves as a majorization of the log-exponential smoothing function (3.11).
From Proposition 3.10, for p > 0 and y ∈ Rn, the function G(x, y, p) with variable x is
strongly convex on any bounded set and continuously differentiable with Lipschitz gradient
on Rn.
Our algorithm is explained as follows. Choose a small number p̄. In order to solve the
smallest intersecting ball problem (2.2), we minimize its log-exponential smoothing approx-
imation (3.11):
minimize D(x, p̄) subject to x ∈ Ω. (4.15)
Pick an initial point x0 ∈ Ω and apply the minimization majorization algorithm with
xk := argmin
x∈Ω
G(x, xk−1, p̄). (4.16)
The algorithm is summarized by the following.
Algorithm 2.
INPUT: Ω, p̄ > 0, x0 ∈ Ω, m target sets Ωi, i = 1, . . . ,m, N
for k = 1, . . . , N do
use a fast gradient algorithm to solve approximately
xk := argminx∈Ω G(x, xk−1, p̄)
end for
OUTPUT: xN
Proposition 4.3 Given p̄ > 0 and x0 ∈ Ω, the sequence {xk} of exact solutions xk :=
argminx∈Ω G(x, xk−1, p̄) generated by Algorithm 2 has a convergent subsequence.
Proof Denoting α := D(x0, p̄) and using Theorem 3.6(v) imply that the level set
L≤α := {x ∈ Ω | D(x, p̄) ≤ α}
is bounded. For any k ≥ 1, because G(·, xk−1, p̄) is a surrogate of D(·, p̄) at xk−1, one has
D(xk, p̄) ≤ G(xk, xk−1, p̄) ≤ G(xk−1, xk−1, p̄) = D(xk−1, p̄).
It follows that
D(xk, p̄) ≤ D(xk−1, p̄) ≤ . . . ≤ D(x1, p̄) ≤ D(x0, p̄).
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This implies {xk} ⊂ L≤α which is a bounded set, so {xk} has a convergent subsequence. 
The convergence of the minimization majorization algorithm depends on the algorithm map
ψ(x) := argmin
y∈Ω
G(y, x, p̄) = argmin
y∈Ω
{
p̄ ln
m∑
i=1
exp
(√
‖y −Π(x; Ωi)‖2 + p̄2
p̄
)}
. (4.17)
In the theorem below, we show that the conditions in [5, Proposition 1] are satisfied.
Theorem 4.4 Given p̄ > 0, the function D(·, p̄) and the algorithm map ψ : Ω → Ω defined
by (4.17) satisfy the following conditions:
(i) For any x0 ∈ Ω, the level set
L(x0) := {x ∈ Ω | D(x, p̄) ≤ D(x0, p̄)}
is compact.
(ii) ψ is continuous on Ω.
(iii) D(ψ(x), p̄) < D(x, p̄) whenever x 6= ψ(x).
(iv) Any fixed point x̄ of ψ is a minimizer of D(·, p̄) on Ω.
Proof Observe that the function D(·, p̄) is continuous on Ω. Then the level set L(x0) is
compact for any initial point x0 since D(·, p̄) is coercive by Theorem 3.6(v), and hence (i)
is satisfied. From the strict convexity on Ω of G(·, x, p̄) guaranteed by Proposition 3.10, we
can show that the algorithm map ψ : Ω → Ω is a single-valued mapping. Let us prove that
ψ is continuous. Take an arbitrary sequence {xk} ⊂ Ω, xk → x̄ ∈ Ω as k → ∞. It suffices to
show that the sequence yk := ψ(xk) tends to ψ(x̄). It follows from the continuity of D(·, p̄)
that D(xk, p̄) → D(x̄, p̄), and hence we can assume
D(xk, p̄) ≤ D(x̄, p̄) + δ,
for all k ∈ N, where δ is a positive constant. One has the estimates
D(ψ(xk), p̄) ≤ G(ψ(xk), xk, p̄) ≤ G(xk, xk, p̄) = D(xk, p̄) ≤ D(x̄, p̄) + δ,
which imply that {yk} is bounded by the coerciveness of D(·, p̄). Consider any convergent
subsequence {ykℓ} with the limit z. Since ykℓ is a solution of the smooth optimization
problem miny∈Ω G(y, xkℓ , p̄), by the necessary and sufficient optimality condition (2.5) for
the given smooth convex constrained optimization problem, we have
〈∇G(ykℓ , xkℓ , p̄), x− ykℓ〉 ≥ 0 for all x ∈ Ω.
This is equivalent to
〈 m∑
i=1
λi(ykℓ , p̄)
gi(ykℓ , p̄)
(ykℓ −Π(xkℓ ; Ωi)) , x− ykℓ
〉
≥ 0 for all x ∈ Ω,
where
gi(ykℓ , p̄) =
√
‖ykℓ −Π(xkℓ ,Ωi)‖2 + p̄2 and λi(ykℓ , p̄) =
exp (gi(ykℓ , p̄)/p̄)∑m
i=1 exp (gi(ykℓ , p̄)/p̄)
.
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Since the Euclidean projection mapping to a nonempty closed convex set is continuous, by
passing to a limit, we have
〈∇G(z, x̄, p̄), x− z〉 ≥ 0 for all x ∈ Ω.
Thus, applying (2.5) again implies that z is also an optimal solution of the problem
miny∈Ω G(y, x̄, p̄). By the uniqueness of solution and ψ(x̄) = argminy∈Ω G(y, x̄, p̄), one
has that z = ψ(x̄) and {ykℓ} converges to ψ(x̄). Since this conclusion holds for all con-
vergent subsequences of the bounded sequence {yk}, the sequence {yk} itself converges to
ψ(x̄), which shows that (ii) is satisfied. Let us verify that D(ψ(x), p̄) < D(x, p̄) whenever
ψ(x) 6= x. Observe that ψ(x) = x if and only if G(x, x, p̄) = miny∈Ω G(y, x, p̄). Since
G(y, x, p̄) has a unique minimizer, we have the strict inequality G(ψ(x), x, p̄) < G(x, x, p̄)
whenever x is not a fix point of ψ. Combining with D(ψ(x), p̄) ≤ G(ψ(x), x, p̄) and
D(x, p̄) = G(x, x, p̄), we arrive at the conclusion (iii).
Finally, we show that, any fixed point x̄ of algorithm map ψ(x) is a minimizer of D(x, p̄)
on Ω. Fix any x̄ ∈ Ω such that ψ(x̄) = x̄. Then G(x̄, x̄, p̄) = miny∈Ω G(y, x̄, p̄), which is
equivalent to
〈∇G(x̄, x̄, p̄), x− x̄〉 ≥ 0 for all x ∈ Ω.
This means 〈 m∑
i=1
λi(x̄, p̄)
gi(x̄, p̄)
(x̄−Π(x̄; Ωi)) , x− x̄
〉
≥ 0 for all x ∈ Ω,
where
gi(x̄, p̄) =
√
‖x̄−Π(x̄,Ωi)‖2 + p̄2 =
√
d(x̄; Ωi)2 + p̄2 = Gi(x̄, p̄)
and
λi(x̄, p̄) =
exp (gi(x̄, p̄)/p̄)∑m
i=1 exp (gi(x̄, p̄)/p̄)
= Λi(x̄, p̄).
This inequality, however, is equivalent to the inequality 〈∇D(x̄, p̄), x− x̄〉 ≥ 0 for all x ∈ Ω,
which in turn holds if and only if x̄ is a minimizer of D(x, p̄) on Ω. 
Corollary 4.5 Given p̄ > 0 and x0 ∈ Ω, the sequence {xk} of exact solution xk :=
argminx∈Ω G(x, xk−1, p̄) generated by Algorithm 2 has a subsequence that converges to an
optimal solution of (4.15). If we suppose further that problem (4.15) has a unique optimal
solution, then {xk} converges to this optimal solution.
Proof It follows from Proposition 4.3 that {xk} has a subsequence {xkℓ} that converges
to x̄. Applying [5, Proposition 1] implies that ‖xkℓ+1 − xkℓ‖ → 0 as k → ∞. From the
continuity of the algorithm map ψ and the equation xkℓ+1 = ψ(xkℓ), one has that ψ(x̄) = x̄.
By Theorem 4.4(iv), the element x̄ is an optimal solution of (4.15). The last conclusion is
obvious. 
In what follows, we apply Nesterov’s accelerated gradient method introduced in [18, 20] to
solve (4.16) approximately. Let f : Rn → R be a a smooth convex function with Lipschitz
gradient. That is, there exists ℓ ≥ 0 such that
‖∇f(x)−∇f(y)‖ ≤ ℓ‖x− y‖ for all x, y ∈ Rn.
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Let Ω be a nonempty closed convex set. In his seminal papers [18, 20], Nesterov considered
the optimization problem
minimize f(x) subject to x ∈ Ω.
For x ∈ Rn, define
TΩ(x) := arg min {〈∇f(x), y − x〉+
ℓ
2
‖x− y‖2 | y ∈ Ω}.
Let d : Rn → R be a strongly convex function with parameter σ > 0. Let x0 ∈ Rn such that
x0 = arg min {d(x) | x ∈ Ω}.
Further, assume that d(x0) = 0.
For simplicity, we choose d(x) = 12‖x− x0‖2, where x0 ∈ Ω, so σ = 1. It is not hard to see
that
yk = TΩ(xk) = Π(xk −
∇f(xk)
ℓ
; Ω).
Moreover,
zk = Π(x0 −
1
ℓ
k∑
i=0
i+ 1
2
∇f(xi); Ω).
Nesterov’s accelerated gradient algorithm is outlined as follows.
Algorithm 3.
INPUT: f , ℓ, x0 ∈ Ω
set k = 0
repeat
find yk := TΩ(xk)
find zk := arg min
{ ℓ
σ
d(x) +
∑
k
i=0
i+ 1
2
[f(xi) + 〈∇f(xi), x− xi〉]
∣∣ x ∈ Ω
}
set xk :=
2
k + 3
zk +
k + 1
k + 3
yk
set k := k + 1
until a stopping criterion is satisfied.
OUTPUT: yk.
It has been experimentally observed that the algorithm is more effective if, instead of
choosing a small value p ahead of time, we change its value using an initial value p0 and
define ps := σps−1, where σ ∈ (0, 1).
Algorithm 4.
INPUT: Ω, ǫ > 0, p0 > 0, x0 ∈ Ω, m target sets Ωi, i = 1, . . . ,m, N
set p = p0, y = x0
for k = 1, . . . , N do
use Nesterov’s accelerated gradient method to solve approximately
y := argminx∈Ω G(x, y, p)
set p := σp
end for
OUTPUT: y
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Remark 4.6 (i) When implementing this algorithm, we usually desire to maintain pk > ǫ,
where ǫ < p0. So the factor σ can be calculated based on the desired number of iterations
N to be run, i.e., σ = (ǫ/p0)
1/N .
(ii) In Nesterov’s accelerated gradient method, at iteration k, we often use the stopping
criterion
‖∇xG(x, y, p)‖ < γk,
where γ0 is chosen and γk = σ̃γk−1 for some σ̃ ∈ (0, 1). The factor σ̃ can be calculated
based on the number of iterations N and the lower bound ǫ̃ > 0 for γk as above.
5 Numerical Implementation
We implement Algorithm 4 to solve the generalized Sylvester problem in a number of
examples. In each of the following examples, we implement Algorithm 4 with the following
parameters described in this algorithm and Remark 4.6: ǫ = 10−6, ǫ̃ = 10−5, p0 = 5, γ0 = .5,
and N = 10. Observations suggest that when the number of dimensions is large, speed
is improved by starting with the relatively high γ0 and p0 and decreasing each (thereby
reducing error) with each iteration. Choosing σ, σ̃ as described in Remark 4.6 ensures
that the final iterations are of desired accuracy. The approximate radii of the smallest
intersecting ball that corresponds to the approximate optimal solution xk is rk := D(xk).
x
0 x1
Figure 1: An illustration of minimization majorization algorithm.
Example 5.1 Let us first apply Algorithm 4 to an unconstraint generalized Sylvester prob-
lem (2.2) in R2 in which Ωi for i = 1, . . . , 6 are disks with centers at (−6, 9), (12, 9), (−1,−6),
(−8, 5), (−7, 0), (7, 1) with radii 3, 2.5, 2.5, 1, 2, 4, respectively. This setup is depicted in Fig-
ure 1. A simple MATLAB program yields an approximate smallest intersecting ball with
center x∗ ≈ (1.65, 4.83) with the approximate radius r∗ ≈ 8.65. Figure 1 shows a signif-
icant move toward the optimal solution of the problem in one step of the minimization
majorization algorithm.
Example 5.2 We consider the smallest intersecting ball problem in which the target sets
are square boxes in Rn. In Rn, a square box S(ω, r) with center ω = (ω1, . . . , ωn) and radius
19
Figure 2: A smallest intersecting ball problem for cubes in R3.
r is the set
S(ω, r) := {x = (x1, . . . , xn) | max{|x1 − ω1|, . . . , |xn − ωn|} ≤ r}.
Note that the Euclidean projection from x to S(ω, r) can be expressed componentwise as
follows
[Π(x;S)]i =



ωi − ri if xi + r ≤ ωi,
xi if ωi − r ≤ xi ≤ ωi + r,
ωi + r if ωi + r ≤ xi.
Consider the case where n = 3. The target sets are 5 square boxes with centers (−5, 0, 0),
(1, 4, 4), (0, 5, 0), (−4,−3, 2) and (0, 0, 5) and radii ri = 1 for i = 1, . . . , 5. Our results
show that both Algorithm 4 and the subgradient method give an approximate SIB radius
r∗ ≈ 3.18; see Figure 2.
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Figure 3: A smallest intersecting ball problem for cubes in high dimensions.
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Example 5.3 Now we illustrate the performance of Algorithm 4 in high dimensions with
the same setting in Example 5.2. We choose a modification of the pseudo random sequence
from [31] with a0 = 7 and for i = 1, 2, . . .
ai+1 = mod(445ai + 1, 4096), bi =
ai
40.96
.
The radii ri and centers ci of the square boxes are successively set to b1, b2, . . . in the
following order
10r1, c1(1), . . . , c1(n); 10r2, c2(1), . . . , c2(n); . . . ; 10rm, cm(1), . . . , cm(n).
Consider m = 100, n = 1000. Figure 3 shows the approximate values of the radii rk for
k = 0, . . . , 10.
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Figure 4: Comparison between minimization majorization algorithm and subgradient algo-
rithm.
We also implement algorithm 4 in comparison with the subgradient algorithm. From our
numerical results, we see that Algorithm 4 performs much better than the subgradient
algorithm in both accuracy and speed. In the case where the number of target sets is
large or the dimension m is high, the subgradient algorithm seems to be stagnated but
Algorithm 4 still performs well. Figure 4 shows that comparison between Algorithm 4 and
the subgradient algorithm. Note that in Algorithm 4, we count every iteration of Nesterov’s
accelerated gradient method in the total iteration count along the horizontal axis. Thus
the “sharp corner” that can be seen at 50 iterations represents the transition form x0 to x1,
and a subsequent recalculation of p by p = σp.
6 Concluding Remarks
Based on the log-exponential smoothing technique and the minimization majorization al-
gorithm, we have developed an effective numerical algorithm for solving the smallest inter-
secting ball problem. The problem under consideration not only generalizes the Sylvester
21
smallest enclosing circle problem, but also opens up the possibility of applications to other
problems of constrained optimization, especially those that appear frequently in machine
learning. Our numerical examples show that the algorithm works well for the problem in
high dimensions. Although a number of key convergence results are contained in this pa-
per, our future work will further develop an understanding of the convergence rate of this
algorithm
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