Abstract. The modular group plays an important role in many branches of mathematics. We show that the membership problem for the modular group is decidable in polynomial time. To this end, we develop a new syllable-based version of the known subgroup-graph approach. The new approach can be used to prove additional results. We demonstrate this by using it to prove that the membership problem for a free group remains decidable in polynomial time when elements are written in a normal form with exponents.
Introduction.
In this paper, a unimodular matrix is a 2 × 2 integer matrix with determinant 1. The multiplicative group of unimodular matrices is known as SL 2 (Z), the special linear group of 2×2 matrices over the ring of integers. The modular group PSL 2 (Z), the projective special linear group of 2 × 2 matrices over integers, is the quotient of the group SL 2 (Z) modulo the congruence relation that equates a matrix Recall the membership problem for a group G: given elements h 1 , . . . , h n and w, determine whether w belongs to the subgroup H generated by h 1 , . . . , h n . This presumes a fixed representation form for group elements. In the case of the modular group, group elements are represented by unimodular matrices. A matrix and its negative represent the same group element. The entries are written in the standard decimal notation. The size of an entry is the length of its decimal notation, and the size of a unimodular matrix is the sum of the sizes of the four entries. Remark 1.1 (uniformity). The membership problem above is sometimes called uniform because the subgroup H is not fixed. The problem of deciding whether a given element w of the group G belongs to a fixed subgroup H is called the membership problem for H in G. We restrict attention to uniform membership problems and will not use the adjective "uniform."
The membership problem for the modular group, more exactly its bounded version, was raised by Gurevich [4] , who was looking for a hard-on-average [6, 3] algebraic NP problem with a natural probability distribution on the instances. In the bounded version of the membership problem for a group G, in addition to a tuple (h 1 , . . . , h n , w), one is given a positive integer B in the unary notation; the question becomes whether w is a product of at most B of the elements h i and their inverses.
After examining the bounded membership problem for the modular group (with an appropriate natural probability distribution), Gurevich conjectured that the problem is not hard on average.
In [2] , Cai et al. proved that the bounded membership problem for the modular group is indeed polynomial time on average. They also proved that the unbounded membership problem for the modular group is polynomial time on average. Furthermore, consider the variant of the membership problem definition in which "subgroup" is replaced with "submonoid." The subgroup membership problem can be seen as a special case of the submonoid membership problem where the set {h 1 , . . . , h m } is closed under inverses. Cai et al. proved that both, bounded and unbounded, submonoid membership problems for the modular group are polynomial time on average [2, Theorem 1.1]. All their proofs are constructive: the desired decision procedures are exhibited. In this paper, the proofs are constructive as well. Proviso 1.2. In this paper, all proofs of the existence of algorithms are constructive. The desired algorithms are exhibited.
As far as the worst-case analysis is concerned, Cai et al. established that the two submonoid membership problems are NP-hard. The bounded membership problem for the modular group was proved NP-hard in [1] . More precisely, it is the group SL 2 (Z) that is called the modular group in [4, 1] , and it is the bounded membership problem for SL 2 (Z) that is proved NP-hard in [1] . But the same proof establishes also the NP-hardness of the bounded membership problem for PSL 2 (Z).
Theorem 1.3 (main). The membership problem for the modular group is decidable in polynomial time.
Group membership problems tend to be undecidable [7] . The modular group is atypical from that point of view. It is curious also that, in the case of the modular group, the unbounded membership problem is easier than the bounded one.
We do not try to optimize the decision algorithm and minimize its running time. This gives us freedom to ignore various details, most importantly the details related to various data structures. It is clear though that the algorithm is feasible.
To solve the membership problem for the modular group, we develop a new version of the subgroup-graph approach of combinatorial group theory. The subgroup-graph approach, also known as the folding method, was originated by Stallings [10] . It was employed and developed further in particular by Kapovich and Miasnikov [5] and Schupp [9] . Our version of the approach is combinatorial. The closest version in the literature is that of Kapovich and Miasnikov [5] .
The subgroup graph in question is really a finite automaton, in general nondeterministic. We call it a subgroup recognizer or simply a recognizer. We call our approach the syllabic recognizer approach or simply the syllabic approach. It is based on the notion of a syllable. A recognizer reads words one syllable at a time. Another distinctive feature of our approach is that we fold paths rather than edges.
In section 2, we introduce syllabic representations of abstract groups and explain the basics of the syllabic approach. A syllabic presentation of an abstract group G with a fixed finite set of generators is given by means of four items. First, there is a finite alphabet with letters representing the generators and possibly some auxiliary symbols. Second, there is a set of strings in the given alphabet. These strings are called syllables. Finite concatenations of syllables are called words. The words with the concatenation operation form a semigroup. Third, there is an involution on the syllables called the inverse operation. It extends to words in the obvious way. Finally, there is a congruence relation on the word semigroup with the inverse operation such that the quotient algebra is isomorphic to G. Notice that words are strings in the given alphabet. Accordingly the size of a word is the length of the string. Often it suffices to describe the syllables, and the rest of the syllabic representation becomes obvious. Example 1.4 (standard and succinct free groups). Consider the case in which G is a free group and the fixed set of generators consists of the free generators of G. The standard representation of G is obtained when the syllables have the form a or a −1 , where a is a free generator. Another, exponentially more succinct representation of G is obtained when the syllables have the form a i , where a is a free generator and i is a nonzero integer in decimal notation. For brevity we will speak about standard free groups and succinct free groups meaning free groups in the standard representation and free groups in the succinct representation, respectively. Proviso 1.5 (the free group). We will study finitely generated free groups with at least two free generators. The number of free generators will play an insignificant role. To simplify terminology, we fix some integer ≥ 2 and restrict attention to that particular free group.
The membership problem for the standard free group is decidable in polynomial time [8, 7] . We construct a new decision algorithm for the problem in section 2. The purpose of this is twofold: to illustrate the syllabic approach on a simple example and to produce a proof template for sections 3-5. In section 3 we prove that the membership problem for the free group remains feasible when we go from the standard representation to the succinct.
Theorem 1.6 (succinct free group). The membership problem for the succinct free group is decidable in polynomial time.
But the proof of polynomial time decidability is much harder in the case of the succinct representation. One reason for this is that the number of syllables is infinite. Another reason is that the classical edge-folding technique used in the standard case is utterly inadequate in the succinct case. Instead we have to fold paths.
What has all this to do with the membership problem for the modular group? The bridge is the following well-known fact [8, The main theorem is finally proved in section 6 where we give a polynomial time reduction of the membership problem for the modular group to that for the succinct s | s 2 * t | t 3 . That reduction is relatively simple and is essentially independent from the preceding sections.
The syllabic approach can be used to prove additional results. But this is a topic for separate papers. Here we focus on the modular group.
The intended audience for this paper is computer scientists rather than group theorists. Accordingly we do not presume the knowledge of group theory.
Syllabic recognizer approach: Basics and illustration.
We explain the basics of the syllabic recognizer approach and illustrate the approach by constructing a new decision algorithm for the membership problem for the free group in standard presentation. The construction is used as a template for generalization in sections 3-5.
Syllabic presentations of groups.
The peculiarity of combinatorial/ geometric group theory, in comparison to abstract group theory, is that one has to deal not only with group elements but also with their representations. The standard group presentation form employs generators and relators [8, 7] . We introduce a new group presentation form. 
The equality relation is a congruence of the word semigroup with the inverse operation. In other words, it respects the concatenation operation as well as the inverse operation:
for all words x 1 , x 2 , y 1 , y 2 . It is required that the quotient algebra is isomorphic to G. So two words are equal if they denote the same element of G. Finally, notice that words are strings in the given alphabet. Accordingly the size, or length, of a word is the number of (the occurrences of ) alphabet symbols in the word. Remark 2.2 (equality vs. identity). Thus we have two competing relations on words. One is the identity of words as strings in the given alphabet, and the other is the equality of words (as names for the group elements). Notice that we saw the distinction between identity and equality already, in the very beginning of the Introduction, when we recalled the definition of PSL 2 (Z). Elements of PSL 2 (Z) are modular matrices, but every matrix is equated with its negative. For our purposes, it is convenient to use an equality relation that is different from the identity relation. We use a word as a name for a group element, and we don't have to mention the corresponding equivalence class of words all the time. But there is an obvious awkwardness in calling distinct words equal, and so we will have to be careful to avoid a confusion.
In the rest of this subsection we consider the free group in the standard presentation.
Definition 2.3 (standard free group). The standard free group is the free group in the following syllabic presentation.
• 
A graph-theoretic view of recognizers.
A recognizer R over Σ can be viewed as a directed graph with a distinguished vertex o, the origin, where every edge is labeled with an element of Σ and parallel edges are allowed. If e is an edge with start-vertex u, end-vertex v, and label σ, then the triple (u, σ, v) is the profile of e. It is required that -R has finitely many vertices and edges; -R is strongly connected so that there is a path from any vertex u to any other vertex v; -different edges have different profiles so that the profile of an edge identifies it uniquely; and -for every edge e = (u, σ, v), there is an inverse edge e −1 = (v, σ −1 , u). We will use both the automata-theoretic terminology as well as the graph-theoretic terminology. Some graph-theoretic terms are used in different ways by different authors. To fix some graph-theoretic terminology, we give the following definitions. 
and the inverses of these four edges. R accepts any concatenation x 1 x 2 . . . x , where every
17 (nondeterministic algorithms). When we claim that there is a polynomial-time algorithm, we mean a deterministic algorithm, of course. But the algorithm described in the proof of the construction lemma is nondeterministic, and so the description is incomplete. What is missing is how to determinize the construction described in the proof. This easy task is left to the reader. The inessential nondeterminism of that sort allows us to simplify proofs and will be used over and over again.
2.3.
Membership criterion and the reading algorithm for the standard free group. In this section, we deal only with the standard free group. In particular the notion of fat will be redefined again and again as we deal with other syllabically presented groups. Proof. If R accepts the reduct of w, then by the recognizer's subgroup definition in section 2.2, the group element w belongs to Γ(R). Now suppose that the group element w belongs to Γ(R) so that R accepts at least one word equal to w. Consider a shortest word w 0 equal to w and accepted by R, and let π be the accepting run. The word w 0 is reduced. Otherwise π has the form
Since Fat(σ −1 , v) = 0, we have u 1 = u 2 . Accordingly π 1 + π 2 is a run that accepts a word equal to w that is shorter than w 0 , which contradicts the choice of w 0 .
Lemma 2.21 (reading). There is a polynomial-time algorithm (called the reading algorithm below) that, given a deterministic recognizer R and a word w, determines whether the group element w ∈ Γ(R).
Proof. Use the word reduction algorithm of section 2.1 to compute the reduct w 0 of w. By the membership criterion in section 2. In the remaining part of this section, we construct a polynomial-time algorithm that transforms any recognizer to an equivalent deterministic recognizer.
Vertex identification and edge folding.
We return to consider the general situation. Recall that if H is a subgroup of G and g ∈ G, then the set Hg = {hg : h ∈ H} is a (right) coset of the subgroup H. 
Definition 2.25 (morphisms). Let R, S be recognizers with vertex sets U, V , respectively, operating on the same input alphabet Σ. A morphism from R to S is a function μ : U → V satisfying the following conditions.
•
Lemma 2.26 (morphism lemma). If there is a morphism from a recognizer R to a recognizer S, then Γ(R) = Γ(S).
Proof. Let H = Γ(R), I = Γ(S), and μ be a morphism from R to S. To simplify notation, μ(u) is denoted u . Any accepting run (o, w, o) of R gives rise to an accepting
To prove the other inclusion, it suffices to establish the opposite implication:
We prove the implication by induction on the number of edges in a shortest path π from o to v . The case = 0 is trivial. Suppose that > 0 so that the label of π has the form xσ and Coset(v ) = Ixσ. We prove that Coset(v) = Hxσ. Since μ is a morphism, the penultimate vertex on π has the form u for some R-vertex u. We have Coset(u ) = Ix and, by the induction hypothesis, Coset(u) = Hx. Since μ is a morphism, there is an edge (u 0 , σ, v 0 ) with u 0 = u and v 0 = v . We have
The first equality is by the morphisms definition, and the second equality is by the coset stability lemma.
Definition 2.27 (vertex identification). Let R be a recognizer with vertices U , and let
It is easy to see that the desired S exists and is unique up to isomorphism. Let σ be any label u, be any vertex in (U − {v 1 
By the previous lemma, S is a recognizer for H. Note that S accepts ac while R does not. Full vertex identification, when all vertices with the same coset are identified, reduces any recognizer R to a recognizer S where distinct vertices have different cosets. By the morphism lemma, Γ(S) = Γ(R). Further, S is deterministic. Indeed suppose that we have edges (u, σ, v 1 ) and (u, σ, v 2 ) in S. By the coset stability lemma, Coset(v 1 ) = (Coset(u))σ = Coset(v 2 ), and so v 1 = v 2 . But notice that the question of whether Hw 1 is equal to Hw 2 is equivalent to the question of whether w 1 w −1 2 ∈ H which is an instance of the membership problem, the problem we want to solve in the first place. We need to get around this difficulty.
If R is a recognizer and (u, a, v 1 ), (u, a, v 2 ) are edges in R, then by the coset stability lemma, Coset( Proof. Use the vertex identification lemma.
Example 2.16 (continuation). S is obtained from R by folding edges
(o, b −1 , u) and (o, b −1 , v) together.
Fat reduction algorithm for the standard free group.
In this section, we deal exclusively with the standard free group.
Lemma 2.32 (fat reduction). There is a polynomial-time fat reduction algorithm that transforms any recognizer R into an equivalent deterministic recognizer.
Proof. The desired algorithm repeatedly folds distinct edges of the current recognizer with the same start-vertex u and the same label a until the recognizer becomes deterministic. By the edge-folding lemma, the recognizer subgroup does not change. It is easy to see that the algorithm works in polynomial time.
The question arises whether the reducer makes all possible vertex identifications. 
Proof. Use the construction algorithm of section 2.2 to construct a recognizer R 1 for H. Use the fat reduction algorithm of section 2.5 to transform R 1 into an equivalent deterministic recognizer R 2 for H. Finally, use the reading algorithm of section 2.3 to check whether w ∈ H. Since the three algorithms are polynomial time, the decision algorithm is polynomial time as well.
Succinct free group.
We introduce an exponentially more succinct representation of the elements of the free group and show that the membership problem remains polynomial-time decidable.
3.1. Succinct free group: Definition and word reduction. Definition 3.1 (succinct free group). The succinct free group is the free group in the following syllabic presentation.
• Definition 3.5 (edge splitting). We define how to split an edge e = (u 1 , x, u 2 ) into two edges of lengths n 1 and n 2 , respectively. It is presumed that n 1 and n 2 are positive integers such that n 1 + n 2 = n. Let x 1 be the prefix of x of length n 1 and let x 2 be the corresponding suffix. Add a new vertex v and edges Proof. It suffices to prove that splitting an edge preserves the recognizer subgroup. Suppose that R is the given recognizer and a new recognizer S is obtained from R by splitting an edge e of R into edges e 1 and e 2 . Note that e 1 , e 2 is a path with the profile of e. The amount of fat at the new vertex is 0, and the amount of fat at any old vertex does not change, so Fat(R) = Fat(S).
If w ∈ L(R) and π is an accepting run of R on w, replace every occurrence of e in π with e 1 , e 2 , and replace every occurrence of e −1 in π with e −1
. The result is an accepting run of S on a word equal to w. Suppose that w ∈ L(S), and let π be an accepting run of S on w. The new vertex can occur only in the context e 1 , e 2 , which can be replaced by e, or in the context e , which can be replaced by e −1 . The result of the replacements is an accepting run of R on a word equal to w.
Definition 3.8 (paths). The length of a path π is the sum of the lengths of its edges. For every original letter a, an a-path is a nonempty path composed of a-edges. A positive a-path is composed of positive a-edges, and a negative a-path is composed of negative a-edges. A partisan a-path is a positive or negative a-path.
In addition to the standard notion of acceptance, will we need a more liberal one. . This is witnessed by the sequence Q = q 1 , q 2 . The concatenation q 1 + q 2 of the paths q 1 , q 2 is the run
Definition 3.9 (quasi transitions). Suppose that π is a path with profile (u, x, v). If x is equal to a syllable or to 1, then π is a quasi transition and the syllable or the empty word 1 is the quasi label of π. If τ is the quasi label of
that accepts the word
Lemma 3.14 (membership criterion). Consider a recognizer R, and let w be an exponent word. The following are equivalent:
1. The group element w belongs to Γ(R).
R tolerates the reduct of w.

Proof.
2 → 1: Suppose that R tolerates w. Then w is the label of a quasi run of Q. By the quasi-run labels corollary, the associate run of Q is accepting, and its label is equal to w. Therefore w ∈ Γ(R).
1 → 2: Suppose that the group element w belongs to Γ(R). Without loss of generality, w = 1. By the recognizer's subgroup definition in section 2.2, R accepts an exponent word w equal to w. Since every accepting run is also a quasi run, R tolerates w . Let Q = q 1 , . . . , q be a quasi run with the fewest number of quasi transitions that tolerates an exponent word w 0 equal to w. Due to the choice of Q, every quasi label (q i ) is a syllable (rather than 1). Accordingly w 0 has the form a p1 1 . . . a p . We show that w 0 is reduced. If w 0 is not reduced, then a i+1 = a i for some i. Let Q be the quasi run obtained from Q by replacing q i , q i+1 with a single quasi-transition q i + q i+1 . The label of Q is equal to w 0 but has fewer syllables, which contradicts the choice of Q.
Reading algorithm. Definition 3.15 (fat). Let R be a recognizer. For every original letter a and every vertex v,
, where p is the number of positive a-edges from v;
, where n is the number of negative a-edges from v; 
By the tolerance definition, there is a quasi run with label w. Let Q be a quasi-run q 1 , . . . , q k with label w such that the associate run of Q is as short as possible. If some q i is not partisan, then it has successive a i -edges e, and f of different signs. The end-vertex of e has outgoing a i -edges e −1 and f . Since R is lean, e −1 = f , and therefore both edges can be removed from q i without changing the quasi profile of q. This contradicts the choice of Q.
(B) Assume that j > 0; the case j < 0 is similar. By contradiction assume that there exist distinct partisan quasi transitions with the same quasi-label a j from u. Then we have two distinct positive a-paths of the same length from the same vertex u. Since neither path can be a prefix of the other, there is a vertex v where the two paths branch out. Then there are two distinct positive a-edges from v, which contradicts the leanness of R.
(C) We describe the desired algorithm. Assume j > 0; the case j < 0 is similar. Let u 0 = u. Due to the fact that R is lean, for any nonnegative integer k, there is at most one positive a-path π k of the form
Let k be the least number such that Length(π k ) ≥ j or else π k does not exist. If Length(π k ) = j, then π k is the desired quasi transition; otherwise, the desired quasi transition does not exist. By the partisan quasi-transitions lemma, part (A), we may restrict attention to quasi-runs Q = q 1 , . . . , q k such that every q i is partisan. By part (B) of the same lemma, there is at most one such Q. Let A be the algorithm of part (C) of the same lemma.
The reading algorithm iterates A and has at most k rounds. Assume that the reading algorithm has performed i rounds and in the process has constructed an initial segment q 1 , . . . , q i of the desired quasi-run Q. The assumption trivially holds in case i = 0. If i = 0, let u 0 = o; otherwise, let u i be the end-vertex of q i .
In case i < k, the reading algorithm starts round i + 1 by applying A to R, u i , and a pi+1 i+1 . If A determines that there is no partisan quasi transition with a quasi label from u i with a label of the form a pi+1 i+1 , then the desired quasi-run Q does not exist. Otherwise let q i+1 be the partisan quasi transition constructed by A.
In case i = k, the desired quasi-run Q exists if and only u k = o.
In the remaining part of this section, we construct a polynomial-time algorithm that transforms any recognizer to an equivalent lean recognizer.
Path folding.
In section 2 we used edge folding to reduce a recognizer to a lean one. Now the situation is more involved, and edge folding is not going to do the job. Instead we will be folding paths.
Recall the branches, cycles, and nooses definition in section 2. Otherwise let e i+1 be the lexicographically first a-edge from u i of the same sign as e 1 .
As usual g.c.d.(m, n) is the greatest common divisor of positive integers m and n. Define m = n mod ∞ to be equivalent to m = n. Definition 3.22 (two-path divisor). For i = 1, 2, let π i be a branch or cycle of length i . We define the divisor as follows: 
Recall the disjoint paths definition in section 2.2. 
Lemma 3.28 (path folding). Let π and ρ be as in the path folding definition. Folding ρ into π preserves the recognizer subgroup. If the algorithm halts at stage 1, then the number of vertices of the recognizer decreases. Otherwise the number of vertices is unchanged, and the (amount of ) fat changes as follows.
(BB) Suppose that π and ρ are branches of lengths m and n, respectively. If m = n, then the fat decreases by 2.
If m > n and ρ is an impasse, then the fat decreases by 1. If m > n but ρ is not an impasse, then the fat does not change. (CB) Suppose that π is a cycle and ρ is a branch. If ρ is an impasse, then the fat decreases by 1; otherwise, the fat does not change. (CC)
Suppose that π and ρ are cycles. Then the fat decreases by 2.
Proof. We consider only the case in which π and ρ are positive; the case in which they are negative is similar.
Let R be the given recognizer, and for p ≤ 4, let R p be the recognizer obtained from R by executing p stages of the folding algorithm, so that R 0 = R. Let the vertex sequence of π be u 0 , . . . , u k . Let ρ = f 1 , . . . , f and the vertex sequence of ρ be v 0 , . . . , v . Let d = Div(π, ρ). The case in which π and ρ are entangled is obvious. Assume that π and ρ are disentangled. Then nothing happens at stage 1, and so
First we note that the vertices of R 4 are those of R 1 . Indeed all vertices v j created at stage 2 are identified with the respective vertices v j at stage 3; thus, the vertices of R 3 are those of R 1 . And the vertices do not change at stage 4.
Second we show that Γ(R 4 ) = Γ(R). By the vertex creation lemma, Γ(R 2 ) = Γ(R 1 ). By the vertex identification lemma of section 2.4, Γ(R 3 ) = Γ(R 2 ). It remains to show that Γ(R 4 ) = Γ(R 3 ). Let n j = Length(π[v 0 , v j ]), r j = n j mod d, and v 0 = u 0 . It suffices to show that for every edge f j of ρ, R 4 has a path P j with the profile of f j . Indeed, suppose we have the desired paths P j . Recall that the profile of a path includes not only the label but also the initial and final vertices, so the desired paths P j match up appropriately to simulate ρ. It is easy to see that, for every vertex v, Coset(v) computed in R 3 is the same as the one computed in R 4 .
The profile of f j is (v j−1 , a p , v j ), where p = n j − n j−1 . In scenario (BB), the desired path P j is π[v j−1 , v j ]. In scenarios (CB) and (CC), p = d · q + (r j+1 − r j ) for some q. The desired path P j starts at v j−1 and ends at v j . If r j ≤ r j+1 , then π does q full revolutions around π. If r j > r j+1 , then q > 0, and π does q − 1 full revolutions around π.
Finally we prove the claims about the fat. By the vertex creation lemma, Fat(R 2 ) = Fat(R 1 ). Thus we need to examine only the evolution of the fat from R 2 to R 4 . Furthermore, it suffices to examine the evolution of the numbers Fat(a, v j ). Indeed, this will account for the vertices v j identified with the corresponding vertices v j at stage 3. If a vertex v of R 2 differs from any v j , v j , then the immediate vicinity of v does not change. If an original letter b = a, then Fat(b, v j ) does not change. The reason is that, upon the creation, the vertex v j has no b-edges adjacent to it. As a result the identification of v j with v j creates no b-fat.
If 0 < j < , then Fat(a, v j ) does not change from R 2 to R 4 . Indeed, as a result of identification with v j , the vertex v j acquires one outgoing positive a-edge and one outgoing negative a-edge at stage 3, but then, at stage 4, it loses one outgoing positive a-edge, namely, f j+1 , and one outgoing negative a-edge, namely, f (BB) In this scenario, we first suppose that m = n. Since π and ρ are disentangled, 
Weight reduction algorithm. Definition 3.29 (recognizer weight). The weight of a recognizer R is a pair (i, j) of natural numbers where i is the number of vertices of R and j = Fat(R).
The weights are ordered lexicographically with the number of vertices being the more significant component.
Lemma 3.30 (weight reduction). There is a polynomial-time weight reduction algorithm that reduces any recognizer to an equivalent lean recognizer.
Proof. We construct an iterative algorithm that transforms the given recognizer by means of path folding; the algorithm halts when the recognizer is lean. By the folding lemma, the algorithm preserves the recognizer subgroup.
We describe one round of the algorithm and show that the weight decreases at each round. It will be obvious that the algorithm is polynomial time.
If the current recognizer R is lean, halt. Otherwise find a quadruple (a, ξ, e 1 , f 1 ), where a is an original letter, ξ is a vertex with Fat(a, ξ) > 0, and e 1 and f 1 are two a-edges from ξ of the same sign. It could be the lexicographically first such quadruple, for example. We consider only the case in which e 1 and f 1 are positive; the case in which they are negative is similar. Use the algorithm of the closed paths lemma to construct closed a-paths E and F continuing the e 1 and e 2 , respectively. We consider first the cases in which E and F are disjoint off ξ and then the other cases.
Part 1: Assume that E and F are disjoint off ξ. Case 1: E and F are cycles. If the cycles are of different lengths, let π be the shorter one; otherwise, let π be either of the cycles. Let ρ be the other cycle, m = Length(π), and n = Length(ρ). If m divides n, fold ρ into π. Otherwise, let d be the greatest common divisor of m and n. Create a positive single-edge a-cycle λ of length d at ξ. Then fold π into λ, and let π be the resulting cycle of length d. Then fold ρ into π .
To examine the evolution of weight, we apply scenario (CC) of the folding lemma to the following two subcases.
First suppose that m divides n. If π and ρ are entangled, then the number of vertices drops. Otherwise the number of vertices is unchanged, but the fat decreases by 2.
Second suppose that m does not divide n. If π and ρ are entangled, then the number of vertices drops. Suppose that π and ρ are disentangled. With the creation of λ, the vertex ξ acquires one outgoing positive a-edge and one outgoing negative a-edge, so that the fat increases by 2. The folding of π into λ decreases the fat by 2. The folding of ρ into π decreases the fat by 2. Altogether the fat decreases by 2.
Case 2: One of the paths E and F is a cycle, and the other is an impasse. Fold the impasse into the cycle. By scenario (CB) of the folding lemma, this decreases the recognizer weight.
Case 3: One of the paths E and F is a cycle, and the other is a noose. Let π be the cycle, ρ be the noose, and v be the end-vertex of ρ. Case 6: E and F are nooses. Let π be the noose with a shorter tail. If the two tails are of the same length, let π be either noose. Let ρ be the other noose and u be the final vertex of π. Fold the tail of π into the tail of ρ, and let R be the resulting recognizer. By the folding and weight corollary, Weight(R ) ≤ Weight(R). If Weight(R ) < Weight(R), finish the round. Otherwise let π be the loop of π and ρ be the suffix of ρ with initial vertex u. π is a cycle at u, ρ is either a cycle at u or a noose with initial vertex u, and the two paths are disjoint. If ρ is a cycle, proceed as in case 1. If ρ is a noose, proceed as in case 3.
Part 2: Assume that E and F are not disjoint off ξ. Case 7: At least one of the paths E and F is a cycle. Let π be the cycle or one of the two cycles, and let ρ be the maximal initial segment of the other path that is internally disjoint from π. The final vertex v of ρ splits π into two segments π 1 = π [ξ, v] and π 2 = π [v, ξ] . Without loss of generality, we may assume Length(π 1 ) ≥ Length(ρ); otherwise, swap π 1 and ρ in the remainder of this case. Let m = Length(π 1 ) and n = Length(ρ).
Fold ρ into π 1 , and let R be the resulting recognizer. If the weight decreases, then end the current round of the algorithm. Suppose that the weight does not decrease. Then, by the folding lemma, m > n. We have two internally disjoint cycles at v in R . One is formed by the suffix of length m − n of π 1 . The other is formed by the concatenation of π 2 and the prefix of length n of π 1 . Proceed as in case case 1.
Case 8: At least one of the paths E and F is a noose.
Let τ be a noose or one of the two nooses, τ 1 and τ 2 be the tail and loop of τ , respectively, and v be the final vertex of τ 1 . Recall that every path P gives rise to a reverse path P −1 . Let π be the cycle τ
at v. By an argument similar to the proof of the closed path lemma, there is a closed path ρ that continues the path τ −1 1 . Thus we have two closed paths, π and ρ, sharing the same initial vertex v and having the same sign (that is both positive or both negative). If π and ρ are internally disjoint, proceed according to the appropriate case of part 1. Otherwise proceed as in case 7.
Case 9: Both E and F are impasses. Let F 1 be the maximal initial segment of F disjoint from E. The final vertex v of F 1 splits E into the prefix E 1 = E [ξ, v] and the corresponding suffix E 2 . If Length(E 1 ) ≥ Length(F 1 ), let π = E 1 and ρ = F 1 ; otherwise, let π = F 1 and ρ = E 1 . Let m = Length(π) and n = Length(ρ). Fold ρ into π. If the recognizer weight decreases, then finish the round of the algorithm. Suppose that the weight does not decrease. Then, by the folding lemma, m > n. We have two internally disjoint closed paths of the same sign with initial vertex v. One is the cycle formed by a suffix of length m − n of π. The other is the impasse E 2 . Proceed as in case 2. This completes the proof of the lemma.
The theorem.
We restate the free groups with elements in exponent normal form theorem formulated in section 1. 
Proof. Use the construction algorithm of section 2.2 to produce a recognizer R 1 for H. Then use the weight reduction algorithm of section 3.5 to transform R 1 into a lean recognizer R 2 . Finally use the reading algorithm of section 3.3 to check whether the group element w belongs to H. Since all the constituent algorithms are polynomial time, the decision algorithm is polynomial time.
The free product of (Z Z Z/2Z Z Z) and (Z Z Z/3Z Z Z).
This auxiliary section aims to clarify certain aspects of the membership problem for the modular group unrelated to the matrix representation of the modular group.
In the notation of combinatorial group theory, g | g n is a cyclic group of order n with generator g. It is isomorphic to the additive group Z/nZ of integers modulo n. The modular group is isomorphic to the free product (Z/2Z) * (Z/3Z); see [8] for a clear explanation of this fact. We use the syllabic recognizer approach to give a polynomial time decision procedure for the membership problem for the group s | s 2 * t | t 3 in the following presentation.
is the free group in the following syllabic presentation.
• • An s-irregular path has the form (u 0 , s, u 1 ), (u 1 , s, u 2 ) , where u 0 = u 2 .
• An t-irregular path has the form A recognizer R is deterministic if every Fat R (σ, u) = 0. Note that a deterministic recognizer does not have s-irregular paths. (u 1 , t, u 2 ), (u 2 , t, u 3 ), (u 3 , t, u 1 ) . We allow the possible "degenerate" cases where some of the edges coincide. In particular, if e = (v, t, v) , then e, e, e is a triangle. An incomplete triangle is a two-edge path (u 1 , t, u 2 ), (u 2 , t, u 3 ) such that there is no edge (u 3 , t, u 1 ) .
Definition 4.7 (triangles). A triangle in a recognizer is a cycle of the form
Definition 4.8 (triangle complete). A recognizer is triangle complete if it does not have any incomplete triangles.
Note that if a recognizer is triangle complete, then for any edges e 1 = (u 1 , t −1 , u 2 ) and e 2 = (u 2 , t −1 , u 3 ), there is an edge e 3 = (u 3 , t −1 , u 1 ). Indeed, by the triangle completeness requirement, applied to e −1
, there is an edge (u 1 , t, u 3 ) . But its inverse is the desired (u 3 , t −1 , u 1 ). (u 1 , t, u 2 ), (u 2 , t, u 3 ) . Add a new edge (u 3 , t, u 1 ) and its inverse, and let S be the resulting recognizer. Then 1. S is equivalent to R; 2. S is deterministic; 3. S is regular. Proof. Let e 1 = (u 1 , t, u 2 ), e 2 = (u 2 , t, u 3 ), and e 3 = (u 3 , t, u 1 ). 1 , e 2 ) . The result is a run of R that accepts a word equal to w in G.
Lemma 4.9 (completing one triangle). Suppose that a deterministic regular recognizer R has an incomplete triangle
Obviously Γ(R) ⊆ Γ(S). We show that Γ(S) ⊆ Γ(R)
2. By contradiction assume that S is not deterministic. Taking into account that R is deterministic and that e 3 
Either case leads to a contradiction. We consider only the first case; the second case is similar.
Suppose that Fat S (t −1 , u 1 ) > 0. Then vertex u 1 has an outgoing edge of the form
Since R is regular, the end-vertices of the path e 0 , e 1 , e 2 coincide, so that u 0 = u 3 and e 0 = (u 3 , t, u 1 ), which is impossible because e 1 , e 2 is an incomplete triangle in R.
3. If S is not regular, then it has an irregular path π. We have proved already that S is deterministic. It follows that π cannot be s-irregular. So π is t-irregular.
Since R is regular, π contains the new edge e 3 . We have three different scenarios e 3 = f i . Each of the scenarios leads to a contradiction.
We consider here only the scenario e 3 = f 2 ; the other scenarios are similar. Taking into account that S is deterministic, we have that f 1 = e 2 and f 3 = e 1 . But then u 2 is the initial and final vertex of π, which contradicts the irregularity of π.
Corollary 4.10 (triangle completion). There is a polynomial-time triangle completion algorithm that transforms an arbitrary deterministic regular recognizer into an equivalent recognizer that is regular, deterministic, and triangle complete.
Proof. If there is an incomplete triangle (u 1 , t, u 2 ), (u 2 , t, u 3 ) , then add a new edge (u 3 , t, u 1 ) and its inverse. Keep doing that until the recognizer is triangle complete.
Lemma 4.11 (membership criterion). Let R be a triangle complete, deterministic, regular recognizer, and let w be an arbitrary word. The subgroup Γ(R) contains the group element w if and only if R accepts the reduct of w.
Proof. If R accepts the reduct of w, then w ∈ Γ(R) by the definition of recognizers. Suppose that w ∈ Γ(R), and let w 0 be a word with the fewest number of syllables accepted by R. We show that w 0 is reduced.
Let π be a run that accepts w 0 . If π has the form
then the middle segment can be removed from π. And if π has the form
then the middle segment can be replaced by the edge (v 1 , t −ε , v 3 ). In either case, the resulting run accepts a word that is equal to w and that has fewer syllables than w 0 , which contradicts the choice of w 0 .
Lemma 4.12 (reading). There is a polynomial-time reading algorithm that, given a deterministic regular recognizer R and a word w, determines whether w ∈ Γ(R).
Proof. Let R 1 be the given recognizer. Use the triangle completion algorithm to transform R 1 into an equivalent recognizer R 2 that is regular, deterministic, and triangle complete. Use the word reduction algorithm to transform w to an equal reduced word w 0 . By the membership criterion lemma, w ∈ Γ(R 2 ) if and only if R 2 accepts w 0 . To determine whether R 2 accepts w 0 , run R 2 on w 0 . Lemma 4.13 (fat reduction). There is a polynomial-time fat reduction algorithm that transforms any recognizer into an equivalent deterministic regular recognizer.
Proof. The desired algorithm is iterative. At every round it decreases the number of vertices. We describe one round of the algorithm.
1. If there an irregular path, then identify the end-vertices of the path, and start a new round. 2. If there are distinct edges with the same initial vertex and the same label, then identify their final vertices, and start a new round. 3. Halt. Obviously the algorithm halts, and when it does the recognizer is deterministic and regular. By the vertex identification and edge folding lemmas in section 2.4, the algorithm does not change the recognizer subgroup.
Theorem 4.14. There is a polynomial-time decision algorithm for the membership problem for (Z/2Z) * (Z/3Z).
Proof. Use the construction algorithm of section 2.2 to produce a recognizer R 1 for H. Use the weight reduction algorithm to transform R 1 to an equivalent recognizer that is regular and deterministic. Finally use the reading algorithm to check whether w ∈ Γ(S).
Succinct s | s
In the previous section, we proved that the membership problem for standard s | s 2 * t | t 3 is polynomial-time decidable. Here we introduce an exponentially more succinct syllabic representation of the elements of s | s 2 * t | t 3 and show that the membership problem for G remains polynomial-time decidable.
2 * t | t 3 : Definition and word reduction. Obviously the quotient of the word semigroup over the equality relation is isomorphic to s | s 2 * t | t 3 . As usual, the sign of an integer i is 1, 0, or −1 if i > 0, i = 0, or i < 0, respectively, and |i| is the absolute value of i.
Definition 5.2 (T notation).
Lemma 5.3 (syllables). Let i, j be nonzero integers.
2.
The proof is straightforward. We give here only a few examples. 
2.
There is a polynomial-time exponent word reduction algorithm that, given any exponent word w, computes the reduct of w. Proof. It is easy to see that (i) if an exponent word is reduced, then its unary expansion is reduced in the sense of section 4 and (ii) if two reduced exponent words are equal, then the reduced unary expansions are equal. By the word reduction lemma of section 4, equal reduced unary words are identical. It follows that equal reduced exponent words have identical unary expansions. It is easy to see that equal reduced exponent words are also identical as exponent words; that is, they have the same syllables in the same order. This establishes the uniqueness part of the first claim.
In the remainder of the proof, we construct polynomial-time algorithms A 1 , A 2 , and A 3 transforming any exponent word w to an equal exponent word in such a way that A 1 (w) satisfies requirement (R1), A 2 (A 1 (w)) satisfies requirements (R1) and (R2), and A 3 (A 2 (A 1 (w))) satisfies requirements (R1), (R2), and (R3) and thus is reduced.
Taking into account that s 2 = 1, A 1 is obvious. Taking into account part 1 of the syllables lemma, A 3 is obvious. It remains to construct A 2 .
We say that two successive syllables of an exponent word w collide if both syllables are partisan. Define rank(w) = (c, b), where c is the number of collisions in w and b is the number of partisan syllables in w. Order ranks lexicographically. A 2 is an iterative rank-reducing algorithm. It is presumed that the input exponent word satisfies A 1 . In the next paragraph, we describe one round of A 2 .
If w satisfies (R2) then halt. Otherwise w has the form xT m T n y. If sign(m) = sign(n), use part 2 of the syllables lemma to reduce the number of collisions. If sign(m) = −sign(n), use part 3 of the syllables lemma to reduce the rank. If (R1) is violated in the process, then apply A 1 .
Deficit reduction.
Recognizers were introduced in section 2.2. • Fat R (s, u) = max(0, n − 1), where n is the number of neutral edges from u.
• Fat R (t, u) = max(0, n − 1), where n is the number of positive edges from u.
, where n is the number of negative edges from u. Proof. Find a deficient vertex u 2 together with edges e 1 = (u 1 , T m , u 2 ) and e 2 = (u 2 , T n , u 3 ) witnessing the deficiency of u 2 . Without loss of generality m ≥ n; the case n ≥ m is similar. We consider various scenarios that arise and advise the reader to draw diagrams.
Case 1: m = n = 1. Case 1-00: u 1 has no incoming positive edges, and u 3 has no outgoing positive edges. Add edges (u 3 , t, u 1 ) and (u 1 , t −1 , u 3 ). By the vertex creation lemma in section 3.2, the resulting recognizer S is equivalent to R. Obviously S is regular and lean. Δ(S) = Δ(R)−1 as one deficiency has been repaired without creating any other deficiencies.
Case 1-11: u 1 has an incoming positive edge e 0 = (u 0 , T , u 1 ), and u 3 has an outgoing positive edge e 3 = (u 3 , T p , u 4 ). Vertices u 1 , u 2 , and u 3 are all deficient. Since R is regular, we have , p > 1. Split e 0 and e 3 into paths of the form
The resulting recognizer R is lean and equivalent to R. Δ(R ) = Δ(R). Note tirregular paths from u to u 3 and from u 1 to v. Identify u with u 3 and u 1 with v, so that the edges (u , t, u 1 ) and (u 3 , t, v) become one edge (u 3 , t, u 1 ), and the edges (u 1 , t −1 , u ) and (v, t −1 , u 3 ) become one edge (u 1 , t −1 , u 3 ). The resulting recognizer S is regular, lean, and equivalent to R . Δ(S) = Δ(R) − 3.
Case 1-01: u 1 has no incoming positive edges, and u 3 has an outgoing positive edge e 3 = (u 3 , T p , u 4 ). Since R is regular, we have p > 1. Vertices u 2 and u 3 are deficient. Split e 3 as in case 1-11. The resulting recognizer R is lean and equivalent to R. Δ(R ) = Δ(R). Note a t-irregular path from u 1 to v. Identify u 1 with v, so that the edge (u 3 , t, v) becomes (u 3 , t, u 1 ) and the edge (v, t −1 , u 3 ) becomes (u 1 , t −1 , u 3 ). The resulting recognizer S is regular, lean, and equivalent to R . Δ(S) = Δ(R) − 2.
Case 1-10: u 1 has an incoming positive edge e 0 = (u 0 , T , u 1 ), and u 3 has no outgoing positive edge. This case is dual (and similar) to case 1-01.
Case 2: m, n > 1. Split e 1 and e 2 into paths of the form
The resulting recognizer R is regular, lean, and equivalent to R. Δ(R ) = Δ(R). Continue as in case 1-00, with t-edges (u , t, u 2 ) and (u 2 , t, v) witnessing the deficiency of u 2 . Case 3: m > 1 and n = 1. Case 3-0: u 3 has no outgoing positive edges. Split e 1 as in case 2. The resulting recognizer R is lean and equivalent to R. Δ(R ) = Δ(R). Continue as in case 1-00 with edges (u , t, u 2 ) and (u 2 , t, u 3 ) witnessing the deficiency of u 2 .
Case 3-1: u 3 has an outgoing positive edge e 3 = (u 3 , T p , u 4 ). Case 3-11: p = 1. If u 4 has no outgoing positive edges, then we have case 1-10 with the current u 2 , u 3 , and u 4 playing the role of u 1 , u 2 , and u 3 of case 1-10. If u 4 has an outgoing positive edge, then we have case 1-11 with the current u 2 , u 3 , and u 4 playing the role of u 1 , u 2 , and u 3 of case 1-11. Case 3-12: p > 1. Vertices u 2 and u 3 are deficient. Split e 1 as in case 2, and split e 3 as in case 1-11. The resulting recognizer R is lean and equivalent to R. Δ(R ) = Δ(R). Note a t-irregular path from u to v. Identify u with v. The resulting recognizer S is regular, lean, and equivalent to R . Δ(S) = Δ(R ) − 2. 1. There is a standard quasi run with label w.
The group element w belongs to Γ(R).
Proof. 2 → 1: By the quasi-run labels corollary, the associate run of Q accepts a word equal to w, and so w ∈ Γ(R).
1 → 2: Suppose that the group element w belongs to Γ(R). Without loss of generality, w = 1. By the recognizer's subgroup definition in section 2.2, R accepts an exponent word w equal to w. Let π be a run that accepts w .
We claim that the partisan and neutral edges alternate in π. To prove that, we assume that π has the form π 1 + e + f + π 2 , where the edges e and f are both partisan or both neutral, and we prove that there is a shorter run accepting a word equal to w. Let v be the final vertex of e. If e and f are neutral, then by the regularity of R, f = e −1 , and so π 1 + π 2 is a shorter run accepting a word equal to w. So e and f are partisan. Let T m = Label(e) and T n = Label(f ). Without loss of generality, m > 0; the case m < 0 is similar. If n < 0, then f = e −1 because Fat(t −1 , v) = 0. Again, π 1 + π 2 is a shorter run accepting a word equal to w. Thus n > 0. Since Δ(R) = 0, the vertex v is not deficient. It follows that m = n = 1, and there is an edge g such that e, f, g is a triangle. Then π 1 + g −1 + π 2 is a shorter run accepting an exponent word equal to w.
Notice that π is a standard quasi run. Let Q = q 1 , . . . , q be a standard quasi run with the fewest number of quasi transitions that tolerates an exponent word w 0 equal to w. Accordingly w 0 has the form a p1 1 . . . a p . We show that w 0 is reduced. Recall the definition of reduced exponent words in section 5.1. Obviously w 0 satisfies the conditions (R1) and (R2). It remains to prove that it satisfies the condition (R3). It suffices to prove that the positive and negative quasi transitions alternate in Q.
By contradiction suppose that two partisan syllables σ i and σ i+2 of the same sign are separated by a neutral syllable σ i+1 . Using the syllables lemma in section 5.1, replace the segment q i , q i+1 , q i+2 with a single quasi transition whose quasi label equals σ i σ i+1 σ i+2 in G. This gives a quasi-run Q with fewer quasi transitions that accepts a word equal to w, which contradicts the choice of Q. The case σ = s is obvious because R is regular. By contradiction assume that there exist distinct standard quasi transitions with the same quasi-label T n from the same vertex u. We assume that n > 0; the case n < 0 is similar. Thus we have two distinct positive paths of the same length 2n − 1 from u. Since neither path can be a prefix of the other, there is a vertex v where the two paths branch out which contradicts the leanness of R.
2. The case σ = s is obvious. Thus we may assume that σ = T n for some n = 0. We assume n > 0; the case n < 0 is similar. Using the leanness of R, construct a unique empty or positive path π such that Length(π) < 2n − 1 but π cannot be extended to a longer positive path or such that Length(π) ≥ 2n − 1 and π is the shortest such path. In the first case, the desired quasi transition does not exist. Consider the second case. If Length(π) > 2n − 1, then the desired quasi transition does not exists. But if Length(π) = 2n − 1, then we have the desired quasi transition. Notice that π may cycle from some point on.
Lemma 5.17 (reading). There is a polynomial-time reading algorithm that, given a lean regular recognizer R and a reduced exponent word w, determines whether the group element w belongs to Γ(R).
Proof. Taking into account the deficit corollary in section 5.2, we may assume without loss of generality that R is zero-deficit.
The reduced exponent word w is a concatenation σ 1 . . . σ of syllables where the partisan syllables alternate with the neutral syllables and where, among the partisan syllables, positive syllables alternate with negative syllables. By the membership criterion lemma, it suffices to determine whether there exists a standard quasi-run Q = q 1 , . . . , q with label w. By the quasi-transition lemma, there is at most one such quasi run.
Intuitively speaking, we use R to "read" w. Let u 0 = o. Suppose that j ≤ and S has read the initial segment σ 1 . . . σ j of w and arrived at state u j . In the process an initial segment q 1 . . . q j of the desired Q has been constructed.
If j < , then apply the algorithm of the quasi-transition lemma to (R, u j , σ j+1 ). If the algorithm determines that there is no appropriate q j+1 , then w / ∈ Γ(R). Otherwise the algorithm produces the appropriate q i+1 . Set u j+1 to be the final vertex of q j+1 , and proceed to read σ j+2 .
If j = , then w ∈ Γ(R) if and only if u = o.
Path folding.
This section is similar to section 3.4, but we need to do a little work to make the similarity apparent. The role of a fixed original letter a of section 3.4 is played by the word ts in this section. The fact that the word ts is not a single letter creates some difficulties.
Consider a regular recognizer R. Since R is regular, every vertex of R has at most one outgoing s-edge.
If two regular paths are even vertex-disjoint off their common initial vertex ν, then the dual of ν is the only possible odd vertex on both paths. But it is possible that an even vertex of one path appears as an odd vertex on the other path. 
unless π has an even vertex at this position already. Proof. We consider only the case in which π and ρ are positive; the case in which they are negative is similar.
Let R be the given recognizer, and let R p be the recognizer obtained from R by executing p stages of the folding algorithm, so that R 0 = R. Finally we prove the claims about the fat. By the vertex creation lemma, Fat(R 2 ) = Fat(R 1 ). Thus we need only to examine the evolution of the fat from R 2 to R 4 . Furthermore, it suffices to examine the evolution of the numbers Fat(t, v j ) and Fat(t −1 , Dual(v j )). Indeed, v j and its dual merge with v j and its dual, respectively, at (CB) This scenario is similar to the case m > n of scenario (BB). Let us just point out that the vertex v does not occur on π in R. Indeed suppose the opposite. Since π and ρ are even vertex disjoint off their common initial vertex and u k = u 0 , we have v = u 0 = v 0 . But then ρ is a cycle which contradicts scenario (CB).
(CC) In this scenario, v 0 = v , and thus Fat(t, v ) decreases by 1. Fat(t −1 , Dual(v )) does not change at stage 3 and decreases by 1 at stage 4 because f −1 is removed. To summarize, the overall change in the fat is this: both Fat(t, v ) and Fat(t −1 , Dual(v )) decrease by 1. Thus Fat(R 4 ) = Fat(R 2 ) − 2.
Weight reduction algorithm.
The recognizer weight definition of section 3.5 remains in force.
Consider the four basic elementary transformations over the columns of unimodular matrices:
• subtract the first column from the second, • subtract the second column from the first, • add the second column to the first, and • add the first column to the second. Applying these transformations to the identity matrix, we get the basic elementary matrices We need to transform an arbitrary unimodular matrix M into an exponent word that represents M . Note that every exponent word w represents a unimodular matrix and thus gives rise to an operation X → X × w over unimodular matrices. It suffices to construct a polynomial-time procedure that reduces any unimodular matrix Keep doing that until you have zero in one of the upper corners. In every two steps, the entries in both upper corners are more than halved. It follows that this iteration works in linear time.
Thus, without loss of generality, we may assume that the left upper entry a of the given matrix M is zero; the case when the right upper entry b is zero is similar. So
Further, we may assume without loss of generality that b = 1 and c = −1 because the determinant of M is 1, and we can work with either M or its negative. Replace M with (M × t −1 s) d ; the result is the matrix
