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The paper concerns fundamental variational principles and the Caristi ﬁxed point theorem.
The Brézis–Browder theorem is extended and Altman’s theorem is investigated. The notion
of istance, an extension of ω-distance, is deﬁned. The new concept enables us to prove
some elegant and general variational principles which imply a much stronger form of
the Caristi and the Takahashi ﬁxed point theorems. Another consequence is an advanced
version of the Ekeland variational principle.
© 2012 Elsevier B.V. All rights reserved.
The main results of this paper are theorems of variational type for metric spaces. Their formulation involves a kind of
order relation y  x satisfying the triangle inequality, e.g. deﬁned by ψ(y) + q(y, x) − ψ(x)  0. Here q, called istance, is
a mapping satisfying weaker assumptions than metric (see Deﬁnition 15). The idea of istance also includes the notion of
ω-distance introduced by Kada, Suzuki and Takahashi [6]. Our main “tool” results (Theorems 21, 22) specify in a precise
way the properties of the minimal elements (for ). In consequence one can easily obtain a good-looking extension of the
Caristi and Takahashi ﬁxed point theorems (Theorem 24). In addition we get a natural and more general version of Ekeland’s
variational principle with metric d replaced by d-istance q (Theorem 25). This specialized part of the text is preceded by
more general considerations of two kinds:
The initial part of the paper is devoted to the Brézis–Browder theorem, which appears to be a particular case of the
results for mappings satisfying the triangle inequality. The proofs are almost immediate.
In the second step (starting from Deﬁnition 5) we compare our general Theorem 9 for complete structures (Deﬁnition 7)
with Altman’s well-known result. It seems that these theorems are independent (see Proposition 11 and the subsequent
comment). This part ends with Lemma 12 later applied to istances.
First let us present the Brézis–Browder type results which require no topology.
Let X be a nonempty set and ϕ : X × X → R a mapping satisfying:
ϕ(z, x) ϕ(z, y) + ϕ(y, x), x, y, z ∈ X . (1)
Then from ϕ(x, x) 2ϕ(x, x) and (1) we obtain
0 ϕ(x, x) ϕ(x, y) + ϕ(y, x), x, y ∈ X . (2)
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Theorem 1. Let ϕ : X × X → R be a mapping satisfying (1). If for each nonincreasing and bounded sequence (ϕ(xn, x0))n∈N there
exists an x ∈ X such that lim infn→∞ ϕ(x, xn) < 0, then ϕ(·, x0) is unbounded below.
Clearly, the next theorem is stronger than Theorem 1.
Theorem 2. Let ϕ : X × X → R be a mapping satisfying (1). If ϕ(·, x0) is bounded below, then for each sequence (ϕ(xn, x0))n∈N with
limn→∞ ϕ(xn, x0) = γ = inf{ϕ(z, x0): z ∈ X} and each x ∈ X we have 0 lim infn→∞ ϕ(x, xn).
Proof. Let (ϕ(xn, x0))n∈N be a sequence convergent to γ . Then for each x ∈ X we have (see (1))
0 ϕ(x, x0) − γ = ϕ(x, x0) − lim
n→∞ϕ(xn, x0) lim infn→∞ ϕ(x, xn). 
Similarly, Lemmas 3 and 4 are equivalent to each other.
Lemma 3. Let ϕ : X× X → R be amapping satisfying (1). If we have limn→∞ ϕ(xn, x0) = −∞ for an x0 ∈ X, then limn→∞ ϕ(x, xn) =
∞ holds for each x ∈ X.
Proof. Under our assumptions limn→∞ ϕ(x, xn) = ∞ follows from ϕ(x, x0) − ϕ(xn, x0) ϕ(x, xn) (see (1)). 
Lemma 4. Let ϕ : X × X → R be a mapping satisfying (1). If sup{ϕ(x0, xn): n ∈ N} < ∞, for an x0 ∈ X, then −∞ < inf{ϕ(xn, x):
n ∈ N} holds for each x ∈ X.
Now let us present a theorem of Altman’s type. Its formulation is preceded by three deﬁnitions presented in [8, Deﬁni-
tions 1, 2, 3].
Deﬁnition 5. Let X be a nonempty set and ϕ : X × X → R a mapping satisfying (1). Then
(i) S = (X,ϕ, x0) is a local structure if ϕ(·, x0) has a ﬁnite lower bound,
(ii) S = (X,ϕ) is a global structure if ϕ(·, x0) has a ﬁnite lower bound for each x0 ∈ X .
By structure we will mean, according to the context, either of the above.
Deﬁnition 6. Let S be a structure. Then (xn)n∈N is a Cauchy sequence in X if for each  > 0 there exists an n0 ∈ N such
that each m,n ∈ N , n0 <m < n yield − < ϕ(xn, xm) 0.
Deﬁnition 7. A structure is complete if for each Cauchy sequence (xn)n∈N in X there exists an x ∈ X such that
lim infn→∞ ϕ(x, xn) 0.
If ϕ : X × X → R satisﬁes (1), then  deﬁned by
y  x iff ϕ(y, x) 0, x, y ∈ X (3)
is a transitive relation and therefore any chain in X is contained in a maximal chain [7, Kuratowski lemma, p. 33].
For a mapping ϕ : X × X → R , an x0 ∈ X and ∅ = A ⊂ X let us adopt
γ = inf{ϕ(z, x0): z ∈ A
}
, m(A,ϕ) = {z ∈ A: ϕ(z, x0) = γ
}
. (4)
The essential part of the proof of [8, Theorem 15] yields the following:
Theorem 8. Let (X,ϕ, x0) be a complete structure. Then for as in (3) and each maximal chain A ⊂ X containing a predecessor of x0 ,
there exists an x ∈m(A,ϕ).
This result can be reﬁned as follows:
Theorem 9. Let (X,ϕ, x0) be a complete structure. Then for as in (3) and each maximal chain A ⊂ X containing a predecessor of x0 ,
the set m(A,ϕ) (see (4)) is nonempty, and for each x ∈ m(A,ϕ), y ∈ A with ϕ(y, x)  0 (i.e. y  x) the following conditions hold:
ϕ(y, x0) = ϕ(x, x0) = γ (i.e. y ∈m(A,ϕ)) and ϕ(y, x) = 0.
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γ  ϕ(y, x0) ϕ(y, x) + ϕ(x, x0) γ
means that y ∈m(A,ϕ). Furthermore, γ = ϕ(y, x0) and (1) yield
0 = ϕ(y, x0) − ϕ(x, x0) ϕ(y, x),
i.e. ϕ(y, x) = 0. 
Let us compare Theorem 9 and the following result of Altman [1, Theorem 1.1] (in a formulation adapted to the needs
of the present paper):
Theorem 10. Let (X,) be an ordered set and let Φ: X × X → R be a mapping such that: for any given y, Φ(·, y) is bounded from
below on S(y) = {z ∈ X: z y}. Assume that Φ and every totally ordered sequence (xn)n∈N in X satisfy the following conditions:
(i) there exists a y ∈ X such that y  xn, for all n ∈ N,
(ii) Φ(x, y) 0 if x y, for all x, y ∈ X,
(iii) Φ(x, ·) is nonincreasing for any given x ∈ X (i.e. Φ(x, y)Φ(x, z) if z y, for all y, z ∈ X ),
(iv) lim infn→∞ Φ(xn+1, xn) = 0.
Then for each x0 ∈ X there exists a y ∈ X such that y  x0 and
z y implies Φ(z, y) = 0, for all z ∈ X .
From Altman’s brilliant reasoning it follows that the only requirement for his “order” relation is y  y (the case of no
z = y satisfying z  y) and Φ(y, y) = 0. Let us consider a complete structure (X,ϕ) with X ordered by  as in (3). Then
from xn+1  xn and (1) we obtain
ϕ(xn+1, x0) − ϕ(xn, x0) ϕ(xn+1, xn) 0, n ∈ N,
i.e. (ϕ(xn, x0))n∈N is nonincreasing and bounded, and we get (iv) for ϕ . In fact (xn)n∈N is a Cauchy sequence in X (see
Deﬁnition 6) iff xn+1  xn , n ∈ N , as then, for all m < n we have
ϕ(xn, x0) − ϕ(xm, x0) ϕ(xn, xm) ϕ(xn, xn−1) + · · · + ϕ(xm+1, xm) 0.
If (xn)n∈N is a Cauchy sequence in X , then it has a minorant (see Deﬁnition 7) and we obtain (i) for ϕ . Condition (ii) is a
direct consequence of the way  was deﬁned. As regards (iii), we have
ϕ(x, y) − ϕ(x, z) ϕ(z, y)
and z  y (i.e. ϕ(z, y) 0) implies ϕ(x, y) ϕ(x, z), which means that ϕ(x, ·) is nonincreasing for each x ∈ X (in a similar
way one can prove that ϕ(·, y) is nondecreasing).
Our reasoning yields:
Proposition 11. If (X,ϕ) is a complete structure, then for  as in (3) and any Cauchy sequence (xn)n∈N in X the assumptions (i), . . . ,
(iv) of [1, Theorem 1.1] are satisﬁed with Φ replaced by ϕ .
Nevertheless, we do not assume ϕ(y, y) = 0 and Altman says nothing about Φ(y, x0). It seems that Theorem 9 and
Altman’s theorem are independent, while the assumptions of Theorem 9 are more consistent.
Let us prove another property of complete structures. This result will be used in some further proofs.
Lemma 12. Let (X,ϕ, x0) be a complete structure and A ⊂ X a maximal chain containing a predecessor of x0 . Assume that for an
x ∈ A and a nonempty set V = {y ∈ A: ϕ(y, v) 0}
ϕ(y, x) > 0, for each y ∈ V \ {x} (5)
holds. Then x ∈m(A,ϕ) (see (4)) is the unique smallest element of A and 0< ϕ(y, x) is satisﬁed for each y ∈ X \ {x} (i.e. x is minimal
in X).
Proof. Suppose x /∈m(A,ϕ), i.e. there exists a y ∈ V ∩m(A,ϕ) = ∅ (see Theorem 9) such that ϕ(y, x0) < ϕ(x, x0). Then from
0< ϕ(x, x0) − ϕ(y, x0) ϕ(x, y)
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follows that no other element of A precedes x. In addition x is minimal as A is maximal. 
Structure is a general concept. In the sequel we present a special type of it (see Lemma 18).
Let us recall the notion of ω-distance introduced in [6].
Deﬁnition 13. Let (X,d) be a metric space. Then a mapping p: X × X → [0,∞) is an ω-distance on X if the following
conditions are satisﬁed:
(i) p(x, z) p(x, y) + p(y, z), x, y, z ∈ X ,
(ii) p(x, ·) is lower semicontinuous, x ∈ X ,
(iii) for each  > 0 there exists a δ > 0 such that p(z, x) δ and p(z, y) δ imply d(x, y)  .
The authors present numerous examples and properties of ω-distances. Let us present another idea.
Deﬁnition 14. Let q: X × X → [0,∞) be a mapping. Then (xn)n∈N is a Cauchy sequence in (X,q) if for each  > 0 there
exists an n0 ∈ N such that each m,n ∈ N , n0 <m < n yield q(xn, xm) <  .
Deﬁnition 15. Let (X,d) be a metric space. A mapping q: X × X → [0,∞) is a d-istance in X if the following conditions
are satisﬁed:
q(z, x) q(z, y) + q(y, x), x, y, z ∈ X, (6)
q(·, x) is lower semicontinuous, x ∈ X, (7)
each Cauchy sequence in (X,q) is a Cauchy sequence in (X,d). (8)
The properties of ω-distances include the following one (see [6, Lemma 1(iii)]):
Lemma 16. Let (X,d) be a metric space and let p be an ω-distance in X. If for a sequence (αn)n∈N in R convergent to zero
p(xm, xn) αm, m < n, m,n ∈ N
holds, then (xn)n∈N is a Cauchy sequence in (X,d).
Lemma 16 yields the following:
Corollary 17. Let (X,d) be a metric space and p an ω-distance on X. Then q deﬁned by q(y, x) = p(x, y), x, y ∈ X is a d-istance in X.
Istances have nice properties.
Lemma 18. Let (X,d) be a complete metric space, q a d-istance in X andψ : X → R a lower semicontinuous mapping bounded below.
Then for ϕ : X × X → R deﬁned by
ϕ(y, x) = ψ(y) + q(y, x) − ψ(x), x, y ∈ X, (9)
(X,ϕ) is a complete structure.
Proof. Let x0 ∈ X be arbitrary. In view of (6) ϕ satisﬁes (1) and clearly, ϕ(·, x0) is bounded below. The inequality
− < ϕ(xn, xm) = ψ(xn) + q(xn, xm) − ψ(xm) 0
(see Deﬁnition 6) means
ψ(xm) − ψ(xn) −  < q(xn, xm)ψ(xm) − ψ(xn)
and therefore (ψ(xn))n∈N is nonincreasing (m < n) and convergent, as ψ is bounded below. In view of (8) (xn)n∈N converges,
say to a point x ((X,d) is complete). From the lower semicontinuity of ψ , q(·, xm) it follows that
ϕ(x, xm) = ψ(x) + q(x, xm) − ψ(xm) 0
and
lim inf
n→∞ ϕ(x, xn) = lim infn→∞
(
ψ(x) + q(x, xn) − ψ(xn)
)
 0.
Thus (X,ϕ, x0) is a complete structure for each x0 ∈ X . 
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q(x, y) = 0 and q(y, x) = 0 imply x = y, x, y ∈ X . (10)
Proof. Assume q(x, y) = 0 and q(y, x) = 0. Let us adopt x2k−1 = x and x2k = y, k ∈ N . Clearly, q(xn, xm) = 0 holds for each
m = n, m,n ∈ N , and in view of (8) (xn)n∈N is a Cauchy sequence in (X,d), which means x = y. 
The next property is more advanced.
Lemma 20. Let (X,d) be a complete metric space and q a d-istance in X. Assume that C ⊂ X is a nonempty maximal chain for
x y iff q(x, y) = 0. (11)
Then there exists an x ∈ C satisfying
q(x, y) = 0, y ∈ C \ {x}, and 0< q(y, x), y ∈ X \ {x}. (12)
Proof. Let x1 ∈ C1 = C be arbitrary, ρ1 = 1 and C2 = {x ∈ C1: q(x, x1) = 0}. Let us adopt ρ2 = min{1, sup{d(x, x1): x ∈ C2}}.
Now we choose x2 ∈ C2 such that ρ2/2  d(x2, x1). If Cn = ∅, ρn and xn are deﬁned, then we adopt Cn+1 = {x ∈ Cn:
q(x, xn) = 0}. If Cn+1 = ∅ then ρn+1 = min{1, sup{d(x, xn): x ∈ Cn+1}} and we choose xn+1 ∈ Cn+1 such that ρn+1/2 
d(xn+1, xn). Assume that the sequence of points xn is inﬁnite. Then we have
q(xn, xm) q(xn, xn−1) + · · · + q(xm+1, xm) = 0, m < n
and therefore (see (8)) (xn)n∈N is a Cauchy sequence in (X,d). Consequently {Cn: n ∈ N} is a decreasing family of sets with
limn→∞ dia(Cn) = 0. On the other hand, for x = limn→∞ xn ((X,d) is complete) we have
0 q(x, xm) q(xn, xm) = 0, m < n,
as q(·, xm) is lower semicontinuous and consequently, x ∈ Cn , n ∈ N . This means that ⋂{Cn: n ∈ N} = {x}. If the sequence
of points xn is ﬁnite, then we denote its last element as x. For any y ∈ C \ {x} there exists an n such that y /∈ Cn , i.e.
q(xn, y) = 0. For x = xn we obtain
q(x, y) q(x, xn) + q(xn, y) = 0
which means that x ∈ C . If q(y, x) = 0 then y ∈ C , and the second part of condition (12) follows from (10). 
For a mapping ψ : X → R let us adopt
β = inf{ψ(z): z ∈ X}, B = {z ∈ X: ψ(z) = β}. (13)
Now we are ready to prove the following far extension of [6, Theorem 1]:
Theorem 21. Let (X,d) be a complete metric space, q a d-istance in X, and ψ : X → R a lower semicontinuous mapping bounded
below. Let us adopt y  x iff ψ(y) + q(y, x) − ψ(x) 0, x, y ∈ X, and assume that the following holds (see (13)):
for each x ∈ X \ B there exists a y ∈ X \ {x} such that y  x. (14)
Then for any x0 ∈ X \ B, each maximal chain A ⊂ X containing x0 has a unique smallest element x, in addition satisfying:
(i) ψ(x) = inf{ψ(z): z ∈ X} (i.e. x ∈ B),
(ii) ψ(x) + q(x, x0) − ψ(x0) = inf{ψ(z) + q(z, x0) − ψ(x0): z ∈ A} 0,
(iii) 0< ψ(y) + q(y, x) − ψ(x), for each y ∈ X \ {x}.
Proof. The relation  is transitive and in view of Kuratowski’s lemma [7, p. 33] there exists a maximal chain A containing
any x0 ∈ X \ B (see (14)). Let us adopt α = inf{ψ(z): z ∈ A} and suppose α < ψ(x), for each x ∈ A. Then there exists a
sequence (xn)n∈N in A such that (ψ(xn))n∈N decreases to α. Condition xm  xn for m < n means that
0 q(xm, xn)ψ(xn) − ψ(xm) < 0,
which is impossible. Now from xn  xm (xn, xm ∈ A) we obtain
q(xn, xm)ψ(xm) − ψ(xn), m,n ∈ N, m < n
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semicontinuity of ψ , q(·, xm) it follows that ψ(v) α and
ψ(v) + q(v, xm) − ψ(xm) 0, m ∈ N.
On the other hand, for any y ∈ A there exists an xn such that ψ(xn) < ψ(y) and consequently (xn, y ∈ A)
ψ(xn) + q(xn, y) − ψ(y) 0
must hold, as
0 q(y, xn)ψ(xn) − ψ(y) < 0
is false. Now we obtain (see (6))
ψ(v) + q(v, y) − ψ(y)ψ(v) + q(v, xn) − ψ(xn) + ψ(xn) + q(xn, y) − ψ(y) 0.
This dependency means that there exists a v ∈ A such that ψ(v) = α. If v is not a (unique) smallest element of A, then
from y  v for a y ∈ A \ {v} it follows that
0 q(y, v)ψ(v) − ψ(y),
and we obtain ψ(y) = α, q(y, v) = 0. Now it is seen that the set V = {y ∈ A: y  v} is nonempty and V ⊂ C (see (11)). On
the other hand, Y = {z ∈ X: ψ(z) + q(z, v) − ψ(v) 0 and ψ(z) ψ(v)} is complete, nonempty and V ⊂ Y . Now we apply
Lemma 20 to Y , C ∩ Y in place of X , C , respectively. For x as in (12) and any y ∈ V \ {x} we have
ϕ(x, y) = ψ(x) + q(x, y) − ψ(y) = ψ(x) − ψ(y) 0,
i.e. x ∈m(A,ϕ) (see (4)) and x is the unique smallest element of A ∩ Y (see Lemmas 18, 12) and of A, as V ⊂ Y . Conditions
(ii), (iii) follow. In view of (14), x ∈ B (otherwise x would have a predecessor), i.e. (i) is satisﬁed. 
The proof of Theorem 21 would be much easier for q satisfying: q(y, x) = 0 implies x = y, x, y ∈ X (Lemma 20 could be
disregarded). Is such a condition satisﬁed for all istances or even ω-distances ([6] does not contain a counterexample)?
A reasoning similar to the one presented in the above proof yields:
Theorem 22. Let (X,d) be a complete metric space, q a d-istance in X, and ψ : X → R a lower semicontinuous mapping bounded
below. Let us adopt y  x iff ψ(y) + q(y, x) − ψ(x) 0, x, y ∈ X, and assume that the following condition holds:
for each x ∈ X there exists a y such that y  x. (15)
Then for any x0 ∈ X, each maximal chain A ⊂ X containing x0 has a unique smallest element x, in addition satisfying:
(i) ψ(x) = inf{ψ(z): z ∈ A},
(ii) ψ(x) + q(x, x0) − ψ(x0) = inf{ψ(z) + q(z, x0) − ψ(x0): z ∈ A} 0,
(iii) 0< ψ(y) + q(y, x) − ψ(x), for each y ∈ X \ {x},
(iv) q(x, x) = 0.
Proof. In view of (15) there exists a maximal chain A containing x0. Now the remaining part of the proof of Theorem 21
works. From (15) and the fact that x is the smallest element of A it follows that
0 q(x, x) = ψ(x) + q(x, x) − ψ(x) = ϕ(x, x) 0.
The last sentence of the proof of Theorem 21 cannot be added and we do not know if x ∈ B . 
Let 2Y be the family of all subsets of Y . We say that F : X → 2Y is a (multivalued) mapping if F (x) = ∅, for all x ∈ X = ∅.
A consequence of Theorem 22 is the following:
Theorem 23. Let (X,d) be a complete metric space, q a d-istance in X, and ψ : X → R a lower semicontinuous mapping bounded
below. Assume X ⊂ Y and F : X → 2Y is a mapping satisfying:
for each x ∈ X \ F (x) there exists a y ∈ X \ {x} such that ψ(y) + q(y, x) − ψ(x) 0. (16)
Then F has a ﬁxed point.
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The subsequent theorem extends the theorems of Caristi [3, Theorem (2.1)′], Takahashi [5, Theorem 5] and Theorem 2
from [6].
Theorem 24. Let (X,d) be a complete metric space, q a d-istance in X, and ψ : X → R a lower semicontinuous mapping bounded
below. Let us adopt y  x iff ψ(y) + q(y, x) − ψ(x) 0, x, y ∈ X, and assume that X ⊂ Y and F : X → 2Y is a mapping satisfying:
for each x ∈ X there exists a y ∈ F (x) such that y  x. (17)
Then for any x0 ∈ X, each maximal chain A ⊂ X containing x0 has a unique smallest element x, in addition satisfying conditions (i),
. . . , (iv) of Theorem 22 and such that x ∈ F (x).
Proof. In view of (17) Theorem 22 works. Now condition (17) and (iii) mean x ∈ F (x). 
The subsequent theorem extends Ekeland’s variational principle [4, Theorem 1] and [6, Theorem 3] as q need not be a
metric.
Theorem 25. Let (X,d) be a complete metric space, q a d-istance in X, and ψ : X → R a lower semicontinuous mapping bounded
below. Then the following are satisﬁed:
(i) for each x0 ∈ X there exists an x ∈ X such that ψ(x)ψ(x0) and ψ(x) − q(y, x) < ψ(y), for each y ∈ X \ {x},
(ii) for any  > 0 and each x0 ∈ X with q(x0, x0) = 0 andψ(x0) + inf{ψ(z): z ∈ X} there exists an x ∈ X such thatψ(x)ψ(x0),
q(x, x0) 1 and ψ(x) − q(y, x) < ψ(y), for each y ∈ X \ {x}.
Proof. The reasoning based on our Theorem 22 is similar to the one presented in the proof of [6, Theorem 3]. The set Y =
{z ∈ X: ψ(z)ψ(x0)} is complete. Suppose that for each x ∈ Y there exists a y ∈ Y \ {x} such that ψ(y)+q(y, x)−ψ(x) 0.
Then by Theorem 22(iii) there exists an x ∈ Y such that 0 < ψ(y) + q(y, x) − ψ(x) – a contradiction, i.e. (i) is proved for Y
in place of X . Condition (i) is trivial for y ∈ X \ Y .
Now let us consider q in place of q. The set Z = {z ∈ X: ψ(z) + q(z, x0) − ψ(x0) 0} is complete and x0 ∈ Z . In view
of (i) there exists an x ∈ Z such that 0< ψ(y)+ q(y, x) − ψ(x), for each y ∈ Z \ {x}. On the other hand, from (6) it follows
that any y not satisfying the last inequality must belong to Z . Consequently, our inequality is valid for each y ∈ X \ {x}.









ψ(z): z ∈ X}]/  1. 
By using exactly the same technique as in [6] for p(x, y) = q(y, x), we obtain the following extension (see Corollary 17)
of [6, Theorem 4]:
Theorem 26. Let (X,d) be a complete metric space, q a d-istance in X, and let f : X → X be a mapping. Assume that for an α < 1 the
following hold:
(i) q( f 2(x), f (x)) αq( f (x), x), x ∈ X,
(ii) 0< inf{q(y, x) + q( f (x), x): x ∈ X}, y ∈ X \ { f (y)}.
Then f has a ﬁxed point, and x = f (x) implies q(x, x) = 0.
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