In recent years, there have been several works that use website fingerprinting techniques to enable a local adversary to determine which website a Tor user visits. While the current state-of-the-art attack, which uses deep learning, outperforms prior art with medium to large amounts of data, it attains marginal to no accuracy improvements when both use small amounts of training data. In this work, we propose Var-CNN, a website fingerprinting attack that leverages deep learning techniques along with novel insights specific to packet sequence classification. In open-world settings with large amounts of data, Var-CNN attains over 1% higher true positive rate (TPR) than state-of-the-art attacks while achieving 4× lower false positive rate (FPR). Var-CNN's improvements are especially notable in low-data scenarios, where it reduces the FPR of prior art by 3.12% while increasing the TPR by 13%. Overall, insights used to develop Var-CNN can be applied to future deep learning based attacks, and substantially reduce the amount of training data needed to perform a successful website fingerprinting attack. This shortens the time needed for data collection and lowers the likelihood of having data staleness issues.
Introduction
Due to increases in mass surveillance and other attacks on privacy, many Internet users have turned to Tor [11] to protect their anonymity. Over the years, Tor has grown to over 6,000 volunteer servers and 4 million daily users [9] . Tor protects its users' identities by rout-ing each packet through a number of Tor servers. Each server learns only the immediate hop before and after itself, and as a result, no single server learns both the identity of the user and the destination of the packet.
Unfortunately, Tor does not provide anonymity against a powerful global adversary who can monitor a significant portion of the traffic due to traffic analysis attacks. In such attacks, the adversary monitors traffic entering and leaving the Tor network. Then, she uses traffic patterns such as packet sequences to correlate packets across the two ends of the network and determine the identities of the two communicating parties. Recently, a variant of the traffic analysis attack called the website fingerprinting (WF) attack allows an adversary who observes only the connection between the user and the Tor network to identify which website the user visits. To do so, the adversary first learns the traffic patterns of certain websites, creating a unique digital fingerprint for each site. Then, the adversary compares these fingerprints to a user's network traffic (typically using machine learning algorithms) to determine which website the user visits.
Most prior WF attacks [4, 6, 7, 16, 18, 19, 30, 32, 34, 35, 40, 43, 44] use manually extracted features to carry out the attack. That is, the attacker carefully studies different protocols such as HTTP and Tor, and manually determines features that could potentially identify a website from a network trace (e.g., the total number of packets and the total transmission time). While these attacks achieved good accuracy in many settings, it remains difficult to generalize the attacks across different protocols or reason about their strengths, since the attacker must manually specify the features.
Recently, deep learning neural networks have become the state-of-the-art machine learning technique in several different domains such as Computer Vision and Natural Language Processing [28] . While they can take in standard manually extracted features, one of their main advantages is their ability to automatically learn salient features just by analyzing input and output pairs. This provides them the opportunity to discover more powerful features than previously known, achieving higher accuracy. Current state-of-the-art WF attacks [36, 38] indeed outperform prior manual feature extraction attacks in settings with sufficient amounts of data.
One significant drawback of deep learning, however, is that it generally requires a large amount of training data. As a result, deep learning WF attacks have struggled to outperform traditional WF attacks in low-data scenarios. The current best deep learning WF model by Sirinam et al., for example, achieves similar results as CUMUL, the state-of-the-art manual feature extraction attack, when both use small amounts of training data [38] . Performance issues in low-data scenarios can be a serious issue for WF attacks: since website traces change quickly (i.e., in the span of a few hours to a few days), the attacker must frequently update her database of traces to match user traffic [24] . Consequently, the adversary naturally needs to be stronger to collect the larger amounts of traces required for deep learning based attacks, which weakens the attack in practice.
Our Contributions
In this work, we focus on answering the following question:
Can deep learning WF attacks achieve improved accuracy over prior state-of-the-art WF attacks even with small amounts of training data?
We answer this question affirmatively using our new attack called Var-CNN, a semi-automated feature extraction (i.e., benefitting from both manual feature extraction and automated feature extraction) WF attack based on deep learning. To the best of our knowledge, Var-CNN is the first deep learning WF attack specifically tailored to network packet sequence classification. Var-CNN's base architecture uses ResNets [17] , state-ofthe-art convolutional neural networks (CNNs) in Computer Vision. Beyond the standard model architecture, Var-CNN uses the following key insights about the nature of packet sequences to achieve high performance: 1. Packet sequences have a fundamentally different structure than images or other datasets traditionally classified using CNNs. For instance, numerical digits in the MNIST [29] dataset are composed of individual edges that can be detected by small feature detectors. Packets, on the other hand, typically have a more intertwined, global relationship (e.g., packets at the beginning of a trace can cause a large ripple effect throughout the whole trace). Unfortunately, simply increasing the size of individual feature detectors results in an unwieldy increase in the computational and memory overhead. Instead, we explore the use of dilated causal convolutions, a variation found in Audio Synthesis [42] and Computational Biology [15] research, to exponentially increase feature detector size without increasing runtime ( §4.3). 2. Unlike Computer Vision model inputs, which are highly abstract, network packet sequences naturally leak some cumulative statistical information such as the total number of packets, total time, etc. Although these manually extracted cumulative features achieve poor standalone accuracy, we overcome this problem by combining them with our dilated ResNet during training rather than after. This allows Var-CNN to be the first deep learning WF attack that combines both manually extracted and automatically extracted features to improve the model's overall performance ( §4.4). 3. To the best of our knowledge, packet timing information has only been used minimally in prior art WF attacks. In contrast, the input generality and power from ResNets and dilated causal convolutions allow us to retain performance under a domain change from direction information to packet timing information, showing that timing leaks a significant amount of information ( §4.5). Moreover, we show that combining the direction and timing information of a packet sequence results in a more accurate overall model ( §4.6).
By incorporating the above three insights into Var-CNN, we achieve substantial improvements over prior art in both the open-and closed-world in every experimental scenario tested. For instance, with 900 monitored sites and 2500 monitored traces per site in our largest closedworld, Var-CNN improves prior art accuracy from 96.5% to 98.8%. In our largest open-world setting tested, Var-CNN attains over a 1% better true positive rate (TPR) than prior art while achieving a 4× lower false positive rate (FPR). In addition, Var-CNN has significant improvements over prior art in settings with small amounts of training data, making the WF attack easier to carry out by weaker attackers. For instance, with 100 traces for each of 100 monitored sites in a low-data closed-world, Var-CNN achieves 97.8% accuracy, whereas it would take prior art 5× as much training data to achieve a comparable accuracy of 98.1%. In a low-data open-world with just 60 monitored traces and 6000 unmonitored training traces, Var-CNN reduces prior-art FPR by 3.12% while increasing TPR by 13%. In §6.2, we provide an intuitive explanation for why Var-CNN works well in these settings. Moreover, although we used ResNets here as our baseline CNN architecture, many of our insights are architecture-independent and thus can be applied to any future deep learning-based attack.
Background and threat model
Tor [11] consists of decentralized volunteer servers that relay their users' packets without any delays or cover traffic. While this has allowed Tor to scale to a large number of users, this also enables adversaries monitoring traffic entering and leaving the Tor network to potentially deanonymize users. In particular, the website fingerprinting (WF) threat model allows an adversary to monitor just the connection between a user and the network, as shown in Figure 1 . The adversary is a passive observer, meaning she will not drop, modify, or insert any packets. Examples of such adversaries include routers, internet service providers, autonomous services, and compromised Tor servers. The adversary is interested in identifying visitors of a number of websites, which we call monitored websites; we call all other websites unmonitored websites. The adversary visits the websites on her own and creates a database of traces, sequences of packets and their timestamps generated while visiting a website. From here on, we refer to whether a packet was incoming or outgoing as direction data and the time delay between two consecutive packets as time data. Once the database is created, the adversary monitors and collects users' traces and uses the database to classify them as belonging to either the monitored or unmonitored set of websites.
Attacker settings
We consider two different attacker settings, closed-world and open-world.
Closed-world.
In this setting, we assume that users only visit a well-known set of monitored websites. Here, the adversary trains on a number of traces from these sites and aims to classify different traces from the training set into one of the monitored websites. We use accuracy to define the effectiveness of the attacker, which is simply the proportion of monitored traces correctly identified. Although the closed-world is less realistic-it assumes the adversary knows every site a user visits-it is a useful measure of a classifier's ability to distinguish between websites.
Open-world. In the real world, users can visit websites that the adversary does not know. Open-world settings emulate this scenario by allowing users to visit both monitored and unmonitored websites (i.e., websites that the adversary does not deem sensitive). Just like in the closed-world, the adversary trains on different traces from those being tested on. In addition, the adversary can bias her classifier by training on some number of unmonitored sites. Though there is no overlap between unmonitored training and testing sites, learning how to distinguish one set of unmonitored sites often helps with others, as we will see empirically in §5. 2.4. In the open-world setting, we use three metrics to measure classification performance, two-class true positive rate (Two-TPR), multi-class true positive rate (Multi-TPR), and false positive rate (FPR). Two-TPR is the proportion of monitored traces correctly classified as any monitored site, and it applies to an adversary who only cares about identifying users who visit the monitored class in general. Multi-TPR is the ratio of monitored traces correctly classified as a specific monitored site. An adversary using this metric might assign different penalties to different monitored sites. Finally, FPR, the ratio of unmonitored traces incorrectly classified as a monitored site, measures the adversary's level of false identification.
Assumptions
Prior WF attacks and Var-CNN assume the following [24] : -Replicability. Given the uncertainty of real user conditions, the WF attacker assumes her training data will be representative of actual Tor traffic sequences. -Applicability. The adversary assumes she can apply the WF attack effectively in practice.
There are, however, several criticisms regarding these assumptions. First, the replicability assumption may be too strong for a few reasons: 1. Unless sites with dynamic content changes such as AJAX or Javascript are adequately represented in the training set, the adversary would believe a nonstatic page is actually static. 2. Training on one Tor Browser version while a user uses a different version could possibly result in different underlying protocols being used.
Varying latency in Tor connections causes different
inter-packet timings. 4. The types of websites the adversary trains on may not match the types of websites real users visit. For instance, the adversary might train her classifier on Alexa's most popular sites [1] whereas real Tor users might visit more private sites.
Second, the applicability assumption faces the following issues: 1. The adversary might not know when traffic from one website starts or stops, or whether a user visits multiple websites at the same time. 2. Noise traffic (e.g., from listening to music or downloading a file in the background) might confuse an attacker.
While some work has been done in applicability such as learning how to split traces and remove background noise [45] , there remain important problems in replicability due to the privacy concerns of collecting realistic datasets from actual Tor users. Our work does touch upon the replicability concern of data freshness with dynamic websites, showing that deep learning attacks can perform well with small amounts of training data. However, we acknowledge that, similar to most prior work on WF attacks [6, 12, 16, 34, 35, 43, 44] , there still exist replicability and applicability assumptions that could make the WF attack less powerful in practice.
Related work
We now describe prior work in greater detail.
Manual feature extraction attacks
In the past, several WF attacks with manually extracted features have been proposed, each directing attention to-wards the susceptible components of the protocol studied [4, 6, 7, 12, 16, 18, 19, 30, 32, 34, 35, 40, 43, 44] . For example, early work used weaknesses in HTTP 1.0 to take advantage of distinct resource length leakage, such as the size of images, scripts, and videos [7, 19, 40] . Subsequent protocols hid resource lengths, so later attacks focused instead on extracting information from packet lengths leaked by HTTP 1.1, VPNs, and SSH tunneling [4, 18, 30, 32] . Since then, Tor and other anonymous networks that hide packet lengths have emerged. Consequently, attacks in the last few years have focused on using a broad set of manually extracted features [6, 12, 35, 44] [34] is the best performing manual feature extraction attack in vanilla WF settings, achieving 97.3% accuracy in a small closed-world with a large number of traces [38] . While manual feature extraction attacks work well in some settings, they are fundamentally restricted by their feature set. For instance, Hayes et al. pointed out that since CUMUL primarily relies on packet ordering, it suffers significant decreases in accuracy against simple defenses that perturb this information [16] . In addition, even though a broad feature set as in Hayes et al.'s k-FP [16] and Wang et al.'s k-NN [43] mitigates information loss to a defense, these attacks are still only as good as their feature set. For instance, while neither could effectively use timing, our model achieves a nontrivial increase in performance when incorporating timing. This exemplifies how difficult it can be for humans to manually extract features.
Automated feature extraction attacks
Recently, a few authors have proposed work on automated feature extraction (AFE) WF attacks using deep learning neural networks [3, 36] . Compared to traditional attacks, these attacks perform AFE over raw in-put sequences, removing the need for feature design. In an earlier work, Abe and Goto [3] used a stackeddenoising autoencoder (SDAE), a neural network that tries to create a compressed version of its input, to perform AFE. Their model performed worse than Wang et al.'s k-NN with manual features. Later, Rimmer et al. [36] studied preliminary applications of SDAEs, recurrent neural networks (RNNs), and convolutional neural networks (CNNs) and showed that AFE models can slightly outperform prior art when using large amounts of training data.
The current state-of-the-art WF attack is Sirinam et al.'s [38] Deep Fingerprinting (DF) attack, which uses a CNN architecture similar to Simonyan et al.'s VGG model [37] . DF showed improvements over prior art in both closed-and open-world settings. However, with small amounts of training data (i.e., less than 200 traces in a closed-world with 95 monitored sites), DF achieved marginal to no improvements over prior art, with both attacks at around 90% accuracy when using 50 traces [38] . Even so, to the best of our knowledge DF is currently the strongest attack to date in all domains. Thus, we note several key differences between Var-CNN and DF: -We employ several novel insights specific to packet sequence classification including dilated causal convolutions, cumulative statistical information, and timing data ( §4).
-We show that Var-CNN outperforms DF in every
open-and closed-world setting tested, regardless of the amount of data used ( §5). -Our model has noticeable improvements in settings with small amounts of training data. This is significant because of the following reasons: 1. Deep learning models typically do not work well with smaller training sets.
Smaller training sets result in faster training
times.
Smaller training sets directly correspond to less
work for the adversary as she needs fewer resources and less time to collect a database. The last point in particular strengthens WF attacks by allowing weaker adversaries to launch successful WF attacks and by reducing the chance of data staleness.
Var-CNN: Model variations on CNN
We first give a short background on convolutional neural networks and then present details of Var-CNN.
Convolutional neural networks
Convolutional neural networks are part of a class of machine learning techniques called deep learning. Unlike traditional machine learning, deep learning has the expressive power to automatically extract features from raw input data by using several hidden layers and nonlinear activation functions such as ReLUs [28] . In our application, we use a convolutional neural network (CNN) due to its hierarchical abstraction of features and reuse of features through local connectivity. CNNs, which consist of three basic types of layers, can express complex relationships between locally-defined features to construct more abstract features [27] . Specifically, convolutional layers make use of input translational invariance (i.e., a feature appearing in multiple places) to have locally-connected filters convolve over the entire input and create feature maps. By default, each filter spans a small receptive field, which will be further discussed in §4.3. Pooling layers combine adjacent activations from feature maps and downsample their input. Finally, fully-connected layers at the end of the network do away with local connectivity to have every neuron connected to every neuron in the prior layer. In recent CNNs [17, 41] , fully-connected layers have only been used in the final softmax layer since they introduce a large number of additional parameters. The softmax layer, discussed in §4.7, represents a probability distribution over the set of possible classes and gives the network's confidence in a certain prediction.
Var-CNN baseline architecture
Our baseline CNN architecture ( Figure 2 ) is based on the state-of-the-art CNN for Computer Vision, ResNet [17] . ResNet comes in several different sizes, and here, we use the smallest variant with just 18 layers total to minimize training costs. ResNet-18 has 4 separate stages each consisting of 2 convolutional blocks. Each block contains 2 convolutional layers with batch normalization [22] and ReLU non-linearity in-between. In addition, the key feature of ResNets that helps in the op- Connections with a plus sign next to them indicate skip connections, which add the input of a block to its output. A dotted skip connection indicates that the input is downsampled before being added so that its dimensionality matches that of the block's output.
timization of larger networks is a residual "skip" connection between the input and output of a block. The idea here is that deeper networks can be hypothetically created from shallower networks by simply making deeper blocks copy previous blocks.
For instance, consider a regular block that transforms its input out = F (x), where F (x) is a series of convolution layers and nonlinearities. If the aforementioned identity mappings are optimal, then the block will have to fit the identity function, something hard to do for a sequence of nonlinear layers. On the other hand, if we explicitly introduce the identity into each block, out = F (x) + x, it is much easier for Stochastic Gradient Descent to fit the nonlinear block to zero than [42] ). Each layer doubles the dilation rate, starting from a dilation rate of 1, or normal causal convolutions. This results in an exponential increase in receptive field size compared to a linear increase with normal causal convolutions (see Figure 3 ).
to the identity function [17] . Therefore, residual connections add the identity from each block to the output, easing larger network optimization. This aids in higherlevel feature extraction and increases expressive power.
We train using the Adam optimizer, a variant of stochastic gradient descent, to increase computational efficiency and accelerate convergence [26] . By default, our ResNet-18 takes in packet direction information as input (i.e., 1's and -1's that represent packets going to and away from the web server, respectively). In the following sections, we present our augmentations to the baseline ResNet-18.
Dilated causal convolutions
With traditional convolutional operations, filters in each layer convolve with their input volumes to produce feature maps. Specifically, in ResNet-18, each filter has a small receptive field of size 3, meaning that it can only operate on inputs that are at most two apart from each other. Of course, higher-up layers operate on lower layers, compounding receptive field, but this still results in each layer having a receptive field that only grows linearly with the number of layers, as shown in Figure 3 .
While a linear increase may be sufficient in image classification problems where the inputs typically con-tain smaller and more locally-defined features, packet sequences often have a much more long-term and intertwined structure. For instance, consider classifying a human face. Typically, the classifier would first detect smaller facial features such as eyes, mouth, and ears, and combine these features at a higher level to detect a face. The smaller features happen within local spatial regions and can thus be detected with linear receptive field increases. In contrast, when a user contacts a server to download data, that might cause a cascading ripple effect wherein several hundred streams of packets are sent before that one transmission is completed. This insight about the long-term and temporally-related nature of packet sequences motivates the following exploration of dilated convolutions.
Strictly speaking, a larger increase in receptive field size could be achieved through uniformly larger filters. However, in practice this results in far more weight parameters and thus increases training time and memory. RNNs such as Long Short-term Memory Networks [20] have also traditionally provided support for temporal data, but we found that the length of our packet sequence proved to be prohibitively long for current RNN optimization techniques. 1 Instead, we build long-term temporal understanding into our CNN model by utilizing dilated convolutions [42, 47] , convolutions that skip inputs at a certain dilation rate. Intuitively, instead of taking a fine-grain view of a small input region, dilated convolutions allow the network to take a coarse, wide view of the network, as shown in Figure 4 . Since the actual filter used in dilated convolutions is still the same as in regular convolutions, the number of parameters and training cost do not increase.
Our model doubles dilation rates in every convolutional layer until hitting an upper-bound of dilation 8, upon which it cycles back to dilation 1 (i.e., dilation rates are {1, 2, 4, 8, 1, 2, 4, 8, . . . }). Instead of a linear increase in receptive field size, this results in an exponential increase, albeit for a small number of steps, as shown in Figure 4 . This technique has shown to be effective in Image Segmentation [47] , Audio Synthesis [42] , and Computational Biology [15] .
Finally, as did Oord et al. in their WaveNet model [42] , we also combine dilated convolutions with 1 We believe that the packet sequence is prohibitively long to train on RNNs due to vanishing gradients, wherein the gradient updates are essentially lost after backpropagating through such a long sequence.
causal convolutions, which simply restrict every neuron to only look at neurons from previous timesteps. This helps Var-CNN better map the inherent temporal dependencies of packet sequences. For instance, we found that using dilated causal convolutions results in an increase in accuracy from 94% to 96% in a closed-world of 100 monitored sites and 90 monitored instances.
Cumulative statistical features
In addition to automatically extracting features from the raw data with ResNet-18, we also provide seven basic cumulative features to the model. These features include the total number of packets, the total number of incoming packets, the total number of outgoing packets, the ratio of incoming to total packets, the ratio of outgoing to total packets, the total transmission time, and the average number of seconds to send each packet.
Based on our experiments, a fully-connected layer with cumulative features as input achieves only 35% accuracy in a small closed-world (100 sites, 90 instances). Due to the low accuracy, if we combined the metadata input and ResNet-18 post-training by averaging their softmax outputs, it would reduce the overall accuracy (see Appendix A for further details). For example, in a small closed-world, adding metadata post-training results in an accuracy decrease in the dilated causal ResNet-18 from 96% to 95%. Instead, we combine the fully-connected metadata layer with the ResNet-18 during training by concatenating their outputs, as shown in Figure 5 . Finally, after concatenation, the combined output is sent through another fully-connected layer with Dropout regularization [39] before going to the final softmax output. Intuitively, this in-training ensemble scheme allows for the ResNet-18 AFE model to automatically learn how to supplement its strong predictions with the weak predictions from cumulative manually extracted features. In practice, for a small closed-world, this results in an accuracy increase from 96% to 97% for the dilated causal ResNet-18. We note that while improvements seem marginal in this small closed-world setting, they are amplified in more complex settings where accuracies are lower (e.g., see §5.2.1).
Var-CNN is the first WF attack to supplement automatically extracted ResNet-18 features with cumulative manually extracted features. Because of this, we consider Var-CNN a semi-automated feature extraction model.
Inter-packet timing
To the best of our knowledge, low-level timing data (i.e., the timestep at which a packet was sent or a close derivative of it) has never been effectively used in prior art. For instance, Bissias et al. [4] used inter-packet timings in an early WF attack. However, compared to prior art at the time using different features, their attack did not perform as well [16] . More recently, Wang et al. [43] used total transmission time as one of their features, and Hayes et al. [16] did a feature importance study using inter-packet times. As shown by Hayes et al., however, these low-level time features ranked 40 th -70 th in feature importance, making them essentially useless for classification.
Rather than dismiss packet timing, we applied the dilated ResNet-18 without metadata ( §4.3) and observed some interesting outcomes. Without changing any parameters and only switching direction information with inter-packet times, the ResNet-18 with packet timing data achieved accuracy nearly comparable to that of a ResNet-18 with direction data (96% to 93%, respectively, in a closed-world with 100 sites and 90 instances). Moreover, by combining it with the basic cumulative features described in §4.4, we were able to achieve a 1% accuracy improvement from 93% to 94% that is on par with what we observed for the direction ResNet.
In contrast to prior work with manually extracted timing features, the high accuracy of ResNet-18 with timing data indicates that packet timing does leak a significant amount of information. Apart from the suggested privacy leakage, Var-CNN with timing data highlights one of the key benefits of AFE over manual feature extraction: performance under domain shifts. Though no prior features have been discovered to effectively use timing data, the ResNet-18 is both general enough to take in any sequence-like input and powerful enough (with a strong ResNet architecture and our augmentations) to perform well with these inputs.
As we will see in §5.2.1, ResNet-18 with time data is not as accurate as ResNet-18 with direction data. However, we describe a way to combine the two in §4.6 to improve the performance of the final classifier.
Ensemble of timing and direction
In §4.4, we combined the ResNet-18 with cumulative features in-training since the fully-connected layer with cumulative features alone was far less accurate than S1 = 0.5 S2 = 0.3 UM = 0.2 S1 = 0.3 S2 = 0.4 UM = 0.3 S1 = 0.7 S2 = 0. the ResNet. In contrast, both the time and direction ResNets with cumulative features are highly accurate (as we will see in §5.2.1). Consequently, we found that their accuracy actually dropped (from 97% for the direction model to 95% for the direction and time model in a small closed-world) when combining them during training. This is most likely due to overfitting caused by training on essentially 2× the number of parameters, which makes the underlying optimization problem much more difficult (see Appendix A for further details). Instead, to effectively combine direction and timing, we take the arithmetic mean of their softmax outputs after training each model separately. This has the advantage of making each individual optimization procedure no more parameter-intensive than the original, singlemodel optimizations. We experimented with other averaging schemes (see Appendix A for further details) and found that even the optimal weighted average (i.e., the highest performing average over the test set) always used each model equally, plus or minus a small . Since a simple arithmetic mean is near-optimal, the final Var-CNN model performs this over the outputs of the ResNet-18 direction and time models with cumulative features, as shown in Figure 5 . In §5.2.1, we provide empirical results that show how the averaging scheme described here provides consistent improvements over the accuracy of each individual model.
Confidence threshold
As the final step of our attack, we apply a post-training threshold on the softmax probability output of the network (indicated by the "TH" block in Figure 5 ). If the output class probability is less than this threshold, we change the predicted class to the unmonitored class. Intuitively, this can be explained as defining a certain minimum bound on model certainty before classifying a sample. If a model is not certain about its classification as a monitored website, we assume that the testing input was really an unmonitored website that only partially matched a monitored site, and we classify it as unmonitored.
The threshold constraint also allows for direct control over TPR and FPR trade-off. Prior manual feature extraction work achieved this using methods such as classify-verify [24] , using an additional classifier on top of features outputted from a primary classifier [16] , and changing the number of nearest neighbors in k-NN [16, 43] . However, in the case of using a different model to perform final classification, this results in increased computational time due to training multiple models and decreased accuracy due to information loss between the feature extractor and classifier. Additional schemes such as classify-verify and adjusting the number of nearest neighbors require re-training to adjust trade-offs.
In contrast, Var-CNN allows us to easily adjust thresholds post-training. With a threshold of 0, this is the equivalent of not applying any model constraint. When the threshold is 1, we restrict the network to only classify websites as monitored if it is 100% certain, decreasing the number of true positives and false positives. We discuss empirical results for the TPR-FPR trade-off in §5.2.2. We further note that since confidence thresholds result from having a final discrete softmax probability output, both Rimmer 
Var-CNN evaluation
In this section, we describe our experimental setup and evaluate Var-CNN.
Experimental setup

Dataset
Unfortunately, Sirinam et al.'s dataset was not available at the time of writing. Instead, we evaluate our attack on the Rimmer et al. dataset [36] , which was publicly available. However, since the public dataset does not have enough information to extract inter-packet time and metadata, we processed their unfiltered dataset, which we obtained upon request.
This dataset has a total of 900 monitored sites each with 2,500 traces. For open-world, there are a total of 500,000 additional unmonitored sites, each with only 1 trace. Both the monitored and unmonitored pages were compiled from the Alexa list of most popular sites [1] , and with over 2.75 million total traces, it is one of the largest and most up-to-date WF datasets in existence.
For each of our three different models, we feed in a different set of features representing a given trace. The direction ResNet-18 takes in a set of 1's and -1's that represents the direction of each packet. The numbers 1 and -1 respectively denote outgoing packets (which travel toward the web server) and incoming packets (which travel toward the client). The time ResNet-18 takes in a sequence of floats that represent the time delay between when a current packet and the previous packet is sent. The metadata model takes in seven floats (for the seven cumulative statistical features described in §4.4). Since CNNs only take in a fixed-length input, we pad and truncate each set of inputs to the direction and time models to the first 5,000 values. This is consistent with prior work [36, 38] and strikes a balance between the computational overhead of larger sequences and the information loss of smaller sequences.
Training/Validation/Test Split
In all our experiments, we use the exact same training, validation, and test data for both Var-CNN and DF [38] . Although manually extracted attacks used cross-validation on smaller datasets [16, 34, 43] , this is computationally infeasible on our larger dataset. Instead, we follow the best practices of the deep learning community and the practices of Sirinam et al. [38] and split data into a training, validation, and test set. No random data split favors any model because we use the same split for both models.
In all our settings, we used a random 10% of all monitored traces (i.e., 10% of the traces from each website) for testing and a random 5% of the remaining 90% of all monitored traces (regardless of website) for validation. While the number of unmonitored training and testing sites differs with every setting, we use a random 5% of all unmonitored training sites for validation. There is no overlap between data used for training, validation, and testing. In addition, note that we use the validation set to time learning rate decays and stop model training (see Appendix A.2 for further details).
Model Implementation
To implement Var-CNN, we use Keras [8] with the Ten-sorFlow [2] backend. As Sirinam et al.'s code was not available at the time of writing, we reimplemented their model with their guidance in the same Keras and Tensorflow environment they used [38] . Given that neural networks train several times faster on GPUs due to data parallelism, we run our experiments on NVIDIA GTX 1080Ti workstations at our organization with 11 GB of GPU memory.
Hyperparameter Tuning
To determine hyperparameters for Var-CNN, we systematically go through each hyperparameter, sweeping a certain range of values while keeping all other hyperparameters constant. After finding a well-performing value, we fix it and then test other hyperparameters. As mentioned in §4, we measure performance using accuracy on the test set for a small closed-world with 100 sites and 90 instances. After selecting hyperparameters (e.g., architecture, regularization, and starting learning rate) on this small closed-world, we fix them for all subsequent open-and closed-world evaluations in §5.2. Our main reason for selecting hyperparameters once using a small dataset was to increase the speed of our research, and we reported closed-world accuracies in §4 simply to provide a metric for the performance differences of various Var-CNN architectural choices, not as a point of comparison against other attacks.
For further details on the specific parameters we used and for additional information on model design choices that worked and did not work, see Appendix A. Note that our parameter search was by no means extensive, especially for the ResNet-18 with packet timing data. It is entirely possible that different Var-CNN configurations perform differently on direction data versus time data, but we made a simplifying assumption to 
Experimental results
In this section, we discuss our various experiments and their implications.
Comparison of Var-CNN variants
We first compare the three different configurations of Var-CNN: direction, time, and ensemble. Figure 6 shows accuracies for these three configurations as we change the number of monitored traces in a closed-world setting. First, we observe that while the time model always gets less accuracy than the direction model, both are still highly comparable. For instance, with 1000 traces, the accuracy difference is only 0.9%, meaning both models are highly accurate. While prior art was unable to effectively use low-level timing data ( §4.5), we show that AFE can take advantage of this information. Var-CNN effectively classifies websites solely based on timing data without any major modifications.
Second, the ensemble model combining direction and time always has higher accuracy than either of its constituents. While this may seem obvious at firsttwo models must always be better than one-it suggests that the two models seem to complement each other's predictions. If both were highly confident on the exact same predictions, then the ensemble created by averaging their outputs would not improve. Instead, it appears that there are some situations where one model is more confident than the other, and vice-versa. These situa- tions average out such that the ensemble model produces better overall predictions than either of its constituents.
TPR-FPR trade-off
As discussed in §4.7, Var-CNN allows TPR-FPR tradeoff by changing the confidence threshold post-training. Using a higher confidence threshold, the attacker can lower FPR by assuming that traces predicted as a monitored site with low confidence are actually false positives. This greedy scheme naturally causes true negatives, i.e., monitored traces classified as unmonitored due to their relative dissimilarity to other monitored traces. A similar technique can also be applied to DF, and in Figure 7 , we plot this trade-off for both attacks in our largest open-world setting tested. As can be seen, both TPR and FPR decrease as the confidence threshold increases and the graph goes to the bottom left. For instance, with a threshold of 0.5, Var-CNN has a 98.01% Multi-TPR and a 0.36% FPR. As the threshold increases to 0.9, Var-CNN's TPR goes down to 93.68% but its FPR also goes down to 0.10%. With 100,000 unmonitored testing sites, this is a reduction of 260 false positives to only 100 false positives compared to the initial 360 false positives.
Another interesting trend is the difference between Var-CNN and DF FPR for the same Multi-TPR. When both attacks use a threshold of 0, for nearly the same TPR, DF has an FPR of 3.28%, which is over 7× that of Var-CNN at 0.45%. In addition, this difference gets larger for increasing Multi-TPR, indicating that Var-CNN has significant FPR benefits when the attacker needs to maximize TPR. 
Closed-world performance
We now consider closed-world experiments with varying amounts of training data. Figure 8 shows Var-CNN and Deep Fingerprinting accuracy as the number of traces increases for each of 100 monitored sites. First, observe Var-CNN's high accuracy even in settings with relatively small numbers of traces. For instance, with 100 traces, Var-CNN achieves 97.8% accuracy while DF achieves 93.6% accuracy. It would take 5× as much training data (i.e., 500 traces) for DF to achieve a comparable accuracy of 98.1%. In general, this accuracy difference does not stay stagnant over time. Rather, Var-CNN's accuracy improvements tend to increase as the number of traces decreases. For example, at 2000 traces, our largest amount tested, there is a 0.39% accuracy gap. This increases to 0.8% with 500 traces, 2.1% with 200 traces, 4.2% with 100 traces, 6.8% with 50 traces, and 11.75% with 40 traces.
As shown in Figure 9 , Var-CNN also has large accuracy increases in closed-world settings with many sites and a large number of traces per site. For instance, with just 100 sites and 2500 traces, both attacks achieve near comparable accuracy with a difference of 0.3%. However, as the number of monitored sites increases with no additional traces, the gap between Var-CNN and DF accuracy also increases to 0.6% with 200 sites (99.5% compared to 98.9%), 1.8% with 500 sites (99.2% compared to 97.4%), and 2.3% with 900 sites (98.8% compared to 96.5%). §6.2 provides a unifying explanation for the increasing accuracy gap phenomenon in both low-data and high-data scenarios.
Open-world performance
We now evaluate Var-CNN and DF in the open-world setting. Here, both the number of monitored traces per monitored site and the number of unmonitored training sites affect TPR and FPR. Generally, more monitored traces leads to a better knowledge of the monitored class and a higher TPR, while more unmonitored training sites biases the attack model towards correctly separating monitored from unmonitored, reducing FPR. Of course, these trends are not exact, as strictly increasing the number of unmonitored training sites also introduces noise in monitored classification, slightly reducing TPR.
We assume that the adversary can collect enough of both types of traces to balance out possible negating effects. Specifically, we quantify the attacker's data collection capabilities by using a varying number of monitored traces and unmonitored training sites in a 1:100 ratio. We now study how Var-CNN and DF perform under an adversary with varying data collection capabilities. For all our experiments, we picked confidence thresholds such that both attacks had a good balance of TPR and FPR and used these across all data settings.
In large open-worlds where the attacker must separate perhaps billions of unmonitored sites from monitored, false positives are often the limiting factor [34] . For example, with a million unmonitored traces, an FPR of even 0.1% results in 1,000 false positives. Observe in Figures 10a, 10b , and 10c that for both Var-CNN and DF, Two-TPR increases, Multi-TPR increases, and FPR decreases as the adversary's data collection capabilities increase. Assuming the probability of an unmonitored site falsely classified as a monitored site stays the same for an arbitrarily sized open-world, an adversary can thus reduce false positives and increase true positives by scaling the amount of training data. Furthermore, Var-CNN performs better than DF in these high-data settings (i.e., settings with a large number of traces per trial), with over 4× lower FPR (1.47% to 0.36%), over 1% better Two-TPR (96.45% to 98.07%), and over 1% better Multi-TPR (96.39% to 98.01%).
While Var-CNN outperforms DF in high-data settings, its accuracy improvements are especially useful as the amount of training data decreases. In Figures 10a, 10b, and 10c , we observe that the gap between Var-CNN and DF generally tends to increase as the amount of data decreases. For instance, the Multi-TPR gap is 2.22% with 1000 traces, 7.13% with 80 traces, and 13% with 60 traces. At these same scales, the FPR gap is 1.11%, 2.21%, and 3.12%, respectively, and the Two-TPR gap is 2.13%, 6.62%, and 11.34%, respectively. This indicates that an attacker with fewer capabilities for collecting large amounts of training data has a better probability of both fingerprinting a user while not falsely identifying them with Var-CNN. §6.2 relates this phenomenon to those observed in the closed-world setting and provides a possible unifying explanation.
Comparison against other attacks in the presence of WF defenses
While DF outperformed prior art on Sirinam et al.'s dataset [38] , these attacks have never been simultaneously tested on the Rimmer dataset [36] . In this experiment, we evaluate Var-CNN and DF against prior art in settings with and without WF defenses. Note that here we exclude k-NN [43] from our evaluation since it has been shown by several researchers to be less accurate than both k-FP and CUMUL [16, 34, 36, 38] . First, we assess our original assumption that DF is the current state-of-the-art WF attack. The first row in Table 1 shows Multi-TPR and FPR for all attacks in a medium-sized open-world with no WF defense. Since DF has a higher Multi-TPR and lower FPR than all prior art, it is still the current state-of-the-art attack, even on the Rimmer dataset [36] . As noted by Sirinam et al. [38] , it also performs comparably or slightly better than all prior art in WF defenses settings against Tamaraw and WTF-PAD.
Having shown DF to be the best prior-art attack in settings with and without WF defenses, we now assess Var-CNN's performance relative to DF. In the undefended scenario, Var-CNN (with a confidence threshold of 0.5) attains similar Multi-TPR to DF (with a confidence threshold of 0.7), 89.2% compared to 88.4%. However, it has a nearly 8× lower FPR, going from 8.6% to 1.1%. Thus, compared to Var-CNN, DF would incorrectly classify several more unmonitored websites as being monitored, thereby falsely identifying users. Table 1 . Open-world Multi-TPR and FPR for Var-CNN evaluated against three other state-of-the-art attacks. Evaluations are done in both natural settings (None) and WF defense settings against a constant-flow WF defense (Tamaraw) and a WF defense based on adaptive padding (WTF-PAD). We use 100 monitored sites, 100 monitored traces, 90000 unmonitored training sites, and 10000 unmonitored testing sites for this evaluation and simulate the attacks and defenses with the original code from each author. Note that Var-CNN gets higher Multi-TPR and lower FPR than any other attack, even in settings with WF defenses. Furthermore, note that Multi-TPR and FPR for Tamaraw is zero across nearly all attacks since the strong defense causes all attacks to classify every trace as unmonitored. The only exception is with k-FP, which we further explain in §5.2.5.
Defenses
Overhead Var-CNN DF [38] k-FP [16] CUMUL [ In the WF defense setting against Tamaraw and WTF-PAD, Var-CNN still retains significant improvements over DF and the rest of the prior-art. For example, with a Multi-TPR comparable to that of DF (88.8% compared to 86.2%, respectively), Var-CNN achieves a nearly 8× reduction in FPR from 5.4% to 0.7%. Against other attacks such as k-FP and CUMUL, Var-CNN has even greater improvements in both Multi-TPR and FPR.
Finally, we note that after trying several configurations of Tamaraw, we were unable to get a configuration that yielded non-zero Multi-TPR and FPR for all attacks. While k-FP did manage to get a 4% Multi-TPR against Tamaraw, the resulting FPR of 54.3% is too high to make reliable predictions. Indeed, it appears that our Tamaraw configurations were so strong that they caused most attacks to classify every instance as being unmonitored, resulting in 0% TPR and 0% FPR. In contrast, WTF-PAD (at least under the configuration we tested) sacrifices too much security for low overheads. As noted by Sirinam et al. [38] , it fails to protect against attacks like Var-CNN and DF, which achieve relatively high TPR and relatively low FPR.
Discussion
In this section, we discuss pertinent aspects of Var-CNN.
A note on runtimes
Note that with some experimental settings, both DF and Var-CNN could possibly achieve better accuracies if allowed to train for longer. However, this adds yet another parameter the attacker must optimize for and introduces additional training time overheads. We there-fore made a simplifying assumption here to use the same stopping scheme for each model across all experiments (see Appendix A for more details).
One of the weaknesses of Var-CNN is that it takes a longer time on average to train than DF due to the more complex underlying model (ResNet-18), additional fully-connected layer for basic cumulative features, and time model. For example, for a closed-world with 100 monitored sites and 100 traces per site, it took approximately 25 minutes to train Var-CNN using one GPU while it took around 4 minutes to train DF. These runtimes scale roughly proportionally with the amount of training data used.
While Var-CNN does cause increased runtimes, we believe they are offset by its much improved performance in all settings tested. For example, for DF to reach a comparable accuracy to Var-CNN in a closedworld with 100 sites and 100 traces, it would need approximately 5× the number of traces ( §5.2.3). Moreover, we can parallelize the training procedure to decrease runtimes. Since Var-CNN direction and Var-CNN time are independent models ensembled after training, they can be trained separately on two GPUs. In addition, recent work in Deep Learning research has shown that models can be massively parallelized by using larger batch sizes, special learning rate schemes, and more GPUs. A prime example of this is Goyal et al. [14] , who trained a ResNet-50 on a very large image classification dataset in just one hour. Previously, it would have taken several days to train on a single GPU.
Why does Var-CNN work in low-data settings?
As noted in §5. In this section, we provide a possible general explanation for these trends and relate them to the model techniques used in Var-CNN. For the following discussion, consider neural network optimization as finding a good hypothesis (i.e., one that achieves low training and generalization errors) among the overall hypothesis space. All of the above settings make the hypothesis space more vast and ambiguous to traverse. For instance, decreasing the number of monitored traces and unmonitored train sites (i.e., reducing the training data available to the classifier) provides less information for the optimizer to find a good hypothesis with low generalization error. On the other hand, increasing the number of monitored sites as in the second scenario expands the overall size of the hypothesis space with no additional optimization help from more monitored traces. As the hypothesis space changes, a modern convolutional neural network with enough weight parameters would still likely achieve good training accuracy, as shown by Zhang et al. [48] . However, as the optimization landscape is more vast and ambiguous to traverse, it would have an increasingly difficult time finding hypotheses that don't overfit to the training data (i.e., that have low generalization error).
In contrast, one of the key benefits of ensembles, as noted by seminal work [10] , is statistical. When the hypothesis space becomes unclear as with the above scenarios, ensembles help filter out bad hypotheses that overfit to the training data, making the overall model have better generalization capabilities. Given that Var-CNN is composed of two types of ensembles, one with an in-training combination of a dilated causal ResNet-18 and cumulative features and the other with a posttraining ensemble of direction and timing models, we suspect that these ensembles enable Var-CNN to perform especially well when the optimization landscape gets more complex to navigate. Empirically, this was also observed in §5.2.1, where the gap between the ensemble model and the best performing constituent increases as the number of monitored traces decreases.
Future work
Although Var-CNN outperforms prior WF attacks in every setting tested, especially with small amounts of training data, there are still many directions where it could improve. In this section, we discuss limitations of our work and possible avenues for future work.
More powerful baseline models. Since deep learning is a rapidly accelerating field [28] , applications of new model architecture breakthroughs could lead to better results. For instance, here, we used the ResNet architecture as our baseline CNN since it is currently the most widely used state-of-the-art Image Classification CNN. There are other Image Classification models such as larger variants of ResNets or DenseNets [21] that could give better results. In our preliminary tests with these architectures, however, we did not see significantenough accuracy improvements to justify their increased computational costs.
In addition, recent work on Synthetic Gradients [23] could lead to RNNs with the ability to train on much longer inputs (e.g., the packet sequences used in this work). Since RNNs were specifically made for temporal sequences, this model might understand long-term packet interactions better than dilated causal convolutions.
Regardless of the architecture choice, we would like to note that nearly all of the packet sequence classification insights used in this paper are architectureindependent and can thus be applied to most future deep learning attacks. For instance, dilated causal convolutions work with any CNN architecture and ensembles with cumulative features and timing data work with nearly all neural network models.
Data augmentation. A common technique in Computer Vision research is to artificially expand the training data size by using data augmentationcropping, rotating, flipping, shifting, and rescaling the image. This technique works in Computer Vision because the artificial data is often similar-enough to realworld data that it is useful to the model. Similar techniques for packet sequences, such as shifting them a random number of packets one way or the other, could be used to achieve even better low-data performance.
User-sourced datasets. As described in §2.2, there are two main types of assumptions, replicability and applicability. Both of these assumptions could be tested in a real-world user trial study. Here, an adversary would draft a number of real-world Tor users and monitor their packet sequences, sites visited (including back-ground traffic), and metadata settings (Tor versions, circuit latencies, etc.). This would enable them to know how strong the WF assumptions are in the real-world.
Adversarial machine learning. Regular WF defenses such as recent work by Lu et al. [31] and Wang et al. [46] degrade accuracy by blocking information leakage from sources such as inter-packet timing, packet sequence length, and burst patterns. However, more precise WF defenses could exist within the context of adversarial attacks on machine learning models [13] . Assuming the WF defender has some knowledge of the WF attacker model, she might be able to craft specialized perturbations to reduce the model's classification ability while introducing less overhead than more traditional WF defenses.
One challenging problem here is defining a useful constraint for adversarial attacks. Most work in adversarial machine learning has focused on image classification, where p norms constrain the total amount of pixellevel perturbation allowed for an image. With packet sequences, however, it is much harder to change individual inputs as they must obey temporal orderings. For example, an outgoing packet cannot be changed to incoming if that information is necessary in the future. The same argument applies to changing the timestamp of a packet. Thus, creating a specialized constraint for the set of all allowable perturbations will most likely be the focus of future work.
Finally, as with all attack-defense paradigms, while adversarial machine learning WF defenses might be able to initially defeat WF attacks, new WF attacks could be trained to become robust against these defenses. For instance, recent work by Mądry et al. has shown that by viewing adversarial machine learning within the context of convex optimization, one can train a model that is robust to adversarial input [33] . This would allow for a WF attack to be resistant to adversarial WF defense perturbations.
Code release. To support future work, we have made our code, including our re-implementation of DF, publicly available at https://github.com/sanjit-bhat/ Var-CNN. Please refer to Rimmer et al.'s paper [36] for instructions on downloading their dataset.
Conclusion
In this work, we present Var-CNN, a novel website fingerprinting attack that combines a strong baseline ResNet CNN model with several powerful insights for packet sequence classification: dilated causal convolutions, automatically extracted direction and timing features, and manually extracted cumulative features. In open-world settings with large amounts of data, Var-CNN achieves over 1% better TPR and 4× lower FPR than prior-art. In addition, Var-CNN's improvements are especially relevant in low-data scenarios, where deep learning models typically suffer. Here, it reduces priorart FPR by 3.12% while increasing TPR by 13%.
Overall, Var-CNN's model insights, which can be applied to most future neural network models, allow it to need less training data than prior art. This lowers the likelihood of data staleness performance issues and allows a weaker attacker with fewer data collection resources to successfully perform a powerful WF attack.
Appendices
A Var-CNN model design
To come up with the final Var-CNN model, we performed several different experiments testing various aspects of the model design. Here, we mention a few important results. For full parameter choices, please refer to our code.
A.1 Ensemble schemes
One of our main problems was deciding how to most effectively combine the direction, time, and metadata models. First, note that each model yielded varying standalone performance. For instance, in a closed-world with 100 sites and 90 monitored traces, both the direction and time models achieved above 90% accuracy while the metadata model consistently got 35% accuracy. If we just averaged all three models post-training, this caused an accuracy decrease since the metadata model was significantly worse than the other two. This finding led us to use metadata during training rather than after. In our tests, we noticed that adding metadata to both the direction and time ResNets acted as a stabilizer, reducing stochasticity and improving final accuracy. Intuitively, the overall model learned when to use the automatically extracted ResNet features over the manually extracted cumulative features, and vice-versa, balancing each source of information. Now that we knew to combine the ResNet with the cumulative features in-training, one remaining question was how to combine the direction and timing information. In early experiments, we tried to use in-training weight-sharing techniques. While this certainly did not double the number of model parameters, it resulted in an accuracy drop compared to the individual direction and timing models. This was likely due to the dissimilarity between direction and timing inputs (e.g., on a meta-level, the former is sampled from a discrete distribution while the latter from a continuous distribution). As a result, features learned from direction inputs were markedly different from those learned from timing inputs, and the shared model struggled to find a set of shared weights.
Unfortunately, the alternative to weight sharingan in-training combination of two separate direction and timing models-often led to reduced accuracy as the fundamental optimization problem got much harder with twice the number of parameters. Instead, we ensembled these models post-training by combining their softmax outputs. In our experiments, we compared various schemes for combining, such as using the validation set to find a weighted average and doing simple averaging, against a simple sweep to find the optimal weight. In most cases, our results indicated that the first method was overfitting the validation set, whereas a simple average usually achieved near-optimal accuracy. Therefore, for the final Var-CNN model we performed a simple average over the softmax outputs of the direction and time models trained jointly with metadata, as shown in Fig 
A.2 Learning rate decay and early stopping
Rather than having a fixed learning rate drop-off scheme with a fixed number of epochs, we found it much more effective to decide these based on validation set performance. Specifically, we started training with a learning rate of 0.001, the default value for the Adam optimizer [26] , and allowed the network to train for 5 epochs without improving validation accuracy before we reduced learning rate by a factor of √ 0.1 (i.e., new_lr = √ 0.1 * old_lr). The minimum possible learning rate was 0.00001, and we stopped training after not improving validation accuracy for 10 epochs, twice the number used for learning rate decay. We saved the best performing model on the validation set and reloaded this model to perform final classification on the test set.
Two parameters we experimented with here were the initial learning rate and the base patience used for learning rate decay. From our experiments, reducing learning rate from the default resulted in higher local minima in the loss landscape, while increasing learning rate did not improve model accuracy. Increasing base patience sometimes allowed for slightly better accuracy, but it also significantly increased the average number of epochs for training. With a base patience of 5, both the direction and time models used between 30-50 epochs across all experimental settings.
A.3 Dropout and 2 decay
With both the direction and time models, training accuracy reached around 99.99% by the end of training, indicating that the model may have overfit to the training data. To curb this, we tried various mechanisms, such as introducing Dropout [39] and 2 decay to the ResNet model and the final fully-connected layer after concatenating the ResNet and metadata models. We observed that 2 decay did not manage to reduce overfitting on the ResNet. However, using a Dropout rate of 0.5 on the final fully-connected layer did reduce overfitting to some extent, decreasing the generalization error. Here, we use 100 monitored sites and 100,000 unmonitored testing sites. For each setting, we use monitored traces and unmonitored training sites in a 1:100 ratio. We choose a confidence threshold of 0.5 for Var-CNN and 0.8 for DF. Results are in % and the x-axis is logarithmically scaled.
