of preprocessed daily solar radiation time series using neural networks. Solar Energy, Elsevier, 2010Elsevier, , 84 (12), pp.2146Elsevier, -2160Elsevier, . 10.1016Elsevier, /j.solener.2010 Forecasting of preprocessed daily solar radiation time series using neural networks The cumulated DC PV energy on a 6-months period shows a great agreement between simulated and measured data (R² > 0.99 and nRMSE < 2%). 
During this study, we use an ad-hoc time series preprocessing step before using neural networks.
Indeed, a data preprocessing including seasonal adjustment can improve ANN forecasting performances [Zhang, GP., Qi, M., 2005. Neural network forecasting for seasonal and trend time series, European Journal of Operational Research 160, 501-514]. Finally we validate the simulator on a 1.175 kWp mono-Si PV power grid connected on a wall of our laboratory. This validation step presents both additional difficulties: the PV modules are 80° tilted to horizontal and are localized at 10 km from the original station.
The paper is organized as follow: section 2 describes the context in which this research was done and the data we have used and introduces time series forecasting, presents several conventional prediction and modeling methods of daily irradiation data including ANNs. All these predictors are then tested and compared with the same 19 years data set in the section 3 (data used for training and validation of the ANN comes from the meteorological station of Ajaccio airport). At last, the global approach is validated and discussed on real tilted PV modules. Section 4 concludes and suggests perspectives.
Methodology

Context
In this work, measured global daily radiation data taken from a meteorological ground station are used to 
Time series forecasting
Where, X t is a time series, k p are the parameters of the autoregressive part, m q are the parameters of the moving average part and u t is an error term distributed as a Gaussian white noise, K p and M Q are parameters of seasonal autoregressive and seasonal moving average part. The d and D are non seasonal and seasonal difference and S is seasonal period. The optimization of these parameters must be made depending on the type of the series studied. To help us in this study, we chose to use grocer, a very complete toolbox compatible with the Scilab ® software [Dubois, E., Michaux, E., 2008: "Grocer: an econometric toolbox for Scilab", available at http://dubois.ensae.net/grocer.html]. The criterion adopted to consider when an ARMA model "fits" to the time series is the normalized root mean square error obtained by:
where x represents the measurement and y the prediction, using averaged values. This parameter is generated by the prediction of two years of radiation not used during the ARMA parameters calculation step. After several experiments the model best suited to the study of global radiation is an ARMA (2,2), its representation is:
Where k1=-1.47, k2=0.47, m1=-1.19 and m2=0.22. A Student"s T-test (introduced by William Sealy Gosset in 1908) has been used to verify that these coefficients were significantly different from zero and residual autocorrelogram tests have been computed to verify white noise error terms.
Moreover, we also wanted to study a simplest model among the different ARIMA techniques. We have chosen to study the AR type and we have found that the most interesting in this case was the AR(8).
Bayesian inference
The second classical technique we have chosen is called Bayesian inference [Diday, E., Lemaire, L., Pouget, J., Testu, F., 1982. Éléments d"analyse de données, Dunod, Paris ; Celeux, G., Nakache, J.P., 1994. Analyse discriminante sur variables qualitatives ISBN 2840540274, Polytechnica, 270 p., Paris Pole, A., West, M., Harrison, J., 1994. Applied Bayesian forecasting and time series analysis. ISBN 0412044013. Chapman and Hall/CRC.]. In this method, evidences or observations are used to update or to newly infer the probability that a hypothesis may be true. To estimate the probability that the series is in the state y k at time t, it is useful to use the Bayes theorem. This ideology is expressed mathematically by the following formula (where  represents the initial and known measured, k is the class and y k the value of this class, P is the conditional probability):
A practical way to solve this equation is to make the assumption of conditional independence as follows:
which leads to:
To use this kind of predictor, we must establish the conditional probability table of the series and so quantify the last term of the equation. For the optimization we have used Matlab ® software and we have been able to identify that the best prediction was obtained with 50 classes (0 < k < 51) and an order of J = 3.
Markov chains
In all the information that could influence the future evolution of the process. Future states will be reached through a probabilistic process instead of a deterministic one. The proper use of these processes needs to calculate firstly the matrix of transition states. The transition probability of state i to the state j is defined by p i,j . The family of these numbers is called the transition matrix of the Markov chain R, we have:
the formulation of the prediction can be resumed by:
The choice of the dimension of the transition matrix (number of class), and order of the chain (determination of the lag prediction) was done on Matlab ® . We obtained an optimal prediction for 50 classes and an order of 3:
where e k represents the set of basic vectors of the transition matrix.
K-Nearest Neighbors
The k-nearest neighbors" algorithm (k-NN) [ 
In this study we have chosen a k equal to 10. After this argument of the minimum search, the prediction can be written:
Artificial neural networks for prediction
Artificial neural networks (ANN) are intelligent systems that have the capacity to learn, memorize and create relationships among data. We present in this section an overview of this methodology in the context of time series prediction. An ANN is made up by simple processing units, the neurons, which are connected in a network 9 by a large number of weighted links where the acquired knowledge is stored and over which signals or information can pass. An input x j is transmitted through a connection, which multiplies its strength by a weight w ij to give a product x j w ij . This product is an argument to a transfer function f, which yields an output y i 9. Customization => new study on the number of hidden neurons, and the hidden layer to complete the process As a result of this iterative process, the selected network has 3 layers: input, hidden and output layers. There was no significant difference in the use of 1, 2 and 3 hidden layers architectures. Considering this fact one hidden layer was used in order to minimize the complexity of the proposed ANN model. We tried several input layer configurations, best results were obtained with 8 inputs which received the endogenous entries S t-1 ,.. , S t-8 normalized on {0,1}. We found that 3 neurons on the hidden layer were sufficient. Finally, as we wanted to predict the solar radiation at horizon 1, we have one neuron on the output layer t Ŝ . Concerning the activation functions the best results were obtained with the Gaussian (hidden layer) and linear (output layer) functions.
Concerning the training algorithm, many experiences enabled us to choose the Levenberg-Marquardt optimization (second-order algorithm) with 5000 epochs and  decrease factor (learning rate) of 0.5, all other parameters have default values. The ANN configuration leads to an output signal corresponding to a nonlinear auto-regression to the data entry:
where parameters W i,j,k represent interconnection weights between layers and b i,j bias correction coefficients.
The reader can find in the Appendix A the full list of these values for the most efficient ANN predictor.
We used the Matlab ® software and its neural network toolbox to implement the network. The Matlab ® learning, testing and validation were set respectively to 80%, 10% and 10%. These 3 steps constitute the training of the network, after which the weights and bias values are optimized. The training has concerned the years 1971 to 1987 and the performance function was the Mean Square Error (MSE). In the learning step, the data are presented to the ANN following a sequential order. The predicted values of global radiation are compared to the years 1988-89. Those years were not used during training.
Results and discussion
Results with non-stationary time series
In this section we examine if the proposed network was really interesting in terms of daily irradiation Figure 2 As can be seen the predictors other than AR (8) and ANN give the same results, slightly better than those obtained with a naive predictor. Although AR and ANN could be considered as the best predictors, nRMSE are important considering from the point of view of energetic applications such as grid management with decentralized grid connected systems. In order to improve these results, the possibility to determine a signal pretreatment as input of AR and ANN is discussed. As proposed in [Diday, E., Lemaire, L., Pouget, J., Testu, F., 1982. Éléments d"analyse de données, Dunod, Paris], it appeared interesting to make stationary the time 12 series as much as possible. So we try to find a treatment in order to eliminate seasonal components without changing the other information. This treatment is called a seasonal adjustment process. In the present study, we have considered the solar irradiation like a seasonal phenomenon. The choice of the methodology used depends on the nature of the seasonality. In our case the seasonality is very pronounced and repetitive, so very deterministic and not stochastic. In the next sections, we present how we have used the physical modeling of radiation to determine a stationarization methodology for the daily signal.
Result with stationary time series 3.2.1 Preprocessing proposed
In this section we present all the steps of an ad-hoc time series preprocessing. 
These treatments aim to create a new distribution without periodicity. Although the previous pre-treatment tends to make the time series stationary, a test of Fisher shows that seasonality was not optimal. According to seasonalities, a ratio to moving average can be used. This second ratio can be applied when there is no analytical expression of the trend. In this case, we find that H o led a new seasonality which is difficult to model. That is the reason why we considered a moving average ratio to overcome this flexible seasonality: The spectrum of the original series shows an important peak for the value 365 days that disappears after the pretreatment.
Comparison of ARIMA and ANN
In Table 2 , the statistical errors nRMSE obtained in the case of pre-treatment with the two best predictors (AR/ARMA and ANN) are shown. The results are systematically (but slightly) better with preprocessing. The reduction of the error prediction is low, but the difference between the two methods is significant, given the average and the confidence interval. A nRMSE reduction from 21.0% to 20.2% represents a gain of ~1%. Table 2 Table 3 details in both ANN pre-processing normalizations (clear sky and clearness indexes) the annual prediction errors obtained for the years 1988 and 1989. In this study (global horizontal radiation) no significant differences between the both stationarization methodologies ("clearness index" and "clear sky index") are noted. Table 3 The confidence interval is calculated after 8 training-simulations providing information on the prediction robustness. The weights are initiated before each simulation. With small confidence intervals, it can be said that there are very few local minimums. The ANN learning step error is obtained for RMSE < 10 -4 (fixed before the treatment), leading to the stop of the learning. The monthly average error is the error (nRMSE) generated by monthly average values of the global radiation prediction. It"s in fact the error of the monthly sum of global radiation. As can be seen the prediction is different from an average of 4% of the measured data. The negative MBE (-0.37MJ/m² and -0.32 MJ/m²) means that the solar potential is underestimated over the year. With nonordinary low irradiation days (thick cover cloud during the whole days causing a very low sunshine duration), a tendency to overestimate is noted. The determination coefficient R² is greater than 0.8 that is good in relation to the noise present in measurements. There should be a compromise between RMSE and nRMSE. The nRMSE, computed from the mean global radiation obtained on the season, are useful for comparison and optimization (20.17% for clearness index and 20.25% for clear sky index). But for the absolute interpretation of received energy we must look at the RMSE. In order to better understand the predictor performances, Figure 4 shows the errors of prediction and distinguishes the seasons for the years 1988 and 1989 for a clear sky pre-processing.
Best results in term of forecast are obtained in summer. These results can be used for example by energy managers who need to avoid using hydraulic power plants in dry season. The spring season is the most difficult to predict with accuracy given the climate instabilities of this period.
The absolute error is consistent. However, we find that in summer the error does not exceed 3.24 MJ / m² (900 Wh/m²), while the irradiation is important. MBE are found negative, which indicates an underestimation. The MBE is not significantly different from one season to another. Thus we always have the same prediction error, whatever the season. We systematically overestimate the days when the irradiation is minimal (winter).
Moreover it is very difficult to predict the days when the irradiation had to be theoretically important. We would undoubtedly have improved the results optimizing an ANN by season, but it would complicate the process, and tend to decrease the procedure robustness.
After presenting the pre-treatment to be performed on the series and after verifying its effectiveness, we propose in the next section to validate this process on a facade PV system.
Frontage PV
In order to validate the approach proposed, we decided to use the previous simulator on a real frontage PV system installed recently in our laboratory (Vignola near Ajaccio-Campo del"Oro). Two additional difficulties have to be overcome: the PV modules are tilted 80° to horizontal and are located at 10 km from the meteorological station of Ajaccio-Campo del"Oro.
System description
The system has a nominal power of 6.525 kWp composed by 1.8 kWp and 4.725 kWp amorphous and monocrystal PV modules respectively built in 6 independent power subsystems ( Figure 5 ). PV power predictions from ANN methodology described in this paper have been computed from the central part of the PV plant on the front side exposed to the south (azimuth zero) and tilted at 80° (Index "PV" on Figure 5 ). The PV system consists of 9 SUNTECH 175S-24Ac with 1.175 kWp nominal power connected to a 1.85 kW SUNNY BOY SMA inverter for PV production on the grid. The irradiance sensor used ( Figure 5 ) is an INGENIEURBÜRO SI-12TC
calibrated by the PTB Braunschweig (German national metrology Institute): scale range between 0 and 1200 W/m² requiring an annual quality control for calibration. Figure 6 we planed to use an ANN trained on the site of Campo del"Oro (10 km from the PV modules) with horizontal global radiation data. The training phase described in section 3 is performed; only the prediction phase is different because we need to transpose the tilted data to horizontal data for use the ANN (and the reverse process as output). everywhere. In the Eq 21, the diffuse and ground reflected radiations are implied in the bracketed term:
Predictor models and Results
In order to conduct an objective study, several forecasting experiments have to be completed in parallel. Their comparisons allow to generate interpretable results of PV power prediction (Eq.20). We have chosen to use models that have shown the best results in the horizontal case presented in previous sections, and also a naïve predictor for quantify the prediction quality. The selected models are: In the case of the wall-PV power system with 80° tilt, the maximum radiation value is obtained during the winter months concluding that the "E" process is the most relevant. ANN and ARMA perform almost similar, denoting the stochastic nature of the time series and thus the impossibility to predict the cloud effect on solar radiation. Table 4 These two processes present no significant differences; only these two predictors are considered in the following. Figure 7 shows the cumulative daily predicted PV power versus measured ones from January 15 to It is important to understand why the daily errors are significant. The first hypothesis is based on the high frequency noise series. In fact, the sampling frequency is the same as the frequency of the noise. It seems very unlikely that the ANN can predict "extra-ordinary days" at least if the previous day"s cloud cover is ordinary.
The second hypothesis is that ANNs (and ARMA) don"t take risks and propose irradiation value centered, on a mean value with a small standard deviation. The output of the network is then an "improved average" that fits the precursor trend of previous lags. Table 5 presents the decomposition for the ANN prediction errors ("E" process). Table 5 The decomposition of the error is quite significant. We understand easily that the total error committed is important: the combination of preprocessing and modeling data (tilting, normalization for ANN) induces an error of about 20%. Furthermore the year 2009 (Jan-June) is not representative, there was an escalation of 13% error due to specific meteorological conditions (rainy period). Moreover, the 80° module tilt is very destabilizing, because the winter is a period of high climatic instability, but also a period where irradiation (80°) is the most important.
To try to compare all prediction methods (A-F) in a last step, we tried to present a new factor that reflects the tendency of prediction (the first derivative linked to the signal predicted slope). In the case of the measured signal, we use the  m coefficient defined as follows (I is the measured values of PV electricity energy):
, and in the case of prediction using the coefficient  p (
Iˆrepresents the values predicted for the DC PV energy):
It is interesting to note that a Student"s T-test between the coefficient  m and  p for ANN and ARMA shows that predictions with the ANN process better represent the reality (t = 0.364 and p = 0.71 for ANN vs t = 0.584 and p = 0.56 for ARMA), recall that p-value is the probability that the averages between the forecasting and measured values are identical. So according to this indicator, on average, ANN is more representative than ARMA for the trend estimation. Table 6 Table 6   Table 6 presents the "" values and its results for the 4 classes considering for each interval, the number of events obtained on the studied period.
With this methodology we must recognize that ANN and ARMA are a little different. A-B processes are not efficient for daily DC PV energy predictions (Figure 8a ). It must be said that it is very difficult to distinguish the quality of prediction made with ANN or ARMA (Figure 8b ). Only the Student test used with the coefficient  m and  p allows separating the prediction quality of the two models with ANN slightly higher than ARMA. Finally, a new differential variable  has been introduced to study predicted tendency errors based on the first derivative predicted signal. According to a Student test, ANN and ARMA simulated daily irradiation profiles confirm the good accuracy for the predicted tendency at d + 1. These two methodologies are similar.
In the future, this tool (ANN) could eventually help the system manager, for implanting new PV systems especially on isolated electrical grid where 30% for renewable energy power system represents an integration limit. With operational prediction tools, this threshold can be increased to 50% allowing to limit the utilization of fossil plants to supply electricity.
Moreover, it seems important to study shorter time horizons (hour). As a matter of fact, electrical managers are also interested to horizons that can range from ½ hour to several hours: from 3 hours to 24 hours. In this new configuration, other ANN architecture types have to be studied: time delay, recurrent ANNs, etc.
In the long-term, it would be also very interesting to study a network trained on an urban data, and used on other site with equivalent geographical feature, and maybe combine both ANN and Geographic Information Systems (GIS) approaches. Table 5 . Decomposition of the nRMSE for electrical energy prediction ("E" process). Table 6 .
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