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Consider the minimal Sturm–Liouville operator A = Amin generated
by the differential expression
A := − d
2
dt2
+ T
in the Hilbert space L2(R+,H) where T = T ∗  0 in H. We
investigate the absolutely continuous parts of different self-adjoint
realizations of A. In particular, we show that Dirichlet and
Neumann realizations, AD and AN , are absolutely continuous and
unitary equivalent to each other and to the absolutely continuous
part of the Krein realization. Moreover, if infσess(T ) = infσ(T ),
then the part A˜ac E A˜(σ (A
D )) of any self-adjoint realization A˜
of A is unitarily equivalent to AD . In addition, we prove that
the absolutely continuous part A˜ac of any realization A˜ is unitarily
equivalent to AD provided that the resolvent difference ( A˜− i)−1 −
(AD − i)−1 is compact. The abstract results are applied to elliptic
differential expressions in the half-space.
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1. Introduction
Let T be a non-negative unbounded self-adjoint operator in an inﬁnite dimensional separable
Hilbert space H. We consider the minimal Sturm–Liouville operator A generated by the differential
expression
A := − d
2
dt2
+ T (1.1)
in the Hilbert space H := L2(R+,H) of H-valued square summable vector-valued functions. Follow-
ing [19,20] the minimal operator A := Amin is introduced to be the closure of the operator A′ deﬁned
by
A′ :=A D0, D0 :=
{ ∑
1 jk
φ j(t)h j: φ j ∈ W 2,20 (R+), h j ∈ dom(T ), k ∈N
}
, (1.2)
where W 2,20 (R+) := {φ ∈ W 2,2(R+): φ(0) = φ′(0) = 0}, that is, Amin := A′ . It is easily seen that A
is a closed non-negative symmetric operator in H with equal deﬁciency indices n±(A) = dim(H).
The adjoint operator A∗ of A = Amin is the maximal operator denoted by Amax. Self-adjoint ex-
tensions of A (are also called self-adjoint realizations of A) were investigated for the ﬁrst time by
M.L. Gorbachuk [19] in the case of ﬁnite intervals I . He proved that the traces of vector-functions
f ∈ dom(Amax) belong to the space H−1/4(T ), cf. (5.2) and, in particular, dom(Amax) is not con-
tained in the Sobolev space W 2,2(I,H). Based on this result he constructed a boundary triplet for
the operator Amax = A∗min = A∗ in the Hilbert space L2(I,H) and described all self-adjoint realiza-
tions of A in terms of boundary conditions. These results are similar to those for elliptic operators in
domains with smooth boundaries, cf. [4,24,34], and go back to classical papers of M.I. Višik [42] and
G. Grubb [23].
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in L2(I,H) has intensively been investigated by several authors for the case of bounded intervals I .
Their results have been summarized in the book of M.L. Gorbachuk and V.I. Gorbachuk [20, Section 4]
where one ﬁnds, in particular, discreteness criteria, asymptotic formulas for the eigenvalues, resolvent
comparability results, etc. Some results from [20] including the construction of a boundary triplet
were extended in [21,22,32] and [13, Section 9] to the case of semi-axis. In particular, in [21,22] the
Sp-resolvent comparability of two realizations of the form y′(0) = C j y(0), j ∈ {1,2}, was investigated.
For instance, Dirichlet and Neumann realizations are S1-resolvent comparable if and only if T−1 ∈S1
(cf. [21]).
However neither the absolutely continuous spectrum (in short ac-spectrum) nor the unitary
equivalence of self-adjoint realizations of A have been investigated in previous papers. We show,
cf. Lemma 5.1, that the domain dom(A) of the minimal operator A coincides algebraically and
topologically with the Sobolev space W 2,20,T (R+,H) := { f ∈ W 2,2T (R+,H): f (0) = f ′(0) = 0}, where
W 2,2T (R+,H) consists of H-valued functions f (·) ∈ W 2,2(R+,H) satisfying
‖ f ‖2
W 2,2T
:=
∫
R+
(∥∥ f ′′(t)∥∥2H + ∥∥ f (t)∥∥2H + ∥∥T f (t)∥∥2H)dt < ∞.
This statement is similar to the classical regularity result for minimal elliptic operators with smooth
coeﬃcients, see [4,24,34]. Besides we show that Dirichlet and Neumann realizations deﬁned as the
restrictions of A∗ to the domains
dom
(
AD
) := { f ∈ W 2,2T (R+,H): f (0) = 0},
dom
(
AN
) := { f ∈ W 2,2T (R+,H): f ′(0) = 0}, (1.3)
are self-adjoint, cf. Proposition 5.2. This statement is similar to that of the regularity of Dirichlet and
Neumann realizations in the elliptic theory (cf. [4,24,34]). It looks surprising, that these regularity
statements were not obtained in previous papers even in the case of bounded intervals.
Moreover, we show that the realizations AD and AN are absolutely continuous and unitarily equiv-
alent for any T = T ∗  0. We note that these results can easily be obtained using the tensor product
structure of AD and AN , see Appendix A.2. However, the method fails if the special tensor product
structure is missing. We investigate the spectral properties of arbitrary self-adjoint realizations of A
by using the corresponding Weyl functions.
We point out that the results substantially differ from those for Dirichlet and Neumann extensions
ADI and A
N
I of A on a bounded interval I . In the latter case the spectral properties of ADI and ANI strongly
correlate with those of T , cf. Appendix A.1. In particular, we show that in contrast to the case of a ﬁnite
interval, for any T = T ∗  0 none of the realizations of A on the semi-axis is pure point, purely
singular or discrete. Moreover, we prove that for any T = T ∗  0 the Dirichlet and the Neumann
realizations AD and AN are ac-minimal in the following sense.
Deﬁnition 1.1. (See [38, Deﬁnitions 3.5, 5.1].) Let A be a closed symmetric operator and let A0 be a
self-adjoint extension of A.
(i) We say that A0 is ac-minimal if for any self-adjoint extension A˜ of A the absolutely continuous
part (ac-part) Aac0 is unitarily equivalent to a part of A˜.
(ii) Let σ0 := σac(A0). We say that A0 is strictly ac-minimal if for any self-adjoint extension A˜ of A
the part A˜ac E A˜(σ0) of A˜ is unitarily equivalent to the ac-part A
ac
0 of A0.
Using the concept of spectral multiplicity function NA˜(·) of A˜, cf. Appendix B, Deﬁnition B.2, one
can rewrite Deﬁnition 1.1 as follows.
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valid for a.e. t ∈R.
(ii) A0 is strictly ac-minimal if for any extension A˜ = A˜∗ of A the equality NA˜ac (t) = NAac0 (t) holds for
a.e. t ∈ σ0.
One of our main results, which follows from Theorem 5.7, Theorem 5.8 and Corollary 5.9, can be
summarized as follows:
Theorem 1.2. Let T = T ∗ be a non-negative (not necessarily unbounded) operator in the Hilbert spaceH with
t0 = infσ(T ) and t1 = infσess(T ). Let also A˜ be a self-adjoint realization ofA. Then the following hold:
(i) Dirichlet and Neumann realizations AD and AN of A are unitarily equivalent, absolutely continuous
σac(AD) = σ(AN ) = σac(AN ) = [t0,∞).
(ii) Dirichlet, Neumann and Krein realizations AD , AN and AK ofA, respectively, are ac-minimal.
(iii) These realizations are strictly ac-minimal if and only if t0 = t1 .
(iv) If, in addition, either
( A˜ − i)−1 − (AD − i)−1 ∈S∞(H) or ( A˜ − i)−1 − (AK − i)−1 ∈S∞(H),
then the ac-part A˜ac of A˜ is unitarily equivalent to the Dirichlet realization AD .
(v) If t0 = t1 , then the ac-part A˜ac of A˜ is unitarily equivalent to the Dirichlet realization AD provided that
( A˜ − i)−1 − (AN − i)−1 ∈S∞(H).
At ﬁrst glance it seems that the ac-minimality of AD contradicts the classical Weyl–von Neumann
theorem, cf. [25, Theorem X.2.1], which guarantees the existence of a Hilbert–Schmidt perturbation
C = C∗ such that the spectrum σ(AD + C) of the perturbed operator AD + C is pure point. In fact,
Theorem 1.2 presents an explicit example showing that the analog of the Weyl–von Neumann theorem
does not hold for non-additive classes of perturbations. Indeed, Theorem 1.2 shows that for the class
of self-adjoint extensions of A the absolutely continuous part can never be eliminated. Moreover, if
( A˜ − i)−1 − (AD − i)−1 is compact, then even unitary equivalence holds.
We apply Theorem 1.2 and other abstract results to Schrödinger operators
L := − ∂
2
∂t2
−
n∑
j=1
∂2
∂x2
+ q(x) = − ∂
2
∂t2
− x + q, (t, x) ∈R+ ×Rn,
considered in the half-space Rn+1+ = R+ × Rn , n ∈ N. Here q is a bounded non-negative potential,
q = q ∈ L∞(Rn), q  0. In this case the minimal elliptic operator L := Lmin generated in L2(Rn+1+ ) by
the differential expression L can be identiﬁed with the minimal operator A = Amin generated in H=
L2(R+,H), H := L2(Rn), by the differential expression (1.1) with T = −x + q = T ∗ . Therefore and
due to the regularity theorem (see [24,34]) the Dirichlet LD and the Neumann LN realizations of the
elliptic expression L are identiﬁed, respectively, with the realizations AD and AN of the expression A.
Moreover, the Krein realization LK of L is identical with AK . This leads to statements on realizations
of L which are similar to those of Theorem 1.2. In fact, one has only to replace A by L in Theorem 1.2.
In addition, if the condition
lim|x|→∞
∫
|x−y|1
q(y)dy = 0 (1.4)
is satisﬁed, then LD and LN are absolutely continuous and strictly ac-minimal. In particular, σ(LD) =
σac(LD) = σ(LN ) = σac(LN ) = [0,∞).
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we apply the boundary triplet approach to extensions of symmetric operators, a tool that has been
intensively elaborated during the last three decades (see for instance [13,14,20] or [11] and refer-
ences therein). The key role in this theory plays the so-called abstract Weyl function introduced and
investigated in [13,14,12]. Moreover, the proofs invoke techniques elaborated in [2,10] and our recent
publication [38].
Namely, the proofs of unitary equivalence are based on some statements from [38] and [35], which
allow to compute the spectral multiplicity function NA˜ac (·) of the ac-part A˜ac of an extension A˜ = A˜∗
in terms of boundary values of the Weyl functions at the real axis, cf. Proposition 2.8 and Corol-
lary 2.9.
We construct a special boundary triplet for the operator A∗ (in the case of unbounded T = T ∗  0)
representing A as a direct sum of minimal Sturm–Liouville operators Sn with bounded operator po-
tentials Tn := T ET ([n − 1,n)), n ∈ N, where ET (·) is the spectral measure of T . The corresponding
Weyl function M(·) has weak boundary values
M(λ) := M(λ + i0) =w-lim
y↓0 M(λ + iy) for a.e. λ ∈R. (1.5)
This boundary triplet differs from that used in [13, Section 9]. It is more suitable for the investigation
of the ac-spectrum of realizations of A than that one of [13, Section 9]. Due to the property (1.5) the
statement (iv) of Theorem 1.2 follows immediately from our recent result [38, Theorem 1.1]. We note
that this is more than one can expect when applying the classical Kato–Rosenblum theorem [25,41].
Indeed, in accordance with its generalization by Kuroda [30,31], Birman [5] and Birman and Krein [8]
it is required that the resolvent differences in Theorem 1.2(iv), (v), belong to the trace class ideal S1
in place of the ideal S∞ of compact operators.
The paper is organized as follows. In Section 2 we present a short introduction into the theory of
boundary triplets and the corresponding Weyl functions. We recall here some statements on spectral
multiplicities as well as the main result from [38] that are used in the sequel.
In Section 3 we obtain some new results on symmetric operators S := ⊕∞n=1 Sn being an in-
ﬁnite direct sum of closed symmetric operators Sn with equal deﬁciency indices. First, let Πn =
{Hn,Γ0n,Γ1n} be a boundary triplet for S∗n , n ∈ N. In general, the direct sum Π =
⊕∞
n=1 Πn is not
a boundary triplet for S∗ = ⊕∞n=1 S∗n , cf. [26]. Nevertheless, we show, cf. Theorem 3.7, that each
boundary triplet Πn can slightly be modiﬁed such that the new sequence Π˜n = {Hn, Γ˜0n, Γ˜1n} of
boundary triplets possess the following properties:
(i) the direct sum
Π˜ =
∞⊕
n=1
Π˜n = {H, Γ˜0, Γ˜1}, H :=
∞⊕
n=1
Hn, Γ˜ j :=
∞⊕
n=1
Γ˜ jn, j ∈ {0,1},
is already a boundary triplet for S∗;
(ii) the extension S˜0 := S∗  ker Γ˜0 satisﬁes S˜0 =⊕∞n=1 S˜0n where
S˜0n := S∗n  ker Γ˜0n = S∗n  kerΓ0n =: S0n, n ∈N.
Moreover, the Weyl function M˜(·) corresponding to the triplet Π˜ is block-diagonal, that is, M˜(·) =⊕∞
n=1 M˜n(·) where M˜n(·) is the Weyl function corresponding to the triplet Π˜n , n ∈N. This result plays
a crucial role in the sequel. In particular, we show that the self-adjoint extension S0 =⊕∞n=1 S0n is
ac-minimal provided that the deﬁciency indices n±(Sn) are equal and ﬁnite. We also prove in this
section that if Sn  0, n ∈ N, then Friedrichs and Krein extensions S F and SK of S :=⊕∞n=1 Sn are
direct sums of Friedrichs and Krein extensions of the summands Sn , respectively, i.e., S F :=⊕∞n=1 S Fn
and SK :=⊕∞n=1 SKn , cf. Corollary 3.10. In a recent paper [27] Theorem 3.7 has been applied to 1D
Schrödinger operators with local point interactions.
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it is easy to construct a boundary triplet for A∗ . We prove here Theorem 1.2 in the case T ∈ [H] and
establish some additional properties of Krein’s realization as well as other realizations.
In Section 5 we extend the results of Section 4 to the case of Sturm–Liouville operators with un-
bounded non-negative operator potentials. We construct here a boundary triplet for A∗ using results
of both Sections 3 and 4 and compute the (block-diagonal) Weyl function. Based on this construc-
tion we prove Theorem 1.2 for unbounded T and establish some additional properties of Dirichlet,
Neumann and other realizations as well. In particular, we prove here the regularity results mentioned
above. Finally, in Section 6 we apply the abstract results to the elliptic partial differential expression L
in the half-space.
Appendix A is devoted to realizations of A admitting separation of variables, that is, to realization
having a special tensor structure Aτ = lτ ⊗ IH + IK ⊗ T where lτ is the Sturm–Liouville operator
in L2(R+). The investigation of spectral properties of these realizations is much simpler. However,
only such type realizations of A can be treated in this way. For the reader’s convenience Appendices B,
C, D are added. Here we brieﬂy describe the multiplicity function of non-orthogonal operator-valued
measures, recall the deﬁnition of ac-closure and its simple properties and ﬁnally present basic facts
on linear relations.
The main results of the paper have been announced (without proofs) in [37], a preliminary version
has been published as a preprint [36].
Notations In the following we consider only separable Hilbert spaces which are denoted by H, H,
etc. A closed linear relation in H is a closed subspace of H ⊕H. The set of all closed linear rela-
tions in H is denoted by C˜(H). A graph gr(B) of a closed linear operator B belongs to C˜(H). The
symbols C(H1,H2) and [H1,H2] stand for the sets of closed and bounded linear operators from H1
to H2, respectively. We set C(H) := C(H,H) and [H] := [H,H]. We regard C(H) as a subset of C˜(H)
identifying an operator B with its graph gr(B).
The Schatten–von Neumann ideals of compact operators are denoted by Sp(H), p ∈ [1,∞]. In par-
ticular, S1(H), S2(H) and S∞(H) stand for the trace class, Hilbert–Schmidt operators and compact
operators, respectively.
The symbols dom(T ), ran(T ), (T ) and σ(T ) stand for the domain, the range, the resolvent set and
the spectrum of an operator T ∈ C(H), respectively; T ac and σac(T ) denote the absolutely continuous
part and the absolutely continuous spectrum of a self-adjoint operator T = T ∗ .
2. Preliminaries
2.1. Boundary triplets and proper extensions
In this section we brieﬂy recall basic facts on boundary triplets and the corresponding Weyl func-
tions, cf. [12–14,20].
Let A be a densely deﬁned closed symmetric operator in a separable Hilbert space H with equal
deﬁciency indices n±(A) = dim(ker(A∗ ∓ i))∞.
Deﬁnition 2.1. (See [20].) A totality Π = {H,Γ0,Γ1}, where H is an auxiliary Hilbert space and
Γ0,Γ1 : dom(A∗) → H are linear mappings (trace operators), is called a boundary triplet for A∗ if
the “second abstract Green’s identity”(
A∗ f , g
)− ( f , A∗g)= (Γ1 f ,Γ0g)H − (Γ0 f ,Γ1g)H, f , g ∈ dom(A∗), (2.1)
holds and the mapping Γ := (Γ0,Γ1)ᵀ : dom(A∗) → (H⊕H)ᵀ is surjective.
Let us agree in what follows that the notation A ⊂ A′ means only the strict inclusion, i.e. the equality
A = A′ is excluded.
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The set of all proper extensions of A completed by the (non-proper) extensions A and A∗ is denoted
by ExtA .
(ii) Two proper extensions A′ , A′′ are called disjoint if dom(A′)∩dom(A′′) = dom(A) and transver-
sal if in addition dom(A′) + dom(A′′) = dom(A∗).
Any self-adjoint extension A˜ = A˜∗ is proper, A˜ ∈ ExtA . Moreover, if A′ and A′′ are disjoint and
self-adjoint, then dom(A′) + dom(A′′) is dense in dom(A∗).
A boundary triplet Π = {H,Γ0,Γ1} for A∗ exists whenever n+(A) = n−(A). Moreover, the relations
n±(A) = dim(H) and ker(Γ0) ∩ ker(Γ1) = dom(A) are valid. In addition, one has Γ0,Γ1 ∈ [H+,H]
where the Hilbert space H+ denotes dom(A∗) equipped with the graph norm of A∗ .
The concept of boundary triplets makes it possible to parameterize the set ExtA in terms of ab-
stract boundary conditions. To this end we denote by C˜(H) the set of closed linear relations in H.
For basic deﬁnitions related to linear relations we refer to Appendix D. In particular, the deﬁnitions
of the inverse and of the resolvent set of a linear relation are given there.
Proposition 2.3. Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗ . Then the mapping
ExtA  A˜ → Γ dom( A˜) =
{{Γ0 f ,Γ1 f }: f ∈ dom( A˜)}=: Θ ∈ C˜(H) (2.2)
establishes a bijective correspondence between the sets ExtA and C˜(H). We put AΘ := A˜ where Θ is deﬁned
by (2.2). Moreover, the following hold:
(i) AΘ is symmetric (self-adjoint) if and only if Θ is symmetric (self-adjoint).
(ii) The extensions AΘ and A0 are disjoint if and only if there exists a closed operator B in H such that
gr(B) = Θ . In this case (2.2) takes the form
AΘ = A∗  ker(Γ1 − BΓ0) =: AB . (2.3)
(iii) The extensions AB and A0 are transversal if and only if B ∈ [H].
The linear relation Θ (the operator B) in the correspondence (2.2) (respectively (2.3)) is called the
boundary relation (the boundary operator).
We emphasize that in the case of differential operators opposed to the von Neumann parameterization
the parameterization (2.2)–(2.3) describes the set of proper extensions directly in terms of boundary condi-
tions.
With any boundary triplet Π one associates two special extensions A j := A∗  ker(Γ j), j ∈ {0,1},
which are self-adjoint. Indeed, A j = AΘ j , j ∈ {0,1}, where Θ0 := {0} × H and Θ1 := H × {0}. By
Proposition 2.3, A j = A∗j since Θ j = Θ∗j . In the sequel the extension A0 is usually regarded as a refer-
ence self-adjoint extension. Further, if Θ is the graph of a closed operator B , i.e. Θ = gr(B), then the
operator AΘ is denoted by AB .
Note also that for any extension A0 = A∗0 ∈ ExtA there exists a boundary triplet Π = {H,Γ0,Γ1}
for A∗ such that A0 := A∗  ker(Γ0) (see [13]).
2.2. Weyl functions and γ -ﬁelds
It is well known that Weyl functions are an important tool in the direct and inverse spectral theory
of singular Sturm–Liouville operators. In [13,14,12] the concept of Weyl function was generalized to
the case of an arbitrary symmetric operator A with n+(A) = n−(A). Following [13,14,12] we recall
basic facts on Weyl functions and γ -ﬁelds associated with a boundary triplet Π .
Deﬁnition 2.4. (See [13,12].) Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗ . The functions
γ (·) :(A0) → [H,H] and M(·) :(A0) → [H] deﬁned by
5882 M. Malamud, H. Neidhardt / J. Differential Equations 252 (2012) 5875–5922γ (z) := (Γ0 Nz)−1 and M(z) := Γ1γ (z), z ∈ (A0), (2.4)
are called the γ -ﬁeld and the Weyl function, respectively, corresponding to Π .
It follows from the identity dom(A∗) = ker(Γ0) +˙ Nz , z ∈ (A0), where A0 = A∗  ker(Γ0), and
Nz := Nz(A) := ker(A∗ − z), that the γ -ﬁeld γ (·) is well deﬁned and takes values in [H,H]. Since
Γ1 ∈ [H+,H], it follows from (2.4) that M(·) is well deﬁned too and takes values in [H]. Moreover,
both γ (·) and M(·) are holomorphic on (A0). It turns out that the Weyl function M(·) is in fact an
RH-function (Nevanlinna or Herglotz function), that is, M(·) is an [H]-valued holomorphic function
on C \R satisfying
M(z) = M(z)∗ and Im(M(z))
Im(z)
 0, z ∈C \R,
which in addition satisﬁes the condition 0 ∈ (Im(M(z))), z ∈C \R.
Recall that a symmetric operator is said to be simple if there is no non-trivial subspace which
reduces it to a self-adjoint operator. It is easily seen (and well known) that A is simple if and only if
span{Nz(A): z ∈C \R} =H.
If A is simple, then the Weyl function M(·) determines the pair {A, A0} as well as the bound-
ary triplet uniquely up to unitary equivalence (see [13,14,29]). Thus, M(·) contains (implicitly) full
information on spectral properties of A0.
For a ﬁxed extension A0 = A∗0 of A a boundary triplet Π = {H,Γ0,Γ1} satisfying dom(A0) =
ker(Γ0) is not unique. We describe the situation in the following lemma.
Lemma 2.5. Let Π = {H,Γ0,Γ1} and Π˜ = {H˜, Γ˜0, Γ˜1} be boundary triplets for A∗ satisfying ker(Γ0) =
ker(Γ˜0) and A˜ ∈ ExtA . Let also M(·), M˜(·) and γ (·), γ˜ (·) be the correspondingWeyl functions and the γ -ﬁelds,
respectively and Θ = Γ dom( A˜), Θ˜ = Γ˜ dom( A˜). Then the following hold:
(i) There exist operators R0 = R∗0 ∈ [H˜] and R ∈ [H˜,H] with bounded inverse R−1 such that
Γ0 = RΓ˜0 and Γ1 =
(
R−1
)∗
(Γ˜1 − R0Γ˜0).
(ii) The following identities hold
γ˜ (z) = γ (z)R, M˜(z) = R∗M(z)R + R0, Θ˜ = R∗ΘR + R0. (2.5)
2.3. Krein type formula for resolvents and resolvent comparability
With any boundary triplet Π = {H,Γ0,Γ1} for A∗ it is associated the following Krein type formula
(cf. [13,14,12])
(AΘ − z)−1 − (A0 − z)−1 = γ (z)
(
Θ − M(z))−1γ (z)∗, z ∈ (A0) ∩ (AΘ). (2.6)
It is established a one-to-one correspondence between the proper extensions A˜ = AΘ with non-empty
resolvent set and the corresponding linear relations Θ .
Formula (2.6) is a generalization of the known Krein formula for resolvents. We note also, that all
objects in (2.6) are expressed by means of the trace mappings Γ0, Γ1 (see formulas (2.4) and (2.3))
(cf. [12–14]).
Remark 2.6. Let us recall brieﬂy Krein’s description of self-adjoint extensions of A (see, for in-
stance, [28,29]). Following Krein one ﬁxes A0 = A∗0 and deﬁnes a (non-unique) γ -ﬁeld γ (·). Then
a Q -function Q (·) is deﬁned by the equality Q (z) − Q (ζ ) = (z − ζ )γ (ζ )∗γ (z). Clearly, it is deﬁned
uniquely up to an additive self-adjoint constant. Then Krein’s formula
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(
Θ − Q (z))−1γ (z)∗, z ∈ (A0) ∩ (AΘ) (2.7)
establishes a bijective correspondence between the set of extensions A˜ = A˜∗ ∈ ExtA and the set of
self-adjoint relations Θ = Θ∗ in H.
Lemma 2.5 explains non-uniqueness arising in Krein’s approach: no boundary triplet is ﬁxed.
However, ﬁxing a boundary triplet Π = {H,Γ0,Γ1} such that A0 = A∗  ker(Γ0), we eliminate the
non-uniqueness in Krein’s parameterization (2.7) since now γ -ﬁeld γ (·) and Weyl function M(·) are
deﬁned uniquely by (2.4). We emphasize that namely the two parameterizations (2.2)–(2.3) and (2.6)
of ExtA make it possible to apply Krein’s formula to boundary value problems.
The following result is deduced from formula (2.6) (cf. [13, Theorem 2]).
Proposition 2.7. Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗ , Θi = Θ∗i ∈ C˜(H), i ∈ {1,2}. Then for any
Schatten–von Neumann idealSp , p ∈ (0,∞], and any z ∈C \R the following equivalence holds
(AΘ1 − z)−1 − (AΘ2 − z)−1 ∈Sp(H) ⇐⇒ (Θ1 − z)−1 − (Θ2 − z)−1 ∈Sp(H).
In particular, (AΘ1 − z)−1 − (A0 − z)−1 ∈Sp(H) ⇐⇒ (Θ1 − i)−1 ∈Sp(H).
If in addition Θ1,Θ2 ∈ [H], then for any p ∈ (0,∞] the equivalence holds
(AΘ1 − z)−1 − (AΘ2 − z)−1 ∈Sp(H) ⇐⇒ Θ1 − Θ2 ∈Sp(H).
2.4. Spectral multiplicity function and unitary equivalence
Let as above A be a densely deﬁned simple closed symmetric operator in H and let Π = {H,Γ0,Γ1}
be a boundary triplet for A∗ , M(·) the corresponding Weyl function M(·) and A0 = A∗  ker(Γ0) = A∗0.
In our recent publication [38] using some results from [35] we expressed the spectral multiplicity
function NAac0 (·) of Aac0 by means of the limit values of the Weyl function M(·). In general, the limit
M(t) := s-limy↓0 M(t + iy), t ∈ R, does not exist. However, for any D ∈ S2(H) satisfying ker(D) =
ker(D∗) = {0} the “sandwiched” Weyl function,
MD(z) := D∗M(z)D, z ∈C±,
admits limit values MD(t) := s-limy↓0 MD(t + iy) for a.e. t ∈R, even in S2-norm (cf. [6,17]). We set
dMD (t) := dim
(
ran
(
Im
(
MD(t)
)))
for a.e. t ∈R.
The function dMD (·) is Lebesgue measurable and takes values in the set of extended natural numbers
{0}∪N∪{∞} = {0,1,2, . . . ,∞}. The set suppdMD := {t ∈R: dMD (t) > 0} is called the support of dMD (·)
and is, of course, a Lebesgue measurable set of R. If the limit M(t) := s-limy↓0 M(t+ iy) exists for a.e.
t ∈R, then we set dM(t) := dim(ran(Im(M(t)))).
To state the next result we introduce the notion of the ac-closure clac(δ) of a Borel subset δ ⊂ R,
see Appendix C as well as [38, Appendix] or [10,15]. An application of this notion to the investi-
gation of the ac-spectrum of Schrödinger and other operators can be found in the recent publica-
tion [16].
Proposition 2.8. (See [38, Proposition 3.2].) Let A be as above and let Π = {H,Γ0,Γ1} be a boundary
triplet for A∗ , M(·) the corresponding Weyl function. If D is a Hilbert–Schmidt operator such that ker(D) =
ker(D∗) = {0}, then NAac0 (t) = dMD (t) for a.e. t ∈R and σac(A0) = clac(supp(dMD )).
If, in addition, the limit M(t) := s-limy↓0 M(t+ iy) exists for a.e. t ∈R, then NAac0 (t) = dM(t) for a.e. t ∈R
and σac(A0) = clac(supp(dM)).
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B = B∗ ∈ C(H) such that A˜ = AB := A∗  ker(Γ1 − BΓ0). In this case the multiplicity function NAacB (·)
is expressed by means of the generalized Weyl function MB(·) of A˜ = AB deﬁned by
MB(z) :=
(
B − M(z))−1, z ∈C±. (2.8)
We note that if B = B∗ ∈ [H], then MB(·) is the Weyl function of the boundary triplet Π B =
{H,Γ B0 ,Γ B1 } := {H,Γ1 − BΓ0,−Γ0} in the sense of Deﬁnition 2.4. However, if B ∈ C(H) \ [H], then
the triplet Π B = {H,Γ B0 ,Γ B1 } is only a generalized boundary triplet for A∗ in the sense of [14, Sec-
tion 5] and MB(·) is the corresponding Weyl function of Π B . Therefore, loosely speaking, MB(·) is
called the generalized Weyl function of the extension A˜ = AB (see [2,38]).
Corollary 2.9. (See [38, Corollary 3.3].) Let A, Π , M(·) and D be as in Proposition 2.8 and let B = B∗ ∈ C(H).
Then NAacB (t) = dMDB (t) for a.e. t ∈R and σac(AB) = clac(supp(dMDB )).
If, in addition, the limit MB(t) := s-limy↓0 MB(t + iy) exists for a.e. t ∈ R, then NAacB (t) = dMB (t) for a.e.
t ∈R and σac(AB) = clac(supp(dMB )).
Finally, we retranslate the unitary equivalence of ac-parts of two self-adjoint extensions in terms
of limit values of Weyl functions.
Proposition 2.10. (See [38, Theorem 3.4].) Assume the conditions of Proposition 2.8 and let B = B∗ ∈ C(H).
Let also E AB (·) and E A0 (·) be the spectral measures of AB = A∗B and A0 , respectively. If δ is a Borel subset ofR,
then
(i) A0EacA0 (δ) is unitarily equivalent to a part of AB E
ac
AB
(δ) if and only if dMD (t) dMDB (t) for a.e. t ∈ δ;
(ii) A0EacA0 (δ) and AB E
ac
AB
(δ) are unitarily equivalent if and only if dMD (t) = dMDB (t) for a.e. t ∈ δ.
Proposition 2.10 reduces the problem of unitary equivalence of ac-parts of certain self-adjoint
extensions of A to the computation of the functions dMD (·) and dMDB (·). If δ =R, then the ac-part A
ac
0
is unitarily equivalent to A˜ac = AacB if and only if dMD (t) = dMDB (t) for a.e. t ∈R.
If M(·) is the Weyl function of a boundary triplet Π , then we introduce the maximal normal
function
m+(t) := sup
y∈(0,1]
∥∥M(t + iy)∥∥, t ∈R.
Theorem 2.11. (See [38, Theorem 4.3, Corollary 4.6].) Assume the conditions of Proposition 2.8. Let A˜ = A˜∗ ∈
ExtA and A0 := A∗  ker(Γ0). Assume also that there is a Borel subset δ of R such that the maximal normal
function m+(t) is ﬁnite for a.e. t ∈ δ and
( A˜ − i)−1 − (A0 − i)−1 ∈S∞(H). (2.9)
Then the ac-parts A˜ac E A˜(δ) and A
ac
0 E A0 (δ) of A˜E A˜(δ) and A0E A0 (δ), respectively, are unitarily equivalent. In
particular, if m+(t) is ﬁnite for a.e. t ∈R, then the operators A˜ac and Aac0 are unitarily equivalent.
In fact, we proved in [38, Remark 4.4] the following “individual” result.
Theorem 2.12. Assume the conditions of Proposition 2.8. Assume also that B = B∗ ∈ C(H) has discrete spec-
trum and 0 ∈ ρ(B). If the weak limit
w-lim
y↓0 M
D(t + iy) =w-lim
y↓0 |B|
−1/2M(t + iy)|B|−1/2 =: MD(t + i0) (2.10)
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equivalent.
Notice that due to the assumption of Theorem 2.12 B−1 ∈ S∞ . Therefore condition (2.9) follows
from Proposition 2.7.
Note also that Theorem 2.12 generalizes the Kato–Rosenblum theorem since condition (2.10) is
satisﬁed whenever B−1 ∈S1.
Remark 2.13. Notice that condition (1.5) is not necessary for the unitary equivalence of operators A˜ac
and Aac0 under the condition (2.9). A counterexample gives the Neumann realization A
N of A. Indeed,
in this case the conclusion of Theorem 2.11 remains valid though the limit (1.5) of the corresponding
Weyl function does not exist for every t ∈R (cf. Theorem 1.2(v)) (see Remark 4.8).
One easily veriﬁes that m+(t) < ∞ for a.e. t ∈ δ if and only if limit (1.5) exists for a.e. t ∈ δ,
cf. [38, Theorem 1.2]. In turn, if condition (2.10) holds for all B−1 ∈ S∞(H), then it is equivalent to
condition (1.5).
However, the function m+(·) depends on the choice of the boundary triplet. In [36,38] we intro-
duced the invariant maximal normal function m+(·) deﬁned by
m+(t) := sup
y∈(0,1]
∥∥∥∥ 1√Im(M(i)) (M(t + iy) − Re(M(i))) 1√Im(M(i))
∥∥∥∥, (2.11)
t ∈ R. It follows from (2.5) that the invariant maximal normal functions for two boundary triplets
Π = {H,Γ0,Γ1} and Π˜ = {H˜, Γ˜0, Γ˜1} for A∗ coincide whenever A∗  ker(Γ0) = A∗  ker(Γ˜0). Clearly,
m+(t) < ∞ if and only if m+(t) < ∞ for any t ∈ R. However, the invariant maximal normal function
is more convenient in applications. We demonstrate this fact in the next section applying this concept
to inﬁnite direct sums of symmetric operators.
3. Direct sums of symmetric operators
3.1. Deﬁnitions and examples
Let Sn be a closed densely deﬁned symmetric operators in Hn , n+(Sn) = n−(Sn), and let Πn =
{Hn,Γ0n,Γ1n} be a boundary triplet for S∗n , n ∈N. Let
A :=
∞⊕
n=1
Sn, dom(A) :=
∞⊕
n=1
dom(Sn). (3.1)
Clearly, A is a closed densely deﬁned symmetric operator in the Hilbert space H :=⊕∞n=1Hn with
n±(A) = ∞. Obviously, we have
A∗ =
∞⊕
n=1
S∗n, dom
(
A∗
)= ∞⊕
n=1
dom
(
S∗n
)
. (3.2)
Let us consider the direct sum Π :=⊕∞n=1 Πn =: {H,Γ0,Γ1} of boundary triplets deﬁned by
H :=
∞⊕
Hn, Γ0 :=
∞⊕
Γ0n and Γ1 :=
∞⊕
Γ1n. (3.3)n=1 n=1 n=1
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A0 :=
∞⊕
n=1
S0n, dom(A0) :=
∞⊕
n=1
dom(S0n). (3.4)
We note that the Green’s identity(
S∗n fn, gn
)− ( fn, S∗n gn)= (Γ1n fn,Γ0ngn)Hn − (Γ0n fn,Γ1ngn)Hn ,
fn, gn ∈ dom(S∗n), holds for every S∗n , n ∈N. This yields that the Green’s identity (2.1) holds for A∗ :=
A∗  dom(Γ ), dom(Γ ) := dom(Γ0) ∩ dom(Γ1) ⊆ dom(A∗), that is, for f =⊕∞n=1 fn, g =⊕∞n=1 gn ∈
dom(Γ ) we have
(A∗ f , g) − ( f , A∗g) = (Γ1 f ,Γ0g)H − (Γ0 f ,Γ1g)H, f , g ∈ dom(Γ ), (3.5)
where A∗ and Γ j are deﬁned by (3.2) and (3.3), respectively. However, the Green’s identity (3.5)
cannot be extend to dom(A∗) in general, since dom(Γ ) is smaller than dom(A∗) generically. It might
even happen that Γ j is not bounded as a mapping from dom(A∗) equipped with the graph norm
into H.
First counterexamples of direct sums Π =⊕∞n=1 Πn which do not form a boundary triplet ap-
peared in [26]. Let us indicate few simple counterexamples.
Example 3.1. Let Sn be closed symmetric operators in the Hilbert spaces Hn with n+(Sn) = n−(Sn),
n ∈ N, and let A = ⊕∞n=1 Sn be the direct sum of Sn acting in H := ⊕∞n=1Hn . Let also Πn =
{Hn,Γ0n,Γ1n} be a boundary triplet for S∗n . Deﬁne a boundary triplet Π˜n = {Hn, Γ˜0n, Γ˜1n} for S∗n
by setting
Γ˜0n = αnΓ0n, Γ˜1n = α−1n Γ1n, αn = n · ‖Γ0n‖−1[H+n,Hn] (3.6)
where H+n = dom(S∗n) endowed with the graph norm of S∗n .
It is easily seen that Π˜ =⊕∞n=1 Π˜n is not a boundary triplet for A∗ . Indeed,
‖Γ˜0n‖[H+n,Hn] = n‖Γ0n‖[H+n,Hn] · ‖Γ0n‖−1[H+n,Hn] = n, n ∈N.
Hence ‖Γ˜0‖[H+,H] = supn∈N ‖Γ˜0n‖[H+n,Hn] = ∞ where H+ := dom(A∗) equipped with the graph norm
of A∗ and H is given by (3.3). Thus, Γ˜0 /∈ [H+,H], hence, Π˜ is not a boundary triplet for A∗ . Note that
dom(Γ˜0) :=
{{ fn}n∈N ∈H+: {αnΓ0n fn}n∈N ∈H},
dom(Γ˜1) :=
{{ fn}n∈N ∈H+: {α−1n Γ1n fn}n∈N ∈H}.
Consider a special case assuming that Sn = S for all n ∈N. Clearly, a boundary triplet Π0 = {H,Γ0,Γ1}
for S∗ is also a boundary triplet for each S∗n , n ∈ N. Setting Πn = {Hn,Γ0n,Γ1n} := Π0 we easily get
that Π̂ = {Ĥ, Γ̂0, Γ̂1} :=⊕∞n=1 Πn is a boundary triplet for A∗ . However, if Π˜n is deﬁned by (3.6),
then Π˜ =⊕∞n=1 Π˜n is not a boundary triplet for A∗ .
Example 3.2. Let X = {xn}∞1 ⊂ R+ be a sequence of positive numbers, 0 =: x0 < x1 < · · · < xn <
xn+1 < · · · and limn→∞xn = ∞. Let also Sn , be a symmetric operator in Hn := L2([xn−1, xn]), given
by
Sn = −i d , dom(Sn) = W 1,20
([xn−1, xn]), n ∈N. (3.7)dx
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⊕∞
n=1 Sn and let
dn := xn − xn−1, n ∈N.
Further, assume that d∗(X) := supn∈N dn < ∞. It can easily be shown that f = { fn}n∈N ∈
dom(A∗) =⊕∞n=1 W 1,2([xn−1, xn]) if and only if the boundary values { fn(xn ± 0)}n∈N satisfy the fol-
lowing conditions
∑
n∈N
| fn(xn − 0) − fn(xn−1 + 0)|2
dn
< ∞ (3.8)
and ∑
n∈N
dn
(∣∣ fn(xn−1 + 0)∣∣2 + ∣∣ fn(xn − 0)∣∣2)< ∞. (3.9)
It is easily seen that a totality Πn = {C,Γ0n,Γ1n} with
Γ0n fn := i fn(xn − 0) − fn(xn−1 + 0)√
2
,
Γ1n fn := fn(xn − 0) + fn(xn−1 + 0)√
2
, (3.10)
is a boundary triplet for S∗n , n ∈ N. We set Π :=
⊕∞
n=1 Πn =: {H,Γ0,Γ1}, where H :=
⊕∞
n=1Hn =
l2(N) and Γ j :=⊕∞n=1 Γ jn , j ∈ {0,1}.
It follows from (3.8) that dom(Γ0) = dom(A∗) and Γ0 is bounded. Indeed, for any f = { fn}n∈N ∈⊕∞
n=1 W 1,2([xn−1, xn]) = dom(A∗) one gets
‖Γ0 f ‖2H =
∥∥Γ0{ fn}n∈N∥∥2H = 12∑
n∈N
∣∣ fn(xn−1 + 0) − fn(xn − 0)∣∣2
 d
∗(X)
2
∑
n∈N
| fn(xn−1 + 0) − fn(xn − 0)|2
dn
 d
∗(X)
2
∑
n∈N
‖ fn‖2W 1,2([xn−1,xn]) < ∞. (3.11)
Further, combining (3.11) with the deﬁnition of Γ1 we ﬁnd
dom(Γ1) = dom(Γ0) ∩ dom(Γ1)
=
{
{ fn}n∈N ∈
∞⊕
n=1
W 1,2
([xn−1, xn]): ∑
n∈N
(∣∣ fn(xn − 0)∣∣2 + ∣∣ fn(xn−1 + 0)∣∣2)< ∞}. (3.12)
If 0< d∗(X) := infn∈N dn , then (3.9) yields dom(Γ1) = dom(A∗).
However, if d∗(X) = 0, then dom(Γ1) is a strict part of dom(A∗) though it is dense in dom(A∗) =⊕∞
n=1 W 1,2([xn−1, xn]). Indeed, choosing fn(x) := d−1/2n cn , x ∈ [xn−1, xn], cn ∈C, n ∈N, and noting that
‖ fn‖2W 1,2([xn−1,xn]) = |cn|
2 we get that f = { fn}n∈N ∈ dom(A∗) if and only if {cn}n∈N ∈ l2(N). Besides,
by (3.12) f ∈ dom(Γ1) if and only if ∑n∈N d−1n |cn|2 < ∞. Clearly, if d∗(X) = 0, the sequences satisfying
the later inequality form a part of l2(N).
The Weyl function Mn(·) corresponding to the triplet Πn is
Mn(z) = −i e
izxn + eizxn−1
eizxn − eizxn−1 = −cot
(
2−1zdn
)
, z ∈C±. (3.13)
Clearly, M(·) =⊕∞n=1 Mn(·) is bounded if and only if d∗(X) > 0.
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{C, Γ̂0n, Γ̂1n} for S∗n . It easily follows from (3.8) and (3.9) that the direct sum Π̂ =
⊕
n∈N Π̂n is
already a boundary triplet for A∗ . Moreover, the corresponding Weyl function M̂(·) is given by
M̂(z) =⊕∞n=1(−dn cot(2−1zdn)).
Remark 3.3. If d∗(X) = 0, then (3.11) yields that ran(Γ0) is a proper dense part of l2(N). At the
same time, if d∗(X) < ∞, then by (3.9) and (3.10), Γ1 is surjective, ran(Γ1) = l2(N). Since, in ad-
dition, A1 = ⊕∞n=1 Sn1 = A∗1, the triplet Π := {l2(N),Γ1,−Γ0} is a generalized boundary triplet
for A∗ in the sense of [14, Section 6]. Moreover, by (3.13), the corresponding Weyl function is
M(·) =⊕∞n=1(tan(2−1zdn)). Clearly, M(·) is bounded for z ∈ C+ . The latter correlates to the fact
that Π is a generalized boundary triplet for A∗ .
3.2. Boundary triplets for direct sums. Regularization construction
The previous examples show that the direct sum Π =⊕∞n=1 Πn of boundary triplets Πn for S∗n
is not necessarily a boundary triplet for A∗ =⊕∞n=1 S∗n . This naturally leads to the following prob-
lem:
Problem 3.4. Let {Sn}n∈N be a sequence of closed symmetric operators, Sn ∈ C(Hn), n ∈ N, and let
Πn = {Hn,Γ0,Γ1} be a boundary triplet for S∗n , n ∈N. Is it possible to modify the boundary triplets Πn
in such a way that the modiﬁed boundary triplets Π˜n = {Hn, Γ˜0n, Γ˜1n} for S∗n satisfy the following
conditions:
(i) Π˜ =⊕∞n=1 Π˜n is a boundary triplet for A∗ =⊕∞n=1 S∗n;
(ii) S˜0n := S∗n  ker(Γ˜0n) = S∗n  ker(Γ0n) =: S0n , n ∈N?
If the answer to this problem is aﬃrmative, then A˜0 :=⊕∞n=1 S˜0n =⊕∞n=1 S0n = A0. Moreover,
the Weyl function M˜(·) and the γ -ﬁeld γ˜ (·) corresponding to Π˜ admit the following block-diagonal
representations
M˜(z) =
∞⊕
n=1
M˜n(z) and γ˜ (z) =
∞⊕
n=1
γ˜n(z), (3.14)
where M˜n(·) and γ˜n(·) are the Weyl functions and the γ -ﬁeld corresponding to Π˜n , n ∈ N. Note
that existence of a boundary triplet Π ′ = {H,Γ ′0,Γ ′1} for A∗ satisfying ker(Γ ′0) = dom(A0) is known
(see [13,20]). However, in applications we need a special boundary triplet for A∗ =⊕∞n=1 S∗n which
preserves the direct sum structure and leads therefore to the block-diagonal form (3.14) of the
corresponding Weyl function. Our regularization construction substantially involves the Weyl func-
tions Mn(·) corresponding to Πn . We start with a simple lemma.
Lemma 3.5. Let S be a densely deﬁned closed symmetric operator with equal deﬁciency indices, let Π =
{H,Γ0,Γ1} be a boundary triplet for S∗ and let M(·) be the corresponding Weyl function. Then there exists
a boundary triplet Π˜ = {H, Γ˜0, Γ˜1} for S∗ such that ker(Γ˜0) = ker(Γ0) and the corresponding Weyl func-
tion M˜(·) satisﬁes M˜(i) = i IH .
Proof. Let M(i) = Q + iR2 where Q := Re(M(i)), R := √Im(M(i)). We set
Γ˜0 := RΓ0 and Γ˜1 := R−1(Γ1 − Q Γ0). (3.15)
A straightforward computation shows that Π˜ := {H, Γ˜0, Γ˜1} is a boundary triplet for A∗ . Clearly,
ker(Γ˜0) = ker(Γ0). The corresponding Weyl function M˜(·) is given by M˜(·) = R−1(M(·)−Q )R−1 which
yields M˜(i) = i IH . 
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the direct decomposition dom(S∗) = dom(S) +˙Ni +˙N−i holds, where N±i := ker(S∗ ∓ i). Equipping
dom(S∗) with the inner product
( f , g)+ := ( f , g)+,S∗ :=
(
S∗ f , S∗g
)+ ( f , g), f , g ∈ dom(S∗), (3.16)
one obtains a Hilbert space H+ := H+,S∗ . The ﬁrst von Neumann formula leads to the following or-
thogonal decomposition
H+ :=H+,S∗ = dom(S) ⊕Ni ⊕N−i .
Lemma 3.6. Assume the conditions of Lemma 3.5. If M(i) = i IH , then Γ :H+ →H⊕H, Γ := (Γ0,Γ1) is
a contraction. Moreover, Γ isometrically mapsN :=Ni ⊕N−i ontoH.
Proof. We show that ∥∥Γ ( f + f i + f−i)∥∥2H⊕H = ‖ f i + f−i‖2+ (3.17)
where f +˙ f i +˙ f−i ∈ dom(S) +˙Ni +˙N−i = dom(S∗). Since dom(S) = ker(Γ0) ∩ ker(Γ1) we ﬁnd∥∥Γ ( f + f i + f−i)∥∥2H⊕H = ∥∥Γ0( f i + f−i)∥∥2H + ∥∥Γ1( f i + f−i)∥∥2H.
Clearly, ∥∥Γ j( f i + f−i)∥∥2H = ‖Γ j f i‖2 + 2Re((Γ j f i,Γ j f−i))+ ‖Γ j f−i‖2, j ∈ {0,1}. (3.18)
Since Γ1 f i = M(i)Γ0 f i = iΓ0 f i and Γ1 f−i = M(−i)Γ0 f−i = −iΓ0 f−i , we obtain∥∥Γ1( f i + f−i)∥∥2H = (Γ0 f i,Γ0 f i) − 2Re((Γ0 f i,Γ0 f−i))+ (Γ0 f−i,Γ0 f−i). (3.19)
Taking a sum of (3.18) and (3.19) we get∥∥Γ0( f i + f−i)∥∥2H + ∥∥Γ1( f i + f−i)∥∥2H = 2‖Γ0 f i‖2H + 2‖Γ0 f−i‖2H. (3.20)
Combining equalities Γ1 f±i = ±iΓ0 f±i with the Green’s identity (2.1) we obtain ‖Γ0 f i‖H = ‖ f i‖ and
‖Γ0 f−i‖H = ‖ f−i‖. Therefore (3.20) takes the form∥∥Γ0( f i + f−i)∥∥2H + ∥∥Γ1( f i + f−i)∥∥2H = 2‖ f i‖2 + 2‖ f−i‖2. (3.21)
A straightforward computation shows that ‖ f i + f−i‖2+ = 2‖ f i‖2 + 2‖ f−i‖2. Together with (3.21) this
proves (3.17). Since ‖ f i + f−i‖2+  ‖ f ‖2+ + ‖ f i + f−i‖2+ = ‖ f + f i + f−i‖2+ , we get from (3.17) that Γ
is a contraction.
Obviously, Γ is an isometry from N into H⊕H. Since Π is a boundary triplet for S∗ , ran(Γ ) =
H⊕H. Hence Γ is an isometry from N onto H⊕H. 
Passing to the direct sum (3.1), we equip dom(S∗n) and dom(A∗) with their graph’s norms and
obtain the Hilbert spaces H+n and H+ , respectively. The corresponding inner products ( f , g)+n and
( f , g)+ are deﬁned by (3.16) with S∗ replaced by S∗n and A∗ , respectively. Clearly, H+ =
⊕∞
n=1H+n .
Now we are ready to solve Problem 3.4.
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erators in Hn and A :=⊕∞n=1 Sn. Let also Πn = {Hn,Γ0n,Γ1n} be a boundary triplet for S∗n , Mn(·), n ∈ N,
the corresponding Weyl function, and let Qn := Re(Mn(i)), Rn := √Im(Mn(i)). Then the sequence of triplets
Π˜n := {Hn, Γ˜0n, Γ˜1n} where
Γ˜0n := RnΓ0n, Γ˜1n := R−1n (Γ1n − QnΓ0n), n ∈N, (3.22)
solves Problem 3.4. More precisely, Π˜n is a boundary triplet for S∗n such that S˜0n := S∗n  ker(Γ˜0n) = S0n, n ∈N,
and the direct sum Π˜ = {H, Γ˜0, Γ˜1} :=⊕∞n=1 Π˜n deﬁned by (3.3), forms a boundary triplet for A∗ . Moreover,
one has M˜(i) = i IH where M˜(z) is the Weyl function of Π˜ given by (3.14).
Proof. By Lemma 3.5, for each n ∈ N the triplet Π˜n is a boundary triplet for S∗n such that S0n =
S∗n  ker(Γ0n) and M˜n(i) = i IHn . By Lemma 3.6, the mapping Γ˜n := (Γ˜0n, Γ˜1n) :H+n →Hn ⊕Hn , n ∈N,
is contractive. Hence ‖Γ˜ j‖ = supn ‖Γ˜ jn‖ 1, where Γ˜ j , j ∈ {0,1}, is deﬁned by (3.3). It follows that the
mappings Γ˜0 and Γ˜1 are well deﬁned on dom(A∗) =⊕∞n=1 dom(S∗n). Thus, the Green’s identity (3.5)
holds for all f , g ∈ dom(A∗).
Further, we set N±in := ker(S∗n ∓ i), Nn := Nin +˙ N−in , N±i := ker(A∗ ∓ i) and N := Ni +˙ N−i .
By Lemma 3.6, the restriction Γn Nn is an isometry from Nn , regarded as a subspace of H+n , onto
Hn ⊕Hn . Since N regarded as a subspace of H+ admits the representation N =⊕∞n=1Nn , the re-
striction Γ  N, Γ :=⊕∞n=1 Γn , isometrically maps N onto H ⊕H. Hence ran(Γ ) = H ⊕H. Now
equalities (3.14) are immediate from Deﬁnition 2.4. 
Let us apply the regularization procedure to Example 3.2.
Example 3.8. We use the notation of Example 3.2. Let Sn be the symmetric operator deﬁned by (3.7)
and let Πn = {C,Γ0n,Γ1n} be the boundary triplet for S∗n deﬁned by (3.10). The corresponding Weyl
function Mn(z) is given by Mn(z) = −cot(2−1zdn).
If d∗(X) = 0, then the direct sum Π :=⊕∞n=1 Πn is not a boundary triplet for A∗ =⊕∞n=1 S∗n , cf.
Example 3.2. Let us regularize the boundary triplets Πn , n ∈N according to Theorem 3.7, i.e. applying
formulas (3.22). One has
R2n = Im
(
Mn(i)
)= (1+ e−2dn)(1− e−2dn)−1 and Qn = Re(Mn(i))= 0.
According to formulas (3.22) we set Π˜n = {C, Γ˜0n, Γ˜1n} where Γ˜0n = RnΓ0n and Γ˜1n = R−1n Γ1n , n ∈N.
By Theorem 3.7, the direct sum Π˜ :=⊕∞n=1 Π˜n is a boundary triplet for A∗ . Clearly, R2n ∼ d−1n when-
ever dn → 0 as n → ∞. Therefore the triplets Π˜n non-essentially differ from the triplets Π̂n deﬁned
in Example 3.2 directly, without regularization construction.
Note in conclusion that Im(M(i)) =⊕∞n=1 Im(Mn(i)) = −iM(i) is unbounded.
Remark 3.9. (i) Let {Sn}n∈N be a sequence of pairwise unitarily equivalent closed symmetric operators.
In this case another construction of boundary triplets Πn for S∗n , n ∈ N, such that Π =
⊕
n∈NΠn is
a boundary triplet for A∗ =⊕n∈N S∗n has been proposed by A.N. Kochubej [26, Theorem 3].
(ii) Note that all results of the section including Theorem 3.7 can easily be extended to the case of
non-densely deﬁned symmetric operators.
(iii) Further development of Theorem 3.7 can be found in [27].
3.3. Direct sums of extremal extensions of non-negative symmetric operators and operators with a gap
Next we apply Theorem 3.7 to direct sums of non-negative symmetric operators as well as sym-
metric operators with a gap.
Recall, that for any non-negative symmetric operator A the set of its non-negative self-adjoint ex-
tensions ExtA(0,∞) is non-empty (see [1,25]). The set ExtA(0,∞) contains the Friedrichs (the biggest)
M. Malamud, H. Neidhardt / J. Differential Equations 252 (2012) 5875–5922 5891extension AF and the Krein (the smallest) extension AK . These extensions are uniquely determined
by the following extremal property in the class ExtA(0,∞):(
AF + x)−1  ( A˜ + x)−1  (AK + x)−1, x> 0, A˜ ∈ ExtA(0,∞).
Corollary 3.10. Assume the conditions of Theorem 3.7. Further, let Sn  0, n ∈ N, and let S Fn and SKn be the
Friedrichs and the Krein extensions of Sn, respectively. Then
AF =
∞⊕
n=1
S Fn and A
K =
∞⊕
n=1
SKn . (3.23)
Proof. Let us prove the second relation. The ﬁrst one is proved similarly. By Theorem 3.7 there exists
a boundary triplet Πn = {Hn,Γ0n,Γ1n} for S∗n such that SKn = S0n and Π =
⊕∞
n=1 Πn is a boundary
triplet for A∗ .
Fix any x2 ∈ R+ and put C2 := ‖M(−x2)‖. Then any h = ⊕∞n=1 hn ∈ H can be decomposed
by h = h(1) ⊕ h(2) with h(1) ∈ ⊕pn=1Hn and h(2) ∈ ⊕∞n=p+1Hn such that ‖h(2)‖ < C−1/22 . Hence
|(M(−x2)h(2),h(2))| < 1. Due to the monotonicity of M(·) we get(
M(−x)h(2),h(2))> (M(−x2)h(2),h(2))> −1, x ∈ (0, x2).
Since S0n = SKn , the Weyl function Mn(·) satisﬁes
lim
x↓0
(
Mn(−x)gn, gn
)= +∞, gn ∈Hn \ {0}, (3.24)
cf. [13, Proposition 4]. Because M(·) =⊕∞n=1 Mn(·) is block-diagonal, cf. (3.14), we get from (3.24) that
for any N > 0 there exists x1 > 0 such that
(
M(−x)h(1),h(1))= p∑
n=1
(
Mn(−x)hn,hn
)
> N for x ∈ (0, x1). (3.25)
Combining (3.24) with (3.25) and using the diagonal form of M(·), we get
(
M(−x)h,h)= (M(−x)h(1),h(1))+ (M(−x)h(2),h(2))> N − 1
for 0 < x min(x1, x2). Thus, limx↓0(M(−x)h,h) = +∞ for h ∈H \ {0}. Applying [13, Proposition 4]
we prove the second relation of (3.23). 
Remark 3.11. Another proof can be obtained by using characterization of AF and AK by means of the
respective quadratic forms.
Similar result is also valid for direct sums of symmetric operators with a ﬁnite gap. To state the
corresponding result we recall that a symmetric operator S has a gap (α,β) if∥∥(2S − (α + β)) f ∥∥ (β − α)‖ f ‖, f ∈ dom(S).
According to the Krein result [28] the set ExtS (α,β) of all extensions S˜ = S˜∗ ∈ ExtS preserving the
gap is non-empty (see also [13]). Moreover, the set ExtS(α,β) contains two extremal extensions S(α)
and S(β)
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S(α) − λ)−1  (˜S − λ)−1  (S(β) − λ)−1, λ ∈ (α,β), S˜ ∈ ExtS(α,β)
(see [13, Section 4]). It follows that the class ExtS(α,β) contains only one element if and only if
S(α) = S(β) .
Corollary 3.12. Assume the conditions of Theorem 3.7. Let also Sn, n ∈N, have a gap (α,β) and let S(α)n , S(β)n
be the extremal extensions of Sn. Then
A(α) =
∞⊕
n=1
S(α)n and A
(β) =
∞⊕
n=1
S(β)n .
The proof is similar to that of Corollary 3.10 and is based on Theorem 3.7 and the character-
ization of extremal extensions S(α) and S(β) in terms of the Weyl function given in [13, Proposi-
tion 10].
3.4. Ac-spectrum of direct sums of symmetric operators with arbitrary deﬁciency indices
We start with some simple spectral observations for direct sums of symmetric operators where
the symmetric operators may have arbitrary deﬁciency indices.
Proposition 3.13. Let {Sn}∞n=1 be a sequence of densely deﬁned closed symmetric operators in Hn and let
S0n = S∗0n ∈ ExtSn . Further, let A and A0 be given by (3.1) and (3.4), respectively. If A˜ = A˜∗ is an extension
of A satisfying
( A˜ − i)−1 − (A0 − i)−1 ∈S∞(H) (3.26)
then
σac(A0) =
⋃
σac(S0n) ⊆ σ( A˜) and σac( A˜) ⊆
⋃
σ(S0n) = σ(A0). (3.27)
Proof. By the Weyl theorem, condition (3.26) yields σess( A˜) = σess(A0). Hence
⋃
σac(S0n) = σac(A0) ⊆ σess(A0) = σess( A˜) ⊆ σ( A˜)
and
σac( A˜) ⊆ σess( A˜) = σess(A0) ⊆ σ(A0) =
⋃
σ(S0n)
which completes the proof. 
Applying Theorem 2.11 we improve Proposition 3.13 as follows.
Theorem 3.14. Assume the conditions of Proposition 3.13. Let also Πn = {Hn,Γ0n,Γ1n} be a boundary triplet
for S∗n such that S0n = S∗n  ker(Γ0n), n ∈ N, and let Mn(·) be the corresponding Weyl function. Moreover, let
m+n (·), n ∈ N, be the invariant maximal normal function for Πn and let δ be a Lebesgue measurable subset
of R such that supn∈Nm+n (t) < +∞ for a.e. t ∈ δ. Then the ac-parts A˜acE A˜(δ) and Aac0 E A0 (δ) of A˜E A˜(δ)
and A0E A0 (δ), respectively, are unitarily equivalent. In particular, if δ =R, then the ac-parts A˜ac and Aac0 are
unitarily equivalent and (3.27) is replaced by σac(A0) = σac( A˜).
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Γ˜0n := RnΓ0n and Γ˜1n := R−1n (Γ1n −Re(Mn(i))Γ0n), where Rn :=
√
Im(Mn(i)). The corresponding Weyl
function M˜n(·) is
M˜n(z) = R−1n
(
Mn(z) − ReMn(i)
)
R−1n , n ∈N.
Since M˜n(i) = i IHn , n ∈ N, by Theorem 3.7, Π˜ =
⊕∞
n=1 Π˜n =: {H, Γ˜0, Γ˜1} is a boundary triplet
for A∗ = ⊕∞n=1 S∗n satisfying A∗  ker Γ˜0 = A0 := ⊕∞n=1 S0n . By the deﬁnition of m+n (·), one has
m+n (t) = m˜+n (t) := supy∈(0,1] ‖M˜n(t + iy)‖ for t ∈ R, n ∈ N. Since A0 =
⊕∞
n=1 S0n we get that m˜+(t) =
supn m
+
n (t), where m˜
+(t) := supy∈(0,1] ‖M˜(t + iy)‖, t ∈ R. By assumption, the maximal normal func-
tion m˜+(t) is ﬁnite for a.e. t ∈ δ. Hence Theorem 2.11 yields the unitary equivalence of A˜ac E A˜(δ)
and Aac0 E A0 (δ). 
Let T and T ′ be densely deﬁned closed symmetric operators in H and let T0 and T ′0 be self-adjoint
extensions of T and T ′ , respectively. The pairs {T , T0} and {T ′, T ′0} are called unitarily equivalent if
there exists a unitary operator U in H such that T ′ = UTU−1 and T ′0 = UT0U−1.
Corollary 3.15. Let the assumptions of Theorem 3.14 be satisﬁed. Moreover, let the pairs {Sn, S0n},
n ∈ N, be unitarily equivalent to the pair {S1, S01}. Assume that the maximal normal function m+1 (t) :=
sup0<y1 ‖M1(t + iy)‖ is ﬁnite for a.e. t ∈ δ and the condition (3.26) is satisﬁed. Then the ac-parts A˜ac E A˜(δ)
and Aac0 E A0 (δ) are unitarily equivalent.
Proof. Since the symmetric operators Sn are unitarily equivalent, we assume without loss of gen-
erality that Hn = H for each n ∈ N. Let Un be a unitary operator such that A1 = UnSnU−1n and
A01 = UnS0nU−1n . A straightforward computation shows that Π ′n := {H,Γ ′0n,Γ ′1n}, Γ ′0n := Γ01Un and
Γ ′1n := Γ1nUn , deﬁnes a boundary triplet for S∗n . The Weyl function M ′n(·) corresponding to Π ′n is
M ′n(z) = M1(z). Hence m+n (·) = m′+n (·) and m+1 (t) = m′+n (t) for t ∈ R, where m+n (t) and m′+n (t) are
the invariant maximal normal functions corresponding to the triplets Πn and Π ′n , respectively. Since
m+1 (t) =m+n (t) for t ∈R and n ∈N one completes the proof by applying Theorem 3.14. 
3.5. Ac-spectrum of direct sums of symmetric operators with ﬁnite deﬁciency indices
Here we improve the previous results assuming that n±(Sn) < ∞. First, we show that extensions of
the form (3.4) possess the property of ac-minimality. To this end we start with the following lemma.
Lemma 3.16. Let H be a bounded non-negative self-adjoint operator in a separable Hilbert space H and let L
be a bounded operator in H. Then one has:
(i) dim(ran(H)) = dim(ran(√H )).
(ii) If L∗L  H, then dim(ran(L)) dim(ran(H)).
(iii) If P is an orthogonal projection, then dim(ran(P H P )) dim(ran(H)).
Proof. The assertion (i) is obvious.
(ii) If L∗L  H , then there is a contraction C such that L = C√H . Hence dim(ran(L)) =
dim(ran(C
√
H )) dim(ran(
√
H )) = dim(ran(H)).
(iii) Clearly, dim(ran(P H P ))  dim(ran(
√
HP ))  dim(ran(
√
H )). Applying (i) we complete the
proof. 
Theorem 3.17. Let {Sn}∞n=1 be a sequence of densely deﬁned closed symmetric operators in Hn and let S0n =
S∗0n ∈ ExtSn . Let also A and A0 be given by (3.1) and (3.4), respectively. If n±(Sn) < ∞ for each n ∈N, then A0
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for any A˜ = A˜∗ ∈ ExtA .
Proof. By Theorem 3.7 there exists a sequence of boundary triplets Πn := {Hn,Γ0n,Γ1n}, n ∈N, for S∗n
such that S0n = S∗n  ker(Γ0n), n ∈ N, and the direct sum Π = {H,Γ0,Γ1} =
⊕∞
n=1 Πn is a boundary
triplet for A∗ satisfying A0 = A∗  ker(Γ0). By Proposition 2.3, any A˜ = A˜∗ ∈ ExtA admits a represen-
tation A˜ = AΘ with Θ = Θ∗ ∈ C˜(H). By [38, Corollary 4.2(i)], we can assume that A˜ and A0, are
disjoint, that is Θ = B = B∗ ∈ C(H). Consider the generalized Weyl function MB(·) := (B − M(·))−1,
where M(·) =⊕∞n=1 Mn(·), cf. (3.14). Clearly,
Im
(
MB(z)
)= MB(z)∗ Im(M(z))MB(z), z ∈C+.
Denote by PN , N ∈ N, the orthogonal projection from H onto the subspace HN :=⊕Nn=1Hn . Setting
MPNB (z) := PNMB(z) HN , and taking into account the block-diagonal form of M(·) and the inequality
Im(M(z)) > 0 we obtain
Im
(
MPNB (z)
)= Im(PNMB(z)PN)
= PNMB(z)∗ Im
(
M(z)
)
MB(z)PN  MPNB (z)
∗ Im
(
MPN (z)
)
MPNB (z), (3.28)
where MPN (z) := PNM(z) HN =⊕Nn=1 Mn(z). Since P N is a ﬁnite dimensional projection the limits
MPNB (t) := s-limy↓0 MPNB (t + iy) and MPN (t) := s-limy↓0 MPN (t + iy) exist for a.e. t ∈ R. From (3.28)
we get
Im
(
MPNB (t)
)
 MPNB (t)
∗ Im
(
MPN (t)
)
MPNB (t) for a.e. t ∈R. (3.29)
Since MB(·) is a generalized Weyl function, it is a strict RH-function, that is, ker(Im(MB(z))) = {0},
z ∈ C+ . Therefore, MPNB (·) is also strict. Hence 0 ∈ (MPNB (z)), z ∈ C+ , and GN (·) := −(MPNB (·))−1
is strict. Since both GN (·) and MPNB (·) are matrix-valued R-functions, the limits MPNB (t + i0) :=
limy↓0 MPNB (t + iy) and GN (t + i0) := limy↓0 GN (t + iy) exist for a.e. t ∈ R. Therefore, passing to the
limit in the identity MPNB (t + iy)GN (t + iy) = −I as y → 0, we get MPNB (t + i0)GN (t + i0) = −I for a.e.
t ∈R. Hence MPNB (t) := MPNB (t + i0) is invertible for a.e. t ∈R.
Further, combining (3.29) with Lemma 3.16(ii) we get
dim
(
ran
(√
ImMPN (t)MPNB (t)
))
 d
M
PN
B
(t) for a.e. t ∈R.
Since MPNB (t) is invertible for a.e. t ∈R, we ﬁnd
dMPN (t) := dim
(
ran
(√
ImMPN (t)
))
 d
M
PN
B
(t) for a.e. t ∈R. (3.30)
Let DN = PN ⊕ D0 where D0 ∈ S2(H⊥N ) and satisfy ker(D0) = ker(D∗0) = {0}. Then ker(DN ) =
ker(D∗N ) = {0} and PN = PN DN = DN PN . By Lemma 3.16(iii), dMPN (t) dMDNB (t) for a.e. t ∈R. Further,
for any D ∈S2(H) and satisfying ker(D) = ker(D∗) = {0}, dMDB (t) = dMDNB (t) for a.e. t ∈R. Combining
this equality with (3.30) we get dMPN (t) dMDB (t) for a.e. t ∈R and N ∈N. Since
dMPN (t) =
N∑
dMn(t) and dMD (t) =
∞∑
dMn (t) (3.31)
n=1 n=1
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Proposition 2.10(i). 
Corollary 3.18. Let the assumptions of Theorem 3.17 be satisﬁed. If Sn  0, n ∈N and if the deﬁciency indices
of Sn are ﬁnite for each n ∈ N, then the Friedrichs and the Krein extensions AF and AK of A are ac-minimal.
In particular, (AF )ac and (AK )ac are unitarily equivalent.
Proof. Combining Theorem 3.17 with Corollary 3.10 one gets the result. 
Corollary 3.19. Assume the conditions of Theorem 3.14. Further, let n±(Sn) < ∞ for each n ∈ N and let A˜ =
A˜∗ ∈ ExtA .
(i) If
δ∞ :=
{
t ∈R:
∑
n∈N
dMn (t) = ∞
}
, (3.32)
then the ac-parts A˜ac E A˜(δ∞) and Aac0 E A0 (δ∞) are unitarily equivalent.
(ii) If δ is a Lebesgue measurable subset of R such that supnm
+
n (t) < ∞ for a.e. t ∈ δ, then the ac-parts
A˜acE A˜(δ∞ ∪ δ) and Aac0 E A0 (δ∞ ∪ δ) are unitarily equivalent.
Proof. (i) By (3.31) and (3.32) we ﬁnd dMD (t) = +∞ for a.e. t ∈ δ∞ . Since by Theorem 3.17, A0 is
ac-minimal, one gets that NA˜ac (t) = NAac0 (t) for a.e. t ∈ δ∞ . This yields the unitary equivalence of the
ac-parts A˜ac E A˜(δ∞) and Aac0 E A0 (δ∞).
(ii) By Theorem 3.14 the ac-parts A˜ac E A˜(δ) and A
ac
0 E A0 (δ) are unitarily equivalent. Using (i) we
immediately obtain the unitary equivalence of the parts A˜ac E A˜(δ∞ ∪ δ) and Aac0 E A0 (δ∞ ∪ δ). 
Corollary 3.20. Let the assumptions of Theorem 3.17 be satisﬁed. If the deﬁciency indices of Sn are ﬁnite for
each n ∈N, then⋃n∈N σac(S0n) ⊆ σac( A˜) for any self-adjoint extension A˜ of A. If in addition condition (3.26)
is valid and the extensions S0n are purely absolutely continuous for each n ∈N, then
σac( A˜) =
⋃
n∈N
σac(S0n). (3.33)
Proof. The ﬁrst statement immediately follows from Theorem 3.17. Relation (3.33) is implied by
Proposition 3.13. 
Corollary 3.21. Let the assumptions of Theorem 3.17 be satisﬁed. Further, let the pairs {Sn, S0n}, n ∈ N, be
unitarily equivalent to {S1, S01}. If the deﬁciency indices of Sn are ﬁnite for each n ∈ N, then for any A˜ =
A˜∗ ∈ ExtA satisfying condition (3.26) the ac-parts A˜ac and Aac0 are unitarily equivalent.
Proof. The proof follows immediately from Corollary 3.15. 
Remark 3.22. (i) For the special case n±(Sn) = 1, n ∈ N, Theorem 3.17 complements [2, Corol-
lary 5.4] where the inclusion σac(A0) ⊆ σac( A˜) was proved. Moreover, Corollary 3.21 might be re-
garded as a substantial generalization of [2, Theorem 5.6(i)] to the case n±(Sn) > 1. However, in the
case n±(Sn) = 1, Corollary 3.21 is implied by [2, Theorem 5.6(i)] where the unitary equivalence of
A˜ac = A˜acB and Aac0 was proved under the weaker assumption that B is purely singular. Indeed, by
Proposition 2.7 condition (3.26) with A˜ = AB is equivalent to the discreteness of B .
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assume that (α,β) is a gap for all except for the operators S1, . . . , SN . Set SN :=⊕Nn=1 Sn and S∞ :=⊕∞
n=N+1 Sn . Then n±(S∞) = ∞ and (α,β) is a gap for S∞ . By [9] there exists an extension S˜∞ =
S˜∗∞ ∈ ExtA2 having ac-spectrum within (α,β) of arbitrary multiplicity.
Moreover, even for operators Sn satisfying the assumptions of Corollary 3.21 with n±(Sn) = 1 the
inclusion σac(A0) ⊆ σac( A˜) might be strict if condition (3.26) is violated, cf. [9] or [2, Theorem 4.4]
which guarantees the appearance of prescribed spectrum either within one gap or within several gaps
of A0.
4. Sturm–Liouville operators with bounded operator potentials
4.1. The Dirichlet, the Neumann and the Krein realizations
Let H be an inﬁnite dimensional separable Hilbert space. As usual, L2(R+,H) stands for the
Hilbert space of (weakly) measurable vector-functions f (·) :R+ →H satisfying
∫
R+ ‖ f (t)‖2H dt < ∞.
Denote also by W 2,2(R+,H) the Sobolev space of vector-functions taking values in H.
Let T = T ∗  0 be a bounded operator in H. Denote by A := Amin the minimal operator generated
by A, cf. (1.1), in H := L2(R+,H). It is known (see [20,40]) that the minimal operator A is given
by
(A f )(x) = − d
2
dx2
f (x) + T f (x), f ∈ dom(A) = W 2,20 (R+,H), (4.1)
where W 2,20 (R+,H) := { f ∈ W 2,2(R+,H): f (0) = f ′(0) = 0}.
The operator A is closed, symmetric and non-negative. The adjoint operator A∗ is given by [20,
Theorem 3.4.1]
(
A∗ f
)
(x) = − d
2
dx2
f (x) + T f (x), f ∈ dom(A∗)= W 2,2(R+,H). (4.2)
The deﬁciency subspace Nz(A) = ker(A∗ − z) is given by
Nz(A) =
{
gz(x) := eix
√
z−T h: h ∈H}, z ∈C±, (4.3)
where a branch of the multifunction
√· in C with the cut along R+ is ﬁxed by
√
1+ i0= 1.
Lemma 4.1. Let T = T ∗  0 be a bounded. Then the symmetric operator A given by (4.1) is simple.
Proof. Without loss of generality we can assume that T has simple spectrum. Otherwise T is a direct
sum of operators Tn = T ∗n  0 with simple spectrum, T =
⊕∞
n=1 Tn . Hence the operator A admits
the direct sum decomposition A =⊕∞n=1 An where An is deﬁned by (4.1) with Tn in place of T . To
prove simplicity of A it suﬃces to prove the implication f ∈H, ( f , gz) = 0, gz ∈Nz(A), z ∈C \R ⇒
f = 0. Since T has simple spectrum it is unitarily equivalent to the operator Q of multiplication
by the independent variable λ in L2(,dμ(λ)), where  = [0,‖T‖] and μ is a ﬁnite Borel measure
on . Thus, we assume that T = Q , H := L2(,dμ(λ)) and H= L2(R+,H) = L2(R+×,dx⊗dμ(λ)).
Let
0=
∫
R
dx
∫

dλ f (x, λ)ei
√
z−λxh(λ), z ∈C \R,+
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0=
∫

dλh(λ)
∫
R+
dxe−i
√
z−λx f (x, λ), z ∈C \R.
Since h(·) is arbitrary we ﬁnd
0=
∫
R+
dxe−sx f (x, λ), s := i√z − λ,
for μ-a.e. λ ∈ . If z runs through C \ R, then s runs through right complex plane Cright. By the
injectivity of the Laplace transform, f (x, λ) = 0 for a.e. (x, λ) ∈R+ × with respect to dx⊗dμ(λ). 
The Dirichlet realization AD is deﬁned by AD f := A f , f ∈ dom(AD) := {g ∈ W 2,2(R+,H):
g(0) = 0}. Similarly, the Neumann realization AN is deﬁned by AN f := A f , f ∈ dom(AN ) := {g ∈
W 2,2(R+,H): g′(0) = 0}. Since dom(A) ⊆ dom(AD), dom(AN ) ⊆ dom(A∗), one gets that AD and AN
are proper extensions of A. Clearly, AD and AN are symmetric.
By [34, Theorem 1.3.1] the trace operators Γ0,Γ1 : dom(A∗) →H,
Γ0 f = f (0) and Γ1 f = f ′(0), f ∈ dom
(
A∗
)
, (4.4)
are well deﬁned.
Lemma 4.2. A triplet Π = {H,Γ0,Γ1}, where Γ0 and Γ1 are deﬁned by (4.4), forms a boundary triplet for A∗ .
The corresponding Weyl function M(·) is
M(z) = i√z − T = i
∫
R+
√
z − λdET (λ), z ∈C+. (4.5)
Proof. One obtains the Green formula integrating by parts. The surjectivity of the mapping Γ :=
(Γ0,Γ1) : dom(A∗) → H ⊕ H follows from (4.4) and [34, Theorem 1.3.2]. Formula (4.5) is implied
by (4.3). 
Lemma 4.3. Let T be a bounded non-negative self-adjoint operator in H and let A and Π = {H,Γ0,Γ1} be
deﬁned by (4.1) and (4.4), respectively. Then:
(i) The invariant maximal normal function m+(t) of the Weyl function M(·) is ﬁnite for all t ∈ R and satis-
ﬁes
m+(t) (1+√2 )(1+ t2)1/4, t ∈R. (4.6)
(ii) The limit M(t + i0) := s-limy↓0 M(t + iy) exists, is bounded and equals
M(t + i0) = i
∫
R+
√
t − λdET (λ) for any t ∈R. (4.7)
(iii) dM(t) = dim(ran(ET ([0, t)))) for any t ∈R.
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m+(t) sup
y∈(0,1]
sup
λ0
∣∣∣∣√t + iy − λ − Re(
√
i − λ )
Im(
√
i − λ )
∣∣∣∣.
Clearly,
√
i − λ = (1+ λ2)1/4ei(π−ϕ)/2 where ϕ := arccos( λ√
1+λ2 ). Hence
∣∣∣∣ Re(
√
i − λ )
Im(
√
i − λ )
∣∣∣∣= tan(ϕ2
)
= 1
λ +√1+ λ2  1, λ 0.
Furthermore, we have
∣∣∣∣√t + iy − λIm(√i − λ )
∣∣∣∣√2
√√
(λ − t)2 + y2
λ +√1+ λ2 
√
2
(
1+ t2)1/4
for λ 0, t ∈R and y ∈ (0,1] which yields (4.6).
(ii) From (4.5) we ﬁnd M(t) := M(t + i0) := s-limy↓0 i√t + iy − T = i
√
t − T , for any t ∈ R, which
proves (4.7). Clearly, M(t) ∈ [H] since T ∈ [H].
(iii) It follows that Im(M(t)) = √t − T ET ([0, t)), which yields dM(t) = dim(ran(Im(M(t)))) =
dim(ran(ET ([0, t)))). 
With A = Amin one associates a closable quadratic form t′F [ f ] := (A f , f ), dom(t′) = dom(A). Its
closure tF is given by
tF [ f ] :=
∫
R+
{∥∥ f ′(x)∥∥2H + ∥∥√T f (x)∥∥2H}dx, (4.8)
f ∈ dom(tF ) = W 1,20 (R+,H), where W 1,20 (R+,H) := { f ∈ W 1,2(R+,H): f (0) = 0}. By deﬁnition,
the Friedrichs extension AF of A is a self-adjoint operator associated with tF . Clearly, AF = A∗ 
(dom(A∗) ∩ dom(tF )).
Theorem 4.4. Let T  0, T = T ∗ ∈ [H], and t0 := infσ(T ). Let A be deﬁned by (4.1) and let Π = {H,Γ0,Γ1}
be the boundary triplet for A∗ deﬁned by (4.4). Then the following hold:
(i) The Dirichlet realization AD coincides with A0 := A∗  ker(Γ0) as well as with the Friedrichs extension AF
of A, AF = AD . Moreover, AD is absolutely continuous and its spectrum is given by σ(AD) = σac(AD) =
[t0,∞).
(ii) The Neumann realization AN coincides with A1 := A∗  ker(Γ1). AN is absolutely continuous (AN )ac =
AN and σ(AN ) = σac(AN ) = [t0,∞).
(iii) The Krein realization (the Krein extension) AK is given by
dom
(
AK
)= { f ∈ W 2,2(R+,H): f ′(0) +√T f (0) = 0}. (4.9)
Moreover, ker(AK ) = H0 := {e−x
√
T h: h ∈ ran(T 1/4)} and the restriction AK  dom(AK ) ∩H⊥0 is abso-
lutely continuous, i.e. H⊥0 = Hac(AK ) and AK = 0H0 ⊕ (AK )ac. In particular, σ(AK ) = {0} ∪ σac(AK )
and σac(AK ) = [t0,∞).
(iv) The realizations AD , AN and (AK )ac are unitarily equivalent.
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dom(A0) ⊆ W 1,20 (R+,H) = dom(tF ) we have AF = A0 (see [1, Section 8] and [25, Theorem 6.2.11]).
It follows from (4.7) and [10, Theorem 4.3] that σp(A0) = σsc(A0) = ∅. Hence A0 is absolutely
continuous. Taking into account Lemma 4.3(iii) and Proposition 2.8 we get σ(A0) = σac(A0) =
clac(supp(dM)) = [t0,∞) which proves (i).
(ii) Obviously we have dom(AN ) = dom(A1) := ker(Γ1) which proves AN = A1. It follows from
Lemma 4.2 and (2.8) that the Weyl function corresponding to A1 is given by
M0(z) :=
(
0− M(z))−1 = i(z − T )−1/2 = i ∫ 1√
z − λ dET (λ), z ∈C+. (4.10)
Since M0(·) is regular within (−∞, t0), we have (−∞, t0) ⊂ (A1). Further, let τ > t0. We set Hτ :=
ET ([t0, τ ))H and note that for any h ∈Hτ and t > τ
(
M0(t + i0)h,h
)= i((t − T )−1/2h,h)= i τ∫
t0
1√
t − λ d
(
ET (λ)h,h
)
. (4.11)
Hence for any h ∈Hτ \ {0} and t > τ we have
0< (t − t0)−1/2‖h‖2  Im
(
M0(t + i0)h,h
)= τ∫
t0
(t − λ)−1/2 d(ET (λ)h,h)< ∞.
By [10, Proposition 4.2], σac(A1) ⊇ [τ ,∞) for any τ > t0, which yields σac(A1) = [t0,∞). It re-
mains to show that A1 is purely absolutely continuous. Since M0(t + i0) /∈ [H] we cannot apply [10,
Theorem 4.3]. Fortunately, we can use [10, Corollary 4.7]. For any t ∈ R, y > 0, and h ∈ H we
set
Vh(t + iy) := Im
(
M0(t + iy)h,h
)= ∫ Im( 1√
λ − t − iy
)
d
(
ET (λ)h,h
)
.
Obviously, one has
Vh(t + iy)
∫
1
((λ − t)2 + y2)1/4 d
(
ET (λ)h,h
)
, t ∈R, y > 0, h ∈H.
Hence
Vh(t + iy)p  ‖h‖2(p−1)
∫
1
((λ − t)2 + y2)p/4 d
(
ET (λ)h,h
)
, p ∈ (1,∞).
We show that for p ∈ (1,2) and −∞ < a < b < ∞
Cp(h;a,b) := sup
y∈(0,1]
b∫
a
Vh(t + iy)p dt < ∞.
Clearly,
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a
Vh(t + iy)p dt  ‖h‖2(p−1)
‖T‖∫
0
d
(
E(λ)h,h
) b∫
a
1
((λ − t)2 + y2)p/4 dt
= ‖h‖2(p−1)
‖T‖∫
0
d
(
E(λ)h,h
) b−λ∫
a−λ
1
(t2 + y2)p/4 dt.
Note, that for p ∈ (1,2) and −∞ < a < b < ∞ the inequality
b−λ∫
a−λ
1
(t2 + y2)p/4 dt 
b∫
a−‖T‖
1
t p/2
dt =: p
(
b,a− ‖T‖)< ∞,
holds. Hence Cp(h;a,b) p(b,a−‖T‖)‖h‖2p < ∞ for p ∈ (1,2), −∞ < a < b < ∞ and h ∈H. By [10,
Corollary 4.7], A1 is purely absolutely continuous on any bounded interval (a,b). Thus, A1 is purely
absolutely continuous.
(iii) By [13, Proposition 5] AK is deﬁned by AK = A∗  ker(Γ1 − M(0)Γ0). It follows from (4.5) that
M(0) = −√T . Therefore, AK is deﬁned by (4.9).
It follows from the extremal property of the Krein extension that ker(AK ) = ker(A∗). Clearly,
fh(x) := exp(−x
√
T )h ∈ L2(R+,H), h ∈ ran(T 1/4), since
∞∫
0
∥∥exp(−x√T )h∥∥2H dx=
‖T‖∫
0
dρh(t)
∞∫
0
e−2x
√
t dx=
‖T‖∫
0
1
2
√
t
dρh(t) < ∞,
where ρh(t) := (ET (t)h,h). Thus, H′0 ⊂ ker(A∗). It is easily seen that H′0 is dense in H0. To investigate
the rest of the spectrum of AK consider the Weyl function MK (·) corresponding to AK . It follows
from (4.5) and (2.8) that
MK (z) = M−√T (z) = −
(√
T + M(z))−1
= −(√T + i√z − T )−1 = 1
z
(i
√
z − T −√T ) = −2
√
T
z
+ Φ(z),
where Φ(z) := 1z [i
√
z − T +√T ]. For t > 0 we get
ImMK (t + i0) = ImΦ(t + i0) = t−1
√
t − T ET
([0, t)). (4.12)
Hence, by [10, Theorem 4.3], σp(AK ) ∩ (0,∞) = σsc(AK ) ∩ (0,∞) = ∅. It follows from (4.12) that
Im (MK (t + i0)) > 0 for t > t0. By Corollary 2.9 we ﬁnd σac(AK ) = [t0,∞).
(iv) It follows from (4.7) and (4.12) that dM(t) = dMK (t) = dim(ran(ET ([0, t)))) for t > t0. Com-
bining this equality with σac(AK ) = σac(AF ) = [t0,∞), we conclude from Proposition 2.10(ii) that AF
and (AK )ac are unitarily equivalent.
Passing to A1, we assume that 1  dim(ran(ET ([0, s)))) = p1 < ∞ for some s > 0. Let λk ,
k ∈ {1, . . . , p}, p  p1, be the set of distinct eigenvalues within [0, s). Since M0(t + iy)ET ([0, t)) is
the p × p matrix-function, the limit M0(t + i0)ET ([0, t)) exists for t ∈ [0, s) \⋃pk=1{λk}. It follows
from (4.11) that
Im
(
M0(t)
)= |T − t|−1/2ET ([0, t)), t ∈ [0, s) \ p⋃{λk}.
k=1
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⋃p
k=1{λk},
that is, for a.e. t ∈ [0, s).
If dim(ET ([t0, s))) = ∞, then there exists a point s0 ∈ (0, s), such that dim(ET ([0, s0])) = ∞
and dim(ET ([0, s))) < ∞ for s ∈ [0, s0). For any t ∈ (s0, s) choosing τ ∈ (s0, t) we note that
dim(ran(ET ([0, τ )))) = ∞. We set Hτ := ET ([0, τ ))H and H∞ := ET ([τ ,∞))H as well as Tτ :=
T ET ([0, τ )) and T∞ := T ET ([τ ,∞)). Further, we choose Hilbert–Schmidt operators Dτ and D∞ in Hτ
and H∞ , respectively, such that ker(Dτ ) = ker(D∗τ ) = ker(D∞) = ker(D∗∞) = {0}. According to the de-
composition H=Hτ ⊕H∞ we have M0 = Mτ ⊕M∞ , D = Dτ ⊕ D∞ and dMD0 (t) = dMDττ (t)+dMD∞∞ (t)
for a.e. t ∈ [0,∞). Hence dMD0 (t) dMDττ (t) for a.e. t ∈ [0,∞). Clearly, Mτ (t + iy) = i(t + iy − Tτ )
−1/2.
If t > τ , then t ∈ (Tτ ) and M(t) := s-limy↓0 M(t + i0) exists and
Mτ (t) := s-lim
y→0Mτ (t + iy) = i(t − Tτ )
−1/2ET
([0, τ )).
Hence dMDττ
(t) = dim(ran(ET ([0, τ )))) = ∞ for t > s0. Hence dMD0 (t) = dM(t) = ∞ for a.e. t > s0 which
yields dMD0
(t) = dM(t) for a.e. t ∈ [0,∞). Using Proposition 2.10(ii) we obtain that Aac0 and Aac1 are
unitarily equivalent which shows A0 and A1 are unitarily equivalent. 
Remark 4.5. To be self-consistent we prove the statements on AD , AN and AK in the framework of
boundary triplets. At the same time, the absolute continuity of AD and AN , as well as their unitary
equivalence can be proved simpler using their tensor structure (see Appendix A.2). However, the Krein
realization AK cannot be treated in such a manner since AK has no tensor structure, i.e., does not
admit separation of variables.
4.2. Ac-minimality and strict ac-minimality of some realizations
Next we describe the spectral properties of any self-adjoint realization of A. In particular, we
show that the Friedrichs extension AF of A is ac-minimal, although A does not satisfy conditions of
Theorem 3.17.
Theorem 4.6. Let T  0, T = T ∗ ∈ [H], and t1 := infσess(T ). Let also A be the symmetric operator deﬁned
by (4.1) and A˜ = A˜∗ ∈ ExtA . Then:
(i) The ac-part A˜ac E A˜([t1,∞)) is unitarily equivalent to AD E AD ([t1,∞)).
(ii) Dirichlet, Neumann and Krein realizations are ac-minimal and σ(AD) = σ(AN ) = σac(AK ) ⊆ σac( A˜).
(iii) The ac-part A˜ac is unitarily equivalent to AD whenever either
( A˜ − i)−1 − (AD − i)−1 ∈S∞(H) or ( A˜ − i)−1 − (AK − i)−1 ∈S∞(H).
Proof. By [38, Corollary 4.2] it suﬃces to consider realizations A˜ = A˜∗ disjoint with A0. According to
Proposition 2.3(ii) such A˜ admits a representation A˜ = AB with B = B∗ ∈ C(H).
(i) Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗ deﬁned by (4.4). In accordance with Propo-
sition 2.10 we calculate dMKB
(t) where MB(·) := (B − M(·))−1 is the generalized Weyl function of the
extension AB , cf. (2.8), and K ∈S2(H) satisfying ker(K ) = ker(K ∗) = {0}. Clearly,
Im
(
MB(z)
)= MB(z)∗ Im(M(z))MB(z), z ∈C+. (4.13)
Since Re(
√
z − λ ) > 0 for z = t + iy, y > 0, it follows from (4.5) that
Im
(
M(z)
)= ∫
[0,∞)
Re(
√
z − λ )dET (λ)
∫
[0,τ )
Re(
√
z − λ )dET (λ). (4.14)
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Re(
√
z − λ )√t − λ√t − τ , λ ∈ [0, τ ), t > τ. (4.15)
Combining (4.13) with (4.14) and (4.15) we get
Im
(
MB(t + iy)
)

√
t − τMB(t + iy)∗ET
([0, τ ))MB(t + iy), t > τ > 0.
Let Q be a ﬁnite dimensional orthogonal projection, Q  ET ([0, τ )). Hence
Im
(
MB(t + iy)
)

√
t − τMB(t + iy)∗Q MB(t + iy), t > τ > 0, y > 0.
Setting H1 = ran(Q ), H2 := ran(Q ⊥), and choosing K2 ∈ S2(H2) and satisfying ker(K2) =
ker(K ∗2 ) = {0}, we deﬁne a Hilbert–Schmidt operator K := Q ⊕ K2 ∈ S2(H). Clearly, ker(K ) =
ker(K ∗) = {0} and,
Im
(
K ∗MB(t + iy)K
)

√
t − τ K ∗MB(t + iy)∗Q MB(t + iy)K , t > τ > 0. (4.16)
Since MB(·) ∈ RH and Q , K ∈S2(H), the limits
K ∗MB(t)∗Q := s-lim
y↓0 K
∗MB(t + iy)∗Q and
(Q MB K )(t) := s-lim
y↓0 Q MB(t + iy)K
exist for a.e. t ∈ R (see [6]). Therefore passing to the limit y → 0 in (4.16), we arrive at the inequal-
ity
Im
(
MKB (t)
)

√
t − τ (K ∗MB(t)∗Q )(Q MB K (t)), t > τ > 0, y > 0.
It follows that
dim
(
ran
(
(Q MB K )(t)
))
 dim
(
ran
(
ImMKB (t)
))= dMKB (t), t > τ. (4.17)
We set M˜QB (z) := Q MB(z)Q H1. Since dim(H1) < ∞ the limit M˜QB (t) := s-limy↓0 M˜QB (t + iy) exists
for a.e. t ∈R. Since (Q MB K )(t) H1 = M˜QB (t), relation (4.17) yields the inequality
dim
(
ran
(
M˜QB (t)
))
 dim
(
ran
(
(Q MB K )(t)
))
 dMKB (t) (4.18)
for a.e. t ∈ [τ ,∞).
Because dim(H1) < ∞ and ker(M˜QB (z)) = {0}, z ∈C, we easily get by repeating the corresponding
reasonings of the proof of Theorem 3.17 that ran(M˜QB (t)) =H1 for a.e. t ∈ R. Therefore (4.18) yields
dim(H1) dMKB (t) for a.e. t ∈ [τ ,∞).
If τ > t1, then dim(ET ([0, τ ))H) = ∞ and the dimension of a projection Q  ET ([0, τ )) can be
arbitrary. Thus, dMKB
(t) = ∞ for a.e. t > τ . Since τ > t1 is arbitrary we get dMKB (t) = ∞ for a.e. t > t1.
By Proposition 2.10(ii) the operator A˜ac E A˜([t1,∞)) is unitarily equivalent to A0E A0 ([t1,∞)).
(ii) If τ ∈ (t0, t1), then dim(ET ([0, τ ))H) =: p(τ ) < ∞. Hence, dim(QH) p(τ ) which shows that
dMKB
(t)  p(τ ) for a.e. t ∈ (τ , t1). Since τ is arbitrary, we obtain dMKB (t)  p(τ ) for a.e. t ∈ [0, t1).
Applying Proposition 2.10(i) we prove that AD is ac-minimal. Now Theorem 4.4(iv) completes the
proof of (ii).
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rem 2.11 A˜ac and (AF )ac are unitarily equivalent. Similarly we prove that A˜ac and (AK )ac are unitarily
equivalent. To complete the proof it remains to apply Theorem 4.4(i). 
Next we investigate strict ac-minimality of realizations.
Corollary 4.7. Let the assumptions of Theorem 4.6 be satisﬁed. Let also t0 := infσ(T ) = infσess(T ) =: t1 .
Then:
(i) Dirichlet, Neumann and Krein realizations are strictly ac-minimal;
(ii) The ac-part A˜ac of A˜ is unitarily equivalent to AD , provided that
( A˜ − i)−1 − (AN − i)−1 ∈S∞(H). (4.19)
Proof. (i) This statement follows from Theorem 4.6(i) and Theorem 4.4.
(ii) By the Weyl theorem inclusion (4.19) yields σess( A˜) = σess(AN ). Since σess(AN ) = σac(AN ) =
[t0,∞) we have σess( A˜) = [t0,∞). Combining this equality with Theorem 4.6(i) we get [t0,∞) =
σess( A˜) ⊆ σac( A˜). Thus, σac( A˜) = [t0,∞) and A˜ac = A˜ac E A˜([t0,∞)). Combining Theorem 4.4(i) with
Theorem 4.6(i) we get that A˜ac is unitarily equivalent to AD . 
Remark 4.8. According to (4.10) the Weyl function M0(·) of the Neumann extension AN does not sat-
isfy the condition m+(t) < ∞, t ∈R (cf. (2.11)). Therefore Corollary 4.7(ii) shows that the assumption
m+(t) < ∞ of Theorem 2.11 is not necessary for the validity of its conclusion.
Corollary 4.9. Let the assumptions of Theorem 4.6 be satisﬁed. Then AD is strictly ac-minimal if and only if
t0 = t1 .
Proof. Let t0 < t1. Then there is a decomposition T = Tﬁn ⊕ T∞ such that Tﬁn acts in a ﬁnite dimen-
sional Hilbert space Hﬁn and t0 = infσ(Tﬁn) and T∞ = T ∗∞ ∈ C(H∞) and t0 < t∞ := infσ(T∞) t1.
This leads to the decomposition A = Aﬁn ⊕ A∞ where Aﬁn and A∞ are deﬁned analogously to (4.1).
Clearly AD = ADﬁn ⊕ AD∞ . By Theorem 4.4 both extensions ADﬁn and AD∞ are absolutely continuous and
their spectra are given by σ(ADﬁn) = [t0,∞) and σ(AD∞) = [t∞,∞). Since dim(H∞) = ∞ the deﬁ-
ciency indices of A∞ are inﬁnite. We note that (−∞, t∞) is a spectral gap for A∞ . Using a result
of Brasche [9] there exists an extension A˜∞ = A˜∗∞ ∈ ExtA∞ such that σ( A˜∞) ⊆ [t0,∞), the part
A˜∞E A˜∞ ([t0, t∞)) is absolutely continuous and NA˜ac∞ (t) = ∞ for t ∈ [t0, t1).
Let A˜ := ADﬁn ⊕ A˜∞ . The operator A˜ is a self-adjoint extension of A such that σ( A˜) = σ(AD) =
[t0,∞). The parts AD E AD ([t0, t∞)) and A˜E A˜([t0, t∞)) are absolutely continuous. However, the abso-
lutely continuous parts of both extensions are not unitarily equivalent. Indeed, for a.e. t ∈ [t0, t∞) one
has NAD (t) < ∞ but NA˜ac (t) = ∞, by construction. Hence AD is not strictly ac-minimal that yields
t0 = t1. The converse follows from Corollary 4.7(i). 
5. Sturm–Liouville operators with unbounded operator potentials
5.1. Regularity properties
In this subsection we consider the differential expression (4.1) with unbounded non-negative
T = T ∗(∈ C(H)) in H := L2(R+,H). The minimal operator A := Amin := A, cf. (1.1) and (1.2), is
densely deﬁned and non-negative.
Let H1(T ) be the Hilbert space obtained by equipping dom(T ) with the graph norm. Moreover,
for any s 0 we equip dom(T s) with the graph norm
‖u‖s =
(‖u‖2H + ∥∥T su∥∥2 )1/2 = ∥∥(I + T 2s)1/2u∥∥, s 0, u ∈ dom(T s), (5.1)H
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intermediate spaces [X, Y ]θ , θ ∈ [0,1], between X =H1(T ) and Y =H0(T ) :=H by setting [X, Y ]θ :=
H1−θ (T ), θ ∈ [0,1].
Furthermore, by Hs(T ), s < 0, we denote the completion of H with respect to the “negative” norm
‖u‖s =
∥∥(I + T−2s)−1/2u∥∥H, s < 0, u ∈H. (5.2)
At ﬁrst, we describe the domain dom(A) of the minimal operator A. For this purpose, following [34]
we introduce the Hilbert spaces W 2,2T (R+,H) := W 2,2(R+,H) ∩ L2(R+,H1(T )), equipped with the
Hilbert norms
‖ f ‖2
W 2,2T
=
∫
R+
(∥∥ f ′′(t)∥∥2H + ∥∥ f (t)∥∥2H + ∥∥T f (t)∥∥2H)dt. (5.3)
Obviously we have D0 ⊆ W 2,2T (R+,H) where D0 is given by (1.2). The closure of D0 in W 2,2T (R+,H)
coincides with W 2,20,T (R+,H) := { f ∈ W 2,2T (R+,H): f (0) = f ′(0) = 0} which yields W 2,20,T (R+,H) ⊆
dom(A).
Lemma 5.1. Let T = T ∗ be a non-negative operator inH. Then the domain dom(A) equipped with the graph
norm coincides with the Hilbert space W 2,20,T (R+,H) algebraically and topologically.
Proof. Obviously, for any f ∈D0 we have
‖A f ‖2H =
∫
R+
∥∥ f ′′(x)∥∥2H dx+ ∫
R+
∥∥T f (x)∥∥2H dx− 2Re{ ∫
R+
(
f ′′(x), T f (x)
)
H dx
}
.
Integrating by parts we ﬁnd∫
R+
(
f ′′(x), T f (x)
)
dx= −
∫
R+
∥∥√T f ′(x)∥∥2H dx, f ∈D0.
Hence for any f ∈D0
‖A f ‖2H =
∫
R+
∥∥ f ′′(x)∥∥2 dx+ ∫
R+
∥∥T f (x)∥∥2 dx+ 2 ∫
R+
∥∥√T f ′(x)∥∥2H dx.
Combining this relation with (5.3) yields
‖ f ‖2
W 2,2T
 ‖A f ‖2H + ‖ f ‖2H, f ∈D0.
Furthermore, by the Schwartz inequality,
2
∣∣∣∣Re{ ∫
R+
(
f ′′(x), T f (x)
)
H dx
}∣∣∣∣ ‖ f ‖2W 2,2T , f ∈D0,
which gives
‖A f ‖2H + ‖ f ‖2  2‖ f ‖2W 2,2 , f ∈D0.T
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‖ f ‖2
W 2,2T
 ‖A f ‖2H + ‖ f ‖2H  2‖ f ‖2W 2,2T , f ∈D0.
Since D0 is dense in W 2,20,T (R+,H) we obtain that dom(A) coincides with W 2,20,T (R+,H) algebraically
and topologically. 
In opposite to the case of the minimal operator A = Amin the maximal operator Amax = A∗ clearly
satisﬁes W 2,2T (R+,H) ⊂ dom(Amax), though dom(Amax) = W 2,2T (R+,H) if T is not bounded. How-
ever, W 2,2T (R+,H) is dense in the Hilbert space H+,A∗ obtained equipping dom(Amax) with the graph
norm of A∗ . It was shown for the ﬁrst time in [19] (see also [20, Section 4.1]) that the trace mapping
{γ0, γ1} :W 2,2T (I,H) →H3/4(T ) ⊕H1/4(T ), {γ0, γ1} f =
{
f (a), f ′(a)
}
,
can be extended to a continuous (non-surjective) mapping
{γ0, γ1} : dom(Amax) →H−1/4(T ) ⊕H−3/4(T ). (5.4)
It is also shown in [20, Theorem 4.1.1] that y(·) ∈ dom(Amax) if and only if the following conditions
are satisﬁed:
(i) y′(·) exists and is an absolutely continuous function on I into H−1(T );
(ii) Ay ∈ L2(I,H).
This result is similar to that for elliptic operators with smooth coeﬃcients in domains with smooth
boundary, cf. [24,33]. A similar statement holds also for the operator Amax = A∗min considered in
L2(R+,H), cf. [13, Section 9]. This description of dom(Amax) together with relation (5.4) makes it
possible to introduce the following extensions of A
ÂD = A∗  { f ∈ dom(A∗): γ0 f = 0},
ÂN = A∗  { f ∈ dom(A∗): γ1 f = 0}, (5.5)
which turns out to be self-adjoint (see [20]).
Next, we investigate the Friedrichs extension AF and the Krein extension AK of the operator
A  0. We deﬁne the Neumann realization A˜N as the self-adjoint operator associated with the closed
quadratic form tN ,
tN [ f ] :=
∞∫
0
{∥∥ f ′(x)∥∥2H + ∥∥√T f (x)∥∥2H}dx= ‖ f ‖2W 1,2√
T
− ‖ f ‖2L2(R+,H), (5.6)
f ∈ dom(tN ) := W 1,2√T (R+,H). Clearly, A˜N ∈ ExtA . In the case of bounded T one has A˜N = A1 where
A1 is deﬁned in Theorem 4.4(ii).
We note that the closed quadratic form tF associated with Friedrich extensions AF is given by
tF := tN  dom(tF ),
dom(tF ) := W 1,20,√T (R+,H) :=
{
f ∈ W 1,2√
T
(R+,H): f (0) = 0
}
.
5906 M. Malamud, H. Neidhardt / J. Differential Equations 252 (2012) 5875–5922Proposition 5.2. Let T = T ∗ ∈ C(H), T  0, and A := Amin . Let also Hn := ran(ET ([n − 1,n))), Tn :=
T ET ([n − 1,n)), n ∈ N, and let Sn be the closed minimal symmetric operator deﬁned by (4.1) in Hn :=
L2(R+,Hn) with T replaced by Tn. Then:
(i) The following decompositions hold
A =
∞⊕
n=1
Sn, A
F =
∞⊕
n=1
S Fn , A
K =
∞⊕
n=1
SKn , A˜
N =
∞⊕
n=1
SNn . (5.7)
(ii) The domain dom(AF ) equippedwith the graph norm coincides with a closed subspace { f ∈W 2,2T (R+,H):
f (0) = 0} of W 2,2T (R+,H), algebraically and topologically. Moreover, AF = ÂD = AD = (AD)∗ where
ÂD and AD are deﬁned by (5.5) and (1.3), respectively. In particular, AD is self-adjoint. Hence,
dom
(
AF
) := { f ∈ dom(A∗): γ0 f = 0}= { f ∈ W 2,2T (R+,H): f (0) = 0}.
(iii) The domain dom( A˜N ) equippedwith the graph norm coincides with a closed subspace { f ∈W 2,2T (R+,H):
f ′(0) = 0} of W 2,2T (R+,H) algebraically and topologically. Moreover, A˜N = ÂN = AN = (AN )∗ , where
ÂN and AN are deﬁned by (5.5) and (1.3), respectively. In particular,
dom
(
A˜N
) := { f ∈ dom(A∗): γ1 f = 0}= { f ∈ W 2,2T (R+,H): f ′(0) = 0}.
Proof. (i) Equipping dom(Sn) with the graph norm we obtain the Hilbert space H+,Sn (cf. with (3.16)).
Since Tn is bounded the Hilbert space H+,Sn coincides with W
2,2
Tn
(R+,Hn), n ∈ N, algebraically and
topologically, cf. Lemma 5.1. Therefore the obvious identity
W 2,2T (R+,H) =
⊕
n∈N
W 2,2Tn (R+,Hn)
yields H+,A =⊕n∈NH+,Sn . This relation proves the ﬁrst identity of (5.7). The second and the third
identities are implied by Corollary 3.10.
To prove the last relation in (5.7) we set SN := ⊕∞n=1 SNn . Since SNn = (SNn )∗ ∈ ExtSn and A =⊕∞
n=1 Sn , SN is a self-adjoint extension of A, SN ∈ ExtA . Let f =
⊕∞
n=1 fn ∈ H where H =
⊕∞
n=1Hn .
Denoting by t′N the quadratic form associated with SN we ﬁnd f =
⊕∞
n=1 fn ∈ dom(t′N ) if and only if
fn ∈ dom(tn), n ∈ N, and ∑∞n=1 tn[ fn] < ∞ where tn is the quadratic form associated with SNn , n ∈ N.
If f ∈ dom(t′N ), then
t′N [ f ] =
∞∑
n=1
tn[ fn] =
∞∑
n=1
∞∫
0
{∥∥ f ′n(x)∥∥2Hn + ∥∥√Tn fn(x)∥∥2Hn}dx
=
∞∫
0
{∥∥ f ′(x)∥∥2H + ∥∥√T f (x)∥∥2H}dx= tN [ f ].
Hence f ∈ dom(tN ). Conversely, if f =⊕∞1 fn ∈ dom(tN ), then fn ∈ dom(tn), n ∈N, and∑∞n=1 tn[ fn] <
∞ which proves f ∈ dom(t′N ). Thus, SN = A˜N .
(ii) Following the reasonings of Lemma 5.1 we ﬁnd
‖ fn‖2W 2,2 
∥∥S Fn fn∥∥2Hn + ‖ fn‖2Hn  2‖ fn‖2W 2,2 , n ∈N, (5.8)Tn Tn
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f m :=⊕mn=1 fn , fn ∈ dom(Fn), we obtain from (5.8) that∥∥ f m∥∥2W 2,2T  ∥∥AF f m∥∥2H + ∥∥ f m∥∥2H  2∥∥ f m∥∥2W 2,2T , m ∈N. (5.9)
Since the set { f m =⊕mn=1 fn: fn ∈ dom(S Fn ), m ∈ N}, is a core for AF , inequality (5.9) remains valid
for f ∈ dom(AF ). This shows that dom(AF ) = { f ∈ W 2,2T (R+,H): f (0) = 0} = dom(AD). Moreover,
due to (5.9) the graph norm on dom(AF ) and the norm ‖ · ‖W 2,2T restricted to dom(A
F ) are equivalent.
(iii) Similarly to (5.8) one gets
‖ fn‖2W 2,2Tn 
∥∥SNn fn∥∥2Hn + ‖ fn‖2  2‖ fn‖2W 2,2Tn
for fn ∈ dom(SNn ) = {gn ∈ W 2,2(R+,Hn): g′n(0) = 0}, n ∈ N. The rest of the proof is similar to that
of (ii). 
To state the next result we denote by Cb(R+,Hs), s ∈ [0,1], the space of bounded continuous
functions f :R+ →Hs . Moreover, for any f ∈ W 2,2(R+,H) we put ∂ f := f ′ where the derivative is
understood in the distributional sense.
Corollary 5.3. Let the assumptions of Proposition 5.2 be satisﬁed and f ∈ dom(AD) ∪ dom(AN ). Then:
(i) ∂ f := f ′ ∈ L2(R+,H1/2(T )) and the mappings
∂ : dom
(
AD
)  f → f ′ ∈ L2(R+,H1/2(T )),
∂ : dom
(
AN
)  f → f ′ ∈ L2(R+,H1/2(T ))
are continuous;
(ii) f (·) ∈ Cb(R+,H3/4(T )), f ′(·) ∈ Cb(R+,H1/2(T )) and the mappings
∂ j : dom
(
AD
)  f → f ( j) ∈ Cb(R+,H3/4− j/2(T )),
∂ j : dom
(
AN
)  f → f ( j) ∈ Cb(R+,H3/4− j/2(T )),
j ∈ {0,1}, are continuous. In particular, f (0) ∈H3/4(T ) and f ′(0) ∈H1/4(T ).
Proof. (i) It follows from Proposition 5.2(ii), (iii) that u ∈ L2(R+, X), X =H1(T ). Applying theorem on
intermediate derivatives [34, Theorem I.2.3] to X ⊆ Y =H0 :=H, we obtain f ′ ∈ L2(R+, [X, Y ]1/2) =
L2(R+,H1/2(T )). Moreover, by the same theorem, the mapping ∂ is continuous.
(ii) Combining Proposition 5.2(ii), (iii) with the trace theorem [34, Theorem 1.3.1] one
proves (ii). 
Corollary 5.4. Let H+,A∗ be the Hilbert space equipping dom(A∗) with the graph norm. Then W 2,2T (R+,H)
is dense in H+,A∗ , although W 2,2T (R+,H) = dom(A∗).
Proof. By Proposition 5.2, dom(AF ) = { f ∈ W 2,2T (R+,H): f (0) = 0} and dom(AN ) = { f ∈ W 2,2T (R+,H): f ′(0) = 0} algebraically and topologically. Therefore, by [34, Theorem 1.3.2.], it holds
dom
(
AF
)+ dom(AN)= W 2,2T (R+,H),
dom
(
AF
)∩ dom(AN)= dom(A) = W 2,20,T (R+,H). (5.10)
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are disjoint but not transversal. Combining this fact with (5.10) we get that W 2,2T (R+,H) is dense
in H+,A∗ . 
Remark 5.5. (i) Lemma 5.1, Proposition 5.2 and Corollary 5.3 also hold for realizations of the differen-
tial expression A considered on a ﬁnite interval I , i.e., in the space L2(I,H). For this case Corollary 5.3
has originally been proved by M.L. Gorbachuk [19] (see also [20, Corollary 4.1.5 and Theorem 4.2.4]),
by applying another method. We emphasize, however, that Lemma 5.1 and Proposition 5.2 are new
even for the case of ﬁnite interval realizations.
Note also that Lemma 5.1 and Proposition 5.2 are similar to the classical regularity results for
smooth elliptic differential expressions in domains with smooth boundary (see [4,24,34]).
(ii) At ﬁrst glance the operators AD and AN deﬁned by (1.3) are not necessarily closed realizations
of A and their closures coincide with the realizations ÂD and ÂN deﬁned by (5.5). It is interesting to
note that by Corollary 5.4 the angle between (closed) subspaces dom(AF ) and dom(AN ) in H+,A∗ is
zero.
5.2. Operators on the semi-axis: Spectral properties
To extend Theorem 4.4 to the case of expression (1.1) with unbounded T = T ∗  0, we ﬁrst con-
struct a boundary triplet for A∗ , applying Theorem 3.7 to the representation (5.7) for A.
Lemma 5.6. Let the assumptions of Proposition 5.2 be satisﬁed. Then there is a sequence of boundary triplets
Π̂n = {Hn, Γ̂0n, Γ̂1n} for S∗n such that Π̂ :=
⊕∞
n=1 Π̂n =: {H, Γ̂0, Γ̂1} forms a boundary triplet for A∗ . More-
over, AF = A∗  ker(Γ̂0) and the corresponding Weyl function is given by
M̂(z) = i
√
z − T + Im(√i − T )
Re(
√
i − T ) , z ∈C+. (5.11)
Proof. For any n ∈ N we choose a boundary triplet Πn = {Hn,Γ0n,Γ1n} for S∗n with Γ0n , Γ1n de-
ﬁned by (4.4). By Theorem 4.4(i) S Fn = S0n = S∗n  ker(Γ0n) and by Lemma 4.2 the corresponding Weyl
function is Mn(z) = i√z − Tn .
Following Theorem 3.7, i.e. using construction (3.22), we deﬁne a sequence of regularized boundary
triplets Π̂n = {Hn, Γ̂0n, Γ̂1n} for S∗n by setting Rn := (Re(
√
i − Tn ))1/2, Qn := −Im(√i − Tn ) and
Γ̂0n := RnΓ0n, Γ̂1n := R−1n (Γ1n − QnΓ0n), n ∈N. (5.12)
Hence S Fn = S0n and the corresponding Weyl function M̂n(·) is given by
M̂n(z) = i
√
z − Tn + Im(√i − Tn )
Re(
√
i − Tn )
, z ∈C+, n ∈N. (5.13)
By Theorem 3.7, the direct sum Π̂ :=⊕∞n=1 Π̂n = {H, Γ̂0, Γ̂1} forms a boundary triplet for A∗ and the
corresponding Weyl function is
M̂(z) =
⊕
n∈N
M̂n(z), z ∈C+. (5.14)
Combining (5.14) with (5.13) we get (5.11). From Theorem 3.7 (cf. (3.4)) and Corollary 3.10 we get
A0 = A∗  ker(Γ̂0) =
∞⊕
n=1
S∗n  ker(Γ̂0n) =
∞⊕
n=1
S0n =
∞⊕
n=1
S Fn = AF (5.15)
which proves the second assertion. 
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Theorem 5.7. Let T = T ∗  0, t0 := infσ(T ). Let A := Amin be the minimal operator associated with A,
cf. (1.1) and let Π̂ = {H, Γ̂0, Γ̂1} be the boundary triplet for A∗ deﬁned by Lemma 5.6. Then the following
hold:
(i) The Dirichlet realization AD , dom(AD) := {g ∈ W 2,2T (R+,H): g(0) = 0} coincides with A0 :=
A∗  ker(Γ̂0) = AF , the Friedrichs extension. Moreover, AD is absolutely continuous and σ(AD) =
σac(AD) = [t0,∞).
(ii) The Neumann realization AN , dom(AN) := {g ∈ W 2,2T (R+,H): g′(0) = 0} is given by ABN :=
A∗  ker(Γ̂1 − BN Γ̂0) where BN := T +
√
I + T 2 . Moreover, AN is absolutely continuous σ(AN ) =
σac(AN ) = [t0,∞).
(iii) The Krein extension AK is given by ABK := A∗  ker(Γ̂1 − BK Γ̂0), where
BK = 1√
2
√
T +
√
T +√1+ T 2
1√
T +√1+ T 2
. (5.16)
Moreover, it holds ker(AK ) = H0 := {e−x
√
T h: h ∈ ran(T 1/4)}, the restriction AK  dom(AK ) ∩ H⊥0 is
absolutely continuous and AK = 0H0 ⊕ (AK )ac. In particular, σ(AK ) = {0} ∪ σac(AK ) and σac(AK ) =[t0,∞).
(iv) The realizations AD , AN and (AK )ac are unitarily equivalent.
Proof. (i) By Proposition 5.2(ii), AD = AF . By Lemma 5.6, AF = A0. Finally, combining Proposi-
tion 5.2(i) with Theorem 4.4(i) we get the last statement.
(ii) It is easily seen that with respect to the boundary triplet Π̂n = {Hn, Γ̂0n, Γ̂1n} deﬁned by (5.12),
the extension SNn is given by S
N
n = SBn , where Bn := Tn +
√
1+ T 2n , n ∈ N. By Proposition 5.2(i),
AN =⊕∞n=1 SNn =⊕n∈N SBn . Using Π̂ =⊕n∈N Π̂n and setting BN =⊕n∈N Bn , we ﬁnd AN = ABN .
The remaining part of the statement follows from Theorem 4.4(ii).
(iii) Using the polar decomposition i − λ = √1+ λ2eiθ(λ) where θ(λ) = π − arctan(1/λ), λ 0, we
get
Re(
√
i − T ) =
∞∫
0
4
√
1+ λ2 cos(θ(λ)/2)dET (λ). (5.17)
Setting ϕ(λ) = arctan(1/λ), λ  0 and noting that cos(ϕ(λ)) = λ(1 + λ2)−1/2, we ﬁnd cos(θ(λ)/2) =
2−1/2(1+ λ2)−1/4(λ +√1+ λ2 )−1/2. Inserting this expression into (5.17) yields
Re(
√
i − T ) = 2−1/2(T +√1+ T 2 )−1/2. (5.18)
Similarly, taking into account sin(θ(λ)/2) = cos(ϕ(λ)/2) and cos(ϕ(λ)/2) = 2−1/2(1 + λ2)−1/4(λ +√
1+ λ2 )1/2, we get
Im(
√
i − T ) =
∞∫
0
4
√
1+ λ2 cos(ϕ(λ)/2)dET (λ) = 1√
2
√
T +
√
1+ T 2. (5.19)
It follows from (5.11) with account of (5.18) and (5.19) that M(0) := s-limx↓0 M(−x) = BK , where BK
is deﬁned by (5.16). At the same time, by [13, Proposition 5(iv)], the Krein extension AK is given
by the extension AK := A∗  ker(Γ1 − M(0)Γ0). This yields the ﬁrst statement. The remaining part is
implied by Proposition 5.2(i) and Theorem 4.4(iii).
(iv) The assertion follows from Theorem 4.4(iv) and (5.7). 
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Theorem 5.8. Let T = T ∗  0 and t1 := infσess(T ). Let also A = Amin and A˜ = A˜∗ ∈ ExtA . Then the following
hold:
(i) The absolutely continuous part A˜acE A˜([t1,∞)) of A˜ is unitarily equivalent to the part AD E AD ([t1,∞))
of AD .
(ii) The Dirichlet, Neumann and Krein realizations are ac-minimal and σ(AD) = σ(AN) = σac(AK ) ⊆
σac( A˜).
(iii) The ac-part A˜ac is unitarily equivalent to AD if either
( A˜ − i)−1 − (AF − i)−1 ∈S∞(H) or ( A˜ − i)−1 − (AK − i)−1 ∈S∞(H). (5.20)
Proof. Let Π̂ = {H, Γ̂0, Γ̂1} be the boundary triplet deﬁned in Lemma 5.6. By [38, Corollary 4.2], it
suﬃces to assume in addition that A˜ is disjoint with A0, i.e., due to Proposition 2.3(ii), it admits a
representation A˜ = AB , dom(AB) = ker(Γ̂1 − BΓ̂0), with the boundary operator B ∈ C(H).
(i) In accordance with (2.8) the Weyl function corresponding to AB is given by M̂B(z) = (B −
M̂(z))−1, z ∈ C+ , where M̂(z) is the Weyl function corresponding to the triplet Π̂ = {H, Γ̂0, Γ̂1} and
deﬁned by (5.11). Clearly,
Im
(
M̂B(z)
)= M̂B(z)∗ Im(M̂(z))M̂B(z), z ∈C+. (5.21)
It follows from (5.18) that (Re(
√
i − T ))−1 √2. Therefore (5.11) yields
Im
(
M̂(z)
)

√
2 Im
(
M(z)
)= √2 Im(i√z − T ), z ∈C+, (5.22)
cf. (4.5). Repeating the reasoning of the proof of Theorem 4.6(i), we obtain from (5.22) that
dM̂D (t) = ∞ for a.e. t ∈ [t1,∞), where D = D∗ ∈ S2(H) and ker D = {0}. Moreover, it follows
from (5.21) that dM̂DB
(t) = dM̂D (t) = ∞ for a.e. t ∈ [t1,∞). One completes the proof by applying Propo-
sition 2.10.
(ii) To prove ac-minimality of AD we follow the proof of Theorem 4.6(ii) applying estimates (5.22).
The statement for AD then follows from Proposition 2.10. The ac-minimality of AN and AK is then
implied by Theorem 5.7(iv).
(iii) The Weyl function M̂(·) corresponding to Π̂ admits the representation (5.13) and (5.14). Let
m+n be the invariant maximal normal function deﬁned by (2.11) with respect to Mn(z) = i
√
z − T . It
follows from (4.6) that supn∈Nm+n (t) < ∞ for t ∈R because the estimate (4.6) does not depend on Tn .
Therefore the ﬁrst statement immediately follows from Theorem 2.11.
To prove the second statement we note that the operator BK deﬁned by (5.16) is bounded. There-
fore, according to (2.8) the Weyl function of the operator ABK is
M̂BK (z) =
(
BK − M̂(z))−1, z ∈C+.
Inserting expression (5.16) into this formula we get
M̂BK (z) = −
1√
2
1√
T + i√z − T
1√
T +√1+ T 2
= 1
z
√
2
√
T − i√z − T√
T +√1+ T 2
.
It follows that the strong limit M̂BK (t + i0) exists for any t ∈R \ {0} and
M̂BK (t) := M̂BK (t + i0) := s-lim
y→∗0MBK (t + iy) = −
1
t
√
2
√
T − i√t − T√ √
2
.T + 1+ T
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equivalent whenever ( A˜ − i)−1 − (AK − i)−1 ∈S∞(H). This completes the proof. 
Finally, we generalize Corollary 4.7 to the case of unbounded operator potentials and complete
Theorem 5.8 as well.
Corollary 5.9. Let the assumptions of Theorem 5.8 be satisﬁed. Assume, in addition, that t0 := infσ(T ) =
infσess(T ) =: t1 . Then:
(i) The Dirichlet, Neumann and Krein realizations are strictly ac-minimal.
(ii) The ac-part A˜ac of A˜ is unitarily equivalent to AD whenever ( A˜ − i)−1 − (AN − i)−1 ∈S∞(H).
Proof. (i) Since t0 = t1, it follows from Theorem 5.8(i), and Theorem 5.7(i) that for any A˜ = A˜∗ ∈
ExtA the ac-part A˜ac E A˜([t0,∞)) of A˜E A˜([t0,∞)) is unitarily equivalent to AD , that is, AD is strictly
ac-minimal. Now the strict ac-minimality of AN and AK is implied by Theorem 5.7(iv).
(ii) The statement is proved in just the same way as Corollary 4.7(ii). 
Remark 5.10. Clearly, t0 = t1 if T  0 and (T + I)−1 ∈ S∞(H). Thus, in this case AD is ac-minimal
but not strictly ac-minimal.
Next we complete both Theorem 5.8 and Corollary 5.9 by showing that in contrast to the realiza-
tions admitting separation of variables (see Appendix A), the other realizations might have non-trivial
non-negative singular spectrum.
Corollary 5.11. Assume the conditions of Theorem 5.8. Assume also that t0 = t1 . Then there exist self-adjoint
extensions A˜ of A with non-trivial non-negative singular spectrum, i.e. σs( A˜) ∩R+ = ∅ and σac( A˜) ⊃R+ .
Proof. Assume for deﬁniteness that t0 = t1 = 0 and set H1 := ET ([0,1))H and H2 := ET ([1,∞)).
Since t1 = 0 and T is unbounded, dim(H1) = dim(H2) = ∞. We set T1 := T H1 and T2 := T H2.
Clearly, H=H1 ⊕H2 and
A = A1 ⊕ A2, A j = A j,min := − d
2
dt2
+ T j, j ∈ {1,2}.
Clearly, both symmetric operators A1 and A2 have inﬁnite deﬁciency indices, n±(A j) = dim(H j) = ∞,
j ∈ {1,2}. Moreover, since A2  I , the interval (0,1) is the gap of A2. By [9] there is an extension
A˜2 = A˜∗2 such that the part A˜2E A˜([0,1]) is purely singular. Choosing any extension A˜1 = A˜∗1 of A1
and setting A˜ := A˜1 ⊕ A˜2 we get a self-adjoint extension of A such that A˜s E A˜([0,1]) = 0. At the same
time, by Theorem 5.8(i), the part A˜ac E A˜([0,∞)) is unitarily equivalent to AD . Hence σac( A˜) ⊃R+ . 
Next we apply Theorem 5.8 to realizations ÂC of the form ÂC = A∗  dom( ÂC ) where C = C∗ ∈
C(H) and
dom
(
ÂC
) := { f ∈ dom(A∗): γ0 f ∈ dom(C), γ1 f ∈H, γ1 f = Cγ0 f }.
It is shown in [21,22] (see also [13, Section 9]) that the operator ÂC is self-adjoint provided that
C = C∗ is strongly subordinated to T 1/2, i.e.,
‖C f ‖ a∥∥T 1/2 f ∥∥+ b‖ f ‖, f ∈ dom(T 1/2), 0< a < 1, b > 0.
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ÂC = ( ÂC )∗ . If either
(T + I)−1/2C(T + I)−1/2 ∈S∞(H) or (T + I)−1 ∈S∞(H), (5.23)
then the ac-part ( ÂC )ac of ÂC is unitarily equivalent to AD .
Proof. According to [21,22] ( ÂC − i)−1 − (AN − i)−1 ∈ Sp provided that either (T + I)−1/2C(T +
I)−1/2 ∈Sp(H) or (T + I)−1 ∈Sp(H) for p ∈ [1,∞]. It remains to apply Theorem 5.8(iii). 
6. Applications
In this section we apply previous results on Schrödinger operators in the half-space. To this
end we denote by L = Lmin the minimal elliptic operator associated with the differential expres-
sion
L := − ∂
2
∂t2
−
n∑
j=1
∂2
∂x2
+ q(x), q = q ∈ L∞(Rn),
in H = L2(Rn+1+ ), Rn+1+ := R+ × Rn . Recall that Lmin is the closure of L deﬁned on C∞0 (Rn+1+ ). It is
known (see [4,24]) that
dom(Lmin) = H2,20
(
Rn+1+
)
:= { f ∈ H2,2(Rn+1+ ): f  ∂Rn+1+ = 0, ∂ f /∂n  ∂Rn+1+ = 0}
where n stands for the interior normal to ∂Rn+1+ . Clearly, L is symmetric. The maximal operator
Lmax is deﬁned by Lmax = (Lmin)∗ . We emphasize that H2,2(Rn+1+ ) ⊂ dom(Lmax) ⊂ H2,2loc (Rn+1+ ) but
dom(Lmax) = H2,2(Rn+1+ ). The trace mappings γ j :C∞(Rn+1+ ) → C∞(∂Rn+1+ ), j ∈ {0,1} are deﬁned by
γ0 f := f  ∂Rn+1+ and γ1 f := ∂ f /∂n  ∂Rn+1+ .
Denote by H+ the domain dom(Lmax) of Lmax equipped with the graph norm. It is known (see [24,34])
that γ j can be extended by continuity to operators mapping H+ continuously onto H− j−
1
2 ,2(∂Rn+1+ ),
j ∈ {0,1}.
Let us deﬁne the following realizations of L:
(i) LD f :=L f , f ∈ dom(LD) := {ϕ ∈ H2,2(Rn+1+ ): γ0ϕ = 0};
(ii) LN f :=L f , f ∈ dom(LN ) := {ϕ ∈ H2,2(Rn+1+ ): γ1ϕ = 0};
(iii) LK f := L f , f ∈ dom(LK ) := {ϕ ∈ dom(Lmax): γ1ϕ + Λγ0ϕ = 0} where Λ := √−x + q(·) :
H− 12 ,2(∂Rn+1+ ) → H−
3
2 ,2(∂Rn+1+ ).
To treat the operator Lmin as the Sturm–Liouville operator with (unbounded) operator potential we
denote by T the minimal operator associated with the Schrödinger expression
−x + q(x) := −
n∑
j=1
∂2
∂x2j
+ q(x), q = q ∈ L∞(Rn), (6.1)
in H := L2(Rn). Clearly, T = T ∗ . Moreover, T  0 if q(·)  0. Let A := Amin be the minimal operator
associated with (1.1) where T = Tmin.
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the Schrödinger expression (6.1) in L2(Rn). Let also t0 := infσ(T ) and t1 := infσess(T ). Then the following
hold:
(i) The minimal operator A coincides with the minimal operator L and dom(A) = H2,20 (Rn+1+ ).
(ii) The Dirichlet realization AD coincides with LD , hence, LD is absolutely continuous and σ(LD) =
σac(LD) = [t0,∞).
(iii) The Neumann realization AN coincides with LN , hence, LN is absolutely continuous and σ(AN ) =
σac(AN) = [t0,∞).
(iv) The Krein realization AK coincides with LK , in particular, LK admits the decomposition LK = 0H0 ⊕
(LK )ac,H0 := ker(LK ), and σac(LK ) = [t0,∞).
(v) The self-adjoint realizations LD , LN , and LK are ac-minimal, in particular, LD , LN , and (LK )ac are unitarily
equivalent. If t0 = t1 , then the realizations LD , LN and LK are strictly ac-minimal.
(vi) If L˜ is a self-adjoint realization of L such that either (˜L − i)−1 − (LD − i)−1 ∈ S∞(L2(Rn+1+ )) or
(˜L − i)−1 − (LK − i)−1 ∈S∞(L2(Rn+1+ )), then L˜ac and LD are unitarily equivalent.
(vii) Let L˜ be a self-adjoint realization of L such that (˜L − i)−1 − (LN − i)−1 ∈ S∞(L2(Rn+1+ )). If t0 = t1 ,
then L˜ac and LD are unitarily equivalent.
Proof. (i) We put
D∞ :=
{ ∑
1 jk
φ j(x)h j(ξ): φ j ∈ C∞0 (R+), h j ∈ C∞0
(
Rn
)
, k ∈N
}
and note that D∞ ⊆ D0, where D0 is deﬁned by (1.2), and D∞ ⊆ C∞0 (Rn+1+ ). Moreover, A  D∞ =
L  D∞ . Since D∞ is a core for both minimal operators A and L, we have A = L which yields
dom(A) = H2,20 (Rn+1+ ).
(ii) Since A = L one has AF = LF . Moreover, LF = LD , thus AD = LD . It remains to apply Theo-
rem 5.7(i).
(iii) Clearly, W 2,2T (R+,H) = H2,2(Rn+1+ ) algebraically and topologically. A straightforward compu-
tation shows that
tL[ f ] := (L f , f )H = (A f , f )L2(Rn+1+ ) =: t
A[ f ], f ∈ W 2,2T (R+,H) = H2,2
(
Rn+1+
)
.
Since W 2,2T (R+,H) is dense in W 1,2√T (R+,H), the closure of t
A coincides with the quadratic form tN
associated with the realization AN and deﬁned by (5.6). Moreover, since H2,2(Rn+1+ ) is dense in
H1,2(Rn+1+ ), the closure of tL is the closed quadratic form associated with LN . Since tA = tL , on
W 2,2T (R+,H), their closures coincide too, hence AN = LN . The remaining part follows from Theo-
rem 5.7(ii).
(iv) Since A = L, the realization AK of A is identical with the Krein realization LK of L. However,
it is proved in [13, Section 9.7] that LK is the Krein realization of L. The remaining statements are
implied by Theorem 5.7(iii).
(v) By Theorem 5.8(ii) the extensions AD , AN and AK are ac-minimal. Combining this fact with
statements (i)–(iv) we ﬁnd that LD , LN and LK are ac-minimal too. The second statement follows
from Corollary 5.9(i).
(vi) Due to (i)–(iv), this statement is immediate from Theorem 5.8(iii).
(vii) This statement follows from Corollary 5.9(ii). 
Corollary 6.2. Let the assumptions of Proposition 6.1 be satisﬁed. If
lim|x|→∞
∫
|x−y|1
q(y)dy = 0, (6.2)
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σ
(
LD
)= σac(LK )= σ (LN)= σac(LN)= [0,∞). (6.3)
In particular, conclusion (6.3) holds whenever lim|x|→∞ q(x) = 0.
Proof. By [18, Section 60] condition (6.2) yields the equality σc(T ) = R+ , in particular 0 ∈ σc(T )
and t1 = 0. Since q  0, we have 0  t0  t1 = 0, that is t0 = t1 = 0. It remains to apply Proposi-
tion 6.1(i)–(iv). 
Remark 6.3. (i) In Appendix A.2 we extend Proposition 6.1 for special realizations admitting separa-
tion of variables (which include the Dirichlet and Neumann realizations) of more general differential
expression
L := − ∂
2
∂t2
− x + p(t) + q(x) (6.4)
deﬁned in L2(Rn+1+ ). We show that these realizations are always absolutely continuous for a broad
class of potentials p and q.
(ii) Let T be the (closed) minimal non-negative operator associated in H := L2(Rn) with general
uniformly elliptic operator
−
n∑
j,k=1
∂
∂x j
a jk(x)
∂
∂x j
+ q(x), a jk ∈ C1
(
Rn+1+
)
, q ∈ C(Rn+1+ )∩ L∞(Rn+1+ ),
where the coeﬃcients a jk(·) are bounded with their C1-derivatives, q  0. In this case dom(T ) =
H2,2(Rn) algebraically and topologically. By Lemma 5.1, dom(Amin) = W 2,20,T (R+,H) = H2,20 (Rn+1+ ) and
Proposition 6.1 remains valid with T in place of the Schrödinger operator (6.1).
Acknowledgments
We express our gratitude to the referee for extremely careful reading of the manuscript, numerous
useful suggestions and valuable remarks. Following referee’s advice and for the reader’s convenience
we added Examples 3.1, 3.2, 3.8 and Appendices B, C and D.
Appendix A. Operators admitting separation of variables
A.1. Finite interval
Here we consider the differential expression A with unbounded T = T ∗  0 (cf. (1.1)) on a ﬁnite
interval I = [0,π ] and denote it by AI . The minimal operator A := AI,min := A′ generated by A in the
Hilbert space HI := L2(I,H) is deﬁned similarly to that of A = Amin in L2(R+,H). Obviously, AI,min is
densely deﬁned and non-negative.
We brieﬂy discuss the spectral properties of realizations of AI which admit separating of variables.
We set
ADI f :=AI f , f ∈ dom
(
ADI
) := { f ∈ W 2,2T (I,H): f (0) = f (π) = 0},
ANI f :=AI f , f ∈ dom
(
ADI
) := { f ∈ W 2,2T (I,H): f ′(0) = f ′(π) = 0}
where W 2,2T (I,H) = W 2,2(I,H) ∩ L2(I,H1(T )) with H1(T ) deﬁned by (5.1).
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ential expression l := −d2/dx2 in the Hilbert space L2(I), i.e.
lD := − d
2
dx2
 dom(lD), dom(lD) =
{
f ∈ W 2,2[0,π ]: f (0) = f (π) = 0},
lN := − d
2
dx2
 dom(lN), dom(lN) =
{
f ∈ W 2,2[0,π ]: f ′(0) = f ′(π) = 0}.
Obviously, both spectra are discrete and given by σ(lD) = {1,4, . . . ,k2, . . .}, k ∈ N and σ(lN ) =
{0,1,4, . . . ,k2, . . .}, k ∈N0 := {0} ∪N.
Proposition A.1. Let ADI and A
N
I be the Dirichlet and the Neumann realizations of AI in L2(I,H) and let
Tk := T + k2 IH(∈ C(H)). Then:
(i) ADI is unitarily equivalent to the operator
⊕∞
k=1 Tk.
(ii) ANI is unitarily equivalent to the operator
⊕∞
k=0 Tk.
(iii) The spectrum of the operators ADI and A
N
I is discrete, pure point, purely singular and absolutely continu-
ous if and only if the spectrum of T is so.
(iv) The spectral multiplicity functions NADI
(·) and NANI (·) of the realizations A
D
I and A
N
I , respectively, are
ﬁnite for each λ ∈ R whenever the multiplicity function NT (·) is ﬁnite. Moreover, if σac(T ) = [t0,∞),
then σac(ADI ) = [t0 + 1,∞) and
N(ADI )ac
(t) = kNTac (t) for a.e. t ∈
[
t0 + k2, t0 + (k + 1)2
)
, k ∈N,
as well as σac(ADI ) = [t0,∞) and
N(ANI )ac
(t) = (k + 1)NTac(t) for a.e. t ∈
[
t0 + k2, t0 + (k+ 1)2
)
,
k ∈N0 := {0} ∪N.
(v) The operators (ADI )
ac and (ANI )
ac are not unitarily equivalent.
Proof. (i) By the spectral theorem, the operator lD = l∗D is unitarily equivalent to the diagonal operator
ΛD = diag(12,22, . . . ,k2, . . .) acting in HD = l2(N). Namely, UDlD = ΛDUD where UD is the unitary
map from L2[0,π ] onto l2(N),
UD : f =
√
2
π
∞∑
k=1
ak sinkx→ {ak}∞1 ∈ l2(N)
and ak = ( f ,√2/π sinkx). Hence
(UD ⊗ IH)AD
(
U∗D ⊗ IH
)= (UD ⊗ IH)(lD ⊗ IH + IH1 ⊗ T )(U∗D ⊗ IH)
= ΛD ⊗ IH + IH2 ⊗ T =
∞⊕
k=1
(
k2 IH + T
)= ∞⊕
k=1
Tk.
(ii) In this case, by the spectral theorem, the operator AN is unitarily equivalent to the diagonal
operator ΛN = diag(0,12,22, . . . ,k2, . . .) in HN = l2(N0), UNlN = ΛNUN where
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π
b0 +
√
2
π
∞∑
k=1
bk coskx→ {bk}∞0 ∈ l2(N0)
and bk = ( f ,√2/π coskx). Repeating the previous reasonings we arrive at the required relation
(UN ⊗ IH)AN
(
U∗N ⊗ IH
)= ∞⊕
k=0
Tk.
(iii) This statement follows immediately from (i) and (ii) in view of the obvious relations
σ(
⊕∞
k=1 Tk) =
⋃∞
k=1 σ(Tk) and στ (
⊕∞
k=1 Tk) =
⋃∞
k=1 στ (Tk), τ = pp, s, sc,ac.
(iv) Combining (i) and (ii) with the obvious relations στ (Tk) = k2+στ (Tk), τ = d, pp, s, sc,ac, k ∈N
we get the statement.
(v) It follows from (i) and (ii) that σac(ANI ) =
⋃∞
k=0 σac(Tk) and σac(ADI ) =
⋃∞
k=1 σac(Tk) which
yields σac(ANI ) = σac(ADI ). This proves (v). 
A.2. Semi-axis
Our next purpose is to show that the spectral properties of realizations of A admitting separation
of variables can be investigated directly by applying elementary methods. In particular, we present a
simple proof of Theorem 5.7(ii). Let us ﬁrst prove a general statement.
Proposition A.2. Let K and T be self-adjoint operators in the separable Hilbert spacesK andH, respectively,
and let L := K ⊗ IH + IK ⊗ T .
(i) LetDK andDT be cores of K and T , respectively. Then
D :=
{
f =
∑
1 jk
φ j ⊗ h j, φ j ∈DK , h j ∈DT , k ∈N
}
is a core of L and L is essentially self-adjoint onD.
(ii) σ(L) = σ(K ) + σ(T ).
(iii) If the self-adjoint operators K and K ′ are unitarily equivalent, then L and L′ := K ′ ⊗ IH + IK ⊗ T are
unitarily equivalent in H :=K⊗H.
(iv) If K is absolutely continuous, then L is absolutely continuous.
Proof. (i) and (ii) are proved in [39, Theorem XIII.33].
(iii) Let V be a unitary operator in K such that K ′ = V ∗K V . Then U := V ⊗ IH is unitary in
H=K⊗H and
U∗LU = V ∗ ⊗ IH(K ⊗ IH + IK ⊗ T )V ⊗ IH = K ′ ⊗ IH + IK ⊗ T = L′.
(iv) We note that the set
M(L) := { f ∈H: (e−itL f , f ) ∈ L2(R)}
is linear and dense in Hac(L), cf. [3, Section 3.5.2]. Let L := K ⊗ IH+ IK⊗ T . From [43, Theorem 8.35]
we get
(
e−itL f ⊗ g, f ⊗ g)= (e−itK f , f )(e−itT g, g), t ∈R.
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Since M(L) is a linear set, we ﬁnd the inclusion D := {∑1 jk f j ⊗ g j: f j ∈ M(K ), g j ∈ H,
k ∈ N} ⊆ M(L). Taking into account that M(K ) is dense in K we obtain that D is dense in H.
Thus, L is absolutely continuous. 
We apply Proposition A.2 to special realizations of the differential expression (6.4). To this end we
consider the differential expression l′(p) := − d2
dt2
+ p in K := L2(R+) assuming that p = p ∈ L2loc(R+).
Clearly, it is well deﬁned on dom(l′(p)) := C∞0 (R+). Its closure, the minimal symmetric operator, is
denoted by l(p). In what follows we assume that l(p) is in the limit point case at inﬁnity. It is known
that the maximal operator l(p)∗ has the regularity property: dom(l(p)∗) ⊃ W 2,2loc (R+). Therefore the
following extensions are well deﬁned
lτ (p) :=
(
− d
2
dt2
+ p
)

{
f ∈ dom(l(p)∗): f ′(0) = τ f (0)}
and self-adjoint in K := L2(R+) for τ ∈ R ∪ {0} ∪ {∞}. For τ = 0 and τ = ∞ these extensions are
identiﬁed with the Neumann and the Dirichlet realizations of − d2
dt2
+ p, respectively.
Further, let T = T ∗  0, T ∈ C(H). Consider the symmetric operator A′(p) := l(p) ⊗ IH + IK ⊗ T
deﬁned in H :=K⊗H := L2(R+,H) on the domain
dom
(
A′(p)
) := { f = ∑
1 jk
φ jh j: φ j ∈ C∞0 (R+), h j ∈ dom(T ), k ∈N
}
,
cf. (1.1) and (1.2). The closure A(p) of A′(p) is the minimal operator associated with (6.4). Let
Aτ (p) := lτ (p)⊗ IH + IK ⊗ T . By Proposition A.2(i), Aτ (p) is a self-adjoint extension of A(p) in H. In
particular, A0 = AN and A∞ = AD .
Corollary A.3. Let T = T ∗  0. Further, let p ∈ L2loc(R+) and let l(p) be in the limit point case at inﬁnity.
(i) If the self-adjoint extensions lτ1 (p) and lτ2 (p) of l(p) are unitarily equivalent, then the self-adjoint oper-
ators Aτ1 (p) := lτ1 (p) ⊗ IH + IK ⊗ T and Aτ2 (p) := lτ2 (p) ⊗ IH + IK ⊗ T are unitarily equivalent.
(ii) If the self-adjoint extension lτ (p) is absolutely continuous, then Aτ (p) is absolutely continuous too.
(iii) Assume that p(t)  0 and either
∫∞
0 tp(t)dt < ∞ or
∫∞
0 p(t)dt < ∞. Then for any τ ∈ R+ the oper-
ator Aτ (p) is unitarily equivalent to the Dirichlet realization A∞(p) = AD(p). In particular, all exten-
sions Aτ (p) are absolutely continuous.
Proof. (i) is immediate from Proposition A.2(iii).
(ii) follows from Proposition A.2(iv).
(iii) It is well known that under the assumptions on p any two non-negative self-adjoint extensions
lτ1 (p) and lτ2 (p) are unitarily equivalent and purely absolutely continuous. One completes the proof
by applying (i) and (ii). 
Let T ′ = −+q be the Schrödinger expression with q ∈ L2loc(Rn). Assume that T ′ is essentially self-
adjoint on C∞0 (Rn) and denote by T its closure. Consider the symmetric operator L′′(p) := l′(p)⊗ IH+
IK ⊗ T ′ deﬁned on
dom
(
L′′(p)
) :=D := { f = ∑
1 jk
φ jh j: φ j ∈ C∞0 (R+), h j ∈ C∞0
(
Rn
)
, k ∈N
}
.
Clearly, L′′(p) ⊆ L′(p) ⊆ L′′(p) where L′(p) = A′(p). Hence L′′(p) = L′(p) = L(p) and any self-adjoint
extension L˜(p) of L(p) is a self-adjoint extension of
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2
∂t2
− x + p(t) + q(x) (A.1)
deﬁned on C∞0 (R
n+1+ ). By Corollary A.3 a self-adjoint realization Lτ (p) = lτ (p)⊗ IH + IK ⊗ T of L(p)
is absolutely continuous whenever the self-adjoint extension lτ (p) of l(p) is absolutely continu-
ous. In particular, this is the case provided that p(t)  0 for t ∈ R+ and either
∫∞
0 tp(t)dt < ∞ or∫∞
0 p(t)dt < ∞.
Corollary A.3 can also be applied to Schrödinger operator (A.1) deﬁned in L2(Rn+1). Indeed, let
p ∈ L2loc(R) and let the differential operator l′(p) = − d
2
dt2
+ p(t) be essentially self-adjoint on C∞0 (R).
If its closure is absolutely continuous, then, by Proposition A.2, the Schrödinger operator L(p) deﬁned
on C∞0 (Rn+1) is essential self-adjoint in L2(Rn+1) and its closure is absolutely continuous, too.
Remark A.4. (i) We note that the above reasonings cannot be applied to realizations of A which do
not admit a tensor structure A˜ = l˜ ⊗ IH + IK ⊗ T .
(ii) Comparing Corollary A.3 with Proposition A.1 we see that the spectral properties of realizations
of A on the semi-axis R+ substantially differ from that of realizations of A on a ﬁnite interval I .
Indeed, for self-adjoint realizations of A on R+ the ac-part can never be eliminated for any T =
T ∗  0, cf. Theorem 5.8(ii). In contrast to that the spectral properties of self-adjoint realizations of AI
strongly depend on T .
Appendix B. Spectral multiplicity function
The classical deﬁnition of the spectral multiplicity function can be found, for instance, in [7, Sec-
tion 7], and is in detail analyzed there. In the present paper we use another deﬁnition of this notion
proposed in [35]. This deﬁnition is also applied to non-orthogonal measures. By B(R) we denote the
σ -algebra of Borel subsets of R. The set of bounded Borel subsets is denoted by Bb(R).
Deﬁnition B.1. (See [35, Deﬁnition 2.1].) A mapping Σ :Bb(R) → [H] is an operator measure if the
following conditions are satisﬁed:
(i) Σ(∅) = 0,
(ii) Σ(δ) = Σ(δ)∗  0 for δ ∈ Bb(R),
(iii) the function is strongly countably additive, i.e., if δ =⋃∞j=1 δ j is a union of disjoint Borel sets
δ j ∈ Bb(R), then Σ(δ) = s-limN→∞ Σ(⋃Nj=1 δ j).
The operator measure Σ is called bounded if it is deﬁned on the B(R) and Σ(R) ∈ [H].
The bounded operator measure is called spectral or orthogonal if Σ(δ) is an orthogonal projection
for δ ∈ B(R), that is Σ(δ)2 = Σ(δ).
An operator measure Σ1 is called absolutely continuous with respect to an operator measure Σ2
if Σ1(δ) = 0 whenever Σ2(δ) = 0. The operator measures Σ1 and Σ2 are called equivalent if they
are mutually absolutely continuous. There always exists a scalar measure  equivalent to the operator
measure Σ .
Deﬁnition B.2. (See [35, Deﬁnition 4.5].) Let Σ be an operator measure and let  be an equivalent
scalar measure. Further, let {e j}dj=1, d = dim(H), be an orthonormal basis in H. Let
σi j(δ) :=
(
Σ(δ)ei, e j
)
, ψi j(t) = dσi j
d
(t),
Ψ en (t) :=
(
ψi j(t)
)n
, Ψ e(t) := (ψi j(t))d ,i, j=1 i, j=1
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NeΣ(t) := rank
(
Ψ e(t)
) := sup
n1
rank
(
Ψ en (t)
)
is called the spectral multiplicity function, where rank(·) denotes the rank of a matrix.
Remark B.3. (i) The derivative
dσi j
d means the Radon–Nikodym derivative. It is deﬁned only for
(·)-a.e. t ∈R.
(ii) In fact, the deﬁnition of the spectral multiplicity function NeΣ(·) does not depend on the choice
of the orthonormal basis e = {e j}dj=1 (see [35, Proposition 4.6]). Therefore we omit the upper index e
and write NΣ(·) instead of NeΣ(·).
(iii) For orthogonal bounded operator measures this deﬁnition is equivalent to the classical one,
cf. [7, Section 7].
(iv) If T = T ∗ ∈ C(H), then the spectral multiplicity function NT (·) of T is deﬁned by NT (t) :=
NET (t), t ∈R, where ET (·) is the spectral measure of T .
To compute the spectral multiplicity function we consider the operator measure ΣD(δ) :=
D∗Σ(δ)D , δ ∈ Bb(R), where D ∈ S2(H). Clearly, that ΣD(·) is equivalent to the scalar measure
(·) = tr(ΣD(·)). Since ΣD(·) takes values in S1(H) the Radon–Nikodym derivative dΣDd exists. We
set ΨΣD (t) := dΣDd (t) for -a.e. t ∈R. If ker(D) = ker(D∗) = {0} one gets from [35, Corollary 4.7]
NΣ(t) = NΣD (t) := dim
(
ran
(
ΨΣD (t)
))
for -a.e. t ∈R.
The computation is simpliﬁed if the operator measure Σ admits already the representation
Σ(δ) =
∫
δ
ΨΣ(t)d(t), δ ∈ Bb(R).
In this case we set NΣ(t) := dim(ran(ΨΣ(t))) for -a.e. t ∈R.
Any operator measure admits the unique Lebesgue decomposition
Σ = Σ s + Σac
where the operator measure Σac is absolutely continuous with respect to the Lebesgue measure. In
what follows NΣac (·) is called the spectral multiplicity function of the ac-part of Σ .
In [38] the spectral multiplicity function of the absolutely continuous part of Σ is related to an
R-function or Nevanlinna function. A Nevanlinna function F :C+ → [H] is an operator-valued function
holomorphic in the upper half plane C+ and satisfying Im(F (z)) := 12i (F (z)− F (z)∗) 0, z ∈C+ . Every
R-function admits the integral representation
F (z) = C0 + C1z +
∫
R
(
1
t − z −
t
1+ t2
)
dΣF (t), z ∈C+,
where C0, C1 are bounded self-adjoint operators, C1  0 and ΣF (·) is an operator-valued measure
deﬁned on Bb(R) and satisfying
∫
R
1
1+t2 dΣF (t) ∈ [H].
To compute NΣacF (·) let us consider the sandwiched Nevanlinna function F D(·) := D∗F (·)D where
D ∈ S2(H) and satisﬁes ker(D) = ker(D∗) = {0}. In this case the limits F D(t) := limy→+0 F D(t + iy)
exist for a.e. t ∈R in the Hilbert–Schmidt norm [6,17] and
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(
ran
(
Im
(
F D(t + i0)))) (B.1)
for a.e. t ∈R with respect to the Lebesgue measures, cf. [38, Proposition 2.6]. In fact, if the weak limits
F (t) := w-limy→+0 F (t + iy) exist for a.e. t ∈ R , then NΣacF (t) = dF D (t) := dim(ran(Im(F (t + i0)))) for
a.e. t ∈ R , that is, upper index D can be omitted, cf. [38, Corollary 2.7].
Appendix C. Absolutely continuous closure
The concept of the ac-closure has been introduced in [10] (and independently in [15]). Its prop-
erties can also be found in [10,15]. Here we recall the deﬁnition of ac-closure of a Borel subset of R
used in Section 3.
Deﬁnition C.1. (See [10].) Let δ ∈ B(R). The set clac(δ) deﬁned by
clac(δ) :=
{
x ∈R: ∣∣(x− ε, x+ ε) ∩ δ∣∣> 0 ∀ε > 0}
is called the absolutely continuous closure (ac-closure) of the Borel set δ ∈ B(R).
Let us recall simple properties of the absolutely continuous closure.
Lemma C.2. (See [15,38].) Let δ, δ′, δk ∈ B(R), k ∈N. Then,
(i) clac(δ) is a closed set;
(ii) clac(δ) ⊆ δ;
(iii) |δ \ clac(δ)| = 0;
(iv) clac(clac(δ)) = clac(δ);
(v) |clac(δ)| |δ|;
(vi) if δ ⊆ δ′ , then clac(δ) ⊆ clac(δ′);
(vii) if |δ| = 0, then clac(δ) = ∅;
(viii) if |δ′| = 0, then clac(δ ∪ δ′) = clac(δ);
(ix) if δ :=⋃k∈N δk, then clac(δ) =⋃k∈N clac(δk).
Let us indicate several examples.
Example C.3. (i) Let δ = [0,1] ∪ x0 where x0 /∈ [0,1]. Then clac(δ) = [0,1].
(ii) Let δ be the set of rational numbers of the closed interval [0,1], δ = [0,1]∩Q. Then clac(δ) = ∅
while δ = [0,1].
(iii) [15, Example 2.12] Let {rn}n∈N be an enumeration of the rational numbers in [0,1] and let
δ :=
⋃
n∈N
(
rn − 1
4n
, rn + 1
4n
)
.
Then clac(δ) ⊇ [0,1]. Moreover, one has |clac(δ)| 1 and |δ| 23 . Note, in addition, that |clac(δ)\δ| 13
and |δ \ clac(δ)| = 0.
Finally, we refer to Proposition 2.8, see also [38, Proposition 3.2], as a useful application of the
ac-closure concept.
Appendix D. Linear relations
Here we brieﬂy recall some basic facts on linear relations. Let H be a separable Hilbert space.
A linear relation Θ in H is a linear (not necessarily closed) subspace of the Cartesian product H×H.
The domain, range, kernel and multivalued part are deﬁned by
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ker(Θ) := { f ∈H: { f ,0} ∈ Θ}, mul(Θ) := { f ′ ∈H: {0, f ′} ∈ Θ},
respectively. The inverse relation Θ−1 is given by
Θ−1 := {{ f ′, f } ∈H×H: { f , f ′} ∈ Θ}.
Obviously, one has dom(Θ−1) = ran(Θ), ran(Θ−1) = dom(Θ) and ker(Θ−1) = mul(Θ). The rela-
tion Θ is called closed if Θ is a closed subspace in H × H. A relation Θ is always closable, its
closure is denoted by Θ . If Θ is closed, then ker(Θ), mul(Θ) and Θ−1 are closed. The sum and the
product of two linear relations Θ ′ and Θ ′′ are deﬁned by
Θ ′ + Θ ′′ := {{ f , f ′ + f ′′} ∈H×H: { f , f ′} ∈ Θ ′, { f , f ′′} ∈ Θ ′′} (D.1)
and
Θ ′′Θ ′ := {{ f , f ′′} ∈H×H: { f , g} ∈ Θ ′, {g, f ′′} ∈ Θ ′′}.
The adjoint relation Θ∗ is deﬁned by
Θ∗ := {{g, g′} ∈H×H: ( f , g′)= ( f ′, g) for all { f , f ′} ∈ Θ}.
It is worth to mention that, as distinct from the operator case, the inverse relation and the adjoint
relation always exist. We note that
(
ran(Θ)∗
)⊥ = ker(Θ) and (dom(Θ∗))⊥ =mul(Θ).
A relation Θ is called symmetric if Θ ⊆ Θ∗ and self-adjoint if Θ = Θ∗ . The linear relations Θ0 :=
H× {0} and Θ1 := {0} ×H are closed and self-adjoint. Clearly, Θ−10 = Θ1.
If B is a linear (not necessarily densely) operator acting in H, then its graph gr(B) := {{ f , B f }: f ∈
dom(B)} is a linear relation in H. It is always identiﬁed the operator with its graph. Clearly,
dom(gr(B)) = dom(B), ran(gr(B)) = ran(B) and ker(gr(B)) = ker(B).
The part mul(gr(B)) is always trivial, i.e., mul(gr(B)) = {0,0}. If the inverse operator B−1 exists,
then gr(B−1) = gr(B)−1. By deﬁnition, the operator B is closed if its graph gr(B) is closed. If the
adjoint operator B∗ exists, then gr(B∗) = gr(B)∗ . The relation Θ0 is the graph of the zero operator O,
Θ0 = gr(O), while Θ1 is not a graph.
If Θ is a linear relation and z ∈ C, then Θ − zI is well deﬁned, cf. (D.1). It is said that z belongs
to the resolvent set (Θ) of Θ , if the relation (Θ − zI)−1 is the graph of a bounded operator deﬁned
on H. Clearly, if B is an operator and z ∈ (B), then z ∈ (gr(B)) and vise versa. The set σ(Θ) :=
C \ (Θ) is called the spectrum of the relation Θ .
References
[1] N.I. Achieser, I.M. Glasmann, Theorie der linearen Operatoren im Hilbert-Raum, eighth ed., Verlag Harri Deutsch, Thun,
1981.
[2] S. Albeverio, J.F. Brasche, M.M. Malamud, H. Neidhardt, Inverse spectral theory for symmetric operators with several gaps:
scalar-type Weyl functions, J. Funct. Anal. 228 (1) (2005) 144–188.
[3] H. Baumgärtel, M. Wollenberg, Mathematical Scattering Theory, Math. Lehrbüch. Monogr., vol. 59, Akademie-Verlag, Berlin,
1983.
[4] Yu.M. Berezanskiı˘, Expansions in Eigenfunctions of Selfadjoint Operators, Transl. Math. Monogr., vol. 17, Amer. Math. Soc.,
Providence, RI, 1968.
[5] M.Š. Birman, Existence conditions for wave operators, Izv. Akad. Nauk SSSR Ser. Mat. 27 (1963) 883–906.
5922 M. Malamud, H. Neidhardt / J. Differential Equations 252 (2012) 5875–5922[6] M.Š. Birman, S.B. Èntina, Stationary approach in abstract scattering theory, Izv. Akad. Nauk SSSR Ser. Mat. 31 (1967) 401–
430.
[7] M.Š. Birman, M.Z. Solomjak, Spectral Theory of Selfadjoint Operators in Hilbert Space, Math. Appl. (Soviet Ser.), D. Reidel
Publishing Co., Dordrecht, 1987.
[8] M.Sh. Birman, M.G. Krein, On the theory of wave operators and scattering operators, Sov. Math. Dokl. 3 (1962) 740–744.
[9] J.F. Brasche, Spectral theory for self-adjoint extensions, in: Spectral Theory of Schrödinger Operators, in: Contemp. Math.,
vol. 340, Amer. Math. Soc., Providence, RI, 2004, pp. 51–96.
[10] J.F. Brasche, M.M. Malamud, H. Neidhardt, Weyl function and spectral properties of self-adjoint extensions, Integral Equa-
tions Operator Theory 43 (3) (2002) 264–289.
[11] J. Brüning, V. Geyler, K. Pankrashkin, Spectra of self-adjoint extensions and applications to solvable Schrödinger operators,
Rev. Math. Phys. 20 (1) (2008) 1–70.
[12] V.A. Derkach, M.M. Malamud, On the Weyl function and Hermitian operators with gaps, Sov. Math. Dokl. 35 (1987) 393–
398.
[13] V.A. Derkach, M.M. Malamud, Generalized resolvents and the boundary value problems for Hermitian operators with gaps,
J. Funct. Anal. 95 (1) (1991) 1–95.
[14] V.A. Derkach, M.M. Malamud, The extension theory of Hermitian operators and the moment problem, J. Math. Sci. 73 (2)
(1995) 141–242.
[15] F. Gesztesy, K.A. Makarov, M. Zinchenko, Essential closures and AC spectra for reﬂectionless CMV, Jacobi, and Schrödinger
operators revisited, Acta Appl. Math. 103 (3) (2008) 315–339.
[16] F. Gesztesy, M. Zinchenko, Local spectral properties of reﬂectionless Jacobi, CMV, and Schrödinger operators, J. Differential
Equations 246 (1) (2009) 78–107.
[17] Yu.P. Ginzburg, Multiplicative representations of bounded analytical operator-functions, Sov. Math. Dokl. 7 (1966) 1125–
1128.
[18] I.M. Glazman, Direct Methods of Qualitative Spectral Analysis of Singular Differential Operators, Israel Program for Scientiﬁc
Translations, Jerusalem, 1966.
[19] M.L. Gorbachuk, Self-adjoint boundary problems for a second-order differential equation with unbounded operator coeﬃ-
cient, Funct. Anal. Appl. 5 (1971) 9–18.
[20] V.I. Gorbachuk, M.L. Gorbachuk, Boundary Value Problems for Operator Differential Equations, Math. Appl. (Soviet Ser.),
vol. 48, Kluwer Academic Publishers, Dordrecht, etc., 1991.
[21] M.L. Gorbachuk, V.A. Kutovoj, Resolvent comparability of boundary problems for an operator Sturm–Liouville equation,
Funct. Anal. Appl. 12 (1978) 52–53.
[22] M.L. Gorbachuk, V.A. Kutovoj, Resolvent comparability of certain boundary-value problems, Funct. Anal. Appl. 16 (1983)
199–201.
[23] G. Grubb, A characterization of the non-local boundary value problems associated with an elliptic operator, Ann. Sc. Norm.
Super. Pisa (3) 22 (1968) 425–513.
[24] G. Grubb, Distributions and Operators, Grad. Texts in Math., vol. 252, Springer, New York, 2009.
[25] T. Kato, Perturbation Theory for Linear Operators, second ed., Grundlehren Math. Wiss., vol. 132, Springer-Verlag, Berlin,
1976.
[26] A.N. Kochubej, Symmetric operators and nonclassical spectral problems, Math. Notes 25 (1979) 224–229.
[27] A.S. Kostenko, M.M. Malamud, 1-D Schrödinger operators with local point interactions on a discrete set, J. Differential
Equations 249 (2) (2010) 253–304.
[28] M.G. Krein, The theory of self-adjoint extensions of semi-bounded Hermitian transformations and its applications. I, Mat.
Sb. (N.S.) 20 (62) (1947) 431–495.
[29] M.G. Krein, G.K. Langer, The defect subspaces and generalized resolvents of a Hermitian operator in the space Πκ , Funkt-
sional. Anal. i Prilozhen. 5 (3) (1971) 54–69.
[30] S.T. Kuroda, Perturbation of continuous spectra by unbounded operators. I, J. Math. Soc. Japan 11 (1959) 246–262.
[31] S.T. Kuroda, Perturbation of continuous spectra by unbounded operators. II, J. Math. Soc. Japan 12 (1960) 243–257.
[32] V.O. Kutovoj, The spectrum of a Sturm–Liouville equation with an unbounded operator-valued coeﬃcient, Ukrain. Mat. Zh.
28 (4) (1976) 473–482, 574.
[33] J.-L. Lions, E. Magenes, Problèmes aux limites non homogènes. II, Ann. Inst. Fourier (Grenoble) 11 (1961) 137–178.
[34] J.-L. Lions, E. Magenes, Non-Homogeneous Boundary Value Problems and Applications, vol. I, Grundlehren Math. Wiss.,
vol. 181, Springer-Verlag, New York, 1972.
[35] M.M. Malamud, S.M. Malamud, Spectral theory of operator measures in Hilbert space, St. Petersbg. Math. J. 15 (3) (2003)
323–373.
[36] M.M. Malamud, H. Neidhardt, On the unitary equivalence of absolutely continuous parts of self-adjoint extensions, Preprint,
arXiv:0907.0650v1 [math-ph], 2009.
[37] M.M. Malamud, H. Neidhardt, On the Kato–Rosenblum and the Weyl–Neumann theorems, Dokl. Math. 81 (3) (2010) 368–
372.
[38] M.M. Malamud, H. Neidhardt, On the unitary equivalence of absolutely continuous parts of self-adjoint extensions, J. Funct.
Anal. 260 (3) (2011) 613–638.
[39] M. Reed, B. Simon, Methods of Modern Mathematical Physics. I. Functional Analysis, Academic Press, New York, 1972.
[40] F.S. Rofe-Beketov, Selfadjoint extensions of differential operators in a space of vector functions, Sov. Math. Dokl. 10 (1969)
188–192.
[41] M. Rosenblum, Perturbation of the continuous spectrum and unitary equivalence, Paciﬁc J. Math. 7 (1957) 997–1010.
[42] M.I. Višik, On general boundary problems for elliptic differential equations, Amer. Math. Soc. Transl. Ser. 2 24 (1952) 107–
172.
[43] J. Weidmann, Linear Operators in Hilbert Spaces, Grad. Texts in Math., vol. 68, Springer-Verlag, New York, 1980.
