Abstract. Current Statistical (CS) model is a good adaptive filtering model for maneuvering target tracking. While, the performance of CS model depends on the maneuvering frequency, and becomes poor when tracking weak maneuvering targets. Firstly, the innovation of the filtering is used to reduce the dependence on the constant of maneuvering frequency. Secondly, in order to improve the performance for weak maneuvering targets, Constant Velocity (CV) model is used to compete with CS model in the framework of Interacting Multiple Model (IMM) algorithm. Thirdly, to avoid the over-competition and enhance the probability of superior model, a time-varying model transition probability function is proposed with the current measure. Simulation results show that this method greatly improves the performance for weak maneuvering targets, and the performance for strong maneuvering targets is similar to that of the CS model.
where the MCS model based on the adjustment of maneuvering frequency constant is proposed, the time-varying transition probability is given, and the time-varying adaptive IMM(TAIMM) algorithm based on MCS model and CV model is given. In the Section four, a numerical example compares the performance of the MCS model algorithm with the CS model, the TAIMM algorithm with the MCS model algorithm and the AIMM algorithm. In the last Section, the conclusion is given.
Target Tracking Model

Motion Model a). Target State Equation
The target's discrete state equation can be expressed as ( ) 
Where 1 i  means non-maneuvering motion model; 2 i  means maneuvering motion model. Φ is the state transition matrix and U is the input control matrix.
a is the mean value of current acceleration during the sample period ( 1) kT  . W is Gaussian white noise.
When the target is non-maneuvering, CV model is used, the target state vector can be expressed as (1)  is the interval of the observation, the mean of acceleration (1) 0 a  , dynamic noise (1) (1)
Q is the covariance of system noise.
When the target is maneuvering, CS model is used, then the target state vector can be expressed as (2) QQ , where  is the constant of maneuvering frequency, the expression of (2) Q can be found in [3] . From the equation 
b).Target Measurement Equation
If the measurement data is only for the position, the measurement equation is
Where ( 
Adaptive Interacting Multiple Models (AIMM)
The steps of IMM algorithm are input interacting, model conditional filtering, model probability updating and estimate fusion. The IMM algorithm block diagram based on the interaction between CS and CV models is as follows:
a). Input Interacting
Assuming that transition probability is ij P ,ˆ( 1| 1) 
Where
( 1)
--, and after Kalman filter, the
). Model Probability Updating
If the filtering innovation of model j is () j vk, and () j k S is covariance, assuming that the innovation obeys the Gaussian distribution. So the likelihood function is as follows
The model probability is updated as 1 ( ) ( )
3 Time-varying Adaptive IMM Algorithm (TAIMM)
Modified CS model algorithm (MCS)
From equation 4, the covariance matrix of CS model algorithm is related to maneuvering frequency constant. In order to obtain better performance for tracking, a larger constant should be chosen for high maneuvering and a smaller one for weak maneuvering (if the constant is equal to zero, CS model is turned into CV model). The innovation of the target in CS model filtering reflects the maneuvering index of the target. The target innovation at time k is
The dynamic adjustment function is
Where () Sk is the corresponding covariance of innovation and 2
When the target is maneuvering with a larger acceleration, ( ( )) 1 fk   . When the target is maneuvering with a smaller acceleration, ( ( )) 0 fk   . At each sampling moment,
, and all the values associated with  have changed accordingly.
Time-Vary Transition Probability of the Model
In traditional IMM algorithm, the model switching is assumed to be governed by a Markov chain with the pre-determined transition probabilities matrix such as
, and it means that transition probability is constant. It has nothing to do with the sampling time k .The probabilities should be considered as a function of sample time, and corrected by the latest measurement. So transition probabilities are redefined as follows
is the measurement before 1 k  sample period, and its one-step estimation transition probability is as follow
It can also be regarded as time 1 k  of transition probability posteriori estimation, based on Bayesian theory, the transition probability of prediction can be expressed as
( 1) ij pk  is the transition probability at time
is the likelihood of measurement conditioned on the models over two recent sample period and measurement sequence
() f is the probability density function, and 
If the function obey Gaussian distribution, then
are state estimation and covariance matrix which use the filtering value and covariance of the model j to estimate the model i .Suppose that in a sampling time period the transition probability is constant, so
Simulation Results
In order to test the effectiveness of the new algorithm, Monte Carlo trials are used. The root mean square error (RMSE) of the state estimation is used to evaluate the performance
Where N is the number of Monte Carlo trials, and ( | ) Fig. 1(a) and Fig. 1(b) give the velocity and acceleration RMSE of CS model and MCS model. 
a). CS model algorithm and the MCS model algorithm
Simulation Analysis
As is shown in Fig.1 , when CS model algorithm is used, the performance for strong maneuvering target (Stage II and Stage III) is better than for the weak maneuvering target (Stage I). The constant of maneuvering frequency is set to 1/20, so the system variance is corresponding to this constant. In MCS model algorithm, the maneuvering frequency is changed dynamically with the maneuvering trend. Thus, the system variance is adjusted dynamically. Although this algorithm converges slower than CS model algorithm at the time of acceleration varying sharply, it greatly improves the tracking performance in the steady tracking stage. This modified CS model algorithm obtains better performance for tracking both strong maneuvering and weak maneuvering target. While, the performance for tracking weak maneuvering target is still worse than that of tracking the strong maneuvering target. 
a.). MCS model algorithm, AIMM algorithm and TAIMM algorithm
Simulation Analysis
As is shown in Fig. 2 , the MCS model still has a larger tracking error for weak maneuvering targets (Stage I).With AIMM algorithm, the performance for tracking weak maneuvering target is improved due to the competition of the CV model, and the convergence at the time of acceleration varying sharply is also improved. While, the performance for tracking strong maneuvering target becomes worse. With TAIMM algorithm, the model transition probability is adaptive with the current measure. The model with larger model probability is more likely to transfer to itself, and reduce influence about undesirable competition. As is shown in Fig. 3 , with TAIMM algorithm, the probability is distinguished with each other well for the adaptive transition probability. TAIMM algorithm is a tradeoff between MCS model algorithm and the AIMM algorithm. It can obtain good performance for tracking weak maneuvering target as CV model, and also obtain similar performance for tracking strong maneuvering target as MCS model.
Conclusion
A time-varying adaptive IMM algorithm is proposed in this paper. The model sets only include two sets, MCS model and CV model, which would have certain value for tracking maneuvering target in engineering.
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