We previously proposed an optimal (in the maximum likelihood sense) convolutional beamformer that can perform simultaneous denoising and dereverberation, and showed its superiority over the widely used cascade of a Weighted Prediction Error (WPE) dereverberation filter and a conventional Minimum-Power Distortionless Response (MPDR) beamformer. However, it has not been fully investigated which components in the convolutional beamformer yield such superiority. To this end, this paper presents a new derivation of the convolutional beamformer that allows us to factorize it into a WPE dereverberation filter, and a special type of a (nonconvolutional) beamformer, referred to as a weighted MPDR (wM-PDR) beamformer, without loss of optimality. With experiments, we show that the superiority of the convolutional beamformer in fact comes from its wMPDR part.
INTRODUCTION
In many speech processing applications the microphone signal is degraded both by reverberation and by noise. Reverberation is caused by the signal traveling from source to the sensor via multiple paths with different lengths and attenuations, causing a temporal smearing. While early reflections which arrive with up to roughly 50 ms delay compared to the direct signal are actually beneficial for human perception and even for Automatic Speech Recognition (ASR), late reverberation degrades both of them. Furthermore, if microphones are located at a distance to the speaker, it is likely that they capture other signals, here denoted as noise for simplicity, in addition to the desired speech signal.
For improving the quality of recorded speech, a number of techniques has been developed for dereverberation and denoising. Dereverberation techniques can be broadly categorized [1] into spectral magnitude manipulation [2] and linear filtering techniques [3, 4] . Among the latter, the WPE method [4, 5] , has been shown to be very effective both for improving signal quality for human perception and for ASR [6] . A very effective mean to remove noise is acoustic beamforming based on microphone arrays [7, 8] , which can enhance the desired source signal while attenuating signals with different propagation patterns. Furthermore, for performing dereverberation and denoising at the same time, their cascade configuration has been widely studied. Its effectiveness was shown by top scoring systems developed for recent distant speech recognition challenges, such as the REVERB and the CHiME-3/4/5 challenges [6, 9, 10] . Iterative optimization of the cascade configuration is also investigated as extension of this approach [11, 12] .
One issue of the conventional cascade approach [12, 13] was that the overall optimality was not guaranteed. The approach performs the optimization separately for dereverberation and beamforming. Moreover, different optimization criteria are adopted for the respective problems: The WPE technique estimates the dereverberation filter based on maximum likelihood estimation with a time-varying Gaussian source assumption [4] , while most beamformers are estimated based on a noise power minimization criterion [7] . As a consequence, what is optimized by the cascaded approach was even not clear. Also, it was not well investigated what optimization criterion is preferable for simultaneous denoising and dereverberation.
To address this issue, a convolutional beamformer has been recently proposed [14] . It unifies the WPE dereverberation filter and a beamformer into a single linear convolutional filter, called weighted power minimization distortionless response (WPD) beamformer. The filter coefficients are optimized based on a single criterion, namely the likelihood maximization with a time-varying Gaussian source assumption [15] . The WPD beamformer was compared with a conventional cascade configuration, consisting of a WPE Multiple Input Multiple Output (MIMO) dereverberation filter [5] followed by an MPDR beamformer. Experiments carried out on the REVERB challenge data set showed a performance advantage in terms of word error rate (WER) of the WPD over the cascade structure.
However, it remains unclear what makes the WPD beamformer superior to the conventional cascade configuration, and if at all there is an essential difference between the unified and cascade structures. This paper answers these questions and shows the equivalence between the WPD convolutional beamforming and the cascade configuration of MIMO-WPE dereverberation followed by a variant of MPDR beamforming, namely weighted MPDR (wMPDR) beamforming. We theoretically derive their strict equivalence under the assumption that the two are jointly optimized based on the maximum likelihood criterion. The factorizability of the convolutional beamforming has some practical advantages due to its modularity. For example, signal parameters, such as the spatial covariance matrix of the vector of microphone signals and the time variant clean speech power, need to be estimated from the data. In [15] , this was done with the help of additional WPE preprocessing. With the result given here, this WPE component can be a part of the enhancement chain, thus simplifying the overall structure.
We further show that the performance advantage obtained by the WPD beamforming or its equivalent cascaded structure over the conventional cascade structure comes from the wMPDR beamforming over conventional beamforming.
The paper is organized as follows: After the signal model is introduced in Sec. 2, unified and factorized versions of the convolutional beamformer are derived in Secs. 3 and 4. Sec. 5 discusses the characteristics of the factorized and unifed structure referring to its equivalence shown in the Appendix. Experimental validation of the theory and concluding remarks are given in Secs. 6 and 7.
SIGNAL MODEL
We assume that a single speech signal is captured by M microphones in a noisy and reverberant environment. In the Short Time Fourier Transform (STFT) domain the vector of microphone signals y t = y1,t . . . yM,t T can be written as the convolution of the source signal st with the vector of the convolutive transfer function aτ = a1,τ . . . aM,τ T plus an additive noise vector nt:
Here, t is the time frame index. The frequency bin index has been dropped for ease of notation. La is the length of the transfer function in number of frames. The term xt is called the image of the source signal st at the microphones, which is further decomposed in the direct signal plus early reflections dt, and late reverberation rt:
where the frame index b separates the early reflections from the late reverberation. A typical value for b is 2 to 4 frames, corresponding to 30 to 50 ms. In (3) we approximated dt by the product of a timeinvariant (non-convolutive) acoustic transfer function (ATF) vector v with the clean speech signal st. Furthermore we introduced the relative transfer function (RTF)ṽ = v/v1, and d1,t = v1st. We now define the vector of the past Lw microphone signals, including the current observation y t , but excluding the most recent b − 1 frames:
whereỹ captures the observations from b frames in the past until Lw − 1 frames in the past. Our goal is to determine the coefficients w of a spatial filter such that zt =w Hȳ t (7) is an estimate of the desired signal d1,t. Here,w is the vector
which has the same dimension asȳ. Because this beamformer is based on the convolutional signal model of eq. (1) we call it convolutional beamformer [14] .
UNIFIED SOLUTION
In [15] , the output zt is modeled as a zero mean complex Gaussian with a time varying variance. This output distribution was used to define the maximum likelihood (ML) objective for the estimation of the coefficientsw. Under a distortionless response constraint that is often introduced into beamforming the ML objective can be replaced with:
where λt = E[|d1,t| 2 ],Ry = 1 T tȳtȳ H t /λt, and where T is the number of frames over which the beamformer coefficients are estimated. The distortionless response constraint introduced for the ML estimation was:
This can be reformulated by introducingw as follows:
of this kind is well-known from minimum variance/power distortionless beamforming, and the solution is given bȳ
This is the WPD beamformer proposed in [14] .
FACTORIZED SOLUTION
Now we assume thatw factorizes into a (M (Lw − b + 1) × M )dimensional MIMO dereverberation matrixḠ and a beamforming vector q of size (M × 1)w =Ḡq.
Using this in the objective function (10) we obtain
Note thatḠ has a particular structure, because we have to make sure that the direct signal and early reflections remain unmodified by the derevereberation matrix:Ḡ
Here, IM is the (M × M )-dimensional identity matrix, andG is of dimension (M (Lw − b) × M ). Similarly, we factorizeRy:
where
H t /λt. Using this in (16) , we arive at
To calculate the derivative w.r.t. the dereverberation matrix we use eq. (70), (71) and (82) from [16] and the propertyRy =R H y . Setting the derivative to zero gives
This equation has obviously multiple solutions. A solution, which allows separate estimation ofG and q is
This solution is identical to the WPE solution [5, 17, 18] (Scaled Identity Matrix assumption:d ∼ N (0, λtI)). It allows to obtain a first estimate the dereverberated signal from the current observation viad
Next we optimize (16) w.r.t. the beamforming vector. This is analog to eq. (13), ifw andRy are replaced by q and R d =Ḡ HR yḠ, respectively. Thus, using the constraint q Hṽ = 1 gives the solution:
R d can be estimated just like we estimatedRy above:
This beamformer is similar to the MPDR beamformer, but the denominator in eq. (24) makes this beamformer a wMPDR. It is worth noting that this beamformer can be derived as a special case of WPD by assuming the absence of reverberation and setting the length of the convolutional beamformer in (1)- (14) to Lw = 1. This beamformer was independently proposed as a Maximum Likelihood Distortionless Response (MLDR) in [19] .
DISCUSSION
In the appendix we show that the unified (WPD) beamformer and factorized solution, which consists of the cascade of WPE dereverberation and wMPDR beamforming, are identical. Instead of estimating the coefficient vector of the convolutional beamformer, it is thus equivalent to first dereverberate the vector of microphone signals using the MIMO-WPE method and then applying a wM-PDR beamformer resting on the narrowband assumption to the result. This cascaded solution may have some practical advantages, because it allows to treat dereverberation and beamforming separately. Although the equivalence has only been derived for the ML convolutional beamformer, it may still be seen as an indication, that a cascade of dereverberation with a beamformer optimized under another criterion is a legitimate solution as done in [12] . Comparing the constrained optimization problem (13) with the classical MPDR, the difference is the scaling of the beamformer output power by the variance of the clean speech signal. This scaling in the objective function accounts for the time-varying nature of the speech power. Observations with large speech variance are downscaled, while observations with a low variance are emphasized for spatial covariance estimation for beamforming coefficient computation. This makes sense because we do not want to destroy the speech signal and only suppress the distortions.
In practice the parameters of the statistical models involved have to be estimated from the data. This includes the RTFṽ and the timevariant power spectral density of the desired speech component λt, which will be discussed in the next section.
EXPERIMENTS
In this section, we experimentally confirm the equivalence of the unified and factorized solutions, and present detailed analysis of the factorized solution. 
Equivalence experiment
We first show the equivalence of the unified and factorized solution experimentally by applying both to a CHiME3 utterance [9] . The RTF is estimated with the help of oracle energy ratio masks (Wiener like [8] ), and the Power Spectral Density (PSD) of the source, λt, is determined as the power of the observation. Using these values we obtain an estimate for the factorized solution z factorized t and for the unified solution z unified t for each frequency. Then, to verify the equivalence, we tested that the following inequality holds for every time-frequency point in the STFT:
A maximum relative difference of 10 −9 is reasonable for doubleprecision floating-point values, where different mathematical calculations are used (e.g. in both solutions a linear system of equations has to be solved, but in the unified solution there are more linear equations: (14) vs (21)).
Experimental analysis of proposed factorization
In the following, we present an experimental analysis of the proposed factorization (WPE+wMPDR) by comparing it with the conventional cascade configuration (WPE+MPDR) and various beamforming configurations, including MPDR, MVDR, and wMPDR.
Dataset, evaluation metrics, and analysis conditions
For the analysis, we used the REVERB Challenge dataset (RE-VERB) [6] and the CHiME3 challenge dataset (CHiME3) [9] . Each utterance in REVERB was recorded in reverberant environments with a little stationary additive noise, while that in CHiME3 was recorded in public areas with relatively high level non-stationary ambient noise and a little reverberation. Separate optimization of WPE and MVDR/MPDR has been shown to be very effective as frontend of ASR for both dataset [6, 9] . For the performance evaluation, we used baseline ASR systems recently developed using Kaldi [20] , respectively, for REVERB and CHiME3. They are fairly competitive systems composed of a TDNN acoustic model trained using lattice-free MMI, online i-vector extraction, and a trigram language model. A Hann window was used for a short-time analysis with the sampling frequency being 16 kHz. M = 8 and M = 6 microphones were used, respectively, for REVERB and CHiME3. The prediction delay was set at b = 4, and the length of the prediction filter was set at Lw = 12, 10, and 6, respectively, for frequency ranges of 0 to 0.8 kHz, 0.8 to 1.5 kHz, 1.5 to 8 kHz, for REVERB, and Lw = 7 for CHiME3. Figure 1 illustrates the overall processing flow of the estimation, where we jointly estimate the PSD, λt, and the RTF,ṽ. The PSD λt is estimated with the same ML objective, but since no closed-form solution is known, the PSD λt and the convolutional beamformer are estimated alternatingly based on iterative optimization [15] . Maximizing (9) w.r.t. λt will yield λt = |zt| 2 = w Hȳ (26)
Estimation of power spectral density and RTF
This parameter estimation is referred to as joint optimization scheme shown in fig. 2b . In the experiments, we also test a separate optimization scheme shown in ( fig. 2a ), where the WPE and beamforming are optimized separately and the PSD is estimated using iterative optimization of respective processing blocks. For the estimation of the RTFṽ, we used a method based on eigenvalue decomposition with noise covariance whitening [21, 22] , and apply it to the output of WPE dereverberation, to reduce the effect of reverberation and noise from the estimation. For estimation of noise spatial covariance matrices, we assumed that each utterance had noise-only periods of 225 ms and 75 ms, respectively, at its beginning and ending parts, for REVERB, and we used noise masks estimated by a BLSTM network [23] for CHiME3. Table 1 summarizes the WERs of the observed signals (Obs) and the enhanced signals obtained after the first estimation iteration. Here, we used the joint optimization scheme for WPE+wMPDR. In the table, WPE+wMPDR was the best among all the methods. When we compare wMPDR with MPDR/MVDR, and compare WPE+wMPDR with WPE+MPDR, wMPDR and WPE+wMPDR consistently outperformed MPDR/MVDR and WPE+MPDR, respectively. This shows that the superiority of the convolutional beamformer is surely derived from the superiority of wMPDR embedded into it. Fig. 3 : WERs (%) obtained with # of estimation iterations by WPE+MPDR and WPE+wMPDR with joint and separate optimization schemes Figure 3 shows the WERs obtained by iterative estimation. In addition to the joint optimization scheme for the estimation of λt, we used the separate optimization scheme. With the separate optimization, a specified number of iterations is first performed by WPE and then performed by beamforming. We test this configuration as a simpler alternative of WPE+wMPDR. As shown in the figure, with both joint and separate optimization schemes, the proposed factorization, WPE+wMPDR, achieved almost the same WERs, and they are consistently better than the conventional cascade configuration, WPE+MPDR, with the separate optimization.
Evaluation results

CONCLUSIONS
In this contribution we factorized the WPD convolutional beamformer in WPE dereverberation and wMPDR beamforming and displayed practical advantages. The equivalence is verified mathematically and numerically. In experiments on real data we showed that the strength of the WPD convolutional beamformer has its origin in the wMPDR beamformer. A comparison of a simple separate optimization with a joint optimization of WPE and wMPDR yielded similar WERs.
APPENDIX: UNIFIED VERSUS FACTORIZED SOLUTION
We now show that the two solutions, Sec. 3 and Sec. 4 , are identical. Starting with the factorized solution, note first that R d =Ḡ HR yḠ can be expressed as
using (17), (18) and (21) . Employing this in (15) we can express the convolutional beamformer coefficients as where we expressedḠ using (17) and (21) , and q using (23) .
On the other hand, we take the unified solution (14) and plug in the definition ofRy, eq. (18). Employing the the (2 × 2) block matrix inversion rule, we exactly obtain (28). Thus, the solutions (14) and (28) are identical!
