Other than lowest-energy stationary embedded wave functions obtained in Frozen-Density Embedding Theory (FDET) [T. A. Wesolowski, Phys. Rev. A 77, 012504 (2008)] can be associated with electronic excited states but they can be mutually non-orthogonal. Although this does not violate any physical principles -embedded wave functions are only auxiliary objects used to obtain stationary densities -working with orthogonal functions has many practical advantages. In the present work, we show numerically that excitation energies obtained using conventional FDET calculations (allowing for non-orthogonality) can be obtained using embedded wave functions which are strictly orthogonal. The used method preserves the mathematical structure of FDET and self-consistency between energy, embedded wave function, and the embedding potential (they are connected through the Euler-Lagrange equations). The orthogonality is built-in through the linearization in the embedded density of the relevant components of the total energy functional. Moreover, we show formally that the differences between the expectation values of the embedded Hamiltonian are equal to the excitation energies, which is the exact result within linearized FDET. Linearized FDET is shown to be a robust approximation for a large class of reference densities. C 2015 AIP Publishing LLC. [http://dx
I. INTRODUCTION
In multi-scale simulations based on Frozen-Density Embedding Theory (FDET), [1] [2] [3] all information about the environment of a subsystem, which is described using quantum mechanical descriptors, is contained in the positive and negative charge densities. In particular, the electron density ρ B (⃗ r) describes the electronic state of the environment. The present work concerns the variant of FDET in which an interacting wave function (Ψ A ) is used to describe the electronic state of the embedded species. 2 Other variants of FDET use for this purpose: a reference system of noninteracting electrons 1 and one-particle spinless reduced density matrices. 3 In the working equations of FDET, ρ B (⃗ r) is a given function, i.e., frozen, and the optimal embedded wave function Ψ o A is obtained as the lowest-energy solution of the Euler-Lagrange equation. Following the Levy-Perdew theorem, 4 other than the lowest energy solutions of the Euler-Lagrange equation of FDET can be associated with excited states as noticed by Khait and Hoffmann. 5 Without further approximations concerning the FDET embedding potential, FDET based methods feature a qualitative difference from most of other embedding methods used in practice -the FDET embedding potential depends on the embedded density (ρ A (⃗ r)). This leads to the following practical consequences.
(A) Additional contribution to the response kernel in the linear-response time-dependent DFT calculations of excited states. 6 (B) Expectation value of the embedding potential cannot be interpreted as the corresponding contribution to the energy of the interaction between the embedded species and its environment. (C) Different stationary embedded wave functions obtainedmechanical calculations. In FDET, on the other hand, the independent variables are ρ B (⃗ r) and the embedded wave function Ψ A . The key difference between FDET and the ONIOM type of methods is the choice of independent variables for describing the state of the whole system. An explicit quantum mechanical descriptor for the system as the whole (such as an approximated wave function) is not constructed in the formal framework of FDET at all.
In either ONIOM or FDET type of methods, the embedding potential depends on the embedded density ρ A (⃗ r), which is constructed from the embedded wave function Ψ A . The possible drawbacks due to the ρ A -dependence of the embedding potential and the resulting non-orthogonality concern, therefore, both type of methods. In view of a large number of additional approximations used in such methods, we refer the reader to our recent comprehensive review 9 on FDET based multi-level simulation methods or the relevant sections of other reviews. [20] [21] [22] 8 We underline only the fact that in most of density-based embedding methods (either ONIOM and FDET type), an additional approximation is made by making the embedding potential ρ A -independent. It is usually done by evaluating the embedding potential at some fixed density ρ ref A (⃗ r), which is not equal to the density corresponding to the optimal embedded wave function
in the investigated state. 18, 12, 23, 14 With a fixed potential density, embedding involves a trivial modification of any method from the toolbox of quantum chemistry (see the recent textbook by Helgaker, Olsen, and Jorgensen, 24 for instance). The embedding potential results in an additional one-electron term in the Hamiltonian. Alternatively, a fixed (i.e., ρ A -independent) embedding potential can be derived by the inversion technique [25] [26] [27] [28] [29] [30] leading to similar advantages. Using a fixed embedding potential leads, however, to the inconsistency between the energy and embedded wave function. The stationary state Ψ I A is obtained using the embedding potential, which is not evaluated at the corresponding density ρ I A (⃗ r) but at some other density. To our knowledge, the only numerical studies taking into account ρ A -dependency embedding potentials within the FDET framework have been conducted by Neugebauer and collaborators. 11, 10, 16 The selfconsistency between the embedding potential and the embedded wave function was achieved by means of an iterative procedure consisting of successive updating ρ ref A (⃗ r) by using ρ A (⃗ r) from the previous iteration. The procedure was shown to converge quickly in the case of embedding a non-interacting wave function. 31 It was shown to be efficient also in the case of embedding an interacting system 10, 16 and is applied also in the present work for performing conventional FDET calculations. In the context of ONIOM methods, this iterative procedure was introduced in Ref. 18 . The issue of numerical importance of the orthogonality was not discussed in Refs. 11 and 10, which concerned mainly another effect -the differential polarization of the environment for different electronic states of the embedded species. This effect obviously contributes also to the non-orthogonality. In the FDET terminology, this means ρ B -dependency. Similar situation concerns the embedding methods taking into account differential response of the environment to the change of the environment: continuum models 32, 33 or discrete polarizabilities. [34] [35] [36] In the context of FDET, it is worthwhile to notice that division of the total density into the ρ A (⃗ r) and ρ B (⃗ r) components is not unique and the same energy and density of the total system can be obtained for different choices for ρ B (⃗ r) (see discussions in Refs. 20 and 37, analytical examples in Ref. 38 , and numerical examples in Ref. 39 , for instance). This leads to non-unique definition of polarization of the environment. The relative importance of the ρ A -and ρ B -dependency of the embedding potential cannot, therefore, be assessed in a straightforward manner. For this reason, the present work reports the results obtained with the same ρ B (⃗ r) for each considered electronic state of the embedded species.
More recently, Dresselhaus and Neugebauer reported the numerical results concerning the orthogonality of the embedded wave functions associated with different states obtained using the FDET embedding potential as derived in Ref. 2, i.e., ρ A -dependent embedding potential. 65 The nonorthogonality in the reported calculations originated also from other factors than the ρ A -dependence of the FDET embedding potential: ρ B -dependence of the FDET embedding potential and the use of Complete Active Space Self-Consistent Field (CASSCF) treatment of many electron problem for ρ A (⃗ r). It was shown that ρ A -dependency contributes to the overlap between the wave functions associated with different states significantly less than other factors. In the present work, we also report the numerical results of the overlap obtained using a computational protocol aimed directly at estimation of the overlap due to ρ A -dependence. The excitation energies obtained using such non-orthogonal embedded wave functions are used as a reference for the linearized FDET results.
The principal objective of the present work concerns such computational methods where the embedding potential is fixed, i.e., it is obtained by means of evaluating the FDET functional for this potential not at the actual ρ I A but at some other (fixed) density. The embedding calculations of this type are quite common and use various methods to solve quantummany-body problem for the embedded subsystem combined with an approximated FDET potential. 12, 40, 23, 11, 16 Fixing the embedding potential leads to orthogonal embedded wave functions but results in the inconsistency between the used FDET expressions for the energy and the embedding potential. The latter is no more obtained as the functional derivative of the corresponding energy contributions. The consistency can easily be restored without additional computational cost using the method proposed in Ref. 7 (labeled as "method B" there and "linearized FDET" in the present work).
The present work has the following structure. Section II provides the key elements of the conventional formulation of FDET for embedding an interacting wave function, which was given originally in Ref. 2 . The linearized version of FDET proposed in Ref. 7 for excited states is given in Section III. We present details of our calculations in Section IV. In Section V, the numerical results obtained in the present study by means of either versions of the FDET are displayed and discussed in Section VI.
II. FROZEN-DENSITY EMBEDDING THEORY
In this section, the key elements and definitions of frozendensity embedding theory are given in their version for embedding a system of interacting electrons as formulated in Ref. 2 . Unless indicated by the use of tildes, the definitions are given for the exact formulation, i.e., they hold for the exact functionals. ρ, ρ A , ρ B , and Ψ A denote arguments of the functionals. Specific functions are indicated by means of superscripts.
Frozen-density embedding theory concerns the following constrained search problem in which the number of electrons N AB , the external potential v AB (⃗ r), and some non-negative function ρ B (⃗ r) is the given quantities:
If the trial densities in the above search ρ(⃗ r) are represented as
where Ψ A has the form of a N A -electron function, the condition 
where λ I is the Lagrange multiplier associated with the normalization. The index I indicates that the present work concerns not only in the lowest-energy solution but also other stationary states.
The total energy functional denoted as
where
The non-additive bi-functionals T 
wherev emb denotes the "embedding operator" given in the form of the potential which in turn is uniquely determined by the charge densities ρ A (⃗ r) and ρ B (⃗ r) and the fixed potential v B (⃗ r).
The functional for this potential is obtained as the functional derivative of the corresponding terms in the total energy functional (Eq. (6)) and reads
The FDET embedding potential comprises the classical electrostatic components (the first two terms in the RHS of Eq. (9), which do not depend on ρ A ) and the terms which are defined as functional derivatives of the density functionals:
The latter are, therefore, also the functionals of ρ A and ρ B .
The
is defined using the constrained search procedure 41 for the density functional of the kinetic energy in the reference system of non-interacting elec-
The non-additive exchange-correlation bi-functional 
where Ψ
W F
A indicates a trial function used in the search procedure of the form admissible in the used wave function based method, whereas Ψ A is a trial wave function from the wider class of functions comprising all v-representable densities.
41,43
can take any form used in variational-principle conventional wave function methods of quantum chemistry (see the classic textbook by Szabo and Ostlund 44 or a more recent one by Helgaker, Olsen, and Jorgensen, 24 for instance) starting from as simple as a single determinant (Ψ SD A ) in the HartreeFock method, through the forms in CASSCF or truncated configuration interaction (CI) methods, until the one in full CI calculations.
is non-positive and it is bound from below by
The zero value is reached only in the limit of the embedded wave function of the full CI form. For truncated CI forms of the embedded wave function, the numerical values of this functional lie between the two limits. In all simulations based on FDET, the density functionals T 45 in all such applications, the functional ∆F
Concerning the excited states, if the Euler-Lagrange equation for the embedded wave function, i.e., Eq. (8), has several solutions, the other than lowest energy solutions can be associated with excited states on the virtue of the Levy-Perdew theorem. 4 Such interpretation of these solutions was first pointed out by Khait and Hoffman. 5 In multi-scale simulation methods based on FDET, the exact density functionals in Eq. (7) 
where the exact energy expression (Eq. (6)) is replaced by an approximated functional,
The above compact form of the Euler-Lagrange equation for the embedded wave function covers various variational principle based methods from the toolbox of computational chemistry.
III. LINEARIZED FDET
The linearized FDET was proposed in Ref. 7 and the present section provides a summary of the key equations. The tilde in the equations given in the present section (such as inẼ (6), (5), and (9)). Starting from some approximated functionalẼ xct [ρ A , ρ B ], a newlinearized -approximation is constructed as 
which is ρ A -independent. It is just the potential obtained using the original (non-linear) approximated functionalẼ 
If Eq. (17) is solved by means of any method from the toolbox of quantum chemistry, the use of the potential given in Eq. (16) 
As the linearized FDET, we understand the formal framework scheme in which Eq. (16) For further analysis, it is convenient to write the expression for the total electronic energy in Linearized FDET as
In the above expression, the terms E (16)), the total energy expression can be written alternatively as
Applying the above formula for evaluating the difference between the energies corresponding to different stationary states of the embedded system (say (21) do not contribute to the energy differences. The situation is similar to that in case of using the FDET embedding potential to obtain excitation energies from the LR-TDDFT framework 46 as proposed in Ref. 6 . The direct relation between the embedding potential and the energy differences in linearized FDET suggests the bottom-up approach in construction of approximations for E nad xct [ρ A , ρ B ]. Instead of starting from some approximated analytical expression for the functionalẼ nad xct [ρ A , ρ B ] and using it to obtain the corresponding potential
, one should rather start from approx-
because the "parent" functional is not even needed in the evaluation of the excitation energies. The construction of the NDSD (Non-Decomposable using Second Derivatives) approximation for T nad
47 is an example of such bottom-up approach. The NDSD potential satisfied one of the conditions for the exact
(its asymptotic behavior far from nucleus given in Ref. 47 ) at the expense of violating another condition satisfied by T nad
Eq. (22) shows clearly that respecting exact conditions for the density functional for the embedding potential is more important than the ones for the density functional for the corresponding energy components in the case of linearized FDET.
In the Euler-Lagrange equation for the embedded wave function (Eq. (13)), either the FDET expression for the total energy functional or the linearized FDET expression (Eq. (19) ) can be applied. Inspection of the two functionals shows clearly that only the latter one, i.e., Eq. (19), leads to the embedding potential which does not depend on the embedded wave function.
IV. NUMERICAL DETAILS
The Euler-Lagrange equation of FDET (Eq. (5)) was solved using the CASSCF methodology. In order to study state-specificity of the embedding potential, only one root was Figure 1 summarizes the FDET protocol used in this study. First, the environment density was generated at the Hartree-Fock level of theory and kept constant throughout the embedding calculations. As for step II, ρ ref A (⃗ r) was retrieved from a CASCI calculation on the isolated system A, which used orbitals from a preliminary state-averaged CASSCF calculation. In the first iteration of step III and IV, the embedding potential is constructed using the CASCI ground state density of the isolated system A. After solving Eq. (8), the embedding potential is updated with the new embedded density of system A. Steps III and IV were repeated until self-consistency (i.e., change in total energy <10 −8 Hartree) was achieved. For all tested systems, three macrocycles were needed.
The calculations were performed using a development version of the Molcas quantum chemistry software. 48, 49 The cc-pVTZ basis set was used in all FDET calculations except for the bromine model system, where the aug-cc-pVDZ basis set was applied. 50, 51 The implementation uses Cholesky-based ab initio density fitting 52 to approximate the two-electron integrals: the required auxiliary basis set is not pre-optimized through data-fitting but it is generated through Cholesky decomposition of each atomic sub-block of the integral matrix. Next to the computational advantage compared to conventional integral calculations, this type of density fitting guarantees to a large extent complete error control in the computed energy 53, 54 and energy gradients. [55] [56] [57] Unless otherwise stated, the threshold for the atomic Cholesky decompositions was set to 10 −4 a.u. The Thomas-Fermi kinetic energy functional 58, 59 and the PBE (Perdew-Burke-Ernzerhof) exchange-correlation functional 60 were employed in the evaluation of T 
V. RESULTS

A. Systems
For this investigation, monohydrates of uracil, a model dipeptide, and bromine were selected. Uracil serves as a common example for local n → π * and π → π * excitations. Three different uracil monohydrates were considered in the embedding calculations, which will be referenced to as U1, U3, and U4 from here on. 61 Using three monohydrates on the basis of the same molecule also allowed us to study the behavior of the linearization depending on the position of ρ B (⃗ r) with respect to the embedded species. In this way, we covered cases with different overlaps of ρ A (⃗ r) and ρ B (⃗ r). Since for the uracil monohydrates, changes in ρ A (⃗ r) occur mainly locally for the investigated excited states; there was also the need for a system where larger changes are observed. For this reason, the model dipeptide depicted in Fig. 3 was chosen as an example for charge-transfer excitations. 62, 63 Another category of systems with strong solvent shift is halogen-water clusters. For this study, bromine monohydrate, isomer 1a from Ref. 64 , was selected (see Fig. 4 ). This monohydrate shows significant changes in the density upon excitation of the bromine molecule.
14 It is also a good example for a system in which polarization is a prominent feature. 64 In the following, we will refer to the individual peptide groups of uracil and the model dipeptide by the numbering presented in Figs. 2(a) and 3(a) , respectively.
Geometries and excited state character
The geometries of all three uracil monohydrates were optimized analogous to Ref. 61 . Following DeFusco's et al. choice for the active space, seven occupied orbitals (π CC and π CO , π N , n O for each peptide unit) and three unoccupied orbitals (π * CC and 2 × π * CO ) were selected. As determined by the difference of charge densities (see Fig. S1 of the supplementary material), 67 a local transition in the carbonyl group from the oxygen lone pair to the π * (CO) orbital constitutes the first (CO-1) and third (CO-2) excited states. The S 2 state involves mainly a transition from the nitrogen lone pair (N-2) to several π * orbitals of the ring, whereas in the S 4 state, the transition originates from the other nitrogen lone pair (N-1). In both states, also the π orbital of the carbonyl group CO-2 takes part in the transition.
The equilibrium structure of the model dipeptide monohydrate was determined at the B3LYP/cc-pVTZ level of theory. As proposed by Serrano-Andrés and Fülscher, for both peptide units, the π CO , π N , n O , and π * CO orbitals together with the corresponding six electrons have been included in the active space. 63 The lowest excited state is determined by a local transition from the lone pair oxygen to the π * orbital of the carbonyl group (CO-1). The S 2 state involves the complementary transition of the second carbonyl group. In the S 4 and S 6 states, a local excitation from the nitrogen lone pair to the π * (CO) orbital of the respective peptide group (S 4 : 2, S 6 : 1) is the dominating transition. The aforementioned charge transfer excitation was identified in two states. The S 3 state involves a transition from the nitrogen lone pair to the neighbouring carbonyl group (π 1 (N) → π * 2 (CO)). In the charge density difference plot, a smaller contribution from the π 1 (CO) is also observed. In the S 5 state, π 1 (N) is still involved, while the transition from the oxygen lone pair n 1 (O) → π * 2 (CO) makes up the main part. The bromine monohydrate's geometry was optimized with second order Møller-Plesset perturbation theory (MP2) employing the aug-cc-pVDZ basis set. The active space for this system comprises seven occupied orbitals (2 × σ g , σ u and doubly degenerate π u , π g ) and one unoccupied σ * u orbital. By defining the Br-Br bond as the z-axis and the x-axis to lie in the plane perpendicular to the molecular plane of H 2 O, the first four excited states are characterized by π x → σ * z (S 1 , S 3 ) and π y → σ * z (S 2 , S 4 ) transitions. The S 5 state has double excitation character and involves both π x and π y orbitals. The respective cartesian coordinates of all tested systems are listed in the supplementary material (Tables S2-S6) . 67 It should be mentioned that a comparison of excitation energies to experimental results was not the aim of this study. Neither the extent of the solvation shell nor the method is efficient enough to obtain comparable values. For that reason, we focus solely on the effect of the linearization of the non-additive functionals and non-orthogonality.
B. Conventional FDET calculations
The conventional FDET calculations were carried out primarily to set a standard to which the results from the linearized FDET calculations are compared. In order to quantify the extent of non-orthogonality, wave function overlaps ⟨Ψ sc I |Ψ sc J ⟩ of self-consistent wave functions were computed. The corresponding table can be found in the mentary material (Table S1) . 67 For all five systems, the wave function overlaps are in the range of 10 −8 to 10 −5 . There are only three exceptions where the values are actually one order of magnitude larger, namely, ⟨Ψ Analysis of the density difference between the self-consistent states shows that whenever a depletion of the density occurs close to hydrogen bonds, the wave function overlap increases.
We expect the non-orthogonality to become an issue worth considering for transition properties, for instance, oscillator strengths, although the only available work in the literature to this topic suggests only a small impact. 
C. Linearized FDET calculations
The total energy in terms of linearized FDET was evaluated employing the ground state density of the isolated system ρ i sol A as the reference density. The difference between the selfconsistent total energies and the total energies obtained by linearization is collected in Table I . Concerning the uracil systems, the linearized total energies show very little deviation from the self-consistent total energies. Only for the states affected by the presence of the water molecule, this difference becomes larger up to the amount of ca. 1 meV. The other two systems show a similar behaviour, whereas for bromine monohydrate, the differences are at least one order of magnitude smaller for the affected states (S 1 -S 5 ). Another interesting trend is the consistently small magnitude of the differences for the ground states compared to excited states. Since both reference density and CASCI density are ground state densities in this case, the only difference between them is the effect of the embedding, i.e., these differences are predominantly determined by the electronic polarization of the embedded species by the environment. Among the tested systems, bromine monohydrate is the system in which the polarization of the ground state density is most apparent (compare Fig. 5 with regards to the three uracil systems, of which conformer U4 shows the smallest value. It is the same monohydrate which has also the longest hydrogen bond to the carbonyl oxygen compared to the other two (1.93 Å vs. 1.90 Å).
As for the dipeptide,
is noticeably large only in the case of S 2 , the local n 2 (O) → π * 2 (CO) transition, and almost the same value compared to the uracil monohydrates. As for the charge transfer states S 3 and
comprises only 1% and 5% of the value in S 2 . Although the excitation involves the same carbonyl group as in S 2 , the increase of the density is spread over the whole peptide group (CON-1) 
VI. DISCUSSIONS AND CONCLUSIONS
Embedded wave functions obtained in FDET can be associated with different electronic states. Unfortunately, due to ρ A -dependency of the non-electrostatic components of the FDET embedding potential, they are not mutually orthogonal. The linearized FDET framework assures both the selfconsistency between the energy and the embedded wave function and the orthogonality of embedded wave functions. It is shown that practically the same results (agreement of the excitation energies within 10 −3 eV or less) are obtained using a linearized approximation for the non-electrostatic components of the functional for the FDET embedding potential. Assuring orthogonality of the stationary states obtained in FDET brings significant advantages.
• Reduction of the computational costs. The many-electron problem (Eq. (8)) has to be solved only once (see Fig. 1 ).
• Reduction of the imbalance of errors in the energy of different states. In conventional FDET calculations, the error in the energy is determined by two factors: the error in the used approximated functional for E nad xct [ρ A , ρ B ] and the error in the corresponding potential
). The errors in the embedding potential might be different if evaluated at different ρ A . In linearized FDET, on the other hand, the embedding potential is the same for all electronic states of the embedded species.
• Orthogonality of embedded wave functions for different states. It is assured by construction owing to the common embedding potential.
The numerical results show also that the linearized FDET is a robust procedure. Despite the fact that the magnitude of , which can be used as the detector of the importance of nonlinearity in a given electronic state of the embedded species, we notice that cases where it is negligible can be identified prior to the calculations. It can be expected to be small if the domain in real space where the electron density changes upon excitation do not overlap significantly with ρ B (⃗ r). In such a case, the electrostatic component of the embedding potential dominates. Since this component is ρ A -independent, the non-orthogonality of embedded wave functions does not occur (zero overlap case) or can be neglected. It is important to notice that the evaluation of ∆ Linearized FDET expressions for the energy and the embedding potential can be applied in a straightforward manner, also in combination with perturbation theory or coupled-cluster type of methods of quantum chemistry used to solve Eq. (17) . In such a case, the embedding potential in Eq. (8) Finally, the numerical examples concern a particular approximation for E nad xct [ρ A , ρ B ]. It can be applied without any modification for other approximations for this functional.
Several researchers developed methods in which at certain stage, Eq. (13) is solved in a simplified manner consisting of using some fixed density (for example, the ground state density ρ 0 A (⃗ r) 12, 40, 23, 11, 16 ) in the evaluation of the embedding potential instead of the actual density ρ I A (⃗ r). To evaluate the total energy, the functional given in Eq. (14) is used. In such a case, different stationary states are obviously orthogonal but this leads to inconsistent energy and wave function. Selfconsistency can easily be restored by means of using Eq. (19) instead of Eq. (14) . To this end, it is enough to use as ρ ref A (⃗ r) in Eq. (19) the density ρ 0 A (⃗ r) for which the fixed embedding potential was evaluated. The numerical difference between the energies obtained using the two equations is due to quadratic and higher contributions.
