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Abstract 
Repulsive and/or attractive interactions between surface adsorbates have an important effect on the structure 
of the adsorbate layer and consequently on the rate of heterogeneous catalytic reactions. Thus, developing 
reaction models that take into account adsorbate-adsorbate interactions is crucial for making accurate 
predictions of the catalytic rate and surface coverage during reaction. In the present work, we employ kinetic 
Monte Carlo (KMC) simulation to model the catalytic NO oxidation on Pt (111), adopting a cluster expansion 
(CE) Hamiltonian approach for treating the aforementioned interactions. We investigate CEs of increasing 
complexity, ranging from pairwise 1st nearest neighbor (1NN) to long-range and many-body terms. We show 
that energetics models incorporating solely short-range interactions result in ordered adlayer structures, which 
are disrupted by anti-phase boundaries and defective regions when the size of the periodic lattice is non-
commensurate to the structure of the stable adlayer. We find that O2 dissociates on sites located in these 
defective regions, which are predominantly responsible for the activity, and the predicted catalytic rate is 
strongly depended on the lattice size. Such effects are absent when employing non-periodic lattices, whereon 
the catalytic activity appears more intense on edges/corner sites. Finally, inclusion of long-range interactions 
in the model Hamiltonian induces relative disorder in the adsorbate layer, which is ascribed to the “softening” 
of the repulsive interactions between adspecies. Under these circumstances, the distribution of activation 
energies for O2 dissociation is broader as compared to short-range interaction models and on this basis we 
explain the disparate catalytic rate predictions when using different CEs.  
1. Introduction   
Catalytic processes are at the heart of the manufacturing of over 85 % of everyday products currently on 
the market.1 The vast majority of these processes are heterogeneous, with a solid catalyst employed to catalyze 
the conversion of gaseous (or liquid) media, making these materials an indispensable part of the chemical 
industry. Indeed, the applications of solid heterogeneous catalysts are widespread, ranging from the production 
of fine and bulk chemicals to common plastics and hydrogen gas.2–4 Catalytic performance metrics, such as 
activity, selectivity and yield, are related to the material chosen as the catalyst, thereby making the 
environmental and economic viability of the process dependent thereon.  
Sophisticated statistical mechanics techniques, like kinetic Monte Carlo (KMC),5 aid our 
understanding with regard to important physico-chemical phenomena occurring during catalysis. Factors such 
as the structural intricacy of catalytic surfaces, the numerous elementary steps involved in the vast majority 
of chemical reactions, as well as lateral interactions between adsorbates raise the complexity of heterogeneous 
processes and affect the reaction kinetics.6,7 These crucial factors need to be taken into account to enable the 
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accurate prediction of catalytic performance metrics,8 and this may be accomplished by employing on-lattice 
KMC models.  
A complete kinetic theory should be able to predict the structure of the adsorbate layer over the 
catalytic surface, and according to that, accurately estimate the catalytic rate.9 Consequently, a large amount 
of effort has been dedicated toward gaining a fundamental understanding of thermodynamic and kinetic 
aspects in relation to adsorbate layers, including works studying phase transitions of single- and multi-species 
adlayers.10–13 Such studies often discuss the effect of adsorbate-adsorbate interactions on the adlayer 
structure,14–16 highlighting that these microscopic interactions affect the macroscopic catalytic properties of 
the system,9 and are therefore of crucial importance in kinetic modeling. For example, adsorbate surface 
phenomena such as island formation, in addition to well-defined, ordered overlayer structures have been 
verified through experimental and computational studies and are attributed to lateral interactions.14,17–20 By 
overlooking such interactions it is often not possible to accurately reproduce the adsorbate layer structure and 
their incorporation to kinetic models is often imperative to rationalize experimental observations and to 
accurately predict macroscopic observables.21,22  
Macroscopic catalytic performance can be understood by considering the influence of lateral 
interactions on the microscale, especially, the resulting spatial correlations and the impact of lateral 
interactions on the activation energies of surface processes (adsorption, desorption, diffusion and reaction). 
By the Brønsted-Evans-Polanyi (BEP) relation23 a repulsive interaction between the initial state of a reaction 
and a spectator species will destabilize the initial state, and thus reduce the activation barrier for the conversion 
to the final state species (we assume negligible interactions between the spectator and this final species, as 
would be the case for a gas product). In turn, such an interaction will raise the barrier for the reverse process 
(the opposite argument can be formed for an attractive lateral interaction). Since these effects depend on the 
nature and location of spectators around the reactants, an accurate model for the adsorbate overlayer energetics 
must be employed to reliably reproduce its structure.24–29  
A versatile way to treat such interactions is through the use of the cluster expansion (CE) Hamiltonian 
method,30–32 as recently applied for catalytic rate predictions by Wu et al.22 Depending on the application, 
terms representing different adsorbate interactions can be included in the Hamiltonian, providing the 
opportunity to take into account interactions beyond 1st nearest neighbor (1NN). This approach has been 
successfully used in numerous studies,21,33–35 having recently been incorporated in the graph theoretical KMC 
(GT-KMC) framework of Stamatakis et al.36 Within this formalism, the total energy of the lattice is calculated 
from CE Hamiltonians by summing the energetic contributions of clusters that represent single- body to many-
body adsorption configurations. The rates of elementary events are calculated with the aid of the 
aforementioned BEP relations, which relate the reaction energy (obtained from the cluster expansion) to the 
activation barrier of an event.37  
In this work, we employ KMC simulation with CE energetics to investigate the effect of oxygen 
adlayer structure on the estimated catalytic rate of a model reaction, namely the catalytic oxidation of NO over 
Pt(111). The energetic contribution parameters of the various adsorbate clusters have been taken from the 
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work of Schmidt et al.30 and are used in lattice-gas form.37 We study CEs of increasing complexity, ranging 
from 1NN to long range interactions and we show that in the former case, the adlayer adopts an ordered 
(√3 × √3)𝑅30 structure at 1/3 monolayer (ML) surface coverage for lattice sizes commensurate with this 
structure, thereby minimizing the repulsive oxygen-oxygen lateral interactions. Remarkably, for other lattice 
sizes we observe the appearance of defective regions consisting of anti-phase boundaries and point defects, 
which form as a result of strong adatom-adatom interactions as well as the lattice periodicity and considerably 
affect the predicted catalytic rate. Conversely, we find that the catalytic rate predictions become less dependent 
upon the lattice size when the catalytic oxidation is modeled on non-periodic lattices (that are a better 
representation of individual nanoparticle facets), but also when the adsorbate layer becomes relatively disorder 
owing to the incorporation of long-range interactions.  
The rest of the paper is organized as follows: in Sect. 2 we present the background and the setup of the 
KMC calculations, providing details on the lateral interactions models and the reaction mechanism. We 
proceed by discussing the results obtained using different CE models on several lattices (periodic and non-
periodic) in Sect. 3. Finally, we summarize our findings and underline the significance of our work in Sect. 4.   
2. Computational Methods 
Kinetic Monte Carlo Background. We have performed KMC simulations of NO oxidation on Pt(111) within 
the GT-KMC framework of Stamatakis and Vlachos,36 as implemented in Zacros (version 2.0).38 Adsorbate-
adsorbate interactions are of high importance to our work and can be accurately captured by a general CE 
approach incorporated in this framework. The simulation input is composed of the reaction conditions 
(temperature, pressure, gas phase composition etc.), the lattice structure that represents the catalytic surface, 
an energetics model where we specify the CE capturing the lateral interactions, and the reaction mechanism 
which defines all possible elementary events that can happen on the lattice. Optionally, one may also provide 
an initial adsorbate configuration on the lattice, otherwise the simulation is by default initialized with an empty 
lattice.   
The KMC algorithm starts by scanning the lattice and detecting all elementary processes that are 
possible given the current configuration. A lattice process queue is subsequently constructed, containing all 
the detected elementary processes along with their corresponding waiting times. The latter quantity is linked 
to the transition rate constant, which represents the average escape rate from system state  to another state 









  ,              (1) 
where k →′  is the rate constant for transition from state   to state 
′and   [0,1] is a uniformly distributed 
random number. After calculating the waiting times of the listed events, the one with the smallest value (i.e. 
the most imminent event) is identified. Subsequently, the system clock advances by  σ σ'min τtrans  and the most 
imminent event is executed, by modifying the adlayer structure and updating the lattice state and energetics 
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accordingly. Elementary events that can no longer happen (as a result of the event just executed) are removed 
from the lattice process queue, and newly enabled processes are added to the list. The whole procedure of 
event selection, execution and update is repeated, thereby generating a stochastic trajectory, which one can 
post-process to calculate quantities that can be experimentally evaluated (e.g. surface coverage and catalytic 
rates).    
The frequency by which a particular event is executed during the simulation is proportional to its rate 
constant. The forward and reverse rate constants of each elementary event can be computed from Eq. (2) and 
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where kB and h are Boltzmann’s and Planck’s constants respectively, kfwd and krev  are the rate constants of the 
forward and reverse reactions respectively, Q†, QP and QR are the molecular partition functions of the 
transition state, products and reactants respectively, Efwd
† () and Erev
† () are the activation energies of the 
forward and reverse reactions respectively, which are affected by lateral interactions. 
 To account for the effect of lateral interactions on the reaction kinetics, the forward and reverse 
activation energies of each elementary reaction step are parameterized with respect to the reaction energy 
(ΔErxn) using a BEP relation.22,23 The latter quantity is estimated for each lattice state, , detected during the 
simulation and requires the calculation of the energy of configuration  and of the succeeding state ’ (for 
more information see section IV in the Supplementary Material of this work and Ref. (37)). These 
configuration energies are in turn calculated using the CE Hamiltonian approach,31 as previously incorporated 
in the GT-KMC by Nielsen et al.37 Within this formalism, graph patterns representing single to multi-body 
adsorbate configurations are treated as clusters, which contribute to the total energy of the lattice. To determine 
the total energy, the lattice is scanned by Zacros and clusters defined in the energetics model are detected and 
enumerated.37 The energy contribution of each cluster to a given lattice configuration, is provided by a 
parameter known as the effective cluster interaction (ECI) and we compute the total energy of a lattice state 
 as:   
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where ECIk  is the effective cluster interaction of cluster k, GMk is a graph multiplicity factor defined for k 
(included to prevent over-counting) and NOCk is the number of occurrences/instances of cluster k at state .  
Finally, the catalytic rate is given by the turnover frequency (TOF) which is defined as the number of 
molecules of gas A produced per active site, per unit time. “A” is a representative gas species, which will be 
NO2 in our case (see next section). To determine the TOF, we plot the number of molecules of gas A produced 
during the simulation versus time and filter out any initial transients (whilst the system reaches steady state) 
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before fitting using linear regression. Subsequently, we divide the slope by the total number of lattice sites as 






,                                                              (5) 
where 𝑛𝐴 is the number of A molecules produced, ∑ τ the simulation time and Nsites the number of lattice 
sites.  
Reaction Mechanism and Simulation Details. Our work is based on an original reaction model developed 
by Wu et al.22 and adapted for KMC by Nielsen et al.37 We explicitly consider three reversible elementary 
events (see Eq. (6), Eq. (7) and Eq. (8)), from which the O2 dissociation on Pt(111), Eq. (7), is the rate 
determining step (RDS). Furthermore, it is assumed that the catalytic oxidation of  NO  proceeds via an Eley-
Rideal mechanism, and that oxygen adatoms (O*) dominate the catalytic surface, in accord with the high 
efficiency of NO2 in supplying the catalyst surface with O atoms.
40,41 Moreover, our analysis is restricted to 
surface coverage below 1/2 ML, where the Pt surface is not reconstructed,42 and O* populate three-fold fcc 
hollow sites only.22,30,43  
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where * depicts a vacant fcc site. Eq. (6) represents the reversible Eley-Rideal NO oxidation, Eq. (7) is the O2 
dissociation on Pt(111) and Eq. (8) is the surface diffusion of O* between neighboring fcc lattice sites.   
As noted earlier, the forward and reversible rate constants of each elementary event are computed based 
on Eq. (2) and Eq. (3), respectively, while the corresponding activation energies are found using a BEP relation 
(see Supplementary Material). The proximity factor (defining the relative position of the transition state along 
the reaction coordinate) is set to unity for the dissociation of O2 (Eq. (7)) as the transition state is molecular 
O2  with an elongated O-O bond,
22 zero for the NO oxidation/reduction (Eq. (6) ) and 0.5 for O* diffusion (Eq. 
(8)). Furthermore, the activation energies at the zero coverage limit for the different CEs are found in Sec. III 
of the Supplementary Material.  
In relation to the rate constants, there is a quasi-equilibrium where the dynamics of NO oxidation/reduction 
and O* diffusion are fast compared to O2 dissociation, such that the latter is the RDS (based on the previous 
work by Schneider and co-workers).22 We therefore provide values of the pre-exponential terms for the NO 
oxidation/reduction and O* diffusion such that the rates of these elementary events are at least 50 times larger 
than the rate of the RDS, assuring the fast equilibration of the adlayer.37,44 This method has been implemented 
in our previous work and for further details on the derivation and calculation of the rate constants the reader 
may consult Ref. (37).   
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Within GT-KMC the catalytic surface is represented as a two-dimensional lattice graph where vertices 
denote surface sites and edges give the connectivity (neighboring relations) between those sites. We perform 
simulations using two types of lattices, with and without periodic boundary conditions. The shapes of the 
periodic lattices are equilateral parallelograms of dimensions m × m (containing a total of m2 sites) and for 
the non-periodic ones we use equilateral parallelograms in addition to equilateral triangles of side length n 
(containing a total of ∑ ini=1  sites).  
The reaction is modeled at a total pressure of 1 bar, and fixed partial pressures of NO, O2 and NO2. The 
NO2 to NO pressure ratio is set to 0.37 in all simulations, thereby fixing the chemical potential of surface 
oxygen µO* (since reaction (6) is fast), and the partial pressure of O2 is set to 0.1. We run two sets of simulations 
for low (480 K) and high (680 K) temperatures and the lattice is always initialized with an O* adsorbate 
overlayer with the (√3 × √3)𝑅30 structure, which is a stable adlayer configuration when using short-range, 
1NN lateral energetics at 1/3 ML coverage. Thus, the system is initially in a low energy state, though is allowed 
to reach stationary conditions before any analysis of the kinetics is carried out.  
Lateral Interaction Models. We study different CE models of varying complexity. In particular, we examine 
cases where the CE Hamiltonian contains 3, 5 and 8 figures (clusters) and the corresponding graph patterns 
are presented in Figure 1. Each Hamiltonian contains a constant term (which does not affect any of the results 
but included for compatibility with other Hamiltonian descriptions), and a single-body term that models the 
adsorption energy of one O* adsorbate. In the 3-Fig. CE model, two-body interactions with adsorbate 
separation of up to 1NN are considered; these short range interactions are often referred as hard interactions 
herein, as the lead to highly ordered adlayer structures (see next section).  In addition to 1NN interactions, 
2NN and 3NN two-body interactions are included in the 5-Fig. CE model (Figure 1). Finally, the 8-Fig. CE 
model incorporates the clusters found in the 3-Fig. and 5-Fig. cluster expansions, as well as two-body terms 
at 4NN and 5NN separation in addition to a 3-body NN cluster (1-1-3 cluster in Figure 1). The terms included 
in each CE model along with their ECIs can be found in Table S1 in the Supplementary Material. 
Figure 1. Graph patterns (or clusters) that are taken into account in 3-Fig., 5-Fig. and 8-Fig. CE Hamiltonian models. 
The blue circles indicate sites occupied by oxygen atoms. The white circles with black edges are vacant sites and 
white circles with blue edges indicate sites that may or may not be vacant. 
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3. Results and Discussion 
3.1. 3-Figure CE Energetics    
We first examine a 3-Fig. CE model where only 1NN interactions contribute to the energetics. To exclude 
lattice-boundary effects on the predicted catalytic rate, we have performed simulations on periodic equilateral 
lattices of various sizes at the two aforementioned temperatures (480 K and 680 K). The calculated TOFs on 
parallelogram lattices with number of sites ranging between 36 and 2500 (6  6 to 50  50) are plotted in 
Figure 2. For both temperatures, there is an oscillatory behavior in the catalytic rate as the lattice size is 
increased. We observe a regular pattern by which certain lattice sizes exhibit much higher activities than 
others; a difference which does not diminish even for relatively large lattices of more than 2000 sites. Upon 
further inspection, we note that lattices with a number of sites per side that is divisible by 3, exhibit a 
significantly lower TOF (ca. one order of magnitude lower) than those with sites non-divisible by this number.  
As highlighted earlier in our discussion on the BEP relationship, the activation energy for a surface 
reaction is dependent on the configuration of neighboring spectators in the adsorbate overlayer. It follows that 
this dependence is carried into the corresponding kinetic constant and indeed the catalytic rate. Thus, we can 
elucidate the variability in the values of TOF by studying the adlayer structures of different lattices giving 
high and low TOF.  To this end, we use two representative lattice sizes, a 42 × 42 lattice (1,764 sites), whose 
number of sites per side is divisible by 3, and a 44 × 44 lattice (1,936 sites), for which this is not true. Snapshots 
of these lattices for simulations at 480 K are shown in Figure 3 (a) and (b), respectively.  
 
Figure 2. Computed TOFs of the 3-Fig. CE model for a range of lattice sizes at 480 K (red) and 680 K (black). Ptot = 1 
bar, 
2NO NO
P P = 0.37 and 
2O
y = 0.1 for all simulations.  
In a representative configuration at stationary conditions on the 42 × 42 lattice, the O* adspecies are 
perfectly ordered in the (√3 × √3)𝑅30 structure, which minimizes the 1NN repulsions exerted upon them 
(Figure 3(a)). The ordered structure is, however, disrupted on the 44 × 44 lattice by the formation of anti-
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phase boundaries that appear to divide the adlayer into a number of perfect (√3 × √3)𝑅30 domains (Figure 
3(b)). As the 44 × 44 lattice has a number of sites per side that is not divisible by 3, it is impossible for the 
adlayer to organize into a perfect (√3 × √3)𝑅30 structure and instead forms line-defects: the observed anti-
phase boundaries. That is to say that the size of the lattice is not commensurate to the stable (√3 × √3)𝑅30 
adlayer structure.  Closer examination of these defects reveals lower local coverage in the anti-phase boundary 
(Figure 3 (b), inset left) compared to the ordered (√3 × √3)𝑅30 domain (Figure 3 (a), inset). Even lower 
local O* coverages are detected on point-defect regions that are adjacent to anti-phase boundaries (Figure 3 
(b), inset right), where remarkably, the pair of fcc sites covered by the cyan line is surrounded by just one 
neighboring O* adatom.   
The local coverage affects the activation barrier of the RDS (i.e. O2 dissociation) as a result of the 
repulsion between O* adatoms. By the BEP relationship, the lower coverage of O* in the anti-phase boundary 
is expected to result in lower activation barriers on fcc site pairs thereon. The effect of the local coverage on 
the O2 dissociation activation is shown in Figure 3 (c) and (d), where the snapshots found in Figure 3 (a) and 
(b), are color-coded, respectively, according to the activation energy values of the dissociation of O2. The 
presence of four 1NN O* adatoms around empty fcc site pairs in the (√3 × √3)𝑅30 phase domain 
considerably hampers the dissociation of O2, by significantly elevating the activation barriers from 0.02 eV at 
the zero coverage limit (see Supplementary Material),37 to approximately 1.9 eV in this region. On the other 
hand, the lower local coverage in anti-phase boundary and point defect configurations results in lower values 
for the activation energy, between 1.2 and 1.6 eV at the former and less than 1 eV at the latter. Consequently, 
in these regions, high values of the O2 dissociation rate constant are computed, making the RDS more probable 
to occur. 
However, the different adlayer regions seen in Figure 3 (d) do not equally contribute to the catalytic 
rate. To identify the local configurations whereby oxygen adsorptions occur on each lattice, we plot a 
histogram of the distribution of O2 dissociation activation energies on the 42 × 42 and 44 × 44 lattices in  
Figure 3 (e) and (f), respectively.  The green bars in these histograms show the activation energy distribution 
of O2 dissociation events that may occur on each lattice (Figure 3 (a) and (b)). These are possible events that 
may happen on vacant fcc site pairs and are listed in the event-queue of the KMC algorithm. As expected, in 
the 42 × 42 system all of these listed events have the same activation energy (ca. 1.9 eV) because of the ordered 
(√3 × √3)𝑅30 structure seen in Figure 3 (a). This is not true for the 42 × 42 lattice as a result of the observed 
anti-phase boundaries. In this case, the majority of O2 dissociations belong to the ordered (√3 × √3)𝑅30 
phase, simply because this phase covers most of the lattice area and have activation energies of 1.8-1.9 eV 
(tallest bar on the right of Figure 3 (f)). Events with activation energies between 1.2 and 1.6 eV correspond to 
adsorption processes on anti-phase boundary sites, while those below 1.0 eV correspond to O2 dissociations 
on sites located in point defect regions. The normalized frequencies of possible dissociation events on anti-
phase boundary and point defects are less than 19 % and 4 %, respectively, of that over the ordered domain.  
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Figure 3. Representative lattice snapshots from KMC simulation at 480 K of a 3-Fig. CE energetics model. Panels (a) 
and (b) show the adlayer structure of a 42 × 42 and a 44 × 44 lattice, respectively; O* adatoms are represented by black 
circles and empty sites by grey circles. The close-up on the left of panel (a) shows a phase domain local configuration, 
while close-ups on the left and right of panel (b) indicate local anti-phase boundary and point defect configurations, 
respectively.  Panels (c) and (d) show the same snapshots but colored according to the local O2 dissociation activation 
energy where low values and high values are shown in blue and red, respectively. Panels (e) and (f) show histograms of 
the distribution of O2 dissociation activation energies of listed events by the KMC algorithm on (a) and (b) KMC 
snapshots, respectively (green) and of the actually executed adsorptions throughout the simulation (blue) on the 42 × 42 
and the 44 × 44, respectively. The former are normalized to the total number of listed O2 dissociations for the particular 
KMC snapshot and the latter to the total number of executed O2 dissociations throughout the KMC simulation. Ptot = 1 
bar, 
2NO NO
P P = 0.37 and 
2O
y = 0.1 bar.  
On the other hand, the blue histogram shown in Figure 3 (e) and (f) correspond to O2 dissociation 
events that actually occur (i.e. are executed by the KMC algorithm during the simulation) on the 42 × 42 and 
44 × 44 lattices, respectively. To generate these histograms, we record the activation energies of all occurring 
O2 dissociations throughout the simulation. Interestingly, on the 44 × 44 lattice no O2 dissociation happens on 
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(√3 × √3)𝑅30 and anti-phase boundary domains (Figure 3 (f)); instead, these events happen primarily at 
point defects adjacent to the anti-phase boundaries, with the largest portion of the lattice remaining inactive. 
The catalytic activity is dominated by defect-regions that contain fcc site pairs with two 1NNs or less, and the 
overall reaction appears to proceed in short “bursts” in these highly active but also highly ephemeral point 
defects. Thus, the absence of anti-phase boundaries in the 42 × 42 lattice, where all O2 dissociations happen 
on rarely formed point defects with activation barrier of 0.62 eV (Figure 3 (e)), explains the one order of 
magnitude lower TOF compared to that on the 44 × 44 lattice, as well as the fluctuations in the catalytic rate 
as shown in Figure 2.    
3.2. NO Oxidation on non-Periodic Lattices 
 To verify whether the discussed effects in the previous section are associated with the lattice 
periodicity, we have performed additional simulations using non-periodic equilateral parallelogram lattices. 
These lattices provide a better description of complete nanoparticle facets. By eliminating the periodic 
boundary condition we break the connectivity between sites that belong to opposite sides of the lattice. 
Consequently, potential reaction patterns that involve O* (or vacant sites) located on two opposite sides cannot 
be detected by the algorithm in this case. We observe that under these circumstances, there is no generation 
of anti-phase boundaries that disrupt the (√3 × √3)R30 structure, and therefore, the catalytic rate is not 
subject to systematic changes at increasing lattice size as in Figure 2 (Figure 4 (a)).  
 
Figure 4. (a) TOF of various non-periodic parallelogram lattices at 480 K, 
2O
y = 0.1 bar and 
2NO NO
P P = 0.37 for 3-Fig. 
CE energetics. (b) O2 dissociation color-coded KMC snapshot of a 42 × 42 lattice, where low values and high values are 
shown in blue and red, respectively. Conditions as in panel (a).  
On the contrary, we find that the computed TOF decreases with increasing number of lattice sites for 
lattices smaller than 46  46 (Figure 4 (a)). Beyond that point, the catalytic rate is practically constant and 
independent of the lattice size (Figure 4 (a)). Notwithstanding, highly active point defects are now present on 
the lattice edges/corners throughout the KMC simulation (Figure 4 (b)). As a result of the non-periodicity, 
adspecies on edges/corners experience less repulsion compared to the inner phase adsorbates, as it may be true 
(b) 
(a) 
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in a real nanoparticle facet. More specifically, the “curvature” at nanoparticle edges result in larger distances 
between adsorbates in neighboring facets as compared to cases where these adsorbates are on a planar surface. 
In addition, edge adsorbates might be differently oriented than the adsorbates on conterminous facets,45 and 
therefore the dynamics of non-periodic lattices may better represent those on the facets of a nanoparticle.  
In line with the latter consideration, we model the catalytic oxidation on equilateral triangular (111) 
lattices that have the same shapes as facets encountered in common nanoparticle structures such as cube-
octahedral and octahedral. Figure 5 shows the results of such KMC simulations, revealing that O2 dissociation 
is indeed more facile on edges/corners as compared to inner parts of the lattice, and therefore the catalytic 
activity emerges predominantly from such locations in our non-periodic 3-Fig. CE calculations.  
 The edge/corner sites are also characterized by a distinct electronic environment as a result of their 
low coordination number (see e.g. Ref. (46)), which is not taken into account in our simulations. What the 
later show, is that, even in the absence of such electronic effects, there is a remarkably different 
physicochemical environment on edges/corners that is governed by geometry and lateral interaction strength, 
which results in the distinct behavior of these sites compared to those in the inner part of the facet. It should, 
however, be noted that for a complete description of the chemistry towards highly accurate catalytic rate 
predictions on edge and corner sites, electronic effects have to be accounted for, in addition to the geometric 
effects shown here. The adsorption energy of O* at edges and terraces is often not the same.46 This is verified 
by the higher TOF measured at larger Pt particle size, which implies that edge/corner sites might be poisoned 
in practice as a result of strong adsorbate binding.47  
 
Figure 5. Typical snapshot of a KMC simulation using a triangular non-periodic lattice with 780 sites of a 3-Fig. CE 
energetics model at 480 K and color-coded according to O2 dissociation activation energy (low and high values are 
shown in blue and red, respectively). Nanoparticle facets of similar geometry are found in octahedral and cube-
octahedral particles shown on the left of the figure. Ptot = 1 bar, 
2NO NO
P P = 0.37 and 
2O
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3.3.  Beyond 1NN Interactions  
We proceed by investigating the effect of long-range interactions on the adlayer structure. We will first 
present the results for a 5-Fig. CE Hamiltonian model, that includes long range adsorbate-adsorbate 
interactions (2NN and 3NN) and leads to more accurate predictions than the 3-Fig. CE.37 We instantly note 
significant differences between the results of these simulations (Figure 6) compared to those previously 
obtained with the 3-Fig. CE (Figure 3). We show simulation snapshots with color-coded maps of the O2 
dissociation barriers, on a 44 × 44 non-commensurate periodic lattice at 480 K and 680 K (Figure 6 (a) and 
(b), respectively). There is a notable absence of well-defined anti-phase boundary regions in these cases, as a 
result of incorporating 2NN and 3NN lateral interactions (Figure 6), and the adlayer distribution appears more 
random compared to that obtained by the 3-Fig. CE at 480 K (Figure 6 (a)). In turn, the calculated TOF is 
significantly higher due to the presence of several highly active configurations characterized by low local 
coverage, with O2 dissociation activation barriers less than 1.0 eV (Figure 6 (c)).  
 
Figure 6. (a) and (b) show KMC snapshots of a 44 × 44 periodic lattice for 5-Fig. CE energetics at 480 K and 680 K, 
respectively. The snapshots are color-coded according to the O2 dissociation activation energy where blue and red 
correspond to low and high values, respectively. Panel (c) shows a histogram of the distribution of O2 dissociation 
activation energies at 480 K (blue) and 680 K (green). Ptot = 1 bar, 
2NO NO
P P = 0.37 and 
2O
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At 480 K we observe some (√3 × √3)R30 islands in the O* adlayer, and the total O* surface coverage 
is around 0.34 ML. As seen from the color-coded KMC snapshot in Figure 6 (a), the O2 dissociation activation 
barrier on fcc pairs belonging to these ordered islands is approximately 1.4 eV. This lower activation energy 
compared to that of the 3-Fig. CE on identical adsorbate configurations (i.e. 1.9 eV, see Figure 3) reflects the 
“softening” of adsorbate-adsorbate interactions at higher order CEs. The distribution of activation energies for 
the executed O2 dissociations at 480 K (Figure 6 (c)-blue bins) reveals that no oxygen adsorption occurs on 
(√3 × √3)R30 islands. On the contrary, around 40 % of O2 dissociation events happen with activation 
energies between 0.4 and 0.5 eV, in configurations with no more than two 1NN O* adatoms (for example the 
configuration highlighted by the cyan line in the inset above the blue bin at 0.4-0.42 eV in Figure 6 (c)).  
Furthermore, at 680 K the O* adlayer appears mostly random, as it lacks any appreciably large ordered 
island (Figure 6 (b)). A lower average O* coverage (ca. 0.27 ML) and a greater degree of adlayer disorder 
compared to the previous case at T = 480 K, give rise to numerous local adlayer configurations of very low 
coverage, which encompass pairs of fcc sites without any 1NN O* adatoms. Unsurprisingly, the majority of 
O2 dissociations happens therein and are executed with activation energies below 0.1 eV (Figure 6 (c)-green 
bins). The occurrence of these low local coverage configurations in conjunction with the relatively high 
temperature result in higher TOF by two orders of magnitude as compared to 480 K. Instead of a “short burst” 
behavior, as for the 3-Fig. CE (Figure 3), events are executed with a broader range of activation energies at 
both temperatures with a “widespread participation” of fcc site pairs in the catalytic rate (Figure 6 (c)). 
Plots of the computed TOFs at 480 K and 680 K for lattice sizes up to 2500 sites are given in Figure 
7. We note a key difference between the simulations at 680 K and 480 K; at 680 K there is near-constant TOF 
with increasing lattice size, whereas at 480 K there are systematic variations of the catalytic rate. These 
fluctuations at 480 K span a narrower range as compared to those of 3-Fig. CE (see Figure 2) and are associated 
with the retained spatial correlation at this temperature. Upon closer inspection, we also note that the predicted 
TOF on commensurate lattices at 480 K exhibits an increasing trend with increasing lattice size (Figure 7), 
though this trend fades for larger lattices, beyond 45 × 45 (Figure 7). This trend is not observed on non-
periodic lattices, whereon we compute a virtually constant TOF on larger lattices than 18 × 18 (see 
Supplementary Material, Figure S4). 
To clarify the causes of the lower TOF on smaller commensurate lattices, within the size range of 6 × 
6 to 45 × 45, we investigate the local adlayer configurations for O2 dissociation events. Figure 8 (a)-(d) show 
the activation energy distributions of the executed O2 dissociations on a 9 × 9, 12 × 12, 45 × 45 and a 48 × 48 
lattice, respectively. It is important to point out that in this case, the histograms were constructed after 
processing the statistics of the activation barriers of all occurring O2 dissociations. The main observation is 
that in all lattices this elementary event is executed at roughly the same activation energies (i.e. on the same 
local adlayer configurations). The activation barrier distributions of the two large commensurate lattices (45 
× 45 and a 48 × 48-Figure 8 (c)-(d)) are identical, and consequently, the two calculated TOFs are in excellent 
agreement.   
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Figure 7. Calculated TOFs of the 5-Fig. CE model for a range of equilateral parallelogram periodic lattices at 480 K 
(red) and 680 K (black). Ptot = 1 bar, 
2NO NO
P P = 0.37 and 
2O
y = 0.1 for all simulations.  
Conversely, remarkable differences are noticed in the distributions of the two small lattices (i.e. 9 × 9, 
12 × 12). As seen, on the 9 × 9 lattice around 53 % of O2 adsorptions happen with an activation barrier less 
than 0.48 eV, whilst the corresponding normalized frequency of the next largest commensurate lattice (12 × 
12) is higher by approximately 7 %. This difference suggests that local low O* coverage configurations (i.e. 
configurations where O2 dissociation can occur with activation energy of  0.48 eV or less) may be more 
frequently formed during the KMC simulation as compared to the 9 × 9 lattice, thereby explaining the 
discrepancy between the predicted catalytic rates on the two lattices (Figure 7).    
To verify this speculation we examine how the catalytic rate is affected by the frequency of 
configurations where O2 can dissociate with barrier less than 0.48 eV (we refer to these as the “low-barrier” 
events). This normalized frequency is calculated as follows: we collect KMC lattice snapshots just before O2 
dissociation events. We then count the snapshots that have at least one “low-barrier” O2 dissociation event 
and divide by the total number of KMC snapshots (i.e. the total number of O2 dissociations). The results for 
nine commensurate periodic lattices with up to 2916 sites are shown in Figure 8 (e). On lattices smaller than 
45 × 45, the frequency of highly active configurations increases with the lattice size, whereas for larger lattices 
there is a convergence of this frequency value to ca. 0.85. Interestingly, the observed trend is in excellent 
agreement with the TOF trend in Figure 7, where constant catalytic rate values (TOF  0.042 s-1) are reached 
on lattices larger than 42 × 42. 
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Figure 8. Panels (a) and (b) show the activation energy distributions of occurring O2 dissociations for 5-Fig. CE on a 9 
× 9 and a 12 × 12 periodic lattice, respectively. (c) and (d) show the same distribution for a 45 × 45 and a 48 × 48 
periodic lattice, respectively. Panel (e) shows the frequency of appearance of highly active adlayer configurations for 
nine commensurate lattices. T=480 K, Ptot = 1 bar, 
2NO NO
P P = 0.37 and 
2O
y = 0.1. 
We finally present results of an 8-Fig. CE model where 4NN and 5NN pairwise interactions as well as 
a 3-body interaction are taken into account (graph patterns in Figure 1). At 480 K and under stationary 




9 × 9 12 × 12 
45 × 45 48 × 48 
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approximately equal to 0.28 ML (see the O2 dissociation color-coded KMC snapshot in panel (b) of Figure 9). 
Adsorbate-adsorbate interactions become “softer” as compared to 3 and 5-Fig. CE models. This is reflected 
in the fact that O2 dissociations can happen on pairs of fcc sites encompassed by the ordered 2 × 2 phase with 
low activation energy being in the range  0.55 – 1 eV (Figure 9 (b)). Besides, we observe the formation of 
several 1-1-3 triplets in the adlayer that, to a limited extent, cause the development of a meandering phase 
with 2 × 1 O* domains (Figure 9 (b)). We find, however, that this structure becomes dominant at higher 
surface coverage (Figure S5 in Supplementary Information) and therefore these triplets can be considered the 
precursor of the 2 × 1 O* phase.   
 
Figure 9. Panel (a) shows the O2 dissociation activation energy distribution on a 42 × 42 commensurate periodic lattice. 
Panel (b) shows an O2 dissociation KMC color-coded snapshot of the 42 × 42 lattice for 8-Fig. CE energetics model. 
Panel (c) plots the computed TOF of the 8-Fig. CE model for a range of equilateral parallelogram periodic lattices. 
T=480 K, 
2O
y  = 0.1 bar, Ptot = 1 bar and 
2NO NO
P P = 0.37. 
Importantly, because of the largely ordered adlayer at 480 K, the computed TOFs on periodic lattices 
with size in the range of 10 × 10 to 50 × 50 (Figure 9 (c)) show again an oscillatory behavior similar to that 
observed in Figure 2. Commensurate to the 2 × 2 O* phase are now lattices with number of sites (per side) 
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divisible by 2, and after thorough inspection of event-wise KMC snapshots of commensurate and non-
commensurate lattices we find that there is no formation of well-defined anti-phase boundaries. To this end, 
the calculated TOFs on different lattices are on the same order of magnitude ((Figure 9 (c)), which was not 
true for the 3-Fig. CE model because of the existence of “hard” short range interactions and therefore anti-
phase boundaries.   
The two aforementioned adlayer patterns have been detected using scanning tunneling electron 
microscopy (STEM) and low-energy electron diffraction (LEED) at similar coverages to those reported 
here,40,42 and have also been reproduced in computational studies that employ equilibrium models.30,48,49 This 
furnishes evidence that the O* - Pt(111) system, at least with regard to the adlayer structure, is more accurately 
described by an 8-Fig. CE energetics model than by the 3-Fig. CE and 5-Fig. CE models. We thus continue 
our analysis with a comparison between the apparent activation energy, Eapp
‡
, found by the 8-Fig. CE model 
and experimentally obtained values.50  
To determine Eapp
‡
 we calculate seven TOFs at different temperatures in the temperature range of 480 
- 493 K where the differences in surface coverage are known to be small.22 From the Arrhenius plot in Figure 
10 we find Eapp
‡  = 52.6 ± 4.0 kJ mol-1, which is slightly greater than the reported value by Smeltz et al.50 over 
Pt(111) single crystals under similar conditions (ca. 41 kJ mol-1). Furthermore, we compute TOF = 0.013 s-1 
at 
2NO NO
P P = 0.56, 
2O
y = 0.1 and 480 K. At these conditions, the experimentally reported TOF (ca. 0.15 s-1)   
is found one order of magnitude larger .50 This discrepancy is in accord with the larger computed Eapp
‡
, by  11 
kJ/mol (0.1 eV), as compared to experiment.50 More specifically, a larger activation barrier by 0.1 eV results 
in a smaller rate constant by a factor of approximately 11 at 480 K. Errors of around 0.1 to 0.2 eV are  indeed 
expected for commonly used DFT functionals.51  
The formation of the 2 × 2 phase is explained by the very small energetic contribution parameter of 
3NN clusters (0.012 eV) compared to other clusters in 8-Fig. CE models (see Table S1 in the Supplementary 
Material), leading to the formation of numerous such patterns in the adsorbate layer (Figure 9 (b)). According 
to experimental studies the 2 × 2 O* phase remains inactive to the catalytic NO oxidation within the 
temperature range of 350 – 500 K at 1/4 ML surface coverage,40 and this is further corroborated by our 8-Fig. 
CE simulations. In more precise terms, the activation barrier distribution of the executed O2 dissociations on 
a 42 × 42 periodic lattice  (Figure 9 (a)) reveals that less than 5 % of such events takes place with  activation 
barrier of 0.55 - 1 eV. By contrast, we see that the vast majority of O2 dissociation events happen with barriers 
below 0.5 eV (Figure 9 (a)). The contribution of fcc site pairs to the catalytic rate is even more widespread 
than in the simulations with the 5-Fig. CE. Yet, the overall reaction progresses in a similar manner in both 
cases with O2 dissociations occurring for various adlayer configurations and not only on highly active point 
defects as for the 3-Fig. CE simulations. The calculated TOFs are in turn of the same order of magnitude, but 
not identical, owing to the fact that the adsorbate layer exhibits different structure in the two cases. 
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Figure 10. Arrhenius plot of the temperature dependence of the rate of NO oxidation on a 42 × 42 commensurate 
periodic lattice for 8-Fig. CE, 
2O
y  = 0.1 bar, 
2NO NO
P P = 0.37 and Ptot = 1 bar. Slope in K, kB in eV/K and Eapp
‡
 in eV. 
4. Concluding Remarks 
KMC simulation incorporating BEP relations and CE Hamiltonians for capturing coverage effects, is a 
powerful tool for modeling reactions on solid surfaces, enabling detailed representations of the highly complex 
adlayer behavior encountered in these systems. In this work, such an approach has been adopted to model the 
catalytic oxidation of NO on the Pt(111) facet, investigating CEs of increasing complexity. 
We have demonstrated that energetics models including only short-range “hard” interactions result in 
highly ordered adsorbate overlayer structures. This can be also true for long-range interaction models (e.g. 8-
Fig. CE). Under these circumstances, the lattice size is of crucial importance; if the lattice is non-
commensurate to the lowest energy adlayer structure, the system will form defective regions and perhaps anti-
phase boundaries, which have a significant impact upon the reaction kinetics by giving rise to short-lived 
highly reactive configurations.  The latter result in markedly higher TOF values than those of commensurate 
lattices, giving rise to lattice size dependent catalytic rates. Such effects are related to the lattice periodicity 
and are not present when using non-periodic lattices, which capture nanoparticle facets.  
Moreover, accounting for lateral interaction terms beyond 1NN can result in higher disorder in the spatial 
distribution of adsorbates in the adlayer, and generally weaker spatial correlations; although ordered domains 
are still observed to some extent for 5-Fig. CE and to a large extent for 8-Fig. CE energetics at 480 K. 
Interestingly, in the latter case, a significant portion of the O* adlayer adopts a 2 × 2 structure, and we again 
simulate a size dependent catalytic rate for lattices up to 50 × 50. We have highlighted that in both cases, 
however, that the “soft” interactions lead to an “evenly distributed” occurrence of reaction events in both space 
and time.  
These observations have important implications on two aspects: first, they demonstrate that in systems 
with an ordered adsorbate overlayer, the strong correlation in the adlayer can lead to interesting effects, 
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whereby the geometry of the domain alone can strongly influence the kinetics. This was clearly demonstrated 
by the 3-Fig. CE and 8-Fig. CE simulations on periodic lattices, which yield significant differences in TOF 
between commensurate and non-commensurate lattices. On non-periodic lattices such a geometric effect was 
shown to lead to spatial variability in the TOF, even if all sites are chemically equivalent (i.e. adsorbates 
exhibit the same adsorption energies on all these sites). Second, the accuracy with which the CE is fitted to 
density functional theory data32 can have a decisive effect on the physics reproduced by KMC simulations, 
even at the qualitative level. Note that all CEs used in this work had been fitted to the same DFT data;30 the 
only difference was the truncation level, including e.g. up to 1NN interactions in the 3-Fig. CE, and up to 3NN 
interactions in the 5-Fig. CE. For this system, a CE with only 1NN interactions leads to TOF values that are 
very different than those of more accurate CEs, and our detailed analysis explains the origin of such deviations.  
Finally, our study elucidates that, independently of the lattice type used in KMC simulations (i.e. periodic 
or non-periodic), for relatively small lattices the calculated TOF value will be strongly influenced by the lattice 
size. More importantly, as periodic lattices are commonly used in such simulations,9,22,52,53 one has to be aware 
of relevant effects that can influence computed catalytic rates, as those discussed herein. We have shown that 
this can be accomplished through preliminary lattice size testing, as well as careful monitoring of the lattice 
state and the activation energy distributions during the KMC simulation. As KMC simulations become 
increasingly popular in the computational catalysis community, these are significant factors that must be taken 
into consideration for accurate kinetic modeling.  
5. Supplementary Material 
See Supplementary Material for details on how the TOF is calculated, on how anti-phase boundaries are 
formed, additional calculations of 5-Fig. CE and 8-Fig. CE models and a discussion on the commensurability 
of lattice structures. The Brønsted-Evans-Polanyi and energetic contribution parameters can also be found 
therein, along with a short discussion on the implementation of BEP relations. 
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SUPPLEMENTARY MATERIAL 
I. Turnover Frequency Plots  
Figure S1 (a) plots the number of NO2 molecules produced over time at 480 K for a 5-Fig. CE energetics 
model. The TOF is estimated by fitting a linear equation to the data and subsequently dividing the obtained 
slope to the number of lattice sites. Operation under stationary conditions can be ascertained by plotting the 
surface coverage over simulation time. A representative plot is seen in Figure S1 (b) where, apart from the 
noise observed, the average surface coverage appears constant, implying a quasi-equilibrated adsorbate 
overlayer and therefore operation under stationary conditions.  
 
Figure S1. (a) Number of NO2 molecules produced over time, used in estimating TOF. (b) Surface coverage over time 
at 480 K, 
2O
y =0.1 bar, PNO2/PNO = 0.37. 5-Fig CE.   
II. Formation of Anti-phase Boundaries  
To understand the cause of the adlayer disruption by anti-phase boundaries we examine two small, periodic 
lattices (Figure S2 (a) and (b)). The lattice periodicity means that sites lying on lattice edges are connected to 
others located on opposite sides of the cell. For instance, in Figure S2 (a) site 6 of the 6 × 6 lattice is connected 
to sites 5, 11 and 12 as well as sites 36, 31 and 1. Similarly, site 5 of the 5 × 5 lattice (Figure S2 (b)) neighbors 
sites 4, 10 and 9 as well as sites 25, 21 and 1. The 1st nearest neighbors of the sites located in the top left corner 
of each lattice, are shown in the areas enclosed by the dashed hexagons (Figure S2). 
(a) (b) 
 Figure S2. (a) A 6×6 commensurate lattice with the adsorbates (orange circles) organized in (√3 × √3)𝑅30 structure. 
(b) A 5×5 non-commensurate lattice where the (√3 × √3)𝑅30 is disrupted, as exemplified on the left top corner. White 
circles depict vacant sites and both lattices are periodic. 
Starting from occupied site number 1, we organize adsorbates in the (√3 × √3)𝑅30 structure on both 
lattices (this is the structure used as the initial configuration of each simulation). On the 6×6 lattice, whose 
number of sites is divisible by three, we observe that the (√3 × √3)𝑅30 structure is preserved in the area of 
the dashed hexagon in Figure S2 (a). The adlayer structure is in this case commensurate to lattice size. In more 
general terms, if A and B are unit cell vectors of the simulation lattice, then there exist integers z1, z2, z3 and 
z4, and unit cell vectors of the adlayer structure a, b, such that A = z1 a + z2 b and B = z3 a + z4 b. Thus, no 
disruption is induced during simulation. On the contrary, Figure S2 (b) shows that defect structures emerge, 
e.g. around site 5 etc; the stable (√3 × √3)𝑅30 structure cannot “develop” in this lattice, as is the case of all 
lattices with dimensions not divisible by 3. The strong repulsions between O* adspecies in 3-Fig. CE 
energetics model force adsorbates in the defective regions to rearrange, resulting in the emergence of anti-
phase boundaries. 
 
III. Brønsted-Evans-Polanyi and Energetic Contribution Parameters 
 The effective cluster interaction parameters used in this work are taken from Ref. (1). These values 
along with the interaction terms that are included in the Hamiltonian of each cluster expansion are shown in 
Table S1 in lattice-gas Hamiltonian form. Note that the H0/NL term is just a constant (irrespective of 
configuration) that is added to the total energy. Thus, it does not influence the simulation result and is added 
merely for compatibility with other computational codes.  
C. Wu et al.2 showed that the activation energy for the rate limiting step (i.e. the O2 dissociation) can 
be expressed by a Brønsted-Evans-Polanyi relation (Eq. (S1)).  
† surf
ads 2OE =max 0,FE +2.12eV   , (S1) 
where †adsE is the activation energy of O2 adsorption and 
surf
2OFE is the energy of formation of a pair of O* 
adatoms in two neighboring sites. Note that negative values of activation energy are replaced by zero. 
 
 (a)  (b) 
Table S1. Energetic contribution parameters used in this study-in Lattice-gas Hamiltonian form and in meV.1 
Figure  3-Figure CE 5-Figure CE 8-Figure CE 
H0/NL -27 45 9  
Point  -1200 -1580 -1374 
1NN 300 260 156 
2NN  84 56 
3NN 84 12 






To implement the above relation to the KMC framework (Eq. (S5) and Eq. (S6)) we set the slope (i.e. 
proximity factor for O2 dissociation) to 1 and we next calculate the activation energy at the zero coverage 
limit. This is accomplished applying Eq. (S2). 
†




is the activation energy in the zero coverage limit, ECIO_Point is the 1-body term in the cluster in 
the cluster expansion Hamiltonian, and ECIO_Pair_1NN is the first nearest neighbor interaction (see Table S1). 
Evidently the value of the activation energy at the zero coverage limit is unique to each cluster expansion. The 
calculated values are presented in the table below.  
Table S2. Brønsted-Evans-Polanyi parameters-Activation energies at zero coverage limit. 
 †ads,0E  (eV) 
3-Figure CE 0.020 
5-Figure CE -0.780 
8-Figure CE -0.472 
 
IV. Computing Reaction Energies and Activation Barriers 
In this work the forward and reverse activation energies of each elementary reaction step are parameterize 
with respect to the reaction energy (Figure S3), ΔErxn, using a BEP relation. Microscopic reversibility dictates 
that the difference between forward and reverse activation energy is equal to the reaction energyErxn(),   
     † †rxn fwd revΔE σ = E σ E σ .                                (S3) 
The reaction energy in Eq. (S3) is determined from the lattice Hamiltonians of the final and initial 
configurations as well as the gas phase energy difference when moving from state   to state ′ as seen in 
Eq.(S4).  
     rxn gasΔE σ = σ' σ + ΔEH H ,                                (S4) 
where Egas the difference in the gas phase energy between the final and initial configurations and 𝐻 the 
lattice Hamiltonian which is found after implementing Eq. (4) in the main text. 
To take into account the effect of lateral interactions on the kinetics of each elementary event, we 
parameterize the forward activation energy with respect to the reaction energy using the following BEP 
relation:1,3 
       † †fwd rxn fwd,0 rxn rxn,0E σ = max 0, ΔE σ , E +ω × ΔE σ ΔE ,                                                             (S5) 
where Efwd,0
†
 and ∆Erxn,0 are the forward activation barrier and the reaction energy at the zero coverage limit, 
respectively and  is the proximity factor, which defines how reactant- or product-like the transition state is 
with respect to reaction coordinate.4 The max operator ensures non-negative activation energy and in line with 
Eq. (S5) and Eq. (S3) we express the reverse activation barrier as:  
         † †rev rxn rev,0 rxn rxn,0E σ = max ΔE σ , 0, E 1 ω × ΔE σ ΔE    ,                                                            (S6) 
where Erev,0
†
 is the reverse activation barrier at the zero coverage limit. Erxn,0 is given as:  
† †
rxn,0 fwd,0 rev,0
ΔE =E E .                      (S7)  
 
Figure S3. Energy profile of an elementary step. The quantities involved in the calculation of the forward and reverse 
activation energies are noted. 
V. Non-periodic Lattices- 5-Figure CE 
We have performed additional 5-Fig. CE simulations at 480 K on non-periodic parallelogram lattices of 
various sizes. There are finite size effects that disappear on lattices larger 18 × 18 (Figure S4), similar to those 
observed on aperiodic lattices smaller than 46 × 46 for the 3-Fig. CE model (see Figure 4 in the main text). In 
larger lattices than 18 × 18 the catalytic rate is virtually independent of the number of sites. The result provides 
additional evidence that in non-periodic lattices there is no occurrence of simulation artifacts (e.g. antiphase 
boundaries); however the catalytic rate is affected by finite lattice size effects, which have to be eliminated by 
selecting the right lattice size before analyzing the reaction kinetics.  
 
 Figure S4. TOF of various non-periodic lattices at 480 K, 
2O
y =0.1 bar and PNO2/PNO = 0.37 for 5-Fig. CE energetics. 
VI. Additional Information on 8-Figure CE Model 
Figure S5 shows a lattice snapshot from KMC simulation for µO* = -0.577 eV and ca. 0.39 ML coverage. 
We observe domains of 2 × 1 O* order (highlighted by a red parallelogram in Figure S5). It should be pointed 
out that this adlayer phase has been detected in STEM studies at surface coverage larger than 0.25 ML. 
 
Figure S5. Representative lattice snapshots from KMC simulation at 480 K of a 8-Fig. CE energetics model adlayer 
structure of a 42 × 42. O* adatoms are represented by black circles and empty sites by grey circles. 
2O
y = 0.1 bar, 
PNO2/PNO = 54.5. 
 
VII. Commensurability of Lattice Structures 
We would like to investigate the following question: if we have the lattice below with n1 sites in the 
“horizontal” direction (across vector A), and n2 sites in the “slanted-vertical” direction (across vector B), can 
a  (√3 × √3)R30O adlayer structure “develop” on this lattice? Thus, we would like to see if the “large” 
simulation box (blue vectors) is commensurate with the (√3 × √3)R30O  adlayer structure. If this were the 
case, no defects would be observed when this structure “develops” in the simulation box. 
𝝁𝑶∗ = −𝟎. 𝟓𝟕𝟕 𝒆𝑽    = 0.39 
 Without loss of generality, we take the lattice constant to be equal to 1. We work with row vector notation and 
define the unit vectors of p(√3 × √3)R30O  as (red vectors in the figure above): 
3 3 3 3
2 2 2 2
   
     
   
a b  (S8) 
To transform from this basis to the unit vectors of the “large” simulation box A, B (blue vectors in the figure 
above), we need to first apply a scaling by factors 1 = n1/√3 and 2 = n2/√3, and second, we need to rotate 
by  = 30 clockwise. The transformation matrix has been worked out in Appendix A: Mathematics of the 
Wood Notation, in Ref (5): 
   
    







   











   
   
 
     
 
 
      
  
pM  (S10) 
where  is the angle between vectors a and b; in our case  = 60. If all elements of Mp are integers (Mp  
22), then the adlayer defined by a and b (here the (√3 × √3)R30O structure) is commensurate with the 
simulation box defined by A and B. This is because from equation Eq. (S9): A = Mp1,1 a + Mp1,2 b and B = 
Mp2,1 a + Mp2,2 b, therefore for integer Mpi,j one can construct the large simulation box by tiling whole unit cell 














M  (S11) 
Hence, for the (√3 × √3)R30O adlayer structure to be commensurate to the large simulation box, the numbers 




a n1 = n2 = 8 
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