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Arctic and alpine ecosystems are experiencing increases in the ubiquity and severity of 
landscape level disturbances, and changes in the near-surface energy budget including rising air 
temperatures, ecological shifts, and perturbations in snow depth and timing. These 
environmental changes are altering the distribution of seasonally and perennially (i.e. 
permafrost) frozen ground, with impacts on water and nutrient cycling. Presented work 
includes cross-scale field observations and numerical models that address the hydrologic 
impacts of spatial and temporal changes in frozen ground distribution. Specifically, observations 
and numerical models from Arctic and alpine ecosystems were used to: (1) assess near- and 
long-term changes in lake connectivity in Boreal lowlands; (2) quantify supra-permafrost talik 
formation in Alaska’s continuous permafrost zone in response to wildfire; and (3) examine the 
impact of seasonally frozen ground on snowmelt partitioning in a Colorado alpine headwater 
stream. Results from this work identify key hydrologic and thermal processes that are driving 
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The cryosphere encompasses cold regions of the planet where water is not always 
present in liquid form, but often exists as ice and snow (Vaughn et al., 2013). Of all the fresh 
water on the planet, frozen water accounts for roughly 80%. Cryospheric settings exist at the 
earth’s poles (i.e. arctic and Antarctic) but also many places in between where mountainous 
regions create cold, high-elevation environments. The cryosphere is not limited to regions with 
perennial snow and ice. Expanding in area in the winter months, the cryosphere includes 
environments that experience seasonal snow cover, and freezing of soils or surface waters. By 
surface area, the cryosphere covers ~12% of the earth’s surface area in August and ~15% of the 
earth’s surface area in January (Ohmura et al., 2004; Figure 1.1). The extent and four major 
components of the cryosphere are: (1) seasonal snow cover; (2) permafrost (i.e. ground < 0 
degrees C for two years or more); (3) glaciers / ice sheets; and (4) sea ice / ice shelves (Ohmura 
et al., 2004; Figure 1.1). Seasonal snow cover and permafrost play central roles in this 
dissertation. The main theme of this dissertation revolves around the influence frozen ground 
and snow distribution have on the subsurface hydrology of arctic and alpine ecosystems. 
Ecosystems to be studied range from alpine environments to arctic wetlands; however, the role 
of frozen ground and snow on temperature, connectivity of hydrologic pathways, and soil 




Figure 1.1 – The spatial distribution of the aspects of the cryosphere can be seen above. This 
dissertation will primarily focus on the environments seen in green (seasonal snow cover) and 
blue (permafrost extent). Image attained at http://www.grida.no/resources/5279. 
1.1 Permafrost environments 
Permafrost is classified as ground that is below 0 degrees C for two or more years 
(Arcone et al., 1998). Currently, permafrost is classified by distribution in terms of percent 
coverage. Classification categories include continuous (> 90%), discontinuous (50-90%), 
sporadic (10-50%), or isolated (>0-10%) (Jorgenson et al., 2008). In permafrost environments, 
ground-ice distribution acts as an impermeable barrier and retards water fluxes (Walvoord and 
Kurylyk 2016). Consequently, at the regional scale, two main aquifers often exist in these 
environments: a supra-permafrost aquifer (i.e. above permafrost if perennially unfrozen), and a 
sub-permafrost aquifer (i.e. below permafrost) (Kurylyk et al., 2016). These two aquifers 
connect in areas where permafrost is absent, called vertical taliks, that are commonly 
associated with larger water bodies and connect surface-water bodies with the sub-permafrost 
aquifer (Wellman et al., 2013). 
Permafrost thickness is primarily controlled by the balance between temperature at the 
ground surface and temperatures at depth (Woo et al., 2012). Commonly, the geothermal 
gradient is documented to be within the range of ~2.5 degrees C per 100 m. Consequently, the 
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sub-permafrost aquifer begins when temperature conditions no longer support perennially 
frozen ground (Woo et al., 2012; Walvoord et al., 2012). In general, areas with colder mean 
annual air temperatures support thicker permafrost layers. For example, measured permafrost 
depths near Barrow, AK, on Alaska’s North Slope, indicate permafrost thicknesses that range 
from 180 – 400 m where no taliks are present. In contrast, permafrost thicknesses measured 
near Fairbanks, AK—roughly 800 km south—has a thickness range closer to 15m – 100m 
(Jorgenson et al., 2013). 
 
Figure 1.2 - Seasonal variations in temperature at the surface cause active-layer development 
and temperature fluctuations within permafrost that isolates the active layer from the sub-
permafrost aquifer below. The blue line represents minimum winter temperatures and the red 
line represents maximum summer temperatures. Adapted from French et al. (2007). 
Thermal conditions in the shallow subsurface are primarily influenced by oscillations in 
seasonal air temperature that are transferred into the ground via conduction (Romanovsky and 
Ostercamp, 2005; Figure 1.2). In permafrost environments, freezing and thawing is initiated 
from the ground surface down. It should be noted that a multitude of factors including shading 
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from vegetation, snow cover, and insulating organic material at the surface can buffer the 
propagation of air temperatures into the subsurface (Lundardi et al., 1978). For example, winter 
temperatures often dip below -20 degrees C north of Fairbanks, AK, but temperatures 
measured just 5 cm below the soil surface are often significantly warmer (Romanovsky et al., 
1995). Generally, the upper soil layer freezes and thaws annually in response to shifts in air 
temperature. This region of annual freeze / thaw is called the active layer (Figure 1.2). While 
active layer thickness is spatially variable, measurements between 0.5 m – 1.5 m are common 
in undisturbed areas (Hinkel et al., 2003). 
Maximum thaw commonly occurs in early fall, while periods of maximum freeze 
generally occur in late spring (Nelson et al., 1999). The active layer sits above the permafrost 
table, so upper soils during warmer parts of the year would be thawed to the permafrost table, 
while during times of maximum freezing the entire active layer will be frozen down to the 
permafrost table (Woo et al., 2012). It should be noted that if the top permafrost table is 
deeper than the depth of maximum freezing (i.e. the bottom of the active layer, or maximum 
extent of seasonal frost), perennial zones of liquid water called taliks can persist (Delisle et al., 
2007). 
1.2 Current state of permafrost, vulnerability, future projections, and implications 
Currently, panarctic regions are warming at a faster rate than the global average 
(Lawrence and Slater, 2005; Jorgenson et al., 2006), and has been coined “arctic amplification” 
(e.g. Serreze et al., 2006). From 2000 to 2009 global temperatures rose on average by ~0.6 
degrees C; in contrast, panarctic regions experienced temperatures ~2 degrees C above their 
average (Screen and Simmonds, 2010). Arctic amplification has been attributed to the loss of 
arctic sea ice as well as the presence of thunderstorms in more temperate regions (Kumar et 
al., 2010). The loss of arctic sea ice decreases the albedo of the oceans across the panarctic, 
causing them to absorb more incoming solar radiation (Serreze et al., 2010). Thunderstorms are 
uncommon in high latitude regions, but functionally transport heat from the earth’s surface to 
higher levels in the atmosphere, facilitating cooling of the earth’s surface (Bekryaev et al., 
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2010). In response to surface warming, permafrost distribution and thickness have been in 
rapid decline (Jorgenson et al., 2006). Permafrost thaw is expected to continue in response to 
panarctic surface warming trends (Parazoo et al., 2018; Jorgenson et al., 2013; Serreze et al., 
2009; Hinzman et al., 2005). Permafrost losses of 9-15% in the upper 3m have been estimated 
by 2040, increasing to 47-61% by 2100 (Schuur et al., 2009). Consequently, panarctic regions 
are very much in transition, which has been recognized by scientists working on permafrost 
thaw as it relates to hydrology, ecology, microbiology, biogeochemistry, and climatology (Vonk 
et al., 2015; Walvoord and Kurylyk 2016). 
Quantifying thawing permafrost is important because it has the ability to release stored 
carbon in the form of greenhouse gases as it degrades (Schuur et al., 2015). Current estimates 
are that ~1,700 billion tons of organic carbon, roughly four times all the carbon ever emitted by 
human activity in modern times and twice that currently contained within the atmosphere, are 
stored within permafrost soils (Schuur et al., 2011). Recent work has also shown that 
permafrost soils are currently sequestering twice as much mercury as the rest of the global 
soils, the atmosphere, and the ocean combined (Schuster et al., 2018). The ultimate fate of 
permafrost carbon and mercury is complex as processes involved in their decomposition are 
microbially mediated, depend on and temperature and soil moisture, as well as potential 
hydrologic pathways to act as conduits to export C and Hg from their point of thaw (Grosse et 
al., 2011; Graham et al., 2012; Schuster et al., 2018; Walvoord et al., 2019). 
Changes in panarctic hydrology induced by permafrost loss fundamentally change the 
hydrologic and thermal properties of the subsurface (Ostercamp and Romanovsky 1999). 
Permafrost distribution and hydrology are intrinsically linked by the fact that permafrost is 
generally impermeable to flow, preventing deeper infiltration and storage of water in the 
subsurface (Woo et al., 2012). The result is a shift in the routing and storage of water above and 
below ground (Walvoord and Kurylyk, 2016). Barriers to drainage play a role in how surface 




Lake surface area changes have been observed in arctic and boreal lowlands with 
regional patterns that reflect a general shift towards increasing net lake coverage in continuous 
permafrost (>90% spatial coverage) and decreasing net lake area in discontinuous permafrost 
(50-90% spatial coverage) (Smith et al., 2005; Lebreque et al., 2009; Carroll et al., 2011; 
Sannikov et al., 2012; Rover et al., 2012; Chen et al., 2014). Roughly 30% of earth’s forested 
area is contained within boreal lowlands, an ecosystem that by area contains more surface-
water than any other terrestrial biome (Brandt et al., 2013; Burton et al., 2010). Lowlands lakes 
regulate carbon cycling at the landscape level (Tranvik et al., 2009; Abnizova et al., 2012), and 
are essential to the health of wildlife relied upon by local indigenous communities (Alerstam et 
al., 2001; Prowse and Brown, 2010). Recent studies observe patterns in surface-water 
distribution that contradict broad generalizations about how surface-water dynamics are 
impacted by permafrost distribution, due to complexities in local conditions and processes 
(Pastick et al., 2018; Karlsson et al., 2015). Consequently, detailed explorations of controls on 
surface-water redistribution and the underlying mechanisms of change in arctic-boreal regions 
are needed to create accurate climate predictions, ecosystem assessments, and judicious land-
management decisions in northern latitudes (e.g. Abnizova et al., 2012; Gauthier et al., 2015). 
Current remote sensing methods lack the ability to map permafrost distribution at 
depths > 1m (Pastick et al., 2015). This limitation precludes accurate measurements of 
permafrost table depth or the depth of seasonal refreeze without direct field measurements 
(Pastick et al., 2015). Consequently, earth system models have been used to project future 
permafrost distribution across the panarctic with coarse remote sensing observations and 
sparse field observations sometimes being used as constraints. Earth systems models have 
predicted that the top of thawing permafrost will exceed the depth of seasonal frost, resulting 
in perennial zones of liquid water (i.e. taliks) above the permafrost table (Delisle, 2007; Zhang 
et al., 2008; Parazoo et al., 2018). Liquid water associated with taliks provides a positive 
feedback promoting accelerated rates of future permafrost loss by introducing distributed 
latent heat effects (Romanovsky and Ostercamp, 2000), and enhancing heat advection (e.g. 
Walvoord et al., 2012; Kurylyk et al., 2016; Lamontagne‐Hallé et al, 2018). Previous modeling 
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work aimed at enhancing process- level understanding of taliks has demonstrated their ability 
to increase and seasonally extend baseflow in adjacent rivers and streams (Walvoord et al., 
2019). This increased surface-water / groundwater exchange may provide a continuous conduit 
for the transport of sequestered permafrost carbon (Schuur et al., 2008; Hugelius et al., 2014) 
and mercury (Schuster et al., 2018). Changes in moisture and soil temperature distributions 
associated with PTZ development may also influence soil aerobicity and respiration (i.e. CO2 
and CH4), facilitating carbon export even in taliks with no potential for surface water-
groundwater exchange (Parazoo et al., 2018). 
Our current understanding of the ubiquity and impact of taliks is limited almost 
exclusively to numerical models whose results have been unconfirmed by field observations. 
Nearly all of the limited field observations of taliks have been collected in areas of 
discontinuous or sporadic permafrost with mean annual air temperatures greater than -3 
degrees C (Connon et al., 2018). These conditions are not representative of panarctic settings 
closer to the continuous / discontinuous permafrost boundary (Smith et al., 2007; Jorgenson et 
al., 2008; Romanovsky et al., 2010), and raise questions relating to talik ubiquity in colder or 
more continuous permafrost settings. Consequently, Chapter 1 (Investigating Lake-Area 
Dynamics across a Permafrost Thaw Spectrum Using Airborne Electromagnetic Surveys and 
Remote Sensing Time-series Data in Yukon Flats, Alaska) of this dissertation addresses how 
permafrost distribution affects surface water in arctic wetlands; specifically, the mechanisms 
that drive variations in lake surface areas within the Yukon Flats of Alaska. Chapter 2 (Wildfire-
initiated talik development exceeds current thaw projections: Observations and models from 
Alaska’s continuous permafrost zone) addresses how the combination of continued surface 
warming and changes to the surface energy balance via disturbance (i.e. wildfire) are creating 
zones of perennial thaw above the permafrost table. 
1.3 Alpine environments with seasonal snow cover 
Alpine ecosystems experience snow cover and freezing of soils or surface waters. While 
these are generally seasonal processes in alpine environments, they still dominate for more 
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than half of the year (Lapp et al., 2005). Like arctic and boreal environments outlined above, the 
spatial and temporal distribution of snow and frozen ground in alpine ecosystems influences 
soil moisture and soil temperature, two factors that influence soil aerobicity and drive carbon 
and nitrogen cycling in alpine ecosystems (Brooks et al., 2001). Consequently, feedbacks 
between frozen ground and hydrology are fundamental drivers of ecosystems functions in both 
panarctic and alpine environments. 
Alpine environments are located in the mountains above treeline and are characterized 
by cold mean annual air temperatures, a short growing season, and seasonal snow cover 
(Edwards et al., 2007). Alpine ecosystems only account for ~3% of global land-surface area 
(Korner 2003), and their harsh environment leads to low biomass and species diversity when 
compared to other terrestrial ecosystems (Edwards et al., 2007). While seemingly insignificant 
at the global scale, cryospheric processes in alpine ecosystems strongly influence the hydrologic 
processes important to downstream communities (Tague et al., 2000). Specifically, the 
decreasing ability for air to hold moisture as it cools leads to higher rates of precipitation falling 
as snow in alpine settings (Bales et al., 2006). In the western United States ~75% of 
precipitation falls as snow on a relatively small portion of the landscape, making many 
downstream communities and ecosystems dependent on alpine watersheds for sustaining their 
freshwater needs (Bales et al., 2006; Tague et al., 2000; Viviroli et al., 2007). 
1.4 Current state of alpine environments, future projections, and implications 
Regions with seasonal snow cover are vulnerable to changes in climate as perturbations 
to temperature and precipitation can alter the timing and quantity of precipitation falling as 
snow (Brooks et al., 2011). While increases in surface temperatures have not been as large as 
those observed in panarctic regions to date, winter temperature increases of 2.5 – 5.3 degrees 
C in parts of Europe and the USA affected by seasonal snow cover have been projected (e.g. 
IPCC, 2007). Some alpine ecosystems have already seen smaller quantities of snow cover that 
lasted for shorter durations (Mote et al., 2005). These trends are expected to continue with 
future warming trends projected to decrease the spatial extent of snow cover by altering the 
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amount of precipitation that falls as snow, and the elevations at which this occurs (Lundquist et 
al., 2008).  
Future projections of the distribution and thickness of seasonally frozen ground in alpine 
ecosystems remains unclear. Specifically, changes in multiple variables such as temperature and 
precipitation make it difficult to predict which processes will have a dominant effect (Brookes 
et al., 2011). For example, many studies have predicted colder soils due to less snow cover 
insulating the ground surface during warmer months (e.g. Hong et al., 2005; Campbell et al., 
2010). However, higher soil-moisture content from longer periods of rain vs. snow could lead to 
higher ice content in frozen soils. Since ice conducts temperature better (i.e. has a higher 
thermal conductivity) than air or soil, wetter soils could also lead to more effective propagation 
of winter temperatures into the ground and an increase in the depth of seasonal frost 
(Raisanen et al., 2004). Consequently, higher temperatures and a transition towards more 
precipitation falling as snow to more precipitation falling as rain may increase the impact of 
seasonally frozen ground on alpine ecosystems (Brooks et al., 2011). Other studies have 
suggested that warmer temperatures will dominate and lead to seasonally frozen ground being 
less pervasive (Campbell et al., 2010).  
In alpine environments, the interplay between snow cover and seasonally frozen ground 
can cause (1) reduced delayed or early snowmelt that alters hydrologic processes such as the 
timing and volume of runoff (e.g. Beniston et al., 2001; Beniston et al., 2003); (2) thinner snow 
cover leading to colder soil temperatures and altered infiltration rates (e.g. Decker et al., 2003); 
(3) nitrogen deposition in snow causing nitrification and leaching during snowmelt (e.g. Freppaz 
et al., 2006); (4) colder soil temperatures from thinner snowpacks leading to tree root mortality 
altering ecological communities (e.g. Tierney et al., 2001); and (5) perturbations to freeze-thaw 
cycles influencing soil moisture and temperature than effect soil respiration and mineralization 
rates (e.g. Neilson et al., 2001,; Prieme and Christenson 2001). The third chapter of this 
dissertation will mainly focus on how soil moisture, soil temperature, and snow distribution 
affect numbers 2 and 3 above. 
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Nitrogen (N) cycling in alpine watersheds can impact downstream water quality since 
excess nitrogen alters plant and microbial species composition (Bowman et al., 2015), and leads 
to soil and surface-water acidification (Driscoll et al., 2003; Alexander et al., 2007; Darrouzet-
Nardi et al., 2013; Baron et al., 2013). In addition to N fixation by plants, snow-dominated 
alpine watersheds near populous areas, such as the Colorado Front Range, are receiving 
increasingly significant pools of inorganic nitrogen (DIN) from atmospheric deposition in the 
form of wet and dry precipitation (Campbell et al., 2000; Burns et al., 2003; Kane et al., 2008). 
Increases in reactive forms of nitrogen have caused net nitrification in soils (Williams et al., 
2015) and increased nitrate (NO3-) export in surface waters (Sickman et al., 2003; Litaor et al., 
2018). 
Observations of net nitrification rates in different ecological communities display 
different seasonal patterns in the production of mobile nitrogen. Higher rates of nitrification 
are generally associated with drier plant communities that do not appear connected to 
adjacent surface water features, limiting the potential for mobile forms of nitrogen to be 
exported to surface waters (Chen et al., 2020). The seasonal distribution of snow and frozen 
ground are primary drivers controlling the connectivity of alpine hillslopes to headwater 
streams (e.g. Thayer et al, 2018). Consequently, quantifying the influence of snow and frozen 
distribution on the connectivity of different plan communities to surface water features is 
essential for determining the fate of DIN in alpine ecosystems.  Chapter 3 of this dissertation 
will address how snow distribution and seasonally frozen ground impact the availability of soil 
moisture and changes in soil temperatures within contrasting plant communities in an alpine 
ecosystem. Different rates of net nitrification, driven by the factors above, have been shown to 
exist across several plant communities. Frozen ground distribution and snow distribution will 
play a role in the seasonal connectivity of these communities to surface waters, a critical 
component for potential export of mobile nitrogen.  
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INVESTIGATING LAKE-AREA DYNAMICS ACROSS A PERMAFROST-THAW SPECTRUM 
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Abstract 
Lakes in boreal lowlands cycle carbon and supply an important source of freshwater for wildlife 
and migratory waterfowl. The abundance and distribution of these lakes are supported, in part, 
by permafrost distribution, which is subject to change. Relationships between permafrost thaw 
and lake dynamics remain poorly known in most boreal regions. Here, new airborne 
electromagnetic (AEM) data collected during June 2010 and February 2016 were used to 
constrain deep permafrost distribution. AEM data were coupled with Landsat-derived lake 
surface-area data from 1979 through 2011 to inform temporal lake behavior changes in the 
35,500-km2 Yukon Flats ecoregion of Alaska. Together, over 1500 km of AEM data, and roughly 
30 years of Landsat data were used to explore processes that drive lake dynamics across a 
variety of permafrost thaw states not possible in studies conducted with satellite imagery or 
field measurements alone. Clustered time-series data identified lakes with similar temporal 
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dynamics. Clusters possessed similarities in lake permanence (i.e. ephemeral vs. perennial), 
subsurface permafrost distribution, and proximity to rivers and streams. Of the clustered lakes, 
~66% are inferred to have at least intermittent connectivity with other surface-water features, 
~19% are inferred to have shallow subsurface connectivity to other surface water features that 
served as a low-pass filter for hydroclimatic fluctuations, and ~15% appear to be isolated by 
surrounding permafrost (i.e. no connectivity). Integrated analysis of AEM and Landsat data 
reveals a progression from relatively synchronous lake dynamics among disconnected lakes in 
the most spatially continuous, thick permafrost to quite high spatiotemporal heterogeneity in 
lake behavior among variably-connected lakes in regions with notably less continuous 
permafrost.  Variability can be explained by the preferential development of thawed permeable 
gravel pathways for lateral water redistribution in this area. The general spatial progression in 
permafrost thaw state and lake-area behavior may be extended to the temporal dimension. 
However, extensive permafrost thaw, beyond what is currently observed, is expected to 
promote ubiquitous subsurface connectivity, eventually evolving to a state of increased lake 
synchronicity. 
2.1 Introduction 
Arctic and boreal regions are warming at a faster rate than the global average, 
enhancing vulnerability to permafrost thaw (Lawrence and Slater, 2005; Jorgenson et al., 2006; 
Serreze et al., 2009; Screen and Simmonds, 2010). In turn, permafrost thaw has the potential to 
alter the routing and storage of water above and below ground (Walvoord and Kurylyk, 2016). 
Of particular concern is the impact of permafrost thaw on surface-water dominated regions 
such as boreal lowlands, which comprise ~30% of earth’s forested area and contain more 
surface-water area than any other terrestrial biome (Brandt et al., 2013; Burton et al., 2010). 
Northern lowland lakes provide critical habitat for migratory arctic shorebirds and waterfowl 
(Alerstam et al., 2001), fish, and wildlife (Prowse and Brown, 2010), thereby supporting critical 
ecosystem services to indigenous communities. Lakes also generate feedbacks to the climate 
system by partitioning sensible and latent heat fluxes and regulating carbon cycling at the 
landscape level (Tranvik et al., 2009; Abnizova et al., 2012).  
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Decadal-scale changes in the abundance and distribution of lakes have been observed in 
arctic and boreal lowlands. Previous studies identified regional patterns that reflect a general 
shift towards increasing net lake coverage in continuous permafrost (>90% spatial coverage), 
such as northern Siberia (Smith et al., 2005; Sannikov et al., 2012); and decreasing net lake area 
in discontinuous permafrost (50-90% spatial coverage), as in Canada (Labrecque et al., 2009; 
Carroll et al., 2011), interior Alaska (Rover et al., 2012; Chen et al., 2014) and southern Siberia 
(Smith et al., 2005; Vonk et al., 2015). Yet recent studies observe patterns in surface-water 
distribution that do not strictly adhere to these broad generalizations due to complexities in 
local conditions and processes (Pastick et al., 2018; Karlsson et al., 2012). This variability 
highlights the need for the identification of processes that drive surface-water dynamics in 
heterogeneous permafrost regions. Though all of the above studies acknowledge permafrost 
thaw to be a driving mechanism for lake-surface area changes, hydroclimatic factors and other 
influential processes, such as ice-jam flooding and catchment vegetation (Chen et al., 2014; 
Jepsen et al., 2016; Turner et al., 2014; Turner et al., 2010), also require consideration. 
Quantifying surface-water redistribution and understanding the underlying mechanisms of 
change in arctic-boreal regions are required for accurate climate predictions, ecosystem 
assessments, and judicious land management decisions in northern latitudes (e.g. Abnizova et 
al., 2012; Gauthier et al., 2015). 
The Yukon Flats in Alaska is a lake-rich lowland that encompasses the Yukon Flats 
National Wildlife Refuge and has been identified as an ecologically-sensitive region poised for 
major hydrologic change with permafrost degradation (Walvoord et al., 2012). Despite low 
precipitation ( ~ 207mm with ~45% falling as snow) associated with a continental climate, a 
high abundance of lakes persist ( ~ 5.5% by surface area), partially due to the presence of 
permafrost, which limits subsurface connectivity between lakes and river networks (Arp and 
Jones, 2008; Chen et al., 2013). The region spans a broadly-mapped transition from continuous 
to discontinuous permafrost (Jorgenson et al., 2008), and hosts a shallow, continuous, fluvial 
gravel layer (Minsley et al., 2012). Thawing of the gravel layer could dramatically enhance 
subsurface connectivity among inland waters in the Yukon Flats, altering lake distribution and 
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chemistry, although this process is not expected to be spatially uniform, and few studies exist 
on the topic. A regional remote sensing analysis by Rover et al. (2012) identifies lakes in the 
Yukon Flats that are shrinking, expanding, and stable over the past several decades, revealing a 
net decline in lake-area extent. Jepsen et al. (2013a) combined those observations with 
airborne electromagnetic (AEM) data from Minsley et al. (2012) to evaluate connections 
between below-lake permafrost conditions and long-term (~30 yr) lake-area trends. They found 
no statistically relevant relationships between open vertical taliks (unfrozen conduit connecting 
sub-permafrost groundwater and the overlying lake) and lake dynamics. Rather, the findings 
highlighted the importance of shallow permafrost thaw state and suggested that enhanced 
connectivity in the shallow subsurface (upper tens of meters) may promote lake/groundwater 
exchange, thereby contributing to lake shrinkage and expansion in thawed areas. In addition to 
permafrost distribution, inter/intra-annual variability in ice-jam flooding, precipitation, and 
evapotranspiration likely influence the non-uniform spatial and temporal behavior of adjacent 
lakes within the Yukon Flats (Rover et al., 2012; Jepsen et al., 2013a, 2016; Chen et al., 2013, 
2014). However, the contribution of each of the above processes’ spatial and temporal 
influence on lake distribution remains largely unknown (Jepsen et al., 2016; Chen et al., 2014), 
limiting our ability to project regional lake response to ongoing climate change and permafrost 
thaw.  
The goals of this study are to (1) elucidate potential mechanisms that drive lake-area 
dynamics in regions of variable permafrost and lake talik conditions, and (2) infer likely 
trajectories of lake-area change expected with permafrost degradation in the Yukon Flats. We 
address these goals by performing a detailed cluster analysis of Landsat-derived lake surface-
area time-series data, using previous and newly attained airborne geophysical data to constrain 
spatially variable permafrost conditions. The spatial time-series clusters were co-located with 
AEM surveys in places, allowing for a subsurface characterization of the permafrost distribution 
under individual lakes, an in-depth comparison not previously possible with satellite imagery or 
field measurements alone. This approach provides improved understanding of the physical 
mechanisms and characteristics governing lake-area behavior. New AEM data acquired in 2016 
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(Minsley et al., 2017) provide an ice-rich, continuous permafrost complement to results from a 
nearby AEM survey conducted in 2010 that covered discontinuous permafrost in the Yukon 
Flats (Ball et al., 2010; Minsley et al., 2012). Comparing mechanisms that drive lake surface-area 
dynamics in areas containing a spectrum of local permafrost conditions yields insight into the 
future of permafrost-supported lowland lakes in transition towards an increasingly thawed 
subsurface (Abnizova et al., 2012; Gauthier et al., 2015).  
2.2 Study Area 
The Yukon Flats ecoregion is roughly 35,500 km2, 225 km northeast of Fairbanks in the 
Alaskan interior, and is physically bounded by the Yukon-Tanana Plateau to the south, the 
southern foothills of the Brooks Range to the north, the Hodzana Highland to the west, and the 
Porcupine Plateau to the east (Figure 2.1; Williams, 1962). The Yukon Flats basin is comprised of 
a broad Cenozoic lowland (~ 23,300 km2) with a marginal upland (~ 12,200 km2) that provides a 
transition into the surrounding highlands comprised of Paleozoic bedrock with metamorphic 
and intrusive igneous rocks (Williams, 1962). Mid-Tertiary to early-Quaternary clay, silt, and 
sand underlie surficial deposits within the Yukon Flats. Surficial deposits are comprised of fluvial 
gravel in the lowlands, and ice-rich loess in the uplands. Fluvial gravel deposits range in 
thickness from ~50 to 75 m east to west (Clark et al., 2009, Williams, 1962) and form alluvial 
fans, terraces from Yukon River channel migration, and floodplains of Pleistocene to present 
age. Little topographic relief exists within the lowlands, with elevations that range from 
approximately 100 m in the west to just over 150 m in the east and an average slope of 0.15 m 
per km (Gesch, 2007). Many rivers and streams are present in the area, including the main 
channel of the Yukon and several tributaries—most notably, the Porcupine River, Chandalar 
River, and Birch Creek. Lakes are abundant within the area, ranging in size from tens of m2 to 
over 5 km2, with vegetation consisting primarily of hardwood and low-growing spruce forests 
(Viereck and Little 2007).  
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Figure 2.1- The Yukon Flats (YF) is comprised of broad lowlands (green) that include the Yukon 
Flats Wildlife Refuge and marginal uplands (tan). Two AEM surveys were conducted (red lines): 
the smaller survey near Stevens Village was conducted in 2016, whereas the larger survey to 
the east was conducted in 2010. Lines in yellow denote the location of geophysical cross-
sections presented in Figure 2.2. 
The Yukon Flats has a continental boreal climate. Seasonal air temperatures reach ~22oC 
in the summer and ~-33oC in the winter, with a mean annual air temperature of -6oC (Nakanishi 
and Dorava, 1994). Mean annual precipitation totals 170 mm throughout the region, with the 
uplands receiving more precipitation than the lowlands during the summer months (Nakanishi 
and Dorava, 1994). The Yukon Flats encompasses the gradational permafrost boundary from 
continuous to discontinuous permafrost, resulting in a spectrum of thaw states across the 
region (Jorgenson et al., 2008). Regional active layer thickness varies from 0.2 to 1.3 m 
according to Pastick et al. (2014), however, localized field studies in the Yukon Flats have noted 
measured depths to permafrost of several meters (Jepsen et al., 2013b), emphasizing a high 
degree of variability in the potential for lateral flow through the shallow subsurface. Permafrost 
thickness is also highly variable throughout the Yukon Flats with a maximum permafrost 
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thickness of up to ~100 m in areas devoid of existing or previously existing surface-water bodies 
(Pastick et al., 2014; Minsley et al., 2012, Williams, 1962). 
2.3 Methods 
2.3.1 Airborne Electromagnetic Surveys 
Geophysical surveys such as AEM measure physical properties that can be used to help 
identify the presence or absence of permafrost efficiently over much larger areas than can be 
surveyed using conventional methods (i.e. push-probe, auger), especially in remote and 
inaccessible areas. AEM systems transmit an electromagnetic signal from an airborne platform, 
inducing secondary currents in the earth that are subsequently measured by receiver coils in 
the sensor housing (Paine and Minty, 2005). The measured secondary magnetic fields are 
sensitive to subsurface electrical conductivity structure, which is controlled primarily by 
lithology, liquid water content, salinity, and other factors such as metallic mineralization in the 
material (Siemon et al., 2009). Contrasts in subsurface conductivity in arctic-boreal 
environments stem primarily from frozen material having very low conductivity values and 
unfrozen materials having relatively high conductivity values. Consequently, AEM surveys have 
been shown to be a productive tool for mapping permafrost distribution at regional scales 
(Minsley et al., 2012; Mikucki et al., 2015) and determining thaw conditions beneath northern 
lakes (Minsley et al., 2015). 
Two surveys that crossed more than 6000 lakes were conducted within the Yukon Flats: 
1) A survey flown in February 2016 totaling 300 line-km in the western Yukon Flats near Stevens 
Village; and 2) a survey flown in June 2010 covering a densely spaced block of roughly 300 km2 
near Fort Yukon and widely spaced reconnaissance lines totaling an additional 900 line-km in 
length (Figure 2.1). Data were collected at a nominal height of 30 m above ground surface with 
the RESOLVE frequency-domain system (https://www.cgg.com, previously 
https://www.fugroairborne.com/), using six coil pairs that measure signals at different 
frequencies (400 Hz, 1800 Hz, 3300 Hz, 8200 Hz, 40 kHz, and 140 kHz), with raw data output (~ 
3 m spacing) averaged into soundings output every 15m. The 3300 Hz coil pair is in a horizontal 
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Figure 2.1 – Comparison of two AEM lines from the 2010 and 2016 surveys. Cross-sections 
display log(resistivity) vs. depth for each flight line. The resistive blue areas are interpreted to 
represent permafrost. Location map with AEM flight lines (in red) is provided in the upper right. 
magnetic dipole oriented in the flight direction with ~9-m spacing; other coil pairs are all 
vertical magnetic dipoles with ~7-m spacing. The AEM average depth of investigation is roughly 
100 m for both the 2010 and 2016 surveys. Raw in-phase (IP) and quadrature (Q) data 
expressed in parts per million (i.e. ppm = 106 * secondary magnetic field / primary magnetic 
field) from the airborne surveys were imported into the Aarhus Workbench software (Auken et 
al., 2014). Upon import, all negative values were removed from the raw data (in ppm), and each 
frequency was averaged with a depth-dependent running mean used to populate each 15-m 
sounding: (1) 100 m for 400 Hz; (2) 80 m for 1800 Hz; (3) 75 m for 3300 Hz; (4) 50 m for 8200 Hz 
; (5) 30 m for 40 kHz; and (6) 15 m for 140 kHz. Absolute error tolerance for the raw data was 
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set to 5 ppm, and relative error tolerance for data was set to 5%. Error tolerance for measured 
elevation data was set to 2 m. 
A laterally constrained inversion of the processed data was conducted in the Aarhus 
Workbench software using the 1-D stitched nonlinear least-squares AarhusInv algorithm (Auken 
et al., 2014), providing values of electrical resistivity with depth beneath each sounding. A 
smooth inversion was run with 25 layers of fixed, but variable, thicknesses that extend 150 m 
below the ground surface. General inversion structure was not strongly sensitive to the number 
of layers, layer thicknesses, or regularization parameters that were allowed to vary in the 
inversion. Layer thickness increased with depth to accommodate the loss of resolution with 
depth for AEM measurements. Preliminary inversions were conducted with varying 
homogeneous prior-model values; final inversions used a homogenous half-space prior model 
with resistivity values of 500 ohm-m. The final model parameters described above were 
selected because they best represented our physical understanding of the system and 
minimized data misfit. A more detailed description of inversion parameters, final inverted 
resistivity values for each layer, layer thicknesses, and the uncertainty associated with these 
values are provided in Minsley et al. (2017).  
In order to quantitatively analyze similarities of medians, distributions and variances in 
the raw 2010 and 2016 survey data, Wilcoxon ranksum tests, Kolmogorov-Smirnov tests, 
Levene’s tests, and Kruskal-Wallis tests were conducted. Tests were run with raw data and 
inverted models; both yielded the same results. 
2.3.2 Landsat Data and Water Body Classification 
Multi-date measurements spanning 1979 – 2011 from Landsat Multispectral Scanner 
(MSS), Thematic Mapper (TM), and Enhanced Thematic Mapper Plus (ETM+) were used to 
determine water body extents; procedures and decision tree model accuracies are outlined in 
Rover et al. (2012). Landsat data for analysis were selected based on the absence of snow, 
cloud contamination, and aquatic vegetation sometimes present later in the growing season. All 
pixels were classified as water or not water using a decision-tree model developed from all 
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Landsat spectral data including indices (i.e. normalized difference vegetation index (Rouse et 
al., 1974)), normalized difference water index (McFeeters, 1996), and principle components. 
Training data were selected for water and non-water pixels in each Landsat scene. After 
applying each model, results were visually inspected and when needed, additional training data 
were added. Classified data were then converted to polygons, and the areas containing clouds, 
cloud shadows, and snow were identified as missing observations. Lake polygons were created 
to eliminate bias from shrinking and coalescing lakes as described in Rover et al. (2012). The 
area of each water body (i.e. polygon) for remaining observations was calculated and 
normalized as a percentage of the maximum extent the lake reached. This allowed for the 
direct comparison of a range of lake sizes found to occur across the landscape. The water body 
extents were considered a proxy for water budget and lake volume changes over the 
observational period (Jepsen et al., 2013a). The final, normalized, lake observations were 
represented as a vector time series for clustering. In total, 22 Landsat scenes that included 
~6830 lakes and spanned a duration of 32 years were processed and used to estimate lake 
areas, calculate the distance to nearest rivers or streams (http://nhd.usgs.gov), and create the 
time series of lake areas for clustering.  
2.3.3 Clustering of Lake-Area Time Series Data 
Clustering was preformed to identify lakes with similar lake-surface area behavior over 
the study period. Individual lakes were clustered based on their surface-area time series using a 
hierarchical correlation-based clustering algorithm. Only lakes with valid data (i.e. clear 
observations) for at least 80% of the 22 available Landsat scenes were included in the clustering 
analysis. This restriction eliminated ~ 2600 lakes, resulting in 4230 of the original 6838 lake time 
series being used for analysis. Lake-area time series were represented as numeric vectors 
containing the normalized lake extent over time and were used to create a matrix of Pearson 
correlation coefficients comparing each lake-surface-area time series to the others. The lake 
correlated with the largest number of other lakes above a correlation threshold of 0.8 was 
identified Preliminary algorithm iterations were run to gauge sensitivity to different correlation 
values. A correlation value of 0.8 was determined to best optimize the balance between not 
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fitting environmental noise and capturing time series that exhibit similar trends. All lakes 
correlated with the identified lake above the correlation threshold were removed from the 
algorithm and grouped into a cluster. This was repeated iteratively until lake cluster sizes 
diminished to 1% of the total available lakes. Clusters that included less than 1% of the sample 
population were not considered as spatially representative and thus not incorporated in further 
analysis. To simplify time series comparison between clusters, time-series data within each 
cluster were averaged to attain a mean lake surface-area time series. All inverted AEM profiles 
overlapping the clustered lakes were extracted, allowing for comparison of permafrost 
distribution between the clusters. 
2.4 Results 
2.4.1 Permafrost Distribution in the Yukon Flats 
Results from the 2016 AEM survey (data available in Minsley et al., 2017) confirm that 
the western area of the Yukon Flats represents a system with a thicker gravel layer and more 
spatially extensive permafrost than areas to the east and south covered by the 2010 survey 
(data available in Ball et al., 2010). This assertion is qualitatively supported when visually 
comparing geophysical results between the two surveys, as well as quantitatively by previous 
remote sensing analysis (Pastick et al., 2014) and when the raw data or inverted models of the 
AEM surveys were compared statistically. Abundant permafrost in the form of frozen gravel is 
visible in the 2016 survey as laterally and vertically extensive resistive (i.e. dark blue) segments 
of the inverted cross sections (Figure 2.2). In the 2016 survey, these highly resistive areas 
appear to be 25 – 50 m thicker on average than in the 2010 survey. All statistical hypothesis 
tests conducted provided p-values below 0.01, so at the 99% confidence level, we rejected the 
null hypotheses of equivalent sample medians, distributions, and variances for each survey. 
These results support the perception that the 2016 survey is different than the 2010 survey.  In 
this case, the 2016 dataset is more electrically resistive, and thus more ice-rich and less thawed 
than its 2010 analog.  Comparison of cross-sections from the 2010 (i.e. A-A’ and C-C’) and 2016 
(B-B’ and D-D’) surveys demonstrates that the eastern portion of the Yukon Flats has thinner, 
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less resistive, and less pervasive permafrost distribution than the western portion of the Yukon 
Flats, offering a spectrum of permafrost conditions for further examination. 
4.2 Landsat Lake Area Clustering Results  
Of the 4230 lakes included in the clustering analysis, 2200 lakes were grouped into one 
of 14 unique clusters. Clusters ranged in size from ~550 to ~40 lakes. Between some clusters, 
the frequency and magnitude of lake-area changes were similar, but the timing of peak lake-
area changes differed. Cluster time-series similarities included: 1) flashy time series 
characterized by episodic spikes in lake area; 2) stable time series that do not experience 
abrupt lake area changes; 3) perennial lakes characterized by time series that have no dry 
observations (i.e. time series that never reach 0% lake area); and 4) ephemeral lakes that have 
dry observations in their time series.  Lake clusters with surface-area dynamics governed by 
similar physical characteristics (e.g. subsurface connectivity, surface-water connectivity, 
proximity to rivers and streams, maximum surface area-extent) manifest similar lake-area time-
series patterns (e.g. flashy, stable), with differences in maximum and minimum lake-area timing 
likely caused by different clusters’ spatial distribution.  For example, two small ephemeral lakes 
within the Yukon Flats may both have a water budget primarily driven by periodic flooding, 
resulting in flashy time series with multiple observations where there the lake was dry. 
However, if the two lakes are located near different streams, local conditions may cause floods 
to occur at different times, creating similar time-series behavior (i.e. flashy with some dry 
observations) but different peak lake- area timing. 
Each of the 14 clusters were placed into 1 of 5 groups (Table 1, Figure 2.3, Figure 2.4, 
Figure 2.5) to capture similarities in lake permanence (i.e. ephemeral vs. perennial), subsurface 
permafrost distribution, and inferred connectivity to adjacent hydrologic systems (i.e. surface, 
subsurface, or without connectivity to either). The resulting groups represent a continuum 
between hydrologically connected versus non-connected and ephemeral versus perennial 




Figure 2.3 – The top figure displays the spatial location of each of the 5 mechanistic groups 
identified from the 14 unique lake clusters. The bottom figure displays a density map for each of 
the 5 groups illuminating hot spots. The NoC (no connectivity) group (green) occurs exclusively 
in the 2016 survey characterized by more continuous permafrost, and the SFF (shallow flashy 
frozen), SFT (shallow flashy thawed), and SurC (surface connectivity) groups with surface water 
connectivity are located closest to rivers and streams. Additionally, the SubC (subsurface 
connectivity) group with inferred shallow groundwater connectivity occurs far from the Yukon 
River in areas with the largest potential gradient for driving subsurface flow. 
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for lake-area time-series patterns: 1) inverted AEM data over the clustered lakes (Figure 
2.2 and Figure 2.4); 2) the median size of lakes in each cluster as estimated from Landsat (Figure 
2.4); 3) the median distance of a lake cluster from the nearest stream as measured from 
Landsat and NHD (Figure 2.4); and 4) lake surface-area time-series behavior as calculated from 
Landsat (Figure 2.5). 
2.4.3 Cluster Grouping  
Each of the five groups predominantly clustered in unique landscape positions (Figure 
2.3). Clusters with inferred surface-water connectivity were located near rivers and streams. 
Specifically, perennial lakes with surface-water connectivity were predominantly located near 
the Yukon River (i.e. SurC – Surface connectivity), while ephemeral lakes with surface-water 
connectivity clustered closer to smaller rivers and streams and farther from the Yukon River 
(i.e. SFT – Shallow, flashy, thawed; and SFF – Shallow, flashy, frozen). Ephemeral lakes with 
inferred shallow subsurface connectivity (i.e. SubC – Subsurface connectivity) clustered farther 
from rivers and streams and south of the Yukon River, while ephemeral lakes inferred to have 
no connectivity (i.e. NoC – No connectivity) are located exclusively in the 2016 survey extent 
characterized by more continuous permafrost. 
Of the 14 original clusters identified, clusters with similar time-series behavior but 
different peak surface-area timing tended to plot together when maximum lake-area extent 
and the distance of each lake polygon from the closest river or stream (i.e. a proxy for surface 
connectivity) were compared (Figure 2.4). Lakes with flashy time series (i.e. SurC, SFT, and SFF 
groups) showed closest proximity to rivers and streams. Lakes with time series indicating 
perennial water (i.e. NoC, SubC, SurC groups) had the largest maximum observed lake-area size 
when compared with lakes whose time series indicated ephemeral behavior (i.e. SFT, SFF). The 
SubC group displayed the greatest likelihood of subsurface connectivity as inferred from low 
resistivity values, while the NoC group, hypothesized to have no surface or subsurface 
connectivity, showed the most consistently high resistivity values with depth, consistent with 
their location in continuous permafrost areas as identified via AEM. Both the SFT and SurC 
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groups had AEM-associated resistivity values higher than the SubC group (i.e. least resistive 
end-member), but lower than the SFF and NoC groups (i.e. highly resistive end-members). 
Table 2.1 – Characteristics of the 5 mechanistic lake groups derived from the 14 original lake 
clusters. The maximum lake extent and river proximity rank metrics were defined by the 
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1,3,10,11 3 1 Close to rivers and 
streams, perennial lakes, 




7,8 1 4 Thawed, open taliks, 
non-flashy time series, 





9 2 5 Closed taliks, stable time 
series, only in ice-rich 




0,2,4,5,13 4 2 Ephemeral lakes, flashy 
time series, well-thawed 
Small flashy 
frozen (SFF) 
6,12 5 3 Ephemeral lakes, flashy 
time series, mostly 
frozen 
Ephemeral clusters’ time series were identified by an abundance of dry observations, 
indicating no detectable water in the lakes at the time of the observation, with occasional large 
spikes in area. Clusters identified as ephemeral were predominantly located adjacent to rivers 
or streams. Clusters with ephemeral lakes were placed into two mechanistic groups: 1) small, 
flashy, and thawed lakes (SFT); and 2) small, flashy, and frozen lakes (SFF). The main difference 
between the SFT and SFF groups is subsurface permafrost distribution as inferred by AEM data, 
where lakes within the SFT appeared highly thawed, and the SFF group appeared 
predominantly frozen. Given small lake sizes and long periods without thermal energy inputs 
from perennial water features, small ephemeral lakes were expected to have permafrost below 
them. Deviation from this expectation (i.e., permafrost absence beneath small ephemeral 
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lakes) most likely represents a thermal legacy effect from drained lakes (previously larger in size 
than present) or river channel migrations (Minsley et al., 2012). 
Clusters of permanent lakes adjacent to rivers and streams exhibit flashy time-series 
behavior but have no dry observations. These lakes show larger median maximum lake surface-
area observations when compared to the ephemeral SFT and SFF mechanistic groups (Figure 
2.4). AEM data co-located with these clusters are characterized by lower resistivity values than 
ephemeral lakes with similar time-series behavior Clusters with the above characteristics 
comprise a mechanistic group (SurC) of permanent lakes, which likely have active hydrologic 
connection to adjacent rivers or streams. In addition to the SurC group, two other types of 
perennial lake clusters were identified (i.e. SubC and NoC groups). Clusters placed into the SubC 
and NoC groups are characterized by large median maximum lake surface area observations, 
greater distances from rivers or streams than other clusters, and relatively stable time series. 
Time series for clusters in both groups demonstrate stability or gradual change with occasional 
peaks that are muted compared with time series associated with lakes connected to rivers and 
streams. AEM data differentiates the SubC and NoC groups, showing a stark contrast in their 
local permafrost distribution as inferred from inverted resistivity values. AEM data show the 
more frozen NoC group located entirely in areas of continuous permafrost (i.e. 2016 survey). 
The NoC cluster likely has no surface or subsurface connectivity deduced from the cluster’s 
distance to streams, spatial location exclusively in thick, continuous permafrost, stable time-
series behavior, and co-located AEM data, suggesting each of these lakes to be a closed talik. 
Clusters placed in the SubC group are characterized as having a high potential for shallow 
subsurface connectivity and were located exclusively south of the Yukon River. This region of 
the Yukon Flats coincides with the topographic transition from upland plateau to lowland that 
supplies a hydraulic gradient to 
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Figure 2.4 – Mechanistic groups identified by color (SurC, SubC, NoC, SFT, and SFF; table 1) in 
the cross-plot with distance from the nearest river or stream vs. the maximum extent of the 
lake polygon in log-log space. 1D-resistivity profiles from individual lakes within each 
mechanistic group, and a normalized histograms of resistivity values for the group with 
associated cumulative distribution function (CDF) are plotted adjacent to the cross-plot. The 
histograms are normalized so that their areas sum to one, and the CDF shows the cumulative 
probability of a particular group having a specific resistivity value. The dashed line represents a 
range of values outside of which the material is likely thawed or frozen. Values to the left of the 
vertical red line (resistivity of 300 ohm-m) are interpreted to most likely be thawed, while 
values to the right of the line were interpreted to most likely be frozen. 
drive shallow subsurface lateral flow through thawed pathways and drive upward flow through 
open lake taliks (Walvoord et al., 2012). The SubC group exhibits a long-term decreasing trend 
in area, while the NoC group shows a relatively stable time series, oscillating about a relative 




Mechanistic groups identified by this analysis represent a continuum from hydrologically 
connected to not connected, thawed to frozen, and perennial versus ephemeral. Two major 
attributes divided the mechanistic groups, 1) lake permanence and 2) hydrologic connectivity. 
Clustered lakes were ~37% ephemeral and ~63% perennial surface-water features. Among the 
clustered lakes ~66% were assigned to a mechanistic group driven primarily by surface-water 
connectivity (i.e. SurC, SFF, SFT), ~19% fall into a group driven primarily by shallow subsurface 
connectivity (i.e. SubC), and ~15% have no connectivity (i.e. NoC). Groups with inferred surface-
water connectivity clustered closest to rivers and streams supporting the hypothesis that flashy 
time-series behavior is likely the result of periodic input from ice-jam and open-water flooding. 
In this region, ice-jam flooding during spring break up of large rivers contributes to occurrences 
of more intense (higher stage) flooding than open-water flooding (USACE, 1992; Jepsen et al., 
2016). Conversely, the SubC group’s muted response to hydrologic inputs could be a result of 
enhanced shallow subsurface connectivity supporting regular inflow and outflow, as 
determined from the close spatial grouping of the clustered lakes. A highly thawed subsurface 
and the presence of open taliks inferred from AEM, stable time-series behavior, and large 
topographic gradient in areas where these clusters occurred further support the SubC group’s 
potential for subsurface connectivity. 
We have developed a mechanistic description of the differences in these lake systems 
(Figure 2.5), considering two different hypothetical times in the life of a lake. During time 1, 
ephemeral lakes have no water present, while time 2 represents post-flood conditions. For the 
perennial SurC group, time 1 represents a post-flood period, while time 2 illustrates a period 
characterized by recent or active flooding. Shallow connectivity exists during both time 1 and 
time 2 for the perennial SubC group, resulting in more stable fluxes into and out of the lake, 
reflected in the group’s more stable time series. The time series for the perennial NoC group 
shows lake-size stability relative to other mechanistic groups; it is likely that fluctuations in size 
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Figure 2.5 – A conceptual diagram of mechanistic lake groups. Two times from each of the time 
series highlight processes governing the hydrologic mass balance of each group. Mean time 
series for each of the 14 clusters placed into the mechanistic groups above are depicted as a 
separate time series, elucidating similar responses to fluxes in and out of similar clusters. Solid 
and dashed lines represent the mean time series for each of the unique clusters put into a 
particular mechanistic group. 
are primarily due to precipitation and evapotranspiration in the absence of surface and 
subsurface hydrologic connectivity. 
Changes in stream discharge and ice-jam flooding have the potential to influence the 
greatest number of lakes (~66%) within the Yukon Flats because surface-water features are 
likely their primary hydrologic input other than precipitation (i.e. SurC, SFT, and SFF groups). 
Climate warming will affect the timing of river-ice break-up, potentially trending towards early 
breakup timing and less severe break-up events (e.g. Shiklomanov and Lammers, 2014, Smith 
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2000); however, other factors also contribute to regional ice-jam flooding propensity (Cooley 
and Pavelsky, 2016). The effects of increasing temperatures on changes in winter snow 
accumulation, solar radiation-induced weakening of ice strength, changes in early season 
freeze-up regimes, and increasing frequency of mid-winter break-ups complicate future ice-jam 
flooding predictions (Prowse and Beltaos, 2002). Due to the multitude of variables controlling 
ice-jam flooding, in the trajectories of ice-jam flooding frequency and intensity remain 
uncertain. An increase in flooding events may cause perennial lakes with surface connectivity 
(i.e. SurC) to grow in size, and ephemeral lakes with surface connectivity (i.e. SFF, and SFT) to 
transition towards perennial surface-water features (i.e. SurC), unless offset by increasing lake 
evaporation. Consequently, an increase in ice-jam flooding propensity may cause a net increase 
in surface-water area in lakes with surface-water connectivity. If ice-jam flooding propensity 
decreases, net lake-surface area will likely decrease in lakes connected to rivers and streams, as 
evaporation increases with warmer temperatures and the lakes’ primary hydrologic influx 
decreases. Constraining the future propensity for ice-jam flooding will be required to predict 
surface-water distribution with greater certainty. 
Lakes with minimal or no surface-water connectivity (~34%) may be the most sensitive 
to climate-induced permafrost degradation due to the greater influence of subsurface 
hydrologic connectivity on the water budgets of these lakes. The NoC group exists exclusively in 
areas of more continuous permafrost relative to other areas observed via AEM in the Yukon 
Flats. In contrast, the SubC group is located in discontinuous permafrost areas that appear to be 
the most thawed compared to other areas observed via AEM within the Yukon Flats. Assuming 
the NoC to SubC mechanistic lake group spatial pattern reflects a permafrost thaw continuum 
that is transferrable to a temporal thaw analog, we can infer that a shift toward increasing 
thawed conditions will lead to a reduction in the percentage of lakes being driven primarily by 
direct hydrologic input and outputs (i.e., precipitation-evaporation) and a concomitant increase 
in the percentage of lakes influenced by lateral hydrologic inputs and outputs through shallow 
subsurface connective pathways. Based on the broadly observed decline in lake area of SubC 
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lakes, we may further infer that continued permafrost thaw in the Yukon Flats will result in a 
net decrease in lake surface area for lakes not connected to rivers or streams. 
The AEM data indicate thick, continuous permafrost (i.e. frozen gravel) in the western 
portion of the Yukon Flats, and the clustering results for lake-area time series in this area 
showed the greatest degree of homogenous lake behavior (synchronous time series and same 
mechanistic groups over large area), with less diversity in processes governing lake surface 
area. This homogeneity may be a result of extensive permafrost. Consequently, as thaw 
progresses, driving hydrologic processes may change in the western portion of the Yukon Flats 
such that lake-area dynamics may exhibit more heterogenous patterns. This shift would make 
the western Yukon Flats similar to the eastern portion of the Yukon Flats presently, where 
hydrologic pathways through the shallow gravel layer connecting inland water bodies are non-
uniformly distributed. As the shallow gravel layer thaws in the central and eastern Yukon Flats, 
we can expect shallow subsurface hydrologic connectivity to become increasingly more 
uniform, thus promoting a shift back toward homogenous lake-area dynamics across the Yukon 
Flats as lake levels reflect subtle fluctuations in the regional water table. Homogeneity in lake 
behavior may reflect homogeneity in the ground, whether the permafrost is continuous, or 
mostly absent. 
Due to the logistical challenge of collecting field data in such a remote region, all the 
measurements used in this study were either a satellite remote sensing product or collected via 
helicopter (i.e. AEM). Some Landsat scenes were acquired at different times during the same 
year. Image acquisition schedules (i.e., every 8 to 16 days) and observation frequency due to 
clouds, cloud shadows, and snow limited the opportunity for attaining a more complete 
inventory of the lakes. A selection of high-quality images were used to provide the clustering 
algorithm with a multi-decade record, although intra-annual lake surface area variations could 
influence results. Additionally, observed lakes varied in size, meaning lake responses to 
hydrologic mechanisms could be influenced by lake volume (lake surface-area was used as a 
proxy) and bathymetry undetectable with AEM or Landsat images. Collected AEM data lack the 
near-surface resolution to image shallow flow paths directly, despite being the best option for 
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mapping regional permafrost distribution. Consequently, synoptic ground-based, high-
resolution shallow monitoring of thawed regions within the SubC clusters could provide useful 
information to further evaluate our hypothesis on evolving shallow subsurface flow paths. 
Landsat images were spatially but not temporally extended beyond the processed data set 
presented in Rover et al. (2012). As such, this study provides a basis for future testing of 
proposed Yukon Flats lake-area trajectories using temporally-extended Landsat data, repeat 
AEM surveys, and additional information on lake bathymetry as remote sensing technologies 
continue to improve. 
2.6 Conclusions 
This study presents a synthesis of new data products and analyses from the Yukon Flats 
of Alaska including: 1) permafrost mapping via AEM; 2) clustering of Landsat derived lake-area 
time series and lake landscape position; and 3) exploration of hydrologic mechanisms and 
characteristics that influence lake-area dynamics. This is the first study to simultaneously 
constrain the effects of deep permafrost distribution via AEM and the heterogeneity of lake 
dynamics based on lake surface-area time series and landscape position. Comparing regions 
with permafrost conditions along a continuous-discontinuous permafrost distribution spectrum 
provides a space-for-time proxy in which the mechanisms locally controlling lake-surface area 
dynamics may be transitioning towards those observed in areas of more pervasive thaw. 
Mechanisms and characteristics driving lake surface areas were elucidated by constraining 
permafrost distribution via AEM data, observing lake time-series behavior with Landsat, and 
clustering lakes via time-series correlation and landscape position. 
Based on the findings of this study, permafrost distribution has an influential effect on 
regulating lake surface-area dynamics. Specifically, areas with continuous permafrost tend to 
exhibit relatively synchronous lake-area dynamics, whereas areas of discontinuous permafrost 
tend to reflect more asynchronous lake-area behavior among lakes in close proximity. This 
regional pattern may be explained by the evolution of subsurface connectivity along a thaw 
spectrum. In continuous permafrost, general lack of subsurface connectivity among lakes 
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results in lake water budgets that are controlled primarily by hydroclimatic factors (and river 
discharge conditions for those lakes connected to active flow systems). In discontinuous 
permafrost, differential thawing leads to variability in subsurface connectivity and thus 
variability among lakes in the influence of groundwater fluxes through thawed pathways of the 
shallow gravel layer. With continued permafrost degradation in the Yukon Flats resulting in a 
ubiquitous (vs. differential) enhancement in subsurface connectivity between water bodies, we 
expect lake-area fluctuations to become increasingly synchronous. We also expect lake-area 
fluctuations to become more muted as the expanding thawed subsurface acts as a low-pass 
filter for hydroclimatic variability. Further refinement in time and space of these general 
projections require improved shallow subsurface characterization throughout the Yukon Flats, 
more certainty in future predictions of ice-jam flooding events, and integrated (climate-surface 
water-subsurface) hydrologic modeling 
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WILDFIRE INITIATED TALIK DEVELOPMENT EXCEEDS CURRENT THAW  
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Abstract 
As the Arctic warms and wildfire occurrence increases, talik formation in permafrost regions is 
projected to expand and affect the cycling of water and carbon. Yet, few unified field and 
modeling studies have examined this process in detail, particularly in areas of continuous 
permafrost. We address this gap by presenting multi-method, multi-seasonal geophysical 
measurements of permafrost and liquid-water content that reveal substantial talik 
development in response to recent wildfire in continuous permafrost of boreal Alaska. Results 
from observation-based cryohydrogeologic model simulations suggest that pre-disturbance 
subsurface conditions are key factors influencing thaw response to fire disturbance and air-
temperature warming. Our high-resolution integrated study illustrates enhanced vulnerability 
of boreal continuous permafrost, with observed talik formation that exceeds coarse-scale 
model projections by ~100 years even under the most extreme future emissions scenario. 
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Results raise important scaling questions for representing extreme permafrost thaw 
phenomena of growing widespread importance in large-scale predictive models. 
3.1 Introduction 
Permafrost degradation in northern high latitudes is ongoing and expected to continue 
with impacts on water resources, infrastructure, and ecosystems (IPCC, 2019). Thermal models 
at various scales and complexity (Delisle, 2007; Zhang et al., 2008; Parazoo et al., 2018) project 
a thickening active-layer (ground that freezes and thaws seasonally) in response to warming 
trends in permafrost regions (e.g. Koven et al., 2013; Slater and Lawrence, 2013; McGuire et al., 
2016). Recent studies underscore the growing importance of talik (perennially fully unfrozen 
ground) formation as the next phase of permafrost thaw following active-layer thickening 
(Streletskiy et al., 2015a; Connon et al., 2018; Halle-Montagne et al., 2018; Walvoord et al., 
2019, Devoie et al., 2019). In this advanced thaw phase, taliks form as the depth to permafrost 
exceeds the depth of annual freezing. Talik formation is a precursor to accelerated permafrost 
thaw (Lawrence et al., 2008) and influences the magnitude, seasonality, and pathways of soil 
carbon released in the gas and dissolved solute phases (Commane et al., 2018; Walvoord et al., 
2019; Vonk et al., 2019). A pan-Arctic-scale modeling study by Parazoo et al. (2018) projects 
widespread talik development across permafrost regions in the coming decades; consequently, 
we need to address major gaps in estimating talik formation, spatial distribution, and function. 
Measurements of liquid-water content from terrestrial taliks unassociated with surface-water 
features are typically nonexistent, despite being a key determinant for predicting thaw 
acceleration (Romanovsky and Ostercamp, 2000), advective energy transport (Kurylyk et al., 
2016; Lamontagne‐Hallé et al, 2018; Zipper et al., 2018), and winter soil respiration (e.g. Natali 
et al., 2019). 
The vulnerability of continuous permafrost to talik formation is relatively unknown as 
direct observations of terrestrial taliks are limited and have generally been confined to 
discontinuous to sporadic permafrost (Connon et al., 2018, Gibson et al., 2018). Field detection 
typically relies on frost probe and ice auger measurements (Connon et al., 2018, Gibson et al., 
 
45 
2018) or vertical temperature profile monitoring (Streletskiy et al., 2015b), all of which can 
provide challenges in talik characterization. For example, it is difficult to penetrate shallow 
frozen soils with manual techniques during winter months to detect unfrozen zones below. 
Additionally, using temperature data and a 0°C threshold for soil freezing can underestimate 
talik formation, as >25% liquid-water content can exist in soils at temperatures below 0oC (e.g. 
Watanabe and Mizoguchi 2002; Yoshikawa and Overduin 2005). 
Fire activity in northern hemisphere permafrost regions is projected to increase in the 
coming decades (IPCC, 2019) and has been shown to enhance carbon respiration via deep soil 
carbon decomposition (Gibson et al., 2019). Wildfire promotes permafrost thaw through the 
combustion of insulative organic soil and reduced shading from vegetation, both of which 
enhance subsurface summer warming (e.g. Yoshikawa et al., 2003). However, field studies 
demonstrate a wide range in permafrost response to fire (e.g. Minsley et al., 2016) rendering 
thaw prediction across large heterogenous landscapes challenging. For example, a study by 
O’Donnell et al., (2011) from Alaska’s discontinuous permafrost zone found no evidence of 
permafrost thaw >1m 4 to 40 years after fire. In contrast, Nossov et al., (2013) found thaw 
depths >1 m across most of their study sites in Alaska’s discontinuous permafrost zone, with 
some burns that resulted in talik formation. However, environments with high active-layer 
moisture or ice content, similar to continuous permafrost settings, are considered relatively 
resilient to wildfire (Jorgenson et al., 2010; Nossov et al., 2013). 
This study integrates field observations and cryohydrogeologic modeling to assess the 
vulnerability of continuous permafrost in boreal Alaska to talik formation after wildfire. We 
present novel multi-method, multi-seasonal geophysical data, including measurements of 
seasonal in-situ liquid-water content to quantify subsurface response to fire disturbance. Data-
informed model simulations enable examination of the role of pre-fire conditions in influencing 
the rate and magnitude of talik development. This unique dataset shows that continuous 
permafrost is vulnerable to talik formation sooner than previously projected by coarse-scale 
modeling even under extreme warming scenarios. 
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3.2 Study Area 
In interior Alaska, the continuous permafrost zone near the continuous/discontinuous 
transition has mean annual air temperatures of <-5oC (Jorgenson et al., 2008; Figure 3.1a). 
South of the Brooks Range, vegetation in unburned areas typically comprises open canopy black 
spruce forest with an organic layer consisting of mosses (Turetsky et al., 2011; Calef et al., 
2015). Burned area vegetation is often composed of grasses, forbs, and shrubs that varies 
based on the time since fire and fire severity (e.g Bernhardt et al., 2011), additionally, these 
areas commonly have an organic layer thickness that has been reduced from fire (Genet et al., 
2013; Brown et al., 2016). 
Figure 3.1 (a) The field site (yellow dot) at the West Fork of Dall Creek. (b) Multi-method, multi-
seasonal field observations from burned and unburned areas of the field site (c) ERT inversion 
(Minsley et al., 2018) shows deep thaw (low resistivity values) from burned areas, with 
continuous permafrost (high resistivity values) under the unburned black spruce forest. 
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Field data were collected near the West Fork of Dall Creek (WFD), ~100km southwest of 
Coldfoot, AK along the Dalton Highway, south of the Brooks Range (Figure 3.1a). A 15,000m2 
burn scar (Dall City Fire 2004) at WFD is bordered by a small ephemeral tributary to the east, 
the creek to the south, and unburned black spruce forest to the west and north (Figure 3.1a). 
Burn scar vegetation consists of a thin (~0-5cm) layer of sphagnum moss with interspersed 
grasses and forbs. The unburned area surrounding the burn is extensive and representative of 
the larger watershed. In burned and unburned areas, sphagnum moss overlies a thin 
cryoturbated organic-mineral soil mixture that transitions to mineral soil characterized as clay 
loam (Ebel et al., 2019). Electrical Resistivity Tomography (ERT) data collected in September of 
2016 showed shallow, continuous permafrost within unburned areas and deep thaw within the 
burn scar (Figure 3.1b, Minsley et al., 2018). These data suggested a potential talik within the 
burn, but only provided a single observation during maximum annual thaw. 
3.3 Methods 
3.3.1 Geophysical measurements 
Geophysical methods were used to capture subsurface talik characteristics, including 
liquid-water content, that are unattainable with typical physical measurements. Nuclear 
magnetic resonance (NMR) measures in-situ liquid-water content (Kenyon et al., 1997) and has 
been shown to provide reliable measurements of liquid-water content in permafrost regions 
(Minsley et al 2016; Kass et al., 2017). Ground penetrating radar (GPR) is an established method 
to determine permafrost depth due to its sensitivity to liquid-ice transitions (Hinkel et al., 2001; 
Bradford et al., 2005). GPR reflections are caused by contrasts in relative dielectric permittivity 
(Annan et al., 2009), which is distinctly different for water (~81) and ice (~3-5). Consequently, 
GPR reflections at WFD will primarily be a function of contrasts in water phase. 
NMR data were acquired with a Dart down-borehole tool (Vista Clara, Inc., Mukilteo, 
Washington). The Dart measures a ~1–2mm cylindrical shell of soil with a diameter of ~0.15m 
centered on the tool and averages over a vertical interval of ~0.23m. Boreholes were augered 
to various depths up to ~2.45m and NMR data were logged upwards from the bottom of the 
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borehole in 0.25m or 0.125m intervals. Measured T2 decay time-series were analyzed using 
proprietary software (Vista Clara, Inc.) that estimates volumetric liquid-water content by fitting 
a multiexponential function to the measured T2 decay-curve data (Walsh et al., 2013). 
GPR data were collected in winter 2019 using a Pulse EKKO-PRO (Sensors and Software, 
Inc. Ontario, Canada) with 100MHz central-frequency antennas. Common-offset surveys had 
0.25m spacing between traces, and an antenna separation of 1m. A common midpoint survey 
(CMP) was conducted using an initial offset of 1m with 0.1m step sizes moving outwards. Trace 
locations were collected using an Arrow series EoS GNSS receiver (Eos Positioning Systems, Inc., 
Terraborne, QC, Canada). For detailed information on NMR and GPR collection and processing 
see supplemental materials. 
3.3.2 Other physical observations 
Vegetation, organic layer thickness, and permafrost depth were measured along the 
previously collected ERT transect (Figure 3.1c; Minsley et al., 2018). Two soil pits (burned and 
unburned) were excavated and intact, thawed, mineral-soil samples were collected from 
various depths. Soil samples were analyzed in the laboratory in unfrozen conditions to attain 
saturated soil-water content, field-saturated hydraulic conductivity, soil-water retention curves, 
volumetric specific heat capacity, and thermal conductivity (Ebel et al., 2019). During soil pit 
excavation, a handheld time-domain reflectometry soil moisture probe was used to collect 
observations of liquid-water content later compared to adjacent NMR measurements. 
3.3.3 Cryhydrogeologic models 
The USGS SUTRA code (Voss and Provost, 2002), with extended capabilities to account 
for freeze/thaw processes (SUTRA-ICE), was used to explore permafrost response to fire 
disturbance and to quantify the influence of pre-fire subsurface conditions on the rate and 
magnitude of talik development. SUTRA-ICE has been used in previous work (e.g. Wellman et 
al., 2013; Kurylyk et al., 2016; Evans and Ge, 2017; Zipper et al., 2018;), and has been 
benchmarked against similar codes (Grenier et al., 2018). We used a 1D variably saturated 
model since low field-saturated hydraulic conductivities (10-6 to 10-7 m s-1) at WFD (Ebel et al., 
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2019) suggested negligible advection. The model was 100m deep to minimize the influence 
from the bottom thermal boundary condition on the shallow areas of interest and field 
observations were used to constrain model parameters (SI-S3). 
Pressure and temperature distributions from a steady-state model were used as initial 
conditions for a starting unburned model that had a 0.25-m thick organic layer overlying 
mineral soil. Top temperature boundary conditions were time varying (sinusoidal) and the 
temperature function was derived from mean annual air temperatures and annual temperature 
fluctuations calculated from 1970 through present for the three closest weather stations 
(Beetles, Coldfoot, and Seven-mile station; https://www.wcc.nrcs.usda.gov/snow/ and 
https://wrcc.dri.edu/). Bottom temperature boundary conditions were constant assumed a 
geothermal gradient of 2.5oC per 100m.  
An N-factor approximation (Lunardini 1978) was used to account for surface-energy 
balance variability that leads to different mean annual air temperatures and mean annual 
ground-surface temperatures in boreal forests (Jorgenson et al., 2010; Fisher et al., 2016). N-
factors range from 0-1 where smaller values indicate a higher degree of thermal buffering. 
Different N-factors for winter (nF) and summer (uF) were used to capture the strong thermal 
influence of seasonal snow cover at WFD. WFD N-factors were based on in-field observations 
and literature values from similar environments (Jorgenson and Kreig 1988; Klene et al., 2001; 
Karunaratne and Burn 2003). 
The unburned model was run for 55 years with a warming trend of ~0.04oC per year, 
consistent with previously published data from the 55 years prior to the WFD burn (Stafford et 
al., 2000). Unburned model results were compared to field measurements from WFD and 
outputs were used as initial conditions for burned model simulations. Fire disturbance was 
simulated by removing 0.20m of the 0.25m organic layer, winter N-factors were decreased to 
account for less snow interception, and summer N-factors were increased to account for 
decreased ground shading. Unburned models with different N-factors generated different 
subsurface initial conditions for burned model simulations used to quantify the influence of 
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pre-fire temperature and liquid-water saturation conditions on fire disturbance response. Three 
models representing cold (nF=0.4, uF=0.6), intermediate (nF= 0.35; uF=0.5), and warm (nF=0.2, 
uF=0.6) conditions were used to capture a wide range of potential pre-fire surface-energy 
factors. Burned models were run for 30 years, 15 years longer than the time since disturbance. 
Model parameters and N-factors can be found in supplemental materials. 
3.4 Results and Discussion 
3.4.1 In-situ liquid-water content measurements reveal talik formation in response to fire 
disturbance 
NMR data collected in burned areas during June 2018 and early September 2016 (near 
maximal annual active-layer thickness) indicate fully unfrozen profiles of ~50% volumetric water 
content (VWC) from the ground surface to the bottom of the boreholes (Figure 3.2a). In 
contrast, NMR profiles collected in burned areas during periods of near maximal annual soil 
freezing (May 2017, April 2019) indicate the presence of three key zones: (1) a frozen zone 
representing winter active-layer conditions (<25% VWC); (2) a partially thawed zone (~25-50% 
VWC); and (3) a talik (>50% VWC) with liquid-water content profiles nearly indistinguishable 
from those collected during periods of maximum thaw (Figure 3.2a). Currently, distributed 
latent-heat effects from the high liquid-water fraction observed within the talik and partially 
thawed zone is likely accelerating deep permafrost thaw and retarding the depth of seasonal 
frost at WFD. 
NMR profiles collected within the unburned black spruce forest show no evidence of a 
talik. September 2016 and June 2018 NMR profiles showed a distinct active-layer with VWC of 
~60% during maximum thaw transitioning to permafrost with low VWC (~3-10%) at ~0.7m 
depth (Figure 3.2b). During maximally frozen conditions, VWC is low (<10% in May 2017, <25% 
in April 2019) down to a depth of ~1m, indicating frozen active-layer conditions (Figure 3.2b). 
April 2019 data show an area of higher liquid-water content (~15%-25% VWC) that suggests 
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Figure 3.2 NMR data were collected between 2016 and 2019 (a) from the burn scar, and (b) 
from within the unburned black spruce forest. (c) A representative GPR transect from April 
2019 crosses both burned and unburned areas. 
warmer permafrost between ~0.5-0.8m before decreasing to colder permafrost with 
lower VWC at ~0.8-1m (Figure 3.2b). The major contrast in talik occurrence between the 
unburned and burned black spruce forest highlights the sensitivity of continuous permafrost 




3.4.2 Talik footprint extends beyond NMR boreholes 
Talik depth exceeded our deepest NMR measurements; consequently, 2D GPR transects 
were collected in April 2019 (Figure 3.1b) to locate bottom of the talik, and to determine the 
taliks spatial extent. Small variations in permafrost-depth and reflection amplitudes exist across 
the four collected profiles (e.g., Figure 3.2c); however, each transect displayed the presence of 
a talik, a strong permafrost table reflection, and minimal reflections from unburned areas. 
Consequently, the talik footprint likely encompasses the entire burned area. Burned area data 
show a consistent reflector at depth whose polarity indicates a transition from more polarizable 
(higher water content) to less polarizable (high ice content) material (Figure 3.2c). Minimal 
reflections from unburned areas indicate the presence of homogeneous frozen soil where 
limited GPR reflections suggest pore-water is present in a similar phase (Figure 3.2c). This 
conclusion is consistent with previously collected ERT data (Figure 3.1c), our NMR data (Figure 
3.2a; Figure 3.2b), and the previously published soil pit data (Ebel et al., 2019) from WFD. 
Analysis from the CMP survey collected within the burn suggests a talik depth of ~4m, or 
~1.5m deeper than the NMR boreholes. Multiple reflectors within the talik indicate liquid-water 
content variations from pockets of variably thawed material; this heterogeneity may explain 
variations in burned area NMR profiles and is consistent with NMR observations of partially 
thawed zones. NMR data suggested freezing-front propagation during the winters of 
2016/2017 and 2018/2019 only extended 0.5-0.7m below the surface. Consequently, GPR and 
NMR data suggest the combined thickness of the partially thawed zone and talik formed over 
the 15 years post-fire to be ~ 3.25-3.5m in thickness. 
3.4.3 Model results compare favorably to field observations 
Field data were compared to model outputs to ensure general temporal and spatial 
patterns of modeled liquid-water saturations were capturing observed system behavior. 
SUTRA-ICE models reproduced active-layer depths of ~0.9 – 1m similar to those observed via 
NMR and frost probe measurements from unburned areas (Figure 3.3a). Additionally, liquid-
water saturation profiles obtained from NMR data closely matched those produced by 
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unburned model simulations (Figure 3.3b). Model results for the burned case, 30 years post-
fire, shows the development of an envelope of high liquid-water content (talik) with a partially 
thawed zone below the talik, before transitioning to permafrost at depth (Figure 3.3c). Liquid-
water saturation profiles obtained from the burned model captured the spatial and temporal 
patterns from NMR data collected in the burn scar (Figure 3.3d). Similarly, the bottom of the 
talik generally agreed with average depths to the permafrost table reflection observed in the 
GPR profiles (Figure 3.2b; Figure 3.3c). 
 
Figure 3.3 (a) Modeled yearly temperatures for the unburned case. (b) NMR profiles collected 
from unburned areas (Figure 3.2b) compare well with numerical model results (red shaded 
area). (c) Talik depths generally agree with collected GPR data (Figure 3.2c). (d) NMR profiles 
collected from burned (Figure 3.2a) areas show similar liquid-water saturation profiles to 
numerical model simulations (red shaded area). 
3.4.4 Observations exceed large-scale thaw predictions 
Soil temperatures from a recent coarse-scale modeling study that predicted ubiquitous 
future pan-Arctic talik formation (Parazoo et al., 2018) were extracted from the grid cell 
containing our study area for comparison. The model does not project widespread talik 
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initiation for the study region until ~2112 even under representative concentration pathway 
(RCP) 8.5, an extreme warming scenario (Figure 3.4a). Specifically, modeled maximum seasonal 
soil temperatures show active-layer thickening (>0oC) down to ~2.2m in ~2074, ~3.2m in 2082, 
and ~4.0m in 2103 (Figure 3.4a). Minimum seasonal soil temperatures for depths >2.16m 
indicated annual refreezing before the year 2150 (Figure 3.4a). However, for depths of 3.2m 
and 4.0m minimum seasonal soil temperatures remained above 0oC after 2112, indicating talik 
formation (Figure 3.4a). In contrast, field observations from this study show a current talik 
thickness of ~3.25m-3.5m (Figure 3.2a-c), with modeled soil temperatures from this study 
remaining ~5oC warmer the previous predictions during periods of maximum annual soil thaw 
and ~12-20oC warmer than previous predictions during periods of maximum annual soil 
freezing (Figure 3.4b). 
Coarse-scale pan-arctic models cannot be expected to incorporate the plethora of 
heterogeneity that exists at the field-scale, and likewise high-resolution observational studies 
cannot fully cover the pan-arctic region. The intent of coarse-scale model comparison with our 
high-resolution observations is to highlight a disturbance response that may become 
increasingly more important at larger scales as thaw vulnerability expands into the continuous 
permafrost zone and wildfire occurrence increases. This study demonstrates the sensitivity of 
even cold continuous permafrost to fire disturbance. A sensitivity that is projected to increase 
with future changes in the near-surface energy budget such as rising air temperatures, 
ecological shifts, or changing snow depth and timing (IPCC, 2019). Given the ubiquity of fire 
across the northern high lattitudes (e.g. Calef et al., 2015, Ponomarev et al., 2016) and the 
projected increase of wildfire occurrence in pan-arctic environments (IPCC, 2019), this study 
highlights the potential need for addressing scaling issues associated with representing extreme 
permafrost thaw phenomena in large-scale predictive models. 
3.4.5 Pre-fire subsurface conditions affect system response to disturbance 
Burned model simulations showed that pre-disturbance temperature and liquid-water 
saturation influenced the rate and thickness of talik formation. When unburned models with N-
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factors representing higher winter thermal buffering and lower summer thermal buffering were 
used as initial conditions, burned model simulations showed more rapid and spatially expansive 
thaw (Figure 3.4c-e). Specifically, warm model simulations experienced ~80% more thaw than 
cold simulations, and intermediate simulations showed ~50% more thaw than cold model 
simulations (Figure 3.4c-e). Additionally, warm model simulations took ~3 years post-fire to 
develop a 1-m thick talik, intermediate simulations took ~7 years post-fire to develop a 1-m 
thick talik, and cold model simulations did not experience a 1-m talik until ~12 years post-fire 
(Figure 3.4c-e). Consequently, talik development rate may have implications for permafrost 
recovery post-fire, as ground shading from vegetation re-establishment (Briggs et al., 2014) and 
the re-accumulation of surface organic material (e.g. Jorgenson et al., 2010) will promote 
permafrost aggradation. Faster thaw rates would promote deeper thaw prior to recovery and 
may release previously accumulated legacy carbon identified as a driving factor for the long-
term arctic carbon balance, thus promoting enhanced climate warming via the permafrost 
carbon feedback (e.g. McGuire et al., 2012, Schuur et al., 2015). Deep thaw will be particularly 
prone to legacy carbon release if thaw affects depths with previously unfavorable conditions for 
organic carbon decomposition (e.g. Ping et al., 2015), or that escaped burning in previous fire 
cycles (e.g. Chapin et al., 2006, Walker et al., 2019). If areas with pre-fire subsurface conditions 
conducive to rapid talik development are affected by wildfire, thaw depths may become 
unrecoverable when combined with future warming trends despite the re-establishment of 




Figure 3.4 (a) Modeled maximum and minimum yearly soil temperature from Parazoo et al., 
2018 for years 2006 through 2015 under RCP 8.5. (b) Modeled soil temperature data from 
SUTRA-ICE simulations for the cold and warm model cases (c, e), compared to modeled soil 
temperature data from Parazoo et al., 2018 under RCP 8.5 for years overlapping SUTRA-ICE 
simulations. SUTRA-ICE burned model simulations for (c) warm initial conditions, (d) 
intermediate initial conditions, and (e) cold initial conditions. 
3.4.6 Liquid-water content is a fundamental measurement for talik detection and prediction 
This study found liquid-water content to be a fundamental measurement for 
determining talik presence. Using a set temperature threshold can alter talik interpretation in 
the absence of liquid-water saturation information (Figure 3.4a). Only warm initial condition 
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scenarios met the cryotic definition (perennially >0oC) of talik presence within the first 15 years 
post-fire (Figure 3.4b), despite >70% liquid-water saturation being present to depths 
approaching 3m for all scenarios (Figure 3.4 c-e). Our current understanding of liquid-water 
saturation as a function of soil freezing is limited (Kurylyk and Watanabe 2013; Amiri et al., 
2018), making it difficult to define thresholds for a binary classification of soils as frozen or 
thawed based on temperature alone. Consequently, field observations or models that rely on 
temperature thresholds for permafrost table and freezing front depths may provide a 
conservative estimate of talik ubiquity, particularly in regions where soils retain significant 
portions of liquid-water below 0oC. 
3.5 Conclusions 
Field observations and site-based high-resolution cryohydrologic models show deep 
talik formation after wildfire in continuous permafrost where conditions are generally 
considered to be resilient to major near-term thaw. Observed liquid-water saturations and soil 
temperatures associated with talik formation likely provide the conditions necessary for cold 
season respiration of deep carbon that has recently shown to be a significant component of the 
Alaskan carbon budget. Deep thaw responses to wildfire, such as observed here, could promote 
the release of organic carbon sequestered in deep permafrost. In areas prone to lateral flow, 
similar talik features could enhance pathways for dissolved carbon export to rivers and streams. 
Cryohydrogeologic model analyses performed as part of this study suggest that pre-fire liquid-
water saturation and temperature conditions substantially influence spatial and temporal thaw 
response to fire disturbance, and therefore should be considered in permafrost model 
predictions. Pre-fire thermal priming will impact short- and long-term permafrost recovery 
post-fire, particularly as projected changes in surface-energy conditions promote irrecoverable 
permafrost thaw. Taliks in cold terrestrial hillslopes may become increasingly important in the 
long-term arctic carbon balance as wildfire activity increases and subsurface conditions become 
increasingly more sensitive to disturbance. 
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Talik observations presented here exceed coarse-scale modeling projections of talik 
formation in the study region under high emission scenario RCP 8.5 by ~100 years, with 
differences in winter soil temperatures often >15oC. Differences between field observations 
and coarse-scale model projections underscore the growing importance of supportive high-
resolution field studies of extreme thaw (Farquharson et al., 2019). Given the biogeochemical 
significance of taliks in permafrost systems and the potential for aggregated localized thaw to 
evolve toward regional importance as widespread wildfire activity is expected to increase 
across circumboreal regions in the future, our findings raise critical issues regarding 
representation of extreme permafrost thaw phenomena in large-scale predictive earth system 
models. 
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THE INFLUENCE OF SEASONALLY FROZEN GROUND ON SNOWMELT PARTITIONING 
IN AN ALPINE WATERSHED: FIELD OBSERVATIONS AND NUMERICAL 
MODELS FROM NIWOT RIDGE, CO  
David M. Rey*1,4, Eve-Lyn S. Hinckley2,3,Michelle A. Walvoord4, and Kamini Singha1 
Abstract 
Changes in mean annual air temperatures are driving alterations in snow distribution, timing, 
and phase. Snow insulates alpine soils; consequently, snow distribution and frozen ground 
formation are inherently coupled. In this study, field observations and site-based numerical 
models were used to assess the distribution of frozen ground and its impact on snowmelt 
partitioning, with connections to mobile nitrogen export from ecological communities 
seasonally connected to the saddle stream at Niwot Ridge, CO. Niwot Ridge has highly 
heterogeneous winter snowpack as strong westerly winds redistribute falling snow. Variable 
snow distribution, and a spectrum on antecedent soil moisture conditions across the various 
alpine plan communities create variable freezing front depths potentially making the soil less 
permeable during spring snowmelt. Soil and air temperature, soil moisture content, and 
electrical resistivity surveys conducted during snowmelt suggest that in this snow-dominated 
alpine watershed, frozen-ground distribution may not influence shallow infiltration of 
snowmelt, but instead influence the timing of snowmelt being partitioned to deeper 
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groundwater flowpaths. Areas with thicker frozen soils showed a lag between initial spikes in 
streamflow and deeper infiltration. Trends in future frozen-ground distribution may influence 
the time it takes for snowmelt infiltration to take deeper groundwater flow paths, a process 
thought to potentially buffer alpine headwater streams from rising mean annual air 
temperatures. 
4.1 Introduction 
Alpine watersheds are experiencing temperature-driven changes in snowpack duration 
and precipitation phase (Stewart et al., 2005; Lapp et al., 2005; Knowles et al., 2006; Harpold et 
al., 2012), with potential impacts on one-sixth of the global population’s freshwater supply 
(Barnett et al., 2005). In addition to meeting downstream communities’ freshwater needs (e.g. 
Viviroli et al., 2007), snow acts as an important insulator for soils in alpine ecosystems, where 
snow cover influences the energy balance at the soil surface by buffering soil from cold winter 
air temperatures (Sommerfeld et al., 1993; Brooks et al., 1993; Sturm 1997). Consequently, 
snow distribution and the formation of seasonally frozen ground are inextricably linked (Hardy 
2001; Groffman et al., 2001; Iwata et al., 2010). Yet future predictions of frozen ground 
distribution remain inconsistent (e.g. Groffman et al., 2001; Saito et al., 2007), since changes in 
multiple variables such as temperature and precipitation make it difficult to predict which 
processes will have a dominant effect (Brooks et al., 2011). Seasonally frozen ground directly 
influences the effective permeability of the subsurface (e.g. Wantanabe and Osada 2016) and 
sits at the interface between snowmelt being partitioned as runoff or taking deeper 
groundwater flowpaths (Evans et al., 2018). Recently, there has been increased recognition that 
subsurface flow processes will significantly impact future hydrologic budgets in snowmelt-
dominated alpine watersheds (Markovich et al., 2016). Few studies have explicitly focused on 
how frozen ground partitions snowmelt in warming alpine watersheds (Evans et al., 2018), 
despite being a key determinant for streamflow magnitude and timing (e.g. Barnhart et al., 




While numerous field and modeling studies have worked on processes associated with 
snowmelt infiltration into frozen ground, observations in snow-dominated alpine watersheds 
remain limited. A recent modeling study by Evans et al. (2018) that explicitly accounted for soil 
freeze-thaw capabilities suggested that the timing of subsurface freeze and thaw controls the 
timing and location of groundwater discharge to streams in snow-dominated alpine 
watersheds. However, field-scale observations of how frozen ground partitions snowmelt in 
alpine ecosystems are limited (Stahli et al., 2004; Baynard et al., 2005). Previous work has 
primarily focused on field studies in Canadian prairie (e.g. Granger et al., 1984; Zhao et al., 
2002; Hayashi et al., 2003; Appels et al., 2018; Mohammed et al., 2019) and agricultural 
watersheds (e.g. Shanley et al., 1999; Iwat*a et al., 2008; Iwata et al., 2011). There have also 
been some laboratory-scale observations of preferential flow through soil macropores (e.g. 
Wantanabe and Kugisaki 2017; Pittman et al., 2020) and pore-scale numerical modeling 
simulations of snowmelt infiltration into frozen soils (e.g. Stahli et al., 1996; Zhao et al., 1999; 
Gray et al., 2001; Watanabe et al., 2013; Larsbo et al., 2019; Ming et al., 2020). Observations 
from previous field studies have typically relied on point-scale sensors to characterize 
subsurface conditions (e.g. Granger et al., 1984; Zhao et al., 2002; Demand et al., 2019; 
Mohammed et al., 2019), despite observations that heterogeneities in snowpack depth 
influence seasonal frost propagation and subsequently the infiltrability of frozen soils (Iwata et 
al., 2008; Iwata et al., 2010). In alpine watersheds, variability in snow distribution is significant 
due to wind deposition and transport of snow (e.g. Waynand et al., 2018). Electrical resistivity 
tomography (ERT) has been shown to be an effective method for supplementing point-scale 
soil-moisture and temperature observations of snowmelt infiltration (French and Binley, 2004; 
Hilbich et al., 2011; Thayer et al., 2018).  
In addition to influencing water availability and timing, alpine watersheds play an 
important role in downstream water quality (e.g. Litaor et al., 2008) and winter respiration of 
soil gasses (e.g. Brooks et al., 1996). Increasingly significant pools of inorganic nitrogen (DIN) 
from wet and dry precipitation (Campbell et al., 2000; Burns et al., 2003; Kane et al., 2008) have 
been observed in some alpine watersheds, where observed increases in reactive forms of 
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nitrogen have increased nitrate (NO3-) export in surface waters (Sickman et al., 2003; Litaor et 
al., 2018). Increased export of nitrate to surface waters has been shown to lead to surface-
water (e.g. Driscoll et al., 2003; Baron et al., 2013). A recent study by Chen et al. (2020) 
observed different rates of net nitrification and mineralization across the landscape, with soil 
moisture availability and temperature being key drivers for temporal variation in soil N 
transformations. How frozen ground partitions snowmelt directly influences subsurface 
temperature and soil moisture conditions (e.g. Iwata et al., 2010). Consequently, the role of 
frozen ground in snowmelt partitioning may play a role in near- and long-term soil N transform 
trends, and may influence the propensity for ephemeral surface-water/groundwater 
connectivity that allows a landscape to export mobile forms of N to headwater streams. 
This study uses multi-method field observations to monitor spatial patterns of snowmelt 
infiltration over the course of season and site-based numerical models to explore frozen-
ground distribution. In particular, we use ERT to monitor seasonal changes over a landscape, 
which allowed us to extend our observations (i.e. ~3600m2 ERT grid) beyond scales commonly 
used in other studies (i.e. <10m2) to allow us access to the subsurface through a variety of snow 
depths, frozen ground conditions, and topographic features across multiple alpine plant 
communities. Soil thermal models were used to assess seasonal frost propagation, and support 
in-field observations where logistical challenges inhibited deeper direct measurements. 
Additionally, soil thermal models that captured observed soil temperature dynamics were used 
to model freezing front depths under a variety of observed snow conditions. Previous work on 
snowmelt infiltration into frozen ground has generally observed plots with uniform freezing 
fronts <0.5m thick. However, Iwata et al. (2010) showed that freezing front depth had an 
impact on snowmelt infiltration depth, even with differences in freezing front depths as small 
as ~0.3m. Variable snow distribution and cold seasonal air temperatures common in alpine 
watersheds create heterogenous frozen ground distribution that may lead to differences in how 
snowmelt is partitioned during spring thaw. 
This work supplements extends previous studies of the impact of frozen-ground 
distribution on snowmelt partitioning by including observations at a scale large enough to 
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include heterogeneity in plant community types, freezing front depths, and snow distribution 
often found in snow-dominated alpine watersheds (e.g.). This work provides the types of high-
resolution observations required for hydrologic models trying to capture seasonally frozen-
ground dynamics when modeling streamflow timing and water availability in snow-dominated 
alpine watersheds.  
4.2 Study Area 
The study area is contained within the headwaters of the North Fork of Boulder Creek at 
the Niwot Ridge Long Term Ecological Research (LTER) site, roughly 4 km east of the Continental 
Divide and 27 km northwest of Boulder, CO (Figure 1a). Niwot Ridge is an E-W trending 
interfluve that ranges in elevation from ~3500m to ~3739 m (Figure 1b). Niwot Ridge has a 
continental climate with mean annual air temperature of ~3.8 oC (Williams et al., 2015). The 
majority of precipitation at Niwot Ridge occurs in winter and spring months (Knowles et al., 
2015a; Kittel et al., 2015). Peak snowmelt commonly occurs in May (Evans et al., 2018) and is 
followed by a short 1-3 month growing season (Suding et al., 2015) where thunderstorms 
create a small secondary precipitation peak during the months of July and August (Knowles et 
al., 2015). Precipitation estimates range between ~950 mm and 1000 mm at the D1 
meteorological station (record since 1951 at ~3739 m in elevation) located ~2 km west of the 
study site near the top of Niwot Ridge (https://nwt.lternet.edu/data-catalog). Of the total 
precipitation recorded, ~80% falls as snow and is subsequently redistributed by strong westerly 
winds averaging 10 – 13 m s-1 (Evans et al., 2018). Snow redistribution via wind results in 
heterogenous snow depths influenced by differences in both local topography and ecology 
(Knowles et al., 2015b). 
The study area is on the SW – SE face of Niwot Ridge and is bisected by the N – S 
trending 0th order Saddle stream (Figure 1b; Figure 1c). The Saddle stream represents a local 
topographic low that drains into the North Fork of Boulder Creek (Figure 1). The western side of 
the stream bisecting the study area is has drier soils and is characterized by the Krumholtz 
ecological community, where wind-stunted spruce and fir create large tree islands separated by 
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large open areas of alpine grasses (Figure 1c). In contrast, the east side of the stream has 
wetter soils is characterized by the wet meadow plant community that primarily consists of 
 
Figure 4.1 – (a) Location of Niwot Ridge and the north Boulder Creek watershed. (b) location of 
ERT, soil temperature, volumetric water content, bulk electrical conductivity (from soil moisture 
sensors), and stage measurements. 
shrubs islands separated alpine grasses and is (Figure 1c). A small ephemeral watertrack 
track lies just east of the Saddle stream, and is ~0.5 meters deep and ~0.75m across. Within the 
study area an ERT grid consisting of 6 lines covers roughly 3600 m2 (i.e. 36m x 100m) at an 
elevation of ~ 3480 m (Figure 1b). Four soil moisture and temperature sensors are located 
within the field site, two of which also collected bulk electrical conductivity data (Figure 1b). A 
weir located ~ 100m downstream of the ERT grid provided measurements of stream discharge 
and is the location of water chemistry data collection (Figure 1b). 
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Previous work conducted at Niwot Ridge used boreholes, shallow seismic refraction 
(SSR), and ground penetrating radar (GPR) to study the shallow subsurface (Leopold et al., 
2008). The six boreholes, three within the Niwot Ridge saddle, and three within ~ 1km west of 
our field site provided geologic context. Leopold et al. (2008) found shallow unconsolidated 
soils ranging from ~0-5m in depth that overlie periglacial slope deposits consisting of water-
saturated fractured rock fragments and boulders before eventually transitioning to bedrock at 
depth. The shallow thermal soil properties for depths relevant to this study will therefore 
primarily be a function of the thermal heat capacity and thermal conductivity of the overlying 
unconsolidated soil solids, and the amount of porewater, air, and/or ice contained therein. 
4.3 Methods 
4.3.1 Electrical Resistivity Tomography Surveys (ERT) 
Electrical resistivity tomography (ERT) has been widely used for shallow hydrologic 
investigations (e.g., Robinson et al., 2008; Binley et al., 2015; Parsekian et al., 2015). ERT data 
are primarily sensitive to lithology, salinity, temperature, and soil moisture content (e.g., Binley 
and Kemna, 2005). Consequently, ERT surveys have been widely applied in alpine environments 
for monitoring changes in soil moisture content (e.g., Daily et al., 1992, McClymont et al., 2010; 
Langston et al., 2011), snowmelt infiltration (e.g., French et al., 2002; French and Binley, 2004; 
Thayer et al., 2018), and frozen ground distribution (e.g., Hauck, 2002; Hilbich et al., 2011). 
Temperature and pore-fluid salinity were observed over the course of this survey at X depths 
and Y locations throughout the study grid; changes in pore-fluid salinity were found to be 
negligible. Hayley et al. (2007) compared various ERT temperature correction methods for 
lower temperature ranges (0oC – 25oC) and found that the linear model proposed by Hayashi et 
al. (2004) performed well when adjusted to a standard temperature within the range of field 
observations. Based on these findings, our inverted ERT data were temperature corrected using 
the model from Hayley et al. (2007), populated with our field observations and a standard 
temperature of 5oC. Consequently, observed changes in ERT data through time are primarily a 
function of changes in soil moisture content and phase, and changes in space are largely driven 
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by lithologic contrasts between overlying unconsolidated soil and underlying saturated 
periglacial slope deposits. 
Stainless steel electrodes ~25.4 cm in length were fixed in place during the summer of 
2018 and used to routinely acquire the six two-dimensional ERT transects. ERT data were 
collected year-round from August 2018 to September 2019 and various temporal intervals 
within the 3600 m2 study area (See SI for all survey dates ). Data were collected using an IRIS 
Syscal Switch Pro 10 channel instrument (IRIS Instruments, Inc.) and a dipole-dipole survey 
geometry (Telford et al., 1990) with 48 electrodes and 2-m electrode spacing resulting in 1149 
total quadripoles per line. The dipole-dipole survey used variable separation between 
transmitting electrodes (α spacing) with a maximum separation between transmitting and 
receiving electrodes (n spacing) equal to 8. The 96-m long transects were oriented ~E – W (i.e. 
perpendicular to the hillslope) and bisected the Saddle stream (Figure1b). Looking downstream, 
the transects were spaced 6 m apart, creating a collection grid that measured ~96 m E – W and 
36 m N - S. 
Differences in data stacks (n=2) were recorded and used as an estimate of measurement 
error in subsequent inversions; mean errors between stacks ranged from ~1.4-5.7% with 
median errors ranging from ~0.4-1.2%. Measured data were inverted to recover 2D profiles of 
electrical resistivity versus depth along each transect using the R2 modeling code (Binley and 
Kemna, 2005). R2 minimizes a regularized objective function combined with weighted least 
squares that balances data fit and measures of model smoothness (Binley and Kemna, 2005). 
Multiple starting models (homogeneous half-spaces of 100 ohm-m, 1,000 ohm-m and 10,000 
ohm-m) for inversion were used to calculate a depth of investigation using the method of 
Olderburg and Li (1994) and helped to determine where recovered models were constrained by 
collected field data. Forward responses simulated from inverted data generally fit measured 





4.3.2 Soil and snow and stream observations 
Field observations of volumetric water content, bulk electrical conductivity, 
temperature, snow depth, and vegetation were collected and used to correct and interpret 
geophysical results. Direct measurements of soil temperature and volumetric water content 
were collected at 10-minute intervals in four different locations within the study area (Figure 1). 
Two were located on the west of the saddle stream (SN16 and DM1), and two were located on 
the east side of the Saddle stream (SN17 and DM2). Sensors at the SN16 and SN17 locations are 
maintained by the LTER and recorded soil moisture and temperature from depths of 5 and 30 
cm. Each of the measurement depths has three separate Decagon EC-5 sensors (Meter group, 
Inc.) that were averaged to attain the 5 cm and 30 cm values for temperature and volumetric 
water content (VWC). SN16 and SN17 sensors were in place prior to this study. Two additional 
sensor locations (DM1 and DM2) were installed on August 27th, 2018 and used Meter Terros12 
(Meter Group, Inc.) sensors that monitored temperature, VWC, and bulk electrical conductivity 
at 30 cm and 50 cm depths. 
Snow depth and vegetation surveys provided insight into areas where topography and 
vegetation created a locally deeper snowpack, insulating the ground from colder winter air 
temperatures. Snow depths within the study grid were measured using a probe every 5 meters 
along each of the ERT transects, and outlines of Krumholtz tree stands (i.e. west side of the 
stream) and shrub islands (i.e. east side of the stream) were collected with a Trimble Geo7x 
(Trimble Inc.) by walking the perimeter of prominent vegetation. Observations of snow water 
equivalent (SWE) were collected in mid-winter and late spring prior to initial snowmelt and 
compared to more temporally dense observations collected by the LTER adjacent to our study 
grid. The D1 meteorological station (https://nwt.lternet.edu/data-catalog), located ~2km from 
the study site, provided precipitation, air temperature, soil temperature, windspeed, and solar 
radiation measurements required to populate soil freezing models (see section 3.3 below). 
Stage measurements were attained from the Saddle stream weir, which has been operated by 
the LTER from 1951 through present.  
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4.3.3 Geophysical Institute Permafrost Laboratory models for soil freezing 
In order to model to role of snow distribution on freezing-front propagation and soil-
moisture phase we used the Geophysical Institute Permafrost Laboratory (GIPL) numerical 
transient model (Sergueev et al. 2003, Nicolsky et al. 2007, Marchenko et al. 2008, Jafarov et al. 
2012). The GIPL model solves the 1-D heat equation with phase change (Sergueev et al., 2003) 
where x represent a vertical location in space between an upper and lower boundary and τ 
represents changes in time from zero to some time T. Temperature is represented by t(x,t), and 
k(x,t) is the thermal conductivity of the subsurface in (Wm-1K-1).  𝜕𝐻(𝑥,𝑡)𝜕𝜏 = 𝜕𝜕𝑥 (𝑘(𝑥, 𝑡) 𝜕𝑡(𝑥,𝜏)𝜕𝑥      (4.1) 
H(x,t) is a function that accounts for system enthalpy.  𝐻(𝑥, 𝑡) = ∫ 𝐶(𝑥, 𝑠)𝑑𝑠 + 𝐿𝑡0 Ɵ(𝑥, 𝑡)    (4.2) 
Within the enthalpy function C(x,s) is the volumetric heat capacity in (MJm-3K-1), Ɵ(x,t) is 
the volumetric unfrozen water content, and L (MJm-3) is the volumetric latent heat associated 
with freeze thaw processes. The GIPL model has been widely used to assess freezing-front 
propagation in cold regions, as well as the effect of snow distribution on soil freezing (e.g., Jafarov 
et al. 2012). 1-D models of soil freezing were used to assess seasonal frost propagation, and 
support in-field geophysical observations. Models were 96m deep to minimize the influence of 
the bottom thermal boundary condition on the shallow areas of interest, and field observations 
were used to constrain model parameters. Due to the nature of the model being 1-D, it will be 
limited during times of the year when subsurface advection is an important heat transport 
mechanism. However, during periods of soil freezing, low VWC, and lack of infiltrating moisture 
make 1D conduction a reasonable approximation. 
Model initial conditions were populated from observed air and subsurface soil 
temperatures, and top temperature boundary conditions varied as a function of time, where 
forcing data were attained from observed values at the D1 meteorological station (Figure 2). 
Model structure consisted of four model layers, a layer of snow, two layers of mineral soil, and 
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bedrock (Figure 2). Measured snow depths were allowed to vary daily based on observations, 
and the two mineral soil layers were parameterized to represent unconsolidated soil and 
underlying periglacial slope deposits observed in boreholes. Each model layer was assigned a 
unique set of thermal properties (i.e. thermal heat capacity, thermal conductivity values; Table 
1) and an unfrozen soil-water freezing curve that defined the relation partitioning pore-water 
between phases (Romonovsky and Ostercamp, 2000). 
 
Figure 4.2 – Model structure consists of four layers, snow, unconsolidated slope deposits, 
periglacial slope deposits all underlain by bedrock. Boundary conditions vary as a function of 
time at the top of the model and are held constant at the bottom. 
Numerical models were run for one year from 9/20/18 to 9/19/19 with daily 
temperature outputs that allowed for comparison against measured soil temperature 
observations at 5 cm, 30 cm, and 50 cm depths. Three 1-D soil models were created to capture, 
low (~0-0.3m), medium (~0.3-1m), and high (>1m) snowpack observations since snow within 
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the study site ranged from ~0-4m in depth. Each respective model was compared to field 
observations of soil temperature that fit the above snow depth criteria. For example, 
subsurface temperature observations from portions within the study area that had ~0-0.3m of 
snow overlying the sensors were compared to the 1-D low-snow model. Models that could 
reproduce field temperature observations were used to assess seasonal frost propagation past 
depths logistically feasible with in-field soil temperature observations and were subsequently 
compared to spatial changes observed in ERT surveys. Modeled estimates of soil freezing 
allowed for us to compare observed snowmelt infiltration across a spectrum of frozen ground 
conditions. 
4 Results 
4.1 Seasonal soil moisture and snow depth variations 
Measurements of soil water content and as well as ERT profiles collected during the fall 
of 2018 suggest lower VWC on the west side (Krumholtz; Figure 1c) of the Saddle stream (Figure 
2a; Figure 3b). Consequently, as soils began to freeze in November, antecedent soil moisture 
available to form pore-ice was lowest on the west side of the Saddle stream. Once frozen, 
winter soil temperatures varied by as much as 5oC as strong westerly winds created a non-
uniform distribution of snow across the study area (Figure 2b). Specifically, snow depths ranged 
from ~0-1m in December, ~0-2.5m in January, ~0-3m February, and ~0-4.5m in March. Snow 
depths were highest in topographic depressions and around vegetation that caught blowing 
snow (Figure 2b). These areas included the topographic low containing the Saddle stream, 
Krumholtz tree islands on the west side of the study area, and clusters of shrubs on the east 
side of the study area (Figure 1b-c; Figure 2b). The impact of high snow areas is also apparent in 
winter ERT surveys, where higher resistivity areas correlate with lower snow depths, and the 
Saddle stream depression remained nearly an order of magnitude less resistive than 
surrounding areas with lower snow depths (Figure 3c). 
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Figure 4.3 – (a) Mean daily observations of air temperature from D1 meteorological station, and 
soil temperature. (b) Daily mean volumetric water content from field sensors. (c) Photo from 
6/2/19 showing variability in snow depths across the study area. 
Soil temperature measurements show soils beginning to thaw (>0oC) in the upper 50 cm 
around June 1st, with peak soil moisture being reached in the first week of June for sensors in 
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the upper 5 cm, and between the third week of June and first week in July for sensors at 30cm 
and 50 cm depths (Figure 2a). This coincides with ERT surveys collected at peak soil moisture, 
which showed both the wet and dry side of the Saddle stream to be less resistive than at any 
other times of the year (Figure 3d). ERT and VWC surveys show suggest higher water content 
on the west side of the stream (Krumholtz plant community) is temporally limited, with VWC 
declining earlier and more rapidly on the dry side of the stream during and after snowmelt 
(Figure 2a; Figure 3b-e). In contrast, on the wetter side of the Saddle stream (shrubs and wet 
meadow plant communities; Figure 1c), soil moisture remains high through most of July before 
declining through late summer and into the fall (Figure 2a; Figure 3d-e). By late September, 
VWC begins to approach levels observed in the previous fall (Figure 2a; Figure 3b,e), and 
provide the antecedent moisture conditions for soil freezing in the upcoming months. 
4.2 Snow depth controls soil freezing 
ERT surveys conducted on 2/1/19 (Figure 3c) and 4/2/19 show increasing resistivity in 
shallow subsurface, with the greatest increases in areas with lower snow depths. Consequently, 
changes in resistivity are likely linked with pore-ice formation; however, during soil freezing it is 
difficult to parse the effects of soil freezing vs. soil drying. Therefore, soil thermal models were 
used to assess soil freezing depths. Soil thermal models performed poorly during periods when 
thermal advection from subsurface flow became a dominant heat transport mechanism. 
However, models were able to match subsurface temperature observations well during periods 
of time (late fall to snowmelt) where soils were dry and or frozen. Models performed well 
during cold dry periods because subsurface flow was not adverting heat, a mechanism not 
captured in our 1D models.  
Soil thermal models highlighted notable differences in freezing front propagation for 
measured high, medium, and low snow depth areas (Figure 4a). High snow models did not 
freeze until mid-November, and only attained a freezing front depth of 0.2 m (Figure 4a). 
Medium snow models and low snow models froze several weeks earlier at the beginning of 
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November once mean daily air temperatures consistently sat below 0oC (Figure 2a; Figure 4a). 
Medium snow models reached a maximum freezing depth of ~0.95 m, while low snow models 
 
Figure 4.4 – (a) Temperature and key streamflow conditions during ERT surveys plotted in parts 
b-e. (b-e) Electrical resistivity surveys from line 3 (Figure 1b) for key seasons throughout the 
year. 
resulted in a maximum freezing front depth of ~1.65 m (Figure 4a). Maximum freezing 
front depths for low snow models were reached in February for high snow models, April for 
medium snow models, and March for low snow models (Figure 4a). Once a maximum freezing 
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depth was reached, models remained frozen to that depth until initial snowmelt. Consequently, 
the 4/2/19 ERT survey likely represented near maximally frozen subsurface conditions. 
 
Figure -4.5 – (a) Modeled freezing front propagation for low, medium, and high snow models. 
(b) Borehole temperatures from previous studies at Niwot Ridge, CO compared with low, 
medium, and high snow modeled temperatures  
Modeled temperatures were compared to borehole temperatures collected previously 
at Niwot Ridge, and fall within the range of observed values (Figure 4b). Differences in soil 
temperatures between models and previous studies are likely due to differences in soil thermal 
conductivity, snow depth, and aspect. Specifically, borehole data from Leopold et al. (2008) and 
Benedict (1970) were collected on a rocky wind-scoured ridge, and Ives’ (1973, 1974) data were 
collected on a north-facing hillslope (Figure 4b). Our study area was on a south facing hillslope 
that accumulated more snow than wind-scoured areas studied by Ives’ (1937,1974) or Leopold 
et al., (2008), leading to colder winter soil temperatures than our modeled data. The south 
facing nature of our hillslope likely accounted for observed differences at depth, where colder 
north facing slopes may have had permafrost at depth during the time of previous borehole 
temperature observations. Modeled temperatures from this study decreased with depth during 
winter months, with the largest temperature gradients (i.e. lowest near-surface temperatures) 
occurring in models with the lowest snow cover (Figure 4b). In contrast, there was less 
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variability between modeled temperatures from low snow, medium snow, and high snow 
models during months with warmer air temperatures and subsurface temperatures decreased 
with depth (Figure 4b). Decreased variability in warmer months between modeled 
temperatures like resulted from the lack of snow, since observed air temperatures, VWC, and 
soil thermal conductivity were similar across models. 
4.4 Infiltration observed across both hillslopes during snowmelt 
ERT surveys conducted on 6/2/19 and 6/14/19 (Figure 5a-b) show decreasing shallow 
subsurface resistivity across all lines on both sides of the Saddle stream despite differences in 
snow depth and modeled freezing front propagation (Figure 2c; Figure 4a). Consequently, ERT 
surveys suggest rapid snowmelt infiltration on both the wet and dry sides of the hillslope, 
despite differences in modeled frozen ground depth, and antecedent soil moisture conditions 
(Figure 2a; Figure 4a). Increases in shallow resistivity from 6/2/19 and 6/14/19 ERT surveys 
(Figure 5a-b) coincide with rising subsurface VWC measurements on both the wet and dry side 
of the Saddle stream (Figure 2a), as well as with the initial spikes in stage recorded at the 
Saddle stream weir (Figure 1b) that began to rise on June 1st, and reached its peak on July 2nd. 
Differences in resistivity between the background survey (i.e. 4/2/19, near-maximum 
annual frozen conditions) and surveys conducted during snowmelt suggest progressively 
deeper snowmelt infiltration (Figures 5a-c). Specifically, resistivity differences between the 
background dataset and the 6/2/19 survey suggest shallower infiltration that generally falls 
above the modeling freezing front depths and increases in resistivity appear to be deeper in the 
inverted dataset for the 6/14/19 survey (Figure 5a-c). This coincides with observed VWC and 
temperature data where deeper sensors see peak VWC and uniform increases in subsurface 




Figure 4.6- Change in resistivity between the background dataset (i.e. 4/2/19) representing 
near-maximally frozen conditions and ERT data collected on (a) 6/2/19. (b) 6/14/19. (c) Range 
of resistivity values by depth for the background data set compared with the 6/2/19 and 
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6/14/19 surveys. The Saddle stream and water track are included as white lines in (a-b). The 
water track is an ephemeral depression that was dry during these surveys. 
4.5 Discussion 
Over our ~3600 m2 study area, differences in snow depths (~4.5m) led to variation in soil 
freezing depths. Specifically, areas with lower snow depths experienced deeper soil freezing in 
thermal models, froze the fastest and experienced the greatest winter temperature fluctuations 
in observed soil temperature data, and correlated with the areas that experienced the largest 
changes in resistivity across our ERT surveys. Differences in modeled freezing front depths at 
Niwot Ridge were as great as ~1.45 m (Figure 4a), which should lead to different infiltration 
patterns during snowmelt. Additionally, seasonal changes in soil moisture varied between 
ecological communities (i.e. drier Krumholtz vs. wet meadow and shrub communities) within 
the study area, where more soil moisture was available for pore-ice formation in the shrub and 
wet meadow communities during soil freezing. Given that antecedent soil-moisture conditions 
have been shown to influence snowmelt infiltration (e.g. Granger et al., 1984; Gray et al., 1991; 
Iwata et al., 2008), one would expect the east side of the Saddle stream to have a less 
permeable subsurface, and higher winter soil thermal conductivities (due to more ice in the 
pore-space) when frozen. However, differences in infiltration timing were negligible between 
the east and west side of the Saddle stream, as subsurface infiltration was observed at the 
onset of snowmelt in soil VWC data and ERT surveys. 
However, VWC, temperature, and ERT surveys suggest a lag between deeper infiltration 
and initial spikes in streamflow, where snowmelt is likely being partitioned as shallow interflow. 
Deeper infiltration was observed closer to peak streamflow as mean daily air temperatures 
remain above 0oC, and snowmelt continued to advect heat into the subsurface. This transition 
likely indicates snowmelt being partitioned into gradually deeper flowpaths. At this time, soil 
hydrologic properties and topography likely become the dominant factors in partitioning the 
remaining snowpack (e.g. Carrol et al., 2019). Consequently, while frozen ground does not 
appear to inhibit shallow infiltration at this site, freezing front depth and snowmelt rate likely 
impact deeper infiltration and consequently the length of the lag between snowmelt being 
 
82 
partitioned as shallow interflow and taking deeper groundwater flow paths. These findings 
support previous work conducted by Evans et al., (2018), who modeled a lag between seepage-
face discharge to streams and greater contributions from deeper groundwater flowpaths as 
infiltration raises water-table elevation. 
While snowmelt infiltration appeared to occur simultaneously across on both the wet 
and dry hillslopes, the drier Krumholtz community saw rapid declines in soil moisture after 
snowmelt infiltration. Consequently, snowmelt may provide a brief window for surface-
water/groundwater connectivity between the dry shallow subsurface of the Krumholtz 
communities and the saddle stream. Rates of net nitrification and mineralization change with 
space and time as soil moisture and temperature fluctuate seasonally across alpine plant 
communities (e.g. Chen et al., 2020). Nitrification in the Krumholtz community has been 
identified to be a soil moisture limited process, with higher rates of net nitrification observed 
during months with higher soil moisture (Chen et al., 2020). Consequently, snowmelt may 
provide the subsurface soil moisture conditions for increased nitrification within the dry 
Krumholtz community, and may simultaneously provide the potential to export mobile forms of 
N to headwater streams, particularly during periods of shallow interflow prior to snowmelt 
being patronized to deeper groundwater flow paths. 
As rising mean annual air temperatures alter snow distribution and snowmelt timing, 
frozen ground distribution will also change. However, trends in frozen ground distribution 
remain unclear. Shallower snowpack’s would decrease the thermal insulation of alpine soils, yet 
this may be offset by rising air temperatures and changes in precipitation phase. Increases in 
frozen ground thickness from a shallower snowpack coupled with more rapid snowmelt could 
increase the lag time between shallow interflow and a larger groundwater contribution to 
streams, potentially increasing the importance of this seasonal connection. Longer lags 
between snowmelt being partitioned as shallow interflow and taking deeper groundwater flow 
paths exposes more snowmelt to potentially being lost to evapotranspiration. Alpine 
headwater streams with a larger portion of snowmelt being partitioned as deeper groundwater 
flow has been suggested to increase a watersheds resiliency to rising mean annual air 
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temperatures (e.g. Taugue et al 2009). Consequently, this study suggests that decreases in 
frozen ground thickness may lead to shorter lag times, promoting the ability for snowmelt to 
infiltrate deeper into the subsurface. Conversely, longer lag times would occur if frozen ground 
thickness increased, potentially increasing the quantity of snowmelt lost to evapotranspiration, 
particularly as mean annual air temperatures continue to rise. 
4.6 Conclusions 
In this study we used field observations and site-based numerical models to assess links 
between frozen ground distribution and snowmelt partitioning across a variety of alpine plant 
communities, antecedent soil moisture conditions, and winter snow depths. Heterogenous 
snow-distribution led to frozen ground formation that varied by as great as ~1.45m over the 
study area. Despite these differences in soil freezing depth, shallow infiltration was observed 
immediately during the onset of snowmelt, likely due to relatively low antecedent soil moisture 
conditions, and courser soils. However, there was a lag between initial streamflow and deeper 
infiltration across the hillslopes. This lag time likely represents a period of shallow interflow 
prior to deeper soil thaw where subsurface soil moisture is more prone to being lost via 
evapotranspiration. Future changes in the near-surface energy budget including rising air 
temperatures, ecological shifts, or perturbations in snow depth and timing will impact the 
depth of frozen soils, and how long it takes for snowmelt to be portioned to deeper 
groundwater flow paths, potentially impacting the resiliency of alpine headwater streams to 
rising mean annual air temperatures.  
Observations that shallow interflow coincides with initial spikes in streamflow suggests 
the potential for commonly disconnected ecological communities whose rates of net 
nitrification are often soil limited to export mobile forms of nitrogen to headwater streams. As 
a result, while frozen ground did not prevent infiltration, its future trends in seasonally frozen 
ground thickness may have the potential to impact down stream water quality and quantity. 
This study provides high-resolution observations of how frozen ground partitions snowmelt in 
snow-dominated alpine watersheds where studies exclusively focusing on the impact of 
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seasonally frozen ground remain limited. These types of high-resolution observations will likely 
be required to bridge gaps between field observations and larger scale modeling efforts that 
are increasingly recognizing the need to better capture subsurface dynamics, particularly when 
attempting to predict streamflow timing and water availability for downstream communities.  
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FUTURE RESEARCH DIRECTIONS  
This dissertation addressed hydrologic and thermal processes that are driving rapid 
change across three Arctic and alpine ecosystems, specifically: changes in lake connectivity in 
Boreal lowlands (Chapter 2); terrestrial talik formation in Alaska’s continuous permafrost zone 
in response to wildfire (Chapter 3); and how seasonally frozen ground partitions snowmelt at 
Niwot Ridge Long Term Ecological Research Station, a snow-dominated alpine watershed in 
Colorado (Chapter 4). In this final chapter, I look to highlight major conclusions of these 
chapters and suggest future research directions in-light of predicted changes in cold-regions. 
A recent review of cold-region literature and general scientific consensus from cold-
region researchers was published in the International Panel of Climate Change 2019 Special 
Report on the Ocean and Cryosphere in a Changing Climate. This review suggests continued 
increases in cold-region disturbances as a function of increasing mean annual air temperatures 
are rising at a rate more than double the global average (IPCC, 2019). These disturbances 
included: (1) changes in snow cover extent that insulates pan-Arctic soils in the winter (Figure 
5.1a,d); (2) increases in subsurface permafrost temperatures (Figure 5.1b); (3) increases in 
discharge from large cold-region watersheds (Figure 5.1c); (4) projected decreases in 
permafrost coverage (Figure 5.1e); and (5) projected increases in projected runoff (Figure 5.1f). 
These environmental changes will continue to alter the distribution of seasonally and 
perennially (i.e. permafrost) frozen ground, with projected future impacts on water and 
nutrient cycling (e.g. IPCC,2019). This chapter will highlight future research directions 





Figure 5.1 - Schematic of important land surface components influenced by the Arctic terrestrial 
cryosphere: permafrost (1); ground ice (2); river discharge (3); abrupt thaw (4); surface water 
(5); fire (6); tundra (7); shrubs (8); boreal forest (9); lake ice (10); seasonal snow (11). Time 
series of snow cover extent anomalies in June (relative to 1981–2010 climatology) from 5 
products (a); permafrost temperature change normalized to a baseline period, Region A: 
Continuous to discontinuous permafrost in Scandanavia, Svalbard, and Russia/Siberia, Region B: 
Cold continuous permafrost in northern Alaska, Northwest Territories, and NE Siberia, Region C: 
Cold continuous permafrost in Eastern and High Arctic Canada, Region D: Discontinuous 
permafrost in Interior Alaska and Northwest Canada (b), and runoff from northern flowing 
watersheds normalized to a baseline period (1981–2010), multi-station average (± 1 standard 
deviation) (c). Coupled Model Intercomparison Project Phase 5 (CMIP5) multi-model average (± 
1 standard deviation) projections for different Representative Concentration Pathway (RCP) 
scenarios for June snow cover extent change (d), area change of near-surface permafrost (e), 
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and runoff change to the Arctic Ocean (f). Figure and caption from IPCC (2019), 
https://www.ipcc.ch/srocc/chapter/chapter-3-2/ 
5.1 Future research directions in Arctic and boreal wetlands 
In Arctic and boreal wetlands, frozen-river ice creates large ice jams during spring thaw 
events (e.g. Prowse et al., 2010; Jepsen et al., 2016). These ice jams can result in the 
propagation of large open-water flooding events, with the potential to recharge lakes reliant on 
floods for sustaining lake volume (e.g. Prowse et al., 2002). Previous work has identified 
projected increases in mean annual river discharge from large pan-Arctic river basins (Figure 
5.1c; IPCC, 2019), as well as increases in runoff during spring snowmelt (Figure 5.1f; IPCC, 2019) 
that may lead to increased ice-jam flooding magnitude. However, multiple variables control ice-
jam flooding, and in current literature, future ice-jam flooding frequency and intensity trends 
present a significant gap in scientific knowledge (IPCC, 2019). It has been noted that climate 
warming may alter river-ice break-up timing by leading to less severe break-up events occurring 
earlier in the year (e.g. Shiklomanov and Lammers, 2014, Smith 2000). Yet, other studies 
suggest that additional factors including increasing mean annual air temperatures, changes in 
snow distribution and phase, may increase the frequency of mid-winter break-ups and 
complicate future ice-jam flooding predictions (e.g. Prowse and Beltaos, 2002; Cooley and 
Pavelsky, 2016). 
Previous work conducted in Chapter 2 of this dissertation highlights the need to address 
these knowledge gaps. Ice-jam flooding provides the primary hydrologic input other than 
precipitation to ~66% of the lakes within the Yukon Flats (Rey et al., 2019). Consequently, 
future trends in stream discharge and ice-jam flooding have the potential to disproportionately 
affect surface-water distribution within the Yukon Flats of Alaska. Due to the remote nature of 
Arctic and boreal wetlands, recent advances in high-resolution remote sensing observations 
(e.g. Cooley et al., 2017; Kyzviat et al., 2019), and large-scale hydrology models likely represent 




5.2 Future research directions in Arctic and boreal uplands 
Observed permafrost temperature anomalies (Figure 5.1b; IPCC, 2019) are driving 
observed and projected decreases in permafrost coverage (Figure 5.1e; IPCC, 2019). Continued 
permafrost table decline has led to increased research interest in supra-permafrost thaw 
features (e.g. Lamontagne‐Hallé et al, 2018, Connon et al., 2018, Walvoord et al., 2019). These 
supra-permafrost thaw features, or terrestrial taliks are unassociated with surface-water 
features and have been projected to increase in ubiquity across the pan-Arctic (Delisle, 2007; 
Zhang et al., 2008; Parazoo et al., 2018). Recent studies projected early increases in talik 
development to be focused in warm, discontinuous permafrost regions (Figure 5.2a-b; Parazoo 
et al., 2018). However, Chapter 3 of this dissertation found rapid talik formation in a 
comparatively cold continuous permafrost region of boreal Alaska. 
 
Figure 5.2 – Decade of projected talik formation and correlation to initial state of simulated 
permafrost temperature and observed permafrost extent. (a) Time series and (b) map of the 
simulated decade of talik formation are estimated from CLM4.5 as the first decade when the 
mean temperature of a soil layer exceeds a freeze–thaw threshold of −0.5 ∘C in every month. 
Additional colors in panel (a) represent progression of talik onset for different freeze–thaw 
thresholds. Figure and caption from Parazoo et al. (2018). 
Chapter 3 of this dissertation highlights discrepancies between current predictions of 
talik ubiquity and observations of talik features in cold terrestrial hillslopes. Previous work has 
highlighted the ability of talik features, like the one observed in Chapter 3 of this dissertation, 
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to export dissolved carbon and mercury to rivers and streams, or increase cold-season soil 
respiration, which has recently been shown to be a significant component of the Alaskan 
carbon budget (e.g. Walvoord et al., 2019; Natali et al., 2019). Consequently, further field 
studies are needed to understand both the ubiquity and connectivity of these terrestrial talik 
features. Despite observations of increasing baseflow from large Eurasian and North American 
river systems, our current understanding of unfrozen source zones likely contributing to 
increasing winter baseflow is extremely limited. A lack of spatially distributed high-resolution 
observations of permafrost temperature and streamflow has led to a critical knowledge gap in 
how subsurface connectivity is evolving across the pan-Arctic, particularly during winter 
months. 
5.3 Future research directions in Alpine headwater streams 
Alpine watersheds experience a large quantity of precipitation that falls as snow during 
winter months (e.g. Barnett et al., 2006). Snowmelt in the spring provides a large portion of 
water to downstream communities reliant on this snowpack for meeting their freshwater needs 
(e.g. Viviroli et al., 2007). Consequently, as mean annual air temperatures continue to rise, a 
large body of literature has been focused on how climate change will impact the distribution, 
timing, and phase of winter precipitation in warming snow-dominated alpine watersheds (e.g. 
Stewart et al., 2005; Lapp et al., 2005; Knowles et al., 2006; Harpold et al., 2012). Snow 
insulates alpine soils, and consequently, controls the formation of seasonally frozen ground. 
Seasonally frozen ground can decrease the permeability of the subsurface and alter the 
infiltration capacity of soils during snowmelt, yet this process has only recently gained 
recognition (Evans et al., 2018). Chapter 4 of this dissertation focused on how seasonally frozen 
ground portioned snowmelt in a warming snow-dominated alpine watershed at Niwot Ridge 




Figure 5.3 – Schematic diagram illustrating the paths snowmelt may take in an alpine watershed 
depicted in early summer (a) under current climate conditions and (b) in a warmer future. Not 
drawn to scale. ET, evapotranspiration. Interflow is not shown. Figure and caption taken from 
Evans et al. (2018). 
Results from Chapter 4 present validating field evidence of previous numerical modeling 
simulations conducted by Evans et al. (2018). Our field observations show that frozen ground 
depth and varying pore-ice content did not influence shallow snowmelt infiltration at Niwot 
Ridge. Instead, areas with thicker frozen soils inhibited deep infiltration and created a temporal 
lag between initial spikes in streamflow when snowmelt was portioned as shallow interflow and 
snowmelt being partitioned to deeper groundwater flow paths. This temporal lag represents a 
time when snowmelt is partitioned to the shallow subsurface, creating an opportunity for this 
water to evaporate and be transpired by plants. As a result, snowmelt being partitioned 
between shallow interflow and deeper groundwater flow paths may alter the amount of 
snowmelt that is available for use by downstream communities. 
Currently, future projections of frozen ground coverage and depth are inconsistent (e.g. 
Groffman et al., 2001; Saito et al., 2007). Competing variables like temperature and 
precipitation make it difficult to elucidate what physical processes will have a dominant effect 
on future frozen ground formation (Brooks et al., 2011). Consequently, future research 
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opportunities exist in warming snow-dominated alpine watersheds related to the coupling 
frozen ground distribution and snow cover, timing, and phase. Additionally, more high-
resolution field observations such as those from Chapter 4 are needed to understand the role 
of soil physical properties and slope aspect on temporal lags between shallow and deep 
infiltration, as well as studies that quantify water lost through evapotranspiration during this 
period, to see if it an important aspect of the hydrologic cycle in snow-dominated alpine 
watersheds. 
While no biogeochemical data were available in this study, field observations show that 
dry alpine hillslopes whose net nitrification rates are generally limited by soil moisture (Chen et 
al., 2020) may be connected to the Saddle stream during snowmelt. Consequently, snowmelt 
may provide a brief window when these hillslopes could have higher rates of nitrification, 
resulting in advective transport of mobile forms of nitrogen to the Saddle stream, or gaseous 
losses of nitrogen to the atmosphere. This period of high soil moisture in dry hillslopes during 
snowmelt represents an opportunity for coupled hydrologic and biogeochemical data collection 






DATA ARCHIVE AND DATA PROCESSING INFORMATION FOR CHAPTER 2  
It should be noted that all archived models and data included on Sciencebase have 
associated metadata data and have been internally reviewed by an independent reviewer and 
then by Sciencebase staff for clarity and completeness. 
A.1 AEM 2010 survey  
All raw and inverted AEM data for the 2010 survey, as well as an open source USGS 
publication discussing all data processing and previous publications, can be found here: 
https://pubs.usgs.gov/of/2011/1304/ 
A.2 AEM 2016 survey 
All raw and inverted AEM data for the 2016 survey, as well as flight line shapefiles and 
metadata describing the inversion and raw data collection procedures, can be here: 
https://doi.org/10.5066/F7QC01P9 
A.3 Landsat scenes and processing 
Detailed explanation of the extraction of lake surface-area extents, as well as dates for 
all Landsat photographs, can be found here: https://doi.org/10.1080/01431161.2011.643507. 
The dataset from Rover, J., Ji, L., Wylie, B. K., & Tieszen, L. L. (2012). Establishing water 
body areal extent trends in interior Alaska from multi-temporal Landsat data. Remote Sensing 
Letters, 3(7), 595-604 was used in this analysis. Specifically, the Landsat scenes, dates, and 
processing methods are identical. 
All Landsat data is publicly available from the USGS and may be found and downloaded 
here: https://earthexplorer.usgs.gov/. 
A.4 Clustering algorithm and input data 
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The Python clustering algorithm used to analyze lake surface-area extents has been 
included as a digital file associated with this thesis under the name 
Correlation_clustering_ERL.py and a csv file of lake surface-area extents used in the clustering 
algorithm has been included as tSeries_YF.csv. These two files have been uploaded separately 






DATA ARCHIVE AND DATA PROCESSING INFORMATION FOR CHAPTER 3  
It should be noted that all archived models and data included on Sciencebase have 
associated metadata data and have been internally reviewed by an independent reviewer and 
then by Sciencebase staff for clarity and completeness. 
B.1 – Permafrost characterization field data from 2016-2017 
Raw and processed September 2016 and May 2017 NMR data, 2016 ERT data, and 
permafrost soil measurements, as well as metadata associated with data collection parameters 
and geographic location, can be found here: https:// doi:10.5066/P99PTGP4 
B.2 – Permafrost characterization field data from 2018-2019 
Raw and processed June 2018 and April 2019 NMR data as well as April 2019 GPR data, 
and metadata associated with data collection parameters and geographic location, can be 
found here: https://doi.org/10.5066/P977NU4B 
B.3 Model archive for all SUTRA-ICE files and simulations can be found here 
All model input files, and model descriptions for SUTRA-ICE simulations can be found 
here: https://doi.org/10.5066/P9XGMK17 
B.4 Nuclear Magnetic Resonance (NMR) information. 
NMR data were acquired with a Dart down-borehole tool (Vista Clara, Inc., Mukilteo, 
Washington). The Dart measures water content in a ~1–2 mm cylindrical shell of soil ~ 15 cm in 
diameter extending vertically ~23 cm from the center of the Dart tool. The Dart uses two Carr-
Purcell-Meiboom-Gill (CPMG) pulses, specifically, a 3 second record and an 0.8 second record. 
Both recording intervals are combined to reduce data noise within the first 0.8 seconds of the 
decay. Data were recorded at two frequencies to further improve the signal-to-noise ratio of 
the measurements. Recorded time series data consist of NMR signal decays (T2 decay), that can 
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be represented as a multiexponential decay with multiple time constants that represent T2 
values. Time-series data are recorded as voltages by the Dart tool and subsequently normalized 
by a calibration factor set by the manufacturer. Final normalized data are given as a time series 
of percent water content (Meiboom and Gill, 1958).  
Table B.1 - Parameter values Nuclear Magnetic Resonance (NMR) surveys 
General parameters Value 
Measurement interval 12.5 cm 
Recording intervals 3 seconds, 0.8 seconds 
Stacks 374, >200 
Pulse lengths 0.06 ms with an interpulse delay of 
0.8 ms 
Recording frequencies 426,270 Hz and 478,271 Hz 
Figure B.1 - NMR T2 distribution, VWC by pore fraction, and VWC for 6/18, borehole WFD1. 
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Figure B.2 - NMR T2 distribution, VWC by pore fraction, and VWC for 6/18, borehole WFD2. 
Figure B3. NMR T2 distribution, VWC by pore fraction, and total VWC for 6/18, borehole WFD3. 
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Figure B.4 - NMR T2 distribution, VWC by pore fraction, and VWC for 6/18, borehole WFD4. 
Figure B.5 - NMR T2 distribution, VWC by pore fraction, and VWC for 4/19, borehole WFD1. 
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Figure B.6 - NMR T2 distribution, VWC by pore fraction, and VWC for 4/19, borehole WFD2. 
 
103 
Figure B.7 - NMR T2 distribution, VWC by pore fraction, and VWC for 4/19, borehole WFD3. 
Figure B.8 - NMR T2 distribution, VWC by pore fraction, and VWC for 4/19, borehole WFD4. 
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B.5 Ground Penetrating Radar (GPR) information. 
All data were collected with a Sensors and Software Pulse EKKO Pro unit, using a DVL 
controller and high voltage (1000V) tramsmitter. Traces were collected manually using a 100-m 
tape for antenna spacing and step size consistency. Trace locations were subsequently collected 
with an EoS Arrow DGPS unit. Snow depth was collected at every 4th trace and used to correct 
for true topography. Antennas were oriented orthogonal to the profile direction for both the 
common offset and central midpoint surveys. Common-offset surveys had 0.25-m spacing 
between traces, and an antenna separation of 1m. A common midpoint survey (CMP) was 
conducted using an initial offset of 1m with 0.1-m step sizes moving outwards. Four common-
offset surveys were collected (Chapter 3, Figure 1b), as well as one CMP. The CMP was located 
on line 2, the second most southern GPR line near the WFD (Chapter 3, Figure 1b). We applied 
the following processing flow to each collected GPR dataset: (1) time-zero correction to adjust 
all traces to a common time-zero position at the first break of each trace; (2) temporal 
“dewow” filtering to remove the low frequency DC component (i.e. inductive component) from 
each trace in the GPR image; (3) SEC time gain amplitude correction accounting for late-time 
attenuation of the radar signal; (4) Ormsby bandpass filtering to remove low-frequency 
transient and high-frequency random noise; and (5) topographic correction based on CMP- 
derived velocities. 
Table B.2 - Parameter values for common offset and central midpoint surveys (CMP) 
General parameter Common Offset Value 
Antenna central frequency 100 mHz 
Transmitter voltage 1000 V 
Antenna spacing 100 cm 
Antenna step size 25 cm 




Table B.2 continued - Parameter values for common offset and central midpoint surveys (CMP) 
Sampling interval 800 ns 
Trace stacks 64 
General parameter CMP Value 
Antenna central frequency 100 mHz 
Transmitter voltage 1000 V 
Initial antenna spacing 100 cm 
Antenna step size 10 cm 
Time Window 420 ns 
Sampling interval 800 ns 
Trace stacks 64 
 
B.6 SUTRA-ICE model simulations supporting information. 
A suite of model simulations was run using SUTRA-ICE. Models were designed to be 1D 
unsaturated models driven by thermal conduction. Consequently, permeability was set very 
low to ensure no advection was possible within the model domain. The SUTRA model was 
discretized at 1m in the lateral direction (x), it was a 1D model so there was only two nodes in 
the x-direction, on the left and one on the right boundary (Figure B1). Model vertical resolution 
(z) decreased with depth. Specifically, the vertical element resolution in the upper 0-15m 
depths are 5cm, 10cm from 15m-20m depths, 1m from 20m-30m depths, and 2m from 30m -
100m depths. Model discretization, including boundary conditions and initial conditions for 
final model simulations and dynamic model spin-up, are included in Figure B1 below. Time 
varying temperature functions are sinusoidal with a specified amplitude, summer N-factor, 
winter N-factor, and mean annual air temperature. The model was spun up for 5000 years with 
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a constant temperature at the top and bottom of the model that was meant to capture an 
average mean annual ground surface temperature of the field site and a geothermal gradient of 
2.5oC per 100m. Pressure and temperature distributions from the spin-up model were used to 
populate a new “unburned” model. An N-factor approximation (Lunardini 1978) was used to 
account for variability in the surface-energy balance that leads to differences between mean 
annual air temperatures and mean annual ground- surface temperatures in boreal forests 
(Jorgenson et al., 2010; Fisher et al., 2016); N-factors range between 0 and 1 where larger 
values indicate smaller variations between air and ground-surface temperatures and smaller 
values indicate a higher degree of thermal buffering. N-factors are locally variable and may 
differ between sites based on variations in surface-energy factors such as snow, vegetation 
cover, or aspect. Different N-factors for winter and summer were used due to the strong 
thermal influence of seasonal snow cover at WFD. 
Table B.3 - SUTRA-ICE model simulation thermal and hydrologic parameters 
General parameter Value Reference/Notes 
Ice specific heat (J kg-1) 2,108 McKenzie and Voss, 2013; Wellman 
et al., 2013 
Liquid water specific heat (J kg-
1) 
4,182 McKenzie and Voss, 2013; Wellman 
et al., 2013 
Ice thermal conductivity (Js-1 m-
1 °C-1) 
2.14 French, 2007 
Liquid water thermal 
conductivity (Js-1 m-1 °C-1) 
0.6 French, 2007 
Ice Density (kg m-3) 920 McKenzie and Voss, 2013; Wellman 





Table B.3 continued - SUTRA-ICE model simulation thermal and hydrologic parameters 
Liquid water density at 20 OC 
(kg m-3) 
1000 McKenzie and Voss, 2013; Wellman 
et al., 2013 
Latent heat of fusion (J kg-1) 334,000 Walvoord et al., 2019; Wellman et 
al., 2013 
Freezing function linear McKenzie and Voss, 2013 
Minimum liquid water 
saturation 
0.1 Kurylyk et al., 2016 
Temperature at which 
minimum liquid water 
saturation occurs (oC) 
-1 Wellman et al., 2013 
Relative permeability function linear McKenzie and Voss 2013 
Liquid saturation at which 
minimum relative permeability 
occurs 
0.1 Kurylyk et al., 2016 
Minimum relative permeability 10-99 It should be noted that to build a 
model based exclusively on 
thermal conduction permeability 
values were set low enough to 
prohibit advection. 
Model discretization Value Reference/Notes 
Horizontal distance, x, (m) 1  
Vertical distance, z, (m) 100  
Slope () 0  
 
108 
Table B.3 continued - SUTRA-ICE model simulation thermal and hydrologic parameters 
Horizontal node spacing (m) 0 Only one horizontal node given the 
1D model formulation 
Vertical node spacing (m) 25-200cm Vertical node spacing was variable 
(Figure S3): 0-15m depths are 5cm, 
10cm from 15m-20m depths, 1m 
from 20m-30m depths, and 2m 
from 30m -100m depths 
Timestep (yr) 9.615384675E-3 Time step chosen to minimize leap 
year influence over long 
simulations 
Solver for pressure solution Direct Banded Gaussian elimination 
Solver for temperature solution Direct Banded Gaussian elimination 
Organic soil thermal and 
hydraulic properties 
Value Reference/Notes 
Solid grain specific heat (J kg-1 
oC-1) 
1880 Walvoord et al., 2019 
Solid grain thermal conductivity 
(J s-1 m-1 oC-1) 
0.25 Beringer et al., 2001; Kurylyk et al., 
2016 
Porosity 0.8 Hinzman et al., 1991 
Permeability, k, (m2) 10-99 Permeability low to force 
conduction only 1D model 
Anisotropy (kx,ky) 1 No anisotropy 
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Table B.3 continued - SUTRA-ICE model simulation thermal and hydrologic parameters 
Mineral soil thermal and 
hydraulic properties 
Value Reference/Notes 
Solid grain specific heat (J kg-1 
oC-1) 
1002 Based on bulk values from Ebel et 
al., 2019 
Solid grain thermal conductivity 
(J s-1 m-1 oC-1) 
4.2 Based on bulk values from Ebel et 
al., 2019 
Porosity 0.64 Ebel et al., 2019 
Permeability, k, (m2) 10-99 Permeability low to force 
conduction only 1D model 
Anisotropy (kx,ky) 1 No anisotropy 
Burned model simulation 
variables 
Value Reference/Notes 
“Warm” initial conditions uF 0.6 Unfrozen n-factor representing 
summer thermal buffering for 
unburned model used to populated 
burned model initial conditions 
“Warm” initial conditions nF 0.2 Frozen n-factor representing 
winter thermal buffering for 
unburned model used to populated 
burned model initial conditions 
“Intermediate” initial 
conditions uF 
0.5 Unfrozen n-factor representing 
summer thermal buffering for 
unburned model used to populated 
burned model initial conditions 
 
110 
Table B.3 continued - SUTRA-ICE model simulation thermal and hydrologic parameters 
“Intermediate” initial 
conditions nF 
0.35 Frozen n-factor representing 
winter thermal buffering for 
unburned model used to populated 
burned model initial conditions 
“Cold” initial conditions uF 0.6 Unfrozen n-factor representing 
summer thermal buffering for 
unburned model used to populated 
burned model initial conditions 
“Cold” initial conditions nF 0.4 Frozen n-factor representing 
winter thermal buffering for 
unburned model used to populated 
burned model initial conditions 
Organic layer thickness (m) 0.05 Reduced from fire 
Simulation duration (yrs) 30 15 years longer than time since fire 
Initial Pressure conditions  Imported from “unburned” models 
Initial temperature conditions  Imported from “unburned” models 
Unburned model simulation 
variables 
Value Reference/Notes 
Organic layer thickness (m) 0.25  
Simulation duration (yrs) 55  
Initial Pressure conditions  Imported from “spin-up” model 




Figure B.1 - SUTRA-ICE model discretization for starting model spin-up, unburned model B, and 
burned model A. Initial conditions are shown in red, while boundary conditions are shown in 
yellow. 
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DATA ARCHIVE AND DATA PROCESSING INFORMATION FOR CHAPTER 4 
It should be noted that all archived models and data included on Sciencebase have 
associated metadata data and have been internally reviewed by an independent reviewer and 
then by Sciencebase staff for clarity and completeness. 
C.1 Electrical Resistivity Surveys, Soil Temperature, and Volumetric Water Content data from 
2018-2019 
All raw and inverted ERT data, soil temperature, soil VWC, and snow depth data can be 
found here: https://doi:10.5066/P9M6CJKV 
C.2 GIPL Soil Thermal Models 
All input files and results files for GIPL soil thermal models can be in the same release as 
field data: https://doi:10.5066/P9M6CJKV. 
Explanation of the GIPL soil thermal model inputs, publications examples, and links to 
the source code can be found here: https://csdms.colorado.edu/wiki/Model:GIPL. 
C.3 Niwot Ridge LTER Data Repository 
Forcing data from D1 and Saddle meteorological data can be found here: 
https://nwt.lternet.edu/data-catalog. This catalog is continually updated and contains a 







GETTING STARTED WITH CRYOHYDROLOGIC MODELS: A 
GUIDE FOR FUTURE STUDENTS 
This appendix will provide some best practices for getting started with a hydrologic model that 
accounts from freeze-thaw processes. We will review special considerations for parameterizing 
cold-region models. 
D.1 Saturated or Unsaturated? 
Cold-regions often have nearly saturated conditions in the shallow subsurface during 
much of the year. Soils are saturated due to the permafrost table being a shallow impermeable 
barrier that prohibits deeper infiltration. Consequently, many cryohydrologic simulations are 
run under saturated conditions as an approximation to simplify model inputs and minimize 
computational expense. Start with saturated models unless you have a reason to believe it will 
not capture system dynamics. For example, ice and air have significantly different thermal 
properties, so in cold-region environments with dry soils the choice between a saturated or 
unsaturated model may have a significant impact on results. If in doubt, make a simple model 
for both and compare results before adding in more model complexity. If results are not 
significantly different, a saturated model will enable faster model runs that may be useful when 
attempting to do parameter sensitivity analysis or model calibration with an inverse code such 
as PEST. 
D.2 1D, 2D, or 3D Model? 
When building a cryohydrologic model you will need to decide how best to represent 
the system you want to model. The first primary question should be how important you believe 
advection to be in the system you want to model. Some Arctic soils have low hydrologic 
conductivity values making a 1D model driven by conduction a reasonable approximation. 2D 
hillslope models are also common, particularly in environments where advection is an 
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important subsurface component. 3D models are uncommon at this time, particularly for 
unsaturated conditions due to the high computational expense, and complicated boundary 
conditions. 
D.3 Representing soil thermal properties 
Two primary soil thermal properties are going to be needed to represent subsurface 
heat transport in cryohydrologic models. These include soil thermal conductivity (often denoted 
as k, do not confuse with permeability) and soil thermal heat capacity (often denoted as C). Soil 
thermal conductivity is a measure of how well the soil conducts heat, while soil thermal heat 
capacity is a measure of how much energy is required to raise the soil temperature 1 degree 
(can be in units of Celsius or Kelvin). It should be noted that most models want these properties 
for soil solids; therefore, bulk values in previous literature, often measured from laboratory 
studies, will need to be adjusted. Specifically, bulk thermal conductivity and bulk thermal heat 
capacity values measure in a laboratory incorporate the air and or water in the pore space. 
Most cryohydrologic models have a defined thermal heat capacity and thermal conductivity for 
air, water, and soil solids, and the bulk value will be calculated by the model based on the set 
soil porosity and current portion of soil pore space occupied by water or air. I have provided 
information on how to calculate these values from bulk values often reported in literature. One 
thing to note is below is that soil thermal conductivity is calculated as a product, and soil 
thermal heat capacity is calculated as a sum, so errors in soil thermal heat capacity will be more 
pronounced in model simulations. Common values for many other soil thermal constants can 
be found in Appendix B Table B3 that provides values used in SUTRA-ICE simulations for 
Chapter 3. 
D.3.1 Calculating soil thermal conductivity from bulk values 
1. Based on estimates of soil texture, decide on percent sand, percent silt, and 
percent clay. Quartz and consequently sand has a much higher thermal 
conductivity than silt or clay, which can be treated similarly. Common values are 
included in the table below, and derived from Beringer et al., 2001.  
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Table D.1 – Commonly used thermal conductivity values for calculating soil thermal 





Sand 8.8 This is the thermal conductivity for quartz. 
Silt / 
Clay 
2.92 From Beringer et al., 2001, similar across other published 
studies. 
Air 0.025 From Beringer et al., 2001, similar across other published 
studies. 
Water 0.6 From Beringer et al., 2001, similar across other published 
studies. 
Ice 2.1 From Beringer et al., 2001, similar across other published 
studies. 
Peat 0.25 Often used as value for organic material mixed into soils, this 
is important since it is an order of magnitude lower than soil 
thermal conductivity values. 
 
2. Calculate the thermal conductivity of soil solids as a volume fraction of % sand, % 
silt, and % clay using Equation D1: 𝑘𝑆𝑜𝑖𝑙𝑆𝑜𝑖𝑙𝑑𝑠 =  (𝑘𝑠𝑎𝑛𝑑 ∗ % 𝑠𝑎𝑛𝑑) + (𝑘𝑠𝑖𝑙𝑡,𝑐𝑙𝑎𝑦 ∗ (% 𝑠𝑖𝑙𝑡 + % 𝑐𝑙𝑎𝑦))% 𝑠𝑎𝑛𝑑+% 𝑠𝑖𝑙𝑡+% 𝑐𝑙𝑎𝑦   (Equation D1) 
where ksand and ksilt,clay represent the thermal conductivity of sand, and silt or 
clay in W/mK. 
3. Account for the percentage of organic matter (% organics) contained within the 
soil. Published or calculated loss on ignition values (LOI can be used for % 
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organics) may be useful. This % organics value can be omitted or estimated if no 
values are available for similar soils. It should be noted that due to 
cryoturbation, values of organic material may be higher than expected for Arctic 
and boreal soils. 𝑘𝑆𝑜𝑖𝑙𝑆𝑜𝑖𝑙𝑑𝑠  = ((1 − % 𝑜𝑟𝑔𝑎𝑛𝑖𝑐𝑠) * 𝑘𝑆𝑜𝑖𝑙𝑆𝑜𝑖𝑙𝑑𝑠)+ (𝑘𝑆𝑜𝑖𝑙𝑆𝑜𝑖𝑙𝑑𝑠 ∗ % 𝑜𝑟𝑔𝑎𝑛𝑖𝑐𝑠) (Equation D2) 
4. If bulk values of thermal conductivity from previous studies are available, you 
can compare your values soil solid thermal conductivity to these studies by 
accounting for the bulk fraction of soil solids (calculated from equations D1, D2), 
air, and water. Often, measurements of bulk thermal conductivity will be 
conducted under dry, or and or saturated conditions; therefore, only porosity 
will be needed to know the volume fraction of air or water. Equation D3 is given 
for saturated soils; if dry bulk values are given, use kair instead of kwater. In 
equation D3, porosity is given as a volume fraction (i.e. between 0 - 1). 𝑘𝑏𝑢𝑙𝑘  = ( 𝑘𝑆𝑜𝑖𝑙𝑆𝑜𝑖𝑙𝑑𝑠 ^ (1 − 𝑝𝑜𝑟𝑜𝑠𝑖𝑡𝑦))∗ ( 𝑘𝑤𝑎𝑡𝑒𝑟 ^ (𝑝𝑜𝑟𝑜𝑠𝑖𝑡𝑦)) (Equation D3) 
D.3.2 Calculating soil thermal heat capacity from bulk values 
1. Based on estimates of soil texture, decide on percent sand, percent silt, and 
percent clay. Common values are included in the table below, and derived from 
Beringer et al., 2001.  
Table D.2 – Commonly used thermal conductivity values for calculating soil heat capacity 
property in cryohydrologic models. 
Material Thermal heat 
capacity (J/kg C) 
Comments 
Sand 800 This is the thermal conductivity for quartz. 
   
Table D.2 continued – Commonly used thermal conductivity values for calculating soil heat 





900 From Beringer et al., 2001, similar across other published 
studies. 
Air 1000 From Beringer et al., 2001, similar across other published 
studies. 
Water 4,182 From Beringer et al., 2001, similar across other published 
studies. 
Ice 2,108 From Beringer et al., 2001, similar across other published 
studies. 
Peat 1920 Often used as value for organic material mixed into soils, this is 
important since it is an order of magnitude lower than soil 
thermal conductivity values. 
 
2. Calculate the thermal heat capacity of soil solids as a volume fraction of % sand, 
% silt, and % clay using Equation D4:  𝐶𝑆𝑜𝑖𝑙𝑆𝑜𝑖𝑙𝑑𝑠  = ( 𝐶𝑆𝑎𝑛𝑑 ∗ % 𝑠𝑎𝑛𝑑 ) + ( 𝐶𝑠𝑖𝑙𝑡,𝑐𝑙𝑎𝑦  ∗ (% 𝑠𝑖𝑙𝑡 + % 𝑐𝑙𝑎𝑦)) (Equation D4) 
where Csand and Csilt,clay represent the thermal conductivity of sand, and silt or 
clay in J/kg C. 
3. Account for the percentage of organic matter (% organics) contained within the 
soil. Loss on ignition values can be substituted for % organics parameter. 𝐶𝑆𝑜𝑖𝑙𝑆𝑜𝑖𝑙𝑑𝑠  = ((1 − % 𝑜𝑟𝑔𝑎𝑛𝑖𝑐𝑠) * 𝐶𝑆𝑜𝑖𝑙𝑆𝑜𝑖𝑙𝑑𝑠)+ (𝐶𝑆𝑜𝑖𝑙𝑆𝑜𝑖𝑙𝑑𝑠 ∗ % 𝑜𝑟𝑔𝑎𝑛𝑖𝑐𝑠) (Equation D5) 
4. If bulk values thermal heat capacity from previous studies are available, compare 
your values to these studies by accounting for the bulk fraction of soil solids 
(calculated from equations D1, D2), air, and water. Often, measurements of bulk 
thermal heat capacity will be conducted under dry, or and or saturated 
conditions; therefore, only porosity will be needed to know the volume fraction 
of air or water. Equation D5 is given for saturated soils; if dry bulk values are 
 
119 
given, use Cair instead of Cwater. In equation D5 porosity is given as a volume 
fraction (i.e. between 0 - 1). 𝐶𝑏𝑢𝑙𝑘 = ( 𝐶𝑆𝑜𝑖𝑙𝑆𝑜𝑖𝑙𝑑𝑠 ^ (1 − 𝑝𝑜𝑟𝑜𝑠𝑖𝑡𝑦))∗ ( 𝐶𝑤𝑎𝑡𝑒𝑟 ^ (𝑝𝑜𝑟𝑜𝑠𝑖𝑡𝑦)) (Equation D6) 
D.4 Representing soil freezing functions 
Soil freezing functions describe the mathematical relationship between liquid water 
saturation and temperature for cryohydrologic models. These functions are bounded by the 
porosity of the soil (maximum possible liquid water saturation) and the minimum liquid water 
saturation, which is the residual amount of liquid water retained in frozen soils at low 
temperatures. Cryohydrologic models will often have you define the temperature at which the 
minimum liquid water saturation occurs. It should be noted that capillary forces in fine grained 
soils can lead to larger liquid water contents at lower temperatures. Specifically, soil freezing 
can be thought of like soil drying in unsaturated soils, where large pores freeze first. Therefore, 
soil freezing curves for fine grained vs. coarse grained soils mimic behavior of soil water 
retention curves for fine vs. coarse grained soils. Common soil freezing functions are linear, or 
exponential functions. This function describes the shape of the freezing curve as it approaches 
the temperature defined by the modeler where the minimum residual liquid water saturation 
occurs (Figure D1). 
In addition to relationships between soil temperature and liquid water saturation, 
cryohydrologic models need the relationship between permeability and liquid water saturation. 
This is a measure of how permeability decreases with increasing ice content. Just like freezing 
functions, this is described by a linear, exponential, or power-law function bounded at the 
lower temperatures by a value that represents the minimum relative permeability, and the 





Figure D.1 - Linear vs. exponential refreezing functions. In the linear function we can see that 
the temperature at which, residual liquid water saturation occurs was set to ~-1.3 degrees 
Celsius. You often cannot place a lower bound on the exponential freezing functions; therefore, 
it is best to plot these functions with different coefficients to attain the desired temperature at 
which the soils reach a residual liquid water saturation. 
D.5 Selecting boundary conditions, initial conditions, and model spin-up 
Cryohydrologic models account for water flow and heat transport; consequently, they 
need both hydrologic and thermal boundary conditions to be defined in the model. These will 
be different for 1D and 2D models. Top and bottom thermal boundaries conditions are normally 
attained as follows. Bottom thermal boundary conditions should be far below the ground 
surface in order to minimize the impact of the lower boundary condition on shallow areas of 
interest. Lower boundary conditions can be either a constant temperature, or an energy flux. 
Either way, the values are selected to represent the geothermal energy gradient. For example, 
in a 1D model that is 100m deep, if the mean annual ground surface temperatures are 1 degree 
C, and the geothermal gradient is ~2.5 degrees C per 100 m, then the bottom boundary 
condition could be set to a constant temperature of 3.5 degrees C. 
Top thermal boundary conditions are set to represent mean annual air temperatures. 
Consequently, it is common to represent these as a sine wave that reaches a minimum value in 
the winter and maximum in the summer. The amplitude of this sine wave can be altered to fit 
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previously published or observed minimum and maximum annual air temperatures. 
Additionally, the sine wave can be shifted and the frequency adjusted to reach minimum and 
maximum air mean annual air temperatures at the correct months of the season. For a 1D 
model, thermal boundary conditions of the sides of the model often are represent a closed 
boundary across which no energy flux is allowed. An example of a 1D model parameterization 
with boundary conditions as described above can be found in Figure B1. For a 2D model, flux is 
often allowed across the left and right model boundaries, representing advective heat flux from 
subsurface flow. 
Hydrologic boundary conditions are similar to other hydrologic models. There can be 
recharge from the top boundary conditions, specified fluxes on the left and right boundary 
conditions, or areas where the head or pressure is fixed. An example can be found in Walvoord 
et al., 2019 of a cold terrestrial hillslope with a river boundary condition. In this model, an 
angled hillslope drains to a stream on the left side of the model where the pressure is fixed at 
zero, or atmospheric conditions. More information on model geometry and boundary 
conditions can be found in the supplemental materials of Walvoord et al., 2019. 
In addition to boundary conditions, cryohydrologic models need initial conditions. For 
example, in a 1D model one may start with all soil at a specific pressure and temperature, run 
the model for a set period of time, and then use the derived temperature and pressure 
distributions—which will be a function of your defined boundary conditions—to populate a 
new model. So if one wanted to create a 1D model of an Alaskan soil, one would provide a 
realistic top and bottom thermal boundary condition, give the model an initial block of soil 
frozen at some temperature, and after a set period of time an active-layer or unfrozen zone will 
develop. The period of time to run the model is not uniform across all models. Instead, the best 
practice is to look at when your model reaches equilibrium. For a 1D cryhydrologic model, this 
may mean plotting pressure and temperature through time for various depths and waiting for 
these outputs to converge on a particular value. For 2D models the same principal applies. 
Once an equilibrium is reached, these model outputs can be used to populate the initial 




Figure D.2 - Model geometry and boundary conditions for a 2D hillslope from Walvoord et al. 
(2019). 
restart file and will often automatically be saved as a model output. These restart files can then 
often be imported as initial conditions for a new model. 
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FIELDWORK IN COLD REGIONS: A GUIDE FOR FUTURE STUDENTS 
This appendix will provide some best practices for getting started with collecting field data in 
cold regions. 
E.1 Soil Temperature 
Soil temperature is a fundamental measurement for subsurface cold-region studies. 
Collected soil temperatures can give tell a researcher when the soil is frozen or thawed, be used 
to calibrate cryohydrologic or soil thermal models, and can provide valuable information 
regarding how surface-energy balance factors are buffering subsurface soil temperatures from 
seasonal changes in air temperature. Challenges associated with taking soil temperature 
measurements are two-fold. First, getting the temperature sensors into the subsurface in 
frozen soils is challenging, and second, powering data collection in cold regions with no sun 
requires specific logistical considerations. Digging a soil pit and placing sensors into the side is 
often not logistically possible. Not only is digging though permafrost impossible with a shovel, 
but unfrozen sediments are often so water saturated that it can be difficult to dig a pit without 
it collapsing. Two options exist as a workaround. 
The first option is to use a power auger (aka a “backpack drill”) to drill a hole. When 
using a power auger in cold regions, a proper end bit is fundamental to drilling success. I would 
encourage anyone working in remote cold regions to reach out to local fabricators, who will 
likely have extensive experience???? creating bits to core in local lithologies. Additionally, when 
drilling with a power auger, the potential to get the bit stuck is high. Drill in short segments 
(~20-30 cm), lifting the auger to clear the hole often. If the auger does get stuck, a long 
“cheater bar” of rebar or metal pipe that will fit through where the auger flights connect to the 
power head will help you retrieve the stuck equipment. Once the hole is drilled, attach soil 
sensors that are self-contained (i.e. continually log with their own internal battery; an example 
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would be a Hobo temperature logger) to a rod that will not conduct heat, and to insert that rod 
into the borehole. 
 
Figure E.1 - Using a power auger to drill a borehole. This normally takes two people. 
Next, fill the borehole with sand. The drilled holes should be small in diameter (~5cm) so that 
the soil sensor temperature is not primarily governed by the sand’s thermal properties. The 
purpose of the sand pack is for sensor extraction. When you want to retrieve the sensors, pour 
boiling water down the sand pack; this will thaw out the sensors and facilitate removal. Ensure 
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the sand is well-packed; if it settles, precipitation will fill the top of the hole and freeze solid, 
making extraction time consuming or impossible. The benefit of this method is that self-
contained soil temperature sensors can be left in place and can power themselves even in cold 
regions for long periods of time. Additionally, it is an inexpensive option because you do not a 
need multiple data loggers by having self-contained sensors, so you can spatially distribute the 
sensors without additional hardware. The main drawback is the inability to collect the data 
without removing the sensors completely. 
A better method than the one above, is to have thermocouple wire or a ruggedized soil 
temperature probe with a thin diameter (Figure E2) installed in multiple boreholes of various 
depths. This essentially acts as a set of nested soil temperature boreholes. You can use a long 
drill bit with a much smaller diameter than a power auger; this makes it easier to core to 
greater depths, as well as minimizing the surface soil disturbance (Figure E3). 
 
Figure E.2 - RT1 Soil temperature sensor from Metergroup (metergroup.com) 
Long drill bits can generally be found for relatively cheap, although care must be taken to drill 
straight up and down so temperature are collected from intended depths. Soil temperature 
sensors are then connected to a data logger in a waterproof case that is well insulated. Pelican 
cases with enough space to be fully lined with closed cell foam has prevented batteries from 
freezing during prolonged sub-zero temperatures. However, battery replacement should be 
expected, and measurement frequency needs to be set to a length (~10min – 1hour) that ensures 
batteries will not drain prior to replacement or they run a higher risk of freezing solid. The best 
but most complex option is to build a battery bank with multiple batteries of the desired voltage 
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in parallel, which will maintain a safe voltage for equipment while simultaneously increasing the 
battery Amp-hours. 
 
Figure E.3 - Long drill bit used to install soil temperature sensors. 
E.2 Soil moisture 
Measuring soil moisture in cold regions, particularly those with permafrost, can be very 
challenging. First, soil-moisture sensors that use capacitance methods to attain moisture values 
are unreliable below freezing and thus should not be considered. However, soil moisture 
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sensors that utilize time-domain reflectometry have been used in cold-regions successfully but 
may require lab calibration to field-site soils. An extensive body of literature exists for how best 
to calibrate and use TDR sensors to attain volumetric liquid water content in frozen soils (e.g. 
Boike et al., 1997; Yoshikawa et al., 2004; Yoshikawa et al., 2005). The downside of TDR sensors 
are challenges in installation and expense. Specifically, installation generally requires digging a 
soil pit and placing the sensors in the soil pit wall. This makes deep sensor placement 
challenging, particularly considering the active layer freezes and thaws to variable depths 
yearly. 
E.2 Frost probe measurements and organic layer thickness measurements 
Direct measurements of active layer thickness can be taken with a frost probe. A frost 
probe is a thin metal rod with a handle that in thrust into the ground until rejected by the 
permafrost table. Common frost probe depths are ~245cm, and frost probe measurements are 
often taken at set intervals along ground penetrating radar (GPR) or electrical resistivity 
tomography (ERT) transects to help support permafrost table depth interpretations. 
The organic layer is usually a ~10-25cm thick layer of organic mosses that has a 
important impact on subsurface temperatures. Consequently, when collecting summer ERT or 
GPR data, collecting organic layer thickness measurements every ~5m along each transect can 
help elucidate differences in subsurface conditions at multiple sites or across heterogeneous 
landscapes with burn scars and water tracks. All that is needed is a soil knife and ruler. 
E.4 Geophysical characterization 
As mentioned in the two sections above, installing field sensors in permafrost soils is 
challenging. Fortunately, geophysical methods can be used to supplement a few point-scale 
sensor measurements to attain important information on active layer depth, or the presence of 
taliks across a larger spatial scale. Commonly used methods include for shallow investigations 




During warmer months when the active layer is thawed, higher near-surface soil 
moisture makes ERT a very effective tool for permafrost characterization. High shallow-soil 
moisture decreases the contact resistance between electrodes, and the contrast between the 
thawed active layer and permafrost makes for a strong contrast in resistivity. Consequently, for 
site-scale permafrost characterization, ERT likely provides the best balance between depth of 
investigation and resolution. 
 
Figure E.4 - ERT survey from interior Alaska, with a colorbar in ohm-m. Higher resistivity values 
shown in blue indicate permafrost, while less resistive values in red and yellow indicate the 
thawed active layer. 
During periods of time when the active layer is thawed, the conductive near surface 
makes GPR attenuation strong, so it can only be expected to give depth to permafrost in 
systems where the permafrost table is shallow unless low-frequency antennas are used. It 
should be noted that lower frequency antennas will lead to coarser resolution. However, if the 
specific depth to the permafrost table is required, GPR can provide a robust measurement and 
can also be used to estimate active-layer soil-moisture content using the Topp equation. 
Borehole NMR only provides point measurements, making permafrost characterization 
challenging with borehole-NMR alone. 
During colder months when the active layer is frozen, and researchers are interested in 
finding taliks (fully unfrozen zones), GPR and NMR become particularly useful. When the 
shallow subsurface is frozen, high contract resistance makes ERT an ineffective method for data 
acquisition. However, contrast in relative dielectric permittivity between water and ice provide 
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strong reflections that highlight unfrozen zones in GPR data (Figure 3.3 from Chapter 3 above). 
Additionally, a frozen subsurface makes GPR signal attenuation minimal. If planning on 
collecting cold-season GPR data, if should be noted that common human snow-flotation 
methods like skis or snowshoes will impact GPR data when standing adjacent to antennas. 
Towed systems utilizing plastic sleds with continuous GPS data recording position are often the 
best solution. This allows for researchers to ski ahead of the equipment and tow 
instrumentation behind them. If only collecting one or two lines in areas of shallow snow, it can 
simpler to use a manual data collection method and just break trail by foot; however this 
becomes prohibitive in areas of deeper snow. 
 
Figure E.5 - Towed GPR set-up for collecting GPR data on frozen streams. 
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Borehole-NMR is also very useful to supplement GPR data in areas where unfrozen zones are 
suspected. It can provide in-situ liquid water, highlighting liquid water content in warm 
permafrost and talik zones more effectively than other geophysical methods (see Figure 3.3 
from Chapter 3 above). Electromagnetic Induction (EMI) can also be very useful in cold-seasons, 
when the active layer is frozen providing minimal signal attenuation, and when contrasts in 
resistivity between frozen and thawed material are strongest. Additionally, EMI data are 
efficient to collect over large spatial areas compared to GPR, NMR, or ERT surveys, and raw 
uninverted data can give a user an initial idea of where areas may be more or less frozen during 
cold seasons, providing valuable information related to where may be best to look for talik 
features with borehole-NMR or GPR surveys. If you are planning on inverting EMI data, ensure 
that accurate GPS measurements are associated with all collected data, and that the 
frequencies used target the depths you are interested in. 
 
Figure E.6 - EMI surveys show areas within lake channels that are more or less frozen from a 
site in the Yukon Flats of Alaska. Here, warmer values indicate lower resistivity (less frozen 
shallow material) and cooler colors indicate higher resistivity (more frozen shallow material). 
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For deeper investigations where geophysical targets are not between the ground 
surface and the permafrost table, time-domain electromagnetics (TDEM) can be useful. TDEM 
data provide coarser resolution data but can be used to identify large-scale features like 
permafrost thickness reliably. Common applications include identifying the bottom of 
permafrost and identifying if permafrost is present below lakes or rivers when frozen (i.e. data 
collection in times of year when ice allows researchers to collect data on surface water 
features). TDEM data can be collected on the ground as single soundings, or from aircraft (see 
Chapter 2). Often TDEM loops for data collection range between 20-100m. Larger loops will see 
deeper but provide coarser data. 
 
Figure E.7 - TDEM soundings around a lake within the Yukon Flats, AK with a 40m loop show 
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SUPPLEMENTAL ELECTRONIC FILES 
Files included pertain to Chapter 2, and are a Python clustering algorithm, as well as the 
data that this algorithm requires to work. These data are lake-surface areas from the Yukon 
Flats, Alaska. Specific dates of the Landsat scenes, and the methods used to create these data 
can be found in Appendix A. 
Python clustering files File contins the clustering algorithm used for 
Chapter 2. 
Correlation_clustering_ERL.py Python clustering algorithm. 
Data files Data files for clustering algorithm 
tseries_YF.csv Comma delimited text file that contains lake 
surface areas from the Yukon Flats, Alaska. 
This can be used with the included clustering 
algorithm to get the results shown in Chapter 
2. 
 
