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Abstract
The purpose of the present paper is to investigate the decay of Bernstein numbers of
the embedding from Btp1,q((0, 1)
d) into the space Lp2((0, 1)
d). The asymptotic behaviour
of Bernstein numbers of the identity id : Stp1,p1B((0, 1)
d) → Lp2((0, 1)d) will be also
considered.
1 Introduction
Bernstein widths were first introduced by Tikhomirov [44], see also [45, Chapter 3, p. 187].
For a symmetric subset K of a normed linear space X, the Bernstein n-width of the set K is
the quantity
bn(K,X) = sup
Ln+1
sup{λ ≥ 0 : (λU(X)) ∩ Ln+1 ⊂ K},
here U(X) is the closed unit ball in X and the outer supremum is taken over all subspaces
Ln+1 of X such that dimLn+1 = n + 1. If T is a continuous linear operator from Banach
space X to Banach space Y , that is T ∈ L(X,Y ), then the n-th Bernstein number of T is
defined to be
bn(T ) = bn(T : X → Y ) = sup
Ln
inf
x∈Ln
x 6=0
‖Tx‖
‖x‖ ,
where the supremum is taken over all subspaces Ln of X with dimension n. It is obvious that
if T is an injective mapping we have bn+1(T : X → Y ) = bn(T (U(X)), Y ).
Bernstein numbers have some connections with s-numbers. According to Pietsch, see [34,
2.2.1], an s-function is a map s assigning to every operator T ∈ L(X,Y ) a scalar sequence
(sn(T )) such that the following conditions are satisfied:
s1 (monotonicity) ‖T‖ = s1(T ) ≥ s2(T ) ≥ ... ≥ 0 for all T ∈ L(X,Y ),
s2 (additivity) sn+m−1(S + T ) ≤ sn(S) + sm(T ) for S, T ∈ L(X,Y ) and m,n ∈ N,
1
s3 (ideal property) sn(BTA) ≤ ‖B‖ · sn(T ) · ‖A‖ for A ∈ L(X0,X), T ∈ L(X,Y ), B ∈
L(Y, Y0),
s4 (rank property) sn(T ) = 0 if rank(T ) < n,
s5 (norming property) sn(id : ℓ
n
2 → ℓn2 ) = 1.
The scalar sn(T ) is called the nth s-number of the operator T . Some examples of s-number are
approximation, Kolmogorov, Gelfand and Weyl numbers, see [34, Chapter 2]. An s-number
is called multiplicative if it satisfies
s6 sn+m−1(ST ) ≤ sn(S) sm(T ) for T ∈ L(X,Y ), S ∈ L(Y,Z) and m,n = 1, 2, . . . .
It is obvious that Bernstein numbers satisfy (s1), (s3), (s4) and (s5). However the question
whether Bernstein numbers are s-numbers was open until 2008. The negative answer was
given by Pietsch [35]. In this paper Pietsch gave an example proving that Bernstein numbers
fail to be additive and multiplicative. In the same paper, he also showed that the classes
Lbernp =
{
T :
∞∑
n=1
bn(T )
p <∞
}
and Lbernp,∞ =
{
T : sup
n∈N
n
1
p bn(T ) <∞
}
, p ∈ (0,∞),
fail to be operator ideals. There are several different versions of the notion s-number in the
literature. In one of the earliest definition (s2) was replaced by
s2’. sn(S + T ) ≤ sn(T ) + ‖S‖ for S, T ∈ L(X,Y ) and m,n ∈ N,
see [33, 11.1.1]. It turns out that Bernstein numbers are s-numbers in this sense. Some-
times these changes of the definition cause problems, e.g., Li and Fang [27], by investigating
the asymptotic behaviour of bn(id : B
t+s
p1,q1(Ω) → Bsp2,q2(Ω)) (here Ω is a bounded Lipschitz
domains) used the class Lbernp,∞ overlooking that this class is not an operator ideal.
In the literature, the order of Bernstein numbers was studied in different situations. In
the one-dimensional periodic situation, the Bernstein widths of the class W˚ tp1 in Lp2 were
calculated by Tsarkov and Maiorov, see [45, Theorem 12, page 194]. For the class SαpW of pe-
riodic functions with bounded mixed derivative the corresponding result has been established
by Galeev [21] with the condition 1 < p, q < ∞ and sufficiently high order of smoothness.
In the same paper, the order of Bernstein widths in Lq of the class S
α
p,∞B of periodic func-
tions of several variable with bounded mixed difference in the cases of 1 < q ≤ p < ∞ and
1 < p, q < 2 with high smoothness have been found. Later on, the asymptotic behaviour
of Bernstein widths of the class F l,wp ((0, 1)d) in the space Lq((0, 1)
d) were carried out by
Kudryavtsev [25]. Recently, estimate of Bernstein widths for classes of convolution functions
with kernels satisfying certain oscillation properties and classes of periodic functions with
formal self-adjoint linear differential operators have been established, see [19, 20].
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Estimates of the asymptotic behaviour of s-numbers, namely approximation, Kolmogorov,
Gelfand and Weyl numbers, of embeddings id : Btp1,q((0, 1)
d) → Lp2((0, 1)d) were given by
many authors, see Lubitz [28], König [26], Caetano [6, 7, 8], Edmunds and Triebel [15, 16]
and Vybiral [52]. Concerning the s-numbers of embeddings Stp1,p1B((0, 1)
d) → Lp2((0, 1)d),
the picture is less complete than in the situation of isotropic Besov spaces. The asymptotic
order of approximation and Kolmogorov numbers were studied by Bazarkhanov [5], Galeev
[22] and Romanyuk [37, 38, 39, 40, 41, 42]. Recently, the order of Weyl numbers has been
calculated by Nguyen and Sickel [30]. In this paper we will give a quite satisfactory answer
about the asymptotic behaviour of Bernstein numbers for the both cases, isotropic as well as
dominating mixed smoothness.
The paper is organized as follows. Our main results are discussed in Section 2. In Section
3 and 4, we will recall definitions of some s-numbers and nonlinear widths and discuss their
relations to Bernstein numbers. Section 5 is devoted to the investigation of the asymptotic
behaviour of the Bernstein numbers of embeddings in the case of isotropic Besov spaces.
Finally, in Section 6, after estimating the Bernstein numbers of embeddings of certain sequence
spaces (which are associated to Besov spaces of dominating mixed smoothness), we shift these
results to function spaces.
Notation
As usual, N denotes the natural numbers, N0 := N ∪ {0}, Z the integers and R the real
numbers. For a real number a we put a+ := max(a, 0). By [a] we denote the integer part of
a. If j¯ ∈ Nd0, i.e., if j¯ = (j1, . . . , jd), jℓ ∈ N0, ℓ = 1, . . . , d, then we put
|j¯|1 := j1 + . . . + jd .
By Ω we denote the unit cube in Rd, i.e., Ω := (0, 1)d. If X and Y are two quasi-Banach
spaces, then L(X,Y ) denotes the space of all linear bounded operators from X to Y . As usual,
the symbol c denotes positive constants which depend only on the fixed parameters t, p, q and
probably on auxiliary functions, unless otherwise stated; its value may vary from line to line.
Sometimes we will use the symbols “.” and “&” instead of “≤” and “≥”, respectively. The
meaning of A . B is given by: there exists a constant c > 0 such that A ≤ cB. Similarly &
is defined. The symbol A ≍ B will be used as an abbreviation of A . B . A. For a discrete
set ∇ the symbol |∇| denotes the cardinality of this set. Finally, the symbol idmp1,p2 refers to
the identity
idmp1,p2 : ℓ
m
p1 → ℓmp2 . (1.1)
Acknowledgements: I would like to thank Professor Winfried Sickel for many valuable
discussions about this work.
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2 The main results
Before stating our main results we recall under which conditions the identities Btp1,q(Ω) →
Lp2(Ω) and S
t
p1,p1B(Ω)→ Lp2(Ω) are compact, see [17, 4.3.1] and [51, Theorem 3.17].
Proposition 2.1. (i) Let 1 ≤ p1, p2, q ≤ ∞ and t ∈ R. Then
id : Btp1,q(Ω)→ Lp2(Ω) is compact if and only if
t
d
>
( 1
p1
− 1
p2
)
+
.
(ii) Let 1 ≤ p1, p2 ≤ ∞ and t ∈ R. Then
id : Stp1,p1B(Ω)→ Lp2(Ω) is compact if and only if t >
( 1
p1
− 1
p2
)
+
.
Now we turn to our main results. First we consider embeddings of isotropic Besov spaces.
For all admissible sets of parameters the behaviour of the Bernstein numbers is polynomially
in n.
Theorem 2.2. Let 1 ≤ p1, p2, q ≤ ∞ and td > ( 1p1 − 1p2 )+. Then
bn(id : B
t
p1,q(Ω)→ Lp2(Ω)) ≍ φ1(n, t, p1, p2) = n−α, n ∈ N,
where
(i) α = td if p2 < p1 ≤ 2 or p1 ≤ p2;
(ii) α = td − 1p1 + 12 if p2 ≤ 2 ≤ p1, td > 1p1 ;
(iii) α = td +
1
p2
− 1p1 if 2 ≤ p2 ≤ p1, td >
1/p2−1/p1
p1/2−1 ;
(iv) α = tp12d if
(
2 ≤ p2 < p1, td < 1/p2−1/p1p1/2−1
)
or
(
1 < p2 ≤ 2 ≤ p1, td < 1p1
)
.
In the situation of dominating mixed smoothness, our result reads as follows.
Theorem 2.3. Let 1 ≤ p1 ≤ ∞, 1 < p2 <∞ and t > ( 1p1 − 1p2 )+. Then
bn(id : S
t
p1,p1B(Ω)→ Lp2(Ω)) ≍ φ2(n, t, p1, p2) = n−α(log n)(d−1)β , n ≥ 2,
where
(i) α = t, β = 0 if p1, p2 ≤ 2, t < 1p1 − 12 ;
(ii) α = t, β = t+ 12 − 1p1 if
(
p1, p2 ≤ 2, t > 1p1 − 12
)
or p1 ≤ 2 ≤ p2;
(iii) α = β = t− 1p1 + 12 if p2 ≤ 2 ≤ p1, t > 1p1 ;
(iv) α = β = t+ 1p2 − 1p1 if 2 ≤ p2 ≤ p1, t >
1/p2−1/p1
p1/2−1 ;
(v) α = tp12 , β = t− 1p1 + 12 if
(
2 ≤ p2 < p1, t < 1/p2−1/p1p1/2−1
)
or
(
p2 ≤ 2 ≤ p1, t < 1p1
)
.
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Remark 2.4. (i) We are not aware of any other result concerning the behaviour of Bernstein
numbers in the situation of low smoothness. Theorems 2.2 and 2.3 gives the final answer
about the behaviour of the Bernstein numbers in almost all cases except in limiting cases and
the case 2 < p1 < p2 <∞ of Besov spaces of dominating mixed smoothness. However in this
case we can give the estimate from below and above. That is if 2 < p1 < p2 <∞ then
n−t(log n)(d−1)t . bn(id : Stp1,p1B(Ω)→ Lp2(Ω)) . n−t(log n)
(d−1)(t− 1
p1
+ 1
2
)
, n ≥ 2.
(ii) Observe that in the case of dominating mixed smoothness the region 1 ≤ p1, p2 ≤ 2 is
divided into two regions: low smoothness and high smoothness.
(iii) For the case d = 1 the results of the two theorems coincide. This must be the case since
Stp,pB(0, 1) = B
t
p,p(0, 1).
Remark 2.5. It is interesting that our results in Theorem 2.2 yield a counterexample for the
multiplicativity of Bernstein numbers. Let us consider the commutative diagram
Btp1,q(Ω) L2(Ω)
L∞(Ω)
id1
id id2
here 2 ≤ p1 <∞ and t > 1p1 . From
b2n(id1) ≍ n−
t
d
− 1
2
+ 1
p1 , bn(id) ≍ n−
t
d ,
see Theorem 2.2, and bn(id2) = (n+ 1)
− 1
2 , see [31] we find
b2n(id1) ≍ n
1
p1 bn(id)bn(id2) , n ∈ N.
Remark 2.6. It is proved in [46, 30] that Kolmogorov, Gelfand and Weyl numbers have the
interpolation properties, see Section 3 for definition of these numbers. In this paper we cannot
give the complete answer about the interpolation properties of Bernstein numbers. However
we can show that Bernstein numbers do not possess interpolation properties concerning with
the original spaces. For the basics in interpolation theory we refer to [47]. By [X1,X2]θ,
θ ∈ (0, 1), we denote the classical complex method of Calderón, here X1 and X2 are Banach
spaces. Let 2 ≤ p0 < p < p1 <∞, 1 ≤ q <∞ and t ∈ R such that 1p = 1−θp0 + θp1 . Then
[Btp0,q(Ω), B
t
p1,q(Ω)]θ = B
t
p,q(Ω),
see [49, 1.11.8]. However, from Theorem 2.2 we have
b2n−1(id : Btp,q(Ω)→ Lp(Ω))
≍ n( 1p− 1p1 )θb1−θn (id : Btp0,q(Ω)→ Lp(Ω))bθn(id : Btp1,q(Ω)→ Lp(Ω)), n ∈ N,
if t large enough.
5
We comment on our proof. Concerning the estimate from above, we wish to mention that
the standard argument used to estimate s-numbers is given by their additivity. It consists in
a splitting of the identity into a series of finite dimensional operators and reducing the task
to the numbers sn(id : ℓ
m
p1 → ℓmp2). However, Bernstein numbers fail to be additive so the
method does not carry over the present situation. Also the fact that Bernstein numbers are
dominated by approximation, Kolmogorov and Gelfand numbers does not help here since it
is too rough in general. In this paper we shall use that Weyl numbers and certain nonlinear
widths are appropriate to estimate the upper bounds of Bernstein numbers. The estimate
from below can be carried out in accordance with the same pattern as in [28] and [30].
Comparison with Weyl numbers
Definition 2.7. Let X,Y be two Banach spaces and T ∈ L(X,Y ). The n-th Weyl number of
T is defined as
xn(T ) := sup{an(TA) : A ∈ L(ℓ2,X), ‖A‖ ≤ 1},
where an(TA) is the n-th approximation number of operator TA, see Section 3.
In general, Bernstein and Weyl numbers are incomparable, see Section 3. The asymptotic
behaviour of Weyl numbers in case of isotropic Besov spaces were investigated in [6, 7, 26, 28].
In the situation of dominating mixed smoothness we refer to Nguyen and Sickel [30]. To
compare Bernstein and Weyl numbers we shall use an (1/p1; 1/p2)-plane.
0 1
2
1
2
1
1
p2
1 1
p1
bn ≍ xn
I
lim
n→∞
bn
xn
= 0
II
V
bn ≍ xn
III
lim
n→∞
bn
xn
= 0
IV
bn ≍ xn
Figure 1
By bn and xn we denote the n-th
Bernstein number and the n-th
Weyl number of the embedding
id : X(Ω)→ Lp2(Ω) respectively;
here X(Ω) is either Stp1,p1B(Ω) or
Btp1,q(Ω). Figure 1 explains the
different behaviour of Bernstein
and Weyl numbers. In our par-
ticular situation Bernstein num-
bers are dominated by Weyl num-
bers. There is no difference be-
tween the situation of isotropic
and non-isotropic smoothness.
6
3 Bernstein numbers for embeddings of sequence spaces and
relations with s-number
As explained above, Bernstein numbers are not s-numbers but they are closely related to
s-numbers. In this section, we will discuss these relations. First, note that if X,Y are Hilbert
spaces and T ∈ L(X,Y ) we have
bn(T ) = sn(T ), n ∈ N, (3.1)
see [33, Theorem 11.3.4] or [28, Proposition 1.6]. Now we recall the definitions of some other
s-numbers, see [34, Chapter 2]. Let X and Y be two Banach spaces and T ∈ L(X,Y ). Then
(i) The n-th approximation number of T is defined as
an(T ) := inf{‖T −A‖ : A ∈ L(X,Y ), rank(A) < n}.
(ii) The n-th Kolmogorov number T is defined as
dn(T ) := inf{‖QNT‖ : dim(N) < n},
where N is a subspace of Y and QN is a canonical surjection from Y onto the quotation
space Y/N .
(iii) The n-th Gelfand number of T is defined as
cn(T ) := inf{‖TJM‖, codim(M) < n},
where M is a subspace of X and JM is a canonical injection from M into X.
For definitions of Weyl numbers, see Section 2. We have the relations
bn(T ) ≤ cn(T ), dn(T ) ≤ an(T ), n ∈ N,
see [32]. Concerning Weyl and Bernstein numbers, an inequality of type either bn(T ) ≤ cxn(T )
or xn(T ) ≤ cbn(T ) cannot hold. For instance, consider bn(id : ℓn1 → ℓn1 ) = 1, xn(id : ℓn1 →
ℓn1 ) =
1√
n
or bn(id : ℓ1 → c0) = 1n , xn(id : ℓ1 → c0) = 1, see [35] and the references given
there. However, the inequality bn(T ) ≤ cxn(T ) holds true under some additional restrictions.
Therefore we shall need the following lemma of Pietsch [35].
Lemma 3.1. Let X,Y be two Banach spaces and T ∈ L(X,Y ). Then
b2n−1(T ) ≤ e
( n∏
k=1
xk(T )
) 1
n
, n ∈ N. (3.2)
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Corollary 3.2. Let X,Y be two Banach spaces, T ∈ L(X,Y ) and α, β ∈ R, β ≥ 0. Assume
that xn(T ) ≍ n−α(log n)β, n ≥ 2. Then
bn(T ) . xn(T ),
for all n ∈ N. Moreover, if Y is a Hilbert space we have bn(T ) ≍ xn(T ).
Proof . The inequality of Pietsch and our assumption xn(T ) ≍ n−α(log n)β yield
b2n−1(T ) ≤ e
( n∏
k=1
xk(T )
) 1
n
.
( n∏
k=2
k−α(log k)β
) 1
n
. (
n
√
n!)−α(log n)β .
From the well-known limit
lim
n→∞
n
n
√
n!
= e
we obtain
b2n−1(T ) . n−α(log n)β.
Now, if Y is a Hilbert space and A ∈ L(ℓ2,X), ‖A‖ ≤ 1, property (s3) and (3.1) yield
an(TA) = bn(TA) ≤ bn(T )‖A‖ ≤ bn(T ).
From the definition of Weyl numbers we conclude
xn(T ) ≤ bn(T ).
The proof is complete. 
Remark 3.3. The converse inequality of (3.2) x2n−1(T ) ≤ c
(∏n
k=1 bk(T )
) 1
n
fails to hold for
any constant c > 0, see [35].
We proceed with the relations between Bernstein and Gelfand numbers. The following
result was proved by Pietsch [32].
Lemma 3.4. Let dim(X) = dim(Y ) = m and T ∈ L(X,Y ). If T is invertible then
bn(T )cm−n+1(T−1) = 1,
for n ∈ N, 1 ≤ n ≤ m.
The behaviour of the Gelfand numbers of embeddings ℓmp1 → ℓmp2 is known in literature.
Here we collect some results on cn(id : ℓ
m
p1 → ℓmp2); cf. [23, 28, 52].
Lemma 3.5. Let n,m ∈ N.
(i) If 1 ≤ p1, p2 ≤ ∞, then
cn(id
2n
p1,p2) ≍


1 if 2 ≤ p1 ≤ p2,
n
1
2
− 1
p1 if p1 ≤ 2 ≤ p2,
n
1
p2
− 1
p1 if p2 ≤ p1 or p1 ≤ p2 ≤ 2.
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(ii) If 1 < p1 and max(p1, 2) ≤ p2 ≤ ∞, then
cm−n(idmp1,p2) ≍ m
1
p2
− 1
p1 , 1 ≤ n ≤ m 2p2 .
As a consequence of Lemmas 3.4 and 3.5 we obtain the following.
Corollary 3.6. Let n,m ∈ N.
(i) Let 1 ≤ p1, p2 ≤ ∞. It holds
bn(id
2n
p1,p2) &


1 if 2 ≤ p2 ≤ p1, (3.3a)
n
1
p2
− 1
2 if p2 ≤ 2 ≤ p1, (3.3b)
n
1
p2
− 1
p1 if p1 ≤ p2 or p2 ≤ p1 ≤ 2. (3.3c)
(ii) Let 1 < p2 and max(p2, 2) ≤ p1 ≤ ∞. It holds
bn(id
m
p1,p2) & m
1
p2
− 1
p1 , 1 ≤ n ≤ m 2p1 . (3.4)
Remark 3.7. Pukhov [36] proved that for n ∈ N and 1 ≤ p1, p2 ≤ ∞ it holds
bn(id
2n
p1,p2) =
1
dn(id2np′
1
,p′
2
)
, p′1 =
p1
p1 − 1 , p
′
2 =
p2
p2 − 1 .
Combined with the well-known estimate for the Kolmogorov numbers dn(id
m
p1,p2), see [23] or
[52], we also obtain Corollary 3.6 (i).
4 Nonlinear widths and Bernstein numbers
In this section we will recall several definitions of nonlinear widths which have been studied
over the last decades. Afterwards we will derive comparisons between them and Bernstein
numbers, we refer to [10, 11, 12, 13, 14]. First, we would like to recall the well-known
Alexandroff n-width. We start with the definition of a complex, see [1, Chapter IV] or [11].
Let {x1, ..., xN} be a set of points in a normed linear space X and let T be a collection of
subsets of N = {1, ..., N} satisfying the following conditions
(i) T ∈ T implies that {xj}j∈T are in general position. A set of points {x0, x1, ..., xn} is
called in general position if the system {x1 − x0, ..., xn − x0} is linearly independent.
(ii) If T ′ ⊂ T and T ∈ T , then T ′ ∈ T .
(iii) For each T ∈ T , we denote the simplex associated to T by σT = conv{xj ; j ∈ T}. If
T1, T2 ∈ T there exists an I ∈ T such that σT1 ∩ σT2 = σI .
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Then C = C (x1, ..., xn;T ) = ∪T∈T σT is called a complex in X. The dimension of C is defined
by dim C := max{|T | − 1 : T ∈ T }. For a compact subset K of X, the Alexandroff nonlinear
n-width is defined as follows
an(K,X) = inf
dim C=n
inf
F∈C(K,C )
sup
x∈K
‖x− F (x)|X‖, (4.1)
where C(K,C ) is the set of all continuous functions from K into C and the outer infimum is
taken over all n-dimensional complexes C in X. We also have the dual notion of n-co-width
an(K|X) = inf
dim C=n
inf
G∈C(K,C )
sup
x∈K
diam(G−1(G(x))). (4.2)
Here as usual
diam(G) = sup{‖x− y|X‖ : x, y ∈ G} and G−1(A) = {x : G(x) ∈ A}.
Note that C is not necessarily in X. The nonlinear manifold n-width δn(K,X) is defined by
δn(K,X) = inf
M,a
sup
x∈K
‖x−M(a(x))|X‖, (4.3)
where the infimum is taken over all continuous mappings a from K into Rn and M from Rn
into X. For other notions of nonlinear widths, see [10, 11, 12, 13, 14]. It is obvious that the
nonlinear n-widths introduced in (4.1)-(4.3) are different. However, they share some common
properties and are closely related. The following lemma goes back to [11], see also [12, 13, 14].
Lemma 4.1. For any normed linear space X and any compact set K ⊂ X, we have
an(K,X) ≍ an(K|X) ≍ δn(K,X)
for all n ∈ N.
Because of the asymptotic equivalence, in this and following sections, we denote by wn any
of the nonlinear widths defined in (4.1)-(4.3). The following proposition shows that Bernstein
numbers and nonlinear widths are tightly related.
Proposition 4.2. Let K be any compact subset of the normed linear space X. Then
bn(K,X) ≤ δn(K,X). (4.4)
for all n ∈ N.
Remark 4.3. (i) Inequality (4.4) was proved by DeVore, Howard and Micchelli [10]. There is
an other counterpart of the inequality (4.4), proved by Tikhomirov [45, Theorem 3, p. 190].
He showed that bn(K,X) ≤ 2an(K,X).
(ii) The inequality (4.4) is very useful because in many cases the upper bound of δn(K,X)
(lower bound of bn(K,X)) can be used for the upper estimate of bn(K,X) (lower estimate of
δn(K,X)).
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5 Bernstein numbers of embeddings of isotropic Besov spaces
There are several definitions of isotropic Besov spaces which are currently in use, see [9] and
[48, 2.3.1]. These definitions are equivalent with certain restrictions on the parameters. In
this section, we introduce Besov spaces by using the modulus of smoothness and describe a
B-spline representation for functions in these spaces. For the following we refer to [9].
Let 1 ≤ p, q ≤ ∞ and f ∈ Lp(Ω). By ωr(f, s)p, s > 0, we denote the modulus of
smoothness of order r of f ∈ Lp(Ω)
ωr(f, s)p := sup
|h|≤s
‖∆rh(f, .)|Lp(Ω(rh))‖, (5.1)
where |h| is the Euclidean length of the vector h ∈ Rd; ∆rh is the r-th order difference with
step h; and the norm in (5.1) is the Lp norm taken on Ω(rh) = {x : x, x+ rh ∈ Ω}. If p, q ≥ 1
and t > 0, we say that f ∈ Lp(Ω) belongs to the Besov space Btp,q(Ω) whenever
|f |Btp,q(Ω) =
(∫ ∞
0
(s−tωr(f, s)p)q
ds
s
) 1
q
is finite. Here r is any integer which is larger than t. When q = ∞ the usual modification
takes place. We define
‖f |Btp,q(Ω)‖ = ‖f |Lp(Ω)‖+ |f |Btp,q(Ω).
For t > 0, we fix the integer r so that r > t. Let N(x) = N(x, 0, . . . , r) be the univariate
B-spline of degree r − 1 which has knots at the points 0, 1, ..., r. For d dimension we define
N as the tensor product B-spline
N (x) := N(x1) · · ·N(xd), x = (x1, ..., xd).
The splines N are nonnegative and have support on the cube [0, r]d. We define the shifted
dilates
Nj,k(x) = N (2kx− j), j ∈ Zd, k ∈ N0, x ∈ Rd.
Then the B-splines Nj,k form a partition of unity, i.e.,∑
j∈Zd
Nj,k = 1, ∀x ∈ Rd.
Denote Λk by the set of those indices j ∈ Zd such that Nj,k does not vanish identically on
Ω. Let Sk denote the linear span of the B-splines Nj,k, j ∈ Λk. Then any f ∈ Sk can be
represented as
f =
∑
j∈Λk
aj,k(f)Nj,k,
where aj,k is the dual functional of Nj,k. It is proved in [9] that for any f ∈ Btp,q(Ω) we have
the following atomic decomposition
f =
∞∑
k=0
∑
j∈Λk
aj,k(f)Nj,k,
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with convergence in the sense of Lp(Ω). By SkLp(Ω) we denote the space Sk with the norm
induced from Lp(Ω). Let dk = dimSk. Then we have dk ≍ 2kd. As a preparation for the proof
of Theorem 2.2 we recall some helpful results.
Lemma 5.1. Let k ∈ N0 and 1 ≤ p ≤ ∞.
(i) Denote by Jk : SkLp(Ω) → ℓdkp a mapping such that Jk(f) = (aj,k(f))j∈Λk for f ∈
SkLp(Ω). Then
‖Jk : SkLp(Ω)→ ℓdkp ‖ . 2
kd
p and ‖J−1k : ℓdkp → SkLp(Ω)‖ . 2−
kd
p ,
with the constants behind . depending at most on r and d.
(ii) The projection Tkf =
∑
j∈Λk aj,k(f)Nj,k satisfies
‖Tk : Lp(Ω)→ SkLp(Ω)‖ ≤ c,
where c independent of k.
(iii) If r ∈ N, 1 ≤ q ≤ ∞ and 0 < t < min(r, r − 1 + 1p), then for f ∈ Sk, we have
‖f |Btp,q(Ω)‖ ≤ c2tk‖f |SkLp(Ω)‖,
with c independent of f and n.
Parts (i) and (ii) of the above lemma were proved by Lubitz [28, Lemma 4.4], part (iii)
was obtained by DeVore and Popov [9]. Lemma 5.1 allows us to shift the estimate from below
of bn(id : B
t
p1,q(Ω)→ Lp2(Ω)) to an estimate of bn(idmp1,p2).
Lemma 5.2. Let 1 ≤ p1, p2, q ≤ ∞. We have
bn(id : B
t
p1,q(Ω)→ Lp2(Ω)) & m
− t
d
+ 1
p1
− 1
p2 bn(id
m
p1,p2), (5.2)
for n,m ∈ N and 1 ≤ n < m.
Proof . We consider the following commutative diagram
ℓdkp1
J−1
k−−−−→ SkLp1(Ω) Wk−−−−→ Btp1,q(Ω)
id
dk
p1,p2
y yid
ℓdkp2
Jk←−−−− SkLp2(Ω) Tk←−−−− Lp2(Ω)
Then, the property (s3) yields
bn(id
dk
p1,p2) ≤ ‖J−1k ‖ ‖Wk‖ ‖Tk‖ ‖Jk‖ bn(id).
Applying Lemma 5.1, we obtain
bn(id
dk
p1,p2) . 2
tk2
− kd
p1 2
kd
p2 bn(id).
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This implies
bn(id) & 2
kd(− t
d
+ 1
p1
− 1
p2
)
bn(id
dk
p1,p2).
Simple monotonicity arguments allow to switch from m = 2kd to general m ∈ N. 
Note that the inequality (5.2) also holds for any s-number since the only property we had
used is (s3). We shall apply Proposition 4.2 and Corollary 3.2 to obtain estimates from above
of Bernstein numbers of the embedding id : Btp1,q(Ω)→ Lp2(Ω). For that reason, let us recall
the behaviour of the nonlinear widths of the unit ball U(Btp1,q(Ω)) in Lp2(Ω), see [11, 13].
Proposition 5.3. Let 1 ≤ p1, p2, q ≤ ∞ and td > ( 1p1 − 1p2 )+. Then
wn(U(B
t
p1,q(Ω)), Lp2(Ω)) ≍ n−
t
d , n ∈ N.
Concerning the behaviour of Weyl numbers of the embedding Btp1,q(Ω)→ Lp2(Ω) we refer
to [6, 7, 26, 28].
Proposition 5.4. Let 1 ≤ p1, p2, q ≤ ∞ and td > ( 1p1 − 1p2 )+. Then
xn(id : B
t
p1,q(Ω)→ Lp2(Ω)) ≍ ϕ1(n, t, p1, p2) = n−α, n ∈ N,
where
(i) α = td if p1, p2 ≤ 2;
(ii) α = td +
1
p2
− 12 if p1 ≤ 2 ≤ p2;
(iii) α = td − 1p1 + 12 if p2 ≤ 2 ≤ p1, td > 1p1 ;
(iv) α = td +
1
p2
− 1p1 if
(
2 ≤ p2 ≤ p1, td > 1/p2−1/p1p1/2−1
)
or 2 ≤ p1 ≤ p2;
(v) α = tp12d if
(
2 ≤ p2 < p1, td < 1/p2−1/p1p1/2−1
)
or
(
p2 ≤ 2 ≤ p1, td < 1p1
)
.
Now we ready to prove the Theorem 2.2.
Proof of Theorem 2.2. From (5.2), choosing n =
[
m
2
]
and taking into account (3.3c), we
obtain
bn(id : B
t
p1,q(Ω)→ Lp2(Ω)) & n
− t
d
+ 1
p1
− 1
p2 n
1
p2
− 1
p1 = n−
t
d .
This proves the estimate from below in (i). We prove the lower bound in (iv). This time we
choose n =
[
m
2
p1
]
. In a view of (5.2) and (3.4) we have
bn(id : B
t
p1,q(Ω)→ Lp2(Ω)) & m
− t
d
+ 1
p1
− 1
p2m
1
p2
− 1
p1 = m−
t
d ≍ n− tp12d .
For the lower bound in the other cases we combine the inequality (5.2) with inequalities (3.3a)
or (3.3b) and choose n =
[
m
2
]
. Concerning the estimate from above we shall use
bn . min(xn, δn), n ∈ N,
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where we take into account of the polynomial behaviour of the Weyl numbers of the embedding
Btp1,q(Ω)→ Lp2(Ω) and Corollary 3.2, Propositions 4.2, 5.3 and 5.4. The proof is complete. 
Let t ∈ R and 1 < p <∞. By Htp(Rd) we denote the fractional order Sobolev spaces:
Htp(R
d) =
{
f ∈ S ′(Rd) : ‖f |Htp(Rd)‖ = ‖F−1
[
(1 + |x|2) t2Ff]|Lp(Rd)‖ <∞}.
Here Fg and F−1g denote the Fourier transform and its inverse transform of g ∈ S ′(Rd).
Note that if t ∈ N then Htp(Rd) = W tp(Rd) in the sense of equivalent norms, where W tp(Rd) is
the classical Sobolev space. As the consequence of Theorem 2.2 and the chain of continuous
embeddings
Btp1,1(Ω)→ Htp1(Ω)→ Btp1,∞(Ω),
see [48, 2.3.2, 2.3.5], we have the following corollary.
Corollary 5.5. Let 1 < p1 <∞, 1 ≤ p2 ≤ ∞ and td > ( 1p1 − 1p2 )+. Then
bn(id : H
t
p1(Ω)→ Lp2(Ω)) ≍ φ1(n, t, p1, p2), n ∈ N,
where φ1(nt, p1, p2) is given in theorem 2.2.
Remark 5.6. (i) The lower bound in the cases (i) (p1 ≤ p2) and (iii) of Theorem 2.2 can
be found in [18]. Dahlke, Novak and Sickel [18, consequence of Lemma 5] showed that if
1 ≤ p1, q, p2 ≤ ∞ and td > ( 1p1 − 1p2 )+ it holds
bn(id : B
t
p1,q(Ω)→ Lp2(Ω)) &

n
− t
d if p1 ≤ p2,
n
− t
d
+ 1
p1
− 1
p2 if p2 ≤ p1,
for all n ∈ N.
(ii) In the one-dimensional periodic situation the asymptotic behaviour of Bernstein numbers
were obtained by Tsarkov and Maiorov, see [45, Theorem 12, page 194]. Let 1 ≤ p1 ≤ ∞ and
t > 0. By W˚ tp1(T) we denote the Sobolev spaces
W˚ tp1(T) =
{
f(.)| Dtf(.) ∈ Lp(T) and
∫
T
f(x)dx = 0
}
,
where Dtf(.) is the Weyl fractional derivative of order t of f . We have
bn(id : W˚
t
p1(T)→ Lp2(T)) ≍


n−t if 1 < p1 ≤ p2 <∞ or 1 < p2 ≤ p1 ≤ 2, t > 0;
n
−t+ 1
p1
− 1
p2 if 2 ≤ p2 ≤ p1 <∞ and t > 1p1 ;
n
−t+ 1
p1
− 1
2 if 1 < p2 ≤ 2 ≤ p1 <∞ and t > 1p1 ,
for all n ∈ N. This result should be compared with the Theorem 2.2 for d = 1. Observe that
the condition t > 1p1 in the case 2 ≤ p2 ≤ p1 <∞ is not sharp.
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6 Bernstein numbers of dominating mixed Besov spaces
6.1 Besov-Lizorkin-Triebel Spaces of Dominating Mixed Smoothness
Besov-Lizorkin-Triebel spaces of dominating mixed smoothness have been studied systemati-
cally by many authors. For a definition of these spaces in Fourier-analytic terms we refer to
[43, Section 2.2]. Atomic and wavelet decomposition characterizations of spaces of dominating
mixed smoothness have been given in [2, 3, 4, 51]. Let ϕ ∈ C∞0 (R) be a function such that
ϕ(t) = 1 in an open set containing the origin. Then by means of
ϕ0(t) = ϕ(t) , ϕj(t) = ϕ(2
−jt)− ϕ(2−j+1t) , t ∈ R , j ∈ N , (6.1)
we get a smooth dyadic decomposition of unity, i.e.,
∞∑
j=0
ϕj(t) = 1 for all t ∈ R ,
and suppϕj , j ≥ 1, is contained in the dyadic annulus {t ∈ R : a 2j ≤ |t| ≤ b 2j} with
0 < a < b <∞ independent of j ∈ N. By means of
ϕj¯ := ϕj1 ⊗ . . .⊗ ϕjd , j¯ = (j1, . . . , jd) ∈ Nd0 , (6.2)
we obtain a smooth decomposition of unity on Rd.
Definition 6.1. Let 0 < p, q ≤ ∞ and t ∈ R.
(i) The Besov space of dominating mixed smoothness Stp,qB(R
d) is the collection of all tempered
distributions f ∈ S ′(Rd) such that
‖ f |Stp,qB(Rd)‖ :=
( ∑
j¯∈Nd
0
2|j¯|1tq ‖F−1[ϕj¯ Ff ]( · )|Lp(Rd)‖q
)1/q
is finite.
(ii) Let 0 < p <∞. The Lizorkin-Triebel space of dominating mixed smoothness Stp,qF (Rd) is
the collection of all tempered distributions f ∈ S ′(Rd) such that
‖ f |Stp,qF (Rd)‖ :=
∥∥∥( ∑
j¯∈Nd
0
2|j¯|1tq | F−1[ϕj¯ Ff ]( · )|q
)1/q∣∣∣Lp(Rd)∥∥∥
is finite.
Next we will describe the wavelet decomposition for Besov-Lizorkin-Triebel spaces of dom-
inating mixed smoothness. We recall a few results from [51]. Let ν¯ = (ν1, . . . , νd) ∈ Nd0 and
m¯ = (m1, . . . ,md) ∈ Zd. Then we put 2−ν¯m¯ = (2−ν1m1, ..., 2−νdmd) and
Qν¯,m¯ :=
{
x ∈ Rd : 2−νℓ mℓ < xℓ < 2−νℓ (mℓ + 1) , ℓ = 1, . . . , d
}
.
By χν¯,m¯(x) we denote the characteristic function of Qν¯,m¯.
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Definition 6.2. If 0 < p, q ≤ ∞, t ∈ R and λ := {λν¯,m¯ ∈ C : ν¯ ∈ Nd0, m¯ ∈ Zd}, then we
define
stp,qb :=
{
λ : ‖λ|stp,qb‖ =
( ∑
ν¯∈Nd
0
2|ν¯|1(t−
1
p
)q( ∑
m¯∈Zd
|λν¯,m¯|p
) q
p
) 1
q
<∞
}
and, if p <∞,
stp,qf =
{
λ : ‖λ|stp,qf‖ =
∥∥∥( ∑
ν¯∈Nd
0
∑
m¯∈Zd
|2|ν¯|1tλν¯,m¯χν¯,m¯(.)|q
) 1
q
∣∣∣Lp(Rd)∥∥∥ <∞}
with the usual modification for p or/and q equal to ∞.
Let N ∈ N. Then there exists ψ0, ψ1 ∈ CN(R), compactly supported,∫ ∞
−∞
tm ψ1(t) dt = 0 , m = 0, 1, . . . , N ,
such that {2j/2 ψj,m : j ∈ N0, m ∈ Z}, where
ψj,m(t) :=
{
ψ0(t−m) if j = 0, m ∈ Z ,√
1/2ψ1(2
j−1t−m) if j ∈ N , m ∈ Z ,
is an orthonormal basis in L2(R). We put
Ψν¯,m¯(x) :=
d∏
ℓ=1
ψνℓ,mℓ(xℓ) .
Then
Ψν¯,m¯ , ν¯ ∈ Nd0, m¯ ∈ Zd ,
is a tensor product wavelet basis of L2(R
d). Vybiral [51] has proved the following.
Lemma 6.3. Let 0 < p, q ≤ ∞ and t ∈ R.
(i) There exists N = N(t, p) ∈ N s.t. the mapping
W : f 7→ (2|ν¯|1〈f,Ψν¯,m¯〉)ν¯∈Nd
0
, m¯∈Zd (6.3)
is an isomorphism of Stp,qB(R
d) onto stp,qb.
(ii) Let p <∞. Then there exists N = N(t, p, q) ∈ N s.t. the mapping W is an isomorphism
of Stp,qF (R
d) onto stp,qf .
We proceed by defining Besov and Lizorkin-Triebel spaces of dominating mixed smooth-
ness on Ω by restriction.
Definition 6.4. Let 0 < p, q ≤ ∞ and t ∈ R.
(i) The space Stp,qB(Ω) is the collection of all f ∈ D′(Ω) such that there exists a distribution
g ∈ Stp,qB(Rd) satisfying f = g|Ω and is endowed with the norm
‖f |Stp,qB(Ω)‖ = inf{‖g|Stp,qB(Rd)‖ : g|Ω = f} .
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(ii) For 0 < p < ∞, the space Stp,qF (Ω) is the collection of all f ∈ D′(Ω) such that there
exists a distribution g ∈ Stp,qB(Rd) satisfying f = g|Ω and is endowed with the norm
‖f |Stp,qF (Ω)‖ = inf{‖g|Stp,qF (Rd)‖ : g|Ω = f} .
We put
AΩν¯ :=
{
m¯ ∈ Zd : suppΨν¯,m¯ ∩ Ω 6= ∅
}
, ν¯ ∈ Nd0 . (6.4)
For given f ∈ Stp,qA(Ω), A ∈ {B,F}, let Ef be an element of in Stp,qA(Rd) s.t.
‖ Ef |Stp,qA(Rd)‖ ≤ 2 ‖ f |Stp,qA(Ω)‖ and (Ef)|Ω = f .
We define
g :=
∑
ν¯∈Nd
0
∑
m¯∈AΩν¯
2|ν¯|1 〈Ef,Ψν¯,m¯〉Ψν¯,m¯ .
Then it follows that g ∈ Stp,qA(Rd), g|Ω = f ,
supp g ⊂ {x ∈ Rd : max
j=1,...,d
|xj| ≤ c1}
and
‖ g |Stp,qA(Rd)‖ ≤ c2 ‖ f |Stp,qA(Ω)‖ .
Here c1, c2 are independent of f . For that reason, the sequence spaces associated with Ω are
defined by
Definition 6.5. If 0 < p ≤ ∞, 0 < q ≤ ∞, t ∈ R and λ = {λν¯,m¯ ∈ C : ν¯ ∈ Nd0, m¯ ∈ AΩν¯ }
then we define
st,Ωp,q b =
{
λ : ‖λ|st,Ωp,q b‖ =
( ∑
ν¯∈Nd
0
2
|ν¯|1(t− 1p )q( ∑
m¯∈AΩν¯
|λν¯,m¯|p
) q
p
) 1
q
<∞
}
and, if p <∞,
st,Ωp,qf =
{
λ : ‖λ|st,Ωp,q f‖ =
∥∥∥( ∑
ν¯∈Nd
0
∑
m¯∈AΩν¯
|2|ν¯|1tλν¯,m¯χν¯,m¯(.)|q
) 1
q
∣∣∣Lp(Rd)∥∥∥ <∞}.
In addition we need the corresponding building blocks.
Definition 6.6. If 0 < p ≤ ∞, 0 < q ≤ ∞, t ∈ R and µ ∈ N0
λ = {λν¯,m¯ ∈ C : ν¯ ∈ Nd0, |ν¯|1 = µ, k¯ ∈ AΩν¯ }
then we define
(st,Ωp,q b)µ =
{
λ : ‖λ|(st,Ωp,q b)µ‖ =
( ∑
|ν¯|1=µ
2|ν¯|1(t−
1
p
)q( ∑
m¯∈AΩν¯
|λν¯,m¯|p
) q
p
) 1
q
<∞
}
and, if p <∞,
(st,Ωp,qf)µ =
{
λ : ‖λ|(st,Ωp,q f)µ‖ =
∥∥∥( ∑
|ν¯|1=µ
∑
m¯∈AΩν¯
|2|ν¯|1tλν¯,m¯χν¯,m¯(.)|q
) 1
q
∣∣∣Lp(Rd)∥∥∥ <∞}.
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We recall some helpful results, see [30] and the references given there.
Lemma 6.7. (i) We have
|AΩν¯ | ≍ 2|ν¯|1 , Dµ :=
∑
|ν¯|1=µ
|AΩν¯ | ≍ µd−12µ
with equivalence constants independent of ν¯ ∈ Nd0 and µ ∈ N0.
(ii) Let 0 < p ≤ ∞ and t ∈ R. Then
(st,Ωp,pf)µ = (s
t,Ω
p,pb)µ = 2
µ(t− 1
p
)
ℓ
Dµ
p , µ ∈ N0,
st,Ωp,pf = s
t,Ω
p,pb.
Lemma 6.8. Let 0 < p1, q1, p2, q2 ≤ ∞, t ∈ R and a ∈ {b, f}. Then
‖ id∗µ : (st,Ωp1,q1a)µ → (s0,Ωp2,q2a)µ‖ . 2
µ
(
−t+( 1
p1
− 1
p2
)+
)
µ
(d−1)( 1
q2
− 1
q1
)+ , (6.5)
with constant behind . independent of µ ∈ N0.
Lemma 6.9. Let 0 < p1 < p2 <∞, 0 < q1, q2 ≤ ∞, t ∈ R. Then
‖id∗µ : (st,Ωp1,q1f)µ → (s0,Ωp2,q2f)µ‖ . 2
µ(−t+ 1
p1
− 1
p2
)
(6.6)
with constant behind . independent of µ ∈ N0.
6.2 Upper bounds of nonlinear widths of sequence spaces related to spaces
of dominating mixed smoothness
In this subsection we shall deal with upper bounds of the nonlinear widths of the unit ball
U(st,Ωp1,p1b) in the space s
0,Ω
p2,2
f with the condition t > ( 1p1 − 1δ2 )+, where δ2 = max(p2, 2). For
this we define the embedding
id∗ : st,Ωp1,p1b→ s0,Ωp2,2f.
A few more notation is needed. For µ ∈ N0 we define
∇µ = {(ν¯ , m¯) ∈ Nd0 × Zd : |ν¯|1 = µ, m¯ ∈ AΩν¯ }.
Note that |∇µ| = Dµ ≍ 2µµd−1. Furthermore, for J ∈ N we denote
SJλ =
J∑
µ=0
∑
(ν¯,m¯)∈∇µ
λν¯,m¯e
ν¯,m¯,
where {eν¯,m¯ : ν¯ ∈ Nd0, m¯ ∈ AΩν¯ } is the canonical orthonormal basis of s0,Ω2,2 b and λν¯,m¯ =
〈λ, eν¯,m¯〉.
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Lemma 6.10. Let J ∈ N.
(i) If 0 < p1 < p2 <∞ and t > 1p1 − 1p2 , we have
‖ id∗ − SJ |st,Ωp1,p1b→ s0,Ωp2,2f‖ . 2
J(−t+ 1
p1
− 1
p2
)
, (6.7)
with constant behind . independent of J .
(ii) If 0 < p2 ≤ p1 ≤ ∞ and t > 0, we have
‖id∗ − SJ |st,Ωp1,p1b→ s0,Ωp2,2f‖ . 2−JtJ
(d−1)( 1
2
− 1
p1
)+ , (6.8)
with constant behind . independent of J .
Proof . Let J ∈ N. Obviously,
‖ id∗ − SJ |st,Ωp1,p1b→ s0,Ωp2,2f‖ .
∞∑
µ=J+1
‖id∗µ : (st,Ωp1,p1b)µ → (s0,Ωp2,2f)µ‖.
From Lemma 6.9 and (st,Ωp1,p1b)µ = (s
t,Ω
p1,p1f)µ we obtain
‖ id∗ − SJ |st,Ωp1,p1b→ s0,Ωp2,2f‖ .
∞∑
µ=J+1
2
µ(−t+ 1
p1
− 1
p2
)
. 2
J(−t+ 1
p1
− 1
p2
)
.
This proves (6.7). By making use of Lemma 6.8 and a similar argument as above we derive
the inequality (6.8) as well. 
Employing rankSJ ≍ 2J Jd−1 and the monotonicity of the approximation numbers Lemma
6.10 yields the following results.
Corollary 6.11. Let t > ( 1p1 − 1p2 )+.
(i) If 0 < p1 < p2 <∞, we have
an(id
∗ : st,Ωp1,p1b→ s0,Ωp2,2f) . n
−t+ 1
p1
− 1
p2 (log n)
(d−1)(t− 1
p1
+ 1
p2
)
,
for all n ≥ 2.
(ii) If 0 < p2 ≤ δ2 ≤ p1 ≤ ∞, we have
an(id
∗ : st,Ωp1,p1b→ s0,Ωp2,2f) . n−t (log n)
(d−1)(t− 1
p1
+ 1
2
)
,
for all n ≥ 2.
Lemma 6.12. Let p1 < δ2 and t >
1
p1
− 1δ2 . Then for each J ∈ N, there is an positive integer
K = K(J) such that
‖id∗ − SK |st,Ωp1,p1b→ s0,Ωp2,2f‖ . 2−JtJ
(d−1)( 1
2
− 1
p1
)
,
with constant independent of J and K.
19
Proof . Let J ∈ N. For L ∈ N, from Lem 6.10 we conclude
‖id∗ − SL|st,Ωp1,p1b→ s0,Ωp2,2f‖ . 2
L(−t+( 1
p1
− 1
p2
)+)L(d−1)α
for some α = α(t, p1). Because of −t + ( 1p1 − 1p2 )+ < 0 we can choose L large enough such
that
2
L(−t+( 1
p1
− 1
p2
)+)L(d−1)α ≤ 2−JtJ (d−1)( 12− 1p1 ).
Then we obtain
‖id∗ − SL|st,Ωp1,p1b→ s0,Ωp2,2f‖ . 2−JtJ
(d−1)( 1
2
− 1
p1
)
. (6.9)
Now we choose K as the smallest number L satisfying the inequality (6.9). The proof is
complete. 
Proposition 6.13. Let p1 < δ2 and t >
1
p1
− 1δ2 . Then for all λ ∈ s
t,Ω
p1,p1b, ‖λ|st,Ωp1,p1b‖ ≤ 1
and J ∈ N there exists an approximation of the form
S∗Kλ =
K∑
µ=0
∑
(ν¯,m¯)∈∇µ
λ∗ν¯,m¯e
ν¯,m¯
and two positive constants c0, c1 independent of J and K such that
|{λ∗ν¯,m¯ : λ∗ν¯,m¯ 6= 0}| ≤ c02JJd−1
and
‖λ− S∗Kλ|s0,Ωp2,2f‖ ≤ c12−JtJ
(d−1)( 1
2
− 1
p1
)
.
In addition, λ∗¯ν,m¯ depends continuously on λ ∈ U(st,Ωp1,p1b).
Proof . We fix J ∈ N.
Step 1. For arbitrary K > J we define
Λµ = {(ν¯, m¯) ∈ ∇µ : |λν¯,m¯| ≥ ǫµ},
where
ǫµ =

0 if 0 ≤ µ ≤ J,2µα2Jβµ− d−1p1 if J < µ ≤ K
and
α = −t+ 1
p1
+ ϑ, β = − 1
p1
− ϑ, ϑ = 1
2
t− 1p1 + 1δ2
1− p1δ2
.
Observe that ϑ > 0. For J < µ ≤ K, this leads to the estimate
|Λµ| =
∑
(ν¯,m¯)∈Λµ
1 ≤
∑
(ν¯,m¯)∈Λµ
|λν¯,m¯|p1
ǫp1µ
≤ ǫ−p1µ 2−µ(t−
1
p1
)p1
∑
|ν¯|=µ
2
µ(t− 1
p1
)p1
∑
m¯∈AΩν¯
|λν¯,m¯|p1
= ǫ−p1µ 2
−µ(t− 1
p1
)p1‖id∗µλ|(st,Ωp1,p1b)µ‖p1
≤ ǫ−p1µ 2−µ(t−
1
p1
)p1 ,
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where id∗µ denotes the canonical projection of s
t,Ω
p1,p1b onto (s
t,Ω
p1,p1b)µ. Inserting the definition
of ǫµ into the last inequality we obtain
|Λµ| . 2J2ϑp1(J−µ)µ(d−1).
Consequently
K∑
µ=0
|Λµ| .
J∑
µ=0
|∇µ|+
K∑
µ=J+1
|Λµ|
. 2JJd−1 + 2J
K∑
µ=J+1
2ϑp1(J−µ)µ(d−1)
. 2JJd−1,
with the constant independent of K > J .
Step 2. We define the function ϕµ : C→ C as follows. If 0 ≤ µ ≤ J we put
ϕµ(z) = z, for all z ∈ C,
if J < µ ≤ K and z = |z|eiθ ∈ C, then
ϕµ(z) =


0 if 0 ≤ |z| ≤ ǫµ,
(2|z| − 2ǫµ)eiθ if ǫµ < |z| ≤ 2ǫµ,
z if 2ǫµ < |z|.
(6.10)
Note that ϕµ is a continuous function on C and satisfies the inequality
|ϕµ(z)− z| ≤ |z|, ∀z ∈ C and 0 ≤ µ ≤ K. (6.11)
We define
S∗Kλ =
K∑
µ=0
∑
(ν¯,m¯)∈∇µ
λ∗ν¯,m¯e
ν¯,m¯,
and
λ∗ν¯,m¯ = ϕµ(λν¯,m¯), (ν¯, m¯) ∈ ∇µ, µ = 0, ...,K.
The functionals λ∗¯ν,m¯ depend continuously on λ ∈ U(st,Ωp1,p1b) since both, ϕµ and λν¯,m¯, depend
continuously on λ.
Step 3. Now we estimate the norm ‖λ− S∗Kλ|s0,Ωp2,2f‖. We define
Tµ =
∑
(ν¯,m¯)∈∇µ
(λν¯,m¯ − λ∗ν¯,m¯)eν¯,m¯, 0 ≤ µ ≤ K.
Note that Tµ = 0 if 0 ≤ µ ≤ J . This yields
‖λ− S∗Kλ|s0,Ωp2,2f‖ ≤ ‖λ− SKλ|s
0,Ω
p2,2
f‖+ ‖SKλ− S∗Kλ|s0,Ωp2,2f‖ (6.12)
≤ ‖λ− SKλ|s0,Ωp2,2f‖+
K∑
µ=J+1
‖Tµ|(s0,Ωp2,2f)µ‖.
21
For J + 1 ≤ µ ≤ K we have
‖Tµ|(s0,Ωp2,2f)µ‖ ≤ µ
(d−1)( 1
2
− 1
δ2
)‖Tµ|(s0,Ωδ2,δ2f)µ‖
= µ
(d−1)( 1
2
− 1
δ2
)
2
− µ
δ2
( ∑
(ν¯,m¯)∈∇µ
|λν¯,m¯ − λ∗ν¯,m¯|δ2
) 1
δ2 .
Since λν¯,m¯ = λ
∗¯
ν,m¯ whenever |λν¯,m¯| > 2ǫµ, we obtain
|λν¯,m¯ − λ∗ν¯,m¯|δ2 ≤ |λν¯,m¯|δ2 = |λν¯,m¯|δ2−p1 |λν¯,m¯|p1 ≤ (2ǫµ)δ2−p1 |λν¯,m¯|p1 ,
see (6.11) and (6.10). Therefore
‖Tµ|(s0,Ωp2,2f)µ‖ . µ
(d−1)( 1
2
− 1
δ2
)
2
− µ
δ2 (ǫµ)
1− p1
δ2
( ∑
(ν¯,m¯)∈∇µ
|λν¯,m¯|p1
) 1
δ2
= µ
(d−1)( 1
2
− 1
δ2
)
2
− µ
δ2 (ǫµ)
1− p1
δ2 2
−µ(t− 1
p1
)
p1
δ2 ‖id∗µλ|(st,Ωp1,p1b)µ‖
p1
δ2
. µ
(d−1)( 1
2
− 1
δ2
)
(ǫµ)
1− p1
δ2 2
−µtp1
δ2 .
Employing the definition of ǫµ we obtain
‖Tµ|(s0,Ωp2,2f)µ‖ . µ
(d−1)( 1
2
− 1
δ2
)
(2µα2Jβµ
− d−1
p1 )
1− p1
δ2 2
−µtp1
δ2 .
Observe that
α
(
1− p1
δ2
)
= −1
2
(
t− 1
p1
+
1
δ2
)
+
tp1
δ2
and β
(
1− p1
δ2
)
= −1
2
(
t+
1
p1
− 1
δ2
)
.
This results in the estimate
‖Tµ|(s0,Ωp2,2f)µ‖ . 2
−J
2
(t+ 1
p1
− 1
δ2
)
µ
(d−1)( 1
2
− 1
p1
)
2
−µ
2
(t− 1
p1
+ 1
δ2
)
.
Summarizing we have found
K∑
µ=J+1
‖Tµ|(s0,Ωp2,2f)µ‖ . 2
−J
2
(t+ 1
p1
− 1
δ2
)
K∑
µ=J+1
µ
(d−1)( 1
2
− 1
p1
)
2
−µ
2
(t− 1
p1
+ 1
δ2
)
. 2−JtJ (d−1)(
1
2
− 1
p1
)
,
with the constant independent of K > J . Inserting this into (6.12) and employing Lemma
6.12 we finish our proof. 
Remark 6.14. The proof given above is a combination of ideas from [24, Proposition 5.4]
and [11].
Theorem 6.15. Let 0 < p1 ≤ ∞, 0 < p2 <∞ and t > ( 1p1 − 1δ2 )+. Then
wn(U(s
t,Ω
p1,p1b), s
0,Ω
p2,2
f) . n−t log n(d−1)(t−
1
p1
+ 1
2
)
for all n ≥ 2.
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Proof . The assertion for the case p1 ≥ δ2 is an immediate consequence of Corollary 6.11 and
wn ≤ an. For the case p1 < δ2 we follow the argument in [11]. For each nJ = [c02JJd−1],
J ∈ N and K = K(J) as in Lemma 6.12, we denote k = 2∑Kµ=0 |∇µ|. We associate to each
λ ∈ U(st,Ωp1,p1b) a vector G(λ) ∈ Rk whose coordinates are the real and the imaginary part of
the coefficients λ∗¯ν,m¯(λ) in S∗Kλ. The coefficients appear in G(λ) in lexicographic order. Here
the real and the imaginary part of the coefficients λ∗¯ν,m¯(λ) are adjacent. Each vector G(λ) has
at most c0n non-zero coordinates, see Proposition 6.13. Since the set U(s
t,Ω
p1,p1b) is bounded
in s0,Ωp2,2f , there exists a constant A > 0 such that
|λ∗ν¯,m¯(λ)| ≤ |λν¯,m¯(λ)| ≤ 2
|ν¯|
p2 ‖λ|s0,Ωp2,2f‖ ≤ A2
K
p2 , ∀λ ∈ U(st,Ωp1,p1b).
Let us denote by ei the coordinate vectors in R
k. Then we define xi = Bei and x−i = −Bei,
where B > 0. We consider the set of points
N = {x−k, ..., x−1, 0, x1, ...., xk}.
Let T be the collection of all sets T ⊂ {−k, ...,−1, 0, 1, ..., k} such that the elements in T are
in general position and |T | ≤ c0n. Then C = C (N ;T ) is a complex of dimension c0n− 1 in
R
k. If we choose B large enough, then for each λ ∈ U(st,Ωp1,p1b) there exists an T ∈ T such
that G(λ) ∈ conv{xj}j∈T . That means, G is a continuous function mapping U(st,Ωp1,p1b) into
C . If λ1, λ2 ∈ U(st,Ωp1,p1b) and G(λ1) = G(λ2), that is S∗Kλ1 = S∗Kλ2, from Proposition 6.13
we obtain
‖λ1 − λ2|s0,Ωp2,2f‖ ≤ ‖λ1 − S∗Kλ1|s
0,Ω
p2,2
f‖+ ‖λ2 − S∗Kλ2|s0,Ωp2,2f‖
. 2−JtJ (d−1)(
1
2
− 1
p1
)
.
Consequently
diam(G−1(G(a))) . 2−JtJ (d−1)(
1
2
− 1
p1
)
.
This implies
anJ (U(st,Ωp1,p1b)|s0,Ωp2,2f) . 2−JtJ
(d−1)( 1
2
− 1
p1
)
.
From the monotonicity of the nonlinear co-widths we conclude
a[c02
JJd−1](U(st,Ωp1,p1b)|s0,Ωp2,2f) . log(c0 Jd−1 2J)
(d−1)( 1
2
− 1
p1
)
( c0 Jd−1 2J
logd−1(c0 Jd−1 2J)
)−t
.
Again the monotonicity of the nonlinear co-widths allows us to switch from the subsequence
([c0 J
d−1 2J ])J to n ∈ N in this formula by possibly changing the constant behind .. Finally,
in view of the equivalence of the nonlinear widths, see Lemma 4.1, the claim follows. 
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6.3 Bernstein numbers of sequence spaces related to spaces of dominating
mixed smoothness
In this subsection we investigate the asymptotic behaviour of Bernstein numbers of the em-
bedding
id∗ : st,Ωp1,p1b→ s0,Ωp2,2f.
Lemma 6.16. For all µ ∈ N0 and all n ∈ N we have
bn(id
∗
µ : (s
t,Ω
p1,p1b)µ → (s0,Ωp2,2f)µ) ≤ bn(id∗ : st,Ωp1,p1b→ s
0,Ω
p2,2
f) . (6.13)
Proof . We consider the following diagram
st,Ωp1,p1b
id∗−−−−→ s0,Ωp2,2f
id1
x yid2
(st,Ωp1,p1b)µ
id∗µ−−−−→ (s0,Ωp2,2f)µ .
(6.14)
Here id1 is the canonical embedding and id2 is the canonical projection. Since id∗µ = id2 ◦
id∗ ◦ id1 the property (s3) yields
bn(id
∗
µ) ≤ ‖ id1 ‖ ‖ id2 ‖ bn(id∗) = bn(id∗) .
This completes the proof. 
Lemma 6.17. Let 0 < p1 ≤ ∞, t ∈ R and µ ∈ N0
(i) If 0 < p2 ≤ 2 it holds
µ
(d−1)(− 1
p2
+ 1
2
)
2
µ(−t+ 1
p1
− 1
p2
)
bn(id
Dµ
p1,p2) . bn(id
∗). (6.15)
(ii) If 2 ≤ p2 <∞ and p ∈ [2, p2] it holds
2
µ(−t+ 1
p1
− 1
p
)
bn(id
Dµ
p1,p) . bn(id
∗). (6.16)
Proof . Step 1. Proof of (i). We use the following commutative diagram
(st,Ωp1,p1b)µ (s
0,Ω
p2,p2f)µ
(s0,Ωp2,2f)µ
id2
id∗µ id1
24
This time we have bn(id
2) ≤ ‖ id1 ‖ bn(id∗µ). By Lemma 6.8, we obtain
‖ id1 ‖ . µ(d−1)( 1p2− 12 ) .
Lemma 6.7 (ii) yields
bn(id
2) & 2
µ(−t+ 1
p1
− 1
p2
)
bn(id
Dµ
p1,p2) .
Inserting this in the previous estimate we find
bn(id
∗
µ) & µ
(d−1)( 1
2
− 1
p2
)
2
µ(−t+ 1
p1
− 1
p2
)
bn(id
Dµ
p1,p2) . (6.17)
From (6.13) we obtain (6.15).
Step 2. Let 2 ≤ p ≤ p2. We consider the diagram
(st,Ωp1,p1b)µ (s
0,Ω
p,p f)µ
(s0,Ωp2,2f)µ
id2
id∗µ id1
Because of bn(id
2) ≤ ‖ id1 ‖ bn(id∗µ), ‖ id1 ‖ . 1, see Lemma 6.8, and
bn(id
2) & 2
µ(−t+ 1
p1
− 1
p
)
bn(id
Dµ
p1,p) ,
see Lemma 6.7 (ii), we obtain
bn(id
∗
µ) & 2
µ(−t+ 1
p1
− 1
p
)
bn(id
Dµ
p1,p) .
Now employing (6.13), we have inequality (6.16). The proof is complete. 
To proceed we recall the behaviour of Weyl numbers xn(id
∗ : st,Ωp1,p1b→ s0,Ωp2,2f), see [30].
Proposition 6.18. Let 1 ≤ p1 ≤ ∞, 1 ≤ p2 <∞ and t > ( 1p1 − 1p2 )+. Then
xn(id
∗ : st,Ωp1,p1b→ s0,Ωp2,2f) ≍ ϕ2(n, t, p1, p2) = n−α(log n)(d−1)β , n ≥ 2,
where
(i) α = t, β = 0 if p1, p2 ≤ 2, t < 1p1 − 12 ,
(ii) α = t, β = t+ 12 − 1p1 if p1, p2 ≤ 2, t > 1p1 − 12 ,
(iii) α = t− 12 + 1p2 , β = t+ 1p2 − 1p1 if p1 ≤ 2 ≤ p2,
(iv) α = β = t− 1p1 + 12 if p2 ≤ 2 ≤ p1, t > 1p1 ,
(v) α = β = t− 1p1 + 1p2 if
(
2 ≤ p2 ≤ p1, t >
1
p2
− 1
p1
p1
2
−1
)
or 2 ≤ p1 ≤ p2,
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(vi) α = tp12 , β = t+
1
2 − 1p1 if
(
2 ≤ p2 < p1, t <
1
p2
− 1
p1
p1
2
−1
)
or
(
p2 ≤ 2 < p1, t < 1p1
)
.
As a consequence of Proposition 6.18 and Lemma 3.2 we obtain the following
Corollary 6.19. Let 1 ≤ p1 ≤ ∞, 1 ≤ p2 <∞ and t > ( 1p1 − 1p2 )+. Then
bn(id
∗ : st,Ωp1,p1b→ s0,Ωp2,2f) . xn(id∗ : st,Ωp1,p1b→ s
0,Ω
p2,2
f), n ≥ 2.
Now we are in position to formulate the main result of this subsection.
Theorem 6.20. Let 1 ≤ p1 ≤ ∞, 1 ≤ p2 <∞ and t > ( 1p1 − 1p2 )+. Then
bn(id
∗ : st,Ωp1,p1b→ s0,Ωp2,2f) ≍ φ2(n, t, p1, p2), n ≥ 2,
where φ2(n, t, p1, p2) is given in Theorem 2.3.
Proof . Step 1. Let φ2(n, t, p1, p2) be the function defined in Theorem 2.3. We prove the
lower bound.
Substep 1.1. Proof of (i). We consider the following commutative diagram
st,Ωp1,p1b
id∗−−−−→ s0,Ωp2,2f
id1
x yid2
2
µ(t− 1
p1
)
ℓ
Aµ
p1
Iµ−−−−→ 2µ(0− 1p2 )ℓAµp2 .
Here Aµ = |AΩν¯ | for some ν¯ with |ν¯|1 = µ, id1 is the canonical embedding, whereas id2 is the
canonical projection. From (s3) we derive
bn(Iµ) = bn(id2 ◦ id∗ ◦ id1) ≤ ‖id1‖ ‖id2‖ bn(id∗) = bn(id∗) .
Also (s3) guarantees
bn(Iµ) = 2
µ(−t+ 1
p1
− 1
p2
)
bn(id
Aµ
p1,p2) .
We choose n =
[Aµ
2
]
. Then the inequality (3.3c) yields
bn(Iµ) ≥ 2µ(−t+
1
p1
− 1
p2
)
bn(id
Aµ
p1,p2) & 2
µ(−t+ 1
p1
− 1
p2
)
2
µ( 1
p2
− 1
p1
)
= 2−µt ≍ n−t ,
which implies bn(id
∗) & n−t.
Substep 1.2. We prove (v). In this case we choose n = [D
2
p1
µ ]. If 2 ≤ p2 ≤ p1 it follows from
property (3.4) that
bn(id
Dµ
p1,2
) & D
1
2
− 1
p1
µ & (µ
d−12µ)
1
2
− 1
p1 .
Inequality (6.16) with p = 2 yields
bn(id
∗) & 2µ(−t+
1
p1
− 1
2
)
(µd−12µ)
1
2
− 1
p1 & µ
(d−1)( 1
2
− 1
p1
)
2−tµ .
26
If p2 ≤ 2 ≤ p1 we employ inequalities (6.15), (3.4) and obtain
bn(id
∗) & µ(d−1)(−
1
p2
+ 1
2
)
2
µ(−t+ 1
p1
− 1
p2
)
bn(id
Dµ
p1,p2)
& µ
(d−1)(− 1
p2
+ 1
2
)
2
µ(−t+ 1
p1
− 1
p2
)
(µd−12µ)
1
p2
− 1
p1
= µ
(d−1)( 1
2
− 1
p1
)
2−tµ
Rewriting the right-hand side in dependence on n we find
bn(id
∗) & n−
tp1
2 (log n)
(d−1)(t+ 1
2
− 1
p1
)
.
Substep 1.3. For the lower bound in the cases (ii), (iii) and (iv) we use inequalities (6.15),
(6.16) combined with (3.3a), (3.3b), (3.3c) and choose n =
[Dµ
2
]
.
Step 2. To prove the upper bound we use, as in the isotropic case, the inequality
bn . min(xn, wn), n ∈ N,
see Proposition 4.2 and Corollary 6.19. In view of Theorem 6.15 and Proposition 6.18 the
claim follows. 
6.4 Proof of Theorem 2.3
Now we are ready to prove the Theorem 2.3. We shift the results obtained in Subsection 6.3
to the situation of function spaces.
Proof of Theorem 2.3. First we prove that under the restrictions in Theorem 6.20
bn(id
∗ : st,Ωp1,p1b→ s0,Ωp2,2f) ≍ bn
(
id : Stp1,p1B(Ω)→ S0p2,2F (Ω)
)
(6.18)
holds for all n ∈ N. By Ed we denote a linear continuous extension operator from Stp1,p1B(Ω)
to Stp1,p1B(R
d). For the existence of those operators we refer to [30], see also Triebel [50,
1.2.8]. We consider the commutative diagram
Stp1,p1B(Ω)
Ed−−−−→ Stp1,p1B(Rd)
W−−−−→ st,Ωp1,p1b
id
y yid∗
S0p2,2F (Ω)
RΩ←−−−− S0p2,2F (Rd)
W∗←−−−− s0,Ωp2,2f
Here the mapping W is defined as
Wf :=
(
2|ν¯|1 〈f, Ψν¯,m¯〉
)
ν¯∈Nd
0
, m¯∈AΩν¯
.
Furthermore, W∗ is defined as
W∗λ :=
∑
ν¯∈Nd
0
∑
m¯∈AΩν¯
λν¯,m¯Ψν¯,m¯
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and RΩ means the restriction to Ω. The boundedness of Ed,W,W∗, RΩ and property (s3)
yield
bn(id) . bn(id
∗).
Modifying the diagram we obtain the inverse inequality as well, see [51]. Now the asser-
tion in Theorem 2.3 follows from (6.18), Theorem 6.20 and the Littlewood-Paley assertion
S0p2,2F (Ω) = Lp2(Ω) (in the sence of equivalent norms, 1 < p2 <∞), see Nikol’skij [29, 1.5.6].
The proof is complete. 
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