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On the edge-colouring problem for unions of complete uniform hypergraphs*) 
by 
A.E. Brouwer & R. Tijdeman 
ABSTRACT 
For given n E lN and H c {1,2, ••• ,n} we investigate whether the col-
lection of subsets Ac {1,2, ••• ,n} with IAI EH possesses a parallelism 
(I-factorization). A complete solution for the case H = {1,2, ••• ,h} is 
given. 
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0. INTRODUCTION 
H Let x be some fixed set of n elements. For H c {1,2, .•. ,n} let K 
n 
denote the hypergraph (x,E) with vertex set x and collection of edges 
E = {y C XI lyl E H}. 
(Since we never need symbols for the vertices of a hypergraph, but do use 
collections of collections of edges, we denote sets of vertices by lower 
case symbols, sets of edges by capitals and collections of sets of edges 
by upper case script letters.) 
When His non empty its largest element is denoted by h. When H = {h} 
we write Kh instead of K{h}, the complete h-uniform hypergraph on n ver-
n n 
tices. When H = {1,2, ... ,h} then, following Berge and Johnson, we write 
~h H K for K, the hereditary closure of the complete h-uniform hypergraph on 
n n 
n vertices. 
BARANYAI [1 J proved that Kh has a I-factorization if and only if hi n. 
n ~h 
BERMOND, BERGE & JOHNSON ([2], [5]) then considered the case of K which 
n 
they solved for h s 4 and in several other special cases. Our main result 
is 
THEOREM -~h I-factorization exact7,y in the foUowing cases: 1 . K posseses a 
n 
(i) n s 2h and Kn-h-l 1,.,S 1-factorizahZe ( or n-h-1 s 0) 
n 
(ii) n = kh + .e_' k ;c: 2, -1 s .e_ s h-2 and 
(ii.a) .e_ = Oandk;c: h-2 
or (iib) .e_ = -1 and k ;::>: ! h-1 . 
[Note that in case n = 2h or n = 2h-1 the conditions given under (i) 
and (ii) agree.] 
In the course of proving this theorem we derive many results for gen-
eral H. (Theorems 2 and 3 reduce the problem to the cases n = kh and n = 
kh-1 with k ;::>: 3. Now we have: 
(A) kh with k ;c: 3 and h-1 H I -factorizable if and Let n = EH. Then K l.S n 
only if either k ;c: h-1 or (k = h-2 and h-2 E H). 
(B) with k 3 and h-2 EH. H I-factorizable if and Let n = kh-1 ;::>: Then K l.S 
n 
only if h-1 EH and k ;::>: !h-1 and m(H) l.S odd, 
where the notation m(H) is explained below.) 
2 
All the existence results follow from Baranyai's theorem, which rough-
ly says that a I-factorization exists if (and only if) the numbers fit. 
For precise statements of this theorem see [I], [3] or [4]. It implies that 
a I-factorization exists if and only if there exist non-negative numbers 
t n 
cij with i == I, ... , t and j E H such that I:i=l cij = (j) for j E H and 
I:. H jc .. = n for i = l, ... ,t. (For this application of the theorem see 
JE iJ 
[2], [3] or [SJ.) 
-3 8 8 8 For example K8 is I-factorizable, since ( 1) = 8, (2) = 28, (3) = 56 
and one can realize a ]~factorization consisting of one I-factor containing 
the eight singletons, and 28 ]-factors each containing two triples and a 
pair. 
On the other hand, as was remarked by R.M. Wilson, K; is not I-factor-
izable since(~)= 7, (;) = 21, (;) = 35 and any I-factor not containing a 
singleton must contain two pairs and a triple, so that there are at most 
IO triples in a I-factor without singleton and at most 14 triples in a I-
factor with singleton, which leaves II triples not in any I-factor. 
All thE~ non-existence results are proved with a similar argument: 
Assume that there exists a I-factorization F of KH. For each I-factor PE F 
n 
let 
n(g) := ~(g) := J{a E P J !al = g}J. 
Suppose that G c Hand that for each PE F we have 
I a.. n(i) 2 I n(j). 
iEH i jEG 
Then it follows that-
I n I n CL (.) 2 ( . ) . 
iEH i i jEG J 
Using inequalities on binomial coefficients we then derive a contradiction. 
[E.g. in the above example n = 7, h = 3 we have n(3) s 2n(I) + !n(2), hence 
35 = (;) s 2•(~) + ½(;) = 24½, a contradiction.] 
l . AUXILIARY LEMMA I S 
Let g, h, k, n be positive integers with k 2 2. 
LEMMA I. Let n 2 kh-1 and g ~ h. Then(;) ~ (k-l)g-h(~). 
PROOF. Use induction on h-g. If h = g the lemma is true. Next 
( n ) 
g-1 
= g (n) 
n-g+l g 
provides the induction step. 0 
h-1 n h n 
LEMMA 2. Let n 2 2h. Then Ei=O (i) < n- 2h+l (h). 
n PROOF. As before we find (h . ) 
-J 
h-1 
I 
i=O 
n (.) < 
l. 
h 
n-2h+1 • 
We shall use these lemma's throughout the sequel without explicit 
reference. In Section 5 we shall use the following observations: 
LEMMA 3. Let p, q, m be positive integers with (p,q) Im. If 
_m __ 2 ( p 
(p,q) (p,q) 
then there exist nonnegative integers a, b such that m ap + bq. 
PROOF. Easy exercise. 0 
3 
LEMMA 3a. Let p, q, m be integers with p < 0 < q and (p,q) I rn. There exist 
nonnegative integers a, b such that m = ap + bq_, and one may choose them in 
such a way that when m 2 0 then a~ ( q) - I and b ~ rn+p - ( P )' and 
rn+q q p ' q p q p ' q 
when m ~ 0 then a ~ -- + ( ) and b ~ ( - ) - 1 . Consequently we can p p,q p,q 
always obtain a + b ~ rnax(rn:p , rn;q) + q - p - I. 
PROOF. Trivial. 0 
4 
2. THE REFLECTION PRICIPLE 
THEOREM 2. Let n ~ 2h. Then KR has a I-factorization if and only if (h = n 
n 
or n-h EH) and KH\{h,n-h} is I-factorizable. 
n 
PROOF •. First assume n-h EH. Given a I-factorization of KH\{h,n-h} we ob-
n 
tain a I-factorization of K: by adding the I-factors {a,x\a} for all a c x, 
!al = h. Conversely, if there exists a I-factorization of KR then suppose 
n 
that Fis one such with the maximum number of I-factors of the form {a,x\a}, 
lal = h. Let a c x, lal = h. If the I-factor P1 containing a is not {a,x\a} 
but, say, {a,a1, ... ,ar} and the I-factor P2 containing x\a is {x\a,b 1, ... , 
b} then 
s 
is a I-factorization containing one more pair of complementary sets, a con-
tradiction. Hence F contains all complementary pairs {a,x\a} for a c x, 
lal = h, and removing these yields a I-factorization of KH\{h,n-h}_ 
n 
If h =none passes back and forth between I-factorizations of KH and 
a n 
K:\{n} by adding or removing the I-factor {x}. 
H Finally, suppose O 1 n-h i H, and assume that Kn has a I-factorization 
F. Each I-factor in F containing an h-set contains at least two small sets, 
n-h hence at least one set of cardinality at most - 2-. Therefore 
I (1:1) n ~ (h), 
.<n-h l. l.--2-
but, writing g = n-h, we have for g ~ 2 
(n) ½ g+ I ( n ) ( n ) ~ (n) = 
i < n-g-1 Ug+l J ~ Ug+l J g 
(where LaJ denotes the integral part of a; note that g < n-g), while of 
course 
5 
1s true also for g = I. Contradiction. D 
COROLLARY. Let n $ 2h. Then Kh is I-factorizable if and only if Kn-h-I 
n n 
is. • 
This proves case (i) of Theorem I. From now on we shall often tacitly 
assume n > :Zh. 
3. NONEXISTENCE FOR l :::>: I 
THEOREM 3. Let n = kh + l, k :::: 2, I $ l $ h-2. Then KH is not I-factorizable. 
n 
PROOF. Suppose KH has a I-factorization. Each partition (I-factor) contains 
n 
at least one l-set or at least two other small sets (with size <h), and at 
most k h-sets, i.e., 
Using Lennnas I and 2 we find 
I < lk(-I- + I ) 
2 k-2 (k-I)2 
so that k $ 4. In fact we found 
I ( I I ) 
I < 2k l+I + (k-I)h-l k-2+h 
and since h:::: l+2:::: 3 this is a contradiction also fork 
3h-l < 2 + -4h < 4 + 2 (h-l) . ) 
,e_ + I 
4. (One gets 
Now let n = 3h + l. Note that each partition containing an h-set also 
contains a set of cardinality at most (2h + l) /3, while if it contains two 
h-sets it must contain a set of cardinality at most (h+l)/2, and finally 
if it contains three h-sets and not two smaller sets then it is 
$ c1) + I 
. h+l 
1 <--
- 2 
n (.) + 
1 I 
.<2h+l 1--3-
n ( . ) . 
1 
6 
For l n ~ h-4 we find (estimating both sums by Ii~h-Z (i)): 
1 h-1 1 ~ h-.l + 2 • h+.l+3 • 2' 
2 
which is a contradiction. 
For n = 4h-3 we find (in the same way, this time dividing by (h~l)): 
3~-2 ~ ¼ + 2 • h2~1 + l , 
also a contradiction. 
For n = 4h-2 we obtain (examining the possible partitions of n) 
(n) 2 'i' (n. ) ( n ) ( n ) h ~ l i + h-2 + h-1 
i~h-2 
from which it follows that 
again a contradiction. 
The only remaining case is k = 2. But from now similar considerations 
it follows that 
'i' n n 1 n 
l (i) + (.e_) + 2(½(h+l)) 
. h+£. i<-2-
where the last term is absent when h + £. is odd. Subsequently we obtain the 
following inequalities: 
n-h+l n h+£.+l n n 1 n 
h (h-1) < 2h (h-1) + (,e_) + 2(h-1)' 
h-1 < £.+1, 
7 
which gives a contradiction. D 
By the remark at the end of the previous section, and this theorem, 
we may and shall assume henceforth that n = kh + ,e_ where k 2 3 and ,e_ = 0 
or ,e_ = -1 • 
4. A FEW OTHER NONEXISTENCE RESULTS 
THEOREM 4. Let n = kh, 3- s ks h-3. Then if KH is I-factorizdbZe, (h-1) ,f_ H. 
n 
PROOF. Assurne KH is I-factorizable. A partition containing (h-1)-sets con-
n 
tains either a g-set with gs k or at least two g-sets with k+l s gs h-2 
(for: n = kh = k(h-1) + k). Hence 
so 
(I) :s;!.2 • k+l •(k-l)-(h-k-2) n-2k-l 
and, since h-2 2 k+l: 
k h-1 
+ -·---2 n-2h+3 
k k+l 
s 2 • (k+l )k-1 
I k I 
·-- + -·--k-1 2 k-2 
a contradiction fork 2 5. Returning to (1) we find fork= 4: 
IO I 
s--•-+ 
n-9 3 
. 
h-1 
2 • 2h+3 
2 2 
s --- = ---2h+3 3(n-9) 12h-27 ' 
h s 4, 
a contradiction. Hence k = 3. Again examining the possible partitions of 
n we find 
8 
hence, since h ~ 6, 
4 (n) < 4 ( n) 
h+3 5 - h+3 h-1 ::;; 
(h-1)(3h-4)::;; 5(h+3), 
h < 5, 
a contradiction. D 
3•4•5 n 
= (n-3)(n-4) (5), 
Just the opposite conclusion holds when n = kh-1: 
THEOREM 5. Let n = kh-1, k ~ 3. If KR is 1-faetorizahle then (h-1) EH. 
n 
PROOF. S~ppose h-1 i H. Each partition containing an h-set must also con-
tain smaller sets, hence 
I 
i::;;h-2 
(n) h-1 ( n ) ( n ) < _1_ (n) i < n-2h+3 h-1 < h-1 - k-1 h' 
a contradiction. D 
More generally we have (fork~ 3): 
LEMMA 4. Let F be any I-factorization of KR. For each g EH there are part-
n 
itions in F not containing any f-set for f < g-1. 
PROOF. Assume the contrary, then there is some element h EH (where for the 
duration of this proof we drop the convention that h = max H) such that any 
partition containing an h-set also contains sets of size at most h-2. Write 
n = kh + l with -1 ::;; l ::;; h-2 and k ~ 3. If l = -1 then the proof of the pre-
vious theorem produces a contradiction. Hence O::;; l::;; h-2. By assumption 
each partition containing an h-set also contains a 'small' set, and if it 
contains k h-sets and only one 'small' set, the latter must have size l. 
Hence 
9 
(n) h :,;; 
l+4 l+l l+4 
n-2h+3 < kh < kh ' 
a contradiction. D 
Fork= h-2 the conclusion of Theorem 4 no longer holds. But we can 
say the following: 
THEOREM 6. Let n = (h-2)h, and, suppose that KH is 1-factorizahle. Then if 
n 
(h-1) EH, also (h-2) EH. 
PROOF. For any partition n = a*h + b*(h-1) we have b = 0 (mod h), and, 
since n ~ h(h-1), b = O. Therefore any partition containing (h-1)-sets 
also contains smaller sets. Now the conclusion follows from Lennna 4. 0 
THEOREM 7. Let n = kh-1, 3:,;; k:,;; !(h-3). Then if KH is 1-factorizahle 
n 
(h-2) i H. 
PROOF. Suppose KH is I-factorizable, and (h-2) EH. Consider the partitions 
n 
containing (h-2)-sets. Since 
(2) n = k(h-2) + 2k- 1 ::;; (k+l) (h-2) - 2 
the number of (h-2)-sets in such a partition is at most k. Moreover, such 
a partition cannot contain only h-, (h-1)- or (h-2)-sets since 
n =ah+ b(h-1) + c(h-2) 
implies 
b + 2c - 1 (mod h); 
10 
but by (2) a+b+c ~ k, so that b+2c ~ 2k < h, and it follows that b+2c= 1 
and soc= O, i.e., the partition did not contain any (h-2)-sets. 
Likewise for 2k ~ g < h-2 a partition n = a*h + b*(h-1) + c*(h-2) + g 
is impossible. (Again we find b + 2c :::::: g+l (mod h) and b + 2c < h, so b + 2c = 
g+l ~ 2k+l; but by (2) b+c ~ k, which is impossible.) Hence 
Fork~ 5 we find 
I 
i~h-4 
( ~) + k-1 ( n ) < ( _!_ + k-1 ) ( n ) 
1 2 n-3 k-2 2 • k-1 • h-2 ' 
a contradiction. 
Fork= 4 the above inequality implies 
(since h ::::: 2k + 3 = 11), and so produces the required contradiction. 
Finally, let k = 3, n = 3h-l, h ~ 9. By the usual arguments we find 
(n) \' (n. ) 1 ( n ) i + l 1 + 3 (2h+l)/3 
.<2h 1-3 
where terms (n) with a not an integer are zero. 
a 
[As follows: If a partition 
contains three (h-2)-sets then by n = 3 (h-2) + 5 it also contains a g-set 
for g = 1,2, or 5. If a partition contains two (h-2)-sets then by n = 
h+2 h+3 . 2(h-2) + h+3 it also .contains a g-set for g ~ - 2- or two (-2-)-sets. Finally 
if it contains 
2h g ~ _1 then 
Zh+2 
only one (h-2)-set and it does not contain a g-set for 
2h+l it was n = (h-2) + 3*(-3-).J Estimating roughly we find for 
g = L-3-r 
(~) + (n) < ( 3g + l)(n) ( n) 
1 g n-2g+l g < g+l 
and it follows that 
11 
2h+2 
h-2 < L-3-J + 1, 
a contradiction. D 
At. this point we have shown that the conditions of Theorem 1 are neces-
sary. The next section is devoted to the proof of the sufficiency. 
5. POSITIVE RESULTS 
THEOREM 8. Let n = hk and k ~ h-1. Then KH is 1-facotPizabZe. 
n 
PROOF. Use I-factors of the form 
n = (h ~ g) * g + (k - (h: g)) * h 
\{ } d d 11 d N ·.-- (h,g) (n) for g Ea h. In or er to accommo ate a g-sets we nee g h g 
such I-factors for each g, and 
I-factors of the type 
are needed for the remaining h-sets. 
(i) 
(ii) 
(iii) 
By Baranyai's theorem this setup will produce a solution if 
N is integral for each g EH g 
N ~ 0 for each g EH 
g g 
k ~ (h,g) for each g E H\{h}. 
Ad(i): if a and bare integers with (h,g) = ah+ bg then 
N = (h,g) (n) = 
g h g 
n-1 is integral for g EH, g f h. Also, since L N = L (g_ 1), it follows gEH g gEH 
12 
that Nh is integral. 
Ad(ii): Since Ng~ ½c;) for g <hit suffices to prove that 
But 
and fork~ 3 we indeed have 
I 
-;;,(k-1) 
L. 
h < _!_ k-1 < I 
n-2h+l - 2 k-2 - ' 
(Fork~ 2, h ~ k+l one may verify directly that Nh ~ 0.) 
Ad(iii): (h:g) ~ g ~ h-1 ~ k. • 
In fact we proved the more general 
THEOREM Sa. Let n = hk and let k ~ (h:g) for each g EH. Then K! is 1-
factorizable. • 
(Strictly speaking we proved this for k ~ 3. For k .~ 2, however, the 
condition (h:;g) ~ k is equivalent to gin and we find a I-factorization with 
partitions of the form n = E. * g for each g E H.) g 
REMARK. Let n = kh, k ~ 3. The proof that Nh ~ 0 did not really use the 
structure of the I-factors. Hence "there are always enough h-sets" or: "if 
there is a 1--factorization of KH with possibly repeated h-sets then there 
n 
is a proper I-factorization". For: a I-factor not containing only h-sets 
contains at most k-1 h-sets and at least two smaller sets. But we proved 
n (.) . 
1 
PROPOSITION I. Let n = hk-1 and k ~ h-1 or (k ~ !h-1 and h even). Then Kh 
n 
is 1-factori;:.:ab le. 
13 
This proposition is an immediate consequence of Theorem S (or Theorem 
Sa) and the following proposition. 
PROPOSITION 2. Let H contain no two consecutive integers, and Zet H' = 
Hu (H-1)\{0}. Then if K:+I is 1-factorizabZe, K!' is 1-factorizabZe too. 
PROOF. Let x' = x u {00 } be some set of n+I elements. Given a I-factoriza-
tion of KH 1 (with vertex set x'), remove the point 00 from each set con-
n+ H' 
taining it. This yields a I-factorization of K. DD 
n 
THEOREM 9. If (h-2) EH then ~(h-Z) is 1-factorizabZe. 
PROOF. If (h-1) i H then this follows innnediately from Theorem Sa. Hence 
H' 
assume that (h-1) EH and let H' = H\{h-1,h-2}. By Theorem Sa K is I-
f . 1 d b . . 2 {h-l ,h-Z} . I f . bl n( h actorizab e an y proposition , K is - actoriza e note tat 
2 h-1 n H H' {h-1 h-2} 
n = (h-1) - I so that K I is I-factorizable) hence K = K u K ' n+ n n n 
is I-factorizable too. D 
This finishes the proof of part (iia) of Theorem I. In fact statement 
(A) of the introduction follows from the Theorems 4, 6, 8 and 9. 
What remains to be proved in Theorem I is the I-factorizability of Kh 
n 
for n = kh-1 and h odd and !(h-1) ~ k ~ h-2. The general idea is that just 
as in the above remark for n = kh also here we have plenty of h-sets: each 
partition differing from n = (k-l)*h + l*(h-1) contains at most (k-1) h-sets 
and at least two smaller sets. But if the g-sets for g ~ h-2 are used up, 
the only way to get rid of the remaining h-sets is to use the partition 
n = (k-l)*h + l*(h-1). Therefore it is necessary that at this moment the 
number of remaining h-sets be exactly k-1 times the number of remaining 
(h-1)-sets. On the other hand, if we keep the numbers of (h-1)-sets and h-
sets in proportion I: k-1 then we can never run short of (h-1)-sets, since 
the number of h-sets remains positive. (Note that initially (h~I) = k~I (~).) 
Looking for partitions n = a*h + b*(h-1) + c*(h-2) with c # 0 we find 
since Lh~ZJ = k+I) b+c ~ k+I and b+2c = I (mod h), so b+2c = h+I. With b = O 
we have a unique partition 
(S) n = (k - h-l)*h + ~(h-2) 2 2 
14 
and partitions with b f:. 0 exist if and only if k :::: ½(h+l), e.g., 
(y) n = (k - h;l)*h + 2*(h-1) + h;l * (h-2). 
Hence if k:::: ½(h+l) we can first get rid of all the small sets in an almost 
arbitrary way, next use I-factors (B) and (y) to cover the (h-2)-sets, where 
(B) and (y) are taken in such a proposrtion as to make the proportion of 
the remaining (h-1)- and h-sets I: k-1, and finally cover the rest with!-
factors (a.): 
(a.) n = (k-I)*h + I*(h-1). 
The case k = ½(h-1) will be dealt with separately. 
So, let n = kh-1 and h odd, h:::: 5, k:::: ½(h+l), {h-2,h-l,h} c H. For 
h 4 (n) . . f g EH, gs - we use partitions o type g 
Co) 
if g is even, and of type 
(€) n = (k- ½(g+l))*h + ½(g+l)*(h-2) + l*g 
if g is odd. 
If h-3 ,c: H then we cannot use partitions (o) only, since this would 
disturb the proportion of remaining h- and (h-1)-sets too much. Therefore, 
besides 
n = (k- ½(h-l))*h + l*(h-1) + ½(h-3)*(h-2) + l*(h-3) 
we also use 
(p) n = (k- ½(h-3))*h + ½(h-S)*(h-2) + 2*(h-3). 
If we take N p 
partitions of 
h-3 n 
:= L2k+h-3 (h-3) J 
type (o 0) then we 
n partitions of type (p) and N00 := (h_3) - 2NP 
cover all (h-3)-sets, and we have 
h-3 
-(k+-) < 2 I 
p 
~(h-3);'0 
15 
(~ (h) - (k- I)~ (h- I ) ) s; 0 
(recall that for a partition P, we defined 11p(g) as the number of g-sets 
it contains). Let ~ := 11p(h) - (k-1)11p(h-l) and D := r{dp I np(g) :/: O for 
some gs; h-3}. Now 
so 
Also 
-(k+h-3)- ' l(n)<D$ 2 , l 2g g 
gs;h-5 
I 
gs;h-4 
g even g odd 
-(k+h-3)_h-5._!_(n) (n) 2 2 k h-4 < D < h-3 • 
(k _ g+l) (n) 
2 g , 
r{np (h-2) I ~ (g) :/: 0 for some g s; h-3} s; h;3 l (~) < 
is:h-3 1 
so that there are still some (h-2)-sets left. 
As explained above we would like to make rdp zero by taking a suitable 
combination of partitions of types (B) and (y). 
If Pis a I-factor of type B then dB := ~ = k - ½(h-1); likewise d = y 
-(k + ½ (h-3)). Let a, b be a nonnegative integers such that ad8 + bdy = 
The existence of such integers follows (by Lennna 3a) from 
D := l (np (h) - (k-1 )np (h-1)) = k l (hnp (h) + (h-1 )np (h-1)) 
p p 
=kl (n -
p 
l gnp(g)) - -k 
gs;h-3 
(mod (n,h-2)) 
-D. 
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and 
(d8,dy) = (k-Hh-1),k+ Hh+3)) = (2k-h+l,h-2) = (n,h-2) ID. 
Hence if we take a partitions of type (8) and b partitions of type (y) then 
Ed p = 0, where the sum is taken over all I-factors chosen thus far. 
Lemma 3a guarantees us that we can have 
-D+_d8 -D+d 
a+b :,; max ( d , __ "\..,_') + d -d - 1 
y d8 8 y 
so that we need at most 
h+I < I n h-3 h-5 n h+I (a+b) 2 - (max(k+½(h-3) (h-3), k + -2- + 2k (h-4)) + 2k-2)-2-
(h-2)-sets, i.e., not more than was available. (Note that h ~ 5 implies 
n 2 n (h_3) > 4(k-l) and h ~ 6 implies (h_4) > 4k(k-l).) At this moment the num-
n her of R of remaining (h-2)-sets is divisible by (n,h-2) (for: 
R(h-2) = ((h~2) - l np(h-2))(h-2) = 
p 
I <n -
p 
(mod n) 
n-1 because Ep gnp(g) = n(g_1) - 0 (mod_~1 for g < h-2 and Edp = O) and we cover 
all remaining (h-2)-sets by taking __ y_ times a I-factor of type (S) and 
Rd - n 
nB times a I-factor of type (y). Since this leaves Edp zero, the rest is 
done by I-factors of type (a). 
This settles the case k ~ ½(h+I). Now look at the case k = ½(h-1), 
n = kh-1 = 2k2 +k-l = (k+l)(2k-l) = (k+l)(h-2). 
We use partitions 
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(a) n = (k-l)*h + I*(h-I) 
(S) n = (k+l)*(h-2) 
and for odd g, g EH, g ~ h-4: 
(y) n = (k - ½(g+I))*h + ½(g+I)*(h-2) + I*g 
(o) n = (k-½(g+3))*h + 2*(h-I) + ½(g-I)*(h-2) + l*g 
and for even g, g EH, g ~ h-3: 
( e:) 
(p) 
where c := rh;1l, a := h - 2 - ½cg, b := ½cg - h;t. 
(Note that cg ~ h-1 and ½cg ~ ½(h-I + g-I) ~ h-2 so that a, b and c are 
nonnegative integers.) 
Take I-factors of types (y) and (o) with frequencies 
N _ k+½(g-I) (n) 
y - 2k-I g 
and 
N = k-½(g+I) (n) 
o 2k-I g for each odd g EH, g ~ h-4. 
(Note that N + N .r- = (n) and N - N .r- = Zkg 1 (n) = (k+ 1) (n- II) are integral, y u g y u - g g-
while 2k-I is odd; therefore NY and N0 are integral.) 
We have dy = k - ½(g+I) and d0 = -(k+½(g-I)) so that for these I-
factors Idp = Nydy + N0d0 = O, i.e., the h- and (h-1)-sets remain in the 
correct proportion. Take I-factors of .types (e:) and (p) with frequencies 
2a (n) N =---
e: cg+2a g 
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and 
N = g (n) 
p cg+2a g for each even g EH, g ~ h-3. 
(N h N N (n) d h N g (n) k+ I (n- I) . . l ote t at e: + c P = g an t at P = = -- is integra 2(h-2) g 2 g-1 
since g is even and his odd.) 
We have d = -½g and d = a so that also for these I-factors Ed = 
E: p -p 
= O. Cover the remaining h- and (h-1)-sets with I-factors of type Nd +Nd 
E: E: p p 
(~) and the remaining (h~2)-sets with I-factors of type (B). (Note that 
NB~ 0: in the other partitions we used less than 
(h-2)-sets. Also that it is impossible that at the end some (h-2)-sets are 
left: all sets together cover a number of points that is a multiple of n, 
and each partition takes away sets with a total size of n, so that as soon 
as the total drops below nit must have become zero.) This completes the 
proof of Theorem I • 0 
More generally we proved: 
THEOREM IO. Let n 
I-factorizable. 
H 
= kh-1, k ~ ½(h-1), h odd, {h-2,h-l,h} c H. Then K is 
n 
D 
In order to give necessary and sufficient conditions for the case h 
even, {h,h-1,h-2} c H we first need some definitions. 
For an integer i, let i (the buddy of i) be the integer such that for 
some j (namely, j = r~il) {i,i} = {2j-I,2j}. 
For H c {1,2, ••• ,n} let m(H) := max{i EH Ii,/. H} if there are i EH 
with i ,/. H, and put m(H) = -1 otherwise. 
Now we can formulate 
H THEOREM 11. Let n = kh-1, k ~ 3, {h-2,h-1,h} c H. Then K is I-factorizable 
n 
if and only if 
(i) k ~ !h-1, and 
(ii) m(H) is odd. 
19 
PROOF. (Necessity). 
The necessity of (i) is shown by Theorem 7. Let m := m(H) be even. Then 
his even (for if his odd then m(H) = h), so that n is odd, and each I-
factor contains at least one set of odd size. Consequently the total number 
f . . _l ,, (n) ,, (n-1) . f o partitions: ~ g = ~ is at most the number of sets o 
n gEH g gEH g-1 
odd size: 
I (n) = I ( (n-1) + (n-1)). 
gEH g gEH g-1 g 
g odd g odd 
It follows that 
(n-1) :::; I (n:I) < (n-1) m-1 i:::;m-3 i m-2 ' 
a contradiction. 
(Sufficiency.) For odd h the sufficiency is shown by Theorem 10. Leth 
be even and choose some decomposition H = u2iEF {2i-l,2i} u G with G = 0 or 
m = m(H) = max G odd. We use the following partitions (note that (h-3) EH): 
(a) n = (k-l)*h + l * (h-1) 
(Bo) n = (k- ½h+l)*h + (½h-l)*(h-2) + l*(h-3) 
(yo) n = (k - ½h)*h + 1 * (h-1) + ½h* (h-2) 
(o o) n = (k- ½h)*h + 2*(h-1) + (½h-2)*(h-2) + 1 * (h-3) 
furthermore for f E F, f :::; h-4: 
(B) 
(y) f f n = (k- (h,f) - I)*h + l*(h-1) + (h,f) *f. 
Note that (h,f) f ~ 2 when f E F so that k - (h,f) ~ k - ½f ~ ½(h-2-f) ~ 
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for f s h-4. It follows that all coefficients are nonnegative except for 
the k - ½h in (y0) and (o 0) in case k = ~h-1. Taking f E F with f s h-4 
partitions (S) exactly (f~I) times and (y) exactly 
(n+l) (h,f) _ ( n ) = (k ( f) I) ( n ) 
f h f - I J h ' - f-1 
times (note that these numbers are positive integers) we cover all (f-1)-
and f-sets. 
If G = fJ we do the same for f = h-2 (note that if k = ½h - 1 then 
k f (h, f) - 1 = 0 so that we do not take (y 0) in this case) and finally cover 
the remaining h- and (h-1)-sets with partitions (a). [In fact this is Pro-
position 2 applied to Theorem Sa.] 
If G #~we need some (h-2)- and h-sets to acconnnodate the g-sets with 
g E G: For g odd use partitions 
(e:) n = (k- ½(g+l))*h + ½(g+l)*(h-2) + l*g. 
For g even, g s 2k - m - I use 
(p) n = (k- Hm+g+l))*h + ½(m+g+l)*(h-2) + l*m + l*g, 
and for g even, g ~ h-m-1 use 
(n) n = (k-½(m+g+l)+½(h-2))*h + ½(m+g+l-h)*(h-2) + l*m + l*g. 
(Note that g s m s h-5 so that 2k - (m+g+ I) + h-2 > 0; next that we exhausted 
all possibilities: 2k-m- I < g < h-m- I is impossible for g even.) 
Take for g E G, g # m exactly (n) times one of these partitions, and g 
then cover the remaining m-sets with partitions of type (e:) (with g = m). 
(If h-m-1 s gs 2k-m-1 we take partitions of type (p).) Note that there 
are enough m-sets: each time we cover a g-set with g < m we use only one 
m-set, and E (n) < (n); also, that we do not use more than gsm-1 g m 
(n) k (h-4) ( n ) ( n ) g < kh-2h+8 h-4 < h-4 
of the h-sets or (h-2)-sets. 
Now suppose k # ½h-1, i.e., k ~ ½h, so that partitions of type (y0) 
and (c 0) are available. For i EH we denote by r(i) := (r) - Enp(i) the 
number of i-sets not yet covered at the moment under consideration, and 
define 
6 := r(h) - (k-l)r(h-1) + (1-2h-l)r(h-2) - (k-1+2h-l)r(h-3). 
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Initially r(i) = (~) and 6 = 0. Taking partitions (S) and (y) in the stated 
1 
proportions (for f :S h-4) does not change 6, while after having taken parti-
tions (£,P,n) as indicated we have -(h~4) < 6 :SO and r(i) = 0 for i < h-3. 
Taking partitions (a), (S0) or (y0) also does not change 6, while tak-
ing (c 0) increases 6 by 2k-2h-1. Since 
h6 - hr(h) + (h-l)r(h-1) + (h-2)r(h-2) + (h-3)r(h-3) - 0 (modn) 
and n is odd, 6/(2k-2h-l) = h6/2n is an integer. Hence take (-6)/(2k-2h-1) 
partitions of type (c 0) in order to make 6 zero, and then take care of the 
remaining (h-3)-sets with partitions of type (S 0). 
At this moment 
-1 Also 6 = r(h-3) = 0 so that 2h r(h-2) is an integer. Hence take r(h-2)/½h 
partitions of type (y0) so as to make r(h-2) = O. Finally we use partitions 
of type (a) for the remaining h- and (h-1)-sets. This completes the proof 
in case k # ½h-1. ·• 
The case k = ½h-1, n = 2k2 + 2k - 1 is treated along the same lines, but 
since we cannot use (y0) and (c0), we have to keep track of 
D = E(Ilp(h) - (k-l)np(h-1)) and D' = E(Ilp(h-2) -kllp(h-3)) separately. (Note 
n n that (h_2) = k(h_3).) We may assume m > I, since if m = 1 then G = {l}, and 
after treating H\{1} we add the partition 
( 1) 
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to complete the I-factorization. This time we use the partitions (B) and (y) 
for £-sets and (f-I)-sets with f E F, f ~ h-4; the partitions (E), (p) and 
(n) for the g-sets, g E G\{m} and then use the following partitions for 
the i-sets with i E {h,h-I,h-2,h-3,m}: 
(0\) n = (k-I )*h + 
n = 
n = (k-½(m+I))*h + + ½ (m+l )*(h-2) 
(0) n = (k-½(m+3))*h + 2*(h-I) + ½(m-I)*(h-2) + 
n = l*(h-I) + (k-2)*(h-2) + 2*(h-3) 
0,) n = + (k-3)*(h-2) + 3*(h-3). 
In order to cover the g-sets for g E G\{m} we used less than (n) h-sets, 
m I n 
and less than k(m) m-sets. 
Initially D = 0 and after use of the partitions (B), (y), (E), (p) and 
(n) we have O ~ D < (n). 
m 
Taking a I-factor (E 0) increases D with d8 = k - ½(m+I) ~ I and taking 
a I-factor (0) decreases D, adding d0 := -(k + Hm-1)) to it. We need no 
I n 
more than k(m) I-factors (0) to reduce D to about zero, and we have enough 
m-sets left to do so. After this we cover the remaining m-sets by taking a 
I-factor (EO) when D ~ 0 and (0) when D > 0 until r(m) = 0. We now have 
-2k+3 ~ I - (k + Hm-1)) ~ D ~ k- Hm+I) ~ k-2, 
and 
I 
i~m 
and on the other hand 
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D' = rn (h-2) > k-l (n) > kk-l (n2) > n+2k+3. p k m 
Next we make DI small by taking } -factors (K) and 0.) 1n proportion l : k-1 
until 
n + 2k + 3 :::; D' :::; 2n + 2k + 2. 
(Note that (K) adds d; = -(k+2) to D' whiled~= -(2k+3) so that taking 
(K) once and ()..) k-1 times leaves D invariant and decreases D' by 
(k-1) (2k+3) + k + 2 = n.) Now make D' zero by taking an appropriate combina-
tion of }-factors (K) and(\). (Note that (k+2,2k+3) = l and (k+l)(2k+2) = 
n + 2k + 3 so that this is possible by Lennna 3.) We need no more than 2k + 2 
partitions of type (K) and no more than l(2n+2k+2)/(2k+2)J = 2k partitions 
of type (\) so that now 
n < -(k-1)(2k+2)-2k+3:::; D:::; 2k+k-2 < n. 
But hD + (h-2)D' = 0 (mod n), D' = 0 and (h,n) = I so that D = 0 (mod n) 
and therefore D = 0. Therefore we can cover the remaining (h-2)- and (h-3)-
sets with }-factors (S 0) and the remaining h- and (h-1)-sets with I-factors 
(a). This finishes the proof of Theorem 11. D 
Because of Theorem 5, statement (B) in the introduction 1.s just a re-
formulation of Theorem 11 . 
6. MISCELLANEOUS REMARKS 
Up to now we concentrated on the case (h-1) EH. It seems difficult 
to formulate a necessary and sufficient condition on Hin order that KH be 
n 
I-factorizable. 
so is 
A plausible 
H' K , where 
n 
Looking at 
conjecture 1.s that if g i Hand KH is I-factorizable, then 
n 
H' = {i E H I i > g} (assuming of course that n > 2h). 
sets H with small cardinality we have that K~ is 1-factori-
n 
zable, and that K{h} is I-factorizable if and only if bin. The next step 
n 
is provided by 
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THEOREM 12. Det H = {g,h} with O < g < h. KH is 1-factorizahle if and only 
n 
if one of the foUowing holds: 
(i) n _ -1 (mod h) and g = h-1 
(ii) n - 0 (mod h) and n :2-: (gg~) 
(iii) n = g + h. 
PROOF. If n :o; 2h then by Theorem 2 KH is ]-factorizable if and only if (ii) 
n 
or (iii). If n > 2h and KH is I-factorizable then by Theorem 3 and 5 either 
n 
n = kh or (i) holds. Mor~over, when n = kh then (ii) is necessary, since 
if g In then certainly n :2-: ( g~) while if g,t'n then any partition 
g, h gh 
n = a*h + b*g must contain at least (g,h) g-sets, hence again n :2-: (g,h)' 
Conversely, (i) 1.s sufficient by proposition 2, and (ii) is sufficient by 
Theorem 8a. D 
Generalizing the necessary part of Theorem 11 we have that if n = kh-1 
then for a fixed prime p I h: 
# of partitions= I 
gEH 
multiple of p = l 
p,t'g 
gEH 
(n-l) ~#of sets with size not a g-1 
For instance,, Kj~0, 9, 5} is not ]-factorizable. (In fact if K: is ]-factori-
zable and H == {g,h-1,h}, n = kh-1, g < h-1 then (g,h) = I, and if g' is the 
smallest positive integer such that gg' = -I (mod h) then n :2-: gg'.) 
As another example, Ki!o, 9, 3 } is not I-factorizable, this time because 
each partition must contain at least two 10-sets, but 2· # of partitions> 
( 29 ) (Wh " h. • h h ( h 1) .1. I . f 10 . at 1_s wrong ere 1.s not so muc t at g, - , ; one may ver1. y 
H that for H = {g,9,10} with g < 9 we have that K49 is I-factorizable exactly 
when g = I or 3 or 7.) 
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