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a b s t r a c t
A graph G is called an interval graph if there exists a set of intervals corresponding to
the vertex set of G and two vertices are adjacent to each other if and only if the two
corresponding intervals are intersecting with each other. In this paper, we apply the
reliability-based backup 2-center modal proposed by Wang, Wu and Chao, in which each
server may fail with a given probability, to interval graphs and present an O(n) time
algorithm.
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1. Introduction
In a typical center problem defined on a network (a metric space induced by an undirected graph G = (V , E) and its
positive edge lengths), there is a set of demand points (customers), represented by a subset of points of the network. Each
demand point is associated with a cost function, transportation or service cost, which is assumed to be a non-decreasing
linear function of the distance of the point to its server. Given an integer p, the objective is to locate p servers (facilities) on
the network, minimizing the maximum transportation cost of the customers. (Servers are assumed to be incapacitated and
identical in terms of their services, so that each demand point is served by its respective closest server.) The above problem
is called the p-center problem.
The problem in general networks is known to be NP-hard [19]. Therefore, many researchers have focused on tree
networks, including both vertex-unweighted version and vertex-weighted version. The interested readers are referred to
[5,9,10,13,18,22,23] and the references therein. Besides tree networks, many other networks are also considered, such as
interval graphs [4,8,24], cactus networks [1,13,20,22,29], series-parallel networks [15], partial k-trees [11].
In practice, uncertainties can play an influential role. The reliabilitymodel [25–27] deals with the situationwhere servers
may sometimes fail, and the clients originally allocated to these servers have to request service from functioning servers.
Recently, in [28], Wang et al. proposed a new reliability-basedmodel, in which each server may fail with a given probability.
Once a server fails, the other server will take full responsibility for the services. Under the assumption that the servers do not
fail simultaneously, Wang et al. consider the backup 2-center problem on a tree, which asks for deploying two servers at the
vertices such that the expected value of the longest distance from any vertex to its closest functioning server is minimum,
and presents an O(n) time algorithm for the backup 2-center problem on trees [28]. For a vertex set U and two vertex u, v,
denote φ(U, v) = max{d(w, v) | w ∈ U} and φ(U, {u, v}) = maxw∈U {min{d(w, u), d(w, v)}}. The formal definition of
backup 2-center on trees is as follows.
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Definition 1 (Backup 2-center on Trees [28]). Given a tree T and a failure probability ρ, the backup 2-center problem asks
for a pair of vertices (c1, c2)which minimizes the objective function
ψρ(c1, c2) = (1− ρ)φ(V , {c1, c2})+ ρ(φ(V , c1)+ φ(V , c2)).
In this paper, we focus on interval graphs. A graph G(S) = (V , E) is called an interval graph for S if there exists a set S of
intervals on the real line such that there is a one-to-one correspondence between vertices vi ∈ V and intervals Ii ∈ S such
that an edge (vi, vj) ∈ E if and only if Ii ∩ Ij ≠ ∅. The set S is called the interval model for G. Interval graphs arise in many
application areas, such as archeology, biology, logistics, scheduling, traffic control, and VLSI design [16,17]. The problem of
recognizing interval is known to be solvable in O(|V | + |E|) time (see, e.g., [2]) or in O(|V | log |V |) time (see, e.g., [21]). The
complete graph is an interval graph. Then the p-dominating set problemon a general graph is trivially reducible to a p-center
problem on a complete graphwith edge lengths equal to 1 or 2. The dominating set problem is known to beNP-hard [12]. So
the p-center problem on interval graphs with general edge lengths is NP-hard. In this paper, we study the backup 2-center
problem on interval graphs with unit edge length and give an efficient algorithm.
The rest of this paper is organized as follows. In Section 2, we introduce some notation, preliminaries, and the formal
definition with respect to the backup 2-center problem on interval graphs. In Section 3, we do some analysis about the
optimal solution of the problem. In Section 4, we present an O(n) time algorithm for solving the backup 2-center problem.
2. Notation, preliminaries, problem definitions
In this section, we define the notation, preliminaries, and the definitions used in this article. Readers can refer to Harary
[14] for other graph-theory terms not defined here.
Let S be a set of n intervals in the interval model for G. Every interval A ∈ S is defined by its left endpoint aA and right
endpoint bA, i.e., A = [aA, bA]. Without loss of generality, we assume that no two distinct intervals in S have the same
endpoints. Also, we can sort the intervals in S according to their right endpoints, as I1, I2, . . . , In. For simplicity, we can
use ai and bi to represent the left and right endpoints of Ii instead of aIi and bIi , respectively. Then b1 < b2 < · · · < bn.
Simultaneously, the order of the intervals according to the left endpoint is assume to be given as i1, i2, . . . , in, i.e., ai1 <
ai2 < · · · < ain . Interval ordering can be found in many papers, e.g. [7]. Additionally, we also assume that i1 = 1 and in = n,
i.e., I1 is the interval with both leftmost left endpoint and leftmost right endpoint, and In is the interval with both rightmost
left endpoint and rightmost right endpoint, since otherwise, wemay extend I1 to left direction or extend In to right direction,
in which the adjacent relationship between any two intervals is kept.
In [6], Chen et al. define a successor function on intervals in their paper on solving all pairs shortest path problem on
interval graphs. Based on this idea, Brandeau and Chiu [3] generalize the notion to right (left) successor and k-th iterated
right (left) successor. Let A be an interval in S. The right successor, denoted by R(A), of A is the interval intersecting to Awith
rightmost right endpoint. Write R0(A) = A and Rk(A) = R(Rk−1(A)) is the k-th iterated right successor of A. The notation L(A)
and Lk(A) can be defined similarly. Note that the notation used in this paper is slighted different from [3]. In their paper, the
notation RSUC(A) and RSUC(A, k) are used. For any two intervals A, B ∈ S, the distance d(A, B) between A and B is defined
as the correspondence distance in the graph G(S). Using a tree data structure based on the successor function, Chen et al.
computes iterated successors and the distance between any two intervals in constant time [6].
Lemma 2 ([6]). After O(n) time preprocessing, given any interval A and an integer k, Rk(A), Lk(A) and d(A, B) can be computed
in constant time, where B is another arbitrary interval.
Let ρ1, ρ2 be the failure probabilities of two servers in the backup 2-center problem on interval graph. In the problem,
the solution is denoted by a pair of intervals (M1,M2), which means the servers with failure probabilities ρ1 and ρ2 are
deployed at M1 and M2, respectively. To simplify the statement, we assume that ρ1 = ρ2 = ρ. The case ρ1 ≠ ρ2 can be
handled in a similar way.
For any two intervals M1,M2 ∈ S and a set of intervals M ⊆ S, write φ(M,M1) = maxI∈M d(I,M1) and
φ(M, {M1,M2}) = maxI∈Mmin{d(I,M1), d(I,M2)}. Using these notations, we may state the problem as follows.
Definition 3 (Backup 2-center on Interval Graphs). Given a set of intervals S and a failure probability ρ, the backup 2-center
problem asks for a pair of intervals (M1,M2)which minimizes the objective function
ψρ(M1,M2) = (1− ρ)φ(S, {M1,M2})+ ρ

φ(S,M1)+ φ(S,M2)

. (1)
A candidate solution, i.e., a pair of intervals (M1,M2), to a backup 2-center problem is called a backup 2-center. Furthermore,
if ψρ(M1,M2) is minimized, then (M1,M2) is called an optimal backup 2-center. Like in [28], the main idea is to obtain a
probable position of the optimal backup 2-center and then design a algorithm by searching all these positions. The difficult
part is to obtain such a position of an optimal backup 2-center which can be easily searched in linear time.
3. The optimal backup 2-center
In this section, we derive some properties of an optimal backup 2-center on interval graphs. The following two results
are easy and useful, which may not be pointed out when they are frequently used.
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Observation 4. Let A, B, C ∈ S be three intervals such that A ≠ C.
(i) If aA < bB and aB < aC , then d(A, B) ≤ d(A, C).
(ii) If aB < bC and bA < bB, then d(B, C) ≤ d(A, C).
Proof. (i) If aB < bA, then d(A, B) = 1 and the result holds clearly. Thus we may assume bA < aB < aC . Let [AI1 . . . IkC] be
a shortest path connecting A and C . Then C is intersecting with Ik, i.e., bIk > aC > aB. Let ℓ be the smallest integer such that
bIℓ > aB. Then ℓ ≤ k and [AI1 . . . IℓB] is a path connecting A and B. Hence, d(A, B) ≤ ℓ+ 1 ≤ k+ 1 = d(A, C).
The proof of (ii) is similar and is omitted here. 
Lemma 5. Let A, B, C ∈ S be three intervals.
(i) If B = Ri(A) and bB < bC for some i, then d(A, C) = d(A, B)+ d(B, C).
(ii) If B = Li(C) and aA < aB for some i, then d(A, C) = d(A, B)+ d(B, C).
Proof. (i) It suffices to find a shortest path from A to C through B. In fact, let P0 = [AI1 . . . IkC] be a shortest path connecting
A and C . From the definition of Ri(A), B is the interval with rightmost right endpoint which has distance i to A. According
to the fact that bC > bB, we see that d(A, C) > d(A, B), and thus i ≤ k. Set Pj = [AR1(A) . . . Rj(A)Ij+1 . . . IkC] for any j ≤ k.
We are to show that all Pjs are shortest path from A to C . In fact, it is only need to show that Pj is a path. This can be proved
by induction on j. Suppose Pj−1 is a path, then Rj−1(A) is intersecting with Ij. According to the fact that Rj(A) is the right
successor of Rj−1(A), we see that bRj(A) ≥ bIj . Thus Ij+1 is also intersecting with Rj(A), which yields Pj is a path. Therefore, Pi
is a shortest path from A to C , which goes through B.
The proof of (ii) is similar to that of (i) and is omitted here. 
In the traditional 2-center problem, the two servers are always deployed at different vertices. However, in the backup 2-
center problem, it is possible to deploy the two servers at the same vertex. In this section, we only consider the case the two
servers are deployed at different intervals, i.e.,M1 ≠ M2. Then, without loss of generality, we may assume that bM1 < bM2 .
Once the two servers are deployed, we need to be able to quickly determine the nearest server for any client interval. In
order to deal with this, Bespamyatnikh et al. propose R, R split [4]. However their results have some mistakes when the
distance between the two candidates is even, because they ignore the small intervals contained in other intervals. In this
paper, we consider all the intervals and give the following lemma.
Lemma 6. Let A, B ∈ S be two intervals with aA < aB and bA < bB, d = d(A, B) and J = R⌈ d2 ⌉−1(A). If d is odd, then d(A, I) ≤
d(I, B) for all interval I with bI ≤ bJ and d(I, B) ≤ d(A, I) for all interval I with bI > bJ . If d is even, then d(A, I) ≤ d(I, B) for all
interval I with aI < bJ and d(I, B) ≤ d(A, I) for all interval I with aI > bJ .
Proof. Denote k = ⌈ d2⌉ − 1. We first prove the following claim.
Claim. bJ ≤ bB.
If d = 1, then J = Rk(A) = A, and thus bJ = bA < bB. The claim holds. If d ≥ 2, it is easy to see that B is disjoint with
Rd−2(A), since otherwise d(A, B) ≤ d(A, Rd−2(A)) + d(Rd−2(A), B) = d − 1, a contradiction. Thus we have bRd−2(A) < bB.
Suppose the claim is not true, then bRd−2(A) < bJ = bRk(A). From the definitions of Rd−2(A) and Rk(A), we have d− 2 < k =
⌈ d2⌉ − 1, contradicts that d ≥ 2. The claim is proved.
Next we first consider the case that d is odd. In this case, d = 2k + 1. For any interval I ∈ S with bI ≤ bJ , if aI < bA,
together with aA < aB, by Observation 4(i), we have d(I, A) ≤ d(I, B). If aI > bA, then aA < bA < aI < bI ≤ bJ . Combining
this with the Claim, by Observation 4(ii) and Lemma 5(i), we have d(I, B) ≥ d(J, B) = d(A, B) − d(A, J) = d − k = k + 1.
Furthermore, if I ∩ J ≠ ∅, then d(A, I) ≤ d(A, J) + d(J, I) = k + 1. If I ∩ J = ∅, then aI < aJ . By Observation 4(i), we
have d(A, I) ≤ d(A, J) = k. Hence, d(A, I) ≤ d(I, B) is proved. In the following, let I be an interval in S with bJ < bI , if
aB < bI , together with bA < bB, by Observation 4(ii), we have d(B, I) ≤ d(A, I). If bI < aB, then aI < bB. Combining this
with the Claim and the fact bJ < bI and Observation 4(ii), we have d(I, B) ≤ d(J, B) = d − k = k + 1. On the other hand,
by Lemma 5(i), we see that d(A, I) = d(A, J) + d(J, I) ≥ k + 1. Hence d(A, I) ≥ d(I, B) and the first part of this lemma is
proved.
The proof of the case where d is even is similar and is omitted here. 
By Lemma 6, for any two intervals A and B, we may define a partition

S1(A, B), S2(A, B)

of S such that the interval in
S1(A, B) has distance to A no more than that to B and the interval in S2(A, B) has distance to B no more than that to A, i.e.,
S1(A, B) =
{I ∈ S | bI ≤ bR(d−1)/2(A)} if d is odd,
{I ∈ S | aI < bRd/2−1(A)} if d is even,
S2(A, B) =
{I ∈ S | bI > bR(d−1)/2(A)} if d is odd,
{I ∈ S | aI > bRd/2−1(A)} if d is even,
(2)
where d = d(A, B). By Lemma 6, it is easy to see that d(A, I) ≤ d(I, B) for all interval I ∈ S1(A, B) and d(I, B) ≤ d(A, I) for
all interval I ∈ S2(A, B). For simplicity of the statement, we write LC(A, B) = R⌈ d2 ⌉−1(A), where d = d(A, B) and use the
notationΠ(A, B) to represent the partition

S1(A, B), S2(A, B)

(see Fig. 1).
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Fig. 1. Illustrations of the partition: (1) Set A = I2 and B = I7 . Then d(A, B) = 3 is odd. Thus LC(A, B) = R1(A) = I5 , S1(A, B) = {I1, I2, I3, I4, I5}
and S2(A, B) = {I6, I7, I8, I9}. (2) Set A = I2 and B = I8 . Then d(A, B) = 4 is even. Thus LC(A, B) = R1(A) = I5 , S1(A, B) = {I1, I2, I3, I4, I5, I6} and
S2(A, B) = {I7, I8, I9}.
Using this partition our objective function (1) may be simplified as follows.
ψρ(M1,M2) = (1− ρ)max{φ(M1,M1), φ(M2,M2)} + ρ(φ(S,M1)+ φ(S,M2)), (3)
where (M1,M2) = Π(M1,M2). It is easy to see that if (M1,M2) ≠ Π(M1,M2), then the left side of (3) is no more than the
other side.
Lemma 7. Let S0 ⊆ S be a set of intervals and A (resp. B) is the interval with leftmost right (resp. rightmost left) endpoint in S0.
Then φ(S0,M) = max{d(A,M), d(M, B)} for any interval M ∈ S.
Proof. By the definition of φ, it suffices to show that φ(S0,M) ≤ max{d(A,M), d(M, B)}. In fact, for any interval I ∈ S0,
we have aI ≤ aB and bA ≤ bI . If aM < bI , by Observation 4(i), we see that d(M, I) ≤ d(M, B). If bI ≤ aM , then aI < bM .
By Observation 4(ii), we see that d(I,M) ≤ d(A,M). Thus we have d(M, I) ≤ max{d(A,M), d(M, B)} and this result is
proved. 
From the assumption in Section 2, I1 is the interval with leftmost left endpoint and In is the interval with rightmost right
endpoint. Thus by Lemma 7, we have φ(S,M) = max{d(I1,M), d(M, In)} for any intervalM ∈ S. Similarly, for the interval
setS1(M1,M2), the intervalwith leftmost right endpoint is I1. Denote by IL(M1,M2) the intervalwith rightmost left endpoint.
Then we have
φ(S1(M1,M2),M) = max{d(I1,M), d(M, IL(M1,M2))}.
Likewise, denote by IR(M1,M2) the interval in S2(M1,M2)with leftmost right endpoint. Then
φ(S2(M1,M2),M) = max{d(IR(M1,M2),M), d(M, In)}.
An interval is called max-interval if it is not contained in any other interval. From the assumption, it is easy to see that
both I1 and In are max-intervals. Also, if A and B are two max-intervals, then aA < aB is equivalent to bA < bB.
Lemma 8. Let I ∈ S. Then Rk(I) and Lk(I) are max-interval for all k ≥ 1.
Proof. Suppose, to the contrary, that Rk(I) is not amax-interval for some k ≥ 1, i.e., there exists an interval, say J , containing
Rk(I). Then aJ < aRk(I) < bRk(I) < bJ . By noting that R
k(I) is the right successor of Rk−1(I), we see that Rk(I) is the interval
with rightmost right endpoint intersecting with Rk−1(I). It follows that bJ ≤ bRk(I), a contradiction. Similarly, we can show
that Lk(I) is also a max-interval. 
Next, we shall depict the possible position of an optimal backup 2-center of S. This can be done in two steps, i.e., Lemma 9
and Lemma 11.
Lemma 9. There exists an optimal backup 2-center (M1,M2) of S such that both M1 and M2 are max-intervals and bM1 ≤ bRk(I1)
and aM2 ≥ aLk(In), where k = ⌊ d(I1,In)2 ⌋.
Proof. The proof is divided into two steps. We first show that there exists a pair of intervals (M1,M2) such that
M1,M2 are max-intervals and ψρ(M1,M2) is minimized. (4)
Then we prove this lemma under (4).
For the first step, let (M1,M2) be an optimal backup 2-center, i.e., ψρ(M1,M2) is minimized. If the first part of (4) holds
forM1,M2, this step has been done. If not, then there exists a pair of intervals (M ′1,M
′
2) such that
M ′1,M
′
2 are max-intervals andM1 ⊆ M ′1,M2 ⊆ M ′2. (5)
Note thatMi is equal toM ′i ifMi is a max-interval itself. Thus it remains to prove that ψρ(M
′
1,M
′
2) is also minimized. By (4),
it suffices to show that ψρ(M ′1,M
′
2) ≤ ψρ(M1,M2). By the objective function (1), it suffices to prove that
φ(S, {M ′1,M ′2}) ≤ φ(S, {M1,M2}), φ(S,M ′1) ≤ φ(S,M1) and φ(S,M ′2) ≤ φ(S,M2).
By similarity, we only prove that φ(S, {M ′1,M ′2}) ≤ φ(S, {M1,M2}).
Suppose that this is not true. Then there exists an interval I ∈ S such that
min{d(M ′1, I), d(M ′2, I)} = φ(S, {M ′1,M ′2}) > φ(S, {M1,M2}) ≥ min{d(M1, I), d(M2, I)}. (6)
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If I ≠ M1 and I ≠ M2, by applying Observation 4(i) and (ii) corresponding to the two cases aI < bM ′1 and aI > bM ′1
respectively, we have d(M ′1, I) ≤ d(M1, I). Similarly, we also have d(M ′2, I) ≤ d(M2, I), contradicting (6). Thus, we have
I ∈ {M1,M2}. Together with (5), we see thatmin{d(M ′1, I), d(M ′2, I)} ≤ 1. Substitute it into (6), we have φ(S, {M1,M2}) = 0.
It follows that S has exactly the two intervals M1 and M2. Accordingly, M1 = M ′1 and M2 = M ′2, contradicting (6). The first
step is completed.
Next, let (M1,M2) be such a pair of intervals satisfying (4). If bM1 ≤ bRk(I1) and aLk(In) ≤ aM2 , we are done. If this does not
hold, we shall find another pair of intervals (M ′1,M
′
2)meeting the requirement of this lemma. Denote
M ′1 =

M1 if bM1 ≤ bRk(I1)
Rk(I1) otherwise
, M ′2 =

M2 if aLk(In) ≤ aM2
Lk(In) otherwise
. (7)
Then
bM ′1 ≤ bRk(I1) and aLk(In) ≤ aM ′2 . (8)
It suffices to show that (M ′1,M
′
2) is such a pair of intervals satisfying (4). By Lemma 8 and (7), it is easy to see thatM
′
i is also
a max-interval for i = 1, 2. Thus it remains prove thatψρ(M ′1,M ′2) is minimized too. By the optimality of (M1,M2) from (4),
it is only required to show that ψρ(M ′1,M
′
2) ≤ ψρ(M1,M2). To this end, we compute
ψρ(M1,M2)− ψρ(M ′1,M ′2) ≥ (1− ρ)

max{φ(M1,M1), φ(M2,M2)} −max{φ(M1,M ′1), φ(M2,M ′2)}

+ ρφ(S,M1)− φ(S,M ′1)+ ρφ(S,M2)− φ(S,M ′2),
where (M1,M2) = Π(M1,M2). Clearly, it suffices to show that
φ(Mi,Mi) ≥ φ(Mi,M ′i ) and φ(S,Mi) ≥ φ(S,M ′i ) for i = 1, 2. (9)
By similarity, we only prove (9) for i = 1.
If bM1 ≤ bRk(I1), by (7), it is easy to see that (9) holds for i = 1. If bM1 > bRk(I1), applying Lemma 5(i), we see
that φ(M1,M1) ≥ d(I1,M1) = d(I1, Rk(I1))+ d(Rk(I1),M1) ≥ k+ 1 = ⌊ d(I1,In)2 ⌋ + 1, while φ(M1,M ′1) ≤ φ(S,M ′1) =
max{d(I1,M ′1), d(M ′1, In)} = max{k, d(I1, In) − k} = ⌈ d(I1,In)2 ⌉. Thus the first part of (9) is proved. Similarly, we also have
φ(S,M1) = d(I1,M1) ≥ d(I1, Rk(I1))+ d(Rk(I1),M1) ≥ k+ 1 = ⌊ d(I1,In)2 ⌋ + 1, while φ(S,M ′1) = max{d(I1,M ′1), d(M ′1, In)}
= max{k, d(I1, In)− k} = ⌈ d(I1,In)2 ⌉. Thus (9) holds. Synthesizing all the analysis above, this lemma is proved. 
Clearly, if d(I1, In) = 1 then G(S) is a complete graph and thus any pair of intervals (M1,M2) can be an optimal backup
2-center of S. Thus we may assume that d(I1, In) > 1. The following lemma provides some forbidden cases.
Lemma 10. Let (M1,M2) be an optimal backup 2-center. If d = d(I1, In) is odd and

d(I1, IL(M1,M2)) = d or d(IR(M1,M2),
In) = d

, then d = 1.
Proof. By similarity, we only show the proof of the case d(I1, IL(M1,M2)) = d. Denote (M1,M2) = Π(M1,M2). Let M ′2 =
Rd−2(I1). Assume that d > 1 then d ≥ 3 since d is odd. Then we have the following claim.
Claim 1. bM ′2 < bI for any interval I ∈M2.
In fact, it is easy to see that d(I1,M ′2) = d−2 and d(I1, IL(M1,M2)) = d. This suggests thatM ′2 is disjoint with IL(M1,M2).
It follows that
bM ′2 < aIL(M1,M2) < bIL(M1,M2).
Note that IL(M1,M2) ∈M1 and I ∈M2. According to (2), we see that if d(M1,M2) is odd, then
bIL(M1,M2) ≤ bLC(M1,M2) < bI .
If d(M1,M2) is even, then
aIL(M1,M2) < bLC(M1,M2) < aI < bI .
Combining all three inequalities above, the claim holds.
Claim 2.max{φ(M1,M1), φ(M2,M2)} ≥ max{φ(M1,M1), φ(M2,M ′2)}.
It suffices to show that max{φ(M1,M1), φ(M2,M2)} ≥ φ(M2,M ′2) = max{d(I,M ′2) | I ∈M2}. For any interval I ∈ M2,
according to Claim 1, we have aM ′2 < bM ′2 < bI . By Observation 4(i) and Lemma 5(i), we see that d(M
′
2, I) ≤ d(M ′2, In) =
d(Rd−2(I1), In) = d(I1, In)− d(I1, Rd−2(I1)) = d− (d− 2) = 2. Hence φ(M2,M2) ≤ 2. Suppose the claim is not true. Then
max{φ(M1,M1), φ(M2,M2)} < φ(M2,M ′2) ≤ 2. It follows that φ(M1,M1) ≤ 1, which yields M1 is intersecting with any
other intervals inM1. Thus any two intervals inM1 has distance at most 2, contradicting to the fact d(I1, IL(M1,M2)) = d ≥
3. The claim is proved.
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Claim 3. d = 3.
Note the fact that (M1,M2) is an optimal backup 2-center. By (3) and Claim 2, we have
0 ≥ ψρ(M1,M2)− ψρ(M1,M ′2)
≥ (1− ρ)max{φ(M1,M1), φ(M2,M2)} −max{φ(M1,M1), φ(M2,M ′2)}+ ρ(φ(S,M2)− φ(S,M ′2))
≥ ρ(φ(S,M2)− φ(S,M ′2)).
If follows that φ(S,M2) ≤ φ(S,M ′2). By Lemmas 5 and 7, we have max{d(I1,M2), d(M2, In)} ≤ max{d(I1,M ′2), d(M ′2, In)} =
max{d − 2, 2}. It follows that d(I1,M2) ≤ max{d − 2, 2}. Furthermore, by M2 ∈ M2 and Claim 1, we see that bM ′2 < bM2 .
Then by Lemma 5(i), we have d(I1,M2) = d(I1,M ′2)+ d(M ′2,M2) ≥ d−2+1 = d−1. Hence, d−1 ≤ max{d−2, 2}, which
yields d ≤ 3. Together with our assumption d ≥ 3, the claim holds.
Next, we prove ψρ(R1(I1), R2(I2)) < ψρ(M1,M2), which yields a contradiction. In fact, by (3),
ψρ(M1,M2) = (1− ρ)max{φ(M1,M1), φ(M2,M2)} + ρφ(S,M1)+ ρφ(S,M2).
Moreover, φ(S,M1) ≥ φ(M1,M1) ≥ 2, since otherwise, φ(M1,M1) ≤ 1, which yields M1 is intersecting with any other
intervals inM1. Thus any two intervals inM1 has distance atmost 2, contradicting to d(I1, IL(M1,M2)) = d = 3. Additionally,
φ(S,M2) ≥ d(I1,M2) = d(I1,M ′2)+ d(M ′2,M2) ≥ d− 2+ 1 = 2. Thus we have
ψρ(M1,M2) ≥ (1− ρ)2+ 2ρ + 2ρ = 2+ 2ρ.
On the other hand, by noting that d = 3,we see that R1(I1)∪R2(I1) intersectswith both I1 and In, and thus it also intersects
with every interval in S. Hence φ(S, {R1(I1), R2(I1)}) = 1. Moreover, φ(S, Ri(I1)) = max{d(I1, Ri(I1)), d(Ri(I1), In)} = 2 for
i = 1, 2. Therefore, by (3), we have
ψρ(R1(I1), R2(I1)) = (1− ρ)φ(S, {R1(I1), R2(I1)})+ ρ(φ(S, R1(I1))+ φ(S, R2(I1)))
= (1− ρ)+ ρ(2+ 2)
= 1+ 3ρ < 2+ 2ρ ≤ ψρ(M1,M2),
contradicts that (M1,M2) is an optimal backup 2-center. 
Lemma 9 shows the probable position of the optimal backup 2-center that we want. Next, we shall describe them subtly
based on the forbidden cases described in above lemma.
Lemma 11. Suppose d(I1, In) > 1. Then there exists an optimal backup 2-center (M1,M2) such that both M1 and M2 are
max-intervals, bRk1 (I1) ≤ bM1 ≤ bRk(I1) and aLk(In) ≤ aM2 ≤ aLk2 (In), where k = ⌊ d(I1,In)2 ⌋, k1 = ⌈ d(I1,IL(M1,M2))2 ⌉ and k2 =
⌈ d(IR(M1,M2),In)2 ⌉.
Proof. According to Lemma 9, there exists a backup 2-center (M1,M2) of S such that
M1,M2 are max-intervals, bM1 ≤ bRk(I1) , aLk(In) ≤ aM2 and ψρ(M1,M2) is minimized. (10)
If bRk1 (I1) ≤ bM1 and aM2 ≤ aLk2 (In), we have done. Thus we may assume that bRk1 (I1) > bM1 or aM2 > aLk2 (In). In this case, we
shall find a new pair of intervals (M ′1,M
′
2) to replace (M1,M2)which satisfies (10) and
b
Rk
′
1 (I1)
≤ bM ′1 and aM ′2 ≤ aLk′2 (In), (11)
where k′1 = ⌈ d(I1,IL(M
′
1,M
′
2))
2 ⌉ and k′2 = ⌈
d(IR(M ′1,M ′2),In)
2 ⌉. Similar to Lemma 9, we denote
M ′1 =

M1 if bRk1 (I1) ≤ bM1
Rk1(I1) otherwise
, M ′2 =

M2 if aM2 ≤ aLk2 (In)
Lk2(In) otherwise
. (12)
Clearly,
bRk1 (I1) ≤ bM ′1 and aM ′2 ≤ aLk2 (In) (13)
always holds. Furthermore, we have the following claim.
Claim. (M ′1,M
′
2) is a pair of intervals satisfying (10) and (13).
It is clear that we should prove that
(1)M ′i is a max-interval. This can be easily seen from (10), (12) and Lemma 8.
(2) bM ′1 ≤ bRk(I1) and aLk(In) ≤ aM ′2 . By similarity, we only show that bM ′1 ≤ bRk(I1). In fact, by (12), it suffices to show that
k1 ≤ k. Assume this is not true, i.e., k1 > k. Then ⌊ d2⌋ = k < k1 = ⌈ d12 ⌉, where d1 = d(I1, IL(M1,M2)) and d = d(I1, In).
Combining this with d1 ≤ d, we see that d1 = d is odd. By Lemma 10, d = 1, a contradiction.
(3) ψρ(M ′1,M
′
2) is minimized.
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By the optimality of (M1,M2), it suffices to show that ψρ(M ′1,M
′
2) ≤ ψρ(M1,M2). To this end, we compute
ψρ(M1,M2)− ψρ(M ′1,M ′2) ≥ (1− ρ)

max{φ(M1,M1), φ(M2,M2)} −max{φ(M1,M ′1), φ(M2,M ′2)}

+ ρφ(S,M1)− φ(S,M ′1)+ ρφ(S,M2)− φ(S,M ′2),
where (M1,M2) = Π(M1,M2). Clearly, it suffices to show that
φ(S,Mi) ≥ φ(S,M ′i ) and φ(Mi,Mi) ≥ φ(Mi,M ′i ) for i = 1, 2. (14)
By similarity, we only prove (14) for i = 1.
If bM1 ≥ bRk1 (I1), by (12), it is easy to see that (14) holds for i = 1. If bM1 < bRk1 (I1), by Lemma 5(i), we have φ(S,M1) ≥
d(M1, In) ≥ d(Rk1(I1), In) = d − k1, while φ(S,M ′1) = max{d(I1,M ′1), d(M ′1, In)} = max{k1, d − k1} = d − k1 since
k1 ≤ k. Then φ(S,M1) ≥ φ(S,M ′1). Moreover, φ(M1,M1) = max{d(I1,M1), d(M1, IL(M1,M2))} ≥ 12

d(I1,M1) + d(M1,
IL(M1,M2))
 ≥ 12d1 and thus φ(M1,M1) ≥ ⌈ d12 ⌉, while φ(M1, M ′1) = max{d(I1,M ′1), d(M ′1, IL(M1,M2))} = max{k1, d1 −
k1} = ⌈ d12 ⌉. It follows that φ(M1,M1) ≥ φ(M1,M ′1). Hence (14) holds for i = 1 and the claim holds.
It is noted that in order to prove that (M ′1,M
′
2) is a pair meeting the requirement of this lemma, we have to show that
(M ′1,M
′
2) satisfies (10) and (11). Instead of (11), we have proved (13) holds for (M
′
1,M
′
2). Thus we need to check whether the
new pair (M ′1,M
′
2) satisfies (11) or not. If not satisfied, then like the the process described above, we find another backup
2-center (M ′′1 ,M
′′
2 ) to replace (M
′
1,M
′
2). If (M
′′
1 ,M
′′
2 ) is still not satisfied, we continue the replacing and so on. It is easy to see
that this process can be stopped after finite steps, since by (13) aM2 − bM1 is strictly decreased after each replacing. Finally,
we will find an optimal backup 2-center satisfying the requirement. 
From the above lemma, one may easily get that there exists an optimal backup 2-center (M1,M2) satisfying
bothM1 andM2 are max-intervals, bRk1 (I1) ≤ bM1 ≤ bRk(I1) and aLk(In) ≤ aM2 ≤ aLk2 (In), (15)
where k = ⌊ d(I1,In)2 ⌋, k1 = ⌈ d(I1,IL(M1,M2))2 ⌉ and k2 = ⌈ d(IR(M1,M2),In)2 ⌉. The inequality (15) shows the position of the intervals
M1 and M2. It is easy to see that these positions depend on d(I1, IL(M1,M2)) and d(IR(M1,M2), In). Furthermore, by their
definitions, we see that the intervals IL(M1,M2) and IR(M1,M2) depend on a partition of S defined in (2). However,
before (M1,M2) being known, the corresponding partition cannot be determined. Thus in order to make sure the partition
corresponding to the optimal backup 2-center is considered, we should consider all possible partitions defined in (2).
Moreover, by Lemma 6, any partition defined in (2) depends on the interval R⌈
d(M1,M2)
2 ⌉(M1) and the parity of d(M1,M2).
Thus we should consider the partition for all interval Ii and all parities of d(M1,M2). In [28], in order to search the position
of an optimal solution conveniently, Wang et. al. relaxed their objective function. Here this can be done in a similar way.
In view of the fact that any partition only depends on an interval Ii and the parity of d(M1,M2), we can relax our objective
function as follows.
ψ ′ρ(i, p ;M1,M2) = (1− ρ)max{φ(S1(i, p),M1), φ(S2(i, p),M2)} + ρ

φ(S,M1)+ φ(S,M2)

,
where S1(i, p) =
{I | bI ≤ bi} if p = 1;
{I | aI < bi} if p = 2; S2(i, p) =
{I | bI > bi} if p = 1;
{I | aI > bi} if p = 2.
(16)
On the other hand, for anybackup2-center (M1,M2), there always exists an index i such that Ii = R⌈ d2 ⌉−1(M1) and there exists
a value of p such that the parities of p and d are accordance, where d = d(M1,M2). Thus we have minM1,M2∈S ψρ(M1,M2) =
minM1,M2∈S min1≤i≤n,p=1,2 ψ
′
ρ(i, p ;M1,M2), which implies that in order to determine the minimum value of ψρ(M1,M2) it
suffices to compute the minimum value ofψ ′ρ(i, p ;M1,M2). In the next section, we shall show that this can be done in O(n)
time.
4. The Algorithm
In this section, we shall give some algorithms to solve the backup 2-center problem on interval graphs. In the previous
section, we say that the two servers may be deployed at the same interval. However, we only considered the other case, i.e.,
M1 ≠ M2. Here, we deal with both cases.
4.1. Two servers lie at one interval
By Lemma 7, the objective function (1) may be simplified as follows.
ψρ(M1,M1) = (1+ ρ)φ(S,M1) = (1+ ρ)max{d(I1,M1), d(M1, In)}. (17)
Lemma 12. For any interval I ∈ S, ψρ(I, I) ≥ (1+ ρ)⌈ d(I1,In)2 ⌉, and the equality achieves on the interval R⌊
d(I1,In)
2 ⌋(I1).
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Proof. Set d = d(I1, In), k = ⌊ d2⌋. By Lemma 5 and (17), it is easy to verify that ψρ(Rk(I1), Rk(I1)) = (1 + ρ)(d − k) =
(1+ ρ)⌈ d2⌉. Next we show the first part of the lemma.
According to (17), it suffices to prove that max{d(I1, I), d(I, In)} ≥ ⌈ d2⌉ for every interval I ∈ S. Suppose that this is not
true. Then there exists an interval I such that
d(I1, I) ≤ ⌈d2⌉ − 1 = d(I1, R
⌈ d2 ⌉−1(I1)) and d(I, In) ≤ ⌈d2⌉ − 1 = d(L
⌈ d2 ⌉−1(In), In).
By the definition of R⌈
d
2 ⌉−1(I1), we see that bI ≤ b
R⌈
d
2 ⌉−1(I1)
. Furthermore, we can prove that R⌈
d
2 ⌉−1(I1) is intersecting with
L⌈
d
2 ⌉−2(In). Since otherwise, L⌈
d
2 ⌉−2(In) is also disjoint with I , and thus d(I, In) = d(I, L⌈ d2 ⌉−2(In)) + d(L⌈ d2 ⌉−2(In), In) ≥
2 + ⌈ d2⌉ − 2 = ⌈ d2⌉, a contradiction. Thus a path from I1 to In going though R⌈
d
2 ⌉−1(I1) and L⌈
d
2 ⌉−2(In) has been found. It
follows that d(I1, In) ≤ d(I1, R⌈ d2 ⌉−1(I1))+ 1+ d(L⌈ d2 ⌉−2(In), In) = ⌈ d2⌉ − 1+ 1+ ⌈ d2⌉ − 2 = 2⌈ d2⌉ − 2, a contradiction. 
The above lemma tells us that (R⌊
d(I1,In)
2 ⌋(I1), R⌊
d(I1,In)
2 ⌋(I1)) is an optimal backup 2-center in the case that two servers are
deployed at one interval.
4.2. Two servers lie at different intervals
From the previous section,we see that in order to determine theminimumvalue ofψρ(M1,M2), we only need to check all
the possibleM1,M2 satisfying the inequality (15). Herewehave a similar result. Denote by IL(i, p) the intervalwith rightmost
left endpoint in S1(i, p) and IR(i, p) the interval with leftmost right endpoint in S2(i, p), where S1(i, p) and S2(i, p) are as in
(16). Similar to (15), we restrainM1,M2 as follows
bothM1 andM2 are max-intervals, bRk1 (I1) ≤ bM1 ≤ bRk(I1) and aLk(In) ≤ aM2 ≤ aLk2 (In),
where k = ⌊ d(I1,In)2 ⌋, k1 = ⌈ d(I1,IL(i,p))2 ⌉, and k2 = ⌈ d(IR(i,p),In)2 ⌉.
(18)
Lemma 13. There exists a four-tuple (i, p,M1,M2) satisfying (18) on which ψ ′ρ achieves the minimum value.
Proof. From Lemma 11, we see that there exists an optimal backup 2-center (M1,M2) satisfying (15). Let i be the
index of the interval LC(M1,M2) and p = 1 or 2 such that the parity of p is accordance with that of d(M1,M2). Then
(S1(i, p), S2(i, p)) = Π(M1,M2). Thus ψρ(M1,M2) = ψ ′ρ(i, p;M1,M2) which implies ψ ′ρ achieve its minimum value on
(i, p,M1,M2). Furthermore, IL(M1,M2) = IL(i, p) and IR(M1,M2) = IR(i, p) which yields (i, p,M1,M2) is a four-tuple
satisfying (18). Thus the lemma is proved. 
Based on this lemma, we only need to find a backup 2-center satisfying the restriction (18), on which ψ ′ρ is minimized.
Lemma 14. Let M1,M2 be two intervals satisfying the restriction (18). Then φ(S,M1) = d(M1, In), φ(S,M2) = d(I1,M2),
φ(S1(i, p),M1) = d(I1,M1) and φ(S2(i, p),M2) = d(M2, In), where S1(i, p), S2(i, p) is the set of intervals defined in (16).
Proof. By similarity, we only show the proof of φ(S1(i, p),M1) = d(I1,M1). Set d1 = d(I1, IL(M1,M2)) and k1 = ⌈ d12 ⌉. From
(18), we have bM1 ≥ bRk1 (I1) and then aM1 ≥ aRk1 (I1), since both the two intervals are max-intervals. By Observation 4 and
Lemma 5, we have d(I1,M1) ≥ d(I1, Rk1(I1)) = k1 ≤ d1− k1 = d(I1, IL(M1,M2))− d(I1, Rk1(I1)) = d(Rk1(I1), IL(M1,M2)) ≥
d(M1, IL(M1,M2)). Then by Lemma 7, we have that φ(S,M1) = max{d(I1,M1), d(M1, In)} = d(I1,M1). Others can be
obtained similarly. 
From the above lemma, we may simplify our objective function (16) under the restriction (18) as follows.
ψ ′ρ(i, p ;M1,M2) = (1− ρ)max{d(I1,M1), d(In,M2)} + ρ(d(M1, In)+ d(I1,M2)). (19)
To simplify our computation, we discuss two cases separately, i.e., the case d(I1,M1) ≥ d(M2, In) and the case d(I1,M1) <
d(M2, In). Because of the similarity, we only elaborate the case
d(I1,M1) ≥ d(M2, In). (20)
Then the above objective function (19) will be simplified again as follows.
ψ ′ρ(i, p ;M1,M2) = (1− ρ)d(I1,M1)+ ρ(d(M1, In)+ d(I1,M2)). (21)
Ourmethod to compute theminimum value ofψ ′ρ(i, p;M1,M2) is to fix the integers i and p first and then for any interval
M1 satisfying the restriction (18) determine the interval M2, on which ψρ(i, p;M1,M2) is minimized. Let M2(i, p;M1) =
Ld(I1,M1)(In). We have the following lemma.
Lemma 15. For any integers i, p and any interval M1 satisfying the restriction (18), M2(i, p ;M1) is the interval M2 on which
ψ ′ρ(i, p;M1,M2) achieves the minimum value.
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Proof. From (21), it suffices to show that d(I1,M2) ≥ d(I1,M2(i, p;M1)) for any interval M2 satisfying the restriction (18)
and the assumption (20). In fact, by Lemma 5, we have
d(I1,M2(i, p;M1)) = d(I1, Ld(I1,M1)(In))
= d(I1, In)− d(Ld(I1,M1)(In), In)
= d(I1, In)− d(I1,M1)
≤ d(I1, In)− d(M2, In)
≤ d(I1,M2). 
This lemma tells us if M1 is selected, then the corresponding M2 should be chosen as M2(i, p;M1) = Ld(I1,M1)(In). Thus,
we may simplify our objective function as follows.
ψ ′ρ(i, p;M1,M2) = (1− ρ)d(I1,M1)+ ρ(d(M1, In)+ d(I1, Ld(I1,M1)(In)))
= (1− ρ)d(I1,M1)+ ρ(d(M1, In)+ d(I1, In)− d(Ld(I1,M1)(In), In)
= (1− ρ)d(I1,M1)+ ρ(d(M1, In)+ d(I1, In)− d(I1,M1))
= (1− 2ρ)d(I1,M1)+ ρd(M1, In)+ ρd(I1, In). (22)
Next we consider the move of M1, i.e., for fixed i and p, choose an interval as M1 such that ψρ(i, p;M1,M2(i, p;M1)) is
minimized. Set
r =

k if ρ ≥ 13
max{k1, k2} if ρ < 13
,
where k, k1, k2 is as in (18). LetM1(i, p) = Rr(I1). In the following lemma, we shall proveM1(i, p) is the best choice.
Lemma 16. For any integrals i, p, ψ ′ρ(i, p;M1(i, p),M2(i, p;M1(i, p))) ≤ ψ ′ρ(i, p;M1,M2(i, p;M1)) for any interval M1
satisfying the restriction (18).
Proof. By (22), we compute that
ψ ′ρ(i, p;M1(i, p),M2(i, p;M1(i, p)))− ψ ′ρ(i, p;M1,M2(i, p;M1))
= (1− 2ρ)d(I1, Rr(I1))− d(I1,M1)+ ρd(Rr(I1), In)− d(M1, In)
= (1− 2ρ)r − d(I1,M1)+ ρd(I1, In)− d(I1, Rr(I1))− d(M1, In)
= (1− 3ρ)r − (1− 2ρ)d(I1,M1)− ρd(M1, In)+ ρd(I1, In)
= (1− 3ρ)(r − d(I1,M1))− ρ

d(I1,M1)+ d(M1, In)− d(I1, In))
≤ (1− 3ρ)(r − d(I1,M1)).
By the restriction (18), we see that k1 ≤ d(I1,M1) ≤ k and k2 ≤ d(M2, In) ≤ k. Together with the assumption (20), we have
max{k1, k2} ≤ d(I1,M1) ≤ k. Combing this with the definition of r , the lemma is clear. 
Note that k is independent with i and p. If ρ ≥ 13 , thenM(i, p) = Rk(I1) is a constant interval. In view of this, we have the
following result.
Thoerem 17. If ρ ≥ 13 , then (Rk(I1), Lk(In)) is an optimal backup 2-center for any interval graphs, where k = ⌊ d(I1,In)2 ⌋.
Proof. It is easy to see that (Rk(I1), Lk(In)) is optimal if the two servers lie at different intervals. Next, by Lemma 12, it suffices
to verify that ψ ′ρ(i, p; (Rk(I1), Lk(In)) ≤ (1+ ρ)⌈ d(I1,In)2 ⌉.
In fact, by (22), we have
ψρ(i, p; Rk(I1), Lk(In)) = (1− 2ρ)d(I1, Rk(I1))+ ρd(Rk(I1), In)+ ρd(I1, In)
= (1− 2ρ)k+ ρ(d(I1, In)− k)+ ρd(I1, In)
= (1+ ρ)(d(I1, In)− k)− (1− ρ)(d(I1, In)− 2k).
By noting that k = ⌊ d(I1,In)2 ⌋, it is easy to verify that ψρ(i, p; Rk(I1), Lk(In)) ≤ (1+ ρ)⌈ d(I1,In)2 ⌉. 
By Lemmas 15 and 16, we may find a pair of intervals on which ψ ′ρ achieves its minimum value for any fixed i and p.
Then we consider all possible i and p. An O(n) time algorithm will be obtained.
In order to ensure the linear running time of Algorithm 1, we have to compute the Ri(I1), Li(In), IL(i, p), IR(i, p), d(I1, Ii)
and d(Ii, In) for any integer i ∈ {1, 2 . . . , n} and p ∈ {1, 2}within O(n) time firstly.
Lemma 18. After O(n) time preprocessing, given integer i ∈ {1, . . . , n} and p ∈ {1, 2}, the value of IL(i, p), IR(i, p), Ri(I1), Li(In),
d(I1, Ii) and d(Ii, In) can be computed in constant time.
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Algorithm 1 Backup 2-center on interval graphs
Input: A set of n intervals S = {I1, . . . , In} and a failure probability 0 ≤ ρ < 1 of each server.
Output: An optimal backup 2-center.
1: Let k = ⌊ d(I1,In)2 ⌋, opt = (1+ ρ)⌈ d(I1,In)2 ⌉ and (M∗1 ,M∗2 ) = (Rk(I1), Rk(I1)).
2: for p = 1 to 2 do
3: for i = 1 to n do.
4: Let k1 = ⌈ d(I1,IL(i,p))2 ⌉, k2 = ⌈ d(IR(i,p),In)2 ⌉ and ℓ = max{k1, k2}.
5: if ℓ ≤ k then
6: Let r = ℓ if ρ ≤ 13 and r = k otherwise, and ψmin = ψ ′ρ(i, p; Rr(I1), Lr(In)).
7: if opt > ψmin then
8: Let opt = ψmin,M∗1 = Rr(I1) andM∗2 = Lr(In).
9: end if
10: end if
11: end for
12: end for
13: Exchange I1 and In and repeat Steps 2 to 12.
14: return (M∗1 ,M
∗
2 ) and opt .
Proof. By Lemma 2, the intervals Ri(I1), Li(In), d(I1, Ii) and d(Ii, In) can be determine in O(n) time. Next, we compute IR(i, p)
for each i. For any two integers i and jwith i < j, we have bIR(i,p) ≤ bIR(j,p) since IR(j, p) ∈ S2(j, p) ⊆ S2(i, p) by bi < bj. Then
according to the definition of IR(i, p), by checking all the intervals ofS from In to I1 (along the order of right endpoints),we can
compute IR(i, p) for all i in O(n) time. Similarly, for i < jwe also have IL(i, p) ∈ S1(i, p) ⊆ S1(j, p) and thus aIL(i,p) ≤ aIL(j,p).
Together with the definition of IL(i, p), by checking all the intervals of S from Ii1 to Iin (along the order of left endpoints), we
can compute IL(i, p) for all i in O(n) time. 
Then, we conclude that
Thoerem 19. Algorithm 1 can compute an optimal backup 2-center of S correctly and the running time is O(n).
If the two facilities has different failure probabilities ρ1 and ρ2 then we have the following definition.
Definition 20. Given a set of intervals S and two failure probabilities ρ1, ρ2, the backup 2-center problem asks for a pair of
intervals (M1,M2)which minimizes the objective function
ψρ1,ρ2(M1,M2) = (1− ρ1)(1− ρ2)φ(S, {M1,M2})+ ρ1(1− ρ2)φ(S,M2)+ ρ2(1− ρ1)φ(S,M1).
Similar to the analysis above, after a simple calculation we have the following results.
Thoerem 21. If (1 − 2ρ1)(1 − 2ρ2) ≤ ρ1ρ2, then (Rk(I1), Lk(In)) is an optimal backup 2-center of any interval graphs, where
k = ⌊ d(I1,In)2 ⌋.
Thoerem 22. For any intervals set S and any 0 ≤ ρ1, ρ2 < 1, the backup 2-center problem defined above can be solved in O(n)
time.
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