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Abstract
We consider the minimizing risk problems in discounted Markov decisions processes
with countable state space and bounded general rewards. We characterize optimal values
for finite and infinite horizon cases and give two sufficient conditions for the existence
of an optimal policy in an infinite horizon case. These conditions are closely connected
with Lemma 3 in White (1993), which is not correct as Wu and Lin (1999) point out. We
obtain a condition for the lemma to be true, under which we show that there is an optimal
policy. Under another condition we show that an optimal value is a unique solution to
some optimality equation and there is an optimal policy on a transient set.  2002 Elsevier
Science (USA). All rights reserved.
Keywords: Markov decision process; Minimizing risk model; Maximal fixed point; Existence of
optimal policy
1. Introduction
In the area of Markov decision processes, standard criteria have been the ex-
pected discounted total reward over a finite or an infinite time horizon, or the av-
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erage expected reward per unit over an infinite time horizon (e.g., see Derman [1],
Hordijk [2], Puterman [3] and White [4]). To make up for insufficiency of these
criteria, other criteria (e.g., utility, probabilistic constraints and mean-variance
criteria) have been proposed and investigated by many authors (see White [5] for
survey, or [6], Filar et al. [7,8] and Kadota et al. [9]).
As a special case of utility criteria, several authors [10–14] consider a problem
in which we minimize a threshold probability Pπs (Z  r) with respect to policy π
in Markov decision processes, where Z is a discounted total reward, r is a
threshold (target) value and s is an initial state. In [13], White investigates finite
Markov decision processes with a bounded reward set and shows that optimal
value function is a unique solution to optimal equation and there exists an
optimal policy. However, by giving a counterexample, Wu and Lin [14] point
out that threshold probability, which is generated by a policy, an initial state
and a threshold value, is not necessarily a distribution of threshold value, and
that Lemma 3 in [13] does not hold in general case and hence the existence of
an optimal policy has not been proved really. They prove that the optimal value
functions for finite and infinite horizon cases are distributions of threshold value.
They also show by measurable selection theorem that there exists an optimal
deterministic Markov policy in a finite horizon model, but point out that the
existence of an optimal policy in an infinite horizon case is open. Instead of
existence theorem, they give a sufficient and necessary condition for a policy
independent of a threshold value to be optimal in finite and infinite cases.
In this paper, we concern ourselves with such a problem in discounted Markov
decision processes with countable state space and nonnegative bounded general
rewards. In Section 2, we give notations and formulate our problem. In Section 3,
we show that the threshold probability is measurable with respect to a threshold
value, and give slight extensions of [10] and [14] for properties of an optimal
operator and optimal values in finite and infinite horizon cases. Especially, there
exists a right continuous optimal policy in a finite horizon case and an optimal
value function in an infinite horizon case is a maximal fixed point of the operator.
In Section 4, we give two sufficient conditions for the existence of an optimal
policy in an infinite horizon case. These are closely related with Lemma 3 in
White [13], which is not correct as Wu and Lin [14] point out. We first obtain a
sufficient condition for the lemma to be true and we show that there is an optimal
policy under the condition. We show under another condition that an optimal value
on some transient set is a unique solution to some optimality equation and there
exists an optimal policy.
2. Notations and formulation
Discounted Markov decision processes Γ = ((Xt), (At ), (Yt ),p,β) with a
discrete time space N = {1,2, . . .} are defined by the following: the state space S
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is a countable set and denote the state at time t ∈ N by Xt ; the action space
A =⋃s∈S A(s) is countable, where A(s) is a nonempty set of admissible finite
actions when the system is in state s ∈ S, and denote the action at time t ∈ N
by At ; the reward space RH = [H ′,H ] is a bounded interval where H ′ is a
nonpositive constant and H is positive, and Yt ∈ RH is a random immediate
reward function at time t ∈ N , which is defined by a conditional probability for
(Xt+1, Yt ) given (Xt ,At ):
pa(s′, y | s)= P(Xt+1 = s′, Yt  y |Xt = s,At = a);
the discount factor β is a real number so that 0 < β < 1. We use SR = S × R as
a new state space where R = (−∞,∞). For convenience sake, we assume that
H ′ = 0, because we can extend our results to a model with H ′ < 0, by the method
similar to that in Wu and Lin [14].
Let H1 = SR and Ht+1 = Ht × A× S × RH for each t ∈ N . Then Ht is the
set of all possible histories of the system when the t th action must be chosen,
and denote by θt the history at time t . A decision rule δt for time t ∈ N is a
conditional probability given θt : δt (at | ht ) = P(At = at | θt = ht ), where ht =
(s1, r, a1, s2, y1, . . . , at−1, st , yt−1) ∈Ht which is a realising value of θt = (X1, r,
A1,X2, Y1, . . . ,At−1,Xt , Yt−1) and r is a given real number. It is assumed that
δt (At ∈ A(st ) | ht ) = 1 for every history ht = (s1, r, a1, . . . , st , yt−1) ∈ Ht and
δt (at | ·) is a Lebesgue–Stieltjes measurable function on Ht . We denote by ∆
the set of all decision rules. A policy π is an infinite sequence of decision rules
(δ1, δ2, . . . , δt , . . .). We denote by C the set of all such policies.
We define the random total discounted rewards for a finite horizon case (Pn)
and an infinite horizon case (P) by
Z0 = 0, Zn =
n∑
t=1
βt−1Yt , n 1,
and
Z =
∞∑
t=1
βt−1Yt ,
respectively. We define a new random sequence by
W1 = r, Wn = (W1 −Zn−1)/βn−1 = (Wn−1 − Yn−1)/β, n 2,
which depend upon (Y1, Y2, . . . , Yn−1), where r is a given real number. Then
we are able to replace histories ht = (s1, r, a1, s2, y1, . . . , at−1, st , yt−1) by h′t =
(s1,w1, a1, s2,w2, . . . , at−1, st ,wt )which is a realising value of (X1,W1,A1,X2,
W2, . . . ,At−1,Xt ,Wt ). Hence a decision rule and a policy may be equivalently
defined for the new histories. A policy π = (δ1, δ2, . . . , δt , . . .) is said to be
Markov when the decision rule δt for the new histories is a function of (Xt ,Wt )=
(st ,wt ) for every t ∈N , and we denote by∆M the set of such decision rules. Also,
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a policy π is called a deterministic Markov policy if π is Markov and δt deter-
mines some action at ∈ A(st ) deterministically, and we denote by ∆D the set of
such decision rules. We may consider δ ∈∆D as a mapping from SR into A, and
hence when δ(a | s, r) = 1 we denote it by δ(s, r) = a. We denote the set of all
Markov policies by CM , and the set of all deterministic Markov policies by CD .
When π = (δ, δ, . . . , δ, . . .) ∈ CD , we write π = δ∞, which is called a stationary
policy, and we denote the set of stationary policies by CsD .
A decision rule δ ∈∆D from SR into A is said to be right continuous (on R)
if for every (s, r) ∈ SR , there is a positive real number µ such that δ(s, r) =
δ(s, r + u) for all u: 0  u < µ. A policy π = (δt ) ∈ CD is said to be right
continuous if the decision rule δt is right continuous for every t ∈N .
We denote by Pπs (Z  r) the conditional probability of event {Z  r} given an
initial state X1 = s and a policy π . Here a random variable Z depends upon not
only s and π but also r . For the sake of convenience, we consider optimization
problems only on a set CM of Markov policies.
We define criterion functions for (Pn) and (P) by
Fπn (s, r)= Pπs (Zn  r), Fπ (s, r)= Pπs (Z  r),
respectively, for each (s, r) ∈ SR and π ∈ CM . Wu and Lin [14] give an example
in which Fπn (s, r) and Fπ(s, r) are not distribution functions of r . We also denote
optimal value functions F ∗n and F ∗ for (Pn) and (P) by, respectively,
F ∗n (s, r)= inf
π∈CM
Fπn (s, r), F
∗(s, r)= inf
π∈CM
Fπ(s, r).
A policy π ∈CM is said to be optimal in (Pn) if F ∗n (s, r)= Fπn (s, r) for every
(s, r) ∈ SR . Similarly, we define an optimal policy in an infinite horizon case (P).
We define the following sets of functions: let F be the set of functions F
from SR into interval [0,1] such that for each s ∈ S, F(s, ·) is measurable on R,
and let Fm be the set of functions F ∈ F such that for each s ∈ S, F(s, r) = 0
if r < 0 and F(s, r) = 1 if r > H/(1 − β). Also, let Fr be the set of functions
F ∈ Fm such that for each s ∈ S, F(s, ·) is nondecreasing and right continuous
on R.
We define operators T a , T δ and T from F into F as follows: for F ∈ F ,
(s, r) ∈ SR , a ∈A(s) and δ ∈∆,
T aF (s, r)=
∫
SR
F
(
s′, (r − y)/β)dpa(s′, y | s),
T δF (s, r)=
∑
a∈A(s)
T aF (s, r)δ(a | s, r),
T F (s, r)= inf
δ∈∆T
δF (s, r)= min
a∈A(s)T
aF (s, r).
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Here we see from Fubini’s theorem that∫
SR
F (s′, ·) dpa(s′, y | s)=
∑
s ′∈S
qa(s′ | s)
∫
R
F(s′, ·)p(dy | s, a, s′),
where qa(s′ | s)= ∫
y∈R p
a(s′, dy | s) and p(y | s, a, s′)= pa(s′, y | s)/qa(s′ | s).
We also define operators T n and T 1 = T and T n+1 = T (T n) for each n  1.
Similarly, (T δ)n is defined for δ ∈∆M .
In all argument, we use notations =,  and  for simultaneous equalities
or inequalities; e.g., for F,G ∈ F , F  G means that F(s, r)  G(s, r) for all
(s, r) ∈ SR . We give fundamental lemmas below.
Lemma 2.1.
(i) For F,G ∈F and δ ∈∆, T δF − T δG= T δ(F −G).
(ii) If F,G ∈F and F G, then T aF  T aG, T δF  T δG and T F  TG for
each a ∈A(·) and δ ∈∆.
(iii) If G ∈ Fr , then T aG(s, ·) is nondecreasing and right continuous on R for
each s ∈ S and any a ∈A(s). Also, T is an operator from F , Fm or Fr into
itself.
(iv) If Gn ∈Fr and Gn Gn+1 for each n 0, then limn→∞Gn ∈Fr .
Proof. The statements (i), (ii) and the former part of (iii) are immediate results
of definitions. It is also easy to see that if F ∈ Fm, then T F(s, ·) is measurable
on R, and T F(s, r) = 0 when r < 0 and T F(s, r) = 1 when r > H/(1 − β),
which imply that T F ∈Fm. We can similarly prove for F ∈Fr . Hence the latter
part of (iii) is proved; (iv) is a result of Lemma 1 in White [13]. ✷
The following lemma is a result related to the existence of a right continuous
decision rule.
Lemma 2.2. For each F ∈ Fr , there exists a right continuous decision rule
δ ∈∆D satisfying T F = T δF .
Proof. Let F ∈ Fr and (s, r) ∈ SR be arbitrarily fixed. From Lemma 2.1,
T aF (s, ·) is right continuous at r for each a ∈ A(s). Since A(s) is finite, we
see that there exist µ > 0 and a ∈ A(s) such that T F(s,u) = T aF (s,u) for
all u satisfying r  u < r + µ. For such an action a, if we define δ ∈ ∆D by
δ(s, u) = a for every u so that r  u < r + µ, then δ is right continuous and
T F(s, r)= T δF (s, r). ✷
3. Fundamental results of optimal values
In this section, we characterize optimal values for a finite horizon case (Pn)
and an infinite horizon case (P) and investigate properties of the optimal op-
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erator T . These results are slight extensions of Bouakiz and Kebir [10] and Wu
and Lin [14]. We also show that there is a right continuous optimal policy for a
finite horizon model (Pn).
To guarantee that T aFπ and T Fπ are well defined, it is required that Fπ is
in Fm; that is, Fπ(s, ·) is measurable on R for each s ∈ S.
Lemma 3.1. Let π ∈CM be arbitrary.
(i) For n 0, Fπn  Fπn+1  limn→∞ Fπn = Fπ .
(ii) For each n 0, Fπn ∈Fm and Fπ ∈Fm.
(iii) For each n  1, Fπn = T δF τn−1 and Fπ = T δF τ , where π = (δ, τ ). Espe-
cially, Fπ = T δFπ when π = δ∞ is a stationary policy.
Proof. (i) This is proved by the same method as Lemma 4(i) in Wu and Lin [14].
(ii) To show that Fπn ∈ Fm, it suffices to prove that Fπn (s, ·) is measurable
on R. Since Fπ0 (s, r)= I[0,∞)(r), where IA is the indicator function on a set A,
we see that Fπ0 (s, ·) is measurable for every π ∈ CM and each s ∈ S. We assume
that Fτn (s, ·) is measurable for every τ ∈ CM and each s ∈ S. It then follows from
Lemma 2.1(iii) that for any π = (δ, τ ) ∈ CM ,
T δF τn (s, r)=
∑
a∈A(s)
δ(a | s, r)
∫
(s ′,y)∈SR
F τn
(
s′, r − y
β
)
dpa(s′, y | s)
is well defined and measurable at r . However, by Markov property, we have
T δF τn (s, r)=
∑
a∈A(s)
δ(a | s, r)
∫
(s ′,y)
P τ(s ′,(r−y)/β)(y + βZn  r) dpa(s′, y | s)
= Pπs (Zn+1  r)= Fπn+1(s, r),
since τ ∈ CM , where Pτ(s,r)(B) is a conditional probability of an event B given
an initial state (s, r) and a policy τ . Hence, Fπn+1(s, ·) is measurable. Thus, by
induction, Fπn (s, ·) is measurable for every n 0. Furthermore, it follows from (i)
that Fπ(s, ·)= limn→∞Fπn (s, ·) is also measurable.
(iii) From proof of (ii), we have Fπn+1(s, r) = T δF τn (s, r), when π = (δ, τ ).
Similarly, it is easy to see that Fπ = T δF τ . ✷
Theorem 3.1.
(i) For each n 0, F ∗n ∈Fr and {F ∗n , n 0} satisfies optimality equations:
F ∗0 = I[0,∞), F ∗n = T F ∗n−1, n 1.
(ii) For each n  0, there exists a right continuous optimal policy π ∈ CD
in (Pn).
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Proof. We prove this theorem by induction. When n= 0, we see that F ∗0 (s, r)=
I[0,∞)(r) = Fπ0 (s, r) for any right continuous policy π ∈ CD , so this theorem
holds. Assume that this theorem is true for n= k. Thus, F ∗k ∈Fr and there exists
a right continuous optimal policy σ ∈ CD such that F ∗k = Fσk . It follows from
Lemma 2.2 that there exists a right continuous decision rule δ ∈ ∆D such that
T F ∗k = T δF ∗k , which implies that π = (δ, σ ) is a right continuous policy in CD .
By the same argument as Theorem 1 in [14], we have T F ∗k = F ∗k+1 = Fπk+1.
Hence, π is optimal in (Pk+1), and from Lemma 2.1(iii), we have F ∗k+1 ∈ Fr .
By induction, the proof of this theorem is complete. ✷
From Theorem 3.1, we have F ∗n = T nF ∗0 , n 1.
Theorem 3.2.
(i) For each n 0, F ∗n  F ∗n+1  limn→∞F ∗n = F ∗ and F ∗ ∈Fr .
(ii) F ∗ satisfies optimality equation F ∗ = T F ∗.
(iii) There exists a right continuous decision rule δ ∈∆D such that F ∗ = T δF ∗.
Proof. (i) By the same way as Lemma 4(ii) in [14], we obtain that F ∗n  F ∗n+1 for
each n  0 and F ∗ = limn→∞ F ∗n . Also, since F ∗n ∈ Fr , n  1, by Theorem 3.1
and F ∗n  F ∗n+1 it follows from Lemma 2.1(iv) that F ∗ ∈Fr .
(ii) It follows from Lemma 3.1 that Fπ = T δF τ  T δF ∗  T F ∗ for any π =
(δ, τ ) ∈ CM . Hence we have F ∗  T F ∗. Conversely, for (s, r) ∈ SR , it follows
from Theorem 3.1 that F ∗n (s, r)= T F ∗n−1(s, r) T aF ∗n−1(s, r) for any a ∈A(s).
By (i) and dominated convergence theorem, we have F ∗(s, r)  T aF ∗(s, r) for
any a ∈ A(s), so F ∗(s, r)  mina T aF ∗(s, r) = T F ∗(s, r). Therefore we obtain
the desired equation F ∗ = T F ∗.
(iii) From (i) and (ii), F ∗ ∈ Fr and F ∗ satisfies an equation F ∗ = T F ∗. Thus
Lemma 2.2 leads that there exists a right continuous decision rule δ ∈ ∆D such
that F ∗ = T δF ∗. ✷
In the following theorem, we give characterization of optimal value func-
tion F ∗ for optimal operator T in Fm (but not Fr ).
Theorem 3.3.
(i) F ∗ is the maximal fixed point of T in Fm.
(ii) Let G ∈ Fm be a function such that G  F ∗. Then {T nG} converges and
limn→∞ T nG= F ∗.
Proof. (i) Let G ∈Fm be a fixed point of T . Then we have G F ∗0 = I[0,∞) and
G= T nG. Hence it follows from Theorems 3.1 and 3.2 that
G= lim
n
T nG lim
n
T nF ∗0 = limn F
∗
n = F ∗.
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(ii) If G is a function in Fm, then G  F ∗0 and hence T nG  T nF ∗0 = F ∗n .
Thus, we have lim supn T nG  limn F ∗n = F ∗. Conversely, since G  F ∗, we
have T nG  T nF ∗ = F ∗, so lim infn T nG  F ∗. Hence, combining with the
previous inequality, we have limn T nG= F ∗. ✷
Corollary 3.1.
(i) For any policy π ∈ CM , limn→∞ T nFπ = F ∗.
(ii) F ∗ is the unique fixed point of T in the class of functions dominating F ∗;
that is, if G= TG, G ∈Fm and G F ∗, then G= F ∗.
(iii) If there exist a policy π ∈ CM such that Fπ = T Fπ , then π is optimal in (P).
Proof. The statement (i) is an immediate result of Theorem 3.3(ii), since Fπ 
F ∗. We easily see that Theorem 3.3(i) leads (ii). It also follows from (i) or (ii) that
Fπ = F ∗ and hence π is optimal in (P). ✷
4. Sufficient conditions for existence of optimal policy
Wu and Lin [14] give a counterexample for Lemma 5 in White [13] and point
out that Lemma 3 in [13] does not hold. In this section we first give a sufficient
condition for Lemma 3 and Lemma 5 in [13] to be true.
We define another conditional probability of an event {Z  z}, given an initial
state (X1,W1)= (s, r) and a policy π , by
Fπ(s, r; z)= Pπ(s,r)(Z  z).
Here Z is a random variable which depends upon (s, r) and π , but not z. Thus
Fπ(s, r; z) is a distribution function of z and Fπ(s, r; r)= Fπ(s, r). We denote
by C∗D the set of all policies π = δ∞ ∈ CsD for which there is a countable subset
E ⊂ R such that Fπ(s, r; z) is continuous at z = r for every (s, r) ∈ S × Ec,
where Ec is the complement of E. We notice in Example 4.1 that there is a policy
π ∈CsD −C∗D .
Lemma 4.1. Let F,G ∈ Fr and let π = δ∞ ∈ C∗D . If F −G T δ(F −G), then
F G.
Proof. Let (s, r) ∈ SR be arbitrarily fixed and F,G ∈ Fr . From Lemma 2.1, we
have F(s, r) −G(s, r)  (T δ)n(F −G)(s, r) for any n  1. Now, we prove by
induction that
(T δ)n(F −G)(s, r) Fπn (s, r; r)− Fπn (s, r; r − bn), (1)
where bn = βnH/(1 − β), n  1. Since (F − G)(s, r) = 0 if r < 0 or r 
H/(1− β), and (F −G)(s, r) 1 otherwise, when n= 1, we have
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T δ(F −G)(s, r)=
∫
SR
(F −G)(s′, (r − y)/β)dpδ(s,r)(s′, y | s)
=
∫
S×(r−b1,r]
(F −G)(s′, (r − y)/β)dpδ(s,r)(s′, y | s)

∫
S×(r−b1,r]
dpδ(s,r)(s′, y | s)
= Pπ(s,r)(r − b1 <Z1  r)
= Fπ1 (s, r; r)− Fπ1 (s, r; r − b1).
Hence, the inequality (1) is true for n = 1. Assume that the inequality (1) holds
for n= k. Then, by Markov property, we have
(T δ)k+1(F −G)(s, r)
= T δ(T δ)k(F −G)(s, r)
=
∫
SR
(T δ)k(F −G)(s′, (r − y)/β)dpδ(s,r)(s′, y | s)

∫
SR
Pπ(s ′,(r−y)/β)
(
r − y
β
− bk < Zk  r − y
β
)
dpδ(s,r)(s′, y | s)
= Pπ(s,r)
(
r − Y1
β
− bk < Zk  r − Y1
β
)
= Pπ(s,r)(r − bk+1 <Zk+1  r)
= Fπk+1(s, r; r)− Fπk+1(s, r; r − bk+1).
Hence, by induction, the inequality (1) holds for every n.
Now, all rewards are nonnegative,Fπ(s, r; z) is a distribution function of z for
any π ∈ CM and (s, r) ∈ SR and {Z  z} ⊂ {Zn  z} ⊂ {Z  z+ bn}, where Z
and Zn depend upon an initial state (s, r). Hence, we have
Fπ(s, r; r − bn) Fπn (s, r; r − bn) Fπn (s, r; r) Fπ(s, r; r + bn).
Thus we obtain
F(s, r)−G(s, r) (T δ)n(F −G)(s, r)
 Fπ(s, r; r + bn)− Fπ(s, r; r − bn).
We see from the definition of C∗D that if r ∈ Ec, then the right-hand side of the
above inequality tends to zero as n→∞, since limn→∞ bn = 0 and Fπ(s, r; z)
is continuous at z= r . Thus we have F(s, r)G(s, r) for every (s, r) ∈ S ×Ec.
Since E is countable and F,G are right continuous, it follows from Lemma 1 in
White [13] that F(s, r)G(s, r) for every (s, r) ∈ SR . ✷
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In [14], Wu and Lin point out that a policy π = δ∞ ∈CD such that F ∗ = T δF ∗
is not necessarily optimal. In the following theorem, a sufficient condition for such
a policy to be optimal is given.
Theorem 4.1.
(i) If π = δ∞ ∈ C∗D and Fπ ∈ Fr , then Fπ is the unique solution to F = T δF
in Fr .
(ii) If there is a policy π = δ∞ ∈ C∗D such that Fπ ∈Fr and F ∗ = T δF ∗, then π
is an optimal policy in (P).
Proof. (i) From Lemma 3.1, we have Fπ = T δFπ . Let F ∈ Fr be a solution to
F = T δF . Then we have F − Fπ = T δ(F − Fπ) and hence Lemma 4.1 implies
that F = Fπ . Thus Fπ is the unique solution to F = T δF in Fr .
(ii) From the above (i) it follows that Fπ is the unique solution to F = T δF
in Fr . Thus, since F ∗ = T δF ∗, we have F ∗ = Fπ , which implies that π is
optimal. ✷
We give another sufficient condition for Lemma 3 in [13] to be true. A sub-
set S0 of S is said to be closed for a policy π if Pπ(s,r)(X2 ∈ S0) = 1 for every
initial state (s, r) ∈ S0 ×R, and S0 is said to be reachable (with probability one)
for π if
Pπ(s,r)
( ∞⋃
n=2
{Xn ∈ S0}
)
= Pπ(s,r)(Xn ∈ S0 for some n 2)= 1
for every initial state (s, r) ∈ SR .
Lemma 4.2. Let π = δ∞ ∈ CD . Suppose there is a subset S0 of S such that S0 is
closed and reachable for π .
(i) Let F,G ∈ Fm. If F −G  T δ(F −G) on Sc0 × R and F = G on S0 × R,
then F G.
(ii) Fπ is the unique solution in Fm to equation F = T δF with F = Fπ on
S0 ×R.
Proof. (i) Since F = G on S0 × R and F − G  1, it follows from condition
on S0 that if s ∈ S0, then
T δ(F −G)(s, r)=
∫
(s ′,y)∈S0×R
(F −G)(s′, (r − y)/β)dpδ(s,r)(s′, y | s)= 0,
and if s /∈ S0, then
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T δ(F −G)(s, r)=
∫
(s ′,y)∈Sc0×R
(F −G)(s′, (r − y)/β)dpδ(s,r)(s′, y | s)

∫
(s ′,y)∈Sc0×R
dpδ(s,r)(s′, y | s)
= Pπ(s,r)
(
X2 ∈ Sc0
)
.
For n  1, assume that (T δ)n(F − G)(s, r) = 0 if s ∈ S0, and (T δ)n(F −
G)(s, r) Pπ(s,r)(
⋂n+1
k=2{Xk ∈ Sc0}) otherwise. Then, it follows from Markov prop-
erty that if s ∈ S0, then
(T δ)n+1(F −G)(s, r)
= T δ(T δ)n(F −G)(s, r)
=
∫
(s ′,y)∈S0×R
(T δ)n(F −G)(s′, (r − y)/β)dpδ(s,r)(s′, y | s)= 0,
and if s /∈ S0, then
(T δ)n+1(F −G)(s, r)
=
∫
(s ′,y)∈Sc0×R
(T δ)n(F −G)(s′, (r − y)/β)dpδ(s,r)(s′, y | s)

∫
(s ′,y)∈Sc0×R
Pπ(s ′,(r−y)/β)
(
n+1⋂
k=2
{
Xk ∈ Sc0
})
dpδ(s,r)(s′, y | s)
= Pπ(s,r)
(
n+2⋂
k=2
{
Xk ∈ Sc0
})
.
By induction, it follows that
(F −G)(s, r) (T δ)n(F −G)(s, r) Pπ(s,r)
(
n+1⋂
k=2
{
Xk ∈ Sc0
})
,
for each (s, r) ∈ Sc0 ×R and all n 1. Since Pπ(s,r)(
⋃∞
n=2{Xn ∈ S0})= 1, we have
lim
n→∞P
π
(s,r)
(
n+1⋂
k=2
{
Xk ∈ Sc0
})= 1− Pπ(s,r)
( ∞⋃
k=2
{Xk ∈ S0}
)
= 0.
Letting n→∞ on the above inequality, we have (F − G)(s, r)  0 for every
(s, r) ∈ Sc0 ×R, which completes the proof of the statement (i).
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(ii) Let F ∈Fm be a solution to F = T δF with F = Fπ on S0 ×R. Since Fπ
is a solution to F = T δF in Fm, we have F − Fπ = T δ(F − Fπ) on Sc0 × R.
Thus the statement (i) implies that F = Fπ . ✷
Theorem 4.2. Suppose there is a subset S0 of S such that S0 is closed and
reachable for every τ ∈CD .
(i) F ∗ is the unique solution to F = T F with F = F ∗ on S0 ×R.
(ii) If a policy π = δ∞ ∈ CD satisfies equations F ∗ = T δF ∗ on Sc0 × R and
F ∗ = Fπ on S0 ×R, then π is optimal in (P).
Proof. (i) From Theorem 3.2, we see that F ∗ = T F ∗ ∈Fr and there is a decision
rule δ ∈ ∆D such that F ∗ = T δF ∗. Let F ∈ Fr be another solution to equation
F = T F with F = F ∗ on S0 × R. It follows from Lemma 2.2 that there is a
decision rule δ′ ∈ ∆D such that F = T δ′F . Thus we have F ∗ = T δF ∗  T δ′F ∗
and F = T δ′F  T δF on Sc0 × R. Hence we have F ∗ − F  T δ(F ∗ − F) and
F − F ∗  T δ′(F − F ∗) on Sc0 × R. From Lemma 4.2(i), we obtain F = F ∗,
which completes the uniqueness of F ∗.
(ii) From Lemma 4.2(ii), Fπ is the unique solution to F = T δF with F = Fπ
on S0 × R. However, F ∗ satisfies the same equations by assumption. Thus, we
have F ∗ = Fπ on SR , and hence π is optimal in (P). ✷
We give a necessary condition for a policy to be optimal.
Theorem 4.3. If a stationary policy π = δ∞ ∈ CM is optimal in (P), then
F ∗ = T δF ∗ holds.
Proof. From Lemma 3.1, we obtain Fπ = T δFπ  T δF ∗  T F ∗ = F ∗. How-
ever, we have Fπ = F ∗, by optimality of π . Hence the desired result is ob-
tained. ✷
Finally, we give simple examples for an infinite horizon case. Theorems 4.1
and 4.2 are applied to the first and the second examples, respectively. The first
example is the same as Example 2 in Wu and Lin [14], but notations are different
from it.
Example 4.1. Let state space be S = {s1, s2}, action space A= A(si)= {a1, a2}
(i = 1,2) and a discount factor β = 1/2. Letting q be
qkij (y)= P(Xt+1 = sj , Yt = y |Xt = si,At = ak),
we assume that stochastic behavior of (Xt+1, Yt ) is determined by
q111(2)= q112(2)= q121(1)= q122(1)
= q211(1)= q212(1)= q221(2)= q222(2)= 1/2.
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Then we first find fixed points of T in Fm below. Since F = T F and F(si,2r −
4) F(si ,2r − 2), i = 1,2, we have
F(si , r)=
(
F(s1,2r − 4)+ F(s2,2r − 4)
)/
2, i = 1,2.
By using the fact that F(s, r)= 0 if r < 0 and F(s, r)= 1 if r > 4 =H/(1− β),
we obtain fixed points
Gα(s, r)= αI{4}(r)+ I(4,∞)(r)
for every (s, r) ∈ SR , where α is an arbitrary constant so that 0  α  1. Since
F ∗ is the maximal fixed point of T (Theorem 3.3), it follows that F ∗ =G1. Let
a decision rule δ be δ(si , r) = ai for i = 1,2 and r ∈ R. Then the decision rule
satisfies the equation Gα = T δGα for any α: 0 α  1. Also, when (s, r) is any
initial state and a policy π = δ∞ is used, we have Yn = 2 (n 1), so Z = 4. Thus
Fπ(s, r; z)= I[4,∞)(z) for every (s, r, z) ∈ SR × R and hence z = r = 4 is only
one discontinuous point of Fπ(s, r; ·) and E = {4}. Therefore π ∈ C∗D . Since
Fπ =G1 ∈ Fr , it follows from Theorem 4.1(ii) that F ∗ = Fπ and π is optimal
in (P). Furthermore, Theorem 4.1(i) implies that F ∗ is the unique solution to
F = T F in Fr .
On the other hand, let another decision rule be
ρ(s1, r)=
{
a2 (r < 3),
a1 (r  3),
ρ(s2, r)=
{
a1 (r < 3),
a2 (r  3).
Then ρ satisfies F ∗ = T ρF ∗, but τ = ρ∞ /∈C∗D . Indeed, for an initial state (s, r),
we have
Z = 2I(−∞,2)(r)+ rI[2,4)(r)+ 4I[4,∞)(r).
We will show this equality below. It is obvious for r < 2 and r  4. Let 2 r < 4.
In order to Z = r , it suffices to show that Zn = h(n− 1, k − 1), n 1, if h(n−
1, k) r < h(n− 1, k + 1), for k = 0,1, . . . ,2n − 1, where h(n, k)= 2 + k/2n.
We prove the relation by induction. When n= 1, we easily see that Z1 = Y1 = 1 if
r < 3 and Z1 = 2 otherwise, which implies that the relation holds. Assume that it
is true for n. Since ρ(si ,wn+1)= ai (i = 1,2) if wn+1  3, we obtain that Yn+1 =
2 if and only if wn+1 = 2(wn − Yn)  3; that is, wn  2 + 1/2 when wn < 3
(Yn = 1) and wn  2 + 3/2 when wn  3 (Yn = 2). By iterating this argument,
Yn+1 = 2 if and only if we have the form of inequality r =w1  h(n,2k+1), k =
0,1, . . . ,2n− 1. Hence when h(n,2k+ 1) r (< h(n− 1, k+ 1)), it follows that
Zn+1 =Zn+ 2 · (1/2)n = h(n,2k). By a similar argument, when (h(n− 1, k))
r < h(n,2k + 1), we obtain that Zn+1 = Zn + (1/2)n = h(n,2k − 1). Hence the
relation holds for n+ 1. Thus the desired relation is proved. Therefore
Fτ (s, r; z)=


I[2,∞)(z) (r < 2),
I[r,∞)(z) (2 r < 4),
I[4,∞)(z) (r  4).
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Hence, when r is in interval E = [2,4) which is not a countable set, Fτ (s, r; z)
is discontinuous at z= r . Thus we see that τ /∈C∗D .
Example 4.2. Let state space be S = {s1, s2, s3} and let action space be A =
A(si)= {a1, a2}, i = 1,2,3. Letting notation q be the same as Example 4.1, we
assume that (Xt+1, Yt ) is determined by
q111(b1)= q212(0)= 3/4, q113(0)= q211(b2)= 1/4,
q122(H)= q123(H)= q132(b3)= q133(b3)= 1/2,
q222(b3)= q223(b3)= q232(H)= q233(H)= 1/2,
where b1, b2, b3 and H are constants such that 0< b2 < b1 <H , 0< b3 <H and
b1/H < β < 1. Let d =H/(1− β) and βi = bi + βd (i = 1,2).
Then it is obvious that a subset S0 = {s2, s3} of S is closed and reachable
for every policy π ∈ CD and the system on S0 has the same behavior as that in
Example 4.1. Thus, by the way similar to Example 4.1, it is easily checked that
optimal value for (P) on S0 are F ∗(s, r)= I[d,∞)(r) for each (s, r) ∈ S0×R, and
optimal policy π∗ = δ∞ ∈ C∗D on S0 is determined by δ(si, r) = ai−1, i = 2,3,
r ∈R.
From Theorem 4.2, F ∗ is the unique solution to F = T F with F = F ∗ on
S0 ×R. We can obtain F ∗(s1, r) below. From the definition of T a , we have
T a1F ∗(s1, r)= (3/4)F ∗
(
s1, (r − b1)/β
)+ (1/4)F ∗(s3, r/β).
However, it follows that F ∗(s3, r/β)= I[βd,∞)(r) and
F ∗
(
s1, (r − b1)/β
)= {0 if r < b1,1 if r  β1,
since F ∗(s, r)= 0 if r < 0 and F ∗(s, r)= 1 if r  d . Hence we have
T a1F ∗(s1, r)=


0 if r < b1,
(3/4)F ∗(s1, (r − b1)/β) if b1  r < βd ,
(3/4)F ∗(s1, (r − b1)/β)+ 1/4 if βd  r < β1,
1 if r  β1.
Similarly, we have
T a2F ∗(s1, r)=


0 if r < b2,
(1/4)F ∗(s1, (r − b2)/β) if b2  r < βd ,
(1/4)F ∗(s1, (r − b2)/β)+ 3/4 if βd  r < β2,
1 if r  β2.
Since F ∗ = T F ∗ = mini T aiF ∗, we obtain
F ∗(s1, r)=


0 if r < b1/(1− β),
min{(3/4)F ∗(s1, (r − b1)/β), (1/4)F ∗(s1, (r − b2)/β)}
if b1/(1− β) r < βd,
1 if r  βd.
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Indeed, it is clear that if r < b1 then F ∗(s1, r)= 0, and if r  β1 then F ∗(s1, r)
= 1. We also notice from condition that b1/(1 − β) < βd < β2. When b1  r <
b1/(1− β), we have
F ∗(s1, r)= min
(
(3/4)F ∗
(
s1, (r − b1)/β
)
, (1/4)F ∗
(
s1, (r − b2)/β
))
.
If b1  r < b1(1 + β), then (r − b1)/β < b1 and F ∗(s1, (r − b1)/β) = 0, and
hence F ∗(s1, r)= 0. Assume that if b1  r < b1∑n−1k=0 βk = b1(1−βn)/(1−β),
then F ∗(s1, r)= 0. If r < b1∑nk=0 βk , then (r−b1)/β < b1(1−βn)/(1−β) and
F ∗(s1, (r − b1)/β)= 0, and hence F ∗(s1, r)= 0. By induction, for every n 1
if r < b1(1− βn)/(1− β), then F ∗(s1, r)= 0. Hence, letting n→∞, we obtain
F ∗(s1, r)= 0 when b1  r < b1/(1− β). When β2  r < β1, we have
F ∗(s1, r)= (3/4)F ∗
(
s1, (r − b1)/β
)+ 1/4.
If β1 > r  b1(1 + β)+ β2d  β2, then (r − b1)β  β1 and F ∗(s1, (r − b1)/β)
= 1, and henceF ∗(s1, r)= 1. By induction, if β1 > r  b1(1−βn)/(1−β)+βnd
and r  /β2, we obtain F ∗(s1, r)= 1. Letting n→∞ and noticing β2  b1/(1−
β), we obtain F ∗(s1, r) = 1 when β2  r < β1. Similarly, if βd  r < β2, we
have F ∗(s1, r)= 1.
A right continuous optimal policy π∗ = δ∞ in (P) is given by δ(si, r)= ai−1
for every r ∈ R and i = 2,3, and
δ(s1, r)=


a1 or a2 if r < b2 + βb1/(1− β),
a1 if b2 + βb1/(1− β) r < b1/(1− β),
a1 if b1/(1− β) r < βd and
F ∗(s1, r)= (3/4)F ∗(s1, (r − b1)/β),
a2 if b1/(1− β) r < βd and
F ∗(s1, r)= (1/4)F ∗(s1, (r − b2)/β),
a1 or a2 if r  βd ,
since, by Theorem 4.2, policy π∗ = δ∞ satisfying F ∗ = T δF ∗ on Sc0 × R is
optimal.
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