Abstract. Let ξ and m be integers satisfying ξ = 0 and m ≥ 3. We show that for any given integers a and b, b = 0, there are
Introduction and results
Euler's factorial series is defined as the sum (1) F (z) :
It is clear that in the standard Archimedean metric, it only converges when z = 0. In the case of the p-adic metric, however, the situation changes drastically. For a prime p the normalization |p| p = p −1 gives the usual p-adic absolute value. The p-adic completion of the rationals Q with respect to the metric | · | p is denoted by Q p . Now the series (1) converges in the unit disc {z ∈ Q p | |z| p ≤ 1} and consequently defines a function F p in that disc by the values F p (z) := ∞ n=0 n!z n . We are interested in arithmetical properties of the values F p (ξ) of Euler's factorial series at non-zero integer points ξ ∈ Z \ {0}. It is an open question whether e.g. the values F p (±1) are irrational or even non-zero, which is why it has become customary to study global relations. Let P (x) ∈ Z[x], d := deg P (x) ≥ 1. For a given ξ, a global relation of degree d is any polynomial identity P (F p (ξ)) = 0 which is satisfied for all the primes p such that F p (ξ) is defined. There are several works considering global relations of the series (1) and its generalizations, including generalised hypergeometric series; see e.g. [4] , [5] , [6] .
In the recent works [7] and [10] the authors investigated first degree global relations for Euler's factorial series. Chirskiȋ proved (with our notation) Proposition 1. [7] There exist infinitely many primes p such that F p (1) = 0.
The authors in [10] proved Proposition 2.
[10] Given ξ ∈ Z \ {0}, let R ⊆ P be such that Then either there exists a prime p ∈ R for which F p (ξ) is irrational, or there are two distinct primes p, q ∈ R such that
From now on let Λ(x) = a − bx ∈ Z[x], b = 0. Note that Proposition 1 corresponds to the case Λ(x) = x and Proposition 2 to the case Λ(x) = a − bx. Based on Proposition 2, we are able to prove a more extensive result, Theorem 1, which we shall formulate by using the polynomial Λ(x) = a − bx.
For the rest of the work we assume ξ ∈ Z \ {0}.
Theorem 1. Let T ⊆ P be a subset of primes such that the set T \ S satisfies condition (2) for any finite subset S of T . Then there exist infinitely many primes p ∈ T such that Λ(F p (ξ)) = 0.
Proof. Define R := {R ⊆ P | R satisfies condition (2)} . If R ∈ R, the proof of Proposition 2 in [10] shows that there exists at least one prime p ∈ R such that Λ(F p (ξ)) = 0.
Take now a subset T of primes such that T \ S ∈ R for any finite subset S of T . Define a new set
This is a contradiction, and thus #A = ∞.
From Theorem 1 it follows that for any set R ∈ R satisfying the assumptions of Theorem 1, there exist infinitely many primes p ∈ R such that F p (ξ) = a b
. In particular, if we take T = P, then we see immediately that any P \ S ∈ R, if S is a finite set of primes. Thus, Theorem 1 implies the following corollary. This still seems to be far from implying irrationality, for the prime p = p Λ ∈ R for which F p (ξ) = a b , may depend on the polynomial Λ(x) = a − bx. We note that there are results, see e.g. [4] , [5] , from which Corollary 2 follows, but the proof presented here is different from these earlier works. As will be seen shortly, we may also considerably diminish the prime number set where Corollary 2 is still valid.
The question rises whether, for example, the reduced residue system modulo m, m ∈ Z ≥3 , could produce examples of prime subsets satisfying condition (2) . Indeed, that is the case, as will be demonstrated in the following theorem, the main result of this paper.
Let m ∈ Z ≥3 and denote a := {a + km | k ∈ Z}. We write a 1 , . . . , a ϕ(m) for the ϕ(m) residue classes in the reduced residue system modulo m. Dirichlet's theorem about primes in arithmetic progressions tells that each of these classes contains infinitely many prime numbers. . Then there are infinitely many primes p ∈ R such that Λ(F p (ξ)) = 0.
Observe that the "global relation set" G Λ := {p ∈ P | Λ(F p (ξ)) = 0} cannot be too big: By Theorem 1, the set G Λ obviously cannot satisfy condition (2) . Theorem 3 shows that the set G Λ cannot contain the primes of more than half of the reduced residue classes modulo m. Therefore F p (ξ) = a b holds-in the above sense-for at least "half" of all the primes p ∈ P. Theorem 3 implies that there is a residue class modulo m containing infinitely many primes p for which Λ(F p (ξ)) = 0. Since the union R may be chosen arbitrarily, we actually obtain: a i , and without loss of generality assume that this time the residue class containing infinitely many of those certain primes is a 2 . This procedure can be repeated
times, from which the assertion follows.
The number
is always an integer because ϕ(m) is even when m ≥ 3. The case m = 2 is of no interest because all the primes except the prime 2 are in the same residue class.
Finally, assuming the generalised Riemann hypothesis (GRH), we can say something slightly different, namely that in any collection of
residue classes in the reduced residue system modulo m there is at least one prime satisfying the condition Λ(F p (ξ)) = 0, but now for a ξ satisfying the condition of Theorem 5. The previous theorem gave us the existence of infinitely many such primes in some
residue classes. Now we can prove that also in the complement of the previous
residue classes, there must be at least one prime satisfying the condition. there exists a prime p ∈ R for which Λ(F p (ξ)) = 0. Very recently, Bennett, Martin, O'Bryant and Rechnitzer [3] proved that if q ∈ Z ≥3 and a is an integer coprime to q, then there exist positive constants c θ (q) and x θ (q) such that θ(x; q, a) − x ϕ(q) < c θ (q) x log x for all x ≥ x θ (q), and they even gave some values and bounds for these constants. Immediately, it follows that a similar bound holds for all x ≥ 2 for some (not necessarily good) value of c θ (q).
Preliminaries
The error term can be substantially improved if we assume the generalised Riemann hypothesis. See e.g. Davenport's book [8, Ch. 20 ] for a good introduction into the topic. There one can also find the following useful bound: Assuming the GRH, we have
where the O term depends on m.
Further recall that the second bound immediately gives the same bound for the function θ(x; q, a).
The following lemma may be known but we state and prove it for the sake of completeness. The main term is clear by the distribution of primes in residue classes. The critical part is that the contribution coming from the other terms is not too large. Lemma 1. Let m ∈ Z ≥3 be a given integer and assume gcd(a, m) = 1. Then
+ O(n log log n).
Further, assuming the GRH, we obtain
Proof. It is well known that n! is divisible by a prime p exactly
times. This term can be estimated in the following way (see [9] ):
Therefore, the p-adic valuation of n! satisfies the bound
Let us start by treating the contribution coming from the term p 
Without assuming the GRH, this can be written as
The last term can be estimated
= O(n log log n).
Assuming the GRH, (3) can be written as
Let us now look at the term p log n/ log p+1 :
Combining these, the contribution coming from all p ≡ a (mod m) is
and assuming the generalised Riemann hypothesis, it will be
Proofs of Theorems 3 and 5
Let us first prove Theorem 3.
Proof of Theorem 3. We shall use Theorem 1. By assumption, R = r j=1 a i j ∩ P is a union of the primes in r residue classes a i 1 , . . . , a ir in the reduced residue system modulo m, where r > ϕ(m) 2
. It suffices to prove that for any non-zero integer ξ and a finite subset S = {p 1 , . . . , p k } ⊆ R, the condition lim sup
is satisfied. Thus we are led to study the expression (4) log
when n grows for any given fixed S. The constant implied by the O-term may be arbitrarily large but it is constant in the n aspect. Recall the Stirling formula (see e.g. [1] , formula 6.1.38):
where 0 < θ(n) < 1. The above can be further simplified to log n! = n log n + O(n).
Combining this with (4), (5) , and Lemma 1, we get
log |n!| p i = n log n + O(n) − 2rn log n ϕ(m) + O(n log log n)
= n log n 1 − 2r ϕ(m)
+ O(n) + O(n log log n) → −∞ as n → ∞ because the coefficient 1 − 2r ϕ(n) of the main term is negative. The result follows from Theorem 1.
Let us now move to the proof of Theorem 5.
Proof of Theorem 5. Here we use Proposition 2, so we need to check condition (2) with c = 4|ξ| p∈R |ξ| Remark. This proof of Theorem 5 cannot be generalized to the case with infinitely many primes because the constant implied by the O-term in contribution of the arbitrary subset S can be arbitrarily large, and therefore, we cannot use the argument of a term of magnitude n cancelling the other terms.
