High order strong stability preserving (SSP) time discretizations are advantageous for use with spatial discretizations with nonlinear stability properties for the solution of hyperbolic PDEs. The search for high order strong stability time-stepping methods with large allowable strong stability time-step has been an active area of research over the last two decades. Recently, multiderivative time-stepping methods have been implemented with hyperbolic PDEs. In this work we describe sufficient conditions for a two-derivative multistage method to be SSP, and find some optimal SSP multistage two-derivative methods. While explicit SSP Runge-Kutta methods exist only up to fourth order, we show that this order barrier is broken for explicit multi-stage two-derivative methods by designing a three stage fifth order SSP method. These methods are tested on simple scalar PDEs to demonstrate the need for the SSP condition and the sharpness of the SSP time-step in many cases.
Introduction

SSP methods
When numerically approximating the solution to a hyperbolic conservation law of the form
difficulties arise when the exact solution develops sharp gradients or discontinuities. Significant effort has been expended on developing spatial discretizations that can handle discontinuities [6] , especially for high-order methods. These discretizations have special nonlinear non-inner-product stability properties, such as total variation stability or positivity, which ensure that when the semi-discretized equation
(where u is a vector of approximations to U ) is evolved using a forward Euler method, the numerical solution satisfies the desired strong stability property,
where · is any desired norm, semi-norm, or convex functional. In place of the first order time discretization (3), we typically require a higher-order time integrator, but we still wish to ensure that the strong stability property u n+1 ≤ u n is satisfied, perhaps under a modified time-step restriction, where u n is a discrete approximation to U at time t n . In [25] it was observed that some RungeKutta methods can be decomposed into convex combinations of forward Euler steps, so that any convex functional property satisfied by (3) will be preserved by these higher-order time discretizations. For example, the s-stage explicit Runge-Kutta method [26] ,
αi,jy (j) + ∆tβi,jF (y (j) ) , i = 1, ..., s can rewritten as convex combination of forward Euler steps of the form (3) . If all the coefficients αi,j and βi,j are non-negative, and provided αi,j is zero only if its corresponding βi,j is zero, then each stage is bounded by
αi,jy (j) + ∆tβi,jF (y (j) ) ≤ i−1 j=0 αi,j y (j) + ∆t βi,j αi,j F (y (j ) .
Noting that each y (j) + ∆t
∆t ≤ ∆tFE, and by consistency i−1 j=0 αi,j = 1, we have u n+1 ≤ u n as long as
where C = max
. (We employ the convention that if any of the β's are equal to zero, the corresponding ratios are considered infinite.) The resulting time-step restriction is a combination of two distinct factors: (1) the term ∆tFE that depends on the spatial discretization, and (2) the SSP coefficient C that depends only on the timediscretization. Any method that admits such a decomposition with C > 0 is called a strong stability preserving (SSP) method.
This convex combination decomposition was used in the development of second and third order explicit RungeKutta methods [26] and later of fourth order methods [27, 13] that guarantee the strong stability properties of any spatial discretization, provided only that these properties are satisfied when using the forward Euler (first derivative) condition in (3) . Additionally, the convex combination approach also guarantees that the intermediate stages in a Runge-Kutta method satisfy the strong stability property as well.
The convex combination approach clearly provides a sufficient condition for preservation of strong stability. Moreover, it has also be shown that this condition is necessary [3, 4, 8, 9] . Much research on SSP methods focuses on finding high-order time discretizations with the largest allowable time-step ∆t ≤ C∆tFE by maximizing the SSP coefficient C of the method. It has been shown that explicit Runge-Kutta methods with positive SSP coefficient cannot be more than fourth-order accurate [17, 21] , motivating the search for explicit SSP methods of p > 4. Multistep methods exist with this property, but contain severely restricted time-step requirements [6] . Explicit multistep multistage methods that are SSP and have order p > 4 have been developed as well [14, 1] .
Recently, multi-stage multiderivative methods have been proposed for use with hyperbolic PDEs [22, 29] . The question then arises as to whether these methods can be strong stability preserving as well. In this work we consider multistage two-derivative methods. We develop sufficient conditions for strong stability preservation for these methods, and we show that explicit SSP methods within this class can break this well-known order barrier for explicit Runge-Kutta methods. Numerical results demonstrate that the SSP condition is useful in preserving the nonlinear stability properties of the underlying spatial discretization and that the allowable time-step predicted by the SSP theory we developed is sharp in many cases.
Multistage multiderivative methods
To increase the possible order of any method, we can use more steps (e.g. linear multistep methods), more stages (e.g. Runge-Kutta methods), or more derivatives (Taylor series methods). It is also possible to combine these approaches to obtain methods with multiple steps, stages, and derivatives. Multistage multiderivative integration methods were first considered in [19, 30, 28] , and multiderivative time integrators for ordinary differential equations have been developed in [23, 24, 11, 12, 18, 20, 2] , but only recently have these methods been explored for use with partial differential equations (PDEs) [22, 29] . In this work, we consider explicit multistage two-derivative time integrators as applied to the numerical solution of hyperbolic conservation laws.
We consider the system of ODEs (2) resulting from the spatial discretization of a hyperbolic PDE of the form (1). We define the one-stage, two-derivative building block method u n+1 = u n + α∆tF (u n ) + β∆t 2Ḟ (u n ) where α ≥ 0 and β ≥ 0 are coefficients chosen to ensure the desired order. This method can be at most second order, with coefficients α = 1 and β = 1 2 . This is the second-order Taylor series method. To obtain higher order explicit methods, we can add more stages:
We can write the coefficients in matrix vector form, where
We let c = Ae andĉ =Âe, where e is a vector of ones. These coefficients are then selected to attain the desired order, based on the order conditions written in Table 1 as described in [2, 5] .
In this work, we focus on multistage two-derivative methods as time integrators for use with hyperbolic PDEs. In this setting, the operators F andḞ are obtained by discretizations of the terms Ut = f (U )x and Utt = f (U )xt in the hyperbolic PDE (1) , that satisfy some desired nonlinear stability property when coupled with forward Euler time-stepping. In the next section we will discuss how to ensure that a multistage two-derivative method will preserve these strong stability properties.
2 The SSP condition for multiderivative methods
Motivating Examples
To understand the strong stability condition for multiderivative methods, we consider the strong stability properties of a multiderivative building block of the form
and begin with the simple linear one-way wave equation Ut = Ux, whose second derivative is Utt = Uxx. For this problem, we define F by the original first-order upwind method
andḞ by the second order centered discretizatioṅ
These spatial discretizations are total variation diminishing (TVD) in the following sense:
To establish the TVD properties of the multiderivative building block we decompose it:
It follows that for any 0 ≤ a ≤ 1 this is a convex combination of terms of the form (8a) and (8b), and so
for time-steps satisfying ∆t ≤ a α ∆x and ∆t 2 ≤ 1−a 2β ∆x 2 . The first restriction relaxes as a increases while the second becomes tighter as a increases, so that the value of a that maximizes these conditions occurs when these are equal. This is given by
Using this SSP analysis, we conclude that
Of course, for this simple example we can directly compute the value of ∆t for which the multiderivative building block is TVD. That is, with λ := ∆t ∆x ≥ 0, we observe that
We see that for this case, the SSP bound is sharp: the convex combination approach provides us exactly the same bound as directly computing the requirements for total variation. We wish to generalize this for cases in which the second derivative condition (8b) holds for ∆t ≤ K∆tFE where K can take on any positive value, not just
. For the two-derivative building block method this can be done quite easily:
the two-derivative building block
satisfies the monotonicity condition u n+1 ≤ u n under the time-step restriction
Proof. As above, we rewrite
and require that K∆tFE. The convex combination requirement is 0 ≤ a ≤ 1, and we observe that the first term encourages a larger a while the second term is less restrictive with a smaller a. The two conditions are balanced when we equate the right hand sides:
Now using the first condition, ∆t ≤ a α ∆tFE we obtain our result.
A more realistic motivating example is the unique two-stage fourth order method
The first stage of the method is a Taylor series method with ∆t 2
, while the second stage can be written
For 0 ≤ a ≤ 1 this is a convex combination of two terms. The first term is of the form (9), which gives the time-step restriction
The second is of the form (8b), so we have ∆t ≤ 3a 2
∆tFE. We plot these two in Figure 1 , and we observe that the first term is decreasing in a (blue line) while the second term is increasing in a (red line). As a result, we obtain the optimal allowable time-step by setting these two equal, which yields a ≈ 0.3072182638002141 and the corresponding SSP coefficient, C ≈ 0.6788426884782078. A direct computation of the TVD time-step for this case, which takes advantage of the linearity of the problem and the spatial discretization, gives the bound ∆t ≤ ( (3) − 1) > 0.6788. This shows that, as we expect, the SSP condition is not always sharp.
The convex combination approach becomes more complicated when dealing with multi-stage methods. It is the most appropriate approach for developing an understanding of the strong stability property of a given method. However, it is not computationally efficient for finding optimal SSP methods. In the following section, we show how to generalize the convex combination decomposition approach and we use this generalization to formulate an SSP optimization problem along the lines of [13, 16] .
Formulating the SSP optimization problem
As above, we begin with the hyperbolic conservation law (1) and adopt a spatial discretization so that we have the system of ODEs (2). The spatial discretization F is specially designed so that it satisfies the forward Euler (first derivative) condition
for the desired stability property indicated by the convex functional · . For multiderivative methods, in addition to the first derivative, we need to appropriately approximate the second derivative in time utt, to which we represent the discretization asḞ . It is not immediately obvious what should be the form of a condition that would account for the effect of the ∆t 2Ḟ term. Motivated by the examples in the previous sections, we choose the
where K is a scaling factor that compares the stability condition of the second derivative term to that of the forward Euler term. Given conditions (11) and (12), we wish to formulate sufficient conditions so that the multiderivative method (6) satisfies the desired monotonicity condition under a given time-step. First, we write the method (6) in an equivalent matrix-vector form
where
and e is a vector of ones. We are now ready to state our result:
Theorem 2. Given spatial discretizations F andḞ that satisfy (11) and (12), a two-derivative multistage method of the form (13) preserves the strong stability property u n+1 ≤ u n under the time-step restriction ∆t ≤ r∆tFE if satisfies the conditions
for some r > 0. In the above conditions, the inequalities are understood component-wise.
Proof. We begin with the method (13), and add the terms rSy andrŜy to both sides to obtain
If the elements of P , Q, and Re are all non-negative, and if R + P + Q = I, then these three terms describe a convex combination of terms which are SSP, and the resulting value is SSP as well
under the time-step restrictions ∆t ≤ r∆tFE and ∆t ≤ K √r ∆tFE. As we observed above, the optimal time-step is given when these two are set equal, so we require r = K √r . Conditions (14a)-(14c) now ensure that P ≥ 0, Q ≥ 0, and Re ≥ 0 component-wise forr = r 2 K 2 , and our method (13) preserves the strong stability condition u n+1 ≤ u n under the time-step restriction ∆t ≤ r∆tF E .
This theorem gives us the conditions for the method (13) to be SSP for any the time-step ∆t ≤ r∆tFE. This allows us we formulate the search for optimal SSP two-derivative methods as an optimization problem, similar to [13, 15, 6] , where the aim is to find C = max r such that the relevant order conditions (from Section 1.2) and SSP conditions (14a)-(14b) are all satisfied. Based on this, we wrote a Matlab optimization code for finding optimal two-derivative multistage methods [7] , formulated along the lines of David Ketcheson's code [16] for finding optimal SSP multistage multistep methods in [14, 1] . We used this to find optimal SSP multistage two-derivative methods of order up to p = 5. However, we also used our observations on the resulting methods to formulate closed form representations of the optimal SSP multistage two-derivative methods. We present both the numerical and closed-form optimal methods in the following section. Remark 1. An alternative approach to defining a MSMD SSP method is to begin with spatial discretization that satisfies the "Taylor series" condition, defined by
This condition replaces (12) , and allows us to rewrite (6) as convex combinations of forward Euler and Taylor series steps of the form (15) . A similar optimization problem can be defined based on this condition.
This condition is more restrictive than what we consider in the present work. Indeed, if a spatial discretization satisfies conditions (11) as well as (12) , then it will also satisfy condition (15) , with K2 = K √ K 2 + 2−K. However, some methods of interest cannot be written using a Taylor series decomposition, including the two-stage fourth order method in (10) . For these reasons, we do not explore this approach further, but we point out that we have experimented with this alternative formulation to generate some optimal SSP methods. Henceforth, we restrict our attention to spatial discretizations that satisfy (11) and (12).
3 Optimal SSP multiderivative methods
Second order methods
Although we do not wish to use second order methods in our computations, it is interesting to consider the strong stability properties of these methods both as building blocks of higher order methods and as simple example that admit optimal formulations with simple formulas. One stage methods. The second-order Taylor series method,
is the unique one-stage second-order method. Theorem (1) for the building block (9) with coefficients α = 1 and
gives the condition ∆t ≤ C∆tFE with
Unlike the SSP single derivative Runge-Kutta methods, the SSP coefficient is not just dependent on the time-stepping method, but also on the value K which comes from the second derivative condition (12). As noted above, the Taylor series method can serve as the basic building block for two-derivative methods, just as the first-order FE can be used to build higher-order RK integrators. Two stage methods. The optimal SSP two stage second order methods depends on the value of K in (12) . A straightforward SSP analysis via convex combinations, and solving the equations for the order conditions allows us to formulate the optimal methods without using the optimization code [7] . However, we used the optimization code to verify our results.
the optimal methods are of the form
These methods are SSP for C = r, where r > 1 whenever K > 0. Notice that if K = 0 we have r = 1 and our method reduces to the standard two stage second order Runge-Kutta method. As K increases, the time-step restriction imposed by the condition (12) is alleviated, and consequently the optimal method includes more of the second derivative terms. If K ≥ we get an optimal method
which is simply two Taylor series steps with 1 2 ∆t in each one, and so has C = 2K √ K 2 + 2 − 2K 2 . We see in Figure  2 the SSP coefficient C vs. K for the two methods above (in green and red respectively), and for many numerically optimal methods in blue. The SSP coefficient C as a function of the vanishing viscosity coefficient K for the optimal two-stage two-derivative second order methods given in Section 3.1.
Note that (18) has four function evaluations compared to the three function evaluations above in (17) . If we assume all the function evaluations cost the same, it will never pay off to use the second method, as the first method is always more efficient. However, in some cases where the cost of computingḞ is negligible the second method may be worthwhile.
For this method and all others, once we have the optimal Butcher arrays and the SSP coefficient C = r, we can easily convert them to the Shu-Osher form as follows: 
Third order methods
Many two-stage two-derivative third order methods exist. As above, the optimal C depends on the value of K in (12). Through numerical search using our optimization code [7] , we found optimal methods for the range 0.1 ≤ K ≤ 5. Figure 3 (blue line) shows the SSP coefficient C vs K. We also solved the order conditions explicitly and analyzed the SSP conditions (14a)-(14c) to find the values of the coefficients of these methods as functions of r = C and K. These methods all have the form
where the coefficients satisfy
Note that the first stage is always a Taylor series method with ∆t replaced by a∆t, which is underscored by the fact that SSP coefficient is given by r = 1 a
The SSP conditions (14a)-(14c) provide the restrictions on the size of r, and thus on C = r. We observe that the condition that restricts us most here is the non-negativity of Q3,1, and so we must select a value of r such that this value is zero. To
Some examples of the value of r as a function of K are given in The SSP coefficient C = r for each K in the two-stage third order method (19) .
The Shu-Osher representations of the methods can be easily obtained by using r and K to solve forr, R, P , and Q. For example, for K = 
Fourth order methods
Fourth order methods: The two-stage fourth-order method
The two-stage two-derivative fourth order method (10) is unique; there is only one set of coefficients that satisfy the fourth order conditions for this number of stages and derivatives. The method is , while the second stage can be written as a linear combination of a forward Euler and a second-derivative term (but not a Taylor series term). The SSP coefficient of this method is larger as K increases, as can be seen in Figure 3 .
To ensure that the SSP conditions (14a)-(14c) are satisfied, we need to select the largest r so that all the terms are non-negative. We observed from numerical optimization that in the case of the two-stage fourth order method the term (Re)3 gives the most restrictive condition: if we choose r to ensure that this term is non-negative, all the other conditions are satisfied. Satisfying this condition, the SSP coefficient C = r is given by the smallest positive root of the polynomial:
The Shu-Osher decomposition for the optimal method corresponding to this value of K is
Fourth order methods: Three stage methods
If we increase the number of stages to three, we can construct entire families of methods that obtain fourth-order accuracy, and are SSP with a larger allowable time-step. For these methods, we were not able to find closed form solutions, but our optimization code [7] produced methods for various values of K. The SSP coefficient as a function of K for these methods is given in Figure 3 , and we give the coefficients for selected methods in both Butcher array and Shu-Osher form in Appendix A.
Fifth order methods
As mentioned above, it was shown that explicit SSP Runge-Kutta methods cannot have order p > 4 [17, 21] . This order barrier is broken by multiderivative methods. If we allow three stages and two-derivative we can obtain a fifth order SSP method. The explicit three-stage fifth order method has twelve coefficients and sixteen order conditions that need to be satisfied. This is possible if some of the coefficients are set to zero, which allows several of the order conditions to be repetitive and satisfied automatically. The methods resulting from our optimization routine all had the simplified form
The coefficients of the three-stage fifth order method are then given as a one-parameter system, depending only on a21, that are related througĥ
To satisfy the SSP conditions (14a)-(14c), we must ensure that (Re)3 is non-negative. Based on the optimization code we observed that the extreme case of (Re)3 = 0 gives the optimal methods, and we can obtain a21 as a function of K and r through
Now, we wish to ensure that Q3,1 is nonnegative. The SSP coefficient C = r is then chosen as the largest positive root of
The Matlab script in Appendix C solves for the largest r that satisfies the SSP conditions (14a)-(14c), and then computes the coefficients of the optimal methods both in Butcher array and Shu-Osher form. This approach yields the same optimal methods as those obtained by our optimization code [7] . In Figure 5 we show values of a21 and r for given values of K.
Once again, the Shu-Osher decomposition is needed for the method to be SSP, and is easily obtained. For example, for K = These coefficients as well as the coefficients for the optimal method for any value of K can be easily obtained to high precision by the Matlab code in Appendix C. 
Numerical Experiments
Example 1: Linear advection with first order TVD spatial discretization
As a first test case, we consider linear advection, Ut − Ux = 0, with a first order finite difference for the first derivative and a second order centered difference for the second derivative defined in (7)
Recall from (8) Fo initial conditions, we use a step function
with a domain x ∈ [0, 1] and periodic boundary conditions. This simple example is chosen as our experience has shown [6] that this problem often demonstrates the sharpness of the SSP time-step. For all of our simulations, we use a fixed grid of size ∆x = 1 1600
, and a time-step ∆t = λ∆x where we vary 0.05 ≤ λ ≤ 1. We step each method forward by N = 50 time-steps and compare the performance of the various time-stepping methods constructed earlier in this work, for K =
. We test this problem using the two stage third order method (19) , the two stage fourth order method (10) and the three stage fourth order method in Appendix A, the fifth order method (23) . We also consider the non-SSP two stage third order method, To measure the effectiveness of these methods, we consider the maximum observed rise in total variation, defined by max
We are interested in the time-step in which this rise becomes evident (i.e. well above roundoff error). Another measure that we use is the rise in total variation compared to the total variation of the initial solution:
Figure 6 (top) shows the maximal rise in total variation for each CFL value ∆t ∆x
. On the left we have the maximal per-step rise in TV (26) and on the right, the maximal rise in TV compared to the TV of the initial solution (27) . We clearly see that once the CFL value passes a certain limit, there is a sharp jump in the total variation of the solution. We are interested in the value of ∆t ∆x at which the time-stepping method no longer maintains the nonlinear Stages Order Predicted C Observed C Table 3 : Comparison of the theoretical and observed SSP coefficients that preserve the nonlinear stability properties in Example 1.
stability. The fifth order method (black) has the most restrictive value of ∆t before the total variation begins to rise. The next most restrictive is the two-stage fourth order method, followed by the two stage third order method. The two-stage second order methods have more freedom than these methods, and so have a much larger allowable ∆t, while the three stage fourth order, having the most freedom in the choice of coefficients, outperforms all the other methods. Figure 6 (bottom) compares the performance of the non-SSP method to the SSP method. This graph clearly shows the need for the SSP property of the time-stepping, as the absence of this property results in the loss of the TVD property for any time-step. We notice that controlling the maximal rise of the total variation compared to the initial condition (27) requires a smaller allowable time-step, so we use this condition as our criterion for maximal allowable time-step. A comparison of the predicted (i.e. theoretical) values of the SSP coefficient and the observed value for the Taylor series method, the two stage methods of order p = 2, 3, 4, and the three-stage fourth and fifth order methods are shown in Table 3 We note that for the Taylor series method, the two-stage second order method, the two stage third order method, and three stage fourth order method, the observed SSP coefficient matches exactly the theoretical value. On the other hand, the two-stage fourth order and the three-stage fifth order, both of which have the smallest SSP coefficients (both in theory and practice), have a larger observed SSP coefficient than predicted. For the two-stage fourth order case this is expected, as we noted in Section 2.1 that the TVD time-step for this particular case is (as we observe here) ( √ 3 − 1), larger than the more general SSP timestep C = 0.6788.
Example 2: MSMD methods with weighted essentially non-oscillatory (WENO) methods
The major use of MSMD time-stepping would be in conjunction with high order methods for problems with shocks. In this section we consider two scalar problems: the linear advection equation
and the nonlinear Burgers' equation
on x ∈ (−1, 1). In both cases we use the step function initial conditions (24) , and periodic boundaries. We use N = 201 points in the domain, so that ∆x = 1 100
. We follow our previous work [22] with a minor modification for the spatial discretization. The spatial discretization is performed as follows: at each iteration we take the known value u n and compute the flux f (u n ) = u n in the linear case and f (u n ) = 1 2 (u n ) 2 for Burgers' equation. Now to compute the spatial derivative f (u n )x we use the WENO method [10] . In our test cases, we can avoid flux splitting, as f (u) is strictly non-negative (below, we refer to the WENO method on a flux with f (u) ≥ 0 as WENO + and to to the corresponding method on a flux with f (u) ≤ 0 as WENO − ). Now we have the approximation to Ut at time t n , and wish to compute the approximation to Utt. In previous work we defined the higher order derivative using central differences, but we have found that additional limiting, in the form of the WENO − differentiation operator, is needed to achieve a pseudo-TVD like property. For the linear flux, this is very straightforward as Utt = Uxx. To compute this, we take ux as computed before, and differentiate it using the WENO − method. Now we can compute the building block method. For Burgers' equation, we have Utt = − (U Ut) x . We take the approximation to Ut that we obtained above using WENO + , we multiply it by u n and differentiate in space using WENO − . The choice of W EN O + followed by W EN O − is made by analogy to the first order finite difference for the linear advection case, where we use a differentiation operator D + followed by the downwind differentiation operator D − to produce a centered difference for the second derivative. The second derivative condition (12) was satisfied by this approach. Now we compute the building block method with the approximations to Ut and Utt. In pseudocode, the building block calculation takes the form:
We use the two stage third order SSP method (19) , and the non-SSP method (25) the two stage fourth order method (10) and the three stage fourth order method in Appendix A, the fifth order method (23) . In these simulations, we use ∆t = λ∆x where 0.05 ≤ λ ≤ 1.6, and step up to T f inal = 1.0. At each time-step we compute (27) , the maximal rise in total variation compared to the total variation of the initial solution. In Figure 7 we observe similar behavior to those of the linear advection with first order time-stepping, and once again see that the SSP method is needed to preserve the nonlinear stability of WENO as well.
Conclusions
With the increasing popularity of multi-stageÂ multiderivative methods for use as time-stepping methods for hyperbolic problems, the question of their strong stability properties needs to be addressed. In this work we presented an SSP formulation for multistage two-derivative methods. We assumed that, in addition to the forward Euler condition, the spatial discretization of interest satisfies a second derivative condition of the form (12) . With these assumptions in mind, we formulated an optimization problem which enabled us to find optimal explicit SSP multistage two-derivative methods of up to order five, thus breaking the SSP order barrier for explicit SSP RungeKutta methods. Numerical test cases show that sharpness of the SSP condition in many cases, and demonstrate the need for SSP time-stepping methods in simulations where the spatial discretization is specially designed to satisfy certain nonlinear stability properties. Future work will involve building SSP multiderivative methods while assuming different base conditions (as in Remark 1) and with higher derivatives. Additional work will involve developing new spatial discretizations suited for use with SSP multiderivative time stepping methods. These methods will be based on WENO or discontinuous Galerkin methods and will satisfy pseudo-TVD and similar properties for systems of equations.
1. For K = 
B Two stage third order method
This code gives the SSP coefficient and the Butcher and Shu Osher arrays for the optimal explicit SSP two stage third order method given the value K.
clear all k=sqrt(0.5); % Choose K tab=[]; % Set up the polynomial for Q(3,1) to solve for SSP coefficient r AA=sqrt(k^2+2) -k; p0=2*k*(AA-2*k) + 4*k^3*AA; p1=-p0; p2=(1-p0)/(2*k^2); p3= -(p0/(2*k) + k)/(6*k^3); CC=[p3,p2,p1,p0]; % polynomial coefficients RC=roots(CC); r=RC(find(abs(imag(RC))<10^-15)); % SSP coefficient is the only real root.
%--------------------------------------------------------------------------
% Once we have the k and r we want we define the method following (21) a= (k*sqrt(k^2+2)-k^2)/r; b2 = ((k^2*(1-1/r)) + r*(.5-1/(6*a)))/(k^2+.5*r*a); b1=1-b2; ahat=.5*a^2; clear all format long syms r tab=[]; k=sqrt(0.5) %The second derivative condition coefficient K % Find the SSP coefficient C given K a21= 240*k^6*(1 -r -r^2/(2*k^2) + r^3/(6*k^2) + r^4/(24*k^4) -r^5/(120*k^4))/r^6; Q31=10*r^2*a21^4 -100*k^2*a21^3 -10*r^2*a21^3 + 130*k^2*a21^2 + 3*r^2*a21^2 -50*k^2*a21 +6*k^2; RC=vpasolve(simplify(r^22*Q31)==0); rr=RC(find(abs(imag(RC))<10^-15)); C= max(rr) %The SSP coefficient % -------------------------------------------------------------------------% The Butcher array coefficients given K and C a21= 240*k^6*(1 -C -C^2/(2*k^2) + C^3/(6*k^2) + C^4/(24*k^4) -C^5/(120*k^4))/C^6; ah32= ( (3/5 -a21)^2/(a21*(1-2*a21)^3) -(3/5 -a21)/(1-2*a21)^2 )/10; ah31= ( (3/5 -a21)^2/(1-2*a21)^2)/2 -ah32; a31= (3/5 -a21)/(1-2*a21); bh2=(2*a31-1)/(12*a21*(a31-a21)); bh3=(1-2*a21)/(12*a31*(a31-a21)); bh1=1/2-bh2-bh3; ah21=(1/24 -bh3*(ah31+ah32) )/bh2; % Build the Butcher matrices a= C*a21+ah21*C^2/k^2; b= C*a31+ah31*C^2/k^2; c= ah32*C^2/k^2; d= C+ bh1*C^2/k^2; e= bh2*C^2/k^2; f = bh3*C^2/k^2; R=inv ( 
