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ABSTRACT: The dynamics of a Wave Energy Converter (WEC) are described in terms of an integro-
differential equation, particularly, of the convolution class. This convolution term, which is associated 
with fluid memory effects of the radiation forces acting on the WEC, represents a major drawback both 
for simulation, analysis and control design for WECs. Recently, a moment-matching based method to 
approximate this convolution term by a parametric model was presented in (Faedo et al. 2018). Such a 
technique allows the computation of a model that can match exactly the frequency response of the origi-
nal system at a set of chosen frequencies. Though the models computed by this strategy are almost always 
inherently passive, the proposed method does not specifically ensure passivity, which is one of the main 
physical properties of the radiation subsystem. This paper describes an extension of the moment-based 
methodology presented in (Faedo et al. 2018) which guarantees a passive finite-order representation for 
the radiation kernel based on moment-matching. Moreover, we illustrate the applicability of the method 
by the means of a numerical example with a particular WEC.
operator basically entails a considerable computa-
tional effort in comparison with finite-order para-
metric models. From both estimation and control 
theory perspectives, such a term is inconvenient, 
since modern estimation and control strategies are 
based on the availability of a representation of the 
system in (at least) local coordinates of a suitable 
state-space manifold. In fact, the majority of the 
control strategiesconsidered for wave energy appli-
cations require of a parametric approximation of 
the radiation convolution term (Faedo et al. 2017), 
with some notable exceptions, such as (Bacelli and 
Ringwood 2015) and (Faedo et al. 2018).
The finite-order model that approximates the 
convolution term must respect the physical prop-
erties behind radiation forces. Among the physi-
cal properties of this subsystem (see Table  1), 
one can find that radiation forces are passive. 
1 INTRODUCTION
The dynamics of Wave Energy Converters (WECs) 
can be modelled (and described) using a specific 
set of hydrodynamic parameters which relate to 
the well-known Cummins’ equation (Cummins 
1962). These parameters are virtually always com-
puted using Boundary Element Methods (BEMs) 
(Penalba et  al. 2017). Examples of the most 
popular BEM hydrodynamic codes are the open-
source software NEMOH (Babarit and Delhom-
meau 2015) and the commercially available code 
WAMIT (Lee 1995). The major drawback behind 
BEMs is that the results are computed in the fre-
quency-domain and, hence, can only characterise 
the steady-state motion of the WEC under study. 
Although, for some applications, this steady-state 
formulation may be sufficient, a more comprehen-
sive approach considers a time-domain formula-
tion of the WEC dynamics, following Cummins’ 
equation. This time-domain equation has a direct 
relation with the hydrodynamic coefficients com-
puted by BEMs. The resulting dynamical model is 
an integro-differential equation, which contains a 
convolution term accounting for the fluid memory 
effects associated with radiation forces acting on 
the body of the device.
Unfortunately, such a convolution term repre-
sents a difficulty when it comes to motion simu-
lation, estimation, and/or control system design. 
In the motion simulation case, the convolution 
Table 1. Properties of the radiation force kernel k.
Property Significance on k
limω ω→ ( ) =0 0K j It has zeros at the origin.




→ + ( ) ≠0 0 Relative degree 1
limt k t→+∞ ( ) = 0 BIBO stable
K(jω) is positive real Passive1
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Informally, a system is said to be passive if  it can-
not produce energy. This property derives from 
the fact that radiation forces are inherently dissi-
pative (Damaren 2000). Besides being an intrinsic 
physical property of the radiation force subsystem 
(and thus should be respected by the finite-order 
approximation), passivity has an impact on the sta-
bility of the WEC mathematical model. This is the 
main motivation behind this study, and is further 
discussed in Section 4.2.
Several methods have been proposed to obtain 
a finite-order approximation for the radiation con-
volution term, with reviews available in studies 
such as (Taghipour et al. 2008) and (Roessling and 
Ringwood 2015). In particular, a moment-match-
ing based strategy has recently been presented in 
(Faedo et al. 2018), which has a set of attractive 
properties: this method allows the computation of a 
model that exactly matches the frequency response 
of the target radiation kernel at a set of specific 
(chosen) frequencies, providing a robust and effi-
cient method to compute a state-space representa-
tion for the dynamics of a WEC. Moreover, this 
methodology can be applied for both the radiation 
force subsystem or the complete force-to-motion 
dynamics. Despite the fact that matching the behav-
iour of the target system at important frequencies 
(such as, for example, the resonant frequency of the 
device), potentially helps to retain key properties of 
the system under analysis, the method presented in 
(Faedo et al. 2018) does not explicitly guarantees 
passivity (although, in most cases, the obtained 
model with this strategy is inherently passive). This 
study proposes a modification of the methodol-
ogy developed in (Faedo et al. 2018), based on the 
moment-matching results presented in (Ionescu 
and Astolfi 2010), which ensures the passivity con-
dition when computing an approximated model for 
the radiation force subsystem, while keeping, at the 
same time, the benefit of selecting key frequencies 
in the identification process.
The remainder of this paper is organised as 
follows. Section  2 presents the theoretical basis 
behind moment-matching, while Section  3 deals 
with WEC modelling. The passivity-preserving 
moment-based identification method is developed 
in Section 4. Finally, a numerical example is pre-
sented in Section 5, with the relevant conclusions 
of the strategy summarised in Section 6.
Notation
Standard notation is used through this paper, 
with some exceptions further detailed in this 
preliminary section. R+  (R− ) denotes the set of 
non-negative (non-positive) real numbers. C0  
denotes the set of  pure-imaginary complex num-
bers and C−  denotes the set of  complex numbers 
with negative real part. The symbol 0 stands for 
any zero element, according to the context. The 
symbol In  denotes an order n identity matrix. 
The spectrum of a matrix A n n∈ ×R , i.e. the set 
of  its eigenvalues, is denoted as σ(A). The sym-
bol ⊕  denotes the direct sum of n matrices, i.e. 
⊕ = ( )=in i nA A A A1 1 2diag , , ,… . The notation R z{ }  
and I z{ } , with z ∈ C, stands for the real-part 
and the imaginary-part operators, respectively. 
The expression  x 2 , with x n∈ ×C 1, denotes the 
2 -norm of the complex-valued vector x. The 
H∞-norm of a transfer function G s( ) →:C C is 
denoted as  G s( ) ∞ . The convolution between 
two functions f(t) and g(t) over a finite range [0, t], 
i.e. f g t d
t
τ τ τ( ) −( )∫ 0  is denoted as f * g. The 
Fourier transform of a function f t L( ) ∈ ( )2 R  is 
denoted by F f t F j( ){ } ≡ ( )ω , while the Laplace 
transform is denoted as L f t F s( ){ } ≡ ( ) , where 
L2 R( )  is the function space of all real-valued 
square-integrable functions. Finally, the symbol 
εn n∈ ×R 1 denotes a vector with odd components 
equal to 1 and even components equal to 0.
2 MODEL ORDER REDUCTION BY 
MOMENT-MATCHING
We briefly recall in this section specific (and nec-
essary) notions and definitions of moment-based 
theory. The reader is referred to key studies, such 
as (Astolfi 2010) or (Scarciotti and Astolfi 2017b), 
where a detailed theoretical development of such 
concepts is provided.
Moments for linear systems
Consider a finite-dimensional, single-input, single-
output, continuous-time system Σ described, for 
t ≥ 0, by the state-space model
Σ :
x t Ax t Bu t
y t Cx t
( ) = ( ) + ( )






where x t n( ) ∈ R , u t( ) ∈ R, y t( ) ∈ R are 
n-dimensional coordinates of a state-space mani-
fold X , and hence A n n∈ ×R , B n∈ ×R 1  and 
C n∈ ×R1 . Consider the associated transfer function 
W s( ) →:C C, computed in terms of the associated 
impulse response w t Ce BAt( ) = , w t L( ) ∈ ( )2 R  as 
L w t W s C s A Bn( ){ } ( ) = − − ( )I 1  (2)
and assume that (1) is minimal (i.e controllable and 
observable).
Definition 1. (Antoulas 2005) The 0-moment of 
system (1) at s Ai ∈ ( )C \ σ  is the complex number 
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η0
1s C s A Bi i n( ) = −( )−I . The k-moment of system 









C s A B
i








( ) ,1 1I  (3)
with k ≥ 1 integer.
(Astolfi 2010) presents a new interpretation of 
moments in terms of the steady-state response 
of the output of the interconnection between 
a signal generator and system (1). This result is 
recalled, without a proof, in the following theorem 
(the reader is referred to (Astolfi 2010) for a com-
prehensive proof).
Theorem 1. (Astolfi 2010, Scarciotti and Astolfi 
2017b, Scarciotti and Astolfi 2017a) Consider 




u t L t
( ) = ( )




with ξ νt( ) ∈ ×R 1 , S ∈ ×Rν ν , L ∈ ×R1 ν  and 
ξ ν0 1( ) ∈ ×R . Assume that the triple L S, ,ξ 0( )( )  is 
minimal, σ A( ) ⊂ −C , σ S( ) ⊂ C0  and the eigenval-
ues of S are simple. Let Π ∈ ×Rn ν  be the (unique) 
solution of the Sylvester equation
A BL SΠ Π+ = . (5)
Then there exists a one-to-one relation between 
the moments η0 1s( ) , η η ν0 2 0s s( ) … ( ), , , with 
s Si ∈ ( )σ  for all i = …1, ,ν , and the steady-state 
response CΠξ  of the output y of the interconnec-
tion of system (1) with the signal generator (4). In 
fact, the moments are uniquely determined by the 
matrix CΠ .
Remark 1. The minimality of the triple L S, ,ξ 0( )( )  
implies the observability of (L, S) and the control-
lability of S,ξ 0( )( ) .
Remark 2. From now on, the matrix C YΠ ≡  is 
referred as the moment-domain equivalent of y(t).

























where ω p > 0, ν = +2 1f , f ≥ 0  integer.
Before going further with the theoretical 
background on moment-matching, we recall 
the following proposition, which allows the 
computation of the matrix Y C= Π in terms of the 
impulse response of system Σ.
Proposition 1. (Faedo et al. 2018) Consider the inter-
connection between system (1) and the signal gener-
ator (4). Without loss of generality, select the initial 
conditions of (4) as ξ εν ν0 1 1 1( ) = ∈− ×[ | ] R  so that 
the minimality condition on the triple L S, ,ξ 0( )( )  
holds as long as the pair (L, S) is observable. Then, 
under Assumption 1, the moment-domain equivalent 
Y  can be alternatively computed from the impulse 
response of system Σ as
Y L w= R ,  (7)






W j W j
W j W j
= ( ) ⊕ ⊕
( ){ } ( ){ }

























with W s w t( ) = ( ){ }L .
Lastly, the following key result is recalled from 
(Astolfi 2010, Scarciotti and Astolfi 2017b).
Theorem 2. (Astolfi 2010, Scarciotti and Astolfi 









t S GL t Gu t
t Y t
( ) = −( ) ( ) + ( )






parametrised on G ∈ ×Rν 1 , such as σ S GL−( )∩
σ (S)  =  ∅, contains all the models of dimension v 
interpolating the moments of system (1) at σ S( ) .
Remark 3. The transfer function of the reduced 
order model (9) interpolates the transfer function 
of system (1) at the eigenvalues of S. Equivalently, 
the steady-state output of the reduced order model 
(9) matches exactly the steady-state output of the 
system resulting from the interconnection between 
system (1) and the signal generator (4). Note that if 
Assumption 1 holds, the interpolation points effec-
tively represents a set of frequencies ω p{ }  in the 
complex plane.
Remark 4. The matrix G can be selected to enforce 
specific properties of the original system on the 
reduced order model, such as a set of prescribed 
eigenvalues, as detailed in (Astolfi 2010, Scarciotti 
and Astolfi 2017b).
3 WEC EQUATIONS OF MOTION
We consider a 1-DoF (degree of freedom) WEC 
in this study for clarity, since the extension of the 
proposed method to multiple degrees of freedom 
can be done in an analogous procedure.
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Time-domain formulation
The linearised equation of motion for a 1-DoF 
device can be expressed in the time-domain in 
terms of Newton’s second law, obtaining the fol-
lowing linear formulation:
mx t t t tr h e( ) = ( ) + ( ) + ( )F F F ,  (10)
where m is the mass of the device, x(t) the device 
displacement, Fe t( )  the wave excitation force, 
Fr t( )  the radiation force and Fh t( )  the hydro-
static restoring force. The linearised hydrostatic 
force for a floating body can be written as 
Fh ht s x t( ) = − ( ) , where sh > 0  denotes the hydro-
static stiffness. The radiation force Fr t( )  is 
modelled using linear potential theory and, using 
the well-known Cummins’ equation (Cummins 
1962), is
Fr t t k x t dx( ) = − ( ) − ( ) −( )∞
+∞
∫µ τ τ τ 
0
,  (11)
where µ ωω∞ →+∞= ( )lim A . µ∞ > 0  is the added-
mass at infinite frequency, A(ω) the radiation 
added mass and k t L( ) ∈ ( )2 R  the (causal) 
radiation impulse response, containing all the 
memory effect of  the fluid response. Finally, the 
complete linearised equation of motion of the 
WEC is given by
m x t k t x t s x t th e+( ) ( ) + ( ) ( ) + ( ) = ( )∞µ  * ,F  (12)
The equation of  motion (12) is of  a Volterra 
integro-differential form of the convolution 
class. The internal stability of  such an equa-
tion (for  the WEC case) is guaranteed for any 
physically meaningful values of  the parameters 
and the  convolution kernel k(t) involved (Falnes 
2002).
Frequency-domain formulation
Since the mapping in (12) has a well-defined steady-
state response, it is useful to derive a frequency-
domain analysis of such a system. Applying 
the Fourier transform to (12), and considering 
velocity as the measurable output, the following 
representation 
V j j H jeω ω ω( ) = ( ) ( )F ,  (13)
where H(jω) represents the force-to-velocity fre-
quency response, holds. H(jω) is a function of a 
specific set of characteristic frequency-dependent 
parameters, namely 
H j







( ) + ( ) +  +
1 ,  (14)
where B(ω) is the radiation damping of the device 
(Falnes 2002). The hydrodynamic parameters A(ω) 
and B(ω) can be efficiently obtained using BEM 
solvers, such as WAMIT or NEMOH.
Mapping between time and frequency
In (Ogilvie 1964), a direct relationship between 
time-domain (12) and frequency-domain (13) 
models is derived, as a function of  the parame-
ters B(ω) and A(ω), and the radiation kernel k(t), 
using the definition of  the Fourier transform, 
namely 
B k t t dt





( ) = ( )






cos ( ) ,





Then, the impulse response k t( ) →:R R can 
be written as a mapping involving the frequency-
dependent parameters as
k t B t d( ) = ( )+∞∫2 0π ω ω ωcos ( ) .  (16)
Equation (16) allows a frequency-domain 
analysis of k(t): a direct application of the Fourier 
transform, yields 
K j B j Aω ω ω ω µ( ) = ( ) + ( ) − ∞ .  (17)
The radiation kernel frequency response K(jω) 
has a set of particular properties, which have been 
used in the literature to enforce a structure on the 
parametric model used to identify the frequency 
domain data (see, for example, (Taghipour et al. 
2008) and (Pérez and Fossen 2008)), in an attempt 
to improve the quality of the obtained model. Such 
properties are recalled from (Pérez and Fossen 
2008) in Table 1.
This study addresses the identification of a 
finite-order parametric model for the radiation 
impulse kernel that respects the full set of prop-
erties stated in Table 1 (The reader is referred to 
(Taghipour et al. 2008) for a comprehensive dem-
onstration of each property).
Remark 5. Note that the family of models (9) is 
inherently strictly proper. The stability condition can 
be guaranteed by choosing G such that (9) is stable 
(see Remark 4).
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4 PARAMETRIC IDENTIFICATION OF K 
WITH PRESERVATION OF PASSIVITY
To understand the importance of the passivity 
condition of the radiation subsystem, we write 
the  Laplace counterpart of (14) i.e. H(s) as a 
feedback interconnection between ( )Ĥ s  and the 
radiation subsystem K(s), as depicted in Figure 1, 
where 








And A is the radiation added-mass evaluated at 
a particular frequency (when s = jω). One of the 
fundamental properties behind passivity is that the 
negative feedback interconnection between pas-
sive systems is also passive and, hence, closed-loop 
stable (Khalil 1996). The transfer function ( )Ĥ s  
is passive (Kristiansen et al. 2005) and therefore, 
the interconnection between ( )Ĥ s  and K(s) will 
be passive as long as the latter transfer function 
is also passive, guaranteeing the stability of H(s).
Remark 6. Note that the non-passivity of K(s) 
does not necessary imply that H(s) is unstable. 
Nevertheless, passivity is a physical property of 
radiation forces and should be respected by a suit-
able parametric approximation.
Motivated by this, we present, in the following, 
a passivity-preserving moment-matching based 
algorithm, that computes a passive finite-order 
approximation for the radiation force convolution 
term in (12).
4.1 Moment equivalent of the radiation system
The radiation convolution term in (11) defines a 
linear time-invariant system completely character-
ised by the impulse response function k(t), where 
the input considered is the velocity of the device 
x t( ) , i.e.
y t k t x tk ( ) = ( ) ( )* .  (19)
A reduced order model, via moment-matching, 
can be obtained using the result on the moment-
domain equivalent of a system, computed in terms 
of its impulse response, as in Proposition 1.
Assume that the velocity x t( )  of  the WEC can 
be written as a signal generator in implicit form, in 
a similar fashion to (4), expressed as a set of linear 








x t L t
( ) = ( )




with ξ ενk 0 1( ) = [ | ]  and Lk such as the pair (Lk, S) 
is observable. Then, recalling Proposition 1, the 
moment-domain equivalent of the output of (19) 
can be straightforwardly computed as Y Lk k k= R  
where R k ∈ ×Rν ν  is a block-diagonal matrix 
defined by 
R k p
f K j K j
K j K j
= ⊕ ⊕
( ){ } ( ){ }























Note that its entries depend on the added mass 
A(ω) and the radiation damping B(ω) of the device 
at each specific frequency induced by the eigenval-








ω ω ω µ
( ){ } = ( )




A reduced order model of (19) can be obtained 







k k k k k
k k k





( ) = −( ) ( ) + ( )






is the family of reduced order models parametrised 
in Gk, interpolating the moments of system (19) at 
the eigenvalues of S, where Y Lk k k= R .
Remark 7. The reduced order model (23) has maxi-
mum dimension ν = +2 1f  (if si = 0 is chosen as an 
interpolation point), where f is the number of non-
zero interpolation points (frequencies) selected. 
This is a consequence of the fact that, for each fre-
quency ωi, both ±jωi (i.e. complex pole pairs) are 
chosen as eigenvalues of the real-valued matrix S.
4.2 Passivity preservation
We begin this subsection by recalling the basic 
concepts behind passivity.Figure 1. Feedback structure for H(s).
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Definition 2. (Passive system) (Khalil 1996) A sys-
tem Σ is said to be passive if R u y d
t
τ τ τ( ) ( ){ } ≥−∞∫ 0  
for all t ∈ R  and all u t L( ) ∈ ( )2 R .
An equivalent passivity condition can be given 
in terms of the transfer function W(s) (2).
Theorem 3. (Khalil 1996) The system Σ is passive 
if  and only if  its transfer function W(s) is positive 
real, i.e.
•	 W(s) is Hurwitz and
•	 W j W jω ω ω( ) + − ≥ ∀ ∈ +( ) , .T 0 R
Assumption 2. The radiation kernel transfer func-
tion K s k t( ) = ( ){ }L  is positive real.
Under Assumption 1 and 2, we would like to 
find a passive finite-order model for k(t), based 
on moment-matching. Consequently, we recall the 
following theorem, that guarantees the existence 
of a passive model within the family of models in 
Equation (9).
Theorem 4. (Ionescu and Astolfi 2010) Consider 
the family of reduced order models (9). Let S in 
(4) be such that σ(S) contains a subset of the zeros 
of W(s). Then, the family of models (9) contains a 
passive model, i.e. there exists a G such that (9) is 
passive.
Remark 8. We know, as a hydrodynamic fact, that 
the transfer function of the radiation kernel K(s) has 
at least one zero at the origin (see Table 1). This 
means that, if we select s = 0 as an eigenvalue of S 
in (23), there always exists a matrix Gk such that Σk 
is passive.
Theorem 4 (via Remark 8) secures the exist-
ence of a passive parametric model based on 
moment-matching. The problem now boils down 
to the selection of a suitable Gk. To achieve such an 
objective, we make use of the scattering representa-
tion of  the system Σ.
Definition  3. (Scattering representation) (Desoer 
and Vidyasagar 1975) The scattering representation 
of system Σ(1) is defined as 
Σs
x t A BC x t B t
z t Cx t t
:
 ( ) = −( ) ( ) + ( )










which is obtained by the following transformation:
ν t u t y t
z t y t u t
( ) = ( ) ( ) + ( )( )






We consider this transformation of coordinates, 
since it provides a suitable condition for the 
passivity of the original system Σ in terms of 
the L2-gain of its scattering representation Σs, as 
recalled in the following theorem.
Theorem 5. (Desoer and Vidyasagar 1975) The 
scattering representation Σs of a passive linear 
system Σ has L2-gain ≤	1.
Remark 9. The L2-gain of system (1) is equal to its 
H∞-norm, i.e.  W s( ) ∞ .
In the light of Theorems 4 and 5, we propose, 
in Section  4.3, an optimisation-based method to 
compute a passive parametric model for the radia-
tion subsystem from (23).
4.3 Optimisation-based selection of Gk
Define the following transfer function of system 
(23) L Σk{ }  as 





In practice, the frequency-dependent device 
parameters are calculated using hydrodynamic 
codes at a finite number of frequencies on a set 
ΩK i= { }ω , ω ω ωi l u∈[ ], , with a frequency step 
of ∆ωi, where ωl and ωu represents the lower and 
upper bounds of the range, respectively. Define 


































































Let Σks  be the scattering representation 
of system  Σk  in (23). Then, we propose an 
optimisation-based procedure to select the matrix 
Gk by selecting a suitable set of eigenvalues 


























, .γ γ R  (28)
Remark 10. Note that solving for Λk actually solves 
for Gk, since system (23) is controllable (Astolfi 
2010) and hence there is a unique Gk such that 
σ S G Lk k−( ) = Λ .
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Remark 11. We assume that s = 0 is selected as an 
eigenvalue of the matrix S, so that the existence of 
a passive model is guaranteed by Theorem 4 (see 
Remark 6). The remainder of the interpolation 
points (frequencies) can be selected by the user in a 
sensible manner, as discussed in (Faedo et al. 2018).
Remark 12. The optimisation process consists of 
selecting a set of eigenvalues to minimise the 2  
distance between the frequency response of the 
parametric model and the target frequency domain 
data, while ensuring that the obtained model is pas-
sive by constraining the L2-gain of its scattering 
representation.
Remark 13. The constraint L Gk k kR 2 ≥ γ  guaran-
tees that the obtained model Σk  has relative degree 
1 (see (Astolfi 2010)) as specified in Table 1.
Remark 14. BEM solvers can have numerical errors, 
resulting in hydrodynamic data that erroneously rep-
resents a non-passive system (e.g. radiation damping 
B(ω) with negative values) (Penalba et al. 2017). 
Our strategy attempts to deal with these singularities 
and is used to “fix” the target frequency-domain data 
so that the emerging parametric model is passive.
5 NUMERICAL EXAMPLE
We consider the hydrodynamic coefficients of the 
float of the OPT WEC device (see (Penalba et al. 
2017) and Figure 2) to present a direct application 
of the proposed method. Our choice of device 
is merely justified by the geometrical complex-
ity of such a WEC, which presents a multimodal 
frequency response, as can be appreciated in the 
subsequent Bode plots. The frequency range con-
sidered to compute the approximation (see Equa-
tion (28)) is set to ωl = 0.3 and ωu = 3.
We first compute a moment-matching based 
parametric model solving the unconstrained ver-
sion of the optimisation procedure (28) (i.e. the 
basic method developed in (Faedo et al. 2018)), 
using as interpolation points the frequencies 0.3, 1 
and 2.3. With this device, this selection of points, 
and the specific frequency range, the paramet-
ric approximation computed with the moment-
matching method presented in (Faedo et al. 2018) 
is non-passive. Therefore, we proceed with the 
computation of a parametric approximation using 
the constrained formulation (28) developed in this 
study. Following Remark 4, we replace the interpo-
lation point ω = 0.3 by ω = 0. The passivity condi-
tion can be checked using the frequency response 
of the scattering representation of both mod-
els, which is depicted in Figure 3. The frequency 
response of both approximations can be appreci-
ated in Figure 4.
Figure  3 explicitly illustrates the passivity vio-
lation for the first model (solid-blue): the L2-gain 
of its scattering representation is greater than one 
and, hence, the model is non-passive. This is not 
the case with the parametric model computed with 
Figure 2. Low-order mesh of the OPT WEC float.
Figure 3. Bode diagram of the transfer function of the 
scattering representation of the non-passive (solid-blue) 
and passive (dotted-pink) parametric models.
Figure 4. Bode diagram of the target frequency response 
(dashed-black), a non-passive parametric model achiev-
ing moment-matching at {0.3,1,2.3} (solid-blue) and a 
passive parametric model achieving moment-matching 
at {0,1,2.3} (dotted-pink). The interpolation points are 
marked with black dots.
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the strategy proposed in this study (dotted-pink), 
which has a scattering representation with L2-gain 
less or equal than 1 and, hence, is passive.
Figure 4 depicts the Bode plot of the target fre-
quency-domain data, and the frequency response 
of both the non-passive and passive models com-
puted for this example. Note that the non-passive 
model has order 6 (twice the number of interpola-
tion frequencies selected) while the passive model 
has order 5. This (partially) explains the difference 
of accuracy between both models within the fre-
quency range selected for the application. This 
difference can be minimised by selecting more 
interpolation points, as can be noted in the next 
example of this section.
Remark 15. It is possible to equate the order of both 
models by matching (additionally) at the first order 
moment at s = 0 i.e. η1(0) (see Definition 1). Nev-
ertheless, we consider only 0-order moments in this 
study to simplify the analysis.
We now repeat the procedure but selecting 
a higher number of interpolation points in the 
moment-matching process. The set of frequencies to 
compute the unconstrained version of (28) (Faedo 
et al. 2018) is selected as {0.3,1,1.6,1.8,2.3,2.8} 
which renders, for this case, a non-passive model. 
Motivated by this, we replace the interpolation 
point ω = 0.3 by ω = 0 as in the previous example 
to compute a model under the strategy presented 
in this study. The passivity violation for the first 
model can be appreciated in the Nyquist diagram 
of Figure  5: a passive model has always positive 
real-part and, hence, a Nyquist plot only defined 
on the right half-plane. It can be acknowledged 
from Figure 5 how this strategy enforces the pas-
sivity condition in the parametric approximation 
(dotted-pink).
Finally, Figure  6 depicts the Bode plot of 
the target frequency-domain response and the 
last two discussed approximations i.e. the non-
passive model achieving moment-matching at 
{0.3,1,1.6,1.8,2.3,2.8}, and the passive model 
obtained with the optimised process (28) (replac-
ing the interpolation frequency 0.3 by 0). It can be 
appreciated that the accuracy of the passive model 
increases considerably compared to the case pre-
sented in Figure 4 which, as discussed previously in 
this same section, is a consequence of the increase 
in the order of the approximating model.
6 CONCLUSIONS
A basic moment-matching based algorithm has 
been presented in (Faedo et al. 2018) that can be 
used to compute a parametric approximation 
for the radiation force convolution term of (12). 
Though usually the obtained approximations 
are inherently passive, the method developed in 
(Faedo et al. 2018) does not guarantee the passivity 
property, which can affect the internal stability of 
(12). This study introduces a modification of the 
basic algorithm which systematically ensures pas-
sivity within an optimisation process. We propose 
a method that secures the existence of a passive 
model by moment-matching and a suitable algo-
rithm to effectively compute such an approxima-
tion, while retaining the desirable capability of 
selecting key frequencies in the interpolation proc-
ess. The efficacy of the method is illustrated in 
terms of a numerical example, that approximates 
the radiation kernel of the float of the OPT device 
Figure 5. Nyquist diagram of a non-passive model 
achieving moment-matching at {0.3,1,1.6,1.8,2.3,2.8} 
(solid-blue) and passive model achieving moment-match-
ing at {0,1,1.6,1.8,2.3,2.8} (dotted-pink).
Figure 6. Bode diagram of the target frequency-
response (dashed-black), a non-passive model achieving 
moment-matching at {0.3,1,1.6,1.8,2.3,2.8} (solid-blue) 
and a passive model achieving moment-matching at 
{0,1,1.6,1.8,2.3,2.8} (dotted-pink).
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(which has a multimodal frequency response) 
depicting an efficient method to systematically 
compute a passive parametric form.
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