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Abstract
We introduce the problem of hidden Hamiltonian cycle recovery, where there is an unknown
Hamiltonian cycle in an n-vertex complete graph that needs to be inferred from noisy edge mea-
surements. The measurements are independent and distributed according to Pn for edges in the
cycle and Qn otherwise. This formulation is motivated by a problem in genome assembly, where
the goal is to order a set of contigs (genome subsequences) according to their positions on the
genome using long-range linking measurements between the contigs. Computing the maximum
likelihood estimate in this model reduces to a Traveling Salesman Problem (TSP). Despite the
NP-hardness of TSP, we show that a simple linear programming (LP) relaxation, namely the
fractional 2-factor (F2F) LP, recovers the hidden Hamiltonian cycle with high probability as
n → ∞ provided that αn − log n → ∞, where αn , −2 log
∫ √
dPndQn is the Re´nyi diver-
gence of order 12 . This condition is information-theoretically optimal in the sense that, under
mild distributional assumptions, αn ≥ (1 + o(1)) log n is necessary for any algorithm to succeed
regardless of the computational cost.
Departing from the usual proof techniques based on dual witness construction, the analysis
relies on the combinatorial characterization (in particular, the half-integrality) of the extreme
points of the F2F polytope. Represented as bicolored multi-graphs, these extreme points are
further decomposed into simpler “blossom-type” structures for the large deviation analysis and
counting arguments. Evaluation of the algorithm on real data shows improvements over existing
approaches.
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1 Introduction
Given an input graph, the problem of finding a subgraph satisfying certain properties has diverse
applications. MAX CUT, MAX CLIQUE, TSP are a few canonical examples. Traditionally these
problems have been studied in theoretical computer science from the worst-case perspective, and
many such problems have been shown to be NP-hard. However, in machine learning applications,
many such problems arise when an underlying ground truth subgraph needs to be recovered from the
noisy measurement data represented by the entire graph. Canonical models to study such problems
include planted partition models [CK01] (such as planted clique [Jer92]) in community detection
and planted ranking models (such as Mallows model [Mal57]) in rank aggregation. In these models,
the planted or hidden subgraph represents the ground-truth, and one is not necessarily interested
in the worst-case instances but rather in only instances for which there is enough information in the
data to recover the ground-truth sub-graph, i.e. when the amount of data is above the information
limit. The key question is whether there exists an efficient recovery algorithm that can be successful
all the way to the information limit.
In this paper, we pose and answer this question for a hidden Hamiltonian cycle recovery model:
Definition 1 (Hidden Hamiltonian cycle recovery).
Given: n ≥ 1, and two distributions Pn and Qn, parameterized by n.
Observation: A randomly weighted, undirected complete graph G = ([n], E) with a hidden Hamil-
tonian cycle C∗ such that every edge has an independent weight distributed as Pn if it is on C∗ and
as Qn otherwise.
Inference Problem: Recover the hidden Hamiltonian cycle C∗ from the observed random graph.
Our problem is motivated from de novo genome assembly, the reconstruction of an organism’s
long sequence of A,G,C,T nucleotides from fragmented sequencing data. The first step of the
standard assembly pipeline stitches together short, overlapping fragments (so-called shotgun reads)
to form longer subsequences called contigs, of lengths typically tens to hundreds of thousands of
nucleotides (Fig. 1). Due to coverage gaps and other issues, these individual contigs cannot be
extended to the whole genome. To get a more complete picture of the genome, the contigs need
to be ordered according to their positions on the genome, a process called scaffolding. Recent
advances in sequencing assays [LAVBW+09, POS+16] aid this process by providing long range
linking information between these contigs in the form of randomly sampled Hi-C reads. This data
can be summarized by a contact map (Fig. 2), tabulating the counts of Hi-C reads linking each pair
of contigs. The problem of ordering the contigs from the contact map data can be modeled by the
hidden Hamiltonian cycle recovery problem, where the vertices of the graph are the contigs, the
hidden Hamiltonian cycle is the true ordering of the contigs on the genome,1 and the weights on
the graph are the counts of the Hi-C reads linking the contigs. As can be seen in Fig. 2(a), there is
a much larger concentration of Hi-C reads between contigs adjacent on the genome than between
far-away contigs. A first order model is to choose Pn = Pois(λn) and Qn = Pois(µn), where λn is
the average number of Hi-C reads between adjacent contigs and µn is the average number between
non-adjacent contigs. The parameter nλn+
n(n−1)
2 µn increase with the coverage depth
2 of the Hi-C
reads and are part of the design of the sequencing experiment.
The hidden Hamiltonian cycle can be represented as an adjacency vector x∗ ∈ {0, 1}(n2) such
that x∗e = 1 if edge e is on the Hamiltonian cycle, and x∗e = 0 otherwise. Let A denote the weighted
1Strictly speaking, this only applies to genomes which are circular. For genomes which are linear, the ordering
of the contigs would correspond to a hidden Hamiltonian path. We show in Section 7 that our results extend to a
hidden Hamiltonian path model as well.
2The coverage depth is the average number of Hi-C reads that include a given nucleotide (base pair).
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Figure 1: Short reads are assembled to form contigs which are then ordered by using long-range
linking Hi-C reads.
Figure 2: (a): Contact map where the rows (and columns) correspond to ordered contigs of human
chromosome 1 [POS+16] and the value at entry (i, j) corresponds to the number of HiC reads
between contig i and contig j. (b): Contact map of the unordered matrix in (a), where the contigs
are randomly ordered. This is the data from which the ordering of the contigs is inferred.
adjacency matrix of G, so that Ae is distributed according to P (resp. Q) if x
∗
e = 1 (resp. 0).
The maximum likelihood (ML) estimator for the hidden Hamiltonian cycle recovery problem is
equivalent to solving the traveling salesman problem (TSP) on a transformed weighted graph,
where each edge weight we = log
dP
dQ(Ae) is the log likelihood ratio evaluated on the weights of the
observed graph:
x̂ML = arg max
x
〈w, x〉 (1)
s.t. x is the adjacency vector of a Hamiltonian cycle in G.
In the Poisson or Gaussian model where the log likelihood ratio is an affine function, we can simply
take w to be A itself.
Solving TSP is NP-hard, and a natural approach is to look for a tractable relaxation. It is
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well-known that TSP (1) can be cast as an integer linear program (ILP) [SWvZ13]:
x̂TSP = arg max
x
〈w, x〉 (2)
s.t. x (δ(v)) = 2 (3)
x (δ(S)) ≥ 2, ∀S ⊂ [n], 3 ≤ |S| ≤ n− 3 (4)
xe ∈ {0, 1}, (5)
where δ(S) denotes the set of all edges in G with exactly one endpoint in S ⊂ [n], and δ(v) ,
δ({v}). In particular, (3) are called degree constraints, enforcing each vertex to have exactly two
incident edges in the graph represented by the adjacency vector x, while (4) are subtour elimination
constraints, eliminating solutions whose corresponding graph is a disjoint union of subtours of length
less than n . Note that there are small number of degree constraints but exponentially large number
of subtour elimination constraints. If we drop the subtour elimination constraints as well as relax
the integer constraints on x, we obtain the fractional 2-factor (F2F) LP relaxation:3
x̂F2F = arg max
x
〈w, x〉 (6)
s.t. x (δ(v)) = 2
xe ∈ [0, 1].
The main result of the paper is the following. We abbreviate Pn and Qn as P and Q, respectively.
Theorem 1. Define:
αn , −2 log
∫ √
dPdQ (7)
to be the Re´nyi divergence of order 12 between distributions P and Q.
4 If
αn − log n→ +∞, (9)
then the optimal solution of the F2F LP (6) satisfies minx∗ P {x̂F2F = x∗} → 1 as n→∞.
For Gaussian, Poisson, or Bernoulli weight distribution, the explicit expressions of αn are given
as follows
αn =

µ2/4 if P = N(µ, 1), Q = N(0, 1)(√
λ−√µ
)2
if P = Pois(λ), Q = Pois(µ)
−2 log
(√
pq +
√
(1− p)(1− q)
)
if P = Bern(p), Q = Bern(q).
(10)
Although the relaxation from TSP to F2F LP is quite drastic, the resulting algorithm is in fact
information theoretically optimal for the hidden Hamiltonian cycle recovery problem. Specifically,
under an assumption which can be easily verified for Poisson, Gaussian or Bernoulli weight dis-
tribution, we show in Section 6 that if there exists any algorithm, efficient or not, which exactly
recovers x∗ with high probability, then it must hold that
αn ≥ (1 + o(1)) log n.
3 A 2-factor is a spanning subgraph consisting of disjoint cycles.
4 The Re´nyi divergence of order ρ > 0 from P to Q is defined as [Re´n61]
Dρ(P‖Q) , 1
ρ− 1 log
∫
(dP )ρ(dQ)1−ρ. (8)
It particular, for ρ = 1/2 it is related to the so-called Battacharyya distance B(P,Q) via D 1
2
(P‖Q) = 2B(P,Q).
4
This necessary condition together with sufficient condition (9) implies that the optimal recovery
threshold is at
lim inf
n→∞
αn
log n
= 1,
achieved by the F2F LP.
Applying the results back to the geome scaff We discuss two consequences of Theorem 1. First,
as a corollary of the integrality and the optimality of the F2F LP, it can be shown that the Max-
Product belief propagation algorithm introduced in [BBCZ11] can be used to solve the F2F LP
exactly, which, for the Gaussian or Poisson weight distribution, requires o(n2 log n) iterations (see
Section 2 for details). Second, note that we do not require the edge weights to be real-valued. Thus
the formulation also encompasses the case of partial observation, by letting the weight of every
edge in G takes on a special “erasure” symbol with some probability. See Appendix F for details.
In related work, a version of the hidden Hamiltonian cycle model was studied in [BFS94], where
the observed graph is the superposition of a hidden Hamiltonian cycle and an Erdo¨s-Re´nyi random
graph with constant average degree d. Our measurement model is more general than the one
in [BFS94], but more importantly, the goal in [BFS94] is not to recover the hidden Hamiltonian
cycle but rather to find any Hamiltonian cycle in the observed graph, which may not coincide
with the hidden one. (In fact in the regime considered there, exact recovery of the hidden cycle
is information theoretically impossible.5) The fractional 2-factor relaxation of TSP has been well-
studied in the worst case [DFJ54, BC99, SWvZ13]. It has been shown that for metric TSP (the
cost minimization formulation) where the costs are symmetric and satisfy the triangle inequality,
the integral gap of F2F is 4/3; here the integrality gap is defined as the worst-case ratio of the cost
of the optimal integral solution to the cost of the optimal relaxed solution. In contrast, our model
does not make any metric assumption on the graph weights.
The rest of the paper is organized as follows. In Section 2, we describe a few other com-
putationally efficient algorithms for the hidden Hamiltonian cycle problem and benchmark their
performance against the information-theoretic limit. In Section 3, we discuss related work in more
details. Sections 4 and 5 are devoted to the proof of Theorem 1, while Section 6 characterizes
the information theoretic limit for the recovery problem. In Section 7 we describe the closely re-
lated hidden Hamiltonian path problem and show that it can be reduced to and from the hidden
Hamiltonian cycle problem both statistically and computationally. Empirical evaluation of various
algorithms on both simulated and real DNA datasets are given in Section 8.
2 Performance of Other Algorithms
It is striking to see that the simple F2F LP relaxation of the TSP achieves the optimal recovery
threshold in the hidden Hamiltonian cycle model. A natural question to ask is whether there exists
other efficient and perhaps even simpler estimator with provable optimality. We have considered
various efficient algorithms and derived their performance guarantees. As summarized in Table 1,
spectral algorithms is orderwise suboptimal; greedy methods including thresholding achieve the
optimal scaling but not the sharp constant. Finally, MaxProduct Belief Propagation also achieves
5To see this, suppose the hidden Hamiltonian cycle is given by sequence of vertices (1, 2, . . . , n, 1). If q = Ω(1/n),
then with a non-vanishing probability there exist 1 ≤ i ≤ n− 4 and i+ 2 ≤ j ≤ n− 2 such that (i, j) and (i+ 1, j+ 1)
are edges in G. Thus we have a new Hamiltonian cycle by deleting edges (i, i + 1) and (j, j + 1) in the hidden one
and adding edges (i, j) and (i+ 1, j+ 1), leading to the impossibility of exact recovery. See Fig. 14 for an illustration.
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Efficient Algorithms Performance Guarantee
F2F LP
αn − log n→ +∞MaxProduct BP
Greedy Merging βn − log n→ +∞
Simple Thresholding
αn − 2 log n→ +∞Nearest Neighbor
Spectral Methods αn  n5 (Gaussian)
Table 1: Sufficient conditions for various efficient algorithms to achieve exact recovery.
the sharp threshold as a corollary of our result on the F2F LP. In Table 1,
βn , −3
2
log
∫
(dP )2/3(dQ)1/3 (11)
is the 13 -Re´nyi divergence from Q to P ; cf. (8). By Jensen’s and Ho¨lder’s inequality, for any distinct
P and Q, we have
1
2
αn < βn < αn. (12)
For Gaussian weights with P = N (µ, 1) and Q = N (0, 1), we have βn = 16µ2 = 23αn. Simulation of
these algorithms confirm these theoretical results. See Figure 15 in Section 8.1.
Spectral Methods Spectral algorithms are powerful methods for recovering the underlying
structure in planted models based on the principal eigenvectors of the observed adjacency ma-
trix A. Under planted models such as planted clique [AKS98] or planted partition models [McS01],
spectral algorithms and their variants have been shown to achieve either the optimal recovery
thresholds [Mas13, BLM15, AS15] or the best possible performance within certain relaxation hier-
archies [MPW15, DM15, BHK+16]. The rationale behind spectral algorithms is that the principal
eigenvectors of E [A] contains information about underlying structures and the principal eigenvec-
tors of A are close to those of E [A], provided that the spectral gap (the gap between the largest
few eigenvalues and the rest of them) is much larger than the spectral norm of the perturbation
‖A − E [A] ‖. In our setting, indeed the principal eigenvectors of E [A] contain information about
the ground truth Hamiltonian cycle C∗. To see this, let us consider the Gaussian case where
P = N (µ, 1) and Q = N (0, 1) as an illustrating example. Then the observed matrix can be
expressed as
A = µC∗ + Z,
where with a slight abuse of notation we use A to denote the weighted adjacency matrix of G
and C∗ to denote the adjacency matrix of the true Hamiltonian cycle; Z is a symmetric Gaussian
matrix with zero diagonal and Zij = Zji independently drawn from N (0, 1) for i < j. Since C∗ is
a circulant matrix, its eigenvalues and the corresponding eigenvectors can be explicitly derived via
discrete Fourier transform. It turns out that the eigenvector corresponding to the second largest
eigenvalue of C∗ contains perfect information about the true Hamiltonian cycle. Unfortunately,
in contrast to the planted clique and planted partition models under which E [A] is low rank and
has a large eigen-gap, here C∗ is full-rank and the gap between the second and the third largest
eigenvalue is on the order of 1/n2, which is much smaller than ‖Z‖ = Θ(√n). Therefore, for
spectral algorithms to succeed, it requires a very high signal level µ2  n5. This agrees with the
empirical performance on simulated data and is highly suboptimal as compared to the sufficient
condition (9) of F2F LP: µ2 − 4 log n→∞.
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Greedy Methods To recover the hidden Hamiltonian cycle, we can also resort to greedy meth-
ods. It turns out that the following simple thresholding algorithm achieves the optimal recovery
threshold (9) within a factor of two: for each vertex, keep the two incident edges with the two largest
weights and delete the other n−3 edges. The resulting graph has degree at most 2. It can be shown
that the resulting graph coincides with C∗ with high probability provided that αn−2 log n→ +∞.
Another well-known greedy heuristic is the following nearest-neighbor algorithm. Start on an
arbitrary vertex as the current vertex and find the edge with the largest weight connecting the
current vertex and an unvisited vertex v, set the current vertex to v and mark v as visited. Repeat
until all vertices have been visited. Let v1, . . . , vn denote the sequence of visited vertices and
output the Hamiltonian cycle formed by (v1, . . . , vn, v1). It can be shown (see Appendix E) that
the resulting Hamiltonian cycle coincides with C∗ with high probability provided that αn−2 log n→
+∞.
Finally, we consider a greedy merging algorithm proposed in [MBT13]: connect pairs of vertices
with the largest edge weights until all vertices have degree two. The output is a 2-factor, and it can
be shown that the output 2-factor coincides with C∗ with high probability provided that βn−log n→
+∞, strictly improving on the performance guarantee of previous two greedy algorithms.
Notice that the aforementioned greedy algorithms only exploit local information, and do not
take the into account the global cycle structure. Naturally, none of them achieves the optimal
threshold (9). See Appendix E for further details.
Max-Product Belief Propagation We can improve on the simple thresholding algorithm using
an iterative message-passing algorithm known as max-product belief propagation. Specifically, at
each time t = 0, 1, . . . , tf , each vertex i sends a real-valued message mi→j(t) to each of its neighbors
j. Messages are initialized by mi→j(0) = we for all e = (i, j). For t ≥ 1, messages transmitted
by vertex i in iteration t are updated based on messages received in iteration t − 1 recursively as
follows:
mi→j(t) = we − 2nd max
` 6=j
{m`→i(t− 1)} ,
where 2nd max denotes the second largest value. At the end of the final iteration tf , for every
vertex, keep the two incident edges with the two largest received message values and delete the
other n− 3 edges, and output the resulting graph. Note that BP with one iteration tf = 1 reduces
to the simple thresholding algorithm.
Belief propagation algorithm is studied in [BBCZ11] to find the b-factor with the maximum
weight for b ≥ 1; it is shown that if the fractional b-factor LP relaxation has no fractional optimum
solution, then the output of BP coincides with the optimal b-factor when tf ≥ d2nw∗/e, where
w∗ is the weight of the optimal b-factor and  is the difference between the weight of the optimal
b-factor and the second largest weight of b-factors. Our optimality result of F2F implies that if
αn − log n → +∞, then with high probability, F2F has no fractional optimum solution and the
optimal 2-factor coincides with the ground truth x∗; Therefore, by combining our result with results
of BP in [BBCZ11], we immediately conclude that the output of BP coincides with x∗ with high
probability after tf iterations, provided that αn − log n → +∞. For both the Gaussian and the
Poisson model, with high probability the number of iterations tf of the BP algorithm is in fact
o(n2 log n), nearly linear in the problem size (see Appendix G for a justification).
3 Related Work
We discuss additional related work before presenting the proof of our main results. Because of
the NP-hardness of TSP, researchers have imposed structural assumptions on the costs (weights)
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and devised efficient approximation algorithms. One natural assumption is the metric assumption
under which the costs are symmetric (cij = cji for all i, j ∈ V ) and satisfy the triangle inequality
(cik ≤ cij + cjk for all i, j, k ∈ V ). Metric TSP turns out to be still NP-hard, as shown by reduction
from the NP-hard Hamiltonian cycle problem [Sch03, Theorem 58.1]. The best approximation
algorithm for metric TSP currently known is Christofides’ algorithm which finds a Hamiltonian
cycle of cost at most a factor of 3/2 times the cost of an optimal Hamiltonian cycle.
Integrality gap of LP relaxations of TSP Various relaxations of TSP has also been ex-
tensively studied under the metric assumption. To measure the tightness of LP relaxations, a
commonly used figure of merit is the integrality gap. As is the convention in the TSP literature,
the optimization is formulated as a minimization problem with nonnegative costs. In general, the
integrality gap is defined as the supremum of the ratio OPT/FRAC, over all instances of the prob-
lem, where FRAC denotes the objective value of the optimal fractional solution and OPT denotes
the objective value of the optimal integral solution [CT12]. Note that by definition the integrality
gap is always at least one. Dropping the integer constraints (5) in ILP formulation of TSP (2) leads
to a LP relaxation known as Subtour LP [DFJ54, HK70]. The integrality gap of the subtour LP
is known to be between 4/3 and 3/2. The integrality gap of fractional 2-factor LP (6) is shown in
[BC99, SWvZ13] to be 4/3. In contrast to the previous worst-case approximation results on metric
TSP, this paper focuses on a planted instance of TSP, where we impose probabilistic assumption
on the costs (weights) and the goal is to recover the hidden Hamiltonian cycle. In particular, the
metric assumption is not fulfilled in our hidden Hamiltonian cycle model and hence the previous
results do not apply. Our results imply that when αn − log n→ +∞, the optimal solution of F2F
coincides with the optimal solution of TSP with probability tending to 1, where the probability is
taken over the randomness of weights w in the hidden Hamiltonian cycle model. In other words,
for “typical” instances of the hidden Hamiltonian cycle model, the optimal objective value of TSP
is the same as that of F2F.
SDP relaxations of TSP Semidefinite programming (SDP) relaxations of the traveling salesman
problem have also been extensively studied in the literature. A classical SDP relaxation of TSP
due to [CCˇKV99] is obtained by imposing an extra constraint on the second largest eigenvalue of
a Hamiltonian cycle in F2F LP (6). A more sophisticated SDP relaxation is derived in [ZKRW98]
by viewing the TSP as a quadratic assignment problem, from which one can obtain a simpler SDP
relaxation of TSP based on association schemes [DKPS08]. This SDP relaxation in [DKPS08] is
shown to dominate that of [CCˇKV99]. Since all these SDP relaxations are tighter than the F2F LP,
our results immediately imply that the optimal solutions of these SDP relaxations coincide with
the true Hamiltonian cycle x∗ with high probability provided αn − log n→ +∞.
Data seriation The problem of recovering a hidden Hamiltonian cycle (path) in a weighted
complete graph falls into a general problem known as data seriation [Ken71] or data string-
ing [CCMW11]. In particular, we are given a similarity matrix Y for n objects, and are interested
in seriating or stringing the data, by ordering the n objects so that similar objects i and j are
near each other. Data seriation has diverse applications ranging from data visualization, DNA se-
quencing to functional data analysis [CCMW11] and archaeological dating [Rob51]. Most previous
work on data seriation focuses on the noiseless case [Rob51, Ken71], where there is an unknown
ordering of n objects so that if object j is closer than object k to object i in the ordering, then
Yij ≥ Yik, i.e., the similarity between i and j is always no less than the similarity between i and
k. Such a matrix Y is called Robinson matrix. It is shown in [ABH98] that one can recover the
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underlying true ordering of objects up to a global shift by component-wisely sorting the second
eigenvector of the Laplacian matrix associated with Y if Y is a Robinson matrix. The data seriation
problem has also been formulated as a quadratic assignment problem and convex relaxations are
derived [FJBd13, LW14] and references therein).
One interesting generalization of the hidden Hamiltonian cycle model is to extend the hidden
structure from a cycle to k-regular graph for general k ≥ 2, e.g., nearest-neighbor graphs, which
can potentially better fit the genome assembly data. The underlying k-regular graph can represent
the hidden geometric structure and the observed graph can be viewed as a realization of the Watts-
Strogatz small-world graph [WS98] if the weight distribution is Bernoulli. Recent work [CLR17]
has studied the problem of detecting and recovering the underlying k-regular graph under the
small-world graph model and derived conditions for reliable detection and recovery; however, the
information limit and the optimal algorithm remain open.
Finally, we mention that the Re´nyi divergence of order 1/2 also plays a key role in determining
the exact recovery threshold for community detection under the stochastic block models [ABH16,
MNS15, ZZ16, JL15, AS15].
4 Proof Techniques and a Simpler Result
The proof of the main result, Theorem 1, is quite involved. In this section, we will discuss the high-
level ideas and the difference with the conventional proof using dual certificates. As a warm-up we
also prove a weaker version of the result on the 2-factor ILP. The proof of the full result is given in
Section 5.
4.1 Proof Techniques
A standard technique for analyzing convex relaxations is the dual certificate argument, which
amounts to constructing the dual variables so that the desired KKT conditions are satisfied for
the primal variable corresponding to the ground truth. This type of argument has been widely
used, for instance, for proving the optimality of SDP relaxations for community detection under
stochastic block models [ABH16, HWX16a, Ban15, HWX16b, ABKK15, PW15, HWX16c]. How-
ever, for the F2F LP (6), we were only able to find explicit constructions of dual certificates that
attain the optimal threshold within a factor of two. Instead, the proof of Theorem 1 is by means of
a direct primal argument, which shows that with high probability no other vertices of the F2F poly-
tope has a higher objective value than that of the ground truth. Nevertheless, it is still instructive
to describe this dual construction before explaining the ideas of the primal proof.
To certify the optimality of x∗ for F2F LP, it reduces to constructing a dual variable u ∈ Rn
(corresponding to the degree constraints) such that for every edge (i, j),
ui + uj ≤ wij , if x∗ij = 1, (13)
ui + uj ≥ wij , if x∗ij = 0. (14)
A simple choice of u is
ui =
1
2
min
j
{
wij : x
∗
ij = 1
}
. (15)
Then (13) is fulfilled automatically and (14) can be shown (see Appendix D) to hold with high
probability provided that
βn − log n→ +∞. (16)
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where βn is the
1
3 -Re´nyi divergence defined in (11). Since αn/2 < βn < αn by (12), this construction
shows that F2F achieves the optimal recovery threshold by at most a multiplicative factor of 2.
For specific distributions, this factor-of-two gap can be further improved, e.g., to 32 for Gaussian
weights, for which we have P = N(µ, 1) and Q = N(0, 1) and β = 16µ
2 = 23α. However, this
certificate does not get us all the way to the information limit (9).
Departing from the usual dual certificate argument, our proof of the optimality of F2F relaxation
relies on delicate primal analysis. In particular, we show that 〈w, x−x∗〉 < 0 for any vertex (extremal
point) of the F2F polytope x 6= x∗ with high probability. It is known that F2F polytope is not
integral in the sense that some of its vertices is fractional. Fortunately, it turns out for any vertex
x, its fractional entry xe must be 1/2. Thanks to this half-integrality property, we can encode the
difference y , 2(x − x∗) as a bicolored multigraph Gy with a total weight w(Gy) = 2〈w, x − x∗〉.
Finally, we bound w(Gy) via a divide-and-conquer argument by first decomposing Gy into an
edge-disjoint union of graphs in a family with simpler structures and then proving that for every
graph H in this family, its total weight w(H) is negative with high probability under condition
(9). Our decomposition of Gy heavily exploits the fact that Gy is a balanced multigraph in the
sense that every vertex has an equal number of incident red edges and blue edges, and the classical
graph-theoretic result that every connected balanced multigraph has an Eulerian circuit with edges
alternating in colors.
4.2 2-factor (2F) Integer Linear Programming Relaxation
The 2-factor (2F) Integer Linear Programming relaxation of the TSP is
x̂2F = arg max
x
〈w, x〉 (17)
s.t. x (δ(v)) = 2
xe ∈ {0, 1}.
The 2-factor ILP is the same as the F2F LP (6) except that the xe’s have integrality constraints,
and is therefore a tighter relaxation of the original TSP than F2F LP. As a warm-up for the
optimality proof of F2F LP, we provide a much simpler proof, showing that the optimal solution of
the 2F ILP coincides with the true cycle x∗ with high probability, under the same condition that
αn− log n→ +∞. We note that although it is not an LP, the 2F ILP can be solvable in O(n4) time
using a variant of the blossom algorithm [Edm65b, Edm65a, LRT08]; however, finding an efficient
and scalable implementation of the blossom algorithm can be challenging in practice [GH87].
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Figure 3: The ground truth x∗ is a cycle of length 6, x is a feasible solution to (17) corresponding
to two disjoint triangles, and the graph Gy for y = x− x∗ is an alternating 4-cycle.
Let x denote the adjacency vector of a given 2-factor. To prove that x∗ is the unique optimal
solution to the 2F ILP, it suffices to show 〈w, x− x∗〉 < 0 for the adjacency vector of any 2-factor
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x 6= x∗. To capture the difference between x and x∗, we define y ∈ {0,±1}(n2) by
y = x− x∗. (18)
Define a simple graph Gy with bicolored edge whose adjacency matrix is |y| with isolated vertices
removed and each edge is colored red if ye = −1 and blue if ye = +1 (see Fig. 3 for an example).
Furthermore, for a given bicolored graph B, we define its weight as
w(B) ,
∑
blue e ∈ E(B)
we −
∑
red e ∈ E(B)
we .
Then w(Gy) = 〈w, x− x∗〉.
A bicolored graph is balanced if for every vertex the number of red incident edges is equal to
the number of blue incident edges. Since x(δ(v)) = 2 and x∗(δ(v)) = 2 for every vertex v, it follows
that y(δ(v)) = 0 and thus Gy is balanced. Define
B = {B : B is a simple, connected, and balanced bicolored graph}
B∗ = {B ∈ B : V (B) ⊂ [n], x∗e = 1 for every red edge e ∈ E(B)},
where V (B) and E(B) denote the vertex set and edge set of B, respectively.
Let B1, . . . , Bm denote the connected components of Gy. Since each connected component of
Gy is balanced, it follows that Bi ∈ B∗ and
w (Gy) =
m∑
i=1
w(Bi).
Hence to show w(Gy) < 0 for all possible Gy, it reduces to proving that w(B) < 0 for all B ∈ B∗.
Fix an even integer ` ≥ 4 and let
B∗` = {B ∈ B∗ : |E(B)| = `}.
Fix any B ∈ B∗` . By the balancedness, B has `/2 red edges and `/2 blue edges. Hence,
w(B)
d
=
`/2∑
i=1
Yi −
`/2∑
i=1
Xi,
where Xi’s and Yi’s are independent sequences of random variables such that Xi’s are i.i.d. copies of
dP/dQ under distribution P and Yi’s are i.i.d. copies of dP/dQ under distribution Q; the notation
d
= denotes equality in distribution. It follows from the Chernoff’s inequality (cf. the large-deviation
bound (44) in Appendix B) that
P {w(B) ≥ 0} = P

`/2∑
i=1
Yi −
`/2∑
i=1
Xi ≥ 0
 ≤ exp (−αn`/2) . (19)
Next we claim that there are at most (2n)`/2 different graphs B in B∗` . The proof of the claim
is deferred to the end of this section. Combining the union bound with (19) gives that
P
{
max
B∈B∗`
w(B) ≥ 0
}
≤ |B∗` | exp (−αn`/2) ≤ exp {− (αn − log(2n)) `/2} .
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Taking another union bound over all integers ` ≥ 4, we get the desired result.
P
{
max
B∈B∗
w(B) ≥ 0
}
≤
∞∑
`=4
P
{
max
B∈B∗`
w(B) ≥ 0
}
≤
∞∑
`=4
exp {− (αn − log(2n)) `/2}
≤ exp {−2 (αn − log(2n))}
1− exp {− (αn − log(2n)) /2}
(9)→ 0.
We are left to show |B∗` | ≤ (2n)`/2. This follows from the following classical graph-theoretic
result that every connected balanced multigraph G has an alternating Eulerian circuit, that is, the
edges in the circuit alternate in colors.
Lemma 1. Every connected balanced bicolored multigraph G has an alternating Eulerian circuit.
The lemma is proved in [Kot68, Theorem 1] in a more general form (see also [Pev95, Corollary
1]). For completeness, we provide a short proof in Appendix A.
In view of Lemma 1, for every B ∈ B∗` , it must have a Eulerian circuit T given by the sequence
of (v0, v1, . . . , v`−1, v` = v0) of vertices (vertices may repeat) such that vi ∈ [n] and (vi, vi+1) is a
red edge for even i and blue edge for odd i in B. Let T denote the set of all possible such Eulerian
circuits. Moreover, every Eulerian circuit T ∈ T uniquely determines a B ∈ B∗` , because the vertex
set V (B) is the union of vertices vi’s and the colored edge set E(B) is the union of colored edges
(vi, vi+1)’s in T . Hence, |B∗` | ≤ |T |. To enumerate all possible T ∈ T , it suffices to enumerate all
the possible labelings of vertices in T. Recall that by definition, for every red edge e = (vi, vi+1) in
T , x∗e = 1. Thus the two endpoints vi and vi+1 must be neighbors in the true cycle corresponding
to x∗, and hence once the vertex labeling of vi is fixed, there are at most 2 different choices for the
vertex labeling of vi+1. Therefore, we enumerate all possible Eulerian circuits T ∈ T by sequentially
choose the vertex labeling of vi from i = 0 to i = `− 1. Given the vertex labelings of (v0, . . . , vi−1),
the number of choices of the vertex labeling of vi is at most n for even i and 2 for odd i. Hence,
|T | ≤ (2n)`/2, which further implies that |B∗` | ≤ (2n)`/2.
5 Proof of Theorem 1
In this section, we prove that the optimal solution of the fractional 2-factor coincides with x∗ with
high probability, provided that αn − log n→∞. This is the bulk of the paper.
5.1 Graph Notations
We describe several key graph-theoretic notations used in the proof. We start with multigraphs.
Formally, a multigraph G is an ordered pair (V,E) with a vertex set V = V (G) and an edge multiset
E = E(G) consisting of subsets of V (G) of size 2. Note that by definition multigraphs do not have
self-loops. A multi-edge is a set of edges in E(G) with the same end points. The multiplicity of an
edge is its multiplicity as an element in E(G). We call a multi-edge single and double if its edge
multiplicity is 1 and 2, respectively. Note that a double edge (u, v) refers to the set of two edges
connecting vertices u and v. We say a multigraph G is bicolored, if every distinct element in E(G)
is colored in either red or blue and the repeated copies of an element all have the same color.
For two multigraphs G and H on the same set of vertices, we define G−H to be the multigraph
induced by the edge multiset E(G) \ E(H). The union of multigraphs G and H is the multigraph
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G∪H with vertex set V (G)∪V (H) and edge multiset E(G)∪E(H).6 By definition, the multiplicity
of an element in E(G)∪E(H) is the sum of its multiplicity in E(G) and E(H). When E(G)∩E(H) =
∅, G∪H is called an edge-disjoint union. When V (G)∩V (H) = ∅, G∪H is called an vertex-disjoint
union.
A walk in a multigraph G is a sequence (v0, v1, . . . , vm) of vertices (which may repeat) such that
(vi−1, vi) ∈ E(G) for 1 ≤ i ≤ m. A trail in a multigraph G is a walk (v0, v1, . . . , vm) such that for
all 1 ≤ i ≤ m, the number of times that edge (vi−1, vi) appears in the walk is no more than its edge
multiplicity in E(G). A trail is closed if the starting and ending vertices are the same. A circuit
is a closed trail. An Eulerian trail in a multigraph G is a trail (v0, v1, . . . , vm) such that for every
e ∈ E(G), the number of times that it appears in the trail coincides with its edge multiplicity in
E(G). An Eulerian circuit is a closed Eulerian trail. A path is a trail with no repeated vertex. A
cycle consists a path plus an edge from its last vertex to the first.
5.2 Proof Outline
Let x∗ = (x∗e) denote the adjacency vector of the hidden Hamiltonian cycle (ground truth). The
feasible set of the F2F LP (6) is the F2F polytope:
Q ,
{
x ∈ [0, 1](n2) : x(δ(v)) = 2, ∀v ∈ [n]
}
. (20)
To prove that x∗ is the unique optimal solution to the F2F LP with high probability, it suffices
to show that 〈w, x−x∗〉 < 0 holds with high probability for any vertex (extremal point) of the F2F
polytope x other than x∗. It turns out that the vertices of the F2F polytope Q has the following
simple characterization [Bal65, BC99, SWvZ13]. First of all, for any vertex x, its fractional entry
must be a half-integer, i.e.,
xe ∈ {0, 1/2, 1}, ∀e. (21)
Furthermore, if we define the support graph of x as be the graph with vertex set [n] and edge set
{e : xe 6= 0}, then each connected component of the support graph of x must be one of the following
two cases: it is either
1. a cycle of at least three vertices with xe = 1 for all edges e in the cycle,
2. or consists of an even number of odd-sized cycles with xe = 1/2 for all edges e in the cycles
that are connected by paths of edges e with xe = 1. In this case, if we remove the edges in
the odd cycles, the resulting graph is a spanning disjoint set of paths formed by edges e with
xe = 1.
It turns out that, among the aforementioned characterizations of the vertices of the F2F polytope,
our analysis of the LP relaxation uses only the half-integrality property (21).
6Here the union of multisets is defined so that the multiplicity of each elements adds up. For example, {a, a, b} ∪
{a, b, c} = {a, a, a, b, b, c}.
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Figure 4: (a): The support graph of a fractional vertex x of the F2F polytope with n = 6. The
edges in the support graph of x∗ are highlighted in red. (b): The multigraph representation of
y = 2(x− x∗).
To capture the difference between a given vertex x and the true solution x∗, we use the following
multigraph representation: define y ∈ R(n2) by
y = 2(x− x∗), (22)
with ye = 2 (xe − x∗e) ∈ {0,±1,±2}. Define a multi-graph Gy whose adjacency matrix is |y| with
isolated vertices removed and each edge e is colored red if ye < 0 or blue if ye > 0. In particular,
the edge multiplicity of Gy is at most 2. Comparing to (18), the extra factor of 2 in (22) is to
ensure that y is still integral; as a consequence, Gy may be a multigraph with multiplicity 2 instead
of a simple graph. For any given bicolored multigraph F , we define its weight as
w(F ) ,
∑
blue e ∈ E(F )
we −
∑
red e ∈ E(F )
we ,
where the summation above includes all repeated copies of e in E(F ). Then w(Gy) = 〈w, x− x∗〉.
Hence, to prove that x∗ is the unique optimal solution to the LP program with high probability, it
reduces to showing that w(Gy) < 0 for all possible Gy constructed from the extremal point x 6= x∗
with high probability.
Instead of first calculating the probability of w(Gy) ≤ 0 and then taking a union bound on all
possible Gy, our proof crucially relies on a decomposition of Gy into some suitably defined simpler
graphs. In the next subsection, we will describe a family F∗ of graphs, and show that every possible
Gy can be decomposed as a union of graphs in F∗: Gy = ∪mi=1Fi with Fi ∈ F∗ for each 1 ≤ i ≤ m.
Since the multiplicity of e in E(Gy) is equal to the sum of multiplicities of e in E(Fi) over i ∈ [m],
it follows that
w(Gy) =
m∑
i=1
w(Fi).
Therefore, to show that w(Gy) < 0 for all possible Gy with high probability, it suffices to show
w(F ) < 0 for all graphs F in family F∗.
We remark that in the analysis of the 2F ILP in Section 4.2, we have y = x− x∗ as opposed to
y = 2(x − x∗) and thus Gy is a balanced simple graph. Consequently, we can simply decompose
Gy into its connected components which are connected, balanced simple graphs. In contrast, here
the decomposition of Gy as a multigraph is much more sophisticated due to the existence of double
edges. In particular, the weight of a double edge in F appears twice in w(F ) and hence its variance
is twice the total variance of two independent edge weight. For this reason, to control the deviation
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of w(F ) from its mean, it is essential to account for the contribution of double edges and single
edges separately, which, in turn, requires us to separate the double edges from single edges in our
decomposition.
5.3 Edge Decomposition
Our decomposition of Gy relies on the notion of balanced multigraph and alternating Eulerian
circuit. A bicolored multi-graph is balanced if for every vertex the number of red incident edges is
equal to the number of blue incident edges. Since x(δ(v)) = 2 and x∗(δ(v)) = 2 for every vertex v,
it follows that y(δ(v)) = 0 and thus Gy is balanced. As a result, the vertices in Gy all have even
degree (in fact, either 2, 4, 6 or 8). Therefore each connected component of Gy has an Eulerian
circuit. Recall that Eulerian circuit is alternating if the edges in the Eulerian circuit alternate in
colors. In view of Lemma 1, each connected component of Gy has an Eulerian circuit. In the
remainder, we suppress the subscript y in Gy whenever the context is clear.
Next, we describe a family F of graphs and show that G is a union of graphs in this family.
First, we need to introduce a few notations. For any pair of two vertices u, v in graph G, vertex
identification (also known as vertex contraction) produces a graph by removing all edges between
u, v and replacing u, v with a single vertex w incident to all edges formerly incident to either u or v.
When u and v are adjacent, i.e., sharing two endpoints of edge e, vertex identification specializes
to edge contraction of e and the resulting graph is denoted by G · e; visually, e shrinks to a vertex.
Note that edge contraction may introduce multi-edges. We define a stem as a path (v0, v1, . . . , vk−1)
for some k distinct vertices such that (vi−1, vi) is a double edge for all 1 ≤ i ≤ k and the double
edges alternate in colors. The two endpoints v0 and vk−1 of the stem are identified as the tips of
the stem. We say a tip of the stem is red if it is incident to the red double edge; otherwise we say
it is blue. Given a stem and an even cycle C0 consisting of only single edges of alternating colors,
we define the following blossoming procedure to connect the stem with C0: first contract any single
blue (red) edge in C0 to a vertex v and attached to v the stem by identifying v with a blue (red) tip
of the stem. The resulting graph known as flower has an alternating circuit and the contracted C0
is called blossom. The tip of the stem not incident to the blossom is called the tip of the flower. We
say a flower is red (blue) if its tip is red (blue). For example, a red flower are shown Fig. 5. Similar
notions of stem, flower, blossom were introduced in [Edm65b] in the context of simple graphs.
u v
Figure 5: A red flower consisting of a stem of 4 alternating double edges followed by a blossom of
5 single edges.
Then we introduce a family U of balanced graphs. We start with an even cycle G0 in alternating
colors. At each step t ≥ 1, construct a new balanced graph Gt from Gt−1 as follows. Fix any cycle
consisting of at least 4 edges in Gt−1. In this cycle, pick any edge and apply the following flowering
procedure: contract the red (blue) edge to one vertex w and attach to w a flower by identifying
w with the root of a blue (red) flower.7 Let U denote the collection of all graphs obtained from
applying the flowering procedure recursively for finitely many times. In particular, U includes all
7Since we allow contracting an edge incident to a stem, it is possible to have a vertex with multiple stems attached.
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even cycles in alternating colors. For example, the graph in Fig. 6 is in U which is obtained by
starting with a 10-cycle and applying the flowering procedure 4 times. By construction, any graph
H ∈ U must contain even ` ≥ 4 number of single edges.
C0
u2 v2
C2u1v1
C1
u4 v4
C4
u3v3
C3
Figure 6: Example of graph in family U
(10, 1)
6
6
(2, 3)
6
6
(2, 3)
(1, 3) (1, 8)
Figure 7: Tree representation of graph in Fig. 6.
Alternatively, note that each graph in the family U can be viewed as cycles interconnected by
stems. Thus, we can represent Gt using a tree Tt, whose nodes correspond to even cycles and links
corresponds to stems. Next we describe this enumeration scheme in details. Every node in the
tree represents a cycle in alternating colors, with a mark ` being the length of the cycle. The cycle
corresponding to the root node is assumed to have a fixed ordering of edges, and the root node
has an extra mark which is 1 if the color of the first edge in the corresponding cycle is blue and 0
otherwise. Every link (u, v) represents a stem consisting of only double edges of alternating colors
with mark (k, i), where k is the length of the stem, and i is the index of the contracted edge of the
parent vertex u. We start with tree T0 with a single root node corresponding to G0 = C0 with the
mark being the length of C0. At each step t ≥ 1, we view the flowering procedure as growing to a
new tree Tt as follows. For any vertex u in Tt−1 that corresponds to an alternating cycle C, a new
vertex v that corresponds to an alternating cycle C ′, and a stem, we connect u and v with a edge
corresponding to the stem. The edge is marked with (k, i), where k is the length of the stem, and
i is the index of the contracted edge in C. Then the edges in the alternating cycle C ′ is indexed
by 1, 2, . . . by starting from the contracted edge in C ′ and traversing C ′ in clockwise direction.
Finally, we need to introduce the notion of homomorphism between two bicolored multigraphs
H and F . There exist multiple definitions of homomorphism between multigraphs; here we follow
the convention in [Lov12, Section 5.2.1]. A node-and-edge homomorphism H → F is a pair of
vertex map φ : V (H) → V (F ) and bijective8 edge map ψ : E(H) → E(F ) such that if e ∈ E(H)
8Let A and B denote two multisets. Let A′ and B′ denote the set of distinct elements in A and B, respectively.
We say ψ : A→ B is bijective if ψ : A′ → B′ is bijective and for every element a ∈ A′, the multiplicity of a in A is the
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connects i and j, then ψ(e) connects φ(i) and φ(j) and has the same color as e. We say H is
homomorphic to F if such a node-to-edge homomorphism exists. By construction, an edge e is
incident to u in H if and only if ψ(e) is incident to φ(u) in F . Therefore, if H is homomorphic to
F , then they are either both balanced or both unbalanced. Moreover, since ψ is bijective, H → F
is edge-multiplicity preserving, i.e., the multiplicity of ψ(e) in E(F ) is the same as the multiplicity
of e in E(H). Hence, the number of double (single) edges in H and F are the same. Furthermore,
note that for two node-and-edge homomorphisms (φ, ψ) : H → F and (φ, ψ′) : H → F ′ with the
same vertex map φ, it holds that F = F ′. Hence, when the context is clear, we simply write
φ : H → F or φ(H) = F by suppressing the underlying edge map.
Let F denote the collection of all graphs F such that H → F for some H ∈ U . In particular,
F ⊇ U , and this inclusion is strict as the example in Fig. 8 shows. The next lemma shows that F
2
1
3
9
8
11
10
7
12
4
5
6
H
φ−−−→ 2
1
3
9
8
11
10
7
4
5
6
F
Figure 8: Example of a graph F in F but not in U . Here F is homomorphic to H ∈ U , where the
homomorphism φ maps both vertices 11 and 12 to 11.
includes all connected balanced simple graphs. This result serves as the base case of the induction
proof of the decomposition lemma.
Lemma 2. An alternating cycle is homomorphic to any connected balanced simple graph G with
equal number of edges. In particular, G ∈ F .
Proof. By Lemma 1, G has an Eulerian circuit T = (v0, v1, . . . , vm−1, vm = v0) of alternating
colors where m is the total number of edges in G and vertices vi’s may repeat. Let C denote any
alternating cycle with m edges. We write C = (u0, u1, . . . , um−1, um = u0) such that the edge
(u0, u1) has the same color as (v0, v1). Then we define a pair of vertex and edge map (φ, ψ) from
C to G such that φ(ui) = vi and ψ ((ui, ui+1)) = (vi, vi+1) for all 0 ≤ i ≤ m − 1. Since both G
and C are simple graphs, ψ : E(C)→ E(G) is bijective. Hence, (φ, ψ) : C → G is a node-and-edge
homomorphism and the conclusion follows.
In contrast to connected balanced simple graphs, if a balanced graph G contains double edges
then certainly no alternating cycle is homomorphic to G. What’s more, it is possible that G is not
homomorphic to any graph in the class U , i.e., G may not belong to F . See Fig. 9 for such an
example. Nevertheless, the next lemma shows that if G has edge multiplicity at most 2, then it
can be decomposed as a union of elements in F .
Lemma 3 (Decomposition). Every balanced multigraph G with edge multiplicity at most 2 can be
decomposed as a union of elements in F .
same as the multiplicity of ψ(a) in B. For example, if A = {a, a, b, c} and B = {x, x, y, z}. Let ψ(a) = x, ψ(b) = y,
and ψ(c) = z, then ψ : A→ B is bijective.
17
21
34
5
6
F
decompose−−−−−−−−→
21
34
2
3
5
6
F1 ∪ F2
Figure 9: Example of a graph F which is not in F , but can be decomposed as F = F1 ∪ F2 with
F1, F2 ∈ F .
Proof. It suffices to prove the lemma for the case where G is connected. By Lemma 1, G has an
Eulerian circuit T = (v0, v1, . . . , vm−1, vm = v0) of alternating colors where m is the total number
of edges and vertices vi may repeat. We proceed by induction on the number of double edges k in
G. If k = 0, G is simple. By Lemma 2, G ∈ F and thus the conclusion holds.
Suppose the conclusion holds for k ≥ 0, we aim to prove it also holds for k+1. We call a double
edge (u, v) bidirectional if the Eulerian circuit T traverses it twice in two different directions, i.e.,
there exists an s and t ≥ s + 3 such that (vs−1, vs) = (u, v) and (vt−1, vt) = (v, u). Similarly, we
call a double edge (u, v) unidirectional if T traverses it twice in the same direction. We divide our
induction into two cases according to whether there exists a unidirectional double edge.
Case 1: There exists at least one unidirectional double edge. Let (u, v) be an arbi-
trary unidirectional double edge. See Fig. 9 for an illustration. By definition, in the alternat-
ing Eulerian circuit T = (v0, v1, . . . , vm−1, v0), there must exist an s and t ≥ s + 3, such that
(vs−1, vs) = (vt−1, vt) = (u, v). Since T is alternating, it follows that T ′ , (vs−1, vs, . . . , vt−1) is
also an alternating circuit. Also define T − T ′ to be the resulting graph by deleting the edges in
the circuit T ′ from T , i.e.,
T − T ′ = (v0, v1, vs−1, vt, . . . , vm−1, v0) .
It follows that T −T ′ is also a circuit in alternating colors. Hence both T ′ and T −T ′ are balanced
multigraphs with edge multiplicity at most 2. Also, since the two edges connecting u and v appear
separately in T ′ and T − T ′, both T ′ and T − T ′ have at most k double edges. Applying the
induction hypothesis to each connected component of T ′ and T −T ′, we conclude that both T ′ and
T − T ′ can be decomposed as a union of elements in F . Hence, T can be decomposed as a union
of elements in F .
Case 2: All double edges are bidirectional. In this case, we pick an arbitrary bidirectional
double edge (u, v). In the Eulerian circuit T , we find a trail S of maximal length that contains
the double edge (u, v) and consists of only double edges in alternating colors (see Fig. 10). More
precisely, we find the smallest s and the largest t ≥ s+1 such that (vi−1, vi) all have edge multiplicity
2 for s ≤ i ≤ t, and (vi−1, vi) = (u, v) for some s ≤ i ≤ t, and there exists t′ ≥ t + 3 and s′ ≥ t′
such that
(vt′ , vt′+1, . . . , vs′−1) = (vt, vt−1, . . . , vs−1) ,
in which the Eulerian circuit T traverses S in two different directions.
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By the maximality of S, vt+1 and vt′−1 must be two distinct vertices. Since the Eulerian circuit
T has alternating colors, (vt, vt+1) and (vt′−1, vt′) must have the same color, and thus the circuit
R = (vt, vt+1, . . . , vt′ = vt)
must have an odd length. Entirely analogously, vs−2 and vs′ must be two distinct vertices, and
(vs−2, vs−1) and (vs′−1, vs′) must be of the same color; thus the circuit
L = (v0, . . . , vs−1, vs′ , . . . , vm−1, vm = v0)
must have an odd length. In particular, both L and R cannot be empty. Therefore we have
T = L ∪ S ∪R as shown in Fig. 10. We further consider two subcases according to whether L and
R share any edge or not.
vs′−1
vs−1
vt′
vt
vt+1
vt′−1
vs−2
vs′
RL
S
Figure 10: The decomposition T = L ∪ S ∪ R where L and R are circuits of alternating colors
shown in dashed lines
Case 2.1: E(L) ∩ E(R) 6= ∅. In this case, there exists a bidirectional double edge whose two
simple edges appear separately in E(L) and E(R). In particular, there exist p ∈ {t+ 1, . . . , t′} and
q ∈ {1, . . . , s− 1} ∪ {s′, . . . ,m} such that (vp−1, vp) = (vq, vq−1).
Define a circuit T ′ = (vs−1, . . . , vp−1, vq−1, vq−2, . . . , vs′−1) by first traversing S to R until reach-
ing vp−1 = vq and then traversing L in the reverse direction until reaching vs′−1 = vs−1. Note that
T ′ is an alternating circuit. It follows that both T ′ and T − T ′ are balanced multigraphs with edge
multiplicity at most 2. Moreover, for each double edge in S, its two simple edges appear separately
in T ′ and T − T ′. Thus, both T and T − T ′ have at most k double edges. Applying the induction
hypothesis to each connected component of T ′ and T −T ′, we conclude that both T ′ and T −T ′ can
be decomposed as a union of elements in F . Hence, T can be decomposed as a union of elements
in F .
Case 2.2: E(L) ∩ E(R) = ∅. In this case, T = L ∪ S ∪R is an edge-disjoint union.
Step 1. First we argue that, without loss of generality, we can and will assume that (vt, vt+1),
(vt′−1, vt′), (vs−2, vs−1), and (vs′−1, vs′) in Fig. 10 are all single edges. Below we only consider
(vt, vt+1). Suppose (vt, vt+1) is not a single edge. Then by assumption, it must be a bi-directional
double edge. Thus there exists a t′′ ∈ (t, t′) such that (vt′′−1, vt′′) = (vt+1, vt). Thus vt = vt′ = vt′′ .
Let T ′ = (v0, . . . , vt′′ , vt′+1, . . . , v0) and T − T ′ = (vt′′ , . . . , vt′) (cf. Fig. 11). Then T ′ is balanced
and thus T − T ′ is also balanced. Moreover, T − T ′ has at most k double edges. Applying the
induction hypothesis to each connected component of T − T ′, we conclude that T − T ′ can be
decomposed as a union of elements in F . Then it remains to show T ′ can be decomposed as a
union of elements in F . Note that in T ′ the trail of maximal length that contains the double edge
(u, v) is given by (vs−1, . . . , vt+1). Redefine S by including the double edge (vt, vt+1) and redefine
vt and R accordingly. Applying the above procedure in finitely many times ensures that (vt, vt+1)
becomes a single edge.
Step 2. Next we capitalize on the fact that T = L∪S ∪R is an edge-disjoint union to complete
the proof of the decomposition.
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vt
vt′′
vt−1
vt′+1
vt+1
vt′′−1
Figure 11: Example of the decomposition in Step 1 in Case 2.2. The highlighted circuit is T − T ′,
which needs to be decomposed so that the double edge (vt, vt+1) can be included in the stem S.
In R, we expand the vertex vt to an edge e = (ut, vt) whose color is different from the color of
edge (vt, vt+1). In particular, we add a distinct vertex ut and edge e, and reconnect vt′−1 from vt′
to ut. Let R
′ be the resulting circuit, i.e., R′ = (ut, vt, vt+1, . . . , vt′−1, ut). Then R′ is a circuit of
alternating colors. Hence R′ is a balanced multigraph with edge multiplicity at most 2. Moreover,
R′ has at most k double edges. Applying the induction hypothesis on each connected component
of R′, we conclude that R′ can be decomposed as a union of elements in F . In this union, denote
by P the element in F that contains the edge e. Since ut is only incident to vt and vt′−1, it follows
that P must also contain the edge (vt′−1, ut). Furthermore, since (vt′−1, vt′) is a single edge in R, it
follows that vt′−1 and vt are disconnected in P and thus e is contained in a cycle of length at least
4 in P . Let P · e be the resulting graph by contracting e in P to vertex vt.
Analogously, in L, we expand the vertex vs−1 to an edge e′ = (us−1, vs−1) whose color is different
from the color of edge (vs−2, vs−1). Let L′ be the resulting circuit, i.e.,
L′ = (v0, . . . , vs−2, us−1, vs−1, vs′ , . . . , vm−1, v0).
Then L′ is a circuit of alternating colors. By the same argument as in the case of R′, we get that
L′ can be decomposed as a union of elements in F . In this union, denote by Q the element in F
that contains the edge e′. Then e′ is contained in a cycle of length at least 4 in Q. Let Q · e′ be the
resulting graph by contracting e′ in Q to vertex vs−1.
To show T is an union of elements in F , it suffices to show that M , (Q · e′) ∪ S ∪ (P · e) ∈ F .
Note that vertices may repeat in S. Nevertheless, there exists a homomorphism (φS , ψS) such
that S0 → S for some stem S0. Let w′ denote an endpoint of S0 such that φS(w′) = vs−1 and
w denote the other endpoint of S0 such that φS(w) = vt. Moreover, since P ∈ F , it follows that
there exists a homomorphism (φP , ψP ) such that P0 → P for some P0 ∈ U . Similarly, there exists
a homomorphism (φQ, ψQ) such that Q0 → Q for some Q0 ∈ U . Note that e (resp. e′) is a simple
edge in P (resp. Q). Therefore, there exist simple edge e0 ∈ E(P0) and e′0 ∈ E(Q0)) such that
ψP (e0) = e and ψQ(e
′
0) = e
′. By the tree representation of graphs in U , P0 can be represented as a
tree I with vertex i corresponding to the cycle Ci that contains the edge e0. Entirely analogously,
Q0 can be represented as a tree J with vertex j corresponding to the cycle Cj that contains the edge
e′0. We form a new tree K by connecting vertex i and vertex j with an edge corresponding to stem
S0 and identifying the root vertex of I as the root vertex of K. In other words, let Q0 · e′0 denote
the graph obtained by contracting e′0 in Q0 to vertex w′, and P0 · e0 denote the graph obtained by
contracting e0 in P0 to vertex w. Note that e0 (resp. e
′
0) is contained in a cycle of length at least 4
in P0 (resp. Q0). Let M0 , (Q0 · e′0)∪S0 ∪ (P0 · e0). Then K is a tree representation of M0 starting
from a cycle represented by the root vertex of tree I and thus M0 ∈ U .
Finally, it remains to show that M0 is homomorphic to M . Since the vertex sets V (P0), V (Q0),
and V (S0) are disjoint, we can define a vertex map φ : V (M0)→ V (M) as follows: for any vertex
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v ∈ V (M0),
φ(v) =

φP (v) if v ∈ V (P0)
φQ(v) if v ∈ V (Q0)
φS(v) if v ∈ V (S0).
Moreover, since M0 = (Q0 · e′0)∪S0 ∪ (P0 · e0) is an edge-disjoint union, we can define an edge map
ψ : E(M0)→ E(M) as follows: for any edge e ∈ E(M0),
ψ(e) =

ψP (e) if e ∈ E (P0 · e0)
ψQ(e) if e ∈ E (Q0 · e′0)
ψS(e) if e ∈ E(S0).
By assumption, E(L)∩E(R) = ∅. Therefore, (Q · e′)∪S ∪ (P · e) is also an edge-disjoint union. As
a consequence, ψ : E(M0) → E(M) is bijective, and for any e ∈ E(M0), the multiplicity of ψ(e)
is the same as the multiplicity of e. Thus (φ, ψ) : M0 → M is a homomorphism. Hence, M ∈ F ,
concluding the proof.
For k ≥ 0 and ` ≥ 3, we define Uk,` ⊂ U as the bicolored balanced multigraphs H ∈ U with
k double edges and ` single edges. The following lemma upper bounds the number of unlabeled
graphs in Uk,`.
Lemma 4 (Enumeration of isomorphism classes). Let k ≥ 0 and even ` ≥ 4. Then the number of
unlabeled graphs in Uk,` is at most 17k4`.
Proof. If k = 0, then by Lemma 2, all graphs in U0,` are isomorphic to an alternating `-cycle.
Thus the number of unlabeled graphs in U0,` is 1. Hence the conclusion trivially holds. Next we
focus on the case where k ≥ 1. Note that if two unlabeled multigraphs in U have the same tree
representation, they must be the same. Hence it suffices to upper bound the number of possible
tree representations of multigraphs H ∈ Uk,`.
Fix a marked tree T of m vertices that is a tree representation of a multigraph H ∈ Uk,`. Since
k ≥ 1, it follows that 2 ≤ m ≤ k + 1. Starting with the root node, we order the nodes and links in
T via breadth first search. For i ∈ [m], let `i denote the length of the cycle represented by node i
and Si denote the set of indices of contracted edges in the cycle. For j ∈ [m− 1], let kj the length
of the stem represented by link j. Let c denote the extra mark of the root vertex. Note that from
{c, (`i, Si)mi=1, (kj)mj=1}, we can uniquely determine the marked tree T . In particular, `i determines
the mark of vertex i and kj determines the first mark of edge j. Moreover, Si determines the number
of children of node i and the second mark on every link connecting i to its child. Therefore, to
bound the number of all possible marked trees T , it suffices to bound the number of all possible
{c, (`i, Si)mi=1, (kj)m−1j=1 }. Note that
m∑
i=1
`i = `+ 2(m− 1),
m−1∑
j=1
kj = k.
Hence, the number of possible choices of sequences (`1, . . . , `m) is at most
(
`+2m−3
m−1
)
, and the number
of possible choices of sequences (k1, . . . , km−1) is at most
(
k−1
m−2
)
. Moreover, for each i, there are
at most 2`i different choices of Si. Hence, the number of all possible {c, (`i, Si)mi=1, (kj)mj=1} is at
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most 2`+2m−1
(
`+2m−1
m−1
)(
k−1
m−2
)
. Therefore, the number of possible tree representations of multigraphs
H ∈ Uk,` is at most
k+1∑
m=2
2`+2m−1
(
`+ 2m− 3
m− 1
)(
k − 1
m− 2
)
≤
k+1∑
m=2
2`+2m−12`+2m−3
(
k − 1
m− 2
)
= 22`+4
k+1∑
m=2
24(m−2)
(
k − 1
m− 2
)
≤ 22`+417k−1 ≤ 4`17k.
Define9
F∗ = {F ∈ F : V (F ) ⊂ [n] and |E(F )| ≤ 4n and for every red edge e ∈ E(F ), x∗e = 1 }.
Given H ∈ U , we say a homomorphism φ : H → F is compatible with x∗ if φ(H) ∈ F∗. Denote by
Φ∗H the set of all homomorphism φ : H → F that is compatible with x∗. Then
F∗ = {φ(H) : φ ∈ Φ∗H , H ∈ U} .
In the following, we upper bound the number of elements in Φ∗H for a given H ∈ U . We need to
set up a few notations. Let Hd and Hs denote the subgraph of H induced by all the double edges
and all the single edges, respectively. Then we have an edge-disjoint union H = Hd ∪ Hs. For a
vertex map φ ∈ Φ∗H , let φd and φs denote φ restricted to V (Hd) and V (Hs), respectively. Note
that φd(v) = φs(v) for all v ∈ V (Hd) ∩ V (Hs). We write φ = (φs, φd).
Lemma 5 (Enumeration of homomorphisms). Let k ≥ 0 and let ` ≥ 4 be an even integer. Fix a
bicolored balanced multigraph H ∈ Uk,`.
• There exists an integer 0 ≤ r ≤ `/2 such that
log |Φ∗Hd | ≤
1
2
(k + r) log(2n), (23)
where
Φ∗Hd , {φd : ∃φs, s.t. (φd, φs) ∈ Φ∗H} ;
• For any fixed vertex map φd : V (Hd)→ [n],
log |{φs : (φs, φd) ∈ Φ∗H}| ≤ (`/2− r) log n+ (`/2 + k) log 2. (24)
Proof. Let n0 denote the number of stems and m0 denote the number of distinct vertices that are
tips of some stem in H. Then n0 ≤ k and m0 ≤ 2n0. Recall that in the tree representation of H,
each link corresponds to a stem in H and each node corresponds to a cycle. Hence, there are n0 +1
nodes in the tree. Each cycle after contraction will have at least 3 single edges in H, and thus the
total number of single edges ` ≥ 3(n0 + 1).
We will use the following crucial property in enumerating the vertex maps φ : V (H)→ [n] that
are compatible with x∗. Given a red edge (u, v), φ(u) and φ(v) must be neighbors in the cycle
corresponding to x∗. Therefore, once the label φ(u) is fixed, there are at most two different choices
9The constraint that |E(F )| ≤ 4n is due to the fact that, for any vertex x of the F2F polytope, the multigraph
Gy obtained from y = 2(x− x∗) has maximal degree at most 8.
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for φ(v). For every vertex in H, we will assign a mark in a certain order such that the mark on a
vertex is an upper bound on the number of choices of its labeling given the labelings of previous
vertices. In particular, for every red edge (u, v), if one endpoint has been assigned a mark before
the other endpoint, then we assign mark 2 to the other endpoint.
First, we count the vertex maps for double edges φd : V (Hd) → [n] that are compatible with
x∗. Fix a stem S = (v0, . . . , vs) of s double edges in alternating colors. We sequentially choose the
vertex labelings from v0 to vs. We distinguish three types of stems.
Type 1: Both tips are red. In this case, the number of different values of φd(vi) given (φd(v0), . . . , φd(vi−1))
is at most n for even i and 2 for odd i. See Fig. 12(a).
Type 2: The two tips have different colors. Without loss of generality, assume (v0, v1) is a red
double edge. Again the number of choices of φd(vi) given (φd(v0), . . . , φd(vi−1)) is at most
n for even i and 2 for odd i. See Fig. 12(b).
Type 3: Both tips are blue. In this case, the number of choices of φd(v0) is at most n, and the
remaining part of stem (v1, . . . , vs) is of Type II. Thus, for i ≥ 1, the number of possible
maps φd(vi) is given (φd(v0), . . . , φd(vi−1)) at most n for odd i and 2 for even i. See
Fig. 12(c).
In summary, the number of possible vertex labelings for a stem of length s of Type i is at most
n
s+i
2 2
s+2−i
2 , i = 1, 2, 3.
n 2 n 2
(a) Type 1.
n 2 n 2 n
(b) Type 2.
n n 2 n
(c) Type 3.
Figure 12: Three types of stems. The number on each vertex shows the number of different choices
for its labeling under φd.
Suppose in H there are ni stems of Type i, for i = 1, 2, 3. Then the total number of different
vertex maps for Hd is at most
n(k+n1+2n2+3n3)/22(k+n1−n3)/2
This bound can be further improved by taking into account the fact that some of the tips are either
identical or connected by a red single edge. In the following we give a tighter upper bound by
incorporating these constraints.
Let `r and `b (resp. kr and kb) denote the number of red and blue single (resp. double) edges
in H respectively. Then we have kr + kb = k and kr − kb = n1 − n3. Hence,
kr =
1
2
(k + n1 − n3), kb = 1
2
(k − n1 + n3). (25)
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Analogously, `r + `b = ` and 2kr + `r = 2kb + `b by the balancedness of H. Hence,
`r =
`
2
− n1 + n3, `b = `
2
+ n1 − n3. (26)
Moreover, the number of red (resp. blue) tips is 2n1+n2 (resp. n2+2n3). To count the total number
of vertex maps for Hd, it suffices to count the labelings of tip and non-tip vertices separately. We
will count the labelings sequentially: first for tip vertices and then for non-tip vertices.
Tips. Without loss of generality, we assume there is no cycle in H consisting of only red single
edges. Suppose, for the sake of contradiction, there is a cycle (u0, . . . , u`1−1, u0) consisting of `1
red single edges. By the construction of U , each vertex is attached to at least one flower. For any
homomorphism φ : H → F , (u0, . . . , u`1−1, u0) is mapped to the ground truth cycle x∗. Therefore
`1 = n. A flower has at least 5 edges. Therefore, the total number of edges (counting with
multiplicity) in E(F ) is at least n + 5n = 6n, and thus φ is not compatible with x∗ by definition.
Therefore, there is no homomorphism H → F compatible with x∗.
In a given cycle of H, we define a red path to be a maximal path consisting of all red single
edges. We define a vertex as a red path of length 0, if it is incident to two blue single edges in H.
Then all cycles in H are segmented by blue single edges into a total of `b red paths (cf. Fig. 13 for
an illustration). We distinguish two types of red paths depending on whether it is incident to a
double edge or not:
Type I: The red path is not incident to any double edge. In this case, the red path must consist
of only one red single edge.
Type II: The red path is incident to at least one double edge. In this case, at least one of the
vertex in the path is a tip of some stem.
To count the vertex maps for tips of stems, it suffices to focus on red paths of Type II. Note
that two red paths of Type II may be connected by a stem consisting of only one red double edge.
To account for the total number of constraints induced by red paths, let n4 denote the total number
of red paths of Type II and let m1 denotes the total number of stems consisting of one red double
edge. Define a graph whose vertices are red paths of Type II, and two red paths are connected if
they are connected by a one red double edge. By definition of the tree representation, such a graph
must be a forest; thus the number of connected components therein is n4−m1. Call each connected
component a red component. The key observation is that, for each red component, once we fix the
labeling for a given vertex in it, any remaining vertex has at most 2 labelings. Moreover, each
red component must contain at least one vertex as the tip of some stem, and each tip is contained
in some red component. Therefore, we can assign marks to tips in two steps: First, for each red
component, pick an arbitrary tip and assign a mark n to it; next, we assign mark 2 to each of the
remaining tips. Since there are n4−m1 red component, there are in total n4−m1 tips having mark
n.
Non-tips. Given the labeling of tips, we count the labeling of non-tips. Note that each non-tip
vertex u is incident to at least one red double edge. Consider two cases separately:
• If the red double edge is incident to a tip, since the labeling of tips have been assigned, there
are at most 2 possible labelings for u. Hence we assign a mark 2 to vertex u.
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C1
C2
C3
Figure 13: Three cycles with attached double edges in H. There are one red path with length 2
of type II in cycle C1. There are three red paths in cycle C2: one with length 1 of type I, one
with length 0 and the other of length 3 both of type II. There are two red paths in cycle C3: one
with length 1 of type I and the other with length 1 of type II. In total, there are 2 red components
formed by 4 red paths of type II: one formed by the red path in cycle C1 and the red path with
length 0 in cycle C2, and the other formed by the red path with length 3 in cycle C2 and the red
path with length 1 of type II in cycle C3.
• If the red double edge is in the interior of the stem, i.e., not incident to any tip, we assign
mark n to one of its endpoint and mark 2 to the other endpoint. Recall that m1 denotes the
number of stems consisting of only one red double edge. Then there are exactly
kr − 2(n1 −m1)− n2 −m1 = kr − 2n1 − n2 +m1
number of red double edges in the interior of the stems.
By now we have assigned marks – either n or 2 – to every vertex in Hd. Once we multiply all
the marks together, we obtain an upper bound on the number of vertex maps φd for Hd. Recall
that the total number of stems is n0 = n1 + n2 + n3 and m0 denotes the number of distinct tip
vertices in H. Then in total there are k − n0 + m0 vertices in Hd. Recall that there are n4 −m1
marks of n assigned to tips and kr−2n1−n2 +m1 marks of n assigned to non-tips. Hence, in total
we have kr − 2n1 − n2 + n4 marks of n. The rest of marks all take values 2. In view of (25), we
have
kr − 2n1 − n2 + n4 = 1
2
(k + n1 − n3)− 2n1 − n2 + n4 = 1
2
(k − 3n1 − 2n2 − n3 + 2n4) .
Therefore,
log |{φd : φ ∈ Φ∗H}| ≤
1
2
(k − 3n1 − 2n2 − n3 + 2n4) log(n/2) + (k − n0 +m0) log 2. (27)
Next, we fix a vertex map φd for Hd and count all the possible vertex maps for Hs that are
compatible with x∗. To this end, a key observation is that it suffices to count the possible labelings
for the endpoints of red single edges in Hs. Indeed, for any vertex u not incident to any red single
edges, by the balancedness and connectedness of H, u must be incident to at least one red double
edge, which has been accounted for by φd.
For each red path of Type I, it consists of only one red single edge and thus we assign mark n
to one of its endpoint and 2 to its other endpoint. For each red path of Type II, since it contains
at least one tip whose vertex map has already been fixed by the vertex map for double edges, each
of its other vertex has at most 2 different vertex maps. Hence, we assign mark 2 to every vertex
other than tips in the red path.
Recall that there are `b − n4 red paths of Type I. Hence the total number of marks of value n,
in view of (26), is
`b − n4 = `
2
+ n1 − n3 − n4.
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The rest of marks are 2. Recall that m0 denotes the total number of distinct tip vertices in H, and
each tip is incident to at least one single edge. Note that there are in total ` vertices in Hs. Thus
m0 of them are tips. Hence, there are ` −m0 vertices in Hs we need to assign marks to and thus
the total number of marks of 2 in Hs is at most `−m0 − (`b − n4). In total, we have
log |{φs : (φs, φd) ∈ Φ∗H}| ≤ (`/2 + n1 − n3 − n4) log(n/2) + (`−m0) log 2
= (`/2− r) log n+ (`/2−m0 + r) log 2, (28)
where we defined
r , n3 + n4 − n1.
Furthermore, recall that n0 denotes the total number of stems. Note that n4 ≤ m0 ≤ 2n0,
because every red path of Type II must contain at least one tip, and each stem has at most 2 tip
vertices that are distinct from the tip vertices of the other stems. Using n0 = n1 + n2 + n3 and
n4 ≤ 2n0, we get that r ≥ −3n1 − 2n2 − n3 + 2n4. In view of (27), we have
log |{φd : φ ∈ Φ∗H}| ≤
1
2
(k + r) log(n/2) + (k − n0 +m0) log 2
=
1
2
(k + r) log n+
1
2
(k − r − 2n0 + 2m0) log 2
≤ 1
2
(k + r) log n+
1
2
(k − r +m0) log 2, (29)
where the last inequality holds because m0 ≤ 2n0.
Next we show that m0/2 ≤ r ≤ min{`/2,m0 +n0}. Indeed, by definition, we have r ≤ n3 +n4 ≤
n0 + m0. Since 0 ≤ `b − n4 = `/2 − r, it follows that r ≤ `/2. Furthermore, for any red path of
Type I, it consists of precisely one red single edge, where neither of the two endpoints is a tip. Thus
`−m0 ≥ 2(`b − n4). Recall that `b − n4 = `/2 + n1 − n3 − n4 = `/2− r. It follows that r ≥ m0/2.
Finally, the desired (23) follows from (29) in view of m0/2 ≤ r and the desired (24) follows from
(28) in view of r ≤ m0 + n0 ≤ m0 + k.
5.4 Proof of Theorem 1
We prove that if
α− log n ≥ 16 log 17, (30)
then
min
x∗
P {x̂F2F = x∗} ≥ 1− 8 exp (−(α− log n)/8) . (31)
Then Theorem 1 readily follows by taking α− log n→ +∞. By Lemma 3,
Gy =
m⋃
i=1
Fi, Fi ∈ F
for each 1 ≤ i ≤ m and some finite m. Note that for each red edge e in Gy, x∗e = 1. Therefore,
Fi ∈ F∗. Thus, to prove (31), it suffices to show
P
{
max
F∈F∗
w(F ) < 0
}
≥ 1− 8 exp (−(α− log n)/8) . (32)
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Fix k ≥ 0 and ` ≥ 4, define
F∗k,` =
{
F ∈ F∗ : E(F ) consists of k double edges and ` single edges }.
Then
F∗k,` = {φ(H) : H ∈ Uk,` and φ ∈ Φ∗H} (33)
and
F∗ =
⋃
k≥0
⋃
`≥4
F∗k,`.
In view of (33), we have
max
F∈F∗k,`
w(F ) = max
H∈Uk,`
max
φ∈Φ∗H
w(φ(H)) (34)
We first show a high-probability bound to the inner maximum for a given H ∈ Uk,`. Since maxi-
mizing over φ is equivalent to first maximizing over φd and then maximizing over φs for a fixed φd,
it follows that
max
φ∈Φ∗H
w(φ(H)) = max
φd∈Φ∗Hd
(
w (φd(Hd)) + max
φs:(φd,φs)∈Φ∗H
w (φs(Hs))
)
.
Recall that Xi’s and Yi’s are two independent sequences of random variables, where Xi’s are
i.i.d. copies of dP/dQ under distribution P and Yi’s are i.i.d. copies of dP/dQ under distribution
Q. Recall that `r and `b (resp. kr and kb) denote the number of red and blue single (resp. double)
edges in H respectively. Let δ = kb − kr = (`r − `b)/2. Then δ ≤ min{k, `/2}. In view of (25) and
(26), for a fixed φd,
w (φd(Hd))
d
= 2
(k+δ)/2∑
i=1
Yi −
(k−δ)/2∑
i=1
Xi

and for a fixed φs,
w (φs(Hs))
d
=
`/2−δ∑
i=1
Yi −
`/2+δ∑
i=1
Xi ,
where
d
= denotes equality in distribution. Moreover, for a fixed φd, w(φd(Hd)) is the sum of the
weights on double edges, which is independent of the collection of w (φs(Hs)) ranging over all
possible φs such that (φs, φd) ∈ Φ∗H .
Recall from Lemma 5 that there exists an integer 0 ≤ r ≤ `/2 such that
log |Φ∗Hd | ≤
1
2
(k + r) log(2n),
log |{φs : (φs, φd) ∈ Φ∗H}| ≤ (`/2− r) log n+ (k + `/2) log 2.
Invoking the large deviation bound Lemma 7 in Appendix B with s = (k− δ)/2, t = `/2− δ, u = δ,
and v = r − δ, and noting that
s+ u+ v/2 = (k + r)/2
t− v = `/2− r
s+ t+ u− v/2 = (k + `− r)/2 ≥ k/2 + `/4,
27
and (30), we get
P
{
max
φ∈Φ∗H
w(φ(H)) ≥ 0
}
≤ 5 exp (−(α− log n)(k/8 + `/16)) . (35)
It follows that
P
{
max
F∈F∗k,`
w(F ) ≥ 0
}
(a)
≤ 5|Uk,`| exp (−(α− log n)(k/8 + `/16))
(b)
≤ 5× 17k4` exp (−(α− log n)(k/8 + `/16))
(c)
≤ 5 exp (−(α− log n)(k/16 + `/32)) ,
where (a) follows from union bound; (b) follows from Lemma 4; (c) holds because α − log n ≥
16 log 17 by assumption (30). Taking another union bound over k ≥ 0 and ` ≥ 4, we get
P
{
max
F∈F∗
w(F ) ≥ 0
}
= P
{
max
k≥0,`≥4
max
F∈F∗k,`
w(F ) ≥ 0
}
≤
∑
k≥0
∑
`≥4
P
{
max
F∈F∗k,`
w(F ) ≥ 0
}
≤ 5
∑
k≥0
∑
`≥4
exp (−(α− log n)(k/16 + `/32))
≤ 5
1− e−(α−logn)/8
e−(α−logn)/8
1− e−(α−logn)/32
≤ 5
1− 1/17
e−(α−logn)/8
1− 1/4 ≤ 8e
−(α−logn)/8.
Therefore, we arrive at the desired (32), completing the proof of Theorem 1.
6 Information-theoretic Necessary Conditions
We first present a general necessary condition needed for any algorithm to succeed in recovering
the hidden Hamiltonian cycle with high probability. Recall that X and Y are two independent
random variables distributed as the log likelihood ratio log(dP/dQ) under P and Q, respectively.
Theorem 2 (Information-theoretic conditions). If there exists a sequence of estimators Ĉ such
that minC∗ P{Ĉ = C∗} → 1 as n→∞, then
sup
τ∈R
{logP {X ≤ τ}+ logP {Y ≥ τ}}+ log n ≤ O(1). (36)
Next, we state a regularity assumption on P and Q under which it immediately follows from
Theorem 2 that αn ≥ (1 + o(1)) log n is necessary information-theoretically, thereby establishing
the optimality of F2F LP.
Assumption 1.
sup
τ∈R
{logP {X ≤ τ}+ logP {Y ≥ τ}} ≥ − (1 + o(1))αn + o(log n).
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Corollary 1. Suppose Assumption 1 holds. If there exists a sequence of estimators Ĉ such that
minC∗ P{Ĉ = C∗} → 1 as n→∞, then
αn ≥ (1 + o(1)) log n. (37)
Assumption 1 is very general and fulfilled when the weight distributions are either Poisson,
Gaussian or Bernoulli as the following result shows (see Appendix C for a proof):
Lemma 6. Assumption 1 holds in the Gaussian case with P = N (µ, 1) and Q = N (0, 1), the
Poisson case with P = Pois(λ) and Q = Pois(µ) for for λ ≥ µ such that
log(λµ) = o
(
(
√
λ−√µ)2
)
+ o(log n),
and the Bernoulli case with P = Bern(p) and Q = Bern(q) for p ≥ q.
Let us now explain the intuition behind Assumption 1: Denote the log moment generating
function of X and Y as
ψP (θ) = logE[eθX ], ψQ(θ) = logE[eθY ] = ψP (θ − 1). (38)
Denote the Legendre transform of ψP and ψQ as
EP (τ) = sup
θ≥0
{−θτ − ψP (−θ)} , EQ(τ) = sup
θ≥0
{θτ − ψQ(θ)} . (39)
Then Chernoff’s inequality gives the following large deviation bounds: for any τ ∈ R,
P {X ≤ τ} ≤ exp (−EP (τ)) , P {Y ≥ τ} ≤ exp (−EQ(τ)) , (40)
Therefore,
sup
τ∈R
{logP {X ≤ τ}+ logP {Y ≥ τ}} ≤ − inf
τ∈R
{EP (τ) + EQ(τ)} .
The infimum on the right-hand side is in fact equal to αn. Indeed,
inf
τ∈R
EP (τ) + EQ(τ) = inf
τ∈R
sup
θ1,θ2≥0
{−θ1τ − ψP (−θ1) + θ2τ − ψQ(θ2)}
≥ sup
θ1,θ2≥0
{
inf
τ∈R
(θ2 − θ1)τ − ψP (−θ1)− ψQ(θ2)
}
= sup
θ≥0
{−ψP (−θ)− ψQ(θ)}
= − ψP (−1/2)− ψQ(1/2) = −2 log
∫ √
dPdQ = αn,
and the infimum over τ is in fact achieved by
τ∗ = ψ′P (−1/2) = ψ′Q (1/2) ,
so that EP (τ
∗) + EQ (τ∗) = αn. Hence,
sup
τ∈R
{logP {X ≤ τ}+ logP {Y ≥ τ}} ≤ −EP (τ∗)− EQ (τ∗) = −αn.
Therefore, the point of Assumption 1 is to require that the large deviation exponents in Chernoff’s
inequalities (40) are asymptotically tight, so that we can reverse the Chernoff bound in the lower
bound proof.
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Proof of Theorem 2. To lower bound the worst-case probability of error, consider the Bayesian
setting where C∗ is drawn uniformly at random from all possible Hamiltonian cycles of G. Since
the prior distribution of C∗ is uniform, the ML estimator minimizes the error probability among all
estimators. Thus, without loss of generality, we can assume the estimator Ĉ used is ĈML and the
true Hamiltonian cycle C∗ is given by (1, 2, . . . , n, 1). Hence, by assumption P{ĈML = C∗} → 1.
Recall that the ML estimator is equivalent to finding a Hamiltonian cycle of the maximum
weight. Given a Hamiltonian cycle x, define the simple graph Gx with bicolored edge whose
adjacency matrix is |x − x∗| and each edge is colored in red if (x − x∗)e = −1 and in blue if
(x − x∗)e = +1. Also, each edge e has a weight we(x − x∗)e and hence w(Gx) = 〈w, x− x∗〉 .
Note that if Gx is a 4-cycle of alternating colors given by (i, i + 1, j + 1, j, i), then x corresponds
to a Hamiltonian cycle constructed by deleting edges (i, i + 1), (j, j + 1) in C∗ and adding edges
(i, j), (i+ 1, j + 1) (see Fig. 14 for an illustration). Let D denote the set of all possible 4-cycles of
alternating colors given by (i, i+ 1, j + 1, j). Then |D| = n(n− 3)/2, because for a given i, j have
(n− 3) choices except i− 1, i, i+ 1.
i i+ 1
j + 1 j
i i+ 1
j j + 1
Figure 14: The cycle (1, 2, . . . , i, j, j − 1, . . . , i+ 1, j + 1, j + 2, . . . , n) and the corresponding graph
Gx as a four-cycle.
Define
S =
∑
D∈D
1{w(D)≤0}.
If S > 0, then there exists a Hamiltonian cycle x 6= x∗ whose weight is at least as large as the weight
of C∗; hence the likelihood function has at least two maximizers, which in turn implies the probabil-
ity of exact recovery by ML estimator is at most 1/2. Therefore, 12P {S > 0} ≤ P {ML fails} = o(1).
As a consequence, P {S = 0} → 1.
To explain the intuition, suppose w(D) are mutually independent for all D ∈ D. Then
P {S = 0} = P {∀D ∈ D, w(D) > 0}
=
∏
D∈D
P {w(D) < 0}
(a)
= (1− P {Y1 + Y2 −X1 −X2 ≥ 0})|D|
≤ exp (−|D|P {Y1 + Y2 −X1 −X2 ≥ 0})
where (a) holds because w(D) has the same distribution as Y1 +Y2−X1−X2 and the last inequality
holds in view of 1− x ≤ e−x. In view of P {S = 0} → 1, it follows from the last displayed equation
that
log |D|+ logP {Y1 + Y2 −X1 −X2 ≥ 0} → −∞.
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Furthermore, for any τ ∈ R, we have
logP {Y1 + Y2 −X1 −X2 ≥ 0} ≥ log (P {Y1 ≥ τ}P {Y2 ≥ τ}P {X1 ≤ τ}P {X2 ≤ τ})
= 2 logP {Y ≥ τ}+ 2 logP {X ≤ τ} .
Combining the last two displayed equation and recalling that |D| = n(n − 3)/2, we immediately
get that
logP {Y ≥ τ}+ logP {X ≤ τ}+ log n→ −∞,
Taking the supremum over τ ∈ R of the last displayed equation yields the desired (36).
However, w(D) and w(D′) are dependent if D and D′ share edges. To deal with this dependency,
we focus on a subset of D. In particular, for any τ ∈ R, define
I = {odd i : wi,i+1 ≤ τ}
and
J = {(i, j) ∈ I × I : i 6= j, wi,j + wi+1,j+1 ≥ 2τ} .
Then for any (i, j) ∈ J , the alternating 4-cycle given by (i, i+ 1, j + 1, j, i) belongs to D and has a
non-positive weight. Hence, |J | ≤ S and thus P {|J | = 0} ≥ P {S = 0} → 1.
Note that wi,i+1 has the same distribution as X. Thus for any τ ∈ R,
P {wi,i+1 ≤ τ} = P {X ≤ τ} , p.
Also, wi,i+1 are mutually independent for different i. Thus |I| ∼ Binom(dn/2e, p). By the Chernoff’s
bound for binomial distribution,
P {|I| ≤ np/4} ≤ exp (−np/8) .
Thus,
P {|J | = 0} ≤ P {|J | = 0, |I| > np/4}+ P {|I| ≤ np/4} ≤ P {|J | = 0 | |I| > np/4}+ exp (−np/8) .
Let q , P {Y ≥ τ} . Then P {Y1 + Y2 ≥ 2τ} ≥ P {Y1 ≥ τ}P {Y2 ≥ τ} = q2 and hence
P {|J | = 0 | |I| > np/4} = P{∀i < j ∈ I, w(i,j) + w(i+1,j+1) < 2τ | |I| > np/4}
(a)
≤ (1− q2)(np/42 ) ≤ e−q2(np/42 ),
where (a) holds because conditional on I, w(i,j) +w(i+1,j+1) are i.i.d. copies of Y1 + Y2. Combining
the last three displayed equations yields that
P {|J | = 0} ≤ e−q2(np/42 ) + e−np/8. (41)
Recall that P {|J | = 0} → 1. It follows that
e−q
2(np/42 ) + e−np/8 ≥ 1 + o(1). (42)
Hence, log n+ log p+ log q ≤ O(1), or equivalently,
logP {X ≤ τ}+ logP {Y ≥ τ}+ log n ≤ O(1).
Taking the supremum over τ ∈ R of the last displayed equation yields the desired (36).
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7 Reduction between Hamiltonian Cycle and Hamiltonian Path
In this section, we extend our results to the hidden Hamiltonian path model. As opposed to
Definition 1, G is a randomly weighted, undirected complete graph with a hidden Hamiltonian
path H∗ such that every edge has an independent weight drawn from P if it is on H∗ and from Q
otherwise.
The following theorem shows that the information-theoretic limits of hidden Hamiltonian cycle
and path models coincide.
Theorem 3. Consider the ML estimator ĤML ∈ arg minH∈Hw(H), where H denotes the set of all
possible Hamiltonian paths in graph G and w(H) denote the total weights on the Hamiltonian path
H. If
αn − log n→ +∞,
i.e., (9) holds, then minH∗∈H P{ĤML = H∗} → 1 as n→∞.
Conversely, suppose Assumption 1 holds. If there exists a sequence of estimators Ĥ such that
minH∗∈H P{Ĥ = H∗} → 1 as n→∞, then
αn ≥ (1 + o(1)) log n,
i.e., (37) holds.
Proof. We first prove the sufficiency part. We abbreviate the ML estimator ĤML as Ĥ. Let
L = |H∗ \ Ĥ|. Since |H∗| = |Ĥ| = n − 1, it follows that 0 ≤ L ≤ n − 1 and |H∗∆Ĥ| = 2L. To
prove the theorem, it suffices to show that P {L ≥ 1} = o(1). For any 1 ≤ ` ≤ n− 1,
{L = `} ⊂ {∃ Hamiltonian path H : |H∗ \H| = `, w(H∗) < w(H)}.
Note that for each fixed H ∈ Hn with |H∗ \H| = `,
w(H)− w(H∗) d=
∑`
i=1
Yi −
∑`
i=1
Xi,
where {Xi} and {Yi} are independent and iid copies of the log likelihood ratio log(dP/dQ) under
P and Q, respectively. Also, there are at most
(
n−1
`
)
2`+1(` + 1)! different choices of Hamiltonian
paths H with |H∗ \H| = `. To see this, note that there are at most (n−1` ) different choices of edges
in H∗ \H. For each such choice, there are at most `+ 1 disjoint paths in H∗ ∩H; thus there are at
most 2`+1 different orientations of these paths, and at most (`+ 1)! different permutations of these
paths.
Applying union bound gives that
P {L = `} ≤
(
n− 1
`
)
2`+1(`+ 1)! × P
{∑`
i=1
Yi −
∑`
i=1
Xi < 0
}
≤ n`2`+1(`+ 1)e−`α ≤ e−ω(`),
where the second inequality follows due to
(
n−1
`
)
(`+1)! ≤ n`(`+1) and Lemma 7; the last inequality
follows from the assumption (9). Therefore,
P {L ≥ 1} =
n−1∑
`=1
P {L = `} ≤
n−1∑
`=1
e−ω(`) = e−ω(1),
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completing the proof for sufficiency part.
Next we show the necessity part. To lower bound the worst-case probability of error, consider
the Bayesian setting where H∗ is uniformly chosen among all possible Hamiltonian paths of G. Since
the ML estimator minimizes the error probability among all estimators, without loss of generality,
we can assume the estimator Ĥ used is ĤML and the true Hamiltonian path H
∗ is given by
(1, 2, . . . , n). Hence, by assumption P
{
ĤML = H
∗
}
→ 1. Note that under the hidden Hamiltonian
path model, the ML estimator is equivalent to finding the maximum weighted Hamiltonian path.
For i ∈ {2, . . . , n− 1}, define the event that
Ei = {w1,i+1 ≥ wi,i+1}.
Let F = ∪n−1i=2 Ei, which implies the existence of vertex i such that the total weight of the Hamiltonian
path H∗ \ {(i, i + 1)} ∪ {(1, i + 1)} is at least as large as the total weight of H∗. Hence, on F ,
the likelihood function has at least two maximizers, which in turn implies the probability of exact
recovery by ML estimator is at most 1/2. Hence 12P {F} ≤ P {ML fails} = o(1). As a consequence,
P {Fc} → 1. Note that
P {Fc} (a)=
n−1∏
i=2
P {Eci }
(b)
= (1− P {X ≤ Y })n−2
(c)
≤ exp (−(n− 2)P {X ≤ Y })
where (a) holds due the independence among Ei; (b) holds because P {Ei} = P {X < Y }; (c) follows
due to 1 + x ≤ ex for all x ∈ R. It follows that
log n+ logP {X ≤ Y } = o(1).
Note that
logP {X ≤ Y } ≥ sup
τ∈R
{logP {X ≤ τ}+ logP {Y ≥ τ}}
≥ − (1 + o(1))α+ o(log n),
where the last inequality is exactly Assumption 1. Combining the last two displayed equations
yields that α ≥ (1 + o(1)) log n.
Next, we show that given a polynomial-time estimator which achieves exact recovery in one
model, one can construct another polynomial-time estimator which achieves exact recovery for the
other model whenever it is information-theoretically possible.
Algorithm 1 gives a procedure to construct a polynomial-time estimator of Hamiltonian path
given a polynomial-time estimator of Hamiltonian cycle.
Similarly, Algorithm 2 gives a procedure to construct a polynomial-time estimator of Hamilto-
nian cycle given a polynomial-time estimator of Hamiltonian path.
Theorem 4. Given an estimator Ĉ(G) with time complexity O(Tn) such that P{Ĉ = C∗} → 1 as
n→∞ under the hidden Hamiltonian cycle model. Let Ĥ(G) denote the output of Algorithm 1 with
input Ĉ(G). Then Ĥ(G) has time complexity O(n2Tn). Moreover, under the hidden Hamiltonian
path model if P{ĤML = H∗} → 1 as n→∞, then P{Ĥ = H∗} → 1.
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Algorithm 1 From Hamiltonian cycle estimator to Hamiltonian path estimator
1: Input: Graph G, an estimator Ĉ(G) of Hamiltonian cycle in G.
2: Output: An estimator Ĥ(G) of Hamiltonian path in G.
3: Generate a random variable W ∼ P.
4: For every edge e = (i, j) in G, construct a weighted graph Ge by replacing the edge weight on
e in G by W . If Ĉ (Ge) is a Hamiltonian cycle containing e, let Ĥe denote the Hamiltonian
path by deleting edge e from Ĉ (Ge); otherwise, let Ĥe = ∅.
5: Output
Ĥ ∈ arg min
e:Ĥe 6=∅
w
(
Ĥe
)
,
where w
(
Ĥe
)
denotes the sum of log likelihood weights on edges in Ĥe.
Algorithm 2 From Hamiltonian path estimator to Hamiltonian cycle estimator
1: Input: Graph G, an estimator Ĥ(G) of Hamiltonian path in G.
2: Output: An estimator Ĉ(G) of Hamiltonian cycle in G.
3: Generate a random variable W ∼ Q.
4: For every edge e = (i, j) in G, construct a weighted graph Ge by replacing the edge weight
on e in G by W . If Ĥ (Ge) is a Hamiltonian path connecting vertices i, j, let Ĉe denote the
Hamiltonian cycle by adding edge e in Ĥ (Ge); otherwise, let Ĉe = ∅.
5: Output
Ĉ ∈ arg min
e:Ĉe 6=∅
w
(
Ĉe
)
,
where w
(
Ĉe
)
denotes the sum of log likelihood weights on edges in Ĉe.
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Conversely, given an estimator Ĥ(G) with time complexity O(Tn) such that P{Ĥ = H∗} → 1 as
n→∞ under the hidden Hamiltonian path model. Let Ĉ(G) denote the output of Algorithm 2 with
input Ĥ(G). Then Ĉ(G) has time complexity O(n2Tn). Moreover, under the hidden Hamiltonian
cycle model if P{ĈML = C∗} → 1 as n→∞, then P{Ĉ = C∗} → 1.
Proof. By construction in Algorithm 1, the time complexity of Ĥ(G) is O(n2Tn). We show that
P{Ĥ = H∗} → 1. Without loss of generality, assume that H∗ = (1, 2, . . . , n). Then according
to Algorithm 1, Ge with e = (1, n) is a realization of the hidden Hamiltonian cycle model in
Definition 1 with ground truth C∗ = (1, 2, . . . , n, 1). By assumption, P{Ĉ (Ge) = C∗} → 1. Hence,
P{Ĥe = H∗} → 1. Define two events
E1 =
{
Ĥe = H∗
}
, E2 =
{
ĤML = H
∗
}
.
By assumption P{E2} → 1. Hence, P{E1∩E2} → 1. On the event E2, H∗ is the unique Hamiltonian
path with the maximal weight. Thus, on the event E1 ∩ E2,
Ĥe = H∗ = arg min
H∈H
w(H),
where H denotes the set of all possible Hamiltonian paths. Since Ĥe ∈ H for all Ĥe 6= ∅, it follows
that on the event E1 ∩ E2, Ĥ = Ĥe = H∗. Thus, P{Ĥ = H∗} → 1.
Conversely, by construction in Algorithm 2, the time complexity of Ĉ(G) is O(n2Tn). The proof
for P{Ĉ = C∗} → 1 is completely analogous as before and omitted.
As an immediate corollary of Theorem 4 and Theorem 1, we show the hidden Hamiltonian path
can be exactly recovered with high probability in polynomial-time, provided that αn− log n→ +∞.
Corollary 2. If the optimal solution x∗ of the F2F LP (6) is an adjacency vector of a Hamiltonian
cycle in G, let Ĉ(G) denote this Hamiltonian cycle; otherwise, let Ĉ(G) denote any arbitrary
Hamiltonian cycle in G. Let Ĥ(G) denote the output of Algorithm 1 with input Ĉ(G). If αn−log n→
+∞, i.e., (9) holds, then P{Ĥ = H∗} → 1 as n→∞.
8 Empirical Results
We empirically evaluate the performance of simple thresholding, greedy merging, belief propagation
(BP) and F2F (LP) on both simulated and real datasets from DNA assembly.10 Of the four, the
first three algorithms output integer-valued solutions. However, the optimal solution of F2F may
contain half-integral entries and we randomly round them to either 0 or 1 with equal probability.
We run BP for 10000 iterations for all the experiments in this section. All the plots in this section
can be reproduced from the following repository - https://github.com/bagavi/HiC_LP.
8.1 Simulation
In this subsection, we consider a completely simulated setting of hidden Hamiltonian cycle graph
consisting of n = 1000 vertices, whose edge weights are independently drawn from P = N (µ, 1) if
the edge on the Hamiltonian cycle C∗, and Q = N (0, 1) otherwise.
Fig. 15 plots the error probability P
{
Ĉ 6= C∗
}
of the output Ĉ for each of the four algorithms.
As predicted by our theory (cf. (10) in the Gaussian case), the error probabilities of F2F and BP
10Since nearest-neighbor algorithm is very similar to simple thresholding and has the same performance guarantee
as the simple thresholding, we do not include nearest-neighbor in the empirical study.
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exhibit a phase transition around µ2 = 4 log n. Moreover, the error probabilities of greedy merging
and simple thresholding drop off to f0 around µ2 = 6 log n and µ2 = 8 log n, respectively, which is
consistent with our theoretical performance analysis (cf. Table 1).
Figure 15: Four algorithms are evaluated under simulated setting of hidden Hamiltonian cycle with
n = 1000 vertices, with P = N (µ, 1) and Q = N (0, 1), for µ2 between 20 and 65. The y-axis is
the probability of error, i.e., the probability that the hidden Hamiltonian cycle C∗ is not exactly
recovered. For each value of µ2, the error probability is calibrated using 50 independent runs. BP
algorithm is run for 10000 iterations.
Fig. 16 plots the fraction of misclassified edges |Ĉ∆C∗|/n, of the output Ĉ for each of the four
algorithms, where ∆ denotes the set difference. In other words, the fraction of misclassified edges
is equal to the number of edges in C∗ that are absent in the Ĉ plus the number of edges in the Ĉ
that are absent in C∗, normalized by n. From both Figures 15 and 16, we observe that when the
optimal solution of F2F is integral, the solution of BP coincides with the F2F solution, as predicted
by the result in [BBCZ11]. However, when the optimal solution of F2F has half-integral entries,
the solution of BP often does not coincide with the F2F solution, and in fact has larger errors. The
same phenomenon is also observed with real datasets as shown later.
8.2 DNA Assembly
As described in Section 1, ordering contigs using HiC reads (or Chicago reads, a variant of HiC
reads) [POS+16, DBO+17] can be modeled as recovering hidden Hamiltonian cycle where the
contigs are vertices of the graph, the hidden Hamiltonian cycle is the true ordering of the contigs
on the genome, and the weights on the graph are the counts of the Hi-C reads (or Chicago) linking
the contigs. In this section, we empirically compare the performance of simple thresholding, greedy
merging, BP and F2F on datasets from the following three organisms:
1. Homosapiens - Sequenced from a human in Iowa, USA. [POS+16].
2. Aedes Aegypti [DBO+17] - A breed of mosquito which spreads dengue, zika fevers, and found
throughout the world.
3. Gasterosteus Aculeatus [PSLW16] - A variety of fish which is extensively studied to under-
stand evolution and behavioral ecology.
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Figure 16: This figure uses the same experiments in Fig. 15 to plot a different measure of error
– fraction of misclassified edges |Ĉ∆C∗|/n. For each value of µ2, the error is averaged over 50
independent trials. BP algorithm is run for 10000 iterations.
We choose these three datasets because the DNAs of these organisms have been sequenced and
assembled using other (expensive) sequencing technologies, and that gives us the ground truth–
the true contig ordering. The information on data sources and the detailed procedure is provided
in Appendix H. We evaluate the performance of all the four algorithms under two scenarios –
equal -length contigs and variable-length contigs.
8.2.1 DNA Assembly: Equal-length contigs
For real datasets, shotgun reads are assembled to produce unordered contigs of variable lengths.
However, in this subsection we consider a controlled experimental setting. We partition a chro-
mosome into contigs of equal length 100 kbps and randomly shuffle these contigs. We choose this
length because the span of HiC reads is typically between 0 and 100 kbps. As a consequence,
neighboring pairs of contigs tend to have many HiC reads between them, while non-neighboring
pairs tend to have relatively fewer HiC reads, as postulated under our hidden Hamiltonian cycle
model. Hence, we expect our algorithms – developed for recovering the hidden Hamiltonian cycle
– to perform well for finding the true ordering of contigs under this setting.
Graph Construction Firstly, the chromosome is partitioned into equal -length contigs of length
100 kbps, and only the first 1000 contigs are kept and shuffled randomly. Secondly, the HiC reads
are aligned to these 1000 contigs. Lastly, we construct graph G = ([n], E), where every vertex i
corresponds to a contig and the weight on every edge e = (i, j) ∈ E is the number of HiC reads
between the two contigs corresponding to vertices i, j . For example, the weighted adjacency matrix
of G for chromosome 1 of Homosapiens is shown in Fig. 2.
Performance evaluation The performance of all four algorithms is shown in Figures 17, 18, 19
for data from Homosapiens, Gasterous Aculeatus, and Aedes Agyepti, respectively. We observe that
across all chromosomes and organisms, for a fixed coverage depth of HiC reads, F2F consistently has
fewer errors than the two greedy algorithms – simple thresholding and greedy merging. Moreover,
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BP also has fewer errors than the two greedy algorithms in most of the experiments. However, as
mentioned previously, when the optimal solution of F2F has fractional entries, the BP solution no
longer matches the optimal solution of F2F and has more errors.
8.2.2 DNA Assembly: Variable-length contigs
We turn to variable-length contigs generated by shotgun assembly softwares [CHS+11, BMK+08].
In this setting, HiC reads bias towards longer contigs. In other words, there tends to be more
HiC reads linking two long contigs, which is not captured by our hidden Hamiltonian cycle model.
Hence, our algorithms developed for recovering the hidden Hamiltonian cycle may not perform well
for finding the true ordering of contigs. Nevertheless, we find that F2F and BP still consistently
have few errors than the greedy methods, which are an integral part of the state-of-the art HiC
assemblers [POS+16, DBO+17, BAP+13, GPK+17]. Thus we expect these assemblers can be
possibly improved by replacing their greedy algorithm component by F2F or BP algorithm.
Graph Construction Firstly, the unordered contigs are obtained as output of short-gun reads
assemblers such as Meraculous [CHS+11] and AllPaths [BMK+08]. These obtained contigs have
variable lengths ranging from 10 kbps to 10 mbps (million base pairs). Secondly, the HiC reads
are aligned to these contigs to obtain the raw number of HiC reads between each pair of contigs.
Lastly, we construct graph G = ([n], E), where every vertex i correspond to a contig. The weight
on every edge e = (i, j) ∈ E is equal to wij = bibjNi,j with Ni,j denoting the number of HiC
reads between the two contigs corresponding to vertices i, j. The values of bi’s are chosen such that∑
iwi,j = 1 for all j, in order to remove the bias due to the variable contig length. These values
of bi’s are calculated using an iterative algorithm, ICE, described in ‘Online methods’ section from
[IFM+12].
Performance evaluation The performance of all four algorithms is shown in Figures 20, 21, 22
for the data from Homosapiens, Gasterous Aculeatus, and Aedes Agyepti, respectively. Similar to
the results in the setting with equal-length contigs, across all chromosomes and organisms, for a
fixed coverage depth of HiC reads, F2F consistently has fewer errors than the two greedy algorithms.
Moreover, BP also has fewer errors than greedy methods in most of the experiments. When the
optimal solution of F2F has fractional entries, the BP solution does not match the optimal solution
of F2F and has more errors.
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Figure 17: Homosapiens [Equal length contigs]: The x-axis is the coverage depth of Hi-C reads i.e,
expected number of Hi-C reads that include a base pair (nucleotide). The y-axis is the fraction of
misclassified edges. For each value of coverage depth, the corresponding misclassification error is
averaged over 25 independent runs of experiment.
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Figure 18: Gasterosteus Aculeatus [Equal length contigs]: The x-axis is the coverage depth of Hi-C
reads and the y-axis is the fraction of misclassified edges. For each value of coverage depth, the
corresponding misclassification error is averaged over 25 independent runs of experiment.
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Figure 19: Aedes Agyepti [Equal length contigs]: The x-axis is the coverage depth of Hi-C reads and
the y-axis is the fraction of misclassified edges. For each value of coverage depth, the corresponding
misclassification error is averaged over 25 independent runs of experiment.
41
Figure 20: Homosapiens [Variable length contigs]: The x-axis is the coverage depth of Hi-C reads
i.e, expected number of HiC-reads that include a base pair (nucleotide). The y-axis is the fraction
of misclassified edges. For each value of coverage depth, the corresponding misclassification error
is averaged over 25 independent runs of experiment.
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Figure 21: Gasterosteus Aculeatus [Variable length contigs]: The x-axis is the coverage depth of
Hi-C reads and the y-axis is the fraction of misclassified edges. For each value of coverage depth,
the corresponding misclassification error is averaged over 25 independent runs of experiment.
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Figure 22: Aedes Agyepti [Variable length contigs]: The x-axis is the coverage depth of Hi-C
reads and the y-axis is the fraction of misclassified edges. For each value of coverage depth, the
corresponding misclassification error is averaged over 25 independent runs of experiment.
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Appendix A Proof of Lemma 1
By assumption, G is connected and balanced. Therefore, every vertex in G has an even degree.
Hence, there exists an Eulerian circuit T = (v0, v1, . . . , vm−1, v0), where m is the number of edges
in G. Next we show that it can be modified, if necessary, to have alternating colors.
Suppose there exists a pair of two adjacent edges (vi−1, vi) and (vi, vi+1) such that they have
the same color, say blue. Then by the balancedness, vertex vi must be visited later on the circuit,
say at step t, such that vt = vi, and (vt−1, vt) and (vt, vt+1) are both red. Consider the modified
tour
T ′ = (v0, . . . , vi−1, vi, vt−1, vt−2, . . . , vi+1, vt, vt+1, . . . , vm−1, v0)
formed by reversing the trail between vi+1 and vt−1. As a result, (vi−1, vi) and (vi, vt−1) have
alternating colors. Similarly for (vi+1, vt) and (vt, vt+1). The ordering of colors on the other
adjacent edges is same as that in T . Therefore, the number of pairs of adjacent edges of the
same color in the modified Eulerian circuit T ′ decreases by 2. Hence one can apply this procedure
repeatedly for a finite number of rounds to transform T to an alternating Eulerian circuit.
Appendix B Large Deviation Bounds
Recall that Xi’s and Yi’s are two independent sequences of random variables, where Xi’s are i.i.d.
copies of dP/dQ under distribution P and Yi’s are i.i.d. copies of dP/dQ under distribution Q. Let
F denote the Legendre transform of the log moment generating function of Y1 −X1, i.e.,
F (x) = sup
θ≥0
{θx− ψP (−θ)− ψQ(θ)} . (43)
Then from the Chernoff bound we have the following large deviation inequality: for any x ∈ R and
any ` ∈ N,
P
{∑`
i=1
(Yi −Xi) ≥ `x
}
≤ exp (−`F (x)) . (44)
Moreover, it is straightforward to check that
F (0) = −ψP (−1/2)− ψQ(1/2) = αn. (45)
and F ′(0) = 1/2.
Lemma 7. Fix s, t ∈ N and u ∈ Z such that u ≥ min{−s,−t/2} and v ∈ Z such that −2(s+ u) ≤
v ≤ t. Let
A ,
s+u∑
i=1
Yi −
s∑
i=1
Xi, B ,
t∑
i=1
Yi −
t+2u∑
i=1
Xi.
Let {Ai : i ∈ [N ]} be identically distributed as A and {Bij : i ∈ [N ], j ∈ [M ]} as B, where
M ≤ nt−v4s+t+u−v/2, N ≤ (2n)s+u+v/2.
Assume that for each i, Ai is independent of {Bij : j ∈ [M ]}. If
αn − log n ≥ log 64, (46)
then
P
{
max
i∈[N ],j∈[M ]
2Ai +Bij ≥ 0
}
≤ 5 exp (−(α− log n)(s+ t+ u− v/2)/4) . (47)
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Proof. We abbreviate αn as α. Define the rate function for A and B as follows: for any x ∈ R,
Fs(x) = sup
θ≥0
{θx− (s+ u)ψQ(θ)− sψP (−θ)} ,
Gt(x) = sup
θ≥0
{θx− tψQ(θ)− (t+ 2u)ψP (−θ)} .
Then Chernoff’s inequality gives the large deviation bound:
P {A ≥ x} ≤ exp(−Fs(x)), P {B ≥ x} ≤ exp(−Gt(x)).
Next we provide a lower bound on the rate function. To explain the intuition, consider the easiest
situation of u = 0, then we have Fs(x) = Gs(x) = sF (
x
s ). In the case of large s (which can be
shown to be the most adversarial scenario), we have the approximation F () = F (0)+F ′(0)+o()
as  → 0. Recall F ′(0) = 1/2. Thus we have Fs(x) = sα + x/2 + o(1) as s → ∞, which depends
linearly on both x and s. This intuition can be made precise by the following non-asymptotic
bound:
Fs(x) ≥ sα+ x/2− uψQ(1/2) (48)
Gt(x) ≥ tα+ x/2− 2uψP (−1/2), (49)
which simply follows from substituting θ = 1/2 in the definition of Fs and Gt and applying (45).
Next we bound the probability in (47). By the union bound, we have for any τ ∈ R,
P
{
max
i∈[N ],j∈[M ]
2Ai +Bij ≥ 0
}
≤ N · P {A ≥ τ}+NM · P {B ≥ −2A,A ≤ τ} , (50)
where A ⊥ B. Notice that here instead of directly taking the union bound over both i and j, we
first single out the event {maxi∈[N ]Ai ≥ τ}. The key idea is to choose τ appropriately such that
event {maxi∈[N ]Ai ≥ τ} has low probability. In view of the assumption N ≤ (2n)s+u+v/2 and (48),
a straightforward choice of τ is such that
sα+ τ/2− uψQ(1/2) = (s+ u+ v/2)α.
Here, we inflate τ slightly by setting
τ , 2 (uψQ(1/2) + (u+ v/2)α+ (s+ t+ u− v/2) log n) , (51)
where
 =
α− log n
4 log n
. (52)
Then for the first term in (50):
NP {A ≥ τ} ≤ N exp(−Fs(τ))
(48)
≤ exp(−(sα+ τ/2− uψQ(1/2)) + log(2n)(s+ u+ v/2))
(51)
= exp (−(s+ u+ v/2) (α− log(2n))− (s+ t+ u− v/2) log n)
(46)
≤ exp (−(s+ t+ u− v/2) log n) . (53)
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For the second term in (50), fix some δ > 0 to be chosen later and partition (−∞, τ ] into disjoint
intervals ∪i≥1(τi, τi−1], where τi = τ − iδ. Then by union bound,
P {B ≥ −2A,A ≤ τ} ≤
∑
i≥1
P {B ≥ −2A, τi ≤ A ≤ τi−1}
≤
∑
i≥1
P {B ≥ −2τi−1}P {A ≥ τi}
≤
∑
i≥1
exp (−Fs(τi)−Gt(−2τi−1))
where, in view of (48) and (49), the combined exponent satisfies
Fs(τi) +Gt(−2τi−1)
≥ sα+ τi/2− uψQ(1/2) + tα− τi−1 − 2uψP (−1/2)
= (s+ t)α− τ/2− 2uψP (−1/2)− uψQ(1/2) + (i− 2)δ/2
(51)
= (s+ t)α− (uψQ(1/2) + (u+ v/2)α+ (s+ t+ u− v/2) log n)− 2uψP (−1/2)− uψQ(1/2) + (i− 2)δ/2
(45)
= (s+ t)α+ 2uα− (u+ v/2)α− (s+ t+ u− v/2) log n+ (i− 2)δ/2
= (s+ t+ u− v/2)(α− ) + (i− 2)δ/2
(52)
≤ (s+ t+ u− v/2)(1 + 3) log n+ (i− 2)δ/2.
Combining the last two displayed equation and noting that NM ≤ (8n)s+t+u−v/2, we have
NMP {B ≥ −2A,A ≤ τ} ≤ exp (−(3 log n− log 8)(s+ t+ u− v/2))
∑
i≥1
exp (−(i− 2)δ/2)
≤ e
δ/2
1− e−δ/2 exp (−(s+ t+ u− v/2) log n) ,
where the last inequality holds because 2 log n = (α − log n)/2 ≥ log 8 in view of (46). Choosing
δ = 2 log 2 that minimizes the right hand side of the last displayed equation, we get
NMP {B ≥ −2A,A ≤ τ} ≤ 4 exp (−(s+ t+ u− v/2) log n) . (54)
Finally, we arrive at (47) by combining (50), (53), and (54), and (52).
Appendix C Proof of Lemma 6
Proof. In the Gaussian case, the log likelihood ratio is given by
log
dP
dQ
(x) = xµ− µ2/2.
Hence,
ψP (θ) =
1
2
θ(1 + θ)µ2
and αn = µ
2/4. It follows that τ∗ = ψ′P (−1/2) = 0. Define Φc(x) ,
∫∞
x
1√
2pi
e−t2/2dt as the tail
probability of the standard normal. Then
logP {X ≤ τ∗} = logP {N (µ, 1) ≤ µ/2} = log Φc(µ/2) ≥ −µ2/8 +O(logµ),
logP {Y ≥ τ∗} = logP {N (0, 1) ≥ µ/2} = log Φc(µ/2) ≥ −µ2/8 +O(logµ).
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where the last inequality holds because Φc(x) ≥ x
1+x2
e−x2/2. Hence Assumption 1 holds in the
Gaussian case.
In the Poisson case, for integer k ≥ 0,
log
dP
dQ
(k) = k log(λ/µ)− (λ− µ).
Hence,
ψP (θ) = λ
(
(λ/µ)θ − 1
)
− θ(λ− µ).
and
αn =
(√
λ−√µ
)2
, τ∗ =
√
λµ log(λ/µ)− (λ− µ).
Let η =
√
λµ. Then
logP {X ≤ τ∗} = logP {Pois(λ) ≤ η}
≥ logP {Pois(λ) = bηc}
= bηc log λ− λ− log (bηc!)
= η log λ− λ− η log(η/e) +O(log(λµ)) +O(1)
= −λ+ η + 1
2
η log (λ/µ) + o(α) + o(log n),
where we used the fact that log n! ≤ n log(n/e)+(1/2) log n+1 and the assumption that log(λµ) =
o(α) + o(log n). Similarly,
logP {Y ≥ τ∗} = logP {Pois(µ) ≥ η}
≥ logP {Pois(µ) = dηe}
= dηe logµ− µ− log (dηe!)
= η logµ− µ− η log(η/e) + +O(log(λµ)) +O(1)
= −µ+ η − 1
2
η log (λ/µ) + o(α) + o(log n).
Thus Assumption 1 holds in the Poisson case.
In the Bernoulli case, let p¯ = 1 = p and q¯ = 1 − q. Then X and Y takes the value of either
log(p/q) or log(p¯/q¯). Hence,
logP {X ≤ log(p/q)}+ logP {Y ≥ log(p/q)} = log 1 + log q = log q
logP {X ≤ log(p¯/q¯)}+ logP {Y ≥ log(p¯/q¯)} = log p¯+ log 1 = log p¯.
Hence, to verify Assumption 1, it suffices to show
max{log p¯, log q} ≥ − (1 + o(1))α+ o(log n). (55)
Note that
−α = 2 log (√pq +√p¯q¯) ≤ max{log(pq), log(p¯q¯)}+ log 4 ≤ max{log q, log p¯}+ log 4.
Hence, the desired (55) holds.
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Appendix D Analysis for the Suboptimal Dual Certificate (15)
We first present an auxiliary lemma. Recall that
βn = −3
2
log
∫
(dP )2/3(dQ)1/3.
Lemma 8.
P {2Y −X1 −X2 ≥ 0} ≤ exp (−2βn) .
Proof. It follows from the Chernoff bound that
P {2Y −X1 −X2 ≥ 0} ≤ exp
(
− sup
θ≥0
{ψQ(2θ) + 2ψP (−θ)}
)
.
It turns out that the supremum is achieved at θ = 1/3 so that ψ′Q(2/3) = ψ
′
P (−1/3) and
ψQ(2/3) + 2ψP (−1/3) = −3 log
∫
(dP )2/3(dQ)1/3 = 2βn.
Theorem 5. If
βn − log n→∞,
then the optimal solution of F2F (6) satisfies minx∗ P {x̂F2F = x∗} → 1 as n→∞.
Proof. We use the standard dual certificate argument. The Lagrangian function is given by
L(x, b, h, u) = −〈w, x〉 − 〈b, x〉+ 〈h, x− 1〉+
∑
i
ui (x (δ(i))− 2) ,
where 1 denotes a
(
n
2
)
-dimensional all-one vector; b ≥ 0, h ≥ 0, and u ∈ Rn are dual variables. To
show that x∗ is an optimal solution to F2F (6), it suffices to construct the dual variables to satisfy
the following KKT conditions: for every edge e = (i, j),
−we − be + he + ui + uj =0, (56)
he(x
∗
e − 1) =0, (57)
bex
∗
e =0, (58)
where (56) is the first-order condition, and (57) and (58) are complementary slackness conditions.
It follows from (57) that if x∗e = 0, then he = 0. Similarly, it follows from (58) that if x∗e = 1,
then be = 0. Thus, in view of (56), for every edge e = (i, j), we must have
he = we − ui − uj if x∗e = 1,
be = −we + ui + uj if x∗e = 0,
Then to satisfy all the KKT conditions, it reduces to constructing u such that that for every
e = (i, j),
ui + uj ≤ we if x∗e = 1, (59)
ui + uj ≥ we if x∗e = 0. (60)
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Let
ui =
1
2
min {we : e ∈ δ(i), x∗e = 1} .
Then for every e = (i, j) such that x∗e = 1, ui ≤ we/2 and uj ≤ we/2, and thus ui+uj ≤ we. Define
event
E = ∪e=(i,j):x∗e=0 {we − ui/2− uj/2 ≥ 0}
We are left to show that as n→∞,
P {E} → 0.
For each e = (i, j) such that x∗e = 0, by the union bound,
P {we − ui/2− uj/2 ≥ 0} = P
{
∪f∈δ(i):x∗f=1 ∪g∈δ(j):x∗g=1 {2we − wf − wg ≥ 0}
}
≤
∑
f∈δ(i):x∗f=1
∑
g∈δ(j):x∗g=1
P {2we − wf − wg ≥ 0}
= 4P {2Y −X1 −X2 ≥ 0}
≤ 4 exp (−2βn) ,
where the last inequality holds due to Lemma 8. Hence, by the union bound
P {E} ≤
∑
e=(i,j):x∗e=0
P {we − ui/2− uj/2 ≥ 0}
≤ 4n2 exp (−2βn) = o(1),
where the last inequality holds due to the assumption that βn − log n→ +∞.
Finally, we show that x∗ is the unique optimal solution to F2F on event Ec. Let x˜ is another
optimal solution to F2F. Since KKT conditions are also necessary, it follows that x˜ must satisfy
〈x˜, b〉 = 0. On event Ec, for every e = (i, j) such that x∗e = 0, be = −we + ui + uj > 0 and hence
x˜e = 0. Moreover, since x˜ is feasible, it follows that x˜e = 1 for every e such that x
∗
e = 1 and thus
x˜ = x.
Appendix E Greedy Methods
We first consider the simple thresholding algorithm.
Algorithm 3 Simple Thresholding
1: For every vertex keep the two edges with the largest weights and delete the rest of n− 3 edges,
with ties broken arbitrarily.
2: Output the resulting graph ĈTH.
The following theorem provides an sufficient condition under which the simple thresholding
algorithm to attain exact recovery.
Theorem 6 (Simple Thresholding). If
αn − 2 log n→ +∞, (61)
then minC∗ P
{
ĈTH = C
∗
}
→ 1 as n→∞.
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Proof. For any vertex i, define event
Hi = {min{we : e ∈ δ(i), x∗e = 1} > max{we : e ∈ δ(i), x∗e = 0}} .
Then by union bound and Chernoff’s inequality (44),
P {Hci} ≤ 2(n− 3)P {X ≤ Y } ≤ 2ne−α.
Let H = ∩ni=1Hi. Hence, applying union bound, we get that
P {Hc} ≤
n∑
i=1
P {Hci} ≤ 2n2e−α = o(1),
where the last equality holds in view of the assumption (61). The proof is complete by noting that
H ⊂ {ĈTH = C∗}.
Next we consider the following nearest neighbor algorithm.
Algorithm 4 Nearest Neighbor
1: Start on an arbitrary vertex as current vertex.
2: Find out the edge with the largest weight connecting current vertex and an unvisited vertex v.
3: Set current vertex to v and mark v as visited.
4: If all the vertices in domain are visited, then output Hamiltonian cycle ĈNN = (v1, . . . , vn, v1),
where v1, . . . , vn is the sequence of visited vertices; otherwise go to Step 2.
The following theorem provides an sufficient condition under which the nearest neighbor algo-
rithm to attain exact recovery.
Theorem 7 (Nearest Neighbor). If
αn − 2 log n→ +∞, (62)
then minC∗ P
{
ĈNN = C
∗
}
→ 1 as n→∞.
Proof. At step t = 1, . . . , n − 2, let Vt denote the set of visited vertices and vt denote the current
vertex, and define event
Ht =
{
max{wvt,j : j /∈ Vt, x∗vt,j = 1} > max{wvt,j : j /∈ Vt, x∗vt,j = 0}
}
.
Define event H = ∩n−2t=1Ht.. Since on event Ht, vt+1 must be neighbor of vt in the true Hamiltonian
cycle C∗, it follows that {ĈNN = C∗} = H. Hence, the prove the theorem, it suffices to show
P {H} → 1. Using the property of conditional probability, we have
P {H} = P {H1}
n−2∏
t=2
P {Ht|Ht−1, . . . ,H1} .
Note that
P {Hc1} = P
{
max{X1, X2} ≤ max
1≤j≤n−3
Yj
}
≤
n−3∑
j=1
P {max{X1, X2} ≤ Yj}
≤ (n− 3)P {X ≤ Y } ≤ (n− 3)e−α.
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Fix any 2 ≤ t ≤ n−2 and condition on (Ht−1, . . . ,H1). Then there exists exactly one one unvisited
neighbor of vt in the true Hamiltonian cycle C
∗. Moreover, since the edges connecting current
vertex vt and all unvisited vertices are independent of (Ht−1, . . . ,H1), it follows that
P {Hct |Ht−1, . . . ,H1} = P
{
X ≤ max
1≤j≤n−1−t
Yj
}
≤ (n− 1− t)P {X ≤ Y } ≤ (n− 1− t)e−α.
Combining the last three displayed equations yields that
P {H} = (1− (n− 3)e−α) n−2∏
t=2
(
1− (n− 1− t)e−α)
≥ 1− (n− 3)e−α −
n−2∑
t=2
(n− 1− t)e−α
= 1− (n− 3)e−α − (n− 2)(n− 3)
2
e−α → 1,
where the first inequality holds by iteratively applying (1− x)(1− y) ≥ 1− x− y for x, y ≥ 0; the
last limit holds in view of assumption (62).
Finally, we consider a greedy merging algorithm, which improves over the previous two greedy
algorithms.
Algorithm 5 Greedy Merging
1: Start with n isolated vertices.
2: Among all vertices with degree strictly less than 2, select two of them, say i and j, with the
largest weight wij and then connect them.
3: If all vertices have degree 2, output the resulting graph ĈGM; otherwise go to Step 2.
Theorem 8 (Greedy Merging). If
βn − log n→ +∞, (63)
then minC∗ P
{
ĈGM = C
∗
}
→ 1 as n→∞.
Proof. For all edge e = (i, j) such that x∗e = 0, define an event
He =
{
min
f∈δ(i):x∗f=1
wf > we
}
∪
{
min
g∈δ(j):x∗g=1
> we
}
We claim that on event He, edge e will not be added in Ĉ. Suppose not. Then by the definition of
He and the greedy merging algorithm, either i or j must already have degree 2 before adding edge
e and hence e cannot be added. Define H = ∩e:x∗e=0He. It follows that {ĈGM = C∗} = H. Hence,
to prove the theorem, it suffices to show P {Hc} = o(1). Note that
Hce =
{
min
f∈δ(i):x∗f=1
wf ≤ we
}
∩
{
min
g∈δ(j):x∗g=1
≤ we
}
= ∪f∈δ(i):x∗f=1 ∪g∈δ(j):x∗g=1 {wf ≤ we, wg ≤ we} .
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Hence, by the union bound,
P {Hce} ≤
∑
f∈δ(i):x∗f=1
∑
g∈δ(j):x∗g=1
P {wf ≤ we, wg ≤ we}
≤ 4P {X1 ≤ Y,X2 ≤ Y }
≤ 4P {X1 +X2 ≤ 2Y } ≤ 4e−2β,
where the last inequality follows from Lemma 8. Applying union bound again, we get that
P {Hc} ≤
∑
e:x∗e=0
P {Hce} ≤ 4n2e−2β = o(1),
where the last inequality holds due to assumption (63).
Appendix F Exact Recovery under the Partial Observation Model
Consider the hidden Hamiltonian cycle recovery problem under a partial observation model, where
the weight of every edge in G is erased independently with probability ηn. This is equivalent to
recovering the hidden Hamiltonian cycle from G′ generated under hidden Hamiltonian cycle model
in Definition 1 with P ′n = ηnδ∗ + (1− ηn)Pn and Q′n = ηnδ∗ + (1− ηn)Qn, where ∗ is any element
outside the support of Pn and Qn denoting the erasure. In this case, the log-likelihood weight
matrix is the same as before with each erasure replaced with 0. Straightforward calculation shows
that
α′n , −2 log
∫ √
dP ′ndQ′n = −2 log (ηn + (1− ηn) exp(−αn/2)) .
Note that α′n − log n → +∞ if and only if ηn = o(1/
√
n) and αn − log n → ∞. Hence, Theo-
rem 1 implies that if ηn = o(1/
√
n) and αn − log n → +∞, then the F2F LP recovers the hidden
Hamiltonian cycle with high probability.
For the converse, suppose MLE recovers the hidden Hamiltonian cycle with high probability.
Then as shown in Fig. 14, with high probability there is no 4-cycle (i, i+ 1, j+ 1, j, i) such that the
weights on all 4 edges are ∗, because otherwise the likelihood function has at least two maximizers
which renders MLE to fail with probability at least 1/2. The probability that all 4 edges in
(i, i + 1, j + 1, j, i) have weights ∗ is η4n, and there are roughly n2/2 different such 4-cycles. If
the weights of all such 4-cycles were mutually independent, then it would immediately follow that
η4nn
2 → 0, i.e., ηn = o(1/
√
n). However, the weights of all such 4-cycles are dependent because of
the multiple appearances of (i, i+ 1) edges. The dependency can be dealt with in the same way as
in the proof of Theorem 2. Specifically, it directly follows from (42) that for any τ ∈ R,
e−P{Y≥τ}
2(nP{X≤τ}/42 ) + e−nP{X≤τ}/8 ≥ 1 + o(1).
Setting τ = 0 and noting that P {X ≤ τ} ≥ P {X = 0} ≥ ηn and P {Y ≥ τ} ≥ P {Y ≥ 0} ≥ ηn, we
get that
e−η
2
n(
nηn/4
2 ) + e−nηn/8 ≥ 1 + o(1).
It follows that ηn = o(1/
√
n) is necessary for exact recovery.
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Appendix G Time Complexity of the Max-Product BP algorithm
In this appendix we bound the number of iterations tf of Max-Product BP algorithm mentioned
in the end of Section 2 in both the Gaussian and the Poisson model under the assumption (9) that
ensures the F2F LP succeeds. Recall that tf = d2nw∗/e, where w∗ is the weight of the optimal
2-factor and  is the difference between the weight of the optimal 2-factor and the second largest
weight of b-factors.
First we show that  → ∞, which holds for any weight distribution. Following the analysis of
the 2F ILP in Section 4.2, we prove a slightly stronger separation between the weight of the true
Hamiltonian cycle and the weight of any other 2-factor. Let ρn , αn − log(2n), which tends to
infinity. Then it follows from the Chernoff’s inequality that
P {w(B) ≥ −ρn} = P

`/2∑
i=1
Yi −
`/2∑
i=1
Xi ≥ −ρn
 ≤ exp (−(`/2)F (−2ρn/`))
≤ exp (−αn`/2 + ρn) .
where F is given in (43) and the last inequality follows because by convexity of F , F (x) ≥ F (0) +
F ′(0)x = αn + x/2. Then following the exactly same argument as in Section 4.2, we get that
P
{
max
B∈B∗
w(B) ≥ −ρn
}
≤ eρn exp {−2 (αn − log(2n))}
1− exp {− (αn − log(2n)) /2} → 0.
It follows that  ≥ ρn → +∞ with high probability.
Finally, for the Gaussian and Poisson weight distribution (cf. (10)), the total weight w∗ of the
true Hamiltonian cycle is distributed as N(nµ, n) and Pois(nλ), respectively. At the information-
theoretic limit, we have µ = Θ(
√
log n) and λ = Θ(log n). Hence w∗ = OP (n log n) under both
cases.
Appendix H Data Source and Preparation for DNA Assembly
H.1 Data Source
Table 2 contains links to all the datasets used for experiments in Section 8. Each organism requires
the following three datasets:
1. Contigs – Fasta file of unordered contigs generated from denovo assembly softwares such as
Meraculous [CHS+11], AllPaths [BMK+08] etc.
2. HiC/Chicago – Fastq file containing HiC/Chicago reads obtained from the DNA.
3. Chromosome – Chromosomes pre-assembled using other expensive data. These chromosome
comprise of the above contigs in the correct order and thus this dataset gives us the ground
truth ordering of the contigs.
Goal: Order the contigs using the HiC/Chicago reads and check the accuracy of the contig
ordering using the true answer obtained from pre-assembled chromosome.
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Organism Contigs HiC/Chicago Chromosome
HomoSapiens [POS+16] SRR2911057 GL582980.1 GRCh37
Gasterosteus Aculeatus [PSLW16] SRR4007584 dryad.h7h32 GCA000180675
Aedes Agyepti [DBO+17] SRX2618715 txid7159 GCA000180675
Table 2: Datasets.
H.2 Procedure
For each chromosome of an organism, the following steps were performed to generate the contigs
graph G and to evaluate the performance of F2F, BP, greedy merging and simple thresholding.
1. Align the HiC/Chicago reads to the contigs using HiC-Pro [SVL+15]. This gives us the raw
number of HiC reads between each pair of contigs.
2. Construct the graph G using the data obtained in the previous step.
3. On graph G, run F2F, BP, greedy merging and simple thresholding algorithms, with outputs
denoted by C˜F2F, C˜BP, C˜GM, and C˜TH, respectively.
4. Align the contigs on the pre-assembled chromosome to obtain the true ordering of the contigs
to obtain the ground truth Hamiltonian path C∗.
5. Evaluate the misclassification error of the outputs of the four algorithms with respect to the
ground truth path C∗.
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