INTRODUCTION
Software maintenance, as defined by IEEE is as follow [14] :
"Modification of a software product after delivery to correct faults, improves performance or other attributes, or adapts the product to a modified environment. "
Previous author also mentioned to the software maintenance definition as [2] :
"Software maintenance is the totality of activities required to provide cost-effective support to a software system. Activities are performed during the pre-delivery stage as well as the post-delivery stage.
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A large maintainers' effort are depended on SM activities and determining the type of maintenance is part of these activities which can decrease require of daily activities [15] .
Maintenance request (MR) is request by user to have some modification or correction or enhancement or improve performance on the software. MRs which is reported in bug tracking system (BTS) itself contains various fields.
In classification session, there are several classifications which employed by researchers such as: classifying the requests into maintenance team and also categorize into process and products.
This research presents the result of automatic classification system that could classify MRs into "corrective" and "adaptive". For this purpose, alternative Bayesian classifiers and Decision Tree model were chosen to make the classifiers model. In this area examined the text of 1700 issues which is reported to shipment monitoring system. We labeled the issues into two classes only by using four filed for each issue which is reported.
The aid further analysis, it is necessary to identify the type of requests which is submitted in BTS. Thus Motivation for This research is observation that text field of MRs by using machine learning techniques can classifiers more easily and accurately. Finally MRs will be assignee into one of two existent categories.
We fined that, classify MRs based on maintenance type correctly and without any human interaction are useful to support maintainer in their daily activities.
Based on the framework of classifying MR into maintenance type "unpublished" [19] . We used machine learning techniques to classify requests of shipment monitoring system to achieve a high percentage of correctly classified requests for the two classes of issues that are referred to as "corrective" and "adaptive" maintenance.
The reminder of the article is organized as follows: section II discusses some related work and section III includes the preliminaries of the maintenance type, Bayesian model, Decision Tree while in section IV, a review of the methodology to research is elaborated. In particular sections V show the result of the two methods namely as naive Bayesian and decision tree on shipment monitoring system, and VI is conclusion.
II.
RELATED WORK The work from Hassan determined the maintenance type of the change massage, which is entered by developer. They classify the change massage into fixing bugs or add features or general maintenance activities [8] . Previous researcher [17] work on maintenance classification a divide it to three maintenance type.
The other researcher focused on Automatic classification of software behavior and replaced active-learning with batch-learning to classification software behavior [3] .
In another white paper the outer developed and detecting request duplicates and importance of request. In this research measuring the coherence of the issues posted in the bug tracking systems are classified [1] . In [16] the outers studied the maintenance requests were classify AS lEE std.
The study by Who classified large changes into various categories of maintenance tasks such as corrective, adaptive, perfective, feature addition, and non-functional improvement using machine learning techniques. This work indicates that commit messages provide enough information to reliably classify large commits into maintenance categories [9] . Several researchers have developed ontology on the SM process and this has classified them into people, process, product and organization [10, 11, 12, 13] that they emphasis mostly on the SM and the SM activities.
Further research studied on open-source program because of using this kind software in most of large company and importance of quality of these kinds of programs. They used statistic methods, such as logistic and linier regression, for analysis open source software and study the relationship between metrics and fault-proneness of classes [7] .
III. PRELIMINARIES
In the following sub-section, two models are described; the MT, Machine Learning Techniques (Bayesian model, and Decision model). In particular, the Decision tree model, maintenance requests are considered as making the best tree. In the Bayesian model considers the probability of the model by taking into account all possible parameter values. This research classified is based on incoming MR by the users who release the report to system modification or correction.
A.
Maintenance Type (MT)
Several classification of maintenance has been detected that each of them focuses on significant of maintenance type and maintenance quality of the system and maintenance task that in this part our focus is on maintenance type.
Maintenance type consists of four categories which are as follow [6] : "Corrective maintenance: Reactive modification of a software product performed after delivery to correct discovered problems.
Adaptive maintenance: Modification of a software product performed after delivery to keep a software product usable m a changed or changing environment.
Perfective maintenance: Modification of a software product after delivery to improve performance or maintainability.
Preventive maintenance: Modification of a software product after delivery to detect and correct latent faults in the software product before them become effective faults. " Some examples include extending, and modifying documentation, improving improving ease of use [6] .
inserting, deleting, functions, rewrltmg performances, or This figure illustrated the maintenance which is need for each maintenance type. 
B. Machine Learning Techniques 1) Bayesian classifier Model (BCM)
Bayesian classifier is statistical classifiers which can predict class membership probabilities based on the Bayesian theorem. Bayesian classifier has high accuracy and speed when applied to the large database. In this model assume that the effect of an attribute value on a given class is independent of the value of the other attributes. In Bayesian terms, x is considered "evidence" and H be come hypothesis, such as that data tuple X belongs to a specified class C. for classification problem we want to determine p(HIX) which is posterior probability of H conditioned on X. Bayesian theorem is useful in that it provide a way of calculating the posterior probability, P(HIX) from P(H), P(HIX), and P(X). the Bayesian theorem [5] such as below:
P ( H I X ) P ( X I H ) P ( H ) P ( X ) Now we want to see how use this theorem m classification.
X is written as a generic n-dimensional attribute vector and there are m classes CJ, C2, .. , Cm. the classifier will predict that x belong to the class with highest probability. That is the naive Bayesian classifier predicts that tuple x belong to the class Cj if:
A simplified assumption is made, i.e., attributes are conditionally independent:
Probability can be estimated from the training samples when constructing the classifier.
2) Decision Tree (DT)
We can explain the process of decision tree as follow [4] : Decision tree induction is the learning of DT from class-labeled training data and its flowchart like tree structure. There are various algorithms to use in this model that in this case we used alternative decision tree (ADtree). The training dataset with their class label and a list of attribute and attribute selection method is used for selecting the best attribute. The tree starts as a single node and the lifts are class label namely as corrective and adaptive. The key to building a decision tree is this which attributes to choose in order to branch and the heuristic is to choose the attribute with the maximum Information Gain based on information theory.
Select the attribute with the highest information gain while S be a set consisting of s data samples and Let si no of tuples in class Ci for naive = {I, ... , m} The expected information needed to classify In the software maintenance process [15] after identify the problems by users and confirm the problem by an analyst it will be presented to the user board for evaluation by the maintainer, based on the quality and resource requirement. At the next step in the user board first step is to detect the MR categories as a fix or modification. In this step the priority of the system is determined.
In our methodology we used three steps: First step is categories MRs by some experts. In this stage 1700 issues from Shipment Monitoring System is categorized into two corrective and adaptive (maintenance type). At the second step we automatically classify the requests by using machine learning techniques, naive Bayesian classifier and Decision tree. In the last step we evaluate accurately of the automatic model by comparing with the manually model.
In this work three text filed of MR namely as title, description and reporter are applied to identify the issues type. These filed are defined at the first steps of the maintenance process by the users.
We applied the framework which is provided in the previous research "unpublished" [19] . First section of the framework is gathering the textual filed of MRs, that in this case three filed of issues exist in excel file was extracted and converted into text. Then alternatively applying filtering, stemmer, and indexing. In the filtering step prunes requests from punctuation splitting path and camel case. In stemmer then remove the plural form of nouns and verb conjugations. In the third step (indexing) made a dictionary words used in the received requests which is obtained from two previous steps. We made the dictionary based on the frequency of the words by using Tf-idf and apply these words as features in our work to classify. To carry out the automatic classification we used two machine-learning techniques employed, namely the Bayesian classifier Model (BCM) and the Decision tree Model (DT). In this section we classified the requests into two classes C= {corrective, adaptive} . The weka tool is used to automatically classify MRs.
The Training set requests used class-label data which is classified by experts. The training set contains word frequency of each request which is combination the text of title, description, and reporter. Word frequency that extracted from indexing part assigned to the columns. This datasets was fed into two machine learning techniques (naive Bayesian and DT) that require labeled data. In the naive Bayesian model for each class or category of requests, a world probability distribution is tested to estimate according to the 70 % training set requests. Such a table is then used to construct a model which is employed to predict the class/category of the incoming requests. The incoming request is then associated to the class by maximizing the request probability.
In this part, the machine is observed to have learned DT model [1] for each request in the training set which contains the three textual field that in decision making tree given an vector x (bl,b2, ... bn) and in continue the question in the internal nodes are answered and the corresponding edges are followed. The class of requests are presented as a leaf node and labeled with C and A that indicated to corrective and adaptive. In this study, 70 % of the data set was used for the training set the remaining 30 % was employed for the test. When an incoming MR is received, it is classified to either corrective or adaptive maintenance type. The cross-validation method (i.e. a technique used for estimating the performance of a predictive mode) was employed to evaluate of present study.
We used Weka tool for automatic classification of Shipment monitoring System, in particular using naive Bayesian classifier and alternating decision tree (ADT). Then each automatic classifier evaluated by using cross validation, particularly 10-fold cross validation.
As a summary, the MRs are classified into a maintenance type by experts, and this is followed by the use of automatic classifier with two different machine-learning technical. The purpose is to measure the accuracy of the models and compare them together and also observe whether these textual filed (title, description, reporter) as description of the problem could be enough to classify. We show the correct classification on different number of 20, 50, 100 features selection as well as precision and recall for both classes.
In tablel, the naive Bayesian classification when improving number of features us can see increase of precision and recall. Increasing number of features also can increase the accuracy of the model. VI. CONCLUSION U sing the BCM and DT to classify the system applications was developed in this work.
We automated classifying MRs into maintenance type.
In the Bayesian classification, we applied different numbers of features and its effect on the accuracy of the model that indicated in the previous section. Increasing the numbers of features in the system could accurately classify the requests. We compared two machine learning methods and the result show that the naIve Bayesian model has a better result in comparison with the other method. We showed, combination of textual filed of MRs could be enough to classify them in to corrective and adaptive.
As a future work we will consider more features that could be effective on accuracy of the model.
