In various situations one is given the predictions of multiple classifiers over a large unlabeled test data. This scenario raises the following questions: Without any labeled data and without any a-priori knowledge about the reliability of these different classifiers, is it possible to consistently and computationally efficiently estimate their accuracy? Furthermore, also without any labeled data can one construct a more accurate unsupervised ensemble classifier? In this paper we make the following contributions: Under the standard assumption that classifiers make independent errors, we provide (partial) positive answers to these questions. In the binary case, we present two different methods to estimate the class imbalance and classifiers specificities and sensitivities. This directly gives a novel unsupervised ensemble learner. In the multi-class case, we show how to estimate the class probabilities and the diagonal entries of the classifiers confusion matrices. We illustrate our algorithms with empirical results on both artificial and real data.
Introduction
Consider a classification problem from an instance space X to an output label set Y = {1, . . . , K}. In contrast to the classical supervised setting, in various contemporary applications, one has access only to the predictions or forecasts of multiple experts or classifiers over a large number of unlabeled instances. Moreover, the reliability of these experts is unknown, and at test time there is no labeled data to assess it. A notable example of this setup is in crowdsourcing, where an annotation task over many instances is distributed to many annotators whose reliability is a-priori unknown [10, 12, 13] . Other notable application domains including decision science, economics, medicine and more, see [7, 8, 11] .
Given only the m × n matrix Z (or a significant part of it) with Z ij = f i (x j ) holding the predictions of the given m classifiers over n instances, and without any labeled data, two fundamental questions arise: (i) is it possible to consistently estimate the accuracies of the m classifiers in a computationally efficient way, and (ii) is it possible to construct, again by some computationally efficient procedure, an unsupervised ensemble learner, more accurate than most if not all of the original m classifiers.
The first question is important in cases where obtaining the predictions of these m classifiers is by itself an expensive task, and after collecting a certain number of instances and their predictions, we wish to pick only a few of the most accurate ones, see [9] . The second question, also known as offline consensus, is of utmost importance in improving the quality of automatic decision making systems based on multiple sources of information.
Beyond the simplest approach of majority voting, perhaps the first to define and address these questions were Dawid and Skene [2] . With the increasing popularity of crowdsourcing and large scale expert opinion systems, the last years have seen a surge of interest in these problems. Yet, the most common methods to address questions (i) and (ii) above are based on the expectation maximization (EM) algorithm, already proposed in this context by Dawid and Skene, and whose only guarantee is convergence to a local maxima.
Two recent exceptions, proposing spectral (and thus computationally efficient) methods with strong consistency guarantees are [5] and [7] . In [5] , the authors assume a spammer-hammer model, where each classifier is either perfectly correct or totally random and present a spectral method to detect which one is which. Parisi et. al. [7] presented a spectral approach to address questions (i) and (ii) above in the context of binary classification. Their approach, however, has several limitations. First, they did not actually estimate each classifier sensitivity and specificity, but only showed how to consistently rank them according to their balanced accuracies. Second, their unsupervised learner assumes that all classifiers have balanced accuracies close to 1/2 (random). Hence, their method may be suboptimal, for example, when few classifiers are significantly more accurate than all others.
In this paper we extend and generalize the results of [7] in several directions and make the following contributions. We show that under standard independent assumptions on different classifier errors, it is possible, in the binary classification setting, to consistently estimate in a computationally efficient manner both the class imbalance and the individual sensitivities and specificities of the m classifiers. Given the value of the class imbalance, we present in Sec. 3 a simple and consistent spectral method to estimate each classifier sensitivity and specificity. Hence, the problem boils down to estimating a single scalar -the class imbalance, when unknown. In Sec. 4 we present two computationally efficient and consistent methods to do so. The first is based on the 3-dimensional covariance tensor of triplets of classifiers, and the other based on the full likelihood of all the data.
In Sec. 5 we consider the multi-class setting. Building upon the results for the binary case, here we present a method to estimate the probabilities of the different classes and the diagonal entries of each classifier confusion matrix. Unfortunately, our approach does not enable us to estimate all off-diagonal entries of the m confusion matrices, and this remains an interesting challenge for future research. Finally, in Sec. 6 we present simulation results on both real and artificial data.
Problem Setup
We start with the following binary classification problem setup, as also studied is several previous works [2, 7, 8] . The multi-class case appears in Sec. 5. Let X be an instance space with an output space Y = {−1, 1}. A labeled instance (x, y) ∈ X × Y is a realization of the random variable (X, Y ), which has an unknown probability density p(x, y), and X and Y marginals p X (x) and p Y (y), respectively. We further denote by b the class imbalance of Y ,
Let {f i } m i=1 be a set of m binary classifiers operating on X . As our classification problem is binary, the accuracy of the i-th classifier is fully characterized by its sensitivity ψ i and specificity η i ,
For future use, we denote by π i its balanced accuracy,
In this paper we consider the following totally unsupervised scenario. We are given only an m × n matrix 1 Z ij = f i (x j ), i = 1 . . . m, j = 1 . . . n, where f i (x j ) is the label predicted at instance x j by classifier f i . In particular, we assume no prior knowledge about the m classifiers, so their accuracies (their sensitivities ψ i and specificities η i ) are all unknown. This may occur, for example, when each classifier was trained with its own possibly proprietary labeled data set, unavailable to us. For other examples, including crowdsourcing applications, combination of experts and more, see [7, 8] . Given only this m × n matrix of binary predictions, we consider the following two problems: (i) consistently and computationally efficiently estimate the sensitivity and specificity of each classifier, and (ii) construct a more accurate ensemble classifier. As discussed below, under certain assumptions, a solution to the first problem readily yields a solution to the second one.
To tackle these problems, we make the following three assumptions: (i) The n instances x j are i.i.d. realizations from the marginal p X (x). (ii) The m classifiers are conditionally independent. That is, for every pair of classifiers f i , f j with i = j and for all labels a i , a j ∈ {−1, 1},
(iii) Most of the classifiers are better than random, in the sense that for more than half of all classifiers, π i > 0.5. Note that (i)-(ii) are standard assumptions in both the supervised and unsupervised settings, see [2, 3, 7, 8] . Assumption (iii) or a variant thereof is needed, given an inherent ±1 sign ambiguity of the fully unsupervised problem.
3 Estimating the sensitivity and specificity in case of a known bias
For some classification problems, the value of the class imbalance b may be known a-priori. One example is in epidemiology, where the overall prevalence of a certain disease in the population is known, and the classification problem is to predict its presence (or future onset) in individuals, based on their observed features (such as blood results, height, weight, age, genetic profiles, etc). Assuming b is known, we build upon the spectral approach in [7] , and present a computationally efficient algorithm to consistently estimate the sensitivities and specificities of all m classifiers. To motivate our approach, it is instructive to study the limit of an infinite unlabeled set size, n → ∞. In this case, the mean values of the m classifiers, denoted µ i = E[f i (X)], and their m × m population covariance matrix,
The following two lemmas show that R and {µ i } m i=1 contain the information needed to extract the specificities and sensitivities of the m classifiers. Lemma 1 appeared in [7] , and implies that given the value of b one may compute the balanced accuracy of each classifier. Lemma 2 is new and shows how to extract the sensitivity and specificity. Its proof appears in the appendix. Lemma 1. The off diagonal elements of the matrix R are identical to those of a rank one matrix, vv T whose vector v, up to a ±1 sign ambiguity, is equal to
where the vector π = (π 1 , . . . , πm) contains the balanced accuracies of the m classifiers.
Lemma 2. Given the class imbalance b, the vector µ = (µ 1 , . . . , µm) containing the mean values of the m classifiers, and the vector v defined in (5), the vectors ψ = (ψ 1 , . . . , ψm) and η = (η 1 , . . . , ηm) with the specificities and sensitivities of the m classifiers are given by
In practice, the mean values {µ i } m i=1 , the population matrix R and consequently the vector v are unknown to us. Thus we estimate them from the given data, and plug into Eq. (6). Let us denote byμ andR the sample mean and covariance matrix of all classifiers, whose entries are given bŷ
Similarly, letv be an estimate of the vector v computed from the matrixR. Ref. [7] presents several methods to construct such an estimator, including the resolution of its inherent ±1 sign ambiguity, via assumption (iii). Insertingμ andv into (6), gives the following estimates for ψ and η,
1 +μ +v
The following lemma, proven in the appendix, presents some statistical properties ofψ andη.
Lemma 3. Under assumptions (i)-(iii) of Section 2,ψ andη are consistent estimators of ψ and η.
Furthermore, as n → ∞, their error decreases as O P
In summary, assuming the class imbalance b is known, Eq. (8) gives a computationally efficient way to estimate the sensitivities and specificities of all classifiers. Lemma 3 ensures that this approach is also consistent. As far as we know, this is the first computationally efficient method, with strong convergence guarantees, to directly estimate these parameters. This resolves the long-standing problem originally posed by Dawid and Skene [2] , whose previous solutions were mostly based on expectation maximization approaches to the full likelihood function, see [2, 8] . In the next section we show that the assumption of explicit knowledge of b can be removed, whereas in Section 5 we show that a similar approach can also (partly) handle the multiclass case.
Unsupervised Ensemble Learning
We now consider the second problem discussed in Section 2, the construction of an unsupervised ensemble learner. To this end, note that under the stronger assumption that all classifiers make independent errors, the likelihood of a label y at an instance x with predicted labels
In the above equation, each term Pr(f i (x)|y) depends on the specificity and sensitivity ψ i and η i of the i-th classifier. While the likelihood is non-convex in both ψ i , η i and y, if the former are known, there is an explicit closed form solution for the maximum-likelihood value of the class label,
where
In [7] , the authors showed via a Taylor expansion near ψ = η = 1/2, that β is approximately zero, and α i ≈ 1 + 4(2π i − 1), and hence derived the following spectral meta-learner (SML),
Their motivation was that they only had estimates of the vector v, which according to Eq. (5) is proportional to (2π − 1). Since we consistently estimate the individual specificities and sensitivities of the m classifiers, we instead suggest to plug in their estimates directly into Eq. (12) and (11). Our approach, denoted i-SML, should provide a more accurate ensemble learner in cases where few classifiers are significantly better than random. We present such examples in Sec. 6.
Estimation of the class imbalance
We now consider the problem of estimating ψ and η when the class imbalance b is unknown. Our proposed approach is to first estimate b, and plug this estimate into Eq. (8) . We present two different methods for estimating the class imbalance. The first one uses the covariance matrix and the 3-dimensional covariance tensor of all m classifiers. The second method exploits properties of the likelihood function. As detailed below, both methods are computationally efficient, but require stronger independence assumptions than Eq.(4) on classifier errors to prove their consistency.
Estimation of the class imbalance by the 3 dimensional joint covariance tensor
For the method derived in this subsection, we assume that the classifiers are conditionally independent in triplets. That is, for every f i , f j , f k with i = j = k and for all labels a i , a j , a k ∈ {−1, 1},
Let T = (T ijk ) denote the 3-dimensional covariance tensor of the set of m classifiers
The following lemma, proven in the appendix, characterizes the relation between the tensor T , the class imbalance b and the balanced accuracies of the m classifiers.
Lemma 4. Under assumption (14), the following holds for all i = j = k,
According to (16), the off diagonal elements of T (with i = j = k) correspond to a rank one tensor,
where • denotes the outer product and the vector w ∈ R m is equal to
Note that unlike the vector v of the covariance matrix R, there is no sign ambiguity in the vector w.
From (5) and (18) it follows that the vectors v of R and w of T are both proportional to the vector (2π − 1), where the proportionality factor depends on the class imbalance b. Hence,
where α(b) = (−2b)
. Inverting this expression yields the following relation
where the sign ambiguity can be resolved using assumption (iii). Eq. (20) thus shows, that in our setup, as n → ∞, the m × n matrix {f i (x j )} contains sufficient data to determine both the class imbalance and the sensitivity and specificity of all m classifiers. In practice, the tensor T is unknown. However, we may estimate it bŷ
From the off diagonal elements ofT we then estimate the vectorŵ. A simple and computationally efficient way to do so is described in the appendix. An estimate of α is possible by least squares,
Let us summarize the algorithm for estimating the class imbalance, using the results above.
Algorithm 1 Estimating class imbalance with the 3 dimension covariance tensor Resolve the sign ambiguity in b using assumption (iii).
Estimation of the class imbalance by a restricted-likelihood function
The algorithm described in Section 4.1 relied on estimatesR andT of the covariance matrix and tensor of the m classifiers. The latter, being three-dimensional, may require a large number of instances to be close to T . We now present a second method to estimate the class imbalance, which may require fewer unlabeled instances n. This method is based on the likelihood function of the data, but requires the following stronger assumption of joint conditional independence of all m classifiers,
Pr(f i = a i |y).
Our starting point is Eq. (8) which provides consistent estimates of ψ and η given the class imbalance b. In particular, any guessb of the class imbalance, yields corresponding guesses for the sensitivities and specificities of all m classifiers,ψ(b) andη(b). Hence, our approach is to construct a suitable functional, that depends on bothb and on the observed data,Ĝn(Z|b) whose maxima as a function ofb, as n → ∞ is attained at the true class imbalance b.
To this end, let f (x) = (f 1 (x), . . . , fm(x)) denote the vector of labels predicted by the m classifiers at a single instance x. We define the following approximate log-likelihood, assuming class imbalanceb
whereψ andη are given by Eq. (8), and an expression for the above probability is given in Eq. (54) in the appendix. Our functionalĜn(Z|b) is the average ofĝn(f (x)|b) over all instances x j ,
As the estimates of ψ, η become singular (in fact not defined) when b = ±1, in what follows we assume there is an apriori-known δ > 0, such that the true class imbalance
The estimate of the class imbalance is then defined asb
To justify this method, it is again constructive to consider the limit n → ∞. First, at any instance x, and anyb ∈ [−1 + δ, 1 − δ], the convergence ofψ andη to ψ and η, respectively, implies that
Next, since the n instances x j are i.i.d, by the law of large numbers, combined with the delta method
The following theorem, proven in the appendix, shows that the maxima of G(b) is obtained at the true class imbalanceb = b, and thatbn → b in probability. Sincebn is the maximizer of an approximate likelihood, its convergence to b is not a direct consequence of the consistency of ML estimators. Instead, what is needed is uniform convergence in probability ofĜn(b) to G(b), as discussed in [6] . 
and as n → ∞ the estimatebn of Eq. (26) converges to b in probability.
Algorithm 2 summarizes the method for estimating b by the restricted-likelihood functional.
Algorithm 2 Estimating the class imbalance using the log likelihood functional 
The multi-class case
We now consider the multi-class case, with K distinct classes. Here we are given the predictions of m multi-class classifiers, f i : X → Y, where Y = {1, . . . , K}. Instead of the class imbalance b, we now have a vector of K a-priori class probabilities p k = Pr(Y = k). Similarly, instead of specificity and sensitivity, now each classifier is characterized by a K × K confusion matrix ψ i
Given only an m × n matrix of predictions, with elements f i (x j ) ∈ {1 . . . K}, we consider the following problem, analogous to the one described in Section 2: consistently and computationally efficiently estimate the confusion matrices ψ i of all classifiers and the class probabilities p k .
As we show below, by a simple reduction to the binary case, it is possible to consistently estimate the class probabilities p k as well as the diagonals of the confusion matrices, namely the various probabilities Pr(f i (X) = k|Y = k), though unfortunately not all their entries.
Similarly to the binary case, we make an assumption regarding the mutual independence of errors made by different classifiers. Whether it is necessary for the independence to be in couples, triplets or for the full set of classifiers depends on the method used for solving the reduced binary problems.
Next, we build upon the methods developed in Sections 3 and 4 for binary problems. Consider a split of the group Y = {1 . . . K} into two non-empty disjoint subsets, Y = A ∪ (Y \ A), where A ⊂ Y is a non trivial subset of Y, with 0 < |A| < K. Next, define the binary classifiers
:
Using one of the algorithms described in Section 4, we estimate the a-prior probability of group A
and the sensitivity of each classifier f A i by Eq. (8),
By considering all 1-vs-all splits, with A = {k}, and k = 1, . . . , K, we may thus consistently and computationally efficiently estimate all class probabilities p k , and all diagonal entries ψ i kk . While beyond the scope of this paper, we remark that these and other splits provide additional linear equations on the entries of the confusion matrices ψ i . For example, assume for simplicity that all p k = 1/K, then subsets A = {k, k ′ } provide the values of ψ i kk ′ + ψ i k ′ k . However, even for K = 3 classes, the resulting equations are under-constrained. An interesting question for further research is whether all entries of ψ i may be consistently estimated in a computationally efficient manner.
6 Results for artificial and real data
Artificial Data
First, we present simulated results with artificial binary data. In the following we considered an ensemble of m = 10 classifiers, whose sensitivities and specificities were chosen uniformly at random from the interval [0.4, 0.8]. Thus, assumption (iii) on the values of the balanced accuracies π holds. The vector of true labels y was randomly generated according to the class imbalance b, and the data matrix Z was randomly generated according to y, ψ, and η.
Figs. 1a and 1b present the accuracy (mean and standard deviation) of the estimatesb of the class imbalance, achieved by the two different algorithms presented in Sections 4.1 and 4.2, as a function of the number of unlabeled instances n, for several values of b (b = 0, 0.3, 0.6). As expected, and for both methods, the accuracy increase as the number of instances increase. Further simulations based on artificial data appear in the appendix.
Real data results
Here we present the results of our algorithms on various binary and multi-class problems using the MNIST data. To create an ensemble of classifiers we used m = 10 classification methods implemented in the software package Weka [4] . (see supplementary for further details). The unlabeled test data of size n ≈ 5 · 10 4 was composed of roughly 40K instances from the original training set augmented by the 10K instances of the original test instances.
To mimic a potentially realistic setting where different classifiers have significantly different accuracies, we used a different number of training instances ranging from 50 to 2000 (from the remaining 20K training data) for each classifier. The simulation was repeated 10 times, each time with a different randomly chosen training set. Unsupervised Ensemble Learning. To define a binary problem, we divided the MNIST data set into two classes as follows: 0 − 4 vs. 5 − 9. We compared 4 ensemble learners: Voting, SML, i-SML and oracle ML. Fig. 2a shows the balanced accuracy of the three top methods (voting had a much lower balanced accuracy of 0.78). As seen from the figure, i-SML improves upon the SML by approximately 0.5%. Fig. 2b displays the error rate 1 − π i-SML vs. 1 − πSML. As all points are below the diagonal, the improvement over SML was consistent in all 10 simulation runs. Further simulations based on real data appear in the appendix. 
A Estimation of ψ and η
Proof of Lemma 2. We first recall the following expression, derived in [7] , for the vector µ containing the mean values of the m classifiers,
where δ = (δ 1 , . . . , δm) denotes the vector containing half of the difference between ψ and η,
Next, recall from Lemma 1 (also proven in [7] ) that the off-diagonal elements of the covariance matrix R correspond to a rank-1 matrix vv T where,
Inverting the relation between v and π in Eq. (34) gives
Plugging (35) into (32), we obtain the following expression for the vector δ, in terms of v and µ,
Combining (33), (35) and (36) we obtain ψ(b) and η(b),
B Statistical Properties of ψ and η
Proof of Lemma 3. Eq. (8) provides an explicit expression forψ andη as a function of the estimatesv and µ. The empirical meanμ is clearly not only unbiased, but by the law of large numbers also a consistent estimate of µ, and its error indeed satisfiesμ
The estimatev, computed by one of the methods described in [7] may be biased, but as proven there is still consistent, and assuming at least two classifiers are different than random (namely, the eigenvalue of the rank one matrix is non-zero), its error also decreases as O P
Given the exact value of the class imbalance b, since the dependency ofψ andη onv andμ is linear, it follows that both are also consistent and that their estimation error is O P 1 √ n .
C The joint covariance tensor T
Proof of Lemma 4. To simplify the proof, we first introduce the following linear transformation to the original classifiers,f
Note, that the output space Y of the new classifiers is {0, 1}. In addition, let us also denote by p the a-priori probability Pr(Y = 1),
Let us also denote byη i andψ i the following probabilities,
Note that the meaning ofη i is different from the meaning of the specificity η i of the original classifiers. The relation between the two probabilities is given byη i = 1 − η i . In terms of the new variables, the mean of the new classifier, denoted byμ i , is given bỹ
Next, let us calculate the (un-centered) covariance between two different classifiers i = j,
Last, the joint covariance between 3 different classifiers i = j = k is given by
The first step in calculating the joint covariance tensor of the original classifiers is to note that f i = 2f i −1 and µ i = 2μ i − 1. Hence,
Upon opening the brackets, the later can be equivalently written as 2. From (5) and (18) 
At this point, we obtained the following initial estimate for w,
However, this estimate is based on the log of the off-diagonal elements of T . The purpose of the next steps is to refine this initial estimate of w, 3. Estimate the rank 1 diagonal elements ofT by w i ,
4. Use one of the least square based methods for tensor decomposition in order to obtain an estimate of w.
Note that since the tensor is a rank-one 3-way tensor, this is a relatively simple tensor decomposition problem, solved for example via PARAFAC [1] .
E The Approximate Log Likelihood Function
In this section we prove Theorem 1. To this end, note that the functionĝn(f (x)|b) defined in Eq. (24) is the approximate log-likelihood of the observed vector f (x) of predicted labels at an instance x, assuming the class imbalance is b and using the estimatesψ andη for the sensitivities and specificities of the m classifiers.
Under the assumption that all classifiers make independent errors, the expression for Pr(f (x)|ψ,η,b) is given by Pr(f |b) = Pr(y = 1|b) Pr(f |b, y = 1) + Pr(y = −1|b) Pr(f |b, y = −1)
We first prove Eq. (29), that upon using the exact log-likelihood function g(f |b), its mean is maximized at the true value b.
To this end, we write the expectation explicitly,
Note the difference between the assumed class imbalanceb, which appears inside the logarithm, and its true value b, over which we take the expectation. To prove equation (29), let us first present the following auxiliary lemma, which can be easily proved by using Lagrange multipliers.
Lemma 5. Let us define the following function h({a
where {a i } k i=1 are k non-negative constants , and {c i } k i=1 are k unknown variables. Under the constraints that k i=1 c i = 1, and c i ≥ 0, the function h has a global maxima at c i = a i for all i.
We shall use this lemma with k = 2 m and the following set of 2 m constants a f (b) = Pr(f |b), over all possible m-dimensional vectors f ∈ {−1, 1} m , and the 2 m variables c f = Pr(f |b). The expectation of g is now equal to
By Eq. (56), over all possible choices of c i , the expectation achieves its maxima at c i = a i for all i. Since atb = b, the corresponding probabilities Pr(f |b = b) = a f , Eq. (29) follows. Next, we wish to prove thatbn → b in probability. To this end, we follow the approach outlined in [6] , and prove the following uniform convergence in probability ofĜn to G,
This equation, coupled with the equicontinuity of G implies the convergence in probability of the maximizer ofĜn (namelybn) to that of G, which by Eq. (29) is b.
As proved in [6, Theorem 2.1], this uniform convergence in probability occurs if and only if there is pointwise convergence ofĜn(b) to G(b), andĜn(b) is stochastic equicontinuous. Fortunately, a sufficient condition for the latter property is thatĜn(b) is continuously differentiable and its derivative bounded, see [6] Corollary 2.2 and discussion after it.
In our case, sinceĜn(b) = 1/n iĝ n(f (x i )|b), it suffices to prove that for any vector f , the function gn(f |b) is continuously differentiable with a bounded derivative. First note that by their definition, Eq. (8), the functionsψ i (b) andη i (b) are continuously differentiable with bounded derivative for allb ∈ [−1+δ, 1−δ]. Next, under the assumptions of the theorem, that ψ i and η i are ǫ bounded from 0 and from 1, and hence also their estimates can be restricted to ǫ <ψ i ,η i < 1 − ǫ, the term inside the logarithm in Eq. (24) is bounded away from zero. Hence, by its definitionĝn satisfies the required condition.
F Ensemble of Machine learning classifiers
The following table presents the 10 different classifiers used in our experiments, along with the number of labeled instances used to train each classifier, and the resulting mean specificity and sensitivity on the 50K test set, averaged over 10 different random training sets. Note that since some of these classifiers were trained with very limited labeled data, their accuracy on the test data is worse than random ! 4a presents the mean and standard deviation of the resulting ensemble learner's balanced accuracy π for three of the four ensemble methods, excluding majority voting as its mean balanced accuracy of 0.63 was significantly worse. As can be seen from the figure, our method achieves a a slight improvement (about 0.35%) over SML, the difference between the oracle and the i-SML is less than 0.1%. Fig. 4b shows the error rate 1 − πi-SML vs. 1 − πSML for each one of the 100 independent simulation runs. As nearly all points are below the diagonal, the improvement over SML, despite being small, is consistent.
G.2 Multi class results
The original 10-class problem in the MNIST data set was reduced to a 5 class problem by merging consecutive digits (0 with 1, 2 with 3, etc.). The 60K training set was split into a 40K test set (added to the original 10k test set), and a 20K training set. Once again, in order to mimic a potentially realistic setting where different classifiers have significantly different accuracies, we used a different number of training instances ranging from 50 to 2000 for each classifier. The simulation was repeated 10 times, each time with a different randomly chosen training set. We estimated the a-priori probability vector p = (p 1 , . . . , p 5 ) of class probabilities, and the diagonal values of the set of confusion matrices {ψ i kk } m i=1 . We compared the estimate produced via the algorithm described in Sec. 5, to the case where the estimation is done via the prediction results of majority voting. The comparison is done by the mean squared error between the actual and estimated vectors.
As can be seen in Figs. 5a and 5b, the estimates based on the i-SML approach are more accurate than the estimates based on majority voting.
