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Localization of low-frequency oscillations in single-walled carbon nanotubes
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New phenomenon of a weak energy localization of optical low-frequency oscillations in carbon
nanotubes (CNT) is analytically predicted in the framework of continuum shell theory. This phe-
nomenon takes place for CNTs of finite length with medium aspect ratio. The origin of localization
is clarified by means of the concept of Limiting Phase Trajectory, and the analytical results are
confirmed by the MD simulation of simply supported CNT.
PACS numbers: 61.48.De, 63.22.Gh, 63.20.D-,05.45.-a
From a modern point of view, carbon nanotubes are
twice the exciting subject of scientific researches. On the
one hand, they are associated with great hopes for cre-
ation of super-small and ultra-fast electronic and elec-
tromechanical devices [1–4]. On the other hand, they
are quasi-one-dimensional objects that allow to check out
some of the funamentals of modern solid-state physics. In
particular, variuos computational and in-situ measure-
ments of thermoconductivity of CNT [5–9] are directly
related with the problem of finiteness of thermoconduc-
tivity of one-dimensional anharmonic lattices. This prob-
lem has been formulated more than fifty years ago in the
famous work by Fermi, Pasta and Ulam [10]. The wide-
area study of nonlinear lattices dynamics led to discov-
ery of new class of elementary excitations - solitons, the
main feature of those is the self-localization in the homo-
geneous lattices [11, 12]. From the point of view of energy
trasfer, solitons take place dual role. Being very effective
energy carriers they also provide the effective scattering
of small-amplitude phonons [13–19]. From the mathe-
matical point of view, the solution like a breather exists
only in the infinite systems with a continuous spectrum,
while the nanoscale objects can be rather considered as
finite ones. In such a case the problem of definition of
nonlinear localized excitations has significant peculari-
ties.
It was recently shown [20–22] that the finite systems
of weakly coupled oscillators exhibit strongly modulated
non-stationary oscillations characterized by the maxi-
mum possible energy exchange between the groups of the
oscillators or the maximum energy transfer from the ex-
ternal source of energy to the system [23]. The solutions
describing these processes are referred to as Limiting
Phase Trajectories (LPTs). The development and the use
of the analytical framework based on the LPT concept is
motivated by the fact that resonant non-stationary pro-
cesses occurring in a broad variety of finite dimensional
physical models are beyond the well-known paradigm
of nonlinear normal modes (NNMs), fully justified only
for quasi-stationary processes and non-stationary pro-
cesses in non-resonant case. While the NNMs approach
has been proved to be an effective tool for the analy-
sis of instability and bifurcations of stationary processes
(see, e.g., [24]), the use of the LPTs concept provides
the adequate procedures for studying strongly modulated
regimes as well as the transitions to energy localization
and chaotic behavior [20]. Such an approach clarifies
also the physical nature of the breathers formation in in-
finite discrete or continuum systems. This letter covers
the description of energy exchange and its localization in
nanotubes, based on this approach in combination with
the thin shell model of CNT.
Calculation of the phonon spectra of CNT is a subject
of a number of studies, many of which are based on the
continuum model of a single-walled carbon nanotubes as
a thin elastic shell [25–38]. Beginning with the pioneering
work of Jacobson [39], this approach is actively exploited
in the description of the various mechanical properties of
CNTs and its adequacy was repeatedly checked by com-
parison to experimental data as well as to data of molecu-
lar dynamic simulation [26, 32–34]. However, the theory
of thin shells allows an analytical solution only in excep-
tional, stationary cases [40, 41] even in the framework
of linear approximation. To the best of our knowledge,
nonlinear dynamic processes in CNTs were analytically
studied only on the base of a simplest modal analysis
(axially symmetric nonlinear normal mode and its para-
metric instability) [36–38].
There are two optical-type vibration branches in the
CNT spectrum (fig. 1): the first one is the well-known
Radial Breathing Mode (RBM), which is associated with
azimuthal wave number n = 0 and corresponds to uni-
form radial expansion-compression. The second mode
is specified by n = 2, and the main deformation is a
deviation of CNT cross-section from initial circular one
(Circumferential Flexure Mode - CFM) [42]. One should
note that CFM is the lowest optical mode in the CNT
spectrum. In this Letter we discuss the model of low-
frequency optical vibrations, based on the new version
of theory of thin shells (see Supplementary materials),
starting from the Sanders-Koiter approximation [40].
Let us consider the oscillations relating to CFM
branch. Chosen branch of the spectrum (CFM) is char-
acterized by relative smallness of the ring and shear de-
2FIG. 1. The CNT spectrum in according to the exact
Sanders-Koiter thin shell theory: solid curves correspond to
circumferential number n = 0, dashed ones - to n = 1 and
dot-dashed curve - to n = 2. The insert shows the small wave
number part of CFM branch and two interacting modes are
marked by black cicles. All frequencies ω are measured in the
dimensionless units and the longitudinal wave number k - in
the numbers of half-wave along the CNT axes.
formations - εθ and εξθ (ξ is the dimensionless coordi-
nate along the CNT axis and θ is the azimuthal angle),
which are supposed to be ”the small differences of large
values”. Consequently, the tangential and longitudinal
components of the displacement can be expressed via ra-
dial component and the energies of ring and shear defor-
mations can be neglected. Thus, one gets the equation
of motion for a single variable characterizing the radial
displacement (see Supplementary materials).
The resulting non-linear equation provides the analysis
of both linear vibration spectrum and nonlinearity effect
on frequency depending on the boundary conditions. The
significant feature of the spectrum obtained, as well as of
all optical type spectra, is the eigenvalues crowding near
the spectrum edges, regardless of the type of boundary
conditions. The spectrum density grows with increasing
the length of the CNT. This means that even in the lin-
ear approximation one should take into account the reso-
nance of normal modes, which manifests primarily at the
edges of the spectrum. This effect is of a general nature,
therefore we show the main results on the example of the
simple boundary conditions - simply supported CNTs.
In this case the radial and circumferential displacements
as well as longitudinal bending moment and axial force
are equal to zero at the CNT edges. According to the
hypothesis suggested above, we restrict the analysis to
the two-mode approximation, assuming that the rest of
the spectrum is separated by a gap wide enough and does
not make a appreciable contribution to the resonant in-
teraction between the lowest (by frequency) modes (one
should note that the reqiured smallness of frequency gap
is achieved for the CNTs with aspect ratio - the ratio of
CNT length to its radus - λ ≥ 15). Thus, we represent
the solution of the nonlinear equation as
w(ξ, θ, t) = (f1(t)sin(piξ) + f2(t)sin(2piξ))cos(2θ), (1)
where w is radial displacement of the shell.
Assuming that the main effect of non-linearity mani-
fests primarily in the time dependence of the amplitudes
of f1 and f2, one can use the Galerkin method to ob-
tain the equations for them. However, the problem re-
mains too complicated for analytical study. We used the
asymptotic analysis to obtain the equations describing
the dynamics of low-frequency normal modes.
Applying the asymptotic expansion in terms of the nat-
ural small parameter, which is the relative difference be-
tween the eigenvalues of low-frequency modes, and the
method of multiple scales [20], we can obtain the equa-
tions for the complex amplitudes in the main approxima-
tion:
i
∂χ1
∂τ
+ a1|χ1|2χ1 + a3|χ2|2χ1 + a4χ22χ∗1 = 0
i
∂χ2
∂τ
+ ω1χ2 + a3|χ2|2χ1 + a2|χ2|2χ2 + a4χ21χ∗2 = 0
(2)
where amplitudes χj relate with fj by
εχj =
1
√
2ωj
(
∂fj
∂τ
+ iωjfj)e
−ωjt
ε =
√
ω2
2
− ω2
1
ω1
(3)
The coefficients aj are determined by the geometry of
CNT and the Poisson ratio, and ωj are natural frequen-
cies of CNT vibration. The variable τ in equations (2) is
a slow time (τ = ε2t). It can be shown that the complex
amplitudes χj depend only on this time. The procedure
for deriving the equations (2) has been described in de-
tail in [20] for discrete β−FPU lattice. In the considered
case, equations (2) correspond to Hamiltonian
H = ω1|χ2|2 + a1|χ1|4 + a2|χ2|4 + a3|χ1|2|χ2|2+
a4(χ
2
1χ
∗2
2 + χ
∗2
1 χ
2
2).
(4)
Equations (2), besides the obvious energy integral (4),
possess another integral (occupation number integral in
quantum-mechanical terminology):
X = |χ1|2 + |χ2|2 (5)
However, as it was shown in [20], the modal analy-
sis becomes non-adequate at the resonance conditions.
Therefore we introduce new variables as a linear com-
bination of normal modes, which preserves the integral
X :
3ψ1 =
1√
2
(χ1 + χ2);ψ2 =
1√
2
(χ1 − χ2). (6)
The new variables describe the dynamics of some parts
of the CNT or some groups of the particles in the effec-
tive discrete one-dimensional chain (see Supplementary
materials) [20–22]. Really, considering the distribution
of energy along the nanotube one can see that such a
linear combination of normal modes describes a predom-
inant energy concentration in certain region of the CNT,
while the other part of CNT has a lower density of the
energy. Because of small difference between frequencies
of the modes, the selected parts of CNT demonstrate
some coherent behavior similar to beating in the system
of two weakly coupled oscillators. Therefore we can con-
sider these regions as new large-scale elementary blocks,
which can be described as unique elements of the sys-
tem. Such blocks will be identified as ”effective parti-
cles”, which were introduced for discrete nonlinear lat-
tices in [20]. The existence of integral of motion (5) al-
lows to reduce the phase space of the system up to 2
dimension. In this reduced phase space the first variable
(θ) specifies the relative amplitudes of effective particles
and the second one (δ) corresponds to the phase shift
between them.
ψ1 =
√
X cos(θ)e−iδ/2;ψ2 =
√
X sin(θ)eiδ/2 (7)
Now one can rewrite the Hamilton function (4) in the
terms of ”angle” variables θ and δ:
H =
X
16
{8a0(1− cos(δ) sin(2θ))+
X [2a4(2 cos
2(δ)− (cos(2δ)− 3) cos(4θ))+
a3(2 cos
2(δ) cos(4θ)− cos(2δ) + 3)+
4a2(cos(δ) sin(2θ)− 1)2 + 4a1(cos(δ) sin(2θ) + 1)2]}
(8)
A typical phase portrait of the system with Hamilto-
nian (8) for small values of X is shown in Figure 2(a).
Two steady states with θ = pi/4 and δ = 0 and δ = pi
correspond to normal modes χ1 and χ2. The trajectories
surrounding these stationary points describe the dynam-
ics of effective particles, i.e. reflect an evolution of vari-
ables ψ1 and ψ2. Values θ = 0 and θ = pi/2 correspond
to energy concentration on the ”effective particles”. In
these states, the energy distribution along the CNT is
the most non-uniform one along the axis of the nanotube.
However, it can be seen that these states belong to phase
trajectory maximally distant from the stationary points.
Consequently, the motion along the trajectory is accom-
panied with the energy transfer from one part of CNT
to another one. Such a trajectory was denoted as LPT
FIG. 2. Left panel: phase portrait of the system with low
level of excitation. Right panel: the energy distribution along
the CNT during the MD-simulation with the excitation, that
corresponded to phase portrait in the left panel.
- Limiting Phase Trajectory because it encircles the do-
main of attraction of the stationary points at maximal
distance. The motion along LPT is similar to beats in
a system of two oscillators, and the parts of CNT play
the role of ”effective particles”. This process is well seen
in figure 2(b), where the energy distribution along CNT
during the MD-simulation of the zigzag CNT oscillations
is shown. The parameters of CNT: the length L = 25.4
nm, radius R = 0.79 nm, the boundary conditions cor-
respond to the simply supported nanotube. The initial
temperature of nanotube was equal to 1.0 K and initial
velocity field corresponded to the linear combination of
two low-frequency modes (1). To show the energy in
figure 2(b), the considered CNT was separated into 60
”elementary rings”, each of them contained 40 carbon
atoms.
What does occur when the parameter X grows? Fig-
ures 3(a-b) show two phase portraits corresponding to
large values of X . It can be seen that the topology of
these portraits essentially differs from that in fig. 2(a).
Namely, except the initial stationary points correspond-
ing to the original normal modes, the additional steady
states arise, that is the result of instability of the lowest
frequency normal mode.
The new steady states, as long as they are close to the
”parent” normal mode, describe only a NNMs with rela-
tively small energy excess in one part of the CNT. But it
is most importantly that the possibility of complete en-
ergy exchange between the CNT parts is preserved. With
the growth of the parameter X new stationary states de-
part further from the original normal mode and, conse-
quently, the separatrix loop is expanded. At some point,
the separatrix becomes so expanded that it merges with
the LPT. This threshold corresponds to the complete en-
ergy localization since any path, starting at the upper
half of the phase plane, cannot reach the bottom one, and
vice versa. Fig. 3 (a, b) illustrates this transformation of
the phase plane. The instability threshold for the CNT
with aspect ratio 32 is Xi = 0.08 and the localization
threshold is Xloc = 0.17. The energy distribution along
4a b
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FIG. 3. The phase portraits (a, b) and energy surfaces (c, d)
at large excitation levels for CNTs with aspect ratio λ = 32;
left panel - X = 0.15; right panel - X = 0.25. Energy is
measured in Kelvin and time - in picoseconds. The results of
MD-simulations are shown in the panels (c-d).
z-axis of CNT obtained by the MD simulation is shown in
the panels (c-d) of figure 3. One can see that near the lo-
calization threshold the beating which is shown in figure
2(b) transforms into long-time flow of the energy from
one part of CNT to another one (fig. 3(c)). Fig. 3(d)
shows the energy distribution at excitation level, which
exceeds the localization threshold significantly. One can
see that no energy flow along the CNT occurs. In spite of
the fact that the energy profile during the simulation dif-
fers significantly from initial one, its location preserves.
One should take into account that, in accordance with
our definition of phase shift δ, the LPT surrounding the
zone-boundary stationary point (θ = pi/4, δ = 0) corre-
sponds to equal velocities of the modes and the trajectory
encircling another stationary point (θ = pi/4, δ = pi) - to
equal displacements. Therefore, the initial conditions in
the MD experiments correspond to fixed velocity and ze-
roth initial displacements of carbon atoms. This circum-
stance has to be taken into account while interpreting
both experimental and MD simulation data.
We demonstrate that instability of edge-spectrum opti-
cal modes of CNT vibrations is the preliminary condition
of energy localization in the some domain of CNT. The
energy capture in one of the CNT parts can be achieved,
if the excitation level exceeds the specific threshold,
which corresponds to merging two trajectories - the LPT
and the separatrix. When this threshold is exceeded the
phase portrait of the system under consideration changes
drastically: the separatrix passing through the unstable
stationary point (θ = pi/4, δ = 0) (see fig. 3(b)) encir-
cles the stable stationary point (θ = pi/4, δ = pi) and
prevents full energy exchange between effective particles
ψ1 and ψ2. Simultaneously a set of transit-time trajec-
tories, which involve any values of phase difference δ, is
created. It means that initial conditions corresponding to
identical velocities or displacements of both modes lead
to the energy capture by the effective particles. Then
only partial energy exchange becomes possible along the
trajectories, surrounding the stable stationary point and
situated inside the separatrix. One should keep in mind
that this process of energy capture does not suggest the
creation of strongly localized solutions whose formation
requires a participation of more components of the spec-
trum. This can be achieved for CNT with larger aspect
ratio.
As a conclusion we would like to note that the phe-
nomenon of energy localization considered above has uni-
versal character and it is the common peculiarity of the
systems possessing the optical-type branches of vibra-
tional spectrum. In particular, one can assume that
such well-known optical-type mode as RBM can mani-
fest the energy capture in the effective particles too. The
main difference is in the type of localization. Because
we assume the hard nonlinearity in the RBM branch one
should expect a ”dark”-type localized solution in contrast
with CFM branch, where nonlinearity is of soft type. We
hope that these processes can be observed experimen-
tally.
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