An approach to the modelling of financial return series using a class of uniformitypreserving transforms for uniform random variables is proposed. V-transforms describe the relationship between quantiles of the return distribution and quantiles of the distribution of a predictable volatility proxy variable constructed as a function of the return. V-transforms can be represented as copulas and permit the construction and estimation of models that combine arbitrary marginal distributions with linear or non-linear time series models for the dynamics of the volatility proxy. The idea is illustrated using a transformed Gaussian ARMA process for volatility, yielding the class of VT-ARMA copula models. These can replicate many of the stylized facts of financial return series and facilitate the calculation of marginal and conditional characteristics of the model including quantile measures of risk. Estimation of models is carried out by adapting the exact maximum likelihood approach to the estimation of ARMA processes.
Introduction
In this paper we propose a class of transforms for uniform random variables that may be used to construct some new discrete-time models for volatile financial time series, such as log-returns on asset prices or foreign-exchange and interest rates. Although the existing literature on volatility modelling is vast, the resulting models have some attractive features. In particular, they are copula-based models, which means that marginal and dependence characteristics can be easily separated in the construction and estimation of models. Moreover, both the marginal and conditional distributions of the underlying stationary process are accessible, permitting the calculation of static and dynamic variances, quantiles and other measures of risk.
A distinction is commonly made between genuine stochastic volatility models (in discrete or continuous time) where an unobservable process describes the volatility at any time point, and GARCH models where volatility is a function of observable information describing the past behaviour of the process; see the review articles by Shephard (1996) and Andersen and Benzoni (2010) . The models of this paper have more in common with the GARCH class (see Engle, 1982; Bollerslev, 1986; Ding et al., 1993; Glosten et al., 1993; Bollerslev et al., 1994, among others) . However, there are some notable differences.
In GARCH modelling the marginal distribution of a stationary process is inextricably linked to the dynamics of the process as well as the distribution of the driving innovations; if the dynamics are altered, the marginal distribution is also changed. Moreover, the marginal distributions of most models in the GARCH family have no simple closed parametric form, although the behaviour of tail indices and higher moments such as kurtosis is well understood (Mikosch and Stărică, 2000) .
In practical applications in financial risk management, it is convenient to be able to make exact calculations of marginal and conditional measures of risk, such as value-at-risk (VaR), and this is a primary motivation for this paper. A model of the type we propose is used in Gordy and McNeil (2019) to conduct a simulation study in a risk-model backtesting context.
Let X 1 , . . . , X n be a series of financial return data sampled at (say) daily frequency and assume that the data are modelled by a strictly stationary stochastic process (X t ) with marginal distribution function (cdf) F X . To match the stylized facts of financial return data (Campbell et al., 1997; Cont, 2001) , it is generally agreed that (X t ) should have limited serial correlation, but the squared or absolute processes (X 2 t ) and (|X t |) should have significant and persistent positive serial correlation to describe the effects of volatility clustering.
In this paper we refer to transformed series like (|X t |), in which volatility is revealed through serial correlation, as volatility proxy series. More generally, a volatility proxy series (T (X t )) is obtained by applying a transformation T : R → R which (i) depends on a change point µ T which may be zero, (ii) is increasing in X t − µ t for X t ⩾ µ T and (iii) is increasing in µ t − X t for X t ⩽ µ t .
Our approach in this paper is to model the probability-integral transform (PIT) series (V t ) of volatility proxy series. This is defined by V t = F T (X) (T (X t )) for all t, where F T (X) denotes the cdf of T (X t ). If (U t ) is the PIT series of the original process (X t ), defined by U t = F X (X t ) for all t, then a v-transform is a function describing the relationship between the terms of (V t ) and the terms of (U t ).
Equivalently, a v-transform describes the relationship between quantiles of the distribution of X t and the distribution of the volatility proxy T (X t ). Alternatively, it characterizes the dependence structure or copula of the pair of variables (X t , T (X t )). In this paper we show how to derive flexible, parametric families of v-transforms for practical modelling purposes.
To gain insight into the typical form of a v-transform, letÛ 1 , . . . ,Û n andV 1 , . . . ,V n be the samples obtained by applying the transformationsV t = F (|X|) n (|X t |) andÛ t = F (X) n (X t ), where F (X) n (x) = 1 n+1 n t=1 I {Xt⩽x} and F (|X|) n (x) = 1 n+1 n t=1 I {|Xt|⩽x} denote scaled versions of the empirical distribution functions of the X t and |X t | samples respectively. The graph of V t againstÛ t gives an empirical estimate of the v-transform for (X t , |X t |). In the left-hand plot of Figure 1 we show the relationship for a sample of n = 1000 daily log-returns of the S&P 500 index for the period from 3 January 2007 to 21 December 2010. Note how the empirical v-transform takes the form of a slightly asymmetric 'V'. 
and F (|X|) n denote versions of the empirical distribution function of the X t and |X t | values respectively. The sample size is n = 1000 and the data are daily log-returns of the S&P index for the period from 3 January 2007 to 21 December 2010.
To construct a volatility model for (X t ) using v-transforms we need to specific a process for (V t ). In principle any model for a series of serially dependent uniform variables can be applied to (V t ). In this paper we illustrate ideas using the Gaussian copula model implied by the standard ARMA dependence structure. We apply the inverse-normal transformation Z t = Φ −1 (V t ) to obtain a series of standard normal variables (Z t ) and then model these using a Gaussian ARMA process. The right-hand plot of Figure 1 shows the sample autocorrelation function (acf) of the dataẐ t = Φ −1 (V t ) and reveals a pattern of persistent positive serial correlation, which the ARMA process aims to model.
Although copulas play a role in describing the class of models based on v-transforms, the models of this paper are distinct from other copula time series models proposed in the econometrics literature; see, for example, the review papers by Patton (2012) and Fan and Patton (2014) . However, some of these models would be viable alternatives for modelling the volatility PIT process (V t ). One possibility would be the first-order Markov copula models investigated in Chen and Fan (2006) , Chen et al. (2009) and Domma et al. (2009) . The underlying theory of Markov copula models is explored in Darsow et al. (1992) and Beare (2010) while higher-order Markov extensions are treated in Ibragimov (2009) . The paper is structured as follows. In Section 2 we provide motivation for the paper by constructing a symmetric model using the simplest example of a v-transform. The general theory of v-transforms is developed in Section 3 and is used to construct the class of VT-ARMA processes and analyse their properties in Section 4. Section 5 treats estimation and statistical inference for VT-ARMA processes and provides examples of their application to data; Section 6 concludes. Proofs may be found in the Appendix.
A motivating model and GARCH comparison
Given a probability space (Ω, F, P), we construct a symmetric, strictly stationary process (X t ) t∈N\{0} such that, under the even transformation T (x) = |x|, the serial dependence in the volatility proxy series (T (X t )) is of ARMA type. We assume that the marginal cdf F X of (X t ) is absolutely continuous and the density f X satisfies f X (x) = f X (−x) for all x > 0. Since F X and F |X| are both continuous the properties of the probability-integral (PIT) transform imply that the series (U t ) and (V t ) given by U t = F X (X t ) and V t = F |X| (|X t |) both have standard uniform marginal distributions. Henceforth we refer to (V t ) as the volatility PIT process and (U t ) as the series PIT process.
Any other volatility proxy series that can be obtained by a continuous and strictly increasing transformation of the terms of (|X t |), such as (X 2 t ), yields exactly the same volatility PIT process. For example, ifṼ t = F X 2 (X 2 t ), then it follows from the fact that
In this sense we can think of classes of equivalent volatility proxies, such as (|X t |), (X 2 t ), (exp |X t |) and (ln(1 + |X t |)). In fact (V t ) is itself an equivalent volatility proxy to (|X t |) since F |X| is a continuous and strictly increasing transformation.
The symmetry of f X implies that F |X| (x) = 2F X (x) − 1 = 1 − 2F X (−x) for x ⩾ 0. Hence we find that
which implies that the relationship between the volatility PIT process (V t ) and the series PIT process (U t ) is given by
where V(u) = |2u − 1| is a perfectly symmetric v-shaped function that maps values of U t close to 0 or 1 to values of V t close to 1, and values close to 0.5 to values close to 0. V is the canonical example of a v-transform. It is related to the tent-map transformation
Given (V t ) let the process (Z t ) be defined by setting Z t = Φ −1 (V t ) so that we have the following chain of transformations
We refer to (Z t ) as a normalized volatility proxy series. Let us assume that (Z t ) is exactly a Gaussian ARMA process with mean zero and variance one. We want to be able to reverse the sequence of transformations in (2) and reconstruct (X t ) from the ARMA process (Z t ).
This is not possible because the transformation V is not an injection. For any V t > 0 there are two possible inverse values, 1 2 (1−V t ) and 1 2 (1+V t ). However, by randomly choosing between these values, we can 'stochastically invert' V to construct another uniformly distributed variableŨ t which shares the same v-transform and satisfiesŨ t = U t with probability 0.5 andŨ t = 1 − U t with probability 0.5. This is shown in Lemma 1, which is a special case of a more general result in Proposition 3.
This result suggests the following algorithm for constructing a process (X t ) with symmetric marginal density f X such that the corresponding normalized volatility proxy process (Z t ) under the absolute value transformation (or continuous and strictly increasing functions thereof) is an ARMA process. We describe the resulting model as a VT-ARMA process.
Algorithm 1.
1. Generate (Z t ) as a causal and invertible Gaussian ARMA process of order (p, q) with mean zero and variance one.
Form the volatility PIT process
3. Generate a process of iid Bernoulli variables (Y t ) such that P(Y t = 1) = 0.5. 4. Form the PIT process (U t ) using the transformation
(3) 5. Form the process (X t ) by setting X t = F −1 X (U t ).
It is important to state that the use of the Gaussian process (Z t ) as the fundamental building block of the VT-ARMA process in Algorithm 1 has no effect on the marginal distribution of (X t ), which is F X as specified in the final step of the algorithm. The process (Z t ) is exploited only for its serial dependence structure, which is described by a family of finite-dimensional Gaussian copulas; this dependence structure is applied to the volatility proxy process. The main drawbacks of this model choice are the radial symmetry of the Gaussian copula and its lack of extremal dependence, rather than the symmetry and thin tails of the normal distribution. The radial symmetry of the copula implies a similar dependence structure for jointly large and jointly small values of the volatility proxy variable which may not be realistic. Nevertheless the model that results from Algorithm 1 provides a useful archetype that can reproduce many of the stylized facts of financial time series and indicate directions for further research.
It is instructive to compare the symmetric VT-ARMA process with a symmetric GARCH process to see the similarities and differences between the models. Let (Z t ) follow the causal stationary and invertible ARMA(1,1) model given by Z t = α 1 Z t−1 + β 1 ϵ t−1 + ϵ t for some iid innovation series (ϵ t ) such that var(Z t ) = 1 for all t. Recall that V t can be written as V t = F X 2 (X 2 t ). It follows that we may write the model as
in terms of the composite transformation Φ −1 •F X 2 . Thus we may consider a VT-ARMA(1,1) model to be an ARMA(1,1) model applied to a transformation of the squared data (or the absolute data). Now consider a GARCH(1,1) model taking the form X t = √ h t ω t where (ω t ) denotes an iid series with mean zero and variance one and the conditional variance series (h t ) satisfies the equations h t = a 0 + a 1 X 2 t−1 + b 1 h t−1 for parameters a 0 > 0, a 1 ⩾ 0 and b 1 ⩾ 0 with a 1 + b 1 < 1 (the condition for covariance stationarity). This process may be written
The process (ε t ) is not iid but it is a stationary process with the martingale difference property E(ε t | F t−1 ) = 0. It may be regarded as the innovation process for the squared value process. While (5) has the structure of an ARMA(1,1) process for (X 2 t ) it only fulfills the definition of such a process if (ε t ) has finite variance, for which a necessary and sufficient condition is E((a 1 ω 2 t + b 1 ) 2 ) < 1; see, for example, McNeil et al. (2015) (Section 4.2) for more details.
Equations (4) and (5) allow the models to be compared and highlight two major differences between the models. The first is the form of the transformation applied to the squares (X 2 t ): the dynamic equation in the VT-ARMA model changes their distribution to standard Gaussian; the GARCH model simply centres them to have mean zero. The second is in the form of the innovations in equations (4) and (5) : the VT-ARMA model has iid Gaussian innovations (ϵ t ); the GARCH model has innovations (ε t ) which are not independent and which have a skewed distribution determined by both the choice of innovation distribution for (ω t ) and the dynamics implicit in (h t ).
This comparison also gives clues concerning parameter values to mimic the features of real financial return data. In a GARCH model a choice of values like a 1 = 0.1 and b 1 = 0.85 might produce realistic patterns of volatility. Corresponding values in the VT-ARMA model might be α 1 = a 1 + b 1 = 0.95 and β 1 = −b 1 = −0.85, as illustrated in Figure 2 .
V-transforms
To generalize the class of v-transforms we admit two forms of asymmetry in the construction described in Section 2: we allow the density f X to be skewed; we introduce an asymmetric volatility proxy.
Definition 1 (Volatility proxy transformation and profile). Let T 1 and T 2 be strictly increasing, continuous and differentiable functions on R + = [0, ∞) such that T 1 (0) = T 2 (0). Figure 2 : Realizations of length n = 500 of (X t ) and (Z t ) for a VT-ARMA(1,1) process with a marginal Student t distribution with ν = 3 degrees of freedom and ARMA paramaters α = 0.95 and β = −0.85. ACF plots for (X t ) and (|X t |) are also shown.
Let µ T ∈ R. Any transformation T : R → R of the form
is a volatility proxy transformation. The parameter µ T is the change point of T and the associated function g T :
is the profile function of T . By introducing µ T we allow the possibility that the natural change point may not be identical to zero. By introducing different functions T 1 and T 2 for returns on either side of the change point, we allow the possibility that one or other may contribute more to the volatility proxy. This has a similar economic motivation to the leverage effects in GARCH models (Ding et al., 1993) ; falls in equity prices increase a firm's leverage and increase the volatility of the share price.
Clearly the profile function of a volatility proxy transformation is a strictly increasing, continuous and differentiable function on R + such that g T (x) = 0. In the case of a volatility proxy transformation that is symmetric about µ T , the profile satisfies g T (x) = x.
The following theorem shows how v-transforms V = V(U ) can be obtained by considering different continuous distributions F X and different volatility proxy transformations T of type (6).
Theorem 1. Let X be a random variable with absolutely continuous and strictly increasing cdf F X on R and let T be a volatility proxy transformation. Let U = F X (X) and V = F T (X) (T (X)). Then V and U are related by
The result implies that any two volatility proxy transformations T andT which have the same change point µ T and profile function g T belong to an equivalence class with respect to the resulting v-transform. This generalizes the idea that T (x) = |x| and T (x) = x 2 give the same v-transform in the symmetric case of Section 2. Note also that the volatility proxy transformations T (V ) and T (Z) defined by
are in the same equivalence class as T since they share the same change point and profile function as T .
Definition 2 (v-transform and fulcrum). Any uniformity-preserving transformation V that can be obtained from equation (7) by choosing an absolutely continuous and strictly increasing cdf F X on R and a volatility proxy transformation T is a v-transform. The value δ = F X (µ T ) is the fulcrum of the resulting v-transform.
A flexible parametric family
In this section we derive a family of v-transforms using construction (7) by taking a tractable asymmetric model for F X from the family proposed by Fernández and Steel (1998) and by setting µ T = 0 and g T (x) = kx ξ for k > 0 and ξ > 0. This profile function contains the identity profile g T (x) = x (corresponding to the symmetric volatility proxy transformation) as a special case, but allows cases where negative or positive returns contribute more to the volatility proxy. The choices we make may at first sight seem rather arbitrary, but the resulting family can in fact assume the majority of shapes that are permissable for v-transforms, as we will argue.
Let f 0 be a density that is symmetric about the origin and let γ > 0 be a parameter. Fernandez and Steel suggested the model
This model is often used to obtain skewed normal and skewed Student distributions for use as innovation distributions in econometric models. A model with γ > 1 is skewed to the right while a model with γ < 1 is skewed to the left, as might be expected for asset returns. We consider the particular case of a double exponential distribution f 0 (x) = 0.5 exp(−|x|) which leads to particularly tractable expressions.
Proposition 1. Let F X (x; γ) be the cdf of the density (8) when f 0 (x) = 0.5 exp(−|x|), set µ T = 0 and let g T (x) = kx ξ for k, ξ > 0. The v-transform (7) is given by
where δ = F X (0) = (1 + γ 2 ) −1 ∈ (0, 1) and κ = k/γ ξ+1 > 0.
It is remarkable that (9) is a uniformity-preserving transformation. When ξ = 1 we get the special case
When, in addition, κ = 1 we get the special case
which obviously includes the symmetric model (11) is a very convenient special case and we refer to it as the linear v-transform.
In Figure 3 we show the v-transform V δ,κ,ξ when δ = 0.55, κ = 1.4 and ξ = 0.65. We will take this particular v-transform as an archetype in order to illustrate further properties of v-transforms and find a characterization. 
Characterizing v-transforms
It is easily verified that any v-transform obtained from (7) consists of two arms or branches, described by continuous and strictly monotonic functions; the left arm is decreasing and the right arm increasing. See Figure 3 for an illustration. At the fulcrum δ we have V(δ) = 0. Every point u ∈ [0, 1] \ {δ} has a dual point u * on the opposite side of the fulcrum such that V(u * ) = V(u). Dual points can be interpreted as the quantile probability levels of the distribution of X that give rise to the same level of volatility.
We collect these properties together in the following lemma and add one further important property that we refer to as the square property of a v-transform; this property places constraints on the shape that v-transforms can take and is illustrated in Figure 3 .
2. There exists a point δ known as the fulcrum such that 0 < δ < 1 and V(δ) = 0;
3. V is continuous; 4. V is strictly decreasing on [0, δ] and strictly increasing on [δ, 1];
It is instructive to see why the square property must hold. Consider Figure 3 
The properties in Lemma 2 could be taken as the basis of an alternative definition of a v-transform. In view of (12) it is clear that any mapping V that has these properties is a uniformity-preserving transformation. We can characterize the mappings V that have these properties as follows.
Theorem 2. A mapping V : [0, 1] → [0, 1] has the properties listed in Lemma 2 if and only if it takes the form
where Ψ is a continuous and strictly increasing distribution function on [0, 1].
Our arguments so far show that every v-transform must have the form (13). It remains to verify that every uniformity-preserving transformation of the form (13) can be obtained from construction (7) and this is the purpose of the final result of this section. This allows us to view Definition 2, Lemma 2 and the characterization (13) as three equivalent approaches to the definition of v-transforms.
Proposition 2. Let V be a uniformity-preserving transformation of the form (13)and F X a continuous distribution function. Then V can be obtained from construction (7) using any volatility proxy transformation with change point
Henceforth we can view (13) as the general equation of a v-transform. Distribution functions Ψ on [0, 1] can be thought of as generators of v-transforms. Comparing (13) with (9) we see that our parametric family V δ,κ,ξ is generated by Ψ(x) = exp(−κ(−(ln x) ξ )). This is a 2-parameter distribution whose density can assume many different shapes on the unit interval including increasing, decreasing, unimodal and bathtub-shaped forms. In this respect it is quite similar to the beta distribution which would yield an alternative family of v-transforms. The uniform distribution function Ψ(x) = x gives the family of linear v-transforms V δ .
In applications we construct models starting from the building blocks of a tractable vtransform V such as (9) and a distribution F X ; from these we can always infer an implied profile function g T using (14). The alternative approach of starting from g T and F X and constructing V via (7) can lead to v-transforms that are cumbersome and computationally expensive to evaluate. For example, for applications to asset return modelling, we might choose a marginal model from the generalized hyperbolic family (Barndorff-Nielsen, 1978; Barndorff-Nielsen and Blaesild, 1981; Eberlein, 2010) . In this case the inversion of the cumulative distribution function requires numerical integration of the density and numerical root finding, which makes the evaluation of V in (7) very slow.
V-transforms as copulas
If two uniform random variables are linked by the v-transform V = V(U ) then the joint distribution function of (U, V ) is a special kind of copula. In this section we derive the form of the copula, which facilitates the construction of stochastic processes using v-transforms.
To state the main result we use the notation V −1 and V ′ for the the inverse function and the gradient function of a v-transform V. Although there is no unique inverse V −1 (v) (except when v = 0) the fact that the two branches of a v-transform mutually determine each other allows us to define V −1 (v) to be the inverse of the left branch of the v-transform given by
Theorem 3. Let V and U be random variables related by the v-transform V = V(U ).
1. The joint distribution function of (U, V ) is given by the copula
2. Conditional on V and provided V ̸ = 0, U has a Bernoulli distribution given by
where
. (17) 3. E (∆(V )) = δ.
Remark 1. In the case of the symmetric v-transform V(u) = |1 − 2u| the copula in (15) takes the form C(u, v) = max(min(u + v 2 − 1 2 , v), 0). We note that this copula is related to a special case of the tent map copula family C T θ in Remillard (2013) 
For the linear v-transform family the conditional probability ∆(v) in (17) satisfies ∆(v) = δ for all v. This implies that the value of V contains no information about whether U is likely to be below or above the fulcrum; the probability is always the same regardless of V . In general this is not the case and the value of V does contain information about the value of U .
Theorem 3 is the key to generalizing Lemma 1 and stochastically inverting a v-transform in the asymmetric case, as summarized in the following proposition.
Proposition 3. Let U ∼ U (0, 1), let V be a v-transform and let V = V(U ). Conditional on V , letŨ be a Bernoulli variable that has the distribution given by (16)
with ∆(v) as defined in (17) and δ = E(∆(V )).
We can interpret (18) and (19) as follows. The value p is the probability that when we start with a uniform random variable U and successively apply a v-transform and its stochastic inverse, we recover the original value of U as opposed to its dual point U * . This probability is bounded below by δ 2 + (1 − δ) 2 which is obtained for the linear v-transform family V δ . The global minimum value is 0.5, which is attained only for the symmetric vtransform V 0.5 . In other words, when we invert the v-transform of a random variable U in an asymmetric model there is actually a greater than 50% chance of recovering the original value of U .
In Section 4 we apply v-transforms and their inverses to the terms of time series models. To understand the effect this has on the serial dependencies between random variables, we need to consider multivariate componentwise v-transforms of random vectors with uniform marginal distributions and these can also be represented in terms of copulas. We now give a result which forms the basis for the analysis of serial dependence properties. The first part of the result shows the relationship of copulas under componentwise v-transforms; the second part shows the relationship under the componentwise stochastic inversion of a v-transform. 1. Let U = (U 1 , . . . , U d ) ′ be a vector of uniform random variables with copula C U and let V be a v-transform. The copula of V = (V(U 1 ), . . . , V(U d )) ′ is given by
be a vector of uniform random variables with copula C V and copula density c V . Let V be a v-transform and, for i = 1, . . . , d, let the conditional distribution of U i given V i be given by (17). Then the joint distribution function of
VT-ARMA copula models
In this section we study some properties of the class of time series models obtained by the following algorithm, which generalizes Algorithm 1. The models obtained are described as VT-ARMA processes since they are stationary time series constructed using the fundamental building blocks of a v-transform V and an ARMA process.
Algorithm 2.
Form the volatility PIT process
4. Form the series PIT process (U t ) using the transformation
5. Form the process (X t ) by setting X t = F −1 X (U t ) for some continuous distribution function F X .
We can add any marginal behaviour in the final step and this allows for an infinitely rich choice. We can, for instance, even impose an infinite-variance or an infinite-mean distribution, such as the Cauchy distribution, and still obtain a strictly stationary process for (X t ). We make the following definitions.
Definition 3 (VT-ARMA and VT-ARMA copula process). Any stochastic process (X t ) that can be generated using Algorithm 2 by choosing an underlying ARMA process with mean zero and variance one, a v-transform V and and a continuous distribution function F X is a VT-ARMA process. The process (U t ) obtained at the penultimate step of the algorithm is a VT-ARMA copula process. Figure 4 gives an example of a simulated process using Algorithm 2 and the v-transform V δ,κ,ξ in (9) with κ = 0.9 and MA parameter ξ = 1.1. The marginal distribution is a heavytailed skewed Student distribution of type (8) with degrees-of-freedom ν = 3 and skewness γ = 0.8, which gives rise to more large negative returns than large positive returns. The underlying time series model is an ARMA(1,1) model with AR parameter α = 0.95 and MA parameter β = −0.85. See caption of figure for full details of parameters.
In the remainder of this section we concentrate on the properties of VT-ARMA copula processes (U t ) from which related properties of VT-ARMA processes (X t ) may be easily inferred.
Stationary distribution
The VT-ARMA copula process (U t ) of Definition 3 is a strictly stationary process since the joint distribution of (U t 1 , . . . , U t k ) for any set of indices t 1 < · · · < t k is invariant under time shifts. This property follows easily from the strict stationarity of the underlying ARMA process (Z t ) according to the following result, which uses Theorem 4.
Proposition 4. Let (U t ) follow a VT-ARMA copula process with, v-transform V and an underlying ARMA(p,q) structure with autocorrelation function ρ(k). The random vector
..,t k ) denotes the density of the Gaussian copula C Ga P (t 1 ,...,t k ) and P (t 1 , . . . , t k ) is a correlation matrix with (i, j) element given by ρ(|t j − t i |).
An expression for the joint density facilitates the calculation of a number of dependence measures for the bivariate marginal distribution of (U t , U t+k ). In the bivariate case the correlation matrix of the underlying Gaussian copula C Ga P (t,t+k) contains a single off-diagonal value ρ(k) and we simply write C Ga ρ(k) . The Pearson correlation of (U t , U t+k ) is given by
This value is also the value of the Spearman rank correlation ρ S (X t , X t+k ) for a VT-ARMA process (X t ) with copula process (U t ) (since the Spearman's rank correlation of a pair of continuous random variables is the Pearson correlation of their copula). The probability that U t and U t+k jointly take values in a lower orthant defined by the point (u, u) is given by
For a VT-ARMA process (X t ) with copula process (U t ) this is the joint probability that X t and X t+k take values below their u-quantiles and can be used, for example, to calculate the probability of joint exceedances of an unconditional value-at-risk (VaR) at level (1 − u). Calculation of dependence measures using such formulas as (21) and (22) typically requires numerical integration. However, in the special case of the linear v-transform V δ in (11) we can get simpler expressions as shown in the following result.
Proposition 5. Let (U t ) be a VT-ARMA copula process satisfying the assumptions of Proposition 4 with linear v-transform V δ . Let (Z t ) denote the underlying Gaussian ARMA process. Then
For the symmetric v-transform V 0.5 , equation (23) obviously yields a correlation of zero so that, in this case, the VT-ARMA copula process (U t ) is a white noise with an autocorrelation function that is zero, except at lag zero. However even a very asymmetric model with δ = 0.4 or δ = 0.6 gives ρ(U t , U t+k ) = 0.04ρ S (Z t , Z t+k ) so that serial correlations tend to be very weak.
When we add a marginal distribution, the resulting process (X t ) has a different autocorrelation function to (U t ), but the same rank autocorrelation function. The symmetric model of Section 2 is a white noise process. General asymmetric processes (X t ) are not perfect white noise processes but have only weak serial correlation.
Formula (24) could be used, for example, to calculate the variance of the number of exceedances of the unconditional (1 − u)-VaR over n time steps. The expected number of unconditional VaR exceedances is nu and the variance is
Conditional distribution
To derive the conditional distribution of a VT-ARMA copula process we use the vector notation U t = (U 1 , . . . , U t ) ′ and Z t = (Z 1 , . . . , Z t ) ′ to denote the history of processes up to time point t and u t and z t for realizations. These vectors are related by the componentwise transformation Z t = Φ −1 (V(U t )). We assume the process (U t ) has time index set given by the positive integers t ∈ {1, 2, . . .}.
Theorem 5. For t > 0 the conditional density f Ut|U t−1 (u | u t−1 ) is given by
We have assumed that the underlying model for (Z t ) is a causal stationary and invertible ARMA model with mean zero and variance one. For t > max(p, q) this process satisfies the recursive equations
for an underlying Gaussian innovation process (ϵ t ) with mean zero and variance var(ϵ t ) = σ 2 ϵ ⩽ 1. Writing the conditional mean of the ARMA model as µ t = E(Z t | Z t−1 = z t−1 ) and noting that, for t > max(p, q), var(Z t | Z t−1 = z t−1 ) = var(ϵ t ) = σ 2 ϵ we can write the conditional density in steady state as
.
Clearly when µ t = 0 and σ ϵ = 1 this is equal to the uniform density f Ut|U t−1 (u | u t−1 ) = 1 as expected. The conditional distribution function F Ut|U t−1 does not in general have a simple closed form.
In the case of the first-order Markov AR(1) model
) and the conditional variance is σ 2 ϵ = 1 − α 2 1 . The conditional density (27) can be easily shown to simplify to
where c Ga α 1 V u 1 , V u 2 denotes the copula density derived in Proposition 4. In this special case the VT-ARMA model falls within the class of first-order Markov copula models considered by Chen and Fan (2006) , although the copula is new.
If we add a marginal distribution F X to the VT-ARMA copula model to obtain a model for (X t ) and use similar notational conventions as above, the resulting VT-ARMA model has conditional density
with f Ut|U t−1 as in (27). An interesting property of the VT-ARMA process is that the conditional density (29) can have a pronounced bimodality for values of µ t in excess of zero, that is in high volatility situations where the conditional mean of Z t is higher than the marginal mean value of zero; in low volatility situations the conditional density appears more concentrated around zero. This phenomenon is illustrated in Figure 4 . The bimodality in high volatility situations makes sense: in such cases it is likely that the next return will be large in absolute value and relatively less likely that it will be close to zero. The conditional distribution function of (X t ) is 1 ) ) and hence the ψ-quantile x ψ,t of F Xt|X t−1 can be obtained by solving
For ψ < 0.5 the negative of this value is the conditional (1 − ψ)-VaR at time t. 
Statistical inference
In the copula approach to dependence modelling, the copula is the object of central interest and marginal distributions are often of secondary importance. A number of different approaches to estimation are found in the literature. Suppose we have a dataset x 1 , . . . , x n representing realization of variables X 1 , . . . , X n from the time series process (X t ).
The semi-parametric approach developed by Genest et al. (1995) is very widely used in copula inference and has been applied by Chen and Fan (2006) to first-order Markov copula models in the time series context. In this approach the marginal distribution F X is first estimated non-parametrically using the scaled empirical distribution function F (X) n (see definition in Section 1) and the data are transformed onto the (0, 1) scale This has the effect of creating pseudo-copula data u t = rank(x t )/(n + 1) where rank(x t ) denotes the rank of x t within the sample. The copula is fitted to the pseudo-copula data by maximum likelihood (ML).
The inference-functions-for-margins (IFM) approach of Joe (2015) is also a two-step method although in this case a parametric modelF X is estimated in the first step and the copula is fitted to the data u t =F X (x t ) in the second step. Semi-parametric marginal models that combine the empirical distribution function in the centre of the distribution with tail models suggested by extreme value theory can also be applied (McNeil and Frey, 2000) .
The marginal distribution F X and the copula process can be estimated jointly by maximum likelihood in a single step, although badly chosen marginal distributions can lead to poor estimates of the copula. We first consider the estimation of the VT-ARMA copula process for a sample of data u 1 , . . . , u n and then consider joint estimation of copula and marginal distribution as a simple extension.
Maximum likelihood estimation of VT-ARMA copula process
Let θ (T ) and θ (A) denote the parameters of the v-transform and ARMA model respectively. It follows from Theorem 5 that the log-likelihood for the sample u 1 , . . . , u n satisfies
where the first term L * is the log-likelihood for an ARMA model with a standard N(0,1) marginal distribution. Both terms in the log-likelihood (31) are relatively straightforward to evaluate.
The evaluation of the ARMA likelihood L * (θ (A) | z 1 , . . . , z n ) for parameters θ (A) and data z 1 , . . . , z n can be accomplished using the Kalman filter. However, it is important to note that the assumption that the data z 1 , . . . , z n are standard normal requires a bespoke implementation of the Kalman filter, since standard software always treats the error variance σ 2 ϵ as a free parameter in the ARMA model. Recalling that the ARMA model takes the form
α and β are the AR and MA coefficient, and α(z) and β(z) are the characteristic equations of the autoregressive and moving-average parts, which are assumed to have no common roots. The constraint on σ 2 ϵ in (32) can be incorporated into the state-space representation of the ARMA model to guarantee that the estimated model has mean zero and variance one. For example, in the case of the ARMA(1,1) model this means that
Model validation tests for the VT-ARMA copula can be based on residuals
where z t denotes the implied realization of the normalized volatility proxy variable and where an estimate µ t of the conditional mean µ t = E(Z t | Z t−1 = z t ) may be obtained as an output of the Kalman filter. The residuals should behave like an iid sample from a normal distribution. Standardized residuals can also be obtained by dividing by the estimate σ ϵ obtained by substituting θ (A) in (32); these would be compared to standard normal. Using the estimated model, it is straightforward to implement a likelihood-ratio (LR) test for the presence of stochastic volatility in the data. Under the null hypothesis of no serial dependence the data u 1 , . . . , u n would form an iid uniform sample with log-likelihood identically equal to zero. The size of the maximized log-likelihood L( θ (T ) , θ (A) ; u 1 , . . . , u n ) provides a measure of the evidence against the null.
Adding a marginal model
Suppose we have data x 1 , . . . , x n representing realisations of random variables X 1 , . . . , X n from a VT-ARMA process (X t ) with marginal distribution function and density F X and f X and with parameters θ (M ) . As noted, we can either estimate the model in two steps following the IFM approach of Joe (2015) or estimate all parameters θ jointly. Generally, a two-step estimation is a sensible prelude to joint estimation to make sure that both components of the model are reasonable. For joint estimation the log-likelihood is simply
where the first term is the log-likelihood for a sample of iid data from the marginal distribution F X and the second term is (31).
To validate the fitted marginal model the usual suite of graphical and numerical goodnessof-fit tests for comparing x 1 , . . . , x n with the model F X (x) = F X (x; θ (M ) ) is available, for example QQplots and χ-squared and Kolmogorov-Smirnov goodness-of-fit tests. When a marginal model is added we can recover the implied form of the volatility proxy transformation using Proposition 2. If δ is the estimated fulcrum parameter of the vtransform then the estimated change point is µ T = F −1 X ( δ) and the implied profile function is
This expression can also be used with a non-parametric estimator of F X to obtain a nonparametric estimate of g T . Note that is is possible to force the change point to be zero in a joint estimation of marginal model and copula by imposing the constraint F X (0; θ (M ) ) = δ on the fulcrum and marginal parameters during the optimization. However, in practice we find that superior fits can often be obtained when these parameters are unconstrained.
Examples
To illustrate methods we analyse two excerpts of n = 1000 daily log-returns from the S&P index; values are multiplied by 100 to give approximate percentage returns. The first excerpt covers the time period from 3 January 2007 to 21 December 2010 containing the financial crisis of 2007-09; the second covers the less turbulent period from 3 January 2012 to 22 December 2015. The analyses presented are intended to be indicative of what is possible with the methods of this paper rather than an exhaustive and definitive analysis of these datasets.
We first apply the method of estimating margins with the scaled empirical distribution function and fitting VT-ARMA copula models to the standardized ranks of the time series observations. Results for the two excerpts are contained in Tables 1 and 2. To refer to models we use the mnemonic VTARMA(n, p, q) where (p, q) refers to the ARMA model and n indexes the v-transform: 0 corresponds to the symmetric transform; 1 is the linear v-transform V δ in (11); 2 is the 2-parameter v-transform V δ,κ in (10); 3 is the 3-parameter v-transform V δ,κ,ξ in (9). The column marked L gives the value of the maximized log-likelihood. All values are large and positive showing strong evidence of stochastic volatility in all cases, but comparison of the two tables shows that the weight of evidence is much higher for the first excerpt containing the crisis than the second. The models VTARMA(0,1,0) and VTARMA(1,1,0) are firstorder Markov models of type (28) with symmetric and linear v-transform respectively. The fit of these models is noticeably poorer than the others indicating that Markov models are insufficient to capture stochastic volatility, as would be expected given the persistence of typical volatility clustering.
The column marked SW contains the p-value for a Shapiro-Wilks test of normality applied to the residuals from the VT-ARMA copula model. The null hypothesis is rejected for the first dataset for all of the copula models except for the two Markov models, suggesting imperfections in the fit. It is particularly challenging to model this series with a single stationary process given the dramatic regime shift that took place at the time of the financial crisis; it may be noted that the fitted models are very close to integrated with estimates of α 1 just less than one in the ARMA(1,1) models. The null hypothesis of normality is not rejected for the second dataset, which appears better modelled by the VT-ARMA process.
The non-significant results of the Shapiro-Wilks test for the two Markov models applied to the first dataset are potentially misleading. These models do a poor job of explaining the serial dependence in the data and the estimated AR coefficients are small. This has the effect that the estimated conditional mean values µ t are small and the residuals r t in (33) are close to the implied values of the normalized volatility proxy z t , which are normal by design. Although the residuals remain relatively normal, they are strongly serially correlated for these models.
For both datasets the models based on an ARMA(2,1) generally offer a better fit than those based on ARMA(1,1); the improvement is particularly significant for the first series. We experimented with higher order ARMA processes but this did not lead to further significant improvements. According to the AIC values, the VTARMA(1,2,1) model incorporating the linear v-transform is generally a sufficient model and the non-linear v-transforms add relatively little for these data. Note that the fulcrum is off-centre in both cases: for the first series the estimate is δ = 0.579 and for the second δ = 0.587.
Figures 5 and 6 provide some more details of the fit of the VTARMA(1,2,1) model to the two series. The pictures in the panels show the QQplot of the residuals against normal, acf plots of the residuals and squared residuals and the estimated conditional mean process ( µ t ), which can be taken as an indicator of high and low volatility. The QQplot clearly shows why the Shapiro-Wilks rejects normality of the residuals for the first excerpt; the plot for the second excerpt is more linear.
The residuals and absolute residuals show very little evidence of serial correlation suggesting that the ARMA filter has been successful in explaining much of the serial dependence structure of the normalized volatility proxy process. The estimated conditional mean process takes its maximum values at the height of the 2008-09 crisis for the first dataset; for the second dataset the highest values occur during August 2015 when concerns about the Chinese economy led to a stock market sell-off.
We now add a marginal distribution to the VT-ARMA copula model and estimate all parameters of the model jointly. We have experimented with a number of marginal distributions all of which can be described by four parameters: a location µ, a scale parameter σ a skewness parameter γ and a shape parameter η. In particular we have compared the skewed Student t distribution in the family of Fernández and Steel (1998) t distribution in the generalized hyperbolic (GH) family and the normal inverse-Gaussian (NIG) distribution in the GH family. Of these the NIG yields the best marginal fit in the majority of cases and we present results for that distribution. Results are shown in Table 3 for both datasets. We only give results for the ARMA(2,1) model, which we again find to be superior to ARMA(1,1) in analyses that are not presented. This is combined with the linear and 2-parameter v-transforms. The estimates of the parameters of the VT-ARMA copula process change a little when the parametric marginal model is added. The Shapiro-Wilks test for the normality of the residuals in the first model improves and, while still significant at the 5% level, is no longer significant at the 1% level. As before, on the basis of the Akaike values there is no evidence that the 2-parameter transform offers any significant improvement over the linear transform for these two datasets. Figure 7 shows some aspects of the joint fit for the second dataset and the model VTARMA (1,2,1) . A QQplot of the data against the fitted NIG distribution suggests that the latter is a reasonable marginal model. Using (35) the implied volatility proxy profile function g T can be constructed and is found to lie just below the line y = x as shown in the upper-right panel. The change point µ T is estimated to be F −1 X ( δ) = 0.19. Interestingly, this value is not zero; the implication is that market volatility is at its lowest when log-returns take modest positive values. We can also infer an implied volatility proxy transformation T , although there is flexibility in the exact member of the equivalence class defined by g T that we pick. Natural ones to consider are the uniformized volatility proxy transformation T (V ) (x) = V θ (T ) (F X (x; θ (M ) ) and the normalized volatility proxy transformation T (Z) (x) = Φ −1 (T (V ) (x)).
In the lower-left panel of Figure 7 we show the empirical v-transform formed from the data (X t , T (X t )) for any choice of the implied transformation T together with the fitted parametric v-transform. The empirical v-transform is the plot
, as in Figure 1 . The empirical v-transform and the fitted parametric v-transform should correspond, as they clearly do.
The lower-right panel of Figure 7 shows the standardized volatility proxy transformation x → T (Z) (x) as a curve. This is superimposed on the points (X t , Φ −1 (V t )) to show how it corresponds to the underlying data. Using the curve we can compare the effects of, for example, a log-return (× 100) of -2 and a log-return of 2. For the fitted model these are 1.96 and 1.88 showing that the down movement is associated with higher volatility.
The final application we consider is estimation of a conditional value-at-risk (VaR) using equation (30) . Figure 8 shows the 95% conditional VaR estimate for the first time period based on the VTARMA(1,2,1) model. For comparison a dashed line shows the corresponding estimate for a GARCH(1,1) model with skewed Student t innovations. There is clearly a good deal of correspondence between the two estimates indicating that VT-ARMA models give VaR estimates that are broadly in line with standard methods.
Conclusion
We have shown how v-transforms may be used to model volatile financial time series, such as asset returns. V-transforms describe the relationships between quantiles of the return distribution and quantiles of the distribution of a predictable volatility proxy variable. The volatility proxy variable is a function of the return which measures the magnitude of movement with respect to some central change point and which may take different forms according to whether returns lie below or above the change point. We have characterized v-transforms mathematically and shown how the stochastic inverse of a v-transform may be used to construct stationary models for return series where arbitrary marginal distributions may be coupled with arbitrary dynamic models for the serial dependence in the volatility proxy.
Dataset 1 1 2 2 Model VTARMA(1,2,1) VTARMA(2,2,1) VTARMA(1,2,1) VTARMA(2,2,1) Table 3 : Analysis of two series of 1000 daily S&P return data referred to in text as datasets 1 and 2. Parameter estimates, standard errors (alongside estimates) and information about the fit: SW denotes Shapiro Wilks p-value; L is the maximized value of the log-likelihood and AIC is the Akaike information criterion.
The construction was illustrated using the serial dependence model implied by a Gaussian ARMA process. The resulting class of VT-ARMA processes is able to capture serial dependence features of financial return series including near-zero serial correlation (white noise behaviour) and volatility clustering. Moreover, since the models are copula-based, they can match any marginal behaviour, including infinite-variance and infinite-mean behaviour, and therefore capture the very heavy tails that are typical of some return series.
The VT-ARMA models are relatively straightforward to estimate building on the classical maximum-likelihood estimation of an ARMA model using the Kalman filter. This can be accomplished in the stepwise manner that is typical in copula modelling or through joint modelling of marginal and copula process. The resulting models yield insights into the way that volatility responds to returns of different magnitude and sign and can give estimates of unconditional and conditional quantiles (VaR) for practical risk measurement purposes.
There are many possible uses for VT-ARMA copula processes. Because we have complete control over the marginal distribution they are very natural candidates for the innovation distribution in other time series model. For example, they could be applied to the innovations of an ARMA model to obtain ARMA models with VT-ARMA errors; this might be particularly appropriate for longer interval returns, such as weekly or monthly returns, where some serial dependence is likely to be present in the raw return data.
To extend the class of VT copula processes and improve their fit to empirical data we would need to look beyond the Gaussian ARMA process. Changing the choice of v-transform family has very little impact on the models since v-transforms are relatively constrained in the forms they may take. In unreported analyses we verified that changing from our 3parameter family V δ,κ,ξ to a 3-parameter family based on the beta distribution had negligible effect on our conclusions.Moving away from Gaussian ARMA processes could have a much larger effect. The radial symmetry of the underlying Gaussian copula means that the serial dependence between large values of the volatility proxy must mirror the serial dependence between small values. Moreover this copula does not admit tail dependence in either tail and it seems plausible that very large values of the volatility proxy might have a tendency to occur in particularly rapid succession.
To extend the class of models based on v-transforms we should look for models for the volatility PIT process (V t ) with higher dimensional marginal distributions given by asymmetric copulas with upper tail dependence. However, this is not a straightforward undertaking. Although first-order Markov copula models as developed in Chen and Fan (2006) using, for example, Clayton and Gumbel copulas can give asymmetry and tail dependence, they cannot model the dependencies at longer lags that we find in empirical data. Higher-order Markov copula models are much more intricate to estimate. Moreover, making simple distributional changes to ARMA processes such as using heavy-tailed, asymmetric innovations is also not a simple solution, because we then lose our knowledge of the exact stationary distribution of the resulting ARMA process which is an essential part of the model construction. The search for further applications of v-transforms in time series modelling is a topic for future research.
A Proofs
A.1 Proof of Theorem 1
We observe that for x ⩾ 0
{X t ⩽ µ T } ⇐⇒ {U ⩽ F X (µ T )} and in this case
{X t > µ T } ⇐⇒ {U > F X (µ T )} and in this case
A.2 Proof of Proposition 1
The double exponential distribution has cumulative distribution function
and it is straightforward to verify that
For u > δ we make a similar calculation.
A.3 Proof of Theorem 2
It is easy to check that equation (13) fulfills the list of properties in Lemma 2. We concentrate on showing that a function that has these properties must be of the form (13). t helps to consider the picture of a v-transform in Figure 3 . Consider the lines v = 1 − u and v = δ − u for u ∈ [0, δ]. The areas above the former and below the latter are shaded gray.
The left branch of the v-transform must start at (0, 1), end at (δ, 0) and lie strictly between these lines in (0, δ). Suppose, to the contrary, that v = V(u) ⩽ δ − u for u ∈ (0, δ). This would imply that the dual point u * given by u * = u + v satisfies u * ⩽ δ which contradicts the requirement that u * must be on the opposite side of the fulcrum. Similarly, if v = V(u) ⩾ 1−u for u ∈ (0, δ) then u * ⩾ 1 and this is also not possible; if u * = 1 then u = 0 which is a contradiction.
Thus the curve that links (0, 1) and (δ, 0) must take the form
where Ψ(0) = 0, Ψ(1) = 1 and 0 < Ψ(x) < 1 for x ∈ (0, 1). Clearly Ψ must be continuous to satisfy the conditions of the v-transform. It must also be strictly increasing. If it were not then the derivative would satisfy V ′ (u) ⩾ −1 which is not possible: if at any point u ∈ (0, δ) we have V ′ (u) = −1 then the opposite branch of the v-transform would have to jump vertically at the dual point u * , contradicting continuity; if V ′ (u) > −1 then V would have to be a decreasing function at u * , which is also a contradiction. Thus Ψ fulfills the conditions of a continuous, strictly increasing distribution function on [0, 1] and we have established the necessary form for the left branch equation. To find the value of the right branch equation at u > δ we invoke the square property. Since V(u) = V(u * ) = V(u − V(u)) we need to solve the equation x = V(u − x) for x ∈ [0, 1] using the formula for the left branch equation of V. Thus we solve x = 1 − u + x − (1 − δ)Ψ( u−x δ ) for x and this yields the right branch equation as asserted.
A.4 Proof of Proposition 2
Let g T (x) be as given in (14) and let u(x) = F X (µ T − x). For x ∈ R + , u(x) is a continuous, strictly decreasing function of x starting at u(0) = δ and decreasing to 0. Since Ψ is a cumulative distribution function, it follows that
is a continuous, strictly increasing function starting at u * (0) = δ and increasing to 1. Hence g T (x) = F −1 X (u * (x)) − µ T is continuous and strictly increasing on R + with g T (0) = 0 as required of the profile function of a volatility proxy transformation. It remains to check that if we insert (14) in (7) we recover V(u), which is straightforward.
A.5 Proof of Theorem 3 (15) follows.
We can write
where C is the copula given by (15). It follows from the basic properties of a copula that
This is the distribution function of a binomial distribution and it must be the case that ∆(v) = − d dv V −1 (v). Equation (17) follows by differentiating the inverse. 3. Finally, E (∆(V )) = δ is easily verified by making the substitution x = V −1 (v) in the integral E (∆(V )) = − 1 0 1 V ′ (V −1 (v)) dv.
A.6 Proof of Proposition 3
The uniformity ofŨ is an immediate consequence of the fact that by first generating a uniform variable V and then generatingŨ conditional on V according to (17), we get a random pair (Ũ, V ) with the copula function (15). SinceŨ is either equal to U or its dual U * it is clear that V(Ũ ) = V(U ).
To derive (18) we have two cases to consider:
It is not necessary to explicitly consider the null set where U = δ andŨ = δ.
Considering the first case, we infer that (1 − ∆(V(u))) du .
We again substitute v = V(u) but this time we note that u = V −1 (v) + v and hence du dv = 1 − ∆(v) yielding P U > δ,Ũ = U = 1 0 (1 − ∆(v)) 2 dv = (1 − δ) 2 + var(∆(V )) from which (18) 2. For the point (u 1 , . . . , u d ) ∈ [0, 1] d we consider the set of events A i (u i ) defined by
The probability P(A 1 (u 1 ), . . . , A d (u d )) is the probability of the smallest orthant defined by the point (u 1 , . . . , u d ) and the copula density at this point is given by c U (u 1 , . . . , u d ) = (−1)
The event A i (u i ) can be written
and hence we can use Theorem 3 to write
The derivative is given by
where p(u i ) = ∆(V(u i )) and hence we obtain It remains to verify that each of the terms in the product is identically equal to 1. For u i ⩽ δ this follows easily from (17) since −p(u i ) = −∆(V(u i )) = 1/V ′ (u i ). For u i > δ we need an expression for the derivative of the right branch equation. Since V(u i ) = V(u i − V(u i )) we obtain
A.8 Proof of Proposition 4
Let V t = V(U t ) and Z t = Φ −1 (V t ) as usual. The process (Z t ) is an ARMA process with acf ρ(k) and hence (Z t 1 , . . . , Z t k ) are jointly standard normally distributed with correlation matrix P (t 1 , . . . , t k ). This implies that the joint distribution function of (V t 1 , . . . , V t k ) is the Gaussian copula with density c Ga P (t 1 ,...,t k ) and hence by Part 2 of Theorem 4 the joint distribution function of (U t 1 , . . . , U t k ) is the copula with density c Ga P (t 1 ,...,t k ) (V(u 1 ), . . . , V(u k )).
A.9 Proof of Proposition 5
We split the integral in (21) into four parts. First observe that by making the substitutions v 1 = V(u 1 ) = 1 − u 1 /δ and v 2 = V(u 2 ) = 1 − u 2 /δ on [0, δ] × [0, δ] we get δ 0 δ 0 u 1 u 2 c Ga ρ(k) (V(u 1 ), V(u 2 )) du 1 du 2 = δ 4 1 0 1 0
(
where (V t , V t+k ) is a random pair with joint distribution given by the Gaussian copula C Ga ρ(k) . Similarly by making the substitutions v 1 = V(u 1 ) = 1−u 1 /δ and v 2 = V(u 2 ) = (u 2 −δ)/(1−δ) on [0, δ] × [δ, 1] we get δ 0 1 δ u 1 u 2 c Ga ρ(k) (V(u 1 ), V(u 2 )) du 1 du 2 (
Collecting all of these terms together yields
and since ρ S (Z t , Z t+k ) = 12E(V t V t+k ) − 3 it follows that ρ(U t , U t+k ) = 12E(U t U t+k ) − 3 = 12 1 0 1 0 u 1 u 2 c Ga ρ(k) (V(u 1 ), V(u 2 )) du 1 du 2 − 3 = 12δ(1 − δ) + 12(2δ − 1) 2 E(V t V t+k ) − 3 = 12δ(1 − δ) + (2δ − 1) 2 (ρ S (Z t , Z t+k ) + 3) − 3 = (2δ − 1) 2 ρ S (Z t , Z t+k ) .
The value of Spearman's rho ρ S (Z t , Z t+k ) for the bivariate Gaussian distribution is well known; see for example McNeil et al. (2015) . To establish (24) we can make the substitutions v 1 = V(x 1 ) = 1 − x 1 /δ and v 2 = V(x 2 ) = 1 − x 2 /δ on [0, u] × [0, u] ⊆ [0, δ] × [0, δ] and use the radial symmetry of the Gaussian copula to calculate that
A.10 Proof of Theorem 5
We first derive the conditional distribution of U t in terms of the conditional distribution of V t = V(U t ). We write V t = V(U t ) and v t = V(u t ) for the componentwise v-transform of the history of the process to time t. For u ⩽ δ we have
Making the substitution x = V −1 (v) and using (17) Similarly for u > δ
Making the substitution x = v + V −1 (v) and using (17) to obtain dx = (1 − ∆(v))dv gives
We may differentiate (A.1) and (A.2) under the integral to obtain
We now derive the conditional distribution function of V t in terms of the conditional distribution function of Z t = Φ −1 (V t ). We have
and the conditional densities are related by
. 
