Abstract. We study the problem of global predicate detection in presence of permanent and transient failures. We term the transient failures as small faults. We show that it is impossible to detect predicates in an asynchronous distributed system prone to small faults even if nodes are equipped with a powerful device known as failure detector sequencer (denoted by Σ). To redress this impossibility, we introduce a theoretical device, known as a small fault sequencer (denoted by ΣSF ), and show that ΣSF is necessary and sufficient for predicate detection. Unfortunately, we also show that ΣSF cannot be implemented even in a synchronous distributed system. Fortunately, however, we show that predicate detection can be achieved with high probability in synchronous systems.
Introduction
The problem of detecting whether a predicate holds on the global state of the system (global predicate detection) lies at the heart of several important problems in distributed computing, e.g., testing and distributed debugging. For fault-free systems, predicate detection has already been extensively studied and is rather well-understood [11, 2] . Predicate detection has also been studied in faulty systems, especially under the crash fault model [12, 13, 14] . In such cases, the predicates encompass predicates about the operational state of processes. In this stream of work, predicate detection has profited from the large body of work in the area of failure detection pioneered by Chandra and Toueg [5] . Gärtner and Pleisch [13] showed that it is impossible to detect general predicates even if a perfect failure detector is used, explaining why Garg and Mitchell [12] needed to restrict the class of predicates which they could detect. Gärtner and Pleisch [14] later defined an extension of a failure detector, called failure detection sequencer, denoted as Σ, which is necessary and sufficient to implement predicate detection in the presence of crashes. A failure detection sequencer yields perfect information both about the operational state of a process and about the state of the communication channel from some process to another. Gärtner and Pleisch [14] showed that Σ can be implemented in perfectly synchronous systems. For a complete survey, please refer to Gärtner and Pleisch [10] .
To the best of our knowledge, no work has yet addressed the problem of predicate detection in presence of transient failures, which we address in this paper. We unify this work with previous work on predicate detection in presence of permanent failures [14] . There exists work that has addressed the problem of developing protocols that are resilient to both permanent and transient faults. In such instances, the studies have focused on the interplay between fault tolerance, which focuses on tolerating permanent failures of a subset of processes, and self-stabilization, which focuses on tolerating transient failures on all processes [1, 4, 15, 7] . In other related work, Beauquier et al. [3] studied the concept of detecting transient failures in a self-stabilizing way. As a matter of contrast, in this paper, we consider the class of small faults, i.e., transient failures that only occur on application processes, and not on monitor processes, hence we do not address the fault class and the problem of self-stabilization.
Nesterenko and Arora [19] studied the problem of dining philosophers in presence of a new fault class, namely malicious crash, which is a special form of crash and transient failures where transient failures eventually lead to the crash of a process. So apart from focussing on a different problem (predicate detection), we also assume a different fault model than Nesterenko and Arora [19] .
Contributions. In this paper, we study the problem of predicate detection in systems prone to crash and small faults. Investigation under such fault assumptions is desirable since such models offer a higher assumption coverage.Our contributions are the following:
1. We show that it is impossible to solve the problem of global predicate detection in asynchronous systems prone to small faults, even in the presence of Σ (failure detector sequencer, see Sect. 4). 2. We introduce a novel and powerful device called a small fault sequencer, denoted by Σ SF . We present its interface, and we show that Σ SF is necessary and sufficient for global predicate detection in Sect. 5. 3. We show that Σ SF cannot be implemented even in a synchronous system. 4. Because Σ SF cannot be implemented in a synchronous system, we show that, through careful analysis, an almost correct Σ SF can still detect small faults with high probability. For this, we analyze the conditions under which Σ SF can miss small faults, and perform a probabilistic analysis of their occurrences in Sect. 6.
Before presenting these results, we formalize the models used in the paper in Sect. 2 and define the predicate detection problem in Sect. 3. For lack of space, we relegate proofs to a technical report [9] .
Model

Asynchronous Distributed System
An asynchronous distributed system consists of a set of application processes Π = {p 1 , . . . , p n } which communicate using message passing over bidirectional channels. Each process p i has a local state s i , which is determined by the values of its local variables. The state space of processes can be infinite but we assume that the set of all states of every process is countable. Furthermore, every process has a well-defined initial state. 
Failures
A fault model defines the way in which certain components of a system might be affected by faults. We consider two different types of faulty behavior in this paper: crash faults and small faults. We model both types of faults as special fault events. A process suffers a crash fault if it simply stops to execute events. We say that a process crashed in state s if s is the state in which the crash event occurs.
A process suffers a small fault if it experiences a spontaneous state change which is neither a send, receive nor internal event. A small fault can change the values stored in variables in an arbitrary fashion. Instances of small faults are bit flips, stuck-ats etc. A state transition causing a planned program event is by definition no small fault. In this paper, we focus on small faults occurring in application processes, and only in those parts of the application processes which do not belong to the predicate detection algorithm or subsystem.
Note that fault events are also part of the causal order defined above. For example, if at some process a small fault event e 1 happens and afterwards a small fault event e 2 then e 1 → e 2 . Note that a causality point of view fault events are internal events of a process.
Observations
Since every local state s i corresponds to a prefix of events of a local computation of p i , a global state can be equivalently expressed as the union of all these events for every process. A global state S is consistent if the corresponding event set is left-closed with respect to →. Intuitively, this means that all receive events have a corresponding send event in S.
It is well known that the set of all consistent global states of a distributed computation form a lattice [18] . An observation is a sequence of global states S 1 , S 2 , S 3 , . . . such that S 1 is the global initial state and for every i > 1, S i results from executing a single event on some process in global state S i−1 . In other words, an observation is a path through the lattice starting at the empty global state (bottom).
As an example consider In fact, any path through the lattice, starting from (0, 0), with non-decreasing p 1 and p 2 coordinates is a possible observation.
Observation System
To perform predicate detection, we need a system which observes the application processes. For this purpose, we add a set of monitor processes to the system. The set of monitor processes is denoted by Φ. We augment the local algorithms of application processes in such a way that when an event e occurs at a process p k (denoted by e k ), a control message is sent to all the monitor processes. Control messages do not interfere with the application messages sent by the application processes in their algorithms. Throughout a computation, monitor processes continuously collect control messages and construct a set of observations which are subsequently used for predicate detection. In practice, the same hardware running an application process also runs a monitor process. 
Failure Detector Sequencers Σ
We use the failure detection sequencer definition of Freiling, Henkel and Widder [8] : The sequencer Σ consists of a set of modules, one for each monitor process. The sequencer triggers events of the form crash, p, H where H is a sequence of (application of fault) events ending in a state s. In this case we say that "process p is suspected to have crashed in state s". The sequencer guarantees the following properties:
-(Integrity) Every process is suspected at most once for every crash.
-(Accuracy) If a process is suspected to have crashed in state s, it did crash in state s. -(Completeness) If a process crashes in some state s, then it will eventually be suspected to have crashed in s.
Σ is similar to the concept of a failure detector but it is strictly stronger than any failure detector class as defined by Chandra and Toueg [5] . Gärtner and Pleisch [14] show that Σ can be implemented in synchronous systems.
Predicate Detection Problem
The predicates we wish to detect are global predicates, meaning that they are defined on global states. Using the lattice of consistent global states and given some global predicate ϕ, there can be different notions of what it means that "ϕ holds" in a computation (see for example Possibly and Definitely [2] or others [17] ). Here we abstract from the particular modality. Instead we postulate a boolean function modality which tests the particular modality on a lattice of consistent global states. Given a global predicate ϕ over the state of a distributed system, the predicate detection problem [6] consists of finding an algorithm that satisfies the following two requirements:
-(Safety) The algorithm does not raise the exception unless ϕ holds in the computation, and -(Liveness) If ϕ holds, the algorithm will eventually raise the exception.
The assumption behind this definition is that the monitored computation never terminates. This is sometimes called online predicate detection, on which we focus in this paper.
Insufficiency of Σ
In a system prone to small faults, the occurrence of such a fault can cause a global predicate to hold. Of bigger importance is the fact that the predicate can hold between fault occurrences, making it necessary to detect the occurrence of every fault during system execution. To achieve this, the system needs to be equipped with a device that returns the state of the program. One such device is the failure detector sequencer Σ. This device returns the final state of a process prior to its crash. Unfortunately, even this very strong abstraction does not help to solve predicate detection under crash and small faults. So even with as powerful a device as a failure detector sequencer, it is impossible to detect a general predicate in a system prone to small and crash faults. The problem is in fact that, when there is no crash, the sequencer does not offer any helpful information. To address this impossibility result, in the next section we identify a more powerful device that helps us solve the problem.
Proposition 1 (Impossibility of Predicate Detection)
Given an asynchronous system in which only
Solving Predicate Detection with Small Faults
Defining Σ SF
To be able to detect the small faults, a more powerful device needs to be identified that captures the various state changes when faults occur. The device, called a small fault Σ (denoted Σ SF ), continuously monitors both the operational and functional state changes of the various processes, and has the following interface operations, i.e., this device yields two types of events: The idea behind Σ SF is that the device retains at least the same capability with respect to crash faults as Σ, and can also detect occurrences of small faults.
Equivalence with Predicate Detection
We now show that Σ SF is in fact necessary and sufficient to solve predicate detection in the presence of crash and small faults.
Fig. 2.
Algorithm for detecting global predicate ϕ using ΣSF Sufficiency. Fig. 2 depicts a predicate detection algorithm that uses Σ SF . The central variable is the lattice data structure L which is a set of global states together with an ordering relation. To build the lattice, we assume that all events are tagged with corresponding information: For application events, this information is derived from the vector timestamp used for causal delivery (rcDeliver, line 3). For crash events and small fault events it can be derived from the event sequence H attached to every event from Σ SF . We assume that a boolean function modality exists to check if a given predicate holds on the lattice for the chosen modality. All event handlers of the algorithm are structurally similar: First some events are "added" to L. This means that they extend the axis of the process to which they are associated. Now L may not be a lattice anymore so we have to compute the closure of L. Note that we only have to compute the join closure since events are only appended to "the top" of the lattice (for the definition of the operations join and meet in the lattice of consistent global states see Mattern [18] ). Subsequently L is checked using modality (L, ϕ) . If the function returns true the detection of ϕ is triggered.
The monitor has to process three kinds of events: (1) control message deliveries, (2) crash events issued by Σ SF , and (3) small fault events issued by Σ SF . In case (1), event e is added to L. In case (2) , an artificial event is generated representing the crash of process p after executing event sequence H (denoted by crash(p, H)). In case (3), the information in H is needed to reconstruct the ordering information of the small fault event e before it is added to L. Note that in cases (2) and (3) H may contain application events that are not yet part of L. Events in cases (2) and (3) are always "parallel" (independent, internal) events of a particular process. ., state with coordinates (0, 1) ). The central idea of the proof is to prove that the lattice L is always a prefix of or equal to the "real" lattice of the computation. Fig. 2 . The algorithm guarantees two things:
Lemma 1. Let R be the lattice of consistent global states of a computation C observed using the algorithm in
1. L ⊆ R.
Any event in C is eventually represented in L.
Lemma 2. Global predicate detection is possible given Σ SF .
Necessity. We now investigate the question whether Σ SF is necessary to solve predicate detection. To prove this, we construct an algorithm that emulates Σ SF using only the properties of some assumed predicate detection algorithm A. Note that the existence of small faults makes the problem substantially different from the problem tackled by Gärtner and Pleisch [14] who used an incremental number of instances of A to detect crashes of processes in certain states. The difficulty here is that small faults can be arbitrary state transitions so that (1) we need to anticipate certain state transitions to distinguish good ones (program events) and bad ones (small faults), and (2) we need to keep the number of parallel instances of A finite although the number of possible states is infinite.
Like Gärtner and Pleisch [14] we assume that A can be "forked" into parallel instances, each checking a different global predicate. Each new instance checks the complete history of the computation no matter when it is started. Also, we assume states of the computation to be unique (distinguishable).
We tackle the above two problems as follows: We assume that the next state relation δ of the algorithm driving the observed computation is known. Given the current global state s, δ identifies a finite set S = {s 1 , s 2 , . . .} of possible next states. For each such state we define a predicate ϕ s,si and fork a new instance of A for that predicate. We use the detections of these predicates to keep track of the current state of the computation. They do not trigger any actions of the emulated Σ SF .
To detect crashes, for every process p i we define a predicate ϕ s,pi stating that "p i crashed in state state s" and fork a new instance of A. Once A detects such a predicate, we trigger a crash event at the emulated interface of Σ SF . To detect small faults in state s we could potentially fork an instance of A for every other possible state transition (the complement of δ(s)). However, having infinitely many states this set is infinite and we can not have an infinite number of parallel instances of A (this is problem (2) described above). We tackle this problem in the following way: In any state s we first define the "complement predicate"
and fork an instance of A detecting φ s . Once this predicate is detected, we need to find out which element of φ s caused A to trigger. Since the set of all global states is countable, also the subset defined by φ s is countable. Therefore we can enumerate in an incremental fashion all states s ∈ φ s and fork a corresponding instance of A. Eventually the new state of the computation will be chosen and subsequently detected by A. Since the state transition from s to s was not defined by δ, it must be the result of a small fault and so we trigger a corresponding event at the interface of Σ SF . The algorithm works as follows: Every process p i sends its latest transition, rather than its latest state, to the monitors. On the other hand, monitors need to keep track of state changes of various processes to track small faults, and they need to keep a timer for each process to determine when they have crashed. When a timer for a process expires, it returns a crash event. Further, when it receives the latest transition from a process, it compares the initial state of the transition with the last known state for that process. A discrepancy indicates occurrence of small faults.
Lemma 3. Σ SF is necessary for global predicate detection.
Theorem 1 (Equivalence of predicate detection and Σ SF
Unfortunately, the above algorithm is not correct if more than one small fault occurs within two synchronous steps. In fact this is also the reason that in general Σ SF is not implementable.
Theorem 2 (Impossibility of implementing Σ SF in synchronous systems). It is impossible to implement Σ SF in a synchronous distributed system.
A corollary of Theorems 1 and 2 is that the predicate detection problem cannot be solved in synchronous systems. In the next section we investigate weakening the detection problem to tackle this unfortunate result.
Probabilistic Predicate Detection
Because of the impossibility of implementing Σ SF , we require processes to send their states to monitors at regular intervals. To increase the chance of detecting every fault, the state sampling periods at the processes should be set sufficiently small so that all faults can be detected. Because fault occurrences are random, even arbitrarily small sampling period may miss faults.
Hence, we introduce the problem of probabilistic predicate detection. This problem is a weaker version of the more general problem in that it only requires the predicate detection specification to be satisfied with high probability. We now define the probabilistic predicate detection problem: given a global predicate ϕ, the probabilistic predicate detection problem consists of finding an algorithm that satisfies the following two requirements:
-The algorithm does not raise the exception unless ϕ holds with probability 1 − Π s -If ϕ holds, the algorithm will eventually raise the exception with probability 1 − Π l .
Here, Π s (resp. Π l ) is the probability of violating the safety (resp. liveness) specification. We will now provide a probabilistic analysis of the problem. The requirements for probabilistic predicate detection can be violated in two ways: (i) safety, and (ii) liveness. Safety specification violation occurs when processes miss the occurrences of faults between two successive steps, while violation of liveness occurs when faults "revert" themselves within a step, i.e., a sequence of faults occurs where the first and final states are equal. This has the property of "masking" the occurrences of faults.
There are two possible ways of analyzing the problem. The first approach is based on the sampling and failure rates, where the analysis is on the probability of either the safety or liveness specification to be violated. Based on this analysis, the sampling rate can be adjusted such that the probability of violation is reduced to below a certain threshold. The second approach is a randomized approach, whereby, at each time instant, each process p i sends a control message to monitors with probability ρ i . This approach allows determining a suitable ρ i such that the probability of violation is reduced to a level less than a predetermined threshold level. However, we argue that the randomized approach is not very good, since it is better to send a "no transition" (looping transition) than not sending anything. This implies that the monitors are able to track state changes at all times. Hence, randomization will not help in implementing Σ SF . Thus, in this paper, we will adopt the first approach.
Violation of Safety
Safety property is violated when more than one fault occurs between two steps. Since a control message is sent at every step, occurrence of more than one fault implies that some faults will not be notified, thus violating safety. We now analyze the probability of this occurring.
Assume that σ faults occur in δ steps. We also assume that faults occurrences are independent. This means that σ δ faults occur within one step, i.e., between two consecutive steps.
The probability of violating safety can now be computed as the probability that the number of faults f within one step will exceed one: Thus, when the rate at which fault occurs is high, i.e., more than one fault occurs between two steps, the probability of safety violation is high, whereas if the rate of fault occurrences is low, the probability of safety violation is very low. One can therefore preset the value of δ such that σ δ is very low.
Violation of Liveness
The liveness property of predicate detection is violated when the following happens: a sequence of faults occurs between two consecutive steps such that the final state after the sequence is the same as the start state before the sequence of faults. In other words, the state sequence s k · s k+1 · . . . · s k+n · s l is such that every transition between s k and s l is a fault transition, and s k = s l , and s k , and s l occur at the "borders" of a given step. We make the following assumptions:
1. We consider a sequence of faults occurring between 2 steps, with state sequences (of length n) x 0 · x 1 . . . x n−2 · x 0 , such that the first and final states are equal. 2. Let the size of the state space of the program be N , where N n.
When a fault occurs, two consecutive states cannot be equal. In any such state sequences, there are n − 1 faults. Since consecutive states cannot be equal, we need to compare the third state onwards with the first state. Thus, there are n − 2 state comparisons for state equality. Also, the probability of two states being equal is 
