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A non-local reﬂection formula for harmonic functions in R2 satisfying the Robin boundary
condition, α∂nu+βu = 0, on a real-analytic curve is suggested. This formula generalizes the
celebrated Schwarz reﬂection principle. It is also shown how the obtained formula reduces
to well-known point-to-point reﬂection laws corresponding the Dirichlet and Neumann
boundary conditions when one of the coeﬃcients, α or β , vanishes.
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1. Introduction
We give a generalization of the well-known Schwarz reﬂection principle for the harmonic functions subject to the Dirich-
let or Neumann conditions to the case of the Robin boundary condition in R2.
The following theorem is one of the ways to introduce the Schwarz reﬂection principle.
Theorem 1.1. (See [9].) Let Γ ⊂ R2 be a non-singular real analytic curve and P ′ ∈ Γ . Then, there exists a neighborhood U of P ′ and
an anticonformal mapping R : U → U , which is the identity on Γ , permutes the components U1,U2 of U \ Γ, and is an involution.
The construction of the mapping R is described as follows [4]. Let the curve Γ is given by equation f (x, y) = 0. Consider
a complex domain V in the space C2 such that V ∩R2 = U , into which the function f can be continued analytically. Using
the change of variables z = x+ iy, w = x− iy, we obtain the equation of the complexiﬁed curve ΓC in the form
f
(
z + w
2
,
z − w
2i
)
= 0. (1.1)
If grad f (x, y) = 0 on Γ , Eq. (1.1) can be solved with respect to either z or w; we denote the corresponding solutions by
w = S(z) and z = S˜(w). (1.2)
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mentioned mapping R for any point (x0, y0) ∈ U is given by the formula
R(x0, y0) = R(z0) = S(z0). (1.3)
Observe that the mapping R depends on the curve Γ only and is deﬁned near Γ , but may have conjugate-analytic contin-
uation into a larger domain.
The celebrated Schwarz principle states that any harmonic function u(x, y) deﬁned near Γ and vanishing on Γ (the
homogeneous Dirichlet condition) is odd relative to the mapping R; i.e.,
u(x0, y0) = −u
(
R(x0, y0)
)
(1.4)
for any point (x0, y0) suﬃciently close to Γ , while a harmonic function subject to the Neumann condition on Γ , ∂u∂n = 0,
has even continuation
u(x0, y0) = u
(
R(x0, y0)
)
. (1.5)
Note that if the point (x0, y0) ∈ U1, then the “reﬂected” point R(x0, y0) ∈ U2.
The Schwarz reﬂection principle has been studied by several authors (see, for example [6,7] and references therein).
Papers [1,6,8,9,11,12] are devoted to further study of reﬂection formulas with the Dirichlet condition, while the Neumann
condition is considered in [13].
The main purpose of this paper is to obtain an explicit reﬂection formula for harmonic functions across a real analytic
curve Γ ⊂ R2 subject to the Robin boundary condition
α(x, y)
∂u(x, y)
∂n
+ β(x, y)u(x, y) = 0, (x, y) ∈ Γ. (1.6)
By a reﬂection formula, we mean a formula expressing the value of a function u(x, y) at an arbitrary point (x0, y0) ∈ U1
in terms of its values at points in U2. We note from the very beginning that we do not expect the formula to be point-to-
point as the formulas mentioned above. Indeed, the later situation seems to be quite rare for solutions of partial differential
equations. In particular, for solutions to the Helmholtz equation (x,y +k2)u(x, y) = 0 vanishing on a curve Γ (the Dirichlet
condition), point-to-point reﬂection in the sense of the Schwarz reﬂection principle holds only when Γ is a line, while for
the harmonic functions in R3, it holds only when Γ is either a plane or a sphere [8]. Moreover, in [6] was shown that
the point-to-point reﬂection with the Dirichlet condition in the sense of the Schwarz reﬂection principle is very rare in Rn
when n > 3 is even and it never holds when n 3 is odd, unless Γ is a sphere or a hyperplane.
According to authors knowledge, the most advanced results involving the Robin conditions were obtained by Diaz and
Ludford [5]. They considered a speciﬁc case, when Γ is a hyperplane and the coeﬃcients α and β in (1.6) are constants. In
this paper, we generalize this result to the case of a curved Γ and variable coeﬃcients in (1.6). The construction of the re-
ﬂection formula is reduced to a construction of an auxiliary function in Section 2. This function, following to Garabedian [7],
we call the reﬂected fundamental solution. The reﬂected fundamental solution is constructed in Section 3. The ﬁnal form of
the reﬂection formula is discussed in Section 4, where some speciﬁc examples are also considered. In particular, the limiting
cases β → 0 or α → 0 are discussed. In the later case, an appearance of the Dirac delta sequence allows us to describe a
transition to the Dirichlet boundary condition. We brieﬂy outline the results of the paper and the next step of our project
in Section 5.
2. Main result
Let Γ be a non-singular real analytic curve given by the equation f (x, y) = 0, and a function u(x, y), deﬁned in a
suﬃciently small neighborhood U of Γ, be a solution to the problem
x,yu(x, y) = 0 near Γ, (2.1)
α(x, y)
∂u(x, y)
∂n
+ β(x, y)u(x, y)|Γ = 0. (2.2)
Here α(x, y) and β(x, y) are holomorphic functions not vanishing simultaneously. For the sake of deﬁniteness, we assume
that α(x, y) = 0 on Γ (the case when β = 0 is discussed below).
Let U1,U2 denote components of U \ Γ . Our aim is to express the value of u(x, y) at an arbitrary point P (x0, y0) ∈ U1
in terms of its values in U2.
Assume, for simplicity, that Γ is an algebraic curve. Under this assumption, the Schwarz function and its inverse are
analytic in the whole plane C except for ﬁnitely many algebraic singularities.
Theorem 2.1. Let Γ ⊂ U ⊂ R2 be an algebraic curve and u(x, y) be a harmonic function in U subject to (2.2), then the following
reﬂection formula holds
B.P. Belinskiy, T.V. Savina / J. Math. Anal. Appl. 348 (2008) 685–691 687u(P ) = u(Q ) + 1
2i
Q∫
Γ
V (x, y, x0, y0)ω
(
u(x, y)
)− u(x, y)ω(V (x, y, x0, y0)), (2.3)
where P = (x0, y0), Q = R(P ), and the integral is independent on the path joining an arbitrary point on Γ with the point Q . The
function V is deﬁned as follows
V (x, y, x0, y0) = V1(x, y, x0, y0) − V2(x, y, x0, y0), (2.4)
where V1 and V2 are determined by (3.22)–(3.23), and ω(·) = ∂∂ y dx− ∂∂x dy.
Proof. Our proof is based on an idea suggested by Garabedian [7]. We begin with Green’s formula, hence express a harmonic
function at a point P via the values of this function on a contour γ ⊂ U1 surrounding the point P :
u(P ) =
∫
γ
G(x, y, x0, y0)ω
(
u(x, y)
)− u(x, y)ω(G(x, y, x0, y0)). (2.5)
Here G = G(x, y, x0, y0) is an arbitrary fundamental solution of the Laplacian. The most suitable one for what follows is
G = − 1
4π
ln
(
(x− x0)2 + (y − y0)2
)
.
It is obvious that G is an analytic function in R2 except at the point P (x0, y0). Its continuation to the complex
space C2 has logarithmic singularities on the complex characteristics passing through this point, i.e., on KP := {(x− x0)2 +
(y − y0)2 = 0}. That fact suggests that characteristic coordinates may be helpful, thus we have
G(z,w, z0,w0) = − 1
4π
(
G1(z,w, z0,w0) + G2(z,w, z0,w0)
)
, (2.6)
where G1(z, z0) = ln(z − z0), G2(w,w0) = ln(w − w0). (2.7)
Our goal of constructing a reﬂection formula will be achieved after we deform the contour γ from the domain U1 to the
domain U2. We note that since the integrand in (2.5) is a closed form, the value of the integral does not change while we
deform the contour γ homotopically. We deform it ﬁrst to the complexiﬁed curve ΓC . This deformation is possible if the
point P lies so close to the curve Γ that there exists a connected domain Ω ⊂ ΓC such that:
(i) Ω contains both points of intersections of the characteristics passing through the point P , and
(ii) Ω can be univalently projected onto a plane domain [11].
Formula (2.5) in characteristic coordinates has the form
u(P ) =
∫
γ
G(z,w, z0,w0)ω
∗(u(z,w))− u(z,w)ω∗(G(z,w, z0,w0)), (2.8)
where ω∗(·) = i( ∂
∂z dz − ∂∂w dw). Taking into account the conditions (2.2), we have
u(P ) = −
∫
γ ′
uω∗b (G), (2.9)
where contour γ ′ ⊂ Ω is homotopic to γ in C2 \ {(x− x0)2 + (y − y0)2 = 0} =: C2 \ KP , ω∗b = ω∗ + β
√
S ′(z)
α dz, and S
′(z) is
the derivative of the Schwarz function.
We now introduce the reﬂected fundamental solution G˜ , allowing us to proceed further with the deformation of the
contour γ . This function is deﬁned as follows: (a) G˜ is a harmonic function in V ; (b) G˜ satisﬁes the boundary condition
ω∗b (G) − ω∗b (G˜) = 0 on ΓC; (c) G˜ has singularities only on the characteristic lines intersecting the real space at the point
Q = R(P ) in the domain U2 and intersecting ΓC at KP ∩ ΓC .
If we replace the fundamental solution G with the reﬂected fundamental solution G˜ , we will be able to deform the
contour γ ′ from ΓC to a contour in the real domain U2 preserving the value of the integral. 
In Section 3, we construct the reﬂected fundamental solution. After that, we complete the construction of the reﬂection
formula in Section 4.
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We seek the reﬂected fundamental solution in the form
G˜(z,w, z0,w0) = − 1
4π
(
G˜1(z,w, z0,w0) + G˜2(z,w, z0,w0)
)
, (3.1)
where the functions G˜ j , j = 1,2, are deﬁned as the solutions to the following special problems with prescribed singularities,
z,w G˜1 = 0, (3.2)
l1(G˜1)|ΓC =
i S˜ ′(w)
S˜(w) − z0 −
β(˜S(w),w)
√
S˜ ′(w)
α(˜S(w),w)
ln
(
S˜(w) − z0
)
, (3.3)
G˜1 has singularities only on the characteristic S˜(w) = z0, (3.4)
and
z,w G˜2 = 0, (3.5)
l2(G˜2)|ΓC = −
i S ′(z)
S(z) − w0 +
β(z, S(z))
√
S ′(z)
α(z, S(z))
ln
(
S(z) − w0
)
, (3.6)
G˜2 has singularities only on the characteristic S(z) = w0, (3.7)
respectively. Here l1(·) = i ∂∂w − β
√
S˜ ′/α, l2(·) = i ∂∂z + β
√
S ′/α, and S˜(w) is the inverse of the Schwarz function deﬁned
by (1.2).
First, we construct the solutions to the problems above as some formal expansions. Then we justify the convergence.
We seek this expansion in the form [10],
G˜1 =
∞∑
k=0
bk(w) fk
(
S˜(w) − z0
)
, (3.8)
G˜2 =
∞∑
k=0
ak(z) fk
(
S(z) − w0
)
, (3.9)
where
fk(ξ) = ξ
k
k! (ln ξ − Ck), k = 0,1, . . . , (3.10)
and
C0 = 0, Ck =
k∑
l=1
1
l
, k = 1,2, . . . . (3.11)
Substituting (3.8) into (3.2)–(3.4) and (3.9) into (3.5)–(3.6), we obtain the following recursion for the coeﬃcients bk and ak,
b0 = −1, b1 = 2i β(˜S(w),w)
α(˜S(w),w)
√
S˜ ′
, bk+1 = − 1√
S˜ ′
∂bk
∂w
− iβbk
α
√
S˜ ′
, k 2, (3.12)
a0 = −1, a1 = −2i β(z, S(z))
α(z, S(z))
√
S ′
, ak+1 = − 1√
S ′
∂ak
∂z
+ iβak
α
√
S ′
, k 2. (3.13)
Note that both S ′(z) and S˜ ′(w) do not vanish on ΓC . Hence, the formal expansions for the functions G˜1, G˜2, satisfying
conditions (3.2)–(3.4) and (3.5)–(3.6), respectively, are constructed.
Our next goal is to prove convergence of the constructed formal series. First, we rewrite (3.8)–(3.9) in the form,
G˜1 =
∞∑
k=0
bk(w)
(ψ˜1)
k
k! ln ψ˜1 −
∞∑
k=0
bk(w)
(ψ˜1)
k
k! Ck ≡ V1 ln ψ˜1 − V˜1, (3.14)
G˜2 =
∞∑
k=0
ak(z)
(ψ˜2)
k
k! ln ψ˜2 −
∞∑
k=0
ak(z)
(ψ˜2)
k
k! Ck ≡ V2 ln ψ˜2 − V˜2, (3.15)
where ψ˜1 = S˜(w) − z0 and ψ˜2 = S(z) − w0. It follows from (3.2)–(3.4), (3.5)–(3.7), and (3.14)–(3.15) that the functions V j ,
j = 1,2, can be interpreted as the solutions to the problems
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i
dV1
dw
− β
√
S˜ ′
α
V1|ΓC = −
β
√
S˜ ′
α
, (3.17)
V1|w=S(z0) = −1, (3.18)
z,wV2 = 0, (3.19)
i
dV2
dz
+ β
√
S ′
α
V2|ΓC =
β
√
S ′
α
, (3.20)
V2|z= S˜(w0) = −1. (3.21)
The solutions to these problems may be easily found:
V1 = 1− 2exp
[
−i
w∫
S(z0)
β(˜S(τ ), τ )
√
S˜ ′(τ )
α(˜S(τ ), τ )
dτ
]
, (3.22)
V2 = 1− 2exp
[
i
z∫
S˜(w0)
β(τ , S(τ ))
√
S ′(τ )
α(τ , S(τ ))
dτ
]
. (3.23)
Expansion
∑∞
k=0 bk(w)
(ψ˜1)
k
k! in (3.14) is the Taylor series of V1 as a function of −z0 at the point − S˜(w) and, therefore,
converges at some neighborhood of this point. The later insures convergence of
∑∞
k=0 bk(w)
(ψ˜1)
k
k! Ck . Analogous consideration
could be applied to V2 and V˜2 in (3.15). This completes the construction of the reﬂected fundamental solution.
Remark that the constructed reﬂected fundamental solution is a branching multiple-valued function even on the real
plane R2 if both coeﬃcients α and β in (1.6) are distinct from zero. Hence, G˜ is not a fundamental solution in a conventional
sense. If β ≡ 0, which corresponds to the Neumann boundary condition, formulas (3.8)–(3.13) imply
GN1 = − ln
(
S˜(w) − z0
)
, GN2 = − ln
(
S(z) − w0
)
(3.24)
(here and below the upper index N indicates that the constructed function satisﬁes the Neumann boundary condition).
Since both GN1 and G
N
2 have the same coeﬃcient in front of the logarithm, the point Q is not a branching point of their
sum.
Similar computations for the case of the Dirichlet condition, α = 0, show that the situation is analogous (no branching)
to the later one with GDj = −GNj , j = 1,2.
4. Simpliﬁcation of the reﬂection formula
Now we are ready to complete the construction of the reﬂection formula for the Robin boundary condition. Turning back
to (2.9), we replace the fundamental solution with the reﬂected fundamental solution, and deform the contour γ ′ from ΓC
to the real domain U2 [11]. As a result, we obtain
u(P ) =
∫
γ˜
(
G˜ω∗(u) − uω∗(G˜)), (4.1)
where γ˜ ⊂ U2 is a loop around the point Q with endpoints on the curve Γ , whose orientation is the opposite to the one
of contour γ in (2.5).
If we substitute (3.14)–(3.15) into (4.1) and then move one of the endpoints of the contour γ˜ along the curve Γ towards
the other endpoint, the integral terms containing products of the function u and the regular part of the function G˜ and
their derivatives vanish. The integral terms containing logarithms can be combined as follows
u(P ) = I1 + I2, (4.2)
I1 = − i
4π
∫
γ˜
uV1
∂
∂w
(ln ψ˜1)dw − uV2 ∂
∂z
(ln ψ˜2)dz, (4.3)
I2 = − i
4π
∫
γ˜
ln ψ˜1
(
V1ω
∗u + u ∂V1
∂w
dw
)
+ ln ψ˜2
(
V2ω
∗u − u ∂V2
∂z
dz
)
. (4.4)
Computation of the residues reduces the ﬁrst integral, I1, to u(Q ). In I2, the ﬁrst logarithm gets the increment 2π i
along the loop, while the second gets (−2π i). Thus, compressing γ˜ to a segment joining Q with Γ , we ﬁnally obtain the
following reﬂection formula
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2i
Q∫
Γ
(V1 − V2)ω∗(u) + iu
(
∂V1
∂w
dw − ∂V2
∂z
dz
)
. (4.5)
Formula (4.5) in variables x, y is equivalent to (2.3). This formula gives a continuation of a harmonic function from the
domain U1 ⊂ R2 to the domain U2 ⊂ R2 as a multi-valued function; its singularities coincide with ones of the functions S
or S˜ . That completes the proof of Theorem 2.1.
Remark 4.1. For the special case of α and β being constants and Γ a strait line with the equation y = 0, the reﬂection
formula (4.5) in (x, y) coordinates reduces to the form
u(x0,−y0) = u(x0, y0)+ 2β
α
y0∫
0
e(y0−y)β/αu(x0, y)dy. (4.6)
Here the integral is computed along the segment parallel to y-axis. Formula (4.6) agrees with the results obtained by Diaz
and Ludford in [5].
Remark 4.2. For the special case of Γ being the unit circle centered at the origin, the reﬂection formula (4.5) can be
rewritten as follows
u(r0, θ0) = u
(
1
r0
, θ0
)
+ 2β
α
r−10∫
1
(rr0)−β/α
r
u(r, θ0)dr, (4.7)
where the integral is computed along the straight line θ = θ0 joining the points (r0, θ0) and (r−10 , θ0).
Remark 4.3. For the special case of β ≡ 0, formulas (3.22)–(3.23) show that V1 = V2 = −1. Remark in passing that in
this case the coeﬃcients a0 = b0 = −1 and a j = b j = 0 for j  1 in the series representation (3.8)–(3.9) for the reﬂected
fundamental solution. Hence, the integrand in (4.5) is equal to zero and the formula reduces to the point-to-point even
reﬂection u(P ) = u(Q ) corresponding to the Neumann boundary condition.
Remark 4.4. We ﬁnally consider the case α → 0, which corresponds to the Dirichlet boundary condition. The reduction of
the formula (4.5) to the point-to-point odd reﬂection in that case is based on the appearance a δ-sequence as β/α → ∞.
We assume that the function β/α  1 uniformly in a neighborhood of P ′ ∈ Γ and denote c := inf βα in this neighborhood.
Hence, we replace β/α with cβ1/α1, where c → ∞ and β1/α1 is of the order 1. Thus, the integral in (3.23) can be rewritten
as
z∫
S˜(w0)
β(τ , S(τ ))
√
S ′(τ )
α(τ , S(τ ))
dτ
∣∣∣∣
R2
= c
z∫
S˜(w0)
β1(τ , S(τ ))
√
S ′(τ )
α1(τ , S(τ ))
dτ
∣∣∣∣
R2
= cf (z). (4.8)
The integral in the formula (3.22) then is equal to c f (z).
Denoting  f = U (x, y, x0, y0) and  f = W (x, y, x0, y0) we obtain
V = V1 − V2 = 4ie−cW sin(cU ). (4.9)
The reﬂection formula can be then rewritten as
u(P ) = u(Q ) + 2
Q∫
Γ
e−cW sin(cU )ω
(
u(x, y)
)
− u(x, y)e−cW ([Wy sin(cU ) + cU y cos(cU )]dx− [Wx sin(cU ) + cUx cos(cU )]dy), (4.10)
where ω(·) = ∂
∂ y dx− ∂∂x dy, or in an equivalent form:
u(P ) = u(Q ) + 2
Q∫
Γ
e−cW sin(cU )
[
ω
(
u(x, y)
)− u(x, y)ω(W )]− 2 Q∫
Γ
u(x, y)ce−cW cos(cU )ω(U ). (4.11)
As c → ∞, the ﬁrst term in (4.11) goes to zero if the branch of multiple-valued function is chosen so that W is a positive
function along the corresponding path (it is possible to do so because the integrand in (4.8) is not zero).
B.P. Belinskiy, T.V. Savina / J. Math. Anal. Appl. 348 (2008) 685–691 691In the second integral, the term ce−cW is a δ-sequence at the point Q , therefore as c → ∞, the integral approaches
−2u(Q ) cos(cU (Q ))|√S ′(Q )|. Since U (Q ) = 0 and |S ′(Q )| = 1, the term is equal to −2u(Q ), and the formula (4.10) be-
comes u(P ) = −u(Q ).
We note that in the case of line y = 0 the corresponding sequence δε = 12ε e−|y/ε|, where ε = α/β → 0.
5. Conclusion
We give a generalization of the Schwarz reﬂection principle for harmonic functions subject to the Robin boundary con-
dition in R2. Unlike the reﬂection formulas for the Dirichlet or Neumann boundary conditions, the formula for the Robin
condition is non-local. We discuss different speciﬁc cases, the most complex of which is the transition of the formula under
consideration to the case of the Dirichlet boundary condition.
As the next step in our project, we are planning to construct a reﬂection formula for the Helmholtz equation subject to
the boundary condition Uxxy + αU y + βU = 0 on y = 0, which corresponds to an elastic membrane separating the half-
planes y > 0 and y < 0 ﬁlled with an acoustic medium. Here α and β are some constants that characterize the acoustic
medium and elastic plate. Such a reﬂection formula could be helpful in studying acoustic scattering from an elastic plate. It
could also help understanding the mathematical structure of the fundamental solution to some previously studied problems
of acoustic scattering (see [2,3]).
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