Introduction
In this paper we consider the numerical solution of the Helmholtz equation
in the upper half-plane U := {(x 1 , x 2 ) ∈ R 2 : x 2 > 0}, with impedance boundary condition ∂u ∂x 2
on Γ := {(x 1 , 0) : x 1 ∈ R}, where k > 0 (the wavenumber) is some arbitrary positive constant. This boundary value problem can arise when modelling the acoustic scattering of an incident wave by a planar surface with spatially varying acoustical properties [1] . The total acoustic field u t ∈ C(U ) ∩ C 2 (U ) satisfies (1)- (2) where the wavenumber k = 2πµ/c, with µ being the frequency of the incident wave, c the speed of sound in U , and f ≡ 0. For simplicity of exposition, here we restrict our attention to the case of plane wave incidence, so that the incident field u i is given by
with θ ∈ (−π/2, π/2) being the angle of incidence. The reflected or scattered part of the wave field is u ∈ C(U) ∩ C 2 (U ), defined by u = u t − u i . The scattered field then also satisfies (1)-(2) with
The function β in (2) is the relative surface admittance of the ground surface and, typically in outdoor sound propagation, depends on the frequency and the ground properties. We assume throughout that β is piecewise constant, and constant outside some finite interval [a, b] , given by
for some a = t 0 < t 1 < . . . < t n = b, where we assume
Here we are concerned with solving (1)-(2) numerically specifically in the case in which k may be large. This corresponds to the high frequency, low wavelength case (the wavelength is λ = c/µ), and presents a number of numerical difficulties. Standard schemes for solving scattering problems become prohibitively expensive as k → ∞. For standard finite element or boundary element schemes, where the approximation space typically consists of piecewise polynomials, the rule of thumb in the engineering literature (see e.g. [2] ) seems to be that between five to ten elements are required per wavelength, in order to achieve reasonable accuracy. However, if the wavelength is short compared to the size of the obstacle then this quickly leads to excessively large systems of equations.
To get around this, many new numerical schemes have recently been developed. The most widespread approach in the literature for higher frequencies is to use either a finite element or a boundary element method in which the approximation space is designed specifically to take advantage of the behaviour of the solution of (1) for large k. Rather than using piecewise polynomials, one can enrich the approximation space with plane waves or Bessel functions, in order to separate out the highly oscillatory part of the solution (see e.g. [2] , [3] , [4] , [5] ). Although good numerical results have been reported in the literature using this approach, there is so far little rigorous error analysis to show that the numerical solution is close to the true solution in the limit as k → ∞.
Here we use similar ideas. We begin by reformulating (1)- (2) as a boundary integral equation, the solution of which can be written as a combination of the oscillating functions e ±ix1 and non-oscillating functions, which we denote as f ± j . These non-oscillating functions can be shown to be highly peaked near discontinuities in β, but decay rapidly away from such discontinuities. To solve the integral equation we propose a Galerkin method with a graded mesh on each region where β is piecewise constant, with smaller elements near discontinuities in β, in order to take advantage of the peaked behaviour of f ± j . We use a special set of basis functions so that as described above, on each element, the approximation space contains polynomials multiplied by e ±ix1 . The error in computing an approximation to u t | Γ on [a, b] in a L 2 norm can then be shown to be of order log 1/2 |k(b−a)|N −(ν+1) , and the number of degrees of freedom is proportional to N log |k(b−a)|. We present numerical results for a simple example demonstrating this theoretical convergence rate.
Integral Equation Reformulation
To determine u uniquely we must augment (1)- (2) with an appropriate radiation condition, see [1] , [6] for details. This boundary value problem can then be reformulated (see [6] for details) as the second kind boundary integral equation
where for s ∈ R, φ(s) := u t ((s/k, 0)), ψ βc (s) := u t βc ((s/k, 0)) (with u t βc denoting the (known) total acoustic field in the case that β ≡ β c ), and
with G βc (x, y) denoting the Green's function for the above problem which satisfies the standard Sommerfeld radiation and boundedness conditions, and (2) with β ≡ β c (see [1] , [6] ).
Our numerical scheme for solving (7) is based on a consideration of the contribution of the reflected and diffracted ray paths as predicted by the geometrical theory of diffraction. In particular, to leading order as k → ∞, on the interval (t j−1 , t j ) the geometrical theory of diffraction predicts that the total field φ ≈ ψ βj , the total field there would be if the whole boundary had the admittance β j of the interval (t j−1 , t j ). Thus, for s =t j := kt j , j = 0, . . . , n, the geometrical theory of diffraction predicts that φ(s) → Ψ (s) as k → ∞, where
In our numerical scheme we compute the difference between φ and Ψ , ie.
Clearly, from (7) we have that
where Ψ βc ∈ L ∞ (R) is known and is given by Ψ βc := ψ βc − Ψ + K βc β Ψ . Equation (9) will be the integral equation that we solve numerically. We can obtain an explicit expression for Φ, namely
. . , n, (10) in which the functions f ± j are not oscillatory. In geometrical theory of diffraction terms, the first term in (10) is an explicit summation of all the diffracted rays scattered at the discontinuities in impedance att j−1 which travel from left to right along (t j−1 ,t j ). Similarly, the other term in (10) is the contribution to the diffracted field diffracted by the discontinuity att j . The following bounds then hold on f ± j , for a full proof see [6] . Theorem 1. For r > 0, m = 0, 1, . . ., there exist constants c m dependent only on m and such that f
where, for 0 < r ≤ 1,
and, for r > 1, p m (r) = r 
The Galerkin Method
To approximate the solution Φ of (9) we use a Galerkin method. First, we define our mesh. We begin by defining a graded mesh on a general interval [0, A], with more mesh points near 0 and less near A, and then to mesh the interval [t j−1 ,t j ] we apply this mesh with A := (t j −t j−1 )/2, shift the mesh to [t j−1 , (t j−1 +t j )/2], and reflect it around (t j−1 +t j )/2. The symmetric mesh thus created has elements large compared to the wavelength away from discontinuities in β, in order to take advantage of the smooth behaviour of f ± j away from impedance discontinuities as deduced in theorem 1.
For A > 1 the mesh Λ N : 0 = x 0 < . . . < x N +NA = A is a composition of two parts and consists of the points
for some N ∈ N , where p = 1 + 2ν/3 for ν ≥ 1, p > 1 for ν = 0, together with
for
where x i are given by (11) and (12) with A = (t j −t j−1 )/2, and the total mesh on [t 0 ,t n ] is denoted by Ω := {s j,l : j = 1, . . . , n, l = 1, . . . , n j }, where n j is the number of mesh points on each [t j−1 ,t j ]. The number of points in Ω, and hence the number of degrees of freedom, is then of order nN log |k(t n − t 0 )|.
The basis functions for the Galerkin method are then given by V Ω,ν = {σ(s)e ±is : σ ∈ Π Ω,ν }, where
] is a polynomial of degree ≤ ν, j = 1, . . . , n, m = 1, . . . n j − 1, ν ∈ N 0 and σ| R\[t0,tn]=0 }.
Using the Galerkin method the formulation of the problem is then: find
equivalently,
where 
Theorem 3. There exists a constant C dependent only on ν, n and such that
Numerical Results
We present numerical results for the solution of (9) in the simple case n = 1, β c = 1, β 1 = 0.9, t 0 = −20π, t 1 = 20π and θ = π/4. We choose ν = 0 and mesh exponent p = 1.5. The exact solution is not known, so we compute a "near exact" solution with N = 64 (487 degrees of freedom), the values of |Φ N,0 (s) − Φ 64,0 (s)| for N = 2, 4, 8, 16, 32 at the points s = −62.4783, s = −61.8319 and s = 0 are shown in Table 1 below. As ν = 0 we would expect the error to halve as we double the value of N , in fact we see that the rate of convergence is slightly better than this. Note that the interval discretised has length 20 wavelengths but that accurate results are obtained with less than 40 degrees of freedom. 
