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Abstract 
In order to apply the nanomagnetic materials to the electronic devices, an understanding of the spin 
dynamics on the atomic scale length is necessary. In this thesis fundamental comprehension and 
certification are conducted and the several spin dynamic structures are studied using the atomistic 
simulation. The Curie and Neel temperature of the materials having various crystal structures are 
obtained from the small cube having periodic boundary conditions by the atomistic Monte Carlo 
simulations. The correction factors of each crystal structures are calculated from the simulation results. 
Another researches about fundamental understanding of the exchange bias is conducted. The atomic 
moments of the antiferromagnetic materials (FeO) in the bilayer junction of the ferromagnetic and the 
antiferromagnetic materials pointed along aligned ferromagnetic moments by the applying field. Finally, 
topologically protected spin structures, called as the magnetic skyrmions, formed by the antisymmetric 
exchange interaction, Dzyaloshinskii-Moriya (DM) interaction, is investigated. To be specific, we 
checked the relation between the interfacial roughness and the effective magnitude of the DM 
interaction determining the skyrmion area.  
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1. Introduction 
Since B.C. the magnetic properties has been used in various ways, which is one of the fundamental 
physical property. The magnetic properties is basically originated from the quantum mechanical 
characteristics, spin quantum moment, and production of the magnetic field induced by the change of 
the electron momentum. The magnetic materials have been mainly used for the dipole emitting the 
magnetic field. Although the theoretical research was far advanced, there was the experimental 
limitations for investigating the micromagnetic structure. However, the magnetism have been studied 
recently with the great advancement in scientific technology. Not only the experimental method, but 
also the computation techniques are frequently used for study the magnetic materials.  
Now, many spin structures have been reported and studied by using experimental methods, 
computational methods, and also theoretical methods. Such spin structures have got the limelight as a 
promising candidate for substitute to dynamic random access memory (DRAM). There are several 
reasons why the memory device using the spin dynamics attracts a lot interests. First, the device using 
the spin dynamics has good energy efficiency because the particles in the materials do not move 
(actually little vibrate) however the spin structure moves vigorously. Another reason is non-volatile 
property of the magnetic materials, which means that the spin configuration is maintained even though 
the current is cut off. While the volatile property is the biggest flaw of DRAM, we can expect the beyond 
that of DRAM through the magnetic random access memory (MRAM). 
In order to commercialize the spin dynamics, much more research is still need. In this thesis, we 
conducted the researches about several spin structure and magnetic properties using the atomistic 
simulation. In chapter 1, the theoretical introduction of the atomistic simulation is presented. The 
fundamental properties of magnetic materials are studied in chapter 2. Third chapter shows the exchange 
bias effect using the junction of a ferromagnetic and an antiferromagnetic material. In chapter 4, the 
study for the magnetic skyrmion induced by unusual interaction, which called Dzyaloshinskii-Moriya 
interaction, is summarized. Final chapter shows the discussion of the simulation results and conclusion. 
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1.1 Atomistic Simulation 
As mentioned in introduction, recently the many research for the magnetic materials has been 
conducted. Especially, the magnetic simulations using computational method are largely active way in 
this field. It is difficult to use only an experimental method because the study for magnetic materials, 
especially spin dynamics and nanoscale magnetic spin structure, has a problem with aspect of expenses, 
experimental resolution, and measuring time evolved motion of the spin structure [1], [2]. There are 
three dominant magnetic simulation techniques, first principle calculation, atomistic simulation, and 
micromagnetic simulation. They have different spatial and temporal range of the system, and it shown 
in Fig. 1.1.  
 
Figure 1.1 The schematic description of covering range of various simulation techniques 
 
First of all, the study using first principle calculation is the most fundamental method solving the 
Schrodinger equation of the system. From the first principle calculation, we know the energy band state 
of the system, and various atomic parameters. The first principle calculation, however, considers only 
static state and takes much long time to perform. In order to study for spin dynamics, which is hard to 
be conducted through first principle calculation, many researchers has been using the micromagnetic 
simulation. The micromagnetic simulation calculates the magnetic moments of the arbitrary divided 
cells using Landau-Lifshitz-Gilbert (LLG) equation. The micromagnetic parameters for calculation is 
obtained from the experimental results. Now the micromagnetic simulation is used dominantly for 
studying the spin dynamics because it describes the spin dynamics quite well. However, it has several 
limit describing the short wavelength spin dynamics, ultrafast dynamics, and antiferromagnetic 
materials having complex atomic structure. Thus, we conducted the researches using the atomistic 
simulation. 
The start of atomistic simulation is expansion from first principles to spin dynamics. Because it is 
clear for first principle calculation not to calculate the dynamic spin state, many researchers studied the 
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atomistic parameters from first principle calculation to adjust LLG equation. The atomistic simulation 
is the results of the study. However, few researcher had used the atomistic simulation due to its 
enormous computational complexity. Recently, the atomistic simulation has been gradually in the 
spotlight with amazing development of the computer. 
The atomistic simulation has many advantages comparing with other simulation techniques. First of 
all, it is expected to be a bridge between first principle calculation and the micromagnetic simulation. 
The ultimate goal of the magnetic simulation is expansion from first principle calculation to 
macroscopic magnetic phenomenon. In order to approach the goal, the atomistic simulation plays a 
significant role. Another characteristics of the atomistic simulation is that it enable to study about the 
dynamics of antiferromagnetic or ferrimagnetic materials. Although the antiferromagnetic and 
ferrimagnetic materials has been used in many field, there is little information about its dynamic atomic 
structure. Because the atomistic simulation calculates the each interaction among localized spin 
moments, the study about these materials is possible and is expected to provide a new point of view 
using these materials. In addition, description of the ultrafast spin dynamics and study of atomic size 
spin structure can be studied by the atomistic simulation. 
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1.2 Classical Spin Hamiltonian 
The Heisenberg spin model includes all possible magnetic interaction [1], such as interaction between 
the atomic spin moments, interaction with external elements, and so on. The principle part of the model 
is forming Heisenberg spin Hamiltonian describing the energy of each interactions. The origin of the 
Heisenberg Hamiltonian is quantum mechanics, but the terms of the Hamiltonian does not contain any 
quantum mechanical operators, so the Heisenberg spin Hamiltonian is also called as classical spin 
Hamiltonian. The parametrized Heisenberg spin Hamiltonian typically consists of the following terms 
exchange anisotropy applied dipolarH H H H H      
The first term represents interatomic exchange interaction, which has dominant contribution to the 
Heisenberg spin Hamiltonian in ferromagnetic materials. The exchange interaction leads to strong 
alignment of spin moments with their neighbor spin moments in ferromagnetic atoms and makes the 
spin moments to align antiparallel with their neighbors in antiferromagnetic materials. A Heisenberg 
spin Hamiltonian expressing the exchange interaction for each atom is expressed as 
exchange
1
2
ij i j
i j
H J S S

  
, 
where ijJ  is the exchange interaction constant between the spin moments i  and j , where iS  is the 
local spin moment. The materials having positive ijJ  values are called the ferromagnetic materials, 
and the negative value of ijJ  indicates the antiferromagnetic coupling, which prefers to align the spin 
moments antiparallel. 
The second term represents magnetocrystalline anisotropy, which is one of the most fundamental 
parameters in a magnetic system. The magnetocrystalline anisotropy energy arises from spin-orbit 
coupling by local crystal field, and it makes the preference for spin moments to align with particular 
axes. The simplest case of anisotropy is the uniaxial anisotropy, where the spin moments prefer to align 
along a single axis, which is called the easy axis. The Heisenberg form of the uniaxial anisotropy is 
represented as 
 
2uniaxial
anisotropyH K S e   
where K  is the strength of the uniaxial anisotropy energy, where e  is the easy axis. The 
magnetocrystalline anisotropy is largely effects on the magnetic hysteresis loop including coercivity of 
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the materials. 
The atomic moments also interact with the applied magnetic field, which includes the external field, 
and an effective field from an electric current, etc. This interaction between the atomic moments and 
applied field is called Zeeman interaction. Even if the Zeeman interaction has weak energy, it plays a 
significant role to align the ferromagnetic materials. In all cases Zeeman energy is simply given by 
applied s externalH H S    
where 
s  is the magnitude of the spin moments, and externalH  is the external magnetic field. 
The last term arises from the dipole-dipole interaction, which means that the spin moments interact 
with the stray field from other spin moments. In other words, the stray field is called as the de-
magnetizing or dipolar field. The size of dipolar field related to the size and shape of the magnetic 
material. The energy by dipole-dipole interaction is represented by a sum of all the atomic moments 
like below, 
    2
0
dipolar 3 3
ˆ ˆ3
4
i ij ij i i js
i j ij
S r r S S S
H
a r
 
 
   
  
 
where s  is the magnitude of the spin moment, 0  is the permeability of empty space, a  is the 
lattice constant, ijr  is the distance between i and j.  The dipolar interaction is long range interaction 
influencing the spin dynamics of long wave length, such as domain wall, and magnetic vortex. However, 
the dipolar interaction is often neglected in small system, even if the dipolar interaction is important 
interaction. 
While the most dominant magnetic interactions are introduced, there are many magnetic interactions 
which are not described in this paper. These interactions have the situation manifesting strongly the 
interactions. An example of other interactions, Dzyaloshinskii-Moriya interaction included in 
interatomic exchange interaction, will be introduced and utilized in later chapter. 
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1.3 Atomistic spin dynamics at finite temperature 
1.3.1 Landau-Lifshitz-Gilbert Equation 
Although the Heisenberg spin Hamiltonian expresses the energy of the magnetic system, it does not 
provide the time evolved motion of the magnetic system. In other words, the spin dynamics is not 
described by only Heisenberg spin Hamiltonian. Thus, the equation for describing the spin dynamics is 
necessary for study about the spin dynamics.  
In 1935, Landau and Lifshitz introduced an equation of generalized motion for a macroscopic 
magnetic moment density /i
i
VM , where V is the total volume of the macroscopic magnetic 
moment i
i
 [3]. The equation, which was derived by Landau and Lifshitz, includes the attenuation 
term during the precession motion and is written as, 
 
d
d
LL
eff eff
st M

     
M
M H M M H
. 
where   is the gyromagnetic ratio, sM  is the saturation magnetization, effH  is an effective field, 
and LL  is the Landau-Lifshitz damping parameter, which reflects the relaxation by the damping 
torque. The equation indicates that the magnetic moments having precession motion in effective field 
ends up to align with the field. To be specific about the effective field, the magnetic moment has a 
precession motion (Fig. 1.1) in the effective and it is described as, 
1
eff
H
V

 

H
M , 
where H  is the Heisenberg spin Hamiltonian, which contains the energy from the magnetic interaction, 
such as exchange interaction, crystalline anisotropy, Zeeman, dipole-dipole interaction, and so on.  
However, there is problems to adjusting the Landau-Lifshitz (LL) equation for large damping because 
of a linear relationship with the relaxation rate. In 1955 Gilbert developed LL equation using the Gilbert 
damping constant instead of LL damping parameter [4]. The equation is written as, 
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 
 
2 2
2
d
d 1 1
1
G
eff eff
G G s
G
eff eff
G s
t M
M
 
 


    
 
 
     
  
M
M H M M H
M H M M H
. 
where   is the gyromagnetic ratio, sM  is the saturation magnetization, effH  is an effective field, 
and G  is the Gilbert damping parameter. Because the Gilbert damping parameter considers 
attenuation of the oscillation by the interactions with the phonons, electrons and impurities, 
G  can be 
adjusted in every range of damping parameters. This equation called LLG equation is now 
conventionally used for studying spin dynamics.  
To utilize the LLG equation in atomistic simulation, the LLG equation has to be modified to form 
using the spin moment. The spin angular moment S  has a relation with the magnetic moment   like  
/Bg S S     . 
Thus, we derive the effective field and the LLG equation using spin moment.  
 21 eff G effG
S
S S S
t




        
H H
 
eff
H
S

 

H
 
where H  is the Heisenberg spin Hamiltonian. The first term of right side in the LLG equation means 
spin precession around the effective field direction, while the second term describes spin relaxation 
toward the effective field direction. 
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1.3.2 Landau-Lifshitz-Gilbert-Langevin Equation 
The Landau-Lifshitz-Gilbert (LLG) equation is independent upon the temperature even though the 
equation use the macroscopic parameters influenced the temperature. So, the developed equation is 
needed for describing the spin dynamics at the finite temperature. There are many approaches to explain 
the spin dynamics at finite temperature. The Langevin dynamics, one of the approaches developed by 
Brown [5], takes thermal fluctuation at finite temperature into account. The Langevin dynamics 
assumes that the thermal fluctuations can be expressed by a Gaussian white noise term [6], [7]. With 
the increase of the temperature the width of the Gaussian distribution increases that means the strong 
thermal fluctuation occurs. To adjust the Langevin dynamics on magnetic simulation, the magnitude of 
thermal fluctuation is converted to effective thermal field and is added to the effective magnetic field. 
The converted effective field term is written as 
 ,eff
H
t T
S


  

H
 
where  ,t T  follows the Gaussian white-noise distribution with a mean of 0 and a variance is written 
by 
2 B
s
k T
t


 


 
where Bk  is the Boltzmann constant, T  is the temperature of the system,   it the damping 
parameter,   is the gyromagnetic ratio, s  is the magnitude of the spin moment, and t  is the time 
step integration. 
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1.4 Integrating Methods 
In order to solve the LLG equation, some numerical time integration scheme is necessary. The most 
fundamental way of time integration scheme is the Euler method, which assumes a linear change in the 
spin direction in certain discretized time step, t . However, the Euler scheme cannot be used for 
calculating the LLG equation, because the Euler scheme has errors for describing the larger time step 
in stochastic system. The Runge-Kutta method conventionally used in micromagnetic simulation would 
reproduce the correct Bolzmann equilibrium distribution, if the magnetization is renormalized at each 
time step. However, the Runge-Kutta method is not suitable for calculating the LLG-Langevin equation, 
because the magnitude of magnetization is restricted to constantM  [8].  
The Heun method improved from the Euler scheme allows the use of larger time and the calculation 
of the stochastic equation including LLG-Langevin equation [9]. The Heun scheme uses a predictor-
corrector method to solve differential equations. At first step, the new spin direction is calculated by 
conducting original form of Euler integration, and it is represented as 
 
 2
1
eff G eff
G
S S S S t



 
            
H H  
where S   is calculated new spin direction. The second step calculates the final spin position by using 
the predicted spin positions expressed as 
 
 
 
2
,
1
eff G eff
G
S S t S S S



        
H H . 
       
1
, ,
2
S t t S t S S t S S t t t             
In Heun scheme, this two steps are conducted on every spin moments in the system to calculate a one 
step. From the calculated final spin moments, the next time steps are processed step-by-step. Also, the 
Heun scheme leads to same results with Runge-Kutta in the case of no white noise, which means that 
the temperature of the system is 0 K. 
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2. Curie and Neel Temperature 
2.1 Crystal Structure Model 
The ferromagnetic materials have large values of Curie temperature, where the ferromagnetic 
materials lose the net magnetization by thermal effect at the Curie temperature. It is because strong 
molecular field in the ferromagnetic materials, the strong molecular field comes from the exchange 
interaction [10]. The Curie temperature is defined by Curie-Weiss mean field model and is represented 
as 
3
ij
C
B
zJ
T
k

 , (2.1) 
where   is an interaction constant which depends on the crystal structure and coordination number, 
z  is the number of interacting nearest neighbors, and Bk  is the Bolzmann constant 
(
23 11.38 10 J KBk
    ).  In order to conduct correctly the atomistic simulation, the exchange 
constants of the magnetic materials are obtained from the first principle calculation or the experimental 
results, Curie temperature. In this thesis, the atomistic parameters used in simulation are calculated from 
the experimental Curie temperature. From the Eq. 2.1, we know that the Curie temperature of the 
magnetic materials is closely related to the crystal structure. In this chapter, the effect of the crystal 
structure on the Curie temperature is observed by the atomistic simulation.  
The representative crystal structures such as simple cubic (SC), base centered cubic (BCC), face 
centered cubic (FCC), are considered for confirming the relation between the Curie temperature and the 
crystal structure. The simulated structures are presented Fig. 2.1. 
 
Figure 2.1 The crystal structure used in the simulations. Each crystal structure has different number of 
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neighbors around an atom.  
 
A material for the simulation is an imaginary ferromagnetic materials. In order to investigate only 
the effect by the crystal structure, the atomistic parameters including the exchange interaction constant 
are same in all systems, and it is shown in Table 2.1. The 10×10×10 nm cube having perpendicular 
magnetic anisotropy (PMA) is adjusted in our simulation, and the periodic boundaries is considered 
along each axes.  
Table 2.1 
Parameters Units FM 
Exchange constant (J) J/link 3.05×10-21 
Uniaxial anisotropy constant (A) J/atom 5.65×10-25 
Anisotropy direction  - [001] 
Atomic spin moment B  2.22 
Lattice constant (a) Å 2.5 
Damping constant (α) - 1 
Time step s 1.0×10-15 
Temperature (T) K 0 ~ 900 
Crystal structure - SC, BCC, FCC 
 
In the case of the materials having negative value of exchange constant, the molecular field is aligned 
that the atomic moments lies antiparallel direction with the nearest neighboring atomic moments. Such 
materials are called as antiferromagnetic materials. The nearest neighbor atoms of each atomic moment 
belong to the other sublattice with the atomic moment. The schematic image of the sublattice in the 
antiferromagnetic materials having simple cubic structure is expressed in Fig 2.2. The atomic moments 
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in each sublattice have same spin direction. 
 
The sublattice divided from the antiferromagnetic material follows the Curie-Wiess law. In the case 
of the antiferromagnetic, the use of the absolute value of molecular field is used and the critical 
temperature calculated from the Curie-Weiss law is called the Neel temperature. 
Although the beginning of the antiferromagnetic materials are also from the Curie-Weiss law [10], 
the antiferromagnetic materials have much complex structure than the ferromagnetic material. 
Especially, the crystal structure influences the structure of the antiferromagnetic materials because the 
frustration occurs by overlapping of the neighboring atoms of an atomic moments [11], and it visualized 
in Fig. 2.3.  
 
The formation of such complex structure ends up to influence the Neel temperature, and it is 
investigated using the atomistic simulation. The materials used in this simulation is also imaginary 
antiferromagnetic material, and the atomistic parameters including exchange constant for the Neel 
temperature simulation is written in Table 2.2. All of the simulations concerning the Curie and Neel 
Figure 2.2 An antiferromagnetic material can be decomposed into two sublattice pointing opposite 
direction. 
Figure 2.3 The spin frustration in the antiferromagnetic material having triangle interaction  
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temperature are calculated by using Monte Carlo method, which is excellent way to describe the energy 
of the equilibrium state. 
 
Table 2.2 
Parameters Units AFM 
Exchange constant (J) J/link -4.2×10-21 
Uniaxial anisotropy constant (A) J/atom 4.644×10-23 
Anisotropy direction  - [001] 
Atomic spin moment B  4.2 
Lattice constant (a) Å 2.5 
Damping constant (α) - 1 
Time step s 1.0×10-15 
Temperature (T) K 0 ~ 500 
Crystal structure - SC, BCC 
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2.2 Curie Temperature 
 
Figure 2.4 The schematic images of the atomic moments of a simulated simple cubic ferromagnet. The 
spin moments aligned to [001] direction lose its arrangement by increase of the temperature. 
 
The atomistic simulation calculates only small size system of sub-micrometers because it takes too 
much time for calculating the large system. So, the bulk like systems are modeled using large enough 
cube system with periodic boundary conditions along all axes. When the temperature was increased in 
10 K, 20,000 steps of Monte Carlo steps were calculated for each temperature. The simulation results 
show that the spin moments lose its net magnetization with increase of the temperature, and it is 
visualized in Fig. 2.4, which represents not all spin moments, but interpolated spin moments having 
specific distance. The spin moments oriented to [001] direction, which of color is red, are bleached with 
the increase of the temperature. This disorder of spin moments by thermal fluctuation is generally 
notified information. However, the certification of it is necessary step for investigating the spin 
dynamics using the atomistic simulation. Eventually, the results corresponding the theoretical results.  
The Curie temperature of each crystal structures are plotted in Fig. 2.5. The y-axis means the 
normalized magnitude of net magnetization. The biggest different by the crystal structure is the number 
of neighboring atoms, which are strongly connected with the exchange interaction. The standard of the 
Curie temperature is determined to pass the point, which of y value is to be 0.1. The Curie temperature 
of the simple cubic structure is about 320 K, that of the base centered cubic structure is about 450 K, 
and that of the face centered cubic structure is about 700 K. The tendency about the change of the Curie 
temperature by the number of neighboring atoms of the crystal structure seems to correspond with the 
expectation. However, the slight mismatches are observed through comparison the contribution of each 
interaction to the Curie temperature, and it is represented in Table 2.3. This difference is closely related 
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to the correction factor   in Eq. 2.1. Thus, the correction factor by the crystal structure is calculated 
from the simulation results, and it is also written in Table 2.3. 
Table 2.3 
 SC BCC FCC 
The number of neighboring atoms 6 8 12 
Curie temperature (K) 320 450 700 
Contribution to Curie temperature 
per an interaction (K) 
53.3 56.3 58.3 
Correction factor (𝛆) 0.7240 0.7635 0.7918 
 
 
Figure 2.5 The magnitude of net magnetization with the different crystal structure as a function of the 
temperature is represented. 
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2.3 Neel Temperature 
The Neel temperature of the antiferromagnetic materials is calculated by similar way with the Curie 
temperature in terms of the system size and the boundary conditions. In order to obtain the ground state 
of the antiferromagnetic materials, the relaxation of the antiferromagnetic materials is simulated at 0 K 
and 0 T. From the relaxation during 200 ps, we got the ground state of the materials having different 
crystal structure, and it is represented in Fig. 2.6 and Fig. 2.7. The ground state of the simple cubic 
structure shows the same structure with the theory of the antiferromagnetic materials, where the spin 
moments pointing +z direction alternate with the spin moments pointing -z direction in a row. The 
sublattice of the simple cubic structure is formed of a checkerboard type. On the contrary, the ground 
state of the base centered cubic structure has the structure that the spin moments pointing same direction 
are arranged layer-by-layer. In other words, the atomic moments in a layer point same direction and 
other atomic moments underneath the atomic moments have opposite spin arrangement. We divided the 
sublattice of the base centered cubic antiferromagnetic materials into odd-even layers, respectively. 
From the results, we can obtain the ground state to use for the initial state and the sublattice of each 
crystal structures. 
 
Figure 2.6 The surface image of the spin moments in ground state antiferromagnetic materials having 
simple cubic structure. 
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Figure 2.7 The surface image of the spin moments in ground state antiferromagnetic materials having 
base centered cubic structure.  
 
The Neel temperature simulations are conducted with the initial state obtained from the relaxation 
simulation, respectively. Since the net magnetization of the antiferromagnetic materials is always zero 
at all temperature, the normalized magnetic moment of the sublattice is calculated from the simulation 
results. The magnitude of normalized magnetic moments of the antiferromagnetic material having 
simple cubic structure is plotted in Fig 2.8. Because the direction of the uniaxial anisotropy is out-of-
plane, the magnetization length along x-axis and y-axis is almost 0. The z-axis magnetization gradually 
decreases with the increase of the temperature. The Neel temperature of the simple cubic 
antiferromagnetic material is about 450 K and the correction factor calculated from the results is about 
1. In Fig. 2.9, the magnetization length of sublattice in base centered cubic antiferromagnet with the 
change of the temperature is plotted. In the case of the base centered cubic antiferromagnetic material, 
the z-axis component magnetization of the sublattice converges to 0 at about 600 K. The calculated 
correction factor of the base centered cubic structure case is 0.7393.  
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Figure 2.8 Plot of the magnetization length of sublattice in simple cubic antiferromagnet with the 
change of the temperature. 
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Figure 2.9 Plot of the magnetization length of sublattice in base centered cubic antiferromagnet with 
the change of the temperature. 
 
2.4 Conclusion 
In this chapter, the effect of the crystal structure on the Curie and Neel temperature is investigated. 
The increase of the Curie and Neel temperature with increasing temperature is already investigated 
theoretically and experimentally, but it is necessary process to certify the atomistic parameters. From 
the simulation results, we certified the relation between the Curie and Neel temperature with the crystal 
structure and calculated the correction factor, which of the ferromagnetic materials is large in the case 
of close packed system. On the other hand, that of the antiferromagnetic materials shows an opposite 
results. We expect that this results is to be fundamental process for investigating the spin dynamics 
using the ferromagnetic and antiferromagnetic materials. 
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3. Exchange Bias 
3.1 Theoretical Background 
In 1956 W. H. Meiklejohn and C. P. Bean encountered bizarre phenomenon [12], [13], which the 
magnetic hysteresis loop is shifted, while they investigated the magnetic properties of cobalt particles. 
The reason is that the cobalt particles exposed to air was oxidized and therefore coated with cobalt oxide. 
To be specific, when the ferromagnetic material Co and the antiferromagnetic material CoO are in 
contact, the coupling at the interface leads to an unusual unidirectional anisotropy, which called 
exchange anisotropy.  
The main indications of the exchange bias effect by the junction of ferromagnetic and 
antiferromagnetic materials are a vertical and transverse shift of the hysteresis loop, an enhancement of 
the coercivity [14], and the training effect. The reason why the exchange bias effect is important is the 
fact that the modification of the hysteresis loop is possible. Actually, the exchange bias effect has been 
used in giant magnetoresistance (GMR) to pin the magnetic moments of the ferromagnetic materials by 
modifying the hysteresis loop [15], [16]. 
 
3.2 Model 
As mentioned before, there are many models for explaining the exchange bias effect. In spite of the 
importance of the role of the antiferromagnetic materials in exchange bias effect, the atomic state of the 
antiferromagnetic materials has not been covered due to the experimental difficulty. In this thesis, when 
the exchange bias effect occurs, the atomic state of the antiferromagnetic materials are studied using 
the atomistic simulation, which is an excellent way for investigating such the interfacial effect between 
two other materials. 
In order to investigate the spin structures in antiferromagnetic material, we used the iron and the iron 
oxide having base centered cubic structure because the general models for explaining the exchange bias 
effect assume that the antiferromagnetic material has layer-by-layer sublattice. The sublattice of the 
ground state of the base centered cubic antiferromagnetic material is observed layer-by-layer structure 
from the simulation in chapter 2. The atomistic parameters are calculated the experimental results, and 
written in Table 3.1 [17], [18]. The Heisenberg spin Hamiltonian exclude the dipolar interaction, which 
has not much influence due to the small system size.  
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Table 3.1 
Parameters Units Fe FeO 
Exchange constant (J) J/link 7.05×10-21 -1.78×10-21 
Uniaxial anisotropy constant (A) J/atom 5.65×10-25 5.65×10-24 
Anisotropy direction  - [001] [001] 
Atomic spin moment B  2.22 2.22 
Lattice constant (a) Å 2.86 2.86 
Damping constant (α) - 1 1 
Time step s 1.0×10-15 1.0×10-15 
Temperature (T) K 0 0 
Crystal structure - BCC BCC 
 
The system for simulation is composed with the bi-layer of Fe and FeO. The thickness of the Fe is 2 
nm because the thickness of the ferromagnetic materials does not influence much and that of the FeO 
is 8 nm. So, total system is 10×10×10 nm cube and it is expressed as an image in Fig. 3.2. At first, the 
field cooling process was conducted for aligning the antiferromagnetic atomic moments, which is 
necessary process in the exchange bias effect. For the field cooling, the magnetic field is applied with 
2 T during 2 ns decreasing the temperature from 300 K to 0 K, the temperature is determined for the 
initial temperature of the simulation to have larger value than the Neel temperature of FeO. The 
temperature is exponentially decreased as time passed, and it is plotted in Fig. 3.3. The applied field 
direction is along to y-axis, which is the perpendicular with the uniaxial anisotropy direction.  
Next step is the hysteresis loop simulation using the final state after the field cooling. The magnetic 
field is applied from 0.5 T to -0.5 T with the step of 0.01 T. The system is relaxed in the applied field 
during 100 ps, which is enough for the 10×10×10 nm system having base centered cubic structure to be 
the ground state. 
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Figure 3.1 The schematic image of the simulation system for investigating the exchange bias effect. 
 
 
Figure 3.2 The temperature as a function of time in the magnetic field to +y direction with 2 T. 
 
 23 
 
3.3 Results 
In order to understand the atomic moments of the FeO, the normalized mean magnetization of each 
layer is calculated and shown in Fig. 3.3. Because the antiferromagnetic layer has opposite values with 
neighbor layers, the absolute value is considered. Left image in Fig 3.3 is about the state after 10 ps 
relaxation at 300 K. The atomic moments of FeO have no reference direction even though the Fe has 
certain alignment. As the time passes, the absolute mean of the atomic moments in each layers decreases 
with the increase of the distance with the interface. In addition, the atomic moments of FeO at the 
interface is not perfectly aligned due to the uniaxial anisotropy energy. 
 
Figure 3.3 The schematic images shows the absolute mean value of y-axis magnetization of each layers.  
 
Using the result of the field cooling simulation as the initial point, the hysteresis loop simulation is 
conducted. The hysteresis obtained by the atomistic simulation is presented in Fig. 3.4 (a). The exchange 
bias effect is confirmed from the fact that the hysteresis loop is shifted to positive direction of the 
applied field, and the size of transverse shift of the hysteresis loop is about +89 Oe. The absolute 
magnitude of the exchange biased field is not strong, but relative magnitude of that comparing with the 
coercivity of the system, 158 Oe, is quite large value. From the simulation results, we knew the atomic 
moments of FeO are switched by the direction change of the applied field. The switch of the atomic 
moments of FeO occurs by the strong interaction with Fe atomic moments even if the antiferromagnetic 
materials have little susceptibility. To be specific description about the atomic moments of FeO, the 
atomic moments forms a kind of the Neel type domain wall. The atomic moments nearby the interface 
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is tilted largely to the direction of Fe alignment. As the increase of the distance from the interface, the 
atomic moments has little alignment to the applied field direction, and it is visualized in Fig. 3.4 (b). 
The atomic moments swing with the change of the field direction, and the angle between the easy axis 
and the magnitude of tilting,  , which decreases with the increase of the distance with the interface. 
 
Figure 3.4 (a) The magnetic hysteresis loop of Fe/FeO system. (b) The schematic image of the atomic 
structure of the FeO. 
 
3.4 Conclusion 
This simulation shows the spin configurations of the ferromagnetic and antiferromagnetic bilayer 
system. The dynamic motion of the antiferromagnetic material, FeO, is mediated by the change of the 
moments of the ferromagnetic materials. While the spin moments swing around to the field direction, 
it is strongly stuck to the anisotropy direction. This results show that the applied field has not much 
effects on pinning effect by forming the junction of ferromagnetic and antiferromagnetic materials when 
the applied field direction is perpendicular with the uniaxial anisotropy axis of the system, and it might 
be the foundation stone studying the exchange bias effect. 
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4. Skyrmion 
4.1 Theoretical Background 
The nuclear physicist, Tony Skyrme, developed a nonlinear field theory for interaction pions in the 
1960s [19]. They had been predicted the existence of the magnetic skyrmion, which was experimentally 
observed and draws big interests recently [20], [21]. The magnetic skyrmion is topologically stable 
chiral spin structures having unique rotational sense, which is schematically presented in Fig. 4.1. The 
magnetic skyrmion is not only interesting physical phenomenon, but also a promising candidate of next 
generation memory because its topological stability and small size about 10-90 nm [22]. The main 
origin of the magnetic skyrmions is Dzyaloshinskii-Moriya, which has recently been observed to play 
an important role in micromagnetic structure. Nevertheless this plenty of interests, the study about 
magnetic skyrmions has not been conducted so much because of experimental limitation of resolution. 
Thus, many study using the simulation techniques have been conducted, and the atomistic simulation 
is an excellent way to investigate magnetic skyrmions. 
 
Figure 4.1 Schematic images of the two different types of skyrmion with uniaxial magnetic anisotropy 
along the vertical axis. (a) Neel type skyrmion is that the atomic moments rotate in parallel direction to 
the domain wall direction. (b) Bloch type skyrmion is that the atomic moments rotate in perpendicular 
direction to the domain wall direction. 
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4.2 Dzyaloshinskii-Moriya Interaction 
In 1958 Dzyaloshinskii constructed a model to describe weak ferromagnetism [23] in an inversion 
asymmetric crystal field, and with broken inversion symmetry, and Moriya found the mechanism of this 
interaction was originated from spin-orbit coupling in 1960 [24]. Such interaction called 
Dzyaloshinskii-Moriya (DM) interaction had been considered as a trivial effect due to its small energy. 
However, while the study about the effect of DM interaction on the magnetic system has been reported, 
recently, DM interaction draws a lot of attention.  
There are two types of DM interaction by the means of symmetry breaking. The one is bulk DM 
interaction by an inversion asymmetric crystal field and the other is interfacial DM interaction by broken 
inversion symmetry [25]. Although the magnitude of the interfacial DM interaction is much smaller 
than the magnitude of the bulk DM interaction, the interfacial DM interaction drags more interest due 
to its stability on the thermal fluctuation, especially skyrmion structure. To be specific about interfacial 
DM interaction, the interfacial DM interaction is basically originated spin-orbit coupling, which is also 
origin of the bulk DM interaction. The large spin-orbit coupling between ferromagnetic materials and 
heavy metal at the interface makes interfacial DM interaction, and it is visualized in Fig. 4.2. 
 
Figure 4.2 Schematic explanation of the interfacial Dzyaloshinskii-Moriya (DM) interaction induced 
by broken inversion symmetry. 
 
As we mentioned in the previous chapter, the origin of the skyrmion is also the existence of DM 
interaction. This DM interaction can be expressed by the Hamiltonian form [2] 
 DM i jH D S S    , (4.1) 
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where D  is a vector which lies along perpendicular direction between the two spins and makes chiral 
rotational sense of the skyrmion. Actually, DM vector is included in the broad meaning of exchange 
interaction among the spins. Thus, we used the tensor form of exchange interaction including DM 
interaction. First, the spin-spin exchange interaction can be written 
exchange
1
V
2
i ij j
ij
H S S   , 
where ijV  is 3×3 matrices linking two spins, and it can be written as a sum of three terms, 
V V Vij ij ij ijJ I
   
. 
where I  is a unit matrix having 3×3 dimension, and  
 
 
1
V V V
2
1
V V V
2
T
ij ij ij ij
T
ij ij ij
J I

  
 
. (4.2) 
The ijJ  terms mean isotropic exchange interactions, which are the same as Heisenberg exchange. The 
Vij

 terms are symmetric anisotropic exchange interaction, and they are not considered in this research. 
Finally, the Vij

 is terms related with the antisymmetric anisotropic interaction and means DM 
interaction. 
The tensor form of exchange interaction including DM interaction is induced from the below relation. 
 V Ti ij j i jS S D S S     
First, the left side can be written as 
     
     
21 12 31 13 12 21
32 23 13 31 23 32
1 1 1
V
2 2 2
1 1 1
2 2 2
i j i j i j
i ij j y x z x x y
i j i j i j
z y x z y z
S S S S V V S S V V S S V V
S S V V S S V V S S V V
      
     
, 
And the right side is represented as 
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Solving this equation, we can get ijD  vector, which can be expressed as 
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Using the results and Eq. (4.2), the tensor from antisymmetric anisotropy interaction is induced as 
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At last, the sum of isotropic exchange interaction and antisymmetric exchange interaction, which means 
interatomic exchange interaction, is converted to tensor form, and it can be written as 
z y
ij ij ij
z x
ij ij ij ij ij ij
y x
ij ij ij
J D D
V J V D J D
D D J

 
 
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    . 
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4.3 Roughness Model 
The skyrmion is low dimensional spin structure induced by the interfacial DM interaction as 
mentioned in previous chapter. From this origin, the skyrmion is largely influenced by the interfacial 
state between the ferromagnetic materials and the heavy metal. In experiments, however, it is not only 
impossible to control the interfacial state perfectly, but also not easy to know precise sample thickness 
and roughness due to its very small thickness. Because of this experimental limitation, even though the 
study for the interfacial state influencing DM interaction and the skyrmion is important, the research 
about the relation between interfacial state and the skyrmion has not been conducted much. Thus, we 
conducted the research for the effect of interfacial roughness on a skyrmion using atomistic simulation, 
which can effectively describe the interfacial state and its dynamics. From this research, we expect to 
narrow discrepancy between theoretically calculated DM vector and the experimental magnitude of DM 
vector.  
As a model system, 2-monolayers Co nanodisk having perpendicular magnetic anisotropy (PMA) 
with 60 nm diameter is used in our atomistic simulations, and the schematic image of the simulation 
system is shown in Fig. 4.3. Co film is conventionally used to investigate the skyrmion its PMA property, 
which makes the skyrmion to stable, and the shape of system, circular nanodisk is chosen for 
minimizing the edge effect on the skyrmion by shape. In addition, Co film has face centered cubic (FCC) 
structure with the lattice constant of 2.5 Å and interfacial DM interaction appears only at the bottom 
layer. The atomistic material parameters for Co are obtained from experimental results. To obtain the 
stable skyrmion structure, the initial skyrmion configurations which are formed artificially are relaxed 
during 3 ns with damping constant α = 0.5 under 0 K. All of the materials parameters are presented in 
Table 4.1.  
 
Figure 4.3 The circular disk having 60 nm diameters for roughness model simulation 
 30 
 
 
Table 4.1 
Parameters Units Co 
Exchange constant (J) J/link 2.0×10-21 
Dzyaloshinskii-Moriya vector (D) J/link 1.87×10-22 
Uniaxial anisotropy constant (A) J/atom 2.94×10-25 
Anisotropy direction  - [001] 
Lattice constant (a) Å 2.5 
Damping constant (α) - 0.5 
Time step s 1.0×10-15 
Temperature (T) K 0 
Crystal structure - Face centered cubic (FCC) 
 
 
 
Figure 4.4 The unit-cell structure used in simulation. The bottom layer has only Dzyaloshinskii-
Moriya (DM) interaction induced by large spin-orbit coupling with heavy metal. 
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To clarify the interfacial effect between ferromagnetic material and heavy metal, the simulation 
using unit-cell, which has DM interaction at only interface. In other words, the upper layer atoms of the 
system link with isotropic exchange interaction without DM interaction, and the bottom layer atoms 
link with isotropic exchange interaction and DM interaction. Thus, the loss of atoms by atomic defects 
decreases practical DM interaction at the interface. The image for the unit-cell including interactions 
among the each atoms is presented in Fig. 4.4.  
 
The simulation system to study the effect of interfacial roughness stands on the basis from the 
experimental results about the roughness of thin film deposited by sputtering methods [26]. To express 
the experimentally formed imperfect interface, the numerous atomic defects having certain size are 
generated in simulation systems. The average sizes of atomic defects are 0.2 and 0.4 nm and the number 
of defects is 250 - 3000. The surface morphology of the simulation system is shown in Fig. 4.5. 
  
Figure 4.5 The Surface morphology of the simulation system. This image shows that the case of 
the system having 1000 defects with 0.2 nm mean diameters 
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4.4 Results 
The atomistic Dzyaloshinskii-Moriya (DM) interaction used in the simulations has different 
dimension with DM interaction used in the micromagnetic simulations because the atomistic simulation 
calculates the each interaction among localized spin moments. Thus, the study for the relation between 
the magnitude of atomistic DM vector and the skyrmion area needs to be preceded. To certify this 
relation, the artificially generated skyrmion structure having different magnitude of DM vector is 
relaxed until approaching ground state. The skyrmion area is calculated by counting the number of spin 
moments having negative z-component and multiplying it by the area of the lattice. The simulation 
results are represented in Fig. 4.6 (a). Even though the time for relaxation increases with the increase 
of DM interaction, 3 ns is enough for relaxation, which means that the skyrmion reaches to ground state. 
In other words, the skyrmion after 3 nm relaxation can be considered to reach the ground state. So, the 
relation between magnitude of DM vector and the ground state skyrmion area can be written as 
A D . (4.3) 
where A  is the skyrmion area,  is the proportional constant and D  is magnitude of DM vector. 
When comparing the skyrmion areas having different magnitude of DM vector after 3 ns relaxation, the 
linear dependence of the skyrmion size on magnitude of DM vector is observed, and it is shown in Fig. 
4.6 (b). Using this results, we compared the simulations with roughness model for investigating the 
effect of the interfacial roughness. 
 
Figure 4.6 (a) Plot of the change of skyrmion area with the elapse of time. (b) The change of skyrmion 
area as a function of the magnitude of DM interaction. 
The images of the ground state of simulated skyrmion in roughness model is expressed in Fig. 4.7 
and Fig. 4.8. The red means the atomic moments along to positive z-direction, and the blue means the 
 33 
 
atomic moments aligned to negative z-direction. From the Fig. 4.7, which is the case of 0.2 nm size of 
the atomic defects, we know that the skyrmion area decreases with the increase of the number of atomic 
defects. It is because the total magnitude of DM interaction at the interface diminishes by the loss of 
DM interaction from the atomic defects. 
 
Figure 4.7 The scheme for the ground state skyrmion with different number of defects. The defects 
have average radius of 0.2 nm. The red means the atomic moments along to positive z-direction, and 
the blue means the atomic moments aligned to negative z-direction. 
 
Figure 4.8 The scheme for the ground state skyrmion with different number of defects. The defects 
have average radius of 0.2 nm. The red means the atomic moments along to positive z-direction, and 
the blue means the atomic moments aligned to negative z-direction. 
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In the case of 0.4 nm size of the atomic defects, similar tendency with 0.3 nm size case is observed. 
However, that tendency does not occur in the system having many number of atomic defects, such as 
1000, 2000, and 3000. So, we can estimate that small size of the skyrmion has stability on roughness. 
The additional research for certifying the stability of small size of the skyrmion is necessary, and it will 
be conducted later. To specify the effect of roughness on the skyrmion area, we calculated each 
skyrmion size at the ground state, and it is organized in Table 4.2. 
Table 4.2 
The number of defects Roughness (0.2 nm) Roughness (0.4 nm) 
0 655.59 655.59 
250 628.9688 581.78125 
500 615.6875 381.6875 
750 595.4063 270.90625 
1000 577.3125 79.78125 
2000 459.78125 44.40625 
3000 242.125 62.34375 
 
In general, micromagnetic magnitude of DM vector having a unit of J/m2 is critically influenced by 
the interfacial density. To clarify the change of the skyrmion area by density change, the skyrmion area 
as a function of the atomic density of each models is plotted on Fig. 4.9. It is clear that there is additional 
DM interaction loss by atomic defects from the results indicating the discrepancy between roughness 
model and flat surface model. Because the relation between the skyrmion area and the density of the 
interface is still linear, the relation can be expressed using Eq. 4.2. 
 A D D      
where    ,   is the proportional constant. The   term means the density of the interface. The 
effective DM vector determining the skyrmion size is largely converted more than the change by the 
change of the density. This results suggest two assumptions. The one is that the skyrmion area is 
influenced by not only DM interaction, but also other factor like edge effect by the atomic defects, and 
the other is that the additional loss occurs in the boundaries of atomic defects.  
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Figure 4.9 The change of skyrmion area as a function of interfacial density. The results of the roughness 
models having 0.2 and 0.4 diameters of atomic defects and the results of the system changing the 
magnitude of DM interaction are presented. 
 
4.5 Conclusion 
We conducted the study about the effect of interfacial roughness on the magnetic skyrmion, using 
atomistic simulation. The linearly connected relation between the skyrmion area and the magnitude of 
DM vector is observed from the simulations, and that tendency is also appeared in roughness models 
having numerous atomic defects. However, there is additional factor decreasing the skyrmion area, 
which means that the magnitude of effective DM interaction diminishes with much bigger proportional 
constant by just change of the density. This results can be expected to suggest narrowing the discrepancy 
between theoretically calculated DM vector and experimentally measured DM vector. 
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5. Conclusion 
The method for atomistic simulations for studying spin dynamics has a large possibility to 
comprehend the spin dynamics for its application. We simulated the various simulation models and 
analyzed. In this final chapter of the thesis, the results presented previously are summarized.  
In chapter 1, the basic concept of the atomistic simulation and its necessities are presented. The 
atomistic simulation based on the atomistic parameters specialized in description of the atomic scale 
spin dynamics, which of an understanding is need to be accompanied for the development of the 
spintronics. Specifically, we used Laudau-Lifshitz-Gilbert-Langevin equation for calculating dynamic 
spin structure at the finite temperature. 
In chapter 2, the Curie and Neel temperature, the basic properties of the magnetic materials, in the 
various crystal structures are investigated using atomic scale Monte-Carlo simulation. In the simulations 
using the cube ferromagnetic material, we obtained the Curie temperature and the correction factor of 
the crystal structures. The stable spin configurations of the antiferromagnetic structure with various 
crystal structure is represented and the Neel temperature by the change of the crystal structure and the 
correction factor of it are also calculated. 
In the following chapter, the motion of the atomic moments of the antiferromagnetic materials during 
the exchange bias effect is investigated. The results show that the atomic moments of the 
antiferromagnetic materials changes its direction in the case of the magnetic field heading perpendicular 
direction with the uniaxial anisotropy of the materials.  
The topic of chapter 4 is the effect of the interfacial roughness on a skyrmion. The artificially 
generated skyrmion is investigated through the atomistic simulation. The skyrmion has directly relation 
with Dzyaloshinskii-Moriya (DM) interaction by the spin-orbit coupling at the interface between the 
ferromagnetic materials and the heavy metals. The atomic defects, which connect with the rough surface 
in ultrathin film, have the strong influence on the magnitude of the effective DM interaction, which of 
contribution is larger than the contribution of the simple density change. The drastic decrease of the 
effective DM interaction by the generation of the atomic defects emphasizes the importance of the 
sample quality for applying the skyrmion and suggests hints of the discrepancy between theoretically 
calculated DM vector and experimentally measured DM vector. 
Frankly speaking, this thesis may not include marvelous discovery or development of the spin 
dynamics. However, I convince that these results obtained by the atomistic simulation could be a great 
foundation stone for exploring the spin dynamics.   
 37 
 
References 
[1] R. Francis and L. Evans, “ATOMISTIC MODELLING OF NANOGRANULAR MAGNETIC 
MATERIALS,” no. July, 2008. 
[2] J. Hellsvik, “Atomistic Spin Dynamics, Theory and Applications,” 2010. 
[3] L. Landau and E. Lifshits, “on the Theory of the Dispersion of Magnetic Permeability in 
Ferromagnetic Bodies,” Phys. Zeitsch. der Sow., vol. 169, no. 14, pp. 14–22, 1935. 
[4] T. L. Gilbert, “A Lagrangian formulation of the gyromagnetic equation of the magnetic field,” 
Phys. Rev., vol. 100 (1955), 1955. 
[5] W. F. Brown, “Thermal fluctuations of a single-domain particle,” Phys. Rev., vol. 130, no. 5, 
pp. 1677–1686, 1963. 
[6] J. T. W. W T Coffey, Yu P Kalmykov, The Langevin equation. 2004. 
[7] A. Lyberatos and R. W. Chantrell, “Thermal fluctuations in a pair of magnetostatically coupled 
particles,” J. Appl. Phys., vol. 73, no. 1993, pp. 6501–6503, 1993. 
[8] G. Grinstein and R. H. Koch, “Coarse graining in micromagnetics.,” Phys. Rev. Lett., vol. 90, 
no. 20, p. 207201, 2003. 
[9] J. García-Palacios and F. Lázaro, “Langevin-dynamics study of the dynamical properties of 
small magnetic particles,” Phys. Rev. B, vol. 58, no. 22, pp. 14937–14958, 1998. 
[10] J. M. D. Coey., Magnetism and magnetic materials, no. 1. Cambridge : Cambridge University 
Press, 2010. 
[11] A. RAMIREZ, “STRONGLY GEOMETRICALLY FRUSTRATED MAGNETS,” Annu. Rev. 
Mater. Sci., vol. 24: 453–48, 1994. 
[12] W. Meiklejohn and C. Bean, “New Magnetic Anisotropy,” Phys. Rev., vol. 105, no. 3, pp. 904–
913, 1957. 
[13] W. H. Meiklejohn and C. P. Bean, “New Magnetic Anisotropy,” Phys. Rev. Lett., vol. 105, no. 
5, pp. 904–913, 1957. 
[14] T. Ic and S. T. Ic, “Letters To Nature,” Nature, vol. 423, no. June, pp. 2–6, 2003. 
[15] G. Binasch, P. Grünberg, F. Saurenbach, and W. Zinn, “Enhanced magnetoresistance in layered 
magnetic structures with antiferromagnetic interlayer exchange,” Phys. Rev. B, vol. 39, no. 7, pp. 
 38 
 
4828–4830, 1989. 
[16] M. N. Baibich, J. M. Broto,  a. Fert, F. N. Van Dau, F. Petroff, P. Eitenne, G. Creuzet,  a. 
Friederich, and J. Chazelas, “Giant magnetoresistance of (001)Fe/(001)Cr magnetic superlattices,” 
Phys. Rev. Lett., vol. 61, no. 21, pp. 2472–2475, 1988. 
[17] R. F. L. Evans, D. Bate, R. W. Chantrell, R. Yanes, and O. Chubykalo-Fesenko, “Influence of 
interfacial roughness on exchange bias in core-shell nanoparticles,” Phys. Rev. B - Condens. Matter 
Mater. Phys., vol. 84, no. 9, pp. 1–4, 2011. 
[18] R. F. L. Evans, W. J. Fan, P. Chureemart, T. a Ostler, M. O. a Ellis, and R. W. Chantrell, 
“Atomistic spin model simulations of magnetic nanomaterials.,” J. Phys. Condens. Matter, vol. 26, 
no. 10, p. 103202, 2014. 
[19] T. H. R. Skyrme, “A unified field theory of mesons and baryons,” Nucl. Phys., vol. 31, pp. 
556–569, 1962. 
[20] S. Mühlbauer, B. Binz, F. Jonietz, C. Pfleiderer, A. Rosch, A. Neubauer, R. Georgii, and P. 
Böni, “Skyrmion Lattice in a Chiral Magnet,” Science (80-. )., vol. 323, no. September, pp. 915–
920, 2009. 
[21] S. Heinze, K. von Bergmann, M. Menzel, J. Brede, A. Kubetzka, R. Wiesendanger, G. 
Bihlmayer, and S. Blügel, “Spontaneous atomic-scale magnetic skyrmion lattice in two 
dimensions,” Nat. Phys., vol. 7, no. 9, pp. 713–718, 2011. 
[22] M. Thesis and B. Van Dijk, “Skyrmions and the Dzyaloshinskii-Moriya Interaction,” 2014. 
[23] I. Dzyaloshinsky, “A thermodynamic theory of ‘weak’ ferromagnetism of antiferromagnetics,” 
J. Phys. Chem. Solids, vol. 4, no. 4, pp. 241–255, 1958. 
[24] T. Moriya, “Anisotropic superexchange interaction and weak ferromagnetism,” Phys. Rev., 
vol. 120, no. 1, pp. 91–98, 1960. 
[25] A. Fert, V. Cros, and J. Sampaio, “Skyrmions on the track,” Nat. Nanotechnol., vol. 8, no. 3, 
pp. 152–156, 2013. 
[26] T. Chanthong, W. Rattanasakulthong, C. Sirisathitkul, and S. Pinitsoontorn, “Morphology and 
properties of radio frequency (RF) sputtered cobalt thin films,” Int. J. Phys. Sci., vol. 7, no. 11, pp. 
1820–1827, 2012. 
