Let T b be the commutator generated by a multilinear square function and Lipschitz functions with kernel satisfying Dini-type condition. We show that T b is bounded from product Lebesgue spaces into Lebesgue spaces, Lipschitz spaces, and Triebel-Lizorkin spaces.
Introduction
Let A(x) be an elliptic n × n matrix with complex-valued entries that are merely bounded and measurable, and let T = div(A(x)∇). The well-known problem of Kato is to show the boundedness of T 1/2 from the Sobolev space H 1 (R n ) to L 2 (R n ). Fabes et al. [6] studied a family of multilinear square functions and applied it to the Kato problem. In fact, they obtained a collection of multilinear Littlewood-Paley estimates and then applied them to two problems in partial differential equations. The first problem is the estimation of the square root of an elliptic operator in divergence form, and the second is the estimation of solutions to the Cauchy problem for nondivergence-form parabolic equations. Such a square function has important applications in PDEs and other fields' we refer to [1-7, 9, 10, 13, 14, 17-19] and the references therein. We now give the definition of the multilinear square function of type ω(t). 
Suppose that ω(t)
(1.5) Definition 1.3 (Commutators in the jth entry) Given a collection of locally integrable functions b = (b 1 , . . . , b m ), we define the commutator of a multilinear square function T as
where each term is the commutator of b j , and T in the jth entry of T, that is,
For the commutators generated by the multilinear Calderón-Zygmud-type singular integrals and Lipschitz functions with the kernel of standard estimates, Wang and Xu [16] and Mo and Lu [11] obtained the boundedness from a product of Lebesgue spaces to the Lebesgue space, to the homogenous Triebel-Lizorkin space, and to Lipschitz spaces, respectively. Motivated by these results, we study the boundedness of commutators generated by the multilinear square functions and Lipschitz functions. The main results of this paper are as follows. Theorem 1.1 Let T be a multilinear square function of type ω(t) with ω ∈ Dini(1). Suppose b j ∈∧ β j with 0 < β j < 1 for j = 1, . . . , m and β = β 1 
Theorem 1.2 Let T be a multilinear square function of type ω(t)
with ω ∈ Dini(1). Suppose b j ∈∧ β j with 0 < β j < 1 for j = 1, . . . , m and 
The paper is organized as follows. Some definitions and preliminaries are given in Sect. 2. In Sect. 3, we focus ourselves on a key lemma, which will be used in the proof of Theorem 1.1. The proofs of Theorems 1.2 and 1.3 are given in Sect. 4.
Preliminaries
Definition 2.1 For δ > 0, M δ is the maximal function defined by
In addition, M is the sharp maximal function of Feffeman and Stein,
Given a locally integrable function f , for 0 ≤ β < n, we define the fractional maximal function
If β = 0 and r = 1, then M 0,1 f = Mf denotes the usual Hardy-Littlewood maximal function.
When β = 0, we denote M r,β simply by M r . Chanillo [1] proved that if 0 < β < n, 0 < r < p < n/β, and 1/q = 1/p -β/n, then To prove our theorem, we need the following lemmas.
Lemma 2.2 ([12])
(1) For 0 < β < 1 and 1 ≤ q < ∞, we have
and ω ∈ A p . Let T be a multilinear square function of type ω(t) with ω ∈ Dini(1).
(
3 Proof of Theorem 1.1
To prove Theorem 1.1, we need the following estimates for T b and T j b
. We just consider the case m = 2 for simplicity; our method still holds for general m with little modifications. Lemma 3.1 Let 0 < δ < < 1/2, and let T be a bilinear square function of type ω(t) with ω ∈ Dini(1).
where k = j, k = 1, 2.
Proof Fix a point x and a cube Q(x Q , l) containing x with side-length l, and set
As is well known, to obtain (3.1), it suffices to show that
for some constant c to be determined. Let λ 1 = (b 1 ) Q * and λ 2 = (b 2 ) Q * . The sublinearity of T b leads to
Thus we have
We now observe the elementary inequality
which follows from the fact z ∈ Q and b ∈∧ β . From Hölder's inequality and the assumption β 1 + β 2 = β, for 0 < δ < < 1/2, we have
Similarly, we have
and
Now we deal with
We may bound T 4 as
where
, and
For T 41 , by Kolmogorov's inequality and Lemma 2.3 we get
Then, from Lemma 2.1 we have
For any y 2 ∈ (Q * ) c and z ∈ Q, we have |z -y 2 | ∼ |y 2 -x Q |. By Minkowski's inequality and the size condition (1.1) we get
By using the same technique we get
To estimate T 44 , we use Minkowski's inequality and (1.2) and ( 2 , we deduce that
Combing all our estimates together, we obtain (3.1). Now we are in the position to prove (3.2). It is sufficient to consider the operator with only one symbol. Fix b ∈∧ β and consider the operator
We have to prove that
Then, for any constant c, we obtain that
By Hölder's inequality we get
We bound the second part as
By Kolmogorov's inequality and Lemma 2.3 we get
By using the Minkowski inequality and (1.1) and (3.3) we obtain that
Similarly, we deduce that 2 , we can use Minkowski's inequality and (1.2) and (3.3) to get
Thus we finish the proof of (3.2). Then Lemma 3.1 is proved.
Proofs of Theorem 1.1 By using Lemma 3.1 and modifying the proof of Theorem 1.1 in [8] we can finish the proof of Theorem 1.1. We omit the proof.
Proof of Theorems 1.2 and 1.3
For simplicity, we just consider the case m = 2; our method still holds for general m with little modifications.
Proof of Theorem 1.2 The theorem will be proved if we show that
Let c = c 1 + c 2 + c 3 , which will be determined later. Then we have
We can choose 1 < q, q j < ∞, q j < n/β j < p j , j = 1, 2, with 1/q = 1/q 1 + 1/q 2 -(β 1 + β 2 )/n. By Hölder's inequality and Theorem 1.1 we obtain
For the second term, we take
By Minkowski's inequality and the size condition (1.1) we have
We now proceed as in the estimate of M 21 :
because of -1 -1/p 2 + β 2 /n < 0.
Similarly,
By Minkowski's inequality and (1.2) we have
where we have used the fact 1 -β 2 /n + 1/p 2 > 0. Thus
We deal with M 4 as follows:
By Minkowski's inequality and the smooth condition (1.2) we have
Now we estimate M 44 :
Combing the estimates for M 1 , M 2 , M 3 , M 4 , we get (4.1). Thus the proof of Theorem 1.2 is completed.
Proof of Theorem 1.3 Let c = c 1 + c 2 + c 3 , which will be determined later. Then we have
In what follows, we estimate each term separately. For 1 < r < p, by the Hölder inequality we have
Observe that
By the Hölder inequality we have
Take 1 < q 1 < p 1 , 1 < q 2 < p 2 , and 1 < q < ∞ such that 1/q = 1/q 1 + 1/q 2 . Then by the Hölder inequality and Lemma 2.3 we have
For y 2 ∈ (Q * ) c , |y 2 -x Q | ∼ |y 2 -z|, and |z -x Q | ≤ |y 2 -z| 2
Minkowski's inequality and the smooth condition (1.2) we get
Similarly, Thus we deduce that
By the Hölder inequality, Lemma 2.3, and the normal inequalities for the maximal operators, we arrive at
where we have used that facts 1 < r < p, 1 < q 1 < p 1 , and 1 < q 2 < p 2 . This finishes the proof of Theorem 1.3.
Conclusions
In this paper,we studied the boundedness properties of the commutator generated by a multilinear square function and Lipschitz functions with kernel satisfying Dini-type condition. We showed that such commutators are bounded from product Lebesgue spaces into the Lebesgue spaces, Lipschitz spaces, and Triebel-Lizorkin spaces.
