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Goble, Derek, M.S., August, 2018      Geosciences 
 
Estimating groundwater inflow and age characteristics in an alluvial aquifer along 
the Little Wind River, Wyoming. 
 
Chair:  Dr. Payton Gardner 
 
We synoptically sampled a 2 km gaining reach of the Little Wind River in central 
Wyoming for 222Rn, CFCs and SF6 to determine the distributed volumes and locations of 
discharge and estimate alluvial groundwater age characteristics. 222Rn was sampled in the 
stream, shallow in-stream piezometers and nearby alluvial groundwater wells to 
determine the volume and spatial distribution of groundwater discharge to the river. Age 
tracers, CFC and SF6, sampled in the stream, shallow in-stream piezometers and in 
alluvial groundwater wells were then used to determine whether in-stream samples are 
capable of constraining the residence time distribution of alluvial groundwater.  
We performed synoptic surveys along a 2 km reach over three sampling sessions in 2016, 
and found a temporally evolving inflow profile along this reach supported by the adjacent 
alluvial system. Discharge in 2016 primarily occurred between 0.7 and 1.7 km down the 
reach, consistent with the center of a previously mapped discharging, contaminated 
plume. Inflow in 2017 was estimated to occur in only the upper 0.4 km portion of the 
reach. We compared tracer estimated inflow with flux rates obtained from point 
measurements of discharge using tube seepage meters and iButton vertical temperature 
profile loggers. CFC and SF6 concentrations measured in the stream were used to infer a 
mean alluvial groundwater age of 19.6 – 26.1 years depending on the assumed age 
distribution. This was compared to adjacent alluvial aquifer samples which showed an 
apparent age range of 1.1 to 49 years with a mean age of 21.7 years. The estimated 
recharge rate using mean age and alluvial aquifer volume is between 0.025 – 0.033 m 
year-1 in 2016 and a reasonable agreement with a previous estimate of 0.020 m year-1 
from long term site analysis. If sampled at the proper base flow conditions, the Little 
Wind River could serve as an integrator of groundwater flow paths to infer age 
distributions of the contributing system. This method could provide convenient and 
efficient way to achieve a first order understanding of groundwater age characteristics in 
other rivers where wells or piezometers are not available.   
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1. Introduction 
Understanding the interactions between groundwater and surface waters is vital for 
sustainable water resources management. Rivers and groundwater interact at a variety of scales 
including bank storage, hyporheic exchange, local aquifers and regional flow paths. Rivers can 
alternate between gaining or losing reaches and contributing water can come from a variety of 
sources. The volume and spatial distribution of groundwater contributions can be difficult to 
quantify due to spatial heterogeneity of discharge, large variation in flow path scale, and 
relatively small volumes of discharge. Better methods of quantifying the spatially distributed 
volume and source of groundwater discharge are needed.  
 In order to evaluate groundwater discharge to streams, a number of physical and chemical 
methods exist, including streambed temperature mapping (Conant 2004), seepage meters (Lee 
1977), differential flow gauging (Mccallum et al. 2014), electrical conductivity (EC) (Cook et al. 
2003; Cook et al. 2006; Cook 2012; Unland et al. 2013), environmental tracers (Busenberg & 
Plummer 1992; Genereux et al. 1993; Plummer 2005; Gardner, Susong, et al. 2011; Cook 2012; 
Solomon et al. 2015), or indirect estimation from measurements of the head gradient and 
hydraulic conductivity and the application of  Darcy’s law. 
 Groundwater residence time is a useful characterization metric and contains information 
on the source of groundwater, recharge, transport velocity and water quality. Groundwater 
residence time is defined as the time elapsed as groundwater moves from the recharge point to 
the point of sampling. The advective age is the time taken for a single water particle to move 
from its recharge area to the point of sampling based solely on the flow path integrated velocity 
field (McCallum et al. 2015). “Young” groundwater—less than 100 years old—is particularly 
vulnerable to contamination (Manning et al. 2005). In contaminated sites, groundwater residence 
time evaluation can inform researchers of the location, magnitude and flux of contaminant 
transport (Katz et al. 2001; Manning et al. 2005; Schubert 2015).  
Environmental tracers are useful tools for determining the groundwater residence time 
and for inferring the groundwater flux and flow paths (Cook 2000). Tracers have been used to 
quantify groundwater discharge volume (Cook et al. 2006; Atkinson et al. 2015), quality (Unland 
et al. 2014), and residence times (Smerdon et al. 2012). These tracers take advantage of the fact 
that groundwater signatures are significantly different from surface water. Dissolved gas tracers 
such as CFCs, SF6 and 3He are often used to determine the “age” or residence time of 
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groundwater and provide constraints on groundwater flow and recharge (Gusyev et al. 2013; 
Gardner, et al. 2011). Flux or residence time estimation using individual tracers can result in 
considerable uncertainty due to tracer specific input histories or decay rates, which limit tracer 
sensitivity to the full age distribution (Turnadge & Smerdon 2014; McCallum et al. 2015). 
Therefore, understanding the limitations of each tracer is important for its proper use in 
groundwater-stream water interaction studies (Cook 2015).  
 Radon (222Rn) has been used as a tracer to infer hydrologic processes in groundwater-
stream water interactions such as tracing flow paths (Genereux & Hemond 1990) and 
quantifying groundwater inflow to streams (Genereux et al. 1993), wetlands (Cook et al. 2008), 
and the ocean (Cable et al. 1996). Radon can be used to map points of groundwater inflow to 
mountain streams (Rogers 1958), freshwater lakes and rivers (Emerson et al. 1973; Elsinger & 
Moore 1983), and sub-sea discharge (Hammond et al. 1977; Broecker & Peng 1982). The 
concentration of 222Rn measured in stream water can be used to calculate the volume of 
groundwater inflow to streams  (Rogers 1958), and the source of discharge (Genereux & 
Hemond 1990). Cook et al. (2003) combined 222Rn and dissolved chlorofluorocarbons (CFCs) to 
quantify groundwater inflow rates to a large tropical river. Radon has also been used to evaluate 
hyporheic exchange and the effect of hyporheic 222Rn production on groundwater discharge 
estimates derived from 222Rn concentrations (Cook 2006). Mullinger et al. (2007) explored the 
spatial and temporal variation of 222Rn inputs and the effect on inflow estimation. However, the 
usefulness of 222Rn as a tracer can be limited by poorly defined groundwater end-member and 
low stream-water concentrations (Unland et al. 2013). 
Multiple tracers can be combined to correct for age bias or uncertainty (Newman et al. 
2010; Engdahl & Maxwell 2014; Massoudieh 2013; McCallum et al. 2014). Ekwurzel et al. 
(1994) found agreement in estimated mean groundwater age in an alluvial aquifer using 3H/3He, 
CFCs, and 85Kr. Mccallum et al. (2014) explored the sensitivity of the age bias of certain tracers 
and demonstrated how CFC-12 and CFC-113 can be used to correct for mean age. Atkinson et al. 
(2015) used 3H, 222Rn, and Cl to effectively calculate groundwater fluxes into a stream finding 
considerable agreement with all three tracers. Solomon et al. (2015) used in-stream 
measurements of CFCs and SF6 to estimate the flow-weighted mean age of groundwater entering 
the stream, by combining conservative gas and dissolved tracer injection to quantify the 
groundwater inflow. Gardner (2011) synoptically sampled for 22Rn and 4He to determine the 
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location of the volume of inflow and the relative contribution of local and regional flow paths. 
Smerdon et al. (2012) used a combination of 222Rn, CFCs, SF6, and 4He to distinguish young 
from old groundwater inflow in a large river. Each of these cases is an example of a multi-tracer 
approach to provide age or flux constraint. 
In this study, synoptic stream sampling for environmental tracers 222Rn, CFCs, and SF6 is 
used to estimate spatially distributed patterns of groundwater inflow and residence time 
distributions and their evolution through time. This method allows for the simultaneous 
estimation of the spatially distributed flux and age distribution from sampling stream water 
alone. This can prove an efficient and convenient technique of understanding groundwater 
characteristics when direct groundwater sampling is not possible.   
 
2. Study Site 
The study site is located in central Wyoming, 3 km southeast of Riverton on the Wind 
River Indian Reservation (Figure 1). The site sits on a terrace in a large alluvial basin, 
approximately 1,500 m above sea level between the Wind River (1,200 m to the north) and the 
Little Wind River (915 m to the south). The two rivers converge around 4,000 m to the east. The 
climate is arid to semiarid, with hot, dry summers and cold winters (DOE 1998). The annual 
average precipitation is 215 mm, with the majority falling between April and June as 
thundershowers (DOE 1994). The Little Wind River has a drainage area of 4,931 km2 and lies 
within the greater Wind River Basin. Land use at the site is primarily agricultural, and the land is 
dominantly pastoral—for cattle and horses. A system of unlined irrigation canals lies on the 
northern and eastern edges of the site, and these canals are active for about five months out of the 
year. Infiltration and groundwater recharge occurs primarily in April, May, and June, during 
snowmelt and seasonal showers (DOE 1998).  
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Figure 1. The study site is just south of Riverton, Wyoming along the Little Wind River. The river reach is 
down gradient from the former uranium mill tailings pile with groundwater flow direction to the southeast 
and river flow direction to the northeast. 
 
 The Wind River Sedimentary Basin spans 22,000 km2, and it is framed by faulted and 
folded Paleozoic and Mesozoic rocks of the Wind River Range to the west, the Owl Creek 
Mountains to the north, Casper Arch to the east, and the Granite Mountains to the south (Keefer 
1965). The early Eocene Wind River Formation is a striated sequence of sandstone, shale, and 
carbonaceous beds from fluvial and lacustrine sediments that spans most of the Wind River 
Basin (Thompson & White 1952). The upper portion of the Wind River Formation consists of 
alternating layers of arkose sandstone and shales of varying thicknesses, with a thin layer of 
alluvial deposits near the surface.  
Three major aquifers underlie the site: a shallow, unconfined alluvial aquifer that 
discharges to the Little Wind River, a middle semiconfined sandstone aquifer, and a deeper 
confined sandstone aquifer (Figure 2). The shallow alluvial aquifer is 5-m to7-m-thick alluvial 
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deposits composed of sands, silts, and gravels underlined by a discontinuous sandstone layer. 
This sandstone layer exists below the former tailings pile location; however, it pinches off to the 
west and reemerges near the Little Wind River. Alluvial sediments are composed of 50-60% 
gravel clasts at 8-10 cm in diameter and 13-15 cm in diameter with a sand matrix in the upper 
alluvium and near the semiconfined boundary layer respectively. The alluvial aquifer is 
underlain by a 2-3 m semi-permeable layer of leaky weathered siltstone and sandstone of the 
upper Wind River Formation, separating it from a semi-confined sandstone aquifer below. The 
semiconfined sandstone aquifer is 5-9 m thick, and it is continuous throughout the site (DOE 
2016). A 3-8 m shale unit separates the semiconfined aquifer from the confined aquifer that is 
composed of shales and sandstones of the upper portion of the Eocene Wind River Formation. 
The depth-to-water table from the land surface is approximately 2.3 m. The unconfined aquifer is 
sensitive to flooding events - fluctuations of up to 1 m or more are not uncommon. The 
groundwater flow direction is east-southeast, with a gradient of 0.0032 (DOE 1998). 
 
 
Figure 2. Geologic cross section of the Riverton site. Alluvial sediments sit atop alternating layers of 
sandstone and shale of the Wind River Formation 
 
The alluvial aquifer and semiconfined sandstone aquifer were contaminated with uranium 
and molybdenum leached by a mill tailings pile from a processing facility active from 1958 to 
1963. During its operating life, the mill processed approximately 800,000 metric tons of ore from 
the surrounding hillsides (DOE 1998). The byproduct of the milling process was a tailings slurry 
that was deposited in unlined impoundments on 72 acres of the floodplain. The tailings pile 
remained in place for 25 years until cleanup between 1988 and 1989 when more than 1.3 million 
 6 
cubic meters of tailings and other contaminated soils were removed from the site. Two and a half 
decades of weathering and exposure of the tailings pile allowed for the leaching of several 
contaminants, including uranium, manganese, molybdenum, and sulfate infiltration, into the 
surficial and semiconfined aquifers. There is currently a contaminated plume migrating to the 
southeast and discharging into the Little Wind River (Figure 3).  
 Groundwater monitoring at the Riverton site began in the mid 1970s to determine 
whether contaminants were present in domestic drinking wells. Upon discovery of groundwater 
contamination, a series of drilling campaigns were carried out to install monitoring wells 
throughout the site. The first wells were installed in 1983 in the surficial and semiconfined 
aquifers, and active groundwater and surface 
water monitoring has occurred since. New 
monitoring wells have been regularly installed 
since 1983, with the most recent installations 
occurring in 2015. While many of the older 
monitoring and domestic wells have been 
decommissioned, there are presently over 50 
active monitoring wells throughout the site. 
The bulk of these wells are installed in the 
surficial and semiconfined aquifers where 
contaminant levels are highest. Complete 
water quality data from as far back as 1983 
are available for 116 wells on the Department 
of Energy Legacy Management website.  
 In 1998, the Department of Energy 
commissioned a site investigation of the Riverton site to characterize its conditions and to 
propose a site-specific groundwater compliance strategy that fulfilled U.S. Environmental 
Protection Agency groundwater standards. The findings of the investigation proposed a 
compliance strategy of natural flushing, along with continued verification monitoring. The 
flushing strategy predicted the decline of contaminant levels below background levels through 
natural attenuation within a 100-year time period. The natural attenuation strategy is deemed to 
be effective if (1) the source can be completely decoupled from the groundwater; (2) advective, 
Figure 3. Contaminated groundwater plume flows 
southeast and discharges into the Little Wind River. 
Highest uranium concentrations are given in red, with 
lower concentrations moving from green to blue. 
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dispersive, and geochemical processes are active enough to reduce or dilute the contaminant 
particles within the allowed time frame; (3) the ground water resource is neither currently nor 
projected to be a public drinking water supply; (4) the monitoring and enforcement of an 
effective institutional control is in place for the necessary time period; and (5) adequate site 
characterization, uncertainty analyses, and numerical flow and transport modeling are completed 
(Metzler 2002). The continual oversight of water quality at the site during the 100-year time 
frame was contingent upon this natural attenuation. However, in 2010, flooding of the Little 
Wind River caused the remobilization of contaminants and a spike in groundwater contaminant 
concentrations, leading to a determination that the initial modeling of groundwater conditions in 
the late 1990s was insufficient. As a result, further site characterization was recommended, 
which is the primary motivation for the extensive field campaigns performed as a part of this 
study in 2016 and 2017.   
The environmental tracer work described in detail here was one component of a large site 
characterization under the oversight of the Department of Energy and the USGS. Sampling 
periods were preplanned to coordinate the schedules of multiple agencies and individuals and to 
ideally coincide with river baseflow. Previous work by the Department of Energy mapped the 
plume outline and direction of flow (Figure 3), and our river reach was chosen to correspond 
with the center of the plume discharge zone. The reach was delineated to stretch 1 km above and 
below the center of the plume. A USGS stream gauge station is located roughly 2 km 
downstream from the site, allowing for reliable flow and stage measurements during the 
sampling periods. 
2.1 Site Hydrology 
The Little Wind River is formed in the central Wind River Range to the west from high 
alpine snowmelt and seasonal precipitation. The river gradient drops considerably as it meanders 
through the vast plains of the Wind River Basin. The actively migrating channel alternates 
between sand and cobble beds, and silt loads are high during elevated flows. Agricultural land 
follows the length of the river, and sagebrush and willows surround the channel where 
agricultural land is not present.  
Snowfall near Riverton and in the Wind River Range was below average for the winter of 
2015-2016; however, it was followed by one of the wettest springs on record, resulting in flashy 
periods of runoff. Flooding in May 2016 provided the third- and fourth-highest discharge and 
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stage respectively on record for the Little Wind River. This was followed by one of the warmest 
and driest summers on record, and baseflow was well below average from July through 
September. 
 
Figure 4. Hydrograph from 2016 given as the green line, hydrograph from 2017 shown as blue line, with the 
average hydrograph indicated by the red line. Light blue dashed line indicates flood stage for the Little Wind 
River. Black dashed line indicate sampling periods in 2016, while black dotted line indicates sampling period 
from 2017.  
 
Above average snowfall totals in the Wind River basin in 2017 (around 200%) again 
caused elevated spring runoff with the fifth- and second-highest discharge and stage respectively 
on record for the Little Wind River. Additionally, flooding from an ice jam occurred in February 
of 2017, saturating the site and damaging the USGS gauging station downstream. Periods of 
flooding in June again completely inundated the site and much of it remained flooded for the 
entire month. Rapid changes in water table elevation likely contributed to the formation of 
excess air in the alluvial groundwater (Holocher et al. 2002). Precipitation received in the weeks 
leading up to the 2017 visit slightly increased the stream stage prior to the visit. Stream stage was 
fairly level and only declined slightly during the sampling visit.  
Consecutive years of high runoff and flooding caused significant channel migration. 
Large volumes of sand were deposited on the west edge of the river in the center of the reach and 
the river-right bank was eroded between 5-30 m along the central portion of the reach (Figure 5). 
The majority of the channel migration occurred within the center of the plume discharge zone 
and significantly shifted the baseflow channel further southeast from its previous location.  
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Figure 5. Top image (a) shows channel in May, 2014 with present channel overlaid with white dashed 
line. Current channel is shown in in lower image (b) taken in April, 2018.  
 
3. Theory 
3.1 Environmental Tracers and Excess Air 
Radon is a soluble, colorless, gaseous, unstable isotope produced by the decay of 226Ra 
contained in uranium-bearing subsurface materials. With a half-life of 3.8 days, 222Rn reaches 
secular equilibrium with 226Ra concentration in the subsurface materials within two to three 
weeks (Cook 2012). Water in equilibrium with the atmosphere has zero 222Rn concentration and 
the presence of 222Rn  ins surface waters is indicative of subsurface interaction. Radon activities 
in groundwater are typically two to three orders of magnitude higher than those in surface 
waters; therefore, points of elevated 222Rn in streams indicate zones of groundwater inflow (Yu 
et al. 2013).  
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Inert, anthropogenic chemical compounds that were rare or non-existent before 
preindustrial times are useful for dating recently recharged groundwater, as their concentrations 
can be compared to known historical atmospheric levels (Bethke & Johnson 2008). These gases 
are evenly mixed in the atmosphere, dissolve in rainwater, infiltrate the subsurface during 
recharge, and largely remain conservative during transport. Chlorofluorocarbons (CFCs) are 
synthetic compounds of chlorine, fluorine, and carbon that were commercially produced for 
refrigeration, beginning in the 1930s (Plummer 2005). Many CFC compounds were produced, 
including CFC-11, CFC-12, and CFC-113. The atmospheric concentration of CFCs closely 
followed production; it reached peak concentration in the late 1980s and has been declining since 
their production was banned in the early 90’s(Figure 6). With their known historical 
concentrations and ease of detection, CFCs are excellent tracers for dating groundwater 
recharged after 1940.  
 
Figure 6. The historic atmospheric concentrations of CFC-11(green), CFC-12(black), CFC-113(red) and 
SF6(blue) in parts per trillion volume. 
 
In recent years, sulfur hexafluoride (SF6) has been used as a tracer for dating young 
groundwater as CFC concentrations decline. Sulfur hexafluoride is a primarily anthropogenic gas 
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that is used as an electrical insulator in high-voltage switches and transformers (Plummer 2005). 
Significant production began in the 1960s, and concentration in the atmosphere is rising by 
approximately 7% per year (Geller et al. 1997). Since the atmospheric concentration continues to 
increase, it is useful in dating post-1990 waters. 
Groundwater samples often contain atmospheric gas concentrations that exceed 
atmospheric equilibrium concentrations. The addition of excess air to groundwater begins with 
the entrainment of air bubbles in the soil matrix of the quasi-saturated zone due to table 
fluctuations or surface recharge. As the water table rises, the hydrostatic pressure is high enough 
to partially or fully dissolve these bubbles into the surrounding groundwater (Heaton & Vogel 
1981). The formation of excess air is controlled by soil properties and infiltration processes at the 
site (Klump et al. 2007). Factors that lead to the formation of excess air include: hydrostatic 
pressure, flow regime, and the volume and size of entrapped air bubbles (Holocher et al. 2002). 
Failure to account for excess air in environmental tracer studies can lead to an overestimation of 
the tracer present in a sample and an underestimation in the groundwater residence time, 
resulting in an overestimation in recharge.  
Dissolved concentrations of gases in groundwater are a function of both the partial 
pressure and the elevation at which the water was recharged, and are given by (Aeschbach-
Hertig et al. 1999; Aeschbach-Hertig et al. 2000): 
𝐶"∗(𝑇, 𝑆, 𝑃) =
𝑝",-.
𝐻"(𝑇, 𝑆)
	 
           (1) 
where Ci  is the concentration of a gas (cm3 STP g-1), T is temperature (°C), S is salinity (‰), P is 
atmospheric pressure (atm), 𝑝",-. is the partial pressure of a gas in the atmosphere (atm), and 
𝐻"(𝑇, 𝑆) is the Henry coefficient for the ith gas dependent on recharge temperature and pressure. 
Assuming complete dissolution of entrained bubbles, the excess air component is given by 
(Aeschbach-Hertig et al. 1999): 
𝐶"12 = 𝐴1𝑧" 
           (2) 
where 𝐴1 is the volume of dry air injected per gram of water (cm3 STP g-1), and 𝑧" is the volume 
fraction of gas i in dry air. By combing equations (17) and (18), a complete model for 
atmospheric noble gases in groundwater is given (Aeschbach-Hertig et al. 2000): 
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𝐶" = 	𝐶"∗(𝑇, 𝑆, 𝑃) + 𝐴1𝑧"	 
           (3) 
Excess air can be measured by analyzing for dissolved, non-reactive atmospheric gases, 
including N2, O2, Ne, Kr and Xe. Dissolved atmospheric gases can be measured with passive 
diffusion samplers that use a gas-permeable membrane, allowing for the exchange of dissolved 
gases in groundwater to the space inside the sampler (Gardner & Solomon 2009). Excess air can 
also be calculated by measuring the ratio of N2 to Ar in groundwater samples. The analyzed gas 
concentration can be used to infer excess air using equation (19), and the result can be used to 
correct for excess air in groundwater samples (Cartwright et al. 2017). The effects on the 
calculated model ages are inversely proportional to the solubility of a tracer in water; therefore, 
they are significant for low solubility tracers such as SF6 (Busenberg & Plummer 2008).   
 
3.2 Residence Time Distribution 
Groundwater age distribution is defined from the time that each water molecule in a 
sample has spent in the subsurface (Bethke & Johnson 2008). Groundwater samples originate 
from a mixture of water molecules that do not move along a single flow line, and have different 
age distributions depending upon groundwater flow path configuration, transport processes and 
mixing (Maloszewski & Zuber 1982). For example, if a collection of water particles follows the 
same flow path with no longitudinal dispersion, then the resulting age distribution is known as 
piston flow. If the sample contains a continuous distribution of all ages and if full mixing occurs, 
then the resulting distribution is known as exponential flow (Maloszewski & Zuber 1982). When 
dispersive mixing along a single flow path is present, the resulting flow is known as the 
dispersion model (Cartwright et al. 2017). The age distribution and degree of mixing are a 
function of aquifer heterogeneity, sampling location and methodology but also include transport 
processes such as dispersion, chemical diffusion, and preferential flow (Turnadge & Smerdon 
2014).  
Age tracer results are often reported using apparent age, which assumes a simple, one-
dimensional piston flow. Even in aquifers with homogenous hydraulic conductivities, piston 
flow typically fails to accurately characterize subsurface flow paths. The variety of flow paths 
and residence times of groundwater can be better captured by lumped parameter models which 
utilize the convolution integral that calculates the concentration of a tracer in groundwater at the 
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sampling time, given the historic input of that tracer over time and the residence time distribution 
(Maloszewski & Zuber 1982): 
𝑐"(𝑡) = 	8 𝑐"9(𝑡 − 𝜏)𝑔(𝜏)𝑒>?-𝑑𝜏
A
B
 
  (4) 
where 𝑡 is the time of the tracer sampling, 𝜏 is the residence time, 𝑐"9 is the input tracer 
concentration, 𝜆 is a radioactive decay constant, and 𝑔(𝜏) is a probability density function that 
describes the distribution of flow path configurations, residence times, and reservoir types. The 
exponential flow model is used for unconfined aquifers of constant thickness that receive 
uniform recharge and is given by the function (Maloszewski & Zuber 1996): 
𝑔(𝜏) = 	
1
?̂?
𝑒𝑥𝑝 G−
𝑡 − 𝜏
?̂?
H 
           (5) 
Where ?̂? is the mean groundwater age. The dispersion age distribution is the simplest form for 
water flowing along a single path that undergoes longitudinal dispersion and can simulate the 
distribution of tracers in a variety of aquifer geometries given by the weighting function 
(Turnadge & Smerdon 2014):  
𝑔(𝜏) = 	
1
?̂?
I4𝜋𝑃𝑒>L M𝑡 − 𝜏?̂? N
O
1
M𝑡 − 𝜏?̂? N
P 𝑒𝑥𝑝 Q−
M1 − 𝑡 − 𝜏?̂? N
R
4𝑃𝑒>L M𝑡 − 𝜏?̂? N
S 
         (6) 
where 𝑃𝑒>L is the inverse of the Péclet number (1/(vxx/Dx)). 
3.3 Stream Transport 
The concentration of tracer in a river that is receiving groundwater inflow can be 
modeled with the equations for 1-D steady state, advective stream transport with gas exchange 
and radioactive decay (Cook et al. 2006): 
𝑄
𝜕𝑐
𝜕𝑥 = 𝐼
(𝑐" − 𝑐) + 𝑤𝐸𝑐 − 𝑘𝑤𝑐 − 𝑑𝑤𝜆𝑐 
  (7) 
𝜕𝑄
𝜕𝑥 = 𝐼
(𝑥) − 𝐿(𝑥) − 𝐸(𝑥) 
   (8) 
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where c is the concentration of tracer in the river, ci is the concentration of tracer in the 
groundwater, I is the groundwater inflow rate (m3/m/day), w is the stream width (m), d is the 
mean stream depth (cross-sectional area/width in meters), k is the gas exchange velocity (m/day), 
l is the tracer decay coefficient (per day), 𝑄 is the river discharge (m3/day), 𝐸 is the evaporation 
rate (m/day), and 𝐿 is the river extraction rate (m3/m/day).  
3.4 Coupling of Equations 
Using a new lumped parameter model, StreamTran, we combine equations 4, 7 and 8 to 
simulate the advective transport of tracers in the stream and estimate the groundwater age 
distribution. The model uses tracer mass balance to simulate the stream concertation profile from 
spatially distributed groundwater inflow and the assumed groundwater age distribution. By 
substituting the convolution integral (Equation 4) for ci in Equation 7, we can simulate 
differences in groundwater inputs for tracers whose recharge concentration has varied over time 
such as CFCs and SF6. Other tracers like 222Rn and conductivity can be assumed to have 
relatively constant concentrations in the subsurface with time, thus are insensitive to the travel 
time distribution.  
To estimate the estimated groundwater inflow, we match observed stream concentrations 
with modeled concentrations by varying the groundwater inflow along the reach. Groundwater 
inflow steps are assigned as varied parameters to coincide with the stream sampling intervals. 
Groundwater inflow steps, I, from Equation 7 are varied iteratively using the Levenberg-
Marquardt algorithm to obtain a non-linear least squares fit by minimizing chi-squared residual. 
The resulting inflow value at each step provides an estimate of the spatial and volumetric 
distribution of groundwater inflow along the reach with a change in stream discharge.  
We then estimate the parameters of the age distribution of groundwater input by 
matching the observed stream age tracer concentration. This is done by varying mean age for a 
likely groundwater age distribution along the reach, using the convolution integral and historic 
tracer inputs with Equation 4 to calculate the resulting groundwater concentration and stream 
concentration. The mean age is then estimated via a non-linear, least squares fit. In this way, we 
can directly estimate the alluvial groundwater age distribution from flow weighted tracers 
sampled in the stream. 
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4. Field Methods 
4.1 Sampling Methods 
 We conducted four sampling campaigns over the summers of 2016 and 2017. During 
each campaign, we collected a number of ground and surface water samples for 222Rn analysis. 
River 222Rn samples were collected at 10 intervals spaced 200 m apart beginning at the most 
upstream location and moving down the reach. Field parameters temperature, conductivity, 
dissolved oxygen, and pH were collected at each site using an Aquatroll 600 multiparameter 
sonde that was calibrated each morning. Bottles were submerged near the thalweg, uncapped, 
and at least three bottle volumes were pulled through using a peristaltic pump. Samples were 
then capped underwater to prevent degassing to the atmosphere. 
We also sampled a number of shallow stream bed piezometers and DOE groundwater 
monitoring wells to obtain the endmember 222Rn concentration of the groundwater in the alluvial 
aquifer. Alluvial wells were selected throughout the plume to provide a sufficient representation 
of the groundwater composition. Wells were sampled using a peristaltic pump, and three well 
volumes were purged before sample collection. The water was pumped into a galvanized bucket 
to allow for bottle submersion. 222Rn sample bottles were submerged and then the pump 
discharge was inserted into the bottom of the bottle. At least 3 bottle volumes were pumped 
through and bottles were then capped underwater to prevent gas exchange with the atmosphere. 
Field parameters were gathered with an Aquatroll 600 multiparameter sonde equipped with a 
flow-through chamber. Piezometers were installed in the river near the west bank adjacent to the 
plume discharge zone. Stainless steel, drive-point piezometers screened over the lower 12 inches 
attached to ¾-inch polyethylene tubing were driven to 1 m in depth, although some met refusal at 
shallower depths due to the presence of river cobbles. The depth of refusal ranged between 60 
cm and 100 cm. Piezometers were pumped to develop the well and then sampled in a similar 
manner to the groundwater wells. During sampling, pump rates were kept low to avoid 
contamination of hyporheic water with overlying stream water. Additional 222Rn samples were 
taken at from nested mini piezometers at 30-, 50-, and 70-cm depths adjacent to piezometer sites. 
All 222Rn samples were gathered in 250-ml, clear, Boston round glass bottles. Samples 
were analyzed with a Durridge RAD7 solid-state alpha decay detector with RADH2O accessory. 
The detector allows for the measurement of the 222Rn concentration in water with a detection 
limit of less than 10pC/l to over 400,000 pC/L. The detector bubbles the sample for 5 minutes to 
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strip the 222Rn from the water, flows the air through the detection cell and then counts four 5-
minute cycles in which the cell detects the decay energy of 218Po. The detection cell uses an 
electric field with a silicon semiconductor at ground potential to attract the positively charged 
polonium daughter isotopes 218Po+ and 214Po+  (Burnett & Dulaiova 2003). The four counting 
cycles are averaged to calculate the 222Rn concertation and uncertainty based upon Poisson decay 
statistics. 
River CFC and samples were gathered in a similar manner to 222Rn using 125-ml, clear, 
Boston round glass bottles with foil-lined caps. The bottles were opened underwater, and at least 
three bottle volumes were drawn through using a handheld peristaltic pump and Viton tubing to 
prevent contamination. The bottles were capped underwater, brought to the surface and checked 
for bubbles, then the caps were secured with electrical tape to prevent atmospheric exchange. 
The CFC samples from groundwater wells and piezometers were collected using a peristaltic 
pump. Water was pumped into a galvanized bucket, and once three well volumes were purged, 
the samples were gathered as described above. Copper tubing was used when possible, but the 
multi-port DOE wells were finished with pre-installed tygon tubing, a potential source of CFC 
contamination. All CFC samples were taken in either duplicates or triplicates. 
SF6 samples were samples were gathered at the same locations as the CFC samples in 1-
liter, safety-coated, amber glass bottles with polyseal cone-lined caps. The bottles were filled 
above the water surface by pumping water from the river or piezometer into the base of the bottle 
using the handheld peristaltic pump and Viton tubing. At least three bottle volumes were pumped 
through before the caps were rinsed with sample water and then sealed with electrical tape to 
prevent atmospheric exchange.  
 CFC and SF6  samples from 2016 were sent to the USGS Groundwater Age Dating 
Laboratory in Reston, Virginia. Samples were analyzed with a Shimadzu GC-8A gas 
chromatograph with an electron capture detector using a purge and trap system. Samples from 
2017 were analyzed at the University of Utah Dissolved Gas Lab and were analyzed with a 
Shimadzu GC-14A, and  GC-8A gas chromatograph for CFCs and SF6 respectively.  The gas 
chromatographs are equipped with electron capture detectors using a purge and trap system with 
ultrapure nitrogen as a carrier gas. Noble gas samples from passive diffusion samplers were 
analyzed at the University of Utah Noble Gas Lab using a Stanford Research SRS model RGA 
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300 quadrupole mass spectrometer. Excess air samples from 2016 were analyzed at the USGS 
Groundwater Lab in Reston, Virginia.  
Streambed temperature mapping was conducted to delineate groundwater flow paths to 
determine the likely points of inflow in the stream. Stream bed temperature profiles were 
conducted by spatially distributed logging of streambed temperatures and GPS locations 
simultaneously using a Trimble R1 integrated GNSS system and an NIST traceable digital 
thermometer at a depth of 10 cm. The installation locations of the tube seepage meters, 
piezometers, and vertical temperature profile loggers were informed from streambed mapping.  
Tube seepage meters were installed and monitored to determine groundwater flux rates 
during each site visit. Tube seepage meters are advantageous in that they drive deep into the 
sediment, thereby capturing deeper flow paths free of the hyporheic zone (Solder et al. 2016). 
The meters were installed in the stream along the west bank (Figures 17-20) and hammered into 
place until they reached a depth of refusal. A small hole was drilled in the tube near the sediment 
interface, and a rubber plug was inserted to prevent water exchange with the stream. The seepage 
meters were equipped with a time-series data logger that measured the difference in head 
between the stream and inside the tube. Once the data logger was calibrated, the stopper was 
removed, thereby allowing for water-level equilibration with the stream; then, the stopper was 
reinserted. Flux is calculated by evaluating the change in head with respect to time during in 
seepage or water loss. 
Discrete thermal loggers were installed at various points along the central portion of the 
reach to monitor the temperature at different heights in the sediment column. Temperature 
loggers record the vertical temperature profiles along the groundwater-surface water interface. 
Groundwater flux is estimated by modeling 1-D transient heat conduction and advection at the 
stream bed and fitting the observed temperature profile. Hollow steel pipes were slotted along 
the length of the pipe at either 30-cm or 40-cm intervals. iButtons temperature loggers were 
installed at 10, 40, 70, and 110 cm depths from the sediment water interface. These devices 
logged temperatures at 1-hour intervals from 6/30/16 through 9/14/16 and from 8/26/17 through 
8/29/17. Vertical temperature time series was converted to a 1-D fluid flux using characteristic 
phase and amplitude changes with depth.  
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4.2 Sampling Schedule 
The site was visited three times in 2016: on June 28-30, July 26-28, and August 9-11. 
Discharge was elevated during the June 2016 visit due to snowmelt and seasonal showers, 
making river navigation challenging. By the July and August visits river flows were near record 
lows representing base flow conditions. The wells, piezometers and the river profile were 
sampled for 222Rn using the methods described above (Figure 7). River field parameters in June 
2016 were taken after the synoptic sampling was completed, but only the first five points could 
be gathered due to a lightning storm that made river passage unsafe. Seepage meters were 
installed initially in June and left in place, although some had to be repositioned at later visits 
due to the change in stream stage.  
 
Figure 7. Sampling map from 2016. Alluvial wells indicated by black diamonds, in-stream 
piezometers indicated by red dots, and river sample points indicated by black circles.  
 
One longer-duration sampling period in 2017 was conducted from August 22-29. At that 
time, streamflow was approximately one and a half to two times higher than historical average, 
and significantly greater than the year prior. Although the channel had shifted, the elevated stage 
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meant that piezometer and seepage tube placements were approximately in line with the previous 
year’s placement. Radon, CFC, and SF6 samples were taken at all river and piezometer locations 
(Figure 8). River geometry measurements were made at each stream sample point cross section 
by stretching a field tape measure across the river, then depth measurements were made at 10-
foot intervals across the width of the stream.  
 
Figure 8. Sampling map from 2017. Piezometers indicated by red dots and stream sample points indicated by 
black circles.   
 
5. Numerical Modeling 
5.1 Parameterization 
Equations 7 and 8 were used to simulate the advective transport of  222Rn and EC, then 
estimate the distributed location and volume of inflow along the reach using stream geometry (w, 
d), the gas transfer velocity (k), upstream river flow rate (Q), and the initial groundwater 
concentrations (ci). River sampling location WRS1 was used as the upstream boundary position. 
A USGS stream gauge located 3 km downstream from the study site was used to reasonably 
estimate upstream flow boundary condition for periods when direct study reach discharge 
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measurements were not available. During periods where discharge measurements were made 
directly, the most upstream flow measurement (near WRS3) was used as the upstream boundary 
condition. Mean values from all well and piezometer samples were used as end member 
concentration’s for 222Rn and EC. Evaporation rates were taken from the Western Regional 
Climate Center pan evaporation rates from Boysen dam located 50 km north of the Riverton site. 
Stream geometry was taken directly in August 2017, and the geometries for different periods 
were estimated by evaluating changes in stream stage during the other discharge conditions. 
Width and depth were determined by interpreting the associated river level with the change in 
stage at each cross section. Atmospheric concentration for 222Rn and conductivity were set to 
zero and the decay constant for 222Rn was fixed at 0.181 day-1. Values and uncertainties of all 
parameters are given in Table 4.  
The gas exchange velocities were established from combination of predictive equations 
using stream hydraulic characteristics (Raymond et al. 2012) and modeling stream metabolism 
(Hall et al. 2016).  For stream metabolism modeling, we utilized time-series field measurements 
of dissolved O2 and temperature. In 2016, we deployed two multi-parameter sondes at the upper 
and lower portions of the reach from 8/9 to 8/10 and monitored the dissolved oxygen levels at 
10-minute intervals. Three sondes were deployed in 2017; however, only data from the upstream 
sonde were usable, as the other two experienced technical difficulties. Stream metabolism was 
modeled using streamMetabolizer (Hall et al. 2016) an R package developed by the USGS. Gas 
exchange was estimated by fitting a one-station oxygen model to dissolved O2 data given by the 
following equation (Hall et al. 2016):  
𝑂- = 	𝑂->∆- +
𝐺𝑃𝑃
𝑧 ×
𝑃𝑃𝐹𝐷-
𝑃𝑃𝐹𝐷-a-,b
+
𝐸𝑅
𝑧 ∆𝑡 + 𝐾eBB∆𝑡(𝑂𝑠𝑎𝑡->∆- − 𝑂->∆-) 
 (9) 
where 𝑂- is the dissolved oxygen concentration (g O2 m-3); GPP is the gross primary production 
(g O2 m-2 d-1); 𝑃𝑃𝐹𝐷 is the fraction of light that the water accumulates, represented by the 
photosynthetic photon flux density (µmol m-2 s-1); ER represents ecosystem respiration (g O2 m-2 
d-1); 𝑧 is the mean depth; 𝐾eBB is the gas exchange rate for oxygen (d-1); 𝑂𝑠𝑎𝑡 is the saturation 
concentration of oxygen (g O2 m-3); and ∆𝑡 is the time between O2 measurements. Stream 
metabolism was estimated using three of the model options available, namely maximum 
likelihood estimation (MLE), nighttime regression, and Bayesian analysis. The GPP, ER, and 
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𝐾eBB are estimated using Bayesian inverse modeling, and 𝐾eBB (d-1) can be converted to a gas 
exchange velocity k (md-1) by multiplying by the mean depth.  
During the period where dissolved oxygen monitoring did not occur, we used a number of 
predictive equations given by Raymond et al. (2012). The following fitted equations were used to 
predict the k600, based on stream velocity (V, ms-1), slope (S), depth (D, m), discharge (Q, m3s-1), 
and the Froude number (𝐹𝑟 = 𝑉/(𝑔𝐷)B.l) (Raymond et al. 2012) with results given in Table 1. :  
𝑘eBB = (𝑉𝑆)B.mn × 𝐷B.lo × 5037      (10) 
𝑘eBB = 5,937	 × (1 − 2.54 × 𝐹𝑟R) × (𝑉𝑆)B.mn × 𝐷B.lm    (11) 
𝑘eBB = 1,162 × 𝑆B.ww𝑉B.ml       (12) 
𝑘eBB = (𝑉𝑆)B.we × 951.5       (13) 
𝑘eBB = 𝑉𝑆 × 2,841 + 2.02       (14) 
𝑘eBB = 929 × (𝑉𝑆)B.wl × 𝑄B.BLL      (15) 
𝑘eBB = 4,725 × (𝑉𝑆)B.me × 𝑄>B.Lo × 𝐷B.ee     (16) 
Table 1. Results from predictive equations 10-16 for gas exchange velocities of oxygen. 
 
 
Table 2. Results from stream metabolism modeling for gas exchange velocity of oxygen during August of 2016 
and 2017 
 
 
 
 
 
 
 
 
 k600 
Eq. 8 
k600  
Eq. 9 
k600  Eq. 
10 
k600  
Eq. 11 
k600  
Eq. 12 
k600  
Eq. 13 
k600  
Eq. 14 
Average 
June 
2016 
9.03 10.17 4.55 6.58 4.35 4.66 7.40 7.10 
July 
2016 
1.84 2.08 1.60 2.78 2.70 1.81 1.78 2.08 
August 
2016 
1.71 1.92 1.49 2.62 2.65 1.69 1.68 1.96 
August 
2017 
6.51 7.23 3.97 5.88 4.01 4.10 5.27 5.29 
k600 from 
modeling 
Date  MLE Nighttime 
Regression 
Bayesian 
August 2016 
Upstream 
08-10-2016 
08-11-2016 
08-12-2016 
- 
10.07 
- 
7.62 
7.94 
- 
- 
8.95 
- 
August 2016 
Downstream 
08-10-2016 
08-11-2016 
08-12-2016 
5.30 
5.85 
- 
5.79 
5.45 
5.05 
- 
- 
- 
August 2017 
Upstream 
08-26-2017 
08-27-2017 
08-28-2017 
- 
5.36 
- 
4.05 
4.06 
- 
- 
5.35 
- 
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Gas transfer velocities of oxygen, 𝑘eBB,  can be converted into velocities for different 
gases using the following equation (Van de Bogert et al. 2007): 
𝑘y,z = (
𝑆𝑐
600)
>.l 	×	𝑘eBB 
  (17) 
where 𝑆𝑐 is the temperature-dependent Schmidt number of the gas of interest. The Schmidt 
number is defined as the kinematic viscosity of water divided by the molecular diffusion 
coefficient of the gas in water, and it can be calculated with the following equation (Raymond et 
al. 2012): 
𝑆𝑐 = 𝐴 + 𝐵𝑇 + 𝐶𝑇R + 𝐷𝑇|, 𝑇 = °𝐶 
           (18) 
with coefficients A-D determined experimentally for 222Rn and SF6 by Raymond et al. (2012) 
and for CFCs by Zheng et al. (1998). While equations 8 – 14 provide some bounds on k, 
predictive equations are highly variable and therefore should only be used as approximations. 
We took the average of predictive equations for June and July 2016, and a combination of 
predictive equations and modeled values in August 2016 and 2017. The flow and weather 
conditions were quite similar in July and August 2016, and we therefore applied the value 
estimated in August for both periods, as more methods of estimation were available.  
 
Table 3. Average and standard deviations for k600 and k Rn values from a combination of predictive 
equations and stream metabolism modeling.  
 Average k600 Std. Dev. k600 Average k 
Radon 
Std. Dev. k 
Radon 
June 2016 6.73    n =7 2.15 6.62 2.11 
July 2016 2.08    n = 7 0.44 2.06 0.44 
August 2016 4.6      n = 17 2.93 4.55 2.89 
August 2017 5.07    n = 11  1.13 5.01 1.12 
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Table 4. Parameters and uncertainties used for groundwater inflow modeling  
 
Parameter  Units June 2106 July 2016 August 2016 August 2017 
Evaporation rate 
 
E [m day-1] 6.7 e-3 
 
8.1 e-3 7.4 e-3 7.4 e-3 
Gas exchange 
velocity 
 
k [m day-1] 6.6 
±2.1 
4.6 
±2.9 
4.6 
±2.9 
5.0 
±1.1 
Initial stream 
discharge 
 
Q [m3s-1] 20.2 
± 1 m3s-1 
2.2 
± .5 m3s-1 
1.8 
± .5 m3s-1 
10.2 
± 1 m3s-1 
Initial groundwater 
concentration 
 
ci [pC/L] 450 
±50% 
450 
±50% 
450 
±50% 
450 
±50% 
Stream width 
 
w 
 
[m] 
 
27-50 
± 1m 
19-41 
± 1m 
19-41 
± 1m 
27-51 
± 1m 
Stream depth 
 
d [m] 0.66-1.15 
± .2m 
0.28-0.83 
± .2m 
0.28-0.83 
± .2m 
0.5-1.1 
± .2m 
Decay constant 𝜆 [day-1] 0.181 0.181 0.181 0.181 
 
 
5.2 Modeling Procedure 
Using StreamTran, we assigned the values of catm, ci, Q, E, k, w, d and 𝜆 as described 
above to simulate the concentration profile of 222Rn and EC along the stream reach using a base 
estimation for groundwater inflow at each step interval. We then iteratively vary each inflow step 
using a Levenberg-Marquardt algorithm to obtain a non-linear least squares fit by minimizing 
chi-squared residuals for simulated tracers and in-stream 222Rn and EC data points. The resulting 
inflow steps are given as a of flux (m s-1) with 10 intervals, one for each sampling point, 
providing an estimate of the spatial and volumetric distribution of groundwater inflow along the 
reach.  
The calibrated model was then used to simulate stream concentrations of other tracers or 
conservative solutes (e.g. CFCs, SF6) along the reach by assuming groundwater concentrations 
(ci). Groundwater concentrations can either be derived from piezometers and alluvial 
groundwater wells or calculated by assuming mean groundwater age. We can then infer 
groundwater age characteristics by matching the observed in-stream concentrations of residence 
time sensitive tracers such as CFCs and SF6 measured in the river, by varying the age 
distribution parameters. The tracer profiles are simulated using Equation 7 and the historic input 
parameters are varied for the age sensitive tracers using Equation 4 until we obtain a non-linear 
least squares fit between the tracer profiles and the in stream data points. In this way, we are able 
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to estimate a mean age of the groundwater based on the tracers considered. Different age 
distributions can be simulated, including piston flow, the exponential mixing model, and the 
dispersion model. Any environmental tracers with known historic input concentrations can be 
used in this application.  
 
6. Results 
6.1 Geochemical Analysis Results 
 Radon sampling conducted on preexisting wells and installed piezometers between 2016 
and 2017 provided a range of groundwater 222Rn concentrations from 87.9 – 1,583 pC/L with a 
mean concentration of 456 pC/L. Groundwater EC ranged from 306.2  – 18,511 µS/cm with an 
average of 8,002 µS/cm (Figure 9).  
 
 
Figure 9. Frequency distribution for concentrations of electrical conductivity (a) and 222Rn (b) from alluvial 
wells and in-stream piezometers from 2016 and 2017. 
 
In 2016, the measured groundwater CFC concentrations ranged from < 0.01 to 15.139 
pmol kg-1 for CFC-11, 0.400 to 2.157 pmol kg-1 for CFC-12, and 0.010 to 0.257 pmol kg-1 for 
CFC-113. The groundwater samples had an average apparent age of 49 years for CFC-11, ~33 
years for CFC-12, and ~39 years for CFC-113. In 2017, the measured groundwater 
a 
b 
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concentrations ranged from 0.0226 to 0.0715 pmol kg-1 for CFC-11, 0.447 to 1.53 pmol kg-1 for 
CFC-12, and 0.0 to 0.183 pmol kg-1 for CFC-113. The groundwater samples had an average 
apparent age of ~65 years for CFC-11, ~43 years for CFC-12, and ~52 years for CFC-113.  
 Groundwater SF6 concentrations ranged from 1.83 to 7.62 fmol kg-1 in 2016 
demonstrating an apparent age range of 1.1 to 6.5 years. Three samples were above atmospheric 
equilibrium (DP2, CMT-855, and WR7-July) indicating either an underestimation of excess air 
or possible contamination. Concentrations ranged from 1.99 to 4.15 pmol kg-1 in the 2017 
demonstrating an apparent age between 4.7 to 13.2 years Above-atmospheric concentrations 
were present in three of the groundwater samples (WR17-5, WR17-8, and WR17-10) although 
excess air corrections are not yet available. 
 
Figure 10. Piston flow ages for groundwater samples of CFC-12 (a) and SF6 (b) sampled in alluvial well and 
in-stream piezometers.  
 
222Rn concentrations in the river in 2016 ranged from 10.9 – 19.7 pC/L in June 2016, 8.9 
– 25.7 pC/L in July 2016, and 14.8 – 25.7 pC/L in August of 2016. In 2016, the average stream 
values increased with each visit and were 15.1, 18.7, and 19.6 pC/L for June, July and August 
respectively. Instream 222Rn values for August of 2017 were significantly lower, ranging from 
a
 
b 
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5.4 – 9.8 pC/L with a mean of 7.9 pC/L (Figure 11). Electrical conductivity ranged from 479 – 
492 µS/cm in June 2016, 1029 – 1056 µS/cm in July 2016, and 1047 – 1067 µS/cm in August 
2016. Conductivity increased in 2016 with each sampling period reflecting the drops in stream 
stage. Conductivity ranged from 700 – 722 µS/cm in August of 2017 (Figure 12).  
 
 
Figure 11. River radon concentrations at each stream sampling location from upstream (0 km) to 
downstream (2 km) indicated by blue hexagons for June 2016, orange diamonds for July 2016, green 
diamonds for August 2016, and red crosses for August 2017. 
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Figure 12. River electrical conductivity at each stream sampling location from upstream (0 km) to 
downstream (2 km) indicated by blue hexagons for June 2016, orange diamonds for July 2016, green 
diamonds for August 2016, and red crosses for August 2017. 
 
  
Only one age tracer sample suite was gathered in the stream in 2016. The CFC-11 
concentration was 14.924 pmol/kg, 1.552 pmol kg-1 for CFC-12, 0.197 pmol kg-1 for CFC-113 
and 1.72 fmol kg-1 for SF6. In-stream sample concentrations in 2017 ranged from 2.47 – 3.03 
pmol kg-1 for CFC-11, 1.59 – 1.84 pmol kg-1 for CFC-12, 0.154 – 0.208 pmol kg-1 for CFC-113 
and 1.62 – 2.04 fmol kg-1 for SF6 (Figure 13).  
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Figure 13.  In-stream age tracer samples from 2017 for CFC-11 (a), CFC-12 (b), CFC-113 (c), and SF6 (d). 
Tracer concentrations are indicated by the red points, with atmospheric equilibrium at 21 °C and 1500 m 
elevation indicated by blue dashed line.  
 
 
6.2 Temperature Results 
Streambed temperature mapping on 6/30/16 yielded sediment temperature ranging from 
13.04 to 23.28 ºC at 10 cm depth providing insight into the likely areas of groundwater inflow 
(Figure 14). Cold water anomalies in the shallow subsurface indicate potential areas of 
groundwater discharge and were used to dictate the placement of vertical temperature profile 
loggers, piezometers, and seepage meters. 
a b 
c d 
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Figure 14. Streambed temperature mapping indicated cooler sediments nearest the bank and at the 
downstream cove to the right.  
 
Temperature mapping was conducted just prior to the 2017 sampling campaign while the 
channel between WR17-1 and WR17-9 was still flowing; however, by the time the sampling 
began, the river stage had dropped and the channel was dry. Sediment temperatures ranged from 
16.5 – 19.0 ºC at 10 cm depth. A small seep was still present at WR17-1 throughout the sampling 
period and was selected as the location of the first piezometer. Area 2 (downstream) is adjacent 
to an oxbow lake that contains water throughout the year (Figure 15). The cool point downriver 
(WR17-7) is at the end of a conductive paleo channel that is a likely location for preferential 
flow along the bank.  
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Figure 15. 2017 streambed temperature map.  Area 1 corresponds to the zone of plume discharge. Area 2 is 
downriver adjacent to a perennially wet oxbow lake.  
 
6.3 Physical Seepage Results 
 Results from tube seepage meters are shown below in Figures 16 – 19 and in Tables 5 
and 6. Flux rates ranged between 0.035 – 12.3 m day-1 and an average of 1.082 m day-1 in June 
2016, with the removal of 2 outliers that fell outside the range of reasonable seepage rates due to 
a likely overestimation in hydraulic conductivity. July 2016 flux rates were between -0.024 – 
1.34 m day-1 with an average of 0.592 m day-1, 0.118 – 3.89 with an average of 0.878 m day-1 in 
August 2016, and August 2017 rates were between -0.00284 – 0.393 m day-1 with an average 
flux of 0.0982 m day-1.  
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Figure 16. Tube seepage meter locations in June 2106 indicated by white circles 
 
 
Figure 17. Tube seepage meter locations in July 2106 indicated by white circles. Additional meters were 
installed with the change in stream stage.  
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Figure 18.  Tube seepage meter locations in August 2106 indicated by white circles 
 
 
 Table 5. Flux rates from tube seepage meter point measurements in June, July and August 2016.  
Site Name June 2016   
 Q (m day-1) 
July 2106    
 Q (m day-1) 
August 2016  
Q (m day-1) 
WR1 - -0.0240 - 
WR2 0.117 0.795 0.452 
WR3L 0.353 1.34 0.391 
WR3C 12.3 * 0.305 3.89 
WR3R 10.3 * 1.13 1.23 
WR4 4.36 0.415 0.464 
WR5 0.520 - 0.181 
WR6 0.351 - 1.56 
WR7 0.788 - - 
WR7L - 0.873 0.667 
WR7R - 0.248 0.307 
WR8 - 0.304 0.118 
WR9 - 0.529 0.401 
Average 1.082 with 2 
outliers* removed  
0.592 0.878 
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Figure 19. Tube seepage meters indicated by white circles with paired vertical temperature loggers indicated 
by black squares.  
 
Vertical temperature profile logger were placed adjacent to several of the tube seepage meters 
and recorded flux rates between 0 – 0.23 m day-1 with an average of 0.12 m day-1. 
Table 6. Flux rates from tube seepage meters and vertical temperature profile logger from August 2017 
Tube Seepage Meter Site VTP site Flux, Seepage Meter 
(m day-1) 
Flux, VTP 
(m day-1) 
WRTSM 1.1 - -0.00284 - 
WRTSM 1 L1 0.0805 0.23 
WRTSM 2 - 0.279 - 
WRTSM 3 L2 0.115 0.04 
WRTSM 4 L3 0.0461 0.08 
WRTSM 5 S1 0.0884 0.21 
WRTSM 6 S2 0.0469 NA 
WRTSM 7 L4 0.018 0.21 
WRTSM 8 L5 0.01 0.16 
WRTSM 9  S3 0.0668 0.11 
WRTSM 10 S4 0.393 0.02 
WRTSM 11 S5 0.1015 0.0 
WRTSM 13 - 0.0347 - 
Average  0.0982 0.12 
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6.3 Estimated Groundwater Inflow  
The results of the groundwater discharge modeling indicate an evolution in inflow 
patterns with fluctuations river stage and flow conditions (Figure 20). Estimated inflow in June 
2016 is large at the upper (0 – 0.4 km) and central (0.8 – 1.2 km) portions of the reach with a 
total stream contribution of 19,016 m3 day-1. By July, the inflow is limited to the central (0.8 – 
1.0 km) and the lower (1.2 – 2.0 km) portions of the reach with a cumulative discharge of 14,218 
m3 day-1. Two weeks later in August, the inflow is again confined to the upper central (0.4 – 1.0 
km) and lower most portion (1.7 – 2.0 km) of the reach and with a cumulative discharge of 
11,858 m3 day-1. In 2017 however, low river 222Rn concentrations resulted in significantly less 
estimated inflow along the reach. There is an initial pulse of water at the uppermost portion (0 – 
0.4 km) contributing 9,536 m3 day-1 to the Little Wind River. 
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Figure 20. Graphs a, c, e, and g show radon data points indicated by red dots, with the optimized non-linear 
least squares line indicated by the blue. Graphs b, d, f, and h show groundwater inflow as a flux in m/s over 
the 10 step intervals indicated by the light blue line.  
a b 
c d 
e f 
g h 
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 We see consistent inflow in the central portion of the reach in 2016, between 0.7 – 1.7 km 
downstream; congruous with the center of the previously mapped plume discharge zone. 
Cumulative inflow declines throughout the season in 2016 with each drop in stream stage and 
with a reduction in aquifer storage. The groundwater contribution along the reach as a percent of 
streamflow is around 1% in June 2016, then increases to around 6% during the baseflow periods 
in July and August (Figure 21). Contribution in 2017 is again close to 1% of streamflow 
indicating that baseflow conditions were not present.  
 
Figure 21. Total groundwater discharge indicated with blue bars, with percent of stream flow 
contribution given with orange bars for each sampling month.   
 
6.4 Estimated Groundwater Age 
By combining equations 4 -8, we can simulate what expected age tracer concentrations in 
the stream would be based on assumed age distribution and estimated groundwater discharge. 
Using June 2016 as an example, we can assign the groundwater to have an exponential or 
dispersion age distribution (Equations 5 and 6) with mean age ranging between 1 and 100 years. 
The convolution integral (Equation 4) gives the expected concentration of CFC-12 and SF6 in 
groundwater based on the mean age and the assumed age distribution function. Using the best fit 
groundwater influx, the stream concentration of CFC or SF6 is then calculated using tracer 
specific parameters. Assuming the upstream point is in equilibrium with the atmosphere, the 
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concentration changes at points where groundwater enters the reach.  Older water has lower 
tracer concentration, thus lowers the concentration in the stream where groundwater discharge is 
significant. 
 
 
Figure 22. (a), (b) Hypothetical stream profiles shown in from a range of mean ages based on 
groundwater inputs (c) from June 2016 assuming upstream equilibrium with the atmosphere.  
 
The mean age of groundwater contributing to the stream can be estimated using age 
tracer observed in the river. One age tracer suite was collected from the river in 2016 at WRS7, 
just downstream from the center of the plume discharge zone and the estimated groundwater 
discharge zone between 0.8 and 1 km. The mean age was estimated by fitting the observed CFC-
12 and SF6 concentrations as explained above. Tracer atmospheric equilibrium at the stream 
temperature and atmospheric pressure given the sampling elevation and general atmospheric 
lapse rate pressure is 1.502 pmol kg-1 for CFC-12 and 1.952 fmol kg-1 for SF6. By matching both 
a 
b 
c 
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CFC and SF6, the estimated mean groundwater age is between 19.6 – 26.1 years for the 
exponential mixing model and dispersion model respectively.  
 
 
Figure 23. Simulated tracer profiles (blue line) are matched to in stream CFC-12 (a) and SF6 (b) data points 
(red dots) based on the inflow distribution (d) to arrive at a mean groundwater age (c) for the exponential 
mixing model. 
a 
b 
c 
d 
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Figure 24. Simulated tracer profiles (blue line) are matched to in stream CFC-12 (a) and SF6 (b) data points 
(red dots) based on the inflow distribution (d) to arrive at a mean groundwater age (c) for the dispersion 
model. 
 
Age tracers were gathered along the entire longitudinal profile of the reach in 2017, this 
time at each sampling interval. We simulate the concentration of CFCs and SF6 along the reach 
using best fit groundwater discharge. In 2017, little change in the stream concentration is 
expected given the low volumes of groundwater contribution beyond the upper most portion of 
the reach (Figure 25). Atmospheric equilibrium is 1.4 pmol kg-1 for CFC-12 and 1.9 fmol kg-1 for 
SF6 at 21 °C water and 1,500 m elevation. Observed CFC-12 concentrations are above 
atmospheric equilibrium values. Modeled concentration profiles decline along the reach due to 
gas exchange and re-equilibration. In order to match these data points an old mean age is 
required, nearly 1000 years. SF6 samples are below equilibrium showing signs of age, but the 
model does not do well at fitting the points due to the lack of inflow.  
a 
b 
c 
d 
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Figure 25. SF6 (a) and CFC-12 (b) data points from August 2017 are indicated by the red dots at each river 
sampling interval from the most upstream (0 km) to downstream (2.0 km) location. Colored lines show the 
expected stream tracer profile based on the mean groundwater age. c) Groundwater inflow is given by the 
light blue line as a flux in m s-1.  
 
 
 
a 
b 
c 
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Figure 26. a) and b) show the non-linear least squares fit indicated by the blue line to instream tracer data 
points indicated by the red dots from the August 2017 sampling period. c) The mean groundwater age in 
years given groundwater tracer concentrations for the best fit lines from a) and b).  d) Groundwater inflow is 
given by the light blue line as a flux in m s-1. 
 
7. Discussion 
7.1 Uncertainty Analysis of the Groundwater Inflow Equation 
 When the ratio of groundwater 222Rn concentration to river 222Rn concentration is large, 
uncertainty in endmember concentrations will be approximately proportional to uncertainty of 
groundwater inflow rates (Cook 2013). Radon activity in groundwater is governed by the 
mineralogy and pore structure of the subsurface materials. With changes in channel morphology 
and aquifer composition, there will be inherent changes in groundwater 222Rn concentrations. 
Differences in groundwater 222Rn concentrations were found to vary over tens of centimeters at 
the Riverton site; therefore, a single value cannot properly capture the endmember concentration. 
The inflow equation is highly sensitive to gas exchange velocity (k), usually the most uncertain 
a 
b 
c 
d 
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parameter in these studies. Predictive equations and stream metabolism modeling provided 
constraints on k, however, it likely changes with location and in time along the reach due to 
windspeed fluctuations. Stream metabolism was modeled in August 2016 to estimate k with a 
range of 5.05 – 10.07 m day-1 with a mean of 6.9 m day-1, significantly higher than the range 
1.49 – 2.65 m day-1 with a mean of 1.96 m day-1 from the predictive equations. The river 
alternates between long, slow-moving pools and short, shallow, slightly turbulent flows. For this 
reason, it seems that the predictive equations cannot fully characterize the flow and are therefore 
only considered as bounds. 
To constrain the uncertainty in estimated groundwater inflow due to gas exchange, k, and 
groundwater inflow concentration, ci, variation, a Bayesian analysis was conducted to estimate 
the posterior distribution of groundwater inflow and associated stream tracer concentrations, 
given the observed data and knowledge of the parameter uncertainty. A Markov Chain Monte 
Carlo (MCMC) implementation was preformed using the PyMC3 Python package for Bayesian 
statistical modeling (Salvatier et al., 2016). MCMC is a method of random sampling from a prior 
knowledge probability distribution to generate a posterior of likely parameter values.  
For our analysis we estimate posterior distributions of the gas transfer velocity k, 
groundwater radon concentration ci_Rn, groundwater EC concentration ci_Cond, and groundwater 
inflow q, given prior distributions derived from field data and modeling results. Groundwater 
222Rn concentration for each period was sampled from a gamma distribution with mean 456 pC/L 
and a standard deviation of 272 pC/L (Figure 9). Groundwater EC concentration for each period 
was sampled from a gamma distribution with a mean of 8001 µS/cm and a standard deviation of 
3889 µS/cm (Figure 9). The gas transfer velocity was sampled from a gamma distribution with a 
mean of 6.62 and a standard deviation of 2.11 m day-1 in June 2016, a mean of 4.55 and a 
standard deviation of 2.89 m day-1 in July and August 2016, and a mean of 5.01 and a standard 
deviation of 1.12 m day-1 in August 2017 all informed from a combination of predictive equation 
and stream metabolism modeling. Prior knowledge of q was informed by groundwater inflow 
distributions from least squares modeling, assigned as gamma distributions with a mean of 
2.6x10-6 m s-1 and a standard deviation of 8x10-6 m s-1 for each sampling period. Gamma 
distributions were selected for all parameters and a Gibbs-slice sampling method was used, 
which draws uniformly from the given probability density function (Neal 2003). Discharge data 
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along the reach was available for two of the sampling periods and was used to further condition 
the model.  
Results from June Bayesian analysis for our two greatest parameters of interest are shown 
in Figure 27. The mean gas transfer velocity is 6.64 m day-1 with a 95% highest probability 
density between 3.98 – 10.0 m day-1. Mean groundwater 222Rn concentration is 557 pC/L with a 
95% highest probability density between 301 – 873 pC/L. We run a posterior predictive check to 
ensure our sampled values reasonably reproduce our initial modeled results.  
 
June 2016 
 
 
 
 
Figure 27. The posterior distribution of the gas exchange velocity for radon, k_Rn (a), and groundwater 
radon concentration, C_gw_Rn (b), along with the mean and 95% confidence intervals. Prior radon least 
squares fit shown in (c) alongside the posterior predictive checks (d) for 500 traces indicated by the blue lines 
with the mean shown in yellow.  
 
  
 
 
 
a 
b 
c d 
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Results from July 2016 Bayesian analysis are shown in Figure 28. The mean gas transfer 
velocity is 4.81 m day-1 with a 95% highest probability density between 3.46 – 6.26 m day-1. 
Mean groundwater 222Rn concentration is 558 pC/L with a 95% highest probability density 
between 367 – 749 pC/L. We run a posterior predictive check to ensure our sampled values 
reasonably reproduce our initial modeled results, however does not fit our data points as well as 
the least squares model.  
 
July 2016 
 
 
 
Figure 28. The posterior distribution of the gas exchange velocity for radon, k_Rn (a), and groundwater 
radon concentration, C_gw_Rn (b), along with the mean and 95% confidence intervals. Prior radon least 
squares fit shown in (c) alongside the posterior predictive checks (d) for 500 traces indicated by the blue lines 
with the mean shown in yellow.  
 
 
 
 
 
 
 
 
a b 
c d 
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Results from August 2016 Bayesian analysis are shown in Figure 29. The mean gas 
transfer velocity is 3.72 m day-1 with a 95% highest probability density between 2.74 – 4.86 m 
day-1. Mean groundwater 222Rn concentration is 505 pC/L with a 95% highest probability density 
between 305 – 710 pC/L. We run a posterior predictive check to ensure our sampled values 
reasonably reproduce our initial modeled results. The Bayesian analysis replicates the observed 
data well except for the farthest downstream data point.   
 
August 2016 
 
 
 
Figure 29. The posterior distribution of the gas exchange velocity for radon, k_Rn (a), and groundwater 
radon concentration, C_gw_Rn (b), along with the mean and 95% confidence intervals. Prior radon least 
squares fit shown in (c) alongside the posterior predictive checks (d) for 500 traces indicated by the blue lines 
with the mean shown in yellow.  
 
 
 
 
 
 
 
a b 
c d 
 46 
Results from August 2017 Bayesian analysis are shown in Figure 30. The mean gas 
transfer velocity is 5.88 m day-1 with a 95% highest probability density between 3.63 – 8.32 m 
day-1. Mean groundwater 222Rn concentration is 389 pC/L with a 95% highest probability density 
between 115 – 816 pC/L. A posterior predictive check was run to ensure our sampled values 
reasonably reproduce our initial modeled results. The Bayesian analysis replicates the fit well 
(Figure 30d). 
 
August 2017 
 
 
 
Figure 30. The posterior distribution of the gas exchange velocity for radon, k_Rn (a), and groundwater 
radon concentration, C_gw_Rn (b), along with the mean and 95% confidence intervals. Prior radon least 
squares fit shown in (c) alongside the posterior predictive checks (d) for 500 traces indicated by the blue lines 
with the mean shown in yellow.  
 
Higher k values will result in greater modeled inflow, as more groundwater is required to 
replicate observed values. Lower groundwater 222Rn concentration will result higher modeled 
inflow, as more low concentration water would need to be fed to the river to sustain observed 
values. Using this fact, we take the upper k and lower ci, and the lower k and upper ci from the 
Bayesian analysis, and rerun the model to determine the maximum upper and lower uncertainty 
bounds for groundwater inflow. The upper bounds for June 2016 were determined using k = 10 
m day-1 and ci = 301 pC/L and the lower bounds with k = 4 m day-1 and ci = 873 pC/L. The upper 
bounds for July 2016 was determined with k = 6.3 m day-1 and ci = 367 pC/L and lower bounds 
a b 
c d 
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by k = 3.5 m day-1 and ci = 749 pC/L. The upper bounds for August 2016 was determined with k 
= 4.9 m day-1 and ci = 305 pC/L and lower bounds with k = 2.7 m day-1 and ci = 710 pC/L. The 
upper bounds for August 2017 was determined with k = 8.5 m day-1 and ci = 115 pC/L and lower 
bounds with k = 3.6 m day-1 and ci = 816 pC/L. The maximum uncertainty ranges for each 
samples campaign are shown in Figure 31.  
 
 
 
 
Figure 31. Groundwater inflow from base parameter values indicated by the blue lines with uncertainty 
indicated by orange lines at each step interval for June 2016 (a), July 2106 (b), August 2016 (c), and August 
2017 (d).  
 
 Using the ranges of groundwater inflow from the Bayesian analysis, we investigated the 
effect on cumulative groundwater discharge and percent contribution to streamflow. The 
uncertainty in June 2016 inflow ranges from 7,201 – 39,430 m3 day-1 with percent contribution 
to stream flow between 0.4 – 2.2%. July 2016 uncertainty ranges from 4,659 – 17,989 m3 day-1 
with percent contribution between 2.4 – 8.6%. August 2016 uncertainty ranges from 2,981 – 
14,252 m3 day-1 with percent contribution between 1.7 – 8.2%. August 2017 uncertainty ranges 
from 4,660 – 19301 m3 day-1 with percent contribution to streamflow ranging from 0.43 – 2.03% 
(Figure 32).  
a b 
c d 
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Figure 32. Blue and orange bars show the cumulative groundwater inflow and percent contribution to 
streamflow respectively, for base parameter values. Blue and orange lines indicate uncertainty derived from 
Bayesian parameter estimation.  
 
 
7.2 Comparing Modeled Inflow to Physical Methods 
 Groundwater inflow from radon modeling was compared to flux measurements from the 
seepage meters and vertical temperature loggers. Figure 33 shows modeled inflow compared 
against seepage meters from 2016, and both seepage meters and vertical temperature logger in 
2017. High flux rates were recorded by both methods in June 2016 at an average of 0.258 m day-
1 over the whole reach with radon modeling and 1.082 m3 day-1 between 1.0 and 1.2 km from the 
tube seepage meters. A slight increase in average flux was measured in July at 0.259 m day-1 
over the whole reach with radon modeling and a decrease to 0.592 m day-1 between 1.0 and 1.2 
km from the tube seepage meters, although cumulative discharge was lower due to a much lower 
channel area. For both time periods the average seepage meter flux agrees well with the modeled 
influx for the step intervals above and below the seepage meters. Flux from mass balance 
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calculations is 1.14 m day-1 at the inflow step between 0.8 and 1.0 km in June, and 0.666 m3 day-
1 between 1.2 and 1.4 km and 1.35 m day-1 between 0.8 and 1.0 km in July. Although the 
location of modeled inflow is shifted farther upstream in August of 2016 with a reach average 
flux is 0.165 m day-1, the general magnitudes again agree quite well with the inflow from tube 
seepage. Tube seepage meter inflow is 0.878 m day-1 between 1.0 and 1.2 km compared to 0.256 
m day-1 between 0.8 and 1.0 km and 0.968 m day-1 between 0.6 and 0.8 km, from mass balance 
calculations. The location of inflow does not align exactly with the modeled inflow, but the 
magnitudes and trends agree quite well. The inflow steps are selected to align with the sample 
points, but in reality, we would expect inflow to have a much more complex spatial distribution. 
We do not expect exact spatial matches at scales less than twice the sampling interval, and the 
approximate location match seems reasonable. It is also important to note that seepage and 
temperature fluxes give only point measurements and thus comparison to the distributed flux is 
complicated by the spatial heterogeneity of inflow at the site. 
In August 2017 there is a trend of much lower inflow throughout the reach compared to 
2016, that is corroborated by both of the physical flux measurements. The overall average flux 
determined from the thermal profiles and seepage meters agree well at 0.098 and 0.12 m day-1 
respectively, however, the comparison of colocation profiles and seepage rates at a single 
location is not favorable. This lack of immediate spatial correlation, but large scale average 
correlation, speaks to the high degree of heterogeneity in the shallow vertical flux and the need 
to interpret larger scale average fluxes rather than individual point values. Although the physical 
methods are confined to the central portion of the reach, these results verify that the method of 
instream sampling preforms well at constraining magnitudes and general locations of inflow in 
both years.  
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Figure 33. Mean flux values from seepage meters (red lines) and vertical temperature profile logger (black 
line) are compared against modeled inflow (blue line) in June 20016 (a), July 2016 (b), August 2016 (c) and 
August 2017 (d).  
 
7.3 Groundwater Age Derived from the Stream 
Apparent groundwater ages derived from CFC-12 and SF6 measured in shallow alluvial 
wells and piezometers in 2016 were between 1.1 – 49 with an average of 21.7 years. The 
estimated groundwater mean age derived from fitting the river CFC and SF6 concentrations in 
2016 was 19.6 years for the exponential model and 26 years for the dispersion model with an 
average of 22.8 years. Apparent ages from shallow piezometers in 2017 were slightly older and 
ranging from 4.7 – 50 years for CFC-12 and SF6 with an average of 30.9 years. However, our 
method of fitting a mean age to the stream data demonstrated an age near 1000 years, at the 
upper bounds of our model, which is due to the low volume of groundwater discharge, and small 
discrepancies between observed and theoretical dissolved gas concentrations. Potential sources 
of different of measured and theoretical gas concentrations include tracer contamination or 
degradation and diurnal temperature fluctuations. We know from recent flooding that modern 
water has been contributed to the system recently. Given the low discharge and large signal to 
noise ratio, the modeled groundwater age in 2017 is not likely to be accurate. Thus, we 
a b 
c d 
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demonstrate that a lower bound on the contribution from groundwater exists, below which 
stream samples cannot be used to infer groundwater system characteristics.  
We can use the groundwater age derived from stream samples to characterize the 
recharge to the groundwater system discharging to the Little Wind river. For an unconfined 
aquifer with constant thickness, the recharge is related to the volume of groundwater storage 
divided the residence time (Cook 2000): 
𝑅 =
𝛨𝜀
𝜏  
Where H is that saturated aquifer thickness, 𝜀 is porosity, and 𝜏 is the mean residence time. 
Assuming a long term saturated thickness of the unconfined aquifer of 2.13 meters (DOE 2016), 
porosity of 0.3 (DOE 1998), and residence time range of 19.6 – 26 years, we calculate a recharge 
rates between 0.025 – 0.033 m/year. The recharge rate at the Riverton sites was assessed to be 
0.020 m/year derived from long term site monitoring over the course of three years and included 
the installation of monitoring wells, aquifer tests, groundwater level monitoring, computer 
modeling of groundwater flow and transport, and the sampling of groundwater, surface water, 
vegetation, and sediments. These stream-based values are higher than the initial assessment, but 
well within the expected uncertainty in recharge rate determination.  For example, flooding in 
2016 likely resulted in above average recharge rates during this time periods illustrating the high 
temporal and spatial variation of recharge. The reasonable comparison of the estimated recharge 
rate illustrates the efficacy of the stream based sampling methodology for first order 
characterization of discharging groundwater systems.  
Some CFC-12 apparent ages may deviate from their actual values. There was evidence of 
microbial degradation of CFCs in many of the piezometer samples from 2017, biasing the 
groundwater age to be older than in 2016. During CFC analyses, a sulfur odor was apparent in 
the groundwater samples (WR17-1 – WR17-10), and general CFC concentrations were low. 
Some surface water samples (WRS1-WRS4) were above modern concentrations for CFC-11 and 
CFC-12, indicating possible contamination. Stream tracer concentrations are affected by 
solubility from changes in temperature and the rate at which they are exchanged with the 
atmosphere. Our model is limited in that we assume a uniform stream temperature, although we 
observed temperature increases during the day.  
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Several of the groundwater SF6 samples were well above atmospheric equilibrium 
indicating the presence of excess air or terrigenic input. Excess air corrections are not available 
at this time; nevertheless, they will likely decrease the inferred atmospheric concentrations when 
considered. Elevated levels of SF6 have been documented in a variety of sediments, including 
volcanics and hot springs (Busenberg et al. 1998), weathered granitic alluvium (Deeds et al. 
2008), and large alluvial sedimentary basins (von Rohden et al. 2010). The alluvial basin at the 
Riverton site drains the Wind River Range to the west, composed of batholithic granites, and 
much of the alluvial sediments at the Riverton site are granitic in composition. There are also 
volcanic mountains at the convergence of the Wind River Range and Absorkas to the east that 
drain into the Wind River Basin.  
 
7.4 Groundwater Flow Dynamics 
Based on the rates and patterns of inflow observed in 2016, it appeared that this site 
would be a good selection for the synoptic sampling of age tracers, however the low inflow 
conditions in 2017 prevented the effectiveness of this technique. Groundwater discharge 
magnitudes were too low to be effectively captured by 222Rn mass balance, thus we could not 
flux weight the stream age tracers. Temporal fluctuations in discharge locations and volumes are 
also indicated by seasonal changes in tracer derived groundwater inflow, and the high degree of 
spatial and temporal variation of flux from the seepage meter and temperature profile based 
methods. The results of this study provide unique insight in the spatial and temporal dynamics of 
groundwater discharge.  
Changes in the spatial distribution of groundwater inflow are observed at each of the 
sampling periods and are likely related to fluctuations in the stream stage, water table elevation, 
bed form migration and resulting subsurface flow parametrization. There was a general trend of 
discharge occurring near the center of the plume, between 0.7 and 1.7 km, during the sampling 
visits in 2016; however, the exact location in the reach evolved over time. Consecutive years of 
flooding likely impacted groundwater dynamics due to channel migration and changes in the 
flow medium with the deposition of sediment along the western bank. During higher flows, the 
river abuts the plume side bank, whereas when flows decrease, the river channel is shifted to the 
east. The flow path length to the river increases considerably during baseflow and preferential 
flow paths are likely being affected by the newly deposited highly conductive sand. Stream bed 
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temperature measurements indicate the coolest temperatures at the downstream end of the paleo 
channel in agreement with the highest tube seepage rates. The majority of groundwater discharge 
from the alluvial aquifer likely occurs episodically, with large changes in the hydraulic gradient. 
The highest modeled inflow in June coincided with a sharp drop in the stream stage during the 
sampling week. The estimated inflow contributed a higher percent contribution in July and 
August during baseflow. The estimated inflow was much lower in August of 2017, and the 
stream stage was much higher than in the previous year. One significant source of discharge 
variation is the temporal dynamics between stream flow and local bankflow storage and release. 
For example, considerable precipitation fell in the week prior to sampling in 2017, leveling the 
stage decline and potentially lowering the hydraulic gradients between the stream and the 
adjacent alluvial system (Figure 34). During this period the stream could have largely been 
storing water as bank storage for future release at the stage drops. Individual synoptic runs are 
incapable of distinguishing the temporal variance in stream discharge, and this study includes 
four high resolution runs at different stream stages and channel configurations to highlight the 
dynamic fluctuations. 
  
Figure 34. Hydrograph for the Little Wind River in 2017 indicated by blue line. Precipitation is shown on the 
upper axis by black boxes in mm day-1. The sampling period in August is indicated by the thin black box.  
 
8. Conclusion 
 Environmental tracers 222Rn, CFCs and SF6 were used to determine the spatial and 
volumetric inflow and residence time distribution of groundwater discharging to the Little Wind 
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River using a newly developed model StreamTran, and synoptic stream sampling. We found the 
highest volume of groundwater discharge, 1.9x104 m3 day-1, in June 2016 during a steep drop in 
stream stage. Estimated discharge was 1.4x104 m3 day-1 in the following July 2016 visit, then fell 
to 1.2x104 m3 day-1 two weeks later. Percent contribution of discharge to the river flow increased 
with each 2016 period as river stage declined at 1% in June, then up to 6% in July and 6.1% in 
August. Average flux rates from tube seepage meters were 1.082 m day-1 in June 2016, 0.592 m 
day-1 in July 2016, 0.878 day-1 in August 2016 from point measurements taken between 1.0 and 
1.2 km down the reach, and tracer derived fluxes at adjacent inflow steps compared well to these 
point based values. We observed a temporally evolving inflow patterns with changes in stream 
stage and channel morphology. Baseflow conditions were not present in 2017 due to higher 
runoff and increased precipitation prior to sampling, limiting our ability to effectively estimate 
inflow. Cumulative groundwater inflow during this period was 9,536 m3 day-1 and percent 
contribution to streamflow was near 1%. Mean flux rates obtained from tube seepage meters and 
vertical temperature loggers were lower than the year prior at 0.0982 m day-1 and 0.120 m day-1 
respectively between 1.0 and 1.2 km down the reach. 
A new stream transport model was developed that includes the convolution integral for 
residence time distribution effect on age tracer concentration. Using groundwater inflow derived 
from 222Rn, conductivity and discharge observations, the model was used to determine the flux 
weighted concentration of tracers in groundwater and directly infer groundwater mean age for 
both the exponential and dispersion models by fitting SF6 and CFC concentrations in the river. A 
mean groundwater residence time between 19.6 – 26 years was estimated from river CFC-12 and 
SF6 samples in 2016, which agrees well the range 1.1 – 49 with an average of 21.7 years that we 
found from alluvial groundwater sampling. We used the tracer derived residence times to 
calculate recharge rates between 0.025 – 0.033 m year-1 that compared well to an estimate of 
0.020 m year-1 derived from long term site analysis. When this methodology was replicated in in 
2017 flow conditions prevented effective age constraint due to low estimated groundwater inflow 
and a small groundwater induced signal. When implemented under the right flow conditions and 
with the suitable tracers, this method may provide a convenient method of simultaneous 
characterization of spatially groundwater distributed flux and residence time distribution from 
only in stream sampling.  
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9. Appendix 
 
Table 7. Coefficients of equation 16  for each gas 
Gas  A B C D Source 
Rn 2939 -173.87 4.532 -0.0468 Raymond 
SF6 3255 -273.13 6.837 -0.0861 Raymond 
CFC-11 3423.5 -208.63 6.1544 -0.07438 Zheng 
CFC-12 3488.8 -210.84 5.7376 -0.062371 Zheng 
 
Table 8. Parameters used for gas transfer velocity predictive equations. 
 Discharge 
(m3/s) 
Average 
Area (m2) 
Velocity 
(m/s) 
Slope 
June 2016 21.2 35 .61 .002 
July 2016 2.2 13.1 .17 .002 
August 2016 2.0 13.0 .15 .002 
August 2017 10.2 24.2 .42 .002 
 
 
Table 9. Sample locations and field parameters for June 2016 period 
June 2016 Latitude Longitude  Width 
m 
Depth  
m 
Temperature 
°C 
Conductivity 
µs cm-1 
Dis. O2 
g m-3 
pH 
WRS 1 42.9845 -108.40798 42.6 0.82 19.68 491.6 7.5 8.03 
WRS 2 42.98486 -108.40486 36.0 0.66 21.71 479 8.04 8.03 
WRS 3 42.98479 -108.40202 40.0 0.78 21.68 482.6 8.05 8.08 
WRS 4 42.98532 -108.4003 27.0 0.81 21.63 480.8 9.13 8.1 
WRS 5 42.98651 -108.39872 34.4 0.76 21.61 480.1 8.05 8.14 
WRS 6 42.98808 -108.39852 32.0 0.70 - - - - 
WRS 7 42.98968 -108.39884 30.0 1.15 - - - - 
WRS 8 42.98991 -108.39644 37.0 0.66 - - - - 
WRS 9  42.9888 -108.39442 36.5 0.76 - - - - 
WRS 10 42.98795 -108.39287 57.0 1.0 - - - - 
858 42.99044 -108.4 - - 8.55 8662 8.24 7.13 
857 42.99041 -108.40348 - - 12.55 7721 7.4 7.23 
856 42.989517 -108.40136 - - 10.83 15835 7.01 7.11 
855 42.9886 -108.39956 - - 9.46 9546 6.93 7.06 
854 42.98927 -108.4077 - - 9.3 4932 8.49 7.3 
853 42.9807 -108.40486 - - 9.73 2995 7.93 7.32 
852 42.98622 -108.40814 - - 8.82 4875 8.37 7.42 
WR3 Left  42.988208 -108.39894 - - 21.23 1462 6.57 7.7 
WR3 Right  42.98825 -108.398727 - - 21.16 435.8 6.45 8.04 
WR5 42.98849 -108.39892 - - 22.05 439.8 7.47 8.1 
DP 1 42.9888722 -108.399097 - - 18.31 306.2 2.33 8.19 
DP 2 42.989055 -108.399091 - - 14.43 7238.3 0.83 7.12 
WR7 SM 42.989414 -108.3999086 - - 19.4 1232 0.72 7.53 
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Table 10. Sample locations and field parameters for July 2016 period 
July 2016 Latitude Longitude  Width 
m 
Depth 
m 
Temperature 
°C 
Conductivity 
µs cm-1 
Dis. O2 
g m-3 
pH 
WRS 1 42.9845 -108.40798 30.5 0.46 22.59 1029 9.97 8.2 
WRS 2 42.98486 -108.40486 27.4 0.26 23.5 1039 9.33 8.35 
WRS 3 42.98479 -108.40202 41.1 0.33 23.5 1037 9.7 8.32 
WRS 4 42.98532 -108.4003 20.1 0.52 23.67 1036 9.37 8.32 
WRS 5 42.98651 -108.39872 28.1 0.33 23.88 1039 9.5 8.35 
WRS 6 42.98808 -108.39852 19.0 0.34 24.08 1038 9.57 8.34 
WRS 7 42.98968 -108.39884 24.0 0.83 24.4 1056 9.3 8.32 
WRS 8 42.98991 -108.39644 20.4 0.28 24.45 1047 9.42 8.33 
WRS 9  42.9888 -108.39442 31.1 0.33 24.75 1044 9.42 8.35 
WRS 10 42.98795 -108.39287 41.1 0.66 24.85 1044 9.28 8.32 
858 42.99044 -108.4 - - 9.48 8243 3.32 7.71 
857 42.99041 -108.40348 - - 14.69 9235 1.3 7.08 
856 42.989517 -108.40136 - - 12.34 18511 0.91 7.04 
855 42.9886 -108.39956 - - 9.85 9558 0.99 7.16 
854 42.98927 -108.4077 - - 10.48 6221 2.06 7.21 
853 42.9807 -108.40486 - - 10.29 4415 4.94 7.24 
852 42.98622 -108.40814 - - 9.88 4099 5.03 7.25 
WR3 Left 42.988208 -108.39894 - - - - - - 
WR3 Cent 42.98825 -108.398727 - - - - - - 
DP 1 42.98887222 -108.399097 - - - - - - 
DP 2 42.989055 -108.399091 - - - - - - 
WR7 DP 42.98921944 -108.3991917 - - - - - - 
 
 
 
Table 11. Sample locations and field parameters for August 2016 period 
August 
2016 
Latitude Longitude  Width 
m 
Depth 
m 
Temperature 
°C 
Conductivity 
µs cm-1 
Dis. O2 
g m-3 
pH 
WRS 1 42.9845 -108.40798 30.5 0.46 25.14 1018 - 8.5 
WRS 2 42.98486 -108.40486 27.4 0.26 25.5 1067 - 8.65 
WRS 3 42.98479 -108.40202 41.1 0.33 26.13 1047 - 8.57 
WRS 4 42.98532 -108.4003 20.1 0.52 25.77 1056 - 8.62 
WRS 5 42.98651 -108.39872 28.1 0.33 18.93 1065 - 8.71 
WRS 6 42.98808 -108.39852 19.0 0.34 19.2 1065 - 8.71 
WRS 7 42.98968 -108.39884 24.0 0.83 20.32 1070 - 8.53 
WRS 8 42.98991 -108.39644 20.4 0.28 20.5 1066 - 8.63 
WRS 9  42.9888 -108.39442 31.1 0.33 20.57 1067 - 8.67 
WRS 10 42.98795 -108.39287 41.1 0.66 21.1 1065 - 8.77 
WR3 Left 42.988208 -108.3989 - - - 8379 0.11 7.15 
WR4 42.988482 -108.3989 - - - 10638 0.19 7.06 
WR5 42.98839214 -108.3989 - - - 9016 0.04 7.16 
WR7  42.989219 -108.3992 - - - 10318 0.01 7.04 
WR7 Left 42.98926089 -108.3992 - - - 8365 0 6.98 
WR9 42.989414 -108.3991 - - - 6886 0.01 6.99 
WR10 42.99037171 -108.3948 - - - 1292 0 7.24 
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Table 12. Sample locations and field parameters for August 2017 period 
August 
2017 
Latitude Longitude  Width 
m 
Depth 
m 
Temperature 
°C 
Conductivity 
µs cm-1 
Dis. O2 
g m-3 
pH 
WRS 1 42.9845 -108.40798 36.8 0.65 21.36 722 9.41 8.42 
WRS 2 42.98486 -108.40486 32.5 0.47 21.7 696 8.71 8.18 
WRS 3 42.98479 -108.40202 44.8 0.57 21.99 702 9.15 8.26 
WRS 4 42.98532 -108.4003 23.8 0.69 22.37 702 9.23 8.36 
WRS 5 42.98651 -108.39872 32.0 0.58 22.61 701 9.2 8.4 
WRS 6 42.98808 -108.39852 27.0 0.53 23.03 699 9.15 8.19 
WRS 7 42.98968 -108.39884 27.0 1.1 22.84 715 8.97 8.27 
WRS 8 42.98991 -108.39644 28.0 0.5 22.93 702 8.97 8.5 
WRS 9  42.9888 -108.39442 34.0 0.6 22.85 702 8.91 8.52 
WRS 10 42.98795 -108.39287 51.0 0.81 22.72 702 8.81 8.62 
WR17-1 42.98713277 -108.3994472 - - 14.01 4551 0.22 7.14 
WR17-2 42.98842451 -108.3986834 - - 18.90 11695 0.28 7.22 
WR17-3 42.98853446 -108.398825 - - 17.90 12242 0.61 7.18 
WR17-4 42.98855192 -108.3990203 - - 17.95 12253 0.73 7.69 
WR17-5 42.98873314 -108.3990981 - - 17.52 12182 0.08 7.88 
WR17-6 42.9889047 -108.3991062 - - 15.56 11038 0.17 7.32 
WR17-7 42.98917617 -108.3991549 - - 16.57 12606 0.21 7.25 
WR17-8 42.98931992 -108.3991802 - - 16.24 10869 0.17 7.1 
WR17-9 42.98832872 -108.3986243 - - 17.85 9669 0.12 7.22 
WR17-10 42.99040093 -108.3953571 - - 16.8 3367 0.24 7.01 
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Table 13. Age tracer results from 2016 sampling season 
 
 
 
 
 
 
 
 
 
 
 
 
Site Sampling 
Date 
CFC-11 
pmol kg-1 
CFC-12 
pmol kg-1 
CFC-113 
pmol  kg-1 
SF6 
fmol  kg-1 
Model 
Piston 
Dates 
CFC-11 
Model 
Piston 
Dates 
CFC-12 
Model 
Piston 
Dates 
CFC-
113 
Model 
Piston 
Dates 
SF6 (w/ 
EA corr.) 
WR3 Left 06/29/16 0.043 1.488 0.026 2.51 1954.5 1985.5 1970.5 2010.0 
WR3 Left 06/29/16 0.024 1.474 0.024  1952.5 1985.5 1969.5  
WR3 Left 06/29/16 0.008 1.452 0.018  1950.0 1985.0 1967.5  
WR3 Right 06/29/16 2.826 1.578 0.228 1.83 1994.0 2002.0 1990.0 2011.5 
WR3 Right 06/29/16 2.770 1.681 0.246  1992.0 Contam. 1992.0  
WR5 06/29/16 0.443 1.352 0.257 2.46 1966.5 1985.5 1989.0 2011.0 
WR5 06/29/16 0.478 1.325 0.236  1967.0 1985.0 1988.0  
WR5 06/29/16 0.233 1.298 0.190  1963.0 1984.5 1986.0  
DP1 06/29/16 0.141 1.590 0.121 2.04 1961.0 2000.5 1984.0 2014.0 
DP1 06/29/16 0.329 1.703 0.153  1966.0 Contam. 1986.0  
DP1 06/29/16 0.102 1.547 0.087  1959.5 1995.0 1981.5  
DP2 06/29/16 0.108 1.018 0.010 4.79 1957.0 1975.5 1962.5 Contam. 
DP2 06/29/16 0.076 1.003 0.011  1955.5 1975.0 1963.0  
DP2 06/29/16 0.095 1.001 0.012  1956.5 1975.0 1963.5  
WR7 06/29/16 0.481 1.673 0.168 2.62 1967.5 1992.0 1985.5 2016.5 
WR7 06/29/16 0.293 1.639 0.152  1964.5 1991.5 1985.0  
WR7 06/29/16 0.461 1.683 0.175  1967.0 1993.0 1986.0  
WRS7 06/30/16 14.907 1.507 0.197 1.72 Contam. 1995.0 1988.5 2011.5 
WRS7 06/30/16 15.071 1.541 0.196  Contam. 1994.0 1988.0  
WRS7 06/30/16 14.794 1.516 0.197  Contam. 1995.5 1988.5  
CMT 855 07/26/16 4.982 0.698 0.026 3.93 Contam. 1971.5 1968.5 2015.5 
CMT 855 07/26/16 6.054 0.704 0.028  Contam. 1971.5 1969.0  
CMT 858 07/26/16 10.730 2.157 0.229 7.26 Contam. 1990.0 1985.0 Contam. 
CMT 858 07/26/16 5.702 2.070 0.197  Contam. 1989.0 1984.0  
CMT 858 07/26/16 4.486 2.052 0.206  1990.5 1988.0 1984.0  
WR3 Center 07/26/16 3.478 0.430 0.019 2.94 1986.0 1968.0 1967.0 2011.5 
WR3 Center 07/26/16 0.592 0.400 0.016  1967.0 1967.5 1966.0  
WR3 Center 07/27/16 0.900 0.405 0.017  1969.5 1967.5 1966.5  
WR7 July 07/27/16 15.139 1.358 0.045 5.16 Contam. 1979.5 1972.5 Contma. 
WR7 July 07/27/16 14.986 1.378 0.038  Contam. 1979.5 1971.5  
WR7 July 07/28/16 6.032 0.715 0.027  Contam. 1971.5 1969.0  
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Site Sampling 
Date 
CFC-11 
pmol kg-1 
CFC-12 
pmol kg-1 
CFC-113 
pmol  kg-1 
SF6 
fmol  kg-1 
Model 
Piston 
Dates 
CFC-11 
Model 
Piston 
Dates 
CFC-12 
Model 
Piston 
Dates 
CFC-113 
Model  
Piston Dates 
SF6 (no EA 
correction) 
WR17-1 8/27/17 0.0715 0.447 0.0 2.96 1955 1967 1943 Contam 
WR17-1 8/27/17 0.0426 0.448 0.0198  1953 1967 1965.5  
WR17-2 8/26/17 0.0447 0.577   0.0809   2.78 1953.5 1969 1976 2012.5   
WR17-2 8/26/17 0.0339 0.569 0.00226    1953 1969 1951.5    
WR17-3 8/26/17 0.0619  0.712   0.165   2.69 1954.5 1970.5 1981 2010.5   
WR17-3 8/26/17   0.0396 0.677 0.183    1953 1970.5 1982    
WR17-4 8/26/17 0.0299 0.790 0.0223   2.52  1952 1971.5 1966.5 2010   
WR17-4 8/26/17   0.0258 0.793 0.00162     1952 1971.5 1950    
WR17-5 8/27/17           3.57        Contam.   
WR17-6 8/28/17   0.0262 1.25   0.0227   2.91 1952   1976.5 1966.5 Contam   
WR17-6 8/28/17   0.0227 1.06 0.0194      1951.5 1974.5 1965.5    
WR17-6 8/28/17   0.0399 1.13 0.00281    1953 1975 1953    
WR17-7 8/28/17   0.0405 1.30   0.0234   2.84   1953 1977 1967 2013   
WR17-7 8/28/17   0.0248  1.33 0.0221  1951.5 1977 1966.5    
WR17-7 8/28/17   0.0231   1.32 0.0200    1951.5 1977 1965.5    
WR17-8 8/28/17   0.0369 1.34   0.0181  4.15 1953 1977.5 1965 Contam   
WR17-8 8/28/17   0.0308 1.34 0.0223    1952.5 1977 1966.5    
WR17-8 8/28/17   0.0349 1.33 0.0225    1952.5 1977 1966.5    
WR17-9 8/28/17   0.0269 1.45 0.0110  1.99   1952 1978.5 1961.5 2004.5   
WR17-9 8/28/17   0.0236 1.53 0.0164    1951.5 1980   1964.5    
WR17-9 8/28/17   0.0231 1.49 0.0186    1951.5 1979.5 1965    
WR17-10 8/29/17 0.0238 0.881 0.0150 3.99 1951.5 1972.5   1963.5 Contam. 
WR17-10 8/29/17 0.0243 0.914 0.0194     1951.5 1973 1965.5    
WR17-10 8/29/17 0.0226 0.656  0.0238    1951.5 1970 1967    
WRS1 8/25/17 2.47 1.86   0.202   1.85   Modern Modern Modern Modern   
WRS1 8/25/17 0.0705 1.82 0.106            
WRS2 8/25/17 0.821 1.83   0.155   1.71   Modern Modern Modern Modern   
WRS2 8/25/17 2.79 1.62 0.178      
WRS3 8/25/17 NA NA NA 1.76 Modern Modern Modern Modern 
WRS4 8/25/17 NA NA NA 1.71 Modern Modern Modern Modern 
WRS5 8/25/17 3.14 1.85 0.219 1.71 Modern Modern Modern Modern 
WRS5 8/25/17 2.40 1.78 0.198      
WRS6 8/25/17 2.69 1.76 0.207 1.70 Modern Modern Modern Modern 
WRS6 8/25/17 2.62 1.67 0.190      
WRS7 8/25/17 2.79 1.72 0.196 1.62 Modern Modern Modern Modern 
WRS7 8/25/17 3.02 1.69 0.207      
WRS8 8/25/17 2.72 1.52 0.166 2.08 Modern Modern Modern 2013 
WRS8 8/25/17 3.00 1.66 0.198 1.74     
WRS9 8/25/17 3.01 1.71 0.207 1.67 Modern Modern Modern Modern 
WRS9 8/25/17 3.05 1.74 0.209      
WRS10 8/25/17 3.03 1.74 0.206 2.04 Modern Modern Modern Modern 
WRS10 8/25/17 3.01 1.66 0.194      
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