An application of sequential experimental design in catalyst kinetic studies by Agarwal, Anil K. (Anil Kumar)
. Lib. 
The University of Sydney 
Copyright in relation to this thesis* 
Under the Copyright Ad 1968 (several provisions of wh1ch are 
referred to below), this thesis must be used only under the 
normal conditions of scholarly fair dealing for the purposes of 
research, criticism or review. In particular no results or con-
clusions should be extraded from it, nor should it be copied 
or closely paraphrased in whole or in part without the writ-
ten consent of the author. Proper written acknowledgement 
should be made for any assistance obtained from this thesis. 
Under Section 35(2) of the Copyright Act 1968 the 'author of a 
l iterary, dramatic, musical or artistic work is the owner of any 
copyright subsisting in the work'. By virtue of Section 32(1) 
copyright 'subsists in an original l iterary, dramatic, musical 
or artistic work that is unpublished' and of which the author 
was an Australian citizen, an Australian proteded person or a 
person resident in Australia. 
The Act, by Section 36(1 l provides: 'Subject to this Act, the 
copyright in a literary, dramatic, musical or artistic work is in-
fringed by a person who, not being the owner of the copyright 
and without the licence of the owner of the copyright, does 
in Australia, or authorises the doing in Australia of, any act 
comprised in the copyright'. 
SectiOn 31(1 )(a)(i) provides that copyright includes the exclu· 
sive right to 'reproduce the work in a material form'. Thus, 
copyright is infringed by a person who, not being the owner of 
the copyright and without the licence of the owner of the copy-
right, reproduces or authorises the reproduction of a work, or 
of more than a reasonable part of the work, in a material form, 
unless the reproduction IS a 'fair deali ng' with the work 'for the 
purpose of research or study' as further defined in Sections 40 
and 41 of the Act. 
Keith Jennings 
Registrar 
*'Thesis' includes 'treatise', 'dissertation' and other similar 
productions. 
\ 
AN APPLICATION OF SEQUENTIAL EXPERIMENTAL DESIGN 
IN 
CATALYST KINETIC STUDIES 
A thesis submitted for the degree of 
Doctor of Philosophy 
by 
AN I L K. AGARWAL 
Department of Chemical Engineering 
University of Sydney 
August 1984 
TA&Q wpxwqs s~ e~w~ 
0~ 
-i-
ACKNOWLEDGEMENTS 
The author wishes to express his appreciation to all those who provided 
assistance during the course of this work. The following deserve special 
mention; 
Dr M L Brisk, for his supervision and inspiring guidance throughout the 
work; 
Mr M Helman and Mr R Stolk, for the construction of M6800 Microprocessor 
system; 
Professor R G H Prince and Dr T Wood, for their constant inspiration 
during the work; 
The Technical staff of the Department of Chemical Engineering, for their 
co-operation during the work; 
Mr R D Johnston, for proof reading this thesis. 
-ii-
PREFACE 
The conditions of the candidature for the degree of Doctor of 
Philosophy in the University of Sydney require that "the candidate must 
state generally in the preface and specifically in the notes the source 
from which his information is derived, the extent to which he has 
availed himself of the work of others and the portion of the work he 
claims as orig~nal" 
The sequential experimental design criterion and 
reparameterization are frequently reported in literature for improving 
the precision of parameter estimates. The use of reparameterized kinetic 
model in sequential experimental design (Section 4.4) and comparative 
performance of design criteria (Section 4.5) are original. The stopping 
criterion of terminating the sequential experimental design programme is 
proposed by the author. The program ( EXPDES ) which performed the 
parameter estimation and sequential experimental design was written by 
the author. The Quasi-Newton minimisation code was taken from the NAG 
library. 
The design of the differential reactor system (Chapter 5) and 
the major portion of the construction was carried out by the author. The 
reactor was operated by the author and all the experimental results and 
analysis of these results (Chapters 6 and 7) are original. From the 
kinetic results, a new mechanism (Section 6.2.4) for the ethylene 
hydrogenation reaction over palladium catalyst is proposed. 
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SUMMARY 
Traditionally, the development of an accurate kinetic model 
and estimation of its parameters has been a costly and time consuming 
task, requiring extensive experimentation under laboratory conditions. 
Especially in gas-solid reaction systems, it is generally assumed that 
the accuracy and precision of the model is improved by increasing the 
amount of data collected. In a well designed experimental plan this 
assumption is usually true. However, in a poorly designed experimental 
plan, the collection of an increased volume of data rarely improves the 
accuracy and the precision. 
The objective of this study was to assess the feasibility of 
applying the concepts of efficient sequential experimental design to the 
problem of parameter estimation in a laboratory study of catalyst 
kinetics. 
In this work, available design criteria which have been 
proposed for sequentially designed experiments to estimate parameters 
precisely in kinetic models were compared. Criteria which seek to alter 
the shape of the joint confidence region of the parameter estimates, or 
to reduce cross correlation effects were proved useful, but the Minimum 
Volume Criterion of G E P Box and collaborators emerged as the most 
generally satisfactory. 
It is well known that the precision of parameter estimates is 
reduced if they are strongly correlated and the experimental data are 
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noisy. Simulation studies were used to show that sequential 
experimental design can be used more effectively to reduce these 
problems if it is coupled with a reparameterized model. Better parameter 
estimates can be obtained with a more economical experimental programme, 
even in the presence of significant experimental noise. A natural 
criterion, expressed in terms of the number of function evaluations 
required to compute the optimal design, emerged as a means of 
terminating the sequential experimental design programme. 
An experimental system was then developed based on an on-line 
computer controlled reactor with automatic sequencing of the designed 
experiments to study catalyst kinetics. The ethylene hydrogenation 
reaction over palladium/alumina (non-porous) catalyst was used as the 
test reaction system. This system was used to demonstrate experimentally 
the advantages over the conventional approach of using sequential 
experimental design strategy for catalyst kinetic studies. 
A conventional kinetic study of the ethylene hydrogenation 
reaction over palladium/alumina catalyst was performed using a 
differential flow reactor. The catalyst was reproducible and showed no 
significant signs of deactivation in the temperature range 50° to 90°c. 
A change in the activation energy was observed around 70°C. Different 
activities were observed for differently conditioned palladium 
catalysts; the hydrogen conditioned catalyst showed higher apparent 
activation energy compared to the nitrogen conditioned catalyst. A new 
mechanism involving reaction between an adsorbed ethyl radical and 
gaseous hydrogen was proposed, and two kinetic models were derived for 
the two differently conditioned catalysts. A good correlation between 
- v -
the observed reaction rate and the proposed kinetic models was obtained. 
The sequential experimental design strategy based on Minimum 
Volume Criterion was applied to the ethylene hydrogenation reaction. It 
was found that the sequential design achieved better precision with a 
fewer number of laboratory experiments compared to the conventional 
kinetic studies. The usefulness of the proposed criterion for 
terminating the sequential experimental design programme was also 
demonstrated. 
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Kinetic studies are powerful tools for chemical engineers 
since they provide them with a better understanding of chemical 
reactions. They form bases for more accurate designs of new chemical 
reactors and also provide better insight into the behaviour of existing 
reactors. 
In general, kinetic studies are performed: (a) to establish 
the form of a possible reaction model; (b) in selecting a model from a 
set of rival possibilities, also called "model discrimination"; and (c) 
in improving the precision of estimated parameters appearing in a model. 
Traditionally, the development of an accurate kinetic model 
and estimation of its parameters has been a costly and time consuming 
task, requiring extensive experimentation under laboratory conditions. 
Especially in gas-solid reaction systems, the reaction rates have been 
measured by varying one variable at a time and subsequent correlations 
between the data obtained were used to provide a kinetic model and its 
parameters. In general, it is assumed that the accuracy and precision of 
the model is improved by increasing the amount of data collected. In a 
well designed experimental plan, this assumption is usually true. 
However, in a poorly designed experimental plan, the collection of an 
increased volume of data rarely improves the accuracy and the precision. 
time 
During the last decade, the use of a digital computer for real 
data processing and direct digital control has found wide 
application in the chemical processing field, both in research and in 
industrial environments. The advent of high speed digital computation 
has also increased the application of optimization techniques. The 
significance of optimization techniques in this context lies in 
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attempting to adjust some system's variables to improve the performance 
of that system, measured in some way. one such application of these 
techniques is in the field of sequential experimental design applied to 
kinetic modelling. The sequential experimental design strategy has been 
shown to improve the precision of the parameter estimates of a kinetic 
model. To date, however, attention has only been devoted to 
establishing its theoretical importance for parameter estimation with 
little demonstration of its practical application. 
This leads one to the idea that a possible application of 
computer technology is in the computer-aided development of reaction 
kinetic models for gas-solid catalyst systems. 
The use of a computer for on-line control of a reactor for 
reaction kinetic experiments, including automatic sequencing of the 
designed experiments, could be the ultimate in reacion kinetic studies. 
This procedure would not only accelerate the collection of kinetic data 
and reduce the experimentation time, but it could also improve the 
precision of the parameter estimates for a kinetic model. 
1.1 Aims 
As implied above, the overall aim of this work was 
experimentally to demonstrate the advantages of using a sequential 
experimental design strategy for catalyst kinetic studies. The work was 
divided into four sections, each covering a single aspect of the overall 
pbn. 
- 4-
~. A study of sequentia~ experiment~ design by computer simu~ation of 
a reaction system. The fo~~owing two additiona~ objectives were 
taken into consideration when designing the simu~ation studies on 
the basis of the sequentia~ experimenta~ design strategy: 
i. to compare various design criteria focussing on their relative 
performance in the precision of the parameter estimation for a 
power law rate model. 
ii. to study the influence of reparameterization on sequential 
experimental design and on the accuracy and convergence of the 
parameter estimates at various noise levels. 
2. To demonstrate experimentally, using a suitable test reaction 
system, that an on-line computer controlled reactor could be used 
to sequentially design and to perform experiments for catalyst 
kinetics measurements. 
3. To carry out conventional kinetic studies for the selected ethylene 
hydrogenation reaction over supported palladium catalyst and to 
establish its mechanism and a kinetic rate model. 
4. To estimate the kinetic parameters for the ethylene hydrogenation 
reaction on supported palladium catalyst by utilizing a sequential 
experiment~ design strategy. 
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2.1 INTRODUCTION 
In this chapter, the relevant literature on the background of 
catalysis by metals and the metal catalysed ethylene hydrogenation 
reaction is reviewed. The reasons for selecting this reaction (ethylene 
hydrogenation) for the sequential experimental design studies are 
discussed. 
2 . 2 catal.ysis by lletal.s 
The primary catalytic function of metals is hydrogenation and 
dehydrogenation; that is, metal catalysts are effective for reactions 
that involve the addition to or abstraction from a molecule of one or 
more molecules of hydrogen. This is because metals readily dissociate 
molecular hydrogen into hydrogen atoms and also catalyse the reverse 
process by virtue of their ability to adsorb the molecule in an 
appropriate manner (Bond -(1962)). Very few metals act as oxidation 
catalysts because, generally speaking, even catalysed oxidation requires 
high temperature at which oxidation of the metal to the metal oxide is 
rapid. Thus only n~& metals (such as platinum, pal.ladium and 
silver) are commonly used as metallic oxidation catalysts. 
Basically, the function of the metal catalyst is to render 
temporarily immobile one or more of the reacting molecules at the 
surface. This is the process known as adsorption and may involve simple 
attractive forces (physical adsorption) or a degree of chemical bonding 
(chemisorption). The latter is by far the most important in the process 
of catalysis. In the adsorbed state, the electronic rearrangement or 
- 7 -
strains induced in the adsorbed molecule render it more vulnerable to 
attack by other molecules (which may or may not be adsorbed) or to 
rearrangement of the molecules on the surface. The surface intermediate 
so formed is desorbed as the product. 
The strength with which the reactant molecule or the activated 
intermediate complex is adsorbed is one of the important factors in 
selecting the catalyst. For efficient catalysis, the strength of 
adsorption of the reactant(s) must lie within fairly wide limits. If a 
reactant is too strongly adsorbed it will be difficult to remove and it 
may then constitute a poison. on the other hand, if it is too weakly 
adsorbed, it will have little chance to react. For a given reaction it 
is therefore expected that there will be an inverse relationship between 
the strength of adsorption of reactant and the catalytic efficiency 
(Bond (1962)). This reflects the enormous importance of adsorption in 
the process of catalysis. 
It has been found (Bond (1962)) with every metal so far 
investigated - with the single exception of gold - that the strengths of 
adsorption of those gases which do chemisorb fall in following sequence: 
o2 > c2B2 > c2a4 > CO > a2 > co2 > N2 
This indicates that oxygen has the highest strength of adsorption; that 
is, if oxygen is present in trace amounts in the reactants stream it can 
poison the metal catalyst. 
To understand further details of metals as catalysts, the two 
important aspects of geometric factors and electronic factors will now 
be considered. 
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2.2.~ The Geometric Factor 
In the fie~d of cata~ysis, the term geometric factor refers to 
the ~attice spacing of the atoms in a cata~yst. Therefore, the geometric 
factor in this section wi~~ be discussed in terms of ~attice spacing of 
meta~s on~y. 
over fifty years ago, Sherman and Eyring (~932) ca~cu~ated the 
magnitude of the activation energies of adsorbed hydrogen mo~ecu~es on 
different meta~s and conc~uded that the ~attice spacing affects the 
magnitude of the activation energy. It is apparent that for a given 
reaction invo~ving the adsorption of specific mol:ecules, certain lattice 
spacing will favour adsorption with the correct strength. Chemical 
adsorption, shown in Figure 2.~, takes place during the ethylene 
hydrogenation reaction over nickel (Twigg and Rideal: (~940)). If the 
Ni-c bond length is taken to be the same as that in Ni(C0) 4 (~.82 A
0 ) 
and the c-c bond length is that of paraffins (~.54 A0 ), the Ni-c-e 
valence angle can be calculated for various values of the Ni-Ni 
distance. The principal lattice planes which are exposed at the surface 
of nickel correspond to Ni-Ni distances of 2.48A0 and 3.5l:A0 (Figure 
2.2). Using simple geometry the Ni-c-e angle is very close to ~05° on 
the 2.48A0 spacing and to ~23° on 3.Sl:A0 spacing. Now, the strain free 
0 ' tetrahedral angle is ~09 28 (Thomas and Thomas (~967)). Hence the 
complex would be strained to a greater extent if adsorbed on the 0 3.Sl:A 
spacing and the more stable situation (strongest adsorption) would occur 
on the 2.48A0 spacing. This would lead to expectation of a higher 
reaction rate on the 3.5l:A0 spacing. The {~~OJ lattice plane of nickel 
contains many such spacings and is observed to be more active than 
-9-
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randomly oriented nickel surfaces for the ethylene hydrogenation 
reaction (Beeck et. al. (1940)). This idea has been extended to the 
other metals, as shown in Figure 2.3, where the optimum spacing is 
exhibited by rhodium (Beeck (1950)). 
The considerations above are simple to visualise, but it is 
important to note that surface parameters (lattice spacing etc.) are 
often different from the bulk values used for illustrations and that the 
metal does not exist as extensive plane faces but rather as small 
irregular crystallites on the support. 
2.2.2 The Electronic Factor 
The electronic factor in metal catalysis is generally related 
to the electronic properties of metals. In a simple way, it can be said 
that there is a relationship between the catalytic activities and the 
electronic structure of the bulk solid. Also, it is clear from the 
last sub-section that catalysis involves the making and breaking of 
bonds at the catalyst surface. In other words, the transfer of electrons 
between the reactant molecule and the solid catalyst surface takes 
place. Therefore, the electronic structure of the bulk solid metal is an 
important factor in the catalysis. 
Many theories have been put forward to explain the metal 
electronic structure. Among these theories, Pauling's Theory (Pauling 
(1949)) visualised metal crystals as being held together by covalent 
bonds between the adjacent atoms. Pauling attempted to distinguish 
between those electrons involved in the formation of the covalent bonds 
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FIGURE 2.3: Activation of various metalic film as a function of metal lattice 
distance. (Beeck (1950)). 
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and those which are non-bonding and are responsible for the magnetic 
and electrical properties of a metal. The former form dsp-type 
hybrid orbitals, while the latter remain as atomic d-orbitals. Per 
transition metals, Pauling's theory calculated the extent to which the 
d-electrons participate in dsp-orbi tals and expressed this as the 
•percentage d-character of the bond' (0). The higher the value of O, the 
fewer the number of atomic d-orbitals available at each atom. In other 
words, 0 is the measure of the unavailability of electrons for the 
atomic d-orbitals. Now, if chemisorption is considered to be a covalent 
type of bond (see Section 2.1.1), the strength of the bond will depend 
upon the availability of bonding electrons in the atomic d-orbitals; 
that is, a high strength bond will occur if 0 is low. 
Boudart (1950) indicated that the variation of the catalytic 
activity of a number of transition metals for the hydrogenation of 
ethylene could be represented in the form of a plot of the percentage 
d-character (0) against the logarithm of the rate constant for the 
reaction. Beeck (1950) also observed such dependence (see Figure 2.4). 
AS mentioned previously (see Section 2.1.1), rhodium, as in Figure 2.4, 
has the highest activity. 
The geometric and electronic factors are important in 
catalysis. AS such, however, these factors do not completely distinguish 
one catalyst from another. The advantages of these factors for selecting 
the metal catalyst for the ethylene hydrogenation reaction will be 
considered and discussed in the following sub-Section. 
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2.3 Reaction Xinetics and Mechanism 
The hydrogenation of ethy~ene in the presence of metallic 
catalysts has been the subject of intensive investigation since its 
discovery at the turn of the century. However, the actual kinetics of 
the simple overall reaction 
H2 + C2H4 
catali:st 
• C2H6 ( 2. ~) 
are still controversial and have been further complicated by the 
poisoning effects which are frequently encountered. 
Most of the earlier work was carried out in closed systems, 
often on metal films, and the progress of the reaction was followed by 
noting the change of system pressure with time. In recent years more 
attention has been devoted to flow systems using supported metal 
catalyst. Often, nickel was used in different forms as the catalyst for 
the kinetic studies. A summary of these studies is given in Table 2.~ 
which reveals that there is general agreement that the reaction is first 
order in hydrogen partial pressure and shows lower activation energies 
for static systems. The order in ethylene is more controversial but 
where this has been determined a value of less than 0.4 is usually 
obtained. one unusual feature of the reaction is that the activation 
energy tends to decrease with rise in temperature (Rideal (~922), Kato 
et. al. (~969)) and there seems to be a reaction mechanism shift between 
0 ~50 and 200 c (Fulton and Crosser (1965)). 
Earlier studies on nickel catalyst suggest that the reaction 
proceeds through an associative adsorption of ethylene but opinions 
Catalyst 
Nickel 
foil 
1% Nickel 
on Charcoal 
Nickel 
Wire 
Nickel 
Powder 
Nickel 
Wire 
Nickel 
Wire 
TABLE 2. 1 
Reaction 
Conditions 
7J" to 200"C 
P"12cmHq 
-94" to so•c 
20" to 2SO"C 
pAa7 to 20 mm Hg 
Ps"lO to 30 mm Hg 
-78" to o•c 
pA,p8• 10 to lJOmm Hg 
99" to t6;•c 
pA,pB • lOv to 400mm Hg 
156"C 
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Su~ary of the ~inetic Studies of Catalytic Hydrogenation 
of Ethylene on Nickel. 
System Test 
Closed C2H4, H2 
Closed C2H4' H2 
Closed C2H4' H2 
RO 
Closed C2H4, H2 
Closed C2H4' H2 
Closed C2H4, 02 
Activation 
Energy 
(kcal/mole) 
1.8 
3. 6 
6. 1 
14 
Rate Relation• 
and/or Reaction 
Mechanism 
r " k PA• B excess 
r '" k p 8 , A excess 
r ., k PA 
c 2 H4 (Nil -+ t t .,._C 2 H6 + 2Ni 
r "' k PA' p8 constant 
k. PB , 
r•~ 
r • k PJ. 
.,c 
H2 + Ni 
pA constant 
en, 
,[ ... C2H6 -+ 2tH 
Reference 
Rideal 119221 
Schuster (1932) 
Farak.as et al 
(19341 
Toyama 11937) 
Toyama 11938) 
Twigg and 
Rideal t 1939 I 
Nickel 
Wire 
62 tO 200°C 
pA • 38 to 304111111 Hg 
Closed C2H4' 112 r • k PA Eley (1948) 
Evaporated 
Nickel film 
Nickel on 
Kieselgahr 
Nickel film 
(carbided) 
Nickel-on-
alumina 
(carbidedl 
Nickel 
plate 
Evapor.!lted 
Nickel film 
Nickel-on-
alum~na 
(carbided) 
Nickel on 
silica 
alumina 
p8 • 38 to 684111111 Hg 
-80 to l50"C Closed C2H4' H2 
Equimolar mixture 
156"C Closed C2H4, H2,1)2 
pA " 60 111111 Hg 
Po • 60 111111 Hg 
Eqaimolar with ethylene 
20 to 170"C 
pA " 2 to l Omm Hg 
p8 " 2 to lOmm Hg 
70°C 
P '" 1 to 5 atm 
XA • 0.4 to 0.9 
36" to 8S"c 
PA > Ps 
-40" to 40"C 
pA " 98 mm Hg 
p 8 .. 49 mm Hg 
40" to lOO"C 
P - 1 atm 
XA" 0.27 
90° to lOO"C 
P .. 1 atm 
XA ., 0.05 to 0. 4 
Closed, C2H4, H2 
agitated 
Flow C2H4' H2 
Closed C2H4' 11 2 
Closed C2114' H2 
Flow C2H4 • H2 
Flow C2H4' H2 
10. 7 
I 0. 2 
t20-l4s~c, 
11. 6 
10.3 
12.0 
(90•-1J5GC) 
'. 4 (135"-l90°CJ 
Subscript A denotes hydrogen, and B designates ethylene 
P total pressure 
X mole fraction 
H2 (Nil -+ c 2H4 (Nil .,. c2H6 -+ 21H 
r '" k PA 
c2H4 -+ 2HNi .,. c2H6 + 2Ni 
r " k PA 
Hi -+ c 2H4! c 2n4 (Nil 
C2H4 (Hi) + H {Ni) ! CzHS (Ni) 
c2H5 (Nil + H (Nil ... c 2H6 
r • k pA (14S"CI 
r ~  (16S"C) 
1 + ka PB 
H2 + 2Ni 2 H Nl 
c 2 H4 + 2 H Ni .,. c 2 H6 + 2Ni 
k. PJ. Ps 
' . 
1+ k 8 P8 
r = k PA 
r • k PA 
' . 
' . 
PA Ps 
+ kB Pa 
k PA P8 
I+ k 8 Pa 
Beeck 119501 
Twigg (1950) 
Jenkins and 
Rideal 119551 
Pauls et al 
(1959) 
Tuul and Farnsworth 
11961) 
Crawford et al 
(1962) 
Koestenblatt and 
Ziegler (1971) 
Koh and Hughes 
( 1974) 
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differ as to whether the subsequent reaction goes via a Langmuir-
Hinshe1wood mechanism with adsorbed hydrogen or by an Eley-Rideal 
reaction with gas phase or van der Waals adsorbed hydrogen. Farkas and 
Farkas (1938), on the basis of exchange experiments suggested a reaction 
involving dissociatively adsorbed hydrogen and adsorbed ethylene. 
Horiuti and Polanyi (1934) proposed that the reaction goes through a 
half- hydrogenated state. Later, Jenkins and Rideal (1955) postulated a 
mechanism involving reaction between adsorbed hydrogen on the nickel 
surface and gaseous ethylene. The dissociative adsorption of ethylene 
with the formation of poisonous acetylenic residues on the active site 
was suggested to account for the observed adverse effect of ethylene on 
the reaction rate. 
Beeck (1950) suggested that some ethylene molecules are 
adsorbed on that part of the surface not covered by acetylenic complexes 
and that the rate controlling step is the reaction between adsorbed 
ethylene and adsorbed hydrogen. A fast reaction between ethylene and 
adsorbed hydrogen also occurs. Using the exchange reaction with 
deuterium, Twigg (1950) concluded that hydrogen is first dissociated 
into atoms on the nickel surface through reaction with adsorbed 
ethylene. Hydrogenation then occurs with the addition of another 
hydrogen atom. 
Investigations with flow systems have received significantly 
less attention. Pauls et. al. (1959) and Kostenblatt and Ziegler (1971) 
carried out experiments using flow systems with nickel on alumina 
catalyst. Both sets of authors obtained a rate equation which suggested 
a reaction between adsorbed ethylene and gaseous hydrogen, but because 
- 18 -
of poisoning effects caused by ethylene, the results were interpreted in 
terms of the Jenkins- Rideal mechanism (Jenkins and Rideal (1955)). In 
this mechanism hydrogen is adsorbed on dual sites and reacts with 
gaseous ethylene, but with no adsorption possible on that fraction of 
the surface occupied by ethylene or acetylenic complexes. 
Recently, Koh and Hughes (1974) carried out an interesting 
study of hydrogenation of ethylene over a supported nickel/silica-
alumina catalyst in a differential reactor. They claimed that the 
purification of the ethylene feed from all oxygen impurities removed all 
poisoning effects observed in previous studies. A gradual decrease in 
catalyst activity was observed due to some black carbonaceous deposits 
at higher temperatures(> l40°C), but this phenomenon was not observed 
at lower temperatures. This non-selective behaviour could not be 
explained by dissociative adsorbtion of ethylene. The results were 
interpreted on the basis of ethylene adsorption with no adsorption of 
hydrogen or ethane and with the reaction between adsorbed ethylene and 
gaseous hydrogen as the rate controlling step. This leads to the rate 
equation: 
r 
CZB6 -
k Pc B PB 
z 4 z 
1 + KC B Pc B 
z 4 z 4 
( 2. 2) 
The same equation has been proposed by others (Pauls et. al. (1959), 
Koestenblatt and Ziegler (1971)) but based on different interpretations. 
Koh and Bughes (1974) observed a break in their Arrhenius plot at about 
130° to 150°C and interpreted the decrease in apparent activation energy 
at high temperature as due to low surface coverage of ethylene. Similar 
observations were also made by Fulton and crosser (1965). 
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With the exception of Koh and Hughes (1974) all other studies 
of the ethylene hydrogenation reaction on nickel catalyst indicated that 
the nickel undergoes some sort of poisoning during the hydrogenation 
reaction. It has also been observed that the extent of poisoning depends 
upon the ratio of ethylene and hydrogen in the reaction mixture Beeck 
(1950), Jenkins and Rideal (1955), Pauls et. al (1959)). 
To understand the surface chemistry of the ethylene 
adsorption, in recent years there have been several studies of the 
adsorption of ethylene on transition metal surfaces. Different molecular 
beam scattering studies for adsorption of ethylene have found that, on 
nickel and platinum, ethylene is adsorbed irreversibly and 
dissociatively (Morgan and Somorjai (1969), Mccarroll and Thomson 
{1970), Weinberg et. a1. (1974), Zuhr and Hudson (1977)). studies of 
chemisorption of ethylene by means of Auger electron spectroscopy 
{Tescari {1977)) and various techniques of infrared (IR) spectroscopy 
(Wojtczat et. al. (1975), Prentice et. al. (1976)), including IR 
reflection spectroscopy (Ito and Suetake {1977)), found that two types 
of ethylene adsorption exist: u and a adsorbed ethylene. The adsorbed 
species are represented as follows: 
H C • CH H2T - ~H2 2 I 2 
I 
' I I I 
I 
' M M M 
u-adsorbed ethylene a-adsorbed ethylene 
The symbol M represents the surface metal atom. u-adsorbed ethylene is 
very unstable and is found in the majority when ethylene is exposed to 
palladium and platinum surfaces (Prentice et. al. { 1976 ), soma 
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(1979,1982)). on the other hand, a-adsorbed ethy1ene is comparatively 
stab1e and dominant on a nicke1 surface (Morrow and Shappard {1969)). 
A1so, there is general agreement among the different ethylene 
adsorption studies (IR spectroscopy studies by Erkelens and Liefkens 
( 1967) and Morrow and Sheppard ( 1969), field emission techniques by 
Whalley et. al. (1970), ultravio1et photo-emission by Demuth and Estman 
(1974)) that strong, dissociative chemisorption of ethylene takes place 
on the nickel surface. Recently, Zuhr and Hudson (1977) studied the 
interaction of ethylene gas with a nickel(110) surface using a 
combination of modulated beam mass spectrometry and Auger electron 
spectroscopy techniques. They observed that the interaction of ethylene 
on a clean nickel(110) surface at a temperature above 150°C leads to the 
formation of a chemisorbed carbonaceous layer and the carbon 
concentration was essentially one carbon atom per surface metal atom. A 
similar phenomenon was utilized by Jenkins and Rideal (1955) and Pauls 
et. al. (1959) and later by Ziegler and coworkers (1971, 1979) for 
stabilizing their nickel catalyst by pretreating with ethylene at 170°c. 
Koh and Hughes (1974) also observed the carbonaceous material above 
140°C and were not able to explain the formation at low temperature. 
With the above discussions on adsorption studies of ethylene 
on a nickel surface, it is clearly demonstrated that ethylene adsorption 
on a nickel surface takes place via a a-adsorption which could lead to 
the formation of a poisonous acetylenic complex or carbonaceous 
material. This phenomenon is also clear by geometric and electronic 
factors. As discussed in sub-Section 2.1 nickel has the tendency to 
• 
adsorb ethylene strongly at its surface. 
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The use of nickel as a catalyst for the hydrogenation reaction 
in the past was merely due to economical reasons in comparison to the 
more active noble metals such as platinum and palladium. The selection 
of the metal catalyst for the ethylene hydrogenation reaction for the 
present study will be discussed in the following section. 
2.4 The Choice of Ethylene Hydrogenation Reaction for 
sequential EXperimental Design studies 
The sequential experimental design strategy-has proved to be a 
significantly important tool in reaction kinetic studies and is 
generally utilized to improve the precision of parameter estimates of a 
known kinetic model (Draper and Smith (l966), Beck and Arnold (l977)). 
The literature has principally addressed its theoretical importance with 
very little consideration given to its practical application in real 
kinetic studies. Therefore, it was the purpose of the present study to 
utilize this statistically proven method in a simple and clean reaction 
with a known kinetic model. 
From a study of the literature it was found that the ethylene 
hydrogenation reaction on a metal surface is a simple reaction. The 
study of the ethylene hydrogenation reaction is not commercially 
significant. However, the general reaction the hydrogenation of 
olefinic material on heterogeneous metallic catalysts is of 
considerable importance commercially. In addition, the system chosen 
offers the following advantages: 
i. The chemistry of the reaction is well known. 
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ii. Pyrolysis does not occur at the operating temperatures. 
iii. The reaction is essentially irreversible with no significant by-
products. 
iv. The homogeneous rate of reaction is negligible. 
v. Composition analysis is straight-forward (by gas chromatography). 
vi. The form of the rate expression is well established. 
2.5 catalyst Selection 
The selection of a catalyst is the most important factor in 
heterogeneous catalysis. As such, the topic is very wide and 
complicated, particularly when the reaction is complex. For the simple 
ethylene hydrogenation reaction transition metals have mostly been used. 
Recently, a few metal oxides (such as ZnO, MgO, CaO) were utilized for 
this reaction (Dent and Kokes (1969), Inoue and co-workers (1980,1981)). 
Amongst the transition metals, as indicated in the last sub-section, 
nickel has been used predominantly and its selection was commonly based 
on economical reasons in comparison to the much more active noble metals 
such as palladium and platinum. 
The following points were taken into consideration for 
selecting the metal catalyst for the present study of the kinetics of 
the ethylene hydrogenation reaction utilizing the sequential 
experimental design technique: 
i. Ethylene should not adsorb strongly at the metal surface. 
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ii. The catalyst should not lose its activity during the 
sequential experimentation. 
These two points are interrelated because strong adsorption of ethylene 
on the metal surface leads to poisoning effects (see Section 2.2). 
If metals as t><Jik are examined and grouped according to 
their chemisorption ability then the selection of the metal will be 
understood easily. Table 2.2 gives a classification of metals according 
to the number of different gases which can be chemisorbed (Bond (1962)). 
Hydrogenation activity requires the adsorption of hydrogen and so is 
confined to groups A, a 1 , and a 2 . Group A was rejected since nitrogen 
gas was to be used as a diluent for the present experimental studies. In 
group a 1 , nickel and cobalt are the only two metals. Nickel has been 
used in different forms for the ethylene hydrogenation reaction and has 
shown susceptibility to poisoning due to dissociative adsorption of the 
ethylene (see Section 2.2). Kokes (1969) observed that the cobalt 
activity was similar to that of nickel for the ethylene hydrogenation 
reaction except for their t><Jik structural differences. Therefore, 
on the ground of poisoning effects and strong adsorption of the ethylene 
on the metal surface, metals of group a 1 were rejected. 
Thus, only group a 2 is left for consideration. Palladium seems 
to be the only metal which satisfies both criteria based on recent 
adsorption studies of ethylene. These studies (Prentice et. a1. (1976), 
Soma (1979)) suggested that the ethylene adsorbs as a weakly rr bonded 
ethylene complex on the palladium surface. TO understand its activity, 
geometric and electronic factors can be examined. 
Table 2.2 
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A classification of metals according to their 
abilities in chemisorption (Bond (1962)). 
(+ means that strong chemisorption occurs; - means that it is weak 
or unobservable) 
Gases 
Group Metals 02 C2B4 C2B6 co 82 C02 N2 
A Ti, Zr,Hf, V, 
Nb, Ta, cr, + + + + + + + 
Mo,W,Fe 
B1 Ni,Co + + + + .+ + 
B2 Rh,Pd,Pt,Ir + + + + + 
c * * Al.,Mn,Cu,Au + + + + 
D K + + 
E Mg, Ag, Zn, 
Cd, In, Si, + 
Ge, sn, Pb, 
As, Sb, Bi 
• These metals absorb hydrogen weakly 
The principal lattice planes which are exposed at the surface 
of palladium correspond to Pd-Pd distances of 2.74A0 and 3.87A0 (Figure 
2.5). If adsorption of ethylene on palladium is considered to be 
similar to that on nickel (see Figure 2.1), Pd-c-c valance angles may be 
calculated for these spacings. The calculations gave a picture similar 
to that for nickel and demonstrated that the adsorption at a spacing of 
3.87A0 will be strained. On the other hand, if the percentage d-
character ( 0 ) is examined for the competitive metals, as shown in Table 
2.3, the bonding of the ethylene molecule at the palladium surface is 
seen to be weaker than on niCkel and platinum surfaces (also see Figure 
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2.4). This phenomenon is well explained by recent adsorption studies of 
ethylene on the palladium surface by Soma (1979) which demonstrated the 
predominant occurance of ~adsorbed ethylene. 
Table 2.3 Percentage d-character (0) in the metallic bond 
for some elements (Thomas and Thomas (1967)). 
Co Ni Pt Pd Rh 
39.5 40 44 46 50 
It is also noteworthy that supported palladium catalyst has 
not been reported in the literature for use in kinetic studies of the 
ethylene hydrogenation reaction using a flow system. This point was 
also taken into consideration in the catalyst selection. Therefore, for 
the present study of the kinetics of the ethylene hydrogenation reaction 
the supported palladium on alumina was taken as the catalyst (see 
section 5.5.2 for its preparation). 
2.6 Ethylene Hydrogenation Reaction over Palladium catalyst 
From a study of the literature it was found that palladium 
metal as a catalyst has always been the exception in hydrogenation 
reactions compared to other transition metal catalysts due to its 
extraordinary absorption abilities for hydrogen. Therefore, the study of 
the catalytic activities of hydrogen on palladium has received much more 
attention than the kinetic studies of hydrogenation reactions. In most 
cases the ethylene hydrogenation reaction system was chosen for 
establishing the catalytic activity of the palladium catalyst. Often 
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these studies were carried out in closed systems using various forms of 
the palladium metal. A summary of the kinetic studies of the ethylene 
hydrogenation reaction using palladium as a catalyst is given in Table 
2.4 which shows that the reaction orders with respect to hydrogen and 
ethylene as well as the activation energy are controversial. This can be 
understood due to the fact that the palladium has extra hydrogen 
absorption ability. Palczewska (1975} has also revealed this behaviour 
in his review article on the catalytic reactivity of hydrogen on 
palladium. He emphasised that this behaviour could be due to the 
formation of a distinct phase of the metal-hydrogen system, called the 
hydride phase or p-phase and could lead to self-poisoning effects. The 
exact conditions under which the self-poisoning takes place are still 
not known. 
Frackiewicz et. al. (1977) studied the rate of ethylene 
hydrogenation on a thin film of palladium and palladium hydride in a 
differential flow reactor and observed that, depending on the hydrogen 
pressure, the 480 A0 layer of palladium deposited on glass was 
completely or partially transformed to palladium hydride (PdH). A 
hysteresis was also observed in the relation between reaction rate and 
the phase composition of the catalyst layer. This may be accounted for 
by the rapid disappearance of PdH from the catalyst surface during a 
decrease in hydrogen concentration in the gas mixture. 
Yamabe et. al. (1973) studied the sorption and desorption of 
hydrogen by palladium supported on silica-alumina catalyst, and found 
that the hydrogen is absorbed by palladium in three states; that is, 
weakly adsorbed B 2 , dissolved H, and strongly adsorbed H. In 
Catalyst 
Palladium on 
Alumina 
Palladium on 
silica -
alumina 
Palladium 
film 
Palladium 
membrane 
Palladium 
black 
• 
TABLE 2.4 Summary of the Kinetic Studies of Catalytic 
Hydrogenation of Ethylene on Palladium. 
Reaction System Test Activation Rate Relation* 
Conditions Energy and/or Reaction 
(kcal/mole) Mechanism 
-36° to 77°C Closed 02, C2H4 ll. 4 ± 7.0 r = k PA 
p = zs to 350mm Hg (so•-7o•c) A 25 to 200mm Hg p = B 
-20° to 2 ooc Closed C2H4 2.5 
0 
H2' r = k PA Ps 
pA = Ps = 25mm Hg 
75°C Flow --- ZPd + Hz 1: 2Pd H H2' CZH4 
PA = 50 to 300mm Hg 2PdH + C2H4 ~ C2H4 + 2Pd 
so• to 100°C H2 Hz, C2H4 --- r " Pc2H4 pA 0.1 to 1 atm perme-p 8 0.05 to 0.95 atm ating 
Perchloric acid Electro- H+, C2H4 ---
1.8 0.4 lp8 < 0.3 atm) 
+0.6 to 0 V chemical 
r a PA Ps 
r a p! · 8 lp8 > 0.3 atm) 
Subscript A denotes hydrogen and B designates ethylene . 
Reference 
Bond et al 
(1966) 
Yamabe et al I 
(1974) to OJ 
I 
Frackiewicz 
et al ( 1977) 
Nagamoto and 
Inoue 11981) 
Sakellaropoulos 
and Langer 11981) 
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continuation of their work, Yamabe et. al. (1974a,1975) have observed 
that the strongly adsorbed B readily reacts with gaseous ethylene in the 
ethylene hydrogenation reaction to form ethane. 
Yamabe et. al. (1974b) extended their work on palladium 
supported on silica-alumina catalyst to the hydrogenation of ethylene. 
They observed in repeated experiments on the same catalyst that the 
apparent activation energy increased 
-1 from 3 to 5 kcal (mole) while 
catalyst activity gradually decreased to a low steady value. !'or the 
catalyst with the steady activity the rate of the hydrogenation was 
first order in hydrogen and slight1y negative order in ethylene. Yamabe 
et. al concluded that the irreversible adsorption of ethylene could be 
responsible for the gradual decrease in the catalytic activity during 
the repeated experiments. The low activation energy could well be due to 
the influence of diffusional effects between the bulk-gas and the 
catalyst surface as they did not have gas agitation. 
Dus (1975) used the static capacitor technique for measuring 
the surface potential changes accompanying adsorption and hydrogenation 
of ethylene on an evaporated palladium film. It was found that the 
ethylene is adsorbed in two forms, a and "· The a form is adsorbed with 
decomposition, whereas the " form is adsorbed with no decomposition. It 
was also observed that only the " form was active in the hydrogenation 
with gaseous hydrogen. The hydrogen adsorbed in p form ( similar to the 
strongly adsorbed B of Yamabe et. al. (1974a)) at the palladium surface 
was active in the hydrogenation of the ethylene. 
ous and Lisowask ( 1979) have recently extended their work and 
proposed a mechanism for ethylene self-hydrogenation in which ethylene 
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molecules (u-form) adsorbed in the second layer reacted readily with 
hydrogen whereas those which form the first layer (a-form) did not. 
Recently, Sakellaropoulos and Langer (1981) carried out an 
electrocatalytic hydrogenation of ethylene over palladium at positive 
potential to establish the reaction kinetics. They proposed a 
mechanistic model involving the surface insertion of ethylene to 
adsorbed hydrogen atoms followed by slow hydrogen addition to the 
resulting surface ethyl radicals. A complex behaviour was observed with 
the ethylene. For partial pressure above 0.3 atmosphere the reaction 
order with respect to ethylene was effectivly zero. Below this pressure, 
an order of 0.4 was observed. 
Nagamato and Inoue (1981) also recently analysed the mechanism 
of ethylene hydrogenation by hydrogen permeating a palladium membrane. 
The behaviour of ethylene was similar to that observed by 
Sakelloropoulos and Langer (1981), but an approximate first order was 
observed for ethylene for a partial pressure less than 0.2 atmosphere. 
To date, no thorough kinetic studies of the ethylene 
hydrogenation have been carried out using a flow system. Therefore, it 
was one of the aims of the present study to carry out a kinetic 
investigation of the reaction using a differential flow reactor. Also, 
these studies are of interest in view of the practical application of 
palladium catalysts in hydrogenation of unsaturated hydrocarbons. 
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3.1 Introduction 
one of the fundamental tasks in chemical kinetics is the 
extraction of information from the available data on the reaction. 
Parameter estimation is a discipline that provides tools for the 
efficient use of data in the estimation of constants appearing in the 
mathematical kinetic model. 
In the mathematical model, there are dependent and independent 
variables and also certain constants. The constants are generally called 
parameter~. 
In experiments, the dependent variables may be measured 
directly but the parameters cannot be. Approximate values of the 
parameters are inferred from the dependent and independent variables. 
Since only approximate parameter values are found, the parameters 
are said to be estimated. Section 3. 2 discusses the precision and 
problems associated with the estimation. 
Carefully designed experiments can result in greatly increased 
accuracy of the estimates. This has been demonstrated by various 
authors. Box and co-workers (Box and Lucas (1959), Box and Hunter 
(1965)) were pioneers in this area. The common measure of the precision 
of the estimate is its variance; the smaller the variance, the greater 
the precision. Section 3.3 discusses the various design criteria based 
on the variance of parameter estimates. In this section it is assumed 
that the form of the model is known although it contains unknown 
parameters. If the form of the model is unknown, the search for an 
optimal design strategy may be quite difficult, involving model 
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discrimination. The problem of discrimination between various proposed 
models is beyond the scope of the present studies. This problem has 
been discussed by Box and Hill (1967) and Hunter and Reiner (1965). 
3.2 Estimation of Parameters 
The prediction of the behaviour of a reaction system is 
usually approached by postulating a mathematical model and determining 
its parameters by some criterion of best fit to experimental data. The 
least squares criterion has proved to be of significant value for this 
purpose (Graybil (1961)). For the case of data on the kinetics of 
heterogeneous catalytic reactions, the fit of the model and the 
estimated values of parameters should satisfy the following constraints: 
i. The estimated adsorption and rate constants should be positive. 
ii. A logarithmic plot of the rate constant against the reciprocal 
absolute temperature should be linear with negative slope. 
iii. Logarithmic plots of adsorption constants should be linear with 
positive slopes (exothermic adsorption) and generally have negative 
intercepts (decrease in entropy with adsorption). 
iv. The model should adequately fit the data. 
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3,2.1 Least Squares Theory 
The mode1 representing the re1ationship between a dependent 
variab1e and independent variab1es can be given by 
Yu = f(X ,It) u 
where y represents the predicted dependent variab1e for the u-th 
u 
( 3 '1) 
experimenta1 run (u-1,2, ... ,n). f(X ,It) is the function of the m 
u 
independent variab1es X • (x ,x , ... ,x ) for an eXp9rimenta1 run u, 
U 1U 2U mu 
and of It • (k ,k , •.. ,k )T, the p parameters to be estimated. Onder the 1 2 p 
1east squares criterion, the function to be minimised is given as 
5 
-
n - 2 
t wu ( Yu - Yu) 
u•1 
( 3. 2) 
T 
where y • (y ,y, .•. ,y ) are n observed experimenta1 va1ues of the 
u 1 2 n 
dependent variab1e and w are weighting factors. The weights w can be 
u u 
chosen arbitrari1y, but usually one of the three standard approaches is 
used: 
1. The sum of squares of the errors is minimised if 
w - 1 u 
2. The sum of squares of the percentage errors is minimised if 
2 
w •(1/y) 
u u 
3. The probability of a set of errors occurring is minimised if 
2 
w - (1/£ ) u u 
where £ is the expected error in the measurement y • When the sum of 
u u 
squares of the errors are minimised the process is cal1ed unweighted 
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least squares, otherwise it is called weighted least squares. 
When the function f(X ,K) is linear inK, then Equation (3.~) 
u 
can be given in matrix notation as 
Y • X K ( 3. 3) 
- - - T 
where Y • (y~,y2 , •.. ,yn) is the(~) column vector of expected values 
of the dependent variable and X is an {nxp) matrix of independent 
variables. For a linear problem the estimated parameter K 
defining the minimum value of the scalars in Equation (3.2), when the 
sum of squares of the errors are minimised, is given by 
K • (XTX) -~(XTY) ( 3. 4) 
where Y • (y ,y, ... ,y )Tis an (~) column vector of experimental 
~ 2 n 
values of the dependent variable. The process is known as linear least 
squares estimation. The matrix (XTX) is often badly conditioned and its 
inversion leads to some problems (see Appendix-B). Discussion of the 
methods of circumventing such problems are covered in detail elsewhere 
(Draper and Smith (~966), Kittrell (~970), Beck and Arnold (~977)). 
When the function f(X ,K) is non-linear the process of 
u 
estimation involves iterative minimisation techniques and is known as 
non-linear least squares estimation. This introduces numerous 
complications, such as initial estimates of parameters (Appendix-B), 
efficiency and effective convergence of minimisation algorithmS (Section 
4.2) and multiple minima in the least squares surface condition. Some of 
these problems are covered by Marquardt (~963) and Fletcher and Powell 
(~963). 
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3.2.2 Confidence Region of Estimated Parameters 
The minimum value of the least squares function (Equation 
(3.2)) obtained by the iterative minimisation method may not be 
sufficiently informative to allow much confidence in the parameter 
estimates obtained. Consequently, one must turn to procedures which 
indicate the size of the region within which the true parameter values 
might be expected to lie. Beale (1960) has presented a comprehensive 
discussion of confidence regions for parameters in non-linear models. 
There are two methods which are very common and easily applied 
to measuring the uncertainty associated with the parameter estimates. In 
the first method, the approximate magnitudes of the confidence intervals 
of the unweighted least squares estimates X can be obtained from 
the variance - covariance matrix V(X) of X : 
V( It) s T -1 2 (X X) C1 ( 3. 5) 
where cr2 is the variance of normally and independently distributed error 
in the observed dependent variable, If the model is adequate, the 
quantity 
S( X) I ( n -p) ( 3. 6 ) 
is usually called s 2 and is arr unbiased estimate of cr2 . S(K) denotes 
the sum of the squares of residuals at the least squares estimates It 
(Equation (3.2)). A corresponding approximation for a non-linear model 
is given as 
V(K) 
-
(DTD)-1 s2 ( 3. 7) 
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where Dis an (nxp) matrix. An element of D, d. is the partial JU 
derivative with respect to the j-th parameter evaluated for the u-th 
experimental conditions at the least squares estimates K•K : 
dju - [ 
af( X ,X) 
u 
akj Jt•lt 
( 3. 8) 
If the matrix (DTD)-1 is denoted as C, the approximate standard 
deviation of the parameters is given as 
2 
sii -
2 
s cii ( 3. 9) 
where sii represents the standard deviation of the parameter estimate 
k. and c.i is the ii-th element of the matrix c. These can be used to 
1 1 
calculate the individual 100(1-«)\ confidence interval for the various 
parameters separately from the formula (Beck and Arnold (1977)) 
ki ± sii \1- lh«)(v) ( 3 .10) 
where t(v) is the t - distribution and v is the number of degrees of 
freedom, frequently (n-p). 
The above method provides an approximate interval estimate for 
any single parameter, but does not describe the joint region of 
uncertainty for the parameter estimates considered collectively. 
The second method utilizes the joint confidence region (JCR) 
of the parameter estimates. The JCR of the parameter estimates for a 
linear model is represented by 
- T -(K-K)(X X)(Jt-lt) • 0 ( 3 .U) 
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where 0 is a constant, depending upon the number of degrees of freedom 
with which the parameters have been estimated, the selected probability 
level and the error variance a 2 . If the model is non-linear in the 
parameters, Equation (3.11) is only approximately valid. 
Since (XTX) is a positive definite matrix and all its 
eigenvalues, ~-' are positive, Equation (3.11) can be transformed into 
1 
( Bosten( 1974)) : 
w1 
[/(0/).1) ] + 
wz 
[ /( 0/),2) ] + ... + 
wi. 
[ {( 0/).p) ] - 1 ( 3.12) 
Prom Equation (3.12) it is clear that Equation (3.11) defines a closed 
hyper-ellipsoid surface. The length of the principal axes (w.) of this 
1 
hyper-ellipsoid are inversely proportional to the square roots of the 
eigenvalues of the matrix (XTX). 
Alternatively, the 100(1 -a)\ JCR of the parameter estimates 
may be approximately calculated for a non-linear model by 
S(K) 
-
S(K) (1 + ......£.__( ) F(p,n-p,l-a)] 
n-p ( 3 .13 ) 
where P(p,n-p,1-a) is the (1-a) point of the P-distribution with p and 
n-p degrees of freedom. S(K) denotes the sum of squares of residuals of 
a set of parameters K at a confidence level a. 
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3.2.3 Correlation between Parameters 
Correlation between parameters in reaction rate modelling can 
be derived from the (XTX)-1 matrix. A complete correlation between 
parameters means that a change in the value of one parameter can be 
completely compensated by a change in another parameter so that an 
equally good fit to the experimental results is achieved. Figure 3.1 
shows plots of equal confidence for a two parameter system. The ellipses 
show the relationship between the two parameters which give equally good 
fits to experimental data. This means the result can offer no 
information on the individual values of the parameters when there is 
high correlation. Degree of correlation is shown by the correlation 
coefficent, with 1.0 (or -l.O) denoting complete positive (or negative) 
correlation and 0.0 complete independence. In general, correlation is 
not a problem unless the correlation coefficent is higher than ± 0.95 
(Rose (1981)). 
Correlation, which in linear least squares estimation simply 
means that the individual values of the parameters cannot be specified, 
is a much more serious problem in nonlinear least squares estimation. 
correlation between two parameters has the effect of minimising the 
response surface into a long narrow valley instead of a circular pit, as 
shown in Figure 3.2. Hence, the optimisation routine has great 
difficulty in moving along the valley, particularly if it is curved, and 
there is difficulty in locating the parameter values. This means that, 
at least, the computational time is long or, at worst, the minimisation 
routine completely fails to locate the minimum. In this case more 
experiments have to be included, chosen so as to reduce this 
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correlation. 
Non-linear models are particularly susceptible to correlation 
problems due to the form of the model and the value of the parameters. 
correlation problems are not due solely to the selection of uneven 
experimental points, as is the case with the linear models. 
The correlation matrix R • ( r ij) for the 
estimates is defined as 
rij -
Vl 
v ij I (vii v jj l 
least 
where vij is an element of the variance-covariance matrix V(K). 
squares 
(3.14) 
Each 
diagonal element of the symmetric matrix R is unity and an off-diagonal 
element r .. is a dimensionless measure of the linear association 
l.J 
- -between the estimated parameters k. and k .. 
1 ] 
3.2.4 Reparameterization 
The problem of correlation described in the last sub-section 
can frequently be reduced by improving the surface conditioning through 
reparameterization. Reparameterization means writing the model in an 
equivalent mathematical form, but with different parameters. 
Reparameterization for estimation purposes is often carried out by 
redefining the independent variables so that the centre of their 
coordinate system is near the centre of the experimental design (Box 
(1960)), In kinetic models, one type of reparameterization frequently 
needed is that associated with the exponential dependence of parameters 
upon temperature. In particular, the Arrhenius equation for the reaction 
rate constant 
k 
is invariably redefined as 
~ 
k 
-
k 
where 
~ 
k 
~ 
-
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A 
0 
-E 
exp( R'l' ) 
E ~ 
exp[-T {1/T- 1/T )] 
-
-E A exp( iiT ) 0 
( 3 .15 ) 
( 3 .16 ) 
(3.17) 
and T is a reference temperature. To ensure a non-negative pre-
exponential factor {A ) 
0 
and activation energy {E), the transformation 
suggested by Box {1966) can be incorporated. The final reparameterized 
expression for a reaction rate constant can be written as 
k • exp( 9) exp( -T' exp(.p)] { 3 .18 ) 
where 
~ 
T' 
-
1/T - 1/T ( 3 .19) 
~ 
exp( 9) 
-
k { 3. 20) 
exp(.p) E 
-
- { 3. 21) R 
The change in contour of the sum of squares is shown in 
Figures 3.2 and 3.3. The parameters 9 and .p are thus more rapidly 
obtained than A and E; the initial parameter estimates are not as 
0 
critical and the estimation routine converges more rapidly to the 
minimum. Reparameterization and examples of its usefulness have been 
discussed in more detail elsewhere {Box {1960), Box and Draper (1965), 
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Draper and Smith (1966), Mezaki and Kittrell (1967)). 
3.3 sequential Experimental Design for Para.eter Estimation 
Parameter estimation for a model of known form has been 
discussed in the last section. The estimates thus obtained are likely to 
be approximate since experiments are probably poorly designed over the 
desired experimental range. They may still be too imprecise for real 
reactor design purposes. Box and Lucas (1959) developed an experimental 
design procedure for decreasing the amount of uncertainty associated 
with the estimates of parameters. It aims at reducing the volume of the 
JCR associated with the estimates. 
Box and Lucas (1959) have shown that the choice of the 
experimental variables, X , for an non-linear model which minimises the 
u 
determinant: 
I (D'l.'D)-1 I ( 3. 22 ) 
or, equivalently, maximises the determinant: 
I (D'l'D) I ( 3 . 23 ) 
will also minimise the volume of the JCR of the parameter estimates (see 
Appendix-B). The square root of this determinant (Equation ( 3. 23)) is 
proportional to the volume of the JCR of the estimates. 
Box and Lucas ( 1959) dealt with the simultaneous planning of 
exactly as many experiments as there are parameters in the model. Later 
Box and Hunter (1965) established a criterion for a sequential 
experimental design, generally known as the "Minimum Volume" design 
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(MVD) criterion, where all available experimental results are analysed 
each time an additional experiment is performed and the current 
information is then used for the design of the next experiment. The 
general scheme which they proposed is shown in Figure 3.4. Box and 
Bunter (1965) also indicated that this strategy not only minimises the 
size of the JCR of the parameter estimates but also the correlation 
between them. St. John and Draper (1975) have recently reviewed this 
criterion and its applications to real experimental studies in the field 
of chemical kinetics have been reported by Mezaki (1969), Froment and 
Mezaki (1970), Graham and stevenson (1972), and Jucisola et.al. (1972). 
Instead of minimising the volume of the JCR associated with 
the estimates, Bosten (1974) proposed to aim for a more spherically 
shaped JCR by maximum contraction of the longest principal axis of the 
confidence region hyperellipsoid. From Equation (3.12) it follows that 
this contraction is performed by those experiments which maximise the 
smallest eigenvalues of the (X1'X) matrix. Since this criterion 
specifically acts upon the shape of the JCR, it will be called the 
"Shape" design (SO) criterion. When both criteria were applied to twenty 
three experiments in the kinetic study of saccharose hydrolysis (Bosten 
(1974)), it was found that the ultimate volume of the JCR obtained with 
the MVD was about 2.7 times smaller than with the so. This was achieved, 
however, at the expense of superfluous contraction of some axes of the 
hyperellipsoid whiCh were already much smaller than the longest at the 
early stages of the design. owing to its specific action, the shape 
criterion arrives at a longest axis which is only about two thirds of 
that obtained by MVD. In addition, in this example at least, the 
correlation between the parameters was much smaller with the shape 
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criterion. 
Later, Bosten and Eming (1975) applied the SO criterion to the 
parameter estimation in differential equations that cannot be 
analytically integrated. 
Pritchard and Bacon (1978) have more recently proposed a new 
design criterion which measures the overall extent of correlations 
present among the parameter estimates; that is, a measure of the size of 
the correlation matrix R. They used the root mean square of the 
individual pairwise correlations 
c 
-
[ t r 1 2 i,j ij (p - p) ]1/2 ( 3 0 24) 
i .. j 
as a design criterion. Since this criterion specifically acts upon the 
correlations among the parameter estimates, it will be called the 
•correlation" design (CD) criterion. When both design criteria (MVD and 
CD) were applied to the design of fifteen experiments for the kinetic 
study of catalytic oxidation of o-xylene, it was found that the use of 
CD led to reductions in both correlation and the size of the JCR for the 
parameter estimates (Pritchard and Bacon ( 1978)). However, MVD led to a 
reduction in the size of the JCR alone, about five times smaller than 
CD. The use of CD also revealed that the extremely high correlations 
among estimates of the Arrhenius parameters (Equation ( 3 .15)) were 
essentially irreducible. 
section 4.4 of Chapter 4 compares these design criteria, 
focussing on their relative performance in the precision of the 
parameter estimates for a rate model. 
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4.~ Introduction 
This chapter discusses simu~ation studies app~ied to 
sequential experimenta~ design. The simulations were used to provide 
information in two principal areas. Firstly, the influence of 
reparameterization on the experimental design was considered and 
secondly, the performances of the design criteria in the estimation of 
the parameters were compared. 
The effect of reparameterization on the convergence of the 
parameter estimates at various noise levels (Section 4.4) and design 
criteria evaluation (Section 4.5) were investigated by utilizing a 
common reaction rate model, discussed in section 4.2. 
The choice of optimisation algorithm used to minimise the 
objective functions for the parameter estimation and the sequential 
experimental design is discussed in Section 4.3. 
4.2 Reaction Model 
The ethylene hydrogenation reaction system (see Chapter 2 for 
details) studied by Barton (~976) was used for the simulation studies. 
In Barton's work the hydrogenation of ethylene was investigated over 
supported nickel catalyst at atmospheric pressure in a differential 
reactor. The rate model for the reaction was: 
MODEL ~ 
rC2B6 - A 0 
-E 
exp( R'l' ) (X a: C B ) (X l 
2 4 B 2 
( 4. ~) 
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where, rC B 
2 6 
is the rate of formation of ethane, X and X 
C2B4 B2 
are the 
mole fractions of ethylene and hydrogen respectively. Incorporating the 
reparameterized Equation (3.18) for the Arrhenius reaction rate 
constant, the rate Model 1 can be rewritten as 
MODEL 2 r 
C2B6 -
exp(8) exp(-T'exp(p)) (X )a 
C2B4 
(X l 
B2 
( 4.2) 
Model 1 and Model 2 were used to examine the effect of 
reparameterization on the precision of the parameter estimates when 
utilizing the MVD criterion in sequential experimental design (Section 
4.4). Also, Model 2 was used to compare the three design criteria 
(Section 3.3) based on the relative precision of the parameter estimates 
obtained (Section 4.5). 
The original parameter estimates, hereafter refered to as the 
'true• values, were taken from Barton's analysis. The values were: 
A •4.629E+03, E•11.6 kcal/mole , a-Q.33, p-1.0. The values for 8 and p 
0 
were calculated on the basis of an average temperature of 338°K (Table 
4.1). 
An initial set of six experiments was planned so as to span 
the range of variables in a fairly arbitrary way. This set was used to 
initiate the simulated design programmes. The continuous operating 
region chosen was defined by XC 8 2 4 
from 0.1 to 0.4, XH2 from 0.4 to 
0,8 and T from 313° to 363°K. Constraints from the actual experiments 
were used to bound the allowable space. Thus an upper limit for the 
-1 -1 
reaction rate was set at 1. SE-04 kg mole sec (kg catalyst) because 
higher reaction rates gave run-away conditions (Barton (1976)), The mole 
fractions were restricted by: X 8 + X ( 1.0, with nitrogen used as c2 4 8 2 
Table 4.1 
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Orders of magnitude comparison of •true• 
parameter values. 
Non-RP model. RP model. 
Parameter 
A 
0 
E 
a 
{J 
Value 
4.6291!:+03 
1.1601!:+04 
0.33 
1.0 
Parameter Value 
9 -8.822 
.p 8.672 
a 0.33 
{J l..O 
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an inert diluent when necessary. 
The data from each set of experiments consisted of one set of 
independent variables (mole fractions of ethylene and hydrogen and 
reaction temperature) together with the dependent variable obtained by 
adding errors to the true values calculated from Equations (4.1) and 
(4.2). The errors -used were calculated from 
% Error s Random Number x % Noise ( 4. 3) 
The random numbers were generated from a Gaussian normal distribution 
with zero mean and a constant standard deviation of o.s. 10% and 40% 
noise levels were used for model performance comparision but only a 10% 
noise level was employed when comparing the performance of the three 
design criteria. 
4.3 Choice of Minimisation Routine 
An imPOrtant problem in parameter estimation and the 
statistical design of experiments is the choice of the numerical 
minimisation technique. TWo factors, computational time and robustness, 
were considered when selecting a suitable routine in the present study. 
A good measure of computational time is the number of times the 
objective function has to be evaluated. 
TWo objective functions were examined in 
optimisation routine: 
choosing 
1. The MVD criterion for optimal experimental design i.e. 
the 
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minimise 0
oesign - l I I ( DTD) 
This is equivalent to maximising the determinant I<DTDJI. 
2. The least squares criterion for the parameter estimation i.e. 
n 
minimise 0Estimation - E 
u=1 
1 2 
<y-> (yu 
u 
- 2 
Yu) 
( 4. 4) 
( 4. 5) 
Three algorithms were tested. Their convergence is compared in Tables 
4.2 and 4.3. The Quasi-Newton routine (Gill and MUrray (1972)) was 
clearly the best, converging to a smaller minimum more rapidly than the 
other techniques.- Of the remaining methods, the pattern search Simplex 
algorithm (Nelder and Mead (1965)) performed slightly better than the 
Powell algorithm (Powell (1964)). No method had difficulty in finding 
the flat valley that is the typical of least squares problems. However, 
the progress of both the Powell and SimPlex methods was slow. The 
QUasi-Newton routine continued to make progress until very near to the 
minimum. This result was consistent with the published results of Bard 
(1970) who found that the Gauss-Newton class of technique was better 
than several other common types of minimisation algorithms in solving 
least squares parameter estimation problems. 
The Quasi-Newton technique was clearly the best choice for 
minimisation of the present objective functions. 
A computer program was developed to design the optimum 
experimental conditions and estimate the kinetic parameters for the 
design. The flow-diagram and program listings are given in Appendix c. 
Table 4.2 
Minimisation 
Method 
Quasi-
Newton 
Simplex 
Powell 
• 
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Comparison of minimisation algorithms for 
the MVD criterion for experimental design. 
Starting 
Function 
Value 
0.1195 
0.1251 
O.l.l.95 
O.l.25l. 
O.l.l.95 
O.l.25l. 
Optimum 
Function 
Value 
0.0132 
O.ll3l. 
O.Ol.33 
O.l.l.42 
0.0].47 
O.l.l.40 
EXperiment 
Number 
Designed 
7 
l.5 
7 
l.5 
7 
l.S 
Number 
of Function 
Evaluations 
46 
62 
l.l.l. 9 
708 
• l.200 
928 
Algorithm did not converge. 
Table 4.3 
Minimisation 
Method 
Quasi-
Newton 
Simplex 
Powell 
comparison of minimisation algorithms for the 
least squares parameter estimation function. 
Starting 
Function 
Value 
0.32].99 
0.6400]. 
O.l.5350 
0.32].99 
0.6400]. 
O.l.5350 
0.32].99 
0. 6400]. 
0.15350 
Optimum 
Function 
Value 
9.279E-l.6 
0.29652 
O.l.l.486 
2.899E-05 
0.29652 
O.l.l.486 
0.05518 
0.29652 
O.l.l.486 
Number 
of data 
Points 
4 
l.l. 
24 
4 
l.l. 
24 
4 
l.l. 
24 
Number 
of Function 
Evaluations 
l.05 
88 
94 
428 
377 
l.86 
2l.l. 
327 
217 
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4.4 use of Reparameterized Model in sequential 
Experimental Design 
It has already been shown in Section 3.2.4 that the high 
correlation between the pre-exponential factor (A ) and the activation 
0 
energy (E) in the Arrhenius expression for a reaction rate constant k : 
k 
-
A 
0 
-E 
exp( RT 
can be reduced by reparameterization 
k 
-
where 
• k 
• 
* k 
-
E • 
exp(- R (1/T- 1/T )] 
• A exp( -E I RT ) 
0 
( 4. 6) 
( 4. 7) 
( 4.8) 
and T is a reference temperature. Whilst the use of a reparameterized 
(RP) model is undoubtedly successful in parameter estimation, its effect 
on the design of experiments to provide the data has not received any 
attention. In the present work the influence of reparameterization on 
the sequential design and the accuracy and convergence of the parameter 
estimates was studied for various noise levels. 
4.4.1 Results and Discussion 
Table 4.4 shows the initial block of six experiments and 
subsequent simulated experiments for Models 1 and 2. AS expected, the 
two designs led to somewhat different experimental conditions except for 
the first few experiments. 
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TABLE 4.4 Simulated experimental conditions*. 
Experiment I Temperature (°C) X XH Noise 
flo. CzH4 6 ~ 
l•lodel 2 flo de 1 2 t•1odc I 1 I Mode 1 2 flode 1 1 I flode 1 2 
45.0 0.35 0.65 
2 53.0 0.30 0.70 
3 60.0 0.28 Q.72 
4 68.0 0.38 0.45 
5 75.0 0.25 0.55 
6 85.0 0.15 0.60 
90.00 90.00 0.10 I 0.10 0.40 I 0.40 10 7 82.09 82.09 0.40 
I 
0. 40 0.60 I 0.60 40 
8 85 '80 85.80 0.10 0. 10 0.80 0. 80 ! 10 90.00 90.00 0.40 0.40 0.40 0.40 40 
9 67.43 67.43 0.10 I 0.10 0.80 0.80 10 85.80 90.00 0.10 I 0. 40 0. 80 0.40 40 
10 90.00 67.51 0.10 I 0. 10 0.40 0.80 10 80.76 74.67 0.21 0.40 0.79 0.40 
' 
40 
67.81 90.00 0. 10 I 0.10 0.80 0.40 10 ll 82.09 72.71 0 • I[Q 0.40 0.60 0.40 40 
12 67.81 68.00 0.10 0.10 0.80 0.80 10 80.82 90.00 0.20 0.10 0.80 0.66 40 
13 90.00 90.00 0. 10 0.10 0. 40 0. 40 10 90.00 90.00 0.10 0.10 0.66 0.40 40 
14 82.09 68.30 0.40 0.10 0.60 0.80 10 80.82 90.00 0.20 0.10 0.80 0.40 40 
80.82 90.00 0.20 0.40 0.80 0.42 10 15 70.68 90.00 0.10 0.10 0.80 0.40 40 
90.00 82.09 0. •10 0.40 0.42 0.60 10 16 80.82 85.80 0.20 0. 10 0. 80 0.80 40 
80.82 ' 80.82 0.20 0.20 
I 
0.80 0. 80 10 17 80.82 85.80 0.20 0.40 0. 80 0. so 40 
80.82 85.60 0.20 0.10 I 0. 80 0. 80 10 18 82.47 82.03 0. 40 0.40 0.59 0.60 40 
90.00 82.10 D. -10 0.40 0.42 0.60 . 10 19 80.82 82.09 0.20 0.40 0.80 0.60 40 
85.80 85.80 0.10 0.10 0. 80 0.80 10 20 63.69 85.80 0.20 0.10 0.80 0.80 40 
I 
82.09 85.80 0. 40 0.10 0.60 I 0. 80 10 21 90.00 80.84 0. 10 0.20 0.66 0.80 40 
65.58 82.09 0.40 0.40 0.60 0.60 10 22 63.62 65.65 0.20 0.20 0.80 0.80 40 
65.62 66.23 0.40 0.40 0. 60 0.60 10 23 63.45 65.29 0.20 I 0.20 0.80 0. 80 40 
80.82 66.20 0. 20 0.40 0.80 0.60 10 24 80.82 65.19 0.20 0.20 0.80 0. 80 40 
*Nitrogen is used as diluent. 
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The parameters A and E for Model 1 and their re-calculated 
0 
values for Model 2, estimated after each simulated experiment in 
sequence for each of two noise levels, are shown in Figures 4.1 and 4.2. 
It is seen that both the parameters are slightly better estimated using 
the RP model (Model 2) for 10\ noise and much better estimated for 40\ 
noise. It is also evident that, for both the models at a low noise 
level, the parameters converge to the true values after a few 
experiments . At the higher noise level the parameter estimates in the 
non-RP model (Model 1) show some signs of instability, and do not 
necessarily approach the true values. In fact, on Figure 4.1, the values 
of A from the non-RP model with 40\ noise level is completely off scale 
0 
after the 8th experiment. In the RP model, however, the parameters 
converge towards the expected values. 
This convergence or lack of convergence could be interpreted 
by postulating that, at low noise, the surface of the experimental 
design criterion as a function of operating variables rapidly becomes 
flat. This flatness was also noted by Graham and stevenson (1972). It is 
proposed that this phenomenon can easily be used as a stopping criterion 
for sequentially designed experiments by observing the number of 
function evaluations for the experimental design. It is evident from 
Figure 4.3 that as the response surface becomes flat the number of 
function evaluations to design the independent variables increases 
sharply for the low noise case, for both models. Figure 4.4, however, 
shows that at higher noise the design surface for the non-RP model does 
not exhibit such well defined behaviour, whilst the design surface of 
the RP model is quite immune to noise effects. 
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Table 4.5 compares the parameter values and their deviation 
from the true values, for 40% noise, at the ~5th designed experiment, 
after which the response surface becomes flat. It 'is evident that the 
values of E and a were estimated very accurately even at high noise by 
the RP model, while values of A and 
0 
p were reasonably good when 
compared to the non-RP model. The deviations in A and p are still 
0 
significant because the correlation between 9 and p in the RP model 
(Equation (4.2)) is relatively high (Table 4.6). However, the 
correlation between 9 and p in the RP model is reduced to the negligible 
value of o.~o compared to the correlation between A and E (of greater 
0 
than 0.99) in the non-RP model. 
The effects of noise and reparameterization on the size of the 
parameter confidence region (measured by (IDTDI )V2 ) are shown in Figure 
4.5 which clearly demonstrates the negligible effect of noise on the 
confidence region of the RP model. The size of the confidence region 
for the parameters is a measure of uncertainty in the estimates and its 
shape and size depends upon the the parameter values (Section 3.2). In 
the RP model all four parameters are of comparable order of magnitude 
(see Table 4.~), whilst in the non-RP model the values span four orders 
of magnitude. This point emphasises that a model should always be a 
candidate for some type of reparameterization or transformation of 
parameters if the parameter values span more than an order of magnitude. 
Figure 4.6 shows the effect of noise on the fractional 
residual, 
Fractional Residue 
-
Observed Rate Predicted Rate 
Observed Rate 
Table 4.5 
Parameter 
A 
0 
E 
a 
p 
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Parameter estimates at the 15th experiment 
( 40't Noise ) . 
Model l 
Parameter 
Value 
l.029e+05 
l.334E+04 
0.522 
1.870 
Relative 
Deviation 
( " ) 
+2.lE+03 
+15.0 
+58.2 
+87.0 
Model 2 
Parameter 
Value 
2.799E+03 
l.l53E+04 
0.309 
0.611 
Relative 
Deviation 
{'l) 
-39.5 
-0.6 
-6.4 
-38.9 
TABLE 4. 6 Correlation coefficients between parameters (40% Noise). 
Correlation Coefficients 
Model 1 Model 2 
Ao Eo (l s e <P (l 
After 1 0.9993 0. 9770 0.9317 1 0.9699 0.9874 
Preliminary 1 0.9709 0. 9226 1 0. 9700 Experiments 
1 0.9026 1 
1 
' 
After 1 0.9973 0.5187 0.5191 1 -0.1055 0. 5658 
15th 1 0.4603 0.4681 1 0.4113 Experiment 
1 0.6615 1 
1 
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for sequential experiments. It is apparent that the RP model is far 
superior to the non-RP model, with the RP residuals lying almost 
entirely Within an envelope defined by the non-RP residuals. Also, the 
number of function evaluations in the parameter estimation is much 
smaller for the RP-model compared to the non-RP model (Figure 4.7). For 
example, 110 and 553 respectively for the 7th experiment at 10\ noise. 
4.5 comparative Performance of Design Criteria 
No thorough testing of the design criteria (Section 3.3) on a 
common model has been published. It is the purpose of this section to 
compare the design criteria focusing on their relative performance in 
the precision of parameter estimates for the rate Model 2 discussed in 
section 4.2. 
4.5.1 Results and Discussion 
The initial b~ock of six experiments and subsequent simulated 
experiments for the design criteria are shown in Figure 4.8. The design 
criteria led to different experimental conditions. As expected, the MVD 
criterion used the overall operabilty region and the designed 
experimental conditions lay on the boundaries. However, localized 
designed conditions were observed for SD and CD criteria. No replicate 
experiments were observed with the CD criterion. 
After eight designed experiments, the MVD criterion became 
insensitive to variations in the choice of experimental conditions due 
to a flat surface. This flatness in the response surface of the design 
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criterion as a function of experimental conditions has been discussed in 
section 4.4. However, a comparable flatness in the response surface was 
not observed for the SO and CD criteria. 
Table 4.7 gives the parameter estimates obtained by different 
design criteria. It is seen that the estimates are slightly better for 
parameters A and E with the MVD criterion than the so and CD criteria 
0 
and the parameter p by the so and CD criteria than with the MVD 
criterion. The parameter a was not estimated particularly well by any of 
the design criteria due to the strong correlation between 9 and a (Table 
4. a). 
Table 4.8 gives the binary correlation coefficients between 
the parameter estimates before and after the application of the design 
criteria. It is evident that the magnitude of the correlations among the 
parameter estimates is : 
MVD > so > CD 
The so and CD criteria were able to reduce the weaker correlation to 
negligibly small values, with the CD criterion achieving better 
reduction as anticipated. Table 4.9 compares the values of overall 
correlation (C). It is evident that the CD criterion reduced the c 
values drastically after eight designed experiments but a further eight 
experiments achieved only marginal improvement. The so criterion showed 
a similar trend with slightly larger C values. The MVD criterion on the 
other hand showed a progressive reduction in the c values, but with a 
more substantial correlation persisting. 
TABLE 4.7 Results of parameter estimation. 
After 
Parameter After 8th Designed Experiment 
Preliminary 
Experiments 
~iVD so CD 
-
A (X l.OE-03) 20.987 
0 
5. 511 5.688 5.955 
E0 {X l.OE-04) 1.235 1.163 !. 167 1.169 
a 0.519 0.397 0.390 0.390 
8 I. 261 1.072 1.029 1.047 
L._------~--· -~---- -·~----
After 16th Designed Experiment 
rwo so CD 
4.933 4.029 3.837 
!. !56 I. 147 I. 142 
0. 387 0.370 0.361 
1.072 0.981 1.039 
True 
Value 
4.629 
1.160 
0.330 
1.00 
I 
I 
-..) 
N 
I 
1 
1 
1 
TABLE 4.8 
e 
1 
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A Comparison of correlation coefficients between 
parameter estimates obtained by different design 
criteria. 
After Preliminary Experiments 
q, Cl s 
0.9637 0.9876 0.9698 
1 0.9760 0.9201 
1 0.9243 
1 
After 8 Designed Experiments After 16 Designed Experiments 
Minimum Volume Desi2n 
0.5212 0.9443 0.5991 1 -0.2472 0.7378 0.5854 
1 0.6519 0.5820 1 0. 3118 0.4028 
1 0.4572 1 0.5290 
1 1 
Correlation Specific Design 
0.0999 0. 5577 0.5432 1 0.0352 0.5072 0.5568 
1 0.3317 0.0109 1 0.1106 0.0258 
1 -0.3408 1 -0.3969 
1 1 
Shape Design 
-
0.3348 0. 7296 0.2690 1 0.3303 0. 6875 0.2573 
1 0.4715 0.1715 1 0.5247 0.0322 
1 -0.3738 1 -0.4531 
1 1 
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TABLE 4.9 A comparison of overall correlation (C) . 
Overall Correlation (C) 
MVD SD CD 
After Preliminary 0.957 0.957 0.957 Experiments 
After 8 Designed 0.645 0.430 0.375 Experiments 
i 
I 
After 16 Designed I 0.498 0.434 0.351 I Experiments 
J 
L 
TABLE 4.10 
Character- After is tics Preliminary 
Experiments 
(', 2.29E+l7 
Al 1. 26E-07 
A2 7.38E-09 
A3 1.04E-09 
A4 1.97E-11 
Characteristics of the joint confidence region of the parameter 
estimates before and after the application of designs criteria. 
After 8th Designed Experiment After 16th Designed Experiment 
MVD so CD MVD so CD 
3.43E+l5 1.10E+l6 1.74E+16 3.64E+l4 7 .16E+l5 1.28E+l6 
5.40E-07 3.07E-07 2.28E-07 1.34E-06 4.27E-07 2.87E-07 
1. 63E-08 8.33E-09 8.90E-09 5.84E-08 9.37E-09 1.13E-08 
7.27E-09 2.03E-09 2.18E-09 1.43E-08 2.37E-09 2.53E-09 
1. 33E-09 1.60E-09 7.44E-10 6.73E-09 2.05E-09 7.50E-10 
-
I 
I 
__, 
t.n 
I 
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It is interesting now to examine how the joint confidence 
region has been modified by the design criteria. Table 4.10 gives the A 
values, the volume of the joint confidence region of the parameter 
estimates (measured by ( IDTDI )-¥2 ) and the principle axes length in 
terms of the eigenvalues l. of the (DTD) matrix, before and after the 
1 
application of the design criteria. 
It is seen that the volumes of the JCR of the parameter 
estimates, obtained after eight designed experiments by the SD and the 
CD criteria are about 3 and 5 times larger respectively than those 
obtained from the MVD criterion. A reduction by a further factor of 1.5 
was obtained by the SD and CD criteria, compared to a factor of 9.4 with 
the MVD criterion, after eight additional experiments. As might be 
expected, the longest axis (corresponding to l 4 ) has been shortened to 
the greatest extent by the SD criterion after the Bth designed 
experiment. However, after the 16th designed experiment, the longest 
axis has been shortened most by the MVD criterion. 
Rosten (1974) defended the SD criterion by saying that the MVD 
criterion arrives at a smaller volume of the JCR due to the superfluous 
contraction of some axes which were already far smaller than the largest 
axis. Rosten's aim was to make the JCR as spherical as possible so as to 
estimate all parameters with an equal degree of precision. However, this 
is almost impossible to do with the naturally occuring large span in the 
orders of magnitude of the parameters (Table 4.1). A reparameterization 
or transformation of parameters, as used in this work, is a much better 
way of achieving a close approach to a spherical region. 
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It is apparent from Tables 4.7 and 4.10 that after the first 
eight designed experiments little if any significant improvement in 
parameter estimates was achieved. With the SD and CD criteria there is 
no simple way of deciding when to terminate the experimental sequence, 
other than by judgement of convergence of the estimates, or the criteria 
values. In fact, for high noise levels, as may occur in industrial 
experimentation, it was found that the so criterion failed to converge, 
whilst the CD criterion showed signs of instability due to a tendency to 
produce a localized design. However, the MVD criterion did not show such 
instability and the parameters converged towards the expected values. 
Further, -it has been shown (Section 4.4) that the MVD criterion provides 
a natural convergence criterion for terminating the sequential 
experimental design programme. 
4.6 Conclusions 
The performance of avail,able design criteria for the 
sequential design of experiments to estimate the kinetic parameters have 
been compared using a common reaction model. The design criteria 
proposed by Bosten (1974) and Pritchard and Bacon (1978) proved useful, 
but failed to cope with noisy data which might arise in industrial 
experimentation. However, the design criterion of Box et. al. 
(1959,1965) gave satisfactory results in all situations. 
The criterion of Box et. al. was used to study the influence 
of reparameterization on the parameter estimates. It is seen from the 
example that the RP model led to better parameter estimates in a 
sequentially designed experimental programme, even with strongly 
t~ 
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correlated parameters and high experimental noise levels. This model not 
only reduced the correlation among the parameters, but reduced 
significantly the volume of the confidence region of the estimated 
parameters. Its use should lead to more economical experimentation, with 
saving in computational time and the potential for equivalent parameter 
precision with fewer experiments. Whilst the availability of a 
statistical technique less sensitive to noise should not be advocated as 
an excuse to permit poorly designed or performed experiments, it appears 
that the RP model will tolerate very noisy data and allow an 
experimental programme to converge to meaningful results not otherwise 
obtainable. This is of significance in awkward industrial experimental 
situations. 
Finally, with the RP model, a sudden increase in the number of 
function evaluations for the optimum design appears a useful criterion 
for terminating the sequential experimental programme. 
l 
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s.~ Introduction 
Estimating the parameters in a kinetic mode~ as precise~y as 
possible is an essential part of the design, development, and control of 
the chemical reactor. However, the collection of the reaction data, its 
interpretation and the estimation of parameters are tedious and time 
consuming tasks. 
Brisk (~969) has discussed an approach which accelerates the 
collection of kinetic data. The method utilizes an on-line computer 
controlled laboratory reactor. The computer's tasks include data 
collection, simple data reduction such as rate calculation and control 
of the operating variables. 
In Chapters 3 and 4 the advantages of the sequential 
experimental design strategy as a means of improving the precision of 
parameter estimates was discussed. Also, as observed later (Chapter 7 ) , 
sequential design also reduces the number of experiments needed to 
achieve parameter estimates in comparision to conventional methods. 
Brisk's (~969) approach could be extended by including the sequencing of 
the designed experiments in the computer's tasks. Therefore, by 
utilizing a real time computer it should be possible both to reduce the 
experimentation time and also improve the precision of the parameter 
estimates for a kinetic model. 
In general, the computer controlled apparatus would require a 
micro- or mini-computer to perform the real time tasks of equipment 
operation for the experimentation stages. However, the computations 
required for the optimal design and parameter estimation steps require 
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non-linear multivariable search algorithms (see section 4,3), are 
generally too demanding for mini-computers, especially if the computer 
is also to perform the time critical tasks of data collection and 
apparatus control. Therefore, a hierarchy of computers was initially 
proposed to perform the various control and computational functions 
needed to automate the entire process of the catalyst kinetics 
measurements. 
This chapter gives a brief description of such a hierarchy of 
computers and discusses the experimental apparatus eventually used to 
study the ethylene hydrogenation reaction over supported palladium 
catalyst. 
5.2 The computer Hierarchy 
Figure 5.1 shows the computer systems originally planned to 
perform the present kinetic studies. The upper level was to be a large 
mini-computer which was also time shared amongst many others users and 
tasks, in the manner of a "mainframe" machine. In the present case this 
computer was a PDP 11/60, with substantial disc storage and a wide range 
of peripherals, supporting up to 20 time-sharing users. This level would 
be required for the heavy computational tasks of parameter estimation 
and sequential experimental design which need to be done rapidly, but 
not as real time operations. The large on-line storage could also 
receive logged chromatographic analytical data for subsequent 
processing. All programming at this level was to be in the FORTRAN 
language. 
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A Motorola M6800 microprocessor-based system was to be used at 
the lower level to handle the real time logging sequence, and direct 
digital control (DDC) functions to operate the reactor and to collect 
the data. Figure 5.2 is a schematic diagram representing the hardware 
structure of the micro-computer and its interfaces. The program at this 
level is written in assembler and stored permanently in ROM. Details of 
the M6800 software are described elsewhere (Rowles and Brisk (1979)). 
It was originally planned to use these on-line facilities on 
the kinetic reactor used for present studies. However, they were not 
fully applied due to the following limitations: 
i. The non-linear multi variable search algorithms used for optimal 
design and parameter estimation along with the main computational 
program could not be readily run on the PDP 11/60 due to their size 
and were run on a large mainframe machine ( CYBER 17 3 ) . The flame 
ionization chromatograph for the analysis of the gas mixture was 
not interfaced to the micro-computer in time. 
ii. The five control loops, to be discussed later, interacted with each 
other in DDC mode and it was more satisfactory to operate without 
DDC once the desired conditions were obtained. 
In the present studies, the M6800 was used at the start of the 
experiment to bring the desired variables to the required level and 
later it was used to monitor the conditions of the experiment. The data 
collected was entered manually into the CYBER computer where it was 
processed. 
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5.3 The ~r~ntal Apparatus 
The Figure 5.3 is a schematic diagram showing the overall flow 
system and instruments used for the manual or automatic catalyst kinetic 
measurements. 
5.3.1 A General Description 
The apparatus was designed to accommodate three separate gas 
phase feed streams for ethylene, hydrogen and diluent nitrogen. Each of 
the reactant feed lines was connected to a nitrogen purge stream and was 
separately passed through a series of two tubes (0.46 m long and 0.25 m 
OD) of 3A molecular sieves and Drierite to remove any traces of water 
present in the reactant feed. A brass filter (Nupro 'F' series) with a 
mean pore diameter of 60 ~ was connected before the controlled needle 
valve on each feed stream. Its function was to remove any particulate 
material, to avoid any blockage of the capillary tube used for measuring 
the gas flow, and for trouble free operation of the fine metering needle 
valves. The flow rate of each stream could be controlled either manually 
using the rotameter as a flow indicator, or automatically by the M6800 
which measured the differential pressure across the capillary. The gases 
then passed through a mixing point where the three gas streams were 
mixed together at a controlled mixing pressure of 100 kPa(g). The mixed 
gases then passed to the catalytic reactor via a pre-heating coil. The 
reaction pressure was set downstream of the reactor by a needle valve. 
The mixing and reactor pressures could be controlled either manually or 
automatically. The product gases passed through a water cooled heat 
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exchanger before being vented to atmosphere. Sampling of the reactant 
and product gases was provided by a continuous bleed stream set at a low 
flow rate. The compositions of reactant and product gases 
determined using a flame ionization chromatograph. 
were 
The surging effect in the ethylene gas feed line was overcome 
by using a large surge vessel and a two stage pressure regulator. 
5.3.2 Flow Measurements and Control 
The following arrangments were utilized to control gas flow 
rates, mixing and reactor pressures either manually, or directly by 
micro-computer. 
Normally closed solenoid valves were fitted in the feed lines 
and pressure compensated needle valves (Flow-stat) were used to control 
the flow rates of each gas feed stream. These valves were operated using 
Phillips 4-phase unipolar stepper motors operated by electronic 
switching. Micro-switches were utilized to limit the range of the needle 
valves. 
Each feed stream was fitted with a rotameter to enable 
measurement of gas flow rate and to provide visible evidence of gas flow 
when the apparatus was operating under computer contol. A pre-determined 
length of capillary was used to provide a differential pressure drop for 
each feed stream. The pressure drop across each capillary was measured 
by a "Yamatake Honeywell'" differential pressure to current 
transmitter. These 4-20 ma current signals were converted into voltage 
signals across precise 250 ohm resistors to provide analog input to the 
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computer for automatic flow control (see Figure 5. 4). Voltage 
measurements across the resistance were more precise than the rotameter 
readings. Therefore, the flow rates of each feed stream were calibrated 
against the voltage readings for manual operation. 
The mixing point and reactor pressures were controlled by 
"Nupro" fine metering needle valves. A pressure gauge of range o - 160 
kPa displayed the measured pressure at each location. For computer 
measurements of these pressures, differential pressure to current 
converters, identical to those described above, were used. In this case, 
however, the low pressure end of the transmitter was open to atmosphere 
to provide gauge pressure measurements. The needle valves controlling 
the pressure could be driven either manually or automatically by stepper 
motors. Figure 5.5 is a photograph of part of the experimental rig 
showing the arrangments discussed above. 
5.3.3 The Reactor 
The reactor was made from 4.2 mm ID by 100 mm long stainless 
steel tube. Five thermocouple positions were provided for the reactor 
bed temperature measurements during the reaction. Stainless steel 
sheathed iron-constantan thermocouples were used. Figure 5.6 shows the 
details of the reactor. The reactor was immersed in a constant 
temperature fluidized sand bath, designed and constructed by Barton 
(1976). Figure 5.7 provides a side view of the sand bath showing the 
position of the 1200 W heating element. A West Gardian 3 term 
controller was used to control the temperature of the fluidized sand 
bath. A Leed and Northrup's temperature recorder was used to record the 
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Photograph of part of the experimental rig to show 
the flow measurement and control equipments. 
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temperatures from the reactor bed and the temperature of the fluidized 
sand bath. 
Figure 5.8 is a schematic diagram of the air supply system for 
the fluidized sand bath. Air was taken from a 690 kPa line and passed 
through a series of filters to remove any oil or moisture present. A 
three stage precision pressure regulator was used to prov1de a constant 
fluidization pressure in the sand bath and facilitated control of the 
fluidized sand bath"s temperature to within± 1°c. 
A by-pass line was provided to facilitate change-over of 
settings of variables for the next experiment allowing the catalyst bed 
to be kept under an atmosphere of desired conditions. 
As discussed earlier, the reactor pressure could be maintained 
either by DOC or manually using a downstream needle valve driven by a 
stepping motor. A pressure of 20 kPa(g) was used for the present study. 
5.3.4 Measurements of Conversion 
A Pye 104 series flame ionization gas chromatograph was used 
for all conversion measurements. The sampling system is shown in Figure 
5.9. The Pye 13440 sampling valve could be activated manually or 
remotely by the control computer. A 1 ml sampling loop was used. A 
continuous bleed of either the feed stream or reactor product stream 
could be selected by solenoid valves and directed to the sampling valve 
of the chromatograph. The operating conditions for the chromatograph 
were: 
Compressed 
Air ~ 
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oven temperature ~ 0 40.0 c 
Carrier gas flow rate l.OE-03 m 3 -l 
-
sec 
Hydrogen flow rate 2.4E-03 m 3 -l 
-
sec 
Air flow rate 3.6E-02 111 3 -1 R sec 
Detector oven temperature 
-
75°C 
sample gas flow rate 1.17E-06 m 3 -1 
-
sec 
The output from the chromatograph amplifier was sent to a 
Shimadzu•s Chromatopac ElA integrator. 
5.4 Calibration Procedures 
5.4.1 Thermocouples 
The thermocouples were calibrated over the range 40° to 110°c 
using the fluidized bed (as a constant temperature bath) and a 
calibrated mercury-in-glass thermometer. The results showed that: 
i. There was no significant difference between individual 
thermocouples. 
ii. The actual temperature was a linear function of the temperature as 
measured by the thermocouple/multi-point recorder combination. A 
linear regression program was used to determine the line of best 
fit through the data from all thermocouples. 
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5.4.2 Flow Rates 
The ethylene, hydrogen and nitrogen flowmeters were calibrated 
at a mixing pressure of 100 kPa(g) using a wet-test meter and;or soap 
bubble meter. These flow rates were measured against the voltage across 
the precise resistance (see section 5.3.2) and the volumetric flow rates 
were fitted to a second order polynomial after they were corrected to 
STP. 
5.4.3 Gas Chromatograph 
Special gas miXtures of ethylene, ethane and hydrogen were 
used for the gas chromatograph calibration. The ethane mole percentage 
ranged from 0.8\ to 2.1\ and the ethylene mole percentage ranged from 5\ 
to 30\, with the balance being hydrogen. The instrument was prepared 
according to the procedure discussed in section 5.3.4. Samples were 
introduced into the column using the sample valve. A linear regression 
was applied to determine the line of best fit through the data. 
5 . 5 Materials 
5.5.1 Gases 
The following gases were used for the present studies: 
1. Ethylene, CP grade(> 99.5\ pure with remainder inerts). 
2. High purity hydrogen (>99.98\ pure). 
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3. oxygen-free high purity nitrogen. 
5 . 5 . 2 catalyst 
5.5.2.1 catalyst support 
Alcoa Tl62 non-porous alumina pellets ( supplied as nominal 
l/8 in • 3.2 mm balls) were used for catalyst support. Pellets were 
crushed to -12 +14 mesh size (average diameter 1.27E-03 m) in a Tima 
mill. The crushed pellets were first digested in concentrated 
hydrochloric acid to remove any iron on the pellet surface originating 
from the Tima mill and then thoroughly washed with warm distilled water 
to remove any chloride ions. The washed pellets were dried at 120°c. 
These dried pellets were used as the catalyst support. 
5.5.2.2 Method of Preparation 
The palladium/alumina catalyst was prepared by an impregnation 
technique. A measured amount of PdC12 was dissolved in a small quantity 
of concentrated BCl (12M). The solution was then evaporated to dryness 
at 7o0 c, and distilled water was added to obtain the required amount of 
salt solution which was just enough to wet the alumina pellets. This 
salt solution was mixed with the alumina pellets and stirred vigorously. 
The excess water was removed by vacuum drying using a rotary vacuum 
evaporator. 
The impregnated sample was dried at 120°c for two hours then 
reduced under flowing hydrogen, first at 200°C for one hour to preclude 
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AlC13 formation (Veduraz et. al. (1978)) and then at 330°c for two 
hours. The catalyst was washed repeatedly with hot distilled water until 
the elimination of chloride ions was complete. After drying, the sample 
was further reduced in a hydrogen stream under the previous conditions. 
A 0.01% palladium on alumina pellet catalyst was prepared by 
the above method for the present studies. 
5. 6 Analysis of Reactor Data 
With the small amount of conversion (less than 5%), it was 
assumed that the reactor operated differentially. Thus, rate could be 
computed directly from the feed parameters and the measured ethane 
content in the product gas. For a differential mass of catalyst and plug 
flow conditions, the reaction rate in terms of ethane formation can be 
expressed as (see Appendix A for details) 1 
rC2H6 - (1 + 
F 
0 
X 2 1 
C H ) 
2 6 
dXC 
2H6 
dw ( 5 .1) 
For the case of no ethane in the reactor feed, Equation (5.1) may be 
written in the form 
where 
r 
C2H6 
F 
0 
- -w 
(XC H )f 
, 6 
- 1 [ 1 + (XC H )f 
2 6 
( 5 .2) 
,, 
F • mo~ar feed rate 
0 
- ~00-
(XC B ) f 
2 6 
-
mole fraction of ethane in product gas 
w • mass of catalyst 
The reaction conversion was calculated from the feed 
parameters and the mole fraction of ethane in the product gas (see 
Appendix A for details). 
;l( 
-
X 
C2B6 
(XC B ) ( ~ + 
2 4 ° 
X ) 
C2B6 
The supscript o refers to the inlet conditions. 
( 5. 3) 
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6.1 Introduction 
This chapter presents a discussion of the results obtained 
from the conventional kinetic experiments performed with the equipment 
described in the previous chapter. The results were used to establish 
the reaction mechanism of the hydrogenation of ethylene over a supported 
palladium/alumina catalyst. The initial estimates of the parameters of 
the proposed rate model were calculated to provide the basis of the 
sequential experimental design technique described in Chapter 3. 
6.2 Results and Discussion 
The reaction experiments were carried out using hydrogen rich 
gas mixtures containing 10 to 30\ of ethylene. To ensure that the 
catalytic data were obtained in a region where mass transfer was not 
controlling, 3 -1 a high total gas flow rate of 42E-06 m sec was used for 
the present studies. Theoretical calculations were performed for 
interparticle effects, confirming that the experimental studies were 
free from any external diffusion effects (for details see AppendiX D). 
The intraparticle effects were assumed to be negligible as the 
impregnated catalyst was prepared using a non-porous alumina support of 
negligible internal surface area. A temperature range of 50° to 90°C 
was used for the present study and a fixed amount of the active catalyst 
was used (about 1.5E-04 kg before dilution). 
All experiments were carried out at a conversion below 5\ to 
maintain the differential behaviour of the reactor and also to justify 
the use of Equation (5.2) to calculate the reaction rate. During some 
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initial experiments it was established that the maintenance of a small 
axial temperature gradient was more important than achieving low 
conversion. 
The temperature in the reactor was controlled by separating 
the active catalyst particles with inert support of the same size. This 
procedure reduced the longitudinal temperature gradient to a maximum of 
s
0
c. It was assumed that there was no significant radial temperature 
gradient due to the small reactor diameter. 
Temperatures were measured at five different locations in the 
reactor (see Section 5.3.3). The rate computed from Equation (5.2) was 
based on a temperature corresponding to the arithmetic average of these 
temperature values. This average was considered an improvement over 
taking the average of inlet and outlet temperatures of the reactor, 
which has been the practice in the past (Pauls et. al. (l.959), 
Koestenblatt and Ziegler (l.97l.)). 
Blank experiments in Which the reactor contained only catalyst 
support established that no measurable conversion occurred under these 
conditions throughout the temperature range investigated. 
Previous published studies demonstrated that ethane had no 
effect on the reaction other than that of an inert diluent. Bence no 
experiments were performed with ethane added to the feed. 
6.2.l. catalyst Activity 
It has been observed that the activity of the palladium 
---.., 
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supported on al.umina catalyst stablizes after an initial declining 
period. The activity during the initial period was dependent upon two 
factors; firstly, the composition of the gaseous mixture and secondly, 
the gaseous atmosphere before the exposure of the catalyst to the 
reaction mixture. Two gaseous atmospheres were investigated: an inert 
atmosphere with nitrogen gas and a preconditioning atmosphere of 
hydrogen gas. The behaviour of the fresh catalyst in each atmosphere was 
the same; that is, an initial decline in the activity followed by a 
constant activity (see Figures 6.J. and 6.2). Similar phenomena were 
observed by Yamabe et. al. ( J.974b) for their palladilllll/silica-alumina 
catalyst. on the other hand, two different behaviours were observed for~ 
the used catalyst. A gradual increase in the catalyst activity followed 
by a constant activity was observed for those catalysts which were kept 
in a nitrogen atmosphere (Figure 6.J.). However, the behaviour of the 
hydrogen conditioned used catalyst activity was similar to that of the 
fresh catalyst (Figure 6.2). Bere, the constant activity will be called 
the "steady" activity of the catalyst. The reaction rate for a given 
condition was always measured at the steady activity of the catalyst. 
Test runs were carried out to establish that the catalyst 
could be used for a longer period under different conditions without 
losing much of its activity. After an initial loss in activity it was 
observed that the catalyst tended to lose about 2 to 5\ of its 
activity after using it for more than J.O to 15 experimental runs under 
different conditions (see Figure 6.3). The loss in the activity was 
predominant at higher temperatures(> 80°C). A test was designed to 
check the activity after every series of experiments. If the loss in 
activity was more than 5\ the reactor bed was replaced. Any error 
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introduced by this sma11 amount of deactivation can be over1ooked when 
compared to the error arising from averaging the reactor temperatures to 
estab1ish the reaction rate. 
For the nitrogen conditioned cata1yst, at the maximum hydrogen 
concentrations, and for the hydrogen conditioned cata1yst, at the 
maximum ethy1ene concentrations, high axia1 temperature gradients were 
observed. As exp1ained later, this was due to the rate dependence being 
more than first order in hydrogen and near1y first order in ethylene for 
the nitrogen and hydrogen conditioned cata1ysts respective1y. It was 
also observed that the maximum temperature rise in the reactor bed 
occurred during these two situations. Nitrogen gas was therefore used as 
a di1uent in the reaction mixture to avoid these temperature rises. A 
minimum of 10\ nitrogen gas was used as diluent in further studies. 
6.2.2 Activation Energy 
There is little agreement in the 1iterature on the va1ue of 
the activation energy of the reaction. The variabi1ity of these results 
cou1d be attributed to the difficu1ty in estimating . the average 
temperature at which the reaction occurs and in some cases, especial1y 
closed systems, the diffusional effects between the bu1k gas and the 
cata1yst surface. In the present studies, the value of the activation 
energy for the reaction was measured over a fairly small temperature 
range varying from 50° to 9o0c. The small temperature range was chosen 
to avoid any temperature rise in the catalyst bed as the catalytic 
reaction is exothermic. 
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Arrhenius p1ots of experimental data for differently 
conditioned catalysts, as shown in Figures 6.4 and 6.5, revealed a break 
. d 0 occurr~ng aroun 70 c. The values of the activation energy obtained 
using a linear least squares method for different temperature ranges and 
conditioned catalysts are given in Table 6.1. The change of the slope of 
the Arrhenius plot has also been reported for this reaction on nickel 
0 
catalyst at around 150 c (Fulton and Crosser (1965), Koh and Hughes 
(1974)). The explanation given is based on decreased adsorption of 
hydrogen (Sato and Miyahara (1965)) or decreased adsorption of ethylene 
(Koh and Hughes (1974)) on the nickel catalyst surface. 
catalyst 
Atmosphere 
Nitrogen 
Hydrogen 
Table 6,1 Activation Energy 
Temperature 
. 0 0 between 50 to 70 c 
Temperature 
0 0 between 70 to 90 c 
{ kcal/mole ) { kcal;mole ) 
9.2 3.8 
17.2 7.4 
It appears from Table 6.1 that there was an increase in the 
activation energy for the hydrogen conditioned catalyst. Simi1ar 
phenomena was also observed by Couper and Eley (1950) and Scholten and 
Konvalinka (1966) in their studies of the conversion of para-hydrogen on 
palladium catalysts. Both sets of authors interpreted the increase in 
the activation energy as being due to the absorption of the hydrogen on 
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the pal1adium surface and this was attributed to the formation of the 
p-hydride phase in the Pd-H system. 
6.2.3 Rate Equation 
An experimental procedure was p1anned to estab1ish the effect 
of the average partial pressure of each component while holding the 
average partial pressures of the other components constant. Nitrogen gas 
was employed as diluent to make up the total gas f1ow rate. Figures 6.6 
and 6.7 show the results obtained for the experiments with the 
concentration of ethylene and hydrogen held constant in turn for the 
differently conditioned catalysts (also see Tables E.6 and E.? in 
Appendix E ) . The empirical dependence of the rate on the component 
partia1 pressures under different conditions is given in Table 6.2. A 
wide spectrum of reaction conditions was used to get an overall picture 
of the rate dependence. 
As the use of the above experimental procedures, which kept 
one of the component partial pressures and the average temperature of 
the reaction constant, could bias the apparent effects of the variables 
on the reaction rate, more experiments were carried out in which partial 
pressures of ethylene and hydrogen as well as reaction temperature were 
varied while keeping the total feed flow rate constant. This rate data 
(see Tables E.B and E.9 in Appendix E) was first used to determine the 
empirical dependence of the rate on partial pressures at different 
temperatures (T < 70°C). An empirica1 rate model such as: 
r 
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Tabl.e 6.2 
catalyst 
Atmosphere 
Nitrogen 
Hydrogen 
- l.l.S -
Reaction orders with respect to partial pressures 
of ethylene and hydrogen under various conditions. 
Ethylene Dependence Hydrogen Dependence 
Reaction Conditions Reaction Conditions 
Order Order 
0.60 p8 •60.0% 1.82 Pc B =l.O .8\ 2 z 4 
0 Temp-79.6 c 0 Temp-59.5 c 
0.97 p8 -so. l% 1.23 Pc H =30.2% 2 2 4 
0 Temp-70.7 c 0 Temp-90.0 c 
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was fitted, after utilizing the reparameterization technique (see 
section 3.2.4) and the non-linear least squares method discussed in 
Chapter 4. This gave the following results (also see Tables E.10 and 
E.11 for statistical analysis of the parameter estimates): 
( rC B )N 
z 6 z 
< rc a >a 
2 6 2 
-
5.84E+OZ exp( -l.07E+04 RT ) ( )0. 43 Pc B 
2 4 
(Nitrogen conditioned catalyst) 
6.31E+05 exp( -1.47E+04 RT ) ( ) 0. 95 Pc B 
2 4 
(Hydrogen conditioned catalyst) 
(PB )1.81 
2 
<Pa ,1.10 
2 
( 6 .2) 
(6.3) 
For the nitrogen conditioned catalyst, the reaction orders 
with respect to the partial pressures of ethylene and hydrogen are in 
good agreement with Sakellaropoulos and Langer (1981). The reaction 
order with respect to the ethylene partial pressure for the hydrogen 
conditioned catalyst is also in good agreement with Nagamoto and Inoue 
(1981). The fractional order with respect to ethylene and hydrogen 
suggest a Langmuir type of mechanism with adsorption of hydrogen and;or 
ethylene on the catalyst surface. 
Equations (6.2) and (6.3) also reveal that the reaction order 
with respect to the partial pressure of ethylene has increased by a 
factor of two for the hydrogen conditioned catalyst. It could be 
interpreted that the ethylene and hydrogen molecules had an equal 
opportunity to adsorb on the nitrogen conditioned catalyst. on the other 
hand, in the case of the hydrogen conditioned catalyst, the active sites 
would have been occupied by the hydrogen atoms due to the nature of the 
- ~~7 -
palladium metal. Therefore, the extra adsorption of hydrogen atoms on 
the palladium would have reduced the possibility of the ethylene 
molecules adsorbing, or the gaseous ethylene molecules would have 
reacted with the adsorbed hydrogen atoms. This blocking by hydrogen of 
ethylene's access to the surface in the hydrogen conditioned catalyst 
could be the reason for an increase in the reaction order with respect 
to ethylene partial pressure. A similar explanation could be true for 
the decrease in the reaction order with respect to the hydrogen partial 
pressure for the hydrogen conditioned catalyst. A nearly second order 
dependence with respect to the hydrogen partial pressure in the case of 
the reaction rate for the nitrogen conditioned catalyst could be 
explained by an addition of a second hydrogen molecule in the reaction 
mechanism. Similar explanations were also given by Sakellaropoulos and 
Langer (~98~). In summary, it appears there are two different reaction 
mechanisms taking place, depending upon the pre-conditioning of the 
catalyst. 
6.2.4 Reaction Mechanism and Kinetic Model: 
The purpose of the present studies was to establish a reaction 
mechanism based on the following kinetic observations: 
i. Palladium has a strong affinity for hydrogen. Hydrogen is absorbed 
on its surface and also permeates through it. 
ii. The apparent orders of the reaction with respect to ethylene and 
hydrogen for the nitrogen conditioned catalyst are: 
0.4 < a < 0.6 
l..2 < p < 2.0 
- l.l.8 -
for ethylene 
for hydrogen 
iii. The apparent orders of the reaction with respect to ethylene and 
hydrogen for the hydrogen conditioned catalyst are: 
0.8 < a < 1.0 
p > 1.0 
for ethylene 
for hydrogen 
iv. The ethylene is adsorbed as 77-adsorbed ethylene and reacts 
instantly as it comes in contact with hydrogen (Soma ( 1979)). 
Based on the observations, the following mechanistic steps are 
proposed to explain the kinetics of the ethylene hydrogenation reaction 
on palladium catalyst: 
Step (I) H2(g) + M H •. . M + a ( 6.4) 
Step (II) H2( g) + 2 M 2 B ... M ( 6. 5) 
Step (III) C2B4(g) + M c 2a 4 .. . M ( 6 .6) 
Step (IV) c 2a 4 .. . M + B ... M c 2a5 .. . M + M ( 6. 7) 
Step (IV') c 2a 4 , . . M + a· c 2a5 .. . M ( 6. 8) 
Step (V) C2B4(g) + a .. . M c 2a5 .• • M ( 6. 9) 
Step (VI) c 2a5 ,, .M + B2( g) c 2a6 .. . M + a· ( 6 .10) 
Step (VII) c2a5 .. . M + B2( g) C2B6(g) + a .. . M (6.l.l.) 
Step (VIII) c 2a6 .• . M C2B6(g) + M ( 6.12) 
Step (IX) B ... M BM • M ( 6 .13) 
Step (X) BM a· + M (6.14) 
Step (XI) a· + a· B2( g) ( 6 .15 ) 
When the reaction mixture ·is exposed to the nitrogen 
- ~19-
conditioned catalyst, both reactants, ethylene and hydrogen, would be 
competing for the active sites (M). This may occur via Steps (I) and 
(III). The adsorption of the ethylene molecule (C2B4 .•• M) is assumed to 
be "-adsorbed ethylene (see Chapter 2). These two steps could be called 
initiation steps for this reaction. In the case of the hydrogen 
conditioned catalyst, the catalyst surface would be blanketted by 
hydrogen atoms (B ... M) (Step (II)). Therefore, the gaseous ethylene 
molecule would react with adsorbed or absorbed hydrogen atoms (Step 
(V)). Bence Step (II) would be the only initiating step of the reaction 
for the hydrogen conditioned catalyst. 
The reaction could propagate via Steps (IV) or (IV') and Step 
(VI) for the nitrogen conditioned catalyst. The occurrence of Step (IV) 
or ( IV • ) is debatable . For step ( IV), both the adsorbed species 
(C2B4 ... M and B ... M) should be adjacent to each other to react. This 
situation could occur, but would be a slow step. Since the formation of 
the adsorbed ethyl radical (c2a5 ... M) is not the slow step based on the 
kinetic model (to be discussed later), Step (IV) could be discarded. 
Bence, Steps (IV') and (VI) would be the propagating steps for the 
nitrogen conditioned catalyst. Steps (V) and (VII) would be the 
propagating steps for the hydrogen conditioned catalyst. 
steps. 
steps (IX),(X) and (XI) could be considered as terminating 
Step (IX) indicates that the adsorbed hydrogen dissolves in the 
palladium metal (BM). Sere it is assumed that the dissolved hydrogen 
site is still active for the adsorption of the hydrogen atoms. By the 
nature of the palladium metal, the excess dissolved hydrogen diffuses as 
atomic hydrogen (B') (Step (X)). Step (XI) is taken as the overall 
- ~20 -
reaction step for the recombination of atomic hydrogen. 
on the basis of the above discussion, the kinetic steps for 
the ethylene hydrogenation on differently conditioned palladium catalyst 
could be written in the following ways: 
Reaction mechanism for the nitrogen conditioned palladium catalyst 
Initiation: 
Ka 
2 a· ( 6. 4) a2( g) + M B .. • M + 
c2a4(g) + M 
KC2a4 
c 2a 4 .. . M ( 6. 6) 
Propagation: 
c 2a 4 .. . M + 
a· 
K1 
c 2a5 .• . M ( 6. 8) 
c 2a 5 •. . M + a2( g) c 2a6 .. . M + a ( 6 .10) 
Termination: 
K 
c2a6 
C2a6(g) ( 6 .12) c 2a 6 .. . M + M 
B .. . M 
K2 
BM E M (6.13) 
BM 
K3 
a· + M (6.14) 
H + a· 
K4 
B2(g) ( 6 .15) 
- ~2~ -
Reaction mechanism for the hydrogen conditioned pa!ladium catalyst 
Initiation: 
K' 
B· 
B2(g) + 2M 2 2 a, . . M (60s) 
Propagation: 
C2B4(g) + B •. . M 
K~ 
c 2a5 .• . M ( 6 0 9) 
c 2a 5 .. . M + H2( g) C2H6(g) + H •• • M (6.H) 
Termination: 
K' 
B .. . M 2 ( 6 0 ~3 ) HM • M 
K' 3 a· BM + M (6.~4) 
a· + B 
K" 
4 
H2( g) ( 6. ~s) 
It is evident from sub-Section 6.2.3 that the reaction order 
with respect to the hydrogen partial pressure is more than one. 
Therefore, this shows that there is a second addition of the hydrogen 
molecule in the reaction scheme. Hence, it is assumed that the step in 
which the second hydrogen · addition takes place would be the rate 
determining step. Based on the rate determining step, Equation (6.10) 
and (6.~~) for nitrogen and hydrogen conditioned catalysed reactions 
respectively, the rate mode~s are given as follows (see Appendix F for 
the detailed derivations): 
& 
- ~22 -
k Pc B 
2 4 
{PB )2 
2 
< rc B lN 
2 6 2 ~ + ~C B Pc B + ~B 
2 4 2 4 2 
<Pa lo.s 
2 
l.S k P B {pB ) 
c2 4 2 
< rc a >a & o.s ~ + ~B ( Pa ) 2 6 2 
2 2 
( 6. ~6) 
(6.17) 
The least squares fit of the rate data used for finding the empirical 
dependence in the last sub-Section, gave the following results (also see 
Tables E.l2 and E~.~3 for statistical analysis of the parameter 
estimates): 
< rc B lN 
2 6 2 
< rc B >a 
2 6 2 
-
-
-l. 07E+04 
1.89E+04 exp( RT ) Pc B 
2 4 
2 {PB ) 
2 
-'· .. -:..- 0.5 
~ + 29.67 Pc B +\{p8 ) 
4.11E+06 
2 4 I 2 
) Pc B exp( 2 4 
o.s 
1 + z. 40 {p8 l 
2 
{ Pa )l.S 
2 
( 6 .18 ) 
( 6 .19) 
Figures 6.8 and 6.9 show both the observed reaction rate and the 
predicted rate by Equations {6.18) and (6.19). Good correlation is found 
between the observed rates and the proposed kinetic models. 
The present kinetic model for the reaction is completely 
different to that proposed for the nickel catalyst ( see Chapter 2 ). 
The main difference is the second addition of the hydrogen in the 
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reaction scheme. The second addition of the hydrogen molecule could be 
considered as being due to the palladium metal's nature. In the present 
studies, however, no change in the activity was observed during the 
reaction, hence the proposed reaction mechanism could be applied 
directly. 
To understand the fall in the activation energy above a 
temperature of 70°C a few more experiments were carried out using the 
nitrogen conditioned catalyst. These data (see Table E.l4 in Appendix E) 
were used to fit the model defined by Equation (6.16). The least squares 
fit of the data gave the following results (also see Table E.lS of 
Appendix E for statistical analysis of the parameter estimates): 
< rc B >N 
2 6 2 
& 
-3,64E+03 2 
0.11 exp( RT ) Pc B (p8 ) 2 4 2 
1 + 4.27 Pc 8 + o.J.9 (P )
0
'
5 
2 4 8 2 
( 6. 20) 
Figure 6.10 shows that there is also a good correlation between the 
observed reaction rates and the proposed kinetic model (Equation (6.16)) 
beyond the 10°c temperature at which the Arrhenius plots (Figures 6.4 
and 6.5) show a break. 
It is evident from Equations (6.18) and (6,20) that the values 
of the equilibrium constants for ethylene and hydrogen are lower in the 
higher temperature region (T > 70°C). Koh and Hughes (l.974) have also 
observed a similar phenomenon for ethylene adsorption on the nickel 
supported catalyst. They suggested that the decrease in the equilibrium 
constant of the ethylene could be the reason for the drop in the 
(\ 
Ul 
1!1) 
+ 
w 
1!1) 
-
X 
v 
w 
1-
< 
a:: 
a 
w 
1-
u 
H 
a 
w 
a:: 
0. 
- ~26 -
6 
'X 
I / 
5 
I /X 
I x/X 
4 
r / X 
3 
I / X 
2 
0~~-J--~-L--~~-J--~~--~~~ 
0 
FIGURE 6.10 
2 3 4 5 6 
OBSERVED RATE CX t.0E+05) 
Rate data correlation for the nitrogen conditioned 
catalysed reaction kinetic model (Equation (6.20)). 
- ~27 -
0 
activation energy above 135 c. Therefore, a similar interpretation can 
be put forward to explain the drop in the activation energy for 
differently conditioned ~ladium catalysts above 7o0c. 
The apparent activation energy (E 1:> ) is related to the heat 
0 s 
of adsorption or the enthalphy change due to chemisorption (bH) in the 
heterogeneous catalysis by the following expression 1 
E K 
obs Etrue +I: (bH) ( 6. 2~) 
where Et is the true activation energy of the reaction and .t(bH) is 
=e 
the total heat of adsorption of different chemisorbed species on the 
catalyst surface during the reaction. 
Generally, the heat of adsorption is a function of the surface 
coverage of the catalyst by chemisorbed species. AS a consequence, the 
temperature variation not only affects the surface coverage but also, by 
extension, the heat of adsorption. Thus, as it has been observed, in the 
high reaction temperature region (T > 70°C) where the surface coverage 
is low the apparent activation energy is low. The high apparent 
activation energy for the hydrogen conditioned catalysed reaction may be 
explained similarly. 
Equation (6.18) also reveals that the equilibrium constant for 
the ethylene adsorption is significantly greater than the equilibrium 
constant for the hydrogen adsorption. This emphasises that the 
adsorption of the ethylene molecules on the active sites is stronger 
than the hydrogen molecule adsorption. Therefore, at high concentration 
of the ethylene and low reaction temperature 
ICC B 
2 4 
Pc B 
2 4 
- 128 -
> > [ 1 + KB 
2 
<Pa )o.s J 
2 
and under these conditions Equation (6.16) yields 
< rc B >a 
2 6 2 
-
" 2 k (P8 ) 
2 
( 6. 22) 
( 6. 23) 
Bence, the reaction is zero order in ethylene and second order in 
hydrogen at high ethylene concentration and low reaction temperature. 
Simi1ar observations were made by Sakellaropoulos and Langer ( 1981). 
The zero order in ethy1ene was a1so observed by Nagamoto and Inoue 
(1981) -for ethylene fractions greater than 20\. 
6.2.5 Kinetic Model for sequential Experimental Design Studies: 
Two types of kinetic models, the empirical model (also known 
as the power law rate model) and the mechanistic model have been 
proposed for the present kinetic study. The mechanistic kinetic model 
gave the actual picture of the reaction while the power law rate model 
shows the overall reaction dependence. The sequential experimental 
design strategy can be applied to both types of kinetic models for 
estimating their parameters. Correlations and confidence limits in the 
parameter estimates were two factors taken into consideration for the 
selection of the kinetic model for the sequential experimental design 
studies. It is apparent from Tables E.l2, E.l3 and E.lS of Appendix E 
that the parameter estimates for the mechanistic model not only have 
large confidence limits but also are very highly correlated. However, 
Tables E.10 and E.11 of Appendix E show that the confidence limits and 
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correlation coefficients for the parameter estimates of the empirical 
model are not seriously significant. It is therefore evident that the 
mechanistic model as such would not be useful for parameter estimation 
using sequential experimental design. As explained earlier in Chapters 3 
and 4, high correlation among the parameter estimates not only 
complicates the mechanistic interpretation but also complicates the 
parameter estimation. It is also shown in Chapter 4 that the 
reparameterized form of the power law rate model gave satisfactory 
estimates even under high experimental noise. It was also observed that 
the initial estimates were not critical to start the experimental design 
for the reparameterized power law rate model. 
It is apparent from the above discussions that the power law 
rate model would be appropriate to use to estimate the parameters by the 
sequential experimental design strategy for the present reaction kinetic 
studies. 
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7 .1 Introduction 
In this chapter the practical application of, and the 
importance of sequential experimental design to a laboratory 
experimental study of the kinetics of ethylene hydrogenation are 
discussed. This is done in the light of the experience gained from the 
simulation studies of Chapter 4. 
7.2 ~inetic Model 
Conventional kinetic studies of the ethylene hydrogenation 
reaction are reported in Chapter 6 .. Two types of kinetic models, 
empirical and mechanistic, were proposed. The following empirical model 
was found satisfactory for the present sequential experimental design 
(see section 6.2.5): 
r 
C2B6 
-E ) A exp( RT 0 (p )a C B 2 4 
(p ,r~ 
B2 
( 7 .1) 
Parameters A , E, a, and p have been obtained by conventional methods 
0 
and their values are discussed in Chapter 6. These values were used as 
the initial estimates in the parameter estimation for the first block of 
experiments at the start of the sequential experimental design. 
The importance and influence of reparameterization on 
sequential experimental design have been discussed in Chapter 4. It has 
been established that the reparameterized (RP) model leads to better 
parameter estimates and more economical experimentation; tolerates noisy 
data better; and allows an experimental programme to converge. Also 
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with the RP model, a sudden increase in the number of function 
evaluations for the optimal design appeared a useful criterion for 
terminating the experimental programme. 
Based on the earlier RP model, Equation (7.1) is 
reparameterized for Arrhenius rate constants (Equation (3.18)) and 
yields 
kinetic 
rc 8 
2 6 
-
exp( e) exp[ -T exp( .p) l (p )a 
C284 
(p )p 
82 
( 7 .2) 
Equation (7.2) was used for the sequential design in the 
studies of ethylene hydrogenation reactions catalysed by 
differently conditioned palladium catalysts. The MVD criterion (Section 
4. 5 ) was used in the sequential experimental design strategy . Three 
sequential experimental designs were planned covering two main aspects. 
Firstly, to improve the precision of the parameter estimates for two 
differently conditioned (nitrogen and hydrogen) palladium catalysts in 
the temperature range of 50° to 70°C; that is, the temperature just 
before the fall in activation energy as observed earlier in the 
conventional kinetic studies (Chapter 6). Secondly, to study the effect 
of the overall temperature range (that is, 50° to 90°C) on the precision 
of the parameter estimates in the situation when no prior kinetic 
information about the reaction is assumed. 
to 30% 
The continuous operating region was defined by Pc 8 from 10 
2 4 
of the total 0 pressure, p from so to 80% and T from 323 to 
82 
343°K for the first and second sequential design and 323° to 363°K for 
the third sequential design. The mole fractions of gas were restricted 
by X + X ' 0.9, with nitrogen gas used as diluent. 
C284 82 
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The data from each set of experiments consisted of one set of 
independent variables (mole fraction of ethylene and hydrogen and 
temperature) together with the dependent variable obtained from Equation 
(5.2) as the observed reaction rate. 
7 • 3 First sequential. Ezper~nta1 Design ( SD-1 ) 
The sequential experimental design strategy was performed to 
obtain precise parameter estimates for the empirical kinetic model 
(Equation (6.2)) of the nitrogen conditioned catalysed palladium 
reaction in the temperature range of 50° to 7o0c. That is, the 
temperature range just before the fall in the activation energy, as 
observed earlier (Chapter 6) in the conventional kinetic studies. 
It has been observed from the simulation studies (Chapter 4) 
that all the designed experiments lay at the boundaries of the 
operability region. Therefore, an initial block of six experiments was 
performed at the boundaries of the operablity region in a fairly 
arbitrary way so as to span the range of variables. The data from this 
block of six experiments was subject to a least squares fit to obtain 
the parameter estimates to be used in initiating the subsequent 
sequential design. The initial parameter estimates used in this least 
squares fitting were those given in Equation (6.2), 
7.3.1 Results and Discussion 
The initial block of six experiments and subsequent designed 
experiments are shown in Figure 7.1 Table 7.1 shows the actual 
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Tab1e 7.1 
Run Average 
No. Tem~rature 
(OC) 
501-1 50.8 
501-2 70.2 
501-3 70.1 
501-4 69.9 
501-5 50.3 
501-6 70.4 
-7(0)~ 70.0 
(E) 70.5 
-8(0) 52.34 
(E) 52.5 
-9(0) 70.0 
(E) 70.3 
-10(0) 70.0 
(E) 70.5 
-U(D) 51.3 
• 
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• Experimental. data for the nitrogen conditioned 
catal.yst ( 5D-1). 
Pc B 
2 4 
{%) 
29.87 
30.08 
10.16 
10.25 
10.45 
29.96 
10.00 
10.56 
22.07 
22.56 
30.00 
29.73 
30.0 
30.14 
21.12 
PB 
2 
{%) 
50.06 
49.87 
79.85 
50.13 
79.65 
60.18 
80.00 
79.47 
67.93 
68.05 
60.00 
60.54 
50.0 
49.76 
68.78 
Rate 
(kg mo1efltg cat/ 
sec) (X E+05) 
0.9588 
2.5176 
3.3875 
1.4468 
1.1936 
3.5643 
-
3.4086 
-
1.5715 
-
3.5U2 
-
2.4918 
-
No 
Function 
Eval.uations 
155 
140 
167 
126 
1269 
Nitrogen gas is used as diluent. 
a o: Designed experiment; b E: Actual. experiment performed 
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experiments performed for the sequential design. AS observed earlier 
(Chapter 4), the designed experiments also lay at the boundaries of the 
operability region. 
It is apparent from the Table 7.1 that after the fourth 
designed experiment there is a sharp increase in the number of function 
evaluations for obtaining the fifth optimal design. The sudden increase 
in the number of function evaluations for the optimal design could be 
due to a flat surface in the design criterion as a function of 
experimental conditions. This flatness in the response surface has been 
discussed in Chapter 4. It was observed in the simulation studies 
(Chapter 4) that after the point of apparent flatness in the response 
surface the sequential design was insensitive to variation in the choice 
of experimental conditions with respect to improvement in the precision 
of the parameter estimates. It was proposed that the observation of 
flatness in the response surface could be used as the stopping criterion 
for sequentially designed experiments. Therefore, the present sequence 
of the designed experiments was terminated after the fifth designed 
experiment. 
Table 7.2 gives the parameter estimates with their approximate 
95\ confidence intervals obtained at each stage of the sequential 
experimental design (also see Table G.l in Appendix G for the calculated 
values of parameters for the empirical model, Equation (7.1)). It is 
apparent from Table 7.2 that the parameters estimated after the fourth 
designed experiment (experiment number 10), are not significantly 
different from the parameters estimated by the sixteen experiments of 
the conventional studies. It is also apparent from Table 7.2 that the 
- U7-
Table 7.2 Estimates at each stage of the sequential 
experimental design (SD-1) for the nitrogen 
conditioned catalyst (Equation (7.1)). 
Run No e .p a 13 
• SD1 -9.644(±0.204) 8.651(±0.085) 0.518(±0.093) 1.773(±0.242) 
l-6 ( ±12 .1%) (±1.0\) ( ±18 .0\) ( ±13. 7\) 
SDl-7 -9.646(±0.123) 8.649(±0.049) 0. 518( ±0. 057 ) 1.768(±0.138) 
( ±1. 3\) (±0.6\) ( ±11.0\) ( ±7. 8'1;) 
SDl-8 -9 . 644( ±0. 096 ) 8.645(±0.039) 0.523(±0.046) 1.778(±0.113) 
( ±1. 0'1;) ( ±0. 5'1;) ( ±8. 8'1;) ( ±6 .6'1;) 
SDl-9 -9.648(±0.081) 8.640(±0.035) 0.516(±0.039) 1.768(±0.102) 
( ±0. 8\) ( ±0. 4\) ( ±7 .6'1;) ( ±5. 8'1;) 
SD1-10 -9.651(±0.082) 8.636(±0.035) 0.513(±0.039) 1. 778( ±0 .102) 
( ±0. 9\) (±0.4\) (±7.6\) ( ±5. 7\) 
From 
convent- -9.724(±0.153) 8.587(±0.084) 0. 434( ±0. 070) 1. 805( ±0. 200) 
ional ( ±1.6\) ( ±1. 0'1;) (±16.1'1;) ( ±11.1\) 
studies 
(Table E. 10 ) 
• Quantities in parantheses are the approximate 95\ confidence 
interval for the parameter estimates. 
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parameters estimated from sequential experimenta~ design have sma~ler 
confidence intervals compared to the conventional studies. Since the 
precision of the parameter estimates is measured by the confidence 
intervals (see Section 3.2.2), it is demonstrated that the sequential 
experimental design leads to a better precision in the parameter 
estimates with a fewer number of experiments. 
It is also apparent from Table 7.2 that the estimated values 
of a and p have comparatively bigger confidence intervals compared to 9 
and p. This could be due to high correlations (see Table 7.3). It may 
also be due to the deviations of the experimental conditions from those 
specified by the design criterion (see Table 7.1). Mezaki (~969) has 
indicated that slight deviations of the experimental conditions from 
those specified by the design criterion could lead to an increase in the 
confidence region of the parameter estimates. As a and p are highly 
correlated with 9 (due to the model form), slight deviations of the 
experimental conditions from those of the design could be the reason 
behind the bigger confidence intervals for a and p. However, s i.mi.lar 
observations were also made with the conventional studies. 
The joint confidence regions (JCR) of the sequential design 
obtained from Equation (3.13) (Figures 7.2 to 7.4) are much smaller than 
those of the conventional studies, indicating that more precise 
parameter estimates were obtained by sequential design experimentation. 
The smaller confidence region is attributed to the experimental approach 
which resulted from the improved design of experiments. 
The sequentially designed experimentation has, therefore, 
demonstrated that the parameter estimates obtained were more precise and 
Table 7.3 
conventional 
Method 
sequential 
Design 
Method 
8 
l 
l 
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Corre~ation coefficients between parameter 
estimates. 
Corre~ation Coefficients 
p 
-0.2509 
l 
-0.1913 
l 
a 
0.9541 
-0.2167 
l 
0.9415 
0.0434 
l 
(3 
0.8065 
0.0611 
0.6691 
l 
0.8709 
0.0832 
0.8125 
l 
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also required fewer experiments compared to the conventional kinetic 
studies. 
7. 4 second sequential Experimental Design ( so-2} 
Similar to the first sequential experimental design, this 
design was also performed to obtain precise parameter estimates for the 
hydrogen conditioned palladium catalysed reaction's empirical kinetic 
model (Equation (6.3}} in the temperature range of so0 to 70°c. An 
initial set of six experiments was also performed at the boundaries of 
the operability region in a fairly arbitrary way so as to span the range 
of variables. The parameter values given in Equation (6.3} were used as 
the initial estimates in the least squares fit to obtain the parameter 
estimates from the initial block of experiments. The parameters 
estimated then were used to initiate the subsequent sequential 
experimental design. 
7.4.1 Results and Discussion 
Table 7.4 shows the initial block of six experiments and 
subsequent designed and actual experiments performed for the hydrogen 
conditioned palladium catalysed reaction. The designed experiments also 
lay at the boundaries of the operability region. 
It is apparent from the Table 7,4 that a sharp increase in the 
number of function evaluations is observed for the fifth experimental 
design. As before, the sharp increase in the number of function 
evaluations could also be interpreted as being due to the flat surface 
Tab1e 7.4 
Run Average 
No. Temp4J!rature 
{OC) 
502-1 50.2 
502-2 70.5 
502-3 70.3 
502-4 69.8 
502-5 70.8 
502-6 50.6 
-7{ 0 ): 70.0 
{E) 70.6 
-8{0) 70.0 
{E) 71.4 
-9{0) 70.0 
{E) 70.4 
-10{0) 70.0 
{E) 70.6 
-11{ 0) 56.3 
• 
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• Experimental data for the hydrogen conditioned 
cata1yst { SD-2 ) • 
Pc B 
2 4 
{\) 
30.18 
30.21 
29.83 
10.07 
10.16 
29.95 
15.58 
15.82 
30.00 
30.33 
10.00 
9.87 
30.0 
29.87 
30.00 
Pa 
2 
{\) 
59.92 
59.98 
50.37 
5<L 35 
79.56 
50.18 
74.42 
74.05 
60.00 
59.51 
80.00 
80.36 
50.0 
50.56 
60.00 
Rate 
{kg mo1efkg cat; 
sec) {X E+05) 
l.. 8537 
7.0935 
5.8494 
1.7648 
3.5182 
l..4884 
-
5.1086 
-
7.3604 
-
3. 4658 
-
5.7707 
-
No 
Function 
Evaluations 
156 
119 
131 
139 
1230 
Nitrogen gas is used as diluent. 
a 0: Designed experiment; b E: Actual experiment performed 
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in the design criterion as a function of experimental conditions. 
Similarly, as explained earlier for the first sequential design, the 
sequence of the designed experiments was terminated after the fifth 
designed experiment. 
Table 7.5 compares the parameter estimates obtained after the 
fourth designed experiment with the sixteen experiments performed by the 
conventional studies (Chapter 6). It is apparent from Table 7,5 that the 
parameter estimate confidence intervals obtained by the sequential 
design are smaller than those obtained by conventional studies. This 
also demonstrates that the sequential experimental design leads to 
better precision in the parameter estimates with a fewer number of 
experiments; that is, a rapid convergence. 
Table 7,6 compares the correlation coefficents of the 
parameter estimates obtained after the fourth designed experiment 
performed with those from the conventional studies. It is apparent from 
Table 7.6 that the sequential design has reduced most of the correlation 
coefficents except for correlations between 9 and p and a and p. The 
increase in the correlation coefficents for p with 9 and1a could be 
interpreted as due to variations in the hydrogen conditioning of the 
palladium catalyst. This demonstrates that the sequential experimental 
design could be quite sensitive to the experimental conditions, as noted 
earlier. 
The JCR of the sequential design is also smaller than that for 
the conventional studies for~ and pat constant 9 and a (Figure 7.5), 
This also demonstrates that more precise parameters were obtained by the 
sequential design method. 
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Table 7.5 A comparison of the parameter estimates 
Parameter Value 
8 fJ a s 
Conventional -8.872(±0.143)a 8.910(±0.063) 0. 954( ±0. 069) 1.104(±0.176) 
Method (±1.6%) ( ±0. 7%) (±7.2%) ( ±15. 9%) 
Sequential 
Method (after 
4th deginedb -8. 738( ±0 .126) 8.917(±0.049) 1.018(±0.062) 1.334(±0.166) 
experiment) (±l..4%) ( ±0. 5%) (±6.1%) ( ±12. 44%) 
a Quantities in parantheses are the approximate 95% confidence 
interval for the parameter estimates; 
b see Tables G. 2 and G. 3 of Appendix G for parameter estimates 
at each stage of sequential experimental design. 
Table 7.6 
Conventional 
Method 
sequential 
Design 
Method 
8 
1 
1 
correlation coefficients between parameter 
estimates. 
Correlation coefficients 
fJ 
0.5998 
1 
-0.4051 
1 
a 
0.9204 
0.6436 
1 
0.8854 
-0.0329 
1 
s 
0.8082 
0.5923 
0.5726 
1 
0. 8669 
-0.0862 
0.7772 
1 
-(!) 
('i) 
< 
z 
< oc 
1-
~ 
a.. 
w 
oc 
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It is apparent from the Figure 7,5 that the increase in the 
corre~ation coefficent between e and p by sequential design (Table 7.6) 
did not reduce the precision of the parameter estimates. 
7. 5 Third Sequential Experimental Design ( SD-3 ) 
The sequential design was performed to study the effect of the 
fall in the activation energy in the temperature region greater than 
70°C on the precision of the parameter estimates for the nitrogen 
conditioned palladium catalysed ethylene hydrogenation reaction 
kinetics. For this design it was assumed that the previous kinetic 
information was not known. 
An initial set of six experiments was planned so as to span 
the range of variables in a fairly arbitrary way. As discussed earlier 
(Chapter 4), the initial estimates of parameters were not critical for 
the RP model in the sequential experimental design. Therefore the 
average values of the parameter estimates determined in the two 
temperature ranges by conventional studies (Chapter 6) were taken as the 
initial estimates for the least squares fit for the initial block of 
experiments. The estimated parameter values were then used to initiate 
the sequential design programme. 
7.5.1 Results and Discussion 
Table 7. 7 shows the initial block of six experiments and 
subsequent designed and actual experiments performed for the sequential 
design using nitrogen conditioned palladium catalyst. The designed 
Tab~e 7. 7 
Run Average 
No. Tem~rature 
( OC) 
503-~ 49.2 
SD3-2 59.2 
503-3 80.8 
503-4 68.3 
503-5 69.2 
SD3-6 88.2 
-7(0 )~ 74.68 
(E) 74.3 
-8(0) 90.0 
(E) 90.8 
-9(0) 90.0 
(E) 92.5 
-10(0) 90.0 
(E) 90.1 
-ll(D) 90.0 
(E) 89.0 
-12(0) 90.0 
(E) 90.3 
-13( D) 90.0 
(E) 89.5 
-14(0) 90.0 
(E) 90.2 
-15( D) 90.0 
(E) 89.9 
-16( D) 90.0 
• 
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• Experimental data for the nitrogen conditioned 
catalyst ( 5D-3 ) • 
Pc B 
2 4 
(\) 
~0.09 
19.86 
30.18 
~o.oo 
10.12 
10.15 
30.00 
30.25 
10.00 
10.06 
30.00 
30.37 
10.00 
10.07 
30.00 
30.29 
30.00 
30.15 
10.00 
10.17 
30.00 
30.07 
10.00 
10.03 
12.18 
Pa 
2 
(\) 
80.10 
70.26 
59.88 
60.10 
80.17 
50.09 
50.00 
49.77 
80.00 
79.77 
60.00 
59.49 
80.00 
79.89 
50.00 
49.81 
60.00 
59.87 
80.00 
79.87 
60.00 
60.02 
80.00 
80.17 
50.00 
Rate 
(kg mole/)<g cat; 
sec) (X E+05) 
1.1103 
2.2561 
7.0605 
2.0033 
3.2546 
2.6847 
-
2.2297 
-
5.01~8 
-
8.7~81 
-
5.2347 
-
5.7940 
-
8.5327 
-
4.9897 
-
8.5187 
-
5.1927 
-
No 
Function 
Evaluations 
47 
138 
85 
81 
133 
198 
121 
164 
120 
191 
Nitrogen gas is used as diluent. 
a D: Designed experiment; bE: Actual experiment performed 
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experimental conditions also lay on the boundaries of the operability 
region. 
The parameters a. p and the calculated values of E estimated 
after each stage of the designed experiment in sequence are shown in 
Figure 7.6 (also see Table G.4 of the Appendix G). It is evident from 
Figure 7.6 that the first few designed experiments showed instability in 
the parameter estimates. Such observations were not made in earlier 
sequential design studies, nor in the simulation studies (Chapter 4) 
even at high noise level for the RP model. It is also evident from the 
Table 7.8 that the estimated values of a and p have large confidence 
intervals, but comparatively small confidence intervals for B and ~· 
However, these confidence intervals are significantly bigger than those 
of the first sequential design for the nitrogen conditioned catalyst in 
the temperature range of 50° to 70°C (see Table 7.~). The instability 
and high confidence limits could be interpreted as due to the fall in 
the apparent activation energy in the higher temperature region (T > 
343°K). This demonstrates that the parameter estimates would not be too 
precise if there is a change in the apparent activation energy within 
the experimental temperature range. Also, this instability in the 
parameter estimates points towards the fact that the variable ranges are 
too great for a single set of parameters. 
The earlier sequential design studies and the simulation 
studies (Chapter 4) showed a distinct point at which a flat surface in 
the MVD criterion occured by observing the sharp change in the number of 
function evaluations for the optimal experimental design. In the present 
sequential design a similar phenomenon was also observed after the 
2.8 
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Tab~e 7.8 Parameter estimates at each stage of the sequential 
experimental design (SD-3) for nitrogen conditioned 
catalyst (Equation ( 7. 2)). 
Run No 9 .p a /3 
SD3 -8 .6u(n. 304 l 8.657(±0.699) 0.726(±0.605) 2.W6(±2.622) 
1-6 (nS.O%) (±8.U) (±83.4%) (U24.5%) 
SD3-7 -8.825(±~.334) 8.767(±0.539) 0.590(±0.550) 2.674(±2.009) 
<ns.n> (±6 0 2%) ( ±93 .2%) (±75.~%) 
SD3-8 -9.369(±~.503) 8.387(±0.530) 0.492(±0.680) 1. 553( ±1. 679) 
( ±16 .0%) ( ±6 0 3%) (±~38.8\) ( ±~08 .1\) 
SD3-9 -9.~68(±~-~43) 8.440(±0.398) 0.5U(±0.523) ~.692(±1.403) 
(n2.S%l (±4.7%) (±90.0%) (±82.9) 
SD3-~0 -9.~93(±1.0~9) 8.4U(±0.335) 0.583(±0.468) ~ 0 615( ±1. ~9~) 
(nLl%) ( ±4.0\) (±80.3%) (±73.8%) 
SD3-H -9.~52(±0.993) 8 0 427( ±0 0 324) 0.606(±0.453) 1. 587( ±~ 0 ~67) 
< no.9%) (±3.8\) (±74.8%) (±73.5%) 
SD3-~2 -9.052(±0.863) 8.447(±0.285) 0.6H(±0.394) ~.660(±~.059) 
( ±9 0 5%) (±3.36%) (±60.5%) (±63.8%) 
SD3-13 -9.063(±0.810) 8. 428(±0 .2H) 0.657(±0.369) 1.606(±0.970) 
( ±8 0 9\) (±3.U) (±56.2%) (±60.4%) 
SD3-14 -8 0 992( ±0 0 735) 8.4U(±0.240) 0.690(±0.335) ~.657(±0.910) 
( ±8 0 2%) (±2.8\) (±48.6%) (±54.9%) 
SD3-~5 -8.993(±0.694) 8 0 432( ±0 0 222 ) 0.695(±0.3~5) ~.635(±0.847) 
( ±7 0 7%) (±2.6\) ( ±45 0 3\) (±51.8%) 
~ Quantities in parantheses are the approximate 95\ confidence 
interval of the parameter estimates. 
- ~53 -
fourth designed experiment (experiment number ~0) but it is not as 
distinct as observed in earlier studies (see Figure 7.7). A few more 
experiments were designed and performed, but it is evident from Table 
7.8 that no significant improvement was ~btained in the parameter 
estimates values. This demonstrates that the proposed stopping criterion 
for sequential experimental design is also valid even in this case where 
a single set of parameters gives a poor representation of reality. 
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CHAPTER 8 
CONCLUSIONS 
COillrEII"l'S 
e.~ Sequential Experimental Design studies 
8.2 Kinetic Studies ......... . 
8.2.1 Conventional Studies ..... . 
8.2.2 App~ication of sequential Design 
~55 
~56 
~56 
~57 
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The major aim .of this work was experimentally to demonstrate 
the advantage of sequential experimental design in the catalyst kinetic 
studies. Thus, the work had two aspects; firstly, the study of the 
sequential experimental design strategy and secondly, its application in 
the kinetic studies of the selected reaction; namely ethylene 
hydrogenation over supported pal.J.adium catalyst. 
8.1 Sequential Exper~ntal Design studies 
The effect of reparameterization on sequential experimental 
design, and comparision of design criteria for their performance in the 
parameter estimation were examined through simulation studies. A 
common, empirical rate model was used and the following points were 
noted: 
i. The minimum volume design (MVD) criterion proposed by Box et. al. 
(1959,1965) gave satisfactory parameter estimation at all levels of 
noise studied. 
ii. sequential experimental design using the MVD criterion and the 
reparameterized ( RP) model led to economical experimentation, with 
saving in computational time; and demonstrated potential for 
achieving equivalent parameter precision with fewer experiments. It 
was also observed that the RP model could tolerate noisy data. 
iii. A sudden increase in the number of function evaluations when 
estimating the optimal design, using the RP model and the MVD 
criterion, appeared as a useful criterion for terminating the 
sequential experimental programme. 
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8.2 K1netic Studies 
A significant portion of the total effort was devoted to the 
development of the l.aboratory reactor, and to the kinetic studies of the 
ethylene hydrogenation reaction. The reaction kinetics over a supported 
pal.ladium catalyst were measured for the first time in a flow system. 
8.2.1 Conventional Studies 
As no detailed kinetic studies of the ethylene hydrogenation 
reaction were reported in the literature, conventional studies were 
performed and the following conclusions were drawn: 
i. The catalyst was reproducible and showed no significant sign of 
deactivation, except for the initial decline in its activity. 
ii. Different activities were observed for differently conditioned 
palladium catalysts. The hydrogen conditioned catalyst was more 
active then the nitrogen conditioned catalyst. 
iii. A change in the activation energy was observed around 70°C. The 
hydrogen conditioned catalyst had higher apparent activation energy 
compared to the nitrogen conditioned catalyst. 
iv. Two reaction mechanisms were proposed for the two differently 
conditioned catalysts. The kinetic models were derived on the basis 
of the reaction between an adsorbed ethyl radical and gaseous 
hydrogen as the rate determining step. A good correlation between 
the observed reaction rate and the proposed kinetic models was 
- l.57 -
obtained. 
8.2.2 Application of Sequential. Design 
Sequential experimental. design strategy was applied to the 
ethyl.ene hydrogenation reaction. The fol.lowing points demonstrated its 
value over the conventional studies: 
i. The usefulness of the proposed criterion for terminating the 
sequential experimental design programme. 
ii. Sequential experimental design achieved better precision with a 
fewer number of experiments. 
diHSNOIJ.Vlmt a=>NYIYg SS'<lN 
Y -XIONaddY 
-SST -
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The stoichiometry of the ethylene hydrogenation reaction is 
C B + B 2 4 2 C2B6 (A.~) 
Let F be the mo~ar gas f~ow rate at a point in the reactor and X. be the 
1 
mole fraction of species i. A~so it is assumed that no e·thane and inert 
are present in the reactor feed. Then, at steady state, the hydrogen 
ba~ance: 
or F (X
6 
) 
0 2 0 
Fo (XB )o 
2 
-
F x6 
2 
-
F (~ - XC B ) 
2 4 
+ 
as 
F XC B 
2 6 
X +X 
C2B4 C2H6 
which may be rearranged as 
X 
C2B4 -
~ -
F 
0 F (XB )0 
2 
+ X = 1 
H2 
( A.2) 
The subscript o refers to the inlet conditions. The ethylene balance: 
F 
0 (XC B )o 2 4 -
FX B +FX 
C2 4 C2B6 
or p (XC B ) 
0 2 4 0 -
p (~- ~ ) 
2 
which may be rearranged as 
XB 
2 
and, the overall mass balance 
= 
F 
0 ~ --(X ) 
F c2a4 o 
(A. 3) 
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l' 
-
l' + l' X 
0 C2B6 
F 
F 0 
-
.1 + X 
C2B6 
(A.4) 
The conversion is defined as 
P' (X ) - F XC B 
o C2B4 o Z 4 
X 
- l' (XC B )o 0 z 2 
( A.S) 
By substituting Equations (A.Z) and (A.4) and (XC 5 )0 + (X8 )0 ~ l in z z z 
Equation (A.S), it yields 
X 
XC B 
z 6 
(XC B ) o ( l + 
z 4 
XC B ) 
2 6 
(A.6) 
Equation (A.6) is used to calculate the conversion from the analytical 
results . 
Calculations of Reaction Data 
Consider a differential element of catalyst of mass dW as 
shown in the following figure 
F 
X 
CZB6 
dW F + dF 
X + dX C B C B 
2 6 z 6 
lf 
- J.6J. -
At steady state, the ethane bal.ance is given by 
F XC B 
2 6 
+ r dW • 
C286 
( F + dF) (XC B + dXC B ) 
2 6 2 6 
(A. 7) 
By negJ.ecting the terms invol.ving a second-order differential., Equation 
(A.7) becomes: 
r dW • 
C2B6 
d(F XC B ) 
6 
( A.S) 
substituting the F from Equation (A.4) and expanding the differential., 
it yields 
rc B 
2 6 (1 + 
F 
0 
X )2 
C B 2 6 
dX 
C2B6 
dW (A.9) 
Equation (A.9) applies to a truly differential reactor, that is one in 
which the change in mole fraction of ethane through the reactor and the 
mass of catalyst are both infinitesimal. For the actual reactor, 
approaching differential operation, this expression (Equation (A.9)) can 
be integrated. If there is no ethane present in the reactor feed, 
Equation (A.9) becomes 
r 
C2B6 -
F (XC B )f 
0 2 6 
W " ( 1 + (X B )f) 
c2 6 
(A.lO) 
where (X )f is the measured mole fraction of ethane in the product 
C2B6 
gas. Equation (A.lO) is used to calculate the reaction rate for the 
present studies. 
g -X I CIN:;[dc!V 
-Z9T -
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The (XTX)-l matrix appeared frequently in all discussions 
relating to least squares estimation (Chapter 3). It is therefore 
necessary to know its physical meaning and picture for linear and non-
linear models. 
Linear Model 
Consider a linear model involving two independent variables 
y • k x + k x 1 + k 2x u 0 0 1 2 (B.1) 
and assume three experiments were carried out. The conditions of these 
experiments are 
EXpt No xo X x2 l 
1 1 X 1,1 x2,l 
2 1 X 1,2 X 2,2 
3 l ltl# 3 x2, 3 
Now, 
l 
x1,1 X 2,1 
X 
-
I l X X 1,2 2,2 (B.2) 
1 xl, 3 X 2,3 
then, the (XTX) matrix is 
3 
(XTX) 
-
0 
0 
- 1.64 
0 
2 
t( xl' i) 
t(xl ·"'z . ) 
,1 ,1 
0 
t(xl .x2 . ) 
1 1 1 1 
t(x )2 
Z,i 
and from the rules of matrix inversion 
1/3 0 0 
( XTX) -1 I 2 
-
0 t(x2 . ) /D -z:<x1 .x2 .)/D '1 ,l. ,J. 
-t(x1 .x2 . )/D 
2 0 t( x 1 . ) /D 1 J. 1 J. 
'1 
where, D is the determinant of the (XTX) matrix 
D • 2 2 2 3 [t (x2,i) I: (xl,i) - I: (xl,i"'2,i) l 
(B. 3) 
( 8.4) 
(B.S) 
t refers to the sum over all values of i from 1 to 3. The elements of 
(XTX)-1 show how the values of the independent variables for a designed 
experiment affect the accuracy of the predicted parameters. Also, the 
determinant D should increase to reduce the variance of the parameter 
estimates. Therefore, to reduce the confidence limits of parameters, 
experiments should be chosen to maximise the determinant (D) of the 
(XTX) matrix (Equation (B.S)) or minimise 1/D. 
The elements of the (XTX)-1 matrix also indicate the magnitude 
of the correlation of the parameter estimates i.e. the lower the off-
digonal elements, the lower the correlation. 
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Ron-Linear Model 
Consider the non-~inear model" 
Yu - f( X ,K) u ( B.6) 
and linearise it about the initial estimates of the parameters to 
utilize the least squares analysis. If the initial estimates of all the 
0 0 0 parameters (k1 ,k2 , ... ,kp) are (k1 ,k2 , ... ,kp ) then the Taylor series 
expansion of Equation (B.6), truncated with the linear terms, can be 
written as 
Yu -
Let, 
f(X ,K0 ) + 
u 
p 
I: 
i-1 
d. 
.l.U 
f 0 
u 
0 
pi 
-
[ 
-
-
af(X ,K) 
_u_ l 
ak1 r:.-Ko 
f(X ,K0 ) 
u 
0 
ki - ki 
af(X ,K) 
u 
[ ak l o 
i I-X. 
0 (ki - ki ) (B. 7) 
(B. 8) 
(B. 9) 
(B.lO) 
Thus, the equation can be written as 
Y - f u uo -
0 p. d 
i ... l 1 iu 
p 
I: (B.H) 
Equation (B.ll) is linear with respect to the parameters p0 . Thus, the 
estimates bo of the parameters p0 , may be obtained from the least 
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squares so~ution of the equations D b0 e Y- f 0 . That is, 
0 
bo 
-
'1' -1 '1' 0 ( D D ) D (Y-f ) 
0 0 0 
(B. ~2) 
where subscript or superscript zero refers to the eva~uation of the 
matrices at the initia~ estimates, x0 . These parameters, b 0 , exactly 
minimise the sum of squares of residuals: 
So(JC) 
-
n 
I: 
u•l 
(y -fo-
u u 
p 
I: /J.od 2 
iEl J. .iu l ( B .13) 
and thus approximately minimise Equation (3.2) to the extent that the 
Taylor expansion is valid. 
Note that .in place of JC, we have the deviation from a good 
estimation, p and .in place of X. ValUeS, the value of af/ak. . The 
l. l. 
matrix X for the linear model can be compared with the matrix D for the 
non-linear model as 
af1 a£1 
[ 
xl,l x~.z] I akl ak2 
X • D s 
x2.1 x2.2 1 af2 af2 
ak1 ak2 
L J 
The derivatives .in the D matrix are complex functions of JC. 'l'herefore, 
the correlation and the parameter confidence limits of non-linear models 
not only depend on experimental conditions as with the linear least 
squares, but also depend on the model form and the initial estimates of 
the parameters. 
The kinetic model discussed in Section 4.2 can be taken as an 
example to show the complexity of the elements of the D matrix. The 
kinetic model is 
r 
C2B6 -
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A exp( -E/RT) 
0 
(X a C B ) (X /3 
2 4 B 2 
(8.14) 
where A ,E,a,and p are the four parameters. The elements of the D matrix 
0 
are : 
clr 
C2B6 
aA- exp(-E/RT) (XC B )a (X )p 
0 2 4 B2 
( B .15) 
clrc B 
2 6 
clE - - r I Rr C2B6 
(B. ~6) 
clrc B 
2 6 
--a;-- rc 6 ln(Xc ) 2 6 2&4 
(8.~7) 
clrc 
266 
a;-· rC B ln(XB ) 
2 6 2 
( B .18) 
0 -X HIN:icidY 
-891: -
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A computer program EXPDES was deve~oped to design the optimal 
experimental conditions and estimate the kinetic parameters 
sequentially. A Quasi-Newton method was employed to minimise the 
objective functions. The code which perform the Quasi-Newton 
minimisation was subroutine E04JBF from the 8th release of the NAG 
library. Figure C.l shows the flow diagram of EXPDES program. A l~st~ng 
of the EXPDES program along with its subroutines are given in AppendiX 
H. 
Print the 
estJ.aate• 
Update the 
derivative aatriK 
• 
statistical analyais 
of estiaaates 
MaX 
Experiment• 
No 
Give an increaJMnt 
in the nWilber of 
experi.JDent 
3top 
Yeo Stop 
FIGURE C.l Flow diagram of EXPDES program. 
No 
Rev quess 
st.ulation 
A 
Optiaa.l design 
of ezpert.ent 
Yeo 
LoCation of 
designed 
experiment 
studies 
al 
Stop 
~~ 
" 0 
I 
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APPENDIX - D 
Calculation of External Mass- and Heat- Transfer 
Gradient in the Reactor 
- 172 -
This appendix is devoted to calculation and to prove that the 
investigation of the kinetic study was free from any mass- and heat-
transfer effects by utilizing some of the available correlations. These 
can very broadly be considered as interparticle and intraparticle 
effects. The intraparticle effects were assumed to be negligible as the 
impregnated catalyst was prepared by using a non-porous alumina support 
of negligible internal surface area. 
Interparticle Transfer Effect 
Consider a single catalyst pellet surface to which reactant 
molecules from the bulk gas phase diffuse and react. The heat is 
generated due to the chemical reaction at the surface and removed only 
by transfer to the bulk gas phase by convection. It is assumed that the 
dynamics of these transfer processes are sufficiently fast to enable the 
steady state assumption to be made. The mass balance is then: 
where: 
k A IJ,C • r W 
9 
k is the mass transfer coefficient; 
9 
A is the external surface area of catalyst; 
/J.C is the concentration difference between the catalyst 
surface and the bulk gas; 
r is the reaction rate; 
w is the mass of the catalyst. 
With a similar assumption, the heat balance is then: 
(D.l.) 
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h A AT • ( -AB) r W ( 0.2) 
where: 
h is the heat transfer coefficient; 
AT is the temperature difference between the catalyst 
surface and the bulk gas; 
(-AB) is the heat of reaction. 
A number of correlations exist to calculate the heat and mass 
transfer effects for such systems. For the present calculations those 
given by Carberry {1960) have been used as it appears that these are the 
most applicable to the present system (see also Smith {1970) and 
Satterfield (1970) for further details). These correlations are: 
-0.5 -0.67 St • 1.15 Re Pr 
I< g 1.15 0 s 
-o 5 -o 67 Re • sc • 
where: 
St is the Stanton number; 
Re is the Reynolds number based upon the flow around 
a sphere of external surface area the same as the 
catalyst pettet; 
Pr is Prandtl number; 
U is the superficial velocity of the gas over the 
s 
catalyst particles based upon the cross sectional area 
available for flow; 
sc is the schmidt number. 
(D. 3) 
(0.4) 
As the gas mixture used in the studies contained a minimum of 
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50% hydrogen, the physica1 properties of hydrogen have been used to 
determine the necessary values of ~he dimenssionless numbers. 
The bulk of experiments performed in the present study lay 
with in the temperature range 50° to 90°C. AS reaction rate and hence 
likely magnitude of gradient effects, incrases with temperature, a case 
at about 100°C and 1atm pressure is considered. 
The physical properties of hydrogen are (Perry and Chilton 
( 1973)): 
Prandtl number,Pr 
Specific heat, 
Viscocity,JL8 2 
oensity,p8 2 
cp 
82 
- 0.73 
-l 0 -l 
• 3.5 kcal kg K 
-l -l 
• l.04E-05 kg m sec 
-3 
• 6.53e-02 kg m 
The average mass of a single pellet • 4.26E-06 kg 
The average diameter of pellet 
External -area of pellet 
Volume of pellet 
The average mass of the cata1yst 
The average mass of the inert 
The cross sectional area of the 
reactor 
The height of pellets in reactor 
Total volume occupied by pellets 
Volume of the reactor 
Bence, the bed voidage 
• 1.27E-03 m 
2 -1 
• 1.189 m kg 
3 -1 
• 2.52E-04 m kg 
• 1.5E-o4 kg 
• 9.0e-04 kg 
• 1.39E-05 m 2 
• 4.0£-02 m 
3 
• 2.64E-07 m 
3 
• 5.56£-07 m 
- 0.525 
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The average volumetric flow rate 
Therefore, the superficial velocity 
Re • 
u s d p 
82 
-
45.89 
1La 
2 
h 
Pa u s c -
0.21 
2 PB 2 
St ~ 
which gives: 
-2 -1 0 -1 h = 0.276 KCal m sec K 
3 -1 
- 4. ZE-05 m sec 
- 5.755 'II sec -1 
0 -1 The enthalpy of reaction at 100 c is about 33.1E+03 KCal (kg mole) 
-1 -1 If the max reaction rate • 1.0E-04 kg mole (Kg cat) sec 
Hence, 
AT • (-AB) r W h A l.0°K 
Hence by assuming that AT-0, it is expected to introduce a 
maximum error of about 2.7% in the determination of temperature. In most 
of the cases it is expected that a lower value for AT than that 
calculated. 
To calculate the Schmidt group an estimate of the molecular 
diffusivity of the multi-component mixture is required. Smith (1970) 
suggested that by considering the binary case a reasonable estimate of 
the molecular diffusivity may be made. This is calculated using the 
Chapman-Enskog equation: 
~AB -
where: 
MA, 
"e 
p 
1.8583E-07 
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3/2 [ 1/M + T A 
2 
p ( OAB) 
l/MB ]1/2 
l1u 
2 
II 
are the molecular weights of the gases; 
is the total pressure of the system, atm 
-l 
sec 
aAB is the Lennard Jones constant for the binary; 
l1u is the collision integaral for the binary. 
Smith (1970) gave the neccessary data for calculating 
nc B /82' 
2 4 
a C28 /8 4 2 
£ C 8~8 2 2 
-
3.574 Ao 
-
88.261 k 0 
B r: 
where, k8 is Boltzman's constant. 
and so 
Hence, 
0 Hence, at 100 c, 
k T 
B • 3.67 
£ 
C284/B2 
0 c a ;a - 0.901 sec 
2 4 2 
D 
-{;28 4/8 2 
2 -l 
• 5.748E-05 m sec 
(0.5) 
ac 8 /8
2 2 4 
and 
sc 
-
and 
Therefore, 
l:JC 
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lle 
2 
D p 
-C2B4/B2 82 
-
2.76 
k -g 
-1 0.495 m sec 
r w 
• -k-A" 
g 
•3 2.0E·04kg mol m 
at l00°C and 1 atm pressure the total concentration is 
CT • PI RT 
-3 
• 3.266E-02 kg mol m 
Hence, the maximum value of be represents about 0.61\. Therefore, the 
experimental studies presented in Chapter 6 and 7 indicate that the 
experiments carried out were free from any interparticle effect. 
s:n an.r.s :>I .LaNDI 
~OIJ.NahNO:J 40 SISX~NV aNY VJ.Va ~J.NaNI~aaxa 
:i! X I <INaddV 
-9Ll: -
Table E.~(a) 
Reaction Time 
(min) 
10 
27 
44 
60 
77 
89 
~02 
H5 
128 
~44 
~59 
185 
- ~79 -
Fresh nitrogen conditioned catalyst activity 
conditions : Pc 8 - 29.70%; p = 60.~4\ 2 4 8 2 
P • ~.759E-06 kg mo~e sec -1 
0 w • 1.488E-04 kg; T - (324.4 ± 0.6) K 
av 
Conversion 
(%) 
0.978 
0.799 
0.734 
0.662 
0.638 
0.625 
0.604 
0.602 
0.578 
0.573 
0.570 
0.558 
Reaction rate 
kg mole/kg cat;sec 
(X E+05) 
3.434~ 
2.8034 
2. 5779 
2.323~ 
2.2390 
2.~936 
2.~209 
2.~~2~ 
2.030~ 
2.0~04 
1. 9996 
1. 960~ 
Average reaction rate • (2.000~E-05 ± 2.95E-07) 
kg mole/kg cat;sec 
Table E.~(b) 
Reaction Time 
(min) 
7 
20 
48 
60 
72 
86 
~05 
- ~80 -
Used nitrogen conditioned catalyst activity 
conditions : Pc 8 • 29.75\; 
2 4 -1 
F ~ 1.75~E-06 kg mole sec 
Pa 
2 
= 60.14\ 
W • 1.488E-04 kg; T • (364.9 ± ~.68)°K 
av 
Conversion 
( ') 
1.700 
1.76~ 
1.78~ 
1.795 
1.785 
1.798 
1.792 
Reaction rate 
kg mole/kg cat;sec 
(X E+05) 
5.95~2 
6.~637 
6.2352 
6.2829 
6.2494 
6.2928 
6.2714 
Average reaction rate • (6.2663E-05 ± 2.38E-07) 
kg mole/kg cat;sec 
Table E. 2( a) 
Reaction Time 
(min) 
5 
18 
43 
55 
78 
99 
120 
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Fresh hydrogen conditioned catalyst activity 
conditions : Pc • 10.15'; p8 = 50.07' 28 4 2 
P - l.753E-06 kg mole/sec 
0 W • l.494E-04 kg; T • (362.9 ± l.O) ~ 
av 
Conversion 
(') 
2.439 
2.377 
2.321 
2.282 
2.266 
2.261 
2.249 
Reaction rate 
kg mole/kg cat;sec 
(X E+05) 
2.9058 
2.8316 
2.7641 
2.7179 
2.6996 
2.6929 
2.6786 
Average reaction rate • (2.6904E-05 ± l.07E-07) 
kg mole/kg cat/sec 
Table E.2(b) 
Reaction Time 
(min) 
5 
22 
49 
65 
78 
94 
ll5 
- l82 -
used hydrogen conditioned catalyst activity 
Conditions : p 8 - l0.29\; p = 50.06\ cz 4 8 2 
F • l.762E-06 kg moletsec 
0 W • l.494E-04 kg1 T • (332.3 ± 0,3) K 
av 
Conversion 
(\) 
0.757 
0.684 
0,70l 
0.636 
0.636 
0.640 
0.644 
Reaction rate 
kg mole/kg cat{sec 
(X E+OS) 
0.9l85 
0.8297 
0.8506 
0.77l3 
0.77l8 
0.7768 
0.78ll 
Average reaction rate • (7.753E-06 ± 4.6E-08) 
kg mole/kg cat{sec 
Table E.3(a) 
Reaction Time 
(min) 
6 
18 
30 
42 
56 
70 
82 
96 
112 
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Run NC-6 
conditions : Pc 8 • 30.22%; p 8 • 49.81\ 2 4 2 
P • 1.749E-06 kg mole;sec 
0 W • 1.436E-04 kg; T - (363.1 ± 1 . 35) K 
av 
Conversion 
(\) 
0.873 
0.910 
0.910 
0.892 
0.888 
0.891 
0.881 
0.887 
0.890 
Reaction rate 
kg mole/kg cat;sec 
(X E+OS) 
3.2121 
3.3477 
3.3499 
3.2835 
3.2676 -
3.2778 
3.2419 
3.2643 
3.2754 
Average reaction rate • (3.2654E-05 ± 1.45E-o7) 
kg mole/kg cat;sec 
V , 
Table E.3(b) 
Reaction Time 
(min) 
8 
20 
33 
45 
57 
70 
85 
109 
121 
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Run NC-8 
Conditions : Pc 8 - 29.95%; p 8 - 50.72% 2 4 2 
P • l.744E-06 kg mole;sec 
W • l.436E-04 kg; T • (363.0 ± l.13)°K 
av 
Conversion 
(%) 
0.916 
0.927 
0.927 
0.929 
0.937 
0.932 
0.9U 
0.921 
0.916 
Reaction rate 
kg mole/kg cat/sec 
(X E+OS) 
3.3306 
3.3711 
3.3731 
3.3808 
3 0 4085 
3.3921 
3.3123' 
3.3488 
3.3322 
Average reaction rate ~ (3.331lE-05 ± 1.83E-07) 
kg mole/kg cat;sec 
Tabl.e E. 3( c) 
Reaction Time 
(min) 
5 
36 
48 
60 
73 
85 
96 
- l.85 -
Run NC-l.9 
conditions : Pc 8 • l.0.55%1 p - 59.66% z 4 8 z 
P • l..759E-06 kg mol.e/sec 
w 0 • l..436E-04 kg; T • (347.6 ± 0.5Z) K 
av 
Conversion Reaction rate 
(%) kg mole/kg cat;sec 
(X E+05) 
0.798 ]..03].6 
0.794 l..OZ62 
0.823 ]..0632 
0.806 ]..04].2 
0.857 l..l.076 
0.82l. ]..0605 
0.846 ]..0929 
Average reaction rate - (l..073l.E-05 ± 2.67E-07) 
kg mole/kg cat/sec 
Table E. 3( d) 
Rea.ction Time 
(min) 
14 
26 
37 
49 
65 
77 
90 
- ~86 -
Run NC-23 
Conditions : Pc 8 • 10.20\; p 8 • 59.78\ 2 4 2 
F 
w 
• l.758E-06 kg mole;sec 
0 
• l.436E-04 kg; T • (347.3 ± 0.38) K 
a.v 
Conversion 
(\) 
0.712 
0.778 
0.835 
0.802 
0.800 
0.810 
0.795 
Reaction ra.te 
kg mole/kg ca.t;sec 
(X E+OS) 
0.8890 
0.9718 
1.0422 
1.0017 
0.9984 
l.. 0116 
0.9927 
Avera.ge rea.ction ra.te • (1.001~-05 ± 7.9E-08) 
kg molejkg ca.t;sec 
• 
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• Tab~e E. 4 Activation Energy data for the nitrogen 
Run No 
NC-25 
NC-26 
NC-27 
NC-28 
NC-29 
NC-30 
NC-31 
Pc 8 
2 4 
P8 -2 
F 
-0 
conditioned cata~yst. 
Average 
Temperature 
( oc) 
53.4 
57.9 
63.8 
73.1 
79.8 
85.2 
89.7 
-
(14.95 ± 0.24)% 
(60.25 ± 0.~4)% 
(~.8.3E-06 ± 7.5E-09) kg mo~e;sec 
Nitrogen gas is used as di~uent 
• 
Rate 
(kg mo~e/kg cat;sec) 
(X E+05) 
1.1805 
l. 47~7 
1.8664 
2.66~5 
2.9257 
3.1973 
3.U92 
Table E.5 Activation Energy data for the hydrogen 
conditioned catalyst. 
Run NO Average Rate 
Temperature (kg mole/kg cat;sec) 
(OC) (X E+05) 
8C-5 5~.0 0.3981 
8C-6 59.3 0.7753 
8C-7 69.3 1.4522 
8C-8 79.6 l. 97~4 
8C-9 89.9 2.6904 
• 
Pc 8 - (10.27 ± 0/~0)% 
2 4 
P8 
2 
-
(50.04 ± 0.04)% 
F 
-
(l.762E-06 ± 7.5E-09) kg mole;sec 
0 
Nitrogen gas is used as diluent. 
Table E.6 
- 188 -
Effect of ethylene partial pressure on the 
reaction rate . 
• A : Experimental data for the nitrogen conditioned 
catalyst. 
Run No 
NC-33 
NC-34 
NC-35 
" T • 
av 
Pc B 
2 4 
(\) 
10.53 
19.85 
30.21 
0 (352.6 ± 0.51) K; Pa 
2 
-
Rate 
(kg mole/kg cat;sec) 
(X E+05) 
1.7259 
2.5273 
3.2568 
(59.95 ± 0.23)\ 
F • (l.770E-06 ± 2.l4E-08) kg mole/sec 
0 
• B : Experimental data for the hydrogen conditioned 
catalyst. 
Run No 
BC-10 
BC-ll 
BC-12 
BC-l3 
" T 
av 
F 
0 
-
-
p 
C2B4 
(\) 
10.50 
15.17 
20.13 
24.87 
0 (343.6 ± 0.13) K; p8 
2 
(l.757E-06 ± 4.6E-09) kg 
Rate 
(kg molefkg cat;sec) 
(X E+05) 
2.1351 
3. 0372 
4.0752 
4.8936 
-
( 50. 05 ± 0. 09 )\ 
I 
Tabl.e E.7 
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Effect of hydrogen partial. pressure on the 
reaction rate . 
• A : Experimental. data for the nitrogen conditioned 
catal.yst. 
Run No 
NC-36 
NC-37 
NC-38 
NC-39 
NC-40 
" T -av 
p 
0 
Pa Rate 
2 (kg mole(kg cat;sec) 
(\) (X E+OS) 
79.44 2.2571 
69.46 1. 7501 
59.41 l.. 3432 
49.57 0. 9523 
64.79 1.5609 
0 (332.5 ± 0.15) K; Pc B - (10.78 ± 0.12)\ 
2 4 
(l..766E-o6 ± 6.5E-09) kg mole/sec 
• B : Experimental. data for the hydrogen conditioned 
catalyst. 
Run No Pa Rate 
2 (kg molejkg catjsec) 
( ') (X E+OS) 
BC-15 59.51 7.3604 
HC-16 55.07 6.7355 
HC-17 50.06 5.9551 
" 
0 T 
-
(344.5 ± 0.13) K; p 
-
(30.19 ± 0.11)\ 
av C2B4 
p 
-
(l..74BE-Q6 ± 3.2E-09) kg molejsec 
0 
- ~90 -
• Tal:>~e E. 8 : Experimental data for rate 
Equations {6.2) and (6.~8) 
Run No Average p Pa Rate 
Temperature C2B4 2 {kg mole/kg cat;sec) 
{OC) {\) {\) {X E+05) 
NC-36 59.7 ~0.68 79.44 2. 2571 
NC-37 59.5 ~0.89 69.46 ~.750~ 
NC-38 59.4 ~o.n 59.4~ ~.3432 
NC-39 59.4 ~0.79 49.57 0.9523 
NC-40 59.~ ~0.63 64.79 ~. 5609 
NC-4~ 5~.5 30.~5 50.03 o. 9553 
NC-42 50.5 30.~7 59.68 1.3~2~ 
NC-43 70.7 30.34 59.47 3.6589 
NC-44 70.8 30.3~ 49.92 2.5283 
NC-45 69.8 ~0.~7 49.87 1.4328 
NC-46 70.5 30.29 59.70 3.3738 
NC-47 49.6 ~0.53 79.55 1.2794 
NC-48 70.2 ~0.70 79.40 3.4045 
NC-49 55.3 ~5.25 70.08 1.9031 
NC-50 53.6 22.08 67.93 ~.6046 
NC-51 52.0 ~0.4~ 79.53 1.4735 
• Nitrogen gas is used as diluent. 
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• Table E.9 : Experimental data for rate 
Equations (6.3) and (6.19) 
Run No Average p PB Rate 
Temperature C2B4 2 (kg mole/kg cat;sec) 
( oc) (11) (11) (X E+05) 
HC-10 70.4 10.50 49.93 2.1351 
HC-11 70.7 15.17 50.03 3.0372 
HC-12 70.5 20.13 50.12 4.0752 
HC-13 70.6 24.87 50.10 4.8936 
HC-14 50.3 30.27 59.85 1.9454 
HC-15 50.3 30.05 49.94 1.5656 
HC-16 69.2 9.93 79.62 3. 0873 
HC-17 60.8 29.73 60.3l. 4.0064 
HC-18 60.7 24.88 60.35 3.1793 
HC-19 60.0 9.96 60.12 1.3002 
HC-20 70.5 10.29 60.20 2.22].7 
HC-21 55.2 10.].3 79.85 l. 2365 
HC-22 65.1 15.08 50.17 2.1220 
HC-23 58.5 29.87 55.08 3.1635 
HC-24 53.8 25.03 64.89 2.0879 
HC-25 62.5 20.].]. 70.03 3.3498 
• Nitrogen gas is used as diluent. 
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Tabl.e E.lO statistical analysis of the parameter 
estimates for Equation (6.2). 
< rc H )N 
2 6 2 
A. The reparameterized parameters with approximate 
95\ confidence intervals 
-
• a p 
exp( 9) exp[- ( 1/T - 1/T ) exp( .P)] ( P B ) ( P8 ) c2 4 2 
Parameter value 
6 -9.7240 (± 0.1532)a 
f) 8.5871 (± 0.0836) 
a 0.4338 (± 0.0702) 
s 1.8053 (± 0.1998) 
a Quantities in parentheses are estimates of 
confidence intervals 
T• • 333°K 
B. The parameter estimates correlation matrix 
6 p a p 
J. -0.2509 0.9541 0.8065 
J. -0.2167 0.0611 
1 0.6691 
1 
c. Eigenvalues to define the JCR of the parameter 
estimates: 
Al 
A3 
-
2.545E-08 
• 4.341E-l0 
A2 
A4 
-
~ 
1.233E-10 
6.415E-11 
o. The volume of the JCR of the parameter 
estimates • 1.070E+J.8 
o;•,<;, 
~93 -
Table E.~~ statistical analysis of the parameter 
estimates for Equation (6.3). 
< rc a >a 
2 6 2 
A. The reparameterized parameters with approximate 
95% confidence intervals 
-
• a 
exp(9) exp[- (~/T - ~/T ) exp(p)] {p 8 ) c2 4 
Parameter 
9 
p 
a 
/3 
Value 
-8.87~6 (± o.~434)a 
8.9099 (± 0.0625) 
0.9543 (± 0.0689) 
~.1036 (± 0.~762) 
a Quantities in parentheses are estimates of 
confidence intervals 
T* • 333°!: 
(PH )/3 
z 
B. The parameter estimates correlation matrix 
9 p a /3 
~ 0.5998 0.9204 0.808~ 
~ 0.6435 0.5923 
l 0.5725 
l 
c. Eigenvalues to define the_JCR of the parameter 
estimates: 
kl 
k3 
• 4.70U-08 
• 8.308E-~O 
k2 
k4 
= 
-
l.954E-09 
l.092E-l0 
D. The volume of the JCR of the parameter 
estimates • 3.463E+l7 
- 194 -
Table E.12 Statistical analysis of the parameter 
estimates for Equation (6.18). 
A. The reparameterized parameters with approximate 
95% confidence intervalS 
• 
exp(e) exp(- (1/T - 1/T ) exp(p)J Pc 8 2 4 
-< rc a )N 
2 6 2 1 + exp(~) PCB + exp({) (PB )0.5 
2 4 2 
Parameter 
e 
.p 
~ 
{ 
Value 
-6.3426 (± 3.6985)a 
8.5929 (± 0.0785) 
3.3901 (± 3.7527) 
1.4980 (± 4.5667) 
a Quantities in parentheses are estimates of 
confidence intervals 
T1t • 333°lt 
B. The parameter estimates correlation matrix 
e .p ~ { 
< Pa >2 
2 
1 0.0717 0.9998 0.9997 
1 0.0179 0.0027 
1 0.9990 
1 
c. Eigenvalues to define the JCR of the parameter 
estimates: 
1.1 
}.3 
• 1.059E-08 
• 1.726E-10 
}.2 
}.4 
-
8.302E-10 
= 6.117E-14 
D. The volume of the JCR of the parameter 
estimates s 1.038E+20 
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Table E.l3 Statistical analysis of the parameter 
estimates for Equation (6.19). 
A. The reparameterized parameters with approximate 
95\ confidence intervals 
< rc H )H 
2 6 2 
• exp(9} exp(- (1/T- 1/T ) exp(p)J Pc H 
2 4 
-
Parameter 
9 
p 
" 
0--:-5 1 + exp('JI) (PH ) 
2 
Value 
-7.5622 (± 0.9662)a 
8.9350 (± 0.0506) 
0.8761 (± 1.4429) 
a Quantities in parentheses are estimates of 
confidence intervals 
• 0 
T • 333 K 
B . The parameter estimates correlation matriX 
e 
1 
p 
-0.3839 
1 
" 0.9996 
o. 3679 
1 
(pH )1.5 
2 
c. Eigenvalues to define the JCR of the parameter 
estimates: 
).1 • 2.202E-08 ).2 = 2.156E-09 
). 3 • 2.250E-12 
D. The volume of the JCR of the parameter 
estimates • 9.674E+l3 
Run No 
NC-52 
NC-53 
NC-54 
NC-55 
NC-56 
NC-57 
NC-58 
NC-59 
NC-60 
NC-61 
NC-62 
NC-63 
NC-64 
NC-65 
NC-66 
NC-67 
• 
Table E.14 
Average 
Temperature 
(OC) 
73.1 
85.2 
89.7 
79.8 
79.7 
79.8 
85.1 
76.5 
79.6 
90.1 
90.1 
90.2 
76.5 
80.3 
85.3 
75.2 
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• Experimental data for rate 
Equation (6.20). 
Pc2B4 
(\) 
14.77 
14.70 
15.35 
15.13 
10.37 
10.02 
15.01 
14.85 
10.13 
10.08 
20.15 
15.67 
25.15 
13.17 
20.17 
19.87 
Pa 
2 
( ') 
60.37 
60.55 
59.90 
60.05 
60.13 
79.13 
50.13 
56.87 
70.17 
70.15 
69.87 
70.08 
65.37 
75.37 
65.38 
65.17 
Rate 
(kg mole/kg cat;sec) 
(X E+05) 
2.6615 
3.1973 
3. 4192 
2.9257 
2.2623 
3.7986 
2.1643 
3.0594 
3.0887 
3.6848 
5.3909 
4. 7542 
4.3094 
4.2153 
4.5444 
3.7596 
Nitrogen gas is used as diluent. 
-~ 
Tal:>l.e E.l.5 
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statistical. anal.ysis of the parameter 
estimates for Equation (6.20). 
A. The reparameterized parameters with approximate 
95\ confidence interval.s 
• exp(9) exp[- (1/T- 1/T ) exp(p)J Pc 8 
2 4 
2 (PB ) 
-< rc H )N 
2 6 2 l. + exp(ll) Pc B + exp(O (PB )o.-5 
2 4 2 
Parameter 
8 
.p 
ll 
e 
Value 
-7.3967 (± 0.67l.5)a 
7.5120 (± 0.2251) 
l..45l.O (± 0.7634) 
-1.6653 (± 4.4141) 
a Quantities in parentheses are estimates of 
confidence interval.s 
• 0 
T • 353 K 
B. The parameter estimates correlation matriX 
8 .p ., { 
1 0.0665 0.9857 0.9904 
l. 0.0716 0.0840 
l. 0.9541 
l. 
c. Eigenval.ues to define the JCR of the parameter 
estimates: 
~1 
A3 
2.55E-08 
• 8.68E-l.l. 
A2 • l..50E-l.O 
A4 • 2. 40E-l.3 
D. The volume of the JCR of the parameter 
estimates • l..120E+l.8 
2 
~aaOH ~I~aNIX 40 NOI~YAIRaa 
11 XIaNac!ciY 
-86T -
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This appendix is devoted to the derivation of the kinetic 
expression for the reaction mechanism of ethylene hydrogenation on two 
differently conditioned pal~adium catalysts. From the conventiona~ 
kinetic studies (Chapter 6), it was observed that the reaction order 
with respect to the hydrogen partial pressure is more than or equal to 
one. Therefore, this clearly indicate that there is a second addition 
of the hydrogen in the reaction scheme. Hence, it is assumed that the 
step in which the second hydrogen addition takes place is a rate 
controlling step. 
Derivation of the ltinetic Ellpression 
A. Nitrogen Conditioned catalyst 
Mechanism steps: 
a
2
(g) +II 
c
2
a
4 
+ II 
c
2
a
4 
••• M +a· 
C
2
H5 ... M + H2(g) 
c
2
a6 ••• M 
H ••• M 
J: 
a2 
J:c a 
2 4 
1(1 
J:C2a6 
1(2 
H, •• M + a 
c
2
H4 ., .M 
c
2
a
5
., .M 
c
2
a
6 
••• M + a 
c
2
B
6
(g) + M 
BM • M 
(F .l) 
(F.2) 
(F. 3) 
(F.4) 
(F. 5) 
(F .6) 
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HM 
IC3 
a· + M (F. 7) 
a· + a· 
IC4 
a2(g) (F .8) 
Assumed steps ( P .l. ) , ( P. 2 ) , ( P. 3 ) , ( P. 5 ) , ( P. 6 ) , ( P. 7 ) , and ( P. 8 ) are 
under equillibrium, therefore 
[H .•• M] 
-
[c2a 4 .. . M] 
[C28 5 •• • M] -
[C28 6 •. • M] -
(B ••• M] 
ICa Pa (M] 
2 2 
[a. I 
- ICC2a4 PC284 
(M] 
ICl (C28 4 •• • M] (a'] 
(l. I ICC 8 ) PC 8 [M] 
2 6 2 6 
-
[M] I IC2 
[B'] - (p8 ,o.s I (IC4)0.5 
2 
Equations (F.9) and (P.l.3) yield 
[B'] 
Equations (F.9) and (P.l.4) yield 
- IC2 IC8 Pa 
2 2 
[B •• • M] • K (IC )0.5 (P )0.5 (M] 
82 . 4 82 
Prom Equations (P.lO), (P.l.l), and (P.l.5) it yield 
2 
[C H .•. M] • ICl ICZ ICa ICC 8 PC 8 (Pa ) 
2 5 2 2 4 2 4 2 
(F.9) 
( F .10) 
(F.U) 
(F.l.2) 
( p .13) 
(F.l.4) 
( F .15) 
( F .l.6 ) 
(F.l7) 
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Since at equil.ibrium 
[B ... M] + (C2B4 ... M] + (C285 .•. M] + [C286 ... M] + [M] B l. (F.l.B) 
As the production of ethane is small. due to the differential 
operation of the reactor; therefore, the surface concentrations of 
(c2a5 ... M] and (c2a6 ... M] can be assumed to be negligible. Therefore, 
Equations (F.l.O), (F.l.6), and (F.l.B) yiel.d 
(M] 
-
( l. + KB (K4)0.5 
2 
(p )0.5 
82 + Kc B Pc B 2 4 2 4 
-]. 
} (F.l.9) 
The rate determining step, Equation (F.4) yiel.ds the fol.lowing rate 
expression for the formation of ethane 
( rc B )N 
2 6 2 
-
k (C 2a5 ••• M] 
2 
<Pa > 
2 
which, from Equation (F.l.7) and (F.l.9) becomes 
or 
< rc B >N 
2 6 2 
-
< rc B >N 
2 6 2 
where 
2 
k Kl K2 KC 8 KB PC B {pH ) 
2 4 2 2 4 2 
o.5 <-- -o.s 
l. + (K4) KB Pa ) + KC 8 Pc 8 
2 2 2 4 2 4 
k 2 Pc B (PH ) 
2 4 2 
- . o. 5 
l. + KC B Pc B + KB (PH ) 
2 4 2 4 2 2 
. 
k 
- k Kl. K2 KB KC B 2 2 4 
(F. 20) 
(F.2l.) 
(F. 22) 
(F. 23) 
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K~ 
2 
-
K (K )0.5 
a2 4 
(F. 24) 
Equation (P.22) represents the kinetic model proposed for the ethylene 
hydrogenation reaction on the nitrogen conditioned palladium catalyst. 
B. Hydrogen Conditioned Catalyst 
Reaction mechanism steps: 
K" 
H2( g) + 2 M .. 
a2 
) 2 H ... M (F. 25) 
K' 
c 2H4(g) +H ..• M 
1 
c 2a5 .•. M (F. 26) 
c 2a5 ... M + a2(g) c 2a6 + H ... M (F. 27) 
H ... M 
K; 
HM • M (F .6) 
IC' 
HM 
" 
3 ., a· + M (F. 7) 
IC' 
a· + a· 4 H2( g) (F. 8) 
Assumed steps (F.25) and (F.26) are also under equilibrium, therefore 
[H ••• M] 
-
(K{i Pa )0.5 [K] 
2 2 
(F. 28) 
(C2H5 ••• M] - K~ Pc a [B ••• M] 2 4 
(F .29) 
which, from Equation ( P. 28), becomes 
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[C
2
B
5 
••• M] 
-
K" (K"" p )0 "5 p [M] 
l &2 &2 C2B4 
(F. 30) 
Since at equilibrium 
[B ••• M] + [C B .•. M] + [M] • 1 
' 2 5 
(F.31) 
Since the production of ethane is small due to differential 
behaviour of the reactor, therefore the concentration of [c 2a5 ... MJ on 
the catalyst surface could be assumed negligible. Equation (F.3l) yields 
[H ... M] + [M] • l 
Now, Equations (F.29) and (F.32) yield 
[M] 
-
(l+(lc; 
2 
ph ,o.5 
2 
-1 } 
(F. 32) 
(F.33) 
The rate determining step, Equation (F.27), yields the 
following rate expression for the formation of ethane 
< rc a 1a 
2 6 2 
-
k-[c2a5 ... M) Pa 
2 
which, from Equations (F.30) and (F.33), becomes 
< rc a 1a 
2 6 2 
-
k 1(1 
-< rc a 1a 2 6 2 
(K; 1o.5 
2 
Pc B 
2 4 
<Pa >1.5 
2 
1 + K-
Hz 
(pH 1o.5 
2 
1.5 
J{" P B ( Pa ) 
cz 4 2 
0.5 
1 + IC; <P8 I 2 2 
(F. 34) 
(F. 35) 
(F. 36) 
where 
k""' -
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k K1<K" lo.s 
B2 
K- • 
B2 
(It; )0.5 
2 
(F. 37) 
(F. 38 ) 
Equation (F.36) represents the kinetic model proposed for the 
ethylene hydrogenation reaction on the hydrogen conditioned palladium 
catalyst. 
(S~I~S NDIS~a ~I~NaDO~S) 
S~U:i!HYHYd dO SaD~/\ OUY'IO:::l'l'<i.l 
D -xr~a:a:v 
-soz -
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Table G.l : Calculated parameter estimates at each stage 
of sequential experimental design (SD-l). 
Experiment A E cr /3 
No 0 
(XE-03) (X E-04) 
SDl 
l - 6 1.828 1.136 0.518 1.773 
SDl-7 1.780 l.l34 0.518 1.768 
SDl-8 1.658 1.129 0.523 l. 778 
SDl-9 1.503 1.123 0.516 1.768 
SDl-10 1.414 l.ll9 0.513 1.778 
Table G.2 Estimates at each stage of the sequential 
experimental design ( SD-2 ) . 
Run No a p cr {3 
• SD2 -8. 725( ±0. 315 ) 8. 929( ±0 .122) l. 039( ±0 .159) l. 296( :tO. 447) 
l - 6 (±3.6%) (:tl.4%) (:tl5.3%) (±34.5%) 
SD2-7 -8. 710( ±0 .195) 8.931(:!;0.079) l. 041( ±0 .lOS ) l. 326( :tO. 236 ) 
( ±2. 2%) (:!;0.9%) (:tl0.9%) (:tl9.8%) 
SD2-8 -8. 740( :tO .170) 8.917(:!;0.069) l. 022( ±0. 088) 1.320(:!;0.248) 
( ±2. 0%) (:tO. 8%) (:!;8.6%) (:tl8. n > 
SD2-9 -8.738(±0.145) 8.916(:!;0.059) 1.017(:!;0.073) l. 337( :tO .198) 
(±1.7%) (:!;0.7%) (:!;7.2%) (:tl4.n.) 
SD2-l0 -8. 738( ±0 .126) 8.917(±0.049) l. 018( :tO. 062) 1.334(:!;0.166) 
( :tl. 4%) (:tO.G%) (:t6.U) (:tl2.4%) 
• Quantities in parantheses are the approXimate 95% confidence 
interval for the parameter estimates. 
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Table G. 3 : Calculated parameter estimates at each stage 
of sequential experimental design (S0-2). 
Experiment A E a p 0 No 
(X E-05) (X E-04) 
502 
l - 6 11.194 1.500 1.039 1.296 
502-7 12.031 1.504 1.041 1.326 
502-8 8.509 1.483 1.022 1.320 
502-9 8.281 1.481 1.017 1.337 
502-10 8.498 1.482 1.018 1.334 
Table G.4 : calculated parameter·estimates at each stage 
of sequential experimental design (5D-3). 
Experiment A E a p 
No 0 
(X E-03) 
503 
1 - 6 3.243E+03 11.432 0.726 2.106 
503-7 1.938e+04 12.750 0.590 2.674 
503-8 30.559 8.721 0.492 1.553 
503-9 74.704 9.194 0.581 1.692 
503-10 49.680 8.932 0.583 1.615 
503-11 64.326 9.081 0.606 1.587 
503-12 92.854 9.263 0.651 1.660 
503-13 70.810 9.085 0.657 1.606 
503-14 90.397 9.203 0.690 1.657 
503-15 80.465 9.125 0.695 1.635 
HYaOO~d sacraxa dO DNI~SI~ 
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0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
PROGRAM EXPDES(INPUT,OUTPUT,T.APES•IKPUT,~E6-QDTPOT) 
c 
C THIS PROGRAM ESTIMATES THE PARA!IE'l'ER AND 
C SEQUEH'l'IALLY DESIGHS EXPEIUHEN'l' FOR SIMULATIOI\I 
C STUDIES AND AS WELL AS FOR THE ACTUAL LABORA'roRY 
C EXPERIMENTAL STUDIES. 
c 
C THIS PROGAH CAN ALSO BE OSED PORI 
C I • PARAMETER ESTIIIATIOII ONLY J AND 
C II. DESIGN Of' AN EXPERIM!Jrf'l' FOR SEQUENTIAL DESIGN ONLY. 
c 
C TBl!: EMPIRICAL ltiNETIC MODEL IS USED. 
c 
C IT USES !04JBP AND E04UAF NAG LIBRARr SUBROUTIIIES 
C TO KINIKISE TilE FITTING AND DESIGN FUNCTIONS RESPECTIVELY. 
C QUASI-NDI'l'ON KETBOD IS USED IN THESE SUBROUTINES. 
c 
C AO - PRE-EXPOI!:N'l'IAL FACTOR 
C E - ACTIVATION ENERGY ( CAL/l«)LE ) • 
C A - REACTION ORDER WITH RESPECT TO !:'1'IIYLEN!:. 
C B - RAECTION ORDER WITH RESPECT TO En'DROGEM. 
C RAO - REPARAMETERlZED AO. 
C REO - RPARAMETERIZED EO, 
C AV'l"C - AVERAGE REACTION TEMP!:RA'l'URE 
C GCON - IDEAL GAS CONSTANT. 
C DER - DETRIVATIVE MATRIX (ARRAY) 
C NOISE - \ MOISE INTRODUCED IN SIMULATED EXPERIMENTS. 
C SFP - SCALING FACTORS OF PARAHE'l'EllS ( ARRAY ) . 
C IFIT - FUNCTION EVALUATION COUNTER. 
c 
c 
c 
c 
c 
c 
c 
c 
c 
REAL XC2( 50), XB2( 50) ,Xll2( 50), T{ 50) ,AXC2( 50), AXBZ( 50} ,AT( 50), 
•DXC2( so) I DXB2( 50) I DT( 50) I 'I"T( so) 
REAL BLP(6),BUP(6),0ELTAP(6) 1 GP(6),PARAM(6),HESOP(6) 1 
+HESLP(20),wP(54) 
REAL PAAO(SO),PAE0(50) 1 PAL(SO),PBE(50),PRA0(50),PREO(SO), 
+SFP( 6) 
REAL ROBS( 50). AROBS( so}. ROBX( 50) I ERO( so) I RPRED( so) I ZZ( 50) I 
+RESD( 50), PCI( 4 ), CONR( 50), DE'I'CM( 50), EIGI( 4), EIGR( 4) 
REAL DC( 3 ) 1 BL( l ),BU( l ) 1 IWO( 50 ),CL( 1 ),CU(l ),RLAM( 2 ),C( 2 ) 1 
, +WD( 200) 
DOUBLE PRECISION DERT( t, 50), DETCR.l, VAR, REL( 4, 4), CSOV, 
+DTD,CM( t, 4 ), WT( 50,50 ).TW( 4, 50 ),CIHV( 4 1 4 ),PSD( t, 4 ), 
+CDERT( 4, 50), DER( 50,4 ),CRI( 4, 4 ) 1 CSD( SO ),DETIM 
aTERNAL E04JBQ, f'UNCT, HOJHT, E0-4WA1' 
INTEGER OITER,DETAIL,ISTATP(6),1WP(l0),1FITE(50),1FITD(50) 
LOGICAL LOCSCH, Ll\HSET 
c 
0011 COIOIJNjPAR/AO,EO,A,B 
0012 COMHON/PS/SrP 
001] COtH:IN/ACTEXP/Iu:xP 
0014 COID«>NfERROR/ROBI 
0015 COMI«*fVL/TU,T'l"' 
0016 COMMOR/AP/AAO,AEO,AAL,ABE,ARAO,AREO 
0017 COJOIOH.(VAR/T, T'1', XC2, XHl 
0018 COIOiltf/PR/PRESS 
0019 COMMON/ARER/AROBS,D'Il 
0020 COIM)NfHOLTP' /PITP'l', PlTFTS 
0021 COMI«)Nfi(UL'l'D/DESPT, DESFTS 
0022 COMHON/FLAG/DET~L,HODEL 
0023 COMMOH/DCRI/IDCRl 
OOz.t COMMON/VRB/DIOIS! 
0025 COMMDH/COH/AVT,GCOM 
0026 COMMON/RATE/ROBS, RPRED 
0027 COHMOH/RPAR/RAO,REO 
0028 COIO«>NfFIT/If'IT 
0029 COMI«>H/DRV /DER 
0030 COHMONjDIPT/NEXP'l'S, INEXP 
0031 COMHON/PRIR'T/IPR.IE 
0032 COMI«JN/NVP/NVAR,HPAR 
003l CQMI«)NfSOP/SDnnl 
c 
0034 CALL NAGLIB 
0035 WRITE( 6, 9999) 
0036 
0037 
0038 
0039 
0040 
0041 
0042 
c 
C INITIAL P~R GUESSES 
c 
R&AD(S 1 •) A0,EO,A 1 8 
c 
C FLAG( IOCR! ) FOR DESHON CRITERlOII 
C 1 - HIHIHUM VOLUME DESIGN CRITERIOII 
C 2 - CORRELATION-SPECIFIC DESIGN CRITERION 
C 3 - SHAPE DESIGN CRITERIOII 
c 
REAO(S 1 •) IOCRl 
c 
C ACTUAL- PARAMETERS AND AVERAGE TEHE' 
c 
c 
IU:AD( S,") AAO,AEO,UL,ABE 
READ( 5 I.) AVTC 
C LIMITS ON ~ABLES 
C T - TEMPERATURE (C) 
C EMF - ETH'iLEN'E MOLE FRACTION 
C HMF - HYDROGEN MOLE FRACTION 
C L - LOWER LIMIT U - UPPER LIMIT 
C PRESS - REACTION PRESSURE 
c 
READ( 5, ") TL,TU 
READ(S,") EMFL,EMFO 
READ(S,") UHFL,HMFU 
I 
N 
0 
"' I 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
0050 
0051 
0052 
0054 
0056 
0057 
0058 
0059 
0060 
0061 
0062 
0063 
0064 
0065 
0066 
0067 
0068 
eAD( 5, * ) PRESS 
c 
c DCPERIHEN'I'AL NOISE LEVEL FOR SIMULATION STUDIES 
c 
READ(S,*) ENOISE 
c 
c NUMBER OP VARIABLES (NYU) AND PARAMETERS (HPAR) 
c 
READ( 5, • ) NVAR, NPAR 
c 
c MAXIKUK H'lJ'KBE:R Op EXPER.IK!Jfl'S 
c 
READ( 5, •) HEXPTS 
c 
c NUHB!:R OP EXPERIMENTS FOR 1ST BLOCJ: 
c 
READ( 5, *) IIEXPTS 
IN!:XP • NDIPTS 
c 
C FLAG ( IAEXP) POR STUDIES 
C 0 - SIMULATION STUDIES 1 - REAL STUDIES 
c 
C FLAG (JOB) f'ba JUST DESIGN OR FITTING 
C 0 - ONLY DESIGN 1 - ONLY FITTING :.1 REAL SEQUENTIAL DESIGN 
c 
c 
READ(S,*) IAEXP 
READ(S, •) JOB 
C PSEUDO RANDOM REAL lfUKBER FROM NORMAL (GAUSSIAN) 
C DISTRIBUTION WITH 0. 0 MEAN AND STANDARD DEVIATION 0. 5. 
c 
,. 
36 
37 
c 
c 
c 
10 
c 
c 
c 
c 
REAO(S,•) NOISE 
IF( IAEXP .EQ. 1 ) GO TO l7 
IF( ENOISE .EQ. o.o ) GO TO l7 
CALL GOSCBF( NOISE) 
00 36 1•1,HEXPTS 
ITN • NOISE"'! 
00 39 J•1, ITN 
RN • GOSDOF(O.O,O.S) 
ROBX( I ) • Rll 
CONTI!IlJE 
CONTINUE 
FIRST BLOCX OF EXPERIMENT DESIO. 
00 10 1-1, NEXPTS 
READ(S,•) T(I),XC2(I),XH2(I) 
STORE THE FIRST BLOCX OF DESIGNED EXPERIMENTS 
D - DESIGNED EXPERIMENTS 
DO 15 I•l, NEXPTS 
DT(I),.. T(l) 
AT( I) • T(I) 
A - REAL EXPERIMENTS 
0069 DXCZ(I) • XC2(1) 
0070 AXCZ(I) • l:CZ(I) 
0071 DXB2(I)- XBZ(l) 
0072 AXBZ(l) • XBZ(I) 
0073 15 COIITIIIUE 
c 
c HUL'l'IPLICATIOII FACTORS 
c DESPT - f'OR DESIGN FUHC'l'IOII 
c FITP"l' - FOR l'IT'I'IRG FUNCTIOII 
c 
0074 READ( 5, *) DESrt', f'ITFT 
0075 
0076 
0077 
0078 
c 
C FLAG (DETAIL) P'OR PRINT OUTPUT 
C 1-YES 0-NO 
C FLAG ( )I)DEL) FOR KINETIC MODEL 
C 1 - NOH-RP l«lDEL 2 - RP IIJOEL 
c 
c 
READ(5,"') DETAIL,MODEL 
WRITE(6,995l) 
WRI'l'E( 6, 9952) 
WRITE( 6, 9897) MODEL 
0079 RE.AD(S,*) IPRINT,IPRIE 
c 
C LIMITS ON PARA~a:TERS 
C -l.0£+06 TO l.OE+06 FOR UNCONSTRAINED ESTIMilTION 
c 
0080 
0081. l3 
0082 
00 ll I•l,NPAR 
READ(5,"') BLP(I),BUP(l) 
IF( IAEXP .EQ. 0 ) WRITE(6,9987) £NOISE 
c 
C GAS CONSTANT AND AVERAGE TDIPERA'l't.JRE IN DEGRD!: ULVIN 
c 
0084 GCON .. 1. 98719 
0085 AVT • AVTC+27l.16 
0086 
0081 
0088 
0089 
0090 
0091 
0092 
0093 
0094 
c 
C TRANSFORMED FORM OF TEHPERATURE: ( TT) 
c 
12 
c 
c 
c 
c 
c 
c 
c 
TTL • (AVTC-TU)/AVT/(TU+273.16) 
TT'U • ( AVTC-TL )/AVT/( TL+27 3 .16) 
DO 12 I•1,NEXPTS 
TT( I ) • ( AVTC-T( I) )/AVT/( T( I )+273, 16) 
WRITE(6,9986) AVTC 
REPARAMETER.IZED AND TRANSFORMED PARAKf:TERS (R) 
A - ACTUAL 
RAO • ALOG(AO*EXP(-EO/GCON/AVT)) 
REO - ALOG( EO/GCON) 
ARAO - ALOG(AAO"'EXP(-AEO/AVTjGCON)) 
AREO '"' ALOG( AEO/GCON) 
PRINT THE INITIAL VALUES Of" PARAHETI:RS 
I 
N 
f-' 
0 
I 
0095 
0091 
IF( MODEL .EQ. 1 ) WRITE(6,9956) AO,EO,A,B 
IF( MODEL .EQ. 2 ) WRITE(6,9959) AO,EO,A,B,RAO,REO 
c 
C ECHO THE INPOT VALUES 
c 
0099 IF( IDCRI .EQ. 1 ) WIU'l'E(6,9919) 
0101 If'( IOCRI .EQ. 2 ) WRITE(6,9918) 
0103 IF( IDCRI .EQ. 3 ) WRITE(6,9917) 
0105 IF( DETAIL . EQ. 0 ) GO TO 550 
0107 WRITE( 6, 9949) 1'L, TU ,TTL, TI'O, BHF'L, UMl"U, EKf'L,EMFO 
0108 WRITE( 6, 9948) NVAR,NPAR, IKEXP,ta:XP'l'S 
0109 WRITE( 6, 9936) DESPT ,FI'l"PT 
0110 WRITE(6,9947) 
0111 DO 551 I•1,INEXP 
0112 551 WRITE(6,9976) I,T(I),XC2(I),XB2(I),(1.0-XC2(I)-XB2(1)) 
0113 WRITE( 6, 9946) 
0114 DO 40 1•1,KPAR 
0115 40 WRIT!(6,9945) I,BLP(I),BUP(I) 
0116 550 C9NTINUE 
c 
C ESTIMATION OF PARAHETEkS FROM FIRST BLOCJ( OP EXPERIMENTAL 
C DESIGN 
c 
C VARIABLES FOR OPTIMIZATION ROUTINE E04JBF 
c 
0117 LWP • 54 
0118 LHP • 20 
0119 
0120 
0121 
0122 
0123 
0124 
0125 
0126 
0127 
0128 
ouo 
0132 
0134 
01]6 
0138 
01]9 
0140 
0141 
0142 
014] 
0144 
0145 
0146 
c 
520 
c 
LIWP - 30 
LOCSCH - .TtWE. 
X'J'OL • 1. OE-QS 
STEPHX • 1.0£+05 
MAXI" - 3000 
f'ESTP • 0.0 
ETA • 0.01 
!BOUND • 0 
CONTINUE 
If'( JOB .EQ. 0 ) GO TO 152 
If'( IAEXP .EQ. 1 .AND. NEXPTS .GE, KEXP'l'S ) GO TO 177 
IF( DETAIL .EQ. 1 ) WRITE(6,9985) 
IF( DETAIL .EQ. 1 ) WRITE(6,9924) 
c STARTING POINTS FOR FITTING 
c 
IF( HODEL .EQ, Z )GOT0510 
PARAM{ 1 ) • AO 
PARAM( 2) .. EO 
PARAM( l} .. A 
PARAM( 4) • 8 
GO TO 511 
510 COH'TINUE 
FARAH( 1 ) .. RAO 
PARAM( 2 ) • REO 
PAAAH( 3) • A 
0147 PARAII( 4) • B 
0148 511 CONTINUE 
c 
C SCALE P ARAJa"l'ERS 
c 
0149 00 710 1•1, NPAR 
0150 710 SFP(I) • 1.0 
0151 00 705 1•1, HPAR 
0152 IP( PARAH( I) . EQ. 0 ) GO TO 704 
0154 702 IP( ABS(PARAM(I)) .OT. 1.0 ) GO TO 701 
0156 PARAM(l) • PARAM(I)*l,OE+Ol 
0157 SP'P(I) • SFP(I )*1. OE+01 
0158 GO TO 702 
0159 701 CONTINUE 
0160 703 IP( ABS(PARAM(l)) .LT. 1.0 ) GO TO 704 
0162 PARAM(I) • PARAM(I)*1.0E-01 
0163 SPP( I) • SPP( I )*l.OE-01 
0164 GO TO 703 
0165 704 CONTINUE 
0166 705 CONTINUE 
c 
C CALL E04HBF AT STARTING POINT TO FIND SUITABLE 
C DIP'FERENCING INTERVALS 
0167 
0168 
0169 
c 
c 
IFAIL • 0 
If'IT • 0 
CALL E04HBF(NPAR,FUNCT,PARAM,J,DELTAP,HESLP,LHP,HESDP,UP,GP, 
+IWP,LIWP,WP,LWP,IFAIL) 
C E04JBP OPTIMIZATION SUBROUTINE FOR ~HIMIZATIOH 
c 
0170 
0111 19 
0172 
0173 
0174 
0175 
c 
c 
c 
0177 
0179 
OHIO 
0181 
0182 
c 
c 
c 
018] 
0184 
0185 
0186 
DO 19 I-1,1JfP 
HESLP(I) • 0,0 
INTYPE • 1 
If'AIL • 1 
CALL E04JBP(NPAR,FUNCI',MONIT, IPRIE, UXSCB, INTYPE, 
+E04JBQ,MAXF,ETA,XTOL,STEPHX,FESTP,DELTAP,IBOUND,BLP,BUP, 
+PARAM,HESLP,LHP,HESDP,ISTATP,UP,GP,IWP,LIWP,WP,LWP,IFAIL) 
IF{ DETAIL .EQ. 1 ) WRITE(6,9932) IPAIL 
UPDATE THE PAAAMETERS 
IF( MODEL .EQ. Z ) GO TO 5l.Z 
AO • PARAM(1)/SFP(1) 
EO- PARAM(2)/SFP(2) 
A .. PARAM( 3 )/SFP( 3) 
B .. PARAM(4)/SFP(4) 
STORE THE ESTIMATED PARAMETERS 
PAAO(NEXPTS) • AO 
PAEO(NEXPTS) • EO 
PAL( NEXPTS) - A 
PBE( NEXPTS) 
- B 
I 
N 
f-' 
f-' 
I 
0187 GO TO 513 
0188 512 CONT:urur: 
0189 RAO • PARAII( 1 )/Sl'P( 1) 
0190 REO • PARAII( 2 )/SFP( 2) 
0191 A • PARAII( 3 )/Sl'P( 3) 
0192 8 • PARAK( 4 )/SFP( 4) 
0193 PRAO(NEXP'l'S) • RAO 
0194 PREO( NEXPTS) • REO 
0195 PAL(H!XPTS) • J. 
0196 PBE( NEXPTS) • 8 
0197 PAEO(NEXP1"S) • GCOif 11 EXP( REO) 
0198 PAAO( NEXP'l'S) • DCP( RAO )•EXP( EXP( REO }/AVT) 
0199 513 CON"l'IIru!: 
c 
C PRINT THE ESTIMATED PARAMETE'RS 
c 
0200 IP( DETAIL .Eg. 0 ) GO TO 541 
0202 IP( MODEL .EQ. 2 ) WRITE(6,9984) RAO,REO,A,B 
0204 WRITE( 6, 9983) PAAO( NEXPTS), PAEO( NEXP'l'S), PAL( NEXP'l.'S), 
+PBE( NE:XPTS) 
0205 
0206 
0207 
0208 
c 
C f'UNCTION ViU.UE' 
c 
c 
WRITE( 6, 9916) UP 
OPTPV • UP/FITPTS 
WRITE( 6, 9914) OP'I'l"V 
C NUM8ER OP f'ONCTION ~TIONS 
c 
~TE(6,9926) IFIT 
c 
0224 IP( MODEL . EQ. 1 ) GO TO HS 
0226 DO 11 I•1,HE'XPTS 
0227 TEMP • EXP(RA0-'rr(I)*EXP(REO))*(XC2(I) .. A)*((XB2(I))•*B) 
+-(PRESS••(A+B)) 
0228 DER( I, 1) • TEMP 
0229 DER(I,2) • -T'l'(I)•EXP(REO)•'l'DIP 
0230 DER(I,3) • TEMP•ALOG(XC2(I) 11 PRESS) 
0231 DER(I.4) • T£1GhALQG((XB2(I))11PRESS) 
0232 11 CONTINUE 
0233 GO TO 516 
0234 515 COHTIRUE 
0235 00 14 I•1,MEXP'l'S 
0236 TEMP • EXP(-EO/GCON/(T(I)i-273.16)) 11 (XC2(I)1111A)* 
+(XB2(I)**B)•(PRESS••(A+B)) 
0237 DER( I, 1) • TEMP 
0238 DER(I.2) • -(AO/GCOii/(T(I)+273.16))•TEHP 
0239 DER(I,3) • AO•TEMP•ALOG(PRESS•XC2(I)) 
0240 DER(I,4) • AO•TEMP•ALOG(PRESS•AB2(I)) 
0241 14 CONTINUE 
0242 516 CONTINUE 
0243 IP( JOB .EQ. 0 ) GO TO 155 
c 
C t:AIJ:ULATE PARAMETER CONFIDENCE INTERVALS 
c 
C TRANSPOT MATRI.J: 
c 
0245 00 50 1•1, NPAR 
0246 
0247 50 
c 
00 50 J•l,NEXPTS 
CDERr(I,J} • DER(J,I) 
C WEIGHTING MATRIX 
C RATE DATA C 
0209 
0210 
0211 
0212 
021] 
0214 
0215 
0216 
0217 
0218 
0219 
0220 
0221 
0222 
022] 
C 0248 00 52 1•1,NEXPTS 
WRITE(6,9975) 
c 
WRITE(6,9974) (ROBS(I),I•l,NEXPTS) 
WRITE( 6, 9972) 
WRITE( 6, 9974) ( RPRED( 1), I•l,IIE:XPTS) 
C RESIDUALS AT OPTIJIUII 
c 
00 lS l•l,ftEXPTS 
15 RESD(I) • ROBS(I)-RPRED(l) 
WRITE( 6, 9971) 
WRITE(6,9974) (RESD(I),I-l,NEXPTS) 
WRITE( 6, 9954) 
00 ll I•l,NEXPTS 
33 ZZ( I ) • 1 . 0-( RPRED( I )/ROBS( I ) ) 
WRITE(6,9974) (ZZ(I),I•l,NEXPTS) 
541 CONTINUE 
IFITE(NEXPTS) • IFI~ 
152 CONTINUE 
c 
C UPDATE THE DERIVATIVE MATRIX FOR NEW PARAMETER ESTIMATION 
c 
0249 
0250 
00 52 J-1, NExPTS 
WT(I,J) • 0.000 
0251 52 IF( J .EQ. I ) WT(I,J) • l.O/ROBS(t)u2 
00 Sl I-l.NPAR 0251 
0254 
0255 
0256 
0257 
0258 
0259 
0260 
0261 
0262 
0263 
00 53 J•l, NEXPTS 
TW(I;J) .. 0.000 
00 51 K•l,NEXPTS 
53 TW(I,J) .. TW(I,J)+CDERI'(I,K)•WT(J.,J) 
c 
C CRITERION MATRlX 
c 
DO 51 1'"'1, NPAR 
00 51 J-1. NPAR 
CM(I,J)- 0.000 
DO 51 X•l,NEXPTS 
51 CM(I,J) • CM(I,J)+TW(I,K)~DER(K,J) 
c 
C INVERSE OF CRITERION MATRq 
c 
CALL INVM(NPAR,CM,CINV,DETCRI) 
c 
I 
IV 
f-' 
IV 
I 
C VAIUAIICE 
c 
0264 VJ.R • OPTP'V/FLOAT(NEXPTS-NPAR) 
0265 WRITE( 6, 9898) V1Ul 
c 
C STANDARD DrVIATIOII 
c 
0266 DO s• I•1,HPAR 
0267 DO 54 J•l,NPAR 
0268 54 PSD(I,J) • VJ.R•CtNV(I,J) 
0269 WRITE(6,9906) 
0270 WRITE(6,9940) ((PSD(I,J),J•l,NPAR.),I•l,NPAR) 
0271 
0272 
0273 
0274 
0275 
0276 
0277 
0278 
0279 
0290 
0281 
0282 
0283 
0284 
0295 
0286 
0287 
0288 
0289 
0290 
0Z92 
0293 
0294 
0295 
0297 
0298 
c 
C READ THE T-DISTRIBU'riOII 
c 
c 
READ( 5, •) TD 
DTD • TD 
C PARAKE'l'ER. CONFIDENCE INTERVALS 
c 
•• 
c 
c 
c 
57 
c 
c 
c 
c 
DO 56 I•l,NPAR 
PCl(I) • DTD•DSQRr(PSD(l,I)) 
ECHO PARAMETERS WITB CONFIDENCE INTERVALS 
WRITE( 6, 9900) 
00 57 1•1, NPAR 
PAIWt( I) .• PARAN( 1 )/SFP( I) 
~T£(6,9899) I,PARAH(l),PCI(l) 
CORRELATION MATRIX AND TilE PA.RI.HE't'ER ESTIMATES 
JOINT CONFIDENCE REGIOH 
DO 60 1•1, NPAR 
DO 60 J•l,NEXPTS 
60 DERT(I,J) • DER(J,I) 
DO 61 1•1, NPAA 
DO 61 J•1,NPAR 
CRI(l,J) • 0.000 
DO 61 ~-1,HEXPTS 
61 CRI(I,J) • CRI(l,J)+DERI'(I,X)-DER(X,J) 
CALL CSDCRI(NPAR,CRI,CSOV,REL,OETIM) 
DETCK( NEXPTS ) • DFI'IM 
c 
CONR( NEXP'l'S) • 1. 0/SQRl'( DETCM( NEXPTS)) 
IF{ DETAIL .EQ. 1 ) WIUT£(6,9958) NEXPTS,CONR(NEXPTS) 
WRITE( 6, 9941) NEXPTS 
WRIT£(6,9940) ((REL(I,J),J•l,NPAR),I•1,NPAR) 
CSD(NEXPTS) • CSDY 
IF( DETAIL .EQ. 1 ) WRITE(6,9939) CSO(NEXPTS) 
C EIGEN VALUES OF CRITERION MATRIX 
c 
CALL SDCRI(NPAR,CRl,SDC,EIGR,EIGI) 
WRITE( 6, 9920) 
0299 
0100 
0301 
0303 
0304 
0306 
0307 
0309 
0310 
031~ 
0312 
03U 
0315 
0317 
0318 
0319 
0320 
0321 
OlZ2 
0323 
OlZ4 
0326 
0328 
0329 
ono 
OH1 
on2 
0333 
0334 
0335 
0336 
0338 
OH9 
0340 
0341 
0342 
0)4] 
0344 
0345 
0346 
155 
c 
c 
c 
c 
c 
540 
c 
c 
c 
c 
c 
c 
WRI'l'E( 6, 9974) ( EIGR( I) ,1•1,NPAR) 
WRITE( 6, 9974) ( I!:IGI( I ),1•1,NPAJl) 
IF( JOB .EQ. 1 ) STOP 
COII'l'IIIUE 
DESIGN OF SUCCESIVE SIRGLE EXPERIMEJITS 
SET EXPEIUN!:N'l' NUMBER 
IP( HEXPTS .GE. HEXPT'S ) GO '10 177 
NEXPTS • ftEXPTS+ 1 
IF( DETAIL . EQ. 0 ) GO TO 540 
WRITE(6,9982) 
~T£(6,9981) NEXPTS 
WRIT£(6,9982) 
CONTIRUE 
LIMITS ON VAlUABLES 
IP( N>DEL • EQ. 2 ) BL( 1) • '1'7'L/'J"l"D 
IF( MlDEL • EQ. 1 ) BL( 1 ) .. TL/'1'0 
BU(1) • 1.0 
BL( 2) • .D1FL 
BU(2) • Elll"U 
BL( 3 ) • IDIFL 
BU( 3) • HMFU 
GUESS DESIGN VAJUABLES 
READ( 5, •) TGC, XCZG, XBZG 
~ • TGC+273.16 
IF( I«>DEL .EQ. 2 ) EX(1) .. (AVTC-TGC)/AVT/'I'Git/TT'U 
IF( HODEL .EQ. 1 ) EX(1) .. TGC/TU 
EX(2) • XC2G 
EX( 3) • XH2G 
IFIT - 0 
DlTER .. 0 
l5l CONT.INUE 
c 
c 
c 
E04UJ\f' VJJUABLES 
RHO .. 1.0 
--0 
MINEQ • 1 
IF( IAEXP .EQ. 0 ) MlNEQ • 2 
HRANGE • 0 
M • MEQ+KINEQ+MRAHGE 
LAMSET ... FALSE. 
KAXCA.LL • 3000 
ETAD • 0.01 
LCLU • 1 
IBOUHD .. 0 
LWD "' 200 
LIWD • 50 
I 
N 
>-' 
w 
I 
0347 
0348 
0]49 
0350 
0352 
0353 
0354 
0355 
0356 
0351 
0358 
0359 
0360 
03H 
0362 
0363 
0364 
0366 
0367 
0368 
0369 
0370 
037~ 
0372 
0373 
0375 
0376 
0378 
0379 
0380 
0381 
c 
Il'AIL - 1 
CALL E04UAP( NV).Jl, MEQ,IIINEQ,MRANGE,M, E04WJ\Y, !PRINT ,KP.XCALL, 
+ETAD, XTOL, STEPMX, CL, CU, LCLU, IBOUMD, BL, BU, LAHSET, EX, RHO, RLAK, 
+l'D,C,rwD,LIWO,WO,LWD,IFAIL) 
DITER • DITER+l 
C STORE THE SUCCl!:SIVE EXPEIUMENTAL DESIGII 
c 
IF( MODEL .EQ. ~ ) GO TO 521 
TT( NDPTS) • EX(~) -1"1'0' 
T(NEXPTS) • AVT/(TT(NEXPTS)*AVT+l.0)-213.16 
GO '1'0 522 
sn CONTIIRJE 
T( NEXPTS) • EX(~ )"'1'0 
522 CONTIRUE 
c 
XC2( NEXPTS ) • EX( 2 ) 
XB2( NEXPTS ) • EX( 3 ) 
XN2(NEXPTS) • ~.O-EX(2)-EX(3) 
00'( NEXPTS ) • T( NEXPTS ) 
DXC2( HEXPTS) • XCZ( NEXPTS) 
DXB2( NEXP'l'S) • XB2( NEXP'l'S) 
C PIUNT THE LOCATION OP SUCCESIVE !:XPEIUHEJ'ITS 
c 
542 
c 
IP( DETAIL .EQ. 0 ) GO TO 542 
~T£(6,9980) NEXPTS 
~TE(6, 9979) T( NEXPTS ),XC2( NEXPTS ),XB2(NDCPTS ),XN2(NEXPTS) 
~T£(6,9926) IFIT 
~T£(6,9932) IFAIL 
~T£(6,99~0) RBO,(C(I),I•1,H) 
~TE(6,9916) FD 
CONTINUE 
C CSEO:: TBE DESIGN FUNCTION FOR REAL OPTIKUK 
c 
IP( FD .LT. SDFON ) GO TO 150 
WRITE{6,9908) 
IP( OtTER .EQ. 4 ) STOP 
GO TO 153 
150 CONTIIRJE 
If'ITD(NEXPTS) • IFIT 
IF( JOB .EQ. 0 ) S'l'OP 
c 
C READ THE AC"t'UAL DSIGN AND STORE 
c 
0381 IP( lAf:XP .EQ. 0 ) GO TO 543 
0385 II"( NEXP'I'S . GE. HEXP'l'S ) GO TO 543 
0387 READ( 5,") T( NEXPTS), XC2( NDCPTS), XH2( NEXPTS) 
0388 IF( I«JDEL .EQ. 2 ) TT(NEXP'l'S) .. (AVTC-T(NEXPTS))/AVT/ 
+(T(NEXPTS)+273.16) 
0390 AT( NEXPTS) • T( NDCPTS) 
0391 AXC2( NEXPTS) • XC2{ NEXPTS) 
0392 AXH2(NEXPTS) • XH2(NEXPTS) 
0393 IF( DETAIL ,EQ. 1 ) WRITE( 6, 9942) 
0395 
0397 
d398 
039') 
0400 
0401 
0403 
0405 
0407 
0409 
0410 
0411 
0412 
0413 
0414 
0415 
0416 
0417 
0419 
0420 
0421 
0422 
0423 
0424 
0426 
0428 
0430 
Otll 
0432 
0433 
0434 
0435 
0436 
0437 
0438 
IP( DETAIL .EQ. 1 ) WRIT£(6,9979) AT(HEXPTS), 
+AXC2(NEXPTS),AXB2(NEXPTS),(l.D-AXC2(HEXPTS)-AXB2(NEXPTS)) 
543 CONTINUE 
GO TO 154 
153 CONTIRUE 
Til • (TU+'l'L)/2.0+2.0 
IF( DITER .EQ. 2 ) TN • TR+2.0 
IF( DITER .EQ. 3 ) TN • TR-4.0 
IF( II)DEL • EQ. ~ ) EX( 1 ) • TN/TO 
IP( MODEL .EQ. 2 ) EX(1) • (AVTC-TN)/AVT/(TN+273.16)/TTU 
GO TO 151 
~54 CONTIIIUE 
c 
C ESTIMATION OF PARAMETERS FROM SUCCESIVE EXPERIMENT 
c 
GO TO 520 
177 CON'l'INUE 
c 
C PRINT 'l'HE FINAL RESULTS IN TABULATED PORII 
c 
~TE(6,9978) NEXPTS 
WRITE( 6, 9917 ) 
DO 22 I•1,NEXPTS 
22 WRITE( 6, 9976) I, D'l'( I), DXC2( I), DXB2( I), ( l.O-DXC2( I )-DXB2( I)) 
IF( IAEXP .EQ. 0 ) GO TO 54t 
WRITE( 6, 9'343) 
NH1 • HEXPTS-1 
00 29 I•l,NHl. 
29 WRlTE(6,9976) l,AT(I),AXC2(I),AXH2(1),(1.0-AXC2(I)-AXB2(1)) 
544 CONTINUE 
IF( IAEXP .EQ. 1 ) NEXPTS • NEXPTS-1 
IF( IAEXP .EQ. 0 .AND. ENOISE .QT. 0.0 
IF( IAEXP .EQ. 0 .AND. ENOISE .QT. 0.0 
+(AROBS(I),I•1,NEXPTS) 
WRITE( 6, 9973) 
WRIT£(6,9974) (ROBS(I),I•l,NEXPTS) 
WIUTE( 6, 9972) 
WRITE(6,9974} (RPRED(I),I•1,NEXPTS) 
DO 23 ·1·1, NEXP'I'S 
23 RESD(I) • RDBS(I)-RPREO(I) 
WRITE( 6, 9971 ) 
WRITE( 6, 9974) ( RESD( I), I•1,NEXPTS) 
00 Zl I•1,NEXPTS 
WRITE( 6, 9975) 
WRITE( 6, 9914 ) 
0439 21 ZZ( I ) • 1. 0-( RPRED( I )/ROBS( I)) 
WRITE( 6, 9954) 0440 
0441 
0442 
0444 
0445 
0446 24 
0447 38 
0448 
0449 
0451 
~TE(6,9974) (ZZ(I),I•1.NEXPTS) 
IF( IA!:XP .EQ. 1 ) GO TO 38 
WRITE( 6, 9970) 
00 24 I•1,ta::xPTS 
WRITE( 6, 9960) I, ERO( I) 
CONTINUE 
WRITE(6,9935) AAO,AEO,AAL,ABE 
IF( HODEL .EQ. 2 ) WRITE(6,9934) ARAO,AREO 
IF( MODEL .EQ. 1 ) GO TO 517 
I 
N 
!-> 
"'" I 
045] WRITE( 6, 9969) 
0454 DO 25 I•IIIED',KEXPTS 
0455 25 WRITE( 6, 9968) I ,PRAO( I), PREO( I) ,PAL( I), PBE( I) 
0456 517 COII'l'IRUE 
0457 WRITE(6,9967) 
0458 DO 26 I•INEXP, NEXP'l'S 
0459 26 WRITE{6,9961) I,PAAO(I),PAEO(I),PAL(I),PBE(I) 
0460 WRITE( 6, 9966 ) 
0461 DO 27 I•INEXP,HEXP'l'S 
0462 27 WRITE( 6, 9965 ) I, OETCH( I ) , CONR{ I ) 
0463 WRITE(6,99ll) 
0464 00 30 I•INEXP,HEXPTS 
0465 30 WRITE(6,9937) I,CSO(I) 
0466 WRIT£(6,9964) 
0467 DO 28 I•INEXP,NEXPTS 
0468 28 WRITE( 6, 9963) I, IPITE( I), IPITD( I} 
c 
c 
c PROGRAM TERKINATES HERE 
c 
0469 
c 
c 
c 
0470 9999 
0471 9987 
0472 9986 
0473 9915 
0474 9984 
0475 9983 
••• •• I 
0476 9912 
0477 9981 
0478 9980 
0479 9979 
0480 9978 
0481 9977 
0482 9976 
0483 9975 
0484 9974 
0485 997] 
0486 9972 
0487 9971 
STOP 
FORMAT(lBl,//9X,*~ HYDROGENATION ~INETICS*/) 
FORKAT(SX,*EXP~MENTAL NOISE ••,P10.3/) 
FORMAT(SX,*AV TD1P FOR REPARAJoiET!:RlZATIOH ""*,f'lO.l,• C*/) 
f'ORHAT(/lOX,*---- KINETIC PARAMETERS ESTIMATION ----•/) 
FOIUCAT( /5X, *ltlNETIC PARAMETERS ARE 1 */ /, 
+SX,•THETA •*,lPE16.8/, 
+5X,•SIE •*,1PE16.8/, 
+SX,*ALPHA •*,lP£16.8/, 
+SX, •BETA ••, 1PE16 .8/) 
FORMAT( SX, *ACTUAL ESTIMATES : */ /, 
+SX, "AO •*,lP£16.8/, 
+SX,"£0 •*,1PE16.1/, 
+SX, *A 
+5X, *B 
•*,1PE16.8/, 
•",1PE16.8/) 
FORMAT(/15X,34H**********************************/) 
f'ORKAT(23X,I3,• TB EXPERIKEN'l'*) 
f'ORHAT(/SX, *TUE•, 13, • TB EXPERIHDIT IS LOCATED AT : */) 
FORMAT( SX, •TEMP•, SX, •ETH I«JL FR•, SX, •HYD MOL f'R*, 
+SX,•NIT MOL f'R•jj,F10.l,f'l2.5,2F15.5/) 
f'ORHAT(/SX,•NUKBER OF EXPERIMENT PERFORMED c*,Il/) 
FORMAT( BX, *SUMMARY Of' DESIGNED EXJ?TS LOCATION IN ORDER : "//, 
+SX, *EXPT NO•, SX, •TEMP•, SX, •ETB MOL f"R*, SX, •HYD MOL f"R*, 
+SX, •NIT MOL FR• /) 
FORHAT(8X,I2,F12.3,F12.5,2Fl5.5) 
FORMAT{ /20X, *ACTUAL OBSERVED RATES : • /) 
FORKAT{lP5El6.1) 
FORMAT(/20X, •OBSERVED RATES : "/) 
FORMAT(/20X, "PREDICTED RATES AT OPTIMUM '*/) 
f'ORMAT(j20X,•RESIDUALS AT OPTIMUM :•/) 
0481 
0489 
0490 
0491 
0492 
049] 
0494 
0495 
0496 
0497 
0498 
0499 
0500 
0501 
0502 
0503 
0504 
0505 
0506 
0507 
0508 
0509 
0510 
0511 
0512 
0513 
9970 
9969 
9968 
9967 
9966 
9965 
9964 
9963 
9960 
9959 
I"'RMAT(/BX,•SOMMAJa OP' \ERROR INTRODOCED 1*/, 
+SX,•DG"l' N0•,6X,*EJUlOR*/) 
FORMAT(/BX,•SUIOIARY OP' ESTIMATED P~ IHORDER 1'"//, 
+SX, •EXPT NO•, 6X, *REP AO•, 9X, *'l'RAII EO•, 9X, •ALPHA• ,12X, •&ETA•/) 
P'ORMAT(BX,I2,2X,lP6El6.8) 
FORMAT( /IX, •Smao.RY OP' ACTUAL ESTIMATED PARAMETERS !NORDER I*//, 
+SX, •EXPT 110*, 8X, •AO• ,llX, *EO• ,l2X, •ALPHA•, 12X, •BE'l'A'"/) 
FORMAT( /IX, •SUMMARY OP' PARAKETEitS COHP'IDENC!: REGION !NORDER 1 */ /, 
+SX,*EXPT N0•,5X,~ DET*,llX,CONR*/) 
PORMAT(8X,I2,2X,lP5El6.8) 
FORMAT( /BX, •sUMMARY OF FUNCTION I:VA'l'OJ\TIONS INORDER 1 •j /, 
+5X, •EXPT NO• ,SX, •pARAMETER ESTIMATION•, SX, •EXPT DESIGN*/) 
PORMAT(8X,I2,1.X,I6,14X,I6) 
FORHAT(8X,I2,2X,lPE16.5) 
f'ORMAT(/SX, •INITIAL GUESSES FOR PARAKE'l'ERS ;•jj, 
+SX, •AO •• ,l.PE16, 8/, 
+SX, •EO ·•, 1PE16 .I/, 
+SX,•ALPBA ••,l.PE16.8/, 
+5X,*~ ••,LP£16.8//, 
+SX,•THETA ••,1PE16.8/, 
+5X, •SIE •• ,1PE16. 8/) 
9958 f'ORMAT(/SX,•CONI"IDEMCE REGION roR•,l3,• TU DPT ••,lPE16.8/) 
9956 FORMAT(/SX, •INITIAL GUESSES FOR PARAMETERS 1 *//, 
+SX,*AO •*,lP£16.8/, 
+SX,•EO ••,1PE16.1/, 
+SX, •JC.2 •* ,1PE16. 8/, 
+SX, *X' ••, 1PE16. 8/) 
995. PORHAT(/20X, •RA'rtO RESIDUALS AT OPTINUH•j) 
9953 FORMAT( 5X, •REPARAHETERIZED AND TRANSFORMED JtlNETIC HODEL•/) 
9952 FORMAT(9X,•SEQUENTIAL EXPERIMENT.AL DESIGN*//) 
9949 FORMAT( 15X, •-- LIMITS ON VltRIABLES ---•//, 
9948 
9947 
9946 
9945 
9943 
9942 
9941 
9940 
9939 
9938 
+5X,•LOWER TEMP ••,Pl0.5,5X,•UPPER TEMP •*,F10.5/, 
+SX,*LOWER TTEMP •*,Dl2.5,3X,•UPPER 'l"'l'EMP •*,012.5/, 
+5X,•LOWER KMF •*,P'10.5,5X,*UPPER HMl" -•,P'10.5/, 
+SX,*LOWER DIP ••,P'10.5,5X,•UPPER EMF ••,Pl0,5/) 
FORMAT( SX, •NO OF Vl'.RIABLE FOR DESIGN .,,. ,IS/, 
+5X,•NO OF P~RS FOR ESTIMATION -"',15/, 
+SX,*NO OF INITIAL EXPTS PERFORMED ••,IS/, 
+SX, *MAX NO OF EXPERIMENT DESIGNED ••,IS/) 
FORMAT( /SX, •INITIAL BLOCJt OF EXPTS 1 */ /, 
+SX,•EXPT NO•,SX,•TEMP•,SX,*ETH MOL FR•,SX,*HYD MOL F'R*, 
+SX, *HIT MOL P'R"'/) 
FORMAT(/lOX, •-- LIMITS ON PARAMETERS ----"//, 
+SX, "PARAMETER•, SX, *LOWER LI~IT•, SX, *UPPER LIMIT"/) 
PORHAT(8X,I2,4X,lP3El6.5) 
FORHAT(/8X, •SUMMARY Of' ACTUAL EXPTS LOCATION IN ORDER : "//, 
+SX, *EXPT NO*, SX, •TIMP•, SX, *ETB MOL FR•, SX, *HYD MOL f'R", 
+SX, •NIT MOL FR•j) 
FORMAT( SX, •ACTUAL EXPERIMENT PERFORMED IS LOCATED AT : 0 /) 
FORMAT( /16X, *CORRELATION MATRIX •, 12, • TB EXPT"/) 
FORMAT(lP4Dl6.8) 
FORMAT(/SX,•CORRELATION-SPECIFIC DESIGN CRITERIAN -•,1PD16.8) 
FORMAT(/8X,•SUMMARY OF CORRELATION-SPECIFIC VESIGN", 
+• CRITERIAN*/ /, SX, •EXPT NO•, lOX, *CRIT VALUE"/) 
I 
N 
f-' 
V> 
I 
0514 
0515 
0516 
0517 
0518 
0519 
0520 
0521 
0522 
0523 
0524 
0525 
0526 
0527 
0528 
0529 
0530 
0531 
0532 
0531 
0534 
9937 PORMAT(8X,12,9X,1PD16.8) 
9936 PORIG.T( /SX, •MULTIPLICATION FACTORS 1 • /, 
+SX,*DESIGN FVNCTION ••,lPD16.5/, 
+5X, *FI'l"riRG !"UNCTION •*, 1PE16. 5/) 
9935 FORMAT( /SX, *AC'l'OloL PARAMETERS : */ /, 
9934 
9932 
9926 
9924 
9920 
9919 
9918 
9917 
991.6 
9914 
9910 
9908 
9906 
9900 
9899 
9898 
9897 
c 
c 
+SX,*AO •*,1PE16.8/, 
+5X,*EO •*,1PE16.8/, 
+SX,*ALPBA •*,1PE16.8/, 
+5X, *Brl'A •*,1PE16.8/) 
PORKAT(SX,*SIE ••,lP£16.8/, 
+SX, frTHE'rA •* ,lPE16. 8/) 
PORMAT(/SX,*IPAIL AT EX7T ••,I3/) 
FOJOG.T( SX, *HUHBE'R OF FUNCTION EWU.UATION •*, IS) 
r0RJIAT(/15X, •OPTIMIZATION BY QUASI-NEWTON HETBOD*/) 
P'ORHAT( /15X, •-- EIGEN' VJ\LUES --"/) 
FORKI.T(/SX,*-- MINIMUM VOLUIO!: DESIGN CRITETUON --*/) 
FOIUIAT(/SX, •-- CORRELATION-SPECIFIC DESIGN C1UTERION ---•/) 
FOJUm.T(/SX, •-- SHAPE DESIGN CRITETUON --•/) 
FORHAT(/SX,*FUNCTION VALUE AT OPTLNUH •*,1PE16.8) 
FORMAT( SX, *AC'I'UAL OPTIMUM l"UNCTION VALUE •* ,1PE16. 8) 
PORMJ\T( SX, *PENALTY FACTOR •* ,1PE16. 8/, 
+5X,*CONSTRAINTS l*,l0(/,5X,lP4E16.8)) 
FORMAT( //lOX, *00000 UAF FAILED TO FIND THE REAL *, 
+•OPTIKUH*,//15X, *A NEW ITERATION BAS 8!:EN GIVEN*//) 
FORMAT( /20X, •PARAHETERS STANDARD DEVIATION HP..TRlX*/) 
FORMAT( /5X, *PJ\RAMETERS WITH CONFIDENCE LIMITS : */ /) 
FORHAT(I5,1PE16.8,* +- *,1PE16.8) 
FORMAT( /SX, •ERROR VARIANCE •* ,l.PD16. 8/) 
PORHAT(/*MODEL •*, Il/) 
c---------------------
c 
..., 
0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
0011 
0012 
0013 
0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 
0022 
0023 
0025 
0026 
0028 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
SUBROUTINE PUNCT(IPLAG,N,SXC,FC,GC,IW,LIW,W,LW) 
THIS SUBRDUTINE CALCULA'l'ES TilE OBJECTIVE FUNC'I'ION 
FOR THE LEAST SQUARES PITTING AND IS CALLED BY 
OPTIMIZATION SUBBDU'l'INE E04JB1". 
ROBS - AN ARRAY STORES THE CALCt.TLATED RATE WITH NOISE 
IN SIHVIATION STUDIES ANZ> AC'n1AL .EXPERIH£H'l'AL 
RATES IN EXPERIMENTAL STUDIES. 
AROBS - AN ARRAY STORES THE A.C"l'UAL CALCULATED RATE IN 
IN THE SIMULATION STUDIES. 
RPRED - AN ARRAY OF PREDICTED RATES. 
SUM - SUM OP LEAST SQUARES PI'l'TIRG, 
FITFTS - SCALING FACTOR FOR PITTING FUNCTION. 
FC - FITTING OBJECTIVE FUNCTION VALUE. 
XC - INTERNAL WOJU<.ING ARRAY FOR VARIABLES. 
ERO - AN ARRAY STORES THE \ NOISE ADDED TO THE CALCUI.J\1'ED 
RATE IN SIMULATION S'I'UOIES. 
IPIT - FUNCTION EVALUATION COUNTER 
DIMENSION GC( N), W( LW), IW( LIW ), SXC(R ), 
+ROBS(50),RPRED(50),T(50),XB2(50),ROBX(50),AROBS(50), 
+ERO( 50), XCZ( 50), TT( 50 ).XC( 6) 
INTEGER DETAIL 
COMHON/PS/SFP(10) 
COHt«1N/ACTEXP/IAEJa 
COKMON/ERROi/ROBI 
COMMONfVRB/ENOISE 
COHNON/AP/AAO,AEO,AAL,ABE,ARAO,AREO 
COHMON/MlER/ A.ROBS, ERO 
COMMON/MULTP/F'ITPT,FITFTS 
COHHON/PLAG/DETAlL,MODEL 
COMMON/RATE/ROBS, RPRED 
COMMON/CON/AVT,GCOM 
CbHMON/PIT/IFIT 
COMHON/VARIT,TT,XC2,XHZ 
COHMON/PR/PRESS 
COHMON/EXPT/NEXPTS,INEXP 
COHHON/HVPfNv.AR,MPAR 
C OBJECTIVE FUNCTION FOR PITTING 
c 
IFLAG .. 0 
00 400 I•1,NPAR 
400 XC(I) • SXC(I)/SFP(I) 
SUM • 0.0 
IF( IFIT .EQ. 0 ) FITFTS ~ FITFT 
c 
00 510 I•1,NEXPTS 
IF( NExPTS .GT. INEXP GO TO l20 
IF( IFIT .GT. 0 ) GO TO 330 
I 
N 
.__. 
0' 
I 
0030 
0032 
c 
IF( IAEXP .EQ. 1 
IF( IAEXP .EQ, 1 
REA0(5,•) ROBS( I) 
GO TO 330 
C OBSERVtD RATE POR PIRST BLOClt OP EXPERIMENTS 
c 
0034 IF( J«lDEL ·.EQ. 1 ) ROBS(l) • AAO•EXP(-AE0/GCON/(T(I)+273,16)) 
+•(XC2(1)"'"'AAL)•((XB2(I))"'•ABE)•(PRESS••(AAL+ABE)) 
0036 IF( !«JOEL .EQ. 2 ) ROBS( I) • EXP( ARAO-'ri'( I )•EXP( AREO) )"' 
+(XC2( I )UUL)•( (XB2( I) )UABE )•(PRESS .. (AAL+ABE)) 
0038 AROBS( I) • ROBS( I) 
0039 
0040 
0041 
c 
C ADD NOISE TO CALCULA.TED RM'ES 
c 
ROBS( I) • ROBS( 1 )+ROBS( I)"'ROBX( 1 )•ENOISE/100.0 
ERO(I) • ROBX(I)•ENOISE 
GO TO HO 
0042 320 
0044 
IF( IPIT .G'l'. 0 ) GO TO 110 
IF( I .G'l'. 1 ) GO '1"0 310 
0046 
0048 
0050 
0052 
c 
IP( IAEXP .EQ. 1 ) REA0(5,"') ROBS(NEXPTS) 
IP( 1AI:XP • EQ. 1 ) GO TO llO 
C dAC'l'IOlf RATE FOR SUBSEQIJEN'l' EXPERIMEII'l'S 
c 
IF( I«JDEL .EQ. 1 ) ROBS(NEXP"l'S) • AAO"DIP(-AEO/GCOH/ 
+( T(NEXPTS )+273 .16) )"(XC2(NEXPTS )•"AAL)•( (XB2(NEXP'l'S)) 
+"'"ABE )"'(PRESS .. ( AAL+ABE)) 
IF( MODEL • EQ. 2 ) ROBS( NEXPTS ) • EXP( ARAO-'l'T( NEXPTS ) • 
+EXP(AREO))•(XC2(NEXPTS)••AAL)"'((XB2(NEXPTS))"ABE)• 
+(PRESS*"'( AAL+ABE)) 
0054 AROBS(NEXPTS) • ROBS(NEXPTS) 
0055 
0056 
0057 
0058 
0060 
0062 
0061 
0064 
0065 
0066 
c 
C ADD NOISE TO SUBSEQUENT EXPERIKERTS 
c 
no 
c 
ROBS( NEXP'I'S) • ROBS( HEXPTS )+ROBS{ NEJG>TS) •ROBX( HEXPTS) • 
+ENOISE/100.0 
ERO(NEXPTS) • ROBX(NEXP'l'S)•ENOISE 
CON'l'INUE 
c PREDICTED REACT'IOH RATE 
c 
c 
c 
c 
510 
c 
IF( HODEL .EQ. 1 ) RPRED(l) • XC(1)•EXP(-~C(2)/GCOM/ 
+( T( I )+271.16) )•( XC2( I ).-.XC( 1) )•(XB2( I ),..XC( 4) )• 
+{PRESS.-.( XC( 3 )+XC( 4))) 
IF( MODEL .EQ. 2 ) RPRED(I)- EXP(XC(l)-TT(l)•EXP(XC(Z)))• 
+(XC2( I )••XC( 1) )"( ( XBZ( I) )ttXC( 4) )"( PRESSU(XC( 1 )+XC( 4))) 
LEAST SQUARES f"UNCTION 
ZZ • RPRED(I)/ROBS(I) 
susQ - 1 . o-zz 
SUM - SUH+SUSQ*SUSQ 
VOBJF ~ SUM•FITFTS 
IF( IFIT .rn. 0 ) GO TO 340 
C SCltJ..,E THE P'UtfC'l'lOH VALUE 
c 
006 I ~42 IF( VOBJ? • G'1'. 1. 0 ) GO 1'0 341 
0070 PI'l'P'lS • FITP"l'S•1.0!.+01 
0071 VOBJ? • VOBJP•1.0!.+01 
0072 GO '1'0 342 
0071 141 COII'l'IRUI 
0074 343 IF( VOBJP .LT. 1.0 ) GO TO 340 
0076 PITFTS • PI'l't"'''S•1.0E-o1 
0077 VOBJl" • VOBJP•1.0E-o1 
0071 GO '1'0 343 
0079 340 OOMTIRUZ 
0010 PC • VOBJF 
0011 IF( IPIT .EQ. 0 .AND. ~L .EQ. 1 ) ~TE(6,9999) SUM,FC 
0013 IFIT • IPIT+1 
0084 RE"l'UJUU 
c 
c------------------------------------· 
c 
0015 9999 PORH&T( /SX, •ACTUAL STAR'l'UIG PIT PUN VALli£ ••, 1PE16. 8/, 
+SX, •STARTING FIT FUN VJU.UE POR OP'I'IMIZATIOII ••, 1PE16. 8/) 
0086 
c 
c 
c 
END 
I 
IV 
f-' 
..... 
I 
c 
0001 SUBROUTINE f'UNCTl(ln.AG,H,SXC,FC) 
c 
C THIS SUBROUTINE CALCULATES THE OBJECTIVE FUNCTioa 
C FOR THE SUBSEQUEH'r EXPERIHEH'l'AL DESIGR IN THE 
C SIMULATION AND EXPERIHDt'l"M. STUDIES. THIS SUBROUTINE 
C IS CALLED BY OPTIMIZATION SUBROUTINE E04UAY. 
c 
C DER - DESIGR MATRIX 
C CRI - CRITERION MATRIX 
C PC - OBJECTIVE FONC'l"IOII 
C DESFTS - SCALING FaCTOR 
C IDCRl - P'LAG FOR DESIGN CRITDUA 
C IFIT - FUNCTION EVAI..UATION COUNTER 
c 
0002 REAL SXC(H),EIGR(4),EIGI(4), 
+XC(4),AO,EO,A,B,RAO,REO,DTU,DTTU,rENP, 
+AVT,GCON,PRESS,VOBJFD 
c 
0003 OOUBLE PRECISION DER(50,4),0ET,CRI(4,4),TDER(4,50), 
+REL( 4, 4), CSD 
0004 
0005 
0006 
0001 
0008 
0009 
OOlO 
0011 
0013 
oou 
0015 
0016 
0017 
0018 
0019 
0020 
0021 
002] 
0024 
0025 
0026 
0027 
0028 
0029 
c 
c 
c 
IN'TEGER DETAIL 
COMMON/PAR/AO,EO,A,B 
COMMON/PR/PRESS 
COHMON/RPAR/RAO,REO 
COMMON/DRV/DER 
COHMON/FLAG/D~L,MODEL 
COMMON/EXPT/KDPTS, I.NDCP 
COMMON/~/I~ 
COMMON/MULTD/DESFT,DESFTS 
COMHON/NVP/HVAR,NPAR 
COHMONfVL/TU,TTU 
COHMON/FIT/IFIT 
COMMON/CON/AVT,GCOH 
COHHON/SOF/SDFUH 
C OBJE.CTIVE FUNCTION FOR SUBSEQUENT EXPEJUMENT DESIGII 
c 
370 
c 
c 
c 
DO 370 I-1,NVM 
XC(I) ... SXC(I) 
SUBSEQUENT ROW FOR DERIVATIVE MATRIX 
IF( HODEL .EQ. 1 ) GO TO JSO 
XC(1) • XC(1~~DTTU 
TEMP ... EXP(RAO-XC(1)*EXP(REO))•(XC(2)"'*A)*((XC(l))•~B) 
+-( PRESS ... (A+B)) 
DER(NEXPTS,l) • TEMP 
DER(NEXPTS,2) - -XC(1)~EXP(REO)•TEMP 
DER(NEXPTS,J)- TEHP•ALOG(XC(2)•PRESS) 
DER( NEXPTS, 4) • TEMP*ALOG( (XC( l)) *PRESS) 
GO TO 360 
0010 350 
oon 
OOJZ 
0033 
0034 
0035 
0036 
0011 360 
c 
CON'I'INUE 
XC(1) • XC(1)*DTO 
TEMP • EXP(-EO/GCON/(XC(l)+273.16))*(XC(2)**A)* 
+(XC(l)**B)*(PRESS**(A+B)) 
DER( !IEXPTS, 1 ) • TEMP 
DER(KEXPTS,2) ... -(AO/GCON/(XC(1)+271.16))*TEHP 
DER( HEXPTS, 3) ... AO*ALOG( XC( 2) *PRESS) *TEMP 
DER(HEXP'l'S,t)- AO•ALOG((XC(l))*PRESS)•TEHP 
CON'l'IIWE 
c CRITERIOII MATRIX 
0038 
0039 
c 
0040 380 
0041 
0042 
0041 
0044 
0045 
OO-t6 181 
c 
00 380 1•1,NPAR 
00 180 J•1,K£XFTS 
TDEJl(I,J)- DER(J,I) 
00 381 I-1,MPAR 
00 181 J-1, NPAR 
CRI(I,J) ... O.ODO 
00 181 X•l,NEXPTS 
CRI( I,J) • CRl( I,J )+TDER( I,lt pDER(X,J) 
CONTINUE 
C CHECK THE FLAG FOR DESIGR CRIT!:RIOR 
c 
0047 IF( IDCIU .EQ. 1 l.GO ro 400 
0049 IF( IDCRI .EQ. 2 ) GO TO 410 
0051 IF( IOCR I .EQ. 3 ) GO TO 420 
0053 tOO CONTINUE 
c 
c MINIMUM VOLUME DESIGN CRIT!:RIOII 
0054 
0055 
0056 
0057 
c 
0058 410 
c 
CALL CRIKV(NPAR,CRl,DET) 
VOBJFD ... DABS(DET) 
F'C "' VOBJFD 
GO TO 410 
CONTINUE 
C CORRELATI~N-SPECIFIC DESIGN CRITERION 
c 
0059 
0060 
0061 
0062 420 
c 
c 
c 
006) 
0064 
0065 
0066 
0068 430 
0069 
c 
CALL CSDCRl( NPAR,CRI, CSD, REL, OET) 
FC ... CSD 
GO TO 430 
CONTINUE 
SHAPE DESIGN CRITERIOII 
CALL SDCRI(NPAR,CRl,SDC,EIGR,EIGI) 
VOBJFD • ABS(SDC) 
FC • -VOBJFD 
IF( IFIT .EQ. 0 .AND. DETAIL .EQ. 1 ) ~T£(6,997) 
•(EIGR(I),I•l,NPAR) 
CONTINUE 
IF( IFIT .EQ. 0 .AND. DETAIL .EQ. 1 ) WRIT£(6,999) FC 
I 
"' f-'
co 
I 
0071 
0073 
007. 
c 
IF( IPIT .I!:Q. 0 
PC • FC•OESPTS 
IP{ IPIT .GT. 0 
DESPTS • DI!:Sl"'r 
GO '1'0 700 
C SCALE THE DESIGN I"UNCTIOH VM.CJE 
c 
0076 702 
0078 
0079 
0000 
0081 701 
0082 701 
0084 
0005 
0086 
0087 700 
0000 
0090 
0092 
0093 
c 
II'( ABS(FC) .ar. 1.0 ) 00 '1"0 701 
PC • PC•1.0E+01 
OESFTS • DESPTS•1.0E+Ol 
GO TO 702 
COIITIMUE 
IF( ABS(FC) .LT. 1.0 ) GO TO 700 
PC • PC•l.OE-Ql 
DESFTS • OESFTS•l.OE-o1 
GO TO 703 
CONTIIIUI!: 
IF( IFIT .EQ. 0 .AND. DETAIL .EQ. 1 ) ~TE(6,998) PC 
IP( IPIT .EQ. 0 ) SOruM • PC 
IPIT • IFIT+l 
RETURII 
c:-----------------------------
c 
0094 999 FORNAT(/5X,•ACTUAL STARrlHG DES FUN VALUE ~•,1PE16.8) 
0095 998 FORMAT( 5X, •STAR'l'IHG DES FUH VALUE FOR OPTIMIZATION ••, 
+1PE16 .8/) 
0096 997 FORMAT(/15X, •INITIAL EIGEN VALUES t•j, 
+1P5El6 .8/) 
c 
c-----------
c 
0097 END 
0001 
0002 
0001 
ooo• 
0005 
0006 
0007 
c 
SUBROtrl'lNE CIUMV(H,CRI,DET) 
c 
C THIS SUBJWU'l'IHE CALCULATES TJ:l! FUHCTIOM VALUE POR 
C HINIMUII VOLUME DESIGN CRITERION, 
c 
IMPLICIT DOUBLE PRECISION (A-H,o-Z) 
c 
DIMENSIOH CRI(N,N) 
c 
C CALCULA'l"E THE OE"l'EEQQINANT OP CRl'rEIUON MATRIX 
c 
CALL D.E"l'E:R4( CRt, D!:T) 
c 
C DE'l'ERMINAII'r VALUE 01" I~E OP CRITEJUOH MATRIX 
c 
DE'l' • 1. 000 /DE'l' 
RETVlUI 
END 
I 
N 
1-' 
"' I 
0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
0011 
00>2 
0013 
0015 
0016 
0017 
0018 
0019 
0020 
c 
c 
c 
c 
c 
c 
SUBROUTINE CSOCRI(M,CRI,CINV,CSD,REL, DET) 
'1'815 SUBROUTINE CALCU'LATES TH! INVER5E OF CRITERION MATRIX, 
COIUtELit.TION IIA'l'RIX AND l"UNcriON VALUE FOR CORRELATIOM 
SPECIPIC DESIGN CRITERION IN DOUBLE PRECISION. 
c 
0001 SUBROUTINE S~(N,CRl,SDC,EIGR,EIGI) 
c 
C TBIS SUB~tn'INI!: CAI.CULA.TES THE MINIMUM EIGEN VALUE 01" 
C CRITERION MATRIX FOR SHAP DESIGN CRITER.lON, 
c 
0002 DIMENSION EIGR( II), EIGI( N), INTEGER( 4), SCRl( 4, 4) 
IMPLICIT DOUBLE PRECISION (A-B,o-Z) c 
c 
DIMENSION CRI(N,N),REL(N,N),CINV(II,N) 0001 DOUBLE PBECISION CRI(N,N) 
c 
c 
C INVERSE OF CRITERION MATRIX 
c 
CALL INVM(N,CRI,CINV,DET) 
c 
C CORRELATION MATRIX 
c 
10 
c 
c 
c 
21 
20 
DO 10 l•l,N 
DO 10 J•I,II 
REL(l,J) • 0.000 
REL(I,J) • REL(I,J)+CINV(I,J)/05QRr(CIHV(I,I)•CINV(J,J)) 
CORRELATION SPECIFIC DESIGN CRITERlOI 
XX • PLDAT(N•(N-1)) 
SCR • O.ODO 
00 20 I•l,N 
00 20 J•l,lf 
IP( J .EQ. I ) GO TO 21 
SCR • SCR+( REI.( I, J ) •REI.( I, J ) )/XX 
CONTINUE 
CONTINUE 
CSD • DSQRT( SCR) 
RE'l'URII 
END 
C EHiDI VALUES OP CRlTERIClf IIATJUJ: 
c 
0004 
0005 
0006 10 
0007 
0000 
c 
00 10 1•1,11 
00 10 J•l,R 
SCRI(I,J) • CRI(I,J) 
If'AIL • 1 
CALL F02AFF(SCRI,N,N,EIGR,EIGI,INTEGER,IFAIL) 
C MINIMUN EIGEN VJd.UE 
c 
0009 EVLO • ElGR( 1 ) 
0010 EVBI • EIGR( 1) 
0011 DO 11 1•2,1 
0012 IF( EIGR( I) .ar. EVBI ) EVIII • EIGR( I) 
0014 Il'( EIGR( I) • LT. EVLO ) EVLO • EIGR( I) 
0016 11 CONTINUE 
0017 SOC • EVLO 
0018 RE'l'URII 
0019 END 
I 
IV 
IV 
0 
I 
0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
SUBROln'INE DE"l':tR4( CRI, DE"l') 
THIS SU'BROU'I'IME CALCULATES THE VALUE OP A 4X4 DEZ'ZRHINAHT. 
CIU - U4 MATRIX (CRITERION MATRIX) 
DE'l" - VALUE OF CRI MATRIX'S DETERHlNAln 
OOUB:t.:! PRECISION CIU(4,4),DE'l',SCKl,SOM2,SUH3,SOM4 
SUM1- CRI(l,l)*(CIU(2,2)*(CRI(3,3)*CRl(4,4)~(3,4)*CRI(4,3)) 
+-CRI(2,l)*(CIU(3,2)*CRI(4,4)-cRI(3,4)*CRI(4,2))~(2,4)*( 
~(3,2)*CIU(4,1)-cRJ(3,3)*CRl(4,2))) 
SUM2 • CRI(l,Z)*(CRI(Z,l)*(CRl(3,3)*CRl(4,4)-cRI(3,4)* 
+CRI(4,3))~{2,3)*(CRl(3,l)*CRl(4,4)-cRI(3,4)*CRl(4,1)) 
++CJU( Z, 4 )*(CRI( ~. 1 ) 11CRl( 4, 3 )----cRI( 3, 3 )*CRI( 4, l))) 
SUM3 • CRl(l,l)*(CRI(Z,l)*(CRl(l,Z)•CRI(4,4)-cRl(3,4)*CRI(4,2)) 
~(2,2)*(CRl(3,l)*CRl(4,4)-cRl(3,4)*CRl(4,1))+cRl(2,4) 
+*{CRl(l,l}*CRl(4,2)~(3,Z)*CRI(4,1))) 
SUM4 • CRl(l,4)*(CRl(2,l)*(CRl(3,Z)*CRl(4,3)-CRI(3,3)*CRl(4,2)) 
+-CRI( 2, 2) *( CRI( l, 1 )•CRI( 4, l )-cRI( 3, l )•CRI( 4, 1) )i-CRI( 2, l) 
+•(CRI(3,1)•CR1(4,2)-cRI(l,2)•CRI(4,1))} 
DET • S~-S~+SUM3-SUH4 
RETURll 
DID 
c 
0001 
c 
c 
c 
c 
c 
c 
c 
c 
0002 
c 
0003 
c 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
c 
0011 
0012 
0013 10 
0014 
0016 
0018 
0020 
0022 
c 
SOBROtrriNE CONl(lFLA.G,N,M,XC,CC) 
THIS SUBROOINE CALCUIJ\TES TilE DESIGN VARIABLES 
CONSTRAN'l'S AND CALLED BY E04UAF OPTIMIZATIOM 
SUBROU'l'I.RE. 
XC - DESIGR VARIABLES( ARRAY) 
CC - OONS~NTS(ARRAY) 
REAL CC(M),XC(N),DXC(4) 
INTEGER DETAIL 
COMMONfVL/TU, ri'O 
COMHDN/APJAAO,AEO,AAL,ABE,ARAO,AREO 
COMMON/FLAG/DETAIL,*IDEL 
COMMONjCON/AVT,GCON 
COMMON/SFOON/SFC(lO) 
COHJ«<NjFIT/IFI'l 
OOHI«JN/AC'l'EXP /11\EXP 
IFLAG • 0 
DO 10 I•l,ll 
DXC(l} • XC(I) 
IF( lAEXP .EQ. 1 } GO TO 200 
IF( MODEL .EQ. l } ~DXC(l)•TU+27l.l6 
IF( MODEL .EQ. 2 ) '1'-DXC(l)-Tl'O 
IF( MODEL .EQ. 2 ) T-AVT/(T•AVT+l.O) 
RATE • AAO•EXP( -AEO/GCON/T )•( DXC( 2 )• •AAL )•( DXC( 3 )• *ABE )• 
+(PRESS • • ( AAL+ABE ) ) 
0023 CC(l) • l.O-{DXC(2)+DXC(l)) 
0024 CC( 2) • 1. 5£-04-RATE 
0025 GO TO 210 
0026 200 CONTINUE 
0027 CC( 1) • 0. 9-( DXC( 2 )•DXC( l ) ) 
0028 210 CONTI~ 
c 
C SCALE THE CONSTRAINTS 
c 
0029 IF( IFIT .GT. 1 ) GO TO 110 
00]1 
0032 11 
OOH 
0034 
0036 102 
00)8 
0039 
DO 11 1•1,)1 
SFC(I)•1.0 
DO 12 l•l,K 
IF( CC( I) .EQ. 0.0 ) GO TO 101 
IF( ABS(CC(I)) .GT. 1.0) GO TO 101 
CC(I) • CC(I)*1.0E+01 
SFC(I) .. SFC(I)*1.0E+01 
0040 GO TO 102 
0041 101 
0042 104 
0044 
0045 
CONTINUE 
IF( ABS(CC(l)) .LT. 1.0 ) GO TO lOl 
CC(I) • CC(l)*l.OE-01 
SFC(I)- SFC(l)*1.0E-01 
I 
N 
N 
.... 
I 
0046 GO TO 104 
0047 103 CONTIJriUE 
0048 lZ CONTINUE 
0049 GO TO 1.05 
0050 110 CONTINUE 
0051 DO 15 I•1,M 
0052 15 CC(I) • CC(I)•SPC(I) 
0053 105 COM'l'INUE 
0054 RETURII 
0055 ..., 
c 
0001 
c 
c 
c 
c 
c 
c 
c 
c 
c 
0002 
c 
0003 
c 
c 
c 
0004 
0005 
0006 1 
c 
c 
c 
0007 
0008 
0009 
c 
c 
c 
0010 
0011 
0012 
c 
c 
c 
0013 
0015 
0016 
0017 
0019 
0021 8 
0022 g 
0024 
0025 
0026 
0027 
0028 
12 
11 
0029 
0030 
0031 
c 
c 
c 
SUBROUTINE INVM(N,AA,A,DETER) 
THIS SUBROUTINE CALCULATE THE INVERSE Of' M1 MATRIX. 
THE GAUSS-JORDMI COMPLETE ELIKINATION METBOD IS EMPLOYED 
WITH IUUCIMUH POINT STPATEGY. 
REP1 ~.B.,LUTBER,B.A.,AND WILKES,J,O.JAPPLIED 
NUMERICAL KETBODS,P290-91,JOUN WILEY~ SON,1969. 
IMPLICIT OOUBLE PRECISION (A-B,o-Z) 
DIMENSION IROW(50),JCOL(SO),JORD(50),Y(50), 
+A(N,H ),AA( N,N) 
SAVE THE MATRIX 
DO 1 l•l.,H 
DO 1 J-l,ll 
A(l,J) • AA(I,J) 
BEGIN THE ELIMINATION PROCEDURE 
DETER -. 1.000 
DO 18 JC-1,N 
IQll. - k-1 
SEARCH FOR THE PIVOT ELEMENT 
PIVOT - 0.000 
00 11 1•1,11 
DO 11 J•1,N 
SCAN IROW AND JCOL ARRAYS f'OR INVALID PIVOT SUBSCRIPTS 
IF( k .EQ. 1 ) GO TO 9 
DO 8 ISC,AN•1,~ 
DO 8 JSCAN•1,~ 
IF( I .EQ. IRDW(ISCAN) 
IF( J .EQ. JCOL(JSCAN) 
COtn'INUE 
GO TO 12 
GO TO .lZ 
IF( DABS(A(I,J)) .LE. DABS( PIVOT) ) GO TO 12 
PIVOT .. 1\( I,J) 
IROW(k) • 
JCOL( k) • J 
CONTINUE 
CONTUfUE 
UPDATE THE DETERMINANT VALUE 
IROWK • IROW( K) 
JCOLJ( "" ,JCOL( K ) 
DETER ~ OETER•PIVOT 
I 
N 
N 
N 
I 
c 
C NORIG\LIZE PXVO'l' ROW ELDI!liTS 
c 
0032 
oou 14 
c 
DO 14 J•l,H 
A( IRDWit, J) - A( uunar:,J )/PIVO'l 
C CARRY OUT ELIKINATIOII AND DEVELOP IlfVER.SE 
c 
0014 
00]5 
0036 
0037 
0039 
0040 
0041 17 
0043 19 
00 .. 18 
c 
A(IROWit,JCOUC:.) • l.ODO/PIV01' 
DO 18 I•l,M 
AIJCX • A(I,JCOLK) 
IP( 1 • EQ. lRDWit ) GO TO 19 
A(I,JC~) • -AIJCX/PrYOT 
DO 17 J•l,N 
IP( J .HE. JCOLI( ) A(I,J) • A(I,J)-AIJCX•A(IRDWit,J) 
COJITIIItJE 
CONTIIIUE 
C ORDER SOLO'l'ION VALUE AHD CREATE JORD ARRAY 
c 
0045 
0046 
0047 
0048 
0049 20 
c 
DO 20 l•l,M 
IROWI • IROW( I ) 
JCOLI • JCOL( I ) 
JORD( IROWl ) • JCOLI 
CONTINUE 
C ADJUST SIGH OP DE'l'EJUIIDN'l' 
c 
0050 INTCB • 0 
0051 IOU • R-1 
0052 00 22 I•l,NIIl. 
0053 IPl • 1+1 
0054 00 22 J•IPl, H 
0055 If'( JORD(I) .GE. JORD(I) ) GO TO 23 
0057 .JTDIP • JORD(J) 
0058 JORD( J) • JORD( I) 
0059 JORD( 1) • JTEMP 
0060 
0061 23 
0062 22 
0063 
c 
INTCB • IHTCB+l 
CONTINUE 
COH'l'INUE 
IF( INTCB/2*2 .HE. IHTCB ) DETER • -DETER 
C UNSC'RAHBLE THE IHYDSE 
C FIRST TBE ROW 
c 
0065 DO 28 J•l,ll 
0066 DO 21 1•1,11 
0061 IROWI • IROW( I ) 
0068 JCOLI • JCOL( I ) 
0069 27 Y(JCOLI) • A(IROWl,J) 
0010 DO 28 1•1,11 
0011 28 A(l,J) • Y(l) 
c 
c TBEM BY COWMlt 
c 
oon 
0073 
0074 
0075 
0076 29 
0017 
0078 30 
0079 
0080 
00 30 I•l,H 
DO 29 J•l,. 
IROWJ • IROW( J) 
JCOLJ • JCOL( J) 
Y(IROWJ) • A(I,JCOLJ) 
DO 30 J•l,H 
A(I,J) • Y(J) 
RE'rURII 
DID 
I 
N 
N 
w 
I 
0001 
c 
c 
SUBROUTINE HONIT( N ,XC, PC, GC, I STATE, GPJNRH,COND,l'OSDEF, 
+NITER,NF,IW,LIW,W,LW) 
C THIS SUBROUTINE MONITORS THE PROGRESS OF E04JB1" 
C OPTIMIZATION SUBR0{11'1NE. 
c 
0002 LOGICAL POSDEP 
c 
0003 REAL GC(H),W(LW),XC(N) 
c 
0004 INTEGER !STATE( N), IW( LIW), DETAIL 
c 
0005 COHMON/f"LAG/DETA.IL,MODEL 
c 
0006 IP'( DE'l'AIL . EQ. 0 ) RE'l'UJUi 
c 
0008 WRIT£{6,9999) NITER,Nf',FC,GPJIIRII 
0009 WRITE( 6, 9998) 
0010 
oou 
0012 
0014 
0015 
00.17 
0019 
0021 20 
0022 
002] 40 
0024 
0025 60 
0026 
0027 80 
0028 100 
0029 
0031 
00]] 
DO 100 J•l,N 
ISJ • !STATE( J) 
IF( ISJ .G'l". 0 )GOT020 
ISJ • -ISJ 
IF( ISJ .LT. 0 ) GO TO 40 
IP( ISJ .EQ. 0 ) GO TO 60 
IP( ISJ .GT. 0 ) GO TO 80 
WRIT£(6,9997) J,XC(J),GC(J) 
GO TO 100 
WRITE(6,9996) J,XC(J),GC(J) 
GO TO 100 
WRIT£(6,9995) J,XC(J),GC(J) 
oo ro 100 
WRITE(6,9994) J,XC(J),GC(J) 
CONTINUE 
IP'( CONI> .EQ. 0.0 ) RJ::'l'UIUI 
IF( COHD .LE. l.OE+06 ) GO TO 120 
WRITE(6,9993) 
0034 GO TO 140 
0035 120 WRITE{ 6, 9992) COND 
0036 140 IF( .NOT.POSDEF ) W1UTE(6,9991) 
0038 
c 
c 
c 
0039 9999 
0040 9998 
0041 9997 
0042 9996 
0043 9995 
0044 9994 
0045 9993 
0046 9992 
RETUIUI 
FORMAT( /• ITNS•, 8X, •FN EVALS• ,11X, •FN VALUE• ,l.lX, 
+•NORM OF PROJ GRADIENT•j,It,9X,l5,2(9X,lPE17.4)) 
FORMAT(/• J•,1lX,•X(J)•,16X,•G(J)•,12X,•STATUS•) 
FORHAT(lX,I2,1X,lP2E20.4,8X,•FREE•) 
FORMAT(1X,I2,1X,1P2E20,4,8X,•UPPER BOUND•) 
FORMAT( l.X, I2, 1X, 1P2E20. t, 8X, •LOWER BOUND•) 
FORMAT(1X,I2,1X,1P2E20.4,8X,•CONSTANT•) 
FORMAT(/ • ESTIMATED CONDITION .NUMBER OF PROJECTED HESSIAN •, 
+•IS MORE THAN l.OE+06•) 
FORMAT(/ • ESTIMATED CONDITION NUMBER OF PROJECTED HESSIAN 
HPE10.2) 
0047 9991 FORMAT(/• PROJECTED HESSIAIII MATRIX IS NOT POSITIVE DEFINITE") 
c 
0048 
c 
c 
DID 
I 
N 
N 
"' I 
c 
0001 SUBROUTINE AHONIT(N,M,X,P,C,NITER,NP,GLNORM,COND,POSDEP, 
+RHO, RLall:) 
c 
C TBIS SUBRDOTINE MONITORS THE PROGRESS OF E04UAF 
C OPTIMIZATIOitl SUBROIJTIRE. 
0002 
OOOJ 
0004 
0005 
0006 
0007 
0008 
0009 
c 
c 
c 
c 
c 
c 
LOGICAL POSDEr' 
REAL C( M), RLAit( M). X(N) 
IN'l'J!:GER llETA.IL 
COHIIJN/rLAG/DI:'l'A.IL 
COMMON/SPCOH/SFC(lO) 
COMMDN/P~NT/IPRINT 
COMMON/NORM/FNORM,CNORM 
IF( NITER , GE. o ) 00 '1'0 100 
C NJNITORING AT 'l"HE END OF CYCLE 
c 
0011 
0012 
OOH 10 
0015 
DUMMY • 0.0 
DO 10 1•1,M 
II"( C(I) .LT. 0.0 ) DUMMY • DUMHY+C(l)**2 
CNORM • SQRl'( OUHNY) 
0016 FNORK • GLHOIUI 
0017 IF( DETAIL • EQ. 0 ) RE'I'URM 
0019 WRITE( 6, 997) Nl' 
0020 WRITE(6,996) (X(I),I•1,N) 
0021 WRITE( 6 I 98 8 ) F 
0022 WRITE( 6, 999) GLNORJI, CNORJI, ( C( I ) , 1•1., H) 
0023 WRITE(6,998) RBO,(RLNI(I),I•l,H) 
0024 1.00 
0025 
0027 
0020 
0029 
0030 
OOll 
0032 
CONTINUE 
IF( DETAIL .EQ. 0 ) RETURH 
WRITE( 6, 997) NF 
WRITE(6,996) (X(I),I•l,N) 
WRITE(6,995) F,(C(I),I•1,H) 
WRITE(6,990) (SFC(I),l•l,H) 
WRITE( 6, 994) NITER, GLNORH 
IF( COND .EQ. 0,0 ) RETUR1II 
0034 IF( COND ,LT. l..OE+06 ) GO TO 11.0 
0036 WRITE( 6 I 993) 
0037 GO TO 120 
0038 ll.O 
0039 1.20 
0041. 
c 
c-
c 
WRITE(6,992) COND 
IF( .NOT. POSDEF ) WRITE(6,99l.) 
RETURN 
0042 999 FORHAT(/SX,•GLNORJI •",l.PE16.8,5X,•CNORM ~•,1PE1.6.8/, 
tSX,•CONSTRAINTS ARE :•,l.O(/,SX,lP4El6.8)) 
0043 998 FORHAT(SX,*PENALTY FACTOR •",1PE16.8j, 
0044 997 
0045 996 
0046 99S 
0047 994 
0048 993 
0049 992 
0050 991 
0051 990 
0052 98'1 
0053 998 
c 
+SX,•LAGRANGE MULTIPLIERS :•,l0(/,5X,lP4El6.8)) 
PORMilT(/SX, ·~·, 15, • FUNCTION EVIUAJATIOR THE ESTIMATES 'bP•, 
+• THE SOLUTION IS•/) 
FORMAT(SX,lPJ£16,8) 
FOIUIAT(/SX,•WHERE THE P'UHC'l'ION VALUE ••,1PE16.a,• AND*/, 
+SX, *CONS'l'RAIN'l'S 1 * ,lP4EHi. 8) 
PORMAT(SX,*THERE HAS BEEN•,I3,* ITERATION•f,SX,*THE NORM•, 
+• OF THE AUGM LAGR FUN ••,1PE16.8) 
FORMAT( /SX, lB .. *, • ESTIMATED CONDITION NUMBER OF ITS•, 
+• PROJ HESSIAN EXCEES l.OE+06•j/) 
FORMAT(SX,•ESTM COND NUMBER OF PRDJ HESSIAN ••,1PE16.8) 
FORMAT(/5X,4H••••,• PBDJECTED BASSIAN IS NOT POSITIVE •, 
+-DEFUUTE"/) 
FORMAT( SX, *SCALLING FACTOR FOR CONSTRAINTS : "/, 
+l0(/,1P7E16.8)) 
FORMAT(/SX, *END 01" CYCLE", IS) 
FORHAT(/SX,•AND THE FUNCTION VALUE •*,1PE16.8) 
c-----
c 
0054 END 
I 
"' 
"' Ln 
I 
~OM SIH~ N0~4 SNOI~~~~gna 
I -x HIN:;raav 
-9ZZ -
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APPENDIX 
Samp~e Calcu~ations 
Flowrates• 
The ethylene, hydrogen and nitrogen flowmeter& were calibrated at 
a aixing pressure of 100 kPa(g) using a wet-teat meter and/or a soap bubble 
meter. The flowratea were measured against the voltage across the precise 
resistance (see section s. 3 • 2 ) and the volumetric flowratea were fitted to a 
second order polynomial equation after they were corrected to STP. The 
polynomial equations were• 
v 
-
-9,743 + 12.272V- 1.297V2 
C284 (COrrelation coefficient 
- 0.999) 
va - -11.007 + 12.894V - O.S07V
2 
2 (Correlation coefficient - 0.999) 
v. - -6.429 + 7.920V- O.S47V
2 
2 (Correlation Coefficient - 0.999) 
where, 
v - digital voltmeter reading, volts 
VC B - volumetric flowrate of ethylene, al;sec 
2 4 
va voluaetric flowrate of hydrogen, Ill/sec 
2 
VII - volumetric flowrate of nitrogen, Ill/sec 
2 
- 2-
Gas Analysis • 
Gas analysis was carried out by using a gas chromatograph as 
discussed in section 5,3.4. The gas chromatograph was ca~ibrated every time 
at the start of the day. A typica~ ~inear regession (for the Run NC-~9) was: 
-
2.074E-05 (Peak Area) + ~.56E-05 
(Corre~ation Coefficient- 0.999) 
The initia~ concentration of ethy~ene was ca~cu~ated from the reactant 
f~owrate measurements, 
S<D!()~ C&l.culat:iona for Run IJC-~9 
Feed• 
Gas vo~t:meter Reading 
(vo~ts) 
Ethy~ene ~.39 
aydrogen 3. 3~ 
Nitrogen 3.~4 
F~owrate 
(ml/sec) 
4.62 
26.~2 
~3.04 
Tota~ vo~umetric f~owrate - 43,78 m~/sec 
Feed samp~e f~owrate - ~.47 m~/sec 
Therefore, total f~owrate through reactor- 43.78 - ~.47 
= 42. 3~ m~;sec 
F -0 
(~ at:m) (42.3~ ml/sec) 
(82,06 ml at:m{mo~efK) (293.~6 X) 
- ~.76E-03 mo~e;sec 
- ~.76E-06 kg mole/sec 
catalyst weight (W) • ~.436E-04 kg 
composition 
(mo~e") 
~0.55 
59.66 
29.80 
APPENDIX 
Sample Calculations 
Plowrates• 
The ethylene, hydrogen and nitrogen flowmeter& were calibrated at 
a mixing pressure of 100 kPa(g) using a wet-test meter and/or a soap bubble 
meter. The flowrates were measured against the voltage across the precise 
resistance (see section 5.3.2) and the volumetric flowrates were fitted to a 
second order polynomial equation after they were corrected to S'l'P. The 
polynomial equations were, 
v 
-
-9.743 + 12.27ZV- 1.297V2 
C2B4 (Correlation Coefficient 
- 0.999) 
VB - -11.007 + 12.894V- 0.507V
2 
2 (Correlation coefficient 
- 0.999) 
VR - -6.429 + 7.920V- 0.547V
2 
2 (Correlation Coefficient - 0.999) 
wbere, 
v digital voltmeter reading, volts 
v 
C2B4 
volumetric flowrate of ethylene, ml/sec 
VB volumetric flowrate of hydrogen, Ill/sec 
2 
VR - volumetric flowrate of nitrogen, mlfsec 
2 

