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Abstract
Let d be a positive integer. Can a given graph G be realized in Rd so that vertices are mapped
to distinct points, two vertices being adjacent if and only if the corresponding points lie on a
common line that is parallel to some axis? Graphs admitting such realizations have been studied
in the literature for decades under different names. Peterson asked in [Discrete Appl. Math., 2003]
about the complexity of the recognition problem. While the two-dimensional case corresponds
to the class of line graphs of bipartite graphs and is well-understood, the complexity question
has remained open for all higher dimensions.
In this paper, we answer this question. We establish the NP-completeness of the recognition
problem for any fixed dimension, even in the class of bipartite graphs. To do this, we strengthen
a characterization of induced subgraphs of 3-dimensional Hamming graphs due to Klavžar and
Peterin. We complement the hardness result by showing that for some important classes of perfect
graphs – including chordal graphs and distance-hereditary graphs – the minimum dimension of
the Euclidean space in which the graph can be realized, or the impossibility of doing so, can be
determined in linear time.
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1 Introduction
The main question addressed in this paper is the following: How difficult is it to determine if
a given graph G can be realized in Rd so that vertices are mapped to distinct points and two
vertices are adjacent if and only if the corresponding points are on a common line that is
parallel to some axis? Let us refer to any such mapping as a d-realization of G and say that
a graph is d-realizable if it has a d-realization. The class of d-realizable graphs was studied
in the literature for decades, under diverse names such as arrow graphs (Cook, 1974 [13]),
(d− 1)-plane graphs and (d− 1)-line graphs of d-partite d-uniform hypergraphs (Bermond et
al., 1977 [3]; see also [29]), d-dimensional cellular graphs (Gurvich and Temkin, 1992 [25]),
d-dimensional chessboard graphs (Staton and Wingard, 1998 [50]), and d-dimensional gridline
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graphs (Peterson, 2003 [46]). Recently, Sangha and Zito studied d-realizable graphs in the
more general context of the so-called Line-of-Sight (LoS) networks [49] and showed that
the independent set problem, known to be polynomially solvable in the class of 2-realizable
graphs, is NP-complete in the class of 3-realizable graphs. For the small-dimensional cases,
d ∈ {2, 3}, Peterson suggested an application of d-realizable graphs to robotics [46]: if the
movement of a robot is restricted to be along axis-parallel directions only and turns are
allowable only at certain points, then a shortest path in a d-realized graph gives the number
of turns required. Further possible applications of d-realizable graphs belong to the area of
wireless networks, via their connection with Line-of-Sight networks [23].
Despite many studies on d-realizable graphs in the literature, determining the computa-
tional complexity of recognizing d-realizable graphs has been elusive except for d ∈ {1, 2},
when d-realizable graphs coincide with complete graphs and with line graphs of bipartite
graphs, respectively (and can be recognized in polynomial time). The main aim of this paper
is to settle the question about recognition complexity of d-realizable graphs for d ≥ 3, asked
explicitly by Peterson in 2003 [46]. We show that for all d ≥ 3, determining if a given graph is
d-realizable is NP-complete, even for bipartite graphs. We also identify some tractable cases.
We characterize d-realizable graphs (for any positive integer d) in the class of HHD-free
graphs, a large class of perfect graphs containing chordal graphs and distance-hereditary
graphs. The characterization leads to a linear time recognition algorithm.
Our approach is based on the fact that a graph G is d-realizable if and only if G is an
induced subgraph of a Cartesian product of d complete graphs. Given two graphs G and
H, their Cartesian product is the graph GH with vertex set V (G)× V (H) in which two
vertices (u1, u2) and (v1, v2) are adjacent if and only if either u1v1 ∈ E(G) and u2 = v2,
or u1 = v1 and u2v2 ∈ E(H). The Cartesian product is associative and commutative (in
the sense that GH ∼= HG where ∼= denotes the graph isomorphism relation). Another
name for Cartesian products of complete graphs is Hamming graphs; a Hamming graph is d-
dimensional if it is the Cartesian product of d nontrivial complete graphs. The 3-dimensional
Hamming graphs having all factors of the same size were studied in the literature under the
name cubic lattice graphs [37, 12, 11, 1, 16], hence, 3-realizable graphs are exactly the induced
subgraphs of cubic lattice graphs. Our results are based on a characterization of induced
subgraphs of d-dimensional Hamming graphs due to Klavžar and Peterin [33], expressed in
terms of the existence of a particular edge labeling. For the 3-dimensional case, we develop
a more specific characterization based on induced cycles of the graph and use it to prove
hardness of recognizing 3-realizable graphs via a reduction from the 3-edge-coloring problem
in cubic graphs. The hardness of the 3-dimensional case forms the basis for establishing
hardness for all higher dimensions.
Since a d-realizable graph is also (d+ 1)-realizable, the notion of d-realizability suggests a
natural graph parameter. The Cartesian dimension of a graph G = (V,E), denoted Cdim(G),
is defined as the minimum non-negative integer d such that G is d-realizable, if such an
integer exists, and ∞, otherwise. The infinite case can indeed occur, even some small graphs
– the diamond, the 5-cycle, and the complete bipartite graph K2,3, for example – cannot
be realized in any dimension. Note that Cdim(G), when finite and strictly positive, is the
minimum positive integer d such that G is an induced subgraph of the Cartesian product
of d complete graphs. This point of view adds the Cartesian dimension of a graph to the
list of graph dimensions studied in the literature related to various embeddings of graphs
into Cartesian product graphs [24, 20, 27, 34]. Other dimensions were studied related to the
strong product [22, 15, 32, 47] and the direct product of graphs [41, 48].
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Related work. As already mentioned, concepts equivalent to d-realizable graphs were
studied in the literature in various contexts [13, 3, 29, 25, 50, 46, 49]. Much further work in
the literature deals exclusively with the two-dimensional case [26, 28, 14, 46, 2], which (as
we will discuss in Section 2) corresponds to the class of line graphs of bipartite graphs, one
of the basic building blocks in the structural decomposition of perfect graphs [10].
Among the many dimension parameters of graphs defined via product graphs, let us
mention two that seem to be most closely related to the Cartesian dimension. A d-realization
is said to be irredundant [34] (or: d-dimensionally spanning [49]) if for each i ∈ {1, . . . , d}
some pair of adjacent vertices of G is mapped to a pair of points spanning a line that is
parallel to the i-th coordinate axis. Based on this notion, Klavžar et al. [34] defined the
Hamming dimension of a graph G, denoted by Hdim(G), as the largest integer d such that
G has an irredundant d-realization, if such an integer exists, and ∞, otherwise. Note that
the Cartesian dimension can be defined analogously, with “smallest” instead of “largest”; in
particular, Cdim(G) ≤ Hdim(G). Strict inequality is possible (for example, if P4 denotes the
4-vertex path, then Cdim(P4) = 2 and Hdim(P4) = 3) and the two dimensions are finite on
the same set of graphs.
The second relevant dimension is a Dushnik-Miller type dimension of a graph, the so-called
product dimension. This parameter, denoted simply by dim(G), is defined analogously to
the Cartesian dimension but with respect to the direct product. Given two graphs G and H,
their direct product is the graph G×H with vertex set V (G)× V (H) in which two vertices
(u1, u2) and (v1, v2) are adjacent if and only if u1v1 ∈ E(G) and u2v2 ∈ E(H). The product
dimension was introduced by Nešetřil and Rödl in [41] and studied by Lovász et al. in [39]
and more recently by Chandran et al. [8]; see also [21]. Unlike the Cartesian dimension, the
product dimension is finite for all graphs. The problem of computing the product dimension
of a given graph was shown to be NP-hard [40], even in the special case of recognizing
three-dimensional instances [36]. The Cartesian and the product dimensions of graphs are
closely related in the two-dimensional case: since the Cartesian product of two complete
graphs is isomorphic to the complement of their direct product, we have Cdim(G) ≤ 2 if and
only if Hdim(G) ≤ 2, where G denotes the complement of G.
The Cartesian dimension of graphs introduced in this paper should not be confused with
any of the “Cartesian dimensions” of a graph studied by Burosch and Ceccherini [7]. They
are defined similarly to the Hamming dimension Hdim(G) from [34], but with respect to
various inclusion relations and with the relaxation that the factors are not restricted to be
complete.
Structure of the paper. In Section 2 we collect the necessary definitions, summarize some
characterizations of the two-dimensional case and a necessary condition for the general,
d-dimensional case. In Section 3 we review a characterization of induced subgraphs of
d-dimensional Hamming graphs due to Klavžar and Peterin and introduce two related results
regarding the three-dimensional case. We build on these results in Section 4, where the
NP-completeness of recognizing d-realizable graphs is established for all d ≥ 3. A linear time
algorithm for computing the Cartesian dimension of a given HHD-free graph is developed in
Section 5, after the general problem is reduced to the biconnected case. We conclude the
paper in Section 6. Due to space limitations, several proofs are omitted.
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2 Preliminaries
All graphs considered in this paper will be finite, simple and undirected. By Kn, Pn, and
Cn we denote the complete graph, the path, and the cycle with n vertices. By Km,n we
denote the complete bipartite graph with parts of sizes m and n; the claw is the graph K1,3.
A clique (resp., independent set) in a graph G is a set of pairwise adjacent (resp., pairwise
non-adjacent) vertices. By α(G) we denote the independence number of G, that is, the
maximum size of an independent set in G. A triangle in G is a clique of size 3 in G. The
diamond is the graph obtained by removing an edge from a K4. For a vertex v in G, the
neighborhood of v is the set of vertices in G adjacent to v. It is denoted by NG(v) (or simply
by N(v) if the graph will be clear from the context). The degree of v (in G) is the size of
its neighborhood. A graph is cubic if all its vertices have degree 3. The girth of a graph G
is the length of the shortest cycle in G (and ∞ if G is acyclic). Given a graph G and a set
U ⊆ V (G), we denote by G[U ] the subgraph of G induced by U . Given a set of graphs F ,
a graph G is said to be F-free if no induced subgraph of G is isomorphic to a graph from
F . A cut vertex in a connected graph G is a vertex whose removal disconnects the graph.
Given a graph G, a block of G is a maximal connected subgraph of G without cut vertices.
A graph G is biconnected if G itself is its only block. The disjoint union of two graphs G and
H is denoted by G+H. For graph theoretic terms not defined here, see, e.g., [51].
Given a positive integer d, a d-realization of a graph G = (V,E) is an injective mapping
ϕG : V → Rd such that two vertices u, v ∈ V are adjacent if and only if ϕG(u) and ϕG(v)
differ in exactly one coordinate. A graph G is said to be d-realizable if it has a d-realization.
Note that G is d-realizable if and only if G has a d-realization ϕG : V → Nd. The Cartesian
dimension of a graph G = (V,E), denoted Cdim(G), is defined as the minimum non-negative
integer d such that G is d-realizable, if such an integer exists, and ∞, otherwise. (Note that
K1 is the only graph of Cartesian dimension 0.)
Clearly, the only graphs of Cartesian dimension 1 are complete graphs of order at least
two. Graphs of Cartesian dimension at most 2 coincide with line graphs of bipartite graphs,
for which various characterizations and linear time recognition algorithms are known. Recall
that a graph G is said to be bipartite it has a bipartition, that is, a pair (X,Y ) of disjoint
independent sets such that X ∪ Y = V (G). The line graph of a graph G is the graph
denoted by L(G) with vertex set E(G), in which two distinct vertices are adjacent if and
only if they have a common endpoint as edges in G. Line graphs of bipartite graphs were
studied in the literature under various names such as graphs of (0, 1)-matrices [28], matrix
graphs [14], two-dimensional chessboard graphs [50], (two-dimensional) gridline graphs [46],
cellular graphs [25], and rooks graphs [2]. The characterization of line graphs of bipartite
graphs in terms of forbidden induced subgraph was discovered and rediscovered many times:
by Chartrand in 1964 [9], by Hedetniemi in 1971 [28], by Harary and Holzman in 1974[26],
by Staton and Wingard in 1998 [50], and by Peterson in 2003 [46]. Furthermore, Staton and
Wingard [50] and Peterson [46] established the connection with the Cartesian dimension.
These characterizations are summarized in the following theorem.
I Theorem 1. For every graph G, the following conditions are equivalent:
1. Cdim(G) ≤ 2.
2. G is the line graph of a bipartite graph.
3. G is {claw, diamond, C5, C7, . . .}-free.
For any positive integer d, Staton and Wingard proved the following necessary condition
for a graph to be d-realizable.
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I Theorem 2 (Staton and Wingard [50]). Every d-realizable graph is {K1,d+1, diamond,
K2,3, C5}-free.
Staton and Wingard asked whether for d ≥ 3, the list of forbidden induced subgraphs for
the class of d-realizable graphs given by Theorem 2 is complete. This is not the case: Peterson
constructed an infinite family of graphs that are minimally forbidden for d-realizability for
all d ≥ 3 [46, Figure 4] (see also [45]). However, the complete list of forbidden induced
subgraphs is not known for any d ≥ 3.
3 The Klavžar-Peterin characterization
In this section, we recall the characterization of induced subgraphs of d-dimensional Hamming
graphs due to Klavžar and Peterin [33] and strengthen it in the 3-dimensional case. The
characterization is expressed in terms of the existence of a particular edge labeling. Given
a graph G, a d-edge-labeling of G is a mapping from E(G) to some set L of labels, where
|L| = d (we often have L = {1, . . . , d}). Given a d-edge-labeling ` of G and a set F ⊆ E(G),
we say that F is `-monochromatic (or simply monochromatic if the labeling is clear from the
context) if the labeling is constant on F , that is, if e, e′ ∈ F implies `(e) = `(e′). We extend
the definition of monochromaticity to subgraphs of G in the obvious way. A (d-)edge-coloring
is a (d-)edge-labeling such that no two incident edges share the same label. In the case of
edge-colorings, labels may also be referred to as colors.
We say that a d-edge-labeling of G is a (d-)KP-labeling if it satisfies the following two
conditions:
Condition 1: every triangle is monochromatic.
Condition 2: for every pair of distinct non-adjacent vertices u, v, there exist different
labels i and j which both appear on every induced u, v-path.
Note that in a KP-labeling, every induced P3 will be 2-edge-colored due to Condition 2; in
particular, this implies that for triangle-free graphs, KP-labelings coincide with edge-colorings.
Since induced subgraphs of Hamming graphs are exactly the graphs of finite Cartesian
dimension, the result of Klavžar and Peterin given by [33, Theorem 3.3] can be equivalently
stated as follows.
I Theorem 3 (Klavžar and Peterin [33]). Let G be a connected graph. Then Cdim(G) <∞
if and only if G has a KP-labeling.
The proof of Theorem 3 given in [33] actually shows the following more specific equivalence:
I Theorem 4. For every connected graph G and a positive integer d, we have Cdim(G) ≤ d
if and only if G has a d-KP-labeling.
We can find d-realizations of two graphs G and H such that Cdim(G) ≤ Cdim(H) = d
when d > 1, using d-tuples over disjoint sets for the two graphs. The case d = 1 is exceptional:
by definition, two different 1-tuples result in a pair of adjacent vertices. Thus, as all graphs
of Cartesian dimension 1 are complete, the Cartesian dimension of any disconnected graph is
at least 2. We record these observations for later use.
I Observation 5. For every two graphs G and H, we have Cdim(G + H) =
max{Cdim(G),Cdim(H), 2}.
We now present two results for the 3-dimensional case. Both are related to the Klavžar-
Peterin characterization and will be needed in our hardness proof for recognizing 3-realizable
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graphs developed in Section 5. First, we show that the defining properties of a 3-KP-labeling
are satisfied for a graph as soon as they are satisfied for the family of all its induced subgraphs
isomorphic to a cycle or to a P3.
I Theorem 6. Let G be a graph. A 3-edge-labeling of G is a KP-labeling if and only if it
satisfies the following two conditions:
Condition 3: for every induced cycle C of G, the restriction of the labeling to E(C) is
a KP-labeling of C.
Condition 4: no induced P3 is monochromatic.
Proof. The necessity of the two conditions is easy to see. If G is 3-KP-labeled and H is an
induced subgraph of G, then the restriction of the labeling to E(H) is a 3-KP-labeling of H,
hence Condition 3 is necessary. Condition 4 follows from Condition 2.
In order to prove sufficiency, note that Condition 3 immediately implies Condition 1. Now,
by way of contradiction suppose that there is a 3-edge-labeling ` : E(G)→ {1, 2, 3} satisfying
Conditions 3 and 4, but not Condition 2. Since G violates Condition 2, it contains two
different induced paths of length at least two, say P and Q, intersecting at their endpoints –
call these vertices u and v – such that no pair of different labels appears on both P and Q.
Due to Condition 4, on each of the paths P and Q at least two different labels appear. Since
no pair of different labels appears on both P and Q, we may assume that P and Q take –
alternatingly – labels 1, 2 and 1, 3, respectively. Moreover, assume that
(∗) P and Q were chosen so as to minimize |V (P )|+ |V (Q)|.
Given a path R and two of its vertices x and y, denote by Rxy the subpath of R between
x and y, and by V −xyR the set V (R) \ {x, y}. We say that a path is k-labeled if exactly k
different labels appear on its edges.
We claim that V −uvP ∩ V
−uv
Q = ∅. Indeed, suppose for a contradiction that w ∈ V
−uv
P ∩
V −uvQ . Then, Puw and Quw would be both 2-labeled (u and w cannot be adjacent due to
(∗)), only agreeing on label 1; thus, Puw ∪Quw would be 3-labeled, contradicting (∗).
For t ∈ {u, v} and xy ∈ E(G) with (x, y) ∈ V −uvP × V
−uv
Q , a cycle C = Ptx-xy-Qyt such
that either Ptx-xy or xy-Qyt is an induced path will be called a PQ-cycle. Note that a
PQ-cycle cannot be 3-labeled: if – say – P ′ = Ptx-xy was an induced path, then P ′ and Qyt
would make evident a violation to (∗).
Condition 3 implies that the cycle C0 = P ∪Q cannot be induced. Let xy be a chord in
C0 ({x, y} ∩ {u, v} = ∅) such that x ∈ V (P ) is closest to u (where the distance is measured
within P ), and y is the neighbor of x in Q closest to v (where the distance is measured within
Q). Observe that each of C1 = Pux-xy-Qyu and C2 = Pvx-xy-Qyv is either a PQ-cycle or a
triangle, implying that neither of them is 3-labeled. Neither of them can be monochromatic
either: if – say – C1 was monochromatic then, as E(C0) ⊂ E(C1) ∪ E(C2) while C1 and C2
share the label of xy, it would follow that C2 was 3-labeled. Thus, C1 and C2 are 2-labeled.
As C1 and C2 are 2-labeled, they share exactly one label. By definition, any PQ-cycle
contains a P3 from either P or Q, hence (recalling that P and Q alternate labels 1, 2 and
1, 3, respectively), C1 and C2 share label 1. Such is then the label of xy. However, one of
the two edges incident to x in P is also labeled with 1, forming with xy a monochromatic
induced P3 (as part of either C1 or C2), which contradicts Condition 4. J
Next, we characterize 3-KP-labelings of cycles. By Condition 1 in the definition of a
KP-labeling, every 3-KP-labeling of a 3-cycle is constant. The next lemma analyzes longer
cycles.





Figure 1 A gadget replacing each edge xy.
I Lemma 7. Let C be a cycle of length at least 4. A 3-edge-coloring of C with colors 1, 2, 3
is a KP-labeling if and only if
either it is a 2-edge-coloring of C, or
possibly after permuting the labels 1, 2, 3, cycle C contains a cyclically ordered sequence
of 6 distinct (not necessarily consecutive) edges labeled 1, 2, 3, 1, 2, 3, respectively. We call
this the 123123-condition.
4 NP-completeness of testing realizability in d ≥ 3 dimensions
In this section, we show that for every d ≥ 3, determining whether Cdim(G) ≤ d is NP-
complete. First we establish the result for d = 3 and then derive from it the general
case.
I Theorem 8. Given a graph G, determining whether Cdim(G) ≤ 3 is NP-complete, even
for connected bipartite graphs of maximum degree at most 3.
Proof. A polynomially checkable certificate of the fact that Cdim(G) ≤ 3 is any 3-realization
of G of the form ϕG : V → N3. Therefore, the problem is in NP (on any class of input
graphs).
To show hardness, we make a reduction from the 3-edge-coloring problem in cubic graphs,
proved to be NP-complete by Holyer [30]. Let G be a cubic graph that is the input for the
3-edge-coloring problem. We may assume that G is connected. Construct a graph G′ from G
by replacing each edge xy of G with the structure shown in Fig. 1. Formally,
V (G′) = V (G) ∪
⋃
xy∈E(G)




{xvxy, vxywxy, vxywyx, vyxwxy, vyxwyx, yvyx} .
Letting V1 = V (G)∪
⋃
xy∈E(G){wxy, wyx} and V2 =
⋃
xy∈E(G){vxy, vyx}, we see that (V1, V2)
is a bipartition of G′. Thus, G′ is a bipartite graph with vertices of degrees 2 and 3 only.
We will show that G is 3-edge-colorable if and only if Cdim(G′) ≤ 3.
We first prove the (simpler) backward direction. Let Cdim(G′) ≤ 3. By Theorem 4,
G′ has a 3-KP-labeling. Then for each xy ∈ E(G) the 4-cycle C = vxy-wxy-vyx-wyx-vxy in
G′ must be 2-KP-labeled. This implies that the edges xvxy and yvyx must have the same
label `xy – the one not used in C. Since G′ is triangle-free, any KP-labeling of G′ is an
edge-coloring (otherwise, Condition 4 would be violated). Therefore, by labeling each edge
xy ∈ E(G) with `xy, we get a 3-edge-coloring of G.
Now suppose that G has a 3-edge-coloring using colors 1, 2, 3. For each edge xy of G
labeled i ∈ {1, 2, 3}, let {j, k} = {1, 2, 3} \ {i} and label the associated edges of G′ as follows:
edges xvxy and yvyx with i, edges vxywxy and vyxwyx with j, and edges vxywyx and vyxwxy
with k.
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Figure 2 A gadget replacing each edge for proving hardness in cubic graphs.
We claim that the so obtained labeling of G′ is a KP-labeling. By Theorem 6, it suffices
to check that Conditions 3 and 4 are satisfied. The latter condition is obviously satisfied.
In order to verify that Condition 3 holds, note that G′ has two types of induced cycles:
4-cycles. They only appear in the gadget of Fig. 1; they are properly 2-edge-colored and
hence KP-labeled by Lemma 7.
Cycles of length greater than 4. Each such cycle C has length 4p for some p ≥ 3, and
arises from a (not necessarily induced) p-cycle C ′ in G. We will show that such cycles
satisfy the 123123-condition and apply Lemma 7. Let x1, x2, . . . , xp be a cyclic order of
vertices in C ′. Without loss of generality, let 1, 2, 3, 1 be the labels (in this order) on
some shortest path from x1 to x2 in C. Then, the sequence of labels on the edges of any
shortest path from x2 to x3 in C is one of the following: (2, 1, 3, 2), (2, 3, 1, 2), (3, 1, 2, 3),
or (3, 2, 1, 3). Thus, along cycle C we find 6 distinct edges labeled 1, 2, 3, 1, 2, 3 in order.
This shows that C satisfies the 123123-condition.
It follows that Condition 3 is satisfied, hence by Theorem 6 G′ has a 3-KP-labeling. By
Theorem 4, we conclude that Cdim(G′) ≤ 3. J
I Remark. A simple modification of the above construction, using a somewhat more involved
gadget, can be used to show NP-completeness of testing whether Cdim(G) ≤ 3 for cubic
(non-bipartite) graphs. We omit the details but show the gadget in Fig. 2 together with edge
labels indicating how to extend a 3-edge-coloring of G to a 3-KP-labeling of G′.
I Remark. Recall that Peterson constructed an infinite family of graphs that are minimally
forbidden for 3-realizability [46]. All those graphs are of girth 3. The above proof implies that
the landscape of forbidden induced subgraphs for 3-realizability is much more complicated,
consisting of graphs of arbitrarily large girth. To see this, note that for every positive
integer g, there exists a graph Fg of maximum degree at most 3 and of girth at least g with
Cdim(Fg) > 3. This follows from the proof of Theorem 8 and the fact that there exist cubic
graphs of arbitrarily large girth that are not 3-edge-colorable [35]. Since Cdim(Fg) > 3, graph
Fg contains a forbidden induced subgraph for 3-realizability, say F ′g. Since every acyclic
graph of maximum degree at most 3 is 3-realizable (this follows, e.g., from Corollary 15 in
Section 5.2), graph F ′g has a cycle and is therefore of (finite) girth at least g.
From Theorem 8 we derive hardness of recognizing graphs of any constant Cartesian
dimension.
I Theorem 9. For every d ≥ 3, determining whether a given graph G satisfies Cdim(G) ≤ d
is NP-complete, even for connected bipartite graphs.
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Figure 3 The house (left), the smallest hole (middle), and the domino (right).
Proof idea. The base case, d = 3, is given by Theorem 8. The inductive step can be
established using the observation that for every connected bipartite graph G, the Cartesian
productGK2 is also connected and bipartite, and satisfies Cdim(GK2) = Cdim(G)+1. J
5 Tractable cases: chordal graphs and distance-hereditary graphs
Since bipartite graphs are perfect, Theorem 8 implies that the problem of recognizing graphs
of Cartesian dimension 3 is NP-complete in the class of perfect graphs. In this section, we
show that the problem can be solved in linear time in two well-studied classes of perfect graphs:
chordal graphs and distance-hereditary graphs. A graph G is chordal if it has no induced
cycle of length at least four and distance-hereditary if in every connected induced subgraph
of G, the distance between any pair of vertices is the same as in G. We characterize chordal
graphs and distance-hereditary graphs of given Cartesian dimension. The characterizations
will imply linear time algorithms for computing the Cartesian dimension of a given chordal
or distance-hereditary graph.
We develop a unified approach that will imply both results, by considering the class of
HHD-free graphs. We define a hole to be a cycle of length at least five.1 A graph G is said
to be HHD-free if it does not contain an induced subgraph isomorphic to the house, a hole,
or the domino (see Fig. 3).
HHD-free graphs were introduced by Olariu [44] as a class of perfect graph generalizing
both chordal and distance-hereditary graphs. They can be equivalently defined as the (5,2)-
chordal graphs, that is, graphs in which every cycle of length at least five has at least two chords
(see, e.g., [4]). Jamison and Olariu [31] characterized HHD-free graphs in terms of properties
of the Lexicographic Breadth First Search algorithm, and Nikolopoulos and Palios gave an
O(|V (G)||E(G)|) time recognition algorithm [43]. Many other studies looked into metric,
structural, and algorithmic properties of HHD-free graphs (see, e.g., [18, 6, 19, 42, 19, 17, 5]).
We characterize HHD-free graphs of a given Cartesian dimension and derive the corres-
ponding results for chordal and distance-hereditary graphs as corollaries. We do this by first
showing that the problem of computing the Cartesian dimension of an arbitrary graph can
be reduced to its blocks (Lemma 10), and by identifying two particularly nice cases of this
reduction (Lemmas 11 and 12). Next, we characterize biconnected HHD-free graphs of a
given Cartesian dimension. To this end, we apply the necessary conditions for graphs of
finite Cartesian dimension given by Theorem 2 to reduce the problem to the biconnected
{diamond, K2,3}-free HHD-free graphs, which we characterize in Lemma 13. Finally, the
simple structure of the biconnected {diamond, K2,3}-free HHD-free graphs (they can only be
complete or 4-cycles) is used to prove the desired characterization (Theorem 14) and a linear
time algorithm for computing the Cartesian dimension of an HHD-free graphs (Theorem 16).
1 We remark that the terminology on holes is not completely uniform in the graph theory literature. In
many papers, holes are defined as cycles of length at least four.
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5.1 Reduction to blocks
For a graph G and a vertex v ∈ V (G), we set αG(v) = α(G[N(v)]) and α1(G) = max{αG(v) :
v ∈ V (G)}. Note that α1(G) is the maximum value of n such that K1,n is an induced
subgraph of G. Hence, by Theorem 2, every graph G has Cdim(G) ≥ α1(G). The following
lemma specifies the reduction for the problem of computing the Cartesian dimension of a
given graph to the biconnected case.
I Lemma 10. Let G be a connected graph with a cut vertex v, let V (G) = {v} ∪ V1 ∪ V2
where V1 and V2 are disjoint non-empty subsets of V (G) \ {v} such that no vertex from V1
is adjacent to a vertex in V2, and let Gi = G[{v} ∪ Vi] for i ∈ {1, 2}. Then, Cdim(G) =
max{Cdim(G1),Cdim(G2), αG(v)}.
Lemma 10 has two useful consequences. For a connected graph G, we denote by CG
the set of cut vertices of G and by BG the set of blocks of G. The block-cutpoint tree of a
connected graph G is the bipartite graph T with vertex set BG ∪ CG in which B ∈ BG is
adjacent to v ∈ CG if and only if v ∈ V (B). It is well known that T is a tree such that all
leaves of T are blocks of G (see, e.g., [51]). A class of graphs is hereditary if it is closed under
vertex deletion. We say that a graph G is maxstar-dimensional if Cdim(G) = α1(G).
I Lemma 11. Let G be a hereditary class of graphs such that every biconnected graph in G
is maxstar-dimensional. Then every connected graph in G is maxstar-dimensional.
Let us call a graph star-dimensional if Cdim(G) = αG(v) for every v ∈ V (G).
I Lemma 12. Let G be a hereditary class of graphs such that every biconnected graph in G






5.2 Cartesian dimension of HHD-free graphs
The following lemma characterizes biconnected {diamond, K2,3}-free HHD-free graphs. In
the proof we will need the notion of a block graph, that is, a connected graph every block of
which is complete.
I Lemma 13. Let G be a biconnected {diamond, K2,3}-free HHD-free graph. Then, G is
either complete or a C4.
Proof. Let G be a biconnected {diamond, K2,3}-free HHD-free graph. Consider first the
case when G is chordal. Since connected diamond-free chordal graphs are exactly the block
graphs (see, e.g., [38]), G is a block graph. Thus, since G is biconnected, it is complete.
Suppose now that G is not chordal. Since G has no induced cycles of length 5 or more
but is not chordal, G has an induced C4, say C. We want to show that G = C. First, note
that every vertex of G not in C has at most one neighbor in C. Indeed, the neighborhood on
C of a vertex v ∈ V (G) \ V (C) consisting of at least three neighbors, exactly two neighbors
that are adjacent, or exactly two neighbors that are non-adjacent, would lead to an induced
subgraph of G isomorphic to an diamond, a house, or a K2,3, respectively.
Let (v1, v2, v3, v4) be a cyclic order of vertices along C and let U denote the set of vertices
in V (G) \ V (C) adjacent to a vertex of C. Since every vertex in U has exactly one neighbor
in C, the set U can be partitioned into pairwise disjoint sets, U = U1 ∪ U2 ∪ U3 ∪ U4, where
Ui is the set of vertices in U adjacent to vi. Note that since G is domino-free, no vertex in
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Ui is adjacent to a vertex in Ui+1 (indices modulo 4). Moreover, since G is C5-free, no vertex
in Ui is adjacent to a vertex in Ui+2 (indices modulo 4). Thus, if i 6= j, then no vertex in Ui
is adjacent to a vertex in Uj .
Suppose for a contradiction that G 6= C. Since G is connected, the fact that G 6= C
implies that one of the sets Ui is non-empty, say (w.l.o.g.) U1 6= ∅. Let X = V (C) \ {v1}.
Since G is biconnected, it contains a U1, X-path avoiding v1. Let P be a shortest such path.
Let us enumerate the vertices of P along the path as w1, . . . , wk where w1 ∈ U1 and wk ∈ X,
more specifically, wk = vi for some (unique) i ∈ {2, 3, 4}. By minimality, P is an induced
path in G− v1; moreover, since there are no edges connecting a vertex in U1 with a vertex
in Uj for j 6= 1, we infer that k ≥ 4. By the minimality of P , no internal vertex of P is
in U1 ∪X, moreover, wk−1 ∈ Ui and V (P ) ∩ (U2 ∪ U3 ∪ U4) = {wk−1}. It follows that w1
and possibly wk are the only neighbors of v1 on P . Now, if i ∈ {2, 4}, then V (P ) ∪ {v1}
induces a cycle of length at least five in G, which is not possible. Similarly, if i = 3, then
V (P )∪ {v1, v2} induces a cycle of length at least six in G, again a contradiction. This shows
that G = C, as claimed, and completes the proof. J
It is not difficult to verify that every graph G ∈ {C4} ∪ {Kn : n ≥ 1} is star-dimensional,
with
Cdim(G) = α1(G) =

0, if G is a K1;
1, if G is a Kn with n ≥ 2;
2, if G is a C4.
By Lemma 13, every biconnected {diamond, K2,3}-free HHD-free graph is star-dimensional.
Recall that the inequality Cdim(G) ≥ α1(G) holds for every graph G, where α1(G) is the
maximum value of n such that K1,n is an induced subgraph of G. Lemmas 11 and 13 imply
that equality holds in the case of HHD-free graphs of finite Cartesian dimension.
I Theorem 14. For every connected HHD-free graph G,
Cdim(G) =
{
α1(G), if G is {diamond,K2,3}-free;
∞, otherwise.
Since the house, the domino, and each hole contain an induced cycle of length at least
four, every chordal graph is HHD-free. Every distance-hereditary graph is also HHD-free; in
fact, distance-hereditary graphs are known to be exactly the gem-free HHD-free graphs (see,
e.g. [4]), where the gem is the graph obtained from the four-vertex path by adding to it a
universal vertex. Theorem 14 therefore implies the following result.
I Corollary 15. If a connected graph G is chordal or distance-hereditary, then
Cdim(G) =
{
α1(G), if G is {diamond,K2,3}-free;
∞, otherwise.
Observation 5 and Lemma 12 imply a linear time algorithm for computing the Cartesian
dimension of a given HHD-free graph. We summarize its pseudocode in Algorithm 1 below
and prove its correctness in Theorem 16.
I Theorem 16. Algorithm 1 runs in time O(|V (G)|+ |E(G)|) and correctly computes the
Cartesian dimension of a given HHD-free graph G (in particular, G may be a chordal graph
or a distance-hereditary graph).
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Algorithm 1: Computing the Cartesian dimension of an HHD-free graph
Input: An HHD-free graph G = (V,E).
Output: The value of Cdim(G).
1 compute the connected components G1, . . . , Gr of G;
2 if r > 1 then
3 run the algorithm recursively on each component of G;
4 return max{max1≤i≤r Cdim(Gi), 2};
// from now on, G is connected
5 compute T , the block-cutpoint tree of G, CG, the set of cut vertices of G, and BG,
the set of its blocks;
6 if G has a block that is not complete or a C4 then
7 return ∞;
// from now on, each block of G is either complete or a C4
8 foreach B ∈ BG do
9 Cdim(B)←

0, if |V (B)| = 1
1, if |V (B)| ≥ 2 and Bi is complete
2, if B is a C4;
10 if |BG| = 1 then
11 let B ∈ BG and return Cdim(B);




14 return maxv∈CG αG(v);
I Remark. Lemma 10 determines how to efficiently combine KP-labelings of the blocks of a
given graph G into a KP-labeling of G. Moreover, the proof of [33, Theorem 3.3] shows that
a d-realization of a given d-KP-labeled graph can be computed in polynomial time. Hence,
there exists a polynomial time algorithm that takes as input an HHD-free graph G of finite
Cartesian dimension and outputs a d-realization of G where d = Cdim(G).
6 Conclusion
The main contribution of the present work is settling the computational complexity status of
recognizing d-realizable graphs for any d ≥ 3, answering thereby a question by Peterson from
2003. While the hardness result is valid already for the class of bipartite graphs, we identified
an important class of perfect graphs for which the problem is solvable in linear time – the
class of HHD-free graphs. Besides the question of identifying further graph classes where
the problem of d-realizability is (in)tractable, the main question left open by this work is to
determine the complexity status of the problem of deciding if a given graph G is d-realizable
for some d (or, equivalently, whether its Cartesian dimension is finite). It would also be
interesting to study in more detail the relation between the Cartesian and the Hamming
dimensions of a graph, as both parameters can be defined in terms of the set of integers d
such that the graph has an irredundant d-realization.
Acknowledgement. M. Mydlarz is grateful to Vašek Chvátal for insightful comments.
M. Milanič, P. Muršič, and M. Mydlarz 28:13
References
1 Martin Aigner. The uniqueness of the cubic lattice graph. J. Combinatorial Theory, 6:282–
297, 1969.
2 Lowell W. Beineke, Izak Broere, and Michael A. Henning. Queens graphs. Discrete Math.,
206(1-3):63–75, 1999.
3 Jean-Claude Bermond, Marie-Claude Heydemann, and Dominique Sotteau. Line graphs of
hypergraphs. I. Discrete Math., 18(3):235–241, 1977.
4 Andreas Brandstädt, Van Bang Le, and Jeremy P. Spinrad. Graph Classes: A Survey.
SIAM Monographs on Discrete Mathematics and Applications. Society for Industrial and
Applied Mathematics (SIAM), Philadelphia, PA, 1999.
5 Andreas Brandstädt, Van Bang Le, and Thomas Szymczak. Duchet-type theorems for
powers of HHD-free graphs. Discrete Math., 177(1-3):9–16, 1997.
6 Hajo J. Broersma, Elias Dahlhaus, and Ton Kloks. Algorithms for the treewidth and min-
imum fill-in of HHD-free graphs. In Graph-theoretic concepts in computer science (Berlin,
1997), volume 1335 of Lecture Notes in Comput. Sci., pages 109–117. Springer, Berlin, 1997.
7 Gustav Burosch and Pier Vittorio Ceccherini. On the Cartesian dimensions of graphs. J.
Combin. Inform. System Sci., 19(1-2):35–45, 1994. International Conference on Graphs
and Hypergraphs (Varenna, 1991).
8 L. Sunil Chandran, Rogers Mathew, Deepak Rajendraprasad, and Roohani Sharma.
Product dimension of forests and bounded treewidth graphs. Electron. J. Combin.,
20(3):Paper 42, 14, 2013.
9 Gary Theodore Chartrand. GRAPHS AND THEIR ASSOCIATED LINE-GRAPHS.
ProQuest LLC, Ann Arbor, MI, 1964. Thesis (Ph.D.)–Michigan State University.
10 Maria Chudnovsky, Neil Robertson, Paul Seymour, and Robin Thomas. The strong perfect
graph theorem. Ann. of Math. (2), 164(1):51–229, 2006.
11 Curtis R. Cook. Further characterizations of cubic lattice graphs. Discrete Math., 4:129–
138, 1973.
12 Curtis R. Cook. A note on the exceptional graph of the cubic lattice graph characterization.
J. Combinatorial Theory Ser. B, 14:132–136, 1973.
13 Curtis R. Cook. Representations of graphs by n-tuples. In Proceedings of the Fifth South-
eastern Conference on Combinatorics, Graph Theory, and Computing (Florida Atlantic
Univ., Boca Raton, Fla., 1974), pages 303–316. Congressus Numerantium, No. X, Win-
nipeg, Man., 1974. Utilitas Math.
14 Curtis R. Cook, B. Devadas Acharya, and V. Mishra. Adjacency graphs. In Proceedings
of the Fifth Southeastern Conference on Combinatorics, Graph Theory and Computing
(Florida Atlantic Univ., Boca Raton, Fla., 1974), pages 317–331. Congressus Numerantium,
No. X. Utilitas Math., Winnipeg, Man., 1974.
15 Alexander K. Dewdney. The embedding dimension of a graph. Ars Combin., 9:77–90, 1980.
16 Thomas A. Dowling. Note on: “A characterization of cubic lattice graphs”. J. Combinatorial
Theory, 5:425–426, 1968.
17 Feodor F. Dragan and Falk Nicolai. LexBFS-orderings and powers of HHD-free graphs. Int.
J. Comput. Math., 71(1):35–56, 1999.
18 Feodor F. Dragan, Falk Nicolai, and Andreas Brandstädt. LexBFS-orderings and powers of
graphs. In Graph-theoretic concepts in computer science (Cadenabbia, 1996), volume 1197
of Lecture Notes in Comput. Sci., pages 166–180. Springer, Berlin, 1997.
19 Feodor F. Dragan, Falk Nicolai, and Andreas Brandstädt. Powers of HHD-free graphs. Int.
J. Comput. Math., 69(3-4):217–242, 1998.
20 David Eppstein. The lattice dimension of a graph. European J. Combin., 26(5):585–592,
2005.
MFCS 2017
28:14 Induced Embeddings into Hamming Graphs
21 Anthony B. Evans, Garth Isaak, and Darren A. Narayan. Representations of graphs mod-
ulo n. Discrete Math., 223(1-3):109–123, 2000.
22 Shannon L. Fitzpatrick and Richard J. Nowakowski. The strong isometric dimension of
finite reflexive graphs. Discuss. Math. Graph Theory, 20(1):23–38, 2000.
23 Alan Frieze, Jon Kleinberg, R. Ravi, and Warren Debany. Line-of-sight networks. Combin.
Probab. Comput., 18(1-2):145–163, 2009.
24 Ronald L. Graham and Peter M. Winkler. On isometric embeddings of graphs. Trans.
Amer. Math. Soc., 288(2):527–536, 1985.
25 Vladimir A. Gurvich and Mikhail A. Temkin. Cellular perfect graphs. Dokl. Akad. Nauk,
326(2):227–232, 1992.
26 F. Harary and C. Holzmann. Line graphs of bipartite graphs. Rev. Soc. Mat. Chile, 1:19–22,
1974.
27 Frank Harary. Cubical graphs and cubical dimensions. Comput. Math. Appl., 15(4):271–275,
1988.
28 Stephen T. Hedetniemi. Graphs of (0, 1)-matrices. In Recent Trends in Graph Theory
(Proc. Conf., New York, 1970), pages 157–171. Lecture Notes in Mathematics, Vol. 186.
Springer, Berlin, 1971.
29 Marie-Claude Heydemann and Dominique Sotteau. Line-graphs of hypergraphs. II. In Com-
binatorics (Proc. Fifth Hungarian Colloq., Keszthely, 1976), Vol. I, volume 18 of Colloq.
Math. Soc. János Bolyai, pages 567–582. North-Holland, Amsterdam-New York, 1978.
30 Ian Holyer. The NP-completeness of edge-coloring. SIAM J. Comput., 10(4):718–720, 1981.
31 Beverly Jamison and Stephan Olariu. On the semi-perfect elimination. Adv. in Appl. Math.,
9(3):364–376, 1988.
32 Janja Jerebic and Sandi Klavžar. On induced and isometric embeddings of graphs into the
strong product of paths. Discrete Math., 306(13):1358–1363, 2006.
33 Sandi Klavžar and Iztok Peterin. Characterizing subgraphs of Hamming graphs. J. Graph
Theory, 49(4):302–312, 2005.
34 Sandi Klavžar, Iztok Peterin, and Sara Sabrina Zemljič. Hamming dimension of a graph—
the case of Sierpiński graphs. European J. Combin., 34(2):460–473, 2013.
35 Martin Kochol. Snarks without small cycles. J. Combin. Theory Ser. B, 67(1):34–47, 1996.
36 Luděk Kučera, Jaroslav Nešetřil, and Aleš Pultr. Complexity of dimension three and some
related edge-covering characteristics of graphs. Theoret. Comput. Sci., 11(1):93–106, 1980.
37 Renu Laskar. A characterization of cubic lattice graphs. J. Combinatorial Theory, 3:386–
401, 1967.
38 Van Bang Le and Nguyen Ngoc Tuy. The square of a block graph. Discrete Math.,
310(4):734–741, 2010.
39 László Lovász, Jaroslav Nešetřil, and Aleš Pultr. On a product dimension of graphs. J.
Combin. Theory Ser. B, 29(1):47–67, 1980.
40 J. Nešetřil and Aleš Pultr. A Dushnik-Miller type dimension of graphs and its complexity. In
Fundamentals of computation theory (Proc. Internat. Conf., Poznań-Kórnik, 1977), pages
482–493. Lecture Notes in Comput. Sci., Vol. 56. Springer, Berlin, 1977.
41 Jaroslav Nešetřil and Vojtěch Rödl. A simple proof of the Galvin-Ramsey property of the
class of all finite graphs and a dimension of a graph. Discrete Math., 23(1):49–55, 1978.
42 Stavros D. Nikolopoulos and Leonidas Palios. Recognizing HH-free, HHD-free, and Welsh-
Powell opposition graphs. Discrete Math. Theor. Comput. Sci., 8(1):65–82, 2006.
43 Stavros D. Nikolopoulos and Leonidas Palios. An O(nm)-time certifying algorithm for
recognizing HHD-free graphs. Theoret. Comput. Sci., 452:117–131, 2012.
44 Stephan Olariu. Results on perfect graphs. PhD thesis, School of Computer Science, McGill
University, Montreal, 1986.
M. Milanič, P. Muršič, and M. Mydlarz 28:15
45 Dale Peterson. Gridline graphs and higher dimensional extensions. Technical report, RUT-
COR, Rutgers University, 1995.
46 Dale Peterson. Gridline graphs: a review in two dimensions and an extension to higher
dimensions. Discrete Appl. Math., 126(2-3):223–239, 2003.
47 Svatopluk Poljak and Aleš Pultr. Representing graphs by means of strong and weak
products. Comment. Math. Univ. Carolin., 22(3):449–466, 1981.
48 Svatopluk Poljak, Vojtěch Rödl, and Aleš Pultr. On a product dimension of bipartite
graphs. J. Graph Theory, 7(4):475–486, 1983.
49 Pavan Sangha and Michele Zito. Finding large independent sets in line of sight networks.
In Daya Ram Gaur and N. S. Narayanaswamy, editors, Algorithms and Discrete Applied
Mathematics - Third International Conference, CALDAM 2017, Sancoale, Goa, India, Feb-
ruary 16-18, 2017, Proceedings, volume 10156 of Lecture Notes in Computer Science, pages
332–343. Springer, 2017.
50 William Staton and G. Clifton Wingard. On line graphs of bipartite graphs. Util. Math.,
53:183–187, 1998.
51 Douglas B. West. Introduction to Graph Theory. Prentice Hall, Inc., Upper Saddle River,
NJ, 1996.
MFCS 2017
