Roads network are the most important parts of urban infrastructures, which can cause difficulty to the city whenever they undergo a problem. This paper aims to provide and implement a deep learning-based method to determine the status of the streets network after an earthquake using LiDAR point cloud. The proposed framework composes of three main phases: (1) Deep features of LiDAR data are extracted using a Convolutional Neural Network (CNN). (2) The extracted features are used in a multilayer perceptron (MLP) neural network in which debris areas inside the road network are detected. (3) The amount of debris in each road is applied to damage index for classifying the road segments into blocked or un-blocked. To evaluate the efficiency of the proposed framework, LiDAR point cloud of the Port-au-Prince, Haiti after the 2010 Haiti earthquake was used. The overall accuracy of more than 97% proved the high performance of this framework for debris detection. Moreover, analyzing damage assessment of 37 road segments based on the detected debris and comparing to a visually generated damaged map, 31 of the road segments were correctly labelled as either blocked or un-blocked.
INTRODUCTION
Natural disasters, such as earthquakes, cause severe problems in people's everyday life (Fan et al., 2019; Ferrentino et al., 2019) . Earthquake is one of the most important disasters that frequently occurs all around the world (Chen et al., 2008; Ferrentino et al., 2018; Izadi et al., 2017; Moya et al., 2018) . After an earthquake, it is crucial to know the status of the road network which plays a key role in disaster relief. Therefore, generating an accurate road network damage map, rapidly after earthquakes, which shows both blocked and unblocked roads, is critical for rescue teams. In this case, due to the large coverage, agile and cost-effective properties of the Remote Sensing data such as LiDAR point clouds, they have become powerful data sources for mapping process (Seydi and Hasanlou, 2017) . The damaged roads detection (DRD) can be defined as the process of separating the intact roads from blocked roads (Zheng et al., 2015) . During the last decade, different damage detection methods using geospatial data such as LiDAR, high resolution optical dataset, syntactic aperture radar (SAR) have been developed (Fan et al., 2019; Izadi et al., 2017; Li et al., 2016; Rastiveis et al., 2015a) .
These methods can be considered in two main categories: pixel-level, and object-level (Anniballe et al., 2018; Coulibaly et al., 2014; Kouchi and Yamazaki, 2005; Li et al., 2016) . Pixel-level algorithms are fast and easy-to-implement which focus on extracting spatial and spectral features from the data in level of pixels. On the other hand, the object-level damage assessment methods are based on analysing a number of homogeneous segments (called image-objects) extracted from a segmentation technique (Rastiveis et al., 2018) . They are usually time-consuming and complex due to the segmentation process. In this regard, Samadzadegan and Zarrinpanjeh, (2008) proposed an object-oriented method using pre-and post-event QuickBird images to detect damaged roads after the 2003 earthquake in Bam, Iran. They used spectral and spatial information for detecting shadows, objects, vegetation cover, and blocked roads. Auxiliary data such as pre-event vector map along the post-event WorldView II satellite images of the Haiti earthquake were used for DRD (Rastiveis et al., 2015) . Izadi et al., (2017) extracted image objects using multi-resolution segmentation, and obtained a damage map using KNN classifier method based on texture features. They analysed the classification result in a Fuzzy system to detect un-block or blocked roads.
Although the abovementioned studies on DRD have shown promising results, they suffer many challenges such as the existence of shadow, noise, and atmospheric conditions, which may increase false alarm rate. This challenges are more seen in most of the change detection methods, specifically in the case of using traditional machine learning techniques. Also, performing the object-level classification is a time-consuming process, and the applied features for classification such as textural or spectral features are not robust. Generally, these DRD methods use multi-temporal dataset while the pre-event data may not be available for many places. To overcome these problems, this paper proposes a deep-leaning (DL) based framework for DRD using merely post-event LiDAR data.
LiDAR data provides accurate height information that facilitates the DRD purposes. This sort of data can be collected day or night time without the shadow problem caused by tall buildings (Axel and van Aardt, 2017) . Moreover, the pre-processing of LiDAR data is simple compared to other RS datasets. Besides, using DL-based algorithms have recently become the fastest-growing trend in image processing (Ball et al., 2017; Heydari and Mountrakis, 2019; Ma et al., 2019) . These algorithms have also shown excellent performance in many remote sensing applications such as classification, building extraction, and image registration Wang et al., 2018; Wen et al., 2019) . In this research, Convolutional Neural Network (CNN) which is one of the most suitable DL architectures for image classification is used for DRD. The aims of this study is to use deep features for DRD purposes, and evaluating their abilities in comparison with textural features for detecting debris area. This paper is outlined as follows: Section 2 states the details of the proposed framework for DRD, and section 3 introduces study areas. The evaluation results of this study area are provided in section 4 the experimentation results are concluded in section 5. Figure 1 presents the structure of the proposed method. As can be seen from this figure, after pre-processing, the proposed method generates a streets road network damage map in three main steps of deep feature extraction, MLP classifier, and damage assessment. Each of which is described in the following subsections. Figure 1 . The proposed DL-based framework for damaged roads detection using LiDAR data.
PROPOSED FRAMEWORK FOR DRD

Feature Extraction for DRD
Feature generation is one of the key steps in classification of RS data. The results of many classification algorithms have shown that adding spatial features along with spectral features improves the classification results (Rastiveis et al., 2015b) . Therefore, features play a key role in the performance of data classification using machine learning techniques. For this end, this research investigates two groups of textural and DL-based features that have widely been used in RS data classification for DRD (Fan et al., 2019; Izadi et al., 2017; Li et al., 2016; Rastiveis et al., 2015a) .
Textural Features
Texture information is a common descriptors for damage detection in Remote Sensing (Chen and Dou, 2018; Li et al., 2016) , and can be defined as a piece of information based on the relation between the data of one pixel with its surrounding pixels in a window with a defined size. A texture feature may include descriptors such as density, equality, non-roughness, and size uniformity. These descriptors have been widely used to determine earthquake effects in the surface of roads using RS data. In this research, eight Haralick textures based on the co-occurrence matrix are used as the applied texture information. These texture features, which are mean, variance, homogeneity, contrast, dissimilarity, entropy, second moment, and correlation, have been selected due to their largely reported application in damage assessment in the literature (De Siqueira et al., 2013; Karathanassi et al., 2000; Zhang et al., 2017) . More details about different textures can be found in (Karathanassi et al., 2000; Zucker and Terzopoulos, 1980) .
DL-based Features
DL-based methods could automatically learn informative representations of input data with multiple levels of abstraction (Ball et al., 2017) . A DL framework can be seen in four main different architectures of CNN, deep belief networks (DBNs), recurrent NN (RNN), and auto-encoder (AE) (Ball et al., 2017) . The CNN uses stacked convolutional kernels to learn the features of images, so both of the spectral and the textural information in spatial space are learned (Zhao et al., 2018) . A CNN-based classification method generally consists two main parts of feature extractor and a soft max that usually used an MLP that assigns class labels (Yang and Cervone, 2019) . It can be created based on connections between the input data and the output labels to obtain the classification results Wen et al., 2019) . Deep features in CNN can be extracted through multiple layers of operation: convolution layers, pooling layer, nonlinear activation functions, and normalization (Heydari and Mountrakis, 2019) . In which, after training, for each pixel a 28×28 patch is considered as input data. Then through two convolution layers considering 3×3 kernels the deep features are extracted to be used in the classification. Figure 2 represents the architecture of the implemented CNN for extracting deep features in this research. 
Classification
In automated DRD using RS data, either textural features or deep features are fed to a classifier to detect the class label.
Due to the fact that in DRD, debris areas on the streets should be accurately detected, the main purpose of classification is detection and discrimination of the debris areas on the roads surface from other classes. Inside a road area in a LiDAR data, four classes of cars, intact roads, debris, and trees are considered. In this section, two classification methods of Support Network Machines (SVM) and Artificial Neural Network (ANN) which have been frequently used in damage analysis are described.
SVM classifier
SVM classifier has widely been used in classification of optical high resolution RS data for urban areas. It is a supervised machine learning algorithm which is commonly used for classification purposes, and is based on the statistical learning theory (Cortes and Vapnik, 1995) . The main idea behind SVM is to find a hyperplane that maximizes the margin between the two classes (Cortes and Vapnik, 1995) . This algorithm has several critical parameters including kernel parameters and the penalty coefficient (C). This research used radial basis function (RBF) as kernel in the implemented SVM. One can refer to (Bishop, 2006; Chen, 2015) for more details of SVM classifier.
ANN classifier
ANN has also been used in a number of RS data classification research. A simple ANN architecture sually has an input layer, hidden layer and output layer. This architecture is called Multi-Layer Perceptron (MLP) because of the multiple layer. In MLP classifier, the main idea for learning is adjusting the weights in the node to minimize the difference between the output node activation and the output (Bishop, 2006; Chen, 2015; Zhang et al., 2019) . In MLP the standard back-propagation is used for supervised learning Zhang et al., 2018) , in which the error is back-propagated through the network, and weight adjustment is made using a recursive method. This process continues until the error became lower than a desired value. The MLP classifier has many parameters that need to be tuned including number of hidden layers, activation function, learning rate, momentum rate, and maximum number of iterations,. More details of MLP algorithm can be studied in (Bishop, 2006; Chen, 2015) .
Damage Assessment
The estimation of damage degree of each road is the main goal of this step, which can be performed through various methods. Wang et al., (2015) investigated the indicators of road damage assessment based on road width, length, area, and relative parameters of damaged road. They showed that the damage assessment based on width parameter has best performance. So, this research used width parameter as a criterion for damage assessment. In this research, each road is firstly divided into a number of tiles along the road, and the largest debris polygon inside each section is used to determine whether or not the section is block. In which, the Damage Degree (DD) of each section can be defined as the relation between the width of the largest debris polygon (WL) to the road width (WR) as follows:
= .
(1)
Then the un-blocked or blocked section roads are determined based on their damage degree and a suitable threshold, which may be specified as predefined knowledge. Final decision about the situation of each road can be made based on the number of blocked sections in the road.
DATASET AND CASE STUDY
The proposed method was evaluated using the LiDAR raster data of the Port-au-Prince, Haiti acquired after the 2010 earthquake and with 1 m spatial resolution. Within these data set, a study area of 592×555 (m 2 ) region including 37 roads was selected. Also, the 1:2000 vector map of this area was applied as an ancillary data. Figure 3 shows the LiDAR raster data and the vector map of the case study which were used in this study. 
EXPRIMENTS AND DISCUSSION
Results
Before executing the DRD process based on the proposed algorithm, the data pre-processing is performed to obtain more reliable results. In this regard, the LiDAR raster data is co-registred with vector data. After applying the preprocessing steps, all the objects outside streets network were masked from LiDAR raster data by overlaying the extracted roads network from vector map. However, in the classification process all the entire image including non-road pixels in the neighborhood of the road pixels are used during the feature extraction.
Two groups of textural and deep features were extracted from the raster data. In the first group, 8 textural features of mean, variance, homogeneity, contrast, dissimilarity, entropy, second moment, and correlation were extracted by considering a 3×3 kernel. Next group features are the deep features that extracted by CNN algorithm according to the architecture shown in Figure 2 . The optimal parameters of CNN are: batch size is 28×28, the size kernel of convolution in the first layer is 3×3, third layer is 3×3, the size of kernel for pooling layer is 2×2, the type of pooling is mean pooling, number of epochs is 15, and number of filters in first and second layers is 10. Various types of nonlinear activation functions such as ReLU, tanh, and sigmoid were tested that the hyperbolic tangent (tanh) activation function was more fit to the LiDAR data based on defined architecture in the CNN network. The training dataset were extracted in four main classes including Car, Tree, Debris, Intact Road. Figure 4 presents a number of sample patch that were used in training process. In this research, the classification were performed in two different strategies and the results were analysed ether visually or numerically. First, classification of the LiDAR data based on textural features through the MLP and the SVM classifiers. The other strategy was the MLP classifier using the extracted CNN-based deep features. The optimum value of the penalty coefficient (C) parameter in SVM was considered 2 5 , and kernel parameter, gamma (γ), is 2 -11 . The parameters of the MLP classifier are as follows: number of hidden layer is 5, number of iteration is 100, training momentum is 0.1, and training rate is 0.001. Moreover, in order to make a fair comparison between different strategies, the size of training data was equally considered in all cases.
Here, totally 4553 sample pixels for 4 classes were manually collected, which 67% and 33% considered as training and test data, respectively. Figure 5 presents the classification results obtained in these strategies.
Based on the presented results, textural information in both classifiers in the case of using textural information missdetected some of the classes, specifically the Car class, which were classified as debris. Also, there are many pixels false detected as debris pixels by texture information, while this theme is low in result of deep features. Conversely, as can be seen from Figure 5 -c, the MLP classifier based on deep features provided more promising results, and all classes were successfully detected. The classification results were also evaluated based on the confusion matrix. Using this matrix, conventional measures including Overall Accuracy, Omission Error, Commission Error, User Accuracy, and Producer Accuracy were calculated. The obtained confusion matrices are presented in Table 1 , and the numerical results of the classifications are summarized in Table 2 . As shown in these tables, the classification based on LiDAR data could present acceptable results. In which, all classifiers have presented accuracy of more than 90%. Also, the numerical analysis confirms the superiority of the MLP classifier based on deep features in comparison with other strategies. It is evident that the CNNbased classification has detected more car pixels in comparison with the other classifiers based on textural information. Moreover, the lowest omission and commission errors for all four classes also belong to this classification. Table 2 . Summary of the numerical evaluation of the classification strategies based on the obtained confusion matrices in Table 1 .
Reference
The final phase of DRD is the analysis of debris areas for determining the situation of the roads. Here, due to the excellent performance of MLP-CNN, the classified map of this strategy was selected for damage assessment. Each road was firstly divided into different sections with 1-meter space along the road. Here, due to existence of left and right side walks, a buffer space equal to 15% of each road width from the roads were ignored. After calculating the DD index for each section, 0.6 was considered as the threshold for detecting the sections situation. In which, if the DD value for a section is lower than 0.6, that section would labelled as unblocked section. Otherwise, the section is labelled as blocked section. Note, this threshold is defined as predefined parameters. Eventually, if 10% of tiles are blocked, the road would be labelled blocked. Figure 7 presents the obtained final damage map for the roads network of the test area displaying two classes of un-blocked and blocked roads. Based on this figure, among 37 road segments in the study area, 31 of them were successfully labelled, and only 6 streets were labelled mistakenly. 
Discussion
This research presented an efficient and robust framework for DRD based on post-event LiDAR data. The proposed framework were tested using the Haiti dataset. Two groups of textural features and deep features were investigated for classification of LiDAR data. One of the most issues in the performance of DRD process is detecting debris areas on the roads which cause blockage. Therefore, the result of DRD has absolute dependency on the accuracy of the classification. The results of classification based on deep features had a superior advantage compared to textural features. However, the MLP classifier based on deep features includes a number of hyper-parameters which need to be carefully set. This is one of the most common challenges in deep learning algorithms. Moreover, determining the optimal architecture, and optimally training are other challenges of this method. Although these challenges have been seen among deep learning systems, the presented results showed that it is treasured, and deep features showed excellent results in comparison to textural features in DRD. Rastiveis et al., (2015b) proposed a framework that used texture features based on SVM and ANN classifier that presented acceptable results, but the proposed framework in this paper has higher accuracy in comparison to that framework. Another advantage of this method is that in our proposed method merely post-event LiDAR data is applied while in that method optical RS data in addition to LiDAR data is needed.
CONCLUSION
This paper presented a deep learning framework for DRD based on post-event LiDAR data plus a pre-event vector roads network as an ancillary data. Two groups of features using three classification algorithms were investigated to classify the roads pixels into four classes. The first group features were Haralick textural features including mean, variance, homogeneity, contrast, dissimilarity, entropy, second moment, and correlation that extracted by cooccurrence matrix. The classifier algorithms for this group were SVM and MLP based on feed forward. The second group feature was deep features that obtained by CNN algorithm which imported to the MLP classifier. The classification results were analysed both visually and numerically, and MLP classifier with CNN-based deep features reported more than 97% accuracy that was the highest rate among all the cases. Using this classification results, 31 streets out of 37 roads were correctly labelled by this DRD framework. Generally, using deep features due to their excellent performance are robust features which can be used for DRD purposes. Moreover, it can be used instead of the traditional features such as textural or spectral features. Although, in this research, promising results were obtained based on LiDAR data, however, using other remote sensing data such as optical high resolution could improve the results.
