Nine macroeconomic variables are forecast in a real-time scenario using a variety of flexible specification, fixed specification, linear, and nonlinear econometric models. All models are allowed to evolve through time, and our analysis focuses on model selection and performance. In the context of real-time forecasts, flexible specification models (including linear ARX and nonlinear artificial neural network) appear to offer a useful and viable alternative to less flexible fixed specification linear models for a subset of the economic variables which we examine, particularly at forecast horizons greater than 1-step ahead. We speculate that one reason for this result is that the economy is evolving (rather slowly) over time. This feature cannot easily be captured by fixed specification linear models, however, and manifests itself in the form of evolving coefficient estimates. We also provide additional evidence supporting the claim that models which "win" based on one model selection criterion (say a squared error measure) do not necessarily win when an alternative selection criterion is used (say a confusion rate measure), thus highlighting the importance of the particular cost function which is used by forecasters and "end-users" to evaluate their models. A wide variety of different model selection criteria and statistical tests are used to illustrate our findings.
Introduction and Overview
In a recent paper, Swanson and White (1996: SW) examined the usefulness of a class of artificial neural networks (ANNs) for forecasting nine macroeconomic variables. Forecasts based on the ANNs as well as various linear econometric models were compared to professional forecasts from the Survey of Professional Forecasters (SPF: see Croushore (1993) ). The analysis provided direct evidence with regard to the usefulness of econometric models relative to economic forecasts made available by various professional forecasters in both the private and public sectors. In order to ensure that the same information was available for the construction of both the econometric and professional forecasts, an ex ante or real time experiment was conducted. Results indicated that: (i) The in-sample Schwarz Information Criterion (SIC) is not superior to true out-of-sample forecast performance measures for selecting models; (ii) Econometric models frequently outperform the SPF based on a variety of model selection criteria; (iii) Flexible specification linear models appear to be promising, although flexible specification nonlinear (ANN) models are not particularly useful in the context examined.
In this paper we examine the same dataset from a different perspective, and focus on a number of related but different issues. First, we compare 5 different econometric models, each with the other, and do not focus our statistical analysis solely on a comparison of professional forecasts with econometric forecasts. We consider three fixed specification linear models: a random walk, a random walk with drift, and a "best" linear autoregressive model with exogenous variables (ARX). Two flexible specification models are also examined. They are a flexible specification linear model and an flexible specification nonlinear model. The nonlinear model is a single hidden layer "feedforward" artificial neural network.
Only the flexible specification models are allowed to "choose" new specifications at each point in time, while all of our models are re-estimated at each point in time using "windows" of data of varying lengths, in order to construct sequences of what we term a "rolling window" based forecasts. In this context we ask the following questions: (1) "Are the flexible specification models more or less susceptible to parameter variability than the fixed specification models?" (2) "Is it useful to allow for so much flexibility in our models, or do fixed specification models perform equally well?" Second, we construct models using levels rather than differenced data. The use of levels data has the advantage that cointegration of unspecified form is allowed for. This is particularly useful if some concern exists that cointegrating spaces, ranks, etc. are poorly estimated (e.g. when small samples of data are used). However, the approach has the obvious drawback that cointegrating restrictions are not explicitly estimated.
Our approach of estimating models in levels poses no problem for the univariate random walk and random walk with drift models. However, given the nonstationary behavior of the variables, the other models are estimated inefficiently. This leads to two questions: (1) "How well do inefficiently estimated multivariate models perform relative to simple random walk models?" (2) "How well do our levels models perform relative to efficiently parameterized cointegrating systems?" These questions are addressed below, and are interesting for a number of reasons. First, parsimonious models are widely known to forecast at least as well as more complex multivariate models for a number of economic time series. Second, cointegrating vectors and the ranks of cointegrating spaces are difficult to estimate precisely given small samples, and this problem may be exaggerated by our use of a real-time forecasting scenario. Third, since we are interested in forecasts, and not in conducting statistical inference on the parameters of our models, estimating models in levels may provide a useful alternative to many more complex estimation strategies, without having any effect on any of the statistical inferences which we carry out. There are a number of recent papers which address some of these issues (e.g. Clements and Hendry (1995) , Hoffman and Rasche (1996) , and Lin and Tsay (1996) ), and we attempt to add to the discussion.
Another aspect of our experimental setup is that we directly focus on the relative merits of (i) flexible specification versus fixed specification models and (ii) linear versus nonlinear models. We compare these types of models using a variety of statistical tests (Wilcoxon signed rank tests, market timing tests, and forecast error based tests) as well as by directly comparing the point estimates of a number of different model selection criteria (including forecast mean squared error, mean absolute forecast error deviation, mean absolute percentage forecast error, confusion rate, and mean SIC among others). By doing so we hope to further our understanding of the relative merits of our various different modeling strategies with respect to forecast horizon and the individual characteristics of each variable.
Our results suggest that ANN models appear to offer a useful and viable alternative to less flexible fixed specification linear models for a small subset of the economic variables which we examine, particularly at forecast horizons greater than 1-step ahead. We also provide additional evidence supporting the claim that models which "win" based on one model selection criterion (say a squared error measure) do not necessarily win when an alternative selection criterion is used (say a confusion rate measure), thus highlighting the importance of the particular cost function which is used by forecasters and "end-users" to evaluate their models. Finally, our levels models outperform random walk models and ARIMA models for 7 of the 9 variables which we examine, suggesting that it is advantageous to estimate models in levels (as opposed to differences), particularly when the nonstationary data being examined are cointegrated.
In summary, we adopt a rolling window approach to model selection and forecasting for "choosing" between flexible specification and fixed specification as well as linear and nonlinear econometric models.
By doing so, we hope to contribute to the understanding of the relative merits of various econometric modeling strategies. Contributions are also attempted in a number of other related areas. In particular, in the context of constructing economic forecasts we ask how one may choose among the wide variety of different model selection criteria which are available, and what the consequences of such choices may be.
We also compare five different econometric models in pairwise fashion in an attempt to determine whether some models tend to outperform other models in a systematic manner. We place particular emphasis on the comparison of simple models such as random walks with more complex models such as artificial neural networks. The rest of paper is organized as follows. Section 2 discusses the data. Sections 3 and 4 outline our fixed specification and flexible specification models, while Section 5 discusses flexible specification versus parameter evolution in the current context. Section 6 outlines estimation strategies, and Section 7 summarizes the model selection criteria which we examine. Our results are gath-ered in Section 8, and Section 9 concludes.
Data
We use the same data as that examined in SW. However, we focus on economic data which is pub- A significant feature of this data set is that all of the data are as first reported in each successive issue of the Survey of Current Business. We call such "first available" data the "unrevised" data. The data are quite different (particularly for the non financial variables) from data which have been periodically revised over time (which we will call revised data), and which are available through various on-line sources such as CITIBASE. What makes this data collection strategy different is that it allows us to formulate and estimate econometric models at time period t-1, for instance, using only data which were available prior to period t. This allows us to guard against future information creeping into our econometric specifications, and thus our forecasts, through data revisions, definitional changes, benchmark revisions, and seasonal two-sided moving average adjustments, for instance. Specifically, we avoid using data available after period t-h, where h is the horizon of our forecasts, In this respect we are constructing ex ante or real time forecasts, thus addressing the data revision problems pointed out by Fair and Shiller (1990) . 1 __________________ 1 Our approach is to use only the "first available" data. Thus, our data are only real-time in the sense that were we to gather them from CITIBASE, say, then the older data would have been revised, seasonally adjusted, etc., many times. This process in turn would potentially allow future information to creep into past observations, thus ensuring that our data were not "real-time". Further, the newer data would be This particular type of data set is of value when comparing econometric forecasts with professional forecasts (which are necessarily real-time) as in SW. However, real-time forecasting using unrevised data should be of interest for a number of other reasons also, and hence we use such a dataset here. For instance, traders of stocks, bonds and commodities in various business settings need to react very quickly to changing market information. This naturally entails reacting to new economic information as soon as it becomes available. Regardless of whether the traders obtain their "new" information from public sources such as government agencies, or from private forecasting firms, the forecasts they receive are real-time, insofar as very recent information was used to construct the forecasts. As an example, note that many relevant economic variables (such as gross national product, industrial production, exports, imports, inventories, sales, and employment) are subject to revision, and are periodically updated (in some cases these updates continue ad infinitum). Thus, the information which traders react to is at least partially "unrevised" in the sense discussed above. In this context, if we are attempting to provide econometric forecasts which are meant to compete with forecasts gotten from other sources (such as professional forecasting services or, simply, individuals acting on "gut" instinct) it seems reasonable to use the same (at least partially unrevised) information which is available to our competitors. Thus, at least in some cases the use of unrevised data is preferable to revised data. Given these arguments, it follows that constructing our econometric models using only fully revised data, and then later plugging unrevised data into the models to produce forecasts does not make sense, for example. It seems more reasonable to use the same type of data to estimate the model as we later feed into the model to yield economic forecasts.
Nonflexible Specification Models
__________________ unrevised, while the older data would be revised many times. This adds further complexity to the picture, as one is then left wondering whether one is forecasting unrevised or revised vintages of data. Our approach avoids "mixing up" the data in this way, but suffers from using less information than may actually be available, if a new data set were collected for each variable at each point in time. In summary, we attempt to forecast only first available information (which is only one vintage of data which may be of interest to policy makers, etc.), and ensure that future information has not been allowed to creep into the dataset which we use at each point in time to construct our forecasts. It should perhaps be stressed that in order to construct a truly "real-time" dataset, we would need 45 datasets for each variable. In such cases, users can form models to extract information from past revisions, etc.. Some references which contain related discussions about data revisions, extracting information from multiple vintages of data, and preliminary data error include: Boschen and Grossman (1982) , Maravall and Pierce (1983) , Mariano and Tanizaki (1994) and Patterson (1995) .
Some of the models and model selection criteria discussed in Sections 3, 4, 6 and 7 are similar and/or related to those in SW. For completeness, some parts of the descriptions of the models, etc. are taken from SW. For further details, the reader is referred to SW. The linear models specified in this paper are all special cases of the following autoregressive model with exogenous variables (ARX):
where y t is one of the nine macroeconomic variables, h is the horizon of our forecast, and u t +h 1 is a scalar innovation. The selection of regressors (x t and z t ) is discussed below. (ARIMAX version of (1) were also estimated, and results are discussed below). We estimate a total of 22 versions of (1). The first model corresponds to a random walk, where
A second model allows for a nonzero drift term, so that  0  0 in general. The next five models are AR(K1) processes, where K1=1,...,5 and  i =  i = 0, for all i. The remaining versions of (1) which we examine are ARX models in which: (i) K1=K2=1,...,5 and
..,5 and
..,K 2, and (iii) K1=K2=K3=1,...,5. This group of models augments the models examined in SW by including a random walk with drift model in both the "pre-sample" model selection stages and the forecasting stages of our experiment. One advantage of this approach is that we can directly compare our flexible specification linear and nonlinear models with random walk models. This is a useful comparison, as random walk models have been seen to perform especially well relative to a wide class of more complex alternatives when forecasting macroeconomic variables. Furthermore, the random walk models explicitly impose unit roots, although they do not allow for cointegration among the data. On the other hand, the ARX models allow for cointegration of unspecified form, as the equations are estimated using levels data (see discussion below). 2 We consider these linear models as special cases of a fairly broad array of forecasting models, while realizing that various other linear models that we don't examine here are also available. Below, the random walk and random walk with drift models are denoted using __________________ obvious notation, while the other models are referred to by the ordered triplet (K1,K2,K3), and are called LINEAR ARX MODELS.
Adaptive Artificial Neural Network Models
We examine the subset of the class of flexible nonlinear models called artificial neural networks commonly known as single hidden layer "feedforward" networks. A primary motivation for the ANN models is an effort by cognitive scientists to emulate the computational structure of the human brain. Progress to date has resulted in the development of network models that are in many respects similar, but potentially richer than the wide variety of flexible functional forms and semi-parametric models familiar in econometrics. 3 In economics, ANN models have been used in a variety of financial applications, for example. For some discussion of these applications see White (1988 White ( , 1989 , Moody and Utans (1991) , Dorsey, Johnson and van Boening (1994) , Kuan and White (1994) , and Swanson and White (1995) .
ANNs have also been used to forecast and model macroeconomic data in recent years (for example, see Moody, Levin and Rehfuss (1993) , Maasoumi, Khotanzad and Abaye (1994) , Häfke and Helmenstein (1994) , Soni, Otruba, Häfke and Natter (1995) and Swanson and White (1996) ). The ANN regression models considered here have the form:
where w = (1, w´)´is a (column) vector of explanatory variables,
. . , q )´, q is a given integer, and G is a given nonlinear function, in our case, the logistic cumulative distribution function (c
variables w correspond to the variables considered in the linear forecasting models described above, and the number of "hidden units", q, is set equal to 5. Clearly, (2) is a generalization of (1), and is equal to (1) __________________ when  i = 0, i =1,...,5. We will attempt to determine whether inclusion of the nonlinear terms enhances forecasting ability, assuming that overfitting is properly avoided.
A network interpretation of (2) which is also given in SW is as follows. "Input units" send signals w 0 (= 1), w 1 , . . . ,w r over "connections" that amplify or attenuate the signals by a factor ("weight")
The signals arriving at "intermediate" or "hidden" units are first summed (resulting in w´ j ) and then converted to a "hidden unit activation" G(w´ j ) by the operation of the "hidden unit activation function", G. The next layer operates similarly, with hidden activations sent over connections to the "output unit." As before, signals are attenuated or amplified by weights  j and summed.
In addition, signals are sent directly from input to output over connections with weights . A nonlinear activation transformation at the output is also possible, but we avoid this here for simplicity. In network terminology, f (w, ) is the "network output activation" of a "hidden layer feedforward network" with "inputs" w and "network weights" . The parameters  j are called "input to hidden unit weights," while the parameters  j are called "hidden to output unit weights." The parameters  are called "input to output unit weights." It should perhaps be noted that Hornik, Stinchcombe and White (1989 ) Carroll and Dickinson (1989 and Funahashi (1989) , among others, have shown that functions of the form (2) are capable of approximating arbitrary functions of w arbitrarily well given q sufficiently large and a suitable choice of . This property is known as "universal approximation", and is an appealing characteristic of ANN models, perhaps in part accounting for the reported success of such models.
Versions of equation (2), with the number of hidden units set to zero are also estimated. These models form our class of flexible specification linear models, and are estimated much the same way as the ANN model (as explained in the next section), except that  i = 0, i =1,...,5. In this way we attempt to differentiate between potential gains brought about by the inclusion of the hidden units from gains due to the flexible nature of our ANN models.
Model Adaptation versus Parameter Evolution
Each of the models in our experiment is re-estimated 45 times in order to construct a sequence of 45 quarterly 1 and 4-quarter ahead forecasts. In this way, the parameters in all of the models are all allowed to evolve over time. One feature of re-estimation strategies such as this is that if the "window" or sample of data used to estimate the model is allowed to increase over time, then the system may be seen to "evolve" to some final form (where by final form we mean that a model has a fixed specification and relatively constant parameters). Examples of analyses conducted using increasing windows of data include Fair and Shiller (1990) , Leitch and Tanner (1991) , Pesaran and Timmerman (1994a) , Thoma (1994) and Swanson (1996) . Here we allow for the underlying relation between the economic variables to be evolving over time, but perhaps not to some final form. In particular, we use fixed window sizes of 40, 68 and 76 quarters of data in our regression estimations. Thus, while the sample changes with each period, it does not increase in size over time. In this scenario, the system may still evolve to some final form as in the increasing windows case (assuming that the window sizes are sufficiently large). However, our approach has the added feature that if the system is not evolving to some final form, then the model is allowed to update by discarding older and less relevant observations. To examine parameter evolution in the various models we track the parameter values of all of the regressors used in each of our models for the entire 45 quarter ex ante forecast sample period. We hope to add thereby to the discussion concerning the evolutionary nature of the parameters and the usefulness of rolling windows in econometric models.
Our use of rolling windows in the context of model (1) does not allow for the econometric specifications of our models to change over time. In fact, it seems reasonable that if the parameter values are changing, then perhaps the "best" econometric specifications with respect to forecasting may also be changing over time. Models which have the characteristic that new specifications are chosen at each point in time are called "flexible". From (2) we have flexible linear as well as nonlinear models. By estimating these flexible models in addition to a wide variety of fixed specification models we hope to find evidence pertaining to the relative merits of the two different classes of models. For example, if the fixed specification models forecast better than the flexible specification models, and exhibit little parameter evolution, then we have direct evidence that the flexible specification models are perhaps too general for the purpose at hand. As one crude measure of model flexibility, we keep a running count of the total number of parameters estimated by the flexible specification models. One shortcoming of this approach is that the number of parameters estimated may remain stable while the model specification is changing.
Thus, the variation in the number of parameters estimated is a conservative estimate of the extent to which model flexibility is being taken advantage of. Also, even if the flexible models change each period, there is no guarantee that the "flexible" model forecasts will be superior to those produced by a "fixed specification" model. The same argument holds for the examination of parameter evolution. Thus, it should be stressed that our examination of model flexibility and parameter evolution is not meant as a substitute for our forecast comparison. Rather, it is meant to augment our knowledge concerning the empirical characteristics of the various forecast models examined.
Estimation Strategies
The parameters of the linear models are all estimated using standard least squares, with all variables entering into the models in levels. For the relevant cases (which do not include the random walk models) we make the assumption that the variables are cointegrated. 4 In this sense, the single equations that we estimate can be seen to arise from inefficiently estimated vector error correction (VEC) models.
In our real-time scenario, this procedure has at least two advantages. First it allows us to avoid reestimating the rank of any potential cointegration between the variables at each point in time, while still accounting for any cointegration that may be present, albeit in an inefficient way. Second, we need not __________________ re-estimate any potential cointegrating vectors at each point in time. This is particularly advantageous for the small finite samples which we are considering here, as the Johansen (1988) and Johansen and Juselius (1990) maximum likelihood method has been shown to produce widely varying (and perhaps imprecise) estimates using the rolling window approach adopted here (see Swanson (1996) ). Furthermore, a number of recent papers suggest that using levels models may be reasonable in many cases, when the precise form of the cointegrating space is unknown. 5 Finally, as we are interested only in out-of-sample performance and model selection, we do not conduct any inference on the regression coefficients from our insample estimations, so that the non-standard distributions of the coefficients do not directly affect our analysis. However, given the above discussion, we suggest that further study into this and related issues seems to be warranted, and is the subject of ongoing research. Of final note is that the variables chosen as predictor variables in each of our regression models were obtained by using a "training" set of data from 1960:1-1982:2 to determine which macroeconomic variables were most closely related, in-sample, in terms of both cointegrating properties and in-sample fit.
The linear fixed specification regression models for 40, 58 and 76 quarter windows of data are evaluated using sequences of out-of-sample 1-quarter and 4-quarter ahead forecast errors. The forecast errors are generated by performing the regressions over a given window terminating at observation t h, say, and then computing the error in forecasting y t for h =1,4 using data available at time t  h and the coefficients estimated using data in the window terminating at time t h. Each time the window rolls forward one period, a new out-of-sample residual is generated, simulating true out-of-sample predictions and prediction errors made in real-time by this process. For our study, the smallest value for t h corresponds to the second quarter of 1983 for h =1 (and the third quarter of 1982 for h =4) while the largest corresponds to the second quarter of 1993 for h =1 (and the third quarter of 1992 for h =4). This The ANN estimation involves first performing forward stepwise linear regression, with regressors added one at a time until no additional regressor can be added to improve the SIC. The linear regression coefficients are thereafter fixed. Next, a single hidden unit is added (i.e. q is set to 1), and regressors are selected one by one for connection to the first hidden unit, until the SIC cannot be improved any more.
More hidden units are sequentially attached to the network as needed, in order to maximize the in-sample SIC value at each point in time. This procedure is repeated using the various window lengths before each forecast is constructed. A final feature of our ANN estimation strategy is that it is possible to have no hidden units chosen. In this sense, the SIC-best model may be linear for some periods, and perhaps nonlinear for others. 6 The linear flexible specification models were estimated in much the same way as the ANN models, except that no hidden units were allowed to enter into any final specifications. This is an important feature of our analysis, as it underscores a more subtle difference between our flexible specification and fixed specification linear models. In particular, the fixed specification models are fixed over time, with the "best" fixed specification models chosen based on a "training" set of data, while the flexible specification models evolve through time based on an in-sample model selection criterion. For this reason we "tip the scale" in favor of the linear fixed specification models by reporting results not only for the "best" model, but also for a random walk and a random walk with drift model. Note, however, that simply reporting the forecasting results from all of the estimated models would probably severely bias our experimental results, as the preferred forecasting models might mistakenly be equated with the models exhibiting the most appealing model selection statistics, ex post. 
Evaluation Methods

Model Selection Criteria
The MSE is one of the more popular measures of forecast accuracy. We compute the forecast mean squared error of the 45 forecast errors for each model, window and horizon, h=1,4.
where û is the forecast error, I corresponds to any one of the estimated econometric models, and T is the post-sample size, 45 in our case. (Related measures which are also calculated include mean absolute forecast error deviation -MAD, and mean absolute percentage forecast error -MAPE). Even though the MSE (as well as MAD and MAPE) is quite popular, at least two potential drawbacks of the criterion are worth mentioning. First, squared (or any other particular) error loss measures may not be closely related to other relevant cost functions. This is pointed out by Leitch and Tanner (1991) , Stekler (1991), Diebold and Mariano (1994) and Swanson and White (1995) , among others. Leitch and Tanner and Swanson and White find that the MSE is not closely related to profit measures in the context of an analysis of the term structure. Stekler examines methods for answering eight questions which can be asked about the quality of a set of macroeconomic forecasts, and discusses some of the criteria which we use here. Diebold and Mariano develop statistical tests for a broad class of error loss measures. A second potential drawback of the MSE is that it is not generally invariant to nonsingular scale-preserving linear transformations of the model in the context of multi-step forecasts or nonscalar processes, as pointed out by Clements and Hendry (1993) and discussed further in Clements and Hendry (1995) . For these reasons, we also consider a number of other related (and unrelated) model selection criteria in our experiment. One closely related criterion which we calculate is Theil's U statistic, which is measured as:
and can be viewed as the root MSE of a forecast divided by the root MSE of a naive no change forecast.
The statistic takes the value 0 when the prediction is perfect, and unity when the MSE of the predicted change equals the MSE of the no change prediction. When comparing forecasts, Theil's U is ordinally equivalent to the MSE selection criterion. Thus, in our context, Theil's U only provides an alternative method by which the random walk model can conveniently be compared with our other methods based on the point MSE estimates. However, because Theil's U has been reported in many past studies, we include it here.
An alternative model selection criterion, which may be particularly useful to market analysts trying to forecast the next economic turning point, for example, or to stock traders attempting to forecast the future price movements of particular stocks or futures contracts is the confusion rate. In our case, the confusion rate is calculated from a 2x2 contingency table. However, contingency tables can clearly be more complex. For detailed discussions of confusion rate measures, the reader is referred to Henriksson and Merton (HM, 1981) , Schnader and Stekler (1990) , Pesaran and Timmerman (1992 , 1994b ) and Stekler (1994 .
An example of a confusion matrix taken from SW is 
The columns in (4) correspond to actual moves, up or down, while the rows correspond to predicted moves. In this way, the diagonal cells correspond to correct directional predictions, while off-diagonal cells correspond to incorrect predictions. We measure overall performance in terms of the model's "confusion rate," the sum of the off-diagonal elements, divided by the sum of all elements. One question which we attempt to answer using our "least confused" models is whether such models are the same as those chosen as best based on other out-of-sample forecast performance measures such as the MSE, MAD and MAPE.
Related to the confusion matrix and to standard  2 -test of independence in the context of confusion matrices (see discussion below), we report the  coefficient.  values are calculated as
For our contingency tables, in which the number of rows and columns are each two,  ranges from 0 when the variables are independent to 1 when the variables are perfectly related, and is thus a measure which can be used in a loosely analogous way as the in-sample multiple coefficient of determination. It should be noted that the maximum value of  exceeds unity when a contingency table contains more than two rows and two columns, and hence  is used primarily with 2x2 tables.  is sometimes referred to as a measure of the degree of diagonal concentration. This is because when two diagonally opposite cells are both identically 0,  = 1. One reason for reporting  is that the value of our  2 statistic is directly proportional to the sample size, 45 in our case. Thus, the  2 test is particularly appropriate for ordinal rankings with T fixed. Overall, calculations using (5) provide a shortcut for determining how confused our models are, and for providing initial evidence as to whether the model is useful as a predictor of the sign of change in a particular macroeconomic variable.
Our final model selection criterion is an in-sample based complexity penalized likelihood measure.
In particular, we report the geometric mean of the SIC (see Schwarz (1978) ), which is hereafter referred to as the MSIC. For each of our 45 samples, the SIC is calculated as
where s 2 is the regression mean-squared-error and can be interpreted as a goodness of fit measure. The second term is the complexity penalty which depends on the number of parameters estimated, p, and on the window size (n=40, 58 or 76). However, as pointed out by Swanson and White (1996) , the in-sample MSIC does not appear to offer a convenient shortcut to true out-of-sample performance measures for selecting econometric forecasting models, and as such is somewhat limited in the current context. We nevertheless report the MSIC values for a number of reasons. First, because our flexible specification models are chosen so as to minimize SIC values at each point in time, we expect that the MSIC values for our flexible specification models will be lower than those reported for our other forecasting models.
Reporting the MSIC values allows us to confirm this expectation. Second, there are some cases where the flexible specification models do outperform the fixed specification models based on MSE, MAD, MAPE and Confusion Rate measures. As such, the evidence is not fully against using SIC measures as convenient shortcuts to selecting forecasting models. (One early treatment of in-sample model selection criteria and forecasting is given in Engle and Brown (1986) .) In this vein, we include MSIC values at least partly because we feel that the use of in-sample model selection criteria in general (and not just the SIC)
is still an open issue, and merits further attention.
Tests Based on Model Selection Criteria
There are a number of methods for testing which forecasting models are superior based on MSE.
One such test is discussed in Granger and Newbold (1986 Here we use a test of equal forecast accuracy due to Diebold and Mariano (1995) which can easily be applied to a wide variety of criteria, including MSE, MAD, and MAPE. The "loss differential" test uses a sample path {d t } t =1
T of a loss differential series, and is based on the following large sample statistic:
where d _ is the sample average of d t , and 2f d (0) is estimated in the usual way as a two-sided weighted sum of available sample autocovariances. In particular,
, and
where l S (T)  _____ is the lag window, S (T) is the truncation lag, and examples of g ( . ) are given below.
Following Diebold and Mariano's suggestion, we use a uniform lag window defined by
and assume (h 1) dependence for our h-step ahead forecasts so that only (h 1) sample autocovariances need be used in the estimation of f d (0) and S (T)=(h 1). However, it should be noted that this assumption can be relaxed, and parametric methods can be used to estimate f d (0), for example. One appealing attribute of the loss differential test is that the asymptotic normality of D requires only that d t is covariance stationary and short memory. We define our loss differential series (i.e. g( . )) as
, for the MSE test; 
We also consider a nonparametric test which does not assume normality and essentially requires only that the distribution of d t is continuous. In particular, Wilcoxon signed rank test statistics (see Bickel and Doksum (1977) ) are calculated by pooling the results of various selection criteria (MSE, MAD and MAPE) across variables. This is meant to provide an overall flavor for the usefulness of one type of econometric model versus another, independent of which macroeconomic variable is used, and acts as a further guide for comparing the potential benefits of our various forecasting models.
Assume that we wish to compare the performance of the forecasts of each of our five final forecasting models with each other. We assume that we have independent pairs (i.e one pair is the MSE for the random walk model and the MSE for the random walk with drift model for a single variable over the entire forecast period) corresponding to the nine macroeconomic variables. Then we construct the difference between our "control" (the random walk model MSE values), and our "treated" model (the ran- 
. , T s ).
Turning now to our confusion rate criterion, recall that since (4) is simply a 22 contingency table, the hypothesis that a given model/window combination is of no value in forecasting the direction of spot rate changes can be expressed as the hypothesis of independence between the actual and predicted directions (as discussed in Pesaran and Timmerman (1994b) and Stekler (1994) ). Pesaran and Timmerman (1994b) show that the test of market timing (in the context of forecasting the direction of asset price movements) proposed by HM is asymptotically equivalent to the standard  2 -test of independence in a 22 contingency table, when the column and row sums are not a priori fixed (in our analysis the column and row sums are not fixed). When the column and row sums are fixed, Pesaran and Timmerman (1994b) further show that the HM-test of market timing is better interpreted as an exact test of independence within the framework of a 22 contingency 
where f o i is the observed number in a given cell of (4), f e i is the expected number in a given cell of (4), and k is the number of cells, 4 in our 2x2 case. In our example, for the uppermost left cell (with entry 23)
we have that (i) the probability of actual up is 35/45=0.78, (ii) the probability of predicted up is 26/45=0.58, (iii) the joint probability of actual up and predicted up is 0.78x0.58=0.45, (iv) hence the expected number for the upermost left cell is 20.4.
Using all of the above tests, we compare each of our models in pairwise fashion, so that statistics are calculated for each of ten different pairwise "competitions". In this manner, we compare (i) linear fixed specification and linear flexible specification models, (ii) linear fixed specification and nonlinear flexible specification models and (iii) linear flexible specification and nonlinear flexible specification models. These comparisons are done on a variable by variable basis for each of the 9 macroeconomic series.
Experimental Results
Model Comparison Results Using MSE, MAD, MAPE and Confusion Rate
A number of interesting results emerge when comparing the random walk (L1), random walk with drift (L2), "best" linear (L3), flexible specification linear (L4) and flexible specification nonlinear (NN) forecasting models. Nevertheless, based on the loss differential test statistic for MSE, MAD, and MAPE, the flexible specification linear and nonlinear models seem to be beating the rest of the models around 50% of the time. The exceptions to this are interest rates, net exports and unemployment. little to choose between the models based on the MSE, although L4 and L2 appear to be overall winners based on MAD and MAPE, respectively. This result is only loosely consistent with the results of the loss differential tests, and can probably be attributed to the "pooled" nature of the ranked sign test. Based on a 1-year forecast horizon, NN and L2 perform well based on MAPE; L3 is the "winner" based on MAD;
and L2, L3, L4, and NN are all "winners" based on MSE. These results, then, suggest that flexible specification models are useful (with NN models being more useful at longer forecast horizons), although each model performs well in a number of cases based on the different criteria examined.
In order to look at our models from another perspective, we also compared them based on simple point estimates of MSEs, MADs, MAPEs and Confusion Rates. While this approach does not constitute any sort of valid statistical test, it does help to shed light on the relative merits of the alternative forecasting models. In Table 3 , "winners" from a competition between the flexible specification (L4 and NN) and the fixed specification (L1, L2 and L3) models are reported. The table clearly suggests that the flexible specification models are particularly good at the h=4 forecast horizon, forecasting more accurately and being less confused than their fixed specification counterparts for the majority of variables (including U, NGNP, RGNP, PCE, BI and Net X). This is contrary to the h=1 case where flexible specification models only clearly dominate for the GNP variables, and are partial winners for R, IP and BI (with a confusion rate tie for PCE). As suggested above, the flexible specification models appear to show some promise in the context of multi-step forecasting. However, even in the h=1 case, there is evidence that flexible specification models need to be considered when constructing economic forecasts. One avenue for further research in this respect is the construction of more complex and varied flexible specification models (i.e. which are not only chosen using an in-sample SIC criterion) using other means of adaptation and encorporating other forms of nonlinearity, for example. As an illustration, one alternative type of nonlinear specification involves estimating nonlinear cointegrating relationships when constructing the forecasting model (see Corradi, Swanson, and White (1995) and Granger and Swanson (1996) ).
Because the flexible specification models were both picked in the same way (using an in-sample SIC), and because the flexible specification nonlinear model has a generally nonlinear functional form, even when 0 hidden units are selected, we also asked the following question based on the results of Table   3 Based on these results it appears that both the linear and the nonlinear models have something to offer (with the nonlinear model slightly preferred for h=4 and the linear model slightly preferred for h=1), and that econometric forecasting models should be constructed by entertaining both linear and nonlinear models, with the final outcome clearly being dependent on which particular macroeconomic variable is being modeled. Put another way, in the current context the artificial neural networks appear useful; however, they do not supplant more straightforward linear models, and further analysis of both types of models is warranted.
Choosing a Forecasting Model
Tables 4-5 summarize the experimental results for L1-L4 and NN by tabulating all of the model selection criteria for each variable and forecast horizon. In addition to MSE, MAD, MAPE and confusion rates, MSIC, , and Theil's U statistics are also tabulated. In general, each of the above criteria has something to offer when "choosing" a final forecasting model. Of course, there is no clear cut answer to which model selection criterion is the "most" useful, as that depends on the user's loss (or cost) function.
Nevertheless, the following rough guidelines are useful. The MSIC is our only in-sample criterion, and since it is minimized for the nonlinear models (by construction), it would be the clear squared-error loss Table 4 we see that the random walk with drift performs worse than the random walk when forecasting unemployment (Theil's U value for the random walk with drift model for h=1 is 1.049). However, the "best" linear, as well as both flexible specification models forecast unemployment better than the "no change" or random walk model, based on point estimates. Thus, based on
Theil's U we might conclude that the random walk model is less appropriate for forecasting unemployment, as a number of MSE-better models are available.
As discussed above, however, squared error loss functions are not always of interest to forecasters.
The confusion rate and  values offer measures which are of interest when the objective is to forecast the direction of change in the variable. As an example of how choosing a model based on this criterion can differ from choices based on squared-error loss, consider the case of real GNP (see Table 4 ). Note that for h=1 the least confused model based on both the confusion rate and the  coefficient is the flexible specification linear model, which is confused around 11% of the time. However, Theil's U statistic, the MSE, and the MAD statistics are all lower for the "best" linear model. Thus, while the "best" linear model is preferred based on squared-error loss, the flexible specification model is preferred based on ability to forecast direction of change. This suggests that the nonparametric tests discussed above may provide a guide as to which models perform well overall, but clearly do not provide convincing evidence as to which forecasting model will prevail on a case by case basis. Perhaps the best approach to this issue is to entertain an appropriate variety of selection criteria, noting any patterns of "winners" and "losers" which emerge, and weighting more heavily those criteria which are most closely related to some posited loss function or functions.
Model Adaptation and Evolution Results
In order to examine the parameter evolution and model adaptation of our various forecasting models, the estimated coefficients of each of the models were tracked throughout the sequence of 45 quarterly 1 and 4-step ahead forecasts. Parameter evolution arises because each model is re-estimated at each period of time, allowing the parameters to change before each new forecast is made. Both the flexible specification and fixed specification models are allowed to evolve over time. However, only the flexible specification models are allowed to "select" new specifications at each point in time. Panel A of Fig- ure 1 provides plots of various parameters as they evolved over the forecast period. It is apparent that the most of the parameters plotted are changing over time. In this sense, the plots are indicative of the substantial evolution of parameter estimates in virtually all of the fixed specification models which we examined. This in turn suggests that many of these forecasting models are taking advantage of the evolutionary aspect of our estimation strategy. For example, drift and slope parameters tend to vary over time in a relatively erratic fashion, and do not appear to be "evolving" to some final fixed values. This can be taken as rather "loose" evidence that fixing the parameters of a forecasting model at the outset, and then constructing a sequence of 1 or 4-step ahead forecasts (as new data become available) may be sub-optimal in the sense of providing relatively inferior forecasts. This feature is emphasized by looking at a second feature of the plots in Figure 1 . For the  and GNP variables, the plotted parameter estimates are increasing steadily over time. In particular for the GNP case, the slope coefficient estimate is seen to be increasing more or less continually from 1985 to 1993. One of the reasons for the rich parameter evolution may be that fixed specification linear models have a tendency to become misspecified over time, as the economy changes. As possible evidence of model misspecification of this type we also examined the parameter evolution of the coefficients from the flexible specification models. To illustrate our findings, Panel B
of Figure 1 contains plots of various lagged dependent variable coefficient values. The coefficients of the variables shown are clearly evolving over time. However, the coefficients do not appear to be evolving to such a great extent as those in the fixed specification models. In particular, in all 4 cases shown the plotted parameters exhibit rather long stable periods, where their values are seen to change little over time.
Thus, it appears that flexible specification models may be less susceptible to evolutionary change than fixed specification models. This feature is perhaps tied in with the above discussion concerning the possible tendency of fixed specification models to become misspecified over time, and suggests that flexible specification models may be useful for the purpose of constructing forecasting models.
As a final question with regard to model adaptation, we ask: "Are the flexible specification models apt to choose large numbers of regressors, or to frequently change the number of regressors used?" If so we have evidence that, for example, the economy is undergoing rapid change, or the fixed specification models are overfitting the data, or that our flexible specification estimation strategy is sensitive to changing economic conditions. Panel C of Figure 1 plots the number of parameters (including the constant term) selected by various flexible specification models over time. From the plots, it appears that the answer to our question is no. In all cases shown, the number of selected parameters never exceeds nine, and is usually around five. Furthermore, the variation in the number of parameters selected is rather small, in particular for the Real GNP case, where 4 parameters are chosen throughout the [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] forecast period. In summary, our primary method for comparing forecasting models has been the use of model selection criteria and tests. As such, the above discussion of parameter evolution and model flexibility is not only rather subjective in nature, and is meant to be used only as an aid to understanding our model selection results. In light of this, we conclude by suggesting that there is some evidence supporting our model selection based finding that flexible linear and nonlinear models are potentially useful for forecasting, relative to simpler and fixed specification models.
Conclusions
Nine macroeconomic variables have been forecast using a variety of flexible specification and fixed specification econometric models, both linear and nonlinear. We have attempted to examine the useful-ness of flexible specification and nonlinear forecasting models relative to more commonly used fixed specification and linear models, such as the random walk, random walk with drift and unrestricted vector autoregressive (estimated using ARX specifications) models. All models have been allowed to evolve through time, and our analysis focuses on real-time model selection and performance. In closing, we offer the following conclusions.
First, in the context of real-time forecasts, flexible specification and nonlinear models appear to offer a useful and viable alternative to less flexible fixed specification linear models. In particular at forecast horizons greater than one step ahead there seems to be some potential for improving macroeconomic forecasts using flexible specification econometric models, which have the feature that the model "specification" is allowed to vary over time, as new information becomes available. This model adaptation has the potentially useful feature of being able to capture shifts in the relationships among economic variables relatively quickly, and in a relatively painless manner computationally.
Second, while all (linear and nonlinear, flexible specification and fixed specification) models are re-estimated at each point in time, we provide initial evidence that the evolution of coefficients estimated using more rigid fixed specification models is somewhat more erratic than in the case of flexible specification models. We speculate that one reason for this result is that the economy is evolving (rather slowly) over time. This feature cannot easily be captured by fixed specification linear models, however, and manifests itself in the form of quickly evolving coefficient estimates. In this sense, it appears that flexible specification models have much to offer when forecasting economic time series, although smooth transition autoregressions and related nonlinear models are not examined in this paper.
A third result of our analysis is that while the flexible specification models perform well based on a number of model selection criteria (including mean squared forecast error and confusion rate), their nonlinear counterparts are somewhat less successful (although the artificial neural networks (ANNs) still dominate other models in a number of cases). This mixed evidence with regard to the ANN models suggests that further research using generalizations of the models considered here may be useful. For exam-ple, selecting networks based on model selection criteria other than the the Schwarz information criterion (SIC), using cross-validation techniques, and including more than one "hidden layer" in nonlinear architectures may be of potential interest, especially given the relative inability of the SIC to consistently pick optimal forecasting models based on out-of-sample model selection criteria.
Our fourth and last conclusion concerns how to "choose" a forecasting model. As is well known, models which "win" based on one model selection criterion (say a squared-error measure) do not necessarily win when an alternative selection criterion is used (say a confusion rate measure). This points to the need for the applied practitioner to carefully define a cost function prior to choosing a final forecasting model for a particular time series. Although cost functions based on error-loss are often used, other measures based on market timing and profitability, for example, are becoming increasingly more popular,
as forecasters realize that model selection depends (sometimes crucially) on which model selection criteria are used. Overall, our results suggest that a variety of linear and nonliner models should be initially entertained in any forecasting exercise, and that final model selection based on a careful analysis of a number of model selection criteria is probably a good starting point. In particular, we were not surprised to find that each of the five alternative models (random walk, random walk with drift, "best" linear vector autoregression, flexible specification linear and flexible specification artificial neural network) is our chosen "winner" for one or another of the macroeconomic variables, and for one or another of our model selection criteria. ( 
The equation shown above is the general specification for the linear models, where K1,K2,K3 can take values from 1 to 5, and where all estimations are done using levels data. The "Mod" column lists the models estimated (see footnote to Table 1 ). The selected lag structure is shown underneath the variable name in the first column of the table, with notation (K1,K2,K3), and the optimal window (OW) chosen for the nonadaptive linear VAR model is given in square brackets underneath the lag specification. The percentage of forecasts which are made using specifications with hidden units is given underneath the variable name in the first column of the table, with notation HU: %. All statistics are calculated using the true ex-post forecast period from 1982:3-1993:3, and the associated forecast errors. The 2x2 confusion matrices reported in the CM column of the table have diagonal cells (a11 and a22) corresponding to correct directional predictions, while off-diagonal cells (a12 and a21) correspond to incorrect predictions. The matrix is reported as a vector in the following order: a11, a12, a21, a22. The HM (Henriksson and Merton (1981) ) and  2 confusion matrix tests of independence p-values are based on the null hypothesis that a given model is of no value in predicting the direction of change in the dependent variable. The Yates correction is applied to the  
