Abstract
Introduction
Augmented reality is a technology in which a user's view of the real world is enhanced with additional information generated from a computer model. The enhancements may include labels, 3D rendered models, or shading and illumination changes. Augmented reality allows a user to work with and examine the physical world, while receiving additional information about the objects in it. Some target application areas of augmented reality includes computer-aided surgery, repair and maintenance of complex engines, facilities In a typical augmented reality system, the view of a real scene is augmented by superimposing computer generated graphics on this view such that the generated graphics are properly aligned with real world objects as needed by the application. The graphics are generated from geometric models of both virtual objects and real objects in the environment. In order for the graphics and the video to align properly, the pose and optical properties of the real and virtual cameras must be the same. The position and orientation of the real and virtual objects in some world coordinate system must also be known. The locations of the geometric models and virtual cameras within the augmented environment may be modified by moving its Teal counterpart. This is accomplished by tracking the location of the real objects and using this information to update the corresponding transformations within the virtual world. Once these capabilities have been brought together, real objects and computer-generated graphics may be blended together, thus augmenting a dynamic real scene with information stored and processed on a computer.
In order for augmented reality to be effective the real and virtual objects must be accurately positioned relative to each other and properties of certain devices must be accurately specified. This implies that certain measurements or calibrations need to be made. These calibrations involve measuring the pose of various components such as the trackers, cameras, etc. What needs to be calibrated in an augmented reality system and how easy or difficult it is to accomplish this depends on the architecture of the particular system and what types of components are used.
For calibration purposes, there are two major modes of display which determine what types of technical issues that need to be addressed: (i) video seethrough HMD systems and (ii) optical see-through HMD systems. The calibration issues in a video seethrough HMD system are described in detail elsewhere [27] . We define an optical see-through HMD system as the combination of an optical see-through HMD and a person's eyes.
In this paper, we look at the calibration issues in an augmented reality system equipped with an optical see-through HMD. In particular, we concentrate on the camera calibration of a stereoscopic optical seethrough HMD and describe a method of calibration of such a system. Furthermore, we use a calibrated video see-through HMD system as a development and test environment. This enables us to readily perform quantitative tests to assess the feasibility of a proposed method.
Following the idea proposed by Tuceryan and Navab [28] for the calibration of a monocular optical see-through HMD, we propose a novel approach to calibrate a stereoscopic optical see-through HMD. Instead of simply calibrating the two eyes separately, we align a virtual object (such as a solid disk) with a known physical target. This alignment simultaneously yields two sets of constraints which in turn can used to calibrate the optical see-through display.
The stereo alignment process is not as straightforward as it is in the monocular case due to the complexities associated with the stereo perception of human eye system. In fact, in the monocular case the alignment is done in the image whereas in the stereo case the alignment is done in 3D. The proposed alignment process works as follows: The two eyes are presented with the image of a marker with some disparity. This causes the user to see a virtual object that is at some distance away. Then the user aligns this virtual object with a physical target in the scene. This alignment process brings up completely new challenges including the choice of the shape of the virtual object and the physical target and how to display the virtual object without any knowledge of the characteristics of the optical see-through HMD and the eye combination, i.e. the projection model.
To address these problems, we have used a stereoscopic video see-through HMD system described in [25] as our testbed. This system provided us the means to find out a feasible way to do the stereo alignment without the perception difficulties. In fact, through experiments we have found out that instead of aligning a virtual cross-hair cursor with a physical target on a solid object, it is much easier to align a virtual disk with the center of a circular hole carved on a planar surface. This makes it easier to align the virtual disk without any confusion in depth perception. The video see-through system has also given us the opportunity to numerically test the accuracy of our alignment process as well as the accuracy of the calibration by providing us with the ground truth.
Once we have tested and fine tuned the proposed stereoscopic optical see-through HMD calibration method on the video see-through system, we calibrated our optical see-through HMD system. Note that while we can test the results of the calibration of the optical HMD only visually, our video see-through system provides us the means to do error analysis on our algorithm. This paper is organized as follows: After reviewing the previous work done in the area, we provide an overview of the two types of systems we have used in our experiments. Then, we describe the calibration algorithm along with our experiments and conclude with a summary of our findings and planned future work.
Background
Research in augmented reality is a recent but expanding activity. We briefly summarize the research conducted to date in this area. Baudel and Beaudouin-Lafon [3] have looked at the problem of controlling certain objects through the use of free hand gestures. Feiner et al. [8] have used augmented reality in a laser printer maintenance task in which the augmented reality system aids the user in the steps required to open the printer and replace various parts. Bajura et al. [2] have used augmented reality in medical applications in which the ultrasound imagery of a patient is superposed on the patient's video image. Once more, the various registration issues, realism, etc. are open research questions which need to be studied and improved. Lorensen et al. [21] use augmented reality system in surgical planning applications.
Calibration has been an important aspect of research in augmented reality, as well as in other fields, including robotics and computer vision. Camera calibration, in particular, has been studied extensively in the computer vision community (e.g., [22, 29, 201) . Its use in computer graphics, however, has been limited. Deering [6] has explored the methods required to produce accurate high resolution head-tracked stereo display in order to achieve sub-centimeter virtual to physical registration. Azuma and Bishop [l] [lo] state that their through-the-lens controls may be used to register 3D models with objects in images. Grimson et al. [12] have explored vision techniques to automate the process of registering medical data to a patient's head.
Some researchers have studied the calibration issues relevant to head mounted displays [2, 5, 1, 15, 181.
Others have focused on monitor based approaches [27, 4, 13, 14, 23,241. Both approaches can be suitable depending on the demands of the particular application.
Overview of Our Two HMD Systems
In this section we review the two systems we have used in our development process and experiments. First we review the optical see-through system for which we are developing the calibration algorithm. Then we review the video see-through system which is used as a development and verification platform (see Figure 1 for pictures of these systems). 
The Optical See-Through System
Our optical see-through system is illustrated in Figure 2 . In this configuration, the head-mounted display (HMD) used is a pair of i-glassesTM. Although it can be used both as immersive displays as well as seethrough displays by removing a piece of opaque plastic from the front of the display screens, we have been using these HMD's as see-through displays permanently. The graphical image is generated by the workstation hardware and displayed on the workstation's monitor which is fed at the same time to the i-glassesTM over a VGA port. A 6-degrees-of-freedom (6-DOF) magnetic tracker, which is capable of sensing the three translational and the three rotational degrees of freedom, provides the workstation with continually updated values for the position and orientation of the tracked objects which include the i-glassesTM and a 3D mouse pointing device.
The software is based on the Grasp system that was developed at ECRC (the European ComputerIndustry Research Centre). We have added the calibration capabilities to the Grasp software and tested our methods in this environment. The Grasp software was implemented using the C++ programming language.
The Video See-Through System
The video see-through system we have used is developed by Sauer et al. and described in detail in [25] . Here we shortly review this system for the sake of completeness. Figure 3 describes the system that is based on a Kaiser ProView XL35 HMD. Two Panasonic GPKSlOOO color cameras provide the stereo images, a b/w Sony XC-77RR is used for tracking. Two SGI visual PCs, one 320 and one 540, process the three video streams. The system runs in realtime at a framerate of 30 frames per second and exhibits a low latency of only about 2 frames. The software was developed under Windows NT and now runs under Windows 2000.
Calibration for Stereoscopic HMDs
An augmented reality system equipped with a seethrough HMD needs to be calibrated. Calibration is the process of estimating the parameters of camera and objects models in order to match the virtual objects with their physical counterparts. These parameters may be the optical characteristics of a physical camera as well as position and orientation information of various entities such as the camera, the trackers, and the various objects.
The calibration requirements of a video see-through augmented reality system have been described elsewhere [27] . The video see-through system described in Section 3.2 is calibrated using Tsai's calibration algorithm [26] .
A calibration procedure for a monocular seethrough HMD system is described in (281. A straightforward extension of the monocular algorithm to the stereo case is to calibrate two eyes independently. However this will double the effort on the user's side to collect the data for the calibration. Instead, we propose a novel procedure for calibrating the stereoscopic HMDs requiring the same amount of effort as the monocular case.
This approach simplifies both the mathematical model of the camera and the user interaction. First, the user interaction required to collect the data for the calibration is a streamlined process and does not impose a great burden on the user. The user's collection of the necessary data to calibrate the display is a very quick and easy process. During this process, the user is not required to have his head fixed and is allowed to move. Second, the camera model is simplified by not insisting on recovering the intrinsic and extrinsic camera parameters separately. Third, the collection of calibration data for both eyes is done in a single step in contrast to the usual practice of calibrating for each eye independently.
In the following, we briefly describe the camera model we are using which defines the parameters to be estimated for the monocular case. We then explain the calibration procedure for the stereoscopic HMDs.
Camera Model
A simple pinhole model is used for the camera, which defines the basic projective imaging geometry with which the 3D objects are projected onto the 2D image plane. This is an ideal model commonly used in computer graphics and computer vision to capture the imaging geometry [16, 71. It does not account for certain optical effects (such as non-linear distortions) that are often.properties of real cameras but can be ignored in most cases.
The camera can be modeled by a set of intrinsic and extrinsic parameters. The intrinsic parameters are those that define the optical properties of the camera such as the focal length, the aspect ratio of the pixels, and the location of the image center where the optical axis intersects the image plane. One last intrinsic parameter is the skew of the image plane axes. The extrinsic parameters define the position and orientation (pose) of the camera with respect to some external world coordinate system. The 3D points in the world coordinate system get projected onto the image plane of the camera to form the image points.
The transformation that maps the 3D world points into the 2 0 image coordinates can be characterized by writing the transformation matrices for (i) the rigid transformation matrix defining the camera pose and (ii) the projection matrix defining the image formation process. Let R and T represent the camera pose in the world coordinate system, in which R is a 3 x 3 rotation matrix and T is a 3D vector representing the translation.
The rigid transformation can also be written as a 
Calibration Formulation
The overall projective transformation defined by the camera can be written by a 3 x 4 matrix T,,, and the entries of this projection matrix can be estimated directly instead of the actual extrinsic and intrinsic camera parameters.
The estimation of the 3 x 4 projection matrix is a standard technique often used in computer vision [7] . The calibration proceeds by collecting a number of 2D image coordinates of known 3D calibration points, and the correspondence between the 3D and 2D coordinates defines a linear system to be solved in terms of the unknown projection matrix entries which can be solved for using linear least-squares.
There are some modifications to the traditional camera calibration method in our approach which allows the user to move his head during the calibration procedure. In our method, we have a tracking system that measures the rigid transformation from the world coordinate system to the tracker coordinate system. Because the tracker (the receiver for magnetic tracking case and the tracker camera for the vision-based tracking case) is attached rigidly to the HMD, the camera can be defined and calibrated with respect to the tracker coordinate system. Therefore, taking this approach, we have the camera transformation fixed and unaffected by the head motion. This is the reason that the head is allowed to move freely during the calibration procedure.
The entire setup is summarized in Figures 2 and 3 which shows the coordinate systems that are relevant for calibration of a stereo see-through system. In these figures, we see six transformations (AL, AR, FC, GL, and GR) that need to be estimated. The transformations AL and AR are the 3 x 4 projective camera transformation with respect to the world coordinate system that needs to be estimated. The matrix product FC is the 4 x 4 homogeneous transform matrix that defines the world to tracker rigid transform ( F is the identity matrix for the vision tracker case). Finally, GL and GR are the 3 x 4 projection matrices that define the camera transformations with respect to the tracker coordinates. The figure can be summarized by the equations
To keep the notation simple, we will refer to the transformations AL and AR as A, collectively. Similarly, we will use G for GL and GR. The equations apply equally to both eyes for the calibration estimation. The contribution of the paper comes in collecting the calibration data for both eyes in a single step.
The transformation A varies as the HMD moves about, and this movement is captured by the transformation FC which can be obtained from the tracking system. The other transformation, G is fixed and does not change and can be estimated by other calibration procedures.
To summarize, in order to calibrate the camera (i.e., to estimate the transformation A ) we need to get the image coordinates of known 3D points in the world coordinate system. But A is not fixed and varies as the user moves his head. Therefore, unless we want to force the user to keep his head static we need to estimate the camera transformation another way. This we do by calibrating the camera in the tracker coordinate system (i.e., estimate the transformation G which does not change. In order to accomplish this we take the known 3D calibration point and transform it into the tracker coordinate system, then perform the standard camera calibration procedure on the new point. Then we use the P M and its image P I to estimate the transformation G. The standard projective camera calibration is set up as follows. Let there be n calibration points whose image coordinates we measure.
There are 12 parameters of the 3 x 4 projection matrix we need to estimate. But the projection matrix is defined up to a scale factor, therefore, there are only 11 independent parameters that need to be estimated.
So, there should be at least n 2 6 calibration points to be measured.
Calibration Procedure
In order to get a practical calibration procedure for the stereoscopic HMDs, the above formulation needs to be converted to a user-friendly procedure. We have implemented the calibration procedure as follows:
1. The world coordinate system is fixed with respect to the tracker coordinate system (by defining the world coordinate system on the tracker transmitter for magnetic tracking or any point in the scene for vision-based tracking). We assume that the internal calibration for the tracker has already been performed.
2.
A single point in the world coordinate system is used to collect the calibration data. This single point in the world coordinate system is mapped to many distinct points in the tracker coordinate system as the user's head moves. 3. The user is presented with a marker (i.e., a solid disk) on the display for each eye placed randomly in the 2D image plane. The disks for the two eyes are slightly offset creating a disparity. The user's brain automatically fuses these and the user perceives the disk in 3D at a particular location in depth. The user collects the calibration data by moving his head until he aligns the perceived disk in 3D with the 3D physical calibration point (see Figure 4) . The user then clicks a button on the mouse and the data is colIected for calibration that consists of the image coordinates of the the disk and the 3D coordinates of the calibration point in tracker coordinates. 4. These collected points are then fed into the linear system which is used to estimate the camera parameters. Notice here that the more of the tracker volume the user's head covers, the more of possible systematic errors in the tracker measurements will be taken into account in the optimization process. The user is encouraged to move his head around the tracker transmitter as much as possible while collecting the calibration data. The estimated projection matrices can be integrated into OpenGL in order to render the graphics with the correct perspective as described in (281.
Stereo Alignment
Figures 4 and 5 explain the 3D stereo alignment process. As a user is observing the physical world through an HMD, a marker is displayed in left and right eyes with a disparity. When viewed in stereo, these markers induce a virtual object (or marker) which is perceived at some distance away from the user. The user's job the is to align the perceived virtual marker with a physical target in the scene. When the alignment is done, the user's head will be at some distance away from the physical marker proportional to the disparity.
The distance at which the virtual marker is perceived is proportional to the amount of disparity between the images of the marker in the two eyes. For any choice of disparity, the alignment can be done from many different positions keeping the user's head at some fixed distance away from the physical target as long as the disparity remains the same.
The choice of the virtual marker is critical. We first used the cross-hair marker and tried to align its perceived virtual counterpart with a surface mark in the scene. However, the cross-hair did not provide enough visual clues in order the user to perceive the depth. We instead used a solid disk which overcame this problem.
Another critical choice is that of the physical target. Alignment of the virtual disk and a surface mark turned out be problematic. The problem stemmed from the fact the human brain is confused while the virtual object is still visible at the same time it is perceived behind the surface of a solid object. We have avoided this by picking the physical target as the center of a circular hole cut on a planar surface. This way the user was able to move back and forth to align the depth correctly.
Experimental Verification
A serious problem with the verification of an optical see-through display calibration is that it is not possible to show how well the model corresponds with the object for a human viewer. We have implemented the calibration procedure described in this paper in both the video see-through and the optical see-through systems described earlier in Section 3. We have tested the proposed algorithm on the optical see-through system and tried to verify the results visually. A better way is to use the video see-through system allowing us to collect quantitative data and do an error analysis on the algorithm.
One of the most important issues we were interested in addressing was to find out the degree of accuracy of the stereo alignment process described in Section 4.4. Since our video see-through system provided us with the complete tracking and calibration parameters, we conducted the following experiment to assess the accuracy of the alignment process. We first set the disparity between the left and right images of the virtual marker such that it is at some distance away from the Reprojection errors for reconstructed projection matrices using the proposed algorithm on the video seethrough system. Since optical see-through system does not provide any means of measuring the reprojection errors, the video see-through system becomes a good testbed for validating the performance of the proposed algorithm. The ground truth corresponds to the projection matrix obtained using the calibration and tracking results from the system. See the text for more detailed interpretation of these results. user. Using the calibration parameters obtained for the two cameras providing the stereo image stream for the HMD, we computed the position of the virtual object in the tracker coordinate system. We then let the users do the alignment from different positions for the same disparity many times. As we have pointed out earlier, with the fixed disparity the users can move their head on a sphere centered at the physical target. Therefore, when the virtual marker and the physical target are aligned, the different positions of the user's head should be at the same distance to the physical target. We recorded some 15-35 such alignments for 2 people for two different disparity values and found out that with a distance of about 750" (resp. 720") to the scene, our alignment resulted in an average distance very close to the measured ones with less than lmm (resp. 2 " ) standard deviation. Figure 6 shows two graphs of the collected data plotted as the distance from the physical target to the user's head. As can be observed from the graph, the alignment is very consistent.
We also conducted some experiments to assess the reprojection errors for the estimated projection matrices. The results are presented in Table l which 3D target be aligned with the perceived virtual marker
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Virtual marker perceived by the user after stereo fusion ofits images Markers displayed with a disparity in the eyes creating a depth e f k t for the virtual object in the user's view Figure 4 : Aligning a virtual marker with a physical target in 3D: When markers with a disparity in left and right eyes are displayed in stereo, the user perceives a virtual marker at some distance away. The user then aligns the virtual marker with a physical target in the scene. shows the results for four different experiments (two people repeating the experiments twice). To be able to compare, we have computed the projection matrices for each camera from the calibration parameters of the video see-through system which is obtained by Tsai's camera calibration algorithm [26] and regard these as ground truth values. The reconstructed projection matrices using the proposed algorithm is labeled as stereo. As it can be seen from this table, the reprojection errors for both the ground truth and the reconstructed ones are quite low, less than 1.5 pixels on the average,
Remaining Issues
Although we have experimentally validated our calibration algorithm on a video see-through system, to date, we have not validated it for the optical seethrough system. Here we discuss some of the issues we are currently investigating that is relevant to optical see-through HMDs.
First of all, in our stereo alignment process we assumed that only the lateral disparity will be needed to perceive a 3D virtual object in the user's view. We believe that human eye will still fuse the virtual object if the vertical disparity is not large. However, since we do not know the geometry of the eye and HMD, we cannot claim it for sure. We plan to investigate this problem in detail to find out what kind of disparities are needed for the right perception in depth.
A second problem is associated with the rendering of the virtual markers on displays for the eyes. For best perception, the marker images should reflect the perspective and distortion effects that comes from the eyes and the HMDs. However, we have noticed that human eye is very good at fusing the virtual markers even without these effects.
Finally, our current alignment process requires that the physical target be viewed from frontal views. In order to cover a larger area we need to modify our target in such a way that it can be seen at an oblique angle without any difficulty in alignment. We are currently investigating alternative targets that overcome this issue.
.
Conclusion
In this paper, we presented a camera calibration procedure for stereo optical see-through headmounted displays for augmented reality systems. Since we do not have direct access to the image produced on the retina, the procedure needs t o use indirect methods t o do the calibration. The method presented in this paper uses an interactive method to collect calibration data for both eyes in one step and it does not require that the user keep his head still during the data gathering process.
The inability to measure the accuracy of any calibration procedure for an optical see-through system prompted us t o use a well calibrated video see-through system developed by Sauer et al. [25] as a testbed. The use of the video see-through system allowed us to verify the accuracy of our stereo alignment process which is in fact quite accurate. Furthermore, the testbed provided a fast development environment in which we have fine-tuned our choice of the virtual features that is used in the alignment process. Finally, the data collected from the video see-through system allowed us to do error analysis on our calibration algorithm.
Our current work is directed towards resolving the remaining issues discussed in Section 5.1. Further research plans include more experiments for a complete error analysis of our algorithm. 
