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1. Introduction
Recall that a compact set K ∈ Cn is said to be polynomially convex if for every a /∈ K there exists a (holomorphic) poly-
nomial p with |p(a)| > maxK |p|. A noncompact closed set is said to be polynomially convex provided it can be exhausted
by compact polynomially convex sets. By  we denote the open unit disc.
Duval in [5] proved that for f :  ⊂ C → C with | f z| > | f z| on , the disc{(
z, f (z)
) ∣∣ z ∈ }⊂ C2
is polynomially convex. Duval’s disc is obviously totally real, since f z = 0 on . It follows that if f : C → C and | f z| > | f z|
on C, then the graph of f is polynomially convex in C2.
About polynomial convexity of graphs of maps from Cn to Cn , n  2, much less is known. It is a result of Hörmander
and Wermer, [10], that if f : Cn → Cn is of the form f (z) = z + R(z) and R is Lipschitz with Lipschitz constant k < 1, then
the graph is polynomially convex in C2n . If n = 1 and if f is C1, this condition implies | f z| > | f z|.
In next section we prove the following theorem.
Theorem 1. Suppose G : Cn → Cn is of class C1 and has the following properties:
(a) 〈∂G(z)v, v〉 > 0 for every z, v ∈ Cn, v = 0, and
(b) for some m> 0, Re〈∂G(z)v, v〉 + 〈∂G(z)v, v〉m‖v‖2 for every z, v ∈ Cn.
Then the graph
Γ = {(z,G(z)) ∣∣ z ∈ Cn}
is polynomially convex in C2n.
* Address for correspondence: Fakulteta za naravoslovje in matematiko, Koroška cesta 160, Maribor, Slovenia.
E-mail address:matej.zajec@uni-mb.si.0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.03.001
M. Zajec / J. Math. Anal. Appl. 356 (2009) 186–192 187Note that Γ is maximal real since (a) implies det(∂G) = 0. Note also that condition (a) says that ∂G is strictly positive
as an C-linear operator, and condition (b) says that DG ◦ κ (here κ denotes conjugation on Cn ≈ R2n , and DG = ∂G + ∂G ◦ κ
denotes the derivative of G) is positive as an R-linear operator and DG◦κ mI . For n = 1 Theorem 1 follows from Duval [5].
Next we consider a map G : ∂ × Cn → Cn . Suppose that at every ﬁxed ξ ∈ ∂ the map G(ξ, ·) : Cn → Cn satisﬁes
the conditions (a) and (b) from Theorem 1. Their graphs we denote by Mξ . By Theorem 1 they are polynomially convex
in C2n , and they are totally real. Let us consider a related Riemann–Hilbert problem. We want to ﬁnd a holomorphic disc
(z,w) :  → C2n (here z,w :  → Cn) which maps each ξ ∈ ∂ into Mξ . This will be precisely a disc whose graph is
attached to the manifold M =⋃ξ∈∂{ξ} × Mξ ⊂ C2n+1. Also, it is equivalent to look for such a holomorphic disc (z,w) in
C
2n for which w(ξ) = G(ξ, z(ξ)) on ∂.
For n = 1 such a problem was studied in [17] by Wegert, Khimchiachvili and Spitkovsky (see also [16]). They considered
G : ∂ × C → C of class C1 with |∂G| > |∂G| and Re(∂G) > 0 on ∂ × C. They also needed that in the above inequalities
there is a little bit of space between the right and the left-hand side, independent of ξ ∈ ∂ and z ∈ C, and that G(ξ, ·)
has bounded derivative uniformly on ∂. Then they proved that there is a solution of the corresponding Riemann–Hilbert
problem in every H∞() ∩ L1,p(∂), 1 < p < ∞, and if in addition Re(∂G) > ∂G + δ, δ > 0, then the solutions form a
foliation.
We look for solutions in the space H∞()∩ L1,2(∂), the space of all bounded holomorphic maps from  to C2n whose
radial limits exist almost everywhere and for which the almost everywhere deﬁned boundary map is in the Sobolev space
L1,2(∂), i.e. its derivative is still in L2(∂). In what follows we write just H∞ ∩ L1,2. Note that by the embedding theorem
for Sobolev spaces, L1,2(∂) is compactly embedded in the space of Hölder continuous maps Cα , for all α  12 .
Theorem 2. Suppose G : ∂ × Cn → Cn is of class C2 and G(ξ, ·) : Cn → Cn has, for every ξ ∈ ∂, the properties (a) and (b) from
Theorem 1. Suppose there is a constant K > 0 so that∣∣G(ξ, z)∣∣, ∣∣Gξ (ξ, z)∣∣, ∣∣Gz(ξ, z)∣∣, ∣∣Gz(ξ, z)∣∣< K (1)
for every ξ ∈ ∂, z ∈ Cn. Let ζ ∈  and a0 ∈ Cn. Then there exists a unique map (z,w) ∈ H∞ ∩ L1,2 , with z(ζ ) = a0 and
w(ξ) = G(ξ, z(ξ)) for all ξ ∈ ∂.
Observe that here can be chosen a universal m> 0 which is good for all G(ξ, ·), ξ ∈ ∂.
From Theorem 2 it follows that the graphs of the solutions are disjoint and their union covers the target manifold
M =⋃ξ∈∂{ξ} × Mξ .
It is worth to mention that this problem is related to the so-called transmission problem for holomorphic maps. This
problem is to ﬁnd a map z, holomorphic on , and a map w , holomorphic on C\, such that for a given F : ∂×Cn → Cn
we have w(ξ) = F (ξ, z(ξ)) on ∂. Theorem 2 could be restated as an existence theorem for the nonlinear transmission
problem for holomorphic maps. Here note that one conjugation is involved, so in the hypothesis of the theorem the role of
∂G and ∂G must be interchanged.
Corollary 3. Suppose F : ∂× Cn → Cn is of class C2 and F (ξ, ·) : Cn → Cn has, for every ξ ∈ ∂, the following properties:
(a) 〈∂ F (ξ, z)v, v〉 > 0 for every z, v ∈ Cn, v = 0, and
(b) for some m> 0, Re〈∂ F (ξ, z)v, v〉 + 〈∂ F (ξ, z)v, v〉m‖v‖2 for every z, v ∈ Cn.
Suppose also that inequalities (1) from Theorem 2 hold for F instead of G. Let ζ ∈  and a0 ∈ Cn. Then there exists a unique pair of
bounded holomorphic maps z :  → Cn and w : C \ → Cn with boundary maps in L1,2(∂), such that z(ζ ) = a0 and
w(ξ) = F (ξ, z(ξ)) for all ξ ∈ ∂.
2. Fibers are polynomially convex
The polynomially convex hull of a compact K ⊂ Cn consists of all those points a ∈ Cn for which |p(a)| maxK |p| for
every (holomorphic) polynomial p. So, K is polynomially convex if its polynomially convex hull contains no point of Cn \ K .
In the proof of Theorem 1 the following well-known criterion due to Oka (see e.g. Stolzenberg [13]) will be used.
Criterion. Let K be a compact subset in Cn. A point a ∈ Cn \ K is not in polynomially convex hull of K if and only if there exists a
continuous family of polynomials pt : Cn × [0,∞) → C, such that
(a) p0(a) = 0,
(b) the set {pt = 0} omits K for all t ∈ [0,∞), and
(c) the distance between an arbitrary ﬁxed point in Cn and the set {pt = 0} tends to ∞ when t → ∞.
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Proof of Theorem 1. Denote by Γ the graph of G over Cn and let (a0,b0) ∈ C2n \Γ . For every a ∈ Cn deﬁne (see Duval [5],
and O’Farrell and Preskenis [11,12])
Qa(z,w) = (z − a)T
(
w − G(a)), z,w ∈ Cn.
Lemma. For every α ∈ Π− = {ξ ∈ C | Re(ξ) < 0}, the set {Qa = α} omits Γ .
Proof. Let a ∈ Cn . We want to see that Qa(z,G(z)) /∈ Π− for all z ∈ Cn . Choose a z ∈ Cn and let q(t) = tz+ (1−t)a, t ∈ [0,1].
We have
Qa
(
z,G(z)
)= (z − a)T (G(z)− G(a))= (z − a)T
1∫
0
DG
(
q(t)
)
(z − a)dt
=
1∫
0
(
(z − a)T ∂G(q(t))(z − a)+ (z − a)T ∂G(q(t))(z − a))dt.
By the assumption (b) of Theorem 1, Re(Qa(z,G(z))) 0. 
We continue with the proof of Theorem 1. Take
a = a0 + λ
(
∂G(a0)
)T (
b0 − G(a0)
)
, λ > 0,
and consider
Qa(a0,b0) = −λ
(
b0 − G(a0)
)T ∂G(a0)(b0 − G(a)).
Since ∂G(a0) is a strictly positive matrix and a → a0 as λ → 0, for λ > 0 small enough the last term has negative real part.
So, we have found a ∈ Cn and α ∈ Π− such that {Qa = α} passes through the point (a0,b0).
Now we wish to push this set to inﬁnity, staying all the time in the complement of Γ . Set α(t) = (t + 1)α, t ∈ [0,∞). If
t is ﬁxed, then for every solution (z,w) of the equation Qa = α(t) we have
zT w − zT G(a)− aT w = α(t)− aT G(a).
We see that |α(t)| → ∞ forces ‖(z,w)‖∞ → ∞, and consequently ‖(z,w)‖2 → ∞. By Lemma all the sets {Qa = α(t)} omit
Γ and we are done. 
3. A priori estimates
Theorem 4. Let G be as in Theorem 2, let ζ ∈  and let a0 ∈ Cn. Then there exists a constant R > 0 such that for every (z,w) ∈
H∞ ∩ L1,2 with z(ζ ) = a0 and
w(ξ) = G(ξ, z(ξ)) for every ξ ∈ ∂,
we have∥∥(z,w)∥∥1,2  R.
Here ‖(z,w)‖1,2 = ‖(z,w)‖2 + ‖(z′,w ′)‖2, and ‖ · ‖2 is the norm in L2(∂).
Proof. Suppose (z,w) is a solution and z(ζ ) = a0. Differentiating the equality w(ξ) = G(ξ, z(ξ)) with respect to θ (ξ = eiθ )
we get
w ′(ξ)iξ = Gz
(
ξ, z(ξ)
)
z′(ξ)iξ + Gz
(
ξ, z(ξ)
)
z′(ξ)iξ + Gξ
(
ξ, z(ξ)
)
iξ (2)
for every ξ ∈ ∂. Denote
Z(ξ) = iξ z′(ξ),
W (ξ) = iξw ′(ξ),
A(ξ) = Gz
(
ξ, z(ξ)
)
,
B(ξ) = Gz
(
ξ, z(ξ)
)
,
C(ξ) = iξGξ
(
ξ, z(ξ)
)
.
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∂
Re
(
Z T W
)
dθ =
∫
∂
Re
(
Z T AZ + Z T B Z + Z T C)dθ.
The left-hand side is zero, since Z T W is holomorphic and vanishes at 0. By our assumption (b), Re(Z T AZ + Z T B Z) mI
for some m> 0, so we have
m
∫
∂
|Z |2 dθ 
∫
∂
Re
(
Z T AZ + Z T B Z)dξ = −∫
∂
Re
(
Z T C
)
dθ.
The integral on the right is by Cauchy–Schwarz less than ‖Z‖2‖C‖2. It follows ‖Z‖2  ‖C‖2m  Km . Denoting ‖C‖2m = R1, we
have
‖z′‖2  R1
where R1 depends only on G .
Let γ0 ∈ ∂ and let γ : [0,2] →  be the parametrization of the path from ζ to 0 and then from 0 to γ0, with γ (0) = ζ ,
γ (1) = 0 and γ (2) = γ0. Since z(ζ ) = a0, we have
∣∣z(γ0)∣∣=
∣∣∣∣∣a0 +
2∫
0
z′
(
γ (τ )
)
γτ dτ
∣∣∣∣∣
 |a0| + 2
1∫
0
∣∣z′(τγ0)∣∣dτ  |a0| + 2
1∫
0
(
1
2π
2π∫
0
∣∣∣∣ z′(eiθ )eiθ − τγ0
∣∣∣∣dθ
)
dτ .
Here we have used Cauchy formula for z′ . By Cauchy–Schwarz and by ‖z′‖2  R1, the last term is less than
|a0| + 2R1
1∫
0
(√√√√√ 1
2π
2π∫
0
dθ
|eiθ − τγ0|2
)
dτ . (3)
Using Poisson integral,
1
2π
2π∫
0
dθ
|eiθ − τγ0|2 =
1
1− τ 2 ,
we see that (3) is less than
|a0| + 2R1
1∫
0
dτ√
1− τ 2 = |a0| +π R1.
It follows that ‖z‖2  |a0| +π R1.
Since we assumed that G is bounded by K , we have ‖w‖2  K . Also, equality (2) gives
‖w ′‖2 
(‖A‖2 + ‖B‖2)‖z′‖2 + ‖C‖2  2K R1 + K .
So, we have upper bounds for ‖z‖2, ‖z′‖2, ‖w‖2 and ‖w ′‖2 which do not depend on (z,w). 
Remark. We see from the proof that, for the given G , the constant which we get as a universal upper bound for ‖(z,w)‖1,2
depends on ‖A‖2, ‖B‖2, ‖C‖2 and m. The ﬁrst three obviously depend continuously on G ∈ C2(∂ × Cn,Cn), and in fact
also m can be chosen in such way for each G that it depends continuously on G . So, we can add to Theorem 4 that the
constant R depends continuously on G .
4. Local structure of the solutions
Let us recall the notion of partial indices. If a matrix loop T : ∂ → Mn(C) is of class Cα , 0 < α < 1, then T can be
written in the form
T (ξ) = F+(ξ)Λ(ξ)F−(ξ), ξ ∈ ∂,
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Λ(ξ) =
⎛
⎜⎝
ξk1 . . . 0
.
.
.
. . .
.
.
.
0 . . . ξkn
⎞
⎟⎠ , k j ∈ Z, k1  · · · kn,
and F+ :  → Mn(C) and F− : C \  → Mn(C) are of class Cα and holomorphic in the interior of their domains. It turns
out that the integers k j are in all such decompositions of T the same and we call them partial indices of the loop T . For
details see [2–4,6–9,14].
Let {Mξ }ξ∈∂ be a C2 family of maximal real manifolds in Cn and let φ :  → Cn be a C1,α holomorphic disc with
φ(ξ) ∈ Mξ for every ξ ∈ ∂. For every ξ ∈ ∂ let A(ξ) be a matrix whose columns form a basis for the tangent space
on Mξ at φ(ξ), and put B(ξ) = A(ξ)A(ξ)−1. One can easily check that B(ξ) does not depend on the choice of a basis.
We associate to φ the Cα matrix loop B . By partial indices of φ (with respect to {Mξ }) we mean the partial indices of the
corresponding matrix loop B .
When computing partial indices of matrix loops of such form, the following theorem due to Globevnik [8] can be applied:
if the matrix loop from the beginning of this section has the property T = T−1 then we have T = ΦΛΦ−1 for some Cα
holomorphic Φ .
We turn to our problem now. We have prescribed the family of maximal real submanifolds {Mξ }ξ∈∂ in C2n deﬁned
by G , and we look for a disc from H∞ ∩ L1,2 which solves the corresponding Riemann–Hilbert problem. Suppose we have
some solution (z,w). The graph ϕ(ξ) = (ξ, z(ξ),w(ξ)) is then attached to M =⋃ξ∈∂{ξ}× Mξ . By the embedding theorem
for Sobolev spaces ϕ is continuous (actually even C 12 ), and further since M is of class C2 we have, according to Chirka [1],
that ϕ , and consequently (z,w), is of class C1,α for every 0<α < 1.
Let us compute the partial indices of the disc (z,w) respect to {Mξ }. Along the boundary (z(ξ),w(ξ)), ξ ∈ ∂, a basis
of the tangent space to Mξ is given by the columns of the matrix
S(ξ) =
(
I i I
A(ξ)+ B(ξ) i(A(ξ)− B(ξ))
)
where A(ξ) = Gz(ξ, z(ξ),w(ξ)) and B(ξ) = Gz(ξ, z(ξ),w(ξ)). So we are interested in partial indices of the matrix loop
S S−1 =
( −B−1A B−1
AB−1A − B AB−1
)
.
Theorem 5. All partial indices of S S−1 are equal to 0.
Proof. First note that the sum of all partial indices (i.e. the so-called total index) equals to 0. Indeed, since one can easily
check that the total index of a given matrix loop always equals to the winding number of determinant of this matrix loop,
we have
total index of S S−1 = wind(det(S S−1))= 2wind(det S) = 2wind(det(−2iB))= 2wind(det B) = 0.
For the last equality note that B is a positive matrix, so det B is a positive function.
Now we are going to show that there is no strictly positive partial index. Suppose k > 0 is a partial index. Then, by the
theorem due to Globevnik mentioned above, there is a nonzero holomorphic column
(u
v
) :  → C2n continuous on  for
which
S S−1
(
u
v
)
= ξk
(
u
v
)
, ξ ∈ ∂.
The ﬁrst n rows of this equality are
−B−1Au + B−1v = ξku, ξ ∈ ∂. (4)
Multiplying this equality from the left by B , and conjugating it, we get
v = Au + ξ−kBu, ξ ∈ ∂.
Let us assume for a moment k is even. We rewrite the above equality in the form
ξ
k
2 v = A(ξ k2 u)+ B(ξ k2 u), ξ ∈ ∂. (5)
Denote U = ξ k2 u and V = ξ k2 v . Multiplying (5) from the left by U T then taking real part and integrating it over ∂, we get
2π∫
Re
(
U T V
)
dθ =
2π∫ (
Re
(
U T AU
)+ Re(U T BU))dθ, ξ ∈ ∂. (6)
0 0
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is by our assumption greater or equal to 0 and it is equal to 0 only where U = 0. It follows that we must have U ≡ 0, hence
u ≡ 0. This is for k even.
In the case k is odd, the computation is similar. The difference is that we now deal with ξ
k
2 , where k2 is not an integer.
This we can regard as a holomorphic function on C \ [0,∞). Here note that in equality (6) the integrand on the left-hand
side is, also in this case, a holomorphic function on the whole . Now we get u ≡ 0 as above.
From equality (4) now we get v ≡ 0. This gives a contradiction, so all partial indices are less or equal to 0. Since we
showed their sum is 0, they must all equal to 0. 
Let ζ ∈  and let us consider the map Ψζ : H∞ ∩ L1,2 → Cn × Cα(∂) with
Ψζ (z,w) =
(
z(ζ ),w − G(·, z)).
The derivative of Φζ at (z0,w0) is given by the linear map deﬁned by(
DΨζ (z0,w0)
)
(z,w) = (z(ζ ),w − Az − Bz) for all (z,w) ∈ H∞ ∩ L1,2
where A and B are computed at (z0,w0). (See Wegert [15].)
Lemma 1. The operator DΨζ is bijective, or equivalently, the inhomogeneous linear equation
w = Az + Bz + C, C ∈ Cα(∂),
is uniquely solvable under the condition z(ζ ) = a0 for a given a0 ∈ Cn.
Proof. First we show that the homogenous equation is uniquely solvable under the condition z(1) = a0. We have S S−1 =
ΦΦ−1 with Φ holomorphic on . One can check that the ﬁrst n rows of the equality S S−1Φ = Φ give us
w j = Az j + Bz j
where
( z1
w1
)
, . . . ,
( z2n
w2n
)
are the columns of Φ . Since the equation is R-linear, the real space spanned by
( z1
w1
)
, . . . ,
( z2n
w2n
)
is
included in the space of all solutions of the homogenous equation. Actually, it turns out that these are all solutions. Now
we want to get, for a given a0 ∈ Cn , a solution with z(ζ ) = a0, or equivalently we are looking for v ∈ R2n such that
Φ(1)v = (a0b0) for some b0. Observe that
Φ =
(
z1 · · · z2n
w1 · · · w2n
)
=
(
I 0
A B
)(
z1 · · · z2n
z1 · · · z2n
)
for ξ ∈ ∂.
Since (
I 0
A B
)−1(
a0
b0
)
=
(
a0
b˜0
)
for some b˜0, it remains to ﬁnd v ∈ R2n with(
z1(1) · · · z2n(1)
z1(1) · · · z2n(1)
)
v =
(
a0
a0
)
. (7)
But such v does exist since the matrix in (7), denote it by E , is bijective, hence EC2n = C2n and so the space ER2n must
equal to the space L of all vectors
(
λ
λ
)
, λ ∈ Cn (note that L ⊕ iL = C2n). Since all partial indices equal to 0, the operator
(z,w) → w − Az − Bz is Fredholm with Fredholm index 2n, and then it follows that it is surjective. So, for ζ = 1 operator
DΨζ is bijective.
To see that this holds also for Ψζ for every ζ ∈ , let Z be the set of all ζ ∈  for which DΨζ is bijective. We already
have 1 ∈ Z . Also, Z is open since the set of the bijective operators is open. It remains to show that it is closed. In Section 3
we proved a priori estimates for the solutions of the problem given by G which has the properties as in Theorem 2. One can
get the same estimates for the linear case. Now, let ζn ∈ Z , ζn → ζ , and take an (a0,C) ∈ Cn × Cα(∂). For every n there
is a (zn,wn) with zn(ζ ) = a0 and wn − Azn − Bzn = C . The sequence (zn,wn) is bounded in H∞ ∩ L1,2, so it is bounded in
C1/2, and then it has a subsequence which in Cα , for α < 12 , converges to some (z0,w0). The disc (z0,w0) is by Chirka [1]
in C1,α , and thus in H∞ ∩ L1,2. We have z0(ζ ) = a0 and w0 − Az0 − Bz0 = C , as desired. So, DΨζ is surjective. For injectivity
note that (z,w) → w − Az − Bz is Fredholm with Fredholm index 2n. Thus we have proved that the derivative of Ψζ is
bijective for every ζ ∈ . 
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Proof of Theorem 2. For t ∈ [0,1] put
Gt(ξ, z) = (1− t)G(ξ, z) + tz,
and consider the problem w = Gt(ξ, z), z(ζ ) = a0. Observe that each Gt satisﬁes the conditions from Theorem 2. At t = 0
we have the problem we want to solve. Deﬁne
S = {t ∈ [0,1] ∣∣ there exists a unique (z,w) ∈ H∞ ∩ L1,2 with z(ζ ) = a0 which solves w = Gt(ξ, z)}.
Obviously 1 ∈ S . If we prove that S is closed and open, we are done.
Suppose tn ∈ S and tn → t0. Denote by (zn,wn) a solution of the problem w = Gtn (ξ, z) with zn(ζ ) = a0. By the a priori
estimates given in Theorem 4 and by the remark following it, there exists a universal constant K such that∥∥(zn,wn)∥∥1,2  K for every n.
As we know, H∞ ∩ L1,2 embeds boundedly in C1/2, and C1/2 embeds compactly in Cα for α < 12 . Thus {(zn,wn)}∞n=1 has a
subsequence which in Cα , α < 12 , converges to some (z0,w0). We have z0(ζ ) = a0 and w0 = Gt0 (ξ, z0). It remains to see
(z0,w0) ∈ H∞ ∩ L1,2. It is a result of Chirka [1] that, since the graph of (z0,w0) is a holomorphic and continuous up to the
boundary disc attached to a C2-submanifold, (z0,w0) is of class C1,α . The space C1,α(∂) lies in L1,2(∂), so (z0,w0) is
a H∞ ∩ L1,2 solution of the problem at t0. To see uniqueness, suppose that for Gt0 there is another solution (z˜0, w˜0) with
z˜0(ζ ) = a0. In Section 4 we proved that the derivative with respect to variable (z,w) of the operator
(G, z,w) → (z(ζ ),w − G(·, z)) (8)
is bijective. Hence, by the implicit function theorem for Banach spaces, we get for nearby G solutions near (z˜0, w˜0). This is
a contradiction since for all tn , (zn,wn) is a unique solution. This proves t0 ∈ S .
For openness, suppose t0 ∈ S , and let (z0,w0) be the corresponding unique solution. Again, since the derivative with
respect to the variable (z,w) of the operator in (8) is bijective, we get a neighbourhood U × V of (Gt0 , z0,w0) in C2(∂ ×
C
n,Cn) × (H∞ ∩ L1,2) such that for every G ∈ U there is a unique (z,w) ∈ V with z(ζ ) = a0 solving w = G(ξ,w). If the
uniqueness would fail for tn , with Gtn arbitrary close to Gt0 , then there would be solutions (z˜n, w˜n) lying outside V . As
above, by a priori estimates we would get a solution of the problem at t0, lying outside V , but this is a contradiction. So, if
we take U small enough then for every G ∈ U there really is a unique solution. 
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