INTRODUCTION AND MAIN RESULTS
A nonincreasing sequence *=(* 1 , * 2 , ..., * m ) (m=m(*) 1), is called a partition of a positive integer n into m parts, if
Let 4 n denote the set of all partitions of n. The dominance order P on 4 n is a partial order defined as follows. Let *, + # 4 n . Then * dominates +, or +P * if (by definition, * j =0 for j>m(*), and + j =0 for j>m(+)). Under the partial order P, the set 4 n is a lattice. Brylawski [4] who studied various properties of this lattice demonstrated how ubiquitous the dominance order is. For instance, the classic Gale Ryser theorem (Brualdi and Ryser [3] ) asserts that there exists a zero-one matrix with the row sum vector : and the column sum vector ; iff, in addition to the obvious i : i = j ; j , ;P :$;
here ;$ is dual to ;. (The components of : and ; are listed in the decreasing order, of course.) The lattice 4 n is also at the core of the well-known description of the irreducible representations of the symmetric group S n . For example, the multiplicity of the irreducible Specht module S * in the decomposition of the permutation module M + (Kostka number K *+ ) is not zero only if * p +; see Diaconis [5] , Macdonald [11] , and Sagan [14] , for instance.
In [11] (Ch. 1, Section 1) the following question is posed: for *, + partitions of n, let ? n be the probability that * p +. Does ? n Ä 0 as n Ä ? Apparently the problem has been open at least since around 1979, a year the first edition of the book was published. In the light of the Gale Ryser theorem, an equivalent form of Macdonald's question is``Let ? n be the probability that there exists a bipartite graph on (X, Y ) such that * and + are the nonincreasing sequences of vertex degrees for X and Y respectively. Does ? n approach zero? '' In this paper we prove that the answer to Macdonald's question is yes, assuming that *, + are both chosen from 4 n uniformly at random, and independently of each other. Not too surprisingly, the idea of our proof is to show that the limiting probability of the first k conditions in (1.1) approaches zero as k Ä , that is
A key ingredient is a theorem on the limiting joint distribution of the largest parts of * due to Fristedt [10] . In 1960, Erdo s and Gallai [6] found the necessary and sufficient conditions a partition * of an even n has to satisfy to be graphical, that is, to be a degree sequence of a simple graph. According to Nash Williams these conditions are equivalent to Attempting to prove Wilf 's conjecture, Erdo s and Richmond [8] found an expression for the limiting probability of the first k conditions (1.3) in a form of 2k-dimensional integral, thus reducing the original problem to the question whether, as k Ä , that integral's value c k converges to zero. Underscoring a delicate nature of the problem, the authors showed also that if the probability in (1.4) indeed goes to zero, it does so at least as slowly as n &1Â2 . Rousseau and Ali [13] undertook a detailed study of the Erdo s Richmond's integral and proved that lim c k 1Â4 and
The former bound means lim sup n Ä Pr(* is graphical)
and the latter bound implies that c k cannot approach 0 faster than
Barnes and Savage [2] discovered a recurrence-based algorithm for computing the total number of graphical partitions of n. The algorithm was efficient enough to demonstrate that for n ranging from 2 to 220 the fraction of graphical partitions steadily, but slowly, decreases from 0.5 to 0.3503..., the last number still noticeably exceeding Rousseau Ali's limiting bound 0.25.
In this paper we confirm Wilf 's conjecture by proving that, as Erdo s and Richmond expected, lim c k =0 indeed. We do so via a slight modification of the argument for Macdonald's conjecture. That the technicalities for resolving both conjectures are so similar is due to a discovery implicit in the Erdo s Richmond work, namely that the limiting joint distribution of the k largest parts in * and its dual *$ is the same as the one for the largest parts in two independent partitions.
In each of two proofs, we are able to show that because of Kolmogorov's zero-one law for the tail events of a sequence of independent random variables the limiting probability in question cannot be anything but 0 or 1. And then we use the Lindeberg central limit theorem to rule out 1. So our approach leaves open a question about the convergence rates for either of two probabilities.
That we are able to resolve the conjectures is largely due to the possibility to concentrate on the largest parts of the random partitions, and to existence of a powerful limit theorem for their joint distributions found in [10] , and [8] . In a recent paper [12] we proved a functional limit theorem for the whole partition *. And we used it to study the limiting distribution of some group-theoretical functionals on 4 n whose likely behavior is influenced by moderately sized parts. It seems likely that this theorem, or its extensions, might be helpful for asymptotical study of other interesting parameters of 4 n .
PROOFS
We begin with Macdonald's conjecture. It was shown in [10] that for k=o(n 1Â4 ) the joint distribution of (* 1 , ..., * k ), the k largest parts in *, is asymptotic, in terms of the Prohorov distance, to the joint distribution of
Here [W j ] j 1 is a time-homogeneous Markov Chain, with the density of W 1 and the transition density being given by
respectively. So the joint density of
Lemma.
[
where X 1 , X 2 , ... are i.i.d. independent random variables, each distributed exponentially with parameter 1.
Proof. Indeed,
Further, since X j+1 is independent of (X 1 , ..., X j ), for v u,
so that the density of log(
exp(e &u &e &v &v). K Analogous representation holds for [+ i ] 1 i k , with its own sequence
Thus, for every fixed k 1,
so to show that lim ? n =0, it suffices to prove that lim p k =0. Clearly, this will follow from Proposition.
Proof of Proposition. Introduce
By the strong law of large numbers, R j , R j $ Ä 0 almost surely. Therefore, there exists an increasing function }: N Ä N such that
The relation (2.1) is equivalent to
Denote the event in (2.2) by A m . On A m we have
and the analogous relation holds for S j $ . Therefore, for some absolute positive constant a, and k }(m),
Clearly then, we will prove that lim inf
almost never on A m when we demonstrate that
where
Then the proposition will follow by letting m Ä . (It will be transparent why log 2 k is a good choice in (2.3), compared to just an arbitrary f(k) Ä as k Ä .) Denote the event in (2.3) by A. A key observation here is that whether the event A happens or not does not depend on the values of X j , X j $ , ( j J ), no matter how large, albeit finite, J is. (To be precise, the set of sample points where such a dependence may exist has zero probability measure.) Indeed, for j>J,
Moving backward, the last sum on the right is O(S J &J ) 2 , and the second sum is almost surely O(|S J &J | log k) since lim j Ä R j (J )=0 almost surely, according to the strong law of large numbers. Therefore, almost surely,
And, using (2.4),
The analogous relations hold for the primed variables. So, denoting
we can write that
where A qA(J ) is the symmetric difference of the events A and A(J ).
Observe that A J is measurable with respect to [X j , X j $] j>J . Then, writing`a .a.'' for``almost always'' and``i.o.'' for``infinitely often,''
is a tail-event, and
By the definition of A, to do so it suffices to show that
for a positive constant b. For this we notice first that
Therefore, in probability,
So all we need to do is to estimate
We have
Clearly EU k =0 and
Let us check that for the sum U k in (2.5) the Lindeberg Feller condition holds, namely that for every =>0,
Indeed, the density of |X&X$| is e &|x| Â2, so that
and therefore the sum in (2.6) is of order
Let us show that the previous argument is easily adapted to confirm Wilf's conjecture. Let c k (n) denote the fraction of partitions * that satisfy the first k conditions in (1.3). Erdo s and Richmond [8] showed that, for each fixed k, there exists
given by
(2.7)
y i 132 (Rousseau and Ali [13] used this formula to compute the exact values for c 1 , c 2 , c 3 , and to show that lim k Ä c k 1Â4. The bound (1.5) was also deduced from (2.7) .) The authors of [8] obtained the formula (2.7) via extending a classical asymptotic (local limit-type) result found in 1942 by Auluck, Chowla and Gupta [1] (cf. Erdo s Lehner [7] ) and showing that about
partitions have
(Here p(n) denotes the total number of partitions *, that is p(n)= |4 n |.) Probabilistically this means that * 1 and *$ 1 are asymptotically independent! Furthermore, implicit in Erdo s Richmond's derivation of (2.7) was a proof that, for every fixed k, the distribution of
Here the k-long tuples (W 1 , ..., W k ), (W$ 1 , ..., W$ k ) are independent, with the respective densities
So we see that the formula (2.7) can be rewritten as
Using Lemma from Part I we represent
with X 1 , ..., X k , X$ 1 , ..., X$ k being all independent, exponentially distributed with parameter 1. Then the desired relation lim k Ä c k =0 is a consequence of the relation (2.1), in a complete analogy to Macdonald's conjecture. (That the primes are shifted around is, of course, inconsequential.) K Note. The Rousseau Ali's bound (1.5) is based on the observation that the first k conditions in (1.3) certainly hold if
and on the exact computation of the corresponding k-dimensional integral, with the same integrand as in (6), but with a simpler integration domain. It is easy to see that, in terms of the random variables X i , X i $ , the value h k of this simpler integral is given by
Remarkably, the generating function of the sequence h k is well known (see Feller [9] (Ch. 6, Section 8)), namely
And it follows then that
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