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Due  to its  major  safety  applications,  including  safe  driving,  mental  fatigue  estimation  is  a rapidly grow-
ing  research  topic  in the engineering  ﬁeld.  Most  current  mental  fatigue  monitoring  systems  analyze
brain  activity  through  electro-encephalography  (EEG).  Yet  eye  blink  analysis  can  also  be  added  to  help
characterize  fatigue  states.  It usually  requires  the  use  of additional  devices,  such  as EOG electrodes,
uncomfortable  to wear,  or more  expensive  eye  trackers.  However,  in  this  article,  a method  is proposed
to  evaluate  eye  blink  parameters  using  frontal  EEG  electrodes  only.  EEG  signals,  which  are  generally
corrupted  by ocular  artifacts,  are  decomposed  into  sources  by means  of  a source  separation  algorithm.
Sources  are  then  automatically  classiﬁed  into  ocular  or non-ocular  sources  using  temporal,  spatial  and
frequency  features.  The  selected  ocular  source  is back  propagated  in the  signal  space  and  used  to  localize
blinks  by means  of an adaptive  threshold,  and  then  to  characterize  detected  blinks.  The method,  validated
on  11  different  subjects,  does  not  require  any  prior  tuning  when  applied  to  a  new  subject,  which  makes  itental  fatigue subject-independent.  The  vertical  EOG  signal  was  recorded  during  an experiment  lasting  90 min  in  which
the  participants’  mental  fatigue  increased.  The  blinks  extracted  from  this  signal  were  compared  to those
extracted  using  frontal  EEG  electrodes.  Very  good  performances  were  obtained  with  a  true  detection  rate
of  89%  and  a false  alarm  rate  of  3%. The  correlation  between  the  blink  parameters  extracted  from  both
recording  modalities  was  0.81  in  average.. Introduction
During the realization of monotonous and repetitive tasks, men-
al fatigue, or reduced alertness, arises with growing time-on-task
TOT). This is a gradual and cumulative process that leads to shal-
ow or even impaired information processing and can therefore
esult in a signiﬁcant decrease in performance [13]. It can even pro-
uce major, life-threatening accidents when operators are driving,
ealing with heavy machinery or carrying out security procedures.
Several fatigue level physiological markers have been used by
onitoring systems. Amongst them are indices of cerebral activity,
uch as band power features recorded via electro-encephalography
EEG), which are early indicators of fatigue. Indices of ocular activ-
ty, such as spontaneous eye blink parameters, recorded via (near)
nfra-red eye-tracking systems or electro-oculography (EOG) are
lso useful for characterizing mental fatigue or drowsiness states
17]. Especially, eye blinks are well known indicators of arousal
∗ Corresponding author. Tel.: +33 476826415.
E-mail  address: Sylvie.Charbonnier@gipsa-lab.grenoble-inp.fr (S. Charbonnier).
ttp://dx.doi.org/10.1016/j.bspc.2014.08.007and cognitive state [19,13,2,6]. Indeed, their frequency, duration,
amplitude, closing or opening duration and speed parameters are
subject to ﬂuctuations depending on the operator’s mental fatigue
level [9,20]. All those measures of eye blink characteristics can be
performed using EOG, a technique that records variations in electric
potential that arise from eye movements [5,8]. In order to record
vertical eye movements, such as eye blinks, two  electrodes can
be placed, respectively, above and below one eye. Although very
efﬁcient, this technique raises some difﬁculties for the subjects.
Indeed, the use of sensors placed over the face can reduce the opera-
tors’ visual ﬁeld, which can therefore lead to poorer performances.
Moreover, EOG electrodes can be uncomfortable to wear, and it
seems unreasonable to expect people to wear them on a daily basis.
Another solution to monitor eye blink activity is the use of an eye
tracker. However this requires purchasing the device. This can be
a costly solution if several operators were to be equipped with a
mental fatigue monitoring device.The solution that is proposed in this paper is the use of scalp
electrodes, namely EEG electrodes, to record at once both cere-
bral and ocular activities, without the need for any other device.
A new method for eye blink detection and characterization that
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mould be applied for mental fatigue monitoring is proposed. This
ethod is based on signal recorded from frontal and fronto-
entral EEG electrodes, and includes signal processing steps such as
ource separation, source classiﬁcation, reconstruction of the ocu-
ar signal in the sensor space, and extraction of several eye blink
arameters.
Since most EEG studies only concentrate on cerebral activity,
hey usually consider EEG-recorded ocular activity as noise. In con-
equence, a huge proportion of the EEG literature focuses on how
o rid EEG data of those artifacts [12,14]. The earliest publications
oncerned off-line analyses, but there is an increasing number of
ublished works relating to online denoising systems [15], and
ven dedicated chips [22]. Several authors perform source sep-
ration in order to denoise their EEG data. Thus, [23] carry out
heir source separation step using the Second-Order Blind Iden-
iﬁcation algorithm (SOBI; [3]), and then extract four features on
0-s time segments to classify sources into cerebral and artifac-
ual ones using Support Vector Machines (SVMs). However, some of
heir features are computed with the use of a reference EOG signal.
herefore, they propose a method which is not completely EEG-
ased. As for [11], they perform their source separation using an
ndependent component analysis (ICA). Then, they decide for each
-s time segment whether a source is artifactual or not using the
umber of maxima and thresholds. Their method includes normal-
zation before the segmentation step, which seems unrealistic in a
eal-time application. Lastly, [25,26] also perform an ICA. However
hey use only one feature on 5-s time segments, namely entropy,
o perform their identiﬁcation of artifactual sources.
On top of their speciﬁc limitations, all those methods are focused
n an EEG denoising application. However, in this paper’s appli-
ation, removing ocular activity from the EEG data is considered
 loss of information. A few authors have published work related
o actually using this information. Hence, [21] detect the presence
f eye blinks in the EEG data using SVM in order to allow sub-
ects to control a wheelchair. Here, the blinks are just detected,
ut not characterized. Along the same lines, [16] detect horizon-
al eye movements from electrodes placed on the forehead in
rder to pilot a robot. Ref. [24] estimate glance from EEG to allow
ursor control by avoiding high-pass frequency ﬁltering which is
sually performed on the EOG signal to remove the long-term
rift. Therefore, they also use generally removed ocular informa-
ion present in the EEG signal. Thus, those articles introduce work
imed at using EEG-recorded ocular activity for motor-control
pplications.
The ocular activity can also be used to monitor an operator’s
ental state, such as its mental fatigue level. Still, to the best of our
nowledge, only two research teams have studied the use of ocu-
ar activity recorded on the scalp for mental state monitoring. Ref.
7] have recently published work that includes measuring the eye
link rate computed from EEG via an ICA, in order to estimate sev-
ral mental states. However, they do not provide the reader with
heir method, and they only perform a basic blink rate extraction
nd do not characterize the blinks. Ref. [1] propose a system placed
n the forehead that allows for both cerebral and ocular activities’
easurement. This system is intended to monitor one’s drowsi-
ess by detecting eye blinks along with power spectral measures.
owever, they do not detail their method as for blink character-
zation and parameters exploitation, and their system includes a
riven right leg (DRL) circuit, which is not realistic for a daily living
pplication.
In this paper, a new method to extract and characterize blink
ctivity from EEG signals usually used to monitor cerebral activity
s ﬁrst detailed. The validation process used to evaluate the per-
ormances is then presented. And ﬁnally, the results obtained on
ata from 11 different subjects undergoing an experiment where
ental fatigue increases are analyzed and discussed.2. Blink detection and characterization method
In order to detect and characterize the eye blinks using only the
EEG signal, several processing steps are performed. First, the signal
is split into epochs, from which a source separation step is per-
formed and a supervised classiﬁer is used to identify ocular sources.
Then, the data are back projected in the sensor space in order to exe-
cute blink segmentation. Lastly, blink characterization is executed.
The operational mode for blink detection is illustrated in Fig. 1.
2.1.  Source separation
The  EEG signal at time instant t is often written as the instanta-
neous linear combination of source signals:
x(t) =
Ns∑
i=1
aisi(t) + n(t) = As(t) + n(t) (1)
where  Ns is the number of sources, that coincides usually with
the number of electrodes Ns = Ne, so the unknown mixing matrix
A is square. n is some additive noise. By considering an epoch
of time, (1) can be written in matrix form using X = AS + N where
X = [x1. . .xNe ]T is a Ne × Nt EEG data matrix and S = [s1. . .sNe ]T is a
Ne × Nt source data matrix. The ith column of A, denoted ai, is the
spatial pattern of the ith source. The sources are estimated using
the relation:
s(t) = WTx(t) (2)
where  WTA ≈ INe .
The  ith column of W, denoted wi, is called a spatial ﬁlter: the
ith source waveform is then extracted as a linear combination of
electrode channels.
In  order to perform the source separation step, we selected a
common second-order statistic algorithm, the SOBI algorithm, for
its robustness to outliers and its efﬁciency on short time intervals
[10]. It is applied on 20-s epochs of EEG signal recorded from 11
frontal electrodes, with a sampling period Te. The signals are ini-
tially ﬁltered in the (0.5–40 Hz) band using a ﬁfth order Butterworth
ﬁlter. The SOBI algorithm assumes stationary and uncorrelated
sources for any time lag. It is solved by approximate joint diago-
nalization. In this work, it is computed using 10 time lags [4].
2.2.  Ocular source identiﬁcation
A  source is supposed to originate from ocular activity (OA) or not
(NOA). Each source is classiﬁed into OA or NOA  using a maximum
likelihood classiﬁer. Six features are extracted on each source.
The  NOA sources (i.e., EEG sources) are supposed to be Gauss-
ian, to affect all electrodes in a quite homogenous manner and to
have a small variance, whereas the OA ones are assumed to be non-
Gaussian, to greatly affect frontal electrodes and to present a high
variance. Thus, for each source, si with epochs that last for 20 s, the
following set of Nf = 6 temporal, spatial and frequency features is
computed:
(1) Kurtosis:
fi[1] =
k4(si)
[k2(si)]
2
(3)
Ntk˛(y) = 1Nt
∑
n=1
(y[n] − m(y))˛
where m(y) designates the temporal sample mean.
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tFig. 1. Blink detection
(2) Absolute skewness:
i[2] =
∣∣∣∣
k3(si)
[k2(si)]
3/2
∣∣∣∣ (4)
(3)  Dispersion:
i[3] = ||aˆi||1 (5)
here aˆi denotes the Ne × 1 estimated spatial pattern for the ith
ource, that is also equal to the ith column of W−T.
(4)  Propagation:
i[4] =
(1/Ne − 1)
∑Ne
e=1(|aˆi|[e] − ||aˆi||1)
2
||aˆi||1
(6)
(5)  Frequency ratio:
i[5] =
∫ 5
0.5
Pˆsi (f )df∫ 40
0.5
Pˆsi (f )df
(7)
here Pˆsi (f ) is an estimate of the power spectrum of si(t) computed
sing the Welsh periodogramm method (2-s window length, 50%
verlap).
(6) Percentile ratio:
i[6] =
Per99(si)
Per50(si)
(8)
here  Per˛(x) denotes the  percentile of the absolute value of x.
All  features are chosen in order to be insensitive to the source
bsolute amplitude and sign. It is assumed that each feature vector
 is drawn from a multivariate Gaussian distribution conditionally
o its class:
(f|ω = ωk) =
1
(2)Nf /2
√
|k|
e
−1/2(f−mk)T
∑−1
k
(f−mk) (9)
The  model parameters, the sample mean (mk) and the sample
ovariance matrix (k), of both classes OA and NOA were esti-
ated from a learning set. During the learning phase, an expert was
equired to visually annotate each source epoch si as originating
rom OA or NOA.
Since  equal priors P(ωk) are assumed, the class attributed to each
ource signal is simply given by maxωkϕ(fi|ω = ωk).
Once the Ne sources are classiﬁed, if several sources are classiﬁed
s originating from OA, the source with the highest probability of
elonging to the OA class is selected: i∗ = max
i∈J
ϕ(fi|ω = ωOA).
If no source is selected as an ocular source, then it is assumed
hat no blink occurred during the epoch.od: operational mode.
2.3.  Blink segmentation
If  an ocular source has been identiﬁed, its ocular activity is back-
projected to the sensor space using the relation:
Xeye = W−TD(ei∗)WTX (10)
D(ei*) is a diagonal matrix with binary diagonal elements given
by the vector ei*. ei* is a vector formed of Ne zeros except element
i* which is equal to 1.
Xeye expresses the impact of the ocular activity on the EEG elec-
trodes, cleaned from the EEG activity. This back projection is done
to obtain a signal whose amplitude is comparable from one epoch
to the next one. Indeed, in the source space, the information on
the source amplitude is not available. Furthermore, the demixing
matrix W is recomputed for each epoch.
When back projected in the signal space, the channel with the
highest magnitude in Xeye is considered to be the most relevant
signal for blink characterization: this signal is denoted xeye(t). Then,
xeye(t) is band-pass ﬁltered between 0.5 and 10 Hz using a 5th-order
Butterworth ﬁlter. A threshold is set to the value:
m +  median(|xeye − m|) (11)
where m = median(xeye) is the median amplitude value of the sig-
nal during the epoch. This thresholding allows the blinks to be
segmented by producing a set of time intervals [˛i, ˇi] whenever
the signal exceeds the threshold. Since the ocular activity does not
produce a Gaussian signal, the use of the median (instead of the
mean and standard deviation) in the detection threshold enables
the background noise level to be accurately estimated.
Let us note that the complete blink detection method, from
source separation to blink identiﬁcation, requires only one param-
eter to tune, , that sets the level of the detection threshold. This
parameter expresses the relative amplitude of an expected blink
compared to the signal background noise. It is not subject depend-
ent. The same value for  can be used for any subject.
2.4. Blink characterization
For  each blink interval [˛i, ˇi], the beginning time of the blink
tbi can be located by identifying the last zero-crossing of x˙eye in the
time interval [˛i − 0.5 s, ˛i] using the numerical derivative of xeye(t)
(Fig. 2). Identically, its ending time tei can be located by ﬁnding the
ﬁrst zero-crossing of x˙eye in the time interval
[
ˇi, ˇi + 0.5 s
]
. The
closure time of the eyelid tci is chosen as the ﬁrst zero-crossing of
x˙eye in the time interval [tbi, tei].
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wig. 2. Reconstructed signal used for eye blink characterization, its derivative and
iming parameters.
The parameters listed and deﬁned in Table 1 can be derived from
hese time instants [9,17,20].
.  Validation method
The  proposed method was applied on a dataset and the results
ere compared with the ones obtained using a vertical EOG (EOGV)
eference signal. The method was tested in a subject-independent
ashion, without any prior calibration. Indeed, it was  thought robust
nough to test its generalization capability..1. Data
The method was applied on 90 min  of signal recorded from
1 volunteers who underwent a working memory experiment
able 1
link  parameters, deﬁnition and computation.
Blink parameter Deﬁnition Computation
Amplitude (A) Max. btw beg & end max
t∈[tbi ,tei ]
xeye(t)
Duration (D) Time elapsed btw beg
&  end
tei − tbi
Duration 50 (D50) Time elapsed btw beg
&  end of 50% of the
blink’s  amplitude
t50ei − t50bi
Duration 80 (D80) Time elapsed btw beg
&  end of 80% of the
blink’s  amplitude
t80ei − t80bi
Closure duration (CD) Time elapsed btw beg
&  max
tci − tbi
Opening duration (OD) Time elapsed btw max
&  end
tei − tci
Mean closure velocity
(CV)
SE
∫
tci
tbi
dtx˙eye(t)
tci−tbi
Mean opening velocity
(OV)
SE
∫
tei
tci
dtx˙eye(t)
tei−tci
Max. closing velocity
(CVmax)
Highest instantaneous
CV
max
t∈[tci ,tei ]
x˙eye(t)
A/CVmax SE A/CVmax
tw, between; beg, beginning; SE, self-explanatory. tbi (resp. tei) is the time at
hich the signal xeye(t) starts to exceed % of the blink amplitude (resp. the time at
hich the signal xeye(t) starts to fall below % of the blink amplitude).authorized by the local ethics committee (Grenoble Hospital,
authorization number: 2012-A00826-37). They performed 736 tri-
als in which they had to memorize a list of 2 or 6 sequential digits
visually presented on a computer screen. In each trial was  inserted
a geometrical shape detection task. The total experiment lasted
90 min. Given that the task was  repetitive and stimulus poor and
that the experiment lasted 90 min, it was  presupposed that the
level of mental fatigue increased during the experiment. This was
conﬁrmed for each participant thanks to behavioral and subjec-
tive measures. Participants’ reaction times for the detection task
increased with growing time-on-task (p < .01). Participants were
also asked to answer a mental fatigue questionnaire (Karolinska
questionnaire) before, in the middle and at the end of the experi-
ment. They all declared to feel increasingly tired (p < .01; see [18],
for the detailed experimental protocol and results).
The EEG signal was recorded from the 11 following frontal
and fronto-central Ag–AgCl unipolar active electrodes positioned
according to the extended version of the 10–20 system on an
Acticap® (Brain Products Inc.): Fz, Fp1/2, F7/8, F3/4, FC5/6 and
FC1/2. In addition, the EOGV signal was recorded using two  verti-
cally aligned electrodes placed, respectively, above and below the
left eye. The reference and ground electrodes used for acquisition
were those of the Acticap, i.e., FCz for the reference electrode, and
AFz for the ground electrode, although the raw EEG signal was
band-pass ﬁltered between 1 and 40 Hz, and re-referenced to a
common average reference. Impedance was kept below 10 k for
all electrodes. The signal was ampliﬁed using a BrainAmpTM system
(Brain Products, Inc.) and sampled at 500 Hz with a 0.1 Hz high-pass
ﬁlter and a 0.1 V resolution. Regarding data allocation between
training and testing sets, only the 20 min  of the ﬁrst subject were
used as the training set. The remaining 70 min  of this subject, as
well as the 90 min  of the four other subjects were used as the test-
ing set. Signals were split into 20-s non-overlapping epochs. The
analyses were performed using Matlab (the 2010b version) and its
Signal Processing toolbox.
3.2.  Method
In  order to validate the method, the blink detection and blink
characterization steps were executed on both the EEG and the EOGV
data and the obtained results were compared. The steps applied on
the EEG data were detailed before; the ones applied on the EOGV
data are detailed below.
3.2.1.  Blink detection evaluation
As for detecting blink sections from the EOGV signal, ﬁrst the
signal was  band-pass ﬁltered between 0.5 and 10 Hz using the
same IIR ﬁlter applied on the EEG data. Then, a 100 V ﬁxed
threshold selected by visual inspection was  set. This threshold-
ing step performs blink segmentation. Intersections between the
temporal segments obtained from the EOG  signal and from the
EEG signal were then computed. When the intersection between
an EOG segment and an EEG segment was  empty, the blink was
considered a false negative, else it was  a true positive. When
the intersection between an EEG segment and an EOG one was
empty, then the detected blink was considered a false positive.
The true positive rate (TPR) is thus the number of true positives
divided by the number of EOG blinks. The false positive (FPR) rate
is the number of false positives divided by the number of EEG
blinks.
3.2.2. Blink characterization evaluation
The characterization step applied on the EOGV signal is the same
as the one applied on the EEG signal, i.e., the same parameters were
extracted. The parameters extracted from the EEG and from the
EOGV signals were compared using their correlation coefﬁcient,
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omputed on the true positives only. Indeed, some parameters do
ot have the same values and thus cannot be compared with a
ean comparison test. The amplitude of the EEG blinks (and thus
f all the features that use the amplitude, such as velocities) are
ifferent from the amplitude of the EOG blinks. A high correla-
ion coefﬁcient means that there exists a strong linear relationship
etween 2 parameters. The computation of correlation coefﬁcients
s extremely sensitive to large outliers, whose presence may  arti-
cially increase the value of the correlation. Therefore, the data
ere preprocessed prior to computing the coefﬁcients in order to
emove those extreme values that are due to EOG signal disruptions
etected as blinks. EOG blinks whose amplitude exceeded 1500 V
ere thus excluded.
.  Results
.1. Source classiﬁcation
Fig.  3 displays the distribution of the 6 features from the training
et in both classes. One can see that the temporal features (kurtosis,
kewness and percentile ratio) provide a very efﬁcient class separa-
ion. The frequency ratio is also a good discriminative feature, while
ispersion and propagation, although still discriminative, are more
verlapped. To evaluate classiﬁer accuracy, sources were extracted
rom each epoch of subject 1 and subject 2 and visually classi-
ed as ocular source or not. The percentage of correctly classiﬁed
ources is quite high with 97% for both subjects. This shows that the
hosen features allow a clear discrimination between ocular and
on-ocular classes and that the features are subject-independent.
ndeed,  although the learning step was achieved using data from
ubject 1, the results obtained with subject 2 are just as good in this
ase.
ig. 4. (A) Example of recorded signal. (B) Sources obtained using the SOBI algorithm on
dentiﬁed ocular source (here source 1 in B). (D) Reference signal (vertical electro-oculogFig. 3. Distribution of the 6 features used for source classiﬁcation.
4.2. Signal reconstruction & blink detection results
Fig. 4A–C shows the matrix of signals X (piled up using an off-
set), recorded on the 11 electrodes, the extracted sources and the
reconstructed signals Xeye. A zoom is done on 2 consecutive blinks.
In this case, the ocular source was identiﬁed as source 1. The sig-
nals that are highly impacted by ocular activity are Fp1 and Fp2,
 the previous signal. (C) Signal obtained in the sensor space by back projecting the
ram) for the same recoding period.
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tig. 5. Blink detection: True positive rate (TPR) in function of false positive rate
FPR) for each.
ocalized above the eyes, as well as Fz, F3, F4, F7 and F8. In con-
rast, FC1, FC2, FC5 and FC6 are almost not corrupted by the blinks.
he reconstructed signals are clearly EEG denoised. Xeye Fp1 and
p2 exhibit typical blink patterns while, in the original signals, the
link shapes are distorted by EEG waves. The method allows for
 very good reconstruction of the ocular activity signal from the
EG signal, as illustrated in Fig. 4C (Xeye Fp1) and D, which displays
he vertical EOG. The shapes of the 2 signals are very similar, even
hough their amplitudes are obviously different.
Blinks were extracted by setting the only tuning parameter, , to
0. The same value is used for every subject. Results are presented in
ig. 5, in which each dot represents the TPR as a function of the FPR
or one subject. One can see that they are very good with 89% of true
etections and 3% of false alarms, in average. The performances are
bout the same whichever subject is considered, except for subject
 who obtained poorer results. This shows that the method can be
pplied without any prior calibration for a large majority of new
ndividuals. Although the impact of the ocular activity on frontal
EG signals may  vary from one subject to another, the use of the
daptive threshold enables the parts of the signal that clearly stand
ut from the background noise, i.e., the blinks, to be automatically
elected. Let us note that the different subjects do not exhibit the
ame blinking characteristics. The number of blinks during the 90-
in  recording varies from 671 for subject 5 to 2913 for subject
. The poorest results are obtained for subject 5, with 70% of true
etection and 6% of false alarms. Subject 5 seldom blinks and his
links’ amplitude is rather small. An analysis of the blinks missed
y the method showed that most of them are blinks for which the
OG amplitude does not exceed 150 V. On the contrary, blinks of
arge amplitude are very well detected.
.3. Blink characterization results
Blink characterization results obtained for the 11 subjects are
resented as box and whisker plots in Fig. 6. For each box, the cen-
ral mark is the median, the edges are the 25th and 75th percentiles
nd the whiskers extend to the most extreme data points not con-
idered as outliers, whereas outliers are individually plotted with
rosses. The boxes summarize the correlation coefﬁcients obtained
or each subject between the features extracted from the EEG and
OGV signals. The parameters are presented in the following order:
1) A, (2) D, (3) D, (4) D80, (5) CD, (6) CV, (7) OD, (8) OV, (9) Vmax
nd (10) A/Ovmax. The results are very promising with correla-
ion coefﬁcients as high as 0.81 in average. More precisely, theFig. 6. Distribution of the correlation coefﬁcients between the EOG and EEG-
extracted parameters.
correlation coefﬁcients of amplitude, duration (D, D50 and D80),
mean closure velocity and maximal closure velocity, which are
very relevant parameters to detect mental fatigue, are higher than
0.88 in average. Since these parameters are highly correlated, when
performing online mental fatigue monitoring, indicators based on
these blink parameters extracted from EOG or EEG, are likely to
evolve in the same way  in time. The fact that the parameters, includ-
ing amplitude, are well correlated shows the importance of the back
projection in the signal space. Indeed, the blink amplitude com-
puted in the source space is only poorly correlated (about 0.60)
with the EOG blink amplitude. The poorest results are obtained for
subject 5 whose blinks are globally small and short.
An  illustration of the temporal evolution of the blink param-
eters computed on one of the subjects is given in Fig. 7. The
following parameters are presented: Blink frequency computed on
non-overlapping windows of 1 min  (i.e., the concatenation of 3 suc-
cessive epochs) on the upper left part, mean amplitude on 1 min
non-overlapping windows on the upper right part, mean duration
at 50% on the lower left part, and the product of the normalized
frequency by the normalized amplitude by the normalized D50%
on the lower right part. The normalized variable is computed as
the value of the variable divided by the value measured during the
ﬁrst minute of the recording. It provides a mental fatigue indica-
tor that gives some clue about the periods during which the eyes
are closed. The more frequent or longer or deeper the blinks are,
the higher the indicator is. Each variable is divided by its initial
value so as to make it count for the same amount in the indicator
and to have comparable EEG and EOG indicators. Thus, during the
recording’s ﬁrst minute, the indicator is equal to 1. The indicator
can be seen as an online indicator that compares the subject’s cur-
rent fatigue state with the fatigue state estimated during the ﬁrst
minute, when the subject has not spent any time on the task so far.
One can see on the ﬁgure that the parameters estimated from the
EOG signal or the EEG signals have the same evolution. Blink fre-
quencies are very similar. The amplitude evolves in the same way
but with a different value when extracted from EOG or from EEG.
Durations are globally similar except for a very different value at
time 19 min, probably due to an error made in the classiﬁcation of
the sources on one epoch. The mental fatigue indicators evolve in
the same way. One can see that they rapidly increase after 20 min
spent on the task, remain stable, and then increase again at the end
of the experiment, which conﬁrms the assumption that subject 5’s
mental fatigue level increased with time-on-task.
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. Discussion
In this article, a new method for detecting and characterizing eye
links recorded on the scalp through EEG is presented. The main
im of this method is to make use of an otherwise discarded ocular
nformation. This ocular information is of major interest to assess
ne’s mental fatigue state. To the best of our knowledge, no study
ad yet been conducted on how to characterize ocular activity from
EG recordings.
Since our goal is to characterize blinks and not only to detect
hem – which could be done using a fronto-polar EEG derivation,
he proposed method includes a source separation step, a source
lassiﬁcation step through the use of temporal, spatial and fre-
uency features, and an important back projection step in the
ensor space in which blink segmentation is performed via an
daptive thresholding process. Next, the blinks are characterized
y computing several parameters related to the blinks’ temporal
eatures. This processing chain enables us to reconstruct an EEG-
erived eyeblink very similar in shape to the EOG blink, since it has
een EEG denoised. It is thus possible to compute blink parameters
uch as closing velocity parameters, which are very useful to detect
rowsy states. The strengths of the processing chain are its subject-
ndependent usability, and the absence of calibration period. The
ata are processed on line: 20 s of signal are recorded and the whole
rocess, from source separation to blink characterization, is applied
n this epoch. Information on blinks is then updated every 20 s.
owever, it could be possible to make this process faster by using
verlapping epochs, for instance with 10-s overlaps.
The method was validated against a vertical EOG reference sig-
al. Detection performance was very high with an average goodEOG. Upper left part: blink frequency; upper right part: amplitude; lower left part:
detection  rate of 93.62% and a false alarm rate of 4.2%. The results
are particularly satisfying since they were obtained for 11 dif-
ferent subjects, with different blinking characteristics. Moreover,
the recordings were done when the subjects underwent a work-
ing memory experiment during which mental fatigue increased.
Very good characterization performances were also obtained, with
a correlation of 0.83 between EOG-extracted and EEG-extracted
eye blink parameters. The highest correlations were obtained for
the maximum instantaneous closing velocity, lid closing velocity
and amplitude. The lowest was  obtained for the opening duration.
This could be explained by the uncertainty to determine the time
parameter tei reﬂecting the blink end, because of the background
noise corrupting the EEG reconstructed signal. In any case, both
amplitude and duration characteristics were well estimated by the
method.
These good results show that both the source separation and
the classiﬁcation steps performed very well. The proposed features
analyze the signal source in the temporal domain using the kur-
tosis, the skewness and the ratio of percentiles. These features do
not consider the signal amplitude but only its distribution shape.
EEG (NOA) sources exhibit a Gaussian behavior, while blinks make
the OA source distribution asymmetric, with large tails. The ratio of
frequency analyzes the source in the frequency domain. Eye blinks
elicit power increases in the delta and theta range 0–8 Hz, which
makes the ratio of low frequencies on high frequencies much higher
for OA sources. Finally, dispersion and propagation are features
extracted from the mixing matrix A. They analyze the way  the sig-
nals are reconstructed from the sources. The amplitude of blinks
is higher than that of EEG waves. Thus, the coefﬁcients of the OA
sources are higher than the ones of the NOA sources.
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[From the obtained results, the proposed features seem to be
ubject-independent. Indeed, the learning set was  formed with
pochs selected from one subject, in the beginning of the exper-
ment. Results from one subject to the other are comparable.
lthough eye blink parameters vary with mental fatigue, the
eatures chosen to perform ocular source identiﬁcation remain
iscriminative even after a long time on task. No degradation in
erformance was observed at the end of the experiment when the
ental fatigue level was proved to be higher by behavioral indices.
Finally, the use of the adaptive threshold, recalculated for each
poch, makes the system self-regulating. The background noise is
valuated using the median of the absolute difference to the median
uring the epoch. The value for  is set to 10, which means that
links are detected as large outliers.
The system is able to detect, for each epoch of 20 s, whether
he subject has blinked or not. Indeed, for some subjects with a
ow blinking rate, it may  happen that no blink is present during
he epoch. This lack of blink is detected either during the classiﬁ-
ation step, where no source is detected as OA, or by the adaptive
hreshold, where no portion of signals exceeds the threshold.
One  limitation of the study is the number of subjects used
o validate the method. Only 11 subjects were available. Yet, the
umulated recordings lasted 990 min, and mental fatigue increased
or each subject, as shown by behavioral indices such as reaction
imes and accuracy. The obtained results can be regarded as quite
ufﬁcient for a proof of concept. One can suppose that the features
sed to select the ocular sources should remain discriminant in
dvanced drowsy states, where blink shapes become larger and
onger. Kurtosis should remain high because blinks, even long ones,
reate large variations which result in tails in the signal distribu-
ion. Long blinks make the signal asymmetrical, which result in a
igh skewness. The low on high frequency ratio should also remain
igh as well as the features extracted from the mixing matrix. Yet,
alidation on drowsy subjects would be necessary to make sure
hat the proposed method is still robust in this situation. Therefore,
nother experimental campaign has to be conducted to answer this
ssue in the near future.
To  conclude, the study was performed on data recorded from
ubjects that underwent an experiment in which the cognitive load
as modulated. They had to concentrate on information displayed
n the screen and were not physically active, which avoided the
ccurrence of recording artifacts. The developed method could be
irectly applied on operators who monitor complex systems dur-
ng long periods of time, such as air trafﬁc controllers or nuclear
lants operators, who have to concentrate during long periods on
nformation displayed on a screen. The new technology that is now
merging to record EEG in an easy and practical way, such as EEG
eadsets or caps with dry electrodes, enables us to envision an EEG
ystem that would monitor operators’ mental state for long periods.
he proposed method makes it possible to assess mental fatigue
r drowsiness with an indicator that combines information from
oth cerebral and ocular activities without using EOG electrodes,
hich would be difﬁcult to bear for a long period of time and which
ay impair the operators’ performances. In such applications, the
ource separation and automatic classiﬁcation steps proposed here
ould be used in two ways: to detect and monitor ocular activity,
ut also to EOG denoise the EEG signals, which is an essential step
rior to any EEG analysis. This would make the monitoring system
ompletely EOG free.
.  ConclusionThis article describes an innovative method for detecting and
haracterizing eye blinks using electrical activity measured from
he scalp through EEG electrodes using a source separation step
[and  a classiﬁcation step. Top performances are obtained in the
validation phase on different subjects, without any prior sub-
ject speciﬁc tuning. An online mental fatigue indicator computed
from both EEG and EOG signals is proposed. It allows compari-
son of the subject’s current mental fatigue state to a presupposed
non-fatigued initial state. Indicators calculated from EEG and EOG
signals evolved in a similar manner over time.
This method allows for a more practical mental state moni-
toring with the use of only one recording modality, namely EEG,
since blink activity can be monitored along with cerebral activity,
without the need for any other device.
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