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We investigate dynamical properties of a stochastic neural network model in which neurons
are connected by dynamic synapses that undergo short-term depression and facilitation. In
this model, the state of the neuron is described by a binary variable that represents the active
or resting state of the neuron and changes stochastically. Synaptic transmission eﬃcacy is
described by variables that represent the releasable neurotransmitters and the calcium con-
centration of the synaptic terminal. Here, we focus on a neural network with uniform connec-
tions, and we elucidate its neural dynamics, which is influenced by dynamic synapses. We
derive a macroscopic mean field model that approximates the overall behavior of the stochas-
tic neural network. We apply stability and bifurcation analyses to the macroscopic mean field
model, and we find that the network exhibits a variety of dynamical structures, including
ferromagnetic and paramagnetic states, as well as an oscillatory uniform state according to
the parameters that specify the noise intensity and the properties of the dynamic synapses.
We believe that the present study can be a potential milestone for future modeling studies on
various structured networks with dynamic synapses.
KEYWORDS: synaptic depression, synaptic facilitation,mean field model, neural network, bifurcation anal-
ysis
1. Introduction
Neurons contribute various types of information processing in the brain by transmitting
electric signals via synapses. Recent electrophysiological studies have shown that short-term
changes in the eﬃcacy of synaptic transmission occur with the consecutive activation of
∗E-mail address: katori@sat.t.u-tokyo.ac.jp
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presynaptic neurons.1–4) This dynamic property of synapses is called short-term plasticity,
and such synapses are called dynamic synapses. Short-term plasticity is caused by a transient
decrease in the amount of releasable neurotransmitters and by an increase in the calcium
concentration in synaptic terminals.3) Depending on the release probability of the neurotrans-
mitters, the eﬃcacy of synaptic transmission increases (short-term synaptic facilitation) or
decreases (short-term synaptic depression).2, 3) The distribution of facilitation and depression
synapses in the brain varies according to the regions of the brain. For instance, many facili-
tation synapses exist in the prefrontal robe and, whereas many depression synapses occur in
the parietal robe.4) The dynamics of short-term plasticity is mathematically modeled using
variables that represent the releasable neurotransmitters and calcium concentration, and the
model exhibits good agreement with physiological data.2)
The synaptic dynamics of depression-dominant synapses can be modeled using a sin-
gle variable that represents the releasable neurotransmitters. Synaptic depression is known to
enable neuronal gain control.5) Stochastic neuron models with depression synapses and the
corresponding mean field models have been proposed in previous studies, and their dynam-
ical properties have been investigated intensively.6, 7) For instance, in an associative network
model with depression synapses, synaptic depression causes the destabilization of a memory
retrieval state, resulting in state transitions among several memory patterns.7)
The dynamics of facilitation-dominant synapses is modeled using an additional variable
that represents the calcium concentration in synaptic terminal.2, 8) Synaptic facilitation is be-
lieved to enhance the working memory function in the prefrontal cortex.8) Furthermore, it
has been suggested that in a network with both depression and facilitation synapses, changes
in the eﬃcacy of dynamic synapses reorganize the eﬀective network structure, thereby con-
tributing to flexible information representation in the brain.9) Although stochastic neural net-
works with facilitation synapses have been studied,10) a comprehensive understanding of the
dynamics of neural networks with dynamic synapses has not been achieved.
In this study, we focus on stochastic neural networks with short-term depression and facil-
itation; in particular, we target a network with uniform connections. The properties of short-
term plasticity are characterized by parameters that specify the time constant of recovery from
an active state to a resting state of synapses. In mathematical models of short-term plasticity,
the diﬀerences between depression and facilitation can be specified using these parameters.
We investigate the eﬀect of these parameters on the behavior of neural networks. In the fol-
lowing sections, first, we explain the model of stochastic neural networks with short-term
depression and facilitation. Next, we derive the corresponding microscopic and macroscopic
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mean field models that approximate the dynamical properties of the stochastic model. Fur-
ther, we analyze structural details of the dynamical system in the macroscopic mean field
model, and we show its dependence on parameters that specify the noise level in the network
and the properties of dynamic synapses. Finally, we discuss an interpretation of results of the
analyses and discuss future studies.
2. Model
In this study, we use a recurrent neural network comprising N neurons. The state of the
ith neuron at time t is denoted by the variable si(t), which represents a resting state (si(t) = 0)
or an active state (si(t) = 1) of the neuron. The state changes according to the equations
Prob[si(t + 1) = 1] = gβ[hi(t)], (1)
gβ[hi(t)] = 12 (1 + tanh[βhi(t)]) , (2)
where hi(t) = ∑Nji Ji, j[2s j(t)x j(t)uj(t)/Use − 1] represents the total input for the ith neuron;
1/β = T , the noise intensity; and Ji j, the strength of the connection from the jth neuron to the
ith neuron. We use a phenomenological model in which the variables xi(t) and ui(t) denote
the changes in the synaptic transmission eﬃcacy.2, 8, 10)
Figure 1 shows the mechanism of synaptic transmission with short-term plasticity. In the
resting state of synapses, the synaptic terminal is filled with synaptic vesicles containing neu-
rotransmitters. When a presynaptic neuron fires, the action potential propagates along the
axon and activates the synapses located at the terminals of this axon. The activated synapses
induce postsynaptic currents in the postsynaptic membrane. This synaptic transmission is car-
ried out by the flow and diﬀusion of chemical components. The arrival of the action potential
opens voltage-dependent calcium ion channels in the presynaptic membrane, and the calcium
ions flow into the synaptic terminal. A chemical reaction with the calcium ions causes a fu-
sion of the vesicles and the presynaptic membrane, and the neurotransmitters are released
into the synaptic cleft. Then, the released neurotransmitters bind receptors in the postsynap-
tic membrane and induce postsynaptic currents in the connected neuron. Finally, the vesicles
are restored and the calcium ions are evacuated so as to recover the resting state.
If many action potentials arrive in a short period of time, the calcium concentration in the
synaptic terminal and the ratio of releasable neurotransmitters will change transiently; thus,
the synaptic transmission eﬃcacy increases or decreases transiently.
The properties of dynamic synapses activated by the ith neuron are modeled using the
variables xi and ui, which represent the ratio of releasable synaptic vesicles and the calcium
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concentration, respectively. The ratio of releasable neurotransmitters xi decreases with the
activation of the synapse triggered by an action potential. This decrease is proportional to
the calcium concentration. If no other action potentials arrive at this synapse, xi recovers its
steady state xi = 1 with a time constant τR. The calcium concentration ui increases with the
activation of the synapse and recovers its steady state ui = Use with a time constant τF . This
dynamics can be described by the following equation:2, 8, 10)
xi(t + 1) = xi(t) + 1 − xi(t)
τR
− si(t)xi(t)ui(t), (3)
ui(t + 1) = ui(t) + Use − ui(t)
τF
+ Use(1 − ui(t))si(t). (4)
The eﬃcacy of synaptic transmission is determined by the product of xi(t) and ui(t); the
eﬃcacy decreases (depression synapses) or increases (facilitation synapses) according to the
parameters τR, τF, and Use. In this study, we set Use = 0.1.
3. Mean Field Theory
Here, we derive a dynamic mean field model that approximates dynamics of the stochastic
neural network with dynamic synapses. First, we derive the microscopic mean field model and
its fixed point. Then, we derive the macroscopic mean field model that describe the dynam-
ics of uniformly connected neurons. In addition, we derive the Jacobian matrix for stability
analysis.
3.1 Microscopic Mean Field Model
We derive the microscopic mean field model by taking the noise average of each variable
in the stochastic neural network model as follows. The mean field model corresponding to
equations (1) and (2) is given by
〈si(t + 1)〉 = gβ[〈hi(t)〉], (5)
〈hi(t)〉 =
N∑
ji
Ji j[2〈s j(t)x j(t)uj(t)〉/Use − 1]. (6)
Similarly, we obtain the following equations corresponding to equations (3) and (4).
〈xi(t + 1)〉 = 〈xi(t)〉 + 1 − 〈xi(t)〉
τR
− 〈si(t)xi(t)ui(t)〉, (7)
〈ui(t + 1)〉 = 〈ui(t)〉 + Use − 〈ui(t)〉
τF
+ Use〈(1 − ui(t))si(t)〉. (8)
Here, we consider the correlations among the variables ui(t), xi(t), and ui(t) by separating
them into three pairs. The state of si(t) is determined by the state of other neurons in the
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previous time step. The state of xi(t) and ui(t) are determined by the state of each variable
in the previous time step. Thus, the correlation between si(t) and xi(t) is of the order 1/N,
and this correlation disappears as N → ∞.6) Similarly, the correlation between si(t) and
ui(t) also disappears as N → ∞. Further, the correlation between xi(t) and ui(t) is known
to be negligible.11) Accordingly, we assume that the correlations among these variables are
negligible and that the following independent relations of variables hold.
〈si(t)xi(t)ui(t)〉 = 〈si(t)〉〈xi(t)〉〈ui(t)〉, (9)
〈si(t)ui(t)〉 = 〈si(t)〉〈ui(t)〉. (10)
By using these relations, the microscopic mean field model is derived as
mi(t + 1) = gβ
⎡⎢⎢⎢⎢⎢⎢⎣
N∑
ji
Ji j
(
2mj(t)Xj(t)U j(t)/Use − 1
)⎤⎥⎥⎥⎥⎥⎥⎦ , (11)
Xi(t + 1) = Xi(t) + 1 − Xi(t)
τR
− mi(t)Xi(t)U j(t), (12)
Ui(t + 1) = Ui(t) + Use − Ui(t)
τF
+ Use(1 − Ui(t))mi(t), (13)
where mi(t) = 〈si(t)〉, Xi(t) = 〈xi(t)〉, and Ui(t) = 〈ui(t)〉.
We denote the steady state for the microscopic mean field model by m¯i, ¯Xi, and ¯Ui. The
steady state for equations (12) and (13) are given by the following equations.
¯Xi =
1
1 + τR ¯Uim¯i
, (14)
¯Ui =
Use(1 + τFm¯i)
1 + τFUsem¯i
. (15)
By using these equations, the steady state equation of mi is obtained as
m¯i = gβ
⎡⎢⎢⎢⎢⎢⎢⎣
N∑
ji
Ji j
⎛⎜⎜⎜⎜⎜⎝ 2m¯ j(1 + τFm¯ j)1 + (τF + τR)Usem¯ j + UseτFτRm¯2j − 1
⎞⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎦ . (16)
3.2 The Macroscopic Mean Field Model for a Network with Uniform Connections
We consider a network with uniform connections in which the coupling strength Ji j is
given by
Ji j =
J0
N
, (17)
where J0 = 1 is the strength of the uniform connection. Here, we derive equations for the
macroscopic mean field model and its steady state. Because of the symmetry of the synaptic
connection given by equation (17), the variables mi, Xi, and Ui in the microscopic mean
field model can be replaced by their average values m0 = 1N
∑N
i=1 mi, X0 = 1N
∑N
i=1 Xi, and
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U0 = 1N
∑N
i=1 Ui. The macroscopic mean field model for a network with uniform connections
is given by
m0(t + 1) = Fm(m0(t), X0(t),U0(t)), (18)
X0(t + 1) = FX(m0(t), X0(t),U0(t)), (19)
U0(t + 1) = FU(m0(t), X0(t),U0(t)), (20)
where
Fm(m, X,U) = gβ
[
J0
(
2
Use
mXU − 1
)]
, (21)
FX(m, X,U) = X + 1 − X
τR
− mXU, (22)
FU(m, X,U) = U + Use − U
τF
+ Use(1 − U)m. (23)
The steady state for the macroscopic mean field model is obtained by modifying equation
(16) as follows:
m¯ = gβ
[
J0
(
2m¯(1 + τFm¯)
1 + (τF + τR)Usem¯ + UseτFτRm¯2 − 1
)]
. (24)
The solution of equation (24) with respect to m gives the steady state m¯0. By substituting m¯0
in the following steady state equations for ¯X0 and ¯U0,
¯X0 =
1
1 + τR ¯U0m¯0
, (25)
¯U0 =
Use(1 + τFm¯0)
1 + τFUsem¯0
, (26)
we can obtain the steady state ¯X0 and ¯U0.
To investigate the stability of the steady state obtained using equation (24), we consider
small deviations δmi(t), δXi(t), and δUi(t) around the steady state as follows:
m0(t) = m¯0 + δmi(t), (27)
X0(t) = ¯X0 + δXi(t), (28)
U0(t) = ¯U0 + δUi(t). (29)
We obtain the following locally linearized equations by considering the small deviation
around the steady state and by neglecting the higher order component.⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
δm0(t + 1)
δX0(t + 1)
δU0(t + 1)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = K
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
δm0(t + 1)
δX0(t + 1)
δU0(t + 1)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , (30)
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where K is the Jacobian matrix,
K =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Kmm KmX KmU
KXm KXX KXU
KUm KUX KUU
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , (31)
and the elements of this matrix are given by
Kmm =
∂Fm
∂m
= g′β[h]
2J0
Use
XU, (32)
KmX =
∂Fm
∂X
= g′β[h]
2J0
Use
mU, (33)
KmU =
∂Fm
∂U
= g′β[h]
2J0
Use
mX, (34)
(35)
where
g′β[h] =
β
2
(
1 − tanh2(βh)
)
, (36)
h = J0
(
2
Use
XUm − 1
)
. (37)
Further, the remaining matrix elements are given by
KXm = −UX, (38)
KXX =
(
1 − 1
τR
)
− mU, (39)
KXU = −mX, (40)
KUm = Use(1 − U), (41)
KUX = 0, (42)
KUU =
(
1 − 1
τF
)
− Usem. (43)
By using this Jacobian matrix, we analyze the stability of the steady states.
4. Results
In this section, we analyze the steady state and its stability in a network with uniform
connections. In particular, we analyze the changes in the structure of the dynamical system
according to the parameters T , τF, and τR. First, we examine the steady states (fixed points) in
the macroscopic mean field model by using graphical solutions of the steady state equation.
Then, we analyze the stability of the steady states, including the oscillatory state, by using
bifurcation and phase diagrams.
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4.1 Graphical Solutions for Steady States
Equation (24) holds for the steady states of the macroscopic mean field model. The steady
states can be graphically obtained as the cross section of curves given by equations
M = m¯, (44)
M = gβ
[
J0
(
2m¯(1 + τFm¯)
1 + (τF + τR)Usem¯ + UseτFτRm¯2 − 1
)]
. (45)
Figure 2 shows the graphical solutions of equations (44) and (45) when we set U se = 0.1 and
τR = 13. Regardless of βJ0, the curves pass through the point (m˜, 0.5), where m˜ satisfies the
equation
(UseτR − 1)τFm˜2 + ((τF + τR)Use − 2) m˜ + 1 = 0. (46)
The structure of the steady states depends on the value of m˜. If τF = 0, m˜ satisfies m˜ =
1/(2 − τRUse).6) If τRUse < 1, m˜ satisfies 0.5 < m˜ < 1.0, and two steady states appear: one
is on M < 0.5 and the other is on M > 0.5.6) On the other hand, if τRUse > 1, m˜ satisfies
1.0 < m˜; then, regardless of the value of T , there exists one steady state (Fig. 2(a)).
The dependence of the fixed points on T qualitatively changes at τF = τ∗F satisfying
m˜ = 0.5, where τ∗F is given by
τ∗F =
2UseτR
2(1 − Use) − UseτR . (47)
If τF < τ∗F, m˜ satisfies m˜ > 0.5 (Figs. 2(b, c)). In this range of τF, one steady state appears on
m0 < 0.5 and two steady states appear on m0 > 0.5 in a low noise range (T ≈ 0.2). The steady
states appear on m0 > 0.5 disappear as T increases. When τF = 5 (Fig. 2(c)), three steady
states coexist in a certain noise range (T ≈ 0.7). If τF > τ∗F , m˜ satisfies m˜ < 0.5 (Fig. 2(d)).
In this range, one steady state appears on m0 > 0.5 and two steady states appear on m0 < 0.5
in a low noise range (T ≈ 0.2). As T increases, the steady state that appears on m0 > 0.5
continuously approaches m0 = 0.5, and the steady states that appear on m0 < 0.5 disappear.
The stability of these steady states is analyzed in the next subsection.
4.2 Stability Analysis
Here, we analyze the stability of the steady states (fixed points) in the macroscopic mean
field model via eigenvalue analysis of the Jacobian matrix given by equations (31) - (43).
Figure 3 shows the qualitative diﬀerences in the bifurcation diagrams with respect to the
noise intensity T by changing τF from 0 to 20, when we set Use = 0.1 and τR = 13.
If τF = 0 (Fig. 3(a)), the unique stable fixed point that corresponds to a low active state
exists on m0 < 0.5, and m0 increases with T .
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If τF = 2 (Fig. 3(b)), in addition to the stable fixed point with m0 < 0.5, two fixed points
that correspond to highly active states (m0 > 0.5) appear in the low noise range (T < 0.098):
one is stable, while the other is unstable. Thus, the network has a bistable state with high
and low active states in the low noise range. Here, we define a ferromagnetic state (ferro)
as this bistable state of m0, and we define a paramagnetic state (para) as the monostable
state. As T increases, the stable fixed point that appears on m0 > 0.5 destabilizes via the
Neimark-Sacker (NS) bifurcation at T = 0.098. A quasi-periodic orbit seems to appear with
the NS bifurcation but to disappear with the homoclinic bifurcation immediately after the
NS bifurcation. Further, the pair of unstable fixed points with m0 > 0.5 disappears via the
saddle-node (SN) bifurcation at T = 0.122.
When τF = 3 (Fig. 3(c)), the oscillatory state appears. The stable fixed point with m0 < 0.5
becomes unstable via the NS bifurcation at T = 0.828 as T increases. The oscillatory uniform
(OU) state appears at T = 0.819, and it exhibits quasi-periodic oscillation on an invariant
circle. There exists a bistable state of the stable fixed point and the quasi-periodic orbit on the
region from T = 0.819 to T = 0.828. The OU state disappears via the NS bifurcation as T
increases (T = 1.082).
When τF = 5 (Fig. 3(d)), in a certain range of T around T ≈ 0.7, three fixed points
coexist. The stable fixed point that appears on m0 < 0.5 in the low noise range becomes
unstable via the NS bifurcation at T = 0.728, and the unstable fixed point disappears via the
SN bifurcation at T = 0.731 as T increases. Here, a pair of saddle fixed points appears at
T = 0.636: one stabilizes via the NS bifurcation at T = 1.045 and the other disappears via
the SN bifurcation at T = 0.731.
If τF = τ∗F = 5.2 (Fig. 3(e)), a fixed point exists on m0 = 0.5, independent of T . The
system exhibits a transcritical (TC) bifurcation in which two fixed points cross each other at
T = 0.531. The saddle fixed point with m0 = 0.5 has two stable directions and one unstable
direction below the TC bifurcation point; it acquires one stable direction and two unstable di-
rections above the TC bifurcation point. The other saddle fixed point that appears on m0 > 0.5
below the TC bifurcation point has one stable direction and two unstable directions; it ac-
quires two stable directions and one unstable direction on m0 < 0.5 above the TC bifurcation
point.
If τF = 6 (Fig. 3(f)), the fixed point that appears on m0 > 0.5 in the low noise range
continuously changes to the fixed point that exists m0 ≈ 0.5 in the high noise range.
If τF = 12 (Fig. 3(g)), the OU state appears around the fixed point with m0 > 0.5 near the
NS bifurcation point at T = 0.415. As T increases, the OU state disappears at T = 0.445 via
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the homoclinic bifurcation. The orbit converges to the stable fixed point that corresponds to
a low active state. As T increases further, the OU state reappears again at T = 0.595 via the
homoclinic bifurcation.
If τF = 20 (Fig. 3(h)), the OU state disappears. The stable fixed point that corresponds to
the highly active state with m0 > 0.5 exists over the entire range of T .
Figure 4 shows a bifurcation diagram for comparison between the macroscopic mean
field model and the simulation when we set Use = 0.1, τR = 13, τF = 6, and N = 104. For
the initial state of the simulation, we use two conditions: si(0) = 1, xi(0) = 1, ui(0) = Use
and si(0) = 0, xi(0) = 1, ui(0) = Use. The average of si(t) for neurons s0(t) = ∑Ni=1 si(t)
in the simulation exhibits a good agreement with the corresponding variable m0(t) in the
macroscopic mean field model. We have confirmed that the simulation result becomes closer
to the macroscopic mean field model when we increase N.
Figure 5 shows a typical oscillatory uniform state for Use = 0.1, τR = 13, τF = 6, and
T = 0.8 in the simulation with N = 104 and in the macroscopic mean field model. The
dots in Fig. 5(a) indicate the active state of the neuron with si(t) = 1. The averages of the
variables in the simulation, s0(t)[= 1N
∑N
i si(t)], x0(t)[= 1N
∑N
i xi(t)], and u0(t)[= 1N
∑N
i ui(t)],
exhibit regular oscillation (Fig. 5(b)). The corresponding macroscopic mean field model also
exhibits the oscillation in a quasi-periodic orbit (Fig. 5(c)). Figure 5(d) shows the orbits in
the state space, which indicate good agreement between the simulation and the macroscopic
mean field model.
The (T, τF) phase diagram in Fig. 6 shows the sets of bifurcation points and the distri-
bution of the OU state obtained by brute force methods. The parameter points that the orbit
converges to the OU state are indicated by the dots in Fig. 6. The set of the NS bifurcation
points well separates the region of the OU state. In the region of the saddle-node bifurcation
on the invariant circle, the OU state is well separated by the SN bifurcation set. The two sets
of the SN bifurcation disappear at the cusp point.
Figure 7 shows the (T, τF) phase diagram when we set τR = 16 and 10. The region of the
OU state increases (decrease) as τR increases (decreases).
5. Discussion
In this study, we investigated the dynamic properties of a stochastic neural network with
short-term depression and facilitation by using the macroscopic mean field model to approx-
imate the properties of the stochastic model. We analyzed the behavior of the network in
a broad range of parameters that specify the noise intensity and the properties of dynamic
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synapses. We found that the network with dynamic synapses exhibits a variety of dynam-
ics, including ferromagnetic (bistable), paramagnetic (monostable), and oscillatory uniform
states, and that its properties change with various types of bifurcations.
The present model is a extension of the model with depression-dominant synapses, the
synaptic dynamics of which is described by the variable x that represents the ratio of re-
leasable synaptic neurotransmitters.6) In addition to x, the model used in the present study is
described by the variable u that represents the calcium concentration in the synaptic terminal.
If τF is set to 0 in the present model, it is equivalent to the model with depression-dominant
synapses. In the depression-dominant range with small τF(τF ≈ 2), the system exhibits a fer-
romagnetic state in the low noise range and a paramagnetic state in the high noise range, and it
is equivalent to the previous model with depression-dominant synapses.6) The previous study
on depression-dominant synapses reported the presence of an oscillatory uniform state with a
small amplitude, whereas the present study revealed that the model with facilitation synapses
exhibits a large amplitude of oscillation over a broad range of parameters. This result suggests
the importance of facilitation synapses in the generation of oscillation of neurons, which is
broadly observed in the brain and is possibly related to various brain functions.
In the facilitation-dominant range with a large value of τF(τF ≈ 20), the region of the
ferromagnetic state is expanded (Fig. 6). This ferromagnetic state is the bistable state with
the resting state of neurons and the active state in which neurons send excitatory signals to
one another and maintain their activity. The mechanism of this bistable state is equivalent
to the mechanism of the working memory in the brain.12) The present model is consistent
with the previous modeling study, which reported that the function of the working memory is
enhanced by short-term facilitation and that the oscillatory state is also induced by short-term
facilitation.8)
Although, the previous studies do not investigate functional roles of diﬀerence between
the depression dominant range and the facilitation dominant range, we have systematically
studied its diﬀerence and found rich dynamical properties based on the mean field theory and
the bifurcation analysis in the uniform network. The finding of the present analyses would
provide fundamental perspectives for future analyses of structured networks with dynamic
synapses, e.g., an associative memory network.7, 13)
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Fig. 2. Graphical solutions to indicate the steady states for U se = 0.1, τR = 13, and τ∗F = 5.2. The curves
in each panel are given by equation (45). The diagonal lines correspond to equation (44). The closed and open
circles of intersections of the curves and the diagonal lines indicate stable and unstable fixed point, respectively.
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Fig. 3. (Color Online) Bifurcation diagrams with respect to T that show changes in the dynamical structure
of the macroscopic mean field model with U se = 0.1 and τR = 13. The solid and dashed lines indicate stable
and unstable fixed points,respectively. The dots indicate the orbits of the oscillatory state. The open circles
indicate the maximal and minimal values of the oscillatory state. The filled circles indicate the saddle-node
(SN), Neimark-Sacker (NS), and transcritical (TC) bifurcation points.
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Fig. 4. (Color online) A comparison between the simulation (N = 10 4) and the macroscopic mean field
model. The curves, dots, and circles indicate the fixed points, orbits, and maximal or minimal values of the
orbit in the macroscopic mean field model, respectively. The crosses and squares indicate the corresponding
simulation results.
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Fig. 5. (Color online) Typical oscillatory uniform (OU) state with U se = 0.1, τR = 13, τF = 6, and T = 0.8.
(a, b) the simulation result with N = 104. (a) A raster plot. The state si(t) = 1 is represented by dots. 50 of 104
neurons are displayed. (b) Time courses of the population average of each variable in the simulation. The thick,
thin, and dashed curves indicate s0(t), x0(t), and u0(t), respectively. (c) Dynamics of the macroscopic mean field
model. The thick, thin, and dashed curves indicate m 0(t), X0(t), and U0(t), respectively. (d) Distribution of orbits
in the state space. The simulation result is indicated by dots. The invariant circle in the macroscopic mean field
model is indicated by the solid line.
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Fig. 6. (Color online) (T, τF) phase diagram with Use = 0.1 and τR = 13. The dots indicate the distribution
of the OU state. The solid and dashed curves indicate the saddle-node (SN) bifurcation and the Neimark-Sacker
(NS) bifurcation sets, respectively. The thin dashed lines indicated by (b) to (h) correspond to the bifurcation
diagrams with respect to T in Fig. 3. The OU state indicated by (5) is shown in Fig. 5
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Fig. 7. 　(T, τF) phase diagrams for (a)τR = 16, (b)τR = 10. The format of the diagrams is the same as that
in Fig. 6.
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