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Abstract 
A numerical framework has been developed to simulate the mixing of supercritical and transcritical fluids using an 
equation of state based on statistical associating fluid theory. In a Diesel engine the liquid fuel is injected into 
supercritical air. After the injection, the Diesel is heated over its critical temperature reaching a supercritical state. 
Modelling real-fluid effects is critical in order to properly characterize the air/fuel mixing in the combustion chamber. 
By using the PC-SAFT EoS (Perturbed Chain Statistical Association Fluid Theory Equation of State) real fluids 
effects can be taken into account in a CFD simulation. The PC-SAFT EoS shows best results than cubic EoS 
computing liquid density, compressibility, speed of sound, vapor pressures and density derivatives. Unlike cubic 
EoS, this model accounts for the shape and size of the molecules. Gas, liquid, supercritical and vapor-liquid 
equilibrium states can be simulated. PT FLASH (Isothermal Multiphase Flash Calculation) is applied to compute 
the phase diagram used by the code. Shock tube problems were conducted in a wide range of pressures and 
densities using n-dodecane to show the capability of the developed algorithm. The results were compared with the 
solution of an exact Riemann solver which has the PC-SAFT EoS implemented showing a high degree of 
agreement. In addition, a two-dimensional simulation of supercritical nitrogen jet mixing was carried out to check 
the multidimensional capability of the code. 
Keywords 
Supercritical, transcritical, PC-SAFT EoS 
1. Introduction
Small soot particles generated in Diesel engines are linked to important health issues such as heart attacks, 
premature death, bronchitis or asthma among children. Recent studies [1] has shown that a supercritical Diesel 
combustion can reduce the emissions of particulate matter and nitrogen oxides. The significant reduction (or even 
almost disappearance) of the fuel vaporization time has been linked with reduced harmful emissions [2, 3] while at 
the same time, it may improve engine thermodynamic efficiency due to engine operation at higher compression 
ratios. 
In Diesel engines the liquid fuel is injected into air that has pressure and temperature conditions higher than the 
critical point of the fuel. The liquid injection temperature is lower than the fuel critical temperature but as the liquid 
is heated up, it may reach supercritical temperature before its full vaporisation. This process is known as transcritical 
injection. A single fluid or a mixture reaches a supercritical state when the pressure and the temperature exceed its 
critical values. Under such conditions, the repulsive atomic forces overcome the surface tension, resulting in the 
existence of a single phase. A supercritical phase shows properties of both gases and liquids (e.g., gas-like 
diffusivity and liquid-like density). 
Simulating supercritical flows makes necessary the implementation of a real-gas equation of state (EoS), which 
takes into account the intermolecular repulsive forces in the relationship among pressure, density and temperature. 
Nowadays, cubic EoS are standard to compute supercritical and transcritical thermodynamics in CFD simulations. 
Soave-Redlich-Kwong and Peng-Robinson EoS are widely utilised. By using the Péneloux volume correction [4], 
the low values of liquid density provided by the original version of these models can be fixed, but the calculation of 
gas compressibility factors and pressure derivatives are still inaccurate [5]. 
In the last few decades more advanced models have been developed. The SAFT EoS is an advanced molecular 
model which can precisely compute the thermodynamic properties of complex mixtures. It is based on the 
perturbation theory extensively studied by Wertheim [6-9].  Chapman et al. [10, 11] developed this EoS by applying 
Wertheim’s theory and extending it to mixtures.  
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In the SAFT model the reference fluid is formed by spherical segments of equal size. Then attractive forces are 
added between molecules. After this, chains are forms with hard-sphere segments and finally associative forces 
are added between molecules. Figure 1 shows a physical representation of the different contributions. 
 
 
   
Figure 1. Physical description of the attractive and repulsive contributions of the SAFT EoS and the PC-SAFT EoS [12] 
 
Many variants of the SAFT model exist. Among them, the PC-SAFT EoS (Perturbed Chain Statistical Association 
Fluid Theory EoS) is the one implemented here. In this variant, hard chains are used as the reference fluid instead 
of hard spheres. The SAFT EoS compute the attractive interaction between individual molecules and chain 
segments while in the PC-SAFT EoS the interactions between entire molecules are considered. This improves the 
thermodynamic description of chain-like fluid mixtures [12].   
 
Although this EoS is based on advance molecular theory, only three parameters of each component have to be 
specified to compute the thermodynamic properties of the mixtures. The performance of the PC-SAFT model is 
superior to cubic EoS computing heat capacities, speed of sound, pressure-volume derivative and pressure-
temperature derivative [13]. The results for gas Z-factors and compressibility are more accurate as well. It shows a 
good prediction of liquid densities and pure component vapor pressures. Additionally, it accounts for the shape and 
size of the molecules as it is based on statistical mechanics. 
 
2. Mathematical formulation 
The Navier-Stokes equations for a non-reacting multi-component mixture containing N species in a 2D flow are 
given by: 
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where  is the fluid density, u and v are the velocity components, p is the pressure, E is the total energy, iJ is the 
mass diffusion flux of species i, is the deviatoric stress tensor and q is the diffusion heat flux vector. 
A finite volume scheme is employed in this work. The PC-SAFT EoS is implemented in order to simulate supercritical 
and transcritical states. Operator splitting is adopted to divide the physical processes into hyperbolic and parabolic 
sub-steps. The global time step is computed using the CFL criterion of the hyperbolic operator.    
2.1. Hyperbolic sub-step 
The HLLC solver is used to solve the Riemann problem. The conservative variables are interpolated onto the cell 
faces using a fifth-order WENO (Weighted Essentially Non-Oscillatory) scheme due to its high order accuracy and 
non-oscillatory behaviour. Time integration is performed by using a third order TVD RK (Total Variation Diminishing 
Runge-Kutta) method.  
 
2.2. Parabolic sub-step 
The method developed by Chung et al. [14] is used to calculate the values of the dynamic viscosity and thermal 
conductivity of the mixture. In order to compute the diffusion coefficient the model of Riazi et al. [15] is utilised. A 
TVD scheme of third order is used to perform the time integration of this sub-step. The diffusion fluxes are computed 
conservatively using a second order method. 
 
2.3. PC-SAFT EoS 
In perturbation theory, the potential energy of the molecular fluid is described as the sum of the potential energy of 
the reference fluid and a perturbation. The PC-SAFT EOS (based on perturbation theory) is expressed as the sum 
of all the residual Helmholtz free energy contributions. These contributions correspond to the different types of 
molecular interactions. The Helmholtz free energy was computed using eq.3 [16]. 
 
res hc dispa a a                              (3) 
 
( 1) ln ( )hc hs hsi i ii d ii
i
a ma x m g                (4) 
   
 
3 3
1 2 2 2
0 32 2
0 3 33 3
31
ln 1
1 1
hsa
   
 
   
  
      
    
                            (5) 
 
2 3 2 2 3
1 1 22 ( , ) ( , )
disp
m d m da I m m mC I m m                             (6) 
 
1
6
n
n m i i
i
x m d

       0,1,2,3n                      (7) 
 
The thermodynamic variables computed by the PC-SAFT model are the temperature, pressure, sonic fluid velocity, 
enthalpy, entropy, fugacity and Gibbs free energy. The algorithm inputs are the density, internal energy and three 
pure component parameters (number of segments per chain, energy parameter of each component and segment 
diameter). The density and the internal energy are obtained from the conservative variables of the CFD code. The 
pure component parameters are specified in the initialization of the simulation. 
 
A Newton Raphson method is employed to compute the temperature. The temperature is required to calculate the 
value of all other thermodynamic variables. The temperature dependent function used in the iterative method is the 
internal energy. When this converges to the value provided by the conservative variables, the iterative process is 
terminated. 
 
2.3.1. Iteration process 
a) Guessing an initial temperature value  
The value of the temperature from the previous time RK sub-step or the previous time step is used to initialize the 
iteration process. In most cells this value will be close to the solution (assuming a small time step).  
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b) Computing the compressibility factor 
It is calculated as the sum of the ideal gas contribution (considered to be 1), the dispersion contribution and the 
residual hard-chain contribution [16]. 
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Where 1 2C ,C  are abbreviations [16]. 
 
c) Computing the pressure 
The pressure can be calculated using eq.12 once the compressibility factor is known [16].  
 
3
1010mP ZkT                                    (12)
             
d) Computing the internal energy 
It is the sum of the ideal internal energy and the residual internal energy. The residual internal energy is 
calculated by using eq.13 [17]. 
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If the computed total internal energy is not close enough to the value obtained from the conservative variables the 
Newton Raphson method is applied to calculate a new value of the temperature and repeat steps b-d.  
 
2.3.2 Other thermodynamic properties 
Once the temperature value is known the following properties are computed. 
 
Heat capacities: They are computed as the sum of the ideal contribution (Poling et al. [18]) and the correction done 
by the PC-SAFT EoS (eq.15) [17].  
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Total enthalpy: It is used to compute the thermal diffusion vector in the parabolic sub-step. The total enthalpy is the 
sum of the ideal contribution (obtained by integrating the ideal heat capacity at constant pressure with respect to 
the temperature) and the residual enthalpy (eq.14) [16]. 
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Total entropy: Likewise the enthalpy, it is the sum of the ideal and the residual contributions. The ideal contribution 
is computed using the formula of the entropy for ideal gases and the residual contribution is computed using eq.16 
[16]. 
,
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Sonic fluid velocity: The equation applied by Diamantonis et al. (eq.17) [19] was used.  
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Fugacity: It is an input of the PT FLASH model used to perform phase equilibrium calculations. Eq.18 [16] is applied 
to compute the fugacity. 
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2.3.3 Calculation of the phase diagram 
The calculation of the number of phases present in a mixture in a certain condition is a recognized problem in the 
utilization of any EoS. In some cases, the number of phases is assumed a priori and then the composition in every 
phase is calculated by imposing the conditions of equilibrium. However, this technique often leads to divergence in 
the iterative methods used to achieve these. In our case, this is solved by an isothermal flash calculation after a 
stability analysis using the Tangent Plane Criterion Method proposed by Michelsen [20] and applied to the PC-
SAFT EoS by Justo-Garcia et al. [21]. Nevertheless, for a case in which we have a single component, this problem 
gets simplified vastly and the rudimentary method of assuming a fixed number of phases can be applied. First, we 
calculate the saturation curve for the single component by imposing the equilibrium conditions: 
_ _
_ _
_ _
SATURATED VAPOR SATURATED LIQUID
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T T
p p
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where T, p and μ are the temperature, pressure and chemical potential of the component. Then for the inputs, we 
compare with the calculated saturation curve, knowing then if the conditions for the component are inside or outside 
of it. In case of being outside, the EoS is applied directly. On the other hand, if it is inside, the saturation values are 
weighted by the amount of vapor-liquid calculated. The phase diagram is computed in the initialization of the 
program in order to reduce the computational time of the simulation. 
 
3. Results and discussion 
In this section, the hyperbolic part of the code is validated against the exact solution of the Riemann problem. In 
addition, a two-dimensional simulation of a cryogenic nitrogen jet was performed to demonstrate the two-
dimensional capability of the numerical framework.  
 
3.1. Shock tube problem 
A shock tube problem is a one-dimensional Riemann problem frequently applied to validate computational fluid 
codes. The Euler equations are solved in this validation so a direct comparison with the exact solver can be done. 
The component used to perform the simulation was n-dodecane. The exact Riemann solver uses an unstructured 
table which contains the thermodynamic properties derived from the PC-SAFT EoS. This table is generated before 
performing the simulations. The domain used was x ϵ [-2, 2], the initial conditions of the left state are 
ρL=751.167kg/m3, pL=40.2kPa, uL=0m/s and the initial conditions of the right state are ρR=719.249kg/m3, 
pR=170bar, uR=0m/s. 800 equally spaced cells were used with a fifth order spatial accuracy. Wave transmissive 
boundary conditions are implemented in the left and right sides. Figure 3 shows a high degree of agreement 
between the exact solution and the computed results.  
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Figure 2. Validation of the hyperbolic sub-step in the Riemann problem. Comparison between the exact and the numerical 
solution of the density (upper left), pressure (upper right), temperature (lower left) and x-velocity (lower right) at t = 5 x 10-4s. 
 
3.2. Two-dimensional test case 
A two-dimensional supercritical nitrogen jet mixing case was simulated using the developed numerical framework. 
Cryogenic liquid nitrogen is injected into a chamber filled with high temperature nitrogen. This simulation was 
previously done by Ma et al. [22] employing similar conditions to the case 3 of Mayer et al. [23]. The ambient 
pressure in the combustion chamber is 4MPa, the density of the jet is 440kg/m3 and the density of the nitrogen in 
the combustion chamber is 40 kg/m3. The velocity of the jet is 50m/s and the diameter of the exit nozzle is 1.0mm. 
The domain used is 30mm x 15mm. A structured mesh is applied with a uniform cell distribution. The cell size is 
0.06mm x 0.06mm. A flat velocity profile is imposed at the inlet. Transmissive boundary conditions are used in all 
boundaries with the exception of the inlet. It was not utilised a sub-grid scale model. The parabolic sub-step is 
included into the simulation. 
 
 
Figure 3. Density results of the simulation of the planar cryogenic nitrogen jet at t = 7.90 x 10-4s 
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At high pressures the intermolecular interactions in the gas-liquid interphase are symmetrical so the atomization 
phenomena is suppress. In Figure 3 it can be appreciated that the mixing process depends on the turbulence where 
the large density gradients play an important role. When the jet is introduced in the high temperature environment 
of the chamber the velocity gradients at the jet surface generate a rollup which finally breakup into ligament-shaped 
structures. The Kelvin Helmholtz instability can be observed in the shear layer.  
 
The mixing layer is similar to a gas/gas turbulent mixing case. This feature was observed by the experiments 
performed by Chehroudi el al. [24]. No droplets are formed at this conditions. Figure 4 shows how the jet is quickly 
heated to a gas-like supercritical state after the injection takes place. 
 
 
Figure 4. Temperature results of the simulation of the planar cryogenic nitrogen jet at t = 7.90 x 10-4s 
 
By setting the CFL number at 1.0 and using a second order RK method the number of time steps needed to simulate 
7.9E-4s is approximately 50000. The average CPU time for a time step is 14.2s. It has to be taken into account that 
this is a serial code used to validate the numerical framework and it is not optimized. If the operator splitting is not 
applied the CPU time can be reduced to 8.6s. Unlike the fifth order WENO scheme, the evaluated first and second 
order schemes are not able to properly capture the large density gradients. Third and fourth order reconstruction 
schemes have not been evaluated. 
 
Conclusions 
A numerical framework was developed to simulate the mixing of supercritical and transcritical flows using the PC-
SAFT EoS. By using this advance molecular model, real fluid effects are taken into account in the simulations. Apart 
from supercritical state, the developed code is able to simulate gas, liquid and vapor-liquid phase equilibrium. The 
algorithm applied to couple the PC-SAFT EoS and the Navier-Stokes equations allows a quick computation of the 
thermodynamic properties of the flow. The hyperbolic part of the code was validated against the exact solution of 
the Riemann problem solved for the PC-SAFT EoS. Furthermore, the simulation of the two-dimensional supercritical 
nitrogen jet mixing case shows the multidimensional capability of the numerical framework. Future work will include 
the simulation of transcritical and supercritical mixing cases with a composition more similar to Diesel in temperature 
and pressure conditions closer to those of a diesel engine.  
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Nomenclature 
List of Symbols Greek Letters 
  
resa  = reduced Helmholtz free energy    = depth of pair potential [J] 
d  = temperature-dependent segment diameter [Å]    = packing fraction 
g   = radial distribution function   = density [kg/m3] 
I  = integrals of the perturbation theory 
m   = total number density of molecules [1/Å
3] 
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K  = Boltzmann constant [J/K] 
d   = segment diameter [Å
3] 
m  = number of segments per chain Superscripts 
m  = mean segment number in the system disp  
disp 
= contribution due to dispersive attraction 
P  = pressure [Pa] hc  
hc 
= residual contribution of hard-chain system 
R  = gas constant [J mol-1 K-1] hs  
hs 
=residual contribution of hard-sphere system 
T  = temperature [K] id  = ideal gas contribution 
ix   = mole fraction of component i   
Z  = compressibility factor   
