Action Principle and Dynamic Ensemble Theory for Non-equilibrium Markov
  Chains by Xing, Xiangjun & Ding, Mingnan
ar
X
iv
:1
90
3.
07
84
8v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  1
9 M
ar 
20
19
Action Principle and Dynamic Ensemble Theory for Non-equilibrium Markov Chains
Xiangjun Xing1,2∗ and Mingnan Ding1†
1Wilczek Quantum Center, School of Physics and Astronomy,
Shanghai Jiao Tong University, Shanghai, 200240 China,
2Collaborative Innovation Center of Advanced Microstructures, Nanjing 210093, China
(Dated: March 20, 2019)
An overarching action principle, the principle of minimal free action, exists for ergodic Markov
chain dynamics. Using this principle and the Detailed Fluctuation Theorem, we construct a dynamic
ensemble theory for non-equilibrium steady states (NESS) of Markov chains, which is in full anal-
ogy with equilibrium canonical ensemble theory. Concepts such as energy, free energy, Boltzmann
macro-sates, entropy, and thermodynamic limit all have their dynamic counterparts. For reversible
Markov chains, minimization of Boltzmann free action yields thermal equilibrium states, and hence
provide a dynamic justification of the principle of minimal free energy. For irreversible Markov
chains, minimization of Boltzmann free action selects the stable NESS, and determines its macro-
scopic properties, including entropy production. A quadratic approximation of free action leads
to linear-response theory with reciprocal relations built-in. Hence, in so much as non-equilibrium
phenomena can be modeled as Markov processes, minimal free action serves as a basic principle for
both equilibrium and non-equilibrium statistical physics.
Introduction. It is remarkable that variational prin-
ciples [1] underly many basic laws of physics, includ-
ing those in Hamiltonian mechanics, geometric optics,
quantum mechanics and equilibrium statistical mechan-
ics. For example, the entire theory of equilibrium statis-
tical mechanics can be formulated on the base of the prin-
ciple of maximal entropy. Any equilibrium phenomenon
can be claimed understood as soon as we can derive it
from this principle.
Search for a similar unifying action principle of non-
equilibrium phenomena has been a long and inconclu-
sive quest. The earliest versions of “minimum dissipation
theorem” were stated by Helmholtz in 1869 [2], and by
Rayleigh in 1873 [3]. It was generalized substantially by
Onsager [4–6], such that it serves a starting point for lin-
ear response theory. Another candidate is “the principle
of minimal entropy production”, studied by Prigogine [7]
and many others [8–12], and caused major confusions
and debates. For a more recent exposition see reference
[13]. There are also many other proposals [32], including
the principle of “maximal entropy production” [14, 15],
which is in apparent contradiction with the the previ-
ous two principles. The relations between these proposed
principles have been are addressed repeatedly, but not yet
completely understood. We shall not elaborate on these
issues as our approach will be substantially different.
Recent progresses in study of stochastic thermodynam-
ics [17–21] have supplied much fresh understanding of en-
tropy production and dissipation in non-equilibrium pro-
cesses. It has become clear that entropy production can
be defined at the level of individual dynamic path, and
that it changes sign under time-reversal. Given a non-
equilibrium boundary conditions or driving forces, the
entropy production is positive for some dynamic paths
and negative for their time reversal counterparts. Fluc-
tuation Theorems [22, 24–26] tell us that those paths
with positive dissipation are exponentially more proba-
ble than their time-reversal, which have negative dissipa-
tion. A principle of “minimal entropy production” or of
“least dissipation”, if taken literally, would select those
paths with negative entropy production, and therefore
constitutes an outright contradiction to the second law
of thermodynamics.
Most, if not all, non-equilibrium problems can be mod-
eled as Markov processes. Inspired by the conceptual
progresses in stochastic thermodynamics, we feel that the
theory of ergodic Markov processes can be formulated as
a dynamic ensemble theory. This would allow us to use
all powerful tools in equilibrium theory to study non-
equilibrium physics, and hence greatly facilitate theoret-
ical understanding of non-equilibrium statistical physics.
This is indeed the case, as we will demonstrate below.
As enumerated in Table I, many important concepts of
equilibrium statistical mechanics, including micro-state,
macro-state, energy, entropy, free energy all have their
dynamic counterparts in Markov processes. The only
exception is temperature, whose dynamic counterpart is
unity. Most importantly, we will find that there is also
an overarching action principle, i.e. the principle of min-
imal free action, which serves as a foundation of dynamic
ensemble theory for Markov chains. This principle gov-
erns all macroscopic properties of non-equilibrium steady
states, including the equations of state and conditions of
stability. At the quadratic level, the principle yields lin-
ear response theory with reciprocal symmetry naturally
built-in. For systems with time-reversal symmetry, the
principle of minimal free action selects the thermal equi-
librium state with minimal free energy, and hence consti-
tutes a dynamic justification of the principle of maximal
entropy. Consequently, under the reasonable assump-
tion that non-equilibrium phenomena can be modeled as
Markov processes, minimal free action serves as a basic
principle for both equilibrium and non-equilibrium sta-
tistical physics.
2Equilibirium
Ensemble Theory
Dynamic
Ensemble Theory
Micro-states Dynamic paths
Number of Spins Number of Time Steps
Thermodynamic Limit Long Observation Time
Energy E(s) Action E(ℓ)
Mag. Energy −BM(s) Entropy Prod. −Σ(ℓ)/2
Temperature T 1
Prob. of Micro-state ρ(s) Prob. of Path q(ℓ)
Gibbs Entropy SG[ρ] Dynamic Entropy H [q]
Free Energy F [ρ] Free Action F [q]
Boltzmann Entropy
SB(E,M)
Dynamic Boltz. Entropy
HB(Θ,Σ)
Boltz. Free Energy FB Boltz. Free Action ΦB
Principle of
Minimal Free Energy
Principle of
Minimal Free Action
Equations of State
δ1FB = 0
Equations of State
δ1ΦB = 0
Stability Cond. δ2SB ≥ 0 Stability Cond. δ
2HB ≥ 0
Symmetry of Correlations Onsager’s Reciprocal Relations
TABLE I: Analogy between equilibrium and dynamic ensem-
ble theories.
We will develop the dynamic ensemble theory in par-
allel to equilibrium ensemble theory. To set the stage
for comparison between equilibrium and non-equilibrium
theories, we first summarize the key elements of equilib-
rium canonical ensemble theory and the principle of min-
imal free energy, using Ising model for illustration. The
detailed comparison of equilibrium and non-equilibrium
ensemble theories are shown in Table I.
Sketch of equilibrium ensemble theory. The micro-
states of system are designated by a set of microscopic
variables called spins, s = {si}. The Hamiltonian H(s)
is given by
H(s) = H0(s) +H1(s) = H0(s)−B
∑
si, (1)
where H0(s), called the intrinsic energy, is interaction
between neighboring spins, and H1(s) = −B
∑
si is due
to external field. H0(s) and H1(s) are respectively even
and odd under flipping of spins s → −s.
The canonical ensemble theory of equilibrium statisti-
cal mechanics can be constructed from the principle of
minimal free energy, which is known to be equivalent to
the principle of maximal entropy. Let ρ(s) be an arbi-
trary probability distribution in the space of micro-states.
The non-equilibrium free energy F [ρ] as a functional of
ρ(s) is defined as
F [ρ] ≡ 〈H〉ρ − T S[ρ] = Trs ρ(s) (H(s) + T log ρ(s)) ,
(2)
where Trs means summation over all spin configurations,
and T = β−1 is the temperature. Here we use the con-
vention kB = 1 throughout. Minimization of F [ρ] with
respect to ρ(s) leads to the equilibrium Gibbs-Boltzmann
distribution:
ρEQ(s) = e
−βH(s)/Z, (3)
where Z = e−βFEQ = Trs e
−βH is the canonical partition
function, and FEQ = −T logZ is the equilibrium canon-
ical free energy.
For fixed values of intrinsic energy H0(s) = E0 (ex-
cluding magnetic field energy), and magnetization
∑
s =
M , the totality of all micro-states is defined as a Boltz-
mann macro-state Ω(E0,M). Its entropy is called the
Boltzmann entropy SB(E0,M). Mathematically we have
Ω(E0,M) = {s|H0(s) = E0,
∑
s =M}, (4a)
SB(E0,M) = log |Ω(E0,M)|, (4b)
where |Ω| is the number of micro-states in set Ω. Since
for every micro-state s, there is alway one spin-reversed
state −s, Ω(E0,M) = Ω(E0,−M) must be an even func-
tion of M . Note that in equilibrium, all micro-states
inside Ω(E0,M) have the same energy E0 − BM , and
hence the same probability eβFEQ−β(E0−BM). In fact,
Ω(E0,M) is a refining of the micro-canonical ensemble.
In thermal equilibrium, the total probability of Boltz-
mann state Ω(E0,M) is then
pEQ(E0,M) = e
β(FEQ−FB(E0,M)), (5)
FB(E0,M) = E0 −BM − TSB(E0,M) (6)
where FB(E0,M) shall be called the Boltzmann free en-
ergy.
We note that FB , E0,M are all extensive quantities.
In the thermodynamic limit (number of spins N → ∞),
the distribution Eq. (5) becomes more and more con-
centrated near the minimum of FB(E0,M). Except at
a critical point, fluctuations of all intensive quantities,
such as energy and Boltzmann entropy per spin, scale as
N−1/2, i.e., they become non-stochastic in the thermody-
namic limit. This is in fact how thermodynamics emerges
from the stochastic description of statistical mechanics.
Minimization of Boltzmann free energy FB(E0,M) deter-
mines all thermodynamic properties. In particular, the
stationarity condition reads
δ1FB = 0→


1− T ∂SB∂E0 = 0;
−(B + ∂SB∂M ) = 0.
(7a)
which are in fact the equations of state. The stability
condition of the thermodynamic state reads
δ2FB = −Tδ2SB(E0,M) ≥ 0, (7b)
unfolding of which gives positivity of specific heat and
magnetic susceptibility.
3It is important to note that minimization of Boltz-
mann free energy can be understood as an applica-
tion of the principle of minimal free energy in the sub-
space of all Boltzmann macro-states. Indeed using the
equilibrium-probability restricted inside the Boltzmann
state Ω(E0,M) in Eq. (2), we obtain the Boltzmann free
energy Eq. (6). In the thermodynamic limit, the Boltz-
mann free energy and the canonical free energy must be
asymptotically equivalent:
FB(E¯0, M¯) = FEQ, (7c)
otherwise the probability distribution Eq. (5) would not
be normalizable as N → ∞. Similarly Boltzmann en-
tropy also become equivalent to the Gibbs entropy. The
underlying physics is the equivalence of different statisti-
cal ensembles in the thermodynamic limit.
The concepts of Boltzmann macro-states and Boltz-
mann entropy are very flexible. If we wish to study
another macroscopic quantity A(s), we can refine the
Boltzmann state Eq. (4) by fixing E0,M and A. Then
Eq. (5) becomes a joint pdf for E0,M and A, which can
be deemed as a straightforward generalization of Ein-
stein’s theory for thermodynamic fluctuations.
Principle of minimal free action. We shall now con-
struct an ensemble theory for discrete time Markov chain
dynamics with discrete-valued state variables. General-
ization of our theory to continuous time Markov pro-
cesses and non-Markov processes has technical but not
conceptual difficulty. We will use N to denote the num-
ber of time steps of dynamic paths. We will take the
limit N → ∞, which is the dynamic analogue of ther-
modynamic limit. We will not assume that the system is
large, hence our theory will be applicable both for large
and small systems. Let Xk be the discrete-valued state
variables of the system at time step k. A dynamic path
is described by an ordered sequence γN = XN . . .X1X0,
where time propagates from right to left. Let p0(X0) be
the initial probability distribution, and P (X |Y ) the tran-
sition probability. The probability of a path γN assigned
by the Markov chain dynamics is
p(γN ) = P (XN |XN−1) · · ·P (X1|X0)p0(X0), (8)
We define the action of a dynamic path γN as
E(γN ) = − log p(γN )
= −
N∑
k=1
logP (Xk|Xk−1)− log p0(X0). (9)
To formulate an action principle for Markov chain dy-
namics, it is valuable to study a generic path probabil-
ity distribution, denoted by q(γN ), that is different from
Eq. (8). We define the dynamic entropy and the free
action of a path pdf q(γN ) as:
H [q] = −
∑
γN
q(γN ) log q(γN ), (10)
Φ[q] ≡
∑
γN
q(γN )E(γN )−H [q(γN )] = D(q||p),(11)
where D(q||p) ≡∑γN q(γN ) log q(γN )/p(γN ) is the rela-
tive entropy, which is known to be nonnegative and van-
ishes only for q(γN ) = p(γN ). Just as the free energy
is minimized by the equilibrium Gibbs-Boltzmann distri-
bution, the free action Eq. (11) is minimized by q = p as
defined in Eq. (8). The proofs are exactly the same in
the equilibrium and non-equilibrium cases. This is the
Principle of Minimal Free Action, which is math-
ematically equivalent to the definition of Markov chain
dynamics. E(γN ) and H [q] are the dynamic analogues
of Hamiltonian and Gibbs entropy, whereas Φ[q] is the
analogue of free energy. The dynamic analogue of tem-
perature is unity.
Dynamic ensemble theory for NESS. Our main inter-
est in this work is non-equilibrium steady states (NESS)
of time-homogeneous ergodic Markov chains. For this
purpose, it is convenient to study cyclic dynamic paths
such that XN = X0. We shall call such a path a loop
ℓN = ℓ(XN · · ·X1), and define its action E(ℓN ) as
E(ℓN ) = − logP (XN |XN−1) · · ·P (X1|XN ). (12)
Using the famous Perron-Fronenius theorem, we can
prove the following limit:
∑
X2,...,XN
e−E(ℓN ) → pSS(X1), N →∞, (13)
where pSS(X1) is the steady state pdf. Further summing
Eq. (13) over X1, we obtain unity. More specifically we
have the following identity:
lim
N→∞
∑
ℓN
e−E(ℓN ) = 1. (14)
If we use Eq. (12) for the action in Eq. (11), and restrict
the summation in Eq. (11) to all loops, we see that the
principle of minimal free action still holds: the free ac-
tion Eq. (11) is minimized by the pdf p(ℓN) = e
−E(ℓN).
Restriction to loops is very convenient for the study of
NESS, as we no longer have to worry about initial con-
ditions.
The time-reversal of a loop ℓN = ℓ(XN · · ·X1) is de-
fined as ℓ∗ = (X∗1 · · ·X∗N ), where X∗ is the time-reversal
of state X . Let us define the symmetric action Θ(ℓ) and
antisymmetric action Σ(ℓ) of a loop ℓ as:
Θ(ℓ) ≡ 1
2
E(ℓN ) + 1
2
E(ℓ∗N ) = Θ(ℓ∗), (15a)
Σ(ℓ) ≡ −E(ℓN) + E(ℓ∗N ) = −Σ(ℓ∗), (15b)
E(ℓ) = Θ(ℓ)− 1
2
Σ(ℓ). (15c)
4Θ(ℓ) and Σ(ℓ) are, respectively, even and odd under
time reversal. Using the Detailed Fluctuation Theo-
rem [24, 29], it can be easily shown that Σ(ℓ) is the
total entropy production of the loop ℓ. In the absence
of driving force, p(ℓ) must be reversible, and hence Σ(ℓ)
vanishes identically. The resulting Markov chain is then
reversible.
We shall define a dynamic Boltzmann entropy:
HB(Θ,Σ) ≡ log |{ℓ| Θ(ℓ) = Θ,Σ(ℓ) = Σ}|. (16)
Here |Ω| is understood as the number of paths in the set
Ω [33]. Since every loop ℓ has a time-reversal counter-
part ℓ∗, HB(Θ,Σ) is an even function of Σ: HB(Θ,Σ) =
HB(Θ,−Σ). We can now rewrite Eq. (14) in terms of
dynamic Boltzmann entropy:
∑
Θ,Σ
eHB(Θ,Σ)−Θ+Σ/2 = 1. (17)
The pdf of (Θ,Σ) is then given by
P (Θ,Σ) = e−ΦB(Θ,Σ) = eHB(Θ,Σ)−Θ+Σ/2. (18)
Here ΦB(Θ,Σ) is the dynamic analogue of Boltzmann
free energy, and will be called Boltzmann free action:
ΦB(Θ,Σ) ≡ −HB(Θ,Σ) + Θ− 1
2
Σ, (19)
which completely determines the probability distribution
Eq. (18). Because HB(Θ,Σ) is even in Σ, we easily see
that P (Θ,Σ) = P (Θ,−Σ)eΣ. Summing this relation over
Θ, we obtain the famous Steady-State Fluctuation The-
orem: P (Σ) = P (−Σ) eΣ.
Note that HB,Θ,Σ are all extensive in number of time
stepsN . AsN becomes large, P (Θ,Σ) becomes more and
more concentrated near the minimum of ΦB(Θ,Σ), with
a width scaling sub-extensively as
√
N . The N → ∞
limit is clearly the dynamic counterpart of thermody-
namic limit. Mathematicians call this large deviation
limit, and would demand a mathematical proof for its
existence. We shall argue that its existence is intuitive.
The most probable values (Θ¯, Σ¯) are determined by min-
imization of the Boltzmann free action ΦB:
δ1ΦB = δHB − δΘ + 1
2
δΣ = 0, (20a)
δ2ΦB = δ
2HB ≤ 0, (20b)
HB(Θ¯, Σ¯)− Θ¯ + 1
2
Σ¯ = 0. (20c)
These results are the dynamic analogues of Eqs. (7), and
are valid only in the sense of extensive variables in N .
Specifically Eq. (20a) determines the equations of state
for NESS, (20b) is the condition of stability, and also de-
termines the small fluctuations of Θ,Σ. Finally Eq. (20c)
is demanded by normalization of probability, and signi-
fies the equivalence of different dynamic ensembles. All
these identities have analogues in equilibrium ensemble
theory.
A simple example. We discuss a simple example
to illustrate the dynamic ensemble theory. Consider
a particle hopping randomly on a circle. An exter-
nal force is applied so that the particle hops asym-
metrically. The probabilities that the particle hop
clockwise or counter-clockwise, or idle, are respectively
z(δ)−1 e−ε0+δ, z(δ)−1 e−ε0−δ and z(δ)−1, where δ is the
driving force, and z(δ) = 1 + 2e−ε0 cosh δ is a normal-
ization constant. Let N±(ℓ), N0(ℓ) be the numbers of
CW, CCW, and idle steps in a loop ℓ, and p±(ℓ) =
N±(ℓ)/N, p0(ℓ) = N0(ℓ)/N are the empirical frequencies.
p±, p0 are the macroscopic variables we use to character-
ize each loop, which satisfy p++p−+p0 = 1. The action
E(ℓ) is
E(ℓ) = − log p(ℓ) (21)
= N (log z(δ) + (p+(ℓ) + p−(ℓ))ε0 − (p+(ℓ)− p−(ℓ))δ) .
Comparing this with Eq. (15) we see that the entropy
production of the loop ℓ is Σ(ℓ) = 2N(p+(ℓ) − p−(ℓ))δ.
The dynamic Boltzmann entropy as a function of macro-
scopic variables p±, p0 can also be easily calculated:
HB = log
N !
N0!N+!N−!
(22)
= −N (p0 log p0 + p+ log p+ + p− log p−) .
Substituting these back into Eq. (19) and minimizing, we
find the mean entropy production:
σ¯ = 2(p+ − p−)δ = 4 e
−ε0δ sinh δ
1 + 2 e−ε0 cosh δ
. (23)
Stability of the NESS can be easily verified by computing
the second order derivative of ΦB(p+, p−). We note that
this example can be solved using elementary method.
Here we use it only to illustrate the structure of dynamic
ensemble theory. In future publications, we will use the
dynamic ensemble theory to study more realistic many-
body non-equilibrium problems.
Quadratic Approximation. Consider a system driven
by two weak external forces λ1, λ2. We can expand the
antisymmetric action Σ(ℓ) in terms of λ1,2:
Σ(ℓ) = 2λ1Q1(ℓ) + 2λ2Q2(ℓ) +O(λ
3), (24)
where Q1(ℓ), Q2(ℓ) are called dissipative currents, and
are odd under time-reversal, Q1,2(ℓ
∗) = −Q1,2(ℓ). The
symmetric action Θ(ℓ) also depends on λα, via the nor-
malization condition
∑
ℓ exp(−Θ(ℓ) + Σ(ℓ)/2) = 1. A
simple calculation shows that (with Einstein’s summa-
tion convention used)
Θ(ℓ) = Θ0(ℓ)− log
〈
eλαQα(ℓ)
〉
0
= Θ0(ℓ)− 1
2
λαLαβλβ +O(λ
3), (25)
5where Lαβ = 〈QαQβ〉0 is the correlation function of dis-
sipative currents in the absence of λ1,2. In the last step,
we have expanded in terms of λ, and have used the fact
that 〈Qα〉0 ≡ 0, i.e., time-reversal symmetry in the equi-
librium case.
It is most convenient to treat the dynamic Boltzmann
entropy as a function of Θ0 and Qα. As such, HB(Θ0, Q)
is independent of λα. Furthermore, because of time-
reversal symmetry, HB(Θ0, Q) must be even in Q. We
expand HB and ΦB up to Q
2:
HB(Θ0, Q) = HB(Θ0, 0)− 1
2
QαL
−1
αβQβ, (26)
ΦB(Θ0, Q) = ΦB(Θ0, 0) +
1
2
(Q − Lλ)αL−1αβ(Q− Lλ)β .
As such HB(Θ0, Q) becomes identical to the dissipation
functional defined by Onsager [4, 5], if we identify λα
with generalized forces. The average currents are deter-
mined by minimization of ΦB(Θ0, Q), which yield result
Q¯α = Lαβλβ . The reciprocal relations are already en-
coded by the symmetry current correlations Lαβ = Lβα.
It is however important to note that ΦB(Θ0, Q) does not
describe dissipation of energy, or production of entropy.
Also it would be completely wrong to call Eq. (20) the
principle of least dissipation of energy, or the principle of
minimal entropy production. As we have shown through
out this work, the entropy production changes sign under
time-reversal, has no upper bound or lower bound, and
certainly can not achieve minimum or maximum at the
steady state. In fact, as we have demonstrated, it is the
principle of minimal free action that governs the physics
of non-equilibrium steady states.
From minimal free action to minimal free energy.
Similar to the equilibrium ensemble theory, the dynamic
ensemble theory can be used to study arbitrary macro-
variables. All we need to do is to refine the definition of
dynamic Boltzmann entropy Eq. (16) by specifying the
additional macro-variable A(ℓ) that we aim to study:
HB(Θ,Σ, A) ≡ log |{ℓ| Θ(ℓ) = Θ,Σ(ℓ) = Σ, A(ℓ) = A}|.
As an example, we may study the empirical pair dis-
tribution of a loop ℓ:
f(x, y; ℓ) =
1
N
N∑
k=1
δ(x,Xk)δ(y,Xk+1), (27)
which gives the frequency of transition from state x to
state y during the dynamic path ℓN . It is normalized as∑
x,y f(x, y; ℓ) = 1, and hence is an intensive quantity.
The symmetric and antisymmetric actions of the loop
can be calculated in terms of f(x, y; ℓ):
Θ(ℓ) = −1
2
∑
x,y
f(x, y; ℓ) log (P (y|x)P (x|y)) , (28a)
Σ(ℓ) =
∑
x,y
f(x, y; ℓ) log
P (y|x)
P (x|y) . (28b)
The empirical state distribution, which gives the fre-
quency of state x appearing in the path ℓ, can also be
calculated in terms of f(x, y; ℓ):
p(x; ℓ) =
1
N
∑
y
f(x, y; ℓ) =
1
N
∑
y
f(y, x; ℓ). (29)
We can similarly define the dynamic Boltzmann entropy
and free action as functional of f(x, y; ℓ), and construct
the pdf of f(x, y):
HB[f ] ≡ log |{ℓ|f(x, y; ℓ) = f(x, y)}|, (30a)
ΦB[f ] ≡ −HB[f ] + Θ[f ]− Σ[f ]/2, (30b)
P [f ] = exp−ΦB[f ]. (30c)
In fact, ΦB[f ] can be calculated using results of large
deviation theory [34]:
ΦB[f ] = N
∑
x,y
f(x, y) log
f(x, y)
P (y|x)f1(x) , (31)
where f1(x) =
∑
y f(x, y) =
∑
y f(y, x) is the marginal
distribution of f(x, y). Again HB[f ] is extensive in N ,
and distribution of f(x, y) becomes concentrated near
the saddle point f¯(x, y), which must satisfy f¯(x, y) =
P (y|x)f¯1(x). But this precisely means that f¯(x, y) is the
stationary pair distribution, and f¯1(x) = pSS(x) is the
stationary state distribution.
Note that Θ(ℓ),Σ(ℓ), f(x, y; ℓ), f1(x, ℓ) are all prop-
erties of individual dynamic path. Mathematically
Eqs. (18) and (30c) say that these macro-variables con-
verge to their means in probability. A dynamic path is
called typical if it minimizes the Boltzmann free action.
Typical paths are selected by the principle of minimal free
action. Our results then say that a typical dynamic path
exhibits average entropy production Σ¯, average symmet-
ric action Θ¯, and average distribution of transition fre-
quency f¯(X,Y ), as well as average distribution of states
pSS(X). For time-reversal Markov chains, we know that
pSS(X) is the Gibbs-Boltzmann distribution, which min-
imize the free energy. This means that if we pick a long,
typical dynamic path, and construct its empirical state
distribution, we will precisely find the Gibbs-Boltzmann
distribution–This is ergodicity at work in a Markov chain
model! In another word, the principle of minimal free
action gives a dynamic justification of the principle of
minimal free energy.
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