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Abstract- This paper presents a methodology for the 
development of virtual laboratories for training in industrial 
robotics. The methodology starts \Vith the determination of the 
technical specifications of the equipment and processes to be 
virtualized, besides the specific didactic requirements to be 
implemented 'vithin each scenario. The simulation stage includes 
modeling the dynamic behavior of real physical systems, such as 
sensors and actuators, which allo\VS the user to not only observe 
basic concepts related to robotics, but can also develop more 
practical skills, for example, the instrumentation and control of a 
robotic systems. The virtualization of a Delta-type robot is 
presented as a case study to show the application of the proposed 
methodology. 
Keywords- Industrial robotics, Modeling of dynamics 
systems, Real time simulation, Virtual laboratory. 
I. INTRODUCCION 
L A PRESENCIA de sistemas rob6ticos es cada vez mas frecuente en la industria manufacturera alrededor del 
mundo, lo cual hace un llamado directo a las instituciones 
educativaS y centros de capacitaci6n baci3. la implementaci6n 
de estrategias mas eficientes para el desarrollo de habilidades 
priicticas en sus estudiantes relacionadas concretamente con el 
diseiio, implementaci6n y operaci6n de sistemas rob6ticos. 
Son muy conocidos las inconvenientes a Ios que se 
enfrentan las escuelas y centros de capacitaci6n para dotarse y 
mantener un laboratorio co.mpleto de rob6tica industrial: los 
robots son caros, requieren de mantenimiento, las estudiantes 
pueden daiiar involuntariamente algunos componentes del 
sistema, etc. Par atro lado, el hecha de tener un sistema 
rab6tico en el laboratario no garantiz.a el adecuado aprendizaje 
en las estudiantes, pues mucbas veces estos sistemas son 
cerrados, lo cual impide que se tenga una experiencia mis 
enriquecedora que la de simplemente manipular el robot a 
traves de una interfaz grafica. Es precisamente ahi donde se 
empiezan a valorar las bondades que las herramientas de 
simulaci6n, particularmente la realidad virtual, ofrecen para 
sobrellevar este tipo de inconvenientes. 
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Actualmente las plataformas para ·desarrollos virtuales, 
motores de fisica, procesadores de c6mputo y procesadores 
gr3:ficos, ban contribuido con el surgimiento de aplicaciones 
virtuales cuyo prop6sita, a diferencia de aplicaciones 
convencionales, va mis all:i del entretenimiento. Esta nueva 
tendencia conocida en ingles como "Serious Games" tiene su 
principal campo de acci6n en la instrucci6n y el entrenamiento 
[1 ], lo cual se puede evidenciar en diferentes contextos, por 
ejemplo en la industria [2, 3], la salud [4-8], la educaci6n [9-
15], lo militar [16], la seguridad publica [17-18], etc. 
Muchos de las conceptos de las "Serious Games" ban sido 
implementados para el desarrollo de aplicaciones virtuales que 
simulan escenarios de rob6tica industrial con fines educativos 
[19-22], incluso ya se encuentran disponibles programas 
computacionales comerciales que ofrecen una experiencia 
visual altamente realista para la interacci6n usuario-robot [23]. 
A pesar de lo anterior, las alcances de estas aplicaciones con 
fines realmente pr3cticos para el proceso de entrenamiento son 
alga 'limitados. Estos alcances se enfocan en algunos 
conceptos de . la rob6tica, por ejemplo la movilidad y la 
cinemiitica del mecanismo, y la descripci6n de rutas a seguir 
dentro de! espacio de trabajo del robot, olvidando uno de las 
aspectos fundamentales; la instrumentaci6n y el control. 
Existen algunas plataformas educativas que si consideran este 
tipo de conceptos [24-27], sin embargo, se concentran 
exclusivamente en la etapa de virtualizaci6n de algoritmos de 
control para sistemas rob6ticos reales, par lo que se puede 
decir que no son laboratorios completamente virtuales. 
En las aplicaciones convencionales las robots son animados 
considerando algunos aspectos fisicos como la gravedad, la 
interacci6n entre cuerpos, la velocidad de los movimientos, 
etc., con lo cual se logra una simulaciOn de alta calidad visual. 
Pese a lo anterior, debido a que ninguno de las elementos del 
sistema rob6tico es modelado como un sistema din3mico, la 
aplicaci6n de una etapa virtual de control resulta tecnicamente 
imposible. Lo anterior no s6lo representa una limitante 
didactica para el aprendizaje practico de la rob6tica, tambien 
representa un problema para la simulaci6n misma, pues el 
comportamiento obtenido en el robot al moverse no representa 
de forma fie! el comportamiento de un robot real. 
Tomando en cuenta lo anterior es que en este trabajo se 
presenta una metodologia para el diseiio e implementaci6n de 
laboratorios virtuales de rob6tica industrial. La idea central es 
que estos laboratorios incluyan las caracteristicas fisicas 
elementales de los componentes que integran a las robots y al 
ambiente que las rodea, asi coma el modelado de elementos 
que permitan aumentar la experiencia de operaci6n real de un 




. II. METODOLOGiA PROPUESTA 
La metodologia propuesta (ver Fig. 1) esta compuesta par 
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Figura I. Metodologia propuesta. 
A. Di!terminaci6n de las Especijicaciones de Diseiio 
En esta etapa se puede distinguir dos tipos de 
especificaciones de disefio; las especificaciones tecnicas y las 
especificaciones didacticas del laboratorio. Las 
especificaciones tecnicas van desde el tip9 de proceso y layout 
a implementar, hasta la determinaci6n de las caracteristicas 
particulares de las componentes y equipos a simular. Par otro 
lado, en las especificaciones didacticas se define el alcance del 
laboratorio dentro del proceso de capacitaci6n, lo coal estci 
relacionado con la determinaci6n de los conceptos a estudiar, 
el tipo de habilidades a desarrollar y las fonnas especificas a 
implementar para el desarrollo de estas habilidades. 
B. Mode/ado JD de los Componentes de/ Laboratorio 
Gran parte de la experiencia realista de un ambiente virtual 
depende del esfuerzo que se concentre en la elaboraci6n de 
las modelos 30 presentes en la escena. En la actualidad se 
dispone de muchas herramientas de disefio CAD y modelado 
3D que permiten obtener diseiios de mecanismos rob6ticos 
con un elevado nivel de detalle. Sin embargo, hay que tener 
presente que mientras mayor sea el nivel de detalle en la 
escena, mayor seni el costo computacional de Ia aplicaci6n 
virtual desarrollada, par lo que en esta etapa se debe tener 
cuidado en modelar a detalle solo aquellos componentes 
estrictamente necesarios. 
C. Montaje de la Escena Deniro de la Plataforma Virtual 
Todos las modelos 30 obtenidos en la etapa anterior son 
insertados dentro de una platafonna de desarrollo virtual para 
ir fonnando el layout del laboratorio. En esta etapa se debe 
hacer especial enfasis en el ensamblaje de los robots dentro de 
la escena, par lo que el nivel de complejidad en esta tarea 
depende del nivel de detalle en el disefio de sus componentes. 
D. Configuracion y Mode/ado de/ Comportamiento Fisico 
La metodologia propuesta esti diseiiada para 
implementarse sabre platafonnas de desarrollo virtual que 
incluyan motores de fisica de alto desempeiio, lo cual pennite 
., 
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representar las condiciones y caracter/l;~s fisicas 
elementales . para poder sin1ular la diniimica de cuerpos 
rigidos. En ·este sentido los desarrolladores· de este tipo de 
aplicaciones deben tener un alto g.rado de conocimiento de las 
caracteristicaS que SU platafonna virtual Jes permite 
implementar o contigurar. Biisicamente se requiere una 
plataforrna que perrnita simular la fuerza gravitatoria, la 
detecci6n de colisiones, las articulaciones b<isicas utili:zadas en 
rob6tica, las propiedades inerciales de las cuerpos, fuerzas, 
torques, etc. 
La platafonna debe incluir ademas la posibilidad de 
desarrollar c6digo de programaci6n que pennita agregar al 
entomo virtual la representaci6n matemiitica de todos las 
sistemas diniimicos involucrados y su etapa de control. Para la 
aplicaci6n objeto de estudio en este trabajo las sistemas 
dincimicos q'ue vale la pena modelar son las servomotores de 
las robots, las cuales son b<isicamente sistemas 
electromec3.nicos que incluyen un motor de corriente directa, 
un sensor de posici6n (encoder) y una etapa de control PID. 
Lo anterior no significa que la metodologia se limita al 
modelado de este tipo de actuadores, sensores y algoritmos de 
control, par el contrario, la metodologia es tan abierta que se 
puede incluir dentro del laboratorio cualquier otro tipo de 
sistema que se pueda controlar y que pueda interactuar con un 
sistema rob6tico, par ejemplo sistemas tennicos o hidriiulicos, 
las cuales son sistemas cuyo modelado ya ha sido muy 
estudiado. Esta etapa de modelado concluye hasta que se 
obtiene el comportamiento fisico esperado en todos las 
sistemas embebidos en el escenario. Para mayor infonn~ci6n 
acerca del modelado y control de sistemas din3.micos revisar 
[28-29]. 
E. Imp/ementacion de/ Laboratorio Virtual 
La implementaci6n consiste en annonizar todas las etapas 
mencionadas anterionnente para obtener una aplicaci6n virtual 
que represente un laboratorio de rob6tica industrial. El 
prop6sito es que el usuario pueda observar el comportamiento 
real de un sistema rob6tico y tenga a su disposici6n un 
conjunto de herramientas, coma indicadores y controles, que 
le permitan interactuar con el sistema y de esta fonna 
desarrollar habilidades practicas de la rob6tica. 
Las aplicaciones virtuales derivadas de la metodologia 
expuesta anteriormente pueden ser vistas coma arquitecturas 
desarrolladas en tres niveles (ver Fig. 2). El primer nivel, 
llamado "Ambiente 30", se desarrolla en el area grafica de la 
platafonna virtual, y es ahi donde el motor de fisica acrua 
durante la simulaci6n para representar en tiempo real el 
comportamiento de todos las cuerpos rigidos en movimiento, 
de las articulaciones que unen dichos cuerpos rigidos y de las 
condicion~s ambientales que estiin inmersas dentro del 
escenario. El segundo nivel, llamado "Instrumentaci6n y 
Control", se desarrolla mediante c6digo de programaci6n. En 
este nivel b<isicamente se emulan las actuadores, sensores y 
algoritm<;>s de control que permiten representar el movimiento 
automatizado de un meCanismo, diferenCi3.ndose asi · 1a 
aplicaci6n virtual desarrollada de una simple animaci6n 30. 
Dependiendo del prop6sito .Y alcance del laboratorio virtual a 
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implembntar, .. 6"gunos sensores y actuadores pueden ser 
virtuaiizados de forma muy simple, par ejemplo sensores de 
proxiruidad y efectores finales, sin embargo otros dispositivos, 
cuya participaci6n es crucial para la simulaci6n y para la 
consecuci6n de las objetivos de entrenamiento, requieren ser 
modelados coma sistemas din3micos, par ejemplo motores 
electricos, pistones hidr3ulicos, etc. En este nivel tambi6n se 
pueden programar secuencias a realizar par el robot o par las 
celdas rob6ticas presentes en el escenario. El tercer nivel, 
llamado "HMI" par las siglas en inglc!s de Human Machine 
Interface, se desarrolla mediante c6digo de programaci6n, 
pero su despliegue durante la simulaci6n se realiza sabre el 
area gr<ifica. A travCs de esta interfaz el usuario puede 
configurar en tiempo real algunas caracteristicas de interCs 
tanto del nivel "Ambiente 3D" coma del nivel 
"lnstrumentaci6n y Control", lo cual representa una 
herramienta de gran alcance para el desarrollo de algunas 
pr3.cticas especificas. Par ejemplo el usuario puede: configurar 
la masa de cada elemento del robot para evaluar la capacidad 
de carga de un actuador, modificar las caracteristicas 
meccinicas y elCctricas de un motor para apreciar su 
comportamiento, sintonizar el controlador implementado, 
visualizar el status del sistema, visualizar sefiales de control, 
configurar rutinas de trabajo y operar el robot. 
Laboratorios Virtuales de Robcitica 
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Desde finales de los aiios 90's se introdujo el concepto de 
"Harware in the loop" [30] coma una tCcnica de simulaci6n en 
tiempo real que se basa en el modelado matem3tico de 
sistemas complejos, sin embargo, debido a las limitantes 
tecnol6gicas de aquella Cpoca, este concepto no estaba 
disponible para todos los niveles de la comunidad academica. 
En la actualidad esta situaci6n es diferente, hoy cualquier 
persona puede tener acceso a computadoras con capacidad de 
calculo y despliegue de graficos suficiente para poder aplicar 
este tipo de conceptos, y es ahi donde recae el principal aporte 
de la metodologia propuesta en este trabajo. 
Ill. CASO DE ESTUDIO: MODELADO Y VIRTUALIZACI6N DE UN 
ROBOT TiPO DELTA 
Para este caso de estudio la platafonna de desarrollo virtual 
utilizada es Unity 3D en su versi6n 4.6, la cual cuenta con el 
motor de fisica ·PhysXn.1• Esta platafonna pemiite desarrollar 
c6digo de programaci6n en lenguajes de alto nivel como C# y 
Java, las cuales pueden ser eiaborados en IDEs coma 
Microsoft Visual Studio o MonoDevelop (Licencia Publica 
General). A continuaci6n se presenta el desarrollo de este caso 
de estudio. 
A. Especificaciones de Diseno 
El robot a implementar es un manipulador paralelo tipo 
Delta de 3 grados de libertad de traslaci6n pura. La aplicaci6n 
a desarrollar debe incluir las caracteristicas fisicas elementales 
para poder representar el mecanismo, es decir el robot debe 
estar sujeto a la acci6n de la gravedad, sus componentes deben 
incluir todas propiedades inerciales de un cuerpo rigido, la 
movilidad de las articulaciones activas y pasivas debe ser 
simulada y cada componente debe ocupar un Unico espacio 
(detecci6n de colisiones). Se incluira una ccimara virtual para 
visualizar en tiempo real a traves de una pantalla el 
movimiento del efector final del robot. El robot debe estar 
habilitado para manipular objetos dentro de su espacio de 
trabajo, para ello se debe simular un efector final y un sensor 
de proximidad. Los servomotores del manipulador deben estar 
modelados coma sistemas dincimicos y una etapa de control 
PID ser<i implementada para controlar su posici6n angular. La 
movilidad del manipulador debe estar basada en su modelo 
cinemcitico inverso. Finalmente, se agregar<in elementos extras 
coma objetos no animados, colores y luces para dar un 
.acabado profesional al escenario virtual. 
Con respecto al uso de la aplicaci6n y el desarrollo de 
prilcticas de laboratorio, se desarrollara una interfaz virtual 
que cuente con una serie de menlls que pennitan: (i) revisar el 
estatus general de los sensores y actuadores del robot, (ii) 
configurar la masa de las componentes principales del robot, 
(iii) configurar las propiedades electricas y mec:inicas de los 
motores, (iv) sintonizar el controlador PID, deshabilitar la 
acci6n de control y controlar en lazo abierto cada actuador, y 
(v) operar el robot obteniendo los SetPoints de sus actuadores 
a traves de su modelo cinem<itico inverso. 
B. Mode/ado 3D 
Todos los modelos CAD utilizados fueron desarrollados a 
escala real en SolidWorks®, luego fueron exportados en 
fonnato STL (Stereo Lithography) hacia JDS MAX, en donde 
se trabaj6 en la reducci6n de los poligonos que fonnan el 
mallado de cada modelo 3D. El prop6sito de este tratamiento 
es disminuir el costo computacional del despliegue grafico en 
la aplicaci6n virtual. Posteriormente cada modelo 3D es 
enviado en fonnato FBX (FilmBox) hacia Unity 3D. 
C. Montaje y Configuracion de/ Comportamiento Fisico 
Los componentes que fonnan parte de la escena se pueden 
dividir en tres grupos; objetos no animados, objetos animados 
y objetos cuyo comportamiento fisico debe ser modelado. Los 
objetos no animados y animados son esos elementos extras 
que decoran el ambiente y dan una vista profesional del 
entorno, la diferencia entre ellos es que unos se mueven y 
otros no. El montaje d.e este tipo de componentes no. es de 
667 
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gran importancia, sin embargo en el caso de I~s robots, cuya · 
movilidad debe ser modelada, se debe hacer mucho hincapiC, 
pueS'errores en el ensamblaje del robot generar3n errores en el 
posicionamiento precise de su efector final, tal y coma sucede 
con un robot real. · · 
El robot Delta presenta una estructura basada en tres 
cadenas cinem3.ticas identicas unidas en sus extremes distales 
por una plataforma m6vil. En la Fig. 3 se muestra el montaje 
de una de las tres cadenas cinem3.ticas del robot dentro de 
Unity 3D. En dicha figura se observa un brazo (con form a 
practicamente cilindrica), un antebrazo (integrado por dos 
cuerpos formando un paralelogramo) y la plataforma m6vil 
(de forma triangular). Cada uno de estos componentes debe 
ser configurado dentro de Unity 3D con la opci6n "Rigid 
Body" (Cuerpo Rigido), de otra manera sobre este cuerpo no 
podr:i tener efecto el motor de fisica, lo cual significa que no 
actuarA la gravedad, no se. le podrci asignar masa, un material 
especifico, detecci6n de colisiones, aplicar una fuerza, un 
torque, etc. 
Figura 3. Montaje de una cadena cinem3.tica de! robot dentro de Unity 30. 
Para convertir el montaje mostrado en la Fig. 3 en un sub-
ensarnble del robot se deben simular las articulaciones que 
conectan a cada cuerpo con otro. El arreglo articular de cada 
cadena cinemAtica del robot es el siguiente; el brazo esta 
conectado a tierra (plataforma fija) mediante una articulaci6n 
de revoluta, cada cuerpo que fanna el ai1tebrazo esta 
canectado al brazo mediante una articulaci6n universal, y 
finalmente la plataforma m6vil esta unida a cada cuerpo del 
antebrazo tambien mediante articulaciones universales. En 
Unity 3D se puede simular la movilidad y el comportamiento 
de prActicamente cualquier articulaci6n comlinmente utilizada 
en rab6tica; articulaciones de revoluta, prism3.ticas, 
universales, esfericas, etc., y grail parte de ello se debe a la 
disponibilidad de la herramienta "Configurable Joint" 
(Articulaci6n Configurable). En la Fig. 4 se muestra una parte 
del menli de opciones para la configuraci6n de una 
articulaci6n que conecta uno de las cuerpos de un antebrazo 
con la plataforma m6vil (Hamada Mplat) en el punto X = -
0.0047 m, Y = -0.31196 m, Z = 0.2526 m de su··sistema de 
referencia local. Dicha articulaci6n representa una de tipo 
universal, pues tal y como se observa el movimiento lineal 
sobre los ejes X, Y y Z, adem3s del movimienta angular sobre 
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el eje Y fuero~ convenientemente bloqueados. r.~ ' ~ 
Figura 4. Ejemplo de la configuraci6n de una articulaci6n universal en Unity 
30. 
Sabre cada cuerpo del ensarnblaje se debe configurar un 
"Collider" (Calisionador) para simular su interacci6n con 
otros cuerpos dentro del ambiente. Un collider es una region 
envalvente que delimita el espacio de contacto de un cuerpo. 
Los tipos de collider disponibles en Unity 3D son: Box 
Collider (tipo caja), Sphere Collider (tipo esfera), Capsule 
Collider (tipo capsula) y Mesh Collider (tipo malla). En la Fig. 
5 se muestra la aplicaci6n de un Capsule Collider a uno de los 
brazos del robot Delta. 
Figura 5. Aplicaci6n de un Capsule Collider a un brazo del robot. 
Cuando el proc~dimiento anterior se aplica a todos las 
componentes del robot se obtiene su modelo virtual. En la Fig~ 
6 se muestra el robot completamente ensarnblado. En esta 
figura se observa las cadenas cinematicas del robot pendiendo 
de la base fija bajo unicarnente la acci6n de la gravedad. 
Finalmente se agregan algunos elementos extras para 
mejorar el aspecto visual del escenario. En-Ia Fig. 7 se mllestra 
una vista del escenario en donde se puede apreciar la inclusi6n 
de luces, colores y otros objetos, entre los que destaca un 
monitor que proyecta en tiempo real el streaming de video 
captado por una c;imara virtual instalada en el ro\lot, ademas 
de la presencia de cinco cubos de colores dispuestos sobre una 
mesa para ser manipulados por el robot. 
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Figura 6. Modelo virtual de! robot Delta bajo la acci6n de la gravedad. 
Figura 7. Escenario viriual de! robot Delta. 
Hasta este punto el modelo virtual desarrollado representa 
las caracteristicas de un mecanismo paralelo sin ningiin tipa 
de sensores y actuadores para co.ntrolar su rnovimiento. Para 
mayor infonnaci6n acerca de la configuraci6n geomCtrica de 
un robot Delta revisar [31 ]. 
D. Jnstrumentaci6n y Control Virtual 
A continuaci6n se presenta la fonna en que se model6 esta 
etapa para el robot Delta. 
Sensor de proximidad y efector final: Ambos dispositivos 
se pueden simular fiicilmente en Unity 3D a !raves de c6digo 
de programaci6n muy simple. En el caso del sensor de 
proximidad se utiliza la opci6n "Trigger'' (Disparo) de los 
colliders, de mauera que cuaudo el collider de! efector final 
entre bn contacto con el collider de otro objeto, una variable 
booleana previamente definida toma valor verdadero, misma 
variable que toma valor falso cuaudo los colliders no estan en 
contacto. El rango de acci6n del sensor est:i intimamente 
relacionado con la posici6n y tamailo del collider del efector 
final. Por otro !ado, el efector final es simulado utilizando la 
opci6n "Parent" de los objetos definidos dentro de Unity 3D, 
de esta manera un objeto se puede adjuntar o separar 
jerarquicarnente del efector final del robot mediante la acci6n 
de una yariable booleaua. 
Servomotores DC: Estos dispositivos juegau un papel 
importante dentro del proceso de simulaci6n del robot, por 
ello deben ser modelados coma sistemas dinfilnicos, es decir 
conviene no s61o conocer su respuesta en el estado final, 
tambien es necesario obtener su cOmportamiento en el estado 
transitorio. El modelado de un servomotor de corriente tlirecta 
implica la representaci6n de bcisicamente tres sub-sistemas: un 
motor· de co.rriente directa, un sensor- de posici6n angular y 
una etapa de control. 
En lo que respecta al motor de corriente directa es bien 
sabido que su representaci6n esta basada ·en las siguientes 
ecuaciones diferenciales: 
. di(I) 
ve1J = R1en+ L--+eCtl 
dt 
d OJel) 




Las ecuaciones (I) y (2) representau respectivamente la 
distribuci6n de! voltaje de alimentaci6n Ve•) del motor en sus 
elementos electricos y la distribuci6n del par Ten en sus 
elementos mecanicos. Donde; ict) es la corriente de Ia 
armadura, R la resistencia electrica, L la inductancia 
electrica, eel) la fuerza electromotriz, J el momenta de 
inercia del rotor, OJ(1) la velocida9 augular del eje, y Bm la 
constante de fricci6n viscosa del motor. 
Adem3s se sabe que el par generado par el motor es 
proporcional a la corriente, y que la velocidad angular del eje 
del motor es proP.orcional a fuerza electromotriz,. lo cual se 
puede representar de la siguiente forma: 
TetJ = ktiCtJ 
ee1) = kmOJ(t) 
(3) 
(4) 
Donde lu y km son respectivamente la constante de par y la 
constante de vo!taje del motor. 
De lo anterior, aplicando la transformada de Laplace sabre 
(I) y (2)se obtiene lo siguiente: 
V esJ = RI esJ +LSI esJ + kmnes> 
kJ esJ = JSQesJ + BmnesJ 
(5) 
(6) 
Despejaudo Jes) de (6) y sustituyendola en (5) se puede 
llegar a la siguiente funci6n de transferencia de lazo abierto, 
en donde la velocidad augular nes) de la flecha de! motor es 
considerada la salida, mientras el voltaje de alimentaci6n 





La · expresi6n (7) repfesenta un Sistema continua en el 
dominio de Laplace, y para poder implementarla como un 
sistema discreto en Unity 3D, se debe aplicar la transformada 
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donde T representa el periodo de muestreo, en el caso 
particular de Unity 3D T = 0.02 s. 
De lo anterior se puede calcular la velocidad angular de la 
flecha de un motor con detenninadas caracteristi<;as elCctricas 
y mecanicas dado un voltaje de entrada, lo cual junta con el 
hecho que las articulaciones simuladas en Unity 3D pueden 
ser configuradas coma activas e inducirles dicha velocidad 
angular, pennite simular en tiempo real el movimiento de un 
eslab6n activo generado par un motor de corriente directa. 
Par otro Jada, el sensor de posici6n del servomotor se 
puede simular a !raves de la lectura en tiempo real de la 
posici6n angular del eslab6n active sabre su eje de rotaci6n. 
La diferencia entre un SetPoint de posicionamiento angular 
(SP) y el valor actual (PV) registrado par el sensor de posici6n 
virtual pennite conocer el error ErnJ de posicionamiento en un 
instante n del tiempo, el cual es un data muy importante para 
la implementaci6n de la etapa de control de! serv~motor. 
La etapa de control de posici6n implementada en las 
servomotores es de tipo PID, en donde la sefial de control Yin 
se estima por la sumatoria de una acci6n de control 
proporcional (P), una integral ([) y una derivativa (D). Estas 
acciones de control fueron definidas en funci6n ,del error ErnJ 
tal y como se muestra a continuaci6n: 
Pen)= K,,Ecn) 
l(n) = K1T(Ecn>+lcn-1)) 
K (





Donde [(,, , JG y Kd representan las ganancia proporcional, 
integral y derivativa que penniten sintonizar el controlador 
para obtener un cofnportamiento deseado. 
E. Desarrollo de la lnterfaz de Usuario 
La idea principal de esta interfaz es que el usuario pueda 
interactuar de fonna activa con el robot y sus principales 
opciones de configuraci6n. Para esta aplicaci6n se desarroll6 
una interfaz con cinco menUs los cuales se pueden observar en 
la Fig. 8 y cuya funcionalidad se describe a continuaci6n: 
MenU Status: la funci6n principal de este menU es mostrar el 
estado de algunas variables durante la operaci6n del robot. Se 
puede leer la posici6n angular actual de cada motor y su 
maxima velocidad angular. En la parte inferior se encuentran 
tres indicadores: "Position Reached", el cu al indica cuando los 
motores han llegado a su SetPoint, "Efector Sensor'', que 
indica cuando la pieza que deseamos manipul_ar ya esta dentro 
del campo de acci6n del efector final, y "Efector On/Off', que 
indica cuando el efector final fue activado o desactivado para 
marlipular una pieza. 




Fig. 8. Interfaz de usuario. (a) MenU Status. (b) Menll Mass. (c) Menli Motor. 
(d) Menu PID. (e) Menu Kin. App. 
MenU Mass: Pennite configurar en tiempo real la masa de 
las eslabones de! robot. Tomando en cuenta las i = I, 2, 3 
cadenas cinem3ticas del robot, la etiqueta para cada brazo es 
LA1, para cada antebrazo LB1, y para la plataforma m6vil MP. 
La asignaci6n de la masa para los antebrazos se divide entre 
los dos cuerpos que lo conforman. La simulaci6n alcanza un 
nivel de realismo talque si se seleccionan masas que no 
pueden ser cargadas por los motores se veni c6mo el robot o 
las cadenas cinem3ticas con menos capacidad de carga no 
pueden sostenerse. 
Menu Motor: Este menu permite configurar las 
caracteristicas electricas y mec3nicas de cada uno de las 
motores del . robot. En ese menu apal'ecen no s61o las 
caracteristicas mostradas en la secci6n de modelado de un 
motor de corriente directa, tambien se incluy6 el Maximo 
torque y la relaci6n de reducci6n en las engranajes de! 
servomotor. La asignaci6n deI M3ximo torque es posible 
gracias a una de las opciones avanzadas de la "Configurable 
Joint" cuando es configurada coma aCtiva. 
Menu PID: Este menu permite configurar algunos 
parametros relacionados con el lazo de control PID de cada 
motor. Las primeras opciones que nos· provee este menU es 
ORTEGA MOODY et al.: VIRTUAL LABORATORIES FOR 
seiecciOnar un.liftiodo de operaci6n, en este sentido se puede 
seleccionar entre las· opciones de control: "On", "Off'' y 
"Open Loop". La opci6n "Off" genera una sefial de control 
igual a cero, lo cual irnpiica blisicamente apagar ese motor. La 
opci6n "Open Loop" pennite indicar manualmente. la sefial de 
control, lo cual permite conocer la respuesta natural de cada 
motor. Finalmente la opci6n "On" habilita el lazo de control 
PID, para lo cual est.a disponible la sintoniz.aci6n de las 
ganancias de! controlador y la visualizaci6n de! SetPoint, el 
valor actual del proceso, el error y la sefial de control. 
Menu Kin. App: Perrnite operar el robot, lo cual implica 
embeber en la aplicaci6n el modelo cinem3tico inverse del 
robot [31] para encontrar asi las coordenadas articulares de 
cada actuador asociadas a cualquier punto o trayectoria en su 
espacio de trabajo. El usuario puede realizar movimientos en 
los ejes X, Y y Z, y tiene disponibles los indicadores de 
"Position Reached" y "Efector Sensor'', ademcis de un control 
para activar y desactivar el efector final "Efector On/Off". En 
la Fig. 9 se muestra el despliegue de este menu para operar el 
robot y manipular los objetos dentro de su espacio de trabajo. 
Figura 9. Vista de! robot Delta apilando objetos en su espacio de trabajo. 
IV. CONCLUS!ONES 
Se present6 una metodologia sistematica para el desarrollo 
de laboratorios virtuales con prop6sitos de entrenamiento en 
rob6tica industrial. La metodologia se fundamenta en la 
caracterizaci6n de las propiedades fisicas de todos los 
elementos embebidos en el escenario, desde la estructura 
mecanica de los sistemas robqticos, hasta el modelado 
din;:im.ico de los sensores y actuadores utilizados para el 
control y operaci6n de! robot. 
Este tipo de laboratorios constituyen herramientas de gran 
utilidad para la capacitaci6n de personal en t6picos practicos 
de la rob6tica, pues ·el usuario de estos laboratorios puede 
entre otras cosas: familiarizarse con la operaci6n y control de 
cualquier robot industrial, visualizar variables importantes de] 
sistema, probar el comportamiento de diferentes actuadores al 
introducir sus especificaciones tecnicas re~les, realizar 
pruebas de control avanzadas coma modificar la masa de las 
eslabones para estudiar el comportamienta· del controlador, 
desarrollar habilidades de programaci6n en lenguajes de alto 
desempefio, estudiar a detalle e implementar el modelo 
cinemiitico de robots industriales, implementar algoritmos de 
control. para planificaci6n y seguimiCnto de trayectorias, e 
implementar rutinas y secuencias de trabajo. 
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