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Introduction
A unital ring R is said to have Invariant Basis Number (IBN) property if whenever the free left modules R m and R n are isomorphic for some natural numbers m and n, then m " n. In a series of papers [17, 18, 19, 20] , W.G. Leavitt studied rings which do not satisfy IBN property. For natural numbers m, n with m ă n, a non-IBN ring R is said to have module type pm, nq if m and n are the least positive integers such that R m -R n . For any arbitrary field K and natural numbers m, n with m ă n, Leavitt constructed 'universal' K-algebras L K pm, nq of module type pm, nq (now called Leavitt algebras).
L K pm, nq is presented as a unital K-algebra with generators x ij , xi j where 1 ď i ď m, 1 ď j ď n, and relations Leavitt also proved that L K pm, nq is simple if and only if m " 1, and that L K pm, nq is a domain for all m ą 1.
In a seemingly unrelated development, J. Cuntz constructed and studied in [10] and [11] , a class of C˚-algebras, now known as Cuntz algebras O n , which are generated by n isometries S 1 , S 2 , . . . , S n such that ř n i"1 S i Si " 1. It turns out that the Leavitt algebra L C p1, nq of type p1, nq is a dense˚-subalgebra of the Cuntz algebra O n .
Cuntz and Krieger [12] generalized the construction of O n by considering a class of C˚-algebras, known as Cuntz-Krieger algebras associated to an nˆn matrix with entries in t0, 1u. In a subsequent development, in [16] , Cuntz-Krieger algebras were realized as special cases of a broader class of C˚-algebras arising from directed graphs called graph C˚-algebras. The interested reader is referred to [25] for further information on this important class of C˚-algebras. Brown [9] , and McClanahan [21, 22] , studied C˚-algebras U nc pm,nq which are the C˚-analogs of L K pm, nq.
Algebraic analogs of graph C˚-algebras were defined and studied for row-finite graphs independently in [3] and [5] , and for arbitrary graphs in [1] and [26] , under the name Leavitt path algebras L K pEq. These algebras generalize Leavitt algebras L K p1, nq in a similar way as the graph C˚-algebras generalize Cuntz algebras O n . The interested reader may consult the book [2] and the references provided there.
In [4] and [6] , Ara and Goodearl initiated the study of a much larger class of algebras called Cohn-Leavitt path algebras and their C˚-analogs based on the concept of separated graphs pE, Cq (See Example 3.5). The Cohn-Leavitt path algebras extend the existing version of Leavitt path algebras and graph C˚-algebras for a particular choice of C. It was shown that any free product of algebras L K p1, nq appears as L K pE, Cq for a suitable separated graph pE, Cq. Also, for any n ě m ě 1, there is a separated graph pE, Cq such that L K pE, Cq -M m`1 pL K pm, nqq -M n`1 pL K pm, nqq and the corner of L K pE, Cq corresponding to one vertex of E is isomorphic to L K pm, nq itself. Similarly, free products of Cuntz algebra O n and matrix C˚-algebras M m`1 pU nc pm,nq q, appear as C˚pE, Cq for suitable separated graphs pE, Cq. However, they state that their motivation to study Cohn-Leavitt path algebras of separated graphs was of K-theoretic nature. Using Bergman's machinery [7] , they describe the V-monoid of L K pE, Cq and study the lattice of trace ideals of Cohn-Leavitt path algebras.
Independently, in [13] , Hazrat defined the concept of weighted Leavitt path algebras L K pE, wq as a generalization of Leavitt path algebras to capture L K pm, nq as special cases for m ą 1. The Gröbner-Shirshov bases of L K pE, wq (called normal forms) were found, and as an application, the characterization of L K pE, wq which are domains was studied in [14] . As another application of normal forms, Gelfand-Kirillov dimensions of weighted Leavitt path algebras were studied in [23] . However, Cohn-Leavitt path algebras and weighted Leavitt path algebras are not special cases of each other.
We place no restriction on the cardinalities of E 0 and E 1 or on the properties of the functions r and s. We say a graph is finite (resp. countable) if both E 0 and E 1 are finite (resp. countable).
Definition 2.3. A graph morphism
φ : F " pF 0 , F 1 , r F , s F q Ñ E " pE 0 , E 1 , r E , s E q is a pair of maps φ 0 : F 0 Ñ E 0 and φ 1 : F 1 Ñ E 1 such that r E pφ 1 peqq " φ 0 pr F peqq and s E pφ 1 peqq " φ 0 ps F peqq, for every e P F 1 .
A path µ in a graph E is a sequence of edges µ " e 1 e 2 . . . e n such that rpe i q " spe i`1 q, for i " 1, . . . , n´1. In this case, spµq " spe 1 q is called the source of µ, rpµq " rpe n q is called the range of µ, and n " |µ| is called the length of µ. We view the vertices of E as paths of length 0, and extend the functions r, s to E 0 by defining spvq " rpvq " v, for v P E 0 . For n ě 2, we define E n to be the set of all paths in E of length n, and the set Path(E) to be Ť ně0 E n . Definition 2. 4 . Let E be a graph. The Path K-algebra of E, denoted by P K pEq, is defined to be the quotient of the free associative algebra generated by the set E 0 Y E 1 obtained by factoring out the following relations:
(1) vw " δ v,w w, for all v, w P E 0 , (2) speqe " erpeq " e, for all e P E 1 .
Definition 2.5. Given a graph E, the double graph of E, denoted by p E, is defined to be the graph pE 0 , E 1 \ pE 1 q˚, p r, p sq, where pE 1 q˚" te˚| e P E 1 u, and the functions p r and p s are such that p r| E 1 " r, p s| E 1 " s, p rpe˚q " speq and p spe˚q " rpeq, for all e P E 1 .
A path µ in p E is called a generalized path.
Definition 2.6. An A-graph is a 5-tuple 9 E " pE, pC, Sq, pD, Tsuch that (1) E is a graph, (2) C "
where D v is a partition of r´1pvq for every v P E 0 , (4) |X X Y | ď 1, for every X P C and Y P D, (5) S Ď C fin , where C fin " tX P C | |X| ă 8u and (6) T Ď D fin , where
Notation 2.7. In an A-graph 9 E " pE, pC, Sq, pD, T qq, for each X P C and Y P D we set
Also, by spXq we mean speq for any e P X, and by rpY q we mean rpeq for any e P Y q. We interchangeably use XY and X X Y , wherever there is no cause for confusion.
Definition 2.8. Let 9 E " pE, pC, Sq, pD, Tbe an A-graph. The Cohn-Leavitt path algebra of the A-graph 9 E with coefficients in the field K, denoted by A K p 9 Eq, is the quotient of P K p p Eq obtained by imposing the following relations:
whenever the LHS is not an empty sum.
Definition 2.9. We say an A-graph 9 E is connected if the corresponding double graph p E is connected in the usual sense, that is, given any two vertices u, v P E 0 , there exists a path µ in p E such that spµq " u and rpµq " v. The connected components of 9 E are the graphs tE j u jPJ such that p E " Ů jPJ E j , where every E j is connected.
Proposition 2.10. Let 9 E be an A-graph. Suppose 9 E " Ů jPJ E j is a decomposition of 9 E into its connected components. Then A K p 9 Eq -À jPJ A K p 9 E j q, where 9 E j is the A-graph structure on E j induced by the A-graph structure on E.
Definition 2.11. [2, Definition 1.2.10] An associative ring R is said to have a set of local units U if U is a set of idempotents in R having the property that, for each finite subset r 1 , . . . , r n of R, there exists a u P U for which ur i u " r i , for 1 ď i ď n. An associative ring R is said to have enough idempotents if there exists a set of nonzero orthogonal idempotents I in R for which the set F of finite sums of distinct elements of I is a set of local units for R.
Eq is unital if and only if E 0 is finite. In this case,
(ii) For each α P A K p 9 Eq, there exists a finite set of distinct vertices V pαq for which α " f αf , where f " ř Eq by defining degpvq " 0, for each v P E 0 , degpeq " 1, and degpe˚q "´1, for every e P E 1 .
(ii) Let : K Ñ K be an involution on the field K. Then there exists a unique involution :
e Þ Ñ e˚, and e˚Þ Ñ e, for every e P E 1 .
However, we will not pursue the above additional structures on A K p 9 Eq anywhere in this paper.
Some special cases and examples
We begin with a prototypical example which suggests the terminology 'A-graph'.
Example 3.1. We first recall that a graph E is said to be simple if there is at most one edge between any two vertices. Let E be a finite simple graph with vertex set tv 1 , v 2 , . . . , v n u. Over the path algebra P K p p Eq, consider the 'adjacency' matrix A 1 whose pi, jq th entry is the edge e if speq " v i and rpeq " v j , and 0 if such an edge is not there. Let A be an pˆq matrix obtained from A 1 by removing zero rows and zero columns (p, q ď n). Let V be the pˆp diagonal matrix whose pi, iq th entry is the source vertex of the i th row of A and let U be the qˆq diagonal matrix whose pj, jq th entry is the range vertex of the j th column of A. Let the K-algebra A K pEq be the quotient of P K p p Eq obtained from the relations imposed by the following matrix equations:
where A˚is the 'conjugate transpose' of A of order qˆp.
We now give an A-graph structure on E. In order to do this, we have to specify C, D, S and T . Let the rows of A be defined to be the elements of C, the columns of A, the elements of D, and S and T be defined to be equal to C and D respectively. It is not hard to see that the Cohn-Leavitt path algebra A K p 9
Eq of this A-graph 9 E is nothing but the algebra A K pEq defined above.
As a more concrete example, let us consider E n to be the following line graph with n vertices and n´1 edges, where n ě 1.
and the relations obtained are
where 1 ď i ď n´1. In this case, it is easy to see that
Example 3.2 (Group algebras of free groups). Let R n be a graph with single vertex v and n loops tx 1 , x 2 , . . . , x n u. We give an A-graph structure on R n as follows: For 1 ď i ď n,
Then it is direct to see that xi " x´1 i , for 1 ď i ď n. So the Cohn-Leavitt path algebra of the above A-graph is the group algebra of the free group on n generators. In fact, any graph E can be turned into an A-graph as follows: Consider the finite biseparation on E obtained by discrete partition on both s´1pvq and r´1pvq, for every v P E 0 . Such a bi-separation will be called a trivial bi-separation. It is clear that the Cohn-Leavitt path algebra of the trivial bi-separation is the groupoid algebra of a free groupoid. . Let E be a graph and S be any subset of row regular vertices RRegpEq of E. The Cohn path algebra C S K pEq of E relative to S is obtained from P K p p Eq by imposing the following relations: CK1: e˚f " δ e,f rpeq for every e, f P E 1 , CK2: v " ř ePs´1pvq ee˚for every v P S.
In particular, C This algebra can be realized as a Cohn-Leavitt path algebra of a suitable A-graph as follows: Given E, we obtain an A-graph structure on E by defining C v to be the full partition of s´1pvq, D v to be the discrete partition of r´1pvq, for each v P E 0 and setting T " D, so that C fin "RRegpEq and A K pE, pC, Sq, pD, D fin" C S K pEq. Remark 3.4. We would like to point out that in the definition 2.8, had we set
then we would not have captured Cohn path algebras as examples. This is because, for Cohn path algebras S " H. A separated graph is a pair pE, Cq, where E is a graph and C " Ů vPE 0 C v , where C v is a partition of s´1pvq, for each vertex v P E 0 . Let S Ă C fin . Then the Cohn-Leavitt path algebra CL K pE, C, Sq of pE, Cq relative to S is defined as the quotient of P K p p Eq obtained by imposing the following relations: SCK1: e˚f " δ e,f rpeq, for all e, f P X, X P C, SCK2: v " ř ePX ee˚, for every X P S, v P E 0 . It is direct that the Cohn-Leavitt path algebras of separated graphs are special cases of Cohn-Leavitt path algebras of A-graphs, where an A-graph structure on pE, C, Sq is obtained by setting D v to be the discrete partition of r´1pvq, for each v P E 0 and D " D fin " T .
Relative Cohn path algebras and group(oid) algebras of free group(oid)s are of course special cases of Cohn-Leavitt path algebras of separated graphs. However, we have listed them separately for pedagogical reasons.
Example 3.6 (Weighted Leavitt path algebras). Let E be a row-finite graph and ω : E 1 Ñ N be a (weight) function. We define the (associated) weighted graph E ω to be a graph pE 0 ω , E 1 ω , r ω , s ω q, where E 0 ω " E 0 , E 1 ω " te i | e P E 1 , 1 ď i ď ωpequ, r ω pe i q " rpeq and s ω pe i q " speq, for all e P E 1 , 1 ď i ď ωpeq. Set ωpvq " maxtωpeq | e P s´1pvqu. (Note that ωpvq is well-defined since E is row-finite). The weighted Leavitt path algebra L K pE ω q of the weighted graph E ω is the quotient of P K p p E ω q obtained by going modulo the following relations: wCK1: ř 1ďiďωpvq ei f i " δ e,f rpeq, for every e, f P E 1 and speq " spf q " v P E 0 , wCK2: ř
where we set e i and ei to be zero whenever i ą ωpeq. This algebra can be realized as a Cohn-Leavitt path algebra of a suitable A-graph in the following way: For v P E 0 and 1 ď i ď ωpvq, define X i v " te i | e P s´1pvqu and set C v " tX i v | 1 ď i ď wpvqu. Here C " C fin , since E is row-finite. Set S " C. For v P E 0 and e P s´1pvq, define Y e v " te i | 1 ď i ď ωpequ and set D vw " tY e v | e P s´1pvq X r´1pwqu. Observe that D " D fin , since ω is a function which takes natural numbers as its values. Setting T " D and 9 E " pE, C, Dq, we, at once, have
It has been noted in [6, page 171 ] that neither weighted Leavitt path algebras nor CohnLeavitt path algebras of separated graphs are particular cases of the each other. One can mix the above two examples and construct new algebras as follows:
Example 3.7 (Weighted Cohn-Leavitt path algebras of finitely separated graphs). Let pE, Cq be a finitely separated graph (i.e. a separated graph in which C " C fin ). Let ω : E 1 Ñ N be a function and E ω be the associated weighted graph. For X P C, set ωpXq " maxtωpeq | e P Xu. The weighted Cohn-Leavitt path algebra CL K pE ω , Cq of pE ω , Cq can be defined as the quotient of P K p p E ω q by factoring out the following relations: wSCK1: ř 1ďiďωpXq ei f i " δ e,f rpeq, for every e, f P X and X P C,
where we set e i and ei to be zero whenever i ą ωpeq. Given a weighted finitely separated graph pE ω , Cq, we get a canonical A-graph as follows: For X P C and 1 ď i ď ωpXq, define r X i " te i | e P Xu and set r C v " t r X i | X P C v and 1 ď i ď ωpXqu. Here r C " r C fin , since E is finitely separated. Set r S " r C. Now, for e P X, define r Y e X " te i | 1 ď i ď ωpequ and r D vw " t r Y e X | e P Xu. Observe that r D " r D fin , since ω is natural number valued. Now setting r T " r D and 9 E " pE, r C, r Dq, we immediately get The Leavitt path algebra L K pHq of the hypergraph H is the K-algebra presented by the generating set tv, h ij , hi j | v P H 0 , h P H 1 , 1 ď i ď |sphq|, 1 ď j ď |rphq|u and the relations
We show that any hypergraph H can be associated to an A-graph as follows:
We note that if E is a finite simple graph and the A-separation on E is obtained from the adjacency matrix as in Example 3.1, then, in general, Cohn-Leavitt path algebra of such a graph need not coincide with the definitions of any of the standard graph algebras discussed above. The following example illustrates this: Example 3.9. For n ě 3, let C n denote the following graph with n vertices:
Then C n is simple graph with adjacency matrix given by at least two entries and at most three entries in both rows and columns, i.e., We will show that any element of A K p 9
Eq has precisely one normal representative in K xΩy. For this, we need a few definitions and results from [8] which we recall below.
Let xW y denote the semigroup of all nonempty words over W (with juxtaposition) and xW y denote xW y Y tempty wordu. Further, let K xW y denote the free K-algebra generated by W . Definition 4.3. Let Σ be a set of pairs of the form σ " pw σ , f σ q, where w σ P xW y and f σ P K xW y. Then Σ is called a reduction system for K xW y. For any σ P Σ and A, B P xW y, let r AσB denote the endomorphism of K xW y that maps Aw σ B to Af σ B and fixes all other elements of xW y. The maps r AσB : K xW y Ñ K xW y are called reductions.
Definition 4.4.
We shall say a reduction r AσB acts trivially on an element a P K xW y if the coefficient of Aw σ B in a is zero, and we shall call a irreducible (under Σ) if every reduction is trivial on a. The K linear subspace of all irreducible elements of K xW y will be denoted by K xW y irr . A finite sequence of reductions r 1 , . . . , r n will be said to be final on a P K xW y if r n . . . r 1 paq P K xW y irr . Definition 4.5. An element a P K xW y will be called reduction-finite if for every infinite sequence r 1 , r 2 , . . . of reductions, r i acts trivially on r i´1 . . . r 1 paq, for all sufficiently large i. If a is reduction-finite, then any maximal sequence of reductions r i , such that each r i acts nontrivially on r i´1 . . . r 1 paq, will be finite, and hence a final sequence. It follows from their definition that the reduction-finite elements form a K linear subspace of K xW y. We shall call an element a P K xW y reduction-unique if it is reduction-finite, and if its images under all finite sequences of reductions are the same This common value will be denoted r Σ paq. The set of reductions-unique elements of K xW y forms a K linear subspace, and r Σ is a bilinear map of this subspace into K xW y irr . Definition 4.6. A 5-tuple pσ, Θ, A, B, Cq with σ, Θ P Σ and A, B, C P xW y, such that w σ " AB and w Θ " BC is called an overlap ambiguity of Σ. We shall say the overlap ambiguity pσ, Θ, A, B, Cq is resolvable if there exist compositions of reductions r and r 1 , such that rpf σ Cq " r 1 pAf Θ q. Similarly, a 5-tuple pσ, Θ, A, B, Cq with σ ‰ Θ and A, B, C P xW y will be called an inclusion ambiguity if w σ " B, w Θ " ABC and such an ambiguity will be called resolvable if Af σ C and f Θ can be reduced to a common expression. Definition 4.7. By a semigroup partial ordering on xW y we shall mean a partial order ď such that B ă B 1 ñ ABC ă AB 1 C for any B, B 1 P xW y , A, C P xW y. We call ď compatible with Σ if for all σ P Σ, f σ is a linear combination of monomials ă w σ .
We now state the Bergman's diamond lemma which will be used to find a basis for CohnLeavitt path algebras of A-graphs. (1) All ambiguities of Σ are resolvable.
(2) All ambiguities of K xW y are reduction-unique under Σ.
(3) K xW y irr is a set of representatives for the elements of the K-algebra K xW y {I, where I is the ideal of K xW y generated by the elements w σ´fσ pσ P Σq.
When these conditions hold, K xW y {I may be identified with the K-linear space K xW y irr , made a K-algebra by the multiplication a¨b " r Σ pabq.
Now we can use the above theorem in order to prove that any element of A K p 9 Eq has precisely one normal representative in Proof. In order to apply Theorem 4.8, we replace the defining relations by the following:
ve˚" δ v,rpeq e˚, e˚v " δ v,speq e˚.
(i.e. In A 1 1 and A 1 2, LHS contains forbidden words). Denote by Σ the reduction system consisting of all pairs σ " pw σ , f σ q, where w σ equals the LHS of an equation above and f σ the corresponding RHS. Let xP y be the monoid consisting of all words formed by letters in E 0 Y E 1 Y pE 1 q˚. We define a partial order on xP y as follows.
Let A " x 1 x 2 . . . x n P xP y. Set lpAq " n and mpAq " |ti P t1, 2, . . . , pn´1qu | x i x i`1 is of type I or type IIu|.
Define a partial order ď on xP y by A ď B if and only if one of the following holds:
lpAq ă lpBq or (3) lpAq " lpBq, and for each G, H P xP y, mpGAHq ă mpGBHq.
Clearly ď is a semigroup partial order on xP y compatible with Σ and also the descending chain condition is satisfied. It remains to show that all ambiguities of Σ are resolvable.
In the following 
e note that there are no inclusion ambiguities. We only show how to resolve ambiguity of type A 1 1´A 1 2 leaving other easy cases to the reader.
This proves the confluence condition. The final expression written above is a finite sum as X P S and Y P T . If some terms in this expression contain forbidden words, we further reduce them as above. But this process has to terminate in finitely many stages (again since X P S and Y P T ). Also, it should be noted that in this sequence of reductions, the same forbidden word cannot appear more than once at different stages. For, that would mean that a single relation is contributing more than one forbidden words, which is a contradiction. This proves the reduction finiteness as well.
The categories AG and pBAG
In this section we introduce two categories AG of A-graphs and the category pBAG of preBergman A-graphs. We study the functoriality and continuity of an important functor between AG and K-Alg. We also show that each object of pBAG is a direct limit of sub-objects based on finite graphs, from which we obtain every Cohn-Leavitt path algebra of pre-Bergman A-graph as a direct limit of Cohn-Leavitt path algebras based on finite graphs. Definition 5.1. We define a category AG of A-graphs as follows: The objects of AG are A-graphs 9 E. A morphism φ : 9 E Ñ 9 r E in AG is a triple φ " pφ 0 , φ 1 , φ 2 q satisfying the following conditions:
(
Proposition 5.2. The category AG admits arbitrary direct limits.
Proof. The proof is similar to [6, Proposition 3.3] . The only addition is that we have to define D and T analogous to the way we define C and S.
Recall that a functor is continuous if it preserves direct limits.
Eq extends to a continuous covariant functor
Proof. The proof is similar to [6, Proposition 3.6].
Definition 5.4. We say a morphism φ : 9 E Ñ 9 r E in AG is complete if φ´1 1 p r Sq " S and φ´1 2 p r T q " T .
Definition 5.5. Let 9 E be an object in AG. A sub-object of 9 E is an object 9 E 1 " pE 1 , pC 1 , S 1 q, pD 1 , T 1such that E 1 is a sub-graph of E and the following conditions hold:
Definition 5.6. Let 9 E be an object in AG. A complete sub-object of 9 E is a sub-object 9 E 1 such that the inclusion morphism is complete.
Proposition 5.7. Any object in AG is a direct limit of countable complete sub-objects.
Proof. Let 9
E be an object in AG. For a finite subset A Ă E 0 \ E 1 , let E A be the graph generated by A, i.e.,
If the graph E 0 generated by
is a complete sub-object of the given object, we are done. If not, define
If the graph E 1 generated by E 0 0 \
E 1v is a complete sub-object of the given object we are done. If not define E 2v similarly and continue this process. Hence we have a chain E 0 Ñ E 1 Ñ E 2 Ñ . . . . Let E be the direct limit of this chain, i.e., let 9 E " pE, pC, Sq, pD, Tbe the direct limit of the directed system t 9 E i " pE i , pC i , S i q, pD i , T i qqu, where i P N Y t0u. Observe that for i ě 0, S i " tX P S | X X E 1 i´1 ‰ Hu and
Since the vertex set and edge set of E are countable union of finite sets, it is a countable subgraph of E. We claim that 9
E is a complete sub-object of 9 E. For, let X P S and X X E 1 ‰ H. Then X X E 1 i ‰ H, for some i P N Y t0u. This implies X P S i`1 , which in turn means X P S. Similarly one can start with X P CzS and prove that whenever X X E 1 ‰ H, the set X X E 1 P CzS. Repeating the analogous arguments for T , we can conclude that for each finite subset A Ă E 0 \ E 1 , there exists a countable complete sub-object 9 E of 9 E. Now by keeping the set of all finite subsets of E 0 \ E 1 as the indexing set, we get a directed system of countable complete sub-objects whose direct limit is 9 E.
We note that a general object in AG cannot be written as a direct limit of finite complete sub-objects as the following example illustrates:
Example 5.8. Consider the following simple graph C 8 on countably infinite vertices.
Let the canonical A-graph structure on C 8 be obtained from the adjacency matrix with S " C fin " C and T " D fin " D. Then C 8 cannot be written as direct limit of finite complete sub-objects. For, if there is a complete sub-object of C 8 then by definition we are forced to include all the edges and so, it will no more be finite.
Let 9
E be an object in AG. Set
T 1 " tY P T | X X Y ‰ H, for some X P Su and (3)
Let X, X 1 P S 1 . We say that X is related to X 1 via " T if there exists a sequence
Y λ 1 be the partition induced by the equivalence relation " S . We claim that the indexing sets Λ and Λ 1 are in bijection. To see this, start with λ P Λ. Let X P X λ be an arbitrarily fixed element. This means, there exists a λ 1 P Λ 1 and Y P Y λ 1 such that X X Y ‰ H. If X 1 ‰ X is another element of X λ , and if there is a Y 1 P T such that Remark 5.10. Because of the above proposition, we will denote the indexing sets of the canonical partitions of both S 1 and T 1 by Λ.
Definition 5.11. An A-graph 9 E is called pre-Bergman if |X λ | ă 8 and |Y λ | ă 8, for each λ P Λ. The pre-Bergman A-graphs along with complete morphisms form a category which we call a pre-Bergman A-category. It will be denoted by pBAG.
Any finite A-graph is, by definition, pre-Bergman.
Proposition 5.12. Let 9
E be a pre-Bergman A-graph such that S " C fin " C, T " D fin " D and |E 0 | " 1. For λ P I, let E λ be the subgraph of E with edge set Ť XPX λ te P Xu, C λ " tX P X λ u,
Eq is isomorphic to the free-product of algebras A K p 9 E λ q, where λ varies over the indexing set Λ.
Corollary 5.13 ([6] Proposition 2.10). Let pE, Cq be a separated graph with
Cq is isomorphic to the free-product of algebras L K p1, |X|q, where L K p1, |X|q is the Leavitt algebra of type p1, |X|q and X varies over C.
Theorem 5.14. Every object 9
E in pBAG is a direct limit of finite (complete) sub-objects.
Conversely, if 9
E in AG is a direct limit of finite complete sub-objects then it belongs to pBAG.
Proof. Let 9 E be an object in pBAG. By exactly same arguments as in Proposition 5.7, 9 E is a direct limit of the directed system t´9 E A " pE, pC, Sq, pD, TA , ãÑ¯| A is a finite subset of
It follows from the definition of pre-Bergman A-graphs that 9 E A is finite, for each finite subset A of E 0 \ E 1 .
Conversely, let 9 E be a direct limit of the directed system t´9 E i " pE i , pC i , S i q, pD i , T i qq, ãÑ¯| i P Iu of finite complete sub-objects. We know that S and T can be partitioned as S 1 \ S 2 and T 1 \ T 2 respectively (see equations 1 to 4 before the proposition 5.9). If S 1 " H, then T 1 " H and clearly 9 E is pre-Bergman. Suppose S 1 ‰ H. Then we have S 1 " Ů λPΛ X λ and T 1 " Ů λPΛ Y λ . That each |X λ | and |Y λ | is finite follows from the fact that the directed system consists of finite objects and the morphisms involved are complete.
Corollary 5.15. Let 9 E be an object in pBAG. Then the Cohn-Leavitt path algebra A K p 9 Eq is the direct limit of the directed system of unital algebras tA K p 9 E i qu iPI such that whenever j ě i, the map A K p 9 E i q Ñ A K p 9 E j q is a monomorphism, where t 9 E i u iPI is a directed system of finite complete sub-objects of 9 E whose direct limit is 9 E.
Proof. By the previous theorem, 9 E is a direct limit of a directed system t 9 E i u iPI consisting of its finite complete sub-objects. Therefore, by proposition 5.3 and Theorem 4.9, A K p 9
Eq is the direct limit of the directed system of algebras tA K p 9 E i qu iPI .
LV-Objects and Classification of Cohn-Leavitt path algebras which are Domains
Definition 6.1. An object 9 E in AG is called an LV-object if either (1) |S| ď 1 and |T | ď 1, or (2) |S| ą 1 or |T | ą 1, and the following two conditions are satisfied: (2.1) For any X, X 1 P S, there is either no Y P D such that X X Y ‰ H and
2) For any Y, Y 1 P T , there is either no X P C such that Y X X ‰ H and Y 1 X X ‰ H or there are at least two distinct
Definition 6.2. Let 9
E be an A-graph. If a P A K p 9 Eq, then the set supp(a) of all normal generalized paths occuring in NFpaq with nonzero coefficients is called the support of a.
Definition 6.3. Let 9
E be an A-graph. A local valuation on A K p 9 Eq is a map ν : A K p 9 Eq Ñ Z`Y t´8u such that (1) νpaq "´8 if and only if a " 0, (2) νpaq " 0 if and only if a ‰ 0 and supp(a)Ď E 0 , (3) νpa`bq ď maxtνpaq, νpbqu, for any a, b P A K p 9 Eq and (4) νpabq " νpaq`νpbq, for any v P E 0 , a P A K p 9
Eqv and b P vA K p 9 Eq. We use the conventions´8 ď x and x`p´8q " p´8q`x "´8, for any x P Z`Y t´8u.
Proposition 6.4. If 9
E in AG is an LV-object, then the map ν :
Eq, where ν is defined as
Proof. The first three conditions of a local valuation are obvious. It remains to show νpabq " νpaq`νpbq, for any v P E 0 , a P A K p 9 Eqv and b P vA K p 9 Eq. If one of νpaq and νpbq is 0 or´8, then the result is clear. Suppose now νpaq, νpbq ě 1. Since any reduction preserves or decreases the length of a generalized path, it follows that νpabq ď νpaq`νpbq. So it remains to show that νpabq ě νpaq`νpbq. Let
. . x k νpaq p1 ď k ď rq be the elements of supp(a) with length νpaq and q l " y l 1 . . . y l νpbq p1 ď l ď sq be the elements of supp(b) with length νpbq. We assume that the p k 's are pairwise distinct and so are q l 's. Since NF is a linear map, we can make the following conclusions:
(1) If x k νpaq y l 1 is not of type I or II, then NFpp k q l q " p k q l .
(2) If x k νpaq y l 1 is of type I, then there are X, X 1 P S and Y P D such that x k νpaq y l 1 " pXY qpX 1 Y q˚and pXY qpX 1 Y q˚is forbidden. So
(3) If x k νpaq y l νpbq is of type II, then there are Y, Y 1 P T and X P C such that x k νpaq y l νpbq " pXY q˚pXY 1 q and pXY q˚pXY 1 q is forbidden. So Case 1 : Assume that x k νpaq y l 1 is not of type I or II, for any k, l. Then p k q l P supppaq, for any k, l. So νpabq ě |p k q l | " νpaq`νpbq. 
. . y l νpbq P supppabq and so we are done.
Case 3 : Assume that there are k and l such that x k νpaq y l 1 is of type II. Then there are Y, Y 1 P T and X P C such that x k νpaq y l 1 " pXY q˚pXY 1 q and pXY q˚pXY 1 q is forbidden. Again since 9
E is an LV-object, there is at least one more element r X P C other than X such that r XY ‰ 0 and r XY 1 ‰ 0. The proof now follows in exactly the same way as in Cases 2.1 and 2.2. Definition 6.5.
(1) An LV-object is called an LV-rose if
Eq is called an LV-algebra if 9 E is an LV-object.
Eq is a domain if and only if 9 E is an LV-rose.
Proof. If 9
E is an LV-rose, then by the proposition 6.4, there is a local valuation on A K p 9 Eq. So if ab " 0 in A K p 9
Eq, then νpabq "´8, which implies νpaq`νpbq "´8. This means νpaq "´8 or νpbq "´8, and so a " 0 or b " 0.
Eq is a domain. Conversely, suppose that 9 E is not an LV-rose.
Eq is not a domain. Otherwise, we consider the following cases separately:
Case 1 : Assume that there are two distinct elements X, X 1 P S which have only one common Y P D such that XY ‰ 0, X 1 Y ‰ 0. Then pXY qpX 1 Y q˚" δ XX 1 spXq " 0. So we are done. Case 2 : Assume that there are two distinct elements Y, Y 1 P T which have only one common
This completes the proof.
The Gelfand-Kirillov dimension
We first recall some basic facts on the growth of algebras from [15] . Suppose B is a finitely generated K-algebra. Choose a finite generating set of B and let V be the K-subspace of B spanned by this chosen generating set. For each natural number n, let V n denote the K-subspace of B spanned by all words in V of length less than or equal to n. In particular, V 1 " V . Then we have an ascending chain
V n , where, by convention, V 0 " K. Clearly, the sequence tdim K pV n qu is a montonically increasing sequence and the asymptotic behaviour (see the definition 7.1) of this sequence provides an invariant of the algebra B, called the Gelfand-Kirillov dimension of B, which is defined to be (5) GKdim B " lim log dim K pV n q log n .
Definition 7.1. Given two eventually monotonically increasing functions φ, ψ : N Ñ R`, we set φ ĺ ψ if there are natural numbers a and b such that φpnq ď aψpbnq, for almost all n P N. We say φ is asymptotically equivalent to ψ, if both φ ĺ ψ and ψ ĺ φ. If φ and ψ are asymptotically equivalent, we write φ " ψ.
Coming back to GK dimension of algebras, if a K-algebra B has two distinct finite generating sets, and if V and W are the finite dimensional subspaces of B spanned by these sets, then setting φpnq " dim K pV n q and ψpnq " dim K pW n q, one can show that φ " ψ [ [15] ,Lemma 1.1]. In this notation, if φ ĺ n m for some m P N, then B is said to have polynomial growth and in this case GKdim(B)ď m. If on the other hand, φ " a n for some a P R such that a ą 1, then B is said to have exponential growth and in this case GKdim(B)" 8. Proof. Let o be a normal path in p E such that pop is normal. For n ě 1, let a n denote the number of words of length n formed from p and o and not containing two consecutive o's. Clearly a 1 " 2 and a 2 " 3. It is not hard to see that for n ě 3, a n " a n´1`an´2 . Solving this recurrence relation we obtain the closed form, a n " p ă 1, we can conclude that the sequence s n " p 1`?5 2 q n . But s n actually denotes the number of words of the above type of length ď n. This means the sub-algebra of A K p 9
Eq generated by p and o has exponential growth and so A K p 9 Eq has exponential growth. E be an A-graph. Let p and q be two normal paths in p E. If pq is normal or there exists a normal path o such that poq is normal, then we write p ñ q. A sequence p 1 , . . . , p k of quasi-cycles such that p i ff p j for any i ‰ j, is said to be a chain of
E be an A-graph. If there is no self-connected quasi-cycle, then any nontrivial normal path α P p E can be written as
where k ě 0, o i is the empty word or o i does not contain letters which are in some quasi-cycle, p 1 , . . . , p k is a chain of quasi-cycles, l 1 , . . . , l k are non-negative integers, and q i ‰ p i is a prefix of p i p1 ď i ď kq.
Proof. For proof, see [24, Lemma 27 ].
Theorem 7.7. Let 9 E be a finite A-graph. Then A K p 9 Eq has polynomial growth if and only if there is no self-connected quasi-cycle. E, Λq, where 9 E is an A-graph and Λ is a nonempty indexing set such that
It is easy to check that Bergman A-graphs are pre-Bergman and that Bergman A-graphs, along with complete morphisms, form a category. This category will be denoted by BAG. Definition 8.2. Let R be a ring, and let M 8 pRq denote the set of all ωˆω matrices over R with finitely many nonzero entries, where ω varies over N. For idempotents e, f P M 8 pRq, the Murray-von Neumann equivalence " is defined as follows: e " f if and only if there exists x, y P M 8 pRq such that xy " e and yx " f .
Let VpRq denote the set of all equivalence classes res, for idempotents e P M 8 pRq. Define res`rf s " re'f s, where e'f denotes the block diagonal matrixˆe 0 0 f˙.
Under this operation,
VpRq is an abelian monoid, and it is conical, that is, a`b " 0 in VpRq implies a " b " 0. Also Vp q :RingsÑMon is a continuous functor. Let R be a unital ring and let U pRq be the set of all isomorphic classes of finitely generated projective left R-modules, endowed with direct sum as binary operation. Then pU pRq, 'q is an abelian monoid. We also have U pRq -VpRq.
For λ P Λ S , set
Given a Bergman A-graph p 9 E, Λq, its M -monoid M p 9 E, Λq is defined as the abelian monoid generated by E 0 \ Q \ P modulo the following relations:
(1) For λ P Λ T and q Z P Q λ , ÿ
spXq,
If p 9 E, Λq is Bergman A-graph then M p 9 E, Λq is a conical monoid. This is easy to see from the relations defining M p 9 E, Λq because these relations ensure that px`yq ‰ 0 whenever x ‰ 0 or y ‰ 0, for x, y P M p 9 E, Λq.
Theorem 8.4. There is an isomorphism
Proof. We first define the map Γ as follows: For each object 9 E in BAG,
is the monoid homomorphism sending v Þ Ñ rvs, q Z Þ Ñ rdiagpspXqq´BB˚s and p W Þ Ñ rdiagprpY qq´N˚N s, where v P E 0 , Z is any non-empty finite subset of Y λ , diagpspXqq is the diagonal matrix of order |X λ | with diagonal entries coming from the set spX λ q in any order (without repetition), diagprpYis the diagonal matrix of order |Y λ | with diagonal entries coming from the set rpY λ q in any order (without repetition), B is the |X λ |ˆ|Z| matrix whose columns are precisely the ones in Z and whose i th row consists elements of X if and only if the diagonal entry in the i th row of diagpspXqq is spXq, and N is the |W |ˆ|Y λ | matrix whose rows are precisely the ones in W and whose j th column has elements from Y if and only if the diagonal entry in the j th column of diagprpYis rpY q. It is not hard to see that the above map is well defined. Also the fact that every element in BAG is a direct sum of its finite complete subobjects and the continuity of the functors involved will suggest that it is enough to prove the results for finite subobjects. For the finite case, we use induction on |Λ|. For Λ " H, the result is trivial. So, suppose that the result holds for all finite objects p 9 F , Λ 9 F q in BAG with |Λ 9 F | ď pn´1q, for some n ě 1. Let p 9 E, Λ 9 E q be a finite object with |Λ 9 E | " n. Fix an element λ P Λ 9 E . We can now apply induction to the object 9 F obtained from the 9 E by deleting all the edges in X λ and leaving the remaining structure as it is, keeping F 0 " E 0 . We simply write 9 E to denote p 9 E, Λ 9 E q. First suppose that λ P Λ S T . Then M p 9 Eq is obtained from M p 9 F q by going modulo the relation ř
Eq is the Bergman algebra obtained from
F q by adjoining a universal isomorphism between the finitely generated projective modules
Eqq is the quotient of VpA K p 9 Fmodulo the relation rdiagpspXqqs " rdiagprpY qqs.
Since the map Γp 9
is an isomorphism by induction hypothesis, the desired result follows. Now suppose λ does not belong to Λ S T . Then it is either in Λ 8 T or in Λ S 8 . Let us first assume that λ P Λ 8
T . In this case, M p 9 Eq is obtained from M p 9 F q by adjoining a new generator q Y λ and going modulo the relation ÿ
On the algebra side, A K p 9 Eq is obtained from A K p 9 F q in two steps by (1) This, along with the induction hypothesis, proves the theorem for the considered case.
Finally suppose λ P Λ S 8 . Again M p 9 Eq is obtained from M p 9 F q by adjoining a new generator p X λ and going modulo the relation ÿ
On the other hand, analogous to the previous case, the algebra A K p 9 Eq is obtained from A K p 9 F q in two steps by (1) 9.1. The lattice of admissible triples in p 9 E, Λq.
The set of all bisaturated subsets of E 0 is denoted by BSp 9 E, Λq. Note that empty set and E 0 are always elements of BSp 9 E, Λq. It is easy to check that BSp 9 E, Λq is closed under arbitrary intersections.
If V is a subset of E 0 , the bisaturated closure of V , denoted V , is the smallest bisaturated subset of E 0 containing V . Since the intersection of bisaturated subsets of E 0 is again bisaturated, V is well defined.
For V Ď E 0 , V can be explicitly constructed as follows:
, and spλq Ď V n´1 u, and if n is even positive integer, define
Let H Ď E 0 be bisaturated and for any λ P Λ, set
A triple pH, Σ, Θq is called an admissible triple and the set of all admissible triples in p 9 E, Λq is denoted by ATp 9 E, Λq. We define a relation ď in ATp 9 E, Λq as follows:
We note that pE 0 , H, Hq is the maximum and pH, H, Hq is the minimum in ATp 9 E, Λq.
The pΣ, Θq-bisaturation of H is defined as the smallest bisaturated subset HpΣ, Θq of E 0 containing H such that (1) If λ P Σ and spλq Ď HpΣ, Θq, then rpλq Ď HpΣ, Θq and (2) If λ P Θ and rpλq Ď HpΣ, Θq, then spλq Ď HpΣ, Θq.
We can construct pΣ, Θq-saturation of H as follows-Define H 0 pΣ, Θq " H. If n is odd positive integer, define
and if n is even positive integer, define H n pΣ, Θq " H n´1 pΣ, ΘqYtspXq P E 0´H n´1 pΣ, Θq | X P X λ , λ P Λ fin T YΘ and rpλq Ď H n´1 pΣ, Θqu.
Then HpΣ, Θq " Ť ně0 H n pΣ, Θq.
9.2. The lattice of order-ideals in M p 9 E, Λq.
Definition 9.5. An order-ideal of a monoid M is a submonoid I of M such that x`y P I for some x, y P M implies that both x and y belong to I.
Every monoid M is equipped with a pre-order ď as follows: for x, y P M , x ď y if and only if there exists z P M such that x`z " y. Hence an equivalent definition of an order-ideal I is as follows: For each x, y P M , if x ď y and y P I then x P I.
Let LpM q denote the set of all order-ideals of M . We note that LpM q is closed under arbitrary intersections. For a submonoid J of M , let xJy consists of those elements x P M such that x ď y for some y P J. Then xJy denote the order-ideal generated by J. Then LpM q can be shown to a complete lattice with respect to inclusion. For, an arbitrary family tI i u of order-ideals of M , the supremum is given by x ř I i y. We want to study the lattice of order-ideals of M p 9 E, Λq. For convenience we modify some notations in the previous section as follows.
Note that the above sums are finite.
Definition 9.7. Let F be the free abelian monoid on E 0 \ Q 0 \ P 0 . We identify M p 9 E, Λq with F { ", where " is the congruence on F generated by the relations spλq "
T , and rpλq`q Z if λ P Λ 8 T and Z P Z λ , and E, Λq, then the set H " I X E 0 is bisaturated.
Proof. Let λ P Λ S T and rpλq Ď H, then rpλq " spλq P I. Since I is order-ideal, and spXq ď spλq for each X P X λ , we have spXq P I for each X P X λ , and hence spλq Ď H. Converse follows similarly. Definition 9.9. Let H be a bisaturated subset of E 0 .
E, Λq, set ψpIq " pH, Σ, Θq, where
Conversely, for any pH, Σ, Θq P AT p 9 E, Λq, let IpH, Σ, Θq denote the submonoid of M p 9 E, Λq generated by the set H \ QpΘq \ P pΣq, where
and xIpH, Σ, Θqy be the order-ideal generated by IpH, Σ, Θq. Set φpH, Σ, Θq " xIpH, Σ, Θqy.
Lemma 9.10. If I is any order-ideal of M p 9 E, Λq, then I " φψpIq.
Proof. Let ψpIq " pH, Σ, Θq and IpH, Σ, Θq " J so that φψpIq " xJy. It is clear that J Ď I and therefore xJy Ď I. For converse, consider a nonzero element
and W m P W. Since I is an order ideal, v i , q α j , p β k , q Z l , p Wm P I, and so to prove that x P xJy, it is enough to show that v, q α , p β , q Z , p W for all v P E 0 , α P Λ fin T , β P Λ S fin , Z P Z and W P W.
T such that q α P I. Subcase 2.1 If rpαq Ď H, then rpαq P I and so spαq " rpαq`q α P I. Hence spXq P H for each X P X α , and so spαq P J. Since q α ď spαq, it follows that q α P xJy. Subcase 2.2 If rpαq Ę H, then by definition α P Θ X Λ fin T {H. Hence q α P J. Case 3 Let λ P Λ 8 T and Z P Z λ such that q Z P I. Subcase 3.1 Y λ{H " H. This is equivalent to rpλq Ď H and the argument follows similar to subcase 2.1. Subcase 3.2 0 ă |Y λ{H | ă 8. In this case, we have
It follows that rpY λ{H´Z q P I and so rpY λ{H´Z q Ď H. Hence Y λ{H Ď Z. Since rpZ´Y λ{H q Ď H, we get q λ{H " rpZ´Y λ{H q`q Z P I, so that λ P Θ by definition, and since q Z ď q λ{H , we get q Z P xJy. Subcase 3.3 |Y λ{H | " 8. Then there exists Y P Y λ{H´Z , and we have rpY q ď rpZ \ tY u´Zq`q tY u " q Z P I.
But this implies that rpY q P I and so rpY q P H, which contradicts Y P Y λ{H . Thus q Z P xJy. The remaining cases are proved analogously.
Construction 9.11. Let p 9 E, Λq be a Bergman A-graph and pH, Σ, Θq P AT p 9 E, Λq. For A Ď E 1 , define A r pHq " A X r´1pHq and A s pHq " A X s´1pHq.
We define the quotient Bergman A-graph p 9 r E, r Λq as follows: 9 r E is given by r E 0 " E 0´H and r
and s r E are restriction maps of r E and s E respectively. For v P r E 0 , set r C v " tX r pHq | X P C v and X r pHq ‰ Hu and r C " ğ
Finally, if rpZ 1 q Ę H, then we have
Thus we have shown that π is a monoid homomorphism. Now we show that I Ď ker π. Since kerπ is order-ideal, it suffices to show that IpH, Σ, Θq Ď kerπ. For v P H we have πpvq " r v " 0. For λ P Θ X Λ fin T , we have πpq λ q " r q λ " 0. If λ P Θ X Λ 8 T , then πpq λ{H q " r q λ{H " 0. Similarly we can verify that if λ P Σ X Λ S fin then πpq λ q " 0 and if λ P Σ X Λ S 8 then πpq λ{H q " 0. We claim that ψpker πq " pH, Σ, Θq. For, let ψpker πq " p r H, r Σ, r Θq. It follows from definition that r H " I X E 0 " H and by the previous paragraph Σ Ď r Σ and Θ Ď r Θ. Consider λ P Λ fin T {H \ Λ 8 T {H. If Y λ is finite and λ R Θ, then πpq λ q " r q λ ‰ 0. Hence q λ R ker π and so λ R r Θ. If Y λ is infinite and λ R Θ, then πpq Y λ{H q " r q Y λ{H ‰ 0. Thus λ R r Θ. Hence Θ " r Θ. Similarly Σ " r Σ. Finally, since ψpker πq " pH, Σ, Θq and I " φ˝ψpIq, we have that ker π " xIpH, Σ, Θqy " I.
Corollary 9.13. If pH, Σ, Θq P ATp 9 E, Λq, then pH, Σ, Θq " ψ˝φpH, Σ, Θq.
Theorem 9.14. Let 9 E be a Bergman A-graph. Then there are mutually inverse lattice isomorphisms φ : ATp 9 E, Λq Ñ LpM p 9 E, Λqq and ψ : LpM p 9 E, Λqq Ñ ATp 9 E, Λq, where φpH, Σ, Θq " xIpH, Σ, Θqy for pH, Σ, Θq P ATp 9 E, Λq and ψ is defined as in definition 9.9.
Proof. The maps ψ and φ are well defined by definition and by Lemma 9.10 φ˝ψ is the identity map on LpM p 9 E, Λqq and by Corollary 9.13 ψ˝φ is the identity map on ATp 9 E, Λq. We only to have to show that ψ and φ are order-preserving.
Suppose I 1 Ď I 2 are order-ideals of M p 9 E, Λq and pH j , Σ j , Θ j q " ψpI j q for j " 1, 2. Clearly H 1 Ď H 2 . We only show that Θ 1 Ď Θ 2 \ Λ T pH 2 q. Let λ P Θ 1 . First suppose that λ P Λ fin T {H 1 and q λ P I 1 . If λ P Λ fin T {H 2 , then λ P Θ 2 . Otherwise, rpλq Ď H 2 and so spλq P I 2 , which implies spλq P H 2 and λ P Λ T pH 2 q. Now suppose that λ P Λ 8 Y {H 2 and q λ{H 1 P I 1 . If λ P Λ 8 T {H 2 , then q λ{H 2 is defined and also q λ{H 2 " rptY P Y λ | rpY q P H 2´H1 uq`q λ{H 1 P I 2 , so λ P Θ 2 . Otherwise, rpλq Ď H 2 and so rpλ{H 1 q P I 2 , hence spλq P I 2 , again giving λ P Λ T pH 2 q. Σ 1 Ď Σ 2 \ Λ S pH 2 q follows on similar lines.
Finally, let pH 1 , Σ 1 , Θ 1 q and pH 2 , Σ 2 , Θ 2 q are elements of ATp 9 E, Λq such that pH 1 , Σ 1 , Θ 1 q ď pH 2 , Σ 2 , Θ 2 q. Clearly H 1 Ď IpH 2 , Σ 2 , Θ 2 q. Consider λ P Θ 1 X Λ fin T . If λ P Θ 2 , then q λ P IpH 2 , Σ 2 , Θ 2 q by definition of IpH 2 , Σ 2 , Θ 2 q. If λ P Λ T pHq, then q λ ď q λ`r pλq " spλq P IpH 2 , Σ 2 , Θ 2 q and so q λ P xIpH 2 , Σ 2 , Θ 2 qy. Now consider λ P Θ 1 X Λ 8
T . If λ P Θ 2 , then q λ{H 2 P IpH 2 , Σ 2 , Θ 2 q and since q λ{H 1 ď q λ{H 1`r pY λ{H 2´Y λ{H 1 q " q λ{H 2 , it follows that q λ{H 1 P xIpH 2 , Σ 2 , Θ 2 qy. If λ P Λ p Hq, then q λ{H 1 ď q λ{H 1`r pY λ{H 1 q " spλq P IpH 2 , Σ 2 , Θ 2 q and again q λ{H 1 P xIpH 2 , Σ 2 , Θ 2 qy. A similar arguments shows that Σ 1 Ď Σ 2 \Λ S pHq. Therefore all the generators of IpH 1 , Σ 1 , Θ 1 lie in φpH 2 , Σ 2 , Θ 2 q, and we conclude that φpH 1 , Σ 1 , Θ 1 q Ď φpH 2 , Σ 2 , Θ 2 q. Hence φ is order-preserving. ΦpIq " xentries of e | e P IdempM 8 pRqq and res P Iy
ΨpJq " tres P VpRq | e P IdempM 8 pJqqu.
Lemma 9.17. Let p 9 E, Λq be a Bergman A-graph. Then the trace ideals of A :" A K p 9 E, Λq are precisely the idempotent generated ideals and the lattice isomorphism Φ : LpVpAqq Ñ TrpAq is expressed as ΦpIq " xidempotents e P A | res P Iy.
Proof. The proof goes exactly similar to [6, Proposition 6.2] , except that in the present case, the V-monoid VpA K p 9 Eqq is generated by trvs | v P E 0 u Y trq Proof. Set M :" M p 9 E, Λq and let Γ : M Ñ VpAq be the monoid isomorphism. By abuse of notation we also use Γ to denote the induced lattice isomorphism LpM q Ñ LpVpAqq. Due to Theorem 9.14 and Proposition 9.16, we have mutually inverse lattice isomorphisms ΦΓφ : ATp 9 E, Λq Ñ TrpAq and ψΓ´1Ψ : TrpAq Ñ ATp 9 E, Λq.
More explicitly, if J P TrpAq, then ζpJq " pH, Σ, Θq, where
Σ " tλ P Λ S fin {H | p λ P Ju \ tλ P Λ S 8 {H | p λ{H P Ju, Θ " tλ P Λ fin T {H | q λ P Ju \ tλ P Λ 8 T {H | q λ{H P Ju. For converse, let pH, Σ, Θq P ATp 9 E, Λq. First define ξpH, Σ, Θq " xH \ P pΣq \ QpΘqy, where P pΣq and QpΘq are defined as in Definition 9.9. Then define JpH, Σ, Θq to be the order-ideal of VpAq generated by the set H 1 \ P 1 pΣq \ Q 1 pΣq, where It is clear that ξpH, Σ, Θq Ď ΦΓφpH, Σ, Θq.
