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Abstract
In this paper, we study characterizations of polynomial complexity
classes using first order functional programs and we try to improve
their intensionality, that is the number of natural algorithms cap-
tured. We use polynomial assignments over the reals. The poly-
nomial assignments used are inspired by the notions of quasi-
interpretation and sup-interpretation, and are decidable when con-
sidering polynomials of bounded degree ranging over real numbers.
Contrarily to quasi-interpretations, the considered assignments are
not required to have the subterm property. Consequently, they cap-
ture a strictly larger number of natural algorithms (including quo-
tient, gcd, duplicate elimination from a list) than previous charac-
terizations using quasi-interpretations.
Categories and Subject Descriptors F.2.0 [ANALYSIS OF AL-
GORITHMS AND PROBLEM COMPLEXITY]: General
General Terms Theory, Verification
Keywords static analysis, resource upper bounds, quasi-interpre-
tation, sup-interpretation
1. Introduction
The resource control is a fundamental issue for critical systems
which is studied by the implicit computational complexity commu-
nity in four distinct approaches that we briefly review. The first
one deals with linear type disciplines in order to restrict compu-
tational time (Girard 1998; Lafont 2004; Baillot and Mogbil 2004;
Gaboardi and Ronchi Della Rocca 2007; Gaboardi et al. 2008). The
second approach (Hofmann 2002), introduced a resource atomic
type, into linear type systems, for higher-order functional program-
ming. The third one considers imperative programming languages
in (Niggl and Wunderlich 2006; Kristiansen and Jones 2005) and
complexity analysis of Java (Albert et al. a,b). The fourth approach
is the one on which we focus in this paper which considers poly-
nomial assignments, quasi-interpretations (Bonfante et al. 2007)
and sup-interpretations (Marion and Péchoux 2006). It is related
to polynomial interpretations (Lankford 1979).
One of the key challenges is to create complexity tools in or-
der to analyze the computational complexity of programs automat-
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ically. In this paper, we focus on polynomial upper bounds on pro-
gram outputs (quasi-interpretations and sup-interpretation). In or-
der to predict the complexity of the function computed by a pro-
gram, we first have to prove that it terminates and, then, to put
drastic restrictions on either its syntax or its semantics. Nowadays,
the motivation behind such an analysis is to increase the intension-
ality of program complexity static analysis, that is, to enlarge the
number of captured algorithms. In particular, suitable characteriza-
tions of complexity classes have to include a broad set of programs
which are relevant from a programmer perspective.
Polynomial assignments are strongly related to polynomial in-
terpretations of (Lankford 1979; Manna and Ness 1970). However,
we no longer consider polynomials over natural numbers but poly-
nomials over real numbers using the work of (Dershowitz 1982).
We compensate for the loss of well-foundedness over real numbers
by putting restriction on the considered quasi-orderings. Polyno-
mial assignments are also related to quasi-interpretations (Bonfante
et al. 2007) and sup-interpretations (Marion and Péchoux 2006).
These two notions provide upper bounds on the size of the values
computed by a function symbol. It is demonstrated in (Bonfante
et al. 2007) that these notions combined with the product exten-
sion and the lexicographic extension of Recursive Path Orderings
(RPO) characterize the set of functions computable in polynomial
time and, respectively, the set of functions computable in polyno-
mial space.
In this paper, we make a step forward in the study of intensional
computational complexity by giving new characterizations of the
sets of functions computable in polynomial time and in polynomial
space. These characterizations allow us to capture distinct natu-
ral algorithms (quotient, gcd, duplicate elimination from a list...)
which where not captured by previous methods of (Bonfante et al.
2007). Moreover, we present characterizations having more flex-
iblity than the ones of (Bonfante et al. 2007) since they rely on
polynomials over reals and without the subterm property (i.e. with-
out ∀i, P (. . . , Xi, . . .) ≥ Xi). As a consequence, the considered
assignment have a stronger intensionality than quasi-interpretations
which are subterm assignments.
Using a result of Tarski (Tarski 1951), we have demonstrated
in (Bonfante et al. 2005), that the polynomial assignment syn-
thesis, which consists in finding an assignment for a given pro-
gram, is exponential in the number of variables. From a practical
point of view, this is not a serious drawback since our study is
related to program static analysis. Consequently, the search for
suitable assignments can be performed offline and without time re-
strictions. Some heuristics for quasi-interpretation synthesis were
already developed in a software called CROCUS, available at
http://libresource.inria.fr//projects/crocus, which
captures a lot of programs efficiently (about 60% of the TPDB pro-
grams are analyzed in less than 1 second http://www.loria.fr/
~bonfante/crocus/tpdb.html).
The paper is organized as follows. Section 2 describes the syn-
tax and the semantics of the language and some preliminary notions
on first order functional programs. Section 3 defines the polyno-
mial assignments and the notion of quasi-interpretation. Section 4
improves the results of (Bonfante et al. 2007) by providing better
intensional characterizations of the sets of functions computable
in polynomial space and polynomial time using dependency pairs,
quasi-interpretations and Recursive Path Orderings. Finally, sec-
tion 5 provides two characterizations of the sets of functions com-
putable in polynomial space and in polynomial time only using
polynomial assignments without the subterm property. We illus-
trate by many examples that algorithms captured are distinct from
the ones of section 4.
2. Preliminaries
2.1 Syntax
A program is defined formally as a quadruple 〈X , C,F ,R〉 with
X , C and F finite disjoint sets which represent respectively the
variables, the constructor symbols and the function symbols andR
a finite set of rules defined by:
(Values) T (C) 3 v ::= c | c(v1, · · · , vn)
(Terms) T (C,F ,X ) 3 t ::= c | x | c(t1, · · · , tn)
| f(t1, · · · , tn)
(Patterns) P 3 p ::= c | x | c(p1, · · · , pn)
(Rules) R 3 r ::= f(p1, · · · , pn)→ t
Throughout the paper, we suppose that x ∈ X , f ∈ F , c ∈
C, v, v1, · · · , vn ∈ T (C), t, t1, · · · , tn ∈ T (C,F ,X ) and
p, p1, · · · , pn ∈ P .
2.2 Call-by-value semantics
The domain of computation of a program 〈X , C,F ,R〉 is the con-
structor algebra T (C). A (normalized) substitution σ is a mapping
from variables to values of T (C). We consider a call-by-value se-
mantics which is displayed in figure 1. The meaning of e ↓ v is
that e evaluates to the value v ∈ T (C). Throughout the paper, we
only consider programs having disjoint and linear patterns. So each
program is confluent (Huet 1980).
t1 ↓ w1 . . . tn ↓ wn
c ∈ C
c(t1, · · · , tn) ↓ c(w1, · · · , wn)
ei ↓ wi f(p1, . . . , pn)→ e ∈ R ∃σ, piσ = wi eσ ↓ u
f ∈ F
f(e1, . . . , en) ↓ u
Figure 1. Call-by-value semantics of a program p
Given a term t and a substitution σ, if tσ ↓ w and w is in T (C)
then JtσK = w, otherwise JtσK is undefined and we set JtσK = ⊥.
Because it is convenient, we will sometimes refer to ∗→ as the
reflexive and transitive closure of the rewrite relation→.
example 1. Consider the following program which computes the
quotient:
minus(0, z)→ 0
minus(S(z), 0)→ S(z)
minus(S(u), S(v))→ minus(u, v)
quo(0, S(z))→ 0
quo(S(y), S(z))→ S(quo(minus(y, z), S(z)))
We have for every positive natural number m,
Jquo(Sn(0), Sm(0))K = Sdn/me(0)
where Sn+1(0) = S(Sn(0)) and S0(0) = 0.
2.3 Call-tree
In this section, we define the notion of call-tree which will be used
in the proofs of this paper to ensure that program computed values
remain polynomially bounded.
A context is a term C[1, · · · ,r] with only one occurrence of
each hole i, where the holes i are fresh symbols. The substitu-
tion of each hole i by a term di is denoted C[d1, · · · , dr].
For example, if C[] = minus(, S(v)) then C[S(u)] =
minus(S(u), S(v)).
definition 1 (State). A state 〈f, v1, · · · , vn〉 is a tuple where f is a
function symbol of arity n and v1, . . . , vn are values.
Assume that η1 = 〈f, v1, · · · , vn〉 and η2 = 〈g, u1, · · · , um〉
are two states, there is a transition between η1 and η2, denoted
η1  η2, if there are a rule of the shape f(p1, · · · , pn) →
C[g(e1, · · · , em)] ∈ R, with C[] a context, and a substitution
σ such that:
1. piσ = vi, for i ∈ {1, . . . , n},
2. JejσK = uj , for j ∈ {1, . . . ,m}.
Now, we define the notion of call-tree which corresponds to the
tree of function calls in one execution of a program:
definition 2 (Call-tree). A call-tree corresponding to the evalua-
tion of f(v1, . . . , vn) is the finite or infinite tree whose nodes are
labeled by the states, whose root is labeled by 〈f, v1, · · · , vn〉 and
where the children of a node labeled by η1 are the nodes labeled by
η2 such that η1  η2.
definition 3 (Path). A path is a finite or infinite set of nodes labeled
by the states η1, · · · , ηk such that η1  η2 . . . ηk−1  ηk.
definition 4 (Sub-tree). Given two call-trees T and T ′, T ′ is a sub-
tree of T if every node of T ′ is a node of T and every transition of
T ′ is a transition of T .
Throughout the paper, we will refer to + and ∗ as the transitive
closure and as the transitive and reflexive closure of .
definition 5 (Size and length). The size of a term t is defined by:
|t| = 0 if t is a symbol of arity 0
|t| =
∑
i∈{1,...,n}
|ti|+ 1 if t = b(t1, · · · , tn), b ∈ C ∪ F .
The size of a state 〈f, u1, · · · , un〉 is defined by:
|〈f, u1, · · · , un〉| =
∑
i∈{1,...,n}
|ui|
Given a finite pathB of a call-tree, the length of the path lg(B)
is the number of states in the path, i.e. ifB = η1  . . . ηi−1  
ηi, then lg(B) = i, and the size of the path is the sum of the sizes
of all its states, i.e.
|B| =
∑
j∈{1,...,lg(B)}
|ηj |
Given a finite call-tree T , whose nodes are labeled by the states
s1, · · · , sm, the size of the call-tree is defined by
|T | =
∑
j∈{1,...,m}
|sj |
A state may be seen as a stack frame since it contains a function
call and its respective arguments. A call-tree of root 〈f, v1, · · · , vn〉
represents all the stack frames which will be pushed on the stack
when we compute f(v1, . . . , vn). Notice that both a path and a call-
tree may be infinite if the program is not terminating.
2.4 Dependency pairs
In this section, we briefly review the notion of dependency pair
introduced by Arts and Giesl (Arts and Giesl 2000) in order to
analyze the termination of programs automatically. Since this paper
does not focus on termination, the notions introduced differ slightly
from the original dependency pair method. These deviations will be
pointed out when necessary.
definition 6 (Dependency pair). Given a program 〈X , C,F ,R〉, a
dependency pair (DP) is a couple
(f(p1, · · · , pn), g(e1, · · · , em))
satisfying f, g ∈ F and there is a context C[] such that:
f(p1, · · · , pn)→ C[g(e1, · · · , em)] ∈ R
example 2. Consider the program of example 1:
(quo(S(y), S(z)), minus(y, z)), is a dependency pair. Indeed, the-
re is a rule quo(S(y), S(z)) → C[minus(y, z)] with a context
C[] = S(quo(, S(z))).
remark 1. Contrarily to the original DP method, we do not distin-
guish a function symbol f from the tuple symbol f#. Indeed there
is no real need to distinguish the two symbols since we do not focus
on termination.
definition 7 (SDP graph). Given a program p, we define its syn-
tactic dependency pair graph (SDP graph) by:
• The nodes are the dependency pairs.
• There is an arc from (e, e′) to (d, d′) if and only if e′ =
f(e1, · · · , en) and d = f(p1, · · · , pm).
A cycle of dependency pairs is defined to be a cycle in the SDP
graph. We say that the dependency pair is involved in a cycle if it
belongs to a cycle in the SDP graph.
remark 2. Contrarily to the original DP method, the notion of
graph we consider is based on a syntactical condition (i.e. the
uppermost symbols are the same) instead of a semantics condition
(In the original paper, there is an arc from (e, e′) to (d, d′) if there
is a substitution σ such that e′σ →∗ dσ). This restriction is made
since we use a call-by-value strategy and we are more concerned
in the decidability of our method than in its completeness.
Now, we recall the notion of reduction pair of (Kusakari et al.
1999) and we suggest the new notion of strong reduction pair.
definition 8 (Strong reduction pair). A redu-
ction pair is a couple (%,) such that:
• % is a quasi-ordering (reflexive and transitive relation) weakly
monotonic (i.e. ∀b s % t implies b(. . . , s, . . .) % b(. . . , t, . . .))
and stable by substitution (i.e. ∀σ, s % t implies sσ % tσ),
• and  is a well-founded ordering stable by substitution,
which satisfy  ◦ % ⊆  or % ◦  ⊆ .
A strong reduction pair is a reduction pair (%,) which satisfies
both  ◦ % ⊆  and % ◦  ⊆ .
remark 3. Reduction pair seems to be a too weak notion for
program complexity analysis even if it is a suitable notion for
showing program termination. To understand the intuition behind
strong reduction pairs, notice that if an infinite decreasing sequence
of the shape u1 % u2  u3 % u4 % ... involves an infinite number
of occurrences of  then the notion of reduction pair is powerful
enough in order to extract an infinite decreasing sub-sequence with
respect to . This contradicts the fact that  is well-founded and
consequently there is no such infinite sequence and the program
is terminating. When considering complexity, the extraction of a
sub-sequence is not sufficient, we want to keep ”upper-bounds”
on each expression of a sequence and this requirement justifies the
introduction of strong reduction pairs.
definition 9. Given a reduction pair (%,), a program p is in
DP (%,) if:
1. For each rule f(p1, · · · , pn)→ e ∈ R, f(p1, · · · , pn) % e.
2. For each dependency pair (s, t), s % t.
3. For each cycle C of the SDP graph, there is a dependency pair
(s, t) involved in C such that s  t
theorem 1. A program p ∈ DP (%,) is terminating.
Proof. This result is a consequence of (Arts and Giesl 2000).
3. Assignments
In this section, we define max-polynomial assignments over non
negative real numbers following the terminology of (Dershowitz
1982). A max-polynomial assignment associates a max-polynomial
function to every symbol of a program. Throughout the paper, ≥
denotes the natural ordering on real numbers.
definition 10 (Assignment). An assignment of a symbol b ∈
F ∪ C of arity n is a function LbM : (R≥0)n → R≥0.
For each variable x ∈ X , we define LxM = X with X a fresh
variable ranging over R≥0.
We extend assignments L−M to terms canonically. Given a
term b(t1, · · · , tn) with m variables, its assignment is a function
(R≥0)m → R≥0 defined by:
Lb(t1, · · · , tn)M = LbM(Lt1M, · · · , LtnM)
A program assignment is an assignment L−M defined for each
symbol of the program.
example 3. The function L−M defined by LquoM(U, V ) = U + V ,
LminusM(U, V ) = U + V , L0M = 0 and LSM(U, V ) = U + V + 1
is an assignment of the program of example 1.
Now we define the notion of additive assignments which guar-
antees that the assignment of a value remains affinely bounded by
its size.
definition 11 (Additive assignment). An assignment of a symbol
c of arity n is additive if:
LcM(X1, · · · , Xn) =
n∑
i=1
Xi + αc, with αc ≥ 1 if n > 0,
LcM = 0 otherwise.
The assignment L−M of a program 〈X , C,F ,R〉 is called additive
assignment if each constructor symbol of C has an additive assign-
ment.
lemma 1. Given an additive assignment L−M, there is a constant α
such that for each value v, the following inequality is satisfied:
|v| ≤ LvM ≤ α× |v|
Proof. Define α = maxc∈C(αc) where αc is taken to be the
constant of definition 11, if c is of strictly positive arity, and αc = 0
otherwise. If v is a constructor symbol of arity 0 then |v| = LvM =
0, else v = c(v1, · · · , vn) and we show the result by induction on
the size. Suppose that |vi| ≤ LviM ≤ α× |vi| (I.H.):
|c(v1, · · · , vn)| =
∑
i∈{1,...,n}
|vi|+ 1
≤
∑
i∈{1,...,n}
LviM + αc = Lc(v1, · · · , vn)M
≤
∑
i∈{1,...,n}
α× |vi|+ α = α× |c(v1, · · · , vn)|
The first inequality is a consequence of the combination of I.H. and the fact
that αc ≥ 1. The second inequality is a consequence of the combination of
I.H. and the fact that αc ≤ α.
definition 12 (Monotonic assignment). An assignment is (weakly)
monotonic if for any symbol b, LbM is an increasing (not necessarily
strictly) function with respect to each variable. That is, for every
symbol b and all Xi, Yi of R≥0 such that Xi ≥ Yi, we have:
LbM(. . . , Xi, . . .) ≥ LbM(. . . , Yi, . . .)
We start by showing some properties on monotonic assign-
ments:
proposition 1. Given a program 〈X , C,F ,R〉 and a monotonic
assignment L−M such that ∀l → r ∈ R, LlM ≥ LrM, then for every
term t and every substitution σ if tσ →∗ u, we have: LtσM ≥ LuM
Proof. Given a program p which admits an additive, max-polyno-
mial and monotonic assignment L−M such that ∀l→ r ∈ R, LlM ≥
LrM, we show this result by induction on the derivation length. No-
tice that LlM ≥ LrM implies ∀σ, LlσM ≥ LrσM (closure by substi-
tution). Consider a term t and suppose, by Induction Hypothesis
(I.H.), that if tσ →i u, where →i denotes i rewrite steps, then
LtσM ≥ LuM. The inequality is clearly satisfied for i = 0. Now, take
a reduction of length i + 1 of the shape tσ →i u → w. We know
that there are a context C[−], a rewrite rule l→ r and a substitution
σ′ such that u = C[lσ′] and w = C[rσ′], so:
LtσM ≥ LuM By I.H.
= LC[lσ′]M Since u = C[lσ′]
= LCM(Llσ′M) By definition of L−M
≥ LCM(Lrσ′M) By monotonicity of L−M
= LwM By definition of L−M again
definition 13 (Subterm assignment). An assignment is subterm
if for any symbol b of arity n > 0, we have
∀i ∈ {1, . . . , n} , LbM(. . . , Xi, . . .) ≥ Xi
definition 14 (Max-poly). Let Max-Poly{R≥0} be
the smallest class which contains the constant functions over R≥0,
the projections, max, +,× and which is closed under composition.
An assignment L−M is said to be max-polynomial if for each symbol
b ∈ F ∪ C, LbM is a function in Max-Poly{R≥0}.
example 4. The assignment of example 3 is monotonic, subterm,
max-polynomial and additive.
definition 15 (Quasi-interpretation (QI)). Given
a program p, p admits a quasi-interpretation L−M if L−M is a
monotonic and subterm assignment which satisfies:
∀l→ r ∈ R, LlM ≥ LrM
definition 16 (QIaddpoly). Let QIaddpoly be the set of programs which
admit an additive and max-polynomial quasi-interpretation.
example 5. The following program:
minus(0, z)→ 0
minus(S(z), 0)→ S(z)
minus(S(u), S(v))→ minus(u, v)
admits the additive and max-polynomial quasi-interpretation L−M
defined by LSM(U, V ) = U + V + 1, LminusM(U, V ) = U + V ,
and L0M = 0. Indeed, we check that:
Lminus(0, z)M = Z ≥ 0 = L0M
Lminus(S(z), 0)M = Z + 1 ≥ Z + 1 = LS(z)M
Lminus(S(u), S(v))M = U + V + 2 ≥ U + V = Lminus(u, v)M
Consequently, this program belongs to QIaddpoly.
However there are natural programs that do not admit any (ad-
ditive and) polynomial quasi-interpretation because of the subterm
property:
example 6. The program of example 1 does not have any quasi-
interpretation. Ad absurdum, suppose that it admits an additive
quasi-interpretation L−M. In particular, we have to check that
Lquo(S(y), S(z))M ≥ LS(quo(minus(y, z), S(z)))M. Suppose that
LSM(X) = X + k, with k ≥ 1. We have to find LquoM such that:
LquoM(Y + k, Z + k) ≥ LquoM(Lminus(y, z)M, Z + k) + k
> LquoM(max(Y,Z), Z + k)
The last strict inequality holds by subterm property. For Z large
enough (take Z > Y + k), we obtain a contradiction since
LquoM(Y + k, Z + k) > LquoM(Y + k, Z + k).
4. Characterizations using RPO
and QI
In this section, we provide characterizations of the sets of func-
tions computable in polynomial time and polynomial space with the
help of recursive path orderings (RPO) and quasi-interpretations.
These characterizations improve the intensionality of the ones pre-
sented in (Bonfante et al. 2007) since the set of programs captured
by (Bonfante et al. 2007) is a proper subset of the characterizations
presented in this section (as illustrated by example 8).
4.1 Recursive Path Orderings
Given a program 〈X , C,F ,R〉 and a quasi-ordering ≥F on F , we
define≈F by, f ≈F g iff f ≥F g and g ≥F f, and>F by, f >F g
iff f ≥F g and not g ≥F f.
We associate to each function symbol f a status st(f) which
ranges over {p, l} and which satisfies the condition st(f) = st(g)
if f ≈F g holds.
definition 17. The product extension p and lexicographic exten-
sion l of a partial ordering  and its strict part  are defined
by:
• Product extension: {m1, · · · ,mk} p {n1, · · · , nk} iff (i)
∀i ≤ k,mi  ni and (ii) ∃j ≤ k such that mj  nj .
• Lexicographic extension: {m1, · · · ,mk} l {n1, · · · , nl} iff
∃j such that ∀i < j, mi  ni and mj  nj .
definition 18 (RPO). Given a preorder ≥F and a status st, the
Recursive Path Ordering rpo is defined by the rules of figure 1.
prodrpo is the restriction of rpo where each function symbol
has the product status, i.e.∀f ∈ F , st(f) = p. We definerpo and
prodrpo to be the reflexive closures of rpo and, respectively, prodrpo
(i.e. t rpo s iff t = s or t rpo s).
Notice that (rpo,rpo) and, a fortiori, (prodrpo,prodrpo) are
strong reduction pairs since rpo is a well-founded, stable and
{t1, · · · , tn} prpo
{
t′1, · · · , t′n
}
c ∈ C
c(t1, · · · , tn) rpo c(t′1, · · · , t′n)
t′ = ti or ti rpo t′
b ∈ C ∪ F
b(. . . , ti, . . .) rpo t′
∀i f(t1, · · · , tn) rpo t′i
c ∈ C, f ∈ F
f(t1, · · · , tn) rpo c(t′1, · · · , t′m)
∀i f(t1, · · · , tn) rpo t′i f >F g
g, f ∈ F
f(t1, · · · , tn) rpo g(t′1, · · · , t′m)
{t1, · · · , tn} st(f)rpo
{
t′1, · · · , t′n
}
f ≈F g ∀i f(t1, · · · , tn) rpo t′i
f(t1, · · · , tn) rpo g(t′1, · · · , t′n)
g, f ∈ F
Figure 2. Definition of rpo
monotonic strict ordering (Dershowitz 1982; Kamin and Lévy
1980).
4.2 Properties of DP (%,rpo) ∩QIaddpoly
If we consider programs in QIaddpoly the size of every computed value
is polynomially bounded by the input size:
lemma 2. Given a program 〈X , C,F ,R〉 ∈ QIaddpoly and a function
symbol f ∈ F , there is a polynomial P such that for every state η
of a call-tree of root 〈f, v1, · · · , vn〉, we have:
|η| ≤ P (|〈f, v1, · · · , vn〉|)
Proof. Given a node 〈g, s1, · · · , sm〉 of the call-tree of root
〈f, v1, · · · , vn〉, we know that there is a derivation of the shape
f(v1, · · · , vn) →∗ C[g(s1, · · · , sm)], for some context C[]. By
proposition 1, Lf(v1, · · · , vn)M ≥ LC[g(s1, · · · , sm)]M and, by
subterm property, we obtain:
Lf(v1, · · · , vn)M ≥ max
j∈{1,...,m}
LsjM
If k is the maximal arity of a symbol, applying lemma 1, then
P (X) = k × LfM(α×X, . . . , α×X) is the required polynomial.
We can extend this result to paths of every call-tree when con-
sidering programs of DP (%,rpo) ∩ QIaddpoly, where (%,rpo) is
a strong reduction pair. By theorem 1, every program of DP (%
,rpo) is terminating and, consequently, has only finite call-trees.
For that purpose, we first establish an intermediate lemma which
uses the properties of strong reduction pairs:
lemma 3. Assume that % is a relation s.t. (%,rpo) is a strong
reduction pair.
Given a program p ∈ DP (%,rpo) and a call-tree corresponding
to one execution of this program and containing a path of the shape
〈f, v1, · · · , vn〉
+
 〈f, u1, · · · , un〉, we have:
f(v1, · · · , vn) rpo f(u1, · · · , un)
Proof. Since the path corresponds to a cycle in the SDP graph, by
definitions 9 and 2, there are two consecutive states 〈h, v′1, · · · , v′l〉
and 〈g, s1, · · · , sm〉 of the path, a rule of the shape h(p1, · · · , pl)→
C[g(e1, · · · , em)] ∈ R and a substitution σ such that:
h(p1, · · · , pl)σ rpo g(e1, · · · , em)σ, piσ = v′i and JejσK = sj .
Moreover, it forces h ≈F g ≈F f, st(h) = st(g) = st(f) and
l = m = n. Consequently,
{p1, · · · , pn} st(h)rpo {e1, · · · , en}
We let the reader check that, for any substitution σ:
{p1σ, . . . , pnσ} st(h)rpo {e1σ, . . . , enσ} ⇒
{p1σ, . . . , pnσ} st(h)rpo {Je1σK, . . . , JenσK}
Finally, we obtain that h(v′1, · · · , v′n) rpo g(s1, · · · , sn).
By definitions 2 and 9, for every transition 〈h, v′1, · · · , v′n〉  
〈g, s1, · · · , sn〉 of the path, there are a rule h(p1, · · · , pn) →
C[g(e1, · · · , en)] and a substitution σ s.t. h(p1, · · · , pn)σ %
g(e1, · · · , en)σ, piσ = v′i and JejσK = sj . Thus, we have:
h(v′1, · · · , v′n) = h(p1, · · · , pn)σ
% g(e1σ, . . . , enσ) % is stable
% g(Je1σK, . . . , JenσK) Since % is monotonic
= g(s1, · · · , sn) Since JejσK = sj
There are two states 〈h, v′1, · · · , v′n〉 and 〈g, s1, · · · , sn〉 in the
path 〈f, v1, · · · , vn〉
∗
 〈h, v′1, · · · , v′n〉  〈g, s1, · · · , sn〉
∗
 
〈f, u1, · · · , un〉 such that the following inequalities hold:
f(v1, · · · , vn) % . . .
% h(v′1, · · · , v′n)
rpo g(s1, · · · , sn)
% . . .
% f(u1, · · · , un)
Since (%,rpo) is a strong reduction pair, the inequalities collapse
into f(v1, · · · , vn) rpo f(u1, · · · , un).
lemma 4. Assume that % is a relation s.t. (%,rpo) is a strong
reduction pair.
Given a program 〈X , C,F ,R〉 ∈ DP (%,rpo) ∩ QIaddpoly and a
function symbol f ∈ F , there is a polynomial P such that for every
path B of a call-tree of root 〈f, v1, · · · , vn〉, we have:
|B| ≤ P (|〈f, v1, · · · , vn〉|)
Proof. By lemma 3, we know that for each path of the shape
〈h, v′1, · · · , v′l〉
+
 〈h, w1, · · · , wl〉, we have
h(v′1, · · · , v′l) rpo h(w1, · · · , wl){
v′1, · · · , v′l
}
st(h)rpo {w1, · · · , wl}
Notice that {v′1, · · · , v′l} 
st(h)
rpo {w1, · · · , wl} implies that
{v′1, · · · , v′l}Bst(h) {w1, · · · , wl}, whereB is the homeomorphic
embedding on terms. Consequently, there are at most
∏
1≤i≤l |v
′
i|
states corresponding to the function symbol h in every path of the
call-tree.
We know by lemma 2 that there is a polynomial R such that,
for every state η, |η| ≤ R(|〈f, v1, · · · , vn〉|). Consequently,
if k is the maximal arity of a symbol then we have at most∏
j∈{1,...,m} |si| ≤ (R(|〈f, v1, · · · , vn〉|))
k states corresponding
to the function symbol g in a path starting from 〈g, s1, · · · , sm〉.
If #F is the cardinal of the set F , we have lg(B) ≤ #F ×
(R(|〈f, v1, · · · , vn〉|))k, for every path B of the call-tree. Finally,
#F × (R(|〈f, v1, · · · , vn〉|))k × k × R(|〈f, v1, · · · , vn〉|) is an
upper bound on the size of every path of the call-tree, and we set
P ′(X) = #F×k×(R(X))k+1. Since P ′ is in Max-Poly {R≥0},
there is a polynomial P such that ∀X, P (X) ≥ P ′(X).
lemma 5. Assume that % is a relation s.t. (%,prodrpo ) is a strong
reduction pair. Given a program 〈X , C,F ,R〉 ∈ DP (%,prodrpo
) ∩ QIaddpoly and a function symbol f ∈ F , there is a polynomial P
such that for every sub-tree T of a call-tree of root 〈f, v1, · · · , vn〉
having pairwise distinct states, we have:
|T | ≤ P (|〈f, v1, · · · , vn〉|)
Proof. We have demonstrated in the proof of lemma 4 that, for each
path 〈f, v1, · · · , vn〉
+
 〈f, u1, · · · , un〉, we have
{v1, · · · , vn}Bst(f) {u1, · · · , un}
where B is the homeomorphic embedding on terms.
Since 〈X , C,F ,R〉 ∈ DP (%,prodrpo), we have st(f) = p
and there at most
∏
i∈{1,...,n} |vi| distinct states corresponding
to the function symbol f in a path of the call-tree. As a conse-
quence, there are at most
∏
i∈{1,...,n} |vi| states corresponding to
the function symbol f in every sub-tree T having pairwise dis-
tinct states. Following the reasoning of the proof of lemma 4,
we obtain that #F × k × (R(|〈f, v1, · · · , vn〉|))k+1 is an up-
per bound on the size of T , for some polynomial R, and we set
P ′(X) = #F×k×(R(X))k+1. Since P ′ is in Max-Poly {R≥0},
there is a polynomial P such that ∀X, P (X) ≥ P ′(X).
theorem 2. Given a relation % such that (%,rpo) is a strong
reduction pair, the set of functions computed by programs of:
1. DP (%,prodrpo ) ∩QIaddpoly is exactly the set of functions FPTIME
2. DP (%,rpo)∩QIaddpoly is exactly the set of functions FPSPACE
Proof. (1) By lemma 5, we have shown that the size of every sub-
tree of the call-tree, whose states are pairwise distinct, is polyno-
mially bounded by the input size. We evaluate the program in poly-
nomial time using a call-by-value interpreter with cache. This tech-
nique implies that we never evaluate the same function call twice.
Conversely, we simulate a polynomial time Register Machine as
in (Bonfante et al. 2007). (2) By lemma 4, we know that the size
of each path of the call-tree is polynomially bounded by the in-
put size. Evaluating the program in the depth of the call-tree, we
obtain that DP (%,rpo) ∩ QIaddpoly is included in FPSPACE. Con-
versely, we simulate a polynomial time Parallel Register Machine
as in (Bonfante et al. 2007).
In particular, we obtain the characterizations of (Bonfante et al.
2007) as a corollary:
corollary 1 ((Bonfante et al. 2007)). The set of functions computed
by programs of:
1. DP (prodrpo,prodrpo) ∩QIaddpoly is exactly the set FPTIME
2. DP (rpo,rpo) ∩QIaddpoly is exactly the set FPSPACE
example 7. The program of example 5 is in DP (prodrpo,prodrpo) ∩
QIaddpoly by taking the additive and polynomial quasi-interpretation
provided in example 5.
Notice that the characterizations of corollary 1 are strictly in-
cluded in the ones of theorem 2 as illustrated by the following ex-
ample:
example 8. Define f(p1, · · · , pn) % g(e1, · · · , en) by:
(f(p1, · · · , pn) rpo g(e1, · · · , en))
∨ ((f ≈F g) ∧ ({p1, · · · , pn} st(f)rpo {e1, · · · , en}))
and consider the program defined by the rules f(x) → g(x) and
g(a(x)) → f(x). Taking f ≈F g and st(f) = p, we have f(x) %
g(x) and g(a(x)) rpo f(x). However, f(x) rpo g(x) does
not hold. Consequently, this program belongs to DP (%,rpo) but
does not belong to DP (prodrpo,prodrpo).
These characterizations capture interesting algorithms and, in
particular, algorithms having an exponential derivation length but
being computable in polynomial time using dynamic programming
techniques:
example 9. Given two words over the alphabet {a,b, ε}, the
following program computes the length of their longest common
subsequence
max(0, y)→ y
max(x, 0)→ x
max(S(x), S(y))→ S(max(x, y))
lcs(ε, y)→ 0
lcs(i(x), i(y))→ S(lcs(x, y))
lcs(i(x), j(y))→ max(lcs(i(x), y), lcs(x, j(y)))
where i, j ∈ {a,b} and i 6= j. This program belongs to DP (rpo
,rpo) and admits the following additive and polynomial quasi-
interpretation L0M = 0, LaM(X) = LbM(X) = LSM(X) = X + 1,
LmaxM(X,Y ) = max(X,Y ), LlcsM(X,Y ) = X + Y . For
example, for the last rule we check that:
Llcs(i(x), j(y))M = X + 1 + Y + 1
≥ X + Y + 1
= Lmax(lcs(i(x), y), lcs(x, j(y)))M
However, the property to be ordered by rpo fails on many
natural algorithms. In particular, a lot of algorithms which use
function calls as arguments of a recursive call are not captured by
this method:
example 10. Consider the following program which eliminates
duplicates from a list over an alphabet {a1, · · · ,an}:
equ(i, j)→ ff
equ(i, i)→ tt
if(ff, n, c(m,x))→ c(m, rm(n, x))
if(tt, n, c(m,x))→ rm(n, x)
rm(n, nil)→ nil
rm(n, c(m,x))→ if(equ(n,m), n, c(m,x))
purge(nil)→ nil
purge(c(n, x))→ c(n, purge(rm(n, x)))
where i, j ∈ {a1, · · · ,an} and i 6= j. It admits the following ad-
ditive and max-polynomial quasi-interpretation LakM = LnilM =
0, LequM(X,Y ) = max(X,Y ), LcM(X,Y ) = X + Y + 1,
LifM(X,Y, Z) = max(X,Y + Z), LrmM(X,Y ) = X + Y
and LpurgeM(X) = X2 but it fails to be rpo ordered. In-
deed, the last rule corresponds to a dependency pair of the shape
(purge(c(n, x)), purge(rm(n, x))) and we have rm(n, x) rpo
c(n, x), since c ∈ C.
Moreover, many natural algorithms do not admit any additive
quasi-interpretation because of the subterm property as illustrated
by example 6.
So we strongly need new methods in order to capture such
algorithms. Indeed, we want to increase the number of natural
algorithms captured by our analysis in a perspective of automation.
These new methods have to fulfill the following conditions: (i)
remain decidable since our purpose is to analyze the complexity of
programs automatically (ii) allow more flexibility than rpo while
analyzing recursive calls (iii) throw away the subterm property of
quasi-interpretations.
5. Non-subterm assignments
In this section, we develop new methods in order to extend the
intensionality (that is the number of captured algorithms) of the
analysis performed in previous section. First, we define a reduction
pair on assignments over real numbers:
definition 19. Given a fixed constant δ > 0, we define the strict
well-founded ordering>δ over R≥0 by: x >δ y if x ≥ y+δ. Given
an assignment L−M, we extend ≥ and >δ to terms by s ≥L−M t iff
LsM ≥ LtM and s >L−Mδ t iff LsM >δ LtM.
proposition 2. (≥L−M, >L−Mδ ) is a strong reduction pair.
Proof. It is clear that (≥L−M, >L−Mδ ) is a reduction pair. Just notice
that >L−Mδ ◦ ≥
L−M ⊆ >L−Mδ and ≥
L−M ◦ >L−Mδ ⊆ >
L−M
δ .
Now, we define a criterion which allows us to compensate the
loss of the subterm property:
definition 20 (Bounded Recursive Calls (BRC)). Given an as-
signment L−M, a program p is in BRC(L−M) if for every depen-
dency pair (f(p1, · · · , pn), g(e1, · · · , em)) involved in a cycle of
the SDP graph, we have:∑
j∈{1,...,n}
LpjM ≥
∑
i∈{1,...,m}
LeiM
5.1 A criterion for FPSPACE
definition 21. A program p is inDP (SPACE) if there is an additive,
monotonic and max-polynomial assignment L−M and a constant
δ > 0 such that:
p ∈ DP (≥L−M, >L−Mδ ) ∩BRC(L−M)
example 11. We can show that the program of example 1 belongs
toDP (SPACE) since it belongs toDP (≥L−M, >L−M1 )∩BRC(L−M)
by taking the following assignment L−M:
L0M = 0 LSM(X) = X + 1
LminusM(X,Y ) = X LquoM(X,Y ) = X + Y
Indeed, we let the reader check that for each rule l → r, we have
LlM ≥ LrM. Moreover, for the two cycles in the SDP graph, we have:
Lquo(S(y), S(z))M = Y + Z + 2
>1 Y + Z + 1
= Lquo(minus(y, z), S(z))M
Lminus(S(u), S(v))M = U + 1
>1 U
= Lminus(u, v)M
And for the BRC conditions, we have:
LS(y)M+ LS(z)M = Y + Z + 2
≥ Y + Z + 1
= Lminus(y, z)M+ LS(z)M
LS(u)M+ LS(v)M = U + V + 2
≥ U + V
= LuM+ LvM
Moreover, notice that this assignment is not a quasi-interpretation
since it has not the subterm property:
LminusM(X,Y ) = X
example 12. The program of example 9 is in DP (≥L−M, >L−M1
) ∩ BRC(L−M) ⊂ DP (SPACE) by taking the assignment L−M
defined in example 9.
example 13. The program of example 10 is inDP (≥L−M, >L−M1 )∩
BRC(L−M) ⊂ DP (SPACE) by taking the assignment L−M defined
in example 10, except over equ where we take LequM(X,Y ) = 0.
Otherwise the program is not in BRC(L−M) and, a fortiori not in
DP (SPACE) since, for the sixth rule, we have to check:
N +M +X + 1 ≥ LequM(N,M) +N +M +X + 1
example 14. Consider the following program computing the
Quantified Boolean Formula problem (QBF) which is a PSPACE-
complete problem:
not(tt)→ ff
not(ff)→ tt
equal(0, 0)→ tt
equal(S(x), 0)→ ff
or(tt, x)→ tt
or(ff, x)→ x
equal(0, S(y))→ ff
equal(S(x), S(y))→ equal(x, y)
in(x, nil)→ ff
in(x, c(a, l))→ or(equal(x, a), in(x, l))
ver(Var(x), t)→ in(x, t)
ver(Exists(n, l), t)→ or(ver(l, c(n, t)), ver(l, t))
ver(Not(l), t)→ not(ver(l, t))
ver(Or(l1, l2), t)→ or(ver(l1, t), ver(l2, t))
qbf(l)→ ver(l, nil)
where booleans are encoded by the constructor symbols {tt, ff},
formula are built using {Var,Not,Or,Exists} and variables
are ranging over unary integers using the constructor symbols
{S, 0}. We show that the program belongs to DP (≥L−M, >L−M1
) ∩ BRC(L−M) ⊂ DP (SPACE) by taking LnilM = LffM =
LttM = L0M = LnotM(X) = 0, LSM(X) = LVarM(X) =
LNotM(X) = X + 1, LcM(X,Y ) = LOrM(X,Y ) = X + Y + 1,
LExistsM(X,Y ) = X+Y +2, LequalM(X,Y ) = LqbfM(X) = X ,
LverM(X,Y ) = X + Y and LorM(X,Y ) = LinM(X,Y ) = Y .
5.2 A criterion for FPTIME
First, we define the notion of neighborhood which allows us to
control the recursive calls corresponding to the same recursive rule
together:
definition 22 (Neighborhood). Given a rule l→ r of the program,
we define its neighborhood N(l→ r) by:
N(l→ r)={(l, t) , such that (l, t) is involved in a cycle of the
SDP graph and there is a context C[] such that r = C[t] }
example 15. In the program of example 1, we have:
N(minus(S(u), S(v))→ minus(u, v))
= {(minus(S(u), S(v)), minus(u, v))}
N(quo(S(y), S(z))→ S(quo(minus(y, z), S(z))))
= {(quo(S(y), S(z)), quo(minus(y, z), S(z))}
example 16. In the program of example 9, we have:
N(max(S(x), S(y))→ S(max(x, y)))
= {(max(S(x), S(y)), max(x, y))}
N(lcs(i(x), i(y))→ S(lcs(x, y)))
= {(lcs(i(x), i(y)), lcs(x, y))}
N(lcs(i(x), j(y))→ max(lcs(i(x), y), lcs(x, j(y)))
= {(lcs(i(x), j(y)), lcs(i(x), y)), (lcs(i(x), j(y)), lcs(x, j(y)))}
definition 23. A program p belongs to DP (TIME) if there is an
additive, monotonic and max-polynomial assignment L−M and a
constant δ > 0 such that:
• p ∈ DP (≥L−M, >L−Mδ ) ∩BRC(L−M)
• and, for each neighborhood {(l, t1), . . . , (l, tn)}:
LlM >δ
n∑
i=1
LtiM
example 17. The programs of examples 1 and 10 are inDP (TIME)
since the conditions on neighborhood add no further constraint.
Programs of examples 9 and 14 are not in DP (TIME). This result
is natural for example 14, which is a complete problem for polyno-
mial space. However, for example 9, it means that the constraints
on DP (TIME) exclude the algorithms with exponential derivation
length even if they are computable in polynomial time using dy-
namic programming techniques. It seems to be a drawback, but we
manage to capture non subterm upper bounds at this cost.
remark 4. Notice that we have the following inclusion:
DP (TIME) ⊂ DP (SPACE)
5.3 Characterizations of FPTIME and FPSPACE
If we consider programs in DP (SPACE), the size of every com-
puted value is polynomially bounded by the input size:
lemma 6. Given a program p ∈ DP (SPACE) and a function sym-
bol f, there is a polynomial P such that for every state η of a call-
tree of root 〈f, v1, · · · , vn〉, we have |η| ≤ P (|〈f, v1, · · · , vn〉|).
Proof. Consider a program 〈X , C,F ,R〉 ∈ DP (SPACE). The-
re is a constant δ > 0 such that 〈X , C,F ,R〉 ∈ DP (≥L−M
, >
L−M
δ ) ∩ BRC(L−M). Given a transition 〈f, v1, · · · , vn〉  
〈g, s1, · · · , sm〉, suppose that there are a rule f(p1, · · · , pn) →
C[g(e1, · · · , em)] and a substitution σ such that piσ = vi and
JejσK = sj .
• If (f(p1, · · · , pn), g(e1, · · · , em)) is involved in a cycle, since
〈X , C,F ,R〉 ∈ BRC(L−M), we have∑
j∈{1,...,n}
LpjσM ≥
∑
i∈{1,...,m}
LeiσM
Taking α to be the constant of lemma 1, we obtain:
α× |〈f, v1, · · · , vn〉| ≥
∑
j∈{1,...,n}
LpjσM
(By lemma 1)
≥
∑
j∈{1,...,m}
LejσM
(Since p ∈ BRC(L−M))
≥
∑
j∈{1,...,m}
LsjM
(By proposition 1)
≥
∑
j∈{1,...,m}
|sj | = |〈g, s1, · · · , sm〉|
(By lemma 1)
Moreover, we can show by induction on the length of the path
that for every state 〈h, v′1, · · · , v′p〉 of a path 〈f, v1, · · · , vn〉
+
 
〈f, u1, · · · , un〉, we have:
|〈h, v′1, · · · , v′p〉| ≤ α× |〈f, v1, · · · , vn〉|
• Otherwise, (f(p1, · · · , pn), g(e1, · · · , em)) is not involved in
a cycle. Define Q by Q(X) = maxb∈C∪F LbM(α×X, . . . , α×
X), with α the constant of lemma 1. Suppose that the size of
ej = b(d1, · · · , dm) is k and, by induction hypothesis, that for
every term d in ej of size strictly smaller than k, we have
|JdσK| ≤ Qk( max
i∈{1,...,n}
|piσ|) (I.H.)
We obtain:
|Jb(d1, · · · , dm)σK| ≤ LbM(Ld1σM, . . . , LdmσM)
(By lemma 1 and cbv)
≤ LbM(LJd1σKM, . . . , LJdmσKM)
(By proposition 1)
≤ LbM(α× |Jd1σK|, . . . , α× |Jd1σK|)
(By lemma 1)
≤ LbM(..α×Qk( max
i∈{1,...,n}
|piσ|)..)
(By I.H.)
≤ Qk+1( max
i∈{1,...,n}
|piσ|)
(By definition of Q)
and we obtain that
|〈g, s1, · · · , sm〉| ≤ l ×Qk(|〈f, v1, · · · , vn〉|)
if k is the maximal size of a term in the program and l the
maximal arity of a symbol. We define P ′ by P ′(X) = max(l×
Qk(X), α × X) and we obtain that P ′(|〈f, v1, · · · , vn〉|) ≥
|〈g, s1, · · · , sm〉|. The number of such transitions is bounded
by a constant γ (which depends on the size of the program) and
consequently, R(X) = P ′γ(X) provides an upper bound on
the size of every state.
We can extend this result to the paths of every call-tree when
considering programs of p ∈ DP (≥L−M, >L−Mδ ):
lemma 7. Given a program p ∈ DP (≥L−M, >L−Mδ ), for some
constant δ > 0 and some additive, max-polynomial and monotonic
assignment L−M, and a call-tree corresponding to one execution of
this program and containing a path of the shape 〈f, v1, · · · , vn〉
+
 
〈f, u1, · · · , un〉, then:
f(v1, · · · , vn) >L−Mδ f(u1, · · · , un)
Proof. By definitions 2 and 9, there are a transition of the shape
〈h, t1, · · · , tl〉  〈g, s1, · · · , sm〉 in the path, a rule of the
shape h(p1, · · · , pl) → C[g(e1, · · · , em)] and a substitution σ
such that piσ = ti and JejσK = sj and Lh(p1, · · · , pl)M >δ
Lg(e1, · · · , em)M. Consequently, we obtain:
Lh(t1, · · · , tl)M = Lh(p1, · · · , pl)σM
>δ Lg(e1, · · · , em)σM ≥ is stable
= LgM(Le1σM, . . . , LemσM) By definition 15
≥ LgM(LJe1σKM, .., LJemσKM) By proposition 1
= Lg(s1, · · · , sm)M By definition 15
By definition 9, we know that for every transition of the shape
〈h, t1, · · · , tl〉 〈g, s1, · · · , sm〉 in the path we have
Lh(t1, · · · , tl)M ≥ Lg(s1, · · · , sm)M
(Just replace >δ by ≥ in the above inequalities).
We have shown that there are two states 〈h, v′1, · · · , v′l〉 and
〈g, s1, · · · , sm〉 in the path 〈f, v1, · · · , vn〉
∗
 〈h, v′1, · · · , v′l〉  
〈g, s1, · · · , sm〉
∗
 〈f, u1, · · · , un〉 such that the following in-
equalities hold:
Lf(v1, · · · , vn)M ≥ . . .
≥ Lh(v′1, · · · , v′l)M
>δ Lg(s1, · · · , sm)M
≥ . . .
≥ Lf(u1, · · · , un)M
Since (≥, >δ) is a strong reduction pair, by proposition 2, the
inequalities collapse into Lf(v1, · · · , vn)M >δ Lf(u1, · · · , un)M.
lemma 8. Given a program p ∈ DP (SPACE), for some constant
δ > 0 and some additive, max-polynomial and monotonic assign-
ment L−M, then there is a polynomial P such that for every path B
of a call-tree of root 〈f, v1, · · · , vn〉 corresponding to one execu-
tion of this program, we have:
|B| ≤ P (|〈f, v1, · · · , vn〉|)
Proof. Take a program 〈X , C,F ,R〉 ∈ DP (SPACE). There is
a constant δ > 0 such that 〈X , C,F ,R〉 ∈ DP (≥L−M, >L−Mδ
) ∩ BRC(L−M). By lemma 6, there is a polynomial P ′ such that,
for every state η of a path B, we have |η| ≤ P ′(|〈f, v1, · · · , vn〉|).
We start by showing that for every path of the shape B =
〈g, s1, · · · , sm〉
+
 〈g, s′1, · · · , s′m〉, we have lg(B) ≤ γ ×
Lg(s1, · · · , sm)M.
By lemma 7, we know that two successive calls of the same
function symbol correspond to a strict decrease:
Lg(s1, · · · , sm)M >δ Lg(s′1, · · · , s′m)M
It means that Lg(s1, · · · , sm)M ≥ δ+Lg(s′1, · · · , s′m)M, with δ > 0.
Consequently, if we have a path of the shape:
〈g, s1, · · · , sm〉
+
 〈g, s11, · · · , s1m〉
+
 . . .
+
 〈g, si1, · · · , sim〉
then we have:
Lg(s1, · · · , sm)M ≥ i× δ + Lg(si1, · · · , sim)M
and there are at most Lg(s1, · · · , sm)M/δ states corresponding to
the function symbol g in the depth of the call-tree. Since the max-
imal number of dependency pairs involved in a cycle of the SDP
graph is bounded by a constant β, which only depends on p, we
obtain that each path 〈g, si1, · · · , sim〉
+
 〈g, si+11 , · · · , si+1m 〉 cor-
responding to a cycle in the SDP graph has a length bounded
by β. Finally, we obtain that the path has a length bounded by
β/δ × Lg(s1, · · · , sm)M and we set γ = β/δ.
Combining these two results, we obtain, by monotonicity of
L−M, that:
lg(B) ≤ γ×LgM(P ′(|〈f, v1, · · · , vn〉|), .., P ′(|〈f, v1, · · · , vn〉|))
As a result, every path of the call three has a length bounded by
R(|〈f, v1, · · · , vn〉|), where R is defined by R(X) = #F × γ ×
maxh∈F LhM(P
′(X), . . . , P ′(X)).
Since R is in Max-Poly {R≥0}, there is a polynomial P such
that ∀X, P (X) ≥ R(X).
lemma 9. Given a program p ∈ DP (TIME) then there is a
polynomialP such that for every call-tree T of root 〈f, v1, · · · , vn〉
corresponding to one execution of this program, we have:
|T | ≤ P (|〈f, v1, · · · , vn〉|)
Proof. Since DP (TIME) ⊂ DP (SPACE), we can apply lemma 6:
There is a polynomial R such that for every state 〈g, s1, · · · , sm〉
of a call-tree of root 〈f, v1, · · · , vn〉, we have:
|〈g, s1, · · · , sm〉| ≤ R(|〈f, v1, · · · , vn〉|)
If the state 〈g, s1, · · · , sm〉 corresponds to a recursive call, there is
a neighborhood of the shape {(g(p1, · · · , pm), f1(. . . , e1, . . .))...
(g(p1, · · · , pm), fn(. . . , en, . . .))} corresponding to a rule of the
shape g(p1, · · · , pm) → e and there is a substitution σ such that
piσ = si and we have:
Lg(s1, · · · , sm)M >δ
n∑
i=1
Lfi(. . . , eiσ, . . .)M
(By definition 23)
≥ δ +
n∑
i=1
LfiM(. . . , LeiσM, . . .)
(By definition of L−M)
≥ δ +
n∑
i=1
Lfi(. . . , JeiσK, . . .)M
(By proposition 1 and monotonicity)
Consequently, we can apply at most 1/δ × Lg(s1, · · · , smM times
this recursive rule and there is a constant β such that the number
of states in T corresponding to an application of this recursive
rule is bounded by β/δ × LgM(α× R(|〈f, v1, · · · , vn〉|), . . . , α×
R(|〈f, v1, · · · , vn〉|)), with α the constant of lemma 1. It remains
to apply the same reasoning for every recursive rule. Just notice
that non recursive rules only add a constant number of new states
in the call-tree. Since both the number of states and the size of each
state in the call-tree are polynomially bounded by the input size,
we obtain the required result.
theorem 3. The set of functions computed by programs of:
1. DP (TIME) is exactly the set of functions FPTIME
2. DP (SPACE) is exactly the set of functions FPSPACE
Proof. (1) By Lemma 9, we know that the size of every call-tree is
polynomially bounded by the input. As a consequence, every pro-
gram can be simulated by a Turing Machine in polynomial time.
Conversely, every polynomial and additive interpretation of (Bon-
fante et al. 2001) is in DP (TIME). (2) By lemma 8, we know that
the size of each path of the call-tree is polynomially bounded by the
input size. Evaluating the program in the depth of the call-tree, we
obtain that the set of functions computed by programs which ad-
mit a polynomial space interpretation is included in PSPACE. Con-
versely, we use the proof of lemma 60 in (Bonfante et al. 2007).
6. Conclusion
The characterizations using quasi-interpretations and RPO pre-
sented in section 4 strictly generalize the ones of (Bonfante et al.
2007), as illustrated by example 8, still allowing to capture pro-
grams having an exponential derivation length but being compu-
table in polynomial time using memoization techniques. Conse-
quently, these results confer a new approach with the notion of
reduction pair and ameliorate the intensionality of the QI method.
On the other hand, the second approach of section 5 uses only
polynomial assignments. It allows to obtain non subterm assign-
ments and increases consequently the intensionality of our study
(even if the programs having an exponential derivation length are
not captured inDP (TIME)). This is a real improvement in the study
of semantics interpretations: Indeed, we are now able to take the
interpretation of the symbol minus to be LminusM(X,Y ) = X (in-
stead of max(X,Y )). The closer interpretations are from the size
of the computed functions, the better intensionality our study has.
We claim that the following example which computes the logarithm
has no quasi-interpretation:
half(0)→ 0
half(S(0))→ 0
half(S(S(x)))→ S(half(x))
log(S(0))→ 0
log(S(x))→ S(log(half(S(x))))
because of the last rule. However, it is in DP (TIME) by taking
L0M = 0, LSM(X) = X + 1, LhalfM(X) = X/2 and LlogM(X) =
2×X .
Moreover, this last section also allows to capture programs
having a quasi-interpretation but which are not terminating under
RPO. Indeed, all the program including a rule of the shape f(x)→
f(g(x)), with g a non size increasing function, will admit a quasi-
interpretation (just take LfM(X) = LgM(X) = X). However, since
x rpo g(x) does not hold, they are not terminating by RPO.
To conclude, the non-subterm assignments studied in the cri-
terion for DP (SPACE) are inspired by the assignments of (Lucas
2005) and correspond to the notion of sup-interpretation introduced
in (Marion and Péchoux 2006). Since the criteria using DP is de-
cidable and so are the inequalities ofDP (SPACE) using polynomial
assignments of bounded degree (as demonstrated in (Bonfante et al.
2005)), we obtain a decidable criterion to synthesize non-subterm
assignments, which is a new result.
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