Abstract Grid computing systems pool together the resources of many workstations to create a virtual computing reservoir. Users can "draw" resources from this reservoir using a pay-as-you-go model, commonly used for utilities (electricity and water). We model such a system as a capacitated graph, and study a basic allocation problem: given a set of jobs, each demanding computing and bandwidth resources and yielding a profit, determine which feasible subset of jobs yields the maximum total profit.
as the Internet does for communication. (Many leading computer hardware vendors, including IBM, Sun, and HP have begun to offer this service [9, 10, 15] .)
Despite the networked nature of grid computing, the existing resource allocation mechanisms do not consider bandwidth as a constraint, and instead focus simply on provisioning CPU or disk units. Yet in many applications, the processes running on different machines must constantly communicate and share data. (Many scientific simulations, as well as real-time applications like financial services, involve sustained high data transfer rates, and thus require a guaranteed application level bandwidth.) Thus, jobs must request and receive both bandwidth and computational resource to be able to execute successfully. With this background, we consider the following natural problem in this setting: given a set of tasks, each requesting some computing and some bandwidth resources and yielding a profit if chosen, determine which subset of jobs yields the maximum profit, given the current resources of the grid. We will only consider the offline version of the problem, leaving the online case as a future direction.
Problem Formulation
We model the resource pool (grid) as an undirected connected graph G = (V , E), with n nodes and m edges, where each node v ∈ V has a computing resource C(v), and each link (u, v) has a bandwidth B (u, v) . (We assume that the computing resources are expressed in a common unit, such as normalized CPU cycles.) We are given a set of k jobs, J 1 (v r ) > 0} denotes the set of nodes that contribute computing resources for J i , and property (ii) means that V i must be connected by a subset of links with reserved bandwidth b i . (Acceptance of a job is a binary decision: either it is accepted, or it is rejected; it cannot be partially accepted.) An index set of jobs J is feasible if neither the computing nor the bandwidth resource capacity is violated, that is, i∈J C i (v r ) ≤ C(v r ), for all nodes v r ∈ V , and i∈J B i (u, v) ≤ B (u, v) , for all links (u, v) ∈ E. See Fig. 1 for an example. The total profit for the accepted jobs is i∈J p i . The goal of the allocation problem is to determine the feasible subset of jobs that yields the maximum profit.
For notational convenience, throughout the paper, we use p(J ) = j ∈J p j to denote the total profit for a subset of jobs J , C(J ) = j ∈J c j to denote the total compute resource units demanded by all jobs in J . For each individual job j , we define its unit-price as p j /c j (profit per compute cycle). Similarly, for a set of jobs J , we define their unit-price as q(J ) = p(J )/C(J ), the ratio between their total profit and their total computing resource demands. C = v∈V C(v) denotes the total number of compute resources available and it serves as an upper bound for each individual job demand (c j ≤ C, every job j ). 
Our Results
Without the bandwidth constraint, the allocation problem in the grid computing is the 0/1 knapsack problem: the CPU pool is the knapsack, and each job is an item. The knapsack problem is weakly NP-complete, thus solvable optimally in pseudopolynomial time. In practice, one can reasonably assume that the total number of computing units is polynomially bounded in n. However, the allocation problem becomes much harder with bandwidth constraints.
We start by asking when does the network bandwidth even become a bottleneck in grid computing. For the resource network G = (V , E), let B min denote the minimum bandwidth capacity such that the set of edges {(u, v) | B(u, v) ≥ B min } spans V . 1 Furthermore, let b max denote the maximum bandwidth requested by any job. Our first result (Theorem 1) shows that B min (i.e., no job requests more than half of B min ), then the bandwidth guarantee can be provided essentially for free. In this case, an optimal allocation can be computed in pseudo-polynomial time. If job bandwidths are even slightly larger than 1 2 B min , then the allocation problem becomes strongly NP-complete. Under the reasonable assumption that b max ≤ B min , we present an efficient 3-approximation algorithm (Theorem 2).
The allocation problem turns out to be difficult if b max > B min , which we call the global grid model. In this case, the jobs demand bandwidths in excess of some of the link capacities. Under this model, we show that even a path topology network is intractably hard. We present an O(log B) approximation algorithm for the path topology, where all the bandwidths requested by the jobs lie in the range [1, B] (Theorem 4).
As part of the global grid model, we also develop a simple 2-approximation algorithm (Theorem 3) for the strongly NP-complete multiple knapsack problem (MKP).
The multiple knapsack problem is a special case of the general assignment problem, where a 2-approximation is given by Shmoys and Tardos [14] . Chekuri and Khanna [3] pointed out that the Shmoys-Tardos algorithm applied to MKP has running time O(k 2 log k), where k is the number of items. In addition, they also gave an k O(log(1/ε)/ε 8 ) time polynomial time approximation scheme (PTAS) for MKP. Compared to previous results, our algorithm is very simple to implement and guarantees a 2-approximation with worst-case running time O((n + k) log(n + k)), where n is the number of knapsacks. Since the original conference publication of our work, Kellerer, Pferschy and Pisinger have published a comprehensive textbook on knapsack problems [11] , which includes a 2-approximation for MKP. Their algorithm adapts a greedy approach with split items, and it is very similar to our algorithm.
Related Work
Several grid systems have been developed, such as Globus [7] , Legion [2] , Condor [12] and SETI@Home [13] , yet many interesting resource allocation problems in these systems remain to be addressed. Resource allocation schemes for grid computing include the market-based resource sharing as proposed by Chun and Culler [4] , where all the jobs receive some resource, only the amount differs based on the offered price; the SPAWN model of Waldspurger et al. [16] essentially runs parallel auctions for the different resources; the artificial economy model of Wolski et al. [17] uses supply and demand to set the prices. None of these models have any theoretical performance guarantees, or handle resource allocation with explicit bandwidth constraints.
Our resource allocation problem superficially resembles the multiple knapsack problem, but it differs considerably from the latter because in our problem jobs can be allocated across several different nodes if the bandwidth constraint is satisfied. Indeed, the multiple knapsack problem is a rather special case of the resource allocation problem (i.e. disjoint nodes topology).
For the special case of path topology, the resource allocation problem is similar to the Job Interval scheduling problem (JISP), where the input for each job is its length and a set of intervals, in which it can be scheduled. The objective is to maximize the number of scheduled jobs. JISP is strongly NP-complete [8] and Chuzhoy et al. [5] gave a 1.582 approximation algorithm for it. Our model differs from JISP because there is no notion of profit associated with jobs in JISP. A more general version of JISP called real time scheduling (RTP) associates a weight with each job, and the objective is to maximize the total weight. BarNoy et al. [1] gave a 2-approximation algorithm for the case of a single machine. In Sect. 4.1, we reduced the allocation problem for the path topology to RTP. This reduction however only works when there exists an optimal solution in which no link is used by more than one job, as RTP does not allow preemption. The scheduling techniques used in RTP can be applied to only path topologies as it is not at all clear how to reduce more general topologies to RTP.
Allocation in Grid Computing
We begin our investigation by asking when does the network bandwidth even become a bottleneck. Surprisingly, there turns out to be a rather sharp boundary. Proof For Part 1, we show that our allocation problem is equivalent to the classic 0/1 knapsack problem. Job i corresponds to knapsack item i with size c i and value p i , for i = 1, . . . , k. The knapsack capacity is C, the aggregate computing resources of all the nodes in the graph. Let W be the set of winning jobs (solution of the knapsack). Clearly, the optimal solution of the resource allocation problem cannot have profit larger than p(W ). In the following, we show how to allocate all the jobs of W in G.
Construct a spanning tree T of G with each link of this tree having capacity at least B min . We root this tree arbitrarily at a node r, and perform a pre-order walk of T . We allocate jobs of W to the nodes encountered in the pre-order; when a node's capacity is depleted, we move to the next node. It is easy to see that each link of the tree is shared by at most two jobs (thus no link capacity is violated), and all the jobs are allocated.
The running time is dominated by the knapsack problem, which takes O(kC) time using dynamic programming. If (1 + ε)-approximation is needed, we can use a fullypolynomial-time approximation scheme (FPTAS) with running time polynomial in k and 1/ε; the O(n + m) time is for constructing a spanning tree and traversing it. This completes the proof of Part 1.
For Part 2, we reduce the well-known 3-partition problem [8] , which is strongly NP-complete, to our allocation problem. The 3-partition problem is the following:
Question: Is there a partition of
Given an instance of the 3-partition problem, we construct a tree (of height one) with 3m + 1 nodes u, v 1 , . . . , v 3m . The node u is root and the other 3m nodes are its children. The node v i has x i units of the resource; the root node has zero unit of the resource. Each link (u, v i ) has a bandwidth B. We create m identical unit profit jobs d,
The bandwidth requirement for each job guarantees that no link in the tree is used by more than one job. One can show that all m jobs can be allocated exactly when the input 3-partition instance has a feasible solution.
A 3-Approximation When
In this subsection, we consider approximation algorithms for the allocation problem when b max ≤ B min . That is, no network link is a bottleneck for any single job. Before presenting the algorithm, we briefly discuss the computational complexity when b max ≤ B min .
As Theorem 1 Part 2 shows, the job allocation problem is strongly NP-complete when b max ≤ B min , even for a tree topology (based on the reduction proof). If the topology is further restricted to a path, however, the problem can be solved optimally in pseudo-polynomial time.
Observation 1 If the network topology is a path and the input satisfying b max ≤ B min , then the allocation problem can be solved optimally in pseudo-polynomial time.
Proof We reduce the 0/1 knapsack problem to our allocation problem, similar as in the proof of Theorem 1 Part 1. The knapsack has capacity C, and k items where item i has size c i and value p i . Let W be the set of jobs corresponding to the solution of the knapsack. We can allocate all the jobs in W by processing the nodes of the path network in the left to right order. It is easy to see that no link is used by more than one job. Thus, the allocation is feasible. This completes the proof.
Next we present the 3-approximation algorithm for the general grid graph with b max ≤ b min . We construct a spanning tree, T , of the input network G, rooted at an arbitrary node r, with each link capacity at least B min . Since B min ≥ b max , no individual link is a bottleneck for any individual job. For a node v, we let T v denote the subtree rooted at v. Let C T (v) = C(T v ) denote the total (remaining) resource units at the nodes in T v . Similarly, for a subset of nodes S ⊆ V , let C T (S) denote the total resource units available at the nodes in the subtrees rooted at the nodes of S. That is, C T (S) = v∈S C T (v) = v∈S C(T v ). Our algorithm is described as follows. 
Algorithm
Proof Suppose J a is the first job that is rejected by the algorithm. Let Z be the current set of accepted jobs when J a is encountered; Z = Z ∪ {J a }. Our algorithm outputs A = max{p(Z), p a }. By the best fit rule, whenever we accept a job in Z, it wastes at most an equal amount of resource. Since J a could not be allocated, we have:
Since our algorithm considers jobs in the decreasing unit-price order, we have
Therefore algorithm TREEAPPROX computes a feasible solution with total profit at least 1/3 of the optimal. The running time bound follows easily from the description of the algorithm.
The analysis of TREEAPPROX is tight. The following is an example where the algorithm's output approaches one third of the optimal. Consider the tree network shown in Fig. 2 . Assume there are 6 jobs. Jobs J 1 and J 2 are M + 1 + ε, 1, M + 1 + 2ε , jobs J 3 and J 4 are 2M − 3, 1, 2M − 3 , and jobs J 5 and J 6 are 1, 1, 1 + 2ε . The bandwidth of each link in the tree is also 1. The first four jobs can be feasibly allocated, by assigning nodes q, u, v to J 1 , nodes r, x, y to J 2 , node w and half of p to J 3 , and node z and half of p to J 4 . The total profit is 6M − 4 + 4ε and one can easily verify that it is the optimal solution.
We now consider the performance of TREEAPPROX. The algorithm will process jobs in the order {J 5 , J 6 }, {J 1 , J 2 }, {J 3 , J 4 }. The algorithm will allocate J 5 and J 6 to nodes v and y respectively. It will next allocate J 1 to nodes u and w and J 2 to nodes x and z, and will fail to schedule the other jobs. The total profit is 2M + 4 + 8ε, which approaches 1/3 of the optimal as M grows.
A 2-Approximation for the Multiple Knapsack Problem
In this section we present a 2-approximation for the multiple knapsack problem (MKP), which corresponds to the allocation problem where the network consists of isolated nodes. Suppose all jobs request bandwidth greater than the maximum link capacity in the network (or, equivalently, if all links have zero bandwidth), then the network reduces to a set of isolated nodes. Our problem is equivalent to the wellknown multiple knapsack problem, which is defined as follows:
Instance: A set of k items S = {a 1 , a 2 , . . . , a k }, where item a i has size s(a i ) and profit p(a i ). A set of n knapsacks, where knapsack j has capacity c j . Question: Find a subset of items, with maximum profit, which can be feasibly packed in the knapsacks.
Unlike the 0/1 knapsack problem, the MKP is strongly NP-complete. Chekuri and Khanna [3] have given an k O(log(1/ε)/ε 8 ) time approximation scheme for MKP. They also gave a 2-approximation with running time O(k 2 log k).
In the following, we present a simple but more efficient greedy algorithm, which achieves a 2-approximation in time O((n + k) log(n + k)). Since the number of items k is usually much larger than the number of knapsacks n, our algorithm is usually more efficient.
We first sort knapsacks with increasing order of capacity; that is, c 1 ≤ c 2 ≤ · · · ≤ c n . The items are sorted with decreasing order of unit-prices (q(
After it, we apply the following algorithm:
Algorithm MKP-APPROX 1. Let L be the list of the remaining items, initialized to S; Let Z denote the set of accepted items, initially ∅. 
Theorem 3 The algorithm MKP-APPROX achieves a 2-approximation of MKP in time O((n + k) log(n + k)), where n and k are the number of knapsacks and items respectively. Proof Let
Let O = n j =1 O j be an optimal solution of the multiple knapsack instance, where O j is the set of items in knapsack j for the optimal solution O.
To prove p(O) ≤ 2p(Z), it suffices for us to argue that p(O) ≤ p(H ).
Without loss of generality, we can assume that item f i is defined for every knapsack i. If f i is not defined for some knapsack i, then all items with size ≤ c i are contained in In the following we extract a subsequence q i 1 , . . . , q i t as follows. q i 1 is the minimum q j for 1 ≤ j ≤ n (in the case of multiple ties, choose the largest index). q i 2 is the minimum q j for j > i 1 (with the same tie-breaking rule). Repeat the process until i t = n. It is easy to know from the construction that
Therefore, we can obtain the following inequality:
We claim that q(o) ≤ q i ≤ q(h), ∀o ∈Ō , ∀h ∈H . By the greedy selection rule of the algorithm, q j is the lowest unit-price of items in H j . Because q i is the minimum among all q j with i −1 < j ≤ i , thus q(h) ≥ q j ≥ q i for some j ∈ (i −1 , i ]. 
Next we claim that Using integration by parts, with i 0 = 0 and q 0 = 0, we have:
∩ H , the sum of the last two terms in the above inequalities is nonnegative. Thus,
Combining this fact with (2), (3), it follows that p(H ) ≥ p(O).
Finally, we can implement the algorithm MKP-APPROX in O((n + k) log(n + k)) time, which is the time needed to sort the knapsacks and items. The dominant cost in the algorithm is the creation and traversal of the sorted sublists L j . We will maintain each list L j as a binary heap, ordered by unit-price, with the highest unit-price item in the root. Given L j , the remaining steps (b)-(d) can be performed in O(log k) time per item that is added to a knapsack (one extractmin operation).
We start with a list of items sorted by size, and an initially empty heap. We incrementally remove elements from the list and insert them into the heap. We create the list L j , by taking the list that remains after the (j − 1) step of the algorithm is complete, and add to it all the items whose sizes are in the range (c j −1 , c j ] . Specifically, when considering knapsack j , we extract all elements from the list whose size is in the range (c j −1 , c j ], and insert them into the heap for L j , using the key p(x)/s(x), for item x. The incremental cost of updating the heap from step j − 1 to step j is, therefore, O((|L j | − |L j −1 |) log k). Summed over all knapsacks and items, the time complexity is O((n + k) log(n + k)). This completes the proof of the theorem.
Approximating With Arbitrary Link Bandwidth in Global Grid
In Sect. 2, we assumed that b max ≤ B min , i.e., if we only consider edges with link bandwidth at least as large as the maximum job bandwidth, they span all the nodes of the resource graph. This is a realistic model for the grid computing at an enterprise level, where a collection of workstations are joined by high bandwidth links. However, when one envisions a larger, Internet scale grid, then this assumption no longer seems justified. In this section, we consider the allocation problem for this "global grid" model.
Suppose that the link bandwidths are in some arbitrary range [B min , B max ], and the jobs can request an arbitrary bandwidth (even b > B max ); if a job requests bandwidth greater than B max , then it must be allocated to a single node. We call this the global grid model for ease of reference. The allocation problem in the global grid appears to be significantly harder than in the previous model. The latter is clearly a special case of the former, and so the intractability theorems of the preceding sections all apply to the global grid as well. In the global grid, however, even the path topology is intractable. The following observation is based on a reduction from the MKP, which is strongly NP-complete.
Observation 2 The job allocation problem in the global grid model is strongly NPcomplete even if the network topology is a path.

An Approximation Algorithm for Path Topology
Our main result for the global grid model is an O(log B) factor approximation algorithm, where all jobs have bandwidths in the range [1, B] . We build up our result with a series of lemmas.
Let v 1 , v 2 , . . . , v n denote the nodes of the path, in the left to right order. Suppose in some allocation v i (resp. v j ) is the leftmost (resp. rightmost) node contributing the computing resources to a job J . Then, we call [i, j ] the span of J . We say that two spans [i, j ] and [i , j ] are partially overlapping if they overlap (on a common interval with nonzero length) but neither contains the other. In other words, [i, j ] and [i , j ] partially overlap if i < i < j < j or i < i < j < j. We say that job The above lemma allows us to focus on canonical solutions where jobs are not partially overlapping with each other. For any pair of jobs in a canonical solution, they are either disjoint (possibly sharing one node in their spans) or one is nested inside the other. Non-nesting solutions are much easier to compute (or approximate), thus our next challenge is to characterize the tradeoff between nesting and non-nesting solutions. We first partition the set of jobs into log B classes such that each job has roughly the same amount of bandwidth requirement. Let us suppose that all the jobs in the set have their bandwidth requirement between b and 2b. Our next lemma shows that for this special case non-nesting solutions give a 2-approximation to nesting solutions.
Lemma 2 Suppose that all the jobs have bandwidth requirement in the range
The maximum profit realizable by the best nesting solution is at most twice the maximum profit realizable by a non-nesting solution. Thus, limiting our search to the non-nesting solutions costs at most a factor of two in the approximation.
Proof Consider an optimal solution for the problem, where jobs may nest arbitrarily with each other. Consider the containment partial order among these jobs: J < J if the span of J is contained in the span of J ; in case of ties, the lower indexed job comes earlier in the partial order. Let s 0 be the set of maximal elements in this partial order-these are the jobs whose spans are not contained in any other job's span. Let s 1 denote the set of remaining jobs. Let Π 0 denote the total profit of s 0 in the optimal solution, and let Π 1 be the profit of the s 1 jobs. We argue below that either all jobs in s 0 or all jobs in s 1 can be allocated with non-nesting spans.
The spans of all the jobs in s 0 are clearly non-nesting (by definition). Next, observe that any link that lies in the span of a job in s 1 must have bandwidth at least 2b, since this link is shared by at least two jobs, and every job has bandwidth at least b. Since the bandwidth needed by any job is at most 2b, using arguments like the one in Lemma 1, we can re-allocate resources among the jobs of s 1 so that no two jobs nest. Thus, there exist an alternative non-nesting solution with profit at least max{Π 0 , Π 1 }, which gives at least 1/2 the profit of the optimal solution. Proof We do so by formulating our allocation problem as a single-processor job scheduling problem. The input to the standard job scheduling problem is a set of tuples (r i , d i , i , w i ) , where r i is the release time, d i is the deadline, i is the length, and w i is the weight (profit) of the job i. The job i can only be scheduled to start between r i and d i − i and once started cannot be preempted. The goal is to determine a maximum weight schedule.
In order to formulate our allocation problem as job scheduling, we need a slightly stronger model: each job has multiple, non-overlapping (release time, deadline) intervals; it can be scheduled during any of them (but at most once). We refer to this problem as a generalized job scheduling problem. We now describe the scheduling formulation of the job allocation problem.
A job i has length equal to its resource demand c i , and has weight equal to the profit p i . The time in the scheduling problem corresponds to the resource units in our path network. (Recall our assumption that these units are polynomially bounded.) If we delete from the path network all links of bandwidth strictly less than b i , the network is decomposed into disjoint subpaths. These subpaths correspond to the nonoverlapping periods of release time and deadline for the job i. For example, consider the resource allocation problem with a path network as shown in Fig. 3 . As there are 23 resource units available for allocation, all intervals in the corresponding scheduling problem will be sub-intervals of [1, 23] . For example, the intervals corresponding to job 5, 20, 1 are [1, 5] and [10, 23].
Next consider a resource allocation problem R and the corresponding job scheduling problem J . Let F J be a feasible solution of J . We construct a feasible solution F R of R as follows. If job i is scheduled in the interval [j, k] in F J then, in F R , it is allocated resources in nodes responsible for this interval. For example, if the job in the previous example is scheduled in the interval [18, 22] then it is allocated resource in nodes w and x (2 and 3 units from w and x respectively). It is easy to see that F R is a feasible non-nesting solution 2 for the resource allocation problem and has the same total profit as F J . We can similarly construct a feasible solution of J from a feasible non-nesting solution of R. Thus, there is a one to one correspondence between feasible non-nesting solutions of a resource allocation problem and feasible solutions of the corresponding scheduling problem.
Since any feasible non-nesting solution of the allocation problem has the same profit as that of the corresponding feasible solution of the scheduling problem, an approximation algorithm for the generalized job scheduling problem gives the same approximation guarantee for the resource allocation problem (for non-nesting solutions). Bar-Noy et al. [1] have proposed a factor 2 approximation algorithm for the standard job scheduling problem. It turns out that the same scheme extends to the generalized job scheduling problem as well and we use this scheme to compute a 2-approximation of the best non-nesting solution of the resource allocation problem.
We can summarize the main result of this section in the following theorem.
Theorem 4
Consider the resource allocation problem in the grid model for a nnode path topology. Suppose there are k jobs, each requiring bandwidth in the range [1, B] . Then, there is a polynomial time O(log B)-approximation algorithm.
Proof We first partition all the requests into log B classes such that all jobs in one class have bandwidth requirement within a factor of two. When all bandwidth requests are in the range [b, 2b] for some b, by Lemma 2, we can consider only non-nesting solutions at the expense of factor two in the approximation quality. For each of these log B classes of jobs, we run the approximation algorithm described in Lemma 3, which yields a 2-approximation of the best non-nesting solution. By choosing the best solution from the log B classes, we guarantee an approximation ratio of O(log B).
Concluding Remarks
We studied an allocation problem motivated by grid computing and peer-to-peer systems. These systems pool together the resources of many workstations to create a virtual computing reservoir. Users can "draw" resources using a pay-as-you-go model, commonly used for utilities (electricity and water). As these technologies mature, and more advanced applications are implemented using computational grids, we expect providing bandwidth guarantees for the applications will become important. With that motivation, we studied the bandwidth-constrained allocation problems in grid computing.
Several open problems are suggested by this work. For the important enterprise grid model where b max ≤ B min , is it possible to achieve an approximation ratio better than 3? Furthermore, does a PTAS exists? In the global grid model with a path topology, can one achieve a constant factor approximation independent of B? How to extend our results to more general topologies such as a tree in the global grid model? It is also interesting to develop competitive algorithms for the online versions of the job allocation problem.
