The quest to improve the thermoelectric figure of merit has mainly followed the roadmap of lowering the thermal conductivity while keeping unaltered the power factor of the material.
Introduction
Understanding of heat propagation and the ability to tune the thermal properties constitute a topic of continuous and active research motivated by the increasing importance of thermal management and ways to recover waste heat energy as it is the case for the thermoelectric industry. This renewed interest in thermal management has introduced a number of novel concepts and ideas including: thermocrystals [1] , thermal-cloaking, -transistors, -diodes andmemories [2] [3] [4] [5] [6] [7] [8] [9] , phonon-mean-free-path spectroscopy [10, 11] , among others.
The control of phonon propagation, the main heat carriers in semiconductors and insulators, is a crucial requirement for thermoelectric generation. Ideally, a material with thermal properties of an amorphous state (phonon glass) and electronic properties associated with good singlecrystal semiconductor (electron crystal) are desired. [12] Materials very low thermal conductivity, k, are also needed in other applications such as: thermal barrier coatings for gas turbine engines and thermal data storage devices. [13] The lowest k in crystalline systems is achievable through alloy scattering, or the so-called alloy limit. But, the introduction of an extra scattering mechanisms, e.g., nanostructures, can exceed this limit. The use of superlattices [14] [15] [16] [17] and embedded nanoparticles [18] have demonstrated to be a good way to reduce k below the alloy limit, while maintaining the crystal quality of the material. The introduction of more and more scattering events can reduce even further this limit reaching its second minima: the amorphous limit. In this context, recent experiments showed that, by introducing small-periods in SLs, ultralow k values below the amorphous limit can be achieved. [19] [20] [21] Costescu et al. [19] and Pernot et al. [20] measured cross plane thermal conductivity values (k⊥) below the amorphous limit of Al2O3 and Si in Al2O3:W and SiGe:Si SLs, respectively. Niemelä et al. also overtook the amorphous limit of TiO2 using organic-inorganic (TiO2):(Ti-O-C6H4-O) SLs. Moreover, Chiritescu et al. [22] also measured ultralow k⊥ in layered WSe2 thin films. k⊥ values below the amorphous limit of WSe2 crystal was achieved by controlling both order and disorder in the thin films.
In SLs, thus, it is natural to think that the smaller period length (L), the smaller k⊥. However, several theoretical [15, [23] [24] [25] and experimental [17, 26, 27] reports have shown that for very thin L the k⊥ increases. In such limit, phonons experience the material as if it was composed of enlarged unit cells given by the size of L. The SL is seen as one homogenous material and the phonon transport is considered coherent. [28] The transition between coherent-incoherent (wave-particle) transport is observed as a minimum in the thermal conductivity, k⊥ as a function of L [17, 26] . This effect comes from the competition between phonons diffusively scattered at each interface and the band-folded ones. The first unambiguous experimental demonstration of this crossover was presented by Ravichandran et al. [17] using epitaxial perovskite-based SLs. Another fingerprint of coherent thermal transport was proposed by Luckyanova et al. [28] , namely, a linear dependence of k⊥ with respect to the number of periods as indicator of coherent thermal transport through the SL. This arises when the phonon mean free paths (MFPs) are equal to the total thickness of the SL (d) leading to the linear dependence of k⊥ on the number of periods.
In any case, either by looking at the minimum or the linear dependence of the k⊥ with respect to L, to observe coherent thermal transport it is necessary that the incoming thermal wave retains its phase after it has been reflected or transmitted across the interface. This implies that the scattering mechanisms at each interface should not be purely diffusive, otherwise, the interfacial roughness or intermixing will destroy phonon coherence and phase information will be lost. [29, 30] Therefore, the presence of atomically smooth interfaces becomes mandatory. However, this last point is not fully understood. Recently, numerical simulations carried out by Qiu et al. found the same about linear dependence of k in rough periodic and aperiodic Si:Ge SLs with period thickness L = 20 nm [31] . These findings were associated to the low interface densities (1/L = 0.05 nm -1 ) and weak disorder scattering. In this case, the dominant thermal phonons are not affected by the disorder scatterings and they can transverse ballistically the SLs regardless of aperiodicity or interface roughness. Similar results were found by Wang et al. [32] and Chakraborty et al. [33] in rough periodic SLs and random multilayer structures (RML) made of artificial atoms. Both simulations showed the same linear-like behaviour of k⊥ vs L. However, the absence of a minimum in k⊥ as a function of total thickness in the simulations performed by Wang et al. suggest a ballistic phonon transport rather than coherent effects [32] .
In this work we report ultralow thermal conductivity in rough (TiNiSn):(HfNiSn) (with abbreviation (TNS):(HNS)) half-Heusler SLs. The period length of the SLs has been chosen to match crossover from incoherent to coherent transport in HH SLs. [34] The measured k⊥ showed values below the amorphous limit of the effective material. As far as we know, these results are the lowest experimental values reported so far for any kind of half-Heusler (HH) compounds.
Previous results
The HH compounds investigated here are n-type narrow-band-gap semiconductors with quite large Seebeck coefficient and electrical conductivity. [35, 36] However, the relatively high thermal conductivity still limits their thermoelectric performance and, hence, the industrial commercialization. For this reason, our previous studies were focused on the k reduction through SL structuration. We designed three different experiments to study the impact of the period length [34, 37] and the period composition [38] on the electrical and thermal properties of HH SLs. Our findings revealed a room temperature crossover from incoherent to coherent thermal transport in HH SLs. The k⊥ vs L exhibited a continuous diminution of k⊥ as L decreases, showing a minimum of k⊥ = 1.11 ± 0.06 W K -1 m -1 at L ~ 3.2 nm. At smaller L the k⊥ rises up entering in the coherent regime. [34, 37] 
Experimental results and discussion
In this work, we have taken a different experimental approach to study the heat transport trough the SL. Instead of fabricating smooth and defect-free SLs, we have deteriorated the quality of the interfaces by changing the deposition conditions. We used DC magnetron sputtering to fabricate eight (TNS):(HNS) SLs with period thicknesses ranging from 2.9 nm < L < 4.8 nm. The L was determined from the best fit of the X-ray diffractograms using CADEM: calculate X-ray diffraction of epitaxial multilayers. [39] Five SLs were grown with the same number of periods N = 37 (S1, S2, S3, S7 and S8, respectively). Other three samples were deposited with different number of periods N = 111 (S4, S6) and 148 (S5). All these samples, except S1 (homogeneous-growth), were grown 30 mm away from the center of the cathodes in the inhomogeneous part of the plasma cloud (inhomogeneous-growth). Two different deposition conditions were used here. S1, S2, S6, S7 and S8 were grown at low gas pressure and cathode power (low rate), while S3, S4 and S5 were grown at high gas pressure and cathode power (high rate). The surface roughness was determined from the root mean square of a two dimensional power spectral density plot of the sample surface measured by atomic force microscopy, AFM. For convenience, the AFM surface-roughness will be referred simply as roughness (). Table 1 lists a summary of all the samples measured in this work. A detailed description of the sample fabrication can be found in the supporting information.
A cross-sectional transmission electron microscope (TEM) image of one SL with a roughness of  = 5.9 nm and period thickness L = 4.5 nm is displayed in Figure 1a . As it is displayed in the inset of Figure 1a , there is an intermixing of the SL layers, however, the SL still keeps the crystal and epitaxial quality as shown in the rocking curve in Figure 1b and its inset. The rocking curves reveal the broadening of a given diffraction peak. Defects such as mosaicity, atomic intermixing dislocations, among others, lead to spreading of crystal planes and thus a broadening of the linewidth. [40] In addition, the presence of the (002) and (004) film reflections around 2= 30º and 60º, respectively, confirm the crystallinity of all the samples discarding amorphization of the crystal structure (see Figure S3 , S4, and S6 in the supporting information). The crystal quality can also be appreciated in the high resolution TEM image, where it is possible to observe the well-ordered crystal structure (see inset Figure 1a ). The cross-plane thermal conductivity was measured using well-known three-omega (3) method [41, 42] in the differential configuration. [43, 44] First, we will focus on S1 and S2, grown under the same low sputtering rates but at different distance of the cathodes. The homogeneously-grown SL (S1) shows significantly higher k⊥ than the inhomogeneous SL (S2) above 120 K. It appears that the difference in period lengths (L1 = 2.9 nm and L2 = 3.5 nm for S1 and S2, respectively) may explain this finding. However, in our previous work, we found that the k⊥ decreases as period length decreases achieving a minimum value k⊥ ≈ 1.11 W K -1 m -1 at L ≈ 3.2 nm. [34] Then, as both period lengths of the SLs are located around this minimum, the k⊥ should be almost identical. Therefore, the difference in k⊥ cannot be associated exclusively to SL period. At first glance, the increase of  may also explain this behavior. Moreover, after change in the deposition conditions to induce higher  (S3), the k⊥ decreases even more reaching values as low as the theoretical amorphous limit of HNS and below the amorphous limit of an effective material. [45] This behavior is preserved along a wide temperature range 100 < T < 300 K as it is displayed in Figure 2a . A deeper description of the theoretical amorphous limit is given in section 3 of the supporting information.
Sample
As we already discarded a possible amorphization of the films and the impact of L, the other factor that could explain the very low k⊥ is a higher concentration of defects and the loss of the epitaxial growth of S3. But, the sharpness of the rocking curve of S3 ( = 1.08º) in comparison with S1 ( = 1.31º) and S2 ( = 1.51º) indicates that S3 is superior in terms of epitaxial quality to the other two SLs and the k⊥ of S3 should be even higher. Thus, the extremely low k⊥ values shown by S3 can be directly related to the high increase of . But, for the case of the other two SLs, as the FWHM of 1 < 2, it is reasonable that the difference in k ⊥ can be associated to a combination of both the loss of crystal quality and the increase of roughness. This dependence is better appreciated in Figure 2b , where k⊥ is plotted as a function of  and / (bottom and top x-axis, respectively). We can see that k⊥ monotonically decreases with  from 300 K to 170 K. While for lower temperatures, we observe that k⊥ is getting constant for low  values. On the other hand, we can observe that for high roughness (or small FWHM/) the k ⊥ increases dramatically. Similar behavior was also observed by Termentzidis et al. using molecular dynamics simulations. [46, 47] We will return to this point later.
Now, we will analyze behavior of k⊥ as the number of periods increases for the SLs grown with similar conditions as S3. Figure 3a shows the k⊥ as function of number of periods corresponding to the samples S3, S4 and S5, respectively. The period length in this case should be equal but it is possible to see a shift of the satellite peaks (Figure S4 supporting information). The calculated period length was found L = 3.9 nm and 4.8 nm for S4 and S5, respectively.
From Figure 3a , one sees that k⊥ rises continuously at 250 K and at 170 K similarly to the behaviour observed by Luckyanova 30 . While for 100 K the k⊥ seems to be constant for thicker samples. The nearly linear dependence k⊥ on the number of periods seems to indicates that part of the heat is transported still by phonons with mean free path in the order of the sample thicknesses. Other interpretation of this phenomena can be also associated to epitaxial quality of the thicker samples. The inset of Figure 1b shows very sharp FWHM S4 ( = 0.77º) and S5 ( = 0.75º). This means that both S4 and S5 have superior epitaxial quality than S3. As this effect may also play a role here, the k⊥ as function of FWHM is plotted in Figure 4a . From this graph it is possible to observe certain correlation between k⊥ and the FWHM. Except for S3, there is a about-linear decrease of the k⊥ as FWHM increases. Now, if we pay attention to the plot of the thermal conductance, k⊥·d (where d is the total thickness of each SL), vs FWHM there is a clear correlation between the samples grown under the same deposition conditions (see Figure 4b ).
The other important parameter that we have to take into account is the surface roughness, which rises significantly with the number of periods. In contrast to previous cases, here the surface roughness of S4 and S5 is ~ 28 nm, which is six times larger than the L of the SL.
Such huge should also impact on the k⊥ reducing it even more, in spite of that, we observe that the experimental k⊥ is still increasing (see Figure 2b ). We can notice that the k⊥ rises up for larger number of periods (S6, N = 111 and L = 4.5 nm).
As we mentioned above, theoretical simulations of Termentzidis et al. [46, 47] showed an increase of k⊥ of SLs with very rough interfaces compared with atomically smooth SLs [46, 47] . They suggested that the thermal conductivity of a SL is mainly controlled by the Kapitza resistance of interfaces, which in turn seems to be governed by the interfacial area. It is because a large majority of phonons have wavelength () larger than  and they see the interface as a planar one. Then, the transmitted heat flux is controlled by the projected area.
On the other hand, for very rough interfaces, most of the phonons have much smaller  than the , then, the phonons will not feel the interface as planar, the phonon scattering will be incoherent and the transmitted heat flux is controlled by real contact area of the rough interface. In other words if  > , the effective scattering area would be the projected one and k⊥ decreases slightly. For  ~ λ the interface will strongly scatter phonons and k⊥ will decrease even further. But if  >  the interfacial scattering becomes again negligible and the transmitted energy is proportional to the true area. [47] Similar behavior is also observed in SLs grown at low deposition rate (see Figure 3b ).
Another interesting question concerning reduction of the thermal conductivity is, whether it is caused just by the fact that the one single component of the SL grows in a special way or if it is caused by the interaction of both components. To test this effect a double substrate holder was used for deposition. On this holder, there is room for two substrates lying side by side. So, during the deposition processes, one substrate is a little bit closer to the HNS and the other to the TNS, respectively. As the samples were grown in the inhomogeneous region of the plasma cloud, one of the SLs will contain a little bit more TNS or HNS per period than the other. This effect can be appreciated in XRD diffractograms displayed in the Figure S6 in the supporting information. The XRD diffractogram shows that the maxima of (002) HH peaks are shifted.
As expected, the sample closer to HNS cathode (S6) has a maximum at 29.4º which is closer to (002) peak of HNS (29.36º). While the sample closer to TNS cathode (S7) has a maximum at 29.9º which is closer to (002) peak of TNS (30.06º). The rocking curves of both samples show an equal FWHM value of 1.21º. Here we focused on SLs having the same number of periods, which were grown with low sputtering rate to minimize the impact of the roughness.
In Figure 3c , the k⊥ of S6 and S7 are compared to the SL grown using single sample-holder S2.
It is clear that the sample that contained more TNS (S6) has higher thermal conductivity than the sample that contained more HNS (S7) and the single sample-holder (S2). Similar results we also observed in our previous investigation in HHs SLs. Where we found a minimum of the k⊥ ~ 1.39 W K -1 m -1 for SL having the same amount of each material. [38] Coming back to the idea of coherent transport, while it is interesting to speak about a possible coherent transport in rough SLs, we cannot proof that the heat transport is influenced by coherent phonons just based on the nearly-linear dependence of k⊥ on the number of periods.
Other mechanism such as material intermixing, different degree of interface roughness and privileged growth of one of the constituent materials of the SL could also explain this linear dependence of k⊥. Therefore, an observation of a linear increase of k⊥ with the number of periods does not necessarily imply coherent transport. Rather, it can be explained by phonon mean free paths larger than the system length, i.e. ballistic transport. Furthermore, it is also important to mention the impact of low and high growth rates on the structures and their thermal conductivities. While the low rate warranties very smooth interfaces with low surface roughness, it induces a mosaic effect reducing the thermal conductivity of the samples. On the other hand the high rate reduces the mosaic effect but leads to very rough interfaces. At the very rough interfaces, the interfacial scattering becomes negligible and the transmitted energy is favoured. [47] 
Conclusions
In this work we found out that the samples that were grown in the inhomogeneous region of the deposition cloud exhibited significantly lower thermal conductivity than the sample grown at the homogenous part. The thermal conductivity can be reduced even below the amorphous limit by using higher gas pressure and cathode power for deposition process. This is an outstanding result because it means that a solid body with good crystalline qualities (as implied by the quite narrow rocking curves) has a lower thermal conductivity than it should have in amorphous state. We also observed experimentally a linear-like increase of k⊥ as a function of the number of periods for SL grown under variable deposition conditions. While this behavior has been reported before as coherent transport, we cannot prove that this is the case in this work. Other parameters such us the degree of intermixing, interface roughness and crystal quality may also play a role. Furthermore, we have also demonstrated that the thermal conductivity is influenced by the way in which one of the single components grows within the inhomogeneous region. Finally, our findings show a large potential for thermoelectric generators where a huge reduction of k is required but without losing the crystal quality of the system. Figure 4 
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Characterization techniques
For structural characterization we employed Cs corrected scanning transmission electron microscope (STEM), X-ray diffraction (XRD) and atomic force microscopy (AFM). The high resolution STEM The SLs were grown by DC magnetron sputtering processes on 10 mm×5 mm MgO substrates using a Vanadium (5 nm) and HfNiSn (25 nm) as a buffer layer at T = 520 °C. The deposition rate was measured using AFM and XRR.
As it is displayed in Figure S1 , the deposition rate depends on the distance between substrate and central axis of the cathode due to the spiral trajectories that the ionized gas atoms follow around the field lines of the inhomogeneous magnetic field during the sputtering process. The SLs were grown at two different positions in relation to the centre of the cathode using different gas pressure, cathode powers and sample holders.
The first sample (S1) was grown above the cathode centre at low Ar pressure (p  0.21 mbar), low cathode powers (PTi = PHf = 7 W) and using a single sample holder (see Figure S1 c) . The second sample (S2) was deposited using the same growing conditions but 30 mm away from the centre of the cathode. The third sample (S3) was grown at the same place of S2 but with higher Ar pressure (p  0.21 mbar) and cathode power (PTi = 24 W and PHf = 16 W).
For these three samples (S1-S3), we kept constant the total number of periods N = 37. Other two samples were also grown using the same deposition condition than S3 but with different number of periods N = 111 (S4) and 148 (S5),
respectively. In addition, other two samples were grown using the same deposition condition of S3 but with a different sample holder allowing to place two substrates at the same time (see Figure S1 d) . As one can see in the Figure S2, if we use the double sample holder it is clear to see that one of the substrate we will a little bit closer to one of the cathode. The thickness of all the samples presented in this work was measured by using AFM. A summary of the growth conditions is displayed in the Table S1. Figure S2 (a) and (b) schematic view of the sample deposition and the growth in the inhomogeneous part of the plasma cloud.
Surface and crystal structure analysis
By looking at the AFM surface scans, displayed in Figure S3 g to i, one can notice a remarkable difference between the samples at a microscopic scale. Clearly, the samples grown 30 mm away from the cathode are rougher than the ones grown when the sample holder was centred. Additionally, the gas pressure and the power applied to the cathodes have also an impact on the increase of the surface roughness of the samples, as it is shown in the Figure S3 i.
Regarding the XRD analysis, S1 shows satellite peaks that are characteristic for SLs as shown in Figure   S3 a. The satellite peaks of S2 and S3 are less pronounced and less symmetric as expected for samples that ware sputtered at a place with spatially inhomogeneous deposition rates leading to unclear interfaces (see Figure S3 b and c, respectively) . Consequently, the samples are definitely different in the SL structure. However, the crystal quality of all samples is similar as one can see in the Full-Width-Half-Maximum (FWHM) of rocking curves (Figure S3 d to f) . Figure S4 . These SLs were grown 30 cm away from the cathode centres with the deposition conditions identical to ones used for S3. Figure S4 XRD diffractograms (a) and (b), rocking curves (c) and (d) of 111 (S4: a and c) and 147 (S5: b and  d) As one can see in Figure S4 the satellite peaks are weakly accented and the FWHM of the rocking curves decreases with increasing number of periods. That means that the epitaxial quality of the upper parts of the samples must be higher than the one of the lower parts. The period length in this case should be similar but one sees still shifts of the satellite peaks. The roughness rises significantly with the number of periods as one sees in the Figure   S5 . Finally, the last set of samples was grown using the same conditions as for S2 but with larger number of periods N = 111 (S6) in single sample holder and using a double sample holder (S7 and S8) keeping N = 37. In the double sample holder, there is room for two substrates lying side by side so that one substrate was closer to the HfNiSn cathode and the other to the TiNiSn cathode during deposition process. As the samples were grown in the inhomogeneous region, one of the SLs will contain more TiNiSn per period and the other will contain more HfNiSn per period. Figure S6 XRD Diffractograms (a) and (b) and rocking curves (c to d) of 111 (S6: a and c) and 37 (S5: b and  d) The period length of the samples measured here was determined from the best fit of the XRD using CADEM: calculate X-ray diffraction of epitaxial multilayers. 1 Open source and code software to calculate XRD diffractogram of any arbitrary multilayer structure. A summary of all the samples measured in this work is given in Table S1 .
Table S1 Summary of the deposition parameters, surface roughness, FWHM, and total thickness of investigated samples.
Three-omega method
The three-omega (3) method is an electrothermal technique widely used to determine the thermal conductivity of a specimen. The experiments are performed by inducing harmonic Joule heating in a narrow metal line (3-heater), deposited onto the surface of the sample. The metallic strip acts simultaneously as a heater and thermometer due to its temperature dependent electrical resistance as it is displayed in Figure S7 d. In our case, the 3-heater was patterned by photolithography and etching of a 50 nm thick gold thin film, grown in situ just after the deposition of AlOx insulation layer. A schematic representation and a real picture of one the samples is displayed in Figure S7 a and b , respectively. The deposited metallic strip is composed of four rectangular pads connected by pins to the narrow heating wire. The width of the heating line is defined as 2b = 20 m and the length as l = 1 mm, the latter being determined by the distance between the inner pads. The outer two pads are used to apply the AC electrical current that generates the Joule heating. The inner two pads are used to measure the voltage, which contains the third harmonic component. In the experiments, a sinusoidal electrical current is applied through the resistive strip as:
where I0 is the amplitude of the signal. By Joule effect, this excitation results in power dissipation that consists of a DC and AC components given by:
where R0 is the resistance of the strip. As the dissipated power has a DC and AC component, the heat dissipation will result in a temperature rise that has a DC (TDC) and an AC (TAC) component. The temperature fluctuation of amplitude T2 will also oscillate at the same frequency.
where  is the phase lag. Since the electrical resistivity is linearly proportional to the temperature (see Figure S7 c) , the T will also produce a 2 oscillation in the resistivity as: (4) where  is the temperature coefficient of the electrical resistivity of the strip. Now, by applying the Ohm's law, we obtain the modulation of the voltage of the form: (5) From (5) , one is able to infer the temperature oscillations by measuring the voltage signal at the 3ω frequency 2,3 : where P is the applied power,
is the inverse of the thermal penetration depth (  is the thermal diffusivity and k is the thermal conductivity of the material. The Eq. (7) does not have an analytical solution, however, Cahill 2,3 showed that for  >> b the heater can be seen as line source.
Then, the upper limit of the integral can be replaced by 1/b and the sinusoidal term goes sin(xb)/(xb) ~1 in the limit of b → 0. By introducing these approximations, the analytical solution is given by:
where  is constant. Finally, the k can be extracted from the slope of the real part of temperature rise vs ln(2): (9) This approximation of the 3 measurement is known as slope method. In the following section the errors associated to the slope method are discussed and analyzed for our particular case. For an extended and detailed description on the derivation errors, mathematical expressions and the methodology used to calculate it, the readers are referred to the work of H.S. Carslaw and J.C. Jaeger 4 , D. Cahill 2,3 , Borca-Tasciuc et al. 5 C. Dames 6 and references therein.
Errors from mathematical description
There are three main requirements that the system has to hold to apply directly the slope method, those are: the heater is a line source, the substrate thickness is semi-infinite and the heater is infinitely long.
As the real heater is not infinitesimal narrow and infinitely long in comparison to finite thick substrate.
There are some limits where these considerations are valid and they are summarized in the Figure S8 .
As one can sees in Figure S8 , in our measurements, it is always possible to choose frequencies for the 3 method to fulfil the criteria needed for the slope method, with errors below 5%.
Figure S8
Calculated ratios and criteria for the adequacy of the applied mathematical model for our 3 measurements: (a) the heater is a line source, (b) the substrate thickness is infinite and (c) the heater line is infinitely long. A point fulfils a criteria if it is above the red lines in the yellow or green rectangle for an error below 1% and 5%, respectively. The substrate capacity and conductivity values that were needed to calculate the substrate penetration depth were taken from reference. 7 The criteria are taken from Ref. 6 Heater is a line source (13) The correction takes into account the deviation in heater width due to the photolithographic processes.
This quantity was estimated through image analysis of five pictures taken with an optical microscope using a 100x objective along of the 3-strip.
To perform a T measurement with this method, one needs to create a difference of T without a significant T in the substrate. The error given by this simplification is less than 1%, if the ratio (kf/kS) 2 < 0.01. In our case all observed kf < 5 W/(K m) and the lowest observed kS ≈ 50 W/(K m), then, this criteria is fulfilled for all measurements. 6 The error propagation for the differential method leads to errors about 5%, a mathematical error in this range is tolerable here and the line source criteria does not need to be fulfilled as strictly as for the slope method. To achieve an error lower than 5% the ratio /b ≤ 2.1 and for an adequate semi-infinite substrate assumption dS/ must be bigger than two. The complete requirements for these approximations are shown in Figure S8. 
Estimation of measurement errors for thin film measurements
For the measurements done in this work, it was always tried to keep the errors caused by the mathematical model as low as possible by choosing an adequate frequency range for present environment temperature. Therefore, the line source assumption and the semi-infinite substrate assumption were taken into account as well as the infinitely long heater assumption. It is not possible to find a range where all limits for an error lower than 1% are fulfilled at the same time for all the temperatures. One reason for this is the fact that the line source criterion behaves in a different way as a function of temperature than the other two criteria. But we can be sure, that the errors caused by mathematical assumptions are always below 5%.
The estimations done by the mathematical model are not the only possible sources of errors. The 3method requires several measurements of electrical and geometrical quantities that contain statistical errors that will affect the result as shown in Table S2 andTable S3. In contrast to the other measured quantities, the determination of the third omega signal U3, RMS is not straightforward. Therefore one needs to explain how the errors are determined in this case. For each sample at each measured temperature, the chosen frequency range is measured at least twice. The error was determined by the deviation of both measured points. An example for this praxis is showed in Figure S9 . The deviation of a point at each frequency leads to relative errors less than 0.2% in this example. The highest relative error of U3, RMS measured in this work was 0.3%. (19) In Figure S10 this function is plotted for the instrument errors shown in Table S2 and Table S3 . Notice that the relative error of k decreases with increasing Tsys,c/Tr,c. Therefore, it is advisable to grow samples with a thickness difference between reference and film of interest as large as possible. In this way it is warranted that the T ratio is large enough. It is important to notice that the Tsys,c/Tr,c is also dependent on the difference of k between reference and film of interest, then, it will not be similar for samples with equal thickness. In our work the Tsys,c/Tr,c is close to 1.5 for most of the samples measured in this work. This leads to errors between 4 and 7%.
For all the measurements carried out in this work, at least two measurement points of U3,rms were taken for similar conditions of the same sample (See Figure S7 c) . In this way, one can see statistical deviations as well as the errors calculated with error propagation. This statistical deviations are much smaller than the error bars calculated with the Eq. (19), because they only depend on deviations of U3,rms while the error propagation takes several additional error sources into account. Therefore the error propagation is more feasible than considering simply the statistical errors of U3,rms. 
