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I. INTRODUCTION
A N optical orthogonal code is a family of sequences with good auto-and cross-correlation properties. Its study has been motivated by an application in an optical code-division multiple access (OCDMA) system. OCDMA is one of the most important techniques supporting many simultaneous users in shared media so as to increase the transmission capacity of an optical fiber. For related details, the interested reader may refer to [34] , [39] , [40] , [50] , and [51] .
Let , , , , and be positive integers. A two-dimensional optical orthogonal code (briefly 2-D -OOC), , is a family of -matrices (called codewords) of Hamming weight satisfying the following two properties (the arithmetic is reduced to modulo ):
(1) The Autocorrelation Property: for each matrix and each integer , (2) The Cross-Correlation Property: for each matrix , with , and each integer When , a two-dimensional optical orthogonal code is said to be a one-dimensional optical orthogonal code, denoted by 1-D -OOC. Usually, in the literature, the prefix "1-D" is omitted if no confusion arises, i.e., write a 1-D -OOC simply as an -OOC. However, in this paper, to avoid confusion we still remain the prefix "1-D. " 1-D OOC was first investigated systematically in 1989 [20] . One limitation in applying 1-D OOCs is that the length of the sequences increases rapidly when the number of users or the weight of codes increases, which means that a large bandwidth expansion is required. Thus, the bandwidth utilization is reduced. To lessen this problem, 2-D OOC was suggested in [60] .
The number of codewords of a 2-D OOC is called its size. From a practical point of view, a code with a large size is required [51] . For fixed , , ,
, and , the largest size among all 2-D -OOCs is denoted by . A 2-D -OOC with codewords is said to be optimal. When , a 1-D -OOC is said to be optimal if it contains codewords. Generally speaking, it is difficult to determine the exact value of . Note that we shall avoid using the sentences like "there does not exist an optimal 2-D -OOC with codewords," or even "there exists an optimal 2-D -OOC with codewords." Because any optimal 2-D OOC with given parameters exists necessarily, we only need to determine the exact size of an optimal 2-D OOC.
For a long time, research on optimal OOCs has mainly concentrated on the case of , in which the notation of the codes is abbreviated as 2-D -OOC or 1-D -OOC. For more information on constructions for optimal 1-D -OOCs, the reader may refer to [1] , [7] - [9] , [11] , [13] - [16] , [26] , [29] , [30] , [37] , [38] , [43] , [45] - [47] , [57] , [61] , and [62] when ; [5] , [17] - [19] , [22] , [23] , and [42] when ; [2] when . For more information on constructions for optimal 2-D -OOCs, the reader may refer to [12] , [35] , [48] , [53] - [56] , and [60] when ; [4] and [21] when ; and [31] when . Instead, very little has been done on optimal OOCs with . An earlier investigation about them was given by Yang and Fuja [59] . They showed that the auto-and cross-correlation properties are used for synchronization and user identification, respectively, and in some circumstances only with good cross-correlation one can deal with both synchronization and user identification (see also [49] ). This motivates the study of OOCs with better cross-correlation than autocorrelation. Yang and Fuja also pointed out that the size of a 1-D -OOC cannot exceed if .
When and , a 1-D -OOC is also called a conflict-avoiding code, denoted by , which can be viewed as a 1-D -OOC without the constraint of the autocorrelation property. When is even, optimal have been discussed thoroughly in [25] , [33] , [36] and [41] . We summarize their results as follows.
Theorem 1.1 [25] , [33] , [36] , [41] : Let . The size of an optimal (i.e., an optimal 1-D -OOC) is with the exception of and When and , the size of an optimal 2-D -OOC is determined recently by Huang and Chang [31] . Theorem 1.2 [31] : Let , and be positive integers. (1) Let be the Möbius function. Then
(2) Let be the Euler function. Then When , a 2-D -OOC is said to be an at most one pulse per wavelength optical orthogonal code, denoted by a 2-D -AMOPPW-OOC. For more information on constructions for AMOPPW-OOCs, the reader may refer to [5] and [56] .
The study on optimal 1-D -OOCs was first carried out in [44] , where several direct and recursive constructions for optimal 1-D -OOCs were presented. Later in [10] and [58] , further results on optimal 1-D -OOCs were given for several infinite classes.
However, it seems that so far there are no results on optimal 2-D -OOCs when in the literature. In this paper, we are concerned about optimal 2-D -OOCs with . We remark that when , an optimal 2-D -OOC is also an optimal 2-D -OOC. We have pointed out that an optimal 2-D -OOC is just a . Thus, we generalize Theorem 1.1 in the sense of two dimensions when . As the main result of this paper, we are to prove the following. The rest of this paper is organized as follows. In Section II, we give an equivalent description of 2-D -OOCs using set-theoretic notations. In Section III, we present an upper bound for the size of an optimal 2-D -OOC with . In Section IV, some auxiliary designs are introduced to establish recursive constructions for 2-D -OOCs. The main results of this paper are established in Section V. Finally, we give a conclusion in Section VI.
II. PRELIMINARIES
A convenient way of viewing optical orthogonal codes is from a set-theoretic perspective. Throughout this paper, we always assume that and denote by the additive group of integers modulo .
Consider a 2-D -OOC, . For each -matrix , whose rows are indexed by and columns are indexed by . Construct a -subset of such that if and only if 's cell equals 1. Then, is a set-theoretic representation of the 2-D -OOC. Conversely, let be a set of -subsets of . constitutes a 2-D -OOC if the following two conditions are satisfied:
(1 ) The Autocorrelation Property: for each and each integer , ;
(2 ) The Cross-Correlation Property: for each with and each integer , where .
Example 2.1:
It is readily checked that the following four -matrices constitute a 2-D -OOC.
In set notation, it consists of four 3-subsets of :
In the remainder of this paper, when we need to list the codewords of a given 2-D OOC, we shall always use their set-theoretic notations. However, for a given set of -subsets of , it is not convenient to check its autocorrelation and cross-correlation property according to Conditions (1 ) and (2 ) . Hence, when , the pure and mixed difference method is introduced to present another equivalent description of a 2-D -OOC. For with , the difference (mod ) is called a pure -difference. For with , the difference (mod ) is called a mixed -difference. Let be a -subset of . Given , define a multiset When , is the multiset of all pure -differences of . When , is the multiset of all mixed -differences of . Note that is empty if or does not occur as the first component of the elements of . Since is a multiset, given , denote by the multiplicity of in . Let be a set of -subsets of . constitutes a 2-D -OOC if the following two conditions are satisfied:
(1 ) The Autocorrelation Property: for each and each ( may be equal to );
(2 ) The Cross-Correlation Property:
for each with and each ( may be equal to ).
Example 2.2:
Using the above pure and mixed difference method, we now check that the four 3-subsets of shown in Example 2.1 constitute a 2-D -OOC
It is readily checked that Conditions (1 ) and (2 ) are satisfied.
Remark 2.3:
Recently, Huang and Chang [32] presented another criterion to check the autocorrelation property of a 2-D -OOC, which is different from that we have shown in (1 ) . Let be a set of -subsets of and . Let denote the maximum multiplicity of the elements in the multiset . Then, constitutes a 2-D -OOC if the following two conditions are satisfied:
(1 ) The Autocorrelation Property: for each ;
III. UPPER BOUND FOR 2-D -OOCS WITH
In this section, we shall estimate the size of an optimal 2-D -OOC with . For convenience, in this section, we always assume that . For any positive real number , denotes the maximal integer not greater than .
In a 2-D -OOC, each codeword is of the form , where , , which can be divided into the following three types: 1) Type 1: ; 2) Type 2:
; 3) Type 3: , , are pairwise distinct. Let , , and denote the numbers of codewords of Type 1, 2, 3 in a 2-D -OOC, respectively. For Type 1, the codewords can be classified further according to the second coordinates. Take any codeword of Type 1 and consider its derived set of the second coordinates. Define the list of differences of by as a multiset, and define the support of , denoted by supp , as the set of underlying elements in . Then, by Lemma 2.2 in [44] , we have supp supp supp supp If supp , then , i.e., . Due to , it is impossible. If supp , then , which implies that occurs three times as a pure -difference. It contradicts with the autocorrelation parameter . Thus, supp or 6. Let , , and denote the numbers of codewords of Type 1 in a 2-D -OOC such that each derived set of these codewords satisfies supp , respectively. It follows that . For Type 2, take any codeword with and consider its partial derived set of the second coordinates. Let denote the number of codewords of Type 2 in a 2-D -OOC such that each partial derived set of these codewords satisfies . Denote by the number of the remaining codewords of Type 2 in the 2-D -OOC. Then, .
Lemma 3.1:
, then . Proof:
(1) Take any codeword of the form , with and supp . It contributes four different pure -differences, i.e., , , ,
. Since given any , there are at most different pure -differences in a 2-D -OOC, the cross-correlation property of such a 2-D OOC guarantees that . (2) If a 2-D -OOC is of , then for each and each , , occurs exactly once as a pure -difference in all codewords of the form with and supp . By the crosscorrelation property of such a 2-D OOC, we have .
Lemma 3.2: .
Proof: In a 2-D -OOC, consider the codewords containing as a pure difference. Since for each , occurs at most once as a pure -difference, the conclusion then is straightforward.
Lemma 3.3:
for any positive integer . Proof: In a 2-D -OOC, given , there are at most different pure -differences; and given with , there are at most different mixed -differences. Then, the total numbers of different pure differences and mixed differences in a 2-D -OOC are at most and , respectively. Pure differences are from Type 1 and a part of Type 2, while mixed differences are from Type 3 and the other part of Type 2. So, we have (1)
Note that and . By , we obtain that , which implies . By Lemma 3.1(1), . It follows that . Therefore, .
The upper bound established in Lemma 3.3 is not always tight. It will be improved in Lemmas 3.4, 3.6, 3.7, and 3.8.
Lemma 3.4:
for any positive integer .
Proof: Formulas (1)-(3) in Lemma 3.3 still hold when . Note that when . We rewrite these formulas as follows:
By
, we obtain that , which implies that . Due to , we have . Hence, . . If there exists a 2-D -OOC with codewords, then all its codewords can be divided into three parts:
1)
, and with note that this part is empty if ; 2) , and ;
, , .
Proof:
Suppose that there exists a 2-D -OOC, , with codewords. It is easy to verify that under the assumption of this lemma, . Since each codeword of contributes six differences (repetitions allowed), all its codewords produces differences. However, the total numbers of different pure differences and mixed differences of are at most and , respectively. Thus, there are at least differences, each of which appears twice in . Since mixed differences cannot appear repeatedly in , the differences must be pure differences. Hence (7) That is, . By Lemma 3.2
It follows that . Lemma 3.1(1) shows . Thus, . Then, by Lemma 3.1 (2) . Making use of (7) and (8), we have . So,
. Therefore, the codewords of can be divided into the three parts shown in the statement of this lemma. Note that in Part (1), cannot be even. This is because , which implies that for any and each , , occurs exactly once as a pure -difference. Since each codeword of Part (1) contributes four different pure -differences, i.e., , where and are even, then and must be odd. When and , if there were an optimal 2-D -OOC with ten codewords, then by Lemma 3.5, all its codewords could be divided into three parts. Then, after a similar but more tedious argument as done in Lemma 3.6, we have the following lemma, whose proof is relegated to Appendix A.
Lemma 3.7:
.
When and , or and , the upper bound established in Lemma 3.3 can be improved in Lemma 3.8. The proof of Lemma 3.8 is essentially the same as earlier proofs. In such cases, by contradiction, one can first determine the possible types of an optimal 2-D -OOC with codewords; then, adopt the similar technique to that used in Lemma 3.6 to obtain the desired result. These details are moved to Appendix B. Combine the results of Lemmas 3.3, 3.4, 3.6, 3.7, and 3.8. In the rest of this paper, we always assume that
We have the following theorem. 
IV. RECURSIVE CONSTRUCTIONS
In this section, we shall establish some recursive constructions for 2-D -OOCs. First, we introduce the following terminology as a special case of a 2-D -OOC. Take a 2-D -OOC, , on . Let be a subgroup of order of , i.e., . Given , we define to be the multiset of all pure (or mixed) -differences in . If supp for each , then is said to be a -regular 2-D -OOC. , which is constructed on . All its codewords are listed:
where with . It is easy to see that supp . where the second components are reduced modulo . It is readily checked that forms the desired 2-D -OOC.
The following example illustrates how to use Construction 4.2. -OOC with codewords, which is optimal by Theorem 3.9. That gives for any positive integer . To present the next constructions, we need the concept of group divisible designs (GDDs). Let be a set of positive integers. A -GDD is a triple satisfying the following properties: 1) is a partition of a finite set into subsets (called groups); 2) is a set of subsets of (called blocks), each of cardinality from , such that every 2-subset of is either contained in exactly one block or in exactly one group, but not in both. If contains groups of size for , then we call the group type (or type) of the GDD. If , we write a -GDD as a -GDD. We quote the following results for the later use. An automorphism group of a GDD is a permutation group on leaving , invariant, respectively. Given an automorphism group of a GDD, all blocks of the GDD can be partitioned into some orbits under this automorphism group. Choose any fixed block from each orbit and then call it a base block of this GDD. If the length of the orbit is equal to the order of the automorphism group, the orbit is full. Otherwise, short.
Let be a set of positive integers. A -GDD of type is said to be semicyclic, if it admits an automorphism consisting of cycles of length . Such a GDD is denoted by a -SCGDD of type . For a -SCGDD , we can always identify with and with . In this case, the automorphism can be taken as (mod ), and . Assume that is the set of base blocks of a -SCGDD of type . It is easy to verify that Note that cannot be a multiset and each block orbit is full in in a -SCGDD.
Lemma 4.5 [27] , and denote its codeword set by . It is readily checked that forms the desired 2-D -OOC, which is constructed on .
A holey GDD is a quadruple which satisfies the following properties: 1) is a set of points; 2) is a partition of into subsets (called groups), each of size ; 3) is another partition of into subsets (called holes), each of size such that for each and ; 4) is a collection of -subsets of (called blocks), such that no block contains two distinct points of any group or any hole, but any other pair of distinct points of occurs in exactly one block of . Such a design is denoted by a -HGDD of type . We can employ the pure and mixed difference method to construct a -HGDD of type . Let be a subgroup of order in , and be a coset of in , . Let , , and . If there is a family of -subsets of (called base blocks), , such that and is not a multiset, then a -HGDD of type with the point set , the group set , and the hole set can be generated from . The required blocks are obtained by developing all base blocks of by successively adding 1 to the second component of each point of these base blocks modulo . Usually, a -HGDD obtained by this manner is said to be a semicyclic -HGDD and denoted by a -SCHGDD. . Here, we construct a 2-D -OOC with 107 codewords on . All its codewords are divided into three parts. The first part consists of the following 64 codewords:
where and each element in each codeword is reduced modulo . The second part consists of the following 26 codewords:
The third part consists of the following 17 codewords: , , and , , .
Lemma 5.4:
for any positive integer . Proof: Construct the required 2-D -OOC on . All its codewords are divided into two parts. The first part consists of nine codewords of a 2-D -OOC, which is constructed on and exists by Lemma 5.7. The second part consists of the following 104 codewords:
where and each element in each codeword is reduced modulo . Note that is invariable modulo 13 for each .
Lemma 5.13: There exists a 2-D -OOC with codewords for . Proof: Construct the required 2-D -OOC on . All its codewords are divided into three parts. The first part consists of nine codewords of a 2-D -OOC, which is constructed on and exists by Lemma 5.7. The second part consists of the following codewords:
where and each element in each codeword is reduced modulo . Note that is invariable modulo for each . The third part consists of the following codewords:
where and each element in each codeword is reduced modulo .
Lemma 5.14:
There exists a 2-D -OOC with codewords for . Proof: Construct the required 2-D -OOC on . All its codewords are divided into three parts. The first part consists of 13 codewords of a 2-D -OOC, which is constructed on and exists by Lemma 5.7. The second part consists of the following codewords:
Lemma 5.15: There exists a 2-D -OOC with codewords for any positive integer . Proof: When and , the conclusion follows from Lemmas 5.7, 5.10, 5.11, 5.13, and 5.14. Take . When and , start from a 4-GDD of type , which exists by Lemma 4.4(4). Apply Construction 4.6 to obtain a 2-D -OOC with codewords, where the needed 3-SCGDD of type is from Lemma 4.5, the needed 2-D -OOC with 44 codewords is from Lemma 5.9, and the needed 2-D -OOC with codewords for has just been constructed directly.
Lemma 5.16: There exists a 2-D -OOC with codewords for any positive integer . Proof: When and 19, the conclusion follows from Lemmas 5.7 and 5.12. When and , start from a 4-GDD of type , which exists by Lemma 4.4 (2) . Apply Construction 4.6 to obtain a 2-D -OOC with codewords, where the needed 3-SCGDD of type is from Lemma 4.5, and the needed 2-D -OOC with 13 codewords has just been constructed directly.
Combining the results of Lemmas 5.6, 5.15, and 5.16, we have for any positive integer .
Lemma 5.18:
. Proof: Construct a 2-D -OOC on with nine codewords as follows:
By Theorem 3.9, it is optimal. Lemmas 5.4, 5.5, and 5.17 , to obtain a 2-D -OOC with codewords, which is optimal by Theorem 3.9.
VI. CONCLUSION
In this paper, we determine the exact value of the size of an optimal 2-D -OOC for any positive integers and . When and , we point out that . A natural question is when , , and , whether it still holds that . In this case, we have known that by Theorem 3.9. Actually, using computer we have found a 2-D -OOC with 29 codewords, which yields that . So, we conjecture that when ,
, and . Another question concerns the cases when . In these cases, one need to first present an appropriate upper bound to estimate the value of , and then examine whether this upper bound is tight. It will rely heavily on more careful work. So far, by a computer program, we have examined small values of and satisfying . These results are listed in Table I , where is the abbreviation of , and the question mark "??" indicates that the exact value of is still not clear. We give a conjecture on the upper bound of when as follows: Note that when , the exact value of is one less than the upper bound conjectured above. We shall present the details on the aforementioned results in a subsequent paper. It seems that the case of will be a much more challenging work.
APPENDIX A PROOF OF LEMMA 3.7 Lemma 3.7:
. Proof: By Lemma 3.3, . Suppose that . Then, there were an optimal 2-D -OOC with ten codewords, denoted by . By Lemma 3.5, all its codewords could be divided into the following three parts: 1) , ;
, and ;
, . Since the total number of mixed differences produced by Parts (2) and (3) is 36, and mixed differences cannot appear repeatedly in a 2-D -OOC, we have that for any , each mixed -difference , , occurs exactly once in . Thus, without loss of generality, Part (2) consists of the following three codewords:
Given and , let be the set of all mixed -differences in . Then, , , and . Note that 
, , ,
, , , 
, , . The number of mixed differences produced from Parts (2) and (3) is , while the total number of mixed differences is , so there are exactly two mixed differences not covered by such a 2-D OOC. Without loss of generality, assume that a mixed -difference and a mixed -difference are left for some and . Given and , let be the set of all mixed -differences of such an 2-D OOC. Let and be the sets of all mixed -differences produced from the codewords in Part (2) and Part (3), respectively. We use the notation to denote the cardinality of some set.
Consider Part (2) , and notice that has been fixed now. We have (12) Consider Part (3)
Since all the mixed differences come from Parts (2) and (3), we get (14) Combine (12)- (14) . We have (15) On the other hand, we know that there are exactly two mixed differences left. Thus
Since
, we get It contradicts (15) . Type (2): , , , and . In this case, the number of different pure differences produced from these codewords is , while the total number of pure differences is , so there is exactly one pure -difference not covered by such an 2-D OOC. Then, all of the codewords could be divided into the following three parts: 1) , and with (this part is empty if ); 2) , and ; 3)
, , . Consider Part (2). Let be an arrangement of the elements of satisfying that if , and if . Then, Part (2) could be divided into the following two classes:
(2.1) , ; (2.2) , . Now, we calculate the sum of all mixed -differences in such a 2-D OOC with and , which are produced from codewords in Parts (2.1), (2.2), and (3). We have Note that is calculated modulo . On the other hand, the number of different mixed differences produced from these codewords is . So, for any , each mixed -difference , , occurs exactly once in such a 2-D OOC. We have . Due to , combining the aforementioned two equations, we have Then, , and hence, , a contradiction. Type (4): , , , ,
, and . By the proof of Lemma B.1(2), if a 2-D -OOC is of , then there exists such that there are four different pure -differences , not covered by codewords of the form with and supp . It follows that all the codewords of such an OOC can be divided into the following four parts: 1) , , with and ; 2)
, is a fixed value of the set ; 3)
, and ; 4)
, , . Consider the sum of all mixed -differences in such a 2-D OOC with and , which are produced from codewords in Parts (3) and (4). Then, similar arguments to that in Type (2), we have , a contradiction. 
