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Objektif utama penyelidikan ini ialah untuk menyediakan penyelesaian matematik yang mudah runut kepada masalah penurasan 
adaptif dengan memfonnulasikan masalah tersebut sebagai masalah kuasa dua terkecil adaptif. Pendekatan ini rnengikut hasil kerja 
oleh Chen (1998) dalam kajian beliau tentang algoritma penurasan adaptif berasaskan 'direction-set' (OS). Melalui fonnulasi 
terse but, kami menghubungkaitkan algoritma OS kepada satu kelas kaedah unjuran. Secara khususnya, versi rnudah aigoritma itu, 
iaitu algoritma 'Euclidean direction search' (EOS) ditunjukkan mempunyai hubungkait dengan satu kelas kaedah berlelaran yang 
dipanggil kaedah 'relaxation'. Penernuan ini rnembolehkan kami menambahbaik algoritma EOS kepada 'accelerated EOS' eli mana 
satu parameter pemecutan diperkenalkan untuk rnengoptirnumkan saiz langkah sernasa setiap pencarian garis. 
Formulasi kami juga membenarkan kami mempertimbangkan kaedah pencarian yang lain, khususnya, kaedah pencarian 
berasaskan arah konjugat. Penurnpuan sejagat kaedah berasaskan gradien konjugat (CG) yang sedia ada dibuktikan dengan melihat 
kaedah tersebut sebagai suatu bentuk kaedah gradien konjugat tanpa pencarian garis. Satu Jagi algoritma penurunan yang menumpu 
secara sejagat turut dibangunkan berdasarkan konjugasi gradien secara berpasangan. Oalam latar stokastik, algoritma barn ini terbukti 
setara dengan kaedah berasaskan CG yang sedia ada. Lebih-Iebih lagi, disebabkan ketiadaan pengiraan eksplisit arah pencarian 
konjugat rekursif berstokastik, algoritma ini memberikan kompleksiti pengkomputeran yang jauh lebih rendah, yang membuatkan ia 
lebih menguntungkan untuk pengkomputeran berkelajuan tinggi. 
Kami turut melanjutkan fonnulasi kami kepada masalah kuasa dua terkecil adaptif berprasyarat, yang ditunjukkan sebagai 
fonnulasi yang sesuai bagi penurasan adaptif domain-transformasi. Walaupun analisis bagi prasyarat altematif masih diperingkat 
awal, kami mampu menghasilkan satu prasyarat barn yang diterbitkan terns daripada formulasi matematik masalah itu. 
7. Sila sediakan laporan teknikallengkap yang menerangkan keseluruhan projek ini. 
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ABSTRACT 
The main objective of this research is to provide a mathematically tractable solutions to 
the adaptive filtering problem by formulating the problem as an adaptive least squares 
problem. This approach follows the work of Chen (1998) in his study of direction-set 
based CDS) adaptive filtering algorithm. Through the said formulation, we relate the DS 
algorithm to a class of projection method. In particular, the simplified version of the 
algorithm, which is the Euclidean direction search (EDS) algorithm is shown to be related 
to a class of iterative methods called relaxation methods. This findings enable us to 
improve the EDS algorithm to the accelerated EDS where an acceleration parameter is 
introduced to optimize the step size during each line search. 
Our formulation also allows us to consider other types of search method, in 
particular the conjugate direction based methods. Global convergence of existing 
conjugate gradient (CG) based method are proved by viewing the methods as a form of 
conjugate gradient method without line search. Another globally convergent descent 
algorithm is developed based on pair-wise conjugation of gradient. In stochastic setting, 
this new algorithm proved to be comparable to existing CG based method. Furthermore, 
due to the absence of explicit computation of the stochastically recursive conjugate 
search directions, the algorithm provides a much lower computational complexity, which 
makes it more favorable for high speed computing. 
We also extend our formulation to the preconditioned adaptive least squares 
problem which is shown to be an appropriate formulation for transform-domain adaptive 
filtering. Although analyses of alternative pre conditioners are still at an early stage of 
2 
research, we are able to provide a new preconditioner for the problem derived directly 
from the mathematical formulation of the problem. 
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Adaptive filters have become an integral part of adaptive signal processing and applied 
in diverse fields such as digital communications, speech recognition, control systems, 
radar and biomedical engineering. A wide variety of adaptive filtering algorithms is 
based on numerical methods in unconstrained optimization theory. Common iterative 
descent algorithm like the steepest descent method has been used to derive the Least 
Mean Square (LMS) algorithm which minimizes the estimation error in the mean-squared 
sense. The computational complexity of LMS is low and it is also easy to implement, 
making this algorithm one of the most popular adaptive algorithm around. Other 
algorithm like the Recursive Least Squares (RLS) minimizes the total least squares. 
Despite the fact that it has higher computational complexity compared to LMS, it has 
been proved to have better convergence than the LMS algorithm and zero excess mean 
square error (MSE) . 
This report describes the adaptive filtering problem as an adaptive least squares 
problem, in which the adaptation of tap-weight vector is considered to be a process of 
finding least squares solution in an adaptive environment. By doing so, the adaptive 
filtering problem becomes a mathematically tractable problem which makes it easier to 
classify adaptive filtering algorithms according to standard procedures in solving least 
squares problem. 
The main focus of this research is on direction-set based adaptive filtering algorithms. 
A study of a class of adaptive algorithm introduced by Chen (1998) has allowed us to 
relate the algorithm with projection methods and with other direction-set based method 
such as the partan method. A simplified version of Chen's is the Euclidean Direction 
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Search (EDS) algorithm which keeps the minimum search either on a set of near 
conjugate direction with respect to the Hessian matrix or simply on a set of euclidean 
coordinate direction. The EDS was shown to have computational complexity comparable 
with the LMS algorithm if implemented as block processing (Xu et. el (1998» and has 
also been reported to have superior convergence rate compared to the LMS algorithm 
(Xu et. el (1999». By recasting the EDS algorithm in the form of relaxation type method, 
namely the Gauss-Seidel and Jacobi iterative methods, we are able to extend the EDS 
algorithm by introducing an acceleration parameter to improve its convergence. A 
formula for the optimal acceleration parameter was also derived. 
Other than steepest descent, the method of conjugate gradient is also widely used in 
unconstrained optimization, especially in large-scale problems. It is proven to have faster 
convergence rate compared to the steepest descent method, and, for quadratic problems 
such as the least squares problem, conjugate gradient method has finite termination 
property. However, the fast convergence and the finite termination property can easily 
break down when the function to be optimized is noisy since conjugacy among search 
directions can longer be maintained over the course of the iterations. 
The adaptive filtering problem can be considered as a stochastic minimization problem, 
in which, noise is present and apriori knowledge of the Hessian is unavailable. In Section 
5, issues in implementing conjugate gradient method and conjugate direction method in 
general, in adaptive filtering problem is discussed. In particular, an analysis is put 
forward to prove global convergence of existing conjugate gradient based adaptive 
filtering algorithms (Boray & Srinath (1992), Chang & Wilson (2000), Diene & Bhaya 
(2006») by showing that they are in fact different forms of conjugate gradient method 
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without line search. By considering pairwise conjugation of gradients in stochastic 
setting, a new algorithm is derived (section 5.2) whose performance is comparable to 
existing conjugate gradient based algorithm, but, with lo\ver computational complexity. 
Whilst analysis in 5.2 and 5.3 provide proof for the global convergence of conjugate 
gradient based adaptive filtering algorithm, in section 5.4 we put forward analyses for 
proving asymptotic convergence. The work is based on Bhaya & Kaszkurewicz (2002). 
The result is still experimental and requires more in-depth analyses. 
In Section 6, the transform-domain adaptive filtering (TDAF) problem is described. In 
this report, we view the TDAF problem as a preconditioned adaptive least squares 
problem. Having done so, we were able to identify a suitable transform-domain 
preconditioner. 
In Section 7, we describe basic configurations in which adaptive filtering algorithms are 
implemented and tested. These configurations are standard models used in the literatures 
(Haykin (1991), Farhang-Boroujeny (1998». Finally, future research ideas is described in 
Section 8 comprising two parts: theoretical and applications. 
2.0 ADAPTIVE LEAST SQUARES PROBLEM: THE MATHEMATICAL 
FORMULATION 
The linear adaptive filtering problem is the minimization problem of the form 
(1) 
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where a ( n) = [ u ( n ) u ( n -1 ) u{n-N +l)f is the transversal real-valued input vector at 
X N _1 (n) J is the tap-weight vector, and, s (n) is the desired 
output. The linear filter output is the inner product of a(n) and x(n), so that the 
estimation error between the filter output and the desired signal is given as 
e( n) = s (n) - aT (n) x( n). Thus, (2) is an exponentially weighted least squares minimization 
of the estimation error. 
In matrix form, the cost function (l) may be represented as 
(2) 
where the quantities R(n), p(n) and a; are defined as follows, 
n n n 
R(n)= LAn-ia(i}a(i)T, p(n}=LAn-is(i)a(i), a; = LAn-is(i)2 . 
i=1 i=) ;=1 
The NxNmatrix R(n} is identified as the autocorrelation matrix of the input signal (or 
the Hessian of J) and vector p (n) is the vector of cross-correlation between the input and 
the desired signal. In general, R(n) and p(n) are unknown apriori, but they are available 
as recursive updates of the form Haykin (1991), 
(3) 
At each state/time n, the minimum value of the time-varying cost function can be 
attained by setting the gradient V x = 0 , i.e., 
VI = aJ~x) =2R(n)x(n)-2p(n)=O, 
which yields the time-varying normal equation (also known as the Wiener-Hopf 
equation), 
9 
R(n)x(n)=p(n) . (4) 
The matrix R (n) , which is also referred to as the autocorrelation matrix, is nonsingular in 
general. Thus, at each time instance, the time-varying optimal solution is 
x· (n) = R(nfl p(n) . 
3.0 DIRECTION-SET (DS) BASED METHOD BY CHEN 
The Direction Set (DS) method originates from the parallel subspace method due to 
Smith (1962) and modified by Powell (1964). The parallel subspace method is a method 
for unconstrained optimization problem which searches the local minimum of a function 
without calculating derivatives. Given an initial set of linearly independent directions 
{d(1), d(2) , ... , d(N)}, and an initial approximation x(O) E 9lN , the method searches along each 
direction with a line search in a cyclic manner, i.e., 
i = 1,2, ... ,N , 
such that a(i) minimizes J ( X(i-I) + a(i)d(i»). In Powell's method, before the next searching 
cycle the directions may be modified towards conjugate directions with respect to the 
Hessian of J or directions remain the same and a new starting estimate is chosen. Having 
a set of linearly independent direction at the nth cycle, Powell's method updates 
direction by letting 
d(/) = d(i+l) 
n+1 n , i = 1,2, ... ,N-l 
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and the new starting point is x(O) = X(N) + a(N+l)d(N) where a(N+l) is obtained in a similar 
n+1 n n n+t n 
manner to the other a'S. Both x~N) and x~O) are minimizers of J along d~), therefore 
they belong to parallel subspaces, and, by virtue of the parallel subspace theorem, the 
difference xtN ) _x~O) is conjugate to d~). Thus at the end of the cycle, that the newly 
obtained direction d~~ is conjugate to d~N) = d~~;l) with respect to the Hessian of J. After 
(N) (0) 
the next cycle, the newly obtained direction d(N) = Xn+1 - Xn+1 is coniugate to d(N) = d(N-l) 
n+2 II (N) _ (0) II ;J n+l ,,+2' 
X,,+l X"+i 
so that, before the next cycle, d~~22), d~21) and d~~~ are conjugate to each other. 
Eventually, after N -1 cycles, N conjugate directions are obtained. Conjugacy of search 
directions provides finite termination property for Powell's method (Fletcher (1972)). 
3.1 RELATIONSHIP BETWEEN DS METHOD AND PROJECTION 
For the quadratic function J = .!xTRx - pT x, minimization of J with respect to x is 
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equivalent to solving the system of linear equation of the form, 
Rx=p 
Now, the process of optimizing a(i) within each search cycle involves solving the 
equation 





d(i}T (Rx(t-1) _ p) 
giving a(i) = (") (") , where R is the Hessian of J. Now, (6) may be written as 
d'TRd' 
the inner product 
Recognizing r(i) = R(X(H) +a(i)d(i»)_p as the residual vector at the ith stage, we can 
conclude that each cycle of the DS method is equivalent to a succession of projections 
which impose the residual vector to be orthogonal to the subspace spanned by the 
d·· (i) . trectlon vectors dk , 1= 1,2, ... ,N . 
3.2 RELATIONSHIP BETWEEN DS METHOD AND OTHER DESCENT 
ALGORITHM 
Taking the search directions to be in the negative gradient directions, we have 
Then 
which is the steepest descent iteration. The disadvantage of using the gradients as search 
directions is that conjugacy and linear independence are not guaranteed as the cycle 
progresses. A modification that combines the steepest descent method and the parallel 




For i = 1,2 ... ,N 
1) z(;) = x(;) - .u(i)d(i) 
2) x(i+l) = z(;} + A(i) (z(;) _ x(i-l)) 
The scalars .u(i} and A(i) are chosen by optimum line searches. Step 1) in the algorithm 
above is a steepest descent step which search along the steepest descent vector and step 
2) employs the parallel subspace property to define the search direction. 
4.0 EUCLIDEAN DIRECTION SEARCH (EDS) 
The EDS algorithm is formulated based on the Direction Set algorithm which searches 
for the minimum of the objective function along Euclidean directions recursively. 
Derivation of the algorithm can be found in Bose and Xu (1998). Given the previous 
estimate for the weight vector x and a search direction d, the best step size a for 





The EDS algorithm is obtained by choosing the Euclidean 
directione j = [0,0, ... ,0,1,0, ... ,Or as the search direction so that 
(8) 
where R; denotes the i th row of matrix R. 
In the "implementation of the EDS algorithm, for every cycle n, a changes throughout 
the cycle, as R and p are updated. Therefore, within each cycle, the weight vector x is 
updated as 
x~n+l) = x(n) + a(n)e. , - 1 N 
I I I I 1= ,--', , (9) 
where x~n) refers to the i th component of x( n), so that, at the end of the nth cycle, 
x(n+l) is obtained. 
4.1 RELAXATION SCHEMES AND EDS 
From projection point of view, the EDS step (7) can be shown to be equivalent to the 
orthogonal projection step 
(10) 
which insists that the i -th component of the new residual vector is zero (Saad). This 
procedure is none other than a basic relaxation scheme applied to the normal equation. 
Two most basic relaxation schemes are achieved depending on how a;(n) is computed: 
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i) When the recently updated weight vector x is used in (8), Gauss-Seidel iteration 
is achieved, i.e., 
ii) When Xi == X~II) for all i = 1, ... ,N , the Jacobi iteration is achieved. 
4.2 ACCELERATED EDS ALGORITHM 
It is natural to use acceleration parameter in relaxation type method to accelerate 
convergence when the spectral radius of the iteration matrix is close to unity. 
Accelerated EDS algorithm will require the coefficient vector to be updated as follows, 
(11) 
where OJ is the acceleration parameter. We note that for every n, R(n) is a symmetric 
positive definite matrix. For such matrices, it can be shown that iteration (11) will lead to 
a relaxation scheme that is guaranteed to converge for any OJ in the open interval (0,2) O. 
In vector form, update equation (11) can be written as 
x(n+l) = x(n)-OJ(L+Dfl VIJ(n) , (12) 
for the Gauss-Siedel type iteration, and, 
(13) 
for Jacobi type iteration, where, V I J(n)=2(R(n)x(n)-p(n)) , is the gradient vector of the 
cost function. Matrices L, D and u are resulted from the partitioning of R(n) so that 





Figure 1. Partitioning of matrix R ( n) 
In order to obtain the optimal value for OJ, we start by setting c(n) = x(n)-xopt' which is a 
measure of how far the nth approximation is from the optimum solution X Opl • Rewriting 
(12) and (13) in tenns of c(n) and using the fact that R(n)xoPI ;; p(n), we have 
• For Gauss-Seidel type iteration: 
c(n+l);; (I-2OJ(L+Dfl R(n))c(n) , (14) 
• For Jacobi type iteration: 
(15) 
Since R ( n) is symmetric, its eigendecomposition exists, R (n) ;; QAQT say, where 
columns of Q are the orthonormal eigenvectors of R ( n), and A is a diagonal matrix 
whose diagonal entries are the corresponding eigenvalues. Writing R(n) in terms of its 
eigendecomposition we are able to recast (13) and (14) as follows: 
• For Gauss-Seidel type iteration: 
(16) 
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• For Jacobi type iteration: 
(17) 
where c' = QT c. The forms given in (15) and (16) enable us to identify the following 
iteration matrices: 
• For Gauss-Seidel type iteration, 
• For Jacobi type iteration, 
Now, convergence of these iterations require that the spectral radius of the iteration 
matrices are less than 1, i.e., maximum absolute value of their eigenvalues must be less 
than 1. Estimations of eigenvalues of the iteration matrices may be obtained by noting 
that 
E(R(n)) = E(a(n)a(nf) , 
(E(*) denotes expectation). Hence the diagonal entries of R(n) may be estimated as the 
mean-square of the input signal u ( n), and, for input signal with mean 0, this is just the 
variance of input signal. Further, if the input signal u ( n) is uncorrelated, the off-diagonal 
entries of R(n) are very close to zero. Therefore we arrive at the following estimations, 
i = 1, ... ,N 
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where, u; is the variance of the input signal u(n). 
It follows from the estimations above that 
and, the spectral radius 
where A; 's are the eigenvalues of R(n). Since R(n) corresponds to the nonnal equation 
of a least squares problem, then, it is symmetric positive definite in general, i.e., all its 
eigenvalues are positive. Hence the requirement that p( G) < 1 implies the following 
bound for OJ, 
(18) 
Furthennore, an optimal value for OJ, OJ
opt say, which is the value of OJ that minimizes 
p(G), and can be computed to be, 
2u2 
OJ = II 
opt 2 . +2 
mID max 
Analyses of necessity and sufficiency of (18) are done via simulations and the results 
show that accelerated EDS algorithm provides an improvement over the normal EDS 
algorithm, especially when the order of the adaptive filter is large. 
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4.3 COMPUTATIONAL COMPLEXITY 
The EDS update equation (9) only requires knowledge of the i th row of the current 
matrix R(n) and the ith entry of the current vector p(n). Using the following recursive 
formulas for R(n) and p(n), 
R(n) = AR(n-l)+a(n)a(n( , 
p( n) = Ap(n -1)+d(n)a( n), 
the i th row of R(n) is 
[R{n)l = A[R(n-l)l +[ a{n)l a(nf , 
and, the i th entry of p ( n) is, 
[p(n)l = A[p(n-l)l +d{n)[ a{n)l· 
(19) 
(20) 
If we set A = 1, equations (19) and (20) requires number of operations (multiplication + 
addition) of O(N), but, because these values have to be computed for every i = 1, ... ,N , the 
total number of operations will be of O(N2 ). The number of operations can be reduced to 
O(N2/2) due to the symmetry of matrix R(n), i.e., only the upper triangular part of R(n) 
need to be updated per iteration. 
Another interesting point to note is that, a (n) is obtained from a (n -1) by shifting down 
one element and adding a new sample. Therefore, if matrix a(n-l)a(n-1r is saved, the 
computation of a(n)a(nf only requires O(N) multiplication. Hence, the total operation 
count for this case would be O(N2/2) additions and O(N) multiplication. 
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The inclusion of a constant acceleration parameter requires O(N) multiplication per 
system update, therefore does not increase the order of operation significantly. 
5.0 CONJUGATE DIRECTION SEARCH (CDS) IN ADAPTIVE FILTERING 
Conjugate direction search methods are preferred in finding solutions to non-recursive 
linear system of equation due to its finite termination property. However, when applied to 
ALS problem, the recursive nature of the cost function J will result in loss of conjugacy 
with respect to the Hessian of J. Hence finite termination property no longer holds. 
Also, since the Hessian of the cost function is generally unknown at the start of the 
iteration, modifying CDS method for adaptive filtering application becomes a rather 
challenging task. 
In this section, issues in implementing CDS method in ALS problem is addressed. 
In 5.2, existing conjugate gradient based adaptive filtering algorithms are analysed as 
different forms of CG method without line search. In 5.3, stochastic pairwise conjugation 
technique is explored and adapted for adaptive filtering applications. Finally in 5.4, the 
continous realization of CG iteration is used in an attempt to study the stability of CG 
iteration with respect to a range of different values of stepsizes. 
5.1 STOCHASTICALL Y RECURSIVE SEARCH DIRECTIONS 
Since the objective function of the adaptive filtering problem is stochastically recursive, 
the Hessian R is also changing. Hence conjugacy among directions cannot be 
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maintained. Therefore, in general, Conjugate Direction Search (CDS) algorithms applied 
to adaptive filtering problem will not have finite termination property, but reaches a 
steady state error T , i.e., there exists a large positive integer K such that Ilxk - x·11 ~ T for 
all k>K. 
Rates of convergence depend on the quality of search direction which can be 
measured by the angle between the steepest descent direction and the search direction. 
For the DS based method, Chen (1998) has shown that the rate of convergence of DS 
based method depends on K = Amax and cos Ok' where, Amax and Amin are the maximum 
Amin 
and minimum eigenvalue of R, and, Ok is the angle between the steepest descent 
direction and the search direction. The analysis was performed for a general linearly 
independent search directions, therefore we expect the same result follows for CG and 
Partan based algorithm. Now, to compare the rates, a more detailed analysis is needed to 
compare cos Ok for the three different methods. 
5.2 CONJUGATE GRADIENT BASED ADAPTIVE FILTERING 
ALGORITHM AS A FORM OF CONJUGATE GRADIENT METHOD 
WITHOUT LINE SEARCH 
In general, for the minimization of a multidimensional function f (x), the conjugate 
gradient (CQ) method comprises of the following steps, 
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d(k) _ { _g(k) for k = 1, 
- _g(k) + I1kd (k-l) for k > 1, (21) 
(hi) _ (k) + d(k) x - x a k , 
where g(k) denotes the gradient Vf( X(k»), a k is the steplength obtained by a line search, 
d(k) is the search direction, and, 11k is chosen so that d(k) becomes the k th conjugate 
direction when the function is quadratic and the line search is exact. Well-known 
formulas for selecting Pk are available and given by Fletcher & Reeves (1964), Polak & 
Ribiere (1969), Hestenes & Steifel (1952), Fletcher (1987) and Dai & Yuan (1999). 
In stochastic minimization, the presence of noise and noisy estimation of gradient 
Vf( X(k») can easily cause highly inaccurate line searches leading to loss of conjugacy 
among search directions. This results in instability and the break down of the algorithm. 
Adaptive filtering is a stochastic quadratic minimization problem where the vectors X(k) , 
g(k) and d(k) are updated online where knowledge of the Hessian V2 f( X(k») is unavailable. 
Since the computation of g(k) requires knowledge of the Hessian, estimating gradients in 
adaptive filtering algorithm is one of the major issues in CO based adaptive filtering 
algorithm (Boray & Srinath (1992), Chang & Wilson (2000), Diene & Bhaya (2006)) . 
In the paper by Sun and Zhang (2001), it was shown that the line search in the CG 
method can be avoided without compromising its global convergence. This is done by 






neighbourhood of the bounded level set L:= {x E 9tN I f (x) ~ f (XI)} , and, Qk is a sequence 
of positive definite matrices satisfying that for positive constants v min and v max' and all 
(22) 
As pointed out by Wang (2006), maximum descent is achieved when Qk is chosen so that 
i.e., Qk is a function of the Hessian. 
Line search formulas in CG based adaptive filtering algorithm 
Given the estimate for the weight vector x, and a search direction d, the best step 
size a for minimizing I n (x+ad) can be obtained via a line search, i.e., by setting 




where g = V xJ = Rnx - Pn is the gradient vector. In the traditional CO method, the line 
search performed to obtain the next estimate for x would require the use of a stepsize 
given by (24). However, since we only have estimates of Rn and Pn' after the k th system 
23 
update, the stepsize in almost all CG based adaptive filtering algorithm (specifically in 
Boray & Srinath (1992), Chang & Wilson (2000), Diene & Bhaya (2006)) is estimated 
as, 
(25) 
with g(k) = Rkx - Pk , and, 1]:¢: 1 for inexact line searches. Now, matrices {Rk} are positive 
definite (Haykin (1991)). Therefore (25) resembles the formula used in the method ofCG 
without line search. The following Lemmas and Corollary prove that {Rk} satisfies the 
condition given by (22). 
Lemma 1: 
Let Rk be the autocorrelation matrix of the input signal to an adaptive filtering process 
after the k th system update. For all dE mN , 
for all k = 1,2,3, ••• , where, Smin and Smax. are the smallest and the largest power spectral 
density of the input signal. 
Lemma 2: 
Let I n denotes the cost function defined in (2). Then, 
on the level set L:= {x E 9lN I I n (x) $ I n (0) = ern. 
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Corollary 3: 
CO based adaptive filtering algorithm Boray & Srinath (1992), Chang & Wilson (2000) 
and Diene & Bhaya (2006) are CO method without line search coupled with stochastic 
approximation of gradients, where, the stepsize parameter is defined as 
and, 0 E (0, Smin / Srnax)' with Srnin and Srnax being the smallest and the largest power spectral 
density of the input signal. 
It is noted that for input signals belonging to a stochastic process of zero mean 
(Le., white signal), the power spectral density is constant for all frequencies. Hence via 
Corollary 3, 0 E (0,1). As the signals get more coloured, Srnin/srnax gets smaller in value 
and so does the possible range for 0 . 
Stochastic approximation of gradients 
In the stepsize formula (25), rather than the actual gradient, stochastic approximation of 
gradient is used. This would mean that, although Lemma 1, Lemma2 and Corollary 3 
holds, global convergence of CO without line search does not necessarily hold for CO 
based adaptive filtering. Since stochastic approximation of gradients differ in Boray & 
Srinath (1992), Chang & Wilson (2000) and Diene & Bhaya (2006), prove of global 
convergence for these algorithms require separate treatments. 
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Consider the stochastic approximation of gradients proposed in Chang & Wilson 
(2000). Two CG implementations were proposed and these are referred to as CG 1 and 
C02. In CG 1, parameter updates is summarized as, 
d(k) _ { _g(k) for k = 1, 
- _g(k) + Pkd("-I) for k > I, 
X(k+l) == X(k) + akd(k} , 
(g(k) _ g(k-l) t g(k) d(k)T (k-l) 
where p. = II II' ,a. = -'I (')T g (.). Note that p. is a degenerated form of p. g(k-l) d Rkd 
proposed by Polak & Ribiere (1969) since g(k) and g(k-l) are stochastic estimates of 
gradients at the k th and (k -1) th system updates, and not the true gradients. In CG2, 
formulas above are the same, but, instead of using the recently update Rk and p", 
average values over a window of size M are used. These are, 
The parameter 1] is chosen in Chang & Wilson (2000) from values inside the 
range (A - 0.5) ~ 17 ~ A, in order to satisfy the Wolfe condition for convergence. Notice that 
1] scales the stepsize parameter a" in the same way that 0 does. However, 0 is chosen 
from a different range, i.e., 0 E (0, Smin / Srnax ) • 
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5.3 PAIRWISE CONJUGATION OF GRADIENTS 
The fundamental idea of conjugate gradient method is to successively minimize the 
parameters x of a differentiable function J: 9lN ~ 9l along a set of N conjugate 
directions {d(l) ,d(2), ... ,d(N)}, so that, for i * j, d(I)TRd(j) = 0, where R is the Hessian of the 
cost function J . A set of mutually conjugate directions is produced by the iteration 
d(k+l) :: /3d(k) _ g(k) , 
where g(k) =VJ(X(k») denotes the gradient at the kthe iteration, and,/3 =lIg(k)f Illg(k-l)lr • For 
a N dimensional quadratic cost function, the conjugate gradient iteration achieves 
optimal solution after exactly N iterations, starting with d{O) :: g(O) • 
Although conjugate gradient methods provide a very effective way to optimize 
deterministic system Rx = p, where R and p are known apriori, in stochastic setting, 
their rapid convergence breaks down due to the inability to maintain conjugacy among 
directions because of the presence of noise as well as inaccurate approximations of 
gradient in cases where R and p are unknown apriori. Here we explore an idea from 
(Schraudolph (2002)) which, instead of trying to construct a set of conjugate directions, 
parameters x are updated along the current gradient with a stepsize aimed at conjugating 
successive gradients, i.e., 
(26) 
with a = g(k)TRg(k) /IIRg(k) Ir ' where 11.11 denotes the Euclidean norm. Note that the choice of 
a guarentees pairwise conjugation of gradients (Le., g{k+l)TRg(k) = 0) in a deterministic 
system. Iterations given by (1) are in fact equivalent to the Minimal Residual (MR) 
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iteration. It is a form of orthogonal projection technique onto the subspace K = span (g) , 
which is orthogonal to the subspace L = span(Rg). The MR method is a globally 
convergent method and it's convergence factor is bounded by the acute angle between g 
and Rg (Saad (2003». Asymptotic stability of (26) was also proved in (Diene (2004» 
and (Diene & Bhaya (2004». 
Stochastic Pairwise Conjugate gradient Algorithm (SPCG) for Adaptive Filtering 
We now employ the idea in the previous section for online updating of adaptive filter 
coefficient x(n). Following (Diene & Bhaya (2006», recursive updates of R and p 
given by (3) allow us to recursively update the gradient vector g(k) i.e., 
(27) 
where b(k) = R (k) g(k) • The k th stepsize parameter is calculated based on the k th estimate 
of g(k) and b(k). The complete algorithm is given in Table I. According to the algorithm in 
Table I, SPCG requires less steps compared to methods in (Boray), (Chang) and (Diene) 
since it does not require the computation of new ( conjugate) search direction. 
Computation of conjugate search direction as given in CG-CLF (Diene & Bhaya () is, 
where, d(k) is the k th conjugate direction. The steps above require additional N 2 + 3N + 1 
multiplications and N 2 + 2N - 2 additions. 
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TABLE I 
Stochastic pairwise conjugate gradient algorithm for adaptive filtering 
(Initialization) 
Calculate: R(O) = a(O)a(Of , p(O) = s(O)a(O), 
(System updates) 
For k = 0,1,2, ... 
g(k)Tb(k) • 
ak - b(k)Tb(k) , 
R ( k + 1) = ILR ( k ) + a ( k + 1) a ( k + 1 f ; 
g(k+l) = ILg(k) _ atlLb(H} + 
a(k+l)[a(k+lr X(k+I) -s(k+l)]; 
Convergence of SPCG for Adaptive Filtering 
Theorem 1: The global convergence of the SPCG algorithm is independent of eigenvalue 
spread. 
Proof: Parameter update equation (26) is equivalent to a steepest descent update, and, it 
is well known that the steepest descent algorithm is globally convergent if the step size is 
chosen so that 0 < a < 2/ Amax , where Amax is the maximum eigenvalue of the Hessian R. 
For the choice of cost function (2), R(n) is symmetric for all values of n. Therefore we 
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can write it in terms of its eigen decompositionR(n) == V{nf D(n)V(n), where V(n) is a 
NxN orthonormal matrix whose columns are the orthonormal eigen vectors of R(n), 
and, D( n) is a diagonal matrix whose diagonal elements are the corresponding 
eigenvalues. Therefore, 
(28) 
and, by considering the minimum and maximum values of (28), we arrive at the 
following bound for all' 
Now, 




Therefore it is proved that the SPCG algorithm is globally convergent. Moreover, it is 
globally convergent for all values of K, i.e., its convergence is independent of the 
eigenvalue spread. 
Long Term Behaviour of SPCG 
From (27), 
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g(k) = Ag(k-I) - ak_IAb(k-l) + a( k)[ a( k f X(k) - s( k) ] 
= 2(g(k- l) -ak_1b(k-l»)+ a(k)[ a(k f X(k) - s( k) ] 
= Agik) +a(k)[a(k/ X(k) -S(k)]. 
=> g(k) +e(k)a(k) = 2g~k), (29) 
where e(k}=s(k}-a(kf x(k} is the kth estimation error between the adaptive filter and 
the desired signal, and, g~k) = g(k- I) - ak_IRk_lg(k-l) • Note that, by construction of SPCG, a k_1 
is chosen so that g~k)TRk_lgk_l = 0 . Therefore, (28) implies, 
( (k) ( )T g +e k)a(k) Rk-tgk- t = o. (30) 
Vector V(k) =g(k) +e(k)a(k) is the current gradient plus the instantaneous gradient, which 
is the gradient estimate used in the Least Mean Square algorithm (Haykin (1991» . 
Equation (30) indicates that V(k) is orthogonal to the subspace span ( Rk_lg(k-I»). This 
observation shows that as the iterations progress and e(k) ~ 0, the SPCG algorithm 
approaches its deterministic counterpart which is the MR method. Therefore, although 
conjugacy of gradients is not achieved in the early stage of iterations, the choice of the 
step size that guarentees descent (by Theorem 1) and e( k) ~ 0 , allows for the gradients to 
be more conjugated in the later stage. 
Comparative performance of SPCG 
Simulations have shown that SPCG provides a comparable rate of convergence compared 
to existing CO based adaptive filtering algorithm. Furthermore, since SPCG does not 
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require the computation of conjugate search directions, it also provides lower 
computational cost. 
5.4 ASYMPTOTIC STABILITY OF STOCHASTICALLY RECURSIVE CGM 
Results in 5.2 · and 5.3 suggests that it is not necessary to use CGM iteration formulas (21) 
in order to obtain a global convergent conjugate direction method. In order words, it is 
possible that there exist a range of step size a k for which the algorithm convergence. 
With motivation to derive this range, a stability analysis of the CGM iteration formula is 
performed. To enable us to do this, COM iteration is first transformed into its continuous 
realization. 
Continuous Realization of CGM 
Bhaya & Kaszkurewicz (2003) noted that the CGM iteration may be viewed as a bilinear 
control system of the form 
rk+l = r k -akRdk, 
dk+1 = rk+1 + Adk , 
(31) 
where a k and Pk are the control input parameters design to drive the state vectors rk and 
dk to zero. This approach has also been shown in Bhaya & Kaszkurewicz (2002) to lead 
to an algorithm which is equivalent to the conventional COM. Following their approach, 
equations (31) of the bilinear system is expressed in a continous realization of the form 
r=-aRd, 
d =r+(,BI-aR-I)d, (32) 
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where a and fJ are assumed constants. Alternatively, a continuous version of (31) can 
also be expressed in the fonn of a second order linear differential equation of the form, 
r+ (aR -(f3-1)I)f+ aRr = 0, (33) 
where (33) is obtained from (32) by eliminating d from the expression. 
Stability Analysis 
The stability of (33) can be studied using the results by Datta & Rincon (1993) which is 
summarized in the following Lemma, 
Lemma 3: 
Let A" x be eigenvalue, eigenvector pair of the quadratic eigenvalue problem 
(A?M+A.D+K)x=O. 
Suppose that M = MT > 0, K = KT ~ 0 and D = DT . Then 
For (33), we identify M=I, D=aR-(p-l)I and K=aR. This leads to 
Re(A.) = 
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Thus, the zero of (33) is asymptotically stable if and only if Re().,) < 0, 
. xTRx l.e.,a-r --(,B-1) >0. Now x x 
/3-1 
=>a> (). Amax R 
(34) 
The bound above implies that, since a,,B~ 0, then CGM iteration is always stable if 
O<,B < 1. However, if ,B> 1, then for stability, a must be chosen according to (34). 
6.0 TRANSFORM-DOMAIN METHODS 
Transform domain methods are introduced to improve the rate of convergence of gradient 
descent algorithm which suffer from slow convergence when the eigenvalue spread of the 
autocorrelation matrix is large (Farhang-Boroujeny (1998». In particular, this behaviour 
is well known in the Least Mean Square algorithm and its transform-domain counterpart 
(TDLMS for short) was introduced in Narayan et. al. (1983) and Beufays (1995) to 
improve its convergence. 
In this section, the transform domain problem is discussed in terms of its 
mathematical formulation and its relationship with preconditioned adaptive least squares 
problem. Following that, a new pre conditioner is introduced as a general preconditioner 
for iterative solution of adaptive filtering problem. 
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6.1 TRANSFORM-DOMAIN ADAPTIVE LEAST SQUARES PROBLEM 
(TDALS) 
Transform domain adaptive filters involve transforming the input vector according to 
the formula 
where ar ( n ) = [ Ur ( n) Ur ( n -1) . . . ur ( n - N + 1) r is the corresponding input vector in the 
transform domain. Matrix T is the transformation matrix which is selected to be a unitary 
matrix, i.e., (assuming elements of T are real-valued), 
Hence, the linear filter output in this case will be the inner product of aT ( n) and Xr (n) , 
where Xr (n) = [ Xr,o (n) XT,I (n) ... Xr,N-1 (n)J is the transform-domain tap-weight vector. 
Thus, the estimation error between the filter output and the desired signal is given as 
e (n) = s (n) - a~ (n) Xr (n) , so that the linear adaptive filtering problem in the transform-
domain is the minimization problem of the form 
In matrix form, this is 
(35) 
where the quantities RT (n) and PT ( n) are defined as follows, 




RT ( n) = t A n-; aT (i) aT (if 
;~I 








= TLA"-1s(i)a(i) = Tp(n). 
;=1 
We can see that, the transfonn-domain least squares problem given by (35) is almost 
equivalent to the time domain ALS (2), but having normal equation (henceforth wil be 
referred to as the transform-domain Wiener-Hopt equation (TnWH)) of the form 
RT (n ) XT ( n) = PT ( n ) , 
which gives rise to optimal solution 
X~ ( n) = RT ( n ) -I PT ( n). 
6.2 TDALS WITH NORMALIZATION AS A PRECONDITIONED ALS 
PROBLEM 
Normalization of transfonn-domain methods involve normalizing transfonned input 
vector aT ( n) SO that the input signal power is close to unity. This is done by 
premultiplying aT (n) with a diagonal matrix n-1/ 2 , where 
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E[ ui,nJ 0 0 
0 E[ U;,n-l] 0 D= 
0 0 E [ Ui,n-N+l ] 
As a result, the normalized transform-domain autocorrelation matrix is, 
R; (n) = iAn-in-I/2aT (i)aT (i)T n-1/2 
;=1 
and, the corresponding normalized cross-correlation vector is, 
It 
= D-1/2 L AIl- i s (i) aT (i) = n-1/2PT (n). 
;=1 
Similarly as before, the normalized TnWH equation can be derived, and this is, 
R; ( n) x; (n) = P; (n) . (38) 
Equation (36) above is equivalent to, 
(39) 
Equation (39) implies that equation (38) can be viewed as a preconditioned TnWH 
equation with n-J/ 2 as the preconditioner. 
Equivalently, by rewriting Rr{n) and Pr{n) using (36) and (37), we see that 
(38) can be recasted as, 
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=> D-l/2TR( n) x( n) = D-1/ 2Tp( n) , (40) 
so that (38) is viewed as a preconditioned WH equation with n-l/2T as the 
preconditioner. 
6.3 A NEW PRECONDITIONER FOR AF ALGORITHM 
Note that, 
diag(RT (n)) = I2n- i diag( aT (i)aT (if), 
1=1 
2 
UT,I_I ••• U;,i-N+I J) . If we replace the weight factor A n-i 
with .!., we have, 
n 
. ([ 1 ~ 2 1 ~ 2 1 ~ 2 ]) 
= dzag - ~ UT,I' - ~ UT,;_I"'" - ~ UT,I -N+I 
n 1=1 n ;=1 n ;=1 
=D. 
(41) 
Also, orthogonal transform in general, has diagonalizing effect, in that, it transforms a 
matrix into a similar (same eigenvalues as the original matrix) but 'more diagonal'. This 
is illustrated in the example below. 
Example 
If T represents the Karhounen-Louve transform matrix, where columns of T are the 
orthonormal eigenvectors of R, then T will be the 'perfect' diagonalizer, such that 
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RT =TRTT =D, 
where diagonal elements of D are the corresponding eigenvalues of R . But, since T in 
general is not a perfect diagonalizer, there will still be nonzero elements in the off 
diagonals of R T • However, in general, RT will be more diagonally dominant compared 
to R. 
A good pre conditioner is one that transforms a matrix into an identity matrix, or 
close to it. Hence, the best pre conditioner for R is its own inverse, R-1 • Therefore, it 
makes sense to estimate D ~ diag(RT ) so that the preconditioner in (40) is estimated as 
D-1/ 2T ~ diag (Rr rl/2 T . This is exactly the preconditioner adopted in (Beufays (1995). 
Another preconditioner may be obtained by the following observations: 
Let M = n-1RT = D-1TRT
T 
,such that D = diag(RT ). Since M is 'close' to the identity 
matrix, its eigenvalues are close to unity. Now, pre and post multiply M by T and TT 
respectively, we have, 
TMTT = Tn-1TRTTT = TD-1TR . 
But T is an orthogonal transformation which preserves eigenvalues. Thus, TMTT also 
has eigenvalues close to unity. Therefore, we can conclude that Tn-1/2T is also a good 
preconditioner for R . 
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7.0 MAJOR FINDINGS, PERFORMANCE EVALUATION OF 
ALGORITHMS AND VALIDATION OF THEORETICAL RESULTS 
Based on theoretical analyses in section 2 - 6, the following important findings were 
established, 
1) Adaptive least squares problem provide a formulation for the adaptive filtering 
problem with mathematically tractable solution. 
2) Relationship between EDS algorithm and relaxation schemes such as Gauss-
Seidel and Jacobi iterations; 
3) Extension of EDS algorithm to Accelerated EDS; an acceleration parameter is 
introduced and its optimal value is derived; 
4) Relationship between existing conjugate gradient based adaptive filtering 
algorithm and conjugate gradient method without line search is established. 
Following that, a range for step size scale factor 0 that guarentees global 
convergence is also derived. 
5) Development of the Stochastic Pairwise Conjugate Gradient (SPCG) algorithm 
for adaptive filtering. This algorithm explores pairwise conjugation of gradients 
as an alternative to deriving a set of conjugate search direction which is 
commonly used in conjugate gradient method. A theorem is put forward and 
proved to establish the independence of global convergence of the algorithm with 
eigenvalue spread of the autocorrelation matrix of the input process. 
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6) A range of values for stepsizes a and f3 that guarentees the stability of CG . 
iteration is established from the stability considerations of a continuous realization 
of CG iteration. 
7) Formulation of the transform domain adaptive filtering as a transform domain 
adaptive least squares problem and relate the normalization process as a 
preconditioning of the Wiener-Hopf equation. 
8) Derivation of an alternative preconditioner which provides similar effects to 
transform with normalization. 
Each of these results have been evaluated and validated using two different application 
based implementation of appropriate adaptive filtering algorithm. In section 7.1, the 
implementation of AF algorithm in system modeling and channel equalization are 
described. Following that, in 7.2, performance indicators used in the evaluation and 
validation processes are explained. These include, the rate of convergence of AF 
algorithm, misadjustment and the dependence on eigenvalue spread. 
7.1 IMPLEMENTATION OF ADAPTIVE FITLERING ALGORITHM IN 
SYSTEM MODELLING AND CHANNEL EQUALIZATION 
Basic configUrations for adaptive system modeling/identification and adaptive channel 
equalization are depicted in Figure 2 and Figure 3 respectively. For system identification, 
the unknown system is assumed to be a finite time impulse response (FIR) filter, and the 
input is a white Gaussian signal of variance u 2 = 1. For channel equalization, input to the 
channel (i.e. transmitted signal) is a zero mean random sequence with values±l. The 
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sequence is distorted by the channel which is assumed to have an impulse response of the 
form 
() I [ cos ( 2Jr ( k - 2) )] h k =- 1+ , 
2 W 
k = 1,2,3 (42) 
= 0, k > 3, 
where w controls the amplitude distortion in the channel. The channel is corrupted by an 
additive noise sequence of zero mean and having a variance (72 = 0.001. Since the channel 
impulse response is symmetric about k = 2 , it follows that the optimum tap weights of the 
equalizer are symmetric about the sixth tap. Accordingly, the channel input is delayed by 









Figure 2. Basic configuration for adaptive system identification/modeling 
42 
Figure 3. Basic configuration for adaptive channel equalization 
7.2 PERFORMANCE INDICATORS 
Performance of adaptive filtering algorithms are measured by 
(i) Rate of convergence, which is the rate at which the mean square error (MSE) 
converges to the steady state error. MSE is measured by the value 
j=1 ;=1 
M 
where, n is the number of observations for each trial, e(i,j) is the i th 
estimation error between the adaptive filter output and the desired signal for 
the j th run, and M denotes the number of independent trials held. 
(ii) Misadjustment, which is relative difference between the steady state MSE 
and the minimum MSE. The minimum MSE is the MSE obtained for the 
corresponding Wiener filter. 
(iii) Sensitivity to eigenvalue spread, which is the sensitivity of the rate of 
convergence and misadjustment to the value f( == Amax / Amin' For system 
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identification, eigenvalue spread is varied by passing the input signal s ( n ) 
through a colouring filter whose impulse response is given by 
H(Z)=~ 
1 -I' -ClZ 
where 0 < a < 1. The closer the value of a to unity, the higher the eigenvalue 
spread of the output to the filter. For channel equalization, eigenvalue spread 
can be varied by varying the value of Win (42). For example, W equaling 2.9 
and 3.5, imply K equal to 6.07 and 46.821, respectively. 
8.0 FUTURE RESEARCH 
8.1 THEORETICAL DEVELOPMENT OF ADAPTIVE FILTERING 
ALGORITHM 
Lower complexity implementations 
In general, Direction-set and Conjugate Gradient based adaptive filtering algorithms are 
implemented with complexity of o( N 2 ) due to the matrix-vector multiplication required 
to compute the conjugate/almost conjugate directions. This is far more costly compared 
to the conventional Least Mean Square (LMS) algorithm which is implemented with 
complexity of O( N). Lower complexity algorithms are more preferred for adaptive 
filtering so that adaptation process is done faster hence requiring shorter training 
sequence. Therefore, it is necessarily to refine the current algorithms so that they can be 
implemented with complexity comparable to that of the LMS algorithm. 
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Circulant preconditioners for transform domain adaptive filtering algorithm 
There are two main categories from which matrix preconditioners are selected. The first 
class of preconditioners are called convolutional operators. These are the operators used 
in TDAF. The second class is the class of circulant matrices. Circulant matrices have N 
free parameters. Each successive column is the circular shift of its neighbours as shown 
below 
Co Cn- t Cn- 2 ... Ct 
C1 Co Cn_1 




_1 Cn- 2 Co 
Circulant matrices are digonalized by Discrete Fourier Transform (DFT), therefore its 
implementation can be done in O(NlogN) if Fast Fourier Transform (FFT) is used. 
It is well known that when solving the system Ax = b, the convergence rates of the 
standard preconditioned iterative methods such as Preconditioned Steepest Descent and 
Preconditioned Conjugate Gradient methods, depends on how small the condition 
number of the matrix C-l/2 ACl/2 • For the normal equation (4), we look for a circulant 
matrix C such that the condition number of the matrix C-1/2R( n) Cl/2 is minimized over 
all circulant matrices c. Conditions for the optimal circulant matrix is described in Chan 
& Wong (1995). 
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Other methods from Numerical Linear Algebra 
In this report, efforts have been focused on the development of iterative methods for 
searching the adaptive solution of the normal equation (4). The symmetricity of the 
autocorrelation matrix R( n) makes it favorable to use the conjugate gradient based 
methods. More general methods which do not require R (n) to be symmetric can also be 
studied. One class of methods which looks promising are the Krylov subspace methods. 
Krylov Subspace methods can also be categorized as direction based method since line 
searches along conjugate directions {p,Rp,R2p, ... ,Rn- 1p} are performed during each 
searching cycle. 
Direct methods have also been modified to solve adaptive filtering problem, for example 
the QRD-RLS algorithm (Haykin (1991») which performs a sequence orthogonalization 
using Givens rotations followed by back-substitution to find the least squares solution. 
However this method assumes that the eigenvalues of R ( n) are nonzero (i.e. the signal 
space is full rank). Another direct method which is more suitable for cases when the 
signal space is rank-deficient is to use the adaptive singular value decomposition (SVD) 
of R(n) (for example see Hosur et. al. (1998)). 
8.2 APPLICATIONS OF ADAPTIVE FILTERING ALGORITHMS 
Adaptive filters have become an integral part of adaptive signal processing and applied in 
diverse fields such as digital communications, speech recognition, control systems, radar 
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and biomedical engineering. In order for the newly developed adaptive filtering 
algorithms to be used in application, there is a need for the development of a prototype 
software which combines the algorithms and their DSP implementations. This in turn 
requires collaborations with scientists and experts in the field of computer science and 
electrical engineering. 
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