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A class of smoothing sample average approximation (SAA) methods is proposed for
solving the stochastic mathematical program with complementarity constraints (SMPCC)
considered by Birbil et al. [S.I. Birbil, G. Gürkan, O. Listes, Solving stochastic mathematical
programs with complementarity constraints using simulation, Math. Oper. Res. 31 (2006)
739–760]. The almost sure convergence of optimal solutions of the smoothed SAA problem
to that of the true problem is established by the notion of epi-convergence in variational
analysis. It is demonstrated that, under suitable conditions, any accumulation point of
Karash–Kuhn–Tucker points of the smoothed SAA problem is almost surely a kind of
stationary point of SMPCC as the sample size tends to inﬁnity. Moreover, under a strong
second-order suﬃcient condition for SMPCC, the exponential convergence rate of the
sequence of Karash–Kuhn–Tucker points of the smoothed SAA problem is investigated
through an application of Robinson’s stability theory. Some preliminary numerical results
are reported to show the eﬃciency of proposed method.
Crown Copyright © 2011 Published by Elsevier Inc. All rights reserved.
1. Introduction
Our concern in this paper is the following stochastic mathematical program with complementarity constraints (SMPCC):
min E
[
f
(
x, y, ξ(ω)
)]
,
s.t. Ψ (x, y) 0, y  0,
Ψ (x, y)T y = 0, (1.1)
where Ψ (x, y) := E[F (x, y, ξ(ω))], F : n × m × k → m is a random mapping, ξ : Ω → Ξ ⊆ k is a random vector
deﬁned on a probability space (Ω,F ,P), E denotes the mathematical expectation. Throughout the paper, we assume that
E[ f (x, y, ξ(ω))] and E[F (x, y, ξ(ω))] are all well deﬁned and ﬁnite for any (x, y) ∈ n ×m . To ease the notation, we write
ξ(ω) as ξ and this should be distinguished from ξ being a deterministic vector of Ξ in a context.
Over the past several decades, mathematical program with complementarity constraints (MPCC) has been intensively
studied for its extensively application in engineering, economics, game theory and networks, see [12] and [13] for systematic
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202 J. Zhang et al. / J. Math. Anal. Appl. 387 (2012) 201–220expositions, examples, and applications. Since there are important instances in practice where problem data contain uncer-
tain factors and consequently various stochastic formulations of MPCC have draw much attention in the recent years [25,21,
11,1,15]. Among these formulations, Birbil, Gürkan, and Listes [1] applied sample path method [18] to SMPCC (1.1). Some
examples of SMPCC, arising from the areas of transportation and communication networks, are discussed in [1] and [14].
In this paper, we are concerned with a class of numerical methods for solving (1.1). A critical problem for designing algo-
rithms for solving (1.1) is how to approximate the expected values of f (· , ·, ξ) and F (· , ·, ξ). Sample average approximation
(SAA) method, also known as sample path optimization (SPO) method [18], is suggested by many authors to approximate
the expected values, see the recent works [16,22,10,27] and a comprehensive review by Shapiro [23]. The basic idea of SAA
is to generate an independent identically distributed (iid) sample ξ1, . . . , ξN of ξ and then approximate the expected value
with sample average. In this context, let ξ1, . . . , ξN be iid sample, then the SMPCC (1.1) is approximated by the following
SAA problem:
min fˆ N(x, y),
s.t. 0 y ⊥ F̂ N(x, y) 0, (1.2)
where fˆ N (x, y) := 1N
∑N
i=1 f (x, y, ξ i) is the sample average function of f (x, y, ξ) and F̂ N (x, y) = 1N
∑N
i=1 F (x, y, ξ i) is the
sample average mapping of F (x, y, ξ). We refer to (1.1) as the true problem and (1.2) as the SAA problem to (1.1). Since the
Mangasarian–Fromovitz constraint qualiﬁcation, which is an important condition to ensure numerical stability, is violated at
every feasible point of SAA problem (1.2) (see [20]), it is not appropriate to use standard nonlinear programming software
to solve the SAA problem. The smoothing SAA method [21,26], is an effective way to deal with this issue. The main feature
of smoothing SAA method is to reformulate the SAA problem (1.2) as a smooth nonlinear programming (NLP) problem by
replacing the diﬃcult equilibrium constraint of (1.2) with a smoothing function. Consequently, the true problem (1.1) can be
approximated by a sequence of such smoothed SAA problem.
Xu and Meng [26] discussed the SAA method for a stochastic program with nonsmooth equality constraint and carried
out some convergence analysis of a smoothing SAA method for solving a class of SMPCC with strong monotone complemen-
tarity constraints. Shapiro and Xu [21] investigated an application of the SAA method to a stochastic mathematical program
with equilibrium constraints (SMPEC) problem and presented a detailed analysis of SMPEC structure. In the last part of their
discussion, they predicted the convergence of a smoothing SAA method based on the CHKS smoothing function [2,8,24] for
a class of SMPCC with strong monotone complementarity constraints and did not give details of the convergence analysis.
In this paper, we propose a class of smoothing SAA methods based on a general smoothing scheme, which uses a
class of smoothing functions involving twice integration of a parameterized probability density function to approximate the
complementarity constraint of SAA problem (1.2), for solving SMPCC (1.1) with a general complementarity constraint which
is not necessarily monotone. This class of smoothing functions is based on Steklov–Sobolev transformation [23,3] applied to
the function max{0, ·} and covers many useful elementary smoothing functions such as the CHKS smoothing function and
the neural networks smoothing function [3]. We focus on the detailed analysis on almost sure convergence of the smoothed
SAA problem to the true problem as the sample size tends to inﬁnity. Notice that although the idea of the SAA method
is essentially the same as the sample path method, our method differs from the work of Birbil et al. [1], which provides
suﬃcient conditions ensuring existence of solutions of appropriate approximation problems and almost sure convergence of
those solutions to a solution of the original problem without referring to any smoothing scheme.
The main contributions of this paper as far as we are concerned can be summarized as follows: by the notion of epi-
convergence in [19], we establish the almost sure convergence of optimal solutions of smoothed SAA problem as the sample
size tends to inﬁnity. Under suitable conditions, we show that any accumulation point of Karash–Kuhn–Tucker points of the
smoothed SAA problem is an S-stationary point almost surely. Moreover, under the MPCC strong second-order suﬃcient
condition (MPCC-SSOSC) in [20], we investigate suﬃcient conditions under which the smoothed SAA problem possesses a
Karash–Kuhn–Tucker point when the sample size is large enough, and the sequence of those points converges exponentially
to a kind of stationary point of SMPCC almost surely as the sample size tends to inﬁnity.
This paper is organized as follows: Section 2 gives preliminaries needed throughout the whole paper. In Section 3, by
introducing an iid sample and the smoothing functions based on the Steklov–Sobolev transformation, we formulate the
SAA problem (1.2) as a class of smooth NLP problems. In what follows, we discuss the almost sure convergence of optimal
solutions and stationary points of the smoothed SAA problem as the sample size tends to inﬁnity in Section 4. In Section 5,
we report some preliminary numerical results.
2. Preliminaries
Throughout this paper we use the following notations. Let ‖ · ‖ denote the Euclidean norm of a vector or the Frobenius
norm of a matrix. For an m×n matrix A, Aij denotes the element of the ith row and jth column of A. We use In to denote
the n × n identity matrix, B the closed unite ball and B(x, δ) the closed ball around x of radius δ > 0. For an extended
real-valued function ϕ : n →  ∪ {±∞}, epiϕ,∇ϕ(x) and ∇2ϕ(x) denotes its epigraph i.e. the set {(x,α) | ϕ(x)  α}, the
gradient of ϕ at x and the Hessian matrix of ϕ at x, respectively. For a mapping φ : n → m, J φ(x) denotes the Jacobian
of φ at x. ++ stands for the positive real numbers.
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will be used in the next section. Deﬁne
N∞ := {N ⊆ N | N\N ﬁnite} and N #∞ := {N ⊆ N | N inﬁnite},
where N denotes the set of all positive integer numbers.
Deﬁnition 2.1. For sets Cν and C in n with C closed, the sequence {Cν}ν∈N is said to converge to C (written Cν → C ) if
limsup
ν→∞
Cν ⊆ C ⊆ lim inf
ν→∞ C
ν
with
limsup
ν→∞
Cν := {x ∣∣ ∃N ∈ N #∞, ∃xν ∈ Cν (ν ∈ N) such that xν N−→ x},
lim inf
ν→∞ C
ν := {x ∣∣ ∃N ∈ N∞, ∃xν ∈ Cν (ν ∈ N) such that xν N−→ x}.
The continuous properties of a set-valued mapping S can be developed by the convergence of sets.
Deﬁnition 2.2. A set-valued mapping S: n⇒m is continuous at x¯, symbolized by limx→x¯ S(x) = S(x¯), if
limsup
x→x¯
S(x) ⊆ S(x¯) ⊆ lim inf
x→x¯
S(x).
Deﬁnition 2.3. Consider now a family of functions f ν : n → ¯, where ¯ =  ∪ {±∞}. One says that f ν epi-converges to a
function f : n → ¯ as ν → ∞, written
f = e − lim
ν→∞ f
ν,
if the sequence of sets epi f ν converges to epi f in n ×  as ν → ∞.
The characterization of the epi-convergence can be described by the following result.
Proposition 2.1. (See [19, Proposition 7.2].) Let { f ν} be any sequence of functions on n and let x be any point of n. Then f ν
epi-converges to f if and only if at each point x, the following two conditions both hold:
(a) lim inf
ν→∞ f
ν
(
xν
)
 f (x) for every sequence xν → x,
(b) limsup
ν→∞
f ν
(
xν
)
 f (x) for some sequence xν → x.
Deﬁnition 2.4. Given a closed set Ξ ⊆ n and a point x¯ ∈ Ξ . The cone
N̂Ξ(x¯) :=
{
x∗ ∈ n
∣∣∣ limsup
x
Ξ→x¯
〈x∗, x− x¯〉
‖x− x¯‖  0
}
is called the Fréchet normal cone to Ξ at x¯. Then the limiting normal cone (also known as Mordukhovich normal cone or basic
normal cone) to Ξ at x¯ is deﬁned by
NΞ(x¯) := limsup
x
Ξ→x¯
N̂Ξ(x).
If Ξ ⊆ n is a closed convex set, the limiting normal cone NΞ(x¯) is the normal cone in the sense of convex analysis.
Proposition 2.2. Consider a solution mapping S : m⇒p deﬁned by
S(q) = {z ∈ p: 0 ∈ Φ(z) − q + NC (z)},
where Φ : p → m is continuously differentiable on p , C is a polyhedral convex set and NC (·) is a normal cone mapping. For
(q0, z0) ∈ m × p satisfying z0 ∈ S(q0), if the following condition
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(yp, ym) ∈ NgphNC (z0,−Φ(z0) + q0)
}
⇒ ym = 0 (2.3)
holds, then S is locally single-valued and Lipschitz continuous around (q0, z0), in the sense that there exist neighborhoods U of z0 and
V of q0 such that q → S(q) ∩ U is single-valued and Lipschitz continuous relative to V .
Proof. We know from [6, Theorem 3] that the solution mapping S being locally single-valued and Lipschitz continuous
around (q0, z0) is equivalent to S possessing the Aubin property [19, Deﬁnition 9.36] at (q0, z0), i.e. there exist neighbor-
hoods U of z0, V of q0 and a constant M > 0 such that
S(q1) ∩ U ⊆ S(q2) + M ‖ q1 − q2 ‖ B for all q1,q2 ∈ V .
We know from Mordukhovich criterion [19, Theorem 9.40] that S has Aubin property at (q0, z0) if and only if
y ∈ D∗S(q0, z0)(0) ⇒ y = 0, (2.4)
where D∗S(q0, z0) : p⇒m is the coderivative of S at q0 for z0 deﬁned by
D∗S(q0, z0)(ζ ) =
{
v ∈ m: (v,−ζ ) ∈ Ngph S(q0, z0)
}
.
Notice that the graph of solution mapping S can be written as
gph S =
{
(q, z) ∈ m × p:
[
z
−Φ(z) + q
]
∈ gphNC
}
.
Since condition
0 ∈
[
0 Im
I p −JΦ(z0)T
][
η1
η2
]
[
η1
η2
]
∈ NgphNC
(
z0,−Φ(z0) + q0
)
⎫⎪⎪⎬⎪⎪⎭ ⇒ (η1, η2) = 0
holds naturally, where Im denotes the m × m identity matrix and I p denotes the p × p identity matrix, then by [19,
Theorem 6.14], we obtain that
Ngph S(q0, z0) ⊆
[
0 Im
I p −JΦ(z0)T
]
NgphNC
(
z0,−Φ(z0) + q0
)
,
which, under condition (2.3), means that condition (2.4) holds. Therefore the solution mapping S has the Aubin property at
(q0, z0). We complete the proof. 
Next, we recall some basic concepts that are often employed in the literature on optimization problems with comple-
mentarity constraints.
Let (x¯, y¯) be a feasible point of problem (1.1) and for convenience we deﬁne the index sets
α¯ = {i ∈ {1,2, . . . ,m}: yi = 0< Ψi(x¯, y¯)},
β¯ = {i ∈ {1,2, . . . ,m}: yi = 0= Ψi(x¯, y¯)},
γ¯ = {i ∈ {1,2, . . . ,m}: yi > 0= Ψi(x¯, y¯)}. (2.5)
The linear independence constraint qualiﬁcation for SMPCC is as follows.
Deﬁnition 2.5. Assume Ψ is continuously differentiable at (x¯, y¯). We say the MPCC linear independence constraint qualiﬁ-
cation (MPCC-LICQ) holds at (x¯, y¯) if the set of vectors{(
0
ei
)
: i ∈ α¯ ∪ β¯
}
∪ {∇Ψi(x¯, y¯): i ∈ β¯ ∪ γ¯ }
are linearly independent, where ei denotes the vector with 1 in the ith component but 0’s everywhere else.
As in [20], we use the following two stationarity concepts for SMPCC.
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Suppose there exist vectors u¯ ∈ m and v¯ ∈ m such that (x¯, y¯) satisﬁes the conditions:
0= ∇E[ f (x¯, y¯, ξ(ω))]− ∑
i∈α¯∪β¯
u¯i
(
0
ei
)
−
∑
i∈β¯∪γ¯
v¯ i∇Ψi(x¯, y¯).
(i) (C-stationary point) We call (x¯, y¯) a Clarke stationary point of (1.1) if u¯i v¯ i  0, i ∈ β¯ .
(ii) (S-stationary point) We call (x¯, y¯) a strongly stationary point of (1.1) if u¯i  0, v¯ i  0, i ∈ β¯ .
The following upper level strict complementarity condition was used in [20] in the context of sensitivity analysis for
MPCC.
Deﬁnition 2.7. We say that the upper level strict complementarity condition (ULSC) holds at (x¯, y¯) if u¯i and v¯ i , the multi-
pliers correspondence to y¯i and Ψi(x¯, y¯) respectively, satisfy u¯i v¯ i = 0 for all i ∈ β¯ .
It is well known that a point (x¯, y¯) satisﬁes the lower level strict complementarity condition (LLSC) if y¯i + Ψi(x¯, y¯) > 0
holds for all i ∈ {1, . . . ,m}, we can see from an example in [20] that ULSC condition is considerably weaker than the LLSC
condition, and in practice, it may make more sense than the latter one.
We use the following second-order condition based on the MPCC-Lagrangian:
L(x, y,u, v) = E[ f (x, y, ξ(ω))]− ∑
i∈α¯∪β¯
ui yi −
∑
i∈β¯∪γ¯
viΨi(x, y) (2.6)
of (P).
Deﬁnition 2.8. (See [20].) Let (x¯, y¯) be an S-stationary point of (1.1) and (u¯, v¯) is the corresponding multiplier at (x¯, y¯).
Suppose Ψ (· , ·) and E[ f (· , ·, ξ)] are twice continuously differentiable at (x¯, y¯). We say that the MPCC strong second-order
suﬃcient condition (MPCC-SSOSC) holds at (x¯, y¯) if
dT∇2(x,y)L(x¯, y¯, u¯, v¯)d > 0
for every nonvanishing d with(
0, eTi
)
d = 0, i ∈ α¯,
∇Ψi(x¯, y¯)T d = 0, i ∈ γ¯ ,
min
{(
0, eTi
)
d,∇Ψi(x¯, y¯)T d
}= 0, i ∈ β¯.
Assume (x¯, y¯) is an S-stationary point of (1.1) and (u¯, v¯) is a corresponding multiplier. Then we know from [20, Theo-
rem 7] that if MPCC-SSOSC holds at (x¯, y¯), it is a strict local minimizer of the SMPCC (1.1).
3. A class of smoothing SAA methods formulation
For a,b ∈ , we have the following equivalence of complementarity condition:
a 0, b 0, ab = 0 ⇔ a− (a− b)+ = 0, (3.7)
where the plus function (·)+ is deﬁned as (c)+ =max{c,0} for a real number c. If the plus function in (3.7) is approximated
by a smoothing function, then the SAA probelm (1.2) can be approximated by a smoothed SAA problem.
We consider a class of smoothing functions based on Steklov–Sobolev transformation, which is a well-known techniques
with a very long history and very wide variety of applications including the area of stochastic programming (see, e.g., [24]).
This class of smoothing functions approximates the plus function (c)+ by twice integrating a parameterized probability
density function. More speciﬁcally, the smoothing function is deﬁned as
pˆ(x, τ ) =
x∫
−∞
sˆ(t, τ )dt (3.8)
and
sˆ(x, τ ) =
x∫
tˆ(t, τ )dt =
x∫
1
τ
ρ
(
t
τ
)
dt, (3.9)−∞ −∞
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+∞∫
−∞
ρ(x)dx = 1 and
+∞∫
−∞
|x|ρ(x)dx < +∞.
From [4, Proposition 2.2], we know that
−D2τ  pˆ(x, τ ) D1τ , (3.10)
where
D1 =
0∫
−∞
|x|ρ(x)dx and D2 =max
{ +∞∫
−∞
xρ(x)dx,0
}
.
Thus, when τ goes to 0, the smoothing function pˆ(x, τ ) tends to the plus function (x)+ .
Let
φτ (a,b) = a− pˆ(a − b, τ ) (3.11)
for τ > 0, then we have
lim
τ→0φτ (a,b) =min{a,b} := φ0(a,b).
Utilizing this property, in [4], the authors have used the φτ to propose smoothing method for the nonlinear complementarity
problem and the mixed complementarity problem.
By taking independently and identically distributed random samples ξ i , i = 1, . . . ,N and introducing the smoothing
function φτ (· , ·) (3.11), we obtain a class of smoothing approximation of problem (1.1):
min fˆ N(x, y),
s.t. Φ̂N(x, y) = 0, (3.12)
where
Φ̂N(x, y) :=
⎛⎜⎝ φτN (y1, F̂ N(x, y)1)...
φτN (ym, F̂ N(x, y)m)
⎞⎟⎠
with
τN > 0, F̂ N(x, y) j = 1
N
N∑
i=1
F
(
x, y, ξ i
)
j, j = 1, . . . ,m,
where F (x, y, ξ i) j is the jth component of F (x, y, ξ i).
In fact, by selecting different ρ(x), we can generate different smooth function φτ , which can yield different approxima-
tions of SAA problem. We next provide some examples of φτ .
Example 1. Chen–Harker–Kanzow–Smale (CHKS) smoothing function [2,8,24]:
ρ(x) = 2
(x2 + 4)3/2 , φτ (a,b) =
1
2
(
a+ b −
√
(a− b)2 + 4τ 2). (3.13)
Example 2. Neural networks smoothing function [3]:
ρ(x) = e
−x
(1+ e−x)2 , φτ (a,b) = b − τ ln
(
1+ e b−aτ ). (3.14)
Example 3. Picard smoothing function [5]:
ρ(x) = 1
2
e−|x|, φτ (a,b) =
{
a− τ2 e(a−b)/τ if a b,
b − τ2 e(b−a)/τ if a > b.
(3.15)
Notice that in [21], the authors have used φτ in Example 1 to propose a smoothing SAA method for an SMPCC, which is
a special case of our approximation. By using φτ in Examples 2 and 3, we can get other different approximations for SAA
problem.
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Throughout the paper, we assume the sample ξ1, . . . , ξN of the random vector ξ is iid and give the following assumptions
to make (1.1) more clearly deﬁned and to facilitate the analysis.
Assumption 1. The mapping f (· , ·, ξ) and F (· , ·, ξ) are twice continuously differentiable on n+m a.e. ξ ∈ Ξ.
Assumption 2. For any (x¯, y¯) ∈ n+m , there exists a neighborhood D of (x¯, y¯) and a nonnegative measurable function g(ξ)
such that E[g(ξ)] < +∞ and
sup
(x,y)∈D
max
{∥∥∇ f (x, y, ξ)∥∥,∥∥∇2 f (x, y, ξ)∥∥,∥∥J F (x, y, ξ)∥∥,∥∥J 2F (x, y, ξ)∥∥} g(ξ)
for all ξ ∈ Ξ.
Assumption 3. For every i ∈ {1, . . . ,n}, the following properties hold true:
(A1) For every (x, y) ∈ n+m , the moment generating function
M(t)i := E
[
e([∇x f (x,y,ξ)]i−[E(∇x f (x,y,ξ))]i)
]
of random variable [∇x f (x, y, ξ)]i − [E(∇x f (x, y, ξ))]i is ﬁnite valued for all t in a neighborhood of zero.
(A2) There exists a measurable function κ : Ξ → + such that∥∥[∇x f (x, y, ξ)]i − [∇x f (x′, y′, ξ)]i∥∥ κ(ξ)∥∥(x, y) − (x′, y′)∥∥
for all ξ ∈ Ξ and (x, y), (x′, y′) ∈ n+m.
(A3) The moment generating Mκ (t) = E[etκ(ξ)] of κ(ξ) is ﬁnite valued for all t in a neighborhood of zero.
Assumptions 1–3 are popularly used conditions for the analysis of SAA method for stochastic programming. Under
Assumptions 1–2, we know from [23, Chapter 7] that E[ f (x, y, ξ(ω))] and E[F (x, y, ξ(ω))] are twice continuously dif-
ferentiable on n+m . In particular,
∇E[ f (x, y, ξ(ω))]= E[∇ f (x, y, ξ(ω))] and JE[F (x, y, ξ(ω))]= E[J F (x, y, ξ(ω))].
Assumption 3 is used to ensure exponential convergence rate of proposed smoothing SAA method in Subsection 4.3.
The following results straightforwardly from the Uniform Laws of Large Numbers in [23, Theorem 7.48].
Lemma 4.1. Suppose that Assumptions 1–2 are satisﬁed. Let (x¯N , y¯N) be a feasible point of (3.12). If the sequence (x¯N , y¯N ) → (x¯, y¯)
w.p.1 as N tends to inﬁnity, then we obtain
F̂N(x¯N , y¯N) → Ψ (x¯, y¯) w.p.1,
J F̂ N(x¯N , y¯N ) → E
[J F (x¯, y¯, ξ)] w.p.1,
∇2 fˆ N(x¯N , y¯N) → E
[∇2 f (x¯, y¯, ξ)] w.p.1,
J 2 F̂ N(x¯N , y¯N ) → E
[J 2F (x¯, y¯, ξ)] w.p.1. (4.16)
4.1. Almost sure convergence of optimal solutions
In this subsection, by the notion of epi-convergence in [19], we establish the almost convergence of optimal solutions of
smoothed SAA problem (3.12) to those of SMPCC (1.1) as the sample size tends to inﬁnity.
Let us introduce some notions:
ON :=
{
(u, v) ∈ m × m ∣∣ φτN (ui, vi) = 0, i = 1, . . . ,m},
O0 :=
{
(u, v) ∈ m × m ∣∣min{ui, vi} = 0, i = 1, . . . ,m},
Z0 :=
{
(x, y) ∈ n × m ∣∣min{y,Ψ (x, y)}= 0},
ZN :=
{
(x, y) ∈ n × m ∣∣ Φ̂N(x, y) = 0},
f¯ N(x, y) := fˆ N(x, y) + δZN (x, y),
f¯ (x, y) := E[ f (x, y, ξ)]+ δZ (x, y),0
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{
E
[
f (x, y, ξ)
] ∣∣ (x, y) ∈ Z0},
S0 = argmin
{
E
[
f (x, y, ξ)
] ∣∣ (x, y) ∈ Z0},
SN := argmin
{
fˆ N(x, y)
∣∣ (x, y) ∈ ZN}.
Lemma 4.2. Let τN ↘ 0 as N → ∞. Suppose there exist continuous functions aˆ(· , ·) : ++ × ++ → ++ and bˆ(· , ·) : ++ ×
++ → ++ such that
φτ
(
a, bˆ(a, τ )
)= 0, φτ (aˆ(b, τ ),b)= 0 (4.17)
and
lim
τ↓0 bˆ(a, τ ) = 0 and limτ↓0 aˆ(b, τ ) = 0 (4.18)
for positive numbers a,b. Then
O0 ⊆ lim inf
N→∞ ON .
Proof. For any (u, v) ∈ O0, let
I+ = {i: ui > 0}, J+ = {i: vi > 0}, I0 = {1,2, . . . ,m} \ (I+ ∪ J+).
For any positive numbers τN deﬁned (u(τN ), v(τN )) by
(
ui(τN), vi(τN)
)=
⎧⎨⎩
(ui, bˆ(ui, τN)) i ∈ I+,
(aˆ(vi, τN), vi) i ∈ J+,
(c(τN ), c(τN)) i ∈ I0,
where c(τ ) := ∫ 0−∞[∫ z−∞ 1τ ρ( tτ )dt]dz with ρ(·) is the density function deﬁned in (3.9), we obtain from (3.11) that
φτN (ui(τN ), vi(τN )) = 0 for i = 1,2, . . . ,m or equivalently (u(τN ), v(τN )) ∈ ON . For i ∈ I+ , we have (ui, vi) = (ui,0) due
to (u, v) ∈ O0. Then by the condition limN→∞ bˆ(ui, τN ) = 0, we obtain for index i ∈ I+ ,(
ui(τN), vi(τN)
)→ (ui,0) = (ui, vi) as N → ∞.
Similarly, we have for index i ∈ J+ ,(
ui(τN), vi(τN)
)→ (0, vi) = (ui, vi) as N → ∞.
Since limN→∞ φτN (0,0) = limN→∞ pˆ(0, τN ) =min{0,0} = 0, where pˆ(· , ·) is deﬁned by (3.8), we obtain
0= lim
N→∞φτN
(
c(τN), c(τN)
)= lim
N→∞
[
c(τN) − pˆ(0, τN)
]= lim
N→∞ c(τN),
which means for index i ∈ I0,
lim
N→∞
(
ui(τN), vi(τN)
)= lim
N→∞
(
c(τN), c(τN)
)= (0,0) = (ui, vi).
Therefore, we have (u(τN ), v(τN )) → (u, v) as N → ∞, which means that the conclusion holds. 
Remark 4.1. The existence of continuous functions aˆ(· , ·) and bˆ(· , ·) plays an important role in the proof of Lemma 4.2.
In fact, it is an easily checked condition for all three examples of φt related in our paper: the CHKS smoothing function
(3.13), the neural networks smoothing function (3.14) and the picard smoothing function (3.15). For example, for CHKS
function (3.13), let φτ (a,b) = 12 (a + b −
√
(a − b)2 + 4τ 2) = 0, we obtain ab = τ 2, then aˆ(b, τ ) = τ 2b and bˆ(a, τ ) = τ
2
a are
continuous functions satisfying condition (4.17) and (4.18) in Lemma 4.2. The neural networks smoothing function and the
picard smoothing function also have such continuous functions, which can be checked in the same way.
Now we give a conclusion about the almost sure convergence of the set ZN as N tends to inﬁnity in the following
proposition.
Proposition 4.1. Suppose conditions in Lemma 4.2 and Assumptions 1–2 hold. If JxΨ (x, y) is of full row rank for any (x, y) ∈ m+n,
then
lim
N→∞ZN = Z0 w.p.1.
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(xN , yN) ∈ ZN w.p.1 for each N , if (xN , yN) converges to (x¯, y¯) w.p.1 as N → ∞, then (x¯, y¯) ∈ Z0 w.p.1. Indeed, by (3.10), we
have w.p.1 that
−τN D2 min
{
(yN )i, F̂ N(xN , yN)i
}
 τN D1, i = 1, . . . ,m,
which, by Lemma 4.1, means that (x¯, y¯) ∈ Z0 w.p.1.
Let (x¯, y¯) ∈ Z0. Next we show that (x¯, y¯) ∈ lim infN→∞ ZN w.p.1. Let u¯ = Ψ (x¯, y¯), v¯ = y¯, then (u¯, v¯) ∈ O0 and we know
from Lemma 4.2 that there exists (uN , vN ) ∈ ON converging to (u¯, v¯) as N → ∞. Let
Σ(u, v) =
{
(x, y) ∈ n × m: G(x, y) −
[
u
v
]
= 0
}
,
where
G(x, y) =
[
Ψ (x, y)
y
]
,
then (x¯, y¯) ∈ Σ(u¯, v¯). Since
J G(x¯, y¯) =
[ JxΨ (x¯, y¯) JyΨ (x¯, y¯)
0 Im
]
is of full row rank due to the full row rank of JxΨ (x¯, y¯), the following condition
0 ∈ ηn+m −J G(x¯, y¯)Tη2m
(ηn+m, η2m) ∈ NgphNn+m
(
(x¯, y¯),−G(x¯, y¯) +
[
u¯
v¯
]) ⎫⎪⎬⎪⎭ ⇒ η2m = 0 (4.19)
holds. Notice that solution mapping Σ can be rewritten as
Σ(u, v) =
{
(x, y) ∈ n × m: 0 ∈ G(x, y) −
[
u
v
]
+ Nn+m (x, y)
}
,
which is of the form S(q) in Proposition 2.2 with z := (x, y), Φ := G , q := [ u
v
]
and C := n+m. Therefore, under condition
(4.19), by Proposition 2.2, there exist positive numbers ε, δ and a Lipschitz continuous single-valued function z(·) := Σ(·) ∩
B((x¯, y¯), ε) = (x(·), y(·)) : B((u¯, v¯), δ) → B((x¯, y¯), ε) with a Lipschitz constant c > 0 such that z(u¯, v¯) = (x¯, y¯) and for any
(u, v) ∈ B((u¯, v¯), δ),
G
(
z(u, v)
)− [ u
v
]
= 0. (4.20)
Let
HN(x, y) =
[
Ψ (x, y) − F̂ N(x, y) + uN
vN
]
and δ′ =min{δ, (2c)−1ε}. Then, by Lemma 4.1, we have for N large enough,
max
(x,y)∈B((x¯, y¯),ε)
∥∥HN(x, y) − (u¯, v¯)∥∥< δ′ w.p.1
and for any (x, y) ∈ B((x¯, y¯), ε),∥∥z(HN(x, y))− z(u¯, v¯)∥∥ c∥∥HN(x, y) − (u¯, v¯)∥∥< ε/2 w.p.1.
Deﬁne a function
ϕ: B(0, δ) → B(0, δ),
(x, y) → z(HN(x, y)).
This is a continuous mapping from the compact convex set B(0, δ) to itself. By Brouwer’s ﬁxed theorem, ϕ has a ﬁxed point.
Hence there exists a vector (xN , yN) ∈ B((x¯, y¯), ε) w.p.1 such that (xN , yN ) = ϕ(xN , yN) = z(HN (xN , yN)). Therefore, we have
from (4.20) that
0= G(z(HN(xN , yN )))− HN(xN , yN) = [ Ψ (xN , yN)yN
]
− HN(xN , yN).
That is, F̂ N (xN , yN) = uN and yN = vN , which means (xN , yN) ∈ ZN due to (uN , vN ) ∈ ON . As a result, (x¯, y¯) belongs to
lim infN→∞ ZN w.p.1 follows from the fact that (xN , yN) converges to (x¯, y¯) w.p.1 as N → ∞. 
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e − lim
N→∞ f¯ N = f¯ w.p.1.
Proof. Noting that
epi
[
δZN (· , ·)
]= {(x, y,α) ∣∣ (x, y) ∈ ZN , α  0}= ZN × +
and by Proposition 4.1,
lim
N→∞ZN × + = Z0 × + w.p.1,
we obtain from Deﬁnition 2.3 that
e − lim
N→∞ δZN (· , ·) = δZ0(· , ·) w.p.1,
which, by Proposition 2.1, means that for any sequence (xN , yN) → (x, y) w.p.1,
lim inf
N→∞ δZN (xN , yN) δZ0(x, y) w.p.1
and there exists (xN , yN) → (x, y) w.p.1 such that
limsup
N→∞
δZN (xN , yN ) δZ0(x, y) w.p.1.
We know from Lemma 4.1 that
lim
N→∞ fˆ N(xN , yN) = E
[
f (x, y, ξ)
]
w.p.1 as N → ∞,
which leads to
lim inf
N→∞
[
fˆ N(xN , yN ) + δZN (xN , yN)
]
 E
[
f (x, y, ξ)
]+ δZ0(x, y) w.p.1
and there exists (xN , yN) → (x, y) w.p.1 such that
limsup
N→∞
[
fˆ N(xN , yN) + δZN (xN , yN )
]
 E
[
f (x, y, ξ)
]+ δZ0(x, y) w.p.1.
Then also by Proposition 2.1, we obtain the conclusion. 
Theorem 4.1. Suppose (xN , yN ) solves (3.12) for each N and (x¯, y¯) is almost surely an accumulate point of the sequence {(xN , yN)}.
If the conditions in Proposition 4.1 hold and κ0 is ﬁnite, then (x¯, y¯) is almost surely an optimal solution of the true problem (1.1).
Proof. Since κ0 is ﬁnite, we have −∞ < inf f¯ < +∞, which, together with f¯ N epi-converging to f¯ , by [19, Theorem 7.31],
means that
limsup
N→∞
argmin f¯ N ⊆ argmin f¯ w.p.1. (4.21)
Furthermore, −∞ < κ0 < +∞ implies that Z0 = ∅ and there exists (x˜, y˜) ∈ Z0 such that E[ f ((x˜, y˜), ξ)] is ﬁnite. Then we
have
argmin f¯ = S0 (4.22)
and by Proposition 4.1 that when N is large enough, ZN = ∅ w.p.1 and there exists (x˜N , y˜N) ∈ ZN w.p.1 such that fˆ N (x˜N , y˜N)
is ﬁnite almost surely, which leads to the equivalence of argmin f¯ N and SN w.p.1. The conclusion follows from (4.21)
and (4.22). 
Remark 4.2. From the above proof, we know that if the condition κ0 being ﬁnite is replaced by both f being proper and
−∞ < inf f¯ < +∞, the conclusion in Theorem 4.1 can also be obtained.
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In practice, ﬁnding a global minimizer might be diﬃcult and in some cases we might just ﬁnd a stationary point. As a
result, we want to know whether or not an accumulation point of the sequence of stationary points is almost surely a kind
of stationary point of SMPCC (1.1). For this purpose, we need to investigate the almost sure convergence of stationary point
of smoothed SAA problem (3.12) with the sample size tends to inﬁnity.
Notice that (3.12) is a standard nonlinear programming with smooth constraints. If (xN , yN) is a local optimal solution
of the smoothed SAA problem (3.12), then under some constraint qualiﬁcations, (xN , yN , λN) is a stationary point of (3.12),
namely, there exists Lagrange multiplier λN ∈ m such that the vector (xN , yN , λN ) satisﬁes the following Karash–Kuhn–
Tucker (KKT) condition for problem (3.12):
0= ∇ fˆ N(xN , yN) −
m∑
i=1
(λN)i∇(x,y)φτN
(
(yN)i, F̂ N(xN , yN)i
)
. (4.23)
Moreover, (xN , yN , λN ) satisﬁes the inequalities(
dN
)T∇2(x,y)̂LN(xN , yN , λN )dN  0 for all dN ∈ TN(xN , yN), (4.24)
where
L̂N(x, y, λ) = fˆ N(x, y) −
m∑
i=1
λiφτN
(
yi, F̂ N (x, y)i
)
and
TN(x, y) =
{
d ∈ n+m: ∇(x,y)φτN
(
yi, F̂ N(x, y)i
)T
d = 0, i = 1, . . . ,m}.
(4.24) is called the second-order necessary condition of problem (3.12).
By simple calculation, we get the following properties of φτ (· , ·).
Lemma 4.4. For (xN , yN) ∈ n+m satisfying Φ̂N (x, y) = 0 and τN > 0, under Assumption 1, one has that φτN ((y)i, F̂ N (x, y)i),
i = 1, . . . ,m is twice continuously differentiable at (xN , yN) and for all i = 1,2, . . . ,m,
∇(x,y)φτN
(
(yN)i, F̂ N(xN , yN)i
)= (1− MNi )( 0ei
)
+ MNi ∇ F̂ N(xN , yN )i (4.25)
and
∇2(x,y)φτN
(
(yN)i, F̂ N(xN , yN)i
)
= MNi ∇2 F̂ N(xN , yN)i −
ρ(zNi )
τN
[(
0
ei
)(
0
ei
)T
+ ∇ F̂ N(xN , yN )i∇ F̂ N(xN , yN)Ti
]
+ ρ(z
N
i )
τN
[(
0
ei
)
∇ F̂ N(xN , yN )Ti + ∇ F̂ N(xN , yN)i
(
0
ei
)T ]
(4.26)
where
zNi =
(yN)i − F̂ N(xN , yN )i
τN
and MNi =
zNi∫
−∞
ρ(s)ds.
The following lemma is important for deriving the convergence of our smoothing SAA method for SMPCC.
Lemma 4.5. Suppose Assumptions 1–2 hold, τN ↘ 0 and the index sets α¯, β¯, γ¯ are deﬁned as in (2.5). Let (xN , yN) be a feasible point
of (3.12) for each N and the sequence {(xN , yN)} converges to (x¯, y¯) w.p.1 as N tends to inﬁnity, then
(i) For i ∈ α¯, limN→∞ ∇(x,y)φτN ((yN )i, F̂ N (xN , yN )i) =
( 0
ei
)
w.p.1 as N → ∞.
(ii) For i ∈ γ¯ , limN→∞ ∇(x,y)φτN ((yN )i, F̂ N (xN , yN)i) = ∇Ψi(x¯, y¯) w.p.1 as N → ∞.
(iii) For i ∈ β¯ , if the sequence {MNi } has a limit M¯i ∈ [0,1] almost surely, then the formula for the gradient of φτN is
lim
N→∞∇(x,y)φτN
(
(yN)i, F̂ N(xN , yN)i
)= (1− M¯i)( 0ei
)
+ M¯i∇Ψi(x¯, y¯) w.p.1.
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Ψi(x, y) − yi > 0. (4.27)
Furthermore, since (xN , yN) → (x¯, y¯) w.p.1 as N → ∞, there is a positive number ρ such that {(xN , yN )} ⊆ ρB almost surely.
It follows that∥∥ F̂ N(xN , yN )i − (yN)i − Ψi(x¯, y¯) + y¯i∥∥ max
(x,y)∈ρB
∥∥ F̂ N(x, y)i − Ψi(x, y)∥∥+ ∥∥Ψi(xN , yN) − Ψi(x¯, y¯)∥∥
+ ∥∥(yN)i − y¯i∥∥ w.p.1,
which, under Assumptions 1–2, by the Uniform Laws of Large Numbers [23, Theorem 6.36], implies that(
F̂ N(xN , yN)i − (yN)i
)→ (Ψi(x¯, y¯) − y¯i) w.p.1 as N → ∞.
This, together with (4.27), leads to
F̂ N(xN , yN)i − (yN)i > 0, w.p.1
when N is large enough and hence
(yN)i − F̂ N(xN , yN)i
τN
→ −∞ w.p.1 as N → ∞.
Consequently, by the deﬁnition of MNi in Lemma 4.4, we obtain
MNi → 0 w.p.1 as N → ∞,
which, by (4.25) in Lemma 4.4, means that (i) holds.
Notice that by Lemma 4.1,
∇ F̂ N(xN , yN )i → ∇Ψi(x¯, y¯) w.p.1 as N → ∞.
Then we can obtain the conclusion of (ii) and (iii) in the same way as the proof of (i). We complete the proof. 
By Lemma 4.1, we easily get the relationship of MPCC-LICQ between the SAA problem (1.2) and the true problem (1.1)
when N is suﬃciently large.
Lemma4.6. Suppose Assumptions 1–2 hold. Let (xN , yN) be a feasible point of (3.12) for each N and the sequence {(xN , yN)} converges
to (x¯, y¯) w.p.1 as N tends to inﬁnity. If the MPCC-LICQ (Deﬁnition 2.5) holds at (x¯, y¯) w.p.1, then we have for N large enough{(
0
ei
)
: i ∈ α¯ ∪ β¯
}
∪ {∇ F̂ N(xN , yN )i: i ∈ β¯ ∪ γ¯ }
are linearly independent almost surely.
We now prove the almost sure convergence of the smoothing SAA method for SMPCC (1.1).
Theorem 4.2. Suppose Assumptions 1–2 hold. Let τN ↘ 0, (xN , yN , λN) be a stationary point of problem (3.12), and the sequence
{(xN , yN , λN )} converges to (x¯, y¯, λ¯) w.p.1 as N → ∞. Then the following statements hold:
(i) (x¯, y¯) is a C-stationary point of SMPCC (1.1) almost surely.
(ii) Suppose in addition that (xN , yN , λN) satisﬁes the second-order necessary condition (4.24) almost surely for each N, MPCC-LICQ
and ULSC (Deﬁnition 2.7) hold at (x¯, y¯) almost surely. If the density function in (3.9) satisﬁes{
s: ρ(s) > 0
}= ,
then (x¯, y¯) is an S-stationary point of SMPCC (1.1) almost surely.
Proof. Notice that (xN , yN , λN) satisﬁes
0= ∇ fˆ N(xN , yN) −
m∑
i=1
(λN)i∇(x,y)φτN
(
(yN )i, F̂ N(xN , yN)i
)
. (4.28)
For i ∈ β¯ , due to the almost sure boundedness of MNi , for simplicity, we assume limN→∞ MNi = M¯i w.p.1. Then taking the
limit in Eq. (4.28) and by Lemma 4.1, we have
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i∈α¯
λ¯i
(
0
ei
)
−
∑
i∈γ¯
λ¯i∇Ψi(x¯, y¯) −
∑
i∈β¯
u¯i
(
0
ei
)
−
∑
i∈β¯
v¯ i∇Ψi(x¯, y¯) w.p.1
with u¯i = λ¯i(1− M¯i), v¯ i = λ¯i M¯i , i ∈ β . Since u¯i v¯ i  0 for i ∈ β , we obtain the conclusion of (i) from Deﬁnition 2.6.
Next we prove that under conditions in (ii), u¯i  0, v¯ i  0 w.p.1 for i ∈ β . We assume by contradiction that with proba-
bility a = 0, u¯ j < 0 for some j ∈ β . Since MPCC-LICQ holds at (x¯, y¯) w.p.1, by Lemma 4.6, we can choose a vector dN ∈ n+m
such that for N large enough, w.p.1(
0
ei
)T
dN + M
N
i
1− MNi
∇ F̂ N(xN , yN )Ti dN = 0, i ∈ α¯,
∇ F̂ N(xN , yN)Ti dN +
1− MNi
MNi
(
0
ei
)T
dN = 0, i ∈ γ¯ ,
(
0
ei
)T
dN = 0, ∇ F̂ N(xN , yN )Ti dN = 0, i ∈ β¯\{ j},
∇ F̂ N(xN , yN)Tj dN = −
(
1− MNj
)
,(
0
e j
)T
dN = MNj . (4.29)
Then we obtain w.p.1
∇(x,y)φτN
(
(yN) j, F̂ N(xN , yN) j
)T
dN = (1− MNj )( 0e j
)T
dN + MNj ∇ F̂ N(xN , yN)Tj dN = 0,
which implies that dN ∈ TN (xN , yN) w.p.1. Notice that(
dN
)T∇2(x,y)̂LN(xN , yN , λN )dN
= (dN)T[∇2 fˆ N(xN , yN ) − m∑
i=1
(λN)i∇2(x,y)φτN
(
(yN)i, F̂ N(xN , yN )i
)]
dN . (4.30)
We know from (4.26) in Lemma 4.4 that(
dN
)T∇2(x,y)φτN ((yN)i, F̂ N(xN , yN)i)dN
= MNi
(
dN
)T∇2 F̂ N(xN , yN )idN
− ρ(z
N
i )
τN
[(
dN
)T( 0
ei
)(
0
ei
)T
dN + (dN)T∇ F̂ N(xN , yN )i∇ F̂ N(xN , yN )Ti dN]
+ ρ(z
N
i )
τN
[(
dN
)T( 0
ei
)
∇ F̂ N (xN , yN )Ti dN +
(
dN
)T∇ F̂ N(xN , yN)i( 0ei
)T
dN
]
, (4.31)
which, together with (4.29) and by Lemma 4.4, means that for i = j, w.p.1,(
dN
)T∇2(x,y)φτN ((yN) j, F̂ N(xN , yN) j)dN
= MNj
(
dN
)T∇2 F̂ N(xN , yN ) jdN − ρ(zNi )
τN
[(
MNj
)2 + (1− MNj )2]+ ρ(zNi )τN [2MNj (MNj − 1)]
= MNj
(
dN
)T∇2 F̂ N(xN , yN ) jdN − ρ(zNi )
τN
. (4.32)
Similarly, for i ∈ α¯, we have(
dN
)T∇2(x,y)φτN ((yN)i, F̂ N(xN , yN)i)dN
= MNi
(
dN
)T∇2 F̂ N(xN , yN )idN − ρ(zNi )
τ
(
1
1− MN
)2(∇ F̂ N(xN , yN)Ti dN)2 w.p.1, (4.33)N i
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dN
)T∇2(x,y)φτN ((yN)i, F̂ N(xN , yN )i)dN
= MNi
(
dN
)T∇2 F̂ N(xN , yN )idN − ρ(zNi )
τN
(
1
MNi
)2((
0
ei
)T
dN
)2
w.p.1 (4.34)
and for i ∈ β¯ \ { j}, we obtain(
dN
)T∇2(x,y)φτN ((yN)i, F̂ N(xN , yN )i)dN = MNi (dN)T∇2 F̂ N(xN , yN )idN w.p.1. (4.35)
We know from the property of ρ(·) that for i ∈ α¯,
lim
N→∞
ρ(zNi )
τN
(
1
1− MNi
)2
= 0 w.p.1 (4.36)
and for i ∈ γ¯ ,
lim
N→∞
ρ(zNi )
τN
(
1
MNi
)2
= 0 w.p.1. (4.37)
Since the ULSC condition holds at (x¯, y¯) w.p.1, we have limN→∞ MNj (1 − MNj ) > 0 w.p.1, which means that the sequence
{zNj } is bounded almost surely. Moreover, with probability a = 0, u¯ j < 0 implies that limN→∞(λN ) j = λ¯ j < 0 with probability
a = 0. Hence, under conditions that {s: ρ(s) > 0} = , we obtain with probability a = 0,
ρ(zNj )
τN
(λN) j → −∞ as N → ∞. (4.38)
Next we show that {dN } can be chosen bounded w.p.1 for dN satisfying Eq. (4.29) w.p.1 for each N . Let H(z, p) = T (z)− p
and T (z) = Az − b, where
A :=
⎡⎢⎢⎢⎣
(0, eTj )
(0, eTi )α¯∪β¯\{ j}
∇Ψ j(x¯, y¯)
∇Ψγ¯∪β¯\{ j}(x¯, y¯)
⎤⎥⎥⎥⎦ and b :=
⎡⎢⎢⎣
M¯ j
0α¯∪β¯\{ j}
−(1− M¯ j)
0γ¯∪β¯\{ j}
⎤⎥⎥⎦ .
Then we know from Lemma 4.6 that A has full row rank and hence there exists d¯ such that H(d¯,0) = 0. Similar to the
proof of Proposition 4.1, by Proposition 2.2, we know that there exist positive numbers ε, δ and a continuous function
z(·) : εB → B(d¯, δ) such that z(0) = d¯ and H(z(p), p) = 0 for p ∈ εB, which means that T (·) is so called subinvertible [9] at
(d¯,0). Moreover, let QN (z) = (AN − A)z + (b − bN ) and J (QN ) = {z: 0 ∈ T (z) + QN (z)}, where
AN :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(0, eTj )
(0, eTi ) +
MNi
1−MNi
∇ F̂ N(xN , yN)Ti , i ∈ α¯
(0, eTi ), i ∈ β¯\{ j}∇ F̂ N(xN , yN ) j
∇ F̂ N(xN , yN )i + 1−M
N
i
MNi
(0, eTi ), i ∈ γ¯
∇ F̂ N(xN , yN), i ∈ β¯\{ j}
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and bN :=
⎡⎢⎢⎢⎣
MNj
0α¯∪β¯\{ j}
−(1− MNj )
0γ¯∪β¯\{ j}
⎤⎥⎥⎥⎦ ,
we have from Lemma 4.1 that QN(z) → 0 w.p.1 as N → ∞, which implies that for a bounded neighborhood U of d¯ and any
positive number σ , when N is large enough,
‖QN‖U := sup
z∈U
∥∥QN(z)∥∥ σ w.p.1, (4.39)
which, together with the subinvertibility of T (·), by [9, Proposition 3.1], means that when N is suﬃciently large,
U ∩ J (QN) = ∅ w.p.1. (4.40)
Notice that z ∈ J (QN ) w.p.1 means AN z = bN w.p.1. This, together with (4.40), implies that {dN } can be chosen almost surely
bounded. By Lemma 4.1, we obtain
∇2 fˆ N(xN , yN) → E
[∇2 f (x¯, y¯, ξ)] w.p.1 as N → ∞
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∇2 F̂ N(xN , yN)i → E
[∇2F (x¯, y¯, ξ)i] w.p.1 as N → ∞.
This, together with the almost sure boundedness of {dN } and {MNi }, i = 1, . . . ,m, leads to the almost sure boundedness of{(
dN
)T∇2 fˆ N(xN , yN)dN} and {MNi (λN)i(dN)T∇2 F̂ N(xN , yN)idN}, i = 1, . . . ,m.
As a result, combining (4.30)–(4.38), we can choose a sequence Nk ⊆ N such that with probability a = 0,(
dNk
)T∇2(x,y)̂LNk (xNk , yNk , λNk )dNk → −∞ ask → ∞.
This contradicts the condition that (xN , yN , λN ) satisﬁes the second-order necessary conditions almost surely. Hence we
have that u¯i  0 w.p.1 holds for all i ∈ β¯ . Similarly, v¯ i  0 w.p.1 for all i ∈ β¯ . Therefore we know from Deﬁnition 2.6 that
(x¯, y¯) is w.p.1 an S-stationary point of SMPCC (1.1). 
Remark 4.3. For a deterministic MPCC problem, Fukushima and Pang [7] studied the properties of the limit point of a
sequence of stationary points generated by a smoothing method based on the following smoothed Fischer–Burmeister func-
tion:
φF B(a,b, ε) = a+ b −
√
a2 + b2 + 2ε2.
Notice that φF B(a,b, ε) = 0 is equivalent to φCHK S (a,b, ε) = 0, where φCHK S denotes the CHKS smoothing function (3.13),
a special case of the Chen–Manazarian class smoothing functions. Thus this theorem can be seen an extension of [7, Theo-
rem 3.1] for solving SMPCC based on a more general smoothing scheme.
Notice that the linear independence condition plays an important role in the convergence proof of Theorem 4.2 due
to the use of Proposition 2.2. Problems with complementarity constraints are investigated under weaker constraint quali-
ﬁcation conditions. Whether similar results in Theorem 4.2 can be obtained under some weaker conditions, e.g., suitable
metric regularity, or the corresponding Mangasarian–Fromovitz constraint qualiﬁcation condition is a signiﬁcant question
and requires further study.
4.3. Existence and exponential convergence rate
In this subsection, we discuss the conditions ensuring existence and exponential convergence of stationary points of
smoothed SAA problem satisfying (4.23) when the sample size is suﬃciently large.
We need the following lemma.
Lemma 4.7. Let X ⊆ n be a compact set. Suppose Assumptions 1–3 hold. Then for any ε > 0, there exist positive constants C(ε) and
β(ε), independent of N, such that
Prob
{
sup
x∈X
∥∥∇ fˆ N(x, y) − ∇E[ f (x, y, ξ(ω))]∥∥ ε} C(ε)e−Nβ(ε).
Proof. Under Assumptions 1–3, we know from [23, Theorem 7.65] that for each i ∈ {1,2, . . . ,n}, there exist positive con-
stants Ci(ε) and βi(ε), independent of N , such that
Prob
{
sup
x∈X
∥∥∇ fˆ N(x, y)i − ∇E[ f (x, y, ξ(ω))]i∥∥ εn
}
 Ci(ε)e−Nβi(ε),
where ∇ fˆ N (x, y)i and ∇E[ f (x, y, ξ(ω))]i denotes the ith component of ∇ fˆ N (x, y) and ∇E[ f (x, y, ξ(ω))], respectively.
Therefore, we have
Prob
{
sup
x∈X
∥∥∇ fˆ N(x, y) − ∇E[ f (x, y, ξ(ω))]∥∥ ε}

n∑
i=1
Prob
{
sup
x∈X
∥∥∇ fˆ N(x, y)i − ∇E[ f (x, y, ξ(ω))]i∥∥ εn
}

n∑
i=1
Ci(ε)e
−Nβi(ε)  C(ε)e−Nβ(ε),
where C(ε) := nmax{C1(ε),C2(ε), . . . ,Cn(ε)} and β(ε) :=min{β1(ε),β2(ε), . . . , βn(ε)}. 
We now state our existence and exponential convergence results. The proof relies on an application of Robinson’s stan-
dard NLP stability theory in [17].
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(i) Assumptions 1–3 hold at (x¯, y¯).
(ii) MPCC-LICQ (Deﬁnition 2.5), MPCC-SSOSC (Deﬁnition 2.8) as well as ULSC (Deﬁnition 2.7) hold at (x¯, y¯).
(iii) {s: ρ(s) > 0} = .
Then we have
(a) There exits (xN , yN) satisfying stationary condition (4.23) of (3.12) w.p.1 for each N when N is suﬃciently large and (xN , yN ) →
(x¯, y¯) w.p.1 as N → ∞.
(b) For every ε > 0, there exist positive constants C(ε) and β(ε), independent of N, such that
Prob
{∥∥(xN , yN) − (x¯, y¯)∥∥ ε} C(ε)e−Nβ(ε)
for N suﬃciently large.
Proof. Since (x¯, y¯) is a C-stationary point of SMPCC, then there exist vectors u¯ ∈ |α¯|+|β¯|, v¯ ∈ |β¯|+|γ¯ | such that
G(x¯, y¯, u¯, v¯) = 0 (4.41)
and
u¯i v¯ i  0, i ∈ β¯, (4.42)
where
G(x, y,u, v) =
⎡⎣ ∇(x,y)L(x, y,u, v)y¯α¯∪β¯
Ψβ¯∪γ¯ (x, y)
⎤⎦
with
L(x, y,u, v) = E[ f (x, y, ξ(ω))]− ∑
i∈α¯∪β¯
ui yi −
∑
i∈β¯∪γ¯
viΨi(x, y).
Notice that Eq. (4.41) can be seen the KKT condition of the following NLP problem
min E
[
f
(
x, y, ξ(ω)
)]
s.t. yi = 0, i ∈ α¯ ∪ β¯,
Ψi(x, y) = 0, i ∈ β¯ ∪ γ¯ . (4.43)
The MPCC-SSOSC ensures the strong second-order suﬃcient condition for NLP problem (4.43), which, under MPCC-LICQ,
implies the stability of (4.43) in the sense of Robinson [17]. Hence there exist positive numbers ε, δ, c such that for every
p ∈ B(0, ε), the mapping Σ(p) = {z ∈ n+m+|α¯|+2|β¯|+|γ¯ | | 0 ∈ G(z) + p, z = (x, y,u, v)} has only one solution z(p) ∈ B(z¯, δ),
z¯ = (x¯, y¯, u¯, v¯) = z(0) and mapping z(·) : B(0, ε) → B(z¯, δ) satisfying∥∥z(p) − z(p′)∥∥ c∥∥p − p′∥∥ for any p, p′ ∈ B(0, ε). (4.44)
Let
Q N(z) =
⎡⎢⎢⎢⎢⎢⎢⎣
Q N1 (z)
φτN (yi, F̂ N (x, y)i) − yi, i ∈ α¯
− ∫ 0−∞ ∫ tτN−∞ ρ(s)dsdt, i ∈ β¯
− ∫ 0−∞ ∫ tτN−∞ ρ(s)dsdt, i ∈ β¯
φτN (yi, F̂ N(x, y)i) − Ψi(x, y), i ∈ γ¯
⎤⎥⎥⎥⎥⎥⎥⎦ , (4.45)
where
Q N1 (z) = ∇ fˆ N(x, y) − ∇E
[
f
(
x, y, ξ(ω)
)]−∑
i∈α¯
MNi (x, y)
(1− MNi (x, y))
ui∇ F̂ N(x, y)i
−
∑
i∈γ¯
(1− MNi (x, y))
MNi (x, y)
vi
(
0
ei
)
−
∑
i∈β¯∪γ¯
vi
[∇ F̂ N(x, y)i − ∇Ψi(x, y)] (4.46)
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MNi (x, y) =
yi− F̂N (x,y)i
τN∫
−∞
ρ(s)ds.
Under condition (iii), we have MNi (x, y) ∈ (0,1) and hence we know from the proof of Lemma 4.5 that when δ is suﬃciently
small for i ∈ α¯,
sup
z∈B(z¯,δ)
MNi (x, y)
(1− MNi (x, y))
→ 0 w.p.1 as N → ∞ (4.47)
and for i ∈ γ¯ ,
sup
z∈B(z¯,δ)
(1− MNi (x, y))
MNi (x, y)
→ 0 w.p.1 as N → ∞. (4.48)
By the Uniform Laws of Large Numbers, we have
sup
z∈B(z¯,δ)
∥∥∇ fˆ N(x, y) − ∇E[ f (x, y, ξ(ω))]∥∥→ 0 w.p.1 as N → ∞ (4.49)
and for i ∈m,
sup
z∈B(z¯,δ)
∥∥∇ F̂ N(x, y)i − ∇Ψi(x, y)∥∥→ 0 w.p.1 as N → ∞. (4.50)
As a result, combining (4.46)–(4.50), we obtain that when δ is suﬃciently small,∥∥Q N1 ∥∥δ = sup
z∈B(z¯,δ)
∥∥Q N1 (z)∥∥→ 0 w.p.1 as N → ∞, (4.51)
which, implies that for ε > 0, when N is suﬃciently large, ‖Q N1 ‖δ < ε w.p.1. In addition, we know from the deﬁnition and
the Uniform Laws of Large Numbers that when δ is suﬃciently small,
sup
z∈B(z¯,δ)
∥∥φτN (yi, F̂ N(x, y)i)−min{yi,Ψi(x, y)}∥∥→ 0 w.p.1 as N → ∞,
which, implies that for above ε > 0, when N is suﬃciently large,
sup
z∈B(z¯,δ)
∥∥φτN (yi, F̂ N(x, y)i)− yi∥∥< ε w.p.1 for i ∈ α¯ (4.52)
and
sup
z∈B(z¯,δ)
∥∥φτN (yi, F̂ N(x, y)i)− Ψi(x, y)∥∥< ε w.p.1 for i ∈ γ¯ . (4.53)
Notice that
0∫
−∞
t
τN∫
−∞
ρ(s)dsdt → 0 as N → ∞. (4.54)
Hence we know from (4.45), (4.51), (4.52) and (4.53) that for above ε > 0, when δ is suﬃciently small and N is suﬃciently
large, ∥∥Q N∥∥
δ
= sup
z∈B(z¯,δ)
∥∥Q N(z)∥∥< ε w.p.1. (4.55)
Applying Brouwer’s ﬁxed point theorem to the mapping z(Q N (·)) : B(z¯, δ) → B(z¯, δ), where z(·) is deﬁned as in (4.44), we
conclude that there is at least one ﬁxed point zN = (xN , yN ,uN , vN ) ∈ m+n+|α¯|+2|β¯|+|γ¯ | such that zN = z(Q N (zN )) w.p.1.
Therefore when N is suﬃciently large, there exists zN ∈ B(z¯, δ) w.p.1 such that 0 ∈ G(zN ) + Q N(zN ) w.p.1, namely,
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∑
i∈α¯
[
(uN)i
(
0
ei
)
+ M
N
i (xN , yN )
(1− MNi (xN , yN ))
(uN)i∇ F̂ N(xN , yN)i
]
−
∑
i∈γ¯
[
(1− MNi (xN , yN))
MNi (xN , yN )
(vN)i
(
0
ei
)
+ (vN)i∇ F̂ N(xN , yN)i
]
−
∑
i∈β¯
[
(uN)i
(
0
ei
)
+ (vN)i∇ F̂ N(xN , yN)i
]
w.p.1 (4.56)
and Φ̂N (xN , yN) = 0 w.p.1. Moreover, combining (4.44) and (4.55), we obtain
zN → z¯ w.p.1 as N → ∞. (4.57)
Under ULSC and condition (4.42), (4.57) leads to (uN )i(vN )i > 0w.p.1 for i ∈ β¯ when N is suﬃciently large. As a result, let
(λN)i =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(uN )i
(1−MNi (xN ,yN ))
, i ∈ α¯,√
(uN )i(vN )i
(1−MNi (xN ,yN ))MNi (xN ,yN )
, i ∈ β¯,
(vN )i
MNi (xN ,yN )
, i ∈ γ¯ ,
then we have from (4.56) that (xN , yN) is almost surely a stationary point of (3.12) and λN is the corresponding multiplier.
Furthermore, by (4.57), we have (xN , yN) → (x¯, y¯)w.p.1 asN → ∞. The proof of part (a) is completed.
Under condition (ii), we know from (4.44) and (4.55) that there exist κ > 0 and δ > 0 such that∥∥(xN , yN ) − (x¯, y¯)∥∥ ‖zN − z¯‖ κ∥∥Q N(zN)∥∥ κ max
z∈B(z¯,δ)
∥∥Q N(z)∥∥. (4.58)
For ε > 0, combining (4.47), (4.48) and (4.50), we obtain that when N is large enough,
max
z∈B(z¯,δ)
∥∥Q N1 (z)∥∥ max
(x,y)∈B((x¯, y¯),δ)
∥∥∇ fˆ N (x, y) − ∇E[ f (x, y, ξ(ω))]∥∥+ ε
4κ
,
which, by (4.52), (4.53) and (4.54), means that when N is large enough,
max
z∈B(z¯,δ)
∥∥Q N(z)∥∥ max
(x,y)∈B((x¯, y¯),δ)
∥∥∇ fˆ N (x, y) − ∇E[ f (x, y, ξ(ω))]∥∥+ ε
2κ
. (4.59)
According to lemma, there exist C(ε) > 0 and β(ε) > 0, independent of N , such that
Prob
{
max
(x,y)∈B((x¯, y¯),δ)
∥∥∇ fˆ N(x, y) − ∇E[ f (x, y, ξ(ω))]∥∥ ε} C(ε)e−Nβ(ε)
when N is large enough. As a result, the conclusion of (b) follows from (4.58) and (4.59). 
5. Numerical results
In this section, we present some preliminary numerical results obtained by the smoothing SAA methods based on three
smoothing functions: the CHKS smoothing function (3.13), the neural networks smoothing function (3.14) and the Picard
smoothing function (3.15), which are the special cases of smoothing functions based on the Steklov–Sobolev transformation.
Our numerical experiments are carried out in Matlab 7.1 running on a PC with Intel Pentium M of 1.60 GHz CPU and our
tests are focused on different values of the smoothing parameter τ and sample size N .
In our experiments, we employed the random number generator unifrnd, exprnd and normrnd in Matlab 7.1 to generate
independently and identically distributed random samples {ξ1, ξ2, . . . , ξN }. We solved problem (3.12) with N and τ by
the solver fmincon in Matlab 7.1 to obtain the approximated optimal solution (xN , yN). Throughout the tests, we recorded
number of iterations of fmincon (Iter), the values of the objective function of problem (3.12) at (xN , yN) (Obj) and these
quantities are displayed in the tables of test results.
In the tables below, “CHKS”, “NEU” and “PIC” denotes the smoothing SAA method based on the CHKS smoothing function,
the neural networks smoothing function and the Picard smoothing function, respectively.
The examples below are varied from examples in Shapiro and Xu [21].
Example 1. Consider
min f (x, y) = E[(x1 − 1)2 + (x2 − 1)2 + (x3 − 1)2 + 0.5y21ξ1 + y22 + y23ξ3 + 2ξ2 − 1],
s.t. 0 y ⊥ E[F (x, y, ξ)] 0,
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The computational results for Example 1.
Methods N τ (xN , yN ) Obj Iter
CHKS 104 5× 10−1 (0.6602 0.6606 0.6604 0.5861 0.5865 0.5866) 1.3788 5
NEU 104 5× 10−1 (0.7169 0.7167 0.7168 0.4668 0.4668 0.4667) 0.8934 5
PIC 104 5× 10−1 (0.7326 0.7326 0.7327 0.3897 0.3898 0.3896) 0.6695 6
CHKS 105 5× 10−2 (0.7500 0.7500 0.7498 0.2591 0.2593 0.2595) 0.3901 7
NEU 105 5× 10−2 (0.7506 0.7505 0.7507 0.2511 0.2511 0.2510) 0.3751 6
PIC 105 5× 10−2 (0.7503 0.7502 0.7504 0.2506 0.2506 0.2505) 0.3749 6
CHKS 106 5× 10−3 (0.7499 0.7498 0.7500 0.2502 0.2502 0.2501) 0.3748 6
NEU 106 5× 10−3 (0.7500 0.7499 0.7500 0.2501 0.2502 0.2500) 0.3746 5
PIC 106 5× 10−3 (0.7500 0.7499 0.7500 0.2501 0.2502 0.2500) 0.3746 5
Table 2
The computational results for Example 2.
Methods N τ (xN , yN ) Obj Iter
CHKS 104 5× 10−1 (1.6607 0.0000 0.4608 0.5864 1.2071 0.2984) 1.7380 10
NEU 104 5× 10−1 (1.7173 0.0000 0.4802 0.4665 1.0635 0.1514) 1.1839 9
PIC 104 5× 10−1 (1.7331 0.0000 0.4918 0.3895 1.0338 0.0905) 0.9882 9
CHKS 105 5× 10−2 (1.7503 0.0000 0.5000 0.2593 1.0025 0.0050) 0.7613 11
NEU 105 5× 10−2 (1.7511 0.0000 0.5000 0.2508 1.0000 0.0000) 0.7493 11
PIC 105 5× 10−2 (1.7508 0.0001 0.5000 0.2503 1.0000 0.0000) 0.7492 10
CHKS 106 5× 10−3 (1.7504 0.0000 0.5000 0.2499 1.0000 0.0000) 0.7491 11
NEU 106 5× 10−3 (1.7505 0.0006 0.5000 0.2498 1.0000 0.0000) 0.7490 10
PIC 106 5× 10−3 (1.7504 0.0000 0.5000 0.2498 1.0000 0.0000) 0.7490 11
where F (x, y, ξ) = (y1 − x1 + 0.25ξ1, y2 − x2 + ξ2, y3 − x3 + 0.5ξ3)T , ξ = (ξ1, ξ2, ξ3), ξ1, ξ2, ξ3 are independent random
variables, ξ1 has an exponential distribution EXP(λ = 0.5), ξ2 has a uniform distribution on [0,1] and ξ3 has a normal
distribution N (μ,σ 2) with μ = 1, σ = 0.1. The constraint here, which is a complementarity problem, has a unique solution
y = (y1, y2, y3), where
yi =
{
xi − 12 , if xi  12 ,
0, otherwise,
for i = 1,2,3. Therefore, substituting above yi into the objective function, we obtain that (0.75, 0.75, 0.75, 0.25, 0.25, 0.25)
is the exact optimal solution and 0.375 is the optimal value. The test results are presented in Table 1.
Example 2. Consider
min f (x, y) = E[2(x1 − 2)2 + 2x22 + (x3 − 3)2ξ2 + y21ξ2 + y22ξ1 + y23ξ3],
s.t. 0 y ⊥ E[F (x, y, ξ)] 0,
where F (x, y, ξ) = (y1−2x1ξ1+ξ2−ξ1, y2+0.5x22ξ2−ξ3, y3−x3ξ3+ξ3)T , ξ = (ξ1, ξ2, ξ3), ξ1, ξ2, ξ3 are independent random
variables, ξ1 has a normal distribution N (μ,σ 2) with μ = 0.5, σ = 0.1, ξ2 an exponential distribution EXP(λ = 0.5) and ξ3
has a uniform distribution on [0,2]. The constraint has a unique solution y = (y1, y2, y3), where
y1 =
{
x1 − 1.5, if x1  1.5,
0, otherwise,
y2 =
{
1− x22, if − 1 x2  1,
0, otherwise,
and
y3 =
{
2x3 − 2, if x3  1,
0, otherwise.
Therefore, substituting above yi into the objective function, we obtain that (1.75, 0, 0.5, 0.25, 1, 0) is the exact optimal
solution and 0.75 is the optimal value. The test results are displayed in Table 2.
Our preliminary numerical results shown in Tables 1 and 2 reveal that our proposed method yields a reasonable solution
of the problems considered. In the above examples, we solve some examples which can be calculated an analytic solution in
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that we could still observe convergence and solve the problem. This needs more tests and could be a subject of further
investigation.
6. Conclusion
In this paper, we have proposed a class of smoothing SAA methods based on the Steklov–Sobolev transformation, for
SMPCC (1.1). We establish the almost sure convergence of optimal solutions of the smoothed SAA problem by the notion
of epi-convergence in variational analysis. We generalize a convergence result established by Fukushima and Pang [7] on
a smoothing method for a deterministic MPCC to our method based on a general smoothing scheme for solving SMPCC.
Moreover, the exponential convergence rate of the sequence of Karash–Kuhn–Tucker points generated from the smoothed
SAA problem is obtained through an application of Robinson’s stability theory.
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