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This dissertation focuses on dynamics and transport effects of semiclassical topo-
logical defects in systems with important quantum degrees of freedom, which we
term “hybrid quantum systems”. The topological defects under consideration are
skyrmions and magnetic vortices in layered heterostructures of three-dimensional
(3D) topological insulators (TI) and magnetic materials, and dark solitons in Bose-
Einstein condensates (BEC).
We examine the proximity effect between a 3D TI and two types of insulating
magnets: a chiral magnet with a single skyrmion in a ferromagnetic background,
and an XY magnet with strong easy-plane anisotropy which undergoes a vortex
unbinding transition. The skyrmion magnetic texture leads to confinement of
Dirac states at the skyrmion radius, resulting in a charged skyrmion that can be
manipulated by an external electric field. We show that the bound states are ro-
bust in the presence of an external magnetic field. Magnetic vortices in the XY
magnet affect electronic transport at the TI surface. Scattering at classical mag-
netic fluctuations influences surface resistivity of the TI, and near the transition
temperature we find that the resistivity has a clear maximum and scales linearly
with temperature on either side of the transition. We discuss the limits of mapping
the TI-XY magnet model to the classic theoretical problem of free Dirac fermions
in a random magnetic field.
Secondly, we study dark solitons in a BEC coupled to thermal non-interacting
impurity atoms acting as a dissipative bath. We calculate the friction coeffi-
cient due to scattering and find that it can be tuned with accessible experimental
probes. We develop a general theory of stochastic dynamics of the negative-mass
dark soliton and solve the corresponding Fokker-Planck equation exactly. From
the time-dependent phase-space probability distribution function we find the soli-
ton can undergo Brownian motion only in the presence of friction and a confining
potential.
Finally, we numerically study the ground-state properties of a spin-1 BEC gas
in the “synthetic dimensions” experimental set-up. Ground state phases depend
on the sign of the spin-dependent interaction parameter and the strength of the
spin-orbit field. We find “charge”- and spin-density-wave phases related to helical
spin order.
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Aydin Keser, Andrew Allocca, Zach Raines, Sergey Peroshguba, Medhi Kargarian,
Valentin Stanev, Efim Rozenbaum, Jon Curtis, and Yi-Hua Lai. Thank you to the
Women in Physics and Graduate Committee groups, who have provided a space
for conversation and emotional support - in particular Gina Quan, Steve Ragole,
Caroline Figgatt, Megan Marshall, Amit Nag, and Zach Eldredge have contributed
to a more positive graduate school experience for me and many others.
Thank you to those who have known me since before I started graduate school
and supported me through it, including professors Mark Lusk and Lincoln Carr at
Colorado School of Mines, without whom I may not have gone to graduate school
at all. Thanks to my parents Paul and Patty and my sister Heidi for their unwaver-
ing support, and to my best friends since childhood Julia Derk and Christi Baker
for support from afar. Finally, thanks most of all to Duncan, who has supported
me through everything from qualifying exams to this dissertation and beyond. I
can never thank you enough.
Table of Contents
Dedication ii
Acknowledgments iii
Table of Contents v
List of Tables vii
List of Figures viii
Abbreviations xv
Physical Constants xvi
List of Publications xvii
1 Introduction 1
1.1 Defects in Ordered Media . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 Group Structure of Order Parameter Space . . . . . . . . . . 6
1.1.2 Homotopy Theory in a Nutshell . . . . . . . . . . . . . . . . 7
1.2 Physical Systems: Solid-State Heterostructures . . . . . . . . . . . . 12
1.2.1 Skyrmions in Chiral Magnets . . . . . . . . . . . . . . . . . 12
1.2.2 Vortices in XY-Magnets . . . . . . . . . . . . . . . . . . . . 15
1.2.3 3D Topological Insulators . . . . . . . . . . . . . . . . . . . 17
1.3 Physical Systems: Bose-Einstein Condensates . . . . . . . . . . . . 23
1.3.1 Dark Solitons . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3.2 Spin-1 Condensates . . . . . . . . . . . . . . . . . . . . . . . 29
1.4 Overview of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . 31
2 Charged Skyrmions on the Surface of a Topological Insulator 34
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2 Electronic Spectrum of TI Surface States . . . . . . . . . . . . . . . 35
2.2.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.2 Without Magnetic Field . . . . . . . . . . . . . . . . . . . . 38
2.2.3 With Magnetic Field . . . . . . . . . . . . . . . . . . . . . . 40
2.3 Dynamics of Charged Skyrmions . . . . . . . . . . . . . . . . . . . . 43
2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3 Transport of Dirac Electrons coupled to Magnetic Vortices 47
v
Table of Contents vi
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Self Energy of Dirac Electrons . . . . . . . . . . . . . . . . . . . . . 53
3.4 Transport of Dirac Electrons . . . . . . . . . . . . . . . . . . . . . . 55
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4 Dissipative Dynamics of Solitons in Bose-Einstein Condensates 59
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Impurity Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4 Kinetic Theory of Dark Solitons . . . . . . . . . . . . . . . . . . . . 66
4.5 Dark Soliton Trajectory . . . . . . . . . . . . . . . . . . . . . . . . 73
4.6 Soliton Lifetime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.7 Experimental Implementation . . . . . . . . . . . . . . . . . . . . . 79
4.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5 Mean-Field Theory of a Spin-1 Bose Gas in Synthetic Dimensions 87
5.1 Overview and Introduction . . . . . . . . . . . . . . . . . . . . . . . 87
5.2 Model and Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3.1 Attractive Spin-Dependent Interactions . . . . . . . . . . . . 98
5.3.2 Repulsive Spin-Dependent Interactions . . . . . . . . . . . . 103
5.3.3 Effect of Increasing Lattice Depth . . . . . . . . . . . . . . . 106
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6 Conclusion 112
A Gauge Transformation of In-Plane Magnetization 116
B Low-T XY -Model Correlation Functions 118
B.1 Free Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
B.2 Spin-Spin Correlation Functions . . . . . . . . . . . . . . . . . . . . 119
C Impurities Reflection Coefficient 122
D Chemical Potential of Fermions with Dark Soliton 126
E Kinetic Theory Derivations 129
E.1 Collision Integral . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
E.2 Transport Coefficients . . . . . . . . . . . . . . . . . . . . . . . . . 130
Bibliography 133
List of Tables
5.1 Table of notation and values used for numerical simulations (if ap-
plicable). We tune the Raman field strength Ω and spin-dependent
interaction c2. Values for VL and kR come from the relevant exper-
iment [65]. Interactions are related to scattering lengths a0 and a2
by c0 = 4π(a0 + 2a2)/3M and c2 = 4π(a2 − a0)/3M [60]. . . . . . . 94
vii
List of Figures
1.1 Mapping a line of helical ordinary spins to order parameter space.
(Left) A one-dimensional line of canted spins. (Right) The repre-
sentation of those spins in the order parameter space S2. The spins
are parameterized by angles Φ and Θ. The dots on the sphere are
the same color as the corresponding spins in the real space line. . . 4
1.2 Vortices with winding number N = 1. The blue (thick) line indi-
cates a possible choice of real-space contour along which to calculate
the order parameter. . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 (a) Real-space representation of a single spin in the x − y plane
rotated from the x-axis by an angle Θ. (b) Order-parameter space
representation of the same spin on the unit circle. The manifold of
internal states is M = Tϕ/T2πn ' S1. . . . . . . . . . . . . . . . . . 10
1.4 2D planar spins in vortex configurations with higher order winding
numbers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Skyrmion spin texture. (Left) Skyrmion spin texture with winding
number NS = 1, as it appears in real materials defined on R2.
(Right) The same spin texture after stereographic projection to S2.
The spins form a hedgehog texture that fully covers S2 leading to
the homotopy classification π2(S
2) = Z. . . . . . . . . . . . . . . . . 13
1.6 Dispersion relation ε(k) of 3D TI surface states in the (kx, ky) plane.
(Left) T is preserved. The dispersion is linear and gapless with a
helical spin texture. (Right) T is broken. The dispersion is gapped
and quadratic, but retains the helical spin texture. The spin tex-
tures have opposite helicity on the upper and lower bands. . . . . . 23
1.7 Density profile of a dark soliton in a uniform condensate. The
soliton is a density depletion where the minimum depth is related
to the soliton velocity relative to the speed of sound in the condensate. 27
viii
List of Figures ix
2.1 (a) Sketch of the wave function |Ψ(r, ϕ)|2 (gray) of a TI surface
state localized at the skyrmion radius. For clarity we plot |Ψ|2 for
0 < ϕ < π only. The vector field represents the direction of lo-
cal magnetization n̂(r) of the skyrmion. (b) Electronic spectrum of
TI surface proximity coupled to the skyrmion texture as a func-
tion of skyrmion radius and magnetic field. Without magnetic field
states with orbital quantum number |m| ≤ 4 are presented. With
magnetic field B = 0.2 T states with |m| ≤ 10 are presented, and
with magnetic field B = 0.8 T states with |m| ≤ 25 are presented.
Without magnetic field localized states split from continuous bands
|E| ≥ ∆S in pairs. In the presence of an external magnetic field
localized states split from the zeroth Landau level, which has the
energy E0m = −∆S −∆Z and is highly degenerate. Higher energy
LLs are also shown. (c) The energy of bound states as a function of
m at large skyrmion radius RS without magnetic field. Numerical
solution (blue circles) from Equation (2.3) matches almost exactly
with the semiclassical quantization (red squares) as in Equation (2.7). 37
2.2 (a) Electronic spectrum of TI surface states a function of magnetic
field B, for skyrmion radius RS = 25 nm. Landau levels with n ≤ 6
are presented. With increasing magnetic field the number of states
split from the zeroth Landau level with the energy E0m = −∆S−∆Z
increases. The black lines correspond to the spectrum without the
texture. (b) Number of split states bound to the skyrmion as a
function of magnetic field. . . . . . . . . . . . . . . . . . . . . . . . 41
3.1 Resistivity of TI surface states coupled to an XY model. The re-
sistivity scales linearly with temperature as T → 0 and across the
BKT transition, with a nonuniversal peak at T ∼ TBKT that in-
creases with increasing chemical potential µ. As µ increases the
effect of the transition is less pronounced. . . . . . . . . . . . . . . . 56
4.1 The reflection coefficient R(k, λ) as a function of λ where λ(λ−1) =
2mig
′/mcg. R(k, λ) is strongly peaked at k ≈ 0 and is periodic as
a function of λ. When λ is an integer R(k, λ) is exactly zero. . . . . 65
4.2 The soliton friction coefficient γ is periodic as a function of λ where
λ(λ − 1) = 2mig′/mcg. Friction vanishes for integer λ, indicating
that the soliton is reflectionless to scatterers. A system with tun-
able interactions enables tuning γ without changing the number of
scatterers. γ is calculated in units of µi/cξ where µi is the chemical
potential of impurities, c is the speed of sound in the condensate
and ξ is the condensate healing length. For impurities of 173Yb as
we have calculated here, γ decreases with increasing temperature.
Increasingly dark lines indicate higher temperatures. . . . . . . . . 70
List of Figures x
4.3 Variance in soliton position Dx(t, ω) as a function of time from the
exact expression (4.39) for vi/c = 0.02 (orange line) and vi/c = 0.1
(black line) with vth ≈ 0.1 mm/s and Γ−1 ≈ 1 s. Top: Results
for a harmonic potential with ω = 100Γ. Dx grows linearly in
time with additional oscillations due to confinement. The amplitude
of oscillation increases with increasing vi. Dotted lines show the
average value using the linear approximation in Eq. (4.40). Bottom:
Comparison with Dx(t, ω) in the limit ω  Γ (dashed lines). In
the absence of harmonic confinement, Dx initially grows like t
3 for
Γt 1, then grows exponentially. There is no diffusive regime. . . . 74
4.4 Left: Survival probability as defined by the exact expression in
Eq. (4.47) (gray line) is highly oscillatory. The lower bound is given
by replacing v̄s(t) with Eq. (4.48) (black line). Soliton lifetime is
marked by τ∗ on the horizontal axis. Calculated for vi = 0.1c and
ω = 50Γ. Right: Survival probability for different soliton initial
velocities with ω = 50Γ. . . . . . . . . . . . . . . . . . . . . . . . . 77
4.5 Soliton lifetime as a function of initial velocity vi, with ω = 100Γ
and where c is the condensate speed of sound. Solitons that start
at higher initial velocities have a shorter lifetime, which one would
intuitively expect. Soliton lifetime is only weakly dependent on
trapping frequency ω. . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.6 Impact of impurities. Here, we plot the position zi of the soliton
(light pink) vs. time t after the phase imprint for different impurity
levels. The dark pink markers represent the average position 〈zi〉 for
each time t. Dashed lines represent the endpoints of the condensate
vs. t. Data and Figure by L. M. Aycock [63]. . . . . . . . . . . . . . 80
4.7 Chemical potential of thermal bosonic impurities with increasing
impurity percentage. For all temperatures µi ≈ 0 for Nimp/Nc ≈ 0.2%. 81
4.8 Brownian diffusion constant dependence on impurities. (a) An ex-
ample for the linear fit of variance of z vs. t for 1.2% impurities.
Data are binned into 0.36-s bins; the uncertainties are the sam-
ple standard deviation. (b) The diffusion coefficient D vs. impurity
fraction Nimp/Nc. The experimental results (markers) are extracted
from the slope of a linear fit of the sample variance Var(z) vs. time
t. The uncertainty in D is the uncertainty from that fit. The theory
curves (solid and dashed curves) plot the calculated D for our mea-
sured temperature. Data and Figure by L. M. Aycock, theoretical
prediction for D based on Eq. (4.52) with friction coefficient from
Eq. (4.50). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
List of Figures xi
5.1 (a) The physical system consists of an optical lattice (black line, pe-
riod λL/2) with Raman lasers forming an effective helical magnetic
field (green arrows, period λR/2). (b) Single particle dispersion rela-
tion for the spin-1 spin-orbit coupled Bose gas in an optical lattice
at Ω = 0.25EL, c2 = 0, c0 = 0. (c) Synthetic dimensions visu-
alization. They hyperfine levels mF are viewed as an additional
dimension with 2F + 1 sites. Each plaquette has a uniform flux
Φ ≈ 2πkR/kL. (d) Three lowest bands in the synthetic dimensions
set up for Ω = 0.25EL. . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 Schematic phase diagram for ε = 0 and ε = −EL. (a) ε = 0.
For Ω . 0.5EL the system exhibits charge density wave behavior
and spin polarization along Sx and is denoted CDWFM. Increasing
Ω leads to a uniform density phase with a helical spin texture.
The period of the spin helix is determined by the Raman field.
Positive c2 values suppress density fluctuations. (b) ε = −EL. The
BEC exhibits distinct charge density wave phases with different
ordering wavevectors and different spin textures, denoted CDWSW1
and CDWSW2. A cross over occurs between the two with increasing
Ω. At Ω ≈ 2.4EL there is a first order transition to a uniform
density state with helical spin polarization. . . . . . . . . . . . . . . 91
5.3 (a) Schematic diagram of the CDWFM phase. The BEC predomi-
nantly occupies mF = 0 level. The total density is modulated at
neighboring sites due to the Raman field. (b) Schematic diagram
of the CDWSW1 phase. The edges are preferentially occupied and
there is an overall density modulation. (c) Schematic diagram of
the CDWSW2 phase. The bulk is more occupied than in (b), and
the overall density modulation remains. (d-e) Fractional population
as a function of Ω. (d) c2/c0 = −0.25, ε = 0; The system begins
in a CDWFM ground state at Ω ≈ 0 with n0 = 1/2 (top line)
and n±1 = 1/4 (bottom line) and moves to meet the single par-
ticle occupation. The non-interacting case is indicated by dashed
lines. (e) c2/c0 = 0.25, ε = −EL. The system starts with n±1 = 1/2
(top line) and n0 = 0 (bottom line). As Ω increases, it undergoes an
edge to bulk first order transition at Ω ≈ 2.0EL, which is weakened
to a cross over in the limit c2 = 0. As Ω increases the bulk is prefer-
entially occupied. Dotted lines indicate the case for c0 6= 0, c2 = 0.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
List of Figures xii
5.4 Interplay of spin and density for c2 < 0 at small Ω. (a) Lattice poten-
tial V (x). (b) Local spin polarization and Raman field at each site
for +Sx polarization. The blue arrow shows the spin polarization,
and the red arrow shows the local Raman field. (c) CDWFM phase
with +Sx polarization. Density increases at sites where F · ΩR <
0. (d) Local spin polarization and Raman field at each site for −Sx
polarization. The green arrow shows the spin polarization, and the
red arrow shows the local Raman field. (e) CDWFM phase with −Sx
polarization. Density increases at the sites where F ·ΩR < 0. . . . . 99
5.5 (a-b) GPE density computed for c2/c0 = −0.25 and ε = 0. (a) Den-
sity in real space in the CDWFM phase shows modulation between
lattice sites. (b) Density in real space in the uniform density phase. (c)
|n(2kR)| 6= 0 signals a CDW phase. The non-interacting case
(dashed line at 0) has density modulation only from the lattice,
and only slight density modulation appears for c2 = 0, c0 > 0 (light
gray, bottom line). Increasing spin-dependent interaction strength
|c2| leads to greater overall density modulation until a cross over
occurs to the uniform density regime. The largest peak (red/darker
gray line) indicates largest interaction strength tested. . . . . . . . 100
5.6 Spin wave order for c2/c0 = −0.7, ε = 0. Dashed lines show
c2, c0 = 0 case for reference. (a) 〈Sx(k)〉 in the CDWFM phase,
shown by |〈Sx(2kL)〉| 6= 0 (yellow line). After the transition 〈Sx〉
is modulated primarily at the Raman wavevector k = 2kR (red/-
dark gray line) and |〈Sx(2kL)〉| → 0. (b) 〈Sy(k)〉 is nearly unaf-
fected by the optical lattice but follows the Raman beam, shown
by |〈Sy(2kL)〉|  |〈Sy(2kR)〉|. The right axis labels correspond to
the yellow/light gray line. (c) Amplitude of spin oscillations with
increasing Ω. Sx is indicated by the black line, Sy by the blue (light
gray) line. The ferromagnetic state crosses over to Raman polarized
at Ω ≈ 0.5EL. (d-e) Example real-space spin texture. (d) CDWFM
phase. (e) Uniform density phase with a helical spin texture. Legend
is the same as in (c). . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.7 jS(Ω) computed for c2/c0 ≤ 0 and ε = 0. Ferromagnetic spin-
dependent interactions first suppress and then slightly enhance the
overall spin current compared to the non-interacting case (dashed
line) in the regime where the density modulation is highest. For
spin-independent interactions only (c2 = 0 - cyan/ light gray line)
the current is hardly changed. . . . . . . . . . . . . . . . . . . . . . 103
List of Figures xiii
5.8 (a-b) GPE density computed for c2/c0 = 0.25 and ε = −EL. (a) Den-
sity in real space in the CDWSW1 and (b) CDWSW2 phases. (c) n(k)
at k = 2kR and (d) 4kR. The non-interacting case (black line) has
no density modulation other than by the lattice, so it is zero in
this case. For c0 6= 0 the density is modulated at two different
wavevectors of the same order of magnitude, varying slightly with
varying c2. For |n(4kR)| > |n(2kR)| we denote the CDWSW1 phase,
while for |n(4kR)| < |n(2kR)| the system is in the CDWSW2 phase.
The cross over from CDWSW1 → CDWSW2 occurs for Ω ≈ 1.7EL.
The system undergoes a first order transition to uniform density for
Ω ≈ 2.4EL, corresponding to the transition to the single minimum
regime. This first order transition occurs at slightly higher Ω for
increasing interaction strength. The red/darker gray line indicates
largest interaction strength tested. . . . . . . . . . . . . . . . . . . 104
5.9 jS(Ω) computed for c2/c0 ≥ 0 and ε = −EL. Repulsive spin-
independent (c0) interactions suppress current compared to the non-
interacting case, indicated by the dashed black line. The first or-
der transition causes a sharp increase in current, and is weakly
dependent on c2. It occurs at higher values of Ω for higher val-
ues of c2/c0. The red/darker gray line indicates largest interaction
strength tested. In the non-interacting case (dashed line), the dis-
crete steps in the current are a finite size effect due to the change
in curvature of the lowest band. As ε is tuned, the momentum k
where the band minimum occurs decreases in discrete steps from
the original value of k = ±2kR until the single minimum regime at
k = 0 is reached. In the infinite system this curve would be smooth. 106
5.10 Spin wave order for c2/c0 = 1.0, ε = −EL. Dashed lines show the
c2, c0 = 0 case. (a-b) 〈Sx(k)〉 and 〈Sy(k)〉 are modulated at both the
Raman and lattice wavevectors for Ω . 2.4EL. After the first order
transition the spin comes unpinned from the lattice as evidenced by
|〈Sx,y(k = 2kL)〉| = 0 (yellow/light gray lines) (c) The amplitude
of spin oscillations grows with increasing Ω. Sx is indicated by the
black line, Sy by the blue (light gray) line. The non-interacting
case initially occupies a single minimum and is polarized in 〈Sz〉 for
Ω = 0 (not shown). For Ω 6= 0 〈Sx〉 and 〈Sy〉 grow continuously,
with 〈Sy〉 suppressed in the interacting case. (d-e) Real-space spin
textures for CDWSW1 and CDWSW2. Legend is the same as in (c). . 107
5.11 Dependence of the CDWFM phase on lattice depth. As VL increases,
the CDW increases in amplitude and then undergoes a first order
transition to a uniform density phase. Condensation moves toward
the Brillouin zone edge, as shown by increasing |n(2kL)| (red/darker
gray line) even after the transition. Note that here |n(k)| is nor-
malized by |n(k = 0)|. . . . . . . . . . . . . . . . . . . . . . . . . . 108
List of Figures xiv
5.12 (a-b) Dependence of the CDWSW1 and CDWSW2 phases on lattice
depth. In both cases, condensation moves toward the Brillouin zone
edge, as shown by increasing |n(2kL)| (red/darker gray top line,
right axis), which is much larger in magnitude than the other order
parameters. (a) CDWSW1. As VL increases, the CDW increases
slightly before decreasing. (b) CDWSW2. As VL increases, the CDW
decreases. Notably, |n(2kL)| is the same order of magnitude as the
CDWFM case, while |n(2kR)| (yellow/light gray line) and |n(4kR)|
(orange/gray line) are much smaller. Note that in both (a) and (b)
|n(k)| is normalized by |n(k = 0)|. . . . . . . . . . . . . . . . . . . . 109
D.1 Top: The chemical potential µi of fermionic impurities, from solving
equation (D.1) numerically for Ni = 1000
173Yb atoms with L =
250 µm. µi decreases slightly as λ is increased and there are more
bound states in the soliton well. Increasingly dark lines indicate
higher temperatures. Bottom: Chemical potential for T = 150 nK.
The steps at each integer indicate an additional bound state in the
soliton well. The chemical potential including the phase shift (solid
line) is increased slightly from the result without it (dotted line). . . 127
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Chapter 1: Introduction
Once reserved for a branch of mathematics, it is now widely accepted that topol-
ogy plays a role in many important physical phenomena, as recognized by the
Nobel Prize in Physics in 2016 for “for theoretical discoveries of topological phase
transitions and topological phases of matter” [1]. Topology in physics often man-
ifests as a conserved global property of a system or object classified by a discrete
index known as a topological invariant. This dissertation examines physical con-
sequences of two different types of topology: topological defects and topological
phases of matter. Both are special because they are robust in the presence of
local perturbations, the system must be acted upon globally to change them. This
introductory Chapter contains an introduction to these two ideas, background
information on the theory of topological defects in nonuniform media, an intro-
duction to the physical systems studied, and an overview of the original results
presented in the thesis.
Topological defects occur in both classical and quantum systems described by
nonlinear field equations. They are nonperturbative, exact solutions of the under-
lying field equations and are classified by a winding number topological invariant.
Topological defects have a finite (often macrsocopic) size and are embedded in
otherwise conventional classical or quantum systems described by an order pa-
rameter. The nontrivial homotopy groups of the order parameter space determine
what types of topological defects are possible for a given system [2, 3]. A brief
introduction to the topological theory of defects, including homotopy classifica-
tion, is given in Section 1.1. Topological defects are physically stable in part due
to their topological classification. They are not usually the ground state of the
1
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system, rather they are metastable saddle-point solutions of the free energy that
can have very long lifetimes. The defects studied here are skyrmions and vortices
in magnetic systems, and dark solitons in Bose-Einstein Condensates (BECs).
Topological phases of matter are a different manifestation of topology in which
the bulk of the material itself can be described by a topological invariant. The
difference in topology between the bulk of the material and the vacuum (or a
“topologically trivial” material) results in robust conducting states at the interface
between the two, with specific transport properties [4, 5]. The two-dimensional
electron gas in the quantum hall regime was the first example of such a state,
where the one-dimensional edge states give nonzero longitudinal conductivity at
exact multiples of the quantum of conductance [4, 6]. The topological invari-
ant for the quantum hall effect (QHE) is called a Chern number. More recently,
three-dimensional topological insulators (TIs) have been discovered, which have
two-dimensional surface states (SS) protected from disorder as long as the disorder
preserves time-reversal symmetry (TRS). These TIs are characterized by four Z2
topological invariants [5]. The discovery and classification of new types of topo-
logical materials is an active area of research, but is not the focus of this work.
Here, we study two types of topological phases of matter in different systems: 3D
TIs coupled to magnetic topological defects, and an ultracold atom realization of
the Quantum Hall Effect (QHE) using spin-1 bosons with spin-orbit coupling.
This thesis is focused on the dynamics of topological defects in systems where
quantum and classical degrees of freedom are important. We are interested in
dynamics of topological defects and how they can affect the properties of a solid-
state or cold atom system. Additionally, we are interested in modeling topological
phases of matter using spinor BECs. This dissertation presents an original research
contribution at the interface of classical and quantum physics. We present research
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that has increased understanding of the dynamics of topological defects embed-
ded in quantum systems, and how they affect the quantum degrees of freedom
in the system. We show that topological defects have consequences for transport
phenomena in solid-state systems and can have unconventional dynamics them-
selves. We treat topological defects semi-classically and assume that they are not
destroyed by quantum fluctuations. This assumption is well justified based on the
topological protection of such defects and is aligned with previous theoretical and
experimental results.
1.1 Defects in Ordered Media
The classification and characterization of new phases of matter lies at the heart
of condensed matter physics. Ordered phases are particularly interesting because
they can lead to macroscopic phenomena like ferromagnetism and superfluidity.
Phases of matter are characterized by an order parameter. That is, at each point
in space r there is a function f(r) describing the system at that point. The map-
ping f(r) : Rd → M is a mapping between real space of dimension d (typically
d = 2 or 3) and order parameter space, M. M constitutes a manifold of internal
states that the system can have. For example, in a magnetic system f(r) is the
value of the magnetization at r.
Consider “free” spins with fixed magnitude that can point in any direction.
Their manifold of internal states is the surface of a sphere S2, characterized by po-
lar angles Θ,Φ. In this case, f(r) = (cos Φ(r) sin Θ(r), sin Φ(r) sin Θ(r), cos Θ(r)).
Figure 1.1 shows a real space representation of a line of free spins and the equiv-
alent picture in the order parameter space S2.
An ordered phase of matter is uniform if f(r) is constant for all r. Because
of this property, it is possible to classify uniform phases by calculating the order
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Figure 1.1: Mapping a line of helical ordinary spins to order parameter space.
(Left) A one-dimensional line of canted spins. (Right) The representation of
those spins in the order parameter space S2. The spins are parameterized by
angles Φ and Θ. The dots on the sphere are the same color as the corresponding
spins in the real space line.
parameter at a single local point in space. However, for nonuniform media the
order parameter may vary smoothly in space and might have singular points or
lines. Identification and classification of singular points or lines is central to the
theory of topological defects. Singularities in the order parameter are identified
by first drawing a closed contour in real space and calculating the order parame-
ter at every point along the contour, thereby giving another contour in M. The
real-space contour encloses a topological defect only if the corresponding contour
in M cannot be continuously deformed to a single point; a single point in order
parameter space indicates a uniform phase.
Configurations in order parameter space that can be continuously deformed
into one another are topologically equivalent and describe a single class of defects.
Later in the chapter we will formalize this idea using homotopy theory. Topologi-
cally equivalent field configurations are homomorphic, and the transformation that
continuously deforms one configuration into another is called a homomorphism.
By definition, topological defects are not homomorphic to a uniform phase. In
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other words, the defect cannot be removed by making local changes to the system.
In fact, the defect can be identified by looking at any closed contour surrounding it,
even arbitrarily far from the defect site. This global property is what distinguishes
topological defects from other types of imperfections in media such as vacancies or
surface roughness. In the following subsections we discuss how to assign a group
structure to order parameter space and give a short introduction to homotopy
theory as it relates to defects in condensed matter. This mathematical foundation
allows us, in the remainder of this thesis, to study perturbations around topolog-
ical defects due to quantum scattering effects.
A few caveats are required for this discussion. Strictly speaking, the topologi-
cal classification applies only to continuum theories, where translational symmetry
is preserved [2]. The models we discuss are appropriately described by a contin-
uum theory, meaning that the order parameter varies on a longer length scale
than than the separation between atoms. A small length scale cutoff, typically the
lattice constant of the material, is required for the continuum theory to accurately
represent the system. Secondly, it is important to note that while homotopy the-
ory defines which defects can exist, energetics must always be considered when
trying to describe a real system. A state with topological defects has a higher en-
ergy than a uniform state because gradient terms in the free energy are nonzero.
However, these phases constitute long-lived metastable states because the energy
barrier between the uniform state and the state with a topological defect is very
high. Field configurations with topological defects are therefore saddle point so-
lutions of the free energy of the system. One the other hand, many topological
defects can exist in principle but the energy needed to create them is too high for
them to be found in systems like the ones discussed in this thesis.
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1.1.1 Group Structure of Order Parameter Space
In all of the systems considered here, the order parameter space M is best de-
scribed using the tools of group theory. In general the order parameter f(r)
can take many values. Suppose that two different values of the order parameter
f1 → f2 are related by a transformation g, such as a rotation or translation, where
f2 = gf1. The set of all such transformations constitutes a group G = {g} [2].
Likewise, there is a set of transformations h ∈ G that leave the value of the or-
der parameter unchanged, f1 = hf1. The group H = {h} is called the isotropy
subgroup or “little group” of G. The order parameter spaceM is the set of all pos-
sible transformations on the system modulo transformations that leave the system
unchanged, since they are redundant descriptions of the system. In other words,
M is the space of cosets of H in G, denoted
M = G/H. (1.1)
It can be shown that the correspondence between M and G/H is one-to-one and
continuous [2]. It is tempting to say thatM is itself a group but this is not always
true. If H is a normal subgroup of G, then the left coset gH and right coset Hg
contain the same elements for all g ∈ G. In this case, M is a group, called the
quotient group. However, if H is not a normal subrgroup then M is not a group
and should be described only as a space of cosets [2, 7].
The group theory classification of order parameter space is related to the
familiar concept of symmetry breaking. The group G is the symmetry group of
the disordered phase. When the system is ordered, the symmetry of G is broken,
but usually some degree of symmetry remains. H is nothing but the remaining
symmetry group of the ordered phase relative to some reference order parameter
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f . Free spins provide an intuitive example, shown in Figure 1.1. The spins are
free to point in any direction, giving G = SO(3). We choose the +z axis as the
reference order parameter for the ordered phase, where all spins are aligned along
the +z axis. Rotations about the +z axis will leave the spin unchanged, which
gives H = SO(2). Thus, the order parameter space is M = SO(3)/SO(2) ' S2.
There are often multiple descriptions ofM based on group isomorphisms, and
in the literature one finds that they are used interchangeably depending on what is
most convenient for the system at hand. In this example, SO(3) is isomorphic to
SU(2), which has the isotropy subgroup U(1). Therefore, we can equally describe
M for ordinary spins as M = SU(2)/U(1) ' S2.
1.1.2 Homotopy Theory in a Nutshell
Consider a system of two-dimensional spins confined to rotate in the plane. Such
a system may host a vortex as shown in Figure 1.2. We can characterize the vor-
tex by its winding number, which counts how many times the spin vector wraps
around the unit circle as we travel counterclockwise along a real-space closed con-
tour (shown in blue in Figure 1.2); both vortices in Figure 1.2 have winding number
N = 1. The winding number is defined as positive if the vector rotates counter-
clockwise and negative if it rotates clockwise. By assigning a winding number we
have learned a lot about that particular vortex. However, we still don’t know much
about what other types of vortices can occur, or what happens when you combine
them. Vortices with the same winding number can look different, yet they are
topologically equivalent. Homotopy theory provides this information via a more
complete classification of topological defects. Classification of a topological defect
is determined by mapping the contour in real space to a contour in order parame-
ter space. Families of contours in order parameter space that can be continuously
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Figure 1.2: Vortices with winding number N = 1. The blue (thick) line
indicates a possible choice of real-space contour along which to calculate the
order parameter.
deformed into one another constitute a homotopy class, and correspond to a single
class of topological defects [2].
The group elements of a homotopy group are classes of closed homotopic loops,
each describing different topological defects. Homotopy groups are denoted πi(M)
and map spheres of dimension i onto the manifold M. Topological defects occur
in systems with nontrivial homotopy groups. There are two important steps to
understand whether topological defects occur in a particular system: identify the
order parameter space M and compute the homotopy groups for M. Homotopy
groups with i ≤ 3 are typically the only relevant ones for physical applications.
Here we state the most important results of homotopy theory as applied to
condensed matter systems. The fundamental group π1(S
m) describes 1D line de-
fects in a space of dimension m ≥ 2. In one dimension, π1(S1) describes point
defects. π2(S
m) describes point defects in dimensions m ≥ 2, and π3(Sm) de-
scribes nonsingular field configurations [2, 8]. Note that the dimension of M is
often not the same as the real-space dimension of the system being studied. The
homotopy classification always comes from the classification of closed contours in
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order parameter space. Homotopy groups where πi(M) = 0 are trivial; every con-
figuration can be continuously deformed to the topologically trivial one. A useful
rule of homotopy groups is [3]:
πn(S
n) = Z (1.2)
πn(S
m) = 0 ; n < m (1.3)
πn(S
1) = 0 ; n > 1 (1.4)
Higher-order homotopy groups are notoriously difficult to calculate [2]. Per-
haps the most famous higher-order homotopy mapping is π3(S
2) = Z discovered
in 1931 by Heinz Hopf, which is called the Hopf fibration. The Hopf fibration
maps S3 → S2 resulting in a diversity of “knot solitons” classified according to
integer winding numbers [9]. The Hopf fibration has been observed recently in
chiral nematic liquid crystals [10]. In general, once the order parameter space M
is known it is simple enough to look up the homotopy groups ofM = G/H. There
are also two theorems which are useful for calculating π1(M) and π2(M) [2]:
Theorem 1.1. Let G be a simply connected group with an isotropy subgroup H.
Then π1(G/H) is isomorphic to the quotient group H/H0, where H0 is the set of
points in H connected to the identity by continuous paths.
Theorem 1.2. Let G be a simply connected, continuous group with an isotropy
subgroup H. Then π2(G/H) is isomorphic to π1(H0).
Both theorems require that G be simply connected, which can be achieved by
making G the universal covering group of the system of interest. Theorem 1.2 is
true provided that π2(G) = 0, which is true for any simply connected continuous
group according to Cartan’s 1936 theorem [11]. In the following section we apply
these concepts in detail to a system of spins of fixed magnitude confined to rotate
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Figure 1.3: (a) Real-space representation of a single spin in the x − y plane
rotated from the x-axis by an angle Θ. (b) Order-parameter space represen-
tation of the same spin on the unit circle. The manifold of internal states is
M = Tϕ/T2πn ' S1.
in a 2D plane as shown in Figure 1.3. This provides an intuitive example that has
a nontrivial homotopy classification and is relevant to two physical systems in this
thesis: the magnetic XY -model in Chapter 3 and quasi-1D BECs in Chapter 4.
Case Study: Spins in the x-y plane
Here we apply the concepts of order parameter space and homotopy classification
in detail to the example of planar spins in two dimensions. This type of model is
used to describe two-dimensional thin film magnets with strong in-plane anisotropy
and quasi-2D BECs. The spins have fixed magnitude but are free to rotate in the
plane, giving them one degree of freedom which is the angle Θ between the planar
spin and the x-axis, as shown in Figure 1.3. The order parameter is
f(Θ(r)) = cos Θ(r)x̂ + sin Θ(r)ŷ. (1.5)
By this construction we see that the one-dimensional order parameter space is the
unit circle. An alternative complex parameterization is f(Θ(r)) = eiΘ(r) which
evokes a phase Θ for the spins. The natural choice for the symmetry group G is
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Figure 1.4: 2D planar spins in vortex configurations with higher order winding
numbers.
the group of rotations in the x−y plane, G = SO(2). However, since SO(2) is not
simply connected we cannot apply the theorems of the previous section. Instead,
the appropriate choice of G is the one-dimensional translation group T (1) with
elements TΦ(Θ) = Θ− Φ. From the order parameter in Eq. (1.5), it is clear that
translations by multiples of 2π leave f invariant. The isotropy group H is therefore
a discrete group of elements of T where Φ = 2πn for n positive or negative integer.
H = T2πn = {. . .− 2π, 0, 2π, 4π, . . .} (1.6)
Having identified G and H, we can now calculate π1(G/H) ' H/H0. Since H is
a discrete group, the only element connected to the identity is the identity itself,
translation by Φ = 0. Therefore H/H0 = H itself, which is isomorphic to the set
of integers Z. Finally, we arrive at the result
π1(TΦ/T2πn) ' Z, (1.7)
giving the integer winding number classification. Examples of vortices with higher
winding numbers are shown in Figure 1.4. This example shows the flexibility
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of homotopy theory for classification of topological defects provided that we are
careful in selecting the correct group description of order parameter space.
1.2 Physical Systems: Solid-State Heterostructures
In this Section we introduce the system relevant to Chapter 2 and Chapter 3.
We will be studying the properties of the 2D interface between a 3D topological
insulator and two different types of magnetic materials.
1.2.1 Skyrmions in Chiral Magnets
A magnetic skyrmion is a topological spin texture with whirlpool-like structure,
illustrated in Figure 1.5. The skyrmion consists of many individual O(3) spins
spatially confined to the 2D plane with a spin texture equivalent to a 3D point
defect. The 3D point defect or hedgehog texture is revealed by stereographic
projection of the spins from R2 → S2 [12]. Thus, their homotopy classification
is π2(S
2) = Z and the skyrmion topology is characterized by a winding number
topological invariant that takes integer values,
NS =
∫
dr
4π
n̂
[
∂n̂
∂x
× ∂n̂
∂y
]
, (1.8)
where n̂(r) is the unit vector describing direction of the magnetization and NS ∈ Z.
A single skyrmion texture is parameterized by the spin vector
n̂(r) =

sin Θ(r) cos Φ(r)
sin Θ(r) sin Φ(r)
cos Θ(r)
 (1.9)
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Figure 1.5: Skyrmion spin texture. (Left) Skyrmion spin texture with winding
number NS = 1, as it appears in real materials defined on R2. (Right) The same
spin texture after stereographic projection to S2. The spins form a hedgehog
texture that fully covers S2 leading to the homotopy classification π2(S
2) = Z.
where r = (ρ cosϕ, ρ sinϕ). Magnetic skyrmions, which can be 100s of nanometers
in size, have been experimentally observed in various chiral magnets as a result of
the competition between the Dzyaloshinskii-Moriya (DM) interactions, Heisenberg
exchange, and Zeeman interaction [13–17]. The free energy of a two-dimensional
chiral magnet is given by
F [n̂] =
∫
dr
J
2
(∇n̂)2 +Dn̂ · (∇× n̂)−B · n̂, (1.10)
where J is the Heisenberg exchange energy, D is the strength of the DM interaction
and B is an external magnetic field. Without the magnetic field, the ground state
of this system with D > 0 is a spiral state with period ∼ D/J and right-handed
chirality [16–18]. The sign of D also determines the chirality of the skyrmion.
Here, we briefly show how to construct a vortex or skyrmion texture with winding
number NS = 1 from the free energy in Eq. (1.10).
We assume a rotationally symmetric solution and use following ansatz for the
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magnetization n̂(r),
Θ(r) = Θ(ρ) ; Φ(r) = ϕ+ π/2,
where the factor of π/2 determines the chirality of the in-plane magnetization.
Under this ansatz, the free energy is
F [Θ] = 2π
(
J
2
)∫
dρρ
[(
∂Θ
∂ρ
)2
+
sin2 Θ
ρ2
+ 2d
∂Θ
∂ρ
+ 2d
sin Θ cos Θ
ρ
− 2b2 cos Θ
]
,
(1.11)
where d = D/J and b =
√
B/J . The Euler-Lagrange equation for Θ(ρ) is
∂2Θ
∂ρ2
+
1
ρ
∂Θ
∂ρ
− 2 sin Θ cos Θ
ρ2
+
2d sin2 Θ
ρ
− b2 sin Θ = 0, (1.12)
with boundary connditions Θ(0) = π and Θ(ρ → ∞) = 0, so the spin is pointed
along −ẑ at the skyrmion core and +ẑ outside the skyrmion. The skyrmion
radius ρS is defined where out-of-plane magnetization vanishes, Θ(ρS) = π/2. The
asymptotic behavior of Θ(ρ) is [16]
Θ(ρ) ∝

π − ρ ρ→ 0
e−bρ ρ→∞
(1.13)
In general Eq. (1.12) must be solved numerically for different material param-
eters to determine the size and stability of skyrmions, which can occur alone or
in triangular lattices [16, 19]. The skyrmion crystal was first discovered in MnSi
in a narrow window at finite temperatures [13]. However, once on a thin film, the
skyrmion phase can be greatly extended even down to zero temperature, as long
as the external magnetic field is properly tuned [14]. Although it has been demon-
strated that metallic skyrmions can be driven by the spin transfer torque (STT)
from an electric current [20, 21], recent appearance of the insulating helimagnet
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material Cu2OSeO3 raises a more challenging question of how to manipulate in-
sulating skyrmions [22–25]. It is important not only from a fundamental point of
view, but also for applications in spintronics and memory devices (see Ref. [26] for
a recent review).
1.2.2 Vortices in XY-Magnets
The XY model in 2D describes magnetic moments n̂(r) = (cos Θ(r), sin Θ(r))
with fixed magnitude and arbitrary angle in the x-y plane. This is exactly the
model considered in detail in Section 1.1.2. In this section we briefly discuss
how the vortices affect spin correlations. Low energy modes are described by the
dimensionless continuum model
SXY =
ρS
2T
∫
dr(∇Θ(r))2 (1.14)
with temperature T spin-wave stiffness ρS. The Mermin-Wagner theorem forbids
long-range ordering in 2D at all nonzero temperatures, so this system never ex-
hibits true long-range order [27, 28]. However, the action in Eq. (1.14) does admit
vortex solutions, which lead to quasi-long range order at low temperatures and
unusual behavior in the spin-spin correlation function. The spin-spin correlation
function is
〈nα(r1)nβ(r2)〉 =
1
2
( r
2a
)−η
e−r/ξ+(T )δαβ ; r = |r1 − r2| , (1.15)
where where a is a cutoff for the magnet of the order of the vortex core size,
which is approximately the lattice constant of the magnet. The critical exponent
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η(T ) = T/2πρs takes values from η(0) = 0 to ηBKT(TBKT) = 1/4. The calcula-
tion of the classical correlation function for T < TBKT is shown in Appendix B.
The behavior of correlation functions at different temperatures is related to the
behavior of vortices in the material. Eq. (1.15) decays algebraically at low tem-
peratures ∝ r−η where vortex-antivortex pairs are tightly bound. Above the tran-
sition temperature, vortex pairs unbind, and spin correlations decay exponentially
∝ exp(−r/ξ+) for T > TBKT. Near the transition temperature TBKT the correla-
tion length ξ+(T ) is given by
ξ+(T ) ≈ a exp
(
3TBKT
2
√
T − TBKT
)
. (1.16)
ξ+(T ) is finite only above the BKT transition and diverges exponentially as T →
T+BKT [29–31]. The transition between these two regimes, referred to as the BKT
transition, is driven by the unbinding of magnetic vortex-antivortex pairs and
occurs at TBKT = πρS/2. The full nature of the vortex-unbinding transition is
revealed through RG analysis, however a simple energetic analysis provides some
intuition for why it occurs, which we summarize below [30].
The vortices are non-local field configurations with winding number n such
that the field configuration obeys
∮
∇Θ·dl = 2πn on a contour enclosing the defect.
This implies that ∇Θ = n/r(êz × êr). Referring to the action in Eq. (1.14), the
energy required to create a vortex is
Ev =
πρSn
2
T
ln
(
L
a
)
+ Ecore, (1.17)
where L is the size of the system. The contribution from the vortex core Ecore
is a constant which is unimportant in the thermodynamic limit as system size L
increases. Therefore, there is an energy cost associated with creating a vortex.
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However, entropy also increases with vortex creation as
Sv = 2 ln
(
L
a
)
(1.18)
resulting from the number of vortex configurations possible for an area of size L2.
The free energy F̃ = F/T = Ev − Sv for n = 1 is then
F̃ =
(πρS
T
− 2
)
ln
(
L
a
)
. (1.19)
Clearly, as temperature increases the proliferation of vortices becomes energetically
favorable due to the increase in entropy associated with them, and the critical tem-
perature is TBKT = πρs/2. The total vorticity of a neutral sample is zero, and the
conclusion is that vortices are bound in vortex-antivortex pairs below TBKT and
become unbound across the transition [30]. The XY -model can occur in magnetic
thin films with strong in-plane anisotropy, and has been realized in several com-
pounds including K2CuF4, Rb2CrCl4, BaNi2(VO4)2 and (CH3NH3)2CuCl4 [32–38].
Additionally, quasi-2D BECs are described by the same physics and the BKT tran-
sition has also been observed in trapped atomic gases [39].
1.2.3 3D Topological Insulators
Topological insulators (TIs) are a class of matter with nontrivial topology charac-
terized by properties of the bulk material. The bulk of a topological insulator has
an insulating bandgap, as for typical (trivial) insulators. However, the topology of
the bulk material is not equivalent a trivial insulator because they belong to dif-
ferent homotopy classes. As with topological defects, TIs are classified according
to a topological invariant. Instead of mapping from real space to order parameter
space as discussed in the preceding sections, the theory of topological insulators
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is defined by mappings from the Brillouin zone (BZ) to the space of Bloch Hamil-
tonians, k→ H(k).
A material with nontrivial bulk topological invariant has a bandstructure that
cannot be continuously deformed to the vacuum without closing the energy gap.
Because of this, when topological insulators are in contact with a trivial insulator
the topological index across the interface changes discontinuously, leading to a
closed gap with conducting states at the interface. These surface states are in-
credibly robust to perturbations, provided that the symmetry properties of the
original model remain intact. The key property of topological materials is that the
topological index cannot be changed without closing the bandgap. This is referred
to as the bulk-edge correspondence because the properties of the bulk material
dictate what happens at the edge.
The first topological insulator is widely recognized sa the 2D electron gas in
the quantum hall regime, which has been studied since the 1980s. The quantum
hall effect (QHE) breaks time-reversal symmetry (T ) due to the strong magnetic
field needed to produce Landau levels. Newly discovered topologial insulators that
do not break T were predicted in 2007 in both two and three dimensions and were
experimentally observed shortly thereafter [4, 40]. The classification and discovery
of topological materials is an ongoing area of research; at this time 3D topological
insulators of the type considered here are theoretically well understood. In this
Section we briefly review the classification of 3D T -invariant TIs and discuss the
low energy effective model of the 2D surface states. In Chapter 2 and Chapter 3
we discuss device applications of these materials by exploiting new physics at the
interface between 3D TIs and magnetic materials.
In T -invariant 3D TIs there are special points in the BZ where momentum
is invariant under time reversal, referred to as time-reveral invariant momentum
(TRIM). At these k points the bands are guaranteed to be doubly degenerate
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because because k = −k so H(−k) = T H(k)T −1 = H(k) where T is the antiu-
nitary time-reversal operator with T 2 = −1. Pairs of bands are not guaranteed
to be degenerate anywhere in the Brillouin zone except at the TRIM. 3D TIs are
defined by four Z2 topological invariants (ν0; ν1, ν2, ν3) which are related to the
time-reversal polarization of the Hamiltonian at the TRIM [41–43]. The Z2 topo-
logical invariants classify how bands are paired as you traverse from one TRIM
to another in the BZ. We focus on the “strong” topological insulator which has
ν0 = 1, meaning that time-reversal polarization switches sign at an odd number
of TRIM.
The actual mechanism that causes nontrivial topology in these materials is
band inversion. That is, energy bands of opposite parity are inverted from the
bare atomic energy levels due to crystal field splitting and spin-orbit coupling
(SOC) in the material. This inversion can occur at different k points in the BZ.
In the topological phase, bands are paired differently as you traverse the BZ, so
you cannot find a path at any energy from one k point to another that does not
intersect at least one band - this is the surface state. Strong SOC in the bulk is the
primary source of band inversion for the first proposed TIs, so the first material
candidates for 3D TIs were naturally those with high intrinsic SOC.
In general the Z2 invariants are difficult to compute for a given system be-
cause you have to know the parity of each Bloch wavefunction at every TRIM to
determine if band inversion occurs. There are some materials including Bi2Se3,
Bi2Te3, and Sb2Te3 where the band inversion occurs only at the Γ point, leading
to a single surface state with a linear Dirac dispersion [40, 44, 45]. For these
materials a simple effective surface theory can be derived, which we sketch below
following Refs. [40, 44, 45]. Other materials, notably of the type BixSb1−x, have
been proposed as TIs but cannot be described by this simple surface theory [40].
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Surface Hamiltonian for 3D TIs
The low-energy effective theory for materials like Bi2Se3 with band inversion at
the Γ point was developed based on first-principles calculations in [44, 45]. The
Hamiltonian obeys time-reversal T , inversion I, and C3 rotation symmetry about
the z axis, following the material crystal structure. Up to quadratic order in k,
the minimal four-band model for the 3D TI bulk is [45]
H(k) = ε0(k)I4×4 +

M(k) A1kz 0 A2k−
A1kz −M(k) A2k− 0
0 A2k+ M(k) −A1kz
A2k+ 0 −A1kz −M(k)

, (1.20)
where k± = kx ± iky, ε0(k) = C + D1k2z + D2k2⊥, M(k) = M − B1k2z − B2k2⊥,
k2⊥ = k
2
x + k
2
y and I4×4 is the 4× 4 unit matrix. The constants A1,2, B1,2, C, D1,2
and M are fitting parameters that depend on the material and in particular the
strength of spin-orbit coupling. The second matrix in Eq. (1.20) is similar to the
Dirac equation, where the momentum-dependent function M(k) is analogous to
the Dirac mass. The basis for Eq. (1.20) is {|p1+z , ↑〉, |p2−z , ↑〉, |p1+z , ↓〉, |p2−z , ↓〉〉,
where p1, p2 denote hybridized p-orbital states of Bi-Se near the Fermi level with
polarization ± and spin ↑ (↓).
For A1,2  B1,2, D1,2, Hamiltonian (1.20) is approximately diagonal with
doubly-degenerate energy levels
E+(k) = C +M + (D1 −B1)k2z + (D2 −B2)k2⊥ (1.21)
E−(k) = C −M + (D1 +B1)k2z + (D2 +B2)k2⊥. (1.22)
Chapter 1 21
In the “inverted” (topological) regime M/B1,2 > 0, we can see that E
+ > E− near
k = 0, and E− > E+ at larger values of k, indicating that the ordering of energy
levels changes across the BZ.
Now, we derive the surface Hamiltonian following the procedure in Ref. [46] for
the 2D quantum spin hall case. We considerH(k) on the half-plane z > 0, and split
the Hamiltonian into parts dependent on kz and k⊥, H(k) = H0(kz) +H1(kx, ky)
where
H0(kz) = (C +D1k2z) +

M −B1k2z A1kz 0 0
A1kz −(M −B1k2z) 0 0
0 0 M −B1k2z −A1kz
0 0 −A1kz −(M −B1k2z)

(1.23)
H1(kx, ky) = D2k2⊥I4×4 +

−B2k2⊥ 0 0 A2k−
0 B2k
2
⊥ A2k− 0
0 A2k+ −B2k2⊥ 0
A2k+ 0 0 B1k
2
⊥

(1.24)
At kx, ky = 0, H1 = 0 and we can solve for the eigenstates Ψ(z) of H0(kz) with the
open boundary condition Ψ(z = 0) = 0. Since translation symmetry is broken, kz
is no longer a good quantum number so kz → −i∂z. H0(kz) is block diagonal, so
there will be two spinor eigenstates Ψ↑(↓) which are time-reversed pairs. Ψ↑(z) =
(ψ(z), 0, 0)T with two component spinor ψ(z) = (ψ1, ψ2)
T . The problem reduces
to solving the eigenvalue equation
(C −D1∂2z )I2×2 +
M +B1∂2z −iA1∂z
−iA1∂z −M −B1∂2z

ψ(z) = Eψ(z). (1.25)
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The first term in Eq. (1.25) does not affect the topological properties because it
is the same for both E± and does not contribute to band inversion. For clarity,
we ignore this term to show how the localized surface states are constructed. The
second term in Eq. (1.25) is particle-hole symmetric, guaranteed to have a solution
with eigenvalue E = 0. These zero-energy surface states should be exponentially
localized along the surface perpendicular to z. We posit that ψ = eλz(ψ1, ψ2)
T ,
giving the eigenvalue equation
(M +B1λ
2)σyψ = −A1λψ, (1.26)
where σy is the usual y Pauli matrix. The most general solution obeying the
boundary condition ψ(0) = 0 is then [45]
ψ0(z) = a(e
λ1z − eλ2z)ψ− + b(e−λ1z − e−λ2z)ψ+ ; λ1,2 =
A1 ±
√
A2 − 4MB1
2B1
,
(1.27)
where a, b are normalization coefficients and ψ± are the typical eigenstates of σ
y
ψ± = (ψ1± iψ2)/
√
2 with σyψ± = ±ψ±. With this form of ψ, Re [λ1,2] must be the
same sign to have a normalizable solution. For A1/B1 > 0 we have Re [λ1,2] > 0 so
a = 0 and b = 1. Finally, we project the full Hamiltonian onto these eigenstates
for find the surface model Hsurf(k⊥), where Hανsurf(k⊥) = 〈Ψα|H0 +H1|Ψν〉. This
gives
Hsurf(kx, ky) = A1(kxσy − kyσx) +O(k2) (1.28)
where σx,y corresponds to the real spin of the surface states [45]. Usually it is
written Hsurf(kx, ky) = vF(k× σ) where vF ≈ A1/h is the Fermi velocity.
Hamiltonian (1.28) is the celebrated single Dirac cone, which occurs on the
surface of Bi2Se3 and some other topological materials. The surface states have a
linear dispersion ε(k) = ±vFk and a helical spin texture as shown in Figure 1.6.
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Figure 1.6: Dispersion relation ε(k) of 3D TI surface states in the (kx, ky)
plane. (Left) T is preserved. The dispersion is linear and gapless with a helical
spin texture. (Right) T is broken. The dispersion is gapped and quadratic, but
retains the helical spin texture. The spin textures have opposite helicity on the
upper and lower bands.
The surface states exhibit spin-momentum locking, therefore perturbations cou-
pling to spin can affect the electronic structure and properties of the material. As
long as T is preserved, the surface states remain gapless. However, if T is broken a
gap opens in the system. We can see this by the addition of a magnetic field, which
adds a Zeeman term HB ∝ ∆σz where ∆ = gµbB to Hamiltonian (1.28), giving
energy levels ε(k) = ±
√
v2Fk
2 + ∆2. The same effect is produced by proximity
coupling to a ferromagnetic layer [47]. Due to the spin-momentum locking, novel
magneto-optical effects appear when T is broken, such as the universal Faraday
effect and resonant Kerr effects [48–50].
1.3 Physical Systems: Bose-Einstein Condensates
For a Bose gas at sufficiently low temperatures, nearly all particles occupy a sin-
gle eigenstate, leading to a macroscopically occupied quantum-coherent “matter
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wave”. BECs were first observed in trapped atoms in 1995 [51]; they exhibit nu-
merous interesting features including superfluidity and interference effects, even in
the presence of interactions [52]. Topological defects such as vortices and solitons
also occur in BECs depending on the dimensionality of the atom cloud. Ad-
ditionally, spinor BECs have an internal degree of freedom and provide an ideal
experimental test-bed for studying quantum magnetism and other condensed mat-
ter phenomena. In this Section we review dark solitons and spinor BECs, which
are essential to results presented in Chapter 4 and Chapter 5. First, we briefly
discuss the mean-field theory of BECs.
The real-space Hamiltonian of a single-component interacting Bose gas is
Ĥ =
∫
drdr′
[
Ψ̂†(r)
(
− ~
2
2m
∇2 + Vext(r)
)
Ψ̂(r) + Ψ̂†(r′)Ψ̂†(r)Vint(r− r′)Ψ̂(r)Ψ̂(r′)
]
.
(1.29)
Where Ψ̂(†) are bosonic field operators which obey the typical commutation rela-
tions [
Ψ̂(r), Ψ̂†(r′)
]
= δ(r− r′). (1.30)
Vext(r) is an external potential, and m is the mass of individual atoms. We only
take s-wave collisions into account and assume a local pairwise interaction poten-
tial
Vint(r− r′) =
g
2
∑
i 6=j
δ(ri − r′j), (1.31)
with effective interaction parameter g = 4π~2as/m where as is the s-wave scatter-
ing length. In general as can be repulsive (as > 0) or attractive (as < 0), unless
otherwise noted we consider the repulsive case in this thesis. Under the mean-field
approximation, we take 〈Ψ̂〉 → ψ where the order parameter ψ(r, t) is a U(1) field,
ψ(r, t) =
√
n(r, t)eiθ(r,t) where n(r, t) is the condensate density and θ(r, t) is the
phase. The order parameter, also referred to as the “macroscopic wavefunction”
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of the BEC, is normalized to the number of particles
N =
∫
dr |ψ|2. (1.32)
Mean-field theory assumes that the lowest energy state is macroscopically occupied
and that other, higher energy states are unimportant. The gas parameter na3 is
figure of merit here, mean-field theory is only applicable for na3  1. From
Hamiltonian (1.29) the condensate order parameter obeys the equation of motion
i~
∂ψ(r, t)
∂t
=
(
− ~
2
2m
∇2 + Vext(r) + g|ψ(r, t)|2
)
ψ(r, t). (1.33)
Eq. (1.33) is known as the Gross-Pitaevskii equation (GPE) and has a non-linear
part resulting from the interaction term. In the following we consider a harmonic
external trapping potential with different trapping frequencies along each axis,
Vext(r) = m/2(ω
2
xx
2 + ω2yy
2 + ω2zz
2).
1.3.1 Dark Solitons
In confined geometries Eq. (1.33) admits spatially nonuniform vortex and soliton
solutions. From the 3D GPE in Eq. (1.33) there are several competing length
scales: s-wave scattering length as, condensate healing length ξ = ~/
√
2mc where
c is the condensate speed of sound, and the effective harmonic oscillator length
scales ax,y,z =
√
~/mωx,y,z. We consider a strongly anisotropic “cigar” trap such
that ωz  ω⊥ where ω⊥ = ωx,y.
In the quasi-1D case for a weakly interacting gas we assume that as, a⊥ <
ξ  az where a⊥ =
√
a2x + a
2
y such that the order parameter can be separated
into components according to cylindrical variables, ψ(r, t) = ψ̃(z)F (r, θ). We
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assume that F (r, θ) ∼ 1/a⊥e−r
2/2a2⊥ is the ground state harmonic-oscillator wave-
function and that no higher transverse modes are occupied. Then, we can integrate
Eq. (1.33) over the transverse direction giving the effective 1D interaction strength
g̃ ≈ g/2πa2⊥. A similar procedure can be employed for the quasi-2D case.
Upon dimensional reduction, the condensate order parameter obeys the 1D
GPE,
i~
∂ψ(x, t)
∂t
=
(
− ~
2
2m
∂2
∂x2
+ g|ψ(x, t)|2
)
ψ(x, t). (1.34)
To construct the soliton solution we seek a time-dependent spatially localized order
parameter of the form ψ(x, t) =
√
ncϕ̃(x − vt)e−iµt/~, where ϕ̃ only depends on
time through the coordinate x − vt and nc uniform density of the condensate as
x → ∞. Then we can make a Galilean transformation x̃ = (x − vt)/ξ on the
original equation to find a time-independent equation
2imξ
~
∂ϕ̃
∂x̃
=
∂2ϕ̃
∂x̃2
+ ϕ̃(1− |ϕ̃|2). (1.35)
The boundary conditions on ϕ̃ are |ϕ̃| → 1, ∂ϕ̃/∂x̃ → 0 as x̃ → ±∞. This
equation can be solved by writing ϕ̃ = ϕ̃1 + iϕ̃2 and solving for ϕ̃1 with constant
ϕ̃2 [53]. The final solution is
ψ(x, t) =
√
nc
[
i
v
c
+ γs tanh
(
γs
x− vt√
2ξ
)]
e−i
µt
~ (1.36)
where γ2s = 1− v2/c2. The density is
n(x− vt) = ncv
2
c2
+ ncγ
2
s tanh
2
[
x− vt√
2ξ
γs
]
(1.37)
Eqs. (1.36) and (1.37) are exact solutions which describe a dark soliton in a 1D
condensate. The soliton depth at the lowest point is n(0) = ncv
2/c2. It is a
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Figure 1.7: Density profile of a dark soliton in a uniform condensate. The
soliton is a density depletion where the minimum depth is related to the soliton
velocity relative to the speed of sound in the condensate.
density depletion in the condensate, for this reason it is called a dark soliton. For
a stationary soliton (v = 0) the density goes to zero, this is referred to as a black
soliton. The soliton with is given by w ≈ ξ/γs, which is set by the healing length
but also depends on velocity. The faster the soliton goes the more shallow it is,
as shown in Figure 1.7 for the density profile of the dark soliton at two different
speeds. The change in condensate phase from one side of the soliton to the other
is
∆S±∞ = 2 arccos
(v
c
)
. (1.38)
Black solitons have the largest phase jump with ∆S = π. The energy of the soliton
on top of the uniform condensate is found by subtracting the uniform background,
Es =
∫
dx̃
~2
2m
∣∣∣∣∂ψ∂x̃
∣∣∣∣2 + g2 (|ψ|2 − n)2 = 43~cn
(
1− v
2
c2
)3/2
. (1.39)
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The energy of this configuration has the peculiar property that the soliton can
lower its energy by increasing its speed. This makes it thermodynamically unsta-
ble and also leads to unconventional behavior in the presence of friction, which we
explore in detail in Chapter 4.
The one-dimensional dark soliton is sometimes referred to as a “kink” state
and is a global excitation of the system on top of the uniform ground state. It
is not a topological defect in the same sense as skyrmions and vortices because
there is no homotopy classification for a single spatial dimension without a well-
defined contour in order parameter space. However, the dark soliton is a remnant
of quantized vortices, true topological defects that occur in quasi-2D BECs. If the
transverse confinement is not tight enough, the longitudinal and transverse modes
of the condensate order parameter can couple, leading to a “snake” instability of
the soliton [54]. As the transverse width of the condensate increases, dark solitons
decay into solitonic vortices and eventually into vortex pairs, behavior which has
been observed both numerically and in experiments [55–57]. Here we briefly in-
troduce the 2D vortex solution since it is related to soliton decay.
In the quasi-2D case the order parameter ψ(r, θ) = |ψ0(r)|einθe−iµt/~ is math-
ematically equivalent to the one considered in Section 1.2.2 for two-dimensional
magnets with an additional global phase set by the chemical potential µ. The
condensate supports quantized vortices with
∮
∇θ · dl = 2πn, (1.40)
where n is the winding number. The amplitude ψ0 of the order parameter obeys
the radial equation
− ~
2
2m
1
r
∂
∂r
(
r
∂ψ0
∂r
)
+
~2n2
2mr2
ψ0 + g̃ψ
3
0 − µψ0 = 0 (1.41)
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which possesses the asymptotic solutions ψ0 ∼ r|n| as r → 0, so the density of the
gas is zero in the center of the vortex and the phase “winds” from −π to π around
the vortex center [58].
1.3.2 Spin-1 Condensates
In atomic species with more than one relevant hyperfine level and total spin F ,
the condensate order parameter takes on an additional discrete hyperfine index
ψmF (r, t) = ψ(r, t)|mF 〉 where |mF 〉 is a spinor with 2F + 1 components. In this
case the Hamiltonian becomes a matrix
Ĥ =
∫
drdr′
[
Ψ̂†α(r)
(
− ~
2
2m
∇2δαβ + V αβext (r)
)
Ψ̂β(r)
+Ψ̂†α(r
′)Ψ̂†β(r)V
αβγν
int (r− r′)Ψ̂γ(r)Ψ̂ν(r′)
]
. (1.42)
The external potential may be spin-independent or spin-dependent. We consider
an isolated F = 1 manifold with hyperfine states mF = {−1, 0, 1}. This the-
ory describes condensates in alkali gases (i.e. 87Rb, 23Na, etc.); here we enumerate
some ground-state properties of the condensate. In Chapter 5 we consider a spin-1
condensate in an optical lattice with spin-orbit coupling as a cold atom realization
of the QHE.
For the particle interaction potential we still restrict ourselves to s-wave in-
teractions. However, the scattering length for pairwise interactions depends on
the total spin Ftot of the scattered atom pair. The local interaction potential in
Equation 1.31 is modified to
Vint(r− r′) =
1
2
∑
i 6=j
δ(ri − r′j)
∑
Ftot
gFPF , (1.43)
Chapter 1 30
where PF is a projection operator onto states with total spin F and gF = 4π~2aF/m
is the interaction strength in the spin-F channel with s-wave scattering length
aF [59]. For s-wave interactions the wavefunction must be symmetric under par-
ticle exchange so states with odd total spin are not allowed, restricting us to
Ftot = 0, 2. Using the properties of projection operators and addition of angular
momentum, we have the following relations [60]
Vint ∝ g0P0 + g2P2 (1.44)
I =
∑
Ftot
PF = P0 + P2 (1.45)
F̂1 · F̂2 =
∑
Ftot
[
1
2
Ftot(Ftot + 1)− F (F + 1)
]
PFtot = P0 − 2P2. (1.46)
From this, the spin-dependent interaction between two atoms can be re-written
with spin-independent and spin-dependent terms separated as
Vint(r− r′) =
1
2
∑
i 6=j
δ(ri − r′j)
[
c0I1 ⊗ I2 + c2F̂1 ⊗ F̂2
]
, (1.47)
where F̂ denotes a vector of spin-1 matrices, c0 = (g0+2g2)/3, and c2 = (g2−g0)/3.
In particular, c2 can be positive or negative depending on the relative values of g2
and g0. Atoms with g2 > g0, like
23Na, have repulsive spin-dependent interactions
are are referred to as polar or antiferromagnetic condensates, while atoms with
g2 < g0, like
87Rb, have attractive spin-dependent interactions and are referred
to as ferromagnetic condensates. The interaction term preserves SU(2) rotational
symmetry.
The mean-field ground state is very different depending on the sign of c2 (we
assume c0 is always positive) [59]. For ferromagnetic condensates, |mF 〉 ∝ (1, 0, 0)T
up to an overall phase; ferromagnetic ground states maximize 〈F̂〉 such that
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|〈F̂〉|/N = 1. For antiferromagnetic condensates, the ground state is longitudi-
nal |mF 〉 ∝ (0, 1, 0)T or transverse |mF 〉 ∝ (1/
√
2, 0, eiϕ/
√
2)T polar with 〈F̂〉 = 0.
In the absence symmetry-breaking perturbations, these ground states are indepen-
dent of interaction strength and only depend on the sign of c2 [60].
In an ideal uniform system the spin-1 Hamiltonian can be solved exactly [61,
62]. Unlike the mean-field solution, the exact ground state exhibits fragmentation,
where multiple eigenstates of Ĥ have macroscopic occupation. Fragmentation is
analogous to a superposition of mean-field condensates. The ferromagnetic and
polar phases still maximize or minimize 〈F̂〉, respectively, but they also exhibit
large fluctuations. However, these fragmented states are very sensitive to symme-
try breaking perturbations such as a magnetic field gradient or quadratic Zeeman
effects and rapidly approach the mean-field solution in experimentally relevant
set-ups [60, 62].
1.4 Overview of the Thesis
In Chapter 2 we consider a ferromagnet with a single magnetic skyrmion proxim-
ity coupled to the surface of a 3D TI. We analytically solve the Dirac equation
in the presence of the skyrmion to find the exact eigenstates and energy spec-
trum of the Dirac surface states. Away the from the skyrmion radius the energy
spectrum is gapped due to out-of-plane magnetic moments, but there exist bound
states localized at the skyrmion radius where out-of-plane magnetization is zero.
Magnetic confinement of the Dirac electrons results in a charged skyrmion, which
can be manipulated with an external electric field. We model the skyrmion dy-
namics using a classical equation of motion and propose the first mechanism of
all-electric skyrmion driving. Chapter 2 was previously published in Physical Re-
view B, c© American Physical Society, 2015.
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Chapter 3 considers coupling a TI to an XY -magnet where all magnetic mo-
ments are in-plane, so the linear Dirac spectrum is preserved. We show that the
magnetic vortices act like a random magnetic field (RMF) on the Dirac surface
states. Our proposed TI-XY magnet heterostructure is the first controllable solid-
state realization of a Dirac Hamiltonian with RMF disorder. Dirac fermions in
a RMF have been a subject of theoretical study for decades; their localization
properties for long-range correlated disorder are unknown. We show that a TI-XY
magnet heterostructure would be an ideal way to test the properties of this model
in a controlled setting. We predict transport signatures of the magnetic transi-
tion using diagrammatic perturbation theory to derive the effective action of the
Dirac fermions. We find that the TI resistivity increases strongly near the BKT
transition temperature due to unscreened magnetic fluctuations. Furthermore,
perturbation theory breaks down for the purely linear Dirac energy spectrum. We
show how to properly regularize the theory by taking into account naturally oc-
curring band curvature in the TI. Thus, we clarify the limits on analogies between
TI surface states and Dirac fermions in free space, where for the latter the theory
is regularized differently. Chapter 3 was previously published in Physical Review
B, c© American Physical Society, 2016.
In Chapter 4 we transition to studying topological defects in cold atom sys-
tems. We propose a way to introduce and control friction in a system with a dark
soliton. Thermal impurities are introduced into the system, and they scatter off
of the soliton, inducing friction. Dark solitons behave like heavy classical particles
but with an important caveat: they have a negative effective mass. Using scat-
tering theory, we calculate the exact friction coefficient from a microscopic model
of quantum impurity scattering. We develop a theory of soliton dynamics and
find the exact time-dependent probability distribution function (PDF) for dark
solitons by solving a Fokker-Planck equation, including friction and a harmonic
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trap. We show that the soliton undergoes “emergent” Brownian motion only if
contained in a harmonic trap. Soliton trajectories spread linearly in time with a
diffusion coefficient proportional to the friction coefficient, unlike the typical case
where diffusion is inversely proportional to friction. We also propose a way to
tune friction in this system using accessible experimental probes. With the ex-
ception of Section 4.7, Chapter 4 was previously published in Physical Review A,
c© American Physical Society, 2017. Section 4.7 is based off of Ref. [63] published
in Proceedings of the National Academies of Sciences (PNAS), c© PNAS, 2017.
Chapter 5 is devoted to an ultracold atom realization of the QHE using a
1D spin-1 condensate in an optical lattice with spin-orbit coupling. This type of
set-up can be mapped to a 2D square lattice with uniform magnetic flux through
each plaquette, where the second “synthetic” dimension is made up of the discrete
internal spin states of the BEC [64]. Following experimental realization of this sys-
tem in Ref. [65], we study how interactions affect the ground state phases of this
system and in particular we show how interactions affect transport signatures of
the QHE. We numerically solve the Gross-Pitaevskii equation (GPE) for different
types of interactions, finding new interaction driven density-wave and spin-density-
wave phases with clear experimental signatures. Our work shows how interactions
affect the ground state phases in the synthetic dimensions picture. Chapter 5 was
previously published in Physical Review A, c© American Physical Society, 2016.
We conclude the dissertation in Chapter 6.
Chapter 2: Charged Skyrmions on the Surface of a Topo-
logical Insulator
2.1 Overview
In this Chapter we show that a skyrmion texture in an insulating helimagnet,
proximity coupled to TI surface, can become charged due to Dirac surface states
localized at the skyrmion radius. In Section 2.2 we examine the electronic spectrum
of TI surface states in contact with a skyrmion magnetic texture, both with and
without an external magnetic field. We show that the number of localized states
can be controlled by an external magnetic field, which is needed for skyrmion
phase stabilization, and in realistic conditions there are a few localized states.
In Section 2.3 we investigate the classical equation of motion of a single charged
skyrmion. Experimentally accessible electric fields can drive individual charged
skyrmions in insulating materials at speeds comparable to those seen in metallic
systems. We show the first mechanism of manipulating skyrmions in thin films
directly via electric field, which opens the door to further investigation of skyrmion
manipulation without relying on the spin transfer torque (STT) mechanism. This
chapter was previously published in Physical Review B, c© American Physical
Society, 2015.
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2.2 Electronic Spectrum of TI Surface States
2.2.1 Model
In the presence of the skyrmion texture n(r) and external perpendicular magnetic
field Bêz, corresponding to the vector potential A = B(xêy − yêx)/2, the surface
states of a TI can be described by the Hamiltonian
H = vF
[(
p− e
c
A
)
× σ
]
z
−∆Sn(r) · σ −∆Zσz. (2.1)
Here vF is the Fermi velocity, σ is the vector of Pauli matrices, corresponding to
electron’s spin, ∆Z = gTIµbB is the Zeeman shift due to the external field, and
∆S > 0 parametrizes ferromagnetic exchange coupling between the thin film and
TI surface [47]. The out-of plane component of the magnetic texture nz(r) plays
the role of position dependent Dirac mass, while the in-plane component n|| can
lead to an emergent magnetic field BS(r) = c∆Sdivn||(r)/e~vF. A skyrmion sta-
bilized by Dzyaloshinskii-Moriya (DM) interaction, as it is for insulating helical
magnets, has a solinoidal in-plane magnetization, shown in Figure 2.1-a. There-
fore, its magnetic texture can be parametrized by
n(r) = (− sinϕ
√
1− n2z(r), cosϕ
√
1− n2z(r), nz(r)).
In this case the emergent magnetic field BS is zero and the in-plane component of
magnetic texture only shifts the location of the Dirac point in momentum space.
For our purposes, we can remove the in-plane magnetization using a gauge trans-
formation. Details of the gauge transformation are given in Appendix A.
For the out-of-plane component we will use the hard-wall approximation
nz(r) = 2Θ(r − RS) − 1, where RS is the skyrmion radius. The applicability
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of this approximation is justified below. In materials where skyrmions are sta-
bilized via DM interaction the radius of the skyrmion is not dependent on the
external magnetic field. Rather, skyrmion radius depends on the relative strength
of the Heisenberg and DM exchange interactions which in turn depends on the
material parameters [26]. In the following we therefore regard the skyrmion radius
as an independent parameter.
The Hamiltonian conserves total momentum, and the wave function spinor
can be presented as
Ψ(r, ϕ) =
1√
2π
 Fm(r)eimϕ
Gm(r)e
i(m+1)ϕ
 , (2.2)
where m is the orbital momentum quantum number connected with the total
momentum of Dirac particles as j = m+ 1
2
. The radial wave functions Fm(r) and
Gm(r) with energy E satisfy the Schrödinger equation
−∆Snνz −∆Z − E vFeB2c r − ~vF ∂∂r
vFeB
2c
r + ~vF ∂∂r ∆Sn
ν
z + ∆Z − E

F νm
Gνm
−
 0 ~vFm+1r
~vFmr 0

F νm
Gνm
 = 0.
(2.3)
Here ν = ± for wave function of electrons outside and inside the skyrmion, where
n±z = ±1. The matrix equation (2.3) can be rewritten in as the following system
of equations,
ρ2
∂2F νm
∂ρ2
+ ρ
∂F νm
∂ρ
−
[
b2ρ4 + ρ2((nνz + δ)
2 − ε2 − 2b(m+ 1)) +m2
]
F νm = 0 (2.4)
Gνm =
1
ε− (nνz + δ)
[
∂F νm
∂ρ
− m
ρ
F νm + bρF
ν
m
]
, (2.5)
with dimensionless quantities ρ = ∆Sr/~vF, ε = E/∆S, δ = ∆Z/∆S, and b = B/B0
where B0 = 2∆
2
Sc/~v2Fe. We seek bound state solutions of these equations using the
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Figure 2.1: (a) Sketch of the wave function |Ψ(r, ϕ)|2 (gray) of a TI surface
state localized at the skyrmion radius. For clarity we plot |Ψ|2 for 0 < ϕ < π
only. The vector field represents the direction of local magnetization n̂(r) of
the skyrmion. (b) Electronic spectrum of TI surface proximity coupled to the
skyrmion texture as a function of skyrmion radius and magnetic field. Without
magnetic field states with orbital quantum number |m| ≤ 4 are presented. With
magnetic field B = 0.2 T states with |m| ≤ 10 are presented, and with magnetic
field B = 0.8 T states with |m| ≤ 25 are presented. Without magnetic field
localized states split from continuous bands |E| ≥ ∆S in pairs. In the presence
of an external magnetic field localized states split from the zeroth Landau level,
which has the energy E0m = −∆S−∆Z and is highly degenerate. Higher energy
LLs are also shown. (c) The energy of bound states as a function of m at large
skyrmion radius RS without magnetic field. Numerical solution (blue circles)
from Equation (2.3) matches almost exactly with the semiclassical quantization
(red squares) as in Equation (2.7).
following boundary conditions: F−m(ρ), G
−
m(ρ) are regular at the origin as ρ → 0,
F+m(ρ), G
+
m(ρ)→ 0 as ρ→∞, and finally continuity of the Dirac wave function at
the skyrmion radius RS results in the boundary condition F
+
m(RS) = F
−
m(RS) and
G+m(RS) = G
−
m(RS).
The energy at the skyrmion radius for each value ofm is numerically calculated
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by solving the transcendental equation
G−m(RS)
F−m(RS)
=
G+m(RS)
F+m(RS)
,
generating the spectra shown in Figure 2.1-b. We consider the skyrmion radius
and external magnetic field to be separate controlling parameters of the surface
state energy. Although skyrmions are usually stabilized in the presence of an ex-
ternal magnetic field, it is instructive to consider at first the electronic spectrum
without it.
For the following calculations we use vF ≈ 0.5 × 106 m/s and gTI ≈ 5, cor-
responding to the TI material Bi2Se3, and exchange coupling ∆S = 10 meV.
Insulating skyrmions with radius RS ≈ 25 nm have been stabilized in Cu2OSeO3
films [22, 66–68] at low temperatures T < 40 K and for magnetic fields 0.05 T ≤
B ≤ 0.2 T.
2.2.2 Without Magnetic Field
At B = 0 the skyrmion texture does not modify the continuous gapped spectrum
|E| ≥ ∆S [69]; if the skyrmion radius exceeds the critical radius R∗S = ~vF/2∆S
it can lead to the appearance of localized states as presented in Figure 2.1-b for
B = 0 T. The localized states appear in pairs, since the Dirac Hamiltonian
possesses electron-hole symmetry {HD, K̂} = 0 with K̂ = σxC where C is complex
conjugation. The states are localized in the vicinity of the skyrmion radius RS,
as presented in Figure 2.1-a with length r = ~vF/∆S or ρ = 1. These states are
well split from the continuous bands and are bound to the skyrmion in case of its
motion. Equation (2.4) reduces to Bessel’s equation, resulting in (unnormalized)
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wavefunctions
Ψ−m ∝
(ε− n−z )Im(kρ)
Im+1(kρ)
 ; Ψ+m ∝
(ε− n+z )Km(kρ)
Km+1(kρ)
 , (2.6)
where k2 = n2z − ε2 and Im and Km are modified Bessel functions of the the first
and second kind, respectively.
The second term in Equation (2.3) originates from the angular motion and
can be neglected if RS  2mR∗S, 2(m + 1)R∗S. In that case the system of equa-
tions Equation (2.3) can be reduced to the system of supersymmetric Schrödinger
equations (SUSY) by squaring H to solve H2Ψm = E2mΨm, with the SUSY super-
potential W (x) = ∆Snz(r), as it is for a domain wall [70, 71]. The SUSY nature
of the equations guarantees the presence of a localized state for every angular mo-
mentum. Their presence is not sensitive to the shape of the skyrmionic texture
nz(R), so the physics is well captured by the hard-wall anzatz in the RS  R∗S
regime. When the the angular motion becomes important, at RS ≈ R∗S, the re-
duction to SUSY is lost and localized states are pushed to the continuum. The
energy gain due to the localization becomes smaller than additional kinetic energy
due to orbital motion.
For large skyrmions RS  R∗S, the energy of bound states can be directly
calculated from the semiclassical picture. Along the skyrmion boundary there are
chiral states inheriting the dispersion law of massless Dirac particles Eϕ = ~vFkϕ,
and the Bohr-Sommerfeld quantization of their motion is respected;
2πRSkϕ + ϕB = 2πm, (2.7)
where ϕB = −π is the Berry phase for massless Dirac particles, which appears due
to the rotation of the electron’s spin when it makes a closed loop in momentum
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space. This gives Eϕ = ~vF(m + 1/2)/RS which is in excellent agreement with
exact numerical calculation, as presented in Figure 2.1-c. It should be noted that
the semiclassical arguments are also weakly dependent on the actual shape of the
magnetic texture.
2.2.3 With Magnetic Field
Without the skyrmion texture, but in the presence of an external magnetic field,
all surface states condensed into Landau levels (LL) indexed by main and orbital
quantum numbers n and m, respectively. Landau levels have macroscopic degen-
eracy m = [0,Φ/Φ0 − 1], where Φ is the total flux through the TI surface and
Φ0 = hc/e is the flux quantum. In the radial gauge, LL are localized at a cy-
clotron radius Rm ≈ lB
√
2(m+ 1) with magnetic length lB =
√
~c/eB. Their
energy spectrum is given by
E±nm = ±vF
√
2~2
l2B
|n|+
(
∆Z
vF
)2
; n 6= 0,
E0m = −sgn(B)∆Z ; n = 0.
(2.8)
The zeroth LL is spin polarized due to the orbital effect of magnetic field and its
shift is sensitive to Zeeman coupling ∆Z, while other LLs are not sensitive to the
sign of ∆Z.
In the presence of the magnetic field and the skyrmion texture, discrete
states appear which are well split from the macroscopically degenerate n = 0
LL. For these states, the cyclotron radius Rm approximately coincides with the
skyrmion radius RS, therefore the states are localized at the skyrmion boundary
and move with the skyrmion. The zeroth LL states with Rm  RS approach
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Figure 2.2: (a) Electronic spectrum of TI surface states a function of magnetic
field B, for skyrmion radius RS = 25 nm. Landau levels with n ≤ 6 are
presented. With increasing magnetic field the number of states split from the
zeroth Landau level with the energy E0m = −∆S − ∆Z increases. The black
lines correspond to the spectrum without the texture. (b) Number of split states
bound to the skyrmion as a function of magnetic field.
E0m = −sgn(B)(∆Z + ∆S). These states are weakly affected by the skyrmion tex-
ture and are not correlated with its motion, in analogy to the delocalized states
in the absence of a magnetic field. The energy spectrum of TI surface states as
function of skyrmion radius is presented in Figure 2.1-b for magnetic field values
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B = 0.2 T and 0.8 T. States bound to the skyrmion no longer appear in pairs since
electron-hole symmetry is broken by the magnetic field. States with |E| ≥ ∆S con-
dense into LLs with n 6= 0 which are weakly affected by the skyrmion texture.
Equations (2.4) and (2.5) can be solved exactly even in the presence of the
external magnetic field. States localized at the skyrmion boundary have the wave
functions
Ψ−m ∝ ρme−
ρ2b
2
 F1(α−,m+ 1; ρ2b)
ρF1(α
− + 1,m+ 2; ρ2b)
 ; Ψ+m ∝ ρme− ρ2b2
 U(α+,m+ 1; ρ2b)
ρU(α+ + 1,m+ 1; ρ2b)
 ,
(2.9)
where F1, U are confluent hypergeometric functions of the first and second kind,
parameterized by α± = ((n±z + δ)
2 − ε2)/4b.
The dependence of the TI surface spectrum as a function of magnetic field B
for RS = 25 nm is presented in Figure 2.2-a. The presence of states bound to the
skyrmion is robust and occurs even in the presence of an external magnetic field.
Moreover, due to the interplay between the LL and skyrmion confinement the
number of bound states increases with magnetic field as presented in Figure 2.2-b.
The appearance of bound states can lead to charging of the skyrmion texture. The
electric charge is eNB, where NB is the number of additional occupied electronic
states in comparison to the TI surface without the skyrmion texture. The value
NB depends on local chemical potential and can be controlled by magnetic field.
Our mechanism of the texture charging differs from the one in Ref. [72] based
on quantized response of electronic density to the emergent magnetic field BS(r).
This type of charging also originates from a magnetic texture but is zero in our
case because BS(r) = 0.
The radius of skyrmions in Cu2OSeO3, RS = 25 nm, exceeds the critical
radius R∗S = ~vF/2∆S ≈ 16 nm and there is one bound state for magnetic field
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0.05 T ≤ B ≤ 0.2 T. The skyrmionic charge for Cu2OSeO3 specifically can be
equal to the single charge of an electron. However, our model is applicable to
other types of materials with skyrmions. The skyrmion charge becomes more
tunable by magnetic field or doping if the radius of individual skyrmions is larger,
the skyrmion phase is stabilized in a wider magnetic field interval, or for greater
values of exchange coupling ∆S. In these cases the skyrmion will host a few bound
states.
2.3 Dynamics of Charged Skyrmions
We describe skyrmions with bound surface the following Lagrangian for a massive,
charged particle with spin in an electromagnetic field
L = QS
[
Ṙ×R
]
z
+ eNB
(
ϕ(R)− Ṙ
c
A(R)
)
+
mSṘ
2
2
, (2.10)
where R(t) is the skyrmion position. Here the first term represents the Magnus
force originating from spin dynamics [73–75], and QS = 4π~ρSSNS where NS
is the skyrmion topological invariant, with ρS and S the density and amplitude
of spins in the skyrmionic magnet. The second term represents the interaction
of skyrmion with external electromagnetic field, while the last term corresponds
to the possible additional kinetic energy for a massive skyrmion with mass mS,
which could occur in a system with broken translational symmetry [76]. We find
the skyrmion equations of motion from the Euler-Lagrange equations
∂
∂t
(
∂L
∂Ṙi
)
− ∂L
∂Ri
= −γṘi. (2.11)
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Here γ is a phenomenological friction parameter. The mass term in (2.10) only
provides the initial acceleration of the skyrmion. However the skyrmion’s final
steady velocity is determined from the balance between electric field and damping,
thus it is independent of the mass mS and we set mS = 0 in the following. In the
presence of an electric field E = (Ex, 0) we find that the skyrmion acquires a
steady-state velocity
Ṙy = −
eNBc (2QSc+ eNBB)
(2QSc+ eNBB)
2 + c2γ2
Ex; (2.12)
Ṙx = −
eNBc
2γ
(2QSc+ eNBB)
2 + c2γ2
Ex. (2.13)
In the limit γ → 0, the system exhibits Hall motion where Ṙx = 0 and Ṙy =
−µSEx, defining skyrmion mobility µS = eNBc/ (2QSc+ eNBB). Taking NB = 1,
B = 0.2 T, ρS ∼ d/a3, where d ≈ 100 nm is the magnetic film thickness and
a ∼ 8.9 Å is the crystallographic lattice constant, we have µS ∼ 1× 10−6 m2/Vs.
Electric fields as low as 102 V/m can induce drift velocities vH ∼ 0.1 mm/s,
comparable to skyrmions driven by conduction electrons in metallic systems [77]
using the STT mechanism (Ref. [20, 21, 26, 78, 79] and references therein). In
the system under consideration the skyrmionic material is insulating and the the
surface spectrum of TI is gapped away from the skyrmion, which makes the STT
mechanism unimportant.
2.4 Conclusions
It has recently been proposed that insulating skyrmions can be driven by a tem-
perature gradient [24]. For electric fields E ∼ 105 V/m or greater the veloc-
ity of a skyrmion driven by electric field is higher than the expected velocity
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due to a thermal gradient (0.1 m/s in Ref. [24]) and, more importantly, an elec-
tric field is easier to manipulate than a temperature gradient. It has also been
shown that in multiferroic materials, which include Cu2OSeO3, skyrmion tex-
tures have an intrinsic dipole moment which enables them to couple to to the
gradient of electric field [23, 67, 68, 80]. Regardless of the difficulty of apply-
ing a gradient in electric field, the estimated Hall velocity vH in our approach is
two orders of magnitude greater than vH due to magnetoelectric coupling [23],
where vH ≈ (λRS/2πS~)∆E ∼ 10−3 mm/s with RS = 25 nm, dipolar coupling
λ ∼ 10−33 ≈ C ·m [66], and field strength difference ∆E ∼ 102 V/m. We there-
fore conclude that our mechanism is comparatively very effective due to the direct
coupling of skyrmions with electric field.
In an experiment one can use a TI such as Bi2Se3 as a substrate and epitaxi-
ally grow the Cu2OSeO3 thin film on top of it. An ultra-thin buffer layer inserted
between these two can help to avoid lattice mismatch while keeping the coupling
between Dirac electrons and the magnetization. Concerning the experimental dif-
ficulty in growing Cu2OSeO3 films, one can also use monolayers of ferromagnet
instead, which is generally insulating. The interfacial DM interaction can also
generate skyrmions therein [81]. The whole sample is sandwiched in a pair of
electrodes, which generates an electric field.
It should be noted that the skyrmion phase can be intrinsic to the surface
states of a 3D TI in the presence of strong Coulomb repulsion and hexagonal
warping, which takes place at high doping [82]. In that regime our mechanism is
not of importance, since the skyrmion texture changes the surface spectrum in the
vicinity of the Dirac point which is deeply buried under the Fermi level.
We have focused on the behavior of a single charged skyrmion. Skyrmions
most frequently appear in a lattice which can be pinned by disorder and the un-
derlying atomic lattice. Therefore in an experiment this effect would manifest as
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a rotation of the skyrmion lattice caused by Hall motion of individual charged
skyrmions. We predict that the angle of skyrmion lattice rotation will be propor-
tional to the electric field and the number of bound states at the skyrmion radius.
The angle of rotation should change within the skyrmion phase in response to
increased DC electric field. To rule out magnetoelectric effects, an experiment at
constant electric field but varying magnetic field could be conducted, provided that
the stabilizing magnetic field range of skyrmions is big enough to tune the number
of bound states. In this case we predict a change in rotation angle in response to
an increase in magnetic field, indicating additional bound surface states.
In conclusion, we have shown that skyrmions on a 3D TI surface can be come
charged. The charging is due to magnetic confinement of the TI surface states via
proximity coupling to a magnetic thin film. Importantly, the bound states are ro-
bust in the presence of an external magnetic field and are expected to contributed
to electric field driven skyrmion motion. Our findings point toward a new way to
manipulate skyrmions and skyrmion crystals in helical magnets.
Chapter 3: Transport of Dirac Electrons coupled to Mag-
netic Vortices
3.1 Overview
The purpose of this Chapter is to show how signatures of an effective gauge field,
created by magnetic vortices, can be observed in transport of Dirac fermions. Cou-
pling the Dirac states to a magnetic system with in-plane magnetic moments that
undergoes a phase transition, like the 2D XY model, allows for a system with tun-
able gauge disorder. In Section 3.2 we present the model and discuss the mapping
of classical magnetic fluctuations to static random magnetic field (RMF) disorder.
In Section 3.3 we discuss the range of applicability of the perturbative treatment
of the disorder by calculating the self energy of Dirac fermions and discussing the
renormalization of the single-particle energy spectrum. In Section 3.4 we calculate
the temperature behavior of resistivity in the regime where perturbation theory is
valid. Section 3.5 contains our conclusions and expanded discussion of the limits
of using Dirac materials, topological insulators in particular, to explore models of
free Dirac fermions common in high-energy physics. This chapter was previously
published in Physical Review B, c© American Physical Society, 2016.
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3.2 Model
The Dirac surface states of a 3D TI coupled to the XY -model can be described
by the following Euclidean action
S = SXY + STI + Sint, (3.1)
where
SXY =
ρs
2T
∫
dr (∇θ)2; Sint = ∆
∫ β
0
dτdr ψ†n(r) · σψ;
STI =
∫ β
0
dτdr ψ†
{
∂τ + vF [p× σ]z + αp
2 − µ
}
ψ. (3.2)
The surface states are represented by a two-component spinor ψ = (ψ↑, ψ↓)
T ,
σ = (σx, σy) is the vector of Pauli matrices representing the real electron spin, vF
is the Fermi velocity, and ∆ > 0 is the interlayer coupling between surface states
and a magnetic XY -model with magnetic moments n(r) = (cos Θ(r), sin Θ(r))
with Θ(r) describing their direction, as previously studied in Section 1.1.2 and
Section 1.2.2. The strength of quadratic band curvature, occurring in many real
topological insulators, is parameterized by α.
If quadratic band curvature caused by electron-hole asymmetry is neglected
(α = 0), the magnetization plays the role of an emergent gauge field a = ∆v−1F [n×
ẑ]. It can be split into transverse and longitudinal parts a = al+at. The transverse
part is responsible for the emergent magnetic field Bz = [∇ × at]z = ∆v−1F (∇nl)
perpendicular to the surface, and the longitudinal part can generate an emergent
electric field E = −∂tal = −∆v−1∂tnt. Here nl and nt are the corresponding
longitudinal and transverse components of spin density. Magnetic fluctuations are
assumed to be classical and therefore static in time. This leads to zero emergent
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electric field, and therefore the longitudinal gauge field can be safely gauged away
as was done for the skyrmion texture in Chapter 2.
Excitations of the magnetic XY -model are spin-waves and vortices Θ(r) =
Θsw(r) + Θv(r). Spin-waves Θsw(r) create a smooth emergent magnetic field Bz,
and vortices Θv(r) generate a nonuniform magnetic field in a very nonlocal way.
For a set of vortices situated at ri, the distribution of phase is Θv(z) =
∑
i qi arg(z−
zi) with z = x+ iy and qi = ± for vortices and antivortices. The resulting random
magnetic field (RMF) seen by the Dirac fermions is
BRMFz =
∆
vF
[
cos Θ
∂Θsw
∂y
− sin Θ∂Θsw
∂x
+
∑
i
qi cos(Θi)
|r− ri|
]
(3.3)
with Θi = Θsw(r) +
∑
j 6=i qj arg[z − zj]. It diverges in the vicinity of each vortex
core and its magnitude depends nonlocally on the position of all other vortices
and slowly decays away from the vortex cores.
The reconstruction of the local electronic structure due to the nonuniform
spin density n(r) near the vortex core can be probed by tunneling experiments,
as considered in detail in the case of magnetic impurities [83, 84]. Here, we are
interested in transport of Dirac fermions due to scattering at magnetic fluctua-
tions where the chemical potential lies far above the Dirac point. In this case,
scattering is restricted to the conduction band, and the vortex contribution to the
effective magnetic field leads to an effective RMF as the conduction electrons see
many vortices.
The interaction between Dirac fermions mediated by longitudinal spin fluc-
tuations is obtained by integrating out the spin fluctuations and expanding to
the second order in ∆/µ. The magnetic fluctuations are assumed to be static,
therefore the partition function of the entire system is separable into the partition
function for Dirac fermions (including the interaction), and the classical action for
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the XY -magnet
Z =
∫
Dn
∫
Dψ†Dψe−SD−SXY ≈ ZDZXY.
This gives
SD = STI+Sint =
∫ β
0
dτ
∫
dr ψ†(r, τ)
[
∂τ + vFp× σ + αp2 − µ+ n(r) · σ
]
ψ(r, τ)
(3.4)
The interaction term is not quadratic in the magnetic moments n, so we cannot
perform a Gaussian integration over the n variables to find the effective action.
Instead, we treat the interaction part of the action perturbatively. Expanding in
Sint and averaging over SXY, we have
e−Sint ≈ 1−∆
∫ β
0
dτ
∫
dr ψ†σαψ
〈
nlα(r)
〉
+
+
∆2
2
∫ β
0
dτ1dτ2
∫
dr1dr2ψ
†
1σ
αψ1
〈
nlα(r1)n
l
β(r2)
〉
ψ†2σ
βψ2
For the XY model in 2D, we know that
〈
nl(r)
〉
∼ 0, so we are left with the second
order term giving e−S̃int , corresponding to a disordered static magnetic field which
reads
S̃int = −
∆2
2
∫
dτ1dτ2dr1dr2W
α
1
〈
nlα(r1)n
l
β(r2)
〉
W β2 , (3.5)
where Wαi = ψ
†(ri, τi)σ
αψ(ri, τi), and 〈· · · 〉 denotes averaging over the free XY
action including spin waves and vortices. The longitudinal part of the spin-spin
correlation function is the only relevant one, given by
〈
nlα(r1)n
l
β(r2)
〉
=
1
2
(
|r1 − r2|
2a
)−η
exp
(
− r
ξ+
)
Λαβr1−r2 , (3.6)
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where the matrix Λαβq=qαqβ/q2 ensures that only longitudinal spin fluctuations are
taken into account and a is the attice cutoff for the magnet. Interaction between
Dirac fermions V αβ0 (q) = −∆2〈nlα(q)nlβ(−q)〉 = V0(q)Λαβ is connected with the
gauge invariant correlator of the emergent magnetic field
V0(q) = −
v2F〈Bz(−q)Bz(q)〉
q2
and is given by
V0(q) = −
πη∆2ξ2−η+ a
η
(q2ξ2+ + 1)
1−η/2 , (3.7)
found by taking the Fourier transform of Equation (3.6). For T < TBKT, ξ+ →∞
and the propagator is V0(q) ∝ 1/q2−η, which results in singular behavior as q→ 0
and strong temperature dependence through η(T ). In 2D this leads to an infrared
divergence in the self-energy which cannot be treated in a controlled manner in
the absence of screening [85]. Particularly, in the random phase approximation
(RPA) the screened interaction is given by
V −1(q) = V −10 − Πl(q). (3.8)
Here Πl(q) is the longitudinal spin-spin response function in the static limit which
is given by [85]
Πl =
q
8πvF
Re
2kF
q
√
1−
(
2kF
q
)2
+ arcsin
(
2kF
q
)
− π
2
 . (3.9)
It is zero for q ≤ 2kF, which signals the absence of screening. Physically, vanishing
Πl(0) implies the absence of uniform spin polarization in the TI in the presence of
a uniform external spin density n. Really, n can be safely gauged away through a
transformation which shifts the position of a Dirac point qD = ∆v
−1
F [n× ez], and
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therefore does not lead to any response.
Above we have neglected electron-hole asymmetry (α = 0) in the Hamiltonian,
describing electrons at the surface of the topological insulator. In Bismuth based
topological insulators it is not negligible, but usually does not change the physics
qualitatively (see [82, 86] for an exception). Here we point out that the presence
of electron-hole asymmetry or warping is crucial since it breaks the connection
to the emergent gauge field picture. As a result, the spin-spin response function
at low momenta becomes finite and allows screening. Recalling that Πl(0) is the
response to the uniform spin density, corresponding to momentum shift of Dirac
states qD = ∆v
−1
F [n × ez], the resulting average spin polarization of electrons
sD = 〈ψ†σψ〉 is given by
sD =
∑
p
[
ez ×
p− qD
2|p− qD|
]
nF(αp
2 + vF|p− qD| − µ), (3.10)
where nF(εp) is the Fermi step-like distribution at zero temperature. To linear
order in n and α we get sD = −ᾱnνF∆/2 with νF = µ/2π~2v2F the density of
states of Dirac electrons at the Fermi level and ᾱ = αµ/v2F the dimensionless
electron-hole asymmetry strength, which leads to Πl(0) = −ᾱνF∆/2. The spin
polarization vanishes in the absence of electron-hole asymmetry as expected. The
screened interaction in the presence of electron-hole asymmetry now allows us to
develop a theory of electron transport using usual perturbative techniques. the
screened propagator in RPA mediated by magnetic fluctuations at T < TBKT is
then given by
V (q) = −πη∆
2ξ2−ηα a
η
(qξα)2−η + 1
; ξα =
(
2
ᾱνF∆πηaη
) 1
2−η
. (3.11)
Chapter 3 53
The strength of electron-hole asymmetry, which regularizes our theory, can be
characterized by the dimensionless parameter ᾱ which decreases with the chemical
potential µ and vanishes in the undoped regime. As a result, by controlling the
doping level the system can be tuned from the perturbative to non-perturbative
regime. To clarify the range of applicability of the perturbative approach, we
consider the renormalization of the single-particle spectrum.
3.3 Self Energy of Dirac Electrons
In the Born approximation, the self energy of Dirac electrons is
ΣR(ω, p) =
∫
q
Qαp,p−qV αβ(q)Q
β
p−q,pG
R
0 (ω,p− q), (3.12)
where Qp,p′ = 〈p|σ|p′〉 = (− sin [(ϕp + ϕp′)/2] , cos [(ϕp + ϕp′)/2])T is the matrix
element for scattering of electrons from the conduction band and their Green’s
function is GR0 = (ω − vFp + µ + iδ)−1. Summation over α, β = x, y in Equa-
tion (3.12) gives the angle factor Q̄p,p−q = Qαp,p−qΛαβq Q
β
p−q,p as follows
Q̄p,p−q = sin2
(
2ϕq − ϕp − ϕp−q
2
)
, (3.13)
where ϕp denotes the polar vector of a fermion with momentum p. If the scattering
is elastic |p| = |p− q|, trigonometry dictates 2ϕq − ϕp − ϕp−q = π and Q̄p,p−q =
1. <Σ(0, pF) at the Fermi level leads to Fermi energy renormalization, and it
is zero for this case. Inserting the screened propagator, Equation (3.11), into
Equation (3.12) gives a single particle decay rate ~γ∗ = −=Σ̂(0, pF), where
=Σ̂ = −∆
2ηξ1−ηα a
η
2π~vF
Γ
(
3− η
2− η
)
Γ
(
η − 1
η − 2
)
. (3.14)
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The product of gamma functions is of order 1 for 0 < η < 1/4.
The single particle life time diverges in the absence of screening, where ξα →∞
for ᾱ → 0, as expected. It cannot be cured by using the self-consistent Born
approximation and signals the break down of the perturbative approach, which
we use below for a calculation of conductivity of Dirac fermions. The apparent
breakdown of perturbation theory in this model could also signal the existence of
a non-Fermi liquid state on the TI surface, a possibility which could be explored
by including the dynamics of the BKT magnet, which is beyond the scope of this
work.
In the presence of screening, the Fermi-liquid approach breaks down for ~γ∗ &
µ. Using Equation (3.11) and Equation (3.14) we find a lower bound on the Fermi
energy
µ4−3ηc '
∆3ηv2
π2α
(
2∆~v3
παa
)−η
. (3.15)
For µ < µc this approach is no longer valid and the system could be tuned from
the perturbative to nonperturbative regime by doping. We estimate for Bi2Te3,
vF = 0.5 × 106 m/s, ∆ = 10 meV and α = 1/2m∗ with m∗ ∼ 0.1me. The short
distance cutoff a is estimated by the half the lattice constant of two dimensional
BKT magnet K2CuF4, where a ∼ 2.5 Å [33]. At T = TBKT, ηBKT = 1/4 which
gives µc & 6 meV. However, it is also important to keep in mind that for µ . ∆
higher order terms in Equation (3.5) become important and are not considered
here. We leave the non-perturbative regime to further investigations which could
be informed by this type of experiment.
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3.4 Transport of Dirac Electrons
In the doped regime at µ  ~γ∗, the quasipartcle picture is well defined and the
resistivity of Dirac fermions can be approximated by the Drude formula
ρ =
h
e2
2~
µτtr
, (3.16)
where τtr is the transport scattering time. Different scattering mechanisms, includ-
ing impurities, phonons, and spin-fluctuations, additively contribute to τ−1tr and
can be easily separated. Here we concentrate on elastic scattering due to magnetic
fluctuations, where for |q| = 2kF sinϕ/2 the corresponding contribution is given
by
1
τtr
=
2π
~
∫
q
Q̄p,p−q |Vq| (1− cosϕq) δ(ξp−q − ξp)
=
πη∆2
4~µ
(
µ
µa
)η ∫
dϕ
π
(2kFξ+)
2−η sin2(ϕ
2
)[
(2kFξ+ sin(
ϕ
2
))2 + 1
] 2−η
2
, (3.17)
with µa = ~vF/2a. In contrast to the single particle decay rate γ∗, the inverse
transport time τ−1tr does not diverge in the absence of screening and weakly depends
on screening length ξα. Therefore, in Equation (3.17) we used the unscreened
propagator V0(q) given by Equation (3.7). Nevertheless, we need to keep in mind
that the derivation of the Drude formula implies ~γ∗  µ since all diagrams with
crossed impurity lines, which are important in the opposite regime, are neglected
[87]. Using Equation (3.16) and the results above, the resistivity has the form
ρ(T, µ)
ρBKT
=
η
I0ηBKT
(
µ
µa
)η−ηBKT
I(η). (3.18)
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Figure 3.1: Resistivity of TI surface states coupled to an XY model. The resis-
tivity scales linearly with temperature as T → 0 and across the BKT transition,
with a nonuniversal peak at T ∼ TBKT that increases with increasing chemical
potential µ. As µ increases the effect of the transition is less pronounced.
Where I(η) is the integral in Equation (3.17), ηBKT = 1/4, and I0 = I(ηBKT) ≈
1.72. The resistivity at the transition is given by
ρBKT =
h
e2
√
π∆2
4 µ2
(
µ
µa
) 1
4 Γ(5/8)
Γ(9/8)
. (3.19)
ρ(T, µ)/ρBKT is shown in Figure 3.1 for different values of µ. There is a clear peak
near TBKT due to increased magnetic fluctuations. As T → 0 we find the following
expression
ρ(T → 0)
ρBKT
=
√
π Γ(9/8)
Γ(5/8)
(
µ
µa
)− 1
4 T
TBKT
, (3.20)
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where the resistivity is linear at low temperature, unlike usual impurity scattering.
As T → T±BKT across the transition, we find that
ρ(T → T+BKT)
ρBKT
= 1 +
1
4
{
4 + ln
(
µ
µa
)}
∆T
TBKT
, (3.21)
ρ(T → T−BKT)
ρBKT
= 1 +
1
8
{
8 + 2 ln
(
µ
µa
)
+ ψ
(
5
8
)
− ψ
(
9
8
)}
∆T
TBKT
, (3.22)
where ∆T = T − TBKT and ψ is the digamma function. The resistivity is linear
in temperature in all three regimes but has a different slope in each case. As
T → 0, the dynamics of the magnetic moments becomes important, necessitating
a fully quantum theory which is not considered here. The slope is dictated by µ
and changes significantly with doping as shown in Figure 3.1. The temperature of
maximal resistivity is also dictated by µ; it occurs for T ∼ TBKT but is nonuniver-
sal. It can be solved for using the exact expression in Equation (3.18). We note
that for µ < 13 meV the slope is always negative for T > TBKT and the maximum
resistivity occurs before the transition.
In a real experiment there will be many sources of scattering including phonons
and non-magnetic impurities. The linear temperature dependence and sharp peak
near the BKT transition enables the separation of this scattering mechanism from
others in the system. Scattering due to impurities is temperature independent,
while at low temperatures phonon scattering leads to a different scaling law.
3.5 Conclusions
Physical realization of Dirac fermion-gauge field models in TI systems relies heavily
on the strength of magnetic perturbations to the TI system. In this Section we
provide some conclusions and estimations of the coupling strength ∆ and how it
connects to current experiments. For the 3D TI Bi2Te3 we use µ = 0.1 eV. The
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transport lifetime in Bi2Te3 can be inferred from transport measurements to be
τ0 ∼ 10−12 s [88].
In order to observe the anomalous transport behavior described above, the
coupling between the magnetic layer and the TI must be strong enough such that
τtr . τ0. The transport time τtr at T = TBKT is found from Equation (3.17), where
τ−1tr =
π∆2
16~µ
(
µ
µa
) 1
4
I0. (3.23)
Setting τtr = τ0 gives a lower bound on the coupling strength ∆. For our parame-
ters, we find ∆ & 10 meV, which is well within the range of the recently observed
∆ ∼ 85 meV in lanthanide-doped Bi2Te3 [89].
We have considered the transport of Dirac fermions coupled to an XY -model
as temperature is tuned through the BKT transition. We claim that both short-
range and quasi long-range disorder can be realized, and the transition between
these regimes can be tuned by both doping level and temperature, thus determin-
ing the strength and nature of the disorder. We have analyzed the resistivity at
high doping and we find that it scales linearly with temperature, with a promi-
nent peak at the BKT transition temperature where magnetic fluctuations are the
strongest. Notably, the resistivity also scales linearly with temperature as T → 0.
The effect is strengthened by decreasing the Fermi energy.
Chapter 4: Dissipative Dynamics of Solitons in Bose-Einstein
Condensates
4.1 Overview
In the theoretical literature, dissipation in solitonic systems has been studied by in-
cluding a trap or introducing additional dimensions [90–93]. In higher dimensions,
solitons are unstable and experimental systems must be close to one-dimensional
(1D) in order to observe them. The friction coefficient of the soliton is related
to the reflection coefficient of excitations scattering off of it [54, 90, 94, 95]. In
isolated Bose gases at non-zero temperature, these scatterers would be the Bo-
goliubov quasiparticles of the original condensate, and their reflection coefficient
can be calculated for various geometries. However, in a 1D scattering theory and
without a trap the Bogoliubov excitations are reflectionless, and therefore do not
cause Ohmic friction [54, 96]. It was recently shown that non-Ohmic friction can
still occur in these systems by accounting for non-Markovian effects [96]. However,
experimental systems are necessarily quasi-1D, therefore both Ohmic friction and
non-Markovian friction are present.
In this Chapter we consider an alternative way to induce Ohmic friction in
a 1D system consisting of a condensate, with a dark soliton, coupled to a non-
interacting thermal cloud of “impurity” atoms. We consider fermionic impurities
except for Section 4.7 where we consider bosonic impurities as related to Ref. [63].
We present three main results: First, the system with impurities can be tuned
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to have zero Ohmic friction, based only on the ratio of interspecies (impurity-
condensate) to intraspecies (condensate-condensate) interaction strengths. Sec-
ondly, in contrast to objects with positive mass, for a negative mass object such
as a dark soliton there is no diffusion in a meaningful sense in free space. We
show that the soliton undergoes only ballistic motion due to the fact that friction
increases its speed, providing an anti-damping force. Third, in the presence of
Ohmic friction and an external potential, the dark soliton can undergo diffusion
or Brownian motion, characterized by a mean squared displacement that grows
linearly in time, 〈x̄2〉 ∝ Dt. In this case, the diffusion coefficient is D ∝ γ/ω2,
where γ is the friction coefficient and ω is the frequency of harmonic confinement.
The diffusion coefficient is proportional to the amount of friction in the system,
in contrast to the usual case where D ∝ 1/γ [97]. Dark solitons provide an ideal
experimental testbed for the mechanism of trap-induced Brownian motion.
This Chapter is structured as follows: In Section 4.2 we outline the model
of a dark soliton in quasi-1D BEC in the presence of non-interacting fermions.
In Section 4.3 we discuss the single-particle scattering properties of the fermions
in the presence of the soliton, which acts as a potential well for the fermions.
Section 4.4 is devoted to kinetic theory, where we derive two essential equations:
the microscopic expression for the friction coefficient, and the kinetic equation for
the soliton probability distribution function (PDF). We show how the full time-
dependent PDF can be calculated exactly using the method of characteristics. In
Section 4.5, we use the PDF to find the soliton’s average position and variance
in position. We show that Brownian motion only occurs in the presence of an
external trap and calculate the diffusion coefficient. We use the PDF again in
Section 4.6 to define and calculate the soliton lifetime. In Section 4.7 we discuss
the experimental implementation of Ref. [63] and the difference in the theory used
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for that work. Finally, in Section 4.8 we conclude and discuss alternative exper-
imental implementations of this theory. With the exception of Section 4.7, this
chapter was previously published in Physical Review A, c© American Physical So-
ciety, 2017. Section 4.7 was published in Proceedings of the National Academies
of Sciences (PNAS), c© PNAS, 2017.
4.2 Model
We consider a quasi-1D bosonic superfluid interacting with a Fermi gas in an
external potential. The proposed creation and manipulation of solitons requires a
highly elongated geometry with confinement frequency ωc/i,x  ωc/i⊥, where the
subscript c denotes the bosons that make up the condensate, subscript i denotes
impurity atoms, and ωc/i,x and ωc/i⊥ denote the confinement frequencies for the
elongated and transverse directions, respectively.
A 1D theory is sufficient to describe the quasi-1D system provided that the
transverse confinement is tight enough that transverse degrees of freedom can be
eliminated, conditions which we enumerate below. Under these conditions, the
system is described by the 1D Hamiltonian Ĥ = Ĥc + Ĥi + Ĥint,
Ĥc =
∫
dx
~2
2mc
∇ϕ̂†∇ϕ̂+ U(x)ϕ̂†ϕ̂+ g
2
ϕ̂†ϕ̂†ϕ̂ϕ̂ (4.1)
Ĥi =
∫
dx
~2
2mi
∇ψ̂†∇ψ̂ + U(x)ψ̂†ψ̂ (4.2)
Ĥint =
∫
dx g′ψ̂†ϕ̂†ϕ̂ψ̂, (4.3)
where U(x) is an external potential and mc and mi denote the masses of the con-
densate and impurity atoms, respectively. The field operators are denoted ϕ̂ for
condensate bosons and ψ̂ for thermal impurities. By integrating over transverse
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degrees of freedom, the 1D interaction strengths are given by the well known ex-
pressions g = 2~ωc⊥acc and g′ = 2~
√
ωc⊥ωi⊥aci where acc and aci denote the three-
dimensional intraspecies (boson-boson) and interspecies (boson-fermion) scatter-
ing lengths [98, 99].
At very low temperatures the bosons undergo Bose-Einstein condensation.
Provided that the bosons are weakly interacting (gnc  1 where nc is the conden-
sate density), we can make the mean-field approximation 〈ϕ̂〉 → ϕ0. The field ϕ0
denotes the macroscopic wavefunction of the condensate, which obeys the GPE
i~
∂ϕ0
∂t
= − ~
2
2mc
∂2ϕ0
∂x2
+ U(x)ϕ0 + g|ϕ0|2ϕ0 + g′niϕ0, (4.4)
where ni = 〈ψ̂†ψ̂〉 is the impurity density.
The condensate profile then appears as an external potential V (x) = |ϕ0(x)|2
for the impurity atoms, which we treat using a single-particle model. The single
particle wavefunction of the fermions, denoted ψ, obeys the Schrödinger equation
i~
∂ψ
∂t
= − ~
2
2mi
∂2ψ
∂x2
+ U(x)ψ + g′|ϕ0|2ψ. (4.5)
Hamiltonian Eqs. (4.1)-(4.3) apply to both bosonic and fermionic impurities;
here we consider the latter. Such Bose-Fermi mixtures have been realized exper-
imentally and have been shown to be stable in quasi-1D [99–105]. In order for
our 1D theory to be applicable, the system must be in the quasi-1D regime. This
corresponds to the condition µc  ~ωc⊥ for the condensate and µi  ~ωi⊥ for
the impurity atoms, where µc,i is the chemical potential of the condensate and
impurities, respectively.
In the microscopic theory, the harmonic potential U(x) is assumed to be suf-
ficiently shallow such that lt  ξ, where lt =
√
~/mcωc,x is the effective length
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scale of the trap and ξ is the healing length of the condensate. Therefore, the trap
only weakly affects the solutions to Eqs. (4.4) and (4.5) and we set U(x) = 0 in
the following. The background (Thomas-Fermi) confining potential provided by
the BEC in a trap will however be important when we consider the semi-classical
dynamics of the soliton in later sections.
Under the assumption U(x) = 0, Eq. (4.4) is known to have dark soliton
solutions of the form ϕ0(x, t) = ϕ̃0(x − vst)e−iµct/~. Recall from Section 1.3.1 in
Chapter 1, we have
ϕ̃0(x− vst) =
√
nc
[
i
vs
c
+ γs tanh
(
γs
x− vst√
2ξ
)]
, (4.6)
where vs denotes the soliton velocity, nc is the density of the condensate as x →
±∞, c =
√
µc/mc is the speed of sound in the condensate with chemical potential
µc = gnc, γ
2
s = 1− v2s /c2, and ξ = ~/
√
2mcc is the condensate healing length. We
have also neglected the last term in Eq. (4.4), ∝ g′ni, because at very low densities
the impurity atoms do not impede soliton creation and it is safe to assume the
typical dark soliton profile for the condensate wavefunction [63].
We see from Eqs. Equation (4.5) and (4.6) that the dark soliton creates
a potential well for the impurity atoms. First, we analyze the single particle
scattering properties of the impurities due to the soliton well. In our further
analysis we treat the soliton as a classical particle interacting with a bath of
quantum scatterers, similar to the problem of a heavy particle moving through a
gas of much lighter particles [106].
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4.3 Impurity Scattering
We can rewrite Eq. (4.5) in the frame co-moving with the soliton by making the
variable transformation z = x− vst, t = t′. Recalling the transformation of partial
derivatives, ∂x = ∂z, ∂t = ∂t′ − vs∂z, Equation (4.5) is now given by
i~∂tψ(x, t)− i~vs∂zψ(x, t) = −
~2
2mi
∂2zψ(x, t) + g
′|ϕ(z)|2ψ(x, t) (4.7)
We write the impurity wavefunction as ψ(x, t) = e−iEt/~eimivsz/~ψ(z), which gives
(
E +
miv
2
s
2
)
ψ(z) = − ~
2
2m
∂2zψ(z) + g
′|ϕ(z)|2ψ(z) (4.8)
|ϕ(z)|2 = ncγ2s tanh2
[
γsz√
2ξ
]
+ g′nc(1− γ2s ) (4.9)
We now have a time-independent equation for the envelope function ψ(z). Using
tanh2(x) = 1− 1/ cosh2(x), this equation can be recast into the form
− ~
2
2mi
∂2zψ(z)−
g′ncγ
2
s
cosh2(γsz/ξ)
ψ(z) =
(
E +
miv
2
s
2
− g′nc(1− γ2s )− g′ncγ2s
)
ψ(z)
(4.10)
Finally, redefining z = γsz/
√
2ξ, we have a dimensionless equation the following
time-independent Schrödinger equation for impurity atoms,
∂2ψ(z)
∂z2
+
[
λ(λ− 1)
cosh2 z
+ k2
]
ψ(z) = 0, (4.11)
where
λ(λ− 1) = 2mig
′
mcg
; k2 =
4miξ
2
~2γ2s
(
E +
miv
2
s
2
− g′nc
)
. (4.12)
The potential in Eq. (4.11) is known as the Pöschl-Teller potential, whose solutions
are known in the form of hypergeometric functions and has been widely studied in
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Figure 4.1: The reflection coefficient R(k, λ) as a function of λ where λ(λ −
1) = 2mig
′/mcg. R(k, λ) is strongly peaked at k ≈ 0 and is periodic as a
function of λ. When λ is an integer R(k, λ) is exactly zero.
the context of supersymmetric quantum mechanics [106–112]. The full solution of
Eq. (4.11) is shown in Appendix C. The reflection coefficient of scattering states
is
R(k, λ) =
1− cos(2πλ)
cosh(2πk)− cos(2πλ)
. (4.13)
R(k, λ) vs. λ is shown in Figure 4.1. Furthermore, R(k, λ) = 0 when λ takes
integer values, thus the soliton can become reflectionless to the impurities. The
soliton potential well can also have bound states. The total number of bound
states is the largest positive integer j < λ − 1. One or two fermionic impurities
may occupy each bound state in the soliton core, and these bound particles affect
the phase shift of scattered impurities. The effect of bound states and scattering
state phase shifts are taken into account when we calculate the chemical potential
of the fermions in Appendix D.
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4.4 Kinetic Theory of Dark Solitons
The energy of the soliton texture in Eq. (4.6) is calculated by subtracting the
uniform condensate background,
E(vs) =
4~ncc
3
(
1− v
2
s
c2
)3/2
≈ 4~ncc
3
− Mv
2
s
2
. (4.14)
Here we expanded E(vs) under the condition vs  c. The soliton is effectively a
particle with negative mass of magnitude M = 4~nc/c = 4
√
2ncξmc. The soliton
is heavy compared to a single atom, mc  M , with width ξ/γs. The heavy mass
and localized nature of the dark soliton justifies the following classical treatment
of its dynamics [113].
We note here that M is often called the “inertial mass”, whereas one can
also define the “gravitational mass” (Mg) of a soliton, which is also negative.
Gravitational mass is the missing mass of the atoms in the soliton core, given
by integrating over the soliton density with the uniform background subtracted,
−Mg = mc
∫
dx(ns − nc), where ns(x, t) = |ϕ̃0(x − vst)|2 from Eq. (4.6). For
a stationary soliton, Mg = 2
√
2ncξmc and M = 2Mg. In the case of harmonic
confinement the soliton has gravitational potential energy U(xs) = −Mgω2c,xx2s/2.
This distinction is important for the soliton’s classical equation of motion, given by
−Mẍ = Mgω2c,xx. Dark solitons are quite stable in a harmonic trap and oscillate
as a classical particle would, with effective frequency ω = ωc,x/
√
2 [113–115].
In order to describe the diffusive behavior of solitons, we need to understand
how the trajectory of a single soliton will deviate from the average trajectory
computed for many solitons. Soliton dynamics can be most readily examined by
understanding their probability distribution function (PDF) f(t, xs(t), vs(t)). The
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soliton PDF obeys the kinetic equation
∂f
∂t
+ vs
∂f
∂xs
+ v̇s
∂f
∂vs
= I [f ] , (4.15)
where the collision integral I [f ] accounts for scattering of impurities off of the soli-
ton. As the soliton is much heavier than the impurities, M  mi, the transferred
momentum to and from the soliton due to collisions is small. This assumption
results in a collision integral of Fokker-Plank form
I [f ] = ∂
∂vs
(
−Avsf +
∂
∂vs
[Bvsf ]
)
, (4.16)
which we derive in Appendix E. The transport coefficients Avs and Bvs account
for drift and diffusion of the distribution and are
Avs = −
2~
M
∑
k
kRk,λ
∣∣∣∣ ∂εk~∂k
∣∣∣∣nF(εk+ks) [1− nF(ε−k+ks)] . (4.17)
Bvs =
2~2
M2
∑
k
k2Rk,λ
∣∣∣∣ ∂εk~∂k
∣∣∣∣nF(εk+ks) [1− nF(ε−k+ks)] . (4.18)
Where nF(εk) is the Fermi-Dirac distribution for the impurity atoms, which is
shifted by ks because we calculated the reflection coefficient R(k, λ) in frame co-
moving with the soliton. The impurities have the usual dispersion relation εk =
~2k2/2mi, and the last term [1− nF(ε−k)] accounts for Pauli-blocking effects on
impurity scattering.
To the lowest order in ks, we expand nF(εk+ks) to find Avs = γvs/M and
Bvs = γkBT/M
2, where γ is
γ =
2~2
kBT
∑
k
k2Rk,λ
∣∣∣∣ ∂εk~∂k
∣∣∣∣nF(εk) [1− nF(ε−k)] . (4.19)
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This exact expression shows that Avs and Bvs are not independent but intrin-
sically connected via the relation Avs = MvsBvs/kBT . This guarantees that the
collision integral vanishes when f(vs) is given by the classical Maxwell-Boltzmann
distribution. For a positive mass object this corresponds to thermal equilibrium,
however for negative mass particles the situation is more complicated.
The crucial difference between Eq. (4.16) and the typical collision integral for
a positive mass object is that the drift term Avs ∝ vs is negative, indicating that
over time the distribution drifts from lower to higher velocities. Thus, Eq. (4.15)
does not have a stationary solution. We show below that this leads to the absence
of diffusion in free space, where diffusion is formally defined as variance in position
that grows linearly in time, 〈x̄2〉 ∝ t. The apparent unbound runaway of the distri-
bution function is a result of the expansion of the energy in Eq. (4.14) for vs  c,
as discussed in further detail below. If we consider the full energy spectrum then
the system does reach equilibrium, where the dark soliton accelerates to the speed
of sound and disappears. However, to describe the initial soliton trajectory we
choose to work in the regime vs  c where the collision integral takes the simple
form given by Eq. (4.16).
We note that in the case of bosonic impurities, instead of Pauli blocking factor,
there is a Bose enhancement factor, [1 + nB(ε−k)] where nB is the Bose-Einstein
distribution. This factor has been overlooked previously [54, 90], but it strongly
influences the magnitude of the friction coefficient for a degenerate gas of impu-
rities [63]. Moreover, the factor is crucial for satisfying the fundamental relation
Avs = MvsBvs/kBT , which is dictated only by equilibrium properties and is not
sensitive to the nature of the impurities [106].
Finally, combining Eqs. (4.15) and (4.16), we find the following Kramer’s type
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equation for the soliton distribution function
∂f
∂t
+ vs
∂f
∂xs
=
∂
∂vs
(
−Γvsf −
∂xsU
M
f + Γv2th
∂f
∂vs
)
(4.20)
where Γ = γ/M and v2th = kBT/M . This equation is analytically solvable in the
case of harmonic confinement, U(xs) = −Mgω2c,xx2s/2. At the end of this section
we present the full solution to Equation (4.20) by method of characteristics.
The Langevin equation of motion for a single soliton can be inferred from the
Fokker-Planck equation, and it is given by
−Mẍs = −γẋs +Mω2xs + fs(t) (4.21)
where ω = ωc,x/
√
2. The stochastic Langevin force is characterized by white-noise
correlations with 〈fs(t)〉 = 0 and 〈fs(t′)fs(t)〉 = 2γkBTδ(t−t′). From this equation
we see that γ plays the role of the friction coefficient.
At fixed impurity number, γ depends on three parameters: the temperature
T , the parameter λ, and the impurity chemical potential µi, which is itself a
function of λ and T . Figure 4.2 shows γ as a function of λ for four different
temperatures; γ grows over many orders of magnitude as λ is tuned from integer
to half integer values. The integral over k in Eq. (4.19) is strongly peaked around
k = 0. Therefore, approximating nF(εk=0) [1− nF(εk=0)] ≈ e−βµi and integrating
over k, one finds the following expression for the friction coefficient,
γ ≈ 3~
3e−µi/kBT
2π5mikBTξ4
sin2(πλ). (4.22)
Recalling that λ(λ− 1) = 2mig′/mcg, we see clearly that the system can be tuned
to the frictionless limit where γ = 0 without changing the number of impuri-
ties. Furthermore, friction provides an anti-damping force to the soliton, while
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Figure 4.2: The soliton friction coefficient γ is periodic as a function of λ
where λ(λ − 1) = 2mig′/mcg. Friction vanishes for integer λ, indicating that
the soliton is reflectionless to scatterers. A system with tunable interactions
enables tuning γ without changing the number of scatterers. γ is calculated in
units of µi/cξ where µi is the chemical potential of impurities, c is the speed of
sound in the condensate and ξ is the condensate healing length. For impurities
of 173Yb as we have calculated here, γ decreases with increasing temperature.
Increasingly dark lines indicate higher temperatures.
the background harmonic potential provides a confining force. The interplay of
friction and confinement lead to the emergence of Brownian motion in the system.
Here we present an analytical solution of Eq. (4.20) for a soliton in harmonic
trap with potential U(x) = −Mω2x2/2. In the following it is instructive to intro-
duce dimensionless units as follows t→ t/Γ, ω → ωΓ, vs → vthvs, x→ vthx/Γ. In
these units, the Fokker-Planck equation is
∂f
∂t
+ vs
∂f
∂xs
− ω2xs
∂f
∂vs
=
∂
∂vs
(
−vsf +
∂f
∂vs
)
, (4.23)
where Γ = γ/M and v2th = kBT/M can be interpreted as the thermal veloc-
ity. Eq. (4.23) needs to be supplemented by the initial conditions. We assume
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that the soliton is created in the trap center with initial velocity vi, resulting in
f(0, xs, vs) = δ(xs)δ(vs−vi). This second-order partial differential equation (PDE)
can be reduced to first-order by Fourier transform. Setting
f(t, xs, vs) =
∑
p,q
f̄(t, p, q)eipxs+iqvs , (4.24)
we find the following first-order PDE
∂f̄
∂t
− (p+ q)∂f̄
∂q
+ ω2q
∂f̄
∂p
= −q2f̄ (4.25)
with the transformed initial condition f̃(0, p, q) = e−iqvi . Eq. (4.25) can be solved
analytically using the method of characteristics. According to the method, the
PDE can be transformed to a system of ordinary differential equations (ODE)
along characteristic lines, parametrized by s and defined as follows
df̄ ′
ds
= −q2(s)f̄ , dt
ds
= 1
dq
ds
= − [p(s) + q(s)] dp
ds
= ω2q(s) (4.26)
f̄ ′(0) = f̄(0, p0, q0), t(0) = 0, q(0) = q0, p(0) = p0, (4.27)
where we introduced f̄ ′(s) = f(t(s), p(s), q(s)) and Eqs. (4.27) are the initial con-
ditions written in a general form. Integration of (4.26) results in f̄(s) = exp (Z),
where
Z =
e−s
8ω2ω̄2
[
4ω2p0(p0 + q0) + 4q
2
0ω
4 − (p20 + 4p0q0ω2 + q20ω2) cos(2ω̄s)
+2ω̄(p20 − q20ω2) sin(2ω̄s)
]
− q0ω
2 + p20
2ω2
− iq0vi (4.28)
t(s) = s p(s) =
e−s/2
ω̄
[
p0ω̄ cos (ω̄s) +
p0 + 2q0ω
2
2
sin (ω̄s)
]
q(s) =
e−s/2
ω̄
[
q0ω̄ cos (ω̄s)−
2p0 + q0
2
sin (ω̄s)
]
(4.29)
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Where ω̄ =
√
ω2 − 1/4. For each initial point q0, p0 and the parameter s we have
the corresponding point t(s, q0, p0), q(s, q0, p0), p(s, q0, p0) on the characteristic line
along with f ′(s). After inversion of these relations s(t, q, p), q0(t, q, p), p0(t, q, p) the
general form of solution of the kinetic equation in the Fourier space is f̄(t, q, p) =
f̄ ′(s(t, q, p)). The inversion of Eqs. (4.29) leads to
s = t, p0 =
et/2
ω̄
[
pω̄ cos (ω̄t)− p+ 2qω
2
2
sin (ω̄t)
]
q0 =
et/2
ω̄
[
qω̄ cos (ω̄t) +
2p+ q
2
sin (ω̄t)
]
. (4.30)
Where Eqs. (4.30) satisfy initial conditions (4.27). Finally, the general solution
in Fourier space is given by
f̃(t, p, q) = exp
{
−g1(t, ω)p2 + g2(t, ω)pq − g3(t, ω)q2 − ivi (g4(t, ω)p+ g5(t, ω)q)
}
(4.31)
parametrized by the functions gi(t, ω), where
g1(t, ω) =
4ω̄2(et − 1)− et [cos(2ω̄t) + 2ω̄ sin(2ω̄t)− 1]
8ω2ω̄2
(4.32)
g2(t, ω) =
et
2ω̄2
[cos(2ω̄t)− 1] (4.33)
g3(t, ω) =
4ω̄2(et − 1) + et [2ω̄ sin(2ω̄t)− cos(ω̄t) + 1]
8ω̄2
(4.34)
g4(t, ω) =
et/2
ω̄
sin (ω̄t) (4.35)
g5(t, ω) =
et/2
ω̄
[
ω̄ cos (ω̄t) +
1
2
sin (ω̄t)
]
. (4.36)
Eq. (4.25) does not have a stationary solution where ∂f̃/∂t→ 0, due to negative
drift term, which causes the distribution to drift to higher velocities. Eq. (4.31)
grows exponentially at long times; this is an artifact of the linear approximation
for soliton momentum, p ≈ −Mvs. The approach is equally valid for the full
soliton spectrum in Eq. (4.14), which is bounded, but does not admit an exact
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analytical solution. Finally, transforming Eq. (4.31) back to real space we find the
full distribution function f(t, xs, vs) with Gaussian form
f(t, xs, vs) =
1
2π
√
4g1g3 − g22
exp
{
− 1
4g1g3 − g22
[
g1v
2
s + g3x
2
s + g2vsxs
−vivs(g2g4 + 2g1g5)− vixs(g2g5 + 2g3g4) + v2i (g3g24 + g1g25 + g2g4g5)
]}
.
(4.37)
The distribution contains all information about the stochastic dynamics of a dark
soliton.
4.5 Dark Soliton Trajectory
From the solution f(t, xs, vs) of Eq. (4.20), we can calculate exact expectation
values for the soliton position and velocity. In experiments, it is generally easier
to measure soliton position, which we focus on in the following. The average
soliton trajectory (with units restored) is
x̄s(t, ω) =
vie
Γt/2
ω̄
sin (ω̄t) , (4.38)
where ω̄ =
√
ω2 − Γ2/4 and vi is the initial velocity of the soliton. The variance
in soliton position, Dx, is
Dx(t, ω) =
v2th(e
Γt − 1)
ω̄2
+
v2i e
Γt
ω̄2
sin2 (ω̄t)+
v2thΓ
2eΓt
4ω2ω̄2
[
1−
(
cos(2ω̄t) +
2ω̄
Γ
sin(2ω̄t)
)]
.
(4.39)
The problem has an intrinsic timescale given by Γ−1 = M/γ. For Γt & 1, the
soliton’s position grows exponentially, indicative of the soliton rapidly reaching the
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Figure 4.3: Variance in soliton position Dx(t, ω) as a function of time from
the exact expression (4.39) for vi/c = 0.02 (orange line) and vi/c = 0.1 (black
line) with vth ≈ 0.1 mm/s and Γ−1 ≈ 1 s. Top: Results for a harmonic potential
with ω = 100Γ. Dx grows linearly in time with additional oscillations due to
confinement. The amplitude of oscillation increases with increasing vi. Dot-
ted lines show the average value using the linear approximation in Eq. (4.40).
Bottom: Comparison with Dx(t, ω) in the limit ω  Γ (dashed lines). In the
absence of harmonic confinement, Dx initially grows like t
3 for Γt  1, then
grows exponentially. There is no diffusive regime.
speed of sound and disappearing. We examine Eqs. (4.38) and (4.39) in the short-
time limit Γt  1. The trap frequency ω also considerably affects the soliton
dynamics. In the limit Γ  ω, we find that diffusive behavior emerges, where
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Dx(t, ω) ∝ D0 +D(t)t with a time-dependent diffusion coefficient
〈D(t)〉 ≈ v
2
thΓ
ω2
+
v2i Γ
ω2
sin2 (ω̄t)− v
2
thΓ
2
2ω3
sin(2ω̄t), (4.40)
with offest D0 ≈ v2i /2ω2 + v2th/4ω4. However, in the opposite limit of ω  Γ, the
linear in t term vanishes, giving
Dx(t, ω) ≈ v2i t2 + v2i Γt3 +
2
3
v2thΓt
3 (4.41)
to lowest order in Γt. In the absence of the restoring force provided by background
potential, the soliton undergoes ballistic transport ∝ t3, followed by the exponen-
tial growth of Dx. The exact expression for Dx(t, ω) is shown in Figure 4.3.
The mechanism of diffusion for dark solitons is thus inherently different than
Brownian motion for positive mass objects. Friction forces cause the soliton to
speed up, therefore the only restoring force in the problem is due to the back-
ground confining potential, which leads to the emergence of diffusive behavior.
Finally, we see that in the frictionless limit, Γ → 0, we have D → 0, and there is
no diffusion. For quantitative agreement with experiment, the initial velocity of
the soliton vi also plays a crucial role [63].
4.6 Soliton Lifetime
Integrating the distribution function f(t, xs, vs) over the spatial coordinate xs, we
find the distribution of soliton velocities
fv(t, vs) =
1√
4πg3(t, ω)
exp
(
−(vs − v̄s(t))
2
4g3(t, ω)
)
, (4.42)
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parametrized by functions g3(t, ω) and v̄s(t). The function g3(t, ω) is
g3 =
[
4ω̄2(eΓt − 1) + eΓt (Γ2 + 2Γω̄ sin(2ω̄t)− Γ2 cos(2ω̄t))
]
8ω̄2
(4.43)
The average velocity is v̄s(t), which captures oscillations in the trap as well as
exponential growth of the soliton velocity,
v̄s(t) =
vie
Γt/2
ω̄
[
ω̄ cos (ω̄t) +
Γ
2
sin (ω̄t)
]
. (4.44)
Starting from the velocity distribution function in Eq. (4.42), we impose a perfectly
absorbing boundary condition at vs = ±c, reflecting that the soliton disappears
once it reaches the speed of sound. This can be done using the method of images
as discussed below.
The boundary perfectly absorbing boundary condition imposed is fv(±c, t) =
0 for all times t. We construct a distribution that obeys this boundary condition
using the method of images. The distribution function is reflected about the
boundaries, vs = ±c in our case, with “image distributions” placed at vn = 2cn
for n = ±1,±2, .... The distribution which obeys the boundary condition is then
described by the general formula
f Imgv (t, vs) = fv(t, vs) +
∞∑
n=1
(−1)n [fv(t, vn − v) + fv(t,−vn − v)] ; vn = 2cn.
(4.45)
We find the total survival probability of the soliton by integrating over vs from −c
to c,
P(|vs| < c; t) =
∫ c
−c
dvs f
Img
vs (vs, t). (4.46)
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Figure 4.4: Left: Survival probability as defined by the exact expression
in Eq. (4.47) (gray line) is highly oscillatory. The lower bound is given by
replacing v̄s(t) with Eq. (4.48) (black line). Soliton lifetime is marked by τ∗
on the horizontal axis. Calculated for vi = 0.1c and ω = 50Γ. Right: Survival
probability for different soliton initial velocities with ω = 50Γ.
Since each term in f Imgvs (vs, t) is a Gaussian, we integrate and find the following
expression for the survival probability:
P(|vs| < c; t) =
1
2
(
Erf
[
c− v̄s(t)
2
√
g3(t, ω)
]
+ Erf
[
c+ v̄s(t)
2
√
g3(t, ω)
])
+
1
2
∞∑
n=1
(−1)n
(
Erf
[
c+ vn − v̄s(t)
2
√
g3(t, ω)
]
+ Erf
[
c− vn + v̄s(t)
2
√
g3(t, ω)
]
+Erf
[
c− vn − v̄s(t)
2
√
g3(t, ω)
]
+ Erf
[
c+ vn + v̄s(t)
2
√
g3(t, ω)
])
(4.47)
The exact expression in Eq. (4.47) is oscillatory, because v̄s(t) and g3(t, ω) capture
oscillations in the trap as well as the long-time acceleration of the soliton. However,
if the soliton velocity reaches c at any point in it’s oscillation it will not survive,
so we focus on the lower bound of P(|vs| < c; t), which can be found by replacing
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Figure 4.5: Soliton lifetime as a function of initial velocity vi, with ω = 100Γ
and where c is the condensate speed of sound. Solitons that start at higher
initial velocities have a shorter lifetime, which one would intuitively expect.
Soliton lifetime is only weakly dependent on trapping frequency ω.
v̄s(t)→ v̄∗s (t) where v̄∗s (t) is the maximum value over one oscillation period,
v̄∗s (t) =
vie
Γt/2
ω̄
√
ω̄2 + Γ2/4 =
viωe
Γt/2
ω̄
. (4.48)
Making this substitution, we can plot a smooth survival probability curve. When
|v̄∗s (τs)| = c, P(|vs| < c; τs) = 0, and we define τs as the soliton lifetime. The exact
oscillatory expression and the lower envelope of the survival probability are shown
in Figure 4.4. From Eq. (4.48) we find a simple expression for the lifetime,
τs =
2M
γ
ln
(
c ω̄
viω
)
. (4.49)
The soliton lifetime from Equation (4.49) is shown in Figure 4.5. The lifetime
decreases as initial velocity increases, however it is only weakly dependent on the
trapping frequency ω since ω̄ ≈ ω for ω  Γ. Furthermore, soliton lifetime is
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simply inversely proportional to the friction coefficient γ, and diverges as γ →
0. Tuning the friction coefficient therefore should have a measurable effect in
experiments, where soliton lifetime increases as γ decreases.
4.7 Experimental Implementation
In this Section we briefly discuss application of the theory in Section 4.3 and Sec-
tion 4.4 to the experiment by Aycock, et. al. [63]. The system was an elongated
BEC of Nc ≈ 106 atoms of 87Rb in the |F = 1,mF = 0〉 state with chemical poten-
tial µ/~ω⊥ ' 9 where ω⊥ is the transverse trapping frequency, and the temperature
was 10 ± 5 nK. The systems longitudinal extent was L ≈ 250µm, approximately
30 times the transverse Thomas-Fermi diameter. Long-lived solitonic excitations
were intialized using the phase-imprint method [116, 117].
The solitons had an initial velocity of vs ≈ 0.3 mm/s and the speed of
sound was c ≈ 1.4 mm/s. The impurities were thermal 87Rb atoms in the
|F = 1,mF = 1〉 state which were transferred via RF pulse prior to evaporation.
Since 87Rb does not have convenient Feshbach resonances for tuning interaction
strength, the number of impurity atoms was varied. Therefore, the parameter λ
remained constant throughout the experiment, with λ ≈ 1.5, which corresponds
to the maximum possible value of R(k, λ) in Eq. (4.13). Soliton position vs. time
is shown in Figure 4.6 for different impurity levels. The impurities affect the soli-
ton in two ways: the lifetime of the soliton decreases and the variance in soliton
position increases for different shots at each timestep.
The theory from Section 4.5 for the soliton trajectory was adapted for bosonic
87Rb impurities and slightly modified to take experimental realities into account.
The BEC cloud geometry had a finite transverse extent, implying that the dark
soliton is in an unstable regime, where it will convert from a planar kink soliton to
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Figure 4.6: Impact of impurities. Here, we plot the position zi of the soliton
(light pink) vs. time t after the phase imprint for different impurity levels. The
dark pink markers represent the average position 〈zi〉 for each time t. Dashed
lines represent the endpoints of the condensate vs. t. Data and Figure by L.
M. Aycock [63].
a nearly planar solitonic vortex [54, 118]. For highly anisotropic geometries such
as ours, the density profile of these two types of solitons is nearly the same as given
by the profile in Eq. (4.6) and reflects that they become formally indistinguishable
to the quantum impurity scatterers.
The finite transverse extent of the system necessitated the inclusion of mul-
tiple scattering modes for the bosonic impurities. Furthermore, the impurities
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Figure 4.7: Chemical potential of thermal bosonic impurities with increasing
impurity percentage. For all temperatures µi ≈ 0 for Nimp/Nc ≈ 0.2%.
began to condense at & 0.2% impurities. We calculated the chemical potential of
thermal bosons in the same way as in Appendix D to find the critical number of
impurities for condensation, which occurs when µi = 0. Unlike for the fermionic
case here we did not include any bound states in the chemical potential calcula-
tion. For λ ≈ 1.5 there is only a single, shallow bound state in the soliton well,
and occupation of the bound state by an impurity atom can only occur through
three body collisions (two impurity atoms and soliton), scenarios that we did not
consider relevant to the experiment. Under these assumptions, the chemical po-
tential of thermal bosons was calculated as shown in Figure 4.7.
We assumed that past the critical number for condensation, the number of
thermal impurity scatterers remained constant and all additional impurities went
into the newly formed impurity condensate. The kinetic theory for the soliton was
the same as in Section 4.4, with a modified friction coefficient (as compared to
Eq. (4.19))
γ =
2~
kBT
∑
m,l
∫ ∞
−∞
dkz
2π
k2z
∣∣∣∣ ∂ε∂kz
∣∣∣∣R(kz, λ)nB(εk) [1 + nB(ε−k)] , (4.50)
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where nB(ε) is the Bose-Einstein distribution. The impurities’ quasi-1D dispersion
ε is
εm,l(kz) =
~2k2z
2mRb
+
~2j2m,l
2mRbR2⊥
, (4.51)
where mRb is the mass of a single rubidium atom and we account for radial con-
finement with radius R⊥ ≈ 4µm by summing over quantum numbers m and l
corresponding to Bessel functions in the radial direction with zeros jm,l; numeri-
cally we used m = l = 20 for the maximum value in the sum. Aside from the sum
over transverse quantized modes, Eq. (4.50) differs from the fermionic counterpart,
Eq. (4.19), by the occupation factor nB(ε) [1 + nB(ε)]. Rather than suppression of
scattering due to Pauli blocking, bosonic impurities undergo bosonic enhancement.
Scattering is always enhanced for increased impurity number until the impurities
begin to condense. Using this friction coefficient, we calculated the diffusion coef-
ficient from Eq. (4.40). After averaging over a single trap oscillation period, the
soliton diffusion coefficient (with units restored) is
D ≈ γ + γ0
Mω2
(
kBT
M
+
v2i
2
)
, (4.52)
with soliton mass M ≈ 6000 × mRb and offset γ0 which accounted for friction
without impurities, the only fitting parameter. Figure 4.8 plots D measured ex-
perimentally (markers) and computed theoretically (curves; colored for different
temperatures) as a function of Nimp/Nc.
The theory provides rather accurate estimates of the experimentally observed
diffusion coefficient, with γ0 = 5.32× 10−4 mm2/s. The fitting parameter γ0 is set
by the diffusion coefficient at zero impurities, where D is suppressed in agreement
with our theory. Diffusion at zero impurity concentration could be due to a num-
ber of factors, including scattering of thermal phonons from the soliton, as well as
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Figure 4.8: Brownian diffusion constant dependence on impurities. (a) An ex-
ample for the linear fit of variance of z vs. t for 1.2% impurities. Data are binned
into 0.36-s bins; the uncertainties are the sample standard deviation. (b) The
diffusion coefficient D vs. impurity fraction Nimp/Nc. The experimental results
(markers) are extracted from the slope of a linear fit of the sample variance
Var(z) vs. time t. The uncertainty in D is the uncertainty from that fit. The
theory curves (solid and dashed curves) plot the calculated D for our measured
temperature. Data and Figure by L. M. Aycock, theoretical prediction for D
based on Eq. (4.52) with friction coefficient from Eq. (4.50).
trap anharmonicity [54, 93]. In our quasi-1D system, the soliton is not reflection-
less to phonons in the majority gas as it would be in 1D. The phonon contribution
to soliton diffusion is due to coupling between longitudinal and tranverse degrees
of freedom and is much smaller than the contribution from the externally imposed
impurity species [54].
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4.8 Conclusions
We calculated the friction coefficient γ and the diffusion coefficient D(t) of a dark
soliton in the presence of a non-interacting Fermi gas and a gas of bosonic impuri-
ties as related to experiment. We have shown that the soliton acts as a potential
well for the impurities, and the scattering states and reflection coefficient of the
impurities can be calculated exactly.
In this Section we estimate properties of a Bose-Fermi mixture of 174Yb−173
Yb, however the theory is general and applicable to other Bose-Fermi mixtures.
We chose 174Yb−173 Yb as a lab-realized example with scattering properties giving
mig
′/mcg ≈ 1.3 [119, 120].
We consider a quasi-1D BEC of 174Yb atoms with ncξ ≈ 100 and speed of
sound c ≈ 1 mm/s, corresponding to a soliton mass of M ≈ 600mc and chemical
potential µc ≈ ~× 2 kHz. For T = 150 nK, the thermal velocity of the soliton is
vth =
√
kBT/M ≈ 0.1 mm/s. The chemical potential requires a radial trapping
frequency of ωc⊥ & 2π× 10 kHz for the quasi-1D criterion to be satisfied, and the
shallow trapping direction should have ωc,x . 2π× 100 Hz. We set the number of
173Yb impurity atoms to Ni = 1000. We choose the system length L = 250 µm,
long enough that the continuum description of the impurity scattering states is
appropriate. We find the chemical potential of fermions to be on the order of
kBT , which requires a transverse trapping frequency ωi⊥ & 2π × 10 kHz for the
fermions to be considered one-dimensional. For lower frequencies ωi⊥ it is possible
to obtain an accurate theory by summing over quantized transverse modes for the
impurities as in Section 4.7.
Changing the magnitude of friction for the soliton requires tunable interac-
tions. The most straightforward way of tuning interactions in the Yb system is by
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changing the overlap of the transverse wavefunctions of the impurities and con-
densate atoms. This can be done by applying optical forces to either the bosonic
or fermionic species which change the overlap of the atomic clouds. The narrow
linewidths in the Yb spectra are ideal for this type of selective addressing, which
can be done with high precision [121]. Bose-Fermi mixtures with different atomic
species allow for other ways of tuning interactions by using Feshbach resonances
or magnetic field gradients [122]. For the Yb s-wave scattering lengths that have
already been measured, we find λ ≈ 2.2 [119]. Such a system would only need
to be tuned to slightly weaker interactions such that λ ≈ 2 to see a decrease in
friction coefficient and corresponding measurable increase in soliton lifetime. For
attractive interspecies interactions (g′ < 0) such as in 87Rb −40 K the soliton ap-
pears as a potential barrier rather than a well. The theory is still applicable in
this case; the form of the reflection coefficient R(k, λ) is slightly different but still
periodic in λ and the physics is nominally unchanged [111].
We developed a general theory for the stochastic dynamics of negative mass
objects using a kinetic equation approach. We find that the dynamics are drasti-
cally different from their positive mass counterparts - they do not undergo Brown-
ian motion in free space. The proposed dark soliton-Fermi gas system provides an
ideal experimental testbed in which to further study how friction and dissipation
affects an object with negative mass.
We presented an analytical expression for the friction coefficient based on
fermion scattering properties, including a term accounting for Pauli blocking,
which is important to satisfy the equilibrium conditions on the transport coef-
ficients. Using this result, we found exact expressions for the soliton position and
position variance over time. We classified soliton trajectories at short times as
diffusive and ballistic, and the diffusive regime can only be seen in the presence
of a confining potential. The crossover timescale is given by Γ−1 = M/γ, which
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we find to be on the order of a second. The intrinsic frequency Γ ∼ 1Hz is very
low. Thus, the timescale over which diffusive behavior occurs is on the order of
seconds and the diffusion coefficient can be directly measured [63]. Furthermore,
the limit Γ  ω is justified for a reasonably shallow trapping potential which
still preserves the soliton shape. Experiments with tunable interspecies interac-
tion strength present the ability to tune the amount of friction at fixed impurity
number, providing a simple way to manipulate the lifetime and trajectory of dark
solitons in a laboratory setting.
Chapter 5: Mean-Field Theory of a Spin-1 Bose Gas in
Synthetic Dimensions
5.1 Overview and Introduction
Internal degrees of freedom in atomic Bose-Einstein condensates (BECs) provide
a platform for realizing phenomena conceived of in more traditional condensed
matter settings. We view these discrete internal spin degrees of freedom as an
extra “synthetic” dimension with finite extent, allowing phenomena in higher di-
mensions to exist in systems with lower real space dimension [64]. The setup
considered in this Chapter consists of a one-dimensional (1D) spin-1 Bose gas in
an optical lattice potential where the three hyperfine levels are “Raman” coupled
using a pair of laser beams, a scheme which has been explored both theoretically
and experimentally [64, 65, 123–127].
Experimental advances in ultra-cold atomic gases led to spin-orbit coupling
(SOC) in spinful Bose and Fermi gases, one route for realizing synthetic dimen-
sions [60, 128–130]. Despite the lack of true Bose-Einstein condensation in quasi-
1D, in the weakly interacting mean-field (MF) regime the condensate wave function
is well described by the 1D Gross-Pitaevskii equation (GPE) [60]. The introduc-
tion of a spin-orbit wave vector imbues the single particle energy dispersion with
multiple minima in momentum space [131–133].
At low temperatures an interacting Bose gas can Bose-condense at these
minima, forming a superfluid (SF) with density order: a charge density wave
(CDW) [131, 132, 134, 135]. Moreover, different SF phases occur depending on the
symmetry of the underlying Hamiltonian: spin density wave (SW) and magnetized
87
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phases are two examples [136]. In spin-1/2 bosons, SOC can induce CDW and SW
phases, however these are necessarily pseudospin systems and an SU(2)-breaking
spin dependent interaction term is required to achieve these phases [135, 137]. For
the case of spin-1 bosons, spin-dependent interactions preserve SU(2) symmetry
which is then broken by SOC, leading to a rich phase diagram exhibiting multiple
CDW and SW phases [133, 138–140].
The second ingredient to the synthetic dimension programme is an optical
lattice. The system is loaded into a 1D lattice provided by counter propagating
lasers with wavelength λL = 2π/kL where kL is the recoil momentum. The hyper-
fine spin states −F ≤ mF ≤ F are viewed as an added spatial dimension, coupled
using Raman lasers with a different wavelength λR = 2π/kR. These components
are shown in Fig. 5.1(a). Thus, the 1D system maps to a two dimensional ladder
model with rungs of 2F + 1 sites in width, leading to a square lattice in the tight
binding approximation [see Fig. 5.1(c)]. The spatial dependence of the Raman
coupling is essential to this analogy, as it gives each synthetic plaquette a flux
Φ = 2πkR/kL [64]. In this space, the laser coupling of spin states gives hopping
along the synthetic dimension direction. This allows for novel transport properties
and topological states of matter to form and be probed [64, 65, 125, 127, 141].
This system was theoretically investigated for several different types of atoms
and recent experiments observed chiral currents [64, 65, 123–126]. The mapping
to a higher dimensional Hamiltonian is exact for single particle physics, but local
interactions in the 1D system translate to non-local interactions in the synthetic
direction. In this Chapter, we explore the combined effect of the Raman strength
and spin-dependent interactions on phases at the MF level, without making tight
binding or single band approximations. In particular, we focus on the regime
of intermediate lattice depth where the mean-field description is applicable. At
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Figure 5.1: (a) The physical system consists of an optical lattice (black line,
period λL/2) with Raman lasers forming an effective helical magnetic field (green
arrows, period λR/2). (b) Single particle dispersion relation for the spin-1 spin-
orbit coupled Bose gas in an optical lattice at Ω = 0.25EL, c2 = 0, c0 =
0. (c) Synthetic dimensions visualization. They hyperfine levels mF are viewed
as an additional dimension with 2F + 1 sites. Each plaquette has a uniform
flux Φ ≈ 2πkR/kL. (d) Three lowest bands in the synthetic dimensions set up
for Ω = 0.25EL.
higher lattice depths, Mott physics becomes important and the GPE is an insuf-
ficient probe of the system. All of the parameter values used in our calculations
are listed in Table 5.1.
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Previous work on spin-orbit coupled bosons identified numerous MF phases
without an optical lattice [138, 140, 142, 143], and with a deep optical lattice
resulting in pinning effects and an interaction driven superfluid (SF) phase [144].
“Pinning” refers to condensation only at wavevectors commensurate with the un-
derlying lattice [144]. The effect of increasing the lattice depth (that is inter-
mediate between these two regimes) was also recently explored for spin-1/2 sys-
tems [145, 146]. A common feature of these systems is that the lattice causes the
condensation at the Brillouin zone edge, which coincides with the wavevector of the
optical lattice potential and not with the wavevector of spin-orbit coupling [144–
146].
The physics that continuously connects the continuum limit to the deep lattice
limit (i.e. both the single particle Hamiltonian, optical lattice, and tight binding)
is largely unexplored for spin-1 spin-orbit coupled bosons. In light of recent exper-
imental progress it is important to understand the possible ground state phases of
this system including interactions to compare with all parameter ranges possible
in experiment. We study the ground state properties of the spin-1 Bose gas with
SOC and an optical lattice at the mean-field level by solving the GPE at zero
temperature for weakly interacting bosons with either repulsive (polar) or attrac-
tive (ferromagnetic) spin-dependent interactions and repulsive density dependent
interactions. Of particular interest is how the phases develop with increasing
Raman coupling and how different phases manifest in the synthetic dimensions
picture. Furthermore, we compare how the synthetic dimensions set up affects
previously studied phenomena in the uniform system, such as the appearance of
CDW phases [131, 133, 138].
The main result of this Chapter is shown in Figure 5.2, the phase diagrams
for varying Raman strength Ω and ferromagnetic and polar spin-dependent inter-
action parameter c2 for two different values of the quadratic Zeeman strength. We
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L
Figure 5.2: Schematic phase diagram for ε = 0 and ε = −EL. (a) ε = 0. For
Ω . 0.5EL the system exhibits charge density wave behavior and spin polariza-
tion along Sx and is denoted CDWFM. Increasing Ω leads to a uniform density
phase with a helical spin texture. The period of the spin helix is determined by
the Raman field. Positive c2 values suppress density fluctuations. (b) ε = −EL.
The BEC exhibits distinct charge density wave phases with different ordering
wavevectors and different spin textures, denoted CDWSW1 and CDWSW2. A
cross over occurs between the two with increasing Ω. At Ω ≈ 2.4EL there is a
first order transition to a uniform density state with helical spin polarization.
briefly discuss our conclusions here, with more detail provided in Section 5.3. As
expected from previous work [144], the lattice suppresses condensation at wavevec-
tors other than k = 0 and the lattice wavevector k = kL at the Brillouin zone edge.
However, in the regime of interest this order is not completely suppressed and we
predict several novel phases. Phases are labeled CDW or uniform density, with
the type of spin texture denoted by the subscript in the CDW regimes. When the
interaction strength is comparable to the Raman coupling, along with the CDW
phases we find a variety of spin textures: a predominantly ferromagnetic state
(FM) for c2 < 0 and two different spin density waves (SW1, SW2) for c2 > 0. In-
creasing Ω favors the single-particle ground state with uniform density and helical
spin order. For the purposes of this Chapter, a “uniform density state” refers to
a state where the total density is modulated only by the optical lattice. We relate
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these phases to the synthetic dimensions picture by analyzing the spin current and
fractional population of atoms in each spin state. The rich variety of phases re-
ported here directly results from the interplay between interactions and the single
particle Hamiltonian. We are able to establish what effects result directly from
interactions by comparing our results with exact results for the ground state in
the non-interacting case.
Our results align with MF phases previously studied without the lattice, and
we conclude that the intermediate lattice depth modifies the phase boundaries but
does not destroy phases that have already been predicted [138, 142, 143]. In ad-
dition, we characterize the lattice depth at which these phases are suppressed and
the mean-field picture breaks down. Furthermore, we find that the ground state
phase is dependent on the strength of the Raman coupling, which provides an ad-
ditional tunable parameter in experiment. It is notable that increasing the Raman
coupling strength at constant lattice depth leads to condensation at the Brillouin
zone edge, a phenomenon that was previously predicted solely for increasing lat-
tice depth [146]. Our model parameters were selected to be directly relevant to
experiments with ferromagnetic atoms (e.g. 87Rb, 7Li, 41K) as well as polar atoms
(e.g. 23Na) [65, 126, 127]. In Section 5.2 we explain the model and briefly review
previous results. Section 5.3.1 and Section 5.3.2 give detailed results for attractive
and repulsive spin-dependent interactions, respectively. The effects of increasing
lattice depth are discussed in Section 5.3.3. We conclude in Section 5.4 and dis-
cuss how our work relates to current and future experiments. This chapter was
previously published in Physical Review A, c© American Physical Society, 2016.
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5.2 Model and Method
We consider interacting spin-1 bosons in the presence of a Raman field and an
optical lattice. The model is defined by Ĥ =
∫
dx(Ĥ0 + Ĥso + Ĥint), setting ~ = 1
throughout. The non-interacting Hamiltonian density Ĥ0 is
Ĥ0 =
1
2M
∇ψ̂†α∇ψ̂α + ψ̂†α [V (x)− µ] ψ̂α, (5.1)
with the hyperfine states coupled through the spin-orbit coupling and interaction
terms
Ĥso = ψ̂†α
[
ε(F 2z )αβ + ΩR(x) · Fαβ
]
ψ̂β, (5.2)
Ĥint =
c0
2
ψ̂†αψ̂
†
βψ̂βψ̂α +
c2
2
ψ̂†γψ̂
†
αFγν · Fαβψ̂βψ̂ν , (5.3)
using the notation defined in Table 5.1, with repeated indices summed over. In
particular, the spatial structure of the the spin-orbit coupling term is given by
ΩR(x) = Ω cos(2kRx)ex − Ω sin(2kRx)ey.
The single particle physics of this system without a lattice was studied
extensively in Ref. [133]. For small Ω and ε the low energy dispersion relation has
three minima at k = 0,± 2kR corresponding to spin states mF = 0,±1. These
minima are degenerate when ε is tuned to slightly negative values with increasing
Ω. Increasing ε shifts the middle minimum down, resulting in a single minimum
structure, while decreasing ε shifts the middle minimum up, leading to a double
minima structure. The dispersion relation for these two conditions is shown in
Figure 5.1(b,d), where we plot the band structure for Ω = 0.25EL and ε = 0
and −EL. In the triply-degenerate regime, the condensate wavefunction takes the
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Notation Description Value
ψ̂α(x) Boson field operator; α = mF –
N Number; N =
∫
dx 〈ψ̂†αψ̂α〉. N = 100
L length of lattice L = 15λL/2
M atomic mass –
V (x) Optical lattice potential; V (x) = VL cos
2(kLx) VL = 5EL
kL Lattice recoil momentum 2π/λL
EL Lattice recoil energy EL = k
2
L/2M –
vL Lattice recoil velocity vL = kL/M –
ε Quadratic Zeeman strength ε =
{
0, c2 < 0,
−EL, c2 > 0.
Fαβ vector of spin-1 matrices –
ΩR(x) spin-orbit coupling; ΩR(x) = Ω<
[
e2ikRx(x̂ + iŷ)
]
Ω tuned
kR Raman wave vector kR/kL = 4/3.
c0 density-density interaction c0N/L = 0.1EL
c2 spin-dependent interaction
c2
c0
=
{
−0.25,−0.5,−0.7
0.25,0.5,1.0
Table 5.1: Table of notation and values used for numerical simulations (if
applicable). We tune the Raman field strength Ω and spin-dependent interaction
c2. Values for VL and kR come from the relevant experiment [65]. Interactions
are related to scattering lengths a0 and a2 by c0 = 4π(a0 + 2a2)/3M and c2 =
4π(a2 − a0)/3M [60].
form [138]
ψ(x) = A+ξ+e
i2kRx + A0ξ0 + A−ξ−e
−i2kRx, (5.4)
where A±,0 are complex amplitudes and ξ±,0 are the single-particle spinor eigen-
states at the energy minima corresponding to momenta k = ±2kR, 0. The con-
densate can exhibit a zero momentum phase or a plane wave phase when a single
minimum is occupied, corresponding to A0 6= 0, A± = 0 or A± 6= 0, A∓,0 = 0. The
condensate also exhibits various density modulated (CDW) phases when at least
two of the three components A±,0 are nonzero. These CDW phases have different
wavelengths depending how the minima are occupied [133].
For a weakly interacting condensate Eq. (5.4) is still a valid ansatz, but A±,0
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are selectively occupied to minimize both the single particle and interaction en-
ergies. Interactions dictate the form of the spinor structure in the condensate,
favoring ferromagnetic order for attractive (c2 < 0) and uniaxial nematic order for
repulsive (c2 > 0) spin-dependent interactions [138]. This is due to the fact that
for c2 < 0 (> 0), the system maximizes (minimizes) spin 〈Ŝ(x)〉, where Ŝ(x) =
ψ̂†α(x)Fαβψ̂β(x), leading to distinct phases in the two regimes [133, 138, 140, 142].
Furthermore, tuning ε also alters the ground state in the presence of interactions by
changing the structure of the underlying dispersion relation [138]. This interplay
between SW and CDW order leads to a number of exotic phases and excitations
in the continuum system [138–140, 142].
One goal of this chapter is to understand the stability of each spin-orbit and
interaction driven phase in the presence of an optical lattice, away from the deep-
lattice limit. A lattice invalidates the ansatz of Eq. (5.4) since the lattice breaks
translational symmetry, but essential features and minima of the lowest band re-
main intact as shown in Figure 5.1(b,d).
We describe a spinor BEC by three classical complex fields 〈ψ̂α(x)〉 = ψα(x) =√
n(x)ξα where n(x) =
∑
α |ψα|2 is the total density, ξα is a three component
spinor with normalization ξ∗αξα = 1, and α = {1, 0,−1} labels the synthetic di-
mension sites. We define the GPE energy functional by replacing the bosonic
operators in Eqs. (5.1)-(5.3) with ψα(x). This gives the coupled equations
i∂tψα =
{[
− ∇
2
2M
+ V (x)
]
δαβ + ΩR · Fαβ
+ ε(F 2z )αβ +c0|ψ|2δαβ + c2
[
(ψ†δFδγψγ) · Fαβ
]}
ψβ (5.5)
We solve for the ground state using imaginary-time evolution where t →
−iτ [147] and test convergence using the strong criterion detailed in Ref. [148].
The system was initialized in a uniform state
∑
α |ψα(x)|2 = µ/c0, with all 3 spin
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components (ladder legs) equally weighted and where the number of particles fixes
µ. We find that near the phase transitions there are several states that are close in
energy. Our initial state biases the GPE solver and at some point in the phase dia-
gram there is an artificial transition between phases, because sometimes the GPE
relaxes to a metastable state rather than the ground state. To precisely pinpoint
a transition, we ran the GPE over parameter ranges biasing the initial guess in
favor of the previously calculated result at Ω± δΩ (running from small to large Ω
and large to small Ω). The lower energy phase is then taken as the ground state.
As a heuristic check, we stochastically sampled points in the phase diagram using
random initial conditions, confirming the ground state solution found from the
above methodology. The parameter values used in the GPE solver are detailed in
Table 5.1. Importantly, ε has a strong influence on phases and we present results
for ferromagnetic BECs with ε = 0 and polar BECs with ε = −EL. These two
choices are explained in Section 5.3.
CDW and SW phases are identified by nonzero Fourier amplitudes of the
density and spin order parameters, n(k) and 〈S(k)〉, at the relevant wavevectors
k = 2kL, k = 2kR, and k = 4kR. The first two correspond to the wavevector of
the lattice and the spin-orbit field, respectively. Nonzero amplitude at k = 2kL
indicates an effect due to the lattice, while k = 2kR indicates an effect due to SOC.
The third wavevector, k = 4kR, corresponds to condensation at the two degenerate
minima at ±2kR in the single particle bandstructure (see Figure 5.1). The reso-
lution of the system is set by the length L; here we have 5 unit cells because the
Raman beam is periodic over 3 optical lattice sites. Density n(k) and spin 〈S(k)〉
are defined by n(k) =
∫
dx eikxn(x) and 〈S(k)〉 =
∫
dx eikx〈S(x)〉. A schematic
diagram of CDW phases in synthetic dimensions is shown in Figure 5.3(a-c). In
synthetic space, these phases are captured by the fractional population in the mF
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Figure 5.3: (a) Schematic diagram of the CDWFM phase. The BEC predom-
inantly occupies mF = 0 level. The total density is modulated at neighboring
sites due to the Raman field. (b) Schematic diagram of the CDWSW1 phase.
The edges are preferentially occupied and there is an overall density modula-
tion. (c) Schematic diagram of the CDWSW2 phase. The bulk is more occupied
than in (b), and the overall density modulation remains. (d-e) Fractional pop-
ulation as a function of Ω. (d) c2/c0 = −0.25, ε = 0; The system begins in a
CDWFM ground state at Ω ≈ 0 with n0 = 1/2 (top line) and n±1 = 1/4 (bottom
line) and moves to meet the single particle occupation. The non-interacting case
is indicated by dashed lines. (e) c2/c0 = 0.25, ε = −EL. The system starts with
n±1 = 1/2 (top line) and n0 = 0 (bottom line). As Ω increases, it undergoes an
edge to bulk first order transition at Ω ≈ 2.0EL, which is weakened to a cross
over in the limit c2 = 0. As Ω increases the bulk is preferentially occupied.
Dotted lines indicate the case for c0 6= 0, c2 = 0.
states, shown in Figure 5.3(d-e). Fractional population nα is defined as
nα =
∫
dk nα(k)∑
α
∫
dk nα(k)
. (5.6)
Chapter 5 98
Finally, we analyze the spin currents in this system, which is analogous to
the chiral edge current in a quantum Hall system. The extremal spins represent
the edges in the synthetic dimension [129]. This provides a way to visualize and
measure chiral currents because the BEC can be imaged in the synthetic and
spatial dimensions using spin-resolved absorption imaging [65]. The total spin
current density is defined as
jS ≡
∑
α
α〈jα〉 =
∑
α
α
∫
dk
2π
k
M
ψ†α(k)ψα(k), (5.7)
where ψα(k) =
∫
dx eikxψα(x). Nonzero current corresponds to occupying states
in the edge-site conduction bands of the corresponding 2D lattice system. In this
case, the spin current is driven by the Raman beam Ω, and also depends on the
population of atoms in the mF = ±1 Zeeman (edge) states.
5.3 Results
5.3.1 Attractive Spin-Dependent Interactions
The schematic phase diagram for c2 < 0 and ε = 0 is shown in Figure 5.2(a). For
Ω = 0 the system is an SU(2) FM [59, 149] with uniform charge density (i.e. the
density is only suppressed by the lattice potential); this symmetry is broken by
the Raman field. The physics at large Ω is largely explained by the single-particle
Hamiltonian: The data matches up with exact diagonalization for c0 = c2 = 0
rather well.
For small Ω, the SU(2) FM phase and the modulating Raman field compete.
In this regime, the charge redistributes itself to accommodate the FM phase in
the presence of the Raman field. To understand this, consider the Raman field on
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Figure 5.4: Interplay of spin and density for c2 < 0 at small Ω. (a) Lattice
potential V (x). (b) Local spin polarization and Raman field at each site for
+Sx polarization. The blue arrow shows the spin polarization, and the red
arrow shows the local Raman field. (c) CDWFM phase with +Sx polarization.
Density increases at sites where F · ΩR < 0. (d) Local spin polarization and
Raman field at each site for −Sx polarization. The green arrow shows the spin
polarization, and the red arrow shows the local Raman field. (e) CDWFM phase
with −Sx polarization. Density increases at the sites where F ·ΩR < 0.
each lattice site: The angle of the Raman field in the Sx-Sy plane is 0, 2π/3, and
4π/3 before it repeats itself every third site. Within the GPE, the wave function
at each site l is ψα,l =
√
nlξα,l with ξ
†
α,lξα,l = 1, and to leading order in Ω the
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Figure 5.5: (a-b) GPE density computed for c2/c0 = −0.25 and ε = 0. (a) Den-
sity in real space in the CDWFM phase shows modulation between lattice
sites. (b) Density in real space in the uniform density phase. (c) |n(2kR)| 6= 0
signals a CDW phase. The non-interacting case (dashed line at 0) has density
modulation only from the lattice, and only slight density modulation appears
for c2 = 0, c0 > 0 (light gray, bottom line). Increasing spin-dependent interac-
tion strength |c2| leads to greater overall density modulation until a cross over
occurs to the uniform density regime. The largest peak (red/darker gray line)
indicates largest interaction strength tested.
energy is changed by roughly
∆E ≈
∑
l
nl ξ
†
α,lFαβξβ,l ·ΩR. (5.8)
For a given FM state, ∆E is minimized by larger density nl at sites where
ξ†α,lFαβξβ,l · ΩR < 0 and smaller nl when ξ
†
α,lFαβξβ,l · ΩR > 0. This reasoning
leads to two kinds of charge density waves as depicted in Figure 5.4. Our sim-
ulations suggest that Figure 5.4(b) is lower energy, shown in Figure 5.5(a). We
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precisely track this CDWFM regime by looking at Fourier modes of the density
n(k) at k = 2kR as seen in Figure 5.5(c), which makes clear that the CDW is an
interaction induced effect, increased by a larger FM interaction.
In Figure 5.6 we describe a system with 0 < Ω/EL . 0.5 that is polarized
along Sx, connected to two other degenerate states with the transformation
ψ(x)→ e−
2πi
3
Fzψ(x− π/kL). (5.9)
We confirmed numerically that the above transformation yields degenerate states
with the same energy, and one would expect this from the above reasoning. The
precise nature of the FM state with increasing Ω is captured in Figure 5.6 where
we see that 〈Sx(k)〉 is at first only modulated at 2kL and 〈Sy(k)〉 is quite small,
but as the Raman field Ω increases we obtain a small SW in 〈Sy(x)〉, shown in
Figure 5.6 (c,d). This minimizes the energy in Eq. (5.8), as depicted in Figure 5.4.
For strong enough Ω, the easy axis ferromagnetic order is suppressed and the
helical order of the single particle picture takes over, as indicated in Figure 5.3(c)
by the increase in occupation in the mF = 0 state for Ω ≈ 0.3EL. Finally, a
cross-over to a helical spin texture occurs for large Ω, shown in Figure 5.6. The
preference for mF = 0 is seen in the single particle picture: for small Ω the de-
generate mF = −1, 0, 1 states split so that mF = 0 becomes the lowest energy,
as discussed in Section 5.2. The spin-current is initially suppressed by these FM
interactions as seen in Figure 5.7. In the synthetic space, a FM state implies little
phase change between neighboring sites with m = 1 or m = −1, leading to a
suppressed spin current, but a SW is induced as a function of increasing Raman
strength. This leads to an increased spin current, and even enhances it past the
single particle value where density modulation is highest. Finally, the spin current
approaches the non-interacting case.
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Figure 5.6: Spin wave order for c2/c0 = −0.7, ε = 0. Dashed lines show
c2, c0 = 0 case for reference. (a) 〈Sx(k)〉 in the CDWFM phase, shown by
|〈Sx(2kL)〉| 6= 0 (yellow line). After the transition 〈Sx〉 is modulated primar-
ily at the Raman wavevector k = 2kR (red/dark gray line) and |〈Sx(2kL)〉| →
0. (b) 〈Sy(k)〉 is nearly unaffected by the optical lattice but follows the Raman
beam, shown by |〈Sy(2kL)〉|  |〈Sy(2kR)〉|. The right axis labels correspond to
the yellow/light gray line. (c) Amplitude of spin oscillations with increasing Ω.
Sx is indicated by the black line, Sy by the blue (light gray) line. The ferro-
magnetic state crosses over to Raman polarized at Ω ≈ 0.5EL. (d-e) Example
real-space spin texture. (d) CDWFM phase. (e) Uniform density phase with a
helical spin texture. Legend is the same as in (c).
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Figure 5.7: jS(Ω) computed for c2/c0 ≤ 0 and ε = 0. Ferromagnetic spin-
dependent interactions first suppress and then slightly enhance the overall spin
current compared to the non-interacting case (dashed line) in the regime where
the density modulation is highest. For spin-independent interactions only (c2 =
0 - cyan/ light gray line) the current is hardly changed.
5.3.2 Repulsive Spin-Dependent Interactions
In the case of polar interactions the system cannot lower its energy through the
interplay of enhanced density modulation and spin wave order. Setting ε = 0
gives a uniform density ground state with n(x) ∼ cos2(kLx). An experimentally
accessible way to stabilize a CDW phase in a polar BEC is to bias the system
with a large negative ε. Setting ε = −EL for c2 > 0 favors occupation of the
single-particle minima at maximal spin states. This induces competition between
the spin-dependent interaction and the underlying single particle dispersion; in
the language of synthetic dimensions, ε < 0 favors edge over bulk states.
The phase diagram for c2−Ω and ε < 0 is shown in Figure 5.2(b). There exist
two phases with nonzero n(2kR) and n(4kR). These phases are denoted CDWSW1,
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Figure 5.8: (a-b) GPE density computed for c2/c0 = 0.25 and ε =
−EL. (a) Density in real space in the CDWSW1 and (b) CDWSW2
phases. (c) n(k) at k = 2kR and (d) 4kR. The non-interacting case (black line)
has no density modulation other than by the lattice, so it is zero in this case.
For c0 6= 0 the density is modulated at two different wavevectors of the same
order of magnitude, varying slightly with varying c2. For |n(4kR)| > |n(2kR)|
we denote the CDWSW1 phase, while for |n(4kR)| < |n(2kR)| the system is in
the CDWSW2 phase. The cross over from CDWSW1 → CDWSW2 occurs for
Ω ≈ 1.7EL. The system undergoes a first order transition to uniform density
for Ω ≈ 2.4EL, corresponding to the transition to the single minimum regime.
This first order transition occurs at slightly higher Ω for increasing interaction
strength. The red/darker gray line indicates largest interaction strength tested.
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for |n(4kR)| > |n(2kR)|, and CDWSW2 for |n(4kR)| < |n(2kR)|, which are analo-
gous to the distinct density modulated phases found without the optical lattice in
Ref. [142]. The existence of multiple density wave phases allows for the possibility
of observing a continuous CDWSW1 → CDWSW2 cross over with increasing Ω, as
shown in Figure 5.8(a-c). For c2/c0 = 0.25, 0.5 and 1.0, the cross over occurs at
Ω ≈ 1.7EL. We find a first order phase transition at Ω ≈ 2.4EL into the uniform
density phase, which occurs when the lowest band becomes extremely flat (not
shown). The first order transition is a generic feature of the transition from two
minima to one and has also been predicted for the interacting system without the
optical lattice [140, 142].
Even for the relatively shallow lattice at V = 5EL contrast of the CDW
phases may be difficult to resolve in experiments. The first order transition can
be verified through measurement of the current, shown in Figure 5.9. Spin current
is suppressed for c2 > 0 in comparison to the non-interacting case, particularly
in the flat-band region around Ω ≈ 2.0EL. The first order transition leads to a
discontinuous jump in spin current. Past this point the spin current approaches
the single particle case.
In addition to novel CDW behavior, the system exhibits multiple spin tex-
tures. Total spin 〈S2(x)〉 is minimized for Ω = 0. As Ω grows the spin begins
to polarize in the Sx − Sy plane. Initially 〈Sy〉 is suppressed and only begins to
grow after the CDWSW1 → CDWSW2 cross over, as shown in Figure 5.10(b,c).
This spin configuration is also connected to two other degenerate states through
the transformation in Eq. (5.9), which we have verified numerically. The lattice
plays a much smaller role in the spin textures than in the c2 < 0 case as evidenced
by a small but nonzero |〈Sx,y(2kL)〉|. At large Ω the helical spin texture is again
entirely determined by the Raman beam, decoupled from the density behavior and
the sign of c2. The variety of spin textures is shown in Figure 5.10(d,e), where
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Figure 5.9: jS(Ω) computed for c2/c0 ≥ 0 and ε = −EL. Repulsive spin-
independent (c0) interactions suppress current compared to the non-interacting
case, indicated by the dashed black line. The first order transition causes a
sharp increase in current, and is weakly dependent on c2. It occurs at higher
values of Ω for higher values of c2/c0. The red/darker gray line indicates largest
interaction strength tested. In the non-interacting case (dashed line), the dis-
crete steps in the current are a finite size effect due to the change in curvature
of the lowest band. As ε is tuned, the momentum k where the band minimum
occurs decreases in discrete steps from the original value of k = ±2kR until the
single minimum regime at k = 0 is reached. In the infinite system this curve
would be smooth.
we plot the spin in real space for each of the density wave phases. In the uniform
density phase the spin texture is the same as Figure 5.6(e). Due to the high de-
gree of degeneracy in the non-interacting case with ε = −EL, in Figure 5.8-5.9 we
present the non-interacting results for condensation in a single minimum.
5.3.3 Effect of Increasing Lattice Depth
In this section we analyze the role of increasing lattice depth VL on the CDW
phases presented in the main body of the paper. The mean-field description of
the BEC breaks down as the lattice depth increases and Mott physics becomes
more important. In our results, we find that for both polar and ferromagnetic
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Figure 5.10: Spin wave order for c2/c0 = 1.0, ε = −EL. Dashed lines show the
c2, c0 = 0 case. (a-b) 〈Sx(k)〉 and 〈Sy(k)〉 are modulated at both the Raman and
lattice wavevectors for Ω . 2.4EL. After the first order transition the spin comes
unpinned from the lattice as evidenced by |〈Sx,y(k = 2kL)〉| = 0 (yellow/light
gray lines) (c) The amplitude of spin oscillations grows with increasing Ω. Sx is
indicated by the black line, Sy by the blue (light gray) line. The non-interacting
case initially occupies a single minimum and is polarized in 〈Sz〉 for Ω = 0 (not
shown). For Ω 6= 0 〈Sx〉 and 〈Sy〉 grow continuously, with 〈Sy〉 suppressed in
the interacting case. (d-e) Real-space spin textures for CDWSW1 and CDWSW2.
Legend is the same as in (c).
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Figure 5.11: Dependence of the CDWFM phase on lattice depth. As VL
increases, the CDW increases in amplitude and then undergoes a first order
transition to a uniform density phase. Condensation moves toward the Brillouin
zone edge, as shown by increasing |n(2kL)| (red/darker gray line) even after the
transition. Note that here |n(k)| is normalized by |n(k = 0)|.
spin-dependent interactions the CDW order is suppressed for VL & 10EL. This
indicates that increasing the lattice depth by as little as a factor of two reaches
the boundary of applicability of the mean-field description in 1D.
In Figure 5.11 we analyze the effect of an increasing lattice depth on the
CDWFM phase. As VL increases, the CDW amplitude grows until there is a first-
order transition to a uniform density phase with modulation only at k = 2kL. The
transition occurs for Vc ≈ 8.6EL, therefore it is important that the system is in
a relatively shallow lattice regime to observe the CDWFM phase. For VL > Vc,
condensation only occurs at k = 0 and the Brillouin zone edge (k = kL) with
increasing lattice depth, as shown by an increase in |n(2kL)| with increasing VL.
The deep lattice suppresses interaction-induced effects at the mean-field level (for
these values of c0 and c2) including the CDW and FM polarization, and the spin
Chapter 5 109
0
4
8
L 2 0
R R L
L 2 0
R R L
0
4
8
L
(a)
(b)
Figure 5.12: (a-b) Dependence of the CDWSW1 and CDWSW2 phases on
lattice depth. In both cases, condensation moves toward the Brillouin zone edge,
as shown by increasing |n(2kL)| (red/darker gray top line, right axis), which
is much larger in magnitude than the other order parameters. (a) CDWSW1.
As VL increases, the CDW increases slightly before decreasing. (b) CDWSW2.
As VL increases, the CDW decreases. Notably, |n(2kL)| is the same order of
magnitude as the CDWFM case, while |n(2kR)| (yellow/light gray line) and
|n(4kR)| (orange/gray line) are much smaller. Note that in both (a) and (b)
|n(k)| is normalized by |n(k = 0)|.
texture is Raman-polarized as the lattice depth increases.
The effect of increasing lattice depth on both CDWSW1 and CDWSW2 is shown
in Figure 5.12. Unlike the CDWFM case, the amplitude of density modulations
decreases gradually with increasing VL and we do not find a sharp transition.
For CDWSW1 the behavior of n(k) at k = 2kR and 4kR is slightly non-monotonic,
showing a small increase initially with increasing VL. In the case of CDWSW2, n(k)
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decreases across the entire range of VL. Condensation at the lattice wavevector is
almost the same as for the CDWFM case, with n(2kL) having a similar magnitude.
This shows that for increasing lattice depth the condensation wavevector moves
to the edge of the Brillouin zone independent of the type of interactions present.
5.4 Conclusions
We examined the weakly interacting spin-1 Bose gas with SOC in an optical lat-
tice and related it to the synthetic dimensions framework. Specifically, we have
presented the phase diagram in the Ω − c2 plane for both positive and negative
values of c2. The system exhibits a rich phase diagram with CDW and SW phases,
which depend strongly on Ω, ε, and the sign of c2. In the regime of intermedi-
ate lattice depth at V = 5EL, we find a number of novel phases. For attractive
spin-dependent interactions, the system exhibits ferromagnetic behavior and den-
sity modulations at the Raman wavevector, leading to altered spin current in the
CDWFM regime. In the CDWFM phase there are small spin modulations that cross
over to helical polarization.
BECs with repulsive spin-dependent interactions present novel phases pro-
vided that ε < 0. In particular, a cross over from a CDWSW1 to CDWSW2 phase
occurs with increasing the Raman intensity, and a first order transition to a uni-
form density state is also seen. This first order transition can be measured through
the spin current, which shows a discontinuous jump at the transition. We show
that ε plays a crucial role in the phases that can be realized. Increasing Ω leads
to condensation only at the lattice wavevector, which indicates a uniform den-
sity state. Additionally, we investigated the effect of increasing lattice depth and
showed that as the lattice depth increases the amplitude of density modulations
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gradually decreases. In effect, increasing the lattice depth washes out interaction-
induced effects at the mean field level.
Finally, we studied the interplay of spin and density order parameters by
characterizing the spin textures in the Sx − Sy plane. Notably, the interplay of
interactions and single particle physics at low Ω leads to alterations of the spin
current and spin texture when compared to the non-interacting case. This is true
of both attractive and repulsive c2, however for c2 < 0 this effect is particularly
pronounced due to the appearance of finite magnetization. Interactions lead to
modified bulk or edge occupation of the system in the synthetic dimension. For
c2 > 0 and large negative ε the system favors edge occupation of the synthetic
lattice, while for c2 < 0, ε = 0 it is primarily bulk occupation. Future research
could investigate the excitation spectrum in the present setup, or more closely
examine the role of ε. These results are accessible by current experiments and
apply to a variety of atoms such as 87Rb, 7Li, 41K, and 23Na.
Chapter 6: Conclusion
In this dissertation we examined the role of topological defects in solid-state and
cold atom systems and studied their dynamics when embedded in quantum sys-
tems. The defects considered here are treated semi-classically, but they interact
with quantum particles via various mechanisms including quantum scattering and
magnetic confinement. In Chapter 1 we reviewed the theory of defects in ordered
media and showed that topological defects have different homotopy classifications
than uniform or trivial field configurations, which is why they are so stable. Homo-
topy theory provides justification for our assumption that the defects themselves
behave semi-classically even though they interact with external quantum degrees
of freedom.
The problems considered here are at the boundary of classical and quantum
physics and occur in many natural settings. In each Chapter we have used differ-
ent analytical and numerical techniques to understand this phenomena including
scattering theory, kinetic theory of stochastic processes, and diagrammatic per-
turbation theory. As researchers continue to work toward high-quality mesoscopic
quantum systems it is important to develop an understanding of how topological
defects affect transport phenomena, whether the defects are purposefully engi-
neered or spontaneously occurring.
In Chapter 2 and Chapter 3 we considered topological defects in solid-state
systems. We theoretically modeled skyrmions and magnetic vortices at the inter-
face between a thin-film magnet and a 3D topological insulator (TI). The surface
states of a 3D TI exhibit strong spin-momentum locking, therefore magnetic per-
turbations affect the electronic properties of these materials. We showed that
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magnetic topological defects markedly alter the linear energy spectrum of the TI
near the Dirac point. In particular, magnetic skyrmions can host discrete, in-gap
states at the skyrmion radius due to the out-of-plane magnetic moments of the
skyrmion, which open a gap in the TI spectrum everywhere except the skyrmion
radius. Furthermore, we showed that these states are robust in the presence of an
external magnetic field and could be observed in an experiment. The magnetically
confined surface states cause the skyrmion to become charged, opening the door
to skyrmion driving with only an electric field. Our proposal was the first for
all-electric skyrmion driving.
In contrast to the skyrmion case, in Chapter 3 we considered a TI coupled
to an XY model where all magnetic moments are in-plane. Although an in-plane
magnetic field cannot open a gap in the energy spectrum, quasi long-range mag-
netic correlations due to 2D vortices can cause the surface state resistivity to
increase. We showed that the magnetic vortices act like a random magnetic field
(RMF) when coupled to Dirac fermions. The effective RMF causes a peak in
resistivity near the vortex-unbinding transition temperature. Furthermore, for a
strictly linear Dirac spectrum the coupling to the RMF is completely unscreened
and leads to an infrared divergence in the quasiparticle decay time. The theory is
regularized by accounting for band curvature due to electron-hole asymmetry or
other material imperfections. This work presents a relevant effect in topological
heterostructures and shows the limits of using TI surface states as a test-bed for
gauge theories of Dirac fermions in free space.
In Chapter 4 we transitioned to cold atom systems and studied dark solitons
in quasi-1D Bose-Einstein condensates (BEC). Dark solitons in higher dimensions
decay into solitonic vortices or vortex pairs, thus they are related to the topolog-
ical defects occuring in quasi-2D BECs and are characterized by phase winding
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like their 2D vortex counterparts. In the case of repulsive interactions, dark soli-
tons are an exact solution of the 1D Gross-Pitaevskii equation which describes the
condensate at the mean-field level, an accurate description for most experiments.
We studied the dynamics of dark solitons in the presence of friction due to
quantum impurities which scatter off of the soliton. Dark solitons are particularly
interesting because they are heavy, particle-like density depressions that behave
classically, but with a negative effective mass. As a consequence of the negative
mass, friction causes the soliton to speed up and eventually decay. By solving
the Fokker-Planck equation exactly for the probability distribution function of
the soliton, we showed that the soliton cannot undergo Brownian motion in free
space. However, in the presence of a harmonic trap Brownian motion is emergent.
This is unlike any typical system undergoing Brownian motion. We proposed a
Bose-Fermi mixture with a BEC and thermal impurity cloud as a test system and
furthermore showed that the amount of friction in the system can be tuned by
tuning the inter-particle interaction strengths. We also presented calculations for
a similar model with bosonic scatterers which was implemented in an experiment
and accurately predicted the diffusion coefficient for a dark soliton in an elongated
87Rb BEC.
Finally, in Chapter 5 we explored a quasi-1D spin-1 BEC in an optical lattice
with spin-orbit coupling (SOC). This model can be mapped on to a 2D square
lattice where the internal spin states form a discrete synthetic dimension. For a
specific form of the SOC each lattice plaquette has a uniform flux set by the ratio
of Raman beam momentum and lattice momentum; this is a classic model for
the Quantum Hall Effect (QHE). In the non-interacting case this system shows
some signatures of the QHE including edge transport. We numerically showed
that in the presence of interactions, density and spin-density waves occur as the
ground state and can suppress or enhance the edge current based on the sign of
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spin-dependent interactions. This provides evidence for interesting ground states
to emerge in a synthetic dimensions experiment with interactions.
Appendix A: Gauge Transformation of In-Plane Magneti-
zation
Although there are many ways to describe skyrmion textures, one simple and
useful ansatz for the magnetization vector n̂(r, ϕ) is [17]
n̂(r, ϕ) =
2RSr
r2 +R2S
(− sinϕx̂+ cosϕŷ) + r
2 −R2S
r2 +R2S
ẑ (A.1)
Where RS is the radius of the skyrmion. The in-plane magnetization in this case
is a vortex, and it is symmetric under rotations. This is more apparent when we
rewrite the in plane magnetization in polar coordinates,
nϕ(r)ϕ̂ =
2RSr
r2 +R2S
ϕ̂.
Now, we can separate the in-plane and out-of-plane magnetization in the Hamil-
tonian, where σ = (σx, σy).
H = vF [p× σ] · ẑ + ∆Snϕ(r)ϕ̂ · σ + ∆Snz(r)ẑ · σz (A.2)
using ϕ̂ = ẑ × r̂ and vector identities we rewrite H
H = [(vFp + ∆Snϕ(r)r̂)× σ] · ẑ + ∆Snz(r)ẑ · σz (A.3)
Where Hψ = εψ. Introducing a gauge transformation ψ → eif(r,ϕ)ψ′ with a scalar
function f(r, ϕ), we can rewrite the time-independent Schrödinger equation as
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H′ψ′ = εψ′, where
H′ = [(vFp + vF~∇f(r, ϕ) + ∆Snϕ(r)r̂)× σ] · ẑ + ∆Snz(r)ẑ · σz (A.4)
We can then find a scalar function f(r, ϕ) for the skyrmion texture given in Equa-
tion (A.1) such that vF~∇f(r, ϕ) + ∆Snϕ(r)r̂ = 0. If this equation has a solution
for the skyrmion ansatz, we are able to“gauge away” the in-plane magnetic tex-
ture. In this way we see that the in plane texture will not change the energy
spectrum of the bound Dirac fermions. Most importantly, the in-plane magneti-
zation will not open up a gap in the spectrum. The scalar function f(r, ϕ) should
be independent of ϕ since the magnetic texture is rotationally invariant. In polar
coordinates we have
∇f(r, ϕ) = ∂f(r, ϕ)
∂r
r̂ +
1
r
∂f(r, ϕ)
∂ϕ
ϕ̂ = −∆S
vF~
nϕ(r)r̂
f(r) = −∆SRS
vF~
r∫
0
dr
2r
r2 +R2S
= −∆SRS
vF~
log
(
r2 +R2S
R2S
)
(A.5)
Appendix B: Low-T XY -Model Correlation Functions
B.1 Free Energy
For the low-temperature correlation functions we can use the continuum approx-
imation of the free energy F = 1
2
∫
drρs(∇Θ(r))2 where ρs is the spring con-
stant or “spin stiffness” and Θ(r) is the phase of the magnetic moments n(r) =
(cos Θ(r), sin Θ(r)). The Fourier transform of F is found using Θ(r) =
∑
k Θke
ik·r.
F =
ρs
2
∫
dr
∑
kk′
ikik′ΘkΘk′e
ikr+ik′r =
ρs
2
∑
k
k2ΘkΘ−k (B.1)
Where the integral over dr gives the relation k′ = −k. Furthermore, the field Θ(r)
is real, giving Θ−k = Θ
∗
k. Since Θk is a complex quantity we need only sum over
positive values of k to account for this redundancy. We denote the sum over k for
k > 0 as
∑′
k. Using this, we have
F =
ρs
2
∑
k
k2ΘkΘ−k =
ρs
2
′∑
k
2k2|Θk|2 =
′∑
k
εk|Θk|2 ; εk = ρsk2
Now we have a free energy that is diagonal in momentum space and quadratic in
the field Θk.
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B.2 Spin-Spin Correlation Functions
To calculate the correlation functions of the spin components we calculate quan-
tities like
〈
ei{Θ(r1)+Θ(r2)}
〉
and
〈
ei{Θ(r1)−Θ(r2)}
〉
. We define them in k-space as
ei{Θ(r1)+Θ(r2)} = ei
∑
k Θk(e
ikr1+eikr2 ) = ei
∑
k Θkc1,k
ei{Θ(r1)−Θ(r2)} = ei
∑
k Θk(e
ikr1−eikr2 ) = ei
∑
k Θkc2,k
Now we have
ei
∑
k Θkck = ei
∑′
k Θkck+i
∑′
k Θ−kc−k = ei
∑′
k Θkck+i
∑′
k Θ
∗
kc
∗
k
The gaussian integration over the Θk fields is the straightforward if we split Θk
into real and imaginary parts. This gives:
i
′∑
k
Θkck + i
′∑
k
Θ∗kc
∗
k = i
′∑
ΘRk (ck + c
∗
k) + iΘ
I
k(ck − c∗k) = 2i
′∑
k
ΘRcRk −ΘIkcIk
Now we can calculate the correlators:
〈
ei{Θ(r1)±Θ(r2)}
〉
=
∫
DΘRkDΘIke2i
∑′
k Θ
RcRk −Θ
I
kc
I
ke−β
∑′
k εk(Θ
R
k )
2+(ΘIk)
2∫
DΘRkDΘIke−β
∑′
k εk(Θ
R
k )
2+(ΘIk)
2
Both the real and imaginary integrals are now of the form
∫
dx e−ax
2−2bx =
√
π
a
e
b2
a ,
so we have
〈
ei{Θ(r1)±Θ(r2)}
〉
=
′∏
k
e
−
∑′
k
(cRk )
2
βεk e
−
∑′
k
(cIk)
2
βεk =
′∏
k
e
−
∑′
k
|ck|
2
βεk = e−I
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The functions ck are now different depending on Θ(r1) ± Θ(r2) where I1 = (+)
and I2 = (−).
|c1,k|2 = (eikr1 + eikr2)(e−ikr1 + e−ikr2) = 2 + 2 cos [k · r]
|c2,k|2 = (eikr1 − eikr2)(e−ikr1 − e−ikr2) = 2− 2 cos [k · r]
Where r = r1 − r2.
I1 =
2
βρs
∫
d2k
(2π)2
1 + cos(kr cos θ)
k2
; I2 =
2
βρs
∫
d2k
(2π)2
1− cos(kr cos θ)
k2
To solve these we will need the formula cos(α cos θ) =
∑
m e
imθJm(α), where Jm(α)
is a Bessel function of the first kind.
I1(r) =
1
2πβρs
∫ ∞
0
dk
k
[1 + J0(kr)] (B.2)
I2(r) =
1
2πβρs
∫ ∞
0
dk
k
[1− J0(kr)] (B.3)
Looking at I1(r), we see that the integral diverges as k → 0 and k → ∞.
The infrared divergence as k → 0 implies that the overall quantity
〈
ei(Θ1+Θ2)
〉
is killed off by long range phase fluctuations. Therefore, we can safely say that〈
e±i(Θ1+Θ2)
〉
= 0. I2(r) is well-behaved at the origin but diverges logarithmically as
k →∞. This is because for small arguments J0(kr) approaches 1, so the infrared
divergence at the origin is removed. To deal with the logarithmic divergence, we
introduce a length scale a such that kmax ∼ a−1. a is the smallest length scale
that can be described by the continuum theory, analogous to a lattice constant.
Therefore, we have
I2(r) =
1
2πβρs
∫ r/a
0
dx
x
[1− J0(x)] ∼
1
2πβρs
ln
r
a
;
r
a
 1
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Finally, we have 〈
ei{Θ(r1)−Θ(r2)}
〉
= e−I2(r) =
(r
a
)− 1
2πβρs
(B.4)
From this general expression we can calculate
〈nxnx〉 = |n|2 〈cos Θ(r1) cos Θ(r2)〉
=
1
4
[〈
ei{Θ(r1)+Θ(r2)}
〉
+
〈
e−i{Θ(r1)+Θ(r2)}
〉
+
〈
ei{Θ(r1)−Θ(r2)}
〉
+
〈
e−i{Θ(r1)−Θ(r2)}
〉]
=
1
2
(r
a
)− 1
2πβρs
=
1
2
〈n · n〉 (B.5)
〈nyny〉 = |n|2 〈sin Θ(r1) sin Θ(r2)〉
=
1
4(i2)
[〈
ei{Θ(r1)+Θ(r2)}
〉
+
〈
e−i{Θ(r1)+Θ(r2)}
〉
−
〈
ei{Θ(r1)−Θ(r2)}
〉
−
〈
e−i{Θ(r1)−Θ(r2)}
〉]
=
1
2
(r
a
)− 1
2πβρs
=
1
2
〈n · n〉 (B.6)
Therefore, we have quasi long range order in 〈nxnx〉 and 〈nyny〉 because the cor-
relations exhibit power law decay. Finally, we have
〈nxny〉 = |n|2 〈cos Θ(r1) sin Θ(r2)〉
=
1
4
[〈
ei{Θ(r1)+Θ(r2)}
〉
−
〈
e−i{Θ(r1)+Θ(r2)}
〉
−
〈
ei{Θ(r1)−Θ(r2)}
〉
+
〈
e−i{Θ(r1)−Θ(r2)}
〉]
=
1
4
[(r
a
)− 1
2πβρs −
(r
a
)− 1
2πβρs
]
= 0 (B.7)
There are no correlations between nx and ny components.
Appendix C: Impurities Reflection Coefficient
We begin the analysis from Equation 4.11 in the main text for the impurity wave-
function,
∂2ψ(z)
∂z2
+
[
λ(λ− 1)
cosh2(z)
+ k2
]
ψ(z) = 0 (C.1)
Where z = γvz/ξ and
λ(λ− 1) = 2mig
′
mcg
; k2 =
4miξ
2
~2γ2s
(
E +
miv
2
s
2
− g′nc
)
. (C.2)
The energy of ψ(z) is shifted from the ususal Pöschl-Teller problem by −g′nc due
to the transformation we made from tanh2(z) to cosh−2(z). It is also shifted by
mv2/2, which is just the additional kinetic energy imparted by being in the rest
frame of a soliton moving at finite velocity v. In the following we work in the
soliton rest frame where v = 0 (γv = 1). Equation (C.1) can be brought into
hypergeometric form by defining the following transformations [111]
y =
1 + tanh(z)
2
; ψ(y) =
(
1 + y
1− y
)ik/2
U(y) (C.3)
The function U(y) obeys the hypergeometric equation
y(1− y)∂
2U
∂y2
+ (ik − 2y + 1)∂U
∂y
+ λ(λ− 1)U(y) = 0 (C.4)
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with two solutions 2F1(a, b, c; y) and y
1−c
2F1(a − c + 1, b − c + 1, 2 − c; y) [150].
Restoring the original variables, the most general solution for ψ(z) is
ψ(z) = Aeikz 2F1
(
λ, 1− λ, ik + 1; 1 + tanh(z)
2
)
+ (C.5)
+B
(
2 + e−2z + e2z
)ik/2
2F1
(
λ− ik, 1− λ− ik, 1− ik; 1 + tanh(z)
2
)
Where A and B are general coefficients. The asymptotic form of ψ(z) as z → ±∞
allows us to determine the form of the scattering matrix, and thus the reflection
and transmission amplitudes. As z → ±∞, tanh(z) → ±1 and the argument of
the hypergeometric functions goes to 1 or 0. Given that 2F1(a, b, c; 0) = 1, we can
first easily find the limit as z → −∞:
ψ−(z) = lim
z→−∞
ψ(z) = Aeikz +Be−ikz (C.6)
In the limit z → ∞, the argument of the hypergeometric function approaches 1,
but care must be taken with this limit. We first use the following property of
hypergeometric functions [150]
2F1 (a, b, c;u) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) 2
F1 (a, b, a+ b− c+ 1, 1− u)
+ (1− u)c−a−bΓ(c)Γ(a+ b− c)
Γ(a)Γ(b)
2F1 (c− a, c− b, c− a− b+ 1, 1− u)
(C.7)
We start with
ψ+(z) = lim
z→+∞
ψ(z) = Aeikz 2F1
(
λ, 1− λ, ik + 1; 1 + tanh(z)
2
)
+
+Beikz 2F1
(
λ− ik, 1− λ− ik, 1− ik; 1 + tanh(z)
2
)
(C.8)
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In both A and B terms we have terms like
lim
z→∞
eikz
e−ikz
(e−z + ez)ik
≈ e−ikz (C.9)
Finally, we end up with
ψ+(z) = Ceikz +De−ikz (C.10)
with
C =
[
A
Γ(ik + 1)Γ(ik)
Γ(ik + 1− λ)Γ(ik + λ)
+B
Γ(1− ik)Γ(ik)
Γ(1− λ)Γ(λ)
]
D =
[
A
Γ(1− ik)Γ(−ik)
Γ(λ− ik)Γ(1− λ− ik)
+B
Γ(1− ik)Γ(−ik)
Γ(λ− ik)Γ(1− λ− ik)
]
The transfer matrix T̂ is then defined by connecting the asymptotic wavefunctions
at ±∞ as ψ+(z) = T̂ψ−(z).
C
D
 = T̂
A
B
 (C.11)
Finally, we have the analytical form of the transfer matrix, simplified slightly to
T̂ =

Γ(ik+1)Γ(ik)
Γ(ik+1−λ)Γ(ik+λ)
Γ(1−ik)Γ(ik)
Γ(1−λ)Γ(λ)
Γ(ik+1)Γ(−ik)
Γ(1−λ)Γ(λ)
Γ(1−ik)Γ(−ik)
Γ(λ−ik)Γ(1−λ−ik)
 (C.12)
The scattering matrix Ŝ connects left and right moving states, and it is defined as
B
C
 = Ŝ
A
D
 (C.13)
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Ŝ can be found from the transfer matrix via the relation [151]
Ŝ =
1
T22
 −T21 1
T11T22 − T21T12 T12
 (C.14)
and finally, the transmission and reflection amplitudes are given by
r = S11 =
Γ(λ− ik)Γ(1− λ− ik)
Γ(1− λ)Γ(λ)
(C.15)
t = S21 =
Γ(λ− ik)Γ(1− λ− ik)
Γ(1− ik)Γ(−ik)
(C.16)
The reflection coefficient R = |r|2 determines the transport coefficients of the
soliton, because friction and diffusion comes from impurity states that are scattered
from the soliton while those that are not scattered will not impart any momentum
to the soliton. The reflection coefficient is
R(k, λ) =
Γ(λ− ik)Γ(λ+ ik)Γ(1− λ− ik)Γ(1− λ+ ik)
Γ(1− λ)2Γ(λ)2
=
1− cos(2πλ)
cosh(2πk)− cos(2πλ)
(C.17)
Appendix D: Chemical Potential of Fermions with Dark
Soliton
The friction coefficient γ is highly sensitive to the reflection coefficient R(k, λ) and
the chemical potential of the fermionic atoms through the distribution function
nF(εk) in equation (4.19). Although the number of fermions in the system is fixed,
the chemical potential is sensitive to the bound states in the soliton well, the phase
shift of the scattering states, and the density of states at the Fermi level. In this
Appendix we present the full calculation of the chemical potential of 1D fermions
in the presence of a dark soliton potential well. The same calculation was done
for bosons for Section 4.7.
The total number of impurities is given by Ni = Ns(µi) + Nb(µi) + δN(µi),
where Ns indicates scattering (continuum) states, Nb indicates bound states, and
δN is a correction due to the phase shift of scattering states. All three quantities
are a function of the chemical potential µi. We can define the following equation
for the 1D impurity density,
Ni
L
= −
√
mikBT
2π~2
Li 1
2
(
−eβµi
)
+
2
L
floor(λ−1)∑
j=0
1
eβ(εj−µi) + 1
+
1
L
∫
dk
2π
1
eβ(εk−µi) + 1
∂δ(k, λ)
∂k
; β =
1
kBT
(D.1)
The first term in equation (D.1) comes from integrating over k for the continuum
states, where Li1/2(x) is the polylogarithm function. The continuum dispersion
is εk ∝ ~2k2/2mi. The second term accounts for the bound states, which have
quantized energies εj = −~2/2miξ2(λ− 1− j)2 for integer j < λ− 1. The factor of
two accounts for Pauli degeneracy. Finally, the third term in equation (D.1) is a
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Figure D.1: Top: The chemical potential µi of fermionic impurities, from
solving equation (D.1) numerically for Ni = 1000
173Yb atoms with L = 250 µm.
µi decreases slightly as λ is increased and there are more bound states in the
soliton well. Increasingly dark lines indicate higher temperatures. Bottom:
Chemical potential for T = 150 nK. The steps at each integer indicate an
additional bound state in the soliton well. The chemical potential including the
phase shift (solid line) is increased slightly from the result without it (dotted
line).
correction due to the phase shift of the scattering states. The phase shift is given
by δ(k, λ) = Arg [t(k, λ)] with the transmission amplitude from Equation (C.16)
t =
Γ(λ− ik)Γ(1− λ− ik)
Γ(1− ik)Γ(−ik)
. (D.2)
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The correction δN is proportional to ∂kδ(k, λ), which takes the form
∂δ(k, λ)
∂k
= Re
[
ψ0(−ik) + ψ0(1− ik)− ψ0(λ− ik)− ψ0(1− ik − λ)
]
, (D.3)
where ψ0(z) = Γ′(z)/Γ(z) is the digamma function. We solve for µi numeri-
cally for 173Yb atoms with Ni = 1000 and L = 250 µm for temperatures T =
{50, 100, 150, 200} nK.
The results of the calculation are shown in Figure D.1. The chemical poten-
tial of the fermion atoms decreases slightly as the interaction strengths are tuned
and the soliton well becomes deeper, and we find µi ≈ kBT for all temperatures
considered. In the bottom panel of Figure D.1 we show the result with and with-
out accounting for the phase shift term. The phase shift of the scattering states
slightly increases the chemical potential. These results are used in calculating γ
in equation (4.19) and Fig. 4.2 of the main text.
Appendix E: Kinetic Theory Derivations
E.1 Collision Integral
The collision integral for a heavy object interacting with a gas of lighter objects can
be derived in quite a general way, as has been done in many textbooks (e.g.[106,
152]). The essential assumption is that the momentum transferred in each collision
is small. Treating the soliton as a heavy classical object, we assume that it has
some probability distribution f(t, xs, p) which depends on momentum p, time t,
and position xs. Let P (p, q)dq denote the probability per unit time of a change
p→ p− q in the momentum of the soliton in a collision with a fermionic impurity
atom, where q is the momentum transferred. The transport equation for f is then
given by
df
dt
=
∫
dq P (p+ q, q)f(t, p+ q)− P (p, q)f(t, p) (E.1)
which measures the difference between the soliton scattering into a state with
momentum p and out of a state with momentum p. We assume that the transferred
momentum in each collision is small, i.e. q  p and that P (p, q) is a smooth
function. We then make the following expansion,
P (p+q, q)f(t, p+q) ≈ P (p, q)f(t, p)+q ∂
∂p
(P (p, q)f(t, p))+
1
2
q2
∂2
∂p∂p
(P (p, q)f(t, p))
(E.2)
This gives a transport equation for f with a collision integral in Fokker-Planck
form
df
dt
= I [f ] ; I [f ] = ∂
∂p
(
Apf +
∂
∂p
[Bpf ]
)
. (E.3)
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E.2 Transport Coefficients
The transport coefficients are given by
Ap =
∑
q
qP (p, q) ; Bp =
1
2
∑
q
q2P (p, q), (E.4)
where q is the momentum transferred between the heavy object and the light one
in a single collision.
For the dark soliton we write the momentum p = −Mvs, giving the collision
integral as a function of velocity
I [f ] = ∂
∂vs
(
−Ap
M
f +
∂
∂vs
[
Bp
M2
f
])
=
∂
∂vs
(
−Avsf +
∂
∂vs
[Bvsf ]
)
. (E.5)
The transport coefficients presented in equation (4.17) and (4.18) of the main text
are related to Ap and Bp as Avs = Ap/M and Bvs = Bp/M
2; we present the rest
of the calculation in terms of vs.
Coefficients Avs and Bvs are not independent. When f = exp(−E(vs)/kBT ) is
the Maxwell-Boltzmann distribution the collision integral I [f ] must vanish. For
the soliton, we have f(E(vs)) ≈ exp(Mv2s /2kBT ). Plugging this into I [f ], we find
the relation (
−Avs +
∂Bvs
∂vs
)
f +
vsMBvs
kBT
f = 0. (E.6)
To first order, ∂vsBvs = 0, giving
Avs =
MvsBvs
kBT
. (E.7)
We emphasize that this relation relies only on the condition that f(E(vs)) is
Maxwell-Boltzmann and not on the microscopic properties of the scatterers, and
Appendix E 131
the microscopic expressions for Avs and Bvs must satisfy this relation [106].
The probability per unit time that the heavy object will undergo a scattering
event is P (p, q) = Rq|vq|s(k, ks), where Rq is the reflection coefficient, |vq| is the
velocity and s(k, ks) is a statistical factor which gives the occupation number of
scatterers. In the case of bosonic impurities, s(k, ks) = nB(1 + nB), where nB is
the Bose-Einstein distribution. This term accounts for bosonic enhancement.
In the case of fermionic impurities, which we consider here, s(k, ks) = nF(1−
nF) where nF is the Fermi-Dirac distribution. This term accounts for Pauli block-
ing, which means that a fermion with momentum k is unable to scatter into a state
with momentum −k if that state is already filled. An incoming particle with mo-
mentum pi = ~k is reflected with momentum pf = −~k, giving q = pf−pi = −2~k.
Now, we have the following expressions for Avs and Bvs
Avs = −
2~
M
∑
k
kRk,λ
∣∣∣∣ ∂εk~∂k
∣∣∣∣nF(εk+ks) [1− nF(ε−k+ks)] . (E.8)
Bvs =
2~2
M2
∑
k
k2Rk,λ
∣∣∣∣ ∂εk~∂k
∣∣∣∣nF(εk+ks) [1− nF(ε−k+ks)] . (E.9)
Given these relations, we can check that equation (E.7) is satisfied to first order
in ks = mivs/~. The Fermi-Dirac distribution can be expanded as
nF(ε±k+ks) ≈ nF(ε±k)± ~kvs
∂nF
∂ε±k
, (E.10)
where we have used the relation ε±k+ks ≈ ε±k±~kvs. Plugging into equation (E.8),
we find
Avs ≈ −
2~2vs
M
∑
k
k2Rk,λ
∣∣∣∣ ∂εk~∂k
∣∣∣∣ ∂nF∂εk = MvsBvskBT (E.11)
We note that the zeroth-order term of Avs vanishes because
∑
k k is an odd function
of k. Similarly, for Bvs the first order in ks is B ∝
∑
k k
3 = 0. Equation (E.7) is
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satisfied only if the Pauli-blocking term is included in the microscopic expressions
for Avs and Bvs .
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