The aim of this paper is to introduce the construction of codes for multiple access channels based on the the notion of the strong hash property introduced in Proc. ISIT2010, pp. 575-579. Since an ensemble of sparse matrices has a strong hash property, we can use sparse matrices for code constructions.
I. INTRODUCTION
This paper introduces the construction of multiple access channel codes. The construction is based on the notion of the hash property introduced in [12] [13] [14] . Since an ensemble of sparse matrices has a strong hash property, we can construct codes by using sparse matrices.
In a multiple access channel, two or more senders send messages to a common receiver. The capacity region was derived in [1] [9] for a case where two senders have different private messages but no common message to be sent. This work was extended in [15] to a case where two senders have different private messages and a common message to be sent. The capacity region for two or more senders was described in [4, Section 15.3.5] [7, Chapter 4] in which there is no common message. In [8] , the capacity region was derived for a general multiple access channel in which two or more senders have messages common to some of the users. Applications of LDPC codes to the multiple access channel were introduced in [2] [10] [11] , where they assumed that channel noises are additive.
In this paper, we construct codes for the following cases:
• Two or more users have different private messages only ( Fig.1) [4, Section 15.3.5], and • Two or more users have messages common to some of the users (Fig.2 ) [8] , where additive channel noises are not assumed. It should be noted that both cases include the case of two users studied in [1] [9] [15] .
II. DEFINITIONS AND NOTATIONS
Throughout this paper, we use the following definitions and notations.
The cardinality of a set U is denoted by |U|, U c denotes the complement of U, and U \ V ≡ U ∩ V c denotes the set difference.
Column vectors and sequences are denoted in boldface. Let Au denote a value taken by a function A : 
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where U n is the domain of the function. It should be noted that A may be nonlinear. When A is a linear function expressed by an l×n matrix, we assume that U ≡ GF(q) is a finite field and the range of functions is defined by U ≡ U l . It should be noted that this assumption is not essential for general (nonlinear) functions because the discussion is not changed if l log |U| is replaced by log |U|. For a set A of functions, let ImA be defined as
We define a set C A (c) as
In the context of linear codes, C A (c) is called a coset deter-2011 IEEE International Symposium on Information Theory Proceedings 978-1-4577-0595-3/11/$26.00 ©2011 IEEE mined by c. The random variables of a function A and a vector a are denoted by sans serif letters A and a, respectively. On the other hand, the random variable of a vector u is denoted by Roman letter U when it is not used to represent a matrix.
Let µ U V be the joint probability distribution of random variables U and V . Let µ U and µ V be the respective marginal distributions and µ U |V be the conditional probability distribution. Let H(U ), H(U |V ), and I(U ; V |W ) be the entropy, the conditional entropy, and the conditional mutual information, respectively. Let D(p p ) be the divergence between two probability distributions p and p .
Let ν u be the empirical distribution of u ∈ U n . The empirical entropy H(u) is defined as the entropy of ν u . A set of typical sequences T U,γ is defined as
Finally, we use the following notations:
III. STRONG (α, β)-HASH PROPERTY
In the following, we introduce the strong hash property for an ensemble of functions. It requires stronger conditions than those introduced in [12] .
For a probability distribution p A,n on A n , we call a sequence
for any u ∈ U n . Throughout this paper, we omit the dependence of A, p A , α A and β A on n.
Let us remark on the conditions (H4). This condition require that the sum of the collision probability, which is grater than α A /|ImA|, is bounded by β A . This condition is stronger than the rather technical condition introduced in [12] .
It should be noted that when A is a universal class of hash functions [6] and p A is the uniform distribution on A, then (A , p A ) has a strong (1, 0)-hash property, where random bin coding [3] and the set of all linear functions [5] are examples of a universal class of hash functions. It is proved in [14, Section III-B] that an ensemble of sparse matrices has a strong hash property.
We have the following lemma, where it is not necessary to assume the linearity of functions as assumed in [12] [13] . It is one of the advantage of introducing stronger version of the hash property.
In the following, let A be a set of functions A : U n → U A , and assume that random variable a corresponds to a uniform distribution on ImA and is independent of A. Since the strong hash property implies the weak hash property defined in [12] [13], we have the follwing lemma which is called the saturating property (if the number of items is greater than the number of bins then there is an assignment such that every bin contains at least one item).
for any T ⊂ U n . We have the follwing lemma which is the multiple extension of the collision-resistant property (if the number of bins is greater than the number of items then there is an assignment such that every bin contains at most one item). The strong hash property is required to prove the following lemma and this is another reason why the strong hash property is introduced. Lemma 7] ): For each j ∈ K, let A j be a set of functions A j : U n j → U Aj and p Aj be the probability distribution on A j , where (A j , p Aj ) satisfies (H4). We assume that random variables A K ≡ {A j } j∈K are mutually independent. For each J ⊂ K, let α AJ and β AJ be defined as
Then 
IV. MULTIPLE ACCESS CHANNEL CODE
In this section we consider multiple access channel coding problems, which are illustrated in Figs. 1 and 2 . A k-user multiple access channel is characterized by the conditional probability distribution µ Y |XK , where X K and Y are random variables corresponding to the channel input of k senders and the channel output of a receiver. For each j ∈ K, we fix
, and a vector a j ∈ X lA j j available for encoders and a decoder, where
for given R j > 0 and r j > 0 specified later. It should be noted that (A j , A j ) is used for the encoding of the j-th message and A j is analogous to the parity check matrix of the j-th message. Let M j be a random variable corresponding to the j-th message, where the probability distribution p Mj is given by
for each j ∈ K, where the encoding rate Rate j of the j-th message is given as
which tends to R j as n → ∞.
A. Private Messages Only
In the following, we consider a case where k senders transmit independent messages to a receiver and there is no common message to be sent. The capacity region is presented in [4, Section 15.3.5 ]. If k-dimensional vector Rate K satisfies
for all J ⊂ K, then there is a code for this channel such that the decoding error probability goes to zero as the block length goes to infinity, where the joint distribution µ XKY is given by
The capacity region is given by the closure of the convex hull of the union of the set of Rate K satisfying (1) for all J ⊂ K, where the union is taken over all possible µ XK . For given µ Y |XK , µ XK , and ε > 0, we assume that
where
Let us remark on the conditions (4)- (6) . The condition (4) is required for the saturating property for the j-th message, that is, the j-th encoder can find a typical sequence of X j corresponding to the j-th message m j when the number 2 n[Rj +rj ] of bins is smaller than the number of typical sequences. The condition (5) is required for the collision-resistant property for the j-th message m j , that is, the decoding error probability goes to zero if the rate r j of vector a j is in the Slepian-Wolf region of the correlated source coding. The condition (6) is required for the construction of a good codeword set satisfying the collision-resistant property and the saturating property. It should be noted that there are {(r j , ε j )} j∈K that satisfy (3)-(6) when Rate K satisfies (1) for all J ⊂ K. For a multiple message m K ∈ × j∈K ImA j , we define the encoders and the decoder as
For given vector a j and a message m j , the function g Aj A j finds a typical sequence x j of X j satisfying A j x j = a j and A j x j = m j . The function g AK is a maximul-likelihood decoder which guesses the channel input x K satisfying A j x j = a j for all j ∈ K, where vectors a K and a channel output y are given. Since the j-th message m j satisfies A j x j = m j , the decoder can recover messages m K when decoding the channel input x K is successful. The decoding error probability is given as
Then we have the following theorem. Theorem 1: Let µ Y |XK be the conditional probability distribution of a stationary memoryless channel, and µ X K Y be defined by (2) for given probability distributions µ XK . For given {(R j , r j , ε j )} j∈K , and ε satisfying (3)-(6), assume that ensembles (A j , p Aj ) and (A j , p A j ) have a strong hash property for all j ∈ K. Then, for any δ > 0 and all sufficiently large n, there are functions (sparse matrices) A j ∈ A j , A j ∈ A j and vectors a j ∈ ImA j for each j ∈ K such that
By assuming that δ → 0, the rate of the proposed code is close to the boundary of the region specified by (1) for given µ XK and µ Y |XK .
B. Multiple Common Messages
In the following, we consider a case where k senders transmit independent messages common to some of the users. The capacity region is derived in [8] . Let S ≡ {1, 2, . . . , s}. and M S ≡ {M i } i∈S ∈ U S be a set of s independent messages, where M i ∈ U i is the i-th message. We assume that the jth user has the set {M i } i∈Sj of messages, where S j ⊂ S. It Encoder j a j - 
for all I ⊂ S, then there is a code for this channel such that the decoding error probability goes to zero as the block length goes to infinity, where the joint distribution µ US XKY of random variable (U S , X K , Y ) is given by
The capacity region is given by the closure of the convex hull of the union of the set of Rate S satisfying (9) for all J ⊂ K, where the union is taken over all possible µ US satisfying the condition
In the following, we assume that f K and µ US are given, where they are necessary for a code construction. Let us consider an s-input multiple access channel µ Y |US defined as
where the i-th input terminal has its private message M i . Then, by applying Theorem 1 to this channel, we have the fact that there is a code ({ϕ i } i∈S , ψ) for this channel at Rate S satisfying (9) for all I ⊂ S. Let ({ ϕ j } j∈K , ψ) be a code for the channel µ Y |X K given as
Then, by using the time-sharing argument, we can construct a code such that Rate S is close to the boundary of the capacity region derived in [8] .
V. SKETCH OF PROOF Let x K be channel inputs and y be a channel output. Let m K be private messages. We define
where j ∈ K ≡ {1, 2, . . . , k}, x j ≡ g Aj Bj (a j , m j ) for each j ∈ K, and
Then the error probability is upper bounded by 
for all δ > 0 and sufficiently large n. The inequality (13) comes from Lemmas 1 and 2 (the saturating property), (4), and the fact that the cardinality of typical set T Xj ,γ is greater than 2 n[H(X)−εj ] . The inequality (14) comes from the fact that the probability of the conditionally typical set tends to 1 as n goes to infinity. The inequality (15) comes from Lemma 3 (the collision-resistant property) and (5) . In other words, the decoding problem is essentially the same as the decoding problem of Slepian-Wolf source coding with side information Y n , where the codewords are obtained by a j ≡ A j x j and shared by the encoder and the decoder prior to message transmission. Then, by assuming (5), the average decoding error probability is close to zero for a sufficiently large n on condition that x K is jointly typical with respect to the mutually independent random variables {X j } j∈K . To complete the proof of the theorem, we need to prove
which was unnecessary in the proof of the standard random coding argument because x K ∈ T XK,γ was naturally satisfied by generating codewords independently at random. It should be noted that (MACj) for all j ∈ K ∪ {k + 1, k + 2} implies
From (12)-(16), we have the fact that for all δ > 0 and sufficiently large n there are {A j , A j , a j } j∈K that satisfy (8) .
