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ABSTRACT 
The study of spatio-temporal data mining in extracting and analyzing 
interesting patterns from spatio-temporal database has attract great interest in diverse 
research field. Huge amount of research has been done in either spatial data mining 
or temporal data mining and numbers of clustering algorithms have been proposed. 
However, not much research has been done in the integration of both spatial and 
temporal data mining, which is spatio-temporal data mining. The focuses of this 
study is to analyses the Iterative Local Gaussian Clustering (ILGC) algorithm and 
implement the algorithm to the spatio-temporal data, which is crime data. . In ILGC 
approach, the K- nearest neighbor (KNN) density estimation is extended and 
combined with Gaussian kernel function, where KNN contribute in determining the 
best local data iteratively for Gaussian kernel density estimation. The local best is 
defined as the set of neighbors data that maximizes the Gaussian kernel function. 
ILGC used Bayesian rule in dealing with the problem of selecting best local data. To 
test and validate the ILGC approach, other clustering method, which is K-Means and 
Self Organizing Map (SOM) will be implemented on the same data sets. 
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CHAPTER 1 
PROJECT OVERVIEW
1.1 Introduction   
The study of spatio-temporal data mining in extracting and analyzing 
interesting patterns from spatio-temporal database has attract great interest in diverse 
research field. The main reason for this interest is the availability of datasets 
containing both spatial and temporal data elements across wide applications ranging 
from public safety (such as in crime investigation), public health (such as disease 
reports), transportation systems to product lifecycle management.  
Spatio-temporal databases are system that manages both time and space 
information. It embodies spatial, temporal and spatio-temporal database concepts and 
it captures simultaneously spatial and temporal aspects of data (K.Manolis et.al, 
2003). In order to retrieve useful information and interesting patterns, knowledge 
discovery process and data mining are used. Spatio-temporal data mining refers to 
the process of discovering meaningful patterns, trends and correlation in spatio-
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temporal databases. The major tasks in data mining include clustering, classification, 
prediction and association-rule.  
Clustering is a technique to discover clusters of similar characteristics and 
group them into homogeneous clusters form the given data. Since spatio-temporal 
database are different from both spatial and temporal databases, they need different 
approach for clustering. The main issue in clustering of spatio-temporal database is 
to handle space and time dimension simultaneously. 
1.2 Problem Background 
Finding useful patterns in data has been given many names, such as data 
mining, knowledge extraction, pattern recognition and information discovery.  The 
term data mining has been mostly used by statistician, data analyst, and information 
system communities. The availability of huge volume of geospatial data that 
continuously updated , has greatly challenge our ability to digest the data and gain 
useful knowledge that would otherwise lost.  
During the last three decades, there are great numbers of research that has 
been done on data mining, which only focus on either spatial aspects or temporal 
aspects of data, separately. However, in today's digital world, both time and space is 
needed to be present as first-class concepts in any information system (T.Sellis et 
al,2003). Both aspects are central to our understanding of geographic process and 
events. Spatio-temporal data mining refers to the extraction of implicit knowledge, 
spatial and temporal relationships or other patterns not explicitly stored in spatio-
temporal database (X.Yao, 2000). The mining of spatio-temporal patterns can lead to 
important observations in any applications, such as environmental monitoring and 
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crime studies. The huge amount of spatio-temporal data and the complexity of its 
data types, data representation, and spatial data structure cause spatio-temporal data 
mining process challenging. Since there is still not much research and studies on 
spatio temporal data mining, significant attention is needed. One important technique 
for mining spatio-temporal data is clustering.  
Clustering is the process of grouping set of physical or abstracts into classes 
of similar objects. Data clustering is under strong development in areas of research 
including data mining and become highly active topic in data mining. Many 
clustering algorithms have been develop, such as k-means, k-mediods,  density based 
method, squared error, fuzzy clustering and self-organizing maps (SOM). 
Unfortunately, most of the studies focused on either spatial or temporal database, 
while clustering in spatio-temporal database need more investigation.  
1.3 Problem Statement 
Spatio-temporal data is complex (Gahegan, 2001) and it is characterized by 
high volumes of data. Several different clustering techniques have been introduced 
by various authors and researchers. Most proposed algorithms for clustering are 
inherited from neighboring field such as machine learning and statistics. Many 
approaches in clustering concern simple data, composed of elements represented as 
single points in some multidimensional space (Kakkar, 2004). Solution under these 
restrictions could not be applied appropriately to more complex data such as spatio-
temporal data.  
Our work is in the area of implementing clustering techniques for spatio-
temporal databases.  The implementation of Iterative Local Gaussian Clustering 
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(ILGC) has shown achievement in bioinformatics. The algorithm has yet to be 
implemented in spatio-temporal database. In this study, the ILGC will be tested to 
the  crime data, as crime data mining has a promising future for increasing the 
effectiveness and efficiency of criminal analysis. With respect to spatio-temporal 
domain, experimentation and implementation of this algorithm will be done in 
Matlab in order to determine the effectiveness of iterative local clustering for spatio-
temporal database management. 
The hypothesis of this study can be stated as  
“  How efficient is the Iterative Local Gaussian Clustering algorithm on spatio-
temporal database compared to K-Means and Kohonen Self-Organizing Maps?  “ 
1.4 Project Aim  
This project aims is to determine how to do clustering on spatio-temporal 
database and the effectiveness of the ILGC techniques, compared to SOM and K-
Means algorithm. The crime data set will be used in this study. 
1.5 Project Objective 
Objectives of the project are :  
1. To survey the use of existing clustering techniques on spatio-temporal 
database 
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2. To explore and analyze the use of Iterative Local Clustering on spatio-
temporal database 
3. To analyze the effectiveness of Iterative Local Clustering on spatio-temporal 
database compared to K-Means and Self Organizing Maps (SOM) using 
Silhouette Index  
1.6 Project Scope 
The scopes of the project includes :  
1. Experimental comparisons between Iterative Local Clustering with other 
existing clustering techniques which is K-Means and SOM on spatio-
temporal data mining 
2. Implementation of Iterative Local Gaussian Clustering algorithm using 
Matlab environment.  
1.7 Important of Research Study 
The performance between ILGC, SOM and K-Means clustering technique is 
analyzed, such that we can determine which method is better for clustering the 
spatio-temporal database. It is important to identify appropriate technique for future 
research and can be implemented in real world situation, especially in data crime 
analysis.  
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1.8 Organization of Report 
The report consists of 4 chapters. Chapter 1 presents the introduction of the 
study, problem background, objective and project scope. Chapter 2 explores the 
literature review on clustering, spatio-temporal database, k-means, SOM and ILGC 
technique. Project methodology is discussed in Chapter 3 and Chapter 4 analyzes the 
initial findings of the study.  
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