Multilevel thresholding is a method that is widely used in image segmentation. The thresholding problem is treated as an optimization problem with an objective function. In this article, a simple and histogram based approach is presented for multilevel thresholding in image segmentation. The proposed method combines Tsallis objective function and Particle Swarm Optimization (PSO). The PSO algorithm is used to find the optimal threshold values which maximize the Tsallis objective function. Simulations are performed over various standard test images with different number of thresholds and comparisons are performed with Genetic Algorithm (GA). The experimental results show that the proposed PSO based thresholding method performs better than the GA method.
INTRODUCTION
Image segmentation plays an important role in understanding and analyzing image. In particular, region segmentation and object detection in image are both essential procedures for practical applications. Methods for image segmentation [1] include texture analysis based methods, histogram thresholding based methods, clustering based methods and region based split and merging methods, among which thresholding based image segmentation [1] [2] [3] [4] is widely used in many applications, such as document processing and object detection, as it is simple and efficient as regards dividing image into the foreground and background.
Thresholding involves bi-level thresholding and multilevel thresholding. Bi-level thresholding classifies the pixels into two groups, one including those pixels with gray levels above certain threshold, the other including the rest. Multilevel thresholding divides the pixels into several classes. The pixels belonging to the same class have gray levels within a specific range defined by several thresholds. Both bi-level and multilevel thresholding methods can be classified into parametric and nonparametric approaches.
In parametric approach, the gray level distribution of each class has a probability density function that is assumed to obey a given distribution. An attempt to find an estimate of the parameters of the distribution that best fits the given histogram data is made by using the least-squares method. It typically leads to a nonlinear optimization problem, of which the solution is computationally expensive and time-consuming.
The nonparametric approach is based on a search of the thresholds optimizing an objective function such as entropy and betweenclass variance method. A great number of thresholding methods belonging to parametric and nonparametric approaches have been proposed in order to perform bi-level thresholding. Of particular interest is an information theoretic approach that based on the concept of entropy introduced by Shannon in information theory [5] . The principle of entropy is to use uncertainty as a measure to describe the information contained in a source. Using maximum entropy as an optimal criterion for image thresholding was first proposed by Pun [6] [7] . It was later corrected and improved by Kapur et al. [3] . The concept was further generalized to Renyi"s entropy. Basically, the entropy thresholding considers an image histogram as a probability distribution, and selects as an optimal threshold value that yields the maximum entropy. More specifically, a best entropy thresholded image is the one that preserves as much information as possible that is contained in the original unthresholded image in terms of Shannon"s entropy.
Recent developments of statistical mechanics based on a concept of non-extensive entropy, also called Tsallis entropy, have intensified the interest of investigating a possible extension of Shannon"s entropy to Information Theory [8] . This interest appears mainly due to similarities between Shannon and Boltzmann/Gibbs entropy functions. The Tsallis entropy is a new proposal in order to generalize the Boltzmann/Gibbs"s traditional entropy to non-extensive physical systems.
All the above methods were originally developed for bi-level thresholding. They are extendable to multilevel thresholding as well. In [9] , the Otsu"s function is modified by a fast recursive algorithm along with a look-up-table for multilevel thresholding. In [10] , Lin has proposed a fast thresholding computation using Otsu"s function. Another fast multilevel thresholding technique has been proposed by Yin [11] . However, the amount of thresholding computation significantly increases with this extension. To overcome this problem, several techniques have been proposed based on optimization techniques.
Several techniques using genetic algorithms (GAs) have been proposed to solve the multilevel thresholding problem [12] , [13] . Though GA-based approaches perform well for complex optimization problems, recent research has identified certain deficiencies [14] , particularly for problems in which variables are highly correlated. In such cases, the GA crossover and mutation operators do not generate individuals with better fitness of offspring as the chromosomes in the population pool have some structure towards the end of the search.
The PSO, first introduced by Kennedy and Eberhart [15] is a flexible, robust, population based stochastic search/optimization algorithm with inherent parallelism. In recent years this method has gained popularity over its competitors and is increasingly gaining acceptance for solving many image processing problems [16] , [17] and [18] , due to its simplicity, superior convergence characteristics and high solution quality. This paper presents Tsallis entropy thresholding method based on particle swarm optimization (PSO) algorithm. In this method a new parameter q is introduced as a real number associated with the non-extensivity of the system, and it is system dependant. From the simulation results it is verified that the Tsallis based PSO algorithm can efficiently improve the performance in finding optimal threshold values.
MULTILEVEL THRESHOLDING PROBLEM FORMULATION
In this section, a new thresholding method is proposed based on the entropy concept. This method is similar to the maximum entropy sum method of Kapur et al [3] ; however the Tsallis nonextensive entropy concept is used for customizing information theory.
Let there be L gray levels in a given image and these gray levels are in the range {0, 1, 2,………,(L-1)}. Then one can define P i = h(i)/N, (0 ≤ i ≤ (L-1)) where h(i) denotes number of pixels for the corresponding gray-level L and N denotes total number of pixels in the image which is equal to
Tsallis bi-level thresholding can be described as follows
(1) where q is an entropic index,
The information measures between the two classes (object and background) are maximized. When S q A (t) is maximized, the luminance level t is considered to be the optimum threshold value. This can be achieved by a cheap computational effort. This Tsallis entropy criterion method can also be extended to multilevel thresholding and it is described as follows:
The aim of this proposed PSO algorithm is to maximize the Tsallis objective function using equations (2).
OVERVIEW OF PSO
PSO is a stochastic global optimization technique which uses swarming behaviors observed in flock of birds, school of fishes or swarm of bees, in which the intelligence is emerged. It was developed in 1995, by James Kennedy and Russell Eberhart and uses a number of particles that constitute a swarm moving around in an N-dimensional search space looking for the best solution. Each particle keeps track of its coordinates in the solution space which are associated with the best solution that has achieved so far by that particle is called as personal best position(pbest) and the another best value obtained so far by any particle in the neighborhood of that particle is called as global best position (gbest).
Each particle tries to modify its position using the following information.
The current positions The current velocities
The distance between the current position and pbest The distance between the current position and gbest
Advantages of PSO
 PSO is easy to implement and only few parameters have to be adjusted.  Unlike the GA, PSO has no evolution operators such as crossover and mutation.  In GAs, chromosomes share information so that the whole population moves like one group, but in PSO, only global best particle (gbest) gives out information to the others. It is more robust than GAs.  PSO can be more efficient than GAs; that is, PSO often finds the solution with fewer objective function evaluations than that required by GAs.  Unlike GAs and other heuristic algorithms, PSO has the flexibility to control the balance between global and local exploration of the search space.
PSO algorithm
Let X and V denote the particle"s position and its corresponding velocity in search space respectively. At iteration K, each particle i has its position defined by X i K = [X i, 1 , X i, 2 …. 
The inertia weight W is an important factor for the PSO"s convergence. It is used to control the impact of previous history of velocities on the current velocity. A large inertia weight factor facilitates global exploration (i.e., searching of new area) while small weight factor facilitates local exploration. Therefore, it is better to choose large weight factor for initial iterations and gradually reduce weight factor in successive iterations. This can be done by using Acceleration constant C 1 called cognitive parameter pulls each particle towards local best position whereas constant C 2 called social parameter pulls the particle towards global best position.
The particle position is modified by equation (4) . The process is repeated until stopping criterion is reached.
IMPLEMENTATION OF PSO FOR MULTILEVEL THRESHOLDING PROBLEM
This paper presents a quick solution to the multilevel image thresholding problems using the PSO algorithm. The number of threshold levels is the dimension of the problem. For example, if there are "m" threshold levels, the ith particle is represented as follows:
Its implementation consists of the following steps.
Step 1. Initialization of the swarm: For a population size p, the particles are randomly generated between the minimum and the maximum limits of the threshold values.
Step 2. Evaluation of the objective function:
The objective function values of the particles are evaluated using the objective functions given by equation (2).
Step 3. Initialization of pbest and gbest:
The objective values obtained above for the initial particles of the swarm are set as the initial pbest values of the particles. The best value among all the pbest values is identified as gbest.
Step 4. Evaluation of velocity:
The new velocity for each particle is computed using equation (3).
Step 5. Update the swarm: The particle position is updated using equation (4) . The values of the objective function are calculated for the updated positions of the particles. If the new value is better than the previous pbest, the new value is set to pbest. Similarly, gbest value is also updated as the best pbest.
Step 6. Stopping criteria: If the stopping criteria are met, the positions of particles represented by gbest are the optimal threshold values. Otherwise, the procedure is repeated from step 4.
TEST RESULTS AND DISCUSSIONS
The performance of the proposed particle swarm optimization (PSO) based multilevel thresholding algorithm is evaluated. Some experiments with several test images are presented to illustrate the key features of the proposed method in the determination of the optimal threshold values and its efficiency for thresholding computation. Comparisons are performed with results provided by GA.
Six well known images named Lenna, Pepper, Baboon, Hunter, Cameraman and Airplane with 256 grey levels are used. All the images are of size 512×512 except the pepper image which is of size 256×256. These images are gathered in Fig.1 with their respective histograms. The experiments are performed on a Pentium IV, core to duo, 3 GHZ PC. Table 2 shows the PSNR value obtained by the PSO and GA methods. The higher value of PSNR means that the quality of the thresholded image is better. For all the images, the performance of the proposed method is better than the GA, since their objective value and PSNR measure are higher. In the view point of the computation time, the proposed method is faster than the GA. It is shown in Table 2 . The CPU time increases with the number of thresholds.
As all the optimization algorithms are stochastic and random searching one, the results of experiments are not absolutely the same in each run of the algorithm. Hence, it is necessary to analyze the stability of all the algorithms. This comparison is utilized to find which algorithm is more stable than others. The stability is expressed in the form of standard deviation as
where std represents the standard deviation, k is the number of runs of each algorithm (k=100), σ i is the best objective value obtained by the ith run of the algorithm, μ represents the mean value of σ. The standard deviation values of each algorithm are furnished in Table 2 . From the results, the standard deviation value of PSO algorithm is lesser than GA which illustrates the stability of the proposed PSO algorithm.
CONCLUSION
Nonextensive entropy image thresholding is a powerful technique for image segmentation. In this paper, a new multilevel thresholding method based on Particle Swarm Optimization (PSO) is proposed which enables in determining the optimal threshold values by maximizing Tsallis objective function. Experiments with several standard test images have proved the robustness of the proposed method, in view of the accuracy of image segmentation, evaluated through the PSNR measure and the objective function. Comparison with the GA method showed that the proposed method runs faster, and more stable.
