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1. Introduction and main results
Let D = {z ∈ C: |z| < 1} be the open unit disc of the complex plane C, and let H(D) denote the space of all analytic
functions in D.
Given an arc I of the unit circle T with normalized arclength |I|, the Carleson box S(I) based on I is deﬁned as
S(I) = {z = reit ∈ D: 1− |z| < |I|; eit ∈ I}.
Let p > 0. A positive Borel measure μ on the unit disc D is called a p-Carleson measure on D if
‖μ‖p = sup
I⊂T
μ(S(I))
|I|p < ∞ (1)
and is called a p-vanishing Carleson measure on D if (1) holds and
lim|I|→0
μ(S(I))
|I|p = 0.
A 1-Carleson measure will be simply called a Carleson measure on D.
An analytic function f on D is said to be in the Q p space (Q p,0-space) if the measure
dμ f ,p =
∣∣ f ′(z)∣∣2(1− |z|2)p dxdy
is a p-Carleson measure (p-vanishing Carleson measure) on D. We mention the monographs [20] and [21] for the theory
of Q p and Q p,0 spaces.
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J. Pau, J.Á. Peláez / J. Math. Anal. Appl. 350 (2009) 184–194 185It follows from the conformal invariant description of p-Carleson measures (see [3]), that the spaces Q p are conformally
invariant. It is also well known (see [19] and [2]) that for p > 1, Q p coincides with the classical Bloch space B, that is, the
space of those f ∈ H(D) such that
B( f )
def= sup
z∈D
(
1− |z|2)∣∣ f ′(z)∣∣< ∞.
The space Q 1 coincides with BMOA, the subspace of those functions f ∈ H2 whose boundary values have bounded mean
oscillation (see, e.g., [9, Theorem VI.3.4] or [11, Theorem 5.1]). However, if 0 < p < 1, Q p is a proper subspace of BMOA.
Analogously, if p > 1 Q p,0 coincides with the little Bloch space B0, Q 1,0 = VMOA, the space of analytic functions on D
with vanishing mean oscillation, and for p < 1, Q p,0 is a proper subspace of VMOA.
We shall write A for the disc algebra, that is the space of all f ∈ H(D) that have a continuous extension to the closed
unit disc D.
A complex-valued function deﬁned in D is said to be univalent if it is analytic and one-to-one there. We refer to [7]
and [13] for the theory of these functions. The class of all univalent functions in D will be denoted by U . If ϕ ∈ U and
Ω = ϕ(D) then ϕ is said to be a conformal mapping from D onto Ω , so Ω is a simply connected domain strictly contained
in C. Analogously, ϕ ∈ H(D) is called locally univalent if it is injective in a neighbourhood of each point of D.
Throughout the paper ϕ will be a conformal mapping, and we shall write g
def= log(ϕ′). The following result (see [12])
establishes the relation between logarithms of the derivative of univalent functions and Bloch functions.
Theorem A. Let f ∈ H(D), then f ∈ B if and only if there exist a constant α ∈ C and a univalent function ϕ such that
f = α log(ϕ′).
Analogous results have been proved for BMOA (see [14]), VMOA and B0 (see [15]).
Theorem A and a good number of results on univalent functions can be proved using the Schwarzian derivative, due to
its nice properties for functions in U (see pp. 380–384 of [10]). The Schwarzian derivative of a locally univalent function is
Sϕ =
(
ϕ′′
ϕ′
)′
− 1
2
(
ϕ′′
ϕ′
)2
. (2)
Astala and Zinsmeister characterized in [1] the membership of g to BMOA in terms of the Schwarzian derivative.
Theorem B. The following conditions are equivalent:
(a) g = log(ϕ′) ∈ BMOA.
(b) |Sϕ(z)|2(1− |z|2)3 dxdy is a Carleson measure on D.
If Ω is a simply connected domain Ω ⊂ C and ϕ :D → Ω is the conformal mapping whose existence asserts the Riem-
man mapping theorem, Bishop and Jones in [6] complement Theorem B giving geometric and analytic conditions on g and
on Sϕ which connect the geometry of Ω .
Following ideas of Astala and Zinsmeister in [1], and Bishop and Jones in [6], we have proved the following extension of
Theorem B.
Theorem 1. Suppose that 0 < p < ∞. Then the following are equivalent:
(a) g = log(ϕ′) ∈ Q p.
(b) |Sϕ(z)|2(1− |z|2)2+p dxdy is a p-Carleson measure on D.
Let Γ be a closed Jordan curve. For ω1,ω2 ∈ Γ , denote by Γ (ω1,ω2) the arc (of smaller diameter) of Γ between ω1
and ω2. If ϕ is a conformal map from D onto the inner domain of Γ , the geometric quantity
η(δ)
def= sup
|ω1−ω2|δ
sup
ω∈Γ (ω1,ω2)
( |ω2 − ω| + |ω − ω1|
|ω1 − ω2| − 1
)1/2
, 0 < δ < 1,
is close related (see [16, Theorem 1]) with the analytic quantity
β(δ)
def= sup
1−δ|ξ |<1
(
1− |ξ |)∣∣(logϕ′)′(ξ)∣∣, 0 < δ < 1,
and consequently is useful to obtain geometric conditions which assert the membership of g to different spaces of analytic
functions in D.
Pommerenke and Warschawski proved in [16] the following result.
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1∫
0
η(s)
s
ds < ∞, (3)
then g belongs to the disc algebra A.
Moreover, they also prove that, if (3) holds, then there are positive constants c1 and c2 with
c1η(t) β(t) c2
( t∫
0
η(s)
s
ds + t
1∫
t
η(s)
s2
ds
)
, 0 < t < 1. (4)
Since A ⊂ VMOA, one may think that the same condition (3) would imply that g ∈ Q p,0 for all 0 < p < 1, but this is no
longer true (see Corollary 7 below). So on, a stronger condition than (3) must be assumed on η(δ) in order to assert the
membership of g in Q p,0.
Theorem 2. Let 0 < p < 1, and let ϕ be univalent such that Γ = ∂ϕ(D) is a closed Jordan curve. If
1∫
0
η2(t)
t2−p
dt < ∞, (5)
then g = logϕ′ belongs to Q p,0 .
Moreover we prove that this result is sharp in the following sense.
Theorem 3. Suppose that 0 < p  1. For every increasing subadditive function h(δ) (0 < δ < 1), a univalent function ϕ can be
constructed such that:
(i) h(δ) 	 β(δ), 0 < δ < 1.
(ii)
∫ 1
0
η2(t)
t2−p dt < ∞ ⇔ g ∈ Q p,0 .
We remark that throughout the paper we shall be using the convention that the letters K and K ′ will denote a positive
constant whose value may depend on some parameters p, ε, δ, . . . but it does not depend on ϕ and n, which will be not
necessarily the same at different occurrences. We also remark that on the sequel the notation A 	 B (A  B) will mean that
there exist two positive constants K and K ′ which only depend on some parameters p, ε, δ, . . . but it does not depend on ϕ
and n, such that K A  B  K ′A (A  K B).
2. Preliminary results
In this section some previous notation will be introduced and several results shall be showed in order to prove Theo-
rem 1. The pseudohyperbolic metric in the unit disc will be denoted by
ρ(z,w) =
∣∣∣∣ z − w1− w¯z
∣∣∣∣, z,w ∈ D.
The Schwarz–Pick lemma tells us that ρ( f (z), f (w)) ρ(z,w) whenever f is an analytic self-map of D and z,w ∈ D.
Also, equality holds whenever f is a disc automorphism, i.e., ρ is invariant under the conformal maps of the disc onto itself.
Let dh denote the hyperbolic distance in D:
dh(z,w) = 12 log
1+ ρ(z,w)
1− ρ(z,w) .
Clearly, the hyperbolic metric is also Möbius invariant.
The ﬁrst lemma is well known (see [10, Theorem 4.1, p. 381]).
Lemma A. Let ϕ be univalent on D. Then(
1− |z|2)2∣∣Sϕ(z)∣∣ 6.
Reciprocally, a result on lower bounds for the quantity (1− |z|2)2|Sϕ(z)| is proved.
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1− |z0|2
)2∣∣Sϕ(z0)∣∣> δ. (6)
Then there is a positive constant c = c(δ) < 1 such that
(
1− |z|2)2∣∣Sϕ(z)∣∣> δ
32
,
whenever z ∈ D(z0, c(1− |z0|2)).
Proof. Let
G(z) = 1
24
(
1− |z0|
)2
Sϕ(z).
By Lemma A, if |z − z0| < 2−1(1− |z0|), we have
∣∣G(z)∣∣ 1
4
(1− |z0|)2
(1− |z|)2 < 1.
Therefore, we obtain that ρ(G(z),G(z0)) ρ(φ(z),φ(z0)), where φ(z) = 2 z−z01−|z0| is a conformal map from D(z0,1/2(1−|z0|))
onto the unit disc with φ(z0) = 0, that is,∣∣∣∣ G(z) − G(z0)1− G(z0)G(z)
∣∣∣∣ ∣∣φ(z)∣∣= 2|z − z0|1− |z0| . (7)
Hence, by (7), there is a positive constant c = c(δ) < 1 such that for z ∈ Dz0 = {|z − z0| < c(1− |z0|)}, we have∣∣Sϕ(z) − Sϕ(z0)∣∣ δ
8(1− |z0|)2 . (8)
Putting together (6) and (8), if z ∈ Dz0 ,(
1− |z|2)2∣∣Sϕ(z)∣∣ (1− |z|)2(∣∣Sϕ(z0)∣∣− ∣∣Sϕ(z) − Sϕ(z0)∣∣)
 (1− |z|)
2
(1− |z0|)2
(
δ
(1+ |z0|)2 −
δ
8
)
>
(1− |z|)2
(1− |z0|)2
δ
8
>
δ
32
,
so the proof is ﬁnished. 
Next, for each n = 1,2, . . . , form the dyadic Carleson boxes
Qn, j =
{
z = reiθ ∈ D: 1− |z| 2−n, j2−n  θ
2π
< ( j + 1)2−n
}
, 0 j < 2n,
of side-length (Qn, j) = 2−n and their top halves
T (Qn, j) =
{
z ∈ Qn, j: 1− |z| 12(Qn, j)
}
.
For a concrete univalent function ϕ , ﬁx δ and ε to be determined later. If Q is a dyadic Carleson box we shall say Q ∈ L,
for large, if
sup
z∈T (Q )
(
1− |z|2)2∣∣Sϕ(z)∣∣> δ.
Say Q ∈B, for bad, if Q /∈ L and
sup
z∈T (Q )
(
1− |z|2)∣∣g′(z)∣∣ ε.
A Carleson square Q˜ will be called the father of Q , if Q ⊂ Q˜ and (Q˜ ) = 2(Q ). If Q /∈ L, we call Q maximal if his
father satisﬁes Q˜ ∈ L or if (Q ) = 12 . Write M for the set of maximal squares Q /∈ L.
The next result follows from Lemma 5.2 and from its proof in [5] (see also [10, Lemma 7.4, p. 403]).
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point z0 . Suppose |g′(z0)| ε1−|z0|2 and
∣∣Sϕ(z)∣∣ δ
(1− |z|2)2 , for all z ∈ γ .
Then if δ ∈ (0, ε22 ),∣∣g′(z)∣∣ ε
1− |z|2 , for all z ∈ γ .
Using this lemma we can prove the following:
Lemma 5. Suppose that δ ∈ (0, ε22 ) and Q ∈ B \M, then his father is also a bad box.
Proof. Let Q˜ be the father of Q . Note that, since Q /∈M then Q˜ /∈ L, that is,
sup
z∈T (Q˜ )
(
1− |z|2)2∣∣Sϕ(z)∣∣ δ.
Now, suppose that Q˜ is not a bad box. Then
sup
z∈T (Q˜ )
(
1− |z|2)∣∣g′(z)∣∣ ε.
Since Q ∈ B,
sup
z∈T (Q )
(
1− |z|2)2∣∣Sϕ(z)∣∣ δ,
and then it follows from Lemma B that
sup
z∈T (Q )
(
1− |z|2)∣∣g′(z)∣∣ ε,
which implies that Q is not a bad box, which is a contradiction. 
In the proof of Theorem 1 some sums of the type
∑
j (Q j)
p will be estimated. One of them appears in the following
result.
Lemma 6. Let p, ε and δ be positive constants. Then there exists a positive constant K such that
∑
Q j∈M
(Q j)
p  2+ K
∫
D
∣∣Sϕ(z)∣∣2(1− |z|2)2+p dxdy.
Proof. Let Q be a maximal square with (Q ) = 12 . Then Q˜ ∈ L, and hence there exists z0 ∈ T (Q˜ ) with(
1− |z0|2
)2∣∣Sϕ(z0)∣∣> δ.
Then, by Lemma 4, there is a disc Dz0 = D(z0, c(1− |z0|2)) ⊂ T (Q˜ ) such that
(
1− |z|2)2∣∣Sϕ(z)∣∣ δ
32
, for all z ∈ Dz0 . (9)
Then
(Q )p = 2−p(Q˜ )p  K
∫
Dz0
(
1− |z|2)p−2 dA(z)
 K
∫
Dz0
∣∣Sϕ(z)∣∣2(1− |z|2)2+p dA(z). (10)
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gives ∑
Q j∈M
(Q j)
p  2+ K
∫
D
∣∣Sϕ(z)∣∣2(1− |z|2)2+p dA(z),
completing the proof. 
The next result on dyadic Carleson squares (see Lemma 3.4 of [6] or Lemma 7.5 on p. 404 of [10]) will be a key in the
proof of Theorem 1.
Lemma C. Given ε > 0 and an integer n > 0, there exist C = C(ε) and δ0 = δ0(ε,n) such that if Q is a Carleson box for which
sup
z∈T (Q )
(
1− |z|2)∣∣g′(z)∣∣ ε, (11)
and
sup
z∈T (Q )
(
1− |z|2)2∣∣Sϕ(z)∣∣ δ0, (12)
and if
B(Q ) = Q ∩ {1− |z| 2−n(Q )}∩ {(1− |z|2)∣∣g′(z)∣∣ ε},
then there is a hyperbolic geodesic σ such that
sup
z∈B(Q )
dh(z, σ ) < C .
Remark 1. We note that given ε > 0 and an integer n, if δ0 = δ0(ε,n) is that of Lemma C, it follows from its proof (see
p. 405 of [10]) that the result remains for any δ ∈ (0, δ0).
We will also make use of the following result proved by Hardy and Littlewood (see Theorem 6 of [8] for a proof).
Lemma D. Let 0 < q < ∞ and α > −1. Then there are positive constants M = M(q,α) and N = N(q,α) such that∫
D
∣∣ f (z)∣∣q(1− |z|2)α dxdy  M(∣∣ f (0)∣∣q + ∫
D
∣∣ f ′(z)∣∣q(1− |z|2)q+α dxdy)
 N
(∫
D
∣∣ f (z)∣∣q(1− |z|2)α dxdy),
for all f ∈ H(D).
3. Proof of Theorem 1
We will follow the argument for the BMOA case (see [10, Chapter VIII]).
(a) ⇒ (b) This was noted by Xiao (see [21, p. 23]). Since g = log(ϕ′) ∈ Q p , then by Theorem 1.4.1 of [20], both∣∣g′(z)∣∣2(1− |z|2)p dxdy and ∣∣g′′(z)∣∣2(1− |z|2)2+p dxdy
are p-Carleson measures. Next, we observe that g ∈ Q p ⊂ B, so∣∣g′(z)∣∣4(1− |z|2)2+p dxdy
is also a p-Carleson measure. These facts together with the inequality
∣∣Sϕ(z)∣∣2  2(∣∣g′′(z)∣∣2 + 1
4
∣∣g′(z)∣∣4), z ∈ D,
imply that |Sϕ(z)|2(1− |z|2)2+p dxdy is p-Carleson.
(b) ⇒ (a) Since both (a) and (b) are invariant under Möbius transformations, it is enough to show that
A =
∫ ∣∣g′(z)∣∣2(1− |z|2)p dxdy < ∞.
D
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B =
∫
D
∣∣g′′(z)∣∣2(1− |z|2)2+p dxdy.
Bearing in mind that |g′(0)| B(g) 6 we have by Lemma D,
A  M(B + 36), (13)
and therefore it will be enough to show
B < ∞. (14)
Due to Sϕ = g′′ − 12 (g′)2, we have
B  2
∫
D
∣∣Sϕ(z)∣∣2(1− |z|2)2+p dxdy + 1
2
∫
D
∣∣g′(z)∣∣4(1− |z|2)2+p dxdy. (15)
Take ε > 0 such that ε2M  1. Set U = {z ∈ D: |g′(z)|(1− |z|2) ε}. Then by (13)∫
U
∣∣g′(z)∣∣4(1− |z|2)2+p dxdy  ε2A  B + 36. (16)
Fix n big enough to be chosen later, let δ0(ε,n) from Lemma C and let δ = min{δ0(ε,n), ε22 }. Set V = {z ∈ D:
(1− |z|2)2|Sϕ(z)| > δ}. Then, because B(g) 6,∫
V
∣∣g′(z)∣∣4(1− |z|2)2+p dxdy  64
δ2
∫
V
∣∣Sϕ(z)∣∣2(1− |z|2)2+p dxdy. (17)
We have D \ (U ∪ V ) ⊂⋃ T (Q j), where {Q j} is a sequence of Carleson bad boxes, so∫
D\U∪V
∣∣g′(z)∣∣4(1− |z|2)p+2 dA(z) 64 ∑
Q j∈B
∫
T (Q j)
(
1− |z|2)p−2 dA(z)
 K
∑
Q j∈B
(Q j)
p
= K
( ∑
Q j∈B∩M
(Q j)
p +
∑
Q j∈B\M
(Q j)
p
)
. (18)
Next, Lemma 5 implies that for each square Q j in B \M, there is a maximal bad square Qm with Q j ⊂ D(Qm), where
D(Q ) = Q \
⋃
{Q ′ ⊂ Q : Q ′ ∈ L}.
So, ∑
Q j∈B\M
(Q j)
p 
∑
Qm∈B∩M
∑
Q j∈B∩D(Qm)
(Q j)
p . (19)
We claim that if Q ∈ B∩M, then∑
Q j∈B∩D(Q )
(Q j)
p  K(Q )p . (20)
Assume (20) for a moment. Then by (19) and (20), we obtain∑
Q j∈B\M
(Q j)
p  K
∑
Qk∈B∩M
(Qk)
p,
which together with (18) and Lemma 6 gives that∫
D\U∪V
∣∣g′(z)∣∣4(1− |z|2)p+2 dA(z) K ∑
Q j∈B∩M
(Q j)
p
 K ′ + K
∫ ∣∣Sϕ(z)∣∣2(1− |z|2)2+p dxdy. (21)
D
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B
2
 K
∫
D
∣∣Sϕ(z)∣∣2(1− |z|2)2+p dxdy + K ′,
which proves (14). Finally we shall prove (20).
For k 0, consider
Gk(Q ) =
{
Q j ∈ B∩ D(Q ): 2−(k+1)n(Q ) < (Q j) 2−kn(Q )
}
and
Ik,m(Q ) =
{
Q j ∈ B∩ D(Q ): (Q j) = 2−(kn+m)(Q )
}
, m = 0,1, . . . ,n − 1.
Now, by Lemma C, given a bad box Q , for m n, there are at most C (which is an absolute constant that does not depend
on n) bad boxes Q j ∈ D(Q ) with (Q j) = 2−m(Q ). This together with Lemma 5 implies that for each k ∈ N
∑
Q j∈Gk(Q )
(Q j)
p =
n−1∑
m=0
∑
Q j∈Ik,m(Q )
(Q j)
p
 C
n−1∑
m=0
2−mp
∑
Q j∈Ik,0(Q )
(Q j)
p
 2
pC
2p − 1
∑
Q j∈Ik,0(Q )
(Q j)
p . (22)
Since C is independent on n, we can choose n big enough such that C2−np  2−1. Then a similar argument to that of
the proof of (22) gives
∑
Q j∈Ik,0(Q )
(Q j)
p  C2−np
∑
Q j∈Ik−1,0(Q )
(Q j)
p

(
C2−np
)2 ∑
Q j∈Ik−2.0(Q )
(Q j)
p

(
C2−np
)k
(Q )p
 2−k(Q )p . (23)
So putting together (22) and (23), we deduce
∑
Q j∈B∩D(Q )
(Q j)
p =
∑
k0
∑
Q j∈Gk(Q )
(Q j)
p
 2
pC
2p − 1
∑
k0
∑
Q j∈Ik,0(Q )
(Q j)
p,
 2
pC
2p − 1(Q )
p
∑
k0
2−k
 2
p+1C
2p − 1(Q )
p,
which gives (20), so the claim is proved. This ﬁnishes the proof.
4. Geometric conditions
Before proving Theorem 2, we need some facts on p-Carleson measures. It is well known that p-Carleson measures can
be described in conformally invariant terms, as those positive measures for which
sup
a∈D
∫
(1− |a|2)t
|1− a¯z|t+p dμ(z) < ∞, (24)D
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and only if, for some t > 0, (24) holds and
lim
|a|→1−
∫
D
(1− |a|2)t
|1− a¯z|t+p dμ(z) = 0. (25)
Proof of Theorem 2. We must show that the measure
dμg,p(z) =
∣∣g′(z)∣∣2(1− |z|2)p dxdy
is a p-vanishing Carleson measure. It is easy to see that for each t ∈ (0,1]
∣∣g′(z)∣∣ β(t)
t
, whenever |z| 1− t. (26)
Let δ > 0. Then, if |a| 1− δ, by (26), we have
∫
D
(1− |a|2)
|1− a¯z|1+p
∣∣g′(z)∣∣2(1− |z|2)p dxdy  (1− |a|2)
1∫
0
(
1− r2)p β2(1− r)
(1− r)2
( 2π∫
0
dθ
|1− ra¯eiθ |1+p
)
dr

(
1− |a|)
1∫
0
(1− r)p−2β2(1− r)
(1− r|a|)p dr
 δ1−p
1∫
0
β2(t)
t2−p
dt. (27)
Next, by Cauchy–Schwarz inequality and (5), we have
1∫
0
η(t)
t
dt 
( 1∫
0
η2(t)
t2−p
dt
)1/2( 1∫
0
dt
tp
)1/2

( 1∫
0
η2(t)
t2−p
dt
)1/2
< ∞.
Note that we used that p < 1. So (4) gives that
β(t)
( t∫
0
η(s)
s
ds + t
1∫
t
η(s)
s2
ds
)
. (28)
Then, (28) and Hardy’s inequalities (see [18, p. 272]) imply
1∫
0
β2(t)
t2−p
dt 
1∫
0
( t∫
0
η(s)
s
ds + t
1∫
t
η(s)
s2
ds
)2
t p−2 dt

1∫
0
( t∫
0
η(s)
s
ds
)2
t p−2 dt +
1∫
0
( 1∫
t
η(s)
s2
ds
)2
t p dt

1∫
0
η2(t)
t2−p
dt. (29)
Finally, joining (27) and (29), it follows that for each δ ∈ (0,1]
sup
a: 1−δ|a|<1
∫
D
1− |a|2
|1− a¯z|1+p dμg,p(z) Kδ
1−p,
so bearing in mind (25), g ∈ Q p,0. This ﬁnishes the proof. 
Proof of Theorem 3. We shall follow the lines of the proof of Theorem 4.3 of [16] where the case p = 1 was proved. Let b
be a positive constant to be determined later. Let us deﬁne
b0 = bh(1); bk = bh
(
2−k
)− b h(2−k+1).
2
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bk  0, k = 0,1,2, . . . . (30)
Moreover,
n∑
k=0
2k−nbk = bh
(
2−n
)
. (31)
We deﬁne ϕ by ϕ(0) = 0 and
g(z) = logϕ′(z) =
∞∑
k=0
bkz
2k .
Next, if b is chosen suﬃciently small enough, it follows from the proof of (i) of Theorem 4.3 of [16], that ϕ is univalent,
Γ = ∂ϕ(D) is a closed Jordan curve, and β(δ) 	 h(δ) proving the ﬁrst part of the theorem.
(ii) The direct implication follows from Theorem 2. So, suppose that g ∈ Q p,0. Since g is deﬁned by a Hadamard gap
series, bearing in mind Theorem 6 of [4], the fact that g ∈ Q p,0 is equivalent to the following
∞∑
k=0
2k(1−p)|bk|2 	
∞∑
n=0
2−np
n∑
k=0
2k|bk|2 < ∞. (32)
Bearing in mind that h is increasing and (31) we have
1∫
0
h2(t)
t2−p
dt 
∞∑
n=0
(
h
(
2−n
))2
2n(1−p)
= 1
b2
∞∑
n=0
(
n∑
k=0
2k−nbk
)2
2n(1−p). (33)
Next, by (30), (33), Cauchy–Schwarz inequality and (32), we get
1∫
0
h2(t)
t2−p
dt 
∞∑
n=0
2−np
(
n∑
k=0
2k|bk|2
)(
n∑
k=0
2k
)
2−n

∞∑
n=0
2−np
n∑
k=0
2k|bk|2 < ∞.
Now, by Theorem 1 of [16], the fact that β(t) 	 h(t), Cauchy–Schwarz inequality and (34), we deduce
1∫
0
η(t)
t
dt 
1∫
0
β(t1/2)
t
dt  2
1∫
0
β(t)
t
dt

1∫
0
h(t)
t
dt 
( 1∫
0
h2(t)
t2−p
dt
)1/2
< ∞.
Finally, by (4), we have that η(t) β(t), and since, by part (i) we have β(t) 	 h(t), by (34) it follows that
1∫
0
η2(t)
t2−p
dt 
1∫
0
β2(t)
t2−p
dt 
1∫
0
h2(t)
t2−p
dt < ∞.
This ﬁnishes the proof. 
Corollary 7. There exists a univalent function ϕ such that Γ = ∂ϕ(D) is a closed Jordan curve satisfying (3) and however g /∈⋃
0<p<1 Q p.
Proof. Take the function
h(x) = 1
log2( e
2
)
, 0 < x 1. (34)x
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function ϕ such that ϕ(∂D) is a closed Jordan curve with β(t) 	 h(t). Now, by Theorem 1 of [16] we deduce
1∫
0
η(t)
t
dt 
1∫
0
β(t1/2)
t
dt  2
1∫
0
β(t)
t
dt 
1∫
0
h(t)
t
dt < ∞.
Next, again Theorem 1 of [16] implies that
η(δ) Kβ
(
δ3/2
)− δ1/12  Kβ(δ) Kh(δ), 0 < δ < δ0.
So, for any p ∈ (0,1)
1∫
0
η2(t)
t2−p
dt  K
δ0∫
0
h2(t)
t2−p
dt = ∞.
Consequently (ii) of Theorem 3 gives that
g /∈
⋃
0<p<1
Q p .
This ﬁnishes the proof. 
5. Concluding remarks
In [6], two more geometric conditions characterizing the domains Ω with log(ϕ′) ∈ BMOA are given. It could be nice to
ﬁnd similar descriptions for the Q p case. To do that, it seems that a more geometric description of the Q p spaces must
be found. Maybe it could be helpful to ﬁnd the Q p analogue of Theorem A, or a similar description as the one given by
Stegenga and Stephenson in [17] for the BMOA case.
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