I. INTRODUCTION
Greenberg (i963) formulated a number of implicational universals that refer to the order of various syntactic elements. He classified languages on the basis of their order of subject, object and verb into three types, which he labelled I, II and III, and which correspond to what are commonly known as VSO, SVO and SOV languages, respectively. Since that time, evidence for the existence of the three other logically possible orders, VOS, OVS and OSV, has been presented (see Keenan, 1978; Derbyshire & Pullum, I98I, I986) , thus leaving us with a typology of six types. Lehmann (I973, I978) and Vennemann (I974, 1976) collapsed these six types into two types OV and VO. Implicit in this move is the idea that the fundamental parameter is the order of verb and object and that the position of the subject is less important. In treating VSO, VOS and SVO as subtypes of the general type VO, the claim is that these three types are similar to each other in their other word order characteristics and different from OV languages. More recently, a number of linguists, including Comrie (I98I: 90, [94] [95] I989: 96, , Mallinson & Blake (I98I: 379) , Siewierska (I988: I8-I9) and Payne (I990: I9), but most particularly Hawkins (I980: I99; I983: 30) , have criticized Lehmann and Vennemann for collapsing VSO, VOS and SVO languages into a single category VO. They all argue that the available evidence does not support the claim that SVO languages pattern like VSO and VOS languages. The purpose of this paper is to argue that, although some of these criticisms are not without merit, Lehmann and Vennemann were largely right: with certain well-defined exceptions, the word order properties of SVO languages differ little from those of VSO and VOS languages. In short, it will be shown that with respect to a large number of word order characteristics, we do find a basic split between VO and OV languages.
I will use the term V-INITIAL to refer to languages in which both subjects and objects generally follow the verb. This includes not only languages which are clearly VSO or VOS but also languages like Fijian and Shuswap in which both VSO and VOS are common and for which there appears to be little basis for choosing one or the other order as basic, as well as languages which are clearly VS and VO, but for which I have been unable to determine from my sources what order, if any, is basic for clauses containing both a lexical subject and a lexical object. It should be noted that many of these languages are not literally V-initial, in that various elements other than the subject and object, such as negative words, tense-aspect particles, and question particles, normally precede the verb if they occur. I use the term V-FINAL in an analogous way, to refer to languages in which both subjects and objects generally precede the verb. This includes both SOV languages and languages which are clearly SV and OV, but for which I have been unable to ascertain a basic order for clauses containing both a lexical subject and a lexical object.
Most of the languages of the latter sort are probably SOV, but my sources do not provide unequivocal evidence for this. Again, many of these languages are not literally V-final, since again various elements may normally follow the verb. This includes a few SOVX languages, in which adpositional phrases follow the verb.
I will distinguish three kinds of arguments to be found in the literature against collapsii-g V-initial and SVO languages into a single type, VO. The first argument is that while exceptionless generalizations can be made about V-initial languages (and perhaps V-final languages), this is not the case with SVO languages. The second argument makes a similar claim with reference to STATISTICAL generalizations. The third argument is specifically due to Hawkins (I982, I983) , who argues, as part of his principle of Cross-Category Harmony, that while V-initial languages most commonly place all dependents after their heads and while V-final languages most commonly place all dependents before their heads, SVO languages most commonly place some dependents before their heads and some after. I will address each of these three arguments in Sections 2, 3 and 4 respectively.
All of the arguments in this paper are based on evidence from a large crosslinguistic database on word order that contains word order data for 603 languages (see Dryer, I988a, I988b, I989a, I989c) .2 It will be shown that previous conclusions about SVO languages were based, to some extent, on unrepresentative samples of languages, and that while some of the arguments had some merit given the available evidence, they do not survive the evidence that is now available.
[2] My database does not conta:.n data on all 603 languages for all the word order characteristics discussed in this paper for a variety of reasons. First, in many cases my source (usually a published grammatical description of the language) does not provide clear evidence regarding the normal order of certain pairs of elements. Second, in many cases, the order of a given pair of elements will be sufficiently flexible in a given language that there seems to be little basis for treating one or the other order as basic. And third, certain word order parameters. such as the order of article and noun, do not apply to languages lacking one of the categories in question.
THE LACK OF EXCEPTIONLESS GENERALIZATIONS ABOUT SVO LANGUAGES
The first argument offered against collapsing SVO languages with V-initial languages into a single type VO is that while there are exceptionless universals about V-initial languages and V-final languages, there are no such exceptionless universals about SVO languages, and hence no exceptionless universals about VO languages. Hawkins (1979: I99) notes that the I3 implicational universals in Greenberg (I963) that refer to the order of subject and object relative to the verb apply either to VSO languages or to SOV languages, never to SVO languages. Comrie (I98I: 9o; I989: 96) pursues the same point:
Knowing that a language is VSO or VOS, we can predict its values for other word order parameters; knowing that a language is SOV, we can with considerable reliability predict its other word order parameter values;
knowing that a language is SVO, we can predict virtually nothing else.
Comrie's wording implies a strong claim about V-initial languages, that one can predict their other word order characteristics, apparently with greater than 'considerable reliability'. What Comrie appears to be claiming here is that there is a large number of exceptionless generalizations to be made about V-initial languages.
2.I. Exceptionless generalizations in Greenberg's 30-language sample
If one examines the six V-initial languages in Greenberg's 30-language sample (Berber, Hebrew, Maori, Maasai, Welsh and Zapotec), one finds that they are indeed consistent with respect to a wide range of characteristics. The properties in (i) are exceptionless among these six V-initial languages.3 (i) (a) prepositional (b) adjective follows noun (c) genitive follows noun (d) verbal auxiliary precedes verb (e) intensifier (words like very and more in English) follows adjective [3] Not all of the six languages have all of these properties in Greenberg's data, either because he was unable to determine a basic order for the language or because the characteristic does not apply to the language because it lacks the relevant construction. For example, only three of the six languages are listed as having verbal auxiliaries in Greenberg's data.
Greenberg lists only two of the languages as placing the intensifier after the adjective; he does not give an order for two of the languages (apparently because he did not have the relevant data) and two of them allow both orders. One of the languages does not have a question particle. The point is that for each of these properties there is a generalization that is exceptionless in Greenberg's sample according to which the V-initial languages do not have the opposite property from that listed in (I). However, when we examine a larger sample of V-initial languages, we find many V-initial languages which are inconsistent with respect to the characteristics in question. Although my database contains no exceptions to the last two characteristics in (i), it does contain exceptions to the first seven characteristics, listed in Table i .
Thus, despite the lack of exceptions in Greenberg's 30-language sample, we see that we can in no way predict with certainty these word order characteristics for V-initial languages. There are three characteristics that are not attested of V-initial languages in my database, namely RelN (relative clause before noun), PP-V (adpositional phrase before verb) and StandardAdjective (in comparative structures).5 Since we cannot predict the other properties of V-initial languages with certainty, V-initial languages do not differ substantially from SVO languages in this respect. At most, we can say that SVO languages differ from V-initial languages in that there exist a few generalizations about the latter for which no exceptions are known, while this is not the case for SVO languages. It is worth noting, however, that these three characteristics not attested for V-initial languages are also very rare among SVO languages: the Chinese languages are the only ones in my database which have these three properties. The fact that the only languages with these characteristics among VO languages happen to be SVO rather than V-initial may just be a coincidence or may simply reflect the fact that there are more SVO languages in the world so we have a greater chance of finding an exception. In short, the available evidence provides no basis for Yagua. This language is Adjective-Standard, as one would expect of a V-initial language, but unexpectedly Standard-Ma:ker. I view the order of standard, marker and adjective as two distinct parameters, the orc.er of standard and marker and the order of standard and adjective, and restrict attention to the latter here.
[5] In an earlier paper (Dryer, I988b) , I report a further exceptionless generalization about Vinitial languages: they always place negative words before the verb in unmarked word order, never after. Since writing that paper, I have found an exception to this generalization: Lamang, a Chadic language spoken in Nigeria and Cameroon (Wolfe, 1983: 172) . While there may be a negative word preceding the verb in Lamang, there is always a postverbal negative. I am not aware, however, of any V-initial languages with postverbal negative auxiliary verbs, though this may be due to the small number of V-initial languages in my database which employ negative auxiliaries.
claiming that we can predict with certainty the properties of V-initial languages in a way that we cannot with SVO languages.
It should be noted that for six of the nine properties in (i) that are exceptionless among the V-initial languages in Greenberg's 30-language sample, Greenberg (i963) himself made no claim that they were exceptionless. He did claim that VSO languages are always prepositional (Universal 3), that they always place inflected auxiliaries before the main verb (Universal I6), and that they always place interrogative words or phrases first in interrogative-word questions (Universal I2). The examples in Table i combined with his claim that VSO languages are always prepositional, predicts that VSO languages will usually be NGen.
Hawkins's implicational universals
While the data in Table i show that there exist many exceptions to generalizations about V-initial languages that are exceptionless in Greenberg's 30-language sample, this does not fully address the argument.
Hawkins (I983) observes that there are many other generalizations which are exceptionless even in his expansion of Greenberg's appendix. These generalizations are formulated as implicational universals that refer to three or more characteristics. Thus it might be the case that it is easier to formulate such complex implicational universals with reference to V-initial languages than with reference to SVO languages. But again there is little evidence that this is the case.
Hawkins proposes five implicational universals which are exceptionless in his data and which apply to V-initial languages. One of these, his (XIII), refers to '-SOV', in other words SVO and V-initial languages.
(XIII) Prep D (-SOV = NRel)
But since this universal applies to both SVO and V-initial languages, it provides no argument that it is more difficult to formulate exceptionless implicational universals with respect to SVO languages.6 Furthermore,
[6] On the other hand, I consider Chinese to be an exception to (XIII) . See the discussion Chinese in the appendix. The classification of some of the languages in Table I as V-initial may be controversial. The classification of a language as VS, VO indicates that both subject and object normally follow the verb, but that the language is not clearly VSO or VOS. Some of these languages are indeterminately VSO/VOS. A few of them are languages in which the order SVO is frequent in clauses containing a nominal subject and a nominal object, but in which VS order is more frequent overall. The classification of Papago as V-initial is questioned by Payne (I987) and Campbell, Bubenik & Saxon (1988: 2II-212) Since this universal applies to VO languages, it provides no argument against the utility of the class of VO languages.
Of the remaining four implicational universals in Hawkins (1983) that apply to V-initial languages, my database yields exceptions to three, listed in Table 2 .7 Only one of Hawkins's implicational universals that applies to Vinitial languages, namely (VIII'), remains exceptionless in my database: Table 2 Exceptions to Hawkins's universals referring to V-initial languages
There are other generalizations that apply to SVO languages for which I am aware of no exceptions. These include the use of clause-initial complementizers and the absence of head-internal relative clauses. There is thus [7] More detailed information on these exceptions can be found in the following sources. Campbell, Bubenik & Saxon (I988: 2I6, 224) observe that Tigre (a Semitic language of Eritrea in Ethiopia) is an exception to Hawkins's Universal I (which is equivalent to Greenberg's Universal 5); see also Raz (1983) . Payne (i986) discusses Yagua (an isolate spoken in Peru) as an exception to II, which is like II' but refers specifically to VSO languages (VSO v (NA v NG) ). Harrison (I986) observes that Guajajara is an exception to II; see also Bendor-Samuel (1972: 78, I io Lehmann (I973, 1978) and Vennemann (I974, 1976) assume? I will show that for a large number of characteristics, SVO languages in fact differ very little from V-initial languages, that in so far as there is a tendency for V-initial languages to exhibit a particular property, SVO languages exhibit the same property. And since these properties are typical of both V-initial languages and SVO languages, they are typical of VO languages in general, thereby providing justification for the basic distinction between OV and VO languages.
3. '. Properties shared by SVO and V-initial languages 3. I. I . Prepositions. The evidence presented here is based on the database of 603 languages described above. Table 3 presents data from this database on the relationship between clause order and adposition type (prepositions vs. postpositions) in a manner that is explained and justified in detail in Dryer (I989c). First, the languages are assigned to genetic groups called GENERA, which correspond roughly to the subfamilies of Indo-European. The counts below represent numbers of genera that contain languages of the given sort rather than numbers of languages. Second, the genera are divided into six large continental areas.8 Table 3 and similar tables below show the number Table 3 Adposition type
The numbers indicate the number of genera containing languages of the given type in the given area. The larger of the two numbers for each area and for each order of verb and object is in a bold fount. Africa includes Semitic languages of southwest Asia; Eurasia = Europe and Asia, except for southeast Asia, as defined immediately; SEAsia&Oc = Southeast Asia (SinoTibetan, Thai and Mon-Khmer) and Oceania (Austronesian); Aus-NewGui = Australia and New Guinea, excluding Austronesian languages of New Guinea; NAmer = North America, including languages of Mexico, as well as Mayan and Aztecan languages in Central America; SAmer = South America, including languages in Central America that are neither Mayan nor Aztecan. of genera in each area that contain languages in my database of the given type. For example, the I 5 in the upper left-hand cell of Table 3 indicates tha there are 15 genera in Africa that contain languages in my database which are V-final&Postpositional, while the three below it indicates that there are three genera in Africa that contain languages which are V-final&Prepositional.
In general, languages within a genus are identical with respect to the typological features being examined. Occasionally, however, a genus will contain more than one of the types being examined. In such cases, a genus will be represented in more than one cell in the table. For example, there are two genera in Africa that contain languages that are V-final&Postp as well as languages that are V-final&Prep. These two genera are thus included both among the i5 genera containing languages that are V-final&Postp and among the three genera containing languages that are V-final&Prep. This should be borne in mind in understanding the third line of Table 3, which gives the proportion for V-final&Postp. This figure is computed by taking the figure on the first line as a proportion of the sum of the figure on the first line and the figure on the second line. In the case of the third line of Table 3, this that paper. Using six areas rather than five makes it possible to test the statistical significance of generalizations in a more conservative way. I do not employ statistical tests in this paper, except in footnote 9, since the primary thesis is a negative one, that SVO languages do not differ substantially from V-initial languages.
proportion is computed by calculating I5 as a proportion of I 8 (I5+3), namely o.83. I will refer to this figure as the PROPORTION OF GENERA. It is important to stress that since both figures may include the same genus, this proportion is not, strictly speaking, the proportion of genera that contain languages which are V-final&Postp among genera containing languages which are V-final. Since there are two genera in Africa containing languages which are V-final&Postp as well as languages which are V-final&Prep, the total number of genera in Africa containing languages which are V-final (and for which I have data on adposition type), is i6, not i8. Nevertheless, for ease of computation, I use the sum of the number of genera, in this case I8, in computing the proportion. For this reason, given two types A&B and A& B, the proportion of genera that are B should be interpreted as the number of genera containing languages that are A&B as a proportion of the sum of the number of genera containing languages that are A&B plus the number of genera containing languages that are A& B.
The motivation behind the use of genera is discussed in detail in Dryer (I989c). Counting genera, rather than languages, controls for the most severe kind of genetic bias; differences in numbers of languages can reflect a type that happens to be dominant in a small number of genetic groups that contain a large number of languages. In determining the genera, I have attempted to identify groups whose time depth is not more than 4,000 years or so, but whose immediate subgroups do not have a time depth greater than 3,500 years. Clearly, our current knowledge about the time depth of most genetic groups is sufficiently unknown that there is considerable guesswork on my part in identifying genera. My decisions regarding genera are based on published estimates of time depths, informal estimates from experts in particular groups, and my own impressions about the rough genetic distance between groups, as reflected both in the descriptions of the languages themselves and in the discussions in the literature regarding the genetic classification of various groups. In general, genera represent groups whose time depth is sufficiently shallow that few people if any would doubt the genetic relatedness of the languages within the group. Thus, if I find evidence in the literature of linguists questioning whether the languages within a putative group are genetically related, I take this as evidence that the group must be of a time depth greater than that of a genus and thus must contain more than one genus. For example, within North America, Campbell & Mithun (1979) provide a list of the minimal genetic groups whose validity nobody questions. I therefore conclude that no group subsuming more than one of these groups is a genus. In fact, most of these groups I treat as a genus.
In a few cases, however, published estimates of the time depth of the group and/or my own observations of the typological variation within the group have led me to conclude that the groups contain more than one genus: Salish and Uto-Aztecan are examples of groups like this, and I treat the generally accepted subgroups of these families as genera. It is worth noting that Nichols (I990) employs the term FAMILY in a way that is apparently equivalent to my notion of genus, and her guesses as to which groups are families (arrived at independently of my work) are remarkably similar to my guesses. Clearly, however, my decisions regarding which groups are genera are subject to dispute, and some of them are undoubtedly wrong.
The effect of counting genera rather than languages is that where closely related languages exhibit the same characteristics, they are not counted twice. This controls for the most severe type of genetic bias. Breaking the genera down into six areas of the world allows one to control for the risk of one area having an inordinate effect on overall numbers: a difference in overall numbers can often be shown to reflect the properties of languages in a single area of the world rather than a general property of language. Consider a case where there are more genera in the entire world containing languages with property A than there are genera containing languages with property B. If the number of genera containing languages with property A is greater than the number of genera containing languages with property B in each of the six areas of the world, then we have reason to believe that the difference in numbers between the two types reflects a general property of language. If, on the other hand, the difference between the number of genera of the two types can be attributed entirely to genera in one area of the world, then we should be concerned that the difference in numbers may just reflect something about that one area, rather than a general property of language. The fact that the number of genera containing V-final&Postp languages is greater than the number of genera containing V-final&Prep languages in each of the six areas of the world, as shown by the first two lines of Table 3 , provides us with reason to believe that there is a preference for postpositions among V-final languages. The average of these proportions (shown in the right-hand column), in this case o.96, is often the most revealing single statistic. Wh this means is that if we took a random V-final language that is not in the database and not related to languages in the database then the chance of its being postpositional can be estimated as 96 per cent. The three clause order types that are compared in Table 3 Table 3 give the data for SVO languages. It can be seen that SVO languages tend to be prepositional almost as overwhelmingly as V-initial languages: the average proportion over areas that are postpositional is 0.14, indicating that the chance of a random SVO language being postpositional is only I4 per cent, almost as low as the figure for V-initial languages. While this figure is literally intermediate between the 96 per cent for V-final languages and the 9 per cent for V-initial languages, it is clearly much closer to the figure for V-initial languages. In fact, this difference between SVO and V-initial languages is not statistically significant and may just be due to random variation.9 We can conclude, therefore, that at least with respect to adposition type, SVO languages pattern very similarly to V-initial languages. The appropriate generalization about adpositions SHOULD make reference to the distinction between OV and VO languages:
OV languages tend to be postpositional, while VO languages tend to be prepositional.
3.1 .2. Noun + relative clause. Table 4 shows analogous data for the order of noun and relative clause among the three language types. (The figures in Table 4 are lower than those in Table 3 Table 4 Order of noun and relative clause [9] Using the test for statistical significance discussed in greater detail in Dryer (I989c), w compute the level of statistical significance for the difference between SVO and V-initial languages in Table 3 to be p > 0.3I, which is not remotely statistically significant: it says that if there is no difference between SVO and V-initial languages with respect to the use of prepositions as opposed to postpositions, then we would have more than 3I chances in I00 of finding a difference as great as that observed in Table 3 . This level of statistical significance can be computed by a simple binomial test: in three of the four areas where we find a difference between SVO and V-initial languages, the proportion of genera containing languages with postpositions is higher for SVO languages. The problem is logically equivalent to the likelihood of obtaining three or more heads on four tosses of an unbiased coin. As discussed in detail in Dryer (I989c), we cannot apply statistical tests (like Chi-square) to the total number of genera of each of the types, since the genera are not genetically or areally independent and the relevant tests require that the tokens be data on relative clauses for a much smaller number of three lines of Table 4 show that contrary to a common 1973: 48), V-final languages do not tend to place the relat noun. As noted by Hawkins (I990: 24I), both orders are common in V-final languages. Table 4 shows that a random V-final language has a likelihood of only 43 per cent of being RelN, and only in Eurasia are there more genera containing languages that are V-final&RelN than V-final&NRel. On the other hand, the last three lines of Table 4 show that V-initial languages are overwhelmingly NRel: there are in fact no instances of V-initial ReiN languages in my database. The middle section of Table 4 shows that SVO languages again pattern much more like V-initial languages: there is only one instance in my database of a genus containing languages that are SVO&RelN, namely Chinese. While the likelihood of a random language being RelN is 43 per cent if the language is V-final, it is only i per cent if it is SVO. Again SVO languages pattern very similarly to V-initial languages and very differently from V-final languages. And while, if a language is V-final, we cannot predict the order of noun and relative clause, if the language is VO, we can predict with a very high level of probability that it will be NRel. Table 6 Order of copula and predicate 3.1.4. Copula + predicate. A further pair of elements for which SVO languages are not intermediate between V-initial and V-final languages is that of copula and predicate. While many languages lack a copula, many other languages use a copula when the predicate is adjectival, nominal or locative. Table 6 gives the data for the relationship between clause order type and the order of copula and predicate. While the correlation is not as strong for this pair of elements as it is for a number of other pairs of elements, there is a clear difference between V-final and SVO languages. Furthermore, in this case it is V-initial languages rather than SVO languages which exhibit a pattern that is intermediate between the other two types: the average proportions that are PredCop are o.8s for V-final, 0.26 for SVO and 0.39 for V-initial.10 However, the figure for V-initial is much closer to SVO than it is to V-final.
3.1.5. Adverbial subordinators. By ADVERBIAL SUBORDINATOR, I mean words, like when and because in English, which introduce or follow adverbial subordinate clauses, indicating their semantic relationship to the main clause. Table 7 shows that while such words more often follow the clause (SSub) in V-final languages, they almost always precede (SubS) in both SVO and V-initial languages. Again, we have clear evidence of SVO and V-initial languages patterning the same, but very differently from V-final languages.
[io] While it is unclear why the V-initial languages exhibit an intermediate pattern, the high average proportion for PredCop order among V-initial languages may be due, at least in part, to the small number of V-initial languages for which I have data on the order of predicate and copula. In four of the six areas I have data for only one genus; if we were to base our average only on the two areas for which I have data for more than one genus, the average would have been o.i8, below the figure for SVO languages. Table 7 Order of clause and adverbial subordinator 3.1.6. Plural words. The final word order characteristic which I will discuss in detail that supports the claim that SVO languages pattern like V-initial is that of the order of plural words with respect to the noun. Plural words, discussed in detail in Dryer (I989d) , are words found in a minority of the languages of the world whose function is similar to that of plural affixes on nouns, but which are separate words, as in (2).
(2) Gbeya: o ti wi-re PLUR black person 'black people' (Samarin, I 966: 8 i) The numbers for plural words in Table 8 are small, reflecting the fact that they are not common. Table 8 Table 8 Order of noun and plural word V-final languages, in which these words invariably follow the noun in my data.
3.1.7. Other pairs of elements for which SVO patterns with V-Initial. In the last six sections I have provided detailed evidence for six pairs of elements,
showing that their order patterns similarly to V-initial languages and differently from V-final languages. In this section I briefly summarize similar evidence for five other pairs of elements. Table 9 gives the average of proportions of genera for four of these pairs for the three word order types.'1
For all four pairs of elements in Table 9 Table 9 Average of proportions of genera over areas for other pairs of elements showing SVO patterning like V-initial Note: A tense/aspect auxiliary verb is an auxiliary verb whose primary function is to indicate tense or aspect, like the auxiliary have in English. A negative auxiliary is a negative word which is itself a type of auxiliary verb (rather than being a non-verbal particle like not in English) (se Dahl, 1979) .
[iI] It must be borne in mind that 'V-final' and 'V-initial' are being used here in a techni sense, to refer to the position of the verb relative to the subject and object. An SOVX language (where X = PP) is V-final by the definition given in Section I, since both subject and object precede the verb.
An anonymous referee objects to the inclusion of the order of adpositional phrase and verb here, since the adpositional phrase is itself a dependent of the verb. It is true that intracategorial correlations like this one -that is, a correlation between the order of verb and object and the order of the verb with respect to some other dependent of the verbare less dramatic than cross-categorial ones, which involve dependents of some category other than the verb. Nevertheless, there is no logical reason why SOVX languages should be less common than SOV languages in which the PP precedes the verb. Nor is there any logical reason why there are no attested instances of VSO or VOS languages in which the PP precedes the verb. And there is certainly no logical reason why SXVO languages should be any less common than SVOX languages. The fact that the PP almost always occurs on the same side of the verb as the object rather than the subject in SVO languages means that the order of subject and verb is irrelevant for predicting the order of PP and verb, and that There are therefore a total of eleven pairs of elements whose order in SVO languages closely resembles that found in V-initial languages and contrasts with that found in V-final languages. These pairs of elements thus provide support for the notion of a VO type. At most, it must be admitted that for eight of these eleven pairs the pattern for SVO languages is, strictly speaking, intermediate between V-initial and V-final. Nevertheless, the pattern for SVO is much closer to V-initial than it is to V-final. The mean difference between the averages of proportions for V-initial and SVO for these eight pairs is o.o6, while the mean difference between the averages of proportions for SVO and V-final is 0.71. In other words, the difference between SVO and V-final is almost twelve times as large as the difference between SVO and V-initial. In fact, the difference between SVO and V-initial is often so small as to be well within the range of chance; we do not want to attribute great significance to differences that may easily be due to random variation.
3.2. Some unrepresentative properties of Greenberg's 30-language sample 3.2.1. Postpositional SVO languages. Given the evidence presented in Section 2 demonstrating that SVO languages are much more like V-initial languages than they are like V-final languages, we might ask where the idea arose that SVO is a mixed type, intermediate between V-initial and V-final languages. Hawkins (1983: 30) Table ii . It turns out, however, that, despite possible appearances to the contrary in Greenberg's sample, the three pairs of elements in Table i i are all ones which do not exhibit any correlation with the order of object and verb, for which there is no significant difference Table Ii Pairs of elements for which SVO is intermediate between VSO and SOV in Greenberg' s sample (as cited in Hawkins, 1983: 30) 3.2.2.I. Order of adjective and noun. It is shown in Dryer (I988a) that the order of adjective and noun does not correlate with the order of object and verb despite a widely held belief that it does. Table I 2 Table 12 Order of adjective and noun adjective and noun and the order of object and verb. While Greenberg's sample also reflects the overall preference for NAdj order, as shown in Table  I I, his sample is unrepresentative in suggesting that V-initial languages are less likely to be AdjN than V-final languages. Table I3 gives the data for the order of demonstrative and noun. As with the order of adjective and noun, we see no significant difference among the three clause types as far as order of demonstrative and noun is concerned: the average proportions that are = o.58 Table 13 Order of demonstrative and noun Table N4 Order of intensifier and adjective 3.2.2.3. Order of intensifier and adjective. We come now to the order of intensifier (like very in English) and adjective. Greenberg's sample, as shown in Table i i, suggests a strong correlation, but my data, as shown in Table I4, shows a very different pattern. While there is a slight trend in Table 14 We can conclude then that the pairs of elements discussed in this section do not provide any reason to believe that SVO languages are intermediate between V-initial and V-final languages, since these are pairs of elements for which there is no significant difference between V-initial and V-final languages. They therefore provide no evidence against the claim that there is a basic dichotomy between VO and OV languages.
Order of demonstrative and noun.
[I2] Greenberg lists two of the VSO languages as allowing both order of intensifier and adjective and lists another two as languages for which he had no data on the order of intensifier and adjective.
Characteristics for which SVO is a mixed type
In the evidence presented so far we have seen that SVO languages pattern very much like V-initial languages. The question then arises whether there is any reason to treat SVO as a separate category. It turns out that while SVO languages pattern like V-initial languages on the whole, there are some ways in which they do pattern differently. In this section, I will discuss three word order characteristics for which SVO languages do exhibit properties that are intermediate between those of V-final languages and those of V-initial languages. This evidence shows that the criticisms of the OV :VO typology are partly right, since there do exist some ways in which SVO languages are indeed a mixed type. However, the other evidence presented in this paper
shows that the OV:VO typology is justified since, apart from the three characteristics discussed in this section, SVO languages do pattern very much like V-initial languages.
3.3. 1. Order of genitive and noun. One characteristic for which SVO languages behave as a mixed type is the order of noun and genitive, illustrated in Table   I5 . The first three lines of Table IS show that V-final languages exhibit a strong preference for GenN order: the average proportion is o.89. The last three lines of Table I5 show that V-initial languages exhibit a preference for NGen order, with an average proportion for GenN of o.28.'3 Among SVO languages, the two orders of noun and genitive are about equally common. Table I5 Order of noun and genitive [I 3 ] The figure 0.28 for GenN in V-initial languages is somewhat higher than the overall figures might suggest. This is due to the fact that the only V-initial languages in my sample from Australia-New Guinea (Garawa and Wembawemba) are both GenN. The average over the other five areas is much less, 0.I3. This figure is probably more representative of the likelihood of a random V-initial language being GenN.
While the total number of genera is higher for SVO&NGen (34 vs. 22), this figure is higher only because of the large number of genera containing such languages in Africa: 20 out of the 34 genera containing such languages are in Africa. The average proportion for NGen is actually less than that for GenN (0.4I vs. 0.59), suggesting that there might even be a preference for GenN order among SVO languages, but this difference is sufficiently small that it could well be due to chance.
In short, the order of noun and genitive is one characteristic for which SVO languages are intermediate between V-final and V-initial languages. A natural interpretation of this is that the order of noun and genitive exhibits a correlation with the order of verb and subject as well as with the order of verb and object. A plausible explanation for this is that it reflects the parallels between the relationship of a genitive to a noun and the relationship of a subject to a verb, as demonstrated by other morphosyntactic similarities between genitives and subjects in many languages (see Allen, I964; Greenberg, I963: 99) . The crucial point for our purposes, however, is that the order of genitive and noun is one characteristic for which SVO languages do not pattern in the same way as V-initial languages, for which SVO languages ARE intermediate between V-initial and V-final languages. Table i6 . 'SQ' denotes a sentence-final question particle while 'QS' denotes a sentence-initial question particle. Table I7 Position of interrQgative words and phrases more commonly occur in situ in V-final languages and in sentence-initial position in V-initial languages, the two types are both common among SVO languages.
Summary
We see then that while SVO languages pattern like V-initial languages for some characteristics, there are other characteristics for which SVO languages pattern between V-initial and V-final languages. It is useful, therefore, to separate out those typological characteristics that treat SVO languages like V-initial languages from those characteristics that treat SVO languages differently from V-initial languages. Once we do so, we see that the We can now specifically address Comrie's (I98I: 9o; I989: 96) claim that one can predict the word order characteristics of V-initial and V-final languages with considerable reliability but that with SVO languages we can predict 'virtually nothing else'. The evidence presented in this section shows that there are a few characteristics (such as order of genitive and noun) which can be predicted of a language in a probabilistic sense if one knows that it is V-initial or V-final but not if it is SVO, but that in other respects we can predict the other characteristics of SVO languages about as well as we can predict the other characteristics of V-initial or V-final languages. Some word order characteristics (like order of adjective and noun) do not correlate with clause order; these characteristics cannot be predicted for languages of any clause order type. Other characteristics (such as adposition type) can be predicted for SVO languages with about as much confidence as they can for V-initial or V-final languages. And at least one characteristic (order of relative clause and noun) can be predicted with considerable reliability for SVO and V-initial languages but not for V-final languages.
HAWKINS'S PRINCIPLE OF CROSS-CATEGORY HARMONY
A third argument that SVO languages are intermediate between V-initial and V-final languages is implicit in Hawkins's (I982, 1983) Principle of CrossCategory Harmony (CCH). This principle predicts that while it should be most common for V-final languages to place all modifiers BEFORE nouns and for V-initial languages to place all modifiers AFTER nouns, it should be most common for SVO languages to place some modifiers before and other modifiers after nouns."4 If this is correct, it provides a clear sense in whic SVO languages ARE intermediate between V-initial and V-final languages. I will argue here, however, that in so far as this prediction is correct, it is largely, if not entirely, attributable to the single fact observed in Section 3 that SVO languages are intermediate between V-initial and V-final languages with respect to the order of genitive and noun.
Hawkins defines and tests his principle of CCH on the basis of raw numbers of languages, using either Greenberg's 30-language sample or the set of languages in Greenberg's appendix. While the 30-language sample suffers from a certain amount of genetic bias (for instance, six of the languages are Indo-European) and areal bias (20 are spoken in Africa or Eurasia, applying the latter term as it is used in this paper, to exclude Southeast Asia), the set of languages in Greenberg's appendix suffers from much more severe biases. As argued in Dryer (I989c), employing samples which include large numbers of closely related languages may yield results which reflect properties of those particular genetic groups rather than general properties of language.'5 Because of the difficulty in interpreting different [I4] Hawkins formulates the principle to refer to different categories in general, not just to noun phrases. I will restrict attention here to its predictions with respect to the order of modifiers with respect to nouns.
[I5] Greenberg himself did not use counts of languages in his appendix; his counts are based entirely on his more reliable 30-language sample. Although his 30-language sample includes six Indo-European languages, all are from different branches of the family. But the set of languages in his appendix includes Norwegian, Swedish, Danish, Icelandic, German and Dutch, as well as various other instances of multiple sets of closely related languages, each of which is counted as a separate language in Hawkins's counts based on this set. In numbers of language types in a set that exhibits biases like those in Greenberg's appendix, I will test the predictions of Hawkins's CCH using the set of languages in my database, using averages of proportions over language areas as the primary statistic rather than raw numbers of languages. If CCH reflects general properties of language, rather than accidental properties of the genetic groups and areas that are over-represented in Hawkins's sample, it should be supported by evidence calculated in this way, since this method is specifically designed to control for genetic and areal bias.
4.I. Test i of CCH. Adjectives and genitives
Hawkins's CCH is a general principle that applies across different phrasal categories. The claim that SVO languages should be most commonly inconsistent within other phrasal categories is only one of many predictions this principle makes. It is not the purpose of this paper to evaluate the principle itself, but only the specific predictions it makes about SVO languages. Furthermore, since it makes a large number of different predictions about SVO languages, it is beyond the scope of this paper to examine all of them. I will restrict attention here to two predictions it makes regarding the order of modifiers with respect to the noun. The first of these involves two modifiers of the noun, the adjective and genitive, with respect to the noun. Hawkins (I983: I40, 149) himself uses this set of types as a basic set to illustrate his CCH. I will focus on one set of predictions that is relevant here: namely, that SVO languages should differ from V-final and V-initial languages in most often having one modifier before the noun and one after rather than both preceding or both following. Consider first V-final languages. CCH predicts that the most frequent language type among V-final languages should be the one in which both modifiers precede the noun, and that the least frequent type should be the one in which both modifiers follow the noun. Table I8 gives the relevant data. (Following Hawkins, N means that both adjective and genitive precede the noun, N2 means that one precedes the noun while the other follows and Ni means that both modifiers follow the noun.16) The first addition, within this set of 142 languages, 84 are spoken in Africa or Eurasia (again using the latter term in the narrow sense of this paper). On the other hand, this set contains only seven languages spoken in South America, and one of those, Papiamento, is an IndoEuropean-based creole. It should be stressed that while Eurasia covers a fairly large area (though not as large as conventional map projections suggest, since they typically exaggerate areas in the northern hemisphere), there are probably more languages spoken in South America than in Eurasia, exhibiting greater typological variation. Voegelin & Voegelin (I977) list 58I languages in South America, including known languages which now extinct. This does not include languages which have become extinct since the arrival of the Europeans but which we have no record of. Voegelin & Voegelin list 613 languages within Eurasia as a whole, but only 256 in the narrower sense of Eurasia that excludes Southeast Asia.
[i6] The idea behind the notation is that Ni means that the noun comes first in the set o languages in in my of proportions
Hawkins's data database over areas V-final&N3 29 45 0.40 V-final&N2 24 53 0.5I V-final&Nl I I 9 0.09 Table i8 Cross-Category Harmony and V-final languages column in Table i8 shows the data that Hawkins (I983: I49) presents in support of his claim that the most common type of V-final language is N3, in which both modifiers precede the noun: this is the most common type, with 29 languages. In my database, whether one examines total number of genera (shown in the middle column of Table I8 ) or average of proportions over areas (shown in the right-hand column), this type is less common than the type V-final&N2, in which one modifier precedes the noun and one follows: the average proportion for the type N3 (which CCH predicts should be most frequent) is only 0.40, while the average proportion for N2 (in which one modifier follows the noun) is 0.51. The difference between Hawkins's result and mine is attributable to the fact that the set of languages that
Hawkins used includes a disproportionate number of languages from Eurasia, in which V-final languages are most often GN&AN: i 6 of the 29 Vfinal&N3 languages in his sample are spoken in Eurasia (excluding Southeast Asia). Hence the prediction of CCH that V-final languages should most often place both modifiers before the noun is not supported. Only the prediction that V-final&N1 should be least common is borne out. But we can explain the lower frequency of this type by appeal to the fact that it is the one type in which the genitive must follow the noun, contrary to the general pattern found for V-final languages.
Consider next V-initial languages. CCH predicts that the most frequent type should be the type N1, in which both modifiers follow the noun, and that the least frequent type should be N3, in which both modifiers precede the noun. The relevant data are given in Table I9 . Again we find that while the number of languages in Hawkins's data supported CCH, the data from my database do not: the type in which both modifiers follow the noun (N1) is no more common than the type N2 in which one modifier precedes and the other follows. CCH correctly predicts that the type N3 should be least common, but again we can explain this by appealing to the fact that N3 is the one type Table ig Cross-Category Harmony and V-initial languages in which the genitive necessarily precedes the noun, contrary to the general preference for NGen order among V-initial languages.
Consider finally SVO languages. Here CCH predicts that the most common type should be N2, in which one modifier precedes the noun and follows. The data are given in Table 20 . Again, the left-hand column of Table   20 It is useful, then, to consider the distribution of types in which the two subtypes of N29 GN&NA and NG&AN, are kept separate. Table 21 presents the data in this fashion. The numbers in the first two columns of Table 21 suggest that the most common type is SVO&NG&NA. However, when we examine the average of proportions in the right-hand column, we see that while SVO&NG&NA is highest, it is only marginally so ( Table 21 Cross-Category Harmony and SVO languages, with N2 broken down into GN&NA and NG&AN
[I7] It should be noted that in a number of the cases in which CCH is applied i (I983), only one of the two types of N2 was permitted by his implicational uni example, while in theory there are two types of Pr&N2, the type Pr&NG&AN by his (statistical) universal (III) (Prep v (NA v NG) ). In these cases, the problem being two types of N2 languages does not arise. It is only a problem in cases lik where neither type of N2 is ruled out by an implicational universal.
[i8] The high frequency of SVO&NG&NA, both in Hawkins's data and in the total n genera in my database, reflects the large number of such languages in Africa: 2I languages of this type in Hawkins's data and i8 of the 29 genera in my data Table 22 Averages of proportions over areas for clause type by noun-position type languages place one modifier before the noun and one after to an extent that is any better than chance.
It is also insightful to compare SVO languages to V-final and V-initial languages with respect to the frequency of languages in which one modifier precedes the noun and one follows. Table 22 gives the averages of proportions for the three clause types from the right-hand columns of Tables i 8 to 20 (using a single type N2). It is clear from Table 22 that the type N2 is no more common among SVO languages than it is among V-final or Vinitial languages. The average of proportions for N2 is less for SVO languages (0.42) than it is for V-final languages (0.5i) and about the same as it is for V-initial languages (0.4I). Hence, N2 languages are no more common among SVO languages than they are among V-final or V-initial languages.
The progression of values in Table 22 It would be beyond the scope of this paper to evaluate completely the predictions of CCH for various other sets of elements. I will, however, present data from my database for one larger set of noun modifiers, namely adjectives, genitives, demonstratives and numerals. Table 23 gives the data analogous to that in Table 22 but for all four of these modifiers. N, mean that all four of these modifiers precede the noun, N, means that three of these modifiers precede the noun while one follows, and so on down to N1, which means that all four of the modifiers follow the noun.
Hawkins does not formulate CCH in such a way that it makes exact predictions with four modifiers, but it is clear from the spirit of CCH that we should expect N. to be most common for V-final languages, N, to be most common for V-initial languages and N3 to be most common for SVO languages. The data in Table 23 support only one of these predictions: N5, in which all four modifiers precede the noun, is most common among SOV languages. On the other hand, N1, in which all modifiers follow the noun, is actually more common among SVO languages than among V-initial languages, contrary to the CCH; in fact, it is the LEAST common type among V-initial languages. And N3, in which two modifiers precede the noun and two follow, is more common among V-final languages than it is among SVO languages. The overall predictions of the CCH are best evaluated by characterizing each type (as in Hawkins, 1983) in terms of the number of CCH deviations of that type: CCH predicts that the types with fewer deviations should be more common than the types with more deviations. The data from Table 23 are re-organized along these lines in Table 24 . Table 24 Predictions of Cross-Category Harmony in terms of number of deviations for data in Table 23 opposite situation, we find that there are 50 instances in which CCH makes the correct prediction and 38 instances in which the CCH makes the wrong prediction.'9 In other words, it has a success rate of 57 per cent. On the other hand, if we isolate those predictions for which one of the two types is SVO, there are 24 correct predictions and 24 incorrect predictions. In other words, with respect to its predictions regarding SVO languages, CCH does no better than chance. It does better than chance only with respect to V-final and Vinitial languages. Again, we find no evidence to support the claims of CCH with respect to SVO languages. counts of a set of texts in Hoijer (1972) uncovered eleven instances of SOV clauses and seven of SVO, certainly casting doubt on the claim that the language is SVO, though leaving it unclear that it is SOV. On the other hand, my counts also showed 86 per cent OV, suggesting that if Tonkawa can be assigned a basic order, it is probably SOV, not SVO.
5 Songhai. According to Prost (1956: 79, 124) , the order of words in a transitive clause in Songhai is Subject + Conjugation Particle + Object + Verb. The conjugation particles code tense/aspect, mood and negation.
Unless one interprets the conjugation particle as the verb, which is not Prost's analysis, the language is SOV, not SVO. Postpositional phases do follow the verb in Songhai; if one were to treat these as objects, then the language would be SVO. But DIRECT objects, whose position is generally assumed to be the defining characteristic in determining whether a language is SVO, precede the verb, so on standard usage the language is SOV, though we might more specifically describe the language as SOVX.
languages in general are SOV. A number of Mande languages (for example, Bambara, Vai) share both features of Songhai described in the preceding paragraph: a tense-aspect word occurs between the subject and object, and adpositional phrases follow the verb. As with Songhai, either of these properties might lead one to describe a language as SVO, though not by the conventional use of the term. Furthermore, while the tense-aspect word that occurs between the subject and the object sometimes seems non-verbal, like the 'conjugation particle' in Songhai, one of these words in Vai is a copula verb functioning as a verbal auxiliary (Welmers, , exhibiting an S-Aux-O-V structure. If we were to treat the Aux as the verb, ignoring the content verb, then we might say Vai is SVO. However, the most likely analysis is presumably one whereby the Aux is in construction with the combination of object + verb, rather than just the object, so it seems unnatural to describe such a language as SVO. 
Mataco
The large number of genera containing SVO&Pr languages in this list, compared to the small number of genera containing SVO&Po languages described above, illustrates the conclusion that SVO languages exhibit a stronger preference for prepositions than Greenberg's data would suggest.
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