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ABSTRACT
In this work, we investigate an Active Object Search (AOS) task that
is not explicitly addressed in the literature; it aims to actively per-
forms as few action steps as possible to search and locate the target
object in a 3D indoor scene. Different from classic object detection
that passively receives visual information, this task encourages an
intelligent agent to perform active search via reasonable action plan-
ning; thus it can better recall the target objects, especially for the
challenging situations that the target is far from the agent, blocked
by an obstacle and out of view. To handle this cross-modal task,
we formulate a reinforcement learning framework that consists of
a 3D object detector, a state controller and a cross-modal action
planner to work cooperatively to find out the target object with min-
imal action steps. During training, we design a novel cost-sensitive
active search reward that penalizes inaccurate object search and
redundant action steps. To evaluate this novel task, we construct an
Active Object Search (AOS) benchmark that contains 5,845 samples
from 30 diverse indoor scenes. We conduct extensive qualitative
and quantitative evaluations on this benchmark to demonstrate the
effectiveness of the proposed approach and analyze the key factors
that contribute more to address this task.
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1 INTRODUCTION
It is our long-standing goal to build intelligent agents that can
actively process the multi-modal environment state and accomplish
specified tasks, such as office service and life support. Even a small
solid forward can make an energetic change and great convenience
to our lives [11, 17]. For the object detection/recognition tasks
[6, 8, 30, 36], however, most existing methods remain stuck in the
passive vision way, although great success has been achieved due
to the advance of deep neural networks. These methods assume
that scene images are captured by preset cameras with the target
objects somewhat properly displayed (e.g., the large-scale ImageNet
[13] and COCO [23] datasets). Therefore, they can hardly locate the
target objects in highly challenging real-world scenarios, e.g., the
target objects are far from the camera, blocked by an obstacle, or
out of view (see Figure 1). In contrast, human can effortlessly deal
with such situations by actively performing a series of reasonable
actions.
These observations motivate us to empower this human ability
for intelligent agents. Hence we explore a new multimedia task, i,e,
Active Object Search (AOS), where an agent is randomly placed and
given a target query (object) in the scene, and it actively performs
as few action steps as possible to locate the target object. An exam-
ple of how the agent finds out an out-of-view target object based
on our framework is presented in Figure 2. Compared with tradi-
tional object detection/recognition, this task poses three additional
challenges: 1) the agent should establish a reliable cross-modal
association that involves interactions between visual information
and target query; 2) the agent requires an in-depth understanding
about the environments, thus that it can explore and interact with
the environments; 3) the agent needs to learn a policy that can
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Agent Perspective
Input Query: Houseplant
Third-Person Perspective
① ②
①
③
③②
①: 𝐅𝐚𝐫 𝐟𝐫𝐨𝐦 𝐭𝐡𝐞 𝐜𝐚𝐦𝐞𝐫𝐚 ②: 𝐁𝐥𝐨𝐜𝐤𝐞𝐝 𝐛𝐲 𝐚𝐧 𝐨𝐛𝐬𝐭𝐚𝐜𝐥𝐞 ③: 𝐎𝐮𝐭 𝐨𝐟 𝐯𝐢𝐞𝐰
Figure 1: Some challenging cases that the target object is far
from the agent, blocked by an obstacle and out of view. We
present the scene images captured from the agent perspec-
tive (the first row) and from the third-person perspective
(the second row).
adaptively plan a series of reasonable actions and should be able to
generalize across different environments.
Inspired by recent progress in active perception-based cross-
modal tasks, e.g., vision-and-language navigation [3] and embod-
ied question answering [11], we utilize reinforcement learning ap-
proaches to address the aforementioned challenges and develop a
feasible solution to address the proposed AOS task. Specifically, our
framework consists of three modules, i.e., a 3D detector to locate the
target object, a state controller to decidewhether to stop, and a cross-
modal action planner to process cross-modal concepts and infer a
series of actions. Compared with existing frameworks introduced
by recent tasks that explore active vision [3, 11, 17, 18, 20, 40, 41],
our framework features three differences: (i) We build a 3D object
detector explicitly, which is more suitable for agents to interact
with the environment; (ii) A state controller is specially designed,
instead of adding the stop signal to the action space as existing
works, and experiments show that our design can achieve impres-
sive performance gain; (iii) We define a cost-sensitive active search
reward that enables the agent to find out the target object with
minimal action steps. Moreover, it is also worth noting that our AOS
task is a rather fundamental one when compared with past similar
works as mentioned above and can be used to assist in fulfilling
these more high-level tasks.
To evaluate this task, we construct a new benchmark that al-
lows an agent to interact with the environment. AI2-THOR [21]
is a newly-raised simulation platform that contains various type
of daily objects, complex and diverse rooms, and enables a virtual
agent to interact with the environment. In this work, we increase
the room diversity of AI2-THOR by providing more varied object
instantiations, color types, surface patterns, and layouts, and build
an Active Object Search (AOS) benchmark that contains 5,845 sam-
ples from 30 diverse indoor scenes. The benchmark is divided into
Input Query: Garbagecan
Figure 2: An example of how the agent finds the target object
(i.e., GarbageCan) via active search.
three subsets, i.e., a training set (3,991 samples), a validation set (996
samples), and a test set (888 samples). Each sample contains a ran-
dom seed that determines the room layout, object appearance and
object position, which in fact is able to greatly enrich the number
and diversity of the samples in the AOS benchmark.
The contributions of this work are summarized into four folds: 1)
We present a new cross-modal task, active object search, thatmimics
human to actively search a target query (object) via reasonable
action planning. 2) We design a modulized framework that enables
the agent to plan, detect, and control in the environment to address
this task, and our framework introduces new characteristics in the
design of action space, object detector, stop control and reward
when compared with existing works. 3) A large-scale Active Object
Search (AOS) dataset based on the AI2-THOR simulation platform is
built for training and evaluation.We rebuild the AI2-THOR platform
in the aspects of room layout and object randomness to increase its
diversity. 4) In-depth analyses are conducted on the AOS benchmark
to demonstrate the effectiveness of the proposed framework over
some baseline and competitive methods and discuss the key factors
that contribute more to handle this task.
2 RELATEDWORK
Object Search. Conventional object localization [28, 34] and de-
tection [9, 16, 24, 33] tasks have achieved substantial progress in
recent years. Beyond heavy focus on 2D object detection, recent
demand eagerly calls for promoting 3D object understanding in
the realistic scenarios [10, 35, 39]. Qi et al. [29] took advantage of
mature 2D object detector [30] and designed the frustum PointNets
to achieve the state-of-the-art performance in 3D object detection
tasks on both indoor [32] and outdoor [14] environment based
datasets. However, the above-mentioned tasks are still performed
in static images, where the target objects are generally in a suitable
perspective and moderate size, and even situated in the middle of
the image. Such setting is quite far from the real scenarios. Take
service robots for example, the agent is commonly spawned with a
random state in an indoor environment, and it often cannot immedi-
ately detect the target. Thus the agent should learn to reason about
the next action based on its active perception of the environment.
Active Perception based Cross-modal Task. Research on active
perception has been around for a long time, since the 1980s. The
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essence of active perception is to set up a goal based on some cur-
rent belief about the world and to put in motion the actions that
may achieve it [1]. The idea of active perception is frequently in-
corporated in some cross-modal tasks for action planning [3, 5,
11, 17, 18, 20, 22, 25, 40, 41]. Abhishek et al. [11] presented the
EmbodiedQA task, which requires the agent to actively navigate
in the environment and gather crucial visual information to an-
swer questions. Gordon et al. [17] proposed an interactive question
answering (IQA) task that requires the agent to interact with the
dynamic visual environment and actively plans a series of actions
conditioned on the questions. Different from the above tasks, the
proposed AOS task is a more fundamental task, which requires the
agent to follow the instructions to infer action to locate the target
with a suitable viewpoint. AOS can be incorporated as an essential
sub-task for improving the performance of other high-level tasks,
such as robot navigation and grabbing.
Reinforcement Learning. Recently, deep reinforcement learning
(RL) methods have been employed to learn policies in an end-to-end
manner to predict a series of actions [7, 38]. Zhu et al. [40] adopted
the successor representation [12] to design a hybrid approach of
model-based and model-free RL. They proposed to train the model
with imitation learning and fine-tune with RL, which enables the
agent to perform more realistic tasks and offer significant benefits
for transfer learning to new tasks. Gordon [17] used hierarchical
reinforcement learning based model to operate at multiple levels
of temporal abstraction. Zhu et al. [41] proposed a deep siamese
actor-critic model to learn to navigate. This method generalizes
well to new target goals. RL technique enables the agent to learn the
optimal action policy function through trial and error interactions
with the environment, hence it has been widely used in sequence-
level tasks.
3 ACTIVE OBJECT SEARCH (AOS)
BENCHMARK
3.1 Environment Setup
To evaluate the AOS task, it requires to collect samples that allow
an agent to interact with the environment. Due to the problems of
costs, scalability, and research reproducibility, it is impractical to
obtain samples in real-world settings. Thus, we resort to AI2-THOR
[21], a simulation platform that provides various photo-realistic
indoor environments. AI2-THOR contains 120 rooms from 4 envi-
ronments, i.e., living room, kitchen, bedroom, bathroom. Although
these rooms have diverse layouts, the objects are always similar in
color, shape, surface, and position. In order to collect more diverse
samples, we modify the AI2-THOR platform from the following
aspects: 1) Increase the diversity of object color, shape and surface
pattern to achieve richer object appearance; 2) Increase the ran-
domness of object coordinates to increase the diversity of object
position; 3) Randomly move some structured object (e.g., sofa, ta-
ble) to increase the diversity of room layout. The agent in this
platform is equipped with a camera at a fixed height, which can
capture RGB-D data and can perform 8 actions, i.e., move ahead
25cm, move back 25cm, move 25cm left, move 25cm right, rotate 45
degrees left, rotate 45 degrees right, look up 30 degrees, look down 30
degrees.
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Figure 3: Sample distribution of the training, validation, and
test subsets of the AOS dataset (left) and sample distribution
of the easy, moderate, and hard on the test subset (right).
3.2 AOS Dataset
AOS dataset contains 5,845 samples from 30 living rooms of AI-
THOR platform. Each sample contains a target object (query) and a
random seed that determines the object appearance, object position,
and room layout. The random seed also determines the ground truth
3D bounding box of the target objects. In this work, we focus on the
living rooms as these rooms are large enough to perform searching.
We consider 6 common object categories in the living rooms as
the target query, i.e., Box, Newspaper, GarbageCan, WateringCan,
HousePlant and Statue.
We divide the dataset into training, validation, and test subsets,
in which the training sub-set contains 3,991 samples from 20 rooms,
the validation sub-set is comprised of 966 samples from another
5 rooms, and the test sub-set consists 888 samples from the rest 5
rooms. Note that there are no room overlap in different sub-sets.
Thus, the dataset can be used to evaluate the generalization perfor-
mance to the unseen scenes. For each sample from the training set,
the agent is spawned in the scene with a random position, rotation,
and angle at each training iteration. Such a random strategy can
produce a large number of exploratory situations and encourage
the agent to learn a more robust policy. For each sample from the
validation or test sets, the position, rotation, and angle of the agent
are fixed. To provide more comprehensive evaluations, we further
divide the test set into three parts according to their difficulty: 1)
easy samples: The target object is within or near the field of view of
the agent, and the agent can search the object successfully within
a few simple actions. 2) moderate samples: The target object is out
of view of the agent, and the agent needs to make a few actions to
locate the object successfully. 3) Hard samples: The target object is
far from the agent and the agent should make a series of correct
actions to finish the task. The sample distribution over these three
difficulty levels is presented in Figure 3.
4 LEARNING FRAMEWORK
4.1 Task Formulation
We formulate the proposed AOS task as a standard reinforcement
learning task where an agent is required to actively locate the
target accurately with the minimum number of actions. The agent
is spawned at a random position in the environment and given a
target object o at the beginning of each episode during training. At
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Figure 4: An overall pipeline of the cross-modal action plan-
ner. At each time step, the planner takes the image feature
of the current scene, the embedded feature of the target ob-
ject, and the current time step as input to predict the next
action.
each time step t , the agent receives the RGB-D images (It , Dt ) via
a first-person egocentric vision sensor. Subsequently, an action at
is drawn from the agent’s policy function distribution.
In the AOS task, the agent aims to search the target and predict
its 3D bounding box accurately. Specifically, the agent will predict
a 3D box when the target is sensed in the current frame. When
the 3D IoU between the predicted and ground-truth 3D bounding
boxes is higher than 0.25, the task is considered to be successfully
accomplished.
4.2 Model
To address this task, we present a reinforcement learning framework
that enables the agent to plan, detect, and control. The proposed
framework consists of three basic modules: an cross-modal action
planner, a pre-trained 3D object detector and a state controller.
The cross-modal planner jointly models the vision and language
concepts to infer a reliable action. The 3D object detector predicts
the 3D bounding box of the target object, and the state controller
allows the agent to know when to stop.
3D Object Detector. Frustum PointNets [29] is utilized as the 3D
object detector in our work, which takes the RGB-D images as input
to predict the 3D bounding boxes. We first employ Faster-RCNN
[30] as the 2D object detector to predict objects’ 2D bounding boxes
as well as their categories. The target candidates’ predicted boxes
are then used to generate frustum proposals and extract their frus-
tum point clouds. The frustum point clouds are consecutively fed
into 3D instance segmentation PointNet, T-Net and box estimation
PointNet to perform the object segmentation, bounding box regres-
sion tasks and predict the corresponding 3D bounding boxes. We
compare the predicted bounding boxes with the ground truth ones
and compute the 3D intersection-over-union (IoU), which will be
applied to provide the active search reward in the training stage
and evaluate the search performance during testing.
State Controller. Previous related works [17, 41] assume that the
agent is notified by the environment on whether it has finished the
task. However, this setting hardly holds in actual scenarios. In the
training stage, the agent can leverage the ground-truth information
to decide whether the agent finishes the task, but the agent should
determine when to stop by itself during testing. Hence, we design
a state controller that enables the agent to judge the correct stop
time. In the pre-trained 3D object detector, the box parameters
are estimated by the global feature from the box estimation Point-
Net. Hence we cascade two fully-connected layers after the global
feature to output a predicted IoU U pϑ of the 3D bounding box. ϑ
denotes the parameters of the controller. U pϑ can be considered as
the confidence of whether an agent successfully locates the target.
When U pϑ is higher than 0.25, the controller will emit the “stop”
signal. Otherwise, the controller will emit the “continue” signal.
Cross-modal Action Planner. The cross-modal action planner
is designed to reason the next action based on the RGB image It ,
the target query o. The architecture details are depicted in Figure
4. The backbone of the visual branch is ResNet-18 [19] pre-trained
on ImageNet. The visual representation, word embedding and time
step embedding is mapped into a 512-d, 512-d and 32-d feature
respectively by a fully-connected layer and the ReLU activation
function. The time step embedding is a simple lookup table that
stores embeddings of a fixed dictionary. This module is often used
to store time step embeddings and retrieve them using indices. The
image features and word embedding are concatenated to create
a joint representation. The LSTM layer is designed specifically to
enable the agent to incorporate the memory information about
the previous state (seen scene), which is beneficial for the agent to
develop high-level abstractions and lead to a more generalizable
model. The hidden state of LSTM is concatenated to the embed-
ding representation of the time step to estimate the policy function
πθ (at |st ) and the value approximator Vθ (st ). θ denotes the model
parameters. at and st denote the predicted action and the state
respectively. πθ (at |st ) computes the probability distribution over
possible movements in action space and Vθ (st ) computes a scalar
estimate of the agent value function for optimization. The represen-
tation of the time step is introduced to stabilize value prediction.
An example of how the agent locates the target in the infer-
ence time is shown in Figure 5. When the controller emits the
“continue” signal, the framework will switch to the planner. When
the controller emits the “stop” signal, the searching processing will
be considered to be finished. The whole active object searching
process in the inference time is described by Algorithm 1.
4.3 Cost-sensitive Active Reward
The planner is trained by reinforcement learning algorithm and
thus the reward setting is crucial for optimization. Considering
that AOS task is highly related to the searching results and the
episode cost, we define the reward function from two aspects to
encourage the agent to find out the target actively and quickly. The
first reward is active search reward, which is essential to encourage
the agent to learn to locate the target actively. Concretely, active
search reward is closely related to the 3D IOU, i.e., UGt obtained
from the pre-trained 3D object detector module. WhenUGt is higher
than 0.25, the target object is considered to be found out and the
planner will receive an active search reward greater than zero:
Rat =

(UGt /0.5) + 0.5 UGt > 0.25
0 UGt ≤ 0.25; t < Tmax
−1 UGt ≤ 0.25; t = Tmax
, (1)
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Figure 5: The pipeline of the proposed framework. The agent actively explores the environment to search the target in an
iterativemanner. During each iteration, a 3D detector first detects the target based on the current observation, and a controller
then predicts whether the target is successfully located. If the controller outputs a continue signal, the planner reasons an
action to continue searching. If the controller outputs a stop signal, the agent stops searching and outputs the final result.
Algorithm 1 Active Object Searching Process in the Inference
Time.
1: Input: target query o.
2: for each t ∈ [1,Tmax ] do
3: Obtain It , Dt .
4: Predict the 3D bounding box and get the controller output
U
p
ϑ .
5: if U pϑ > 0.25 then
6: the controller emits the “stop” signal;
7: Evaluate the performance of this episode;
8: break;
9: else
10: The controller emit the “continue” signal;
11: The planner proposes a action: at ∼ πθ (st );
12: Update the state of agent;
13: end if
14: end for
In this way, the action sequences that can search the target suc-
cessfully will be explicitly encouraged, and the planner learns to
actively choose the corresponding actionwhen it encounters similar
scenes. Furthermore, the agent is penalized a terminated constant
(-1) when it does not find the target and has reached the maximum
episode length Tmax . In this paper, Tmax is fixed to 100.
Suppose that the planner only employs the active search reward,
the agent is likely to search the target by walking through the whole
room with unrestrained actions. It contradicts the design objectives
of the AOS task. This task also requires the agent to be sensitive
to the episode cost and learn to locate the target quickly. So we
provide the cost-sensitive reward Rc as a small punishment for each
action to constraint the agent to be sensitive to the movement costs.
Rc encourages the agent to search the target with fewer actions.
The total reward rt received at the time step t is obtained by:
rt = R
a
t + λRc . (2)
λ is introduced to achieve a better trade-off between detection
results and movement costs, ensuring two types of reward can
collaborate with each other mutually for the proposed task.
4.4 Optimization
Optimization forController. In order to obtain an accurate “stop”
signal from the controller, the optimization process for the con-
troller is designed as a regression task. Namely, the controller out-
puts a predicted valueU pϑm for 3D IOU instead of a binary signal. In
our work, we use the smooth-L1 loss [15] for training the controller:
L(ϑ ) = 1
M
M∑
m=1
smoothL1(UGm ,U pϑm ), (3)
M is the number of training samples.
Optimization for Planner.We employ the advantage actor-critic
(A2C) policy gradient algorithm to maximize the objective of the
policy network Jπ (θ ), formulated as:
Jπ (θ ) = Eπ [
T∑
t=0
Aπ (st ,at )logπθ (at |st )], (4)
where Aπ (st ,at ) denotes the advantage function. In this paper, we
use the Generalized Advantage Estimation (GAE) [31] to achieve
a bias-variance tradeoff in the setting of policy gradient. The ad-
vantage function is estimated by the k-step returns with function
approximation:
Aπ (st ,at ) =
k−1∑
l=0
γ l rt+l + γ
kVθ (st+k ) −Vθ (st ), (5)
where γ denotes the discount factor. Furthermore, we add the neg-
ative entropy of the policy for improving exploration as described
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Table 1: The performance results of naive detector, random policy and our proposed CSASR method.
Method Easy Moderate Hard
Recall MIoU Recall MIoU Recall MIoU
ND 2.77 1.71 0 0 0 0
RA 60.90 35.72 35.67 22.46 22.46 14.42
CSASR 79.58 48.01 66.56 42.09 50.53 32.50
Table 2: The performance comparison of random policy, two active-related methods and our proposed approach.
Method R@10 MIoU@10 MEL@10 R@20 MIoU@20 MEL@20 R@30 MIoU@30 MEL@30
RA 21.29 12.70 8.79 31.87 19.20 16.96 39.64 24.20 22.59
Nav [26] 22.36 15.87 8.23 46.72 28.77 15.43 63.22 39.32 18.26
DQN[4] 24.89 17.31 7.97 48.49 29.33 15.17 63.92 39.18 18.01
TD-RL [41] 26.62 18.03 7.85 50.27 30.14 14.38 64.88 40.11 17.93
DNN-RL [2] 29.71 19.16 7.62 52.39 31.04 13.89 65.69 41.33 17.65
CMP [18] 32.68 20.37 7.41 54.03 32.45 13.07 65.79 40.82 17.49
CSASR 34.12 21.43 7.23 54.17 32.22 12.81 65.65 40.94 17.40
in [27]. The overall policy loss function is defined as:
L(θ ) = −Jπ (θ ) − αH (πθ (at |st )), (6)
where H (πθ (at |st )) is the entropy of πθ and the parameter α con-
trols the strength of entropy regularization term.
The value functionVθ (st ) provides an estimation of the expected
sum of rewards: Vθ (st ) = Eπ [rt ]. In order to train the value net-
work, we perform temporal difference updates [27] to minimize
the squared difference between the bootstrapped k-step returns
rˆt =
∑k−1
l=0 γ
l rt+l , and minimize the loss:
LV (θ ) = β | |rˆt −Vθ (st )| |2, (7)
where β is a constant coefficient.
5 EXPERIMENTS
5.1 Experiment setting
Implementation details. We implement the 3D object detector
with a Faster-RCNN [30] to predict 2D location and Frustum Point-
Nets [29] to further estimate 3D bounding box, and we train this
module similar to [29]. The controller is implemented by two fully-
connected layers that take global feature of Frustum PointNets
as input to predict whether to stop. During training, we compute
the Intersection over Union (IoU) score between the predicted 3D
bounding box and ground truth one. If the IoU is higher than 0.25,
the sample is used as a positive sample. If the IoU is lower than
0.25, and it is used as a negative sample otherwise. Furthermore,
the resampling strategy is leveraged to balance the positive and
negative samples. The cost-sensitive reward Rc is set to -1. The dis-
count factor γ is 0.99. The hyperparameters α and β are empirically
set to 0.01 and 0.5, receptively.
Evaluation metrics. We conduct experiments with the maximum
episode lengths T of 10, 20 and 30, respectively, and design the
following metrics for evaluation. 1) Recall@T (shorted as R@T
(in %)) is the proportion of the successfully searched samples when
a “stop” is predicted or the maximum episode lengths T is reached.
2) Mean IoU@T (shorted as MIoU@T (in %)) denotes the mean
of the IoUs between the estimated 3D bounding box and corre-
sponding ground truth ones with the maximum episode lengths
of T . The IoU is set to 0 if the target object is not successfully de-
tected. 3)Mean Episode Length@T (shorted as MEL@T) denote
the mean of episode lengths for all samples with the maximum
episode lengths of T . The length is set to T if the target object is
not successfully detected.
5.2 Experiment Results
As there exists limited literature on this problem, we first design
two baseline methods to demonstrate the effectiveness of the active
search mechanism: 1) Naive detector (ND).We directly use the 3D
object detector to estimate the 3D bounding box statically according
to the current scene; 2) Random policy (RA).We replace the learned
policy with a randomly selected mechanism, with others remained.
We present the result in Table 1. For our methods (CSASR) and
Random policy, we use the maximum episode lengths of 30 for
comparisons. As can be seen, the naive detector baseline cannot
find out any target object in the middle & hard setting. Even in the
easy setting, it can hardly locate the target object successfully, i.e.,
a recall rate of 2.77%. The Random policy baseline can better find
the target object via random exploration about the environment,
which achieves recalls of 60.90%, 35.67%, and 22.46% in the easy,
middle and hard settings, respectively. By learning policy to actively
explore the environment, our methods boost the recalls to 79.58%,
66.56%, and 50.53%, with a relative improvement of 30.8%, 86.6%,
and 125.0% compared with the Random policy baseline in three
settings. This experiment well proves the significance of active
search mechanism.
In order to further demonstrate the effectiveness of CSASR, we
implement several competitive active perception based methods
to address the proposed AOS task. 1) DQN[4] proposes a dynamic
attention action strategy joint with the Deep-Q-Network based
reinforcement learning algorithm to localize an object. 2) Nav [26]
designs the reward that corresponds to whether the agent can
reach a goal from a random start location and orientation. 3) TD-RL
[41] fuses the current observation and target scene into the generic
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Table 3: The performance comparison of different reward settings in terms of R@T, MIoU@T and MEL@T.
Method R@10 MIoU@10 MEL@10 R@20 MIoU@20 MEL@20 R@30 MIoU@30 MEL@30
ASR 31.67 19.71 8.40 48.46 29.82 13.97 60.97 38.41 18.36
CSASR (λ=1×10-4) 32.36 20.19 8.07 52.07 30.64 13.38 63.01 39.32 18.46
CSASR (λ=1×10-3) 34.12 21.43 7.23 54.17 32.22 12.81 65.65 40.94 17.40
CSASR (λ=1×10-2) 33.86 21.05 7.93 51.53 31.28 13.06 64.23 40.56 18.11
CSASR (λ=1×10-1) 28.80 18.88 9.14 40.88 26.94 14.86 50.79 32.28 20.33
Table 4: The performance comparison of different learning methods to predict the termination time.
Method R@30 MIoU@30 MEL@30 Error Rate (%)
NC-CSASR 7.27 4.96 28.79 46.41
CSASR 65.65 40.94 17.40 10.09
GT-CSASR 68.76 44.23 15.89 0
siamese layers to reason the action. 4) DNN-RL [2] establishs a base-
line for object instance detection and adopts a deep learning-based
system for next best view selection. 5) CMP [18] designs a uni-
fied joint architecture for mapping and planning, which constructs
a top-down map of the environment and applies a differentiable
neural net planner to infer the next action.
The performance results in the proposed AOS dataset are shown
in Table 2. As shown, the previous leading methods are DNN-RL [2]
and CMP [18], which obtain R@10 of 29.71 and 32.68, respectively.
Our approach outperforms these competitors on almost all metrics,
e.g., improving the R@10 score to 34.12. For the proposed task,
Nav and TD-RL manage to encourage the agent to navigate to the
target object, achieving better observation effect at close range.
Furthermore, the above algorithms rely heavily on the episode
lengths to achieve better detection results, while CSASR can obtain
better results with fewer steps.
5.3 Ablative Study
Analysis of Cost-Sensitive Reward. As discuss above, we intro-
duce a cost-sensitive reward to penalize redundant action step. To
validate the effectiveness of the cost-sensitive reward item, we de-
sign a baseline method (ASR) that simply removes the cost-sensitive
reward and re-trains the framework. As shown in Table 3, we find
removing this reward leads to an obvious performance drop. Specif-
ically, for the setting of T=20, it reduces the recall, MIoU by 5.71%
and 2.40%, and increase MEL by 1.16.
To further analyze the cost-sensitive reward, we conduct experi-
ments by setting the trade-off factor λ to 1×10−1, 1×10−2, 1×10−3,
and 1×10−4, respectively. The results are presented in Table 3. We
find that setting λ to a low value (i.e., 1×10−4) leads to better per-
formance than that is without this reward term, and increasing λ to
a large value (i.e., 1×10−3) can promote the performance. However,
when further increasing λ, the performance suffers from a severe
drop. For example, the R@20, MIoU@20 drop from 54.17% and
32.22% to 40.88% and 26.94% if increasing λ from 1×10−3 to 1×10−1.
The possible reasons are two aspects: 1) using a low reward cannot
well penalize redundant step; 2) using a high reward may suppress
the active search reward. Thus, we set λ as 1×10−3.
Analysis of controller. The agent should stop searching if it has
accurately located the target objects during the test stage. Since the
Figure 6: The visualization of how the agent determines a
correct termination time by the controller.
ground truth stop signal are not provided in the testing procedure,
we need to predict a signal that indicates whether the agent should
stop. Our method introduces a controller for this end, while some
previous works [11, 37] include stop signal as an additional action
(NC-CSASR). As shown in Table 4, the agent can not well predict
whether to stop if including stop signal as an additional action,
and thus it is of less impressive performance. By introducing the
controller, our method can accurately predict the stop signal, and
significantly boost the performance, e.g., improving the recall@30
from 7.27% to 65.65%, MIoU from 4.96% to 40.94%, and reducing
the MEL@30 from 28.79 to 17.40. Furthermore, the error rate of
the stop signal decreases by a sizeable margin, i.e., from 46.41% to
10.09%.
We also present an example to illustrate the situation when the
agent stops searching in Figure 6. As shown, although the target
object is in view at timestep t12 and t16, the controller still predicts
continue, since the agent has low confidence for accurate locating
the target object. At timestep t17, the agent locates the target object
accurately with a high degree of confidence, and it outputs a stop
signal to terminate the searching process.
Some other works [17, 41] assume that the agent receives a stop
signal from the environment if locating the target object accurately.
To further analyze the effect of the controller, we replace the stop
signal predicted by the controller with this ground truth stop signal
(GT-CSASR), and present the results in Table 4. Although it can
improve the performance by a certain level, it is impractical as
MM ’20, October 12–16, 2020, Seattle, WA, USA Jie Wu, et al.
756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809
810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863
ICCV
#4291
ICCV
#4291
ICCV 2019 Submission #4291. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.
Figure 7. Visualization of the searching process by our method. At each step, we visualize the performed action from the three-person
perspective and perceived scene from the agent perspective. For simple illustration, we only visualize some key steps.
with this ground truth stop signal (GT-CSASR), and present
the results in Table 4. Although it can improve the perfor-
mance by a certain level (see Table 4), it is impractical as
the agent does not know the ground truth annotations in the
real-world setting. By simultaneously considering perfor-
mance and practicability, we introduce the controller to au-
tomatically predict when to stop searching.
5.4. Visualization of Active Object Search
We visualize some examples of the searching process in
Figure 7. As shown, the agent performs actions that change
its position and pose to search the target object when the
objects are out of view (the first example) or blocked by
obstacles (the second example). Specifically, as most of the
target object is blocked by the obstacles, it cannot be found
by simply rotation. Thus, the agent first steps to a proper
position and then rotate to a proper angle, and finally locate
the object successfully. We provide more examples of the
searching process in the supplementary materials.
6. Conclusions
Human can actively explore the environment to perceive
the scene in depth, and it is a long-term goal to mimic this a-
bility for intelligent robots. As an early attempt toward this
goal, this work explores active object search, a new task
that requires an intelligent agent to perform as few actions
as possible to find out a target object. To handle this task,
we propose a reinforcement learning framework that active-
ly explores the environment to find out the target object with
minimum actions. To achieve this, we design a reward that
simultaneously penalizes inaccurate object search and re-
dundant action steps to train the framework. To evaluate
this task, we construct an active object search benchmark
based on the AI2-THOR environment and conduct exten-
sive experiments and analysis on this benchmark to analyze
the key factors that contribute more to this task.
References
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the agent does not know the ground truth information in the real-
world setting. By simultaneously considering performance and
practicability, we introduce the controller to automatically predict
when to stop searching.
5.4 Visualiz t on of Active Object Search
We visualize som examples of the searching process in Figure 7.
As shown, the agent performs actions that change its position and
pose to search the target object when the objects are out of view
(the first example) or blocked by obstacles (the second example).
For the second example, as most of the target object is blocked by
the obstacles, it cannot be found by simply rotation. Thus, the agent
first steps to a proper position and then rotate to an appropriate
angle, and finally locate the object successfully.
6 CONCLUSIONS
Human can actively collect multi-modal information and explore
the environment to perceive the scene in-depth, and it is a long-
term goal to mimic this ability for intelligent robots. As an early
attempt toward this goal, this work explores active object search, a
new task that requires an intelligent agent to perform as few actions
as possible to find out a target query (object). To handle this task,
we propose a reinforcement learning framework that actively ex-
plores the environment to find out the target object with minimum
actions. To achieve this, we design a reward that simultaneously
penalizes inaccurate object search and redundant action steps to
train the framework. To evaluate this task, we construct an active
object search benchmark based on the AI2-THOR environment and
conduct extensive experiments and analyses on this benchmark to
analyze th key factors that contribute more to this task.
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