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Abstract
Fault diagnosis forms an essential component in the design of highly reliable distributed 
computing systems. Early models for diagnosis require a global observer, whereas the 
diagnosis is shared between the systems nodes in later models. These models are reviewed 
and their different diagnosability properties reconciled. The design of improved fault 
diagnosis algorithms for systems without a global observer provides the main motivation  
for the thesis. The modified algorithm SELF3 [Hoss88] is taken as a starting point.
A number of communication architectures used in distributed systems are reviewed. The 
properties of diagnosis algorithms depend strongly on the testing graph. A general class 
of testing graphs, designated as H-graphs, (which are a generalization of Dst graphs 
introduced in [Prep67]), are investigated and their diagnostic properties determined.
A software simulator for distributed systems has been written as the main investigative 
tool for diagnosis algorithms. The design and structure of the simulator are described. 
The diagnosis process is measured in terms of diagnostic time and number of messages 
produced, and the factors upon which these quantities depend are identified. The results 
of simulation of a number of systems are given under various fault conditions. A mod­
ified way of routing diagnosis messages, which, especially in large systems, results in a 
reduction in both the number of diagnosis messages and the time required to perform 
diagnosis, is presented. The thesis also contains a number of specific recommendations 
for improving existing self-diagnosis algorithms.
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Chapter 1
In tro d u ctio n
1.1 Background
Distributed computing has become an increasingly active area of research and develop­
ment. The interest has been stimulated by technological changes and by user needs. 
Advances in microelectronics and the dramatic fall in the cost of both VLSI circuits and 
networks have changed the price/performance ratio to favour the cost effective design of 
distributed systems. Moreover, the general increase in the use of computing has led to 
demands for more sophisticated facilities in terms of speed, reliability, availability, etc.. 
Such demands are often supported by a general desire to decentralize.
The term Distributed System  has been used to define a range of systems with centralized 
systems being at one end and a set of physically distributed autonomous systems at 
the other . Distributed systems have various applications, and are now considered as a 
first candidate whenever a new application emerges. These systems are expanding into 
areas requiring high system availability and where massive parallelism can be exploited  
to achieve large computational power.
Although most of the design and implementation principles of distributed computing 
systems have been set, several design issues are still subject to current research. Fault 
tolerance and reliability are among the issues that are under current investigation. These 
two issues are steadily gaining in importance as distributed systems become progressively 
commercialized.
For a number of applications, into which distributed systems are expanding, the im­
plementation of fault tolerance is vital. Such applications include, but are not limited  
to, safety critical applications, highly available systems, and applications in relatively 
inaccessible areas. Examples of safety critical applications are transportation (aircraft, 
trains, air traffic control systems, etc.), industry (control of nuclear power plants, robot
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welders, defence systems, etc.), and hospitals (patient monitoring units, life support sys­
tems, etc.). Failures in computer systems implemented in these applications , where 
human lives and expensive equipment are involved, may be catastrophic. In these appli­
cations not only must the computation be correct, but any delay associated with fault 
recovery must be very small. In systems requiring high system availability such as pro­
cess control in automated factories, control of power generation and distribution, etc., a 
crash may cause heavy economic losses. The third field of applications of fault tolerant 
distributed systems is in areas where access to the computer system for the purpose of 
maintenance is very difficult or even impossible. Examples of these systems are satellites, 
unmanned spacecraft, underwater stations, etc. . Computer systems for these applica­
tions, therefore, need to be capable of maintaining adequate performance until the end 
of the mission.
Hardware redundancy was the first technique to be implemented to provide fault toler­
ance, with triplicated computations and voting to detect and correct faults. Among the 
vast amount of research on the application of fault tolerant distributed systems, two fault 
tolerant computers for the control of dynamically unstable aircraft have been designed 
[Hopk78,Wens78]. In both designs, it is required that system failure rate should be less 
than 10-9 per hour over the course of 10 hour flight.
Instead of concentrating on hardware redundancy, different techniques for achieving fault 
tolerance have been investigated in recent research. A main motive behind this research is 
the assumption that the loss of an individual processor in a distributed system  composed 
of a large number of processing elements may be of little importance in terms of the 
overall task performed. Thus, it is reasonable to assume that these systems can be 
designed in a way which allow them to tolerate the loss of one or more processors and 
still being capable of performing their tasks, ft is an essential requirement, however, that 
faulty processors are not allowed to continue operating in the system without checking, 
since they might behave in a malicious manner or pass erroneous data to other processors 
causing a serious system-wide problem. A facility, therefore, has to be implemented to 
detect and locate faults, and to perform a recovery procedure which allows the system  
to continue its function.
Fault Tolerance, which refers to the ability of computers to withstand failures of some
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of their elements, and continue to operate correctly, consists of the following basic steps 
[Kim79,Rand78]:
(a) Fault detection;
(b) Fault location, which involves performing a set of diagnostic tests;
(c) Analysis of test results to identify faulty elements;
(d) Repair and/or system reconfiguration.
The technique which deals with the interpretation of test results for the purpose of 
locating faults is Fault Diagnosis. This technique is an important tool in the maintenance 
strategy of computer systems, and in order to minimize the time required in its utilization, 
it is frequently implemented in hardware.
The theory of fault diagnosis in distributed systems or system level diagnosis (as it is 
usually called) has received considerable attention over the years. The fundamental model 
in this area was introduced by Preparata, Metze and Chien [Prep67]. In this model, the 
system is assumed to be partitioned into units, each of which can perform tests on a 
subset of remaining units. It is assumed that tests are always accurate when the testing  
unit is fault-free and the result is two-valued with fault-free (0) and faulty (1) being 
the only permitted outcomes. Their model is called the PMC model, and diagnosability 
is based upon syndromes of tests represented on a diagnostic graph G(V,E) in which 
V  =  {u;} is the set of vertices and E  =  {e# }  is the set of links over which tests are 
conducted. The system facility that is involved in gathering test results and is actually 
performing the diagnosis is excluded from the system model. This facility is referred to 
as a global observer, and is not subject to faults.
Later research has concentrated on more elaborate and more general models, where 
additional extensions and modifications were found necessary to make the PMC model 
applicable to actual systems [Frie80]. Some of these researches have recognized that even 
though the use of a global observer is adequate for many system diagnosis problems, its 
existence contradicts the principle of distributed systems, since it is unrealistic to assume 
that such an element is capable of observing all test results without being itself subject 
to faults. Diagnosis in systems without a global observer has to be performed by the 
computational nodes.
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In distributed systems, the availability of redundant hardware offers a convenient environ­
ment for implementing fault diagnosis, since it can be distributed among the processors 
as part of their computational load. This approach has been referred to as distributed 
fault tolerance [Kuhl80c,Kuhl81,Hoss84]. There are several problems associated with the 
testing and diagnosis of these systems, which are challenging and important. These 
problems need to be solved before the systems can be used with confidence especially 
in safety critical applications. Solutions to these problems have tended to emphasize a 
system level rather than a logic circuit level approach due to the potentially large number 
of interconnected units in the system. Research in this area has resulted in a consider­
ably large body of theoretical results, which have yet to be exploited and applied in real 
systems.
1.2 Introduction to Fault Diagnosis
Due to its simplicity, the PMC model proposed by Preparata et al [Prep67] will be used 
to introduce the theory of system level fault diagnosis. The basic assumptions of this 
model mentioned in the last section allows for a diagnostic system to be modelled as a 
directed graph. In this graph a directed edge eij represents a test in which node V{ tests 
node Vj .  It was further assumed that while the system is performing its diagnosis, the 
status of its units as faulty and fault-free remains unchanged (i.e., the model considers 
permanent faults only). Practical application of tests is assumed to be carried out by 
applying a controlled stimuli and observing the responses. There might be other methods 
such as; comparison or evaluating the output of a self-checking circuit. In any case, 
however, the test is assumed to be complete, and the diagnosis of the system is evaluated 
by decoding the syndrome, which is a vector formed by collecting the weights of test 
links participating in the testing process. Each different syndrome is associated with a 
different fault pattern, hence it will be impossible to differentiate between two faults if 
the syndromes associated with them are the same. Moreover, test results of some units 
can be affected by the presence of other faults in the system. This problem is referred to 
as test invalidation. In the PMC model the type of test invalidation assumed has been 
called symmetric invalidation, Figure 1.1.a, where it was assumed that if the tester unit 
is fault-free then it will correctly determines the status of the units it tests. However, 
results of tests performed by a faulty tester are unspecified, and hence unreliable.
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(a) Symmetric invalidation (b) Asymmetric invalidation
(PMC model) (BGM model)
Figure 1.1: Symmetric and. a s y m m e t r i c  test invalidations
Definition 1.1: A sj'stem is referred to as self diagnosable if it lias the ability of clearly 
identifying its faulty subsystems up to a given bound.
Based on the PMC model, two measures of system diagnosabilit-y. were defined;
Definition 1.2 : A system is said to be one step t-fault diagnosable (or t-fault diagnosable 
without repair) if a. single application of tests allows for the identification of all faults, 
provided the number of faulty units in the system does not exceed t.
Definition 1.3 : A system is said to be sequentially t-fault diagnosable (or t-fault diag- 
nosable with repair) if the application of tests allows for at least one faulty unit to lie 
identified, provided the number of faulty units does not exceed t.
The main results of Preparata’s et al work are explained in the following theorems:
Theorem 1.1 : A system S is one-step t-fault diagnosable, only if the number of its units 
n  is greater or equal to 21 +  1, and each unit is tested by at least t other units.
Theorem 1.2 : If n  >  21 +  1, it is always possible to provide a connection to form a one 
step t-fault- diagnosable system.
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Theorem 1.3 : A system  S is an optimal (i.e., having the m inim al number of test links) 
one step t-fault diagnosable system if n == 2t -f 1 and each unit is tested by exactly t 
other units.
Theorem 1.4 ': There exist a class of systems with a number of test links L =  n -f 2t — 2, 
that are sequentially t-fault diagnosable.
The conditions of Theorem 1.1 are necessary but are not sufficient as will be shown in 
the following example.
E x a m p le  1.1: Consider the system shown in Figure 1.2, which consists of four units and 
each unit is being tested by at least one other unit. The single fault test syndromes of 
this system  are shown in Table 1.1. In this Table, (x =  0 or 1) refers to an unreliable test 
result, and since the test syndromes for a single fault in units 1 and 2 may be identical, 
the system  is not one-step one-fault diagnosable although it does satisfy the conditions 
of Theorem 1.1 for t =  1.
Figure 1.2: A system  which satisfies the conditions of Theorem 1.1 for t =  1.
Syndromes
Faulty nodes 12 21 23 34 43
1 X 1 0 0 0
2 1 X X 0 0
3 0 0 1 X 1
4 0 0 0 1 X
Table 1.1: Single fault test syndromes for the system of Figure 1.2.
The basic motivation behind the investigation of sequential diagnosability is to reduce 
the number of test links. It can be noticed from Theorem 1.4 that L =  n -f 2t — 2 test
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links are required for a sequentially t-fault diagnosable system, whereas an optimal one- 
step t-fault diagnosable system requires nt test links. The implementation of sequential 
diagnosability involves a multi-step diagnostic procedure of repetitive identification and 
replacement of faulty units by fault-free ones until all faulty units are replaced. The 
replacement process is practically an off-line repair, which is not within the scope of this 
thesis, hence when the term ”t-diagnosable” is used it will mean ”t-diagnosable without 
repair” unless stated otherwise.
In another diagnosis model proposed by Barsi, Grandoni, and Maestrini [Bars76], known 
as the BGM model, a different type of test invalidation called the asymmetric invalidation 
was proposed, where it was assumed that tests performed by fault-free units always give 
correct results as pass or fail, while tests performed by a faulty unit on another faulty unit 
must always fail. Symmetric and asymmetric invalidations are shown in Figure 1.1. The 
difference between the two types is that under symmetric invalidation only test results 
performed by fault-free units are guaranteed, while under asymmetric invalidation a test 
on a faulty unit is guaranteed to fail regardless of the condition of the tester.
Designing a system under the assumption of asymmetric invalidation of tests seems to be 
of better value in terms of higher diagnosability and by offering an easier way to formulate 
diagnosis algorithms. The introduction of the asymmetric invalidation was justified by 
the assumption that a tester is a unit with a large computational capability,therefore 
when it conducts a test, a significant amount of stimuli will be applied. It may be 
reasonable to assume that if the unit under test is faulty then it will react to the stimuli 
with a different response from the expected, even if the tester unit is faulty. This makes it 
clear that the nature of the test and the way test results are evaluated are two important 
factors that need to be considered when a type of test invalidation is to be chosen.
The diagnosis algorithm implemented in this thesis considers symmetric invalidation.
1.3 Literature Survey
Even though the PMC model is not applicable to actual systems, it has laid the ground­
work for later research that has attempted to generalize the model and add more realistic 
constraints associated with actual systems. Most of the work on system level fault di­
agnosis has focused on generalization of: the system diagnostic graph, the possible test 
results, and diagnosability measures.
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Russell and Kime [Russ75a,Russ75b] proposed a generalization of both the PMC and the 
BGM models. Their model, which is known as the RK model, presents a general test 
invalidation assumption. It was assumed that if a unit is tested by the cooperation of 
several other units, then if any one of these units is faulty the test result will be invalid. 
This assumption was called multiple invalidation per test [Kreu87]. The RK model may 
be formulated either with symmetric or asymmetric invalidation [Holt81].
In the PMC model it was assumed that all faults are equiprobable. In a generalized 
model, however, Maheshwari and Hakimi [Mahe76] took into account the probabilistic 
nature of fault occurrence, and hence a probability of failure, as a positive valued weight, 
has been associated with each unit in the system. By considering this, several fault 
patterns may be generated with different probabilities, the objective is then to identify 
the most probable fault pattern. A diagnosis algorithm of complexity 0 ( n 3) for this 
model has been proposed in [Dahb86].
In [Prep67] the two proposed measures of system level diagnosis, the one-step t-fault di­
agnosability and sequential t-fault diagnosability, allows only faulty units to be replaced. 
Thus, for a system, which is sequentially t-fault diagnosable, tests must be repeated t- 
times(steps) before all faulty units in the system are identified and replaced. Friedman 
[Frie75] has defined another measure known as m-step t / s  diagnosability, where by m 
applications of diagnostic tests; a set of t faulty units can be diagnosed and repaired by 
replacing at most 5 units. This diagnosability measure has been considered for regular 
systems, and more work has been done on the special case when s =  t [Karu79,Yang86], 
where far fewer total tests are required for diagnosis.
Among the many algorithms that have been developed to solve the diagnosability problem  
of a t-fault diagnosable system, Dahbura and Masson [Dahb84] presented an 0 ( n 2'5) 
diagnosis algorithm, which was claimed to be the most efficient for a general case of 
t-fault diagnosable systems. Algorithms for special cases of these systems were presented 
by Meyer and Masson [Meye78] and Hakimi and Chwa [Haki81].
Generalizations of the models proposed in [Frie75,Karu76,Mahe76,Prep67] were studied 
by Sullivan [Sull86]. A number of polynomial time algorithms to solve the t-diagnosability 
problem for the symmetric invalidation model were presented for the first time in this 
work.
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In practice, most of the faults are either transient or intermittent. In contrast to the 
permanent fault diagnosable system, where test results of fault free units are always 
evaluated correctly. Mellela and Masson [Mall78] assumed that a fault-free unit might be 
judged as faulty, while it is in fact intermittently faulty but the test applied is insufficient 
to realize this. Thus for intermittent fault diagnosability the test routine need to be 
applied repeatedly before a faulty unit is diagnosed.
Kuhl [Kuhl80c] proposed that for a large system, where units are complex and their 
tests might be fairly complex and time consuming, the syndrome produced by applying 
a series of tests according to the PMC model will require a relatively long time, and it is 
possible that some units become faulty during the testing period. The PMC model was 
modified, where each node in the diagnostic graph is labeled with the time(s) at which 
the corresponding tests are performed.
In [Rang88] Rangaranjan et al proposed a diagnosis algorithm for locating faulty and 
fault-free units in systems comprising a number of processors that are being allocated 
similar computational tasks. The algorithm is based on a comparison approach. Accord­
ing to this approach, which was proposed in some earlier work [Haki81,Maen81], outputs 
of tasks, whose execution is completed by the processors, are compared among them ­
selves. Each processor which completes the execution of the task compares its results 
with other processors, and by analyzing the comparison it should be able to decide upon 
its own status, as faulty or fault-free. The possibility of a faulty processor considering 
itself as fault-free or vice versa is guarded against by the use of a self-checking diagnostic 
hardware, which is assumed to be robust. The comparison process can be considered as 
an additional task for the processor, which requires a constant time, and being executed  
during system operation. The algorithm may be suitable for a class of systems composed  
of homogenous multiprocessors, designed to exploit parallelism of tasks. Examples of 
which are systems performing matrix operations or image processing, where a single in­
struction is given to all the processors to perform similar operations on many elements 
of the matrix or the image.
An alternative to the implementation of the ”global observer”, which is the unit respon­
sible for system diagnosis in the PMC model and its modification, the concept of roving 
diagnosis was proposed by Nair [Nair78]. This approach is based on a roving graph,
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which is a subgraph of the system  diagnostic graph, representing a time-varying part of 
the system. An important issue on which this approach heavily depends is to ensure 
that the first diagnosis identifies some fault-free units. These units will then be used to 
diagnose another part of the system, and hence each part diagnose a second part, while 
the remainder of the system continues normal operation. Thus, throughout the diagnosis 
process, there will be a subsystem of diagnosing and diagnosed units, which roves through 
the system  until all its parts are diagnosed. In this approach only good units are allowed 
to perform tests on other units, therefore the problem of test invalidation is avoided. 
The system is required to be designed so that good initial nodes, to be responsible for 
initiating the diagnosis, can always be identified, however, methods for achieving this 
requirement were not considered in detail. Because only part of the system is involved 
in diagnosis at any time, the system will have high availability.
In all models that are based on one-step diagnosis a set of tests are selected and scheduled 
first, then system diagnosis is evaluated from analyzing results of these tests. As an 
alternative, Nakajima [Naka81] has proposed the concept of adaptive diagnosis, where 
tests can be chosen adaptively so that a fault-free unit can be diagnosed. This unit is 
then used as a tester to identify all faulty units in the system. It was assumed that every 
unit is capable of testing every other unit. The idea was further explored by Hakimi 
and Nakajima [Haki84], where an adaptive diagnosis algorithm was proposed. Tests are 
selected and performed one at a time with the next test to be applied being a function of 
previous test results. The advantage of adaptive diagnosis over one-step diagnosis is that 
the number of tests required for performing adaptive diagnosis is considerably fewer. On 
the other hand, longer time is normally required for performing adaptive diagnosis, hence 
it is not recommended when there is high probability of units becoming faulty during the 
testing period.
Problems in the area of system level diagnosis of distributed systems have been simplified 
by assumptions, which help in producing mathematical models, but they might not be 
closely adhered to the requirements of designing fault tolerant systems. From the prac­
tical standpoint, these assumptions may be considered unrealistic [Dahb87]. Centralized 
diagnosis (i.e., diagnosis with global observer) is an example of these assumptions. In 
order to avoid the aforementioned implications associated with the centralized diagnosis, 
Kuhl and Reddy [Kuhl80a,Kuhl80b,Kuhl80c,Kuhl81] suggested the distributed diagnosis,
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where diagnosis tasks are distributed among the system units themselves, and instead of 
depending on the global observer for performing the diagnosis, each fault-free unit in the 
system arrives at its own diagnosis by testing its neighbours and receiving the results of 
tests that they have performed or obtained from other units. This approach was modified 
to include link failures. One of the refinements of this technique will be considered in this 
thesis, therefore the original work and its modifications will be investigated and explored 
in chapter (3), which will be devoted for this purpose.
1.4 A  Project Overview
The work in this thesis has been directed towards simulating fault diagnosis of distributed 
systems by developing a software tool, which is useful for the analysis of system diagnosis 
and to provide a clearer view of the behaviour of a distributed system, which implements 
a diagnosis algorithm. The work can be considered as a step towards reducing the gap 
between theoretical results and their applications.
In the simulator, a distributed system is modelled into a set of nodes interconnected  
by a set of communication links. The set of nodes represents the processing elements, 
while the set of communication links represents a subset of the system interconnection  
network. Using these links, tests are conducted among the processors and diagnostic 
information are routed in the form of messages. Passing messages is the only way by 
which the processing elements of the system can communicate.
The system specification is presented to the simulator in a tabular form, which represents 
the adjacency list of the graph G(V,E). This type of data structure is favourable for rep­
resenting graphs [Gibb85]. The attributes of each node, that are used for the purpose of 
diagnosis by the node, fault specification of the system, and pre-simulation initializations 
are formed in a high level language.
Processors in a real system execute messages according to the order of their receipt. In 
order to perform a correct simulation, the simulator is required, for every node, to process 
the messages in the same order as the equivalent processor in the real system. A simula­
tion algorithm has been implemented, and one of its responsibilities is to make sure that 
the necessary order of execution is being followed. As for diagnosis, a distributed algo­
rithm, which was proposed by Hosseini et al [Hoss88] is considered as the starting point 
for the work. Many assumptions and modifications were found necessary for adopting
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the algorithm to the distributed system environment. Defining new types of messages 
for the actions that were not specified in the algorithm by a message form, implementing 
a unified format for all messages, and appending a time stamp to every message for the 
purpose of ordering, are some of these assumptions or modifications.
Fault tolerance and fault diagnosis capabilities of a distributed system are related to its 
topology [Prad82], where the topology of a system defines the interconnection architecture 
of its processors. The complexity of the routing algorithm, and the message delay are 
both related to the regularity of the system architecture. A highly regular system allows 
for simple routing and shorter message delay than irregular structure. The hypercube is 
a well-known example of a regular topology.
Graphs are normally used to represent system architectures. A class of highly regular 
graphs, which are easy to construct, has been proposed and applied to the simulator. The 
hypercube and the proposed graphs are used to study the performance of the diagnosis 
algorithm. The implications that have been noticed during this study were analysed and 
improvements to the performance of the algorithm were implemented.
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Chapter 2
C om m u n ica tion  A rch itec tu res for 
D istr ib u ted  C o m p u tin g  S y stem s and Fault 
D iagn osis
2.1 Introduction
Distributed computing systems have been categorized into multiprocessors and multicom­
puters according to their internal structure. In the former, there exists a main memory 
that is being shared between processors and can be directly accessed by each one of them. 
In the latter, each processor has its local memory, which can only be accessed by the 
processor itself. A simple overview of the structure of both categories is of a computer 
system being composed of a set of processors that are physically distributed, and con­
nected to a communication network, which supports the communication between them. 
Each processor is capable of communicating with all other processors that are connected 
to the network either directly or indirectly.
Communication networks for computer systems cover a spectrum of architectures , which 
extend from a network in which few computers are connected over long distances, up to 
the very large scale integration (VLSI) systems, where a large number of processors are 
interconnected on a single chip. For a system that is distributed throughout one building, 
a local area network such as the Ethernet can be used.
Many of the network architectures used in a multiprocessor system are based on crossbar 
[Sawc87], m ultistage networks [Kuma87], and multiple bus networks [Mudg74]. Archi­
tectures such as star, ring, tree and hypercube are considered in multicomputer systems. 
Examples of multiprocessor and multicomputer communication network architectures are 


















0 ®  -  0 
(a) single shared bus
(c) star
(e) Double ring




(g) 3 - Dimentional binary cube (h) rectangular array
(i) X - tree (j) Hexagonal array
Figure 2.2: Examples of network architectures used in m ulticom puter systems
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The design of a communication network can be featured by the following operational 
properties:
S w itch in g  m e th o d o lo g y  : Circuit switching and packet switching are the two main 
methods that are used for moving data in communication networks. In circuit 
switching, the path that is being used by a processor for transmitting data will be 
occupied for the duration of transfer. In packet switching, however, data is divided 
into small packets and transmitted through the communication network. A packet 
might pass through a number of intermediate processors before reaching its final 
destination in a store-and-forward manner.
O p era tio n  M o d e  : This property is related to the timing of communication and it is 
divided into synchronous and asynchronous. A central clock controls the operation 
in the synchronous type, while an independent operation of processors without 
global clock is being implemented in a network using asynchronous mode.
C o n tro l s tr a te g y  : Based on this property, communication networks are classified into 
centralized and distributed. A global controller handles all requests in centralized 
control, while in distributed control, requests of different processors in the network 
are handled independently.
Examples of distributed systems which employs synchronous operation mode and central­
ized control strategy in their communication networks are the SIMD machines [Sieg85]. 
The acronym SIMD stands for single-instruction stream multiple-data stream. In these 
systems, a global controller broadcasts instructions to the processors which are con­
nected to the network. All processors will execute the same instruction (single instruction  
stream) at the same time (synchronously) using data from their own memories (multiple 
data stream). In a different type of systems referred to as MIMD, however, asynchronous 
operation mode and distributed control are employed.
In this and next chapters, the distributed system is assumed to be a multicomputer 
that is interconnected by a communication network characterized as packet-switched 
with distributed control and asynchronous operation mode. A unit in these system s is 
assumed to consist of a processor with a local memory and attached to the network 







Figure 2.3: A unit in a multicomputer communication network
A range of communication architectures may possibly be used with these systems. This 
range extends from a shared bus in which all the processors of the system  are connected  
to a single bus, up to a fully connected network, where ever}' processor is connected to 
every other processor. The Ethernet is a well-known example of a shared bus and it will 
be described in this chapter.
Fault tolerance, which includes fault diagnosis, is of critical importance in distributed  
systems'especially if they are highly integrated. In these system s, the large number of in­
terconnected elements increases the probability of faults that can occur. Communication 
networks of these systems are normally high by structured (e.g. binary tree, mesh, hyper­
cube, etc.), and hence have fa.ult-tolera.nce capabilities due to the existence of redundant 
paths from any source of a. message to any destination. In fact, for a. communication  
network to be capable of tolerating single faults, two paths between any pair of source 
and destination that have no links in common must exist.
W ith the ever-growing complexity' of computer systems a unique and highly desirable 
relation between fault tolerance and graph theory has been formed. The intention was to 
design cost-effective fault-tolerant computer networks. Thus, a number of fault tolerant 
communication architectures based on graph structures have been developed. We will 
refer to these architectures here as graph networks. Many graph networks are,highly struc­
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tured and possess attractive features such as low diameter, symmetry, simple routing, 
fault tolerance, etc. [Bhuy84,Chen90,Ghaf89, Prad82,Prad85,Prad86]. A set of graph 
networks has been developed and used in this work. Its definition and construction pro­
cedure as well as the general characteristics of graph networks will be presented in this 
chapter.
Routing , is the technique that is used to determine the path along which messages have 
to travel between a source and a destination. For a communication network to provide an 
efficient operation, an adequate routing algorithm is essential. The degree of difficulty of 
such an algorithm is strongly affected by the network architecture. The implementation  
of fault diagnosis as with any other activity in distributed systems involves a number 
of message transactions. The routing of these messages requires a choice of a particular 
path, which is normally characterized by the delay on the path and by the number of 
hops between the source and the destination. An efficient routing technique may have 
a great impact on successful diagnosis. In this chapter some of the routing mechanisms 
that are used in computer networks will be presented.
2.2 A Shared Bus Com m unication Network
The single shared bus is an important communication network, and it is widely used for 
connecting distributed systems due to its simplicity and cost effectiveness. The basic 
organization of a shared bus was shown in Figure 2.2.a. Different types of modules can 
be connected to the shared bus and if a number of these modules is designed to both  
transmit and receive data, only one is allowed to transmit on the bus at any one time, 
however, more than one module can receive. The physical structure of a single shared bus 
does not offer fault tolerance, therefore some design alternatives have been implemented 
to eliminate the potential bus failure problems. Examples of these designs are: the MIL- 
STD 1553 [Digi78] and IEEE standard 802.4 [IEEE85] buses. The Ethernet is another 
popular example and being accepted as an industry standard for local area networks by 
a number of independent vendors.
E x a m p le  2.1: Ethernet [Slom84]
Ethernet is a serial bus and it forms the basis for the IEEE 802.3 local area network 
standard. It uses a coaxial cable with data rate of 10 M bits/s. The cable is divided 
into segments of length not exceeding 500m. The Ethernet can be used to connect a
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maximum of 1024 modules over a maximum distance of 2.5 km. A cyclic redundancy 
check is used for error detection and wrong messages are ignored. There is only one path 
between any source and destination, hence the bus is not fault tolerant.
Among many methods of access control used in local area, networks., the Ethernet uses 
the Carrier Sense Multiple Access with Collision Detection (C SM A /C D ). This technique 
is also referred to as "listen before talk" and it is completely distributed throughout all 
modules, which have equal priority. Any module that wants to transmit must make sure 
that the bus is not in use by another module before starting its own transmission. The 
bus can not be used by more than one module at a time. It is possible, however, that 
two modules decide to transmit simultaneously, if they both find the network clear of 
traffic, such a case is referred to as collision. A transmitting m odule connected to the 
Ethernet is capable of detecting the occurrence of collision and therefore stopping its 
packet. The module, after some random interval, will retry the transmission again, and 
if it does not succeed, the retry continues up to 16 tim es, after which the module reports 
an error condition.
The packet format of the Ethernet is shown in Figure 2.4. Definitions and functions of 

















S eq u en ce
Figure 2.4: Packet format of the Ethernet
P re a m b le  F ie ld  : This is a 4 bytes field. Its function is to synchronize each receiver 
module with the transmitter.
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Start o f Frame D elim iter : This is a one byte field with a sequence of alternating 
ones and zeros apart from the last two, which are ones. It indicates the start of the 
packet.
D estination and Source Addresses : Each of the two is a 6 bytes field containing 
the packet destination and source addresses. The destination address can be either 
for one module or as a multi-destination address. A single message can be sent to 
a group of modules by setting the first bit of the destination address to ”1” . If a 
message is intended for all modules, then a special address with all ones is used.
Length : This is a two bytes field. The value of its contents refers to the number of 
bytes in the information field of the packet.
Inform ation and Padding Fields : The information field is specified by the stan­
dards to have a maximum of 1500 bytes and a minimum of 46 bytes. If the length 
of the information in the packet is less than 46 bytes then a number of extra bytes 
is added to the end of the information field in the padding field.
Frame Check Sequence Field : This field contains 4 bytes of a cyclic redundancy 
check code designed for error detection. The code covers the part of the frame 
starting at the destination address. If an error is detected the frame will be ignored.
The Ethernet is a very efficient bus, however, it should not be loaded above 50% as delays 
increase. Delays in this bus are of probabilistic nature, and unlike some other buses, it 
is not possible to define a value for the delay on a particular message in the Ethernet.
2.3 Graph Networks
2.3.1 Introduction
In designing a fault tolerant communication network, two main categories of fault tolerant 
techniques may be implemented. The first is not directly related to the architecture of 
the system, and its application does not involve modification in the network structure. 
The use of error correcting codes is an example of this category. In the second category, 
which we are more concerned about, fault tolerant techniques involve modifications in 
the architecture of the system. The implementation of multiple buses, adding extra 
communication links, and adding extra switches are some examples of this category.
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Network architectures can be expressed in terms of the network diameter and the degree 
of its processors. Network diameter  is the maximum number of communication links 
(hops) between a source of a message and its destination along the shortest path, while 
the degree  of a processor is defined by the number of communication links connected to 
it. The design of a communication network is motivated by the minimization of both 
the network diameter (to reduce interprocessor distances), and the degree of processors 
(to provide a practical and cost effective network). These two issues are interrelated and 
they are considered whenever a graph network is designed. A graph network is normally 
of high connectivity, (the connectivity  of a graph G is the minimum number of vertices, 
whose removal will disconnect G [Gibb85]). It is also of high structure and capable of 
supporting routing and broadcasting strategies, which are usually extendible to failure 
conditions.
In this section a class of graph networks will be presented, whose design has been devel­
oped and implemented in our work. The design is based on graph structures which we 
refer to as H-graphs.
2.3.2 The H-graphs
We consider the design of a class of graph networks that are both regular and homo­
geneous. These graphs are a generalization of the D$t graphs proposed in [Prep67]. A 
regular  network is defined as the one with all its processors being of the same degree, 
while the homogeneous network is the one with all its processors being topologically 
identical. The underlying connection of the networks considered here is a single loop 
network Hq, which forms a cycle of n processors each of degree 2. The single loop system  
is 1-fault diagnosable, according to the PMC model, and its diagnosis problem has been 
studied in [Prep67]. To simplify the design, we will assume that all processors are of 
the same type. We further assume that Hq is represented by a directed graph in which 
all processors are labelled. One way for labelling is to assume that the processors are 
numbered 0 through (n-1) in the direction of the graph. A directed link in Hq, which 
connects processor i to processor i +  1 refers to a testing assignment in which processor 
i has been assigned to test processor i +  1. (All arithmetic is modulo n).
Although the single loop network allows for a very simple routing, the network has a 
large diameter and it is not fault tolerant. In H-graphs, the diameter of the network can
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be reduced by adding an equal number of ex tra  links to every processor in H q .  which will 
result in increasing the  network connectivity and hence its fault tolerance. The H-graphs 
are defined by the following Formula :
In this Formula :
n - represents an a rb itra ry  num ber of processors ( 7 7 . > 3 ) .
r - number of inpu t(ou tpu t)  links in each processor. O u tpu t links represent tesi assign­
ments of the processor.
Aq ... Ay - integers represent the number of hops in Hq between any processor in the  
network and the processors which are connected to it through its outpu t links. For 
consistency, these integers always appear In ascending order.
In order to form the  underlying network Ho, the  value of Aq must be F
E x a m p le  2 .2 : For n — 7,r =  2 , Aq =  H and Ay =  2 we have the  graph network 
H(7,2:1.2). which is shown in Figure 2.5.
The H-graphs are regular, homogenous and posses a cyclic symmetry. There is a num ber
H( n .  r\ A q ,  A:2 , . . . A y ) 2.1
Figure  2.5: The H (7,2; 1 ,2) graph network
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of distinct graph networks that can be formed for a given n and r, using Formula 2.1. For 
any graph network there may exist a number of equivalent networks, which are defined 
by the following Formula :
In Formula 2.2, m  and n are relatively prime and all multiplications are mod n.
E x a m p le  2.3 : For n =  5,7’ =  2, Ay =  1, and k2 =  2 a graph network H(5, 2; 1, 2), 
which is shown in Figure 2.6, is formed by using Formula 2.1.
If we choose ???. =  2, a graph network H(5, 2; 2, 4) will be formed, which is shown in 
Figure 2.7.
The graph network in Figure 2.7 is equivalent to that of Figure 2.6. This equivalence 
can be made clearer if we consider that H q  in Figure 2.7 to consist of the directed cycle 
0-2-4-1-3 instead of 0-4-3-2-1 as shown in Figure 2.8.
In a. similar way, the graph networks H (5.2;l,3) and H(5,2;3,4) can be shown to be 
equivalent to H (5,2;l,2).
The only two possible permutations that are left from n =  5 and r =  2 are H(5*2; 1,4) 
and H(5,2;2,3), which a.re equivalent to each other. Moreover, in these networks each two
H (n, r ; Aq * 7??., k2 * m, ....Ay * m) 2.2
Figure 2.6: The H(5, 2; 1, 2) graph network
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Figure 2.7: The H(5, 2; 2, 4) graph network
Figure 2.8: An equivalent H (o.2;l,2) graph network
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adjacent processors are testing each other and for this reason such an architecture will 
not be considered in our work, where they are vulnerable to single processor failures. It 
is therefore possible to conclude that only the graph network H (5,2;l,2) is distinct.
Graph networks that are generated from the H-graphs can be characterized by the fol­
lowing features:
1. Both the regularity and homogeneity of processors in these networks are practically 
useful, where they allow for the design of a distributed system that is composed of 
inexpensive replicated processors.
2 . As with some other proposed graph networks [Prad86], the resulting architecture 
can be considered as logical rather than physical and hence it may be used to 
represent task assignments. In fault diagnosis, task assignments are the scheduled 
tests of processors. Using graph networks, both the processors and their tasks can 
be represented as a graphical model, which does not necessarily fit the physical 
architecture of the system.
3. The graph networks proposed here are easy to construct and they have a general 
form, which can be extended to construct some other proposed graphs in an easier 
way as shown in the following example:
Exam ple 2.4 : The C-wrapped Hexagonal architecture is a class of graph networks 
that has been studied in [Chen90] and implemented in an experimental distributed real­
time system [Dolt91]. The underlying connection of these networks is a hexagonal mesh 
which is similar to the one that was shown in Figure 2.2.j. The hexagonal mesh which 
was shown in that Figure is of degree 2.
In order to demonstrate the design procedure proposed in [Chen90], let d be the dimension 
of a hexagonal mesh and let n be the number of processors, which is given by: n =  
3d(d — 1). Thus, for d =  3, n will be 19. Each processor i (i =  0...n — 1) has six 
neighbours, which are given by:
1 + 1
2 +  3d — 1 
i T  3 d — 2
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i - f  3 d(d  — 1) 
i - f  3 d2 — 6 d +  2  and
i - f  3 d2 — 6d  +  3
Where all calculations are mod n.
For every processor i :  these values need to be found in order to implement a correct 
labeling and hence wrapping. The way in which a hexagonal mesh of dimension 3 is 
being labeled and wrapped is shown in Figure 2.9.
2  3  3 <5 4 5
1 6
Figure 2.9: A hexagonal mesh of dimension 3
By using the H-graphs, and considering the resulting graph to be undirected, the wrapped 
hexagonal mesh of dimension d can be constructed using Formula 2.1. The parameters 
of this Formula will have the following values: n =  3d(d — 1),?' =  3, ki =  1, k2 = 3 d — 2 
and k-2 =  3d — 1. Thus, for d =  3 a. graph network H(19,3;1,7,S) is formed, which is 
shown in Figure 2.10. The network shown in this Figure is similar to the C-wrapped
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Figure 2.10: H(19,3;l,7,8) which is similar to a C-w rapped 
hexagonal mesh of dimension 3
hexagonal mesh shown in Figure 2.9. However, its construction procedure is shown to 
be much easier.
2.4 R o u t in g
2 .4 .1  In tr o d u c tio n
We have m entioned in the introduction to this chapter tha t,  in order to perform a suc­
cessful operation, a communication network requires an adequate  routing  algorithm. T he  
function of this algorithm is to determ ine the path along which messages have to travel 
between a source and a destination, and to maintain and u p d a te  the information 011 
which the choice of the path  has been made. In a single shared bus or a loop architecture  
there is only a single path  for all communication, hence a very simple routing is required. 
In a communication network, which offers more than one pa th ,  however, the source need
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to decide upon which path should be used.
The implementation of a certain routing strategy is affected by the network architecture. 
In a star connected network, for instance, all traffic must pass through a single central 
processor. In a system connected by a single loop network any destination can be reached 
by any source either way via the loop. Meanwhile, for a more complicated architecture, 
like the rectangular mesh, each processor in the network needs to know how to direct its 
traffic. These information can be provided in the form of a routing table at each processor. 
A relatively simple routing algorithm is required for a tree connected architecture, where 
it might be enough to indicate whether the traffic is traversing the tree up or down. 
A completely connected network is the one with every processor being connected by a 
dedicated point to point link to every other processor. These networks, which are not 
favorable because they are very expensive, can give very high reliability if a suitable 
routing algorithm is implemented to make use of the alternative routes available.
In real life applications, many communication networks do not have regular architectures, 
and if they are originally regular, they might lose their regularity after the failure of a 
processor or a communication link. For these applications, routing algorithms need to 
be adaptive and the routes should be dynamic, to enable the routing algorithm to avoid 
the formation of message bottlenecks.
Many routing techniques are used in both circuit and packet switched networks. In 
a circuit switched network the routing algorithm selects the route, which will then be 
used for the whole duration of transmission. In a packet-switched network, however, the 
algorithm may either determine individually the routing of each data packet or else set 
up a route to be followed by a sequence of packets. In the following section, some of the 
routing techniques that are used in packet switched networks are defined.
2 .4 .2  P o ss ib le  R o u tin g  T ech n iq u es
R a n d o m  R o u tin g  : In this technique, messages does not progress system atically to­
wards their destination. Instead, they travel randomly. The technique is simple 
and the routing process does not depend on the knowledge of the network.
F lo o d in g  : This is a simple routing technique, and its implementation does not depend 
on previous knowledge of the network architecture. Each processor that has a 
message to be transmitted is required to forward this message to all its output
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links. This is then repeated for every processor that receives the message. In order 
that the message does not pass through the system continuously it must be damped. 
One way to achieve this is to include a count in each stage, which is incremented 
each time the message passes from one processor to the other. The message should 
then be destroyed if the count exceeds a certain value.
In this routing technique, the communication network is not being utilized effi­
ciently and this is a disadvantage. However, it is advantageous throughout its 
ability to survive processor and link failures, and in that at least one copy of the 
routed message will reach its destination by the shortest path and therefore in the 
shortest time.
D ir e c to r y  R o u tin g  : In this technique a routing table with a series of possible routes 
is maintained in each processor. The technique is quite efficient for less loaded 
networks but when the network start to be loaded it will be very inefficient.
If all the possible routes to every destination are to be stored, a very big routing 
table or even more than one table is required, and this is not always suitable. As 
an alternative, every processor is provided with a single table which contains the 
identity of the neighbouring processors to which a message should be passed to 
reach a given destination.
A d a p tiv e  R o u tin g  T ech n iq u es : These techniques are designed to allow the use of 
multiple routes, taking into account failures in the network and accepting the addi­
tion or deletion of processors. Their design problem lies in the updating of routing 
information due to the distributed nature of the network. One of these designs is 
called Isolated Adaptive Routing. In this technique, processors make routing deci­
sions according to the information that is available locally at each one of them. The 
required information is provided as a routing table, and the routing algorithm is 
programmed to make a choice between alternative routes. When a message arrives 
at a processor it is retransmitted as soon as possible using the route of least weight. 
The weight of the route is calculated from the length of the transmission queue and 
the number of communication links(hops) required to reach a destination by using 
this route.
In a rather more popular adaptive routing technique called Distributed Adaptive
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Routing, the routing algorithm aims to find the route with the least delay, where 
each processor is provided with a table of routes giving least delay to each des­
tination. As in the previous technique, the delay on the route is assessed by the 
number of hops and the queue length. Routing tables are continuously updated, 
where, in a synchronous manner, processors exchange with their adjacent neigh­
bours their updated information. Routing tables at the relevant processors are 
recalculated and updated with new values for delay time. Considerable amount 
of messages are required to perform the exchange process, which normally affects 
the network performance. As a partial solution to this problem, it was proposed 
[Davi79] to make the exchange asynchronous rather than synchronous, where only 
the processors with significant change are to be involved.
H ierarch a l R o u tin g  : In a large computer network, the implementation of some of 
the previous routing techniques may be difficult, where the increase in the size of 
the network may involve using different standards or may be different maximum  
packet sizes. Moreover, in these networks, if a routing technique which requires 
the use of routing tables is used, then a very large table must be provided to each 
processor. The hierarchal routing has been developed to adapt with the nature of 
these networks. The implementation of this technique involves a restructuring of 
the network in a hierarchal way, where groups of adjacent processors are assigned 
to a number of clusters and the routing table has only to contain addresses of these 
clusters. The network may be further divided so that a number of clusters can be 
designed to belong to a higher level cluster.
A message that is routed by this technique need to follow the hierarchy, which 
means that a longer path may be required than in a non-hierarchical system  , 
where paths are separately specified.
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C hapter 3
Fault D iagn osis  in  F ully  D istr ib u ted  
S y stem s
3.1 Introduction
There has been considerable research on constructing computing systems that are com­
posed of very large networks of distributed processing nodes [Bhuy84, Sull77, Swan77, 
Witt78]. Processing nodes in these systems are interconnected via communication paths 
(e.g., busses, fibre optic links, etc.). There is often no central facility in these systems to 
provide control or coordination among the processors. In fact, for very large systems, such 
a facility is often not feasible, which necessitates the employment of distributed control 
among the processing nodes themselves. In this and next chapters the term distributed 
systems  will be used to refer to this type of system.
Due to the large number of processing nodes employed, failures in these nodes must be 
expected to occur, which if allowed in the system without checking, the whole system  
will be affected. Thus, a facility for handling these failures is required. Its job will be to 
detect failures and somehow remove or isolate faulty nodes from the system. This facility  
will be considered to be distributed throughout the system, where it will form part of 
each processing node.
By this consideration, the node, which needs to know the condition of other nodes in 
the system, will be obliged to depend only on analysis of information obtained through 
normal communication links. Neighbouring nodes, which share direct communication 
links are probably capable of performing tests among themselves and therefore obtaining 
information directly via these links. However, the node must rely on indirect knowledge 
about a non-neighbouring node, which has to communicate indirectly.
It is essential for these systems to have the property that each fault-free node must 
be independently capable of achieving correct diagnosis of all failures in the system .
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Facilities in the form of distributed diagnosis algorithms have been proposed to assist the 
node in meeting this requirement.
3.2 D iagnosis M odel
In earlier models, fault diagnosis and the activities that follow such as repair and re­
configuration, are performed either under control of a central facility or by means of 
some outside intervention. In our work we will consider a diagnosis model, which is 
based on a model proposed by Kuhl [Kuhl80c]. In this model, fault diagnosis is performed 
by the nodes of the system themselves. The model also involves the flow of diagnostic 
information through the system network.
According to this model, a distributed computing system is defined by two graphs called 
the System Communication Graph or simply the Communication Graph C, and the 
System Testing Graph or simply the Testing Graph Ts.
Definition 3.1 : The Communication Graph C. This is a unidirectional graph defined as 
C  =  {V(C'), E (C )}  with V (C )  being set of vertices representing system nodes and E ( C ) 
a set of edges representing the communication links. An undirected edge between two 
nodes P* and P,-, denoted as (P; — Pj), in the communication graph means that a direct 
communication link exists between two processors in the system, which are referred to 
as neighbours.
Definition 3.2 : The Testing Graph Ts. This is a directed graph defined as Ts =  
{V (T S), E (T S)}  and a subgraph of the communication graph C. It is often considered 
to have the same set of vertices as the communication graph (i.e., V (C ) =  V (T S)), but a 
different set of edges E (T S). A directed edge (Pt- —► P j ) in this graph, means that node 
P i  is assigned to test node P j .
Symmetric invalidation of tests is assumed in this model, and faults occurring in the 
system are assumed to be permanent.
The communication graph of a distributed system will be identical to its testing graph, if 
all the communication links are used for testing. In such case one graph may possibly be 
enough to define the system. However, this is only a special case, and for a general model 
the communication and testing graphs need to be considered as two separate entities. 
The choice of a testing graph for a certain system may be influenced by one or more of
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the following:
1. There might exist a number of edges in the communication graph, whose removal 
will not reduce the connectivity of the graph especially if these graphs are irregular. 
Assigning tests to these edges will not increase the diagnosability of the system, 
therefore they are often eliminated in the testing graph.
2. The testing process is time consuming in terms of the testing load placed on the 
processors and the number of diagnosis messages produced to perform the diagnosis. 
To reduce these two, the number of tests has to be minimized by constructing a 
small testing graph, which can offer a certain degree of diagnosability. The degree 
of diagnosability of a graph is related to its connectivity, and for certain testing 
graphs this could be lower than that of the communication graph. For a given 
system there is a tradeoff between keeping the testing graph small and obtaining 
higher degree of diagnosability.
3. Diagnostic information about the processors of a system are considered to flow 
through its testing graph. The time required for these information to reach a 
node (Pi), that has to diagnose the condition of another node (Pj), is related to 
the shortest path by which the information are received. Testing graphs are to 
be chosen so that the paths on which diagnosis messages travels, are as short as 
possible.
Considering points 1 and 2, a graph network H (n ,r ;k \ . . .k r), constructed using Formula
2.1, which was introduced in section 2.3, for example, can have a number of different 
testing graphs for a given n. A small testing graph with reduced number of tests can 
be produced by reducing the value of r, while by increasing the value of r, a testing  
graph with higher degree of diagnosability can be produced. The length of the paths of 
diagnostic information can be minimized by adjusting the values of k\ ... kr .
3.3 Self D iagnosability
A measure for t-fault self diagnosability was proposed by Kuhl [Kuhl80c] to meet the 
requirement of system level diagnosis in distributed systems. The proposed diagnosability  
measure was based on the following assumptions :
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Assumptions 3.1:
- Tests can only be conducted among neighbouring nodes.
- Faults are permanent.
- Test results reflect the actual condition of the system, (i.e., tests will always fail if the 
node being tested is faulty and always pass if there is no fault).
- Exchange of diagnostic information is carried out by messages passed between neigh­
bours.
- Fault-free nodes always handle messages correctly,while there is no certainty about 
messages handled by faulty nodes.
Based on these assumptions, the following definition has been set,
Definition 3.3: A distributed system with communication graph C, and testing graph Ts 
is said to be t-fault self diagnosable for a set of t or fewer faulty nodes, if and only if, 
each node in the system is capable of reliably diagnosing the condition of all other nodes 
in the system, by means of test results being conducted through Ts, and by analyzing 
information contained in diagnostic messages received from neighbours.
Nodes that will be involved in a diagnosis procedure, which considers this definition, will 
face two important considerations; firstly nodes cannot rely on any diagnostic information 
they receive, since the condition of their sender or the nodes they pass through is not 
known. Secondly, in a typical distributed system, a node might receive a diagnostic 
information about the condition of another node via many paths, whose number might 
be very large and the information might be received correctly over some of them and 
corrupted by others.
An approach to simplify these two considerations and produce diagnosis was defined in 
the form of diagnosis algorithms.
3.4 Self Diagnosis A lgorithm s
A series of distributed algorithms were presented, which basically depends on Definition 
3.3 of the measure of t-fault self diagnosability. In this section the sequence of their 
evolution will be considered, while introducing the main assumptions on which they are 
based. Although these algorithms differ in detail they are all based on the ability of a 
node to perform tests on some of its neighbouring nodes and sending test results back.
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(i) algorithm SELF [Kuhl80c] :
This algorithm was proposed under the following assumptions :
Assumptions 3.2:
- Tests are to be conducted periodically in cycles, and in accordance with their assignment 
in the testing graph.
- No faults are assumed to occur during the testing cycle.
- Since tests are to be conducted in a single instant in time, their outcome will represent 
a static condition of the system.
- A node may rely on information received from a neighbour only after conducting a test 
on it and being certain that it is fault-free.
- Test results are stored in two sets Do , to contain tests which pass, and D i,  to contain 
failed test results. These two sets are assumed to represent the diagnostic messages, 
whose purpose is to exchange diagnostic information between nodes.
(ii) algorithm SELF2 [Kuhl80c] :
Algorithm SELF2 is an extended version of algorithm SELF with some additional as­
sumptions.
Assumptions 3.3:
- It is assumed that individual nodes might perform their test duties according to some 
sort of local schedule.
- Due to the dynamic behaviour of the system the diagnostic procedure should be viewed 
as a constantly evolving event rather than a set of test results calculated at discrete time 
intervals.
- The latest diagnostic information, received at a node must be treated with suspicion. 
It should be buffered locally until being verified by another node.
- There is only one type of diagnostic message. The message is used to exchange diagnostic 
information between nodes and is assumed to contain an integer i in the range 0 through 
n. The value of this integer indicates that the source of the message has found node i
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faulty.
(iii) algorithm SELF3 [Kuhl81] :
The ability of the system to directly communicate in a reliable way might be affected by 
a failure in a communication path. Hence, it is reasonable to require that nodes of a self 
diagnosable system are capable of diagnosing such cases. Therefore the definition of self 
diagnosability was extended to allow for failures in both the nodes and communication 
links of a distributed network.
A new definition for self-diagnosability was given when introducing this algorithm. It is 
an extension of that given in algorithm SELF2. In addition to Assumptions 3.1,3.2 and 
3.3, the following are assumed :
Assumptions 3.4'
- When a node detects a fault, it will not be able to decide by itself whether there is 
a real failure in the node or the detection is due to a faulty link. Hence, an additional 
diagnosis message is added in order to inform the system that the failure was due to a 
communication link. Routing of these messages is the same as those used to indicate a 
node failure.
- If a node faces difficulty in communicating with a neighbour, which it cannot test, then 
this node is allowed to indicate the failure of its neighbour to the system, so that the 
testers of the faulty node can perform a test. The test result will then be used to decide 
whether the tested node or the communication link is really faulty. In fact, this practice 
will help in diagnosing failures affecting communication links other than these included 
in the testing graph.
- As in algorithm SELF2,this algorithm views the diagnosis as a dynamic process, which 
continually evolves in time. However, it is not sensitive about time and it contains no 
limitations about the arrival times of messages.
- There are two main diagnostic messages, one is to inform the system about a node 
failure and the other is to indicate a link failure.
• [Pr by Pg]. This message is issued by node Pq if it tests node Pr and finds it faulty, 
or if node Pq faces difficulty in communicating with node Pr .
36
•  [(Pq Pr) link]. This message means that a fault in the link between Pq and Pr 
has been diagnosed.
(iv) algorithm NEW-SELF [Hoss84] :
This algorithm is based on the fundamental assumptions of algorithm SELF and the 
extensions in algorithms SELF2 and SELF3. A few further assumptions are considered 
by this algorithm.
Assumptions 3.5:
- The algorithm considers the diagnosis as a dynamic process in a more obvious manner, 
where time stamps in the form of sequence numbers, which increase successively are 
assumed to be appended to messages. Furthermore, the algorithm is designed to allow 
repaired or replaced facilities back, and for admitting new nodes and/or links into the 
network.
- In order to increase a reliable flow of diagnostic messages a node should not trust newly 
received messages. It is assumed that a node may accept a diagnostic message from its 
neighbour and temporarily stores it in a local buffer, provided that, this neighbour has 
been found fault-free, when it was last tested by the node. After testing its sender again, 
and making sure that it is fault-free, the message should be fully accepted.
- The diagnosis of faulty links is considered in this algorithm.
- Diagnostic information are exchanged between nodes using five types of diagnostic 
messages.
•  [nil, Pq{tq)i Pr\• Node Pq issues this message at time t q, either because it tests node 
Pr and finds it faulty, or because it has difficulty in communicating with node Pr .
•  [Pq(tq)i Pq{tq)i Pr]- This message means that node Pq has tested node Pr and finds 
it fault-free.
• Pk(tk)i Pr}- This message also means that node Pq has tested node Pr and 
found it fault-free. In this case, however, node Pr has recovered from a fault that 
was previously reported by node P .̂
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• [link, Pq(tg), Pr]. This message is issued when node Pg, which is a neighbour of 
node Pr but not a tester, faces difficulty in the communication with node Pr.
• [link — up, Pq(tq), Pr\• If node Pq, which has issued a message similar to the previous 
one, is no longer facing difficulty in communicating with node Pr, it will issue this 
message.
3.5 Self D iagnosability Based on Self Testing System  N odes
Novak et al [Nova87] have presented the problem of incorporating the testing process in 
systems composed of self testing nodes. There was no specific algorithm proposed for the 
diagnosis but it was shown, that it can be viewed in the scope of the existing distributed 
diagnosis algorithms.
One of the proposed ways of practically carrying out tests is to apply a controlled stimuli 
and observe the response [Prep67]. In this way, a considerable amount of stimuli and 
responses will be required for achieving a reliable test, and this has to be in the form  
of transmitted information. If the nodes involved are self testing and only the result of 
such test is transmitted, then an important saving in the transmission efficiency of links 
will be obtained.
Similar to the way assumed in the previous algorithms, the diagnostic information will 
traverse the testing graph and nodes interchange these information until a status of a 
complete diagnosis among the system nodes is reached. For a distributed system  to 
reach this status, it needs to go through a series of events. This fact emphasizes the 
requirement, that a distributed system must provide a clear ordering of events.
3.6 Som e Im plem entations of Self D iagnosis A lgorithm s
In line with the rapid increase in the use of local area networks, the need for implementing 
fault diagnosis in their processors has emerged. The theory of system level fault diagnosis, 
that is based on a considerably large body of theoretical results, is an important step in 
this direction, but it has yet to be applied and exploited in real systems.
Two distinctive research works appeared in literature, which were facing towards a prac­
tical implementation of theoretical system diagnosability results to a real distributed net­
work environment [Grif86] and [Bian90] . Both of them applies algorithm NEW -SELF  
[Hoss84]. This algorithm has some interesting features, where it allows for different net­
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work topologies, and it is also able to distinguish between faults in processing nodes and 
communication links.
Griffith [Grif86], used this algorithm to propose a design for a fault tolerant distributed 
computer system  for automotive applications. The notion of processing node given in 
the algorithm was defined in this work to consist of processors and application interfaces. 
A triangular geometry was proposed for network topology both at the node level and 
for the internal architecture of the processing node. Software was designed, however no 
results were given.
NEW-SELF was also considered by Bianchini et al [Bian90]. It was applied to a network 
of multiple multi-user workstations running the UNIX operating system and communi­
cating via an Ethernet local area network. A number of assumptions and modifications 
were found necessary in order to adapt the theoretical results to actual systems. These 
modifications were contained in a modified version of algorithm NEW -SELF defined as 
EVENT-SELF. This algorithm was shown to produce fewer messages during routine 
scheduled testing when no new faults are reported, but higher message densities when 
a fault is detected than that of NEW-SELF. It was assumed that, while the system  is 
not diagnosing a fault situation, then it should only be assigned to execute a minimum  
number of tests, which allows for specific level of diagnosability . However, when a fault 
is detected all other tests of the faulty node have to be initiated.
3.7 M odified A lgorithm  SELF3
The implementation of algorithm SELF3 in a distributed system may involve a temporary 
misdiagnosis of some fault-free nodes as faulty if failures in communication links occur. 
For this reason, a modified version of this algorithm has been presented by Hosseini 
et al [Hoss88]. However, we have noticed that algorithm NEW-SELF, which has been 
implemented in [Bian90] and [Grif86] has the same deficiency. Therefore, modification 
of algorithm SELF3 could be made to deal with the shortcome of algorithm NEW -SELF  
as well. In the following, the manner in which a temporary misdiagnosis might occur in 
both algorithms, will be shown.
Consider a distributed system part of whose testing graph is shown in Figure 3.1. If in 
this system a test of a node Pr by a node Pq has failed, while in fact Pr is fault-free but 




Figure 3.1: Testing graph of a distributed system
of the form [ Pr by Pq ] when algorithm SELF3 is applied or of the form [nil. P q( iq). P r] 
if algorithm NEW-SELF is applied. This message will traverse the testing graph, in an 
opposite direction to the arrows,from node Pq to other nodes. A node, which receives 
such message will, for the tim e being,consider the node Pr as faulty until another node P*, 
which is a fault-free tester of node Pr receives the message. This node will conduct a test 
011 Pr, where it will be found fault-free. A new message of the form [ (Pr —> Pq) link ] if 
algorithm SELF3 is used or of the form [linkt Pq( tq) ,P r] if algorithm NEW -SELF is used, 
will be issued. This diagnostic message will also be routed through the system  using the  
testing graph. Nodes, when receiving this message will realize that the condition of node 
PT has been misdiagnosed, and hence they will correct this and update their diagnostic 
information accordingly.
Modified algorithm SELFS was proposed to deal with this confusing behaviour in the  
diagnosis process, and to avoid the occurrence of temporary misdiagnosis, that has been  
demonstrated. As with the aforementioned algorithms, this one is designed for homoge­
nous systems  , which are a class of distributed sj'stems with each node being capable of 
performing tests on some other nodes in the system. This algorithm will be looked at 
in more detail since it has been selected to be used as a starting point for constructing
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the simulator. Some of the terms and notation of [Hoss88] and [Kuhl81] will be used to 
introduce the diagnosis algorithm.
3.7.1 Prelim inaries
Before introducing the diagnosis algorithm, the following need to be defined :
Definition 3.4'- Link Failure Domain (LFD) . Any single source of failure of communica­
tion links in the distributed system forms a link failure domain.
Definition 3.5: Link Failure Domain Set (LFDS). In a distributed system, this represents 
the set of all possible link failure domains, and is denoted by D s.
From these definitions, it is therefore possible to represent a distributed system  as a triple 
(C, TSi D s).
Let D  C D s and PT E V (C )  in a system (C , Ts, D s) then,
EDGES(D)  - Set of communication paths lost due to the link failure domain in D. 
INVAL-BY(D)  - Set of tests (edges of Ts) invalidated due to the failures in D. 
TESTERS-OF(Pr)  - Set of nodes [Pq E V (TS) \ (Pq Pr) E E (T S)\.
TESTED-BY(Pr)  - Set of nodes [Pq E V{TS) \ {pr -> Pq) E E (TS)\.
3.7.2 The Diagnosis Algorithm
The modified algorithm SELF3 assumes that every node P{ in the system has two sets 
N D  — F L U R i  and L N K  — F L U R i . The elements of N D  — F L U R i  are faulty nodes in the 
system, while the elements of L N K  — F L U  Ri are faulty communication links between P{ 
and the nodes with which it has direct communication links. When a node Pq is assigned 
to test another node Pr , they are called te s ter  and testee  respectively. The algorithm  
employs the following forms of messages.
[ Pr by Pq node ], this messages is referred to as a ’broadcasting m essage’, and it means 
that node Pq has determined that node Pr is faulty.
[ Pq — Pr link ], this is also a ’broadcasting message’ and it means that the direct com­
munication link between Pq and Pr is faulty.
[?, T, Pqi Pr , Pq], this is called ’interrogation message’. Whenever a node Pq tests a node 
Pr and Pr fails the test then Pq will interrogate all its fault-free testees Ps ’s (i.e., the 
nodes that have passed the test performed on them by Pq ) about the condition of PT ,
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by sending an interrogation message, of the form shown, to Ps. The set T  is used in this 
type of message to insure that they traverse the testing graph only through acyclic paths. 
Its initial contents are T  =  [Pq \JPs G T E S T E D  — B Y ( P q)]. A node that is contained 
in T  should not be re-interrogated by another node, receiving a message comprising this 
set, about the condition of an accused node.
[YES, Pq, Pr , Ps], this message is for ’transmitting a test result’. When node Ps receives 
an interrogation message, it will conduct a test on Pr if it is a tester for this node, and 
if Pr passes the test then this message will be sent.
[NO, Pq,P r , Ps], this message is also for ’transmitting a test result’. It is to be sent back 
in two cases, first if node Ps , which has received an interrogation message regarding the 
condition of Pr is a tester and Pr fails the test by Ps. Second, if Ps is not a tester of Pr 
and it has no fault-free testees Pt G T E S T E D  — B Y ( P S) such that Pt $  T.
Alternatively, if Ps is not a tester of Pr but it has some fault-free nodes Pt G T E S T E D  — 
B Y ( P S) and Pt T , then Ps will set T  =  T{J[Pt], and then interrogate each node Pt 
regarding the condition of Pr by sending a message [?, T, Pq,P r , Ps] to Pt .
Consider a node such as Ps, that has interrogated a number of nodes (say Pt ). If node 
Ps receives a message of the form [YES, Pq, Pr , Pt] from at least one of the nodes Pt , 
then it will pass a similar message [YES, Pq, Pr, Ps] to node Pq, which is its interrogator. 
However, if node Ps does not receive at least a ”YES” message from any of the nodes 
Pt , then it has to wait until it receives a message [NO, Pq, Pr , Pt] from all of them. A 
similar message of the form [NO, Pq, Pr, Pt] will then be sent to its interrogator Pq. These 
actions, that are described at node Ps will be followed by every other node, that has been 
interrogated.
At node Pq (the initial tester), a different set of actions are required to be taken against 
the receipt of a test result message. If at least one message of type ”YES” has been 
received at node Pq from any of the nodes, that it has interrogated about the condition 
of Pr , then it recognizes that Pr is fault-free but the communication path between Pq 
and Pr is faulty. This information will be kept locally in L N K  — F L U R q. Otherwise, if 
Pq receives messages of type ”NO” from all the nodes that it has interrogated about the 
condition of Pr then it will consider node Pr faulty, hence a message of the form [ Pr by 
Pq node ] will be broadcasted to every one of its testers.
42
Whenever a node Pv receives a message [ Pr by Pq node ] from a fault-free testee, it will 
consider Pr to be faulty, and hence add Pr to its list of faulty nodes N D  — F L U R V, and 
it will send a message to every one of its testers.
As will be described in the next chapter, a unified format for the aforementioned messages 
are used in the simulator and few more messages are added. The operation of the 
algorithm will be further clarified in chapter 5, when a number of examples are presented.
The diagnosability of a system, which employs this algorithm is related to the connectivity 
of its testing graph Ts, whereas the connectivity of the testing graph is related to the 
minimum number k(Ts) of nodes and communication links, whose removal will disconnect 
Ts. The following Theorem will be stated without proof [Hoss88].
Theorem 3 .1 : A system (C, Ts, D s), which employs modified algorithm SELF3 is £n)/-fault 
self-diagnosable, if for its testing graph Ts, k(Ts) >  tnj  +  1.
In such a system, each node can correctly identify all faulty nodes and communication 
links between itself and its fault-free neighbours, provided that no more than t nj  nodes 
and LFDS have failed.
3.8 M odified A lgorithm  SELF3: A Com parison w ith  T he PM C  
M odel
It was mentioned in chapter 1, that referring to the early days of research in the theory 
of system level fault diagnosis, the PMC model, which is the fundamental model in the 
area was considered to be not applicable to actual systems, and therefore, a number of 
modifications and models were proposed. This model, however, has laid the ground work 
for later research, and most of the work in the area has focused on its generalizations. 
Symmetric invalidation of tests, Figure 1.1.a, was assumed in this model and the main 
results obtained in the work were given in Theorems 1.1-1.4. In this section, the di­
agnosability of a system and the tests required for performing diagnosis are compared, 
when the PMC model (diagnosis with global observer) and modified algorithm SELF3 
(distributed fault diagnosis) are considered.
E x a m p le  3.1: Consider the H(7,2;l,2) graph network shown in Figure 2.5. This sys­
tem, which may represent any H(n,2;l,2) graph network, is one-step 2-fault diagnosable 
according to Theorem 1.1 of the PMC model and l n)/-fault self diagnosable according to
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Test Syndromes
Faulty nodes 01 02 12 13- 23 24 34 35 45 46 56 50 61 60
0 X X 0 0 0 0 0 0 0 0 0 1 0 1
1 1 0 X X 0 0 0 0 0 0 0 0 1 0
2 0 1 1 0 X X 0 0 0 0 0 0 0 0
3 0 0 0 1 1 0 X X ' 0 0 0 0 0 0
4 0 0 0 0 0 1 1 0 X X 0 . 0 0 0
5 0 0 0 0 0 0 0 1 1 0 X X 0 0
6 0 0 0 0 0 0 0 0 0 1 1 0 X X
Table 3.1: Single fault test syndromes for the H (7,2;l,2) graph network.
Theorem 3.1 of Modified algorithm SELFS. W ith respect to the PM C model, the syn­
dromes of tests for single or double faults are distinguishable, while according to Theorem
3.1, the failure of more than one node or link will disconnect the system , therefore the  
S3^stem can only diagnose a single fault in a node .or a link. As an attem pt to reconcile 
modified algorithm SELFS with the PMC model we will consider the case of a single 
node failure, since it is common. Table 3.1 contains the test syndromes for single faults 
in the H (7,2;l,2) graph network, which are based on the assumption of the PMC model.
According to this Table, any single fault is diagnosable, since all test syndromes are 
distinguishable.
(i) Consider modified algorithm SELF3 and assume that node 1 accuses node 3 (i.e., 13 
=  1), where node 3 is faulty. Node 1 will interroga.te node 2, which is a fault-free testee  
of node 1 (12 =  0) and node 2 tests node 3 and finds it faulty (23 =  1). The test result 
will be sent back to node 1 and node 3 will be considered faulty. Figure 3.2 shows the 
tests conducted during the diagnosis of node 3 using modified algorithm SELF3.
If we compare these test results (i.e., 12 =  0, 13 =  1, 23 =  1) w ith the syndromes in 
Table 3.1, we can see that the}7 are enough to distinguish a fault at node 3.
(ii) Consider modified algorithm SELF3 again and assume that node 1 accuses node 2,
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Figure 3.2: Tests conducted when node i accuses node i +  2 in the H (n ,2:1,2) graph 
network for i — 1.
which is fault}'(i.e., 12 =  1). The interrogations will continue until node 0 is reached, 
which is a fault-free tester of node 2. Node 0 will conduct a test on node 2 (02 =  1) 
and then send the  test result back. Node 2 will then  be diagnosed as faulty. The test 
results required to evaluate the condition of node 2 are illustrated  in Figure 3.3. From 
which the  test results (12 =  1 and 02 =  1) are in fact enough to distinguish the  syndrome 
corresponding to a fault at node 2 in Table 3.1.
From this example we conjecture that; in general, if only node failures are considered, 
then  the  system which is t-fault diagnosable on the  PM C m odel is only (t — l) -fau lt 
diagnosable using modified algorithm SELFS.
0-1
Figure 3.3: Tests conducted when node z accuses node i +  1 m the H (n,2 :l ,2 ) graph 
network for i = 1.
C hapter 4
D escr ip tio n , S tru ctu re  and In p u t D a ta  o f  
T h e S im u lator
4.1 Introduction
Simulation often provides the only performance evaluation tool for complex systems. 
Simulation of these systems is often distributed over a number of computers to reduce 
the programming effort and to improve the computation time. This type of simulation 
is referred to as distributed simulation [Righ89,Vrie90].
Simulation may have various objectives depending on what benefits are intended to be 
obtained from its implementation, and this issue has a significant impact on how a 
simulation should be designed. For instance, if a better understanding of behaviour 
is required, then a controllable simulation with adjustable initial conditions and well 
presented output should be among the main features of its design.
Although distributed simulation of a distributed system is possible - it would in fact be 
an im itative process - the choice has been made to simulate the distributed system  using 
a single processor. This is because a range of algorithms have to be investigated and it is 
easier to collect the performance measurements together (e.g., total number of messages) 
when a single processor is employed. Also, parameters such as initial conditions, number 
of processors and connectivity are more easily changed when the simulation is performed 
on a single processor.
In this chapter a description of the simulator, that has been designed, implemented, and 
used in this work is presented.
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4.2 System  M odelling
4.2.1 The System  M odel
We consider a physical system , which is fully distributed and composed of a number of 
processors. These processors are communicating with each other exclusively by passing 
messages. We are concerned with simulation of this physical system, therefore we assume 
a simulated system  and refer to it as SIM. Each processor in the physical system  will be 
referred to in SIM as a node.
SIM will be simulated by a single processor and therefore it can only carry out one action 
at a time. It operates by simulating one of the processors of the physical system for the 
processing of one complete message. It then moves on to the simulation of one of the 
other processors for another message and so on.
4.2.2 The Sim ulation Algorithm
The simulated system SIM is asynchronous, and in order to achieve its asynchronism, 
it needs to calculate the simulated time Uj(k) at which message k from processor i to 
processor j  is received in the physical system. This time therefore has to be encoded as a 
part of the messages communicated through SIM. The operation of the physical system  
depends upon the order in which each processor receives messages. For SIM to simulate 
correctly, it must, for every node, process messages in the same order as the equivalent 
processor in the physical system.
The processing order in SIM, for any node j , requires the inspection of time stamps 
tij(k). Therefore when SIM has to process the message k from node i to node j  then 
t(j(k) must be the earliest time stamp among messages queuing to be processed at node 
j .  The selection of next processor to be simulated is carried out by SIM, by applying 
a three step simulation algorithm each time it executes a message and this is repeated  
until termination. These three steps are;
(i) Selection.
(ii) Processing.
(iii) I/O  Operations.
For step (i) if we define;
T j  - earliest time at which node j  is free to execute next message.
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tij(k) - time at which node j  receives a message k from node i.
The next node to be executed is therefore given by :
[j\m ax{T j, m in[tij(k)]} is minimum]
or in another form,
[ the earliest of { processor free, earliest received message }]
If there are more than one node for which this time is the same, the choice of which node 
to execute is arbitrary.
Steps (ii) and (iii) of the algorithm depends on the message type and the state of the 
system. Their implementation will be clarified in chapter (5).
4.2.3 System  M essages
Since the simulator is designed to implement a fault diagnosis algorithm, only messages 
that are related to this objective are considered. However, in order to show that the 
program is not limited to diagnostic messages, a different type of message has been 
proposed.
The number of message types used in modified algorithm SELF3, which were presented in 
chapter (3), was found inadequate, hence their number has increased, and because they 
convey different information, a unified format has been chosen for the simulator with 
additional fields. One of these additional fields has been used for encoding simulating 
times as part of messages.
M essage Format
Messages used in the simulator have the following format :
A l A2 A3 A4 A5 A6 A7 A8 A9
Figure 4.1: Message Format 
Fields in Figure 4.1 are defined as follows:
• A l  - message type
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A 2 - initial tester
• A 3  - accused node
•  A4 - intermediate sender
•  A 5 - intermediate receiver
•  A 6 - execution flag
• A l  - completion flag
• A 8 - time stamp
• A9 - set T  .
The function of most of these fields can be derived from the definition of A l, where the 
following types of messages are used;
TEST - Test m essage. In this message A4 is to conduct a test on A5.
N D A C  - A ccusation m essage. In this message A2 is accusing one of its testees A3 of 
being faulty.
QUES - Interrogation m essage. In this message A4 interrogates A 5 about the con­
dition of A3.
PA SS, FAIL - Test result. In each of these messages, A4 has to route the test outcome 
of A3 to A5. The test might have been conducted by A4 or by some other node.
N D FL - Broadcasting of node failure. In this message A4 is to inform one of its 
testers A5 about the failure of A3.
INFO - Inform ation m essage. This message has no role in the diagnosis, and it has 
been included in the set of messages to demonstrate the capability of the program for 
expansion, and hence accepting more types of messages. It can be used, however, to 
simulate processing tasks other than diagnosis in the system.
The rest of the fields, that have not appeared in previous definitions are :
A 6 - Execution Flag. This is a two-valued parameter, which is (0) in messages waiting 
to be processed, and a value other than (0), defined as C O M P  in a processed message.
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A 7 - Completion Flag. This is also two-valued, and is (0) in messages, waiting to be 
processed or waiting for a reply, and C O M P  in messages that have been processed and 
are no longer required.
A 8 - Time Stamp. This is a positive number, whose value could either be equal to the 
local time of the node, that generates the message or to the simulated time at which the 
message reaches the receiving node.
A 9 - set T. This field is exclusive to the interrogation message, and its size is related to 
the number of nodes in the system. The function of set T was described in chapter(3), 
and it will be further investigated in chapter(5).
4.2.4 Definitions and A ssum ptions
Definitions of some terms, that are used in this work are presented next.
Difinition 4-1 •' Diagnosis messages. All messages that are generated in order to diagnose 
a fault in a system. This includes all types of messages defined in last section, apart from 
the message of type INFO.
Definition 4-2 : Diagnosis time . Time required for the system to reach a complete 
diagnosis status about a specific fault situation. This status is reached, when the relevant 
diagnosis information is received by all fault-free nodes, in case of node failure, or by the 
initial tester in case of link failure.
A number of assumptions about the simulator were made, these are listed below :
1. A node may or may not produce an output message(s) in response to an input 
message. A message could be produced and directed to the node itself.
2. Each node has a local queue, where messages relating to this node are enqueued. 
Moreover, each node has its own clock. The time in this clock represents the local 
or simulated time, and while simulating this is calculated as follows :
(a) if the value of the clock is earlier than the time stamp of the message being 
processed then the clock is made equal to the time stamp of this message.
(b) if the value of the clock is later than the time stamp of the message being 
processed, then the value of the clock is retained.
After either (a) or (b), the value of the clock will be updated to its present value
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plus the simulation time associated with processing of the last message, which 
corresponds to the delay introduced by the physical system performing equivalent 
processing.
3. The system is simulated with a shared-bus, and the use of such communication 
network involves a delay in transmission. Therefore the time stamp of a message 
at its sender is not the same time stamp of a message at its receiver.
4. Messages in each queue have equal priorities and they are executed according to 
their time stamps. A node is capable of processing one message at a time, and 
when it starts executing a message it will continue until it finishes the execution 
without being interrupted by another message.
4.3 Sim ulator Basic Structure
The simulator is composed of four main modules, which are represented in the block 
diagram of Figure 4.2. Each module is implemented in a hierarchal structure of proce­
dures. In this section a general statement about the function performed by each module 
is introduced, while in Appendix A, structure charts of these modules and definitions of 
the operational tasks of most of their procedures are presented.
(i) Input Module
This module reads in the network specification provided by the user and expressed as 
the adjacency list of a testing graph. It converts the information of this list into a linked 
list of node records and uses the information to initialize some of the fields of each node 
record. The module also reads in the fault specification of the system.
(ii)Initialization Module
This module serves as a pre-simulation stage. Its function is to initialize the system  as 
well as to prepare some additional data concerning the control of the simulation process 
and the output representation.
(iii)Simulation Module
As with any simulation software this part is the most important and complex. The 
simulation algorithm described in the last section is implemented in this module, as well 
as the diagnosis algorithm.
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(iv )Output Module
Output information is collected in this module. This includes a detailed listing of all 
enqueued messages throughout the simulation, and a summary, which contains the num ­
ber of produced messages, diagnosis time, and the distribution of all types of messages 
among the queues at any time. Data for plotting the distribution of messages can also 
be generated in this module. 1
The flow of data between the four modules is shown in Figure 4.3. They work in the 
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4.4 D ata Structure R epresentation
A dynamic data structure is considered in the software, where a linked list using pointers 
has been set up. This form of structure is convenient for a system that is composed of 
an arbitrary number of processing nodes, where it is unnecessary to specify the number 
of nodes in the linked list [Pete86,Skil84]. The other interesting feature is the possibility 
of insertions and deletions of list nodes, and updating lists by finding and changing one 
or more fields of a list node. In the first part of this section it will be shown how this 
structure is implemented in the program, while in the second part, the way faults are 
injected in the system will be presented.
4 .4 .1  N e tw o r k  S p ec ifica tio n
Network specification are accepted by the program in a tabular form, which represents 
the testing graph of the system. The table is either given by the user or read from a file. 
Figure 4.4 shows a sample system, whose network specification are shown in Table 4.1.


















Table 4.1 : Network specification of the sample system of Figure 4.4.
The first and second rows of Table 4.1 contains the number of nodes and the number 
of links respectively. In the following rows, link numbers are shown at the left followed 
by the addresses of the nodes they connect. The nodes appear according to their test 
assignment in the testing graph as testers and testees.
This input data is then processed during the execution of the input module, and hence 
a linked list is formed with a number of nodes equal to the nodes in the system  plus an 
additional node that is separated from the list, which represents the bus. The function 
of the last node is to accept messages from all other nodes and pass them to their 
destinations. Each node in the list is defined as a record containing a number of fields.
The Node Record
All node records are of the same format, and their fields are shown in Figure 4.5. In the 
program, these fields are defined as follows:
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FI F2 F3 F4 F5 F6 F7 F8 F9 F10 F l l FI 2 F13 F14 F15
Figure 4.5: Fields of the node record
• F l  (ad d ress): This is a sequence number, which is used to identify the node.
• F2 (c lock ): This is a counter, whose value represents the simulated tim e of the  
node.
• F3 (q u eu e): This is a. two dimensional array, which is used by the node for storing 
its own messages.
• F 4 (q co u n t): This specifies the current length of the queue (i.e., the number of 
messages stored in the queue) at a certain time.
• F5 (o u tlin k s): This is a two dimensional array containing the testee nodes and 
the links connecting them with the node of this record.
• F6 (in p lin k s): As in  F5, but the nodes contained in this array are the nodes which 
can test the node of this record as well as the links connecting them.
• F 7 (n d fary): This is a one dimensional array, contains a list of the faulty nodes 
in the system.
• F8 (ln k fary): This is also a one dimensional array. It contains a list of the fault}?' 
links that connects a node with its testees.
• F9 (n d se t):  This is a one dimensional array used to contain the set T, when the  
node executes an interrogation message.
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• F10 (query-sent): This is a one dimensional array. Its elements contain the num­
ber of interrogation messages that a node has sent about a specific fault situation  
and has not received their replies yet.
• F l l  (query-received): This is also a one dimensional array. Elements of this 
array are specified to contain the number of interrogation messages, that a node 
has received about a specific fault situation.
• F12 (qcontent): This is a two dimensional array used to keep a record of all 
messages, that are enqueued at a node. The record includes types of messages and 
their time stamps.
• F13 (m sg-count): The value of this field represents the number of messages 
(diagnosis and others) enqueued at the queue of a node.
• F14 (diag-m sg-count): As in F13, but only diagnosis messages are considered.
• F15 (next): A link pointer used to point to the next node in the linked list except 
for the last node, which is given nil reference.
Pointers to link all the nodes, and a pointer to the first node, are used for building a 
linked list. They have been found very useful for conducting a dynamic search through 
the list and for updating any field in a node record. Pointers to each individual node, 
including the one representing the bus are also defined. The linked list representing the 
sample system of Figure 4.4 is shown in Figure 4.6.
Some of the fields in each node record are initialized during the execution of the input 
module, while others such as the queues and the clocks, are initialized during the execu­
tion of the initialization module as will be shown in the next section.
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nextnext next nextnext nextnext
b u s next
Figure 4.6: A linked list formed for a sample system comprising 7 nodes
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4.4.2 Fault Specification
This input data is also given to the program in a tabular form. The data in the table 
represents simulated faults of system elements (both nodes and communication links). To 
formulate a fault in a node, the address of this node and the time when it has failed will 
appear in the table. However, links are untested elements in the network, and therefore 
they cannot be simulated in the same way as for nodes. Modified algorithm SELF3 
considers permanent faults only, and when a node is accused of being faulty due to a 
temporary fault, which is then repaired before the accusation is confirmed by another 
tester, the initial tester will interpret the situation as a link failure. This feature provides 
an indirect way for simulating link failures.
If a certain link failure is to be simulated then a temporary fault is assumed at the node, 
for which this link is used in conducting tests.
A table, which contains a set of simulated faults for the sample system presented earlier 
is shown in Table 4.2.
2 50 0 0
5 110 1 115
999 999 999 999
Table 4.2 : Simulated Fault Specification
In Table 4.2 the last row is a sentinel, which indicates the end of the input data. Addresses 
of faulty nodes and the time when they have failed are in the first and second columns 
respectively. If the fault is assumed to have been repaired then its corresponding value in 
the third column is one and the time when it was repaired is in the fourth column. This 
will simulate a link failure. Otherwise, the fault is permanent and hence its corresponding 
value in the third and fourth columns is zero.
4.5 Pre-Sim ulation Com ponents
Prior to the execution of the simulation module a number of components should be 
processed, and some information that will be required in the simulation process should 
be prepared. Preparation of these components is carried out during the execution of the 
initialization module, and this section will be devoted to describing them.
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4.5.1 Queues Initialization
One of the assumptions on which the simulator is based is that when all queues are 
empty or having no messages to be processed, the simulator will terminate. Therefore 
it is necessary to specify some initial conditions for the queues. Queues initialization  
involves placing a message (or more) onto at least one queue. The program offers two 
ways for doing this, either randomly or from a file. Random initialization results in 
generating a random number of messages, which are of random type, and distributed 
randomly among the queues. It is quite possible that none of the generating messages 
is useful in simulating a specific case. However, they can still be used to provide some 
information about the general performance of the program.
Alternatively, queues can be initialized from a file, which can either be prepared before, 
or given at the time when the program is executing the initialization module. In this 
case, messages are normally chosen to match fault specification, which should have been 
provided earlier. The basic principle of this match is that when a fault is simulated in 
a node at some time, the node should be tested after an appropriate time in order to 
detect this fault and hence diagnose it.
For the sample system presented in Figure 4.4, one of the possible patterns for initializing 
the queues is shown in Table 4.3.
1








Table 4.3 : A Possible initialization pattern for the queues of the sample system of
Figure 4.4.
Messages in the above table are placed in the queues of nodes 1 and 4, while the rest of 
the queues are left empty. This complies with the pattern of simulated faults in nodes 2
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and 5, shown in Table 4.2. Both messages are of type TEST, and they form part of the 
local testing schedule of the two nodes.
Any message that appears in a queue should be of the format that was shown in Figure 
4.1. The notation appeared in that Figure will be used to describe the initialization mes­
sages of Table 4.3. For instance, the number 111, which corresponds to the information 
of the field A l, will be translated by the program as a message of type TEST, and if 
the position A4 contains the address of the initial tester then positions A2 and A3 will 
not be considered. Instead, they will be assigned some distinguishable values (assumed 
here as 999). This case appears in the test messages that forms part of a local testing 
schedule of a node. On the other hand, if the test message is generated in response to an 
interrogation, then positions A2 and A3 will contain the initial tester and the accused 
node respectively. The function of the remaining elements in the previous test messages 
are similar to what was described earlier in section 4.2.3.
As for other types of messages, it is important to notice that in the program their types 
are also assigned to numbers similar to the test message, where NDAC =  222, QUES =  
333, PASS =  444, FAIL =  555, NDFL =  666, and INFO =  777. In the message of type 
NDAC, positions A4 and A5 are not used, since this message is destined to the queue of 
the node itself.
4.5.2 Initialization of Local Clocks
It was mentioned earlier that each node in the simulated system is provided with a local 
clock, whose value represents the simulated time of the node. Clocks are automatically 
initialized with zeros during the execution of the input module. However, at this stage, 
the user will be given a choice for re-initialization, and if this choice is selected then the 
new values can be keyed in.
4.5.3 Term ination Tim e
The simulation is assumed to continue as long as the simulated system is still capable of 
communicating, and has messages to be processed. The risk of queue overflow is reduced 
by continuously removing old messages from them. However, for a long simulation, 
clocks cannot count indefinitely. Thus, a bound of a relatively large value is defined, 
which represents the simulator termination time. Each time a message is executed the 
value of the clock of the selected node is checked and if the termination time is being
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reached then the simulation will terminate, regardless of the status of the queues.
The user will be given a choice at this stage to change the value of termination time, if 
required.
4.5.4 D elays in The System
It is assumed that there exist two main sources of delay in the system. A delay during the 
processing of a message and a delay during its transmission. Some of the factors affecting 
the time required for message processing are the processor speed, the length of its queue, 
and the actions required to execute a certain type of message. As for transmission delay, 
it is mainly the effect of the communication network, that is considered.
If a node is to put a message onto its own queue, then there will be no transmission delay. 
However, messages that are directed to a remote destination will require some time for 
transmission. The topology of the communication network, the way it has been utilized, 
and the length of the message are some of the factors on which transmission delay is 
related.
Both processing and transmission delays are assumed to be deterministic, and have been 
given fixed values, in the program. These values are prepared before starting the simu­
lation, and the user is given a choice for altering them.
4.5.5 O utput R esults Options
After each run, the program will always produce an output file in which a summary of 
the run is written. However, before the simulation process starts, the user is introduced 
by an output options menu, where options can be entered. The selected options will be 
used to produce additional output files during the execution of the output module.
4.6 Basic Characteristics of The Software
Some of the basic characteristics of the software are listed below:
(i) The Modular Design Approach
This design approach is implemented, and the package has been divided into four main 
modules with each one being assigned a distinct function. The control to these modules 
is carried out by the main program. Each module is divided into several sub-modules 
to perform its detailed needs. There are some procedures that are common to several 
sub-modules and few to more than one module. This form of design makes it easier for
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the package to be understood and modified.
(ii) Interactive Operating Mode
This operating mode has been used to run the software on the host computer. The user, 
who does not need a previous knowledge about the internal structure of the package can 
easily control its operation, where clear and various ways to input the data or output the 
results are being provided. Network specification, fault specification, initialization of the 
queues, the clocks initial state, time delays, termination time, and the form of output re­
quired can all be given and modified by the user during the running of the program. This 
feature allows for the simulation of different systems with various assumptions without 
having to change the internal structure of the program.
(iii) Error Handling Facility
The package is being provided by an error handling capability, so that if an incorrect 
input data is mistakenly entered, the user will either be warned by an appropriate message 
and prompted again or only prompted without a warning message to re-enter the correct 
data.
(iv) Asynchronous Event Driven Technique
Among many techniques that can be used in simulation, this one has been incorporated 
in the implementation of the software. It reflects the way in which a distributed mul­
ticomputer system is working, and in terms of simulation it reduces the run time and 
hence increases the program efficiency.
(v) Programming Language
PASCAL high-level language has been used for writing the software. As well as being a 
structured language, PASCAL allows the use of linked lists. This has been very useful 
in describing the system nodes as records and fields. The use of pointers makes it easy 
to search through the node records and to perform processes on their fields.
The software package is composed of approximatley 4200 PASCAL language instructions.
(v i)Input and Output Files
The input data to the package may be held by a read-only file, which can be prepared 
before running the program, while a number of output files are opened to write the 
output.
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In a distributed system, the lack of global memory (queue) to provide a global state of the 
system makes the investigation and hence verification of distributed algorithms tedious 
and inclined to errors. Moreover, it makes the representation of output results difficult. 
To overcome this implication, a snapshot of the messages contained in all distributed 
queues is taken and written into an output file, after each message execution. Each 
snapshot represents the condition of the system at the time when it is taken. The 
information collected from all the snapshots will be used to investigate the behaviour of 
the distributed algorithm and the evolution of the system condition in time.
In other files, only selected information of each enqueued message are written. They 
include the message type and its time stamp. The information collected in these files are 
used to summarize the output and show the distribution of messages among the queues 
in time, which can then be represented as a plot.
(viii) Removing Unnecessary Data
The package is provided with a facility for cleaning up the queues from old messages 
that has been executed and no longer needed. This scheme is applied periodically and it 




S im u la tion  R esu lts
5.1 Introduction
In this chapter, the results are given for the simulation of a number of systems. Two types 
of networks are considered, the H(n,r;&i, ...kr) graph networks and the 4-dimensional 
hypercube. Different fault situations are assumed and their diagnosis procedures are 
illustrated. Two terms relating to diagnosis (number of diagnosis messages and diagnosis 
time) were defined in chapter 4. When a specific fault situation is to be diagnosed then 
the reduction of either the number of produced messages or the diagnosis time or both, 
while preserving the efficiency of diagnosis is of obvious advantage. An analytical study 
of this issue is included in this chapter.
The ’diagnosis tim e’ was defined as the time required for the network to complete the 
diagnosis of a specific fault situation. The complete diagnosis is assumed to consist of 
four phases; Testing and accusation, Interrogation, Reply and Broadcasting phases. The 
four diagnosis phases are defined as follows:
Definition 5.1: Testing and accusation phase. In this phase a test is applied by a tester 
on one of its testees. If there is a fail test result then the testee is accused by its tester of 
being faulty. The tester and testee nodes, which are included in this phase are, sometimes 
called the accuser and accused nodes respectively.
Definition 5.2: Interrogation phase. This phase follows the testing and accusation and it 
includes the interrogation messages (messages of type QUES), which are sent regarding 
the condition of the accused node. The phase is initiated by the accuser and finishes 
either by finding another fault-free tester of the accused node or by failing to find the 
required tester, in which case the diagnosability of the system is exceeded.
Definition 5.3: Reply phase. If a tester is found in the interrogation phase it will test the 
accused node and in the reply phase, the test result will be sent back following the paths,
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which were traversed by the interrogation messages during the interrogation phase in an 
opposite direction .
Definition 5.4•’ Broadcasting phase. This phase starts after the accuser node receives a 
reply, which confirms its accusation(i.e., the accused node is found faulty). The phase 
includes sending messages to inform the fault-free nodes about the failure of the node 
that has just been diagnosed. It is not required for the diagnosis to go through this 
phase, in case of a link failure, since only the local data base of the accuser node need to 
be updated.
A path that is traversed by one or more interrogation messages during the interrogation 
phase, while searching for a tester is referred to as the interrogation path.
5.2 Exam ples
The graph networks, which are generated using the H-graphs were introduced in section
2.3.2. The H(7,2; 1,2) was used in chapter 4 as a sample system to illustrate the formation 
of the data structure of the simulator. In this section, this same graph network is used 
to demonstrate the use of the simulator and to show the diagnosis procedure of some 
simulated faults. While describing the construction method of these networks in section
2.3.2, a labeling of (0 - (n-1)) was used to identify the nodes. In the following examples 
as well as in the sample system used in chapter 4, the nodes are addressed ( 1 - n). 
This way of addressing is found more convenient when applying the simulator. Another 
assumption that is common to all the examples which will follow, relates to the way 
the diagnosis time is being evaluated. Fixed values are assumed for the processing and 
transmission delays of every message. These values are; processing time := 2 units, and 
transmission time := 1 unit.
5 .2 .1  T h e  H (7 ,2 ; l ,2 )  graph  n etw ork
E x a m p le  5.1  ; The H (7,2;l,2) graph network is shown in Figure 5.1. For this network, 
consider part of the fault specification shown in Table 4.2. Let node 2 fail at time 50 
and not be repaired. Assume that at this or at a later time, say 55, this node has been 
tested by node 1, where node 1 is assumed fault-free. Node 1 will receive a reply of type 
FAIL for its test and as far as it is concerned, this test result could be either due to a 
failure in node 2 or in the link connecting node 1 and node 2. Consequently, node 1 will 
accuse node 2 of being faulty and start a diagnosis procedure, which will involve other
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Figure 5.1: The H(7,2;l,2) graph network
fault-free nodes in the network trying to find another tester of node 2. The diagnosis 
procedure will pass through the four phases, defined earlier, as shown in Figure 5.2.a-d. 
In this and next similar Figures, a message that is being transmitted through a test link 
is expressed by its type and time stamp using this form; message type/tim e stamp.
In Figure 5.2.a, the testing and accusation phase, started with node 1 applying a test 
on node 2. The test has failed, therefore the phase finishes with node 1 accusing node 
2 of being faulty. In Figure 5.2.b, being an accuser, node 1 will start the next phase of 
the diagnosis by interrogating node 3 regarding the condition of node 2. Node 3 then 
interrogates node 4 and node 5, which means that the interrogation messages are starting 
to traverse two interrogation paths. It should be noticed that interrogation paths must 
be kept acyclic, otherwise the diagnosis will run into a great difficulty as will be shown in 
the next section. To prevent a path from being cyclic, a set of nodes(set T) are included 
in all interrogation messages and hence any node must not appear more than once in 
this set. From node 5, two interrogation messages were generated and directed to nodes 
6 and 7, where both nodes are not included in set T, which is contained in the message 
QUES/65 received at node 5. At node 6, however, two interrogation paths are converged 
at the same time. This node allows the continuation of one of them, while replying to 















F igure 5.2: D iagnosis phases for a  s im u la ted  no d e  failu re in th e  H (7 ,2 ;l,2 )  g ra p h  n e t­
w ork. (a ):T es tin g  an d  accusation  p h ase , (b )-.In te rrogation  p h ase , (c): R ep ly  p h ase , (d ): 
B roadcasting  phase.
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has two other alternatives regarding the execution of the messages received through these 
two paths. All three alternatives will be studied in the next section. The interrogation 
phase finishes by finding a fault-free tester(node 7) at which two interrogation paths have 
converged at two different times. Node 7, being a tester, is assumed to deal with every 
interrogation message independently, and therefore executes all messages and replies to 
them asynchronously as shown in Figure 5.2.c. After applying a test, node 7, will find 
node 2 faulty, therefore a message of type FAIL will be sent back during the reply phase 
(Figure 5.2.c). Node 5, which has sent two interrogation messages did not pass the reply 
it has received from node 6 at 73 (FAIL/73). Instead, it has waited until the reply from 
node 7 (FAIL/76) is being received. Similarly, node 3 has waited for the reply from node 
4 before sending the test result to node 1. At node 1, since the test result confirms the 
accusation, the broadcasting phase will start with this node updating its list of faulty 
nodes by including node 2 and sending a message of type NDFL to its fault-free testers. 
A node which receives this message for the first time will update its list of faulty nodes 
and pass the message to its fault-free testers. Eventually, a copy of this message will 
reach all fault-free nodes in the testing graph. No message informing of a specific faulty 
node is allowed to pass through a fault-free node more than once. At the end of this 
phase, the faulty node is considered to be disconnected from the system, and the system  
will continue working in a degraded mode.
A plot showing the messages produced by the nodes of the system for diagnosing the 
condition of node 2 versus the simulated time is shown in Figure 5.3. A total of 58 diag­
nostic messages are produced and the diagnosis time required to complete the diagnosis 
is 40.
E x a m p le  5 .2  : The H (7,2;l,2) graph network is l n);-fault self-diagnosable according to 
Theorem 3.1. However, it is possible for the diagnosability of this system to be more 
than this value if the faults occurring are not consecutive. This example will demonstrate 
this facility as well as the diagnosis procedure of a link failure. Consider Example 5.1, 
and assume that the accused node (node2) was not faulty but the link connecting node 
1 and node 2 is faulty. In the diagnosis of this fault, the test and accusation and the 
interrogation phases are exactly the same as in Figure 5.2.a,b. The reply phase, however, 
is different, where a message of type PASS will be routed during this phase. Once this 
message is received at node 1, only the list of faulty links of this node are updated by
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Figure 5.4: Messages produced vs. simulated time during the diagnosis of sim ulated link 










including the link connecting it with node 2. Hence, the diagnosis will be finished without 
going through the broadcasting phase. After disconnecting the link between node 1 and 
node 2, it will not be possible to diagnose the condition of node 2 if a test on this node 
fails. However, it will be possible to diagnose the condition of other nodes in the system  
if they are accused of being faulty. Assume therefore that a test on node 5 by node 4 
has failed and hence node 4 has accused node 5 of being faulty and started the diagnosis 
procedure. The messages that are generated during the diagnosis of both this simulated 
fault and the link failure are shown in Figure 5.4, and from this Figure it can be noticed 
that there are no messages transmitted or received between nodes 1 and 2 because the 
link connecting them was diagnosed as faulty and is therefore not used.
E x a m p le  5 .3  : Reconsider the H (7,2;l,2) graph network, and assume that the system  
is being assigned a computational task, which is represented by a message of type INFO, 
at time 0. The message, which has no role in the diagnosis, will travel between the 
nodes following fault-free paths. Assume now that the fault situation in Example 5.1 
has occurred, where a fault in node 2 is being diagnosed. In Figure 5.5, the messages 
that were produced in the network before the occurrence of the fault are all of type 
INFO, and related to the simulated computational task. After diagnosing the fault, and 
hence isolating node 2 from the system, these messages are still travelling in the network, 
however, the path passing through node 2 is being avoided.
Note that because the system is involved in a simulated computational task, the diagnosis 
time is slightly higher than that in Example 5.1, i.e., 42 units compared to 40 units in 
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Figure 5.5: Messages produced vs. simulated time for a simulated computational task











5 .2 .2  A  H y p e r c u b e  A r c h ite c tu r e
The hypercube is a well-known example of a highly structured communication architec­
ture. We will consider the structure of a binary cube for which the number of nodes n is 
always a power of 2 and for n =  2m, the nodes can be expressed 0 through (n  — 1) with 
m-bit binary numbers. In the following examples, however, we will address the nodes 
1 through n and consider only the testing graph of these networks. A four-dimensional 
hypercube, which has 24 nodes is shown in Figure 5.6 and in this Figure, each node is 
assigned to test, and be tested by, two other nodes.
Figure 5.6: Testing graph for a four-dimensional hypercube
E x a m p le  5 .4  : Consider the 4-dimensional hypercube shown in Figure 5.6 and let a test 
on node 2 by node 10 fail at time 13 as shown in Figure 5.7.a. Node 10 requires the help 
of the rest of the system in order to diagnose the actual condition of node 2, therefore 
a diagnosis procedure started at this node. In a similar way to what was described in 
Example 5.1 the diagnosis procedure will go through the four phases shown in Figure 
5.7.a-d. From this it can be noticed, that after the end of the reply phase, node 2 was 
found faulty and therefore its diagnosis was continued by broadcasting its condition to 
all fault-free nodes in the network. Figure 5.8 shows a plot of diagnosis messages versus 
simulated time as well as the paths traversed by messages throughout the nodes.
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Figure 5.8: Messages produced vs. simulated time during the diagnosis of a sim ulated











E x a m p le  5.5  : Consider the 4-dimensional hypercube considered in the last Example 
and assume that after diagnosing the fault in node 2 and hence isolating this faulty 
node, another fault was detected, when a test on node 15 by node 16 has failed causing 
the accusation of node 15. In a similar diagnosis procedure, node 15 was completely 
diagnosed as faulty. A plot of the messages produced versus simulated time during the 
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Figure 5.9: Messages produced vs. simulated time during the diagnosis of tw o simulated











5.3 Prevention of Redundant Parallel Paths
5.3.1 Introduction
It was mentioned in this and previous chapters, while describing modified algorithm  
SELF3 [Hoss88], that every interrogation message includes a set of nodes called set T , 
which is used to ensure that interrogation messages travels only through acyclic paths. 
At a node Pq, which has accused another node Pr, the interrogation message(s) regarding 
the condition of Pr, that is (are) sent by Pq will have a set T, which is defined by; T  =  
all fault-free testees of  Pq. Consider that one of these messages is being received by node 
Pm, which is not a tester of node Pr. Node Pm will interrogate its fault-free testees 
F T ( P m), provided that they are not included in set T of the message it has received. 
The interrogation messages, which node Pm will send, are provided with a set T, that is 
modified into T  =  T \ J F T ( P m).
W hile the interrogation paths are branching in their search for a tester of the accused 
node, it is possible for a single node, especially in a graph with long paths, to be involved 
with more than one interrogation path. We will continue with our proposed case in which 
Pq accused Pr and assume that node P*, which is not a tester of node Pr, has received 
messages from Pm and Pn interrogating about the condition of Pr. Let these carry sets 
Tm and Tn respectively. If this case is to be simulated, various situations can arise due 
to the differences in sets Tm and Tn and to the sequencing of execution of the messages 
by node Pt . In this section, these situations will be investigated.
Let the fault-free testees of Pt be F T ( P t) then these testees should be related to the sets 
Tm and Tn according to one of the following possibilities;
(a) F T ( P t) f ] T ^ =  F T ( P t) f ] %
(b) F T ( P t) f ) T ^  D F T ( P t) f ] %
(c) F T ( P t) f ] % : c  F T ( P t) n %
(d) F T ( P t) f ] % ;  1) F T ( P t) f )% * n d  F T ( P t) f ] % :  <jL F T ( P t) f ] %
(e) F T ( P t) f ] T Z  =  4 and F T ( P t) C i %  =  <f>.
These five possibilities are illustrated in Figure 5.10.a-e. Each case(a-e) is assumed to 
represent part of an interrogation phase during a diagnosis procedure of node Pr . In this 
Figure, we assume that node Pt originally has a set of fault-free testees composed of,
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Tm = { P „ P . , P m , P i , P t }  ==► FT(P,)n Tm = {P„}.
T n  = {P ,,PS)Pm,P„,P,-,P(} = >  FT(P,) fl ^  = W -
(a) FT(Pt ) r \T ^  =  FT(Pt ) f ) T ;
T m  = {P„P5,Pm,P(} = >  FT(Pt)n  T m  = {P„PV}.
T n  =  { P q , P s , P m , P n , P i , P t }  = >  F T (P ()n i; = {P.}.
(b) P r ( P , ) n ^ D F T ( P () n i ;
Tm = {P „ P s,P m,F,-,P(} =4- F T (P ,)n  T m  =  { P n } -  
T n  = { P q , P s , P m , P n , P t }  = >  F T (P ,) n ^ =  {fl.Pv}.
(c) pp(p<) n ^ c  f t (p ,) r \%
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Tm = { P „ P „ P m , P v , P t }  = *  FT(P() f l  Tm = {Pi}.
T n =  { P q , P s , P m , P n , P i , P t }  =S> FT(P() n ^ =  {•?„}•
(d) F T (P , ) f ]T ^  7i P P (P < ) n ^  and FT(Pt ) f ] T Z  £  P P (P t)n ? h
( P r )
T m  =  { P p P ^ P ^ P i ^ .P i }  =4- F T ( P ,) n i^  =  <£.
T n  =  { P q , P s , P m , P n , P < , P v , P t }  = >  FT(Pi) n  I W .
(e) FT(Pt) n Z  =  <t> and PT (P() n5TT =  <t>.
Figure 5.10: Different possibilities of F T{P ,)  with respect to Tm and T„
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P i  and P v  and the nodes in this set are, for each case (i.e., a-e), assumed to be related 
differently, as testers and testees, to nodes P m  and P n . This difference in relation between 
nodes Pm, Pn, P {  and P v  will cause the differences between F T ( P t )  f) T m  and F T ( P t ) f) T n .
Assume first that, when node P t executes the two messages, the actions that will be 
taken depend only on the contents of the sets T m  and T n and not on which message 
is first or last to be executed. The situations for cases (d) and (e) are straightforward 
and therefore they will only be defined briefly in this section, where in case (d), node P t 
will interrogate a different set of testees when it executes the messages from P m  and P n . 
Node P i  will be interrogated when the message from P m  is executed, while node P v is 
interrogated when the message from P n is executed. In case(e), however, the execution  
of each one of the two messages by node P t will generate a reply of type FAIL, since this 
node is neither a tester of node P r nor has some fault-free testees that are not included 
in the sets T m  or T n to interrogate.
Meanwhile, in cases(a-c), the situation is somehow different. In case(a), for instance, the 
same set of testees will be interrogated whichever message is executed first, and this set 
will be interrogated again, when the other message is executed. In (b) and (c), however, 
the testees which will be interrogated twice, after executing the two messages, are those 
which occur in both F T ( P t) f ] T m and F T ( P t) f ] T n. By interrogating a set of testees, 
or part of it, for the same reason more than once, node Pt has in fact repeated similar 
actions. This has happened in cases (a), (b) and (c), where this node has executed all 
the interrogation messages it has received independently, considering only the contents 
of the set T, and this in fact complies with what is recommended by the algorithm of 
[Hoss88]. In this algorithm, a node like Pt is not required to consider its previous actions 
before sending an interrogation message to another node. Such a practice will result in 
generating more interrogation messages and hence the formation of more parallel paths, 
which can be considered as redundant.  These extra messages have no advantage to 
the diagnosis process. On the contrary, they may incur additional delay in performing 
the diagnosis. We consider that their prevention is of potential advantage and therefore 
assume that it is important for a node not to interrogate another node more than once 
for the same reason, when these two conditions hold;
1. the first interrogation message, that has been sent is still waiting for a reply, and
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2. the difference between the value of the time stamp of the first message, whose reply 
has not been received yet, and the current clock value is within a specific timeout 
period.
The value of the timeout period may vary according to the size of the system  and hence 
the expected length of the interrogation path. According to this assumption and the 
two conditions included in it, the situation at node Pt will be reassessed and in this 
assessment, we will assume that conditions (1) and (2) above are always holding (as it is 
usually the case). Thus, for (a), if the message from Pm is assumed to be executed first 
then all the testees in F T ( P t) f ]Tm will be interrogated. At a later instance, however, 
when node Pt executes the message from Pn none of the nodes in F T ( P t) f ]T n need to 
be interrogated because they have already been interrogated. In contrast, if node Pt has 
executed the message from Pn first, all the nodes in F T ( P t) f ]Tn will be interrogated, 
while none of the nodes in F T ( P t) f ] T m need to be interrogated when executing the 
message from Pm .This is not the case for (b) and (c), however, where the precedence 
of executing the two messages makes a difference in the actions that node Pt has to 
take. Consider case (b) and assume that the message from Pn has been executed first, 
then all the testees F T ( P t) f ] T n will be interrogated by Pt . Consequently, when the 
message from Pm is to be executed, only part of F T ( P t) f ] T m will be interrogated. This 
part includes the nodes, which do not exist in F T ( P t) f \ T n and hence have not been 
interrogated. For the same case, (i.e., case(b)) , if the message from Pm, is executed  
first, it will result in interrogating the testees F T ( P t) f ] T m by node and because this 
set includes F T ( P t ) f ] T n, none of its nodes need to be interrogated, when executing the 
message from node Pn at a later instance. After describing the situations for case (b), it 
can be shown how node Pt will behave towards the messages from Pm and Pn in case (c) 
in a rather similar way.
The number of extra interrogation messages and hence redundant parallel paths, which 
have been eliminated at node Pt due to the later assumption, is equal to F T ( P t) f ] T m 
or F T ( P t) f ] T n, for case (a), and to | F T ( P t) f ] T m - F T ( P t) f ] T n |, for cases (b) and (c), 
which in many cases, forms a considerable reduction in the number of diagnosis messages 
and diagnosis time as will be seen next.
An issue, which is linked to the consideration of preventing parallel paths is how a node
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like Pt should deal with the messages, whose execution will only cause repeating similar 
actions. This issue has been studied and, using the simulator, two different ways in 
which a node may act towards these messages have been investigated. These two ways 
are compared with each other and with the case in which a node is allowed to repeat 
similar actions without being restricted by the two aforementioned conditions. Hence, 
a total of three different ways were in fact considered and they have been designated 
as AC1, AC2 and AC3. The definitions of these three ways and results obtained by 
simulating the diagnosis of a number of fault situations using each one of them at a time 
will be introduced next.
A C 1 : In this case, the node will execute every interrogation message on its queue 
independently without considering its previous actions. The factor, which will be con­
sidered by the node, however, is the contents of the set T. The criticism about this way 
is that a node is not restricted in the number of interrogation messages, that it should 
send to another node concerning a specific fault, hence redundant parallel paths may be 
generated.
A C 2 : In this case, any interrogation message, whose execution will only result in re­
peating similar actions will be held up at the node, and whenever this node becomes 
qualified to send the reply back (i.e., either it receives a message of type PASS from at 
least one node or a message of type FAIL from all the nodes, that it had interrogated), 
it will issue, at a common time, replies to all interrogation messages, that are being held 
up by this node.
A C 3  : This case is similar to AC2 in that the node does not repeat similar actions. 
However, it differs from the previous case in the sense that the messages, which are 
held up at the node, when AC2 is used are being answered back independently without 
delay(i.e., not at a common time, as in case AC2). By a way of contrast with the terms 
of the diagnosis algorithm, a node in this situation should be treated as if it has no 
fault-free testees to interrogate, and therefore it is required to send back a reply of type 
FAIL to its tester. This is unlike the previous case, where in this case, there will be a 
unique reply to every interrogation.
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5.3.2 R esults
The three different ways of AC1, AC2, and AC3 have been simulated in order to study our 
assumption concerning the prevention of redundant parallel paths and also to conclude 
on whether AC2 or AC3 should go with this assumption. A set of graph networks, which 
are constructed using the H-graphs (section 2.3) has been used, and at different positions 
in each network a single fault was simulated. For this simulated fault, the diagnosis 
process is applied using one of the three ways at a time. The graph networks, that have 
been used are H ( 9,3; k2, £3 ) and H(  11,3; fci, k2, k3). The single faults being simulated
are designated as FI, F2, and F3. They correspond to the positions k i , k 2, and k$ of 
any node acting as a tester. Each time a fault is simulated, it is assumed to be the 
first in the system. The number of diagnosis messages and the diagnosis times will be 
considered for comparison. Any special case, such as failure to complete the diagnosis 
will be explained in further details. The number of diagnosis messages and diagnosis 
times and their corresponding plots for a set of / f ( 9 ,3; &i, £j2, &3) graph networks are 
shown in Tables(5.1 - 5.3) and Figures (5.11 - 5.13) respectively. Meanwhile, in Tables 
(5.4 - 5.6) and Figures (5.14 - 5.16), the diagnosis messages and diagnosis times and their 
corresponding plots for H(  11,3; ki, k2, 3̂ ) graph networks are presented.
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Diagnosis messages Diagnosis time
^1)^2, AC1 AC2 AC3 AC1 AC2 AC3
1,2,3 145 117 123 52 45 38
1,2,4 109 102 104 43 41 33
1,2,6 109 105 107 39 39 37
1,2,7 109 102 104 44 40 35
1,2,8 60 60 60 25 25 25
1,3,4 101 101 101 27 27 27
1,3,6 68 68 68 28 28 28
1,3,7 60 60 60 19 19 19
1,3,8 105 105 105 32 32 32
1,4,6 60 60 60 19 19 19
1,4,7 162 120 126 56 44 29
1,6,7 94 94 94 27 27 27
Table 5.1 : Diagnosis messages and diagnosis times for # (9 ,3 ; graph networks
with simulated fault FI.
Diagnosis messages Diagnosis time
k i , k 2 ) k 3 ACl AC2 AC3 ACl AC2 AC3
1,2,3 102 102 102 22 22 22
1,2,4 94 94 94 19 19 19
1,2,6 98 98 98 19 19 19
1,2,7 98 91 93 23 23 23
1,2,8 80 80 80 22 22 22
1,3,4 102 98 100 32 32 32
1,3,6 88 88 88 22 22 22
1,3,7 110 102 104 38 35 28
1,3,8 94 94 94 30 30 30
1,4,6 94 94 94 29 29 29
1,4,7 162 120 126 56 44 29
1,6,7 95 91 93 29 28 28
Table 5.2 : Diagnosis messages and diagnosis times for H (9,3; &i, &2 , £3) graph networks 
with simulated fault F2.
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Diagnosis messages Diagnosis time
ACl AC2 AC3 ACl AC2 AC3
1,2,3 60 60 60 22 22 22
1,2,4 84 84 84 22 22 22
1,2,6 123 109 113 44 38 36
1,2,7 116 102 106 47 41 34
1,2,8 131 99 105 54 45 34
1,3,4 60 60 60 19 19 19
1,3,6 98 98 98 19 19 19
1,3,7 101 101 101 29 29 29
1,3,8 130 109 113 48 40 38
1,4,6 104 - 99 37 - 32
1,4,7 162 120 126 56 44 29
1,6,7 60 60 60 19 19 19
Table 5.3 : Diagnosis messages and diagnosis times for H ( 9 , 3 ; k u k 2, k 3) graph networks 
with simulated fault F3.
Diagnosis messages Diagnosis time
l l , 1-2,13 ACl AC2 AC3 ACl AC2 AC3
1,2,3 264 153 167 78 51 36
1,2,4 178 141 151 51 48 37
1,2,5 151 133 137 49 41 33
1,2,7 187 144 152 57 44 38
1,2,8 143 141 135 44 50 32
1,2,9 139 135 137 45 44 42
1,2,10 72 72 72 28 28 28
1,3,4 172 - 138 49 - 34
1,3,5 197 144 152 63 47 31
1,3,8 141 126 128 45 41 41
1,3,10 134 126 130 35 35 35
1,5,7 72 72 72 22 22 22
1,5,8 205 145 155 66 50 46
1,8,9 163 - 142 54 - 38
Table 5.4 : Diagnosis messages and diagnosis times for 27(11,3; &i,fc2, £3) graph networks 
with simulated fault FI.
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Diagnosis messages Diagnosis time
ACl AC2 AC3 ACl AC2 AC3
1,2,3 163 183 144 26 26 26
1,2,4 134 126 128 22 22 22
1,2,5 126 115 117 22 22 22
1,2,7 162 134 142 23 23 23
1,2,8 116 112 114 23 22 22
1,2,9 133 115 119 26 26 26
1,2,10 100 100 100 25 25 25
1,3,4 176 133 137 57 45 36
1,3,5 162 140 144 46 40 40
1,3,8 171 141 145 51 43 36
1,3,10 114 114 114 30 30 30
1,5,7 151 126 130 46 40 34
1,5,8 162 134 140 23 23 23
1,8,9 127 119 121 41 37 35
Table 5.5 : Diagnosis messages and diagnosis times for j7(ll,3;&i,&2>&3) graph networks 
with simulated fault F2.
Diagnosis messages Diagnosis time
k i , k 2 , k a ACl AC2 AC3 ACl AC2 AC3
1,2,3 72 72 72 25 25 25
1,2,4 112 112 112 22 22 22
1,2,5 163 130 136 59 48 37
1,2,7 205 145 157 66 50 43
1,2,8 176 137 145 59 48 39
1,2,9 184 130 138 68 53 43
1,2,10 214 127 137 81 57 43
1,3,4 72 72 72 22 22 22
1,3,5 181 133 137 65 46 37
1,3,8 158 137 141 46 40 38
1,3,10 189 130 138 66 49 37
1,5,7 174 119 121 58 38 37
1,5,8 191 - 158 56 - 38
1,8,9 72 72 72 22 22 22
Table 5.6 : Diagnosis messages and diagnosis times for # (11 ,3 ; graph networks
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Figure 5.13: P lots for the data ofTable 5.3.
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Figure 5.16: Plots for the data of Table 5.6.
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In the previous results, there have been few cases, where the diagnosis of the simulated 
fault could not be achieved, while using AC2. These cases are:
(i) H(9,3;1,4,6) with' simulated fault F3 (Table 5.3).
(ii) H (ll,3 ;l,3 ,4 ) with simulated fault F l (Table 5.4).
(iii) IT(11,3; 1.8,9) with simulated fault F l (Table 5.4).
(iv) H (ll,3 ;l,5 ,8 ) with simulated fault F3 (Table 5.6).
In order to find the reason behind the difficulty in achieving the diagnosis of the simulated 
faults in these cases, the diagnosis phases of cases (i) and (ii) will be explained. It will 
be noticed that the reason behind all of them is basically the same.
E x a m p le  5 .6  : Consider case (i). Since the nodes in the H (9,3;l,4 ,6) graph network, 
which is shown in Figure 5.17 are possessing cyclic S3mimetiw and the fault is assumed 
to be the first, therefore, -any node can be considered as a tester. Assume, therefore, that 
node 1 has detected a. fault in node 7 after apphdng a. test on this node. The messages 
produced during the different phases of the diagnosis are. shown in Figure 5.18.
1
1  o /  f
5
Figure 5.17: The H (9,3;l,4,6) graph network.
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Figure 5.18: Uncompleted diagnosis phases of the H (9,3;l,4,6) graph network with
simulated fault F3 (using AC2).
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During the interrogation phase (Figure 5.18.b), the path 9~4~8-9 was generated, which 
is considered by the nodes involved as a cyclic interrogation path. The formation of this 
path has been due to the following sequence of events :
1. Node 8 received an interrogation message from node 2 with time stamp 16. This 
message carries a set T, which includes the following nodes T =  {1,2,5,3,6,8}. In 
response to this message, node 8 has interrogated node 9.
2. An interrogation message was also received at node 9 from node 5 at the same 
simulated time (i.e., time stamp =  16). The set T of this message is T =  {1,2,5,6,9}. 
Thus, node 4 was interrogated.
3. When node 9 started to execute the interrogation message from node 8, it has 
found, according to the set T of this message (T =  {1,2,5,3,6,8,9}), that it should 
interrogate node 4. However, because it has already interrogated this node, and the 
two conditions assumed before are holding, it will not repeat the same action again. 
Instead, the message will be held up at the node so that no redundant parallel path 
will be generated and the message will be replied to at some later time.
4. From node 9, node 4 has received an interrogation message. The message contains 
a set T =  {1,2,5,6,9,4} and its time stamp is 19. In response to this message, node 
4 will interrogate node 8. The interrogation message, that will be received at node 
8 will form the cyclic path 9~4~8-9.
5. According to the contents of the set T of the message, which node 8 has received 
from node 4. Node 3 will be interrogated by node 8. Node 3 is a tester of the 
accused node (node 7).
As a reply to the interrogation message, that node 8 has sent to node 3, a message of 
type FAIL and time stamp 33 was received. This is shown in Figure 5.18.c. Because this 
message is of type FAIL and because node 8 has sent another interrogation m essage(to 
node 9 at 19), this node is not allowed to pass the message it has just received from node 
3 unless a reply from node 9 is also received. Node 9 cannot reply before receiving a 
message from node 4, and node 4 cannot send this message unless itself receives a message 
from node 8. By this, the situation now comprises three nodes forming a cycle and each
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cycle and each one is waiting for a message from the other before it can proceed with 
its diagnosis task. Thus, as far as the diagnosis process is concerned, the system is 
deadlocked. The deadlock in a computing system is defined as (the situation in which 
two or more programs are forever prevented from running to completion because their 
resource requirements are mutually exclusive [Cham80])%
Exam ple 5.7 : Deadlock has also occurred in the other case (case(ii)). For this case, the 
H(11,3;1,3,4) graph network is shown in Figure 5.19, and it is assumed to have its first 
fault. The fault Fl is assumed to be simulated and node 1 is considered as the tester. 
Accordingly, node 2 has been accused. The application of the diagnosis algorithm and 
the phases it passes through are shown in Figure 5.20.







* { 7 )
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Figure 5.20: Uncompleted diagnosis phases of the H (11,3;1,3,4) graph network with
simulated fault F l (using AC2).
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The path 7-11-3-7 is considered by the relevant nodes as cyclic and it is the reason behind 
the deadlock and eventually the failure to complete the diagnosis.
5.3.3 Comparison and Conclusions
By examining the plots in Figures (5.11-5.16), it is seen that the implementation of the 
algorithm in its original form (A C l) produces, in many cases, a number of messages which 
is considerably higher than that of the other two (AC2 and AC3) as well as requiring 
more time. It is when similar actions are repeated and hence redundant parallel paths 
are produced, that the differences appear. Both AC2 and AC3 were implemented in 
order to reduce the number of diagnosis messages and diagnosis times by restricting the 
nodes from repeating similar actions. The use of AC2 has resulted in a few cases, where 
diagnosis could not be performed. In AC2, replies to all interrogation messages, that 
are being held up at a node are assumed to be synchronized, once the node becomes 
ready. The implementation of this assumption has caused the formation of cyclic paths 
and eventually a deadlock.
AC3 has been used as an alternative to AC2, which is based on the fact that the edges 
of the cyclic paths causing the deadlock are basically related to a number of individual 
acyclic interrogation paths, and this fact should be considered by the nodes involved. 
Accordingly, a node that was used to hold up messages, whose execution will result in 
the formation of redundant parallel paths, when using AC2, must no longer hold up 
these messages. Instead, it should instantly return a message of type FAIL. Therefore, 
the interrogation message will be cleared from the node and the risk of it being part of 
a cyclic path in a later stage is removed.
A considerable reduction in the number of diagnosis messages has been achieved by using 
AC3 if compared to ACl ,  as well as a reduction in the diagnosis times with respect to 
both A C l and AC2. It should be mentioned, however, that when the number of nodes 
in the system is relatively small or the interrogation phase contains no nodes, that are 
involved in more than one path, then all the cases ACl ,  AC2 and AC3 will converge to 
perform in a similar way. Among the three different ways, AC3 has been used in all the 
examples and descriptions included in this thesis, unless stated otherwise.
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C hapter 6
C on clusion s
6.1 Sum m ary and Conclusions
Fault diagnosis is an integral part of fault-tolerance and forms an important tool in the 
maintenance strategy of distributed computer systems. The theory of fault diagnosis in 
distributed systems or system level fault diagnosis(as it usually called) has received con­
siderable attention over the years. Several models have been proposed, in the literature, 
however, the fundamental model in the area was introduced by Preparata, Metze, and 
Chien [Prep67]. It was called the PMC model, and all subsequent work can be viewed 
in relationship to it.
Systems viewed according to the PMC and similar models are assumed to possess a global 
observer, which performs the diagnosis. In later work, however, the assumption of the 
global observer being capable of gathering test results and performing diagnosis without 
being itself subjected to faults was considered unrealistic [Kuhl80c]. The notion of dis­
tributed diagnosis was therefore introduced, in which the diagnosis tasks are assumed to 
be distributed among the system processors themselves and there is no global observer. 
In distributed diagnosis, each fault free processor can arrive at its own diagnosis by test­
ing neighbouring nodes and receiving the results of tests that they have performed or 
obtained from other processors. Based on this approach, a number of diagnosis algo­
rithms were proposed. In addition to diagnosing faulty processors in the system , some 
of these algorithms include a procedure for diagnosing link failures, and one of them , 
modified algorithm SELF3, has been considered, as a starting point in this thesis.
Although the PMC model and the distributed diagnosis model, share the idea of the 
testing graph and a set of identical basic assumptions about it (e.g., test invalidation, 
etc.), the diagnosability measures of the same graph are different in the two models. Quite 
generally a graph which is 2-fault diagnosable on the PMC model is only (t — l)-fault 
diagnosable on the distributed diagnosis model. By viewing the distributed diagnosis
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models in terms of the PMC model, an attempt has been made to reconcile this fact 
(section 3.8).
A software package has been written, in which a distributed system is simulated such that, 
each of its processors is mapped to a node in a simulated system. The simulated system is 
referred to as SIM and the software is designed to run on a single processor, which means 
that SIM can only carry out one action at a time. In order that a correct simulation 
is performed, a simulation algorithm was proposed. The main task of this algorithm  
is to allow each node in SIM to process messages in the same order as the equivalent 
processor in the real system. The simulator was designed to handle modifications of 
modified algorithm SELF3, and a number of assumptions and modifications were found 
necessary for its implementation in the software. One of these modifications is based 
on the fact that passing messages is the exclusive way of communication between nodes 
in SIM, therefore, any action that was not originally specified in the algorithm as a 
message, has been introduced to the simulator in a message format, and unlike the original 
algorithm all messages were modelled into a unified format, which was found convenient 
throughout the writing of the software, especially with the procedures containing message 
coding or decoding. The implementation of the proposed simulation algorithm requires 
the calculation of the simulated time. Because this is not considered in the diagnosis 
algorithm, each node is assumed to have a local clock, which represents this time. The 
value of the clock is appended to all messages produced by the node. It is being referred 
to as time stamp and used for the purpose of ordering.
Various types of network architectures are used for communication in distributed systems. 
Graph networks are among few types of communication architectures, that have been 
studied in this thesis. They represent a set of highly structured networks based on 
graphs. A class of graph networks, which are referred to as the H-graphs are examined. 
Their construction procedure and general properties are presented. These networks, 
which are regular and homogeneous, possess the property of cyclic symmetry. This 
particular property makes them look the same when viewed from any node and help 
in reducing the complexity of designing routing algorithms. These networks have been 
used to construct examples which explain the operation of the diagnosis algorithm in 
detection and location of faults in the system. The procedure of performing diagnosis 
has been classified into a number of phases as an attempt to make it more understandable.
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Graphical representation of the paths followed by messages are also presented in which 
messages are defined by their types and time stamps. Similar examples for a selected 
testing assignment of the four-dimensional hypercube are given as well.
A study has been carried out to reduce the number of diagnosis messages and the time 
required to perform a diagnosis, especially in large systems, while preserving the cor­
rectness of the diagnosis. The study is based on eliminating any message whose role in 
the diagnosis will only be a repetition of another message. A considerable reduction in 
both the number of diagnosis messages and the values of diagnosis times are obtained, 
in many cases, compared to the values obtained when the steps recommended by the 
modified algorithm SELF3, as published, are followed. It is shown that some methods of 
removing redundant messages may lead to deadlock.
The following specific conclusions may be made from the simulated results:
• A system, which is theoretically 2-fault diagnosable may in fact diagnose more than 
^-faults if these are located such that the set of fault-free nodes, which remain, form 
a subgraph of sufficient connectivity to perform the diagnosis.
• The accuser node is always assumed to be fault-free. If, however, this node is faulty 
and incorrectly accuses one of its fault-free testees of being faulty then modified 
algorithm SELF3 will not recognize this. This leads to the general conclusion that 
this algorithm does not cope with test invalidation.
• For a system comprising a set of equivalent processors, the time required for diag­
nosis generally depends upon the following:
- The dimension of the system,
- the size and distribution of the computational load being processed concurrently 
with the diagnosis, and
- the lengths of the paths between the accuser and fault-free testers of the accused 
node.
• The graph networks i/ (n ,r ;  &i,..., &r), described in section 2.3.2, provided they are 
connected, are generally r-fault diagnosable on the PMC model and (?' — l ) nj/-fault 
self diagnosable using modified algorithm SELF3.
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• The testing process is assumed to require the same time as any other diagnostic 
operation during the simulation. This assumption may not necessarily be correct 
in a practical system, where a comprehensive test requires a relatively long time. 
Because of this, we can conclude that the testing may initially restricted to a 
subset of links in the testing graph of the fault-free system, for the purpose of fault 
detection. In the H (n,  r; 1, &2 , kr) graph networks, the initial testing may be 
restricted to the single loop (i.e., the links i —> i +  1).
•  The number of nodes that are involved in the diagnosis process of a given single 
fault is restricted to a subset of nodes iff every path in the testing graph from the 
accuser reaches a tester of the accused node, (e.g., testing over links i i -\-2 in the 
H (n,2;l,2) graph networks satisfies the condition, or links i —* z +  3 in H (n,3;l,2,3).).
6.2 Suggestions for Further Work
1. An individual processor in the system is assumed to possess no knowledge about 
the topology of the system apart from its position with respect to its neighbours, 
according to modified algorithm SELF3. This assumption has led to the inclusion of 
the set T  to every interrogation message as a provision for the occurrence of cyclic 
paths. The use of set T did not result in a noticeable problem in the examples 
presented in this thesis because we are dealing with systems, which are relatively 
small. In large systems, however, this set may grow to contain a large number 
of nodes, and therefore its encoding as part of a message will not necessarily be 
convenient or even possible. An alternative, which might be investigated, is to 
assume that the processors of the system are provided with more information about 
its topology, and to design these information such that the use of set T is eliminated  
and a better routing of messages is implemented.
2. In modified algorithm SELF3, the accuser is the node that is given the responsibility 
of co-ordinating the diagnosis process without necessarily being tested itself. If in 
fact the accuser is faulty and has made an invalid test on the accused node, then 
the system  will be involved in diagnosing the condition of a node depending on 
a false accusation. Because any accusation issued will cause a degradation in the 
system after performing the corresponding diagnosis, it is therefore important for
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the diagnosis to result in isolating those elements, which are really faulty. One 
possibility which might help in this and therefore reduce the effect of invalid tests 
is to adapt the algorithm so that the accuser node is tested and then allowed to 
proceed with the diagnosis, only if it is found fault-free. Otherwise, its status as an 
accuser should be changed so that it will be the accused node, and its accusation 
must be confirmed by testing the node that has found it faulty (i.e., the new accuser) 
and so on. This suggestion is expected to lead to an algorithm having the same 
diagnosability measure as the PMC model.
3. The topological properties of the proposed H-graphs can be further investigated and 
compared with other graph networks, in a way that might be similar to Beivide 
et al [Beiv91], where a class of graph networks and a system atic procedure for 
constructing them are presented. It is interesting to note that, the graph networks 
proposed in this reference, can in fact be constructed in an easier way using Formula 
2.1, in this thesis, as undirected H (n ,2 ;b  — 1,6) graph networks, where n is the 
number of nodes and b =  \ y jn /2 \ .
4. In line with the objectives of the work presented in this thesis, which serve in 
reducing the gap between the theoretical results in the area of system level fault 
diagnosis and its applications in distributed systems, an experimental test bed can 
be built and used to implement the proposals made, and the results obtained. This 
step will certainly give new insights to the work and its results. A number of 
modifications and assumptions may be found necessary, and they may also need to 
be more specific, especially those regarding the execution of tests and the analysis 
of test results.
5. During the reply phase of the diagnosis process in modified algorithm SELF3 (chap­
ter 5), there are two types of messages (PASS and FAIL) used to convey test results. 
The message of type PASS means that the node being tested (the accused node) is 
fault-free. The message of type FAIL, on the other hand, could either mean that 
the accused node is faulty or that a tester has not been found. These two possibili­
ties are interpreted by the accuser as a confirmation for its accusation. The failure 
of the system to find a tester for the accused node may be caused by the system  
reaching or exceeding its diagnosability limit. We believe that it is important for
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the system to be capable of recognizing non-diagnosable situations and hence when 
it exceeds its diagnosability. An additional message (say, NO-TEST) can be added 
to the set of messages used during the reply phase to help the system in recognizing 
non-diagnosability. At this stage, it is desirable to increase the diagnosability of 
the system and therefore make it more capable of diagnosing the fault that it has 
just failed to diagnose.
6. We suggest two ways of increasing diagnosability, both requiring further investiga­
tion. Firstly, by adding extra links to the testing graph the diagnosability of the 
system can be increased (i.e., using a dynamic testing graph rather than a fixed 
one). Secondly, a testing graph of hierarchical structure can be implemented, and 
when a subset of nodes fail to diagnose a fault, the diagnosis task moves to a higher 
level in the hierarchy.
7. The modified algorithm SELF3 specifies a sequence of messages which occur fol­
lowing the accusation of a single faulty node. In the event of multiple faults the 
diagnosis algorithm produces an independent sequence of messages relating to each 
accusation made. In general, further accusation may be made on nodes which have 
already been accused. Such accusations are redundant and their removal would be 
the subject for further investigation.
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A ppendix A
S u rvey  o f  T h e P ro ced u res in  T h e Softw are
In chapter (4), it was mentioned that the software is composed of four modules. These are 
Input, Initialization, Simulation, and Output modules. The main function of each one of 
these modules was described in section 4.3. Each module is responsible of activating its 
sub-modules. The sub-modules are usually composed of a number of procedures, and each 
procedure is a unit, that carries out a specific task. The naming of these procedures as 
well as the variables are intended to be task descriptive and to make them self-apparent.
The main modules are activated and called by the main program to be executed in 
the sequence that was shown in Figure 4.2. In this Appendix, a structure chart of 
the main program and its four modules are presented. Most of the procedures in the 
software, which are identified by their programming names are summarized in terms 
of their operation tasks. Moreover, some selected procedures are described by their 
operational sequence charts.
A .l  The M ain Program
The function of the main program is to call the four modules for execution in sequence 
and then terminate the execution. Its structure chart is shown in Figure A .I.
A .2 T he Input M odule
The structure chart of this module is shown in Figure A.2. It calls the following proce­
dures;
A .2.1 : ch-gr-file and ch-fl-file
Each one of these procedures gives the user a choice either to let the input data (network 
and fault specification) to be read from a file, that is already prepared in the directory 
or for a new file to be created. If the first option is chosen then procedure ’ex-inp-file’ 




















Figure A .2 : Structure chart of the Input m od ule
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A .2.2 : lib$spawn
This procedure is called by ’cr-inp-file’ and by some other procedures. It is a utility  
routine in the VAX computer and it can be used for opening a subprocess and sending a 
command text to the VMS operating system, during the execution of the program, for 
editing a new file.
A .2.3 : formlist
The function of this procedure is to form a linked list of records for the system  nodes 
as well as a record for the bus, where the system is assumed to use a shared bus for 
communication. Each record is composed of a number of fields and most of these fields 
are initialized in this procedure even though some of them may be re-initialized later in 
the program.
A .2.4 : sortlinks, checklinks
In procedure ’sortlinks’, fields of each node record are provided with the information, 
that is assumed to be known by the node about the architecture of the system  in terms 
of testing assignments. For every node x , this information is collected from the network 
specification and sorted out in two separate fields. One of these fields is to contain the 
addresses of the nodes, that will test node x and the links through which these tests are 
conducted. The second field is to contain the addresses of the nodes that will be tested  
by node x  and the links through which the tests are conducted. Procedure ’sortlinks’ 
will call procedure ’checklinks’.
A .2.5 : lib$erase-page
This procedure, which is a utility routine in the VAX computer, is called by many other 
procedures in the package. Its function is to erase the screen and start with a cleared 
page on the screen in a V T /100 terminal.
A .3 Procedures Com m on to B oth  The In itialization and Sim ­
ulation M odules 
A .3.1 : random
The function of this procedure is to generate an integer random number, whose value 
lies between a given maximum and minimum numbers. This procedure may be used by 
the Initialization module if the queues are chosen to be initialized randomly, and in the
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Simulation module if a certain node passes the test and another test is to be scheduled 
at some random time in the future.
A .3.2 : enqueue
This procedure is also used by both the Initialization and the Simulation modules. Its 
main function is to put a message onto a certain queue. It calls some other procedures 
to perform some specific tasks. These procedures are :
(a) purge
Each time the number of messages in any queue reaches a specific value, this procedure 
is called in order to delete the messages, that have been assigned as completed. The 
completed message, is the one with both its Execution and Completion flags having the 
value COMP (see section 4.2.3). The continuous execution of this procedure prevents 
the risk of queues overflow.
(b) swap
Every time a message is to be enqueued and the relevant queue is not empty, this pro­
cedure is called. Its function is to arrange the messages on the queue according to their 
time stamps. This sequence is required because it will be followed by the simulator for 
the execution of messages.
(c) counters
Two message counters are used in this procedure, one is to count the number of all 
enqueued messages regardless of their type, while the other is only for diagnosis messages.
The operational sequence of procedure ’enqueue’ is shown in Figure A.3.
A .3.3 : dequeue
This procedure is used by the Simulation module. Its function is to take a message out 
of a queue mainly to be executed.
A .3.4 : sh-queue
This procedure is used to write into an output file a snapshot of what messages are 
contained in the queues as well as the simulated times (clocks) of all nodes. The procedure 
is called after the initialization of the queues in the Initialization module and after every 
execution of a message in the Simulation module, if the user wish to have all generated
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begin
Is th e  n u m b er  o f m e s s a g e s  \  ^  
in th e  q u e u e  >  1 0  ? /
n o
n o
c o u n t  =  1 ?
n o
Is th is a  d ia g n o s t ic  m e s s a g e  ?
e n d
y e s
in c rem en t th e  co u n t  
o f e n q u e u e d  m e s s a g e s
d ia g -m s g -c o u n t = 
d ia g -m s g -c o u n t+ 1
“purge"  
rem o v e  an y  
c o m p le te d  m e s s a g e
m s g -c o u n t  =  m s g -c o u n t+ 1
p la c e  th e  m e s s a g e  
on to  th e  q u eu e
"swap"
p la c e  th e  
m e s s a g e  in 
its right p la c e  
o n  th e  q u e u e  
a c co r d in g  to  
its tim e s ta m p
Figure A.3 : Operational sequence of procedure "enqueue"
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messages to be written into the file.
A .4 T he Initialization M odule
The structure chart of this module is shown in Figure A.4. It calls the following proce­
dures:
A .4.1 : randinit
This procedure can be chosen by the user as one of two alternatives to initialize the 
queues. When executed, it will result in generating a random number of test messages 
(messages of type TEST), and a random number of messages of type INFO. Both types 
of messages will have random time stamps and placed onto the queues randomly. It is 
quite possible, however, that the resulting initialization pattern will not be useful for 
simulating some given fault situations. As an alternative, any initialization pattern of 
messages can be provided when procedure ’userinit’ is used.
A .4.2 : userinit, ex-m sg-file, cr-msg-file
Selecting procedure ’userinit’ for initializing the queues will offer the user a choice between  
reading the initialization pattern from a file, where procedure ’ex-msg-file’ will be called 
or by creating a new file or altering an old file, where procedure ’cr-msg-file’ is called. 
In both cases, the system can be initialized with the messages, that are suitable for the 
simulation of the required fault situation.
A .4.3 : init-clock, tim e-to-stop , tim e-delays, output-choice
The functions of these procedures were described in sections 4.5.2 - 4.5.5.
A .5 T he Sim ulation M odule
It was mentioned in section 4.3 that this module is the most important and complex 
in the software, where both the simulation and diagnosis algorithms are employed. The 
structure chart and the operational sequence of this module are shown in Figures A.5 and 
A.6 respectively. There are number of procedures, that are common to many sub-modules 
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H as a  p ro cesso r  b een  se le c te d  ?
yesno T he s e le c te d  processor;  
is it th e b u s ?




y es /  All gen era ted  m e s s a g e s  
\  to  b e  listed ?
no
"trans_msg" 
p a s s  the m e s sa g e  
to  its destination
output a  m e s s a g e
'NO MORE MESSAGES 
TO PROCESS'
"proc-rslt-msg" 
p ro cess  the  
test result 
m e s sa g e
"proc_inter_msg" 
p r o c e s s  th e  
interrogation  
m e s s a g e
“proc_ndfl_msg" 
p r o cess  the  
n o d e  failure 
m e s sa g e
"proc_test-msg' 
p r o c e ss  the  
te s t m e s s a g e
"proc_infor_msg“ 
p r o c e ss  the  
information 
m e s s a g e
"sh_queue" 
print out all m e s s a g e s  
in an output file
“proc_accus_msg" 
p ro c ess  th e  
accu sa tion  
m e s s a g e
"select_next*
Apply the simulation algorithm and select 
the next processor to be simulated.
"dequeue"
g e t th e  next m e s s a g e  to b e  e xecu ted  
from th e  q u eu e  of th e s e le c te d  p ro cesso r
Figure A.6 : Operational sequence of the Simulation module
1 2 2
A.5.1 : Procedures Common to M any Sub-m odules
A .5.1.1 : term inate
This procedure is called by the Simulation module each time before a node is selected 
for simulation. Its function is to compare the simulated times(clocks) of all nodes with 
a specified termination time. Whenever a clock reaches this value, the program will 
terminate.
A .5 .1.2 : check-if-faulty
This procedure is called by many other procedures. Its function is to check through the 
list of faulty nodes or the list of faulty links, of a specific node in order to make sure that 
only fault-free elements are included in a specific process.
A .5.1.3 : sim ulated-tim e
In this procedure, the clock value of the node, that will be simulated next, is updated. 
The time stamp of the message to be processed by this node and the time required for 
processing are used in evaluating the updated value of the clock. This is performed as 
follows :
if  (time stamp  <  clock) then
clock :=  clock +  processing time 
else
clock :=  time stamp +  processing time 
A .5.1.4 : exam -flt-spec
This procedure is used to test the condition of a specific node by examining the fault 
specification of the system. The construction of these specification and the way they are 
provided to the simulator were described in section 4.4.2.
A .5 .1.5 : Interrogate
In this procedure, the node that is being simulated interrogates its fault-free testees about 
the condition of an accused node. The operational sequence of this procedure is shown 




nod e i fault-free
yes  /  has node i been  interrogated by 
\  the sim ulated nod e before ?
no
noy es
has the set T finished ?
yes  /  while executing this procedure;




g et nod e i
increment i
prepare an
interrogation m essa g e
"completed-msg"  
prepare the interrogation 
m e ssa g e  for deletion
''queue-fail-msg" 
sen d  a  m e ssa g e  of type FAIL to 
the tester of the sim ulated node
"enqueue" 
sen d  the interrogation 
m e ssa g e  to node i through 
the bus
"exam-fft-spec" 
m ake sure that n od e  i is fault-free 
according to the system  fault specification
set i : =  the first n od e  in se t  T, that has not been  
interrogated by the tester of the simulated node  
or by any other n od e  in this interrogation path
Figure A.7 : Operational sequence of procedure "interrogate"
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A .5 .1.6 : select-next
This procedure employs step(i) of the simulation algorithm described in section 4.2.2. 
The node, that will be simulated next, is determined by examining the values of the 
clocks for all the nodes and the earliest time stamp at each queue.
A .5 .1.7 : up-date-ndflr
In this procedure, the list of faulty nodes, of the node being simulated, is updated, where 
a node, that has been diagnosed as faulty, is included. Messages of type NDFL are also 
sent to the fault-free testers of the simulated node, where procedure ’broadcast-msg’ is 
being called, so that they can update their lists of faulty nodes too.
A .5.2 : Sub-m odules of The Simulation M odule
A .5.2.1 : proc-tst-m sg
The function of this procedure is to execute a test message. It has to differentiate between 
two possible versions of this message. One of these versions is a message, that is related 
to the testing schedule of the system. If this message is executed and the tested node is 
found faulty, an accusation message will be generated. In the second version, however, 
the test is conducted in response to an interrogation message and the test outcome has 
to be sent back regardless of its type as PASS or FAIL.
A .5.2.2 : proc-infor-msg
In this procedure, the simulated node has to update the time stamp of a message of type  
INFO and pass it to one of its fault-free testees. Whenever a message of this type exists 
in the system, it will continue circulating throughout its fault-free nodes as long as they 
are able to communicate and none of their clocks has reached the termination time.
A .5.2.3 : proc-inter-m sg
The function of this procedure is to execute an interrogation message (message of type 
QUES). When executing this procedure other procedures are called;
(a) if the node being simulated is a tester of the accused node then procedure ’queue-tst- 
m sg’ will be called,
(b) if the node being simulated is not a tester of the accused node, but it has some fault-
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free testees, that are not included in the set T, procedure ’interrogate’ will be called, 
and
(c) if the node being simulated neither satisfies (a) nor (b), then procedure ’queue-fail- 
m sg’ will be called, which will result in a message of type FAIL to be returned to the 
source of the interrogation message, which is currently being processed by the node.
A .5.2.4 : proc-accus-m sg
The function of this procedure is to execute an accusation message. In accordance with 
the diagnosis algorithm, the simulated node has to find its fault-free testees and then 
interrogate each one of them. To perform these functions procedures ’firstset’ and ’inter­
rogate’ are called respectively.
A .5.2.5 : proc-ndfl-msg
In this procedure, a message of type NDFL (to broadcast a node failure) is executed. 
The node being simulated is required to check its list of faulty nodes to make sure that 
the fault being broadcasted is not already included. Procedure ’check-if-updated’ will 
perform this task. The faulty node may then be added to the appropriate list and the 
message will be passed to the testers of the simulated node. When all fault-free nodes 
are informed about the fault (procedure ’all-nodes-informed’), a general data base will 
be updated (procedure ’up-date-simdb’) and the message will be damped to prevent its 
continuous circulation throughout the system.
A .5 .2.6 : proc-rslt-m sg
The function of this procedure is shown in its operational sequence in Figure A.8.
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Does the m essage \ y0g 
contain a result of V— 
a scheduled test ? /
FAIL PASS
the test result ?
Has the node being simulated sent any 
interrogation message(s) regarding the 
condition of the accused node
yes
no /  Has the node being simulated received any y6S
 \  interrogation message(s) regarding the r~
\  condition of the accused node ? /
Is ((message-received- 
count = 0) and 
(message-sent-count
yes
Is ((message-sent-count < =  1) or 
(message-sent-count > 1) and 
(test-result = PASS)) ?
yes
yes Is ((message-sent-count > 1) 





Schedule another test 
message at some time 
in the future
"queue-acc-msg" 
Queue an accusation 
message to start a 
diagnosis process of 
the suspected node
“completed-msg"
Prepare the message that 
has been processed for deletion
"delete-the-query“
Delete the copy of this message 
, which corresponds to the test 
result message being 
processed, from the queue of 
the node being simulated
"rot-rslt-msg"
Pass the test result to 
any node that has interrogated 
the node being simulated 
regarding the condition of 
the accused node
"up-date-lists" 
Beceause the node 
being simulated is 
the first tester; 
update the list of 
faulty nodes if the 
test result is FAIL, 
and the list of faulty 
links if the test 
result is PASS
Figure A.8 : Operational sequence of procedure "proc-rslt-msg"
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A.6 T h e  O u tp u t  M o du le
The structure chart of the Output module is shown in-Figure A .9. It calls the following 
procedures;
A .6 .1  : o u t-su m m a ry
This procedure prints out, both on the screen and into an output file the counts of 
generated messages and times required for diagnosis.
A .6 .2  : o u t-m sg -c o u n ts
This procedure prepare statistics about the number of messages enqueued at every queue 
in terms of their numbers, types, and tim e stamps.
A .6 .2 : o u t-for-grap h
This procedure prints out a table, which contains information about all enqueued m es­
sages. The table is divided into a number of groups and each group includes a number of 
messages. In the group, a message is defined by the address of the node on which it was 
enqueued and by its tim e stamp. The data in this table can be represented by a plot, 













Figure A.9 : Structure chart of th e  O utput m o d u le
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