Abstract-Digital ultrasound probes integrate the analog front end in the housing of the probe handle and provide a digital interface instead of requiring an expensive coaxial cable harness to connect. Current digital probes target the portable market and perform the bulk of the processing (beamforming) on the probe, which enables the probe to be connected to commodity devices, such as tablets or smartphones, running an ultrasound app to display the image and control the probe. Thermal constraints limit the number of front-end channels as well as the complexity of the processing. This prevents current digital probes to support advanced modalities, such as vector flow or elastography, requiring high-frame-rate imaging. In this paper, we present LIGHT-PROBE, a digital ultrasound probe, which integrates a 64-channel 100-V pp TX/RX front end, including analog-to-digital conversion (up to 32.5 MS/s at 12 bit), and is equipped with an optical highspeed link (26.4 Gb/s) providing sustainable raw samples access to all the channels, which allows the processing to be performed on the connected device without thermal power constraints. By connecting the probe to a graphics processing unit-equipped PC, we demonstrate the flexibility of software-defined B-mode imaging using conventional and ultrafast methods. We achieve plane-wave and synthetic aperture imaging with frame rates from 30 up to 500 Hz consuming between 5.6 and 10.7 W. By using a combination of power and thermal management techniques, we demonstrate that the probe can remain within operating temperature limits even without active cooling, while never having to turn the probe off for cooling, hence providing a consistent quality of service for the operator.
I. INTRODUCTION
T RADITIONAL ultrasound imaging system operates with a passive transducer probe, where the piezoelements in the probe are connected directly over an analog coaxial cable harness to a backend system. The backend system contains the analog front end to send ultrasound pulses and to receive echos, as well as the digital processing unit to compute the output image.
Today, two trends in ultrasound system design can be observed. The first system trend is toward software-defined ultrasound imaging, where the entire signal processing is performed in software [1] . In the past, general processing units did not provide enough computing power, and custom hardware solutions were required to compute the image from the raw probe signals. Today, the image formation is increasingly performed in software on graphics processing units (GPUs) [2] - [4] and multicore processors [5] - [7] . These new system architectures have not only enabled new imaging modalities (ultrafast imaging [8] , [9] , vector flow imaging [10] , [11] , and elastography [12] ) but have also reduced system cost, as no ultrasound-specific hardware is needed for processing. The Aixplorer (Supersonic Imaging) and the DiPhAS (Fraunhofer IBMT) are the two examples of such software-defined systems. Both systems adopt the ultrafast system architecture paradigm [8] , [13] , which proposes that the raw digitized data should be directly sent to a GPU for processing. The required highbandwidth link to transfer raw data from the analog-to-digital converters (ADCs) into the memory of the GPU is one of the main challenges for software-defined systems: a 256-channel system sampling all channels simultaneously with 12 b and 30 MS/s produces raw data at a rate of almost 100 Gb/s.
The second system trend is toward digital ultrasound probes. These probes no longer need an expensive and bulky analog cable to connect but provide a wired or wireless digital interface, such as USB or Wi-Fi, to connect to a commodity device, such as a smartphone, tablet, or PC, which runs an ultrasound software application to control the probe and to display the image. To provide this connectivity, the digital probe embeds the analog front end in the probe housing and performs at least part if not all of the digital processing on the probe [14] - [16] . On-probe processing is inevitable as already a 16-channel probe sampling with 12 b at 30 MS/s produces data at a rate of 5.8 Gb/s, which already exceeds what standard links, such as USB 2.0 (max. 0.48 Gb/s), USB 3.0: (5 Gb/s), or Wi-Fi 802.11n (max. 0.6 Gb/s), can provide.
Digital probes connected to a smartphone or tablet running an ultrasound app are widely used to build portable systems, such as the MobiUS PE System (MobiSante, Redmond, WA, USA), the Philips Visiq & Lumify (Philips Healthcare, Amsterdam, The Netherlands) [16] , [17] , the Clarius Handheld Wireless Scanners (Clarius, Burnaby, BC, Canada) [18] , or the iQ (Butterfly Network, Guilford, CT, USA). While these digital probes already provide good imaging quality for standard B-mode, they do not (yet) support the more demanding modalities, such as ultrafast imaging, vector flow, or elastography.
The main reason for this is that the digital probes are thermally limited devices [15] , meaning that the amount of power that can be dissipated within the probe is limited, 0885 -3010 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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as otherwise, the probe would become too hot. The surface temperature of a device in direct contact with the patient must be kept below 43 • C in order to comply with medical safety regulations (IEC 60601-1 [19] ). This thermal limitation restricts the number of receive channels and the complexity of the processing feasible to implement on a digital probe. Even though the power consumption per receive channel has decreased significantly in the past years, from 100 mW down to 40 mW [20] , [21] , a 64-channel probe still consumes 2.6 W in the receive path alone. Thus, the digital probes typically operate with no more than 16 receive channels (amplifier, ADC) and use time-multiplexing [14] or analog prebeamforming [22] to support larger transducer arrays and to have enough thermal budget left for on-probe processing. However, to support ultrafast modalities, all transducer channels should be sampled simultaneously and more complex processing is required. Fitting both into the thermal budget of a probe cannot be easily achieved.
To resolve these issues, we propose a novel ultrasound system architecture, which relies on an ultrafast digital probe that samples all channels simultaneously and uses a high-speed digital link to transfer the raw channel data to an off-the-shelf PC subsystem, where the processing is performed without thermal power constraints.
This architecture combines the flexibility of softwaredefined systems and the cost efficiency of digital probes. We expect such an architecture to come with significant cost savings, as it requires only a minimal amount of ultrasoundspecific hardware, i.e., just the probe and a refurbished housing for the PC with a console keyboard. Also, the expensive coaxial analog cable harness is no longer needed, which itself has a significant contribution to the price of the system. While it has been demonstrated that tablets and smartphones [23] could provide sufficient computing power on their embedded GPUs for software beamforming, these devices today not yet provided sufficient external I/O bandwidth to sustainably receive the raw data. We, therefore, focus on a PC-based processing system for the time being.
The challenge to build an ultrafast digital probe is to include a high number of front-end channels (64 or more) and a high-speed (>10 Gb/s) link into the probe within thermal limits.
In this work, we demonstrate with a fully functional ultrafast digital probe prototype (LIGHTPROBE) that this challenge can be addressed by combining the following three approaches elaborated in detail in Section II. First, we equip the probe with a fiber optical link to provide sufficient link bandwidth (>25 Gb/s). Second, we reduce the average power consumption for normal B-mode imaging by exploiting the ultrafast imaging capabilities of the probe. Third, we develop a thermal management solution that enables high-performance operation modes with a power consumption exceeding the passive cooling capabilities of the probe. Part of this work builds on a concept we initially presented in [24] and the ULTRALIGHT system we described in [25] , where we have shown a first overview of this work and focused on how a complete imaging system can be built using LIGHTPROBE and a standard PC equipped with a GPU.
In this paper, we focus on the probe (LIGHTPROBE), provide hardware details, perform extensive quality and performance evaluation on different imaging methods, and introduce the thermal management needed to safely operate such a device. The contributions of this work are as follows.
1) A hand-held transducer probe hardware prototype integrating an entire 64-channel ultrasound front end, and that is equipped with an optical high-speed link (26.4 Gb/s) to connect to a PC for software-defined ultrasound imaging. 2) We demonstrate that, even with only passive cooling, a digital probe can support continuous plane-wave imaging with a frame rate of 47 Hz indefinitely. 3) We also demonstrate how high-frame-rate (HFR) imaging (200-500 frames/s) can be safely supported in a digital probe, despite high peak power consumption (10.7 W) and high link bandwidth requirements (15.36 Gb/s). Next, we elaborate the main design decisions (see Section II) before we outline the system architecture (see Section III) and implementation (see Section IV). We show extensive measurements (see Sections VI) to demonstrate that our system works, produces good images, and does not overheat; finally, we discuss our results (see Section VII) and close with conclusions.
II. DESIGNING AN ULTRAFAST PROBE

A. Avoid Heat From Processing
HFR imaging is extremely compute intensive. Reference [9] estimates that several tera floating point operations per second (TFLOP/s) are required for gray-scale compounded planewave ultrafast imaging. The first problem to solve when designing a digital probe for ultrafast imaging is to move the power-hungry processing from the probe into the PC, where there are no thermal power constraints. Current state-of-theart GPUs, such as the Nvidia Tesla V100, provide sufficient processing power (15 TFLOP/s) and I/O bandwidth (1.2 Tb/s) for this task.
This, however, requires the digital raw data from all channels to transfer from the probe to the PC. A 64-channel probe sampling with 12 b at 32.5 MS/s produces a data stream of 24.96 Gb/s. This rate is not yet supported with current common interfaces, such as USB 3.1 (10 Gb/s) and USB 3.2 (20 Gb/s). USB Type C allows simplex data rates up to 4 × 10 Gb/s, along with an auxiliary USB 2.0 and supply power. However, currently available copper-based USB Type C cables providing these rates are restricted to less than 1-m length, which would make the handling of the probe uncomfortable for the user.
Higher data rate is possible with optical links, which can be easily scaled to even higher data rates to support even more channels. Optical links also impose no practical limits on the length. Optical point-to-point links providing 40 Gb/s or even 100 Gb/s are widely used in data centers today, as they provide a higher throughput at lower energy consumption compared to copper-based solutions [26] . We thus decided to equip our probe with a link based on the quad small form-factor Fig. 1 . Ultrasound front-end power consumption for B-mode imaging at 25 Hz. Conventional imaging may use the whole frame time period to scan the entire FoV. Ultrafast methods capture the entire FoV with much fewer shots. This drastically reduces the required energy to capture a frame, as less energy-intensive transmissions are required and the front end can be powered down for a large share of the time.
pluggable (QSFP) standard, which allows data rates of up to 40 Gb/s over an optical fiber, requires as little as 1 W, and is readily available at low cost (U.S. $100-200).
Being able to stream raw data from the probe also allows buffering entire acquisitions sequences (several gigabytes) for offline processing, as high-bandwidth high-capacity memory is easily provided in the connecting PC system. Providing this buffering in the space and power constraints of the probe is not easily possible. Offline processing is interesting for applications, where real-time output is not needed, i.e., for vector flow imaging, where the output can be computed offline, before a slow-motion playback is provided to the operator.
B. Exploit Ultrafast Imaging to Reduce Energy Consumption
Plane-wave imaging allows to obtain a comparable B-mode image [27] with much fewer shots than what is required for conventional line-by-line imaging. Reference [28] reports that a good image can already be produced with 21 plane waves. Considering plane-wave imaging with a pulse repetition frequency (PRF) of 5 kHz, a complete frame can be captured in a short pulse burst taking only 4.2 ms. Assuming a target frame rate of 25 Hz, the front end can be turned off for almost 90% of the time. Line-by-line imaging requires many more shots to sequentially scan the entire field of view (FoV). As this scanning process may take as long as the entire frame period, the front end may not be turned off. As shown in Fig. 1 , performing B-mode imaging with plane-wave isonification allows to significantly reduce the average front-end power consumption. This relaxes the thermal budget of the probe and allows placing more channels in the digital probe. To materialize these power savings, the front-end hardware of the probe must support power down modes with fast transition times and low power sleep states. Our probe is optimized for this (see Section IV-B) and equipped with a dynamic power management system (see Section V-A), which activates the best possible power mode at all times. The achieved energy savings and quality impact will be quantified in Section VII.
C. Boost Mode for High-Frame-Rate Imaging
Performing normal rate B-mode imaging with ultrafast methods has allowed us to reduce the average power consumption of the front end sufficiently to equip the probe with a front end that allows simultaneous sampling of all System block diagram of an ultrasound imaging system using the LIGHTPROBE. The LIGHTPROBE connects to a host system over a unidirectional digital optical link. Control (USB 2.0) and power (max. 15 W) are provided over a single USB Type C. The PC is equipped with an adapter to move the raw data received over the optical link into the main memory.
transducer channels. This enables HFR imaging required for vector flow or elastography. However, operating the probe continuously in HFR imaging will result in a power consumption, which no longer allows to keep the probe's surface temperature within regulatory requirements with passive cooling only. On the other hand, many HFR applications not necessarily require continuous operation. A vector flow slow motion video or elastography map only requires a brief acquisition sequence taking no longer than a few seconds to capture. One option is to operate the probe in a dual-mode operation, where the probe is operated by default in normal-rate B-mode imaging. With this mode, the right position of the probe can be found before activating an advanced mode requiring HFR imaging. By dynamically controlling the imaging parameters (e.g., frame rate) of the normal mode, the probe can be kept at a temperature, which allows that the HFR boost mode (BM) to be activated for a certain duration and periodicity indefinitely, without ever having to turn the system off for cooling.
III. SYSTEM ARCHITECTURE
The system architecture of our software-defined imaging system using a digital probe is shown in Fig. 2 . It consists of the LIGHTPROBE connected to a host PC. While the probe is mainly responsible for the raw signal acquisition, including the ultrasound isonification, analog-to-digital conversion, and data transmission, the host PC runs the ultrasound imaging application, which controls the probe and performs the processing. Table I summarizes the hardware specifications of the probe: The probe integrates the piezoelectric transducer array along with a 64-channel ultrasound front end. It features a field-programmable gate array (FPGA) for control, data aggregation, and processing, as well as multiple communication interfaces and a power supply module. The probe connects to the host PC over a unidirectional optical link for raw data transfer and a USB Type C cable to provide power (max. 15 W) and a communication channel to control the probe. On the PC, an adapter card provides the optical link connector.
The probe could also be connected to portable devices, such as tablets or smartphones, by using the USB connector or the integrated WLAN module. For these cases, the required data bandwidth on the digital link has to be reduced with on-probe processing, which is not discussed in this work. 
IV. LIGHTPROBE DESIGN
The main goal when designing LIGHTPROBE was to realize a probe that could be considered truly handheld. To achieve a very compact design, the LIGHTPROBE is implemented with a specially designed PCB stack (see Fig. 3 ). The stack has a size of 220 × 25 × 45 mm 3 and consists of two 32-channel TX boards, a high-voltage supply module, an interface board, and a motherboard. The latter carries an FPGA module and provides the RX stage and the optical connectors. Sections IV-A-IV-C describe the different subsystems of the probe in detail.
A. Ultrasound Transducer Array
The LIGHTPROBE is currently equipped with a custom 64-element 4 MHz linear phased-array transducer fabricated by Fraunhofer IBMT, Sulzbach, Germany. For details about the transducer, see [25] . Since the transducer is connected to the front end with a plug, it can be easily replaced. We support transducer arrays with up to 64 elements without the need for multiplexing. To support transducers with up to 256 elements, the PCB stack could easily be extended with a 4:1 multiplexer board.
B. Ultrasound Front End
The ultrasound front end (see Fig. 2 ) supports 64 channels and is built from discrete components. It contains the hardware to emit ultrasonic pulses, as well as to amplify and digitize the received echoes. The pulse waveforms are generated by a TX-beamformer (TXBF) and converted to high-voltage signals required to excite the piezoelectric transducer elements by an HV-pulser. On the receive path, a TX/RX-switch (T/R) blocks the high-voltage pulses to protect the sensitive analog receive front end (AFE), which contains the amplifiers and the ADCs. The components for the front end are chosen to provide low power consumption, good and fast power down modes, and to enable a compact implementation.
For the TX pulser, an integrated 8-channel chip (HV7350, Microchip) is used, which employs a special direct-coupling topology for the gate drivers such that no additional supplies besides the positive and negative transmit voltage (±50 V) and a control supply are required to power the drivers. Leakage currents through the high-voltage MOSFETs can significantly contribute to the heat generation, as even small currents may cause a large dissipation due to the large current drop (100 V). We chose this chip due to its fast (<500 µs) power down mode, reducing the MOSFET leakage below 10 µA (<1 mW). Dedicated 8-channel TXBF chips (LM96570, TI) are used that create the pulser MOSFET control signals. The TXBF supports per-channel configurable bipolar pulse sequences with a frequency of 0.625-20 MHz over a delay range of 102.4 µs with a resolution of 780 ps. Using TXBF chips does not allow completely arbitrary waveform generation but simplifies the transmit path design compared to implementing the TXBF on the FPGA, which would require more I/O pins on the FPGA and more PCB routing space to connect all HV MOSFET switch signals to the FPGA. To support 64 channels, eight TXBF and pulser chips are placed on two 32-channel TX boards plugged to the motherboard from both sides.
The RX stage digitizes the received echoes. The ultrasound echoes cover a large dynamic range of over 100 dB due to the attenuation of the acoustic pulse, as it is traveling through tissue. In practice, the full dynamic range is not needed all time and an ADC with lower dynamic range can be used in combination with a variable gain amplifier (VGA), which adjusts its amplification over time while capturing data. We selected an integrated analog receive front-end (AFE) chip (AFE5851, TI), which provides both a VGA (−5 to 31 dB) and an ADC (12 b up to 32.5 MS/s). The variable gain amplification profile is digitally programmed and its playback is triggered by the FPGA. The chip supports 16 channels at a very low power consumption of just 39 mW per channel. To achieve this power efficiency, two channels share a 65-MS/s ADC in a time-multiplexed manner, which results in a half-sample period time-offset between the odd and even channels. This offset is compensated in the FPGA on the probe, such that the connecting system receives fully aligned samples. We selected this component due to its low active power consumption and because it supports two power-down modes (64 and 5 mW per chip), which can be left very quickly (<50 and <200 µs). Four AFE chips are used to provide 64 channels.
The AFE inputs are protected from the HV TX pulses with eight 8-channel T/R switches (TX810, TI) that clamp the input signal. The digital samples from the AFE are transferred to the FPGA (6.24 Gb/s per AFE chip) over a high-speed serial interface. All front-end chips are kept in synchronization with the required reference clocks and configured over a serial peripheral interface (SPI) bus operating with up to 75 Mb/s. A custom hardware SPI accelerator in the FPGA enables fast reconfiguration of the TX delays in the TXBFs between shots.
C. FPGA Subsystem
The FPGA aggregates the data from the ADCs and implements the high-speed link to the host system. A microprocessor instantiated on the FPGA runs the firmware to communicate with the host system and to control the probe.
The FPGA is provided on a compact (4×5 cm 2 ) commercial module (TE0712, Trenz Electronics). It features a Xilinx Artix-7 FPGA (XC7A200T-2FBG484C) with four 6.6-Gb/s transceivers to connect the optical interface. The module has 8 Gb of DDR3 memory and 256-Mb Quad-SPI Flash for configuration and operation. The chosen FPGA has plenty of spare resources to implement on-probe buffering or processing LIGHTPROBE FPGA top-level diagram. It features the control infrastructure (top half) and the receive data path (bottom half). The control infrastructure is built around a soft microcontroller (MicroBlaze) equipped with the required peripherals. A hardware finite-state machine (LP FSM) orchestrates the overall signal acquisition by sending the required synchronization signals (TX-, TGC-, and RX-trigger) with precise timing. The main data path contains the AFE interface (AFE Link), which produces per acquisition a raw data packet containing the samples of all channels. The data packet may be processed in the processing domain on the probe, before it is forwarded to the optical interface block (Aurora Link).
to connect as well with portable devices. We selected this module to speed up the implementation time of our probe and give us flexibility for future on-probe processing. Thus, it is not particularly optimized for low power consumption.
The FPGA design (see Fig. 4 ) contains a Xilinx MicroBlaze soft-core microcontroller with 256-kB memory equipped with the required peripherals (timer, interrupt controller, and I/O peripherals). A custom hardware finite-state machine (LP FSM) is used to orchestrate the overall ultrasound acquisition depending on the settings requested by the connecting system. This state machine allows precise PRF control and assures that the right number of samples are captured and that the acquisition is in synchronization with the transmit pulse and the TCG profile.
The receive data path on the FPGA from the AFE interface to the optical link contains three stages. First AFE Link abstracts the high-speed data streams from the AFEs and interacts with the LP FSM to produce a data packet, which contains the raw samples from all channels over a configurable time-period properly aligned to the transmit event. Second, the packet is forwarded to the processing domain, where any potential preprocessing block can easily be instantiated and connected. Even though we postulate and allow a complete software-defined system architecture, we still allow to perform hardware preprocessing in the FPGA on the probe. In the current design, we placed a delay adjustment (DelAdj) block that applies an f s /2 delay filter to the odd channels to compensate for the time-interleaved sampling of odd and even channels of our AFE chip. Additional processing blocks can be easily added. Third, the processed packet is forwarded to the Aurora Link which sends it to the PC using the Xilinx Aurora 8b/10b protocol taking care of dc-free coding and link synchronization. Due to the coding loss, only 80% of the link bandwidth is used for payload data. On the PC, the packet is received and its content is written into main memory using a direct-memory-access transfer. A shot is a TX event followed by an RX phase. Right: dynamic power management. If the idle period (t idle ) between two bursts is long enough for a power state transition (yellow and blue), the corresponding power mode is activated to reduce the power dissipation during the idle period.
The maximal data rate of our optical link is 26.4 Gb/s given by the maximal transducer speed of the FPGA transceivers (4 × 6.6 Gb/s). Given our 4-MHz transducer, we operate the ADCs with a 20 MS/s sampling rate, producing a peak data rate of only 15.36 Gb/s. Considering coding loss and protocol overhead, the link is run at reduced speed (6.25 GHz), providing a raw bandwidth of 25 Gb/s over the four fibers in our cable.
The current design barely utilizes the FPGA (logic slices and DSP <30%). Plenty of spare resources are available to extend the data pipeline with additional processing.
V. SYSTEM OPERATION AND FIRMWARE
The LIGHTPROBE provides a flexible model to program acquisition sequences [see Fig. 5 (left) ]. The basic building block of a sequence is a shot. A shot contains the transmit event, i.e., the emission of an ultrasound wave, followed by the receive phase, i.e., the period during which the echoes are captured. A TX profile defines the parameters (delays and pulse shape) of the emitted wave. Multiple shots can be combined to a burst. Within a burst, every shot can use a different TX profile.
Since changing the TX profile requires to reconfigure the TXBF chips, a brief reconfiguration phase is inserted. Depending on the triggering settings, shots, burst, or multiple bursts can be launched with a single trigger command issued by the ultrasound application running on the host PC. Upon receiving a trigger signal, LIGHTPROBE emits the ultrasonic pulses, captures the echoes, and sends the data to the host.
A. Dynamic Power Management
As elaborated in Section II, fast and good power down modes are required to benefit from the power savings possible by imaging strategies that allow duty cycling of the front end.
To keep the probe as cool as possible, all unneeded modules must be prevented from generating heat. In a complex system as the LIGHTPROBE, where individual supplies can be turned off and many chips support many different power modes, the size of the combined state space of feasible system power states explodes. We selected the most useful in terms of transition time and the power savings they provide: 1) Ready (RDY): The entire front end is powered up, the RX path is sampling, and the TX path is ready to emit pulses. The probe has to be in this state to acquire raw data.
2) Power Down (PDN):
The front-end power supplies are shut down. Recover operation from this mode takes 350 ms due to the time required to recharge the supply domains.
3) Receive Power Down (RX-PDN):
The power supplies remain on, but the TR switches, the TX pulsers, and the AFE are put in power down, which also disables the AFE-FPGA link. Recovering from this mode requires to resynchronize the AFE-FPGA links, which takes 25 ms.
4) Receive Standby (RX-STBY):
The TR switches, the TX pulsers, as well as the ADCs are in standby. The AFE-FPGA link is only partially powered down to keep the synchronization, which enables to resume operation in only 600 µs. The dynamic power management, which is part of the firmware, automatically activates the power down state with the highest possible power savings to keep the average power consumption as low as possible [see Fig. 5 (right) ]. To do this, it first computes the length of the idle period (t idle ) between two bursts from the current imaging settings (FPS, PRF, and RX period) and then selects the best possible power mode to enter given its transition time and overhead. The selected mode is activated immediately after the last receive phase of the burst. A timer is set to schedule the wakeup, such that the probe will be back in RDY shortly before the next shot starts.
B. Dynamic Thermal Management
Digital ultrasound probes, like other devices embedding active electronics, are thermally limited systems, which means for some operating modes, they can produce more heat than can be dissipated. Continued operation within these operating modes can cause the device to heat up to a point where it exceeds prescribed thermal limits for safe operation.
Some ultrasound probes use active cooling. Air cooling is not a viable option, since air inlets and moving rotors would impede proper disinfection of the probe. One solution is to use fluid cooling through the cable, which has been implemented in probes for 3-D imaging [29] . Passive cooling is the only option to keep complexity and cost within reasonable bounds.
Relying on passive cooling requires the average dissipated power to stay below a certain level to assure that the surface temperature never exceeds 43 • C to comply with medical safety regulations (IEC 60601-1). One way to ensure this is to restrict the probe to modes, which when operated continuously in worst case conditions (high ambient temperature) never heat the probe beyond 43 • C. This puts overly strict restrictions on the system, as it is seldom in worst case conditions, and some modes do not need to be operated continuously. Another approach is to adapt the operation mode (or its parameter) depending on the current temperature of the probe.
The firmware of LIGHTPROBE features a dynamic thermal management to enable this kind of thermal aware operation. The probe is equipped with multiple temperature sensors that are used as an input for our thermal control algorithms. As highlighted in Fig. 3 , temperature sensors are placed at critical locations close to all major heat sources, which are the FPGA, the optical transceiver, the AFE chips, the TX pulsers, and the HV supplies. For each temperature sensor, we define a maximal tolerable value T max,i , such that when reached, the outside surface temperature does not exceed regulatory limits. We define the thermal margin T m as the minimal margin over all sensors. The firmware computes T m every second:
The milled aluminum housing of the LIGHTPROBE (see Fig. 3 ) features thermal contact areas to the FPGA and PCB stack to ease heat spreading and provides sufficient heat capacity to temporarily sink the heat during high-performance modes without increasing the surface temperature significantly.
In this work, we implemented two thermal controllers. 1) First, a thermal-aware-performance (TAP) controller that adapts imaging settings (the frame rate in this work) to keep the probe below a given temperature. 2) Second, a Boost-Mode (BM) controller that allows dualmode operation of a continuously operable default mode (B-mode) and a boost mode (2 s of 210-Hz imaging) with a power consumption exceeding the sustainable cooling capabilities. The boost mode can be activated ondemand with a defined periodicity (every 5 s) to provide a consistent Quality of Service (QoS). The first controller (TAP) sets the frame rate depending on T m by inserting a delay d th (T m ) between the triggering of the bursts. The dynamic power management (Section V-A) takes care of activating the best power down mode between bursts. Designing the controller response d th (T m ) is not straightforward, as the controlled variable, i.e., the temperature, reacts with a delay to control inputs, i.e., framerate changes. Controlling a system with a delayed response using a standard P(ID)-controller is susceptible to instability. Instability can be avoided by setting the slope of the linear control response very flat. However, the slope cannot be set arbitrarily flat, as at a certain temperature, a specific frame rate is required to avoid the system from overheating. In our case, controller and thermal stability were not achievable with a linear control response. We thus designed d th (T m ) as a one-sided quadratic function (see Fig. 6 ), which has a low response when sufficient thermal margin is available (stability) and a progressive response on decreasing thermal margin (overheating avoidance)
If the probe is cool enough (T m > τ = 10 • C), the thermal management does not interfere and the probe runs at the configured frame rate. For smooth frame-rate changes and to remove sensor noise, a first-order IIR low-pass filter is applied Fig. 7 . Test system of the LIGHTPROBE in operation connected to the PC. See [25] for more details about the test system. to d th . Currently, TAP only sets the frame rate. Other settings could be controlled as well. We use this controller to provide normal B-mode imaging at best possible performance (frame rate) in all temperature conditions.
The second controller (boost-mode) uses a TAP controller with a modified set point (τ set to 15 • C) to let the probe cool down during default mode in order to build up additional thermal margin for the boost-mode. An LED informs the user when the system is thermally ready (T m > T m,bst rdy = 10 • C) to switch to the boost-mode. The user can do so by pressing a button on the probe. By choosing the set point of the default mode (using τ ) and the thermal margin for activation (T m,bst rdy ) properly depending on the heat output of the boostmode, it can be ensured that the boost-mode can be activated with a lower bounded duty cycle, without ever overheating the system. Fig. 7 shows the overall test system. For details about the PC system, see [25] . In order to assess the imaging quality of the LIGHTPROBE, we implemented several imaging strategies (both conventional and ultrafast) and quantified the achieved contrast and resolution. For the resolution and contrast measurements, a CIRS 054GS phantom (0.5 dB/cm·MHz) is used. If not stated otherwise, a 4-MHz 2 period [+1, −1, +1, −1] transmit pulse is used. All channels were sampled with a sampling frequency of 20 MHz and the RF data were processed offline.
VI. METHODS
A. Imaging Quality Assessment (Resolution, Contrast)
For all strategies, the following processing steps were performed. The raw RF data were bandpass filtered and converted into analytical signals. Dynamic receive beamforming was performed on a polar grid with a dynamic Hanning apodization. After beamforming, we performed 2-D scan-line interpolation, envelop extraction, and scan-conversion. The quality metrics were extracted and the images were log-compressed for displaying. The following imaging strategies were evaluated.
TXF1: Conventional line-by-line imaging with dynamic receive focusing on 91 scan lines (0.86°spacing and 78°FoV) and a fixed transmit focus at 5 cm. TXF2: The same as TXF1 but with sequential multizone transmit focusing to 5 and 10 cm. The scan lines Fig. 8 . Imaging quality of the LIGHTPROBE for different transmit strategies. For each strategy, the lateral (axial) −6-dB point spread is measured at multiple depths (red circles), as well as the CR and CNR of an anechoic region. For the lateral resolution, we report the average angle spread for the points at 2-9-cm depth. The resolution profile shows the theoretical system FWHM resolution (red line) in degrees φ th . For each strategy, the number of required acquisition per frame (shots) is listed. The resolution images are shown with 50-dB dynamic range and the contrast images with 40 dB.
from the two acquisitions with different transmit focuses were linearly blended along the depth. STA64: Synthetic transmit aperture imaging [30] with 64 sequential single-element isonifications. 64 lowresolution images were coherently summed to one high-resolution image (HRS) before envelop extraction.
PW31: Coherent-compounded plane-wave imaging using 31 waves with angles from −15 • to +15 • with 1 • increments. VS13: Synthetic aperture imaging with 13 virtual sources [31] , [32] placed behind the transducer on a 90 • 6.3-mm radius arc. The 13 LRS images were coherently combined.
VS13-CE:
The same as VS13, but extended with coded excitation [33] , [34] using two 48 bipolar pulse sequences emitted with 8.88 MHz. The two acquisitions were decoded and combined before fed to the normal processing pipeline. For every strategy, we quantify the resolution at different depths with the full-width at half-maximum (FWHM) of the vertical point targets in the phantom. The theoretical FWHM in degrees of the system assuming full use of the aperture for transmit and receive is according to [35] φ th = 1.206λ/a · 360/2π = 2.11 • with a the transducer aperture size (1.26 cm) and λ the wavelength (0.385 mm). Contrast is quantified using the anechoic cylinders in the phantom using the contrast ratio (CR) [35] and the contrast-to-noise ratio (CNR) [36] 
with µ the mean and σ 2 the variance of the B-mode image within and around the cyst. The signal-to-noise ratio (SNR) as a function of depth is computed along the center line in the B-mode picture before log-compression using mean and standard deviation values obtained from 100 consecutively captured images of a CIRS 040GSE phantom using VS13
B. PRF, Frame Rate, and Power Measurements
The maximal achievable PRF is physically limited by the time it takes for the acoustic pulse to reach the desired imaging depth and for the echoes to return back to the transducer. In a real system, the achievable PRF is further limited by configuration overheads between acquisitions and the datasinking capabilities of the receive path. Since the digital link of LIGHTPROBE allows to continuously stream the received data off the probe, we can operate the system perpetually with a very high PRF as opposed to systems, which have to periodically stall their operation to deplete internal buffers over a low-rate link.
For the power and PRF measurements, we configured the probe to take 2048 samples per shot, which takes 102.4 µs with a sampling rate of 20 MHz. Thus, a maximum PRF of 9.8 kHz can be reached in theory. To measure the consumed power, the probe was supplied with a Keysight N6705B DC Power Analyzer instead of using the USB port of the PC.
C. Thermal Control
Both thermal-aware controllers were implemented and executed on the LIGHTPROBE, while the power consumption and achieved frame rate were captured. Profiling starts from a cool system (21 • C ambient temperature). The probe was configured for the PW31 imaging scheme with the 31 acquisitions performed in 6.5-kHz PRF burst. To obtain more conservative results, we chose PW31 over VS13, as it requires more shots per frame compared to the powered-optimized VS13 operating with 13 shots only. For normal B-mode imaging, the freerunning frame rate is set to 210 Hz. The thermal controller will reduce the frame rate to a steady-state value that is thermally sustainable. This high free-running frame rate is chosen to force reasonably fast convergence to the steady-state value. The boost-mode is configured as a 2-s period of acquiring PW31 frames at a rate of 210 Hz. This setting is reasonable to capture a flow sequence, which can be replayed at a lower frame rate. Controller input and output variables are extracted over a debug interface. Fig. 8 shows the imaging output for all strategies. We show a wide-angle image of the CIRS phantom down to 9 cm with the vertical point targets aligned on the center axis of the transducer. The lateral (axial) resolution is quantified for every point target by measuring the FWHM in degrees. We plot the depth resolution profile and report the average resolution over the depth of 2-9 cm.
VII. RESULTS
A. Imaging Quality Assessment
The system resolution is almost perfectly achieved for STA64 and PW31 over the entire depth, which is expected for these strategies. For TXF1 and TXF2, this is the only case at their transmit focal depths (5 and 10 cm), which is expected as well. VS13 achieves a slightly worse resolution, but also needs, by far, the least amount of shots to obtain an image. The coded excitation in VS13 impairs the resolution only marginally.
For contrast, we show the image section around the anechoic cylinder at 4-cm depth and report the CR and CNR using the regions indicated in the image. As expected, STA64 provides a poor contrast (CNR: 3.42 dB) due to the little amount of acoustic energy emitted into the tissue by using only a single transducer element for transmission. Using all elements for transmit yields a better CNR for the other synthetic aperturebased methods PW31 and VS13 (CNR: 6.86 and 7.03 dB). As expected, the best contrast is achieved with conventional sequential scanning (TXF1 and TXF2), which uses transmit focusing (CNR: 7.60 and 7.58 dB). Coded excitation boosts the penetration depth and increases the VS13 contrast at 4-cm depth from 7.03 to 7.17 dB and at depth 7 cm from 3.56 to 6.63 dB (see Fig. 9 ), but requires twice the number of shots and has a more energy-intensive TX pulse.
This evaluation confirms that with ultrafast methods (PW31 and VS13), almost the same imaging quality can be achieved for still images as with standard methods. Compared to TXF2, the ultrafast methods PW31 and VS13 require 6× and 14× less shots, while dropping the average resolution less than 0.3 • (VS13) and the contrast less than 0.72 dB (PW31). 
B. Achievable PRF and Frame Rate
In the standard case, where the TX profile needs to be updated between the shots, all delays (1.8 kb) are programmed into the TXBF chips in 25 µs with our SPI-HW-accelerator. In this case, the LIGHTPROBE achieves a PRF of 6.5 kHz.
The maximal frame rates we can achieve for the various imaging strategies with a 6.5-kHz PRF are listed in Table II . With all strategies, we reach a frame rate above 30 Hz. With VS13, we can achieve 500 Hz. The HFR operation is demonstrated with the videos in the Supplementary Material. 1 In a follow-up work [37] , we use the LIGHTPROBE to track trajectories of individual gas bubbles at 200 frames/s.
For these very high frame rates, we buffer the raw data on the PC's main memory and interrupt the acquisitions after a few seconds to store the data on disk to processes it later offline. Note that these high frame rates are sustainable by the state-of-the-art GPU-based beamformers [2] , [3] . Fig. 10 shows a detailed power breakup of the LIGHTPROBE for different power state and operation modes. If the probe is in RDY state (8.1 W) and not emitting pulses, more than half of the power (4.4 W) is spent in the ultrasound front end. The largest contribution to the front-end power is the AFE (2.45 W) . Thus, the AFE should be turned off whenever possible. If the PRF and frame-rate settings allow, the front end can enter the RX-STBY or RX-PDN power mode in between acquisitions consuming only 1.9 or 1.26 W. In idle periods >350 ms, the front end can be powered down (PDN) consuming as little as 25 mW. If the probe is performing HFR ultrafast imaging (VS13, 500 Hz), the probe power consumption rises to over 10 W due to the additional power spent for emitting pulses. If the probe is performing normalrate B-mode imaging (VS13, 30 Hz), the power consumption 1 http://hdl.handle.net/20.500.11850/283465 Fig. 11 . Measured ultrasound front-end power consumption for different imaging strategies (TXF2, TXF1, PW31, and VS13) and frame rates (30 Hz to max) with and without dynamic power management active.
C. Power Measurements
decreases below the idle level (RDY) as more power is saved with power management than used for transmission.
We report the front-end power consumption separately from the FPGA subsystem and the optical link. Note that we focused in this work on reducing the consumption of the front end as it cannot be scaled down as easily as the digital counterparts. Currently, 3.64 W are spent for the FPGA subsystem and the optical link independent of the operating mode. As elaborated in Section VIII, these parts can be further optimized. Table II reports the ultrasound front-end power consumption for various imaging modes (TXF2, TXF1, PW31, and VS13) running at their maximal possible frame rate, as well as, rates for B-mode imaging (30 and 50 Hz). Even though the modes provide substantially different maximal frame rates (36-500 Hz), all modes consume around 7.1 W at their maxrate, as raw data are acquired with the same 6.5-kHz PRF. VS13 provides a 14× higher frame rate compared to TXF2 at the same power consumption. Fig. 11 shows the measured ultrasound front-end power during imaging for various modes and frame rates (30 Hz to max) with and without dynamic power management activated. If it is deactivated and no power down modes are utilized, the front-end power consists of a static contribution (RDY power, 4.4 W) and a contribution growing proportionally with the frame rate accounting for the power dissipated for ultrasound pulse emissions (TX). With dynamic power management, the average power consumption can be substantially reduced when there is sufficient idle time (t idle ) between frames to put the front end into a powerdown mode. At 30-Hz, power savings of −6% (TXF2), −29% (TXF1), −50% (PW31), and −57% (VS13) can be achieved. For normal B-mode imaging, a frame rate of 30 Hz is sufficient. If ultrafast imaging (PW31, VS13) is used at this low rate, the average power consumption is drastically reduced Fig. 12 .
Measured performance of the LIGHTPROBE using the TAP controller. Top: average power consumption of the front end (blue) along with the instantaneous frame rate (FPS, red). Bottom: thermal margin T m in • C (red) and the manipulated variable d th of the controller (blue). Controlling the frame rate in combination with activating the provided power down mode allows the system to reach a steady state, which still provides a frame rate of 47 Hz.
(−62% 2.4 W PW31 and −68% 2.0 W VS13) compared to conventional imaging (TXF2, 6.3 W), as the front end can be powered down longer between frames. Note that without dynamic power management, the savings with ultrafast imaging would be less than half, only −29% in PW31 and −32% in VS13. This shows that dynamic power management is crucial to realize the potential savings ultrafast method offer. Fig. 12 shows the TAP controller performance starting from a cold system (21 • C) until the system reaches a steady state. At first, the system is running with the configured free-running frame rate (210 Hz) for 3 min, heating up until the thermal margin (T m ) is reduced to 10 • C and the controller throttles the systems' frame rate by adding a delay (d th ) in between capturing frames. Immediately after throttling starts, the added delay d th is long enough (>0.8 ms) to activate RX-STBY between frames, which reduces the average power consumption. The system continues to slowly heat up for the next 15 min until it reaches a steady state with T m >5 • C and a frame rate of 47 Hz (1.5-kHz PRF in average). Currently, T max,i is set to 60 • C and 70 • C for the PCB and FPGA sensors, respectively. With these values, the PCB temperature reaches around 52 • C, which keeps the housing surface below 43 • C under standard ambient temperatures (21 • C). If the system would further heat up, e.g., when a more power-intensive transmit pulse is used, d th would be further increased until it reaches 20 ms; there is enough time to activate RX-PDN. Fig. 13 (left) shows a thermal camera (FLUKE Ti95) image of the housing of the probe showing that the outside temperature stays below 43 • C. Note that the transducer tip is currently the hottest part of the probe. This is only the case if the tip is not touching any surface (skin or phantom) serving as a cooling path. Note that the transducer temperature can be easily reduced by providing a heat conductance path to the metal housing, which is currently not given, as the connecting parts (see Fig. 3 ) are made out of ABS plastic. Fig. 13 (right) shows the SNR of a B-mode image (VS13) along the center line as a function of depth at different internal probe temperatures at the AFE chips. Over our temperature range (30-50 • C), the noise performance is constant.
D. Thermal Control
While simple controllers, such as the TAP, successfully avoid overheating, they do not provide a consistent QoS, since, Fig. 13 .
Thermal performance. Left: thermal camera picture of the LIGHTPROBE in thermal regulation. The housing temperature is < 37 • C and the transducer is 41 • C, both are not exceeding 43 • C. Right: noise measurement depending on depth and temperature. Note: SNR measurement should not be compared with Fig. 8 , as a phantom with stronger attenuation (0.7 dB/cm·MHz) was used for the noise measurement.
after providing the peak performance for a few minutes, they throttle the system and stay in throttled mode indefinitely, unless the probe is turned off for cooling. Fig. 14 shows the system performance using the BM controller, which supports dual-mode imaging with a framerate controlled default mode (D-Mode) and a Boost-Mode that can be activated on-demand. After startup, the D-Mode provides again peak performance for a few minutes (20-100 s) before it is throttled. Activating the Boost-Mode at a high rate (150-300 s in Fig. 14) accelerates the heating process. Table II confirm that digital probes can significantly reduce (more than −60%) the average frontend power consumption during normal rate (30 Hz) B-mode imaging by implementing ultrafast imaging methods in combination with the duty-cycling of the front end. In all normalrate B-mode scenarios (VS13, PW31: 30-50 Hz), we are able to apply duty-cycling to reduce the overall front-end power consumption to even lower values (2.0-3.0 W) than the idle consumption of an always-on front end (RDY, 4.4 W). This is a very fundamental observation as digital probes with many channels (>32) are often regarded unfeasible as an alwayson front end is assumed and the consumption of the ADCs is simply added up, without considering the additional power saving potential that using more ADCs to support ultrafast imaging can provide.
In Table III , we compare the LIGHTPROBE with both systems and concepts reported in the literature, as well as [16] - [18] , [38] - [41] . On top of this, we support modalities that are typical of high-end systems, which we demonstrated so far with the high-speed imaging example. LIGHTPROBE provides real-time raw sample access. This feature is currently only supported by top-of-the-line software-based commercial and research systems [1] , [4] , [42] , [43] , but without the need for any external device that houses the ultrasound front end and provides the cable connector to connect the probe. The LIGHTPROBE provides true continuous RF access (≥240 Mb/s per channel), 2 which is comparable to the capabilities of the 256-vantage system (206 Mb/s per channel), given its 6.6 GB/s sustained data access [42] . Even though LIGHTPROBE supports only one-fourth of the number of channels of these high-end systems, we are able to do so at a lower cost, power budget, and smaller form factor.
Supporting ultrafast imaging at HFRs with a digital probe requires an elaborated power and thermal management, as the peak power consumption in the probe may exceed 10 W 2 The 240 Mb/s relate to the currently set sampling rate of 20 MS/s.
(VS13, 500 Hz). Our thermal control management allows to safely use these modes with a defined periodicity.
Compared to the 16-channel (128 with multiplexing) digital ultrasound probe [14] equipped with USB 3.0 to connect to smartphones, our 64-channel LIGHTPROBE provides 4× more channels and even has a 30% lower overall probe power consumption (5.84 versus 8.16 W) for B-mode imaging (VS13, 50 Hz). The aforementioned probe has a similar size (180 × 55 × 35 mm 3 ) and performs the beamforming on the probe (FPGA) and the postprocessing on the smartphone's GPU. Under operation, the system heats up internally to 82.3 • C and the transducer to 35 • C, allowing sustainable B-Mode operation as the LIGHTPROBE does. Note that many digital probes not even supporting ultrafast imaging do not allow uninterrupted operation and require the probe to be periodically turned off for cooling. For example, the Sonon 300 series Wi-Fi probes (Healcerion, Seoul, South Korea) are specified for a maximal 10-min operation with 10-min resting time [40] . Clarius probes [18] can be equipped with an external fan for longer scanning time or provide a docking station to cool probes back down to their operable temperature range.
Note that the LIGHTPROBE hardware presented in this work has the required interfaces (USB and Wi-Fi) to connect to tablets and smartphones as well. Given the reduced data bandwidth of these interfaces, additional buffering or processing (beamforming) may be implemented on the LIGHTPROBE's FPGA. Implementing conventional digital beamforming (not ultrafast) is not critical from a power point of view. As shown in [44] , powerful integrated digital beamformer (100-channel, 300-M focal points per second) consumes a few hundreds of milliwatts, which is very little compared to more than 2 W used in the front end.
LIGHTPROBE is a prototype to demonstrate the capabilities an ultrafast digital probe may provide and to show how the main system-level challenges (interface speed and power/ thermal management) can be solved. The current probe is built entirely with off-the-shelf components readily available. Thus, there is a large improvement potential to reduce the size and power consumption if the state-of-the-art components were used as described in recent literature. While the current AFE is already very efficient (38.3 mW/channel at 20 MS/s, measured), the state-of-the-art literature systems can reach 38.6 mW/channel at 40 MS/s [20] , which is a 2× energy efficiency increase in mW/channel per MS/s. These power figures are already reached by recent (2017) 32-channel AFEs (AFE58JD32, TI) consuming 42 mW/channel at 40 MS/s. Our optical link uses a module consuming 0.87 W at 25 Gb/s. The state-of-the-art modules, such as the ECUO Optical Firefly (Samtec), using VCSEL array technology can transfer 168 Gb/s using <1 W (TX) with a footprint of 2 cm 2 , resulting in a 6× higher link power efficiency and 7× size reduction. Similarly, the latest 16-nm Xilinx UltraScale+ FPGAs provide high-speed transceivers with twice the power efficiency (50 Gb/s at 0.5 W) and realize digital functionality with a 2.4× performance increase per Watt over the older 28-nm FPGA generation currently used in LIGHTPROBE. We estimate that 1.2 W can be saved on the FPGA subsystem. By replacing the active T/R switches with passive ones (e.g., MD0101, Microchip), another 0.73 W could be saved. The current HV/LV-supplies were highly optimized for footprint (±50 V in 9 cm 2 ) at the cost of good conversion efficiencies under low load. Currently, around half of the front-end power during power down modes (RX-STBY and RX-PDN) is lost in the converters, as these supplies were designed for high efficiency at their nominal load. If all these changes were implemented, we estimate that the total consumption in RDY can be reduced by 2.4× from 8.08 to 3.3 W [see Fig. 10 (right)]. Considering this 2.4× possible reduction, we expect that even HFR imaging (VS13, 500 Hz) can be operated with a total probe consumption of around 6 W. The power consumption and size may be reduced even further if the FPGA is replaced by an application-specific integrated circuit that cointegrates part of the transmit and receive path with the transceivers for the optical link.
The adapter that allows connecting the optical link of the LIGHTPROBE to the PC is currently implemented with a commercial FPGA Development Board (Xilinx KCU105, U.S. $3000) plugged into a PCIe slot. This solution can be easily replaced with a more cost-efficient solution. Changing the protocol of the fiber link from Aurora to Ethernet allows using an off-the-shelf server-grade QSFP Ethernet network card on the PC side. This brings the adapter cost down to U.S. $300-400.
The LIGHTPROBE is larger than commercial probes. Given that the PCBs are only sparsely populated (see Fig. 3 ) and the previously mentioned improvements, we expect that a simple PCB relayout would reduce the probe length by 2×. By switching to the latest fully integrated TX chips, such as the STHV1600 (STM), the TX boards are no longer needed, as TXBF, Pulser, and T/R can be implemented with four chips using the same space only the T/R switches need now. This halves the probe thickness, resulting in a size comparable with current probes. As smaller probes can dissipate less heat, any reduction in size must go in hand with the previously mentioned power reductions in order to keep the performance level of the probe.
IX. CONCLUSION
We have presented a 64-channel digital ultrasound transducer probe (LIGHTPROBE), which confines the entire ultrasound front end in the probe handle and outputs the raw data samples in real time over a high-speed optical link. With LIGHTPROBE, very cost effective yet versatile and powerful ultrasound systems can be built by connecting the probe to a commodity device (PC) performing the processing in software by running the required ultrasound application.
The LIGHTPROBE not only supports ultrafast imaging but also exploits its ultrafast capabilities to reduce the power consumption during normal-rate B-mode imaging with smart duty-cycling of the front end. A novel thermal management approach allows the LIGHTPROBE to exploit its thermal capacitance to supports intermittent operation of high-performance modes, whose power dissipation exceeds the sustainable passive-cooling capabilities. Our thermal management ensures periodic activation of these modes without ever having to turn off the probe for cooling, providing a consistent QoS to the operator.
Our work shows that using digital probes instead of analog probes is a feasible system architecture option for future cart-based software-defined ultrasound systems, as they allow to build powerful and cost-efficient systems thanks to the minimal amount of ultrasound specific hardware required. Also, our approach to increase the number of receive channels to support ultrafast imaging with the goal of reducing the average front-end power consumption may be leveraged in the future mobile systems to support more modalities.
