In this paper we consider a class of singularly perturbed domains, obtained by attaching a cylindrical tube to a fixed bounded region and letting its section shrink to zero. We use an Almgren-type monotonicity formula to evaluate the sharp convergence rate of perturbed simple eigenvalues, via Courant-Fischer Min-Max characterization and blow-up analysis for scaled eigenfunctions.
Introduction and Main Results
The purpose of this work is to investigate the behaviour of the eigenvalues of the Dirichlet-Laplacian in a class of singularly perturbed domains: in particular we are interested in the sharp convergence rate of the eigenvalue variation, i.e. in the evaluation of the leading term in its asymptotic expansion. The perturbation consists in attaching a cylindrical tube to a fixed domain and letting the section of the tube shrink.
Let N ≥ 2 and Ω ⊆ R N be open, bounded and connected. Suppose that 0 ∈ ∂Ω and that ∂Ω is flat in a neighbourhood of the origin, namely ∃ R max > 1 such that M := {(x 1 , . . . , x N ) ∈ R N : x 1 = 0, |x| ≤ R max } ⊆ ∂Ω.
Using the following notation for the positive half-space, half-balls and half-spheres Let Σ ⊂⊂ M be open, connected and containing the origin 0. For simplicity of exposition we assume that ∂Σ is of class C 2 ; although this regularity assumption can be relaxed, see Remark 3.7. Moreover we assume, for sake of simplicity, that the radius of Σ in R N −1 is 1, i.e. Finally we assume that Σ is starshaped with respect to 0, i.e.
x · ν ≥ 0 for all x ∈ ∂Σ,
where ν denotes the exterior unit normal vector to ∂Σ. Let ǫ ∈ R, with 0 < ǫ ≤ 1, and let T ǫ := (−1, 0] × ǫΣ be a cylindrical tube with section ǫΣ = {ǫx : x ∈ Σ}. Let us denote by
the perturbed domain (see Figure 1 ). Let p ∈ L ∞ (R N ) be a weight function such that p ≥ 0 a.e. and p ≡ 0 in Ω. For any open, bounded set ω ⊆ R N , we consider the weighted Dirichlet eigenvalue problem for the Laplacian on ω −∆ϕ = λpϕ, in ω,
By classical spectral theory we have that, if p ≡ 0 in ω, there exists a sequence of positive eigenvalues of (E ω ) 0 < λ 1 (ω) < λ 2 (ω) ≤ λ 3 (ω) ≤ . . . repeated according to their multiplicity. We denote by (λ n ) n := (λ n (Ω)) n the sequence of eigenvalues of the unperturbed problem (E Ω ), and by (ϕ n ) n a corresponding sequence of eigenfunctions such that Ω p|ϕ n | 2 dx = 1 and Ω pϕ n ϕ m dx = 0 if n = m. Similarly, we denote by (λ ǫ n ) n := (λ n (Ω ǫ )) n and (ϕ ǫ n ) n the sequences of eigenvalues and eigenfunctions of the perturbed problem (E Ω ǫ ), such that Ω p|ϕ ǫ n | 2 dx = 1 and Ω pϕ ǫ n ϕ ǫ m dx = 0 if n = m. Let j ∈ N be such that λ j is simple.
Assumption (4) is not so restrictive: indeed, the simplicity of all eigenvalues is a generic property with respect to perturbations of the domain , see [33, 37] . Classical results (see for instance [13, 19] ) ensure the continuity with respect to our domain perturbation, i.e. λ ǫ j is simple for ǫ small and
Furthermore, for every ǫ we can choose the eigenfunction ϕ ǫ j in such a way that
where the functions are trivially extended in Ω 1 outside their domains. The main goal of this paper is to find the exact asymptotics of the difference λ j − λ ǫ j as ǫ → 0. The problem of convergence of eigenvalues and eigenfunctions of the Dirichlet-Laplacian with respect to perturbations of the domain has been widely studied in the past. For instance, for general perturbations that cover the shrinking tube, in [9] the authors investigated the stability of the spectrum with respect to general scalar products, while [12] dealt with the convergence of solutions of a nonlinear eigenvalue problem (see also [17, 18] ). Within an extensive literature, we mention [26] , [27] and [15] as detailed surveys. In [20, 14] bounds for the rate of convergence have been found; furthermore, in [36] the framework is pretty similar to ours and the author proved an estimate of the type λ j − λ ǫ j = O(ǫ a ), where a depends only on the distance between λ j and its neighbours. We mention also that asymptotic expansions of the eigenvalues of the Dirichlet Laplacian in domains with a thin shrinking cylindrical protrusion of finite length were obtained in [23] , see also [6] for a related problem in a two-dimensional domain with thin shoots; we notice that Theorem 4.1 in [23] provides the exact vanishing rate of the eigenvalue variation λ j − λ ǫ j only when ∇ϕ j (0) = 0, but it does not say what is the leading term in the expansion when ∇ϕ j (0) = 0. For what concerns Neumann boundary conditions, among many others, we cite [7, 8, 28, 29, 35] , which take into account singular perturbations like the shrinking tube.
A motivation for the interest in studying the spectral behaviour of the Laplacian on thin branching domains comes from physics: for instance, it occurs in the theory of quantum graphs, which models the propagation of waves in quasi one-dimensional structures, like quantum wires, narrow waveguides, photonic crystals, blood vessels, etc. (see e.g. [11, 31] and reference therein). Moreover, this topic is also related with engineering problems, such as elasticity and multi-structure problems, as well explained in surveys [16, 34] .
The starting points of this work are [23] and [2, 3, 22] . On the one hand, the present paper aims at providing a criterion for selecting the leading term in the asymptotic expansion given in [23] , based on the vanishing order of the limit eigenfunction at the junction; on the other hand, it improves and generalizes some results of [2] . We note that [2] (as well as many of the aforementioned articles) deals with dumbbell domains in which the tubular handle is vanishing. However, from the point of view of both the expected results and the technical approach, our method does not require substantial adaptions to treat also the dumbbell case; hence for the sake of simplicity of exposition, in the present paper we consider only perturbations of type (3) .
In order to state our main results, we first need to recall some known facts. Let us consider the eigenvalue problem for the standard Laplacian on the (N − 1)-dimensional unit sphere
It is well known that the eigenvalues of (7) are µ k = k(k + N − 2), for k = 0, 1, . . . and that their multiplicities are (see [10] )
. Furthermore it is known that the elements of E k are spherical harmonics, i.e. homogeneous polynomials (of N variables) of degree k. We are interested in eigenfunctions of (7) that vanish on {x 1 = 0}, so let us call E 0 k := {ψ ∈ E k : ψ(0, θ 2 , . . . , θ N ) = 0} . It is well known (see e.g. [21, Th. 1.3] ) that the local behaviour at 0 ∈ ∂Ω of eigenfunctions of (E Ω ) can be described in term of spherical harmonics vanishing on {x 1 = 0}. In particular there exist k ∈ N, k ≥ 1, and Ψ ∈ E 0 k , Ψ = 0, such that
for all τ ∈ (0, 1). Furthermore the asymptotic homogeneity order k can be characterized as the limit of an Almgren frequency function (see [5] ), i.e.
Hereafter we will denote
The exact asymptotic estimate of the eigenvalue variation we are going to prove involves a nonzero constant m k (Σ) which admits the following variational characterization. Let us consider the functional
where T In dimension 2, we will always deal with spaces D 1,2 (ω) with ω such that R N \ ω contains a half-line; in this case D 1,2 (ω) can be characterized as a concrete functional space thanks to the validity of a Hardy inequality also in dimension 2, see Theorem 9.1.
By standard minimization methods, one can prove that J is bounded from below and that the infimum m k (Σ) := inf
is attained by some w k . Moreover
see [22] . With this framework in mind we are able to state our first (and main) result.
Theorem 1.1. Under assumptions (1), (2) and (4), let k denote the vanishing order of the unperturbed eigenfunction ϕ j as in (8)- (9) . Then
where
and m k (Σ) is defined in (11).
We recall that, for N ≥ 3, an asymptotic expansion for the eigenvalue variation is constructed using the concordance method in [23, Theorem 4.1], but explicit formulas are given only for the first perturbed coefficient, which turns out to be a multiple of |∇ϕ j (0)| 2 ; in dimension N = 2, [23, Theorem 10.1] performs a more detailed asymptotic analysis with the computation of all the coefficients. Hence, for N ≥ 3, [23] finds outs what is the leading term in the asymptotic expansion only when ∇ϕ j (0) = 0. We emphasize that, differently from [23] , Theorem 1.1 detects the exact vanishing rate of λ j − λ ǫ j also when ∇ϕ j (0) = 0 and N ≥ 3; more precisely it establishes a direct correspondence between the order of the infinitesimal λ j − λ ǫ j and the number k, which is the order of vanishing of ϕ j at the junction point 0.
The proof of Theorem 1.1 is based on lower and upper bounds for the difference λ j − λ ǫ j carried out using the Min-Max Courant-Fischer characterization of the eigenvalues, see Section 6. To obtain the exact asymptotics for the eigenvalue variation it is crucial to sharply control the energy of perturbed eigenfunctions in neighbourhoods of the junction with radius of order ǫ. The sharpness of our energy estimates is related to the identification of a nontrivial limit profile for blow-up of scaled eigenfunctions, as stated in the following theorem. Theorem 1.2. Under the same assumptions of Theorem 1.1, let ϕ ǫ j be chosen as in (6) . Then
where Φ := w k + ψ k , being w k the minimizer for (11) and ψ k the homogeneous function defined in (10).
As mentioned before, Theorem 1.1 generalizes and improves [2, Th. 1.1]: indeed, in [2] the weight p was assumed to vanish in a neighbourhood of the junction Σ and only the case of vanishing order k = 1 for the unperturbed eigenfunction ϕ j was considered. Furthermore the dimension N = 2 was not included in [2] . As in [2] , a fundamental tool for the proof of the energy estimates needed to study the local behaviour of eigenfunctions is an Almgren-type monotonicity formula, which was first introduced by Almgren [5] and then used by Garofalo and Lin [24] to study unique continuation properties for elliptic partial differential equations.
In the particular case treated in [2, 22] , precise pointwise estimates from above and from below for the perturbed eigenfunction and its gradient were directly obtained via comparison and maximum principles: indeed, if the limit eigenfunction has minimal vanishing order at the origin and the weight vanishes around the junction, then such eigenfunction has a fixed sign and is harmonic in a neighbourhood of 0. These estimates were used in [22] to get rid of a remainder term in the derivative of the Almgren quotient for the perturbed problem, however they are not available in the more general framework of the present paper. Nevertheless, under the geometric assumption (2) on the tube section we succeed in proving that the remainder term has a positive sign, thus obtaining the monotonicity formula, see Proposition 5.9. We also point out that the 2-dimensional case requires the proof of an ad hoc Hardy type inequality for functions vanishing on a fixed half-line, see (117).
We observe that in [2, 22] the limit of the blow-up family ǫ −k ϕ ǫ j (ǫx) was recognized by its frequency at infinity, which must be necessarily equal to the minimal one, i.e. 1, in the particular case k = 1. In the general case k ≥ 1, the monotonicity argument implies that the frequency of the limit profile is less than or equal to k, and this seems to be not enough for a univocal identification. To overcome this difficulty, we use here an argument inspired by [1] and based on a local inversion result giving an energy control for the difference between the blow-up eigenfunction and a k-homogeneous profile, see Corollary 7.4.
The paper is organized as follows. After some preliminary results in Section 2, in Section 3 we prove a Pohozaev-type identity, which is combined with the Poincaré inequalities of Section 4 to develop a monotonicity argument in Section 5. From the monotonicity formula established in Corollary 5.10, we derive some local energy estimates which allow us to deduce sharp upper and lower bounds for the eigenvalue variation in Section 6. In Section 7 we perform a blow-up analysis for scaled eigenfunctions from which we deduce first Theorem 1.2 and then, in Section 8, our main result Theorem 1.1. Finally, in the appendix we recall an Hardy type inequality in dimension 2 for functions vanishing on half-lines and an abstract lemma on maxima of quadratic forms.
Preliminaries and Notation
In this section we introduce some basic definitions and notation which will be useful in the rest of the paper. We start fixing some notation:
For any measurable set ω ⊆ R N , we denote as |ω| its N -dimensional Lebesgue measure. For any R ≥ 2, we will denote as η R a cut-off function satisfying
We now recall a well known quantitative result about the first eigenvalue of the DirichletLaplacian on bounded domains. 
where B 1 denotes the N -dimensional ball centered at the origin and with radius 1.
Moreover, if we denote
and we combine the previous Theorem with the usual Poincaré Inequality, we have that Since Π R is bounded in at least 1 direction, the Poincaré Inequality holds. Hence H R ֒→ H 1 (Π R ) continuously and we have the following characterization
Moreover, when N ≥ 3, the classical Sobolev inequality implies that
Limit Profiles
In this section we introduce some limit profiles that will appear in the blow-up analysis of scaled eigenfunctions. We recall the following result from [22, Lemma 2.4].
−∆Φ = 0, in Π,
Hereafter we will denote Φ := Φ(ψ k ) (20) where ψ k is the function defined in (10) . As observed in [22] we have that
where w k is the function realizing the minimum m k (Σ) in (11) . We observe that, in the particular case N = 2, the function Φ corresponds to the function X k introduced in [23, . By a classical Dirichlet principle, one can easily obtain the following result.
Lemma 2.3. For every R > 1 there exists a unique function U R ∈ H R solution to the following minimization problem
Moreover it weakly solves
Lemma 2.4. For every r > 1 we have
Proof. We can assume R > max{r, 2}. The function U R − Φ satisfies, in a weak sense,
and then it is the least energy function among those having these boundary conditions. Let η = η R ∈ C ∞ (Π) be the cut-off function defined in (14) . Then
thanks to (19) and Hardy's Inequality. In the case N = 2 we use the fact that 1 + |x| 2 ≤ 2|x| 2 for |x| ≥ 1 and the 2-dimensional Hardy's Inequality (117).
Using again the Dirichlet principle, we construct also the limit profile Z R as follows. 
A Pohozaev-Type Inequality
The purpose of this section is to prove the following inequality.
Proposition 3.1. There existsǫ,r > 0, with 0 <ǫ <r ≤ R max , such that, for ǫ ∈ (0,ǫ], r ∈ (ǫ,r] and i ∈ {1, . . . , j}, we have We observe that solutions to problems of type
r is only Lipschitz continuous and doesn't verify a uniform exterior ball condition (which ensures L 2 -integrability of second order derivatives, see [4] ). But, along a proof of a Pohozaev Identity, one tests the equation with the function ∇ϕ ǫ i · x, which could fail to be H 1 in our case. To overcome this difficulty we implement an approximation process.
Approximating Domains
Let ǫ ∈ (0, 1] and r ∈ (ǫ, R max ]: in order to remove the concave edge Γ ǫ := ∂(ǫΣ), we will approximate the domain Ω for all 0 ≤ δ 1 ≤ δ 2 < r − ǫ, and such that every Ω ǫ r,δ verifies the uniform exterior ball condition. In particular we will define Q δ such that Ω ǫ r,δ = Ω ǫ r ∪ Q δ . For δ > 0 small we define a "δ-enlargement" of ǫΣ:
For what concerns the regularity we observe that, since Γ ǫ is of class C 2 , then also d and the graph of G are of class C 2 (see [30] ). Moreover it is easy to verify that the approximating domain Ω ǫ r,δ satisfies the uniform exterior ball condition. Remark 3.2. We point out that Ω ǫ r,δ is starshaped. Indeed, first, if
in this case we have that
and so
where we used the properties of the functions G and h and the fact that, since 0 ∈ Σ and Σ is starshaped, 
Approximating Problems
For α ∈ (0, 1), let us fixr,ǫ > 0, with 0 <ǫ <r ≤ R max , such that
where C N has been defined in (15) . For fixed i ∈ {1, . . . , j}, ǫ ∈ (0,ǫ], r ∈ (ǫ,r] and for all δ ∈ (0, r − ǫ), let us consider the problem
where, for simplicity of notation, in this section we call D δ := Ω ǫ r,δ ; we also denote δ 0 := r − ǫ.
There exists a unique u δ ∈ H 1 (D δ ) solution to problem (24) . Moreover the family {u δ } δ∈(0,δ0) is bounded in H 1 (D δ0 ) with respect to δ.
Proof. We observe that, if we extend ϕ
Existence and uniqueness of a solution v δ ∈ H 1 0 (D δ ) to (25) easily comes from Lax-Milgram Theorem. Indeed, the bilinear form
is coercive, since, by (16) and (23), we have
From Lax-Milgram Theorem we also know that
where v δ has been trivially extended in
is the unique solution to (24) and {u δ } δ∈(0,δ0) is bounded in
Actually U ∈ H 1 (Ω ǫ r ) and moreover it weakly solves
From the coercivity obtained in (26) we deduce that U = ϕ ǫ i . In order to prove strong convergence in H 1 (D δ0 ), we notice that
From the compactness of the embedding
Moreover, from the equation (24), we have that ∇u δ ⇀ ∇ϕ
weakly in H(div, D δ0 ) as δ → 0. Hence classical trace theorems for vector functions yield
Therefore, from (27) and from the equation satisfied by ϕ ǫ i , we conclude that, along a subsequence,
Thanks to Urysohn's Subsequence Principle the proof is thereby complete.
Theorem 3.5. Let u δ ∈ H 1 (D δ ) be the unique solution to (24) . Then
Proof. By classical elliptic regularity theory, it is easy to prove that an odd reflection of u δ through the hyperplane {x 1 = 0} in a neighbourhood of {x : |x| = r} converges to ϕ ǫ i in H 2 , as δ → 0. Hence the conclusion follows by trace embeddings. Theorem 3.6. Let u δ be the unique solution to (24) . Then the following identity holds
Proof. We first observe that, by classical regularity theory, u δ ∈ H 2 (D δ ) since D δ verifies an exterior ball condition. Let us now test equation (24) with the function ∇u δ · x ∈ H 1 (D δ ). Integrating by parts and using the following identity
we obtain the conclusion.
Proof of Proposition 3.1. Let u δ be the unique solution to (24) . From Theorem 3.6 and Remark 3.2 we know that
Now, thanks to Theorems 3.4 and 3.5, we can pass to the limit as δ → 0 in the above inequality, thus obtaining (22) .
Remark 3.7. We observe that the assumption of C 2 -regularity for ∂Σ can be relaxed; indeed, if Σ is less regular (e.g. if ∂Σ is Lipschitz continuous), we can approximate ǫΣ with a class of C 2 -regular domains (ǫΣ) β and start the procedure of Section 3 from the domain (ǫΣ) β .
Poincaré-Type Inequalities
In this section we consider the following spaces for ǫ ∈ (0, 1] and r > ǫ:
We point out that, for 0 ≤ ǫ 1 ≤ ǫ 2 < r,
Lemma 4.1 (Poincaré-Type Inequality). Let r > 0. Then, for every u ∈ H 1 (B + r ), the following inequality holds
Proof. Integrating the equality div(u 2 x) = 2u∇u · x + N u 2 over B + r and recalling the elementary inequality 0 ≤ (u + ∇u · x) 2 = |u| 2 + |∇u · x| 2 + 2u∇u · x, we obtain that
Since x · ν = 0 on C r and |x| ≤ r, then
Reorganizing the terms and dividing by r 2 yields the thesis.
is achieved. Moreover m σ > 0, the map σ → m σ is non-increasing in [0, 1) and continuous in 0 and m 0 = 1.
Let {u n } n ⊆ V σ (B 
Then m σ = F (ũ), i.e.ũ attains the infimum m σ . Trivially m σ > 0, due to the null boundary conditions on C r \ σΣ. The monotonicity of the map σ → m σ follows from (28). Now we have to prove continuity. Let σ n → 0 + . For every n there existsũ n ∈ V σn (B + 1 ) such that
Then, since m σn ≤ m 0 for all n, we have that {ũ n } n is bounded in
Then, along the subsequence, m 0 = lim n→+∞ m σn . Thanks to Urysohn's Subsequence Principle we may conclude that m 0 = lim σ→0 + m σ .
Finally we prove that m 0 = 1. Since the function u 0 achieving m 0 is harmonic in B + 1 , thanks to classical monotonicity arguments (we refer to [21] for further details) we can say that the function
is non-decreasing and that there exists k ∈ N, k ≥ 1, such that lim r→0 + M (r) = k. Hence M (r) ≥ 1 for every r ≥ 0. Then 
Moreover, for every ρ ∈ (0, 1) there exists µ ρ > 1 such that, if ǫ < r µρ , then
Proof. If we let σ = ǫ/r in the previous Lemma, we have that
The first inequality follows by the change of variables y = rx, while the second one trivially comes from the continuity of m σ in 0.
From (29) and Corollary 4.3 one can easily prove the following corollary.
Corollary 4.4. For every ρ ∈ (0, 1) there exists µ ρ > 1 such that, for every r > 0 and ǫ < r µρ ,
5 Monotonicity Formula
Moreover we define the Almgren type frequency function
Lemma 5.1 (Integration on the Tube). There exists a constant κ = κ(N, Σ) > 0, depending only on N and |Σ|, such that, for every ǫ ∈ (0, 1] and for every
Proof.
, where ς is the reflection through the hyperplane {x 1 = 0}, and letũ be the even extension of u onT ǫ . Sinceũ ∈ H 1 0 (T ǫ ), thanks to (16) we have that
Hence we can conclude the proof letting
Proof. Suppose by contradiction that for every n there exists ǫ n ∈ (0, 1], r n ∈ (ǫ n , R max ] and i n ∈ {1, . . . , j} such that r n → 0 and H(ϕ 
Using Lemma 5.1 when integrating on the tube we obtain
Moreover (29) says that
Then we have that
Thus ξ n ≡ 0 in Ω n , provided n is sufficiently large. Thanks to classical unique continuation properties for elliptic equations it follows that ξ n = 0 in Ω ǫn , which is a contradiction.
Lemma 5.3. Let
For every r ∈ (0, R 2 ] there exist c r > 0 and ǫ r ∈ (0, 1], with ǫ r < r, such that
, for all i = 1, . . . , j.
Proof. We will prove the lemma for a fixed i ∈ {1, . . . , j} and take as c r the minimum among the constants found for each i. Suppose by contradiction that for a certain r ∈ (0, R 2 ] and for every n (large enough) there exists ǫ n ∈ (0, 1/n) such that
We first note that, since ǫ n → 0, then λ ǫn i → λ i (see [19] ). Moreover
Hence
Due to the initial choice of R 2 we have that this last factor is positive; then v = 0 in B + r . This, together with classical unique continuation principles, implies that v = 0 in Ω, which is a contradiction.
Letǫ andr be the constants found in Proposition 3.1. r
Proof. We compute the derivative
Then, thanks to (22), we obtain (33). The proof of (34) follows from direct computations, the equation satisfied by ϕ Proof. Thanks to Lemma 5.1 we have an estimate about the integral on the tube, i.e.
Tǫ |u| 2 dx ≤ κǫ
On the other hand, by (31) we have that
The conclusion follows by adding the two parts.
Lemma
and κ is as in Lemma 5.1.
Proof. First we consider the integral over T ǫ : thanks to Cauchy-Schwarz Inequality and Lemma 5.1 we know that
From the Cauchy-Schwarz Inequality and (31) it follows that
Adding the two parts we conclude the proof.
and for all i ∈ {1, . . . , j}. Furthermore there exists r 0 ≤ R max such that, for every r, ǫ satisfying ǫµ ρ < r ≤ r 0 , we have
and for all i ∈ {1, . . . , j}.
Proof. The first statement (35) easily comes from Lemma 5.5. Besides, if we choose
from (35), we can conclude the proof.
Lemma 5.8. Let ρ ∈ (0, 1/2) and µ ρ be as in Corollary 4.3. Let R 1 and ǫ 1 be as in Lemma 5.2.
Then there exists τ > 0 depending only on N , λ j , p ∞ and |Σ| such that, for every ǫ ∈ (0, ǫ 1 ], r 1 , r 2 , with 0 < µ ρ ǫ < r 1 ≤ r 2 ≤ min{1, R 1 }, we have that
for all i ∈ {1, . . . , j}. 
for all ǫµ ρ < r ≤ min{1, R 1 }. Hence, since λ ǫ i ≤ λ j , thanks to (30)
So we have
Integrating from r 1 to r 2 and letting τ := τ 0 N/(N − 1), we obtain log
Taking the exponentials yields the thesis. and c n 's are positive constants depending only on ρ, p ∞ , λ j , the dimension N and the geometry of the problem (in particular on Ω and on |Σ| N −1 ).
Proof. With the usual notation
from Proposition 5.4 we have that
By Cauchy-Schwarz Inequality we have that
Thanks to Lemmas 5.5, 5.6, Corollary 4.3 and Corollary 5.7 we can say that
Taking into account that K n ǫ,r < K n r,r , n = 1, 2, we have
by some constants c 1 , c 2 , c 3 > 0 independent of r and ǫ.
Corollary 5.10. Let ρ ∈ (0, 1 2 ) and µ ρ be as in Corollary 4.3. Then, for every µ > µ ρ , r ∈ (0, R 0 ], and ǫ ∈ (0, ǫ 0 ] such that ǫµ ≤ r ≤ R 0 , we have that
Proof. Form Proposition 5.9 it follows that e
′ ≥ 0, which, by integration over (r, R 0 ), yields the conclusion.
Energy Estimates
Proposition 5.11. Let ρ ∈ (0, 1/2). Then there exists K ρ > 0 such that, for every R ≥ K ρ and for every i ∈ {1, . . . , j}, we have
Proof. For ρ ∈ (0, 1/2) let us consider µ ρ as in Corollary 4.3, ǫ 0 = min{1,ǫ, ǫ 1 }, ǫ R0 as in Lemma 5.3 and let K ρ > max{µ ρ , R 0 /ǫ 0 , R 0 /ǫ R0 }. From Corollary 5.10 we deduce that, if R ≥ K ρ and
Now let us analyze the frequency function N at radius R 0 :
Then, from (39)
From the second statement of Corollary 5.7 we have that
Now let K ρ ǫ ≤ r ≤ R 0 . Then, from Proposition 5.4
and from Corollary 5.10 and (40)
Now, integrating the previous inequality from K ρ ǫ to Rǫ, we obtain log H(ϕ
Then (36) follows from (42), whereas (38) is a direct consequence of the previous estimate and definition of H. Finally, thanks to Lemma 5.5 and (36), we have
as ǫ → 0, thus proving (37).
Proposition 5.12. Let ρ ∈ (0, 1/2) and K ρ be as in Proposition 5.11. Then there exists C ρ > 0 such that, for every R ≥ K ρ , for every ǫ ∈ (0, ǫ 0 ] such that Rǫ ≤ R 0 , and for every i ∈ {1, . . . , j} we have
Proof. From Lemma 5.8 we know that
and, from (30), we have
Combining (44) and (45) with Proposition 5.11 (in particular estimate (42) in the proof) we can deduce all the claims.
As a consequence of Proposition 5.12 we can say that
As a byproduct of the proof of Proposition 5.11 we obtain the following result.
Corollary 5.13. Let ρ ∈ (0, 1/2) and K ρ be as in Proposition 5.11. Then there existC, q > 0 such that, if ǫ ∈ (0, ǫ 0 ] and K ρ ǫ < R 0 ,
Proof. If we integrate (43) over (K ρ ǫ, R 0 ) and take the exponentials, we obtain
denoting by q the constant C in (43). Then Lemma 5.3 implies that
Hence the claim is proved withC := c R0 (K ρ /R 0 ) q .
6 Estimates on the Difference λ j − λ ǫ j
Upper Bound
For any i ∈ {0, . . . , j}, R > 1 and ǫ ∈ (0, 1], with Rǫ ≤ R max , let us consider the following minimization problem
One can prove that this problem has a unique solution v int i,R,ǫ , which weakly solves
Proposition 6.1. Let ρ ∈ (0, 1/2) and K ρ be as in Proposition 5.11. Then
for all R ≥ 2 and for any i = 1, . . . , j. Moreover there existsĈ ρ such that, if R ≥ max{2, K ρ } and ǫ < R 0 /R,
Proof. Proving (50) is trivial due to (38), since v
, with η R defined in (14) ; then
where the last step comes from (31) . Combining this inequality with (36) we obtain (48). Moreover (31) and (48) Now let us define, for all i ∈ {1, . . . , j}, for all R > 1 and ǫ ∈ (0, 1] such that Rǫ ≤ R max ,
and
It is easy to prove that the family of functions {v 1,R,ǫ , . . . , v j,R,ǫ } is linearly independent in
where, in (56),φ ǫ has been trivially extended in Π R outside its domain.
Proof. We will only prove the first part of the estimates, i.e. (56), (57), (58), (59), since the second part is completely analogous. To prove (56) we observe that, by scaling,
Thanks to Propositions 5.12 and 6.1 we have that
as ǫ → 0 + , thus proving (57) and, by Cauchy-Schwarz Inequality, for i < j
as ǫ → 0 + , which provides (59).
We construct a basis {v 1,R,ǫ , . . . ,v j,R,ǫ } of the space span {v 1,R,ǫ , . . . , v j,R,ǫ } such that Ω pv n,R,ǫvm,R,ǫ dx = 0 for n = m,
Using the estimates established in Lemma 6.2, one can prove the following
as ǫ → 0.
Proposition 6.3. Let ρ ∈ (0, 1/2), K ρ as defined in Proposition 5.11 and R ≥ K ρ . For ǫ < R 0 /R there exists f R (ǫ) such that
whereφ ǫ has been trivially extended in Π R outside its domain.
Proof. By the Courant-Fischer Min-Max characterization of eigenvalues
Testing the Rayleigh quotient with the family of functions
we obtain that 
as ǫ → 0. Moreover, from Corollary 5.13, we know that H(ϕ ǫ j , K ρ ǫ) ≥Cǫ q for someC, q > 0. Therefore, taking also into account (46) and the fact that f R (ǫ) = O(1) as ǫ → 0 in view of (36) and (48), the hypotheses of Lemma 9.3 are satisfied with
The proof is thereby complete.
Lower Bound
For any R > 1 and ǫ ∈ (0, 1], with Rǫ ≤ R max , let us consider the following minimization problem
One can prove that this problem has a unique solution w int j,R,ǫ , which weakly verifies
Let us define
Lemma 6.4. There existsC > 0 such that, for all i ∈ {1, . . . , j − 1}, for all R > 1 and ǫ ∈ (0, 1], with Rǫ ≤ R max ,
Proof. It follows from classical asymptotic estimates at the boundary, see e.g. [21, Th. 1.3] and (8), (9) .
Lemma 6.5. There existsĈ > 0 such that, for all R > 1 and ǫ ∈ (0, 1], with Rǫ ≤ R max ,
Furthermore, for all R > µ 1/2 and ǫ ∈ (0, 1], with Rǫ ≤ R max ,
Proof. 
From (8), we easily deduce that
where ψ k has been defined in (10).
Lemma 6.6. We have that
where U R is defined in Lemma 2.3.
Proof. From Lemma 6.5 and from the definition of U ǫ R we know that
where U ǫ R has been trivially extended in Π R outside its domain. So there exists V = V R ∈ H R such that, along a sequence ǫ = ǫ n → 0,
, then V satisfies (in a weak sense) the same equation as U R , defined in Lemma 2.3. So, by uniqueness, V = U R . Since the limit V = U R is the same for every subsequence, Urysohn's Subsequence Principle implies that the convergence U ǫ R ⇀ U R holds as ǫ → 0 (not only along subsequences).
To prove strong convergence it is enough to show that U ǫ R HR → U R HR as ǫ → 0. First we notice that, trivially, −∆U
where (H 
thus completing the proof.
It is easy to prove that the family of functions {ϕ 1 , ϕ 2 , . . . , ϕ j−1 , w j,R,ǫ } is linearly independent in H 1 0 (Ω ǫ ). As in the previous section, we construct a new basis of the space
by defining, for all i = 1, . . . , j − 1ŵ
where c
In this way we have that Ω ǫ pŵ n,R,ǫŵm,R,ǫ dx = 0 if n = m. Using the estimates established in Lemmas 6.4 and 6.5, one can prove the following
where U ǫ R has been trivially extended in Π R outside its domain. Proof. By the Courant-Fischer Min-Max characterization of eigenvalues
we obtain that
where 
as ǫ → 0. Therefore, taking into account that g R (ǫ) = O(1) as ǫ → 0 in view of Lemma 6.4 and (71), the hypotheses of Lemma 9.3 are satisfied with
From the fact that
, as ǫ → 0, for all R > 0, and from Lemma 6.6 we can deduce the following result.
Lemma 6.8. For all R > 1 we have that
In order to compute the limit lim R→∞ g R , we introduce the functions
Moreover, we denote
We immediatly notice, thanks to Lemma 2.4 and to the embedding
Lemma 6.9. Let ζ be the function defined in (79), γ N the constant defined in (81) and m k (Σ) the one defined in (11). Then
Proof. From the definition of Φ, given in (20) , one can easily prove that ζ satisfies the following ODE
This yields
for some constant C ∈ R. Now we note that r −k ζ(r) → γ N as r → +∞. Indeed, since Φ = w k +ψ k , we can rewrite ζ(r) =
By evaluating the vanishing order at 0 of the Kelvin transform of the restriction of the function w k on Π \ Π 1 , we can prove that
Hence, when r → +∞
Then we can find the constant C in (84), letting r → +∞; so we can rewrite ζ as
Taking the derivative leads to
Hence, taking into account the definition of ζ and evaluating its derivative at r = 1, we obtain
Since −∆Φ = 0 in B + 1 , multiplying this equation by ψ k and integrating by parts we obtain that
Then, let us test the equation −∆ψ k = 0 with Φ. From (12) and (21) it follows that
Moreover we note that
Then, from (89) and (90) we obtain
Finally, combining (87), (88) and (91) leads to the thesis.
Lemma 6.10. Let g R be as defined in (78) and m k (Σ) as in (11) . Then lim R→+∞ g R = 2m k (Σ).
Proof. Integrating by parts we have that
If χ R is the function defined in (80), then
and, by a change of variable,
By simple computations one can prove that χ R solves
By integration, we arrive at
From the fact that U R = R K Ψ on S + R , we have that χ R (R) = R k γ N , and this allows us to know the constant C. After some computations, the expression (93) then becomes as follows
From (92), we get
For what concerns the second part of g R , it is easy to see that
Finally, combining (82), (94), (95) and Lemma 6.9 and taking the limit when R → +∞ we reach the conclusion.
Combining Propositions 6.3 and 6.7 with Lemmas 6.8 and 6.10 we obtain the following upperlower estimate for the eigenvalue variation.
Proposition 6.11. Let ρ ∈ (0, 1/2), K ρ as defined in Proposition 5.11 and m k (Σ) as in (11) . Then, for all R ≥ K ρ , we have that, as ǫ → 0,
Since −2m k (Σ) > 0, as a direct consequence of Proposition 6.11 we obtain the following estimate from below for H(ϕ ǫ j , K ρ ǫ). Corollary 6.12. We have that
Blow-up Analysis
Let us introduce the functional
= Ω |∇ϕ| 2 dx and
From the assumptions we know that F (λ j , ϕ j ) = (0, 0). Moreover, from the simplicity assumption (4) and Fredholm Alternative, one can easily prove the following result (see e.g. [1] for details for a similar operator).
Lemma 7.1. The functional F is differentiable at (λ j , ϕ j ) and its differential
Lemma 7.2. Let ρ ∈ (0, 1/2), K ρ as defined in Proposition 5.11 and R ≥ K ρ . Then, when ǫ → 0,
where v j,R,ǫ is defined in (54).
Proof. First note that
The first term tends to zero because of (6) . For the second and the third term we can exploit the energy estimates in Proposition 5.12, Lemma 6.4 and Proposition 6.1 to conclude.
Lemma 7.3. Let ρ ∈ (0, 1/2), K ρ as defined in Proposition 5.11 and R ≥ K ρ . Then
and, in particular,
Proof. Taking into account Lemma 7.2 and (5), from the differentiability of the functional F it follows that
as ǫ → 0. Now let us apply dF (λ j , ϕ j ) −1 to both members and obtain
Thanks to (56), Proposition 6.11, and the fact that f R (ǫ) = O(1) as ǫ → 0 in view of (36) and
So we have that
Now let us analyze the middle term
where we implicitly used the Poincaré Inequality. Thanks to inequality (29) and to the energy estimates made in Proposition 5.11
Then, from (99), Proposition 5.12 and Proposition 6.1 we obtain that
uniformly with respect to u ∈ H 1 0 (Ω) with u H 1 0 (Ω) ≤ 1 and hence
The conclusion follows by combining (97), (98), and (100).
Corollary 7.4. Let ρ ∈ (0, 1/2), K ρ as defined in Proposition 5.11 and R ≥ K ρ . Then The following Theorem provides a blow-up analysis for scaled eigenfunctions, which contains Theorem 1.2.
Theorem 7.5. Let ρ ∈ (0, 1/2) and K ρ as defined in Proposition 5.11. Theñ
as ǫ → 0, where
Proof. Let ǫ n → 0. From Corollary 6.12 we deduce that, up to a subsequence,
Since, in view of Proposition 5.11, {φ ǫn } is bounded in H R , by a diagonal process there existsΦ, withΦ ∈ H R for all R > 2, and a subsequence (still denoted by ǫ n ) such that
Moreover
, hence, by compactness of trace embeddings,
thus implying thatΦ ≡ 0. Actually we can prove that the convergence in (104) is strong. Indeed, consider the equation solved byφ ǫn :
If we consider the restriction to B + R \ B + R/2 and the odd reflection through the hyperplane x 1 = 0, we have that {φ ǫn } is bounded in H 2 (B R \ B R/2 ), where B R = {x ∈ R N : |x| < R}. Hence, up to a subsequence,
Then we conclude thatφ ǫn →Φ strongly in H R for all R > 2. From Corollary 7.4 it follows that there exist c ′ > 0 and n 0 ∈ N such that, for all n ≥ n 0 and R > R,
) and (since the norms are equivalent) also in HR: so, passing to the limit as n → ∞ in the above estimate, we obtain that
Since the constant c ′ is independent onR, we deduce that
Moreover, the functionΦ satisfies the following equation
We claim that c > 0. Otherwise, if c = 0 then, by (106) and (107), we could say thatΦ = 0, which would contradict (105). From Proposition 2.2 we conclude thatΦ = c Φ and hence, in view of (105), c = Λ
. Since the limit of the sequence {φ ǫn } is the same for any choice of the subsequence, we conclude the proof by invoking the Urysohn's Subsequence Principle. So Z ǫ R − Z R is the unique, least energy solution with these prescribed boundary conditions. Now, let η = η R be as defined in (14) . We have that Thanks to Theorem 7.5 and Corollary 7.6, we know that
Moreover, in view of Proposition 6.11 and (102), we have that, for any R > max{2,
where C k (Σ) = −2m k (Σ) > 0. To complete the proof of our main result it is then enough to show that lim
For every R > 2 let us define
Lemma 8.1. There holds
Proof. In order to prove (110), we first take into account the equation solved by Z R − ψ k , i.e. 
Let η = η R as defined in (14) . Testing (112) with η(Φ − ψ k ), we obtain that
Then, by the Dirichlet principle, Proof. Thanks to Lemma 8.1 we know that
From the definition of ζ (79) and from (86) we deduce that
It's easy to verify that the function ξ R defined in (109) satisfies the following ODE r N +2k−1 (r −k ξ R (r)) ′ ′ = 0 in (0, R).
By integration, we obtain r N +k−2 ξ R (r) = r N +2k−2 R −k ξ R (R) − C N + 2k − 2 + C N + 2k − 2 r N +2k−2 R −N −2k+2 .
Since Z R is regular at 0, we have necessarily that C = 0; hence
From the definition of ξ R (109) we have We are now able to prove our main result.
Proof of Theorem 1.1. From (108) and Lemma 8. Let us consider the function θ p : R 2 \ s p −→ (0, 2π), θ p (x p + r cos t, r sin t) = t.
We have that θ p ∈ C ∞ (R 2 \ s p ).
Moreover the space D p can be characterized as 
Proof. We observe that there exists K = K(|p|) > 0 such that |z − p| 2 ≤ K(|p|)(1 + |z| 2 ) for all z ∈ R 2 .
Therefore the claim easily follows from Theorem 9.1 with C(p) = 4K(|p|).
