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If inflation is to be considered in an unbiased way, as possibly originating from one of a wide
range of underlying theories, then observations need not be simply applied to reconstructing the
inflaton potential, V (φ), or a specific kinetic term, as in DBI inflation, but rather to reconstruct
the inflationary action in its entirety. We discuss the constraints that can be placed on a general
single field action from measurements of the primordial scalar and tensor fluctuation power spectra
and non-Gaussianities. We also present the flow equation formalism for reconstructing a general
inflationary Lagrangian, L(X,φ), with X = 1
2
∂µφ∂
µφ, in a general gauge, that reduces to canonical
and DBI inflation in the specific gauge LX = c−1s .
I. INTRODUCTION
The Cosmic Microwave Background (CMB) [1, 2,
3, 4] is now measured with exquisite precision from
horizon scales down to a few arc minutes angular
resolution. In combination with large scale struc-
ture surveys [5, 6, 7], this allows the primordial spec-
trum of fluctuations to be characterized in fine detail
[8, 9, 10, 11].
There has been significant effort to relate the ob-
served primordial spectrum of fluctuations to the un-
derlying theory that seeded them. In the context of
slow roll inflation [12, 13, 14], taking a specific poten-
tial and comparing it to data is a sensible approach
to assess if the theory is consistent (see for example
[8, 15]). An alternative application of the data, how-
ever, is to invert this process, and reconstruct what we
can know about the underlying theory [16, 17, 18, 19,
20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34].
With the introduction of a broader array of infla-
tionary theories, for example arising out of the Dirac-
Born-Infeld action [35] or from k-inflation [36, 37],
the interpretation of observations has necessarily ex-
tended beyond focusing only on the inflationary po-
tential to including information about the form of the
Lagrangian kinetic term. Recently, cosmological con-
straints on brane inflation models have been studied
both in the context of specific models [38, 39, 40] and
in more model-independent studies [41]. If inflation
is to be considered without theoretical bias, then the
objective must not be to simply reconstruct the in-
flaton potential, or a specific kinetic term, but rather
to reconstruct what observations tell us quantitatively
about the effective inflaton action in its entirety. In
this paper, we develop a formalism for such a gen-
eral inflationary reconstruction in the context of single
field models, and present explicit analytic techniques
for action reconstruction.
In the usual potential reconstruction formalism, the
inflationary observables as a function of scale can be
mapped to the behavior of the inflationary potential
V (φ) as a function of the inflaton field φ. If for exam-
ple the scalar spectral index ns(k) can be extracted
exactly from data, the shape of the potential V (φ)
can be deduced in the usual formalism if a reheating
scenario is fixed. However, the reconstruction of the
entire action, including the possibility of non-minimal
kinetic terms, is harder as the action is now a func-
tional of two independent functions, X ≡ (∂φ)2/2 and
φ. To fix this new functional degree of freedom, in
principle a continuous set of independent data anal-
ogous to ns(k) is needed (i.e. an infinite number of
observables). Although daunting, the formalism that
we present may be used as a starting point to con-
nect cosmological data to high energy theories which
may have other phenomenological, theoretical, and
aesthetic constraints.
The analytic form of the non-minimal kinetic ac-
tions consistent with data can be written in a sur-
prisingly simple form given in section VI by Eq. (85).
Each consistent action is simply a manifold parame-
terized by X and φ satisfying certain derivative con-
ditions on a one dimensional submanifold which rep-
resents the data. Furthermore, using the Hamilton-
Jacobi formalism, we extend the inflationary flow pa-
rameter approach to describe the evolutionary trajec-
tories of general actions. This involves introducing
three hierarchies of flow parameters to describe the
evolution of a general action without using the spe-
cific restriction of field redefinition used in canonical
and DBI inflation. These equations hold for all single
field inflationary scenarios, whether or not slow roll
conditions are met.
The importance of including kinetic terms in the in-
flationary reconstruction program cannot be overem-
phasized in light of recent theoretical and expected
experimental advances. Inflationary models with non-
minimal kinetic terms are able to produce large non-
Gaussian behavior for the curvature perturbations
without ruining other inflationary observables [42]
and predictions of non-Gaussian signatures for specific
models have been established, for example in DBI in-
flation [40, 43, 44, 45, 46]. Indeed, the search for
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such non-Gaussian effects is one of the primary cur-
rent activities in observational cosmology, for exam-
ple [11, 47, 48]. Non-Gaussianity detections open up
the possibility of establishing which non-minimal ki-
netic terms may exist for inflationary models. The
formalism that we present here will be useful for this
purpose.
The explanation of any future (or current) obser-
vations of non-Gaussianities can also be checked in
the context of single field inflation through the atten-
dant modification of the tensor spectral index consis-
tency relationship [37]. The latter can be deduced
experimentally from observations of tensor perturba-
tions implied by CMB B-mode polarization measure-
ments. However, one advantage of emphasizing the
non-Gaussianity connection with non-minimal kinetic
terms is that the possibility of a large non-Gaussian
contribution is generically independent of the single
field paradigm. On the other hand, the tensor spec-
tral index consistency relationship changes for multi-
field inflationary models.
The order of our presentation will be as follows.
In section II, we review and clarify the physics of
how non-minimal kinetic terms contribute to non-
Gaussianities, whose possible future observation is one
of the strongest motivations for developing the action
reconstruction formalism. In III we outline the gen-
eral equations for the background evolution. We dis-
cuss the conditions for slow roll inflation in a general
action in section IV . In V we summarize how the gen-
eralized flow parameters relate to the properties of the
primordial power spectrum and discuss how properties
of a general action can be distinguished from canonical
inflation using cosmological observations. In section
VI we establish how the general action can be recon-
structed from measurements of the lowest order flow
parameters in the slow roll regime, and in VII we ex-
tend the inflationary flow parameters [49] to describe
a general inflationary action. In VIII we summarize
our findings and discuss their implications.
Throughout this paper with the exception of section
VI, we use the usual reduced Planck scale conventions
of M2pl = (8piG)
−1 ≈ (2.4× 1018GeV)2. In section VI,
we will use geometricized units and set Mpl = 1 for
simplicity in notation.
II. NON-GAUSSIANITY AND
NON-MINIMAL KINETIC TERMS
Although there have been many previous works
[16, 17, 18, 19, 20, 21, 22, 23, 24, 25] on inflation-
ary potential reconstruction, there are relatively fewer
works on trying to reconstruct kinetic terms [41]. As
explained in the introduction, one of the main mo-
tivations for focusing on non-minimal kinetic terms
is its importance to non-Gaussian observables, whose
search is an active area of research in observational
cosmology. In this section, we explain how non-
minimal kinetic terms can generate observable non-
Gaussian statistics. Most of this section is devoted
to summarizing and clarifying the literature which is
particularly relevant for this paper.
All field correlation functions of a non-interacting
field theory can be reduced to the information in the
two-point correlation function similar to the statistics
of a classical Gaussian random variable. During slow
roll inflation, the energy density fluctuations of the
inflaton φ (the dominant energy component) are ap-
proximately
δρφ(x) ∼ V ′(φ0)δφ(x) (1)
where V (φ) is the inflaton potential, φ0 is the clas-
sical time dependent background homogeneous infla-
ton field, and δφ(x) is the quantum fluctuating infla-
ton field degree of freedom. Hence, if δφ fluctuations
(which eventually decohere to become classical) can
be described by a non-interacting field theory, then
the statistics of δρφ will also will be Gaussian since
by the linear relationship given in Eq. (1), it inherits
the statistics of δφ.
In slow roll inflationary theories with minimal
canonical kinetic terms, the inflaton field still interacts
non-trivially with gravity, leading to non-Gaussian
statistics of δρφ. However, because the energy den-
sity fluctuations are small, the gravity-mediated self-
interactions are typically small. Furthermore, the
slow roll constraints also phenomenologically forces
the coupling constants in the self-interaction terms
of the potential to be small, suppressing non-gravity-
mediated self-interactions. One typical characteriza-
tion of the non-Gaussian statistics is the 3-point func-
tion
〈ζ(τ,~k1)ζ(τ,~k2)ζ(τ,~k3)〉 = (2pi)7δ(3)(~k1 + ~k2 + ~k3)×[
P ζ(k1 + k2 + k3)
]2 A(~k1,~k2,~k3)∏
i k
3
i
(2)
where A is a smooth function with dimension [k]3, ζ
is the scalar perturbation which in the δφ = 0 gauge
parameterizes the spatial metric as exp(2ζ)|d~x|2, τ
is conformal time when all the scales are far out-
side of the horizon during inflation, and P ζk is the
two-point function power spectrum.[65] To linear or-
der, the scalar perturbation reduces to the linearly
gauge invariant function ζ = −Ψ − H
φ˙0
δφ, where Ψ
is scalar perturbation appearing in the line element
(dt2(1 + 2Ψ)) and H is the expansion rate. The liter-
ature often characterizes the amplitude A at either
the ~k1 = ~k2 = ~k3 limit (equilateral triangle), or
|~k1|  |~k2|, |~k3| limit (squeezed or local limit). In
each of these cases, a dimensionless quantity fNL can
be defined by the relation [45]
A(~k1,~k2,~k3) ≡ − 310f
equil or local
NL
∑
i
k3i (3)
2
where the definition is motivated by the characteri-
zation of non-Gaussianities by a non-general ansatz
ζ = ζG − 35f
equil or local
NL (ζ
2
G − 〈ζ2G〉) which is valid
only when the non-Gaussian variable ζ is related to
the Gaussian variable ζG by a local field redefinition.
Having a fequil or localNL > 0 in the sign convention
of Eq. (3) corresponds to having more hot spots in the
CMB anisotropies compared to the case with fNL =
0. To see this, note that the observed anisotropies
on large scales is approximately ∆TT ≈ − 15ζ due to
Sachs-Wolfe effect. Hence, the temperature one point
function P (∆T/T ) should behave approximately as
lnP ∝
[
∆T
T
− 3fNL
((
∆T
T
)2
− 〈
(
∆T
T
)2
〉
)]2
,
(4)
which makes the probability of having ∆T/T larger
than the standard deviation a bit higher. Note that
the sign convention of [45, 46] is opposite to the sign
convention of [48]. Furthermore, the non-zero value
of fNL measured by [48] is in the squeezed limit of
k1  k2, k3 which is less sensitive to the non-minimal
kinetic term as pointed out by several papers (e.g. see
[43, 44, 45, 46]). To leading order, fNL can be related
to the scalar perturbation spectral index as
f localNL ∼ (ns − 1) (5)
which is suppressed (as these are proportional to the
slow roll parameters) with a negative sign in the cur-
rent sign convention if ns < 1. Hence, it is interesting
that the result of [48] is not likely to be explained
by something like DBI inflation or more generally, by
non-minimal kinetic term effect only. For slow roll in-
flationary models, this small fNL proportional to the
slow roll parameter is generic [46].
One idea to make fNL large from non-gravitational
self-interactions that people did not pay much at-
tention to before [42] was that generically self-
interactions can be made large without preventing in-
flation if the self-interactions come from non-minimal
kinetic terms. From an intuitive point of view, one
sees that if the inflaton Lagrangian has the form
Lintuition = f((∂φ)2, φ)(∂φ)2 −m2φ2 (6)
where m is a mass parameter and f(a, b) is a function
which has a large numerical value, say Z  1, along
a particular classical solution, then by redefining the
field to be φ˜ ≡ √Zφ, we have numerically
Lintuition ∼ (∂φ˜)2 −
m2
Z
φ˜2. (7)
This makes the effective potential even flatter than
the situation in which Z was of order 1, which
in turn helps in meeting the phenomenological in-
flationary conditions. At the same time, if Z =
f((∂φ)2, φ) is large, then there are non-renormalizable
self-interactions of φ in Eq. (6) that are large, and
hence the expected non-Gaussianities can be large
without spoiling inflation.
Therefore, one key to obtaining large non-
Gaussianities in inflationary models with a single
scalar field is to consider modifications of the kinetic
term. To see how fNL can be related to the nonrenor-
malizable interactions appearing in the kinetic sector,
consider a dimension 8 non-renormalizable interaction
of the form
Sint =
∫
d4x
√
g
c
Λ4
(∂µφ∂µφ)2. (8)
After expanding φ as φ0(t)+δφ(x), we see that Eq. (8)
contains a cubic self-interaction
Sint 3
∫
d4xa3
4c
Λ4
φ˙0(t)δφ˙3(x) (9)
where the dot denotes the partial derivative with re-
spect to a comoving observer’s proper time and φ0(t)
is governed by the quadratic Lagrangian
S2 =
∫
d4x
√
g
[
1
2
(∂µφ∂µφ)− V (φ)
]
. (10)
For the present discussion, we will assume that V (φ)
energy density and pressure are dominant during in-
flation. It is interesting to note that the cubic deriva-
tive interaction of Eq. (9) is induced by having both a
dimension 8 short distance operator (Eq. (8)) and a
nonvanishing time dependent background field φ0(t).
The second condition is required because local Lorentz
invariance forces Eq. (8) to have a Z2 symmetry which
needs to be spontaneously broken by φ0(t) to obtain
a cubic interaction.
If the scalar metric fluctuation can be neglected,
then the dominant contribution to the 3-point func-
tion would simply come from Eq. (9). However, as is
well known by now ([44, 45]), the scalar metric pertur-
bations induce significant contributions to 〈ζζζ〉 pro-
portional to c in Eq. (8). To account for the scalar
metric perturbations, it is often more convenient to
choose the foliation of spacetime with spacelike 3-
surfaces in which δφ = 0 and use the ADM formalism
to construct the interacting Lagrangian and Hamilto-
nian [46] in terms of the metric component exp(2ζ)
characterizing 3-metric as exp(2ζ)d|~x|2. Explicitly,
the leading interaction Lagrangian can be written as
[44]
LI ∼ a3u
[
−2
3
ζ˙3
H
+ 8a2ζ˙2∂−2ζ˙
]
(11)
where u = −8cφ˙
2
0
Λ4 for the case of Eq. (8). The sec-
ond term (whose peculiar non-local form comes from
solving the non-local constraint equations of gravity)
turns out to dominate in contribution to 〈ζζζ〉 over
the local interactions represented in the first term in
3
the limit that the slow roll parameters vanish. This
indicates that the metric perturbations cannot be ne-
glected in computing the 3-point functions for non-
minimal kinetic terms. What is intriguing about this
is that non-Gaussianities may in fact be a sensitive
probe of gravity. Although we will leave investiga-
tions of this issue to a future work, it is interesting
to note that the modifications of gravity proposed by
[50, 51] directly changes the gravitational constraint
equations which the scalar metric perturbations are
sensitive to.
The 3-point function is computed perturbatively as
〈O(t)〉 = 〈ei
∫ t
t0
dt′HI(t′)Oint(t)e−i
∫ t
t0
dt′HI(t′)〉(12)
≈ 〈Oint〉+ i
∫ t
t0
dt′〈[HI(t′),Oint(t)]〉 (13)
where O = ζ(t,~k1)ζ(t,~k2)ζ(t,~k3), HI is the inter-
acting Hamiltonian (HI = −
∫
d3xLI), and the first
term is vanishing for our observable. Hence, noting
that in the spatially flat gauge, ζ ∼ −H
φ˙0
δφ, and near
the slow roll limit φ˙0 ∼
√
2VHMpsgn(φ˙0) (where
V ≡ M2pl(V ′(φ)/V (φ))2/2), the leading effect of the
non-minimal kinetic term on the 3-point function can
be represented by the diagram in Fig. 1. Because the
background spacetime has spatial translational invari-
ance, there will still be an overall 3-momentum con-
servation (2pi)3δ(3)(~k1 + ~k2 + ~k3) in the computation.
However, because of the propagator being in dS space-
time patch which is not time translationally invariant,
the time integral will not conserve
∑
i |~ki| but will in-
stead lead to a factor of 1/H. Since the vertex of the
first diagram in Fig. 1 can be read off from Eq. (9) as
cφ˙0
Λ4 , we can estimate
〈ζ(t,~k1)ζ(t,~k2)ζ(t,~k3)〉 ∼ (2pi)3δ(3)(~k1 + ~k2 + ~k3)×
1
H
× cφ˙0
Λ4
× (H
φ˙0
)3 × (H2)3h(~k1,~k2,~k3) (14)
= (2pi)7δ(3)(
∑
i
~ki)
cφ˙20
Λ4
[(
H
φ˙0
H
2pi
)2]2
h(~k1,~k2,~k3)(15)
where h(~k1,~k2,~k3) is a Fourier transform related kine-
matic function which scales as 1/k6 in the equilateral
triangle limit of |~k1| = |~k2| = |~k3| = k, and the other
factors in the first equation can be explained as fol-
lows. The factor of 1/H comes from the integral
∫
dt
(the effective interaction having a time scale of order
1/H, and this is what results from the nonconserva-
tion of
∑
i |~ki|), the factor of cφ˙0/Λ4 comes from the
interaction vertex, (H/φ˙0)3 comes from the relation-
ship ζ ∼ −H
φ˙0
δφ, and (H2)3 comes from each of the
external 〈δφδφ〉 propagators in Fig. 1 being propor-
tional to H2 (the well known massless dS propagator
scaling). The second line follows from trying to ex-
press the result as Eq. (2), where
P ζk ≈
(
H
φ˙0
H
2pi
)2
(16)
to leading slow roll and non-minimal kinetic term ver-
tex order.
Comparing Eq. (15) with Eq. (3) and Eq. (2), we
find for equilateral momentum triangle configuration
f
equil
NL ∼ c
φ˙20
Λ4
, (17)
up to a minus sign which we cannot predict with
the current detail of estimation, which leaves out
the gravitational effects (e.g. the second diagram of
Fig. 1).[66] The inclusion of the gravitational effects
[44, 45] yields
f
equil
NL ≈ 0.28
2XLXX
LX (18)
which for Eq. (8) yields
f
equil
NL ≈ 0.28
8cφ˙20
Λ4
(19)
in agreement with Eq. (17).
Before closing this section, we would like to also
comment that Eq. (17) can be rewritten in terms of
the potential slow roll parameters as
f
equil
NL ∼ cV
H2
Λ2
M2pl
Λ2
. (20)
This expression is interesting because although the di-
mension 8 operators of the form of Eq. (8) are gener-
ically expected to exist in conventional effective field
theories with c ∼ O(1) because Λ then is the cutoff
scale, the validity of the effective field theory descrip-
tion requires
H2M2pl < Λ
4. (21)
Eq. (20) would then imply that the fNL contribution
from perturbatively treated non-minimal kinetic oper-
ators would be suppressed by V in a typical effective
field theory. However, there are apparently situations
such as in DBI inflationary models in which 2XLXXLX
can be large yet a sensible effective field theory de-
scription exists [52, 53]. Such scenarios would still
give a large value for fequilNL due to non-minimal ki-
netic term interactions.
III. BACKGROUND EVOLUTION
Consider a general action of a single scalar field
with a Lagrangian of the form L(X,φ) where X =
4
k1
k2
δφ δφ
〈φ˙0〉
δφ
k1
k2
δφ
〈φ˙0〉
δφ
k3
k3
δφ
FIG. 1: Dimension 8 kinetic operator interaction of δφ contribution to the 3-point function of 〈ζ(t,~k1)ζ(t,~k2)ζ(t,~k3)〉.The
small dots indicates the fact that the δφ propagator is a dS propagator (i.e. there is an interaction with the background
classical homogeneous gravitational field leading to a time dependent mass). The blob on the right indicates that it is
an interaction term (partly non-local) arising from the presence scalar metric fluctutations.
1
2∂µφ∂
µφ is the canonical kinetic term. One can de-
scribe the φ field by a hydrodynamical fluid in the
following way:
Tµν = (p+ ρ)uµuν − pgµν , (22)
where
p(X,φ) ≡ L(X,φ), (23)
ρ(X,φ) ≡ 2XLX − L(X,φ), (24)
uµ ≡ ∂µφ√
2X
, (25)
where LX ≡ ∂L/∂X. In the homogenous limit that
X = 12 φ˙
2 Eq. (24) simplifies to
ρ(X,φ) = φ˙
∂L
∂φ˙
− L. (26)
In this paper we assume that null energy condition
ρ+ p > 0, is satisfied, such that
2X
∂L
∂X
> 0. (27)
The Friedmann, acceleration and continuity equa-
tions for the background are
H2 =
1
3M2pl
(2XLX − L) , (28)
a¨
a
= − 1
3M2pl
(XLX + L), (29)
ρ˙ = −3H(ρ+ p), (30)
where a(t) is the scale factor, H is Hubble’s constant≡
a˙/a. Accelerative expansion requires
0 <
XLX
−L < 1, (31)
with L < 0. The resulting equation of motion for the
scalar field is
X˙ =
√
2Xc2s
LX
(
Lφ − 2XLXφ − 3H
√
2XLX
)
, (32)
where throughout we choose the sign of
√
2X to be
same as φ˙. c2s is defined as
c2s ≡
pX
ρX
=
(
1 + 2
XLXX
LX
)−1
. (33)
As we will see in the next section, it turns out to be the
adiabatic sound speed for inhomogeneities. Requiring
c2s ≤ 1 and the positivity of LX , giving c2s > 0 from
Eq. (27) yields,
LXX > 0. (34)
Combining Eq. (28) and Eq. (30) we can write the
kinetic variable as a function H and LX ,
√
2X = −2M
2
pl
LX H
′, (35)
where a prime denotes a total derivative with respect
to φ,
H ′ ≡ dH
dφ
=
1√
2X
dH
dt
, (36)
where
d
dt
= X˙
∂
∂X
+
√
2X
∂
∂φ
. (37)
Using Eq. (32), we can therefore describe all time
derivatives in terms of partial derivatives with respect
to φ and X.
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Notice that if L(X,φ) is known, LX(X,φ) can be
derived and inserted in Eq. (35) to solve for X(H ′, φ),
which then can be substituted back in Eq. (28) to
obtain a nonlinear first order differential equation for
H(φ) which similar to canonical actions corresponds
to the Hamilton-Jacobi (HJ) equation for the general
action [54]
3M2plH
2(φ) =
4M4plH
′2
LX
(
X(H ′, φ), φ
)−L(X(H ′, φ), φ).
(38)
We can rewrite the HJ equation in terms of a new
parameter ,
3M2plH
2
(
1− 2
3
)
= −L, (39)
where
 ≡ 3(ρ+ p)
2ρ
= − H˙
H2
(40)
and it can also be written in following formats in terms
of parameters in the action,
 =
3
2− LXLX
=
2M2pl
LX
(
H ′
H
)2
. (41)
The physical relevance of  is more clearly seen given
a¨
a
= (1− )H2, (42)
which implies that the accelerative expansion condi-
tion Eq. (31) can also be written for H as 0 <  < 1.
To design a successful inflationary scenario, it is
necessary to first address the flatness and horizon
problem, for which it suffices to have [55]
N˜ ≡ ln
∣∣∣∣a(ten)H(ten)a(tin)H(tin)
∣∣∣∣ > ln((1 + zeq)−1/2TreT0
)
,
(43)
where T0, Tre and zeq are the CMB temperature to-
day, the reheating temperature, and the redshift at
time of matter-radiation equality, respectively. The
left hand side describes the logarithmic shrinkage of
Hubble radius in the comoving frame. To be con-
sistent with observations, the reheating temperature
has to be above nucleosynthesis scales which yields
N˜ ≥ 24, but if one assumes that a reheating temper-
ature is as high as the GUT scale then a larger lower
limit, N˜ ≥ 80, is obtained.
A commonly used measure of inflation is the num-
ber of e-folds of inflation, Ne, defined as
Ne ≡ ln a(ten)
a(tin)
= −
∫ tin
ten
Hdt
=
1
Mpl
∫ φen
φin
√
LX
2
dφ, (44)
in which tin and ten are the start and end of inflation,
and we choose Ne to increase as one goes backwards
in time from the end of inflation i.e dNe = −Hdt.
If H is changing slowly during inflation, then
Ne ∼ N˜ and the constraint on the Hubble radius
shrinkage can be satisfied simply by requiring Ne >
ln
(
(1 + zeq)−1/2 TreT0
)
. In general, however, once one
enforces the null energy condition ρ+ p > 0, since H˙
is negative, inevitably Ne is N˜ + ln HinHen , and hence is
larger than N˜ :
Ne >
N˜
1− min , (45)
which implies that for scenarios in which  is not close
to zero one must obtain significantly larger number
for e-folding to solve the horizon problem. Keep in
mind that imposing a higher reheating temperature,
and requiring the initial condition ρin < M4pl at the
same time, will only restrict ln[H(tin)/H(ten)] < 38,
and only marginally constrain  to be about 10% less
than one. Regardless of the null energy condition,
meeting the observable constraint Eq. (43) guarantees
that a¨(t) > 0 at least for some time even if a scenario
is designed to avoid a large number of e-foldings.
For a general action, one can define two further dy-
namical parameters in addition to  that (as will be
shown in the next section) control the slow roll regime
and are directly measurable by observations:
η ≡ ˙
H
(46)
κ ≡ c˙s
Hcs
. (47)
These parameters are independent of the choice of
scalar field definition (the field gauge choice) in the
action.
IV. SLOW ROLL CONDITIONS FOR A
GENERAL ACTION
In the case of a general inflation model the term
“slow roll” can be ambiguous. Here we ensure that
slow roll is independent of a scalar field definition, and
purely relates to the gauge invariant flow parameters:
, η, κ, ηN , κN ... 1, (48)
where ηN ≡ dη/dNe etc.. These parameters are de-
pendent upon L and gauge invariant combinations of
X and derivatives of L with respect to X and φ.
In this paper we do not establish whether particular
actions are able to realize slow roll inflation. However,
in the following sections, we do consider the implica-
tions for evolution if slow roll behavior is satisfied.
From Eq. (41) we can see that  1 implies,
XLX
−L  1. (49)
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Combined  1 and η  1 suggest that
η − 2 =
˙XLX
HXLX  1, (50)
while κ 1 implies,
1− c2s
2
∣∣∣∣∣ ˙(X2LXX)HX2LXX − ˙(XLX)HXLX
∣∣∣∣∣ 1. (51)
Note that, as such, this ‘slow roll’ condition allows
for scenarios such as ultra-relativistic DBI inflation in
which c2s  1 if ∣∣∣∣∣ ˙(X2LXX)HX2LXX
∣∣∣∣∣ 1. (52)
V. OBSERVATIONAL CONSTRAINTS ON
SLOW ROLL PARAMETERS FROM THE
PRIMORDIAL SPECTRUM
In the absence of anisotropic stress in energy mo-
mentum tensor at linear order, we can write the metric
in the longitudinal gauge as [56]:
ds2 = (1 + 2Φ)dt2 − (1− 2Φ)a2(t)γijdxidxj . (53)
Just as in the standard canonical action, we can
define the Bardeen parameter ζ[67],
ζ ≡ 5ρ+ 3p
3(ρ+ p)
Φ +
2ρ
3(ρ+ p)
Φ˙
H
, (54)
and Mukhanov variable ν,
u ≡ zζ, (55)
where for the general action [37],
z ≡ a(ρ+ p)
1/2
csH
, (56)
=
√
2Mpla
√

cs
. (57)
In a flat universe, after quantization, a general ac-
tion still has an equation of motion similar to that for
canonical actions [37]
d2uk
dτ2
+
(
c2sk
2 − 1
z
d2z
dτ2
)
uk = 0, (58)
where
1
z
d2z
dτ2
= a2H2W, (59)
with,
W = 2
[(
1 +
η
2
− κ
)(
1− 
2
+
η
4
− κ
2
)]
+
ηN
2
− κN . (60)
Now inserting slow roll conditions Eq. (48), more
specifically assuming η  1N ,  varies very slowly, then
using Eq. (42), aHτ(1 − ) ≈ −1, and uk satisfies a
Bessel equation,
d2uk
dτ2
+
(
c2sk
2 − ν
2 − 14
τ2
)
uk = 0, (61)
where
ν2 =
W
(1− )2 +
1
4
. (62)
In the slow roll limit Eq. (48), solution tends toward
ν → 3/2. Following [37], to leading order the scalar
spectral density, PR is given by
PR = k
3
2pi2
|uk|2
z2
∣∣∣∣
csk=aH
, (63)
∼ 1
8pi2M2pl
H2
cs
|csk=aH . (64)
The tensor spectra density to first order is
Ph = 2H
2
pi2M2pl
∣∣∣∣∣
k=aH
. (65)
Note that in these computations, we are implicitly as-
suming Bunch-Davies vacuum boundary conditions,
whose validity generically has model-dependent limi-
tations [57, 58]. Scalar perturbations are calculated
at sound horizon crossing, ks = aH/cs, while tensor
perturbations are fixed when kt = aH, so that
d ln k
dNe
∣∣∣∣
k=ks
= −(1− − κ), (66)
d ln k
dNe
∣∣∣∣
k=kt
= −(1− ). (67)
The scalar spectral index is given by
ns − 1 ≡ d lnPR
d ln k
∣∣∣∣
k=ks
, (68)
≈ −(2+ η + κ) +O(2, η, κN , ...), (69)
nt ≡ d lnPh
d ln k
∣∣∣∣
k=kt
≈ −2+O(2, ...), (70)
and tensor to scalar ratio
r ≡ PhPR ≈ 16cs, (71)
gives rise to the consistency relation
r ≈ −8csnt. (72)
Note that the consistency relationship is very simi-
lar to that of multifield models. The running in the
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spectral indices are given by
dns
d ln k
∣∣∣∣
k=ks
≈ 2N + ηN + κN , (73)
dnt
d ln k
∣∣∣∣
k=kt
≈ 2N . (74)
As discussed in [37], the consistency relation could
allow us to determine wether the action is canonical
or not in the context of single field inflation. Some
data fitting results exploring the effects of including
cs in Eq. (72) can be found in [59].
The primordial spectrum, as we will discuss, in the-
ory provides information with which we might differ-
entiate between different kinetic inflationary models
in the slow roll regime defined in Eq. (48). To obtain
this however, requires the measurement of both the
tensor and scalar primordial spectra, including scale
dependency of tensor modes, and constraints on non-
Gaussianity: 1) A measurement of nt would give a
direct estimate of . 2) Comparing measurements of
r and nt in Eq. (72) gives a measure of cs and a first
insight into whether the action is canonical or not. 3)
ns allows us to constrain 2− η − κ, while dnt/d ln k,
using Eq. (110) would constrain 2 − η. Comparing
these two would give a direct measure of κ. We ex-
haust the information coming from the two-point cor-
relations since running in the scalar spectral index is
dependent on higher order terms.
Observational tests of non-Gaussianity using the
CMB provide additional measurements of the flow pa-
rameters. The CMB is most sensitive to the 3-point
function of the comoving curvature perturbation, ζ,
ζ = ζG − 35fNLζ
2
G, (75)
where ζG is a Gaussian field and where fNL gives
a measure of the local intrinsic non-linearity in the
curvature fluctuation as discussed in section II. Non-
Gaussianity in general actions has been computed by
[44, 45] with the definition of ζ having the opposite of
the sign convention of Eq. (54). For generalized single
field inflation, [45] finds, in the equilateral momentum
triangle limit,
f
equil
NL ≈ (−0.26 + 0.12c2s)
(
1− 1
c2s
)
−0.08
(
c2s

)
X3LXXX
M2plH
2
, (76)
whereas in the squeezed triangle limit [43],
f localNL ∼ (ns − 1). (77)
Note that the f localNL detection recently reported in [48]
uses a sign convention opposite to that used in [44,
45]. The amplitude of the primordial non-Gaussianity
fNL therefore could in principle be used in addition to
the scalar and tensor power spectrum measurements
to obtain information about a higher derivative term,
LXXX if one assumes single field inflation.
Current non-Gaussianity limits coming from the
equilateral triangle limit of bispectrum are not com-
petitive with the 2-point constraints, with WMAP 3-
year data giving −256 < fequilNL < 332 at the 95% con-
fidence level [60]. Prospectively the PLANCK satel-
lite will improve this constraint with estimated errors
in σ(fequilNL ) = 66.9 at 1σ level [61]. It is however
intriguing that [48] has very recently reported a pos-
itive dection of local f localNL . Given that this result
came out after our work was completed, we leave the
full discussion of its implications to a future work. A
related discussion in the context of curvaton models
has already appeared [62].
VI. RECONSTRUCTING THE ACTION
FROM SLOW ROLL PARAMETERS
In section V we outlined how power spectrum ob-
servations can give us constraints on the slow roll pa-
rameters and cs, which in their own right can help
us differentiate broadly between theories with cs = 1
from cs 6= 1. In this section we take the slow roll
constraints one step further and consider the question
of given the constraints on these parameters and cs,
how much can be known about the original action of
the inflaton field. Although we are only focusing on
slow roll parameters and cs, the formalism we discuss
in this section can easily be extended to obtain more
details about the original action if we include mea-
surement of higher order correlation functions such as
fNL which as we explained in the last section contain
higher derivative terms.
We consider the ‘ideal’ analytical reconstruction
possible if (k) and cs(k) are measured over some ob-
servable range kmin(Ne,max) ≤ k ≤ kmax(Ne,min).
One can reconstruct the evolutionary trajectory for
the homogenous energy density and pressure (p = L)
relative to some reference point within that range,
k0(Ne0). Combining the definition of  in Eq. (40) and
the conservation of energy conservation, Eq. (30), one
finds
ρ(Ne)
ρ(Ne0)
= exp
∫ Ne
Ne0
2(N)dN. (78)
where ρ(Ne) and L(Ne) are related at each time by
L(Ne) = ρ(Ne)
(
−1 + 2(Ne)
3
)
, (79)
Eq. (79) and using Eq. (41) and Eq. (33) give con-
straints on gauge independent combinations of X and
derivatives of L for the on-shell trajectory,
X(Ne)LX(Ne) = 13(Ne)ρ(Ne) (80)
X2(Ne)LXX(Ne) = 16
(
1
c2s(Ne)
− 1
)
(Ne)ρ(Ne) (81)
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Notice that here the gauge ambiguity for X(Ne)
arises since unlike the canonical action, not having
fixed the kinetic term in the action and not knowing
LX as a specific function of φ or X to substitute for,
leaves the door open to gauge ambiguities due to field
redefinitions, φ→ ϕ ≡ f(φ). We discuss the possibil-
ity of more general canonical transformations in the
appendix. Typically, only φ → ϕ ≡ f(φ) will lead to
a local field theory and more general canonical trans-
formations will not lead to a local theory. Hence in
order to establish the evolution more specifically we
must choose a scalar field gauge. This can, for exam-
ple, be done by choosing LX(Ne) = c−1s (Ne), as is the
case for canonical and DBI inflation, leading to
X(Ne) =
1
3
(Ne)cs(Ne)ρ(Ne) (82)
∆φ ≡ φ(Ne)− φ(Ne0) = −
∫ Ne
Ne0
√
2csdN, (83)
where for simplicity in notation for the rest of this
section only, we are using the Mpl = 1 convention
(geometricized units). An alternative useful gauge is
taking X(Ne) = 1/2, for which,
∆φ = −
∫ Ne
Ne0
dN
H
= −
∫ Ne
Ne0
dN
√
3
ρ(Ne)
, (84)
Notice that here we are aiming to reconstruct a two
dimensional manifold L(X,φ) in a three dimensional
space (L, X, φ) and we have so far shown that after
fixing the gauge ambiguity, the one dimensional tra-
jectory of L( 12 , φ) is required to lie on this manifold
and locally minimize it at the same time, however in
the X direction only the first and second derivatives
are constrained leaving the higher derivatives along X
completely free. Therefore any action consistent with
such observations automatically equates to satisfying
the above boundary conditions. One can easily find
all such manifolds of L(X,φ) by solving an arbitrary
third order differential equation along characteristic
curves of (L , X , φ = constant) obeying the bound-
ary conditions at ( 12 , φ). Any action consistent with
the constraints onXLX andX2LXX can then be writ-
ten in the form
L˜ = q(X,φ) + L
(
1
2
, φ
)
− q
(
1
2
, φ
)
+
[
LX
(
1
2
, φ
)
− qX
(
1
2
, φ
)](
X − 1
2
)
+
1
2
[
LXX
(
1
2
, φ
)
− qXX
(
1
2
, φ
)](
X − 1
2
)2
(85)
where q is an arbitrary function of φ and X. It is
also straight forward to show that the trajectory of
L˜( 12 , φ) is minimizing the action, since equation of mo-
tion Eq. (32) for L˜ at X = 1/2 simplifies to,
Lφ
(
1
2
, φ
)
− LXφ
(
1
2
, φ
)
= 3H(Ne)LX
(
1
2
, φ
)
,(86)
which, using Eq. (80), turns up to be simply an al-
ternative way of writing ρN = 2ρ which has already
been set to remain valid. This can be seen more clearly
through the following example. Lets consider the case
where  ∼ 12Ne  1 where we are taking Ne to be
decreasing during inflation. This is what one would
expect for a quadratic potential in the case of a canoni-
cal action cs = 1. We will consider the implications for
the action if cs deviates slightly from one, cs = 1− δ.
We first obtain H using Eq. (78):
H = H1 exp
(∫ Ne
1
dN
2N
)
= H1N1/2e (87)
where H1 = H|Ne=1 . Now fixing the gauge to X =
1/2 we get
dφ
dN
=
−1
H1N
1/2
e
⇒ φ = −2N
1/2
e
H1
(88)
the above equation combined with Eq. (80) and
Eq. (81) yield
L
(
1
2
, φ
)
= H21 (1−H21φ2) (89)
LX
(
1
2
, φ
)
= H21 (90)
LXX
(
1
2
, φ
)
∼ 2H21δ (91)
Now substituting these result in Eq. (85), and for in-
stance taking q = 0, in the limit of   1 or equiva-
lently |H1φ|  1 the action will have a following form:
L˜1(X,φ) ∼ H21
[
−3
4
(H1φ)2 +X + δ X2
]
, (92)
which after a field redefinition is slightly deviated from
the a canonical action with quadratic potential. How-
ever if we take q = λX3 then the action will be:
L˜2(X,φ) = L˜1(X,φ)
+ λ
[
X3 − 1
8
− 3
4
(X − 1
2
)− 3
2
(X − 1
2
)2
]
(93)
which also satisfies the equation of motion at X = 12
and fits  and cs regardless of the magnitude of λ.
VII. INFLATIONARY FLOW EQUATIONS
In the previous section it was shown that, even af-
ter fixing a gauge, there are an infinite number of dif-
ferent actions that can match the same observation,
however it is possible to write down one dynamical
evolution for the on-shell trajectory for all of them.
That is to say, just like the canonical case, we can
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obtain H(φ) or the function L(φ) on the solution tra-
jectory but, unlike before where it would be equated
to a unique potential V (φ), it will not correspond to
a unique L(X,φ).
mAll the gauge invariant parameters that we have
introduced so far belong to two categories: first, com-
binations of H and its derivatives with respect to e-
folding number Ne:
H ,  =
d lnH
dNe
,
η = −d ln 
dNe
=
1

d2
dNe
lnH, ηN , ηNN , ... (94)
and second, combinations of cs and its derivatives with
respect to N :
cs, κ =
1
cs
dcs
dNe
, κN , ... (95)
By truncating these parameters at some derivative or-
der to zero and then setting initial values for rest of
them atNe = Ne0 one could approximateH or cs with
Taylor expansions in terms of Ne up to a convergence
radius Nmax.
An alternative approach using inflationary flow
equations to describe an action beyond the slow-roll
assumption has been used extensively for canonical
inflation [49, 55, 63] and DBI inflation [41]. Here we
discuss how this formalism can be extended to a gen-
eral action and a general gauge.
The inflationary flow equations are used to derive
a Taylor expansion of H, L, and cs and other gauge
invariant quantities in terms of a specific choice of
scalar field, φ, for example
H(φ) = H0 +MplH ′0
(
∆φ
Mpl
)
+ ....
+
1
(l + 1)!
M l+1pl H
[l+1]
0
(
∆φ
Mpl
)l+1
+ ... ,(96)
and hence the coefficients have the nontrivial terms in
the form of ,
Ql(H)|φ0 =
[(
dNe
dφ
d
dNe
)l
H
]
φ0
(97)
and similarly terms of the form Ql(cs) for the Taylor
expansion of cs. Since X and LX are not invariant
under the field redefinition and
dNe
dφ
= ± H√
2X
= ±
(LX
2
)1/2
, (98)
the Ql(H) and Ql(cs) are in general gauge dependent.
Fixing a gauge, as is done in DBI and canonical infla-
tion with LX = c−1s , sets this dependency.
For a general gauge, we can write the gauge invari-
ant slow roll parameters as
 =
2M2pl
LX
(
H ′
H
)2
, (99)
κ =
2M2pl
LX
(
H ′
H
(c−1s )
′
c−1s
)
, (100)
and introduce gauge dependent parameters
η˜ ≡ 2M
2
pl
LX
(
H ′′
H
)
, (101)
κ˜ ≡ 2M
2
pl
LX
(
H ′
H
LX ′
LX
)
. (102)
where in canonical and DBI inflation the gauge choice
leads to κ˜ = κ.
η˜ and κ˜ are not invariant under a redefinition of the
scalar field φ→ ϕ(φ),
η˜ = − X˙
2HX
− L˙X
HLX , (103)
κ˜ = − L˙X
HLX , (104)
however, the combination 2η˜−κ˜ is invariant under the
transformation,
2η˜ − κ˜ = 2− η = −
˙(XLX)
HXLX . (105)
The inflationary flow equation hierarchy is obtained
by defining three sets of variables,
lλ(φ) ≡
(
2M2pl
LX
)l(
H ′
H
)l−1
H [l+1]
H
(106)
lα(φ) ≡
(
2M2pl
LX
)l(
H ′
H
)l−1 (c−1s )[l+1]
c−1s
(107)
lβ(φ) ≡
(
2M2pl
LX
)l(
H ′
H
)l−1 L[l+1]X
LX (108)
for l ≥ 1, where H [l+1] ≡ dl+1H/dφl+1 and η˜ = 1λ.
For DBI inflation and canonical inflation lα = lβ. As
explained above, in general lλ, lα and lβ are not in-
variant under scalar field redefinitions.
Noting that
dφ
dNe
=
2M2pl
LX
H ′
H
(109)
the evolutionary paths of these parameters simplify to
coupled first order differential equations with respect
to Ne. Then,
N = −(2− 2η˜ + κ˜) = −η, (110)
η˜N = −η˜(+ κ˜) + 2λ, (111)
κN = −κ(− η˜ + κ˜+ κ) + 1α, (112)
κ˜N = −κ˜(− η˜ + 2κ˜) + 1β, (113)
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and for l ≥ 1,
lλN = −lλ [l− (l − 1)η˜ + lκ˜] + l+1λ, (114)
lαN = −lα [(l − 1)− (l − 1)η˜ + lκ˜+ κ] + l+1α, (115)
lβN = −lβ [(l − 1)− (l − 1)η˜ + (l + 1)κ˜] + l+1β. (116)
Following the nomenclature of [49], the Taylor ex-
pansion of the Hubble factor, c−1s and LX in powers
of φ can be written,
H(φ) = H0
[
1 +A1
(
∆φ
Mpl
)
+ ....
+AMA+1
(
∆φ
Mpl
)MA+1
+ ...
]
, (117)
c−1s (φ) = c
−1
s0
[
1 +B1
(
∆φ
Mpl
)
+ ...
+BMB+1
(
∆φ
Mpl
)MB+1
+ ...
]
, (118)
LX(φ) = LX0
[
1 + C1
(
∆φ
Mpl
)
+ ...
+CMC+1
(
∆φ
Mpl
)MC+1
+ ...
]
, (119)
where
Al ≡ 1
l!
Mpl
l
H0
H [l+1]
∣∣∣∣∣
φ=φ0
(120)
Bl ≡ 1
l!
Mpl
l
c−1s0
(c−1s )
[l+1]
∣∣∣∣∣
φ=φ0
(121)
Cl ≡ 1
l!
Mpl
l
LX0 L
[l+1]
X
∣∣∣∣∣
φ=φ0
(122)
and H0, LX0 and cs0 are the values of H, LX and
cs at the reference point φ0 ≡ φ(Ne0) with ∆φ ≡
φ(Ne) − φ(Ne0). Note that for scenarios such as rel-
ativistic DBI where c−1s diverges at desiter limit and
Taylor expansion description is invalid out of the con-
vergence radius of φ0, instead one could use the Taylor
expansion of cs and L−1X .
Using Eq. (35) and Eq. (114) - Eq. (115),
A1 =
√
0LX0
2
, (123)
Al+1 =
LlX0
2l(l + 1)!Al−11
lλ0, (124)
B1 =
κ0LX0
2A1
, (125)
Bl+1 =
Ll+1X0
2l(l + 1)!Al−11
lα0. (126)
C1 =
κ˜0LX0
2A1
, (127)
Cl+1 =
Ll+1X0
2l(l + 1)!Al−11
lβ0, (128)
The flow equations derived in this section apply to
inflationary models independent of whether inflation
is slow roll or not. Often in applying the flow equa-
tions, however, it is commonly assumed that within
the chosen gauge, the series are convergent, and the
hierarchies in lλ, lα and lβ can be truncated with non-
zero values for a finite range of l, l ≤ MA, l ≤ MB
and l ≤MC respectively in the chosen gauge.
VIII. CONCLUSIONS
Complementary CMB and large scale structure
measurements over scales spanning four orders of mag-
nitude have driven impressive improvements in the
measurement of the primordial scalar power spec-
trum. In addition improvements in non-Gaussianity
constraints are expected from the PLANCK satellite
and there is the exciting prospect of tensor mode mea-
surements in the near future, with a number of CMB
surveys being developed to target B-mode polariza-
tion. With the hope of connecting this to high energy
theory, there has been significant interest in estab-
lishing what current and planned observations might
elucidate about the primordial spectrum of fluctua-
tions from inflation, in terms of potential reconstruc-
tion for canonical inflation and action reconstruction
in specific theories such as DBI inflation.
In this paper we extend these considerations to ad-
dress what we can maximally learn about the infla-
tionary action without making any assumptions, a pri-
ori, about its form. We establish how observational
constraints on the inflationary slow roll parameters
could be successfully applied to reconstruct the gen-
eral action over observable scales in the context of sin-
gle field inflationary models. Under the assumption of
slow roll inflation, we have demonstrated that in an
idealized case in which {H, cs, , η, κ} are measured
over a finite range of scales, we analytically obtain
the trajectory of the general action L, XLX , X2LXX ,
independent of the scalar field definition, with respect
to some reference point. With the specification of a
gauge, the measurement of the first level of flow pa-
rameters enables trajectories of X,LX and LXX and
information about Lφ and LXφ to be established.
Using the Hamilton-Jacobi formalism, we extend
the inflationary flow parameter approach to describe
the evolutionary trajectories of general actions. This
involves introducing three hierarchies of flow parame-
ters to describe the evolution of a general action with-
out using the specific gauge, LX = c−1s , used in canon-
ical and DBI inflation. These equations hold for all
single field inflationary scenarios, whether or not slow
roll conditions are met.
Observations promise to allow us to reconstruct a
wealth of information about the general action in-
cluding powerful insights into the form of the La-
grangian kinetic, potential and hybrid terms and the
relative importance of kinetic and potential compo-
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nents over the course of the trajectory. As it is
difficult to obtain large observable non-Gaussianities
without non-minimal kinetic terms (and/or resort-
ing to curvaton scenarios), future detection of non-
Gaussianities would make formalisms such as the one
we present here indispensable to understand what
kind of high energy theories are compatible with cos-
mological data. This is good news for PLANCK
and other future CMB experiments which are cer-
tain to obtain increasingly precise data regarding non-
Gaussianities, and it is also good news for high energy
theorists looking for distinctive clues to the identity
of the inflaton. In work in preparation, we are inves-
tigating the observational constraints on the general
inflationary action using this formalism.
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APPENDIX A: CANONICAL
TRANSFORMATIONS VERSUS FIELD
REDEFINITIONS
Although a local field redefinition of the form φ =
φ(φ˜) yields a classical Lagrangian density which de-
scribes the same physics, such transformations only
form a subset of the canonical transformations φ =
φ(φ˜, p˜i) and pi = pi(φ˜, p˜i) which by construction pre-
serves the physics. In this Appendix, it is shown how
the Lagrangian transforms under a more general set
of canonical transformations.
Restricting to 0+1 dimensions, we find the interest-
ing result that a minimal kinetic term can be trans-
formed into a system with non-minimal kinetic term
(non-minimal here is to be distinguished from non-
canonical since the latter is a straightforward trans-
formation). As a byproduct, we find an exact solu-
tion to the non-linear differential equation Eq. (A50)
through the use of a canonical transformation. Unfor-
tunately, the generalization of such minimal to non-
minimal transitioning systems to 3+1 dimensions re-
sults in a non-local Lagrangian.
To begin with, let us show that a local field re-
definition of the form φ = g(φ˜) leads to a physically
equivalent equation of motion. Consider a Lagrangian
density of the form L(X,φ) where X ≡ (∂φ)2. Taking
the variation of the action
S =
∫
d4xL(X,φ) (A1)
yields the EOM
2∂µ{∂µφ ∂
∂X
L(X,φ)} − ∂L
∂φ
= 0. (A2)
Define the local field redefinition
φ = g(φ˜). (A3)
We then have
2g′(φ˜)∂µ
{
1
g′(φ˜)
}
∂µφ˜
∂L((g′(φ˜))2X˜, g(φ˜))
∂X˜
− ∂L
∂φ˜
+2∂µ
{
∂µφ˜
∂L((g′(φ˜))2X˜, g(φ˜))
∂X˜
]
}
+ 2g′′
X˜
g′
∂L
∂X˜
= 0.
(A4)
Because the first and the last terms cancel, we end up
with an equation of motion for a new Lagrangian of
the form
L˜(X˜, φ˜) = L((g′(φ˜))2X˜, g(φ˜)). (A5)
The stress energy tensor for the new Lagrangian
density can also be checked to be physically identical
to the original:
X˜ = gµν∂µφ˜∂ν φ˜ (A6)
S =
∫
d4x
√
gL˜ (A7)
Tµν =
2√
g
δS
δgµν
. (A8)
Hence, it is clear that a local field redefinition leads
to the same physics. Now, let us consider the more
general possibility of a canonical transformation.
Restrict to the 0+1 dimension inflaton theory,
which would correspond to a classical mechanics prob-
lem in one spatial dimension. A transformation from
the phase space variable {φ, p} to {φ˜, p˜}
φ = φ(φ˜, p˜; t) (A9)
p = p(φ˜, p˜; t) (A10)
corresponds to a canonical transformation if Hamil-
ton’s equations are preserved, which in turn implies
pφ˙−H(φ, p, t) = p˜ ˙˜φ−H˜(φ˜, p˜, t)+ d
dt
F (φ, φ˜, t) (A11)
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for some function H˜ and F . The function F (φ, φ˜, t) is
called the generating function for the canonical trans-
formation. The canonical transformation generated
by F is then
p =
∂
∂φ
F (φ, φ˜, t) (A12)
− p˜ = ∂
∂φ˜
F (φ, φ˜, t) (A13)
with the new Hamiltonian given by
H˜(φ˜, p˜, t) = H(φ, p, t) +
∂
∂t
F (φ, φ˜, t). (A14)
Since the Lagrangian is a Legendre transformation
of the Hamiltonian, we have
L˜(φ˜, ˙˜φ; t) = p˜ ˙˜φ− H˜(φ˜, p˜, t) (A15)
where
˙˜
φ =
∂H˜
∂p˜
. (A16)
This is the new Lagrangian generated by a canonical
transformation, which contains the same physics. For
example, as long as the canonical transformation is
accomplished in a time independent manner, the en-
ergy density remains the same since H = H˜ according
to Eq. (A14).
One may try to express L˜ more directly in terms
of F by formally solving some of the algebraic rela-
tions above, but as we will see the final result is not
that illuminating except for seeing how the generating
function explicitly mixes φ and p in the field redefini-
tion. Start with the Hamiltonian after the canonical
transformation written as
H˜(φ˜, p˜, t) =
H
(
φ = φ∗(φ˜, p˜, t),
∂
∂φ
F (φ, φ˜, t)|φ=φ∗(φ˜,p˜,t), t
)
+
∂
∂t
F (φ = φ∗(φ˜, p˜, t), φ˜, t) (A17)
where φ∗ solves the equation
− p˜ = ∂
∂φ˜
F (φ, φ˜, t)|φ=φ∗ . (A18)
Note that this amounts to a field redefinition involving
both φ and p. Hence, the Lagrangian becomes
L˜(φ˜, ˙˜φ; t) = p˜ ˙˜φ− H˜(φ˜, p˜, t) (A19)
where p˜ is eliminated by solving the equation
˙˜
φ =
∂H˜
∂p˜
(A20)
=
∂
∂p˜
[
H(φ = φ∗(φ˜, p˜, t),
∂
∂φ
F (φ, φ˜, t)|φ=φ∗(φ˜,p˜,t), t)
+
∂
∂t
F (φ = φ∗(φ˜, p˜, t), φ˜, t)
]
(A21)
Unfortunately, there does not seem to be an elucidat-
ing general simplification for L˜. Hence, we turn to
some explicit examples.
Consider the original Lagrangian to be
L =
1
2
φ˙2 − 1
2
m2φ2 (A22)
and the generating function
F (φ, φ˜, t) = φφ˜2. (A23)
The Hamiltonian can be obtained as follows:
p = φ˙ (A24)
H(φ, p) = pφ˙− L (A25)
=
1
2
(p2 +m2φ2) (A26)
p = φ˜2 (A27)
− p˜ = 2φφ˜ (A28)
H˜ =
1
2
(p2 +m2φ2) (A29)
=
1
2
(
m2
4φ˜2
p˜2 + φ˜4) (A30)
Hence, we have
˙˜
φ =
m2
4φ˜2
p˜ (A31)
L˜ = p˜ ˙˜φ− 1
2
(
m2
4φ˜2
p˜2 + φ˜4) (A32)
=
1
m2
[2φ˜2 ˙˜φ
2
− m
2
2
φ˜4] (A33)
In this case, the field redefinition φ = φ˜2 would have
generated the equivalent Lagrangian.
Next, we consider an example in which a non-
minimal kinetic term can be transformed into a min-
imal kinetic term. Consider the original Lagrangian
to be
L =
1
2
φ˙2 − V (φ) (A34)
and the generating function
F (φ, φ˜, t) = φφ˜2 + φ˜3. (A35)
The Hamiltonian can be obtained as follows:
p = φ˙ (A36)
H(φ, p) =
1
2
p2 + V (φ) (A37)
13
p = φ˜2 (A38)
− p˜ = 2φφ˜+ 3φ˜2 (A39)
H˜ =
1
2
φ˜4 + V (
−p˜− 3φ˜2
2φ˜
) (A40)
Hence, we have
˙˜
φ =
−1
2φ˜
V ′(
−p˜− 3φ˜2
2φ˜
) (A41)
which allows us to express p˜ in terms of φ˜ and ˙˜φ:
p˜ = −2φ˜V ′−1(−2φ˜ ˙˜φ)− 3φ˜2 (A42)
Hence, our Lagrangian becomes
L˜ = p˜ ˙˜φ−
[
1
2
φ˜4 + V
(
−p˜− 3φ˜2
2φ˜
)]
(A43)
= −2φ˜ ˙˜φV ′−1(−2φ˜ ˙˜φ)− d
dt
φ˜3
−
[
1
2
φ˜4 + V (V ′−1(−2φ˜ ˙˜φ))
]
(A44)
Suppose we consider V = 14λφ
4. We would find
V ′(φ) = λφ3 (A45)
giving
V ′−1(−2φ˜ ˙˜φ) = 1
λ1/3
(−2φ˜ ˙˜φ)
1/3
(A46)
V (V ′−1(−2φ˜ ˙˜φ)) = 1
4
1
λ1/3
(−2φ˜ ˙˜φ)
4/3
(A47)
L˜ =
3
4
1
λ1/3
(−2φ˜ ˙˜φ)4/3 − d
dt
φ˜3 − 1
2
φ˜4 (A48)
Hence, the interesting point of this example is that
a canonical transformation has turned an analytic ki-
netic term into a non-analytic one.
Let’s check that the equation of motion generated
from this Lagrangian can give the same solution as
the original Lagrangian. The equation of motion with
this Lagrangian is
φ˜
¨˜
φ− 3(2−1/3)λ1/3φ˜8/3 ˙˜φ
2/3
− ˙˜φ
2
= 0. (A49)
To compare to the solutions of the originl equation,
φ¨+ λφ3 = 0 (A50)
we need to consider an observable and a boundary
condition. Since we are looking at Minkowski physics,
we can simply choose the energy density to be the ob-
servable. As far as mapping the boundary conditions
are concerned, note that Eqs. (A38) and (A36) imply
φ˜2(0) = φ˙(0) (A51)
2φ˜ ˙˜φ = φ¨(0) = −λφ3(0). (A52)
Now, the solution to the original variable equation
Eq. (A50) with the boundary condition
φ(t = 0) = 0 (A53)
φ˙(t = 0) = A (A54)
has a solution
φ(t) = At[1− λ
20
A2t4 +O(λ2A4t8)]. (A55)
To compare, using Eqs. (A51) and (A52), we should
solve Eq. (A49) with the boundary conditions
φ˜(0) =
√
A (A56)
˙˜
φ(0) = 0. (A57)
We see that in fact, in the˜variables,
φ˜(t) =
√
A (A58)
is an exact solution satisfying the desired boundary
conditions.
The stress energy tensors to compare are then
T00 =
1
2
φ˙2 +
λ
4
φ4 (A59)
and
T˜00 =
1
2
φ˜4 +
1
4
1
λ1/3
(−2φ˜ ˙˜φ)
4/3
(A60)
Inserting Eq. (A55) into Eq. (A59), we obtain
T00 ≈ A
2
2
+O(t8) (A61)
where if we had not solved the equation of motion, we
would have had a t4 term on the right hand side. On
the other hand, inserting Eq. (A58) into Eq. (A60),
we obtain
T˜00 =
A2
2
(A62)
exactly. Hence, we have given a non-trivial check that
the solution arising from the non-minimal kinetic La-
grangian of Eq. (A48) gives the exactly the same ob-
servable as the solution arising from the minimal ki-
netic Lagrangian of Eq. (A34) with V (φ) = λ4φ
4.
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Thus far, we had been working in 0+1 dimensions
(i.e. the spatial variation of the field had been frozen).
Let us consider how this generalizes to field theory.
Unfortunately, we will show that the interesting ex-
ample of minimal kinetic term leading to a nonmini-
mal kinetic term requires a non-local transformation.
First, we would like to show that
φ = φ(φ˜, p˜i) (A63)
pi = pi(φ˜, p˜i) (A64)
can be generated by the generating function F (φ, φ˜)
with the new Hamiltonian given by
H˜(φ˜, p˜i) = H(φ, pi) (A65)
pi =
∂
∂φ
F (φ, φ˜) (A66)
− p˜i = ∂
∂φ˜
F (φ, φ˜). (A67)
To begin, take the total time derivative of F :
d
dt
F (φ, φ˜) =
∂F
∂φ
φ˙+
∂F
∂φ˜
˙˜
φ. (A68)
Using this with Eqs. (A66) and (A67), we have
p˜i
˙˜
φ+
d
dt
F (φ, φ˜) = piφ˙. (A69)
Next, using Eq. (A65), we find
p˜i
˙˜
φ− H˜(φ˜, p˜i) + d
dt
F (φ, φ˜) = piφ˙−H(φ, pi), (A70)
which says that the two Lagrangian densitites are
identical up to a total time derivative. Note that the
total derivative can be non-trivial when it involves φ
and φ˜ and not just φ or φ˜.
To obtain the new Lagrangian, we use
˙˜
φ(x) =
δ
δp˜i(x)
∫
d3xH˜ (A71)
to solve for p˜i(x). Unfortunately, as we will now show,
this method generally fails to produce a local La-
grangian since solving Eq. (A71) for p˜i generically in-
vovles solving an elliptic PDE. To see this, start with
L = 1
2
(∂φ)2 − V (φ). (A72)
The Hamiltonian can be obtained as follows:
pi = φ˙ (A73)
H(φ, p) = 1
2
[pi2 + (∇φ)2] + V (φ) (A74)
F (φ, φ˜) = φφ˜2 + φ˜3 (A75)
pi = φ˜2 (A76)
− p˜i = 2φφ˜+ 3φ˜2 (A77)
H˜ = 1
2
[φ˜4 + (∇[−p˜i − 3φ˜
2
2φ˜
])2] + V (
−p˜i − 3φ˜2
2φ˜
)(A78)
Hence, we have
˙˜
φ =
δ
δp˜i
∫
d3xH˜ = −1
2φ˜
V ′(
−p˜i − 3φ˜2
2φ˜
)− 1
2φ˜
∇2[ p˜i + 3φ˜
2
2φ˜
]
(A79)
which allows us to express p˜i in terms of φ˜ and ˙˜φ, but
only at the expense of giving up locality (i.e. one must
solve an elliptic PDE). This is the main qualitative
difference between Lagrangian densities obtained from
the more general canonical transformations and local
field redefinitions.
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