. Change in the structure of a dataset over time. The data points gradually move, causing the distribution of the dataset to gradually change. 154 2.1. Problem Setting 155 We consider a situation in which the distribution of the dataset X t , which is observed at each time 156 t, gradually changes over time. Each dataset X t can be expressed as X t = x n = (x 1 , · · · , x n ) ⊤ ∈ R n×m , 157 which consists of n data points of dimension m. For this purpose, we measure the density variation 158 as a complexity and detect change by detecting the change in density.
Criterion for Complexity of Dataset
In this study, X t is considered to have a complex distribution. Thus, we aim to define the structure of the dataset without using a specific parametric distribution. In this section, for brevity, we express X t as X = x n = (x 1 , · · · , x n ) ⊤ ∈ R n×m . As we do not assume a specific parametric distribution, we use the following kernel density estimation:
where K(·) is the kernel function, and we use the following Gaussian kernel:
Concept of the Proposed Method 160
Here we describe the concept of the proposed method. The degree of concentration of a dataset 161 at each time is expressed by focusing on the amount of information contained in each data point 162 included in the dataset. The amount of information represents the information associated with each 163 data point in defining a distribution. For example, we consider the density distribution in Figure 2a . 164 The density distribution indicated by the solid blue line is expected to be defined by two high-density 165 peaks. Conversely, the structure of the density distribution indicated by the dotted orange lines can 166 be considered to be necessary to observe the structure of the density distribution by taking a wide 167 view of the data space. To understand the structure of the density distribution with the help of the 168 diagrams in the figure, an indicator would be useful to define a distribution as a complex distribution 169 when the information is widely distributed by measuring the amount of information contained in 170 the dense and sparse parts. For a sufficiently high density, we can think of an indicator that defines 171 a distribution as a dense (relatively easy) distribution. Then, we derive an index of the structural 172 information termed KC. 173 We measure the amount of information of the data in terms of MDL, i.e., the shortest code length 174 required to encode the data into a binary sequence in a prefix coding method. This is due to the (a) Diagrammatic illustration of distribution complexity. (b) Plot of the amount of information (I(D)) versus the parameter D. Figure 2 . Visualization of the concept of KC. 188 We propose an index that defines the complexity of a distribution in terms of its density. The index is illustrated in Figure 2b . We hypothesize that KC is relatively small when data points are densely distributed (solid blue line). In contrast, KC is relatively large when data points are sparsely distributed (solid orange line). In Figure 2b , the amount of information (denoted by I) increases with D. When the amount of information is biased for the data points in a specific dense area, I is initially considered to increase significantly as D increases, after which the change becomes gradual (see the blue line in Figure 2b ). In comparison, when the amount of information varies throughout the dataset, I is considered to gradually increase as D increases (see the orange line in Figure 2b ). In this way, this index can be understood as expressing the bias of the amount of information possessed by each data point. By using the Gini coefficient, which is used to express the extent to which data is biased in economics etc., this index can be formulated as follows:
Kernel Complexity
where I(D) is a function that defines the amount of information with D.
189
As the integral in equation (1) is difficult to calculate using actual data, we approximate it as follows:
where ℓ p is the p-th numerical value with D at equal intervals. The NML code length is the optimal code length based on Shtarkov's min-max criterion [24] . We first define the optimal model that satisfies the minimum NML code length. Let an observed data sequence be x n = (x 1 , · · · , x n ), where x i = (x i1 , · · · , x im ) ⊤ (i = 1, · · · , n). We use a model class P = {p(X n ; θ) : θ ∈ Θ}. The NML code length for the data sequence x n is defined as follows:
where C(M) is the normalization term andθ(x n ) is the maximum likelihood estimator calculated as follows:
Calculation of the Normalization Term

199
Here we describe a method for calculating the normalization term of the NML code length, 200 which is generally difficult to calculate directly. Thus, we use the indirect method proposed by 201 Rissanen to perform this calculation [26] . In this method, when the maximum likelihood estimator of 202 the distribution parameter θ is a sufficient statistic, it can be calculated analytically by the following 203 calculation method.
204
First, when the maximum likelihood estimator of the distribution parameter θ is a sufficient statistic, the distribution p can be decomposed as follows: p(y n ; θ) dy n = f (z|θ) · g(θ; θ) dz dθ where we assume that a mapping q exists and we can write (θ, z) = q(y n ), f is a conditional probability density function, and g is a probability density function ofθ where θ is a parameter. This equality allows us to calculate the normalization term as follows:
We use this method to calculate the NML code length associated with kernel density estimation. For We next propose a method for calculating the normalization term associated with kernel density estimation. Let an observed data sequence be x n = (x 1 , · · · , x n ), x i ∈ R m . We use the NML code length and kernel density estimation as a probability density distribution for a given dataset as follows:
where the function K(·) is a kernel function. In the following discussion, we use the Gaussian kernel K(x; h) = 1/(2πh 2 ) m/2 exp{−||x|| 2 /2h 2 }. Aiming to capture the structural changes, we consider calculating the likelihood using only the data points under the following conditions:
where γ(> 0) is a parameter. Under these conditions, we can derive the following theorem.
208 Theorem 1. The NML codelength for the subprobability disribution associated with kernel density is caluclated as follows:
Hereinafter, this NML code length is expressed as L K−NML (x n ; γ, D).
209
The proof has two parts. The first is the subprobability distribution we introduce with the 210 kernel density estimation. The second is a method we propose for calculating the NML for the 
Kernel Complexity with the NML Code Length associated with the Kernel Density Estimate 214
We define KC by using the NML code length associated with the kernel density estimation, which is calculated in Section 2.4.3. The definition of KC based on the NML code length is as follows:
Let us discuss the theoretical nature of the NML code length L K−NML (x n ; γ, D). This NML code length contains the hyperparameters γ and D, and we evaluate the theoretical properties by tracking the change in the NML by D for fixed γ. First, we consider the case in which D changes by ∆D The amount of change in the NML code length can be approximated as follows:
where N(B(D)) is the number of B sets in equation (3), ∆B(D) is the increment of set B when D Equation (6) is proportional to the rate of increase in B subject to the likelihood calculation. As the value of ∆L indicates the extent to which the data points subject to the code length increase as D 219 increases, the width of the increase in the amount of information can be regarded as the amount of 220 information of the newly added data points. 221 2.6. Nature of KC 222 We calculated the value of KC for several generated datasets to evaluate the nature of KC. As a representative of a mixed dataset, we generated an artificial dataset, which we aggregated 228 into several chunks we refer to as clusters. We used the same artificial dataset and performed 229 the aggregation a few times to obtain a different number of clusters, and experimented with the 230 characteristics of the KC values for each of the datasets we produced in this way. The different 231 aggregations we generated are shown in Figure 3 . Using this dataset, we calculated the value of 232 KC, which is plotted in Figure 4 as a function of the number of clusters. This result indicates that 233 KC increases as the number of clusters increases. Thus, from the viewpoint of data aggregation,
234
KC is considered to capture the characteristics of the structure of the distribution. In addition to these As nonparametric data cannot be expressed as a simple block, we investigated the characteristics 241 of KC of a dataset of which the data are aggregated into circular chunks (clusters). As before, we 242 varied the number of clusters, and investigated the extent to which the KC value depends on the 243 number of clusters. The dataset we generated is visualized in Figure 6 . Using this dataset, the 244 calculated values of KC are plotted in Figure 7 as a function of the number of circles (i.e., clusters).
245
These results show that KC increases as the number of clusters increases; hence, KC is considered to 246 capture the characteristics of the structure of the distribution in terms of the number of clusters. 
Algorithm for Detecting Changes Using KC 248
Based on the above-mentioned findings, we proceeded to apply KC to further investigate its 249 ability to detect structural changes in a dataset. A dataset that undergoes structural change first 250 exhibits minor movement, after which a large change in the structure becomes visible. Because KC 251 is an index for evaluating the complexity of the distribution of a dataset, it can be considered as an 252 indicator of increasing complexity during substantial structural change. The algorithm we developed 253 to compute the KC index for structural change detection is presented in Algorithm 1. For simplicity, 254 we express the dataset as X t ∈ R n×m and express KC K−NML (X t ) as KC t . 
Experimental Results
256
We empirically demonstrate the usefulness of the algorithm using both artificial and practical 257 datasets.
Algorithm 1 Algorithm for structural change detection.
Calculate KC:
Calculate KC score defined by equation (5) as follows:
Detection of changes:
Detect changes with following conditions:
We can detect changes in the case where a(t) = 1. We generated an artificial dataset distributed on the circumferences of several circles and considered the case in which the number of circles gradually changes over time. The parameters of this dataset are defined as follows:
Artificial Dataset for Change Detection
where
where the parameter r denotes the radius of each circle. An example of the generated dataset is shown 261 in Figure 8 . We found the points of change by using the index in Algorithm 1. The results are shown in 263 Figure 9 , which shows that KC is able to detect a transition in the structure of the data over time and 264 this can be interpreted as an increase in the complexity of the dataset.
In addition to the above qualitative interpretation, we calculated the benefit, delay, FAR, and AUC scores to evaluate the extent to which the algorithm could detect changes. The benefit, delay, FAR, and (area under the curve) AUC scores, respectively, are defined as follows:
AUC def = Area under the curve created by plotting the benefit against the FPR.
wheret is the first point at which the algorithm detects a change in the transition period or the 266 point at which the algorithm detects a change in any other period. In this study, the AUC is 267 calculated in relation to the benefit. Using these evaluation scores, we evaluated the proposed 
Calculate the density:
Calculate the density distribution as follows:
where we calculate the estimatorh on the basis of the method proposed by Scott [28] , which is the default setting in the scipy.stats.gaussian_kde class (see [29] ).
Calculate the entropy:
Calculate the entropy as follows:
Detection of changes:
Detect the change points with following conditions:
The results are listed in Table 1 . We generated 10 different datasets with the same model and to detect changes in this problem setting.
286
The main parameters of the generated data and algorithm are as follows.
287
• Dataset parameters: 288 We generated a circular dataset with K = 2, K ′ = 3 clusters by using equation (7). The radii of 289 the circles were r = (10, 6, 3). A chunk of data starts its transformation at time t = 50(= τ 1 + 1) 290 and finishes forming a new chunk of data (a circle with radius r = 3) at time t = 100(= τ 2 + 1).
291
Each data point contains noise that follows a normal distribution with the standard deviation 292 σ = 0.3.
293
• Algorithm parameters: 294 We used Algorithm 1 to calculate the index to determine the points of change. The detection 295 parameter is η = 3, and the maximum value of D is 100. In the evaluation, we defined the 296 parameter U = 50 to calculate the evaluation scores and the length of the transition period as 297 50.
298 Table 1 . Benefit, delay, and FAR scores for the algorithms (circle dataset). In addition to these results, we evaluated the experimental results by changing the noise level We generated an artificial dataset that follows the gamma mixture model and considered the case in which the number of mixtures gradually changed over time. The parameters of this dataset are defined as follows:
Method
where the parameter k denotes the shape of the gamma distribution. An example of the generated 315 dataset is shown in Figure 10 , which shows that data points that follow the gamma distribution with 316 k = 1 are gradually generated over time. 317 We used Algorithm 1 to calculate the index to determine the points of change. The results are 318 shown in Figure 11 , which shows that KC gradually changes during the transition period and that it 319 detected the changes at the beginning of the transition period. In addition, we evaluated the experimental results by changing the scale parameter (from θ = 0.4 321 to θ = 2.0), by focusing on the AUC defined in equation 11. We generated the dataset with the gamma Table 5 . AUC scores for the algorithms (gamma dataset with shape parameters k = (10, 5, 1)). We generated an artificial dataset distributed along straight lines for several chunks of data points and considered the case in which the number of chunks gradually changed over time. The parameters of this dataset are defined as follows:
We generated an artificial dataset with K = 2, a 1 = −0.95, and a 2 = 0.95, where the parameter a 341 denotes the slope of a straight line. An example of the generated dataset is shown in Figure 12 , which 342 shows that one of the straight lines is gradually rotating over time. 343 We used the index in Algorithm 1 to detect the points of change. The results are shown in 344 Figure 13 , which indicates that KC is gradually decreasing. This is because the density of the 345 distribution at the center of the distribution becomes relatively larger owing to the gradual movement 346 of one of the straight lines, with an accompanying decrease in the complexity.
347
In addition, we evaluated the experimental results by changing the noise level (from σ = 0.5 to 348 σ = 2.5), by focusing on AUC defined in equation 11. We generated an artificial dataset distributed using a GMM, of which the parameters are defined as follows:
A chunk of data starts undergoing transformation at time t = 50 and finishes forming a new chunk 355 of data at time t = 100. An example of the generated dataset is shown in Figure 14 . Value of KC over time for the dataset aggregated using the Gaussian mixture model. 356 We used the index in Algorithm 1 to detect the change points. The detection parameter is η = 3 in 357 Figure 15 . During the transition period, KC gradually increases at first, then gradually decreases after 358 reaching its peak, before stabilizing in a certain range. Points of change are indicated by a gradual 359 increase in the value of KC.
We also generated datasets by changing the variance of the Gaussian model from σ 2 = 2.0 to 361 σ 2 = 10.0. The resultant AUC scores (see equation 11) are listed in Table 9 . KC was able to indicate 362 points of change earlier than the other methods assuming a GMM (SDMS, SE, and TBE algorithm) 
378
Observing the curve plotting benefit against FAR as shown in Figure 17 , the AUC score of KC 379 was higher because the advantages of benefit exceed the disadvantages of FAR.
380 Table 9 . AUC scores for the algorithms (GMM dataset).
Method 
Calculation Time 381
We evaluated the calculation time of KC and the entropy used above with a number of different 382 dimensions. We used the dataset with the same settings as in Section 2.6.1. To complete the 383 calculation of the entropy in realistic time, the mesh in the calculation was set to rough. The results are shown in Figure 18 , which shows that the time required to compute KC is independent of 385 the dimension. However, the time required to calculate the entropy increases exponentially as the 386 dimension increases. 2010. Using this dataset, we defined the features X t = (x 1 , · · · , x n ) and x i = (x i1 , x i2 , x i3 ). Each x i is the value of the total consumption in an hour for each of the three categories, and each X t represents 395 the consumption for one week (the number of datasets at each time was n = 168 or less).
396
The results obtained with the proposed method enabled us to observe changes in the data 397 sequence at a specific time. The value of KC is shown in Figure 19 as a function of time. We could 398 detect large changes at t = 87, 88 (August 17-23, 2008 and August 24-30, 2008). As seen in Figure 20 , 399 the use of electricity in the kitchen and laundry room on a normal day is always greater than zero; 400 however, the consumption is zero for the week in which the change is detected. This is because we 401 were able to observe some lifestyle anomalies (or changes) by calculating the value of KC. We tested our method using a dataset containing data of beer purchases that was provided 404 by Hakuhodo, Inc. and M-CUBE, Inc. QPR. The dataset is a record of customers' beer purchasing 405 behavior and includes brands from six manufacturers (denoted A-F here). We captured the changes 406 in the requirements of high-value customers by using simulation and analyzed the data using the top 407 50% of customers in terms of purchasing volume. The dataset at each instant represents the amount 408 purchased for the four categories of beer in the last two weeks, where the target period was from First, we consider a bandwidth estimator with the kernel density function. We derive the log-likelihood as follows:
where N(A i ) and N(B) are the number of A i and B sets, respectively. Then, using the inequality log
, the lower bound of this log-likelihood can be calculated as follows:
The bandwidth h of a kernel density was optimized to be h = O(n −1/(m+4) ) in the past work (e.g., refer to [28] ) so that the generalization error for the maximum likelihood estimator for h is minimal. When considering the NML code length associated with the kernel, we set a constraint of h ≥ ϵ · n −1/(m+4) / √ 2π using a positive constant ϵ. Under this condition, equation (A1) can be lower-bounded as follows:
Then, we calculate the estimatorh such thatL(x n ; h) is maximized as follows:
We define the distributionf as follows:
Using this equation and equation (A2), we find that the distributionf is a subprobability distribution by the following formula: ∫f (x n ; h)dx n ≤ ∫ f (x n ; h)dx n = 1.
Then, the NML distribution off can be calculated as follows:
f NML (x n ) def =f (x n ;h(x n )) C , C def = ∫f (y n ;h(y n ))dy n , where C is a normalization term of the NML distribution. In general, the normalization term cannot be calculated in a straightforward manner; instead, we calculate this term using the method described in Sec.2.4.2. We can decomposef (x n ; h) as follows:
f (x n ; h) dx n =f (z|h) · g(h; h) dzh,
where the function g is the gamma distribution with the shape parameter k = nm/2 and scale parameter θ = 2h 2 /nm:
Then, we can define
Then, we can calculate the normalization term C for integrating with respect toh as follows: 
Finally, we can calculate the the NML code length using the subprobability distributionf as follows:
.
