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ABSTRACT 
 
In constrained environments, there is a variety of devices like sensors and actuators with 
limited computation power or energy that form an Internet of Things (IoT) system. When 
processing complex tasks is required, those devices send the data to the cloud and obtain the 
result later. However, the IoT system could process complex task if more devices work together, 
sharing computational resources and cooperating. This cooperation can be achieved using a 
coordination model that distributes the load among the different devices based on a set of 
parameters, laws and defined entities. This research implements and evaluates a data-oriented 
coordination model with three variations for Internet of Things (IoT). It also presents, 
implements and evaluates a new process-oriented coordination model that can make 
constrained environments much more effective and allow the processing of more complex tasks 
closer to the network. The development of all the coordination models was focused on using the 
system’s computational resources effectively. As IoT is a heterogeneous field, devices with more 
power can process more complex tasks, creating an uneven but adequate load distribution. 
Various experiments were conducted to evaluate the performance of each model using one and 
two workers. The results showed that every coordination model works effectively when 
distributing the load among more workers. For the process-oriented model, implementing some 
CoAP features allowed the system to perform better when repetitive tasks are required. 
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CHAPTER 1 
INTRODUCTION 
IoT (Internet of Things) is a modern paradigm that connects heterogeneous physical 
devices that have direct contact with the real world [1]. These devices can be small smart 
components, sensors or actuators. Although these devices are very diverse, they all tend to be 
smaller, cheaper and use less energy. Therefore, they have fewer resources (CPU power, ram, 
storage) and sometimes limited energy available. The lack of resources limits the complexity of 
tasks they can handle and demands them to use their available resources efficiently.  
 
 
Figure 1-1. IoT search interests[2] 
According to the IoT trend, more constrained devices are going to be deployed in the 
near future [3] (Figure 1-2). Moreover, more complex systems will be developed, and their 
functions will be crucial for different fields like health, industry, smart homes, smart retail and 
more. Because of that, in this environment, optimizing the use of resources is necessary; using 
resources inefficiently could cause the system to fail at some point. For instance, if a constrained 
device is given a too complex task it cannot handle, it could return an unexpected result or one 
that is not in the defined quality of service times.  
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Figure 1-2. IoT trend forecast[4] 
Within an IoT system, significant ammounts of data are being harvested, stored and 
processed, so a device malfunction could cause the entire system to break because of data losses 
or connectivity issues. That is why QoS (Quality of Service) times are defined. To address this 
problem, many IoT systems are designed as sensors collecting data and sending it to the cloud 
to be processed. However, sending all the information to the cloud is not always the most 
efficient solution. When a device in the system can handle some task, sending it to the cloud to 
get the result later is wasteful. The closer the data is to the system, the faster the device is going 
to function because of communication overhead. Having a heterogeneous structure with a 
diversity of devices that have different capabilities and free resources creates another scenario: 
the one in which a component is not able to process a task, but another one within the system is. 
That can happen because the device has more resources or is less busy at a certain moment. The 
ideal scenario would be one in which tasks are created for each device according to its 
characteristics, and such tasks would be assigned depending on the available resources of every 
device. This system could be understood as fog computing, in which, with a coordination 
model, devices can work together and use their resources most efficiently. This cooperation 
would improve the response times of the system and reduce the probability of having 
overloads.  
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Implementing a coordination model would allow devices to “borrow” or “lend” 
resources from and to other devices. However, due to the IoT characteristics, it is a challenge to 
design a coordination model that does not generate excessive work. Devices should be able to 
communicate the tasks that need to be done without spending more resources than performing 
the actual task would take. 
Although much research has been done in the area of coordination models [5], and 
technologies have been developed specifically for coordination and mobility issues within 
mobile and constrained environments like Lime (Linda in a Mobile Environment) [6]. More 
research can be done in the IoT environment where devices have different characteristics and 
limitations. This research introduces the idea of using coordination models within IoT and 
evaluates process and data oriented approaches.  
The remaining parts of the present document are organized as follows: 
• Chapter 2 – Problem definition: Explains some restrictions the IoT environment 
have and describes the problem the current work intends to address. 
• Chapter 3 – Literature review: Reviews the relevant technologies and paradigms 
for solving the problem exposed in chapter two. Explores the coordination 
models already developed, how they are divided and their objective. 
• Chapter 4 - Architecture: Describes the design of the implemented and 
developed models and gives an introduction to the way they work. 
• Chapter 5 - Implementation: Explains more in detail how the coordination 
models developed work, their characteristics, restrictions, and advantages. 
• Chapter 6 - Evaluation: Shows the results of the performance testing done to the 
coordination models and compares them. 
• Chapter 7 – Conclusions and Future Work: Concludes the present work 
according to the obtained results and describes the next steps of this research. 
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CHAPTER 2 
PROBLEM DEFINITION 
Due to the features the IoT environment has, ways for allowing constrained devices to 
cooperate in a stable and scalable manner are required. A typical IoT system (Figure 2-1) is 
comprised of a constrained environment and other more robust components that are usually on 
the edge of the network or the cloud [7]. Within the constrained environment, most devices 
have limited resources and power. When these systems require computation to solve complex 
tasks, they usually send the data to the cloud and wait for the result. Nevertheless, the further 
the processing is from the network; the more time is going to take to obtain results. 
As these devices tend to be smaller and cheaper, the system can easily have a significant 
number of them. It becomes vital for those devices to have ways to coordinate and solve 
complex tasks that should not be sent to the cloud. 
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Figure 2-3. IoT and fog architecture 
 
For constrained environments to be able to process more and more complex tasks, a 
stable coordination that allows devices to share their resources efficiently is required. As the 
communication with the cloud is not always reliable, bringing computation to the edge of the 
network that allows constrained devices to coordinate is a necessity.  
This research aims to design, develop and evaluate different coordination models 
specifically for constrained, low-bandwidth environments. Implementing coordination models 
for the IoT has some challenges: 
 
• Reducing the data transfer costs is a key factor in the coordination model. One of 
the objectives is to reduce response times by using resources more efficiently. 
This means information should be transferred to powerful devices that can 
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process it. However, this transmission should be fast enough, so the response 
time of sending the data and getting the result is less than processing it locally. 
The coordination model only represents an improvement if the communication 
costs are kept at a minimum. 
• Designing the coordination model has to take into account the IoT characteristics 
to make it affordable and efficient. One of the advantages of implementing a 
coordination model is to avoid sending data to the cloud. The model has to 
ensure the response times are within the defined QoS, so it can run on 
constrained devices and allow devices to engage and disengage easily. 
• The model needs to implement a high level of fault-tolerance that allows the 
entire system to work stably even when errors occur, or devices stop responding. 
Guaranteeing availability and data integrity is a key point the model should 
address by being flexible and dynamic. Nevertheless, it is important that this 
dynamism does not generate more work within the system that affects the QoS 
mentioned above. 
• As heterogeneous devices comprise the IoT system, to use the system resources 
efficiently, the model should distribute the tasks evenly depending on the 
characteristics of every component. Some devices will have more power than 
others, which means they can handle more complex tasks. 
According to the aforesaid description and challenges, the central question of this 
research is: 
How can constrained devices efficiently coordinate with each other to share 
computational resources and create a fault-tolerant IoT environment? 
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CHAPTER 3 
LITERATURE REVIEW 
The following are the concepts related to designing a coordination model for IoT: 
• Internet of Things and M2M: It is important to understand very good what this 
environment is, its characteristics, challenges, and opportunities. This 
understanding allows this research to find the specific points of contribution and 
key factors when designing and implementing a coordination model. 
• COAP (The Constrained Application Protocol): The communication protocol 
designed for IoT that aims to reduce data transfer costs based on simple 
paradigms like HTTP or REST. As the coordination model proposed in this 
research aims to keep communication costs at its minimum, we review this 
protocol. 
• Coordination Models: This area has been widely researched in the past, and it is 
very important how coordination models are designed and their characteristics 
form a suitable and complete model for IoT. 
• RESTful Services: The proposed communication model of this research uses a 
RESTFul architecture for many reasons explained later. Understanding how this 
technology works and how it is designed allows the model to use it 
appropriately. 
• Fog Computing: This paradigm is defined to extend the services offered in the 
cloud to the edge of the system to reduce latency. In a fog computing 
environment, there are various distributed devices (not necessarily constrained). 
This is an architecture very similar to a primary IoT environment, which is why 
exploring this concept is important to design a coordination model. 
• Blockchain: A new technology that is still being developed and offers some 
attractive characteristics and enables new kinds of distributed software 
architectures, for the IoT environment, it can be used as a software connector 
which creates a shared data space that allows devices to communicate. 
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3.1. Internet of Things and M2M 
 
Figure 3-1. Internet of Things growth1 
In 1999, Kevin Ashton formulated the term “Internet Of Things” [8] with a simple idea 
in mind: if we gave ordinary objects sensing and communication capabilities and the ability to 
process the data they generate, we would have the possibility to count and track everything. It 
was a simple idea but still very robust; objects could get information from the environment 
through sensors, process it and take actions based on results. Something obvious comes to mind 
when thinking of giving communication capabilities to objects: they should be capable of 
communicating with each other. Here is where the concept of M2M appears, which is a system 
composed of many interconnected heterogeneous devices that enables new applications in 
different domains like home automation, health and medical treatment, city planning and 
greenhouse automation[9].  
                                                 
1 http://www.i-scoop.eu/internet-of-things-guide/ 
 9 
M2M systems are highly automated, meaning they work without, or with limited 
human intervention. One of the objectives of this automation is for the systems to generate data, 
exchange information and make decisions on their own, and, in many cases, act on the 
environment. For example, one device can measure the moisture of a plant, and another can use 
that measurement to decide if it should water the plant. M2M systems usually are composed of 
constrained devices. This limitation is due to many reasons: 
Price: As in M2M systems and IoT environments many devices are deployed, their 
prices should be low enough to make the system affordable. Besides, these devices are usually 
deployed in unusual conditions that put them at risk of damaging (e.g. extreme weather), so 
keeping them within an affordable price range allows companies to replace them easily. 
Energy Consumption: IoT devices are usually sensors or actuators, which results in 
them being deployed in specific areas that do not always offer stable power sources. Due to 
that, devices usually have limited energy sources like batteries. Because of that, energy should 
be used efficiently. Therefore, computational resources are limited as CPU, I/O, and RAM 
operations consume energy. The more powerful the device, the more energy it consumes. 
Size: In many instances, IoT devices have to be deployed in specific areas that 
sometimes do not offer much space. This added to the number of devices to be deployed means 
it is desirable they are small. This means less available resources as some characteristics like 
CPU coolers are not available.  
A perfect example of a constrained, cheap and small IoT device is the Intel Edison [10] 
(see Fig 3-2). It is a super small computing platform powered by an Intel Atom SoC dual-core 
CPU with WiFi, Bluetooth LE, and a specific connector to add to different boards that increase 
its functionality. The base module dimensions are 35.5 x 25 x 3.9 mm, making it one of the 
smallest and most powerful devices in the market. 
Due to its good qualities, characteristics, flexibility, and popularity, the experiments for 
the current research are conducnet using the Intel Edison.  
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Figure 3-2. Intel Edison2 
M2M is going to keep growing at a rapid pace. In the future billions of devices will be 
connected to each other and the internet. Those devices will be changing everything and 
creating a huge impact in our lives. Currently, the market is so full of devices that they are more 
numerous than people on earth, automating everything from parts of our lives to industrial 
environments. In the future, that trend will continue to grow. Moreover, according to Cisco [11] 
[12], by 2020 there will be over 50 billion devices, over 6.58 per person. These interesting 
numbers show how the market is growing incredibly fast. That is why, cooperation between 
constrained devices is so important. Managing that big number of devices will not be a 
straightforward process and it would be even harder if human interaction is needed to 
coordinate them. 
There are three key components of the Internet of Things vision [13]: 
 
• A growth of low-cost/constrained and powerful devices: They will require 
small price points and low power consumption. Therefore, the majority of 
devices that will compose the Internet of Things environment will be 
constrained. Nevertheless, more powerful devices like gateways, management 
stations or centric servers are also expected to grow to support the variety of 
applications. 
                                                 
2 https://software.intel.com/en-us/iot/hardware/edison 
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• High scalability level of connectivity: For the M2M vision, this could be the 
most critical component. Devices have to be connected to be managed and to 
work properly. Even though devices can operate on their own, they should be 
manageable when required. Moreover, the Machine-To-Machine definition itself 
requires devices to communicate with each other to work together. This is a 
critical challenge as enabling stable communication channels for low-power 
heterogeneous devices in different environments is not a straightforward 
process. For coordination purposes, the communications costs are key to keep 
latency times within defined QoS and ensure a safe and stable system’s 
performance. 
• Cloud-based management: The M2M vision implies that all devices work 
together. It is no longer an independent vision in which devices worked on their 
own. However, managing billions of devices is going to be achieved from the 
cloud with a centric perspective. Besides, all the generated data has to be 
aggregated and analyzed in more powerful systems in the cloud. 
 
3.2. REST 
Introduced by Fielding[14] and also known as RESTful web services, REST is an 
architectural style designed as a model for how the World Wide Web (WWW) should operate. 
REST specifies a way of how computer systems (heterogeneous or not) should communicate. 
REST was designed with a clear objective: Try to reduce latency and network 
communication and maximize the separation and scalability of components[15]. Therefore, it 
reduces payload sizes to the minimum, using in most cases, JSON, which is a lightweight 
format for data interchange. 
REST web services grant the possibility to requesters to manipulate web resources 
through a logical path (URI). Requesters have the opportunity to use several operations for 
CRUD (Create, Read, Update and Delete) actions. As REST was designed to be an extension to 
HTTP/1.1, the operations available can be executed using the standard HTTP verbs providing 
the uniform interface[16]:  
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GET is used to read or “retrieve” a resource from the server represented by a specific 
path. The result of this operation usually responds with an HTTP code 200 (OK) and returns the 
representation of that resource using XML or JSON. It is important to understand that GET 
should be used only to read and never to change data. This means the method is safe as it 
cannot affect anything on the server, which means that calling it once or many times should 
generate the same result if no other method is being called. The GET response is cacheable if it 
follows the caching requirements defined in [16]. In the IoT environment, for example, this 
method could be used to retrieve the value of a sensor like humidity or temperature. 
POST is employed to create a new resource in the specified path. Using usually either 
XML or JSON, the body of the request contains all the information representing the resource. 
When the operation is successful, the server responds with an HTTP code 201 (created) and the 
resource can now be identified by a specific URI. Otherwise, it will respond with a 400 code like 
404 (not found). POST is not a safe method as it affects the information in the server creating the 
desired resource. The entity that is being posted is subordinate to that URI like a record is 
subordinate to a database. Making numerous identical POST requests will result in the creation 
of multiple entities with the same attributes. A POST response is non-cacheable as it usually 
does not have any content worthy of being cached. However, if the Cache-Control or Expires 
headers are present, it can be cached. For instance, in the IoT environment, this operation can be 
used to create a new feed used to keep track of sensor values. 
PUT represents the update in the previously mentioned CRUD operations. It represents 
putting some information contained in the body of the request to a known and existent URI 
resource. The request body of this operation contains the updated representation of the entity in 
JSON or XML representations. Although PUT can also be used for resource creation, in cases 
where the resource identifier is decided by the client instead of by the server. This means PUT 
will create a resource if the defined URI contains no resources and, if it does, it will update that 
resource. The server should respond with the corresponding HTTP code depending on the 
result: 201 (Created) for the creation of a new resource and 204 (No Content) or 200 (OK) for an 
update. If neither the creation nor update was successful, the corresponding error code should 
be returned. In contrast to POST, sending multiple identical PUT requests will not create 
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multiple resources as they would always be updated. This operation is not safe as it modifies 
the state on the server. PUT can also be used in the IoT context altering the value of a resource, 
for example turning on or off a LED 
DELETE requests the server to eliminate the entity identified by the requested URI. The 
server will respond with the corresponding HTTP code, 200 (OK) or 204 (No content). For a 
successful deletion, the code 200 is used when the server returns the deleted entity in the 
response body. Calling this operation multiple times will have the same response after the first 
one when the entity is removed (if it existed). DELETE is a non-safe operation as it removes 
information from the server. In the IoT context, this operation could be used to shut down a 
device. 
According to the vision of REST, entities handled by client-server application logic are 
modeled as resources with five key concepts [17][18]: 
 
• URIs as resource identifiers: Servers expose resources through specific URIs 
which are part of a global addressing space. 
• Uniform interface: The interaction with resources exposed by the server is 
expressed by the four operations (CRUD) defined previously. 
• Self-descriptive messages: Messages between REST components have to be self-
descriptive with the information that allows their management. 
• Stateless Interactions: Every request sent from the client to the server must 
contain all the information for the server to process it and produce a response. 
No previous requests are required, each one is completely independent. 
• Hypermedia as the engine of application state: Hypermedia is very simple, and 
that is why it was chosen for REST; participants transfer resource representations 
that contain links allowing unlimited structuring. 
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3.3. COAP 
CoAP, or Constrained Application Protocol, is a web software protocol in the application 
layer. It was designed specifically for environments with constrained devices. CoAP is foreseen 
to become the future standard for all application protocols as every day, more and more 
vendors are adopting it for light-weight devices that consume low energy [19].  
M2M communication is key for enabling smooth integration of virtual and physical 
devices no matter what their location is and without requiring human intervention. 
Nevertheless, this is a feature that is difficult to achieve. Because of that, the collaboration 
among all communication layers must be enabled[20]. In the application layer, CoAP supports a 
request/response model with a pulling mechanism for getting messages from the queue.  
As the usage of APIs on the Internet has grown over time, a substantial number of 
applications rely on Representational State Transfer (REST) models. However, even though 
Restful HTTP is a proven and efficient protocol, for IoT environments where many of the 
devices communicating have limited RAM, ROM, processor capacity and even power, a more 
suitable protocol must be used. CoAP intends to be the standardized protocol for this kind of 
constrained environments as its characteristics aim to make it simple and very efficient [21]. 
As the features of an IoT environment are so explicitly defined, there are some common 
features suggested for all new IoT protocols [19]:  
 
• Communication with low power consumption: One of the key advantages of 
IoT devices is their size and how they can be deployed almost everywhere. 
However, regarding energy, this can be counterproductive. In many occasions, a 
constant and stable power source is not available, so sources like batteries need 
to be used. Usually, they must be small enough to be easily carried. An IoT 
protocol should aim to preserve energy to avoid communication disruption. 
• Highly reliable communication: The Internet and M2M connectivity should be 
fast and very stable. Nevertheless, sometimes for unexpected reasons like 
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environment interference, the connectivity is lost causing devices to re-transmit, 
incurring in more power costs. 
• Internet-Enabled: Internet connection enabling M2M communication is a must. 
 
CoAP intends to have all these characteristics and enable them for constrained devices 
without incurring unnecessary costs. 
This protocol was developed by the IETF Constrained RESTful Environments (CoRE) 
working group, it has been standardized under the RFC 7552. The objective of CoAP is to make 
the REST model suitable for devices with limited resources, scenarios where using the original 
HTTP approaches is not feasible.[22]. CoAP does not aim to use a limited version of HTTP but 
rather to implement a subset of it enhanced for M2M applications. 
The following are some of the most important characteristics of CoAP: 
• It supports M2M requirements for communication of constrained devices. 
• UDP binding with optional support for unicast and multicast requests. 
• Low header overhead and parsing complexity. 
• It supports URI. 
• Proxying and caching 
Even though there are other communication protocols for constrained environments like 
MQTT [23], CoAP is a solid way for constrained devices to communicate. Furthermore, it is 
easy to understand and develop, which is why it is widely used nowadays. The way CoAP 
interacts is very similar to the client/server model of HTTP. However, in M2M communication, 
a device will usually act as a client and server at the same time, requesting actions of other 
devices (acting as a client) on specific resources exposed by other devices (acting as servers).   
CoAP uses IPv6 as well and 6LoWPAN in its network layer to manage nodes 
identification. Some efforts are still being made to combine these protocols and create a unified 
standard, besides supporting publish/subscribe and request/response models [24],[25]. 
CoAP has defined four types of messages: Confirmable, Non-confirmable, 
Acknowledgement and Reset. Requests are usually of the types Confirmable or Non-
confirmable whereas responses are typically Acknowledgment or Reset. 
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As shown on Figure 3-3, CoAP uses a two-layer structure: The bottom layer is the 
Message layer that works over UDP and the Requests/Responses layer that communicates with 
applications using specific codes and methods. 
 
 
 
Figure 3-3. Abstract layering of CoAP [26] 
Requests are sent over a Confirmable or Non-confirmable message, and, if possible, the 
response is sent in the following message in the resulting Acknowledgement message. This is 
called piggybacked response. Two examples of this communication model can be seen in the 
Figure 3-4 where a client makes a GET request to the /temperature resource with a Confirmable 
message. In the first example, the server returns the value of that resource (“22.5 C”) in an 
Acknowledgment message. In the second example, the server has no value for the requested 
resource, so it responds with “Not Found.” As can be seen in this example, responses also have 
response codes. In the first example, the response is 2.05 (Content) and in the second example, 
the response is 4.04 (Not Found). 
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Figure 3-4. Example of two GET requests[26] 
In a typical IoT environment, sensors are servers that expose the value gathered from the 
environment in a URI-identified resource. That way, the values can be pulled from them only 
when required by other devices (clients). 
One key characteristic of CoAP is that the messages exchanged are compact and 
transported over UDP (can be implemented over TCP as well). They are encoded in a simple 
binary format in which the header occupies the first 4 bytes. It is followed by a variable-length 
token that goes between 0 and 8 bytes long. After the Token, it comes a variable number of 
CoAP Options, followed by the payload when present as the last part of the message. 
 
 
Figure 3-5. CoAP message format[26] 
CoAP is a suitable protocol for IoT that allows different operations to the connected 
devices while minimizing the communication costs using a simple request/response model. 
However, when devices are waiting for a value to change, it might not be efficient to make 
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several requests and evaluate each response. For that reason, CoAP implements an attractive 
feature called Observe Resources [27]. This feature allows clients to register for a specific URI-
identified resource of a server. When that resource changes, all registered clients are notified. 
This reduces the number of calls that need to be made and makes communication more 
efficient. This is one of the key features of the protocol that will play a major role in the future 
for monitoring resources [28] 
 
3.3.1. Caching 
Endpoints in CoAP have the possibility of caching responses to reduce processing time 
and therefore, make the communication faster by reducing bandwidth. Sometimes, and 
depending on the IoT environment, prior responses can be used to satisfy an ongoing request. 
Usually, a response is stored with the request that generated it. When the same request is 
received again, the stored response is sent, avoiding unnecessary processing or another network 
request. This further reduces response times and saves energy. Each response can be cached for 
a period of time, using the “freshness model”, which using the Max-Age option, determines for 
how long a response can be considered fresh and cacheable. Once the Max-Age has been 
exceeded, the response is no longer valid within the cache. Depending on how each device 
works, this option must be set. 
Whether CoAP responses can be cached or not, does not depend on the request method 
but on the response code. Some response codes cannot be cached while others can.  
 
3.3.2. Proxying 
Endpoints can play the role of proxies with CoAP; they have the capacity of acting on 
behalf of other clients to perform requests. This is a nice feature when requests cannot be made 
directly by clients because of system limitations. Besides, when using a CoAP proxy with cache, 
the response times can be improved greatly, thus, reducing bandwidth. 
Proxies have the possibility of being directly selected by clients, and they can have one 
of two main functions: 
• CoAP-to-CoAP proxy: Maps from a CoAP request to a CoAP response. 
 19 
• Cross-proxy: Translates for a different protocol.  
CoAP-to-CoAP proxies are usually used within IoT networks to enable communication 
between several devices. Sometimes, they work as hubs for communication, and because of 
that, they can be more robust than the rest of the devices. On the other hand, Cross-Proxies 
function as gateways to enable communication with other networks that may not support 
CoAP. 
 
Figure 3-6. Common CoAP architecture with cross-proxy[29] 
3.4. Coordination Models 
Various types of systems are becoming more and more complex every day, and they are 
now being assembled by more and more processes (entities) that are usually residing in 
different devices. It has been recognized that interaction between those components is a key 
factor for any complex system [30]. Defining, configuring and managing those systems require 
another level of abstraction: A framework or group of tools that are intended to model 
interactions between the components, while taking advantage of distributed systems. That is 
what coordination models aim to do [31].  
Coordination models are the different ways systems have to combine various activities 
into a whole. A coordination model keeps together a group of activities or agents providing a 
framework within which, the interaction between agents can be expressed [32], [33]. For any 
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cooperation system, eventually, a coordination model must be used, keeping in mind that its 
design and implementation can affect the system’s performance [5].   
There are some aspects a coordination model should define and cover: communication 
between agents, their creation, destruction and distribution of their actions, among others. 
Defining the communication model between the entities is very important. It needs to be clear 
that for changing environments, a reliable and well-defined communication is key. Besides, as 
the environment can change over time, the coordination model should handle two events: when 
the agents are created and can start forming part of the coordinated group, and when they are 
destroyed. In both scenarios, the model has to handle them correctly in the least disruptive way. 
When designing a concurrent application, the main concern is its model of cooperation. 
Defining how every entity is going to cooperate with the other to achieve the task in the best 
and more efficient way is very important [5]. Though there are very well-defined coordination 
models that can be put in place, there is no key formula that can be applied to every system. 
Depending on its characteristics, a different and specified model must be established. 
A coordination model can be defined by identifying its principal components [33]:  
• Coordination entities: The items that will be coordinated; these are the activities 
or processes that will cooperate with each other. 
• Coordination media: The media over which the communication takes place. 
• Coordination laws: These are the rules the coordination model dictates. They 
determine how the cooperation will be achieved. The coordination laws must 
take into account the different scenarios the system can have, and they must be 
followed by the entities using the communication channels defined. 
 
A coordination model can be enclosed in an architecture (software) or a language. Some 
examples of coordination architectures are the software pipeline and the blackboard. Different 
components are organized in a specific way to achieve cooperation protocols [34]. On the other 
hand, a coordination language is the linguistic representation of a coordination model [32]. In a 
coordination language, two different languages have to be combined: one for coordination, and 
one for computation. These two aspects are fundamental as they define how the model works. 
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For some models, the coordination language is completely separated from the computation 
language, in others, the two of them are tightly combined. 
One important characteristic every coordination model must have is that agents should 
be able to join and leave dynamically. It is key that the system can self-organize and not cause 
disruption when agents come or go. The blackboard model is a good example of a coordination 
architecture. It defines a group of “experts” or agents that are trying to solve a complex 
problem, and they share a blackboard. When an agent wants to process some information, it 
takes it from the blackboard and puts the result back so other agents can continue working on 
the solution. No agent has to know about the others and new agents joining the system or 
leaving it will not affect the others. This is the key concept of the most famous coordination 
model: Linda Tuple Space, which will be explained in detail in the following sections. 
Coordination models, languages, and architectures are closely associated with the 
concept of heterogeneity. As the computation component is independent of the coordination 
one, which sees the processes in the system as black boxes, the coordination component has no 
concern on how the computational one works, is conceived or modeled [31]  
The coordination models can be classified into different categories based on the entities 
being coordinated, the communication medium, the architecture, issues of scalability or more 
[35]. However, it has been proposed[31] to divide coordination models into two categories: 
data-oriented and process-oriented. What differentiates the two is the division between the 
computation and coordination components.  
In the data-oriented group, coordinated processes oversee examining and processing 
data, and the coordination task is done by themselves or other processes using the coordination 
mechanisms provided by each language. Usually, within this group, the coordination language 
offers coordination primitives which are blended with the computational tasks. That means that 
every process (coordinator or coordinated) cannot be easily identified as a computation or 
coordination process as it is the developer’s responsibility to model the program to develop the 
coordination and computation tasks. 
In the process-oriented category, the coordination aspects of the program are separated 
from the computational ones. That means that the data being manipulated at any moment in 
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time has nothing to do with how the coordination is being done. The way to accomplish that is 
to define a coordination language in which processes appear as black boxes with specific input 
and output. The model requires that the computation module and the coordination module are 
separate. 
 
3.4.1. Data-Oriented 
The data-oriented or data-driven coordination models do not show a visible division 
between computation and communication processes. Most of the models of this group employ 
the concept of a shared data space, which is a common, content-addressable data structure [36]. 
Every coordinated process accesses the shared data space to communicate with others; it is the 
only channel available for that purpose. Moreover, they can put information into the data space 
and retrieve other data based on specific criteria (similar to the blackboard example explained 
above). The content of the data space at any specific moment is independent of the status of the 
processes. With this model processes are decoupled in time and space. Using this medium 
allows coordinated entities to communicate with each other without knowing who the 
consumer or the producer is. As, in the blackboard example, the agents take and post 
information from the shared space regardless of who might use it. 
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Figure 3-7. Shared data space model [31] 
The Figure 3-7 shows how the shared data space model is seen. The round objects are 
the coordinated entities or the processes that are posting and retrieving data from the data 
space (middle). Those data structures in the data space can be of different kinds. When a 
process retrieves data from the shared space, it can copy it or remove it, which means that no 
one else can access it. This is a very interesting concept for concurrent operations as removing 
information from the data space might help passively coordinate the entities. As processes can 
do two different actions (consume and produce data), it is up to the system designers to decide 
what is going to be the role of each component, keeping in mind that they can be either 
consumer, producer or both. Usually, in these models, the data structures are based in tuples. 
They can be simple plain ones or more complex, permitting searches based on specific 
parameters. 
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Linda 
There are several different coordination models, but perhaps the most important one 
and certainly the first one to be considered a coordination model is Linda [37], [38], which was 
designed to support the creation of parallel programs. One of its objective is to avoid the 
problem of coupling between parallel processes and make them not have to deal with each 
other directly, creating a decoupled way of parallel programs communication  
Linda is based on the common data space concept using tuples, creating a shared tuple 
space, in which, if two entities want to communicate with each other, the producer must 
generate a new tuple containing that data and put it in the tuple space [39]. Then, the consumer 
can retrieve said tuple by copying it or removing it [31]. This makes the two entities decoupled 
in two different dimensions: time and space; time because there is no need for the two entities to 
be alive and working at the same time, and the information can be placed in tuple space and be 
consumed later. And space because no process needs to know the identity of the others or their 
location. This decoupling level provides a required level of flexibility these kind of systems 
should have [30]. For instance, when the producer works much faster than the consumer, or 
there are more producers than consumers, the tuple space works very well in allowing 
producers to push data even when the consumer is not ready for it, making them available 
much faster and creating an ideal parallel scenario. 
Linda can be used within many programming languages; it offers some simple 
operations that allow processes to interact with the shared tuple space. When these operations 
are added to a programming language, a parallel programming dialect is involved [38]. For 
interacting with the tuple space, Linda defines four fundamental operations: out(), in(), read() 
and eval(). The out(t) operation is used to add a specific tuple t to the tuple space and continue 
the process normally. in(s) is used to retrieve or withdraw a tuple t that matches the search 
criteria and template s. If a tuple is found, it is retrieved and the process continues; if no tuple is 
found, the process is suspended until a tuple is available and retrieved. The read(s) operation is 
used in the same way as in(s) but the tuple is read and copied, only this copy is retrieved and 
the actual tuple is left in the tuple space. The eval() operation works very similar to out() but it 
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does not add simple plain tuples to the tuple space but rather a real process that can be 
retrieved and started by other entities. 
 
 
Figure 3-8. Fundamental Linda operations 
 
Figure 3-8 shows an example of a tuple space and four agents performing the 
fundamental Linda operations. Every agent can perform any operation to a specified tuple, and 
tuples can be of any type. For example, the tuple (“boat”, “blue”, 45) has a logical name, a string 
value and an integer value. The logical name is how tuples can be identified and searched, and 
the rest of values are the actual tuple data.[37]. 
Because of Linda’s advantages, it has been an active research topic. Many researchers 
have worked on it and created several variations with specific changes. Depending on the 
objective, some of those variations are Bauhaus Linda [40], Bonita [41], Law-Governed Linda 
[42] LAURA [43], Objective Linda [44] and Lime (Linda in a Mobile Environment) [6]. 
Lime [45] is a framework based on the Linda operations that aims to support the 
development of distributed applications that are in mobile hosts. The idea behind Lime is to 
have the Linda tuple space but in a transient and shared way. Individual mobile agents share 
out(“car”,	23,	true)
(“car”,	23,	true)
in(“plane”,	10) read(“boat”,	“blue”,45)
(“boat”,	“blue”,45)
eval(“bike”,	“blue”,	calculation(45))
(“bike”,	“blue”,	calculation(45))
TUPLESPACE
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identically-named tuple spaces. In Lime, mobile agents are hosted in the coordinated entities. 
These agents can move logically of physically and the system adapts to continue working. 
Lime takes the global concept of the tuple space and distributes its content among the 
mobile units. When these units are in range or can communicate, the contents of their tuple 
spaces are shared creating a virtual shared space.  
 
3.4.2. Process-Oriented 
The process-oriented or control-driven coordination models have been developed to 
address some of the aspects data-oriented models lack [46]: A complete and visible division 
between computation and coordination components of the processes, and to avoid the need for 
some processes to know more about consumers or producers. This type of coordination model 
aims to make processes aware of state changes of the other processes by observing them and 
allows the broadcasting of events [31]. 
In contrast to data-oriented models where coordinators handle the data directly, here, 
processes are just black boxes with defined input and output interfaces (also called ports). The 
relationships between consumers and producers are established by creating a channel or stream 
that connects the output interface of the producer to the input port of the consumer. Besides the 
point-to-point communication processes have through ports, they can also broadcast messages 
to the environment to let other interested entities know their current state. 
When talking about connecting agents and coordinators through their input/output 
ports using channels, we are also talking about the Ideal Worker Ideal Manager (IWIM) model 
[5] of communication. This is a family a communication models rather than only one and 
defines processes as black boxes and enforces complete separation between the computation 
and communication tasks. 
Figure 3-9 shows an example of a process-oriented coordination model architecture. 
There is one producer Prod with two output interfaces, and two consumers: Cons1 with only one 
input interface and one output interface, Cons2, with two input interfaces and one output 
interface. A channel has been created between the output interfaces of the producer and the 
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input ones of the consumer. It is possible to have more than one channel connected to an output 
or input interface. 
 
 
Figure 3-9. Process oriented coordination model [31] 
 
There is a variety of process oriented coordination languages that have been developed 
with different objectives in mind. Some of them are the following:  
• PCL (Proteus Configuration Language) [47]: A language developed to design 
architectures of different versions of computer systems  
• Conic [48]: In Conic, coordination is seen as configuration, is comprised of a 
programming language and a coordination language, which is in charge of 
creating the links or channels among the entities. 
• Durra [49], [50]: An architecture configuration language in which the 
applications are composed of a set of components and a set of configurations that 
specify how the components are related.  
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Even though the process oriented list of coordination models is large,  
MANIFOLD [51] stands out because it is one of the latest developments in the evolution of the 
process oriented group. In MANIFOLD, the coordination processes are clearly separated from 
the computational ones which can be developed in any programming language. Coordination 
entities are called Manifolds and they use input/output ports to communicate with each other 
over streams. The model is event-driven based on state transitions, meaning that Manifolds are 
always at a specific state. When events are detected, the coordinators evolve into another 
predefined state. Events cannot be used to carry data, only to trigger state changes in the 
entities. 
Typically, when a Manifold is in a certain state, it has set up a network of processes. 
When an event is received, the communication with those processes is finished and with the 
new state, a new network of processes is set up. This gives MANIFOLD the characteristic of 
dynamic reconfiguration and system consistency. 
In terms of coordination models, the research done is broad and is very advanced. Many 
models, frameworks and types of middleware have been developed for different environments. 
Moreover, for mobile environments, specific solutions have been developed to address the 
specific characteristics of this environment. However, to the best of our knowledge, the IoT 
environment still lacks specific coordination models that allow devices to cooperate effectively.  
 
3.5. Fog Computing 
Fog computing is a new computing paradigm that has one specific objective: bring some 
of the services offered by the cloud closer to the network, to the edge of it. Fog computing is 
located in the layer between the cloud and the edge devices and is actually another network 
that enables the modeling and creation of better applications or services [52], [53]. 
Fog computing makes it easier to manage, configure and program different kinds of 
devices located between the cloud and the end devices. This is accomplished by locating 
components of the applications in the cloud and in the edge. Edge devices with this purpose can 
be routers, smart gateways or dedicated fog devices. When using routers or networking 
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components, they should be more robust than regular devices in order to handle the additional 
load [53]. 
 
 
Figure 3-10. Fog Overview 
The layer that fog computing creates between devices and the cloud enables many 
different approaches for the Internet of Things and Ubiquitous Computing (UC), extending 
cloud services to include more powerful sensors capable of handling more computation and 
making decisions without going to the cloud [54].  
The main advantages offered by the fog computing model are the following: 
• Network traffic reduction: According to Cisco [12], there are over 25 billion 
devices connected around the world. By 2020 that number could go to 50 billion. 
All those devices are generating, retrieving and sending data all the time. It does 
not seem very effective to send all that data to the cloud to be processed. Also, 
because many times that data is not completely useful. Getting computational 
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capabilities closer to these devices makes much sense in order to analyze and 
filter data before sending it to the cloud. 
• Suitable for IoT tasks: As the number of smart devices increases every day, every 
device is going to be surrounded by others. In many situations one device can 
affect the others for collaboration purposes. In those scenarios, there is no need to 
send data to the cloud if the device is closer and reachable. 
• Low-latency: Many complex applications require real-time data for making 
decisions. For example, the brakes of the car need to know the sensors 
information to make decisions in very short time. It might take too long for the 
sensors to send data to the cloud and for the breaks to retrieve it. By bringing 
computation closer to the devices, the transfer time for data is reduced. 
• Scalability: With so many devices interacting with the cloud and more coming in 
the foreseeable future, the cloud could become the bottleneck for data 
processing. With fog computing, the burden of that processing in the cloud is 
reduced and the scalability issues of it are addressed. 
 
Fog networks are usually, but not exclusively, located at the edge of the network. Even 
though that is the most common approach, fog computing aims to work on applications and 
services widely distributed, as opposed to the cloud where there is a centralized point of 
integration. This allows the fog to communicate with mobile nodes with the possibility of 
creating a smart, dynamic network in which a device like a smart gateway can be used [53].  
As the IoT environment is so dynamic and the network traffic and latency must be kept 
at their minimum, the fog offers important advantages that can solve many of the issues the IoT 
environment has. If the nodes do not have to communicate with the cloud at all times and have 
computation closer to them, response times will be better and the overall system’s performance 
will be improved. 
Fog computing as a model has many advantages as explained above. However, it also 
allows the implementation of other characteristics that can improve a system’s performance. 
Caching and preprocessing are two of those, in which the middle layer processes the data and 
 31 
can either send it or not to the cloud or other devices depending on the result of that processing 
and previous requests. For example, Zhu et al. [55] explore how to use edge devices to improve 
the performance of websites. End users connect to the internet through fog devices that capture 
all requests and optimize the requests to reduce the time the user must wait until the page 
loads. There are several kinds of processing these devices can make. In IoT, they could, for 
instance, keep track of the sensor values that are being sent to the cloud and only send values 
with significant changes. That way, a sensor will not be sending the same values again and 
again. Furthermore, there are many applications for fog computing within IoT. Data 
preprocessing and trimming is another, where the data is transformed, reduced or optimized 
before sending it to the cloud, which is a big necessity as sensors are generating large volumes 
of data.  
Fog computing can also be used to manage resources in an effective way. As many times 
devices require more resources to perform specific tasks, models for creating elastic edge-based 
applications have been developed. One of the most explored has been computation offloading, 
where usually workloads are offloaded to the cloud [56], [57], [58]. As offloading computation 
to the cloud is not always possible, offloading computation to edge devices has also been 
explored [59] to facilitate the development of elastic, edge-based mobile applications. 
 
3.6. Blockchain 
Blockchain is the core of Bitcoin [60] and it is defined as “a global decentralized ledger 
which stores the full history of all bitcoin transactions”[61]. Bitcoin transactions are stored in the 
blockchain in blocks and every block is linked to the others. More specifically, in addition to the 
timestamp, each block contains a hash of the previous block. This creates a sequence of linked 
blocks that form a chain in which each block can confirm the integrity of the previous one, 
allowing the members to verify transactions. In a blockchain network, nodes can join or leave at 
any moment without affecting the overall functionality since the blockchain is stored in every 
node of the network, which, for June 2017, contained over 7400 nodes [62]. 
As there is no centralized authority to validate or confirm the integrity of transactions, 
these are validated with a consensus mechanism. Any node can create transactions that are 
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propagated within the network. Other nodes can take those transactions to create a new block 
containing them along with the link to the previous block. This process is called “mining”. In 
order to prevent minority control, miners have to perform a computationally expensive task 
and add the block to the blockchain. This technique is called proof of work [63].  
One of the most popular blockchain networks is Bitcoin [60], which is public access. 
Anyone can access the blocks and the transactions but no participant is trusted; they all must 
provide their proof of work for validating their transactions. Every user is provided with a 
public and private key. The private one is used for signing transactions, therefore, no real-world 
identity is required, the public key system creates a form of pseudo-identity [63]. 
Private blockchains have also been developed. One of the most popular is called 
Multichain [61] and has been designed with three main differences from Bitcoin: It ensures that 
blocks, transactions and overall activity is only visible to selected members, it introduces 
controls to permit specific transactions, and it enables mining without proof of work and 
associated costs.  
Even though one of the main usages for the blockchain is for cryptocurrencies, it has 
also been explored in other areas where using blockchain is useful [63]. One of its main usages 
beyond cryptocurrencies is data storage, taking advantage of its characteristics like scalability, 
high fault tolerance and tamper resistance. For distributed systems and IoT environments, and 
from the architectural point of view, it has been proposed to use blockchain as a software 
connector which can be an alternative for centralized shared data storage [64]. 
For the present work, the private blockchain Multichain is used as a software connector 
to share data across different devices. 
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3.7. Summary 
Table 3-1.  Literature Review Summary 
Section Description 
Internet of Things and 
M2M 
Introduces the environment in which the research is developed. States 
the current importance of IoT. Explains the basic concepts about 
constrained environments and how the M2M communication works. 
Describes the characteristics of the IoT environment and the 
challenges it has  
REST 
Explains the ideas behind the REST communication protocol. 
Describes how it works, the operations it uses, its characteristics and 
main advantages.  
COAP 
Describes the way CoAP works and its value for constrained 
environments. Explains how the M2M communication works using 
CoAP. Illustrates how the messages exchange is done and how it 
affects constrained environments. This section also describes the 
characteristics CoAP has, including its caching and proxying features, 
which are important for developing the coordination models. 
Coordination Models 
Explores the origin and types of the coordination models. Reviews the 
main objective when implementing coordination models, how they 
were conceived and how they work. Lists and illustrates some of the 
most important coordination models developed and the difference 
between them. 
Fog Computing 
Describes the fog computing paradigm. Explains and illustrates what a 
fog environment is. Analyzes the advantages this paradigm has and 
how they can be applied to the IoT environment. 
Blockchain 
Explains the origin and objective of the blockchain, some use cases 
and how it works. Describes how the blockchain can be used as a 
software connector to share data across devices. 
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CHAPTER 4 
SYSTEM ARCHITECTURE 
 
Internet of Things is a relevant technology in which constrained devices and physical 
sensors are interconnected and create M2M resource-constrained networks.  
This research explores different coordination models and their application to IoT. The 
literature review shows that even though there is a variety of coordination models and 
languages developed, there is still space for research about coordination models specially 
designed for constrained devices in the IoT environment. Moreover, the work that has been 
done in the area has mostly been focused on data-oriented coordination models. 
IoT networks usually consist of a variety of devices with very limited computation 
power and resources. Those resources are not always being used, and some of them are not 
being used effectively. Moreover, devices often waste resources sending repeated information 
or with processing tasks that have already been processed. 
This research explores how the data-oriented coordination models can be used within 
IoT taking into account its limits and characteristics. Also, one of the most important 
contributions of our work is the development of a new way of implementing a process-oriented 
coordination model for IoT.  
The main objective of the present work is to allow constrained devices to communicate 
with each other in a coordinated way to cooperate to solve more complicated tasks, using 
computational resources and energy effectively. 
In IoT, devices can suddenly disconnect or connect for many reasons like lack of energy, 
programmed maintenance, environment changes or just because new devices are being 
introduced to the system. The coordination models proposed in this work are fault-tolerant, and 
for that reason, they might be partly centralized as well.  
There were four coordination models implemented, three were variations of data-
oriented models based on shared data spaces, and one was a new process-oriented model 
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developed to connect devices over specific communication channels and coordinators. The 
details of the architecture of all the models are explained in the following sections. 
For homogeneity and to make all the implementations comparable, this work uses the 
Intel Edison[10] as constrained device, which is a small, cheap yet powerful system on a chip 
(SoC) widely used nowadays. This device includes a dual-core CPU, Bluetooth, and WiFi 
connectivity, making it resourceful and very useful for IoT tasks. The Intel Edison was used on 
top of an Arduino board, called the Intel Edison Arduino Kit [65], these way the Arduino acts as 
the interface with the exterior world, and the Edison provides computation power and an 
environment where programs written in different languages can be run.  
As in a typical IoT environment where the communication is over WiFi, the connectivity 
between every part of the system was done over WiFi as well. Nevertheless, this is a channel in 
which connection can sometimes fail, so testing the fault-tolerant characteristic is important. 
Also, to have an efficient system and to reduce the communication costs to the minimum, CoAP 
was used as the communication protocol. 
 
 
Figure 4-1. Intel Edison Arduino boards used 
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4.1. Data Oriented models 
In this group, three different models were implemented. All of them were based on the 
concept of having a shared tuple space: one or more tuple spaces that could be located 
anywhere within the network. The system implementation needs to know the location of them 
and the devices need to know what kind of information to share. 
For each of the data oriented models, two variations were implemented: 
• One producer and one consumer or worker 
• One producer and two consumers or workers 
 
The idea behind implementing these modifications was to measure how different the model 
behaved with the various numbers of coordinated entities. Besides, we could say that in a well-
defined coordination model, depending on the defined tasks, the more workers are available, 
the faster the tasks will be performed. Consequently, in this case, the two consumers variation 
was expected to be more efficient than the one worker variation. 
4.1.1. Tuple space in a dedicated server 
The first implemented model was using a dedicated and more robust server as a tuple 
space. It ran a COAP server and kept the data space in RAM, making it very efficient to look up 
tuples and add new ones. 
Figure 4-2 shows the first implementation. Here, only two constrained devices were 
coordinating, the device number one was the producer, only sending data to the tuple space 
server. The device three was the consumer or worker, searching for tuples in the tuple space 
and writing the results back. The device number two was a robust server in charge of writing 
tuples and searching for them when required. The hardware characteristics of this server are: 
3.2 GHz Intel Core i5 processor, 16GB of RAM and 1TB hard disk drive. 
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Figure 4-2. Tuple space model in RAM with one worker 
The next experiment was very similar than the previous one, with the difference that 
three constrained devices were coordinating (Figure 4-3). The device number one was the 
producer, and the devices three and four were the consumers or workers. The device number 
two is the same server used in the previous implementation. 
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Figure 4-3. Tuple space model in RAM with two workers 
 
4.1.2. Tuple space in a relational database 
Another approach was to keep the tuples in the hard disk, saving them to a relational 
database, which in this case was MySQL 5.7 [66]. To make this deployment very similar to the 
others, the Edison devices continued to send the tuples to the tuple space server, which would 
communicate with the database in another server. That would allow the original tuple space 
server to expose the same CoAP operations but change the storage in the background. 
Figure 4-4 shows how the first experiment was deployed, with only two devices 
coordinating. The first device was the producer, in charge of generating data and sending the 
tuples to the tuple space. The device number three was the consumer, in charge of getting the 
tuples, processing them and sending the results back. Device number three was the robust 
server which exposed the CoAP operations to write and read tuple. The hardware 
characteristics of this server are the same as the device number two of the previous experiment. 
In addition to those components, another component was introduced: The MySQL server in 
charge of storing the tuples. For communication purposes, the MySQL server exposed a set of 
REST services developed in Java to allow interaction with the tuples. The hardware 
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characteristics of this server are: 3.4 GHz Intel Core i7 processor, 32GB of RAM and 2TB hard 
disk drive. 
 
 
Figure 4-4. Tuple space model in a relational database with one worker 
The next experiment was very similar; the only difference is that another worker was 
introduced to communicate with the tuple space. For both this and the previous test, the 
communication between the constrained devices and the tuple space server was done using 
CoAP, and this server would communicate with the database server using REST. As these two 
servers are more robust, using REST is entirely appropriate.  
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Figure 4-5. Tuple space model in a relational database with two workers 
4.1.3. Tuple space in the blockchain 
The last data-oriented model that was implemented was using blockchain. In this case, 
the constrained devices would continue communicating with the tuple space server which 
stores the tuples in a private blockchain called Multichain[61], which works as a software 
connector [64]. In this case, the relational database is being replaced by Multichain, which can 
do everything the database does if robustness and trust are not an issue. Nevertheless, some 
differences need to be taken into account[67]  
Using blockchain has many advantages [68], of which some of the most important are: 
• High quality data 
• Trustless exchange 
• Fault-tolerance 
 
For the IoT environment, perhaps one of the most attractive advantages of Blockchain is 
its distributed model, which allows every device to have the blockchain and create a fault-
tolerant environment. 
 41 
Figure 4-6 shows how the approach to use Multichain was done. In this case, two 
constrained devices were collaborating. Device one was the worker, and device three was the 
consumer. As in the previous experiments, they would send and retrieve tuples from a tuple 
space server. As an interface to Multichain, the device four was used, which exposed REST 
services to interact with the Multichain. 
 
 
Figure 4-6. Tuple space model in Multichain with one worker 
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The variation of this experiment, as for the other explored models, was performed using 
one more device which functioned as a worker. In both experiments, communication between 
constrained devices and the tuple space server was done using CoAP, and communication 
between that server and the Multichain was done using REST. 
 
Figure 4-7. Tuple space model in Multichain with two workers 
 
4.2. Process-Oriented model 
One of the key contributions of this work is the development of a new process-oriented 
coordination model for IoT. This model aims to reduce the components involved to the 
minimum and reduce communication costs by using CoAP with elementary operations. The 
new model is fault-tolerant and is based on the concept of proxying. Using proxies to take 
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advantage of some of the benefits offered by CoAP, the communication can be handled very 
efficiently. Proxies are in charge of connecting two or more devices and they have the ability to 
cache responses of previous requests. This is one of the most attractive characteristics that give 
the model part of its value and contribution. 
The concept behind this model is to deploy proxy servers within the system. These 
proxies can be other constrained devices or more robust servers depending on the system’s size 
and workload. For the experiments conducted in this study, robust servers were used. Each IoT 
device would communicate only to the proxy server. When doing so, the device, using CoAP, 
tells the proxy which service it intends to consume. Then the proxy can communicate with 
another device, obtain the result and respond to the original requester. Figure 4-8 shows the 
basic operation of the system, in which the devices do not have to know about each other, they 
only need to know about the proxy who connects their ports and creates the channel for them to 
communicate. In this example, the device number one is the consumer and the device number 
three is the producer. 
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Figure 4-8. Process-Oriented model with one worker 
Figure 4-9 shows the same model but using another device as a worker or producer. The 
proxy only needs to know about the producers, it does not have to know about the consumer, 
and none of them has to be aware of the other devices.  
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Figure 4-9. Process-Oriented model with two workers 
This new process oriented model treats devices as black boxes. Proxies know what 
services are exposed by each device so they can call them when another device requests it. 
When the system is too big for one proxy, several can be deployed; these would allow more 
devices to coordinate. Furthermore, this model allows any device to be a proxy, which means 
that constrained devices could do computation and work as coordinators. However, for the 
present work, simple systems with only one dedicated proxy were developed. A key difference 
between this model and the data-oriented ones is that the device through which all 
communication passes can make decisions based on that, allowing it, for example, to prevent 
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multiple calls that might generate the same result and incur a waste of resources by processing 
repetitive tasks.   
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CHAPTER 5 
IMPLEMENTATION 
As seen in the previous chapter, the different models proposed were comprised of 
various components. Each of them had a different configuration to adjust to the implementation 
characteristics. The applications running on the constrained devices and the components they 
communicate with were developed in Golang [69], which was used here because it was 
designed to run on multiple platforms and it has native support for concurrent activities. As 
CoAP is used for communication in every implemented model, the library go-coap [70]was 
employed. 
Four models were designed and implemented, three data-oriented and one process-
oriented. This chapter explains how those models are implemented. 
 
5.1. Data Oriented models 
5.1.1. Tuples 
Tuples can have any number of parameters, and they must be transported in the 
payload section of the CoAP packet. Values are comma separated to reduce the amount of 
transferred data. Tuples that require processing are generated by the producers and sent to the 
tuple space. Consumers would get those tuples, process them and form a new tuple with the 
result that is sent back to the tuple space. From there, any entity that requires that result can 
access it. 
 
5.1.2. Tuple Space  
The key part of this group of models is the tuple space server. Whether it saves the 
tuples itself or somewhere else, the tuple space server is the most important component and 
exposes the two basic Linda operations in and out, which are identified by two different URIs. 
The tuple space was designed to be efficient, and allow multiple devices to interact with it 
almost simultaneously. Figure 5-1 shows the function that creates the tuple space and starts 
responding to requests in the resources identified by the URIs /in and /out. When an entity 
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requests a tuple, if it exists the server would respond with a CoAP message with the code 2.05 
and the tuple in the payload. If it does not exist, the payload will be empty and the message will 
have the code 4.05. These codes allow clients to make fast validations over the responses from 
the server. 
 
Figure 5-1.Function to create the tuple space and start serving CoAP requests  
 
Figure 5-2.Example of a function returning a tuple in a CoAP message  
Figure 5-3 depicts a basic example of how the communication is done with the tuple 
space in the three models. Even though the tuple space is shown as a separate component, for 
one of the implementations the tuple space is in the same server as the tuple space server, for 
the others it is located in the Multichain or the relational database. In this example only two 
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devices are coordinating, one producer generating tasks that need to be processed, and a 
consumer or worker. This is the description of each of the steps: 
• 1, 2 and 3: The producer generates a work tuple, sends it to the tuple space server 
in a CoAP request. When the tuple is added to the tuple space, the tuple space 
server responds with the CoAP request confirming the result. 
• 4, 5 and 6: The consumer sends a request to the tuple space server requesting a 
tuple. The tuple space server searches the tuple in the tuple space and responds 
to the CoAP request with the appropriate information. 
• 7, 8 and 9: After processing the tuple, the consumer sends the tuple back to the 
tuple space server. When the tuple is added, the server responds. 
• 10, 11 and 12: The producer sends a request querying for the result tuple to the 
tuple space server. If the tuple space server finds it, it sends it back to the 
producer, otherwise, a not found message is sent.  
 
 
Figure 5-3.Communication flow with the tuple space  
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The previous flow shows a simple example of how the communication would be done in 
this system. However, there are some points to keep in mind when implementing this 
coordination model: 
• As these kinds of models have to be aware of the data being sent, the tuples used 
must be defined according to the objective of the system. A suitable way for 
identifying work and result tuples must be implemented.  
• Depending on the system requirements and characteristics, the periodicity for 
the worker to query for work tuples and the producer to query for results needs 
to be adjusted. More powerful devices might query more often for queries than 
more constrained devices. In this system, the only way for components to 
discover new tuples is by querying the tuple space server. 
• For evaluating the system’s performance, the time between steps one and twelve 
should be measured. The complete process is from the first work tuple is 
generated until the last result tuple is generated. 
 
For the tuple space, it is important to store the tuples in a correct way, it order to be able 
to be searched and accessed efficiently. Three ways of storing tuples were developed in the 
current work: 
• RAM: Tuples were stored in a Go list. For adding tuples, they are added on top 
of the list. For searching them, the whole list is iterated until the specified value 
is found. 
• Relational database: The communication between the tuple space and the 
database was done through a centralized point, a web server exposing REST 
operations. That web server used a JDBC for connecting to the database, which 
oversaw performing the CRUD operations to search, retrieve and add tuples. 
• Blockchain: To maintain the implementations very similar, this model was 
implemented using a central REST web server as well. That server was in charge 
of performing the CRUD operations on the blockchain. However, as the data in 
the blockchain cannot be altered or deleted, the tuple space server would 
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identify each tuple before sending it back to the clients. When a tuple is taken, 
the tuple space server marks it as deleted and does not return it anymore.  
•  
5.1.3. Coordinated entities 
The coordinated entities for this model are the consumers and producers. Depending on 
the system being implemented, they must generate tasks and results. It is up to the system 
designers and developers to decide how the coordination is required and how it will be 
performed. As mentioned before, these models have the computation and coordination parts 
tightly coupled, which is why every system needs to be adjusted to use the model. For example, 
a device with a stable source of energy could query tuples continuously. On the other hand, for 
a device with limited power, that would be a waste of resources.  
 
5.2. Process-Oriented model 
The process oriented model developed in this work is based on the concept of 
connecting interfaces of black boxes to allow them to coordinate. To achieve this, coordinators 
were conceived as forward-proxies, components that receive requests, find the most suitable 
worker and forward the work. Contrary to the previous implementations, the definition of the 
format of the data being transferred is not relevant. The worker is developed as a CoAP server, 
and the requester sends a CoAP request. The proxy server sees this exchange of CoAP messages 
and takes decisions based on that, not on the content of the message. 
Figure 5-4 shows a basic communication flow example between devices and the proxy 
server. Fewer communication steps are required for a requester to obtain the result of an 
operation than in the previous model. To maintain the communication effectively and stably, 
the model was implemented asynchronously: the responses for the CoAP requests do not 
contain the result of the operation, that is sent in another operation. For this example, only one 
requester and worker are described. The following is the description of each of the steps 
required for a coordinated operation:   
• 1 and 2: The device requiring the result of the task sends the CoAP request to the 
proxy server. The proxy server responds to the request immediately 
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acknowledging the original request. As the proxy server implements a cache 
functionality, when the result of the request number one is cached, the result will 
be sent in the response number two and no more operations will be made, 
reducing communication and processing costs. 
• 3 and 4: The proxy server sends the request to the worker, who immediately 
responds to acknowledge. 
• 4 and 6: After the worker is finished processing the task, it sends the result in 
another request to the proxy server which acknowledges immediately. 
• 7 and 8: The result is sent to the requester who acknowledges. 
 
Both worker and requester act as a server and client at the same time. The requester 
must expose a resource to receive the result of the worker, creating an asynchronous operation. 
The proxy server knows about all the resources both components expose and oversees deciding 
where to send each request. The proxy server has to be previously loaded with the list of 
resources exposed by the devices. Each resource on the list is identified by its URI. That way 
when requests come, the proxy knows where to send them as they also have a URI. In this 
context, devices do not need to know about other devices, but they do need to know the URI of 
the exposed service. 
To correctly send the requests to the forward-proxy, the model uses the proxy-uri CoAP 
option, which is used to set the final URI destination. 
 
 
Figure 5-4.Communication flow with the proxy server  
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Figure 5-5 shows an example of how the function of the proxy server is called. The URI 
consumed in the proxy is always /fwd, and the actual URI that is required is sent in the proxy-
URI option. This example also shows how every CoAP call is made within the system. 
 
Figure 5-5.Example of a function sending a CoAP request to a proxy server  
The asynchronous characteristic of the model is key for ensuring a stable 
communication. When the CoAP request is sent to the proxy the first time, many actions must 
take place, one of them being the processing of the task, which might take a long time. 
Consequently, it is not feasible to send the result of the work in the following CoAP response. 
That restriction is because of network constraints and because it is not desirable to keep the 
client waiting for a response. To address this situation, the communication is asynchronous, 
meaning that when a client requires processing a task, it exposes a resource to receive the result. 
 
5.3. Cache 
One of the major advantages of this model is the usage of a cache system. Following the 
guidelines for handling a CoAP cache [26], requests of processing tasks and their responses can 
be cached by the proxy. This allows the proxy not to make unnecessary requests to the entities, 
saving communication costs, resources and improving response times. 
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When a result request (asynchronous response) is received by the proxy, it matches it 
with the original request and caches it if possible. Responses follow the freshness model, which 
defines whether a response is fresh or not. If it is fresh, the proxy can return it in the first 
response, avoiding any further calls or operations. The way to determine the freshness of a 
response is for the origin server to set an expiration time. This is the time for which the response 
is valid, which is done using the CoAP option max-age. 
 
5.4. Concurrency 
As the proxy server is designed for responding to every request in the least possible 
time, it is not efficient to have only one thread acting as a server (to serve the forward requests) 
and a client (to forward the requests). With only one thread, the system would stop responding 
while waiting for the process to make a particular call to another device. This issue was 
addressed using the concurrency characteristic of  Golang [71]. Figure 5-6 shows how the 
parallel system was implemented; the proxy server is comprised of two threads: One to act as a 
server and respond to every request, and one to serve as a client and call the required resources. 
They communicate over a channel and are always running. The requests are always received by 
the same thread (routine in Go) that pushes them into the channel. The client thread reads the 
channel and makes the necessary call. As the two processes are handled independently, every 
request is going to be responded to almost instantaneously, allowing the clients to continue 
their work while waiting for the response. Figure 5-7 shows an example of how routines are 
created in Go and how the channel is established between them. 
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Figure 5-6.Concurrency in the proxy server  
 
 
Figure 5-7.Example of go routines and channels.  
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CHAPTER 5 
EVALUATION 
As the Intel Edison was the device used for the current experiments, a basic evaluation 
of these devices using CoAP was conducted. The idea of this evaluation was to determine how 
these devices behave with high loads and with different message sizes. The objective of this 
performance evaluation was to determine what loads these devices can handle depending on 
the message sizes being exchanged. 
A set of experiments were put in place: The Edison device would expose a CoAP server 
that would only read the payload and respond immediately. Using JMeter [72] a high number 
of requests per second was generated for 60 seconds with different payload sizes: 1, 20, 100 and 
500 bytes. The average time the Intel Edison took to respond every request was measured. 
Figure 6-1 shows the result of this evaluation. The x-axis of the graph is the average 
response times for the defined transactions per second (TPS) that are represented in the y-axis. 
The graph shows the results of all the experiments with the different message sizes. Although 
they all have the same trend, it is noticeable how smaller message sizes tend to have a lower 
response times. However, big message sizes don’t always have higher response times. For 200 
TPS the difference between response times is not too big. Furthermore, in the graph, for every 
defined TPS, the distance between the different payload sizes stayed very similar; the growth of 
the graph is not exponential.  
In conclusion, the behavior of the Intel Edison was as expected; as more TPS were set, 
the response times increased as well. Although the message sizes increased the response times, 
they did not drastically affect the device’s efficiency. It can also be appreciated that the Intel 
Edison running a CoAP server is capable of handling 200 TPS with payloads of 500 bytes and 
respond in an average of 120ms. 
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Figure 6-1.Average response times for 1, 20, 100 and 500 bytes payload messages  
The main objective of the development of the previously explained coordination models 
is to allow devices to coordinate with each other, creating an IoT system where the resources of 
every device can be used most efficiently. That is why the purpose of the experiments 
conducted was focused on evaluating the effectiveness of each of the described models. This 
evaluation was made by measuring the time it took for the whole system to complete a series of 
complex tasks. This chapter explains how that measurement was made and the results for each 
model. 
To evaluate the performance of the systems, a suitable complex task was implemented: 
The calculation of prime numbers was used. This job consists of calculating the highest prime 
number smaller than a given maximum value max. The algorithm was implemented in a basic 
way, iterating through every number from 1 to max and validating if the number was prime or 
not. To increase the complexity, that task was run several times. For a given a number n, the 
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complete process would be to calculate the highest prime number for every number from 2 to n. 
For example, given n=10, the process would have to calculate the highest prime number smaller 
than 10, the highest prime number smaller than 9, and so on. This would result in computing 
the highest n-2 prime numbers. 
 
 
Figure 6-2.Algorithm to calculate prime numbers  
  
According to that task, the complexity is given by the n value. The higher it is, the more 
prime numbers must be calculated, the more processing the system needs, and the more time 
the complete process takes. All the models used this same task with different values of n within 
the range of 50 to 5000. For evaluation purposes and to have more consistency, each run was 
performed three times. All the experiments were run using one and two workers; it was 
expected to have a better performance with two workers as there are more resources available 
in the system. Table 6-1 shows the summary of all the experiments performed and the following 
sections show the results obtained for every model implemented. 
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Table 6-1.  Experiments summary 
 
Type of coordination 
model 
Coordination model Experiments 
Data-Oriented 
Tuple space in a dedicated server 
(RAM) 
Three equal experiments 
Tuple space in a relational 
database 
Three equal experiments 
Tuple space in the blockchain Three equal experiments 
Process-Oriented Proxy-based Three equal experiments 
 
 
6.1. Data Oriented models 
For all the data-oriented models implemented, only two operations to manage tuples 
were defined: the basic Linda functions: in and out. For the experiments designed in the current 
work, tuples were comprised of two values: one value that means if the tuple needs to be 
processed or is a result, and the other is the actual content. To identify the tuple as result, the 
first value is the letter R; if the tuple needs to be processed, the letter W is used. The idea is that 
at the beginning many more tuples are W but as workers process them, they would reduce 
while the number of R tuples grow.  
For this specific task, the producer is in charge of generating work tuples, each of them 
containing the values from 1 to n. So, for example, if n = 50, the producer has to generate 50 
tuples, and the worker must obtain them and generate one result tuple for each of those 50 
work tuples. The time of the task was counted since the moment the producer generated the 
first work tuple until the last result tuple was generated by any worker. 
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6.1.1. Tuple space in a dedicated server 
Three equal experiments were performed for this model, each using one and two 
workers. Figures 6-3, 6-4 and 6-5 show the results of the tuple space model storing the tuples in 
RAM in a dedicated server. The X-axis of the graph is the value of n, or the number of iterations 
for the previously explained task. The Y-axis of the graph is the time in milliseconds that the 
system took to complete the defined iterations. In overall, the graphs show that the time it took 
the system to finish the processing was much lower with two workers than one. For 5000 
iterations, the average time the system with one worker took was 358,935 ms, whereas with two 
workers, that time is decreased to 77,855, which is 20% of the original time. This percentage 
changes for the other iterations, in which there was also a reduction in time. For smaller 
iterations, the difference between one and two workers is barely noticeable. However, in this 
experiment, the system with two workers always had less time than the system with one. 
 
 
Figure 6-3.Tuple space in RAM model results (I) 
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Figure 6-4.Tuple space in RAM model results (II) 
 
Figure 6-5.Tuple space in RAM model results (III) 
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6.1.2. Tuple space in a relational database 
In these experiments, there was an additional component: the relational database. This 
component could constitute a bottleneck point and make the system incur more communication 
costs. For figures 6-6, 6-7 and 6-8 the X and Y axis are the same as in the previous experiments. 
It is noticeable that the difference between using one and two workers, for the largest 
number of iterations (5000), the system with one worker took an average of 812,613 ms to 
complete, whereas with two workers, that time was reduced by almost 50% to 450,049 ms. For 
the smallest number of iterations (50), the two workers model was also faster; the reduction in 
time was about 66%. 
 
 
Figure 6-6.Tuple space in a relational database model results (I) 
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Figure 6-7.Tuple space in a relational database model results (II) 
 
Figure 6-8.Tuple space in a relational database model results (III) 
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6.1.3. Tuple space in the blockchain 
Using Multichain to store the tuples had a similar result as storing them in the relational 
database. As in the last two experiments, the time was shorter when two workers were in the 
system instead of one. The most noticeable difference, as in the previous experiments, was 
obtained with the most iterations (5000), on which in average, having two workers reduced the 
total time by 45%. 
 
 
Figure 6-9.Tuple space in the blockchain model results (I)  
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Figure 6-10.Tuple space in the blockchain model results (II)  
 
Figure 6-11.Tuple space in the blockchain model results (III)  
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6.1.4. Data-Oriented models summary 
The three models had an expected result in that they all performed better with more 
workers. As seen in the Figure 6-12, the relational database and blockchain storage had a similar 
performance with one worker, with the relational database being the model that had the 
smallest times. The model where the tuples were stored in RAM performed much better as it 
kept the times lower in every case. This behavior suggests that the communication costs to 
transfer the tuples to another component affected the overall times. Furthermore, it also 
demonstrates that writing, searching and reading information from RAM is faster than from a 
relational database or blockchain. 
 
 
Figure 6-12.Data-Oriented models with one worker 
With two workers, the three models had a better performance and their behavior was 
very similar to the previous scenario. The relational database and blockchain models performed 
worse than the dedicated server. Although the relational database performed better for larger 
number of tasks, the blockchain model had better times in some cases. In average, storing the 
tuples in RAM was 60% faster for the system than in the relational database and blockchain.  
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Figure 6-13.Data-Oriented models with two workers 
6.2. Process-Oriented model 
For this model, the same task for calculating prime numbers was used. However, it had 
some changes as the way the model works is different. In this model, the workers appear as 
servers. They expose an operation to calculate the prime numbers, when that operation is 
called, the algorithm exposed in the figure 6-2 is executed and the result is returned. As 
mentioned before, the result is sent back in another operation, which is why the producers act 
as servers as well as clients. Given a value of n, the producer will make n calls to the proxy, each 
of them with the numbers from 1 to n, the proxy will forward them to the workers and they will 
send back the response to the producer through the proxy. The bigger the value of n, the more 
tasks must be performed and the more resources are required. 
Besides the already mentioned differences between process-oriented and data-oriented 
models, what characterizes this model is the usage of the cache. As the proxy has both request 
and response, it can keep them in the cache and avoid future calls. The experiments were run 
three times for each value of n. In the first of those times, the proxy had no cache stored. In the 
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second and third time, the proxy already had an entirely fresh cache, which drastically 
improved the time the system took to finish.  
To evaluate the performance of the model under a more secure environment, two 
variations were implemented: One with the payload in clear text and another one encrypting 
the payload using a data encryption specification called AES [73] with a key of 32 bytes. For the 
second variation, the producer encrypted the value of n and sent it to the proxy. When the 
workers received it, they decrypted it with the previously shared secret key. When the workers 
had the result, they would follow the same procedure using the same key. 
The purpose of implementing AES was to recreate a secure IoT environment. As proxies 
do not require knowing about the data being transferred, they should not necessarily see it in 
plain text. Implementing this approach generated two drawbacks in the overall system’s 
performance: 
• Encrypting and decrypting the payload for each CoAP message requires more 
processing and therefore, resource consumption in the constrained devices. This 
would increase the time the system takes to complete the work. 
• As all the payloads are encrypted and therefore, different, there are no identical 
requests, which means that, even though the system is caching responses, they 
are not going to be returned to any request. 
 
In both variations, the time was counted since the moment the producer sent the first 
request until it received the last response. The following section shows the results for the two 
variations of the model implemented. 
 
Using AES 
Figures 6-14, 6-15 and 6-16 show the results of the system with one and two workers 
using AES to encrypt the payloads. The X-axis represents the value of n used for each of the 
experiments. The Y-axis represents the time in milliseconds the system took to complete the 
task. When two workers were used, the times were lower. The biggest difference can be seen for 
5000 iterations: the average time the system with one worker took to finish was 330,088 ms, 
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whereas with two workers the time reduced to 173,674 ms, a reduction of around 50%. For the 
rest of iterations, clearly the system performed better with two workers and the difference is 
noticeable in the graph. 
 
 
Figure 6-14.Process-Oriented model using AES (I) 
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Figure 6-15.Process-Oriented model using AES (II) 
 
Figure 6-16.Process-Oriented model using AES (III) 
0
50000
100000
150000
200000
250000
300000
350000
1 2 3 4 5 6
T
IM
E
	IN
	M
IL
LI
S
E
CO
N
D
S
NUMBER	OF	TASKS	(ITERATIONS)
PROCESS-ORIENTED	MODEL	WITH	AES	(II)
1	worker	(ms) 2	workers	(ms)
0
50000
100000
150000
200000
250000
300000
350000
1 2 3 4 5 6
T
IM
E
	IN
	M
IL
LI
S
E
CO
N
D
S
NUMBER	OF	TASKS	(ITERATIONS)
PROCESS-ORIENTED	MODEL	WITH	AES	(III)
1	worker	(ms) 2	workers	(ms)
 71 
Not using AES 
When not using AES, the results were very different, and the trend changed. The figure 
6-17 shows the time it took the system to process all the tasks the first time, with no cache. 
Figures 6-18 and 6-19 show the time it took the system to process all the tasks the second and 
third time, with an existing cache. It is appreciable that for each of the three runs, the times were 
not so similar. This is due to the cache. The first time the system runs, it has no cache, which 
means that the workers must receive the task, process it and return the result. When the proxy 
already has a cache of previous requests, the times are highly reduced. Moreover, the first time 
the system runs for each iteration, the time is reduced remarkably when two workers are used 
instead of one. However, the second and third time the system runs, the times stay very similar 
for one or two workers. This is due to the cache, as the proxy does not need to make any calls to 
the workers. 
For the highest number of iterations (5000), the first time the system ran, it took 326,901 
ms with one worker, whereas with two workers, the time was reduced to 168,534 ms. This is a 
reduction of around 50%. In some cases, the system with two workers took longer to complete, 
which was not expected. This is likely due to the caching process. The proxy could have 
incurred in an additional load for caching the responses of two workers, affecting the times 
negatively. 
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Figure 6-17.Process-Oriented model not using AES 
For the second and third run, the cache was already generated, causing the times to 
reduce drastically as can be seen in the figures 6-18 and 6-19. For 5000 iterations, the time with 
cache was 27,377 ms on average, which is a reduction of 91% against the one worker system and 
84% against the two workers’ system. This remarkable reduction of time is what gives the 
model its value as it was the time it took the producer to generate the calls, the proxy to search 
the cache and respond to each request. When having a cache in place, the number of workers 
available is not so important as they are never called. 
To summarize, the result of this model was good, as it performed as expected and the 
cache proved to be very effective in reducing the amount of calls. This resulted in better times 
for processing complex tasks. It needs to be noted that for these experiments the same task was 
run several times, which is an “ideal” scenario for the cache functionality. In IoT environments 
this can happen. Devices might need to run similar or exact tasks, which makes the model 
applicable. The model can be adjusted depending on its characteristics and the required tasks. 
For example, less repetitive tasks could have longer freshness times for responses. 
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Figure 6-18.Process-Oriented model not using AES 
 
Figure 6-19.Process-Oriented model not using AES 
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6.3. Comparison  
The figure 6-20 shows a summary of the time each of the models took to finish each task 
with one worker. For the data-oriented models and the process-oriented model with AES, the 
average of the three runs was taken. For the process oriented model without AES, the value of 
the second run (with cache) was taken. The models that took the most were the ones with the 
relational database and blockchain, as they were the only ones where another component was 
used. It is likely that the times were increased by the communication to this new component. 
However, the relational database shows a slower performance for higher number of iterations, 
whereas the blockchain performs very similarly for lower number of iterations. Storing the 
tuples in a dedicated server in RAM and the process-oriented model without cache performed 
very similar. However, it must be considered that for the process-oriented model, there was an 
additional load of encrypting and decrypting the values. 
 
 
Figure 6-20.Coordination models performance summary with one worker 
With two workers, the times for every model were reduced. This means that the 
resources of the two workers were being used efficiently and the performance of the tuple space 
and the proxy did not affect the overall performance of the models. Figure 6-21 shows the 
results. Again, the process-oriented model with cache had the lowest times as no extra requests 
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were required. Same as for one worker, both the blockchain and relational database models 
performed poorly and had the higher times of all the models. 
 
 
Figure 6-21.Coordination models performance summary with two workers 
6.4. Summary 
Four models were implemented and evaluated with a simple resource-consuming task. 
The objective of the experiments was to evaluate the performance of each of those models and 
compare them. For the data-oriented models, it was seen that the storage of the tuples affects 
how the system behaves directly. Keeping them in another device generates communication 
costs that might be unnecessary. Besides, keeping tuples in a way they are easy to search for 
seems very important when a large number are stored. 
The process-oriented model had a very good overall performance. Even when the model 
did not employ the cache and the devices were incurring in an additional work load, it had low 
transaction times, that in some cases were lower than every data-oriented model. Perhaps its 
times would have been much better if the devices did not have to encrypt and decrypt the data. 
When the model employed cache and no encryption was used, the model had an outstanding 
performance. It had the lowest times by a big margin. Clearly, the usage of the cache reduced 
the communication costs substantially.  
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CHAPTER 6 
CONCLUSIONS AND FUTURE WORK 
 
7.1. Summary 
Internet of Things is a growing model with many applications. It has become easier, 
cheaper and faster to deploy complex IoT systems. Those systems are comprised of 
heterogeneous constrained devices that are in charge of generating data and usually sending it 
to the cloud for processing. That processing can be very complex depending on the system and 
will generate communication costs. These constrained environments have different types of 
devices. The ones with fewer resources are forced to gather data only. The more robust could 
process the more complex tasks, allowing the system to share resources. To allow devices to 
cooperate with each other in an effective way, a coordination model must be put in place, 
allowing devices to distribute tasks among the system depending on their capabilities. 
The present research evaluates different coordination models for IoT, including the most 
common data-oriented model, Linda. Three variations of this model were adjusted for IoT and 
implemented using current technologies and protocols for constrained environments. The core 
of the data-oriented coordination models is the data space. To evaluate the performance in 
different scenarios, in this research three ways of storing the tuple space were implemented: 
RAM, relational database and blockchain. In addition, a new process-oriented model was 
implemented and evaluated for constrained environments using the caching and proxying 
features of CoAP. This model defined the communication specification for devices to share 
resources and how multiple calls can be avoided. 
The evaluations of the four coordination models showed that devices can share 
resources and improve processing times when more devices are available with usable 
computation power. The evaluations also showed that the way the data space is stored affects 
the performance of the entire system. Also, it was proven that the process-oriented model was 
significantly more effective when multiple repetitive tasks are required.  
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7.2. Contribution 
The main contributions of the present research are the following: 
 
• Design, implementation and evaluation of three data-oriented coordination 
models for IoT: The present work proposes three variations of data-oriented 
coordination models. The three were designed specifically for constrained 
environments ensuring that the coordination expenses were kept to a minimum. 
This research also showed that these kinds of models are applicable for IoT 
environments. Those models can be very effective when the tasks are worth 
candidates for coordinating and there are workers available. 
• Proposal of a fault-tolerant process-oriented coordination model for IoT: This 
research designs a new coordination model based on process-oriented 
approaches. The model sees devices as black boxes with output and input ports 
that are connected over channels. The evaluation of this new model showed that 
it is feasible to have a high-performance and effective system in which devices 
can cooperate and where computation and communication directives are 
separated. 
 
7.3. Future Work 
Coordination models for IoT are expected to evolve in the following aspects: 
• Complete decentralized approaches: IoT systems are comprised of a variety of 
devices. To create a complete fault-tolerant and dynamic environment, all those 
devices should be able to coordinate without the intervention of other 
components that might be present in the edge of the network. For the data-
oriented models, a completely decentralized approach can be created using the 
blockchain. In the present work only one blockchain node was accessed. 
However, distributing the blockchain correctly and accessing all nodes can create 
a more dynamic and decentralized approach. 
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• Coordination decisions based on states: The coordination can be more effective 
if the tasks are distributed taking into account the characteristics of the devices 
and their current state. If a device is busy with a certain task, that task should be 
processed by another device. As IoT is a heterogeneous system, the tasks will not 
be distributed evenly. More powerful devices would process more and more 
complex tasks. Furthermore, the system could decide which device must process 
a task based on previous tasks and results.  
• Runtime evolution: The coordination models proposed in this research rely on 
the availability of workers. However, those workers could fail and become 
unable to process tasks. The system could notice that unavailability and 
reconfigure itself. For example, when the tuples are sent to the tuple space and 
no worker is available, the producer could process them and not send more 
tuples until workers become available. Also, more complex systems can be 
created in which devices can be workers or managers depending on the activity 
they are performing.  
• Other communication protocols: The current work is based on the features 
CoAP offers. However, other communication protocols like MQTT can be 
reviewed and evaluated to validate their performance.  
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