We discuss two families of tests for normality based on characterizations of continuous distributions via order statistics and record values. Simulations of their powers show that they are competitive to widely recommended tests in the literature.
Introduction
The large literature is devoted to testing and in particular tests for exponentiality and normality. Furthermore, there are many methods and techniques to construct
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W eibull(θ) -Weibull distribution with parameters (1, θ), χ 2 n -chi-squared distribution with n degrees of freedom, LN (γ, δ) -lognormal distribution: the law of exp
, X ∼ N (0, 1). 
there are proposed (cf. Morris and Szynal [5] ) the five testsD 
The particular procedure in a construction of the above test-statistics uses the following quantities (cf. Morris and Szynal [5] ):
(cf. Morris and Szynal [5] , p. 86),
(cf. Morris and Szynal [5] , p. 90, 98). They are appear in the following test-statistics which are simple but their construction is not easy.
The test-statistics contain the quantities
(cf. Morris and Szynal [5] , p. 90).
The tests for normality are as followŝ
n;c 4 , 
Simulation results for powers of the O-tests
For an empirical comparison of the performances of O-tests with widely recommended tests we have choosen alternatives and tests studied in Cabaña and Cabaña [1] . (Tables 2a and 2b) .
For samples of size n = 50 we included simulations for some favorable omnibus tests under symmetric alternatives with Av. powers ≥ 68.5 and under skew alternatives with Av. powers ≥ 72.0 (Tables 2a and 2b ).
The family of R-tests
Goodness-of-fit tests derived from characterizations of continuous distributions via record values were given, among other things, in Morris and Szynal [6] .
The test statistics for exponentiality and normality were discussed in Morris and Szynal [6] , Szynal [9] , Szynal and Wo lyński [10, 11] .
The aim of Section 4 is to give empirical description of performances of tests for normality presented in Morris and Szynal [6] which we call R-tests. To do a comparison R-tests with widely recommended tests we have choosen tests and alternatives studied in Cabaña and Cabaña [1] (as it was done in Section 2 and 3).
The construction of R-tests presented in Morris and Szynal [6] is not easy but the test-statistics have simple forms. We use here the quantities and the test statistics introduced in Morris and Szynal [6] . To verify H 0 : X ∼ N (µ, σ) we use the notation of Section 2 and the following quantities and test statistics:
where
denotes the incomplete beta function.
.
]
R-tests are as followŝ
T (r,k) n = 1 ∆ (r,k) n1   c (r,k) n1   1 ( n k ) n−k+1 ∑ i=1 ( n − i k − 1 ) log r 1 1 − Φ ( X i:n −Xn Sn ) − Γ(r + 1) k r   2 − 2b (r,k) n1   1 ( n k ) n−k+1 ∑ i=1 ( n − i k − 1 ) log r 1 1 − Φ ( X i:n −Xn Sn ) − Γ(r + 1) k r   ×   1 ( n k ) n−k+1 ∑ i=1 ( n − i k − 1 ) log r+1 1 1 − Φ ( X i:n −Xn Sn ) − Γ(r + 2) k r+1   + a (r,k) n1   1 ( n k ) n−k+1 ∑ i=1 ( n − i k − 1 ) log r+1 1 1 − Φ ( X i:n −Xn Sn ) − Γ(r + 2) k r+1   2   =T (r,k) n;c 1 +T (r,k) n;c 2 =T (r,k) n;c 3 +T (r,k) n;c 4 , wherê T (r,k) n;c 1 = 1 a (r,k) n1   1 ( n k ) n−k+1 ∑ i=1 ( n − i k − 1 ) log r 1 1 − Φ ( X i:n −Xn Sn ) − Γ(r + 1) k r   2 T (r,k) n;c 2 = 1 ∆ (r,k) n1 a (r,k) n1   a (r,k) n1 1 ( n k ) n−k+1 ∑ i=1 ( n − i k − 1 ) log r+1 1 1 − Φ ( X i:n −Xn Sn ) − b (r,k) n1 1 ( n k ) n−k+1 ∑ i=1 ( n − i k − 1 ) log r 1 1 − Φ ( X i:n −Xn Sn ) − ( a (r,k) n1 Γ(r + 2) k r+1 − b (r,k) n1 Γ(r + 1) k r )] 2 T (r,k) n;c 3 = 1 c (r,k) n1   1 ( n k ) n−k+1 ∑ i=1 ( n − i k − 1 ) log r+1 1 1 − Φ ( X i:n −Xn Sn ) − Γ(r + 2) k r+1   2 T (r,k) n;c 4 = 1 ∆ (r,k) n1 c (r,k) n1   c (r,k) n1 1 ( n k ) n−k+1 ∑ i=1 ( n − i k − 1 ) log r 1 1 − Φ ( X i:n −Xn Sn ) − b (r,k) n1 1 ( n k ) n−k+1 ∑ i=1 ( n − i k − 1 ) log r+1 1 1 − Φ ( X i:n −Xn Sn ) − ( c (r,k) n1 Γ(r + 1) k r − b (r,k) n1 Γ(r + 2) k r+1 )] 2 .
Simulation results for powers of the R-tests
Similarly as for the O-tests to compare performances of the R-tests with widely recommended tests we have choosen alternatives and tests discussed in Cabaña and Cabaña [1] . Critical values were simulated using 100 000 replications and associated powers were obtained using 100 000 replications but only some results are presented here. For samples of size n = 20 we included simulations for some favorable omnibus tests under symmetric alternatives with Av. powers ≥ 38.0 and under skew alternatives with Av. powers ≥ 46.0 (Tables 3a and 3b) .
For samples of size n = 50 we included simulations for some favorable omnibus tests under symmetric alternatives with Av. powers ≥ 71.0 and under skew alternatives with Av. powers ≥ 74.0 (Tables 3a and 3b ).
Final comments
We have presented two families of tests (O-tests and R-tests) for normality using some parameters m, r for O-tests and k, r for R-tests in their domains. We conclude that our tests for normality perform very well and they can be recommended to use them in the statistical inference. From Tables 2a, 2b, 3a and 3b one can see that R-tests perform a bit better than O-tests. Our best tests are collected in Table 4 . Table 3a . Powers of 5% R-tests under symmetric alternatives based on 100 000 samples with Av. ≥ 38.0 for n = 20 or Av.
≥ 71.0 for n = 50. Table 3b . Powers of 5% R-tests under skew alternatives based on 100 000 samples with Av.
≥ 46.0 for n = 20 or Av.
≥ 74.0 for n = 50. Table 4 . Our recommended tests.
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