We develop two new estimators for a general class of stationary GARCH models with possibly heavy tailed asymmetrically distributed errors, covering processes with symmetric and asymmetric feedback like GARCH, Asymmetric GARCH, VGARCH and Quadratic GARCH. The first estimator arises from negligibly trimming QML criterion equations according to error extremes. The second imbeds negligibly transformed errors into QML score equations for a Method of Moments estimator. In this case, we exploit a sub-class of redescending transforms that includes tail-trimming and functions popular in the robust estimation literature, and we re-center the transformed errors to minimize small sample bias. The negligible transforms allow both identification of the true parameter and asymptotic normality. We present a consistent estimator of the covariance matrix that permits classic inference without knowledge of the rate of convergence. A simulation study shows both of our estimators trump existing ones for sharpness and approximate normality including QML, Log-LAD, and two types of non-Gaussian QML (Laplace and Power-Law). Finally, we apply the tail-trimmed QML estimator to financial data.
Introduction
It is now widely accepted that log-returns of many macroeconomic and financial time series are heavy tailed, exhibit clustering of large values, and are asymmetrically distributed. In broader contexts extremes are encountered in actuarial, meteorological, and telecommunication network data (e.g., Leadbetter et al. [38] , Embrehts et al. [21] , Davis [17] ), while GARCH-type clustering alone implies higher moments do not exist due to Pareto-like distribution tails (e.g., Basrak et al. [4] , Liu [42] ).
We develop new methods of robust estimation for a general class of GARCH(1, 1) models:
with σ 2 t = g(y t−1 , σ
where g(y, σ 2 , θ) is a known mapping g : R× [0, ∞)× Θ → [0, ∞) and Θ is a compact subset of R q for some finite q ≥ 1. We assume there exists a unique point θ 0 in the interior of 
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Θ such that ǫ t = y t /σ t is i.i.d. with a non-degenerate absolutely continuous distribution with support (−∞, ∞), E[ǫ t ] = 0 and E[ǫ 2 t ] = 1. Further, {y t , σ t } are stationary and geometrically β-mixing. We avoid well known boundary problems by assuming θ 0 lies in the interior of Θ and σ 2 t has a non-degenerate distribution, hence (1) is a non-trivial GARCH process. In Bollerslev's [7] classic GARCH model σ [3] and Francq and Zakoïan [24] .
In order to keep technical arguments brief, we assume σ p ] < ∞ for any p > 0, and sup θ∈N0 (∂/∂θ) i ln(σ 2 t (θ)) is L 2+ι -bounded for tiny ι > 0 and some compact N 0 ⊆ Θ containing θ 0 , where · is the matrix norm (cf. Francq and Zakoïan [24] ). Similarly, we impose Lipschitz type bounds on g that ensure an iterated approximation h 2 0 (θ) = ω and h t (θ) = g(y t−1 , h t−1 (θ), θ) for t = 1, 2, . . . satisfies sup θ∈Θ |h t (θ) − σ 2 t (θ)| p → 0 as t → ∞, a key property for feasible estimation (see Nelson [48] , Francq and Zakoïan [24] , Straumann and Mikosch [60] ). The above properties of σ 2 t (θ) cover at least Threshold GARCH with a known threshold, Asymmetric and Nonlinear Asymmetric GARCH, VGARCH, GJR-GARCH, Smooth Transition GARCH, and Quadratic GARCH. Consult Engle and Ng [22] , Carrasco and Chen [12] , Francq and Zakoïan [24, 25] and Meitz and Saikkonen [44, 45] . EGARCH evidently is not included here since it is unknown whether sup θ∈Θ |h t (θ) − σ 2 t (θ)| p → 0 as t → ∞ (see Straumann and Mikosch [60] , Meitz and Saikkonen [44, 45] ).
We are interested in heavy tailed errors or innovation outliers, in particular we allow E[ǫ 4 t ] = ∞, while GARCH feedback itself may also prompt heavy tails in y t due to a stochastic recurrence structure (Basrak et al. [4] , Liu [42] ). In this paper, we negligibly transform QML loss or score equations to obtain asymptotically normal estimators of θ 0 allowing for E[ǫ The result is the Quasi-Maximum TailTrimmed Estimator (QMTTL), similar to the least tail-trimmed squares estimator for autoregressions in Hill [31] .
The second method imbeds negligibly transformed errors in QML score equations (ǫ t ] = 1 identifies the volatility process. See below for literature details. We do not tackle optimal threshold selection in order to conserve space. We do, however, show explicitly how threshold selection impacts the convergence rate which suggests simple rules for trimming. We also discuss practical considerations for trimming in terms of small sample bias control. See Sections 2.3 and 2.4.
In Section 4, we show classic inference applies as long as self-normalization is used, a nice convenience since tail thickness and the precise rate of convergence need never be known. We complete the paper with simulation and empirical studies in Sections 5 and 6. In particular, we give evidently the first comparison of various heavy tail robust estimators for GARCH models, and show our estimators obtain in general lower bias and are closer to normally distributed in small samples and therefore lead to better inference.
A complete theory of QML for a variety of strong-GARCH models is presented in Lee and Hansen [39] , Berkes et al. [6] , Francq and Zakoïan [24] , Straumann and Mikosch [60] and Meitz and Saikkonen [45] amongst others, while at least a finite fourth moment E[ǫ 4 t ] < ∞ is standard. The allowance of heavier tails E[ǫ 4 t ] = ∞, with Gaussian asymptotics, evidently only exists for the classic GARCH model, and in most cases requires a non-Gaussian QML criterion and non-standard moment conditions to ensure Fischer consistency (i.e., consistency for the true parameter θ 0 ). Peng and Yao [52] propose √ nconvergent Log-LAD, requiring ln ǫ 2 t to have a zero median in order to identify θ 0 . Berkes and Horvath [5] characterize a general QML criterion class that potentially allows for Fischer consistency, √ n-convergence and asymptotic normality even when E[ǫ 4 t ] = ∞. They treat Gaussian QML, and various non-Gaussian QML like Laplace QML which requires E|ǫ t | = 1 and E[ǫ 2 t ] < ∞, and Power-Law QML (PQML) with index ϑ > 1 requiring that ǫ t have an infinitessimal moment and E[|ǫ t |/(1 + |ǫ t |)] = 1/ϑ. Student's t-QML is Fischer consistent when ǫ t is t-distributed, and otherwise may only be consistent for someθ = θ 0 (cf. Newey and Steigerwald [49] , Sakata and White [58] , Fan et al. [23] ).
Zhu and Ling [61] combine Berkes and Horvath [5] Laplace class with Ling's [41] weighting method for Weighted Laplace QML (WLQML) under the assumptions ǫ t has a zero J.B. Hill median, E|ǫ t | = 1 and E[ǫ 2 t ] < ∞. The estimator is √ n-convergent and asymptotically normal when E[ǫ 4 t ] = ∞, but the suggested weights at time t are based on the infinite past y t−1 , y t−2 , . . . . Although the authors use a central order statistic for a threshold and fix y t = 0 for t ≤ 0 in the weights for the sake of simulations, they do not prove either is valid. Indeed, for a GARCH(1, 1) the restriction y t = 0 for t ≤ 0 in their weight (2.4) does not support asymptotic normality (see Zhu and Ling [61] , Assumption 2.4 and the discussion on weight (2.4)). Thus, the estimator is not evidently feasible.
Assumptions like
with positive probability is possible, and Gaussian QML leads to asymptotic bias. Thus, asymptotic normality and Fischer consistency are assured precisely by changing the criterion and model assumptions and therefore the model by imposing a non-standard moment condition. In practice, this may be untenable as many analysts in economics and finance first impose a version of (1) with E[ǫ 2 t ] = 1 and then seek a robust estimator. In order to sidestep such unpleasant moment conditions, Fan et al. [23] introduce a three-step non-Gaussian QML method. In the first stage, Gaussian QML residuals are generated. In a second stage, a scale parameter is estimated to ensure identification in the third non-Gaussian QML stage without imposing nonstandard moment conditions. See also Newey and Steigerwald [49] . Our QMTTL and MNWM estimators are computed in one-step and are asymptotically normal and Fischer consistent by imposing negligible weighting on extremes couched in a Gaussian QML criterion.
Evidently simulation experiments demonstrating the robustness properties of Peng and Yao's [52] Log-LAD, Berkes and Horvath's [5] non-Gaussian QML and Zhu and Ling's [61] WLQML does not exist, while Fan et al. [23] only inspect the root-mean squared error of their estimator which masks possible bias. In general, the empirical bias and approximate normality properties of these estimators, as well as their ability to gain accurate inference in small samples (e.g., Wald tests), are unknown.
In a simulation experiment, we show QMTTL and MNWM trump QML, Log-LAD, WLQML, and PQML in all cases in terms of bias, approximate normality and t-test performance, and has lower mean-squared-error than every estimator except PQML (PQML has higher bias and lower dispersion). Overall QMTTL performs best. The dominant performance of QMTTL and MNWM follows since only they directly counter the influence of large errors in small and large samples by trimming observations with an error extreme. We show this matters even when ǫ t is Gaussian: negligible trimming always improves QML performance, while untrimmed QML, Log-LAD, WLQML and PQML are comparatively more sensitive to large errors. Moreover, even PQML, which we design as in Berkes and Horvath [5] to ensure identification for Paretian errors with an infinite fourth moment, has greater bias and is farther from normality in small samples than QMTTL and MNWM. Thus, the advantages of non-Gaussian QML for GARCH processes with heavy tailed errors are not clear, at least as seen by our controlled experiments. We emphasize this last point by tail-trimming PQML in a way that removes adverse sample extremes and leaves the estimator asymptotically unbiased. We show in most cases tail trimming helps PQML in terms of bias, approximate normality and inference, yet overall QMTTL is still better. Indeed, PQML is infeasible unless the tail index of ǫ t is known or estimated using some filtration for ǫ t (e.g., QML residuals), and is not Fischer consistent if ǫ t has any other distribution.
In the literature on additive outlier robust estimation, negligible trimming is an example of a redescending transformation ψ : R → R where in general ψ(u) → 0 as |u| → ∞, and typically ψ(u) = 0 when |u| > c for some c as we use here. See Huber [34] and Hampel et al. [27] . Evidently a complete theory of redescending M-estimators exists only for estimates of location for i.i.d. data (Shevlyakov and Shurygin [59] ). In this paper, our QML estimator has a score equation that effectively uses ψ(ǫ t ) = (ǫ
where l, u → ∞ as n → ∞. Our Method of Moments estimator is more generic since it uses either re-centered ψ(ǫ t ) = ǫ 2 t I(|ǫ t | ≤ c) with c → ∞ as n → ∞, or related variants like Hampel's three-part weight, as well as smooth weights like Tukey's bisquare. In all cases, the increasing thresholds ensure bias is eradicated asymptotically.
We ignore additive or isolated outliers, and so-called one-off events in {y t } for the sake of brevity. In this case, we would observe y t = y * t + x t where y * t is generated by (1) and, for example, x t = 0 in most periods t. The challenge here is controlling the propagation of an aberrant observation due to x t = 0 through the volatility mechanism. See, for example, Charles and Darné [14] , Muler and Yohai [47] , and Boudt et al. [8] , and see Mendes [18] for anecdotal evidence of QML estimator bias. Incorporating additive outliers in (1) with innovation outliers would require additional robustness techniques like those employed in these and related papers (e.g., Muler et al. [46] ). Some methods, however, are proposed to detect outliers in a GARCH process under the assumption of thin tailed errors: a few large values are simply assumed to be due to a non-heavy tailed outlier.
1 Other estimators, contrary to claims, do not identify θ 0 and/or are not robust to heavy tailed errors. 2 Further, all such robust estimators are proposed for the classic GARCH model, hence existing theory does not necessarily extend to the broader model class (1) .
Finally, our methods can be easily extended to higher order GARCH models, GARCHin-Mean, and models of the conditional mean and variance like nonlinear ARMA-GARCH, as well as other estimators like non-Gaussian QML (Berkes and Horvath [5] , 1 Charles and Darné [14] extend ideas developed in (author?) to test for, and control, additive and innovation outliers in a GARCH process with Gaussian errors. These papers do not provide asymptotic theory, hence the Gaussian assumption can likely be relaxed. The trimming methods used in the present paper can be extended to their test statistics which involve a residual variance estimator (cf. Hill [31] , Hill and Aguilar [33] ), but a rigorous theory would need to be developed. 2 Muler and Yohai [47] present a robust M-estimator
is a filtered version of σ 2 t (θ) that restricts the propagation of outliers. They assume ρ is thrice continuously differentiable with bounded derivatives. Although claimed to be heavy tail robust and identify the true θ 0 (see their Theorem 3), they do not prove any such ρ exists. In their simulations, for example, they use truncated QML with ρ(u) = ψc(exp{u} − u) where ψc truncates at a fixed threshold c: ψc(x) = K for all x > c. Thus ρ(u) is non-differentiable at exp{u} − u = c, and at all other points no derivative is bounded which implies non-robustness to heavy tails. The problem is the QML score is not bounded when ρ(u) is truncated according to its large values. Our approach, however, negligibly trims according to properties of the QML score and therefore ensures heavy tail robustness and identification of θ 0 .
Zhu and Ling [61] , Fan et al. [23] ), LAD (Peng and Yao [52] ), etc. We show trimming matters for PQML in our simulation study, and we expect negligible trimming to improve upon non-Gaussian QML estimators in general, provided they are Fischer consistent in the first place.
We use the following notation conventions. The indicator function I(·) is I(a) = 1 if a is true, and otherwise I(a) = 0. The spectral norm of matrix
with λ max (·) the maximum eigenvalue. If z is a scalar, we write (z) + := max{0, z}. K denotes a positive finite constant whose value may change from line to line; ι > 0 is an arbitrarily tiny constant. → denote probability and distribution convergence. x n ∼ a n implies x n /a n → 1. L(n) is a slowly varying function that may change with the context.
Quasi-maximum tail-trimmed likelihood
The observed sample is {y t } n t=0 with sample size n + 1 ≥ 1. We start at t = 0 to simplify notation since we condition on the first observation y 0 and a volatility constant defined below. Estimation requires a volatility function on Θ,
. It is convenient to assume Θ is a compact subset of points θ on which σ 2 t (θ) is stationary:
In practice σ 2 t (θ) for t ≤ 0 is not observed, so define an iterated volatility approximation
whereω is not necessarily an element of θ. We initially develop an infeasible robust estimator based on the QML equations ln σ
. We then show a feasible version based on ln h t (θ) + y 2 t /h t (θ) has the same limit distribution.
Tail-trimming
In order to understand when and where trimming should be applied, define the GARCH error function, and a scaled volatility function and its derivative
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Throughout, we drop θ 0 and write
and so on. Gaussian asymptotics for QML are grounded on the score equations m t (θ) and their Jacobian G t (θ):
We assume s t (θ) and d t (θ) have L 2+ι -bounded envelopes near θ 0 for tiny ι > 0, thus asymptotic normality hinges entirely on ǫ 
and denote left and right tail observations and their order statistics for E t (θ):
The determination of the number of trimmed large E t (θ) in a sample of size n is made by intermediate order sequences {k 1,n , k 2,n }, hence (e.g., Leadbetter et al. [38] )
Define an indicator selection function for trimminĝ
The QMTTL estimator therefore solveŝ
Each k i,n represents the number of trimmed ln σ 2 t (θ) + ǫ 2 t (θ) due to large negative or positive E t (θ) = ǫ 2 t (θ) − 1. We require k i,n → ∞ for asymptotic normality, while negligibility k i,n /n → 0 ensures identification of θ 0 asymptotically. Since E t (θ) in general has an asymmetric distribution, identification of θ 0 is assured asymptotically if we negligibly trim asymmetrically by E t (θ). In a method of moments framework, however, we can recentered trimmed errors allowing for symmetric trimming where negative and positive thresholds are the same: see Section 3.
In practical terms,θ n can be easily computed using standard iterative optimization routines. In fact, under distribution continuity arguments developed in Cizek J.B. Hill [16] , Lemma 2.1, page 29, apply for almost sure twice differentiability of the otherwise non-differentiableQ n (θ). In particular, we have almost surely
n,t (θ). This implies standard estimation algorithms that exploit the gradient and Hessian apply.
In order to characterize the limit distribution ofθ n , we require non-random quantiles which the order statistics E (−) (k1,n) (θ) and E (+) (k2,n) (θ) approximate. Define sequences {L n (θ), U n (θ)} denoting the lower k 1,n /n and upper k 2,n /n quantiles of E t (θ):
The selection indicator is then
The quantiles {L n (θ), U n (θ)} exist for each θ and any choice of fractiles {k 1,n , k 2,n } since ǫ t has a smooth distribution. By construction the order statistics {E
(k2,n) (θ)} estimate {L n (θ), U n (θ)}, and are uniformly consistent in view of the β-mixing condition detailed in Assumption 1 below, for example sup θ∈Θ |E
2,n ). See Appendix A.3 for supporting limit theory.
Finally, define equation variances Σ n and S n , and a scale V n for standardizingθ n :
The scale form
is standard for M-estimators. In view of identification Assumption 2 and equation (6), below, and independence it is easily verified that the long-run variance satisfies
, which is positive definite for our data generating process.
Main results
We require two assumptions concerning the error distribution, properties of the volatility response g, and parameter identification. Let κ denote the moment supremum of ǫ t :
Assumption 1 (Data generating process).
(a) There exists a unique point
has an absolutely continuous, non-degenerate, and uniformly bounded distribution on (−∞, ∞) : [55] ). The volatility moment bounds in (c) imply only the tails of ǫ t matter for Gaussian asymptotics, and can be relaxed at the expense of added notation for trimming also according to s t . Verification of (c) for the classic GARCH model is in Francq and Zakoïan [24] , and related proofs for asymmetric models are in Francq and Zakoïan [25] .
Remark 2. Geometric β-mixing (d) implies mixing in the ergodic sense, hence ergodicity (see Petersen [53] ). Lipschitz type conditions on the volatility response g combined with a smooth bounded distribution for ǫ t suffice, covering a large variety of models (Carrasco and Chen [12] , Straumann and Mikosch [60] , Meitz and Saikkonen [44] , Meitz and Saikkonen [45] ). See Theorem 2.3 below for one such set of conditions. In the classic GARCH model y t = σ t ǫ t and σ [48] ). If additionally ǫ t has a continuous distribution that is positive on (−∞, ∞) then {y t , σ 2 t (θ)} are geometrically β-mixing (Carrasco and Chen [12] ).
In the Appendices, we showθ n obtains the expansion V
n,t ] → 0 must hold for asymptotic unbiasedness ofθ n . This reduces to assuming
n,t ] = 0 for finite n since our results are asymptotic,
t − 1] = 0 automatically holds by dominated convergence and neg-
n,t ] → 0 fast enough, else there is asymptotic bias.
Remark 4.
There always exists a sequence
hence, counterintuitively, asymptotic unbiasedness requires k 1,n > k 2,n : a few trimmed large positive values promotes asymptotic normality, but forces us to trim many negative values to ensure identification. See Section 2.3 for discussion and examples. In a method of moments framework, however, identification is assured by re-centering the trimmed errors, hence Assumption 2 is not required. See Section 3.
for all s, t, and
by Minkowski and Cauchy-Schwarz inequalities. Hence, Σ n is asymptotically equal to the long-run covariance matrix S n of n
We are now ready to state the main results of this section. The expansion 
Theorem 2.2 (QMTTL normality). Under Assumptions 1 and 2
The feasible estimator is
Under the following Lipschitz bounds for the response g and its derivatives we showθ n has the same limit distribution as the infeasibleθ n , cf. Meitz and Saikkonen [44] . Related ideas are contained in Straumann and Mikosch [60] . Drop arguments: g = g(y, s, θ), and let g a and g a,b denote first and second derivatives for a, b ∈ {y, s, θ}. We say a matrix function ξ(y, s, θ) is Lipschitz in s if ξ(y, s 1 , θ) − ξ(y, s 2 , θ) ≤ K|s 1 − s 2 | ∀s 1 , s 2 ∈ [0, ∞) and y, θ ∈ R × Θ.
Assumption 3 (Response bounds).
(a) g ≤ ρs + K(1 + y 2 ) for some ρ ∈ (0, 1) and inf y∈R,s∈R+,θ∈Θ {|g|} > 0; (b) g a and g a,b are bounded by K(1 + y 2 + s) for each a, b ∈ {y, θ}; (c) g, g a and g a,b are Lipschitz in s, for each a, b ∈ {y, s, θ}.
θ,θ * i,j,t (θ)} and some ρ ∈ (0, 1). See Lemma A.7 in Appendix A.2. This leads to the next result.
Remark 6. In the remainder of the paper, we focus on the infeasibleθ n for notational economy.
As stated above, we need only trim by error extremes since first order asymptotics rests solely on whether ǫ t has a fourth moment or not. However, in small samples a large y t−1 may cause s t or d t to spike and therefore the score equation to exhibit a sample extreme value. Consider, for example, that in the linear volatility model σ
′ obtains an extreme value if and only if |y t−1 | does. In general s t exhibits spikes when |y t−1 | does for α 0 and β 0 near zero. This same properly applies to a large variety of GARCH models. Thus, althoughθ n is consistent and asymptotically normal, for improved small sample performance trimming by large values of y t−1 appears to be highly useful in practice. This is not surprising since true additive outliers render QML biased (see Mendes [18] , Muler and Yohai [47] , cf. Cavaliere and Georgiev [13] , Muler et al. [46] ).
Let {k n } be an intermediate order sequence and defineÎ 
, the score equations s t are square integrable, and ǫ t is i.i.d., asymptotic normality does not depend on whether y t is heavy tailed. Indeed, it is easy to showθ (y) n is asymptotically equivalent toθ n . The same property extends to feasible QMTTL with trimming by y t−1 , denotedθ
n . We therefore omit the proof of the next result.
Corollary 2.4. Under Assumptions 1 and 2, trimming by y t−1 does not impact the limit distributions of infeasible and feasible QMTTL estimators:
Moreover, infeasible and feasible estimators are asymptotically equivalent:
Verification of identification Assumption 2
We require an explicit model of P (|ǫ t | > c) in order to verify Assumption 2. In our simulation study, we use distributions with either power law or exponential tail decay.
Paretian tails
In the simulation experiment we use
hence E t has left and right tails:
We show below identification
In practice, (9) is greatly simplified asymptotically by noting (n/k 1,n )
A similar condition applies in the second order power law case P (|ǫ t | > c) = dc −κ (1 + ec −ξ ) with d, e > 0, ξ > 0 and κ ∈ (2, 4), while a less sharp result arises under
In order to show (9), we must characterize the moments E[
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Notice k 2,n appears on both sides of the equality. In order to achieve (9), note k 2,n /k 1,n → 0. This follows since (n/k 2,n )
Now combine k 2,n /k 1,n → 0 and (12) to deduce (9) . There are several things to note from (10). First, there are arbitrarily many valid {k 1,n , k 2,n }. Second, {k 1,n , k 2,n } requires knowledge of κ, which can be consistently estimated for many processes defined by (1) (see Hill [29] ). However, the method of moments estimator in Section 3 only requires one two-tailed fractile without knowledge of κ.
Third, k 2,n /k 1,n → 0 since k 1,n /n → 0 and κ > 2. This logically follows since E t has support [−1, ∞). The right tail is heavier, hence trimming a positive extreme must be off-set by trimming more negative observations in order to get E[E t I (E) n,t ] ≈ 0. Fourth, k 1,n ∼ n/g 1,n for slowly varying g 2,n → ∞ implies k 2,n ∼ n/g 2,n for slowly varying g 2,n , g 2,n /g 1,n → ∞. Similarly, k 1,n ∼ λ 1 n δ1 for λ 1 ∈ (0, 1) and δ 1 ∈ (2/κ, 1) implies k 2,n ∼ λ 2 n δ2 for λ 2 ∈ (0, 1) and δ 2 ∈ (0, δ 1 ). Further, slowly varying k 1,n → ∞ is not valid since k 2,n → 0 is then required which leads to asymptotic non-normality when E[ǫ
Fifth, we need monotonically larger k 1,n as κ ց 2, but always lim sup n→∞ (k 2,n /k 1,n ) < 1. Exponential tails treated in Section 2.3.2 reveals an extreme case: there are no limitations on how we set {k 1,n , k 2,n } outside of an upper bound, although k 1,n > k 2,n always reduces small sample bias.
Finally, as a numerical example suppose κ = 2.5 and n = 100. If k 2,n = 1 then k 1,n = 33 renders (10) a near equality, although any k 1,n ∈ {29, . . . , 35} aligns with k 2,n = 1 by rounding. This is striking: we need to trim roughly 33 times as many negative E t (θ) as positive E t (θ) to approach unbiasedness at n = 100. If n = 800 then, for example, k 2,n = 2 aligns with roughly k 1,n = 200.
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Exponential tails
Now suppose ǫ t has a Laplace distribution:
We use a normal distribution in our simulation study, but the exposition here is greatly simplified under Laplace, while the conclusions are the same.
The following are then straightforward to verify:
. This implies that technically we do not even need asymmetric trimming k 1,n > k 2,n as long as we set k 1,n = k 2,n = o(n 1/2 ). This follows since tails are so thin that in general extremes on [0, ∞) are not much larger than extremes on [−1, 0) in small samples. Similarly, we can use any form of asymmetric trimming that satisfies k i,n = o(n 1/2 ). We show by simulation that as n gets large, bias evaporates irrespective of k i,n , but k 1,n > k 2,n always leads to lower small sample bias.
Remarks
We demonstrate by simulation in Section 5 that using k 1,n = 10k 2,n or k 1,n = 35k 2,n for either n ∈ {100, 800} and either Paretian or Gaussian ǫ t leads to a superb QMTTL estimator. Indeed, simply using symmetric trimming k 1,n = k 2,n still leads to a better estimator than Log-LAD and Weighted Laplace QML in terms of small sample bias and approximate normality, although Power-Law QML tends to have lower bias and be closer to normal. In general using bias minimizing fractiles, like k 1,n = 100k 2,n for Paretian ǫ t when n = 800, is not evidently required for obtaining low bias in finite samples, as long as k 1,n is comparatively large relative to k 2,n in which case QMTTL trumps Log-LAD, WLQML and PQML.
We also find that our method of moments estimator in Section 3 dominates Log-LAD, WLQML and PQML, although QMTTL with k 1,n = 35k 2,n leads to smaller bias and is closer to normally distributed in nearly every case. Nevertheless, the method of moments estimator is always asymptotically unbiased and easier to implement because trimming is symmetric. Which estimator is chosen in practice depends on the analyst's preferences: method of moments is guaranteed to be asymptotically unbiased, but QMTTL has superior small sample properties even if {k 1,n , k 2,n } are not chosen to ensure asymptotic unbiasedness.
Robust estimation
, the classic QML asymptotic covariance matrix. This implies trimming does not affect efficiency asymptotically. Hence, we now assume E[ǫ
Let the intermediate order sequences {k n } and positive thresholds {C n (θ)} satisfy
The rate
as though E t (θ) were symmetrically trimmed with thresholds and fractile C n (θ) = U n (θ) and k n = k 2,n .
] is useful for characterizing the convergence rate, but identification Assumption 2 in general requires k 1,n > k 2,n hence L n (θ) < U n (θ).
As long as E[ǫ = o(n 1/2 ): heavy tailed errors can only adversely affect the convergence rate. The exact rate can be deduced by observing that from P (|ǫ t | > a) = da −κ (1 + o(1)) the variable E t = ǫ 2 t − 1 has a tail sum dominated by the right tail:
Hence, the thresholds C n can always be chosen as
. Now use an implication of Karamata's theorem to obtain as n → ∞ (e.g., Resnick [55] , Theorem 0.6):
3 Note if κ = 4 then for finite a > 0 there exists
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The following claim summarizes the above details.
Theorem 2.5 (Convergence rate
There are several key observations. First, as long as κ ∈ (2, 4) then elevating k n arbitrarily close to a fixed percent of n, that is k n ≈ λn for λ ∈ (1, 0), will optimize the convergence rate. This is logical since large errors adversely affect efficiency. In general this implies
i,i,n → ∞ can be driven as close to rate n 1/2 as we choose by setting g n → ∞ very slowly (e.g., g n = ln(ln(n))). Further, the rate monotonically n 1/2 /g 2/κ−1/2 n ր n 1/2 as κ ր 4. Hall and Yao [26] show the QML rate is n 1−2/κ /L(n) for some slowly varying L(n) → ∞ and any κ ∈ (2, 4], hence QMTTL can be assured to be faster for every κ ∈ (2, 4). Conversely, Peng and Yao's [52] Log-LAD and non-Gaussian QML are n 1/2 -convergent (cf. Berkes and Horvath [5] , Zhu and Ling [61] ), but the higher rate is not without costs: (i) these estimators are not robust to error extremes in small samples: see Section 5; (ii) Log-LAD requires ln ǫ 2 t to have a zero median; and (iii) non-Gaussian QML requires additional moment conditions for Fischer consistency, for example, WLQML requires E|ǫ t | = 1: see Section 1 for discussion.
Second, if κ < 4 and we use a fractile form k n ∼ λn/g n for slow g n → ∞ and λ ∈ (0, 1], then
For example, in our simulation study we use k n ∼ λn/ ln(n), henceθ n is n 1/2 / (ln(n)) 2/κ−1/2 -convergent with asymptotic variance V(λ, κ, d). The asymptotic variance V(λ, κ, d) can always by decreased by increasing λ and therefore removing more extremes per sample.
Third, in view of k n = k 2,n by (13), trimming rule (17) only concerns the amount of trimmed positive observations of E t = ǫ 2 t − 1: the left tail of E t is bounded, hence only the rate of right tail trimming of E t matters for the convergence rate. In terms of identification, however, as discussed in Section 2.3 the number of trimmed left and right tail observations k 1,n and k 2,n must be balanced when ǫ t is governed by a heavy tailed distribution. For example, if P (|ǫ t | > c) = (1 + c) −κ with κ ∈ (2, 4), and k 1,n ∼ λn/ ln(n), both as in our simulation study, then Assumption 2 holds when k 2,n ∼ Kk
, hence from (18) the rate of conver-
. As a practical matter, naturally too much trimming in any given sample can lead to small sample bias inθ n . In Section 5, we use k n ∼ λn/ ln(n) with λ = 0.025 for both very thin and thick tailed error distributions: values much larger than 0.025 (e.g., λ = 0.10) leads to substantial bias, and values much smaller (e.g., λ = 0.01) are not effective for renderingθ n approximately normal in small samples. In general any value λ ∈ [0.02, 0.05] leads to roughly the same results. Similar trimming schemes are found to be highly successful in other robust estimation and inference contexts: see Hill [30, 31] and Hill and Aguilar [33] .
Last, there are several proposed methods in the robust statistics literature for selecting trimming parameters like λ, but in this literature the seeming universal approach for data transformations involve a fixed quantile threshold hence k n ∼ λn (cf. Huber [34] , Hampel et al. [27] , Jureckova and Sen [37] ). Such methods include covariance determinant or asymptotic variance minimization where a unique internal solution for λ exists. These methods are ill posed here since they lead to corner solutions: consider that minimizing V(λ, κ, d) above on λ ∈ [λ,λ] leads to λ =λ. See Hill and Aguilar [33] for references and simulation evidence. In terms of inference more choices exist, including test statistic functionals over λ like the supremum, and empirical process techniques for p-value computation (see Hill [30] ).
Method of moments with re-centering
Our second estimator uses the method of moments based on negligibly weighted errors imbedded in a QML score equation. This gives us the advantage of re-centering to ensure identification. It therefore allows us to use a greater variety of error transforms, as well as symmetric transforms even if the errors have an asymmetric distribution. Define ℑ t := σ(y τ : τ ≤ t).
The class of transformations we consider have the general form
where ̟(·, c) is for each c a Borel function, and
Thus, ψ(u, c) is a redescending function (see Andrews et al. [1] and Hampel et al. [27] ). In the literature typically c is fixed, but the only way we can identify θ 0 and obtain Fischer consistency without an additional simulation step is to enforce c → ∞ as n → ∞. 4 Notice
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as c → ∞ the transform satisfies ψ(u, c) → u hence it applies a negligible weight to u. Further, it operates similar to tail-trimming since by (20)
We focus on two types of weights ̟. First, the simple trimming case ψ(u, c) = uI(|u| ≤ c), hence ̟(u, c) = 1.
The theory developed below easily extends to related redescending functions ψ(u, c), like Hampel's three-part trimming function with thresholds 0 < a < b < c (see Andrews et al.
This can be identically written as (19) with
Of course, we abuse notation since there are three thresholds {a, b, c}. By construction ̟(u, c) ∈ [0, 1], while negligibility requires the smallest threshold a → ∞, hence ̟(u, c) → 1 as a → ∞. Second, we use smooth weights ̟(u, c) that are continuously differentiable in c, with 
Assumption 4 (Redescending transforms). Let ψ(u, c) satisfy (19), (20) and (23).
Now define two-tailed observations ǫ Any positive definite symmetric weight matrix W ∈ R q×q leads to the same solution arg min θ∈Θ n t=1 m n,t (θ) ′ × W × n t=1 m n,t (θ). Similarly, any ℑ t−1 -measurable uniformly L 2+ι -bounded vector z t (θ) ∈ R r , r ≥ q, can be used instead of s t (θ) for a GMM estimator (Hansen [28] ). The scaled volatility derivative s t (θ), however, provides an analogue to QML. Finally, as discussed in Section 2 small sample performance appears to be improved if we also trim by y t−1 , while asymptotics are unchanged if trimming is negligible. The estimator in this case uses the transformed error
n,t−1 . Next, for asymptotics let {C n (θ)} satisfy
write compactly
ψ n,t (θ) := ψ(ǫ t (θ), C n (θ)) and ǫ n,t (θ) := ǫ t (θ)I (ǫ) n,t (θ), and define equations with non-random thresholdš
In view of re-centering in m n,t (θ) it can be shown that, asymptotically,m n,t and m n,t are interchangeable. See the Appendix. Since ǫ t is i.i.d. and has a smooth distribution, the transform is negligible in that ψ n,t (θ) a.s. → ǫ t (θ), and s t is ℑ t−1 -measurable, it follows for all n ≥ N and some large N ∈ N (1)).
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The MNWM scale is therefore
which is positive definite under Assumption 1.
Theorem 3.1 (MNWM).
Under Assumptions 1 and 4
Remark 7.
In general a direct comparison of QMTTL and MNWM scales V n and • V n is difficult for a particular n due to the different trimming strategies. Notice, however, that
1/2 . This follows by noting E[ǫ
, negligibility and dominated convergence imply
Thus,
′ ], hence identification is assured at a cost of efficiency.
Remark 8. Since
• V n ∼ K n V n for some sequence of positive definite matrices {K n }, the Section 2.4 discourse on the QMTTL rate of convergence carries over here.
Inference
Theorem 4.1. Under Assumptions 1 and 2 ∧ V n = V n (1 + o p (1)).
In general classic inference is available without knowing the true rate of convergence, nor even if trimming is required.
Remark 10. A consistent estimator of the MNWM scale
• V n can similarly be constructed.
Robust estimation and inference for heavy tailed GARCH
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A Wald statistic naturally follows for a test of (non)linear parameter restrictions R(θ 0 ) = 0 where R : R q → R J and J ≥ 1. Assume R is differentiable with a gradient D(θ) = (∂/∂θ)R(θ) that is continuous, differentiable and has full column rank. The test statistic with the QMTTL estimator as a plug-in is
Use Theorems 2. 
Simulation
We now compare our robust QML and Method of Moments estimators with various estimators in the literature. In order to draw the best comparisons between QMTTL and MNWM, we initially focus on simple trimming for MNWM. We compare our estimators to QML as a benchmark, as well as Log-LAD, Weighted Laplace QML (WLQML) and Power-Law QML (PQML) due to their heavy tail robustness properties. Finally, we investigate other redescending transforms as alternatives for MNWM, and whether tailtrimming can improve the small sample properties of PQML.
Data generation and estimators
Let P κ denote a symmetric Pareto distribution: if ǫ t is distributed P κ then P (ǫ t ≤ −a) = P (ǫ t ≥ a) = 0.5(1 + a) −κ for a > 0. We draw 20n observations for n ∈ {100, 800} from the GARCH process y t = σ t ǫ t and σ ′ for MNWM. As a benchmark for QMTTL we use strong asymmetric trimming with error fractiles k 2,n = max{1, [0.025n/ ln(n)]} and k 1,n = 35k 2,n . This equates to {k 1,n , k 2,n } = {1, 35} and {3, 105} for n = 100 and 800. The fractile for trimming by y t−1 isk n = J.B. Hill max{1, [0.1 ln(n)]}: asymptotics do not require such trimming, while removing a very few criterion equations due to large y t−1 appears to improve the estimator's performance. The benchmark for MNWM is simple trimming ψ(u, c) = uI(|u| ≤ c). The error fractile is as above k n = max{1, [0.025n/ ln(n)]} and the fractile for trimming by y t−1 is agaiñ k n .
In addition to the benchmark estimates, we compute MNWM with Tukey's bisquare and exponential transforms. We also compute QMTTL with weak asymmetric (k 1,n = 10k 2,n ) and symmetric (k 1,n = k 2,n ) trimming. Recall from Section 2.3 that for QMTTL k 1,n = 35k 2,n roughly minimizes bias in the Pareto case P (|ǫ t | ≥ a) = (1 + a) −2.5 when n = 100. We show here that using k 1,n = 35k 2,n even when n = 800 still promotes a sharp estimator. In simulations not reported here, we find that the bias minimizing relation k 1,n = 100k 2,n when P (|ǫ t | ≥ a) = (1 + a) −2.5 and n = 800 logically leads to even smaller bias, but bias is still low when k 1,n = 35k 2,n . Recall also that any combination {k 1,n , k 2,n } works in the Gaussian case provided k i,n = o(n 1/2 ). This is violated here since we use k i,n ∼ Kn/ ln(n), however this matters only asymptotically, and we demonstrate that using k 2,n ∼ Kn/ ln(n) and k 1,n = 35k 2,n for n = 100 and 800 in the thin tail case still leads to a competitive estimator in small samples. Indeed, if we use k i,n ∼ Kn 1/2 / ln(n) then the small sample performance is essentially identical to what we see here.
Peng and Yao's [52] Log-LAD criterion is n t=2 | ln y −κ it is easily verified that E[|ǫ t |/(1 + |ǫ t |)] = 1/(κ+ 1) hence we set ϑ = κ + 1 = 3.5 in both Paretian and Gaussian cases. 5 We also set ϑ = 3 as a control case to see if small sample bias increases when ǫ t is Pareto, as it should. Table 1 contains estimator bias, root mse [rmse], and the Kolmogorov-Smirnov statistic scaled by its 5% critical value. We only report results for θ 0 3 in order to conserve space, while the omitted results are qualitatively similar. In Table 2 , we report t-test rejection frequencies for tests of the hypotheses θ 2 to standardizeθ (r) 3,n for KS test and t-test computation. a The square root of the empirical mean squared error. b The Kolmogorov-Smirnov statistic divided by the 5% critical value: KS > 1 indicates rejection of normality at the 5% level. c Benchmark QMTTL-SA (strong asymmetric) uses fractiles k 1,n = 35k 2,n ; QMTTL-WA (weak asymmetric) uses k 1,n = 10k 2,n ; QMTTL-S (symmetric) uses k 1,n = k 2,n . d Benchmark MNWM-I uses the simple trimming function ψ(u, c) = uI(|u| ≤ c); MNWM-T and MNWM-E use Tukey's bisquare and exponential transforms. e WLQML is Weighted Laplace QML. WLQML E|ǫt|=1 is WLQML for processes with E|ǫt| = 1. PQML ϑ is power-law QML with criterion index ϑ. PQMTTL WA ϑ and PQMTTL SA ϑ are tail-trimmed PQML with weak asymmetric (k 1,T = 5k 2,T ) or strong asymmetric (k 1,T = 9k 2,T ) trimming. ǫt ∼P2.5 ǫt ∼ N (0, 1) n = 100 n = 800 n = 100 n = 800 
Simulation results
5 Simply note P (|ǫt| ≥ a) = (1 + a) −κ implies P (|ǫt|/(1 + |ǫt|) > a) = P (|ǫt| > a/(1 − a)) = (1 − a) κ hence E[|ǫt|/(1 + |ǫt|)] = 1 0 P (|ǫt|/(1 + |ǫt|) > a) da = 1 0 (1 − a) κ da = 1/(1 + κ).
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2, and H 2 1 : θ 3 = θ 0 3 − 0.4, where θ 0 3 = 0.9. b Benchmark QMTTL-SA (strong asymmetric) uses fractiles k 1,n = 35k 2,n ; QMTTL-WA (weak asymmetric) uses k 1,n = 10k 2,n ; QMTTL-S (symmetric) uses k 1,n = k 2,n . c Benchmark MNWM-I uses the simple trimming function ψ(u, c) = uI(|u| ≤ c); MNWM-T and MNWM-E use Tukey's bisquare and exponential transforms. d WLQML is Weighted Laplace QML. WLQML E|ǫt|=1 is WLQML for processes with E|ǫt| = 1. PQML ϑ is power-law QML with criterion index ϑ. PQMTTL WA ϑ and PQMTTL SA ϑ are tail-trimmed PQML with weak asymmetric (k 1,T = 5k 2,T ) or strong asymmetric (k 1,T = 9k 2,T ) trimming.
Robust estimation and inference for heavy tailed GARCH
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Log-LAD and WLQML perform poorly when E[ǫ 4 t ] = ∞: in small samples they are sensitive to large error observations, contrary to their theoretical robustness properties asymptotically. Indeed, Log-LAD leads to exceptionally poor inference when E[ǫ 4 t ] = ∞ due to a high degree of bias, and is worst overall. Further, WLQML is sensitive to large errors even in the Gaussian case. It is not surprising that Log-LAD and WLQML are similar since Laplace QML merely generalizes LAD to a likelihood framework (Zhu and Ling [61] ). QML performs better than Log-LAD and worse than WLQML when E[ǫ 4 t ] = ∞, and is better than both when ǫ t is normal. PQML is more promising than QML, Log-LAD and WLQML. It performs better on all measures and in nearly every case: Log-LAD and WLQML are closer to normally distributed for Gaussian ǫ t with small n = 100. In particular, PQML has the smallest rmse of all estimators in this study, suggesting that it exhibits very low empirical variance since it has higher bias than QMTTL and MNWM. Identification is assured in the Pareto case κ = 2.5 when ϑ = 3.5, so it is not surprising that bias in the Pareto case is higher when ϑ = 3. Further, there should be noticeable bias in the Gaussian case since identification fails, yet bias is actually smaller than for Paretian errors when n = 800. It is important to stress that PQML with index ϑ = 3.5 is perfectly suited for our Paretian case P (|ǫ t | ≥ a) = (1 + a) −2.5 since this non-Gaussian QML leads to identification and therefore Fischer consistency. However, even this estimator exhibits more bias than QMTTL and MNWM evidently due to the adverse effects of sample error extremes (see Section 5.3).
The best estimators in this study are QMTTL (with strong asymmetric trimming) and MNWM in terms of bias, approximate normality and test performance, while only PQML has a smaller rmse. QMTTL with strong asymmetric trimming (k 1,n = 35k 2,n ), as required in the Paretian case when n = 100, is superb when ǫ t is Paretian for either n ∈ {100, 800}, and works very well in the Gaussian case with a rmse close to PQML. Overall, QMTTL with strong asymmetric trimming is the best estimator since it beats MNWM in terms of bias and approximate normality in nearly every case and has a small rmse in all cases.
QMTTL with weak asymmetric (k 1,n = 10k 2,n ) or symmetric (k 1,n = k 2,n ) trimming lead to greater bias when ǫ t is Paretian, and to negligible bias when ǫ t is Gaussian, in each case as this estimator should. Nevertheless, QMTTL with weak asymmetric or symmetric trimming is superior to QML, Log-LAD, and WLQML by all measure; QMTTL with weak asymmetric trimming beats PQML by all measures except rmse; and QMTTL with symmetric trimming beats PQML when n = 800. Our QMTTL simulations strongly point to the use of strong asymmetric trimming in general since it is valid for thin tailed errors, and necessary for heavy tailed errors. They also reveal that using weak asymmetric of symmetric trimming still leads to a competitive estimator.
Further, re-centering after trimming in the MNWM estimator in general leads to higher mean-squared-error than QMTTL. Recall this estimator may be less efficient than QMTTL, and QMTTL with strong asymmetric trimming results in the lowest bias of all estimators in this study. Nevertheless, MNWM works well, with the second smallest bias, and overall is closer to normal than all estimators save QMTTL with strong asymmetric trimming. As discussed in Section 2.3.3, the preferred estimator depends on the analyst's agenda: MNWM is always asymptotically unbiased with symmetric trimming which is easy to implement, while QMTTL performs better in small samples.
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Addtional experiments for WLQML and PQML
We now perform two additional experiments. First, recall WLQML requires E|ǫ t | = 1 which does not hold for either Paretian or Gaussian errors in this study. We now standardize ǫ t such that E|ǫ t | = 1 to see if ensuring identification helps in small samples. The results are nevertheless qualitatively similar whether E[ǫ Tables 1 and 2 . In fact, for heavy tailed errors WLQML actually performs worse in terms of bias and approximate normality when identification is assured. Further, inference is still quite poor in many cases. This suggests the previous poor performance of WLQML is not due to the identification condition failing to hold.
Second, recall that QMTTL has lower bias and is closer to normally distributed that other estimators whether trimming is needed or not. We therefore tail trim the PQML criterion to see if the benefits of trimming carry over to non-Gaussian QML. Recall PQML with index ϑ > 1 has the identification condition E[u t ] = 0 where
2,n } be intermediate order sequences and let {c
If ǫ t is Paretian P (|ǫ t | ≥ a) = (1 + a) −2.5 it is straightforward to show k
2,n when n = 100 and k
2,n when n = 800 renders roughly E[u t I(−c Tables 1 and 2 show PQMTTL with weak asymmetric trimming performs better than PQML in all cases. If we use strong asymmetric trimming then the over-trimming for n = 100 leads to greater bias, but when n = 800 the estimator works well as it should, in particular it is closer to normal and therefore has better inference than PQML. Conversely, symmetric trimming leads to greater bias when n = 800 as it should. QMTTL with strong asymmetric trimming and MNWM with simple or exponential trimming are better than PQMTTL in terms of bias and approximate normality in most cases. Consider when n = 800 then in the Pareto case PQMTTL with weak asymmetric trimming is marginally closer to normal and slightly more biased than QMTTL, and in the Gaussian case PQMTTL is slightly less biased and farther from normally distributed than QMTTL. Overall tail-trimming seems to matter even for an inherently heavy tail robust non-Gaussian QML estimator.
Empirical application
Finally, we apply our estimators to asset returns series generated from the London Stock Exchange (FTSE-100), the NASDAQ composite index (IXIC), and the Hang Seng Index.
The period is Jan. 1, 2008-Dec. 31, 2010, representing 757, 757 and 756 daily observations respectively, net of market closures. We use log-returns y t = ln(x t /x t−1 ) where x t is the daily open/close average of each index.
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As in Section 5, we compute MNWM using simple trimming denoted "I", Tukey's bisquare and exponential transforms, with fractiles k n = max{1, [0.025n/ ln(n)]} and k n = max{1, [0.1 ln(n)]} for trimming by ǫ t and y t−1 , respectively. Similarly, QMTTL is computed using strong asymmetric (k 1,n = 35k 2,n ), weak asymmetric (k 1,n = 10k 2,n ), and symmetric (k 1,n = k 2,n ) error fractiles denoted "SA", "WA" and "S", with k 2,n = max{1, [0.025n/ ln(n)]}, andk n for y t−1 . The parameter space is Table 3 for estimation details where standard errors are computed using (25) for QMTTL and its logical extension for MNWM. In each case a GARCH model fits well, while QMTTL and MNWM produce qualitatively similar estimates. The various MNWM estimates are similar across transform type, especially exponential and simple trimming versions. The QMTTL estimates are somewhat similar across asymmetric and symmetric trimming. For example, evidence for IGARCH or explosive GARCHα n +β n ≥ 1 exists only for the NASDAQ based on QMTTL-SA and MNWM-I, while QMTTL-WA and QMTTL-S lead to smaller values. However, in all casesβ n is near 0.9 andα n is near 0.05, in many casesα n +β n ≈ 1, and for each series the various estimates are quite similar. The latter suggests the various asymmetric and symmetric trimming strategies for QMTTL work as well as inherently asymptotically unbiased MNWM. This is matched by our simulations where n = 800 aligns with the sample sizes in the present empirical study: strong asymmetric trimming leads to the best QMTTL results when ǫ t has power law tails with a small index κ, but each trimming strategy leads to similar results, especially when n = 800.
Conclusion
We develop tail-trimmed QML and Method of Moments estimators for GARCH models with possibly heavy tailed errors ǫ t that satisfy E[ǫ 2 t ] = 1. In the Method of Moments case, the model errors are first negligibly transformed with a redescending function, and then re-centered to control for small sample bias induced by the transform. We show by Monte Carlo experiment that tail-trimming within a QML framework dominates QML, Log-LAD and Weighted Laplace QML based on bias, mean-squared-error, approximate normality, and inference, and trumps Power-Law QML in all aspects except variance (Power-Law QML has higher bias yet lower mean-squared-error). Only QMTTL and MNWM directly counter the negative influence of large errors in small and large samples. Indeed, we show trimming leads to a better infeasible Power-Law QML estimator in small samples. The next stage must involve a theoretical development of data-dependent or automatic fractile selection, including possibly bootstrap and covariance determinant methods. This is left for future research. particular, up to a scalar constant (∂/∂θ)Q n (θ)|θ n =m n (θ n ) a.s. Byθ n a minimum Q n (θ n ) ≤Q n (θ)∀θ ∈ Θ it follows m n (θ n ) = 0 a.s., while lim inf n→∞ e n > 0 by distribution non-degeneracy and trimming negligibility, hence A 1,n (θ n ) = 0 a.s.
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Next A 2,n (θ n ). By Lemma A.1(b) sup θ∈Θ m n (θ) − m n (θ) /e n = o p (1), and
Proof of Theorem 2.2. Use 1/n n t=1m n,t (θ n ) = 0 a.s. by the proof of Theorem 2.1, and expansion Lemma A.4(b) to deduce for someθ * n , θ * n − θ 0 ≤ θ n − θ 0 :
) by Lemma A.6(a). Multiply both sides of (A.2) by n 1/2 Σ −1/2 n , rearrange terms and use Let {s *
A.2. Remaining theorems
i,t (θ)}. Define error and volatility derivatives evaluated at {h t (θ), h
(a) A stationary and ergodic solution a * t (θ) exists for each θ ∈ Θ, it is σ(y τ : τ ≤ t − 1)-measurable, and inf θ∈Θ a * , and e n := 1/n n t=1 sup θ∈Θ E m n,t (θ) , and recall e n := sup θ∈Θ E m n,t (θ) .
Step 1: Use Lemma A.7 to obtain |e n − e n | ≤ sup θ∈Θ 1/n n t=1 m n,t (θ) − m n,t (θ)] = O p (1/n) = o p (1). Similarly, 1/n n t=1 G t (θ)Ĩ 1,n ). By similar arguments and Lemma A.7 it is straightforward to verify Lemmas A.1, A.3 and A.4 extend to m n (θ) andm n,t (θ).
Step 2 Proof of Theorem 4.1. The claim follows from Jacobian consistency Lemma A.6(b) and Lemma A.8.
A.3. Proofs of supporting lemmas
In order to decrease the number of cases we augment Assumption 1(b) and impose power law tails on ǫ t in general:
P (|ǫ t | > a) = da −κ (1 + o(1)) where d ∈ (0, ∞) and κ ∈ (2, ∞). (A.6) Notice ǫ t (θ) is stationary and ergodic on Θ by (2) , and also has a power law tail. The latter follows by noting ǫ t (θ) = y t σ t (θ) = ǫ t σ t σ t (θ) and E t (θ) = ǫ 2 t (θ) − 1, where E(sup θ∈Θ |σ 2 t /σ 2 t (θ)|) p < ∞ for any p > 0 under Assumption 1. Since ǫ t is independent of σ t /σ t (θ) the product convolution ǫ t × (σ t /σ t (θ)) has tail (A.6) with the same index κ > 2 (Breiman [10] ). In general lim a→∞ sup θ∈Θ {|c κ P (|ǫ t (θ)| > a) − d(θ)|} = 0 and inf θ∈Θ {d(θ)} > 0 and sup θ∈Θ {d(θ)} < ∞. Hence, in view of (14) , E t (θ) := ǫ Recall P (|E t (θ)| > C n (θ)) = k n /n holds for C n (θ) = U n (θ) and k n = k 2,n . Then by (A.7)
2/κ (n/k n ) 2/κ . (A.8)
Step 1: By Assumption 1(b) and (A.6) independent ǫ t has a power law tail with index κ ∈ (2, 4], and since α 0 + β 0 > 0 it follows E[s 2 t ] < ∞. Therefore m t has a power law tail with index κ m := κ/2 ∈ (1, 2] , cf. Breiman [10] .
Step 2: Define quantile functions Q n (u) = inf{m ≥ 0 : P (|m n,t | > m) ≤ u} and Q(u) = inf{m ≥ 0 : P (|m t | > m) ≤ u} for u ∈ [0, 1], recall geometric β-mixing implies α-mixing with coefficients α h ≤ Kρ h for ρ ∈ (0, 1). By Theorem 1.1 of Rio [56] n
Tail-trimming m n,t = m t I (E) n,t coupled with distribution continuity imply P (m n,t = 0) = k n /n. Thus Q n (u) = 0 for u ∈ [0, k n /n] and Q n (u) = Q(u) for u ∈ (k n /n, 1]. Further, under the Step 1 power law properties Q(u) = O(u −2/κ ). Therefore ≤ K ln(n/k n ) × (n/k n ) 4/κ−1 ≤ K ln(n)(n/k n ) 4/κ−1 .
Further, ln(n)(n/k n ) 4/κ−1 = o(n/ ln(n)) since k n → ∞ and κ ∈ (2, 4]. Finally, by Step 1 and (A.9) E[m E( n t=1 z n,t ) 2 ∼ n. We will prove 1/n 1/2 n t=1 z n,t d → N (0, 1), hence the claim will follow from the Cramér-Wold Theorem. Define ℑ t := σ(y τ : τ ≤ t).
In view of geometric β-mixing and stationarity under Assumption 1, and E[z The Lindeberg condition holds if κ > 4 since E|ǫ t | 4+ι < ∞ and E|s i,t | 2+ι < ∞ for some ι > 0, hence lim sup n→∞ E|z n,t | 2+ι < ∞. Now suppose κ ≤ 4, assume E[E t I (E) n,t ] = 0 to simplify notation, and note z n,t = E t I (E) n,t r ′ Σ −1/2 n s t . By independence and L 2 -boundedness of s t it follows Σ n = E[E
