Message-passing algorithms based on Belief-Propagation (BP) are successfully used for many applications including decoding error correcting codes and solving constraint satisfaction and inference problems. BP-based algorithms operate over graphs representations, called factor graphs, that are used to model the input. Although in many cases BP-based algorithms exhibit impressive empirical results, not much has been proved when the factor graphs have cycles.
Introduction
Message passing algorithms based on Belief-Propagation (BP) have been invented multiple times in various variants (see [Gal63, Vit67, Pea88] ). Many thousands of papers report empirical results that demonstrate the usefulness of these algorithms for decoding error correcting codes, inference with noise, constraint satisfaction problems, and many other applications [Yed11] . In fact, algorithms for decoding of Turbo codes [BGT93] and LDPC codes [Gal63] are special variants of BP [MMC98, Wib96] Message passing algorithms model the problem at hand using a factor graph. The factor graph is a bipartite graph, one side of which consists of variable vertices, while the other side consists of constraint vertices. The algorithm proceeds by sending messages in rounds from
[PLP] The linear program arg max w T · x A · x ≤ b, x ∈ RBox(X ) is called a packing LP, and denoted by PLP.
[CLP] The linear program arg min w T · x A · x ≥ b, x ∈ RBox(X ) is called a covering LP, and denoted by CLP.
Factor Graph Representation of Covering and Packing LPs
The Belief-Propagation Algorithm and its variant called the Min-Sum Algorithm deal with graphical models known as factor graphs (see e.g. [KFL01] ). In this section we define the factor graphs that are used to model covering and packing problems.
Definition 2 (factor graph model of packing problems). A factor graph model for PIP and PLP, denoted by a quadruplet G, Ψ, Φ, X , consists of the following components:
• A bipartite graph G = (V ∪ C, E) that represents the zero-one matrix A. The set of variable vertices V = {v 1 , . . . , v n } corresponds to the columns of A, and the set of constraint vertices C = {C 1 , . . . , C m } corresponds to the rows of A. The edge set is defined by E {(v i , C j ) | A ji = 1}.
• The vector X ∈ N n defines the alphabets that are associated with the variable vertices. The alphabet associated with v equals [0, X v ] (resp. {0, . . . , X v }) in the case of a PLP (resp. PIP).
• A collection of local (constraint indicator) factor functions Ψ {ψ C : RBox(X N G (C) ) → {0, −∞}} C∈C , where the local factor function ψ C that is associated with the constraint vertex C ∈ C is defined by
• A collection of variable functions Φ {φ v : [0, X v ] → R} v∈V , where the variable function φ v is associated with the variable vertex v ∈ V, and defined by φ v (β) w v · β.
A word x ∈ R n is an assignment to variable vertices in V where x i is assigned to vertex v i . An assignment x is valid if it satisfies all the constraints (including the box constraints).
The factor graph model allows for the following equivalent formulation of the packing integer program:
Analogously, the packing linear program PLP is equivalent to
We may define a factor graph model for covering problems in the same manner. The only difference is in the definition of the collection of factor functions Ψ {ψ C : RBox(X N G (C) ) → {0, ∞}} C∈C defined by covering factor:
Using this factor model, we can reformulate the covering integer program CIP by
The covering linear program CLP is equivalent to arg min
3 Min-Sum Algorithms for 0-1 Packing and Covering Integer Programs
In this section we present the Min-Sum Algorithm for solving packing and covering integer programs with zero-one constraint matrices. Although some representations of the algorithms presented in this section actually perform a max-sum operations rather then min-sum operations, we refer to these algorithms in general as min-sum algorithms. All the results in this section apply to any other equivalent algorithmic representation (e.g., max-product-type formulations). We first define the min-sum algorithms for PIPs and CIPs, and then state our main results.
The Min-Sum Algorithm
The Min-Sum Algorithm for packing integer program (PIP) is listed as Algorithm 1. The input to algorithm MIN-SUM-PACKING consists of a factor graph model G, Ψ, Φ, X of a PIP instance and a number of iterations N ∈ N. Each iteration consists of two parts. In the first part, each variable vertex performs a local computation and sends messages to all its neighboring constraint vertices. In the second part, each constraint vertex performs a local computation and sends messages to all its neighboring variable vertices. Hence, in each iteration, two messages are sent along each edge. Let µ
v→C (β) denote the message sent from a variable vertex v ∈ V to an adjacent constraint vertex C ∈ C in iteration t under the assumption that vertex v is assigned the value β ∈ {0, . . . , X v }. Similarly, let µ
(t)
C→v denote the message sent from C ∈ C to v ∈ V in iteration t assuming that vertex v is assigned the value β ∈ {0, . . . , X v }. Denote by µ v (β) the final value computed by variable vertex v ∈ V for assignment of β ∈ {0, . . . , X v }.
First the algorithm computes the initial messages. These messages (considered as the zeroth iteration) have the value zero and are send along all the edges from the constraint vertices to the variable vertices. In practice, these messages are not sent, and are part of the initialization by the variables vertices.
The algorithm proceeds with N iterations. In Line 2a the message to be sent from v to C is computed by adding the previous incoming messages to v (not including the message from C) and adding to it φ v (β). In Line 2b the message to be sent from C back to v is computed. The constraint node C considers all the possible valid assignments y to the neighbors in which y v = β. Among these assignments, the message is chosen to be the one that maximizes ψ C (y) plus the sum of the previous incoming messages (not including the message from v).
Finally, in Line 3 a local computation takes place in each variable vertex. Each variable vertex v chooses a value β ∈ {0, . . . , X v } for which the sum of the last incoming messages is maximized. If this maximum is not attained by a unique value, then the variable vertex declares failure. We use the convention of using a question mark to denote the event that the min-sum algorithm fails to decide on a value of a variable.
Given the factor graph model G, Ψ, Φ, X of the PIP and the number of iterations N ∈ N, outputs a stringx of length n such that
Returnx
Algorithm MIN-SUM-COVERING listed as Algorithm 2 is based on the following reduction of the covering LP to a packing LP as follows.
and the claim follows.
An equivalent min-sum formulation of MIN-SUM-COVERING algorithm is listed in Algorithm 3.
Given the factor graph model G, Ψ, Φ, X of the CIP and the number of iterations N ∈ N, outputs a stringẑ of length n such that z i ∈ {0, . . . , X i } ∪ {?}.
1. Define a factor graph model for a PLP as follows:
Summary of Results
In this section we summarize the main results of this paper. The proof of Theorem 4 appears in Section 5 after the presentation of the main tools of the proof.
Returnẑ
Theorem 4 (weak oscillation of Min-Sum). Let x * denote an optimal solution of a packing LP arg max w T · x A · x ≤ b, x ∈ RBox(X ) , and letx (t) denote the output of Algorithm MIN-SUM-PACKING( G, Ψ, Φ, X , t) for the corresponding factor graph model after t iterations. Then,
Ifx
(t) i =? and t is even, then x * i ≤x (t) i .
Proof. See Section 5.2.
Theorem 4 states a necessary condition for the convergence of the MIN-SUM-PACKING algorithm to the unique integral optimal solution. Indeed, unless the PLP has a unique optimal solution that is integral, the MIN-SUM-PACKING algorithm will not converge to an integral solution. Specifically, for every fractional component x * i , the decision of the MIN-SUM-PACKING algorithm oscillates between {0, . . . , ⌊x * i ⌋} ∪ {?} and {⌈x * i ⌉ , . . . , X i } ∪ {?} in every other iteration. Note that if the PLP has two optimal solutions that are integral, then their average is also optimal but not integral. In this case, the MIN-SUM-PACKING algorithm is bound to fail.
The following corollary stated for covering LPs follows from Theorem 4 and Claim 3.
Corollary 5. Let z * denote an optimal solution of a covering LP arg min{w T ·z | A·z ≥ b, z ∈ RBox(X )}, and letẑ (t) denote the output of Algorithm MIN-SUM-COVERING( G, Ψ, Φ, X , t) for the corresponding factor graph model after t iterations. Then,
Ifẑ
(t) i =? and t is odd, then z * i ≤ẑ (t) i .
The converse of Theorem 4 and Corollary 5 is not true in general. However, a converse has been shown to be true for packing problems with zero-one variables by [SMW11] provided that each variable appears in at most two constraints. We extend this result to arbitrary box constraints (see Appendix B).
Graph Liftings
The purpose of this section is to show that there exists a universal LP graph covering of arbitrary girth (see Corollary 12). We present definitions and notation (as used in [AL02] ), and adapt them to assignments and liftings of factor graphs models. We then state the main combinatorial characterization based on [RT12] , and show how the girth can be arbitrarily increased.
Covering maps and Liftings of Graphs and Factor Graph Models
Definition 6 (covering 1 map [AL02] ). Let G = (V, E) andG = (Ṽ ,Ẽ) denote finite graphs. A homomorphism π :G → G is a covering map if for everyṽ ∈Ṽ the restriction of π to neighbors ofṽ is a bijection to the neighbors of π(ṽ).
We refer only to finite covering maps. The pre-image π −1 (v) of a vertex v is called a fiber. It is easy to see that all the fibers have the same cardinality if G is connected. This common cardinality is called the degree or fold number of the covering map. If π :G → G is a covering map, we call G the base graph andG a lift of G (see Figure 1 ). In the case where the fold number of the covering map is M, we say thatG is an M-lift of G.
If G is connected, then every M-lift of G is isomorphic to an M-lift that is constructed as follows. The vertex set is simplyṼ
and covering map is π (v, i) = v for every (v, i) ∈Ṽ . The edges inẼ are obtained by specifying a matching of M edges between π −1 (u) and π −1 (v) for every (u, v) ∈ E. The notion of M-lifts in graphs is extended to M-lifts of factor graph models in a natural manner. Each variable nodeṽ inherits the variable function of π(ṽ). Similarly, each constraint variableC inherits the factor function of π(C). For brevity, we refer to the lifted factor graph model G ,Ψ,Φ,X of G, Ψ, Φ, X simply as the liftG of a factor graph G.
An assignment x to the variable vertices V of a factor graph G is extended to the M-lift G simply by definingx ↑M (ṽ) x(π(ṽ)). Note that this extension preserves the validity of assignments.
One may project an assignmentx of the M-lifted graph to the base graph. The projected assignment p(x) is defined by
By linearity it follows that projection preserves the validity of assignments.
Relation to PLPs and CLPs
Let FCM(G) denote the factor graph model G, Ψ, Φ, X . LetQ(FCM(G)) denote the set of all vectorsx such that there exists a fold number M and an M-liftG of G such thatx is a valid integral assignment forG. Denote by Q(FCM(G)) the projection of the setQ(FCM(G)) to the base model, namely,
The following theorem states that the projection of valid assignments of lifted graphs equals the set of all rational vectors in the polytope of the corresponding PLP/CLP. 
Note that all the basic feasible solutions of the polytope P are rational and hence in the set Q (FCM(G) ).
Universal LP Covering
We use the following notation. Let BFS(P) denote the set of all basic feasible solutions of a polytope P. Let P denote a polyhedron of a PLP/CLP with a corresponding factor graph model FCM(G) = G, Ψ, Φ, X .
In this section we prove that for every g ∈ N there exists a finite liftG of the base factor graph model such that (i) BFS(P) ⊆ {p(x) |x is a valid binary assignment forG}, and (ii) girth(G) ≥ g. The proof proceeds in two steps. We first obtain a finite liftG ′ of G that satisfies property (i) (see Proposition 8 and Corollary 9). Then we obtain a liftG ofG ′ that satisfies property (ii) (see Proposition 10 and Corollary 11).
The following proposition is implied from the general result proved in [Lei82] . A simpler proof for the specific case stated in the proposition is provided in Appendix A. The following corollary proves the existence of a finite "universal" lifted integral factor graph model that captures the fractional optimization problem modeled by the base factor graph.
Proposition 8. Consider a factor graph model
G, Ψ, Φ, X . Let G 1 ,Ψ 1 ,Φ 1 , X 1 and G 2 ,Ψ 2 ,Φ 2 ,
Corollary 9.
There exists a finite liftG of G such that BFS(P) ⊆ {p(x) |x is a valid integral assignment forG}.
Proof. By Theorem 7, for every basic feasible solution x of P there exists a finite liftG of G with an integral assignmentx such that p(x) = x. By applying Proposition 8, we can combine any finite number of finite lifts into one "joint" finite lift. Because the number of basic feasible solutions is finite, the corollary follows.
The following proposition deals with obtaining lifts with large girth.
Proposition 10. There exists a finite liftG of G such that girth(G) ≥ 2 · girth(G).
Proof. Given a graph G = (V, E), we construct a 2 |E| -liftG = (Ṽ ,Ẽ) as follows. Let k = |E|. The vertices in each fiber ofG are indexed by a binary string of length k. Index the edges in E by {e 1 , . . . , e k }. For an edge e i = (u, v), the matching between the fiber of u and the fiber of v is induced simply by flipping the i'th bit in the index. Namely,
Consider a cycleγ inG and its projection γ in G. Each edge e i in γ must appear an even number of times. Otherwise, the i'th bit is flipped an odd number of times inγ, andγ can not be a cycle. It follows that girth(G) ≥ 2 · girth(G).
By applying Proposition 10 repeatedly, we have the following corollary.
Corollary 11. Consider a graph G. Then for any finite ℓ ∈ N there exists a finite liftG of
Following Corollary 9 and Corollary 11, we obtain the following corollary for the existence of a finite universal LP cover of any polytope P with arbitrary large girth.
Corollary 12. Let P denote a polyhedron of a PLP/ CLP with a corresponding factor graph model G, Ψ, Φ, X . For every g ∈ N, there exists a finite lift G ,Ψ,Φ,X such that: (i) BFS(P) ⊆ {p(x) |x is a valid integral assignment forG}, and (ii) girth(G) ≥ g.
Proof of Main Results

Min-Sum as a Dynamic Programming on Computation Trees
Given a graph G = (V, E) and a vertex r ∈ V . The path-prefix tree of height h is defined as follows.
Definition 13 (Path-Prefix Tree). LetV denote the set of all non-backtracking paths
2 with length at most h that start at vertex r. LetÊ
We denote the zero-length path inV by (r). The directed graph (V ,Ê) is called the path-prefix tree of G rooted at vertex r with height h, and is denoted by T h r (G).
The graph T h r (G) is obviously acyclic and is an out-tree rooted at (r). Path-prefix trees of G that are rooted in variable vertices are often called computation trees of G or unwrapped trees of G.
We use the following notation. Vertices in T h r (G) are paths in G, and are denoted by p and q whereas vertices in G are denoted by u, v, r. For a path p ∈V , let t(p) denote the last vertex (target) of path p.
For a factor graph G = (V ∪ C, E), letV denote the set of paths inV that end in a variable vertex, i.e.,V {p | p ∈V , t(p) ∈ V}. LetĈ denote the set of paths inV that end in a constraint vertex, i.e.,Ĉ {q | q ∈V , t(q) ∈ C}. Paths inV are called variable paths, and paths inĈ are called constraint paths. We attach a variable functionsφ p and factor functionŝ ψ p to the vertices of T h r (G); each vertex p inherits the function of t(p). The box constraint for a variable path p is defined byX p X t(p) .
In the following lemma, the MIN-SUM-PACKING algorithm is interpreted as a dynamic programming algorithm over the path-prefix trees (see e.g., [GSW12, Section 2]).
Lemma 14. Consider an execution of MIN-SUM-PACKING( G, Ψ, Φ, X , t). Consider the computation tree T 2t
r (G) = (V ∪Ĉ,Ê). For every variable vertex r ∈ V and β ∈ {0, . . . , X r },
By Line 3b in Algorithm MIN-SUM-PACKING we conclude the following corollary.
Corollary 15. Algorithm MIN-SUM-PACKING outputsx r = β if and only if the following condition holds: Every valid assignmentẑ that maximizes the objective function
p∈Vφ p (ẑ p )+ q∈Ĉψ q (ẑ N T (q) ) for T 2t r (G) = (V ∪Ĉ,Ê) satisfiesẑ (r) = β.
Divergence of MIN-SUM-PACKING -Proof of Theorem 4
Proof of Theorem 4. We begin by assuming that x * is a basic feasible solution of the LP. Following Corollary 12, letG = (Ṽ ∪C,Ẽ) denote a universal LP cover of G such that girth(G) > 4t, where t is the number of iterations performed by the MIN-SUM-PACKING algorithm. Because x * is a basic feasible solution of the LP, there exists an integral valid assignment x * inG such that the projection ofx * equals x * , i.e., p(x * ) = x * .
We first prove part 1 of the theorem, namely, ifx
and t is even, thenx
v equals the average ofx * over the fiber of v, it follows that there exists a variable vertexṽ in the fiber of v such that x * v ≤x * v . Note thatx * v is an integer whereas x * v may be a fraction. We shall prove a slightly stronger claim thatx
Assume for the sake of contradiction that the MIN-SUM-PACKING algorithm outputsx Figure 2(a) for an illustration. We refer to T as an alternating tree because its variable vertex layers alternate between vertices in E and vertices in O. We refer to layers that contain vertices from E as even layers (i.e., layers 0, 4, 8, . . .). Layers that contain vertices from O are referred to as odd layers (i.e., layers 2, 6, 10, . . .).
A skinny tree is a subtree of T such that each constraint vertex chooses only one child, and hence called skinny. Formally, a skinny subtree T S of T is a subtree rooted atṽ such that (i) deg T S (C) = 2 for every constraint vertex C in T S , and (ii) deg T S (ũ) = deg T (ũ) for every variable vertexũ in T S .
To summarize, we have used the assumption to define an alternating tree T that is rooted atṽ. We choose any skinny subtree T S of T to contradict the optimality ofz overG B(ṽ,2t) as follows. LetS E {ũ ∈ T S |ũ ∈ E}, letS O {ũ ∈ T S |ũ ∈ O}, and letS S E ∪S O .
Namely,S E contains variable vertices of the skinny tree in even layers, andS O contains variable nodes of the skinny tree in odd layers. By the definition of E,x is greater thanz over vertices inS Assign each nodeũ in the fiber of u a weightwũ w u . For a subset of variables vertices A ⊆Ṽ, letw(Ã) ũ∈Ãwũ . We rely on the following claim (which we prove later).
Claim 16.w(S
We now define an assignmentỹ to variable nodes inG B(ṽ,2t) bỹ
We show thatỹ is a valid integral assignment for the factor graph model ofG B(ṽ,2t) . First notice thatỹ satisfies the box constraint for every variable vertexũ, i.e.,ỹũ ∈ {0, . . . , Xũ}. Ifũ ∈S E , thenỹũ =zũ + 1 ≤x * u ≤ Xũ, and ifũ ∈S O , thenỹũ =zũ − 1 ≥x * u ≥ 0. We now show thatỹ satisfies every constraint vertexC in BG(ṽ, 2t). Consider a constraint vertexC in BG(ṽ, 2t). If NG(C)∩S = ∅, then the assignment to the neighborhood of constraint C is identical toz. Therefore,C is satisfied byỹ by the validity of assignmentz. If NG(C) ∩ S = ∅ the we have one of the following three cases. (i) NG(C) ∩S O = {ũ}. In that casẽ yũ =zũ − 1 while the other neighbors ofC are assigned according toz, and thereforeC stays satisfied by the validity of assignmentz. (ii) NG(C)∩S E = {ũ}. In that caseỹũ =zũ +1 ≤x * u . Moreover, every other neighborr ∈ NG(C) \ {ũ} is not in O, and hence satisfieszr ≤x * r . Hence,ỹ satisfiesC by the validity of assignmentx * . (iii) NG(C) ∩S = {ũ,r} where without loss of generalityũ ∈S E andr ∈S O . The assignment ofỹ to neighbors ofC is obtained bỹ z where the assignment toũ is reduced by 1 while the assignment tor is incremented by 1. Henceỹ satisfies constraintC by validity of the assignmentz. We conclude thatỹ is a valid integral assignment.
By the definition ofỹ and by Claim 16 we have
Because the rootṽ ∈S E , it holds thatỹṽ =zṽ + 1 = δ + 1. Thus we obtained a contradiction to the assumption that every optimal valid integral assignment forG B(ṽ,2t) assigns the value δ to the rootṽ. We prove part 2 of the theorem stating that ifx (t) v =? and t is odd, thenx
v ≤ x * v using the following modifications. The variable vertexṽ is chosen so thatx * v ≤ x * v . Assume for the sake of contradiction thatx
In the definition of the alternating tree the roles of E and O are interchanged so that the odd layers contain vertices in E while the even layers contain vertices in O. Becauseṽ ∈ O and t is odd, it follows that each leafũ of the skinny tree T S in layer 2t belongs to E, and the proof of Claim 16 remains valid. Finally, the assignmentỹ assignszṽ − 1 toṽ, which contradicts the assumption about optimal valid assignments toG B(ṽ,2t) .
We now complete the proof for the case that x * is not a basic feasible solution. In this case x * is a convex combination of optimal basic feasible solutions. This implies that for every variable vertex v, there exist optimal basic feasible solutions y ′ and y" such that y
v . For an odd t, ifx (t) =?, we have
v , and the theorem follows.
Proof of Claim 16. Define an assignmentα to variable vertices inṼ bỹ
The proof thatα is a valid assignment forG mimics the proof thatỹ is a valid assignment in the proof of Theorem 4. The only new observation that is needed is that a constraint vertex C inG \G B(ṽ,2t) may have a variable vertex inS as a neighbor (i.e., variable vertices in the boundary of the ball BG(ṽ, 2t)). However, each variable vertex at distance 2t from the rootṽ belongs to E. Hence,αũ =x * u − 1, and decrementing the value assigned toũ with respect tox * does not violate the constraintC. By the optimality of x * we have that,
, and the claim follows.
G :
Figure 3: Constructing an (M 1 · M 2 )-liftG of G such thatG is an M 2 -lift ofG 1 and an M 1 -lift ofG 2 , in proof of Proposition 8.
(j). It also holds that for everyũ (i,j) ∈Ṽ the restriction of πG →G 1 to NG(ũ (i,j) ) is a bijection to NG 1 (ũ i ). Hence, πG →G 1 is a covering map of degree M 2 fromG ontoG 1 . An analogous covering map can be defined fromG ontoG 2 which concludes the proof.
B On Convergence of the Min-Sum Algorithm for Packing and Covering Problems
In Section 3.2 we showed that if the MIN-SUM-PACKING algorithm (respectively, MIN-SUM-COVERING algorithm) converges (i.e., outputs the same decision in two consecutive iterations), then its output is optimal and the LP relaxation of the PIP (resp., CIP) is tight. However, the converse statement is not true in general. Namely, if the LP relaxation of a PIP is tight, then the MIN-SUM-PACKING algorithm is not necessarily guaranteed to converge to the optimal integral solution. Sanghavi et al. [SSW09] presented a counterexample in which the max-product (minsum) algorithm does not converge to the unique integral optimal solution of a maximum weight independent set LP. In this section we present a generalization of the convergence result of the min-sum algorithm in [SMW11] to packing and covering problems represented by factor graphs whose maximum variable vertex degree equals two. Sanghavi et al. [SMW11] noticed that the minimum rate of convergence of the max-product algorithm for the maximum weighted matching problem depends on the polyhedron of the packing linear program. Loosely speaking, given a polyhedron P and a cost vector w, c(P, w) is the minimum slope between an optimal basic feasible solution of a maximization problem and the other basic feasible solutions.
Definition 17 ([SMW11]
). Given a polyhedron P ⊆ R n and a cost vector w ∈ R n . Define c(P, w) by c(P, w) min
Because x * is defined to be the optimal solution of a maximization problem, c(P, w) is nonnegative. Note that c(P, w) = 0 if and only if there are multiple optimal solutions to the LP arg max{w
T · x | x ∈ P}. Let w max max{w i | 1 ≤ i ≤ n} denote the maximal component of the weight vector w ∈ R n . It also holds that c(P, w) ≤ w max . The following theorem generalizes the convergence result for the maximum weighted matching problem [SMW11] to any problem defined by a factor graph model such that the maximum variable vertex degree equals two. Namely, the MIN-SUM-PACKING algorithm converges to the optimal solution of a packing LP in pseudo-polynomial time, provided that the degree of the variable vertices in the factor graph model is at most two.
Theorem 18. Consider a packing LP arg max{w
T · x | A · x ≤ b, x ∈ ZBox(X )} such that every column of A contains at most two 1s. Assume that the PLP has a unique optimal solution x * that is integral, and let G, Ψ, Φ denote the corresponding PLP factor graph model. Let P denote the polytope {x ∈ RBox(X ) | A · x ≤ b}. Letx Prior to proving Theorem 18 we provide the following corollary that states an analogous convergence result for the MIN-SUM-COVERING algorithm with respect to covering LPs. The corollary follows from Theorem 18 and Claim 3.
Corollary 19. Consider a covering LP arg min{w
T · z | A · z ≥ b, z ∈ ZBox(X )} such that every column of A contains at most two 1s. Assume that the CLP has a unique optimal solution x * that is integral, and let G, Ψ, Φ denote the corresponding CLP factor graph model. Let P denote the polytope {z ∈ RBoxX | A · z ≥ b}. Letẑ (t) denote the output of Algorithm MIN-SUM-COVERING( G, Ψ, Φ , t) after t iterations. If t ≥ wmax c(P,−w)
Proof of Theorem 18. Let x * ∈ ZBox(X ) denote the unique optimal solution of the packing LP. Note that the optimal basic feasible solution of the LP is integral and unique, otherwise there exists a factional optimal solution. We prove thatx . Consider a variable vertex v. We first prove that the outputx 
