Abstract
Introduction
Nowadays, the advance of Internet and Web technologies has continuously boosted the prosperity of e-commerce. Through the Internet, different products and customers can now easily interact with each other, and then have their transactions within a specified time. However, the Internet infrastructure is not the only decisive factor to guarantee a successful business in the electronic market. With the continuous development of electronic commerce, it is not easy for customers to single out products and find the most suitable ones when they are often confronted with the massive product information in Internet. In the whole shopping process, customers still spend much time in visiting a flooding of retail shops on Websites, and gather valuable product information by themselves. This process is much timeconsuming, even sometimes the contents of Web documents that customers browse are nothings to do with those that they need indeed. So this will inevitably influences customers' confidences and interests for shopping in Internet.
One way to overcome the above problem is to develop intelligent recommender systems to provide personalized information services [1] . A recommender system is very useful in improving decision making in complex online shopping environments and enhancing the quality of purchase decisions. In the shopping websites, the system can help customers find the most suitable products that they would like to buy by providing a list of recommended products for each given customer. To date, there are two mainly recommendation techniques to be used to recommend products for customers in recommender systems. Content-based filtering recommends products that are similar to those that the customer preferred in the past. A content-based filtering recommender system tries to understand the similarity between the target products and the products that were highly rated by the customer previously. The main disadvantages of content-based filtering are sparsity and new user problems [1, 2, 3] . Collaboration filtering aims to identify customers whose interests are similar to the target customer, and recommend products preferred by them to the target customer. However, despite its success, the widespread use of collaboration filtering has exposed some problems, among which there are so-called sparsity and cold-start problems, respectively [2, 4, 5] .
Besides these limitations, the drawbacks of both content-based and collaborative approaches mainly involve the semantic mismatching between the product items and customer profiles, as well as the lack of effective mechanism to evaluate and compare products. Therefore, it is still difficult for a customer to sort and compare products while considering all relevant attributes of product items at the same time.
In order to overcome the problems of traditional recommender techniques, the paper presents an intelligent recommender system, which integrates semantic similarity computation and TOPSIS method. First, semantic similarity can be computed by constructing semantic vector of customer profiles and product documents respectively based on the product ontology, in order to realize the semantic content-filtering between the customer profiles and product documents. Besides, TOPSIS method is also utilized to construct the multi-attribute comparison mechanism of products by calculating the utility value of each candidate product, and single out the most suitable one for customers. Therefore, the system in the paper not only considers the semantic content-filtering problems, but also utilizes the product evaluation and comparison mechanism, in order to figure out the products that best fulfill customers' needs and provide personalized shopping services for them. The paper is organized as follows. Section 2 provides the details of the personalized recommender system, with the recommendation methodology and algorithm proposed in the system. Section 3 gives some experimental results about the recommender quality in the system, and Section 4 gives an overall conclusions.
The personalized recommender system

System overview
The main task of the recommender system is to realize the semantic content-filtering between the customer profiles and product documents, as well as to provide the comparison and evaluation mechanism of candidate product in order to provide decision support for customers' Internet shopping. Figure 1 gives an overview of the personalized recommender model of the system. The whole recommender process can be described as follows: (1) the system interface is to realize the bidirectional communication between customers and recommender system. On one hand, the system can acquire a customer's profiles by explicitly inputting information about his/her tastes, needs or preferences via the system interface. The profile information of a customer can also be elicited from his/her transactional behavior over the recent time. On the other hand, in order to collect and analyze the customer's current needs, the system interface asks him/her to express his/her qualitative needs about products. Taking a notebook for example, the system ask the customer to express qualitative features about multi-media, graphic display, network communication and interface supporting of a notebook, and give relevant weight values.(2) Once a customer profiles are acquired and extended semantically based on product ontology, the semantic vector of customer profiles can be built. (3) The web pages of candidate products are automatically extracted and the semantic vectors of product documents are built by annotating documents semantically based on ontology. (4) Once the semantic vectors of customer profiles and product documents are built respectively, semantic similarity of these two kinds of vectors are computed, in order to realize the semantic content-based filtering between the customer profiles and product contents. (5) After extracting the qualitative feature information of annotated product documents, each candidate product is evaluated by calculating the multi-attribute utility value based on TOPSIS method. (6) The rank of each candidate product can be calculated based on the integrated product recommender algorithm, and finally the recommended products list with the highest K TOP -scores are then returned to a given target customer via the system interface.
Product ontology
Ontology was originally a philosophy concept to study the essence of the existence and compositions of objectives [6] . In the artificial intelligence, ontology is a formal, shareable, and explicit specification of a shared conceptualization. Product ontology is a specialized ontology which is used to describe special domain knowledge of products. Its goal is to capture the relevant knowledge in the field, provide common understanding of the domain knowledge, identify common recognition of the concepts, and give an accurate definition for these concepts and relationships that exist between them. In the domain of product recommendation for Internet shopping, such structure can establish a good level of knowledge. In order to facilitate the search and comparison of product information provided by different e-commerce websites, a specific ontology of the particular domain must be established for the construction of various product classifications and the establishment of product information model. In terms of simple commercial websites, product ontology can be established manually or acquired semi-automatically from the contents of websites. However, in terms of largescaled commercial websites, the manual construction of ontology is relatively complex, and the product ontology can be reused and modified based on the existing ontology, in order to adapt to the particular product domain. In the paper, the notebook ontology as the basic of the product recommendation is developed, using the Protégé editor. The simplified structure of the notebook ontology is illustrated in Figure 2 . 
Semantic vector construction of customer profiles
The customer profiles contain information about the tastes and preferences of this customer as stated before. These profiles can be obtained by analyzing the content of the items previously browsed and rated by the customer and are usually constructed using keyword analysis techniques from information retrieval [2] . For example, the profile of a customer c can be defined as a vector of weights } ,..., , { ) ( Pr
, where each weight ci W denotes the importance of keyword i k to the customer c . Putting this method in perspective, the semantic vector construction of customer profiles can be described as followed: in the particular product recommendation such as notebooks, the advantage of the product ontology in the knowledge representation can be fully utilized to analyze and extend the initial keywords of customer profiles semantically, the aim of which is to help the system acquire the customers' preferences and intention more accurately in the process of Internet shopping. Based on the product ontology, the semantically extended customer profiles are formed, and the semantic vector of customer profiles can be constructed correspondingly.
In the paper, the semantically extended method centers around the initial keywords, and makes the initial keywords to have synonyms extension, upper extension and lower extension respectively based on the product ontology. In the method, the synonyms extension is to acquire all the synonyms relevant to initial keywords as the new extended keywords. The upper extension is to acquire upper keywords adjacent to initial keywords as the new extended keywords. Similarly, the lower extension is to acquire lower keywords adjacent to initial keywords (including concept properties and instance values) as the new extended keywords. Therefore, when processing a customer's profiles, the system can describe and extend the initial keywords semantically based on product ontology, and acquire the customer's preference and purchase intention more accurately. For example, when a customer purchases a notebook, he can input "HP commercial use display 17 inches IEEE802.11" as initial keywords. When extracting the initial keywords, the system can utilize product ontology to decide that the customer's purchase intention is to acquire product information relevant to the ontological concept "notebook". By semantically upper extending the keywords "HP" and "commercial use" respectively, the system can deduce that notebook brand that the customer needs is HP, and the product uses is for commercial use. Similarly, by semantically lower extending the keyword "display" and upper extending the keyword "17 inches", the system can also deduce that display size that the customer needs is 17 inches. Moreover, by semantically upper extending the keyword "IEEE802.11", the system can deduce that wireless network card that the customer needs complies with the IEEE802.11 standard, and the performance feature should support wireless network communication.
After the semantic extension process of initial keywords is accomplished, the extended customer profiles can be represented as a semantic vector } ,..., ,..., , { . Each weight of the vector represents the semantic importance of relevant keyword in the customer profiles. In the construction process of semantic vector of customer profiles, the system can provide human-machine interfaces, which will help customers to further determine the accurate purchase intention in order to update the semantic vector of customer profiles in real time.
Semantic annotations and vector construction of product documents
The recommender system utilizes web crawler to choose some typical B2C websites (dangdang.com, amazon.cn, etc.). At present, a Wrapper is used to extract product attribute information from the web pages, and transfer into OWL formatted documents by taking advantage of the product ontology.
In the process of semantic document annotation, the contents of product documents or Web pages can be presented by keywords of the customer profiles. Term frequency-inverse document frequency (TF-IDF) is the best-known measure for specifying keyword weights. A keyword weight for a given product document is in direct proportion with the frequency of the keyword's appearance in the document and in inverse proportion with the number of documents that the keyword appears in. A content profile of the product document can then be represented as a vector of TF-IDF keyword weights. Formally, the semantic vector of a document can be defined as } ,..., ..., , { ,
, 
The Personalized product-recommendation algorithm 2.5.1. Computation of semantic similarity
Once the semantic vectors of customer profiles and product documents are constructed respectively, semantic similarity of these two kinds of vectors can be calculated, so as to realize the semantic content-based filtering between the customer profiles and product contents. The semantic similarity can be measured by using cosine similarity measure, that is:
In the formula (2), k D is the semantic vector of product document, WQ is the semantic vector of customer profiles, and k is the total number of keywords in the system. Obviously, the similarity value is limited in ] 1 , 0 [
. The more the similarity value is, the better the performance of semantic contentbased filtering is between the customer profiles and product documents.
Computation of product utility value
Based on the semantic content-based filtering, the product evaluation and comparison mechanism should be established, in order to single out suitable product. The recommender system utilizes a multiattribute decision making approach, which is derived from TOPSIS (technique for ordering preference by similarity to ideal solution) [8, 9, 10] , to calculate the utility value of each candidate product for the customers. Its mathematical model can be described: defining } ,..., , { 
In order to facilitate mutual reference between the multi-attributes easily, the decision matrix should be normalized, which can be followed by the formula (4): 
In the above equations, n is the number of product qualitative features; ) . Based on TOPSIS method, the recommender system will calculate the utility of all the candidate products, and therefore establish the comparison and evaluation mechanism of product information.
Integrated product recommender algorithm
Integrating semantic similarity and product utility value, the recommender score
can be computed by the formula (8):
According to the formula (8), the system will only provide the ability to have semantic contentbased filtering between the product document and customer profiles when 1 = l , but can't provide the comparison mechanism of candidate product information. On the contrary, when 0 = l , the system will only provide the comparison mechanism of product information, but not considering the semantic matching between candidate product information and customer profiles. So the algorithm of integrated product recommendation can be described as follows: 
The experiment
We have developed a prototype product recommender system based on Java platform and Jakarta Lucene library. To construct the annotated data repository, the system utilizes a web crawler to search focused commodity information related to notebook from predefined B2C E-commerce websites (dangdang.com, amazon.cn,etc.) and downloads searched information to the local database. About 3000 HTML Web pages of notebook product are downloaded from relevant websites as experimental corpus, and the Wrapper is utilized to extract product information from retrieved Web pages, then the semantic annotation of documents can be realized based on product ontology.
To evaluate the quality of the recommendation product list, measures of recall and precision have been widely used in the field of recommender systems. Recall measures how many of the products in the actual customer purchase list consist of recommended products, whereas precision measures how many of the recommended products belong to the actual customer purchase list. These measures are simple to compute and intuitively appealing, however, they are in conflict, since increasing the size of the recommendation set will lead to an increase in recall, but to a decrease in precision at the same time. So a widely used combination metric called the 'F-measure' is used as the evaluation, criterion of the experiment in the paper. F-measure gives equal weight to both recall and precision, which can be computed as follow [11] :
In the formula (9), Recall and Precision of the recommender system can be computed respectively, according to the computing method in the literatures, so F-measure can then be computed easily. Obviously, the higher the value of F-measure is, the better the recommendation performance of the system is. However, the parameter l in the formula (8) will influence the value of F-measure and recommendation quality of the system. In order to select the suitable value of l , the relevant simulating experiment has been done. Based on the initial analysis of the experiment, the relation between the parameter l and the F-measure value is illustrated in Figure 3 . Seen from the Figure 3 . Therefore, it can be inferred that the utility value computation based on TOPSIS method can give more influence on the product recommendation performance than semantic content-based filtering between the customer profiles and product documents. Besides, another important issue for evaluating the recommender quality is the extent to which recommendations with higher recommender scores are accepted preferentially over recommendations with lower scores. We address this issue by comparing the distribution of scores computed from the formula (8) of the products placed onto the recommendations lists have scores below 0.2, but only % 23 of the accepted recommendations fall in this lower span. The mean scores for the offered recommendations are 0.247, while the mean recommender scores for the accepted recommendations are 0.356. The difference between the two means is 0.109, falls well within the 85% confidence interval (0.105, 0.115) computing using t-test statistical method for the difference between means. These results illustrate that the recommender score
