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Abstract
We consider unital simple inductive limits of generalized dimension drop C∗-algebras. They are so-called
ASH-algebras and include all unital simple AH-algebras and all dimension drop C∗-algebras. Suppose that
A is one of these C∗-algebras. We show that A ⊗ Q has tracial rank no more than one, where Q is the
rational UHF-algebra. As a consequence, we obtain the following classification result: Let A and B be
two unital simple inductive limits of generalized dimension drop algebras with no dimension growth. Then
A ∼= B if and only if they have the same Elliott invariant.
© 2009 Published by Elsevier Inc.
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1. Introduction
A unital AH-algebra is an inductive limit of finite direct sums of C∗-algebras with the form
PC(X,Mk)P,
where X is a finite dimensional compact metric space, k  1 is an integer and P ∈ C(X,Mk)
is a projection. One of the successful stories in the program of classification of amenable
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algebras with no dimension growth (see [3]) by their K-theoretical invariant, otherwise called
the Elliott invariant. Other classes of inductive limits of building blocks studied in the program
include so-called simple inductive limits of dimension drop interval (or circle) algebras (see [14,
2,15,4,13], for example). One reason to study the simple inductive limits of dimension drop in-
terval algebras is to construct unital simple C∗-algebras with the Elliott invariant which cannot
be realized by unital simple AH-algebras (see also [4] and [16]). Notably, the so-called Jiang
Su-algebras of unital projectionless simple ASH-algebra Z whose Elliott invariant is the same as
that of complex field.
However, until very recently, they were classified as separate classes of simple C∗-algebras.
In particular, it was not known that one C∗-algebra in one of these classes should be isomorphic
to ones in a different class with the same Elliott invariant in general. Furthermore, methods used
in classification of unital simple AH-algebras and unital simple dimension drop algebras dealt
with maps from dimension drop algebras to dimension drop algebras and maps between some
homogeneous C∗-algebras. These methods do not work for maps from dimension drop algebras
into homogeneous C∗-algebras or maps from homogeneous C∗-algebras into dimension drop
algebras in general. Therefore most classification theorems for simple inductive limits of basic
building blocks do not deal with mixed building blocks. In this paper we consider a general class
of inductive limits of subhomogeneous C∗-algebras with Hausdorff spectrum which includes
both AH-algebras and all known unital simple inductive limits of dimension drop algebras as
well as inductive limits with mixed basic building blocks. We will give a classification theorem
for this class of unital simple C∗-algebras.
Let X be a compact metric space. Let k  1 be an integer, let ξ1, ξ2, . . . , ξn ∈ X and let
m1,m2, . . . ,mn  1 be integers such that mj |k, j = 1,2, . . . , n. One may write Mk = Mmj ⊗
Mk/m(j). Let Bj ∼= Mmj ⊗ 1k/m(j) be a unital C∗-subalgebra of Mk (1Bj = 1Mk ).
Definition 1.1. Define
Dk(X, ξ1, ξ2, . . . , ξn,m1,m2, . . . ,mn) =
{
f ∈ C(X,Mk): f (ξj ) ∈ Bj , 1 j  n
}
.
In the above form, if X is an interval, it is known as (general) dimension drop interval al-
gebra, and if X = T, it is known as (general) dimension drop circle algebra. Here we allow
high dimensional dimension drop algebras. So when X is a connected finite CW complex,
algebras Dk(X, ξ1, ξ2, . . . , ξn,m1,m2, . . . ,mn) and finite direct sums of their unital hereditary
C∗-subalgebras may be called general dimension drop algebras. When mj = k, 1  j  d(j),
j = 1,2, . . . ,N, it is a homogeneous C∗-algebra. Thus AH-algebras, inductive limits of dimen-
sion drop interval algebras and inductive limits of dimension drop circle algebras are inductive
limit of general dimension drop algebras. A classification theorem for unital simple inductive
limits of those general dimension drop algebras would not only generalize many previous known
classification theorems but more importantly it would unify these classification results. However,
one may consider more general C∗-algebras.
Let X1,X2, . . . ,Xn ⊂ X be disjoint compact subsets. Let k, m1,m2, . . . ,mn and B1,B2,
. . . ,Bn be as above. Define
Definition 1.2.
D¯X,k,{Xj },n =
{
f ∈ C(X,Mk): f (x) ∈ Bj for all x ∈ Xj , 1 j  n
}
. (e1.1)
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N⊕
j=1
Pj D¯Xj ,r(j),{Xj,i },d(j)Pj
where Pj ∈ D¯Xj ,r(j),{Xi,j },d(j) is a projection, Xj is a compact metric space with finite dimension
and with property (A) (see 4.1 bellow) and {Xj,i} is a collection of finitely many disjoint compact
subsets of Xj .
Note that, in the following, A ⊗ Z and A have exactly the same Elliott invariant whenever
K0(A) is weakly unperforated.
We prove the following theorem:
Theorem 1.3. Let A and let B be two unital simple inductive limits of generalized dimension
drop algebras. Then A⊗ Z ∼= B ⊗ Z if and only if
(
K0(A),K0(A)+, [1A],K1(A),T (A), rA
)∼= (K0(B),K0(B)+, [1B ],K1(B),T (B), rB)
(see 2.10).
Denote by D the class of inductive limits of generalized dimension drop algebras. By a recent
result of W. Winter [19], unital simple ASH-algebras with no dimension growth are Z-stable.
Therefore we also have the following:
Theorem 1.4. Let A,B ∈ D be two unital simple C∗-algebras with no dimension growth. Then
A ∼= B if and only if
(
K0(A),K0(A)+, [1A],K1(A),T (A), rA
)∼= (K0(B),K0(B)+, [1B ],K1(B),T (B), rB).
This unifies the previous known classification theorems for unital simple ASH-algebras with
Hausdorff spectrum such as [3,2,4,15,13], etc. In fact, we show that, if A ∈ D is a unital simple
C∗-algebra, then the tracial rank of A ⊗ Q is no more than one, where Q is the UHF-algebra
with (K0(Q),K0(Q)+, [1Q]) = (Q,Q+,1). We then obtain the above mentioned classification
theorems by applying a recent classification theorem in [10] (see also [18], [9] and [11]) for
unital simple C∗-algebras A with the tracial rank of A ⊗ Q no more than one. Therefore one
may view our result here as an application of the classification result in [10].
2. Preliminaries
2.1. Let {An} be a sequence of C∗-algebras and let ϕn : An → An+1 be homomorphisms. De-
note by A = limn→∞(An,ϕn) the C∗-algebra of the inductive limit. Put ϕn,m = ϕm ◦ ϕm−1 ◦ · · ·
◦ϕn :An → Am for m> n. Denote by ϕn,∞ : An → A the homomorphism induced by the induc-
tive limit system.
2.2. Let X be a compact metric space, let ξ ∈ X and let d > 0. Set
B(ξ, d) = {x ∈ X: dist(x, ξ) < d}.
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A(ξ, d1, d2) =
{
x ∈ X: d1 > dist(x, ξ) > d2
}
.
Definition 2.3. Let X be a compact metric space, let A be a C∗-algebra and let B ⊂ C(X,A)
be a C∗-subalgebra. For each x ∈ X, denote by πx : C(X,A) → A the homomorphism defined
by πx(f ) = f (x) for all f ∈ C(X,A). Suppose that Cx = πx(B) ⊂ A. Then πx : B → Cx is a
homomorphism.
2.4. Let A be a C∗-algebra, let x, y ∈ A be two elements and let  > 0. We write
x ≈ y,
if ‖x − y‖ < .
Suppose that S ⊂ A is a subset. We write
x ∈ S,
if x ≈ y for some y ∈ S.
Let B be another C∗-algebra, let ϕ,ψ : A → B be two maps, let S ⊂ A be a subset and let
 > 0. We write
ϕ ≈ ψ on S,
if ψ(x) ≈ ϕ(x) for all x ∈ S.
2.5. Let A be a unital C∗-algebra. Denote by U(A) the unitary group of A. Denote by U0(A) the
connected component of U(A) containing the identity.
2.6. Let A be a unital C∗-algebra. We say B is a unital C∗-subalgebra of A if B ⊂ A is a unital
C∗-algebra and 1B = 1A.
Definition 2.7. Let A be a unital C∗-algebra and let C be another C∗-algebra. Suppose that
ϕ1, ϕ2 : C → A are two homomorphisms. We say that ϕ1 and ϕ2 are asymptotically unitarily
equivalent if there exists a continuous path of unitaries {u(t): t ∈ [0,∞)} ⊂ A such that
lim
t→∞u(t)
∗ϕ2(c)u(t) = ϕ1(c) for all c ∈ C. (e2.2)
We say that ϕ1 and ϕ2 are strongly asymptotically unitarily equivalent if in (e2.2) u(0) = 1A.
Of course, ϕ1 and ϕ2 are strongly asymptotically unitarily equivalent if they are asymptotically
unitarily equivalent and if U(A) = U0(A).
Definition 2.8. Denote by I the class of those C∗-algebras with the form ⊕ni=1 Mri (C(Xi)),
where each Xi is a finite CW complex with (covering) dimension no more than one.
A unital simple C∗-algebra A is said to have tracial rank no more than one (we write
TR(A)  1) if for any finite subset F ⊂ A,  > 0, any nonzero positive element a ∈ A, there
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has
(1) ‖xp − px‖ ,
(2) there is b ∈ C such that ‖b − pxp‖  and
(3) 1 − p is Murray–von Neumann equivalent to a projection in aAa.
Definition 2.9. For a supernatural number p, denote by Mp the UHF algebra associated with p
(see [1]). A supernatural number p is said to be of infinite type, if q is a prime factor of p
then qm is a factor of p for all integer m  1. We use Q throughout the paper for the UHF-
algebra with (K0(Q),K0(Q)+, [1Q]) = (Q,Q+,1). We may identify Q with the inductive limit
limn→∞(Mn!, hn), where hn : Mn! → M(n+1)! is defined by a → a ⊗ 1n+1 for a ∈ Mn!.
Let A be the class of all unital separable simple amenable C∗-algebras A in N for which
TR(A⊗Mp) 1 for some supernatural number p of infinite type.
Definition 2.10. Let A be a unital stably finite separable simple amenable C∗-algebra. Denote
by T (A) the tracial state space of A. We also use τ for τ ⊗ Tr on A⊗Mk for any integer k  1,
where Tr is the standard trace on Mk.
By Ell(A) we mean the following:
(
K0(A),K0(A)+, [1A],K1(A),T (A), rA
)
,
where rA : T (A) → S[1A](K0(A)) is a surjective continuous affine map such that rA(τ)([p]) =
τ(p) for all projections p ∈ A ⊗ Mk, k = 1,2, . . . , where S[1A](K0(A)) is the state space
of K0(A).
Suppose that B is another stably finite unital separable simple C∗-algebra. A map
Λ : Ell(A) → Ell(B) is said to be a homomorphism if Λ gives an order homomorphism
λ0 :K0(A) → K0(B) such that λ0([1A]) = [1B ], a homomorphism λ1 : K1(A) → K1(B), a con-
tinuous affine map λ′ρ : T (B) → T (A) such that
λ′ρ(τ )(p) = rB(τ )
(
λ0
([p]))
for all projection in A⊗Mk, k = 1,2, . . . , and for all τ ∈ T (B).
We say that such Λ is an isomorphism, if λ0 and λ1 are isomorphisms and λ′ρ is an affine
homeomorphism. In this case, there is an affine homeomorphism λρ : T (A) → T (B) such that
λ−1ρ = λ′ρ.
Theorem 2.11. (See Corollary 11.9 of [10].) Let A,B ∈ A. Then
A⊗ Z ∼= B ⊗ Z
if
Ell(A⊗ Z) = Ell(B ⊗ Z).
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The following is known.
Lemma 3.1. Let ϕ,ψ : Q → Q be two unital homomorphisms. Then they are strongly asymptot-
ically unitarily equivalent.
Proof. Since ϕ and ψ are unital, one computes that ϕ and ψ induce the same identity map
on K0(Q). Since K0(Q) is divisible and K1(Q) = {0}, one then checks that
[ϕ] = [ψ] in KK(Q,Q).
With K1(Q) = {0}, it follows from Corollary 11.2 of [8] that ϕ and ψ are strongly asymptotically
unitarily equivalent. 
Lemma 3.2. For any  > 0 and any finite subset F ⊂ Q, there exists δ > 0 and a finite subset
G ⊂ Q satisfying the following: suppose that u ∈ U(Q) and ϕ : Q → Q is a unital homomor-
phism such that
∥∥[u,ϕ(b)]∥∥< δ for all b ∈ G. (e3.3)
Then there exists a continuous path of unitaries {u(t): t ∈ [0,1]} in Q such that u(0) = u,
u(1) = 1,
∥∥[u(t), ϕ(a)]∥∥<  for all a ∈ F . (e3.4)
Moreover,
Length
({
u(t)
})
 2π.
Proof. Note that K1(Q) = {0} and Ki(Q ⊗ C(T)) ∼=Q is torsion free divisible group, i = 0,1.
One computes that
Bott(ϕ,u) = 0.
It follows from [7] that such {u(t)} exists. 
Theorem 3.3. Let X be a compact subset of [0,1] with a = inf{t : t ∈ X} and b = sup{t : t ∈ X}.
Suppose that ϕ,ψ : Q → C(X,Q) are two unital monomorphisms. Then ϕ and ψ are approx-
imately unitarily equivalent. Moreover, if πa ◦ ϕ = πa ◦ ψ (or πb ◦ ϕ = πb ◦ ψ, or both hold)
then there exists a sequence of unitaries {un} ∈ C(X,Q) such that πa(un) = 1 (or πb(un) = 1,
or πa(un) = πb(un) = 1) and
lim
n→∞ adun ◦ ϕ(x) = ψ(x) for all x ∈ Q.
Furthermore, if F ⊂ Q is a full matrix algebra as a unital C∗-subalgebra, πa ◦ϕ|F = πa ◦ψ |F
and πb ◦ ϕ|F = πb ◦ψ |F , one can find, for each  > 0, a unitary u such that
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Proof. To simplify the notation, without loss of generality, we may assume that a = 0 and b = 1.
Fix  > 0 and a finite subset F . Without loss of generality, we may assume that ‖f ‖ 1 for
all f ∈ F . Let δ > 0 and G be the finite subset required by 3.2 corresponding to  and F . Without
loss of generality, we may assume that  < δ and F ⊂ G.
Let ϕ,ψ : Q → C(X,Q) be two unital homomorphisms. Denote by πt : C(X,Q) → Q the
point-evaluation map at the point t (∈X). There is a partition:
0 = t0 < t1 < · · · < tn = 1
with ti ∈ X such that either (ti−1, ti )∩X = ∅, or
∥∥πti ◦ ϕ(b)− πt ◦ ϕ(b)∥∥< δ/16 and ∥∥πti ◦ψ(b)− πt ◦ψ(b)∥∥< δ/16 (e3.5)
for all t ∈ [ti−1, ti] ∩ X, i = 1,2, . . . , n, and all b ∈ G. Since K0(Q) = Q, [1Q] = 1 and
K1(Q) = {0}, one computes that
[πt ◦ ϕ] = [πt ◦ψ] in KK(Q,Q) for all t ∈ X.
It follows from 3.1 that there is, for each i, a unitary vi ∈ Q such that
∥∥advi ◦ πti ◦ ϕ(b)− πti ◦ψ(b)∥∥< δ/16, (e3.6)
i = 0,1, . . . , n. Put wi = ui−1u∗i if (ti−1, ti )∩X = ∅. Then, if (ti−1, ti)∩X = ∅,
w∗i
(
πti−1 ◦ ϕ(b)
)
wi ≈δ/16 ui
(
πti−1 ◦ψ(b)
)
u∗i (e3.7)
≈δ/16 ui
(
πti ◦ψ(b)
)
u∗i (e3.8)
≈δ/16 πti ◦ ϕ(b) (e3.9)
≈δ/16 πti−1 ◦ ϕ(b) (e3.10)
for all b ∈ G. It follows from 3.2 that there exists a continuous path of unitaries {wi(t):
t ∈ [ti−1, ti]} in Q such that wi(ti−1) = wi, wi(ti) = 1 and
∥∥[wi(t),π ◦ πti−1(a)]∥∥< /16 (e3.11)
for all t ∈ [ti−1, ti] ∩X and a ∈ F , i = 1,2, . . . , n. Define u(ti) = ui and (if (ti−1, ti)∩X = ∅)
u(t) = wi(t)ui for all t ∈ [ti−1, ti] ∩X. (e3.12)
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adu(t) ◦ πt ◦ ϕ(a) ≈/16 adu(t) ◦ πti ◦ ϕ(a) (e3.13)
≈/16 adui ◦ πti ◦ ϕ(a) (e3.14)
≈/16 πti ◦ψ(a) (e3.15)
≈/16 πt ◦ψ(a) (e3.16)
for all a ∈ F , where the first estimate follows from (e3.5), the second estimate follows
from (e3.11), the third follows from (e3.6) and the last one follows from (e3.5). Note that
u(t) ∈ C(X,Q). It follows that ϕ and ψ are approximately unitarily equivalent.
To prove the second part of the statement, we use what we have just proved. Let  > 0 and
F ⊂ Q be a finite subset. Let δ and G be required by 3.2 for /4 and F . Without loss of generality,
we may assume that F ⊂ G. Put 1 = min{δ/4, /4}. There exists η > 0 such that
∥∥πt ◦ ϕ(a)− πt ′ ◦ ϕ(a)∥∥< 1/2 and (e3.17)∥∥πt ◦ψ(a)− πt ′ ◦ψ(a)∥∥< 1/2 (e3.18)
for all a ∈ G, whenever |t − t ′| η and t, t ′ ∈ X.
From what we have shown, there exists a unitary w ∈ C(X,Q) such that
∥∥adw ◦ψ(a)− ϕ(a)∥∥< 1/2 for all a ∈ G.
If 0 is an isolated point in X, then we may assume that π0(w) = 1. Otherwise, let
η1 = sup
{
t : t ∈ (0, η] ∩X}.
Since π0 ◦ ϕ = π0 ◦ψ and π1 ◦ ϕ = π1 ◦ψ, we compute that
∥∥πη1(w)πη1 ◦ψ(a)− πη1 ◦ψ(a)πη1(w)∥∥< 1
for all a ∈ G. It follows from 3.2 that there exists a continuous path of unitaries {W(t):
t ∈ [0, η1]} ⊂ Q such that W(0) = 1, W(η1) = w(η1).
∥∥[W(t),ψ(x)]∥∥< /4 for all x ∈ F
and t ∈ [0,1]. Define v ∈ C(X,Q) by πt (v) = W(t) if t ∈ [0, η1] ∩ X and πt (v) = πt ◦ w for
t ∈ (η1,1] ∩X. Then v ∈ C(X,Q)
∥∥adv ◦ψ(a)− ϕ(a)∥∥< /2
for all a ∈ F and v(0) = 1. We can deploy the same argument for the end point 1. Thus we obtain
a unitary u ∈ C(X,Q) such that u(0) = 1 = u(1) and
∥∥adu ◦ψ(a)− ϕ(a)∥∥< 
for all a ∈ F .
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system of matrix unit. From the above, there is a unitary W ∈ C(X,Q) such that
∥∥W ∗ψ(ei,j )W − ϕ(ei,j )∥∥< 8k , 1 i, j  k.
One has a unitary v ∈ C(X,Q) such that
ϕ(e1,1) = v∗ψ(e1,1)v.
Define
W1 =
k∑
i=1
ψ(ei,1)vϕ(e1,i ).
Then W1 is a unitary such that
W1ψ(f )W
∗
1 = ϕ(f ) for all f ∈ F.
For any  > 0, there exists 1 > δ > 0 such that
∥∥W1(t)−W1(t ′)∥∥< /4 (e3.19)
for all t, t ′ ∈ X and |t − t ′| < δ.
Since U(ϕ(ei,i )Qϕ(ei,i )) = U0(ϕ(ei,i)Qϕ(ei,i )), it is easy to obtain a continuous path of
unitaries {v(t): t ∈ [0, δ]} ⊂ U(Q) such that
v(δ) = W1(0)∗, v(0) = 1 and u(t)πa ◦ ϕ(f ) = πa ◦ ϕ(f )u(t)
for all f ∈ F and all t ∈ [0, δ]. Define now u(t) ∈ C(X,Q) by u(t) = v(t) if t ∈ [0, δ) ∩ X and
u(t) = W1( t−δ1−δ )∗ if t ∈ [δ,1] ∩X. By (e3.19),∥∥adu ◦ψ(f )− ϕ(f )∥∥<  for all f ∈ F.
One may arrange the other end point b similarly. 
3.4. One can avoid to using Lemma 3.2 by modifying the last part of the above proof to obtain 3.3.
4. Approximate factorizations
Definition 4.1. Let X be a connected compact metric space. We say that X has the property (A),
if, for any ξ ∈ X and any δ > 0, there exist δ > δ1 > δ2 > δ3 > 0 satisfying the following: there
exists a homeomorphism χ : B(ξ, δ1) \ {ξ} → A(ξ, δ1, δ3) such that
χ |A(ξ,δ1,δ2) = idA(ξ,δ1,δ2).
Every locally Euclidean connected compact metric space has the property (A). All connected
simplicial complex has the property (A).
1918 H. Lin / Journal of Functional Analysis 258 (2010) 1909–1932Definition 4.2. Let X be a compact metric space and let k  1 be an integer. Fix ξ1, ξ2, . . . , ξn ∈ X
and fix positive integers m1,m2, . . . ,mn for which mj |k, j = 1,2, . . . , n. Denote
Dk,n = Dk(X, ξ1, ξ2, . . . , ξn,m1,m2, . . . ,mn).
Note, if n 1, Dk,n ⊂ Dk,n−1.
If X1,X2, . . . ,Xn ⊂ X are disjoint compact subsets, put
D¯k,{Xj },n = Dk(X,X1,X2, . . . ,Xn,m1,m2, . . . ,mn),
when {Xj : 1 j  n} and {mj : 1 j  n} are understood.
Let P ∈ D¯k,{Xj },n be a projection. Then f (x) · P(x) ∈ PD¯k,n,{Xj }P for all f ∈ C(X). Simi-
larly, if P ∈ Dk,n is a projection, then f (x) · P(x) ∈ PDk,nP .
Denote by Ck,{Xj },n the subalgebra
{
f · 1D¯k,n,{Xj } : f ∈ C(X)
}
.
Then Ck,n,{Xj }P is the center of PD¯k,n,{Xj }P.
Similarly, set
Ck,n =
{
f · 1Dk,n : f ∈ C(X)
}
.
Then Ck,n · P is the center of PDk,nP .
Lemma 4.3. Let X be a connected compact metric space with property (A), let ξ1, ξ2, . . . , ξn ∈ X,
let k,m1,m2, . . . ,mn  1 be integers with mj |k, j = 1,2, . . . , n. Let P ∈ Dk,n be a projection.
Then, for any  > 0, any finite subset F ⊂ PDk,nP ⊗Q, there exists a unital monomorphism
ψ : PDk,n−1P ⊗Q → PDk,nP ⊗Q
such that
idPDk,nP⊗Q ≈ ψ ◦ ı on F ,
where
ı : PDk,nP ⊗Q → PDk,n−1P ⊗Q
is the embedding (note that Dk,n ⊂ Dk,n−1).
Moreover, ψ maps (Ck,n−1P)⊗ 1Q into (Ck,nP )⊗ 1Q.
Proof. We may assume that ‖f ‖  1 for all f ∈ F . Fix  > 0 and a finite subset F ⊂
PDk,nP ⊗ Q. We may assume that P ∈ F . We may assume that ‖f ‖  1 for all f ∈ F and
F ⊂ PDk,nP ⊗Mm!, where Mm! is a unital C∗-subalgebra of Q. There is δ > 0 such that
∥∥f (x)− f (x′)∥∥< /16 for all f ∈ F ,
whenever dist(x, x′) δ.
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There are δ > δ1 > δ2 > δ3 > 0 such that there exists a homeomorphism χ : B(ξn, δ1) \ {ξn} →
A(ξn, δ1, δ3) such that χ |A(ξn,δ1,δ2) = id|A(ξn,δ1,δ2).
For each f ∈ C(X,Mk) ⊗ Q define f˜ (x) = f (x) if dist(x, ξn) > δ2, f˜ (x) = f (ξn) if
dist(x, ξn) δ3 and f˜ (x) = f (χ−1(x)) if x ∈ A(ξn, δ2, δ3). Note that, for each f ∈ F ,
‖f˜ − f ‖ < /16. (e4.20)
Moreover P˜ is also a projection. Note that, for each x ∈ X, πx(P˜Dk,mP˜ ⊗Q) ∼= Q for m 1.
There are δ3 > δ4 > δ5 > 0 such that there is a homeomorphism χ1 : B(ξn, δ3) \ {ξn} →
A(ξn, δ3, δ5) such that (χ1)|A(ξn,δ3,δ4) = id|A(ξn,δ3,δ4).
Let 0 < δ6 < δ5. There is a unital isomorphism λ : πξn(P˜Dk,n−1P˜ ⊗Q) → πξn(P˜Dk,nP˜ ⊗Q).
Note that πξn(P˜Dk,nP˜ ⊗Q) is a unital C∗-subalgebra. In particular,
(λ|
πξn (P˜Dk,nP˜⊗Q))∗0 = idK0(πξn (P˜Dk,nP˜⊗Q)). (e4.21)
Therefore, there is a unitary U0 ∈ πξn(P˜Dk,nP˜ ⊗Q) such that
adU0 ◦ λ(a) = a
for all a ∈ πξn(P˜Dk,nP˜ ⊗Mm!). To simplify the notation, we may assume that
λ(a) = a for all a ∈ πξn(P˜Dk,nP˜ ⊗Mm!). (e4.22)
On the other hand, by embedding πξn(P˜Dk,nP˜ ⊗ Q) into πξn(P˜Dk,n−1P˜ ⊗ Q) unitally, we
may view λ maps πξn(P˜Dk,n−1P˜ ⊗Q) into πξn(P˜Dk,n−1P˜ ⊗Q). Then
(ı ◦ λ)∗0 = idK0(πξn (P˜Dk,n−1P˜⊗Q)).
It then follows from 3.1, there is a continuous path of unitaries
{
u(t): t ∈ [0, δ6)
}⊂ πξn(P˜Dk,n−1P˜ ⊗Q)
such that u(0) = 1 and
lim
t→δ6
adu(t) ◦ λ(f ) = f
for all f ∈ πξn(P˜Dk,n−1P˜ ⊗Q).
Define a projection P1 ∈C(X,Mk)⊗Q as follows: P1(x)= P˜ (x)⊗1Q for all dist(x, ξn) δ4,
P1(x) = P˜ (χ−11 (x))⊗ 1Q if x ∈ A(ξn, δ4, δ5) and
P1(x) = u∗(t)
(
P˜ (ξn)⊗ 1Q
)
u(t) = P(ξn)⊗ 1Q
if dist(x, ξn) = t for 0  t  δ6, and P1(x) = P˜ (ξn) ⊗ 1Q if δ5 > dist(x, ξn)  δ6. Thus P1 =
P˜ ⊗ 1Q.
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f (x) if dist(x, ξn)  δ4, Φ(f )(x) = f (χ−11 (x)) if x ∈ A(ξn, δ4, δ5), Φ(f )(x) = f (ξn) if δ6 
dist(x, ξn) < δ5 and
Φ(f )(x) = u∗(t)λ(f )u(t)
if dist(x, ξn) = t for 0 t < δ6. It follows that
∥∥Φ(f˜ )(x)− f˜ (x)∥∥< /16 (e4.23)
for all f ∈ F and for those x ∈ X with dist(x, ξn) δ6.
Define a continuous map Γ : B(ξn, δ5) → [0, δ5] by Γ (x) = dist(x, ξn) for x ∈ B(ξn, δ5).
Put Y = Γ (B(ξn, δ6)) and Y1 = Γ (B(ξn, δ5)). Define a projection P0 ∈ C(Y,πξn(P1(Dk,n−1 ⊗
Q)P1)) by
P0(t) = u∗(t)
(
P˜ (ξn)⊗ 1Q
)
u(t).
We note that P0(t) = P˜ (ξn)⊗ 1Q for all t ∈ Y.
Define ψ0 : πξn(P˜Dk,nP˜ ⊗Q) → C(Y,P1(ξn)Mk(Q)P1(ξn)) (∼= C(Y,Q)) by
ψ0(a)(t) = a
for all a ∈ πξn(P˜Dk,nP˜ ⊗Q). Define ψ1 : πξn(P˜Dk,nP˜ ⊗Q) → C(Y,P1(ξn)Mk(Q)P1(ξn)) by
ψ1(a)(t) = u∗(t)λ(a)u(t)
for a ∈ πξn(P˜Dk,nP˜ ⊗Q), t ∈ Y \{1} and ψ(a)(δ6) = a for all a ∈ πξn(P˜Dk,nP˜ ⊗Q). It follows
from 3.3 that there exists a unitary
U1 ∈ C
(
Y,P1(ξn)Mk(Q)P1(ξn)
)
such that U1(0) = U1(δ6) = P1(ξn) and
(U1)
∗ψ1U1 ≈/16 ψ0 on
{
f (ξn): f ∈ F
}
. (e4.24)
Put U2 = U1 + (1Mk(Q) − P1(ξn)). Let U3 ∈ C(X,Mk(Q)) be defined by U3(x) = 1 if
dist(x, ξn) δ6 and U3(x) = U2(t) if dist(x, ξn) = t for t ∈ [0, δ6).
We have, by (e4.23),
∥∥U∗3 (x)Φ˜(f˜ )U3(t)− f˜ (x)∥∥< /16 (e4.25)
for all f ∈ F and x ∈ X with dist(x, ξn) δ6, and, by (e4.24),
∥∥U∗3 (x)Φ(f˜ )U3(x)− f˜ (x)∥∥< /16 (e4.26)
for all f ∈ F and x ∈ X with dist(x, ξn) < δ6.
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‖P − P˜ ‖ < /16.
There is a unitary U ′4 ∈ C(X,Mk) such that
∥∥U ′4 − 1∥∥< √2/16
and
(
U ′4
)∗
P˜U ′4 = P
(see Lemma 6.2.1 of [12] for example). Then U ′4(x) = P(x) if dist(x, ξn)  δ3 and U ′4(ξn) =
P(ξn). Define U4 = (1C(X,Mk)⊗Q − 1C(X,Mk))+U ′′4 ∈ C(X,Mk)⊗ 1Q.
Define ψ : PDk,n−1P ⊗Q → PDk,nP ⊗Q by
ψ(f ) = adU4U3 ◦Φ(f ) for all f ∈ PDk,n−1P ⊗Q.
Now we estimate (by applying (e4.25) and (e4.26)) that
∥∥f −ψ(f )∥∥ ‖f − f˜ ‖ + ∥∥f˜ −ψ(f˜ )∥∥ (e4.27)
< /16 + √2/16 + ∥∥f˜ −U∗3 Φ(f˜ )U3∥∥ (e4.28)
<
(1 + √2)
16
+ 2/16 <  (e4.29)
for all f ∈ F . Note that ψ is a unital monomorphism.
This proves the first part of the lemma. The last part follows from the construction that ψ maps
(Ck,n−1P)⊗ 1Q into (Ck,nP )⊗ 1Q. 
Lemma 4.4. Let X be a connected compact metric space with property (A), let ξ1, ξ2, . . . , ξn ∈ X,
let k,m1,m2, . . . ,mn  1 be integers with mj |k, j = 1,2, . . . , n. Let P ∈ Dk(X, ξ1, ξ2, . . . , ξn,
m1,m2, . . . ,mn) be a projection. Then, for any  > 0, any finite subset F ⊂ PC(X,Mk)P ⊗Q,
there exists a unital monomorphism
ψ : PC(X,Mk)P ⊗Q → PDk,nP ⊗Q
such that
idPDk,nP⊗Q ≈ ψ ◦ ı on F ,
where
ı : PDk,nP ⊗Q → PC(X,Mk)P ⊗Q
is the embedding.
Moreover, ψ maps (C(X) · P)⊗ 1Q into (Ck,nP )⊗ 1Q.
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Suppose that the lemma holds for integers 1 nN. Denote by Dk,l = Dk(X, ξ1, ξ2, . . . , ξl,
m1,m2, . . . ,ml), l = 1,2, . . . .
Let  > 0, let F ⊂ PC(X,Mk)P ⊗ Q and let F ⊂ Q be a unital finite dimensional C∗-
subalgebra. By the inductive assumption, there exists a unital monomorphism
ψ1 : PC(X,Mk)P ⊗Q → PDk,NP ⊗Q such that
∥∥ψ1(f )− f ∥∥< /2 (e4.30)
for all f ∈ F . Moreover there exists a unital finite dimensional C∗-subalgebra F0 ⊂ Q such that
ψ1
(
PC(X,Mk)P ⊗ F
)⊂ C′F .
By Lemma 4.3, there exists a unital monomorphism ψ2 : PDk,NP ⊗ Q → PDk,N+1P ⊗ Q
such that
∥∥ψ2(f )− f ∥∥< /2 (e4.31)
for all f ∈ W ∗1 ψ1(F)W1 and a unital finite dimensional C∗-subalgebra F1 ∈ Q such that
ψ2(PDk,NP ⊗ F0) ⊂ CF0 .
Define ψ : PC(X,Mk)P ⊗Q → PDk,N+1P ⊗Q by ψ = adW ∗1 ◦ψ2 ◦ adW1 ◦ψ1. Then
∥∥ψ(f )− f ∥∥= ∥∥W1ψ2(W ∗1 ψ1(f )W1)W ∗1 − f ∥∥ (e4.32)

∥∥W1ψ2(W ∗1 ψ1(f )W1)W ∗1 −ψ1(f )∥∥+ ∥∥ψ1(f )− f ∥∥ (e4.33)

∥∥ψ2(W ∗1 ψ1(f )W1)−W ∗1 ψ1(f )W1∥∥+ /2 < /2 + /2 =  (e4.34)
for all f ∈ F .
Moreover, by 4.3, ψ maps (C(X) · P) ⊗ 1Q into (Dk,nP ) ⊗ 1Q. This completes the induc-
tion. 
Lemma 4.5. Let X be a connected compact metric space with property (A), let X1,X2,
. . . ,Xn ⊂ X be compact subsets, let k,m1,m2, . . . ,mn  1 be integers with mj |k, j =
1,2, . . . , n. Let P ∈ D¯k,{Xj },n = D¯k(X,X1,X2, . . . ,Xn,m1,m2, . . . ,mn) be a projection.
Then, for any  > 0, any finite subset F ⊂ PC(X,Mk)P ⊗Q, there exists a unital monomor-
phism
ψ : PC(X,Mk)P ⊗Q → PD¯k,{Xj },nP ⊗Q
such that
idPD¯k,{Xj },nP⊗Q ≈ ψ ◦ ı on F ,
where
H. Lin / Journal of Functional Analysis 258 (2010) 1909–1932 1923ı : PD¯k,{Xj },nP ⊗Q → PC(X,Mk)P ⊗Q
is the embedding.
Moreover, ψ maps (C(X) · P)⊗ 1Q into (Ck,{Xj },nP )⊗ 1Q.
Furthermore, if F ⊂ Q is a unital finite dimensional C∗-subalgebra, we may choose ψ so that
there exists another unital finite dimensional C∗-subalgebra F1 ⊂ Q and a unital C∗-subalgebra
CF ⊂ PDk,nP ⊗Q
such that
ψ
(
PC(X,Mk)P ⊗ F
)⊂ CF
and there is a unitary W ∈ M2(P D¯k,{Xj },nP ⊗Q) such that
W ∗CFW = P1M2(P D¯k,{Xj },nP ⊗ F1)P1
for some projection P1 ∈ M2(P D¯k,{Xj },nP ⊗ F1).
Proof. Let {ξi : i = 1,2, . . .} be a dense sequence of Xn. Put
D
k,{Xj }n−1j=1,{ξi },l = D¯k(X,X1,X2, . . . ,Xn−1, ξ1, ξ2, . . . , ξl,m1,m2, . . . ,ml−1,
l︷ ︸︸ ︷
mn,mn, . . . ,mn ).
Note that PD
k,{Xj }n−1j=1,{ξi },l+1P ⊂ PDk,{Xj }n−1j=1,{ξi },lP and
∞⋂
l=1
PD
k,{Xj }n−1j=1,{ξi },lP = PD¯k,{Xj },nP .
Let  > 0 and let a finite subset F ⊂ PD¯
k,{Xj }n−1j=1,n−1P ⊗Q be given.
Let {F0,m} be an increasing sequence of finite subsets of PD¯k,{Xj }n−1j=1,n−1P ⊗ Q whose
union is dense in PD¯
k,{Xj }n−1j=1,n−1P ⊗ Q. Let {F∞,m} be an increasing sequence of finite
subsets of PD¯k,{Xj }nj=1,nP ⊗ Q whose union is dense in PD¯k,{Xj }nj=1,nP ⊗ Q. Let {Fl,m} be
an increasing sequence of finite subsets of PD
k,{Xj }n−1j=1,{ξi },lP ⊗ Q whose union is dense in
PD
k,{Xj }n−1j=1,{ξi },lP ⊗Q. By replacing Fj,m by
⋃
sj Fs,m, we may assume that Fj+1,m ⊂ Fj,m,
j = 0,1,2, . . . , and F∞,m ⊂ Fj,m, j = 1,2, . . . . Let {n} be a sequence of decreasing positive
numbers such that
∑∞
n=1 n < /2. We may also assume that F = F0,1.
By applying 4.4, one obtains, for each l, a unital monomorphism ψl : PDk,{Xj }n−1j=1,{ξi },l−1P ⊗
Q → PD
k,{Xj }n−1j=1,{ξi },lP ⊗Q which maps Ck,{Xj }n−1j=1,{ξi },l−1 · P into Ck,{Xj }n−1j=1,{ξi },lP such that
idPD
k,{Xj }n−1j=1,{ξi },l
P⊗Q ≈l/2 ψn ◦ ı on Gl−1,l , (e4.35)
where G0,1 = F0,1 = F and Gl−1,l = Fl−1,l ∪ψl−1(Gl−1,l), l = 2,3, . . . .
1924 H. Lin / Journal of Functional Analysis 258 (2010) 1909–1932Define A = liml→∞(PDk,{Xj }n−1j=1,{ξi },l−1P ⊗Q,ψl). We claim that A ∼= PD¯k,{Xj },nP ⊗Q.
Put Bl = PDk,{Xj }n−1j=1,{ξi },l−1P ⊗ Q, l = 1,2, . . . , and put C = C(X,Mk) ⊗ Q. Note that
B1 = PD¯k,{Xj }n−1j=1,n−1P ⊗Q.
Consider the following diagram:
B1
ψ1
ı
B2
ψ2
ı
B3
ψ3
ı
· · · A
C
id
C
id
C
id · · · C
It follows from (e4.35) that the diagram is one-sided approximately intertwining. Therefore, by
an argument of Elliott (see Theorem 1.10.4 of [5], for example) there exists a homomorphism
Φ : A → C = C(X,Mk)⊗Q such that
Φ ◦ψl,∞ ≈∑∞
j=l l ı on Gl−1,l and (e4.36)
Φ ◦ψl,∞(b) = lim
s→∞ ı ◦ψl,s(b) (e4.37)
for all b ∈ Bl−1. Combining (e4.35) and (e4.37), we conclude that
dist
(
Φ ◦ψl,∞(b),Cl
)= 0 (e4.38)
for all b ∈ Bl. Since Cm ⊂ Cl, if m l, we conclude that
dist
(
Φ ◦ψm,∞(b),Cl
)= 0 (e4.39)
for all b ∈ Cm, m = l, l + 1, . . . . It follows that
dist
(
Φ(A),Cl
)= 0 for all l. (e4.40)
Therefore
Φ(A) ⊂
∞⋂
l=1
Cl = PDk,{Xj },nP ⊗Q. (e4.41)
Put D = PDk,{Xj },nP ⊗ Q. Then ı : D → Bl for each l. Thus, as above, we obtain the fol-
lowing one-sided approximately intertwining:
D
id
ı
D
id
ı
D
id
ı
· · · D
B1
ψ1
B2
ψ2
B3
ψ3 · · · A
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J (d) = lim
l→∞ψl,∞ ◦ ı(d) (e4.42)
for all d ∈ D. We then compute (by (e4.37) and (e4.35)) that
Φ ◦ J = idD. (e4.43)
This, in particular, implies that Φ maps A onto D. We then conclude that Φ gives an isomorphism
from A to D and Φ−1 = J.
Put Ψ = Φ ◦ψ1,∞ : PDk,{Xj }n−1j=1,n−1P ⊗Q → D. Then, by (e4.36), we have
idD ≈/2 Ψ ◦ ı on F = F0,1. (e4.44)
Moreover, Ψ is a unital monomorphism. Furthermore, we also note that Ψ maps
C
k,{Xj }n−1j=1,n−1P ⊗ 1Q into Ck,{Xj },nP ⊗ 1Q.
We now use the induction. The same argument used in the proof of 4.4 proves that there exists
a unital monomorphism ψ : PC(X,Mk)P ⊗Q → PDk,{Xj },nP ⊗Q such that
idD ≈ ψ ◦ ı on F (e4.45)
and ψ maps (C(X,Mk) ·P)⊗ 1Q into (Ck,{Xj },n ·P)⊗ 1Q. This proves the first two parts of the
statement.
To prove the last part of the statement, let F0 ⊂ Q be a unital finite dimensional C∗-
subalgebra. We may assume, without loss of generality, that F0 ⊂ Mm!. We may also assume
that m > 2(dim(X) + 1) and 2(rank(P ) × m! − dim(X))  rank(P ) × m!. Put r = rank(P ) ×
m! − dim(X). There is a system of matrix units {ei,j }ri,j=1 ⊂ PC(X,Mk)P ⊗ Mm! such that
ei,i is a rank one trivial projections and
P ⊗ 1Mm! = q0 ⊕
r∑
i=1
ei,i ,
where q0 is a projection of rank dim(X). Let E be the C∗-subalgebra generated by (C(X) ·
P ⊗ 1Mm!) · e1,1 and {ei,j : 1 i, j  r}. There is a projection q00 ∈ E with rank dim(X) and a
unitary w0 ∈ PC(X,Mk)P ⊗Mm! such that
w∗0q00w0 = q0.
It follows that there exists a projection P1 ∈ M2(E) and a unitary W0 ∈ M2(PC(X,Mk)P ⊗
Mm!) such that
W ∗0 P1M2(E)P1W0 = PC(X,Mk)P ⊗Mm!. (e4.46)
For any δ > 0, there is an integer N m such that
dist
(
ψ(ei,j ),D ⊗MN !
)
< δ
1926 H. Lin / Journal of Functional Analysis 258 (2010) 1909–1932for some integer N  m, 1  i, j  r. It follows from Lemma 2.5.10 of [5] that, by choosing
small δ, there exists a unitary W1 ∈ D ⊗MN ! such that
‖W1 − 1‖ < /2 and W ∗1 ψ(ei,j )W1 ⊂ D ⊗MN !, i, j = 1,2, . . . , r.
Since ψ(C(X) · P ⊗ 1Q) is in the center of D ⊗Q,
ψ
(
fW ∗1 ei,jW1
)= ψ(f )ψ(W1)∗ψ(ei,j )ψ(W1) (e4.47)
= ψ(W1)∗ψ(f )ψ(ei,j )ψ(W1) = ψ(W1)∗ψ(f ei,j )ψ(W1) (e4.48)
for all f ∈ C(X) · P ⊗ 1Q and 1 i, j  r. It follows that
ψ(W1)
∗ψ(E)ψ(W1) ⊂ PDk,{Xj },nP ⊗MN !.
Put P2 = (ψ ⊗ idM2)(P1). Then P2 ∈ M2(PDk,{Xj },nP ⊗ MN !). Define W3 =
(ψ(W1) 0
0 ψ(W1)
)
.
By (e4.46),
ψ
(
PC(X,Mk)P ⊗Mm!
)
= (ψ ⊗ idM2)
(
PC(X,Mk)P ⊗Mm!
) (e4.49)
= (ψ ⊗ idM2)
(
W ∗0 P1M2(E)P1W0
) (e4.50)
= (ψ ⊗ idM2)(W0)∗
(
P2M2
(
ψ(E)
)
P2
)
(ψ ⊗ idM2)(W0) (e4.51)
= (ψ ⊗ idM2)(W0)∗
(
W3
(
W ∗3 P2M2
(
ψ(E)
)
P2W3
)
W ∗3
)
(ψ ⊗ idM2)(W0) (e4.52)
⊂ ψ ⊗ idM2(W0)∗
(
W3
(
P2M2(PDk,{Xj },nP ⊗MN !)P2
)
W ∗3
)
(ψ ⊗ idM2)(W0). (e4.53)
Put W = W ∗3 (ψ ⊗ idM2(W0)). 
5. The main results
Theorem 5.1. Let A = limn→∞(An,ϕn) be a unital simple inductive limit of generalized dimen-
sion drop algebras. Then TR(A⊗Q) 1.
Proof. Write Q =⋃∞n=1 Fn, where each Fn is a unital simple finite dimensional C∗-subalgebras
and Fn ⊂ Fn+1, n = 1,2, . . . . Let Φn = ϕn ⊗ idQ : An ⊗Q → An+1 ⊗Q, n = 1,2, . . . . Write
An =
m(n)⊕
j=1
Pn,jD
(
Xn,j , r(n, j)
)
Pn,j ,
where Xn,j is a connected compact metric space with finite dimension and with property (A),
r(n, j) 1 is an integer,
D
(
Xn,j , r(n, j)
)= D¯r(n,j)(Xn,j , r(n, j), Yn,j,1, , . . . , Yn,j,d(n,j),mn,j,1, . . . ,mn,j,d(n,j)),
H. Lin / Journal of Functional Analysis 258 (2010) 1909–1932 1927Yn,j,1, Yn,j,2, . . . , Yn,j,d(n,j) are disjoint compact subsets of Xn,j and Pn,j ∈ D(Xn,j , r(n, j)) is
a projection, n = 1,2, . . . . Define
Bn =
m(n)⊕
j=1
Pn,jC(Xn,j ,Mr(n,j))Pn,j ,
n = 1,2, . . . . Denote by ın : An → Bn the embedding. Denote
dn = max
{
dim(Xn,j ): 1 j m(n)
}
.
Let {Fn} be an increasing sequence of finite subsets of A ⊗ Q for which Fn ⊂ Φn,∞(An ⊗ Q),
n = 1,2, . . . , and ⋃∞n=1 Fn is dense in A ⊗ Q. Let Gn ⊂ An ⊗ Q be a finite subset such that
Φn,∞(Gn) = Fn, n = 1,2, . . . . Without loss of generality, we may assume that Gn ⊂ An ⊗ Fn,
n = 1,2, . . . . Let {n} be a sequence of decreasing positive numbers such that ∑∞n=1 n < 1/2.
It follows from 4.5 that there exists a unital monomorphism Ψ1 : B1 ⊗Q → A1 ⊗Q such that
Ψ1 ◦ ı1 ≈1 idA1⊗Q on G1. (e5.54)
Moreover, by 4.5, there exists a unital finite dimensional C∗-subalgebra E1,1 ⊂ Q, a unital C∗-
subalgebra CF1 ⊂ A1 ⊗ Q, a projection P1 ∈ M2(A1 ⊗ E1,1) and a unitary W1 ∈ M2(A1 ⊗ Q)
such that
Ψ1(B1 ⊗ F1) ⊂ CF1 and W ∗1 CF1W1 = P1M2(A1 ⊗E1,1)P1.
Put U1 = 1B1 and C1 = B1 ⊗F1. Define θ1 = Φ1 ◦Ψ1 : B1 ⊗Q → A2 ⊗Q. Suppose that {S1,k} is
an increasing sequence of finite subsets of B1 ⊗ Q such that ⋃∞k=1 S1,k is dense in B1 ⊗ Q. We
may assume that
S1,k ⊂
m(1)⊕
j=1
P1,jC(X1,j ,Mr(1,j))P1,j ⊗ Fk.
Define S1 = S1,1 ∪ ı1(G1) and G′2 = G2 ∪ θ1(S1). To simplify the notation, we may assume,
without loss of generality, that there exists a finite subset G′′2 ⊂ A2 ⊗ F2 such that
G′2 ⊂2/2 G′′2 .
By applying 4.5, there exists a unital monomorphism Ψ2 : B2 ⊗Q → A2 ⊗Q such that
Ψ2 ◦ ı2 ≈2 idB2 on G′2 ∪ G′′2 . (e5.55)
Moreover, by 4.5, there exists a unital finite dimensional C∗-subalgebra E2,1 ⊂ Q, a unital C∗-
subalgebra CF2 ⊂ A2 ⊗ Q, a projection P2 ∈ M2(A2 ⊗ E2,1) and a unitary W2 ∈ M2(P2(A2 ⊗
Q)P2) such that
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W ∗2 CF2W2 = P2M2(A2 ⊗E2,1)P2. (e5.57)
Define ψ1 = ı2 ◦Φ1 ◦Ψ1 : B1 ⊗Q → B2 ⊗Q. Define θ2 = Φ2 ◦Ψ2. We have
ı2 ◦ θ1 = ψ1. (e5.58)
Also, by (e5.54) and (e5.55), we have
θ1 ◦ ı1 ≈1 Φ1 on G1 and (e5.59)
θ2 ◦ ı2 ≈2 Φ2 on G′2 ∪ G′′2 . (e5.60)
Let {S2,k} be an increasing sequence of finite subsets of B2 ⊗ Q such that its union is dense
in B2 ⊗Q. We may assume that
ψ1(S1,2), ı2
(G′2 ∪ G′′2 )⊂3/2 S2,2. (e5.61)
We may also assume that (Φ1 ⊗ idM2)(W ∗1 )S2,k(Φ1 ⊗ idM2)(W1) ⊂ (Φ1 ⊗ idM2)(P1)M2(B2 ⊗
E2,k)(Φ1 ⊗ idM2)(P1), where {E2,k} is an increasing sequence of finite dimensional C∗-
subalgebras of Q whose union is dense in Q. We assume that E1,1 ⊂ E2,2 and E2,2 is simple
and
d32
rank(E2,2)
< 1/22.
Define C2 = W1(Φ1 ⊗ idM2)(P1)M2(B2 ⊗ E2,2)(Φ1 ⊗ idM2)(P1)W ∗1 ⊂ B2 ⊗ Q. Define
U2 = W ∗1 . Then C2 = U∗2 (Φ1 ⊗ idM2)(P1)M2(B2 ⊗ E2,2)(Φ1 ⊗ idM2)(P1)U2. Moreover,
ψ1(C1) ⊂ C2. Define S2 = S2,2 ∪ ı2(G′2) ⊂ C2 and G′3 = G3 ∪ θ2(S2). We may assume that
there is a finite subset G′′3 ⊂ A3 ⊗ F3 such that G′3 ⊂3/2 G′′3 .
We will use induction. Suppose that unital monomorphism Ψn : Bn ⊗ Q → An ⊗ Q, ψn =
ın+1 ◦Φn ◦Ψn : Bn ⊗Q → Bn+1 ⊗Q, θn = Ψn ◦Φn : Bn ⊗Q → An+1 ⊗Q (n = 1,2, . . . ,N ),
a unital finite dimensional C∗-subalgebra En,1 ⊂ Q (n = 1,2, . . . ,N − 1), a projection Pn ∈
M2(An ⊗ En,1) and a unitary Wn ∈ M2(An ⊗ En,1) (n = 1,2, . . . ,N ) have been constructed
such that
θn ◦ ın ≈n Φn on G′n ∪ G′′n, (e5.62)
ψn = ın+1 ◦ θn, (e5.63)
W ∗nΨn(Bn ⊗En−1,n−1)Wn ⊂ PnM2(An ⊗En,1)Pn, (e5.64)
where {En,k} is an increasing sequence of unital finite dimensional C∗-subalgebras of Q whose
union is dense in Q, with En−1,n−1 ⊂ En,1, En,n is a full matrix algebra and
d3n < 1/2n, (e5.65)
rank(En,n)
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in Bn ⊗Q,
n−1⋃
j=1
ψj,n−1(Sj,n)∪ ın
(G′n ∪ G′′n)⊂n+1/2 Sn,n, (e5.66)
UnSn,kU∗n ⊂ P (n−1)M2n−1(Bn ⊗En,k)P (n−1), (e5.67)
where Un = (Φn−1 ⊗ idM2n−1 )(W ∗n−1 ⊗1M2)ψ
(n−1)
n−1 (Un−1), n = 3,4, . . . ,N +1, where P (n−1) ∈
M2n−1(Bn ⊗En,n) with
U∗nP (n−1)Un = 1Bn⊗Q = 1Bn⊗En,n ,
where G′n+1 = Gn+1 ∪ θn(Sn), G′n+1 ⊂n+1/2 G′′n+1, G′′n+1 ⊂ An+1 ⊗ Fn+1 is a finite subset, n =
1,2, . . . ,N + 1 (with G′1 = G1), where ψ(i)n = ψn ⊗ idM2i , i = 1,2, . . . .
Furthermore, Cn = U∗nP (n−1)M2n−1(Bn ⊗ En,n)P (n−1)Un and ψn−1(Cn−1) ⊂ Cn, n =
2,3, . . . ,N + 1. By applying 4.5, we obtain a unital monomorphism ΨN+1 : BN+1 ⊗ Q →
AN+1 ⊗Q such that
ΨN+1 ◦ ıN+1 ≈N+1 idBN+1 on G′N+1 ∪ G′′N+1. (e5.68)
Moreover, there exists a unital finite dimensional C∗-subalgebra EN+1,1 ⊂ Q, a projection
PN+1 ∈ M2(AN+1 ⊗EN+1,1) and a unitary WN+1 ∈ M2(AN+1 ⊗EN+1,1) such that
W ∗N+1
(
ΨN+1(BN+1 ⊗EN+1,N+1)
)
WN+1 ⊂ PN+1M2(AN+1 ⊗EN+1,1)PN+1. (e5.69)
Define θN+1 = ΦN+1 ◦ ΨN+1 : BN+1 ⊗ Q → AN+2 ⊗ Q and ψN+1 = ıN+2 ◦ θN+1 : BN+1 ⊗
Q → BN+2 ⊗Q. Then, by (e5.62)
θN+1 ◦ ıN+1 ≈N+1 ΦN+1 on G′N+1. (e5.70)
Let {EN+1,k} be an increasing sequence of unital finite dimensional C∗-subalgebras of Q
whose union is dense in Q and EN,N ⊂ EN+1,1, EN+1,N+1 is a full matrix algebra with
dN+1
rank(EN+1,N+1)
< 1/2N+1. (e5.71)
Let {SN+1,k} be an increasing sequence of finite subsets of BN+1 ⊗ Q whose union is dense
in BN+1 ⊗Q. We may assume that
N⋃
j=1
ψj,N(Sj,n)∪ ın
(G′n ∪ G′′n)⊂N+1/2 SN+1,N+1.
Since U∗N+1P (N)UN+1 = 1BN+1⊗1Q, we may further assume that
UN+1SN+1,kU∗ ⊂ (ΦN+1 ⊗ idM )
(
P (N)
)
M2(BN+1 ⊗EN+1,k)(ΦN+1 ⊗ idM )
(
P (N)
)
.N+1 2 2
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(N+1)
N+1 (UN+1). Put U¯N+i = (ψN+i ⊗
idM2)(UN+i ), i = 1,2, and Φ(i)m = Φm ⊗ idM2i ,m, i = 1,2, . . . , and P¯ (N) = ψ
(N)
N+1(P (N)). Then
(using (e5.64))
ψN+1(CN+1)
= ψ(N)N+1
(
U∗N+1P (N)M2N (BN+1 ⊗EN+1,N+1)P (N)UN+1
)
= U¯∗N+1P¯ (N)ψ(N)N+1
(
M2N (BN+1 ⊗EN+1,N+1)
)
P¯ (N)U¯N+1
⊂ U¯∗N+1P¯ (N)M2N
(
Φ
(2)
N+1(WN+1PN+1)M2(BN+2 ⊗EN+2,N+2)Φ(2)N+1
(
PN+1W ∗N+1
))
× P¯ (N)U¯N+1
Note that Φ(2)N+1(WN+1PN+1W ∗N+1) has the form
(1BN+2 ⊗ 1EN+2,N+2 0
0 0
)
.
Therefore
P¯ (N)Φ
(2)
N+1
(
WN+1PN+1W ∗N+1
)⊗ 1M2N = P¯ (N). (e5.72)
Put
W¯N+1 = Φ(N+1)N+1 (WN+1 ⊗ 1M2N ) and P (N+1) = W¯ ∗N+1P¯ (N)W¯N+1. (e5.73)
One has
U∗N+2P (N+1)UN+2 = ψ(N+1)N+1 (UN+1)∗W¯N+1P (N+1)W¯ ∗N+1ψ(N+1)N+1 (UN+1) (e5.74)
= ψ(N+1)N+1 (UN+1)∗P¯ (N)ψ(N+1)N+1 (UN+1)∗ (e5.75)
= ψ(N+1)N+1
(
U∗N+1P (N)UN+1
)= ψ(N+1)N+1 (1BN+1⊗Q) = 1BN+2⊗Q. (e5.76)
It follows that (see (e5.73))
ψN+1(CN+1) (e5.77)
⊂ U¯∗N+1P¯ (N)W¯N+1M2N+1(BN+2 ⊗EN+2,N+2)W¯ ∗N+1P¯ (N)U¯N+1 (e5.78)
= U¯∗N+1W¯N+1P (N+1)M2N+1(BN+2 ⊗EN+2,N+2)P (N+1)W¯ ∗N+1U¯N+1 (e5.79)
= U∗N+2P (N+1)M2N+2(BN+2 ⊗EN+2,N+2)P (N+1)UN+2. (e5.80)
Define
CN+1 = U∗ P (N+1)M2N+2(BN+2 ⊗EN+2,N+2)P (N+1)UN+2.N+2
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ψN+1(CN+1) ⊂ CN+2.
Put En = An⊗Q and B ′n = Bn⊗Q and define C = limn→∞(B ′n,ψn). It follows from (e5.62)
and (e5.63) that the following diagram
E1
Φ1
ı1
E2
Φ2
ı2
E3
Φ3
ı3
· · ·
B ′1
ψ1
θ1
B ′2
ψ2
θ2
B ′3 · · ·
is approximately intertwining in the sense of Elliott. It follows that A ⊗ Q ∼= C. In particular,
C is a unital simple C∗-algebra.
By (e5.67),
Sn,n ⊂ Cn, n = 1,2, . . . .
It follows from this and (e5.66) that
∞⋃
n=1
ψn,∞(Cn) = C.
Thus
C = lim
n→∞
(
Cn, (ψn)|Cn
)
.
It follows from (e5.65) that C is a unital simple AH-algebra with very slow dimension growth. It
follows from a theorem of Guihua Gong (see Theorem 2.5 of [6]) that TR(C) 1. 
Now we are ready to prove Theorem 1.3.
5.2. The proof of Theorem 1.3:
Proof. It follows from 5.1 that A,B ∈ A. Thus the theorem follows from 2.11 (see [10]). 
5.3. A unital simple inductive limit of generalized dimension drop algebra A is said to have no
dimension growth, if A = limn→∞(An,ϕn), where
An =
m(n)⊕
j=1
Pn,j D¯n,jPn,j ,
D¯n,j = Dk(n)(Xn,j , Yn,1, Yn,2, . . . , Yn,s(n,j),mn,1,mn,2, . . . ,mn,s(n,j)),
1932 H. Lin / Journal of Functional Analysis 258 (2010) 1909–1932Xn,j is a finite dimensional connected compact metric space with property (A), {Yn,i : 1 
i  s(n, j)} is a collection of finitely many disjoint compact subsets of Xn,j , Pn,j ∈ D¯n,j is
a projection and {dim(Xn,j )} is bounded.
5.4. The proof of Theorem 1.4:
Proof. By [17], ASH-algebras with no dimension growth are of finite decomposition rank. It
follows from another recent result of W. Winter [19] that A and B are Z-stable. Therefore the
theorem follows from 1.3 immediately. 
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