We consider the problem of estimating parameters and unobserved trajectories in nonlinear ordinary differential equations (ODEs) from noisy and partially observed data. We focus on a class of statespace models defined from the integration of the differential equation in the evolution equation. Within a Bayesian framework, we derive a nonsequential estimation procedure that infers the parameters and the initial condition of the ODE, taking into account that both are required to fully characterize the solution of the ODE. This point of view, new in the context of state-space models, modifies the learning problem. To evaluate the relevance of this approach, we use an Adaptive Importance Sampling in a population Monte Carlo scheme to approximate the posterior probability distribution. We compare this approach to recursive estimation via Unscented Kalman Filtering on two reverse-modeling problems in systems biology. On both problems, our method improves on classical smoothing methods used in state space models for the estimation of unobserved trajectories.
Introduction

Context
In recent years, there has been a growing interest in identifying complex dynamical systems in biochemistry and biology [15] . In this context, Ordinary Differential Equations (ODEs) have been widely studied for analyzing the dynamics of gene regulatory and signaling networks [11, 14] . They also appear as good candidates for the reverse-modeling task. In the present work, we consider the problem of estimating parameters and unobserved trajectories in differential equations from experimental data. Nowadays, parameter estimation in differential equations is still considered as a challenging problem when the dynamical system is only partially observed through noisy measurements and exhibit nonlinear dynamics. This is usually the case in reverse-modeling of regulatory and signaling networks [2, 16] . Some approaches address the estimation problem based on a Bayesian estimation of state-space models that integrate the ODE in the evolution equation. This framework has shown to be relevant in producing efficient algorithms [20, 16, 21] . However, they suffer from two drawbacks: first they largely neglect the role of the initial condition and second, they assume the gaussianity of the posterior probability distribution of the parameters. In the present work, we are mainly interested in eliminating the first drawback by taking into account that the initial condition is a key parameter of the ODE solution. This means that we search the system parameters and the initial conditions that fit the observed data and also provide a proper solution to the ODE. Then, as a secondary contribution, we also also improve the Bayesian approach derived in [16] and in [21] by a better approximation of the posterior probability distribution.
Strategy
We first define the estimation task by introducing into the equations the flow of the ordinary differential equation. The flow of an ODE puts emphasis on the sensitivity of its solution with respect to the initial conditions. Then, we use an augmented approach that encapsulates the initial conditions and the ODEs parameters into the same augmented initial condition vector. Within this framework, the deterministic nature of the hidden process provides a non-recursive definition of hidden states from the augmented initial condition, with an integration of the ODE in the whole time interval of observation.
At this stage, we propose to address the problem with a Bayesian approach, searching for the posterior probability distribution of the augmented initial condition. The solutions previously proposed for recursive estimation in the case of nonlinear systems are based on nonlinear extensions of Kalman filtering and smoothing. We notice that procedures like Unscented Transform methods used for computing the posterior probability of the states make a strong assumption about the Gaussianity of the posterior distribution. Whereas particle filters do not make this assumptions, they do not deal correctly with deterministic processes as pointed out by the work of [13] .
The idea of approximating the posterior probability by a weighted sample is computationally attractive while being a versatile approach adapted to a large variety of distributions. With respect to these considerations, we investigate the use of Monte-Carlo methods [9] for the approximation of the posterior distribution by a weighted sample built from an iterative importance sampling resampling scheme. As recently shown by [7] and [3] , this approach consists in an adaptive selection of the importance distribution, which is crucial in highdimensional sampling. The updating mechanism of the importance distribution consists in moving the population with a transition kernel (D-kernel [7] ). The non-recursive estimation of the augmented initial condition is applied on two typical systems biology models: the α-pinene network [19] and the Repressilator network ( [8] ).
The paper is organized as follows. In section 2, we introduce the new setting of parameter estimation in terms of augmented initial condition estimation and exploit it in the context of Bayesian estimation. In section 3, we recall the main features of Population Monte-Carlo schemes and focus on an adaptive algorithm that corrects the importance distribution. Section 4 is devoted to numerical experiments. Finally, we draw a conclusion and perspectives to this work in the section 5.
2 The initial condition learning problem
Flow of an ODE and statistical modeling
We consider a biological dynamical system, for instance a gene regulatory network, modeled by the following ordinary differential equation: 
x 0 ) is the solution to (1) starting from x 0 . Hence, the flow puts emphasis on the sensitivity of a solution of (1) with respect to the initial conditions. It can also be seen as a map defined in the phase space that shows how the points are transported by the vector field. Now, let us introduce N noisy measurements, y n ∈ R m , n = 0...N − 1, that are acquired from a smooth observation function h :
where the noise ǫ n is supposed to be Gaussian and homoscedastic. If we want to fully identify the ODE, we must estimate both the parameter θ and the initial condition x(0) so that the solution φθ(·,x 0 ) of the system fits the observations y 0:N −1 = (y 0 , . . . , y N −1 ). The estimation of ODE parameters by classical approaches (such as least squares [12] ) is standard but gives rise to difficult global optimization problem [1] . To solve this kind of problem, variants of least square methods have been recently developed and use approximations of the solution in a spline basis (in the spirit of functional data analysis) as the generalized smoothing proposed by Ramsay et al [17] , or two-step estimators [6] . When some states are hidden (typically m < d), the estimation (optimization step) is particularly difficult and alternative approaches have been proposed, building on the state-space model interpretation of the couple of equations (1-2). Indeed, Sitz et al. [20] first introduced a state-space model that encapsulates a differential equation in the hidden process and make use of filtering algorithms for deriving an estimate of θ. Subsequent works have exploited the same framework [16, 21, 6] , but the initial condition of the system is estimated as a by-product of the filtering/smoothing steps, and the estimated states are also approximations of the solution of the ODE.
In this work, we keep the same state-space model, and we develop a Bayesian estimator which is a quite natural in state-space models, and permits the use of prior information for ameliorating the estimation. Moreover, our aim is to modify the iterative approach and to show that there is a benefit in jointly estimating θ and the initial condition x 0 in this framework. A classical evaluation of the estimated systemẋ(t) = f (t, x(t),θ) is to measure the quality of the fit between the true sequence y 0:N −1 and the predicted sequenceŷ n = φ t n , (θ,x 0 ) . Now this simple evaluation requires to know the initial value x 0 of the system, due to the one-to-one relationship between the solution of an Initial Value Problem (IVP) and an initial value x 0 . Hence, despite the little interest of x 0 in general applications, it is in fact fundamental to estimate correctly x 0 in order to disentangle the influence of the parameter from the one of the initial value. Therefore, we suppose that the initial condition x 0 is unknown, so that we are also interested in its estimation. Finally, we want to estimate the augmented initial condition z 0 = (x 0 , θ) ∈ R d+p of the augmented state ODE model:
For sake of notational simplicity, we will note again this augmented ODE in R p+d with the same vector field f :
and z(0) = z 0 . Hence, the estimation of z 0 consists only in estimating the initial condition z 0 in (4), from y 0:N −1 :
y n = h(z(t n )) + ǫ n where we keep the notation h for the observation function from R p+d to R m h : z = (x, θ) → h(x). Now, the observed and discretized differential equation (4) fits itself in the (discrete-time) framework of state-space models in R p+d with a deterministic hidden state evolution:
The state-space representation is usually exploited for deriving recursive estimation either in Maximum Likelihood approaches or in Bayesian setting as described in [5] . However, we notice an important feature of the last setting (5): the deterministic evolution of the states implies that we can compute exactly the states at each time from the initial condition (parameter) z 0 , and in particular the hidden part of z n . In equation (5), the evolution equation can be replaced by the following non-recursive definition of z n :
φ, as a function of the initial state z 0 is the flow of the ODE and describes the way the differential equation move the points in the phase space: the Bayesian estimation of z 0 consists in retrieving the starting point when we observe imperfectly the flow at different times.
Flow-based Bayesian Estimation
We consider the Bayesian inference framework for the estimation of the augmented initial condition. We call Flow-based Bayesian Estimation (FBE), the Bayesian approach that consists in estimating the augmented initial condition. Since ǫ n is Gaussian, the likelihood can be written as follows:
where e(y 0:
is the classical squared error term. In the Bayesian framework, we complete the information on the parameter by a prior distribution for z 0 whose density is π −1 , which gives the following posterior distribution
As usual, the normalizing constant of the posterior distribution is unknown. Moreover, we have the additional computational complexity due to the absence of closed-form for the flow φ. Hence the Bayesian inference relies on the computation of a reliable approximation of π N −1 (z 0 ), from which we can derive Bayesian estimators such as the posterior mean E(Z 0 |y 0:N −1 ) or the Maximum A Posteriori (MAP) estimate arg max z0 π N −1 (z 0 ). In the MAP case, as the flow is highly nonlinear and produces wiggly likelihood functions ( [17] ), the direct computation of ( 8) is difficult and the corresponding global optimization algorithm requires intensive computations. This motivates the use of fast approximate optimization or computation of the posterior distribution, which are widely developed for non-linear state-space models. Indeed, the computation of this posterior probability can be done efficiently by recursive smoothing algorithms [5] , such as Extended Kalman Filtering/Smoothing (EKF/EKS) [21] , Unscented Kalman Filtering/Smoothing (UKF/UKS [20, 16] and more generally sequential Monte Carlo methods (particle filters). These classical algorithms are based on recursive computations of the filtering probabilities p(z n |y 0:n ) and several versions do exist for the computation of the smoothing probabilities p(z n |y 0:N −1 ). However, in these algorithms, the initial condition is estimated as an initial state and not as a parameter of the flow. The filtering probability is even characterized by the forgetting of the initial condition as the number of observations N tends to infinity. This implies that the more data we observe, the less information we get on the parameter z 0 . As a consequence, the use of refined smoothing strategies remains problematic and calls for careful adaptations ( [13, 10] ). Moreover, the estimated (smoothed) trajectories of the hidden states are yet not solutions of the ODE on the whole time interval [0, T ]: the simulated trajectories may differ significantly from the smoothed trajectories (obtained by Kalman recursions or Particle filtering). Therefore, it might be preferable to turn to a non-recursive estimation of the augmented initial condition based on the non-recursive definition pointed out in (6) . Taking into account the flow of the differential equation, we maximize the likelihood of exact solutions starting from different initial conditions, instead of selecting parameters admissible for describing the local transitions (based only the parameter θ).
Posterior probability estimation using Population Monte Carlo
To test our hypothesis about the potential interest of a better estimation of the initial conditions in a Bayesian setting, we need to estimate the posterior distribution probability defined in (8) . The intractability of the posterior distribution is a well-known problem in Bayesian estimation. Several general simulation methods have been developed such as Markov Chain Monte Carlo (MCMC), Importance Sampling (IS) and variants [18] are commonly used and both are well-suited to the Bayesian setting. However, one difficulty of this Monte Carlo methods is that they can be very (computationally) intensive: this is typically the case for general Hastings-Metropolis algorithms, even if some optimization can be performed. A challenging difficulty of ODE learning is that the evaluation of the likelihood is costly due to the integration of the ODE. This point motivates us to focus on importance sampling algorithms. These methods require only a "reasonable" amount of likelihood evaluations if the importance distribution is not too far from the true posterior distribution.The pitfalls of this method are well-known and are recalled in the next section, but they can be reduced by using some recently introduced adaptive schemes that we will recall.
Adaptive Importance Sampling and Population Monte-Carlo algorithm
The principle of importance sampling is to use a Monte Carlo approximation derived thanks to a proposal (or importance) distribution q easier to simulate than π N −1 and to make a change of measure by introducing the weight function w = π N −1 q :
where ξ i are i.i.d. realizations of the distribution q. Hence, the importance sampling estimators are expressed as weighted means 1
Since the posterior distribution is known only up to a normalizing constant, selfnormalized importance sampling estimators are rather used i.e. and one can interpret identity (9) as the approximation of π N −1 by the weighted empirical measureμ M (z) = M i=1ω i δ ξi (z). Nevertheless, applications of IS can be very delicate as a "good" proposal distribution depends on the unknown target distribution. If the distribution q has a weak overlap with π N −1 (i.e. high variance of the so-called importance weights w(ξ i ) = ω i ), then the IS estimators can be very poorly behaved. In that case, we have a so-called weight degeneracy, which means that all the weights vanish except on. This situation can be detected by checking the Shannon entropy of the weighted population. Another pitfall , harder to detect, is when the samples ξ i have explored insufficiently the tails of the target distribution.
Hence a reasonable prior knowledge of the target distribution is needed to avoid these pitfalls is needed but it remains hard to have especially when dealing with posterior distribution. In order to come up with these limitations, we propose to use the Population Monte Carlo framework developed by Cappé et al [4] for deriving an adaptive Importance Sampling algorithm for dynamical systems.
Population Monte Carlo algorithm Population Monte Carlo (PMC) is a sequential Monte Carlo method, i.e. it is an iterated Importance Sampling Resampling algorithm (ISR) which sequentially moves and re-weights a population of weighted particles (ξ i ,ω i ), i = 1, . . . , M . An essential feature of this algorithm is the resampling step that enables to discard particles with low weights, and to duplicate particles with high weights: this mechanism prevents then the degeneracy of the weights (i.e. all the weights vanish except one), as it is commonly used in particle filtering for instance. In all generality, a PMC scheme is defined for t = 0, 1, . . . , T and a sequence of proposal distributions q t defined on (R d+p ) 1. Generate (ξ i,0 ) 1≤i≤M ∼ q t (i.i.d sampling) and compute normalized weights ω i,t , 2. Resample (ξ i,0 ) 1≤i≤M by multinomial sampling with weightsω i,t , i = 1, . . . ,
The essential interest of PMC is to introduce a sequence of proposal distributions that are allowed to depend on all the past which enables to consider adaptive IS procedure based on the performance of the previous populations. PMC offers then a great versatility through the construction of the sequence of distribution q t . In that case, the PMC estimator is still unbiased and the weights depends of step t, i.e. w i,t = π N −1 (ξi,t) qi,t(ξi,t) . Next, we present a possible construction of a sequence of proposal distributions.
Markovian transition and adaptive kernels
A simple way to randomly perturb a population is to add an independent noise to each particle ξ i,t−1 , i.e. to modify independently each particle ξ i,t = ξ i,t−1 +ǫ i,t with ǫ i,t ∼ N (0, Σ t ) (usually Σ t = σ 2 t I d+p ). Then, at each iteration t, we have ξ i,t ∼ N (ξ i,t−1 , Σ t ). General moves from ξ i,t−1 to ξ i,t are described with a (Markov) transition kernel K i,t (ξ i,t−1 , ·). Through the resampling mechanism, particles moving in good regions are duplicated and particles moving to low credibility regions do vanish which permits a global amelioration of the population. This evolution rule described above is a simple random walk, and the mean size of the jumps is controlled by σ t . The variance of the proposal is related to the speed at which we do move from an uninteresting region a space to an interesting one. This move is very basic, and it is interesting to propose at least several size of jumps by using a mixture of D Gaussian transition kernels:
With such a D-kernel, the population is moved at each iteration t at different speed Σ d,t selected with probability α d . The D-kernel used in [4] can behave in a satisfying manner, but this algorithm is not fully adaptive as the evolution rule is not updated, whatever the success of the proposed move. Hence a better adaptive kernel is to change the move according to the survival rate of a given move. This problem of determining the weights of the mixture of kernel proposals can be seen as an estimation problem where the weights α d used are chosen for minimizing a Kullback-Leibler divergence with an EM-like algorithm [7] .
Experimental results and discussion
In this section, we compare the results provided by Unscented Kalman Smoothing (UKS) and Flow-based Bayesian Estimation using the Importance Sampling scheme (FBE-IS) and the adaptive Population Monte Carlo (FBE-PMC). We measure the quality of the approximation (estimates of the posterior covariance matrices) and also the quality of the reconstruction of the hidden states. In both cases, we consider a relatively small number of observations so that the posterior distribution is far from being approximately Gaussian. Then, we need to use approximation that can take into account multi-modality. In the cases worked out, we have used a so-called multi-start UKS based on 50 random initializations of z 0 for initiating the smoothing algorithm as described in [6] . We select the solution with the smallest quadratic error (along a trajectory) among the 50 different approximated posterior means and the corresponding posterior covariances. We first present results on a nonlinear dynamical biochemical system fully observed with noise. In this case, the state-space model reduces to the discretization of a system of ODEs, observed with some additional gaussian noise. We use this model to test the relevance of the FBE algorithm in a simple case. Then, we turn to the Repressilator which is a partially observed and nonlinear model of a gene regulatory network .
α-pinene
The α-pinene model presented here is a biochemical system of 5 interacting chemical species. It describes the isomerization of α-pinene, and the dynamics of the concentrations of the 5 species involved is described through the following time homogeneous linear ODE:
The evolution of the system is controlled by 5 rate constants θ = (p 1 , . . . , p 5 ) that we wish to estimate from noisy time series. This estimation problem is relatively classical and it has been introduced as a benchmark for the estimation of ODE, [19] . The system is completely observed and the number of observations is N = 8. In [19] , the parameter θ has been estimated by global optimization of the least squares criterion. We use their estimate as a reference value (see reference value θ ref in table 1) as it provides a good fit to the data. In this case, the situation is relatively simple as the initial condition x 0 is known and equals to [100, 0, 0, 0, 0] ⊤ and the system is completely observed. For the Bayesian estimation, we use a non-informative uniform distribution for θ and defined on [θ ref + 10 −3 ]. We compare the 3 methods (UKS, FBE−IS and FBE−PMC Dkernel) only for the estimation of the parameters, see table 1, since we can set x 0 to its true value directly in FBE−IS and FBE−PMC. Finally, we use M = 5000 particles, and the resampled population of FBE-IS is used as the starting population for FBE-PMC. The proposal for FBE-IS is Gaussian (not centered on θ ref ) and is homoskedastic with standard deviation equals to 3×10 −6 . We use D = 7 kernels with different variances: σ 1 = 10 −11 , σ 2 = 10 −10 , σ 3 = 10 −9 , σ 4 = 10 −8 , σ 5 = 10 −7 , σ 6 = 10 −6 , σ 7 = 10 −5 . The results in table 1 show that FBE-PMC improves on the other estimates, as it is closer to the reference value, and it gives also a smaller standard deviation than UKS and FBE-IS. Moreover, results provided by FBE-PMC are more reliable than FBE-IS (or UKS), as the entropy of the PMC population S P M C = 4.3 is bigger than the entropy of IS population S IS = 0.15, which indicates that FBE-PMC enables to avoid degeneracy of the population, and the weights are well scattered. Finally, at iteration t = 20 of FBE-PMC, it remains only 1 component with variance 10 −9 and a population with entropy equals to 4.5. Finally, the reconstructed trajectories obtained by UKS and FBE-PMC are presented in figure ? ?, which shows that the data best fitting and predicting model is provided by FBE-PMC, thanks to the initial value parametrization.
An example of a partially observed system: the Repressilator network in E. coli
The Repressilator network was proposed in 2000 [8] to describe sustained oscillations observed in a small system in the bacterium E. coli, composed of three genes that code for 3 proteins. The first repressor protein, LacI from E. coli, inhibits the transcription of the second repressor gene, TetR, from the tetracycline-resistance transposon Tn10, whose protein product in turn inhibits the expression of a third gene, CI from λ phage. Finally, CI inhibits LacI expression, completing the cycle. Hill kinetics are used to model the dynamics. For sake of simplicity in notations, x 1 , x 2 , x 3 denote respectively the expression of genes Lacl, TetR1, Cl and x 4 , x 5 , x 6 the concentrations of corresponding proteins. The network evolution is described by the following ODE:
In the simulations, the RNA concentrations x 1 , x 2 , x 3 are supposed to be observed through a noisy measurement process (modeled by a Gaussian with σ = 3) while the proteins concentrations x 4 , x 5 , x 6 are not measured. The initial values are also supposed to be unknown, and need then to be estimated. The true parameter values and initial conditions are available in tables (2, 3) respectively. We use a Gaussian distribution centered at z true 0 as a prior, and the proposal distribution q is a Gaussian distribution with a shifted mean (z true 0 + 2) and homoskedastic covariance (with standard deviation = 5). For measuring the performance of the 3 estimators, we perform a Monte Carlo study with N M C = 100 independent replicates (and we use populations of size M = 1000). The mean results in tables (2, 3) show that FBE-PMC is unbiased and gives reliable confidence results whereas UKS provide significantly different estimates, and important standard deviation. In the case of Importance Sampling the mean estimates are correct, but the standard deviation are very small. This come from the weights degeneracy of FBE-IS: indeed, in 84% of simulations, a single particle has a weight greater than 90% (the mean entropy of the weights of the IS population is 0.12). This is not the case for FBE-PMC which avoids this curse with T = 10 steps starting from the population used by Importance Sampling ( the mean entropy is 2.24). In particular from table 3 one can see that FBE-PMC enables to gives more credible values for the hidden states, and guarantees also that the corresponding solution with estimated z 0 is close to the data. Table 3 . Estimated Initial Conditions of Hidden States using UKS, FBE-IS and FBE-PMC (D-kernel) approach T = 25 observations. Average Means and Standard Deviations computed on 100 samples.
Conclusion and perspective
We have proposed to learn both the initial condition and the parameters in such a way that they convey a proper solution of the ODE. As in biological or biochemical experiments, the initial condition vector can be fully observed, we turn the ODE estimation problem into a state-space model estimation task where the only parameter to estimate is an augmented initial condition. A Bayesian approach to this problem, called FBE, has been derived using an Importance Sampling schme (FBE-IS) and a Population Monte Carlo scheme (FBE-PMC) for the approximation of the posterior probability. The FBE-PMC approach overcomes classical limitations of standard estimation methods in state-space models. The versatility of the PMC schemes gives new estimation methods, based on the learning of proposal distribution q t that permits a better exploration of the space. The engineering of proposal distributions adapted to the dynamical systems remains quite unexplored and links with particle filters might be pointed out. Finally, a promising research direction for reverse-modelling of biological networks is to combine the augmented initial condition estimation with the graph structure estimation in the Bayesian framework.
