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Abstract
We introduce a new class of parametricization structure-preserving partitioned Runge-Kutta (α-
PRK) methods for Hamiltonian systems with holonomic constraints. When the scalar parameter
α = 0, the methods are reduced to the usual symplectic PRK methods like Shake-Rattle method or
PRK schemes based on Lobatto IIIA-IIIB pairs, which can preserve all the quadratic invariants and
the constraints. When α 6= 0, the methods are also shown to preserve all the quadratic invariants
and the constraints manifold exactly. At the same time, for any given consistent initial values (p0, q0)
and small step size h > 0, it is proved that there exists α∗ = α(h, p0, q0) such that the Hamiltonian
energy can also be exactly preserved at each step. We provide a new variational formulation for
symplectic PRK schemes and use it to prove that the parametrized PRK methods can preserve the
quadratic invariants for Hamiltonian systems subject to holonomic constraints. The parametric α-
PRK methods are shown to have the same convergence rate as the usual PRK methods and perform
very well in various numerical experiments.
1 Introduction
For a given differential equation, a numerical method is called a geometric numerical integrator if it
can accurately preserve some of the geometric characteristics of its solution [HLW06]. The structure-
preserving algorithm of differential equations has made a lot of important development, and the basic
idea of maintaining the important structure of original differential equation for numerical methods is
widely accepted. For the Hamiltonian system, the symplectic integrator for preserving the symplectic
geometry property of the solution has been proved to have very good orbital tracking ability for a long time
and various excellent properties [Fen86, FQ03, HLW06, MW01]. Many effective methods for constructing
symplectic integrators, such as the methods based on variational integrators [MW01], generating functions
[FQ03] and Rung-Kutta (RK) methods [Sun93, Sun95], have been developed and investigated. With the
establishment of backward error analysis [BG, Tan] and discrete KAM theory [Sha], the symplectic
integrators for Hamiltonian system is becoming more and more perfect. Many new related numerical
methods such as multi-symplectic methods for Hamiltonian partial differential equations [QW11] and
stochastic symplectic methods for random Hamiltonian systems [CHJ20] have been well developed. In
addition to the symplectic property, another extremely important feature of the Hamiltonian system
is the conservation of energy. Therefore, it is very important to keep the system energy by numerical
method. The important energy preserving methods include discrete gradient method [Gon96, MQR],
average vector field method [QM], HBVMs [BIT09] and spectral methods [JWZ19]
When multiple important structures or physical quantities exist for a system, such as the symplectic
structure and the energy for Hamiltonian system, a natural question arises: is it possible to construct
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a numerical method that preserves several of them? Regarding the symplectic structure and the energy
for Hamiltonian system, one has unfortunately a negative answer in general for constant step size. In
fact, it is proved [GM] that for non-ingregrable systems if the method is symplectic and can conserve the
Hamiltonian energy exactly, then it is the time advance map for the exact Hamiltonian systems up to a
reparametrization of time. A similar negative results is proved in [CFM] for general Hamiltonian system
by B-series method. But the above negative results do not prevent people from constructing numerical
methods to maintain both the energy and symplectic structure of the Hamilton system in some weaker
sense.
A breakthrough work in this regard is the parameterized Gauss collocation method firstly developed
by Brugnano in [BIT]. Consider the canonical Hamiltonian systems in the form®
y˙ = J∇H(y),
y(t0) = y0 ∈ R2d,
J =
Å
0 I
−I 0
ã
∈ R2d×2d, (1.1)
where y = (pT , qT )T and I is the identity matrix and H is the Hamiltonian energy. Brugnano et.al.
introduced a nice idea to develop a new family of Gauss type methods which share both the symplecticity-
like and energy conservation features under suitable conditions. More precisely, they define a family of RK
methods y1(α) = Φh(y0, α), where h is the step size of integration, α is a real parameter. This method
satisfies the following three conditions simultaneously: (i) for α = 0 one gets the Gauss collocation
method of order 2s, s is the number of stages of the RK method; (ii) for any fixed choice of α 6= 0, the
corresponding method is of order 2s − 2 and satisfies the conditions biai,j + bjaj,i = bibj , thus being a
quadratic invariant-preserving RK method; (iii) for any choice of y0 and in a neighborhood of h, there
exists a value of parameter α∗ = α∗(y0, h) such that H(y1) = H(y0)(energy conservation). The resulting
method y1 = Φh(y0, α
∗) has order 2s, preserves the energy and quadratic invariants 1.
This method has been rewritten in the framework of discrete linear integral methods [BGI], which
leads to a more refined theoretical analysis and a nice practical implementation strategy for seeking
the parameter α∗. Another extension form α-RK to α-PRK to make use of the additive structure of
Hamiltonian system is given in [WXL]. The key of constructing parameterized RK or PRK methods
in [BIT, WXL] lies in the so-called W -transform technique. However, this technique is in general not
suitable for constrained Hamiltonian systems since it will broke the constrained manifolds. See more
details in Section 4.
In this paper, we focus on the geometric integrators for Hamiltonian systems subject to holonomic
constraints. Consider the Hamiltonian with holonomic constraints (constraints that depend on q only)
[HLW06, Chap. VII] ‹H(p, q, λ) = H(p, q) + g(q)Tλ, (1.2)
where H : Rd × Rd → R is the Hamiltonian function without constraint and g(·) : Rd → Rm is the
constraint function. Here, λ ∈ Rm is the Lagrangian multiplier. The ODE corresponding to (1.2) is given
by (see [HLW06, VII.1.2])
q˙ = ∇pH(p, q) =: Hp(p, q),
p˙ = −∇qH(p, q)−GT (q)λ =: −Hq(p, q)−GT (q)λ,
0 = g(q),
(1.3)
where we introduced G(q) =
Ä
∂gi
∂qj
ä
m×d to be the Jacobian matrix of g(q) so that G
T (q) = ∇qg ∈ Rd×m.
Note that we use the convention (∇qg)ij = ∂gj∂qi which is commonly used in the community of fluid
mechanics. Throughout this paper, we assume that the matrix G(q) has full rank and G(q)Hpp(p, q)G(q)
T
1For stand RK method (c, A, b) with constant step size h > 0, the sufficient condition of symplecticity is given by
biai,j + bjaj,i = bibj for all i, j = 1, 2, ..., s. For irreducible RK method, which can be intuitively understood to mean that
this RK method is not equivalent to a RK method with a lower series, see more details in [HW06, pp.187], this condition
is also necessary, and also sufficient and necessary for quadratic invariants-preserving. However, for the parametric α-RK
methods y1(α) = Φh(y0, α
∗) that preserve the energy, the parameter depends on the initial values, i.e., α∗ = α∗(y0, h).
Then, α-RK methods with condition biai,j+bjaj,i = bibj are in general not symplectic from the definition, but can preserve
all the quadratic invariants.
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is invertible, which will allow us to express λ in terms of (p, q). The dynamics given by (1.3) is on the
manifold
M = {(p, q); g(q) = 0, G(q)Hp(p, q) = 0} , (1.4)
which is the cotangent bundle of the manifold given by Q := {q : g(q) = 0}. See [HLW06, VII.1.2] for
more details. The constraint G(q)Hp(p, q) = 0 is also called the hidden constraint.
It is easily to verify that the ODE (1.3) has many geometric structures. First of all, the Hamiltonian
(or energy) H is preserved:
d
dt
H(p(t), q(t)) = 0. (1.5)
Secondly, the symplecticity is also preserved. Consider a map ϕ : M → M and its tangent map
ϕ′ : TxM→ TxM. One says the map ϕ is symplectic if
(ϕ′(x)ξ1)TJ(ϕ′(x)ξ2) = ξT1 Jξ2, ∀ξ1, ξ2 ∈ TxM. (1.6)
For M being a submanifold of R2d, ϕ′ = (∇xϕ)T so that
ϕ′ξ = ξ · ∇xϕ = d
dτ
∣∣∣∣
τ=0
ϕ(γ(τ))
for any smooth curve γ inM satisfying γ(0) = x, γ′(0) = ξ. It can be shown that the flow map of (1.3) is
symplectic. Plainly speaking, the symplecticity means that the flow preserves the quadratic forms, which
further implies that the volume form is conserved (see the introduction of [Jay96]).
From the pointview of structure-preserving methods, if one solves the Hamiltonian system (1.3) nu-
merically, besides the basic requirement that the solution falls onto the manifold M, one also tends to
ask that the energy preservation or the symplecticity is satisfied. This additional requirement for staying
on manifolds M for constrained Hamiltonian systems presents new difficulties in the construction of
structure preserving numerical schemes.
There are many symplectic methods for the holonomic constrained Hamiltonian system. One typical
class is the PRK methods as detailed explained in [Jay96, MW01, Jay02]. The first order method
in [HLW06, sec VII.1.3] and the Shake-Rattle method in [And83, HLW06] are special cases of the
PRK methods. Symplectic variational integrators for constrained Hamiltonian systems are developed
in [MW01, WOL17]. Those methods are symplectic and preserve the manifolds M exactly, but they are
not Hamiltonian energy converved. The second order energy-conserving method in the line integral frame-
work developed in [BGIW] is not symplectic in general and can not conserve the the hidden constraint
G(q)Hp(p, q) = 0. The projected RK methods are proposed in [WDQW], but it is not symplectic.
The goal of this work is to introduce a parameter in the PRK methods so that both the energy and
the quadratic invariants can be preserved for the constrained Hamiltonian system following the spirit of
[BIT, WXL]. Note that if we do this method for every trajectory, then the energy can be preserved for
all trajectories and the method is in general not symplectic. However, if we fix down the parameters, the
method is symplectic and can be preserve energy for one trajectory.
The rest of the paper is arranged as follows. In section 2, we recall some of the basic concepts
and properties of symplectic PRK methods for constrained Hamiltonian systems. In order to show the
symplectic PRK methods preserve the quadratic invariants for Hamiltonian systems subject to holonomic
constraints, we provide a new variational formulation for symplectic PRK methods in section 3. In section
4, we construct parametrization α-PRK methods based on Shake-Rattle method and Lobatto IIIA-IIIB
pairs, and check various properties of the new schemes. Numerical examples are included in section 5 to
illustrate the energy and quadratic invariants conservations of the α-PRK methods.
2 Symplectic Partitioned Runge-Kutta methods
In this subsection, we give a brief review of the symplectic PRK methods. See [Jay96, HLW06] for more
details. The s-stage PRK methods denoted by
Ä
c, A, b; Â, b̂
ä
for the Hamiltonian ODE (1.3) is given by
3
the following
p1 = p0 + h
s∑
i=1
bˆi`i, q1 = q0 + h
s∑
i=1
biki.
`i = −Hq(Pi, Qi)−GT (Qi)Λi, ki = Hp(Pi, Qi), g(Qi) = 0,
Pi = p0 + h
s∑
j=1
aˆij`j , Qi = q0 + h
s∑
j=1
aijkj .
(2.1)
The equations considered here are autonomous, so the parameters c for the Runge-Kutta methods are
absent in (2.1). See section 4.1.2 for more details.
Lemma 2.1. [Jay96] For a given a PRK method, if the conditions for symplecticity
bi = bˆi,
biaˆij + bˆjaji = bibˆj ,
(2.2)
is satisfied, then the method for Hamiltonian systems with holonomic constraints is also symplectic.
For s-stage PRK methods, if aij , aˆij , bi, bˆi are given, then there are 3s equations for the 3s unknowns
(Pi, Qi,Λi). However, for general symplectic PRK methods, (p1, q1) may not fall ontoM. To ensure that
q1 satisfies the constraint, it is suggested in [Jay96] to impose the conditions
a1j = 0, asj = bj , 1 ≤ j ≤ s, (2.3)
so that
Q1 ≡ q0, Qs ≡ q1. (2.4)
With this, one has correspondingly
aˆjs = 0, aˆj1 = b1, j = 1, 2, ..., s, (2.5)
from the symplectic condition given in Lemma 2.1. This requirement removes the unknowns Q1,Λs and
the equations g(Q1) = 0, Q1 = q0 + h
∑s
j=1 aijkj . Hence, the number of equations is now equal to
the number of unknowns (Q2, . . . , Qs, P1, . . . , Ps,Λ1, . . . ,Λs−1). In fact, it is shown in [Jay96] that these
variables can be uniquely solved when h is small enough under some reasonable assumptions on H andÄ
c, A, b; Â, b̂
ä
. We remark that even though one imposes Q1 = q0, the Lagrange multiplier Λ1 is still
in the system of equations. Lastly, p1 and Λs can be determined by the hidden constraint condition
0 = G(q1) ·Hp(p1, q1).
For the PRK methods suggested in [Jay96], we hence solve for the next two nonlinear systems in turn
at each step. The first one
Qi = q0 + h
s∑
j=1
aijHp(Pj , Qj),
Pi = p0 − h
s−1∑
j=1
aˆij
(
Hq(Pj , Qj)−GT (Qj)Λj
)
,
0 = g(Qi).
(2.6)
with Q1 ≡ q0, Qs ≡ q1. Then, we can solve (p1,Λs) byp1 = p0 − h
s−1∑
i=1
bˆi
(
Hq(Pi, Qi)−GT (Qi)Λi
)− hbˆs (Hq(Ps, Qs)−GT (Qs)Λs) ,
0 = G(q1)Hp(p1, q1).
(2.7)
As commented in [HLW06, sec VI.6.2], the symplectic schemes can be written as certain variational
integrators. In [HLW06, sec VI.6.3], it was explained in detail how the PRK schemes for unconstrained
problems can be formulated into a variational integrator. The same is true for Hamiltonian systems
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with holonomic constraints. In fact, Marsden and West addressed this issue in [MW01, section 3.5.6].
In particular, given (q0, q1) ∈ Rd × Rd, one can implicitly define quantities
Ä
p¯0, p¯1, Q¯i, P¯i,
˙¯Pi,
˙¯Qi
ä
for
i = 1, . . . , s and Λ¯i for i = 2, . . . , s− 1 through the following system of equations
q1 = q0 + h
s∑
j=1
bj
˙¯Qj , p¯1 = p¯0 + h
s∑
j=1
bˆj
˙¯Pj ,
Q¯i = q0 + h
s∑
j=1
aij
˙¯Qj , P¯i = p¯0 + h
s∑
j=1
aˆij
˙¯Pj , i = 1, . . . , s,
˙¯Qi = Hp(Q¯i, P¯i), i = 1, . . . , s;
˙¯P1 = −Hq(Q¯1, P¯1), ˙¯Ps = −Hq(Q¯s, P¯s)
˙¯Pi = −Hq(Pi, Qi)−GT (Qi)Λi, 0 = g(Qi), i = 2, . . . , s− 1.
(2.8)
Note that the definitions of ˙¯P1 and
˙¯Ps above are different from other
˙¯Pi (in fact,
˙¯Pi = P˙i for i 6= 1, s
while there should be some corrections for ˙¯P1 and
˙¯Ps to define P˙1, P˙s). Moreover, p¯1 and p¯0 are not p1, p0
in (2.1). They are different by some terms involving the corresponding Lagrange multipliers. See the
proof of [MW01, Theorem 3.5.1] for the details. With the quantities defined in (2.8), one can define the
discrete Lagrangian
Lh(q0, q1) = h
s∑
i=1
biL(Q¯i,
˙¯Qi), (2.9)
where L(q, q˙) is the Lagrangian for the time-continuous dynamics. The Euler-Lagrange equation for this
discrete Lagrangian under the holonomic constraints (q0, q1) ∈ Q×Q reads
p0 = −∂Lh
∂x
(q0, q1) + hG
T (q0) · λ0,
p1 =
∂Lh
∂y
(q0, q1)− hGT (q1) · λ1,
g(q1) = 0,
G(q1)Hp(p1, q1) = 0.
(2.10)
See [MW01, eqs. (3.5.2a-d)]. Note that though the Euler-Lagrange equations are derived by fixing q0, q1,
one should regard p0, q0 as knowns and solve (p1, q1) dynamically. The good thing of this variational
formulation is that many conservation properties can be derived via the discrete Noether theorem. See
[MW01] and also section 3 below for more details on conservation properties and discrete Noether theorem.
However, for quadratic invariants, the form (2.8)-(2.9) is not convenient to use and we will propose another
variational formulation below in section 3.
2.1 PRK schemes: Shake-Rattle and Lobatto IIIA-IIIB pairs
We first recall some famous PRK methods, including Shake-Rattle algorithm and Lobatto IIIA-IIIB pairs,
which will be used to construct the parameterization α-PRK later. For typical separable Hamiltonian
H(p, q) =
1
2
pTM−1p+ U(q),
the traditional Shake method reads
qn+1 − 2qn + qn−1 = −h2M−1(Uq(qn) +G(qn)TΛn),
0 = g(qn+1)
Then, the momentum is pn = M(qn+1− qn−1)/(2h). The corresponding Hamiltonian formulation for the
Shake method is
pn+1/2 = pn − h
2
(Uq(qn) +G(qn)
TΛn),
qn+1 = qn + hM
−1pn+1/2, g(qn+1) = 0,
pn+1 = pn+1/2 − h
2
(Uq(qn+1) +G(qn+1)
TΛn+1)
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Unfortunately, so-defined pn may not satisfy the constraint. Anderson [And83] proposed the Rattle
algorithm. That is to determine pn+1 by using another multiplier µn which can be different from Λn+1:
pn+1 = pn+1/2 − h
2
(Uq(qn+1) +G(qn+1)
Tµn).
Then, one uses the condition
G(qn+1) ·M−1pn+1 = 0
to determine µn and thus pn+1. Clearly, this Shake-Rattle algorithm is one of the symplectic PRK
method mentioned above. The more general form of Shake-Rattle for the general Hamiltonian system
with holonomic constraints reads
pn+1/2 = pn − h
2
(∇qH(pn+1/2, qn) +GT (qn)Λn),
qn+1 = qn +
h
2
(∇pH(pn+1/2, qn) +∇pH(pn+1/2, qn+1)), g(qn+1) = 0,
pn+1 = pn+1/2 − h
2
(∇qH(pn+1/2, qn+1) +GT (qn+1)Λn+1)
G(qn+1) · pn+1 = 0.
(2.11)
It is proved that the Shake-Rattle algorithm is symmetric, symplectic and convergent of order two
[HLW06, sec VII.I].
The Shake-Rattle algorithm is second order. A nice extension to higher order is the Lobatto IIIA-
IIIB pairs developed in [Jay96]. This method combined with the projection step by the hidden constraint
condition defined in the manifold M has the following merits. (a) preserving the numerical solutions on
the manifold M exactly; (b) it is symmetric, symplectic and super convergent of order 2s − 2, the s is
the stage of PRK method. In particular, for s = 3, the coefficients for Lobatto IIIA-IIIB pairs are given
by
0 0 0 0
1
2
5
24
1
3 − 124
1 16
2
3
1
6
1
6
2
3
1
6
,
0 16 − 16 0
1
2
1
6
1
3 0
1 16
5
6 0
1
6
2
3
1
6
. (2.12)
3 An alternative variational formulation for symplectic PRK
schemes with holonomic constraints
In this section, we aim to study the quadratic invariants of the PRK schemes via the discrete Noether’s
theorem. For this purpose, we need to find some equivalent variational forms for the PRK scheme.
However, the form in the work of Marsden and West (i.e. (2.8)-(2.9)) is not convenient, as it involves
Lagrangian multipliers and there is nonlinearity. Instead, we will propose an alternative formulation so
that the symmetry can be studied better.
It is known that symplectic PRK schemes for Hamiltonian systems without constraints can conserve
quadratic invariants of the form
I(p, q) = qTDp, (3.1)
where D is some fixed matrix ([HLW06, sec VI.2.2]). Naturally, one is curious whether there is an
analogue for Hamiltonian systems with holonomic constraints. Clearly, due to the constraint g(q) = 0,
the quadratic invaraints must be of some particular forms. Instead, motivated by Noether’s theorem
[Noe71, Arn13], we will consider that
D :=
{
D : g
(
esDq
)
= g(q), L
(
esDq, esD q˙
)
= L(q, q˙), for all s ∈ R
}
, (3.2)
Clearly, by Noether’s theorem, we have the following.
Lemma 3.1. For any D ∈ D , the quantity qTDp is a first integral of the Hamiltonian system with
holonomic constraints.
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We now aim to show that the symplectic PRK schemes will conserve all the quadratic invaraints of
the form qTDp for D ∈ D .
Theorem 3.1. The symplectic PRK schemes for Hamiltonian system with holonomic constraints defined
in (2.1) conserve all quadratic invariants of the form
I(p, q) = qTDp, D ∈ D . (3.3)
To do this, we first recall the discrete Noether’s theorem for variational integrators without constraints.
Lemma 3.2 (Discrete Noether’s theorem). Assume the discrete Lagrangian Lh(q0, q1) is invariant under
a one-parameter group of transformation {gs : s ∈ R}: Lh (gs(q0), gs(q1)) = Lh(q0, q1) for all s ∈ R and
(q0, q1). Then the corresponding variational integrators for Lagrangian systems have the first integral in
the form of
pTn+1a(qn+1) = p
T
na(qn)
where a(q) = ddsgs(q)|s=0 is the generator for the group. Furthermore, when there are holonomic con-
straints, besides the conditions above, if moreover {gs : s ∈ R} leaves the constraints manifold Q invariant,
then the claim still holds.
The first part can be found in [HLW06, sec VI.6]. The second part has been remarked in [MW01, sec.
3.4.2]. For the convenience, we provide a direct verification here.
Proof of the second part of Lemma 3.2. Taking derivative on s and setting s = 0 in Lh (gs(q0), gs(q1)) =
Lh(q0, q1), one has
a(q0) · ∂Lh
∂x
(q0, q1) + a(q1) · ∂Lh
∂y
(q0, q1) = 0.
Since {gs : s ∈ R} leaves the constraints manifold invaraint,
G(q)a(q) = 0⇒ a(q) ·GT (q)λ = 0, for all λ.
Using (2.10), one easily finds pT1 a(q1) = p
T
0 a(q0).
Below, we propose an alternative variational formulation for the PRK scheme that appears different
from (2.8)-(2.9). This formulation is suitable to verify the conditions for the discrete Noether’s theorem.
Proposition 3.1. The discrete Lagragian for (q0, q1) ∈ Rd ×Rd for the symplectic PRK methods ( (2.1)
with conditions (2.2)-(2.3)) can be defined as
Lh(q0, q1) = ext{Q˙i}h
s∑
i=1
biL(Qi, Q˙i) (3.4)
with constraints
g(Qi) = 0, i = 2, . . . , s− 1, (3.5)
q1 = q0 + h
∑s
j=1 aijQ˙j . (3.6)
Above, “ext” means extremizing and Qi = q0 + h
∑s
j=1 aijQ˙j.
Remark 3.1. Note that we are not defining Q1, Qs as asi = bi, a1i = 0, bi 6= 0, so that Q1 = q0, Qs = q1.
In this definition, q0, q1 do not have to be in Q.
Proof of Proposition 3.1. Step–1: First of all, we note that the discrete Lagrangian is well-defined. The
conditions for the extremizers are given by(
s∑
i=1
bi
∂L
∂q
(Qi, Q˙i)haij
)
+ bj
∂L
∂q˙
(Qj , Q˙j) =
s−1∑
i=2
bihaijG
T (Qi)Λi + bjλ,
g(Qi) = 0, i = 2, . . . , s− 1,
q1 = q0 + h
s∑
j=1
aijQ˙j .
(3.7)
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Note that we have built in the constraint g(Qi) = 0 by using the multiplier biΛi. Since bi 6= 0, this will
not change anything. These sd equations together with g(Qi) = 0 (s − 2 equations) and the constraint
(d equations) can yield the solutions ({Q˙j}sj=1, {Λi}s−1i=2 , λ) for h sufficiently small.
Here we are solving Q˙i in terms of q0, q1 for any (q0, q1) in Rd × Rd, not just for (q0, q1) ∈ Q × Q.
With this observation, we can take differentiation on q`, ` = 0, 1 for the constraint (3.6) to find
h
s∑
j=1
bj
∂Q˙j
∂q0
= −I, h
s∑
j=1
bj
∂Q˙j
∂q1
= I, (3.8)
and for the constraints (3.5) to find
h
(
s∑
j=1
aij
∂Q˙j
∂q0
)
GT (Qi) = −GT (Qi), h
(
s∑
j=1
aij
∂Q˙j
∂q1
)
GT (Qi) = 0. (3.9)
Note that here we used the convention
∂Q˙j
∂q0
:= ∇q0Q˙j ,
Ç
∂Q˙j
∂q0
å
`,m
=
∂Q˙
(m)
j
∂q
(`)
0
.
The reason to do this is that we have made ∂L∂q a column vector.
Step–2: We derive the equation for pi defined in (2.10). By the first equation in (2.10), one has
p0 = −
(
h
s∑
i=1
bi
[
I + h
s∑
j=1
aij
∂Q˙j
∂q0
]
∂L
∂q
(Qi, Q˙i) + h
s∑
i=1
bi
∂Q˙i
∂q0
∂L
∂q˙
(Qi, Q˙i)
)
+ hGT (q0) · λ0
= −h
s∑
i=1
bi
∂L
∂q
(Qi, Q˙i)− h
s∑
j=1
∂Q˙j
∂q0
[
s−1∑
i=2
hbiaijG
T (Qi)Λi + bjλ
]
+ hGT (q0) · λ0
= −h
s∑
i=1
bi
∂L
∂q
(Qi, Q˙i) + h
s−1∑
i=2
biG
T (Qi)Λi + λ+ hG
T (q0) · λ0.
Above, the second inequality follows from (3.7) while last inequality follows from (3.8) and (3.9). Similarly,
we can compute by the second equation in (2.10) that
p1 = h
s∑
i=1
bih
s∑
j=1
aij
∂Q˙j
∂q1
∂L
∂q
(Qi, Q˙i) + h
s∑
i=1
bi
∂Q˙i
∂q1
∂L
∂q˙
(Qi, Q˙i)− hGT (q1) · λ1
= h
s∑
j=1
∂Q˙j
∂q1
[
s−1∑
i=2
hbiaijG
T (Qi)Λi + bjλ
]
− hGT (q1) · λ1
= λ− hGT (q1) · λ1.
Defining that Λ1 := λ0/b1,Λs := λ1/bs, one has
p1 = p0 + h
s∑
i=1
bi
∂L
∂q
(Qi, Q˙i)− h
s∑
i=1
biG
T (Qi)Λi. (3.10)
Step–3: We verify that the Euler-Lagrange equations (2.10) given by so-defined discrete Lagrange is
equivalent to the symplectic PRK methods with constraints. Recall that the (continuous) Hamiltonian is
related to Lagrangian by H(p, q) = p · q˙−L(q, q˙), p = ∂L∂q˙ , where q˙ = q˙(p, q) is determined by the second
equation. It can be computed that q˙ = ∂H(p,q)∂p ,
∂H(p,q)
∂q = −∂L(q,q˙)∂q . Hence, we have
Qi = q0 + h
s∑
j=1
aijHp(Pi, Qi), q1 = q0 + h
s∑
j=1
aijHp(Pi, Qi), (3.11)
p1 = p0 − h
s∑
i=1
biHq(Pi, Qi)− h
s∑
i=1
biG
T (Qi)Λi, (3.12)
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where Pi =
∂L(Qi,Q˙i)
∂Q˙i
. The first equation in (3.7) can then be rewritten as
s∑
i=1
hbiaij(−Hq(Pi, Qi)) + bjPj =
s−1∑
i=2
bihaijG
T (Qi)Λi + bj [p1 + hbsG
T (q1) · Λs]
Using (3.12), we then have
Pj = p0 − h
s∑
i=1
[bi − biaij/bj ]Hq(Pi, Qi)−
s−1∑
i=2
[bi − biaij/bj ]GT (Qi)Λi − hb1GT (Q1) · Λ1. (3.13)
Using the condition a1j = 0, asj = bj , this is further simplified to
Pj = p0 − h
s∑
i=1
[bi − biaij/bj ]Hq(Pi, Qi)−
s∑
i=1
[bi − biaij/bj ]GT (Qi)Λi. (3.14)
Defining aˆji = bi − biaij/bj , one has the desired form for Pj .
Eventually, we find (3.11), (3.12), (3.14) and (3.5)–(3.6) then form a complete system that is the same
as the symplectic PRK method.
Lastly, we verify Theorem 3.1.
Proof of Theorem 3.1. The constraint condition is obvious. We verify that
Lh(e
sDq0, e
sDq1) = Lh(q0, q1). (3.15)
This is in fact a direct corollary of Proposition 3.1. Since esD is a linear group, then for any (q0, q1)
and any {Q˙j}sj=1, we have a corresponding sequence of data { ˙¯Qj}sj=1 := {esDQ˙j}sj=1 for (esDq0, esDq1).
Correspondingly the new Qi (denoted by Q¯i) is given by
Q¯i = e
sDq0 + h
s∑
j=1
aije
sDQ˙j = e
sDQi,
by the linearity of esD : Rd → Rd. Since for the continuous Lagrangian one has L(esDQi, esDQ˙i) =
L(Qi, Q˙i), we find the sums to extremize in (3.4) have the same value at the corresponding data. Hence,
their extrema must be the same and thus (3.15) follows. Applying the discrete Noether’s theorem (Lemma
3.2), we obtain the desired result.
4 Energy and quadratic invariants preserving methods
In this section, we propose a method that preserve the energy and quadratic invariants for Hamiltonian
system with constraints based on the symplectic PRK schemes, following the spirit of [BIT, WXL]. Recall
that the following conditions guarantee that the s-stage PRK method is symplectic and preserves the
quadratic invariants:
The symplecticity and quadratic invariants: bi = bˆi, biaˆij + bˆjaji = bibˆj , i, j = 1, ..., s.
For the constraints: a1j = 0, asj = bj , or equivalently, aˆis = 0, aˆi1 = b1, i = 1, . . . , s.
(4.1)
These schemes do not in general preserve the Hamiltonian energy. In fact, such methods conserve the
symplectic properties and Hamiltonian energy for constant stepsize h > 0 has been proven not to exist
in general [CFM, GM]. The key observation now is that the conditions imposed above for preserving the
symplecticity and quadratic invariants and constraints manifolds cannot determine
Ä
c, A, b; Aˆ, bˆ
ä
totally,
so there is actually some freedom to choose these parameters.
Inspired by [BIT, WXL], we are motivated to construct α-PRK methods so that the energy is also
preserved. However, the specific construction technique developed in [BIT, WXL] is not feasible here
in general. In fact, the key in the construction of α-PRK methods in the two paper is the so called
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W -transformation, which allows us to express the symplectic condition in a very compact form with the
help of matrix XG, where the three diagonal anti-symmetric matrix XG is the W -transformation matrix
of Gauss collocation method. Thus, we can parameterize the transformed matrix so that it remains to
satisfy the same conditions as usual symplectic RK or PRK methods, and then obtain the parameterized
α-PRK method by inverse W -transformation. For example, the 2-stage and 3-stage α-PRK methods
based on Lobatto IIIA-IIIB pairs are given by [WXL]
0 16α − 16α
1 12 − 16α 12 + 16α
1
2
1
2
,
0 12 − 16α 16α
1 12 +
1
6α − 16α
1
2
1
2
. (4.2)
0 15α − 25α 15α
1
2
5
24 − 115α 13 + 215α − 124 − 115α
1 16 +
1
5α
2
3 − 25α 16 − 15α
1
6
2
3
1
6
,
0 16 − 15α − 16 + 25α − 15α
1
2
1
6 +
1
15α
1
3 − 215α 115α
1 16 − 15α 56 + 25α − 15α
1
6
2
3
1
6
. (4.3)
We can see that although the method keeps symplecticity and quadratic invariants, it generally does not
satisfy the constraint conditions a1j = 0, asj = bj , so its numerical solution cannot be guaranteed to fall
on the manifold M.
In this article, we introduce another new parameterization α-PRK methods. According to (4.1), we
focus only on (A, b). Note that the first and last rows of A are fixed and depended on b while the other
rows of A can be determined in a great freedom. Since the energy H(p, q) is a scalar, we can let these
coefficients change depending on a scalar α ∈ R in a particular chosen way. Of course, due to the degrees
of freedom, such a choice may not be unique. Then, we hope to choose α such that the conditions (4.1)
are satisfied. Let’s first take a closer look at classic examples and then introduce the general higher-order
methods.
4.1 New modified algorithms based on existing methods
4.1.1 α-Rattle
In this section, we aim to propose a method based on the Shake-Rattle algorithm in section 2.1. As
known, this method is two stage method with order 2. If we perturb b, the order can be reduced. Since
s = 2, with the conditions (4.1), there is only one degree of freedom left for choosing the parameters. In
particular, we let
b1 = 1/2 + α, b2 = 1/2− α, α ∈ R. (4.4)
Then, the matrix A(α)-Â(α) is fully determined, and the α-PRK, which we call α-Rattle, in the form
Butcher table is given:
0 0 0
1 12 + α
1
2 − α
1
2 + α
1
2 − α
,
1
2 + α
1
2 + α 0
1
2 + α
1
2 + α 0
1
2 + α
1
2 − α
. (4.5)
We can see that this new α-PRK method is different from the previous method given in (4.2). For fixed α,
it not only can preserve the symplecticity and quadratic invariants, but also can guarantee the numerical
solutions to fall on the manifold M. When we adjust α each step, the method can preserve energy and
quadratic invariants, and also to guarantee the numerical solutions to fall on the manifold M.
We write out the details of the α-Rattle method below for convenience:
P1 = p0 + h(1/2 + α)
(−Hq(P1, Q1)−GT (Q1)Λ1) ,
P2 = P1,
Q1 = q0,
Q2 = q0 + h
(
( 12 + α)Hp(P1, Q1) + (
1
2 − α)Hp(P2, Q2)
)
,
g(Q1) = g(Q2) = 0,
(4.6)
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The numerical solution (p1, q1) is then solved by
q1 = Q2,
`1 = −Hq(P1, Q1)−GT (Q1)Λ1,
`2 = −Hq(P2, Q2)−GT (Q2)Λ2,
p1 = p0 + h
(
( 12 + α)`1 + (
1
2 − α)`2
)
,
0 = G(q1)Hp(p1, q1).
(4.7)
The system (4.6) can be reduced to that
P = p0 − h(1/2 + α)Hq(P, q0)− hGT (q0)λ1,
q1 = q0 + h
(
( 12 + α)Hp(P, q0) + (
1
2 − α)Hp(P, q1)
)
,
0 = g(q1).
(4.8)
where λ1 := (1/2 + α)Λ1. There are three unknowns in this system. Then, one can solve (p1, λ2) by®
p1 = p0 − h( 12 + α)Hq(P, q0)− h( 12 − α)Hq(P, q1)− hGT (q0)λ1 − hGT (q1)λ2,
0 = G(q1)Hp(p1, q1),
(4.9)
where λ2 := (1/2− α)Λ2.
4.1.2 α-PRK III methods
We now construct the α-PRK III methods from Lobatto IIIA or IIIB methods. For unconstrained
Hamiltonian systems, this method has been used by Sun [Sun95] to construct symplectic PRK method.
However, as we pointed out earlier, this method generally does not conserve the Hamiltonian energy.
The general Runge-Kutta method with parameters (c, A, b) for non-autonomous equations y˙ = f(t, y)
is given by
y1 = y0 + h
s∑
j=1
bjf(t0 + cjh, kj), ki = y0 + h
s∑
j=1
aijf(t0 + cjh, kj), i = 1, . . . , s.
The classical B(p), C(η) and D(ζ) conditions for the RK method with parameters (c, A, b) are given by
B(p) :
s∑
i=1
bic
q−1
i =
1
q
q = 1, . . . , p;
C(η) :
s∑
j=1
aijc
q−1
j =
cqi
q
i = 1, . . . , s, q = 1, . . . , η;
D(ζ) :
s∑
i=1
bic
q−1
i aij =
bj
q
(1− cqj) i = 1, . . . , s, q = 1, . . . , ζ.
(4.10)
See [HW06, IV.5, pp71] for more details on the B(p), C(η) and D(ζ) assumptions for RK methods.
Theorem 4.1. [Sun95] Suppose that an s-stage RK method (c, A, b) with distinct abscissae ci and bi 6=
0 satisfies B(p), C(η) and D(ζ). Then the PRK method generated by
Ä
ci, aij , aˆij = bj(1− ajibi ), bi
ä
is
symplectic and of order q = min(p, 2η + 2, 2ζ + 2, η + ζ + 1) for Hamiltonian systems.
As a remark, the equations considered in this work are autonomous and the parameters c do not
appear in the scheme. However, the conditions B(p), C(η), D(ζ) still make sense: one may find the
parameters c from C(η) condition and then require B(p), D(ζ) to hold.
Here we construct several specific parameterized α-PRK III methods for Hamiltonian systems with
holonomic constraints following the idea described in Algorithm 1.
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One method to parameterize the Lobatto IIIA or IIIB methods is to keep b to be constant at first but
to change ai2 in some suitable ways. This leads to that 3-stage parameterized α-Lobatto IIIA-IIIÂ
0 0 0 0
1
2
5
24 − α 13 − α 2α− 124
1 16
2
3
1
6
1
6
2
3
1
6
,
0 16 4α− 16 0
1
2
1
6
1
3 +
2
3α 0
1 16
5
6 − 8α 0
1
6
2
3
1
6
. (4.11)
Or the 3-stage parameterized α-Lobatto III“B-IIIB
0 0 0 0
1
2
5
24 − α2 13 + α − 124 − α2
1 16
2
3
1
6
1
6
2
3
1
6
,
0 16 2α− 16 0
1
2
1
6
1
3 − α 0
1 16
5
6 + 2α 0
1
6
2
3
1
6
. (4.12)
One can check that all the α-PRK III methods used in (4.11)-(4.12) satisfy that B(2) and C(1). Hence,
those four α-PRK methods have second order accuracy according to Theorem 4.1. We can construct
general s-stage α-PRK methods based on IIIA-IIIB methods in the same way. Note that those methods
are different from the previous α-PRK based on W -transformation method given in (4.3). When α = 0,
all the α-PRK methods presented in (4.3), (4.11)-(4.12) are reduced to the classical Lobatto IIIA-IIIB
pairs.
4.2 The general method and some theoretical results
As we can see from the above example, we can first parameterize the coefficients b(α), A(α), and then
determine the entire α-PRK method according to the conditions (4.1).
4.2.1 The general method and properites
With the discussion above, we propose the method as follows:
Algorithm 1 (Energy and quadratic invariant preserving method)
1: Choose a particular form of functions b = b(α), and A = A(α) such that there exists an interval
I ⊂ R satisfying
• For all 1 ≤ i ≤ s, bi(α) 6= 0 for all most all α ∈ I; ∑i bi(α) = 1.
• a1j(α) = 0, asj(α) = bj(α) for all 1 ≤ j ≤ s and all α ∈ I.
• Determine b̂ and Â by relation (4.1).
2: Pick computational time T > 0; time step h > 0. Let N = dT/he. Pick initial data (p0, q0).
3: for n in 1 : N do
4: Let (pn(α), qn(α)) be given by (2.1) with coefficients above and initial data (pn−1, qn−1).
5: Choose α∗ ∈ I such that H(p1(α∗), q1(α∗)) = H(p0, q0).
6: Let (pn, qn) = (pn(α
∗), qn(α∗)).
7: end for
From the algorithm, we can see that in order to preserve the constrained manifold M we can impose
the conditions a1j = 0, asj = bj , or equivalently, aˆis = 0, aˆi1 = b1, i = 1, . . . , s, and then to determine
the symplectic PRK methods form the relation (4.1).
For the general s-stage (s ≥ 3) RK methods, due to the increase of degrees of freedom, the parame-
terization methods is not unique, and there may be many other methods. We now explore the properties
of the new methods.
Theorem 4.2. If the method in Algorithm 1 has a solution, then the energy H(pn, qn) is a constant.
Moreover, for all D ∈ D , the quadratic invariant qTnDpn is also a constant.
Proof. The energy constant is obvious by the method. For the quadratic invariant, we note that Theorem
3.1 tells us that for any α, qTn (α)Dpn(α) = q0Dp0. Hence, the claims follow. We skip the details.
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Here, as that for symplectic RK methods, let us point out the difference between the conservation of
quadratic invariants and symplecticity. As we have seen, for PRK methods with fixed coefficients, (4.1)
guarantees the symplecticity and conservation of quadratic invariants. In fact, for Hamiltonian system,
conservation of quadratic invariants and symplecticity are equivalent. Now, if we apply the method for all
initial data (p0, q0) (all trajectories), the method given by Theorem 4.2 may not be symplectic although
(4.1) is satisfied. The reason is that the coefficients in the method depend on the initial data now,
and thus dpn ∧ dqn may not be equal to dp0 ∧ dq0. Compared to the fact that symplectic involves the
differential of numerical solutions, the quadratic invariants depend only on the values of the numerical
solutions. The conservation of quadratic invariants still holds by relations (4.1). Based on the discussion
above, our method can be applied in two possible cases.
1. We apply the method for all trajectories so that the energy and quadratic invariants are preserved
for all trajectories. However, the method may not be symplectic though.
2. We fix down the coefficients obtained by a particular trajectory. Then, the method is symplectic,
preserves the quadratic invariants, and preserves the energy for the chosen trajectory.
4.2.2 Existence of the numerical solutions and order of the methods
Clearly, the method in Algorithm 1 depends crucially on the solvability of
µ(α, h) := H(p1(α, h), q1(α, h))−H(p0, q0) = 0, (4.13)
for small enough h > 0 and some given consistent initial values (p0, q0) ∈ Q ×Q. Clearly, µ(α, h) is the
error measuring the error for energy. As h → 0+, µ(α, h) → 0 for all α. We assume the order of the
energy satisfies the follows.
Assumption 4.1. We assume the method for α = 0 is a special base method that satisfies the following.
1. Suppose µ(α, h) is analytic in a neighborhood of (0, 0).
2. The order of energy approximation is higher for α = 0 than other α values near 0. In other words,
there exist r, r1 with r ≥ r1 > 1 such that
lim
h→0+
1
hr
µ(0, h) 6= 0, lim
h→0+
1
hr1
µ(α, h) 6= 0. (4.14)
Remark 4.1. To understand the second term in Assumption 4.1, we note that
µ(α, h) = H(p1(α, h), q1(α, h))−H(p(h), q(h))
where (p(t), q(t)) is the exact solution of the Hamiltonian system with initial data (p0, q0). Hence, µ is
in fact the numerical error of the energy for the scheme. The second iterm in Assumption 4.1 is the
convergence order of the energy, which is often O(hβ+1) if the method has a convergence order β.
By the analyticity, one has in a neighborhood of (0, 0) that
µ(α, h) =
∑
`≥0,m>1
c`,mα
`hm
Since µ cannot be identically zero, there must some `,m such that c`,m 6= 0. Hence, there always exists
some r(α) > 0 such that limh→0+ µ(α, h)/hr(α) exists and is nonzero. Hence, the second item in the
assumption roughly says we have
µ(α, h) =
[
c0,rh
r +
∑
m>r
c0,mh
m
]
+ ckr1α
khr1 + · · · , k > 0, r ≥ r1 > 1. (4.15)
We further assume that the dependence in α is not degenerate, and without los of generalization in
(4.15) for k = 1. If k 6= 1, we may set α˜ = αk. Of course, in terms of (α˜, h), the analyticity of µ may
break down. However, as soon as µ is C1 in α˜ and h, the claim below still holds. Provided k = 1, we can
prove that he method can give a sequence of numerical solutions, as below.
13
Theorem 4.3. Suppose Assumption 4.1 holds and r, r1 are the numbers as in Assumption 4.1. If it
holds that
lim
h→0+
1
hr1
∂µ
∂α
(0, 0) 6= 0, (4.16)
then the equation (4.13) has a solution α∗ for h sufficiently small, and this solution can be written as
α∗(h) = η(h)hr−r1 (4.17)
for some smooth function η(·), with limh→0+ η(h) 6= 0.
Proof. The proof can be done by the implicit function theorem, following similar approach as in [BIT].
Define a new variable η = h−(r−r1)α. Then,
µ˜(η, h) = h−rµ(h(r−r1)η, h).
By the assumptions, µ˜ is analytic in a neighborhood of (0, 0). Moreover,
∂µ˜
∂η
(0, 0) 6= 0,
by (4.16). Clearly, µ˜ = 0 implies µ = 0. By implicit function theorem, µ˜ = 0 implicitly defines a smooth
function η = η(h) for h ∈ J , where J is a small interval containing 0. By Assumption 4.1, it is not hard to
see (depending on c0,r and c1,r1 in (4.15)) η(0) 6= 0. The claims then follow if we define α∗ = hr−r1η.
With the relation α∗ = η(h)hr−r1 , the convergence order of the method given in Algorithm 1 is in
fact can be the same as that for α = 0. This means that the order of convergence can be preserved. We
in fact have the following claim.
Corollary 4.1. Suppose that for all α 6= 0 near 0, the order of PRK is r1− 1 and that the order of PRK
scheme for α = 0 is r − 1. If the conditions in Theorem 4.3 hold, then the order of convergence for the
method given in Algorithm 1 is equal to r − 1.
Proof. By the assumptions,
‖p1(α, h)− p(h)‖ = η1(α, h)hr1 , ‖q1(α, h)− q(h)‖ = η2(α, h)hr1 ,
where (p(h), q(h)) are the exact solutions for the Hamiltonian system with initial data (p0, q0). Here,
η1(α, h) and η2(α, h) are bounded smooth functions. Then, it is easy to see |ηi(α, h) − ηi(0, h)| ≤ C|α|
for i = 1, 2. Hence, with α = α∗
‖p1(α, h)− p1(0, h)‖ ≤ Chr1hr−r1 = Chr.
The same is true for q1. By the assumption on the accuracy for α = 0, the claim follows.
As a direct application of the Theorem 4.3 and Corrollary 4.1, we in the next try to find more explicit
conditions corresponding to the condition in Theorem 4.3 to hold (namely limh→0+ h−r1∂αµ 6= 0) and
determine r1 for the modified Shake and Rattle algorithm described in section 4.1.1. We first of all
assume the following.
Assumption 4.2. The matrix G(q) is of rank m for all q, and Hpp(p, q) is invertible for all (p, q).
Clearly, the first is reasonable as we assume the m holonomic constraints are independent. Below, we
perform the discussion with Assumption 4.2. Motivated by the condition in Theorem 4.3, we define the
operator
Dsf := lim
h→0+
[
h−s∂αf(α, h)|α=0
]
. (4.18)
Since limh→0+ p1(0, h) = p0 and limh→0+ q1(0, h) = q0, one has
Dsµ = (Dsp1) ·Hp(p0, q0) + (Dsq1) ·Hq(p0, q0). (4.19)
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Now, we aim to find the minimum r suh thatDrµ 6= 0. First consider s = 1. By (4.8) and P (0, h)→ p0,
one has
D1P = −Hq(p0, q0)− 1
2
(D0P ) ·Hpq(p0, q0)−GT (q0) · D0λ1.
Clearly, D0P = 0. Hence, D1P = −Hq(p0, q0)−GT (q0) · D0λ1. Consequently,
D1q1 = Hp(p0, q0)−Hp(p0, q0) + 1
2
[D0P ·Hpp(p0, q0) +D0PHpp(p0, q0) +D0q1Hqp(p0, q0)]
= 0.
Similarly,
D1p1 = [−Hq(p0, q0 +Hq(p0, q0))]−GT (q0)D0(λ1 + λ2)−D0q1 · ∇qqg(q0) · lim
h→0+
λ2(0, h)
= −GT (q0)D0(λ1 + λ2).
By the constraint of p1 in (4.9), 0 = D0q1 ⊗ Hp(p0, q0) : ∇2g(q0) + G(q0) · [D1p1 · Hpp(p0, q0)] =
G(q0) · [D1p1 · Hpp(p0, q0)]. Since the m constraints are independent and Hpp is invertible, GHppGT is
invertible and thus D0(λ1 + λ2) = 0. Hence, D1p1 = 0.
Now, we move to s = 2. By the q1 equation in (4.8),
D2q1 = lim
h→0+
h−1[Hp(P, q0)−Hp(P, q1)] +D1P ·Hpp(p0, q0) + 1
2
D1q1 ·Hqp(p0, q0)
= −Hp(p0, q0) ·Hqp(p0, q0)− [Hq(p0, q0) +GT (q0) · D0λ1] ·Hpp(p0, q0)
By the constraint in (4.8), one has G(q0)D2q1 = 0. Using this, one can determine D0λ1.
Similarly, we have
D2p1 = limh−1(Hq(P, q1)−Hq(P, q0))−D1P ·Hpq(p0, q0)− 1
2
D1q1 ·Hqq −GT (q0)D1[λ1 + λ2]−
D1q1 · ∇2g(q0) · limλ2
= Hp(p0, q0) ·Hqq(p0, q0) + [Hq(p0, q0) +GT (q0)D0λ1] ·Hpq(p0, q0)−GT (q0)D1[λ1 + λ2].
Moreover, By the constraint of p1 in (4.9), we have
0 = Hp(p0, q0)⊗D2q1 : ∇qqg(q0) + (D2p1 ·Hpp(p0, q0) +D2q1 ·Hqp(p0, q0)) · ∇qg(q0)
With this, one can determine D1(λ1 + λ2). Hence, we can find that
D2µ = Hp ⊗Hp : Hqq −Hq ⊗Hq : Hpp +R, (4.20)
where
R := [GTD0λ1]⊗Hp : Hpq −HpGTD1[λ1 + λ2]− [GTD0λ1]⊗Hq : Hpp.
Every term in R involves G, while the first two terms in D2µ do not depend on G. Hence, D2µ 6= 0 for
all most all (p, q). It is possible that at some special points, this can be zero.
Remark 4.2. For a more straightforward derivation, one may take derivatives on α in (4.8)-(4.9) and
then expand the quantities like ∂αP, ∂αp1 etc in terms of powers of h. Then compare the coefficients, one
can derive the same formulas.
To summarize, we expect that for almost all (p0, q0),
lim
h→0+
1
h2
∂µ(0, h)
∂α
6= 0.
This coincides with the fact the method for α 6= 0 is first order. Hence, the method should be second
order by Corollary 4.1. We know the order of convergence for α = 0 is two or r = 3. Hence, mostly, we
will have
α∗ = O(h).
It could be possible that at some special points, limh→0+ 1h2
∂µ(0,h)
∂α = 0. For these points, there could
still be solutions for α∗ but one may have larger α∗  h, as we need to look into higher orders.
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5 Numerical Experiments
In this section, we present numerical examples to verify our theoretical findings. We verify that the
method constructed in this paper can accurately conserve the quadratic invariants and constraint man-
ifolds of the system, and at the same time, the appropriate parameters α∗ can be selected to make the
system energy conservation at each step. As far as we know, this is the first time that there is a numerical
method for a Hamiltonian constrained systems that can hold all three quantities at once. We will also
verify the order of convergence of the parameterized method and prove that the parameter perturbation
will not decrease the order of convergence of the numerical solutions. All the experiments in this paper
are implemented using Julia on Version 1.4.2 and Packages: NLsolve v4.4.0.
5.1 Spherical pendulum
Figure 1: Numerical solutions.
Figure 2: The errors in the third component of the angular momentum for standard Rattle and Lobatto
IIIA-IIB methods and the α-Rattle and α-PRK III methods.
Consider the spherical pendulum equation with H(p, q) = 12 (p
2
1 + p
2
2 + p
2
3) + q3 and g(q) = (q
2
1 + q
2
2 +
q23)− 1, so that
Hp(p, q) =
p1p2
p3
 , Hq(p, q) =
00
1
 , GT (q) = 2
q1q2
q3
 . (5.1)
For this example, the Lagrangian
L(Q, Q˙) =
1
2
|Q˙|2 −Q3,
16
(a) Energy errors for standard Rattle method. (b) Energy errors for standard Lobatto IIIA-IIIB method.
(c) α∗ for α-Rattle method. (d) Energy errors for α-Rattle method.
(e) α∗ for α-PRK III method. (f) Energy errors for α-PRK III method.
Figure 3: α∗ and energy errors with h = 0.1.
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is invariant under rotations about z axis. In particular, taking D1 to be a 2 × 2 anti-symmetric matrix
and setting
D :=
ï
D1 0
0 0
ò
. (5.2)
Then, using DT = −D, and (esDv)3 = v3, it can be verified easily that
g(esDq) = qT esD
T
esDq − 1 = qT q − 1 = 0, L(esD q˙, esDq) = 1
2
|esD q˙|2 − (esDq)3 = L(q˙, q).
Hence, the quantity I(p, q) = qTDp is invariant under this Hamiltonian dynamics. In particular, this
implies that the third component of the angular momentum L(p, q) = q×p is conservative. Physically, the
forces (force due to the constraint which points along the radius of the sphere, the gravity), q and z-axis
are coplanar, so z-component of the torque is zero. Thus, the z-component of the angular moment is
conserved. We will verify through numerical experiments in this example that the parameterized method
we constructed can preserve both the Hamilton function and L3.
Table 1: The errors ep, eq and the orders at T = 0.5 for the α-Rattle method for Example 1
h ep order eq order
0.25 3.3643e-4 - 3.5220e-4 -
0.125 8.6813e-5 1.9543 8.9671e-5 1.9737
0.0625 2.1895e-5 1.9872 2.2535e-5 1.9924
0.03125 5.4863e-6 1.9967 5.6416e-6 1.9980
0.015625 1.7323e-6 1.9992 1.4108e-6 1.9995
Table 2: The errors ep, eq and the orders at T = 1 for the α-Rattle method for Example 1
h ep order eq order
0.1 1.1216e-4 - 1.0774e-4 -
0.05 4.5419e-5 1.3042 4.8323e-5 1.1569
0.025 1.5315e-5 1.5683 2.0176e-5 1.2600
0.0125 1.6383e-6 3.2247 1.5628e-6 3.6905
0.00625 5.7032e-7 1.5226 5.9045e-7 1.4043
Table 3: The errors ep, eq and the orders at T = 1 for the α-PRK III method for Example 1
h ep order eq order
0.25 4.0025e-7 - 4.7611e-7 -
0.125 2.5089e-8 3.9957 2.9843e-8 3.9958
0.0625 1.5692e-9 3.9989 1.8665e-9 3.9989
0.03125 9.8091e-11 3.9998 1.1666e-10 3.9998
0.015625 5.9634e-12 4.0399 6.9571e-12 4.0677
We take the initial value q0 = (0, sin(0.1),− cos(0.1)), p0 = (0.06, 0, 0) for the simulations. In Fig. 2,
we present the third component of the angular momentum L(p, q). From which we can see that both
the standard Rattle and Lobatto IIIA-IIIB methods and the parameterized methods constructed in this
paper can preserve this quadratic invariants to machine precision, that is up to 10−16.
In Fig. 3, we show the results for the chosen parameters α and computed Hamiltonians for the α-Rattle
in (4.8)-(4.9) and α-PRK III method in (4.11). Clearly, the standard symplectic methods (i.e. Rattle
and Lobatto IIIA-IIIB methods) have energy error range from 10−9 to 10−6, while the parameterized
symplectic methods can make the energy conservation in the sense of that the energy error reach the
machine accuracy. At each step, we can find parameters α∗ = α(h, yn) that achieve energy conservation.
We can see from (c) in Fig. 3 that the parameter is small in most cases for α-Rattle method, but it may
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take a slightly larger value at a very few points, and such an exceptional points may lower the order of
the parameterized methods.
In the Table 1 and 2 we give the specific order of convergence for the α-Rattle method. We can see
that the order of Table 1 is completely consistent with the standard algorithm of second order when
computed on [0, 0.5], while the order of Table 2 is slightly reduced when we computed on [0, 1]. We found
that there is some α that is big as shown in Figure 3 (c) between t = 0.5 and t = 1, and this seems to
reduce the computational accuracy as commented above. We are not clear with the deeper reason for
this. Maybe, the conditions in Theorem 4.3 might be violated at some point, or maybe the nonlinear
system is not solved with high accuracy as commented below in Remark 5.1. For the 3 stage α-PRK
method, we can see from (e) in Figure 3 that the parameter is uniform small about O(10−5). As shown
in Table 3, the convergence order of α-PRK III method is preserved exactly as the standard 3 stage PRK
method. That is forth order.
Remark 5.1. In the specific implementation of the parameterized methods presented in this article, it is
very important to accurately solve the corresponding nonlinear system of equations (like (4.6)-(4.8)). If
the accuracy of the numerical solutions is not enough (for example, the constraints are not satisfied to
enough accuracy), the accuracy of the energy computation might be reduced to like from 10−8 to 10−12,
and the searched parameters α∗ might not be very good. One may try to improve the accuracy of nonlinear
equations by giving a good initial value during the iteration. For example, use the numerical results of the
standard PRK methods as the initial value in the iteration of the nonlinear equations for the corresponding
parameterized methods. For future work, one may introduce some correction field or augmented variables
to make the nonlinear system more stable to solve.
5.2 Satellites system
Figure 4: Numerical solutions obtained by α-Rattle method with h = 0.1.
We discuss a closed-loop rotating triangular tethered satellites system, including three satellites (con-
sidered as mass-points) of masses mi, i = 1, 2, 3, joined by inextensible, tight, and massless tethers, of
lengths Li, i = 1, 2, 3, respectively. For sake of simplicity, we assume unit masses and lengths, and nor-
malize the gravity constant. Consequently, if qi := (xi, yi, zi)
T ∈ R3, i = 1, 2, 3, are the positions of the
three satellites, the constraints 0 = g(q) are given by
g1(q) = (q1 − q2)T (q1 − q2)− 1 = 0,
g2(q) = (q2 − q3)T (q2 − q3)− 1 = 0,
g3(q) = (q3 − q1)T (q3 − q1)− 1 = 0.
(5.3)
The Hamiltonian is specified by H(p, q) =
∑3
i=1
Å
1
2p
T
i pi − 1√qT
i
qi
ã
.
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Hence, we have that
Hp = p =
p1p2
p3
 , Hq = f(q) :=
(qT1 q1)− 32 q1(qT2 q2)− 32 q2
(qT3 q3)
− 32 q3
 , GT (q) = 2
q1 − q2 0 q1 − q3q2 − q1 q2 − q3 0
0 q3 − q2 q3 − q1
 . (5.4)
(a) Energy errors for Rattle method with h = 0.1. (b) Energy errors for Lobatto IIIA-IIIB method with h =
0.2.
(c) α∗ for α-Rattle method with h = 0.1. (d) Energy errors for α-Rattle method with h = 0.1.
(e) α∗ for α-PRK III method with h = 0.2. (f) Energy errors for α-PRK III method with h = 0.2.
Figure 5: α∗ and energy errors
For the simulation, we choose the consistent initial values given by
q1(0) =
 01
2
z0
 , q2(0) =
 0− 12
z0
 , q3(0) =
 00
z0 −
√
3
2
 , p1(0) = p2(0) =
00
0
 , p3(0) =
v00
0
 .
where z0 = 20 and v0 is such that the initial Hamiltonian is zero. This provides a configuration in
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which the first two satellites remain parallel to each other, moving in the planes y = 1/2 and y = −1/2,
respectively, and the third one moves around the tether joining the first two, in the plane y = 0.
Table 4: The errors ep, eqand the orders at T = 1 for the α-Rattle method for Example 2
h ep order eq order
0.25 1.2290e-3 - 1.9300e-3 -
0.125 3.0460e-4 2.0125 4.7835e-4 2.1247
0.0625 7.59745e-5 2.0033 1.1931e-4 2.0033
0.03125 1.8968e-5 2.0018 2.9789e-5 2.0018
0.015625 4.7270e-6 2.0046 7.4235e-6 2.0046
Table 5: The errors ep, eqand the orders at T = 1 for the α-PRK III method for Example 2
h ep order eq order
0.25 1.2299e-6 - 1.9307e-6 -
0.125 7.1884e-8 4.0967 1.1284e-7 4.0967
0.0625 3.0717e-9 4.5485 4.8219e-9 4.5485
0.03125 9.7230e-11 4.9815 1.5263e-10 4.9815
0.015625 6.4283e-12 3.9188 1.0091e-11 3.9188
For this more complex example, our numerical results are similar to the first example. The standard
symplectic PRK methods have energy errors, but the parameterized methods can preserves energy to
machine accuracy. At each step, we can find the parameter values that make the energy conserved.
Meanwhile, as shown in Table 4 and 5, the order of convergence of the two parameterized methods can be
completely consistent with the standard methods. By comparison, it is found that α-PRK III methods
are often superior to the α-Rattle method, and the parameter values of α-PRK III methods are usually
uniformly small, while α-Rattle method may have a few points with large α∗ values.
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