Internal Model Control with a Grey Predictor by 施昆毅
.. l .. iiiiiiiiiiI _ __________ _ 
Internal Model Control with a Grey Predictor 
~e ~ ~1(Kuen-Yih Shy) *t~ tt(Sung-Lin Wu) .£ itt;'$(Yin-Tien Wang) 
&i.L*~#l~L~£~ * 
~ :I!:,,f.iit*i}\~l-~151 ~ 
http://mail.tku.edu.tw/ytwang 
ABSTRACT 
In this paper, we propose a self-tuning controller with a grey predictor for on-line process controls. The 
self-tuning mechanism is designed basing on a group of input-output data obtained from the process. The 
grey predictor in the tuning mechanism is utilized to reduce the random variation of the input-output data. 
The self-tuning mechanism is integrated into an internal model control, and the developed control system is 
applied to control the temperature distribution in a thermal barrel of plastic molding processes. From the 
experimental result, we conclude that the usage of the grey predictor can filter out the noise in the process 
and reduce the number of input-output data required in the tuning mechanism. 
Keywords: Self-tuning Control, Grey Systems, Internal Model Control, Thermal Variable Control. 
I. INTRODUCTION 
N process control, we need to establish an accurate I mathematical model for the physical process, and design 
the process controller basing on the model. For a complex 
process, a controller with a linear model provides accurate 
results only in some application range and is not appropriate 
for precision process control. On the other hand, a controller 
with a nonlinear model costs too much time in calculation 
and is not applicable for on-line control. 
Linear discrete models with self-tuning mechanism are 
simple and approximate methods, which can highly represent 
the properties of nonlinear systems and easily integrate a 
priori knowledge of data obtained from the processes. 
However, for a conventional self-tuning control, the tuning 
mechanism is suffered from the noise of the input-output data. 
In this paper, we propose a self-tuning controller integrated 
with a grey predictor for on-line process controls. The 
self-tuning mechanism is designed basing on a group of 
input-output data obtained from the process. The grey 
predictor in the controller is utilized to reduce the random 
variation of the input-output data. 
We established two types of self-tuning mechanism for the 
purpose of comparison, one without any predictor and the 
other with a predictor based on the grey system theory. In 
order to compare the performance of these two controllers, 
we integrate the tuning mechanism into Internal Model 
Control (IMC) [Sousa el al. 1997] for temperature control of 
a thermal barrel in plastic molding processes. The systems 
are subjected to a step input and the responses will depict the 
dynamic performance of the controllers. The basic concept of 
IMe is to generate the command basing the inversion of the 
system model. If the mathematical model is accurate enough, 
the difference between the outputs of the mathematical model 
and the physical system will vanish, and the transfer function 
of the system is a unity function . Otherwise, if the model is 
slightly different from the physical system, a large difference 
will exist between the IMC output and the reference input. 
Therefore, the IMC is an appropriate tool that can be used to 
evaluate the accuracy of a mathematical model. We will show 
that the self-tuning model with a grey predictor presents a 
better control performance than that without any predictor. 
II. SELF-TIJNING INfERNAL MODEL CONTROL 
Consider an autonomous system describ~d by the 
expression 
~f(x,u) (I) 
where x and u are the state and input variables of the system, 
respectively; and f is an nonlinear function of the input and 
state variables. A linear approximation of Equation (I) can be 
expressed as 
~Acx+Bcu (2) 
(3) 
where y is the output of the system; Ae, Be, Ce, and Dc are 
constant matrices. We can derive a discrete model as follows 
for Equations (2) and (3)[Phillips and Nagle 1995], 
x(k) = Ax(k -I) + Bu(k -I) (4) 
y(k) = Cx(k -I) + Du(k -I) (5) 
In these equations; the coefficient matrices are determined as 
A = Q(ts) = eAcJs 
B = ~s Q(ls - t)dt Be 
C=Cc 
D=Dc 
where Is is the sampling time of the discrete system. The 
coefficients of the discrete model are estimated basing on a 
group of input and output data. Rearrange Equation (4) to be 
a homogenous equation 
x = Wh (6) 
where x is a vector contains the state variables at t=k; W is a 
matrix contains the input and state variables at t=k-I; h is a 
vector of undetermined coefficients in matrices A and B. 
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