Over the last three decades, we have observed increasing dependency on computer and communication systems-and their hardware and software-in all aspects of daily life. As an example, we mention the use of online banking services, the use of computer-controlled car safety systems and the use of fully software-supported high-definition television sets. All these types of systems are characterized by their complexity as regards their hardware and-first and foremosttheir software. If these systems do not behave as expected (or as specified), the effect is that they become less easy to use-to say the least. However, more often than not such situations lead to monetary losses or they endanger lives.
The current special issue brings together a selection of papers that are extensions and/or combined papers from the three most recent PDMC workshops. An initial selection of the best eight papers from the last 3 years was made by the involved Programme Committee chairs and the PDMC steering committee. The authors of these papers were invited to extend their work, and to resubmit the papers for this special issue. The papers submitted in this way were carefully reviewed and revised and, eventually, five high-quality papers were selected to be presented in this special issue. These papers cover the important basic techniques that the verification process builds upon: symbolic as well as explicit representations of the state space of the system to be verified; and a direct search as well as a reduction of the search to satisfiability problem.
The paper Parallel SAT Solving in Bounded Model Checking by Erika Ábrahám, Tobias Schubert, Bernd Becker, Martin Franzle and Christian Herde proposes a novel parallel algorithm for Bounded Model Checking (BMC) based on satisfiability (SAT) solving. The novelty of the approach is running SAT solvers for different counterexample lengths in parallel, rather than parallelizing the satisfiability check of a single formula. Solvers prune the search space by learning and adapting conflict clauses from each other while solving. The experiments show very good speed-up behaviour (linear, or even super-linear) of the method on a suite of test models.
Distributed Algorithms for SCC Decomposition by Jiří Barnat, Jakub Chaloupka and Jaco van de Pol surveys parallel algorithms for the decomposition of a graph into strongly connected components. The authors identify basic procedures the algorithms are assembled from and introduce a new technique based on a recursive application of the Owcty-Backward-Forward (OBF) technique. In an extensive experimental study, the new algorithm outperforms all the other algorithms in most cases.
Stefan Blom, Bert Lisser, Jaco van de Pol and Michael Weber introduce in the paper A Database Approach to Distributed State Space Generation a new solution to the problem. The basic scheme of distributed state space generation is enhanced with a global database, in order to provide a globally unique representation of values from recursive data types. A database replication together with a message piggybacking scheme is employed to alleviate the cost of synchronization.
The paper Speculative Image Computation for Distributed Symbolic Reachability Analysis by Ming Ying Chung and Gianfranco Ciardo is concerned with symbolic reachability analysis using horizontal slicing of multi-value decision diagrams. The paper explores four methods of the best possible utilization of the idle time of a network of workstations during the state space generation process. The idle time is used to speculatively perform image computation and cache the result which can be potentially used by the algorithm in the future to improve overall efficiency.
The paper To Parallelise or To Optimise? by Jonathan Ezekiel, Gerald Lűttgen and Radu Siminiceanu discusses parallelization issues of symbolic model checking and the Saturation algorithm in particular. The authors address the problem of parallelization for the sake of time efficiency instead of the more widely applied parallelization for obtaining more memory resources. Practical results on a benchmark set are given with the outcome that the performance of a parallel symbolic state space generation algorithm is highly dependent on the model. The paper prefers optimization of sequential symbolic model checking algorithms to their parallelization.
