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Abstract
The presentation of two-parameter quantum groups of type E-series in the sense
of Benkart-Witherspoon [BW1] is given, which has a Drinfel’d quantum double
structure. The universal R-matrix and a convex PBW-type basis are described
for type E6 (as a sample), and the conditions of those isomorphisms from these
quantum groups into the one-parameter quantum doubles are discussed.
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Introduction
Two-parameter or multiparameter quantum groups have been investigated by
many authors (see the references in [BW1], [BGH1], etc.). From another viewpoint
based on the work on down-up algebras (see [B]), Benkart and Witherspoon [BW1]
recovered the structure of two-parameter quantum enveloping algebras of the general
linear Lie algebra gl
n
and the special linear Lie algebra sln, which was earlier gotten
by Takeuchi [T]. They studied their finite-dimensional weight representation theory in
the case when rs−1 is not a root of unity ([BW2]) and the restricted quantum version
(or say, the small quantum groups in the two-parameter setting) at rs−1 being a root
of unity ([BW3]). Inspired by their work, the two-parameter quantum groups in the
sense of Benkart-Witherspoon corresponding to the orthogonal Lie algebras so2n+1 or
so2n and the symplectic Lie algebras sp2n, as well as the exceptional type G2 were
further obtained by Bergeron-Gao-Hu [BGH1] and Hu-Shi [HS], respectively. Their
finite-dimensional weight representation theory and Lusztig symmetries’ property were
systematically established in [BGH2] and [HS]. Actually, this kind of Lusztig symme-
tries’ property existing from these quantum groups to their associated objects also
⋆Corresponding author, nhhu@math.ecnu.edu.cn
∗Supported in part by the NNSF (Grant Nos. 10201015, 10431040), the TRAPOYT and the FUDP
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reveals the difference with the standard Drinfeld-Jimbo quantum groups in the one-
parameter setting (see [Ja]).
The aim of this paper is to give the presentation of two-parameter quantum groups
of exceptional type E-series, to describe the universal R-matrix and a convex PBW-
type basis in terms of Lyndon words (cf. [LO]), as well as to study those isomorphisms’
conditions from these quantum groups into the one-parameter quantum doubles. Here
we will give a general formalism (see Section 1) of the presentation of their structural
constants, which is actually applied to all simply-laced types (including types A, D).
Let g denote one of Lie algebras of type E6, E7, or E8, and Ur,s(g), the two-
parameter quantum enveloping algebra of g. For simplicity, we will only write down
the results of E6 in this paper (and those for E7 and E8 are similar to be obtained).
1. Presentation of two-parameter quantum group of type E
Consider the root system of E6 as a root subsystem of E8. Assume Φ is a finite root
system of type E6 with a base of simple roots Π. We regard Φ as a subset of a Euclidean
space R8 with an inner product ( , ). Let ǫ1, ǫ2, · · · , ǫ8 denote an orthonormal basis of
R8, and suppose Π = {α1 =
1
2 (ǫ1+ ǫ8)−
1
2(ǫ2+ · · ·+ ǫ7), α2 = ǫ1+ ǫ2, αj = ǫj−1− ǫj−2 |
3 ≤ j ≤ 6} and Φ = {±(ǫi ± ǫj) | 1 ≤ j 6= i ≤ 5} ∪ {±
1
2 (ǫ8 − ǫ7 − ǫ6 +
∑5
i=1±ǫi) |
even number of minus signs }.
Fix two nonzero elements r, s in a field K with r 6= s.
Let U = Ur,s(g) be the unital associative algebra over K generated by elements
ej , fj , ω
±1
i , ω
′±1
i (1 ≤ i ≤ 6), which satisfy the following relations:
(E1) [ω±1i , ω
±1
j ] = 0 = [ω
′
i
±1, ω′j
±1] = [ω±1i , ω
′
j
±1], ωiω
−1
i = ω
′
jωj
′−1 = 1.
(E2) For 1 ≤ i, j ≤ 6, we have
ωiejω
−1
i = r
pij(s−1)qijej , ωifjω
−1
i = (r
−1)pijsqijfj,
where pij + qij = (αi, αj), pij, qij ∈ {0,±1}, and if (αi, αj) 6= 0, then pij − qij, j − i
have the same sign.
(E3) ω′iejω
′−1
i = s
pij(r−1)qijej , ω
′
ifjω
′−1
i = (s
−1)pijrqijfj.
(E4) For 1 ≤ i, j ≤ 6, we have
[ei, fj] =
δi,j
r − s
(ωi − ω
′
i).
(E5) For 1 ≤ i, j ≤ 6, and (αi, αj) = 0,
[ei, ej ] = [fi, fj ] = 0.
(E6) For 1 ≤ i < j ≤ 6, with aij = −1, we have
e2i ej − (r + s)eiejei + (rs)eje
2
i = 0,
e2jei − (r
−1 + s−1)ejeiej + (r
−1s−1)eie
2
j = 0.
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(E7) For 1 ≤ i < j ≤ 6, with aij = −1, we have
fjf
2
i − (r + s)fifjfi + (rs)f
2
i fj = 0,
fif
2
j − (r
−1 + s−1)fjfifj + (r
−1s−1)f2j fi = 0.
Remark. It is easy to see that when (αi, αj) = 0, we have two solutions of the
equation pij + qij = (αi, αj), that is, pij = qij = 0 and pij = ±1, qij = ∓1. We have
checked that both of them work, but later on in the next section we only discuss the
case when pij = qij = 0 for simplicity. Then for any fixed (i, j), pij and qij can be
determined uniquely.
Lemma 1.1. For any simply-laced simple Lie algebra, there hold identities: pij = qji.
Proof. Notice that pij + qij = (αi, αj), pji + qji = (αj , αi). Since (αi, αj) = (αj , αi),
then {pij , qij} and {pji, qji} are all the solution of the same equation. Assume that
i > j are two fixed integers, then {pij ≤ qij} and {pji ≥ qji}. Since the solution is
determined uniquely, we can deduce that {pij , qij} = {pji, qji} and pij = qji, qij = pji.
So we get the result. ✷
Let B = B(g) (resp. B′ = B′(g)) denote the Hopf subalgebra of U = Ur,s(g), which
is generated by ej , ω
±
j (resp. fj, ω
′±
j ), where 1 ≤ i ≤ 6. Then we have
Proposition 1.2. The algebra Ur,s(g) is a Hopf algebra under the comultiplication, the
counit and the antipode below
∆(ω±1i ) = ω
±1
i ⊗ ω
±1
i , ∆(ω
′±1
i ) = ω
′±1
i ⊗ ω
′±1
i ,
∆(ei) = ei ⊗ 1 + ωi ⊗ ei, ∆(fi) = 1⊗ fi + fi ⊗ ω
′
i,
ε(ω±1i ) = ε(ω
′±1
i ) = 1, ε(ei) = ε(fi) = 0,
S(ω±1i ) = ω
∓1
i , S(ω
′±1
i ) = ω
′∓1
i ,
S(ei) = −ω
−1
i ei, S(fi) = −fiω
′−1
i .
We can define the left-adjoint and the right-adjoint action in Hopf algebra Ur,s(g)
as follows
adℓ a(b) =
∑
(a)
a(1)b S(a(2)), adra(b) =
∑
(a)
S(a(1))b a(2),
where ∆(a) =
∑
(a) a(1) ⊗ a(2), a, b ∈ Ur,s(g).
Let Ur,s(n) (resp. Ur,s(n
−)) denote the subalgebra of B (resp. B′) generated by ei
(resp. fi) for all 1 ≤ i ≤ 6. Let
U0 = K[ω±1 , · · · , ω
±
6 , ω
′±
1 , · · · , ω
′±
6 ],
U0 = K[ω
±1
1 , · · · , ω
±
6 ], U
′
0 = K[ω
′±1
1 , · · · , ω
′±
6 ],
denote the respective Laurent polynomial subalgebras of Ur,s(g), B and B
′. Then we
have B = Ur,s(n)⋊ U0, and B
′ = U ′0 ⋉ Ur,s(n
−).
3
Similar to the type A case (see [BW1]), we have
Proposition 1.3. There exists a unique skew-dual pairing 〈 , 〉 : B′(g)×B(g) −→ Q(r, s)
of the Hopf algebras B(g) and B′(g) such that
〈fi, ej〉 = δij
1
s− r
, (1.1)
〈ω′i, ωj〉 = r
pji(s−1)qji , (1.2)
〈ω′
±
i , ωj
−1〉 = 〈ω′
±
i , ωj〉
−1 = 〈ω′i, ωj〉
∓1, (1.3)
and all other pairs of generators are 0. Moreover, we have 〈S(a), S(b)〉 = 〈a, b〉 for
a ∈ B′, b ∈ B.
As a result of Proposition 1.3, we can display the structural constants for type E6
by a matrix A = (a˜ij), where a˜ij = 〈ω
′
i, ωj〉,
A =


rs−1 1 r−1 1 1 1
1 rs−1 1 r−1 1 1
s 1 rs−1 r−1 1 1
1 s s rs−1 r−1 1
1 1 1 s rs−1 r−1
1 1 1 1 s rs−1


.
Proposition 1.4. ([BGH1, Coro. 2.7]) For ζ =
∑6
i=1 ζiαi ∈ Q, the defining relations
(E2) in Ur,s(g) can be rewritten as the forms below
ωζeiω
−1
ζ = 〈ω
′
i, ωζ〉ei, ωζfiω
−1
ζ = 〈ω
′
i, ωζ〉
−1fi,
ω′ζeiω
′−1
ζ = 〈ω
′
ζ , ωi〉
−1ei, ω
′
ζfiω
′−1
ζ = 〈ω
′
ζ , ωi〉fi.
Then Ur,s(g) =
⊕
η∈Q U
η
r,s(g) is Q-graded such that
Uηr,s(g) =
{∑
Fαω
′
µωνEβ ∈ U
∣∣∣ ωζ(Fαω′µωνEβ)ω−1ζ = 〈ω′β−α, ωζ〉Fαω′µωνEβ,
ω′ζ(Fαω
′
µωνEβ)ω
′−1
ζ = 〈ω
′
ζ , ωβ−α〉
−1Fαω
′
µωνEβ, with β − α = η
}
,
where Fα (resp. Eα) is a certain monomial fi1 · · · fil (resp. ei1 · · · eim) such that αi1 +
· · · + αil = α (resp. αj1 + · · ·+ αjm = β).
2. Lyndon words and convex PBW-type basis
Thanks to the work in [LR], [K1,2] and [R2,3], there is a combinatorial approach
to constructing an ordered basis called a convex PBW-type basis (for definition, see
[R3]) for our Ur,s(n). In this section, we will give a description of a convex PBW-type
basis of Ur,s(n) making use of Lyndon words and (r, s)-bracketing.
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Let A = {e1, e2, · · · , e6} be an ordered alphabet set and the order is defined by
e1 < e2 < · · · < e6. Let A
∗ be the set of all words in the alphabet set A and let u < v
denote that word u is lexicographically smaller than word v.
Definition 2.1. A word ℓ ∈ A∗ is a Lyndon word if it is lexicographically smaller than
all its proper right factors.
Definition 2.2. Let ℓ = uv, we call it a Lyndon decomposition if u, v are both Lyndon
words and u is the shortest Lyndon word appearing as a proper left factor of ℓ.
Let K[A∗] be the associative algebra of K-linear combinations of words A∗ whose
product is juxtaposition, namely, a free K-algebra.
Theorem 2.3.([LR], [R2,3]) The set of products ℓ1 · · · ℓk is a basis of K[A
∗], where the
ℓi’s are Lyndon words and ℓ1 ≥ · · · ≥ ℓk.
Let J be the (r, s)-Serre ideal of K[A∗] generated by elements {(adℓei)
1−aij (ej) |
1 ≤ i 6= j ≤ 6}. Now it is clear that Ur,s(n) = K[A
∗]/J .
In order to construct a monomial basis of Ur,s(n), we need to give another kind of
order  in A∗ with introducing a usual length function | · | for a word u ∈ A∗. We say
u  w, if |u| < |w| or |u| = |w| and u ≥ w.
Definition 2.4. Call a (Lyndon) word to be good w.r.t. the (r, s)-Serre ideal J if it
cannot be written as a sum of strictly smaller words modulo J w.r.t. the ordering .
For example, e1e2 is not “good”, since e1e2 = e2e1 and e2e1 is strictly smaller than
e1e2 w.r.t. to the ordering .
Theorem 2.5. The set of products ℓ1 · · · ℓk, where ℓi’s are good Lyndon words and
ℓ1 ≥ · · · ≥ ℓk, is a basis of Ur,s(n) (Set U
+ := Ur,s(n) for short ).
Proof. First, we claim that the set of good words is a basis for Ur,s(n) = K[A
∗]/J .
Every element in K[A∗]/J can be written as a linear combination of the words in K[A∗]
and if any of them is not “good”, then we can change it into good ones w.r.t. to J . This
process can be continued until all the monomials appearing in the linear combination
are good, then we get our claim. Second, any factor of a good word is a good word.
Otherwise, if u = u1u2 · · · un is a good word but a factor of it, say ui, is not good, then
we have that ui =
∑
m≺ui
amm (modJ) such that
u = u1 · · · ui−1(
∑
m≺ui
amm)ui+1 · · · un (modJ).
That means u is not a good word. It is a contradiction. In view of Theorem 2.3, we
get the result. ✷
More precisely, we have the following inductive construction. For each pair of
homogeneous elements u ∈ U+ζ , v ∈ U
+
η , we fix the notation pζη = 〈ω
′
η, ωζ〉, and define
a bilinear skew commutator named (r, s)-bracketing on the set of graded homogeneous
noncommutative polynomials u, v by the formula
⌈u, v⌋ = uv − pζηvu = uv − 〈ω
′
η, ωζ〉vu.
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We call ⌈u⌋ a good letter (or say, a quantum root vector) in U+ if u is a good Lyndon
word. By induction, we define ⌈u⌋ as
⌈u⌋ = ⌈⌈v⌋⌈w⌋⌋, if u = vw is a Lyndon decomposition.
We list all the good Lyndon words ordered by < and the figure of them as follows
s ss s
3 4 5 6
s s s
4 5 6
s
s
s
s
s
s
s
❧
❧❧s
s
s
2
4
5
3
3
4
3
4
5
6
s s
s
❅
❅s
s
s
s
s
❅
❅s
❅
❅s
s
s
s
❅
❅s
3
4
5
6
2
4
3
2
4
3
5
4
2
3
2
s
s
1
s
6
s s
5 6
E1 E13 E134 E1342 E1345 E13452 E134524 E1345243 E13456 E134562
E1345624 E13456243 E13456245 E134562453 E1345624534 E13456245342
E2 E24 E243 E245 E2453 E24534 E2456 E24563
E245634 E2456345
E3 E34 E345 E3456
E4 E45 E456
E5 E56
E6
where Ei1···in denotes ei1ei2 · · · ein .
Denote Eβ1 = ⌈E1⌋, Eβ2 = ⌈E13⌋, Eβ3 = ⌈E134⌋, · · · , Eβ36 = ⌈E6⌋, where βi denotes
a root in Φ+. Then we have the following theorem.
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Theorem 2.6. The set of products En36β36 · · · E
n2
β2
En1β1 is a convex PBW-type basis of
Ur,s(n
+), which is a Lyndon basis with the “convexity property” in the sense of [R3],
where n1, · · · , n36 are nonnegative integers.
The proof is similar to that in [K1].
Similarly, we define a bilinear skew commutator on the set of graded homogeneous
noncommutative polynomials in U−r,s(n). For each pair of homogeneous elements u, v
in the free algebra K〈f1, · · · , f6〉 and u ∈ U
−
ζ , v ∈ U
−
η , we fix the notation p
′
ζη =
〈ω′ζ , ωη〉
−1,
⌈u, v⌋ = vu− p′ζηuv = vu− 〈ω
′
ζ , ωη〉
−1uv.
We call ⌈u⌋ a good letter if u is a good Lyndon word. By induction, we define ⌈u⌋ as
⌈u⌋ = ⌈⌈v⌋⌈w⌋⌋,
where u = vw is a Lyndon decomposition. Denote fi1fi2 · · · fin by Fi1···in and set
Fβ1 = ⌈F1⌋, Fβ2 = ⌈F13⌋, Fβ3 = ⌈F134⌋, · · · , Fβ36 = ⌈F6⌋. The set of products
Fn36β36 F
n35
β35
· · · Fn1β1 is a basis of Ur,s(n
−), where n1, · · · , n36 are nonnegative integers.
3. Drinfeld double and universal R-matrix
In this section, we will give the Drinfeld double structure of the algebra Ur,s(g)
after preparing some of Lemmas. This structure, together with the result about the
convex PBW-type basis, will be used to construct the explicit form of the canonical
element and the universal R-matrix of Ur,s(g).
Lemma 3.1. ∆(Eβi) = Eβi ⊗ 1 + ωEβi ⊗ Eβi +
∑
(∗)E
(1)
βi
ω
E
(2)
βi
⊗ E
(2)
βi
, where deg(Eβi) =
deg(E
(1)
βi
)+ deg(E
(2)
βi
), E
(1)
βi
(< Eβi) is a good letter, and E
(2)
βi
is a non increasing product
of good letters (i.e., (r, s)-bracketing of Lyndon words), which are bigger than Eβi w.r.t.
the ordering <.
Proof. We will prove it by induction. Assume that the Lyndon decomposition of Eβi is
Eβi = ⌈Ei1, Ei2⌋ and Ei1, Ei2 satisfying
∆(Ei1) = Ei1 ⊗ 1 + ωEi1 ⊗ Ei1 +
∑
(∗)E
(1)
i1 ωE(2)i1
⊗ E
(2)
i1 ,
∆(Ei2) = Ei2 ⊗ 1 + ωEi2 ⊗ Ei2 +
∑
(∗)E
(1)
i2 ωE(2)i2
⊗ E
(2)
i2 ,
where E
(2)
i1 ’s are non increasing products of good letters (> Ei1), E
(2)
i2 ’s are non increasing
products of good letters (> Ei2). Then we have
∆(Eβi) =
(
Ei1 ⊗ 1 + ωEi1 ⊗ Ei1 +
∑
(∗)E
(1)
i1 ωE(2)i1
⊗ E
(2)
i1
)
·
(
Ei2 ⊗ 1 + ωEi2 ⊗ Ei2 +
∑
(∗)E
(1)
i2 ωE(2)i2
⊗ E
(2)
i2
)
− 〈ω′Ei2 , ωEi1〉
(
Ei2 ⊗ 1 + ωEi2 ⊗ Ei2 +
∑
(∗)E
(1)
i2 ωE(2)i2
⊗ E
(2)
i2
)
·
(
Ei1 ⊗ 1 + ωEi1 ⊗ Ei1 +
∑
(∗)E
(1)
i1 ωE(2)i1
⊗ E
(2)
i1
)
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= Ei1Ei2 ⊗ 1 + ωEi1ωEi2 ⊗ Ei1Ei2 + Ei1ωEi2 ⊗ Ei2
+
∑
(∗)Ei1E
(1)
i2 ωE(2)i2
⊗ E
(2)
i2 + ωEi1Ei2 ⊗ Ei1 +
∑
(∗)ωEi1E
(1)
i2 ωE(2)i2
⊗ Ei1E
(2)
i2
+
∑
(∗)E
(1)
i1 ωE(2)i1
Ei2 ⊗ E
(2)
i1 +
∑
(∗)E
(1)
i1 ωE(2)i1
ωEi2 ⊗ E
(2)
i1 Ei2
+
∑
(∗)E
(1)
i1 ωE(2)i1
E
(1)
i2 ωE(2)i2
⊗ E
(2)
i1 E
(2)
i2
− 〈ω′Ei2 , ωEi1〉
(
Ei2Ei1 ⊗ 1 + ωEi1ωEi2 ⊗ Ei2Ei1 + ωEi2Ei1 ⊗ Ei2
+
∑
(∗)E
(1)
i2 ωE(2)i2
Ei1 ⊗ E
(2)
i2 + Ei2ωEi1 ⊗ Ei1 +
∑
(∗)E
(1)
i2 ωE(2)i2
ωEi1 ⊗ E
(2)
i2 Ei1
+
∑
(∗)Ei2E
(1)
i1 ωE(2)i1
⊗ E
(2)
i1 +
∑
(∗)ωEi2E
(1)
i1 ωE(2)i1
⊗ Ei2E
(2)
i1
+
∑
(∗)E
(1)
i2 ωE(2)i2
E
(1)
i1 ωE(2)i1
⊗ E
(2)
i2 E
(2)
i1
)
= (Ei1Ei2 ⊗ 1−〈ω
′
Ei2 , ωEi1〉Ei2Ei1 ⊗ 1) + (ωEi1ωEi2 ⊗ Ei1Ei2−〈ω
′
Ei2 , ωEi1〉ωEi1ωEi2 ⊗ Ei2Ei1)
+ (Ei1ωEi2 ⊗ Ei2 − 〈ω
′
Ei2 , ωEi1〉ωEi2Ei1 ⊗ Ei2) + (
∑
(∗)Ei1E
(1)
i2 ωE(2)i2
⊗ E
(2)
i2 − 〈ω
′
Ei2 , ωEi1〉
·
∑
(∗)E
(1)
i2 ωE(2)i2
Ei1 ⊗ E
(2)
i2 ) + (ωEi1Ei2 ⊗ Ei1 − 〈ω
′
Ei2 , ωEi1〉Ei2ωEi1 ⊗ Ei1)
+ (
∑
(∗)ωEi1E
(1)
i2 ωE(2)i2
⊗ Ei1E
(2)
i2 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)E
(1)
i2 ωE(2)i2
ωEi1 ⊗ E
(2)
i2 Ei1)
+ (
∑
(∗)E
(1)
i1 ωE(2)i1
Ei2 ⊗ E
(2)
i1 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)Ei2E
(1)
i1 ωE(2)i1
⊗ E
(2)
i1 )
+ (
∑
(∗)E
(1)
i1 ωE(2)
i1
ωEi2 ⊗ E
(2)
i1 Ei2 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)ωEi2E
(1)
i1 ωE(2)
i1
⊗ Ei2E
(2)
i1 )
+ (
∑
(∗)E
(1)
i1 ωE(2)i1
E
(1)
i2 ωE(2)i2
⊗ E
(2)
i1 E
(2)
i2 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)E
(1)
i2 ωE(2)i2
E
(1)
i1 ωE(2)i1
⊗ E
(2)
i2 E
(2)
i1 )
= (Ei1Ei2 ⊗ 1−〈ω
′
Ei2 , ωEi1〉Ei2Ei1 ⊗ 1) + (ωEi1ωEi2 ⊗ Ei1Ei2−〈ω
′
Ei2 , ωEi1〉ωEi1ωEi2 ⊗ Ei2Ei1)
+ (Ei1ωEi2 ⊗ Ei2 − 〈ω
′
Ei2 , ωEi1〉〈ω
′
Ei1 , ωEi2〉Ei1ωEi2 ⊗ Ei2)
+ (
∑
(∗)Ei1E
(1)
i2 ωE(2)i2
⊗ E
(2)
i2 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)〈ω′Ei1 , ωE(2)i2
〉E
(1)
i2 Ei1ωE(2)i2
⊗ E
(2)
i2 )
+ (〈ω′Ei2 , ωEi1〉Ei2ωEi1 ⊗ Ei1 − 〈ω
′
Ei2 , ωEi1〉Ei2ωEi1 ⊗ Ei1)
+ (
∑
(∗)〈ω′
E
(1)
i2
, ωEi1〉E
(1)
i2 ωEi1ωE(2)i2
⊗ Ei1E
(2)
i2 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)E
(1)
i2 ωE(2)i2
ωEi1 ⊗ E
(2)
i2 Ei1)
+ (
∑
(∗)〈ω′Ei2 , ωE(2)
i1
〉E
(1)
i1 Ei2ωE(2)
i1
⊗ E
(2)
i1 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)Ei2E
(1)
i1 ωE(2)
i1
⊗ E
(2)
i1 )
+ (
∑
(∗)E
(1)
i1 ωE(2)i1
ωEi2 ⊗ E
(2)
i1 Ei2 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)〈ω′
E
(1)
i1
, ωEi2〉E
(1)
i1 ωEi2ωE(2)i1
⊗ Ei2E
(2)
i1 )
+ (
∑
(∗)〈ω′
E
(1)
i2
, ω
E
(2)
i1
〉E
(1)
i1 E
(1)
i2 ωE(2)i1
ω
E
(2)
i2
⊗ E
(2)
i1 E
(2)
i2
− 〈ω′Ei2 , ωEi1〉
∑
(∗)〈ω′
E
(1)
i1
, ω
E
(2)
i2
〉E
(1)
i2 E
(1)
i1 ωE(2)i2
ω
E
(2)
i1
⊗ E
(2)
i2 E
(2)
i1 )
= Eβi ⊗ 1 + ωEβi ⊗ Eβi + (1− r
−1s)Ei1ωEi2 ⊗ Ei2
+ (
∑
(∗)Ei1E
(1)
i2 ωE(2)i2
⊗ E
(2)
i2 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)〈ω′Ei1 , ωE(2)i2
〉E
(1)
i2 Ei1ωE(2)i2
⊗ E
(2)
i2 ) + 0
+ (
∑
(∗)〈ω′
E
(1)
i2
, ωEi1〉E
(1)
i2 ωEi1ωE(2)i2
⊗ Ei1E
(2)
i2 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)E
(1)
i2 ωE(2)i2
ωEi1 ⊗ E
(2)
i2 Ei1)
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+ (
∑
(∗)〈ω′Ei2 , ωE(2)i1
〉E
(1)
i1 Ei2ωE(2)i1
⊗ E
(2)
i1 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)Ei2E
(1)
i1 ωE(2)i1
⊗ E
(2)
i1 )
+ (
∑
(∗)E
(1)
i1 ωE(2)i1
ωEi2 ⊗ E
(2)
i1 Ei2 − 〈ω
′
Ei2 , ωEi1〉
∑
(∗)〈ω′
E
(1)
i1
, ωEi2〉E
(1)
i1 ωEi2ωE(2)i1
⊗ Ei2E
(2)
i1 )
+ (
∑
(∗)〈ω′
E
(1)
i2
, ω
E
(2)
i1
〉E
(1)
i1 E
(1)
i2 ωE(2)i1
ω
E
(2)
i2
⊗ E
(2)
i1 E
(2)
i2
− 〈ω′Ei2 , ωEi1〉
∑
(∗)〈ω′
E
(1)
i1
, ω
E
(2)
i2
〉E
(1)
i2 E
(1)
i1 ωE(2)i2
ω
E
(2)
i1
⊗ E
(2)
i2 E
(2)
i1 )
= Eβi ⊗ 1 + ωEβi ⊗ Eβi +
∑
(∗)E
(1)
βi
ω
E
(2)
βi
⊗ E
(2)
βi
.
We can give some notes for the discussion above. Since any Lyndon word is smaller
than its proper right factors, we can deduce that Ei2, E
(2)
i2 , E
(2)
i1 , E
(2)
i1 Ei2, Ei2E
(2)
i1 , E
(2)
i1 E
(2)
i2 ,
and E
(2)
i2 E
(2)
i1 can be written as non increasing products of good letters, which are bigger
than Eβi . So we get the lemma. ✷
Assume B is the Hopf subalgebra of Ur,s(g) generated by ei, ω
±1
i (1 ≤ i ≤ 6), and
B′ is the Hopf subalgebra of Ur,s(g) generated by fi, ω
′±1
i (1 ≤ i ≤ 6).
Let us introduce linear forms ηβi and γi in B
∗, defined by
ηβi =
∑
g∈G(B)
(Eβig)
∗, γi(ωj) = 〈ω
′
i, ωj〉, γi(ej) = 0,
where G(B) is the abelian group generated by ωi (1 ≤ i ≤ 6), and the asterisk denotes
the dual basis element relative to the PBW-type basis of B. The isomorphism φ :
B′coop → B∗ is defined by
φ(ω′i) = γi, φ(fi) = ηi.
First, we will check that φ is a Hopf algebra homomorphism, and then we will show
that it is a bijection.
Now we give a series of Lemmas, with some ideas benefited from [R1].
Lemma 3.2. γiηjγ
−1
i = 〈ω
′
i, ωj〉ηj .
Proof. First, we should note that γi’s are invertible elements in B
∗ and they are
commutative with one another. It is also not difficult to see that the action of γiηjγ
−1
i
is nonzero only on basis elements of the form ejω
k1
1 · · ·ω
k6
6 , and on these elements it
takes the same value
γiηjγ
−1
i (ejω
k1
1 · · ·ω
k6
6 )
= γi ⊗ ηj ⊗ γ
−1
i ((ej ⊗ 1⊗ 1 + ωj ⊗ ej ⊗ 1 + ωj ⊗ ωj ⊗ ej)(ω
k1
1 · · ·ω
k6
6 )
⊗3)
= γi(ωjω
k1
1 · · ·ω
k6
6 )ηj(ejω
k1
1 · · ·ω
k6
6 )γ
−1
i (ω
k1
1 · · ·ω
k6
6 )
= γi(ωj) = 〈ω
′
i, ωj〉.
Observing that ηj(ejω
k1
1 · · ·ω
k6
6 ) = 1, we have γiηjγ
−1
i = 〈ω
′
i, ωj〉ηj . ✷
Lemma 3.3. ∆(ηi) = ηi⊗1+γi⊗ηi.
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Proof. Since the coproduct keeps the degree, there are only two kinds of basis elements
of B⊗B on which ∆(ηi) is nonzero. They are eiω
j1
1 · · ·ω
j6
6 ⊗ω
k1
1 · · ·ω
k6
6 and ω
j1
1 · · ·ω
j6
6 ⊗
eiω
k1
1 · · ·ω
k6
6 . Calculating the actions of ∆(ηi) on them, we get
∆(ηi)(eiω
j1
1 · · ·ω
j6
6 ⊗ ω
k1
1 · · ·ω
k6
6 ) = ηi(eiω
j1+k1
1 · · ·ω
j6+k6
6 ) = 1,
∆(ηi)(ω
j1
1 · · ·ω
j6
6 ⊗ eiω
k1
1 · · ·ω
k6
6 ) = ηi(ω
j1
1 · · ·ω
j6
6 eiω
k1
1 · · ·ω
k6
6 ) = 〈ω
′
i, ω
j1
1 · · ·ω
j6
6 〉.
Correspondingly, we have
(ηi ⊗ 1 + γi ⊗ ηi)(eiω
j1
1 · · ·ω
j6
6 ⊗ ω
k1
1 · · ·ω
k6
6 ) = 1,
(ηi ⊗ 1 + γi ⊗ ηi)(ω
j1
1 · · ·ω
j6
6 ⊗ eiω
k1
1 · · ·ω
k6
6 ) = 〈ω
′
i, ω
j1
1 · · ·ω
j6
6 〉.
So we get ∆(ηi) = ηi ⊗ 1 + γi ⊗ ηi. ✷
Lemma 3.4.
(i) ηiηj − r
−1ηjηi = (1− r
−1s)ηαi+αj , if aij = −1, and i < j;
ηiηj = ηjηi, if aij = 0.
(ii) η2i ηj − (r
−1 + s−1)ηiηjηi + (r
−1s−1)ηiη
2
j = 0, if aij = −1, and i < j;
η2i ηj − (r + s)ηiηjηi + (rs)ηiη
2
j = 0, if aij = −1, and i > j.
Proof. We will give the proofs of the first identity in (i) and the first one in (ii), and the
proofs of the others are similar. We can also ignore the ωi’s in basis since they carry
no weight on η. So in our proof we can assume that aij = −1 and i < j which implies
αi + αj ∈ Φ
+ and ejei, ⌈eiej⌋ are in the basis. It is also clear from the definition of η
that ηjηi(ejei) = 1 and zero on the other monomials, ηαi+αj (⌈eiej⌋) = 1 and zero on
the other monomials. In order to get the first identity, we need to compute the actions
of ηiηj as follows
ηiηj(ejei) = (ηi ⊗ ηj)(ωjei ⊗ ej) = 〈ω
′
i, ωj〉 · 1 = r
−1,
ηiηj(⌈eiej⌋) = ηiηj(eiej − sejei) = (1− r
−1s),
where we used Lemma 3.3. Then we have ηiηj−r
−1ηjηi = (1−r
−1s)ηαi+αj . Left (resp.
right) multiplied by ηi on both sides of the first identity in (i), we get
η2i ηj − r
−1ηiηjηi = (1− r
−1s)ηiηαi+αj ,
−s−1ηiηjηi + r
−1s−1ηjη
2
i = (1− r
−1s)(−s−1)ηαi+αjηi.
Adding the two identities together, we have
η2i ηj − (r
−1 + s−1)ηiηjηi + (r
−1s−1)ηiη
2
j = (1− r
−1s)(ηiηαi+αj − s
−1ηαi+αjηi).
Since 2αi + αj is not a root, the only element in basis on which ηαi+αjηi and ηiηαi+αj
act nontrivially is Eαi+αjei. Observing that
ηiηαi+αj(Eαi+αjei) = s
−1, ηαi+αjηi(Eαi+αjei) = 1,
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we have
ηiηαi+αj − s
−1ηαi+αjηi = 0.
So we get the relation
η2i ηj − (r
−1 + s−1)ηiηjηi + (r
−1s−1)ηiη
2
j = 0. ✷
Now we want to discuss the relations between ηβi and Fβi , where βi ∈ Φ
+. We
can identify B∗ with B′ with the opposite comultiplication. Let ∆′ denote this opposite
comultiplication and S′ the antipode. With Lemmas 3.2–3.4, we have a map B∗ −→ B′
ηi 7→ (s− r)fi γi 7→ ω
′
i.
Since this map is bijective, it is an isomorphism of Hopf algebras.
Definition 3.5.([BGH1]) For any two skew-paired Hopf algebras A and U by a skew-
dual pairing 〈, 〉, one may form the Drinfel’d double D(A,U), which is a Hopf algebra
whose underlying coalgebra is A ⊗ U with the tensor product coalgebra structure and
algebra structure is defined by
(a⊗ f)(a′ ⊗ f ′) =
∑
〈SU (f(1)), a
′
(1)〉〈f(3), a
′
(3)〉aa
′
(2) ⊗ f(2)f
′,
for a, a′ ∈ A and f, f ′ ∈ U , and the antipode S is given by
S(a⊗ f) = (1⊗ SU(f))(SA(a)⊗ 1).
Similar to [BW1,3] and [BGH1], we have
Theorem 3.6. The two-parameter quantum group U = Ur,s(g) is isomorphic to the
Drinfel’d quantum double D(B,B′).
Proof. Denote the image ei ⊗ 1 of ei in D(B,B
′) by eˇi, and similarly for ωi, ηi, and γi.
Let ϕ : D(B,B′) −→ U = Ur,s(g) be a map defined by:
ϕ(eˇi) = ei, ϕ(ηˇi) = (s− r)fi,
ϕ(ωˇ±1i ) = ω
±1
i , ϕ(γˇ
±1
i ) = ω
′±1
i ,
From the above Lemmas, it is clear that ϕ keeps the relations in B and B′. It
remains to check the mixed relations (E4). Note that
∆(2)(ei) = ei ⊗ 1⊗ 1 + ωi ⊗ ei ⊗ 1 + ωi ⊗ ωi ⊗ ei,
(∆(2)op)(ηj) = 1⊗ 1⊗ ηj + 1⊗ ηj ⊗ γj + ηj ⊗ γj ⊗ γj .
Using the multiplication rule in D(B,B′), we get
ηˇj eˇi = δi,j(ωˇi + eˇiηˇj − γˇj), or [eˇi, ηˇj ] = δi,j(γˇi − ωˇi).
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Under ϕ, this corresponds to the relation
[ei, (s − r)fj] = δi,j(ω
′
i − ωi), or [ei, fj] = δi,j
ωi − ω
′
i
r − s
,
which is (E4). ✷
Lemma 3.7. Let βi denote a root in Φ
+ w.r.t. the ordering <, and Fβi = ⌈⌈Fβi1⌋⌈Fβi2⌋⌋,
then ηβi = cβiFβi , where cβi satisfies
cβi = −〈ω
′
βi1 , ωβi2〉(1− 〈ω
′
βi2 , ωβi1〉〈ω
′
βi1 , ωβi2〉)
−1cβi1cβi2 .
Proof. Assume that ηβi = aηβi1ηβi2 + bηβi2ηβi1 . Calculating the actions of both sides of
the equation on elements Eβi and Eβi2Eβi1 , we have
ηβi(Eβi) = 1,
ηβi1ηβi2(Eβi) = 1− 〈ω
′
βi2 , ωβi1〉〈ω
′
βi1 , ωβi2〉,
ηβi2ηβi1(Eβi) = 0,
ηβi(Eβi2Eβi1) = 0,
ηβi1ηβi2(Eβi2Eβi1) = 〈ω
′
βi1 , ωβi2〉,
ηβi2ηβi1(Eβi2Eβi1) = 1.
Then we have
ηβi = (1− 〈ω
′
βi2 , ωβi1〉〈ω
′
βi1 , ωβi2〉)
−1ηβi1ηβi2
−〈ω′βi1 , ωβi2〉(1− 〈ω
′
βi2 , ωβi1〉〈ω
′
βi1 , ωβi2〉)
−1ηβi2ηβi1
= −〈ω′βi1 , ωβi2〉(1− 〈ω
′
βi2 , ωβi1〉〈ω
′
βi1 , ωβi2〉)
−1
(cβi1cβi2Fβi2Fβi1 − 〈ω
′
βi1 , ωβi2〉
−1cβi1cβi2Fβi1Fβi2)
= −〈ω′βi1 , ωβi2〉(1− 〈ω
′
βi2 , ωβi1〉〈ω
′
βi1 , ωβi2〉)
−1cβi1cβi2Fβi
= cβiFβi . ✷
Lemma 3.8.
〈ηnβi, E
n′
βi〉 = δn,n′
Ψn(rs
−1)
(1− rs−1)n
,(i)
〈ηn36β36 · · · η
n2
β2η
n1
β1, E
n′36
β36 · · · E
n′2
β2E
n′1
β1 〉 =
36∏
i=1
δni,n′i
Ψni(rs
−1)
(1− rs−1)ni
,(ii)
where Ψn(a) = (1− a)(1− a
2) · · · (1− an).
Proof. (i) By Lemma 3.1, we have
∆(Eβi) = Eβi ⊗ 1 + ωEβi ⊗ Eβi +
∑
(∗)E
(1)
βi
ω
E
(2)
βi
⊗ E
(2)
βi
,
where deg(Eβi) = deg(E
(1)
βi
)+deg(E
(2)
βi
), and E
(2)
βi
are the products of good letters, which
are bigger than Eβi . From ∆(E
n′
βi
) =
∑
EωE ⊗ E , we know that all the E ’s are bigger
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than Eβi except for Eβi itself. So the terms paired with η
n−1
βi
⊗ ηβi being nonzero are∑
Eβi · · · EβiωEβiEβi · · · Eβi ⊗ Eβi , which gives the following
〈ηnβi , E
n′
βi
〉 = 〈ηn−1βi ⊗ ηβi ,∆(E
n′
βi
)〉
= 〈ηn−1βi ⊗ ηβi ,
∑
Eβi · · · EβiωEβiEβi · · · Eβi ⊗ Eβi〉
= (1+〈ω′Eβi
, ωEβi 〉+〈ω
′
Eβi
, ωEβi 〉
2+ · · ·+〈ω′Eβi
, ωEβi 〉
(n′−1))〈ηn−1βi , E
n′−1
βi
〉
=
1− 〈ω′Eβi
, ωEβi 〉
n
1− 〈ω′Eβi
, ωEβi 〉
〈ηn−1βi , E
n′−1
βi
〉
= δn,n′
Ψn(rs
−1)
(1− rs−1)n
.
(ii) Similarly, we can use Lemma 3.1 to prove (ii). Since Eβ1 < Eβ2 < · · · < Eβ36 ,
the terms paired with ηn36β36 η
n35
β35
· · · ηn2β2 ⊗ η
n1
β1
being nonzero are of the form ?⊗ En1β1 . So
we have
〈ηn36β36 · · · η
n2
β2
ηn1β1 , E
n′36
β36
· · · E
n′2
β2
E
n′1
β1
〉
= 〈ηn36β36 · · · η
n2
β2
⊗ ηn1β1 , ∆(E
n′36
β36
· · · E
n′2
β2
)∆(E
n′1
β1
)〉
=
Φn1(rs
−1)
(1− rs−1)n1
〈ηn36β36 · · · η
n2
β2
, E
n′36
β36
· · · E
n′2
β2
〉
=
36∏
i=1
δni,n′i
Ψni(rs
−1)
(1− rs−1)ni
.
We complete the proofs. ✷
Theorem 3.9. The canonical element Θ ∈ Ur,s(n
−)⊗ Ur,s(n
+) is given by
Θ =
∑ (1− rs−1)n1(1− rs−1)n2 · · · (1− rs−1)n36
Ψn1(rs
−1)Ψn2(rs
−1) · · ·Ψn36(rs
−1)
ηn36β36 · · · η
n2
β2
ηn1β1 ⊗ E
n36
β36
· · · En2β2 E
n1
β1
=
∑ (1− rs−1)n1+···+n36cn1β1 · · · cn36β36
Ψn1(rs
−1)Ψn2(rs
−1) · · ·Ψn36(rs
−1)
Fn36β36 · · · F
n2
β2
Fn1β1 ⊗ E
n36
β36
· · · En2β2 E
n1
β1
.
We want to describe two linear transformations P, f˜ , which build up the universal
R-matrix R.
(i) P :M ′ ⊗M −→M ⊗M ′ is the flip operator given by P (m′ ⊗m) = (m⊗m′).
(ii) f˜ :M⊗M ′ −→M⊗M ′ is a linear transformation based on the f defined below.
We define f : Λ× Λ −→ K as
f(λ, µ) = 〈ω′µ, ωλ〉
−1,
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which satisfies
f(λ+ µ, ν) = f(λ, ν)f(µ, ν), f(λ, µ+ ν) = f(λ, µ)f(λ, ν),
f(αi, µ) = 〈ω
′
µ, ωi〉
−1, f(λ, αi) = 〈ω
′
i, ωλ〉
−1.
Now we define linear transformations f˜ = f˜M,M ′ :M ⊗M
′ −→M ⊗M ′ by
f˜(m⊗m′) = f(λ, µ)(m⊗m′)
for m ∈Mλ and m
′ ∈M ′µ.
Proposition 3.10. Let M and M ′ be any Ur,s(g)-modules in category O (see [BW2],
[BGH2]), then the map
RM ′,M = Θ ◦ f˜ ◦ P :M
′ ⊗M −→M ⊗M ′
is an isomorphism of Ur,s(g)-modules.
The proof is similar to that of Theorem 3.4 in [BGH2]. On the other hand, it is
not difficult to check that each map RM,M satisfies the quantum Yang-Baxter equation
and the braid relation with a twist.
4. Weight modules of finite-dimension
Let Λ be the weight lattice of g. Associated to any λ ∈ Λ is an algebra homo-
morphism λˆ from the subalgebra U0 generated by the elements ωi, ω
′
i (1 ≤ i ≤ 6) to K
satisfying
λˆ(ωi) = 〈ω
′
λ, ωi〉, λˆ(ω
′
i) = 〈ω
′
i, ωλ〉
−1.
Let M be a module for Ur,s(g) of dimension d < ∞. As K is algebraically closed, by
linear algebra, we have
M =
⊕
χ
Mχ,
where each χ : U0 → K is an algebra homomorphism, and Mχ is the corresponding
weight space. We say that U0 acts semisimply on M if M can be decomposed into
genuine eigenspaces relative to U0.
We can deduce from the relations (E2) & (E3) that
ejMχ ⊆Mχ·α̂j , fjMχ ⊆Mχ·−̂αj . (4.1)
Lemma 4.1. Assume that rs−1 is not a root of unity, and suppose ζˆ = ηˆ for ζ, η ∈ Q,
then ζ = η.
Proof. Assume ζ =
∑6
i=1 ζiαi ∈ Λ. By definition, we have
ζˆ(ωj) = 〈ω
′
ζ , ωj〉 = r
∑6
i=1 ζipjis−
∑6
i=1 ζiqji ,
ζˆ(ω′j) = 〈ω
′
j , ωζ〉
−1 = r−
∑6
i=1 ζipijs
∑6
i=1 ζiqij .
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If η =
∑6
i=1 ηiαi, then the condition ζˆ = ηˆ gives the equations
r
∑6
i=1 ζipjis−
∑6
i=1 ζiqji = r
∑6
i=1 ηipjis−
∑6
i=1 ηiqji ,
r−
∑6
i=1 ζipijs
∑6
i=1 ζiqij = r−
∑6
i=1 ηipijs
∑6
i=1 ηiqij .
It is not difficult to get the equations as follows
r
∑6
i=1(ζi−ηi)pjis−
∑6
i=1(ζi−ηi)qji = 1, (4.2)
r
∑6
i=1(ζi−ηi)pijs−
∑6
i=1(ζi−ηi)qij = 1. (4.3)
Multiplying (4.2) with (4.3), we get
r
∑6
i=1(ζi−ηi)(pji+pij)s−
∑6
i=1(ζi−ηi)(qji+qij) = 1. (4.4)
By the definitions of pij and qij, and Lemma 1.1, we have
(rs−1)
∑6
i=1(ζi−ηi)(αi,αj) = 1.
Due to rs−1 being not a root of unity, we get
6∑
i=1
(ζi − ηi)(αi, αj) = 0. (4.5)
Since j in (4.5) is arbitrary, we get a system of homogeneous linear equations in variables
ζi−ηi, whose coefficient-matrix is exactly the Cartan matrix A which is invertible. Thus,
we see that the system of homogeneous linear equations has only zero solution, that is,
for any i, we have
ζi − ηi = 0.
So we get the result. ✷
Remark 4.2. Owing to Lemma 4.1, we can simplify the notation by writing Mλ (for
λ ∈ Λ) as usual for the weight space instead of M
λˆ
. So it makes sense to let (4.1) take
the classical forms as ejMλ ⊆Mλ+α and fjMλ ⊆Mλ−α.
Proposition 4.3. If M is a finite-dimensional Ur,s(g)-module and rs
−1 is not a root
of unity, then the elements ei, fi act nilpotently on M , where 1 ≤ i ≤ 6.
Proof. SinceM is a direct sum of its weight spaces, we only need to consider the actions
of ei, fi on each Mλ. We know that e
k
j .Mλ ⊆Mλ−kαj . Since kαj ’s are distinct and M
is a finite-dimensional Ur,s(g)-module, ei’s act nilpotently on Mλ. So do the actions of
fi’s on M . ✷
It is not difficult to see that any simple Ur,s(g)-module is a highest weight module
by Proposition 4.3 and (4.1). Having Lemma 4.1 for the type E-series, one has a simi-
lar weight representation theory as in [BW1] for type A, and [BGH2] for types B, C, D.
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5. Isomorphisms among quantum groups
In what follows, we will discuss the isomorphic relationship between the two-
parameter quantum group and the one-parameter quantum double for type E6. In
fact, the following result with an analogous argument still holds for those of types A
(with rank ≥ 3), D, and E7, E8.
Proposition 5.1. Assume that there is an isomorphism of Hopf algebras ϕ : Ur,s(g) −→
Uq,q−1(g) for some q, then r = q and s = q
−1.
Proof. Let π be the canonical surjection from Uq,q−1(g) onto the standard one-parameter
quantum group Uq(g) of [Ja] given by π(ei) = Ei, π(fi) = Fi, π(ωi
±1) = K±1i , π(ω
′
i
±1) =
K∓1i . For 1 ≤ i ≤ 6, we have
∆(πϕ(ei)) = (πϕ⊗ πϕ) ◦ (∆(ei)). (5.1)
Note that πϕ(ei) is a skew-primitive element and πϕ(ωi) is a group-like element in
Uq(g). The elements in the group G generated by Ki and the skew-primitive elements
span the subspace
6∑
j=1
(KEj +KFj) +KG.
So we can assume that
πϕ(ei) =
6∑
j=1
aijEj + bijFj +
∑
g∈G
cigg,
where 1 ≤ i ≤ 6, and aij , bij , cig ∈ K. Then we have
∆(πϕ(ei)) =
6∑
j=1
aij(Ej ⊗ 1 +Kj ⊗Ej) + bij(1⊗ Fj + Fj ⊗K
−1
j ) +
∑
g∈G
cigg ⊗ g. (5.2)
On the other hand, we have
(πϕ⊗πϕ)(∆(ei)) =
6∑
j=1
(aijEj ⊗ 1+ bijFj ⊗ 1+πϕ(ωi)⊗aijEj +πϕ(ωi)⊗ bijFj) (5.3)
+
∑
g
(cigg ⊗ 1 + πϕ(ωi)⊗ cigg).
Observing the formula (5.1) and comparing the coefficients of the terms ?⊗ 1 in both
equations above, we have
6∑
j=1
(aijEj + ci11) =
6∑
j=1
(aijEj + bijFj) +
∑
g∈G
cigg + ci1πϕ(ωi).
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Then all bij = 0 and cig = 0 for all g except for g ∈ {1, πϕ(ωi)}, and in which case we
have ci,πϕ(ωi) = −ci1. So we have
πϕ(ei) =
6∑
j=1
aijEj + ci1(1− πϕ(ωi)).
Thus we can simplify the right-hand sides of the equations (5.2), (5.3) and get
6∑
j=1
aij(Ej ⊗ 1 +Kj ⊗ Ej) + ci1(1⊗ 1− πϕ(ωi)⊗ πϕ(ωi))
=
6∑
j=1
aij(Ej ⊗ 1 + πϕ(ωi)⊗ Ej) + ci1(1⊗ 1− πϕ(ωi)⊗ 1) + ci1(πϕ(ωi)⊗ 1
− πϕ(ωi)⊗ πϕ(ωi)).
This implies
aij(Kj − πϕ(ωi)) = 0, for all 1 ≤ i ≤ 6.
So all aij equal zero except for one index j. That means, the index j is related to the
index i via ϕ. We thus let ji indicate such a j, such that πϕ(ωi) = Kji .
As ωiekω
−1
i = r
pik(s−1)qikek and by the results above, we get that
πϕ(ωiek) = πϕ(r
piks−qikekωi),
Kji(akjkEjk + ck1(1−Kjk)) = r
piks−qik(akjkEjk + ck1(1 −Kjk))Kji ,
q〈αji ,αjk 〉akjkEjkKji + ck1(1−Kjk)Kjk = r
piks−qik(akjkEjk + ck1(1 −Kjk))Kji .
The last identity implies that ck1 = 0 and q
〈αji ,αjk 〉 = rpiks−qik .
Since (αji , αjk) = (αi, αk), it is not difficult to get that r = q and s = q
−1 by
analyzing the three cases

q〈αji ,αjk 〉 = q2, rpiks−qik = rs−1, if i = k,
q〈αji ,αjk 〉 = q−1, rpiks−qik = s, if aik = −1, i < k,
q〈αji ,αjk 〉 = q−1, rpiks−qik = r−1, if aik = −1, i > k.
So we complete the proof. ✷
6. Appendix
As an interpretation of Lemma 3.1, we give an example in the following, where the
good Lyndon words arising from the type E6 case.
By virtue of the coproduct formula for the type A case, we have
∆(E245) = E245 ⊗ 1 + (1− r
−1s)e2ω45 ⊗ E45 + (1− r
−1s)E24ω5 ⊗ e5 + ω245 ⊗ E245.
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Since E2453 = ⌈E245, e3⌋, we have
∆(E2453) = ∆(⌈E245, e3⌋)
= (E245 ⊗ 1 + (1−r
−1s)e2ω45 ⊗ E45 + (1−r
−1s)E24ω5 ⊗ e5 + ω245 ⊗ E245)·
(e3 ⊗ 1 + ω3 ⊗ e3)− r
−1(e3 ⊗ 1 + ω3 ⊗ e3)(E245 ⊗ 1 + (1−r
−1s)e2ω45 ⊗ E45
+ (1−r−1s)E24ω5 ⊗ e5 + ω245 ⊗ E245)
= E245e3 ⊗ 1 + E245ω3 ⊗ e3 + (1−r
−1s)e2ω45e3 ⊗ E45 + (1−r
−1s)e2ω345 ⊗ E45e3
+ (1−r−1s)E24ω5e3 ⊗ e5 + (1−r
−1s)E24ω35 ⊗ e5e3 + ω245e3 ⊗ E245
+ ω2453 ⊗ E245e3 − r
−1(e3E245 ⊗ 1 + ω3E245 ⊗ e3 + (1− r
−1s)e3e2ω45 ⊗ E45
+ (1 − r−1s)ω3e2ω45 ⊗ e3E45 + (1− r
−1s)e3E24ω5 ⊗ e5
+ (1 − r−1s)ω3E24ω5 ⊗ e3e5 + e3ω245 ⊗ E245 + ω2453 ⊗ e3E245)
= E245e3 ⊗ 1 + E245ω3 ⊗ e3 + (1−r
−1s)r−1e2e3ω45 ⊗ E45 + (1−r
−1s)e2ω345 ⊗ E45e3
+ (1−r−1s)E24e3ω5 ⊗ e5 + (1−r
−1s)E24ω35 ⊗ e5e3 + r
−1e3ω245 ⊗ E245
+ ω2453 ⊗ E245e3 − r
−1(e3E245 ⊗ 1 + sE245ω3 ⊗ e3 + (1− r
−1s)e3e2ω45 ⊗ E45
+ (1 − r−1s)e2ω3ω45 ⊗ e3E45 + (1− r
−1s)e3E24ω5 ⊗ e5
+ (1 − r−1s)sE24ω35 ⊗ e3e5 + e3ω245 ⊗ E245 + ω2453 ⊗ e3E245)
= (E245e3 ⊗ 1− r
−1e3E245 ⊗ 1) + (E245ω3 ⊗ e3 − r
−1sE245ω3 ⊗ e3)
+ (1 − r−1s)(r−1e2e3ω45 ⊗ E45 − r
−1e3e2ω45 ⊗ E45)
+ (1 − r−1s)(e2ω345 ⊗ E45e3 − r
−1e2ω3ω45 ⊗ e3E45)
+ (1 − r−1s)(E24e3ω5 ⊗ e5 − r
−1e3E24ω5 ⊗ e5)
+ (1 − r−1s)(E24ω35 ⊗ e5e3 − r
−1sE24ω35 ⊗ e3e5)
+ (r−1e3ω245 ⊗ E245 − r
−1e3ω245 ⊗ E245) + (ω2453 ⊗ E245e3 − r
−1ω2453 ⊗ e3E245)
= E2453 ⊗ 1 + (1− r
−1s)E245ω3 ⊗ e3 + (1− r
−1s)E243ω5 ⊗ e5
+ (1 − r−1s)2E24ω35 ⊗ e5e3 + (1− r
−1s)2e2ω345 ⊗ E45e3
− (1 − r−1s)r−1e2ω345 ⊗ E345 + ω2453 ⊗ E2453.
Remark. As indicated in Lemma 3.1, the right hand-side of the formula above does
show that each product’s ordering in the summation consisted of those possible good
letters (appearing as the 2nd factors in those tensor monomials) satisfies the required
non increasing property with respect to the ordering <.
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