The Schrödinger equation with a time-dependent quadratic plus quartic Hamiltonian is considered. A rigorous Feynman path integral representation for its solution is given in terms of a well-defined infinitedimensional oscillatory integral.
Introduction
In 1942 R. Feynman [18] proposed an heuristic representation for the solution of the Schrödinger equation describing the time evolution of the state of a quantum particle moving in a potential V : 
where m > 0 is the mass of the particle,h is the reduced Planck constant, t 0, x ∈ R d . According to Feynman the state of the system at time t is given by a "sum over all possible histories" that is an integral over the space of paths γ with fixed end point: t 0 |γ (s)| 2 ds, is the classical action of the system evaluated along the path γ and Dγ an heuristic "flat" measure on the space of paths, see, e.g., [19] for a discussion of Feynman's approach and its applications). Even if expression (2) is particularly suggestive, it has not a well defined mathematical meaning. Indeed in the 60s Cameron [14] proved that Feynman's heuristic complex measure cannot be realized as a σ -additive bounded variation measure. As a consequence mathematicians tried to realize it as a linear continuous functional on a suitable topological algebra of integrable functions. Nowadays it is possible to find in the physical and in the mathematical literature several definitions of the Feynman's functional. These are based on, e.g., analytic continuation of probabilistic Wiener integrals [13] [14] [15] 26, 32] , or on white-noise calculus [16, 23] , or on nonstandard analysis [10] , or on a "sequential approach" [20, 21, 29, 38] , or on "infinite-dimensional oscillatory integrals" (see [1] [2] [3] 5, 11, 12, 17] ). The latter approach is particularly interesting as it allows the rigorous implementation of an infinite-dimensional version of the stationary phase method and the corresponding study of the asymptotic behavior of the solution of the Schrödinger equation in the limit, whereh is considered as a small parameter approaching zero.
In this paper we consider a Schrödinger equation with a time-dependent potential of the type "harmonic oscillator plus quartic perturbation." Some interesting results concerning the rigorous Feynman path integral representation of the solution of (1) in the case where V depends explicitly on time have been obtained by means of the white-noise approach [16, 22, 30, 31] , by means of the sequential approach [20, 21, 29] , by means of the analytic continuation approach (see [25] and references therein) and recently by means of infinite-dimensional oscillatory integrals [8, [34] [35] [36] . The potentials which had been handled so far are essentially of the type "quadratic plus Fourier transform of measure." The generalization of these results to quartic potentials is not trivial. First of all one has to prove the existence of the unitary propagator associated to a time-dependent quartic Hamiltonian. This result in not present in the literature: in fact in this case the powerful theory on the construction of evolution operators by Kato (see, e.g., [27, 28, 39] ) cannot be directly applied because of the quartic growth at infinity of the potential.
The second problem is the rigorous mathematical realization for the Feynman path integral representation of the solution of the Schrödinger equation. Indeed within all existing approaches it is necessary to assume that the potential V is of the type "quadratic plus Fourier transform of a bounded measure." There are some extensions of the theory to unbounded potentials that are Laplace transforms of bounded measures [9, 30] , but they do not cover the case of superquadratic polynomially growing potentials. In order to solve this problem we use infinitedimensional oscillatory integrals with polynomial phase function [4, 6, 7] , a recent extension of infinite-dimensional oscillatory integrals which allows to enlarge the class of potentials which can be handled in order to include those of the type "harmonic oscillator plus quartic perturbation."
In Section 2 we prove some preliminary results on the time-dependent Hamiltonian and the existence of the family of evolution operators associated to the time-dependent Schrödinger equation. In Section 3 we recall some results on infinite-dimensional oscillatory integrals and their extension to polynomially growing phase functions, while in Section 4 we prove the rigorous Feynman path integral representation.
The unitary propagator
Let us consider the following evolution equation on L 2 (R d ):
where α is a complex parameter with Re(α) 0, and H (t) is the time-dependent quartic oscillator Hamiltonian, i.e., the self-adjoint operator which is the closure on
where Ω and λ are respectively C 1 maps from the interval [0, t] to the d × d symmetric positive matrices respectively R + , while C is a completely symmetric positive fourth order covariant tensor on R d . If d = 1, H assumes the following form:
x i e i , such that the time-dependent Hamiltonian H (t) can be represented in the following form:
It is well known, see [33] , that under the assumptions above for any t, H (t) is essentially self-adjoint on C ∞ 0 (R d ) and has a strictly positive discrete spectrum. If α = −i/h Eq. (3) is the time-dependent Schrödinger equation, while if α = −1 one has the heat equation. The aim of this section is to prove the existence and some analyticity properties in the complex parameter α of the evolution operators U α (t, s) associated to the evolution equation (3). In the following we shall denote with H 0 (t) and V the operators −h 
Lemma 1. The operators H (t) have a common domain
D = D(− + x 2 ) ∩ D(V ), ( being the norm in R d ).
Proof. D(H 0 (t)) does not depend on the time variable t and it is equal to
One has
and
. It is well known that H 0 (t) has the following spectral decomposition: 
Moreover, a i ψ
By expanding |x i | 2 ψ =h 2ω i (a i + a + i ) 2 ψ with respect to the basis given by ψ n 1 ,...,n d one has
One can easily verify that the convergence of the series in (8) is a sufficient condition for the convergence of the four series in (9), so that 
H (t)H (s) −1 − I )ψ is uniformly strongly continuous and uniformly bounded in s and t lying in any fixed compact subinterval of R.

Proof. As the domain D(H (t))
. By the assumed continuity ofΩ andλ, taking s, t in a compact subset I of R, the norm in the third line is bounded by
so that we can conclude that (t − s) −1 (H (t)H (s) −1 − I )ψ is uniformly bounded in s and t.
The continuity can be proved in an analogous way, indeed by taking a sequence (s n , t n ) → (s, t), with s n = t n , we have:
The second and the third term converge to zero as n → ∞. The fourth term is bounded by
and both terms converge to zero by the assumed continuity of Ω and λ (for s = t). The first term
and it is easy to prove that this converges to zero as n → ∞. 2
H (t)H (s) −1 − I )ψ exists uniformly for s, t in each compact subinterval and A(t) is bounded and strongly continuous in t.
Proof. Under the assumptions that Ω and λ are C 1 maps, A(t) exists and is given by
indeed,
Given a compact subset I ⊂ R,
A(t)ψ xΩ(t)Ω(t)xH (t)
so that we can conclude that A(t) is uniformly bounded on I . The strong continuity can be proven by means of the same technique, indeed given a sequence t n → t,
and the conclusion follows from the continuity of the mapsΩ andλ. 2 Let D be the subset of the complex plane given by D := {z ∈ C, Re(z) < 0} and let D be its closure. For any ψ, φ ∈ D(H (t)) = D, let us define the function f : D → C given by
Proposition 1. Under the assumptions above there exists a two-parameter family of operators
The following holds.
Proposition 2. f is analytic on D and continuous on D.
Proof. Let us set φ z (t) = U z (t, s)φ. Let z, z 0 ∈ D, then the difference φ z − φ z 0 satisfies the following equation:
whose solution is given by
As a consequence
and the continuity of f on D follows. The analyticity on D is a consequence of the relation
Indeed, by letting z → z 0 , it is possible to conclude that f (z 0 ) is well defined and is equal to
Infinite-dimensional oscillatory integrals
In this section we recall for later use the definitions and the main results on infinitedimensional oscillatory integrals, including the recent developments on polynomially growing phase functions.
In the following we shall denote by H a (finite or infinite-dimensional) real separable Hilbert space, whose elements will be denoted by x, y ∈ H, the scalar product by , and the norm by | |. f : H → C will be a function on H and L : D(L) ⊆ H → H an invertible, densely defined and self-adjoint operator.
In the case where H is finite-dimensional, i.e. H = R n , oscillatory integrals of the form
(where Φ : R n → R is the phase function, f : R n → C a complex-valued function andh is a real positive parameter) are a largely studied topic, with several applications in mathematics and physics. Even if f is not summable and the integral (14) is not defined in Lebesgue sense, it can still be defined by exploiting the cancellations due to the oscillations, as the limit of a sequence of regularized, hence absolutely convergent, integrals. The following definition was proposed by Hörmander [24] .
Definition 1.
The oscillatory integral of a Borel function f : R n → C with respect to a phase function Φ : R n → R is well defined if and only if for each test function φ ∈ S(R n ) such that φ(0) = 1 the integral
exists for all > 0 and the limit lim →0 I (f, φ) exists and is independent of φ. In this case the limit is called the oscillatory integral of f with respect to Φ and denoted by R n e ī h Φ(x) f (x) dx.
In the particular case in which the phase function Φ is a non-degenerate quadratic form, in particular if Φ is proportional to the scalar product in R n , that is Φ(x) = x, x /2 = |x| 2 /2 it is convenient to include into the definition of the oscillatory integral the "normalization factor" (2πih) n/2 , which is fundamental in the extension to the infinite-dimensional case.
Definition 2. A Borel function f : R n → C is called Fresnel integrable if and only if for each
exists for all > 0 and the limit
exists and is independent of φ. In this case the limit is called the Fresnel integral of f and denoted by
In the case where the Hilbert space H is infinite-dimensional, the oscillatory integral is defined as the limit of a sequence of finite-dimensional approximations.
Definition 3. A function f : H → C is Fresnel integrable if and only if for any sequence P n of projectors onto n-dimensional subspaces of H, such that P n P n+1 and P n → 1 strongly as n → ∞ (1 being the identity operator in H), the finite-dimensional approximations
are well defined and the limit
exists and is independent of the sequence {P n }.
In this case the limit is called the Fresnel integral of f and is denoted by
An "operational characterization" of the largest class of "Fresnel integrable functions" is still an open problem, even in finite dimension, but one can find some interesting subsets of it, as the following result shows [1, 17] .
Theorem 1. Let L : H → H be a self-adjoint trace-class operator, such that I − L is invertible. Let f : H → C be the Fourier transform of a complex bounded variation measure μ f on H:
f (x) = H e i x,
y dμ f (y).
Then the function e
− i 2h x,
Lx f (x) is Fresnel integrable and the corresponding Fresnel integral can be explicitly computed in terms of a well-defined absolutely convergent integral with respect to a σ -additive measure, by means of the following Parseval-type equality:
where
the Fredholm determinant of the operator I − L, |det(I − L)| its absolute value and Ind(I − L) is the number of negative eigenvalues of the operator I − L, counted with their multiplicity.
This result recently has been generalized to phase functions which are the sum of a quadratic plus a quartic term [4, 6, 7] . The main tool is a generalization of Parseval-type equality (20) . When H is finite-dimensional, we consider a phase function of the following form:
where λ 0, I, L are n × n matrices, I being the identity, I − L is symmetric and strictly positive and B : R n × R n × R n × R n → R is a completely symmetric and positive fourth order covariant tensor on R n . In this case, by using the analyticity of the integrand and a suitable deformation of the integration contour in the complex plane, it is possible to prove (see [7] for more details) that the Fourier transform of the distributioñ
is a bounded complex-valued entire function on R n admitting the following representation:
where E denotes the expectation value with respect to the centered Gaussian measure N(0,hI ) on R n with covariance operatorhI . A direct consequence of this result is the following generalized Parseval's type equality [7] .
under the assumptions above, the generalized Fresnel integral
is well defined and it is given by
whereF (k) is given by Eq. (22).
Moreover, if μ f is such that ∀x ∈ R n the integral e 
In Eqs. (22) and (24) the convergence of the integral on the right-hand side is given by the Gaussian density e measure N(0,hI ) , with respect to which E is taken). This allows the generalization of the result to the infinite-dimensional case. Let us consider a real separable infinite-dimensional Hilbert space (H, , ) with norm | |. Let ν be the finitely additive cylinder measure on H, defined by its characteristic functionalν(x) = e −h 2 |x| 2 . Let be a "measurable" norm on H, that is is such that for every > 0 there exists a finite-dimensional projection P : H → H, such that for all P ⊥ P one has ν({x ∈ H | P (x) > }) < , where P and P are called orthogonal (P ⊥ P ) if their ranges are orthogonal in (H, , ) . One can easily verify that is weaker than | |. Denoted by B the completion of H in the -norm and by i the continuous inclusion of H in B, one proves that μ ≡ ν • i −1 is a countably additive Gaussian measure on the Borel subsets of B. The triple (i, H, B) is called an abstract Wiener space. Given y ∈ B * one can easily verify that the restriction of y to H is continuous on H, so that one can identify B * as a subset of H. Moreover, B * is dense in H and we have the dense continuous inclusions B * ⊂ H ⊂ B. Each element y ∈ B * can be regarded as a random variable n(y) on (B, μ). A direct computation shows that n(y) is normally distributed, with covariance |y| 2 . More generally, given y 1 , y 2 ∈ B * , one has B n(y 1 )n(y 2 ) dμ = y 1 , y 2 . The latter result allows the extension to the map n : H → L 2 (B, μ), because B * is dense in H. Let B : H × H × H × H → R be a completely symmetric positive covariant tensor operator on H such that the map V : B(x, x, x, x) is continuous in the norm. As a consequence V is continuous in the | |-norm and it can be extended by continuity to a random variableV on B, withV | H = V . Moreover, given a self-adjoint trace class operator L : H → H, the quadratic form on H, x ∈ H → x, Lx , can be extended to a random variable on B, denoted again by ·, L· . In this setting one can prove the following generalization of Parseval-type equality (20) . 
Then the infinite-dimensional oscillatory integral 
E denotes the expectation value with respect to the Gaussian measure μ on B.
The Feynman path integral representation
Let us consider the Schrödinger equation on
where H (t) is the time-dependent quartic oscillator Hamiltonian (4) described in Section 2:
where, for later use, we have introduced the positive parameterλ ∈ R + (independent on t).
By means of Theorem 3 it is possible to give a mathematical meaning to the "Feynman path integral" representation of the solution of Eq. (1):
as the analytic continuation (in the parameterλ) of an infinite-dimensional generalized oscillatory integral on a suitable Hilbert space. It is convenient to introduce the change of variables
which allows to write Eq. (30) in the following form:
Let us consider the (real separable) Hilbert space Let us consider the operator L : H → H given by
and the fourth-order tensor operator B given by
Let us consider, moreover, the function f : H → C given by
With this notation expression (31) can be written in the following form:
By
with μ 0 and μ φ satisfying some restrictions on their growth at infinity and with t is sufficiently small, it is possible to prove that the infinite-dimensional oscillatory integral (35) 
then the operator I − L is strictly positive.
Proof.
One can easy verify that L is a symmetric operator. Moreover, for any (x, γ ) ∈ H one has
so that the operator L is bounded from above by the operatorL : H → H given by
L and its spectrum are extensively studied in [7] , where it has been proven that it is a trace class operator and, if assumptions (36) are satisfied, I −L > 0. The same properties for the operator B follow from inequality (37). 2 
Lemma 5. Let us assume the inequalities (36). Let
Then the function f : H → C, given by (34) is the Fourier transform of a bounded variation measure μ f on H satisfying
Proof. By Lemma 4 the operator L is bounded from above by the operatorL. In [7] the inverse operator of I −L has been explicitly computed and it has been proved that if inequality (39) holds, then The analogous result for the operator L follow from inequality (37 One can easily verify that the Gaussian integrals (41) and (42) have an analytic continuation toλ 0 which can be recognized as the rigorous mathematical realization of Feynman heuristic formula (30) . In fact they represent the scalar product between the vector φ and the solution of the Schrödinger equation with initial datum ψ 0 and time-dependent Hamiltonian (4). More precisely the following holds. Proof. Let us consider the evolution equation (3) . According to Proposition 1 in Section 2 for any time interval [0, T ] the associated evolution operator U α (t, s) exists for 0 s t T , α ∈ {z ∈ C, Re(z) 0}. Moreover, by Proposition 2, the function f : {z ∈ C, Re(z) 0} → C, given by f (α) = φ, U α (t, 0)ψ 0 is continuous in {z ∈ C, Re(z) 0} and analytic in {z ∈ C, Re(z) < 0}. For α = −1 (respectively for α = −i/h) it represents the solution of the heat equation (respectively of the Schrödinger equation) with Hamiltonian (4). On the other hand, when α ∈ R, α < 0, f (α) can be computed by means of the Feynman-Kac formula (see for instance [37] and by substituting α = −i/h, which we can by the analyticity in α, we get the result. 2
