Giambelli compatible point processes  by Borodin, Alexei et al.
Advances in Applied Mathematics 37 (2006) 209–248
www.elsevier.com/locate/yaama
Giambelli compatible point processes ✩
Alexei Borodin a, Grigori Olshanski b,∗, Eugene Strahov a
a Department of Mathematics, 253-37, Caltech, Pasadena, CA 91125, USA
b Institute for Information Transmission Problems, Bolshoy Karetny 19, Moscow 127994, GSP-4, Russia
Received 25 April 2005; accepted 15 August 2005
Available online 3 May 2006
Dedicated to Amitai Regev on the occasion of his 65th birthday
Abstract
We distinguish a class of random point processes which we call Giambelli compatible point processes.
Our definition was partly inspired by determinantal identities for averages of products and ratios of charac-
teristic polynomials for random matrices found earlier by Fyodorov and Strahov. It is closely related to the
classical Giambelli formula for Schur symmetric functions.
We show that orthogonal polynomial ensembles, z-measures on partitions, and spectral measures of char-
acters of generalized regular representations of the infinite symmetric group generate Giambelli compatible
point processes. In particular, we prove determinantal identities for averages of analogs of characteristic
polynomials for partitions.
Our approach provides a direct derivation of determinantal formulas for correlation functions.
© 2006 Elsevier Inc. All rights reserved.
0. Introduction
This paper appeared as a result of our attempt to find a connection between the work of Fyo-
dorov and Strahov on evaluating the averages of products and ratios of characteristic polynomials
of random matrices, and measures on partitions which exhibit random matrix type behavior.
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210 A. Borodin et al. / Advances in Applied Mathematics 37 (2006) 209–248Among many other things, Fyodorov and Strahov [29,57] proved the following formula: Let
H be a random Hermitian N ×N matrix distributed according to the Gaussian measure
P(dH) = const · exp(−Tr(H 2))dH
and D(z) = det(z − H) be its characteristic polynomial. Then for any d = 1,2, . . . and
u1, . . . , ud ∈ C \ R, v1, . . . , vd ∈ C,
〈
D(v1) · · ·D(vd)
D(u1) · · ·D(ud)
〉
= det
(
1
ui − vj
)−1
· det
〈
1
ui − vj
D(vj )
D(ui)
〉
(0.1)
(both determinants have size d × d). By now this result has a number of different proofs and ex-
tensions, see [1,3,4,18–22,24,29,31,57]. Formulas of this type are of interest in quantum physics
and classical number theory, see [2,23,28,33,38–40]. Apart from that, (0.1) provides a convenient
way to show that the correlation functions of the eigenvalues of H can be written as determinants
of a certain kernel.1
On the other hand, in recent years there has been a considerable interest in measures on parti-
tions which are in many ways similar to the eigenvalue distributions in Random Matrix Theory.
The sources of such measures are quite diverse; they include combinatorics, representation the-
ory, random growth models, random tilings, etc. In this paper we concentrate on the so-called
z-measures which arise naturally in representation theory of the infinite symmetric group. This
3-parameter family of measures contains a number of other interesting measures on partitions
(including the Plancherel measures and measures arising in last passage percolation models) as
degenerations, see [14].
One natural question is: What is the analog of formula (0.1) for random partitions? Note that
the very existence of such an analog is rather nontrivial: it is not a priori clear what a “char-
acteristic polynomial of a partition” is, and the finite-dimensional averaging in (0.1) should be
replaced by essentially an infinite-dimensional one over the space of all partitions.
The main goal of this paper is to provide an analog of (0.1) for the z-measures on partitions and
their representation theoretic scaling limits, explain a general mechanism of where the identities
of type (0.1) come from, and show how these identities imply the determinantal structure of the
correlation functions of the underlying point processes. Remarkably, this approach provides the
most straightforward derivation of the associated correlation kernels among those known so far.
Let us proceed to a more detailed description of the content of the paper.
(a) Giambelli compatible processes
Let us first introduce some notation. Let Λ be the algebra of symmetric functions and {sλ} be
its basis consisting of the Schur functions. The Schur functions are parameterized by partitions
λ = (λ1  λ2  · · · 0) which can also be written in the Frobenius notation:
λ = (p1, . . . , pd | q1, . . . , qd)
1 This basic fact lies at the foundation of Random Matrix Theory, see e.g. [48, §5.2].
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called the Giambelli formula:
s(p1,...,pd |q1,...,qd ) = det[s(pi |qj )]di,j=1.
It turns out that the following remarkable fact holds true: Denote by 〈sλ〉 the average of the
Schur function sλ evaluated at the eigenvalues of matrix H with respect to the Gaussian measure
on H introduced above. Then for any partition λ = (p1, . . . , pd | q1, . . . , qd)
〈s(p1,...,pd |q1,...,qd )〉 = det
[〈s(pi |qj )〉]di,j=1 (0.2)
or, in other words, the Giambelli formula remains invariant under the averaging.
This fact is closely related to the identity (0.1). More exactly, our first result is the following
Claim I. Let 〈 · 〉 be an arbitrary linear map from Λ to C. Then the following two conditions are
equivalent: (i) For any d = 1,2, . . . and any integers p1 > · · · > pd  0, q1 > · · · > qd  0, the
averaged Giambelli formula (0.2) holds.
(ii) For any d = 1,2, . . . the following formal power series identity holds:
〈
H(u1) · · ·H(ud)E(v1) · · ·E(vd)
〉= det( 1
ui + vj
)−1
det
〈
H(ui)E(vi)
ui + vj
〉
(0.3)
where both determinants are of size d × d , and H(u) and E(v) are the generating functions of
the one-row and one-column Schur functions:
H(u) = 1 +
∞∑
k=1
s(k)
uk
, E(v) = 1 +
∞∑
k=1
s(1k)
vk
.
If we now evaluate the symmetric functions at N eigenvalues x1, . . . , xN of H , then
H(u) =
N∏
i=1
1
1 − xiu−1 , E(v) =
N∏
i=1
(
1 + xiv−1
)
,
and averaging over H turns (0.3) into (0.1).2
We also show that in condition (i) above the Schur functions may be replaced by the multi-
parameter Schur functions (see in [55, §3] or Section 1.2 below) or by their special case—the
Frobenius–Schur functions (see in [55, §2] and Section 1.3).
The next definition is inspired by Claim I.
Definition. A random point process (= a probability measure on point configurations) is called
Giambelli compatible if there exists a homomorphism of the algebra of symmetric functions Λ
2 A careful reader might object that (0.3) is a formal power series identity while (0.1) is an identity of actual functions
in ui ’s and vj ’s. It does require some efforts to pass from one to the other and this issue will be addressed in the body of
the paper.
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obtained by averaging the images of symmetric functions satisfies the conditions of Claim I.
In this terminology the point process of eigenvalues of random Hermitian matrices with the
Gaussian measure is Giambelli compatible.
In this paper we discuss three examples of Giambelli compatible random point processes. Let
us describe them one by one.
(b) Orthogonal polynomial ensembles
Let μ be an arbitrary measure on R with finite moments. The N -point orthogonal polynomial
ensemble on R associated with μ is a probability measure on RN of the form
PN(dx1, . . . , dxN) = const ·
∏
1i<jN
(xi − xj )2
N∏
i=1
μ(dxi).
Orthogonal polynomial ensembles are very common in Random Matrix Theory; they are also
often called “β = 2 ensembles.”3 In particular, for any even degree polynomial V (x) with a
nonnegative highest coefficient, the radial part (= projection to eigenvalues) of the unitarily
invariant probability measure
const · exp(−Tr(V (H)))dH
on the Hermitian N × N matrices is an orthogonal polynomial ensemble with μ(dx) =
exp(−V (x)) dx, see e.g. [26]. Orthogonal polynomial ensembles with discretely supported mea-
sures μ are also quite popular, see e.g. [14–16,34–36,45,49].
Claim II. Any orthogonal polynomial ensemble defines a Giambelli compatible process with
respect to the standard realization of the symmetric functions as functions on RN .
This fact (more exactly, formula 0.1) allows one to derive the determinantal formula for the
correlation functions of the orthogonal polynomial ensembles, and to express the correlation
kernel in terms of the 2-point average 〈H(u)E(v)〉. This average is in its turn expressible through
the orthogonal polynomials associated with μ. See Section 3 for details.
(c) z-Measures on partitions
These probability measures depend on three (generally speaking, complex) parameters z, z′, ξ
and assign to a partition λ with Frobenius coordinates (p1, . . . , pd | q1, . . . , qd) the weight
Mz,z′,ξ (λ) = (1 − ξ)zz′ξ |λ|
× (zz′)d
d∏
i=1
(z+ 1)pi (z′ + 1)pi (−z + 1)qi (−z′ + 1)qi
(pi !)2(qi !)2 det
2
(
1
pi + qj + 1
)
. (0.4)
3 The value of β refers to the power of the Vandermonde determinant.
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There are various sets of conditions on (z, z′, ξ) that guarantee that these weights are nonneg-
ative and their sum over all partitions is equal to 1; for instance, one can take z′ = z¯ ∈ C and
ξ ∈ (0,1).
The z-measures describe the generalized regular representations of the infinite symmetric
group. Briefly, Mz,z′,ξ (λ) are essentially the Fourier coefficients of characters of such represen-
tations. We refer to [44,54] for details.
Apart from that, the z-measures degenerate to a variety of measures of rather different origins.
When both parameters z and z′ are positive integers, the z-measures arise in a last passage per-
colation model, see [34], while when z and z′ are integers of different signs, the corresponding
measures are directly related to the “digital boiling” growth model, see [32]. In the limit z′ → ∞,
ξ → 0, and with integral z ∈ Z+ the z-measures are obtained from pushforwards of the uniform
measures on random words built out of an alphabet with z letters under the Robinson–Schensted
correspondence, see e.g. [14]. Finally, in the limit when both z and z′ tend to infinity and ξ → 0,
the z-measure becomes the celebrated Poissonized Plancherel measure, see e.g. [9].
It is convenient to identify partitions λ = (p1, . . . , pd | q1, . . . , qd) with finite point configu-
rations on Z′ = Z + 12 as follows
λ ←→ {−q1 − 12 ,−q2 − 12 , . . . ,−qd − 12 ,pd + 12 , . . . , p2 + 12 ,p1 + 12}⊂ Z′. (0.5)
Then any measure on partitions, in particular, the z-measure, defines a random point process
on Z′.
In order to move on, we need to realize the symmetric functions as functions on parti-
tions. A suitable for us way of doing that was suggested in [43]. Namely, the Newton power
sums pk ∈ Λ (do not confuse with Frobenius coordinates pi ) are specialized as follows: For
λ = (p1, . . . , pd | q1, . . . , qd)
pk(λ) =
d∑
i=1
(
pi + 12
)k + (−1)k−1(qi + 12)k.
Then the algebra Λ is being mapped to the algebra of polynomial functions on partitions. The
images of the generating series H(u) and E(v) under this map have the form
H(u)(λ) =
∏
i1
u+ i − 12
u− λi + i − 12
=
∏
i1
u+ λ′i − i + 12
u− i + 12
=
d∏
i=1
u+ qi + 12
u− pi − 12
,
E(v)(λ) =
∏
i1
v + λi − i + 12
v − i + 12
=
∏
i1
v + i − 12
v − λ′i + i − 12
=
d∏
i=1
v + pi + 12
v − qi − 12
.
These are the analogs of the characteristic polynomial and its inverse for partitions (here λ′
denotes the transposed partition).
Claim III. The random point process on Z′ corresponding to any z-measure or any of its de-
generations is Giambelli compatible with respect to the realization of the algebra of symmetric
functions on partitions described above.
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for the correlation functions from Giambelli compatibility is of rather limited interest, for the
z-measures such a derivation provides the simplest known proof of this important fact.
For any finite subset X of Z′ let us denote by ρ(X) the z-measure probability that the random
point configuration (0.5) contains X. Claim III leads to the following result.
Theorem. For any finite set X = {x1, . . . , xm} ⊂ Z′ we have
ρ(X) = det[K(xi, xj )]mi,j=1,
where
K(x,y) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Res
u=y
〈H(u)E(−x)〉
x − y , x > 0, y > 0, x = y,
−Res
v=x Resu=y
〈H(u)E(−v)〉
x − y , x < 0, y > 0,
〈H(y)E(−x)〉
x − y , x > 0, y < 0,
−Res
v=x
〈H(y)E(−v)〉
x − y , x < 0, y < 0, x = y.
(0.6)
Here 〈 · 〉 means averaging over the z-measure Mz,z′,ξ , and the indeterminacy arising for x = y
is resolved via the L’Hospital rule.
It is now immediate to explicitly evaluate (using formula (0.4)) the 2-point average
〈H(u)E(v)〉 and the whole correlation kernel K(x,y) in terms of the Gauss hypergeometric
function. We do this simple computation in the body of the paper and thus rederive the hyperge-
ometric kernel of [12].4 Details on z-measures on partitions are presented in Section 4.
(d) Spectral z-measures
These measures describe the (spectral) decomposition of the generalized regular representa-
tions of the infinite symmetric group on irreducibles. The spectral z-measures have continual
infinite-dimensional support and they are not easy to describe in simple terms.
One way to obtain the spectral z-measures is to take a certain scaling limit of the z-measures
on partitions described above as ξ → 1. Another, more direct approach is to represent them as a
unique solution of an infinite-dimensional moment problem.
More exactly, the probability measures that we are interested in live on the space of pairs of
nonincreasing sequences (α,β) of nonnegative real numbers whose total sum is finite:
α1  α2  · · · 0, β1  β2  · · · 0,
∑
i
αi +
∑
j
βj < ∞.
4 It should be noted that the proof in [12] was not a derivation but a verification. Known derivations of the hyper-
geometric kernel are somewhat indirect: they use an sl(2)-action on the infinite wedge space [50], more general Schur
measures on partitions [8,37,51,56], or nontrivial analytic continuation arguments [17].
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pairs of sequences. Namely, the images of the Newton power sums take the form (cf. (0.5))
pk(α,β) =
∑
i
αki + (−1)k−1
∑
j
βkj , (0.7)
see e.g. [47, Example I.3.23]. The role of moments is played by the averages of images of the
Schur functions under this map. The representation theoretic definition of the spectral z-measures
implies that these averages can be explicitly computed:
〈sλ〉 = (zz′)d
d∏
i=1
(z + 1)pi (z′ + 1)pi (−z+ 1)qi (−z′ + 1)qi
pi !qi ! det
(
1
pi + qj + 1
)
(0.8)
for any partition λ = (p1, . . . , pd | q1, . . . , qd), cf. (0.4).
Let us view pairs of sequences (α,β) as point configurations
(−β1,−β2, . . . , α2, α1)
in R∗ = R\{0}. Then any spectral z-measure defines a point process on R∗. Formula (0.7) defines
a map of Λ to functions on such point configurations. It is not hard to see that (0.8) implies
Claim IV. The random point processes on R∗ associated with the spectral z-measures are Gi-
ambelli compatible.
This fact and the product formulas
H(u)(α,β) =
∞∏
i=1
1 + βiu−1
1 − αiu−1 , E(v)(α,β) =
∞∏
i=1
1 + αiv−1
1 − βiv−1 ,
which hold with probability 1, allow us to obtain the determinantal formula for the correlation
functions of the point processes on R∗ and to express the correlation kernel in terms of the 2-point
average 〈H(u)E(v)〉 by a formula similar to (0.6) with residues replaced by jumps across the real
axis. A straightforward computation leads to explicit expressions for 〈H(u)E(v)〉 and, thus, for
the correlation kernel in terms of the confluent hypergeometric functions or, equivalently, the
Whittaker functions.
This argument yields a relatively short derivation of the Whittaker kernel obtained earlier by
much heavier machinery in [6], see also [10,12]. Since the Whittaker kernel essentially provides
a complete solution to a problem of harmonic analysis on the infinite symmetric group, we see
that the formalism of Giambelli compatible processes delivers adequate tools for a direct solution
of this problem. Details and references on spectral z-measures can be found in Section 5.
1. Preliminaries on Schur functions, multiparameter Schur functions and
Frobenius–Schur functions
In this section our main references are Macdonald’s book [47] (symmetric functions in gen-
eral) and Olshanski, Regev and Vershik [55] (multiparameter Schur functions and Frobenius–
Schur functions).
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Let Λ denote the algebra of symmetric functions. The algebra Λ can be considered as the
algebra of polynomials C[p1,p2, . . .] in power sums p1,p2, . . . . Then it can be realized, in dif-
ferent ways, as an algebra of functions, depending on a specialization of the generators pk . The
elements hk and ek (the complete homogeneous symmetric functions and the elementary sym-
metric functions) can be introduced through the generating series:
1 +
∞∑
k=1
hkt
k = exp
( ∞∑
k=1
pk
tk
k
)
=
(
1 +
∞∑
k=1
ek(−t)k
)−1
.
The Schur function sμ indexed by a Young diagram μ can then be introduced through the Jacobi–
Trudi formula:
sμ = det[hμi−i+j ],
where, by convention, h0 = 1, h−1 = h−2 = · · · = 0, and the order of the determinant is any
number greater or equal to l(μ) (the number of nonzero row lengths of μ).
Define the generating series for {hk} and {ek} as formal series in 1u by
H(u) = 1 +
∞∑
k=1
hk
uk
, E(u) = 1 +
∞∑
k=1
ek
uk
.
For p,q = 0,1, . . . , let (p|q) denote the hook Young diagram (p + 1,1q), and let s(p|q) be the
“hook” Schur function associated with this diagram. The following formula holds [47, Exam-
ple I.3.14]:
H(u)E(v) = 1 + (u+ v)
∞∑
p,q=0
s(p|q)
up+1vq+1
. (1.1)
In the Frobenius notation, a Young diagram is written as
μ = (p1, . . . , pd | q1, . . . , qd),
where d is the number of diagonal boxes, and
pi = μi − i, qi = μ′i − i,
where μ′ is the transposed diagram.
In what follows we exploit the expression of the general Schur functions through the hook
Schur functions given by the Giambelli formula [47, Example I.3.9]
sμ = det[s(pi |qj )]di,j=1.
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Let a = (ai)i∈Z be an arbitrary sequence of complex numbers. The multiparameter analogs
hk,a of the complete homogeneous functions are introduced by the expression
1 +
∞∑
k=1
hk,a
(u− a1) · · · (u− ak) = H(u) = 1 +
∞∑
k=1
hk
uk
.
Since
hk,a = hk + lower terms,
{hk;a}k=1,2,... is a system of algebraically independent generators of Λ. We agree that
h0;a = 1, h−1;a = h−2;a = · · · = 0.
For r ∈ Z, let τ r · a be the result of shifting a by r digits to the left,
(τ ra)i = ai+r .
The multiparameter Schur function sμ;a indexed by an arbitrary Young diagram μ is defined by
sμ;a = det[hμi−i+j ;τ 1−j a],
where the order of the determinant is any number greater or equal to l(μ). From the above defi-
nition and from the result of Macdonald [47, Example I.3.21], it is clear that the multiparameter
Schur functions sμ;a satisfy the Giambelli formula
sμ;a = det[s(pi |qj );a]di,j=1, (1.2)
where the determinant has order d = d(μ) and p1, . . . , pd, q1, . . . , qd denote the Frobenius co-
ordinates of μ.
As shown in [55], formula (1.1) can be generalized as follows:
H(u)E(v) = 1 + (u+ v)
∞∑
p,q=0
s(p|q);a
(u|a)p+1(v|aˆ)q+1 , (1.3)
where aˆ stands for the “dual” sequence attached to a, i.e.
aˆi = −a−i+1,
and
(x|a)m =
{
(x − a1) · · · (x − am), m 1,
1, m = 0.
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The Frobenius–Schur functions are a special case of the multiparameter Schur functions:
Fsμ = sμ;a, ai = i − 1/2.
By (1.2), the Frobenius–Schur functions satisfy the Giambelli formula
Fsμ = det[Fs(pi |qj )]di,j=1,
and the next formula is a particular case of (1.3):
H(u)E(v) = 1 + (u+ v)
∞∑
p,q=0
Fs(p|q)
(u− 12 ) · · · (u− 2p+12 )(v − 12 ) · · · (v − 2q+12 )
. (1.4)
1.4. The Young graph
Let Y denote the set of all Young diagrams including the empty diagram ∅. We regard Y as
the set of the vertices of a graph, called the Young graph and denoted also by Y. The edges of
the graph Y are couples of diagrams (μ,λ) such that λ is obtained from μ by adding a box (we
denote this relation as μ ↗ λ).
Let dim(μ,λ) be the number of all paths going from a vertex μ to a vertex λ with |λ| > |μ|.
We agree that dim(μ,μ) = 1, and dimλ = dim(∅, λ). Clearly, if μ ⊂ λ then dim(μ,λ) is equal
to the number of the standard Young tableaux of skew shape λ/μ, and if μ is not contained in λ
then dim(μ,λ) = 0.
1.5. Polynomial functions on Y
Given λ ∈ Y, let a1, . . . , ad , b1, . . . , bd stand for its modified Frobenius coordinates:
ai = λi − i + 12 , bi = λ′i − i + 12 , i = 1, . . . , d.
Following [43] (see also [55]) we realize Λ as an algebra of functions on Y using the following
specialization of the Newton power sums
pk(λ) =
d∑
i=1
aki + (−1)k−1
d∑
i=1
bki ,
where λ ranges over Y. Then each f ∈ Λ becomes a function f (λ) on Y. Such functions were
called in [43] the polynomial functions on Y.
In particular, the generating series for {hk} and {ek} take the form (see e.g. Macdonald [47,
Example 1.3.23], and Olshanski, Regev and Vershik [55]):
H(u)(λ) =
d∏ u+ bi
u− ai , E(v)(λ) =
d∏ v + ai
v − bi .
i=1 i=1
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The characterizing property of the Frobenius–Schur functions that we are going to exploit is
expressed by the relation
Fsμ(λ) = dim(μ,λ)n
↓m
dimλ
, (1.5)
where m = |μ|, n = |λ|, and
n↓m =
{
n(n− 1) · · · (n−m+ 1), nm,
0, n <m.
2. Giambelli compatibility and point processes
Definition 2.1. Assume f → 〈f 〉 is a linear functional on the algebra Λ of symmetric functions,
such that 〈1〉 = 1. Let us say that 〈 · 〉 is Giambelli compatible if for any Young diagram λ =
(p1, . . . , pd | q1, . . . , qd)
〈sλ〉 = det
(〈s(pi |qj )〉)di,j=1. (2.1)
Proposition 2.2. A linear functional 〈 · 〉 is Giambelli compatible in the sense of the above defin-
ition if and only if for all d = 1,2, . . .〈
det
(
H(ui)E(vj )
ui + vj
)d
i,j=1
〉
= det
( 〈H(ui)E(vj )〉
ui + vj
)d
i,j=1
. (2.2)
Here we regard H(ui)E(vj )/(ui + vj ) as elements of the algebra
Λ

u−11 , . . . , u
−1
d , v
−1
1 , . . . , v
−1
d

loc,
where the subscript “loc” means localization with respect to
∏
(u−1i + v−1j ), which makes it
possible to deal with
1
ui + vj =
u−1i v
−1
j
u−1i + v−1j
.
Proof. Let us show that (2.1) implies (2.2). Indeed, by (1.1)
det
(
H(ui)E(vj )− 1
ui + vj
)d
i,j=1
= det
( ∞∑
pi,qj=0
s(pi |qj )
u
pi+1
i v
qj+1
j
)d
i,j=1
=
∞∑
q1,..., qd=0
p1,...,pd=0
det(s(pi |qj ))di,j=1
u
p1+1
1 · · ·upd+1d vq1+11 · · ·vqd+1d
.
Applying 〈 · 〉 to the both sides we obtain
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det
(
H(ui)E(vj )− 1
ui + vj
)d
i,j=1
〉
=
∞∑
q1,...,qd=0
p1,...,pd=0
〈det(s(pi |qj ))di,j=1〉
u
p1+1
1 · · ·upd+1d vq1+11 · · ·vqd+1d
=
∞∑
q1,...,qd=0
p1,...,pd=0
det(〈s(pi |qj )〉)di,j=1
u
p1+1
1 · · ·upd+1d vq1+11 · · ·vqd+1d
= det
( ∞∑
pi, qj=0
〈s(pi |qj )〉
u
pi+1
i v
qj+1
j
)d
i,j=1
= det
(〈
H(ui)E(vj )− 1
ui + vj
〉)d
i,j=1
,
where in the second equality we have used the Giambelli compatibility assumption.
Now we aim to remove the −1’s. Let A and B denote the d × d matrices with entries
A(i, j) = H(ui)E(vj )− 1
ui + vj , B(i, j) =
1
ui + vj , i, j = 1, . . . , d.
Next, let AIJ and BIJ denote their submatrices corresponding to subsets I, J ⊂ {1, . . . , d} with
|I | = |J |. The above argument shows that
〈detAIJ 〉 = det〈AIJ 〉.
Since B has numerical entries, we have〈
det(A+B)〉= det〈A+B〉,
as follows from the expansion
det(A+B) =
∑
I,J
±detAIJ detBI¯J¯ ,
where I¯ stands for the complement to I in {1, . . . , d}.
Thus, we have proved that (2.1) implies (2.2). Finally, the whole argument above can be
inverted, which proves the inverse implication. 
Proposition 2.3. The Giambelli compatibility property (2.1) remains intact if we replace in (2.1)
the Schur functions sλ by the multiparameter Schur functions sλ;a . That is if we require
〈sλ;a〉 = det
[〈s(pi |qj );a〉]di,j=1 (2.3)
for any Young diagram λ = (p1, . . . , pd | q1, . . . , qd).
Proof. Indeed, the transition formulas between multiparameter Schur functions with different
parameters (see [55, Theorem 7.3]) imply that conditions (2.1) and (2.3) are equivalent. Another
way to see this is to observe that the proof of Proposition 2.2 used only relations which hold
equally well for the multiparameter Schur functions. 
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set of Borel functions f on S such that |f |, |f |2, |f |3, . . . belong to L1(S,P ). Clearly, A(S,P )
is an algebra. Let 〈 · 〉P denote the expectation on A(S,P ): the linear functional determined by
integration with respect to measure P .
Definition 2.4. Assume we are given an algebra morphism φ :Λ →A(S,P ). Let us say that the
triple (S,P,φ) is Giambelli compatible if the pullback of 〈 · 〉P on Λ is a Giambelli compatible
functional in the sense of Definition 2.1.
Finally, recall some basic definitions related to random point processes; for more detailed
information, see Daley and Vere-Jones [25] and Lenard [46].
Let X be a locally compact space. By a point configuration in X we mean a finite or count-
ably infinite collection of points of the space X with no accumulation points. The set of all point
configurations in X will be denoted by Conf(X); it admits a natural Borel structure. By defini-
tion, a random point process on X is defined by specifying a Borel map S → Conf(X), where
(S,P ) is a Borel space with a probability measure. Then the pushforward P of P is a probability
measure on Conf(X), hence one can speak about random point configurations on X. Since only
the resulting measure P is actually relevant, a point process is often viewed simply as a couple
(Conf(X),P), the “source” probability space (S,P ) being unnecessary or playing only an aux-
iliary role. However, in the concrete examples we deal with in Sections 4 and 5, the situation is
somewhat different: we are primarily interested in describing a measure P on a space S while
the point process generated by (S,P ) is used rather as a tool.
The mth correlation measure ρm (m = 1,2, . . .) of a random point process is a symmetric
measure on Xm =X× · · · ×X (m times) determined by〈 ∑
y1,...,ym∈X
F(y1, . . . , ym)
〉
P
=
∫
F(x1, . . . , xm)ρm(dx1 · · ·dxm),
where the sum is taken over all ordered m-tuples of pairwise distinct points taken from the
random point configuration X and F is a test function on Xm.
The space X usually comes with a natural reference measure ν(dx) such that ρm is absolutely
continuous with respect to ν⊗m for all m. In such a case one can consider the density of ρm with
respect to ν⊗m, which is called the mth correlation function of the process. We will denote this
function as ρm(x1, . . . , xm). The process is called determinantal if there exists a function K(x,y)
on X×X such that for any m = 1,2, . . .
ρm(x1, . . . , xm) = det
(
K(xi, xj )
)
i,j=1,...,m. (2.4)
In our concrete examples, the point processes turn out to be determinantal ones, and we will
show how determinantal identity (2.2), which holds for Giambelli compatible triples (S,P,φ),
leads to determinantal identity (2.4).
3. The unitary ensemble of Random Matrix Theory
3.1. Basic notation
Fix an arbitrary measure α on R with finite moments and also fix N = 1,2, . . . . In this section
we take X= R and consider the subset ConfN(R) ⊂ Conf(R) consisting of N -point configura-
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define a probability measure Pα,N , as follows:
Pα,N(dX) = constN V 2(x)α⊗N(dX),
where α⊗N(dX) =∏Ni=1 α(dxi), V (X) =∏1i<jN(xi −xj ) is the Vandermonde determinant,
and constN is the normalization constant. For a symmetric function f (x1, . . . , xN) of the xi ’s,
we denote by 〈f 〉α,N its average with respect to Pα,N .
If we interpret the points x1, x2, . . . , xN of the random point configuration X as eigenvalues
of a random N ×N Hermitian matrix, then measure Pα,N determines a unitary invariant (β = 2)
ensemble of Random Matrix Theory (see Mehta [48], Deift [26] for details).
3.2. Giambelli compatibility
To any f ∈ Λ we assign a function φ(f ) on configurations X in a natural way(
φ(f )
)
(X) = f (x1, . . . , xN ,0,0, . . .), X = (x1, . . . , xN).
Since, by assumption, all moments of α are finite, (φ(f ))(X) belongs to A(ConfN(R),Pα,N ).
To simplify the notation we will write f (X) instead of (φ(f ))(X). Note that
sλ(X) =
det(xλj+N−ji )
N
i,j=1
V (x1, . . . , xN)
, (λ)N; sλ(X) = 0, (λ) > N,
and
H(u)(X) =
N∏
i=1
u
u− xi , E(v)(X) =
N∏
i=1
v + xi
v
.
Theorem 3.1. The triple (ConfN(R),Pα,N ,φ) is Giambelli compatible in the sense of Defini-
tions 2.1 and 2.4.
Proof. Let An denote the nth moment of α,
An =
∫
R
xnα(dx), n = 0,1, . . . .
Assume first (λ)  N . The above expression for sλ(X) together with the definition of Pα,N
imply
〈sλ〉α,N = const
∫
· · ·
∫
det
(
x
λj+N−j
i
)
det
(
x
N−j
i
)
α(dx1) . . . α(dxN)
= const det(Aλi+N−i+N−j ).
Here the second equality is obtained by a well-known trick, see, e.g., [58]. All determinants
above are of order N .
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〈sλ〉α,N =
{
const det(Aλi+N−i+N−j )Ni,j=1, (λ)N,
0, otherwise.
Now, our claim becomes a particular case of a general theorem due to Macdonald (see [47,
Example I.3.21]) which says:
Let {hrs}r∈Z, s∈Z+ be any collection of commuting indeterminates such that
h0s = 1, h−1,s = h−2,s = · · · = 0 ∀s ∈ Z+,
and set
s˜λ = det(hλi−i+j, j−1)ki,j=1
where k is any number  (λ). Then we have
s˜λ = det(s˜(pi |qj ))di,j=1, λ = (p1, . . . , pd | q1, . . . , qd).
To apply Macdonald’s theorem consider the matrix g = (gkl) of format ∞ × N with entries
gkl = Ak+l , where k ∈ Z+, l = 0, . . . ,N − 1. Next, multiply g on the right by a suitable non-
degenerate matrix N × N in such a way that the resulting matrix g′ = (g′kl) be strictly lower
triangular:
g′kl = δkl, 0 k  l N − 1.
Then
〈sλ〉α,N = det(g′λi+N−i,N−j )Ni,j=1, (λ)N.
Setting
hrs =
⎧⎨⎩
g′r−s+N−1,N−s−1, s = 0,1, . . . ,N − 1; r  0,
δr0, s N; r  0,
0, s  0; r < 0,
it is readily seen that 〈sλ〉α,N coincides with det(hλi−i+j, j−1) both for (λ)N and for (λ) >
N (in the latter case the determinant vanishes). 
3.3. The correlation kernel
It is well known (see, e.g., [48]) that the process (ConfN(R),Pα,N ) is determinantal and its
correlation kernel K(x,y) is essentially the kernel of the projection operator in L2(R, α) whose
range is the space of polynomials of degree  N − 1. The kernel can be written explicitly in
terms of orthogonal polynomials π0,π1, . . . corresponding to the weight α.
Here we present a different expression for K(x,y) which does not involve orthogonal poly-
nomials; instead of them we are dealing with averages 〈H(u)E(v)〉α,N .
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Prob(X) of each individual configuration X. We may assume X ⊂X, whereX is a discrete subset
of R, the support of α.
By definition, the m-point correlation function ρm(Y ), where Y = (y1, . . . , ym) is a subset
of X, is given by
ρm(Y ) =
∑
X⊃Y
Prob(X). (3.1)
(To pass from correlation measures to correlation functions we use the counting measure on X
as the reference measure.)
Proposition 3.2. Let α be a pure atomic measure supported by a discrete subset X ⊂ R. Then
correlation functions (3.1) are given by a determinantal formula
ρm(Y ) = det
(
K(yi, yj )
)
with the correlation kernel
K(x,y) = Res
u=y
( 〈E(−x)H(u)〉α,N
x − y
)
(for x = y the value of the kernel can be found using the L’Hospital rule).
A proof of this result is given in [18, §2.8]. To make a connection with the notation of [18],
note that
(
E(−v)H(u))(X) = uN
vN
N∏
i=1
v − xi
u− xi .
The argument of [18] relies on identity (2.2) (see formula 2.8.4 in [18]). We can now obtain this
identity as a direct corollary of Theorem 3.1 and Proposition 2.2.
As shown in [18, §2.8], the result of Proposition 3.2 implies the classical expression of the
kernel in terms of orthogonal polynomials.
A similar approach is presented in detail in the next section for the more difficult case of
z-measures.
Finally, it is worth noting that the assumption that α is pure atomic can be removed. Then
instead of residues of functions with isolated singularities one has to deal with jumps on a contour
of functions which are holomorphic outside this contour (in our case, the contour is the support
of α).
4. z-Measures as Giambelli compatible point processes
In this section, the “source” space S is the set Y of Young diagrams and as P we take the so-
called z-measures. The related point processes live on the discrete space Z′ = Z+ 12 , the lattice of
semi-integers. We give only necessary definitions and refer to [12,54] for motivation and details.
We show that the z-measures are Giambelli compatible. Using this fact we then prove that the
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kernel.
4.1. The z-measures
Let
(a)k = a(a + 1) · · · (a + k − 1), (a)0 = 1,
denote the Pochhammer symbol. We fix two complex parameters z, z′ such that the numbers
(z)k(z
′)k and (−z)k(−z′)k are real and strictly positive for any k = 1,2, . . . . These assumptions
on z, z′ are satisfied if and only if one of the following two conditions holds:
• either z′ = z¯ and z ∈ C \ Z
• or z, z′ ∈ R and there exists m ∈ Z such that m< z, z′ <m+ 1.
Let Yn denote the finite set of Young diagrams with n boxes (n = 1,2, . . .). The z-measure
on Yn with parameters z, z′ is defined by
M
(n)
z,z′(λ) =
∏
(i,j)∈λ(z + j − i)(z′ + j − i)
(zz′)n
(dimλ)2
n! , λ ∈ Yn, (4.1)
where “(i, j) ∈ λ” stands for the box of diagram λ with row coordinate i and column coor-
dinate j , and dimλ denotes the number of the standard Young tableaux of shape λ. This is a
probability measure.
Further, let ξ ∈ (0,1) be an additional parameter. The mixed z-measure with parameters
z, z′, ξ is a probability measure on the set Y of all Young diagrams defined by
Mz,z′,ξ (λ) = M(n)z,z′(λ) · (1 − ξ)zz
′ (zz′)n
n! ξ
n, n = |λ|,
where M(0)
z,z′(∅) := 1.
4.2. Giambelli compatibility
Recall that Λ can be viewed as the algebra of “polynomial functions” on Y. We write 〈f 〉Mz,z′,ξ
for the expectation of a function f with respect to the probability measure Mz,z′,ξ . It turns out
that the quantities 〈f 〉Mz,z′,ξ are readily computed for the Frobenius–Schur functions Fsμ.
Proposition 4.1. For any μ ∈ Y,
〈Fsμ〉Mz,z′,ξ =
(
ξ
1 − ξ
)|μ| ∏
(i,j)∈μ
(z + j − i)(z′ + j − i) · dimμ|μ|! . (4.2)
Proof. The computation relies on formula (1.5). First of all, note that this formula implies that
Fsμ(λ) 0 for any λ, which justifies transformations of infinite sums below.
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〈Fsμ〉Mz,z′,ξ = (1 − ξ)zz
′
∞∑
n=m
(zz′)nξn n↓m
n!
∑
λ∈Yn
dim(μ,λ)
M
(n)
z,z′(λ)
dimλ
, (4.3)
where m = |μ|. Now we use the fact that the function
ϕz,z′(λ) :=
M
(|λ|)
z,z′ (λ)
dimλ
is harmonic on the Young graph in the sense of Vershik and Kerov [59]. That is,
ϕz,z′(μ) =
∑
λ : μ↗λ
ϕz,z′(λ) ∀μ ∈ Ym,
see [41,44,50,53] for different proofs. Iterating this relation we obtain
ϕz,z′(μ) =
∑
λ∈Yn
dim(μ,λ)ϕz,z′(λ) ∀nm.
Plugging this into (4.3) gives
〈Fsμ〉Mz,z′,ξ =
M
(|μ|)
z,z′ (μ)
dimμ
(1 − ξ)zz′
∑
nm
(zz′)nξn
n↓m
n!
= M
(m)
z,z′ (μ)
dimμ
(1 − ξ)zz′(zz′)mξm
∑
nm
(zz′ +m)n−m ξn−m
(n−m)! .
Finally, observe that the latter sum equals (1 − ξ)−zz′−m, and use the explicit expression for
M
(m)
z,z′ (μ) (see (4.1)). This gives (4.2). 
The first consequence of Proposition 4.1 is that all functions f (λ), where f ∈ Λ, are sum-
mable with respect to Mz,z′,ξ . Therefore, the map f → f ( · ) determines a morphism φ : Λ →
A(Y,Mz,z′,ξ ).
Proposition 4.2. The triple (Y,Mz,z′,ξ , φ) is Giambelli compatible.
Proof. Let us show that
〈Fsμ〉Mz,z′,ξ = det
[〈Fs(pi |qj )〉Mz,z′,ξ ]di,j=1. (4.4)
Indeed, we can rewrite (4.2) in terms of Frobenius coordinates: for the product over the boxes
this is easy, and for the dimension we use the formula
dimμ
|μ|! =
∏
i<j (pi − pj )(qi − qj )∏
pi !qi ! ·∏ (pi + qj + 1) = det
[
1
pi !qj !(pi + qj + 1)
]
i i,j
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4.3. Computation of 〈H(u)E(v)〉Mz,z′,ξ
Below u and v are assumed to be complex variables (rather than formal parameters, as in
Section 2). To ensure the existence 〈H(u)E(v)〉Mz,z′,ξ we need an estimate of (H(u)E(v))(λ). It
is provided by the next lemma, which is stated in a slightly greater generality, because we will
need a similar estimate in Section 5.
Lemma 4.3. Assume that u is a complex variable subject to constraints
ε <
∣∣arg(u)∣∣< π − ε
with a certain ε > 0. Take δ > 0 and two infinite sequences α1  α2  · · · 0, β1  β2  · · · 0
such that
∞∑
i=1
(αi + βi) δ.
Then ∣∣∣∣∣
∞∏
i=1
1 + βiu−1
1 − αiu−1
∣∣∣∣∣ eCδ|u−1|,
where C = C(ε) > 0 is a constant depending only on ε.
Proof. The numerator admits a trivial estimate,∣∣1 + βiu−1∣∣ 1 + ∣∣βiu−1∣∣ eβi |u−1|,
which implies
∣∣∣∣ ∞∏
i=1
(
1 + βiu−1
)∣∣∣∣ eδ|u−1|.
As for the denominator, we will estimate it separately for i ∈ I and for i /∈ I , where
I = {i | αi∣∣u−1∣∣ 12}.
Assume first i /∈ I . Then αi |u−1| 12 , whence∣∣∣∣ 1 −1
∣∣∣∣ 1 −1  1 + 2αi∣∣u−1∣∣,1 − αiu 1 − αi |u |
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1
1 − x  1 + 2x, 0 x 
1
2 .
Therefore, ∣∣∣∣∏
i /∈I
1
1 − αiu−1
∣∣∣∣∏
i /∈I
(
1 + 2αi
∣∣u−1∣∣) e2δ|u−1|.
Now assume that i ∈ I . Then αi |u−1|  12 and αi  12 |u|. Since the sum of all αi does not ex-
ceed δ, we obtain that |I | (the cardinality of I ) does not exceed 2δ|u−1|. Next, the constraints on
arg(u) imply that | Imu−1| C1|u−1| with a certain constant C1 depending only on ε. Therefore
αi
∣∣Imu−1∣∣ αiC1∣∣u−1∣∣,
whence ∣∣∣∣ 11 − αiu−1
∣∣∣∣ 1αi | Imu−1|  2C1
and ∣∣∣∣∏
i∈I
1
1 − αiu−1
∣∣∣∣ ( 2C1
)|I |

(
2
C1
)2δ|u−1|
 eC2δ|u−1|.
Combining all these estimates we obtain the desired inequality with C = 3 +C2. 
Corollary 4.4. Fix ε > 0 and let u1, . . . , um, v1, . . . , vm be complex variables subject to con-
straints
ε <
∣∣arg(ui)∣∣< π − ε, ε < ∣∣arg(vi)∣∣< π − ε, i = 1, . . . ,m,
and such that |ui |, |vi | are large enough (greater than a constant depending on ε and ξ ). Then∑
λ∈Y
∣∣(H(u1)E(−v1) . . .H(um)E(−vm))(λ)∣∣Mz,z′,ξ (λ) < ∞.
Proof. Recall that
H(u)(λ) =
d∏
j=1
1 + bju−1
1 − aju−1 , E(−v)(λ) =
d∏
j=1
1 − ajv−1
1 + bjv−1
and note that
∑
j (aj + bj ) = n := |λ|. By virtue of Lemma 4.3,∣∣(H(u1)E(−v1) . . .H(um)E(−vm))(λ)∣∣ eCn∑i (|u−1i |+|v−1i |)
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that the sum in question is finite provided that ui and vi are so large that
eC
∑
i (|u−1i |+|v−1i |)ξ < 1. 
Below we use the standard notation F(a, b; c; ζ ) for the Gauss hypergeometric function with
parameters a, b, c and argument ζ . Recall that F(a, b; c; ζ ) is well defined for ζ ∈ C \ [1,+∞).
Moreover, F(a, b; c; ζ )/Γ (c) is an entire function of parameters (a, b, c) ∈ C3. In particular,
F(a, b; c; ζ ) is a meromorphic function in c with poles at c = 0,−1,−2, . . . .
By Lemma 4.3, the average 〈H(u)E(v)〉Mz,z′,ξ is well defined and is an analytic function in
(u, v), provided that (u, v) range over a suitable domain in C2.
Proposition 4.5. The average 〈H(u)E(v)〉Mz,z′,ξ is given by the formula:
〈
H(u)E(v)
〉
Mz,z′,ξ
= F (z, z′;−u+ 12 ; ξξ−1)F (−z,−z′;−v + 12 ; ξξ−1)+ zz′ξ
(1 − ξ)2(u− 12 )(v − 12 )
× F (z+ 1, z′ + 1;−u+ 32 ; ξξ−1)F (−z+ 1,−z′ + 1,−v + 32 ; ξξ−1). (4.5)
Proof. By (1.3),
(
H(u)E(v)
)
(λ) = 1 + (u+ v)
∑
p,q0
Fs(p|q)(λ)
(u− 12 )↓p+1(v − 12 )↓q+1
. (4.6)
Since we know 〈Fs(p|q)〉Mz,z′,ξ , it is tempting to average this relation over λ’s. However, we have
to be careful at this point, because now we are dealing with actual functions in (u, v) (not with
formal series in u−1, v−1, as in Section 2). Moreover, we cannot even expect that the resulting
expression would possess an expansion at (u, v) = (∞,∞), because, for a fixed ξ , the right-hand
side of (4.5) is not a meromorphic function near (u, v) = (∞,∞) and hence does not admit such
an expansion.
This difficulty can be overcome using the following trick: we will regard ξ not as a numeric
parameter but as a formal indeterminate. Observe that both sides of (4.5) are analytic functions
in ξ near ξ = 0 such that the coefficients of the Taylor expansion at ξ = 0 are rational functions
in (u, v) admitting an expansion at (u, v) = (∞,∞) (in more detail, these rational functions are
finite sums
∑
fi(u)gi(v), where fi and gi are rational functions in one variable). Thus, we may
prove (4.5) as an identity in the algebra of formal power series in u−1, v−1, and ξ . This provides
a justification for the formal computation below.
By (4.2), for the hook diagram μ = (p + 1,1q) we have
〈Fs(p|q)〉Mz,z′,ξ =
(
ξ
)p+q+1 zz′ · (z + 1)p(z′ + 1)p(−z+ 1)q(−z′ + 1)q
.
ξ − 1 p!q!(p + q + 1)
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〈
H(u)E(v)
〉
Mz,z′,ξ
= 1 + (u+ v)
∑
p,q0
A(p,q)
(u− 12 )↓p+1(v − 12 )↓q+1
.
Write
u+ v = (u− p − 12)+ (v − q − 12)+ (p + q + 1),
and plug this expression into the sum. Then we obtain
〈
H(u)E(v)
〉
Mz,z′,ξ
= 1 +
∑
p,q0
A(p,q)
(u− 12 )↓p(v − 12 )↓q+1
+
∑
p,q0
A(p,q)
(u− 12 )↓p+1(v − 12 )↓q
+
∑
p,q0
(p + q + 1)A(p,q)
(u− 12 )↓p+1(v − 12 )↓q+1
.
Decompose the first sum into two parts in such a way that the first part corresponds to summation
over index q with p being equal to zero, while the second part is summation over p  1 and
q  0. Replace index p by p − 1 in the second part, then A(p,q) is replaced by A(p + 1, q).
Decompose the second sum in the same way, and obtain
〈
H(u)E(v)
〉
Mz,z′,ξ
= 1 +
∑
q0
A(0, q)
(v − 12 )↓q+1
+
∑
p0
A(p,0)
(u− 12 )↓p+1
+
∑
p,q0
(p + q + 1)A(p,q)+A(p,q + 1)+A(p + 1, q)
(u− 12 )↓p+1(v − 12 )↓q+1
.
The first two sums can be immediately rewritten in terms of hypergeometric functions. To com-
pute the last sum we observe that
A(p + 1, q)+A(p,q + 1)+ (p + q + 1)A(p,q)
=
(
ξ
1 − ξ
)p+q+2 (z)p+1(z′)p+1(−z)q+1(−z′)q+1
(p + 1)!(q + 1)!
+ 1
1 − ξ
(
ξ
1 − ξ
)p+q+1 zz′(z + 1)p(z′ + 1)p(−z+ 1)q(−z′ + 1)q
p!q! .
It follows that the last sum can be decomposed into two sums and rewritten in terms of hyperge-
ometric functions. With these preparations we find〈
H(u)E(v)
〉
Mz,z′,ξ
= 1 + (F (−z,−z′;−v + 12 ; ξ1−ξ )− 1)
+ (F (z, z′;−u+ 12 ; ξ1−ξ )− 1)
+ (F (−z,−z′;−v + 1 ; ξ )− 1)(F (z, z′;−u+ 1 ; ξ )− 1)2 1−ξ 2 1−ξ
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′
(1 − ξ)2(u− 12 )(v − 12 )
F
(
z+ 1, z′ + 1;−u+ 32 ; ξξ−1
)
× F (−z+ 1,−z′ + 1;−v + 32 ; ξξ−1).
After simplifications we obtain desired formula (4.5). 
4.4. Correlation measures and controlling measures
Set
Z
′ = Z + 1
2
=
{
. . . ,−3
2
,−1
2
,
1
2
,
3
2
, . . .
}
.
As in Section 1.5, for any λ ∈ Y we define the modified Frobenius coordinates of λ as
ai = ai(λ) = pi + 12 = λi − i + 12 , bi = bi(λ) = qi + 12 = λ′i − i + 12 ,
where i = 1, . . . , d and d = d(λ) denotes the number of diagonal boxes in λ. Note that
a1 > · · · > ad > 0, b1 > b2 > · · · > bd > 0,
d∑
i=1
(ai + bi) = |λ|.
Using this notation we assign to an arbitrary Young diagram a point configuration X = X(λ) ∈
Conf(Z′), as follows
X(λ) = {−b1, . . . ,−bd, ad, . . . , a1}.
Note that a point configuration X on Z′ comes from a Young diagram λ if and only if X is
finite and balanced in the sense that it has equally many points to the left and to the right of zero.
Thus, the correspondence λ → X(λ) defines a bijection between Young diagrams λ and
balanced configurations X, and we will often identify λ and X(λ). Assume we are given a prob-
ability measure M on Y. Then we obtain a point process on Z′ with “source space” (Y,M).
Let ρm stand for the mth correlation measure of this process; ρm is supported by the subset
(Z′)m0 =
{
(x1, . . . , xm) ∈ (Z′)m | xi = xj , i = j
}
.
Since Z′ is a discrete space, there is no essential difference between correlation measures and
correlation functions (see the end of Section 2; here we take the counting measure on Z′ as the
reference measure). Note that ρm(x1, . . . , xm) is the probability that the random configuration
contains {x1, . . . , xm}.
We will introduce one more concept, that of controlling measures [53]. The definition is as
follows. First, to an arbitrary λ ∈ Y we assign a measure on Z′:
σλ =
d∑
(aiδai + biδ−bi ),
i=1
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at x ∈ Z′. Second, for any m = 1,2, . . . we take the mth power (σλ)⊗m, which is a measure
on (Z′)m, and then average it with respect to our initial probability measure M :
σm =
〈
(σ·)⊗m
〉
M
=
∑
λ∈Y
(σλ)
⊗mM(λ).
Lemma 4.6. We have
σm = |x1 . . . xm|(ρm + · · ·),
where the dots denote a measure supported by (Z′)m \ (Z′)m0 . In particular, on (Z′)m0 , the mea-
sure σm coincides with the measure ρm multiplied by the function |x1 . . . xm|.
Proof. Assume first that M is the delta measure at a point λ ∈ Y. Then we have
σm =
∑
x1,...,xm∈X(λ)
|x1 · · ·xm| δx1 ⊗ · · · ⊗ δxm,
ρm =
∑
x1,...,xm∈X(λ)
pairwise distinct
δx1 ⊗ · · · ⊗ δxm.
Clearly, this implies the desired equality in the special case M = δλ. In the general case, both σm
and ρm are obtained from these expressions by averaging with respect to M , which completes
the proof.
A detailed description of the “rest measure” supported by (Z′)m \ (Z′)m0 is given in [53]. 
Recall that the Cauchy transform of a measure ν on Rm is given by
νˆ(u1, . . . , um) =
∫
Rm
ν(dx)
(u1 − x1) · · · (um − xm), (u1, . . . , um) ∈ (C \ R)
m.
It is well defined if ν satisfies the growth condition∫
Rm
ν(dx)
(1 + |x1|) · · · (1 + |xm|) < ∞. (4.7)
Note that the initial measure ν can be reconstructed from its transform νˆ.
In particular, if ν is a pure atomic measure whose support has no accumulation points, then νˆ
is a meromorphic function in each variable ui , and for any point (x1, . . . , xm) in the support of ν,
we have
ν(x1, . . . , xm) = Res
u1=x1
· · · Res
um=xm
νˆ(u1, . . . , um). (4.8)
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measure on (Z′)m. Assume that σm satisfies the growth condition ensuring the existence of the
Cauchy transform σˆm(u1, . . . , um). Further, assume that the average〈
H(u1)E(−v1) . . .H(um)E(−vm)
〉
M
is well defined for (u1, . . . , um) and (v1, . . . , vm) ranging over a domain D ⊂ (C \ R)m.
Then for any (u1, . . . , um) ∈D we have
σˆm(u1, . . . , um) = u1 . . . um
×
{
∂m
∂v1 . . . ∂vm
〈
H(u1)E(−v1) . . .H(um)E(−vm)
〉
M
}
v1=u1···
vm=um
.
Proof. Assume first that M is the delta measure at λ ∈ Y. Then
σm = σ⊗mλ =
( ∑
x∈X(λ)
|x|δx
)⊗m
,
whence
σˆm(u1, . . . , um) =
∑
x1,...,xm∈X(λ)
|x1 · · ·xm|
(u1 − x1) · · · (um − xm) .
On the other hand,
〈
H(u1)E(−v1) . . .H(um)E(−vm)
〉
M
= (H(u1)E(−v1) . . .H(um)E(−vm))(λ)
=
m∏
i=1
d∏
j=1
(1 + bju−1i )(1 − ajv−1i )
(1 − aju−1i )(1 + bjv−1i )
.
Differentiating over v1, . . . , vm and then specializing vi = ui for all i = 1, . . . ,m gives
m∏
i=1
(
1
ui
d∑
j=1
(
aj
ui − aj +
bj
ui + bj
))
,
which leads to the same result after multiplication by u1 · · ·um.
Thus, we have verified the desired relation for M = δλ. In the general case, we average over
λ’s with respect to measure M . To justify the interchange of the operation “differentiation over
vi ’s followed by specialization vi = ui” with the averaging operation, we observe that the former
operation can be written as a multiple contour Cauchy-type integral. 
234 A. Borodin et al. / Advances in Applied Mathematics 37 (2006) 209–248Let us abbreviate
Fm(u1, . . . , um) =
{
∂m
∂v1 . . . ∂vm
〈
H(u1)E(−v1) . . .H(um)E(−vm)
〉
M
}
v1=u1···
vm=um
.
By the above lemma, this function, which is initially defined in a domain D ⊂ (C \ R)m, can be
extended to the whole Cm as a function which is meromorphic in each variable ui with possible
poles at points of the lattice Z′.
Corollary 4.8. Under the hypotheses of Lemma 4.7, for any m-tuple of pairwise distinct numbers
x1, . . . , xm ∈ Z′,
ρm(x1, . . . , xm) = sgn(x1) · · · sgn(xm) Res
u1=x1
· · · Res
um=xm
Fm(u1, . . . , um),
where sgn(x) = 1 for x > 0 and sgn(x) = −1 for x < 0.
Proof. Indeed, by (4.8),
σm(x1, . . . , xm) = Res
u1=x1
· · · Res
um=xm
σˆm(u1, . . . , um).
Then we apply Lemma 4.7. 
4.5. Computation of the correlation functions
Here we apply the above result to computing the correlation functions for the point process
determined by M = Mz,z′,ξ .
First of all, it should be noted that the two assumptions on M made in Lemma 4.7 are satisfied
for M = Mz,z′,ξ .
In more detail, one of the assumptions was the growth condition on σm. We claim that for
M = Mz,z′,ξ , the measure σm actually satisfies a stronger condition: it is a finite measure. To
see this, we observe that σλ has mass
∑
i (ai + bi) = |λ|, hence σ⊗mλ has mass |λ|m. Averaging
over λ’s and recalling the definition of Mz,z′,ξ we obtain that the total mass of σm equals
(1 − ξ)zz′
∞∑
n=0
nm
(zz′)n ξn
n! < ∞.
Another assumption was that the average of(
H(u1)E(−v1) . . .H(um)E(−vm)
)
(λ)
with respect to M exists provided that (u1, . . . , um) and (v1, . . . , vm) range in a suitable do-
main D. For M = Mz,z′,ξ this is indeed true due to the estimate established in Lemma 4.3. As D
one can take any domain of the form
ε <
∣∣arg(ui)∣∣< π − ε, |ui |  0, i = 1, . . . ,m.
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and its correlation kernel can be written as
K(x,y) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Res
u=y
〈E(−x)H(u)〉
x − y , x > 0, y > 0, x = y,
− Res
u′=x
Res
u=y
〈E(−u′)H(u)〉
x − y , x < 0, y > 0,
〈E(−x)H(y)〉
x − y , x > 0, y < 0,
−Res
u=x
〈E(−u)H(y)〉
x − y , x < 0, y < 0, x = y,
(4.9)
where 〈 · 〉 means 〈 · 〉Mz,z′,ξ , and the indeterminacy arising for x = y is resolved via the L’Hospital
rule.
The statement of the theorem needs a few comments:
(1) By Proposition 4.5, the quantity 〈E(−v)H(u)〉, which is initially defined (as a function in
(u, v)) in a domain of C2, actually can be extended to a meromorphic function on the whole C2.
In the above formula for the kernel we use this meromorphic extension.
(2) Note that 〈E(−v)H(u)〉 has poles at u ∈ Z′− = {− 12 ,− 32 ,− 52 , . . .} and at v ∈ Z′+ =
{ 12 , 32 , 52 , . . .}. This is readily seen from the formula of Proposition 4.5.(3) Let us explain what we mean by application of the L’Hospital rule. In the proof below we
actually show that the diagonal entries of the kernel are given by
K(x,x) = Res
u=x
〈
G(u)
〉
, x ∈ Z′,
where, by definition,
G(u) = G(u,λ) =
(
∂
∂v
E(−v)H(u)
)
v=u
.
On the other hand, the above expression for K(x,y) makes sense not only when x, y are (distinct)
points on the lattice Z′ but also if y ∈ Z′+ and x is a complex number with Rex > 0, or if x ∈ Z′−
and y is a complex number with Rey < 0. (Indeed, this follows from the preceding comment.)
Then we can apply the L’Hospital rule to examine the limit values of this extended kernel on the
diagonal, and it is readily seen that〈
G(y)
〉= lim
x→y K(x, y), y ∈ Z
′−;
〈
G(x)
〉= lim
y→x K(x, y), x ∈ Z
′+.
Proof. Fix m = 1,2, . . . and assume that u1, . . . , um, v1, . . . , vm are complex variables subject
to appropriate constraints on the argument and the modulus, as in Corollary 4.4. This will ensure
existence of the necessary averages.
We start with the determinantal identity of Proposition 2.2, which we rewrite as〈
det
⎛⎝ E(−v1)H(u1)v1−u1 · · · E(−v1)H(um)v1−um. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
E(−vm)H(u1) E(−vm)H(um)
⎞⎠〉= det
⎛⎝ 〈E(−v1)H(u1)〉v1−u1 · · · 〈E(−v1)H(um)〉v1−um. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈E(−vm)H(u1)〉 〈E(−vm)H(um)〉
⎞⎠ .
vm−u1 · · · vm−um vm−u1 . . . vm−um
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of Proposition 4.5.
We multiply both sides of this identity by the product
∏m
i=1(vi − ui) (in more detail, we
multiply the ith row of the matrix in the left-hand side or in the right-hand side by (vi − ui)),
then we differentiate with respect to v1, . . . , vm, and finally we specialize v1 = u1, . . . , vm = um.
The multiplication of the ith row by (vi −ui) has the following consequences: First, the same
factor in the denominator of the diagonal entry is canceled. Second, when we apply ∂/∂vi to an
off-diagonal entry, we only have to differentiate this factor (vi − ui), because vi − ui vanishes
after specialization vi = ui .
Using these observations and the notation G(u) introduce above we obtain the identity
〈
det
⎛⎜⎜⎜⎜⎝
G(u1)
E(−u1)H(u2)
u1−u2 · · ·
E(−u1)H(um)
u1−um
E(−u2)H(u1)
u2−u1 G(u2) · · ·
E(−u2)H(um)
u2−um
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
E(−um)H(u1)
um−u1
E(−um)H(u2)
um−u2 . . . G(um)
⎞⎟⎟⎟⎟⎠
〉
= det
⎛⎜⎜⎜⎜⎝
〈G(u1)〉 〈E(−u1)H(u2)〉u1−u2 · · ·
〈E(−u1)H(um)〉
u1−um
〈E(−u2)H(u1)〉
u2−u1 〈G(u2)〉 · · ·
〈E(−u2)H(um)〉
u2−um
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈E(−um)H(u1)〉
um−u1
〈E(−um)H(u2)〉
um−u2 · · · 〈G(um)〉
⎞⎟⎟⎟⎟⎠ .
Recall that E(−u)H(u) ≡ 1. Using this fact we can simplify the determinant in the left-hand
side, which gives
〈
det
⎛⎜⎜⎜⎜⎜⎝
G(u1)
1
u1−u2 · · · 1u1−um
1
u2−u1 G(u2) · · · 1u2−um
. . . . . . . . . . . . . . . . . . . . . . . . . . .
1
um−u1
1
um−u2 · · · G(um)
⎞⎟⎟⎟⎟⎟⎠
〉
= det
⎛⎜⎜⎜⎜⎜⎝
〈G(u1)〉 〈E(−u1)H(u2)〉u1−u2 · · ·
〈E(−u1)H(um)〉
u1−um
〈E(−u2)H(u1)〉
u2−u1 〈G(u2)〉 · · ·
〈E(−u2)H(um)〉
u2−um
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈E(−um)H(u1)〉
um−u1
〈E(−um)H(u2)〉
um−u2 · · · 〈G(um)〉
⎞⎟⎟⎟⎟⎟⎠ . (4.10)
Next, we remark that we may remove the constraints on variables ui, vi and regard the above
formulas as an identity of meromorphic functions. Indeed, the off-diagonal entries in right-hand
side are meromorphic functions by virtue of Proposition 4.5, and the same property for the di-
agonal entries 〈G(ui)〉 is verified using the remark preceding Corollary 4.8. As for the left-hand
side, we expand the determinant, apply averaging term-wise, and then use the same remark to
conclude that any quantity of the form 〈G(ui1) . . .G(uik )〉 with i1 < . . . < ik is meromorphic.
Now take the residues of both sides of (4.10) at ui = xi , where i = 1, . . . ,m and the xi ’s are
pairwise distinct points of Z′. In the left-hand side, only the product of diagonal entries gives
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result in the left-hand side of (4.10) is equal to
Res
u1=x1
· · · Res
um=xm
Fm(u1, . . . , um) = sgn(x1) . . . sgn(xm)ρm(x1, . . . , xm). (4.11)
To handle the right-hand side of (4.10) we may assume, without loss of generality, that among
the xi ’s, the first k numbers are positive while the last l = m− k numbers are negative. Then it is
convenient to write the matrix in the right-hand side as a 2×2 block matrix, according to partition
m = k + l. Taking into account the location of poles of 〈E(−ui)H(uj )〉 (see comment (2) after
the statement of the theorem) we can take the residues inside the matrix in an appropriate way.
Namely, the matrix entries in block (1,1) are equipped with symbol Resuj=xj ; those in block
(1,2) are equipped with symbols Resui=xi Resuj=xj ; in block (2,1) there are no residues at all;
and in block (2,2) we use Resui=xi .
In our present notation, the sign in (4.11) is equal to (−1)l . Using this fact and comment (3)
to the statement of the theorem we finally obtained the desired determinantal expression
ρm(x1, . . . , xm) = det
[
K(xi, xj )
]
,
where the kernel is given by (4.9). 
4.6. The discrete hypergeometric kernel
Let us introduce some notation. Let h(x) be the function on Z′ = Z′+ unionsq Z′− given by
h(x) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(zz′)1/4ξx/2(1 − ξ) z+z′2
√
(z + 1)
x− 12 (z
′ + 1)
x− 12
Γ (x + 12 )
, x ∈ Z′+,
(zz′)1/4ξ−x/2(1 − ξ)− z+z′2
√
(−z+ 1)−x− 12 (−z′ + 1)−x− 12
Γ (−x + 12 )
, x ∈ Z′−
and m(u) be the 2 × 2 matrix-valued function given by
m(u) =
(
m11(u) m12(u)
m21(u) m22(u)
)
=
⎛⎜⎜⎜⎜⎝
F(−z,−z′, u+ 12 ; ξξ−1 )
√
zz′ξ
1 − ξ
F (1 + z,1 + z′,−u+ 32 ; ξξ−1 )
−u+ 12
−√zz′ξ
1 − ξ
F (1 − z,1 − z′, u+ 32 ; ξξ−1 )
u+ 12
F(z, z′,−u+ 12 ; ξξ−1 )
⎞⎟⎟⎟⎟⎠ .
(4.12)
We also write the kernel K(x,y) in matrix form
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(
K11(x, y) K12(x, y)
K21(x, y) K22(x, y)
)
where x > 0, y > 0 in K11; x > 0, y < 0 in K12; x < 0, y > 0 in K21; x < 0, y < 0 in K22.
Corollary 4.10. With the notation introduced above, the correlation kernel for the point process
on Z′ corresponding to the measure Mz,z′,ξ can be written in the form(
K11(x, y) K12(x, y)
K21(x, y) K22(x, y)
)
= h(x)h(y)
×
⎛⎜⎝
−m11(x)m21(y)+m21(x)m11(y)
x − y
m11(x)m22(y)−m21(x)m12(y)
x − y
m22(x)m11(y)−m21(y)m12(x)
x − y
−m22(x)m12(y)+m12(x)m22(y)
x − y
⎞⎟⎠ (4.13)
where the indeterminacies of type 0/0 on the diagonal are removed by the L’Hospital rule.
Proof. First of all, it is worth noting that the kernel written above differs from that of The-
orem 4.9 by the transformation K(x,y) → h(x)K(x, y)(h(y))−1, which does not affect the
correlation functions.
The claim of the corollary is obtained by direct computation of the kernel of Theorem 4.9
using the explicit expression of Proposition 4.5 and the knowledge of the residues of F(a, b; c; ζ )
(here ζ = ξ
ξ−1 ) at points c = 0,−1, . . . :
Res
c=−nF (a, b; c; ζ ) = (−1)
nζ n+1 (a)n+1(b)n+1
n!(n+ 1)! F(a + n+ 1, b + n+ 1;n+ 2; ζ ),
see [27, 2.8 (19)]. 
Note that the result of Corollary 4.10 agrees with the result obtained in [12]. The kernel (4.13)
is called the discrete hypergeometric kernel.
Remark 4.11. As was pointed out in Borodin [5, Section 8], the matrix m appears in a discrete
Riemann–Hilbert problem. Namely, set
w(x) =
(
0 −h2(x)
0 0
)
, x ∈ Z′+; w(x) =
(
0 0
−h2(x) 0
)
, x ∈ Z′−.
We are looking for a 2 × 2 matrix-valued function m = m(u) with simple poles such that
(1) m(u) is analytic in C \ Z′.
(2) Resu=x m(u) = limu→x(m(u)w(x)), x ∈ Z′.
(3) m(u) → 1 as u → ∞.
One can show that this problem has a unique solution, which is the matrix (4.12).
It is worth noting that the formula of Proposition 4.5 can also be written in terms of m(u):〈
E(−v)H(u)〉
Mz,z′,ξ
= m11(v)m22(u)−m21(v)m12(u). (4.14)
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Remark 4.12. One should not think that the z-measures and their degenerations exhaust all
known examples of Giambelli compatible measures on partitions. There exists a wider class of
(generally speaking, complex) Giambelli compatible measures, which are constructed as follows.
Take any algebra homomorphism π :Λ → C, denote t := −π(p1) (where p1 is the first power
sum), and for any ξ ∈ C with |ξ | < 1 set
Mπ,ξ (λ) = (1 − ξ)t · π(Fsλ)dimλ|λ|! (−ξ)
|λ|, λ ∈ Y.
Then
∑
λ∈YMπ,ξ (λ) = 1, see [13]. In fact, the z-measures are special cases of measures Mπ,ξ ,
see [13, §2]. One can prove that any Mπ,ξ (or the corresponding point process) is Giambelli
compatible. Some examples of positive measures Mπ,ξ , other than the z-measures, can be found
in [13, §§6.1–6.2].
5. The Whittaker kernel
In this section we discuss some Giambelli compatible point processes on a continuous space,
the punctured line R∗ = R \ {0}. These processes provide a solution to a problem of harmonic
analysis on the infinite symmetric group (see [10,12,53,54]); they are determined (in a certain
precise sense) by the measures M(n)
z,z′ . The correlation functions of these processes were first
found in [6] by rather heavy computations. Then a simpler derivation was obtained in [12]; it
relies on a scaling limit transition from lattice processes corresponding to measures Mz,z′,ξ , as
ξ approaches the critical value ξ = 1. Here we aim to demonstrate that using the Giambelli
compatibility property makes it possible to substantially simplify and clarify the initial approach
of [6]. Since two detailed proofs have already been published, we only sketch the main steps of
the argument (note that it is quite similar to that of Section 4). Some omitted technical details
can be recovered with the help of [6,7].
5.1. The spaces Ω and Ω˜
Let R∞ denote the direct product of countably many copies of R equipped with the product
topology. By Ω˜ we denote the subspace of triples ω = (α,β, δ) ∈ R∞ × R∞ × R such that
α = (α1  α2  · · · 0), β = (β1  β2  · · · 0),
∞∑
i=1
αi +
∞∑
j=1
βj  δ.
The space Ω˜ is locally compact in the induced topology. We will use it as a “source” space S.
By definition, the morphism φ of algebra Λ into the algebra of functions on Ω˜ is determined on
the generators pk ∈ Λ as follows
φ(p1)(ω) ≡ δ, φ(pk)(ω) =
∞∑
i=1
αki + (−1)k−1
∞∑
j=1
βkj , k = 2,3, . . . . (5.1)
The map φ is an embedding. To simplify the notation, given f ∈ Λ, we will abbreviate f (ω) =
φ(f )(ω). One can prove that the functions f (ω) are continuous on Ω˜ .
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simplex. Note that Ω is compact.
5.2. The measures Pz,z′ and P˜z,z′
Fix parameters z, z′ as in Section 4. It is known that there exists a unique probability measure
Pz,z′ on the Thoma simplex Ω , such that
∫
Ω
sλ(ω)Pz,z′(dω) =
M
(|λ|)
z,z′ (λ)
dimλ
, ∀λ ∈ Y. (5.2)
Uniqueness of Pz,z′ follows from the fact that the image of Λ is dense in the space of continuous
functions on the compact space Ω . Existence is a more deep claim; it follows from a general
theory developed in [42] (see also [54]). Note that (5.2) can be viewed as an infinite-dimensional
moment problem: an unknown measure is characterized by its “moments”, which are indexed by
λ’s. The measures Pz,z′ are interesting because they govern the decomposition of certain natural
representations of the infinite symmetric group, see [44,54], and references therein.
For certain reasons explained in [6,7,11] we prefer to deal with a modification of Pz,z′ . Con-
sider the gamma distribution on the positive half-line R>0 with parameter zz′:
GAMMAzz′(dr) = 1
Γ (zz′)
rzz
′−1e−r dr, r > 0.
The modified measure, denoted as P˜z,z′ , lives on Ω˜ and is defined as the pushforward of Pz,z′ ⊗
GAMMAzz′ under the map
Ω × R>0 → Ω˜,
(
(α,β), r
) → (r · α, r · β, r).
Clearly, P˜z,z′ is again a probability measure.
In a certain precise sense, Pz,z′ is the limit of measures M(n)z,z′ as n → ∞ while P˜z,z′ is the
limit of measures Mz,z′,ξ as ξ → 1.
5.3. Giambelli compatibility
It is readily verified that all functions f (ω) on Ω˜ coming from elements f ∈ Λ are integrable
with respect to P˜z,z′ . Hence, the map φ as defined in Section 5.1 sends Λ to A(Ω˜, P˜z,z′).
Proposition 5.1. The triple (Ω˜, P˜z,z′ , φ) is Giambelli compatible.
Proof. Set n = |λ| and observe that sλ(r ·ω) = rn · sλ(ω). It follows that
∫
sλ(ω)P˜z,z′(dω) = (zz′)n
∫
sλ(ω)Pz,z′(dω) = (zz′)n
M
(n)
z,z′(λ)
dimλ
.Ω˜ Ω
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〈sλ〉P˜z,z′ = (zz′)n
M
(n)
z,z′(λ)
dimλ
.
Then we use formula (4.1) and the expression of dimλ in terms of Frobenius coordinates, as in
the proof of Proposition 4.2. 
5.4. Computation of 〈E(v)H(u)〉Pz,z′ and 〈E(v)H(u)〉P˜z,z′
The definition of φ (see (5.1)) implies that
H(u)(ω) = eγu−1
∞∏
i=1
1 + βiu−1
1 − αiu−1 , E(v)(ω) = e
γ v−1
∞∏
i=1
1 + αiv−1
1 − βiv−1 ,
where we are using the notation
γ = δ −
∑
i
αi −
∑
j
βj .
Actually, γ = 0 almost surely (with respect to probability measure P˜z,z′ ), see [54, Theorem 6.1].
Hence, the exponential prefactors could be omitted. However, a priori we cannot use this fact
because it appears as a consequence of the computation of the correlation functions.
We will regard u and v as complex variables. Note that infinite products are well defined
provided that u,v ∈ C \ R.
Lemma 4.3 implies that 〈H(u)E(v)〉P˜z,z′ makes sense when (u, v) ranges over a suitable
domain in (C \ R)2. As in Section 4, the possibility of computing this quantity is based on
the knowledge of 〈sλ〉P˜z,z′ . Our computation goes in two steps. First we evaluate the average
over (Ω,Pz,z′) and then we pass to Ω˜ using the ray integral transform with respect to measure
GAMMAzz′ . The reason is that on the Thoma simplex Ω we can use the formula
〈
H(u)E(v)
〉= 1 + (u+ v) ∑
p,q0
〈s(p|q)〉
up+1vq+1
(5.3)
whereas on Ω˜ such a series diverges.
Let F3(a, a′, b, b′; c;x, y) denote the hypergeometric function in two variables x and y, de-
fined by the series
F3(a, a
′, b, b′; c;x, y) =
∞∑
m,n=0
(a)m(a
′)n(b)m(b′)n
(c)m+nm!n! x
myn.
It possesses an Euler-type integral representation
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′, b, b′; c;x, y)
= Γ (c)
Γ (b)Γ (b′)Γ (c − b − b′)
∫∫
s0, t0
s+t1
sb−1tb′−1(1 − s − t)c−b−b′−1 ds dt
(1 − sx)a(1 − ty)a′
(see Erdelyi [27, §5.7–5.8]). The series converges in the polydisc |x| < 1, |y| < 1 and can be
analytically continued to a larger domain using the integral representation. Note that using the
generalized function sa+/Γ (a) supported by the half-line s  0 (see Gelfand and Shilov [30]),
the integral representation can be rewritten as
F3(a, a
′, b, b′; c;x, y)
= Γ (c)
∫∫
sb−1+
Γ (b)
tb
′−1+
Γ (b′)
(1 − s − t)c−b−b′−1+
Γ (c − b − b′)
ds dt
(1 − sx)a(1 − ty)a′ . (5.4)
Lemma 5.2. For u,v ∈ C \ [0,1]〈
E(v)H(u)
〉
Pz,z′
= F3
(
z,−z, z′,−z′; zz′;u−1, v−1)
+ 1
uv(zz′ + 1)F3
(
z + 1,−z+ 1, z′ + 1,−z′ + 1; zz′ + 2;u−1, v−1).
Proof. For u,v ∈ C \ [0,1], H(u)E(v)(ω) is uniformly bounded on ω ∈ Ω , hence the quantity
〈E(v)H(u)〉Pz,z′ is well defined and is a holomorphic function in u,v. Assume that |u−1| < 1,
|v−1| < 1 first. Then we may apply formula (5.3), where 〈 · 〉 means 〈 · 〉Pz,z′ . Using the explicit
expression
〈s(p|q)〉Pz,z′ =
M
(p+q+1)
z,z′ ((p | q))
dim(p | q) =
(z+ 1)p(z′ + 1)p(−z + 1)q(−z′ + 1)q
(zz′ + 1)p+qp!q!(p + q + 1)
one can verify the desired formula directly. Then we use analytic continuation. 
This completes the first step. The second step, the passage to average over Ω˜ , is based on the
relation
〈
H(u)E(v)
〉
P˜z,z′
= 1
Γ (zz′)
∞∫
0
〈
H
(
ur−1
)
E
(
vr−1
)〉
Pz,z′
rzz
′−1e−r dr.
It turns out that the result is expressed through the classical Whittaker function Wκ,μ(x)
(see [27, §6] for the definition). This function possesses the integral representation (see [27,
6.11 (18)])
Wκ,μ(x) = e−x/2xμ+1/2
∞∫
t
κ+μ−1/2
+
Γ (−κ +μ+ 1/2) (1 + t)
κ+μ+1/2e−xt dt. (5.5)0
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C \ (−∞,0].
In the next proposition we assume that u,v ∈ C\R are such that (H(u)E(v))(ω) is integrable
with respect to measure P˜z,z′ on Ω˜ . By Lemma 4.3, this holds at least for large |u| and |v|.
Proposition 5.3. Under these assumptions we have
〈
H(u)E(v)
〉
P˜z,z′
= e− v+u2
(
(−v)− z+z
′+1
2 Wz+z′+1
2 ,
z−z′
2
(−v) · (−u) z+z
′−1
2 W−z−z′+1
2 ,
z−z′
2
(−u)
+ zz′(−v)− z+z
′+1
2 Wz+z′−1
2 ,
z−z′
2
(−v) · (−u) z+z
′−1
2 W− z+z′+12 , z−z
′
2
(−u)
)
.
Proof. Direct computation using Lemma 5.2 and integral representations (5.4) and (5.5). 
Remark 5.4. On a heuristic level, this result can be obtained directly from (5.3) with 〈 · 〉 under-
stood as 〈 · 〉P˜z,z′ . The formal summation leads to
2F0
(
z, z′;u−1) 2F0(−z,−z′;v−1)
+ zz
′
uv
2F0
(
z+ 1, z′ + 1;u−1) 2F0(−z + 1,−z′ + 1;v−1).
Here 2F0(a, b;x) is a divergent hypergeometric series, which, however, can be interpreted as an
asymptotic series for the Whittaker function (see [27, 6.9 (5)]).
5.5. Correlation measures and controlling measures
The contents of the present subsection is similar to that of Section 4.4.
Instead of the lattice Z′ we are dealing with punctured line R∗ = R \ {0}. To an arbitrary
point ω = (α,β, δ) ∈ Ω˜ we assign a point configuration X(ω) ⊂ R∗ as follows: we remove the
possible 0’s from the sequences α and β and then set
X(ω) = {−β1,−β2, . . . , α2, α1}.
For instance, in the special case when both α and β are zero sequences, the configuration X(ω)
is empty. Note that the correspondence ω → X(ω) is not injective, because we cannot restore δ
from X(λ). However, the restriction to the subset of ω’s with γ = 0 is injective.
Assume we are given a probability measure P on Ω˜ . Then we obtain a point process on R∗
with “source space” (Ω˜,P ). Let ρm stand for the mth correlation measure of this process. As
a reference measure on R∗ we take Lebesgue measure. If ρm is absolutely continuous with re-
spect to Lebesgue measure, we can pass to the correlation function, which we will denote as
ρm(x1, . . . , xm). (Even if ρm is not absolutely continuous, ρm(x1, . . . , xm) makes sense as a gen-
eralized function.) Informally, ρm(x1, . . . , xm) is the density of the probability that the random
configuration intersects each of the infinitesimal intervals [xi, xi + dxi], i = 1, . . . ,m.
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σω =
∞∑
i=1
(αiδαi + βiδ−βi )+ γ δ0,
of total mass δ, and then we define the mth controlling measure σm on Rm (m = 1,2, . . .) as
follows:
σm =
∫
Ω˜
σ⊗mω P (dω).
The controlling measures contain all the information about the correlation measures, see [53]. In
particular, there is a simple correspondence between the restrictions of σm and ρm to the subset
(R∗)m0 ⊂ (R∗)m of vectors (x1, . . . , xm) with distinct coordinates:
σm = |x1 . . . xm|ρm on (R∗)m0 .
Assuming that σm satisfies the growth condition (4.7) we can introduce its Cauchy transform
σˆm. It is well known (and readily verified) that σm can be restored from σˆm as follows
σm(x) = Jump
u=x
σˆm(u) := 12πi limε↓0
(
σˆm(x − iε)− σˆm(x + iε)
)
, x ∈ Rm,
where the limit means weak limit of generalized functions.
Arguing as in Lemma 4.7 we have
σˆm(u1, . . . , um)
= u1 · · ·um
{
∂m
∂v1 . . . ∂vm
〈
H(u1)E(−v1) · · ·H(um)E(−vm)
〉
P
}
v1=u1···
vm=um
.
As in Section 4, set
Fm(u1, . . . , um) =
{
∂m
∂v1 · · · ∂vm
〈
H(u1)E(−v1) · · ·H(um)E(−vm)
〉
P
}
v1=u1···
vm=um
.
Then we have on (R∗)m0
ρm(x1, . . . , xm) = sgn(x1) · · · sgn(xm) Jump
u1=x1
· · · Jump
um=xm
[
Fm(u1, . . . , um)
]
.
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We set P = P˜z,z. One can verify that the corresponding controlling measures σm are finite
measures, so that their Cauchy transforms σˆm are well defined.
Theorem 5.5. The point process on R∗ corresponding to the measure Pz,z′ is determinantal and
its correlation kernel can be written as
K(x,y) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Jump
u=y
〈E(−x)H(u)〉
x − y , x > 0, y > 0, x = y,
− Jump
u′=x
Jump
u=y
〈E(−u′)H(u)〉
x − y , x < 0, y > 0,
〈E(−x)H(y)〉
x − y , x > 0, y < 0,
− Jump
u=x
〈E(−u)H(y)〉
x − y , x < 0, y < 0, x = y,
where 〈 · 〉 means 〈 · 〉P˜z,z′ , and the indeterminacy arising for x = y is resolved via the L’Hospital
rule.
Idea of proof. We compute ρm on the subset (R∗)m0 of (R∗)m (one can check that this subset has
full measure with respect to ρm, see [7, Theorem 2.5.1]). The scheme of the argument is similar
to that of the proof of Theorem 4.9: we use the formula of Proposition 5.3 and the determinantal
identity (2.2). Let us briefly describe how to justify this identity. Here we cannot apply the trick
of Proposition 4.5; instead of this we rearrange the proof of Proposition 2.2 using the two-step
procedure of Section 5.4. Namely, we start with integration over the Thoma simplex:〈
det
(
H(ui)E(vj )− 1
ui + vj
)d
i,j=1
〉
Pz,z′
=
∞∑
p1,...,pd=0
q1,...,qd=0
〈det(s(pi |qj ))di,j=1〉Pz,z′
u
p1+1
1 · · ·upd+1d vq1+11 · · ·vqd+1d
.
Then, using the explicit expression of Proposition 5.3 we write the sum in terms of an integral:
Γ (zz′)(zz′)d
u1 . . . ud v1 . . . vd
∫
si ,ti>0
i=1,...,d
∫
wi∈(0,1)
i=1,...,d
∑
τ∈Sd
sgn(τ )
×
d∏
i=1
sz
′
i
Γ (z′ + 1)
t−z
′
i
Γ (−z′ + 1)
(
1 − wisi
ui
)−z−1(
1 − wτ(i)ti
vi
)z−1
× (1 −
∑d
i=1(si + ti ))zz
′−d−1+
Γ (zz′ − d) dwi dsi dti,
where Sd is the symmetric group of degree d and sgn(τ ) stands for the signature of a permutation
τ ∈ Sd . To see the equivalence it suffices to expand the factors (1−· · ·)±z−1 and use the Dirichlet
integral. The integration over wi ’s can be explicitly performed, see proof of Lemma 2.2.4 in [7],
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the integral.
This formula splits into a d × d determinant of “2-point” averages 〈 · 〉P˜z,z′ under the ray
transform, which follows from the one-dimensional integration formula
∞∫
0
(1 − r−1∑di=1(si + ti ))zz′−d−1+
Γ (zz′ − d) r
zz′−d−1e−r dr = e−
∑
i (si+ti ). 
5.7. The Whittaker kernel
Write R∗ as R+ unionsq R− (strictly positive and strictly negative reals) and define a function h on
R
∗ by
h(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(zz′)1/4√
Γ (z+ 1)Γ (z′ + 1)x
(z+z′)/2e−x/2, x > 0,
(zz′)1/4√
Γ (−z+ 1)Γ (−z′ + 1) (−x)
−(z+z′)/2ex/2, x < 0.
Let m(u) be the following 2 × 2 matrix-valued function on C \ R:⎛⎝ u− z+z
′+1
2 e
u
2 Wz+z′+1
2 ,
z−z′
2
(u)
√
zz′ (−u) z+z′−12 e− u2 W−z−z′−1
2 ,
z−z′
2
(−u)
−√zz′ u− z+z′+12 e u2 Wz+z′−1
2 ,
z−z′
2
(u) (−u) z+z′−12 e− u2 W−z−z′+1
2 ,
z−z′
2
(−u)
⎞⎠ .
Corollary 5.6. After the transformation K(x,y) → h(x)K(x, y)(h(y))−1 the kernel of Theo-
rem 5.5 can be written in the same form as in Corollary 4.10, with h and m as defined above.
This is exactly the Whittaker kernel of [6,12]. About this kernel, see also [8,52].
As in Section 4, m(u) turns out to be a solution to a Riemann–Hilbert problem, see [5].
Finally, note that the expression of Proposition 5.3 can be written in terms of m(u), just as
in (4.14).
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