Faced with the need to develop a research unit capable of up to twelve 20 MHz bandwidth channels of real-time, space-time, and MIMO processing, the authors developed the STAR (space-time array research) platform. Analysis indicated that the possible degree of processing complexity required in the platform was beyond that available from contemporary digital signal processors, and thus a novel approach was required toward the provision of baseband signal processing. This paper follows the analysis and the consequential development of a flexible FPGA-based processing system. It describes the STAR platform and its use through several novel implementations performed with it. Various pitfalls associated with the implementation of MIMO algorithms in real time are highlighted, and finally, the development requirements for this FPGA-based solution are given to aid comparison with traditional DSP development.
INTRODUCTION
Most papers describing a MIMO-related subject are prefaced by the words "in a richly-scattering environment." Other phrases that can be found include "in the absence of noise" or "assuming perfect synchronization." Still more papers do not even acknowledge such caveats, and yet these phrases have been found to collectively describe some of the major challenges faced when designing a practical working MIMO system. One particular example is the assumption of AWG noise only when performing channel estimation from training data. Generally BER against SNR simulation curves are plotted for data decoded by the channel estimates. In reality, time averaging in a practical implementation is unlikely to be sufficient for the noise power to smooth out, and thus local noise excursions will have an impact on channel estimation accuracy, and that impact is proportional to the noise power. The widely shown BER against SNR curves for such systems (which collectively describe almost any implemented system) therefore ignore an important SNR-dependent factor which can skew performance results.
This paper is primarily concerned with the challenges of MIMO and ST implementation within a baseband signal processing context. A more immediate challenge than the realism of academic MIMO research models is in the very nature of MIMO algorithms themselves; that they comprise some of the more computationally complex problems that face contemporary wireless system designers.
The STAR (space-time array research) platform was designed by Tait Electronics to allow it and its international research partners to explore novel MIMO algorithms, not just through simulation and theory, but through practical working systems. The design team set a task to build a flexible platform that would be capable of a 20 MHz RF bandwidth at a carrier frequency centred on 2.45 GHz, and deliver 12 channels of simultaneous and continuous transmit and receive data, in addition to having baseband signal processing facilities capable of executing MIMO algorithms in real time. The actual algorithms were not specified at the design stage.
Section 2 outlines and analyzes the approach taken to satisfy such open-ended system requirements, whilst Section 3 describes the first three novel algorithms developed for the STAR platform. Section 4 illustrates various implementation issues and their solution within the STAR platform, and Section 5 analyzes the success of the techniques employed through a determination of development, cost, and effort against project deliverables. Section 6 then concludes.
THE STAR PLATFORM
Given the requirement to build a platform capable of performing complex MIMO-related processing for up to 12 channels of RF with up to 20 MHz bandwidth, it is evident that the processing scope is unbounded. At the time of design (mid-2002), there was very little published information concerning the complexity of MIMO algorithms. The pragmatic
Raw data bandwidth
By contrast, bounds could be placed on sample rate and estimated conversion precision, and this allowed a measure of maximum data throughput in such a system. In fact, a 60 MHz sample rate was adopted with 12/14-bit conversion precision limited by available devices. This meant a peak bidirectional data throughput of 10.8 Gbps for 12-channel I/Q after a decimation-by-two.
It was firstly evident that a single digital signal processor (DSP) would not be capable of meaningfully processing such data flow, and was secondly evident that physical means of transporting such amounts of data are problematic. It therefore becomes necessary to subdivide the problem into smaller blocks. 4-channel blocks were found suitable since the peak data throughput would then be 3.36 Gbps, which is conveyable between modules using paralleled lowvoltage differential signalling (LVDS) connections. A single field-programmable gate array (FPGA) was capable of handling the peak data throughput within each 4-channel block, performing a decimation, and supporting data communications at 3.36 Gbps using built-in LVDS drivers. Given bidirectional data communications, a 12-channel system was achieved with oversampled raw data interchange between several FPGAs given the caveat that each data path conveyed no more than 4-channels worth of 30 MHz I/Q data.
This led to the modular and expandable architectural format shown in Figure 1 for a 4-channel variant, and shown in full in Figure 2 with specification shown in Table 1 . This system is capable of processing, down to baseband outputs, the data generated by 12 receive channels, and simultaneously generating 12 transmit channels from baseband input. These data chains included MIMO and space-time block-coding algorithms.
Signal processing
At the time of system design, a very rough estimate of complexity was given for a 2-channel Alamouti [1] implementation of 3 billion multiply-accumulate calculations per second [2] . Given that a 12-channel system was being constructed from three 4-channel modules, and that Alamouti is generally considered to be relatively simple, computational capabilities of each STAR module were required to significantly exceed this if such modules were expected to be able to perform meaningful processing.
Dedicated DSP processors have traditionally been used for wireless baseband processing. A survey of available devices as per [2] , updated here, reveals clock rates of up to 1 GHz. Leading edge DSPs contain multiple independent multiply-accumulate (MAC) cores, with Texas Instruments TMS320C6416T series device being capable of up to 8000 16-bit MMACS(million multiply accumulates per second).
Analog devices compete with the TS201SABP TigerSHARC capable of achieving 4800 MMACS. The TS210S performs a maximum of eight 16-bit MAC operations per 600 MHz clock cycle. Both were the fastest devices in their class at the time of analysis.
The figures mentioned are for 16-bit calculations only: they are not necessarily representative of the full picture. For example, the C64 device mentioned also achieves up to 5760 8-bit MMACS. Both devices have various signal-processing related accelerators built in. However the MMAC and other figures are peak values: whether these are achievable depends very much on software structure, other concurrent operations, and the requirements for external memory. Nevertheless, the figures do indicate a generous upper bound on the fastest processing capability advertised by the two leading DSP manufacturers.
It is evident that both device are capable of a peak processing speed of the approximately required 3 billion calculations per second but do not "sufficiently exceed this." A more detailed analysis reveals problems of memory bandwidth and input-output bus bandwidths that would effectively prevent the devices from handling the large data throughput required without careful design of supporting hardware. Such supporting hardware would probably be best achieved using a reprogrammable device such as an FPGA.
Focussing on FPGA devices revealed the potential for performing all calculations in FPGA. A brief survey of contemporary FPGA devices reinforces this conclusion.
The biggest and fastest FPGA devices currently include the StratixII EP2S180 FPGA from Altera with 179 400 logic elements (LEs) and 96 DSP blocks each capable of 4 MACs at up to 420 MHz when paired to support 18-bit operation.
In this device, use of the DSP blocks alone delivers up to 161 280 MMACS even when none of the built-in logic element resources are reserved for processing. If a proportion of the 179 400 logic elements (LEs, each containing a look-up table and flip-flop) is also used to implement parallel MAC functions, 962 multipliers can be created (given in Altera's data sheets as "soft MACs"). Assuming that these operate at a slower frequency of 180 MHz (which is the practical upper limit observed by the authors for implementation of distributed filters using soft MACs), another 173 160 MMACS are available for use. It is of course unrealistic to assume that the entire FPGA can be utilised as dedicated MACs, but allowing 25% unusable capacity for these would mean that over 290 000 MMACS are available in total.
The largest Xilinx FPGA, the Virtex-4 series XC4VSX55, has 55 295 logic cells, 512 embedded "XtremeDSP" slices each capable of a single 18 × 18 multiply, and operates at up to 500 MHz (256 000 MMACS). Scaling for density on the same Altera quoted soft-MAC construction density, up to 296 multipliers could be created from the logic cells. If operated at 180 MHz, this provides another 53 280 MMACS. With a 25% assumed overhead, a total of over 290 000 MMACS are available in this device.
Since an FPGA was required for interfacing, and provided a theoretical processing capability far in excess of a DSP, the STAR platform was designed such that the majority of baseband processing would be performed by FPGA, with additional FPGA devices provided for front-end sample handling. For experimental and comparative purposes, provision was made for the current fastest DSP processor to be also present on each of the baseband processing boards, although on later board revisions this was removed as unnecessary and replaced with two further FPGAs. There are thus three per PCB, a total of nine FPGAs per 12-channel platform.
System architecture
A dual conversion approach was chosen for the RF sections of the system and the overall system architecture constructed, as shown in Figures 1 and 2 . It can be seen that there are three processing slices each capable of four bidirectional RF channels and a large degree of baseband signal processing.
An oven-controlled crystal oscillator (OCXO) with better than 0.2 PPM (parts per million) drift accuracy provides a stable reference frequency, and a flexible software 12 programmable synthesizer generates all derivative clocks and frequencies from this. Custom switched mode power regulators followed by low-noise low-drop-out linear voltage regulators provide power supplies with very low-noise component to each subsystem within the STAR platform.
System control
Whilst there is a strong MMACS argument for the use of FPGA in baseband signal processing, it is still recognised that control software is easier and quicker to develop using highlevel language and scripting tools [3] . For this reason, the platform incorporates a small ARM processor running Linux [4] .
The embedded Linux system, connected by ethernet to a company internet or intranet, allows storage and transmission of very large volumes of data (over 10 Gb have been transferred during various tests), albeit not at speeds that would always be suitable for real-time data transfer.
The embedded Linux control processor has been dedicated to low-speed control and monitoring applications, and integrated with a highly novel web-based management interface [4] for ease of control, setup, and analysis of system operation.
ALGORITHMIC DEVELOPMENT
The STAR platform has hosted implementation of a number of MIMO and space-time algorithms comprising several published methods from the academic research community and several nonpublished methods. Three are presented in this paper. In each case, the published algorithm described a theoretical approach evaluated through some form of simulation. In such cases, the gap between the evaluation and a real-world real-time implementation is large. In the extreme case, this may include discrete time sampling, but otherwise may include one or more issues such as selfgenerated noise (including inter-symbol interference), nonGaussian additive noise, Doppler shift and spreading, timing mis-synchronization, and fixed-point word length effects including rounding errors.
The algorithmic development process used with the STAR platform would begin with a defined algorithm implemented in Matlab or Octave [5] . As much as possible, the effects of noise and errors, Doppler shift or spreading, and timing mis-synchronization would be included in the simulation [6] .
Simulation refinement
This simulation must then be extended to cater for the effects of binary word length and rounding error. Unlike a DSP or general purpose microprocessor, computations performed in FPGA are relatively independent of word length. For example a 16-bit DSP would likely be confined to performing calculations, using 16, 32, 48, or 64 bits fixed point, or constructed floating point using separate mantissa and exponent [7] . By contrast, an FPGA could perform one part of a calculation with 17-bit logic and another part with 23-bits, or indeed whatever is necessary to maintain system performance.
Octave provides a good framework for the investigation of such word length effects, although such an investigation is generally time consuming since it generally precludes the use of many inbuilt accelerator functions in Octave which assume floating point throughout. Figure 3 outlines an example of an algorithmic module development process for channel estimation on FPGA starting from a fixed-point Octave simulation. Test vector files are generated, using Monte-Carlo style simulation inputs, that are time aligned to describe inputs and outputs of the module. These files contain a sequence of fixed-point numbers with the bit precision required for each input and output. These are used to derive various testbeds.
Example development process
In the example shown, VHDL modules are authored and simulated functionally in ModelSim before being moved to Quartus II for full timing simulation and logic synthesis. In each case, the VHDL design is intended to be bit-exact with the Octave source. Since the actual implementation can involve unusual number-theoretic transformations or novel numerical tricks, it is common that bit-exactness will be broken during the process, in which case the implementation technique is folded back into the Octave source code and the simulation testbed is repeated to again ensure continued bitexactness. It is therefore important to acknowledge that the design flow is a two-way process-and this has an impact on development team dynamics.
Human resource requirements
The experience of the team developing the STAR platform has been that a multidisciplinary multi-talented team is required for system implementation. Successful results are unlikely where development is split along the lines of (i) theory, (ii) simulation, (iii) VHDL coding, (iv) hardware. The development process is highly coupled, much more than for a traditional specification-bound DSP development.
It is more desirable to split a multidisciplinary team along the boundaries of module requirements such as (i) digital front-end, (ii) channel estimator, (iii) equaliser. . . and so forth, where each module team has the responsibility to move that module from a set of equations, through simulations that are incrementally increasing in reality, through VHDL simulations to final code.
Given a floating point overall system simulation, fixedpoint modules can be substituted into this when available, and interfacing requirements checked and fixed. The final result will be two-fold: a working VHDL implementation and a bit-exact system simulation. The simulation is invaluable in tracking down implementation problems and will aid with diagnosing issues identified in field testing. The STAR platform was used in such a way to develop three separate systems designed to explore interesting spaces within the multidimensional multiantenna, MIMO, and block coding algorithm continuum. These three systems are now introduced before particular implementation issues are identified in Section 4 and results and analysis from these are presented in Section 5.
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Time-reversal space-time block coding
Recently, an Alamouti [1] inspired, but computationally simpler, time-domain block processing scheme [8] [9] [10] was developed. Named time-reversal (TR) space-time block coding (STBC), this lends itself to decoupled and parallel equalisation schemes and is particularly suitable for FPGA-based implementation [11] . In particular, the receive decoding process is simplified through the ordering and coding of transmit sequences.
As part of the STAR implementation work, the equations were first reordered into simplified time-domain formulations [6] and then investigated in the presence of channel error effects and timing synchronization errors [11] .
In principal, TR-STBC is a 2 × 1 system where formatting and processed repetition of transmitted data ensure dual diversity across two timeslots, but obviously provide no capacity gain. Data transmission format is shown in Table 2 , where S 1 and S 2 are transmit data blocks each comprising multiple data words as shown for the case of S 1 :
In blocks S 1 and S 2 , the individual data symbols themselves are time reversed and each is complex conjugated denoted for simplicity by D as is
If the channel impulse response from Antenna 1 to the receive antenna is g 0 , g 1 , g 2 , and g 3 assuming a 4-tap channel response, and the channel impulse response from Antenna 2 to the receive antenna is p 0 , p 1 , p 2 , and p 3 , then the received signal for the first data burst can be expressed as
where n 1 (t) is assumed to be white noise with zero mean. We have made the assumption that the channel is stationary over a symbol block and during both bursts, and in practice, this is generally achievable by judicious choice of symbol block length. Similarly, the received signal for the second burst, when time-reversed and complex conjugated by the receiver, is
With some simplification, it is then possible to form a matrix using the q notation of [8] as
This can then be solved in one of several ways and linear combining in this case is used to extract a single stream of decoded data from the equations. The architecture of the receiver is shown in Figure 4 , where all operations apart from the Viterbi equaliser and ARM control processor were performed in FPGA. The finite state machine (FSM) controller was replaceable in the STAR platform by a custom flexible embedded processor for ease of programmability [3] . Although there is a single receive antenna, there are two streams of data to be decoded post matched filtering, and the second of these is denoted by the grey blocks in the figure. The debug buffer shown could accept data from, or inject given data into, any major position in the data flow path. This was an invaluable means of applying test-vector stimulus (as in Figure 3 ) to the implemented system in order to perform real-time black-box testing of individual implemented modules in situ.
Adaptive multivariate (AMV) DFE-MIMO
There are many MIMO schemes ranging from the simplest linear equaliser through to complicated maximumlikelihood (ML) solutions which require exponentially increasing amounts of computational resources when scaled. Despite the dramatic continuous improvements in computational technology, suboptimal but realizable MIMO solutions are more likely to be implementable with current technology. BLAST [12] is one such family of algorithms without the computational load of a full ML solution, but aimed at better performance than linear equalisation. Similarly, the decision feedback equalizer (DFE) was chosen as a candidate for investigation on the STAR platform in the hope that it could provide a good reduced complexity equalisation solution-less then a full maximum-likelihood sequence estimator (MLSE), but with similar performance levels. It also provides a continuous path for improvement through delayed decision-feedback sequence estimation [13] to full MLSE. Multivariate DFE is based upon the standard singlethread DFE as presented in most undergraduate textbooks. For a given sample instance t, a soft decision input z(t) is a scalar quantity represented by
where w f f and w f b are row vectors representing complex FIR filter tap weights, and y(t) and x(t) represent the state of the shift registers shown in Figure 5 at time t. There are multiple ways of extending the single-thread DFE to the MIMO equivalent [14] generally differing in feedback filter specifics [15] . MUD-DFE [14] was the variant chosen for implementation on the STAR platform.
In an n × m MIMO DFE receiver, let the m received signals be denoted by y i (t) and n decisions x j (t). In MIMO-DFE, there are n × m feed forward filters w 
where it is obvious that all z j (t) are dependent on all m received signals and all n previous decisions together. This can be visualised as the sum of the output of m + n independent FIR filters, and is shown diagrammatically connected to other processing blocks in Figure 6 .
To calculate the tap weights adaptively, we take (7) and write in the form of a normal equation
. (9) where the form of this equation follows that for the singlethread DFE case. At this point a recursive least squares (RLS) solution could be found although there are several operations in this process that are undesirable from an implementation point of view; namely, the complex number inverse lookup table and the operations that result in an L×L square matrix. An alternative to the matrix inverse approach is the stochastic or steepest decent family of adaptive algorithms which are generally slower to converge [15] but less complicated to process. For this reason, the initial STAR implementation, centred around the LMS algorithm, which updates the filter weights according to
and requiring only L, multiply and accumulate operations. The initial system utilised 4 transmitting antennae each transmitting independent data streams with an air modulation format of π/4 DQPSK for its immunity to frequency drift. In addition to the DFE processing, the receiver FPGA comprised modules for IF to baseband demodulation, root raised cosine matched filtering, and synchronization. The DFE filter weights were calculated for every packet based on training. A separate module performed weight updates and allowed effective algorithmic experimentation.
A 1 MHz pulse shaping root raised cosine filter with 100% roll-off receive filter and 60 MHz baseband sampling rate was used with a 120 MHz processing clock [15] .
For efficiency, the sum of the multiple FIR filters was implemented with a single high-speed multiply and accumulate circuit by concatenating all inputs and tap weights in the right order without resetting the accumulator in between. In other words, the sum of the FIR filters can be implemented as one larger FIR filter: (11) Figure 7 shows a single DFE decision device building block. Four instances of this block were used to construct a 4 × 4 DFE receiver [15] . The feedback filters could similarly be merged into a single block multiply and accumulate operation. However, one of the benefits of DFE is that the feedback filter only operates from a finite set of constellation points and thus eliminates the need of a multiplier in some instances. In the STAR implementation, a better resource utilisation was thus to keep the feedback filters separate. Using built-in FPGA memory, it is very convenient to construct block RAM to store filter weights as well as the shift register states. The filters shown in Figure 7 are built from RAM blocks to correspond directly to [
With filter weights stored in RAM, the adaptive algorithm simply updates those weights through a single write interface, while the DFE uses the read interface provided that the DFE modules do not need to access the memory location that the adaptive algorithm module is currently writing-which is a timing issue. In the case of the LMS algorithm, weight updates are independent for every tap and can be written as
and each filter coefficient is updated by adding a scaled version of the variable that the coefficient is multiplying for that instant in time. This allows the adaptive algorithm to integrate very closely with the filters, although RLS was found to be less optimal in this respect [15] .
OFDM-MIMO
Orthogonal frequency division multiplexing (OFDM) is a multi-carrier-based digital modulation technique, in which a number of orthogonal waves are multiplexed in one symbol waveform, aiming to mitigate ISI in a frequency selective fading channel. It is advantageous both in terms of absolute data rate and in terms of spectral efficiency (bps/Hz). OFDM-MIMO is a particularly attractive combination since it combines the advantages of both OFDM and MIMO technology. MIMO is inherently capable of providing high spectral efficiency limited theoretically only by the minimum of the number of transmit or receive antennae, while OFDM provides high spectral efficiencies and effective ISI mitigation. The OFDM implementation transforms a frequency selective fading channel response into single tap flat fading channels in the frequency domain. For these reasons, OFDM-MIMO was chosen for implementation on the STAR platform, with similar rationale to published implementations by other authors [16, 17] . Discrete matrix multi-tone modelling was chosen to reduce the complexity in a frequency selective fading system implementation, and this holds good for both flat and frequency selective fading channels. In our model, K data symbols are transmitted from each antenna per block, and a cyclic prefix added to the beginning of the data sequence such that the last (L−1) symbols are transmitted before the full block of K symbols. This is true of sequences from each of M T transmit antennae. There are M R receive antennae with a multi-path length L. The architecture is shown in Figures 8 and 9 for transmit and receive processing elements, with the algorithm that was implemented also described in [18] . Timing-critical elements were implemented in VHDL but offline channel estimation, fine timing synchronization, and frequency correction and detection were implemented in Matlab. This demonstrated the underlying principles of implementation, but provided a very rapid path to evaluation of OFDM-MIMO under real channel conditions but without lengthy development requirements. Other authors [16, 17] Similarly, y j [k] is a block of symbols received after the FFT on antenna i for time (or tone) k for k = 0, 1, . . . ,
The sequence of symbols to be transmitted over each antenna is first inverse Fourier transformed (IFFT) and a cyclic prefix (CP) of length (L − 1) is added before the K symbols. Thus K +L−1 symbols are transmitted from each antenna. At the receiver, the CP is stripped off and then an FFT is taken of the remaining K symbols from each antenna. The signal at the ith antenna (after FFT) for the kth time (or tone) is given by
where n i [k] designates additive noise and ω i, j [k] is the FFT of the channel impulse response:
If we now define
as the MIMO channel impulse response matrix for the kth tone computed from the FFT of the time domain channel impulse response matrix for the L taps, so Figure 9: OFDM-MIMO receive structure showing those elements that had been implemented in FPGA (shaded) and those offline in Matlab (unshaded), but with only a single RF chain reproduced for clarity. For some tests, the Matlab/FPGA interface was moved to the decimator rather than the CP block for convenience. S/P and P/S are serial-to-parallel and parallel-to-serial converters, respectively. equation now becomes
. (17) In summary, the MIMO-OFDM method configures the frequency selective channel of bandwidth B into K orthogonal flat fading channels, each of B/K bandwidth. In the FPGA implementation, an over-air frame structure as shown in Figure 10 was formatted, controlled, and synchronized in the FPGA, with ten consecutive data words transferred in each packet. For experimental purposes, random or Matlab-generated data was uploaded to FPGA and used in transmission continuously until such time as the data was adjusted. This obviously differs from the implementation required in a production implementation, but does allow repeatable tests to be performed with static data when necessary and allow as well a range of different data packets to be tested as required.
In terms of packet data structure, since receive data is four times oversampled, there are 640 synchronization chips and 2560 training chips (multiplexed between antennas as shown in Figure 10 and including CP), followed by 10 data words comprising 3200 OFDM chips (again including CP). It was found that the ring time of the combined analogue RF filters extended 96 chips beyond the total 6400 structured chips in a packet, and thus a guard time was inserted between packets to accommodate this.
Time synchronization was performed by correlation between synchronization words-gross synchronization was implemented in FPGA, whilst fine oversampled alignment performed in Matlab using standard techniques. The frequency offset, f off , at a function of the sampling instant, for T c training duration (N c symbols) at f s sampling frequency, was estimated by determining the phase angle of the timing detection metric:
where θ(τ) is the phase angle of the sum of the correlations of training symbols (which can be calculated unambiguously within a range equal to half the subcarrier spacing). Experience revealed that whilst the system was highly tolerant to timing synchronization errors, frequency offset estimation was the single most critical factor in the OFDM-MIMO performance. Bearing in mind that this was a QPSK system, it is expected to be significantly more critical when utilising higher density constellations.
Back-end Matlab processing allowed a comparison of ML and MMSE decoding. Although currently uncorroborated, preliminary indications show that ML, whilst normally providing higher performance than MMSE, tends to perform worse when frequency offset estimation errors occur. It is also evident that, at high receive power levels, MMSE and ML estimates tended to converge.
IMPLEMENTATION ISSUES ASSOCIATED WITH THE ALGORITHMS
Each of the three implemented systems followed the implementation methodology of Section 3.2 and resulted in working systems that allowed the investigation of algorithm operation under various real operating scenarios. The test platforms were mobile, and antenna construction modular such that various geometries could be explored. Table 3 compares the implementations, and although far from an exhaustive list of possible MIMO and space-time algorithm options, the chosen methods covered a wide span of possibilities. This was a deliberate approach to build expertise in the design team, and test as wide a variety of algorithm types and modulation formats as possible. Note also that although 12-channel sounding tests have been performed to prove platform integrity, at the time of writing, a full 12-channel MIMO implementation has not been completed using the platform.
ANALYSIS OF STAR DEVELOPMENTS
The STAR platform development began with a very brief initial exploratory phase followed closely by simultaneous platform development and academic search and evaluation to determine suitable algorithmic approaches. The hardware platform comprises enclosure, power supplies, highprecision clocks synthesizer, RF, mixed-signal, and digital components on 23 printed circuit boards (PCBs). The total development time for the first working non-MIMO system, a multichannel channel sounder, was 10 months.
Development phases
The first algorithm implementation was TR-STBC, and utilised most of the 12 engineers for approximately 4 months, although evaluation and testing continued with fewer engineers for longer. At the close of the TR-STBC subproject development, a decision was made to continue on with AMV-DFE-MIMO and OFDM-MIMO developments in parallel since sufficient STAR platforms existed. The same 12-member engineering team cooperated on both implementations. The OFDM-MIMO system FPGA component was limited to pulse shaping of stored transmit data, receiver front-end, decimation, simple filtering, and data capture subsystems. Actual OFDM decoding was performed offline using Matlab. This system was thus sufficient to explore the implementation of the high-bandwidth OFDM-MIMO front end and the effects of different channels, antennae, and gains, but was not encumbered by channel estimation, FFT design, and data reconstruction issues. However these final three issues have been demonstrated as FPGA implementations by other authors, most notably Wouters et al. [17] in the 2 × 2 PICARD demonstrator, and discussed by Kaiser et al. in [16] , as well as in the DFE-MIMO and TR-STBC systems here (excluding the FFTs). Approximately 3 months were required to deliver the final two working MIMO systems, with only two engineers allocated to constructing the OFDM-MIMO implementation. Again indoor and outdoor evaluative testing programmes followed the developments using a reduced team.
Development team
The full engineering team comprised 3 recent graduates, 4 engineers with 1 to 3 years experience, 3 senior engineers, one principal engineer, and a project manager. One of the senior engineers was devoted to Matlab simulations and none of the team had experience of FPGAs or VHDL, although several had experience porting algorithms to DSP.
The timescales indicate that, although the initial investment in equipment and the learning-curve for FPGA development were large, given such a newly experienced team, the time required to utilise the hardware in different ways to explore three diverse ST/MIMO algorithms was not excessive.
Experimental conditions
Channels test environments for all implementations included interior office space, university campus, parkland, urban street-scape, and building-to-building link. Distances ranged from approximately 3 m to 500 m with the majority of indoor tests confined to below 40 m [2] . Channel rank problems were endemic, with the DFE-MIMO system [15] being particularly susceptible to low-rank effects. In 100 m tests across a car park and between buildings, average BER achieved with misaligned antennae was observed to significantly exceed that from aligned antennae. Timing synchronization and (especially for OFDM) frequency offset were significant issues, reinforcing published work in that field.
Research on these effects is ongoing, but with relevance to compensation algorithms more so than to a discussion of implementation platform. Antennae were in a proprietary steerable multielement patch arrangement to be published separately.
CONCLUSION
Firstly, the use of programmable FPGA logic for performing MIMO and space-time baseband signal processing has been demonstrated. The claim is that this required less effort, and resulted in a more stable system than a similar DSP-based implementation, and that certainly follow-on developments would undoubtedly benefit in this way.
Secondly, that the enormous processing capability of a platform like STAR is sufficient to implement several varieties of space-time algorithm, that these can be developed rapidly and accurately using only FPGAs for baseband signal processing. Details of three example implementations have been presented, with performance data published elsewhere. Each implementation was the first-known implementation of the relevant technique, either in real time, or using an FPGA-based system.
