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We have studied surface-wave propagation in two-dimensional space and 
applied surface-wave methods to near-surface S-wave velocity delineation for civil 
engineering applications. This dissertation describes fundamental theory of 
surface-wave propagation, numerical and physical modeling, surface-wave data 
acquisition and analysis methods that we have developed and application examples of 
the methods as well. 
We have proposed a new analysis method “CMP cross-correlation” that can 
greatly improve horizontal resolution of the surface-wave method. The CMP 
cross-correlation gathers of the multi-channel and multi-shot surface waves give 
accurate phase-velocity curves and enable us to reconstruct two-dimensional velocity 
structures with high resolutions. Data acquisition for the CMP cross-correlation analysis 
is similar to a 2D seismic reflection survey. Data processing seems similar to the CDP 
analysis of the 2D seismic reflection survey but it differs in the point that the 
cross-correlation of original waveform is calculated before making CMP gathers. Data 
processing of the CMP cross-correlation analysis consists of following four steps: First, 
cross-correlations are calculated for every pairs of two traces in each shot gather. 
Second, correlation traces having common mid-point are gathered and the traces that 
have equal spacing are stacked in a time domain. Resultant cross-correlation gathers 
resembles to shot gathers and named as CMP cross-correlation gathers. Third, a 
multi-channel analysis of surface waves is applied to the CMP cross-correlation gathers 
for calculating phase-velocities. Finally, 2D S-wave velocity profile is reconstructed 
through non-linear least square inversion. Analyses of waveform data from numerical 
modeling and field observations indicated that the new method could greatly improve 
the accuracy and resolution of underground S-velocity structure, compared to the 
conventional surface wave methods.  
We have performed numerical and physical modeling of surface waves in order 
to evaluate the applicability of the method. A finite-difference method is used in the 
numerical modeling and a Laser Doppler Vibrometer is used in the physical modeling. 
Both numerical and physical modeling has revealed that the surface-waves can be used 
ii 
for imaging two-dimensional velocity models. The modeling also clearly shows the 
applicability of the new method. The new method was applied to the real seismic data 
too. The data acquisition was similar to the shallow P-wave seismic reflection methods. 
The CMP cross-correlation analysis calculates dispersion curves from shot gathers. A 
non-linear least square inversion was applied to each dispersion curve in order to obtain 
one-dimensional S-wave velocity models. The velocity models down to depth of ten 
meters obtained through the CMP cross-correlation analysis agreed with known 
geological information very well. 
We have modified a passive surface-wave method, so called a micro-tremors 
array measurement, and applied it to near-surface investigation in civil engineering 
purposes. We have developed irregular arrays methods, such as L-shape array or linear 
array, for the micro-tremors array measurement and evaluated the applicability of them 
in comparison with isotropic array. These results lead to the conclusion that irregular 
arrays can be used for small-scale passive surface-wave method in which relatively 
high-frequency (1 to 10Hz) micro-tremors are used.  
Our new surface-wave methods have been applied to several different purposes 
in civil engineering, such as housing site investigations, earthquake disaster mitigation, 
levee inspections, and environmental issues. All these application examples prove that 
the surface-wave methods are very effective tool for estimating subsurface S-wave 
velocity model. The most important character of the surface-wave methods is that the 
method can estimate subsurface rigidity non-destructively from ground surface in soil 
engineering applications. Traditional geophysical methods in engineering field, such as 
a seismic refraction survey and a resistivity survey, are mainly used in rock mechanics 
field. No geophysical method has been widely used in soil engineering except loggings. 
The surface-wave methods can be first non-destructive investigation in soil engineering 
and it implies that the method will be used very widely. We believe that the 
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1.1 Motivation and Objectives 
 
 Japan is located at active plate boundary and there are many active volcanoes 
and earthquakes. Such active and young geological condition makes Japanese ground 
relatively unstable and danger. For example, land slides associated with earthquakes or 
heavy rain falls cause the lost of life and wealth almost every year. In order to prevent 
such ground disaster, subsurface information is needed. Therefore, accurate 
geotechnical investigation methods are very important for constructing safe and 
sustainable society that consists of buildings, railways and highways based on civil 
engineering technology. There are so many geotechnical investigation methods for civil 
engineering. The most widely used method is a boring and a standard penetrating test 
(SPT). The boring and the SPT are applied to almost all civil engineering investigations. 
Recently, there are increasing demands for developing more convenience investigation 
methods instead of the boring and the SPT.  
   Geophysical methods have been also applied to civil engineering investigations 
for many years. Big advantage of the geophysical methods is that the methods are 
non-destructive and can be performed quickly and cheaply. However, traditional 
geophysical methods in engineering field, such as a seismic refraction survey and a 
resistivity survey, are mainly used in rock mechanic engineering, such as tunnels and 
dams. No geophysical method has been widely used in soil engineering, such as 
reclaimed land, liquefaction and levees, except logging methods. Most of geotechnical 
investigations in soil engineering fields are boring and in-situ tests using borehole. 
Considering the geophysical methods are widely used in rock mechanics in order to 
obtain geotechnical properties of rocks, the methods can be also used in soil engineering 
field too. 
Theoretical study and the evolution of computer have driven the recent advance 
of geophysical methods. Most of the in-situ measurements, such as SPT, provide 
subsurface geotechnical information directly from observed data. The geophysical 
methods, however, need mathematical analysis based on the physical theory in order to 
obtain subsurface information from observed data. Therefore, continuous development 
of computational ability implies the possibility of further development of geophysical 
methods. Advanced geophysical methods will be able to provide accurate subsurface 
information much quickly and cheaply. Accurate subsurface information contributes for 
constructing safe and sustainable society. Therefore, we have started the development of 
new geophysical methods mainly for soil engineering investigations. 
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1.2 Seismic Exploration Methods in Civil Engineering 
Investigations 
 
 Seismic exploration methods have played important role in Japanese civil 
engineering investigations for many years. For example, a P-wave refraction method is 
one of the most popular geotechnical investigation methods in Japan. The refraction 
method has been applied to most of tunnels in Japan in order to estimate rock 
classification along tunnel route in the beginning stage of construction. The refraction 
method has been also applied to most of dam construction as well. Recently, digital data 
acquisition and tomographic inversion have been introduced to the refraction method 
and applicability and reliability are greatly improved (Hayashi and Saito, 1998; Hayashi 
and Takahashi, 2001). Such new techniques have developed the new applications of the 
method. However, most of the refraction applications are related to rock mechanics field 
and not soil engineering. In the rock mechanics field, P-wave velocity can be used for 
estimating rigidity of rocks. P-wave velocity, however, is not related to soil rigidity in 
soil mechanics field because the P-wave velocity just indicates water velocity below 
ground water table. Therefore, S-wave velocity is much useful in soil engineering field 
for evaluating soil rigidity and the P-wave refraction method is not useful in soil 
engineering field except ground water survey.  
An S-wave refraction method is one of the candidates for estimating the 
rigidity in the soil engineering field. However, the method has not been widely used in 
the soil engineering. One reason is the character of S-wave velocity in unconsolidated 
soil layers. In the unconsolidated soil ground, S-wave velocity contrast is generally 
small and reversed layers or top high velocity layers sometimes exist. These characters 
make the refraction analysis to be difficult. Another reason is data acquisition difficulty. 
In the S-wave refraction method, SH seismic motion must be used. P-waves and Love 
waves, however, are sometimes included and they complicate first arrival picking.   
 An S-wave reflection method is another candidate. However, the method has 
not been widely used in the soil engineering. The most important problem in the method 
is the inclusion of direct waves, refracted waves and surface-waves (Love waves). All 
these waves contaminate the reflected waves and complicate reflection analysis. 
Therefore, it is difficult to obtain not only layered structure but also S-wave velocity 
through the reflection method in the unconsolidated soil ground.  
 Only PS-logging has been widely used in the soil engineering in order to obtain 
4 
S-wave velocity of the ground. However, the PS-logging needs a borehole and can only 
provide one-dimensional structure. A cross-hole tomography can provide 
two-dimensional structure of the ground. An S-wave velocity tomography is still in 
experimental phase and method has not been widely used in the civil engineering 
investigations. 
 Non-destructive methods that can provide two-dimensional S-wave velocity 
model of the ground have been eagerly waited for many years in soil engineering. It is 
well known that the phase-velocity of surface-waves reflects the S-wave velocity of the 
ground. Over the past few decades, a considerable numbers of studies have been made 
of the development of seismic methods using surface-waves. The first researcher to give 
much attention to the high frequency surface-waves is Aki. He investigated the 
micro-tremors as surface-waves and proposed theory of Spatial Auto Correlation (Aki, 
1957). A micro-tremor array measurements mainly based on the Spatial Auto 
Correlation has been developed by Okada in order to estimate deep S-wave velocity 
structures. Okada (2003) summarizes the detailed theory of the microtremor-array 
measurements and the example of actual field data. Tokimatsu studied the development 
of seismic methods using active surface-waves. Tokimatsu (1997) summarizes his 
enormous effort at the development of active surface-wave methods. The Kansas 
Geological Survey has developed the Tokimatsu’s active surface-wave method further 
and proposed the multi-channel analysis of the surface-waves (Park et al.,1999a,; 
1999b). The multi-channel approach has greatly improved accuracy and reliability of 
the surface-wave methods. They have also proposed two-dimensional survey using 
surface-waves (Xia et al., 1999). Their enormous effort at the surface-wave methods has 
inspired many researchers to start the development of surface-wave methods. The most 
important theory in the surface-wave methods is the calculation of phase-velocity for 
layered velocity models. Saito (1979) and Saito and Kabasawa (1993) studied the 
problem of phase-velocity calculation. 
All those development of the surface-wave methods implies that the methods 
may be used in soil engineering for estimating S-wave velocity model nondestructively. 
What seems to be lacking, however, is that the data acquisition and analysis for two 
dimensional surveys and the use of the surface-wave methods to real engineering 
problems. Most of the surface-wave methods have been one-dimensional survey and 
stayed at research stage. Therefore, we have started the development of 
two-dimensional surface-wave methods and the application the methods to real 
engineering problems. 
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1.3 Outline of the Dissertation  
 
This dissertation describes fundamental theory of surface-wave propagation, 
numerical and physical modeling, surface-wave data acquisition and analysis methods 
that we have developed and application examples of the methods as well. The outline of 
the dissertation can be summarized as follows and shown in Figure 1.3.1.  
 
In the Chapter 2, we will describe fundamental theory behind our surface-wave 
methods. At first, fundamental theory of elastic waves and surface-waves will be 
derived. In order to study surface-wave propagation in two- and three-dimensional 
medium, we have developed three-dimensional viscoelastic finite-difference code and 
performed the numerical modeling of surface-waves. Fundamental theory of 
surface-wave analysis, such as phase-velocity calculation, micro-tremor analysis, and 
non-linear least square inversion are also introduced in the Chapter.  
 
In the Chapter 3, we will describe our surface-wave method using active sources. 
We have proposed a new analysis method “CMP cross-correlation” that can greatly 
improve horizontal resolution of the surface-wave method. Theory, numerical and 
physical modeling and field example will be described in the Chapter. In the numerical 
modeling, the finite-difference code that described in the Chapter 2 is employed. In the 
physical modeling, a Laser Doppler Vibrometer (LDV) is used as a receiver.  
 
In the Chapter 4, we will describe small scale passive surface-wave method. The 
passive surface-wave method, so called a micro-tremors array measurement is widely 
used in earth science in order to delineate deep basin structure. We have modified the 
method and applied it to near-surface investigation in civil engineering purpose. One of 
the difficulties in passive surface-wave method for civil engineering is the method 
prefers two-dimensional isotropic arrays, such as equilateral triangle or circle, on 
ground surface. In the civil engineering applications, it is difficult to set such isotropic 
array because of the restriction of survey area. Therefore, we have developed irregular 
arrays methods, such as L-shape array or linear array, and evaluated the applicability of 
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them in comparison with isotropic array.  
 
In the Chapter 5, we will show the application example of active and passive 
surface-wave methods to actual civil engineering investigations. The methods have 
applied several different purposes in civil engineering, such as housing site 
investigations, earthquake disaster mitigation, levee inspections, and environmental 
issues. In data acquisition, we have developed a receiver towing tool, so called “land 
streamer”, in order to move receiver array quickly on paved road. The land streamer has 
greatly shortened data acquisition time in long survey line, such as levee inspections. 
The land streamer has also enabled us to apply the surface-wave method on difficult 
surface condition, such as tidal flat surface. In data processing, we have introduced a 
joint analysis in which not only phase-velocity but also other geophysical or 
geotechnical information is used for estimating subsurface structures. For housing site 
investigations, initial velocity models for non-linear least square inversion are 
constructed based on N-value obtained through the Swedish Weighted Sounding Tests. 
We have also developed a joint analysis of the surface-wave and gravity data in order to 
estimate not only S-wave velocity model but also density model as well.  
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Figure 1.3.1 Outline of the dissertation 
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 Conventional seismic methods, such as refraction, reflection, PS-logging and 
traveltime tomography, can be fundamentally understood by ray theory. Although the 
reflection method is based on wave equation, the analysis of the reflection method is 
mainly based on acoustic wave equation at least in civil engineering applications. These 
conventional methods analyze the waveform data mainly in time-domain. Although 
some data processings, such as band-pass filter, deconvolution and migration, are 
performed in frequency domain. Use of frequency domain is mostly due to 
mathematical convenience and not the physical requirement.  
  Unlike these conventional methods, surface-wave methods are based on full 
wave equation (elastic wave equation) and these analyses are completely performed in 
frequency domain. In order to understand the basic theory behind the surface-wave 
methods, we will describe fundamental elastic wave equation and derive analytical 
solution of surface-waves in one-dimensional layered medium.   
 The analytical solution of the surface-waves can be obtained only for 
one-dimensional medium so far. However, the real earth has always three-dimensional 
structures. Effect of three-dimensional structure on surface-wave propagation had not 
been understood and it had protected the evolution of the surface-wave methods. In 
order to understand the surface-wave propagation in two-dimensional and 
three-dimensional medium, we have developed 2D and 3D viscoelastic finite-difference 
code and applied them to the numerical simulations of the surface-waves. Fundamental 
theory of our finite-difference code and the result of numerical simulations will be 
shown in the Chapter 2.4 and 2.5.  
 The most important part in the surface-wave analysis is the phase-velocity 
calculation for waveform data. We will describe the fundamental theory of 
phase-velocity calculation for both active and passive surface-wave data in this chapter. 
A non-linear least square method for the inversion of dispersion curves is also described 
in the chapter briefly. 
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2.2 Elastic Waves 
 
In this section, we derive velocity-stress elastic wave equations at first. Then, 
we extend it to the viscoelastic case. 
 
2.2.1 Elastic waves 
 
1) Introduction 
The derivation of the velocity-stress elastic wave equations gives the 
fundamental idea and mathematical foundation of the wave equation. The relationship 
between forces and deformation in infinitesimal strain theory is largely empirically 
based and given by a constitutive law called Hook's law. The deformation is a function 
of material properties of the body such as density, rigidity (resistance to shear), and 
incompressibility (resistance to change in volume). The material properties are known 
as elastic moduli. When stress varies with time, strain varies similarly, and the balance 
between stress and strain results in seismic waves. These waves travel at velocities that 
depend on the elastic moduli and are governed by equations of motion.  
 
2) Stress, strain, Newton's second law and Hooke's law 
In the following description of the elastic wave equations, we will employ 
Cartesian coordinate (x1, x2, x3). At first, we show a general three-dimensional 
relationships between nine strain components and three displacement components (u1, 


















∂=ε ,       (2.2.1) 
here, x2, x2, x3 are the coordinate axes. The first subscript indicates the orientation of the 
line segment, and second indicates the direction of length change. Shear strains are 




































































































uε   
These nine terms constitute the infinitesimal strain tensor, a symmetric tensor with six 






































































































































ijε .       (2.2.3)  

















1ε .         (2.2.4) 

















1εθ .        (2.2.5) 
Second, we define a stress tensor. Here, we subdivide the area of fictitious 
plane into area elements with surface area, ΔA. A small force,ΔF, acts on each 
elements. The stress components acting on the plane (x1 face) that has a normal in the x1 


































The first index of σij in (2.2.6) corresponds to the direction of the normal to the plane 
being acted on by the force, and the second index indicates the direction of the force. 
For two other planes, we define six additional stress components, 
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σ21、σ22、σ23  acting on the x2 face, 
σ31、σ32、σ33  acting on the x3 face. 
 All of these are implicitly functions of space and time. A three dimensional stress 
















σ ij .         (2.2.7) 
The diagonal terms are called normal stresses, and the off-diagonal terms are called 
shear stresses. 
Third, we consider a force balance on a cubic element in a continuum that is 













 .          (2.2.8) 
where fi represents body forces. This set of three equations is called the equation of 

















∂ σσσρ  ,        (2.2.9) 
when there are no body forces. 
Fourth, we show the relationship between stress and displacement. There are 
provided by constitutive laws that relate stress to strain. The most general form of 
constitutive law for linear elasticity is Hooke's law 
klijklij c εσ ⋅=  .          (2.2.10) 
The constants of proportionality, Cijkl are known as elastic moduli and define the 
material properties of the medium. In its general form, Cijkl is a third-order tensor with 
81 terms relating the nine elements of the strain tensor to nine elements of the stress 
tensor by linear sum. In the case of an isotropic elastic substance, the elastic moduli can 
reduce to two independent moduli called Lame constants, λ and μ. These are related 
to Cijkl by  
( )jkiljlikklijijklC δδδδμδλδ ++= .        (2.2.11) 
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where the Kronecker dekta function is used. Inserting this into (2.2.10) gives, 
( )( ) kljkiljlikklijij εδδδδμδλδσ ++= ,     (2.2.12) 
which reduces to 
ijijkkij μεδλεσ 2+= .        (2.2.13) 
Using the equation (2.2.5),  (2.2.13) can be written as,  
ijijij μελθδσ 2+= .         (2.2.14) 






















σij .     (2.2.15) 
Substituting the equations (2.2.3) and (2.2.5) into (2.2.15), the stress-strain relationship 


























































3) Deriving the equation of motion in three-dimensional case 
 Now, we combine stress-displacement equations into the equation of Newton's 
second law in order to derive the equation of motion in three-dimensional case. 











































































u μμλρ . 
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∂ μθμλρ .     (2.2.18) 




















∂ μθμλρ .        (2.2.20) 
If we use the notation, 
( )321 ,, uuuU = ,        (2.2.21) 
the equations (2.2.18) to (2.2.20) can be written as, 






∂ μμλρ ,     (2.1.22) 
which is the three-dimensional homogeneous vector equation of motion for a uniform, 
isotropic, linear elastic medium.  
 A common alternate form of this equation employs the vector identity, 
( ) ( )UUU ×∇×∇−⋅∇∇=∇2 ,      (2.2.23) 
allowing  (2.2.22) to be written as, 





.    (2.2.24) 
 
4) P-wave and S-wave 
 We can use the Helmholtz’s theorem to the displacements field as, 
Ψ×∇+Φ∇=U .       (2.2.25). 
where, Φ is a curl free scalar potential field ( 0=Φ×∇ ) and Ψ is a divergence-less 
vector potential field ( 0=Ψ⋅∇ ). Substituting the equation (2.2.25) into (2.2.24) and 
using the vector identity ( Ψ−∇=Ψ×∇×∇ 2 for 0=Ψ⋅∇ ), we find, 
( )( ) ( ) 02 22 =Ψ−Ψ∇×∇+Φ−Φ∇+∇ &&&& ρμρμλ .    (2.2.26) 
We can clearly satisfy this equation if each term in brackets goes to zero independently. 
We let,  
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ρ
μλα 2+=           (2.2.27) 
ρ
μβ =            (2.2.28) 
and (2.1.26) can be written as,  
( ) ( ) 02222 =Ψ−Ψ∇×∇+Φ−Φ∇∇ &&&& βα .     (2.2.29) 
This will be solved if,  
012
2 =Φ−Φ∇ &&α           (2.2.30) 
012
2 =Ψ−Ψ∇ &&β          (2.2.31) 
where (2.2.30) and (2.2.31) are scalar wave equation for Φ and vector wave equation for 
Ψ. α is the velocity of wave, Φ, and is called the P-wave velocity, and β is the S-wave 
velocity corresponding to solutions Ψ.   
 
5) P-SV and SH waves 
 Waves propagating in elastic medium can be written as wave equations implies 
that the equation can be solved in terms of plane-waves. We will focus on plane wave 
solutions. We use the x, y, z coordinate system in which x, y and z means x1 ,x2 and x3 
axis respectively. If we take a y axis in plane waves as,     
0=∂
∂
y ,         (2.2.32)
 


















































































u zzzxz μμλρ .   (2.2.35) 
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We can clearly understand that the displacement of y direction uy, and the displacement 
of x and z direction ux, uz are completely independent. If we take the z axis as vertical, uy 
corresponds to horizontal displacement, and ux and uz corresponds to displacements in 
vertical (x-z) plane. Seismic wave corresponding to the displacement uy propagates with 
S-wave velocity β and it is called as SH wave. Waves corresponding to the 
displacements ux and uz are called as P-SV waves.  
 
6) Deriving velocity-stress relationship in a two-dimensional P-SV case. 
Now, we derive velocity-stress relationship in a two-dimensional P-SV case for 
the sake of finite-differential approximation shown later. In a two-dimensional elastic 



































































xzxz μμεσ 2  
The equations (2.2.36) and (2.2.37) can be transformed into the following first order 
















































υυμσ    
where, ρ1=b , ρ is a density, υx and υz are particle velocities, σxx and σzz are 
normal stresses, σxz is a shear stress, and λ and μ are Lame's constants. This 
system is a fundamental equations for a velocity-stress staggered grid finite difference 
method that is widely used in exploration seismology and that our finite-difference 
method is based on. 
 
2.2.2 Viscoelastic Waves 
 
1) Viscoelastic Formulation Using Standard Linear Solid 
In the previous section, I was concerned with an elastic case. The real Earth is, 
however, not perfectly elastic and propagating waves attenuate with time due to various 
energy-loss mechanisms. The objective of this study is the application of 
finite-difference modeling to near surface seismic methods. The effect of attenuation on 
wave propagation is generally very large in a near surface region. The attenuation 
should be considered in a study about near surface wave propagation. For this reason, 
the following discussion of the free surface condition and the variable grid method will 
be concerned with the viscoelastic case. The anelastic behavior can be described by a 
viscoelastic model. Blanch et al. (1995) presented efficient viscoelastic modeling based 
on the Standard Linear Solids (SLS) in which a spring and dashpot in series, in parallel 
with a spring. In this method, the stress and strain relaxation times can be calculated by 
the least square method. Robertsson et al. (1994) presented a finite-difference scheme 
based on the second-order accurate time, fourth-order accurate space, O(2,4), 
velocity-stress staggered grid (Levander, 1988) for viscoelastic modeling. We employ 
this method because the additional computer memory requirement is small compared 
with elastic case.  
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2)Viscoelastic Modeling Using τ 
In this section, we describe a theoretical anelastic model based on viscoelastic 
theory, a phenomenological way to describe combined elastic and viscous behavior of 
materials. The basic hypothesis is that the current value of the stress tensor depends on 
the history of the strain tensor. The viscoelastic hypothesis can be described as  
klijklklijklij GG εεσ ∗=∗= && ,          (2.2.39) 
(Christensen, 1982) where * denotes time convolution, and dot denotes derivative in 
time. The convolution transform each strain history,εij(t), into a corresponding stress 
history,σij(t). G is a fourth-order tensor-valued function called the relaxation function. 
The relaxation function G determines the behavior of a material. For one-dimensional or 
in the special case of a simple shear in an isotropic homogeneous material, the equation 
(2.2.39) reduces to  
εεσ ∗=∗= GG && .           (2.2.40) 
The Standard Linear Solid (SLS) has been shown to be a general mechanical 
viscoelastic model. An array of SLS has the stress relaxation function, 


















11         (2.2.41) 
(Blanch et al., 1993) where, θ(t) is the Heaviside function, MR is the relaxed stress 
modulus corresponding to G(t), and τσl andτεl are the stress and strain relaxation 



















ττ .       (2.2.42) 
μ=UM for transverse waves, and μλ 2+=UM  for longitudinal waves (Aki 
and Richards, 1980). The complex stress modulus MC(ω) is defined as the Fourier 
transform of the stress relaxation function. The quality factor Q is defined as 





Re= ,         (2.2.43) 
this equation defines Q as the number of wavelengths a pulse may propagate before its 
amplitude drops by a factor of e-π. Thus, Q is a function of frequency. For an array of 
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Standard Linear Solids, the equation (2.2.3) and (2.2.5) yield, 































ω  ,       (2.2.44) 
Blanch et al. (1995) proposed the τ-method for the viscoelastic modeling. The τ 
method is based on the simple observation that the level of attenuation caused by a SLS 
can be determined by a dimensionless (frequency scale independent) variableτ. If we 












ττ −=−= 1 ,        (2.2.45) 






























ετωρω .     (2.2.47) 
Using the parameterτto tune an array of SLSs, and assuming that τis small (i.e. 














τωτ .        (2.2.48) 
In this expression Q －１ is linear inτ . Therefore, we can easily find the best 
approximation in the least square sense over a predefined frequency range to any Q0 by 
minimizing overτthe expression, 







1 ,, ,       (2.2.49) 
to zero and solve forτ. To find the minimum, we set the derivative of J with respect to 
τ to zero and solve for τ. 











ττωττωτ .  (2.2.50) 





























1τ         (2.2.51) 
where, 


























1        (2.2.53) 

























222    (2.2.54) 
l
l ωτ σ
1= ,           (2.2.55) 
where, ωl is the frequency of interest. 
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2.3 Surface-wave Propagating with 1D Layered Medium 
 
2.3.1 SH wave and Love wave propagating with 1D layered medium  
 
1) SH wave 
Wave equation for SH waves in two-dimensional medium can be written as 




















β        (2.3.1) 
 
where, u is y component of displacement, β is S-wave velocity.  
We assume that the solution for equation (2.3.1) is 
 
)( zpxtieu ηω −−−= .       (2.3.2) 
β
ϕsin=p , β
ϕη cos=       (2.3.3) 





2 1 p−= βη .        (2.3.4) 
 
2) Love wave propagating with two-layer medium 
In two layers model shown in Figure 2.3.1, a general solution in top layer is 
written as, 
 
( ) ( )Hzzu −= 11 cosωη     0 < z < H      (2.3.5) 
2
21
1 p−= βη ,   cp
1=  
where, c is phase-velocity in x direction and common term exp(-iω(t-px)) is neglected. 
Above solution satisfy free surface-condition and amplitude at the surface is assumed to 
be 1.  
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A general solution in bottom layer is,  
( ) zz eBeAzu 22 ˆ2ˆ22 ηωηω −+=       (2.3.6) 
Generally, imaginary part of η2 is chosen positive in SH wave propagation so that 
reflection or refraction wave can not be diverged. If we use the condition, 
( ) 0Im 2 >η  (ω>0)       (2.3.7) 
first term of equation (2.3.6) diverges and second term goes to zero when z goes to 
negative infinite. Therefore, we can write Love wave solution in bottom layer as, 






1ˆ βη −= p  
where, B2 is a constant. A boundary condition between top and bottom layer is,  
 









1 μμ ,  z=0.     (2.3.9) 
 2111 βρμ = ,  2222 βρμ =  
 
where, μ1 and μ2 are share modulus of each layer. The equation (2.3.9) means 
displacement and shear stress must be continuous at the boundary. The equations (2.3.5), 
(2.3.8) and (2.3.9) yield, 
 
21cos BH =ωη ,  222111 ˆsin BH ηωμωηηωμ = .    (2.3.10) 
 
In order to remove B2, we substitute first equation to second one. 
 
( ) 0sincosˆ, 1111222 =−= HHBcFL ωηηωμωηηωμω    (2.3.11) 
 







ημωη =H        (2.3.12) 
 
The equations (2.3.11) and (2.3.12) are characteristic equations for the Love wave. In 
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order to calculate a dispersion curve, we generally fix angular frequency ω and search 
phase-velocity c that makes characteristic equation (2.3.11) as zero. Figure 2.3.3 shows 
the example of dispersion curve for a two layer model shown in Figure 2.3.2. The Love 
wave propagating with more than 3 layers is described in the Appendix A. 
 
2.3.2 P-SV wave and Rayleigh wave propagating with 1D layered medium 
 
1)General solution 
Wave equation for P-SV waves in two-dimensional medium can be written as follows 

































































w μμλρ     (2.3.13) 
where, u and w are x and z component of displacement respectively.  
We assume that the solutions for equation (2.3.13) are 
 
)( zpxtieu γωε −−−= . 
)( zpxtiew γω −−−= .       (2.3.14) 
 
Substituting the equation (2.3.14) and (2.3.13) yields, 
 
( )[ ] ( ) γμλεμγμλρε pp ++++= 222  
( ) ( ) 22 2 γμλμγεμλρ ++++= pp .      (2.3.15) 
 




















    (2.3.16) 
 
The equation (2.3.16) can be written as, 
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( )( )[ ] ( )[ ] 02 2222 =−+−++ ργμργμλ pp .     (2.3.17) 
 




2 1 p−= αγ ,  
2
2
2 1 p−= βγ .      (2.3.18) 
 
2) P-wave 





1 p  
ξε
p±=          (2.3.19) 
 
is wave propagating with P-wave velocity α. 
 
ρ
μλα 2+=         (2.3.20) 
 
Displacement can be calculated using the equation (2.3.14) as follows. 
)( zpxtiepu ξωξ
m−−±=  
)( zpxtiew ξω m−−= .       (2.3.21) 
General solution for these roots are written using constants A and B, ( ) )( pxtizizi eBeAepu −−−−= ωωξωξ  ( ) )( pxtizizi eBeAew −−−+= ωωξωξξ .      (2.3.22) 
 
3) SV-wave 





1 p  
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p
ηε m=          (2.3.23) 
 
is wave propagating with S-wave velocity β. 
 
ρ
μβ =         (2.3.24) 
 
General solution for these roots are written using constants C and D, ( ) )( pxtizizi eDeCeu −−−+−= ωωηωηη  ( ) )( pxtizizi eDeCepw −−−+= ωωηωη .      (2.3.25) 
 
P-SV wave propagation can be expressed as the summation of the equation (2.3.22) and 
(2.3.25). 
 
( ) ( ) ( )zizizizi DeCeBeAepzu ωηωηωξωξ η −− −+−=  
( ) ( ) ( )zizizizi DeCepBeAezw ωηωηωξωξξ −− +++=     (2.3.26) 
 
where, common term exp(-iω(t-px)) is neglected. Substituting equations (2.3.26) into 
equations (2.2.37) yields following equations for stresses. 
 
( ) ( ) ( )( )zizizizixz DeCepiBeAepiz ωηωηωξωξ ηωμξωμσ −− −−−−= 222  
( ) ( )( ) ( )zizizizizz DeCepiBeAepiz ωηωηωξωξ ηωμηωμσ −− −+−−= 222    (2.3.27) 
 
4) Rayleigh wave propagating with homogeneous half space 
 Rayleigh wave is a surface-wave propagating along the surface and its 
amplitude is decreasing exponentially with depth. There is a homogeneous half space z 
< 0. From the solution of P-SV wave (equation (2.3.26)), ξ and η must be imaginary so 
that the amplitude is 0 when z is infinity. We define, 
 
ξξ ˆi= , 01ˆ 22 >−= αξ p , ηη ˆi= , 0
1ˆ
2
2 >−= βη p    (2.3.28) 
  
The first and third terms of the equation (2.3.26) must be 0. Therefore, general solution 
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for x and z component of displacement are;  
 
( ) zz DeiipBezu ηωξω η ˆˆ ˆ+=  
( ) zz pDeBezw ηωξωξ ˆˆˆ +=  .      (2.3.29) 
 
Using the equation (2.3.27), stresses can be calculated as follows. 
 
( ) ( ) zzzx DeiBepiz ηωξω γωρξωρβσ ˆˆ2 1ˆ2 −−=  
( ) ( ) zzzz DepBez ηωξω ηωρβγωρσ ˆ2ˆ ˆ21 +−−=  
222 pβγ =         (2.3.30) 
 
At the surface (z=0), share stress (σzx) and normal stress (σzz) must be 0. Therefore, the 
equation (2.3.30) yields; 
 
( ) 01ˆ2 2 =−− DBp γξβ  
( ) 0ˆ21 2 =+−− DpB ηβγ .       (2.3.31) 
 



















γξβ       (2.3.32) 
 
In order to solve the equation, determinant must be 0. 
 
( ) ( ) 0ˆˆ21 22 =−−= ηξγβγpFR       (2.3.33) 
 
The equation (2.3.33) is called a characteristic equation for the Rayleigh wave in 
homogeneous half space. Figure 2.3.4 shows the example of calculation of characteristic 
equation for the Rayleigh wave. We can see that the Rayleigh waves propagate with 
phase-velocity that is about 90 to 95% of S-wave velocity. 
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5) Boundary condition of P-SV wave between two layers 
 Before solving two-layer problem, we are going to review boundary condition 
of P-SV wave between two layers. Let us think about a plane wave propagating from 
layer two to layer one. There are 6 constants (A1 to D1 and B1, D1 )as shown in Figure 

















θ ====p .     (2.3.34) 
 
At the boundary z=0, two displacements (u(0), w(0)) and two stresses (σzx(0), σzz(0)) 
must be continuous. Such condition can be derived using equations (2.3.26) and 
(2.3.27),   
 
( ) 22211111 )( CpADCBAp ηη −=+−+−  
( ) 2221111 )( pCADCpBA +=+−++ ξξ  
( ) ( ) ( ) 22222211111111 12)(12 CApDCBAp γρξμγρξμ −−=+−−+  












i −= βη , 
222 pii βγ =   i=1,2 .   (2.3.36) 
 
Following relationship is used to derive equation (2.3.35). 
 ( ) ( )iiii p γρημ −=− 122        (2.3.37) 
 
In the equation (2.3.35), first and second equations are continuous condition for 
displacements and third and fourth equations are continuous condition for stresses. 
Equation (2.3.35) can be written as follows using A1±B1 and C1±D1. 
 
( ) 22122111 )(2 CpaABA ημμρ −+=−  
( ) 2221111 CbpdADC ηηρ +=−  
( ) 2221111 pdCbABA −=+ ξξρ  





( ) ( ) 21222211 21 pa μμργργρ −−=−+=  
( ) ( ) 21221122 21 pb μμργργρ −+=−+=  
( ) ( ) ( ) 212121122 211 pd μμρργργρ −−−=−−−=     (2.3.39) 
 
6) Rayleigh wave propagating with two-layer medium 
 Let us tale z axis with downward as shown in Figure 2.3.5. At the boundary 
z=0, two displacements and two stresses must be continuous as equations (2.3.35) and 
(2.3.38). At free surface (z=-H), stresses must be zero. This condition can be written as 
follows using equations 2.3.27. 
 
( ) ( )( ) 012 1111 11111111 =+−−+ −− HiHiHiHi eDeCeBeAp ωηωηωξωξ γρξμ  
( )( ) ( ) 021 1111 11111111 =−−−− −− HiHiHiHi eDeCpeBeA ωηωηωξωξ ημγρ    (2.3.40) 
 
Using trigonometric functions, equations (2.3.40) can be written as, 
 
( ) ( )[ ]HBAiHBAp 11111111 sincos2 ωξωξξμ −−+  
 ( ) ( ) ( )[ ] 0sincos1 11111111 =−−+−− HDCiHDC ωηωηγρ  ( ) ( ) ( )[ ]HBAiHBA 11111111 sincos1 ωξωξγρ +−−−
 ( ) ( )[ ] 0sincos2 11111111 =+−−+ HDCiHDCp ωηωηημ .  (2.3.41) 
 
Number of unknown constants are six (A1 to D1 and A2, D2) and number of equations 
are six (equations (2.3.38) and (2.3.41)). Amplitude of Rayleigh waves must be zero as 
z goes to infinite. This condition leads following relationship, 
 
22 ξˆξ i= , 01ˆ 2
2
2





2 >−= βη p    (2.3.42) 
 
Substituting equations (2.3.38) into A1+B1 or A1-B1 etc. in equations (2.3.41) 




( ) ( ) 0222211 =+++ iCYXpAYX  
( ) ( ) 0244233 =+++ iCYXpAYX       (2.3.43) 
 
where,  
 ( )αα ξξβ SaCbX 21211 ˆ2 −=    ( ) ( )[ ]βξμμγ β CdSpY 212211 ˆ21 −−−=  
( )[ ]αα ηξμμγ SdCX 2211212 ˆ2 −−=   ( )( )ββ ηγ SbaCY 212 ˆ1 −−=  
( )( )αα ξγ SbaCX 213 ˆ1 −−=   ( )[ ]ββ ηξμμγ SdCY 2121213 ˆ2 −−=  


















S =  
( ) ( ) 21222211 21 pa μμργργρ −−=−+=  
( ) ( ) 21211112 21 pb μμργργρ −+=−+=  
( ) ( ) ( ) 212121122 211 pd μμρργργρ −−−=−−−=     (2.3.45) 
 
Characteristic equation of Rayleigh waves can be written, 
 
( ) ( )( ) ( )( ) 0, 33224411 =++−++= YXYXYXYXpFR ω .   (2.3.46) 
 
The Rayleigh wave propagating with more than 3 layers is described in the Appendix B. 
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Figure 2.3.1 Two layer model for Love waves. ρ and β are density 





ρ1    β1 
ρ2   β2  
1st layer
2nd layer  
z=0 
Figure 2.3.2 Example of two layer model for Love waves. ρ and β 





ρ1  =2000kg/m3 β1= 100m/s 
ρ2   =2000kg/m3   β2 = 300m/s 
1st layer




Figure 2.3.3  example of dispersion curve for a two layer 
model shown in Figure 2.3.2. 
1) Example of calculation of characteristic equation. 


















































1st higher  
2nd higher  
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1) Example of calculation of characteristic equation for Rayleigh waves 
(α=1000m/s, β=500m/s, ρ=1895kg/m3). 
2) Change of Rayleigh wave phase-velocity against Poisson’s ratio.  
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Figure 2.3.5 Boundary condition of P-SV wave between two layers. 
Figure 2.3.6 Two layer model for Rayleigh waves. ρ, α  and β are 
density, P-wave velocity and S-wave velocity respectively.. 
x 
z 
ρ2    α2   β2 
ρ1  α1  β1  
2nd layer 













ρ1    α1  β1 
ρ2   α2  β2  
1st layer 
2nd layer  
z=0 
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Finite-difference seismic modeling methods are widely used in various fields, 
such as seismic exploration and simulation of natural earthquakes. The simulation of 
wave propagation in seismic exploration is useful for developing new seismic methods 
in petroleum, engineering, and environmental problems. The strong ground motion 
simulation of earthquakes is important for predicting earthquake disaster. Realistic 
seismic modeling for such problems requires several important issues. The inclusion of 
viscoelastic attenuation and the handling of large velocity contrast are two factors that 
are particularly important in modeling. 
The real earth is not perfectly elastic, and propagating waves attenuate with 
time due to various energy-loss. The effect of attenuation on wave propagation is 
generally very large in near surface, and therefore should be considered in the studies of 
near surface wave propagation. Anelastic attenuation can be described using a 
viscoelastic model. Numerical modeling of linear viscoelastic seismic responses in the 
time domain has recently become practical through algorithms based on the 
superposition of relaxation mechanisms. The standard linear solid (SLS) is a simple 
viscoelastic model consisting of a spring in parallel with a dashpot in series (Pipkin, 
1986). Day and Minster (1984) described a method to connect several SLSs in parallel 
to yield an excellent approximation to a constant Q in a predefined frequency band, and 
proposed memory variables to eliminate the convolution terms of viscoelastic equations. 
Similar approaches were given in Emmerich and Korn (1987) and in Carcione (1993). 
Day (1998) introduced a method in which the memory variables are coarse grained in 
order to reduce computational storage requirements. Blanch et al. (1995) showed that 
several SLSs connected in parallel could be tuned through a single parameter to yield a 
constant Q approximation. Robertsson et al. (1994), and Xu and McMechan (1998) 
presented 3-D viscoelastic finite-difference method based on the staggered-grid scheme. 
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These algorithms enable us to calculate attenuation efficiently. 
The velocity contrast is generally very large problem for both seismic 
exploration and strong ground motion. In the simulation of seismic exploration, 
minimum S-wave velocity can be 100m/sec and maximum S-wave velocity can be 
3000m/sec. In the strong ground motion simulation, minimum S-wave velocity can be 
500m/sec and maximum S-wave velocity can be 4500m/sec. A uniformly spaced grid 
adopted to model such large velocity contrast requires large portions of the model to be 
over-sampled. The resulting memory requirements would severely limit the size of the 
models. An efficient solution to this problem is to use a finer grid spacing in the vicinity 
of the low-velocity near surface compared to the deeper parts of the model. The method 
is called a multi-grid, variable grid, discontinuous or nonuniform grid method. The 
nonuniform grid approach allows us to vary the discretization of the model and the 
wavefield as required by the velocity structure.  
Compared to a standard uniform finite-difference grid approach, this method 
saves a considerable amount of memory and computations. Therefore, we use the 
nonuniform grid method for the calculation of large velocity contrast. Several 
seismological studies describing the nonuniform grid approach have been reported 
(Moczo, 1989; Jastram and Behle, 1992; Jastram and Tessmer, 1994; Moczo et al.,1996). 
De Lilla (1997) proposed a variable grid finite-difference method that can handle any 
integer number for a grid spacing ratio. Pitarka (1999) applied a nonuniform grid 
spacing to seismic wave simulations using a 3-D elastic velocity-stress finite-difference 
method. Aoi and Fujiwara (1999) applied a discontinuous grid method to 3-D 
finite-difference modeling. Robertsson and Holliger (1997) and Hayashi et al, (2001) 
applied the discontinuous grid method to rough topography. We have introduced the 
nonuniform grid spacing proposed by Pitarka (1999) in which grid spacing of depth 
direction is varied with respect to velocity model. 
For further reduction of computation time and memory requirement, we have 
also introduced parallel computing using PC-cluster. Recently, parallel computers are 
commonly used in the analysis of 3D reflection method. Linux and Windows enable us 
to built huge PC-cluster inexpensively. 
In this section, we will show the finite-difference implementation of 
viscoelastic wave equation at first. Then, we show some fundamental benchmark tests 
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to demonstrate the accuracy and the reliability of a finite-difference code that we 
developed. 
 
2.4.2 Two-dimensional Finite-difference modeling 
 
Robertsson et al. (1994) proposed the viscoelastic finite-difference modeling 
based on the τmethod described in the previous chapter. For simplicity, we will derive 
the equations for a one-dimensional case, where the viscoelastic equations are the same 
as the viscoacoustic. From the definition of pressure and dilatation, 
p−=σ  ,          (2.4.1) 
and 
xυε =− & ,           (2.4.2) 
where v is the particle velocity, and subscript x means spatial derivative. Taking the 
time derivative of equation (2.2.40) and using equations (2.4.1) and (2.4.2) leads to,  
xGp υ∗=− && .          (2.4.3) 




































1111& .  (2.4.4) 
The convolution terms in the equation (2.4.4) can be eliminated by introducing 
so-called memory variables, which will be denoted rl (Carcione et al., 1988). Then, 













































11 .   Ll ≤≤1 .    (2.4.6) 
From the equation (2.4.6), we see that rl is governed by convolutions of vx with 
exponential functions. A set of first-order linear differential equations can be obtained 
instead of the convolution as follows. First, by taking the time derivative of equation 
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(2.4.6), we obtain,   









































11111& .   
    Ll ≤≤1      (2.4.7) 


























111& ,  Ll ≤≤1 .   (2.4.8) 
We have derived a set of first-order linear differential equations for the memory 
variables. Newton's second law completes the full description of wave propagation in a 
viscoelastic medium. That is, 
xp−=υρ & ,           (2.4.9) 
where ρ is the density. From equations (2.4.5), (2.4.8) and (2.4.9), we can derive 
staggered grid finite-difference equations (second-order accurate in time, fourth-order 
accurate in space) as follows, 















ε   
         ( )2121
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        ( ) ( )( )⎟⎠⎞−+−ΔΔ× −+−+ njnjnjnj ccht 2121223231 υυυυ     (2.4.11) 
( ) ( )( )njnjnjnjnjnj ppcppcht 21212232312121 −+−+−+ −+−ΔΔ−= ρυυ  (2.4.12) 
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1
1 −=c 、 8
9
2 =c        (2.4.13) 
 
whereΔt is the time step and Δh is the spatial step. Indices n and j correspond to time 
and space coordinates respectively ( ( )hjtnpp nj ΔΔ= , ). In the equation (2.4.11), 
Crank-Nicolson scheme (Strang, 1986) is employed to ensure a stable solution. Figure 
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2.4.1 shows the one-dimensional staggered finite-difference grid. 
 
The results from the one-dimensional case described above are easily generalized to 
higher dimensions. In two-dimensional viscoelastic staggered grid finite-difference 
modeling, the following three sets of equations are solved. 
 




























































ε          (2.4.16) 
 






















υ 1             (2.4.18) 
 
Equations governing memory variables, which are introduced to eliminate the 




































































































11      (2.4.21) 
ijσ : the ijth component of the symmetric stress tensor.   
iυ : the ith component of the particle velocity. 
40 
ijr : the memory variables. 
p
ετ 、 sετ : the viscoelastic strain relaxation times for P- and SV-waves, respectively. 
στ :the viscoelastic stress relaxation time for both the P- and SV waves. 
μ : the relaxation modulus corresponding to SV-waves, which is analogous to Lame 
constant μ in the elastic case. 
π : the relaxation modulus corresponding to P-wave, which is analogous toλ+2μ in 
the elastic case. 
ρ : the density. 
 
Equation (2.4.14) to (2.4.18) corresponds to equations (2.2.38) in the elastic case. In 
order to calculate equations (2.4.14) to (2.4.21), we employed second-order accurate in 
time and forth-order accurate in space O(2,4) scheme as we showed for the 
one-dimensional case. In this implementation, the finite-difference grid is staggered in 
space as shown in Figures 2.4.2 to 2.4.4. 
 
In the two-dimensional case, the viscoelastic horizontal free-surface satisfies the 
following conditions: 
0=izσ    i=x,z           (2.4.22) 
0=izr    i=x,z          (2.4.23) 
























ε21  .              (2.4.25) 
Vertical free-surface boundary can be implemented in the same way. 
 
The stability criteria for the conditionally stable schemes are similar to elastic schemes 
(Levander, 1988). The Courant number (cΔ t/Δx, where c is the velocity) for 
viscoelastic schemes has to be adjusted to the highest phase velocity, which is found at 
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infinite frequency cmax as follows :   
ρττ σε R
Mc =max .         (2.4.26) 
In order to minimize artificial reflections from the boundaries of a model, Higdon's 
(1986, 1987, 1990) absorbing boundary condition is adopted in the calculation. 
 
2.4.3 Three-dimensional Finite-difference Modeling 
 
1) Three-dimensional finite-difference approximation 
 
3-D viscoelastic finite-difference method that we have developed employs the 
second-order accurate in time, forth-order accurate in space (O(2,4)), velocity-stress 
staggered grid finite-difference scheme (Virieux, 1986; Levander, 1988). Figure 2.4.5 
shows a 3-D staggered grid used in the method.  
Robertsson et al. (1994) proposed the viscoelastic finite-difference modeling 
based on the τ method in which the magnitude of quality factor Q is essentially 
determined by the difference of the stress and strain relaxation times (Liu et al., 1976; 
Blanch et al., 1993). A constant (frequency independent) Q can be closely approximated 
by this method (e.g., Emmerich and Korn, 1987; Day and Minster, 1984; Blanch et al., 
1993; Carcione, 1993; Day, 1998). We employ the method presented by Robertsson et al. 
(1994) because the memory variable formulations are optimized and additional 
computer memory requirement to that of elastic case is small compared with elastic case. 
Robertsson et al. (1994) showed that even a single relaxation time provides an adequate 
approximation in narrow-band applications, such as exploration seismology and strong 
ground motion simulations. In this method, the optimum relaxation times can be 
determined by a least square method (Blanch et al., 1995). 
In the 3-D (i,j,k = x,y,z) finite-difference calculation, the following equations 
are solved (in the case of single relaxation mechanism). For the diagonal components of 



























ε 22     (2.4.27) 
 


















ε2       (2.4.28). 
 































221       (2.4.29) 
 

























1      (2.4.30). 
 








υ 1         (2.4.31) 
 
where, ijσ is ijth component of stress tensor, iυ is ith component of particle velocities, 
ijr  is ijth component of memory variables. pετ  and sετ  are the strain relaxation 
times for P- and S-waves respectively. στ  is the stress relaxation time. μ  is the 
relaxation modulus (MR) for S-wave, and  π  is the relaxation modulus (MR) for 
P-wave. ρ  is the density. 




0 ==== Zyzxzzz σσσ       (2.4.32) 
0
0 ==== Zyzxzzz rrr       (2.4.33). 
 
We employed a nonreflecting boundary condition (Cerjan, 1985) for other boundaries. 
 
2) Basic Benchmark Tests 
 
Two basic benchmark tests have been performed to confirm the accuracy of the 
method. The first example is a planar P-wave propagating in 3-D homogeneous model. 
A 50Hz Ricker wavelet is used as a source wavelet. Relaxation mechanism is optimized 
so that quality factor Q is equal to 10 around the frequency of 50Hz. P-wave velocity 
corresponding to the elastic modulus (MU) is 1000m/s (P-wave velocity corresponding 
to the relaxation modulus (MR) is 909.5m/s). The density is 1000kg/m3. One relaxation 
mechanism is used for the calculation. Figure 2.4.6 shows the Q and phase-velocity 
obtained from two traces calculated by the finite-difference method. The separation of 
two traces is 50m. Analytical solution is also shown in the figures. We can see that the 
almost exact Q has been obtained around the frequency of 50Hz.  
The next example is the Lamb's problem in which both a source and receivers 
are placed on the free-surface of homogeneous half space. A source is a point 
exploration placed at the depth of 5m beneath the surface with a 50Hz Ricker wavelet. 
S-wave velocity corresponding to elastic modulus (MU) is 577.35m/s, and quality factor 
Q for S-wave is 10. P-wave velocity, Q for P-wave, and density is identical with the first 
example. Receivers are placed on the surface at 15m and 35 m apart from the source. 
One relaxation mechanism is used for the calculation. Figure 2.4.7 shows the vertical 
component of particle velocities together with waveforms calculated by the discrete 
wave-number integral method (Bouchon, 1979). We can see that the finite-difference 
solutions agree with the solutions of the discrete wave-number integral method. 
 
3) Nonuniform Grid Spacing 
 
Several methods for varying grid spacing with respect to velocity model have 
been proposed. One approach uses squares or cubes and combines fine grids with coarse 
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grids as Robertsson and Holliger(1997) or Hayashi and Burns(2001). Another approach 
uses rectangles or rectangular parallelepipeds as Falk et.al.(1995) or Pitarka(1999). We 
have chosen latter one because of the method is stable for long calculation and easy for 
coding. 
In our method, the grid spacing in depth direction (z direction) is varied with 
respect to velocity model (Figure 2.4.8). Generally, the seismic-wave velocity in the 
Earth is increasing with depth. A finer grid spacing is used in near-surface region and a 
coarser grid spacing is in deeper region. A seismic source is introduced by a body force 
term in the equation of motion.  (Graves, 1996).  
The forth-order finite-difference operator for nonuniform-grid velocity-stress 
finite-difference scheme presented by Pitarka(1999) can be written as follows;  
 
( ) ( ) ( ) ( ) ( )44332211 ,,,,,,,,,, Δ−+Δ++Δ−+Δ+= zyxgczyxgczyxgczyxgczyxgDz   
(2.4.34) 
 
where, g is particle velocities or stresses, 1Δ  to 4Δ  is the z direction grid spacing as 

































































     (2.4.35) 
 
In order to confirm the accuracy of the method, a benchmark test similar to the 
Pitarka (1999) has been performed. The test compared nonuniform-grid computation 
with uniform one. Figure 2.4.10 shows the model used in the benchmark test. We used 
an elastic homogeneous half space model with P-wave velocity of 5600m/s, S-wave 
velocity of 3200m/s and density of 2200kg/m3. A source is a 10km-long planar vertical 
fault that extends from a depth of 2 to 10km. A rake angle of slip vector is 45 degrees. 
We used a bell-shaped slip velocity function and the constant rupture velocity of 
2800m/s. In the uniform-grid computation, the interval of point sources and the grid 
spacing were set to 200 and 100m respectively. In the nonuniform-grid computation, the 
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grid spacing was set to 100m in the x and y directions and 100, 300 and 600 in the z 
direction in the depth intervals of 0 to 4.0, 4.0 to 8.0 and 8.0 to 14.0km, respectively. In 
these depth intervals, the point source spacing in the vertical direction was set to 200, 
300 and 600m respectively. The geometry of the fault and receiver array is shown in 
Figure 2.4.6b.  
Figure 2.4.11 shows the vertical components of particle velocities calculated 
with the uniform- and nonuniform grid spacing. Good agreement between both 
waveforms shows the validity of the nonuniform finite-difference method at modeling 
the response of finite fault. 
Grid spacing ratio of minimum and maximum grids can be six in the case of 
the calculation of strong ground motion in which velocity model from bed rock 
(Vs=500m/s) to upper mantle (Vs > 3000m/s) using the nonuniform grid spacing. 
Consequently, in the calculation of strong ground motion down to depth of 50 to 100km, 
the number of grids can be 1/2 to 1/5 in comparison with uniform grid spacing.  
 
4) Parallel Computation Using PC-cluster 
 
Computation time and memory requirement are two important issues in the 
application of finite-difference method to large-scale 3D seismic modeling. 
Graves(1996) proposed the so called cascaded time update procedure in which only a 
subset of the entire model reside in core memory at one time step. The method enable us 
to compute large-scale model using commonly available workstations or PCs. However, 
the method cannot speed up the computation. Bohlen and Milkereit(2001) applied 
parallel computation to the finite-difference method. Parallel computation is much 
better than the cascaded time update procedure because it can solve the problem of 
computation time and the memory requirement simultaneously in the large-scale 
finite-difference seismic modeling. However, traditional parallel computers have been 
highly expensive and not so many researchers can use such parallel computers. In order 
to calculate large-scale model with common PCs, we have been built PC-cluster. 
Table 2.4.1 summarizes the specification of PC-cluster system we have built. 
Our system consists of 8 dual CPU PCs connected with 100BASE Ethernet. We can add 
several PCs if necessary. An ordinal switching HUB is used for connecting all PCs. The 
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MPI is used as message passing library. Figure 2.4.12 shows the example of 
computation time using PC-cluster. O(2,4) velocity-stress staggered grid 
finite-difference method has been performed. The model is a cube with N grids on an 
edge (the number of grids is N3). In the case of small model, an increase of speed is 
small. However, as the number of cells increases, the efficiency of parallel computing 
increases. The computation speed becomes up to 10 times faster than single CPU in the 
5003 cells with 16CPUs. 
 
Table 2.4.1. Outline of PC-cluster 
 Specification Single Total 
CPU Pentium3:1GHz 2 16 
RAM DIMM 2GB 16GB 
HD RAID system 30GB 240GB 
Network 100BASE-TX/10BASE-T   
OS Windows2000   
 
Table 2.4.2 shows the computation time for a strong ground motion simulation. 
The model size is 220km by 169km by 50km and minimum grid spacing is 400m. In the 
nonuniform-grid computation, the number of grids is 550*423*50. One hundreds 
seconds of viscoelastic wave propagation was calculated. The number of time step is 
4096. The nonuniform-grid computation with 16CPU PC-cluster was 12 times faster 
than the uniform-grid computation with 2CPUs. 
 
Table 2.4.2. The computation time of nonuniform-grid and PC-cluster 
 The number of grids Memory requirement Computation time(hour)
Uniform 2CPU 550*423*125(29.1M) 2.33GB 46.9 
Uniform 8CPU 550*423*125(29.1M) 2.33GB 14.9 
Nonuniform 8CPU 550*423*50(11.6M) 0.93GB 6.7 
Nonuniform 16CPU 550*423*50(11.6M) 0.93GB 3.8 
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5) Example of Strong Ground Motion Simulation 
 
We will show two examples of strong ground motion simulations. The first one 
is the Izu-oshima-kinkai earthquake (M=6.5) in 1990. The location of epicenter was 
about 100km southwest from Tokyo, Japan. We use the velocity, density and Q model 
from Yamada and Yamanaka(2001) and the fault model from Fukuyama and 
Mikumo(1999). The strike of fault is zero degree and dip is 90 degrees. The length of 
the fault is 19km and width is 14km. Uniform- and nonuniform-grid computations have 
been compared.  
In the uniform-grid computation, the grid spacing was set to 400m. In the 
nonuniform-grid computation, the grid spacing was set to 400m in the x and y directions 
and 400, 500 and 2500m in the z direction in the depth intervals of 0 to 2.4km, 2.4 to 
17.9km and 17.9 to 50km respectively. The fault was located from depth of 3 to 17km. 
The point source spacing is set to 800m in the uniform grid and 1000m in the 
nonuniform-grid computations Figure 2.4.13 shows the particle velocities (horizontal, 
north-south component) from the simulation. We can see that the nonuniform-grid 
computation agrees with the uniform one.  
 The next example is the simulation of a large earthquake (M > 7.5). The 
model size is 240km by 370km by 73km and minimum grid spacing is set to 200m. 
Nonuniform-grid spacing was employed and the number of grids was 1200 by 185 by 
93. Minimum velocity of the model is 500m/s. Consequently periods down to two 
seconds of waveforms can be calculated. Computation time was about 7 days for 200 
seconds of viscoelastic wave propagation.  
Figure 2.4.14 shows the example of snapshots and waveforms from the 
simulation. Horizontal (North-south) component of particle velocities collected at the 
ground surface were plotted in snapshots. Horizontal (North-south) and vertical 
component of particle velocities collected at the ground surface were plotted in 
waveforms. A large tectonic basin is located at the northeast portion of the model and 
we can see that clear surface waves were generated at there. Table 2.4.3 summarizes the 
model size and computation time for strong ground motion simulations we have done.  
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100*100*50 8 3.13 0.25 400 0.25 1.3 1.4 
220*169*50 16 11.6 0.93 400 0.25 3.3 3.8 




We have introduced nonuniform-grid spacing method and parallel computation 
with PC-cluster into a finite-difference seismic modeling for strong ground motion 
simulations. The comparison of the nonuniform-grid computation with the uniform one 
has shown the validity of the nonuniform finite-difference method in the simulation of 
earthquakes. Parallel computation with 16 CPUs PC-cluster is 10 times faster than 
single CPU computation. The method enables us to calculate large-scale simulations for 
large magnitude earthquakes at periods down to two seconds in several days.  
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Figure 2.4.1.  The one dimensional staggered finite-difference grid.σxx 








a) Discretization of the medium on a 1-D staggered grid. 
b) A second-order spatial stencil for the stress update. 
c) A second-order spatial stencil for the velocity 
d
d) A fourth-order spatial stencil for the stress update. 
e) A fourth-order spatial stencil for the velocity update. 
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Figure 2.4.2.  The two dimensional staggered finite-difference grid. σxx 








Figure 2.4.3.  Fourth-order spatial stencils for stress update. Within the 
grid-cells, the solid squares represent the σxx, σzz, rxx, rzz, components, the 
light squares the σxz, rxz components, the solid circles the υx components, 
the light circles represent the υz components(σ: stress, r: memory 
variable, υ: velocity). 
b) A stencil for normal stresses, σxx and σzz, and 
memory variables rxx and rzz. 
a) A stencil for a shear stress, σxz , and a memory 
variable rxz. 
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Figure 2.4.4.  Fourth-order spatial stencils for velocity update. Within 
the grid-cells, the solid squares represent the σxx, σzz, rxx, rzz, components, 
the light squares the σxz, rxz components, the solid circles the υx 
components, the light circles represent the υz components(σ: stress, r: 
memory variable, υ : velocity). 
 
a) A stencil for a particle velocity, υz. 





σxx, σyy, σzz 








Figure 2.4.5. 3D velocity-stress staggered grid. 
ijσ is  ijth 
component of stress tensor, iυ is ith component of particle 
velocities, 
ijr is ijth component of memory variables. 
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Figure 2.4.6. Comparison of quality factor Q(ω ) and phase velocity C(ω ) 
obtained from finite-difference method with analytical solutions. Dots indicate 












































Figure 2.4.7. Comparison of finite-difference solutions (solid lines) with discrete 
wave-number integral method (dashed lines). Receivers located 15m and 35m 
from a source and vertical component of particle velocities are plotted.  
15m 
35m 
: Finite-difference method. 
: Discrete Wave-number Integral method.  
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Figure 2.4.8. Nonuniform-grid spacing we have employed. 
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dxi dxi-1 dxi+1 
Δ3 Δ 4 
Δ1 Δ2 
Figure 2.4.9. Definition of grid spacing in the nonuniform staggered grid. 
0km 10km 
2km 























Figure 2.4.10. Finite-difference model used in the comparison of nonuniform-grid 
computation with uniform one. zΔ indicates grid spacing in z direction. Dx and 
dz indicate source spacing in x and z directions respectively. In the uniform-grid 
spacing, zΔ  was set to 100m and dx and dz were set to 200m. 
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Figure 2.4.11. Comparison of nonuniform-grid computation (solid lines) with 
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Figure 2.4.12. Example of computation time using PC-cluster. N indicates the 
number of grids on an edge. The total number of grids is mentioned in parentheses. 
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Figure 2.4.13. Comparison of nonuniform-grid computation (solid lines) with 
uniform grid computation (dashed line) in the simulation of an earthquake. 
Horizontal (North-south) component of particle velocities are plotted. 
Epicenter 
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a) 25sec b) 50sec
c) 75sec d) 100sec
North Waveforms(e & f) are collected. 
Epicenter 
e)Horizontal velocity (North-south) 
f)Vertical velocity 
Figure 2.4.14. Snapshots (a to d) and waveforms (e and f) from the simulation. 
Horizontal (North-south) component of particle velocities collected at the ground 
surface were plotted in snapshots. Waveforms are collected at the distance of 170km 
in North-south direction. 
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Surface wave methods have been applied to both engineering and earth science 
problems to image the S-wave velocity of the Earth. In the early 1980s, a spectral 
analysis of surface waves (so called SASW) was introduced to engineering problems. 
Park et al (1999a, 1999b) have improved the SASW to the multi-channel analysis of 
surface waves (MASW) and Xia et al. (1999a, 1999b) generated two-dimensional 
S-wave velocity map by the MASW. The surface wave methods, such as the SASW or 
the MASW, can estimate S-wave velocity models that are extremely valuable in 
geotechnical work. Therefore, the surface wave methods have been increasingly used in 
various civil engineering and environmental investigations.  
The surface wave methods for near-surface problems are relatively new 
technique. Therefore, the methods have several important problems that should be 
solved. The methods use the dispersive character of Rayleigh waves, especially 
fundamental mode of surface waves. Body waves and higher mode surface waves can 
contaminate the surface wave and the separation of the fundamental mode surface 
waves from the body waves and higher mode surface waves becomes difficult in the 
surface wave method analysis. The analysis of the surface wave methods is usually 
based on the inversion of dispersion curves in which one-dimensional models are 
assumed (Xia et al., 1999a, 1999b). The real subsurface structure can be, however, 
three-dimensional. The analysis of dispersion curves may have some difficulties in 
complex near-surface velocity models. The number of theoretical studies about surface 
wave propagation in the heterogeneous near-surface region is relatively few. For 
example, the effect of two- and three-dimensional structures to the method has not been 
investigated.  
In order to improve the accuracy and reliability of the surface wave methods, 
we have to understand fundamental characters of surface waves. We believe that 
numerical waveform modeling technique, such as finite-difference methods, can be one 
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of the valuable tools for this objective. In this section, we will perform several 
numerical simulations by a finite-difference method to study surface wave propagation 
characters in two-dimensional models, and apply the surface wave method to the field 
observation data, on the basis of numerical simulations. 
 
2.5.2 Slope Model 
 
A two-layer model in which an interface is dipping by 5 degrees is adopeed in 
the first simulation. Figure 2.5.1 shows the velocity model used in the simulation. Two 
sources are placed at the distance of 100m(A) and 500m(B). Model parameters are 
listed in Table 2.5.1.  
 
Table 2.5.1. Model parameters for the slope model. 
 Vp(m/s) Vs(m/s) Density 
(kg/m3) 
1st layer 2000 1000 2000 
2nd layer 3000 1730 2800 
 
Waveform was calculated by finite-difference method employing two-dimensional, 
velocity-stress staggered grid (Levander, 1988). The source is a point explosion with an 
18 Hz Ricker wavelet. Figure 2.5.2 shows the wave-field snapshots (vertical component 
of particle velocities) of 300msec. Figure 2.5.3 shows the waveforms collected at the 
receivers on the surface. Vertical component of particle velocities is plotted.   
Nine couples of traces are extracted from each shot gather. Each couple 
consists of two traces to be 20 m of separation. Two shot gathers have 18 couples, and 
18 dispersion curves were calculated from the couples. Extracted couples and 
corresponding dispersion curve numbers (used in Figure 2.5.4) are also shown in Figure 
2.5.3. Dispersion curves are calculated through a cross correlation method (Guo and Liu, 
1999).  
From the two shot gathers, nine receiver-pairs are selected and dispersion 
curves are obtained. Figure 2.5.4a and b show dispersion curves of nine receiver-pairs 
for the source A and B respectively. Distance labels in the figure indicate the center of 
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two traces that were used for the dispersion curve calculation. From Figure 2.5.4, we 
can see that the dispersion curves have different characters along the survey line. The 
results indicate that a two-dimensional velocity model can be imaged from these 
dispersion curves. Figure 2.5.5 shows the dispersion curves of the same receiver-pairs 
for the source A and B, and their averages. For the source A and B, the two dispersion 
curves are almost identical, if we neglect calculation error associated with numerical 
calculation. It indicates that the character in dispersion curves neither depends on the 
offset distance between source and receiver nor the direction of wave propagation, but 
only depends on the velocity model beneath the receivers. 
    One-dimensional velocity models were obtained through the inversion of 
dispersion curves. A non-linear least square method is used for inversion. Unknown 
parameters are S-wave velocities for the first and the second layers, and the interface 
depth. As the initial model, true S-wave velocity values and the interface depth of 20m 
were assumed. P-wave velocities and densities are fixed as true values. Figure 2.5.6 
shows the inverted interface depth and S-wave velocity. We can see that the inverted 
depth is very close to the real model. 
    In the practical survey, it may be difficult to apply the above procedure, due to 
various noises, such as body waves and higher mode surface waves. Park et al. (1999a, 
1999b) proposed the multi-channel analysis of surface waves to separate a fundamental 
mode from higher modes objectively. Surface waves on a multi-channel record are 
converted directly into images of multi mode dispersion curves through a simple 
waveform transformation method. We have applied this method for analyzing surface 
waves. Figure 2.5.7 shows the velocity - frequency domain image of the phase velocity 
converted through the waveform transformation. A dispersion curve is picked as the 
maximum amplitude in each frequency. A picked phase velocity (a dispersion curve) is 
shown in Figure 2.5.7 as small dots. Figure 2.5.8 shows the dispersion curves for two 
sources. Two dispersion curves are almost identical in spite of opposite wave 
propagation direction. Figure 2.5.9 shows inverted results. Obtained one-dimensional 
velocity models give the average depth of the interface. 
 
2.5.3 Step Model 
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The next model is a three-layer model whose interfaces have a clear step in the 
middle of the model (Figure 2.5.10). Model parameters are listed in Table 2.5.2. 
 
Table 2.5.2. Model parameters for the step model. 
 Vp(m/s) Vs(m/s) Density 
(kg/m3) 
1st layer 500 100 1000 
2nd layer 750 160 1500 
3rd layer 1500 250 2000 
 
The end-on spread is used for data collection. Forty-eight receivers are placed on the 
surface with 1m intervals. Sources are placed on the surface from 5.8m to 65.8m with 
2m interval so that the 31 common shot gathers were calculated. The source is a  point 
explosion with an 18 Hz Ricker wavelet.  
    Figure 2.5.11 shows the vertical component of particle velocities calculated 
through the finite-difference method. The phase velocity changes around 60m where the 
step exists. It is interesting to note that clear surface wave reflection is generated at the 
step. Dispersion curves were calculated from each shot gather through the waveform 
transformation method described in the previous section. Figure 2.5.12 shows an 
example of dispersion curve image transformed from a shot gather as well as the picked 
phase velocity (small dots). Figure 2.5.13 shows dispersion curves for all sources. It is 
clear that the dispersion curves have large difference whether a receiver spread placed 
left side or right side of the step.   
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Source:A Source:B Receivers 
(Km/s) 
Fig.2.5.1. The slope model used in the numerical simulation. 
The figure shows the P-wave velocity model. 
Fig.2.5.2. Wave-field snapshots of 300msec. The vertical 
component of particle velocities is shown. (a) Wave-field by the 






Fig.2.5.3. Waveforms collected at the receivers on the surface. Vertical component of 
particle velocities is plotted. Waveforms are normalized by each trace. (a) Waveforms 
from the source A. (b) Waveforms from the source B. Labels A1 to B9 show the 

















































































Fig.2.5.4. Dispersion curves calculated from theoretical waveforms. (a) Dispersion 
curves for the source A. (b) Dispersion curves for the source B.  
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Fig.2.5.5.  Two dispersion curves calculated from same receivers. Thin lines:
dispersion curves for the source A. Dotted lines: dispersion curves for the source B. 
















































































































































































































a) 130m b) 170m c) 210m 
d) 250m e) 290m f) 330m 


































Fig.2.5.6. Inverted results. (a) Inverted interface depth. A solid line indicates the 
model. (b) Inverted S-wave velocity. A solid line indicates the velocity of the first 
layer. A dotted line indicates the velocity of the second layer.  
Fig.2.5.7. Phase velocity - frequency images converted through the multi-channel 
analysis of surface waves. (a) Dispersion curve image for the source A. (b) Dispersion 
curve image for the source B. Each small dot in the figure indicates maximum 

























Fig.2.5.8. Dispersion curves for the two sources calculated 



















Fig.2.5.9. Inverted result of the dispersion curves calculated 
through the multi-channel analysis of surface waves. Inverted 
velocities from the source A are 1055m/s and 1727m/s, from the 
source B are 1041m/s and 1651m/s. The results are close to the 

















Fig.2.5.10. The step model used in the numerical simulation. The figure shows the 





Fig.2.5.11. Examples of theoretical waveforms calculated through the 
finite-difference method. Vertical component of particle velocities is plotted. 
Receiver spread is on the left side of the step (a), on the step (b), on the right side 
of the step (c).  
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Fig.2.5.13. Dispersion curves calculated from 31 common source gathers. (a) A 
receiver spread is on the left side of the step. (b) A receiver spread is on the step 
(spread center is 36.5～60.5m). (c) A receiver spread is on the step (spread 
center is 62.5～82.5m). (d) A receiver spread is on the right side of the step. 
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2.6 Calculating Phase-velocity from Multi-channel Surface-wave 
Data 
 
The simplest method to obtain phase-velocity is calculating the 
cross-correlation of two traces recorded at different position (i.e., Guo and Liu, 1999). 
Let us start with two traces f(t) and g(t) obtained at two receives with separation Δx. 
Two traces are transformed info frequency domain by the Fourier transform (equation 
2.6.1) and written as F(ω) and G(ω) using angular frequency ω.  
 
( ) ( ) dttfF ti∫+∞∞− −⋅= ωπω exp21  
( ) ( ) dttgG ti∫+∞∞− −⋅= ωπω exp21        (2.6.1) 
 
Cross-correlation of the two traces (CCfg(ω)) can be defined in frequency domain as,  
 
 ( ) ( ) ( ) ( ) ( ) ( )ωφωωωωω Δ⋅=⋅= igffg AAGFCC exp          (2.6.2) 
 
where, Af(ω) and Ag(ω) are amplitude of F(ω)and G(ω) respectively, ( )ωG  is the 
complex conjugate of G(ω). Δφ(ω) is the phase-spectrum of the cross-correlation 
CCfg(ω) and it is equal to the phase-difference of two traces. Δφ(ω) can be simply 
calculated from the the cross-correlation CCfg(ω) as follows: 
 











arctan .      (2.6.3) 
 
Phase-velocity c(ω) is directly related to the phase-difference Δφ(ω). 
 
( ) ( )ωφ
ωω Δ
Δ⋅= xc         (2.6.4) 
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This method has, however, serious limitations, such as receiver spacing must be 
chosen carefully in order to avoid phase wraparound, the method cannot distinguish the 
fundamental mode of dispersion curve from other modes or body waves, and the 
method cannot be applied two more than three traces. 
McMechan and Yedlin(1981) proposed the method that can calculate 
phase-velocity directly from a multi-channel common shot gather transforming 
time-domain data (time vs. distance) to frequency domain (phase-velocity vs. 
frequency) using a τ-p transform and the Fourier transform. The method is much better 
than the cross-correlation so that the method enable us to calculate the phase-velocity 
directory from multi-channel (more than three traces) waveform data and to separate the 
fundamental mode of phase-velocity curve from higher modes and body waves visually. 
Park et al.(1999a) also proposed a waveform transformation, so called Multi-channel 
Analysis of Surface Waves (MASW), that can calculate phase-velocity directly from a 
multi-channel common shot gather similar to the McMechan’s method. McMechan and 
Yedlin(1981) calculate the apparent velocity (p) firstly and transform it to the frequency 
domain secondary. On the contrary, Park et. al.(1999a) transform a shot gather into the 
frequency-domain firstly and calculate phase-velocity using phase shift secondary. 
Figure 2.6.1 shows the outline of two phase-velocity calculation methods. Park et 
al.(1999a) shows that the later one give us clear phase-velocity curve even if the number 
of traces is limited. We have compared two methods and drawn same conclusion. The 
computation procedure of the later one is also much simpler than the first one. For the 
sake of computation time saving and simpler coding, the later method overcomes the 
first one. We will use the later method in this study. Computation procedure of The 
Multi-channel Analysis of Surface Waves proposed by Park et. al.(1999a) can be 
summarized as follows: 
 
1. Each trace in observed shot gathers is transformed into frequency domain by the Fast 
Fourier Transform (FFT).  
 
( ) ( ) dtetxfxF ti∫ ∞+∞− −⋅= ωπω ,21,          (2.6.5) 
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where, x is the distance, t is time, ω is frequency, f(x,t) is a shot gather in time-domain 
and F(x,ω) is the shot gather in frequency-domain.  
 
2. The shot gather in frequency-domain integrated over the spacing with respect to 
apparent velocities (c : phase-velocity).  
 
 ( ) ( )( ) dxexF
xFcF c
xi∫ ∞+∞−= ωωωω ,,,        (2.6.6) 
  
3. The integration is repeated through all apparent velocities to be calculated.  
 
4. Absolute value is calculated and plotted on phase-velocity (c) vs. frequency domain.  
 
( ) ( )ωω ,, cFcp =            (2.6.7) 
 
Figure 2.6.2 shows the example of phase-velocity transformation. Top figure (a) shows 
a time-domain shot gather and bottom figure (b) shows its phase-velocity image in 
frequency domain. 
 




Figure 2.6.1 Outline of two transformation methods. 
( )pf ,τ




( ) ( ) dtetfF ti∫ ∞+∞− −⋅= ωπω 21
( ) ( )dxxptxfpf ∫+∞∞− += ,,τ ( ) ( )( ) dxexF xFcF c
xi∫ ∞+∞−= ωωωω ,,,










τ−π transform Phase-shift and stack 
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Figure 2.6.2 Example of phase-velocity transformation. Time-domain shot gather 
(top) and its phase-velocity image in frequency domain (bottom). 
a) Time-domain shot gather. 
b) phase-velocity image in frequency domain. 
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2.7 Phase-velocity Analysis of Micro-tremors 
 
A micro-tremor is weak vibration on the ground surface and mainly consists of 
surface-waves. S-wave velocity model of the ground can be obtained by analyzing the 
phase-velocity of the micro-tremor data. In order to calculate the phase-velocity of 
micro-tremors by the multi-channel analysis of surface-waves, the propagating direction 
of micro-tremors has to be known. Micro-tremors, however, do not propagate specific 
direction and it is impossible to determine propagating direction. Aki (1957）proposed a 
spatial auto correlation (SPAC) method in which micro-tremor data is statistically 
analyzed, for calculating the phase velocity of surface-waves in micro-tremor data. The 
SPAC method can be summarized as follows. 
Let us start with two traces f(t) and g(t) obtained at two receives with separation 
Δx (Figure 2.7.1). Two traces are transformed info frequency domain by the Fourier 
transform and written as F(ω) and G(ω). Cross-correlation of the two traces (CCfg(ω)) 
can be defined as,  
 
( ) ( ) ( ) ( ) ( ) ( )ωφωωωωω Δ⋅=⋅= igffg AAGFCC exp .    (2.7.1) 
 
where, Af(ω) and Ag(ω) are amplitude of F(ω)and G(ω) respectively. Δφ(ω) is 
phase-difference of two traces. Complex coherence of two traces COHfg(ω) is defined 
as, 
 






COH = .       (2.7.2) 
 
Phase-velocity (c(ω)) can be calculated from phase-difference (Δφ(ω)) as,  
 
( ) ( )ωφ
ωω Δ
Δ⋅= xc .        (2.7.3) 
 
where, Δx is separation of two receivers. Using the equation (2.7.3), Phase difference 
(Δφ(ω)) can be written as,  
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( ) ( )ω
ωωφ
c
xΔ⋅=Δ .        (2.7.4) 
 
Substituting this into the equation (2.7.1) gives, 
 








gffg AAGFCC exp .    (2.7.5) 
 
Using the equation (2.7.5), the equation (2.7.2) can be rewritten as, 
 














COH exp .     (2.7.6) 
 
Taking real part of this gives, 
 






xCOH fg cosRe .      (2.7.7) 
 
The equation (2.7.7) means that the real part of complex coherence for two traces goes 
to cosine function.  
The spatial auto-correlation (SPAC) for two dimensional array is defined as the 
directional average of complex coherence, left side of the equation (2.7.7), as, 
 





1, drCOHrSPAC .     (2.7.8) 
 
where, r is separation of two receivers or radius of a circle, ϕ  is direction of two sensors. 
The equation (2.7.8) means that calculating complex coherence for two sensors with 
separation r and direction ϕ, and averaging complex coherence along a circle (Figure 
2.7.2). 
 
The directional average of trigonometric functions goes to Bessel function as, 





1 dekrJ ikr .      (2.7.9) 
where, k is wave number. Using the equation (2.7.9), directional average of right side of 
80 
equation (2.7.7) can be written as, 
 















1 .    (2.7.10) 
 
From the equation (2.7.8) and (2.7.10)  
 





ωω 0,Re       (2.7.11) 
 
where, c(ω) is phase-velocity at angular frequency ω. The left term of the equation 
(2.7.11) can be calculated from observed microtremor-data. Phase-velocity is calculated 
by comparing the spatial autocorrelation in left term and Bessel function in right term of 
the equation (2.7.11) changing the phase-velocity c(ω) in the right term of the equation. 
The velocity that minimize error in the equation (2.7.11) can be considered as the 
phase-velocity at the angular frequency ω. 
The spatial auto correlation defined as the equation (2.7.8) can be only applied 
to isotropic arrays, such as circles or triangles, and cannot be applied to anisotropic 
arrays, such as lines or L-shapes, in order to calculate directional average expressed as 
the equation (2.7.8).  However, if we assume that micro-tremors do not come from 
some specific direction and come from all directions equally, the directional average in 
the equation (2.7.8) can be calculated even if arrays are anisotropic. Generally, the 
micro-tremor’s direction of propagation is not stable and averaging enough long time of 
micro-tremor data enables us to calculate the directional average of the equation (2.7.8) 
correctly. In this paper, we acquired enough long time micro-tremor data (at least 10 
minutes) and averaged identical receiver spacing complex coherence in order to 
calculate spatial autocorrelation using anisotropic array.  
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Figure 2.7.1. Two receives with separation Δx 
Receiver (g(t)) Receiver (f(t)) 
Waves propagating parallel to the receiver array 
Δx 
Figure 2.7.2. Receives on a circle. 












S-wave velocity model is obtained from phase-velocity curves, calculated 
through waveform processing explained in previous sections, by a non-linear inversion. 
There are so many non-linear inversion methods, such as a least square method, a 
Genetic algorithm, a simulated annealing etc.. For the sake of simplicity and stability, a 
traditional non-linear least square method will be employed for the inversion in 
following chapters. Generally, the number of layers (usually 3 to 5 layers) is fixed and 
both S-wave velocity and thickness of each layer are estimated in the inversion of 
phase-velocity curve (e.g. Xia et al., 1999b). However, the method cannot avoid 
non-uniqueness in determination of the number of layers. The method has to solve two 
different parameters, such as S-velocity and thickness. In order to solve the inversion 
stably and uniquely, we fix the number of layers (10 to 15 layers) and thickness of each 
layers through iteration. S-wave velocity for each layer is only handled as unknown 
parameters. P-wave velocity and density are linearly related to the S-wave velocity with 
empirical equations (Kitsunezaki et al., 1990; Ludwig et al.(1970)) in each step of 
iteration. Computation procedure is summarized as follows. 
 
2.8.2 Inversion for One Phase-velocity Curve 
 
At first, we describe the inversion for one phase-velocity curve. A 
one-dimensional M layers S-wave velocity model to be inverted can be written as vector 
x (Figure 2.8.1). 
 
( )MT VsVsVsx ,,, 21 ⋅⋅⋅⋅=            (2.8.1) 
 
Where, Vs1,Vs2, ・・・VsM are S-wave velocity for 1st layer, 2nd layer, Mth layer 
respectively. Objective function in inversion is, 
 












i ⎯→⎯−=⋅⋅⋅⋅− ∑∑ 2221 ,,
.
     (2.8.2) 
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where N is the number of observed phase-velocity data, fobs are phase-velocities 
obtained from observed waveform data and fcal are theoretical phase-velocities for the 
S-wave velocity model.. A theoretical phase-velocity curve is calculated by the 
compound matrix method proposed by Saito and Kabasawa (1993). We use the 
following notation for phase-velocity fcal. 
 
( )xff calii =    (i=1 to N : N is the number of observed phase-velocities)   (2.8.3) 
 


























































































        (2.8.4) 
 
We can see that the unknown vector x is in derivatives and it makes the inversion 
non-linear. Therefore, an initial model has to be constructed and the model is modified 
so that the residual between observed and theoretical phase-velocities to be small. In 
actual calculation, elements of the Jacobian matrix a are calculated numerically using a 
finite-difference method (Xia et al., 1999a). A residual between observed and theoretical 








































       (2.8.5) 
 
A correction vector Δx can be calculated by least square method as follows;. 
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( ) yaxIaa TT =Δ+ ε .          (2.8.6) 
 
Where, ε is a damping parameter that makes calculation stable. In the lth iteration, new 
estimated model xl+1 is calculated as; 
 
xxx ll Δ+=+ γ1 ,           (2.8.7) 
 
where γ is stabilizer and smaller than 1. The method constructing the initial model (x0) 
will be described later.  
Generally, the inversion of geophysical exploration cannot be solved stably 
because the geometry of sources and receivers is limited. Therefore, spatial 
regularization is included in order to solve the inversion stably. Our inversion of 
phase-velocity curve may be not stable because it includes many layers as unknowns. 
Following vertical regularization is included in order to make inversion stable. 
 
( ) yaxIrraa TvTvT =Δ++ εα          (2.8.8) 
 































































xr .    (2.8.9) 
 
α is weight of regularization and large α makes inverted model smoother. 
 
2.8.3 Inversion for Multi Phase-velocity Curve 
 
A two-dimensional analysis proposed by Xia et al.(1999a) performs 
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one-dimensional inversion successively and aligns one-dimensional S-wave velocity 
model horizontally as a “pseudo” two dimension velocity model. This method, however, 
inverts dispersion curves individually and slight difference in dispersion curves may 
result in large difference between S-wave velocity models. Such unstable inversion 
makes unnatural horizontal discontinuity in inverted two-dimensional velocity model. 
In order to avoid such horizontal discontinuity, we invert dispersion curves with 
horizontal regularization. Feng et al. (2001) has successfully applied horizontal 
regularization to the dispersion curves obtained through micro-tremors array 
measurements. We have applied similar horizontal regularization to the dispersion 
curves obtained through the surface-wave method so that a two-dimensional velocity 
model is horizontally continuous. In the inversion, all dispersion curves in a survey line 
are included in one Jacobian matrix and a horizontal regularization matrix is solved 
simultaneously as follows.   
There is a survey line that includes K dispersion curves obtained from each 
shot gather or CMPCC gather (explained in the Chapter 3). Jacobian matrices for each 



























321  .     (2.8.10) 
 
A correction vector Δx, a residual vector y and a vertical regularization vector rv  for 
each shot gather can be also expressed as single matrices, 
 
KxxxxX +⋅⋅⋅+++= 321          (2.8.11) 
KxxxxX Δ+⋅⋅⋅+Δ+Δ+Δ=Δ 321         (2.8.12) 
KyyyyY +⋅⋅⋅+++= 321          (2.8.13) 
vKvvvv rrrrR +⋅⋅⋅+++= 321  .       (2.8.14) 
 
Using above notation, a following simultaneous equation is solved in each step of 
iteration.  
 
( ) YAXIRRRRAA ThThvTvT =Δ+++ εβα       (2.8.15) 
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XR  (2.8.16) 
 
α and β are weight of regularization and large α and β values make inverted model 
smoother. We put depth dependent in the horizontal regularization matrix Rh so that 
deeper region is smoother, in order to take account the resolution is lower in deeper 
region. 
 
2.8.4 Initial Model 
 
An initial model is constructed by simple depth transformation as follows (See 
Figure 2.8.3). At first, wavelength is calculated from frequency and phase-velocity 
(Figure 2.8.3 (a)). Next, depth is defined as 1/3 of wavelength and plotted on 
depth-velocity chart with its phase-velocity (Figure 2.8.3 (b)). It is well known that the 
phase-velocity of Rayleigh wave approximately reflects the average S-wave velocity 
down to the depth of 1/2 to 1/4 wavelength. This procedure is so called “wavelength 




caaDA ** == λ  (a is 1/2 to 1/4)     (2.8.17) 
VsbcVR *==   (b is 0.9 to 0.95)     (2.8.18) 
 
Where, c is phase-velocity and f is frequency, and λ is wave length. b is defined based 
on the relationship between S-wave velocity and phase-velocity of Rayleigh waves in 
homogeneous half space (see Figure 2.3.4). 
An S-wave velocity model is defined based on this apparent depth (DA ) and 
phase-velocity (c) or Rayleigh wave velocity (VR) (Figure 2.8.3 (c)). Figure 2.8.4 shows 
the comparison of observed and theoretical dispersion curve for initial model based on 
1/3 wavelength transformation. We can see that the theoretical dispersion curve fir 
initial model is not far from the observed data. It implies that the S-wave velocity model 
obtained through the 1/3 wavelength transformation is very good as an initial model. 
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Figure 2.8.4 Comparison of observed and theoretical dispersion curve  
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 In the refraction or reflection seismic analysis, surface-waves have been 
considered as noise for long years and little attention has been given to the use of the 
surface-waves. We have reviewed fundamental theory behind surface wave propagation 
and its analysis in this chapter. Theoretical consideration and numerical examples have 
shown the surface-waves are understandable and sub-surface velocity model can be 
derived from the dispersion character of surface-waves. Dispersion curves can be 
obtained from both active and passive surface-wave data in terms of simple waveform 
transformation. Numerical examples have also shown that the amplitude of the 
surface-waves is relatively large in comparison with refraction and reflection waves. It 
indicates that the data acquisition of surface-waves is easy and implies that the 
surface-wave methods can be used for many geo-technical investigations as 
non-destructive testing. We are going to evolve the surface-wave methods so that the 
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Development of a Two-dimensional 






Delineation of S-wave velocity structures down to the depth of 15m is very 
important for engineering and environmental problems. PS-loggings have been adopted 
to this purpose for years. However, the PS-logging is not convenient for survey that it 
requires a borehole. Drilling a borehole and operating a logging tool are a costly 
business. There have been growing demands for more convenient methods for 
surveying the shallow S-wave structures.  It is well known that the dispersion of 
phase-velocity of surface-waves (Rayleigh wave) mainly reflects the S-wave velocity 
structure. A lot of studies have been made on the use of surface-waves for near-surface 
S-wave delineation in the past decade (e.g. Tokimatsu, 1997). For example, the spectral 
analysis of surface-waves (SASW) has been used for the determination of 1D S-velocity 
structures down to 100m (Nazarian et al., 1983). Most of such surface-wave methods 
employ a shaker or a vibrator as sources and calculate phase differences between two 
receivers using a simple cross-correlation technique. 
Park et al.(1999a, 1999b) proposed a multi-channel analysis of surface-waves 
(MASW). Their method determines phase velocities directly from multi-channel 
surface-wave data after applying integral transformation to the frequency-domain 
waveform data. The integration converts time-domain waveform data (time-distance) 
into a phase-velocity frequency image directly. The MASW is much better than the 
SASW because the MASW can visually distinguish a fundamental mode of Rayleigh 
wave dispersion curve from other modes, such as higher modes and body waves. In 
addition to this, the MASW can avoid spatial aliasing, which is a problem in the SASW. 
Xia et al.(1999) and Miller et al.(1999) applied the MASW method to shot records 
continuously and delineated 2D S-wave velocity structures. 
In order to determine phase-velocities in low frequency region precisely, Park 
et al.(1999a) pointed out that it is essential for MASW method to expand a receiver 
array as longer as we can. However, a larger receiver array may decrease the lateral 
resolution of the survey because the conventional MASW method provides an averaged 
velocity model over a total span of the array. A smaller array is better for increasing 
lateral resolution. Improving lateral resolution has a trade-off relationship with accuracy 
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of phase velocity. We have developed a CMP cross correlation analysis method to 
overcome this trade-off (Hayashi and Suzuki, 2004). The point about our method is 
calculating phase-velocity in small receiver separation and handling different shot 
records together.  
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3.2 Concept of CMP Cross-correlation Analysis 
 
3.2.1 Common Mid Point Cross Correlation 
 
Figure 3.2.1a shows an example of multi-channel surface-wave observation by 
using an impulsive source. Dispersive later phases can be observed and their apparent 
velocities change suddenly at the middle of the spread, indicating a lateral change in 
velocity structure around the middle point of the spread (Distance=185m). Figure 3.2.1b 
shows a phase-velocity versus frequency image converted by MASW. A dispersion 
image split into two or three curves, indicating no unique phase velocity. The 
characteristics in the dispersion image are similar to those of a finite-difference 
numerical model having a lateral velocity change (Hayashi, 2001).  
We may say that a P-SV shot record, which uses vertical force as source and 
vertical receiver, mainly contains surface waves (Rayleigh waves) and waves travel 
with horizontal direction. If we assume that waves travel only horizontal direction and 
S-wave velocity changes mainly horizontal direction, we can say that phase of each 
trace can be represented by linear summation of phase-difference between receivers and 
phase associated with source (Figure 3.2.2). We shall focus on two traces f (t) and g(t) in 
one shot record obtained at receivers i and receiver i+1 in Figure 3.2.2. Phase of two 
traces (φf(ω) and φg(ω)) can be represented as follows: 
 
( ) ( ) ( ) ( ) ( ) ( )ωφωφωφωφωφωφ iif rrrrrrsrs 132211 −Δ⋅⋅⋅+Δ+Δ+Δ+=   (3.2.1) 
( ) ( ) ( ) ( ) ( ) ( ) ( )ωφωφωφωφωφωφωφ 1132211 +− Δ+Δ⋅⋅⋅+Δ+Δ+Δ+= iiiig rrrrrrrrsrs . (3.2.2) 
 
Cross-correlation of two traces only stores phase-difference between two traces as 
follows: 
 
( ) ( ) ( ) ( )ωφωφωφωφ 1+Δ=Δ−=Δ iifgfg rr      (3.2.3) 
 
where, Δφfg(ω) is phase of cross-correlation. It means that calculating cross-correlations 
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remove phase associated with source wavelet and phase-difference between source and 
receivers. Therefore, we can handle different shot records together in phase-velocity 
calculation using cross-correlations. No studied have ever tried to handle different shot 
records together in phase-velocity calculation using cross-correlations. For example, a 
multi-channel analysis of surface-waves (MASW) proposed by Park et al. (1999a and 
1999b) handles multi traces together. However their method cannot handle multi shots 
together. We calculate phase-velocity from multi shot records as follows. 
The MASW can be considered as the summation of cross-correlations of all 
wave traces. Dispersion relationships are obtained by using the pairs of each 
observation points. Then structures are estimated at the midpoints of an entire array 
spread. Figure 3.2.3(a) illustrates a relationship between locations of observation points 
and estimated velocity structure. The horizontal location of estimated velocity structure 
corresponds to the mid-points of an entire array spread. If we wish to improve 
resolution of phase velocity determination, we must use many pairs. However, 
spreading of the correlation distance degrades lateral resolution. Thus there is a trade off 
between the number of correlation pairs and the correlation distance for improving 
phase velocity measurement. 
In order to improve the lateral resolution, we must use cross-correlation that 
has the same common-mid-point locations, as shown in Figure 3.2.3(b). Hereafter, we 
use the term "CMPCC" to refer to the cross-correlations that have common-mid-point. 
If we use CMPCC of one shot gather, other cross-correlations that have different 
mid-points are thrown away. Let us take Figure 3.2.3(a) for example. Ten pairs can be 
extracted from five traces, but only two traces can be grouped for CMPCC as shown in 
Figure 3.2.2c. To increase the number of CMPCC data, we use a multi-shot method and 
move the observation line and shot points, like reflection seismic method. CMPCC 
points can be increased as shown in Figure 3.2.3(d). 
Data acquisition for CMPCC method is similar to a 2D seismic reflection 
survey. Source-receiver geometry is based on the end-on-spread and both source and 
receivers moves up along a survey line. Receivers can be fixed at the end of a survey 
line (Figure 3.2.4). CDP cables and a CDP switch used in the 2D seismic reflection 
survey enable us to perform data acquisition easily. Ideally, source interval and receiver 
interval should be identical. However, considering the resolution of surface-waves and 
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the efficiency of data acquisition, it is better to select that the source interval is larger 




We have developed CMPCC analysis and apply it to multi-channel and 
multi-shot surface-wave data. The procedure of CMPCC analysis is summarized as 
follows: 
 
1. In each shot gather, cross-correlations are calculated for every pairs of two traces 
(Figure 3.2.5(a)). For example, 276 cross-correlations (=24C2) are calculated from a shot 
gather that includes 24 traces. 
 
2. From cross-correlations for every pairs of all shot gathers, correlations having 
common mid-point are grouped together. 
 
3. In each common mid-point, cross-correlations that have an equal spacing are stacked 
in the time domain (Figure 3.2.5(b), (c)). Even if each source wavelet and its phases are 
different, cross-correlations can be stacked because the correlation stores only 
phase-differences between two traces. The phase-differences contained in the source 
wavelet has been removed by cross-correlation if we assume two traces only contain 
waves propagating horizontal direction as mentioned before. 
 
4. The cross-correlations that have different spacing should not be stacked in the time 
domain. The different-spacing cross-correlations are ordered with respect to their 
spacing in each common mid-point (Figure 3.2.5(d)). Resultant cross-correlation 
gathers resembles to the shot gathers. However, it contains only characteristic phase 
differences in each CMP location, and can be handled as shot gathers in the 
phase-velocity analysis. We named it CMPCC gather. 
 
5. The MASW is applied to the CMPCC gathers for calculating phase-velocities. First, 
each trace is transformed into frequency domain by FFT. Then, frequency-domain data 
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is integrated over the spacing with respect to phase-velocities. Using these procedures, 
the CMPCC gathers in the spacing and time domain can be transformed into 
phase-velocity and frequency domain directly. 
 




Figure 3.2.1. (a) An example of observed shot records. (b) Its 
phase-velocity frequency image. White indicates largest amplitude. 
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Figure 3.2.2 Linear summation of phase-difference between receivers and phase 
associated with source. 
Waves travel with horizontal direction. 




Receiver 1 Receiver 2 Receiver 3 Receiver i Receiver i+1φs 
Δφsr1 Δφr1r2 Δφr2r3 Δφriri+1 
φs : Phase associated with source wavelet. 
Δφsr1 : Phase difference between source and receiver 1. 
Δφr1r2 : Phase difference between receiver 1 and 2. 
Δφr2r3 : Phase difference between receiver 2 and 3. 
Δφri-1ri : Phase difference between receiver i-1 and i. 










One phase-velocity curve 
(a) Conventional MASW analysis
























One phase-velocity curve 
1    2    3    4    5 
(b) Cross-correlation that has same CMP
(c) CMPCC for one shot 
(d) CMPCC for multi-shot 
Figure 3.2.3. Concept of CMP analysis in surface-wave method. The open circles 
indicate receiver locations and the solid circles indicate the mid-points of 
cross-correlations. Spacing 1, 2, 3, … mean the receiver distances for calculating 
cross-correlation; for example, spacing 1 corresponds to the pairs 1-2, 2-3, 3-4 and 4-5, 
whereas spacing 2 corresponds to the pairs 1-3, 2-4 and  3-5.  (a) Location of 
observation points and estimated velocity structure in conventional MASW analysis. 
(b) Cross-correlation that has same CMP locations (CMPCC).  (c) CMPCC for one 







Figure 3.2.4. A source-receiver geometry of moving-source observation 




(a) A shot gather and its cross-correlations 
(b) Time domain stacking of 10m spacing cross-correlations 








Shot=172m Stacked 10m spacing 
cross-correlations 
+ + + = 
Figure 3.2.5. An example of data processing of CMPCC analysis for four shots. (a) 
Calculation of cross-correlations from one shot gathers (step1). (b) and (c) Time domain 
stacking of cross-correlations that have identical spacing (step3). (d) Different spacing 
cross-correlations are ordered with respect to the lateral distances. The CMPCC gathers 
are obtained for each distance.  All shot-gathers in survey line are used and 




Stacked 20m spacing 
cross-correlations 
Stacked 10m spacing 
cross-correlations 
CMPCC gathers at 183m
CMPCC gathers at 186m
(c) Time domain stacking of 20m spacing cross-correlations 






+ = + +
(d) Different spacing cross-correlations are ordered with respect to their spacing 
Figure 3.2.5. Continued. 
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3.3 Numerical Experiments 
 
A numerical test was performed in order to evaluate the applicability of 
CMPCC method. Figure 3.3.1 and 3.3.2 show a velocity model used in the numerical 
test and the source-receiver geometry, respectively. The model is a three-layer structure 
having a step discontinuity at the distance of 60m. The velocity model is same as the 
step model used in the Chapter 2.5 and model parameters are listed in the Table 2.5.2. A 
stress-velocity, staggered grid, 2D finite-difference method (Levander, 1988), described 
in the Chapter 2.4, is used for waveform calculation. Figure 3.3.3(a) shows a shot gather. 
Apparent velocity of time-domain waveforms changes abruptly at the distance of 60m, 
corresponding to the step. A phase-velocity and frequency image for shot location at 
35.8m is shown in Figure 3.3.3(b). A phase-velocity curve in the phase-velocity 
frequency image split into two curves in the frequency range from 15 to 40Hz. The 
CMPCC analysis was applied to this data. All shot gathers were used in the analysis. 
Figure 3.3.4 shows resultant CMPCC gathers in which common-mid-point 
cross-correlations are ordered with respect to their spacing. We can see that obvious 
change of apparent velocity is not identified in the time domain waveform data of 
CMPCC gathers. In the phase-velocity frequency images, the energy concentrates in 
one phase velocity curve. 
 
A non-linear least square method (Xia et al., 1999) was applied to dispersion 
curves for reconstructing 2D S-wave velocity profile. An initial model was generated by 
a simple wavelength-depth conversion. The number of layers is fixed as 15, and only 
S-wave velocities are changed throughout reconstruction. Figure 3.3.5 shows the 
inverted S-wave velocity profile by conventional MASW analysis (a) and the CMPCC 
method (b). The step discontinuity at the middle of the section is more clearly imaged 
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Figure 3.3.3 Shot gathers (a) of 35.8m shot and its 





Figure 3.3.4. CMPCC gathers obtained through the CMPCC analysis (top) and 
their phase-velocity frequency images (bottom). The data correspond to two 
lateral distances: 50.8m (a) and 70.8m (b). The velocity structure laterally 
changes between those distances. 
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Figure 3.3.5. Reconstructed S-wave structure obtained from (a) Conventional MASW 
method and (b) CMPCC method. 
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In the early 1980s, a spectral analysis of surface waves (so called SASW) was 
introduced (Nazarian et al., 1983). Park et al. (1999a, 1999b) have improved the SASW 
to the multi-channel analysis of surface waves (MASW) and Xia et al. (1999a) 
generated two-dimensional S-wave velocity map by the MASW. The surface wave 
methods, such as the SASW or MASW, can estimate S-wave velocity models that are 
extremely valuable in engineering geophysics. Therefore, the surface wave methods 
have been increasingly used in various civil engineering and environmental 
investigations.  
However, the surface wave methods for near-surface problems are relatively 
new technique. Therefore, the methods have several important difficulties that should be 
solved as follows. The methods use the dispersive character of Rayleigh waves, 
especially fundamental mode of surface waves. Body waves and higher mode surface 
waves can contaminate the data in the surface wave methods, and the separation of 
surface waves corresponding to fundamental mode waves from those unfavorable waves 
may be one of the difficulties in the surface wave analysis. The surface wave method 
relies on a one-dimensional analysis of dispersion curves (Xia et al., 1999a, 1999b). 
Therefore, the analysis of dispersion curves may have some difficulties in two- and 
three-dimensional velocity models. The number of theoretical studies about surface 
wave propagation in the heterogeneous near-surface region is relatively small. For 
example, only few attempt have so far been made at the effect of two- and 
three-dimensional models on the method.  
In order to improve the accuracy and reliability of the surface wave methods, we 
have to understand fundamental characters of surface waves. Both numerical modeling, 
such as finite-difference methods, and physical modeling can be valuable tools for these 
purposes. In this paper, we will perform physical modeling by a Laser Doppler 
Vibrometer (LDV) in order to investigate the fundamental characters in the surface 
waves, such as Rayleigh wave dispersion, in one-dimensional models. 
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3.4.2 Experiment Using a Laser Doppler Vibrometer 
 
As is well known, a light beam reflected from a moving object has a Doppler 
shift Df : 
 
λVf D 2=             (3.4.1) 
 
where V and λ  denote the velocity of object along the beam and the wavelength of 
light respectively. We employed a LDV LV-1300(ONO sokki Inc.), which is used for 
measuring vibration of factory product. The Doppler shifted frequency Df is converted 
to a voltage signal that indicates actual vibrations. Since the velocity is directly 
converted to the frequency shift, there is neither the mechanical nor the electrical 
coupling between the material's surface vibration and the observed signal. Nishizawa et 
al.(1997) used LDV for measuring seismic waves at the surface of the rock prisms and 
have proved it can be used as a precise receiver for ultrasonic waves (300KHz to 
2MHz) generated by the PZT.    
Figure 3.4.1 is a schematic diagram of the measurement system. The detail of 
the system is described in Nishizawa et al.(1997). A source is a 5-mm PZT having a 
2MHz characteristic frequency. We used driving pulses that consists of a single-cycle 
sine wave with 100 to 500KHz frequency and 100V peak to peak amplitude. A thin 
reflection sheet is glued to the model surface to enhance the reflection beam.     
 
3.4.3 Homogeneous Models 
 
In the first example, homogeneous half space models are used. Square prisms 
made of acrylic and gabbro were used as homogeneous models. The size of model is 
300*300*90mm. Source-receiver configuration is shown in Figure 3.4.2. Waveforms 
were collected at the surface of the models with 4mm distance interval. The first 
receiver was placed 4mm apart from the source. Since a source and receivers are placed 
on the surface of homogeneous models, this example can be tested as the Lamb's 
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problem.    
Figure 3.4.3 shows the vertical component of particle velocities and its power 
spectrum for the acrylic model. 100 and 250 KHz single-cycle sine waves were used as 
driving pulses. Small amplitude first arrival with the velocity of 2.7km/s and large 
amplitude later phase with the velocity of 1.25km/s are clearly observed. Figure 3.4.4 
shows the vertical component of particle velocities and its power spectrum for the 
gabbro model. 100 and 250 KHz single-cycle sine waves were used as driving pulses. 
Large amplitude later phase with the velocity of 3.2km/s is clearly observed. First 
arrival cannot be clearly seen from Figure 3.4.4 due to low gain. The velocity for the 
first arrival seems to be 5.6km/s from a figure with high gain. In the waveforms for the 
250KHz pulse, clear later phase with a hyperbolic curve can be observed beyond 100μs. 
This phase seems to be reflected surface waves (Rayleigh waves) from the edge of the 
model. Figure 3.4.5 shows the phase velocity – frequency images of waveform data 
converted through the multi-channel analysis of surface waves (MASW) (Park et al., 
1999a).  
From these figures, waveforms for this example can be characterized as follows. 
Waveforms consist of small amplitude first arrival and large amplitude later phase. It is 
obvious that the former is direct P-waves and the latter is surface waves (Rayleigh 
waves). The amplitude of Rayleigh waves is much larger than that of direct P-waves. 
Both P-waves and Rayleigh waves have little dispersion. These characters agree with 
the analytical solution of Lamb's problem (Saito, 1993). Figure 3.4.6 shows synthetic 
waveform calculated by three-dimensional finite difference method. We can see that the 
observed waveform data for acrylic model agree with synthetic waveform very well. We 
can be fairly certain that the measurement system with the PZT and the LDV has 
generated and measured correct surface waves. 
 
3.4.4 Two-layer Models 
 
1) Horizontal two-layer model 
 
In the next example, horizontal two-layer models are used. The models consist 
of acrylic as a low-velocity first layer and mortar as a high-velocity second layer. Two 
118 
models are used in the experiment and the thickness of first layer is 5mm and 10mm 
respectively. Source-receiver configuration is the identical with the first example. 100 
and 500 KHz single-cycle sine waves were used as driving pulses. 
Figure 3.4.7 shows the vertical component of particle velocities and its phase 
velocity image for a model with 5mm thickness first layer. In the case of a 100KHz 
pulse, two clear later phases are observed. The phase velocity for the faster one is about 
1.9km/s and the slower one is about 1.25km/s. These two later phases that can be 
considered as surface waves, compose a clear dispersion curve on the phase velocity 
image. We can say with fair certainty that the curve is the fundamental mode of 
Rayleigh wave dispersion curves. In the case of a 500KHz pulse, waveform appearance 
is too complicated to identify phase velocity. However, the dispersion curves appeared 
on the phase velocity image is almost identical with the 100KHz case. It is amazing that 
such different waveforms have almost identical phase velocity images. This result 
shows the accuracy of the measurement system as well as the robustness of the phase 
velocity – frequency transformation method through MASW (multi-channel analysis of 
surface waves). 
Figure 3.4.8 shows the vertical component of particle velocities and its phase 
velocity image for a model with 10mm thickness first layer. A clear dispersion curves 
can be seen on the phase velocity image. However, the phase velocity for the second 
layer cannot be easily determined from the dispersion curves in comparison with the 
5mm case.  
The result indicates that the velocity model is more important than the 
frequency contents of the source in order to image clear dispersion curves. Park et al. 
(1999a) shows that the resolution of phase velocity image increases as the number of 
traces increases to include further offset. It seems reasonable to suppose that the 
resolution of dispersion curves is determined by velocity models, the number of traces 
and the inclusion of further offset. The frequency contents of the source may have small 
effect on the dispersion curves as long as the data acquisition is precise. 
Dispersion curves are picked as the maximum amplitude in each frequency on 
the phase velocity images. Picked dispersion curves are shown in Figure 3.4.9. A 
non-linear least square method is applied to the dispersion curves in order to obtain 
velocity models. The number and thickness of layer, and densities are fixed during the 
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iteration. P-wave velocities are linearly related to S-wave velocities by two constants. 
Therefore, only S-wave velocities are unknown in the inversion. The inverted velocity 
models (S-wave velocity) are shown in Figure 3.4.10. Almost correct layer thickness 
(5mm and 10mm) was obtained by the inversion. The result shows the reliability of the 
whole process of surface wave analysis including both the computation of dispersion 
curves from waveforms and its inversion. 
 
3.4.5 Two-layer Model with a Step 
 
In the final example, a two-dimensional model is used. The model is two-layer 
model with a step. Figure 3.4.11 shows the vertical section along a receiver array and 
the location of sources and receivers. There is a 5mm step in the middle of the model. 
The receiver array is placed perpendicular to the step. The sources are placed at the 
beginning (A) and end (B) of the receiver array. 
  Figure 3.4.12 shows the vertical component of particle velocities and its 
phase-velocity frequency image. Both waveforms appearance suddenly changes at the 
step in the time domain data. In the wave forms for source-B (Figure 3.4.12c)) , we can 
see wave forms that has reversed apparent velocity. This reversed waveforms seems to 
be reflected surface-waves as numerical simulation shown in the previous chapter 
(Hayashi and Suzuki, 2001). Figure 3.4.12(b) and (d) shows phase-velocity frequency 
image for each source. Although the time domain data looks different, frequency 
domain phase velocity image looks almost identical. In the phase-velocity frequency 
images, two dispersion curves can be seen. Phase velocity changes at the frequency of 
50KHz in one dispersion curve and it changes at 120KHz in another one. Considering 
the phase-velocity frequency images shown in Figure 3.4.7 and Figure 3.4.8, we can say 
that the first one (changes at 50KHz) corresponds to a dispersion curve for 10mm 
thickness acrylic layer and second one (changes at 120KHz) corresponds to the one of 
5mm thickness.  
 Theoretical waveforms for the two-dimensional model have been calculated by 
two-dimensional finite-difference method. In the viscoelastic calculation, quality factor 
(Q) is assumed to be 10 for first layer (acrylic) and 100 for second layer (mortar). 
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Figure 3.4.13 shows the comparison of observed and theoretical data with and without 
viscoelastic term. Theoretical surface-wave amplitude without viscoelastic terms much 
larger to the viscoelastic calculation. On the contrary, waveforms include viscoelastic 
attenuation agree with observed data very well.  
 
3.4.6 Application of CMPCC Analysis to Physical Model Data 
 
 We have applied CMPCC analysis to LDV data for the two-dimensional model. 
Figure 3.4.14 shows source-receiver geometry. Survey line length is 110mm and the 
step is placed at the distance of 55mm (see Figure 3.4.15). Source pulse is 50KHz. 
Twenty-three shot gathers are analyzed together. Figure 3.4.16 shows the example of 
observed waveform data using the LDV and PZT. It is clear that the features of 
waveform data changes at the step placed at 55mm. Twenty-two CMPCC gathers are 
calculated 5mm distance interval. Figure 3.4.17 shows the example of CMPCC gathers. 
(a) and )b) shows the CMPCC gathers for the CMP distance of 27.5m (left side of the 
step). (c) and (d) shows the CMPCC gathers for the CMP distance of 72.5m (right side 
of the step). We can see that the dispersion curves in the phase-velocity frequency 
images have clear difference between left and right side of the step. Dispersion curves 
are calculated for all 22 CMPCC gathers. Figure 3.4.18 shows these dispersion curves. 
In the figure, difference of color indicates the difference of CMPCC location. Red to 
yellow curves are placed in left side of the step and green to blue curves are placed in 
right side of the step.  
 A non-linear least square method was applied to all dispersion curves for 
reconstructing 2D S-wave velocity model. An initial velocity model was generated by a 
simple wavelength-depth conversion described in the previous chapter. The number of 
layers is fixed as 15, and only S-wave velocities are changed throughout reconstruction. 
Figure 3.4.19 shows the initial and inverted S-wave velocity profile. The step 




      The physical modeling of surface waves using the LDV and PZT was performed 
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and the fundamental characters in the surface waves were studied. The waveforms from 
the modeling for homogeneous half space agreed with the analytical solution of Lamb's 
problem. It proves that the LDV can measure and the PZT can generate the surface 
waves. Clear dispersion curves were obtained from the waveforms for two-layer models. 
It shows the accuracy of the measurement system as well as the robustness of the phase 
velocity – frequency transformation method. Correct velocity models were obtained by 
the inversion of the dispersion curves. We may say that the reliability of surface-wave 












Figure 3.4.1. Schematic diagram of the measurement system using a 
laser Doppler vibrometer (LDV) and a piezoelectric transducer (PZT). 
The PZT is mounted on the surface for generating elastic waves. The 
laser beam illuminates the high-gain reflection sheet, which reflects 







Figure 3.4.2. Source-receiver configuration used in the 
experiment. A source and a measuring line are placed in the 
middle of the models. Waveforms are collected at the surface 







Figure 3.4.3. Vertical component of particle velocities and its power spectrum for the 
acrylic model. (a) Waveforms and (b) power spectrum for 100KHz pulse. (c) Waveforms 
and (d) power spectrum for 250KHz pulse.    
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Figure 3.4.4. Vertical component of particle velocities and its power 
spectrum for the gabbro model. (a) Waveforms and (b) power spectrum 





(a)  (b) 
Figure 3.4.5. Phase velocity images converted through the multi-channel 
analysis of surface waves. (a) Waveforms for acrylic model. (b) 
Waveforms for gabbro model. 
Figure 3.4.6. Synthetic waveform calculated by 3D elastic 
finite-different method. Vp=2500m/s, Vs=1300m/s, 
density=1500kg/m3, grid spacing=0.5m. P-wave source with 
100KHz Ricker-wavelet is used. 
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Figure 3.4.7. Vertical component of particle velocities and its phase-velocity 
images for a model with 5mm thickness first layer. (a) Waveforms and (b) a 
phase-velocity image for 100KHz pulse. (c) Waveforms and (d) a 











Figure 3.4.8. Vertical component of particle velocities and its phase-velocity images 
for a model with 10mm thickness first layer. (a) Waveforms and (b) a phase-velocity 



























First layer thickness 
Figure 3.4.9. Dispersion curves for the two-layer models. Phase 
velocities are picked as the maximum amplitude in each frequency on 
the phase velocity images. 
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(a)  (b) 
Figure 3.4.10. Inverted velocity models (S-wave velocity) for the 
two-layer models. (a) A inverted model for a model with 5mm 
thickness first layer. (b) A inverted model for a model with 10mm 
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Figure 3.4.12. Vertical component of particle velocities and its phase-velocity 
images for a two-dimensional model with a 125KHz pulse. (a) Waveforms and 
(b) a phase-velocity image for the source A. (c) Waveforms and (d) a 
phase-velocity image for the source B. 



















b) Theoretical (elastic) 
c) Theoretical (viscoelastic) 
Figure 3.4.13. Comparison of observed and theoretical data for two-dimensional 
model. a) Observed data. b) Theoretical data calculated by finite-difference 
method. c) Theoretical data calculated by finite-difference method including 
viscoelastic attenuation. Quality factor (Q) is assumed to be 10 for first layer 
(acrylic) and 100 for second layer (mortar). 
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Survey line (receivers are placed with 5mm distance interval) 
110mm 
Step(5mm) 
110mm Data acquisition 
Survey line Step (55mm)
Figure 3.4.15. Source and receiver geometry for CMPCC analysis. Blue 
circles indicate sources and yellow circles indicate receivers. 
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a) Source = -0.5m 
b) Source = 55.5m 
c) Source = 101.5m 
Figure 3.4.16. Example of observed waveform data using the LDV and 




Figure 3.4.17 Example of CMPCC gathers. (a) Waveforms and (b) 
phase-velocity frequency image for the CMP distance of 27.5m. (c) Waveforms 
and (d) phase-velocity frequency image for the CMP distance of 72.5m. 
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Figure 3.4.18. All dispersion curves calculated from CMPCC gathers. Difference 
of color indicates the difference of CMPCC location. Red to yellow curves are 





























a) Initial velocity model. 


























Figure 3.4.19. Initial (a) and inverted (b) S-wave velocity profile. 
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3.5 Field Experiments 
 
The CMPCC analysis was applied to the field surface-wave data. The survey 
site is located in the Hokkaido Island, Japan and observed surface-wave data are shown 
in the Figure 3.2.1. The purpose of the survey was to detect a burred channel. The 
survey line was placed on a flood plain along the river. A 10kg sledgehammer was used 
as a source. Sources were moved with 4m intervals. Forty-eight geo-phones (4.5Hz) 
were deployed with 1m intervals. Figure 3.5.1 shows the sledge hammer and the 
geophone. The nearest source-to-receiver offset was 1m. Fifty-two shot gathers were 
recorded by an OYO-DAS1 seismograph.  
Figure 3.5.2 shows the resultant CMPCC gathers and their phase-velocity 
frequency images. The CMPs are at the 173m (a) and 201m (b), placed in the first half 
and latter half of the spread, respectively. Any changes in surface-wave velocity are not 
apparent in the time domain waveform data of CMPCC gathers. In the phase-velocity 
frequency images, it is obvious that the energy concentrates in one phase velocity curve. 
A 2D S-wave velocity model was reconstructed by applying the inversion 
method described in the previous chapter. The number of layers is also fixed as 15.  
Figure 3.5.3 shows the reconstructed S-wave velocity model obtained from MASW (a) 
and CMPCC (b).  N-value curves obtained through an automatic ram-sounding are 
superimposed to the reconstructed structures. The 2D S-wave velocity structure 
reconstructed by the CMPCC analysis well coincides with N-value curves.  
Variation of N-value curves along the line suggest that the velocity structure 
should changes horizontally between S2 (120m) and S1 (200m). In the S-wave velocity 
structure from the surface-wave method, the depth of low velocity layer (alluvium 
sediments) changes at the distance of 175m. Based on the interpretation of the S-wave 
velocity structure obtained through the surface-wave method together with N-value 
curves, we can conclude that there is a buried channel filled with alluvium sediments, 
away beyond the distance of 175m (Figure 3.5.3c).  
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Figure 3.5.1. A sledge hammer (a) and a geophone (b) used in a surface-wave 
method. 
 (b)  
 (a)  
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(a)CMP distance of 173m (b)CMP distance of 201m 
Figure 3.5.2. Result of CMPCC analysis for waveform data shown in the Figure 3.2.1. 
CMPCC gathers (top) and their phase-velocity frequency images (bottom). CMP 
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Figure 3.5.3. Reconstructed S-wave velocity structure by (a) Conventional MASW 
method and (b) CMPCC method, together with a geological section (c) estimated 
from N-values obtained by an automatic ram-sounding: The surface geology 
consist of AP: alluvium peat, AC: alluvium clay, AS: alluvium sand, DC: diluvium 
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One of the notable features of the CMPCC analysis is that the method does not 
require any summation and average of phase differences. The reason is that the CMPCC 
analysis processes the multi-channel and multi-shot waveform data into the 
cross-correlations. The conventional SASW method determines phase-velocities from 
different spacing cross-correlations separately. The SASW cannot determine 
high-frequency phase velocities from large-spacing cross-correlations due to a spatial 
aliasing. Therefore, the SASA uses only limited information in whole waveform data. 
On the contrary, the MASW analysis is better than SASW because the methods can 
determine phase-velocities precisely using whole waveform data (McMechan and 
Yedlin, 1981; Park et al., 1999a, 1999b). The CMPCC analysis is a further extension of 
the MASW and enables us to determine phase-velocities from multi-shot data directly 
by using the CMPCC gathers. The method not only improves accuracy and resolution in 
the MASW method but also enables the SASW method to perform pseudo 
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Development of a Passive Surface-wave 





The Earth’s surface is always vibrating weakly. This vibration is called as 
microtremor. The microtremor are generated by the various sources, such as winds, 
ocean waves at the seashore, traffic noises, heavy machinery factories and household 
appliances. Because the microtremor are generated by sources on the ground surface, 
the microtremor mainly consist of surface-waves, and the vertical component of the 
microtremor can be considers as Rayleigh waves. Therefore, it is reasonable that the 
dispersion curve of the vertical component of the microtremor is the dispersion curve of 
Raylegh waves.  
Micro-tremors consist of wide frequency range of surface waves from the 
period of 0.1 second to 10 seconds. Therefore, S-wave velocity model down to several 
kilometers can be obtained using the microtremor. A passive surface-wave method, so 
called micro-tremors array measurements (MAM), is a seismic exploration method in 
which the micro-tremors are observed by multi-receives and its phase-velocity is 
analyzed. The first researcher to give much attention to the high frequency 
surface-waves is Aki. He investigated the micro-tremors as surface-waves and presented 
the theory of Spatial Auto Correlation (Aki, 1957). Okada (2003) had developed a large 
scale microtremor array measurements, using long period microtremor. Figure 4.1.1 
shows the schematic diagram of passive surface-wave method using micro-tremors. The 
penetration depth of the method is from 100m to several kilometers. We have employed 
the Okada’s method and applied it to shallower problems, such as geo-technical, 
environmental, and earthquake engineering. Our depth of interests is from several ten 
meters to 100m.  
Only few attempts have so far been made at the applicability of the passive 
method for shallow S-wave velocity investigations. Therefore, we have applied the 
method to many sites and evaluated the applicability of the method. In this Chapter, we 
are going to show the result of evaluation of applicability for passive surface-wave 
method. Unlike the active surface wave methods, the MAM does not need any sources 
and needs two-dimensional arrays, such as triangles, circles or crosses. Because the 
sources of the microtremor are distributed randomly in space, the microtremor does not 
have any specific propagation directions. Therefore, two dimensional arrays are 
required for calculating the phase-velocity of the microtremor and statistic analysis 
approach, so called Spatial Auto Correlation (SPAC) is used in phase-velocity 
calculation. The mathematical description of SPAC is mentioned in the Chapter 2. 
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Theoretically, isotropic arrays, such as a circle or an equilateral triangle, are preferable 
in the SPAC analysis. However, the isotropic arrays required wide space and it is 
difficult to obtain such wide space in urban area. Recently, several theoretical studies 
have been made on the applicability of irregular arrays (e.g. Yokoi et al., 2006). The use 
of irregular arrays will enable us to apply the passive methods in urban area. Our 
evaluation has mainly focused on the applicability of irregular arrays, such as L-shape 
and linear arrays.    
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Figure 4.1.1. Schematic diagram showing microtremor array measurements. 
Amplitude of shorter wave length surface-waves decay rapidly with depth 
whereas one of longer wave length keep amplitude even if deeper part. Therefore, 
shorter wave-length surface-waves reflect shallow S-wave velocity and longer 
one reflect deeper S-wave velocity. S-wave velocity profile can be estimated be 





Short wave length surface-waves 
Long wave length surface-waves 
Ground surface 
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The basic field experiments of a passive surface-wave method were carried out 
at the Leaning Tower of Pisa, Italy. There are several purposes in the experiments. The 
first purpose is evaluating the appropriate data length. Cleary, the longer data is the 
better for statistical analysis in the spatial auto correlation. However, long data 
acquisition decreases the convenience of the method. Recording micro-tremor data with 
appropriate data length is very important in practical survey. The second purpose is 
evaluating the effect of array shape on dispersion curves. Isotropic arrays, such as circle 
or triangle are theoretically best for passive analysis. However, sometimes it is difficult 
to use such isotropic arrays in urban area. Irregular arrays enable us to use the passive 
method in urban area. Therefore, we have to investigate the applicability of irregular 
arrays. Artificial noise is also important issue. The effect of artificial noise, such as 
traffic noise, on passive data analysis has never been examined. Around the Leaning 
Tower of Pisa, there is a lot of in-situ S-wave velocity information, such as cross-hole, 
SCP. Therefore, the site was very good place to evaluate the accuracy and reliability of 
the method. We have investigated these issues at the Leaning Tower of Pisa and 
compared the result with existed S-wave information. In this chapter, the result of 
simple experiments will be summarized, S-wave velocity model at the Tower will be 
investigated in the next chapter. 
We have performed 7 passive arrays at different site using different shapes.  
Figure 4.2.1 shows the location and shape of passive arrays around the Tower. At the 
north and east side of the tower, we measured three different shape arrays.  
 
4.2.2 Effect of Data Length on Phase-velocity Calculation 
 
Geophones that have natural frequency of 2Hz were used as receivers. And an 
OYO McSEIS-SXW was used for data acquisition. Figure 4.2.2 shows the example of 
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waveform data. One data-file contains about 30 seconds of microtremor data and 300 
data-files were continuously recorded. Total data length is about 3 hours. Dispersion 
curves were calculated for different record length data, such as 1, 5, 10, 20 and 300 
data-files, it results in 33 seconds, 2.5 minutes, 5 minutes, 10 minutes and 3 hours 
respectively.  
In the analysis of passive surface-wave data, we use a spatial auto correlation 
method, so called ‘SPAC’. In the SPAC method, we compare coherence calculated from 
observed waveform data with Bessel functions calculated from assumed phase velocity. 
Figure 4.2.3 shows the coherence obtained from different record length data. 
Theoretically, coherence curves must be smooth curves as Bessel function. It is clear 
that coherence curves go to smoother as data length goes to longer. Smooth coherence 
curve means S/N ratio is high. We can say that long data can increase S/N ratio in the 
SPAC analysis.  
A phase-velocities giving minimum error between coherence curves and Bessel 
functions, are defined as a dispersion curve. Figure 4.2.4 shows dispersion curves 
obtained from different record length data. We can see that, 33 seconds data, shown as 
blue dots, includes a lot of noise. However, it is clear that the dispersion curves go 
smoother as data length goes longer. Figure 4.2.5 shows the root mean square (RMS) 
error against data length. The RMS error decreases as data length increases. It is also 
clear that the RMS error for 10minutes and that of 3 hours are almost identical. These 
results lead to the conclusion that approximately 10 minutes record is enough for 
phase-velocity analysis using the spatial auto correlation.   
 
4.2.3 Effect of Data Length on Phase-velocity Calculation 
 
Next, dispersion curves obtained through different shapes will be investigated. 
Figure 4.2.6 shows the comparison of dispersion curves using different array shapes at 
north site and east site. At the north site, three different shape arrays give almost 
identical dispersion curve. At the east site, two different shape arrays give almost 
identical dispersion curve. These results lead to the conclusion that the effect of array 
shape on dispersion curve calculation was not significant in the site. The result of 
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Figure 4.2.2 Example of waveform data. 
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Figure 4.2.4 Dispersion curves obtained from different record length data. 
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Figure 4.2.6 Comparison of dispersion curves using different array shapes 
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4.3 Effect of Array Shape and Comparison with an Active Method 
 
 The result of the field tests in the Leaning Tower of Pisa shown in 
Chapter 4.2implies that a high-frequency (2-10Hz) micro-tremor array measurement 
(MAM) is fairly robust and stable so that the effect of shape of array or traffic noise 
may be negligible. In order to confirm this assumption, we have performed similar tests 
many places in the world. Active method dispersion curves were also compared with 
passive one.    
 
4.3.1 Data Acquisition in Nagoya City, Japan 
 
 Passive and active dispersion curves were compared at two parks in 
the downtown of Nagoya city in Japan. The site is placed in alluvium plain. Triangle 
and L-shape arrays were used for passive data acquisition. The size of triangle array was 
50m and that of L-shape array was 75m. In the passive method, 10 geophones were uses 
in the triangle array and 11 geophones were used in the L-shape array (see Figure 4.3.1). 
Geophones that have natural frequency of 2Hz were used as receivers. In the active 
method, 24 geophones were deployed with 1m receiver intervals. Geophones that have 
natural frequency of 4.5Hz were used as receivers and a 10 kg sledge hammer was used 
as a source. An OYO McSEIS-SXW was used for data acquisition. 
Figure 4.3.1 shows the dispersion curves obtained through both passive and 
active surface-wave methods. We can see that the triangle and L-shape dispersion 
curves are almost identical. In the frequency range between 8 to 15 Hz, passive 
dispersion curves agree with active one very well. It strongly implies that the passive 
and active methods measure the same mode dispersion curves. 
 
4.3.2 Data Acquisition in Tsukuba City, Japan 
 
 Passive and active dispersion curves were compared at Tsukuba city in 
Japan. The site is placed in diluvium terrace covered with Kanto loam. Triangle and 
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L-shape arrays were used for passive data acquisition. The size of array was 50m for 
both L-shape and triangle arrays. In the passive method, 10 geophones were uses in the 
triangle array and 11 geophones were used in the L-shape array (see Figure 4.3.2).  
Geophones that have natural frequency of 2Hz were used as receivers. Data length is 
about 10 minutes. In the active method, 24 geophones were deployed with 1m receiver 
intervals. Geophones that have natural frequency of 4.5Hz were used as receivers and a 
10 kg sledge hammer was used as a source. An OYO McSEIS-SXW was used for data 
acquisition. A large scale micro-tremors array measurement was also performed at the 
site. Triangle arrays were used and maximum array size was 1km. Long period 
seismometers were used as receivers.   
Figure 4.3.2 shows the dispersion curves obtained through both passive and 
active surface-wave methods. We can see that the triangle and L-shape dispersion 
curves are almost identical. At the frequency of 5Hz, passive dispersion curves agree 
with active one very well. In the frequency range of 2 to 7Hz, small scale passive 
method dispersion curves (both triangle and L-shape) agree with that of large scale 
passive method. In conclusion, dispersion curves obtained through three different scale 
surface-wave methods agreed on one dispersion curve. We may, therefore, reasonably 
conclude that the dispersion curve obtained through the passive and active surface-wave 
method was the fundamental mode of Rayleigh wave dispersion curve. 
 
4.3.3 Data Acquisition at the Dolphin Park in Los Angeles City, U.S. 
 
  Passive and active dispersion curves were compared at the Dolphin 
Park in the downtown of Los Angeles city in the U.S. Triangle and linear arrays were 
used for passive data acquisition. Data length is about 10 minutes. The size of triangle 
array was 60m and the length of linear array was 110m. In the triangular array, two 
types of data acquisition were performed. In the first one, 4 geophones that have natural 
frequency of 1Hz were used. Next one, 10 geophones that have natural frequency of 
4.5Hz were used (see Figure 4.3.3). The 4.5 Hz geophones were also used in the linear 
array and the active method. The linear array is also used for the active method. A 10 kg 
sledge hammer was used as a source in the active method. An OYO McSEIS-SXW was 
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used for data acquisition. 
Figure 4.3.3 shows the dispersion curves obtained through both passive and 
active surface-wave methods. We can see that the triangle and linear array dispersion 
curves are almost identical. It must be noted that the dispersion curves obtained by 
4.5Hz geophones is almost identical down to the frequency of 2Hz. More noteworthy is 
that the dispersion curve obtained by linear array agrees with that of triangular array 
down to the frequency of 2 Hz. It implies that high frequency micro-tremors come from 
outside of the array almost isotropically. The active dispersion curve agrees with passive 
one in the frequency range from 5 to 10Hz as previous examples. 
 
4.3.4 Data Acquisition in Redwood City, U.S. 
 
 Passive and active dispersion curves were compared at the park in the 
Redwood City in U.S.A. The site is placed in alluvium plain. Triangular array were used 
for passive data acquisition. The size of triangular array was 30m. Ten geophones were 
used in the passive method and 24 geophones were used in the active method (see 
Figure 4.3.4). Geophones that have natural frequency of 4.5Hz were used as receivers in 
both active and passive methods. A 10 kg sledge hammer and an industrial shaker were 
(Figure 4.3.5) used as sources in the active method. The shaker is traditionally used in 
the U.S. for a conventional surface-wave method known as the spectral analysis of 
surface-waves (SASW). An OYO McSEIS-SXW was used for data acquisition n both 
active and passive methods. 
Figure 4.3.4 shows the dispersion curves obtained through both passive and 
active surface-wave methods. We can see that the passive dispersion curve agrees with 
that of the active method in the frequency range between 4 to 10 Hz. It is also important 
that the dispersion curve obtained through the sledge hammer agrees with that of the 
shaker. It confirms that an impulse source, such as the sledge hammer, can be used as 
the shaker that generate surface-waves as single frequency sinusoidal wave. 
Conventional surface-wave methods, such as SASW, have to use the shaker, which can 
generate sinusoidal waves, as a source. Because the SASW uses an industrial FFT 
analyzer, which cannot calculate phase-difference of impulsive waves generated by a 
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sledge hammer. The result of the example shows that the impulse source and 
multi-channel data acquisition can generate same dispersion curve as conventional 
method without the expensive shaker and FFT analyzer.       
 
4.3.5 Data Acquisition at the Williams Park in San Jose City, U.S. 
 
 Passive and active dispersion curves were compared at the Williams 
Park in the San Jose City in U.S. Two types of active methods, MASW and SASW, 
were also compared. The MASW stands for the multi-channel analysis of surface-waves 
that we already explained in the previous chapters. The SASW stands for the spectral 
analysis of surface-waves in which a shaker and 2 or 3 geophones are used as receivers. 
The SASW has been traditionally performed in U.S. as a conventional surface-wave 
method. 
The site is placed in alluvium plain and the United States Geological Survey 
(USGS) has performed a lot of geophysical inspections at there. There is borehole and 
PS logging was performed. 
 A triangular array was used for passive data acquisition. The size of triangular 
array was 50m. Ten geophones were used in the passive method and 24 geophones were 
used in the multi-channel analysis of surface-waves (see Figure 4.3.6). Geophones that 
have natural frequency of 4.5Hz were used as receivers in the passive method as well as 
the active method (MASW). A 10 kg sledge hammer was used as a source in MASW. 
An OYO McSEIS-SXW was used for data acquisition for the passive method and the 
MASW. For the SASW, the shaker was used as sources and two geophones that have 
the natural frequency of 1Hz were used as receivers. A FFT analyzer was used for data 
acquisition and phase difference calculation.  
Figure 4.3.6 shows the dispersion curves obtained through the passive method 
(MAM) and the active methods (SASW and MASW). We can see that the three 
dispersion curves are almost identical in the frequency range between 4 to 10 Hz. The 
result confirm that the passive and active method measure same mode dispersion curves. 
It is also important that the dispersion curve obtained through the SASW agrees with 
that of the MASW. It means that the MASW in which an impulse source and 
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multi-channel data acquisition are used can generate same dispersion curve as the 
conventional SASW method as shown in the previous section.       
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Figure 4.3.4 Comparison of passive and active dispersion curves in Redwood, U.S. 
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4.4 Summary  
 
As shown in this chapter, we have applied a passive surface-wave method, so 
called small scale microtremor array measurements, to many sites and compared the 
results with the active surface-wave method. These results lead to the conclusion that 
small scale microtremor array measurements can be used for S-wave velocity 
delineation in civil engineering investigations. Irregular two-dimensional arrays, such as 
L-shaped array, provide almost same dispersion curves as one of isotropic arrays. 
Although an array is linear, microtremor data may provide correct dispersion curves at 
some of the sites. Penetration depth is almost same as the size of array. Arrays whose 
size of 50m and 2Hz geophones are enough for estimating S-wave velocity model down 
to the top of diluvium layer in most of sites. It seems that about 10 minutes of 
micro-tremor data is enough for 50m arrays. 
The top of diluvium layer is very important because it is considered as the 
bedrock of most of the high-rise buildings. S-wave velocity down to the depth of 30m is 
also very important for evaluating the local site amplification of strong ground motion 
of earthquakes. Our field experiments show that the small scale micro-tremor array 
measurements can be used for such purposes. Penetration depth of active surface-wave 
methods with a sledge hammer or a weight drop is 10 to 20 m and not enough for 
bedrock investigations or local site amplification evaluation. The passive surface-wave 
method, together with the active method, enables us to estimate S-wave velocity models 
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Chapter 5  
 
Application of Surface-wave Methods to 





We have developed a surface-wave method in order to estimate the S-wave 
velocity structure of ground from the surface with small cost (Hayashi and Suzuki, 
2004). A wide area must be investigated in geological and geotechnical investigations 
for civil engineering problems, such as levee inspections and the evaluation of 
reclaimed ground. Geophysical methods can play important roll in such wide area 
investigations. The surface-wave method is one of the attractive methods because it can 
estimate the stiffness of ground rapidly from the surface. 
S-wave velocity structures down to the depth of several ten meters are very 
important in many engineering problems. For example, local site amplification of strong 
ground motion can be calculated from the S-wave velocity model down to several ten 
meters. Liquefaction resistance can be also calculated from S-wave velocity. In addition 
to that, the S-wave velocity well correlated to N-value (blow number) obtained from 
SPT. Therefore, the surface-wave method, in which S-wave velocity is obtained from 
surface, can be applied to many geological and geotechnical investigations for civil 
engineering problems. 
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In Japan, a Swedish weighted sounding test (SWS) or a standard penetrating 
test (SPT) are used for the site investigation of small buildings, such as individual 
houses in order to evaluate the depth to bedrock or the allowable bearing capacity of the 
ground. The result of SWS tests is only one-dimensional information and it is difficult 
to apply the SWS tests to the site in which geological condition is complex.  
We have applied the surface-wave method to housing site investigations in 
order to estimate 2D or 3D structure of the ground even if complex geological condition. 
Data acquisition and analysis are based on the multi-channel analysis of surface-waves 
proposed by Park et al. (1999) and Xia et al. (1999) shown in previous Chapters. In 
order to increase lateral resolution, the CMP Cross-correlation analysis described in the 
Chapter three is also employed.   
The surface-wave method gives us only S-wave velocity model not the N-value 
or the allowable bearing capacity. The vertical resolution of the surface-method is 
limited compare with the SWS and the SPT. However, the S-wave velocity obtained 
through the surface-wave method well correlated to N-value (blow count) obtained from 
the SPT or the SWS. Analyzing the surface-wave data together with the N-value 
obtained through the SPT or the SWS, accurate structure of the under ground may be 
obtained. In this section, we will propose the joint analysis method in which the 
surface-wave data and N-value are analyzed together and show the application of the 
method to a housing site investigation. 
 
5.2.2 Data Acquisition 
 
Data acquisition is same as we have already showed in previous Chapters. A 
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sledgehammer is used as source and twenty-four vertical component of geophones that 
has the natural frequency of 4.5Hz are used as receivers. Receiver spacing is 0.5 to 2 
meters. Typical housing site is 20m square in Japan and receiver and shot spacing is 
usually about 1m in our survey. Receivers and shots are placed on a straight line. Figure 




A surface-wave data analysis presented in the Chapter 3 can be summarized as 
follows. At first, Common Mid Point Cross-correlation gathers are obtained from all 
shot gathers. A phase-velocity-frequency transformation Park et al.(1999) is applied to 
each CMPCC gather and dispersion curves are obtained for each CMPCC gather. Next, 
an S-wave velocity model is obtained using a non-linear least square method. The 
number of layers is fixed as 10 to 15, and only S-wave velocities are changed 
throughout inversion.  
In the design works for individual houses in Japan, the most important 
geo-technical information is blow counts (N-value) obtained through the SWS tests and 
S-wave velocity is not used. However, surface-wave method gives us only S-wave 
velocity. Although blow counts generally correlate S-wave velocity, the correlation 
between blow counts and S-wave velocity much depends on soil condition at each site. 
Therefore, it is difficult to estimate the blow counts from S-wave velocity. In typical 
housing site investigations, two to four SWS tests are performed and one-dimensional 
blow counts information (converted from WSW and NSW) is obtained. Therefore, we 
combine the SWS tests that provide one-dimensional blow counts, and the surface-wave 
method that provides two-dimensional S-wave velocity model, and estimate 
two-dimensional blow counts profile of ground. 
Unlike mountainous area, S-wave velocity does not always increase with depth 
in flat area. There are reversed layer, such as low velocity layer underneath high 
velocity layer, or thin embedded high velocity layer. In the surface-wave method, it is 
practically difficult to obtain velocity structures for reversed layer or embedded layers 
as unique solution, even if the model is one-dimensional. On the contrary, sounding 
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tests can delineate such complex geological structures. However, sounding tests cannot 
obtain 2D or 3D image of the ground. Considering such characteristics of surface-wave 
method and sounding tests, we will try to obtain geological model that satisfies both 
surface-wave method and sounding tests in the inversion of dispersion curves. 
Unknown information in proposed inversion is S-wave velocity model and relationship 
between S-wave velocity and the blow counts. We assume the blow counts and S-wave 
velocity have linear relationship in logarithm scale and the constants of the linear 
relationship can vary in each site. Analysis procedure is as follows.  
 
1) We assume S-wave velocity and the blow counts (N-value) have following 
relationship.  
 
mNcVs ⋅=            (5.2.1) 
 
N is the blow counts (N-value), Vs is S-wave velocity, m and c are constants (m=0.314 
and c=97m/s in Imai and Tonouchi (1982)). 
 
2) At the CMP position on which SWS test was carried out, the blow counts profile is 
converted into one-dimensional S-wave velocity model based on the linear relationship 
between the blow counts and S-wave velocity. Two constants, m and c, are assumed by 
Imai and Tonouchi (1982).  
 
3) A theoretical dispersion curve is calculated for 1D S-wave velocity model converted 
from the blow counts. The theoretical dispersion curve does not agree with an observed 
one. Therefore, two constants (m and c) in the equation (5.2.1) are modified by 
non-linear least square method so that residual between theoretical and observed 
dispersion curve decrease. If the number of layer is n, the objective function of 
inversion is;  
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  (5.2.2) 
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where, f obs is phase-velocities obtained from observed data, f cal is theoretical 
phase-velocities for estimated velocity model, Vs1 to Vsn are S-wave velocity calculated 
by the equation (5.2.1). Using this inversion, S-wave velocity models linearly related to 
the blow counts data with the equation (5.2.1) are obtained all CMP position that has the 
blow counts information.  
 
4) One-dimensional S-wave velocity model obtained through above procedures are 
linearly interpolated and two-dimensional S-wave velocity profile beneath a survey line 
is constructed. 
 
5) Using this 2D s-wave velocity model as initial model, a non-linear least square 
method is applied to all dispersion curves. In the inversion, horizontal regularization 
(Feng, 2001) is applied. Following equation is solved at each iteration step in the 
inversion;  
 
( ) YAXIRRRRAA ThThvTvT =Δ+++ εβα       (5.2.3) 
 
where, A is a Jacobian matrix that consists of partial derivatives of phase-velocities, ΔX 
is a correction vector for S-wave velocity model, Y is a residual vector, Rv and Rh are 
vertical and horizontal regularization matrix respectively (equation (2.8.9) and equation 
(2.8.16)), I is a unit matrix, α, β and  ε are constants. 
 
6) At the CMP position on which SWS test was carried out, the blow counts are 
compared with inverted S-wave velocity models. Final constants, m and c for a 
relationship between S-wave velocity and blow counts are determined through this 
comparison using linear-least square method. 
 
7) Two-dimensional S-wave velocity model is converted into blow counts profile using 
equation (5.2.1) and final constants, m and c. 
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5.2.4 Numerical Example 
 
In order to evaluate the efficiency of the method, I have carried out a numerical 
test. The purpose of this test is; 
 
1) Evaluating the applicability of a surface-wave method to delineate a two-dimensional 
model in small investigation site. 
2) Evaluating the efficiency of joint analysis with blow counts. 
 
Figure 5.2.2 shows the S-wave velocity model used in the test. The model is 
two layer model and S-wave velocity and the blow counts are summarized in table 
5.2.1. 
Table 5.2.1  
 S-wave velocity (m/s) Blow counts (N-value) 
1st layer 100 3 
2nd layer 300 15 
 
There is a step at the middle of the model (30m). The blow counts profiles are obtained 
at the distance of 25m and 35m. Twenty-four receivers are placed from the distance of 
18.4m to 41.4m with 1m spacing. The length of survey line is 24m. Twenty-five sources 
are placed from 18m to 42m with 1m spacing. Theoretical waveforms are calculated by 
2D finite-difference method. Figure 5.2.3 shows the example of theoretical shot gather 
(shot position = 18m). CMPCC gathers are calculated with 2m spacing. Figure 5.2.4 
shows the CMPCC gathers for the CMP distance of 25m and 35m and Figure 5.2.5 
shows phase-velocity frequency images of CMPCC gathers. In the time domain data, 
waveform difference between two CMPCC gathers is not clear. However, we can see 
that the phase-velocity frequency images have clear difference. The dispersion curve for 
the CMPCC gathers of 25m is much faster than one of 35m. It implies that the CMPCC 
gathers reflect the velocity model underneath a CMP position even if such small survey 
line. Figure 5.2.6 shows all dispersion curves for CMPCC gathers. Red to yellow 
dispersion curves indicates first half and green to blue curves indicates latter half. 
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Dispersion curves clearly show the latter half of survey line is slower than first half. 
Figure 5.2.7 shows the inverted S-wave velocity model without blow counts 
information. The result implies horizontal variation of velocity model. However, it is 
difficult to decide the depth and velocity of second layer in the latter half of survey line.  
Figure 5.2.8 shows the inverted S-wave velocity model with blow counts information. 
In the latter half of the survey line, S-wave velocity for the second layer is estimated 
slower than true velocity, the depth of the second layer agrees with the true model. 
Figure 5.2.9 shows the blow counts profile converted from S-wave velocity model with 
estimated m and c (m=0.43, c=62m/s). Even if the blow counts deeper than 8m are 
smaller than true value in the latter half of the survey line, we can say almost true 
N-value profile could be obtained. 
 
5.2.5 Application to Housing Site Investigations 
 
In order to evaluate the applicability of the method, we have carried out a 
surface-wave method and SWS tests at 33 sites, in Ibaraki and Chiba prefecture, Japan. 
Sites are individual housing sites and the size of investigation site is smaller than 20m 
square. Surface-wave data and N-value from SWS tests are analyzed together. Here is 
the example of tests. 
The investigation site is on diluvium terrace in south part of Ibaraki prefecture, 
Japan. There is filling area in the housing site. The purpose of the investigation is the 
delineation of the filling area and the evaluation of filling material as the foundation of a 
house. A survey line is 23 m length and 24 receivers were deployed with 1m intervals. A 
sledge hammer is used as a source and 25 shots were deployed with 1m intervals. 
Figure 5.2.10 shows the example of shot gathers and Figure 5.2.11 shows the example 
of CMPCC gathers. Ten CMPCC gathers were obtained with 2m intervals. Figure 
5.2.12 shows the example of phase-velocity images in frequency domain. The distance 
of CMP is 5m and 17m respectively. We can see that the phase-velocity of 17m CMPCC 
is much higher than that of 5m. Figure 5.2.13 shows the all dispersion curves calculated 
from CMPCC gathers. Difference of color indicates the difference of CMPCC location. 
Red to yellow curves are placed at the beginning of the survey line and green to blue 
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curves are placed at the ending of the survey line. It is clear that the phase-velocity of 
the dispersion curves increase with the distance of CMPCC location. It implies that the 
S-wave velocity structure of the site is laterally inhomogeneous and the S-wave velocity 
of the ground increases with distance from the survey origin. 
A non-linear least square method (Xia et al., 1999) was applied to each 
dispersion curves for reconstructing 2D S-wave velocity profile. Figure 5.2.14 shows 
the result of analysis and the N-value obtained from SWS tests. The S-wave velocity 
model indicates there is low velocity area shallower than depth of 4m at the left side of 
the survey line. The SWS test labeled as ‘C’ confirm that the low velocity area exists 
there. The SWS test labeled as ‘A’ and ‘B’ indicate that a stiff layer exists at the depth of 
2m. However, the S-wave velocity model obtained through the surface-wave method 
did not show the high velocity layer at there.   
Figure 5.2.15 shows the result of analysis with the SWS tests and the N-value 
obtained from SWS tests. Figure 5.2.16 shows the estimated N-value model converted 
from S-wave velocity model. The conversion from S-wave velocity to N-value used 
constants (c=74.9m/s、m=0.0489) optimized by the non-linear least square method 
described above.  In the Figure 5.2.15 and 5.2.16, we can clearly see the high-velocity 
thin layer at the depth of 2m. 
Figure 5.2.17 shows the estimated geological model obtained through the 
surface-wave method and the SWS tests. The result of investigation can be summarized 
as follows. The investigation results indicate that the filling area extends from 0m to 
10m. In the filling area, there is a layer that will be self-penetrated by load of 750 
Newton at the Swedish sounding test labeled as ‘C’. The S-wave velocity in the filling 
is less than 100m/s. The results imply that the filling area may cause deformation or 
settlement. This field survey example shows that the surface-wave method analyzing 
with SWS tests or SPT tests can image detailed velocity structure.  
We have carried out the surface-wave method and SWS tests at 33 sites, in 
Ibaraki and Chiba prefecture, Japan. The surface-wave data was analyzed with N-value 
as described above. The relationship between N-value and S-wave velocity for 33 sites 
is shown in Figure 5.2.18. It is clear that the S-wave velocity increases with the N-value 
increases. Constants calculated from Figure 5.2.18 with a regression analysis are 
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c=76.7m/s and m=0.332. These constants are close to the constants (c=97m/s and 




The numerical and field examples presented in this Chapter shows that the 
surface-wave method can be applied housing site investigations in order to evaluate the 
allowable bearing capacity of the ground. The resolution of S-wave velocity model 
obtained through the surface-wave method is limited. Analyzing surface-wave data 
together with N-value can increase the resolution of the estimated S-wave velocity 
model. This approach also enables us to estimate engineering parameters, such as the 
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Figure 5.2.2 S-wave velocity model and N-value used in the numerical test. 
Figure 5.2.3. Example of theoretical waveform s calculated by 
finite-difference method. Vertical component of particle velocity is shown. 
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CMP=35m CMP=25m 
Figure 5.2.4. CMPCC gathers for the CMP distance of 25m(left) and 35m(right). 
CMP=25 CMP=35m 
Figure 5.2.5. Phase-velocity frequency images of CMPCC gathers for the 
CMP distance of 25m(left) and 35m(right). 
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Figure 5.2.6. All dispersion curves for CMPCC gathers. Red to yellow dispersion 
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Figure 5.2.7. Inverted S-wave velocity model without the blow counts 
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Figure 5.2.9. Converted N-value profile using estimated m and c (m=0.43, 
c=62m/s)..  
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Figure 5.2.10. Example of shot gathers. 
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Figure 5.2.11. Example of CMPCC gathers.  




Figure 5.2.12 Example of phase-velocity images in frequency domain. 
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Figure 5.2.13. All dispersion curves calculated from CMPCC gathers. Difference of 
color indicates the difference of CMPCC location. Red to yellow curves are placed at 
the beginning of the survey line and green to blue curves are placed at the ending of 
the survey line. 
Figure 5.2.14. Result of surface-wave method and the N-value (blow counts) 
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Figure 5.2.16. Estimated N-value model converted from S-wave velocity model 
Figure 5.2.15. Result of analysis with the SWS tests and the N-value obtained from 
SWS tests. 
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Figure 5.2.17. Estimated geological model obtained through the 














Figure 5.2.18. Relationship between N-value and S-wave velocity for 33 sites. 
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5.3 Joint Analysis of a Surface-wave Method and Micro-gravity 
Survey 
 
 This section presents a joint analysis of a surface-wave method and a 
micro-gravity survey for estimating both S-wave velocity and density model of the 
ground. The surface-wave and the micro-gravity surveies have been performed for 
delineating a buried channel filled with soft alluvium sediments (Hayashi et al., 2005a). 
A CMP cross-correlation analysis of surface-waves was applied to multi-shot and 
multi-channel surface-wave data and an S-wave velocity model was obtained. The 
micro-gravity survey has been performed on the same survey line and a clear low 
Bouguer anomaly area was detected. The gravity data was analyzed based on the 
S-wave velocity model obtained through the surface-wave analysis. The S-wave 
velocity model was converted into a density model by the information of laboratory soil 
tests. Gravity anomaly was calculated and compared with the observed data. The 
density model was modified for reducing residual with a least square method. A clear 
low-density area was obtained and it agrees with a low S-wave velocity area obtained 




 In the most of engineering and environmental investigations, several 
geophysical methods, drilling, logging and laboratory tests are used together. It is rare 
that only one geophysical exploration method is used in the investigation. Even if a 
lot of methods are applied to one site, individual exploration methods are analyzed 
separately. Only in the last stage of the exploration work, joint or integrated 
interpretation, such as interpretation of a seismic refraction method and a PS-logging, 
is usually carried out. However, the joint interpretation is usually performed just by 
empirically or visually and not performed mathematically and physically. 
 The most of geophysical exploration methods carried out on the surface and 
cross-hole tomography are essentially non-unique problem and it is difficult to obtain 
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a unique solution. Analyzed results usually depend on initial models and constraining 
conditions based on empirical and subjective knowledge. This situation reduces the 
quality and objectivity of the investigation. If we are able to analyze several 
geophysical exploration data together, subjectivity and non-uniqueness in each 
method can be reduced. Hence the quality of whole investigation will increase. This 
kind of approach is called joint analysis or joint inversion, and it has been applied to 
many problems recently. In this dissertation, we presents a micro-gravity analysis 
based on an S-wave velocity model obtained through a two-dimensional surface-wave 
method as an example of joint analysis.  
 
5.3.2 Site Description 
 
 The purpose of investigation is delineating the extension of buried channels, 
down to a depth of 10 m. Existed drilling results indicated that the channels have 
been filled with soft sediments, such as alluvium clay and peat. Construction of 
banking and building is planned in this site. Ground subsidence associated with the 
construction was predicted and the detailed information of underground structure was 
required. A surface-wave method and a micro-gravity survey have been carried out 
for delineating a buried channel filled with soft alluvium sediments in the site.   
There are many physical properties of material that can be obtained from 
surface geophysical exploration methods, such as resistivity, chargeability and 
P-wave velocity. It is well known that S-wave velocity and density well reflects 
material stiffness. The density is especially important for estimating subsidence 
associated with soft sediments layers. Gravity value measured on the surface directly 
reflects the underground density information. Recently, a gravity survey has been 
applied to engineering and environmental problems in a relatively very restricted 
survey area. The resolution of gravity survey for engineering and environmental 
problems is about 10 micro-gals. Such a small-scale gravity survey is called a 
micro-gravity survey. In the gravity survey, it is usually impossible to obtain a unique 
underground density model from gravity measurements on the surface. Horizontal 
heterogeneity of a density model can be detected in gravity survey. However, it is 
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difficult to obtain the vertical heterogeneity.   
 S-wave velocity (Vs) obtained through surface-wave methods, is calculated 
from rigidity or shear modulus (μ) and density (d) as the following equation: 
 
d
Vs μ= .          (5.3.1) 
 
It seems reasonable to suppose that a surface-wave method is more sensitive about 
vertical heterogeneity of the density than the micro-gravity survey. We have tried to 
combine the micro-gravity survey with the surface-wave survey and delineate a 
buried channel filled with soft alluvium sediments with high resolution and high 
accuracy. 
The survey line length is 205m. In the micro-gravity survey, measurements 
were carried out by a Scintrex CG-3M with 2m intervals. In the surface-wave method, 
a 10kg sledgehammer was used as a source. Sources were moved with 1m intervals. 
Twenty-four geo-phones (4.5Hz) were deployed with 1m intervals. The nearest 
source-to-receiver offset was 0.5m. Two-hundreds and six shot gathers were recorded 
by an OYO-McSEIS-SXW seismograph with a roll-along switch. 
 
5.3.3 Density Model Estimation from Gravity Data Using a Least Square 
Method 
 
 In the analysis of micro-gravity survey, we need the several basic corrections, 
such as a tide correction, an instrumental height correction, and a Bouguer correction, 
applying to observed gravity data at first. The reduced gravity data is called Bouguer 
anomaly. It is difficult to estimate a near-surface density model directly from gravity 
data because the Bouguer anomaly reflects deeper horizontal density heterogeneity 
too. Then, we applied wave length filter that removes short and long wave length 
anomaly from the Bouguer anomaly. The short wave length anomaly is noise, and the 
longer wave length anomaly reflects deeper horizontal density variation trend. The 
resultant filtered gravity anomaly distribution reflects density heterogeneity 
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associated with only near-surface region. In the following sections, we shall use the 
term “gravity anomaly” to refer to relative gravity values that is the filtered Bouguer 
anomaly. Applying this wave length filter, we can quantitatively connect gravity 
anomaly observed on the surface with near-surface density heterogeneity as shown in 
the Figure 5.3.1. 
 A near-surface density model is defined as two-dimensional model expressed 
by rectangle cells (Figure 5.3.2). Gravity anomaly (g(xi)) on the surface can be 









,         (5.3.2) 
where m is the number of cells, dj is the density at the jth cell, xi is position of the ith 
observation point. fij are constants that can be defined by relative position of cells and 
observation points (Banerjee and Gupta, 1977). In the case of n observation points, 




















































.      (5.3.3) 
 
In the following sections, we will express equation (5.3.3) as  
 
GFD = .          (5.3.4) 
 
F, D and G are matrix notation of fij , dj and g(xi) respectively. Because fij are 
constants with no relation to density dj, an underground density model (D) can be 
simply estimated from observed gravity anomaly (Gobs) by a linear least square 
method as follows:  
 
( ) obsT1T GFεIFFD −+= ,        (5.3.5) 
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where I is a unit matrix and ε is a damping parameter. Generally, the equation (5.3.5) 
is not stable and the damping parameter must be large. Larger damping parameter 
results in stable solution but larger residual. Then we apply an iterative method. At 
first, we calculate a stable solution with a large damping parameter. Next, we reduce 
residual between observed and theoretical gravity anomaly iteratively as follows. 
Residual between observed and theoretical data is   
 
FDGR obs −= ,         (5.3.6) 
 
where R is a residual vector that relates to a density model correction vector ΔD by, 
 
FΔD=R.          (5.3.7) 
 
Therefore, model correction vector ΔD can be calculated by the following equation:  
 
( ) RFεIFFΔD T1T −+= .        (5.3.8) 
 
An iterative correction is repeated till residual become enough small. In this 
investigation, we expressed the density model as horizontal direction 100 cells by 
vertical direction 15 cells. The number of cells or unknown (m) is 1,500. The number 
of observed gravity data (n) is 200. About the boundary conditions, density beneath 
the model is assumed to be zero and the density left and right side of the model is 
assumed to be the density of left and right end of the model, respectively.  
 Figure 5.3.3 shows a distribution of gravity anomaly at the site and an 
analysis result (density model). The density model obtained through the method is 
just relative density. Therefore we assume maximum density is to be 2.0g/cc in the 
Figure 5.3.3. Multi-channel and multi-shot surface-wave data were acquired on the 
same survey line. We applied a CMP cross-correlation analysis (CMPCC) of 
surface-waves (Hayashi and Suzuki, 2003) to the surface wave data. Figure 5.3.4 
shows the S-wave velocity model obtained through the CMPCC analysis. As 
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mentioned above, the analysis of gravity data does not have a unique solution, the 
density model (D) that satisfies gravity anomaly (G) may not be true and it may be 
meaningless in an investigation. In the Figure 5.3.3, low-density area in the density 
model agrees with low gravity area. However, vertical resolution is poor and the 
density model does not agree with the S-wave velocity model. Therefore, we have 
tried to obtain the density model that consits with S-wave velocity model better than 
the Figure 5.3.3. 
 
5.3.4 Analysis with an Initial Model Based on a S-wave Velocity Model 
 
 Generally, S-wave velocity and density are well correlated (Ludwig et 
al.,1970). Then, we have tried to obtain a density model using the S-wave velocity 
model obtained from surface-wave data. Laboratory tests had been carried out for soil 
samples obtained from existed drillings in the site. The results reported that the 
density of peat was 1.25 g/cc and the density of alluvium clay is 2.0g/cc.   
 At first, we assumed the correlation between S-wave velocity and density 
from the laboratory tests and the surface-wave method. The minimum and maximum 
S-wave velocity obtained through the surface-wave data analysis are 0.06 km/sec and 
0.26 km/sec respectively. We assume these minimum and maximum S-wave 
velocities correspond to the density of peat 1.25g/cc and the density of clay 2.0g/cc 
obtained through laboratory tests. Using this minimum and maximum S-wave 
velocity and density, we assumed density of the site (d (g/cc)) linearly correlates to 
S-wave velocity (Vs (km/s)) as the following equation:  
  
( ) ( ) 025.1sec75.3 += kmVsccgd .      (5.3.9) 
 
Figure 5.3.5 shows a density model converted from the S-wave velocity model using 
the equation (5.3.9) and the theoretical gravity anomaly calculated from this density 
model and it is compared with observed data. We can see that the residual is small 
and the density model converted from the S-wave velocity model almost satisfies the 
observed gravity anomaly.  
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 Next, we modified the density model iteratively by the equation (5.3.8) using 
the residual vector R calculated by the equation (5.3.6). Figure 5.3.6 shows the final 
density model obtained through the iterative correction and the comparison between 
the observed and theoretical data. We can see that the residual is enough small and the 
density model satisfies the observed gravity anomaly distribution. In addition to that, 
it should be noted that the density model is consistent with the S-wave velocity model 




 We have estimated the near-surface density model that satisfies observed 
gravity anomaly based on the S-wave velocity model obtained from the surface-wave 
data. The density model satisfies the observed gravity anomaly, and consists with 
S-wave velocity model and the result of laboratory tests as well. The purpose of the 
investigation is delineating a buried channel placed at the distance from 130m to 
180m. The channel filled with low S-wave velocity and low density soft sediments 
was found by drilling at the distance of 150m. The main interest in the survey was 
where the left end of the channel was placed. The result of surface-wave method 
indicates that the buried channel is placed in the internal from 130m to 180m and it 
does not extend before 130m. The density model obtained from micro-gravity data 
confirms the S-wave velocity model, and it also indicates the channel was filled very 
low density sediments that might cause serious ground subsidence associated with the 
future construction.  
We inverted the surface-wave data and micro-gravity data separately in this 
study. However, it is possible to invert surface-wave and gravity data simultaneously 
using two unknown parameters, density and rigidity. S-wave velocity can be 
calculated from density and rigidity from the equation (5.3.1). We would like to 
develop a simultaneous inversion, so called joint inversion, not joint analysis 
presented here.  
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Relative gravity values (g) 






Figure 5.3.1. Gravity observed on the surface and a near-surface density model. 
Figure 5.3.2. Two-dimensional density model used in an analysis. 
































Figure 5.3.4. S-wave velocity model obtained by a surface-wave method.   
Figure 5.3.3. Observed gravity anomaly distribution compared with calculated one (top) and 





























































Figure 5.3.5. Observed gravity anomaly distribution compared with calculated one (top) 
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Figure 5.3.6. Observed gravity anomaly distribution compared with calculated one (top) 
and a final density model obtained through the iterative analysis based on the initial 


























In recent years, conservation of antiquities attracts much interest. Over the past 
few years, a considerable number of geophysical studies have been made for the 
conservation of antiquities. The advantage of geophysical methods for antiquities is the 
methods are non-destructive and there is a little fear to hurt precious historic 
environment. In this Chapter, the example of application of the geophysical method to 
historical site will be presented. 
The investigation site is Pisa, Italy. Active and passive surface-wave methods 
were applied to the geotechnical investigation around The Leaning Tower of Pisa 
(Figure 5.4.1). The purpose of the investigation is delineating two and three dimensional 
heterogeneity around the Tower. In order to evaluate the stability of the Tower, detailed 
geological structure around the foundation of the Tower becomes very important. 
Therefore, many geo-technical and geophysical investigations have been conducted for 
many years. However, three-dimensional geological model around the Tower seems to 
be not clear in spite of many investigations. The efficiency of the surface-wave method 
is that the method can delineate 2D or 3D information of the site quickly from the 
ground surface. In-situ measurements, such as sampling, sounding and logging, are 
accurate but only provide one-dimensional information of the ground. The surface wave 
methods can interpolate existing 1D in-situ information and delineate detailed 2D and 
3D geological model around the Tower. 
 
5.4.2 One-dimensional S-wave Velocity Models Using Passive and Active 
Data 
 
Figure 5.4.2 shows the investigation site. For the sake of simplicity, the 
investigation site will be divided into three portions, such as north, east and south as 
shown in the figure. In the north side of the Tower, a spectral analysis of surface-waves 
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(SASW) has been carried out (Foti, 2003). In the east side of the Tower, cross-hole 
measurements have been carried out. In the south side and around the Tower, seismic 
corn penetrating tests (SCPT) have been carried out. In the investigation, the sampling 
and sounding were also carried out at the south side of the Tower.  
Figure 5.4.3 shows the location and shape of passive arrays. We have carried 
out 7 passive arrays at different site using different shapes. At the north and east site, 
three different shape arrays were used. At the south site, one array was carried out. 
Figure 5.4.4 shows the survey lines active method. We have carried out the active 
method on 9 survey lines. Dispersion curves were not clear at the ‘E-2’ and ‘S-2’ lines. 
These two lines placed just beside the Tower. S-wave velocity model around the Tower 
may not be a simple horizontal layered model. This complicated S-wave velocity model 
may cause the un-clear dispersion curves. Therefore, surface-wave data obtained from 
other 7 survey lines will be discussed in this Chapter. 
In the passive method, geophones that have the natural frequency of 2Hz were 
used as receivers. Sampling time was 2msec and data length was about 10 minutes. In 
the active method, geophones that have the natural frequency of 4.5Hz were used as 
receivers. Sampling time was 1 msec and data length was about 1 second. A 10 kg 
sledge hammer was used as a source. Receiver and source intervals were 1m or 2m. An 
OYO McSEIS-SXW was used for the passive and active data acquisition.  
Figure 5.4.5 shows all dispersion curves obtained through passive methods. 
Clearly, south site and ‘East 1’ array has different dispersion curves compared with 
other arrays. ‘East-1’ array is on the boundary of east and south site. Therefore, we will 
group ‘South’ array and ‘EAST 1’ array as ‘South site’ in following discussions. In each 
sites, we averaged all dispersion curves. Figure 5.4.6 shows averaged dispersion curves 
for there sites, such as north, east and south, dispersion curves obtained through active 
method performed at each area were also shown. We can see that the passive and active 
dispersion curves agree with very well around 10Hz. Therefore, we combined active 
and passive dispersion curves together.  
For the moment, we shall focus on the comparison of our surface-wave data 
with the result of other geophysical experiments. At first, we will compare our 
dispersion curves with the surface-wave data presented by Foti (2003). Figure 5.4.7 
shows the comparison of dispersion curves with Foti (2003). The surface wave-data 
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presented by Foti (2003) was acquired in the north-site. We can see that our north site 
dispersion curves almost agree with the results by Foti (2003). In our dispersion curves, 
highest phase velocity obtained through a passive method is 240m/s at the frequency of 
2Hz. The highest velocity is much higher than that of Foti (2003) obtained through an 
active method. It implies that the penetration depth of our surface-wave method is 
deeper than that of Foti (2003). 
 
A non-linear least square inversion (Xia et al., 1999) was applied to combined 
dispersion curves in order to obtain S-wave velocity model. In the inversion, unknown 
parameters were only S-wave velocity of each layer and thickness of layer was fixed 
through iterations. An initial S-velocity model is generated by a wavelength-depth 
conversion in which 1/3 of wavelength is considers as depth. Figure 5.4.8 shows the 
resultant S-wave velocity model for the north site. In this figure, green circles indicate 
apparent depth calculated from the dispersion curve using the wavelength-depth 
conversion. In the north site, the S-wave velocity from surface to the depth of 20m is 
about 150m/s. The S-wave velocity bellower than the depth of 20m is increasing with 
depth gradually. Figure 5.4.9 shows the comparison of observed dispersion curve with 
theoretical data. The theoretical dispersion curve is phase-velocity for the fundamental 
mode of Rayleigh waves. It is clear that the theoretical data agrees with observed data 
very well. Figure5.4.10 shows the phase-velocity and relative amplitude for the 
fundamental and higher modes of Rayleigh waves. Solid lines indicate phase-velocity 
and dashed lines indicate relative amplitude. Blue circles indicate the phase-velocity 
which gives maximum amplitude in each frequency. We can confirm that the observed 
dispersion curve mainly consists of the fundamental mode of dispersion curve. It 
indicates our inversion, in which only fundamental mode of Rayleigh waves was 
considered, was appropriate in this site. 
Next, we will focus on the east and south site data. Similar to the north site, the 
least square inversion was applied to the east and south site dispersion curves. Figure 
5.4.11 shows resultant S-wave velocity models for the east site. Figure 5.4.12 and 5.4.13 
shows the comparison of observed dispersion curve to fundamental and higher modes 
dispersion curves respectively. Figure 5.4.14 shows resultant S-wave velocity models 
for the south site. Figure 5.4.15 and 5.4.16 shows the comparison of observed 
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dispersion curve to fundamental and higher modes dispersion curves respectively. The 
result of surface-wave method for the east and south site can be summarized as follows. 
 At the east site, S-wave velocity from the depth of 3 to 7m is relatively high 
compare with other sites. At the south site, S-wave velocity from the depth of 7 to 15m 
is relatively high, compare with other sites. Three S-wave velocity models for three sites, 
such as north, east and south sites, imply that the S-wave velocity of the site varies not 
only vertical direction but also horizontal direction. 
Figure 5.4.17 shows the S-wave velocity models for three sites together with 
the S-wave velocity model obtained through a cross-hole measurement. The cross-hole 
measurement was performed at the east site. In the velocity model from cross-hole 
measurement, S-wave velocity from the depth of 5 to 8m is relatively high. This 
character, high velocity layer is embedded in shallower than 10m, is similar to our 
S-wave velocity model for the east site. Figure 5.4.18 shows the S-wave velocity 
models for three sites together with the S-wave velocity models obtained through 
Seismic Corn Penetrating Tests (SCPTs). The SCPTs were performed around the Tower. 
In the velocity models from SCPTs, S-velocity from the depth of 7 to 13m is relatively 
high. This character, high velocity layer is embedded around the depth of 10m, is 
similar to our S-wave velocity model for the south site. In conclusion, our S-wave 
velocity models obtained through the passive and active surface-wave method agree 
with existed data very well. 
 
5.4.3 Two-dimensional S-wave velocity Models Using Active Data 
 
Figure 5.4.19 shows the example of waveform data for the active surface-wave 
method. We can see that the waveform were different by sites. North and east site’s 
wave forms are more complicated than south rite’s waveform data. It implies that a 
velocity model at the south site is relatively simple compare with the north and east sites. 
The CMPCC analysis was applied to the waveform data and dispersion curves were 
calculated with 2m or 4m spacing along the survey lines, in order to delineate horizontal 
heterogeneity of the site. Figure 5.4.20 shows the example of dispersion curves for the 
east and south sites. It seems that the south site dispersion curves are simpler than that 
of the east sites. We have applied one-dimensional non-linear least square method to 
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each dispersion curve. Resultant one-dimensional velocity models are shown as 
two-dimensional models. Figure 5.4.21 shows the two-dimensional S-wave velocity 
models in the north site. In the north site, S-wave velocity from surface to the depth of 
2m is relatively high. All four S-wave velocity models are almost identical in the north 
site. Figure 5.4.22 shows the S-wave velocity models for the east and south sites. In the 
east site, S-wave velocity from the depth of 2m to 6m is relatively high in E-1 line. In 
the E-3 line that places south-north direction, S-wave velocity changes horizontal 
direction. In the south site, S-wave velocity from surface to the depth of 8m is relatively 
low compare with the north and east sites. 
 
5.4.3 Interpolated Three-dimensional Velocity Model Image around the 
Tower 
 
Resultant one and two dimensional S-wave velocity models are interpolated and a three 
dimensional S-wave velocity model was constructed. Figure 5.4.23 shows the plan 
views of interpolated S-wave velocity model with 2 or 5m depth spacing. In the shallow 
region, from the surface to the depth of 3m, S-wave velocity is higher at north side and 
lower at south side of the Tower. In the depth of 3 to 7m, S-wave velocity is higher at 
east side of the Tower. In the depth of 7 to 20m, S-wave velocity is higher at south side 
and lower at north side of the Tower. The plan views clearly show that S-wave velocity 
around the Tower changes not only vertically but also horizontally.  
 
The result of the surface-wave investigation around The Leaning Tower of Pisa can be 
summarized as follows: 
1) The highest phase velocity obtained through a passive method is 240m/s at the 
frequency of 2Hz.  
2) Dispersion curves at the north side of the Tower agree with the dispersion curves 
obtained by Foti (2003). 
3) Dispersion curves at the east side of the Tower agree with the S-wave velocity model 
obtained through the cross-hole measurements. 
4) Dispersion curves at the south side of the Tower agree with the S-velocity models 
obtained through the Seismic Corn Penetrating Tests. 
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5) S-wave velocity down to the depth of 20m varies between 130 to 200m/s not only 
vertically but also horizontally.  
6) In the shallow region, down to 3m, S-wave velocity is higher at north side and lower 
at south side of the Tower.  
7) In the depth of 3 to 7m, S-wave velocity is higher at east side of the Tower. 
8) In the depth of 7 to 20m, S-wave velocity is higher at south side and lower at north 
side of the Tower. 
 
The surface-wave methods could delineate detailed S-wave velocity model around The 
Leaning Tower of Pisa. The geological condition of the Tower foundation is very 
important for the stability of the tower. The S-wave velocity model obtained through the 
surface-wave method can contribute important information toward the understanding of 
the Tower foundation. 
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Figure 5.4.2 Description of the site and S-wave velocity measurements 





































































































Figure 5.4.5 All dispersion curves obtained through passive method. 
































Figure 5.4.7 Comparison of dispersion curves with Foti (2003). 
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Figure 5.4.7 Resultant S-wave velocity model for the north site. 





Figure 5.4.10 Phase-velocity and relative amplitude for fundamental and 
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Figure 5.4.11 Resultant S-wave velocity model for the east site. 
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Figure 5.4.13 Phase-velocity and relative amplitude for fundamental and 
higher mode of Rayleigh waves (east site). 
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Relatively high velocity 
Figure 5.4.14 Resultant S-wave velocity model for the south site. 





Figure 5.4.16 Phase-velocity and relative amplitude for fundamental and 
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Figure 5.4.17 S-wave velocity models obtained through the surface-wave 
method compared with that of cross-hole measurements.  
Figure 5.4.18 S-wave velocity models obtained through the surface-wave 
method compared with that of CPT tests.  
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Figure 5.4.19 Example of waveform data for active surface-wave method.  
1) North site.  
2) East site.  
3) South site.  
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Figure 5.4.20 Example of active method dispersion curves for east and south sites. 
Red to yellow curves indicate the beginning of the survey line and green to blue 
curves indicate the ending of the survey line. 
1) East site 

















































































































 Scale = 1 / 270 
Figure 5.4.21. Resultant S-wave velocity models for north site. 
1) N-1 line. 
2) N-2 line. 
3) N-3 line. 

























































































 Scale = 1 / 270 
Figure 5.4.22. Resultant S-wave velocity models for east (top and middle) and 
south site (bottom). 
1) E-1 line. 
2) E-2 line. 
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Figure 5.4.23. Plan views of interpolated S-wave velocity model around the Tower. 
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The Tower 
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Figure 5.4.23 (continue)  
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The Tower 
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Figure 5.4.23 (continue)  
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Many geo-technical investigations, such as a standard penetrating test (SPT) 
and a corn penetrating test (CPT), have been used for evaluating liquefaction potential. 
Such methods, however, have to drill ground and it makes the investigations to be 
expensive and time consuming. A liquefaction potential analysis using share-wave 
velocity has been also proposed as a nondestructive method that can be performed form 
surface. The method, however, is not commonly used because of difficulty in 
shear-wave velocity measurement from the surface. Recently, surface-wave methods 
enable us to obtain shear-wave velocity structure of ground from the surface 
inexpensively. The liquefaction potential analysis using shear-wave velocity obtained 
from the surface-wave methods can be effective tools for evaluating earthquake risk in 
wide area without drilling. In order to evaluate the applicability for the liquefaction 
potential analysis using shear-wave velocity, we have applied the methods to residential 
area in Niigata, Japan, where liquefied by The Mid Niigata Prefecture Earthquake in 
2004. 
 
5.5.2 Liquefaction Potential Analysis in Terms of Shear-wave Velocity  
 
 Using shear-wave velocity and groundwater level, a liquefaction potential 
analysis in terms of overburden stress-corrected shear wave velocity (e.g. Juang et al., 
2001) has been used in recent years. Outline of the analysis is summarized as follows.  
 Generally, liquefaction potential is evaluated as a factor of safety (Fs) in which 
the “resistance of soil” expressed as the cyclic resistance ratio (CRR) is divided by the 
“loading induced by a earthquake” expressed as cyclic stress ratio (CSR) as follows;  
 
CSR
CRRFs = .        (5.5.1) 
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σ        (5.5.2) 
 
where σv is total overburden stress at the depth in question; σ'v is initial effective 
overburden stress at the same depth; amax is peak horizontal ground surface acceleration; 
g is acceleration of gravity; rd is shear stress reduction factor to adjust for flexibility of 
the soil profile. The value of rd at the depth of z can be calculated using the following 
equation (Liao et al., 1988; Robertson and Wride, 1998);  
 
zrd 00765.00.1 −= , for mz 15.9≤ . 
zrd 0267.0174.1 −= , for mzm 2315.9 ≤<  
zrd 008.0744.0 −= , for mzm 3023 ≤<      (5.5.3) 
 








         (5.5.4) 
 
where Mw is moment magnitude of a earthquake. The value of n is defined as -2.56 etc.. 
 The resistance of the soil, expressed as the cyclic resistance ratio is generally 
established by separating liquefied cases from non-liquefied cases in actual earthquakes. 















1        (5.5.5) 
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where, a, b, c are curve fitting parameters (a=0.022、b=2.8、c= 200～215m/s). Vs1 is 
overburden stress-corrected shear wave velocity and defined as; 
 
( ) 25.01 υσ ′= PaVsVs          (5.5.6) 
 
where, Vs is measured shear-wave velocity (m/s), Pa=reference stress (100kPa), σ'v= 
initial effective overburden stress (kPa). The parameter c in the equation (6) represents 
the limiting upper value of Vs1 for liquefaction occurrence. Generally, in the SPT based 
simplified method, a corrected blow count (N) of 30 is assumed as the limiting upper 
value for liquefaction occurrence. 
  
5.5.3 Investigation in Kariwa Village 
 
1) Outline of the Investigation 
 
 Figure 5.5.1 shows investigation site and the epicenter of the Mid Niigata 
Prefecture Earthquake. The investigation site is placed in Kariwa village, Niigata 
Prefecture, Japan and the distance from the epicenter is about 20km. Even if the 
structural damage of buildings was not significant in the village, ground disaster, such 
as landslide and liquefaction, occurred frequently around the investigation site. The site 
placed on the foot of gentle slope on sandy dune. The foundation damage of houses by 
the liquefaction was concentrated in small area. Figure 5.5.2 shows the summary of 
damage and the site of investigations. Even if the geological condition of the site from A 
to K seems to be almost identical, foundation damage by liquefaction at the site from E 
to J was significant whereas site A and B had no damage. Elevation is highest at the site 
A and B and lowest at the site from I to K. Elevation difference between the site B and J 
is about 4m and it implies that the groundwater level is not constant through the site. It 
seems that the difference of groundwater level caused the difference of damage 
associated with liquefaction. Therefore, we have carried out a surface-wave method and 
a refraction method in order to compare the subsurface condition. A standard 
penetrating test (SPT), a Swedish weighted sounding test (SWS), a Swedish ram 
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sounding test (SRS) and a three components corn penetrating test (CPT) were also 
carried out in order to obtain detailed geo-technical parameters. 
 
2) Result of Seismic Methods 
 
  Figure 5.5.3 shows waveform data (vertical velocity) obtained through 
seismic investigations performed at the site B and J. A 10kg sledge hammer was used as 
source and 4.5Hz geophones (vertical component) were used as receivers. Twenty-four 
geophones were deployed with 1m intervals. Whole waveforms are shown on top and 
first arrivals are enlarged on bottom. Large amplitude after waves in whole waveforms 
correspond to surface-waves. Shear-wave velocity models were obtained by a 
phase-velocity analysis of the surface-waves. P-wave velocity models were obtained by 
a traveltime analysis using first arrivals picked from same waveform data. 
As shown in the Figure 5.5.3 (bottom), the apparent velocity of refracted 
arrivals are approximately 1500m/s and it seems to be refraction from a groundwater 
table. Figure 5.5.4 shows the traveltime curves for the site B and J. We can see that the 
traveltime curves have clear difference between two sites. A time-term linear inversion 
was applied to the traveltime data with the assumption of a two-layer model. Table 1 
shows the average thickness of the first layer and the P-wave velocity of the second 
layer obtained through the refraction method. The P-wave velocity of the second layer is 
about 1300m/s at the site B and 1600m/s at the site J. Therefore, the second layer can be 
considered as a groundwater table. Groundwater levels are monitored by wells at the 
investigation site. Table 5.5.1 also shows groundwater level obtained through the 
monitoring wells. 
 
Table 5.5.1. Result of the seismic refraction method 
 Average 1st layer 
thickness (m) 
2nd layer P-wave 
velocity (m/s) 
Groundwater level 
of monitoring well 
(m) 
Site B 2.2 1263 1.7 
Site J 1.2 1578 0.4 
 
 Even if groundwater level obtained through the refraction analysis is slightly 
deeper compared with one obtained by monitoring wells, it can be reasonably concluded 
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that groundwater level obtained by the refraction method almost agrees with one of the 
monitoring wells. Therefore, we can say that the groundwater level that is important in 
the liquefaction potential analysis can be obtained by the refraction method. 
 A CMP cross-correlation analysis (Hayashi and Suzuki, 2004) and the 
multi-channel analysis of surface-waves (Park et al., 1999) were employed for the 
surface-wave analysis. The CMP cross-correlation analysis was employed so that 
horizontal heterogeneity can be obtained even if a survey line is short. Figure 5 shows 
the P-wave velocity and S-wave (shear wave) velocity models for the site B and J 
obtained through the seismic refraction analysis and the surface-wave method 
respectively. N-value (blow counts) obtained through the standard penetrating test 
(SPT) at the site J is also shown in Figure 5.5.5. Soil type of the site is fine sand down 
to the depth of 10m. Both the site B and J, underground structure is almost flat and 
result of the analysis can be summarized as follows. From the surface to the depth of 4m, 
N-value is 10 to 15 and shear-wave velocity is 100 to 150m/s and soil condition seems 
to be loose with small N-value and slow shear-wave velocity. Deeper than the depth of 
4m, N-value is 18 to 36 and shear-wave velocity is 150 to 220m/s and soil condition 
seems to be relatively stiff. Figure 6 shows shear-wave velocity models (middle of 
survey line) obtained through the surface-wave method and groundwater level obtained 
through monitoring wells. Groundwater level is extremely shallow with 0.4m at the site 
J whereas it is relatively deep with 1.7m at the site B. Shear-wave velocity of the site B 
is relatively higher than that of the site J in the depth region shallower than 3m. 
 
3) Liquefaction potential analysis in Kariwa Village 
 
In the analysis, the cyclic resistance ratio (CRR) and the cyclic stress ratio 
(CSR) are calculated as mentioned above. It is considered that liquefaction will be 
occurred if the ratio of CRR and CSR (Fs) is smaller than 1. In this study, the moment 
magnitude (Mw) of 6.8 and the peak horizontal ground surface acceleration (amax) of 
150gal are used in calculation. The amax is assumed by actual ground motion recorded at 
a strong ground motion observation station around the investigation site. As the limiting 
upper shear-wave velocity c, 215m/s suggested by Andrus et al., (1999) is used. 
Figure 5.5.7 shows the cyclic resistance ratio (CRR) and the cyclic stress ratio 
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(CSR) obtained through the liquefaction potential analysis (middle of survey line) for 
the site B and J. Figure 5.5.8 shows the factor of safety (Fs) models calculated from the 
CRR and the CSR for the site B and J. At the site B, the thickness of a layer in which Fs 
is lower than 1 is about 2m, with the depth from 2.5m to 4.5m. At the site J, however, 
thickness of a layer in which Fs is lower than 1 is about 3.5m, with the depth from 1.0 
m to 4.5m. The result agrees with actual damage that the site J has significant damage 
whereas the site B has no damage. At the site B, shear-wave velocity in the shallow 
depth is higher than the site-J. It seems that the shear-wave velocity becomes slow by 
decrease of effective stress below the water table at the site J. Therefore, we can 
conclude that the difference of the groundwater level mainly caused the difference of 
damage. 
 
5.5.4 Investigation in Mitsuke City 
 
In order to investigate the relationship between S-wave velocity and land 
condition, a surface-wave method was performed in old river channel and on old river 
bank. Figure 5.5.9 shows the location of investigations. Site-A is placed in the old river 
channel and liquefaction occurred around the site. Site-B is placed on the old river bank 
and liquefaction did not occurred. Figure5.5.10 shows the result of a surface-wave 
method at the site-A and -B. S-wave velocity at the site-B is much higher than that of 
site-A. Figure 5.5.11 shows the result of a liquefaction potential analysis at the site-A. 
Ground water level was estimated by a seismic refraction analysis applied to waveform 
data obtained through the surface-wave method. Liquefaction potential at the site-A is 
high below ground water level and it agrees with that liquefaction occurred at the site. 
S-wave velocity at the site-B is too high to apply the liquefaction potential analysis. 
Generally speaking, liquefaction potential is very low at the site where S-wave velocity 
is higher than 200m/s and it agrees with that liquefaction did not occurred at the site-B. 
 
5.5.5 Investigation in Various Sites and Earthquakes 
 
Similar comparative studies have been carried out various sites liquefied by 
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various earthquakes in order to evaluate the applicability of empirical equation 
presented by Andrus et al.(1999).  Table 5.5.2 summarizes investigation sites and 
earthquakes in Japan. 
 











Prefecture earthquake 6.8 300gal No record 
2004 Mid-Niigata 
Prefecture earthquake 6.8 104gal K-NET NiigataNiigata, 
Niigata 1964 Miigata 






Prefecture Earthquake 7.3 249gal 
K-NET 
Mihoseki 






















6.8 667gal K-NET 
Kashiwazaki 
 
Figure 5.5.12 summarizes the result of comparative study. Horizontal axis 
indicates stress-corrected S-wave velocity at the depth of 5m in each site and vertical 
axis indicates cyclic stress ratio. Solid symbols indicate sites damaged by liquefaction 
and light symbols indicates site without damage. Solid line indicates the empirical 
equation proposed by Andrus et al.(1999). We can say that the most of damaged sites 
are placed above the line and the most of sites without damage are placed below the line.  
We can recognize from Figure 5.5.12 that liquefaction potential analysis in terms of 
S-wave velocity obtained through surface-wave methods and empirical equation 
proposed by Andrus et al.(1999) can be applied to general liquefaction potential 
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The surface-wave method and the seismic refraction method can be carried out 
from ground surface nondestructively. Shear-wave velocity that can be obtained by the 
surface-wave method, and groundwater level that can be obtained by the seismic 
refraction method, are important factor in the liquefaction potential evaluation. We have 
applied the seismic investigations to various liquefied site. The result of the analysis 
agrees with actual damage and it implies that geophysical methods enable us to evaluate 










Figure 5.5.1. Investigation site and the epicenter of the Mid Niigata Prefecture Earthquake. 
Figure 5.5.2. Summary of damage and site of investigations. 













Figure 5.5.4. Traveltime curves for the site B (left) and J (right). 
Site B Site B
Figure 5.5.3. Waveform data obtained through seismic investigations. 









Figure 5.5.5. P-wave (top) and S-wave velocity (bottom) models for the site B (left) and J (right) 
obtained through the seismic refraction analysis and the surface-wave method respectively. N-value 





















Figure 5.5.6. Shear-wave velocity models (middle of survey line) obtained 
through the surface-wave method and groundwater level obtained through 
monitoring wells. 
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Figure 5.5.7. Cyclic resistance ratio (CRR) and cyclic stress ratio (CSR) obtained through the 







































Figure 5.5.8. Factor of safety (Fs) models calculated from the CRR and the CSR for the site B 
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Fig.5.5.11. Result of a liquefaction




















Fig.5.5.10. Result of a surface-wave 
method at the site A and B. 
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5.6 Application to Levee Inspections 
 
5.6.1 Land Streamer for Surface-wave Method 
 
 In seismic reflection methods, so called land streamer, in which all geophones 
are connected to the belts or wires and can be towed on paved ground surface, was 
proposed (Van der Veen and Green, 1998; Inazaki, 1999) and has been applied to many 
civil engineering investigations. The surface-wave methods mainly use relatively low 
frequency waves compare with the reflection methods. It implies that the geophone 
coupling is not crucial and the land streamed can be easily used in the surface-wave 
method. We have developed a new land streamer for the surface-wave method and 
applied it to many civil engineering problems. In those investigations, we have 
evaluated the applicability of the land streamer to the surface-wave method. 
 Our land streamer mainly consists of base plates and two ropes. Figure 5.6.1 
shows a land streamer for the surface-wave method. Ordinal 4.5Hz vertical geophones 
and spread cables are used in order to reduce additional cost associate with making the 
land streamer. The base plates of geophones are simply clamped with polyester ropes so 
that geophone interval can be changed easily. In typical surface-wave survey, 24 
geophones are clamped to ropes with 1 to 2m intervals. A 10kg sledgehammer or 50kg 
weight drops are used as sources. The sources are placed with 2 to 4m intervals. Total 
weight of the land streamer including geophones and spread cables is about 40kg and 
one person can easily tow the land streamer.  
 We have performed a comparative test on the paved surface in order to evaluate 
the applicability of the land streamer to the surface-wave method. Surface-wave data 
obtained through the land streamer was compared with the data obtained through same 
geophones placed on the paved surface with clay pads.  Data acquisition was 
performed on a paved road at the top of a levee in Japan. Twenty-four geophones were 
deployed with 1m intervals. A 10kg sledgehammer was used as a source. Figure 5.6.2 
shows waveform data and its power spectrum. We can see almost same waveform data 
was obtained in both time and frequency domain. Figure 5.6.3 shows phase-velocity 
image in frequency domain and dispersion curves calculated from the waveform data 
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shown in Figure 5.6.2. The dispersion curves were determined from the maximum 
amplitude at each frequency. It is obvious that almost same phase-velocity was obtained 
except frequencies lower than 15Hz where phase-velocity was not clear. We can 
recognize from these results that the land streamer can provide surface-wave data equal 
to those obtained traditional geophones with clay pads on paved surface. Using the land 
streamer on paved surface, 500 to 800m of surface-wave data with 2m shot intervals can 
be obtained in a day. Data acquisition using the land streamer is two times faster than 
those using traditional geophones with clay pads. 
 
5.6.2 Application to Levee Inspections 
 
 In order to evaluate the quality of levees along rivers, N-value obtained from a 
standard penetrating test (SPT) has been used for many years in Japan. However, SPT 
was performed only 200m to 1km intervals along river and continuous information can 
not be obtained from it.  Geophysical methods, such as resistivity methods and 
surface-wave methods can provide continuous soil information of the levees. We have 
applied such geophysical methods to levee inspections and evaluated the applicability of 
the methods. The surface-wave method has been applied to several levees along long 
rivers in Japan. In this Chapter, we are going to introduce the application of the 
surface-wave method to a levee inspection in Kyushu Island in Japan (Okada et al., 
2003).  
 Total survey-line length is 26km and the land-streamer could obtain 
surface-wave data 500 to 1000m in a day with 1m receiver intervals and 2m shot 
intervals. Figure 5.6.4 shows the example of surface-wave data and its phase-velocity 
image in frequency domain. CMPCC analysis (Hayashi and Suzuki, 2004) was applied 
to shot gathers and MASW analysis (Park et al., 1999) was applied to CMPCC gathers 
in order to obtain dispersion curves along the survey line. Figure 5.6.5 shows the 
example of survey result. N-value curves obtained from SPT are superimposed. We can 
see that the S-wave velocity models agree with SPT very well.  
 There were 46 boreholes along the 26km levee. From the S-wave velocity 
model obtained through the surface-wave method and N-value curves obtained through 
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SPT performed at boreholes, average S-wave velocity and average N-value of levee 
body are evaluated. Average height of the levee is about 5m and S-wave velocity and 
N-value down to the depth of 5m were averaged. Figure 5.6.6 shows the correlation 
between S-wave velocity and N-value. It is clear that there is good correlation between 
S-wave velocity and N-value. From this correlation, we derived the relationship 
between S-wave velocity (Vs) and N-value (N) as following equation. 
 
314.0115)/( NsmVs =         (5.6.1) 
 
Using this equation, we can estimate continuous N-value model of the levee 
from S-wave velocity model obtained from the surface-wave method. Quality of levee 
can be continuously evaluated using N-value converted from S-wave velocity. 
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Figure 5.6.1 Land streamer for a surface-wave method. 
Land streamer 
Geophones with clay pads 
Power spectrum at the distance of 10m 
: Land streamer  
: Geophones with clay pads 
:Land streamer  
:Geophones with clay pads 
Waveform data at the distance of 10m 
Figure 5.6.2 Comparison of common shot gathers obtained on a paved road at the top of 
a levee. 
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Figure 5.6.3 Comparison of phase-velocity image (left) and dispersion curves (right).  
Land streamer 

























Geophones with clay pads
Figure 5.6.4 Example of waveform data (left) and its phase-velocity image in frequency 
domain (right). 
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Figure 5.6.5 Example of analysis result in levee inspection using 
surface-wave method.  
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5.7 Application to Tidal Flat Investigations 
 
In recent years, natural environmental protection of a tidal flat or their 
revitalization attract much interest. Over the past few years, a considerable number of 
studies have been made on the ecosystem and hydrological environment of tidal flat in 
terms of such environmental protection or revitalization. In addition to that, 
geo-environmental studies have been also made in order to understand the dynamics of 
the tidal flat in terms of soil structure (Watabe and Sassa, 2005; Sassa and Watabe, 
2005). It is hoped that geophysical and geotechnical investigation technique play 
important rolls in such geo-environmental investigations. Geophysical and geotechnical 
investigation methods for tidal flat have to satisfy following issues;  
 
1) It does not destruct natural environment.  
2) It can investigate wide area in short time.  
3) It can investigate not only the ground surface but also down to the depth of several 
meters.  
4) It can be performed on the very soft ground surface soaked with seawater. 
 
Considering those issues, we have applied the surface wave method using the 
land streamer to the geo-environmental investigation of tidal flat. In order to evaluate 
the applicability of the method, we have performed the surface-wave method at several 
tidal flats in Japan. In this Chapter, we are going to introduce the investigation at a 
sandy tidal flat as an example (Hayashi et al., 2005b). 
 The investigation was performed in the sandy tidal flat in Chiba prefecture, 
Japan. A survey line was almost perpendicular to a shoreline and length of the line was 
1130m. Twenty-four geophones were clamped to a land streamer with 1m intervals and 
shots were placed with 2m intervals. A 10kg sledgehammer was used as a source 
(Figure 5.7.1). Figure 5.7.2 and 5.7.3 shows the examples of waveform data and their 
phase-velocity images in frequency domain. Figure 5.7.2 shows the data obtained 
around the mouth of the river where 50m away from a shoreline. Figure 5.7.3 shows the 
data obtained at offing where 800m away from the shoreline. We can see that later 
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arrival that mainly consists of Rayleigh waves is clear in time domain. Dispersion 
curves varying from 300m/s to 60m/s between 10Hz to 50Hz are also obvious in 
frequency domain. In both time domain and frequency domain, Figure 5.7.2 and 5.7.3 
show clear difference. It implies that S-wave velocity structure laterally changes along 
survey line. Figure 5.7.4 shows the comparison of dispersion curves and S-wave 
velocity models obtained through a non-linear least square inversion. It is clear that the 
S-wave velocity down to the depth of 10m could be obtained and velocity structure 
laterally changed along the survey line significantly.  The CMPCC analysis was 
applied to 1131 shot gathers and 282 dispersion curves. The non-linear least square 
inversion was applied to each dispersion curve and 1D S-wave velocity models were 
continuously calculated. Resultant 1D S-wave velocity models were shown as a pseudo 
2D S-wave velocity image in Figure 5.7.5. A detailed S-wave velocity structure was 
obtained along the survey line. We can recognize from the result that the surface-wave 




Figure 5.7.2. Example of waveform data (left) and its phase-velocity image (right) 
obtained around the mouth of the river where 50m away from a shoreline. 
Figure 5.7.3. Example of waveform data (left) and its phase-velocity image (right) 
obtained at offing where 800m away from a shoreline. 




Figure 5.7.4. Comparison of dispersion curves (left) and S-wave velocity models 
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Figure 5.7.5. S-wave velocity model obtained from the surface-wave method 
 (From Watebe et al., 2005). 
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5.8 Application to Buried Channel Delineation 
 
A passive surface wave method has been applied to delineate buried channels 
in urban area of Japan (Hayashi et al., 2007). S-wave velocity structure down to 100m 
is very important in the local site effect of strong ground motion caused by 
earthquake. Especially, the buried channels filled with alluvial deposits intensify 
seismic waves and cause strong ground shaking. We have tried to delineate 
three-dimensional S-wave velocity structure down to 100m on the basis of the passive 
surface wave method. The test site is in Soka city, Saitama prefecture, Japan and the 
size of the site is about 6 by 4 km rectangle. One-hundred and four passive surface 
wave surveys were carried out to delineate buried channels filled with alluvial 
deposits, which is embedded about 50m beneath surface of this area. Array size is 
about 50 to 100m and triangular or L shaped arrays with 10 or 11 receivers were 
deployed. A spatial auto correlation (SPAC) method was applied to the approximately 
ten minutes vertical component of micro-tremors data. Phase velocity curves were 
calculated in the frequency range of between 2 and 10 Hz. Fundamental mode of 
phase-velocity curves are clearly obtained in all observation points. A one 
dimensional inversion using a non-linear least square method has been applied to the 
phase-velocity curves and one-dimensional S-wave velocity structures were obtained. 
The resultant one-dimensional structures were interpolated into a three-dimensional 
structure. We succeeded to map the shape of buried channel and the depths of the 




After the 1995 Hanshin earthquake, Japanese seismology has been greatly 
developed by a considerable number of studies. It enables us to predict the strong 
ground motion by future earthquakes with high accuracy. The surface ground motion 
of natural earthquakes is generally represented as the convolution of three characters, 
such as 1) source characteristics, 2) propagation path effects and 3) local site effects.  
Over the last decade, a large number of studies have been made on the source 
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characteristics, such as active fault characteristics and rupture processes. Active fault 
survey has revealed the activity and cycle of each fault. Geophysical exploration 
methods, such as seismic reflection, and fault trenching have played important roll in 
such progress. Observed strong ground motion data revealed the rupture process of 
large earthquakes. A nation-wide network of strong motion seismometers, which is 
called K-NET and KiK-net has provided valuable observation data to researchers. 
The understanding of propagation path effects has also progressed in the last decade. 
It has been established that the effect of two- or three- dimensional S-wave velocity 
structure has large effect on the earthquake damage. Three-dimensional P- and 
S-wave velocity structure of sedimentary basin has been constructed and it has made 
possible three-dimensional simulation of strong ground motions. The geophysical 
exploration methods and the network of strong motion seismometers have also played 
important roll in such progress.  
All these things make it clear that the new observation method, such as the 
geophysical exploration methods and the nation-wide network of seismometers, cause 
the progress in the source characteristics and the propagation path effects. 
However, only few attempts have so far been made at new observation 
methods for evaluating the local site effects in the last decades. A great deal of effort 
has been made on the collection of existing borehole data in the local site effects 
evaluation. What seems to be lacking, however, is the development of new 
non-destructive observation method for near-surface velocity structures. For example, 
almost existing borehole data has only blow count (N-value) and no S-wave velocity 
that is the most important for the local site effects. Considering that the understanding 
of the source characteristics and the propagation path effects has progressed with new 
observation data, the understanding of local site effects can also progress with the 
new observation data in near-surface region. Therefore, we have started the 
development of new exploration method which can be used for estimating S-wave 
velocity structures down to the depth of 100m from the surface. 
 
5.8.2 A Passive Surface-wave Method 
 
256 
We have developed a multi-channel and multi-shot surface wave (Rayleigh 
wave) method using active sources and applied it to engineering and environmental 
problems such as river banks, reclaimed lands and housing sites (Hayashi and Suzuki, 
2004). The investigation depth of the surface wave method is about 10m using a 
sledge hammer as a source and 20m using a weight drop. 
There is fairly general agreement that the S-wave velocity model down to the 
depth of 30m is important for evaluating the local site effect of strong ground motion. 
The investigation depth of the surface wave method with active sources is not enough 
for the local site effect evaluation. Large source power and long survey line are 
required for increasing investigation depth in the surface wave method. However, the 
large source power and long survey line decrease convenience of the survey and 
increase survey cost.  Therefore, we started to develop alternative method.  
Okada (2003) had developed a large scale passive surface wave method, so 
called a micro-tremors array measurements, using long period micro-tremors. The 
penetration depth of the method is from 100m to several kilometers. We have 
employed the Okada’s method and applied it to shallower problems, such as 
geo-technical, environmental and earthquake engineering. Our depth of interests is 
from several ten meters to 100m. Henceforth, we use the term “passive surface wave 
method” to refer to the micro-tremors array measurements for shallower surveys. 
Unlike the active surface wave methods, the passive method does not need any 
sources and needs two-dimensional arrays, such as triangles, circles or crosses.   
Because the sources of the micro-tremors are distributed randomly in space, the 
micro-tremors do not have any specific propagation directions. Therefore, two 
dimensional arrays are required for calculating the phase-velocity of micro-tremors.  
 
5.8.3 Outline of Test Site 
 
The test site is in Soka city, Saitama prefecture, Japan. The size of the site is 
about 6 by 4km rectangle. The site is placed in the Nakagawa Lowland area and 
topography is almost flat. AIST (National Institute of Advanced Industrial Science 
and Technology) has collected existing boring data in the site and approximate 
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geological condition has been already known (Nakanishi et al., 2007). A suspension 
PS-logging has been carried out in a borehole (GS-SK1) in the test site as well.  
Figure 5.8.1 shows the location of boreholes and the depth of alluvium 
estimated from the borehole data. The test site consists of buried channels and buried 
terraces. The depth (thickness of alluvium) of channels is about 50m and one of 
terraces is about 15m. Figure 5.8.1 shows that the Soka Park, placed at the center of 
the test site, is on the buried terrace. It is clear that a deep buried channel exists in 
south-east side of the Soka Park. However, the boundary of the channel and the 
terrace winds unnaturally in south of the park. In east side and north side of the park, 
the boundary cannot be determined due to the lack of borehole data.  
The main purpose of the passive surface wave method is the delineation of 
buried channels and terraces. Data acquisition was carried out at 104 points in the test 
site. Figure 5.8.2 shows the location of data acquisition points.  
 
5.8.4 Data Acquisition and Analysis 
 
Geophones that have the natural frequency of 2 Hz are used as receivers and 
an OYO McSEIS-SXW is used for data acquisition. Triangular arrays are used at 4 
points and L-shaped arrays are used at 100 points. L-shape arrays were deployed 
along road crossings. The triangular arrays consist of 10 receivers and the L-shaped 
arrays consist of 11 receivers. All receivers are connected to the seismograph through 
a spread cable. The size of array is 40 to 80m. Figure 5.8.3 shows the receiver arrays 
used in the passive surface wave method. Sampling time is 2msec and data length is 
about 10 minutes. It takes about one hour for the data acquisition for one point. 
In the phase velocity analysis, SPAC (spatial autocorrelation) method (Okada, 
2003) is employed. Okada (2003) shows spatial autocorrelation function ),( rωρ  is 
expressed by Bessel function.  
 
))(/(),( 0 ωωωρ crJr =        (5.8.1) 
 
Where, r is the distance between receivers, ω  is the frequency, )(ωc  is phase 
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velocity of micro-tremors, J0 is the first kind of Bessel function. The phase velocity 
can be obtained at each frequency using equation (5.8.1). The detail of the spatial 
autocorrelation (SPAC) method is explained in the Chapter 2. In this survey, phase 
velocity curves were calculated in the frequency range between 2 and 10 Hz. Figure 
5.8.4 shows the phase velocity versus frequency. The residual between the Spatial 
Autocorrelation function and the Bessel function is plotted in the figure as difference 
of color. We can see that the fundamental mode of phase velocity curve is clearly 
obtained. Phase velocity curves can be obtained clearly in all observation points as 
shown in Figure 5.8.4. A one-dimensional inversion using a non-linear least square 
method has been applied to the phase velocity curves and one-dimensional S-wave 
velocity structures down to the depth of 100m were obtained. In the inversion, we 
used the following relationship between P-wave velocity and S-wave velocity 
(Kitsunezaki et. al., 1990):  
   
 VsVp 11.129.1 +=         (5.8.2) 
 
where, Vs is S-velocity (km/s), Vp is P-wave velocity (km/s). In order to assume 
density from S-wave velocity, we refer to the relationship of Ludwig et al. (1970): 
 
2026.0399.02475.1 VpVp −+=ρ        (5.8.3) 
 
where, ρ  is density (g/cm3). The resultant one-dimensional structures were 
interpolated into a three-dimensional structure.  
 
5.8.5 Survey Results 
 
Figure 5.8.5 shows the typical phase velocity curves on buried terrace and in 
buried channel. It is obvious that the phase velocity curves on terrace and in channel 
have large difference. It implies that the S-wave velocity structures have also large 
difference between terrace and channel. Figure 5.8.6 shows all 104 dispersion curves 
obtained through the passive surface-wave methods.  
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A non-linear least square inversion was applied to each dispersion curve and 
one-dimensional S-wave velocity models were estimated. Figure 5.8.7 shows the 
typical S-wave velocity models on buried terrace and in buried channel. Figure 5.8.8 
shows the comparison of suspension PS-logging and the passive wave method at the 
borehole. Although a high velocity layer placed in the depth between 15 and 20m is 
not clear, the velocity structure obtained through the passive surface wave method 
agrees with PS-logging very well.  
The bottom of alluvial layer is defined at the depth of 50m in the borehole 
shown in Figure 5.8.8. S-wave velocity from the passive surface wave method at the 
depth of 50m is about 250m/s. Therefore, we assumed the S-wave velocity of 250m/s 
is the boundary of alluvium and diluvium. Figure 5.8.9 shows the depth of the S-wave 
velocity of 250m/s in the three dimensional S-wave velocity model obtained through 
the passive surface wave method. The map shown in Figure 5.8.9 can be considered 
as the depth of alluvium bottom obtained through the survey.  We can say that the 
bottom of alluvium obtained through the survey (Figure 5.8.9) agrees with that of 
borehole data (Figure 5.8.1). From the Figure 5.8.9, it seems reasonable suppose that 
the boundary of terrace and channel in south side of the Soka Park is straight. The 
slope of boundary in east and north side of the park is relatively smooth compare with 




We have carried out the passive surface wave method at 104 points in the 6 
by 4km rectangle test site in a suburb of Tokyo. The resultant three-dimensional 
velocity structure clearly shows the shape of buried channels and agrees with the 
existing borehole data very well.  Considering that the demand for the investigation 
of local site effect is increasing, the passive surface wave method presented here can 





Figure 5.8.1. Location of existing boreholes (white circles) estimated depth of alluvium. 
261 
 
Figure 5.8.2.  Data acquisition points. Array geometry is shown as red line at each point. 
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Figure 5.8.3. Receiver arrays used in the passive method. 
Array size : 40 to 80m
Receivers
Array size : 40 to 80m
Triangular L-shaped




























Figure 5.8.5. Phase velocity curves on terrace (No.29) and in channel (no.22). 
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Figure 5.8.8. Comparison of suspension PS-logging and the passive wave method 













































Bottom of bedrock 
(Top of Base Gravel layer) 
Figure 5.8.7. S-wave velocity models on terrace (No.29) and in channel (no.22). 
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We started the development of active and passive surface-wave methods in the 
year 2000, and have applied the methods to more than 100 sites in actual civil 
engineering investigations as shown in this chapter. Most of such investigations include 
other in-situ geo-technical tests, such as drilling, cone penetrating test, and Swedish 
weighted soundings. We have compared the result of the surface-wave method with 
such in-situ tests and arrived at the conclusions that the surface-wave methods provide 
S-wave velocity model at the most of the case. Although the resolution and accuracy of 
the surface-wave methods are limited, rapid and non-destructive data acquisition is very 
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In this dissertation, we have developed a surface-wave method in order to 
estimate the S-wave velocity model form the ground surface in civil engineering 
investigations. 
In the Chapter 2, we have reviewed fundamental theory behind surface wave 
propagation and its analysis. Theoretical consideration and numerical examples have 
shown the surface-waves are understandable and sub-surface velocity model can be 
derived from the dispersion character of surface-waves. Dispersion curves can be 
obtained from both active and passive surface-wave data in terms of simple waveform 
transformation. Numerical examples have also shown that the amplitude of the 
surface-waves is relatively large in comparison with refraction and reflection waves. It 
indicates that the data acquisition of surface-waves is easy and implies that the 
surface-wave methods can be used for many geo-technical investigations as 
non-destructive testing.  
In the Chapter 3, we have evolved the surface-wave methods so that the 
methods can rapidly delineate two-dimensional S-wave velocity model. We have 
introduced the CMPCC analysis instead of the traditional MASW in which a dispersion 
curve is calculated from each shot gather. Unlike the MASW, multi-channel and 
multi-shot surface-wave data can be processed in the CMPCC analysis. One of the 
notable features of the CMPCC analysis is that the method does not require any 
summation and average of phase differences. The reason is that the CMPCC analysis 
processes the multi-channel and multi-shot waveform data into the cross-correlations. 
The conventional SASW method determines phase-velocities from different spacing 
cross-correlations separately. The SASW cannot determine high-frequency phase 
velocities from large-spacing cross-correlations due to a spatial aliasing. Therefore, 
SASW uses only limited information in whole waveform data. On the contrary, MASW 
is better than SASW because the methods can determine phase-velocities precisely 
using whole waveform data. The CMPCC analysis is a further extension of MASW and 
enables us to determine phase-velocities from multi-shot data directly by using CMPCC 
gathers. 
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In the Chapter 4, we have applied a passive surface-wave method, so called 
small scale microtremor array measurements, to many sites and compared the results 
with the active surface-wave method and other geo-technical investigations. These 
results lead to the conclusion that small scale microtremor array measurements can be 
used for S-wave velocity delineation in civil engineering investigations. Irregular 
two-dimensional arrays, such as L-shaped array, provide almost same dispersion curves 
as one of isotropic arrays. Although an array is linear, microtremor data may provide 
correct dispersion curves at some of the sites. Investigation depth is almost same as the 
size of array. Arrays whose size of 50m and 2Hz geophones are enough for estimating 
S-wave velocity model down to the top of diluvium layer in most of sites. It seems that 
about 10 minutes of micro-tremor data is enough for 50m arrays. We have concluded 
the passive surface-wave method, together with the active method, enables us to 
estimate S-wave velocity models down to the depth of 50m non-destructively from the 
surface. 
In the chapter 5, the examples of geotechnical investigations, in which 
surface-wave methods have been employed, are described. We started the development 
of active and passive surface-wave methods in the year 2000, and have applied the 
methods to more than 100 sites in civil engineering investigations as shown in the 
Chapter 5. Most of such investigations include other in-situ geo-technical tests, such as 
drilling, cone penetrating test, and Swedish weighted soundings. We have compared the 
result of the surface-wave method with such in-situ tests and arrived at the conclusions 
that the surface-wave methods provide appropriate S-wave velocity model at the most 
of the case. Although the resolution and accuracy of the surface-wave methods are 
limited, rapid and non-destructive data acquisition is very efficient in civil engineering 
applications. 
In conclusions, the active and passive surface-wave methods enable us to 
estimate two-dimensional S-wave velocity models down to the depth of 50m 
non-destructively from the surface. Considering that the demand for non-destructive 
investigations for soil engineering and earthquake engineering is increasing, the 
surface-wave methods proposed in this dissertation can play a very important role 
increasingly for such investigations. 
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6.2 Recommendation for Future Work 
 
Although the surface-wave methods have been greatly improved in the last 
decade, there are so many issues to be studied in order to develop the methods to more 
useful tools in civil engineering investigations. As the last of the dissertation, we are 
going to summarize the issues to be studied in the future. 
 
1) Higher modes 
  We have considered dispersion curves to be a fundamental mode of Rayleigh 
wave through the study. Many studies shows that higher modes can not be neglected in 
complex velocity models, such as a model in which a high velocity top layer overlies on 
low velocity layers, or a model in which a high velocity layer is embedded in low 
velocity layers. For example, Hayashi and Saito (2004) shows the higher modes 
dominate phase-velocity curves when a high velocity top overlies on low velocity layers. 
It seems that the higher modes must be taken into account in both active and passive 
surface-wave methods. Although a large number of studies have been made on 
surface-wave analysis including higher modes, stable, quick and reliable inversion 
method has not been established yet. 
 
2) Irregular array in passive method 
 In the Chapter 4, we have evaluated the applicability of irregular arrays in a 
passive surface-wave method and reached the empirical conclusion that the irregular 
two-dimensional arrays, such as L-shaped array, provide almost same dispersion curves 
as one of isotropic arrays. The use of irregular arrays enables us to apply the passive 
methods in urban area. In recent years, several theoretical studies have been made on 
the applicability of irregular arrays (e.g. Yokoi et al., 2006). What seems to be lacking, 
however, is integrated study based on both field experience and theoretical study. Over 
the past few years, several articles (e.g. Wapenaar, 2003) have been devoted to the study 
of so called “seismic interferometry” in which Green’s function can be calculated from 
the cross-correlation of micro-tremor data obtained at different locations. The passive 
surface-wave methods can be considered as the phase-velocity analysis in terms of the 
seismic interferometry. Linear receiver arrays are usually employed in the seismic 
interferometry and the use of irregular arrays in the passive surface-wave methods may 
be understood in terms of the seismic interferometry.   
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3) The use of S-wave velocity as engineering parameters 
 As mentioned in the Chapter 1, a boring and standard penetrating test (SPT) is 
most widely adopted as geo-technical test in soil engineering. Most of the engineering 
parameters, such as cohesion (c), internal friction angle (φ) or confined compressive 
strength (qu) can be evaluated from blow counts (N-value) obtained through the SPT 
using the industrial standard in Japan. Soil mechanic and dynamic analysis, such as 
slope stability analysis or liquefaction potential analysis, can be done by engineering 
parameters obtained from the blow counts. Such analyses are authorized by public 
organizations, such as the Ministry of Land, Infrastructure and Transportation. On the 
contrary, S-wave velocity is only used for calculating seismic amplification of sites. 
S-wave velocity has not been widely used because expensive boring and PS-logging are 
required to obtain S-wave velocity of unconsolidated soil ground. In order to apply the 
S-wave velocity obtained through the surface-wave methods to soil engineering analysis, 
we have to establish the relationship between S-wave velocity and the engineering 
parameters. It is also important that the analyses or design works based on the S-wave 
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Love Waves Propagating with 1D 
Multi-layered Medium 
A.2 
A.1. SH Wave 
 
 In this appendix, we are going to review calculation of Love wave dispersion 
curve based on the matrix method described by Saito (1979). Equation of motion in 









      (A.1) 
Above equation shows a x component of displacement ( u) and other components can be 
written as similarly. σxx, σxy and σxz are stresses and can be written as follows using 










































xz μσ . 
where, v and w are y and z components of displacement respectively. 
Now, we assume SH type of solution that satisfies equations (A.1) and (A.2) as follows. 
yk
Yzyu ∂
∂= )(1 , xk
Yzyv ∂
∂−= )(1  and 0=w .    (A.3) 
where, 
( )ykxkti yxetyxY −−= ω),,(        (A.4) 
Stresses in x-y plane can be written as follows in terms of separation of variables. 
yk
Yzyxz ∂
∂= )(2σ , xk
Yzyyz ∂
∂−= )(2σ  and 0=zzσ .   (A.5) 















∂= 1μμσ       (A.6) 
Comparing (A.6) with (A.5) indicates, 
A.3 
dz
dyy 12 μ= .        (A.7) 






2 +−=− μρω .      (A.8) 















ωμ      (A.9) 
where, β is S-wave velocity as follows, 
ρ
μβ = .        (A.10) 
The equations (A.9) are simultaneous equations for y1 and y2.  
 
A.2. Solution in Homogeneous Layers and Layer Matrix 
 
Solution for equations (A.7) can be obtained easily in layered medium, in 
which each layer has constant density (ρ=ρ m) and S-wave velocity (β=βm) in the layer 
of index m, as follows. 
( ) ( ) ( )111 ++ −−− += mmmm zzmzzm eBeAzy ββ νν  
( ) ( ) ( )( )112 ++ −−− += mmmm zzmzzmmm eBeAzy ββ ννβνμ    (A.11) 
or, 
( ) ( ) ( )111 sinhcosh ++ −′+−′= mmmmmm zzBzzAzy ββ νν  










ων β        (A.13) 
Substituting z=zm+1 into the equation (A.12) gives the solution on the boundary of 
(m+1) as follows,  
′=+ mm Ay 11 ,  ′=+ mmmm By βνμ12 .     (A.14) 
Substituting these Am’ and Bm’ into the equations (A.12) gives us, 






β ννμν  






ββ ννμννμ  (A.15) 
Now, we calculate solution only on the layer boundary and put dm=zm-zm+1 as thickness 















































    (A.16) 
or we can use matrix notation as follows, 
( ) 1+= mmmm ydBy , m=n-1, n-2 …..     (A.17) 
The matrix Lm (dm) is so called a layer matrix for layer m. The matrix is essentialy equal 
to the matrix so called “Haskell” layer matrix. Advantage of the matrix (A.16) is that the 
elements of the matrix is always real. We can calculate solution on layer boundary using 
the layer matrix iteratively from the initial condition Yn. 
 
A.3 Dispersion Curve of Love Wave 
 
 The dispersion curve of Love waves can be calculated by integrating the 
equation (A.7) upward with incident of SH type plane waves in bottom layer as shown 










y         (A.18) 
where μnνβn must be larger than 0 so that y1 and y2 go to 0 where z goes to infinite. This 
condition implies that phase-velocity of Love wave must be slower that S-wave velocity 
of bottom layer (βn). At the free surface, y2 must be 0 so that stress goes to 0. Therefore, 
characteristic equations for Love wave can be written as follows.  
( ) 0, 02 == ycFL ω , 
or 





ycFL ω        (A.19) 
where c is phase velocity. Actual calculation procedure of a dispersion curve using 
equation (A.19) is described with simple source code example in Appendix C.   
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Rayleigh Waves Propagating with 1D 
Multi-layered Medium 
B.2 
B.1 P-SV Wave 
 
 In this appendix, we are going to review calculation of Rayleigh wave 
dispersion curve based on the method described by Saito and Kabasawa (1993). Let us 
take x and y axis in horizontal plane and z axis in vertical direction with upward in 
Cartesian coordinate system. Figure B.1 shows coordinate system used in this appendix. 
Density and elastic constants are only function of z.  
Now, we write displacement components (ux, uy, uz) of P-SV wave as follows in 
this model for the sake of convenience. 












∂= 1),;(3       (B.1) 
where, k is wave number for horizontal direction, ω is angular frequency and Yk(x,y) is 












yx       (B.2) 
The solution of Yk(x,y) can be written as follows in Cartesian coordinate system. 
( )ykxki yxeyxY −=),(        (B.3) 
We are going to omit arguments of y1 and y2, such as z, k, ω, and time term exp(-iωt) in 
followindg descriptionｓ. 
Let us define y2(z) and y4(z) from equation (B.1) using Lame constants λ(z) and 
μ(z). 
( ) 312 2 ykdz
dycy λμλω −+= , 134 ykdz
dycy λμω +=    (B.4) 
Stress components in horizontal plane can be written as, 











∂= 1)(4ωσ        (B.5) 
where, c is phase-velocity in horizontal direction. 
k
c ω=          (B.6) 
























z μ+−=  


















   (B.7) 
where, ρ(z) indicates density.  
 
B.2 Solution in Homogeneous Layers and Layer Matrix 
 
Solution for equations (B.7) can be obtained easily in layered medium, in 
which each layer has constant density (ρ=ρ m), P-wave velocity (α=αm) and S-wave 
velocity (β=βm) in the layer of index m. General solution for equations (B.7) is, 
( ) ( )zzzz DeBeCeAery ββαα ννννα −− +++=1  
( )( ) ( )[ ]zzzz DeBerCeAey ββαα ννβνν γγρ −− −+−−= 12  
( ) ( )zzzz DeBerCeAey ββαα ννβνν −− −+−=3  
B.4 
( ) ( )( )[ ]zzzz DeBeCeAery ββαα ννννα γγρ −− −−+−= 14     (B.8) 
where, A, B, C, D are constants obtained from baundary condition and other values are 
















βγ , ααν kr= , ββν kr=  (B.9) 
where, α is P-wave velocity and β is S-wave velocity. 
























)(y         (B.10) 





















zz Dy )(        (B.11) 
Matrix D(z) is 4 by 4 matrix and cabe obtained from equation (B.8) by rewritiing 
exponential functions as hyperbolic functions. Substituting z=0 into above equation 
yields, 



















       (B.12) 
Above equation calculates constants from displacements and stresses at z=0. D(0) can 
be written as follows from equation (B.8). 



























D     (B.13) 
































D    (B.14) 
Substituting equatuion (B.14) into equation (B.12) expresses constants using y(0). 
Substituing the y(0) into equation (B.11) yields,  
( ) ( ) ( ) ( ) ( ) ( )0001 yPyDDy zzz == − .     (B.15) 
Origin of z coordinate in above is arbitrary and it can be generally written as, 
( ) ( ) ( )zhhz yPy =+ .       (B.16) 
In a multi-layered model as shown in Figure B.1, above equation obtaines 
displacements and strresses at the top of a layer from that of bottom of the layer. 
Therefore, displacements and strresses at the top and bottom of a layer can be expressed 
as, 
( ) 1−= nnnn h yPy , ( )nn zyy =       (B.17) 
where, hn is thickness of nth layer Pn(hn) is a layer matrix calculated from elastic moduli 
for nth layer. Displacements and stresses at free surface (yN) can be calculated from 
arbitral initial condition (y0) using equation (B.17) and layer matrix Pn(hn) for each 
layer.  
The layer matrix Pn(hn) can be summalized as follows: 
( )βαα γ CCCP −−=11 , ( )βααρ SSrP −−= 212 1 , ( ) βαα γγ SSrP 1213 −−= ,  
( )βαρ CCP −= 114 , ( )[ ]ββα γγρ SrSP 22221 1 +−−= , ( )( )βαγργ CCP −−= 123 , 
( ) ββα γγ SrSP 224 1 −−= , ( )βαβ γ CCCP −+=33 , ( )ββαρ SrSP 234 1 −= , 
( )[ ]βαα γγρ SSrP 22243 1−−= , P22=P11, P31=-P24, P32=-P14, P41=-P23, P42=-P13, 
P44=P33.        (B.18) 
where,  
B.6 

























     (B.19) 
 
B.3 Dispersion Curve of Rayleigh Wave 
 
 Using equation (B.17), we can calculate differential equations (B.8) as initial 
value problem with both upoward and dowaneard. In the calculation of surface-waves in 
which amplitude increases with upwared direction, calculating from bottom to free 
sutrface with upward direction is much accurate. Inisial condition can be obtained as 
follows.  
 Let us assume z < z0=0 is homogeneous halfspace, solution at the z can be 
experessed as follows from equation (B.8), 
zz eBreAry βα να
ν
α +=1  
( ) zz erBeAy βα νβν γγρ +−= 12  
zz eBrAey βα νβ
ν +=3  
( ) zz eBerAy βα ννα γρργ 14 −+=       (B.20) 
where, A and B are constants in homogeneous half space and ρ and γ are values in 
homogeneous half space. In order to avoid solution diverges at zgoes to negative infinite, 
following condition must be considerd. 
( ) 0Re >αν , ( ) 0Re >βν        (B.21) 
In order to obtaine solution, we use linear conbination because differential equations are 
linear. At first, we calculate a solution y(A)(z) in which A=1 and B=0, and a solution 
y(B)(z) in which A=0 and B=1. Next, we apply following equation.   
( ) ( ) ( ) ( ) ( )zyzAyz BA +=y        (B.22) 
Initial condition for both equation can be expressed as, 
B.7 











































rBy  (k>0)   (B.23) 
Boundary condition at free surface is, 
( ) 0=Nzz zσ , ( ) ( ) 0== NyzNzx zz σσ  .     (B.24) 
This condition can be written using equation (B.22) as follows: 
( ) ( ) ( ) ( ) 0222 =+= NBNA zByzAyy  
( ) ( ) ( ) ( ) 0444 =+= NBNA zByzAyy       (B.25) 
In order to satisfy above equation, following condition can be satisfied. 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0, 4242 =−= NANBNBNAR zyzyzyzykF ω     (B.26) 
This is the characteristic equation for Rayleigh waves. Actual calculation procedure of a 




Figure B.1. Coordinate system and layered model. 
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h1     ρ1  α1  β1                     1 
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Calculation Procedure of a Dispersion 
Curve 
C.2 
C.1. Calculation Procedure 
 
 This Appendix describes actual calculation procedure of dispersion curve. For 
the moment, let us take a fundamental mode of Love wave dispersion curve as example. 
Characteristic equation of Love wave can be written as follows (equation (A.19)).  
 
( ) 0, 02 == ycFL ω         (C.1) 
 
In order to calculate a dispersion curve, we generally fix angular frequency ω and 
search phase-velocity c that makes characteristic equation (2.3.11) as zero. Outline of 
calculation can be summarized as follows. This procedure calculates a dispersion curve 
for a multi layer model. 
 
// Frequency loop 
for (i=0;i<Number of frequencies ;i++) 
{ 
 // Setup angular frequency ω. 
 
// Phase velocity loop 
 for (j=0;j<Number of phase velocities ;j++) 
 { 
  // Setup phase-velocity c. 
  // Setup initial condition for given ω and c.  
at bottom layer using equation (A.18). 
   
for (k=0;k<Number of layers ;k++) 
  { 
   // Calculate variables y1(z) and y2(z) from bottom to top layer  
using layer matrix (A.16). 
} 




Simple source code example and calculated result are shown in following sections. For 
the sake of simplicity, this source code example calculates characteristic equation 
FL(c,w) only 1m/s intervals and a dispersion curve is not accurate. Source code used in 
this dissertation applies Newton’s method for determining the zero of characteristic 
C.3 
equation in order to calculate a much accurate dispersion curve. 
C.4 
C.2. Source Code Example 
 
void SHMultiLayer(int nLayer,float *Beta,float *Rho,float *Thickness) 
{ 
 // nLayer  : Number of layers 
 // Beta  : S-wave velocity for each layer (vector) 
 // Rho  : Density vector for each layer (vector) 
 // Thickness : Thickness for each layer (vector) 
 
 int i,j,k; 
 float c;  // Phase velocity 
 float freq;  // Frequency 
 float w;  // Angular frequency  
 float w2;    
 float fcw,fcw0; 
 float nb0; 
 float nb1; 
 float fk; 
 float y1,y2; 
 float y1b,y2b; 
 float b0,b02; 
 float b1,b12; 
 float d0; 
 float r0; 
 float m0; 
 int nc; 
 float root; 
 float BetaMin=Beta[0]; 
 float pi2 = 1.; 
     pi2 = atan(pi2)*8.; 
 
 float *mu=new float [nLayer]; 
 
 FILE *fp,*fp2,*fp3; 
 
 for (i=0;i<nLayer;i++) 
 { 





 for (i=1;i<nLayer;i++) 
 { 





 if (nc <= 0) 
 { 
  exit(0); 
 } 
 
 for (i=0;i<200;i++) // Frequency loop 
 { 
  freq=float(i+1)/2.; // Calculate frequency range from 0.5 to 100Hz 
 
  fprintf(fp,"%d %f ",i,freq); 
 
  w=freq*pi2; 
  w2=w*w; 
 
  for (j=0;j<nc-1;j++) // Phase velocity loop 
  { 
   c=float(j+1)+BetaMin; 
 
   fk=w/c; 
    
C.5 
   // initial condition 
   b1=Beta[nLayer-1]; 
   b12=b1*b1; 
   nb1=sqrt(fk*fk-w2/b12); // Always real (c < Beta[nLayer-1]) 
 
   y1b=1.;   // Initial condition 
   y2b=mu[nLayer-1]*nb1; // Initial condition 
 
   for (k=0;k<nLayer-1;k++) // Layer loop 
   { 
    b0=Beta[nLayer-2-k]; 
    b02=b0*b0; 
    d0=Thickness[nLayer-2-k]; 
    r0=Rho[nLayer-2-k]; 
    m0=mu[nLayer-2-k]; 
 
    root=fk*fk-w2/b02; //  
 
    if (root >= 0.) // real 
    { 
     nb0=sqrt(root); // top layer : real 
      
     y1=y1b*cosh(nb0*d0)+y2b/m0/nb0*sinh(nb0*d0); 
     y2=y1b*m0*nb0*sinh(nb0*d0)+y2b*cosh(nb0*d0); 
 
    } 
    else // imaginary 
    { 
     nb0=sqrt(-root); // top layer : imaginary  
     
     y1=y1b*cos(nb0*d0)+y2b/m0/nb0*sin(nb0*d0); 
     y2=-y1b*m0*nb0*sin(nb0*d0)+y2b*cos(nb0*d0);  
// First term must be negative 
 
    } 
    y1b=y1; 
    y2b=y2; 
   } 
   fcw=y2; 
 
   if (j > 0) 
   { 
    if (fcw*fcw0 < 0.) 
    { 
     fprintf(fp," %f ",c); 
    } 
   } 
   fcw0=fcw; 
  } 




 delete [] mu; 
} 
C.6 
C.3. Example of Calculated Result 
 
  Calculated result using the source code shown in the Chapter C.2 for a 
following S-wave velocity model (Table C.1) is shown in Table C.2 and Figure C.1.  
 
Table C.1 S-wave velocity model used in calculation 
Layer No. S-wave velocity(m/s) Density(kg/m3) Thickness(m) 
1 500 1895.5 10 
2 1000 2055.8 30 































Figure C.1 Calculated result using the source code shown in the Chapter C.2 
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Table C.2 Calculated result using the source code shown in the Chapter C.2 (1). 












































22 581 1143 1995
22.5 577 1131 1986
23 574 1121 1973
23.5 571 1111 1956
24 568 1102 1934
24.5 565 1094 1907
25 562 1086 1875  
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Table C.2 Continued (2). 
Frequency(Hz) Fund. 1st 2nd 3rd 4th 5th 6th 7th 8th 9th
25.5 559 1078 1838
26 557 1072 1797
26.5 555 1065 1753
27 553 1059 1708
27.5 551 1053 1663
28 549 1047 1619
28.5 547 1042 1577
29 546 1036 1537
29.5 544 1031 1500
30 543 1026 1465
30.5 541 1020 1433
31 540 1015 1402
31.5 539 1010 1374
32 537 1004 1348
32.5 536 998 1324
33 535 993 1301
33.5 534 987 1280
34 533 980 1260
34.5 532 973 1241 1999
35 531 966 1224 1992
35.5 530 959 1208 1978
36 529 951 1193 1955
36.5 529 942 1179 1922
37 528 934 1167 1880
37.5 527 924 1155 1829
38 526 915 1144 1773
38.5 526 905 1134 1717
39 525 894 1125 1661
39.5 525 884 1116 1610
40 524 873 1109 1563
40.5 523 862 1102 1521
41 523 851 1096 1483
41.5 522 841 1090 1449
42 522 830 1085 1419
42.5 521 820 1080 1392
43 521 810 1076 1368
43.5 520 800 1071 1346 1997
44 520 791 1068 1326 1989
44.5 519 781 1064 1308 1975
45 519 773 1061 1292 1958
45.5 519 764 1058 1277 1936
46 518 756 1055 1263 1911
46.5 518 748 1052 1250 1883
47 517 741 1050 1239 1853
47.5 517 733 1048 1228 1821
48 517 726 1045 1217 1789
48.5 516 720 1043 1208 1757
49 516 714 1041 1199 1725
49.5 516 707 1039 1190 1694
50 515 702 1037 1182 1664  
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Table C.2 Continued (3). 
Frequency(Hz) Fund. 1st 2nd 3rd 4th 5th 6th 7th 8th 9th
50.5 515 696 1035 1175 1635
51 515 691 1034 1168 1608
51.5 515 686 1032 1161 1582
52 514 681 1030 1154 1557
52.5 514 676 1028 1148 1534
53 514 671 1027 1142 1511
53.5 514 667 1025 1137 1490
54 513 663 1023 1131 1470
54.5 513 659 1022 1126 1451
55 513 655 1020 1121 1433
55.5 513 651 1018 1116 1416
56 512 648 1017 1111 1399
56.5 512 644 1015 1106 1383 1998
57 512 641 1013 1101 1368 1992
57.5 512 638 1011 1097 1354 1982
58 512 635 1009 1093 1340 1967
58.5 511 632 1007 1089 1327 1949
59 511 629 1004 1084 1314 1926
59.5 511 626 1002 1080 1301 1900
60 511 623 999 1077 1290 1869
60.5 511 621 996 1073 1278 1836
61 511 618 993 1069 1267 1801
61.5 510 616 989 1066 1256 1765
62 510 614 985 1063 1246 1728
62.5 510 611 981 1060 1236 1692
63 510 609 977 1057 1226 1657
63.5 510 607 972 1054 1217 1623
64 510 605 966 1051 1208 1591
64.5 510 603 961 1049 1200 1560
65 509 601 955 1046 1192 1531
65.5 509 599 948 1044 1184 1504
66 509 597 942 1042 1176 1479 1999
66.5 509 595 935 1041 1169 1456 1989
67 509 594 927 1039 1162 1434 1973
67.5 509 592 920 1037 1156 1414 1952
68 509 590 912 1036 1150 1395 1926
68.5 509 589 905 1034 1144 1378 1899
69 508 587 897 1033 1139 1362 1869
69.5 508 586 889 1032 1134 1347 1839
70 508 584 881 1031 1129 1333 1809
70.5 508 583 873 1030 1124 1320 1780
71 508 582 865 1029 1120 1308 1752
71.5 508 580 857 1028 1116 1297 1724
72 508 579 850 1027 1112 1287 1698
72.5 508 578 842 1026 1108 1277 1674
73 508 576 835 1025 1104 1268 1650
73.5 507 575 828 1024 1101 1259 1628
74 507 574 821 1024 1098 1251 1607
74.5 507 573 814 1023 1095 1243 1587
75 507 572 807 1022 1092 1236 1568  
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Table C.2 Continued (4). 
Frequency(Hz) Fund. 1st 2nd 3rd 4th 5th 6th 7th 8th 9th
75.5 507 571 801 1021 1089 1229 1550
76 507 570 794 1021 1086 1222 1533
76.5 507 569 788 1020 1083 1215 1516
77 507 568 782 1019 1081 1209 1500
77.5 507 567 776 1019 1078 1203 1486 1999
78 507 566 770 1018 1076 1198 1471 1995
78.5 507 565 765 1018 1074 1192 1458 1988
79 507 564 760 1017 1071 1187 1444 1978
79.5 506 563 754 1016 1069 1182 1432 1966
80 506 562 749 1016 1067 1177 1420 1951
80.5 506 561 744 1015 1065 1172 1408 1935
81 506 560 740 1014 1063 1168 1397 1916
81.5 506 559 735 1014 1060 1163 1386 1895
82 506 559 731 1013 1058 1159 1375 1874
82.5 506 558 726 1012 1056 1155 1365 1851
83 506 557 722 1012 1054 1151 1355 1827
83.5 506 556 718 1011 1052 1147 1346 1803
84 506 555 714 1010 1050 1143 1336 1779
84.5 506 555 710 1009 1048 1139 1327 1754
85 506 554 706 1008 1046 1135 1318 1730
85.5 506 553 703 1007 1044 1131 1310 1706
86 506 553 699 1006 1042 1128 1301 1683
86.5 506 552 696 1005 1041 1124 1293 1659
87 505 551 692 1004 1039 1121 1285 1637
87.5 505 551 689 1002 1037 1117 1277 1614
88 505 550 686 1000 1035 1114 1270 1593
88.5 505 549 683 998 1033 1111 1262 1572
89 505 549 680 996 1032 1107 1255 1551
89.5 505 548 677 994 1030 1104 1248 1532 1992
90 505 548 674 991 1029 1101 1241 1512 1976
90.5 505 547 671 988 1027 1098 1234 1494 1955
91 505 546 669 985 1026 1095 1227 1476 1930
91.5 505 546 666 981 1025 1093 1221 1459 1901
92 505 545 663 977 1024 1090 1214 1443 1872
92.5 505 545 661 973 1023 1087 1208 1427 1841
93 505 544 659 968 1022 1085 1202 1412 1812
93.5 505 544 656 964 1021 1082 1196 1398 1783
94 505 543 654 958 1020 1080 1190 1385 1755
94.5 505 543 652 953 1020 1078 1185 1372 1729
95 505 542 649 948 1019 1075 1180 1360 1704
95.5 505 542 647 942 1018 1073 1175 1349 1681
96 505 541 645 936 1018 1071 1170 1338 1659
96.5 505 541 643 930 1017 1069 1165 1328 1639
97 505 540 641 924 1017 1068 1160 1318 1619
97.5 504 540 639 917 1016 1066 1156 1309 1601
98 504 540 637 911 1016 1064 1152 1300 1584
98.5 504 539 635 905 1016 1063 1148 1292 1567
99 504 539 633 898 1015 1061 1144 1284 1552 1997
99.5 504 538 632 892 1015 1059 1140 1277 1537 1991
100 504 538 630 886 1015 1058 1137 1270 1523 1982  
