An on-line minimum v a r i a n c e p a r a m e t e r , i d e n t if i e r i s developed which embodies both accuracy and computational efficiency.
s u l t s i n a l i n e a r e s t i m a t i o n problem with both a d d i t i v e a n d m u l t i p l i c a t i v e n o i s e .
The r e s u l t i n g f i l t e r which u t i l i z e s b o t h t h e c o v a r i a n c e of t h e parameter vector itself and the covariance of the e r r o r i n i d e n t i f i c a t i o n i s proven t o be mean square convergent and mean s q u a r e c o n s i s t e n t . The MV p a r a m e t e r i d e n t i f i c a t i o n scheme i s then used t o c o n s t r u c t a s t a b l e s t a t e and parameter estimation algorithm.
I n t r o d u c t i o n In designing adaptive control systems, it i s necessary t o determine whether t o implement an e x p l i c i t system i n which on-line parameter identif i e r i s needed o r an implicit system which d o e s n o t r e q u i r e e x p l i c i t p a r a m e t e r i d e n t i f i c a t i o n . Recent s t u d i e s have i n d i c a t e d p r e f e r e n c e f o r e?-. p l i c i t d e s i g n s whenever t h e p r o c e s s t o b e
cont r o l l e d h a s non-minimwn p h a s e c h a r a c t e r i s t i c s and/or high gain and large bandwidth limita-
tions. [1,21
The development of such an a d a p t i v e c o n t r o l s y s t e m r e q u i r e s t h e u s e o f a n i d e n t i f i c a t i o n scheme t h a t i s capable of supplying parameter estimates at an accuracy and rate specified by t h e c o n t r o l l e r c h a r a c t e r i s t i c s .
Because a d i g i t a l a d a p t i v e c o n t r o l l e r u s e s e l e m e n t s of t h e d i s c r e ti z e d m a t r i c e s , i d e n t i f i c a t i o n
of these elements and not the continuous physical system parameters should be considered. Furthermore, identification of the parameters of a continuous system (e.g.
, s t a b i l i t y d e r i v a t i v e s ) f r o m d i s c r e t e d a t a r e s u l t s i n a problem with many s e v e r e n o n l i n e a r i t i e s .
Linear system identification using the input and noisy measurements of the output can be g e n e r a l l y cast as a state e s t
i m a t i o n problem with b o t h a d d i t i v e and m u l t i p l i c s t i o n n o i s e (AMN).
These terms w i l l i n f a c t b e f u n c t i o n s of t h e same noise sequence.
The continuous optimal nonlinear f i l t e r as derived by Kushner[3] for ( A M N ) i s H . Kaufman Department of Electrical and Systems Engineering R e n s s e l a e r P o l y t e c h n i c I n s t i t u t e Troy, NY 12181 infinite dimensional and i t s p h y s i c a l r e a l i z a t i o n i s impossible. Approximate linear filters were subsequently derived for AMNf4,51 under the a s s u m p t i o n t h a t t h e a d d i t i v e and m u l t i p l i c a t i o n disturbance terms are functions of two independe n t random p r o c e s s e s ; h e n c e t h e s e r e s u l t s a r e n o t immediately applicable t o s y s t e m i d e n t i f i c a t i o n . Thus, a new on-line minimum v a r i a n c e f i l t e r f o r t h e i d e n t i f i c a t i o n o f s y s t e m s w i t h a d d i t i v e and multiplicative noise has been developed which embodies both accuracy and computational efficiency. The r e s u l t i n g f i l t e r i s shown t o u t i l i z e both the covariance of the parameter vector i t s e l f and t h e c o v a r i a n c e o f t h e e r r o r i n i d e n t if i c a t i o n . A b i a s r e d u c t i o n scheme can be used i f d e s i r e d , t o y i e l d a s y m p t o t i c a l l y u n b i a s e d e s t in a t e s .
As common i n d e r i v i n g any estimation scheme, proof of the convergence of the identific a t i o n f i l t e r i s a n i n t e g r a l p a r t of t h e v a l i d at i o n of t h e r e s u l t s . I n t h i s r e s p e c t , t h e proposed i d e n t i f i c a t i o n scheme i s shown t o be conv e r g e n t i n the mean square sense.
The proof cons i s t s of deriving a s u i t a b l e upper-bound f o r t h e mean s q u a r e e r r o r (MSE) and showing t h a t t h e MSE converges t o z e r o as time t e n d s t o i n f i n i t y .
The mean square convergence of the filter implies convergence with probability which, in turn, would imply t h a t t h e e s t i m a t e s are c o n s i s t e n t . Using t h e p r o p o s e d p a r a m e t e r i d e n t i f i c a t i o n f i l t e r and the related convergence proofs, a state-parameter estimation scheme i s constructed and proven t o be stable in the sense of boundness.
The r e s u l t i n g state-parameter scheme is shown t o be computat i o n a l l y f e a s i b l e and amenable for on-line system i d e n t i f i c a t i o n and adaptive control applications.
To i l l u s t r a t e t h e r e l i a b i l i t y of t h e i d e n t if i c a t i o n schemes and t h e problems encountered, e x p e r i m e n t a l r e s u l t s for s i m u l a t e d l i n e a r i z e d l a t e r a l a i r c r a f t m o t i o n i n a d i g i t a l c l o s e d l o o p mode, a r e i n c l u d e d .
A comparison of the extended Kalman f i l t e r and t h e minimum v a r i a n c e f i l t e r i n t h e a d a p t i v e mode a r e p r e s e n t e d .
Problem Definition
The problem of determining on-line values of c e r t a i n p a r a m e t e r s a p p e a r i n g i n t h e d i s c r e t e equat i o n s o f a l i n e a r c o n s t a n t c o e f f i c i e n t p r o c e s s , which a r e b e s t w i t h r e g a r d t o u s e i n a d a p t i v e c o n t r o l l o g i c , g i v e n t h e i n p u t and noisy measurements of t h e o u t p u t , was considered using an on-line minimum v a r i a n c e f i l t e r .
The corresponding equations are:
where x ( k ) = p l a n t s t a t e at t h e kth sample i n s t a n t A = s t a t e t r a n s i t i o n matrix f o r t h e d i s - c r e t e s y s t e m ( n x n ) t h
The i d e n t i f i c a t i o n problem as d e f i n e d i n (4) and ( 5 ) appears t o be a conventional linear state estimation problem. However, because x i s not known e x a c t l y , C and D a r e a l s o unknown, and t h e rules and usage of the conventional Kalman f i l t e r c a n n o t b e a p p l i e d . S u b s t i t u t i n g e q u a t i o n ( 2 ) i n t o ( 5 ) g i v e s :
where the notation C(y(k)-q(k), uek)) and D ( y ( k ) -n ( k ) , u ( k ) ) stresses t h e f a c t t h a t t h e s e l e c t i o n m a t r i c e s C and D are f u n c t i o n s o f t h e s t a t e and control values. Noting t h a t :
a n d s i m i l a r l y f o r D, equation 6a can be r e w r i t t e n as:
To estimate any unknown vector of parameters q a p p e a r i n g i n t h e s t a t e t r a n s i t i o n m a t r i x A and i n t h e c o n t r o l d i s t r i b u t i o n matrix B, it i s nece s s a r y t o model t h e dynamics and observations of the system parameters. Furthermore, since not a l l parameters appearing in the matrices

A and B a r e t o b e i d e n t i f i e d , t h e d i f f e r e n t i a t i o n between t h e set of p a r a m e t e r s t h a t a r e t o b e i d e n t i f i e d and t h e s e t of parameters not t o b e i d e n t i f i e d i s g
e n e r a l l y recommended. I n p a r t i c u l a r , a convenient representation of the system i s :
where C and D are s e l e c t i o n m a t r i c e s c o n t a i n i n g v a l u e s o f t h e s y s t e m s t a t e and c o n t r o l a t t h e kth i n s t a n t . ( 4 ) and rearranging equation ( 7 ) gives the parameter model:
where
Equations ( 7 ) and (8) denote a l i n e a r t i m e i nvariant system with a t r a n s i t i o n m a t r i x I and observation matrix C(k). 
The observation i s corrupted by t h e m u l t i p l i c a t i v e n o i s e t e r m C ( k ) and t h e a d d i t i v e n o i s e t e r m s n ( k )
-
. 1 Development The model f o r t h e c o n s t a n t d e t e r m i n i s t i c o r s t o c ha s t i c p a r a m e t e r v e c t o r q i s then given by:
Because of divergence and/or inaccuracies common t o most e x i s t i n g i d e n t i f i c a t i o n schemes, it was d e s i r a b l e t o d e v e l o p an a l t e r n a t e scheme that could hopefully deal with these problems. The proposed f i l t e r i s based on a minimum var---P o~E~~~~O~-~o~~~~~~-~o~ T 1 iance performance index for the state estimation ( 4 ) of a linear system with additive and multiplicat i v e n o i s e . Observation
The optimum minimum v a r i a n c e f i l t e r f o r a continuous system i s i n f a c t n o n l i n e a r [ 3 1 , and i t s exact implementation i s v i r t u a l l y i m p o s s i b l e . A l i n e a r o p t i m a l f i l t e r was t h e r e f o r e o f i n t e r e s t .
Thus d e f i n i n g t h e i d e n t i f i c a t i o n a l g o r i t h m t o b e
K i s t o be determined so as t o minimize:
(10) i Y which i s t h e t r a c e of the covariance matrix
where E ( a ( k ) ) = E [ a l y ( O ) ,
The parameter P . (which w i l l b e d i s c u s s e d i n t h e n e x t s e c t i o n ) d e f i n e s t h e f r e q u e n c y of i d e n t i f i c at i o n . D e f i n e t h e p a r a m e t e r e r r o r as ?
Using ( 7 ) , ( 8 ) and ( 9 ) t h e e r r o r ?j propagates a s :
By post multiplying 1 2 by i t s transpose, and taki n g t h e c o n d i t i o n a l e x p e c t a t i o n o v e r t h e e n t i r e measurement v e c t o r h i s t o r y ( y ( 0 ) ,. . . y ( k ) ) and n o t i n g t h a t :
when R > 1, t h e d i f f e r e n c e e q u a t i o n f o r t h e c o n d it i o n a l v a r i a n c e P ( k ) becomes:
eq where
Stationary conditions for the minimization of t h e t r a c e of P ( k ) a r e o b t a i n e d by s e t t i n g a l l derivat i v e s o f ( 1 2 ) with respect to the elements of K(k) e q u a l t o z e r o . T h i s y i e l d s :
The g a i n o f t h e r e s u l t i n g f i l t e r i s a function of the error covariance P and the weighted noise covariance w(13b); where t h e w e i g h t i n g m a t r i x f o r w i s t h e covariance of t h e i d e n t i f i e d p a r a m e t e r q .
The derivation of the proposed minimum v a r i a n c e f i l t e r i s made possibly by not i d e n t i f y i n g e v e r y s a m p l e ;
i . e . , > 1. For k = 1, the expected value of many cross terms involvin:: the parameter q,
i l l u s t r a t e d by n o t i n g t h a t :
Although t h e l i n e a r minimum v a r i a n c e f i l t e r as described by equations ( g ) , (14) and (15) 2 ] . An i n v e s t i g a t i o n was therefore conducted to determine the causes and t h e means t o reduce o r eliminate t h e b i a s .
By combining equations
(15 and (14), t h e g a i n can be rewritten as:
( 1 6 d where R = R + w w eq k-1
By s u b s t i t u t i n g (16) i n ( 9 ) and t a k i n g t h e expect a t i o n and t h e limit a s K + m , it i s found t h a t :
Obviously equati:n
(17) r e v e a l s t h e b i a s i n t h e estimates of q, q. Assuming t h a t t h e t e r m E{?T(k-l)Ril?(k-l)) i s a generalized measure of t h e s i g n a l power, and E{Cn( k-1)R;lCAk-1)
is a generalized measure of the noise, equation
can be written as:
By examining equation 
From consideration of equations ( 1 6 ) and (17), it i s c l e a r t h a t t h e c o r r e c t i o n t e r m must incorporate the covariance term Pk and t h e l a t e s t e s t i m a t e
"qk-a.
Adding t h e c o r r e c t i o n t e r m t o
(14), t h e basic algorithm becomes :
where G(k) i s t o be found such t h a t l i m E { i ( k ) } =q k-
Taking t h e e x p e c t a t i o n f o r
( 1 9 ) and u s i n g ( 2 0 ) , y i e l d s :
Hence, the modified minimum v a r i a n c e f i l t e r i s given by:
where P ( k ) and K(k) are given by the recursive equ equations (14) and ( 1 5 ) . It should be pointed out t h a t i n r e c u r s i v e o n -l i n e p a r a m e t e r i d e n t i f i c a t i o n schemes, only asymptotic unbiasness i s p o s s i b l e [ 6 ] .
F i l t e r S t a b i l i t y E s s e n t i a l t o any estimation scheme i s t h e v a l i d i t y o f t h e r e s u l t i n g e s t i m a t e s . I n t h i s r e s p e c t , it i s d e s i r e d t o p r o v e t h a t t h e p r o p o s e d i d e n t i f i c a t i o n a l g o r i t h m c o n v e r g e s t o t h e a c t u a l system parameters.
The c o n v e r g e n c e o f t h e f i l t e r i s o f p a r t i c u l a r i m p o r t a n c e s i n c e t h e r e s u l t i n g e s t i m a t e s a r e t o b e u s e d i n t h e c o n s t r u c t i o n of an adaptive controller.' Before proceeding in establishing the convergence of the proposed ident i f i c a t i o n scheme, the following assumptions needed f o r t h e p r o o f a r e s t a t e d :
A1 .
A2.
A 3 .
A4 I
[ n k ] i s a vector sequence whose e n t r i e s a r e z e r o mean independent variables. The linear system i s completely controlable and completely observable.
The p a r a m e t e r s e t t o b e i d e n t i f i e d i s assumed t o be completely observable [71 i n t h e s e n s e t h a t t h e i n f o r m a t i o n m a t r i x i s p o s i t i v e d e f i n i t e
Proof: The estimation error can be given by t h e following equation:
Premultiplying ( 2 2 ) by ; ( k ) , t a k i n g t h e e x p e c t at i o n and by repeated use of t h e Cauchy-Shwartz and t r i a n g l e i n e q u a l i t i e s , an upper bound f o r t h e mean square of t h e i d e n t i f i c a t i o n e r r o r c a n b e established. [81 By applying Venter's Theorem [ g ] and u s i n g t h e f a c t t h a t i n t h e limit, t h e maximum eigenvalue of P behaves as 2 , t h e mean square e r r o r E [ I I c ( k ) / 1 1 i s shown t o converge t o z e r o i n t h e limit, i . e . ,
kCombining t h e f a c t t h a t t h e p r o p o s e d i d e n t i f i c at i o n scheme is asymptotically unbiased and mean square convergent, it i s c o n c l u d e d t h a t t h e f i l t e r i s mean-square consistent.
Convergence of State Estimation
The maximum l i k e l i h o o d , minimum variance and l e a s t s q u a r e s e s t i m a t e of t h e s t a t e v e c t o r x ( k ) given the measurement v e c t o r ~( 0 1 ,
given by the Kalman-Bucy f i l t e r . The Kalman f i l t e r was shown t o converge i n t h e mean square sense and with probability 1 if t h e p l a n t model and Gaussian noise s t a t i s t i c s are e x a c t l y known. In cases where the plant model i s not exactly known, an approximate Kalman f i l t e r can be cons t r u c t e d u s i n g i d e n t i f i e d p a r a m e t e r s .
The s t a b i li t y of the approximate Kalman f i l t e r i s discussed i n t h e s e q u e l .
Theorem 2: Given the approximate Kalman f i l t e r
where ;(k/k)n -s t a t e e s t i m a t e u s i n g i d e n t i f i e d Under t h e assumptions A 1 t o A S , t h e l i n e a r e s t i m a t o r Of n+= q ( k ) g i v e n i n e q u a t i o n s 1 4 , 1 5 and 21 converges i n t h e mean square sense t o t h e unknown parameter v e c t o r q of t h e l i n e a r system i n ( 1 -2 ) . It, was shown i n s e c t i o n 6 . 1 t h a t t h e e s t imator q in (21) i s mean square convergent and mean s q u a r e c o n s i s t e n t .
By invoking theorem 2 and the s t a b i l i t y c o n d i t i o n on t h e p l a n t i n 1, it can be o b s e r v e d t h a t t h e p r o p o s e d i d e n t i f i e r a n d t h e respective approximate Kalman f i l t e r c o n s t i t u t e a s t a b l e ( i n t h e s e n s e of boundedness) statep a r a m e t e r i d e n t i f i c a t i o n scheme. T h i s s t r u c t u r e can serve as a n a l t e r n a t i v e t o t h e l i n e a r i z e d
Kalman f i l t e r w i t h t h e a d v a n t a g e s of s t a b i l i t y a n d e a s e o f i m p l e m e n t a t i o n . S i m u l a t i o n s f o r t h e s t a t e parameter f i l t e r are p r e s e n t e d i n s e c t i o n 8.
I d e n t i f i c a t i o n o f Time Varying Parameters
Modeling time varying parameters as a f i r s t order random w a l k , t h e minimum v a r i a n c e f i l t e r c a n be modified or rederived so as t o t r a c k t h e v a r i ameter model i s then given by t h e f o l l o w i n g equat i o n s i n t h e s y s t e m p a r a m e t e r q ( k ) .
The new Dara-
Parameter Model
where v i s a zero mean u n c o r r e l a t e d s t a t i o n a r y Gaussian noise sequence with covariance
Since the parameter vector q i s modeled R E a f i r s t o r d e r random walk, i t s covariance has t o b e updated recursively so as t o compute w(k-1).
Assuming t h a t t h e i n i t i a l p a r a m e t e r c o v a r i a n c e T i s given by:
the parameter covariance T(k) and the weighted noise covariance are given by [a]:
Equations (25) , ( 2 6 ) summarize t h e minimum vari a n c e f i l t e r f o r i d e n t i f i c a t i o n o f v a r y i n g p a r ameters. The r e s u l t i n g f i l t e r i s r e l a t i v e l y s i m p l e f o r u s e i n a t y p i c a l p r o c e s s c o n t r o l computer.
Applications and R e s u l t s
The performance of the minimum v a r i a n c e f i lt e r was evaluated experimentally using an adapt i v e c o n t r o l l e r d e s i g n e d f o r t h e l i n e a r i z e d l a t e r a l m o t i o n o f a t y p i c a l f i g h t e r a i r c r a f t [ l O l .
In particular feedforward gains were updated by direct formula evaluation, while a R i c c a t i t y p e i t e r a t i v e p r o c e d u r e was used t o update the feedback gains.
For evaluation purposes, the aircraft was which make u p t h e f i r s t a n d t h i r d rows of A and B matrices. Parameter estimates were obtained every other sample (R=2) using noisy measurements of t h e s t a t e s [2] and used every 1 s e c . i n t h e gain adaptation procedure.
The r e s u l t i n g p a r ameters and gains were then used t o estimate t h e states and controls each sample period of 0.2 sec. The square wave a i l e r o n p i l o t i n p u t u o f 5 ' a t the frequency of 0.4
Hz was used i n a l l t h e experiments . m The convergence properties, adaptive cont r o l l e r r e s u l t s and comparisons with different i d e n t i f i c a t i o n p r o c e d u r e s t o b e p r e s e n t e d i n t h i s paper were all conducted for FC2 and a l l param e t e r e s t i m a t e s w e r e i n i t i a l i z e d a t 50% of t h e i r a c t u a l v a l u e s .
F i g u r e s l . a , b , a n d c i l l u s t r a t e t h e b e h a v i o r u s i n g t h e minimum v a r i a n c e f i l t e r .
The asymptotic unbiasness i s e v i d e n t i n f i g u r e s 1 . a and c which show t h a t t h e e s t i m a t e s have converged within 20 sec. (50 measurements). The parameter a 13 f e a t u r e d i n f i g u r e 1 . b i s very insensitive especi a l l y w i t h a i l e r o n e x c i t a t i o n ( t h e p a r a m e t e r a c o u p l e s t h e s i d e s l i p a n g l e t o t h e r o l l r a t e ) .
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F i g u r e 2 d e p i c t s t h e r o l l rate behavior in t h e a d a p t i v e mode. It can be seen that model following performance i s h i g h l y c o r r e l a t e d w i t h convergence of the parameter estimates. Reasona b l e model following was a c h i e v e d a f t e r 1 5 sec.
when most parameters had converged t o t h e a c t u a l values. Comparative results using the ELF a r e shown i n F i g . 3.
Discussions and Conclusions
A l i n e a r minimum v a r i a n c e p a r a m e t e r i d e n t i f ie r was derived and was shown experimentally t o converge t o t h e a c t u a l p a r a m e t e r s .
A bias reduct i o n scheme and modifications for time varying parameters were presented.
The new f i l t e r proved s u p e r i o r o v e r e x i s t i n g l i n e a r and l i n e a r i z e d p a r am e t e r f i l t e r s and generally more f l e x i b l e and e f f e c t i v e i n t h e e s t i m a t i o n o f i n s e n s i t i v e p a r ameters. 
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