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On met zn Cvidence des analogies remarquables entre la thiorie des codes correcteurs 
d’crrcurs al to-orthogonaux sur le corps ir d<ux Nments et certains aspects de la thkorie des 
formes qundratiques entiks dlfinies positives B discriminant + 1. 
1. Prksentation gOnirale 
1.1.1. Prtflim inairces 
Quelques notations. Si A est un ensemble, f A 1 dksigne son cardinal. Soit k un 
entier nature), et soit k = &O a(&) l 2’ son dCveloppement binaire. Nous 
considtrerons que b8 (k ) E Z/22. On verifie facilement que b, (k ) est l’image modulo 
22 de ($). Si A est un ensemble fini, nous posons b,(A) = 6t( 1 A i ). 
Dans tout ce qui suit, a d&igne un ensemble fini de cardinal w. 
Vocabulaire et dkfinitions. L’ensemble des parties de 0, muni de I’opCration 
“diff&ence sym&rique” (x + y = (x U y ) - (x f3 y )), est un espace vectoriel sur FI, 
naturellement isomorphe & F$ nous le dksignons par P(O). 
Le groupe s(O) de toutes les permutations de 0 op&re naturellement sur P(O). 
I1 est facile de v6rificr les propriMs suivantes: 
(1) N y 0 exaclemenf we fofme linehire non triviale sur 9(O) invariante par 1 
s(n), celle qui B x E b(63 associe h(x) E Fz. Soit X’(O) le noyau de b,, : X’(O) est 
l’ensemble des parties de 0 de cardinal pair. 
(2) I1 y Q exactement trois formes biline’aiws symitriques non triviales sur P(n) 
invariant43 par s(Q). C-z sont les formes suivantes: 
-4 
(x, y ) b-b h(x n y ). 
(x9 y ) H h(x) l bo(y ), 
(X,y)~B(X,y)=bo(x)“bo(y)+6~(x ny). 
* (&t article a && fait B i’occasion des Journks MathCmatiques de la Socitte Mathhmatique de 
France qui se sont d&oulkes B Montpllicr en Avril 1974. 
’ Correspondence address: 9 rue Brkin. F-75014. Paris, France. 
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Nous posons (x, y ) =bo(x~y).Onadonc(x,y)=Ooulseionque~x~y(estpair 
ou impair. Cette forme est non dtgenerCe. Soit B(n) I’otthogonai de %‘(a): on a 
9(f2)=(+,0); si 0 = 10 1 est pair, on a done !B(fi)C X(n). 
(3) N y a exactemenl dwx @mes quadratiques non triviaies et non iine;iires sur 
9(n) imvariantes par G(0). Ce sont ies formes: 
f: x H B,(x), 
f’: x I+ b,(x)+ b,(x). 
On ai f(x + yb-f(x)-f(.Q=f’(x +y)-f’(x)-f’(y)- P(x,Y)~ 
kes formes* f et f’ ont m2me restriction, not&e 4, B i’espace Z(R) = ker b,,. Si 
x E Z(a), on a q(x) = 0 w 1 selon que 1 x 1 est ou nest pas multipIP de 4. Enfin si x 
et y E R(n), on a 
f?(x+Y)-q(x)--q(y)=(x,y). 
La chssification de Lack Puig 
Puig 1171 a classif% [es differents espaces quadratiques (sP(0),,f), (s(n),f’) et 
W(WT ;1)- 
?QW e’tioncer son ttfsultat, inttoduisons les notations suivantes: 
Pour tout entier pair 0 = 21, soit H, i’espace F,” muni de la forme yuadratique 
dkfinie ainsi: si (e, 1 1 s i =z o} est la base canonique dte FT. ies espaces xI,,aIFz 0 e, 
et ‘2L _ F2 - e, sont totaiement singuiiers, et le produit scaiaire de ei avec er+, est 
igai B S,,. 
Soit IV, I’espace de dimension 1 sur Fz muni de la forme quadratique nulle. 
Soit II i’espace de dimension 1 sur F2 muni de la forme quadratique non nuiie. 
Soit I2 Cespace IFf muni de la forme quadratique dont la vaieur en (A, IL) E Fi est 
h + * + A+. 
Proposittfim 1.1.1.1. Les types d’isomorphismes des espaces (P(O), f), (9(O), f’) 
et (Z(@Y, q) ne dependent que de fa urrleur de o moduto 8, et son? dunnks pat la 
table 1. 
Table 1 
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Principe de la dhmonstration de la Proposition 1.1 A.1. On dbigne par 0 et m deu:s 
klkments distincts n’appartenant pas ti 0. On pose f&, = -R u (0) et 0; = 0, u {r}. 
On dkmontre alors que 
(P(f2)J’) a une decomposition du mZme type que (9(0&f), 
(2’(n), y> a une dkomposition du m&me type que (~(0&f). 
I A.2. Codes dans P(n) 
Un code dans P(n) est un sous-espace vectoriel de .9(0). Si C est code, code 
nous notons C” son orthogonal pour le produit scalaire ( , ); C” est I’ensemble des 
parties de f2 dont I’intersection avec tout Mment de C est de cardinal pair. 
L.e groupe d’automorphismes C;(C) d’w code C est le sous-groupe de Z(5-2) qui 
stahilise C. 
Nous dirons qu’un code est auto-orthogonal s’il est 6gal ZI son orthogonal. S’il 
existe un code auto-orthogonal C dans :9(n), w est pair et C est de dimension w/2. 
Nous le dirons de typ II s’il est egal & son orthogonal et si les cardinaux de tous 
ses &!ments sont divisihles par 4. Nous le dirons de rype I s’il est auto-orthogonal 
sans itre de type II. 
Soit C un code auto-orthogonal dans s(n). On a alors 9(a) C C C R(0). On 
en dCduit yue les codes de type II sont des espaces totalement singuliers maximaux 
de (X(0), Q). De la classification de Puig (Proposition 1.1.1.1 ci-dessus) on dCdu;it 
done qu’il existe duns P(n) un code de type II si et seufement si w est multiple de g2. 
Exemple 1.1.1.2. Pour o multiple de 4, posons o = 21. et 0 = {a,, . . ., CY~, 
P Ir.. ., &)* Dhignons par B, le code engendri par {EYE,. . ., CY,} et par Ies 
(a,. cu,. & p,) pour i# j* Le code B,, est auto-orthogonal, et si o = 0 mod. 8 il est de 
type 11. Pour o > 8, G(&) est isomorphe B s, K (Z/22)‘-‘. 
Le pofytime des poids d’un code C dans 9(a) est par definition 
&,(X, y) = z x!” yw-!.! 
ICi’ 
(Pour des exemples de polyniimes des poids, on pourra se repwter B (41). 
1.2. Mseaux 
L’espace R” est suppos6 muni de son produit scalaire nature& not6 (x, y) I+ x l y, 
pour leyuel la base canonique est orthogonale. 
Un ttsCau de R” est un sow-Z-module libre L de R” tel que R 9pz L =Rn. 
Si 1, est un r&au de R”. nous dbignons par Lo le “rtheau dual”, ensemble des 
vecteurs dont le produit scalaire avec tout kl6ment de L est entier. 
Lc groupe d’automorphismes G(L) d’un rbeau L est le wus-groupe du groupc 
’ Ce &ulIat eSt dii A Gleasun, qui I’avait obtcnu comme ccwt%quence &J Th&wbr~ 2.2.1 tkmci: plus 
loin. 
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orthogowl de R* qui stabilise L ; le groupe d’automorphismes d’un &eau est un 
groupe fini. 
Enfm, fe volumcl dkn r&au est ia valeur absolue d\. determinant des vecteurs 
d’une base du rCseau par rapport A la base canonique de R”. 
Nous dirons qu’un reseau est auto-dual s’il est &al & son dual; un reseau 
auto-dual est de volume 1. 
Nous le dirons de type II s’il est auto-dual et si les cartes scalaires de tous ses 
Gments sont pairs. Nous le dirons de type I s’il est autodual sans stre de type II. 
BOW qu’il existe un rbeau de type II dans R”, il faut et il suffit gue 0 soit multiple 
de 8: c’est une condition necessaire d’aprbs [19, Chap. V, 2.11; l’exemple suivant 
prouve que la condition est suEsante. 
Exemple 1.2.1. Pour o multiple de 4, soi t (v, I i E 0) une base orthogonale de R” 
telle que, pour tout i, VT = l/4. Nous designons par ,4, le reseau constitue des 
vecteuts x - C x,v, iels que 
(1) les xi sont entiers et tous de m&me parite, 
(2) ylfl) ni = 0 (mod 4). 
Le reseau A, est auto-dual, et si o = O(m~~d 8) il est de type II. Pour o > 8, G(Aw) 
est isomorphe it SW M (Z/22)“-‘. 
La fotx.cfion th~ra d’un reseau L de R” est par definition la fonction 6%_, definie et 
holomorphe SW le demi-plan supkieur du plan de Cauchy, donnCe par la formula: 
$jL (2) = C e”“‘““‘. 
XEK. 
(Pour des exemples de fonctions tt:Gta, on pourra se reporter A [4j ) 
2. Deux thbories parallbles 
2.1. Majoration gdne’rale des poids et car& minimum 
Si C est un code de P(O), nous designons par mw(C) (“minimum weight”) le 
plus petit des cardinaux des elements non nuls de C’, 
Si L e.sl un +eau de RR, nous designrons par ms( 5) le plus petit des car& 
scalaires des Pkments non nuls de L. 
Un des principaux probl&mes de !a thtforie des codes (:omme de celle des rfseaux 
consistc 2 t?tudier, pour o donnk, le maximum possible de m w (C) et ms( I, ‘)!, pour 
les cocks C de s(n) et les r&eaux I., de R” de type !k ou II. Le premier resultat 
dans cette voie est la majoration g&&ale suivante: 
Thkorkme 2.1.1. Supposons o pair. Codes: LWignons par mw (0) ltz maximum 
F-PI w (C), pour tous les codes C de dimensiual~/2 dans P(O). Alors mw (w) est major& 
par ue qumtite’ Apivalente (lursque o tend vets Z’inf ni) li QU oti Q = 0,1 
Cdes cowec?eurs d ‘eweur 5 el fwmes yuch-iratiyue.s errli2re.s 
Rtheaux: Dhignons par ms(w) la borne supe’rieure des W(L), pour tous les 
rkseaux L de volume 1 dans R”. Alors ms(o) est major9 par une quantite’ tfquivalente 
(lorsque cc) tend vets l’infini) d ( l/ne)w (on a ( ilne == 0.1% ii). 
Nous verrons plus loin (Proposition 2.2.2.5) que ces majorations sont “raisonna- 
bles”. 
Nous ne pouvons donner ici la dtmonstration du ‘I’ht?or+me 2.1 .I. 
Pour leb codes. la majoration r&&e de cetle fournie par la “hnc d’Elias”; pour la 
dkmonstration, on pourra se reporter & [ 15, Chap. 41. 
Pour /es rheaux, la majorit indiqude est ceile de Rogers, pour iaqueiie ie iecteur 
pourra se reporter Zi [ 181. 
Nous pouvons cependant jushfier le fair que les majorations trouvies snient 
t?quivaientes B des multiples de w. 
Pour les re’seaux, rappeians la majorarion du Mnkowski (vci; [ 12, Chap. II]): si L 
est un r&eau de volume 1 dans RI’, on a 
-2/w 
ms(L)c; % 1,;. 
( 1 
-J-g. 
Pour les codes, demontrons la “majorabn de Plorkin“: 
Soit C un code de ,9(O), de dimension k. La somme y(C) = xxEr/x 1 est 6gaie 
au cardinal de i’ensembie {(i, x)1 (i f .x)(x e C)}, et par consequent y(C) = 
Xart]{x ] (x 5 C)(W, x) = 1))J. D Csipc+ns par B(i) = (4, {i}} la droite engendrCe 
par {i); on a alors y(C) = &,I C - C’ n (B(i))“!. Comme S’(i)” est un hyperpian, 
C n B(i)“est soit 6gai B C, soit un hyperpian de C. Posant 0, = UxEcx, ii Gent 
y(C)= c (2L-2C-‘)=I~~)Z~-‘~WZ~-‘. 
iEfk 
Comme d’autre part y(C) est minori par (2’ - l)mw(C), OR en dkduit la 
majoratian de Plotkin: mw(C) s (o/2)2k/(2’ - 1). On voit en particuiier que si 
k = w/2, mw(C)/o est major6 par une quantite qui tend vers i iorsyue w + + m. 
2.2. Les algsbres associtfs aux polyncimes des poias et aux foFsctions the^ta (pour w 
pair) 
2.2.1. Les alg2bres &, ..&, Yz, 4(r, 
Pour les codes: Introduisons ies notations suivantes [4]: 
cjx, ,‘) = x’ 1/2(X” - Y’);, D(X, Y) = X’Y*(X” - Y’)‘t 
A1(X, ‘y) = (X’ + Y”), &(X, I’) = #X2 + Y’)‘+ (X2- Y’)’ + (2x3”)‘]. 
NOUS pawns Sr, = Z$Az, C] et Wz = Z[&, P]; on a Swa: C &,. Les $&bres Sf, et 
sent des alg&bres graduies. Disig\ wns i2ar % ‘i et ‘WX ies modules co\nstitu& des 
616ments de ‘Tz et Wx qui sont de cll:gre w; (dlesignons par v, et w, les rangs 
respectifs des modules Vg et WE. On a ;aiors 
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p0ur w pair, 0, = 1 + [w/8]; 
pour o multiple de 8, w, = 1 f [w/24]. 
~%UP ks :t!seaux : introduisons ies notations suivantes: 
A4( 2 ) = eni2 n ((t - eninr)( 1 + e’dnr))n, 
VI*1 
1 
E4(z ) =2jo (py).&- (&()) c (pr + q)-’ = 1 + 240 c it c’~‘“~. nrl . 
Nous posons & = Z[S;, A41 et .& = X[ E,, A ,2]; on a ..& C .A&. Nous dirons yue 
8 E & est de degrt? w si O( - I/r) = (,z/i)““O(r); les alghbtes Nz et & sont 
ainsi des alg6bres grad&es. Wsignons par .A$ et & ies modules constitu&s des 
Mments de Nz et AZ qui sont de de@ o; dfsignons par n,,, et m, les rangs 
respectifs des modules J+$ et AZ.“. On al alors 
pour w pair, n, = 1+ [w/S); 
pout w multiple de 8, m, = 1-t [o/24]. 
Thkoritme 2.2.1.1. Codes (Gleason): 3 C e$l un coder auto-or ;to;crnal (tesp. de 
type II) de 9(n), on a Pc- E ‘Vz (wsp. Pc E Wz) 
RP’seaux : Si L est WI rPseau mt+dual (m-p. de type 11) de R”, on c1 6% E .h’*Z 
( r4sp. El, E . ‘U ;). 
Pour la dkmonstration du ?‘hkor&me 2.2.1 .l, tan pourra se r:porter h IS]. 
Sigmions toutefois qu’une &ape essentielle de la dt!monstration est le resultat 
siwant: 
Proposition 2.2.1.2. Codes (Fcmuk de Mac Williams): Soit R = (l/u’z)(- ! t); ka 
nwtc’ice II opke h droite sur alg&w R[ X, Y]. Si C es! un code de 9( 0) de dimension 
P cd’ z lr P’2) k ( pc. R)* 
Rtjseaux (Formule de Poisson): Si L est un r&au de R”‘, on (1 
@P(Z)= (2 /i)~%l(L)@,. (- I/z). 
2.22. Polynllimes ef ftmctims em%ws 
Justification de ce pamgaaphe. ConsidCrons, par exempls, 10 em des r 
If. Si L est un rCseau, soit &, (z) = XnPeIl un eni” : le omficicnt 
pitif, kgal au nombrc de vecfeurs de C de carr& s~~~~~jre fg 
inth-mmns yarticulkrement aux r&wwx de type II, L, tets que 
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grand possible. Or, si L est de ty~ II, on a 69, E ..&; nous cherchons done dans 4; 
une fonctictn z,,,, a, enlnr teile yue sup (n 1 (n 3 I )(a,. = 0)) wit le plus grand 
possible (“function extreme”). Cela permettra, dans le cas du type II, de trouvcr 
une majoration meilteure que celle fournie par le Th&w~me 2. I. f . D’autre part, un 
reseau, s’il existe, dant la fonction th2ta est &gale a la “function extrkme”, est 
particukement interessant. 
(u ) Polyn6mcs et fonctions extr&nes. 
Les proprietes uivantes resultent de la definiton des algkbres Vzq Wz, Nzq .A&: 
Codes: Pour tout entier o pair. l’algkbre ‘VW z contienf un polynbme Pa, unique, 
possedant la prcprieti suivante: st 
P,(X, “) = p,,x* + pi X” ’ Y + l * - + p” Y”. 
alors 
P,t = 1. et p, = . - l = p:,_ , = 0. 
POUS tout entitzr w multiple de 8, l’algebre Wzcontient un polyniime Q,, unique, 
posskdant la praprietk suivante: si 
Qw (Xq Y) = 40X” + QIX” ’ Y + l l l + q-Y”. 
alors 
(70 :-z 1, et qt = l ** = yJvw , =I). 
Les polynomes P, et 0, sont appeles les poiyndmes extrt?mes. 
RQseuux: Pour tout entier o pair, l’algtbre A *z” contient unc fonction T,, unique, 
possedant la propriete suivante: si 
Pour tout entier w multiple de 8, l’algebre .44zW contient une fonction O,*q unique, 
possedant la prapriete suivante; si 
Les fanctions iTw et U,, %ont appelees 14s foncrions exrrth3. Comme 14, = 
2([0/8] + 1) est sup&ieur B (f.l%w (resp. n, = [w/8] -t 1 est superieur A 0.1 MC(,), ces 
prupriCtCs ne permettent pas, pour les codes auto-orthogonaux (resp. les rbeaux 
auto-duaux), d’amt?liorer la majorat ion dot&e par le Ttteoreme 2.1. I. 
Par cantre, 4w, <O.l%w et 2m, = 2@r’24] + f)< 0.1 k0. La 
proposition suivante permet alors d’ameliorer, pour les codeas ct rkseaux de type 11, 
la ma.joration fournie par le Th&&me 2.1 .l. 
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Plropositisn 2.2.2.1. CO&S (Mallows-Sloane, [ll]): Soit QJX, Y) = &,~kGoqkXw -k Yk 
le po!ynGmu extrtfme de WZ. On a qjww> 0. 
R9’seau.x [Siegel, [Zo]): Suit U, (2) = ILo u, enin la fonrrtion extre^ms de 4;. On 
a Uh, > 0. 
, 
Cardlaire. 
Co&s: si C est un code de type II dans P(O), mw(C:‘)~4([~/24]+ 1). 
W&aux: St L est un r&ears de type II dans R”, ms(L)d 2([0/24) + 1). 
(b) Codes et Rheaux asshks. 
Le r&&at suivant cst une conskquence de la Proposition 2.2.2.1: 
Gbde.s: IPour que P, = Q,, il faut et ;1 suffit que w = 8 ou o = 24. 
kk?WJs : hXlf que Tw = U, il faut ct il suffit que 03 = 8 ou w = 24. 
Le ca$s des dimensions 8 et 24 est remarquable: 
Thikknrre 2.2.2.2. Codes : Ii existe UFW et uvte seule classe d ‘isomorphisme de codes 
de type 11 I pour w = 8 (zzsp. o = 24) dunt le polyn6me des poids est Qe (resp. Q,). 
Re’retzux: I1 existe une et une seule classe d’isomorphirvw de relseaux de typ II 
dluns R” (WS;L R**) dont la function tlr&a es? UR (resp. a 1 ) k. 24 - 
On trouveta dans [3] une dkmonstration de ce th&o,t#kme pour les rbeaux (le 
rdjsultat est $;I & Witt pour w = 8 et B Conway pour o = 24). Dhmontrons le 
thkorkx:: pour fes codes. On a 
Q,(_X Y) = x0 + 13xJ Y4 + Y8, 
er 
Q&.lr:,‘Y)= X2’+7S9X” Y8+2576X13Y12+7SI)XnY’b+ Y”‘. 
I. Existence. Le polynbme des poids de & (voir 1 .l.) est &gal h Q, . 
&it &, Ie “code quadratique &endu” (voir [l]) d&ni pour p = 23 sur le corps A 
dew klkments: lle code %24 est de type II et son polyn6me des poids est Qzr. 
2. ?.‘rzicit6. Lss Clements de cardinal 4 de & forment un syst&me de Steiner 
St(3,4,8) SUT 03, et engendrent le code BRb Camme deux systemes de Steiner 
St (3,4,8) SW 0 sont isomorphes, il sufft de prouver que si C est un code tel que 
PC, = Q8, [es parties de cardinal 4 de C ferment un systEme de Steiner St (3,4,8). 
Soit C un tel code, et soit 8,(C) = (x 1 (x E C)(tx 1 = 4)). Comme C ne contient pas 
dW&nent non vide de cardinal strictement infkieur a 4, la formule 1 x + y I= 
: x I -+ 1 y I- 2 1 x T’j y 1 implique que tout ensemble de trois &5ments de f2 est cantenu 
h-ts au ptuf un ~~l~rnent de K,(C). Or 1 K,(C)/ = 14 = (g)f(:), done (6) est bien un 
:+stk:ne de Steiner St (3,4,8). 
Les 6Iimerlis ‘de cardinal 8 de ,& forment un syst&: e Steiner St (5, $, 24) sur 
c.k et engen+ent le code 9!3J (voir [j.]). Comme 122; ux syst&es de Steiner 
’ Si 4 m, o sont trhs entiers, on appelle q&me de Steiner St (l, m o) SW un enscmbb 0 de: car&d 
UJ uw famiile de parties de fk toutes de cardinal m et appaltks blow ttlla yuc twte partie decardins! 1 
de 62 soit contenue dans un bloc et w seul. Dew systkmes de Steiner St (I> tit, Q)) sur a scw i=morphes 
s’il existc un Climent de Z(Q) transformant Ies blocs de t’un en Its blocs de 1‘ 
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St (%8.24) SW fl sont isomorphes, ii suffit de prouver que si <‘ est un code tei que 
PC* = 024. k~ parties de cardinal 15 de C ff,rment un svskne d: Steiner St (5,x, 24). 
La dimonstration se termine de man&e analogue i ci-dessus. 
Remarques 
1. L’utikation des “moyennes pond&&es” permet (voir 2.3.) de donner une 
autre dbmonstration du Thiorkme 2.2.2.2. pour le cas o = 8. 
2. Ces codes et ces t-beaux ant de “gros” groupes d’automorphismes: le group 
d’automorphismes de 9z4 est le groupe de Mathieu A&,; celui du r6seau A!_,, de 111~~ 
tel que @,, = a,, (“rkseau de Leech”) est le “groupe de Conway”. 
3. 8n verra plus loin (Section 3) quelles relations e 4stent entre & et AH d’une 
part, .&a et LIJ d’autre part. 
Pour w = 48, ii existe au moins un code (le “code quadr2tnque etendu” 9,,) dent 
le polynhme des poids est 0 Jw. et ii existe 2u moins un reseau (construit en 32.2) 
dont la fonction theta est U,,. Cependant 
Proposition 2.2.2.3 (Mallows-Odlyzko-Sloane [lo]). Pout w sufisamment grand et 
multiple de 8, 
Codes: Soit Q..(X, Y) = &lr40q~X““L Y’ le polyn6me de 34% II existe un entier 
m tel qwe qm < 0, 
Rkseaux : Soit UJL ) = r]R*,, u, e*‘* la fonction extreme de &!I. I1 eniste un entier m 
tel que u, < 0. 
2.3. tes moyenne,c pond&es 
Pour simplifier I’expo&, seul est trait6 le cas des codes et reseaux de type II. 
2.3.1. Dt$nition et expression 
Pour o multiple de 8, on disigne par 
%t t’ensemble des classes d’isomorphisme de codes de type II dans g(a), 
2: t’ensemble des classes d’isomorphisme de r6seaux de type 11 dans Rn. 
L‘enscmble ‘J est fini (voir par exemple (2, Chap. II, Section I]). Si C (resp. L) est 
un code (resp. r&eau) de type II, on dksigne par [C) (resp. [L 1) sa ckisse 
d”isomorphislme. 
On appelle polyniime de masse de do@ w le polynbme 
On sppelle function de masse ,;e de@ w la fanction 
w un entier rn~~tipl~ de 8, et soit t = w/l . 
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Rkseaorx (Siegel, [20]): Si B, dtfsigne le j-&m nombre de Bernouilli, et pi 
on a 
(Le calcul de Pwzf(XF Y) resulte de I’Appendice l”.) 
2.32. Lcs thtforhes d’existence de Thompson 
Le r&&at suivant est une consequence du Thkor&rne :!.3.1 .I: 
Propodtion 2.3.2.1. Pour tout o multiple de 8. 
Codes (vair [Y]): I1 existe un code G, de type II dans P(.f2) tel qw~ mw(C,! soit 
suphieur I& une quantite’ kquiualente, lorsque o tend vers Pinfini, d ~0% a3 y 2 0.1 IO. 
Rheaux ]12, Chap. II, p. 951: I1 existe un rkseau Lw de type II duns Rn eel qtce 
ms( L,,) soit suphew iz une quantitk bquivalente, lorsque o tend vers l’infini, h Ao, oti 
h ‘zz ghl16. 
On connait des ;Gtcs infinies de codes (resp. de reseaux) de type II dt)nt le poids 
minimum (resp. le carr6 scalaire minimum) “erait comme VG: voir [-Cl, ou encore 
[ 12, Chap. II, p. 661. Mais on ne connait pas explicitement de families IcW) et (L,) 
poss&dant les propriCt&s $noncCes dans la Proposition 252.1. 
2 3.3. LMmnination du nombre de classes d’isotnc. @isme pour o = 8 et 16 
(in) Dimension 8 
Code. Le code Bg (voir 1 .I. pour la ddfinition de &) peut ttre dbfini de la 
ntaniere suivante: identifiant s1 b Pi, Be est le code engendrt! par les plans affines. 
L.e groupr; G(&) (voir par excmple [S, Chap. I, 21) est alors isamarphe B C&(F;?) # 
(X/22)‘, done 1 C(&)j = 2”37 
Rkeuu. Le rCsea\u AH (v&r 1.2. pour la dbfinition de A,.) a paw gmupt: 
cf’automorphismes (voir par example 131) un groupe isomorphe & un 
c entrale du graupe de Chevalley de type I), sur le corps Fz par Z/X! - le rdseau AN 
est ,n yuelque sorte le premier de la sQrie prCsentee dans [S]; il est aussi le r%seau 
engendri! par un systeme de r-acmes de type En. On a done f CT(&)l =! 2”3?!” 7. 
(h) l.Amemion 16 
Codes. 1. Le groupe d’automorphismes de BH @ Ba (notation 
isomorphe B (G(&) x ;?(&$)K ( &jnc 1 G(& &&)I m p 3’ T=. 
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2. Le groupc d’automnrphismes de B,, cst isomorphr: (voir 1. I .) A & K (Z/22)‘, 
done I G(BJ = 2’” 3’5 7. 
Rbsea~x. 1. Le gtoupe d’autwwr~hismes de &+ .1, (notation ividentc) est 
isomorphc ;;t (Gf.&) x G&j) pi Z/22. Bone 1 G(A,+ A,) = 2”‘3V’?‘. 
2. Le groupe d’automorphisme de A Ih cst isomorphe (voir 1.2.) ti ?i,, K (Z/22)“, 
done f G(.1 ,&)I = 2”‘3”5‘7” 1 I 14. 
Dimonstration. 
!M(.YS) = l/2” 3‘5’7 et M&Y::) = MU/2”3’“,5472 I1 13. 
La Proposition 2X3.1 est alors d&nontrke par les itgal& 
M(S’:‘) = IG(R,)I ‘, M(w:‘,) = ! c;(B& f3,j ’ -r 1 G(B,,)f I. 
Le Thtiorkme 2.3.1.1 pwt aussi 6tre employ6 h la recherche de ‘%!T$ et 9::; Con way 
(non pablid) a d&erminC %‘I: et montr6 que cet ensemble a 9 Mments. Niemeier 
[ 141 a d&crminC %‘i\ et montr6 que cet ensemble a 34 &?ments. 
3. Ponts entre les deux thbries 
3.1. ttr construction “friuiak ” (voir [3j). 
A tout code C de P(O), on associc le r&au t(C) de R” de la m;lni&x suivante: 
Soit R :, le r&cau (l/C!) Z”; R i, a une base art hop-male (u, 1 i E 0) telle yue, 
pour tati t i, tzt: =G l/2; R$JR~, est canoniquement isomorphe & s(R). On dksigne 
par I.+(<.‘) l’image rtkiptoque de C par le morphisme R &+ R &/2R :a = P(fi). On a 
2K: <I c R :1. t t(C) est 1”cncemble des x = ~,Em~x,t~, els que 
(1 .es x, sent entiers, 
t3) (” IX‘ 
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Proposition 3.1.1. (1) Si Cest un code de dimension k, on a vol (L(C)) = 2(““)- Ir. 
(2) L(C)O = L(CO). 
(3) Pour que les car&~ scalaires des vecteurs de L (C) soiestr entiers, il faut et il sufit 
que C C X(O). Pourque L(C) soit de type II, il faut et il sufit que Csoit de type II. 
Exemple 3.1.2. Pour w multiple de 4, on L(B,) = A,. 
L’inter2t essentiel de cette i:onstruction est le resultat suivant [4]: 
Propmition 3.1.3. Soit <P*(Z) = ~neZe5*i(n+fF* et q+(z) = xrccLe 2*jnlz. Soit C un code 
dans s(n). lb3 &(c-) = &(Q2,Q3). 
L’application: P(X y)+ ~(Qz, Q_I) definit un isomorphisme d’algebres entre 
Q ~b $‘z et Q ~SLJ% dune part, Q 8 We et Q QD 4, d’autre part 
M&s cette correspondance entre codes et reseaux n’est PAS satisfaisante. En effet, 
le resew L(C) contient 2R i,, done contient des vecteurs de carre scalaire 2,4,6, 
etc.. . , et par consequent la correspondance C H L(C) n’explique pas les ana!ogies 
entre “poids minimum” et ?arre scalaire minimum”. En outre 
l’image dc %fz (resp. W,) n’est pas egale & Nz (resp. A!=), 
les fonctions de masses ne correspondent pas aux polynomes de masses; ainsi, 
par exemple, les fonctions pm E(cp2, cp3) et @m i\ SOnt lineairement indipendantes. 
3.2. Cas ge’ne’ral 
3 2. i . Ge’ne’raiitih 
D’aprks l’appendice 2, si 6, est un reseau auto-dual de R” et si w -5 5, il existe un 
entier n et un rCseau isomorphe B L (design6 cneore par L ) tels que 2n’2 Z!? C L. 
Soit R:j= 2-“‘* Z” : Ie reseau R y1 a une base orthogonsle (u, 1 i E f2) telle que, 
pour tout i, 21: = 2-“; Ri/2R:, est canoniquement isomorphe B s(0), et on a 
2”R;,CL CR;. 
Dans ces conditions (voir f3] ou [S]) ie rt%eau L d&nit un drapeau de codes de la 
faGon suivante: 
Designons par L, l’image modulo 2R 3, de 2”” L f7 R r8. 
On a Aors 
(1) ~~}cL,cL,c**~cL,-,cL,=~(~), 
(2) (L,)O= L,. a-.,. 
Riciproquemen t, Enguehard (71 a montre que pour tout dmpeau de mdes 
{~}cc,,cc,c-*cc, = P(O) tel que, pour tout a (0 S ff C n), C”, = Cm-o-,, 
pour2aGn- 2 tous les UmentP. de C, sont de poids divisible par 4, et cr) multiple 
de 8, il existe un reseau autodual L tel que 2” R I;i C L C R$, ww, pwr tout a. 
LX = c,. 
3.2.2. Quelques exemples 
(a) Pour o multiple de 4, le reseau A, fournit deux drapeaux de codes: Qn peut 
paendre n = f , et on a le drapeau 
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On peut prendre n = 2, et on a le drapeau 
(b) Dkcrivons sommairement une construction de de,,.  codes et deux rkseaux de 
type II particuliers, dont les polynbmes des poids et ies fonctions thsta sont fes 
polyn6mes extremes et les fonctions extremes - en dimension 24 et 48. 
Une matrice carrCe H B 0 lignes et w colonnes est appelde une matrice 
d’tiladamard si ses coefficients sont kgaux & +, 1 et si tHH = o. I. Un exemple 
classique de matrice d’Hadamard est le suivant: 
Soit p un nombre premier congru F (- 1) modulo 8. 
Posons fi = (x} U F, et designons par Hp = (a,.,),,,,~, la matrice obtenue en posant 
a “4 = I pour tout i E 6!, 
Q *I = = 1, Q~~.,~ = - 1, et 
arI.k = (k/p) (symhole de Legendre) pour k # 0, =, c’est-h-dire aO.& = + 1 ou - 1 
selon que k est ou n’est pas un carr6 dans F+p; si i # 0, x. Q ,.= = 1 et a Lk = c&)&_, pour 
k # w Ainsi 
H,= 
1 
2 
3 
1 l-l I L 
I 1 1 -1 1 1 I-1 
Si H est une matrice d’Hadamard & ti lignns et w colonnes, et s’il existe un cntier 
m tel que 0 = m (m + 2) (resp. o = m(m - 2)(!)), alors Yimage du rCseau 
(l/V’%)Z” par (H - ml) est un r&eau de type III de R”. 
C&es: Soit p un nombre premier congru B ( - 1) module 8, et soit fl = {x} LI I$,. 
POW i E 0, soit X, le sous-evsemble de ft qui Porte les coordonrkes t 1 du i-&me 
vecteur colonne de Hp. Les ensembles X, (i E 0) engendrent UH code de type II, 
not6 % (“code quadratique hendu”, voir 1 I]). On a Pgz4 = Qzd et &a = QJ8 
(Remarquons que ss = BR). 
R&ma : Pour (a) = 24, soit pn =- 4 et p = 23; pour w = 48, soit m = 8 et p = 47. Soit 
(per ur o = 24 ou 48) Lw = (HP - ml)((?~fi)Z”). 
On a alors 
(Remarquons que, pour .W = 8, 
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Selon cette construction, on a 
1. Pour w== 24: 8&C l&Z R& et Lp4 fousnit le drapeau (#) C 9(R)C92, C 
z(n) C g(n). 
2. Pour 0 = 38: 16R4n ClAA C R$, et LJH fournit le drapeau (4) C B(f2) C .-J& C 
248 c x(n) c s(n). 
4, Les opdratsurs de Hecke: d&inition #omCtrique 
Dans ce paragraphe st exposCe une dkfinitron “g&om&rique” - connue des 
sp&zialistes - des op&ateurs de Hecke sur les fonctions theta. Cette definition 
n’est pas sans rapport avec la correspondance codes-&eaux, et elle permet de 
poser la question: est-il possible de faire un travail analogue sur les codes ci les 
polynljmes des poids? 
Si w = 21 est un entier pair (resp. multiple de 8). soit 9, (resp. 9:) I’ensemble 
des classes d’isomorphismes de r&eaux auto-duaux (resp. de type 11) dans R”. Les 
ensembles Zw et 2’: sont finis (voir 112, Chap. II]) et, pour o multiple de 8, on 
‘! wnsidkre quc 9; est contenu dans X0. Si L est un r&seau auto-duar (resp. de type 
11) de R”‘, on disigne par [L ] sa classe d’isomorphisme. Si I, est un rtheau de R”, la 
fonction @ de L ne depend que de [L] et on pose HI1 1 = 6%. 
Soit p un no:r;txc premier et L un rCseau auto-dual de R”. 
On Ce’signe par A, (I, ) l’ensemble des r&eazx aut D-duaux M de R w tels que 
p * L C-M c(lJI@L. 
Si p est impair et L de type II, Ies Mments de A,,(L) sent aussi de type 11. 
Si p = 2 et L est de type II, 0t1 dkigne pur A J(L) l’ensemble dcs rheaux M de 
type II de R”’ t& clue v2 L CM C(l/V’?)L. 
Lemme 4,l. I. (1) Supposans l’une des trois conditions suioantes scrti$dtes : 
1 l ensemble /4 ;( li j est non vide. 
Dimonstration. (1) On sait (Appendica 2) que puisque c est auto-dual, la forme 
bilinhaire induite sur ~‘e~~wce 0~ esl &quivaIcnte au pr~~d~~t a~~~~r~ ~~t~r~~ de Qwq 
D’aprb I’appendice 2, III, appl. du ThCor&me 2.3.1.1.9 ii s’ens 
trois conditions (a). (b). (c) est satisfaite, la forme bilinkaire induite SW Qk$k = 
L’iQl.. est aussi 6quivalente au produit scalaire nature1 de Q’? Par cons&glent, 
I’espace C’ $I- contient un rt%eau auto-dual. soit hi,,. On wit qu’alors M = 
(Ics,,-t- V’pL) n (i/V’i)L est un rbseau auto-duai appartenant B A,(L)_ 
(2) La dkmonstration est anahgue: on utilisc le fait que si w cst multiple de 8, Q” 
contient un rbeau de type II, wit I&, et qu’alws (A& -+ L’21J f~ (l/V ,)I, est awsi ‘5 
de type II. 
D4fhftion. i;) On note Tr lu transfwmcttion 1inPuiw de 1, [Yw 1 dans lui-m&w 
dt!finie par la fwmule 
si pf 2. le sous-module 2 [ Y!J ] esr stable par TP. 
(2) On wt4 TI la trunsformcltion de Z ILf’y ] dans lui-meme d#nie par la formule 
4.2. Calcul de 10 function !ht?ta txe 7”([ L 1) 
Dorhavant, p dbigne w nomhre premier qui. si o n’et;t pas multiple de 4, est 
&gal 9 2 ou congru & 1 module 4. 
Lc calcul montre que: 
pour p impair, la function theta de Tp(( L 1) ne dipend que de la fonction th&ta de 
L ; ceci pcrmet dc definir un endomorphisme t,, dec modules & et ..GI. 
pour p = 2. la fonction theta de TJ([ L I), si L est de type 11, ne depend que de la 
fonAan theta de I, ; ceci permel de dCfinir un endomorphismc c7 du module .K. 
(a) Cm oii p est impair 
Soit f- un rdseau auto-dual de IV’. Posons L’ = (l/t”p)L ; tm a t’$, = pL’. et pL’ 
cst le dual de L’. Si x E t’, I’image dc x dans L’/pL ’ est not& 2; de meme, si a E % 
l’image dc (2 dans Z/p2 est not&e a’. 
Si x et y sont des Mments de (L’/pL’), on a V’&T E I et \‘pf E L ; par 
cons&pent p(xy ) E Z. L’espace (I. ‘/pl. ‘) pcut done 6tre muni d’une forme 
bilin6aire symCtrique f tetle yue si x E L’ et y E L ‘, f(x’, j?) = pry. On wit alors ;juc 
M est WI t%eau auto-dual compris wtre I,’ et pL’ si et seulement si son image dans 
L’/pL’ est un espacc auto+rthopc:nal pour la forme f. Comme il existe de tels 
rheaux (Lemme 4.111). on en dC uit en particulier que la fi-wme f, qui est non 
dQPn&Ce. est d’indice maximal I = w/2. 
C~tdcul ;ie la fonction rh&tl. Soit x un Ckment de I_, et soit X’ = x /t’pE I., ‘. Si ie 
carr6 de s n’est pas divisible par p, il n’existe aucut~ rkseau autodual de M tel que 
Si Ie cart+ de x est divis$le par p et si x’ fZ V’p L = pL’, le nambre de 
r&eau~ auto-duaux cantenant x ‘ ct contenus dans 1, ’ est @al au nombre N(1, I., 1) 
d’espaces tcatalemcnt isotropes de L ‘/pL’ qui contknnent 3-I. Soient y un d@mcnt 
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de L. et y’=< d py ans pL’. Le nombre de reseaux auto-duaux contenant pL’ (et 
par cons&quent qui conttennont y’) est &gal au nombre de wwespaces totalement 
isotropes maximaux de L, soit N(0, I, I) (voir I’appendice 1 pour le calcuE de 
N(C I, I)). On a done 
soit 
Ain& posant 
f&. (z)= I+ C a,e”‘“‘, 
nx-l 
on a si p dittise n, b, = (N(0, !, I)- N/l, 1, l))a,/, + N(1, I, I)+., ; sip a diuise pss n, 
b, = N(1, I, I)+,, et bo = N(I), l, I). 
Ainsi la transformation TD (‘passe B travers 63” et d&nit un enr;omorphisme de 
k?. On pose 
On sait (appendice 1) que N(0, 4, I) = (p’-’ + 1) N(l, I, I); par consequent, si 8 
appartient rir JV*g et si 
avec b. = 1 + p’-‘+ b,, = a,,,, si F ne ditlise pas ny b, = a@ + p’ ’ anl, si p diviw n. 
Qn reconnait, dans la restriction de rP ainsi finie ;, I,; tr~n~f~rrn~t~(~n de 
Hecke associee au nombrc premier p (voir [ 19, VU, Section 5 
(b) Cns oti p = 2: Mseaurs d@ type 11 et fQm?S 
Si p = 2, le th&w&me de Witt rre s”appli 
sym&riques ur (F#‘, et il n’est pas possibIe d 
fonction theta du transform4 par Ta d”un 
de la fo~~tion theta de cet Cl 
Codes cormteurs d ‘aveurs et formes quadrutiques entiPres 21is 
Soit L un rheau de type II dans R”. OR pose L’ = (i/t’?) L, 2f_ ’ = t/j L, et on 
utilise ia notation “barre” pour les images dans L ‘12L’ ee dans Z/22. 
Pwsque L est de type II, tout Mment de L’ a un catr6 scalaire enticr. Si x’ E. L’, 
on pose alors Q(T) = (x’x’]. Si x et y E L et si x’ = x/L’?, y’= y/%9, 011 a 
Q(? + y’) = O(S’) + O(y”) += G. L’application Q est done une forme quadratique 
sur (LJ21,‘). 
On voit qu’u~ rheau A4 tel qw 2t’ C M C Lp est de type II si et seulement si son 
image daus L’/2t’ est un espace totalzment singulier pour Q et 6gal $I son 
onai. Les raisonnements et les calcuis faits en 4 s’appliquent alors et err 
de$nit ainsi un endomarphisme tz de AlX qui coincide avec I’op@ration de Hecke 
associk mu nombre premier 2: Si 
avcc b(, =. I -+ 2’.‘, b, = ar, si 2 ne &vise pas n, b, = azn + 2’..’ anfI si n est pair. 
4.3. Apphcation ci la fonction dc masse 
Pmm,ns 
et rappelons la notation 
Proposition 4.3.1. (I) Pout tout nombre gwmier p impair (resp. congru ti I module 4 
si o n ‘est pus multiple de 4). ka fonction @m, est vectcur propre de t,,. 
(2) Pour tout nombre prcmivr p. la fonction @m i est uecteur propre de tp 
Dhonstration. IXmontrons par exemple la deuxiemr: assertion. Soit p un nombre 
premier quelconque. Pow tout 6lement L de .Y!, posons 
si p est imp13ir. et 
Si L est un rkseau de type IX de ) est fe nombre de 
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reseaux de type II, M, tels que [M] = M et <p L C M C (I/X$& On a vu, h-s du 
calcul de la fonction theta de T,([L]), que le nombre de rheaux de type II compris 
entre t/p L et (l/t’p)L est le nombre de sous-espac3s totalement singuliers 
maximaux pour une forme quadratique d’indice maximal c’r,ns (Z/pZ)“. On a done 
0 a c 4(L,M)=i@‘+l), air l=o/2. 
MEY” u jr0 
Fixons maintenant L et M appartenant & 32. Soient L et M deux r&eaux de 
type II de R” tels que [L] = L et [A#] = M. Pour que L$k CM C(l/v&,, it faut 
et ii suffit que t/p M C L C (I/up> M; la relation “% (L, M) # 0” est par consequent 
symktrique. 
Supposons que a, (L, M) # 0, et choisissons L et M de telle sorte que les 
inclusions precedentes soient satisfakes. Soit alors O(L, M) I’ensemble des transfor- 
mations orthogonales c de QM te1ie.s que: 
(1) VpL C a(M) C( l/t/& E. L’enwmbie O(L, M) est une Anion de classes h 
gauche module le groupe d’automorphismes de M et ces classes B gauche sant en 
bijection avec les reseaux de type II isomorphes h M et compris entre \$L et 
(l/V@f.. Par consequent IO(L,M)I = 1 G(M)1 u,,(L,M). 
E,n identifiant ie groupe des transformations orthogonales de RL = V$QM B 
c&i des transformations orthogocJes oe Q M, 8n voit que la wndition (1) 
Cquivaut B 
(2) t’pM C K’(L) C (lit/&V. On zn JCduit done (b) pour tous L et M dans YE, 
on a 
IG(~)(n,(L,M)=I~!(L)la,,(M,L) (si [l-]=L et [M,i=M). 
11 Cent alors, d’aprks (a), (b) et la &finition de r, 
t,(@d)= c IG(L)l-’ c a,(L.M)~&M, 
LE 2-k’ MEYZ’ * 9 
soit 
1 
tp (Orn !a= N( 1, 1, 1) M,=3” :c ( c %tM.L))JG(Wt-‘M. - u Led_’ 
tp (OrnIf:! = (p’-’ + 1) C$mlJ. 
Appendice 1 
Dinombrement d’espacas tot&merot sinpliers SW ies corps finis 
Nous supposons connus Ies rhultats SW la classification des formes quadratiques 
wr les corps finis tels qu’ils sont exp&s, par exemple, dans f’nuvr 
Dieudonnk [6]. 
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Soit Q une puissance d’un nombre premier. Pour tout entier pair w - 21, nous 
dksipnons par V, un espace de dimension o sur un corps fhi F de cardin;! 9, rnuni 
d’une forme quadratiquc 0, associke B une forme bilirkaire f telles yue: 
Si(Iestimpair.onaa(x-ty)=Q(x)+Q(y)+2f(x,y)pourx.yE V,,festnon 
digCn&Ce d’indice I ; 
Si (I est pair, on a Q(x + y)= C>(x)+ Q(y)+f(x,y) pour x,y E VW; Q est not1 
defective d’indice I. 
Soient h et k des entiers tels que k s h 6 C et soit W un sous-espace totalement 
singulier de V4. de dimension k. II rksulte du thbrkme de Witt que le nomhre de 
sous-espwes totalement singuliers de V, de dimension h et contenant W est 
indc?pend;;nt du choix de W Soit N(k, h, I) ce nombre. Nous allons eoalculer 
N( k. h, I) B I’aide dcs Propositions A. 1.2 et A. 1.3 ci-dessous. 
Proposition A.f.1. 01 Q 
N(k. h I) = rqo, h - k, 1 - k ). 
Dimonstration. Soit 1%’ un sous-espace totalement singulier de V,,, de dimension k 
et soit W” sol: orthogonal pour f; on a W C W’. 
Si on muni W”/W des formes induites par 0 et J \V”/ W est isomorphe & V, 2k. 
Lcs sous-espaces totukment singuliers de dimension h - k de W”/ W sont les 
espaces X/W, oti X est un espace totalement singulier de V, de dimension h et 
contenant W. 
Deux rcmmes sont utilisks pour la dkmonstration de la Proposition A.1.4. 
Lemme AJ.2. Soio * un entiar tel qw 2 G I -G 1. C)n a 
jJ N(O,lJ- j)= (liJ~)N(O,W 
P 
D&monstratton. En dhombrant les paires d’espaces totalement singuliers W, W’ 
de V, de dimensions resphves k et h et tels que W’ contienne W, on obtient 
N(0, k, f)N(k, h, I) = v(k, h)N(O, h, 1). 
03 Y(&, h) est le nombre de sous-espaces de dimension k dans un espace de 
dimension h. En particulier, si h = k + 1, on a 
N(0, k, I)N(k, k + L/;tl = v(k,k + I)N(O,k + Ll). 
On wit yuc v(k, k + 1) = (4’ ” - l)/(g - 1). Tenant compte de la PropOsit ion 
A.1.l. on a done 
(AL) N(0, k, ;)N(O, I, I ..- k)= ((q’+1-- I)/& - l))N(O, k + 1, I). 
Le Lemme A.1.2 se d6duit immaCdiatement des ipalitks (A,)(1 s i s r - I). 
Lcmme A.l.3. On a 
N(O,l,f)= 
g’- 1 
V-1 
(q’-‘+ 1). 
E%mwWration. Pour tout a fZ F, soit n!(a) !e wmbre de vecteurs x E V teIs que 
i?(x) = a 
On a 
C rtl(a)=q’ pour tout 121. 
CilEF 
(1) 
L’espace V, peut se dkkomposer en une somme orthdgonate de deux espaces 
isomorphes & V2 et B VW+ On a done 
n!(a) = C n,(a) h(a - a 1. 
aEF 
-. 
( ) 4. 
L’etude de I’espace V2 montre que 
n*(O) = 2q - 1, 
n,(a) = fj - 1 pour tout a# 0. 
Les igalites (I), (2) et (3) impliquent que pour a # 0, nI (a ) ne ddpl:nd pas de a, et 
ont alors pour unique solution 
n,(O)= (ql - l)(q’- ’ + l)+ 1, 
rr[fa) = (q’ - Qq’ pour a# 0. 
Comme: N(0, 1, I) = (l/lq - l))@,(O) - l), le lemme est demontrk 
Proposition A.1.4. On a 
N(0, r, 1) = fi (q (ql-‘-’ + 1)). 
i-0 4 
En particulier 
N(O, 1, I) = fi (q’ + 1). 
I”0 
(La Proposition A.14 cst une condquewe immediate des Lemmes A. 1.2 et A. 1.3. j 
Appeadice 2 
Formes quadratiques mti&vs: Rappd de r4Cwltats 
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A.2.1. Symbde de Hilbert 
Soit P i’ensemblc des wmbres premiers. Dans la suite, la lettre K dksignera I’un 
quelconque des corps Q. (p E P) ou R. 
Si Q et b appartiennent B K, Ie symbole de Hilbert est .dMni comme suit: 
(a, b)- 1 si z’-- ax2- by2 = 0 a une solution non triviale dans K, 
(a, b) = - 1 sinon. 
Tbikwitme A.2.1.1. (voir [19. Chap. III]). (1) Le symbols de Hilbert est une fclrme 
bilinkaire symitrique nulz dt!ghuWe sur le F2-espace vectwiel K * / K *2. 
(2) Si K = Q, pour p E P, si a = p” u et b = pB v avec u et v inversibles dons Z,, 
on a 
fa.b)=(-- 1)R8”” 
(a. b) = (- 1) ~~U)F(u~+u(Y(u)+‘h(l4) si p = 2, 
OC (x/p) est le symbole de Legendre, 
e(n)= n 2 *(mod2), o(n)=$f$mod2). 
(3) Si a et b appartiennent ci A, posons : (a, b), = symbole de Hilbert dans Qp pour 
p E P, la, b)= = symbole de Hilbert dans R. Alors ~uep..,~-)(a, b)V = 1. 
A.2.2. Formes quadratiques sur Q, 
(1) Soit V un espace vectoriel de dimension n SWY 9, muni d’une forrne 
quadrat ique Q. 
Si {e 1, l l 9, e,) est une base orthogonale de V, les quantitb suivantes solnt des 
invariantes de la classt! d ‘isomorphisme de ( V, Q): 
le discriminant d = RF.., O(el)E Qf/Qz*, 
8 = R*j(Q(&>, Q(q)) E {- 1, + U. 
Tb&dmce A.2.2.1. (voir [19, Chap. IV]). Deux formes quadratiques sur QP sont 
iquivaltntes si et seulemenr si elles on m&me rang, mOme discriminant d, et mime 
invariant 6. 
(2) Qn dit que Ia forme Q reprhente 0 s’il existe a # 0 dans V tef que Cl(a) z 0. 
Tbhht A.Z.2.2, [ 19, Chap. IV]. Si la dimension de V est supkrieure ou &ale d 5, 
toute fome quaxiratique sur V kepre’sente 0. 
A.2.3. Formes quadrcrtiques sur Q 
Tb&dmc! A.2.3.P. f19, Chap. IV]. Pwr que d&x formes quadratiques sur Q soient 
t!quivaierr3es, il faut et il sufit qu ‘elles le soient dans chacun des ctlrps Q, (p E P) et 
Application. Des Thkorkmes A.2.1.1, A.2.2.1 et A.2.3.1 on dCduit 
(1) Si n =2(mod4), si p= -1mod4, si CY = 1 mod2, la forme quadratique 
y “’ c,,. .;,,xi’ n’est pas tiquivalente g la forme qwdratique canonique de Q”. 
(2) Si n est pair, si ,pf - 1 mod il, pour tout or,!ier cy, la forme quadratiquc 
p-“ &G,snxf est 6quivalente B la forme quadratiqw canonique de Q”. 
A-2.3. Fk;rws quadratiques entikres 
Notations. Si S CP, soit &, l’ensemble des rationnels de la form a/b air pour tout 
p ES bfO(mt?dp): &, = flPEs (2 - pZ)‘-‘2. Par exemple, si p E P et si SP = 
P - (p}* I&,, est le localis de 2 par rapport & (p” 1 n E N). 
Soit V un espace vectoriel sur Q de dimension finie. Si S C P, on appelle 
“S-r&au” de V un &, sous-mod& L de V tel que Q QP~,, L soit isomorphe B V. 
Si de plus V est muni d’une forme quadratique non dCg6n6rCe Q, on definit de 
man&e evidente les notions de rbseau dual, de rc%eau auto-dual; si L est un 
S-rkseau, ia norme de L est par definition le Z,s,-ml-rrtule N(L) engendre dans Q 
par les U(x) pour x E L. Si L est un S-reseau autodual, on a 2Zfs, C N(L)C i?&. 
Si L est un beau dans V, on pose I+, = I&, L, et pour p E P, L, = 2, @ L ; L, 
est un Z,-rCseau dans V,. = Qy ~9 V. 
On dit que I’ewmble S C P est ind#ni pour (V, 0) s’il exi.,te p E P - S tel que 
V,, soit isotrope. Le Tht?or&me A .2.2,2 ci-desstis implique que si S # P et si c” est de 
dimension au moins 5, alors S est ind$fini pour V. 
Thbrkme A.2.4.1 [ 13, ~~~.10]. Soit V un Q-espace wctoriel ~4 dimension 3 3, 
tnuni d’utle fornze qtladrlrtique non dt!gine’r&e. Soir S un ertsemble de nombres 
premiers indkjwi pour V. Soient 1. et L’ deux S-rPseaux auto-duaux de w?me norme. 
II existe alors un P’le’ment s du groupe orthogonal de V tel que s(L ) = L ’ 
Suivant Serre [N], on dit qu’un rkseau auto-dual de V est de type I (resp. de type 
11) si sa norme est Z (resp. 22). Des Th&ox+mes A .2 2.2 et A.24 on dbduit alors 
Thkor+me .4.2.4,2. Soit V un Q-espace uectoriel de &:ension (zu mains 6gcrk 12 5, 
et vruni d’une fiwme quadrcztique non d&k&k. 
Soient L et L’ dew r!seaux auto-duaux de V. 
(1) 11 existe un Ple’rp2et2t s du gtoupe o42ogonaI de V tel que le.!+: facteurs irrvariants 
de s( L ) dans L ’ soient des puissances de 2. 
(2) Si L et L’ sont c/e mEme type- pour tout rrsff2bre premier p, il exisle un t#itrcnt s, 
da groupe wthogonal dl V tel que les facteurs inuariants de ~~(1. ) Rans L ’ Gent ties 
plzissances de p. 
Application au cwi 6e5, ni. Soit V un epace vectoriel sur Q de dimension finie n 
muni d’uni: forme qua4ratique &“nie positiue. 
Supposons qu’il exist : %dans V un rbeau auto-dual L. De 119, Chap. V, 1 .X6], on 
c.%?duit alors 
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Fp( V) = 1 si p# 2, 
e(V) - (- ly oti j = i(r(L)- a(L)). 
hisye V est dGfini, an a d’aprks [ 16, Chap. V, Section 2. ThiorCme 23 
r( L ) = cr( L ) (mod 8). Par conskquent V est isomorphe ii Q” muni de lz forme 
quadrafique canonique. Le r&uftat suivant n’est +une application B un cas 
particulier du T’hhkme A 2.42: 
Th&dme A.2.4.3. (1) Soic L un r4seau de type 1 de Q” .wec tz 2 5. Pour tout 
nom/w premier p. if exiw un entier k tel yue 1, contienne un r&au isomorphe d 
plr Z”. 
(2) Soit L un rkseau de type II de Q”. 11 existe un entier k el qw L contienna un 
rt!se:w isomorphe & 2’ 2”. 
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