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CHAPTER 1
Introduction
The fundamental physical and chemical properties (e.g. band gap, dissociation
energy, etc.) of a system depend on its atomic arrangement. Targeted engineering
of a material for a specific application is possible if we have an idea of its basic
configuration. X-ray diffraction techniques (XRD) or High-resolution transmission
electron microscopy (HRTEM) imaging for periodic systems and mass spectra for
clusters provides this information from the experiments. However, experimental
design and synthesis procedures are time consuming and without any guaranteed
outcome and in some cases they are uneconomical. Whereas,recent developments in
computational physics allow us to identify the atomic arrangement of such systems
with less effort and uncertainty in an affordable price.One of the most important
concepts of computational physics is the potential energy surface (PES). A potential
energy surface is a mathematical function that returns the energy of an assembly of
atoms as a function of its geometry. A local optimization of a structure will lead to
a local minima of a PES. By exploring the PES, more precisely by sampling the low
energy configurations, we can easily identify what the global minima represents, with
just the knowledge of chemical composition and the external environment. Starting
from this idea, a huge number of computational algorithms for global optimization
has been developed in the past decade: particle swarm [4, 5, 6], genetic algorithms [7,
8], simulated annealing [9, 10, 11, 12, 13], minima hopping method (MHM) [14, 15,
16], and more. The application of such methods are not only important for material
science but also in the field of biology and pharmacy.
The knowledge of a collection of minima is not enough to comprehend if a global
minimum is experimentally accessible, other minima might be entropically favored,
or there are multiple kinetically stable states.To understand the dynamical behavior,
one should have the information about the minima as well as the transition states
8between them. Algorithms as the dimer method, the nudged elastic band method,
MHGPS has been developed for unbiased sampling of complex reaction pathways
at a sophisticated level of theory, i.e. density functional theory (DFT) [17, 18, 19,
20, 21, 22, 23, 24, 25]. This knowledge provides a complete picture of the PES of a
system and the reaction pathways between any configurations of the system which
can be manipulated by external factors.
Minima hopping is an efficient algorithm, released in 2004 for molecular system,
and extended in 2010 for periodic systems, to explore the high dimensional PES of
complex systems, while proceeding towards the global minimum structure [14, 15].
MHGPS is a MHM based method for the efficient, automatized and unbiased sam-
pling of complex reaction pathways [25]. MHM and MHGPS has been successfully
used for global geometry optimization and constructing their reaction pathways in a
large variety of applications, such as molecules and clusters (Lennard-Jones, silicon,
fullerene materials, complex biological molecules and large gold clusters) [26, 27, 28,
29, 30, 31, 32] and crystals (cold compressed graphite, Cubine) [33, 34, 35].
In this thesis, we have successfully applied MHM and MHGPS methods to different
systems and understand their chemical properties. The applications that we studied,
are listed below:
 Exohedrally decorated atoms on C60: We investigated exohedrally dec-
orated atoms on C60 by employing for the first time a structure prediction
method, namely MHM at ab initio level. The energetically lowest configura-
tions for exohedrally metal decorated C60Mn with (2 6 n 6 32) was found
for alkali metals, alkaline-earth metals and some other elements. We identified
some structures which are found experimentally as well as new putative ground
states. Furthermore, we derived a predictive rule for the behavior of a larger
number of decorating atoms, by analyzing the bonding characteristics (type
and topology) of a single atom via the ELF (electron localization function).
 Exohedrally decorated C60 in the presence of the electric field: In
the previously mentioned work, we have found that Li and K atoms prefer
to be homogeneously distributed over C60 up to 12 and 6 atoms respectively
in the absence of an external electric field. With this knowledge in hand, we
wanted to observe the modification of PES for these systems under an external
electric field. In this application, we present an unbiased PES scan for Li and
K decorated C60 at the DFT level in the presence of an electric field. We
observed changes in the stability ordering with varying the strength of an
electric field.Moreover, we proposed that the measured experimental dipole
moment at room temperature is the composite effect of several configurations.
 Metal decorated C48B12: Next, we scanned the PES of metal decorated
C48B12 which are considered to be stable and extremely good for hydrogen
storage. Using MHM, we performed a comprehensive structural search, dec-
orating both diluted and patched C48B12 fullerenes. Almost in every case
(except for Li), the ground state structure was massively distorted by the
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decoration and the metal decorated patched configurations are much lower in
energy than their diluted counterpart.
 Exploration of Si20H20 cluster PES: Despite experimental efforts, the
dodecahedron configuration of Si20H20, that is the most stable configuration
calculated on the PES, has not yet been observed. To propose a solution, we
employ a fingerprint distance (FP)- based exploration of the PES of Si20H20,
using a recently developed method [36, 37], and we compare it to an analogue
calculation on the C60 and C20H20 fullerene. The similarities and differences
between the PES of the two systems are used to discuss why the global mini-
mum is observed only for C60 and C20H20. The lowest energy pathways from
MHGPS and the FP-disconnectivity method for C60 and Si20H20 has also been
analyzed. We hypothesize that the coalition of the effects of complex pathways
between the configurations, the fractal shaped funnel and configurational en-
tropy prohibit Si20H20 to reach its global minima (dodecahedron configuration
of Si20H20).
 Unbiased search of [Si32Cl45]− and [Si32Br45]−: Recently, it has been de-
veloped a one step synthesis procedure to synthesize [Si32Cl35] cluster which
consists of a Si20 dodecahedral core with an (endohedral) Cl ion. We have
re-investigated this system by performing a systematic and unbiased search for
low-energy minima for the stoichiometries of [Si32Cl45]− and [Si32Br45]−. Al-
though,we have observed different low energy structures, the previously found
low energy configuration remains most stable configuration. The charge anal-
ysis suggests that negatively charged [Si32Cl45]− provides stability to the sys-
tem. Our analysis also suggests that Br decorated system should provide more
stability than Cl decorated system.
 Analysis of carbon defect assessment at the SiC/SiO2 interface: Sili-
con carbide (SiC), a wide-bandgap semiconductor, is considered as the major
enabling material for advanced high power and high temperature electronic
applications. However, the efficiency of SiC decreases with time due to the
surface oxidation and hence carbon accumulation at the interface of SiC/SiO2.
We theoretically analyzed the SiC/SiO2 interface considering different carbon
removal pathways and the effects that interfacial defects, such as dangling
bonds and carbon clusters, have on the electronic properties (i.e. generation
of intra-gap trap levels). We found that during the thermal oxidation of Si-
terminated SiC (0001) surface, just between the SiO2 layer and bulk SiC, car-
bon atoms tend to align in chainlike configurations or in connected 6-member
or 5-member rings at the interface of SiO2/SiC. These stable interface struc-
tures in turn generate intra-gap states. We found that when NO/N2O is used
as an oxidizing agent, it inhibited the formation of bigger carbon chain like
clusters.
 Growth of 2d B structures on Si substrates: Since boron forms boride
compounds with most of the elements, only a few metal surfaces have been
considered as a substrate, until now. Boron atoms have high solubility limit
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in Si, but they tend to segregate on the surface of the Si atom at very high
concentration, due to their high diffusivity. Motivated by this fact, we con-
sidered a semiconductor, i.e. Si, as a substrate to grow boron 2d structures.
Depending on the choice of the Si surface and the concentration of the boron
atoms, we can have different types of boron layers. It is possible to obtain
not only metallic boron layers but also semi-conductor layers. By controlling
the concentration of boron, we can also grow monolayer, icosahedral sheets or
layered configurations, a wide range of 2d configurations.
The thesis is sketched out in the following way. In the Chapter 2 we provide a
brief summary of DFT and DFTB method. We also discuss the characteristics of
PESs and a short introduction of different methods that are used to explore it.
At the end, we provided a short review of MHM and disconnectivity plot which
has been a major part of this thesis. Chapter 3 is subdivided into three sections:
the first section is about exohedrally decorated atoms on C60; the second section
is about modification of the PES of exohedrally decorated C60 by an electric field;
the last section is about the stability of metal decorated heterofullerene C48B12.
In Chapter 4 we discuss the PES of Si20 decorated with hydrogen as well as Cl−
core and eight chloro substituents and twelve trichlorosilyl groups on the surface.
Chapter 5 tackles the issues of the shape and size of carbon clusters at the interface
of SiC/SiO2, as well as the synthesis of different types of boron 2d configurations
on various Si surfaces. The summary and the outlook of this thesis is provided in
Chapter 6.
CHAPTER 2
Computational tools to explore a potential energy surface
(PES)
The potential energy landscape (PES) is a fundamental property in computational
modeling for a compound. The PES depends on its energy as function of its in-
ternal degrees of freedom. It is also referred to as the Born-Oppenheimer surface.
Many important concepts which might be mathematically challenging can be com-
prehended fully, intuitively, with the insight provided by the idea of the PES. The
detailed knowledge of the PES topology allows the prediction of the equilibrium
conformations, thermodynamic and dynamic properties of multiatomic systems, e.g.
molecules, clusters, or bulk [38, 39, 40, 41]. The Born-Oppenheimer approximation
is an essential element to understand PES of different systems.
2.1 The Born-Oppenheimer approximation
The time-independent non-relativistic Schrödinger equation is given by
Hˆtotψi(x1, . . . ,xN ,R1, . . . ,RNA) = Etot,iψi(x1, . . . ,xN ,R1, . . . ,RNA) (2.1)
where the xi are the coordinates of all N electrons and Ri represent the coordinates
of all the NA nuclei. ψi represents the wavefunction of the i-th quantum state. For
simplicity, we also consider that all wavefunctions are normalized. The Hamilton
operator is a sum of the operators of the the electronic kinetic energy(Tˆe),nuclear
kinetic energy(Tˆn), the Coulomb attraction of the electrons and nuclei (Vˆen), the
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electronic Coulomb repulsion (Vˆee) and the nuclear Coulomb repulsion (Vˆnn) respec-
tively as it given in Eq. 2.2. The full Hˆtot can be written as




































Here i and j run over the N electrons, whereas A and B run over the NA nuclei.
For convenience, atomic units are used, where ~ = me = e = 4pi0 = 1.
The electronic and the nuclear states are coupled in the Hamiltonian, which prevents
us to obtain any analytical solution by in a full quantum mechanical framework. So
in general we have to deal with (3N + 3NA) coupled degrees of freedom. However,
the rest mass of a proton is approximately 1836 times greater than the rest mass of
an electron. Born and Oppenheimer suggested the following approximations [42]:
 The nuclear motion is so much slower than electron motion that they can be
considered to be fixed.
 A smeared out potential from the speedy electrons is observed by the nuclear
motion (e.g., rotation, vibration).
Hence, they considered an approximation of the total wavefunction:
ψ(xi,R) = ψe(xi,R)ψn(R) (2.4)
The nuclei are treated as classical particles, such that the kinetic nuclei energies are
neglected. The last term in the Hamilton is independent of the electronic coordinates


















|ri − rj| = Tˆe + Vˆen + Vˆee (2.5)
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Since Hˆee have to be solved for a particular nuclear geometry ψe(xi,R) is a func-
tion of the electronic coordinates xi and the nuclear positions R. Hence ψe(ri,R)
and Vˆe=(Vˆen + Vˆee) represents different wavefunctions and energies for different nu-
clear configurations which will give rise to electronic surfaces. These Vˆe define as
Born-Oppenheimer surfaces. The coupling of different electronic states depends in-
versely on the gap between the electronic surfaces. Hence, one should be careful to
tread if two electronic surfaces are separated by a small energy gap. An important
assumption of the Born-Oppenheimer approximation is
 There are no excitations of the electrons among the various surfaces.
The excitations comprise non-adiabatic effects which are neglected. If the electrons
are in their ground state and the ground state energy is E0(R) and if the excited
state energy for those electrons is E1(R) then at temperature T there will be no
excited state if,
E0 − E1  kBT (2.6)
for all nuclear configurations. It is not possible to know beforehand if this condition
will be satisfied without complete knowledge of these surfaces. There could be
regions where the surfaces proceed towards each other with an energy spacing close
to kBT . If the system visits such nuclear configurations, then the Born-Oppenheimer
approximation will break down.
2.2 Density Functional Theory:
Despite the simplicity of the the Schrödinger equation under the Born-Oppenheimer
approximation (Eq. 2.5), an analytical solution exists only for a few cases, such as
the hydrogen atom. Rather than analytical methods, numerical methods must be
used to solve the Eq. 2.5. In principle, by searching for an appropriate wavefunction





However, it is computationally too expensive in practice and strongly limited by
the system size. For example, the prerequisite memory to simply discretized a
3N dimensional wave function into M points for each degree of freedom is M3N . To
obtain an accurate solutions, a very flexible description of the spatial variation of the
wavefunction is also required. This implies that it is essential to have a substantial
number of basis set. This contributes to the expense for practical calculations.
Many correlated methods have been emerged for molecular calculations such as,
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MP2, CCSD, CCSD(T) etc. For most cases, a sufficient accuracy to compute the
chemical properties i.e. stability, reaction rates etc of a system can be acquired
by CCSD(T) calculations. However, due to the calculation for a realistic system
is computationally expensive, this method is impractical to use in reality. The
computational cost of the most commonly used methods, for instance, MP2, MP3,
MP4, CISD, CCSD, CCSD(T), formally scales with the number of electrons raised
to the power of 5, 6, 7, 6, 6, 7 respectively [43]. Despite the fact that there is a rapid
advances in computer technology, still these strategies do not appear to be useful
for realistic systems in near future.
To circumvent this problem, one can use the electronic density ρ(r) as basic quantity





|ψ(x1, · · · , xN )|2ds1dx2dx3 · · · dxN (2.8)
This gives the probability of finiding an electron ρ(r)dr in a volume element dr=dxdydz
around r. N is the total number of electrons in the system.
In 1964, Hohenberg and Kohn published two theorems, which replaced the electronic
wavefunction by electron density [44]. The theorems are:
 Theorem I: "The external potential is determined, within a trivial additive
constant, by the ground-state electron density ρ."
 Theorem II: "The electron density that minimizes the energy of the overall
functional is the true electron density corresponding to the full solution of the
Schrödinger equation."
The first theorem suggests that for a system consisting of electrons in an external
potential, the total energy can be written as a sum of the energy arising from the
electronic density and other external terms.
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The nuclei are assumed to be a point charge. Eext is the external potential and Enn
is the internuclear interactions. Ee[ρ] is split into kinetic energy term, a Hartree
term and a exchange correlation term. The exchange correlation term contains all
the quantum mechanical effects that are not included in the "known" terms.
Ee[ρ] = Ekin[ρ] + EH [ρ] + Exc[ρ]
= FHK [ρ]
(2.12)
Ee independent of external potential. Hence it is a universal functional. This sug-
gests that if the form of Exc[ρ] is known, it could be used for any many electron
system. From the second theorem, we can say that for any many electron system,
a true ground state density can only minimize the functional Etotal[ρ]. Hence, to-
gether with variational principle and trial density ρ˜ to fix the Hamiltonian for its
corresponding ground state wavefunction, we can write




= E[ρ˜] ≥ E[ρ]
= 〈ψ|Hˆ|ψ〉
(2.13)
These theorems are the cornerstone of Density Functional Theory (DFT).
The problem is that the exact form of energy functional on which the variational
principle to be applied, is unknown. The kinetic and electron-electron functionals
are unascertained. Direct minimization of the energy would be possible, if a good
approximations of these functionals could be found.
To solve the above problem, Kohn and Sham introduced an auxiliary system of non-
interacting electrons in 1965 [45]. This non-interacting system is characterized by a
single Slater determinant constructed from Kohn-Sham orbitals φi. For simplicity we
will hereon restrict ourselves to closed shell systems. Now the total energy functional
can be rewritten as






< φi|∇2|φi > (2.15)
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The terms on the right are, in order, the electron kinetic energies of a non interacting
system. The second term is Hartree energy. This potential describes the Coulomb
interaction between an electron which is considered in one of the Kohn-Sham equa-
tions and the total electron density defined by all electrons in the system. This also
includes self interactions. This is due to the electron interacts with its own mean-field
and hence it is a nonphysical quantity. The last term is the exchange and correla-
tion term. All the nonphysical quantities and corrections, i.e. self interactions, the
correction to the independent kinetic energy term due to the interacting system,
are grouped together into the final potential Exc. This is considered as exchange
and correlation term to the single electron equation. The exchange and correlation





In practice, the Kohn-Sham equations are solved self-consistently to obtain the
ground state density. The basic algorithm is given below:
1. Define an initial, trial electron density, ρ˜(r).
2. Using the trial electron density, solve the Kohn-Sham equations to find the
single-particle wavefunctions, φ˜i(r).
3. Calculate the electron density from the wavefunction obtained from solving
Kohn-Sham equations.
4. Compare the new calculated electron density, with the electron density used in
solving the Kohn-Sham equations. If the two densities are within the cuttoff
limit of the two density difference (|ρ˜(r)-ρ(r)| ≤ ∆ρcutoff ) , then this is the
ground-state electron densityρ(r), and it can be used to compute the total
energy. If the two densities are different, then the trial electron density must
be updated in some way. Once this is done, the process begins again from step
2.
2.2.1 Exchange-correlation functional:
The correction terms due to the independent particle approximation are included
in the exchange-correlation term. Although the exact form of exchange correlation
term is unknown, there exist a large number of ways in which the functional can be
constructed. A well constructed functional will lead to accurate results of physical
quantities (i.e. Band gap, ionization potential, lattice parameter etc) which are
comparable with the experimental results. In most of the functionals, the exchange
(Ex) and the correlation (Ec) part are separated. This allows easy construction and
incorporation of different effects. Among the most common functionals we find:
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 LDA
 GGA: PW91, PBE, PBE-sol






The LDA exchange-correlation functional works best for slowly varying electron den-
sities or or homogeneous electron densities. The drawback of the LDA functionals
is that they describe poorly the lattice parameters, binding energy, atomization en-
ergy etc. A more accurate description, in particular for systems with a more rapidly
varying electron density, is available with the exchange-correlation functionals of
the generalized gradient approximation (GGA) family [48]. GGA also takes into





The functional form of GGA are usually chosen such that they coincide with LDA
in the limit of a homogeneous electron gas. Usually they are constructed in the form
of a correction term which is added to the LDA functional. Meta-GGA is basically
an extension of GGA functional which contains all the properties of GGA as well as
a non-interacting kinetic energy density is used as a input [49]. Hybrid functional
includes a fraction of exact Hartee-Fock exchange energy with the exchange part
of the GGA functional. PBE0, HSE, B3LYP are some hybrid functional that are
widely used [50, 51]. Even though this type of mixing leads to an improvement
different physical quantities for different systems, the calculations are computation-
ally expensive. Hence as Perdew explained, as one climbs up the "Jacob's ladder"
of functionals to reach the heaven of chemical accuracy the computational cost in-
creases significantly [52].
2.3 Density functional tight binding (DFTB)
Kohn-Sham Density-functional theory (DFT) is a very powerful method for the
calculation of physical and chemical properties of molecules, clusters and condensed
matter systems. Unfortunately, DFT simulations that go beyond a few hundred
atoms quickly become computationally intractable. At the loss of accuracy, one can
restore to significantly faster methods such as semi-empirical tight-binding methods,
or even to the completely empirical force fields. Classical force field methods are
several orders of magnitude faster than DFT , allowing one to treat millions of atoms
and to follow their dynamics beyond the nanosecond time scale [53, 54]. The draw
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back of this method is that it is very accurate for the system for which it has been
parametrized. The parameters might suffer from a limited transferability. It also
misses quantum effects (i.e. tunneling) in such types of simulations. On the other
hand, DFTB is an approximate quantum chemical method derived from density
functional theory (DFT) based on Taylor series expansion of the DFT total energy
expression until a second-order.
Tight binding (TB) approaches work on the principle of treating electronic wave-
function of a system as a superposition of atom-like wavefunction (known as LCAO
approach) [55]. Here, valence electrons are tightly bound to the cores and not al-
lowed to delocalize beyond the confines of a minimal LCAO basis. TB energy for N










This separation of one-electron energies and interatomic distance-dependent poten-
tial νj,k constitutes the TB method. Foulkes and Haydock showed that the TB
methodology can be understood as an approximation to DFT, critically depending
on the choice of an appropriate input density [56]. The input density ρ0 has to be
optimized in order to minimize the error of the TB total energy with respect to the
true ground state energy.
To do Taylor series expansion of the DFT, we need to choose proper reference density
ρ(r). Here an approximination is done. We consider a system where atoms are free
and nutral. The total density of the system is ρ0(r) which is composed of atomic
densities. Thus the density does not contain charge transfer (artificially). The
density ρ0(r) does not minimize the functional E[ρ(r)]. Instead the minimization
is done with an reference density which is ρ0(r) with some perturbated density
fluctuation ρ(r) = ρ0(r) + δρ(r). The exchange-correlation energy functional is then


























Here we have considered δρ is very small. The linear terms in δρ vanish. The first
term does not contain any charge transfer. The last term contains the energy from
the charge fluctuations due to the Coulomb interaction and exchange correlation.
The rest is considered as repulsive energy because of ion-ion repulsion term. Eαβ is
the same quantity as in Eq. 2.11.
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The above Equation is the starting point for further approximations leading to the
DFTB model. The approximations are given below:
 The Hamiltonian matrix elements in the first term of Eq. 2.22 are represented






The non diagonal elements are calculated within the two centered approxima-
tion [57, 58]. Whereas the diagonal elements of the matrix are taken from the
atomic eigenvalues of free spin-unpolarized atoms. The non diagonal elements
are tabulated together with the overlap matrix elements with respect to the
interatomic distance Rαβ.





Here ρα is the superposition of atomic contributions. This due to the monopo-
lar charge fluctuations at the atoms α which is given by ∆qα=qα-q0α. q
0
α repre-
sents the number of electrons of the neutral atom α and the qα are determined















The analytical solution from the Coulomb interaction of two atom-centred
spherical chrge distributions located ar Rα and Rβ will provide γαβ for α 6= β
[59]. The onsite contributions γαα are computed by taking second derivatives
of the total atom energy with respect to the charge and the occupation num-
ber, respectively from the spin-unpolarized atomic DFT calculations. This
approximation allows to treat charge transfer in a self consistent way.
 Finally, the remaining terms (Eq. 2.22) and the ion-ion repulsion (Eαβ ) are





Uαβ is an atom-type specific pair potentials. In practice, Uαβ is fitted as the
difference of total energies from DFT and the electronic part of DFTB with
respect to the bond length of certain bonds in reference molecules [57].
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∆qα∆qβγαβ(Rαβ) + Erep (2.27)
2.4 Forces:
The forces on the atoms can be obtained by the negative gradient of the PES. As
we discussed before, the stationary points are most interesting sites. Here the forces
on the atoms vanish. Hellmann and Feynman showed that the forces can be derived
from the electronic charge density. Consider a system with a Hamiltonian H(λ) that
depends on some parameters λ.
Hˆ(λ)|ψ(λ)〉 = E(λ)|ψ(λ)〉 (2.28)
where ψ(λ) be an eigenvector of H(λ) with eigenvalue E(λ). We also assume that
|ψ(λ)〉 is normalized so that
〈ψ(λ)|ψ(λ)〉 = 1 (2.29)

































This is known as Hellmann-Feynman theorem. Now if we consider, λ=RαA, which
is the cartesian component α of the position of nucleus A, and by inserting Eq. 2.5
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and Vˆnn in Eq. 2.31, we obtain an expression for the corresponding force component
FαA:











Hence the force only depends on the charge density.
2.5 Stationary Points:
Stationary points are the most interesting points on a PES. In the absence of a field,
the potential energy of a molecule does not change if it is translated or rotated.
Hence it only depends on the internal coordinates of the molecule. Mathematically,
a stationary point is one at which the first derivative of the potential energy with






= · · · = 0 (2.33)
where each derivative is with respect to just one of the variables R of which Ve
is a function. (R1, R2, · · · ) are the internal co-ordinates of atoms in a molecule.
Since the forces vanish at the stationary points, in the Taylor expansion, the leading
terms of the potential are quadratic. If the internal co-ordinates are transformed to









where O(q3α) denotes higher-order terms that are neglected in the harmonic approx-
imation.
A displacement along a normal coordinate qα either raises or lowers the potential
energy depending upon whether ω2α is positive or negative. The characteristics of
any stationary point are therefore determined by the Hessian eigenvalues which are
represented by ω2α.
1 Based on this, we can define three types of stationary points:
 Minima: Correspond to stable or quasi-stable species; reactants, products,
intermediates. Here
ω2α > 0 (2.35)
At a local minimum, the eigenvalues of the Hessian matrix are positive. This
means that the curvature into all direction is positive. Hence the local mini-
mum can be identified if the energy rises due to the small displacements into
arbitrary directions.
1if ω2α=0, then it corresponds to global displacement of the system.
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 Transition states: Saddle points which are minima in all dimensions but
one; a maximum in that dimension.Here
ω2α > 0 (2.36)
except along the reaction coordinate and
ω2α < 0 (2.37)
along the reaction coordinate.
 Higher-order saddle points: A minimum in all dimensions but n, with
n > 1; maximum in the other n dimensions. For this case the Hessian will
have n negative eigenvalues. The stationary point is considered as the saddle
point of index n.
Figure 2.1: A model three dimensional energy surface is shown here. The global
minimum, the saddle point and the local minimum is shown in the figure with an
arrow. These features have interesting physical significance. Local minima corre-
spond to (meta)stable states. The first order saddle points can be identified with
transition states of chemical reactions. The black line correspond to the reaction
pathways from local minimum to the global minimum or vice versa through the
transitions states.
Computational tools to explore a potential energy surface (PES) 23
In Fig. 2.1 A is the global minimum, since it is the lowest-energy minimum on the
whole PES, while B is a local minimum, i.e. a minimum compared only to its
nearby points on the surface. The lowest-energy pathway linking the two minima
is the reaction coordinate or intrinsic reaction coordinate (IRC, depicted as a solid
line in Fig. 2.1). This is the idle path that would be followed by a molecule in going
from one minimum to another because of the lowest barrier height. It should acquire
just enough energy to overcome the activation barrier, pass through the transition
state, and reach the other minimum. Not all reacting molecules follow the same
path exactly: a molecule with sufficient energy can stray outside the path to some
extent. Inspection of Fig. 2.1 shows that the transition state linking the two minima
represents a maximum along the direction of the IRC, but along all other directions
it is a minimum.
Figure 2.2: A one dimensional model of a multifunnel energy surface to visualize the
concept of basins and global minima. It is very difficult to find the global minimum
of a multifunnel energy landscape. In this case, if one starts to explore the landscape
from a configuration in the funnel which does not contain the global minimum (i.e.
any minimum from superbasin 1) , it will take long time to get out of this funnel
and go to superbasin2 where the global minimum is located.
There are few terminologies used to explain the PES during the exploration. This
are defined below:
 A catchment basin (CB): The set of points from which steepest descent
pathways converge to this minimum for each minimum on a PES. The tran-
sition states are situated at the edge from where different minima can be
explored [60].
 Superbasins: If a threshold energy is introduced, the minima of a set of
basins are mutually accessible without crossing the threshold energy. These
sets of mutually accessible basins are known as superbasins [61].
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 Funnel: If the lowest minimum of the superbasin can be achieved by never
exceeding a barrier that is significantly larger than the average energy differ-
ences of the minima in this superbasin then the superbasin will be considered
as a funnel. [38, 14]
The global optimization becomes extremely difficult when systems have several fun-
nels. The system might never cross the barrier between two superbasins which will
lead to a wrong ground state. For this reason, the majority of the methods are
insufficient and also in some cases incapable of finding the global minimum if the
starting point is not in the funnel containing the global minima. For example the
model energy landscape represented in Fig. 2.2 contains two funnels. If one starts to
explore the landscape superbasin 1, it will find the lowest minima of the funnel but
the global minimum of the system is in the superbasin 2. The global minima is only
accessible after crossing the high barrier between the two funnels. An algorithm will
only try to cross the barrier after exploring a large number of local minima in the
funnel, in which it starts in. Hence a good global optimization algorithm which is
discussed in chapter2, also needs to have the mechanism to climb up the high barrier
to access the funnel containing global minimum. Thus a PES can be partitioned
into mutually accessible regions for a given set of different energies. This idea can
be used to visualize the PES of arbitrary dimensions. On this basis, Becker and
Karplus introduced disconnectivity graphs [37].
2.6 Local geometry optimization:
Exploration of PES required to perform local geometry relaxations so that the local
minimums can be found. Since the dynamical properties can be deduced from the
energies and the connectivity of minimum and transition states, an efficient deter-
mination of the stationary points of PESs is required. Several iterative optimization
techniques have been developed throughout the years. This resulted in a number of
highly sophisticated methods. Few of them are listed below:
 Steepest Descent: The most simple optimization scheme is the steepest
descent method. Although not very efficient, it is the most stable method
available. A function f(x) is minimized by taking small steps along the nega-
tive gradient given at the current coordinate xt. The iterations of the steepest
descent method are given by
xt+1 = xt − αt∇E(xt) (2.38)
where the positive real number αt is denoted as the step size. The step size
αt must be chosen such that the energy decreases in all steps.
 Newton's method: The Newton algorithm is an iterative scheme where the
Hessian matrix A is used to determine the step-size and descent direction in-
stead of using a constant scalar α as in the steepest descent method. This
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approach converges in one single step for any initial configuration if the po-
tential is harmonic.
 The fast inertial relaxation engine (FIRE): FIRE belongs to the class
of optimization schemes based on damped dynamics [62]. In such schemes
the Newtonian equation of motion is iteratively integrated, including a damp-
ing factor to reduce the velocity along the trajectory as the potential energy
decreases. In this way the system will eventually relax to a close-by local
minimum.
 Quasi-Newton methods, e.g. Broyden-Fletcher-Goldfarb-Shanno (BFGS)
: Determining Hessian matrix A is computationally extremely expensive. A
quasi-Newton algorithm such as BFGS is very useful for this purpose [63,
64, 65, 66]. This method employs an approximate Hessian, which is gradually
improved as the minimization progresses. The sequence of approximated in-
verse Hessian matrices Ct should therefore converge towards the true inverse
Hessian A−1 at the minimum. Importantly, since the true Hessian at the min-
imum must be symmetric and positive definite, the update mechanism should
ensure that the approximate Hessian also preserve these properties.
2.7 Overview on global optimization methods
Distinctive minimization methods, for example, steepest descent, conjugate gradient,
and so on or the blends of them is considered to locate the minima of a PES.
Tragically, there is no numerical approach to find or to check if a minima is a global
minimum. Henceforth the only solution is to consider the lowest minimum of all
previously found minimum as a global minimum.
The task of global optimization methods is to find the lowest among all local min-
ima. Regrettably, the quantity of such nearby minima on the high dimensional PES
increments exponentially with the system size. For an example the number of local
minimum of molecules of the hydrocarbon family (CNH2N+2) is of the order of 3N .
Because of the constrained measure of computational resources, a small fraction of
local minima is investigated and among them, the lowest energy structure is con-
sidered as a putative ground state. It is difficult to demonstrate that the genuine
ground state has been accomplished.
On the basis of the ideology, global optimization methods can be divided into a few
different groups:
 Empirical correlations: Machine learning/data mining approach and periodic-
graph approach.
 Thermodynamic approach: Simulated annealing, metadynamics and basin
hopping.
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 Non-Thermodynamic approach: Genetic algorithms, particle swarm op-
timization, random search and minima hopping.
A few of these methods are explained in the next sections:
2.7.1 Machine learning
Machine learning is a intensely data-centric technique. A lot of information are
gathered and analyzed and trained by a prescient model [67, 68, 69]. If now sim-
ilar inputs as of the trained data set are provided to the model, it will anticipate
probabilistic outcomes dependent on the prepared information. Prediction of crystal
structure through machine leaning relies upon the capacity to isolate the information
of precious crystal structure of all types. The algorithm will only make predictions,
and some of these could be correspond to completely unstable or even physically
impossible compounds. Therefore, chemical intuition will still need to be utilized to
determine what is valuable and what to ignore.
2.7.2 Simulated annealing
In experimental physics, to reduce defects and obtain larger single crystals, a sample
is heated to high temperatures and then slowly cooled down. Simulated annealing
method mimics this process [9, 10, 11, 12, 13]. Starting from an initial configuration,
the atoms are usually equilibrated at a high constant temperature through molec-
ular dynamics or with a Monte Carlo method on which periodic local quenching is
performed. At high temperature, the Boltzmann distribution exhibits uniform pref-
erence for all the states, regardless of their energy. When temperature approaches
zero, only the states with minimum energy have nonzero probability of occurrence.
This is however true only for systems with simple energy landscapes.
2.7.3 Basin hopping
The basin hopping method is a thermodynamical method [70, 71, 72, 38]. The PES
is transformed into a stepwise constant staircase function representing the energies
of the local minima of the corresponding basins of attraction. This modified PES
is sampled using a Monte Carlo simulation at a constant temperature. The system
is moved by a random displacements of the coordinates from a uniform distribution
in the range of [−1, 1], times the step size. The step size is dynamically calibrated
to give an acceptance ratio of 0.5 and to make certain that the system will not get
stuck in the local minima. A local geometry relaxation is then performed. The
trial structure is always accepted according to the metropolis algorithm which is if
Etrial < Einit, and only if a random number drawn from a uniform distribution in
[0, 1] is less than the Boltzmann factor exp (−Etrial−Einit
kBT
). If the trial structure is
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accepted, the current configuration and the energy is updated, else a new trial step
is performed from the previous configuration. Crossing a barrier, using ordinary
Monte Carlo simulations is a rare event. It might take long time to reach a global
minima.
There is one free parameter, namely the temperature, that can be lowered succes-
sively during a simulation. Consequently basin hopping can be used within simulated
annealing method.
2.7.4 Genetic algorithms
A genetic algorithms [7, 73, 74, 75, 76, 77, 78] is inspired by Charles Darwin's theory
of natural evolution. This algorithm reflects the process of natural selection where
the fittest individuals are selected for reproduction in order to produce offsprings of
the next generation. Five phases are considered in a genetic algorithm.
 Initial population: The process begins with a set of individuals which is
called a Population. Each individual is a solution to the problem you want to
solve.
 Fitness function: The fitness function determines how fit an individual is.
The fitness of the individual solutions is usually given by the (free) energy or
enthalpy of the structures.
 Selection: The selection phase is to select the fittest individuals and let them
pass to the next generation.
 Crossover: A crossover point is chosen at random from the parents and the
offsprings are created by exchanging the genes of parents.
 Mutation: New off spring are created by mutation with low random proba-
bility.
In each of the main operations in each generation, one makes sure that the configu-
rations with the lowest energies always survive. This method has been implemented
and available as software packages i.e. GASP [79] or USPEX [76].
2.7.5 Minima hopping
The Minima Hopping (MH) method is a non-thermodynamic global optimization
method and depends on the fact that by exploring the low energy part of the PES
as fast as possible the global minimum will be revealed at some point [14]. It is
based on the two basic principles (Fig. 2.5 and Fig. 2.3 ):
 A built-in feedback mechanism excludes the trapping and recognizes the re-
gions that are already visited previously.
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 It exploits the Bell-Evans-Polanyi principle for the moves from one catchment
basin to other [80, 13].
Figure 2.3: The schematic diagram of the Bell-Evans-Polanyi principle.
Bell-Evans-Polanyi (BEP) principle suggests that exothermic reactions typically
have low barrier energies. This suggest that the product and the reactant of a
chemical reaction is the two local minimums connected by a transition state. A
simple one dimensional representation of two local minimums along with reaction
coordinate is presented in Fig. 2.3. The two local minimum is represented by the
blue curve. Now if the energy of the product is lowered, the barrier height in between
them also reduces. However it is a very crude approximation and the curvature of
the PES might change due to the shift. Also a high kinetic energy can lead to a lot
of undesirable local minimums.
The MHM algorithm is based on two parts as can be observed in the Fig. 2.4:
 the inner part is responsible for the jumps into a neighboring local minimum
 the outer part is used to accept or reject this minimum
As we can see from the flow chart of MH in Fig. 2.4, a molecular dynamics simulation
(MD) is performed in the inner part of MH. The system has a random Boltzmann
distribution with a kinetic energy Ekin to perform the escape moves. During the MD
moves the potential energy is monitored as a function of time. The MD trajectory
is stopped at the nth minimum as it encounters on the potential energy surface.
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Figure 2.4: Flow chart of MHM. There are five parameters. αr and αa determine
how rapidly Ediff is increased or decreased in the case where a new configuration is
rejected or accepted. Depending on the outcome of an escape trial βs, βo, and βn
determines that how rapidly Ekin is modified .
The final MD configuration is used as a starting point for a standard local geometry
optimization. There are three possible scenarios, which are detailed in Fig. 2.4. If
a random direction of velocity vector is used at the start of MD simulation then we
have to follow the MD trajectory over many oscillations within the catchment basin
before it crosses into any other catchment basins. This method is very inefficient
and can be avoided by starting an MD simulation with the velocity vectors in a soft
directions. The soft direction is defined as the direction where the curvature of the
potential energy surface is small. Along that direction the probability of finding low
energy barrier is higher and can be done with fewer force evolution by the dimer
method.
The outer part of the MH accepts or rejects a minimum based on threshold energy
(Ediff) or on a Metropolis step. The new minima is always accepted if the energy of
the new minima is not higher than the energy of the current minima by Ediff. The
parameter Ediff is continuously adjusted during the simulation by a factor αr, if the
new minima is rejected or by a factor αa if the new minima is accepted. By choosing
αa=1/αr, roughly half of all the minima are accepted on average during a MH run.
Amsler et al. extended MHM for the periodic systems [15]. Initially MHM was
developed for an isolated molecule, or a periodic system in a rigid box. To perform
structure prediction for a periodic system, not only the atomic positions are required
to be optimized, but also the cell shape, especially when external constraints are
















•Acceptance / Rejection based on simple thresholding: Accept new minimum M if E(M) < E(Mcurr) + Ediff
•Feedback on Ekin and Ediff
Figure 2.5: The schematic diagram of MHM in a two dimension PES. The black
broken line indicates the threshold energy. The dotted red arrows represent the re-
jected moves whereas the unbroken red arrows represent allowed moves. The escape
moves generally bring the system to a new basin. The acceptance and rejection
of a structure depends on the condition which is Ediff > E(M) - E(Mcurr). Hence
MHM not only accepts the lower energy minimum than the current state but also
a energetically high local minimum can also be accepted. This option of accepting
higher energy minima is the most important requirement to explore a multi-funnel
energy landscape.
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imposed. Hence, to generalize the MHM method for periodic systems with variable
cell shape, the degrees of freedom are augmented by the three variable cell vectors a,
b and c and the angles between the corresponding vectors. The atomic positions can
be expressed by vectors in lattice coordinates and the potential energy is replaced
by the configurational enthalpy. For the escape step, the MD needs to be performed
which should also consider the additional cell parameters. Hence, both the atomic
positions in lattice coordinates and the lattice vectors are time-dependent. Parrinello
and Rahman proposed a Lagrangian to perform variable cell shape MD at constant
pressure P [81]. This method is used for the escape step.
Our implementation of MHM is coupled with different codes at different level of
theory. In this thesis, we used MH at tight binding density functional theory level
(DFTB) as implemented in DFTB+ [82] and at density functional theory (DFT)
as implemented in BigDFT [83] (wavelet basis set) and VASP (plain wave basis
set) [84].
2.8 Disconnectivity graphs:
Becker and Karplus suggested an alternative way to visualise a multi-dimensional
PES using disconectivity graphs [37]. This technique has been frequently used and
illustrated by Wales et al. [85, 38, 86, 87]. A disconnectivity graph analysis focuses
on local minima and transition states. By the choice of the threshold energy a
number of superbasins are constructed. To construct the disconnectivity graph, the
superbasin analysis is performed at a discrete series of total energy. Each superbasin
is represented by a point at a horizontal axis. This point is called node. The
vertical axis represents total energy. This axis is discretized with a number of
equidistant energy threshold levels Ei. Two nodes, i.e. Ei and Ei+1 where Ei+1 >
Ei, are connected by a line if they belong to a same basin. Finally, all the single
minima at the bottom of the superbasins are represented separately by drawing lines
down to their respective energies. For an example, a disconnectivity plot of an one-
dimensional PES can be visualized in Fig. 2.6. The disconnectivity plot has been
constructed on the basis of the model PES shown in Fig. 2.2. All disconnectivity
graphs in this thesis were generated using the disconnectionDPS software [88].
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Figure 2.6: The construction of a disconnectivity graph (red tree-like graph) for a
one-dimensional model energy landscape which is shown Fig. 2.2, is visualized here.
Threshold energies are given by the equidistant horizontal black dashed lines.
CHAPTER 3
Application to the carbon based fullerene
3.1 Introduction
In this chapter we present three different applications related to carbon based
fullerene configurations. This chapter is structured as follows.
In the first section(3.3)1, we attempted to comprehend the geometric configurations
of exohedrally decorated C60 fullerene structures. For this purpose, we investigated
exohedrally decorated atoms on C60 by employing for the first time a structure
prediction method, namely minima hopping method (MHM) [14] at ab initio level.
The energetically lowest configurations for exohedrally metal decorated C60Mn with
(2 ≤ n ≤ 32) is thus found for alkali metals, alkaline-earth metals and some other
elements. Furthermore, we can predict the behavior of a larger number of decorating
atoms by analyzing the bonding characteristics (type and topology) of a single atom
via the ELF (electron localization function).
Based on the section3.3, we have observed that the maximum number of alkali atoms
required to homogeneously distribute over C60 in the absence of an external electric
field. In the next section( 3.4)2, we manipulated the PES of Li and K decorated C60
at the DFT level with different external electric fields.
1The results presented in this section was published in: D. S. De, J. A. Flores-Livas, S. Saha,
L. Genovese, and S. Goedecker Stable structures of exohedrally decorated C60-fullerenes Carbon
129, 847 - 853 (2018).
2The results presented in this section was published in: D. S. De, S. Saha, L. Genovese, and S.
Goedecker Influence of an external electric field on the potential energy surface of alkali decorated
C60 Phys. Rev. A 97 (6), 063401 (2018).
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Modifying the original carbon fullerene by substitutional doping using boron and
nitrogen are a very popular choice. These arrangements and their embellishments
with various type of atoms can be used as a novel motif for different periodic configu-
ration and in addition can be utilized in various applications. In the last section3.53
, we addressed the issue of the stability of decorated C48B12 heterofullerene. Homo-
geneously distributed Be, Ca, Li and Sc decorated C48B12 clusters are predicted to
be stable and a very good candidate as a hydrogen storage material. We revisited
the configurations through an unbiased PES search at DFT level. We present a solid
confirmation of the precariousness of those hand made structures and legitimize the
prerequisite of PES investigation.
3.2 Fullerene Cages
Before we go into our results, in this section we will give a small introduction about
fullerene Cages. A fullerene is any molecule in the form of a hollow sphere, ellipsoid
or tube, generally composed of carbon atoms (Fig. 3.1).
Figure 3.1: Stable fullerene configurations of different shapes and with different
number of carbon atoms.
Spherical fullerenes are also called Bucky-balls, and they resemble the football in
an atomic scale. The first fullerene, buckminsterfullerene (C60), was prepared in
1985 by Richard Smalley et al. at Rice University [89]. In mathematical terms, this
3The results presented in this section was published in: D. S. De, S. Saha, L. Genovese,
and S. Goedecker Comment on the stability of decorated C48B12 hetero-fullerene arXiv preprint
arXiv:1802.03763.
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structure of the fullerene is consists of a trivalent convex polyhedron with pentagonal
and hexagonal faces. According to the graph theory, the term fullerene refers to any
3-regular, planar graph with all faces having 5 or 6 vertices which follows from
Euler's polyhedron formula, V − E + F = 2 (where V , E, F are the numbers of
vertices, edges, and faces respectively). There are exactly 12 pentagons in a fullerene
and (V/2− 10) hexagons.
3.3 Exohedrally decorated C60 -fullerenes
Certain decorated C60 fullerene structures have been assessed for its potential to
meet specific hydrogen storage target properties so that fossil fuels can be replaced
in practice. [90, 91, 92, 93, 94, 95, 96]. In particular, decorated fullerenes with alkali
metals (AM) or alkaline-earth metals (AEM) enhances the hydrogen adsorption
capacity [94, 96]. This is due to the charge transfer from the metal atom to the
fullerene cage, that leaves the metal atom in a cationic state, where it can bind H2
molecules due to polarization forces [97]. It is clear that the geometry and type of
coverage of the decorating atoms play a key role in determining the H2 adsorption
mechanism. Because of the technical challenges of theoretical structure predictions,
metal decorated C60 fullerenes has been mainly studied experimentally. At the
experimental level, as well, only a few decorating elements has been studied, due to
the complexity of the experiments. In previous literature, semi-empirical methods
and hand-made geometries were frequently used [98, 99]. Only a few attempts were
made at the density-functional theory (DFT) level, but without fully exploring the
potential energy landscape of decorated fullerenes [100, 101, 102, 99, 103, 104, 105,
106, 96, 95, 107, 108, 109, 110]. A comprehensive and unbiased exploration of the
potential energy surface at the ab initio level requires special computational tools
and methods that allow to calculate energies and ionic forces extremely rapidly.
[111] Typically a simulation include between 60 to 100 atoms, and the study of all
the possible configurations (hand-made geometries) is not possible.
We present here a fully ab-initio, unbiased structure search of the configurational
space of decorated C60 fullerenes and report that many of the hitherto postulated
ground state structures are not in fact the lowest energy structures. We determine
the energetically lowest configurations for decorations with a varying number of
decorating atoms (2 6 n 6 32) for alkali metals, alkaline-earth metals as well as
some other elements. All the energy and force calculations were evaluated at the
level of DFT using the PBE exchange-correlation functional [112] as implemented
in the wavelet basis based BigDFT code [111]. The grid spacing of 0.4Bohr was
used along with tight electronic parameters such that the total energy difference are
converged below 10−4 eV for all stable configurations and geometry relaxation until
forces on atoms are below 1meV/Å. The electron localization function (ELF) [113]
was calculated on geometry relaxed structures using a plane wave basis-set with
cutoff energy of 820 eV within the projector augmented wave (PAW) method as
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implemented in the Vienna Ab Initio Simulation Package vasp [114] and in uniform
boxes with size of 20 × 20 × 20Å for all the systems studies in this work. The
adsorption energy is defined as:
Eads = EC60 + n× Eatoms − ETotal
Where EC60 is the energy of C60, Eatoms is the energy of an atom, n is the number
of atom and ETotal is the total energy of the system. Here, the charge transfer is
defined as the difference between the amount of electron present on an isolated atom
and the total amount of charge present on the atom after the adsorption. This we
obtained from the Bader charge analysis [115, 116, 117].
The ELF one-dimensional axis represents,
η(r) = 1/(1 + (DP/Dh)
2) (3.1)
where DP is the difference between the positive local kinetic energy of non-interacting
electrons, having same density as the real system, and the von Weizsaecker kinetic
energy functional and Dh is the local kinetic energy of a homogeneous electron gas.
This function takes the values between 0 and 1. η(r)= 1/2 for instance represents a
typical free-electron pairing. On the contrary, values close to 1 are typical of fully
localized electron pairing. The important term DP represents the excess local kinetic
energy density due to the Pauli repulsion. The details is given in the appendix B.
Though the ELF has density-functional dependence, in this work we aim to capture
first general trends over the periodic table treated within the same level of theory
(GGA-PBE).
In the following we present the predicted stable configurations of the decorating
atoms of different type on the surface of the fullerene. Three main scenarios have
to be distinguished:
wetting The decorating atoms are uniformly distributed over the entire surface of
the fullerene, maximizing their mutual distances.
clustering The decorating atoms strongly attract each other and form clusters, i.e.
decorating atoms are clumped at a particular site on the surface with other
atoms of the same species aggregated on top it.
patching The decorating atoms form patches, i.e. a compact monolayer covers a
part of the surface of the fullerene. The atoms of same species never accom-
modate themselves on top of each other.
Fig. 3.2 summarizes the maximum number of atoms for all the elements considered
that the surface of C60 can host before the system starts to show clustering or
patching. During the simulation of each system, several hundred configurations
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Figure 3.2: Maximum number of decorating atoms of the same species that can
be homogeneously distributed on the C60 surface. For AM a maximum of 12 atom
is found for Li, while for Na, K and Rb, it is reduced to 6. For AEM a maximum
coverage of 32 atoms forming an outer-shell is achievable by Ca, Sr and Ba. The
elements Al, Si. Ti and Ge in contrast do not form homogeneous decoration patterns.
Sc (shown) and La (not shown) can form homogeneous distribution with up to 32
atoms.
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Table 3.1: Summary of absorption energies (Eads), tendency for lone pair formation,
ELF type and charge transfer for selected single atom-decorated C60. The ELF type
is determined through visual inspection, as to Fig. 3.12. n is the maximum number
of decorating atoms that can homogeneously be distributed on a C60 as shown in
Fig. 3.2. Non-homogeneous (NH) distributions are also indicated. The ELF type
for d)* systems is given in the appendix D.
Atom Eads Lone ELF n Charge
(eV) pair type transfer(e−)
Li 1.79 8 b) 12 1.00
Na 1.53 8 b) 6 1.00
K 1.88 8 b) 6 1.00
Rb 1.59 8 b) 6 1.00
Cs 1.70 8 b) 6 1.00
Be 0.29 4 d)* 2 (NH) 1.50
Mg 0.07 4 d)* 2 (NH) 0.12
Ca 1.37 8 c) 32 1.42
Sr 1.03 8 c) 32 1.48
Ba 1.85 8 c) 32 1.40
Sc 2.67 8 c) 32 1.48
Y 2.38 8 c) 32 1.59
La 3.37 8 c) 32 1.50
Zr 3.46 8 c) 32 1.51
Ti 3.26 4 d)* 2 (NH) 1.62
Si 2.77 4 d) 2 2.20
Ge 2.28 4 d) 2 1.80
Al 1.95 4 d)* 2 (NH) 1.68
were visited. The MH runs were terminated either when we observed that the energy
of the system was significantly reduced, when the system started to form clusters or
when the basic structure of the fullerene was destroyed. Systems with a preference
for homogeneously distributed configurations and highly symmetric patterns rapidly
reach an energy that is much lower than the energy of competing configurations.
3.3.1 Alkaline atoms
First we studied the MnC60 structures for an increasing number n of Li, Na and K
atoms and observed that they wet C60 up to a limit of 12 atoms for Li and 6 for Na
or K (Fig. 3.2).
Fig. 3.3 summarizes the lowest energy structures for Li coverage from 1 to 32 atoms.
In our calculations, we found that from 2 Li atoms onward, these atoms start to
distribute far from each other, and take hexagonal sites (see n = 4). When the
number of Li atom reach 5 they, however, they prefer to go to the pentagonal sites.
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Figure 3.3: Low lying energy structures for different Li coverage (n) indicated. For
1 and 2 atoms Li has energy degenerate structures.
As the number of atoms further increases, Li atoms start to occupy nearest P-sites
and for 12 Li atom, they distribute themselves homogeneously on C60. As the ionic
interactions dominate for a small number of Li atoms, they organize far from each
other. For more than 12 atoms, covalent interaction starts to dominate and Li atoms
start to cluster on top of each other (see n = 32).
Figure 3.4: Selected optimal structures with different number of Na on the fullerene
surface. Similar structures are found for potassium.
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Na and K behave similarly to Li when the atom number is increased from 1 to 5.
They prefer to take hexagonal sites and show clustering for more than 6 atoms, as
shown in Fig. 3.4. 12 Na atoms will tend to from several clusters on the fullerene's
surface; interestingly, these clusters are more stable than a single Na cluster.
Rb and Cs atoms also wet C60 up to 6 atoms (Fig. 3.2) and for a larger number of
atoms they start to form clusters. This is in agreement with previously observed
experimental results. [118]
3.3.2 Calcium and scandium
Interestingly, from 2 atoms onward Ca gives rise to many different configurations.
Ca adsorption at the closest pentagon-site is less favorable by 0.1 eV, whereas for
Sc the two cases are degenerate with an energy difference of 0.006 eV. A third Ca
or Sc atom prefers to sit on nearest hexagon-site. Further increasing the number of
Ca and Sc atoms, the atoms prefer to occupy close by H-site and P-sites. To further
prove that Ca and Sc atoms do not form a cluster on the C60 surface, we carried out
separate calculations on two selected conformations: in the first we placed four Ca
and Sc atoms on the neighboring hexagonal and pentagonal sites of the C60 surface.
In the second, we placed the four atoms to form a tetrahedron. The configuration
where the Ca and Sc atoms form a tetrahedron is 0.83 eV and 0.73 eV higher in
energy than when they occupy the H or P sites on the C60 surface respectively. This
clearly evidences that Ca and Sc atoms do not form clusters on C60, but rather form
patches. As we increased the number of atoms to 8, 12 and 20, they homogeneously
distributed over the surface. During our structure exploration runs, Ca and Sc atoms
aggregated and form patch-type structures. This is in stark contrast to the alkali
metals, where we rather see clustering. As we increased the number of atoms to 20,
the patches extent over the fullerene surface, covering large areas. For 32 Ca and
Sc atoms, C60 is completely covered(Fig. 3.5).
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Figure 3.5: Energy order configurations for 32 atoms of Ca and Sc. Selected struc-
tures are also shown for comparison. Core-shell type are the most stable structures.
12 Sc atoms do not wet the surface, as obtained in previous theoretical results, [107],
but they rather form a patch. We scanned the PES using MH and found out
that the patched configuration is 10.66 eV lower in energy then the homogeneously
distributed configuration. As we increase the number of atoms, Ca and Sc also
prefer to form patches. Ca and Sc can adsorb the largest number of atoms on the
C60. They can homogeneously cover C60 with up to 32 atoms and form a core-shell
type structure (Fig. 3.2). These results are in good agreement with experimental
evidences. [118]
3.3.3 Silicon and germanium
If more than two atoms are present, Si and Ge starts to form cluster on the C60
surface. It is not surprising that silicon, germanium and carbon behave in a similar
way and most other elements which form covalent bonds with carbon, show indeed
a similar behavior.
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Figure 3.6: Selected structure with Si (atom depicted on blue) for different coverage.
Fig. 3.6 depicts selected configurations for silicon atoms. From two Si atoms, they
occupy bridge sites and separate distance far from each other. The SiC bond
length is 1.92Å. In spite of the strong bonding, there is only a weak deformation
of the fullerene cage. With three Si atoms the most stable configuration is with the
atoms gathering together, forming a small cluster (see n = 3). Two of them occupy
a T-site and the CSi bond is 2.03Å. Five Si atoms do not stay on top of each
other, but get adsorbed on hexagonal and bridge sites. As we increase the number
of Si atoms, 12, 20 and 32 do not form core-shell structures. Our findings for Si and
Ge are supported by experimental findings [119].
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3.3.4 Beryllium and magnesium
Figure 3.7: Selected configurations for Be (upper structures) atoms depicted in
green and Mg depicted in yellow.
For two Be atoms, Be prefers to occupy nearest HH and HP site. The CC
bond length close to the HH site is 1.60Å whereas it is 1.53Å at the H-P site.
The Be atoms form a patch and the BeBe distance is 1.90Å. The bond length of
this adsorbed Be dimer is much shorter than for a free dimer in vacuum (2.42Å).
The charge transfer from Be to the nearest C, leads to this decrease in bond length.
Increasing the number of adsorbate atoms, it is observed that Be starts to accu-
mulate, occupying alternatively H-H and H-P sites. The bond length in between
nearest CBe is 1.72Å. For more than 12 atoms Be stay on top of C60 and form
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patches. In some other configurations Be atoms prefer to break into the C60 cage
and destroy the cage structure of C60. Similar effects have been observed for 20 and
32 Be atoms in our structure explorations. Two Mg atom get adsorbed on close by
T-sites. The bond length in between C and Mg decreases to 2.5Å. Introducing more
Mg atom increases the size of the area of the patches; also, small clusters appear
on the C60 surface. A few selected stable configurations are given in Fig. 3.7 for Be
and Mg atoms on C60.
Figure 3.8: Selected configuration for aluminum (blue) with different coverage.
3.3.5 Aluminum
As we increase the number of Al atoms, covalent AlAl bonds start to dominate
and clusters are formed. Two Al atoms prefer already to be close to each other.
One atom is at a P-site whereas the other atom prefers to be at H-H site. Four Al
atoms form a patch whereas 12, 20 and 32 atoms, pack either in clusters, or patches
located near H-H, H-P, or T sites, as shown in Fig. 3.8.
3.3.6 Single atom on the fullerene surface
To obtain further insights into the stability of decorated fullerenes, we summrized
the energetically lowest binding site for a single atom on the surface of the fullerene
which we observed above. We carried on this exploration also for 54 other elements.
Fig. 3.10 shows the geometry optimized structures obtained with a single atom of
AM, AEM and Al, Si, Sc, Ti, and Ge. We found that the AM (with the exception
of Li) adopt the center of the hexagonal face as the lowest energy binding site.
Lithium is the only element of this row with two degenerate sites. The calculated
adsorption energy of a Li atom on the center of a pentagon or an hexagon site
differs only by a few meV. A previous study reported very similar structures but a
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different energetic ranking. This is presumably due to different exchange-correlation
functionals employed. [100]
For the AEM family, only Be and Mg prefer to sit on the CC bond (bridge
site), whereas Ca, Sr and Ba are most stable on the hexagonal face. Other elements
considered in this study, which prefer the bridge site are Si and Ge. Moreover, we
found that a single Al atom prefers the pentagon site whereas a single Sc and Ti
prefers the hexagonal site. The calculated electron localization function (ELF) at a
value of 0.9 for all the systems is also shown Fig. 3.10.
Table 3.1 shows important properties for selected single atom-decorated C60. Some
trends are evident when comparing the adsorption site and the corresponding ELF
(see adsorption values for each system). For instance, Be and Mg atom shows a lone
pair electron and do not follow the behavior of the rest of their AEM family. Al, Si
and Ge also display lone pair structures in their corresponding ELF. Especially for
Na and K atoms the calculated adsorption energy is comparable to hybrid-functional
(B3LYP) results. [120, 121] Single Be and Mg atoms occupy bridge-sites and are
weakly adsorbed. The binding is probably weak due to the high ionization potentials
of Be and Mg, that hinders the donation of metal valence s electrons to the fullerene.
The adsorption energies for single atoms also correlate well with the ELF shown in
Fig. 3.10. Higher adsorption energies imply higher stability and therefore lower total
energy. Hence they are more likely to be accessible experimentally.
Fig. 3.9 shows the distance (y-axis) between a single atom of a certain type and
the nearest carbon atom of C60 (green circles). The average CC distance obtained
after full geometry relaxation is also shown. It is interesting to observe some trends
in the evolution of atom-carbon distance as function of the elements tested. The
linear increase in distance between Li , Ca , Sr and BaC can be explained by
the increasing ionic radii for these elements. For other elements ( Ti, Si, Ge), which
are strongly bound to the fullerene, the distance of interaction shrinks to 2.1Å. The
distance of Sc, Y and La, also correlates well with the increase of their ionic radii.
Be and Mg have a relatively large metal-carbon distance. This is simply due to
their weak bonding energies, as described before. The elements, with a interaction
distance greater than 2.5Å (Na, Mg, Al, K, and Rb) have one unpaired electron and
behave differently form the rest of the elements of the periodic table. It is noticeable
that most of the d-block elements are found around the typical covalent distance
lying between 2.0Å to 2.4Å.
3.3.7 ELF analysis for decorated fullerene
In the previous section, we have already given indication of the characteristic emerg-
ing for the different elements. More detailed information can be obtained by an ELF
analysis. In particular the ELF analysis will allow us to predict whether the deco-
rating atoms form a homogeneous distribution or undergo clustering or patching.
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Figure 3.9: Trends in bond lengths for single atom decorating fullerenes. The green
circles represent the distance between the probe atom and the nearest carbon atom
of the C60 for 64 elements sorted by atomic number. The respective average CC
distance in C60 is shown for selected elements in blue-triangles. CC distances do
not deviate by more than 5 % and remain thus close to 1.5Å, the typical CC
distance in a isolated fullerene. Two major trends are: a linear increase in the
bond lengths between the decorating atom and the closest carbon for Li, Ca, Sr
and Ba and a constant length for Be, Si, and Ge. Note that these same elements
also manifest lone electron pairs (see ELF). The typical covalent bond between C
and different metals in metallo-organic molecules lies in the range of 1.5Å to 2.2Å.
[1] Here it is represented by the shaded area in between the black dotted line at
1.5Å up to the blue line line at 2.2Å. Hence the elements which are homogeneously
distributed over C60 have longer bond length than typical metallo-organic molecules.
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Figure 3.10: Different elements considered in this work: top row shows alkali metals,
middle row alkaline-earth metals and bottom row other elements. The symbols next
to the element symbol indicate the character of the energetically lowest adsorption
site: (i) center of the hexagon (hexagon), (ii) center of the pentagon (pentagon) and
(iii) On the CC bond known as the bridge site (triangle). The calculated ELF
at 0.9 for all the structures is shown for comparison (see text). For each structure
the adsorption energy (Eads) is also given.
Fig. 3.12 shows the different ELF volumes obtained for single atoms of different type
on the surface of C60. ELF values (η) vary from of 0.5 for free electrons to 1 for a fully
localized electrons. Values in the range 0.7−−0.8 indicate a covalent bond character.
The analysis of the topology of the electronic structure by bifurcation hierarchies has
been successfully used in many other systems. [122, 123, 124] According to their
nature, core and valence domains of bonding can be distinguished: core domain
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Figure 3.11: Periodic table chart summarizing elements that are likely to form
homogeneous decorated distributions and have a maximum coverage on the surface.
2 main types of electronic behaviors (ELF) are marked apart from the rest of the
elements and those are depicted in orange and green, corresponding respectively
to b) and c) in Fig. 3.12. For each atom, the energetically lowest site is indicated
together with the difference in energy for other sites.
denoted as C(C) and C(M) for carbon and considered atom, respectively. Valence
domains V(M) for atom on the surface or V(C) for carbon fullerene. A valence
overlap composed of both the carbon and the considered atom domains, is denoted
as V(C,M).
The periodic chart of Fig. 3.11 summarizes the results of the ELF analysis carried out
for 64 different elements decorating the surface of C60. Despite the widely varying
different nature of the 64 elements, a large number of atoms share a quite similar
behavior, and can be classified in three classes, that we will define. These classes are
marked by different colors in Fig. 3.11. For each atom, the energetically lowest site is
indicated together with the difference in energy to other sites. The vast majority of
elements will seat on bridge (indicated with solid triangles) sites forming covalent
interactions. Only the orange and green color coded elements are predicted to form
homogeneous decorated distributions that have a maximum coverage on the surface.
Both the ELF and Bader (not shown) analysis for single atoms on C60 reveal two
distinct and general behaviors:
 Atoms with either covalent or ionic bonding do not show any lone pair electron.
 Atoms that do form lone pairs electrons, weakly interact with the C60.
From Fig. 3.10i, we observe that the elements which have a lone pair (i.e. Be, Mg,
Al) also prefer to form clusters.
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Figure 3.12: Electron localization function (ELF) analysis for different atoms: a)
isolated C60, b) AM, c) AEM and d) for covalently bonded atoms. In these plots,
black lines depicts the single basin (volume) and when it bifurcated, it is represented
by blue lines. Yellow lines show the corresponding ELF of the atom considered.
Clearly different levels of bifurcation (bonding) are distinguishable via the ELF.
Other atoms that follow these patterns are indicated.
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Let us analyze in more detail what is different for AM and AEM from the rest of
elements. In all panels in Fig. 3.12 the black solid line represents the main domain
(continuous volume) and the blue lines are drawn only after a volume has bifurcated
(discontinuous). Different bifurcations (blue lines) can be tracked and do correspond
to the valence contributions (V1, V2 and V3). Yellow lines represent the atom probe
on the surface of the fullerene. To further understand the bifurcation diagram, we
should mention that the variation of η is simply a measure of the number of the
pairing electrons participating in the bonding (here depicted as the ELF volume).
The variation of η and consequently the volume variation, i.e. topology of the
bonding, leading to either continuous or discontinuous volumes depending on the
ELF values, represent an reliable indicator for the behavior of a given decorating
atom type. In this way ELF can be used to classify the different elements into two
classes that share similar behavior as decorating atoms and remainder.
 The first class comprises the alkali atoms Li, Na, K, Rb and Cs, (panel b. of
Fig. 3.12). An ELF analysis of the alkali elements suggests that they form
strong ionic bonds with C60 [125]. The orange part in the periodic table
(Fig. 3.11) represents this class of atoms. The ELF volume splits at 0.72, 0.73,
and 0.74 values of η, representing three different valence electron contribution
for CC bonds, respectively for (V1(C,C)), (V2(C,C)), and (V3(C,C)). The
first volume arises from the CC bonds which are far from the alkali atom.
The second bifurcation is (V2(C,C)) which represents bonding between next
nearest carbon atom and nearest carbon atom to the alkali atom. The valence
basin (V3(C,C)) is induced by nearest carbon atoms and the alkali atom.
 The second class comprises Ca, Sc, Sr, Ba, Sc, Y, La and Zr and is represented
in green in the periodic table (Fig. 3.11). The ELF for these elements is
characterized by three volume discontinuities at η = 0.71, 0.76 and 0.77. This
implies a similar bonding pattern as in the case of alkali atoms, except that
for these metals, the third discontinuity is localized in space only for small
η-values. This feature is visible in panel c) of Fig. 3.12 for a value of 0.77
(small volumes are indicated by a circle on the top of the fullerene).
 The remaining elements shown in white in the periodic chart of Fig. 3.11
exhibit different ELF behavior, but share the property of not homogeneously
distributing over the C60 surface.
Most of the p-block elements have similar ELF behavior and up to two elements can
be accommodated on the C60 surface before they start to form cluster.
We also include as reference the diagram for carbon, panel (a) in Fig. 3.12). The
ELF analysis shows only one main discontinuity in the volume, occurring at 0.71,
which arises due to the purely covalent CC bonding in the isolated fullerene.
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3.3.8 Conclusions
Fullerenes, exohedrally decorated with the alkali metals, alkaline-earth metals and
other elements, were studied in a systematic, unbiased fashion with a structure
search algorithm at the density-functional level. Our exploration of the potential
energy surface resulted in new putative ground states and low energy configurations
for a large number of elements and for a varying number of decorating atoms. We
determined in particular the maximum number of atoms that can homogeneously
be distributed on the fullerene surface. The ELF analysis helped to understand the
behavior of AM and AEM and other elements when decorating fullerenes.
By scanning the ELF of 64 elements, we were able to determine: Li, Na, K, Rb, Cs,
Ca, Sr, Ba, Sc, Y and La as the sole elements that will favor homogeneous distribu-
tions. This picture explains the previous experimental findings for the elements Li,
Na, K, Rb, Cs, Ca, Sr and Ba. And for elements on which experimental results are
absent, we predict that Y, Sc and La should also homogeneously cover C60.
3.4 Alkali atom decorated C60 in an external electric
field
Electric dipole measurements provide a convenient way to determine the electronic
and geometrical structures of metal decorated C60 [126, 127]. Structural changes
induced by an electric filed have been observed for various systems such as polycrys-
talline pentacene-based organic transistors [128], pentacene single crystals [129]
and polar or non-polar molecules in a dodecahedral water cage [130]. Uncoated
fullerenes are prone to structural changes in the gas phase in the presence of an
electric field [131, 132].
Rayane et al. measured the polarizibility and the permanent electric dipole moment
of isolated KC60 molecules using molecular beam deflection [133]. Their results
suggested that the polarizibility of KC60 is induced by the free skating of the
potassium atom on the C60 surface. Antoine et al. extended the work to different
alkali decorated C60 's [134]. They observed that the dipole moment increases
steadily for the elements from top to bottom of the 1st column of the periodic table.
A strong charge transfer between a single alkali atom and the C60 cage has been
reported resulting in a large electric dipole moment. Dugourd et al. observed an
high electric susceptibility of NanC60 (n is the number of Na atoms) [135]. The
results were attributed to a high electric dipole arising from the aggregation of Nan
on the C60 . Antoine et al. also measured electric susceptibilities for LinC60 and
NanC60 clusters containing up to n = 20 alkali atoms [99]. From the experimental
data, they concluded that for more than seven Na atoms all atoms aggregate into a
single cluster, whereas for Li not all atoms on C60 participate in such a clustering
if more than 12 atoms are present.
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Antonio et al. also explained their experimental results by using a parameterized
many body force field in combination with basin hopping [71] to find the most stable
structures for Li and Na decorated C60 [99]. However, the calculated electrostatic
dipole moments for the previously known ground states for different n did not match
with the experimental results. Rabilloud et al. computed the dipole moments of
C60 structures decorated with a few Li and Na atoms at the DFT level [120].
By comparing the dipole moments with the experimental value, it was suggested
that the configurations whose dipole moments are closer to the experimental values,
might be present in the experiment, even though they are energetically higher than
other structures.
In this section we present an unbiased PES scan for Li and K decorated C60 at
the DFT level in the presence of an electric field. The wavelet basis set of the
BigDFT code is highly suitable for such a calculation. One can use free boundary
conditions which allow for a constant electric field throughout the simulation box.
In addition the basis set is systematic and adapts itself fully to the distortion of
the wavefunction induced by the electric field. In this way results of identical high
quality can be obtained with and without electric field.
In previous work, we have observed that Li and K atoms prefer to homogeneously
distribute over C60 up to 12 and 6 atoms respectively in absence of an external
electric field [136]. For this reason we have limited the present PES scan to this
maximum number of atoms.
3.4.1 Single Li, Na and K atom on C60
From our previous calculations, we know that alkali atoms, except for Li, prefer to
adsorb on the hexagonal site [136]. The potential energy surface can be altered by
applying an external electric field and desired configurations can be stabilized. In
the presence of a sufficiently strong electric field, the pentagonal site can however
become energetically preferable as shown in Fig. 3.13.
Alkali atoms make strong ionic bonds with C60 acting as an electron donor for the
C60 . The donated charge is strongly localized on the carbon that is closest to the
metal atom. As the strength of the electric field increases, the positively charged
alkali atom move in the direction of the electric field while the negatively charged
C60 moves in the opposite direction. This increase in the distance between the
positive and negative charge leads to a mainly linear increase of the dipole moment
with respect to the field strength since the charges remain more or less constant as
shown in Fig. 3.14.













Electric field in 10-2 a.u.
1 Li on P-site
1 K on P-site
1 Na on P-site
Figure 3.13: Energy of the pentagonal site with respect to the hexgonal site for one

















































Electric field in 10-3 a.u.
Dipole moment for 1 Li on H-site
Dipole moment for 1 Li on P-site
Ratio for 1 Li on H-site
Ratio for 1 Li on P-site
Figure 3.14: Dipole moment and the ratio of dipole moment and average bond length
between the alkali atom and the carbon atom from the C60 vs electric field for one
Li atom on the surface of a C60 .
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3.4.2 Li and K on the fullerene surface
In this section, we provide further insight into the behavior of C60 's decorated
with more than one Li in the presence of an electric field. The number of atoms on
the C60 surface is stepwise increased from 2 to 12 for Li and from 2 to 6 for K.
The electric field used for these calculations was 5× 10−5 atomic unit (a.u.) which
is comparable to the strength of the experimentally applied electric field (7 × 102
V/m) [99]. We also performed another MH run with an electric field of 1× 10−3
a.u. which corresponds to a strong experimental field reached for instance in the
tip of a scanning microscope. We started our calculations with the lowest energy
structure at zero electric field. Fig. 3.15 presents two energetically quasi degenerate
meta stable structures in absence of an electric field. In one structure, one of the two
Li atoms is on P-site (Fig. 3.15a) whereas both Li atoms are on H-site in the other
structure (Fig. 3.15b). At low electric field (5×10−5 a.u.) they are still energetically
degenerate. As we increase the electric field, the energy difference between these
structures increases strongly ( 4th and 5th lowest energy structure of Fig. 3.16). A
similar situation arises for more than two Li atoms.
Figure 3.15: Two isomers (a. and b.) found for an electric field of 5×10−5 a.u..
The electric filed is along the Z-direction.
To establish the energetic ordering of the structures as a function of the field
strength, we relaxed the 20 lowest energy structures from minima hopping runs
at different electric field strengths and first eight of them are plotted in Fig. 3.16.
The two structures that were initially the lowest energy structures are not any more
energetically favorable at a strength of 4×10−4 a.u. while other structures are low-
ered in energy.
Different energetic orderings at different electric field are also observed for more than
2 Li atoms on the C60 surface. In addition to the total energies Etot calculated
consistently in the electric field, we have plotted in Fig. 3.16, also the energies from
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Figure 3.16: Solid lines show the energy of eight isomers Li2C60 as a function of
the applied electric field, whereas the dotted lines show their energies obtained from
the first order perturbation theory and the dashed lines give their energies obtained
from the second order perturbation theory. All energies are calculated with respect
to the lowest energy structure at zero electric field.
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first and second order perturbation theory which are given by,










where E is the applied electric field, Pi and αij are the static dipole moment and
polarizibility respectively and E(E = 0) the energy of the system without electric
field. At low electric field the dotted and solid lines overlap, but at higher electric
field strengths they deviate, showing that first order perturbation theory cannot
predict the correct energetic ordering for strong experimental fields. This is because
the change in dipole moment is not considered. As we add the second order per-
turbation term to the energy, the energies almost overlap with the actual energy.
This shows that the second order variation in energy due to the first order variation
of the dipole moment (i.e. linear polarizibility term) is necessary for an accurate
description of this system in the strong electric fields.
The dipole moments for different numbers of Li atoms are plotted in Fig. 3.17 for
a field strength of 5×10−5 a.u. The experimental values [99] are intrinsically Boltz-
mann averages over low energy configurations whereas the theoretical value is only
obtained from the lowest energy configuration, because it would be computationally
too expensive to calculate the energies of a large number of structures for many
different field strengths. If there is an energetically degenerate state for a particular
number of Li atoms, we have taken the one with the highest dipole moment. In
contrast to the experimental results which were obtained at room temperature, our
results are at zero temperature, since it would also be computationally too expensive
to calculate the required large number of free energies. In spite of these differences
between the experimental and theoretical dipole moments, Fig. 3.17 shows similar
trends such as a peak of the dipole moment for six Li atoms.
In order to study the stability of some selected configurations at finite temperature,
we calculated free energies. We calculated in the standard way [137] the vibrational
frequencies ωi and the zero point energy EZP to obtain the free energy F







Fig. 3.18 shows that the lowest energy structure at zero temperature is still lowest
in energy at room temperature and highly populated. There is however a high
probability of populating the higher energy structures (Fig. 3.19).
The dipole moment for fifth and sixth configuration is quite high (∼ 10 Debye).
These structures will be present during the measurement of dipole moment at room
temperature and contribute to the total dipole moment. In Fig. 3.20, we have
calculated the total dipole moment as a sum of the dipole moments of different
structures weighted by their Boltzman probability factors. As we include more
isomers the total dipole moment tends towards the experimental value (10.2 Debye)
at room temperature. Reproducing exactly the experimental value is however illusive
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Experiment
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Figure 3.17: Theoretical and experimental [99] dipole moments for the lowest energy
structure for different number of Li atoms decorated C60. The experimental data
is obtained from the article by Antonio et. al. [99]. For theoretical calculation, the























Figure 3.18: The free energy for the six lowest energy configurations. The free
energies are plotted with respect to the energy of the lowest energy configuration at
0 K. The applied electric field is 5 × 10−5 a.u.



















Figure 3.19: The normalized Boltzmann factors as a function of temperature for the
six low energy configurations. The applied electric field is 5 × 10−5 a.u.
since the intrinsinc errors of density functional theory are larger than kBT at room
temperature and hence it is not possible to obtain reliable Boltzman probabilities.
C60 does not have double bonds within the pentagonal rings. Hence one electron is
missing to obtain an additional stabilization by aromaticity. As a result, C60 behaves
like an electron deficient alkene and readily reacts with electron rich species. The
estimated electron affinity and ionization potential values for C60 are 2.7 eV and
7.8 eV respectively [138]. The neutral C60 can take six extra electron to achieve
higher aromaticity. Even additional six electrons can be accommodated [139]. Such
a Cn−60 (where n=2,3,4) structure is short lived [140, 141], but can be stabilized by
n Li+ [120, 142]. This explains the experimentally observed [143] and theoretically
confirmed [136] homogeneous absorption of up to 12 Li atoms on C60. Hence, to
alter this distribution pattern , a high electric field is required. The configurations
that are provided in our previous work [136] are the most stable configurations up
to a field strength of 1 × 10−3 a.u. for Li4 and 3 × 10−3 a.u. for Li6 and Li11. For
even stronger fields the Li atoms are detached from the C60, but clustering is never
observed.
The PES of the K atom decorated C60 slowly changes with an increasing electric
field. Table 3.3 contains the energy ordering for the first 10 lowest energy structures
of K2C60 at different electric fields. The lowest energy structure which is observed
at very low electric field is different from the lowest energy structure in the absence
of an electric field. As the number of K atom is increased, the structures are even
more stable and require high electric field to alter the energy ordering for example


























Figure 3.20: The dipole moment of the system at different temperatures obtained
by weighting the dipole of the individual structures by their Boltzman factor. The
applied electric field is 5 × 10−5 a.u.
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for K6C60, the PES alters at the electric field of 1 × 10−3 a.u.
Table 3.2: Dipole moment of the lowest energy structure for different number of
K atoms decorated C60. The applied electric field is 5 × 10−5 a.u.
Number of
Katoms 1 2 3 4 5 6
Dipole
moment 15.38 10.19 5.73 0.35 11.09 0.21
(Debye)
Table 3.3: Energy of the first 10 K2C60 structures at different electric field.
The energies are given with respect to the lowest energy structure at that particular
electric field in eV.
Structure 5.e10−5 1.e10−4 5.e10−4 1.e10−3
ordering a.u. a.u. a.u. a.u.
1 0.000 0.0371 0.055 0.096
2 0.009 0.074 0.000 0.000
3 0.019 0.097 0.107 0.221
4 0.021 0.104 0.139 0.289
5 0.068 0.000 0.106 0.028
6 0.068 0.000 0.107 0.026
7 0.072 0.095 0.113 0.127
8 0.088 0.164 0.158 0.252
9 0.119 0.201 0.263 0.438
10 0.138 0.201 0.179 0.208
In Table 3.2, we have shown the dipole moment of the lowest energy structures of
K decorated C60 at the electric field of 5×10−5 a.u. Our calculated dipole moment
for one K atom on C60 is 15 Debye in an electric field of 5×10−5 a.u. The arrival
time distribution (ATD) profile with an electric field of 1.5×107 V/m is in good
agreement with the profile simulated for a permanent (and rigid) dipole moment of
17.7 Debye which is very close to the theoretical value [133]. If we increase the
number of K atoms, many energetically degenerate structures appear as we increase
the applied electric field (Table 3.3). We have not found the experimental dipole
moment for C60 with more than one K atom in the literature.
3.4.3 Conclusions
We have explored the PES of Li and K decorated C60 in the presence of electric
fields of varying strength by an unbiased search method at the DFT level. The
experimental field strengths, that can for instance be obtained near the tip in a
scanning microscope, induce considerable changes of the PES and alter the energetic
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ordering of C60 isomers decorated with a small number of metal atoms. Some
structures which are metastable in absence of an electric field can become ground
states by varying the strength of the electric field. In this way one can switch between
two structures by increasing or weakening the electric field. A correct calculation
of measured dipoles requires to use all those configurations which are the lowest in
energy at the given electric field. Since these configuration are frequently virtually
degenerate in energy, several configurations can make significant contributions to the
dipole moment. Accurate results in strong experimental fields cannot be obtained by
perturbation theory but require a fully self consistent electronic structure calculation
for the given field strength.
3.5 Decorated C48B12 hetero-fullerene
Among the fullerene based structures, the boron substituted fullerene C48B12 was
predicted theoretically by Manna et al. [144]. This structure was constructed
by substituting 12 C atoms by B atoms homogeneously in the fullerene such that
there are no B-B bonds. This structure will be referred to as diluted C48B12 in the
following. However, in an unbiased minima hopping (MH) structure prediction Mohr
et al. found a patched configuration, where all the B atoms are close together in a
two-dimensional patch, that is considerably lower in energy than the homogeneously
distributed arrangement [145]. This structure will be referred to as a patched
configuration.
Based on DFT calculations, metal decorated C48B12 has recently been predicted
to have superior H2 adsorption capabilities compared to pure C48B12. Through a
systematic search, Sun et al. found that that 12 Li atoms that are homogeneously
distributed on the surface of the fullerene form the most stable configuration [146].
Gao et al. constructed two microporous frameworks consisting of organic linkers
and exohedral metallofullerene nodes. They showed through the calculation that the
both frameworks can store H2 with a gravimetric density up to 89.2 wt % [147].
The patched configurations was not considered as a basic unit in this study. Zhao
et al. reported that a structure, that is homogeneously coated with 12 Sc atoms,
is stable and also suitable for H2 adsorption but no structural stability search was
performed [148]. Er et. al. found that homogeneously distributing 6 Ca atoms on
the fullerene is stable with respect to decomposition into the fullerene molecule and
Ca bulk metal [149]. Most recently a similar study was conducted by Qi et al. on
the same 6 Ca atom decorated diluted configuration to study the hydrogen uptake
mechanism [150]. Lee et al. constructed a few hand made structures by adding 6
diluted Be atoms on the surface and they concluded that homogeneously distributed
Be atoms on C48B12 give rise to the most stable configuration [151].
In these studies of metal decorated C48B12, two major factors were overlooked: (a)
only diluted structures were decorated with different elements whereas the patched
structure, that is lower in energy by 1.8 eV, was not considered and (b) the inves-
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Li Be Ca Sc
Patch 3.20 3.41 3.62 5.28
Dilute 2.88 2.66 2.89 4.22
tigated structures were obtained through chemical intuition and local relaxation.
Without knowing the true ground state of the these systems, it has been conjec-
tured that they are good for hydrogen adsorption. A thorough unbiased search
of the PES is necessary to obtain reliable conclusions on their stability and their
resulting capacity for hydrogen storage.
3.5.1 Results and discussion
Using the Minima Hopping Method (MHM) [14], we performed a comprehensive
structural search, decorating both diluted and patched C48B12 fullerenes. Almost
in every case (except for Li), the ground state structure was massively distorted by
the decoration and the metal decorated patched configurations are much lower in
energy than their diluted counter part. This is in contrast to C60 whose structure
remains stable under decoration as was previously shown [136].
We first adsorbed single atoms on both diluted and patched configurations. There
are 8 possible sites to adsorb a single atom on the diluted configuration and 10 on
the patched configuration. We have considered all of of them and report the largest
adsorption energy in Table 3.4. The adsorption energy of n decorating atoms on
C48B12 is calculated by the following equation:
Eads = EC48B12 + n× Eatoms − EnatomC48B12 (3.4)
For the diluted configuration, single Be, Ca and Sc atoms prefer the hexagonal site
which has two neighboring boron atoms. A single Li atom prefers the hexagonal
site where the hexagon has a single boron atom. For the patched configuration, Be
atoms prefer the pentagon site with 3 neighboring borons, Li prefers the hexagon
site with one boron, Ca prefers the hexagon site with two borons and Sc prefers
to be on top of boron when boron is in the middle of a hexagonal site with four
neighboring boron atoms.
We next present our results for the cases where the C48B12 fullerene is decorated
with several metal atoms, namely 12 for Li and Sc and 6 for Ca and Be. Fig. 3.21
summarizes the results.
A structure consisting of six Be atoms which are homogeneously distributed on
C48B12 was proposed as a good H absorber [151]. MH runs revealed that even
for the diluted fulerene cage there are many different structures which are lower in
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Figure 3.21: The Lowest energy structures for diluted and patched configurations for
Be, Ca, Li and Sc decorated C48B12. The column in the center shows the previously
predicted structures. The column on the right the lowest energy structures for
decorations of the diluted fullerene and the left column the lowest energy structures
for the patched fullerene. The energy difference is given with respect to the middle
structure for each type of decoration. It shows that for all types of atoms except Li
the patched configurations are the most stable ones.
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energy than this previously proposed one. We observed that the most of the Be
atoms form lusters and that a single Be atom prefers to stay on an hexagonal-site
far from the Be-cluster. The underlying diluted fullerne structure is however not
destroyed by the decoration.
Even lower energy configurations can be obtained if one decorates the patched
fullerene structure. The patched configuration is broken during the MH runs and a
few of the Be atoms go inside the C48B12. This suggests that though the patched
configuration is more stable than the diluted configuration, it is more reactive to Be
atoms.
The hitherto known lowest energy structure consists of 6 homogeneously distributed
Ca atoms on the H-sites of the diluted configuration [149] [150]. We found a new
structure based on a diluted fullerene that is 0.73 eV lower than the previously pre-
dicted configuration. In contrast to C60, where the Ca atoms form a patch [136] they
remain homogeneously distributed on the dilute C48B12. The patched configuration
with clustered Ca atoms is however also in this case by far the lowest in energy. In
these configuration some Ca atoms again enter into the cage of the patched fullerene.
Zao et al. proposed a configuration where 12 Sc atoms are homogeneously dis-
tributed over surface of the dilute C48B12 as the most stable configuration [148].
For the Ca decorated dilute C48B12 configuration, we have again observed several
lower energy configurations than the previously predicted configuration. In the
lowest energy configuration the diluted C48B12 the cage structure is broken and a
few Sc atom went inside the cage, resulting in a drastic energy lowering.
Similarly, in the patched C48B12 configuration decorated with Sc, the cage gets
partially destroyed. This configuration is again the lowest one.
12 Li atoms regularly distributed on the P sites of the diluted C48B12 structure were
proposed to be most stable configuration [146]. The energy can however be lowered
by distributing the Li atoms in a more random way, resulting in some Li-Li bonds.
This was the lowest energy configuration found in our study. Decorations of the
patched C48B12 fullerene resulted in this case in higher energy configurations. So
decoration with Li atoms stabilizes the diluted configuration.
3.5.2 Conclusion
In conclusion, we have shown that the ground state of different metal decorated
boron-carbon heterofullerenes is fundamentally different from previously published
structures [149, 146, 148, 151]. The metals considered in our study are not able to
homogeneously coat the dilute C48B12 cage. With the exception of Li, the decoration
actually destroys the cage. The bonding character in all these configurations is quite
complicated and there is no simple rule available to predict the type of distribution of
different elements on the C48B12 surface. Our results give also valuable information
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for experimental synthesis efforts of such heterofullerenes. Our investigation reveals
that most previous computational studies on metal atom decorated fullerenes for
hydrogen storage are based on unrealistic structures.

CHAPTER 4
Application to silicon based fullerene
4.1 Introduction
Carbon-based nanostructures, like trans-polyacetylene, graphene, bucky tubes, and
more, are very common in the realms of nanoscience [152, 153, 154]. Similar struc-
tures do exist for Si as well, like linear polysilanes, silicon nanosheets and nanotubes
[155, 156]. Therefore it does not come as a surprise that the discovery of C60 triggered
the quest for analogous Si structures. The chemistry of C and Si is not identical,
anyway: while carbon atoms can readily adjust their valence states to participate in
single, double and triple bonds, silicon strongly prefers sp3 hybridization and single
bonds. Therefore, although C20 is the smallest stable fullerene structure, quantum
chemical calculations predict Si20 fullerene to be highly unstable [157].
The stability of a cage structure can be enhanced by modifications aimed at fulfill-
ing the valence of the silicon atoms. One possibility is endohedral doping with a
metal atom, due the nearly ideal size of the Si20 cluster cavity [158]. However for
most M@Si20, this strategy fails [29]. A second approach is to exohedrally bond
the silicon atoms; with this method, the dodecahedral configuration has been iden-
tified as the global minimum of Si20H20 [159, 160]. The third, hybrid approach
is a combination of both ideas, which would lead to a stable X@Si20H20 where
X=metal/(halide) [161, 162, 163]. It is observed that the combination of metal and
hydrogenated Si interaction is significantly weaker than the metal-encapsulated sil-
icon cages M@Si20 [164]. It is also predicted that the halide ions, especially Br ,
should be ideally suited to the synthesis of Si20H20 [162]. In contrast to the theo-
retical findings, no experimental data is present for this compound (Si20, Si20H20,
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M@Si20 etc.) to the best of the our knowledge. Nonetheless, the Si20 dodecahedron
is a recurring structural motif within the expanded covalent frameworks of face-
sharing polyhedra in the silicon clathrates M8Si46 and Mx Si136 (M = alkali metals;
x≤24) [165, 166]. These alkali-metal doped clathrates are accessible through thermal
treatment of the corresponding Zintl phases and MSi in an inert atmosphere [167].In
this chapter we present two different studies related to the stability of Si based
fullerene (Si20) configurations decorated with different elements.
The dodecahedron of Si20H20 has long being known to be the energetically most
stable structure among the possible configurations but it has never been experi-
mentally observed. In section 4.2,1 we investigate the complexity of the reaction
pathways and the configurational entropy of the cluster as the reason behind the in-
accessibility of the global minimum. To propose a solution, we employ a fingerprint
distance (FP)- based exploration of the PES of Si20H20, using a recently developed
method [36, 37], and we compare it to an analogue calculation on the C60 fullerene
and C20H20 fullerene.
Recently, Tillmann et al. stabilized Si20 fullerene with Cl− core and eight chloro
substituents and twelve trichlorosilyl groups on the surface [168]. In section 4.3, we
investigate the structural stability with an unbiased and systematic global geometry
optimization method within density-functional theory. We have provided reasons
for the stability of the symmetric configuration of [Si32Cl45]−. We have also shown
that [Si32Br45]− is more stable than [Si32Cl45]−.
4.2 Synthesis of Si20H20
Despite experimental efforts, the dodecahedron configuration of Si20H20, that is
the most stable configuration calculated on the PES, has not yet been observed.
Moreover, structurally similar C20H20 has been synthesized more than two decades
ago [169, 170]. However, the synthesis procedure for C20H20 is extremely compli-
cated and consists of 23 reaction steps [169]. It is not plausible to synthesize Si20H20
with the same procedure because the chemistry of silicon does not permit some of
the possible intermediates.
To propose a solution, we employ a fingerprint distance (FP)- based exploration of
the PES of Si20H20, using a recently developed method [36, 37], and we compare it
to an analogue calculation on the C20H20 and C60 fullerene. The similarities and
differences between the PES of the two systems are used to discuss why the global
minimum is observed only for C20H20 and C60.
1D.S. De, B. Schaefer and S. Goedecker "The decahedral Si20H20 cage - where Levinthal's ar-
guments do not lead to a paradox, but describe reality is under evaluation."
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4.2.1 Co-relation between DFT and DFTB
The characteristics of an energy landscape are ultimately the key to understand
the stability of a particular configuration, by providing the relationship of all the
minima through their transition states (saddle points of the PES). Such a complete
exploration of the PES is prohibitively expensive if performed at the DFT level
for Si20H20, but it is feasible using DFTB. The similarity between the two levels of
theory for 2000 structures of Si20H20, exemplified in Fig 4.1, suggests that we can
use the DFTB energies as a fairly precise approximation of the DFT energy and
of its PES. Fig 4.1 shows the correlation plot between DFT and DFTB energies
for the lowest energy structures of Si20H20. Since the trends are similar, we have
















∆E in H (for DFTB)
Figure 4.1: Correlation plot between DFT and DFTB energies of Si20H20.
4.2.2 Disconnectivity graph
We use disconnectivity graphs to visualize the energy landscapes, based upon sam-
ples of pathways linking local minima via transition states. Approximated, FP-based
disconnectivity graphs are created according to a methodology recently introduced
[36] based on fingerprint distances. The basic theory of fingerprint distances is
given in the appendix C. It was noted that uphill barrier energies of transition
states between directly connected minima tend to increase with increasing struc-
tural differences, that are directly quantifiable by a fingerprint distance between the
two states. Such an observation allows to obtain qualitative topological information
on a PES by post-processing trajectory data already available from MH runs, at
a negligible additional cost. An FP-based disconnectivity plot was found to be a
good representation of the computationally expensive explicit sampling of transition
states in several cases, including Lennard-Jones, Si, NaCl and Au clusters [36].
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4.2.3 Potential energy surface of C60
In this section, we apply the idea of the FP-based disconnectivity graph to the PES
of the C60 fullerene, whose PES has been analyzed in detail at several levels of the-
ory [86, 171], and compare it to exact results. After this validation, we compare the
topography of the C60 and C20H20 PES with that of Si20H20, to understand how their
differences influence the journey of the cluster towards its most stable configuration.
Previous studies found that the disconnectivity plot for C60 is of the weeping willow
type, indicating that it is a structure seeker at high temperatures [86]. To construct
the approximate FP-based PES represented in Fig 4.2 we considered 50, 000 dif-
ferent C60 configurations, with almost all structures visited at least twice in a MH
run. Multiple findings of the structures suggest a good sampling of the configura-
tions within the energy range of interest. We did not constrain the search to include
only structures connected through pyracylene rearrangements [172]: our set contains
also structures with heptagonal and tetragonal carbon cycles. Previous simulations
strongly suggest the role of such configurations in fullerene formation [173, 174].
Figure 4.2: Disconnectivity plot for C60 from the approximate method.
The lowest total energy barrier of the pathway obtained through a trajectory-based
connectivity database is shown for C60 to be a good approximation of the literature
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value [175, 86]
Figure 4.3: Disconnectivity plot for C20H20 from the approximate method.
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The barrier height obtained from MHGPS between the ground state and the second
lowest minimum (a structure with one Stone-Wales (SW) defect) is ≈ 0.25 Ha
(6.7 eV), which is comparable with previous observation at DFTB level. However,
previous studies suggests that an underestimation of barrier heights by empirical and
some semiempirical interaction potentials is possible [86, 171]. With the approximate
method, the barrier height is ≈ 0.32 Ha (8.64 eV), comparable with previous DFT
results (7.3 eV) (Fig 4.4) [171].
Figure 4.4: Comparison of the calculated pathways using the MHGPS method and
the FP-based method
The topography of the PES of C60 does not have the characteristics that are asso-
ciated with a readily obtainable minimum [176]. It does not have a single funnel
nature, that can guide the relaxation; it has a rugged surface, i.e. there are high
barriers between directly interconnected minima. In this situation, the evolution of
the system can be considerably delayed by reaching trapped states. Despite these
unfavorable characteristics, Walsh and Wales observe [86] that, by focusing on hier-
archically classified defective structures based on the number of specific SW defects,
it is possible to generate pathways that reach the minimum by iteratively remove
defects. Such a mechanisms can generate sequences of minima that monotonically
decrease in energy. Such an energy decrease is therefore associated with a energy
gradient, that thermodynamically drives the system towards the global minimum,
provided that it has the energy to overcome the energy barriers. Walsh and Wales
estimate a timescale of the order of millisecond to obtain a statistically relevant
fraction of the stable minimum.
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Figure 4.5: DE-plots for the investigated C60, C20H20 and Si20H20 systems together
with their ground state structures. Only the lowest 15000 configurations for C60,
25000 configurations for C20H20 and 50000 configurations for Si20H20 are considered.
Their slope is a measure for the average driving force towards the ground state.
4.2.4 Comparison of PES between different systems
While information about ruggedness of a PES can be understood at glance by looking
at the disconnectivity graph, the gradient can be appreciated in a distance-energy
(DE) plot [177], reported in Fig 4.5. In the graph we plot the energy difference
between the global minimum and the the rest of the structures as a function of
the fingerprint distance; such a representation have the additional advantage of
not requiring the knowledge of the transition states. The lower edge of the DE-
plot represents the structures which are the lowest in each funnel, i.e.the structures
energetically closer to the ground state. The energy separation readily increases
with the increase in fingerprint distance.
Let us now turn to the PES of Si20H20. To analyze it, we applied the FP-based
method to obtain an approximate disconnectivity plot, using 99,000 minima to con-
struct the tree shown in Fig 4.6. A complete construction of the connectivity between
such a high number of minima is unfeasible with an exhaustive transition pathway
search, due to the computational costs. The MHGPS has therefore only been applied
to sample pathways to the global minimum.
Si20H20 is a high temperature structure seeker, as evinced from its distinct ground
state that is separated from all the other conformations by very high energy bar-
riers. In this context, we have also compared the disconnectivity plot of C20H20
with Si20H20. The global minima for both system have similar configuration and
symmetry(Ih)(Fig. 4.7). Each vertex is a C/Si atom that bonds to three neighbour-
ing C/Si atoms. Each C and Si atom is bonded to a hydrogen atom as well. However,
C20H20 is possible to experimentally synthesize whereas Si20H20 not [170]. Thus, it
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Figure 4.6: Si20H20 disconnectivity plot for from the FP-method. The configura-
tions colored in green represent the biggest funnel, with ≈ 2000 structures. The
global minima belong to the funnel colored in red, that contains 127 structures.
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bodes well to look at the PES of both framework and comprehend the conceivable
contrast. As in the case of C60 and C20H20, the PES has certain characteristics of
a weeping willow diagram, but there are some important differences with Si20H20.
By zooming into each funnel, (see appendix E) we observe that each they resembles
the banyan tree. This pattern arises from a hierarchical structure. It is a sets of
minima are dynamically associated by transition states of increasing energy, like a
fractal [87, 37].
Figure 4.7: Si20H20 and C20H20 dodecaheadron configuration.
All the structure below a particular node depending on the energy cutoff (green and
red, for instance) are considered to be part of same funnel. The global potential
energy minimum is the dodecahedron (lowest energy structure in the red funnel
in Fig. 4.6), but the configuration space corresponding to the funnel in green in
Fig. 4.6 is favored by entropy. The biggest funnel consists of more than 2000 struc-
tures whereas the funnel that contains the global minimum has 127 structures. The
rearrangement mechanisms interconverting different minima include both coopera-
tive and localized processes, and the resulting energy barriers are relatively large
compared to the energy available at the temperatures used in experiments.
The PES of Si20H20 visibly has a myriad of different funnels, of various size, separated
by high barriers. The PES of C20H20 is likewise comprise of different funnels however
the greatest funnel is where the ground state is ( 4.3). It is unmistakable from the
PES that the energy gradient is towards the global minimum.
A glaring difference with respect to C60 in the DE plot in Fig 4.5 is in the almost
flat lower edge of the minima: within the limits of our approximations, the energy
gradient towards the minimum is almost flat, resulting in a considerably reduced
thermodynamic drive towards the dodecahedral structure. The difference in FP-
distance of the low energy configurations and the global minimum of C60 and C20H20
is smaller than the Si20H20.
The overall problems with the high energy barriers and the flatness of the gradient is
exacerbated by the length of the trajectories connecting two minima. The relaxation
needs to go through several hundreds of intermediate structures, crossing barriers
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of different energy scales. Such a behavior is shown in Fig 4.8, for the FP-based
approximation (a) and the MHGPS search (b). With both methods, the structure
goes through a flat (although not identical) energy region. In this region, the PES
is glassy: there are several possible paths, leading to different end structures very
similar energy. From this point of view, we see the effect of a PES with a low
gradient: having too many energy equivalent choices, the structure does not reach
the thermodynamically stable minimum in an experimentally accessible time, and
can effectively be trapped in entropically more favorable conformations.
Eyring's theory can be used to estimate the transition rate out of a minimum across
a transition state along a single reaction path way [178]. The transition rate kmt
from of a minimum m with energy Em through a transition state t with energy Et















where qt is the partition function of the transition state for coordinates normal to
the reaction coordinate, qm is the partition function of the minimum, kB is the
Boltzmann constant, and h is Planck's constant. For simplicity, we assume the
partition functions in the above formula to be equal, in order to obtain an estimate
of kmt. For an energy difference of 0.25 Ha, corresponding to the approximated
barrier between the two lowest minima of Si20H20, this correspond to a rate of
2× 108 s−1.
A statistical analysis of the different low energy pathways from the lowest energy
structure from different funnels to the global minima are shown in appendix F.In
each case, the pathways have similar property. For each starting point, there are
multiple lowest energy pathways to reach from the lowest energy structure of a
funnel to the global minima (see appendix F). This suggests that the structure has
to come across multiple barriers which are similar in energy in its PES space. Due
to the multiple possibility, the structure might be lost in the glassy region and not
able to reach the global minima.
In the canonical ensemble, each point x will be sampled with a probability pro-
portional to its energy E(x) by the Boltzmann weight, exp(−E(x)/kBT ). Thus,
the Boltzmann factor favors low-energy conformations. Therefore, we can begin to
see the vital role played by the potential energy surface. This role extends beyond
purely thermodynamic considerations to the dynamics but the topography and con-
nectivity of the PES naturally leads the system towards or away from the global
minimum.
LJ38 (Lennard Jones cluster) has one of the most complex PES which consists of two
funnels. The PES can be imagined to be two basins of similar energies separated
by a high barrier. The global minimum basin is narrower compared to the basin
with the icosahedral core. This system has been well studied [179, 180, 71] and it
was concluded that the difference in the width of the funnels (i.e. the number of
structures in each funnel) leads to a much lower free energy barrier for passage from
















Figure 4.8: The pathway between the lowest energy structure of a funnel and the
global minima. The pathway from approximate method is shown by solid lines and
the pathway from MHGPS is shown by dashed lines. In each case structure goes
through a flat region before it reaches the ground state. The y-axis represents the


























Figure 4.9: Energy correction of the ground state for two different funnel (red and
green funnel in Fig. 4.6) with respect to the temperature due to the configurational
entropy.
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the liquid like state into the icosahedral funnel. This was confirmed by the master
equation approach, which suggested that high energy distributions relaxed favorably
into the secondary funnel of icosahedral minima rather than the close-packed funnel
surrounding the global minimum [181].
The PES of Si20H20 displays a similar behavior. The disconnectivity plot in Fig. 4.6
consists of multiple funnels: all the structures below a particular node (green and
red in Fig. 4.6) are considered to be part of same funnel. The biggest funnel consists
of more than 2000 structures whereas the funnel that contains the global minima
have 127 structures. This will lead to the correction in free energies of the lowest
energy structures of different funnels due to the effects of configurational entropy.
Here we assume that the funnels are well sampled. The correction equation is given
by









where Eentropy is the configurational entropy correction to the ground state of a
funnel, kB is the Boltzmann constant, T is the temperature in Kelvin.
If all structures in a MH calculation are visited more than once, then we can assume
that the PES of Si20H20 was properly sampled. Unfortunately, in our calculations,
most of them visited only once (even though we have more than 90,000 structures).
This means that we need to run MH for a longer time to sample all the configurations.
This procedure is computationally expensive and time consuming.
Therefore, C(Ei) is a factor that provides a rough estimation of the number of
possible configurations that has not been explored yet in a certain energy range.
C(Ei) is estimated in the following way:
Let us assume there is an unknown number of structures N in a certain energy
interval. The probability of finding the same structure twice is then given by
1− (N − 1)/N = 1/N (4.3)
So if we have found M structures in the interval, the expectation value for the
number of doubly found structures is M/N (assuming triply , . . . found structures
to be negligible). We know the ratio of doubly to singly found structures in our
data  lets us call this ratio f . Therefore M/N = f , and solving for N we get the
estimation N = M/f From N we can calculate C(Ei) for different energy range.
In Fig 4.9, we plotted the energy of the global minimum and the lowest energy
configuration of the biggest funnel after the correction in free energy due to the
configurational entropy at the different temperatures. The correction in Fig 4.9
clearly shows that at higher temperature the system will be driven towards bigger
funnel. The cross over temperature is at around 2600K.
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Adsorption of H on a Si20 surface is an exothermic process. The energy released
during the adsorption of one hydrogen atom on Si20H20 is 0.17 eV, which equivalent
to a temperature of 2000 K. Since the barrier height is considerable, we performed
a short NVT MD simulation at that temperature, to understand whether the do-
decahedron structure can survive this temperature and, conversely, whether this
temperature is sufficient to interconvert a structure from a different funnel into the
dodecahedron motif. We observed the dodecahedron structure to be quite stable
up to 2500 K. The morphology of the other structures was also not affected. This
suggests that the local temperature change due to the reaction is not high enough
for the system to escape from one funnel to another. At high temperature, Si20H20
dissociate into Si20H18 and H2. This transformation is actually one of the required
steps to jump from one funnel to another. From an experimental point of view, this
imply a tight control of the hydrogen and temperature present in an experiment. If
the amount of hydrogen is too low, as soon as a hydrogen molecule separates from
the cluster, the probability of hydrogen molecule to dissociate again on Si surface
and form SiH bond is reduced. On the contrary, if the amount is too high, the
Si20 can transform into configurations where it can take more than 20 H [182].
4.2.5 Conclusions
In conclusion, we have shown that the complicated pathways between the Si20H20
clusters lead to the lack of observation of the global minima in the experiment. Hence
we have shown the importance of exploration of the PES of any structure. The FP-
based method is efficient enough to provide a qualitative understanding of the PES
without any computationally expensive transition state calculations. Even though
the DE-plot and the disconnectivity plot suggests that Si20H20 is a high temperature
structure seeker but the configurational entropy and the transition pathways leads
to a different structural minima.
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An one step synthesis procedure to synthesize [Si32Cl45]− cluster which consists of a
Si20 dodecahedral core with an endohedral Cl− ion has been developed by Telmann
et al. [168]. They also performed Density functional theory (DFT) calculations
to guess the possible structure. After geometry optimization, a hand-made struc-
ture will lead to the closest local minima on a Born-Oppenheimer potential energy
surface. Starting multiple geometry optimizations from several different configura-
tions or using several stages of symmetry constrains may provide some information;
however, if exploration for PES is not systematic, the reliability of the retrieved
structure is uncertain. For this reason, we have re-examined by caring out a system-
atic and unbiased search for low-energy minima for the stoichiometries of [Si32Cl45]−
and [Si32Br45]−.
4.3.1 PES of Si32Cl45
−
A natural starting point of our investigation of the structural stability of [Si32Cl45]−
cluster which consists of a Si20 dodecahedral core with an endohedral Cl ion, i.e. the
symmetric structure considered by Tillmann et al. [168]. We represent Cl decorated
Si as Si0 and SiCl3 decorated Si as Si1. We also swiped the positions of the decorative
Cl atom and SiCl3 and obtained some new configurations. In order to be sure that
we have found a new configuration after swiping the atoms, we compared the energy
as well as fingerprint distance from the initial structure. To speed up our exhaustive
configurational search, we started MHM runs from either the initial configuration
or the new configurations.
Among our [Si32Cl45]− clusters obtained in this way, we found that the starting
high symmetry configuration structure is indeed the lowest energy structure. Our
configurations agree with Tillmann et al. and lowest energy structures are cage-like
structure. Si20 dodecahedral can be stabilized by Cl− ion and SiCl3.
The DE plots for [Si32Cl45]− and [Si32Br45]− are shown in Fig 4.10. Its structure
seeker character can be deduced from the fact that the first metastable structure
is much higher in energy than the ground state, but not too far in configurational
distance. This observation suggests that the barrier for jumping from the first
metastable structure into the ground state is relatively small and that there is in
general a strong driving force towards the ground state. Even though we found
that the energy differences between the initial structure and the other structures are
quite small, it is still possible to stabilize such structures by kinetic stability.
The low-energy part of the energy spectrum that we have explored is shown in Fig.
4.11, along with three of the low energy structures. It also has been found that
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removal of SiCl2 or SiCl4 does not break the cage.
The distance between the central Cl− ion and Si from the Si20 dodecahedral core
depends on the decorative atoms and molecules: if a Si atom is decorated by Cl
atom, the distance is 3.293 Å; if it is decorated by SiCl3 the distance is 3.365 Å.
The SiSi bond length in dodecahedral also depends on the decorative atoms: Si0-
Si1 and Si1-Si1 bond lengths are 2.383 Å and 2.378 Å respectively. For the lowest
energy structure, each pentagon consists of one Si1 Si1 bond and four Si0-Si1 bonds.
Twelve Cl3Si groups are arranged pairwise towards the vertices of an octahedron.
For neutral Si32Cl45, Si Si bonds in Si20 varies. Each pentagon has three different
bondlengths, whereas for charged [Si32Cl45]− SiSi bondlengths are comparable.
Hence, the charged structure is more symmetric.
The distance from the Cl− to a Si atom is not the same as the lowest energy structure,
but in this cases also, the distance between them depends on the decorative atoms
on Si. This also effects the bond length between SiSi in Si20 dodecahedral. This
may be the reason of stability for the above structure.
Structure Relative Gap Formation Space fp
number (eV) Energy group distance
(eV)/atom
1 0.000 1.84 -0.1675 D2h 0
2 0.2485 1.84 -0.1673 C1 0.0214
3 0.2893 1.84 -0.1673 C1 0.0225
4 0.3035 1.74 -0.1672 Cs 0.0236
5 0.3410 1.79 -0.1671 C1 0.0253
6 0.3421 1.95 -0.1669 C2 0.0274
7 0.3765 1.88 -0.1669 C1 0.0267
8 0.3799 1.68 -0.1668 C1 0.0269
9 0.3831 1.89 -0.1667 C1 0.0252
Table 4.1: Properties of different isomers of [Si32Cl45]−
Table 4.1 provides some more information about the isomers of [Si32Cl45]−. In
the first column we tabulated the energy separation ∆E of the configurations with
respect to the lowest energy structure. We can see that the ground state energy is
0.248 eV lower than the second lowest state. In the second column, we present the
energy difference between the Highest Occupied Molecular Orbital and the Lowest
Unoccupied Molecular Orbital (HOMO-LUMO) of the structures. The value lies
in the ranges between 1.68 and 1.95 eV. The gaps are smaller than Si20H20 [160]
and also they do not exhibit any special pattern. The fact that the lowest energy
structure does not exhibit the largest gap might be unexpected but is also found in
numerous other systems [183].
The next column shows the formation energies per atom ∆H with respect to the
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bulk conformations of silicon and chlorine, which is defined as
∆H =
E − nSiESi − nClECl
nSi + nCl
where E is the energy of the compound and Ex and nx are the energy per atom of




















Figure 4.10: DE plots for Si32Cl−45 and Si32Br
−
45 cluster.
In the next column we have presented the point groups of the structures. The
lowest energy structure is highly symmetric (D2h) where as the other structures
display much lower symmetry (Cs, C1 and C2). The last column represents the
fingerprint distance with respect to the lowest energy structure. In the fingerprint
approach, an overlap matrix is calculated for an atom centered Gaussian basis set.
The vector formed by the eigenvalues of this matrix defines a global fingerprint
that characterizes the entire structure. The Euclidean norm of the difference vector
between two structures is the configurational distance between them and satisfies
the properties of a metric. The configurations are structurally quite similar to lowest




With Charge 1.466 1.666
No Charge 1.142 1.756
No Center 1.526 1.719
Table 4.2: Dissociation energy of SiCl2 from [Si32Cl45]−, Si32Cl45 and Si32Cl44 in
PBE and PBE0.
In here, we tried to understand the effect of this additional charge. We placed an
extra electron on the encapsulated Cl atom and optimized the charge density. A
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Figure 4.11: The low-energy part of the spectrum for [Si32Cl45]− and [Si32Br45]− ,
together with figures of the 3 energetically lowest structures,
Bader charge analysis shows that the center Cl ion loses an electron. The extra
electron of the center Cl ion get distributed over the Si cage.
This electronic delocalization therefore explains the stability of the cluster, irrespec-
tive of the position of the extra charge. The difference in charge density of charged
[Si32Cl45]− and neutral Si32Cl45 is given in Fig 4.12a. Yellow colour represents a
negative value, which means presence of extra electronic charge. Conversely, blue is
a sign of positive charge, which suggests electron deficiency. The figure shows that
Cl as well as some SiSi bonds in the Si20 cage gains some electrons in the expense
of loosing electron from some other SiSi bonds. Hence this explains the equivalent
bond length for SiSi in the case of charged [Si32Cl45]− which we observed before.
In Fig. 4.12b, we have plotted electron localization function (ELF) at a value of
0.88.
The ELF=0.7 map shows the silicon core surrounded by three chlorine valence do-
mains; the bonding attractor are responsible for the bulges towards the Si center.
A further bifurcation occurs for ELF=0.82, giving rise to bonding point attractors
and non bonding ring attractor domains (ELF=0.88). Each ring is itself resolved
midpoints between the center and the vertices positions respectively. The chlorine
valence domain which is almost spherical at lower ELF values shows a hole infront
of the chlorine core; increasing the threshold leads to a single attractor lying on the
internuclear axis on the side of the chlorine core. This ringlike attractor correspond
to lone pair on Cl.
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The caged Cl atom prefers to stay at the center. We shifted Cl atom at different
position of the cage but center position is most energetically stable. The dipole for
the system along X, Y , Z direction is quite small and same (0.009 D). The average
dipole moment is (0.01D). If any of the decorated atom or molecule is removed, a
high dipole moment as well as a quadrupole moment arises along the direction. This
may be the reason why Cl atom prefer to stay at the center of the caged structure.
To understand the effect of the center Cl− ion, we calculated dissociation energy
of SiCl2 from the cluster. We consider the reaction, Si32Cl45 −−→ Si31Cl43 + SiCl2,
where Si32Cl45 is negatively charged in one case and not charged in other case.
The dissociation energy is 1.46 eV and 1.14 eV respectively: the negatively charged
cluster is much more stable than the neutral cluster. PBE0 gives a totally different
order of dissociation energy.
We also considered the dissociation energy of SiCl2 for the cluster without any center
Cl atom or ion. The dissociation energy for such a system is 1.514 eV (PBE) and
1.719 eV (PBE0) which is larger than in the previous cases.
Using laser-desorption ionization(LDI) MS(-) observations, a fragmentation of [Si32Cl45]−
is experimentally observed. A major fragmentation cascade is seen due to the ex-
trusions of SiO2. From MH runs, we have also identified fragmented structures as in
the experiments. SiCl3 is substituted by Cl and SiCl2 comes out from the system.
The energy difference between [Si32Cl45]− and the first fragmented structure where
one SiCl2 got separated and replaced by Cl is 1.9 eV. This observation additionally
suggests that to form a SiCl2 , 1.9 eV of energy are required.
The energy difference between the ground state configurations and a fragmented
structure with two SiCl2 fragments is 2.9 eV. It is possible to remove SiCl2 from the
surface under gas phase without breaking the dodecahedron Si20 cage and in the
expanse of small amount of energy.
Figure 4.12: a) Charge density difference between neutral and charged [Si32Cl45]−.
b) ELF of [Si32Cl45]− at η=0.88 .
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4.3.2 PES of [Si32Br45]
−
Figure 4.13: Boltzmann probability distribution at different temperature for
[Si32Cl45]− and [Si32Br45]−.
Structure Relative Gap Formation Space fp
number (eV) Energy group distance
(eV)/atom
1 0.000 2.342 -0.1519 D2h 0
2 0.3706 2.370 -0.1516 C1 0.0225
3 0.5042 2.373 -0.1514 C1 0.0258
4 0.5177 2.321 -0.1514 C1 0.0242
5 0.5188 2.328 -0.1514 C2 0.0289
6 0.5757 2.315 -0.1511 Cs 0.0261
7 0.6245 2.008 -0.1510 C1 0.0286
8 0.6358 2.315 -0.1509 C1 0.0265
9 0.6442 2.350 -0.1507 C1 0.0337
Table 4.3: Properties of different isomers of [Si32Br45]−
As the previous study concluded that Br is most suited to synthesize Si20H20, we
also wanted to see the effects of bromine in this system [162]. We replaced all
Cl atoms by Br atoms from the first 10 low energy configurations of Si32Cl45−,
optimized them and then started 10 different MH runs. We found that the symmetric
structure is again the lowest in energy. The low-energy part of the spectrum is shown
in Fig. 4.11. The next lowest energy isomeric structure is much higher in energy
than the lowest energy structure, in contrast with the Cl study, where the isomeric
structures were energetically quite similar. In Table 4.3 we present some more
information about the structures shown in Fig. 4.11. The HOMO-LUMO gaps are
bigger than the ones for [Si32Cl45]− ; again there is no notable correlation between
the structure stability and the HOMO-LUMO gap. The formation energy is higher
than Cl counterpart, indicating that it is more likely to encounter experimentally the
stoichiometry [Si32Br45]− than [Si32Cl45]−. The fp-distance from the lowest energy
structure (Table 4.3) does not correlate with the stability of the system.
86 Stability of [Si32Cl45] and [Si32Br45] clusters with Si20 core
We have additionally calculated Boltzmann probability factors in Fig 4.13. The
symmetric configuration for [Si32Cl45]− and [Si32Br45]− are the most probable at
the room temperature. Fig 4.13 also shows that symmetric [Si32Br45]− is more
probable than [Si32Cl45]− at high temperature.
4.3.3 Cluster interactions
After we present the energy landscapes of the [Si32Cl45]− and [Si32Br45]−, next we
wanted to see how the ground state structure interact with each other. For this
purpose, we placed the two clusters close to each other at a distance comparable
to the bondlength between Si-Cl and did a local geometry optimization. Since
the ground state configuration is highly symmetric, We considered three possible
scenario where the cluster can attach to each other. If we consider that the center
of the cluster is the origin of a cartesian coordinate system then we placed another
cluster along the x, z axis and at an angle of 45◦ with the x-axis in the xy plane(x-y
direction). We calculated the binding energy for the system, that is defined as
Eb = Etot − 2× Eind (4.4)
where Eb is the binding energy, Etot is the total energy of the two clusters together
and Eind is the energy of an individual cluster. It turns out that the [Si32Cl45]−
and [Si32Br45]− clusters are inert in nature. In each case for [Si32Cl45]− dimer, the
binding energy is positive (0.6-0.7 eV/atom) . wheres, for [Si32Br45]− dimer, the
binding energy along X-Y direction is 0.08 ev/atom and along X, Y, Z direction is
0.07 eV/atom. This suggests that they do not prefer to interact with each other
directly, although it might be possible to attach them with a ligand.
4.3.4 Conclusion
In conclusion, we have shown the ground state of [Si32Cl45]− and [Si32Br45]− and
explored different isomers of the structure. For [Si32Cl45]−, it is possible to synthesize
the other isomers at very high temperature. We have also observed that formation
energy for [Si32Cl45]− is much lower than [Si32Br45]−. It suggests that [Si32Cl45]−
is much easier to form than [Si32Br45]−. We have also found that the extra charge
from encapsulated Cl− ion transfers to the Si cage. This extra electron makes the
structure more symmetric. These clusters also do not prefer to bond to each other.
This study will help us to understand the stabilizing mechanism for Si20 clusters.
CHAPTER 5
Applications to the surface and interfaces
In the previous chapters, we have shown detailed study of the PES for different
clusters. The following chapter focuses in the exploration of PES for periodic systems
i.e. surfaces and interfaces. This chapter is organized as follows:
First we discuss about the SiC/SiO2 interface. There has been a long standing argu-
ment on the shape and size of the carbon clusters at interface of SiC/SiO2 during the
oxidation of SiC surface. In this section(Sec. 5.1)1, we have employed an unbiased
structure prediction method at the tight binding density functional theory (DFTB)
level to explore different stable configurations of 4H-SiC in different environments
such as oxygen, nitric oxide (NO) and nitrous oxide (N2O) forming different car-
bon clusters at the SiO2 /4H-SiC interface. We also checked the stability of such
structures within DFT. Experimental Raman spectra and atomic force microscopy
(AFM) results were done to support our prediction. This project was executed in
the collaboration with Dipanwitta Dutta from the Paul Scherrer Institut (PSI) in
Switzerland, who performed all the experiments regarding this material under the
supervision of Prof. Thomas A. Jung.
The second part of the chapter, we concentrate on understanding the formation
boron 2d layer on Si substrate. Although boron atoms have high solubility limit in
Si crystal, they tend to segregate on the surface of the Si [184, 185, 186, 187, 188, 189]
at very high concentration, due to their high diffusivity. The above fact motivates
us to consider semi conductors i.e. Si as a substrate to grow 2d boron structures.
In this section(Sec. 5.2)2, we have explored this possibility. we have shown that it
1Dipanwita Dutta, Deb Sankar De et al. "Evidence for carbon nucleates compromising the
channel mobility of thermal gate oxides in SiC" is under evaluation.
2D.S. De, J. A. Flores-Livas, M. Amsler, and S. Goedecker "Growth of 2D-boron layer on Si
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is possible to obtain not only metallic boron mono layers but also 2d boron semi-
conductors on Si surface. By controlling the concentration of boron and depending
upon the choice of Si surface, we can grow monolayer, icosahedral sheet or a layered
configuration, a wide range of 2d configurations.
5.1 Formation of carbon cluster in 4H-SiC/SiO2 inter-
face
In the atmospheres of carbon rich red giant stars and by supernova remnants, silicon
carbide (SiC) is synthesized naturally. On earth, SiC can be found naturally in
Moissanite crystal, which is a rare mineral. Jons Jacob Berzelius was most probably
the first to synthesize SiC in laboratory, and published his result in a paper as early
as 1824[190].
Silicon carbide (SiC), a wide-bandgap semiconductor (3.3 eV), is considered as the
major enabling material for advanced high power and high temperature electronic
applications. In contrast to the commercially available SiC Schottky rectifier tech-
nology, SiC power MOSFETs are still affected by low channel mobilities and thresh-
old voltage instabilities due to the poor quality of the SiC/SiO2 interface. The
reason for these defects can be attributed to the complicated oxidation process, that
necessitates the removal of carbon in the form of CO and CO2. Different defects
in SiC crystals (dangling bonds, carbon clusters, near-interface traps, etc.) due to
thermal oxidation of the crystal modifies the electronic properties of the inversion
channel and deteriorate the field-effect mobility.
Until now more than 250 SiC polytypes have been identified [191]. The basic unit of
each of the SiC polytypes consists of a Si or C atom centered tetrahedron with four
covalently bonded C or Si. The bond length between the SiC atoms is approxi-
mately 1.89 Å. The distance between the SiSi or CC atoms is approximately 3.08
Å. These tetrahedra are joined to one another by the corners to form the SiC crystals
and have threefold symmetry around the axis parallel to the stacking direction. The
crystal structures of SiC can be cubic, hexagonal or rhombohedral. In Fig. 5.1, we
have shown some of the polytypes of SiC. The nomenclature of the SiC polytypes is
based on the specific type of stacking. The labels 3C, 4H, 6H, 9R in Fig. 5.1 refer
to the repeat stacking distance in the different unit cells. C, H, R refers to a cubic,
hexagonal and rhombohedral lattices, respectively, while 3, 4, 6, 9, etc., refers to the
number of C-Si dimers that are stacked.
4H-silicon carbide is the most promising polytype for power electronic devices thanks
to its favorable properties. In contrast to silicon (Si), 4H-SiC exhibits a wide band
gap of 3.3 eV (1.1 eV in Si) and a high breakdown electric field , that allow devices to
operate at high voltage (10 kV), high frequency (20 kHz), and at temperatures above
substrate" is under evaluation.
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Figure 5.1: Different polymorph of SiC.
Table 5.1: Main physical and electronic properties of bulk 4H-SiC and Si. The bulk
moduli for 4H-SiC and Si result from different ab-initio calculations. [2, 3]
physical and
electronic properties 4H-SiC Si
Bulk modulus (GPa) 217-224 98
Band gap (eV) 3.26 1.12
Breakdown electric field (105V·cm−1) 22 3
Saturated electron drift velocity(107cm·sec−1) 2 1.40
Thermal conductivity(W·cm−1·K−1) 4.90 1.30
175◦C [192, 193, 194, 195]. In this thesis, we focus only one type of polymorph,
namely 4H-SiC. The lattice parameter a along the [101¯0] is 3.08 Å and c along
[0001] is 10.06 Å for 4H-SiC [2]. Hereon, we will refer to 4H-SiC as SiC unless
otherwise specified.
SiC is the only wide band gap material with a native oxide (silicon dioxide, SiO2)
that can be grown in an industrially affordable, thermal process. Unfortunately
however, the thermal oxidation of SiC  in contrast to Si  curtails the carrier
mobility in the near interface region of the SiC, an effect that has been attributed to
the presence of carbon-related defects formed at the interface during the chemically
complex oxidation process, leading to carrier mobilities merely below 90 cm2/Vs
(compared to 900 cm2/Vs in Si) [196, 197, 198]. Extensive efforts have been
undertaken to reduce the near-interface mobilities, e.g. via surface conditioning or
passivation of the SiC surface in the fabrication procedure.
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The introduction of post-oxidation annealing in nitric oxide or nitrous oxide ambient
was comprised a breakthrough for improving the SiC MOS performance [199, 200],
but nevertheless the microscopic origin of the passivation mechanism is not yet fully
understood.
5.1.1 Methods
A common way to search for new crystal structures is to perform a systematic survey
of the enthalpy surface using some sophisticated structure prediction method. Here,
Minima hopping method (MHM) simulations were performed using the MINHOCAO
package on the DFTB scheme to evaluate the potential energy landscape [15]. The
structural searches were conducted with surface slabs along the [0001] direction with
a supercell sizes of 1x1 and 4x4, scanning several hundreds of different structures.
Initial SiC/SiO2 structures were randomly allowed to generate in an unbiased way.
The surface model was constructed with a 10 Å vacuum gap perpendicular to the
surface.
Density-Functional-Theory (DFT) calculations were performed within the projector
augmented wave framework as implemented in the VASP package, to refine the
geometries and energetic ranking of the most promising candidate structures [84].
We used the generalized gradient approximation with the PBE parametrization of
the exchange-correlation functional [201]. A plane-wave cutoff energy of 500 eV
was used together with a sufficiently dense k-point mesh, resulting in total energies
converged to less than 1 meV/atom. The atomic structures were relaxed until the
forces on the atoms were less than 3 meV/Å and the stresses were less than 0.1 eV/Å.
All supercell relaxations were performed using k= 6×6×1 MP meshes, while 4×4×1
(PBE and HSE06) Γ-centered meshes were employed for final DOS calculations.
The normal modes were calculated using the DFTB scheme. The Raman spectra
were constructed with the RAMAN-PY package, which depends on the output from
VASP calculations [202].
5.1.2 Oxidation models
To model the oxidation procedure in the oxygen environment, we use two differ-
ent chemical configurations to model two distinct conditions during the oxidation
process.
 In model A we provide an excess of oxygen at the SiC surface, more than
required to oxidize the first surface layer, which corresponds to a one-step
oxidation process.
 In model B we create an oxygen deficient reaction environment to mimic a
two-step oxidation process. Thereby, the surface is first oxidized with half of
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the oxygen required to convert the topmost layer into a stoichiometric SiO2
pattern before more oxygen is added.
5.1.3 Identification of carbon clusters at the interface
The MHM simulations of both models show that the low-energy portion of the corre-
sponding energy landscapes comprise structures which exhibit carbon nucleating in
form of clusters, with varying size and geometry. While model A results in nucleates
both at the interface and within the SiO2 layer, model B produced nucleates only
at the interface. The structural features of the carbon nucleates are similar in both
models, and consist of characteristic five (C5) and six (C6) membered rings.
In presence of sufficient oxygen (model A), these carbon rings form covalent bonds
to the surrounding Si atoms in the SiC or SiO2 matrix (Fig. 5.4). On the other
hand, the oxygen-deficient model B leads initially to chain-like carbon structures,
which subsequently convert in a second step to interlinked chains of carbon rings
as the MHM simulation progresses (chains of C7 Si ring (Fig. 5.2a) or of C9 Si-
rings (Fig. 5.2c), and zig-zag carbon chains [C(SiR)2]n ( Fig. 5.2b)). These chain
structures exhibit an especially high energetic stability at specific interface sites: the
periodic silicon carbide matrix anchors/passivates the chains and ribbons from the
bottom, while the Si atoms from the SiO2 layer bond from the top.
Occasionally the simulation finds cases where the carbon atoms contained in the
unit cell do not nucleate (Fig. 5.2d), but form merely CO and CO2 as the oxidation
products. In fact, carbon nucleates only form when no CO2 is formed in an initial
stage, and CO diffuses away from the interface through the SiO2 layer to the surface.
The oxidized carbon is expected to diffuse to the surface through the growing SiO2
layer and to be released as CO/CO2 into the process gas. The diffusion of C and
O continuously in the oxidation process also modifies the solid matrix and leaves
defects behind that broaden the interface and also affect the structural integrity of
the SiO2 and the near-interface region of the SiC.
We have encountered two types of defects, a C7 Si polycycle and a C9 Si polycycle.
The C7 Si defect consists of a pentagonal carbon ring fused with a 4-ring carbon
cluster and one Si atom; the C9 Si ring consists of a naphthalene-like structure,
with a 6-carbon-atom ring fused to a ring made out of a 5 carbon atoms and one Si
atom. In the pentagonal carbon ring, there are both sp2- and sp3-hybridized carbon
atoms. In the C4 Si ring, CC and CSi bonds are single bonds where these CC
bonds act as a linker between C5 and C4 Si rings, and two units of C7 Si rings are
connected by a CC double bond. The carbon atoms are anchored to the Si atoms
of the SiC surface (bond length 1.8 Å ) and are also bonded to the Si atoms in the
oxide. A similar behavior can be observed for the C9 Si ring.
In the oxide, a variety of chemical bonds of Si and O are present. We observe two-
fold coordinated oxygen atoms (SiOSi) and three-fold coordinated oxygen atoms.
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Figure 5.2: (a-d) Computationally predicted atomic structures of the interface after
oxidation and subsequent oxide removal. The carbon nucleates are anchored via Si
to the interface (a-c).
Some oxygen atoms change their chemical environment from three-fold coordination
to two-fold. In this transition, however, by changing these chemical bonds around
the oxygen atoms, (from three-fold to two-fold coordinated), some silicon atoms
inevitably are left with dangling bonds. In order to reduce the number of the
aforementioned dangling bonds, these Si atoms bond to carbon clusters. The oxygen
atoms from SiO2 are anchored at the Si atoms on the SiC surface providing a link
between the SiC and theSiO2 at the interface.
To investigate the role of the SiC/SiO2 interface and the anchoring Si atoms, the
carbon chains were moved from the interface towards the SiO2 before a second round
of minima hopping was performed. Consistently with the phenomenon of carbon
accumulation at the interface, the carbon in this case is found to condensate in
the form of quasi planar structures in SiO2 away from the interface (Fig. 5.3). Note
that these structures are higher in energy than the chain-like structure. The energies
with respect to the chain like structure at the interface, of quasi-planar structure
and free standing chain in SiO2 matrix are 0.0952 eV/atom and 0.165 eV/atom,
respectively. This observation suggests that although quasi-planar carbon structures
may be considerably stable in SiO2, the system prefers to nucleate carbon clusters
or chains at the SiO2/SiC interface. Furthermore, it is important to note that the
anchoring Si atoms stabilize these chains, as we do not observe free standing carbon
clusters in the solid matrix around the SiC/SiO2 interface.
The stability of the chains was checked by giving increasingly higher initial velocities
along x and y direction on the chains during the MD steps of minima hopping runs,
which helped to break them; however, after evaluation of a few hundred structures,
it was perceived that the chain-like structures were more stable than the distorted
configurations.
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Figure 5.3: Side and top view of shifted carbon cluster in the SiO2 matrix. The
chains ruptured in SiO2 matrix and the carbon atoms migrates and form a quasi-
planer configuration.
During simulations according to Model A, we found carbon clusters inside the SiO2.
A different amount of oxygen in the oxidation procedure results in different type of
carbon clusters. In this case (Model A), we found some polycycle carbon clusters
which consist of 6-ring carbon clusters at the interface of SiC/SiO2. Structurally
these clusters are different than the 6 ring clusters (Fig. 5.2c) that we observed
in Model B. We also found that small carbon clusters are produced in SiO2; this
was not observed in the previous case. Many different kinds of carbon clusters are
evolved inside the SiO2 and at the interface. Some of the carbon clusters also migrate
towards the surface of SiO2. 5-ring carbon clusters can be noticed at the surface
of the SiO2. A list of the different configurations we encountered are reported in
Fig. 5.4.
We additionally employed DFTB and MHM to understand the effect of ozone (O3)
on the carbon clusters decorating the SiC/SiO2 interface. For this purpose, all SiO2
was first removed from the optimized models (we used Fig. 5.2a,c configurations).
The dangling bonds created by this operation were passivated with atomic hydro-
gen. In the next step, we optimized the configuration at DFT level and then the
hydrogenated model surface was exposed to ozone, using MH calculations at the
DFTB level.
We observe that ozone molecules attack the carbon cluster rather than the SiC
surface. The carbon chains are broken into smaller clusters, and CO is released, as
shown in Fig. 5.5. This hopping migration  where the chemical bonding partner of
carbon is not changing  is consistent with our experimental Raman analysis (vide
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Figure 5.4: (a-g) Computed structures of the characteristic carbon nucleates ob-
tained by an oxygen-rich process (Model A). a) Carbon nucleate only in SiO2. b)-c)
carbon nucleates at the surface of SiO2. d)-g) carbon nucleates in SiO2 as well as
at the interface of SiO2 and SiC.
infra): no shift of the position of the carbon peaks, i.e. no change in the bonding,
has been observed; only the peak intensity is reduced. The nucleates present at
SiC/SiO2 interfaces could be removed by ozone. We attribute the behavior to the
fact that the nucleates are carbon clusters, an observation in our own findings that
is in agreement with an earlier report [203].
5.1.4 Density of states analysis
With the PBE functional, the calculated Kohn-Sham band gap of SiC is 2.2 eV, a
value which severely underestimates the experimental value (3.3 eV), as usual at this
level of theory. Hybrid-functional calculations, which include a fraction of the exact
Hartree-Fock exchange, are often seen to improve the band gaps of semiconducting
materials. The PBE0 hybrid functional yields a band gap of 4.0 eV, overestimating
the experimental band gap by 0.7 eV. The band gap of SiC,calculated using HSE06
hybrid functional (3.4 eV) is comparable with the experimental value (3.3 eV). In
this work, we use HSE06 to perform DOS calculations for large super cells.
The band gap calculated for 4H-SiC/SiO2 interfaces depends also on the methods
used [204]. We first calculated a pure interface between 4H-SiC and amorphous
SiO2 without any defect atoms at the interface. The band gap of such system is
2.84 eV using the PBE potential. This is comparable with PBE band gap value of
pure SiC. With different hybrid potentials such as PBE0 the band gap is calculated
to be 4.1 eV, and by using the HSE06 potential it is 3.4 eV which is also comparable
to the value of the 4H-SiC band gap from DFT calculations with HSE06. This result
indicates that the perfect abrupt interface structure does not produce defect states.
We used the DOS of defect free SiC/SiO2 as a reference for rest of our calculations.
Applications to the surface and interfaces 95
Figure 5.5: MH-DFTB simulations of a carbon chain exposed to ozone. In a) a 5
carbon ring chain and in b) a 6 carbon ring chain are disintegrated by the reaction
with ozone and smaller carbon nucleates remain on the surface.
We find that the bandgap of structures which contain carbon nucleates is reduced.
There are new states formed near the valence band and some mid-gap states are
also observed depending on the nucleate shape. For 5-ring C nucleates (C7 Si in
Fig. 5.6 and Fig. 5.7), the valence band edge is shifted up and the conduction band
edge is shifted down, significantly reducing the band gap to 2.3 eV. In addition, a
very stable defect state occupying the mid-gap state appears at −0.5 eV which is
above the shifted valence band edge. The most important contribution for these new
states comes from overlapping px states between the neighboring carbon atoms in
the nucleates; a smaller contribution originates from py and pz states. The occupied
levels appear due to the p-p interaction between the nearest neighbor carbon atoms
in the carbon nucleate.
For 6-ring carbon nucleates (C9 Si in Fig. 5.6 and Fig. 5.7) at the interface, the
valence band is shifted upwards by 0.5 eV and the conduction band edge is shifted
downward by 1.3 eV. The contribution for these new states, both at conduction
and valance band edge, arises from the carbon nucleates at the interface; partially
oxidized Si at the interface also contributes to the new states.
After analyzing the partial Density of States (pDOS) for all atoms, we observe
that the major contribution comes from the py states of the carbon nucleates at the
interface; pz and px also contribute to those states, as can be seen in Fig. 5.7. No mid-
gap state is obtained in this case. Different numerical simulations based on different
model assumptions for the interface structure show a continuous distribution of
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Figure 5.6: DOS of SiC/SiO2 interface structures with different carbon nucleates:
The interface without any carbon nucleates, with 5-atom carbon ring (C7 Si) and 6
carbon ring (C9 Si) nucleates. Initially, in the absence of nucleates the energy gap
is around 3.1 eV. New states arise near the valence band edge if carbon nucleates
are present at the interface.
states rising towards the band edges. The sensitivity of these model calculations is
dependent on the energy with respect to the band edges. Therefore, the position of
these structures (or even the presence or absence of peaks) should be regarded with
some caution. Nonetheless, most of the experiments confirm a peak at 0.8 eV and
at 2.7 eV above the valence band edge. These peaks are consistently observed in our
DOS calculations, see Fig. 5.6.
5.1.5 Nitrogen passivation
The post oxidation annealing process of SiC in NO, NO2, NH3 ambient,or the direct
growth of oxide on SiC in nitrogen environment is called nitrogen passivation. It
has been observed that partial passivation of interface states could be accomplish
by nitridation, either by post oxidation annealing or by oxidation in a gas mixture
containing nitrogen [205, 206]. Atomic nitrogen was also shown to be effective in the
form of a nitridation radical irradiation [207, 208] or by nitrogen implantation prior
to oxidation [209]. The mechanism of nitridation is not yet fully understood; it has
been suggested that nitrogen might compensate the unpaired electrons, or helps to
remove the carbon from the interface by breaking down the carbon clusters. One
possibility is that nitrogen saturates the Si dangling bonds and replace oxygen in
strained SiOSi bonds. Due to the oxidation in nitrogenated environment a reduc-
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Figure 5.7: pDOS for the carbon from 5-atom carbon nucleates in the new state is
shown here. It is emerging from the py state of carbon. The s, px and pz orbitals
contribute less to the new state. A similar situation is observed for the system
comprising a C6 nucleate at the interface.
tion in dangling bonds as well as a stronger decrease in the interface trap density
near the conduction band of 4H-SiC is observed by Afanas'e et al. [200]. This
improves significantly the electron mobility at the oxidized 4H-SiC surfaces [210].
Figure 5.8: Side and top view of nitrogen passivated SiC/SiO2.
To model the oxidation procedure in the NO and N2O environment, we want to
create an oxygen deficient reaction environment to mimic a two-step oxidation pro-
cess(like model B in Subsec. 5.1.2). To achieve this, the surface is first oxidized with
the full amount of the NO and N2O, required to convert the topmost layer into a
stoichiometric SiO2 pattern, before the same amount of NO and N2O is added again.
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In the initial oxidation procedure, the NO and N2O oxidizes the surface of the SiC
and the SiO2/SiC interface. As a product, N2 and CO is formed. Interestingly,
in the first step of oxidation any nitrogen is not incorporated within SiC or SiO2
matrix either by NO or N2O. In N2O environment, N2O dissociates into NO and
N on the SiC surface; the atomic N migrates and react with another atomic N to
forms N2, whereas the NO oxidizes the surface. If more N2O/NO is added, more of
the SiC layer get oxidized. We also observed CO and CO2 formation along with N2.
Few of the atomic nitrogen atoms get trapped in SiO2 matrix: they migrate in the
matrix and bonds with the under-coordinated Si and C atoms. The atomic nitrogen
mostly forms CN bonds, with an average bond length of 1.15 Å. This CN molecules
further bond with either an oxygen or a silicon of SiO2. Some nitrogen atoms are
observed to saturate dangling bonds by SiN formation and replace oxygen in a
strained SiOSi bonds.
Nitrogen atom can also be in a carbon site. There are two possible bond configura-
tions of N at the C sites. From the XPS results, Xu et al. concluded that most of the
N atoms are bonded with three Si atoms [208], whereas, Umeda et al. reported that
the N donors (tetra-coordinated N) occupying substitutional C sites [211]. These
nitrogen atoms are observed in the channel region after post-nitridation annealing.
However, the reported amount of tetra-coordinated N is 5 × 1017 cm−3( [212]),
which is lower than the detection limit of XPS. Experimentally measured photoelec-
tron intensity angular distribution (PIAD) pattern by Mori et al. is qualitatively
similar with the simulated PIAD pattern for the atomic arrangement of around N
atom [213]. This result supports the conclusions, given by Xu et al.
In our calculated structures, we also observed that some of the nitrogen atoms
partially replace the C atoms in the top layer and directly bond to three Si atoms,
while the Si atoms bond to the remaining C atom sites; this supports the previous
experimental data [213, 208]. The average bond length is around 1.75 Å, comparable
with the SiN bond length measured in the gas phase. The SiN bond length
has been determined experimentally by photodiffraction experiments to be 1.730
± 0.08 Å, which agrees very well with our results [214]. The SiN bond length
is shorter than the SiC in the SiC matrix. Due to the difference in the bond
length between SiC and SiN, interfacial N causes interface strain within SiC
at the SiO2/SiC interface [215]. The formation of CN molecules means that only
few small carbon clusters are formed at the interface. However, it also leads to
the presence of carbon atom in the SiO2 matrix. It is also observed that this CN
molecules eventually attach with oxygen and extracts CO as a byproduct and leave
behind the nitrogen atoms. Interestingly, previous experimental studies also reached
a similar conclusion [200, 216]. Similar type of bonding is also observed when SiC is
oxidized in an N2O environment. Small carbon clusters are formed and Si bonds are
saturated, leading to a better mobility in SiC/SiO2. This observation is consistent
with experimental findings [217, 218].
Hence, the results in this study indicate that there is a trade-off relationship between
interfacial N reducing the interface defects by capping the Si dangling bonds and
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the interfacial strain degrading the inversion layer mobility.
5.1.6 Raman spectra
The signatures for carbon clusters can be gathered from our measurements of Ra-
man spectroscopy. These experiments were carried out at 300 K using the micro
Raman spectroscopy setup based on a 532 nm single mode continuous wave laser
and an inverted microscope (Leica DM5000 equipped with a 100x NA=0.9 objective,
Germany) with Raman filter (Semrock, Rochester, U.S.A.) with 40 µm slit.
In order to obtain a thorough understanding on the composition of these nucleates,
a second order Raman spectroscopy measurements to identify the chemical bonds
involved in the observed nucleates is used, thus allowing distinction of sp2 sites
within a matrix of sp3 SiC [219]. The used sample were on the same TGO and
pTGO after the oxide was removed from the top. To facilitate the identification
of the carbon bonds at the interface and after incomplete oxidation of SiC, the
background/ reference spectra from the TGO spectra is subtracted. The resulting
Raman spectrum after the background correction with a clean SiC wafer exhibits
ten sharp peaks corresponding to vibrational excitation modes of bonds associated
with the different carbon species in different bonding states (Table 5.2) [220].
Experimental Theoretical Literature Association of each peak
Results Results Review
[221, 222, 223, 224]
1477 1470 benzene related vibrations
in finite size crystal
1524 1523 1530 3 coordinated amorphous C;
1523 polyene
1543 1530 1554 G band for C film
with low sp3 content
1573 1554 1594 G band shift of the graphitic band
1582 (1582) due to epitaxial strain
for graphene on SiC
1605 aromatic CB  C stretching
1622 1622 1622 Aromatic CB  C and
sp2 dimers in sp3 phase
1653 1660 G band for ta-c
1688 1686 1686 CC or CO
1713 1717 1712 CO stretch symmetric
1720 stretching carbonyl / Benzene related
1740 1735 asymmetric stretching of carbonyl CO
Table 5.2: Comparison of experimental and theoretical Raman signals with literature
values and the corresponding, most plausible undesired/defective carbon bonds
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Finite size carbon crystals and/or benzene-like rings are associated with the Raman
peak at 1477 cm−1. Furthermore, our Raman analysis provides clear evidence for
the simultaneous presence of both graphitic and amorphous (a-C) bands in the
nucleate rich region close to the interface. The graphitic carbon is recognized by
the graphitic band or G-band @ 1622 cm−1, corresponding to CC vibrations of
sp2 dimers embedded in an sp3 environment; The amorphous carbon is recognized
by the virtual absence of the defective graphite or D-band characterized by a peak
maximum @ 1573 cm−1 [221, 222, 223, 224]. The peak assignments have been
provided in Table 5.2.
The interpretation of the experimental Raman spectra is supported by the com-
puted frequencies of the normal vibrational modes [Table 5.2] for all the structures
( oxygen rich (model A) and oxygen deficient (model B) simulation) where carbon
rings are formed. Notably, a numerical calculation of the full Raman spectrum is not
feasible due to the very large number of atoms. Further on, laser heating or quantum
confinement may lead to certain shifts in the value between theory and measured
Raman peak position. The selection of the Raman active modes is based on iden-
tification of corresponding frequencies in numerical and experimental Raman data
in consistency with symmetry considerations. In this way, we can attribute some
experimental peaks such as 1523 cm−1, 1622 cm−1 and 1686 cm−1 to the vibrational
modes of 1524 cm−1, 1622 cm−1, and 1688 cm−1 respectively (Table 5.2). Further,
the two distinct modes from our simulations at 1530.18 cm−1 and 1554.51 cm−1 are
close enough to be associated with the experimentally observed 1543 cm−1 peak,
while the computed mode at 1717.71 cm−1 can be identified with the experimental
peak at 1713 cm−1.
A reduction of 6.5% in the Raman intensity of all the monitored (non-SiC) carbon
peaks for the HF dipped samples is observed after the samples are exposed to HF.
This provides evidence for the reduced carbon content by HF-etching. This finding
confirms the reduction in the number of particles/nucleates already observed in
the AFM experiment, and provides additional evidence that these defects contain
carbon. In the experiments the intensity of the Raman peaks changes after the pure
oxygen processed sample has been cleaned using Ozone. There is a drop in the
intensity of the carbon peak due to the smaller amount of non-SiC carbon bonds or
the size of these defects becoming smaller which is in agreement with our simulation.
The AFM results also supports our predictions. The details of the experiment can
be found in this reference [225].
5.1.7 Conclusions
Extensive atomistic simulations provide a detailed understanding on the origin of
the carbon nucleates such as graphitic (sp2) and amorphous (sp3 mixed in sp2) car-
bon. Simulation of oxidation of SiC by MHM at DFTB level proved that there is a
strong bond between carbon nucleates and the surrounding matrix via Si-C and O-C
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bonds. Our Raman results along with DFT/DFTB normal mode analysis further
provide conclusive affirmation of the presence of aromatic and amorphous carbon
(sp3 mixed in an sp2 environment) which is different from the carbon contained in
the SiC matrix. Further, the DFT calculations also confirm the impact of the de-
fective carbon accumulations on the electronic structure at the interface. However,
after the interface gets passivated with nitrogen during the oxidation of SiC surface
in NO/N2O environment, we have observed smaller carbon clusters at the interface.
This study motivates further research to investigate the carbon accumulation mech-
anisms contributing to the experimentally observed larger nucleates, and towards
the role of passivating agents.
5.2 Growth of 2d boron on Si substrates
The discovery of graphene [226, 153], the thinnest, one-atom-thick, planar carbon
material, has fueled interest in other reduced dimensionality systems which may have
transpiring properties(i.e. very high thermal conductivity, electrical conductivity,
current densities than their bulk counterparts) [227, 228, 229, 230, 231, 232, 233].
In this context, boron is an appealing element in the periodic table since it is next
to the carbon and considered as a potential candidate for 2d material. Bonding
between boron atoms is more complex than in carbon; for instance, both two- and
three-center B-B bonds can be observed [234]. Thus, boron has an extremely
complicated chemistry and structural behavior in its bulk allotropes [235, 236].
2d boron exhibits many unique structures owing to its electron deficiency. It is
different from other well-known 2d materials. Generally, 2d boron crystals can be
classified into three categories:
 Graphene-like atomically monolayered boron sheets [237, 238].
 2d boron structures with thickness of a few layers [239].
 2d boron structures with icosahedral configurations [240, 241, 242, 243].
5.2.1 A brief overview of previous work on 2d boron
The prediction of the B80 buckyball has garnered extensive interest due to its struc-
tural similarity to the C60 [244, 245] which opens up the possibility of 2d boron sheet
to exist. Borophene was coined to refer to a general class of atomically thin boron
sheets [246]. It was followed immediately by the proposal of stable 2d boron sheets
with triangular and hexagonal motifs (named as α sheet) [247]. Since then, various
buckled and unbuckled monolayer structures of boron, which include the different
α-sheets, β-sheets, γ-sheets, η1/8 and η2/15-sheets, triangular sheet, or graphene-like
hexagonal sheet have been predicted from ab initio computations [248, 249]. The
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absence of layered boron bulk materials makes it difficult to mechanically exfoliate
the corresponding 2d sheet, as successfully realized in other 2d materials [230]. As
a result, thermal evaporation deposition, chemical vapor deposition and molecu-
lar beam epitaxy should be the potential techniques to experimentally produce a 2d
boron sheet. The choice of substrate is critical for the synthesis of 2d B. After careful
considerations and theoretical calculations, different metal i.e. Cu, Ag, Al and Au
were selected as substrate [250, 251]. Recently two experimental groups confirmed
the predictions by synthesizing boron monolayer on Ag substrate [237, 238].
2d multilayer boron sheet which is semiconductor (bandgap of 2.35 eV) has been syn-
thesized by chemical vapor deposition method on Cu substrate [239]. Whereas, 2d
semimetallic multi-layered boron sheet was predicted to grow on Pb (110) substrate
only by manipulating the surface thickness [252].
2d icosahedral boron sheets have also been topic of interest in this decade. Various
groups have proposed 2d icosahedral boron sheets based on B12 structures [253,
254]. Recently, four discreet boron icosahedral structures, namely, the icosahedral
chain and three icosahedral sheets (referred as the icosahedral α, δ4, and δ6 sheets,
respectively) were predicted by Kah et al. using semi-empirical Hamiltonian method
[241], deeming δ6-icosahedral sheet as the most stable structure among them.
5.2.2 Boron dopping in silicon
To modify the electrical features of Si for Si-based electrical device, B is used as a
p-type dopant due to its very high solid solubility. Boron atoms also have a high
diffusivity rate which tends them to form clusters in Si sub surface and on surface
layers. Various experimental studies showed that at high concentration of boron and
at high temperature B atoms have a strong tendency for segregation at sub-surface
layer [255, 256]. However, by controlling different parameter, B accumulates on the
surface [184, 189, 257]. PurB 3 is another method which has been used to form
boron layers on (100) Si surface [185, 186]. Depending upon the temperature and
pressure the thickness of the boron layer can be controlled from few nanometer to
atomically thin layer [187, 188].
Above experimental results motivate us to consider semi conductors i.e. Si as a
substrate to grow boron 2d structures.
5.2.3 Silicon surfaces
Silicon surfaces reconstruction of (100), (111), (113) and (110) were explored in
our study. The final configuration for each of the surfaces is shown in Fig. 5.9.
Each of the surfaces are passivated at the bottom with H. Experimentally, the
3Based on chemical vapor deposition (CVD) method
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reported stability of the Si surfaces is as follows: (111)>(001)>(113)>(110) (at the
low temperature) and (001)>(113)>(110)>(111) (at high temperature) [258]. Their
respective electronic band structure is shown in Fig. 5.10 and it shows that Si(100)
and Si(111) surface has a small bandgap whereas Si(110) and Si(113) are metallic.
Figure 5.9: Silicon surfaces reconstruction obtained in this work (top and side
views).
Because of the computational limitation, we considered only MH runs with B doping
Si surfaces as follows: 4 layers of Si for all surfaces except for Si(111) (3 layers). In
each case a vacuum of 10 Å along z-direction was used. 2d boron configurations
obtained from our MH runs are re-optimized with more Si layers so that we can
obtain a proper stability order of the 2d layer as well as their chemical properties.
In order to explore the dependence on boron content, MH runs were extended from
1 to 24 atoms for the respective 4 Si-surfaces. The formation energy of doping B
atoms in Si surfaces is defined as:
∆Ef = (Etot(SiB)− Etot(0))/nB − Eref (5.1)
where
∆E(ref) = Etot(D)− Etot(0) + nSiEtot(Si) (5.2)
Here, Etot(D) is the total energy of a supercell with one B complex and Etot(0) is the
total energy of the same supercell, but without the B complex (i.e. only Si surface).
nSi is the number of Si atoms transferred to the chemical reservoir (taking as bulk
Si). Etot(Si) is the total energy per atom in bulk Si, respectively and Etot(SiB) is the
energy of the total system. The formation energy of the isolated boron sheet was
computed according to
Ef = (Esheet/N − Eat) (5.3)
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Figure 5.10: Electronic band structure of silicon surfaces reconstruction considered
in this work.
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where where Esheet is the total energy of the sheet with n atoms, and Eat is the
energy of a single spin-polarized boron atom.
5.2.4 B on Si (100) surface:
The crystal explorations used 2×1 asymmetric buckled dimer reconstruction on rect-
angular supercell of 3 layers of Si (100) surface. The symmetric dimer reconstruction
is higher than the asymmetric buckled dimer reconstruction in energy as observed
in previous studies [259]. Our study reveals that single boron atom prefers to sub-
stitute one Si atom from the first sub-surface layer. This was also observed from
previous theoretical and experimental results [256, 260, 261]. The second boron
atom also prefers to substitute another Si atom from the first sub-surface layer. The
substitutional impurities in the near-surface layer, resulting in the ejection of two
host Si atoms, which move into the ad-layer. For more than 2 boron atom, few of
them substitute the Si atoms and form clusters.
As we increase the number of B atoms to 16, the atoms prefer to stay on the surface.
None of them substitute surface or sub-surface Si atoms. 20 boron atom on Si (100)
surface forms a stable monolayer of 2d-boron structure. The formation energy for
different number of boron atoms on Si (100) substrate is plotted in Fig. 5.11. The
formation energy decreases with increasing N , which means that 2D structures
become more stable with increasing boron concentration as they approach to the
bulk state. It remains nearly constant (0.38 eV/atom) when N is greater than or
equal to twelve atoms per unit cell. The number of boron atoms increased gradually.
The lowest monolayer have P12/m1 symmetry (Fig. 5.12a). The lattice constants
for the P12/m1 symmetry boron are a=7.368 Å, b=7.725 Å, and β= 94.36805Å
(unique axis b). The bond length between two boron is 1.8 Å. The 2d boron
surface buckled up on top of Si (100) surface and the B-B bond lengths range from
1.8-2.1 Å. The band structure of Si (100) surface with 2×1 asymmetric buckled
dimer reconstruction, is shown in Fig. 5.10. An indirect band gap of 0.2 eV can
be observed. In previous experimental and theoretical studies also predict that this
type of reconstruction is semi conductor [262, 263]. From Fig. 5.13, we can see that
Boron/Si(100) system behaves like a metal at PBE level and HSE06 calculation also
supports the conclusion. Interestingly, the Si surface prefers to have 2×1 symmetric
dimer reconstruction when boron layer is formed on top of the surface. The surface
states due to the reconstructions from the midgap region is removed after boron
adsorption. Hydrogen adsorbed 2×1 symmetric dimer reconstruction on Si (100)
surface have the similar behavior. It has been observed that the surface states are
removed and a gap opens up [264]. The contribution of the new states in the band
gap region of Si (100) surface is due to the boron (Fig. 5.13). Few other 2D boron
configurations which are slightly higher in energy (0.0006-0.0049 eV/atom) than the
lowest energy configuration for boron 20 atoms, are shown in Fig. 5.15(a,b,c). As
we increase the number of boron atoms, they start to form layered structures with
P1 symmetry.


























B on Si(100) surface
B on Si(110) surface
B on Si(111) surface
B on Si(113) surface
Figure 5.11: Formation energy of different number of boron atom vs the number of
boron atom per unit area on different Si surfaces.
Figure 5.12: Boron monolayer with maximum number of boron on different Si sur-
faces. If we add more boron atoms, they transform into layered configuration or
icosahedral boron surfaces. a. 20 boron atoms on Si (100) surface with P12/m1
symmetry b. 20 boron atoms Si (111) surface with Pm symmetry. c. 18 boron
atoms on Si (110) surface with P1m1 symmetry d. 16 boron atoms on Si (113)
surface with P1 symmetry.






































Figure 5.13: Band structure of boron monolayers with Si substrates. Here the boron

































Figure 5.14: Convex hull for 2d boron. The convex hull as defined by the hole
concentrations. The blue line represents the lowest energy 2d boron cofiguratuions
at particular hole concentrations. The other points repreperesnts the formation
energy of exfoliated 2d Boron stabilised on different Si surfaces.
5.2.5 B on Si (111) surface
Si (111) surface is the second most stable surface of Si in low temperature. Here we
have considered Si 2 ×1 reconstruction. It is a semiconductor (Fig. 5.10) as observed
previously [263]. The lowest energy configuration that we obtained from single B
atom on Si (111) surface is similar as B-Si(111)-(
√
3 ×√3)R30◦ surface [265]. Two
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types of dangling bonds were observed previously: a passivated Si dangling bond
with a sub-surface B atom underneath and a Si dangling bond with a sub-surface Si
atom underneath which we also observed in our calculation [266]. As we increase the
number of boron atoms, they start to substitute other Si atoms or occupy interstitial
positions and form cluster at the sub surface region.
12 boron atoms segregate on top of Si substrate. 20 Boron atoms form a single
layer on Si (111) surface with P1m1 symmetry (Fig. 5.12). If we add more boron
atoms, then 2nd boron layer starts to form with same symmetry or the isomers
of P1 symmetry. The formation energies after 16 boron atoms remain constant
(Fig. 5.11). The DOS and the bandstructure suggests that the boron monolayer
with the Si substrate is metal (Fig. 5.13). The band gap opens if we add more
boron atoms to the system. The contribution to the new surface states are not
only from the boron but also from the surface Si atoms at the valance band edge.
However, the 2×1 reconstruction is removed. The Si-B bond length is around 2.3
Åslightly more than the Si-B bond length during the intrinsic doping (2.1 Å).
Figure 5.15: different Boron monolayers on different Si surfaces. a. 20 boron atoms
on Si (100) surface with P1 symmetry b. 20 boron atoms Si (100) surface with Pm
symmetry. c. 20 boron atoms on Si (100) surface with P2/m symmetry d. 20 boron
atoms on Si (111) surface with P1 symmetry. e. 18 boron atoms on Si (110) surface
with P222_1 symmetry.
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5.2.6 B on Si (110) surface:
For Si (110) surface, we started our calculation with 1×1 reconstruction and with
four layers. Fig. 5.12c is the lowest energy boron monolayer structure on Si (110)
surface with 18 boron atoms and have P1m1 symmetry. There are few other different
type of boron moronlayer which are slightly higher in energy (Fig. 5.15e). If we
increase the number of boron atoms on Si (110) surface the icosahedral sheets start
to form (Fig. 5.16).
BB bondlength in an isolated icosahedron B12 is 1.61-1.75 Å. In our case, the
BB bondlength in the icosahedral sheet (Fig. 5.16a) which is formed by 20 boron
atoms, is 1.70-1.88 Å. The icosahedral are connected through a bond length of 1.79
Å which is bigger (0.12 Å) than α-B. They are also connected through a six boron
atoms cluster. The size of the B6 cluster starts to increase as we increase the number
of boron atoms into the system. For 22 boron atoms, a B8 cluster is formed and for
24 boron atoms, B11 cluster is formed. The bond length between the two icosahedron
is increased (1.87 Å) as we increase the number of boron atoms indicating a weaker
interaction.
Figure 5.16: Icosahedral boron surfaces on Si (110) surface. The Lowest energy
structure by a. 20 boron atoms b. 22 boron atoms c. 24 boron atoms on Si (110)
surface. d.-f. metastable boron icosahedral sheets on Si (110) surface.
The monolayer and the icosahedral sheets with Si(110) surface are semi conductors.
Clean Si (110) surface with 1×1 reconstruction is metallic (Fig. 5.10c) and the
dangling bonds of the atoms of the top layer create new surface states close to the
Fermi levels as observed in previous literature [267]. Fig. 5.19 and Fig. 5.13 is the
DOS and the band structure for Fig. 5.12c. The band gap is 0.4eV in PBE but
according to the hybrid HSE06 calculation, the band gap is 0.6eV. It is not stable
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as a free standing layer but transform into βs1. The contribution to the valance
band edge is still due to the surface Si atoms whereas new states arise near the
conduction band edge due to the boron atoms. The 1×1 reconstruction is removed
due to the adsobtion of boron atoms. There is no dangling bonds present and hence,
the surface states from the midgap region is removed.
Figure 5.17: Band structure of the boron icosahedral layers (from Fig. 5.16a-c) on
Si (110) surface.
The band gap for icosahedral sheets varies from 0.3 to 0.5 eV in PBE and 1.3 to
1.69 eV in HSE06. The DOS and the band structure plots are given in Fig. 5.19 and
Fig. 5.17.
Calculated phonon spectra of planer Fig. 5.12C and icosahedral sheets Fig. 5.16a-c
are plotted in Fig 5.18 , showing that all four sheets are stable without giving any
negative frequencies.
The DOS and Si-B COHP curves for different number of boron atom on Si surface
is shown in Fig. 5.19. For boron monolayer on Si(110) surface, most of the Si-B
interaction states below the Fermi level is bonding in nature except a small region.
As we increase the number of boron atoms, the structural change happens and
the monolayer transforms into icosahedral sheets. This transformation opens the
bandgap as well as the anti-bonding states disappear. This suggests that there is a
strong interaction between the surface Si atoms and the boron atoms.
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Figure 5.18: Calculated phonon spectra of monolayer (from Fig. 5.12c) and icosa-
hedral layers (from Fig. 5.16a-c) on Si (110) surface.
Figure 5.19: DOS and COHP curves 18, 20, 22, 24 boron atoms on Si(110) surface
All curves are shifted so that the Fermi level lies at 0 eV. For COHP, we plotted the
surface Si and B interactions.
112 Growth of 2d boron on Si substrates
5.2.7 Si (113) surface:
Until 8 boron atoms on Si (113) surface, boron atoms prefer to be at the subsurface
layer, as observed previously in experiments and theory [268, 257]. As we increase
the number of boron, they start to accumulate on the surface. With 16 boron
atoms, they form a monolayer with P1 symmetry on Si (113) surface. Beyond that
number of boron atoms on Si (113) surface, they form layered configurations with P1
symmetry (Fig. 5.15d). The monolayer and the layered configurations are metallic
and semiconductors respectively in PBE as well as in HSE06.
5.2.8 Conclusions:
It is important to mention that all the experimental and theoretical investigations
so far have only considered metallic substrate to grow boron sheets. In this work, we
proposed a different approach, namely to use the rapidly available silicon substrates
to synthesized exotic boron layers. By selecting the Si surface and carefully control-
ling the concentration of boron atoms, we are able to build boron layers with desired
electronic properties from semiconducting to metallic. Furthermore our result points
towards the stabilization of complex layered configurations and 2d-icosahedral boron
structures. More importantly all these structure are not only kinetically but also
dynamically stable, which suggests that are likely to be accessible experimentally.
CHAPTER 6
Conclusions and outlook
This thesis is predominantly on the exploration of configurational space of different
materials of different dimensions using ab initio techniques. We focus on under-
standing the predicted geometrical configurations and their electronic properties.
For this purpose, we employed MHM to explore the PES as well as identify putative
low lying energy structures. We have also employed an approximate fp-method and
MHGPS to locate transition states. A brief summary of the conclusions is listed
below.
Exoheadrally decorated atoms on C60. In Chapter 3, we conducted an unbiased
and systematic search for configurations of exohedrally decorated fullerenes with the
alkali metals, alkaline-earth metals and other elements. In addition to supporting
previous experimental results, our study provided new putative ground states and
determined the maximum number of atoms that can homogeneously be distributed
on the fullerene surface. Moreover, using the ELF as a descriptor, we were able to
scan 64 different elements for homogeneous distributions with up to a maximum of
32 atoms. These results determined that Li, Na, K, Rb, Cs, Ca, Sr, Ba, Sc, Y and
La are suited for homogeneous distribution. Among them, Li, Na, K, Rb, Cs, Ca,
Sr and Ba elements are already observed in experiments. Interestingly, Y, Sc and
La have not yet contemplated experimentally and we predict that these elements
should follow an homogeneous distribution on C60.
Exohedrally decorated C60 in the presence of the electric field. Experimen-
tally observed dipole moment has been utilized to identify the possible configurations
of decorated C60. Inspired by this fact and from the previous section of this chap-
ter, we inspected the change in PES of Li and K decorated C60 in the presence of
electric fields. We have simulated the similar range of the strengths of the electric
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field as can be obtained in the experiment, for instance, near the tip in a scanning
microscopes. Our results suggest that some of the metastable configurations can be
further stabilize at certain electric fields. A considerable change in PES is implied
by these results. One can convert from one structure to the other just by increas-
ing or decreasing the strength of the electric field which can be used in different
applications i.e. molecular switch. In certain fields and temperature, multiple con-
figurations are degenerate in energy. This will lead to a significant contribution to
the experimentally measured dipole moment. Hence, caution must be taken during
the theoretical prediction of the structures based on the experimental results.
Metal decorated C48B12. The last part of this chapter contains the exploration
of metal decorated boron-carbon heterofullerenes. Previous computational stud-
ies suggested that homogeneously coated dilute C48B12 cage are very stable which
contradicts our findings. The decoration destroys the dilute C48B12 cage with the
exception of Li. The bonding between such destroyed configurations are difficult
to generalize. The results provide valuable informations for experimental efforts of
synthesis such heterofullerenes. Our results also suggest the adequacy of the PES
search.
Exploration of Si20H20 cluster PES. The first part In Chapter 4 is about the
stability of Si20H20. Even though the theoretical dodecahedron configuration of
Si20H20 has been established as a global minima a decade ago, still it is not possible
to synthesize. Here we compared the fp based disconnectivity plots of Si20H20 and
other fullerene configurations i.e. C20H20 and C60 which are experimentally realized.
Despite the high energy barrier between the intermediate states and the global
minima, similar as Si20H20, the funnel gradient and the configurational entropy will
lead to global minima of those configurations. Whereas, Si20H20 will get lost in
their fractal shaped funnels. Hence as a summary of this work, we can say that the
complicated pathways between the Si20H20 clusters lead to the lack of observation
of the global minima in the experiment.
Unbiased search of [Si32Cl45]
− and [Si32Br45]−. The last part of Chapter 4, we
have explored PES of [Si32Cl45]− and [Si32Br45]− which contains a Si20 core. Even
though the ground state of [Si32Cl45]− is stable but according to Boltzmann statics
other isomers are possible to synthesize at very high temperature. The symmetric
decoration of Si20 provides the stability of the system. The extra charge is distributed
over the cluster, providing similar type of bonds and bond lengths. The clusters are
inert in nature and can only be attached to each other by some ligands. This study
provides a further understanding in stabilizing mechanism of Si20.
Analysis of carbon defect assessment at the SiC/SiO2 interface. In the
first section of Chapter 5, we provided the size, structure and the characteristic of
carbon nucleates at the SiC/SiO2 interface. We oxidized the SiC surface in diluted
as well as rich environment of oxygen, NO and N2O. Different environment provides
different type of carbon nucleates such as graphitic (sp2) and amorphous (sp3 mixed
in sp2) carbon at different position of the SiC/SiO2 matrix. A strong bond between
carbon nucleates and the surrounding matrix via Si-C and O-C bonds is observed
Conclusions and outlook 115
after the MHM runs at DFTB level and local optimization by DFT. Fused carbon
rings and small carbon clusters are obtained at the interface whereas semi-planar
graphene like configurations are formed in SiO2 matrix. Oxidation in nitride species
environment incorporated nitrogen at the interface, resulting in small carbon clus-
ters. Raman results and AFM studies which were done by Dipanwitta Dutta from
the Paul Scherrer Institut (PSI) supports our prediction. The reduction in band gap
observed experimentally and confirmed theoretically is due to the carbon nucleates.
Growth of 2d B structures on Si substrates. The last section of Chapter 5
provides a study of 2d boron nucleations on Si substrates. Previous experimental and
theoretical studies have considered only metal substrates to grow 2d boron. Herein
for the first time, we have shown that different type of boron layered structures can
be stabilized on Si substrates. The high solubility of boron atoms on Si surface might
be a challenge but the high diffusivity helps to segregate on the surface by controlling
the temperature in experiments. By considering different Si-substrates and boron
density, one can stabilize particular boron layers. Not only metallic monolayers,
which are usually common for this system, but also semi conducting layers are
possible to stabilize. Furthermore, increasing the number of boron results on more
complex icosahedral- and multi- layer sheets that are likely to be synthesizable.
Finally, all the structures that were studied in detail in this thesis, are kinetically as
well as dynamically stable which suggests that they are experimentally synthesizable.
In retrospect, we have shown the successful application of a powerful method to
explore the PES in a wide range of materials systems, from low dimensional clusters,
to surfaces, to interfaces and to large periodic bulk systems. The importance of
a complete and thorough search of PES was highlighted for different materials.
We explained the reasons behind the lack of experimental confirmation of some
theoretical predictions. Such prediction schemes are very promising and powerful
tools, and we expect them to lead to significant advances in silico material design,
a domain still in blossom stages. Finally, the studies presented in this work offer
a guidance for current experimental efforts and provide a glance into the future for
synthesizing new materials based on our predictions.

APPENDIX A
Minima hopping guided path search (MHGPS)
Figure A.1: MHGPS approach for reaction pathway sampling. The shaded region
represents MHM algorithm.
APPENDIX B
Electron localization function (ELF)
Becke and Edgecombe introduced ELF to measure the electronic localization in
the atomic and molecular system [269].The original formula is based on the Taylor
expansion of the spherically averaged conditional same-spin pair probability density
to find an electron close to a same-spin reference electron. According to Hartree-Fock
(HF) approximation:
P2(r, r
′) = ρ(r)ρ(r′)− |ρ1(r, r′)|2 (B.1)
where P2(r, r′) is the probability density to simulaneously find two like spin electrons
at positions r and r′. ρ(r) and ρ(r′) are the electron densities.ρ1(r, r′) is the one-






where the summation runs over all occupied σ-spin (i.e. either up or down spin)
orbitals ψi(r). Now we can define the conditioal probability as the probability density
to find an electron at some position r′ if a like-spin reference electron is located with
certainty at position r.
Pcond(r, r
′) = ρ(r′)− |ρ1(r, r′)|2/ρ(r) (B.3)
the localization of an electron with the probability density to find a second like-spin
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Here the Pauli repulsion is described by the smallness of the D(r) which is a mea-
sure of electron localization.Using this factor for uniform electron gas Becke and










Since the pair density is not explicitly defined the original formulation of ELF de-
rived from the pair density is not applicable. However, Savin et al. observed that
the Kohn-Sham orbital representation of the Pauli kinetic energy density has the
same formal structure as the expression of Becke and Edgecombe. This DFT-ELF
approach evaluates the Pauli kinetic energy density based on the diagonal elements
of the one-particle density matrix (the electron density) [270]. The Pauli kinetic
energy is the energy due to the redistribution of the electrons in accordance with
the Pauli principle and is the integral of the Pauli kinetic energy density:






It is the more or less arbitrary division of tP (r) by the kinetic energy density of a












χS(r) is identical with the ratio χBE(r). This identity holds also for an open shell
system, when the kinetic energy densities are computed for the corresponding spin
part only. ELF = 1 corresponding to perfect localization and ELF = 1
2
corresponding
to the electron gas.
APPENDIX C
Measuring structural difference
The identification of two structures of N atoms based on there energies is not suf-
ficient for many cases. The enthalpy degeneracy whitin the short range potentials
requires some additional method to distinguish different structures. The most nat-
ural way to calculate the difference by root-mean-square displacement (RMSD) by
shifting and rotating the two geometries and by premuting the indices of the atoms.






||R1 − UR2P || (C.1)
where RAi and R
B
i are the coordinates of two N atom configurations measured from
their respective centroids. P and U are a N ×N permutation and rotation matrix
receptively. The RMSD value is minimal if the two structures are similar. The ro-
tation and permutation is codependent. Hence it is problematic to find an optimal
value for them especially for geometrically distinct systems. This problem was solved
by Monte Carlo method but it is limited due to the time scales exponentially with
the number of permutable atoms. Because of this reson Sadghi et al. introduced an-
other quatity to distinguish to structure which is called as fingerprint distance. The






where φi are th Gaussian type orbitals centered on the atom at position ri and is
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given by
φli(r) ∝ (x− xi)lx(y − yi)ly(z − zi)lz exp(−αi|r − ri|)2) (C.3)
Here l=(lx, ly, lz) is aa angular momentum L=lx + ly + lz. The orbitals are classified
depending on their value of L i.e.s-type orbital is L=0, p-type orbital is L=1, or d-
type orbital is L=3. αi is the orbital width and they are inversly proportional to the
covalent radius of the atoms on which the orbitals are centered on. The structural
difference is given by the root mean square difference of the two fingerprint vectors.
This fingerprint distance is invariant under translations, rotations, reflections as well
as under the permutation of the atomic indices. They are computationally cheap
and reliable to distinguish distinct geometrical configurations.
APPENDIX D
ELF for all decorated C60 configurations
Figure D.1: different ELF-prints we have found for different single atom adsorbed
on C60
The elements in white in periodic table can be sub grouped in few different classes.
One of the distinct class involves p-block elements, and more generally those el-
ements that covalently interact with carbon in C60. Fig. D.1 depicts the typical
picture found with Si, Ge, etc. The CC bonding starts to bifurcate at lower values
of η (0.68) which contains only two carbon attractors, the carbon-silicon bonding
(purely covalent) is split only for larger values above 0.76. Be and Ti (Fig. D.1)
are of particular interest, for values of 0.5 (free electron type interaction) as the
s-electrons are shared and forms bonds which retains a particular topology. The
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bifurcation suggests that the metal atom volume (yellow line in diagram) is split
at 0.49 initially and further the carbon-carbon volume are split at high values 0.70
and 0.74. They are marked with dashed-black circles the volume separation for the
corresponding regions in the C60.
APPENDIX E
Si20H20 disconnectivity plot for different number of low energy
structures
Si20H20 disconnectivity plot for different number of low energy structures125
Figure E.1: Disconnectivity plot for different number of low energy configurations.a)
900 b) 1600 c) 8000 configurations are considered. The green funnel represents the
biggest funnel and the global minimum is in the red funnel.
APPENDIX F
Lowest energy pathway from the lowest energy structure of
one funnel to the global minimum of Si20H20
Lowest energy pathway from the lowest energy structure of one funnel to
the global minimum of Si20H20 127
Figure F.1: A possible reaction pathway path from the hydrogenated Si20 global
minimum structure of Si20 to the dodecaheadron Si20H20 ground state configuration
found by BMHPGS. The shown energies are the energies from the physical potential


















Figure F.2: Pathway from 8 different local minima to the ground state configuration
of Si 20 H 20 . All the initial structures are in the energy difference range of 0.05-0.1
Ha and are the bottoms of different superbasin. Only the orange path was started
in the superbasin containing the global minimum. For this reason this path does
not have to overcome the higher barriers between superbasins, that have a height
of 0.08 Ha or more. In each case the system goes through a flat region of potential
energy surface before it reaches to global minimum funnel.
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