Bulk modes (BM) are basis solutions to the Schrödinger equation and they are useful in a number of physical problems. In the present work, we establish a complete set of BMs for graphene ribbons at arbitrary energy. We derive analytical expressions for these modes and systematically classify them into propagating or evanescent mode. We also demonstrate their uses in efficient electronic transport simulations of graphene-based electronic devices within both the mode-matching method and the Green's function framework. Explicit constructions of Green's functions for infinite and semi-infinite graphene ribbons are presented.
I. INTRODUCTION
Graphene, which is an atomically thick carbon sheet, and its nanostructures such as graphene nanoribbons continue to attract immense interest in the past decade due to their peculiar properties. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] Numerous electronic devices 16 based on them, such as p-n junctions, field effect transistors and memory devices as well as electro-optical wave guides, have been studied extensively from both the theoretical [17] [18] [19] [20] [21] and experimental point of view. [22] [23] [24] Theoretically, quantum transport simulations play an important part in understanding the behaviors of nano-devices. 25 Such simulations are generally based on Landauer-Büttiker picture [26] [27] [28] and can be implemented using either modematching [29] [30] [31] or Green's function approaches. [32] [33] [34] As shown by Khomyakov et al. , 35 these approaches are equivalent and their key quantities can be expressed in terms of the bulk modes (BMs), which are basis solutions (without satisfying all boundary conditions) to the Schrödinger equation and hence characteristic of the underlying Hamiltonian. However, a systematic exposure of such BMs for graphene structures has so far been wanting in the literature.
In the present paper, we systematically derive and classify the BMs (as either propagating or evanescent depending on their far-field behaviors) for graphene and graphene ribbons at arbitrary energy. Evanescent modes are known as the exponentially decaying or growing modes, which are induced at the edge surface or scattering center. We present those results for both armchair and zigzag ribbons. For graphene and armchair graphene ribbons (AGRs), the transverse (perpendicular to ribbon direction) and longitudinal (along ribbon direction) electronic motions are decoupled and hence analytical expressions for BMs can be obtained at arbitrary energy. 36, 37 For zigzag graphene ribbons (ZGRs), these motions are not decoupled and analytical expressions are generally not available. 6, 38 However, we derive a simple polynomial equation, which can be easily solved numerically, for locating the BMs of ZGRs. At low energies, simple analytical expressions are found to this equation.
A complete set of BMs is suitable for solving electron scattering problem of graphene nanostructures. 29, 31, 35, 39 We demonstrate this by studying a graphene point contact in the mode-matching approach and by explicit construction of lattice Green's functions, which are essential in transport simulations of nano-devices, 34, [40] [41] [42] for infinite and semi-infinite ribbons.
This paper is organized as follows. In the next section, we introduce the representation and derive the BMs for graphene. Then, in section III, we construct the BMs for ZGRs and thoroughly analyze their properties. Section IV is devoted to various applications as mentioned above. In Appendix A, we present results for AGRs. In Appendix B, we derive a useful formula for calculating group velocity of any mode.
II. BULK MODES OF GRAPHENE
Graphene has a honeycomb lattice structure of carbon atoms as shown in Fig. 1 (a) . The x (y)-axis is taken along (perpendicular to) zigzag chains. For the purpose of this paper, we construct a supercell for the translational operation along x-axis, which is indicated as the rectangle region containing a single armchair chain in the figure. Since the honeycomb lattice is AB-bipartite, the atomic site on the n-th zigzag chain in the m-th supercell can be specified by three indices, (m, n, ν), where ν =A, B. For convenience, we define the sublattice indexν to have the relationsĀ =B andB =A. Throughout this paper, we choose the unit of length to be the lattice constant a, which is 0.142 nm.
We employ the nearest-neighbor tight-binding model to describe the electronic states of graphene. The Hamiltonian is written as
where the summation is taken only for the pairs of nearestneighbor carbon sites. γ 0 is the nearest-neighbor hopping energy which is approximately 2.7 eV. The Schrödinger equation for a given energy E is written as
with a generic solution |F , which can be decomposed as
The equation of motion for F ν (m, n) is given by In the x-direction, the lattice is viewed as repetition of the supercell (numbered by m) indicated by the shaded rectangle. In the y-direction, the lattice is a collection of zigzag chains, which are labeled by n. A supercell extends from n = −∞ to n = ∞. Each lattice site is specified as (m, n, ν), where ν = A, B refers to the sublattices. (b) By a transformation expressed in Eq.(6), the supercell is transformed into a diatomic chain. The effective hopping energies between adjacent sites are either Λ or 1, depending on whether the sites sit in the same zigzag chain or not.
where ε = −E/γ 0 is the dimensionless energy. Thus, F ν (m, n) is given by the summation of its nearest-neighbors' Fν(m ′ , n ′ ). Since Eq. (4) is linear, any F ν (m, n) can be resolved by a complete set of BMs. To obtain the BMs at arbitrary energy, we make use of the fact that the coefficients in Eq. (4) are independent of the supercell index m. Therefore, Blochesque ansatz 29, 35 can be applied to Eq. (4), according to which F ν (m, n) is related to F ν (m − 1, n) by the Bloch factor (a complex parameter) λ, i.e.,
Note that within a supercell the relative position between the n-th A site and the n-th B site depends on the parity of n. To remove this dependence, we adopt the following transformation (with coordinates chosen in such a way that in the zigzag chain n = 1 the A site is to the left of the B site, see Fig. 1 ; otherwise, the followingM matrix has be to replaced by its inverse),f
where we have defined the spinorŝ
After this transformation, the equation of motion for graphene is reduced to that for a diatomic linear chain as shown in Fig. 1(b) . Substituting Eqs. (5) and (6) in Eq. (4), we arrive at
where
Now we can apply a similar Bloch ansatz regarding n, namely,
where f ν ≔ f ν (n = 0) and σ is another Bloch factor. Inserting Eq. (10) in (8), we get
which is solved to yield
and
Here N is a normalization factor and s = ± indicates the sign of ε. Note that ε is symmetric with respect to λ and λ −1 , also with respect to σ and σ −1 . Thus, once we obtain the wavefunction for diatomic chain system for a given energy ε, the BMs for graphene can be obtained as a function of λ, σ and s through the following relation:
Although these modes are linearly independent of each other, they are not all orthogonal, because the square matrix in Eq. (11) is not hermitian in general. Note that Eq. (14) is obtained independent of boundary conditions and follows solely from the homogeneity (as embodied by the Bloch ansatz) and linearity of Eq. (4). The boundary conditions for graphene are encoded in the translational symmetry along x-and y-directions, which require |λ| = |σ| = 1, i.e., λ = e ik and σ = e ip , where k and p denote wave numbers in the range (−π, π]. The energy spectrum is then obtained as
where g k := 2 cos(k/2). The celebrated Dirac points are located at k = ± 2π 3 and p = π.
III. MODE DECOMPOSITION OF ZIGZAG GRAPHENE RIBBONS

A. Derivation of basic equations
In this section we derive a complete set of BMs for ZGRs. These BMs can be classified as either propagating or evanescent, as described below. We assume that the ZGR has N z zigzag chains in the region 0 < n < N z + 1. Let ψ ν (m, n) denote the BMs together with its spinor representation:
The boundary conditions then require ψ B (m, 0) = 0 and
Here β and β ′ are coefficients to be determined by the boundary conditions. Note that theψ(m, n; λ, σ, s) and ψ(m, n; λ, σ −1 , s) represent the same BM. By imposing the boundary conditions to Eq. (17), we obtain
where z = σ N z +1 . Non-zero solutions exist if
Together with Eq. (13), this equation determines the allowed values of (λ, σ) at fixed energy ε. By plugging it in Eq. (17), we find
whereΦ
Here N ′ is a normalization factor and
Q is an integer dictating the parity of the mode. Explicitly, we have
See that σ = ±1 lead to S n ≡ 0, which must be excluded. These relations, S n (σ
B. Energy spectrum and number of modes
In this subsection we will show that the derived set of equations can correctly reproduce the energy band structure of ZGRs. To facilitate further analysis, we combine Eqs. (13) and (19) to get a polynomial equation of degree 4N z for σ,
Here G N z (x) = 1 + x + x 2 + ... + x N z and we have already excluded one pair of the unwanted roots σ 2 = 1. In addition, the Λ is derived from σ using the following relation
The energy spectrum for ZGR can be obtained if we assume a conventional Bloch phase for λ = exp(ik), which immediately gives Λ = 2 cos(k/2) ≕ g k . Then we arrive at
This relation was derived by one of us and is confirmed to reproduce the energy spectrum, 15 if we solve this equation under the condition that σ is either real or pure phase (see details in next subsection) for given k-values. The obtained energy band structure for N z = 9 is shown in Fig. 2 
(b).
For convenience, let us define several energy scales. 
C. Propagating and evanescent modes
For a given energy ε, once we obtain Λ using Eqs. (24) and (25) , a pair of λs are obtained through the following relation:
If 0 < Λ 2 < 4, λ takes complex values with |λ| = 1, which gives rise to propagating modes in the x-direction. Otherwise, |λ| 1 and evanescent modes will appear instead. We shall use λ(+) to denote right-going (propagating or decaying to the right) modes and λ(−) = λ −1 (+) for left-going (propagating or decaying to the left) modes. Note that one value of σ is accompanied by a pair of BMs represented by λ(±).
Equation (24) contains 4N z roots of σ for a given energy ε. However, we show that these roots are four-fold redundant and there are actually only N z physically distinguishable roots, which obtain 2N z BMs (counting both left-and rightgoing modes, i.e., λ(±)) as expected on general grounds. 29, 35 To this end, we observe that Eq. (24) obeys two symmetries: invariance under σ → 1 σ and under σ → −σ. Therefore, if σ is a root, then 1 σ and −σ as well as − 1 σ must also be roots. Nevertheless, the BMs represented by these roots are physically identical (up to an irrelevant phase factor). In fact, we haveψ(m, n;
(m, n; λ ± , σ, s), as can be deduced from Eqs. (20)- (23) . Thus, in spite of that Eq. (24) contains 4N z roots, we have only N z physically distinguishable roots (and hence 2N z BMs) owing to these symmetries.
Below we analyze the roots of Eq. (24) in detail. The results are summarized in Table I . In general, σ is a complex value, i.e. σ = e ip with p = φ + iη. According to above analysis, p and −p as well as p + π give the same mode. It then suffices to focus on the domain where η > 0 and 0 ≤ φ < π, which contains a complete set of BMs for ZGRs. No multiple roots exist for Eq. (24) at any ε 0, 1.
45
When σ is real, i.e., φ = 0 (or equivalently π), then 0 < Λ 2 < 1, always leading to propagating modes. Actually, p = iη corresponds to the edge states that exist at very low energies. Indeed, Eq. (24) gives
The right-hand side of this equation is monotonically decreasing for η ≥ 0, whose maximum appears at η = 0 and its value is 1 N z +1 . This means that the edge states exist only if |ε| ≤ ε c , where
The |Λ| at ε c can be obtained as |Λ| = N z N z +1 by taking the limit of η → 0 for Eq. (25) . Using λ = e ik for propagating modes, the wavenumber corresponding to ε c is then given by
according to Eq. (9). Thus, the condition of real value for σ determines the region for the edge states, i.e. |k| ≥ k c . This result is consistent with previously reported results. (24): σ = e iφ−η ; 'phase': |σ| = 1; 'complex': Im(σ) 0; 'N.S.C.': no special constraints. ε max is given in the main text. The first two columns express necessary and sufficient conditions, but the conditions in the last four columns may not be sufficient. We distinguish edge states from extended states, which both are propagating modes.
Another special limit is σ → 0, in which Λ ∼ −σ → 0. This then corresponds to k → π, the completely localized edge state, whose energy is exactly zero by Eq. (13). Now Eq. (24) becomes simply σ 2N z → 0, which has 2N z identical roots σ → 0. The only BM is the completely localized edge state, whose wave function vanishes everywhere except on the zigzag edges. Thus, the interior of the ZGR becomes completely irrelevant. We expect this picture to be reasonable even for small but non-vanishing ε. This observation has been recently utilized to account for a parity effect 46, 47 occuring in ZGR p-n junctions. 48 Since propagating modes carry the flux of current, they are directly involved in scattering and transport problems. In band structure, these modes are usually labeled by wave numbers k together with p and s, namely,
and the corresponding energy is denoted by ε ps (k). The group velocity is given as
Right-going (left-going) propagating modes therefore have v ps (k) > 0 (v ps (k) < 0). In Appendix B, we give a different expression for v ps (k), which is more useful in numerical computations.
D. Numerical analysis for σ
Figures 2 (c)-(e) show the distribution of roots of Eq. (24) in the complex σ-plane for some specific energies. Here we have numerically evaluated the roots of Eq. (24) using the DurantKerner-Aberth method. 49, 50 The corresponding Λ 2 are calculated according to Eq. (25) to characterize the nature (propagating or evanescent) of the roots. The behaviors of the roots depend on the energy region.
1. For 0 < |ε| < ε c , none of the roots sit on the unit circle, see Fig. 2(c) . The elevation of energy (along the arrows) shifts the roots toward the circle. In the plot, the energies are taken as ε = 0.01, 0.04, 0.07, 0.10 for the case of N z = 9. Note that ε = 0.10 ≡ ε c for N z = 9.
2. In the range ε c ≤ |ε| < 1, only those roots which represent propagating modes are located on the unit circle, see Fig. 2(d) . In this plot, the energies are taken as ε = 0.1, 0.4, 0.7, 1.0. The arrow indicates the direction of increasing energy.
3. In the region of 1 ≤ ε ≤ ∆ 0 , all roots give rise to propagating modes and they lie on the unit circle. In the region of |ε| ≥ ∆ 0 , the roots still sit on the circle but their phases get shifted and some of them are converted into evanescent modes, see Fig. 2(e) . In this plot, the energies are taken as ε = 1.0, 1.5, 2.0, 2.5, 3.0.
E. Analytical expressions for low-energy roots
The foregoing analysis renders analytical expressions for all the roots at |ε| ≪ 1. To see this, we at first look at |ε| ≤ ε c . In such case, all roots have |σ| 1 and they come in pairs, (σ, σ −1 ). It suffices to find out those lying inside the unit circle, i.e., |σ| ≤ 1. We denote such roots by x r , where r = 0, ..., N z − 1. Since |x r | < 1, the expression G N z (x) in Eq. (24) may be approximated as G N z (x) ≈ 1 and hence, we obtain x N z r ≈ |ε|. From this, we find
and then the complete set of roots is given as
The pair that gives the edge state is (x 0 , x −1 0 ). By increasing |ε| above ε c but below ∆, the edge state becomes an extended state, i.e., the pair (x 0 , x −1 0 ) is displaced onto the unit circle: (x 0 , x −1 0 ) → (e iφ 0 , e −iφ 0 ). Here φ 0 is the phase angle to be worked out later. On other hand, all other roots can still be well described by (x r , x −1 r ), as is clear in Fig. 2(d) . Thus, we find the complete set of roots to be
To obtain φ 0 , we substitute σ = e iφ 0 in Eq. (24) and find
whose solution always lies in (0, π N z +1 ) for any |ε| ∈ (ε c , ∆). For |ε| slightly above ε c , φ 0 is very small and we can then expand the left-hand side of this equation to get
Although this expression has been derived by assuming that |ε| be close to ε c , it can actually describe the solution very accurately in the whole regime (ε c , ∆). In the limit N z → ∞, we find φ 0 → (36) , provide a complete foundation for studying e.g. quantum transport in a variety of ZGR junctions in the single-channel regime. There is no need to numerically search for the roots of Eq. (24) any more. The interrelation [Eq. (19) ] between σ and λ becomes effectively dissolved.
IV. APPLICATIONS
This section is devoted to a few examples which illustrate common applications of the BMs we derived so far for graphene and graphene ribbons. A straightforward example is shown in the following subsection, where the electronic structure of bearded ZGRs is derived. Bearded ZGRs 51, 52 are ZGRs with extra sites attached to one of its zigzag edges and they may be realized by chemical modifications. In another example presented in the second subsection we study quantum transport through a graphene aperture 53 using mode-matching method. 29 The BMs are then directly used in obtaining the transmission matrix. With the analytical prescriptions of the BMs, we can easily simulate ZGRs of width of hundreds of zigzag chains. Finally, in the third example considered in the third subsection, we relate the BMs to the core quantities of the widely employed nonequilibrium Green's function method 34 in transport simulations. We explicitly construct the Green's functions in terms of BMs.
A. Electronic structure of singly bearded ZGRs
Here we shall show that our approach correctly describes the energy spectrum and wave functions of singly bearded ZGRs. The lattice structure and energy band structure are shown in Figs. 3 (a) and (b) , respectively. Since the system has the translational invariance along x-direction, we may assume that λ = e ik . The boundary conditions requires for the wave functions can be written as ψ B (m, 0) and ψ B (m, N z + 1).
For ε 0, the σ can be shown to be a phase factor due to the boundary conditions. Thus, we put σ = e ip . In analogy with Eq. (17), we can easily derive the wave functions to bê
where θ is the phase angle of γ(k, p) ≕ g k + e ip and p = For ε = 0, we have σ = −g k according to Eq. (13) . The possibility that σ = −g −1 k is excluded by the boundary conditions. Denote the zero state byψ 0 (m, n) and we find
Here k can take any value between −π and π, because n = 1, 2, ..., N z + 1 is finite. Expectedly, these states are localized about the bearded edge if |k| < 
B. Resonant transport through an aperture
In this subsection, we employ the BMs of ZGR to study electronic transport through a graphene aperture [see Fig. 4  (a) ]. This type of aperture was studied by us 53 and it was analytically shown that peculiar low-energy resonant states could form due to the presence of edge states. In what follows, we revisit this phenomenon by a mode-matching approach. We perform numerical computations, on the basis of Eq. (24), to obtain the conductance through the aperture.
As clear from the energy band structure shown in Fig. 2(b) , at a given ε, a propagating mode is specified by its k, which takes on discrete values k 1 ,k 1 , ..., k N p ,k N p . Here we reserve k i for the i-th right-going mode whilek i = −k i for the coresponding left-going mode. In general, we have 2N p propagating modes, where factor 2 arises due to the fact that left-going and right-going modes come together. Accordingly, there are N e = N z − N p pairs of evanescent modes. In particular, for |ε| < ∆, we have N p = 1.
The size of the transmission matrixt(ε) is N p × N p . Thus, let us denote the transmission coefficient from k i to k j mode as t ji (ε) := t k j ,k i (ε), where i, j = 1, ..., N p . The conductance G z . The ∆ is indicated in Fig. 2 (b) .
is given by the Landauer-Büttiker formula:
where g is the dimensionless conductance. Suppose an electron is injected upon the aperture from left at energy ε > 0 and with wave number k i . It will be partially reflected into a mode of wave numberk i ′ with amplitude r i ′ i and partially transmitted into a mode of wave number k j with amplitudet ji . Simultaneously, evanescent modes decaying away from the aperture will be excited. On the left-hand side to the aperture, the wave function can then be written aŝ 
(42) Here we must have |λ J | < 1. The n L/R in Eqs. (41) and (42) are defined in Fig. 4 (a) . Thet i j can be related to t i j as follows,
It should be noted that if the number of total connecting bonds (N c ) is even, the matrixM defined via Eq. (6) has to be replaced by its inverse in calculatingΨ R (m, n R ; k i ). The amplitudes r i ′ i andt ji are uniquely determined by the matching conditions appropriate for the aperture shown in Fig. 4 (a) . Firstly, theΨ L (m, n L ; k i ) must vanish on all the crossed sites lying on m = 1, i.e.,
Besides, theΨ R (m, n R ; k i ) must vanish on all crossed sites lying on m = 0. Thus,
In the above, r = 0, ...,
; k i ) must be equal to each other on all the sites linked by the connecting bonds. Namely, we have 48 We have numerically calculated the Landauer conductance for a variety of structural parameters for the aperture. Since we know the analytic form of BMs, we can easily reach the relatively larger system over N z = 100 with very little computation time. Fig. 4(b) shows the energy dependence of dimensionless conductance g for N z = 115 with various N c .
The decrease of N c causes the reduction of conductance. In the region of N c ≪ N z , the resonances appear in the low energy region. The origin of these resonances is attributed to the formation of quasi-bound states near the aperture due to the interference of edge states. 53 A typical behavior of lowestenergy resonance for N c ≪ N z is displayed in Fig. 4(c 
C. Green's functions of ZGR electrodes
In preceding subsection, the utility of BMs has been elucidated with the mode-matching method 29 and the conductance G of a graphene aperture was computed. In the literature, however, this conductance is more frequently evaluated by an apparently different method based on Green's functions. 34 The equivalence between the mode-matching and the Green's function methods have been demonstrated in Ref. 35 . In what follows we explain how to obtain the Green's functions in terms of the ZGR BMs.
We consider a general two-probe experimental setup as portrayed in 
where ω is a complex parameter and H s has included both V L and V R by definition. Now the conductance of the setup can be evaluated as 34, 54 
Below we prescribe the expressions for the self-energies Σ R/L in terms of the BMs. At given energy ε, s is fixed and there are in total N z values of σ, i.e., σ 1 , ..., σ N z . For each σ u , where u = 1, ..., N z , there is a pair of λs [see discussions following Eq. (27) ], λ u (+) and λ u (−) = λ −1 (+) standing for right-going and left-going modes, respectively. We define a number of column vectors by Eq. (21), where Φ ν (n; u) := Φ ν (n; λ u (±), σ u , s). Further, we introduce N z pairs of dual vectors,Φ u (±), uniquely defined bỹ
Finally, we need the following 2N z × 2N z matrix,
with r being an integer. For completeness, we sketch how to find theΦ u (±) from 
With the above definitions, the self-energies can then be obtained as, 35 Σ
We remark that the G r/a in Eq. (47) can be simplified by using these self-energies 34 . Additionally, the block Green's function for the left semi-infinite ZGR can be written as
with g(ε + i0 + ) being the surface Green's function given by
Analogously, for the right semi-infinite ZGR, we have
Moreover, the retarded Green's function for an infinite ideal ZGR, G 0 m,m ′ (ε), can also be easily obtained using the bulk modes. We have
where θ(x) denotes the Heaviside step function.
V. SUMMARY
We have obtained complete sets of BMs for graphene and graphene ribbons (both ZGR and AGR) at arbitrary energy ε. These modes are presented in a representation that is particularly suitable for studying the electronic conduction of graphene nanostructures. Their properties have been thoroughly analyzed and analytical expressions for low-energy ZGR BMs have been prescribed. At fixed energy, each BM can be specified by a single parameter σ (while the λ is determined from σ and therefore not a free parameter), which (in ZGR) is shown to satisfy a simple polynomial equation that can be efficiently solved with existing numerical techniques.
The utility of the BMs is illustrated in a few examples, by which we demonstrated that they could be used to construct the electronic band structure of graphene nanostructures, to calculate the transmission matrix of graphene devices and to evaluate the Green's functions of both infinite and semiinfinite graphene ribbons. These Green's functions play an important role in modern mesoscopic transport theory. We also note that the BMs can be used to construct the transfer matrix in the so-called transfer-matrix method, [55] [56] [57] which is basically a variation of the mode-matching method.
Moreover, exploring the feature of the wave functions for BMs may offer intuitive understanding of some otherwise perplexing phenomena, as demonstrated in the case of transmission through bends and polygons 37 and current blocking effect in ZGR p-n junctions. where β and β ′ are coefficients to be determined using the boundary condition. Here we have used thatf λσs =f λ −1 σs as well as M(λ −1 ) = M −1 (λ).φ(m, n; λ, σ, s) is a spinor, which is defined asφ (m, n; λ, σ, s) =        ϕ A (m, n; λ, σ, s) ϕ B (m, n; λ, σ, s)
In the following, we simply writeφ(m, n) and ϕ ν (m, n) (ν = A, B) instead ofφ(m, n; λ, σ, s) and ϕ ν (m, n; λ, σ, s), respectively, if there is no ambiguity. The B.C. for AGR is written as 
where l is any integer (see Fig. 6 ). Note that if the left half of the (N a + 1)-th supercell is excluded, the latter two conditions have to be changed to ϕ B (N a + 1, 2l − 1) = 0, ϕ A (N a + 1, 2l) = 0.
Nevertheless, basically the same results occur and hence we here ignore this case. From these conditions, we find
It immediately follows that
which demands λ to be a simple phase factor. Thus, we may put λ = λ j = e ik j , with k j = π N a +1 · j, where j = 1, ..., N a + 1, leading to (N a + 1) pairs of subbands. From this, the σ = σ j is then determined by Eq.(13), which yields
where ζ j = 
