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1．はじめに
人工知能（arti五cialintelligence）は、人間の知能の働きを機械（計算機）
によって実現することを目指す分野であり、今日では計算機科学の中で極
めて重要な位置を占めている。知能機械（intelligentmachinery）、機械知
能（machineintelligence）等も人工知能とほぼ同じ意味で使われている。
2006年は、マッカシー（JohnMcCarthy，1927一）等が企画した人工知能の
研究集会、「ダートマス会議」から丁度50年目に当たる。この節目の年に
人工知能の歩みを振り返ってみた。
計算（computation，calculation）は、もともと小石（pebble）を意味す
るラテン語calculusを語源とすることから分かるように、数の計算を意味
していた。今日でも、計算は一般にはそのような意味である。しかし、計
算を人間のより広い知能の働きと見なし、論理的思考、認識、理解など、
数の演算以外の人間の知能の働きも計算とみなすべきであるという考えが
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生まれた。例えば、17世紀にニュートン（lsaacNewton，1642－1727）と微
分積分学の先取権を争ったライプニッツ（Gott仕iedWilhelmLeibniz，
1646－1716）は哲学や法律上の難しい問題の解決を機械的に行えないだろ
うかと考えた。そのようなことの実現はライプニッツの夢であったが、彼
の考えたことは、今日の人工知能の重要なテーマになっている。ライプニッ
ッは、17世紀の後半に記号論理の基礎を築いた人物である。述語算法
（predicatecalculus）など、論理的な表現を取り扱う形式理論は人工知能
につながり、計算は論理的な表現の形式的な処理であるという見方は、ラ
イプニッツの考えと共通している。
2．チューリングの知能機械
ライプニッツが記号論理の基礎を築いてから約280年経過した頃、イギ
リスの数学者チューリング（AlanMathisonTuring，1912－1954）はチュー
リング機械（Turingmachine）を提案し、計算可能な関数（computable
functions）のクラスとチューリング機械で計算できる関数のクラスは一致
することを主張した。チューリングは、第2次大戦中、イギリス政府暗号
解読班に属し、ドイツ軍のエニグマ暗号の解読のために精力的に働き、祖
国の危急を救ったことはよく知られている。チューリングにとって、伝統
的な関数の数値計算も暗号解読も人間の知能の働きを機械的に行うことで
あり、本質的には同じ種類の作業と考えたと思われる。彼のこの考えは人
工知能への道程のより明確な出発点と考えられている。第2次大戦後、チュー
リングはイギリスの国立物理学研究所（NationalPhysicalLaboratory）で、
プロジェクトリーダとして電子計算機、ACE（AutomaticComputing
Engine）の設計開発に従事した。1946年に、チューリングはプログラム内
蔵方式の電子計算機の設計を完了し、それを国立物理学研究所のプロジェ
クト実行委員会に提出した。彼はACEの完成前に国立物理学研究所を去
り、マンチェスター大学で、新たな電子計算機、MADM（Manchester
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AutomaticDigitalMachine）の開発に従事した。
チューリングは国立物理学研究所を去るとき、r知能機械」（lntelligent
Machinery）という題名の報告書を提出した。この報告書の日付は、1948
年になっており、国立物理学研究所の内部資料として残されている。その
表紙の1948年の下に、r8JulyP」の書き込みがあるが、この報告書の提出
日を特定しようとした人が書き込んだと思われる。この報告書は、機械は
知能的な働き（intelligentbehavior）ができるかどうかという問題を提起
している。この報告書が書かれた頃でも、多くの人は機械が人間のような
知能的な働きはできないと信じていた。単純な行動をする人を、「機械の
ように振舞う」（actinglikeamachine）と表現するのは、機械は知能的
な働きができないと信じられてきたからである。
チューリングは、多くの人が何故そのように考えるかを、次のように説
明している。人類の長い歴史の中で、多くの人は、人類以外のものが知能
的な働きができることを認めたくなかった。つまり、知的な能力において、
人類と対抗できる他の生き物や機械の存在はありえないと考えられてきた。
ギリシャ神話では、プロメティウス（Prometheus）が天の火を盗み人類
に与えた罪のように、何者かが機械に知能を与えるような罪を、多くの人
は考えたくなかった。また、知能的な働きをする機械を製作することは不
適切な試みであると信じていた人も少なくなかった。1940年代までに製作
された機械の能力は限定されたものであり、多くの人は、機械は極めて単
純な作業しかできないと信じていた。
チューリングは、知能機械の存在を否定する考えを受け入れる必要はな
いと主張した。「人類以外は知能的な働きはできないという主張は、－単に
感情的なものであり、そのことを論破するまでもない。また、機械は単純
な作業しかできないという考えは、EMACやACEなどの電子計算機の誕
生によって論破された」と、その報告書に記述されている。
彼が知能機械の存在を肯定的に考えようとした拠り所は、人が計算でき
る関数はチューリング機械で計算でき、チューリング機械で計算できる関
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数が計算可能な関数であるという、チューリングの仮説である。チューリ
ングの報告書には「紙機械」（papermachine）がチェスを行うことが書か
れているが、r紙機械」をチューリング機械に置き換えることができる。
しかし、その報告書では、知能機械の研究を具体的にどのような方法で行
い、どのような方向を目指すかは、明確に述べられていない。
チューリングの計算可能性の理論、エニグマ暗号の解読に対する貢献、
ACEなど、初期の電子計算機開発のプロジェクトリーダとしての貢献、
知能機械についての先駆的な報告書などにより、チューリングは計算機科
学の父といわれている。アメリカ計算機学会（AssociationforComputing
Machinely）が、1966年より毎年、計算機科学の分野で優れた功績のあっ
た人にチューリング賞を贈っている。この賞の名前はチューリングの名に
因んでおり、物理、化学、生理学・医学の分野等のノーベル賞、数学のフィー
ルズ賞に匹敵する、計算機科学の最も権威のある賞である。
3．ダートマス会議
1955年8月、当時ダートマスカレッジ（DartmouthCollege）に所属し
ていたマッカーシqohnMcCarthy，1927一）等は、r人工知能に関するダー
トマス夏期研究プロジェクト」（J．McCarthy，M．L．Minsky，N．
Rochester，andC．E．Shannon，“AProposalforTheDartmouthSummer
ResearchP瑚ectonArti丘cialIntelligence”）を提案した。この提案は、
1956年夏期の2ヶ月問、ロックフェラー財団の援助で、ダートマスカレッ
ジに研究者が集まり、人工知能（aエti且cialintelligence）の研究に従事する
というプロジェクトであった。この提案による、1956年夏期の研究者の集
いは、ダートマス会議と呼ばれ、人工知能研究の実質的な開始時と見なさ
れている。「人工知能」という用語はこの提案書で初めて用いられ、以後、
この用語は定着した。
このプロジェクトの提案は、学習や知能の特徴は原則的に、機械がそれ
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らを模倣して動作するように記述できるという予想に基づいている。この
プロジェクトでは、まず、機械がどのように言語を用い、抽象や概念をど
のように形成し、人が解ける問題を機械がどのように解くかを明らかにし
ようという試みであった。
この提案書では、人の頭脳活動を機械（計算機）で模倣することが困難
なことは、計算機の速度や記憶容量が十分でないことが決定的な問題では
なくて、人の頭脳活動を機械に行わせるためのプログラムを作成する技術
の未熟さにあると主張していた。彼らが提案した人工知能の研究課題の主
なものは以下の通りである。
・頭脳モデルや神経回路網（neuralnetwork）モデルを構築し、定理の
証明、作曲、チェスゲームなどの知能的な作業を機械的に行なわせる。
・出力から入力への帰還チャンネルがあれば、試行錯誤を行うことによ
り、機械自身が訓練され、その能力を向上させることが可能であると
考えられる。そのような知能機械の研究を行う。
・直感や推測を行う機能を持たせれば、あらゆる可能性を調べ上げるよ
うな作業を避けることができ、労働コストを節約することができる。
そのような能力を持った知能機械の研究を行う。
・脳の制御方式とこれまでの機械の制御方式には大きな違いがある。例
えば、計算機の誤動作や故障は致命的な間違いを引き起こす。それに
対して、人の会話や行動に多少の間違いが含まれていても、それらの
結果は理にかなっている場合が多い。人の脳の制御方式を反映した機
械の制御方式の研究を行う。
・人は複雑なことを考えるとき、または、問題を解決しようとするとき、
言語を用いるのが普通である。自然言語は形式言語（プログラミング
言語）にはない優れた性質を持っている。機械が推測や直感によって
動作できるようにプログラムするには、自然言語の特徴をもった、人
工知能の問題に対して取り扱いやすい言語が必要である。人の知能と
言語との関係を調べ、機械にゲームやその他の知的な作業を行わせる
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プログラムの記述に適した言語の研究を行う。
人工知能を学問分野の一つとして位置付けたダートマス会議の功績は大
きく、この会議で中心的な役割を果たしたマッカーシは人工知能の父と呼
ばれている。マッカーシは、人工知能の先駆的な業績で、1971年にチュー
リング賞を受賞した。
ダートマス会議で提案された研究課題は魅力的ではあったが、その後の
人工知能の発展は必ずしも順風満帆ではなかった。人工知能の定義は曖昧
なところもあり、対象とする課題はあまりにも多方面に渡る。また、過大
な期待をかけられたこともあり、満足できるレベルの結果が得られなかっ
たことに対して、世間から厳しい批判も受けてきた。しかし、ダートマス
会議からの半世紀の間、人工知能の分野は停滞期もあったが、着実に成長
してきた。
1958年、マッカーシはλ算法（λcalculus）で定義される関数を表現す
るプログラミング言語として、LISP（LIStProcessinglanguage）の開発
を提案した。λ算法とは、1930年代に、チャーチ（AlonzoChurch，1903－
1993）等によって、関数を定義するために導入された、数理論理における
形式的システムである。LISPはFORTRANに次いで古い高水準プログラ
ミング言語（high－levelprogramminglanguage）である。この言語は人工
知能の問題のプログラム作成に便利なため、人工知能の研究者に好評で、
すぐに広まった。今日でもこのプログラミング言語は広く使われている。
マッカーシはMIT（MassachusettsInstituteofTechnology）の計算機科
学と人工知能のプロジェクトMAC（MultipleAccessComputer）に参画
し、そこで中心的役割を果たしたが、1962年にMITからスタンフォオー
ド大学（StanfordUniversity）に移り、スタンフォード人工知能研究所
（StanfordArtificialIntelligenceLaboratory）の設立に加わった。スタンフォー
ド大学は、MITやカーネギメロン大学（CamegieMellonUniversity）等
と並んで、今日まで、世界の人工知能の研究拠点である。
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4．チェスプログラム
カーネギメロン大学のサイモン（HerbertAlexanderSimon，1916－2001）
とニュウエル（AllenNewe11，1927－1992）は、1956年にユークリッド幾何
学の定理を公理から証明する計算機プログラム、LogicTheoristを作成し
た。彼らはこのプログラムを発展させ、1957年に定理の証明やチェスの問
題を解く、一般問題解決システム（GPS，GeneralProblemSolver）と呼
ばれる計算機プログラムを開発した。このプログラムは「ハノイの塔」の
ような、簡単な形式化が可能である問題を解くことはできたが、実用的な
問題を解くレベルではなかった。
1957年、サイモンは10年以内に、計算機は最強のチェス競技者に勝てる
という予想を立てた。しかし、計算機がチェスのチャンピオンに勝てたの
は、その年から40年後である。1996年、IBMが開発した「DeepBlue」と
呼ばれるスーパーコンピュータのチェスプログラムはチェスの世界チャン
ピオン、カスパロフ（GanyKasparov，1963一）と対戦し、3敗2引き分け
で負かされた。IBMのチームは、rDeepBlue」のプログラムを改良し、
その翌年の1997年にカスパロフと対戦したときは、3勝2敗1引き分けで、
「DeepBlue」はカスパロフに勝利した。「DeepBlue」は、「深い思考」
（DeepThought）とIBMのニックネーム、r巨大なブルー」（BigBlue）か
らきている。サイモンの予想から40年後のこの勝利を、人工知能の素晴ら
しい進歩と見なすか、人工知能の進歩は当初の期待よりもかなり遅くて、
落胆したと考えるかは、意見の分かれるところである。
カスパロフはrDeepBlue」のチェスの動きの中に、彼自身が理解でき
ないような機械知能の深さを感じたと述べている。彼はIBMに再試合を
要求したが、IBMはその要求には応じず、「DeepBlue」を引退させた。
2003年に、「カスパロフと機械の試合は終わった」（GameOver：Kasparov
andtheMachine）という題のドキュメンタリ映画が作られた。rDeep
Blue」はIBM製品の市場評価を高め、その売り上げ向上に貢献した。こ
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のことから、rDeepBlue」はIBMの深謀であり・IBMはビジネスのため
に人工知能をうまく利用したともいわれている。しかし、「DeepBlue」
とカスパロフのチェスの試合は、人工知能に対する、一般市民の関心を大
いに高める役目を果たした。現在、「DeepBlue」の一部は「アメリカ国
立歴史博物館」（NationalMuseumofAmericanHistory）の「情報時代」
（lnformationAge）のコーナーに展示されている。
サイモンとニュウェルは、人工知能の発展に対する貢献で、1975年にチュー
リング賞を贈られた。サイモンは人工知能の研究者ではあるが、経済学者
としても著名である。1978年に、彼は「経済組織内の意思決定理論」
（businessorganizationaldecision－making）の功績により、ノーベル経済学
賞を贈られた。
5．計算機制御のロボット
1963年、MITはアメリカ合衆国政府から、r計算機を利用した認知科学」
（machine－aidedcognition）という研究課題に対して、220万ドルの研究資
金を獲得した。この研究プロジェクトでは、ミンスキー（MarvinMinsky，
1927一）、ペパート（SeymourPapert，1928一）等が中心的な役割をはたし、
これをきっかけとして、人工知能の研究開発に弾みがついた。ミンスキー
は人工知能の研究業績に対して、1969年にチューリング賞を贈られた。
1960年に、国連ユネスコの提案で国際情報処理学会（IFIP，Intemational
FederationofInfomationProcessing）が組織された。情報処理学会は
IFIPの日本の代表団体である。1968年、エジンバラで開催されたIFIPの
国際会議で、次のようなロボットの開発が人工知能の重要なテーマである
という提案があった。
（a）テレヴィジョンカメラのような感知器を有する。
（b）十分な能力を有する計算機で制御される。
（c）モータで動作する、機械的な腕と手を有する。
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1969年に、ミンスキーとペパートは人工神経回路網の解析に基づいた幾
何学図形の認知や学習の理論をまとめた書、「パーセプトロン」
（“Perceptrons”，1969）を出版した。この頃、MITのミンスキーのチーム
は、手とテレヴィジョンカメラの目を持ち、計算機で制御されるロボット
を試作した。計算機のプログラムにより、このロボットは積み木の形を認
識できたが、その能力は幼児の積み木遊びができる程度であった。
チューリングの母国であるイギリスでの人工知能研究の拠点は、スコッ
トランドのエジンバラ大学であった。1963年に、ミッキー（Donald
Michie，1923一）はエジンバラ大学に人工知能の研究グループを発足させた。
この組織が発展し、1966年にr機械知能学科」（DepartmentofMachine
Intelligence）が設立された。ミッキーは第2次大戦中の1942年から1945年
まで、ブレッチレー・パークのイギリス政府暗号解読班で暗号解読の仕事
を手伝っていた。その問、ミッキーはチューリングと親交があり、彼はこ
の偉大な計算機科学の先駆者から少なからずの感化を受けたと回顧してい
た。
1971年、エジンバラ大学のミッキーのチームは、MITのミンスキーの
チームと同様に、手とテレヴィジョンカメラの目を持ったロボットを試作
し、そのロボットをフレディー（Freddy）と命名した。このロボットは
POP－2というプログラミング言語で書かれたプログラムによって制御され、
テーブル上に置かれた模型自動車の胴体、車輪、車軸などのブロックから
模型自動を組み立てる作業ができた。POP－2はエジンバラ大学で開発した
プログラミング言語で、LISPのスコットランド方言とも云われていた。
1970年代初頭のロボットは、今日の基準からすれば幼稚なものだった。
その頃、イギリス政府からの多大な研究費を使っていたエジンバラ大学の
人工知能の研究に対して厳しい批判が寄せられていた。このため、研究費
の配分を行っていた科学研究会議（SRC：ScienceResearchCounci1）は、
著名な応用数学者であるライトヒル（MichaelJamesLighthi11，1924－1998）
に人工知能研究成果の検証を依頼した。ライトヒルはこの依頼を受け、
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1973年に、人工知能に関する報告書（Arti丘cialIntelligence：AGeneral
Survey）を提出した。この報告書はライトヒルレポートと呼ばれており、
ロボットや言語処理のような人工知能の基礎分野を極めて厳しく批判した。
ミッキーやロングェットーヒギンズ（HughChristopherLonguet－Higgins，
1923－2004）等はライトヒルレポートに対する反論の機会が与えられ、
BBC（英国放送協会、BritishBroadcastingCorporation）は1973年8月に
「人工知能は蟹気楼か？」（lsArtiHcialIntelligenceaMirageP）というタ
イトルの公開討論会をテレヴィジョン番組で放映した。しかしながら、ラ
イトヒルレポートを根拠に、SRCによる人工知能の研究費は大幅に削減
され、イギリスにおける人工知能の研究は大きな打撃を受けた。1973年か
らおよそ10年間、イギリスでは、r人工知能の冬時代」（AIWinter）に入っ
た。因みに、ロングェットーヒギンズは著名な化学者で、ノーベル化学賞
の有力な候補者であったが、1967年に人工知能の分野に移り、ミッキーと
共にエジンバラ大学の人工知能研究の基礎を築いた一人である。
6．人工知能の発展
1970年代の人工知能の重要な話題の一つは、エキスパートシステム
（expertsystem）の登場である。エキスパートシステムは知識ベースシス
テム（knowledgebasedsystem）とも云われ、専門家の知識に基づいた計
算機プログラムである。1970年代のエキスパートシステムは実験室レベル
の段階であったが、1980年代には、エキスパートシステムは製品として市
場に出回るようになった。株式市場における予想、計算機による患者の診
断、鉱山資源の探索などを行うエキスパートシステムが作られた。また、
自然言語処理の技術も確実に進歩し、自動翻訳の質も向上してきた。
1980年頃以降、知能ロボットと計算機ヴィジョンの研究も進み、製造工
場の自動組立工程で、ロボットの使用が普及した。このように、人工知能
の技術は工業製品の製造の効率化や品質管理にも大いに貢献してきた。
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人工知能の歩み
日本政府の通産省が推進した、「新世代コンピュータ開発機構（ICOT）」
の大型プロジェクトは、1981年に始まり、1992年まで続いた。r知識情報
技術」の開発研究はこのプロジェクトの柱のであった。1972年にヨーロッ
パで、コルメラウア（AlanColmerauer）、ロウセル（PhilipRoussel）、コ
ワルスキ（RobertKowalski）等が一階述語算法（first－orderpredicate
calculus）に基づくプログラミング言語のProlog（PROgrammationen
LOGique）を開発した。新世代コンピュータ開発機構は、論理と推論に基
づく並列処理システムの構築を目指し、Prologを知的情報処理システム開
発の中核のプログラミング言語として採用した。このプロジェクトで開発
した新世代コンピュータはProlog機械とも呼ばれていた。日本政府は、
このプロジェクトを通して、人工知能の開発研究に対して多大な支援をし
た。10年の歳月と総額およそ570億円もかけた、「新世代コンピュータ開発」
のプロジェクトに対して、「日本は官民一体で高度な人工知能機械を開発
しようとしている」と欧米諸国は危機感を煽っていたが、「実質的な成果
は並列推論システムを作り上げただけだった」というプロジェクト終了後
の評価も少なくなかった。しかし、このプロジェクトは、人工知能の学術
振興と研究者育成に多大な貢献をしたというのが大方の見方であった。
人工知能は、期待されたペースには遅れがちであったが、着実に発展し
てきた。今日では、人工知能の関連製品は情報産業の牽引力になっている。
多くの業界で、危険を伴う作業や継続的な集中力を要求されるような作業
を、ロボットに行わせることが世界規模で広まりつつある。今日の日本は、
ロボット産業において、世界のリーダの地位を保っている。2006年度の産
業用ロボットの日本国内の市場は約6000億円に達し、20年以内にその市場
規模は現在のおよそ10倍に達すると予想されている。
r機械は知能的なことができるかどうか？」というチューリングが提起
した問題に対して、肯定的に答えられるように努力することが人工知能の
研究目標であろう。
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