Abstract -Word meaning changes dynamically depending on context. We need to specify the context to identify this meaning. However, context varies depending on specificity of the topic and the viewpoint of the writer. In this paper, we propose that a word sequence can be used to identify context. Both contexts identified by word sequences and word sets related to the contexts will be shown concretely. We used 800,000 Reuters news articles, and extracted the word sets using the Confabulation model and five statistical measures as relations. We compared the measures and found that Cogency and Mutual Information were the most effective. We demonstrate the usefulness of the word sequence to identify the context.
I. INTRODUCTION
A huge amount of digital documents exists both online and offline. To process them, we must use a computational approach. Ambiguity of word meaning is one of the most significant problems in the domain. Even a word that seems to be single-meaning can have several meanings. For example, "Hawaii" might indicate "name of state" or "name of island." Word meaning changes dynamically depending on context.
We therefore believe that specifying the context is necessary to identify a word meaning. In the example of "Hawaii," however, context varies depending on the specificity of the topic and the viewpoint of the writer. Precise processing is difficult because documents will express different contexts due to slight variances in word sets and word order. However, treating all documents as different contexts is unfavorable because similar contexts are likely to exist in related documents. In this paper, we therefore hypothesized that a context consists of the word sequence just before the target word. This hypothesis is based on the N-gram model [1] . We extracted word sequences as pseudo-constructions for a set of target words automatically from the Reuters news corpus [5] . This is a collection of about 800,000 news articles, covering the time period from 1996 to 1997. The experimental results reveal the differences among the word sets related to each word sequence. The results also indicate that pseudoconstruction is useful as context infornation to identify a word meaning.
We describe the pseudo-constructions used to express contexts in Section 2. Section 3 Figure 1 shows an example of the pseudo-construction as we used the four-word sequence just before the target word. For instance, given that there is a nine-word sentence, "Welcome to the North American Fuzzy Information Processing Society," and the target word is "American," "Welcome to the North" is the pseudo-construction. 
III. CONFABULATION MODEL
A. Confabulation Model The general N-gram model treats the word sequence before the target word as one group. For instance, given a five-word sequence " abede," it predicted the fifth word using the set of the first four words.
n -gram(abcd, e) = P(ejabcd) (1) On the other hand, Hecht-Nielsen [3] [4] did word prediction experiments that dealt with the components of the word sequence as discrete words (Fig. 2) . He termed the resulting model "Confabulation." The Confabulation model presumes that each component of the word sequence relates to the target word independently. For example, given that Forward Probability was used as the relations, the target word is predicted by using the product of the conditional probability between the target word and each ofthe first four words, as in conf(abcd, e) = P(eja)P(ejb)P(ejc)P(ejd). (2) Because of this difference, while using the N-gram model limited the predicted target word to the fifth word of fiveword sequences that actually occurred in the corpus, the Confabulation model did not limit the predicted target word. We therefore used the Confabulation model in our experiments.
B. Measures
Applying the Confabulation model, we compared five statistical measures: "Forward Probability," "Cogency," "Mutual Information," the "Jaccard Coefficient," and the "Chi Square." Given a word set " xy," x is the contextual word and y is the target word. "Forward Probability" expresses the occurrence probability of the target word based on the contextual word.
forward(x, y) = P(yjx)
Given another word set " x1x2 ..xi. ..xy ," x are the contextual words and y is the target word. We used the formula of the Confabulation model using Forward Probability as:
"Backward Probability" expresses the occurrence probability of the contextual word when the target word occurs. This probability is based on the data of physiological experiments on neurons, and Hecht-Nielsen termed this "Cogency."
cogency(x,y) = P(x|y) (5) For multiple contextual words (multi-word case), we used the formula of the Confabulation model using Cogency as: n cogency.conf = Hcogency(xi, y) i=l (6) "Mutual Information" expresses the proportion of the observed co-occurrence probability to the expected unrelated co-occurrence probability.
mutual(x, y) = log -P(x . ) P(x)P(y) (7) In the multi-word case, we defined the formula of the Confabulation model using Mutual Information as: n mutual.conf = Zmutual(xi,y). i=l (8) The "Jaccard Coefficient" expresses the proportion of the co-occurrence probability to the occurrence probability of the contextual word and the target word.
jaccard(x,y) -P(x nFy) P(x Uy) (9) In the multi-word case, we defined the formula of the Confabulation model using the Jaccard Coefficient as: 
IV. EVALUATION AND RESULTS

A. Framework ofthe Evaluation
To demonstrate that pseudo-construction is useful as context information to identify a word meaning, we showed that the word sets related to each pseudo-construction are constrained contextually. The pseudo-constructions were extracted automatically from a test corpus extracted from the Reuters news corpus. A five-consecutive-word window was used to extract word sequences from the beginning of the corpus to the end. For simplicity, we used the 30,000 most frequently seen English words in the corpus. Therefore, we also used only five-word sequences whose components were included in that word set. Using the results of the extraction, we also evaluated the compatibility between the Confabulation model and five statistical measures and compared their properties.
B. Usefulness ofPseudo-Construction
Below are the word sets related to several pseudoconstructions (Table 1, 2, 3, and 4) . All of the following sets were obtained by using the Confabulation model, with Cogency as the relation. According to the first set, the pseudo-construction, "government of prime minister," related to the names of prime ministers in the world. The second set shows that "by Italian prime minister" related to the names of prime ministers in Italy. "Romano" occurs in the first two sets. In addition, in the third set, "is former prime minister" related to the names of former prime ministers. The second and third sets include the name of the Italian former prime minister, "Giulio (Andreotti)." The forth pseudo-construction was found only five times in the corpus. However, twenty three words were extracted as the words related to it. In other words, at least eighteen combinations with the pseudo-construction, which don't exist in the corpus, were obtained. Furthermore, all extracted words were names ofprime ministers.
These results indicate pseudo-construction can identify the specificity of the topic and the viewpoint. The forth list also indicates that the Confabulation model does not limit the predicted target words.
C. Comparison ofMeasures
In this section, we compare the usefulness of the statistical measures as relations applied to the Confabulation model.
First, in the results of all measures, the sets of predicted target words sets were not limited by the word sequences actually found in the corpus. Hence, in terms of not limiting the predicted target word, all of the measures can be used as relations for the Confabulation model.
Using Forward Probability, the set of predicted target word sets consisted of the most frequent words (e.g. "the," "a," "to," etc.) in the corpus, and a number of combinations with the pseudo-constructions were invalid.
On the other hand, using Cogency and Mutual Information, the set of predicted target word sets rarely included the highly frequent words, and the combinations with the pseudo-constructions were generally valid. Cogency and Mutual Information have contrary properties to Forward Probability. However, Cogency tended to yield high scores to the least frequent words that we didn't use in our experiments.
For of the Jaccard Coefficient, the set of predicted target word sets included both the highly frequent words and the less frequent words, and the combinations with the pseudoconstructions were generally valid. However, the highly frequent words tended to be yielded high scores. Therefore, in each pseudo-construction, the scores of related words varied widely, causing difficulty in deciding the consistent criterion ofjudgment.
In the results of the Chi Square, the set of predicted target word sets rarely included less frequent words, which were significant to identify the context, and invalid combinations with the pseudo-constructions also were occurred. The Chi Square tended to yield high scores to highly frequent words and has similar properties to Forward Probability. Although the Chi Square scores had both positive and negative correlations, we used only positive correlation and did not use negative correlation in our experiments. Furthermore, in certain circumstances, the Chi Square score is not reliable [9] . That might be one of the causes of the invalid word sequences. It was presumed that the contextual words were only just before the target word. However, we believe that the words just after the target word also contain local context information and they might have different properties from the words just before the target word. Hence, we will do further experiments to verify their usefulness as local context information.
Although we used the four words just before the target word in our experiments, we believe that too many or too few contextual words are unfavorable. The appropriate number of words to form the context should be found.
To apply this technique of using local context information to identify word meaning, we will try to represent concepts that are dependent on context. We will also apply this information to improve information retrieval systems.
