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Abstract
Training deep neural networks with only a few labeled
samples can lead to overfitting. This is problematic in
Semi-Supervised Learning (SSL) where only a few labeled
samples are available. In this paper, we show that a con-
sequence of overfitting in SSL is feature distribution mis-
alignment between labeled and unlabeled samples. Hence,
we propose two new feature distribution alignment meth-
ods to reduce overfitting. Our methods are particularly
effective when using only a small amount of labeled sam-
ples. Furthermore, we add consistency regularization to
our adversarial alignment method and demonstrate that
we always outperform pure consistency regularization and
achieve particularly high improvements when using only a
small amount of labeled samples. We test our method on
CIFAR-10 and SVHN. On SVHN we achieve a test error
of 3.88% (250 labeled samples) and 3.39% (1000 labeled
samples) which is close to the fully supervised model 2.89%
(73k labeled samples). In comparison, the current state-of-
the-art achieves only 4.29% and 3.74%.
1. Introduction
Recently, deep learning gained in popularity for achiev-
ing performances beyond human capabilities [15, 33]. One
of the main ingredients for the success of deep learning are
large-scale data sets with thousands of annotated images.
In practice, it is costly to assemble such massive data col-
lections despite their crucial importance. Whereas acquir-
ing images is often relatively cheap, annotating is cumber-
some, error-prone and expensive [1]. Several research fields
have therefore emerged, striving for fully-supervised per-
formance when annotating only a small fraction of the data
set. These methods either actively choose which images
should be labeled [32] or leverage the information of unla-
beled images [25] to improve the performance.
In order to achieve small test errors, deep learning mod-
els require an adequate number of parameters [43], and
training such models with only a small set of labeled images
increases the risk of overfitting. Optimally, training a deep
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Figure 1: Visualization of the feature space embedding pro-
duced by a classical feature extractor and our proposed fea-
ture extractor with Adversarial Feature Distribution Align-
ment (AFDA). Our feature extractor reduces overfitting on
the labeled data while full filling both the low-density and
the cluster assumption. The feature representations are pro-
jected using t-SNE [22].
learning model would involve minimizing its error over the
true data distribution. Unfortunately, the true data distribu-
tion is usually unknown and precludes expected risk mini-
mization. Hence, empirical risk minimization [39] reduces
the training error instead, but might lead to poor generaliza-
tion. Typical strategies to increase generalization or to re-
duce overfitting are regularization techniques such as: early
stopping, drop-out [35], weight-decay or synthetically in-
creasing the data set using data augmentation [43]. In con-
trast, SSL methods aim at improving the generalization of
machine learning models by using large sets of unlabeled
data in addition to a small set of labeled data. Typically,
SSL methods rest on the low density separation and cluster
assumption [4]. They state that there exists a feature space
where neighbouring samples are more likely to belong to
the same class category than distant samples, and that class
transitions occur more likely in low density regions.
SSL methods were shown to largely outperform the
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models trained solely on the labeled data [25]. Nonetheless,
there is still a gap between the performance of the fully-
supervised model where all samples were labeled and used
for training and a semi-supervised model where only a few
samples of the data set were labeled. In such extrem settings
overfitting of the classifiers is still problematic. Fig. 1 shows
our proposed method and a traditional method. The 2D em-
bedding of the high dimensional feature space reveals that
traditional methods produce features that group only the la-
beled samples from the same category close together (cir-
cles with black boundary) but fail to generalize this property
to a majority of unlabeled samples (circles without bound-
ary). Thus, although both the labeled and unlabeled sam-
ples are sampled i.i.d. from the same data distribution their
corresponding distributions in feature space are misaligned.
Thus, using randomly initialized weights for the feature ex-
tractor would result in aligned feature distributions as the
samples are i.i.d. but training with only a few labeled sam-
ples leads to misaligned feature distributions.
Thus, the main observations that motivate this paper are
that SSL methods suffer from feature distribution misalign-
ment and that it can be cured by actively aligning the feature
distributions of labeled and unlabeled samples.
A line of research that aims at aligning different feature
distributions in order to reduce the test error is Unsuper-
vised Domain Adaptation (UDA) [2]. The goal of UDA
is training a classifier on a fully labeled data set sampled
from the source domain in order to achieve a small test er-
ror on a different target domain [2]. In UDA, only unlabeled
samples from the target domain are accessible to the classi-
fier. As a consequence, there exist a few but important dif-
ferences between UDA and SSL methods: (i) the distribu-
tion mismatch in SSL is introduced by training the feature
extractor only on the labeled samples such that it fails to
generalize to the unlabeled samples, while the mismatch in
UDA exists by definition; (ii) in UDA the full source data
set is typically labeled such that thousands of annotations
are available [10]. Conversely, in SSL only a very small
amount of images are labeled which complicates training
a deep learning model considerably [25]; (iii) the threat of
overfitting is less problematic in UDA than in SSL; (iv) in
UDA the domain of the training and testing set vary whereas
in SSL both are identical. Thus, our contributions are as fol-
lows
(i) We identify the problem of feature distribution mis-
alignment in SSL. Then, we identify the similarities and
differences between SSL and UDA in order to propose a
new method that aligns the feature distributions within deep
learning methods and that is easy to implement in exist-
ing models. (ii) We demonstrate on the two most relevant
data sets for SSL (SVHN and CIFAR-10) that our method
achieves the SOTA, and is especially effective when using
only a few labeled samples compared to other SSL meth-
ods. (iii) We observe that using both consistency regulariza-
tion and adversarial alignment at the same time leads to mu-
tual benefits compared to using only one. (iv) Furthermore,
we demonstrate that adversarial alignment always improves
when combined with traditional SSL methods. (v) Finally,
we provide theoretical and empirical insights why such a
feature distribution misalignment occurs and show that our
method successfully reduces it.
The paper is organized as follows: Sec. 2 discusses the
related work, we define the problem of SSL in Sec. 3 and
propose our method in Sec. 4. Then, we describe the exper-
iments in Sec. 5 and report the results in Sec. 6. Finally, we
analyse our method in Sec. 7 and conclude this paper with
Sec. 8.
2. Related Work
In this section we review existing SSL and UDA works.
2.1. Semi-Supervised Learning
A type of SSL methods that is among the most popular
and most effective is consistency regularization [18, 23, 36,
28, 30]. It is based on the idea that the class prediction of
a sample with different small perturbations should be iden-
tical and therefore be in the same cluster that corresponds
to a specific class category in a high dimensional feature
space [25]. This idea is implemented using a student and
a teacher model, where both obtain the same input samples
but with different perturbations but their prediction should
agree. Thus, consistency regularization requires to update
the student model such that it produces the same predic-
tion as the teacher model. Among the first methods follow-
ing this idea is the Π-model [18] that uses the same model
for the student and the teacher but applies different random
perturbations on the input image fed to each model. In-
consistency between two models is penalized by computing
the mean squared error between both predictions. Mean-
Teacher [36] uses an improved model as teacher, that uses
exponential moving average to update the model parame-
ters. Instead of using random perturbations for data aug-
mentation, VAT [23] generates small adversarial perturba-
tions that deteriorate the class prediction for a given sample
the most.
Other SSL methods use predicted labels of unlabeled
samples for training [7, 19]. As soon as the confidence
of the model for a given sample is high enough, this sam-
ple and its pseudo label are included into training [19].
SAAS [7] uses the speed of convergence when training with
predicted labels, to assess the quality of the model and to
improve it accordingly.
GAN based SSL methods [6, 8, 31, 34] train a generator
to produce synthetic unlabeled samples and a discriminator
that not only differentiates between real and fake samples,
but is also trained to predict the class labels. In contrast,
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TripleGAN [6] separates the classifier from the discrimi-
nator and generates synthetic image/label pairs or predicts
labels for unlabeled samples. The task of the discrimina-
tor is to distinguish between real and fake image/label pairs.
Thus, GAN based SSL methods use advanced data augmen-
tation techniques compared to consistency regularization.
Another line of research focuses on methods that
are complementary to traditional SSL techniques and
achieve competitive results when combined with other ap-
proaches [21], e.g. Entropy minimization [13] that is based
on the observation that the prediction for each sample is
unique. Hence, it adds a penalty if the model produces non-
unique predictions.
2.2. Unsupervised Domain Adaptation
Popular methods tackling UDA are mainly based on
minimizing the Maximum Mean Discrepancy (MMD) [20,
38] between the source and the target distributions or using
an adversarial training approach in order to align both distri-
butions. However, since the development of Generative Ad-
versarial Networks (GANs) [12] more and more adversarial
based UDA methods emerged and continuously improved
the SOTA. Ganin et al. [10] proposed to align images from
both domains in a shared feature space. The main idea is
training a discriminator besides a feature extractor and a
classifier. The discriminator is trained to identify labeled
samples using only the extracted features. Thus, confusing
the discriminator corresponds to aligned feature distribu-
tions. Ganin et al. [10] proposed a gradient reversal layer in
order to train the feature extractor, classifier and discrimina-
tor jointly. Based on this work plenty of other methods have
emerged in order to better align source and target domains
in feature space [37, 27, 26, 5]. Tzeng et al. [37] proposed
an optimization strategy for adversarial based UDA similar
to training GANs without requiring a specialized gradient
reversal layer.
3. Problem Definition and Motivation
In this section, we first formally describe the problem
of SSL and present the motivation of this paper. In SSL
we are given a set of labeled Xl = {xil}Ni=1 with labels
Yl = {yil}Ni=1, where yil = {1, 2, . . . ,K} and a set of un-
labeled samples Xul = {xiul}Mi=1. Both sets contain i.i.d.
samples from the set X = {xi}N+Mi=1 . Thus, the label and
sample distributions of both types are aligned by definition.
However, the labeled set is typically much smaller than the
unlabeled set (N < M ) such that training a deep learn-
ing model solely on the labeled samples leads to overfit-
ting. Thus, SSL methods [4] make use of the large unla-
beled dataset in order to reduce overfitting and improve the
accuracy of the classifier h parameterized by θh. But first,
we introduce the supervised loss that uses only the labeled
samples to train the classifier and reads as follows
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Figure 2: Test error and feature distribution alignment be-
tween labeled and unlabeled samples (MMD2). The dots
show the mean and the shaded areas the standard deviation
for five runs with different random seeds.
min
θ
LSup(Xl,Yl, θh) = min
θ
1
N
N∑
i=1
`(h(xil; θh), y
i
l), (1)
where ` is the loss function, e.g. cross-entropy loss. Fur-
thermore, we follow the notation of UDA and decompose
the classifier h into g and f such that h = g ◦ f where f
maps samples into feature space g outputs the predictions
given extracted features and θh = {θf , θg} parameterize
both modules.
Now, we want to measure the quality of generalization of
the trained model and the feature distribution alignment be-
tween labeled and unlabeled samples. Hence, we minimize
the supervised loss and report the accuracy of the model on
a testing set in order to assess the generalization of the pre-
dictor. Similarly, we use the MMD between the features of
all labeled and the features of all unlabeled samples to com-
pute the degree of alignment between both distributions. To
avoid biased estimates, we use the unbiased empirical esti-
mate of the square MMD introduced by [14]. Fig. 2 shows
the test error and the squared MMD on two data sets for dif-
ferent amounts of labeled samples. We observe: (i) the test
error decreases when increasing the amount of labeled sam-
ples (ii) the distributions are tighter aligned when increasing
the number of labeled samples (MMD decreases) (iii) the
test error and MMD are strongly correlated. We conclude
that small test errors correspond to aligned feature distri-
butions. Thus, the idea of this paper is to actively align the
distributions in order to achieve a tighter alignment that cor-
responds to a smaller test error but without requiring more
labeled samples. Thus, we propose in the next section how
to overcome feature distribution misalignment for SSL by
using two different strategies namely adversarial alignment
commonly used in UDA and consistency regularization.
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Figure 3: Block diagram of our proposed adversarial feature distribution alignment method AFDA.
4. Method
In this section we will propose AFDA that overcomes
feature distribution misalignment using two different strate-
gies namely adversarial alignment commonly used in UDA
and consistency regularization used in SSL.
4.1. Adversarial Distribution Alignment
Following the recent trends in UDA and in training GAN
we propose an adversarial distribution alignment method
that aims at minimizing the H-divergence [2]. However, to
compute the H-divergence we require an additional model
namely a binary discriminator. We train the discriminator
d in order to correctly identify whether an extracted feature
corresponds to a labeled or an unlabeled sample. As a con-
sequence, the feature distributions are aligned as soon as the
discriminator no longer reliably classifies the feature repre-
sentations. We use the binary cross entropy loss to measure
the error of the discriminator. The proposed adversarial loss
reads as follows
max
θd
LAdv(Xl,Xul; θd, θf ) :=
max
θd
{
1
N
N∑
i=1
log d(f(xil; θf ); θd)
+
1
M
M∑
i=1
log(1− d(f(xiul; θf ); θd))
}
, (2)
where d is the discriminator producing the probability
how likely a feature representation corresponds to a labeled
or unlabeled sample. The parameters θd and θf parameter-
ize the discriminator d and the feature extractor f .
4.2. Consistency Regularization
In addition to the proposed adversarial distribution align-
ment losses we add a consistency regularization loss. The
motivation are two-fold. First, the proposed losses only al-
low to train the feature extractor f and update the param-
eters θf but not the classifier g with θg , see Eq. (2). In
contrast, consistency regularization requires that the clas-
sifier predictions for the same samples with different per-
turbations are equivalent. Hence, the classifier g is trained
with unlabeled samples such that they allow to improve the
weights θg . Furthermore, adversarial distribution alignment
solely aligns the marginal distributions instead of the condi-
tional distributions. The reason is that in SSL the amount of
labeled samples is much smaller than in UDA such that only
a few samples per category are labeled and the conditional
distributions are less representative. Therefore, we propose
to use consistency regularization to achieve representative
conditional distributions such that aligning the marginal dis-
tributions works more reliably. Furthermore, consistency
regularization enforces that the same samples with different
perturbations achieve a similar representation in the feature
space and as a consequence a similar prediction. Thus, it
is less likely that distribution alignment assigns samples to
a wrong cluster that corresponds to another category in the
high dimensional feature space than the sample.
The consistency loss is then defined as follows
LConsistency(Xul; θh) :=
1
M
M∑
i=1
div(h(xiul; θh), h(x
i
ul + ; θh)), (3)
where  is the specific perturbation and div is a distance
function, e.g. Kullback-Leibler divergence or Euclidean
norm.
4.3. Optimization Algorithm
Combining all three loss functions results in the follow-
ing optimization problem and reads as follows
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Algorithm 1: Optimization algorithm to solve Eq. (4).
Data: training data sets Xl,Yl,Xul
Result: the trained network using SSL
random initialization: θf , θg, θd;
initialization: λ, T, γ
for t = 0 to T do
start the new epoch t
sample batch from (Xl,Yl,Xul)
θt+1f = θ
t
f − γ∇θf
(
Lsup(θtf , θtg)
µtLAdv(θtf , θtd) + ηtLCon(θtf , θtg)
)
+
θt+1g = θ
t
g − γ∇θg
(
Lsup(θt+1f , θtg) +
ηtLCon(θt+1f , θtd)
)
θt+1d = θ
t
d + γ∇θdLAdv(θt+1f , θtd)
µt+1 = µ(t+ 1, T, λ)
ηt+1 = η(t+ 1)
update optimizer related parameters (γ, . . . )
min
θf ,θg
max
θd
LSup(θf , θg) + µLAdv(θf , θd) + ηLCons(θf , θg),
(4)
where η and µ are scalars. Similar optimization prob-
lems to Eq. (4) occur in the literature of UDA [10, 37] or
GANs [12]. Instead of using a gradient reversal layer [10]
we solve it in an alternating fashion [37], see Alg. 1. First,
we fix the parameters θd while updating the parameters θf
and θg using gradient decent. Second, we fix the parameters
θf and θg and update the parameters θd using gradient as-
cent (note the plus sign when updating θd in contrast to the
minus signs when updating θf and θg). For µ we follow the
schedule of [36, 18, 23] depending on the distance function
dev. The schedule to compute µ reads as follows
µ(t, T, λ) :=
1− exp (λt/T )
1 + exp (λt/T )
, (5)
where t is the current epoch, T the number of training
epochs and λ is a hyper parameter.
4.4. Comparison with SSL based UDA Methods
To the best of our knowledge, there is only one work that
combines SSL and domain adaptation but aims at a very dif-
ferent goal. French et al. [9] use consistency regularization
to improve the performance of domain adaptation, i.e. they
use a large labeled data set sampled from the source do-
main and test on the target domain, and additionally require
consistent predictions for the data points sampled from the
target domain. Hence, we use distribution alignment for
SSL and French et al. [9] use SSL for unsupervised domain
adaptation.
5. Experiments
To demonstrate the effectiveness of our proposed
method, we evaluate it on the two most frequently used SSL
data sets: SVHN [24] and CIFAR-10 [17]. We implement
the widely used CNN architectures ConvLarge [23] and
ResNet with shake-shake regularization [11] that achieve
the current SOTA in SSL [41, 29].
First, we describe the settings for our proposed method
on both data sets. Then, we describe the configurations of
multiple additional experiments that we run in order to un-
derstand our method better. We report the benefit of us-
ing different components of our method or replace our con-
sistency loss by popular losses from the literature in order
to show that adding adversarial feature alignment always
helps.
Data Sets and Configurations We use two different op-
erating points that use between 250 and 4000 labeled sam-
ples depending on the data set. We randomly construct five
labeled data sets for each operating point and use all other
samples for the unlabeled data sets. We rerun each experi-
ment using five random seeds and report mean and standard
deviation on the test set for all experiments. On SVHN we
use the Kullback-Leibler divergence and adversarial noise
for consistency regularization and add entropy loss for unla-
beled samples [23]. We train for 300 epochs with randomly
sampled labeled batches and unlabeled batches. On CIFAR-
10 we use the euclidean norm and standard data augmenta-
tion (translation and vertical flipping) for consistency regu-
larization. We train for 300 epochs with randomly sampled
labeled batches and unlabeled batches.
In order to compute the adversarial loss, we extract the
features directly after the global average pooling operation
or in front of the fully connected layer that produces the log-
its. Then, we feed these features into the discriminator that
consists of a simple three layer perceptron. We compute the
distribution alignment loss by using only the current batches
of labeled and unlabeled samples in each training step.
More details about the evaluation environment, data sets,
model architectures and all other parameters are described
in the supplementary or in the corresponding papers.
Configuration for the Ablation Study For the ablation
studies we train our method with or w/o the distributions
alignment loss and with or w/o the consistency loss.
Furthermore, we replicate three popular SSL methods:
Π-Model, Mean-Teacher and VAT. This allows combining
each method with ours and highlighting the substantial ben-
efit of adding distribution alignment to state-of-the-art SSL
methods. Furthermore, replicating allows to compare on
more operating points, especially on the rarely tested with
only a few labels, and a unified evaluation environment en-
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Table 1: Test errors (%) on SVHN using ConvLarge.
250 labels 1000 labels
Supervised-only 26.04± 1.43 10.74± 0.28
Π Model [18] — 4.82± 0.17
TempEns [18] — 4.42± 0.16
MT [36] 4.35± 0.50 3.95± 0.19
ICT [40] 4.78± 0.68 3.89± 0.04
VAT+Ent [23] — 3.86± 0.11
MT+SNTG [21] 4.29± 0.23 3.86± 0.27
Π+SNTG [21] 5.07± 0.25 3.82± 0.25
SAAS [7] — 3.82± 0.09
TNAR+VAE [41] — 3.74± 0.04
AFDA (Ours) 3.88± 0.13 3.39± 0.12
Table 2: Test errors (%) on CIFAR-10 using shake-shake
ResNet or ConvLarge where testing on ResNet is omitted.
1000 labels 4000 labels
VAT+Ent [23] — 10.55± 0.05
TEns+SNTG [21] 18.41± 0.52 10.93± 0.14
TNAR+VAE [41] — 8.85± 0.03
ICT [40] 15.48± 0.78 7.29± 0.02
Supervised-only 45.20± n.a. 15.45± n.a.
MT [36] 10.08± 0.41 6.28± 0.15
HybridNet [29] 8.81± n.a. 6.09± n.a.
AFDA (Ours) 9.40± 0.32 6.05± 0.13
sures that the comparison is fair for all methods [25]. We
use ConvLarge for both data when running experiments for
the ablation study.
6. Results
First, we compare to recent methods in the literature on
both data sets. Then, we show the results of our ablation
study where we assess the performance with and w/o par-
ticular losses used for training the model.
The results in Tab. 1 demonstrate that our method
achieves the SOTA on SVHN. Furthermore, we want to
highlight that the test error of 3.39% is only marginally
higher than 2.89%, the error of the fully supervised method
that uses all 73k labeled samples for training. Similarly,
Tab. 2 shows our method achieves state-of-the-art results on
CIFAR-10. Note, that we avoid to exhaustively list every
SSL method present in the literature. We rather concentrate
on the most similar methods that use the same architectures,
training efforts and avoid advanced data augmentation.
Tab. 3 reports the test error when using classical consis-
tency regularization methods such as VAT, Mean-Teacher
or Π-model with and w/o adversarial alignment. We ob-
serve that adding adversarial alignment always reduces the
test error, except for one operating point where both are
equivalent. The reduction is even more significant when
using only a few labeled samples. For 200 labeled samples,
adding adversarial alignment to VAT achieves a test error
of 4.91% which is smaller than any error reported in Tab. 3
that is not using adversarial alignment.
The results in Tab. 3 demonstrate that only using adver-
sarial alignment achieves already a smaller test error than
the supervised-only method on each operating point. Fur-
thermore, adversarial alignment clearly outperforms state-
of-the-art SSL methods when using only a small amount
of labelled samples. Adversarial alignment without consis-
tency achieves a test error of 9.09% using 150 labeled sam-
ples, that corresponds to a reduction of 27.72 (4× relative
reduction) compared to the baseline, that uses only the la-
beled samples for training. In contrast, the runner up (VAT)
achieves only a test error of 18.3% (2× relative reduction)
using the same amount of labeled samples.
In Fig. 4 we report our method when excluding the ad-
versarial alignment loss and/or the consistency loss. Fig. 4
shows the t-SNE embedding of the feature space, MMD2
between the feature distributions corresponding to labeled
and unlabeled samples and the test error of the trained
model on the test set. We observe that only using the super-
vised loss in Fig. 4a leads to overfitting such that the model
groups labeled samples close together (circles with black
boundary) but generalizes poorly to unlabeled samples (cir-
cles without black boundary). The two feature distributions
are not aligned as labeled samples are missing in the cen-
ter of the embedding. The high MMD2 is another indica-
tor for poor alignment. When adding th consistency loss
(see Fig. 4b) we visually and empirically (MMD2) observe
a tighter alignment between both distributions. Thus, con-
sistency regularization helps but there still exists a region in
the embedding where only unlabeled samples occur. Fig. 4c
shows that ours without consistency loss results in clearly
defined clusters for each class and tightly aligned distribu-
tions in feature space. Identifying the origin of a sample
solely by the feature representation is no longer possible,
but alignment is still not optimal. Using all losses results in
a feature embedding where even more samples are clearly
assigned to a cluster and achieves the smallest test error, see
Fig, 4d.
7. Analysis
Whereas we have shown in the previous sections that fea-
ture distribution misalignment is a problem in SSL, and that
our proposed method is able to align them, it is still not en-
tirely clear why such a misalignment is possible. Thus, in
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Table 3: Test errors (%) for different SSL methods with and without adversarial distribution alignment.
SVHN (2.89± 0.05 with 73k labels) CIFAR-10 (6.87± 0.14 with 50k labels)
LAdv 150 labels 200 labels 1000 labels 250 labels 500 labels 4000 labels
No Consistency
— 36.81± 3.08 29.82± 1.37 10.74± 0.28 54.69± 1.32 45.69± 1.37 19.74± 0.28
X 9.09± 1.08 8.72± 0.53 7.54± 0.26 43.79± 1.67 35.36± 1.09 15.55± 0.37
Error Reduction 27.72 21.10 3.20 10.90 10.34 4.19
Π Model
— 31.23± 1.93 17.80± 1.84 6.12± 0.24 53.68± 1.50 44.41± 0.79 15.98± 0.16
X 8.62± 0.36 6.96± 0.71 5.16± 0.28 43.42± 2.03 34.00± 1.11 13.64± 0.29
Error Reduction 22.61 8.84 0.96 10.26 10.41 2.34
Mean Teacher
— 29.69± 7.92 15.62± 0.97 5.03± 0.19 53.09± 1.60 44.47± 1.13 15.35± 0.18
X 7.48± 1.25 6.93± 0.70 5.14± 0.20 41.75± 1.52 33.27± 0.82 13.69± 0.23
Error Reduction 12.21 8.69 -0.09 11.34 11.20 1.67
VAT
— 18.30± 4.02 13.41± 1.55 5.91± 0.37 39.90± 3.73 27.95± 3.56 12.59± 0.21
X 8.93± 3.24 4.91± 0.12 4.93± 0.07 29.44± 2.00 20.47± 0.66 11.54± 0.16
Error Reduction 9.63 8.50 0.98 10.46 7.48 1.05
(a) Supervised-only
MMD2: 27.3± 3.2
Test Error: 29.8± 1.4
(b) AFDA w/o Alignment
MMD2: 13.7± 1.9
Test Error: 13.4± 1.6
(c) AFDA w/o Consistency
MMD2: 1.1± 0.5
Test Error: 8.7± 0.5
(d) AFDA with Cons. and Align.
MMD2: 2.3± 0.4
Test Error: 4.9± 0.1
Figure 4: T-SNE of the feature space when using different losses to train AFDA. The disks with a black border correspond to
labeled and all other to unlabeled samples, the colors identify the class. We use 200 labeled SVHN samples. The plots show
200 labeled and 5000 unlabeled samples. The reported MMD2 is scaled by ×103 and the test error is reported in %. Best
viewed in color.
this section, we attempt to provide a theoretical insight in
order to analyze this phenomenon.
In order to assess the degree of overfitting or the general-
ization quality, we aim at computing the generalization er-
ror that measures the difference between the empirical risk
Rˆ on the training set and the expected risk R. As we do
not have access to the true data distribution, it is unfeasi-
ble to compute the expected risk. Hence, we approximate
it by the empirical risk on a large enough data set. Accord-
ing to Hoeffdings inequality we can bound the difference
with respect to the number of samples n and probability
at least 1 − δ [16, 3]. Thus, we follow Sener et al. [32]
and use the large amount of unlabeled samples to approx-
imate the expected risk and aim at minimizing the term
|Rˆ(Xul)−Rˆ(Xl)| in order to reduce the generalization error
(note, that the approximation is only valid as long as we are
not using the annotations of the unlabeled samples during
training).
Theorem 1 Let W, b be the weight matrix and the bias
vector of a fully-connected layer where Wk denotes the kth
row vector and bk the kth scalar, then the difference be-
tween the expected risks |Rˆ(Xul) − Rˆ(Xl)| using the cross
entropy loss can approximately be bounded by
7
|Rˆ(Xul)−Rˆ(Xl)| /
K∑
k=1
[
|Wk|
∣∣∣∣∣ 1N
N∑
i=1
δk(y
i
l)f(x
j
l )−
1
M
M∑
i=1
δk(y
i
ul)f(x
i
ul)
∣∣∣∣∣
(6)
+ |bk|
∣∣∣∣∣ 1N
N∑
i=1
δk(y
i
l)−
1
M
N∑
i=1
δk(y
i
ul)
∣∣∣∣∣ (7)
+ |Wk|
∣∣∣∣∣ 1N
N∑
i=1
δk(h(x
i
l))f(x
j
l )−
1
M
M∑
i=1
δk(h(x
i
ul))f(x
i
ul)
∣∣∣∣∣
(8)
+ |bk|
∣∣∣∣∣ 1N
N∑
i=1
δk(h(x
i
l))−
1
M
N∑
i=1
δk(h(x
i
ul))
∣∣∣∣∣
]
,
(9)
where δp(q) is one if p = q and zero otherwise and the
operator | · | returns the absolute value element-wise for
vectors.
Proof See Supplementary.
This bound consists of four different terms that measure
the feature and label distributions between labeled and un-
labeled samples. Thus, reducing the approximate general-
ization error |Rˆ(Xul) − Rˆ(Xl)| requires minimizing each
term. Term (7) and (9) measure the similarity of the true and
predicted label distributions between the labeled and unla-
beled data sets. Term (6) measures for each category the
distance between the mean feature representation of labeled
and unlabeled samples. Term (8) is similar to (6) but the
predicted instead of the true labels define the mean feature
representation per category. Note, that prior training on the
labeled data set prevents trivial solutions such as assigning
each sample the same category or random assignments.
Thus, Theorem 1 shows that a distribution misalignment
is indeed possible even though both data sets are sampled
from the same data distribution. Furthermore, we conclude,
that misaligned feature and label distributions are a direct
consequence of overfitting, i.e. the hypothesis h that mini-
mizes the empirical risk Rˆ(Xl) generalizes only poorly to
the unlabeled data set.
Furthermore, Fig. 5 shows the values of the terms (6) -
(9) when training on SVHN with 250 labeled samples. We
observe that our method is able to decrease all four terms.
While the terms decrease the test accuracy increases.
8. Conclusion
In this paper, we first demonstrated that using only a
small amount of labeled samples leads to poor generaliza-
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Figure 5: Magnitudes of each term that bound the approx-
imation of the generalization error and the test accuracy
when training AFDA on SVHN with 250 labeled samples
for 100 epochs. Best viewed in color.
tion and causes misaligned feature distributions between la-
beled and unlabeled samples. Thus, we presented a new
and very effective SSL method that is based on an adversar-
ial feature distribution alignment loss and consistency reg-
ularization. The results of the experiments demonstrate that
AFDA is particularly suitable when only a small amount
of labeled samples is available. Furthermore, we observed
that adding adversarial alignment to traditional consistency
based SSL methods always improves, and leads to state-of-
the-art results on SVHN and CIFAR-10. Finally, we provide
additional by a theoretical bound for risk minimization and
show that AFDA reduces it.
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A. Supplementary
A.1. Data Sets, Preprocessing and Augmentation
We use the most commonly used data sets in SSL: SVHN [24] and CIFAR-10 [17]. SVHN consists of almost 100k 32x32
RGB images of house numbers. Each digit represents a class. The data set used is split between 73k training images and
26k test images. We rescale the pixels of all images to the range [−0.5, 0.5], whereas augmentation consists of random
translations of two pixels in each direction. CIFAR-10 consists of 60k RGB images with resolution of 32x32 pixels, 10
classes and with 6000 images per class. The data set is split between 50k training images and 10k test images. The classes
represented are: airplanes, cars, birds, cats, deer, dogs, frogs, horses, ships, and trucks. We follow [18, 36] and use ZCA
normalization, whereas augmentation consists of random translations by two pixels and random horizontal flips.
A.2. Model Architectures
The architecture of the classifier h(x) = (g ◦ f)(x) are equivalent to the classifier introduced by [23]. The feature
extractor f consists of all layers except the last fully connected layer. Therefore, we extract the features directly after global
average pooling. Then, the feature extractor produces for each input sample a vector containing 128 features. Furthermore,
the shallow classifier g contains only one fully connected layer to match the original classifier proposed by [23]. Hence,
the shallow classifier requires only a small amount of labeled samples for training. The discriminator d is a three layer
fully-connected neural network using ReLU activation without batch normalization. The architecture looks as follows:
128→ 1024→ ReLU→ 1024→ ReLU→ 1→ sigmoid.
The ResNet architecture with shake-shake regularization is equivalent to the one proposed by [36]. We extract the features
just before the last fully connected layer. Thus, the classifier is this fully connected layer and the discriminator is again a
three layer perceptron that looks as follows 384→ 1024→ ReLU→ 1024→ ReLU→ 1→ sigmoid. We use exactly the
same training parameters as proposed by [36].
In the supplementary, we provide additional experiments using a wide residual network. We use exactly the same archi-
tecture as [25] namely the WRN-28-2. We use all but the last fully connected layer as the feature extractor. Besides, the last
step in the feature extractor is a global average pooling such that the feature vector contains 128 entries. Therefore, we use
exactly the same discriminator and the same shallow classifier as described before.
A.3. Training and Testing Environments
All networks are trained for 60k iterations for SVHN and 150k iterations for CIFAR-10. We use for all SSL methods the
same batch size of 100 samples. The samples are selected from the labeled and unlabeled data sets. We use the validation
set to tune the initial learning rate, method specific hyper-parameters and the number of labeled training samples in a batch.
We observed, that different methods require different fractions of labeled and unlabeled samples in the batches. To tune all
the parameters, we construct different validation sets sampled from the training set. We use reasonably large validation sets
by adapting their size based on the training set. The size of the validation set is as big as the training set but contains at most
1000 labeled samples, i.e. 250 labeled samples for both sets or 4000 in the training and 1000 in the validation set.
Unless stated otherwise, we use the following setting for all experiments: Adam optimizer, linear learning rate decay for
the last 20k iterations that decays the learning rate by 0.0025 each 500 iterations, we change β1 of the optimizer for the last
20k iterations from 0.9 to 0.5. We follow [23] for all these choices. Furthermore, we use the validation set to select the
amount of labeled samples in the training batches. The searching space is the set {2, 4, 8, 16, 32}. In addition, we tune the
initial learning rate from the set {0.0001, 0.0005, 0.001, 0.005}. Note, that we tune the hyper parameters individually, for
all methods and operating points. We observed that we obtain in most cases the same learning rate of 0.0005. In contrast,
we observed, that the number of labeled samples per batch depends on the size of the labeled data set. We achieve better
performance when using less labeled samples per batch when a small amount of labeled samples is provided, and use more
labeled samples per batch when using a large amount of labeled samples for training.
For achieving the new SOTA on SVHN stated in the main paper, we use the same environment as explained above but
train for 300 epochs with 32 labeled and 128 unlabeled samples per batch and with a learning rate of 0.0005.
A.3.1 Fully-Supervised Model
We use the aforementioned setup to train the fully-supervised model except that we use only the labeled samples for training
and minimize the loss Lsup. We test different batch sizes instead of 100 because we observed poor performance with such a
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large batch size when using only a slightly larger training set. Therefore, we use the validation set to tune the batch size. We
search the set {8, 16, 32, 64, 100} for the best batch size for varying number of labeled samples.
A.3.2 Π-Model
For the Π-Model, we minimize the loss LSup + ηΠLConsistency and observe that using the proposed training strategy by [18]
leads to higher performance than training with our strategy but requires training for 150k iterations for both data sets: SVHN
and CIFAR-10. Hence, we ramp-up the learning rate and the consistency regularization parameter ηΠ during the first 40k
iterations and ramp-down the learning rate to zero and the parameter β1 of the Adam optimizer to 0.5 during the last 25k
iterations. We use their proposed ramp-up and ramp-down functions. We use the validation set to select the best learning
rate of the set {0.001, 0.003, 0.005} and the maximal value of ηΠ after ramp-up from the set {1, 5, 10, 50, 100}. In contrast
to [18], we use the same data augmentation for all methods and omit adding Gaussian noise to the input samples.
A.3.3 Mean Teacher
Similar to the Π-Model, we observed better test performance of the Mean Teacher when using the training strategy proposed
by [36] to minimize the loss LSup + ηMTLConsistency. Again, we train for 150k iterations for both data sets: SVHN and
CIFAR-10. We ramp-up the learning rate and the consistency regularization parameter ηMT during the first 40k iterations and
ramp-down the learning rate to zero and the parameter β1 of the Adam optimizer to 0.5 during the last 25k iterations. We use
their proposed ramp-up and ramp-down functions, that are inspired by [18]. Again, we use the validation set to select the best
learning rate of the set {0.001, 0.003, 0.005} and the maximal value of ηMT after ramp-up from the set {1, 5, 10, 50, 100}.
Again, we use for the mean-teacher the same data augmentation as for all other methods. We follow [36] and update the
teacher model parameters after each training step using exponential moving average with α = 0.999.
A.3.4 Virtual Adversarial Training
Virtual Adversarial Training (VAT) computes adversarial perturbations for labeled and unlabeled samples and requires con-
sistent predictions even when the adversarial component is added to the input sample. Hence, the main hyper-parameter ε
of VAT controls the magnitude of the adversarial perturbation. Thus, we search for the best ε using the validation set. We
observe that the parameters ε = 3.5 for SVHN and ε = 8 proposed by [23] work best for all operating points for the corre-
sponding data sets. [23] studied the following loss function the loss LSup + ηVATLConsistency, but observed that tuning only ε
and keeping ηVAT = 1 leads to similar results as tuning both. Therefore, we use ηVAT = 1.
A.3.5 Combinations with Distribution Alignment
Combining distribution alignment and consistency regularization requires minimizing LSup + ηLConsistency + µLAdv. As soon
as distribution alignment is involved independent of the other consistency based SSL method, we use the training strategy
introduced for distribution alignment. However, we use the method specific hyper-parameters and follow the corresponding
tuning approach.
A.4. Maximum Mean Discrepancy
The MMD score compares two different high dimensional distributions by measuring the difference between their means,
see Eq. (10).
MMD2b(Φ,P,Q) = sup
φ∈Φ
‖EP [φ(p)]− EQ[φ(q)]‖22 = sup
φ∈Φ
∥∥∥∥ 1|P|∑
p∈P
φ(p)− 1|Q|
∑
q∈Q
φ(q)
∥∥∥∥2
2
(10)
Typically, we lack access to the true distributions and use instead two data sets P and Q that are sampled from the true
distributions. Hence, to avoid biased estimates, we use the unbiased empirical estimate of the square MMD introduced
by [14], that reads as
12
MMD2u(Φ,P,Q) =
1
|P|(|P| − 1)
|P|∑
i=1
|P|∑
j 6=i
k(pi, pj) +
1
|Q|(|Q| − 1)
|Q|∑
i=1
|Q|∑
j 6=i
k(qi, qj)
− 2|P||Q|
|P|∑
i=1
|Q|∑
j=1
k(pi, qj).
(11)
Furthermore, using the introduced unbiased MMD estimate only requires evaluating the value of a reproducing kernel
Hilbert space instead of computing the full feature vector φ(·) (kernel trick).
Therefore, the first metric that we use in the main paper uses the full feature distribution of the labeled and unlabeled
samples. Then, the MMD2 score reads as
MMD2 := MMD2u(Φ,Fl,Ful), (12)
where Fl = {f(xil)}Ni=1 and Ful = {f(xiul)}Mi=1 with the feature extractor f . We use the radial basis function kernel
krbf(pi, qj) := exp
(−‖p− q‖22/γ) with the bandwidth γ set to the median pairwise distance of the data Fl and Ful [14, 20]
as the reproducing kernel Hilbert space.
A.5. Derivation of the Approximate Upper Bound
To derive the upper bound in Theorem 1, we parametrize the neural network by the weights W and bias components b.
f(x) is the feature vector corresponding to the sample x extracted in front of the last fully connected layer. We can then
introduce the output feature vector z(x) by
z(x) = Wf(x) + b (13)
Furthermore, the LSE(v) = log (
∑
i exp (vi)) function can be approximated by using the tangent line approximation of
the logarithmic function log(a + b) ≈ log(a) + b/a. The approximation holds in the vicinity of a if b is small. We then
replace a by a single value of the sum and b by the sum of all other terms:
LSE(v) = log(exp(vj) +
∑
i 6=j
exp(vi)) ≈ vj +
∑
i 6=j exp(vi)
exp(vj)
(14)
Now, when we assume that the component vj = maxi vi and that
∑
i 6=j exp(vi)  exp(vj) we can simplify Eq. (14)
even further such that
LSE(v) ≈ max
i
vi. (15)
Note, that as soon as the classifier produces unique predictions with high probability all terms of the sum except the
maximal will be zero. Therefore, the tangent line approximation and the approximations in Eq. (14) and (15) are tight and
hold with equality.
Then, the upper bound for
∣∣∣Rˆ(Xul)− Rˆ(Xl)∣∣∣ presented in Theorem 1 in the main paper can be derived as follows:
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∣∣∣Rˆ(Xul)− Rˆ(Xl)∣∣∣ =
∣∣∣∣∣ 1M
M∑
i=1
`(h(xiul), y
i
ul)−
1
N
N∑
i=1
`(h(xil), y
i
l)
∣∣∣∣∣ (16)
=
∣∣∣∣∣ 1N
N∑
i=1
K∑
k=1
δk(y
i
l) log[softmax(z(x
i
l))]k −
1
M
M∑
i=1
K∑
k=1
δk(y
i
ul) log(softmax[z(x
i
ul))]k
∣∣∣∣∣ (17)
=
∣∣∣∣∣ 1N
N∑
i=1
[
K∑
k=1
δk(y
i
l)z(x
i
l)k − LSE(z(xil))
]
− 1
M
M∑
i=1
[
K∑
k=1
δk(y
i
ul)z(x
i
ul)k − LSE(z(xiul))
]∣∣∣∣∣ (18)
=
∣∣∣∣ K∑
k=1
[
1
N
N∑
i=1
δk(y
i
l)z(x
i
l)k −
1
M
M∑
i=1
δk(y
i
ul)z(x
i
ul)k
]
(19)
+
[
1
M
M∑
i=1
LSE(z(xiul))−
1
N
N∑
i=1
LSE(z(xil))
] ∣∣∣∣ (20)
≤
K∑
k=1
∣∣∣∣∣ 1N
N∑
i=1
δk(y
i
l)z(x
i
l)k −
1
M
M∑
i=1
δk(y
i
ul)z(x
i
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∣∣∣∣∣
+
∣∣∣∣∣ 1M
M∑
i=1
LSE(z(xiul))−
1
N
N∑
i=1
LSE(z(xil))
∣∣∣∣∣ (21)
/
K∑
k=1
∣∣∣∣∣ 1N
N∑
i=1
δk(y
i
l)z(x
i
l)k −
1
M
M∑
i=1
δk(y
i
ul)z(x
i
ul)k
∣∣∣∣∣
+
∣∣∣∣∣ 1M
M∑
i=1
max(z(xiul))−
1
N
N∑
i=1
max(z(xil))
∣∣∣∣∣ (22)
/
K∑
k=1
[∣∣∣∣∣ 1N
N∑
i=1
δk(y
i
l)z(x
i
l)k −
1
M
M∑
i=1
δk(y
i
ul)z(x
i
ul)k
∣∣∣∣∣︸ ︷︷ ︸
(F)
+
∣∣∣∣∣ 1M
M∑
i=1
δk(h(x
i
ul))z(x
i
ul)k −
1
N
N∑
i=1
δk(h(x
i
l))z(x
i
l)k
∣∣∣∣∣︸ ︷︷ ︸
(♠)
]
(23)
We plugin the cross entropy loss function where δp(q) is one if p = q and zero otherwise, see Eq. (17). Then, we
reformulate in Eq. (18) the cross entropy function using the LSE function. In Eq. (20) we reorder the terms and split the first
term in a sum over all class labels. Then, the triangle inequality provides an upper bound of Eq. (20) in Eq. (21). Finally,
we use the LSE approximation to obtain the approximate upper bound, see Eq. (22). Then, in Eq. (23), we use the fact that
max z(x) and extracting the value z(x)k at position k where k corresponds to the most likely/predicted class are equivalent.
Furthermore, we use the triangle inequality to split this last term in Eq. (22) in a sum over all class categories. Note, that both
terms (F) and (♠) only differ by the argument of δk(·). Therefore, we concentrate first on (F) and derive from there (♠).
The term (F) can be further bounded:
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(F) =
∣∣∣∣∣ 1N
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[
Wf(xil) + b
]
k
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We use the definition of z(x) in Eq. (13) to rearrange the terms into a sample dependent and independent part, see Eq. (25).
We observe that bk is independent of the data samples x. This leads to Eq. (26). where we reformulated (Wf(x))k and
got Wkf(x) where Wk is the kth row vector of W. In Eq. (27) we factorize Wk and bk. In Eq. (28) we used the triangle
inequality to split the sum into two parts. In Eq. (29) we use the triangle inequality again to move Wk outside of the absolute
term, and |ab| = |a||b| where a.b ∈ R to pull the bias in front of the other absolute term.
The inner term (♠) is bounded the same way as (F) and differs only by the arguments of δk(·) either we use the true or
the predicted labels to compute the average representation per class:
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The sum of the two terms (F) and (♠) over all class categories K leads to the upper bound of Theorem 1.
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A.6. Additional Experiments
A.6.1 MMD vs. Test Error
Tab. 4 reports experimental results for the two considered metrics, of all considered SSL methods in this paper and for both
data sets at different operating points. These numbers backup the summarized view presented in Figs. 4 and 2. In addition,
we show in Fig. 6 how the feature embedding changes when using more labeled samples to train the supervised-only method.
Clearly, we observe that more annotations improve the distribution alignment. Fig. 7 shows a comparison of the feature
embedding with and without distribution alignment for different SSL methods. We conclude that the improvement obtained
by adding distribution alignment translates to a tighter aligned feature embedding.
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Table 4: Comparison between the two feature distribution alignment measures MMD2 (×10−3) and mMMD2 (×10−3) and
the test error (%) for different data sets, methods and operating points.
SVHN CIFAR
200 labels 500 labels 1000 labels 250 labels 1000 labels 4000 labels
73257 images 73257 images 73257 images 50000 images 50000 images 50000 images
Supervised-
only
MMD 27.34± 3.20 9.90± 1.60 5.79± 0.31 33.03± 1.08 5.28± 0.30 1.39± 0.38
Test Err. 29.82± 1.37 15.43± 1.07 10.74± 0.28 54.69± 1.32 35.79± 1.45 19.74± 0.28
Π Model
MMD 82.08± 14.77 8.44± 1.37 10.62± 1.33 91.28± 7.05 38.05± 2.03 2.30± 0.25
Test Err. 17.80± 1.84 8.81± 0.28 5.16± 0.28 53.68± 1.50 34.27± 1.45 15.98± 0.16
Mean
Teacher
MMD 58.49± 9.63 30.77± 5.12 19.64± 3.80 69.60± 19.38 21.16± 2.53 4.06± 0.26
Test Err. 15.62± 0.97 6.28± 0.11 5.03± 0.19 53.09± 1.60 33.29± 0.99 15.35± 0.18
VAT
MMD 13.73± 1.94 5.44± 0.13 2.20± 0.25 27.91± 1.45 7.62± 2.06 1.19± 0.20
Test Err. 13.41± 1.55 7.35± 0.38 5.91± 0.37 39.90± 3.73 23.08± 2.87 12.59± 0.21
Adversarial
Alignment
MMD 1.13± 0.49 1.09± 0.31 0.66± 0.23 39.85± 2.11 0.80± 0.15 0.48± 0.22
Test Err. 8.72± 0.53 7.68± 0.16 7.54± 0.26 43.79± 1.67 25.17± 0.60 15.55± 0.37
A.6.2 Adversarial Distribution Alignment Improvements
Tabs. 5 and 6 present all the operating points that were evaluated on the two data sets. In both cases, they allow to confirm the
previously presented trend: Adversarial distribution alignment helps reducing the test errors in all cases and shines especially
when very few labels are used.
A.6.3 Experiments with Wide Residual Networks
Additionally to the advantages presented earlier, we highlight the independence of our method to the proposed CNN archi-
tecture, by re-running the best performing experiments using a Wide ResNet [42]. More specifically, we use WRN-28-2,
that was recently proposed for SSL [25]. We use the same training strategy for the wide residual net as for the previously
introduced network.
We also repeat the experiments without consistency and VAT [23] when using a wide residual net. The results (see Tab. 7)
emphasize the even higher performance of our method with a wide residual network:
• Adversarial distribution alignment reduces the test error for any operating point by more than 2.47.
• VAT with adversarial distribution alignment achieves a test error of only 4.83% using 150 labels. In comparison, the
fully-supervised model (requiring 73k labels), achieves an error of 3.38%.
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(a) 150 labels
81.2± 1.2
36.8± 3.1
(b) 200 labels
27.3± 3.2
29.8± 1.4
(c) 250 labels
36.4± 1.4
26.0± 1.4
(d) 500 labels
9.9± 1.6
15.4± 1.1
(e) 1000 labels
5.8± 0.3
10.7± 0.3
Figure 6: T-SNE [22] visualizations of the feature space for the supervised-only method using different amount of labeled
samples. The dots with a black border correspond to labeled and all other to unlabeled samples, the colors identify the class
correspondence. The models are trained with 200 labeled samples from SVHN [24]. The plots show 5000 unlabeled samples.
The 2nd row in the sub captions reports MMD2 (×10−3) and the last row shows the test error (%).
(a) Supervised-only
27.3± 3.2
29.8± 1.4
(b) Π-Model
82.1± 14.8
17.8± 1.9
(c) Mean Teacher
58.5± 9.6
15.6± 1.0
(d) VAT
13.7± 1.9
13.4± 1.6
(e) Alignment
1.1± 0.5
8.7± 0.5
(f) Π-Model with Alignment
0.6± 0.4
7.0± 0.7
(g) Mean Teacher with Alignment
0.82± 1.4
6.9± 0.7
(h) VAT with Alignment
2.3± 0.4
4.9± 0.1
Figure 7: T-SNE visualizations of the feature space for different SSL training strategies without and with our distribution
alignment method. The dots with a black border correspond to labeled and all other to unlabeled samples, the colors identify
the class correspondence. The models are trained with 200 labeled samples from SVHN [24]. The plots show 200 labeled
and 5000 unlabeled samples. The 2nd row in the sub captions reports MMD2 (×10−3) and the last row shows the test error
(%).
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Table 5: Test errors (%) for different SSL methods with and without distribution alignment on SVHN. The fully-supervised
model with 73k labeled training samples achieves a test error of 2.89± 0.05.
LAdv 150 labels 200 labels 250 labels 500 labels 1000 labels
No Consistency
— 36.81± 3.08 29.82± 1.37 26.04± 1.43 15.43± 1.07 10.74± 0.28
X 9.09± 1.08 8.72± 0.53 8.43± 0.13 7.68± 0.16 7.54± 0.26
Reduction 27.72 21.10 16.61 7.75 3.20
Π Model
— 31.23± 1.93 17.80± 1.84 11.98± 0.54 8.81± 0.28 6.12± 0.24
X 8.62± 0.36 6.96± 0.71 6.54± 0.19 6.28± 0.11 5.16± 0.28
Reduction 22.61 8.84 5.44 2.53 0.96
Mean Teacher
— 29.69± 7.92 15.62± 0.97 11.85± 0.91 7.07± 0.41 5.03± 0.19
X 7.48± 1.25 6.93± 0.70 6.68± 0.23 5.67± 0.11 5.14± 0.20
Reduction 12.21 8.69 4.17 1.40 -0.09
VAT
— 18.30± 4.02 13.41± 1.55 10.59± 0.98 7.35± 0.38 5.91± 0.37
X 8.93± 3.24 4.91± 0.12 4.71± 0.12 4.67± 0.24 4.93± 0.07
Reduction 9.63 8.50 5.88 2.68 0.98
Table 6: Test errors (%) for all SSL methods with and without distribution alignment on CIFAR-10. The fully-supervised
model with 50k labeled training samples achieves a test error of 6.87± 0.14
LAdv 250 labels 500 labels 1000 labels 2000 labels 4000 labels
No Consistency
— 54.69± 1.32 45.69± 1.37 35.79± 1.45 26.71± 0.89 19.74± 0.28
X 43.79± 1.67 35.36± 1.09 25.17± 0.60 18.96± 0.50 15.55± 0.37
Reduction 10.90 10.34 10.62 7.75 4.19
Π Model
— 53.68± 1.50 44.41± 0.79 34.27± 1.45 22.31± 0.70 15.98± 0.16
X 43.42± 2.03 34.00± 1.11 23.40± 0.49 17.51± 0.50 13.64± 0.29
Reduction 10.26 10.41 10.87 4.80 2.34
Mean Teacher
— 53.09± 1.60 44.47± 1.13 33.29± 0.99 21.40± 0.44 15.35± 0.18
X 41.75± 1.52 33.27± 0.82 24.23± 1.22 17.37± 0.62 13.69± 0.23
Reduction 11.34 11.20 9.06 4.03 1.67
VAT
— 39.90± 3.73 27.95± 3.56 23.08± 2.87 15.62± 0.30 12.59± 0.21
X 29.44± 2.00 20.47± 0.66 16.35± 0.36 13.85± 0.37 11.54± 0.16
Reduction 10.46 7.48 6.73 1.78 1.05
Table 7: Test errors (%) of WRN-28-2 for all SSL methods with and without distribution alignment on SVHN. The fully-
supervised model with 72k labeled training samples achieves 3.38± 0.05.
LAdv 150 labels 200 labels 250 labels 500 labels 1000 labels
No Consistency
— 32.34± 1.43 27.86± 1.30 22.93± 1.27 15.39± 0.63 11.45± 0.45
X 11.44± 1.42 8.94± 0.42 8.44± 0.37 8.05± 0.32 7.87± 0.30
Reduction 20.90 18.92 14.49 7.34 3.58
VAT
— 16.41± 1.62 16.66± 5.55 11.64± 2.65 8.36± 0.23 6.67± 0.38
X 4.83± 0.21 4.75± 0.12 4.80± 0.21 4.16± 0.28 4.20± 0.14
Reduction 11.58 11.91 6.84 4.20 2.47
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