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Parallel and Distributed State Estimation 
D.M. Falciio* Felix F. Wu Liam Murphy 
Department of Electrical Engineering and Computer Sciences 
University of California at Berkeley 
Berkeley, CA 94720 
Abstract-The need in recent years for higher fre- 
quency in state estimation execution covering larger 
supervised networks has led to the investigation of 
faster and numerically more stable state estimation 
algorithms. However, technical developments in dis- 
tributed Energy Management Systems, based on fast 
data communication networks, open up the possibility 
of parallel or distributed state estimation implemen- 
tation. In this paper, this possibility is exploited to 
derive a solution methodology based on conventional 
state estimation algorithms and a coupling constraints 
optimization technique. Numerical experiments show 
suitable performance of the proposed method with re- 
gard to estimation accuracy, convergence robustness 
and computational efficiency. The results of these ex- 
periments also indicate the decoupled nature of the 
state estimation problem. 
I. INTRODUCTION 
State estimation is a basic module in the advanced 
application software (network analysis) of modern Energy 
Management Systems ( EMS ). Its main function is to pro- 
vide reliable estimates of the quantities required for mon- 
itoring and control of the electric power system [1]-[3]. In 
almost all state estimation implementations, a set of mea- 
surements obtained by a SCADA system at approximately 
the same time instant throughout the whole supervised 
network is centrally processed by a static state estimator 
at regular intervals or by operator request. Modern high 
speed data acquisition equipment is able to obtain new 
sets of measurements every 1-10 seconds, but the present 
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EMS hardware and software only allow the processing of 
state estimations every few minutes. It has been argued 
( see the discussion by Slutsker et a1 in [4], [5] ) that a 
more useful state estimation operational scheme would be 
achieved by shortening the time interval between consec- 
utive state estimations to allow a closer monitoring of the 
system evolution, particularly in emergency situations in 
which the system state changes more rapidly. Another 
industry trend is to enlarge the supervised network by 
extending state estimation to low voltage subnetworks. 
These trends pose the challenge of performing state esti- 
mation in a few seconds for networks with thousands of 
nodes. 
The requirement for higher frequency in state estima- 
tion execution has led to the development of faster state 
estimation algorithms. The desire for larger supervised 
networks increases the demands on the development of nu- 
merically stable algorithms [SI. Conventional centralized 
state estimation methods have reached a stage in which 
substantial improvements in either speed or numerical ro- 
bustness are unlikely. On the other hand, technical devel- 
opments in distributed EMS [7], based on fast data com- 
munication networks [8], open up the possibility of parallel 
or distributed algorithms [9, 101 for state estimation. 
Early approaches to the multiprocessor state estima- 
tion problem concentrated on hierarchical methods [ll]. 
These methods assume a star-like functional scheme and 
communication network, in which several remote proces- 
sors perform local state estimation in network areas and 
the results are send to a central computer that refines the 
calculation. This hierarchical approach suffers from the 
bottleneck and reliability problems inherent in a system 
with one central controlling node. Recently, several new 
approaches to the problem have been proposed, most of 
which are based on parallel solution schemes for the lin- 
ear system of equations associated with nonlinear state 
estimation algorithms [12]-[15] or linear programming de- 
composition techniques [16]. A recent project introduced 
a distributed algorithm based on dual recursive quadratic 
programming, but the reported results indicate limited 
computational performance [17]. 
In this paper, the possibility of parallel and distributed 
state estimation implementation is exploited to derive a 
solution methodology based on conventional state estima- 
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tion algorithms and a coupling constraints optimization 
technique. Conditions under which distributed state esti- 
mation provides accurate estimates of the state variables 
are determined. An extension of the algorithm which al- 
lows new measurements to be quickly incorporated into 
the state estimation process is investigated, leading to a 
distributed tracking algorithm. Numerical experiments 
are reported to assess the performance of the proposed 
method with regard to estimation accuracy, convergence 
robustness and computational efficiency, both in static 
and tracking mode operation. An evaluation of the degree 
of natural decoupling in the state estimation problem is 
also performed. 
11. MATHEMATICAL MODELING AND FORMULATION 
A. Measurement Models 
The information model used in power system state es- 
timation is represented by the equation 
z = h(t) + w (1) 
where z is a (rn x 1) measurement vector, 2: is a (n x 1) 
true state vector, h(.) is a (rn x 1) vector of nonlinear 
functions, w is a (rn x 1) measurement error vector, rn 
is the number of measurements, and n is the number of 
state variables. The usual choice for state variables are 
the bus voltage phase angles and magnitudes, while the 
measurements are active and reactive power flows, node 
injections and voltage magnitudes. 
As in loadflow calculations, it has been found that 
state estimation algorithms based on decoupled versions 
of (1) behave adequately for the usual power networks 
[l, 21. Therefore, the following decoupled model is usually 
adopted: 
zp = hP(Q1 v) + wp (2) 
zq = hq(elV) +Uq (3) 
where 6 (ne x 1) and v (n, x 1) are the vectors of true 
voltage magnitudes and phase angles; p and q are sub- 
scripts indicating partitions of vectors and matrices cor- 
responding to active and reactive measurements, respec- 
tively; ne = N - 1,  n, = N ,  and N is the number of 
network nodes. 
B. Problem Formulation and Optimality Conditions 
Assume that the power network is decomposed into 
M areas. The areas are connected through boundary 
buses which belong simultaneously to both adjacent ar- 
eas. Therefore, there are overlapping areas which may 
be observed using both adjacent measurement sets. The 
number of boundary buses may be kept to a minimum, 
or may incorporate a few extra buses in order to facilitate 
some estimation functions such as bad data processing. 
A further assumption is that there are no injection mea- 
surements in the overlapping area buses. This assumption 
does not necessarily represent a practical limitation to the 
proposed methodology, as actual injection measurement 
buses in overlapping areas can be replaced by fictitious 
buses with no injection measurement connected to the ac- 
tual buses ( now placed outside the overlapping area ) by 
zero impedance lines [18]. 
Under the above assumptions, the state estimation 
problem introduced in (2) and (3) can be decomposed as 
f 0 11 0 w s 
~ p "  = h,k(ek,vk) k = 1, ..., M (4) 
Z; = h; (ek ,  vk) + w; ,  k = 1, ..., M (5) 
where 
zp" and z t  are vectors of active and reactive measure- 
ments in area k; dimensions: (mi x 1) and (mi x l), 
respectively. 
Ok and vk are vectors of voltage phase angles and mag- 
nitudes in area k, including the ones corresponding 
to the boundary buses; dimensions: (ni x 1)  and 
(n," x I), respectively. 
The WLS state estimate for the distributed estimation 
problem defined in (4) and (5) can be obtained by solving 
a constrained optimization problem with a separable ob- 
jective functioa and a set of linear constraints introduced 
to force state variables in overlapping areas to assume the 
same values : 
M 
M M 
k = l  k = l  
where Ai and A; are (I x n,") and (I x n,") matrices, respec- 
tively (1 is the number of boundary buses), whose nonzero 
elements are either 1 or -1. 
The necessary conditions for the solution of the above 
problem, derived from the corresponding Lagrangian func- 
tion L ,  are: 
+[A,kITrp = 0 
= -[H;]T[R;]-' 
a L  
a v k  
-
+[A;ITyq = 0 
k = 1, ..., M (8) 
zq 6 - hq(6 k k k  1 v )I -t 
k = 1, ..., M (9) 
(10) 
a L  - = C A ; v k  = 0 '" k = l  
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where yp and yq are ( I  x 1) vectors of Lagrange multipliers 
and 
a h p k  ,v k )  ah;(ek ,  v k )  
a e k  a V k  
, H i =  Hp” = 
calculated at the solution point. 
C. Basic Algorithm 
As in the integrated state estimation approach [l, 21, 
the Gauss-Newton method combined with the usual Fast 
Decoupled Loadflow assumptions can be used to solve (8)- 
(10). This leads to the following algorithm : 
g k ( i +  1) = e k ( i )  + [Cp”]-’Ab,k(i), 
k = 1, ..., M (11) 
M 
yP(i + 1) = N i l  C A ; J k ( i  + 1) (12) 
k = l  
Ok(i + 1) = gk(i  + 1) - [Cp”]-l[Apk]Typ(i + l), 
k = 1, ..., M (13) 
and 
Gk(i  + 1) = vk( i )  + [Ci]-’Abi(i), 
k = 1,  ..., M (14) 
M 
yP(i + 1) = Nrl C A i G k ( i  + 1) (15) 
k = l  
vk( i  + 1) = Gk(i + 1) - [C,”]-’[A:ITyq(i + l), 
k = 1, ..., M (16) 
where 
Ab;(;) = [Hp”]’[R,”]-’[%,” - h;(flk(i) ,  vk( i ) ) ]  (17) 
Abi(i) = [Hi]TIRt]-l[zt 
- h f ( @ k ( i  + I), vk( i ) ) ]  (18) 
Cp” = [Hp”IT[R;]-’Hp” (19) 
Ci = [H,k]T[Ri]-’Hi (20) 
Np = CA;[Cpk]-’[A;IT (21) 
Nq = CA:[C,k]-’[A;IT (22) 
M 
k = l  
M 
k = l  
and Hp and Hq are calculated at nominal conditions and 
kept constant in the iterative process. 
D. Distributed Algorithm 
A straightforward implementation of the algorithm 
given in (11)-(22) leads to a hierarchical estimator. As 
explained earlier, this kind of estimator is less preferable 
for parallel or distributed processing. A version of the al- 
gorithm more suitable to this type of processing can be 
obtained by neglecting the off-diagonal elements in matri- 
ces C: and Ci in equations (12,13) and (15,16), as in [19]. 
In this case, these equations can be merged and rewritten 
6”( i+  1) = P(i+ 1) + A j k ( i +  1) (23) 
v k ( i +  1) = Gk(i  + 1) + AGk(i+ 1) (24) 
where all the elements of A@(i  + 1) are zero except the 
ones corresponding to boundary buses, which are given by 
as 
k 
gkr + dr A@(i  + 1) = & A [ @ ( i  + 1) - @(i + l)]  (25) 
where g:r and g i r  are diagonal elements corresponding 
to bus r of the inverse gain matrices of the neighboring 
areas k and j ,  respectively, and the sign is set to + or - 
according to A:. The elements of AGk(i+l) are calculated 
similarly. 
E. Distributed Asynchronous Algorithm 
The algorithm introduced in the previous section cal- 
culates the 6’ and v updates at  every iteration in a syn- 
chronous way : it has to wait until the state vector is 
updated in all areas before it starts a new iteration. This 
approach presents drawbacks for both parallel and dis- 
tributed processing. In parallel processing, synchronous 
algorithms usually fail to achieve high efficiency due to 
processor idle times, unless a perfect load balancing is ob- 
tained. In distributed processing, this approach requires 
difficult synchronizing operations in geographically dis- 
tributed systems. Asynchronous algorithms, on the other 
hand, are more suitable for both parallel and distributed 
processing implementations. 
In the case of the distributed algorithm described 
above, simulated experiments have shown that the com- 
putation can continue even in the absence of information 
from other areas. This fact can be understood by realizing 
that equations (11) and (14) are in fact a local decoupled 
state estimator. This property makes the algorithm suit- 
able to asynchronous implementation. Obviously, in this 
case matching of boundary bus state variables would not 
be achieved. 
111. COMPUTATIONAL EXPERIMENTS 
The distributed state estimation methodology intro- 
duced in this paper was tested using a simulated environ- 
ment running in a conventional uniprocessor computer. 
The objective of the simulation study was to assess the 
performance of the proposed algorithm with regard to es- 
timation accuracy, convergence robustness and numerical 
Iterative Intermediate No. of Iterations 
Scheme Tolerance Local/Constraints 
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J Test No. Global 
Case of Redun- I buses I dancy I bus/area I buses I Redundancy I 
I A1 I 14 I 1.7 I 5/7/6 I 4 I 1.4/1.3/1.4 I 
Decomposition 
No. of I Bound. I Area 
A2 I 14 I 2.7 I 51716 I 4 I 2.7j2.lj2.2 
B1 I 30 I 1.4 1 14/19 I 3 1  1.5/1.3 
B2 
C1 
C2 
30 2.4 1 4 j ~  3 2.3 j2.1 
118 1.5 47/39/38 6 1.511.311.6 
118 2.5 47/39/38 6 2.412.21 2.5 
efficiency. Also, some tests were performed to evaluate the 
local nature of the state estimation process. No attempt 
was made to simulate communication delays as these are 
highly dependent on the parallel or distributed computer 
system used in practice. The simulation program is coded 
in Fortran 77 and the tests reported here were carried out 
in a DEC-Station 5000/200 computer under the Ultrix 
V4.2 operating system. 
A. Simulation of a Distributed Environment 
The simulation program was developed around a basic 
state estimation routine designed to be the node routine 
in an actual parallel or distributed implementation. This 
routine consists of three components: 
A fast decoupled state estimator as defined in 
method number 12 of [20]. 
A routine to perform the coupling constraints en- 
forcement as defined in (23,24). 
Routines to perform pseudo-communication func- 
tions consisting of the transference to and from a 
common memory buffer of data that would be inter- 
changed between processors in an actual distributed 
implementation. 
B. Test Cases 
The IEEE 14-, 30-, and 118-bus standard networks 
were used to perform the tests reported in this section. 
The measurement systems were chosen to produce a rel- 
atively evenly distributed local redundancy ratio over the 
network. Measurement injections and line flows were al- 
ways specified in active and reactive pairs. Two levels of 
global redundancy were specified for each measurement 
system: normal level and low level. Measurement errors 
were simulated adding normally distributed random num- 
bers to loadflow results with parameters defined as in [20]. 
The network decomposition followed natural boundaries, 
identified by examining the one-line diagram of the test 
systems. Table 1 shows the data for each test case. 
C. Iterative Schemes 
Several iterative schemes can be used to implement the 
state estimation algorithm introduced in this paper. The 
following three were tested: 
S1: Apply the coupling constraint terms defined in 
(23,24) after every iteration of the local estimators 
given in (11,14). 
0 S2: First allow the local estimators to  converge to 
the desired tolerance, and then apply the coupling 
constraint corrections without any further local es- 
timation iterations. 
S3: Allow the local estimators to converge to a tol- 
erance relatively close to the desired one, and from 
then on, use an alternating iterative scheme between 
the local estimations and the coupling constraints 
corrections. 
Our computational experiments have shown that scheme 
S1 severely disturbs the local estimators iterative pro- 
cesses producing unacceptably inaccurate final results. 
Scheme S2 gives acceptable results, but slightly better re- 
sults were achieved with scheme S3. For example, both 
schemes give similar values of J ,  but S3 takes fewer itera- 
tions to converge. In Table 2 some results obtained with 
the three iterative schemes above are shown for test case 
A2. In this Table, the number of iterations is the aver- 
age number required in all area state estimations and J is 
the average sum of the squared normalized errors in the 
estimates of measured variables. 
The distributed state estimator used for the remain- 
der of this paper uses scheme S3 with the two tolerance 
thresholds set to lo-’ and respectively. The conver- 
gence of this iterative scheme appears to be robust, since 
similar results were found in all other test cases. 
Iterative scheme S1 is a synchronous process requiring 
information exchange after every iteration of the local es- 
timators. S2 can be implemented asynchronously as the 
values of the state variables in neighbor areas do not in- 
fluence the local estimation iterative process and can be 
incorporated any time after the convergence of the local 
processes. S3 can be classified as a loosely synchronous 
process in which the external information is incorporated 
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B2 
0.34 
0.38 
0.35 
0.76 
0.77 
0.76 
0.30 
0.26 
0.25 
0.19 
0.19 
0.19 
0.10 
0.13 
in the local iterative process at a later stage, without re- 
quiring precise synchronism. 
C1 C2 
0.72 0.39 
0.74 0.55 
0.73 0.52 
2.76 0.52 
9.07 1.76 
9.09 1.23 
0.22 0.18 
0.69 0.23 
0.68 0.24 
0.39 0.24 
0.95 0.36 
0.94 0.35 
0.15 0.12 
0.38 0.15 
D. Estimation Accuracy Assessment 
The accuracy of the algorithm introduced in this paper 
was assessed through several performance indices ( PI ) 
defined as follows: 
1) Overall Estimation Accuracy: comparison of esti- 
mated and true values of state and measured variables. 
Two sets of indices were used: a) maximum and average 
percentage error in phase angles' and voltage magnitudes 
( e r ,  e:, e r ,  e:);  b) J as defined above. 
2) Discrepancy in Boundary Variables: maximum and 
average discrepancy between the estimated values of 
phase angles and voltage magnitudes (pu) of bound- 
ary buses modeled as different buses in adjacent areas 
The results of the distributed state estimation (DSE) 
algorithm are compared in Table 3 with those of the es- 
timates obtained with the conventional integrated state 
estimator (ISE) and a completely independent area state 
estimation procedure (ASE). In almost all the cases stud- 
ied, the DSE was an improvement over the ASE in terms of 
the overall estimation accuracy measures.2 The discrep- 
ancies in boundary variables for the DSE are negligible 
and are not shown in this Table. 
(dr,d:, q, 4). 
E. Eficiency 
The efficiency of the distributed estimator is defined 
by the following formula : 
E = I O O  T,,e/ M Tdje (26) 
where Tise and Tdse are the elapsed time for the integrated 
and distributed state estimation calculations, respectively, 
and M is the number of areas. 
Although no communication delays were simulated in 
the tests reported in this section, the calculated efficien- 
cies give a first approximation to those expected in an ac- 
tual parallel or distributed implementation. It should be 
noted that the network decomposition used in the exam- 
ples was not optimized to produce maximum efficiency. 
The state estimation algorithms, both in the integrated 
and distributed form, involves two stages: a) noniterative 
calculations consisting of the calculation and factorization 
For this distributedstate estimation, a reference angle was taken 
in each area, and matching at area boundaries was used to derive a 
system reference angle. 
*For the ASE, the discrepancies in voltage magnitudes are higher 
than those in phase angles, although the voltage magnitude estima- 
tion accuracies are smaller. This is possible since estimation accu- 
racies are percentage errors from the solution, and a more accurate 
set may still contain larger discrepancies. 
Table 3: Estimation Accuracy Results 
DSE 
DSE 
ISE 
d:: ASE 
d: ASE 
E(%) 
80 
Noniterative 
U Iterative 
- 
B1 
0.83 
0.86 
0.85 
0.57 
3.57 
2.52 
0.27 
1.73 
1.69 
0.22 
1.30 
1.29 
0.18 
0.92 
0.90 
0.002 
0.001 
0.021 
0.009 
- 
- 
- 
- 
- 
- 
-
0.12 I 0.37 I 0.15 
0.001 I 0.008 I 0.003 
II B2 C1
Test  Case 
Figure 1: Distributed Estimation Efficiency 
of the gain matrices; b) iterative calculations. The effi- 
ciency for both stages in the calculations were obtained 
for the test cases and are shown in Figure 1. The pro- 
gram elapsed times used in these calculations are average 
values obtained in a time sharing machine. In all cases 
there is reasonable speedup in the calculations due to the 
use of multiple processors. Similar results ( slightly better 
for the iterative calculations ) were obtained for the ASE. 
F.  Tracking State Estimation 
The ability of the proposed distributed state estima- 
tion algorithm to track the state vector time evolution 
through incremental updates [21] was assessed in an ex- 
periment performed with the 14-bus system. The objec- 
tive was to simulate a smooth but steep load evolution 
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100- 
One iteration 
A A  A A A  
A 
0 
0 .  0 0 . 0  ‘ ) o * .  
* 
Figure 2: Tracking Estimation Performance 
pattern, like for example in morning load pick-up. A se- 
ries of ll consecutive measurement sets for test case A2 
were generated with an approximate 1% increase in total 
load from one time instant to the other. Three different 
estimation schemes were tested: 
0 Full iterative scheme (Sl) in a11 intervals. 
0 Only one iteration in all intervals except interval 0, 
in which the full iterative scheme was used. 
0 The same as in the previous item except that in area 
3 there was no processing of new measurement infor- 
mation in time intervals 1-10. Only the information 
obtained from the coupling constraints enforcement 
(23,24) is used. 
The results obtained for area 3 are presented in Figure 
2. These results show the ability of the algorithm to easily 
follow the system state time evolution (only one iteration 
per interval), with an acceptable and stable accuracy level. 
They also show its inability to transfer information from 
one area to the other through the coupling constraints. 
IV. DISCUSSION 
We make the following observations : 
0 The state estimation problem exhibits a naturally 
decoupled characteristic well suited for parallel and 
distributed processing. As long as observability is 
preserved, independent area state estimation ( state 
estimation in each area without information ex- 
change between areas ) provides adequate results in 
terms of accuracy, convergence robustness and com- 
putational efficiency. The only drawback of this ap- 
proach is the discrepancy in the values of boundary 
bus state variables estimated using different sets of 
measurements. In most cases, particularly the ones 
with higher redundancy levels, the values of the dis- 
crepancies are acceptable. 
0 The proposed distributed approach improves the ac- 
curacy of the overall estimation and eliminates the 
discrepancy in the boundary bus state estimates 
with minimal effect on the computational efficiency. 
This approach can be implemented using conven- 
tional algorithms for integrated state estimation. 
0 The iterative scheme used in the distributed state 
estimation should take into consideration the local 
nature of the estimation problem by allowing a first 
approximation of the local solutions before starting 
the information exchange and coupling constraints 
enforcement. 
0 Preliminary tests showed an adequate performance 
of the distributed algorithm in tracking mode oper- 
ation. This indicates that the proposed method can 
be used to implement very fast incremental state es- 
timation schemes. 
0 The proposed methodology can be implemented 
both in a distributed and parallel environment. In 
the distributed case, a distributed state estimation 
process would allow a better use of computer re- 
sources available througout the geographically and 
functionally distributed power network, and the 
minimization of communication requirements. In 
the parallel case, a parallel implementation of an 
incremental state estimation process may produce 
state estimates at a rate comparable to the ones of 
modern data acquisition systems. 
0 The presence of bad data in state estimation is 
known to cause the accuracy of the results to de- 
teriorate unless it is detected and removed. The 
proposed distributed scheme S3 has the advantage 
that bad data can be detected and removed during 
the local estimation stage using a standard approach 
( for example, the largest normalized residue test ), 
so that the problem does not even come up in the 
coupling constraint correction stage. 
Bad data close to the boundary, if not removed, may 
cause large discrepancies in boundary variables and 
may seriously affect convergence of distributed state 
estimation. The problem may be alleviated by se- 
lecting boundaries to ensure sufficient local redun- 
dancy to minimize the impact of bad data. 
V. CONCLUSIONS 
This paper has introduced a methodology for parallel 
and distributed state estimation based on conventional al- 
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gorithms associated with a coupling constraints optimiza- 
tion technique. The results of computational experiments 
indicate that the proposed algorithm is accurate, robust 
and efficient in terms of reducing the required computa- 
tion time. An important by-product of the work reported 
in this paper is the indication that state estimation is a 
naturally decoupled problem. Important parallel and dis- 
tributed processing issues, such as data base access and 
communication between processors, were not addressed 
here. In addition, bad data processing and observability 
analysis, in the distributed context, were not simulated 
and require further research. A strong practical advan- 
tage of the methodology introduced in this paper is the 
use of standard state estimation algorithms. However, this 
should not limit the investigation of other algorithmic ap- 
proaches more tailored to the parallel or distributed as- 
pects of the state estimation problem. 
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