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Abstract
Fixed a continuous kernel K on the d-dimensional torus, we con-
sider a generalization of the univariate sk-spline to the torus, associ-
ated with the kernel K. It is proved an estimate which provides the
rate of convergence of a given function by its interpolating sk-splines,
in the norm of Lq for functions of the type f = K ∗ ϕ where ϕ ∈ Lp
and 1 ≤ p ≤ 2 ≤ q ≤ ∞, 1/p − 1/q ≥ 1/2. The rate of convergence is
obtained for functions f in Sobolev classes and this rate gives optimal
error estimate of the same order as best trigonometric approximation,
in a special case.
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1 Introduction
The sk-splines are a natural generalization of the polynomial splines and of
the L-splines of Micchelli [11]. The sk-splines were introduced and their
basic theory developed by A. K. Kushpel. The latest results about
convergence of sk-splines on the circle in the spaces Lq, were obtained by
Kushpel in [6, 7]. For an overview of approximation by sk-splines see [11].
In Section 3 we introduce the concept of sk-spline on the torus Td and we
show some basic results. In Section 4 we define the fundamental sk-spline,
interpolating sk-splines and we find conditions for the existence and
uniqueness of interpolating sk-splines of a given function. We show that the
interpolating sk-spline can be obtained from the fundamental sk-spline. In
Section 5 we prove Theorem 5.7 which provides the rate of convergence of a
given function by its interpolating sk-splines. The rate of convergence is
given in the norm of Lq(Td) for functions of the type f = K ∗ ϕ where
ϕ ∈ Lp(Td) and K is a fixed kernel, for 1 ≤ p ≤ 2 ≤ q ≤ ∞ where
p−1 − q−1 ≥ 2−1. The most important result for our applications is the
Corollary 5.9.
Consider fixed a kernel K. Given n = (n1, . . . , nd) ∈ N
d and
k = (k1, . . . , kd) ∈ Z
d let xk = (xk1 , . . . , xkd), xkl = pikl/nl. We denote by
skn(f, ·) the unique interpolating sk-spline of a function f with set of knots
and interpolating points Λn = {xk : 0 ≤ kl ≤ 2nl − 1, 1 ≤ l ≤ d}. In the last
section we prove that if γ ∈ R, γ > d,
K(x) =
∑
l∈Zd\{0}
|l|−γeil·x, x ∈ Td, (1)
where | · | is the norm | · |2 or | · |∞ on R
d, n = (n, . . . , n) ∈ Nd,
1 ≤ p ≤ 2 ≤ q ≤ ∞, with 1/p− 1/q ≥ 1/2, then there is a positive constant
Cp,q, independent of n ∈ N, such that
sup
f∈K∗Up
||f − skn(f, ·)||q ≤ Cp,qn
−γ+d(1/p−1/q). (2)
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The set K ∗ Up = {K ∗ ϕ : ϕ ∈ Up}, where Up is the unit ball of L
p(Td), is a
Sobolev class on the torus Td.
It follows from [10] and [13] that for 1 ≤ p ≤ 2 ≤ q <∞, the (2n)d-width of
Kolmogorov of K ∗ Up verifies
d(2n)d(K ∗ Up, L
q) ≍ n−γ+d(1/p−1/2). (3)
For n = (n, . . . , n) ∈ Nd, the dimension of the space SK(Λn) of
interpolating sk-splines on Λn is (2n)
d. Comparing (2) and (3) we can see
that the rate of convergence by interpolating sk-splines is as good as the
rate of convergence by subspaces of trigonometric polynomials of the
dimension of SK(Λn) on Sobolev classes, when p = 1 and q = 2, that is, the
rate of convergence is optimal in the sense of n-widths. The construction of
the optimal interpolating sk-splines is given in Theorem 4.5. SK(Λn) is an
optimal subspace for the Kolmogorov (2n)d-width of the Sobolev class
K ∗ U1 in L
2.
In [4, 5] the convergence of sk-splines for functions in anisotropic Sobolev
classes on the torus was studied. These studies were improved in [3, 2]. The
best result was obtained in [2]. It was proved an almost optimal estimate,
in the sense of best approximation by trigonometric polynomials, for
functions in Sobolev classes, by sk-splines, optimal up to a logarithmic
factor. In [9] it was obtained a similar result for the case p = q = 1.
2 Preliminaries
If (an) and (bn) are sequences, we write an ≫ bn to indicate that there is a
constant C1 > 0 such that an ≥ C1bn for all n ∈ N and we write an ≪ bn to
indicate that there is a constant C2 > 0 such that an ≤ C2bn for all n ∈ N.
We write an ≍ bn to indicate that an ≪ bn and an ≫ bn.
The d−dimensional torus Td is defined as the product of d copies of the
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quotient group R/2piZ, or Td = R/2piZ× R/2piZ× · · · × R/2piZ. We can
identify Td with the d−dimensional cube [−pi, pi]d and also with the
cartesian product S1 × · · · × S1, of d times the unitary circle
S1 = {eit : t ∈ [−pi, pi]}. We will consider Td endowed with the normalized
Lebesgue measure dν(x) =
(
1/(2pi)d
)
dx1dx2 · · ·dxd, where (1/2pi) dt is the
normalized Lebesgue measure on S1.
For l = (l1, . . . , ld), k = (k1, . . . , kd), j = (j1, . . . , jd) ∈ Z
d and
x = (x1, . . . , xd), y = (y1, . . . , yd) ∈ R
d, we denote x · y = x1y1 + · · ·+ xdyd;
lk = (l1k1, . . . , ldkd); l ≡ k mod(j) if there is p ∈ Z
d such that l− k = pj;
0 = (0, 0, . . . , 0); 1 = (1, 1, . . . , 1); |x|p = (|x1|
p + |x2|
p + · · ·+ |xd|
p)1/p for
1 ≤ p <∞; |x|∞ = max1≤j≤d |xj |.
In this paper we consider a arbitrary norm x→ |x| on Rd and we denote by
|l| the norm of the element l ∈ Zd.
We denote by Lp = Lp(Td), 1 ≤ p ≤ ∞, the vector space of all mensurable
functions f defined on Td and with values in C, satisfying
||f ||p =
(∫
Td
|f(x)|pdν(x)
)1/p
<∞, 1 ≤ p <∞,
||f ||∞ = ess sup
x∈Td
|f(x)| <∞.
We write Up = {f ∈ L
p(Td) : ||f ||p ≤ 1}.
Given f ∈ L1(Td) we define the Fourier series of the function f by∑
m∈Zd
f̂(m)eim·x.
where
f̂(m) =
∫
Td
f(x)e−im·xdν(x).
The convolution product of two functions f and g in L1(Td), denoted by
f ∗ g, is defined by
f ∗ g(x) =
∫
Td
f(x− y)g(y)dν(y).
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If 1 ≤ p, q ≤ ∞, f ∈ Lq(Td) and g ∈ Lp(Td), then the Young Inequality
says that f ∗ g ∈ Ls(Td), where 1/s = 1/p+ 1/q − 1, and
||f ∗ g||s ≤ ||f ||q||g||p.
Let (al)l∈Zd be a sequence of real numbers such that al = a−l for every
l ∈ Zd and∑
l∈Zd
|al| <∞.
Consider the kernel K(x) given by
K(x) =
∑
l∈Zd
ale
il·x.
We have that K is a real function, continuous and even. We consider the
convolution operator defined for f ∈ L1(Td) by
Tf(x) = K ∗ f(x), x ∈ Td.
T is a bounded linear operator from Lp(Td) to Lq(Td), for 1 ≤ p, q ≤ ∞.
For f ∈ L1(Td) we have
Tf(x) =
∑
l∈Zd
alfˆ(l)e
il·x,
and the norm of T as an operator from Lp to Lq is the norm of T as an
operator from Lp
′
to Lq
′
, that is ||T ||p,q = ||T ||q′,p′, for every p, q ∈ R,
1 ≤ p, q ≤ ∞, where p′ and q′ satisfy 1/p+1/p′ = 1/q+1/q′ = 1. We denote
K ∗ Up = {K ∗ f : f ∈ Up}.
For l, N ∈ N we define
Al = {k ∈ Z
d : |k|2 ≤ l}, A
∗
l = {k ∈ Z
d : |k|∞ ≤ l},
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Hl = [e
ik·x : k ∈ Al \ Al−1], H
∗
l = [e
ik·x : k ∈ A∗l \ A
∗
l−1],
where A−1 = A
∗
−1 = ∅ and [fj : j ∈ Γ ] denotes the vector space generated
by the functions fj : T
d −→ C, with j in the set of indexes Γ . We denote
by H the vector space generated by the family {eik·x : k ∈ Zd} which is
dense in Lp(Td) for 1 ≤ p <∞. Then by [1] and [12], there are positive
constants C1, C2 and C3 satisfying
2pid/2
Γ (d/2)
ld−1 − C2l
d−2 ≤ dimHl ≤
2pid/2
Γ (d/2)
ld−1 + C1l
d−2.
It is easily to verify that there is a positive constant C such that for every
l, N ∈ N,
dimHl
∗ = (2l + 1)d − (2(l − 1) + 1)d ≍ ld−1.
In particular dimHl ≍ dimH
∗
l ≍ l
d−1.
Consider a function λ : [0,∞)→ R and let x→ |x| be a norm on Rd. For
each k ∈ Zd we define λk = λ(|k|). We denote by Λ the linear operator
defined for ϕ ∈ H by
Λϕ =
∑
k∈Zd
λkϕ̂(k)e
ik·x.
Let Λ = {λk}k∈Zd, λk ∈ C, and 1 ≤ p, q ≤ ∞. If for any ϕ ∈ L
p(Td) there is
a function f = Λϕ ∈ Lq(Td) with formal Fourier expansion given by
f ∼
∑
k∈Zd
λkϕ̂(k)e
ik·x
such that ||Λ||p,q = sup{||Λϕ||q : ϕ ∈ Up} <∞, we say that Λ is a bounded
multiplier operator from Lp(Td) into Lq(Td), with norm ||Λ||p,q.
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3 Basic results
Let n = (n1, . . . , nd) ∈ N
d. For k = (k1, . . . , kd) ∈ Z
d we denote
xkl = pikl/nl, 1 ≤ l ≤ d and xk = (xk1 , . . . , xkd). We also denote
Ωn = {j = (j1, . . . , jd) ∈ Z
d : 0 ≤ jl ≤ 2nl − 1, 1 ≤ l ≤ d},
Λn = {xk : k ∈ Ωn}, N = #Ωn = #Λn = 2
dn1n2 · · ·nd.
The real vector space of all continuous functions f : Td → R endowed with
the norm of the uniform convergence will be denoted by C(Td).
For a fixed kernel K ∈ C(Td), a sk-spline on Λn is a function represented in
the form
skn(x) = c+
∑
k∈Ωn
ckK(x− xk),
where the coefficients c, ck ∈ R, k ∈ Ωn, satisfy the condition∑
k∈Ωn
ck = 0.
The points xk are the knots of the sk-spline skn(x).
The real vector space of all sk-splines on Λn, associated with the kernel K
will be denoted by SK(Λn). As the vector space V generated by the set of
functions {1, K(x− xk), k ∈ Ωn} has dimension at most N + 1 and
SK(Λn) is the subspace of V formed by the functions whose coefficients
satisfy the condition
∑
k∈Ωn
ck = 0, then dim SK(Λn) ≤ N .
The next four lemmas will not be proved, because they are of simple
verification.
Lemma 3.1. Let l ∈ Zd. Then
∑
k∈Ωn
eil·xk =
{
N, l ≡ 0 mod(2n),
0, otherwise,
and
∫
Td
eil·xdν(x) =
{
0, l 6= 0,
1, l = 0.
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Lemma 3.2. For every l ∈ Zd,
∑
k∈Ωn
cos(l · xk) =
{
N, l ≡ 0 mod(2n),
0, otherwise,
and
∑
k∈Ωn
sin (l · xk) = 0.
Lemma 3.3. For every l, j ∈ Zd we have that
∑
k∈Ωn
(cos(j · xk))(cos(l · xk)) =

N, l+ j ≡ 0 mod(2n) and
l− j ≡ 0 mod(2n),
N/2, l+ j ≡ 0 mod(2n) or
l− j ≡ 0 mod(2n),
0, otherwise,
∑
k∈Ωn
( sin (j · xk))( sin (l · xk)) =

N/2, l+ j 6≡ 0 mod(2n) and
l− j ≡ 0 mod(2n),
−N/2, l+ j ≡ 0 mod(2n) and
l− j 6≡ 0 mod(2n),
0, otherwise,
and ∑
k∈Ωn
(cos(j · xk))( sin (l · xk)) = 0.
Definition 3.4. For K ∈ C(Td), j ∈ Zd and x ∈ Td, we define
λj(x) =
∑
k∈Ωn
eij·xkK(x− xk),
ρj(x) =
2
N
Re(λj(x)) =
2
N
∑
k∈Ωn
(cos (j · xk))K(x− xk)
and
σj(x) =
2
N
Im(λj(x)) =
2
N
∑
k∈Ωn
( sin (j · xk))K(x− xk).
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Lemma 3.5. Let p, j ∈ Zd. Then for every x ∈ Td,
ρ2np+j(x) = ρj(x), ρ2np−j(x) = ρj(x), ρ−j(x) = ρj(x),
σ2np+j(x) = σj(x), σ2np−j(x) = −σj(x), σ−j(x) = −σj(x).
Theorem 3.6. Consider a kernel K given by K(x) =
∑
l∈Zd ale
il·x, where
(al)l∈Zd is a sequence of real numbers such that
∑
l∈Zd |al| <∞ and al = a−l
for every l ∈ Zd. Then K is a real function, continuous, even and for every
j ∈ Zd,
ρj(x) =
∑
p∈Zd
(a2np+jcos ((2np+ j) · x) + a2np−jcos((2np− j) · x)),
σj(x) =
∑
p∈Zd
(a2np+j sin ((2np+ j) · x)− a2np−j sin ((2np− j) · x)).
Proof: For each m ∈ N, let Km(x) =
∑
|l|2≤m
ale
il·x. We have that
(Km)m∈N is a Cauchy sequence in C(T
d) and as C(Td) is complete, there is
a function K ∈ C(Td) such that Km → K uniformly. We have that
K(x) =
∑
l∈Zd
alcos(l · x) (4)
and K is a real and even function. Fix j ∈ Zd and let
Aj = {l ∈ Z
d : l+ j ≡ 0 mod(2n)} = {2np− j : p ∈ Zd},
Bj = {l ∈ Z
d : l− j ≡ 0 mod(2n)} = {2np+ j : p ∈ Zd}.
From Lemma 3.3 we have that
∑
k∈Ωn
(cos(j · xk))(cos(l · xk)) =

N, l ∈ Aj ∩ Bj,
N/2, l ∈ Aj△Bj,
0, l ∈ (Aj ∪ Bj)
c
(5)
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∑
k∈Ωn
( sin (j · xk))( sin (l · xk)) =

N/2, l ∈ Bj\Aj,
−N/2, l ∈ Aj\Bj,
0, l ∈ (Aj△Bj)
c.
(6)
Now using (4) we obtain
λj(x) =
∑
k∈Ωn
eij·xkK(x− xk)
=
∑
l∈Zd
al
∑
k∈Ωn
(cos(j · xk))(cos(l · (x− xk)))
+ i
∑
l∈Zd
al
∑
k∈Ωn
( sin (j · xk))(cos(l · (x− xk))). (7)
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Thus by (7), from Lemma 3.3 and from (5)
ρj(x) =
2
N
∑
l∈Zd
al
∑
k∈Ωn
(cos(j · xk))(cos(l · x− l · xk))
=
2
N
∑
l∈Zd
al(cos(l · x))
∑
k∈Ωn
(cos(j · xk))(cos(l · xk))
=
2
N
∑
l∈Aj∩Bj
Nalcos(l · x) +
2
N
∑
l∈Aj△Bj
N
2
alcos(l · x)
=
∑
2np+j∈Aj∩Bj,p∈Zd
a2np+jcos((2np+ j) · x)
+
∑
2np−j∈Aj∩Bj,p∈Zd
a2np−jcos((2np− j) · x)
+
∑
2np+j∈Aj△Bj,p∈Zd
a2np+jcos((2np+ j) · x)
+
∑
2np−j∈Aj△Bj,p∈Zd
a2np−jcos((2np− j) · x)
=
∑
2np+j∈Aj∪Bj,p∈Zd
a2np+jcos((2np+ j) · x)
+
∑
2np−j∈Aj∪Bj,p∈Zd
a2np−jcos((2np− j) · x)
=
∑
p∈Zd
a2np+jcos((2np+ j) · x) +
∑
p∈Zd
a2np−jcos((2np− j) · x).
In an analogous way, using (7), Lemma 3.3 and (6) we obtain
σj(x) =
∑
p∈Zd
a2np+j sin ((2np+ j) · x)−
∑
p∈Zd
a2np−j sin ((2np− j) · x),
and this concludes the proof.
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4 Fundamental sk-spline
Definition 4.1. Suppose that ρj(0) 6= 0 for all j ∈ Ωn, j 6= 0. We define s˜kn
by
s˜kn(x) =
1
N
+
1
N
∑
j∈Ω∗n
ρj(x)
ρj(0)
where Ω∗n = Ωn \ {(0, . . . , 0)}.
Lemma 4.2. The function s˜kn is a sk-spline.
Proof: We have, by the definition of ρj(x) that
s˜kn(x) =
1
N
+
1
N
∑
j∈Ω∗n
ρj(x)
ρj(0)
=
1
N
+
∑
k∈Ωn
 2
N2
∑
j∈Ω∗n
1
ρj(0)
(cos(j · xk))
K(x− xk)
=
1
N
+
∑
k∈Ωn
ckK(x− xk)
and by Lemma 3.2∑
k∈Ωn
ck =
2
N2
∑
j∈Ω∗n
1
ρj(0)
∑
k∈Ωn
cos(j · xk) = 0.
Thus s˜kn is a sk−spline by definition.
The sk-spline s˜kn will be called fundamental sk-spline.
Lemma 4.3. If ρj(0) 6= 0 for all j ∈ Ω
∗
n, then the sk-spline s˜kn satisfy
s˜kn(xk) =
{
1, k = 0,
0, k ∈ Ω∗n.
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Proof: From Theorem 3.6 we have that
ρj(xl) =
∑
p∈Zd
(a2np+jcos((2np+ j) · xl) + a2np−jcos((2np− j) · xl))
=
∑
p∈Zd
(a2np+jcos(j · xl) + a2np−jcos(j · xl))
= (cos(j · xl))
∑
p∈Zd
(a2np+j + a2np−j)
= (cos(j · xl))ρj(0),
then by Lemma 3.2
s˜kn(xk) =
1
N
+
1
N
∑
j∈Ω∗n
(cos(j · xk))ρj(0)
ρj(0)
=
1
N
∑
j∈Ωn
cos(k · xj) =
{
1, k = 0,
0, k ∈ Ω∗n,
and then we proved the lemma.
Definition 4.4. Let f be a function defined on Td and let {yj : j ∈ Ωn} ⊂ T
d.
If there are constants c∗, c∗k ∈ R, such that
skn(f,yj) = c
∗ +
∑
k∈Ωn
c∗kK(yj − xk) = f(yj), j ∈ Ωn,
we say that the sk-spline
skn(f,x) = c
∗ +
∑
k∈Ωn
c∗kK(x− xk)
is an interpolating sk-spline of f with knots xk and interpolation points yk.
Theorem 4.5. Suppose ρj(0) 6= 0 for any j ∈ Ω
∗
n. Then for any function f
defined on Td, there is an unique interpolating sk-spline of f with knots and
interpolation points xk,k ∈ Ωn, that can be written in the form
skn(f,x) =
∑
k∈Ωn
f(xk)s˜kn(x− xk).
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Proof: Let ck, k ∈ Ωn be the coefficients of the sk-spline s˜kn that were
obtained in the proof of Lemma 4.2 and let
skn(f,x) =
∑
k∈Ωn
f(xk)
N
+
∑
l∈Ωn
(∑
k∈Ωn
clf(xk)
)
K(x− xl) = d+
∑
l∈Ωn
dlK(x− xl).
Since
∑
l∈Ωn
cl = 0, it follows that
∑
l∈Ωn
dl = 0, and thus skn(f, ·) is a
sk-spline. Applying Lemma 4.3 we obtain that
skn(f,xl) =
∑
k∈Ωn
f(xk)s˜kn(xl − xk) = f(xl)
for any l ∈ Ωn. Then we can conclude that skn(f, ·) is an interpolating
sk-spline of f with knots and interpolation points xk.
Let {wj : 1 ≤ j ≤ N} be an enumeration of Λn. Then for every function f
on Td, there are constants c1, c2, . . . , cN+1 ∈ R satisfying
∑N
l=1 cl = 0, such
that
skn(f,x) = cN+1 +
N∑
l=1
clK(x−wl)
is an interpolating sk-spline of f . Given y1, y2, . . . , yN ∈ R, let
αj =
( ∏
1≤l≤N, l 6=j
|wj −wl|2
)−1
, 1 ≤ j ≤ N,
and g : Td → R defined by
g(x) =
N∑
j=1
yjαj
∏
1≤l≤N l 6=j
|x−wl|2, x ∈ T
d.
Thus g(wk) = yk, for 1 ≤ k ≤ N . Then there are c1, . . . , cN , cN+1 ∈ R such
that the sk−spline
skn(x) = cN+1 +
N∑
l=1
clK(x−wl)
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is an interpolating sk−spline of g, that is,
cN+1 +
N∑
l=1
clK(wk −wl) = g(wk) = yk, 1 ≤ k ≤ N.
Let
K˜ =

K(w1 −w1) · · · K(w1 −wN) 1
...
...
...
...
K(wN −w1) · · · K(wN −wN) 1
1 · · · 1 0
 ,
C = (c1, c2, . . . , cN+1), Y = (y1, y2, . . . , yN+1) ∈ R
N+1 and
K˜ =
(
K u
ut 0
)
, u =

1
...
1
 , Ct =

c1
...
cN+1
 , Yt =

y1
...
yN+1
 ,
where u is a N × 1 matrix. Let
W =
{
C = (c1, c2, . . . , cN+1) ∈ R
N+1 :
∑N
l=1 cl = 0
}
. Then for every
Y ∈ RN+1 with yN+1 = 0, there is C ∈ W such that K˜C
t = Yt.
Now we consider the linear map T : W → RN+1 defined by T (C) = (K˜Ct)t.
We can conclude that T is injective, since T is linear and
dimW = N = dim Im(T).
Let f be a function on Td and suppose that there are C = (c1, c2, . . . , cN+1),
C = (c¯1, c¯2, . . . , c¯N+1) ∈ W such that
skn(f,x) = cN+1+
N∑
l=1
clK(x−wl) and skn(f,x) = c¯N+1+
N∑
l=1
c¯lK(x−wl)
are two interpolating sk-splines of f . If F = (f(w1), . . . , f(wN), 0), then we
have T (C) = (K˜Ct)t = F and T (C) = (K˜C
t
)t = F. Since T is injective, it
follows that C = C, that is, skn(f,x) = skn(f,x), for all x ∈ T
d.
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Remark 4.6. Let K be a kernel satisfying the conditions of the Theorem 3.6
and n = (n1, n2, . . . , nd) ∈ N
d. Suppose ρj(0) 6= 0 for all j ∈ Ωn. Then the
vector space SK(Λn) of all sk-splines on Λn and associated with the kernel
K has dimension N = 2dn1n2 . . . nd. In particular if n1 = n2 = · · · = nd = n
we have dim(SK(Λn)) = (2n)
d.
5 Approximation by sk-splines
In this section we will prove the main result of this paper, the Theorem 5.7.
This theorem says how a function of the type f = K ∗ φ, for φ ∈ Lp(Td),
can be approximated by the sk-splines skn(f, ·) in the space L
q(Td), where
1 ≤ p ≤ 2 ≤ q ≤ ∞ with 1/p− 1/q ≥ 1/2. But for our applications, the
most interesting result is the Corollary 5.9, since its hypothesis can be
easily verified.
In all results of this section, we consider a kernel K as in the Theorem 3.6
and such that ρj(0) 6= 0 for all n ∈ N
d and j ∈ Ωn.
The following result can be easily verified.
Lemma 5.1. For j ∈ Ωn and l ∈ Z
d we have that ρl(x − xj) = ρl(x) cos(l ·
xj) + σl(x) sin (l · xj).
Lemma 5.2. For every l ∈ Zd, l 6≡ 0 mod(2n) and x ∈ Td,∑
j∈Ωn
eil·xj s˜kn(x− xj) =
λl(x)
ρl(0)
.
Proof: Firstly we will prove the result for the real part. Consider the sets
Al and Bl introduced in the proof of Theorem 3.6.
Using Lemma 5.1 together with Lemmas 3.2 and 3.3, the equation (5) and
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the fact that l 6≡ 0 mod(2n), we have that
∑
j∈Ωn
(cos(l · xj))s˜kn(x− xj) =
∑
j∈Ωn
(cos(l · xj))
 1N + 1N ∑
k∈Ω∗n
ρk(x− xj)
ρk(0)

=
1
N
∑
k∈Ω∗n
ρk(x)
ρk(0)
∑
j∈Ωn
(cos(l · xj))(cos(k · xj))
=
1
N
∑
k∈Ω∗n∩(Al∩Bl)
ρk(x)
ρk(0)
∑
j∈Ωn
(cos(l · xj))(cos(k · xj))
+
1
N
∑
k∈Ω∗n∩(Al∆Bl)
ρk(x)
ρk(0)
∑
j∈Ωn
(cos(l · xj))(cos(k · xj))
=
∑
k∈Ω∗n∩(Al∩Bl)
ρk(x)
ρk(0)
+
1
2
∑
k∈Ω∗n∩(Al∆Bl)
ρk(x)
ρk(0)
. (8)
If k ∈ Bl then there is p ∈ Z
d such that k = 2np+ l and thus
ρk(x) = ρ2np+l(x) = ρl(x) by Lemma 3.5. In an analogous way, if k ∈ Al we
can conclude that ρk(x) = ρl(x). Then, by (8) we have that∑
j∈Ωn
(cos(l·xj))s˜kn(x−xj) =
ρl(x)
ρl(0)
(
#(Ω∗n ∩ (Al ∩Bl)) +
1
2
#(Ω∗n ∩ (Al∆Bl))
)
.
(9)
Let l = (l1, . . . , ld) ∈ Z
d. For each 1 ≤ j ≤ d, there is an unique qj and an
unique rj satisfying qj , rj ∈ Z, 0 ≤ rj ≤ 2nj − 1 and lj = 2njqj + rj . Then
l = 2nq+ r where q = (q1, . . . , qd) ∈ Z
d and r = (r1, . . . , rd) ∈ Ωn, so
Bl = {2np+l : p ∈ Z
d} = {2n(p+q)+r : p ∈ Zd} = {2np+r : p ∈ Zd} = Br.
In an analogous way we have Al = {2np− r : p ∈ Z
d} = Ar. As
ρl(x) = ρr(x) by Lemma 3.5, we obtain by (9) that∑
j∈Ωn
(cos(l·xj))s˜kn(x−xj) =
ρr(x)
ρr(0)
(
#(Ω∗n ∩ (Ar ∩ Br)) +
1
2
#(Ω∗n ∩ (Ar∆Br))
)
.
Then it is enough to prove the result for l ∈ Ω∗n.
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Let l = (l1, . . . , ld),k = (k1, . . . , kd) ∈ Ω
∗
n. Then l− k ≡ 0 mod (2n) if and
only if k = l, and l+ k ≡ 0 mod (2n) if and only if kj = lj = 0 and
kj = 2nj − lj if lj 6= 0. Then k ∈ Ω
∗
n ∩ (Al ∩Bl) if and only if k = l and
lj ∈ {0, nj} for all 1 ≤ j ≤ d; k ∈ Ω
∗
n ∩ (Bl \ Al) if and only if k = l and
lj 6∈ {0, nj} for some 1 ≤ j ≤ d; k ∈ Ω
∗
n ∩ (Al \Bl) if and only if
kj = lj = 0, kj = 2nj − lj if lj 6= 0 and lj 6∈ {0, nj} for some 1 ≤ j ≤ d. Let
A = {l ∈ Ω∗n : lj ∈ {0, nj} for all 1 ≤ j ≤ d},
B = {l ∈ Ω∗n : lj 6∈ {0, nj} for all 1 ≤ j ≤ d}.
Then Ω∗n = A ∪ B, A ∩ B = ∅ and
#(Ω∗n ∩ (Al ∩Bl)) =
{
1, l ∈ A,
0, l ∈ B,
, #(Ω∗n ∩ (Al∆Bl)) =
{
0, l ∈ A,
2, l ∈ B.
Then it follow from (9) that for all l ∈ Ω∗n we have∑
j∈Ωn
(cos(l · xj))s˜kn(x− xj) =
ρl(x)
ρl(0)
. (10)
In an analogous way, for the imaginary part, we obtain that for all l ∈ Zd,
l 6= 0,∑
j∈Ωn
( sin (l · xj))s˜kn(x− xj) =
σl(x)
ρl(0)
,
and this concludes the proof.
Remark 5.3. Let | · | be a norm on Rd and let K ∈ C(Td) be a kernel
as in Theorem 3.6, such that al = ak if l,k ∈ Z
d and |l| = |k|. Given k =
(k1, . . . , kd), p = (p1, . . . , pd), i = (i1, . . . , id) ∈ Z
d, let k = ((−1)i1k1, . . . , (−1)
idkd)
and p = ((−1)i1p1, . . . , (−1)
idpd). Then |2np + k| = |2np + k| and so
a2np+k = a2np+k.
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Given j = (j1, . . . , jd) ∈ (N ∪ {0})
d = {0, 1, 2, . . .}d, let
Dj =
{
p = (p1, . . . , pd) ∈ Z
d : |pi| = ji, i = 1, 2, . . . , d
}
.
Then ∑
p∈Zd
a2np+k =
∑
j∈(N∪{0})d
∑
p∈Dj
a2np+k =
∑
j∈(N∪{0})d
∑
p∈Dj
a2np+k
=
∑
j∈(N∪{0})d
∑
p∈Dj
a2np+k =
∑
p∈Zd
a2np+k.
Remark 5.4. Consider a kernel K given by K(x) =
∑
l∈Zd ale
il·x, such
that al ≥ 0, for all l ∈ Z
d and
∑
p∈Zd a2np−k ≤ Ca2n−k, for all n =
(n1, n2, . . . , nd) ∈ N
d and every k = (k1, . . . , kd) ∈ Z
d, with 0 ≤ kj ≤ nj,
for j = 1, 2, . . . , d, where C is a positive constant independent of n and k.
Then
∑
l∈Zd al < ∞. If al = a−l for all l ∈ Z
d, then by Theorem 3.6, the
kernel K is a real, continuous and even function.
Lemma 5.5. Let | · | be a norm on Rd and let K be the kernel given by
K(x) =
∑
l∈Zd ale
il·x, where (al)l∈Zd is a sequence with al = ak if |l| = |k|
and al ≥ ak > 0 if |l| ≥ |k|, for l,k ∈ Z
d. Suppose that there is a positive
constant C such that for every n ∈ Nd and all k = (k1, . . . , kd) ∈ Z
d, with
0 ≤ kj ≤ nj for j = 1, 2, . . . , d, we have
∑
p∈Zd a2np−k ≤ Ca2n−k. Let
θn,l(x) = e
il·x −
∑
j∈Ωn
eil·xj s˜kn (x− xj) .
Then for l ∈ Zd, l˜ = (|l1|, . . . , |ld|),
|θn,l(x)| ≤

4C
a2n−l˜
al
, 0 < |l| ≤ |n|,
|eil·x − 1|, for l ≡ 0 mod (2n),
4, for all l.
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Proof: Let µn,l(x) be the real part of θn,l(x). For l ≡ 0 mod (2n), by the
Definition 4.1, Lemmas 3.2 and 5.1 we have
µn,l(x) = cos(l · x)−
∑
j∈Ωn
(cos (l · xj))s˜kn (x− xj) = cos(l · x)− 1.
For l 6≡ 0 mod (2n), using Lemma 5.2 we have
µn,l(x) = cos(l · x)−
ρl(x)
ρl(0)
=
ρl(0) cos(l · x)− ρl(x)
ρl(0)
.
Thus, as in the Theorem 3.6 we have ρl(x) ≤ ρl(0) for all x and for all
l ∈ Zd, then
|µn,l(x)| =
∣∣∣∣ρl(0) cos(l · x)− ρl(x)ρl(0)
∣∣∣∣ ≤ ρl(0) + ρl(x)ρl(0) ≤ 2ρl(0)ρl(0) = 2.
Suppose now that 0 < |l| ≤ |n| and let l˜ = (|l1|, . . . , |ld|). Thus using the
hypothesis and the Remark 5.3, we obtain
|µn,l(x)| =
∣∣∣∣ρl(0) cos(l · x)− ρl(x)ρl(0)
∣∣∣∣ ≤ 2ρl(0)2al ≤ 2Ca2n−l˜al
The imaginary part of θn,l(x) is given by
φn,l(x) = sin (l · x)−
∑
j∈Ωn
( sin (l · xj))s˜kn (x− xj) .
The estimate for the imaginary part is analogous to the real part.
Considering the estimates obtained for µn,l(x) and φn,l(x), we obtain the
desired estimate for θn,l(x).
Lemma 5.6. Let K be a kernel as in Lemma 5.5. Then for each 1 ≤ p <∞,
there is a positive constant C, depending only on p, such that∑
l∈Zd
apl |θn,l(x)|
p ≤ C
∑
|l|≥|n|
apl .
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Proof: Since al ≥ ak > 0 if |k| ≥ |l|, k, l ∈ Z
d, using Lemma 5.5 and
taking l˜ = (|l1|, . . . , |ld|) we have∑
l∈Zd
apl |θn,l(x)|
p ≤
∑
0<|l|≤|n|
apl |θn,l(x)|
p +
∑
|l|≥|n|
apl |θn,l(x)|
p
≤
∑
0<|l|≤|n|
apl 4
pCp
(
a2n−l˜
al
)p
+
∑
|l|≥|n|
apl 4
p
= 4pCp
∑
0<|l|≤|n|
ap
2n−l˜
+ 4p
∑
|l|≥|n|
apl .
For each l ∈ Zd, l 6= 0, let
Dl = {k = (k1, . . . , kd) ∈ Z
d : |kj| = |lj|, 1 ≤ j ≤ d}. Then∑
l∈Zd
apl |θn,l(x)|
p ≤ 4pCp
∑
0<|l|≤|n|
∑
k∈Dl
ap2n−k + 4
p
∑
|l|≥|n|
apl
≤ 4pCp2d
∑
0<|l|≤|n|
ap2n−l + 4
p
∑
|l|≥|n|
apl
≤ C1
 ∑
|n|≤|j|≤3|n|
apj +
∑
|l|≥|n|
apl
 ≤ 2C1 ∑
|l|≥|n|
apl ,
completing the proof of the lemma.
Theorem 5.7. Let | · | be a norm on Rd and let K be a kernel given by
K(x) =
∑
l∈Zd
ale
il·x,
where (al)l∈Zd is a sequence that satisfies al = ak if |l| = |k| and al ≥ ak > 0
if |k| ≥ |l|, for k, l ∈ Zd. Suppose that∑
p∈Zd
a2np−k ≤ Ca2n−k,
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for all n ∈ Nd and all k = (k1, . . . , kd) with 0 ≤ kj ≤ nj for j = 1, 2, . . . , d,
where C is a positive constant that is independent of n and k. Then for
1 ≤ p ≤ 2 ≤ q ≤ ∞, with p−1 − q−1 ≥ 2−1, we have
sup
f∈K∗Up
||f − skn(f, ·)||q ≤ C
∑
|l|≥|n|
a
qp(q−p)−1
l
p−1−q−1 .
Proof: Let p ∈ R, 1 ≤ p ≤ 2 and let p′ such that 1/p+ 1/p′ = 1. Given
f ∈ K ∗ Up, φ ∈ Up such that f = K ∗ φ, by Theorem 4.5,
σn(f,x) = f(x)− skn(f,x)
=
∫
Td
(
K(x− y)−
∑
k∈Ωn
K(xk − y)s˜kn(x− xk)
)
φ(y)dν(y)
=
∫
Td
Φn(x,y)φ(y)dν(y),
where Φn(x,y) = K(x,y)−
∑
k∈Ωn
K(xk − y)s˜kn(x− xk). Thus by Ho¨lder
inequality we have that
|f(x)− skn(f,x)| ≤ ||φ||p||Φn(x, ·)||p′. (11)
Since 1 ≤ p ≤ 2, it follows from Hausdorff-Young inequality that
||Φn(x, ·)||p′ ≤
(∑
l∈Zd
|bl|
p
)1/p
,
where for l ∈ Zd, bl =
∫
Td
Φn(x,y)e
−il·ydν(y). By Lemma 3.1 we have that∫
Td
K(x− y)e−il·ydy =
∑
j∈Zd
aje
ij·x
∫
Td
e−i(l+j)·ydν(y) = ale
−il·x
and in an analogous way∫
Td
(∑
k∈Ωn
K(xk − y)s˜kn(x− xk)e
−il·y
)
dν(y) =
∑
k∈Ωn
ale
−il·xks˜kn(x− xk).
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Thus
bl = al
(
e−il·x −
∑
k∈Ωn
e−il·xk s˜kn(x− xk)
)
= alθn,−l(x) = a−lθn,−l(x).
Using Lemma 5.6 we obtain
||Φn(x, ·)||p′ ≤
(∑
l∈Zd
ap−l |θn,−l(x)|
p
)1/p
≤ C
∑
|l|≥|n|
apl
1/p . (12)
For φ ∈ Lp(Td) we define
Tφ(x) =
∫
Td
Φn(x,y)φ(y)dν(y).
By inequalities (11) and (12) we conclude that T is a bounded operator
from Lp(Td) to L∞(Td) and that
||T ||p,∞ ≤ C
∑
|l|≥|n|
apl
1/p . (13)
By duality, T is bounded from L1(Td) to Lp
′
(Td) and
||T ||1,p′ ≤ C
∑
|l|≥|n|
apl
1/p . (14)
Applying the Riesz-Thorin Interpolation Theorem we have
1 ≤ (p−1t − q
−1
t )
−1 ≤ p and
||T ||pt,qt ≤ C
∑
|l|≥|n|
a
qtpt(qt−pt)−1
l
p
−1
t −q
−1
t
.
If 1 ≤ r ≤ 2, 2 ≤ s ≤ ∞ and 1/r − 1/s ≥ 1/2, then there are 0 ≤ t ≤ 1 and
1 ≤ p ≤ 2 such that 1/r = 1− t + t/p and 1/s = (1− t)/p′, that is, r = pt
and s = qt.
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Lemma 5.8. Let a : [0,+∞)→ R be a decreasing and positive function and
| · | = | · |p for some 1 ≤ p ≤ ∞. For each p ∈ Z
d, let ap = a(|p|). Suppose
that there is a constant c1 > 0 such that for each n ∈ N
d,∑
p∈Zd
a2np ≤ c1a2n. (15)
Then there is a constant c2 > 0 such that for each n ∈ N
d and k ∈ Zd with
|k| ≤ |n|, we have ∑
p∈Zd
a2np−k ≤ c2a2n−k. (16)
Proof: Fix n = (n1, . . . , nd) ∈ N
d. By Remark 5.3 it is enough to consider
k = (k1, . . . , kd) ∈ Z
d with |k| ≤ |n| and 0 ≤ kj ≤ nj, for each
j = 1, 2, . . . , d. Let p = (p1, . . . , pd) ∈ Z
d. For each 1 ≤ j ≤ d, if
ψj(pj) = p˜j =
{
pj − 1 , pj > 0,
pj , pj ≤ 0,
we define ψ(p) = p˜ = (ψ1(p1), . . . , ψd(pd)), and ψ is well defined as a
function from Zd to Zd. As |2njpj − kj| ≥ |2nj p˜j| we have
|2np− k|p ≥ (|2n1p˜1|
p + · · ·+ |2ndp˜d|
p)1/p = |2np˜|p, 1 ≤ p <∞,
|2np− k|∞ ≥ max{|2n1p˜1|, . . . , |2ndp˜d|} = |2np˜|∞.
Thus |2np− k| ≥ |2np˜| and consequently a2np−k ≤ a2np˜. Since the
cardinality of ψ−1({k}) is at most 2d for all k ∈ Zd, by (15)∑
p∈Zd
a2np−k ≤
∑
p∈Zd
a2np˜ ≤ 2
d
∑
p˜∈Zd
a2np˜ ≤ 2
dc1a2n ≤ 2
dc1a2n−k,
and this concludes the proof.
The next result is consequence of Theorem 5.7 and Lemma 5.8.
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Corollary 5.9. Let a : [0,+∞) → R be a decreasing and positive function
and | · | = | · |p for some 1 ≤ p ≤ ∞. For each p ∈ Z
d let ap = a(|p|).
Consider the kernel K given by
K(x) =
∑
l∈Zd
ale
il·x,
such that ∑
p∈Zd
a2np ≤ Ca2n,
where C is a positive constant independent of n ∈ Nd. Then there is a positive
constant C, such that for each 1 ≤ p ≤ 2 ≤ q ≤ ∞, with p−1 − q−1 ≥ 2−1
and all n ∈ Nd, we have
sup
f∈K∗Up
||f − skn(f, ·)||q ≤ C
∑
|l|≥|n|
a
qp(q−p)−1
l
p−1−q−1 .
6 Approximation of finitely differentiable
functions
Theorem 6.1. For γ ∈ R, γ > d, let
K(x) =
∑
l∈Zd\{0}
|l|−γeil·x, x ∈ Td,
where | · | = | · |2 or | · | = | · |∞. For n ∈ N, let n = (n, . . . , n) ∈ N
d. Then,
for 1 ≤ p ≤ 2 ≤ q ≤ ∞, with 1/p − 1/q ≥ 1/2, there is a positive constant
Cp,q, independent of n ∈ N, such that
sup
f∈K∗Up
||f − skn(f, ·)||q ≤ Cp,qn
−γ+d(1/p−1/q). (17)
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Proof: Let α ∈ R, α > 0. Using the function f(x) = (x− 1)α/xα, x ≥ 2 we
obtain
(j − 1)−α ≤ 2αj−α, j ≥ 2. (18)
Fix n = (n, n, . . . , n) and for each j ∈ N let Bj = {l ∈ Z
d : j − 1 ≤ |l| < j}.
Then Zd =
⋃∞
j=1Bj. If p ∈ Bj , then j − 1 ≤ |p| < j and thus
j−γ < |p|−γ ≤ (j − 1)−γ. Let al = |l|
−γ for l ∈ Zd \ {0} and a0 = 0. We
have dimHl ≍ dimH
∗
l ≍ l
d−1 and then the cardinality of Bj satisfies
#Bj ≤ Cj
d−1, j ∈ N, (19)
where C is a positive constant independent of j. Since 2np = 2np, by (18)
and (19)
∑
p∈Zd
a2np =
∞∑
j=2
∑
p∈Bj
|2np|−γ ≤
∞∑
j=2
∑
p∈Bj
(2n)−γ(j − 1)−γ
≤ C
∞∑
j=2
(2n)−γjd−1(j − 1)−γ ≤ 2γC(2n)−γ
∞∑
j=2
jd−1−γ .
Since γ > d, then d− 1− γ < 0 and
∑∞
j=2 j
d−1−γ ≤
∫∞
1
td−1−γdt. Thus,
since d−γ < 0,∑
p∈Zd
a2np ≤ 2
γC(2n)−γ lim
m→∞
∫ m
1
td−1−γdt =
2γC|1|γ
γ − d
a2n = C1a2n. (20)
Therefore the hypothesis of Corollary 5.9 is satisfied.
Let r = p−1 − q−1 and s = r−1. Then using (18) and (19)
∑
|l|≥|n|
(al)
s ≤
∞∑
j=|n|+1
∑
l∈Bj
(j − 1)−sγ ≤ C
∞∑
j=|n|
(j + 1)d−1j−sγ ≤ 2d−1C
∞∑
j=|n|
jd−1−sγ.
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We have 1 ≤ p ≤ 2 and thus r = 1/p− 1/q ≤ 1 and s ≥ 1. Then
d− 1− sγ < 0 and therefore jd−1−sγ ≤
∫ j
j−1
td−1−sγdt. We obtain that
∑
|l|≥|n|
(al)
s ≤ 2d−1C
∞∑
j=|n|
∫ j
j−1
td−1−sγdt = −2d−1C
(|n| − 1)d−sγ
d− sγ
≤
2d−1C
sγ − d
|n|d−sγ = C2|n|
d−sγ.
Applying the Corollary 5.9 we have
sup
f∈K∗Up
||f − skn(f, ·)||q ≤ C3
∑
|l|≥|n|
(al)
s
r ≤ C4|n|−γ+d(p−1−q−1),
for 1 ≤ p ≤ 2 ≤ q ≤ ∞, with p−1 − q−1 ≥ 2−1.
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