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Abstract
In this paper, existence criteria for three positive solutions of p-Laplacian difference equation
4 [Φp(4u(t − 1))]+ a(t) f (u(t)) = 0, t ∈ [1, T + 1] ,
4u(0) = u(T + 2) = 0, or
u(0) = 4u(T + 1) = 0,
are established by using the Five Functionals Fixed Point Theorem. As an application, one example is given to illustrate the main
result in this paper.
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1. Introduction
Due to the wide application in many fields such as science, economics, neural network, ecology, cybernetics, etc.,
the theory of nonlinear difference equations has been widely studied since the 1970s: see, for example, [1–4]. At the
same time, boundary value problems (BVPs) of difference equations have received much attention frommany authors:
see [1,2,5–15] and the references therein.
In this paper, we are concerned with the existence of positive solutions for the p-Laplacian difference equation
4 [Φp(4u(t − 1))]+ a(t) f (u(t)) = 0, t ∈ [1, T + 1] , (1.1)
satisfying the boundary value conditions
4u(0) = u(T + 2) = 0, (1.2)
or
u(0) = 4u(T + 1) = 0, (1.3)
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where Φp(s) is p-Laplacian operator, i.e. Φp(s) = |s|p−2s, p > 1, (Φp)−1 = Φq , 1p + 1q = 1, T ≥ 1 is a fixed
positive integer, 4 denotes the forward difference operator with stepsize 1, and [a, b] = {a, a+ 1, . . . , b− 1, b} ⊂ Z
the set of all integers.
In [9], by using the Guo–Krasnosel’skii fixed point theorem in cone and a fixed point index theorem, He consider
the existence of one or two positive solutions of the BVP (1.1) and (1.2).
Very recently, Li and Lu [11] studied the BVP (1.1) and (1.2) and obtained at least two positive solutions by an
application of a fixed point theorem due to Avery and Henderson.
In this paper, motivated by [9,11], we shall show that the BVP (1.1) and (1.2) (respectively (1.1)–(1.3)) has at least
three positive solutions by applying the Avery Five Functionals Fixed Point Theorem [16].
Throughout this paper, we assume that the following two conditions are satisfied:
(C1) f : [0,∞)→ [0,∞) is continuous;
(C2) a : [1, T + 1] → (0,∞).
2. Preliminaries
In this section, we provide some background materials from the theory of cones in Banach spaces and we then state
the Five Functionals Fixed Theorem.
Definition 2.1. Let E be a real Banach space. A nonempty, closed, convex set P ⊂ E is said to be a cone provided
the following conditions are satisfied:
(i) if x ∈ P and λ ≥ 0, then λx ∈ P;
(ii) if x ∈ P and −x ∈ P , then x = 0.
Every cone P ⊂ E induces an ordering in E given by
x ≤ y if and only if y − x ∈ P.
Definition 2.2. A map α is said to be a nonnegative, continuous, concave functional on a cone P of a real Banach
space E , if
α : P → [0,∞)
is continuous and
α(t x + (1− t)y) ≥ tα(x)+ (1− t)α(y)
for all x, y ∈ P and t ∈ [0, 1]. Similarly, we say the map β is a nonnegative, continuous, convex functional on a cone
P of a real Banach space E , if
β : P → [0,∞)
is continuous and
β(t x + (1− t)y) ≤ tβ(x)+ (1− t)β(y)
for all x, y ∈ P and t ∈ [0, 1].
Definition 2.3. Let γ, β, θ be nonnegative, continuous, convex functionals on P and α,ψ be nonnegative, continuous,
concave functionals on P . Then, for nonnegative real numbers h, a, b, d and c, we define the convex sets
P(γ, c) = {x ∈ P : γ (x) < c} ,
P(γ, α, a, c) = {x ∈ P : a ≤ α(x), γ (x) ≤ c} ,
Q(γ, β, d, c) = {x ∈ P : β(x) ≤ d, γ (x) ≤ c} ,
P(γ, θ, α, a, b, c) = {x ∈ P : a ≤ α(x), θ(x) ≤ b, γ (x) ≤ c} ,
Q(γ, β, ψ, h, d, c) = {x ∈ P : h ≤ ψ(x), β(x) ≤ d, γ (x) ≤ c} .
To prove our main results, we need the following Five Functionals Fixed Theorem [16] (which is a generalization
of the Leggett–Williams Fixed Point Theorem [17]).
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Theorem 2.1. Let P be a cone in a real Banach space E. Suppose there exist positive numbers c and M, nonnegative,
continuous, concave functionals α and ψ on P, and nonnegative, continuous, convex functionals γ, β and θ on P,
with
α(x) ≤ β(x) and ‖x‖ ≤ Mγ (x)
for all x ∈ P(γ, c). Suppose
F : P(γ, c)→ P(γ, c)
is completely continuous and there exist nonnegative numbers h, a, k, b, with 0 < a < b such that:
(i) {x ∈ P(γ, θ, α, b, k, c) : α(x) > b} 6= φ and α(Fx) > b for x ∈ P(γ, θ, α, b, k, c);
(ii) {x ∈ Q(γ, β, ψ, h, a, c) : β(x) < a} 6= φ and β(Fx) < a for x ∈ Q(γ, β, ψ, h, a, c);
(iii) α(Fx) > b for x ∈ P(γ, α, b, c) with θ(Fx) > k;
(iv) β(Fx) < a for x ∈ Q(γ, β, a, c) with ψ(Fx) < h.
Then F has at least three fixed points x1, x2, x3 ∈ P(γ, c) such that
β(x1) < a, b < α(x2), and a < β(x3) with α(x3) < b.
3. Three positive solutions
In this section, by defining an appropriate Banach space and cones, we impose the growth conditions on f which
allow us to apply the Five Functionals Fixed point Theorem in establishing the existence of at least three positive
solutions of the BVP (1.1) and (1.2) (respectively (1.1)–(1.3)).
We first consider the BVP (1.1) and (1.2).
Let the Banach space E = {u : [0, T + 2] → R} with norm ‖u‖ = maxt∈[0,T+2] |u(t)|, and define the cone,
P ⊂ E , by
P = {u ∈ E : u is concave and nonnegative valued on [0, T + 2] , and 4 u(0) = u(T + 2) = 0} .
Lemma 3.1. If u ∈ P, then
(1) u(t) ≥ T+2−tT+2 ‖u‖ for t ∈ [0, T + 2], and
(2) (T + 2− ξ)u(ζ ) ≤ (T + 2− ζ )u(ξ) for 0 < ζ < ξ < T + 2 and ζ, ξ ∈ Z .
The proof is simple and is omitted.
Let η, l ∈ Z be fixed such that 0 < l < η < T + 2 and define the nonnegative, continuous concave functionals
α,ψ and the nonnegative, continuous, convex functionals β, θ , γ on P respectively as
γ (u) = θ(u) = max
t∈[η,T+2]
u(t) = u(η),
α(u) = min
t∈[0,l] u(t) = u(l),
β(u) = max
t∈[l,T+2]
u(t) = u(l),
ψ(u) = min
t∈[0,η] u(t) = u(η).
We observe that α(u) = β(u) for each u ∈ P . By Lemma 3.1, we known γ (u) = u(η) ≥ T+2−ηT+2 ‖u‖. That is
‖u‖ ≤ T + 2
T + 2− ηγ (u), for u ∈ P.
For notational convenience, we denote µ, λ and δ, by
µ =
T+1∑
s=η
Φq
(
s∑
i=1
a(i)
)
, λ = (T + 2− l)Φq
(
l∑
i=1
a(i)
)
, δ =
T+1∑
s=l
Φq
(
s∑
i=1
a(i)
)
.
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We note that u(t) is a solution of the BVP (1.1) and (1.2), if and only if
u(t) =
T+1∑
s=t
Φq
(
s∑
i=1
a(i) f (u(i))
)
, t ∈ [0, T + 2] .
Remark 3.1. In this paper, we alway assume that
∑t
i=s ai = 0, if t < s. So, if u(t) =∑T+1
s=t Φq(
∑s
i=1 a(i) f (u(i))), t ∈ [0, T + 2], then we have:
(i) u(T + 2) =∑T+1s=T+2 Φq(∑si=1 a(i) f (u(i))) = 0.
(ii) 4u(0) = u(1) − u(0) = ∑T+1s=1 Φq(∑si=1 a(i) f (u(i))) − ∑T+1s=0 Φq(∑si=1 a(i) f (u(i))) = −Φq(∑0i=1 a(i)
f (u(i))) = 0.
Theorem 3.1. Let 0 < a < T+2−lT+2 b <
(T+2−η)(T+2−l)
(T+2)2 c, µb < λc and suppose that f satisfies the following
conditions:
(H1) f (x) < Φp( cµ ), if 0 ≤ x ≤ T+2T+2−η c;
(H2) f (x) > Φp( bλ ), if b ≤ x ≤ ( T+2T+2−η )2b;
(H3) f (x) < Φp( aδ ), if 0 ≤ x ≤ T+2T+2−l a.
Then the BVP (1.1) and (1.2) has at least three positive solutions u1, u2 and u3 such that
β(u1) < a, b < α(u2), and a < β(u3) with α(u3) < b.
Proof. Define a completely continuous operator F : P → E by
(Fu)(t) =
T+1∑
s=t
Φq
(
s∑
i=1
a(i) f (u(i))
)
, t ∈ [0, T + 2] .
From (C1), (C2) and definition of F , it is easy to know that F(u) ∈ P.
Let u ∈ P(γ, c), then γ (u) = maxt∈[η,T+2] u(t) = u(η) ≤ c, consequently, 0 ≤ u(t) ≤ c for t ∈ [η, T + 2]. Since
u(η) ≥ T+2−ηT+2 ‖u‖, so ‖u‖ = u(0) ≤ T+2T+2−ηu(η) ≤ T+2T+2−η c, this implies
0 ≤ u(t) ≤ T + 2
T + 2− η c, for t ∈ [0, T + 2] .
From (H1),
f (u(s)) < Φp
(
c
µ
)
, s ∈ [0, T + 2] .
So,
γ (Fu) = (Fu)(η)
=
T+1∑
s=η
Φq
(
s∑
i=1
a(i) f (u(i))
)
<
T+1∑
s=η
Φq
(
s∑
i=1
a(i)
)
c
µ
= c.
Therefore
Fu ∈ P(γ, c).
Now, we show that (i)–(iv) of Theorem 2.1 are satisfied.
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Firstly, Let u ≡ T+2T+2−ηb, k = T+2T+2−ηb, it follows that
α(u) = u(l) = T + 2
T + 2− ηb > b, θ(u) = u(η) =
T + 2
T + 2− ηb = k, γ (u) = u(η) =
T + 2
T + 2− ηb < c,
which shows that {u ∈ P(γ, θ, α, b, k, c) : α(u) > b} 6= φ, and for u ∈ P(γ, θ, α, b, T+2T+2−ηb, c), we have
b ≤ u(t) ≤
(
T + 2
T + 2− η
)2
b, for t ∈ [0, l] .
As a consequence of (H2),
f (u(s)) > Φp
(
b
λ
)
, s ∈ [0, l] .
So,
α(Fu) = (Fu)(l)
=
T+1∑
s=l
Φq
(
s∑
i=1
a(i) f (u(i))
)
≥ (T + 2− l)Φq
(
l∑
i=1
a(i) f (u(i))
)
> (T + 2− l)Φq
(
l∑
i=1
a(i)
)
b
λ
= b.
Thus the condition (i) of Theorem 2.1 is satisfied.
Second, we prove that (ii) of Theorem 2.1 is fulfilled. We choose u ≡ T+2−ηT+2 a, h = T+2−ηT+2 a, then
γ (u) = u(η) = T + 2− η
T + 2 a < c, ψ(u) = u(η) =
T + 2− η
T + 2 a = h, β(u) = u(l) =
T + 2− η
T + 2 a < a.
From this we know that {u ∈ Q(γ, β, ψ, h, a, c) : β(u) < a} 6= φ. If u ∈ Q(γ, β, ψ, T+2−ηT+2 a, a, c), then
0 ≤ u(t) ≤ T + 2
T + 2− l a, for t ∈ [0, T + 2] .
From (H3),
f (u(s)) < Φp
(a
δ
)
, s ∈ [0, T + 2] .
So,
β(Fu) = (Fu)(l)
=
T+1∑
s=l
Φq
(
s∑
i=1
a(i) f (u(i))
)
<
T+1∑
s=l
Φq
(
s∑
i=1
a(i)
)
a
δ
= a.
Third, we show that (iii) of Theorem 2.1 is satisfied. If u ∈ P(γ, α, b, c) and θ(Fu) = Fu(η) > T+2T+2−ηb, then
α(Fu) = (Fu)(l) ≥ T + 2− l
T + 2 Fu(l) ≥
T + 2− l
T + 2 Fu(η) >
T + 2− l
T + 2− ηb > b.
Finally, if u ∈ Q(α, β, a, c)and ψ(Fu) = Fu(η) < T+2−ηT+2 a, then from (2) of Lemma 3.1 we have
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β(Fu) = Fu(l) ≤ Fu(l)
T+2−l
T+2
≤ Fu(η)
T+2−η
T+2
< a,
which shows that the condition (iv) of Theorem 2.1 is fulfilled.
Therefore, Theorem 2.1 implies that F has at least three fixed points which are positive solutions u1, u2, u3
belonging to P(γ, c) of the BVP (1.1) and (1.2) such that
β(u1) < a, b < α(u2), and a < β(u3) with α(u3) < b. 
Remark 3.2. Since the BVP (1.1)–(1.3) is similar to the BVP (1.1) and (1.2) we leave the details to reader.
4. Example
We consider the following BVP:
4 [Φp(4u(t − 1))]+ a(t) f (u(t)) = 0, t ∈ [1, 4] , (4.1)
satisfying the boundary conditions
4u(0) = u(5) = 0, (4.2)
where p = 32 , q = 3, a(t) ≡ 1, T = 3 and
f (u) =
0.1, 0 ≤ u ≤ 2,0.4x − 0.7, 2 ≤ u ≤ 5,1.3, 5 ≤ u ≤ 125.
Then the BVP (4.1) and (4.2) has at least three positive solutions.
Proof. Choose η = 3, l = 1, a = 1, b = 5, c = 50. Then
µ =
4∑
s=3
Φq
(
s∑
i=1
a(i)
)
= 25,
λ = (3+ 2− 1)Φq
(
1∑
i=1
a(i)
)
= 4,
δ =
4∑
s=1
Φq
(
s∑
i=1
a(i)
)
= 30.
It is easy to see that
0 < a <
T + 2− l
T + 2 b <
(T + 2− η) (T + 2− l)
(T + 2)2 c, µb < λc
and f satisfies that
f (u) < Φp
(
c
µ
)
= √2 ≈ 1.414, for 0 ≤ u ≤ 125,
f (u) > Φp
(
b
λ
)
=
√
5
4
≈ 1.118, for 5 ≤ u ≤ 125
4
,
f (u) < Φp
(a
δ
)
=
√
1
30
≈ 0.183, for 0 ≤ u ≤ 5
4
.
Therefore by Theorem 3.1, the BVP (4.1) and (4.2) has at least three positive solutions u1, u2 and u3 such that
max
t∈[1,5]
u1(t) < 1, 5 < min
t∈[0,1] u2(t),
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and
1 < max
t∈[1,5]
u3(t) with min
t∈[0,1] u3(t) < 5. 
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