We are motivated by the fact that if one of the domains is a disc we get the case of "nearly circular" domains which has been much studied.
Aside from an absolute constant our estimates are geometric in nature, being expressed in terms of numbers which are derived from properties of the boundaries of the mapped domains. They are of interest to us because they hold uniformly for all p, 0 g p < 1 and because they approach zero when one of the domains converges to the other as described in the paper. 1* DEFINITION 1. Let D f and D g denote a pair of open, bounded, simply connected sets in the w plane both of which contain the origin. Let Γ f and Γ g denote their respective boundaries. Let Δ denote the component of D f Π D g which contains the origin and let Γ denote the boundary of A. Let X f be the radius of the largest disk lying in the complement of Γ f and having its center on Γ (if no such disk exists, write X f -0). Let X g be analogously defined. The inner distance is defined by the formula
The statement 'φ(z) is a normalized mapping function' means that Φ(z) is the conformal mapping function of one bounded, simply connected, origin containing domain onto another and that 0(0) = 0, and ^'(0) is positive.
The symbol C p will always be used to denote the locus \t\ = p, 0 ^ p < 1.
Let R λ and R 2 denote the radii of two circles with centers at w = 0 
The number K^ is an absolute constant, and the inequality holds uniformly for all p, 0 <^ p < 1.
Before proving Theorem 1 we state some results which are used in the proof. The number K 2 is an absolute constant, and inequality holds uniformly for all p,Q <^ p < 1.
uniformly valid for all ρ,0<*p<l.
2. Proof of Theorem 1. (a) Prom Definition 1, each point of Γ will have distance at most ε from Γ f . The inverse of f(z) maps Δ onto a domain E which lies in | z \ < 1. Let E ι denote the boundary of E. From Lemma A, the set E 1 will lie in the ring Since /'(0) ^ inf the set E x will lie in the ring [1] [2] [3] [4] The above inequality fails to define a ring if ε/R 1 ^ 1/16. We treat the two cases separately. Let ω(z) be the normalized mapping function of I z I < 1 onto E. If ejR 1 < 1/16, we have from Lemma B,
For the case 1/16 ^ ε/2^ < 1, we have trivially,
From Lemma C, the same bound is valid for / 2 :
( c) If 0 < r < a < 1, we have for the integrand of^ I 3 :
Let α-»l and we obtain \f{rt)-f{rω{t))\^-
If we combine (2), (3), (4) and (5), we obtain the estimate 
\f(t)-f(ω(t))\ \dt
(d) The whole argument can be repeated with g(z) in place of" ). In this case we shall have an estimate analogous to (6):
The function ω,(z) is the normalized mapping function of | z | < 1 onto the image of A under the inverse of g(z). Since f(ω(z)) and giω^z)) are both normalized mapping functions from | z | < 1 onto A it follows from the uniqueness that
If we combine (6), (6'), (7) and choose r so that 1 -r = (ε/R,) 113 , the conclusion of the theorem is established. 
It is easily shown that Sup
We define the modulus of rectifiability to be 
Similarly, I w k+ι -w k I <; 2^(1 -r) + I w fc+1 -w fc | .
Thus, if Γ m is the length of the perimeter of the level curve polygon,
Noting that ^ ^ ί//(r), we have from (10) and (11)
The conclusion follows from (10), (11) and (12). In the estimate of Lemma 2, it would appear that the first term should dominate the others and this will be so if ζ f is sufficiently weak. However, it is possible (e.g., if D f is a disk) for the term 2L f Vv f to be dominant. For purpose of final estimate we introduce the boundary functional
J^p 0 < r < 1 , for all p, 0 ^ p < 1 .
Proof. The function l//'(£) (i.e., the branch which is positive at the origin) is regular in
2 is convergent and
, 0 < r
Jo
We write
From these inequalities and Lemma 2, the conclusion is apparent. uniformly for all p, 0 <; p < 1 , and
From Lemma 2, A ^ βf{σ), and From (8) and (13) 
)).
Noting that A ^ Γ.EΓ(α!)<fo , that 2B = /(/', #'; /o) ^ I*,
Jo
we let p-+l and we get the conclusion of the lemma. We are now able to state our convergence theorem as THEOREM 3. If the f boundary is held fixed and the g boundary is allowed to vary, a necessary and sufficient condition that /(/', g'; p) -> 0 uniformly for all ρ f 0 <: p < l f is that μ + σ -> 0.
Proof. We get the sufficiency from Theorem 2. From Lemma 4 we see that J* -> 0 implies that μ -• 0 which is one part of the necessity. From Lemma 5, we see that if I* is arbitrarily small the boundary point f(e iθ ) will be! arbitrarily close to the g boundary and vice versa. So we have J*-^0 implies ε->0 implies that infiϋ^O so that /*-•() implies that σ-+0. This completes the proof of Theorem 3.
Without estimate, S. E. Warschawski [2] established a result that is similar to Theorem 3. BIBLIOGRAPHY Soc. 1 (1950), 562-574. 4 .
f On the degree of variation in conformal mapping of variable regions, Trans. Amer. Math. Soc. 69 (1950), 335-356. 
