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Abstract 
Household trip data collection is essential for design and construction of transportation infrastructure. Conventionally, this 
information is collected by travel surveys, which require the respondents to answer a list of questions targeting their daily 
travelling. As the responses depend on the memory of the respondents, inaccuracies usually occur during the reporting process. 
To improve the accuracy of the collected data, a lot of research is currently being focused on inferring the important information 
from data collected automatically with the help of devices like smartphones. The current study proposes a new method for 
identifying the travel mode, by applying the binomial logistic regression in a hierarchical manner, using the data collected by the 
accelerometer of the smartphone. Three methods of application are discussed, namely ranking, one against rest and one against 
all. Apart from train, all the other modes are successfully modelled with goodness of fit approaching to 1. Low goodness of fit in 
case of train is due to the wide range of accelerations recorded. Although, all the three methods exhibit good outcomes, one 
against all method provides relatively better results. 
© 2015 The Authors. Published by Elsevier B. V. 
Selection and peer-review under responsibility of Delft University of Technology. 
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1. Introduction 
Household travel data collection is an important and integral part of transportation infrastructure planning and 
management. Currently, two methods are used for this purpose, the conventional method and the recent method. The 
conventional method is to collect the data with the help of surveys. These can be paper questionnaires, mail-back 
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surveys, telephone surveys and internet surveys. They all require the respondent to recall the daily travelling and 
then provide that information to the surveyor. This reliance on the memory of the respondent causes a lot of 
drawbacks to the collection methodology. The participants are usually unable to provide accurate starting and ending 
times of the trips they made during that day, or worst, the previous day. They also tend to forget reporting short trips. 
This can lead to erroneous data being collected. Moreover, these surveys have low response rate as the respondents 
are expected to answer a huge number of questions, which is a tedious job.  
The recent method of data collection is to address the issues of conventional method by eliminating the reliance 
on the memory of the respondents. This can be achieved by automatically collecting the travel data, without any 
input from the participants. For this purpose, a lot of research is focused on the utilization of sensors. Experiments 
have been conducted using Global System for Mobile (GSM) communications (Anderson and Muller, 2006; Sohn et 
al., 2006), local area wireless technology (Wi-Fi) (Mun et al., 2008), Global Positioning System (GPS) (Tsui and 
Shalaby, 2006), accelerometer (Shafique and Hato, 2015) and smartphones (Nham et al., 2008; Reddy et al., 2010). 
The data from the sensors can be employed to identify the mode of transportation used by the respondent. So without 
any input required on part of the respondents, their daily trips, which includes the origin, destination, starting time, 
ending time, mode used and route taken, can be recorded with high accuracy. Usually, a supervised learning 
algorithm is used to classify the data into various travel modes.  
Accelerometer and GPS data are mostly used in the detection of travel mode. Accelerometer provides the 
accelerations along the 3 axes after pre-defined intervals whereas GPS records the location of the device at every 
instance. Both types of data are individually or collectively used to successfully classify the transportation modes 
(Gonzalez et al., 2008; Kwapisz et al., 2011; Nham et al., 2008; Nick et al., 2010; Reddy et al., 2008; Reddy et al., 
2010; Shin et al., 2014; Xia et al., 2014; Yang, 2009). 
This study is unique in sense that it explores the possibility of applying the binomial logistic model using the 
accelerometer data. Although, multinomial logit models have been adopted for assessing the effect of a policy 
change on mode shift or the possibilities of introducing a new travel mode, but using the logit model to identify the 
travel mode from only the data collected by accelerometer is a novel approach. The binomial logit model is applied 
in a hierarchical manner to separate six modes namely walk, bicycle, car, bus, train and subway. 
2. Binomial Logistic Regression 
Binary logistic regression is a type of generalized linear models (GLM), which models how a binary response is 
dependent on a set of explanatory variables. The explanatory variables can be discrete, continuous or a combination. 
Binary response means that there can be only two possible outcomes, either success or failure. For example, a doctor 
wants to figure out the proportion of breast cancer patients in a given population. Naturally, every person’s risk of 
being a patient of breast cancer will vary, depending on a number of factors including age, lifestyle and eating 
habits. Consider these factors or predictor variables be represented by    with observed value 
     for a person . Let  be the binary response variable where    if person  is a patient and 
   if otherwise. The probability  that the person  is a patient can be formulated as follows 
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3. Methodology 
3.1. Data collection and processing 
Probe person data was collected by participants in Kobe city, Japan by employing smartphones. The 
accelerometer embedded in the smartphones recorded accelerations along the three axes at a frequency of around 14 
Hz. The number of trips made by each of the six modes is given in table 1.  
Table 1. Number of trips for each mode 
Mode No. of trips collected No. of trips used 
Walk 512 45 
Bicycle 10 10 
Car 31 31 
Bus 26 26 
Train 44 44 
Subway 16 16 
Total  639 172 
  
As it is evident from the table that the number of trips for walk is about 80% of all the trips recorded, so to form a 
comparable scenario, 45 trips were randomly selected for analysis. The accelerations along the three axes were used 
to calculate the resultant acceleration. The resultant accelerations were averaged for each trip to get one average 
resultant acceleration value for each trip. Similarly, for each trip, the resultant acceleration values were used to 
calculate standard deviation, skewness and kurtosis. A dummy variable was also introduced to input the information 
that either the trip was made during a weekend or a weekday. Summarized ANOVA results, shown in table 2, 
suggested that the extracted variables were capable enough to distinguish among the various modes. 
Table 2. Summarized ANOVA results 
Variable F value Pr(>F) 
Average Resultant Acceleration 2.612 0.03 
Standard Deviation 11.058 3.31E-09 
Skewness 4.837 0.0004 
Kurtosis 3.791 0.003 
3.2. Application of binomial logistic regression 
Binomial logistic regression was applied in three different manners as follows, 
• Ranking  
• One against rest 
• One against all 
In ranking, the data was first split into motorized and non-motorized modes. Then the non-motorized modes were 
further divided into walk and bicycle, whereas the motorized modes were divided into on road and on track. In turn, 
the on road modes were split into car and bus, and likewise the on track modes were split into train and subway 
(figure 1).  
239 Muhammad Awais Shafi que and Eiji Hato /  Transportation Research Procedia  10 ( 2015 )  236 – 244 
 
In case of one against rest, initially the data was split into mode walk and others. Then the data excluding walk 
was split into bicycle and others. Similarly, each mode was separated and with each turn the data kept on decreasing 
until only two modes were left in the last and the same split was made between train and subway as in ranking 
(figure 2). The one against all method was essentially the same but this time the data was not decreased and for each 
mode the entire data was taken into consideration (figure 3).  
 
Fig 1. Ranking method of application 
 
 
 
Fig 2. One against rest method of application 
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Fig 3. One against all method of application 
4. Results and Discussion 
After application of the regression model, the goodness of fit is calculated as the 1-pchisq using the residual 
deviance and corresponding degree of freedom. The results for each method are provided in tables 3-5.  
 
 
 
Table 3. Regression results for ranking method 
Split Coefficients Estimate Std. Error z value Pr(>|z|) Goodness of fit 
Motorized 
vs. non-
motorized 
Intercept 2.657 4.633 0.574 0.566 
0.238 
Average Resultant Acceleration -0.022 0.484 -0.044 0.965 
Standard Deviation -1.176 0.289 -4.068 0.000 
Skewness 0.333 0.192 1.732 0.083 
Kurtosis -0.003 0.006 -0.508 0.612 
Dummy (weekend) -0.380 0.392 -0.971 0.332 
Walk vs. 
Bicycle 
Intercept -54.440 22.876 -2.380 0.017 
0.975 
Average Resultant Acceleration 5.433 2.280 2.383 0.017 
Standard Deviation 2.057 1.103 1.865 0.062 
Skewness 0.262 0.525 0.499 0.618 
Kurtosis 0.003 0.018 0.147 0.883 
Dummy (weekend) -0.014 0.981 -0.014 0.989 
On road vs. 
on track 
Intercept 10.686 7.212 1.482 0.138 
0.104 
Average Resultant Acceleration -1.270 0.757 -1.678 0.093 
Standard Deviation 1.581 0.472 3.348 0.001 
Skewness -0.013 0.014 -0.963 0.336 
Kurtosis -0.186 0.199 -0.935 0.350 
Dummy (weekend) 1.508 0.491 3.070 0.002 
Car vs. Bus 
Intercept -40.506 16.581 -2.443 0.015 
0.667 
Average Resultant Acceleration 4.155 1.717 2.420 0.016 
Standard Deviation -1.192 0.720 -1.656 0.098 
Skewness 1.073 0.378 2.840 0.005 
Kurtosis -0.031 0.018 -1.729 0.084 
Dummy (weekend) 3.592 1.309 2.744 0.006 
Train vs. 
Subway 
Intercept 11.087 9.811 1.130 0.258 
0.168 
Average Resultant Acceleration -1.377 1.032 -1.335 0.182 
Standard Deviation 0.926 0.807 1.147 0.252 
Skewness -0.075 0.411 -0.182 0.855 
Kurtosis 0.038 0.029 1.317 0.188 
Dummy (weekend) -1.029 0.689 -1.494 0.135 
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Table 4. Regression results for one against rest method 
Split Coefficients Estimate Std. Error z value Pr(>|z|) Goodness of fit 
Walk vs. 
Others 
Intercept 12.710 5.895 2.156 0.031 
0.960 
Average Resultant Acceleration -1.108 0.605 -1.833 0.067 
Standard Deviation -0.914 0.407 -2.242 0.025 
Skewness 0.347 0.325 1.069 0.285 
Kurtosis 0.069 0.044 1.572 0.116 
Dummy (weekend) -0.450 0.446 -1.007 0.314 
Bicycle vs. 
Others 
Intercept -34.127 12.270 -2.781 0.005 
0.986 
Average Resultant Acceleration 3.733 1.278 2.922 0.003 
Standard Deviation -0.200 0.506 -0.395 0.693 
Skewness 0.428 0.252 1.697 0.090 
Kurtosis -0.002 0.006 -0.362 0.717 
Dummy (weekend) -0.705 0.529 -1.333 0.183 
Car vs. 
Others 
Intercept 23.455 7.993 2.934 0.003 
0.558 
Average Resultant Acceleration -2.393 0.833 -2.872 0.004 
Standard Deviation 1.744 0.566 3.080 0.002 
Skewness -0.802 0.237 -3.389 0.001 
Kurtosis 0.014 0.013 1.093 0.274 
Dummy (weekend) -0.309 0.499 -0.619 0.536 
Bus vs. 
Others 
Intercept 2.163 10.872 0.199 0.842 
0.776 
Average Resultant Acceleration -0.346 1.139 -0.304 0.761 
Standard Deviation 1.264 0.607 2.083 0.037 
Skewness 0.605 0.363 1.665 0.096 
Kurtosis -0.028 0.019 -1.453 0.146 
Dummy (weekend) 3.826 1.248 3.065 0.002 
Train vs. 
Subway 
Intercept 11.087 9.811 1.130 0.258 
0.168 
Average Resultant Acceleration -1.377 1.032 -1.335 0.182 
Standard Deviation 0.926 0.807 1.147 0.252 
Skewness -0.075 0.411 -0.182 0.855 
Kurtosis 0.038 0.029 1.317 0.188 
Dummy (weekend) -1.029 0.689 -1.494 0.135 
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Table 5. Regression results for one against all method 
Split Coefficients Estimate Std. Error z value Pr(>|z|) Goodness of fit 
Walk vs. 
Others 
Intercept 11.662 6.126 1.904 0.057 
0.822 
Average Resultant Acceleration -0.940 0.629 -1.494 0.135 
Standard Deviation -1.115 0.303 -3.674 0.000 
Skewness 0.424 0.216 1.964 0.049 
Kurtosis 0.003 0.012 0.240 0.811 
Dummy (weekend) 0.284 0.449 0.633 0.527 
Bicycle vs. 
Others 
Intercept -25.708 12.299 -2.090 0.037 
1.000 
Average Resultant Acceleration 2.936 1.287 2.281 0.023 
Standard Deviation 0.170 0.550 0.308 0.758 
Skewness 0.209 0.265 0.788 0.431 
Kurtosis 0.001 0.009 0.072 0.943 
Dummy (weekend) -0.901 0.697 -1.293 0.196 
Car vs. 
Others 
Intercept 19.443 6.905 2.816 0.005 
0.991 
Average Resultant Acceleration -1.963 0.720 -2.726 0.006 
Standard Deviation 1.918 0.519 3.696 0.000 
Skewness -0.811 0.226 -3.584 0.000 
Kurtosis 0.015 0.013 1.116 0.264 
Dummy (weekend) -0.357 0.471 -0.759 0.448 
Bus vs. 
Others 
Intercept -8.279 8.218 -1.007 0.314 
1.000 
Average Resultant Acceleration 0.878 0.853 1.030 0.303 
Standard Deviation 0.810 0.431 1.881 0.060 
Skewness 0.303 0.218 1.386 0.166 
Kurtosis -0.017 0.007 -2.270 0.023 
Dummy (weekend) 2.840 0.902 3.150 0.002 
Train vs. 
Others 
Intercept -0.359 5.172 -0.069 0.945 
0.166 
Average Resultant Acceleration 0.107 0.534 0.200 0.842 
Standard Deviation 0.295 0.284 1.038 0.299 
Skewness -0.155 0.209 -0.742 0.458 
Kurtosis 0.031 0.018 1.751 0.080 
Dummy (weekend) -1.013 0.378 -2.678 0.007 
Subway vs. 
Others 
Intercept -15.610 9.016 -1.731 0.083 
1.000 
Average Resultant Acceleration 1.857 0.949 1.957 0.050 
Standard Deviation -0.322 0.400 -0.806 0.420 
Skewness -0.117 0.237 -0.494 0.621 
Kurtosis 0.005 0.016 0.311 0.756 
Dummy (weekend) 0.385 0.586 0.658 0.511 
 
 
The results suggest that for every method adopted, problem arises when train is involved in the split. In ranking, 
the goodness of fit is less than 0.5 at 3 levels, motorized vs. non-motorized, on road vs. on track and train vs. 
subway. These three levels are dealing with train. Similarly, for one against rest and for one against all, the goodness 
of fit is less than 0.5 for train vs. subway and train vs. others respectively. This shows that the three methods are 
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very much applicable for all modes except train. The reason might be hidden within the raw data. Figure 4 
summarizes the resultant acceleration values collected for each mode. It is evident that the mode train is a bit 
difficult to model because its range of acceleration values cover all other modes.  
 
Fig 4. Summary of Resultant Accelerations for each mode 
 
5. Conclusion and Future Work 
This study explores the possibility of a new problem solving technique for transportation mode classification. 
Binomial logistic regression can be successfully utilized to model the travel modes by using only the acceleration 
values and hence, can classify the data into various modes. The modelling of mode train is a bit problematic but the 
effect can be minimized by using the one against rest or one against all method of application, instead of ranking 
method. The one against all method provides best results where, apart from train, all the other modes show a 
goodness of fit value close to 1. This method should be improved further and ultimately it can complement the 
current methods used for travel mode identification.  
To the best of our knowledge, this study is probably the first to incorporate binary logistic regression for possible 
travel mode classification using accelerometer data. The proposed methodology is still in its primitive stage, so it 
cannot be yet compared with the well-developed and widely accepted machine learning approach. Moreover the 
collected data used in this study is not big enough to support a reliable comparison. More data should be collected 
and interaction among the variables should also be analyzed. The methodology can be further improved by 
incorporating variables related to speed extracted from GPS data. With enough improvement, this methodology is 
expected to assist the machine learning approach by improving the prediction accuracy of the supervised algorithms.  
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