Let P be a graph property. A graph G is said to be locally P (closed locally P, respectively) if the subgraph induced by the open neighbourhood (closed neighbourhood, respectively) of every vertex in G has property P. A graph G of order n is said to satisfy Dirac's condition if δ(G) ≥ n/2 and it satisfies Ore's condition if for every pair u, v of non-adjacent vertices in G, deg(u) + deg(v) ≥ n. A graph is locally Dirac (locally Ore, respectively) if the subgraph induced by the open neighbourhood of every vertex satisfies Dirac's condition (Ore's condition, respectively). In this paper we establish global properties for graphs that are locally Dirac and locally Ore. In particular we show that these graphs, of sufficiently large order, are 3-connected. For locally Dirac graphs it is shown that the edge connectivity equals the minimum degree and it is illustrated that this results does not extend to locally Ore graphs. We show that ⌊n/3⌋ − 1 is a sharp upper bound on the diameter of every locally Dirac graph of order n. We show that there exist infinite families of planar closed locally Dirac graphs. In contrast, locally Dirac graphs of sufficiently large order are shown to be non-planar. It is known that every closed locally Ore graph is hamiltonian. We show that locally Dirac graphs have an even richer cycle structure by showing that all locally Dirac graphs with maximum degree 11 are in fact fully cycle extendable. This result supports Ryjáček's well-known conjecture; which states that every connected, locally connected graph is weakly pancyclic.
Introduction
The development of graph theory has been profoundly influenced by the evolution of the internet and resulting large communication networks. Of particular interest are global properties of social networks, such as facebook, that can be deduced from their local properties. In this paper we investigate global properties in graphs that satisfy certain local degree conditions.
We begin by defining graph properties and invariants that we shall consider. Let G be a graph. The order (number of vertices) of G is denoted by n(G) or n if G is clear from context. The diameter of a connected graph G extendable. These results support Bondy's well-known 'meta-conjecture' (see [4] ) that almost any condition that guarantees that a graph has a Hamilton cycle actually guarantees much more about the cycle structure of the graph.
If, in Theorem 1.4, the claw-free condition is dropped, hamiltonicity is no longer guaranteed. In fact, Pareek and Skupień [19] observed that there exist infinitely many connected, locally hamiltonian graphs that are nonhamiltonian. However, Clark's result led Ryjáček to suspect that every locally connected graph has a rich cycle structure, even if it is not hamiltonian. He proposed the following conjecture (see [24] .) Conjecture 1.1 (Ryjáček) Every locally connected graph is weakly pancyclic.
Ryjáček's conjecture seems to be very difficult to settle. Several conditions stronger than local connectedness have been imposed on graphs to obtain results in support of Ryjáček's conjecture. Nevertheless, it often remains a difficult problem to decide which of these graphs are hamiltonian. For example, locally hamiltonian graphs introduced by Skupień [22] need not be hamiltonian. It is shown, for example, in [1] that there exist infinitely many locally hamiltonian graphs that are not hamiltonian. Moreover, there does not appear to be an easy way of recognizing which locally hamiltonian graphs are in fact hamiltonian. The class of 'locally isometric graphs' introduced in [6] , is a class of graphs satisfying another such local condition. A subgraph H of a graph G is isometric if d H (u, v) = d G (u, v) for all u, v ∈ V (H). A graph G is locally isometric if the subgraph induced by the open neighbourhood of every vertex in G is an isometric subgraph of G. It was shown in [6] that the problem of deciding whether a locally isometric graph is hamiltonian is NP-complete for graphs with maximum degree at most 8. Locally connected graphs that are sufficiently 'locally dense' were introduced in [7] . The clustering coefficient of a vertex in a graph is the proportion of pairs of neighbours of the vertex that are themselves neighbours (see [23] ). The minimum clustering coefficient of a graph G is the smallest clustering coefficient of its vertices, taken over all vertices (see [7] ). It was shown in [7] , that even for connected locally connected graphs with minimum clustering coefficient as large as 1/2, hamiltonicity of the graph is not guaranteed. Nevertheless, it was shown that many of these graphs have a rich cycle structure. At the intersection of the locally hamiltonian, locally isometric, and locally connected graphs with minimum clustering coefficient at least 1/2, lie the 'locally Dirac' and 'locally Ore' graphs. We say that a graph G is locally Dirac if for every v ∈ V (G), deg N (v) (u) ≥ deg G (v)/2 for all u ∈ N (v), i.e., the subgraph N (v) satisfies Dirac's condition for all v ∈ V (G). Similarly, a graph G is locally Ore if for every v ∈ V (G), deg N (v) (u) + deg N (v) (w) ≥ deg G (v) for all pairs u, w of non-adjacent vertices in N (v). In contrast with graphs satisfying the Dirac or Ore conditions, we will show that the locally Dirac and Ore graphs may be sparse and yet possess many of the nice properties that graphs with the Dirac and Ore conditions possess.
Hasratian and Khachatrian in [13] showed that if G is closed locally Ore, i.e., if the subgraph induced by the closed neighbourhood of every vertex of G satisfies Ore's condition, then the graph is hamiltonian. Theorem 1.5 [13] Let G be a graph of order n ≥ 3. If N [v] satisfies Ore's condition for all v ∈ V (G), then G is hamiltonian.
Remark 1.6
The proof of Theorem 1.5 given in [13] in fact shows that if G is closed locally Ore and C is a nonhamiltonian cycle, then there exists a cycle C ′ of length 1 or 2 greater than C that contains the vertices of C. Graphs with this property are called {1, 2}-extendable.
As an immediate consequence we obtain the following.
Corollary 1.7 Let G be a graph of order n ≥ 3. If for every v ∈ V (G) and for all u,
, then G is hamiltonian and {1, 2}-extendable.
. By Theorem 1.5 we see that G is hamiltonian and, by Remark 1.6, G is {1, 2}-extendable.
The following is another consequence of this result.
The strong product of two graphs G and H, denoted by G ⊠ H, is the graph with vertex set V (G ⊠ H) = V (G) × V (H) and edge set E(G ⊠ H) = {(u, v)(x, y)| u = x and vy ∈ E(H)} ∪ {(u, v)(x, y)| v = y and ux ∈ E(G)} ∪ {(u, v)(x, y)| ux ∈ E(G) and vy ∈ E(H)}.
The join of two graphs G and H, denoted by G + H is the graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H) ∪ {uv|u ∈ V (G) and v ∈ V (H)}.
Let u and v be vertices of a graph G. Then u ∼ v is used to indicate that u is adjacent with v and u ≁ v is used to indicate that u is not adjacent with v.
Connectedness and Diameter in Locally Ore and Dirac Graphs
It is easily seen that the diameter of graphs satisfying the Dirac or the Ore condition is at most 2. However, graphs that are locally Dirac can have arbitrarily large diameter. To see this let P m be the path of order m, C m be the cycle of order m and K 3 the complete graph of order 3. Then P m ⊠ K 3 is a locally Dirac graph of order 3m and diameter m − 1 and C m ⊠ K 3 is a locally Dirac graph of order 3m and diameter ⌊m/2⌋. Graphs that satisfy the Dirac (or Ore) condition may not be locally Dirac (locally Ore, respectively). For example, for even n ≥ 4, the complete bipartite graph K n/2,n/2 satisfies the Dirac condition (as well as the Ore condition) but it is not locally Dirac (nor locally Ore). However, there are graphs such as regular complete k-partite graphs for k ≥ 3 or the k th power of the cycle C 3k for some k ≥ 1, that satisfy the Dirac condition and are locally Dirac. One may well ask whether the locally Dirac graphs can be characterized in terms of forbidden (induced) subgraphs. The next results shows that this is not the case. Proposition 2.1 Every connected graph G of order n ≥ 3 is an induced subgraph of a locally Dirac graph.
Proof. Let H = G + K n . Then H is a locally Dirac graph that contains G as an induced subgraph.
The next result gives a sharp lower bound on the connectivity of a connected locally Dirac graph.
Proof. It is readily seen that a connected locally Ore graph of order at least 4 is 2-connected. Suppose, to the contrary, that G has a vertex-cut S of cardinality 2, where S = {u, v}. Let C 1 , C 2 , . . . , C k , k ≥ 2, be the components of G− S. Consider the sets N (v)∩V (C i ) and let d = deg G (v). Observe that each of these sets is non-empty otherwise u is a cut-vertex of G. Let x ∈ N (v) ∩ V (C 1 ) and y ∈ N (v) ∩ V (C 2 ). We consider two cases.
An immediate consequence of the previous result now follows.
Corollary 2.3
If G is a connected locally Dirac graph of order at least 4, then G is 3-connected.
To see that the bound in the previous two results is sharp, observe that the graph P m ⊠ K 3 , for m ≥ 3, is a connected locally Ore/Dirac graph with connectivity 3. If we add a new vertex to P m ⊠ K 3 and join it to three pairwise adjacent vertices of degree 5 in P m ⊠ K 3 , we obtain a locally Ore graph with minimum degree 3. In the next result shows that three cannot be the minimum degree of locally Dirac graphs of sufficiently large order.
Theorem 2.4
If G is a connected locally Dirac graph or order n ≥ 8, then δ(G) ≥ 5.
Proof. Since n ≥ 8, it follows from Theorem 2.2 that δ(G) ≥ 3. Let v be a vertex of degree δ(G) and let N 2 (v) consist of all vertices distance exactly 2 from v. If δ(G) < 5, then δ(G) = 3 or 4.
Assume first that δ(G) = 3 and let N (v) = {x, y, z}. Since G is locally Dirac, N (v) induces a K 3 . By Theorem 2.2 every vertex of N (v) is adjacent with at least one vertex of N 2 (v). If some vertex of N (v), say x is adjacent with at least two vertices of N 2 (v), then it follows, since G is locally Dirac, that deg N (x) (v) ≥ ⌈5/2⌉ = 3. This is not possible since v has at most two neighbours in N (x) . So each vertex of N (v) is adjacent with exactly one vertex in N 2 (v). Let u be a neighbour of x in N 2 (v). Since G is locally Dirac, u must be adjacent with both y and z. But then G has order 5, a contradiction. So δ(G) = 3.
Assume next that
Since n ≥ 8 and by Theorem 2.2 we must have |N 2 (v)| ≥ 3. Suppose first that each vertex from N (v) is adjacent to at most one vertex from N 2 (v). Then there is a vertex a ∈ N 2 (v) such that a is adjacent to exactly one vertex of N (v); otherwise each vertex from N 2 (v) has at least two neighbours in N (v), which contradicts our assumption that each vertex from N (v) is adjacent to at most one vertex from N 2 (v). We may assume that v 1 a ∈ E(G) and that a is not adjacent to any of 
Remark 2.5 There are infinitely many planar closed locally Dirac graphs. For example, the graphs P m ⊠ K 2 , for m ≥ 3, forms such a class of graphs.
For Locally Dirac graphs the situation is different as our next result shows. We will use the result established in [9] which states that every locally 3-connected graph is non-planar. Recall that the eccentricity of a vertex v in a connected graph G is e(v) = max{d(v, u)|u ∈ V (G)} and the diameter is the maximum eccentricity among all pairs of vertices. Our next result provides a sharp upper bound on the diameter of a locally Dirac graph. Theorem 2.7 If G is a connected locally Dirac graph of order n ≥ 9, then diam(G) ≤ ⌊ n 3 ⌋ − 1. Moreover this bound is sharp.
Proof. If G has diameter at most 2, the result follows. Suppose G has diameter at least 3. Let v be a vertex of
This bound is sharp since the graph G = P m ⊠ K 3 of order n = 3m satisfies the condition diam(G) = n 3 − 1.
Moreover, this bound is attained for every integer n ≥ 9. Observe that n is of the form 3k or 3k + 1 or 3k + 2 for some integer n ≥ 3. If n = 3k or 3k + 1, start by taking a copy of P k−1 ⊠ K 3 . This graph contains two sets S 1 and S 2 of disjoint K 3 's whose vertices all have degree 5 in G. If n = 3k, join one new vertex to one of these two sets of vertices and a K 2 to the other set to produce a locally Ore graph with the desired diameter. If n = 3k + 1, join a K 2 to the vertices of S 1 and join another K 2 to the vertices in S 2 . If n = 3k + 2, start by constructing a P k ⊠ K 3 . Again let S 1 and S 2 denote two disjoint sets of vertices that induce a K 3 and have degree 5 in P k ⊠ K 3 . Now add two new vertices and join one of them to the vertices of S 1 and the other to the vertices of S 2 . In each case the resulting graph is locally Ore with diameter ⌊ n+1 3 ⌋.
It is well-known that λ(G) ≤ δ(G) and Plesník [20] showed that equality holds for graphs with diameter at most 2. We show that this is also the case for locally Dirac graphs but that this result does not extend to graphs that are locally Ore and hence not to graphs that are closed locally Ore.
Theorem 2.9
If G is a connected locally Dirac graph of order n ≥ 3, then λ(G) = δ(G).
Proof. It is readily seen that the only locally Dirac graphs of orders 3 or 4 are complete. Moreover the only locally Dirac graphs of order 5 are K 5 and K 5 − e where e is any edge of the
Let G be a locally Dirac graph of order n ≥ 6 and let S be a minimum edge-cut of G. Let G 1 and G 2 be the two components of G − S. Among all vertices of G − S incident with edges of S, let v be one incident with a maximum number of edges of S. We may assume that v belongs to G 1 . Suppose v is incident with k edges of S. Thus each of these k edges joins v with a vertex of G 2 .
Assume first that
the results follows from the above remark. Suppose now that v is adjacent with vertices of
Assume next that k < deg(v)/2. Let u be a neighbour of v in G 2 . Since G is locally Dirac and since u is adjacent with at most k −1 neighbours of v in G 2 , it follows that u is adjacent with at least
2 , v must have at least two neighbours in G 1 , i.e., deg(v) ≥ 3. Since G is locally Dirac it follows that u must have at least two neighbours in V (G 1 ) ∩ N (v). So u is incident with at least three edges of S, contrary to our choice of v. So k = 1. Suppose k = 2. Then v has at least three neighbours in G 1 . So deg(v) ≥ 5. So u, a neighbour of v in G 2 , is adjacent with at least three neighbours of v of which at least two are in G 1 . So u is incident with at least three edges of S, contrary to our choice of v.
We now show that this result does not extend to graphs that are locally Ore.
Proposition 2.10
There exist infinitely many graphs G that are locally Ore and such that λ(G) = δ(G).
Proof. Let k ≥ 3 be an integer. Let G k,1 and G k,2 be two copies of K k 2 +2 with vertex sets {v 1 , v 2 , . . . , v k 2 +2 } and {u 1 , u 2 , . . . , u k 2 +2 }, respectively. Let G k be the graph obtained from G k,1 ∪ G k,2 by adding all edges between the set {v 1 , v 2 , . . . , v k } and the set {u 1 , u 2 , . . . , u k }. Then G k is locally Ore and
Cycle Structure of Locally Dirac Graphs
In this section we show that locally Dirac graphs with maximum degree at most 11 are fully cycle extendable. We begin with a few definitions, some notation and useful results. Let
. . v t−1 v 0 be a non-extendable cycle in a graph G. With reference to a given non-extendable cycle C, a vertex of G will be called a cycle vertex if it is on C, and an off-cycle vertex if it is in V (G) − V (C). A cycle vertex that is adjacent to an off-cycle vertex will be called an attachment vertex. The following basic results on non-extendable cycles will be used frequently and were established in [2] . Since the proofs are short we include them here for completeness.
be a non-extendable cycle of length t in a graph G. Suppose v i and v j are two distinct attachment vertices of C that have a common off-cycle neighbour x. Then the following hold. (All subscripts are expressed modulo t.)
Proof. We prove each item by presenting an extension of C that would result if the given statement is assumed to be false. For (2) and (3) we only need to consider the first mentioned forbidden edge, due to symmetry.
Before establishing the next main result we prove another useful lemma. 
Then d ≥ 6 and s
⌉ off-cycle neighbours of v 0 share a common cycle neighbour of v 0 .
If v is a vertex of G, then every neighbour of v has at most
⌊ deg(v) 2 ⌋ − 1 non-neighbours in N (v) and if v is an attachment vertex v has at most ⌊ d 2 ⌋ − 1 non-neighbours in N (v) .
4.
If an off-cycle neighbour x is adjacent with v i and v i+2 and some vertex
5. If some off-cycle vertex y is such that y ∼ {v i , v j } where i < j, then (i) there are no consecutive vertices on v j − → C v i such that one of these is adjacent with v i+1 and the other with v j−1 , and (ii) there are no consecutive vertices on v i − → C v j such that one of them is adjacent with v j+1 and the other with v i−1 .
6. Suppose there exist vertices v i , v j and v k on C where 0 ≤ i < j − 1 and j < k − 1 < t − 2 and such that either (i)
Proof.
1. Since x is adjacent with at most s− 1 off-cyle neighbours of v 0 it follows that x is adjacent with at least
Since v 1 is not adjacent with any off-cycle neighbours of v 0 , and since 3. This follows from the definition of a locally Dirac graph and our choice of v 0 .
In the first case
is an extension of C. The second case can be argued similarly.
(i) Suppose
Case (ii) can be argued similarly.
6. In the case of (i)
is an extension of C. Cases (iii) and (iv) can be argued similarly.
The case where v j ∼ {x, v 0 , v t−1 } can be argued similarly.
The next result shows that every locally Dirac graph with maximum degree at most 11 is not only Hamiltonian but in fact fully cycle extendable. Suppose v 0 has exactly two off-cycle neighbours. Since each off-cycle neighbour of v 0 is adjacent with at least three cycle neighbours of v 0 , there exist at least two vertices of S that are adjacent with both off-cycle neighbours of v 0 . Since G is locally Dirac v 1 is adjacent with at least one of these vertices of S that has two off-cycle neighbours in N (v 0 ). Let v j be such a vertex. By Lemmas 3.1 (1), (2) and (3), v j+1 ≁ {v 1 , v j−1 } and v j is not adjacent with two off-cycle neighbours of v j . This is not possible unless v j−1 = v 1 , i.e., j = 2. By Lemma 3.1(2) this implies that v 1 ≁ v t−1 . But now v 1 ≁ {v j+1 , v t−1 } and v 1 is non-adjacent with the two off-cycle neighbours of v 0 . This is not possible by Lemma 3.2 (3).
Suppose v 0 has exactly one off-cycle neighbour x. Since G is locally Dirac, x has at least four neighbours in S of which at least two are also neighbours of v 1 . Let v j be such a common neighbour of x, v 0 and v 1 that is not v 2 . By Lemmas 3.1 (1), (2) and (3)
and by Lemma 3.1 (3), v 1 ≁ v t−1 . But now there are at least three vertices of S adjacent with both x and v 1 of which at least two, say v j and v k , are not v 2 . By Lemma 3.1 (1), {v j+1 , v k+1 } ≁ x and since at least four vertices of S are adjacent with x either v j+1 or v k+1 is not adjacent with v 0 , say the former. But now v j+1 has at least four non-adjacencies in N (v j ) , which is not possible. Case 4 Suppose d = 9. By Lemma 3.2 (3), each neighbour of an attachment vertex has at most three non-neighbours. So v 0 has at most three off-cycle neighbours. Suppose v 0 has three off-cycle neighbours. Then {v 1 , v t−1 } ∼ S and since each off-cycle neighbour has at least three neighbours in S, there is a vertex v j ∈ S such that v j is adjacent with all three off-cycle neighbours of v 0 . By Lemmas 3.1 (1) and (3), v j+1 is non adjacent with these three off-cycle neighbours of v j and v j+1 ≁ v j−1 , contrary to Lemma 3.2 (3). Suppose v 0 has two off-cycle neighbours. Since G is locally Dirac, there are at least three vertices in S that are adjacent with both off-cycle neighbours of v 0 . Of these at least two are adjacent with v 1 and among these at least one, call it v j , is not v 2 . So, by Lemmas 3.1 (1), (2) and (3), v j+1 ≁ {v 1 , v j−1 } and v j+1 is not adjacent with both off-cycle neighbours of v 0 , contrary to Lemma 3.2 (3). Case 5 Suppose d = 10. Then v 0 has at most four off-cycle neighbours and since ∆ ≤ 11, every vertex has at most four non-neighbours in the neighbourhood of any one of its neighbours. Subcase 5.1 Suppose v 0 has four off-cycle neighbours. Then there is some v j in S such that j = 2 such that v j is adjacent with at least two off-cycle neighbours. Since G is locally Dirac {v 1 , v t−1 } ∼ S and v 1 ∼ v t−1 . By Lemmas 3.1 (1), (2) and (3), v j+1 ≁ {v 1 , v j−1 , v 0 } and v j+1 is not adjacent with the off-cycle neighbours of v j . Hence v j+1 has at least five non-neighbours in N (v j ) , contrary to Lemma 3.2 (3). Subcase 5.2 Suppose v 0 has three off-cycle neighbours. At least two of the vertices of S are adjacent with at least two off-cycle neighbours of v 0 and at least one of these vertices, call it v j , is adjacent with v 1 . If v 1 ∼ v t−1 , then, by Lemmas 3.1 (1), (2) and (3), v j+1 ≁ {v 0 , v 1 , v j−1 } and v j+1 is non-adjacent with at least two off-cycle neighbours of v 1 . By Lemma 3.1 (2), j = 2. So v j+1 has five non-neighbours in N (v j ) . By Lemma 3.2 (3), this is not possible. So v 1 ≁ v t−1 . Hence {v 1 , v t−1 } ∼ S. Suppose some vertex v j of S is adjacent with all three off-cycle neighbours of v 0 . Then either j = 2 or j = t − 2. We consider the case where j = 2 as the other case can be argued similarly. By Lemmas 3.1 (1), (2) and (3), v j+1 has five non-adjacencies: v 1 , v j−1 and three off-cycle neighbours of v j ; contrary to 
We will assume v ij ∼ v 1 . All other cases can be argued similarly. By the above, i j + 1 = t − 1 and i j − 1 = 1 and v ij +1 ≁ v 0 . Using these facts and Lemmas 3.1 (1), (2) and (3), we see that in N (v ij ) , v ij +1 ≁ {x, y, v 1 , v ij −1 , v 0 }. By Lemma 3.2 (3), this is not possible. So {v 1 , v t−1 } ≁ {v ij , v i k }. So every vertex of S − {v ij , v i k } is adjacent with both v 1 and v t−1 and exactly one of x or y. Since v ij is adjacent with at least five vertices of N (v 0 ) and since v ij ≁ {v 1 , v t−1 }, it follows that v ij has at least two neighbours in S − {v ij , v i k }. Let v ia ∈ S − {v ij , v i k } be such that v ij ∼ v ia . We may assume v ia ∼ x. By Lemmas 3.1 (1), (2) and (3) The case where v ia ∼ {x, v t−1 } can be argued similarly. Suppose first that i a < i j . By Lemmas 3.1 (1), (2) and (3) ,
is non-adjacent with x, it is not in S − S ′ and since it is not adjacent with both v 1 (4), and the case we are considering, we see
Assume first that i j = 2. By Lemmas 3.1 (1), (2) and (3),
is not adjacent with both v 1 and v t−1 , v ij −1 ∈ S ′ and since
We can now argue in a similar manner that
This produces a contradiction to Lemma 3.2 (3). So i j = 2. By Lemmas 3.1 (1) - (4),
Observe, by Lemma 3.1 (2) , that i l + 1 = i j and i j + 1 = i k . Using Lemmas 3.1 (1), (2) and (3) and the case we are considering, we see that
So we may assume i l and i k are either both larger or both smaller than i j , say the former. The case where both are smaller can be argued similarly. Assume first that i j = 2. Since v ij ∼ {x, v 0 } and v i l ∼ v 1 , it follows from Lemma 3.1 (2) that i l = i j + 1. By Lemmas 3.1 (1), (2) and (3), v ij −1 ≁ {x, v t−1 , v ij +1 }. So, from the case we are in, we see
Since v i l ∼ v 1 and v 0 ∼ x, it follows from Lemma 3.1 (2) , that v i l −1 ≁ x and hence from the case we are in
So i k = t − 2. Since we have already shown that v ij +1 has four non-adjacencies in
From the case we are in, we see that
Assume first that each vertex of S is adjacent with at least one vertex of T . Assume next that {x, v 0 } ∼ {v 2 , v t−2 }. Assume also that S − {v 2 , v t−2 } contains a vertex v ij such that v ij ∼ T . By Lemmas 3.1 (1), (2) and (4)
follows from the case we are in that v ij −1 ∈ S; so v ij −1 ≁ v 0 , contrary to Lemma 3.2 (3).
So every vertex of S − {v 2 , v t−2 } is adjacent with at most two vertices of T . By the case we are in, it thus follows that {v 2 , v t−2 } ∼ T . Moreover, there is at most one vertex of S − {v 2 , v t−2 } that is adjacent with exactly one vertex of T . There exist vertices v iq , v ir , v is ∈ S − {v 2 , v t−2 } such that v iq ∼ {x, v 1 }, v ir ∼ {x, v t−1 } and v is ∼ {v 1 , v t−1 }. Let v ia and v i b be the vertices of S − {v 2 , v t−2 , v iq , v ir , v is }. At least one of these two vertices is adjacent with exactly two vertices of T , say v ia is such a vertex. We show next that v iq ≁ {v ir , v is }.
Assume first that v iq ∼ v ir . We consider the case where i q < i r . The case where i q > i r can be argued similarly. By Lemmas 3.1 (1) and (4), {v iq−1 , v ir +1 } ≁ {x, v 1 , v t−1 }. From the case we are in, it follows that v 0 ≁ {v iq−1 , v ir +1 }. By Lemma 3.1 (3), v iq −1 ≁ v iq +1 and v ir +1 ≁ v ir −1 . So v iq −1 (v ir +1 ), has four non-adjacencies in N (v iq ) , ( N (v ir ) , respectively). So, by Lemma 3.2 (3), v iq−1 ∼ v ir and v ir +1 ∼ v iq . By another application of Lemma 3.2 (3), it follows that v ir +1 ∼ v iq −1 . Now we see that C has an extension, namely,
Suppose v iq ∼ v is . We assume i q < i s . The case where i q > i s can be argued similarly. By Lemma 3.1 (2), i s > i q + 1. By Lemmas 3.1 (1), (2) and (4)
} and hence by Lemma 3.2 (3), v iq −1 is adjacent with every other neighbour of v iq . So v iq −1 ∼ v is . We now consider non-adjacencies of v is+1 in N (v is ) . By Lemma 3.1 (4), v iq +1 ≁ {v 1 , v t−1 }. Since v is ∼ v t−1 , it follows from Lemma 3.1 (2) , that v is+1 ≁ x. Thus, from the case we are in, v is+1 ≁ v 0 . By Lemma 3.2 (4), v is+1 ≁ v is−1 . Hence v is+1 has four non-adjacencies in N (v is ) . By Lemma 3.2 (3) and since ∆ ≤ 11,
We now show that v iq ≁ v ia . If v ia is adjacent with {x, v t−1 } or {v 1 , v t−1 }, this follows from the above. Suppose v ia ∼ {x, v 1 }. WOLG may assume i q < i a . We can argue as in the previous case that
Observe that by Lemma 3.1 (1), i a = i q + 1. We can argue as for
By Lemmas 3.1 (1) and (2), v t−3 ≁ {x, v 1 , v t−1 , v iq −1 }. So by Lemma 3.2 (3), v t−3 ∼ v 0 which is not possible by the case we are considering.
So v 2 and v t−2 are not both adjacent with x and v 0 . Suppose now that exactly one of v 2 and v t−2 , say v 2 , is adjacent with both x and v 0 . Then there is a vertex v ij ∈ S − {v 2 , v t−2 } such that v ij ∼ T . By Lemmas 3.1 (1), (2), (3) and (4), v ij −1 ≁ {x, v 1 , v ij +1 , v t−1 }. So by Lemma 3.2 (3), v ij −1 ∼ v 0 . This is not possible since in this case we are assuming that every vertex of S is adjacent with at least one vertex of T .
So neither v 2 nor v t−2 is adjacent with both v 0 and x. Let v ij , v i k ∈ S be such that {v ij , v i k } ∼ T where 2 < i j < i k < t − 2. By Lemmas 3.1 (1), (2) Similarly we can argue that v ij +1 ∼ {v 0 , v t−1 }. So S contains at least two vertices that are adjacent with exactly one vertex of T , contrary to the assumptions of the case we are in.
So there is at least one vertex of S that is not adjacent with any vertex of T . Observe also, since each vertex of T is adjacent with at least five vertices of S, that there are at most two vertices of S that are not adjacent with any vertex of T .
Suppose first that there is exactly one vertex of S, call it v ia that is not adjacent with any vertex of T . Let 
Suppose first that i j = 2. By Lemma 3.1 (1), i j + 1 = i k . Suppose that j j + 1 = i k − 1. Then, by Lemmas 3.1 (1), (2) and (3), 
Observe that i l = t − 2; otherwise, we can argue using Lemmas 3.1 (1) -(4) and the fact that
we can argue using Lemmas 3.1 (1) -(4), the case we are in and the fact that
Hence we may assume that i j = 2 and similarly i l = t−2. By Lemmas 3.1 (1), (2) and (3), (2) and i l ∈ {2, t − 2}. So either 2 < i l < i j or i k < i l < t − 2. We may assume 2 < i l < i j . The case where t − 2 > i l > i k can be argued similarly. From the case we are considering and by the above observation, i l + 1 = i j − 1. By Lemmas 3.1 (1), (2) 
Concluding Remarks
In this paper we studied the structure, connectivity and edge-connectivity as well as the cycle structure of locally Dirac and Ore graphs. It follows from the work done in [13] that locally Dirac graphs are hamiltonian as well as {1, 2}-extendable. The results from Section 3 suggest that these graphs have an even richer cycle structure. Indeed these results lend supporting evidence to Ryjáček's conjecture. However, it remains on open problem to determine whether Ryjáček's conjecture holds for all locally Dirac graphs.
