The authors consider the construction of weights for Generalised M-estimation. Such weights, when combined with appropriate score functions, afford protection from biases arising through incorrectly specified response functions, as well as from natural variation. The authors obtain minimax fixed weights of the Mallows type under the assumption that the density of the independent variables is correctly specified, and they obtain adaptive weights when this assumption is relaxed. A simulation study indicates that one can expect appreciable gains in precision when the latter weights are used and the various sources of model uncertainty are present.
INTRODUCTION
In this article, we consider the construction of weights for generalised M-estimation (or GMestimation, also known as bounded influence M-estimation). GM-estimates are estimates of regression and scale defined as solutions to equations of the form
where With respect to losses arising from variation alone, Huber (1983) studied minimax GM-estimation in a framework of contamination-free carriers. He assumed the fitted regression response to be of a correct form and thus maximised over the error distribution only. This led to statements of optimality of estimators of the type proposed by Krasker & Welsch (1982) , as well as a number of heuristic proposals. Somewhat closer to our approach is that of Bickel (1984) , who formulated and solved some minimax problems upon imposing a shrinking neighbourhood structure on both the error distribution and the distribution of the carriers. The solutions to these problems turned out to be estimators with 
this is seen by substituting (7) into the right side of (11) and then using (6). It follows from (6), 
This is typically nonzero except for least squares, so that a further bias is introduced-see (14). Of course the estimate has a different covariance structure as well; the precise form is given in Theorem 1. In Section 3, a consideration of the class of response functions satisfying (6)-(8) leads to the maximum bias and hence to the maximum mean squared error (mse), in this class. Weights then it must be estimated since the optimal weights depend on the ratio 6 ¡ q . In Section 5, we describe an algorithm for adaptively computing such an estimate and incorporating it into the optimal weights.
As in Example 1, although some form of model misspecification is almost inevitable, one can at least hope to minimise its consequences. We attempt to do this by employing a GM-estimate whose weights are tailored to minimise a scalar function of the mse matrix. The success of this approach is assessed in Section 6, where we evaluate, in the context of Example 1, the biases and mean squared errors in the case of the classical least squares estimator, and GM-estimators based on each form of the weights. Proofs are in the Appendix.
ASYMPTOTIC BIAS AND MEAN SQUARED ERROR
We first assess the difference between the parameter & defined by (4) 
Define a I matrix and a
Wiens ( 1996) adapted the methods of Maronna & Yohai (1981) and Silvapullé (1985) to establish that in a design setting, the M-estimates 
This can be shown to hold in the current framework as well. Then since
we obtain the following theorem. Yohai (1981) , and that of the asymptotic bias depends on the estimator employed, and vanishes under least squares, since then " is given by the left side of (6). The second component is determined by the discrepancy between the true and assumed carrier densities as well as that between the true and assumed response functions; it vanishes (again by (6) , hence
THEOREM 1. Assume the conditions of Lemma 1, those of Theorems 3.1 and 4.1 of Maronna &
where denotes the largest characteristic root.
Mean squared error.
The loss functions we consider in this section are scalar-valued functions , when we do not assume that q 0 6
, and for either
when this assumption is made, will be obtained. It is not quite new-a somewhat similar result is given in Hampel, Ronchetti, Rousseeuw & Stahel (1986, Ch. 2, Theorem 1). However, since we refer to this special case repeatedly, we give it a formal statement appropriate to our applications. 
Remarks:
1. Intercept models. Although we have assumed a no-intercept model, Lemma 2 applies to the intercept case as well. This is because the intercept and slope estimates are asymptotically independent, with the intercept estimate introducing a factor has the same form as in the case of location M-estimation, this is a well-studied problem. See Huber (1964) , Collins & Wiens (1985 and Wiens (1986) for solutions relative to particular neighbourhoods. 
ADAPTIVE WEIGHTS FOR INTEGRATED MSE
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, this is rather unsatisfactory, and so we propose an adaptive approach which circumvents this difficulty. We remark that a fully minimax approach-maximising over Step 1: Compute estimates
The left side of (20) Step 4: Recompute Step 5: Repeat steps 2-4 to convergence.
This algorithm is tested and applied in the following section.
COMPARATIVE STUDY
To test the procedures outlined in Sections 4 and 5, we simulated data from the quadratic response (10) To evaluate the performance of our proposed procedures, we performed A © simulations with each of LS, GM1 and GM2 and with each sample size. In each simulation, the same ¢ random errors were used for each estimation method. The biases of the estimators are presented in Table 1 . We also present the sample integrated mean squared errors The biases of the GM2 estimates of both intercept and slope, and the mean squared errors, were generally significantly smaller than those of GM1. As expected, the performance of LS was the worst among the three methods. The superiority of GM2 over GM1 became more marked in simulations (not shown) in which the contamination of the carriers was more severe.
For any vector
