Applying standard dimensionality reduction techniques, we show how to perform approximate range searching in higher dimension while avoiding the curse of dimensionality. Given points in a unit ball in , an approximate halfspace range query counts (or reports) the points in a query halfspace; the qualifier "approximate" indicates that points within distance of the boundary of the halfspace might be misclassified. Allowing errors near the boundary has a dramatic effect on the complexity of the problem. We give a solution with 
storage. In other words, an approximate answer to a range query lowers the storage requirement from exponential to polynomial. We generalize our solution to polytope/ball range searching.
C D F Ë G I H Q P S R T Ü G V W H E
A staple of computational geometry [1, 2] , range searching is the problem of preprocessing a set q is the number of points to be reported [1] . In both cases, the exponential dependency on % -the so-called curse of dimensionality-is a show-stopper for large % . Lower bound work in a variety of highly reasonable models suggests that the curse of dimensionality is inevitable [4, 5] .
Inspired by recent work on approximate nearest neighbor searching [8, 9, 7] , we seek the mildest relaxation of the problem that will break the curse of dimensionality. Without loss of generality we assume that all the points of (Fig. 1) . Approximate halfspace range searching refers to counting (or reporting) the points of , making allowance for errors regarding the points in the fuzzy boundary; in other words, the output should be the size of a set whose symmetric difference with X y lies entirely in the fuzzy boundary.
Approximate range searching is relevant in situations where the data is inherently imprecise and points near the boundary cannot be classified as being inside or outside with any certainty. In the case of reporting, of course, one can always move the boundary by to ensure that the output contains every point of X y h
, which then allows us to retrieve the right points by filtering out the outsiders. storage is available [4] . Our algorithm generalizes to ranges formed by polytopes bounded by a fixed number of hyperplanes and to (Euclidean) ball range searching.
We also propose an alternative algorithm for approximate halfspace range searching with a query time of . This provides a separation criterion to distinguish between points we must include and those we must not. 
. Following Kleinberg's approach [8] to nearest neighbor searching, we invoke VC-dimension theory [5, 10] 
. It follows from VC dimension theory [5] that the range space
Moreover, a randomly chosen set ¾ of that size is good with high probability.
Thus, 
is the Hamming distance. We thus have 
To remove the homogeneous condition, we lift the problem into k i
. Note that the new point set in 2 k i lies in a ball of radius
Û
. Given a query halfspace: . The problem is now reduced to the homogeneous case after suitable rescaling. 
Lemma 2 The probability that
.
be a constant to be specified later. We say that the structure The proofs of Lemma 2 and Lemma 3 follow from standard applications of the Chernoff bounds and can be found in [9] . We thus omit them here.
Lemma 3 implies that, with high probability, for any query 
In the preprocessing stage, for each entry the table associated  with ê Ð
, we store the number of points û ½ ù y such that
for range reporting, we store a pointer to a list of such points). To answer a query We remark that the above algorithm, after some suitable modification, also works when each query is the intersection of a set of halfspaces. The definition for fuzzy boundary is then generalized in the obvious way. As long as the number of halfspaces is constant, the time and space bounds of Theorem 1 remain the same.
Another 
. The time and space bounds are essentially the same as those of approximate halfspace range searching, and in particular, the bounds of Theorem 1 apply to approximate ball range searching as well. We omit the details in this version. ï otherwise answer anything (either "yes" or "no").
It is shown in [7] 
