For F(t) = , • • •, tp) an n X n complex-valued matrix function which is continuous on an open neighborhood of t° = (ta°) (« = 1, • • •, p) and singular at t°, there is presented a necessary and sufficient condition for F(t) to be non-singular on a deleted neighborhood of t°. If, in addition, F(t) is differentiate at t° then a corollary to this criterion yields a differential condition that is sufficient for such isolation of a point of singularity. Applications of corollary are given, including in particular for n = 1 the correction of a result stated by George and Gunderson [1], 1. Introduction.
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Suppose that F(t) = F(tx, • • •, tp) is an n X n complex-valued matrix function which is continuous on an open neighborhood 9l(?°; 5) = {t: \ ta -ta° \ < 5, a = 1, •••,/?} of t°, and F(t°) is of rank n -r (0 < r < n); indeed, in our discussion it will be supposed that r < n, as the case r = n is entirely similar with obvious simplifications due to the non-appearance of certain matrices and matrix functions. Then there exist n X r matrices G and H of rank r such that F(t°)G = 0, F*(t°)H = 0, where in general M* denotes the conjugate transpose of a matrix M. For W an n X (n -r) matrix such that the n X n matrix [G W] is non-singular the matrix F(t°)W is of rank n -r and the n X n matrix [H F{t°)W] is non-singular. Moreover, since F(t) is continuous at t° there exists a satisfying 0 <5, < 8 and such that the matrix [H F(t)W\ remains non-singular on <0 = 31 (t°\ 5i) = <f: | ta ~ ta° | < a = 1, • • •, n], and a simple argument (see, for example, Mathis [2] ) yields the existence of an n X r matrix function //(f) which on $ is continuous, of rank r, and satisfies H(f) = H-H*{t)F{t)W = 0 for t £ $■ (1.1)
The criterion mentioned in the abstract is as follows. Theorem 1.1. For F(t), G, H, H(t) and as specified above, the matrix function F(t) is non-singular on the deleted neighborhood g"(t0; 5i) = {t: t E <0. t # t°] if and only if the r X r matrix function
is non-singular for t E <0d(f°; 5j).
As a ready consequence of this theorem one has the following result. then there exists a 50, 0 < 80 < 5, such that F(t) is non-singular on the deleted neighborhood 3"(t°; <50) = {t:\t" -ta°| < <50, t ^ /°}. In particular, ifp = 1 this condition may be written as the condition that H*F'(t°)G is non-singular.
2. Proofs of Theorem 1.1 and its Corollary. It is to be remarked that in view of the choice of 8i so that the n X n matrix [H F(t) Wj is non-singular for / £ 3 it follows that the (n -r) X (n -r) matrix W*F*(t)F(t)W is non-singular for such t, and consequently
is an n X r matrix function which on $ is continuous, of rank r, and satisfies (1.1) for t £ The result of Theorem 1.1 is then a direct consequence of the fact that in view of (1.1) the
In case F(t) is also differentiate at t°, and the matrix ( wherein A(t) is a continuous n X n matrix function on an interval J:a <t < b0, Bi and B2 are n X n matrices such that the n X 2n matrix B2] is of rank n, and a < b < b0 . If Y(t) is a fundamental matrix solution of Y'(t) = A(t)Y(t) satisfying Y(a) = E, and F(t) = Bx + B2Y(t) for a < t < b0, then has a unique solution. Now suppose that a < t° < b0, with F(t°) of rank n -r, 0 < r < n, and G, H are n X r matrices of rank r satisfying F(t°)G = 0, F*(t°)H = 0. Application of the above Corollary then yields the result that if the r X r matrix H*B2A(t°)Y(t°)G is nonsingular then there exists a 5, > 0 such that if 0 < | b -f°| < 5i and b > a, then (3.1) has only the identically vanishing solution, and (3.2) has a unique solution for arbitrary tj and continuous/(f)-In the special case of t° = a we have the following result. If B1 + B2 is of rank n -r and G, H are n X r matrices of rank r satisfying [/?! + B2\G -0, [fij* + B2*]H = 0, then in case the r X r matrix H*B2A(a)G is non-singular there exists a <5i > 0 such that if a<b<a + 8i<b0 then (3.1) has only the identically vanishing solution and (3.2) has a unique solution for arbitrary v and continuous f(t). This last statement is the correct answer to a problem considered by George and Gunderson [1] , and for which their stated result is incorrect. where Au , (i,j -1,2), and Bn , Z?21 are k X k matrices with fin and Bn non-singular, the criterion of [1] yields the statement that for arbitrary t) and continuous^/) the system (3.2) has a unique solution for b > a and b -a sufficiently small whenever B2iAi2 is a non-zero matrix. The argument presented is invalid and the criterion given is false, however, as is demonstrated by the particular example of k = 2, n = 4, An = A2i = A22 the 2X2 zero matrix, a =n °1 2 Lo 0.
while Bn = fi21 is the 2X2 identity matrix. For (3.1) the system n = 2k with A(a), Bi , fi2 as in (3.3), the criterion of the above Corollary is that the matrix A12 be non-singular.
As another application of the result of the Corollary with p = 1, consider a Hamiltonian differential system
with n X n coefficient matrix functions satisfying on a non-degenerate interval of the real line the following hypothesis. A(t), B(t), C(t) are continuous with B{t) and C(t) Hermitian and B(t) non-negative definite for t (E $■ Moreover, (3.4) is identically normal on that is, if u(t) = 0, v(t) is a solution of (3.4) on a non-degenerate subinterval g0 of $, then u(t) = 0, v(t) = 0 on 3-
For a discussion of such systems and a detailed treatment of the concepts utilized here, the reader is referred, in particular, to Chapter VII of [3] . Let (U(t); V(t)) be a conjoined basis for (3.4); that is, the matrix functions U(t), V(t) are n X «, with the column vector functions of the 2n X n matrix function with the aid of the above Corollary it then follows that if in addition to the conditions of hypothesis (H) the matrix B{t) is positive definite for t = t°, then t = t° is an isolated focal point of Y(t). In particular, whenever B(t) is positive definite for all / £ $ then all focal points of a conjoined basis are isolated. For an alternate proof of this latter result the reader is referred to Lemma 7.1 in Chapter VII of [3] , A related, but not equivalent, criterion for the isolation of focal points is attainable in the generalization of the polar coordinate method for the extension of the Sturmian theory emanating from the work of Lidskil, as discussed in Chapter X of Atkinson [4] , For a Hamiltonian system (3.4) with coefficient matrices satisfying hypothesis (H), consider again a conjoined basis Y(t) = (U(t)\ V(t)). Then the nX n matrix functions U(t) = V{t) -iU(t), V(t) = V(t) + iU{t) are non-singular on and on this interval the matrix function 0(f) = 0(f | Y) = ?(t)U~1{t) is unitary and satisfies the matrix differential equation 
