Multi-channel multi-frequency electrical impedance tomography (EIT) systems require a careful calibration to minimize systematic errors. We describe novel calibration methods for the recently developed KHU Mark1 EIT system. Current source calibration includes maximization of output resistance and minimization of output capacitance using multiple generalized impedance converters. Phase and gain calibrations are used for voltmeters. Phase calibration nulls out the total system phase shift in measured voltage data. Gain calibrations are performed in two steps of intra-and interchannel calibrations. Intra-channel calibration for each voltmeter compensates frequency dependence of its voltage gain and also discrepancy between design and actual gains. Inter-channel calibration compensates channel-dependent voltage gains of all voltmeters. Using the calibration methods described in this paper, we obtained 1 M minimal output impedance of the current source in the frequency range 10 Hz-500 kHz. The reciprocity error was as small as 0.05% after intra-and inter-channel voltmeter calibrations. To demonstrate effects of calibration in reconstructed images, we used a homogenous phantom from which uniform images should be produced. Reconstructed timeand frequency-difference images using uncalibrated data showed spurious anomalies. By using calibrated data, standard deviations of time-and frequency-difference images of the homogenous phantom were reduced by about 40% and 90%, respectively.
Introduction
Data collection in electrical impedance tomography (EIT) requires minimization of measurement errors, including systematic errors and random noise (Cook et al 1994 , Wilson et al 2001 , Saulnier 2005 . Considering the well-known ill-posedness of the EIT image reconstruction problem and the low sensitivity of boundary voltage data to a local change of an internal complex conductivity distribution (Lionheart et al 2005) , this instrumentation issue must be properly addressed in any EIT system to improve the image quality. Whereas we can adopt a signal averaging method to deal with random noise at the expense of a prolonged data acquisition time, we must minimize systematic errors by proper hardware design, system construction and calibration. Schlappa et al (2000) studied systematic errors in a multi-frequency EIT system. For a given multi-frequency EIT system, they investigated effects of measured trans-impedance values themselves, cable movements and electrode contact impedances upon reconstructed frequency-difference images from saline phantoms and human subjects. They suggested a method to reduce artifacts in a frequency-difference image by subtracting a background image obtained from a homogenous saline phantom. The background image was obtained by setting the conductivity of the homogenous phantom in such a way that the measured trans-impedance values from the homogenous phantom are close to those from a non-uniform imaging object. This method does not address the issue of minimizing systematic errors in the design, construction and calibration of the system itself and they emphasized the importance of minimizing systematic errors in any future development of a multi-frequency EIT system. Fitzgerald et al (2002) tried to minimize phase shift errors in a 16-channel EIT system with a single impedance measuring circuit and multiplexer. They changed the phase of the reference signal in their analog phase-sensitive demodulator so that the demodulator output became the maximal value or the reciprocity error was minimized. This method can be applied to an EIT system with a single impedance measuring circuit that collects real parts of induced boundary voltage data.
Recently, Oh et al (2007) developed a multi-channel multi-frequency EIT system called the KHU Mark1. It is equipped with a single balanced current source with multiplexer and multiple voltmeters in a radially symmetric architecture. It measures both real and imaginary parts of boundary voltage data using a digital phase-sensitive demodulation method. Though Oh et al (2007) described details of the system design, construction and basic performance, the important issue of data calibration methods, was not included. The goal of this paper is, therefore, to describe novel methods to calibrate the EIT system including designated lead wires. Once the system itself is calibrated following the methods described in this paper, further artifact reduction may be tried by adopting the methods by Schlappa et al (2000) or Fitzgerald et al (2002) .
For the current source calibration, we will first describe the observed characteristics of the current source operating in the frequency range of 10 Hz-500 kHz. Then, the current source calibration procedure to maximize its output impedance will be described in detail. Measured voltage data from voltmeters contain different amounts of systematic phase shifts. Phase calibration is therefore needed to correctly measure both real and imaginary parts of voltage data. Each voltmeter in the system shows frequency-dependent gain characteristics and also there exists discrepancy between design gains and actual gains. These are compensated by using the procedure termed the 'intra-channel calibration.' After explaining the intra-channel calibration, we will show that we need another voltmeter calibration procedure termed the 'inter-channel calibration.' This is to equalize different gain characteristics of all voltmeters so that we can minimize the channel dependence of the system. The performance improvement which results from the calibration procedure will be demonstrated by showing measured performance indices of the linearity and reciprocity errors. Effects of calibrations on reconstructed images will also be discussed. Methods and results described in this paper will provide a solid technical background for future application studies using the developed EIT system.
Methods

KHU Mark1 EIT system and calibrator
We briefly describe the basic structure of the multi-channel multi-frequency EIT system called the KHU Mark1 whose 16-and 32-channel versions are shown in figures 1(a) and (b), respectively. They comprise four parts: (i) a PC with USB ports and software, (ii) a main body including one balanced current source and multiple voltmeters, (iii) isolated dc power supply and (iv) a calibrator. The main body includes a main controller, an intra-network controller on a digital backplane, a balanced current source, multiple voltmeters and switching circuits on an analog backplane. The maximal frequency range is from 10 Hz to 500 kHz. Depending on the application, we can choose a frequency range within these limits. Since the KHU Mark1 EIT system contains only one balanced current source, it uses a switching network described in Oh et al (2007) to choose a pair of current injection electrodes.
The calibrator shown in figure 1(c) consists of two parts of current source and voltmeter calibration circuits. With the main body of the EIT system connected to a PC through one USB port, the calibrator should be connected to the same PC through another USB port at the same time. The PC controls both the main body of the EIT system and the calibrator for the calibrations described in this paper.
Characteristics of the current source
The current source in figure 2(a) is single-ended and enhanced Howland circuit (Franco 2002) that was proposed for an EIT system by Ross et al (2003) . In the KHU Mark1, we use two of them to implement a balanced current source. However, since we calibrate each single-ended current source separately, here we will focus on the single-ended current source.
Output impedance of a current source consists of both resistance (real part) and reactance (imaginary part). Ross et al (2003) performed simulations of the circuit in figure 2(a) and found that its output resistance can be as high as 2.2 G at 1 MHz by careful tuning of the resistor R 3 . However, due to the existence of the output capacitance that is not negligible, the magnitude of the output impedance including both resistance and reactance parts significantly drops down to less than 10 k at 1 MHz. At low frequencies, the effect will be reduced but is still significant (Bertemes-Filho et al 2000, Ross et al 2003) . In order to null out the output capacitance, Ross et al (2003) suggested a generalized impedance converter (GIC) shown in figure 2(b) that acts as a variable inductor by adjusting R 5 (Franco 2002) . Creating an LC-resonance condition at the chosen operating frequency, the output reactance can be zero in theory. Constructing the enhanced Howland circuit with one GIC, they measured output impedance values of 143 M at 1 kHz, 67 M at 20 kHz and 37 M at 100 kHz. Implementing the same circuits inside the KHU Mark1 with the frequency range of 10 Hz-500 kHz, we found that it was extremely difficult to obtain an output impedance greater than 1 M , especially at frequencies higher than 100 kHz. First, with the GIC connected to the output of the enhanced Howland circuit, its output resistance and capacitance affected each other as pointed out by Ross et al (2003) . Second, we found that the capacitances at the output of the current source were about 300 and 500 pF for the 16-and 32-channel KHU Mark1 EIT systems, respectively. These capacitances included all stray capacitances in PCB patterns, switches, connectors and a pair of 1 m tri-axial cables connected to the output of the current source. These large total capacitances at the current source output required a wide range of GIC inductance for the chosen frequency range. Even though we iterated the output resistance maximization and output capacitance minimization procedures by successively adjusting digital potentiometers R 3 in figure 2(a) and R 5 in figure 2(b), we could not find proper settings of them which provided an output impedance of greater than 1 M . Satisfactory results were obtained only when we replaced discrete components of the GIC circuit including R 1 , C 2 , R 3 and R 4 in figure 2(b) depending on the operating frequency. We also observed that we did not need a GIC at frequencies below 1 kHz.
Current source calibration
We used digital potentiometers (DS1267, Dallas Semiconductors, USA) as R 3 in the enhanced Howland circuit and R 5 in the GIC circuit for tunings. In order to create an LC-resonance Figure 3 . Schematic of the current source calibrator (Cook et al 1994) . CCS and VM stand for the constant current source and voltmeter. condition over the frequency range of 1-500 kHz, we divided it into six subranges and assigned one GIC circuit to each subrange. For a chosen frequency belonging to a certain frequency subrange, we selected the appropriate GIC circuit using CMOS switches (MAX4545, Maxim Integrated Products, USA). Table 1 shows discrete component values of six GICs and their ranges of variable inductances. In order to find proper settings of digital potentiometers in the enhanced Howland circuit and also the selected GIC, we adopted the current source calibration technique called the 'droop' method described by Cook et al (1994) . It is based on two trans-impedance measurements with and without a fixed load resistor. Figure 3 shows the schematic of the current source calibration. Following the analysis by Cook et al (1994) , we define the measured voltages as
where V 
In our multi-frequency system, this calibration was performed for each frequency to be used. For a chosen frequency, we maximized the output resistance R o by using the digital potentiometer R 3 inside the Howland circuit. At any frequency higher than or equal to 1 kHz, we minimized the output capacitance C o by adjusting the digital potentiometer R 5 inside the selected GIC circuit. In order to maximize the output resistance and minimize the output capacitance at the same time, iterative tunings of those potentiometers were needed since they influenced each other. The final potentiometer settings were stored in the PC as a current source calibration table. Figure 4 shows the circuit diagram of a voltage amplifier inside the voltmeter used in the KHU Mark1 EIT system. The amplifier output is connected to a 12 bit ADC and the digitized signal is sent to an FPGA for digital phase-sensitive demodulations. The voltage amplifier has a −3 dB bandwidth of 10 Hz-1 MHz and a variable gain of 4-10 000. The gain is determined by two digital potentiometers that are controlled by the FPGA. An automatic gain control is implemented in the FPGA so that the amplifier output voltage is about 90% of the ADC input range. Therefore, the output data from each voltmeter comprise the used voltage gain as well as demodulation outputs including real (in-phase) and imaginary (quadrature) parts of the measured voltage. Knowing the amplitude of the injection current, the trans-impedance can be calculated from the voltmeter output data. Figure 5 shows a typical frequency response of the voltmeter between 10 Hz and 500 kHz. Different design gains were used to produce the multiple magnitude responses. Each of them is not flat over the frequency range, which suggests that a calibration process is needed to compensate frequency dependences. Actual measured gains were different from design gains, which suggested that another calibration process is also needed to ensure the gain linearity within the voltmeter. In addition, frequency responses of multiple voltmeters differed, which indicated a need for compensation of channel dependences. A typical phase response in figure 5(b) implies that non-zero systematic phase shifts must be calibrated. All of these non-ideal characteristics originated from tolerances and frequency characteristics of electronic components, analog band-limiting filters and clock delays in digital phase-sensitive demodulations. Therefore, we must calibrate all voltmeters for multiple frequencies, gain-load pairs and also channels.
Characteristics of voltmeter
Voltmeter phase calibration
Voltmeter outputs include different amounts of phase shifts depending on frequency and channel. These phase shifts must be compensated to correctly measure both resistance (real or in-phase component) and reactance (imaginary or quadrature component) of a transimpedance.
As a resistance load with a negligible reactance, we used the simple series resistors shown in figure 6 without including any switch and the voltmeter phase calibration was performed for each voltmeter manually. Except for the inherent reactance of the resistors themselves that we ignored, any phase shift in measured voltage across the resistor R 2 in figure 6 was from the voltmeter itself. We calculated phase angles of measured voltages across R 2 at all chosen frequencies and formulated rotation matrices to null out those phase angles. Any subsequent complex voltage data from that voltmeter at a certain chosen frequency were multiplied by an appropriate rotation matrix. Rotation matrices for all voltmeters were stored as a phase calibration table.
Voltmeter gain calibration
Since a manual gain calibration would be a formidable task, we used the gain calibration circuit shown in figure 7 implemented inside the calibrator in figure 1(c) . Each voltmeter has a variable gain to amplify an input voltage from a certain unknown trans-impedance to an amplitude that is about 90% of the ADC input range. In designing a gain calibration method, we considered this automatic gain control. Table 2 shows gain-load pairs (G k , R * k ), k = 1 . . . 26 determined in such a way that corresponding voltage amplifier outputs become about 90% of the ADC input range for 2 mA peak-to-peak injection current. Chosen load resistors R * k were placed in the voltmeter Table 2 . Pairs of design gain G k and load resistors R * k used to collect a full set of gain calibration data. gain calibrator shown in figure 7 . Resistances of all resistors shown in figure 7 were measured beforehand using a precision digital multi-meter (3458A, Agilent, USA). During gain calibrations, we assumed that the resistance values of R * k were true values without error. All tri-axial cables (for example, 17 of them for the 16-channel system including one patient ground cable) from the KHU Mark1 EIT system were connected to the calibrator. With both the KHU Mark1 EIT system and the calibrator connected to the same PC through two separate USB ports, the PC controlled both of them to collect a full set of gain calibration data following the flow chart in figure 8. During the calibration data collection, switch networks CCS(+), CCS(−), VM(+) and VM(−) inside the calibrator were appropriately controlled by the PC.
We multiplied the rotation matrices for phase calibrations to all measured voltage data. Since there existed numerous stray capacitances in the calibration circuit itself, the resulting voltage data still showed non-zero phase angles. This could be irrelevant to the gain calibrations described in the next subsections since we matched gain characteristics of all voltmeters using magnitude values of measured complex voltage data assuming that the resistance and reactance of each calibration load did not change over time. However, special care must be given to a process where we calibrate a frequency-dependent voltmeter gain since the effective load from the calibrator changes with frequency. The complete set of gain calibration data contains Here, (i, j, k, l) are indices of injection current, voltmeter, gain-load pair and frequency, respectively.
Intra-channel gain calibration.
In order to remove any frequency dependence, we chose the data at 1 kHz (l = l R ) as the reference data. For the total I × J × K frequency responses each including L voltages at L different frequencies, we computed the first set of intra-channel scale factors S1 ij kl as
We let the gain calibration data after multiplying S1 ij kl as
The design gains G k in table 2 were different from actual unknown gains whereas we could assume that load resistances R * k in table 2 were true values. In order to establish one fixed reference for all gain-load pairs, we chose the voltage data using the first gain-load pair (k = 1) as the reference and computed the second set of intra-channel scale factors S2 ij k as
We let the gain calibration data after multiplying S2 ij k as
The subsequent application of the scale factor S2 ij k to any measured voltage datum compensates gain nonlinearity of a specific voltmeter and the resulting voltage value is proportional to the magnitude of the trans-impedance to be measured regardless of the used gain.
Inter-channel gain calibration. The gain calibration data V S2
ij after applying two sets of intra-channel scale factors showed inter-channel variations for different values of j . For each injection current i, we chose a voltmeter j = j R among J of them that was nearest to the source current injection channel. Inter-channel scale factors were computed as
We let the gain calibration data after multiplying S3 ij as
Applying three scale factors of S1 ij kl , S2 ij k and S3 ij , the gain calibration data V S3 i from all voltmeters for the ith current injection are equalized for all frequencies and gain-load pairs.
Injection current amplitude calibration
In the KHU Mark1 EIT system, the amplitude of the injection current can be varied from 0.2 to 2 mA peak to peak. We used a fixed resistor to find the relationship between designed current amplitudes and actual current amplitudes. With the measured voltage across the resistor at 2 mA peak-to-peak design current as the reference, we computed current amplitude scale factors S4 i , i = 1 . . . I using measured voltages across the same resistor at I available design current amplitudes.
Calibration process during operation
During the initial setup stage, the PC loads a script file that dictates a current injection and voltage measurement strategy. Loading the current source calibration table, it sends the information to the FPGA inside the balanced current source. Then, the FPGA sets digital potentiometers of two enhanced Howland circuits and 12 GICs. Other calibration tables for phase, gain and current amplitude are loaded before actual data collections.
From the content of the script file, operating frequencies and amplitudes of injection currents at those frequencies are encoded in the commands to the main body of the KHU Mark1 EIT system. Following the data collection sequence also dictated in the script file, the PC sends an appropriate command to the main body and it injects current between a pair of specified electrodes and measures voltages between other pairs of electrodes. Getting data from the main body including utilized gains and demodulator outputs from all voltmeters, the PC applies phase, gain and current amplitude calibrations. The calibrated data are sent to image reconstruction and/or data storage software modules.
Results
In this paper, we describe experimental results using the 16-channel KHU Mark1 EIT system with chosen operating frequencies of 10, 50, 100, 500, 1000, 5000, 10 000, 50 000, 100 000, 250 000 and 500 000 Hz. For phantom experiments, we used a two-dimensional saline tank with 200 mm diameter, 100 mm height and 16 equally spaced stainless steel electrodes. The conductivity of the saline was 0.137 S m −1 at 23 • C. 
Current source calibration results
We first adjusted the digital potentiometer R 3 inside the enhanced Howland circuit in a step of 40 to find a range of the maximal output resistance R o . Then, the search was repeated with a reduced step of 8 only within the selected narrow range. Finding a temporary digital potentiometer setting to get a maximal R o , we adjusted the digital potentiometer R 5 inside a selected GIC with a step of 40 . Finding a narrow region of the minimal output capacitance C o , we repeated the search using a smaller step of 8 . Since these R o and C o tunings affected each other, we repeated both searches iteratively until we could find final settings of both digital potentiometers which provided an output impedance of at least 1 M . Figure 9 After the iterative process, we could obtain Z o greater than 1 M as shown in figure 9 (b). This was repeated for each frequency belonging to the set of chosen operating frequencies. The average output impedance of the current source was 2.7 M in the frequency range of 10 Hz-500 kHz.
From numerous experimental results, we found that the minimal output impedance of 1 M was always achievable in the frequency range of 10 Hz-500 kHz. Beyond 500 kHz, it was very difficult to tune the GIC circuit and the output impedance dropped rapidly. Therefore, in the KHU Mark1 EIT system, the loading effect at the current source output is less than 0.1% only when the load impedance is smaller than 1 k .
Voltmeter calibration results
Applying voltmeter phase and gain calibrations, all magnitude responses shown in figure 5(a) became identically flat and nonzero phase angles in figure 5(b) were nulled out. Using the obtained calibration tables, we may define a signal-to-noise ratio (SNR) as the mean over the standard deviation of repeated voltage measurements. This SNR can be regarded as a measure of total errors including systematic errors and random noise after calibrations. From 100 repeated measurements using a saline phantom, Oh et al (2007) reported an average SNR of about 99 dB. Getting a full set of data using the neighboring current injection method from the homogenous phantom, the reciprocity error (RE) was evaluated and it was around 0.05% from 50 Hz to 250 kHz. At the lowest and highest frequencies of 10 Hz and 500 kHz, RE was 0.17 and 0.11%, respectively. Without proper calibration, RE could be as much as 5%. The maximal linearity error as defined in Oh et al (2007) was between 0.11 and 0.16% after calibration.
Effects of calibration on reconstructed images
Using measured data sets from the homogenous saline phantom, we reconstructed time-and frequency-difference images. We used a difference image reconstruction algorithm based on a sensitivity matrix as described in Mueller et al (1999) and Lionheart et al (2005) .
Figures 10(a) and (b) are time-difference images at multiple frequencies using data before and after applying voltmeter calibrations, respectively. The time gap between two data sets was 10 min with the first data set as the reference. Figures 11(a) and (b) are frequency-difference images using only the first data set. The data at 100 Hz were used as the reference. We can observe that spurious anomalies in reconstructed images using uncalibrated data are reduced in images using calibrated data and the effect is more significant in frequencydifference images. Since time-difference images were reconstructed at each chosen frequency, systematic errors due to frequency-dependent characteristics are irrelevant. As a measure of image uniformity, we computed standard deviations of all reconstructed images. For timedifference images in figure 10(a) , the average standard deviation of real-part images using calibrated data was 57.7% of that of corresponding images using uncalibrated data. For imaginary-part images in figure 10(b) , it was 65.9%. For frequency-difference images in figures 11(a) and (b), they were 9.1 and 13.8%, respectively. We could observe a similar Figure 11. Frequency-difference images of a homogenous saline phantom at multiple frequencies using uncalibrated and calibrated data. We used the data at 100 Hz as the reference data. (a) Realand (b) imaginary-part images using the same relative scale.
phenomenon from images of the phantom containing numerous objects whose conductivities were different from that of the background saline. Time-and frequency-difference images of the same phantom including a banana object at multiple frequencies are discussed by Oh et al (2007) .
Discussion and conclusion
Proper calibrations of current source and voltmeters are essential to improve the quality of reconstructed images in EIT. Multiple spurious anomalies may appear in reconstructed images using improperly calibrated data. Although errors are more critical in static imaging, difference imaging methods are also prone to systematic errors since these cannot be completely cancelled out. Especially in frequency-difference imaging, we found that different gain and phase characteristics of multiple voltmeters at different frequencies should be carefully calibrated. Current source calibration using a GIC could be sensitive to changes in a load capacitance since it relies on an LC-resonance condition. An alternative method is to use a negative impedance converter (NIC) as described in Cook et al (1994) . However, Ross et al (2003) reported that the NIC could be unstable at high frequencies in the presence of a load capacitance larger than 100 pF. As a part of our future works, it would be necessary to compare two different methods of GIC and NIC for their achievable output impedance values and stability when they are implemented in the KHU Mark1 EIT system.
The KHU Mark1 EIT system is capable of measuring an injection current by sensing a voltage drop across a current-sensing resistor placed in series with a current flow pathway. Simultaneously and independently measuring the injection current itself together with induced voltages, we may compute ratios of measured voltages over the injection current to compensate the dependence of current source characteristics upon changes in load impedance values. We plan to investigate this kind of on-line calibration in addition to the calibration methods described in this paper to further improve the measurement accuracy.
In this paper, we described most experimental results using the 16-channel KHU Mark1 EIT system. We found that the current source in the 32-channel system requires different values of discrete components in GIC circuits primarily due to its larger output capacitance of about 500 pF compared with 300 pF of the 16-channel system. For the 32-channel system, current source tuning was still possible to obtain an output impedance of greater than 1 M up to 500 kHz. Calibrated voltmeters in the 32-channel system showed almost identical performance indices compared with those in the 16-channel system. The performance of the KHU Mark1 EIT system is sensitive to the kind and length of cables. All of the calibration procedures must be performed again if cables are replaced by different ones.
The calibration methods described in this paper are mainly for the measurement of multifrequency trans-impedance data with a high accuracy. Other types of errors originating from trans-impedance values themselves, electrode contact impedances and cable movements discussed in Schlappa et al (2000) should be evaluated before applying the EIT system to human experiments. We speculate that these kinds of errors not studied in this paper can be significantly reduced by using the calibration methods proposed in this paper. Our future works should include evaluation of any remaining systematic errors and random noise in measured trans-impedance data in a particular experimental setting for a chosen clinical application (Holder 2005) . As a part of our future works, we will address the issue of calibrating reconstructed time-and frequency-difference images themselves for their interpretations.
