Introduction
Non-point source (NPS) pollution from agricultural land use activities results in degradation of downstream water quality due to sediments, nutrients, pesticides and pathogens. The activities include land use management and manure management and activities related to the application and use of fertilizers and herbicides. The modes of transport of pollutants to the water bodies are either in the solution form or the particulate form bonded on the sediments. The pollution of groundwater and the subsurface drained water is due to contaminants transported through the soil profile in the solution form. An example of such a case is pollution of groundwater with nitrates. The dominant mode of pollution of surface water is due to contaminants bonded on the sediment. Soil erosion is the dominant process for such pollution. An example of such pollution includes pollution of surface water with phosphorus. Under certain conditions where macro pore flow is the dominant flow mechanism, the particulate form of pollutants could also pollute groundwater. The pollution of tile outflows with particulate phosphorus is an example of such pollution.
Awareness that agricultural activities have the potential to contaminate groundwater supplies, and the ability to determine complex interactions involved in NPS pollution, have grown enormously. As society becomes aware of environmental problems that may result from man's activities on watersheds, we must direct our activities towards answering the question "what happens to pesticides and fertilizers applied on our agricultural fields?" (Woolhiser 1973) .
The traditional management approach to control agricultural NPS pollution includes voluntary implementation of best management practices (BMPs) to minimize the pollution at the source and transport from the source to the water bodies. Therefore, development of pollution management strategies has become essential for the longterm sustainability of soil and water resources. The monitoring and modelling approaches are often used for management of non-point source pollution. The monitoring approach is not very common due to cost limitations and site-specific application. The long time required to obtain results is also a major limitation. The modelling approach has become very common, as it does not have such limitations. Recently, the deterministic models based on a physically based approach are gaining wider acceptance as a tool for non-point source and water quality management (Wagenet et al. 1997; Li et al. 1999; Chu et al. 2000; Celis et al. 1999; Asare et al. 2001) . Extensive data is needed for the application of the deterministic approach. At present, the application of a machine-based learning approach, such as neural nets, rule induction, case-based reasoning and decision, is receiving attention for simulating real-world phenomena (Ocerin 1996; Altendorf et al. 1999; Salehi et al. 2000; Abraham and Steinberg 2001a,b; Sephton 2001) . These approaches perform well with limited inputs, need less computation time, and are user-friendly (Yang et al. 1996 (Yang et al. , 1997b . Artificial neural networks (ANNs) have been used to predict soil moisture (Altendorf et al. 1999) , soil temperature (Yang et al. 1997a,b) saturated hydraulic conductivity (Lebron et al. 1999 ) and nitrate loads in drain outflows (Salehi et al. 2000) and design and evaluation of subsurface drainage systems (Shukla et al. 1996; Yang et al. 1996) . This paper presents the evaluation of a deterministic approach and an ANN approach for simulation of tile-drained water quality.
Materials and Methods

ANN Modelling Approach
Broadly used ANN models can be divided into two categories, namely fast back-propagation (FBP) neural network and radial basis function (RBF) neural network.
FBP Neural Network.
A multilayer perception neural network has one input layer, one hidden layer and one output layer. Each neuron in the input layer is connected to each neuron in the hidden layer by weight, Wi. After an input neuron receives a signal, Xi, it transmits it to the hidden neuron. Each hidden neuron then computes the sum, WiXi, entering from each input neuron, and transforms this value to an output signal using a transfer function. In this paper, a multi-layered (three-layered) perceptron neural network with a sigmoidal transfer function (tan h) was employed as output of hidden neurons (Fig. 1) . Each neuron in the output layer makes a similar transformation on the data from the hidden layer. If learning is enabled, the actual output value is compared with the desired output and the error between the two values is calculated. The error values are then propagated back into the network to update connection weights between the different layers. This process is repeated until the network has been trained to the desired accuracy. The training of the neural network in this project was accomplished using the fast back-propagation algorithm suggested by Karayiannis and Venetsanopoulos (1993) .
RBF Neural Network.
Like the back-propagation network, the RBF neural network has a feed-forward architecture that is very similar to a multi-layer perceptron network (MLP). It consists of three layers: one input layer, one hidden layer and one output layer (Fig. 2) . However, the structure of a RBF network is one of self-organized characteristics, which allows for adaptive determination of the hidden neurons during training of the network (Zhang and Kushwaha 1999) . Each input neuron is completely connected to all hidden neurons, and hidden neurons and output neurons are also interconnected to each other by a set of weights. Information fed into the network through input neurons is transmitted to hidden neurons. The output of hidden neurons has the form of a radial basis function. For the present model, the Gaussian function was selected as the radial basis function. It is a positive radial symmetric function (kernel) with a centre and a spread. The spread is the radial distance from the centre of the kernel, within which the value of the function is significantly different from zero. This is called the receptive field. An input pattern falling within the receptive field of a hidden neuron will cause a significant response. For each input pattern, the hidden neurons compute the distance between the input signal and the centre of the receiving field. For a Gaussian function, the response is unity if this distance is zero, and decays to zero when the distance is greater than the spread. The responses are multiplied by the interconnect weights between the hidden and output layers. Each unit in the output layer then makes a linear transformation on the data from the hidden layer.
In training a RBF network, the number of hidden neurons is self-organized with the process of training (Zhang and Kushwaha 1999) . For this purpose, the orthogonal least squares (OLS) algorithm proposed by Chen et al. (1991) was employed. According to this algorithm, the number of hidden neurons at the beginning of training is zero. The hidden neurons are added one-by-one with training until the output of the network is within a target precision. For every iteration, the sum of squared error from the network is computed. If the error is lower than a predefined tolerance (sum of squared error), the training is stopped and the number of neurons added to the hidden layer represents the number of hidden neurons required. If the sum of squared error is above the tolerance then the input pattern with largest error is identified and added to the hidden layer, which results in maximum lowering of the network error. This process is repeated until the error value falls below the tolerance value (Demuth and Beale 1996).
Deterministic Modelling Approach
The basic concept of the deterministic modelling approach is mass balance. The various components of the mass balance are quantified by using physical, empirical or semiempirical relationships. This includes the movement of water as well as the movement, transformation and degradation of solutes in the soil profile. Based on this concept many models capable of simulating water quality in the tile outflow include DAISY (Hansen et al. 1991) , DRAINMOD (Skaggs 1978) , EPIC (Williams et al. 1990) , GLEAMS (Leonard et al. 1987) , GLEAMS-DRAINMOD (Brevé et al. 1997) , LEACHM (Wagenet and Huston 1986) , PRZM3 (Carsel et al. 2000) and RZWQM (Ahuja et al. 1999) .
Every model is unique in itself because of the presentation and linking of processes. For water flow, DRAIN-MOD, LEACHM and RZWQM models use a physically based approach, while in EPIC and GLEAMS, the water flow component is based on the empirical approach. In the DIASY model, the convective-diffusion equation is used to simulate nutrients and chemicals and all hydrologic processes have comprehensive coverage. A simple layer-routing technique simulates the downward movement of water in the EPIC model (Williams et al. 1990) . A physically based approach simulates the subsurface drainage in the DRAINMOD model. In the GLEAMS model the runoff is based on the SCS Curve Number Approach (SCS 1972) , while infiltration between rainfall events is computed based on the Green-Ampt approach (Knizel 1993) . Both EPIC and GLEAMS use a similar approach for fate and transport of nutrients and pesticides through the soil profile. In the LEACHM model, vertical flow of water is simulated by using Richard's equation (Richards 1931) , and solute transport by the convectivedispersion equation. PRZM3 uses simple algorithms, based on generalized soil parameters, including field capacity, wilting point and saturation water content, to simulate water movement. Water content above field capacity is assumed to drain through the root zone within one day. Below the root zone, the water movement is based on Richard's equation. In the RZWQM model, the Green-Ampt equation is used to simulate infiltration and the kinematics wave approach to simulate overland flow (Bierbaum et al. 1999) . The model simulates nutrient transformation based on the initial soil humus, crop residues and organic nutrient concentrations.
After a comprehensive review, the model presented by Thooko (1990) was selected for this study. This model is an integration version of DRAINMOD and GLEAMS. The main body of the integrated model is DRAINMOD. A water quality component, to simulate the movement of agrochemicals through the soil in the root zone is from the GLEAMS model. GLEAMS is a continuous simulation, field-scale model, which was developed to evaluate the impact of management practices on potential pesticide and nutrient leaching within, through and below the root zone. It consists of four major components: hydrology, erosion/sediment yield, pesticide transport and nutrients. GLEAMS can provide estimates of the impact management systems, such as planting dates, cropping systems, irrigation scheduling and tillage operations, have on the potential for chemical movement. Application rates, methods and timing can be altered to account for these systems and to reduce the possibility of root zone leaching. The model tracks movement of pesticides with percolated water, runoff and sediment. Upward movement of pesticides and plant uptake are simulated with evaporation and transpiration. Degradation into metabolites is also simulated for compounds that have potentially toxic by-products. Erosion in overland flow areas is estimated using a modified Universal Soil Loss Equation. Erosion in chemicals and deposition in temporary impoundments such as tile outlet terraces are used to determine sediment yield at the edge of the field.
The hydrology of the integrated model is a combination of the hydrology of DRAINMOD and GLEAMS. The hydrology of DRAINMOD was retained as a whole (Skaggs 1978) . The hydrology component of GLEAMS was modified to accept runoff, infiltration and evapotranspiration from DRAINMOD. The water quality component of the integrated model was basically GLEAMS. In the GLEAMS model, the soil system is used for routing agrochemicals through the root zone; therefore layering systems in both of the models was made compatible.
The DRAINMOD model was selected because it is user-friendly and renowned for its hydrological predictions in simulating water table depths, as well as surface and subsurface drainage discharges under different pedoclimatic zones in North America (Skaggs et al. 1981; Gayle et al. 1985; Susanto et al. 1987) . It allows the user to enter and edit input parameters with ease and portrays outputs graphically for easier interpretation. In addition, the newly developed integrated model was tested against independently collected field data of pesticides to study the fate and transport of pesticides under field conditions.
Experimental Data
The experimental field is located at the Greenbelt Research Farm of Agriculture and Agri-Food Canada, near Ottawa, Ontario (Fig. 3) . The experimental field was 14 hectares in area and was nearly level with an average slope of 0.2%. The dominant soil in this field was loam underlain by silty clay at a depth of approximately 60 cm. The field was systematically drained with 100-mm diameter plastic tiles spaced at a 16-m interval with an average tile depth of 1 m below the soil surface. Two sets of data available for this field were used for evaluation of ANN and the deterministic model. The pesticide concentration and load data available during 1987 to 1989 were used for the implementation and evaluation of the deterministic model. During this period the land use was silage corn (Zea mays L.). The other data available include details on cropping operations, fertilizer, pesticide and herbicide application and the record on continuous tile outflow, atrazine concentration and atrazine loads. In addition, climatological data such as maximum and minimum temperature, precipitation and potential evapotranspiration, estimated from pan evaporation were available from the Central Research Farm at the Land Resource Research Centre of Agriculture Canada, Ottawa, approximately 14 km from the experimental site. The data used for the implementation and application model were on nitrate concentration and loads in the tile outflow for the years 1990 to 1994 (Patni et al. 1998) . During 1990, the field was divided into four 3.5-ha plots. The tillage treatment followed includes conventional tillage and no-tillage with two replications. The data available include soil physical and hydraulic properties (bulk density, porosity, soil texture, field saturated hydraulic conductivity and soil water characteristics curves) for the experimental fields and nitrate concentration and flow in the tile effluent. The tile outflow and nitrate data available for this period were used for training and validation of the neural network models.
Results and Discussion
Artificial Neural Networks
The performance of the two neural network models for conventional and no-tillage treatments was evaluated by calculating correlation coefficient (r), unsorted prediction efficiency (Ens) and sorted prediction efficiency (Es). The sorted and unsorted efficiencies were calculated using the formula:
where E is the prediction efficiency, Oi is the observed value, Pi is the predicted value, O is the mean of observed values and n is the number of observations. Sorted efficiency (Es) is calculated by individually sorting the observed and predicted data by magnitude, while the unsorted efficiency (Ens) is computed using equation 1 but with predicted and observed data.
Es indicates the model's ability to describe the range of observed values and Ens indicates how close the plot of observed versus predicted values is to the 1:1 line. In this study, the model performance was considered to be acceptable if the values of r, Ens and Es were greater than or equal to 0.5, 0.4 and 0.75, respectively (Ramanarayanan et al. 1997) .
Figures 4 and 5 present the comparison of the daily tile outflows observed and predicted by the FBP neural networks for conventional tillage and no-tillage, respectively. Similar comparisons for the daily observed and simulated tile outflows by the RBF neural network for both treatments are presented in Fig. 6 and 7 , respectively. These data indicate that the FBP network underestimated the tile flow for both conventional and notillage treatments. These data also indicate that the RBF network has better prediction capability than the FBP network for prediction of daily tile outflows. The high Es values given in Table 1 indicate that the RBF network was able to describe the distribution of observed results quite well for both treatments. However, tile outflow predictions for conventional tillage were closer to the equal value line than those for no-tillage. This implies that the agreement between the training and testing data for conventional tillage treatment was better than that for no-tillage treatment.
Figures 8 and 9 show the comparison of observed daily nitrate-nitrogen concentrations in tile effluent and predicted FBP and RBF networks for the conventional tillage treatment, respectively. Similar comparison for the no-tillage treatment for the FBP and RBF networks is presented in Fig. 10 and 11 , respectively. The data for the FBP network show considerable scatter for both tillage treatments but all the points fall on both sides of the 1:1 line. The statistical parameters given in Table 1 indicate that the FBP network was more capable of generalizing the relationships learned through training for the no-tillage treatment than for the conventional tillage treatment, since the predicted results for no-tillage satisfied two (r, Ens) out of the three acceptability criteria, while in the case of conventional tillage only one (r) criterion was satisfied. A comparison of nitrate concentration results and tile flow results shows that the FBP network constructed a better global approximation for the nitrate-nitrogen concentration in tile effluent than for the tile outflow data. This may be due to the fact that there were more crests and troughs in the temporal variation of tile outflow than in the concentration of nitrate. These data also show that the performance of the RBF network is superior to the FBP network for both tillage treatments. These results also indicate that the network performed better in predicting tile outflow than nitrate concentration. This implies that the tile outflow values in the testing set were closer to the values mapped by the network during training when compared to the corresponding data for nitrate concentration. The RBF network tried to map local variations in the data by adding a hidden neuron for each deviation.
It is apparent from these results that the RBF network is a better choice for predicting daily tile outflow and NO3 --N concentration. These results can be attributed primarily to the presence of localized variations in the observed data. The RBF model represents the inputs presented to the network during the training phase in local spaces with each local space being represented by a hidden neuron. Therefore, any input to the model in the testing phase that lies near a local space is closely predicted. On the other hand, the FBP model maps the relationships between the inputs and outputs in global space for the training scenarios. Therefore, the model is not able to predict the localized variation in data in the testing phase.
Deterministic Water Quality Models
The input requirements for modelling the water quality (pesticide) in the tile outflows included inputs for the hydrology component of DRAINMOD and inputs for the chemical component of GLEAMS. Input data for DRAINMOD included climatic characteristics of the site, soils, crops and system parameters. Continuous precipitation data available on the experimental site were used. Other climatic data, such as maximum and minimum temperature and potential evapotranspiration, estimated from pan evaporation were available from the Central Research Farm at the Land Resource Research Centre of Agricultural Canada, Ottawa. The data on the soil, crop and drainage system parameters were available at the site. The inputs include method of application, rate and times of application, solubility and half-life of pesticide and the absorption constant, Koc. The initial estimates for solubility, half-life and absorption con- . Predicted versus observed daily tile outflows for no tillage using RBF neural network. Fig. 6 . Predicted versus observed daily tile outflows for conventional tillage using RBF neural network. stants were obtained from the literature. One value of Koc and half-life were used to represent the entire soil profile. Since the root depth was relatively shallow, the effect of temperature on Koc and half-life was assumed to be negligible. The pesticide parameter file, as used in the GLEAMS model, was retained in the integrated model. Temperature and radiation inputs were not included in the hydrology parameter file, as these parameters were not used in the integrated model.
The evaluation of the performance of the deterministic model includes calibration and validation. The calibration procedure outlined by Thooko (1990) was adopted. It includes the evaluation for tile outflows followed by pesticide concentration. For the calibration of the pesticide component the observed flows were used. The evaluation procedure used for calibration involved matching the predicted and observed values of the tile outflow and chemical concentration by varying sensitive parameters such as potential evapotranspiration, wilting point, depth to the impermeable layer, saturated hydraulic conductivity and rooting depth.
The evaluation of the deterministic model was performed in two phases, first the DRAINMOD, followed by the integrated model. The objective function used for evaluation of DRAINMOD was daily tile flow. The objective function used for water quality was the concentration of atrazine in the tile outflow.
To evaluate the calibration of the hydrology component of the integrated model, the sensitive parameters identified by Thooko (1990) were used. For the GLEAMS model, the selection of calibration parameters was obtained from the work on GLEAMS reported by Masse and Prasher (1990) in a climate region similar to the study area. For the validation, the values of the calibrated parameters were used. The other input parameters required to evaluate the performance of the DRAINMOD-GLEAMS linked model were adopted from Thooko (1990) . Figure 12 shows a detailed and an overall comparison of predicted and observed tile outflows. The scatter plot indicates that the simulated tile outflows were more underpredicted than the observed tile outflows. These differences may be attributed mainly to the spatial and temporal variability of the saturated hydraulic conductivity. Moreover, this version of the DRAINMOD model did not simulate snowmelt conditions. Two options for estimation of evapotranspiration in the DRAINMOD did not affect the quality of simulated tile outflows. This could be due to the one-hour rainfall time step used as an input to the model and that the comparison of tile outflow volume was done on a daily basis. Figure 13 shows the precipitation pattern and comparison of observed and simulated tile outflows during the month of April. These data indicate that the model generally underpredicted tile outflows and distributed tile outflows over a longer period than the observed flow events. In trying to match the simulated peak outflows to the observed, the input parameters were adjusted to their extreme and this may be the cause of the distribution of tile outflows over a longer period than the tile outflow event. Generally, the flow event follows the rainfall event though there is some lag time. The model underpredicted at the beginning of the month of April, while the trend reversed at the end of the month.
A comparison of observed and predicted atrazine concentrations by the integrated model is presented in Fig. 14. These results show that the model is underpredicting atrazine concentrations. As Thooko (1990) indicated, it was due to keeping the values of Koc and the half-life of atrazine constant for the entire soil profile and ignoring the effect of climate factors on Koc and half-life of atrazine. Regions such as eastern Ontario exhibit large temporal variability of temperature. Models used under such variable climatic conditions must include temporal variability in decay coefficients that were not included in this evaluation exercise as the values of Koc and half-life of atrazine were taken from literature. In this study, no site measurements were taken for estimation of temporal variability of pesticide half-life and partitioning coefficient (Koc).
The observed and predicted atrazine loads in the tile outflow are presented in Fig. 15 . The loads were computed from the product of tile outflow and atrazine concentrations. The model underpredicts an atrazine level in the tile outflow considering that atrazine was applied in the previous year. To test the temporal performance, a comparison of observed and predicted monthly atrazine loads was made and the results are shown in Fig. 16 . The model seems to simulate loads very well during the month of April. In general underpredictions could be due to underprediction of tile outflow and/or concentration. To further evaluate the performance of the hydrology and the chemical components, the atrazine loads were computed by using observed tile outflows and simulated concentration and simulated tile outflows and measured concentration, and the results are presented in Fig. 16 and 17. These data clearly indicate that underpredictions during April were due to underprediction of tile outflow, while underpredictions during October were due to underprediction of concentration. A similar 78 Rudra et al. pattern was also observed with both the ANN models. This indicates that it is not only the mass of chemical but accurate simulations of tile outflows and concentration that are very important for the management of water quality. Problems in simulation of tile flow or concentration could result in improper selection of a management technique.
Concluding Remarks
The results of this study indicate that both of the modelling approaches have their own strengths and limitations. In some aspects, both modelling approaches are similar in nature as the ANN approach requires training and the deterministic approach requires calibration. The ANN modelling approach is simple, requires less input data for application and gives relatively better results than the deterministic modelling approach. The ANN approaches are not process-based; therefore such models cannot be used for the identification of dominant factors affecting water quality. Furthermore, ANN approaches are spatially immobile and are only good for site-specific and time-specific applications. These models cannot be used on a similar site without proper training. The deterministic modelling approaches are more complex than ANN modelling approaches and require large input data. The input file preparation also requires more skill and time. Due to the process-based approach, deterministic models can be used for identification of gaps in knowledge. These models have better spatial and temporal mobility than ANN models. Deterministic modelling approaches may be applied for the evaluation of effect of land-use management practices on tiledrained water quality.
The two ANN approaches evaluated in this study indicate that the RBF artificial neural networks are better in predicting daily tile drainage water quality than the FBP artificial neural networks, however, FBP artifi- 
