We consider a non-parametric penalized likelihood approach for model building called likelihood basis pursuit (LBP) that determines the probabilities of binary outcomes given explanatory vectors while automatically selecting important features. The LBP model involves parameters that balance the competing goals of maximizing the log-likelihood and minimizing the penalized basis pursuit terms. These parameters are selected to minimize a proxy of misclassification error, namely, the randomized, generalized approximate cross validation (ranGACV) function. The ranGACV function is not easily represented in compact form; its functional values can only be obtained by solving two instances of the LBP model, which may be computationally expensive.
INTRODUCTION
A large body of research focuses on medical applications involving large databases of raw data. A common goal in such applications is to use the raw data for classification purposes in order to predict outcomes. Another goal is variable selection (feature selection in machine language terminology), where important variables related to the outcome are identified. In classification, we use features (such as blood pressure, height, weight, age, etc.) to classify patients into classes related to the outcomes (such as recurrent cancer or not, disease susceptible or not, death likely or not, etc.). In variable selection, we look for those features which influence the outcome the most. A variety of models have been developed to achieve these goals.
One such approach makes use of linear support vector machines (SVMs) [1] : 
Here, A is a matrix containing the training data (subjects by features) and M is a diagonal matrix with values ±1, denoting the two classification labels. C 0 is a parameter weighting the importance of maximizing the margin between the classes versus minimizing the misclassification error (z) and e is a vector of ones. The solution (w, γ ) is used to define a separating hyperplane {x|w x = γ } that divides the two classes from each other. Non-linear separators can also be found through the use of kernels [1, 2] . Note that the classical SVM is able to select the influential observations but is not able to select important features.
Other approaches make use of statistical methods to predict outcomes. For example, consider a linear model which looks for coefficients b such that, for the ith observation,
Here, y i is the outcome, x i is the vector of observations, and ε i represents random variations. Traditionally, b is found by a least squares fit, but link functions that describe how the expected outcome is related to b x i can also be used to define generalized linear models [3] . These approaches focus on classification. However, they can be modified to also consider variable selection. For example, using the 1-norm linear support vector machine, we can find the k most influential features by restricting w to be nonzero in only k components; this results in a mixed-integer program. We could put similar restrictions on b in the linear model (2) , like the LASSO proposed in Ref. [4] . Another approach for the linear model (2) measures the importance of each observation j after (full) classification by considering the averaged norm of b j x ·j (see Ref. [5] , where this is done for observations under a more complicated model).
In this article, we consider a statistical approach called likelihood basis pursuit (LBP). Unlike SVMs that look for a classifier, LBP derives a probability estimate for the outcome by maximizing the penalized likelihood of a non-parametric model. The penalty terms come from basis pursuit ideas and use the 1-norm of the model's variables. Similar penalization ideas can be found in Refs. [6, 7] . Section 2, reviews the LBP procedure and two resulting models, a main effects model and a two-factor interaction model. Section 3 discusses fitting the model by selecting appropriate parameters under a grid search. We show how this procedure can be improved through the use of slice-modeling techniques [8, 9] . Finally, Section 4 describes alternate procedures for parameter selection that make use of derivative-free optimization algorithms. Given appropriate starting information, we show that these algorithms can obtain better solutions than the grid search with fewer function evaluations.
LIKELIHOOD BASIS PURSUIT
(Note that in the following, the notation is chosen to be consistent with Ref. [5] .) We begin with a training set of n observations, (x i , y i ) (i = 1, . . . , n), where
is the explanatory vector and
is the classification label (typically 1 represents occurrence of some event, and 0 represents non-occurrence). For any explanatory vector, x, we would like to determine the corresponding label y (either 1 or 0). If we knew p(x) = Pr{y = 1|x}, then the label could be determined by applying Bayes' rule for minimizing the expected misclassification rate [10] :
Our goal is to estimate p(x) using the training data (x i , y i ). To do this, we use the log odds ratio:
.
Note that p can be recovered from f by:
Smoothing Spline Analysis of Variance Decomposition
To model f , we employ smoothing spline analysis of variance (SS-ANOVA). Smoothing spline analysis of variance is a general technique for building multivariate, non-parametric regression models. The idea behind SS-ANOVA is to decompose a function into components that satisfy generalized ANOVA side conditions [11] . Specifically, we search for f in a reproducing kernel Hilbert space (RKHS) H by considering the decomposition [5, 12] :
Here, b 0 is constant, f α s are main effects, and f αβ s are two-factor interactions. Following Refs. [5, 12] , we assume that f α ∈ H (α) , where H (α) is a RKHS, generated by some specified kernel. For the interaction terms, f αβ ∈ H (α) ⊗ H (β) , where ⊗ denotes the tensor product. Then
where ⊕ denotes the Kronecker (direct) sum. Following Refs. [5, 12] , H (α) can be decomposed into a (finite-dimensional) parametric part and a smooth part (the orthogonal complement of the parametric part):
Similarly,
Thus, we obtain an orthogonal decomposition for H into sums of products of finite-dimensional parametric subspaces, plus smooth main effects subspaces, plus two-factor interaction subspaces (of forms parametric ⊗ parametric, smooth ⊗ parametric, and smooth ⊗ smooth), and higher-order interactions subspaces [5, 12] . To make the model more manageable, we can truncate the higher-order interaction terms. Then, H is the direct sum of a finite number of component subspaces, say Q. If R l denotes the kernel of each component subspace, then
Suppose the reproducing kernel of each
When n is large, the searching of H can be computationally intensive. To reduce the load, we limit the number of basis functions for the components of H. This parsimonious basis approach has been used extensively in non-parametric regression, see for example Refs. [13] [14] [15] . In addition, Lee and Mangasarian [16] proposed the reduced SVM (RSVM) by applying a similar idea to SVM and showed that the classification accuracy, computational times, and memory usage of RSVM are better than a conventional SVM, which explicitly depends on the entire dataset (Though RSVM and LBP are similar in that both methods randomly select a subset of observations for model building and making predictions, there is subtle difference in their procedures. In RSVM, the sub-sampling technique directly targets the kernel matrix K, while LBP selects a number of basis terms to generate some proper subspace for functional estimation).
In Ref. [5] , it is noted that the number of basis terms can be much smaller than n without degrading performance. As in Ref. [5] , we apply a random sampling to draw N ≤ n observations, denoted {x 1 * , . . . , x N * }, for use in defining H (Other methods for choosing the N observations include clustering [13] .). Then, rather than searching H for f , we search an approximated function space
Initially, we consider only the main effects. This results in dropping two-factor and higherorder interaction terms from consideration in Eq. (3) and truncating H * to direct sums of products of parametric subspaces plus smooth effects subspaces:
Here, k 1 represents the (one-dimensional) basis for the parametric portion and K 1 represents the kernel for the smooth portion. For our examples, we take m = 2 in Ref. [17, equation (10.2.4) ] to obtain:
and
where
Then, the main effects model, also referred to as the 'additive' model, for f becomes:
Adding the two-factor interaction effects, the parametric portion now consists of the parametric main effects {k 1 (x (α) )|α = 1, . . . , d} and the parametric-parametric interaction terms
The smooth portion consists of the smooth main effects, the parametric-smooth effects, and the smooth-smooth effects. Together, this yields the 'full' model:
For notational convenience, we let
where T contains the parametric effects and K contains the smooth effects. T and K will differ depending on whether we are considering the additive model or the full model. Once values for the b and C variables are determined in either the additive or the full model, f (x) and p(x) can be found. To find the b and C values, we maximize likelihood L over the training data:
Note that we would have difficulty in directly maximizing Eq. (9): when y i = 0, the corresponding term of the sum is always decreasing; when y i = 1, the corresponding term of the sum is always increasing. To deal with this situation, we place restrictions on the b and C variables.
In such a situation, we would like to select these restrictions so that we would find the 'best' solution. To do this, we follow basis pursuit ideas and define the 'best' to mean the solution where the b and C variables have the smallest 1-norms. This is done because the 1-norm often produces coefficients that are exactly 0 and therefore gives sparse solutions.
Basis Pursuit
Basis pursuit was originally developed by Chen et al. [18] for signal decomposition in overcomplete dictionaries. In the environment of overcomplete dictionaries, multiple decompositions can exist for the same signal. Basis pursuit offers a way to find a 'best' decomposition, where Chen et al. [18] defined 'best' to mean the solution whose coefficients had the smallest 1-norms. Using 1-norms, Chen et al. [18] were able to formulate linear programming problems to find a single ('the best') signal decomposition. Not only are these signal decomposition problems under basis pursuit 'easy' to solve in comparison to other methods since they use linear programming, but they also result in sparse decompositions. Extending basis pursuit ideas to SS-ANOVA decomposition, Zhang et al. [5, 12] penalize the log-likelihood function with the 1-norms of the variables b and C. This allows us to take advantage of the sparsity that Chen et al. [18] observed for signal decompositions -under basis pursuit ideas, we typically find sparse solutions. Since we obtain a sparser solution than we might otherwise, we also have some idea of which features are most important in influencing the outcomes. In Ref. [5] , the importance of a particular input is measured by the size of its functional 1-norm, calculated as the average of the function values estimated at all the data points. For the main effect, we have
) and for the two-factor interactions, we have
The larger the functional 1-norm, the more important that input is. (The 2-norm was found to work just as well.) When the solutions for b and C are zero, we have no contribution to the corresponding L 1 value, resulting in a smaller L 1 and hence a less important input. Thus, applying basis pursuit to the maximum likelihood problem from Eq. (9) enhances our ability to perform variable selection.
Likelihood Basis Pursuit Models
Combining the basis pursuit penalty terms with the log-likelihood objective function (9), we obtain the complete LBP models:
for the additive model with f given by Eq. (6), or
for the full model with f given by Eq. (7). The LBP models are generalized versions of the LASSO penalty for non-parametric models. In these programs, λ π , λ ππ , λ s , λ π s , and λ ss are regularization parameters that balance the trade-off between maximizing the likelihood and minimizing the penalty terms. Here, we have chosen to group terms of similar types (parametric and smooth) and to allow distinct λs for different groups. Of course, we could also choose to set the λs equal to each other. To solve Eq. (11), we use the standard technique of replacing the absolute value terms with non-negative variables constrained to be the absolute values of the b and C variables. This results in programs with non-linear objective functions and linear constraints. Using standard approaches, it can be shown that the resulting mathematical programs are bounded below by zero and convex.
FITTING THE MODELS
Given values for the regularization parameters, programs (10) and (11) return corresponding values for the b and C variables, and thus define f (and p). Therefore, in order to find p, we first need to choose values for the regularization parameters that give the smallest misclassification rate.
With a slight abuse of notation, let λ represent the set of regularization parameters for each model. In other words, for the additive model (10), λ = (λ π , λ s ); while for the full model (11), λ = (λ π , λ ππ , λ s , λ π s , λ ss ).
Generalized Approximate Cross Validation and Randomized Generalized Approximate Cross Validation
In order to find the good values for λ, we use generalized approximate cross validation (GACV). The GACV is a proxy for the comparative Kullback-Liebler (CKL) measure and is mainly used in smoothing spline models for non-Gaussian regression [see Refs. 13, 19, 20] . In Refs. [5, 12, 21] , the GACV is derived for selecting λ in LBP models. Let p λ (x) be the estimated conditional probability function using the parameter λ and f λ (x) be its corresponding log odds ratio. Let µ λ (x) and σ and variance functions. Then, the second-order Taylor expansion of the leaving-out-one cross validation (CV) for CKL gives
and f y λ are, respectively, the minimizers of Eq. (10) or (11) using the perturbed data y + ε and the original data y. Refer to Refs. [5, 21] for more details.
In practice, it is expensive to compute GACV directly since the calculation of H depends on the inversion of some large-scale matrix. We can produce randomized estimates of tr(H ) and tr[I − W 1/2 H W 1/2 ] without having any explicit calculation of these matrices based on the following theorem (which has been exploited by numerous authors, see, e.g., Ref. [22] ).
If A is any square matrix and ε is a zero mean random n-vector with independent components with variance σ
In the context of ordinary smoothing spline regression for binary response data, Refs. [13, 19] argued that the approximation f
For the LBP models, we follow Ref. [5] by defining the randomized GACV (ranGACV) as a computable proxy for GACV:
Thus, to calculate ranGACV, we only need the solution to two problems: minimizing Eq. (10) once with y and once with y + ε. Here ε = (ε 1 , · · · , ε n ) is a zero-mean random vector of independent components with variance σ 2 ε . The ranGACV is an established procedure for selecting the good parameters in smoothing spline SS-ANOVA regression, first proposed in Ref. [13] for SS-ANOVA models in the case of binary response and further explored in Refs. [19, 20] .
Unlike the original problem, which is bounded below by zero, the perturbed problem may not be bounded below. Consider the case where y i = 1 and ε i > 0 (so that y i + ε i > 1). The ith term of the sum in −log(L) becomes:
If the penalty terms are not large enough (depending on T and K) to cancel −ε i f i , then it is possible for the perturbed problem to become unbounded. This has happened in our tests on simulated data. In such cases, we need to decrease ε i .
In addition, two ideas help to reduce the variance of the second term in Eq. (13).
1. Choose ε as Bernoulli(0.5) taking values in {+σ ε , −σ ε }. This guarantees that the randomized trace estimate has the minimal variance given a fixed σ 2 ε , see Ref. [23] . 2. Generate U independent perturbations ε (u) , u = 1, . . . , U, and compute U replicated ranGACVs. Their average is then used to compute the GACV estimate.
Choice of Solver
The programs (10) and (11) are not difficult programs to solve, as all of the constraints are linear and the programs are convex. However, finding ranGACV for real instances can be difficult due to the size of the data and the number of individual solves that must be performed.
The size of individual programs depends on the number of observations (n), the number of dimensions (features) for the observations (d), and the number of dimensions for the basis of the kernel (N ). For testing purposes, we use simulated data, where n = 1000, d = 10, and N = 50. Since both matrices T and K in the calculation of f (from Eq. (8)
The data that is stored also affects the number of variables and constraints in the programs. Not storing K entirely in the full model means that the f variables cannot be explicitly defined in the model but must be implicitly used. This reduces the number of variables and constraints by n but makes the definition of the objective function more complicated. We have moved the issue from one of storage to one of model formulation.
To find ranGACV, program (10) or (11) must be solved twice for every grid point -once for the original problem and once for the perturbed problem. The number of times this must be done depends on how we choose λ.
These requirements mean that we must choose a solver that does not require an explicit definition for f . In addition, we would like one that is fast and consistent since we are potentially doing many solves (depending on the choices of λ). We use MINOS [24] as the underlying solver. This choice is based on tests performed under GAMS using the original additive model on simulated data. Two GAMS models were written, one using explicit f -variables and one using only the b, C variables. Both models were submitted to GAMS for various λ under five different non-linear solvers: CONOPT, CONOPT2, MINOS, MINOS5, and SNOPT. Refer to Tables I and II Only CONOPT and MINOS returned the same objective values for both GAMS models, suggesting only these two solvers were consistent on our problems. Further, MINOS's results were smaller than CONOPT's, suggesting that MINOS found a better point. The last two rows in Tables I and II give the total solution times (resource usage) and the total overall times spent in GAMS. These results strongly suggest that using explicit f -variables improves solution efficiency. However, as noted above, including explicit f -variables increases the total number of variables and the total number of constraints (both by n) and requires that K be stored in its entirety. This causes difficulty primarily for the full model, where often K cannot be fully stored and only K 1 is stored. Further, many of the gains in solution time seen in Table I as compared to Table II result from eliminating iterations that generate non-sensical values for f . To obtain the values in Table I , we restricted the f -values to be less than or equal to 30 in absolute value. However, this was not possible for those results in Table II since f was not explicitly present in the model. However, when using the solvers directly, an intermediate comparison of the f -value can be made in the routine for evaluating the objective function, and infinity can be returned for values of f outside of reasonable ranges. Thus, we develop models that do not use explicit f -variables but garner the benefits in solution time shown in Table I . We utilize MINOS in our subsequent work with the modifications outlined above.
Parameter Search: Grid Search
Our goal is to choose the λ values that minimize the ranGACV measure. For each set of λs, we need to solve two non-linear programming problems (an original and a perturbed problem) in order to determine the corresponding value for ranGACV. Thus, we have a nested set of minimization problems, where the inner minimization (solving model (10) or (11)) is a straight non-linear problem, and the outer minimization (minimizing ranGACV) makes use of these results. Note that the outer minimization is almost constraint-free: the only constraint is that λ > 0 since λ represents weight on penalty parameters.
The simplest procedure to find ranGACV is to divide the λ-space into a grid and calculate ranGACV at each grid point. Once the calculations are complete, we can choose the λ values by selecting the grid point for which ranGACV achieved a minimum. Essentially, we change the problem to a minimization over a finite set. Because of this, we may not find the true minimum. However, this procedure is always implementable although costly depending on the grid size. We use a grid of varying step size: we move from one set of λ values to the next by dividing the λ values in half. This provides a coarse grid for large values of λ (where the focus of the model is on minimizing the penalty parameters), and a fine grid for small values of λ (where the focus is on maximizing the likelihood). We consider λ ranging from 2 −1 to 2 −20 . Under the grid search, we may have hundreds or thousands of individual solves depending on the range for and number of λ. In order to obtain solutions in a reasonable amount of time, we need to employ an efficient solution approach. As in the problems presented in Ref. [8] , we can consider the values of λ and the choice of y to be individual slices of data, as only these values change between solves. Thus, LBP can be reduced to an example of non-linear slice modeling [9] . We have a series of programs, one for each type (original or perturbed) and grid point, that only differ in the data used to define them (λ, y). By applying slice modeling ideas from Ref. [8] , namely, maintaining program structure and common data between solves and using previous solutions as starting points for later solves, we can improve efficiency and make the grid search usable.
Under MINOS, non-linear programs are specified in three pieces: the linear portion, the non-linear objective function, and the non-linear constraints. Originally, MINOS required the linear portion of the program to be specified by an MPS file; later versions of MINOS include the subroutine minoss, that reads the linear portion from parameters. Using minoss, we are able to specify and store the linear portion of the LBP programs internally, eliminating the need to write a new MPS file every time we move to a new grid point (i.e., change the λs). Besides saving us time in accessing files, it also enables us to hold the program structure constant throughout all solves.
The non-linear objective function is specified by the subroutine funobj. Besides including the non-linear objective portion, we also include all f -related terms in funobj since we do not model f explicitly. Not only does this provide for easy changes between the original and perturbed solves (simply specify which y values to use), this also simplifies the f -calculations: we only need to calculate f inside of funobj rather than in the linear portion as well.
We can speed up individual solves in MINOS using a hot start. On the first solve, we use a cold start. The cold start instructs MINOS to use a crash procedure to determine an initial basis [24] . All subsequent solves use a hot start. Under the hot start, not only is the basis from the previous call maintained (as in a warm start), but also are the LU factors of the basis, the approximate reduced Hessian, and the column and row scales [24] . This is particularly advantageous for the models (10) and (11) since the constraint set does not change between solves. This significantly speeds up subsequent individual solves. solves. The first column (original) displays the times for solving the model using the original code. This code uses the subroutine minos1, which requires an MPS file to written for each program. In addition, for each set of λ values, it solves the original and perturbed versions together followed by the ranGACV calculation. Note that for the largest problem, we never actually completed all 25 solves.
The second column (slice techniques) displays the results for applying the slice modeling approach to LBP. In this code, we use the subroutine minoss. This eliminates the need for MPS files, allowing us to store the programs internally and maintain program structure between solves. In addition, we move all f -related terms to funobj, and we request hot starts for all but the first solve. Like the original code, this version solves the original program, followed immediately by the perturbed program for each set of λ values. As can be seen from Table III , moving to an internal problem representation gives a significant time improvement, requiring only minutes instead of hours to solve all 25 programs.
We note that we can further improve efficiency by considering the order of the solves. Once we have the solutions for the original and perturbed problems at a particular grid point, ranGACV can be calculated. This suggests the approach of solving the original and perturbed problems together for each grid point, as we have done. However, the slice modeling approach suggests the opposite: because fewer changes take place moving from one grid point to another while maintaining the problem type, previous solutions will have greater impact on future solves if the original and perturbed solves are separated. Such separation requires extra storage: we must store the b and C variable values for each solve so that ranGACV can be calculated later. If these solution files become too large, multiple solves must be done, each time using only a piece of the grid. However, we do improve the solution time, as can be seen in Table III . This also allows for much easier parallel implementation -now the original and perturbed problem can be run in parallel.
The final column (separate solves) displays the times for ordering the solves according to the slice modeling approach. The only difference between this approach and that of the second (slice techniques) approach is that the original and perturbed programs are solved separately (The times displayed include the times to calculate the results, after all solves have finished.). Solving the problems separately reduces the improved times by half or more. This timesavings enabled us to solve more complicated models, such as the full model (11) or the categorical models discussed in Ref. [5] .
ALTERNATIVE PARAMETER SELECTION METHODS
Using the simple grid search for the parameter selection, we are guaranteed to find a minimum over the set of λs that we consider. Considering a different set of λs may result in a better or worse ranGACV value. Thus, we must consider a large set of λs in order to guarantee a relatively good solution. The approach we use above, varying the size of the steps between grid points, allows us to focus more on areas where ranGACV is small. When λ is large (near 2 −1 ), the penalty terms dwarf the likelihood terms, and the b, C variables are set equal to zero in the solution (the only non-zero variable is the model's constant term, b 0 , which is not penalized). Thus, we end up ignoring the likelihood calculation completely and so ranGACV is likely to be large (since maximum likelihood is small). When λ is small, the penalty parameters are small enough that likelihood is considered and so ranGACV decreases. By using a finer grid for smaller λ, we are more likely to obtain a small value of ranGACV. Although this grid search technique reduces the number of ranGACV calculations we must do, we are still not guaranteed a minimum ranGACV -another set of λs may produce a smaller ranGACV.
Further under a grid search, we consider all combinations of λ values. We cannot adapt the search to concentrate on areas where ranGACV is likely to be small because we have no mechanism for determining such areas. This results in a number of wasted calculations. To reduce the overall solution time, we would like to use an efficient and fast search method to determine the λ values that give the minimum ranGACV. In other words, we would like an alternative method for performing the outer minimization.
Derivative-Free Search Methods
Rather than using a grid search, we consider applying optimization approaches to select appropriate parameters for our models. We employ three derivative-free search methods: Nelder-Mead simplex method [25, 26] , Powell's UOBYQA method [27] , and the wedge trust region method [28] . All three methods minimize an unconstrained function of several variables. Under these methods, the λ values are the variables and the ranGACV calculation is the objective function θ. Because these methods are derivative-free, we do not need an explicit functional formulation for the objective function; rather, we can specify the objective function as a subroutine. Input to our objective function subroutine are the λ values; output is the corresponding ranGACV value. The two non-linear MINOS solves are contained within this subroutine, one for the original model and one for the perturbed model.
The Nelder-Mead simplex method is a direct search method. It attempts to minimize a function of p real variables using only function values, not derivative information. To do this the method maintains a simplex, the convex hull of p + 1 distinct points (vertices). We use the implementation provided in the routine fminsearch in MATLAB [29] .
UOBYQA stands for unconstrained optimization by quadratic approximation. This method forms quadratic models for the objective function θ by interpolating m = (p + 1)(p + 2)/2 values [27] . Usually, an iteration consists of finding a new vector of variable values by either the minimization of the quadratic model subject to a trust region bound (a trust region step), or a procedure that is used to improve the accuracy of the quadratic model (a model step). For implementation, we use the Fortran code provided by Powell [30] .
In a similar fashion to the UOBYQA method, the wedge trust region method generates a model (either linear or quadratic) for θ by interpolating the function at a series of points. The difference lies in the trust region problem. To ensure that the model is well-defined, the geometric condition that the interpolation points are linearly independent (non-degenerate) must be satisfied. Other methods (like Powell's UOBYQA) include a model step that improves the accuracy of the model if the geometric condition fails. Marazzi and Nocedal [28] instead incorporate the geometric condition explicitly in the trust region step. When the model is linear, this constraint takes on the form of a wedge (hence the name). To implement this algorithm, we use the MATLAB code for the quadratic model provided by Marazzi [31] , with (default values) α = 0.25, β = 0.75, and γ = 0.4.
Results
We compare the three derivative-free search methods to each other and to grid searches on three problems under the additive model (10) . The first problem uses simulated data with n = 1000, d = 10, and N = 50. Figure 1 shows ranGACV from a 20 × 20 grid search
. Displayed are plots for the log-log (base 2) scales. The other two problems use data drawn from medical applications with n = 669, d = 6, N = 40 and n = 668, d = 6, and N = 40, respectively. Figures 2 and 3 show ranGACV from the 20 × 20 grid search on these two (real) problems under log-log (base 2) scales.
To obtain appropriate starting points for the derivative-free methods, we consider multiple grid searches. We start with a coarse 5 × 5 grid:
Then, we try a finer 10 × 10 grid:
Finally, we consider the typical 20 × 20 grid:
We start the derivative-free methods at the best grid point found under each grid search.
Initial trust region radii for the UOBYQA and wedge methods are set large for the coarse grids and are decreased on the finer grids: for the 5 × 5 grid, the radii are set to 4; for the 10 × 10 grid, the radii are set to 2; and for the 20 × 20 grid, the radii are set to 1. This is done because we expect the grid search to come closer to the minimum as the number of grid points is increased.
All three search methods are allowed to run until the tolerances were satisfied, so any maximum iteration and maximum function evaluation limits are set large enough to be ignored. For the Nelder-Mead simplex method, we set tol x = tol f = 1 × 10 −8 . For the trust region methods, the terminating trust region radii are also set to 1 × 10 −8 . Tables IV-VI display the ranGACV values obtained. In addition, the total number of function evaluations are displayed as a sum of two numbers. The first number represents the number of function evaluations for the initial grid search and the second number represents the number of function evaluations to reach the solution, starting from the point found by the grid search. The best ranGACV value is emphasized in each table.
In all cases, the derivative-free search methods improved upon the corresponding grid search value. In almost all cases (except for UOBYQA on the coarse grid in the second real problem), the methods also improved upon all of the grid searches. This suggests that even a coarse grid search is sufficient for obtaining appropriate starting points (Note that starting the methods cold from no grid search point resulted in worse solutions, so some initial search must be done to obtain a reasonable starting point.). Further, the derivative-free search methods on coarser grids required significantly fewer total function evaluations than the 400 needed for the finest 20 × 20 grid search. The maximum total function evaluations on the 5 × 5 grid was 25 + 122 = 147; the maximum total function evaluations on the 10 × 10 grid was 100 + 136 = 236. Based on these results, we suggest using a coarse 5 × 5 grid search to obtain a good starting point, then applying one of the derivative-free methods to finish the outer optimization. Any of the three methods could be used. However, the Nelder-Mead method found the best point in the two real data problems. The wedge method though, required fewer function evaluations (generally around half).
As the tables show, improved starting points do not always result in better solutions. For example, the UOBYQA method is worse at the 10 × 10 grid starting point than at the 5 × 5 grid starting point on the first real problem. Similarly, the Nelder-Mead method is worse at the 10 × 10 grid starting point than at the 5 × 5 grid starting point on the second real data problem. In addition, on this problem, the wedge method actually obtains the worst solution of the derivative-free methods at the 20 × 20 grid starting point. These results suggest that a starting point farther from the solution may result in a better model being built and thus a better final value (The trust region methods may also be improved by larger initial trust region radii.).
CONCLUSION
In this article, we have considered a modeling approach called LBP. Under LBP, a model for predicting the probability of an outcome is obtained. This is done using a SS-ANOVA model to decompose the log odds ratio into parametric and smooth components. Weights on the various components are determined by maximizing a penalized likelihood function.
As we discussed, the final LBP model can only be obtained after appropriate penalty parameters are found. We required penalty parameters that minimized the misclassification error for the current problem. To find these parameters, we initially considered using a grid search. Under the grid search, the search for penalty parameters resulted in a slice model, and slice modeling techniques from Ref. [8] were employed. We also showed that the penalty parameter search could be improved, both by being made more efficient (considering the number of calculations for misclassification) and by finding better points, through the use of derivative-free optimization techniques. These techniques could be implemented to employ some of the slice modeling techniques, namely, maintaining program structure and starting later solves from earlier solutions, as they also require multiple solutions to data-modified programs.
