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Abstract
It is shown that the Fokker-Planck equation describing diffusion processes in noncanonical Hamiltonian
systems exhibits a metriplectic structure, i.e. an algebraic bracket formalism that generates the equation in
consistency with the thermodynamic principles of energy conservation and entropy growth. First, a microscopic
metriplectic bracket is derived for the stochastic equations of motion that characterize the random walk of
the elements constituting the statistical ensemble. Such bracket is fully determined by the Poisson operator
generating the Hamiltonian dynamics of an isolated (unperturbed) particle. Then, the macroscopic metriplectic
bracket associated with the evolution of the distribution function of the ensemble is induced from the microscopic
metriplectic bracket. Similarly, the macroscopic Casimir invariants are inherited from microscopic dynamics.
The theory is applied to construct the Fokker-Planck equation of an infinite dimensional Hamiltonian system,
the Charney-Hasegawa-Mima equation. Finally, the canonical form of the symmetric (dissipative) part of the
metriplectic bracket is identified in terms of a ‘canonical metric tensor’ corresponding to an Euclidean metric
tensor on the symplectic leaves foliated by the Casimir invariants.
1 Introduction
The purpose of the present paper is to show that, given a general Hamiltonian system, there exists a bracket
formalism that generates the time evolution of the distribution function of the associated statistical ensemble
according to a Fokker-Planck equation that is consistent with the first and second laws of thermodynamics.
The Hamiltonian formulation of dynamics characterizes those systems that preserve energy throughout the phase
space. The phase space is assigned by the Poisson bracket, which determines the equations of motion by acting
on the dynamical variable and the Hamiltonian function. In general, a Hamiltonian system occurs in noncanonical
Hamiltonian form, meaning that the Poisson bracket is not expressed in terms of canonically paired variables [1, 2].
Hamiltonian systems cannot account for dissipative effects, i.e. changes that are irreversible from a thermodynamic
standpoint. In a specular way, dissipative dynamics usually fails to preserve energy. Representative examples are
the Navier-Stokes equations in fluid dynamics and the resistive magnetohydrodynamics equations in plasma physics.
Furthermore, no shared algebraic structure is known, analogous to the Poisson algebra of Hamiltonian systems, that
characterizes dissipative dynamics. The metriplectic bracket formalism introduced in [3, 4] aims at reconciling the
Hamiltonian formulation of dynamics with thermodynamics by introducing a bracket formalism that ensures both
conservation of energy and non-decrease of entropy, and that reduces to the standard Poisson bracket formalism in
the limit of no dissipation.
In the metriplectic formalism, the time evolution of a variable F is given in the form
dF
dt
= (F,E, S) = {F,E} + [F, S] . (1)
Here, the metriplectic bracket (, ,) is the combination of a Poisson bracket {, } and a dissipative bracket [, ] that
have an energy E and an entropy S as generating functions respectively. The dissipative bracket is assumed to be
bilinear, non-negative, symmetric, and to satisfy the Leibniz rule. The consistency with the first and second laws
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of thermodynamics requires that (notice that {E,E} = 0 due to the alternativity of the Poisson bracket)
dE
dt
= [E, S] = 0, (2a)
dS
dt
= {S,E}+ [S, S] ≥ 0. (2b)
These conditions are satisfied whenever [E, S] = {S,E} = 0, because the dissipative bracket is non-negative. One
may postulate the stronger requirement that the energy E is a Casimir invariant of the dissipative bracket, and
that the entropy S is a Casimir invariant of the Poisson bracket [5, 6]:
[E, S] = 0 ∀S, (3a)
{S,E} = 0 ∀E. (3b)
If these conditions are satisfied, a single generating function Σ = S − βE is sufficient to generate the dynamics
provided that the action of the metriplectic bracket is redefined as
dF
dt
= (F,Σ) = −β−1 {F,Σ}+ [F,Σ] . (4)
Here, the parameter β, which is needed from dimensional arguments, can be related to the inverse temperature of the
system. The metriplectic formalism has been applied in the description of different physical systems with dissipation,
such as convection-diffusion equations and magnetohydrodynamics equations with viscosity and resistivity (see for
example [7, 8, 9]).
While the metriplecitc structure described above is fully compatible with thermodynamics, it still lacks infor-
mation on the nature of the dissipative part of the bracket. This fact can be seen explicitly if one considers the
expression of the metriplectic bracket in finite dimensions:
F˙ = FiJ ijEj + FigijSj . (5)
Here, the upper dot stands for time derivative, lower indexes denote partial derivatives, e.g. Ej = ∂E/∂x
j , where
xj is the jth coordinate of an n dimensional coordinate system x =
(
x1, ..., xn
)
, and the standard convention of
summation over repeated indexes is used. The antisymmetric contravariant tensor J ij = −J ji, i, j = 1, ..., n, is
a Poisson operator, which is mathematically characterized by the axioms that define a Poisson algebra. However,
the geometrical nature and physical origin of the symmetric non-negative contravariant tensor gij associated with
dissipation is unclear. In other words, it is desirable to determine whether the tensor gij can be derived from first
principles, and if any relationship exists between J ij and gij . We will see that this is indeed the case for the
Fokker-Planck construction discussed in the present study.
Several authors have proposed the following form for the tensor gij :
gij = J ikJ jk. (6)
Here, it is tacitly assumed that the right-hand side contains a summation over the index k, while the lowering of
the index due to the contraction with an Euclidean metric tensor is omitted. This same convention will be used
throughout the paper. The dissipative bracket associated with the tensor (6) is usually referred to as a ‘double
bracket’, because it corresponds to the bracket generated by minus the square of the Poisson operator [6]. The
advantage of the form (6) is that the dissipative bracket retains the Casimir invariants of the Poisson operator,
while the rate of change in the energy has a semi-definite sign, E˙ = −β [E,E] ≤ 0, provided that the generating
function is Σ = S − βE with S a Casimir invariant of the Poisson bracket. This property can be used to determine
the equilibria of a Hamiltonian system with given values of the Casimir invariants. The procedure is discussed for
the ideal Euler equations in [10], and it has been applied to calculate ideal magnetohydrodynamics equilibria in
[11]. Examples of repeated application of two Poisson brackets to describe dissipative behavior in the context of
kinetic theory and gradient flow can be found in [12] and [13].
In this study, we start with a general Hamiltonian system, and consider many identical copies of such system to
define a statistical ensemble. The ensemble may consist of identical particles, as in an ideal gas, or a set of identical
equations (infinite dimensional Hamiltonian systems), e.g. an ensemble of magnetohydrodynamics systems. Then,
the interaction among the elements of the ensemble is modeled in terms of random fluctuations in the energy and a
dissipative force that sets in due to the constraint imposed by the conservation of total energy. This procedure is the
Hamiltonian counterpart of the construction of the Langevin equation. The result is a set of stochastic equations of
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motion that inherit the geometrical structure of the original Poisson operator. These equations are then translated
into the corresponding Fokker-Planck equation according to the standard procedure [14, 15]. The expression of the
Fokker-Planck equation was derived in [16, 17] and the analysis of the corresponding diffusion operator is discussed
in [18]. Our task is to show that this equation can be written in terms of a metriplectic bracket.
There are two aspects of this construction that need to be stressed. First, the statistical behavior of the ensemble
is modeled around the expectation that thermodynamic equilibrium should be in the form of a generalized Boltzmann
state. In other words, if f denotes the distribution function, the solution of the Fokker-Planck equation in the limit
t→∞ should satisfy
f ∝ J exp{−βH − µkCk} , (7)
where H denotes the Hamiltonian function (the energy of a single constituent of the ensemble), Ck the kth Casimir
invariant of the original Poisson operator, µk the corresponding Lagrange multiplier (chemical potential), and
J the Jacobian determinant of the transformation of variables linking the coordinate system used to define the
distribution function to the invariant measure assigned by Liouville’s theorem. Such preserved volume element is
always available (at least locally) in finite dimensional Hamiltonian systems due to the Lie-Darboux theorem, which
assigns a local phase space measure consisting of canonically conjugated variables plus a given number of Casimir
invariants (see [19, 20, 21]). Distributions in the form (7) have been proposed in [22] and reflect the fact that,
since for a noncanonical Hamiltonian system J 6= 1 in general, equiprobability of microstates cannot be enforced
in arbitrary coordinate systems. In particular, the knowledge of J is necessary to properly identify the entropy
of the system, which is not covariant [23, 24]. We will provide an example on how to calculate J when the base
Hamiltonian system is infinite dimensional and the notion of invariant measure is non-trivial. This is achieved
by expanding the solution in a discrete basis of the relevant function space, and by using the coefficients of the
expansion as dynamical variables. Examples of this approach in the context of magnetohydrodynamics can be
found in [25, 26]. In our example, we will consider the Charney-Hasegawa-Mima equation [27, 28, 29, 30], derive
the preserved phase space volume in Fourier space, and then construct the Fokker-Planck equation in metriplectic
form.
The second remark concerns the form of the tensor gij appearing in the Fokker-Planck equation. We find that
gij appears in the form (6) inside the dissipative bracket generating the diffusion operator of the Fokker-Planck
equation provided that the the coordinate system is chosen to be such that J = 1, i.e.
[F,G] =
D
2
∫
Ω
f
∂
∂xi
(
δF
δf
)
β
J ikJ jk ∂
∂xj
(
δG
δf
)
β
dV. (8)
The details on the notation used here will be given in the relevant sections. This result shows that the dissipative
part of the metriplectic bracket is related to the Poisson operator. Furthermore, if we consider the simplest 2
dimensional setting, it follows that the canonical form for the covariant version g of the tensor g is given by an
Euclidean metric tensor in the phase space coordinates (p, q), i.e.
g = dp⊗ dp+ dq ⊗ dq. (9)
This result should be compared with the canonical form of the symplectic 2 form associated with Hamiltonian
mechanics, ω = dp ∧ dq = dp⊗ dq − dq ⊗ dp.
The present paper is organized as follows. In section 2 we derive the ‘microscopic’ metriplectic bracket that
generates the stochastic dynamics of each element of the statistical ensemble. In section 3 we induce the corre-
sponding ‘macroscopic’ metriplectic bracket that generates the Fokker-Planck equation for the time evolution of
the distribution function. In section 4 we construct the metriplectic bracket for the Fokker-Planck equation of an
ensemble of periodic Charney-Hasegawa-Mima equations. In section 5 we discuss certain geometric aspects that
characterize the metriplectic bracket obtained in the present study. Concluding remarks are given in section 6.
2 Dissipative Brackets for Stochastic Dynamics
Aim of the present section is to obtain the dissipative brackets associated with the stochastic dynamics (random
walk) of diffusion processes in Hamiltonian systems. It will be shown that these brackets exhibit a metriplectic
structure.
2.1 Poisson brackets for microscopic dynamics
Let Ω ⊂ Rn denote a smoothly bounded domain with boundary ∂Ω and x = (x1, ..., xn) a coordinate system in
Ω with tangent basis ∂ = (∂1, ..., ∂n). We consider the motion of an ensemble of N particles in Ω. When isolated
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from the others, the trajectory of each particle evolves according to the noncanonical Hamiltonian system
x˙i = J ijHj , i = 1, ..., n. (10)
Here, lower indexes are used for partial derivatives, e.g. Hj = ∂H/∂x
j, the energy H ∈ C∞ (Ω) is the Hamiltonian
function, and J ∈ ∧2 TΩ a Poisson operator, i.e. a bivector field (antisymmetric matrix) satisfying the Jacobi
identity
J imJ jkm + J jmJ kim + J kmJ ijm = 0, i, j, k = 1, ..., n. (11)
In the following, we assume that J ij ∈ C∞ (Ω), i, j = 1, ..., n. Both (10) and (11) can be expressed in terms of the
Poisson bracket
{α, β}m = αiJ ijβj , α, β ∈ C∞ (Ω) . (12)
The lower index m, which stands for ‘microscopic’, is used to distinguish this Poisson bracket from the ‘macroscopic’
Poisson bracket associated with the dynamics of the entire ensemble. This second bracket will be derived in the
next section. Then, equations (10) and (11) read as
x˙i =
{
xi, H
}
m
, i = 1, ..., n, (13)
and
{α, {β, γ}m}m+ = {α, {β, γ}m}m + {β, {γ, α}m}m + {γ, {α, β}m}m = 0. (14)
In this notation, the symbol  indicates summation of even permutations.
It is useful to spend some words on the conservation laws, relevant for the present study, that arise from the
properties of the Poisson operator J . First, observe that antisymmetry J ij = −J ji determines conservation of
energy:
H˙ = HiJ ijHj = 1
2
(
HiJ ijHj +HjJ jiHi
)
= 0. (15)
Similarly, the Jacobi identity (11) is associated with a conservation law. This fact can be seen explicitly when J
is invertible. The inverse ωij = −ωji is given by the components of a 2 form ω ∈ ∧2 T ∗Ω, called the symplectic 2
form. We have
dω =
∑
i<j<k
(
∂ωij
∂xk
+
∂ωjk
∂xi
+
∂ωki
∂xj
)
dxi ∧ dxj ∧ dxk. (16)
Multiplying each component of this 3 form by J liJmjJ nk and summing over i, j, k, we obtain:
J liJmjJ nk
(
∂ωij
∂xk
+
∂ωjk
∂xi
+
∂ωki
∂xj
)
=− JmjJ nkωijJ lik − J liJ nkωjkJmji − J liJmjωkiJ nkj
=δmi J nkJ lik + δnj J liJmji + δlkJmjJ nkj
=J nkJ lmk + J liJmni + JmjJ nlj .
(17)
Thus, the closure dω = 0 of the symplectic 2 form ω is equivalent to the Jacobi identity. On the other hand, the
equations of motion (10) take the form
ix˙ω = −dH, (18)
which, together with dω = 0, imply the conservation of ω along the flow generated by x˙:
Lx˙ω = (dix˙ + ix˙d)ω = −ddH = 0. (19)
In this notation, i is the contraction operator and L the Lie derivative.
When J is not invertible, a similar result applies. More precisely, the Lie-Darboux theorem [19, 20, 21] ensures
that in every sufficiently small neighborhood U ⊂ Ω where the rank 2r = n −m of J is constant there exist 2r
local coordinates z =
(
p1, ..., pr, q1, ..., qr
)
and m = n− 2r Casimir invariants (C1, ..., Cm), with the property that
J =
r∑
i=1
∂qi ∧ ∂pi , ω =
r∑
i=1
dpi ∧ dqi, iz˙ω = −dH, (20)
and
J ijCkj = 0, i = 1, ..., n, k = 1, ...,m. (21)
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For completeness, a proof of the Lie-Darboux theorem in the case of a degenerate 2 form ω is given in appendix
A. Notice that the equation (20) ensures the conservation of the 2 form ω with respect to z˙, while equation (21)
implies that the Casimir invariants Ck are constants of motion for any choice of the Hamiltonian function. The
conservation of the Casimir invariants is expressed through the Poisson bracket as
C˙k =
{
Ck, H
}
m
= 0 ∀H, k = 1, ...,m. (22)
Finally, there is a third conservation law, Liouville’s theorem. This theorem states that the local phase space
measure provided by the Lie-Darboux theorem
dΠ = dp1 ∧ ... ∧ dpr ∧ dq1 ∧ ... ∧ dqr ∧ dC1 ∧ ... ∧ dCm, (23)
is conserved by the Hamiltonian flow, i.e.
Lx˙dΠ =
(
∂pi p˙
i + ∂qi q˙
i
)
dΠ = 0 ∀H. (24)
Liouville’s theorem can be easily verified by recalling that p˙i = −Hqi , q˙i = Hpi , and C˙k = 0, i = 1, ..., r, k = 1, ...,m.
The invariant measure dΠ, which is independent of the choice of H , is at the core of the classical formulation of
statistical mechanics.
2.2 Dissipative brackets for random walks in noncanonical Hamiltonian systems
Dissipation occurs when particles interact with each other (in the following, the word particle is used to specify an
element of the ensemble). The interaction causes the energy H of each particle to fluctuate, resulting in a random
walk (diffusion process) that drive the ensemble toward thermodynamic equilibrium. When a scattered particle
gains energy, an effective friction (dissipative) force sets in. These competitive processes are bound together by the
constraint imposed by the conservation of the total energy of the system. Denoting with δH the energy fluctuation
and with Fj the jth component of the friction force, the equations of motion take the form
X˙ i = J ij (Hj + δHj −Fj) , i = 1, ..., n. (25)
Here, the uppercase letter X i is used to distinguish the trajectory X i (t) from the unperturbed trajectory xi (t)
resulting from integration of (10). In order to characterize δH and Fj some physical assumptions are needed on
the relaxation process under consideration. Below, we follow the construction of [16] and [17] to obtain δH and Fj,
and then derive the dissipative bracket associated with (25).
Let f (x, t) be the particle distribution function (probability density function) in the coordinate system
(
x1, ..., xn
)
.
If the system is thermodynamically isolated, the equilibrium distribution function should be determined by two fac-
tors: the constraints (conserved quantities) and the intrinsic geometry of the forces associated with the relaxation
process. Hence, we expect that
lim
t→∞
f =
1
Z
J exp
{−βH − µkCk} . (26)
In this expression, Z ∈ R is a normalization constant associated with conservation of total particle number, i.e. the
constraint
N =
∫
Ω
f dV = 1. (27)
Here, dV = dx1 ∧ ... ∧ dxn is the volume element. We have
Z =
∫
Ω
J exp
{−βH − µkCk} dV. (28)
Similarly, the quantities β, µ1, ..., µk ∈ R are physical parameters that can be interpreted as the Lagrange multipliers
of a variational principle where the entropy measure
S = −
∫
Ω
f log
(
f
J
)
dV, (29)
is extremized under the constraints
E =
∫
Ω
fH dV, Ck =
∫
Ω
fCk dV, k = 1, ...,m, (30)
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representing conservation of total energy and total Casimir invariants during the relaxation process. We will refer
to β as the inverse temperature. The equilibrium distribution function (26) is thus obtained from the variational
principle
δ
(
S − αN − βE − µkCk
)
= 0 (31)
with α = logZ − 1 and where the variation is carried out with respect to f . The breaking of a constraint will then
be represented by the vanishing of the corresponding Lagrange multiplier.
The remaining nontrivial quantity is the function J appearing on the right-hand side of (26), which is related
to the definition of the entropy measure S. The geometric factor J is a manifestation of the fact that the ‘ho-
mogenization’ of a density, such as the broadening of the particle distribution function accompanied by entropy
growth, is coordinate dependent: a flat density profile fy in a given reference frame
(
y1, ..., yn
)
may correspond
to an heterogeneous distribution f = fyJ in a different coordinate system
(
x1, ..., xn
)
due to the inhomogeneous
Jacobian weight J of the transformation. Indeed, the distributions fy and f are related by
fydVy = fyJdV = fdV, (32)
where dVy = dy
1∧...∧dyn = Jdx1∧...∧dxn = JdV is the volume element. These considerations can be summarized
by noting that Shannon’s information entropy measure S [f ] = − ∫
Ω
f log fdV for a distribution function f is non-
covariant [24], i.e.
S [fy] = −
∫
Ω
fy log fy dVy = S [f ] +
∫
Ω
f log J dV. (33)
It is now clear that, in order to fully characterize the equilibrium state (26), one needs to determine J , which
encapsulates the intrinsic geometric properties of the physical forces. This amounts at finding a coordinate system
(provided that such a coordinate system exists) where the relaxation process is ‘homogeneous’, in the sense that
the equilibrium state only depends on the constraints affecting the system. This could accomplished by establishing
the conditions under which the interaction force δHj is suitably represented by a spatially homogeneous random
process (typically, a Brownian motion) that enables the derivation of the effective collision operator of the system.
Unfortunately, the cost of this task usually overcomes the benefit of the theory. Therefore, one is led to postulate
an ergodic ansatz [31] for the perturbed dynamics, namely that the transformation T : Ω→ Ω generated by the flow
X˙ i is ergodic in a submanifold ΩC =
{
x ∈ Rn | C1 = c1, ..., Cm = cm} with ci ∈ R, i = 0, ...,m. This means that
the particle eventually explores the whole reduced phase space ΩC , and, in the limit t→∞ and for a given value of
the energy, the time spent by a particle in a certain region of ΩC is proportional to the volume of that region. The
reason why the constraints Ck, k = 1, ...,m, are not broken by the relaxation process is that energy fluctuations
always result in scatterings that are tangential to the Casimir isosurfaces, C˙k = Cki J ij (Hj + δHj −Fj) = 0.
Violation of the Casimir invariants occurs when the structure of the phase space itself is subject to fluctuations,
implying that the effective Poisson operator J ′ contains a deviation term, J ′ = J + δJ . However, this second
scenario is not examined in the present study.
The essential prerequisite for the ergodic hypothesis to hold is that the transformation T is measure preserving,
i.e. that there exists and invariant measure JdV such that
LX˙JdV = ∂i
(
JX˙ i
)
dV = 0. (34)
Since the form of X˙ i is not known a priori, the condition above is replaced by the following requirement on the
unpertubed single particle motion:
Lx˙JdV = ∂i
(
Jx˙i
)
dV = ∂i
(
JJ ij)Hj dV = 0 ∀H, (35)
which implies
∂i
(
JJ ij) = 0, j = 1, ..., n. (36)
When a nontrivial solution exists, this condition assigns an invariant measure JdV for any choice of the Hamiltonian
H , so that fluctuations in H do not affect the Jacobian weight J . As a consequence of the Lie-Darboux and
Liouville’s theorems, equation (36) always has a local solution in Hamiltonian systems. Then, JdV = dΠ, with
dΠ the phase space measure (23). It follows that the thermodynamically consistent entropy measure is given by
Shannon’s information entropy measure for the distribution function fy = f/J on the invariant measure dVy = JdV :
S = S [fy] = −
∫
Ω
fy log fy dVy = −
∫
Ω
f log
(
f
J
)
dV, (37)
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which is the expression postulated in (29) but with the difference that now J is known.
In the following, we simplify the notation by assuming that the coordinate system
(
x1, ..., xn
)
already spans
the invariant measure, implying that J = 1 and fy = f . The ergodic hypothesis then enables the interchange
of ensemble averages with time averages. Here, we assume that the fluctuating force δHj has vanishing ensemble
average (any term with non-vanishing ensemble average should be reabsorbed in Hj) and replace it with a spatially
homogeneous random process with zero time average,
δHj = D
1/2Γj , j = 1, ..., n. (38)
In the equation above, D is a non-negative real constant (diffusion parameter) representing the amplitude of the
fluctuations and Γj the jth component of an n dimensional Gaussian white noise process. Integrating equation (38)
leads to the following expression for the energy fluctuation
δH = D1/2xjΓj . (39)
Finally, we assume that the friction force acts against the unperturbed particle velocity through a proportionality
coefficient (friction coefficient) γ,
Fj = −γJ jkHk. (40)
That this is the correct expression for Fj can be verified by showing that the resulting stochastic dynamics produces
the desired equilibrium state, equation (26). This is proved in [16] and [17]. We will review this fact in the next
section when discussing the bracket formalism for the associated Fokker-Planck equation. We will also see that
the value of the spatial constant γ is related to the diffusion parameter D by the constraint imposed by conserva-
tion of energy through the inverse temperature β. This fluctuation-dissipation relation effectively determines the
temperature of the system at each time t.
The equation of motion (25) expressed in the coordinates spanning the invariant measure now takes the form
X˙ i = J ij
(
Hj +D
1/2Γj + γJ jkHk
)
. (41)
In this expression there is a violation of the summation convention since the j index appears always as an upper
index in the third term on the right-hand side. This is because, in a general setting, γ should not be interpredted
simply as a spatial constant, but rather as a covariant tensor γjk. Then, the friction force reads as
Fj = −γjkJ klHl. (42)
We postulate that γjk = γδjk in the coordinates spanning the invariant measure, which gives (40). As already
mentioned, the consistency of such hypothesis with energy conservation and entropy law will be verified a posteriori.
It is useful to write equation (41) when J is the 2 dimensional symplectic matrix
J =
[
0 −1
1 0
]
, (43)
and
(
x1, x2
)
= (p, q) are canonical coordinates. Denoting stochastic variables with uppercase letters, we have
P˙ = −Hq −D1/2Γq − γHp, (44a)
Q˙ = Hp +D
1/2Γp − γHq, (44b)
which is the phase space version of the classical Langevin equation
mX¨ = F +D1/2Γ− γX˙. (45)
Here, m is the particle mass and F represents force.
Given α, β ∈ C∞ (Ω), the metriplectic bracket associated with equation (41) can be identified to be the combi-
nation of the following brackets:
{α, β}m = αiJ ijβj , (46a)
[α, β]m = αiJ ikJ jkβj. (46b)
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Here, {, }m is the microscopic Poisson bracket encountered in the previous section, while [, ]m is the microscopic
dissipative bracket. Notice that the tensor J ikJ jk is symmetric and non-negative as required by the definition.
Hence, the stochastic equation (41) can be cast in bracket notation as below:
X˙ i =
{
xi, H + δH
}
m
− [xi, γH]
m
. (47)
In the next section, it will be shown that the microscopic metriplectic bracket (46) induce a macroscopic metriplectic
bracket for the time evolution of the distribution function f that is consistent with conservation of energy and the
second law of thermodynamics.
3 Dissipative Brackets for the Fokker-Planck Equation
The stochastic equation of motion (41) can be translated into a Fokker-Planck equation for the distribution function
f . Details can be found in [16, 17]. The result is
∂f
∂t
=
∂
∂xi
[
−J ijHjf + γJ ikJ jkHjf + 1
2
DJ ik ∂
∂xj
(J jkf)] . (48)
Here, the Stratonovich convention for stochastic integration was adopted. Since, by construction, f is the distribu-
tion function on the invariant measure, i.e. J = 1, from equation (36) we have
J iji = 0, j = 1, ..., n. (49)
Hence, equation (48) can be further simplified to
∂f
∂t
= −J ijHjfi + 1
2
DJ ik ∂
∂xi
[
fJ jk ∂
∂xj
(log f + βH)
]
, (50)
where we defined the spatial constant (inverse temperature)
β =
2γ
D
. (51)
Notice that β = β [f ] (and therefore γ) is a functional of f . Thus, when the system is outside of equilibrium, β can
be a function of time. These aspects will be discussed later in relation to conservation of energy. From equation
(50) one recognizes a candidate Poisson bracket,
{F,G} =
∫
Ω
f
∂
∂xi
(
δF
δf
)
β
J ij ∂
∂xj
(
δG
δf
)
β
dV, F,G ∈ X ∗. (52)
and a candidate dissipative bracket
[F,G] =
D
2
∫
Ω
f
∂
∂xi
(
δF
δf
)
β
J ikJ jk ∂
∂xj
(
δG
δf
)
β
dV, F,G ∈ X ∗. (53)
In this notation, X ∗ represents the set of differentiable functionals F : X → R, with X a vector space over R,
while the lower index β stands for variations at fixed temperature. The restriction of variations δf to those that
leave β unchanged is needed to enforce conservation of energy. In the following, we shall omit the lower index β
to simplify the notation. In order to validate (52) and (53) we must verify that the defining properties of Poisson
and dissipative brackets are satisfied, and that these brackets generate the Fokker-Planck equation (50) by suitable
choice of total energy, entropy, and boundary conditions.
First, consider the candidate bracket (52). This bracket defines a Poisson algebra in X ∗ over the field of real
numbers R provided that it satisfies the following axioms:
{aF + bG,H} = a {F,H} + b {G,H} , {H, aF + bG} = a {H,F}+ b {H,G} , (54a)
{F, F} = 0, (54b)
{F,G} = −{G,F} , (54c)
{FG,H} = F {G,H}+ {F,H}G, (54d)
{F, {G,H}}+ = 0, (54e)
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forall a, b ∈ R and F,G,H ∈ X ∗. These axioms are bilinearity, alternativity, antisymmetry (which follows from the
first two axioms), Leibniz rule, and Jacobi identity respectively. (54a) is trivially satisfied. Alternativity (54b) and
antisymmetry (54c) follow from the antisymmetry of the Poisson tensor J . The Leibniz rule (54d) is also satisfied.
Indeed,
{FG,H} =
∫
Ω
f
∂
∂xi
(
F
δG
δf
+G
δF
δf
)
J ij ∂
∂xj
(
δH
δf
)
dV
= F
∫
Ω
f
∂
∂xi
(
δG
δf
)
J ij ∂
∂xj
(
δH
δf
)
dV +G
∫
Ω
f
∂
∂xi
(
δF
δf
)
J ij ∂
∂xj
(
δH
δf
)
dV = F {G,H}+ {F,H}G.
(55)
Next, consider the Jacobi identity (54e):
{F, {G,H}}+  =
∫
Ω
f
∂
∂xi
(
δF
δf
)
J ij ∂
∂xj
(
δ {G,H}
δf
)
dV+ 
=
∫
Ω
f
∂
∂xi
(
δF
δf
)
J ij ∂
∂xj
[
δ
δf
∫
Ω
f
∂
∂xm
(
δG
δf
)
Jmp ∂
∂xp
(
δH
δf
)
dV
]
dV+  .
(56)
It is convenient to simplify the notation by specifying derivatives with lower indexes, e.g. Fif =
∂
∂xi
(
δF
δf
)
. Equation
(56) becomes
{F, {G,H}}+  =
∫
Ω
fFifJ ij ∂
∂xj
(
δ
δf
∫
Ω
fJmpGmfHpfdV
)
dV+  . (57)
Next, observe that
δ
∫
Ω
fJmpGmfHpfdV =
∫
Ω
δfJmpGmfHpfdV +
∫
Ω
fJmpδ (GmfHpf ) dV. (58)
The second term on the right-hand side does not contribute to the Jacobi identity because it contains second order
functional derivatives. The cancellation of terms involving second order derivatives can be easily verified for the
Jacobi identity in finite dimensions. Equation (57) thus reduces to
{F, {G,H}}+ =
∫
Ω
f
[J ijJmpj FifGmfHpf + J ijJmpFif (GjmfHpf +GmfHjpf )] dV +  . (59)
The first term in the integrand vanishes due to the Jacobi identity satisfied by the Poisson operator J ij ,
J ijJmpj + JmjJ pij + J pjJ imj = 0 i,m, p = 1, ..., n. (60)
The second term can be rearranged as follows:
J ijJmpFif (GjmfHpf +GmfHjpf ) + =1
2
J ijJmpFifGjmfHpf + 1
2
J imJ jpFifGjmfHpf
+
1
2
J ijJmpFifGmfHjpf + 1
2
J ipJmjFifGmfHjpf
+
1
2
J ijJmpGifHjmfFpf + 1
2
J imJ jpGifHjmfFpf
+
1
2
J ijJmpGifHmfFjpf + 1
2
J ipJmjGifHmfFjpf
+
1
2
J ijJmpHifFjmfGpf + 1
2
J imJ jpHifFjmfGpf
+
1
2
J ijJmpHifFmfGjpf + 1
2
J ipJmjHifFmfGjpf .
(61)
The terms on the right-hand side cancel in pairs. For example,
1
2
J ijJmpFifGjmfHpf + 1
2
J ipJmjHifFmfGjpf =
1
2
J ijJmpFifGjmfHpf + 1
2
J imJ pjHifFpfGjmf =
1
2
J ijJmpFifGjmfHpf + 1
2
J pmJ ijHpfFifGjmf = 0.
(62)
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Hence, the Jacobi identity is satisfied, and (52) is a Poisson bracket. We refer the reader to [32] for additional
considerations on the natural Poisson structure on the dual space of a Poisson algebra.
Similarly, the candidate bracket (53) defines a dissipative algebra in X ∗ over the field of real numbers R provided
that it satisfies the following axioms:
[aF + bG,H ] = a [F,H ] + b [G,H ] , [H, aF + bG] = a [H,F ] + b [H,G] , (63a)
[F, F ] ≥ 0, (63b)
[F,G] = [G,F ] , (63c)
[FG,H ] = F [G,H ] + [F,H ]G, (63d)
forall a, b ∈ R and F,G,H ∈ X ∗. These axioms are bilinearity, non-negativity, symmetry, and Leibniz rule
respectively. Bilinearity (63a) is trivially satisfied. Non-negativity (63b) can be verified as below
[F, F ] =
D
2
∫
Ω
f
∂
∂xi
(
δF
δf
)
J ikJ jk ∂
∂xj
(
δF
δf
)
dV =
D
2
n∑
i=1
∫
Ω
f
[
J ij ∂
∂xj
(
δF
δf
)]2
dV ≥ 0. (64)
Here, we used the fact that f ≥ 0 since it is a distribution function. Symmetry (63c) follows from the symmetry of
the tensor J ikJ jk. The Leibniz rule (63d) can be checked with the same calculation used for the Poisson bracket.
An additional axiom may be considered for the dissipative bracket that replaces the Jacobi identity of the Poisson
case. For example, one may require the dissipative bracket to originate from a Poisson bracket (as in the case
under consideration). We will refer to a dissipative bracket induced from a Poisson bracket as a natural dissipative
bracket. Some further geometrical aspects pertaining to dissipative algebras will be discussed in section 5.
In order to express the Fokker-Planck equation (50) in terms of the new metriplectic brackets, we consider the
following macroscopic observables:
N =
∫
Ω
f dV = 1, (65a)
E =
∫
Ω
fH dV, (65b)
Ck =
∫
Ω
fCk dV, k = 1, ...,m, (65c)
S = −
∫
Ω
f log f dV , (65d)
Σ = S − αN − βE − µkCk. (65e)
As in the previous section, N is the total particle number, E the total energy, Ck the total kth Casimir invariant,
and S Shannon’s information entropy measure for the distribution function on the invariant measure. We shall
refer to the quantity Σ as the constrained entropy of the system. Next, we express the Fokker-Planck equation (50)
in divergence form
∂f
∂t
= − ∂
∂xi
(
fZi
)
, (66)
with
Zi = J ijHj − 1
2
DJ ikJ jk ∂
∂xj
(log f + βH) , i = 1, ..., n, (67)
the ith component of Fokker-Planck velocity Z = Zi∂i. To ensure the thermodynamic closure of the system we
impose the boundary conditions
x˙ · n = 0, Z · n = 0 on ∂Ω, (68)
with n the unit outward normal to ∂Ω. The first boundary condition applies to the dynamics of the unperturbed
particle x˙ = J ijHj∂i, and can be satisfied, for example, by choosing ∂Ω to be a level set of the Hamiltonian H .
Then, n = ∇H/ |∇H | and x˙ · n = J ijHiHj/ |∇H | = 0 on ∂Ω. The second boundary condition applies to the
dynamics of the ensemble. When n = ∇H/ |∇H |, we have
Z · n = − D
2 |∇H |J
ikJ jkHi ∂
∂xj
(log f + βH) = 0 on ∂Ω. (69)
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This equation gives the boundary condition for the distribution function f . Under the hypothesis above and
appropriate choice of the spatial constant β = 2γ/D, we claim that
∂f
∂t
= (f, E,Σ) , (70a)
dE
dt
= (E,E,Σ) = 0, (70b)
dΣ
dt
= (Σ, E,Σ) ≥ 0, (70c)
where (◦, E,Σ) = {◦, E}+[◦,Σ] denotes the metriplectic bracket. To see this, first we need to explain how boundary
conditions (68) are applied because the coordinate system x =
(
x1, ..., xn
)
is curvilinear and the application of the
divergence theorem is not straightforward. Let xc =
(
x1c , ..., x
n
c
)
denote a Cartesian coordinate system in Ω with
tangent basis ∂c = (∂c1, ..., ∂cn) and such that dV = JcdVc, with dVc = dx
1
c ∧ ... ∧ dxnc . Consider a vector field
v = vi∂i = v
i
c∂ci. We have∫
Ω
∂vi
∂xi
dV =
∫
Ω
LvdV =
∫
Ω
LvJcdVc =
∫
Ω
∂
∂xic
(
Jcv
i
c
)
dVc =
∫
∂Ω
v · n JcdSc =
∫
∂Ω
v · n dS. (71)
In the calculation above, we used the divergence theorem in the penultimate passage, and introduced the notation
dS = JcdSc, with dSc the surface element on ∂Ω. Hence, if v · n = 0 on ∂Ω, the integral vanishes.
Now consider conservation of energy (70b). Using (48) and applying boundary conditions,
dE
dt
=
∫
Ω
ftHdV =
∫
Ω
fZiHidV = −D
2
∫
Ω
fHiJ ikJ jk ∂
∂xj
(log f + βH) dV. (72)
For the right-hand side to vanish, the following must hold:
β = −
∫
ΩHiJ ikJ jkfjdV∫
Ω
fHiJ ikJ jkHjdV = −
∑n
i=1〈x˙iJ ij∂j log f〉∑n
i=1〈(x˙i)2〉
. (73)
In this notation, the angle bracket denotes ensemble averaging. This relationship defines the inverse temperature
β at each time t. If the system is sufficiently close to equilibrium, β can be replaced by its equilibrium value and
treated as a space-time constant. However, in general β = β [f ] is a functional of f . Returning to (70b), observe
that {E,E} = 0. Hence,
(E,E,Σ) = [E,Σ] =
D
2
∫
Ω
fHiJ ikJ jk ∂
∂xj
(− log f − 1− α− βH − µpCp)
=− D
2
∫
Ω
fHiJ ikJ jk ∂
∂xj
(log f + βH) dV,
(74)
which is exactly (72). This gives conservation of energy (70b) when the inverse temperature is given by (73).
Notice that, when evaluating the macroscopic brackets, variations are carried out at fixed β. Furthermore, in the
last passage of (74), we used the fact that N is a Casimir invariant of the macroscopic brackets, and that the
macroscopic brackets inherit the Casimir invariants Ck, k = 1, ...,m, from microscopic dynamics, i.e.{
Ck, E
}
=
[
Ck,Σ
]
=
(
Ck, E,Σ
)
= 0 ∀E,Σ, k = 1, ...,m. (75)
Next, consider equation (70a). We have
(f, E,Σ) =
∫
Ω
f
∂
∂xi
[δ (x− x′)]J ij ∂H
∂xj
dV
+
D
2
∫
Ω
f
∂
∂xi
[δ (x− x′)]J ikJ jk ∂
∂xj
(− log f − 1− α− βH − µpCp) dV
=
∫
Ω
f
∂
∂xi
[δ (x− x′)]
[
J ijHj − D
2
J ikJ jk ∂
∂xj
(log f + βH)
]
dV.
(76)
Using the boundary condition Z ·n = 0 on ∂Ω to eliminate surface integrals, and recalling that J iji = 0, j = 1, ..., n,
integration by parts gives
(f, E,Σ) =
∂
∂xi
[
−J ijHjf + γJ ikJ jkHjf + 1
2
DJ ik ∂
∂xj
(J jkf)] , (77)
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which is the right-hand side of the Fokker-Planck equation (48) as desired.
Consider now the entropy law (70c). From the Fokker-Planck equation (48), boundary conditions (68), conser-
vation of total particle number N , conservation of total energy E, and conservation of total Casimir invariants Ck,
k = 1, ...,m, it follows that
dΣ
dt
=
dS
dt
=−
∫
Ω
ft (log f + 1) dV =
∫
Ω
∂
∂xi
[
fZi (log f + 1)
]
dV −
∫
Ω
Zifi dV
=
∫
∂Ω
f (log f + 1)Z · n dS −
∫
Ω
[
J ijHjfi − 1
2
DJ ikJ jkfi ∂
∂xj
(log f + βH)
]
dV
=−
∫
Ω
∂
∂xi
(J ijHjf) dV + 1
2
D
∫
Ω
fJ ikJ jk ∂
∂xi
(log f + βH)
∂
∂xj
(log f + βH) dV
− 1
2
D
∫
Ω
fJ ikJ jkβHi ∂
∂xj
(log f + βH) dV
=−
∫
∂Ω
f x˙ · n dS + 1
2
D
n∑
i=1
∫
Ω
f
[
J ij ∂
∂xj
(log f + βH)
]2
dV − β dE
dt
=
1
2
D
n∑
i=1
∫
Ω
f
[
J ij ∂
∂xj
(log f + βH)
]2
dV ≥ 0.
(78)
In this calculation we used the hypothesis that D ≥ 0 and f ≥ 0. Notice that, if f > 0 at thermodynamic
equilibrium, equation (78) implies that
lim
t→∞
J ij ∂
∂xj
(log f + βH) = 0. (79)
This expression gives the expected equilibrium state (26). In a similar way, one sees that
(Σ, E,Σ) =
∫
Ω
f
∂
∂xi
(− log f − βH)J ij ∂H
∂xj
dV +
D
2
∫
Ω
f
∂
∂xi
(− log f − βH)J ikJ jk ∂
∂xj
(− log f − βH) dV
=−
∫
∂Ω
f x˙ · n dS + 1
2
D
n∑
i=1
∫
Ω
f
[
J ij ∂
∂xj
(log f + βH)
]2
dV
=
1
2
D
n∑
i=1
∫
Ω
f
[
J ij ∂
∂xj
(log f + βH)
]2
dV,
(80)
which is exactly the rate of change obtained in (78).
Finally, observe that, since {Σ, E} = 0 forall E, it is possible to use Σ as a single generating function by
redefining the Poisson bracket as {, } → −β−1 {, }. Then,
∂f
∂t
= (f,Σ) . (81)
However, notice that E is not a Casimir invariant of the dissipative part of the bracket.
4 Fokker-Planck Equation for Infinite Dimensional Hamiltonian Sys-
tems
Aim of the present section is to provide some examples of how the formalism discussed above can be applied to
construct a Fokker-Planck equation with a metriplectic structure and a thermodynamic equilibrium of the type (26)
for infinite dimensional Hamiltonian systems. The main hurdle in generalizing the theory from finite dimensions to
infinite dimensions is represented by the notion of volume in arbitrary function spaces. Given a function space X
with elements ρ : Ω→ R, suppose that there exists an orthonormal expansion
ρ =
∞∑
i=−∞
(ρ, ui)ui = ψ
iui ∀ρ ∈ X , (82)
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with (u0, u1, u2, ..., u−1, u−2, ...) an orthonormal basis of X and
(ρ, σ) =
∫
Ω
ρσ dV, ρ, σ ∈ X , (83)
the inner product on X . Further assume that the evolution of ρ is governed by an infinite dimensional Hamiltonian
system
∂ρ
∂t
= J δH
δρ
, (84)
with J : T ∗X → TX the Poisson operator and H ∈ X ∗ the Hamiltonian function. Now equation (84) can be
rewritten as an equivalent Hamiltonain system for the coefficients ψi = (ρ, ui) of the expansion (82):
∂ψ
∂t
= Jˆ ∂H
∂ψ
. (85)
Here, ψ =
(
ψ0, ψ1, ψ2, ..., ψ−1, ψ−2, ...
)
is an infinite dimensional vector, Jˆ the associated Poisson operator (an
infinite dimensional matrix depending on ψ), and H = H (ψ) the Hamiltonian as a function of the new variables ψ.
Notice that functional derivatives have been replaced by partial derivatives in (85). Then, the invariant measure of
the system has the form
JdV = Jdψ0 ∧ dψ1 ∧ dψ2 ∧ ... ∧ dψ−1 ∧ dψ−2 ∧ ... , (86)
where J is given as the solution of
∂i
(
JJˆ ij
)
= 0, j = 0, 1, 2, ...,−1,−2, ... . (87)
Performing a change of variables ψ → θ such that
dV ′ = dθ0 ∧ dθ1 ∧ dθ2 ∧ ... ∧ dθ−1 ∧ dθ−2 ∧ ... = JdV, (88)
define the distribution function f = f (θ) of the new variables θ (ψ) with respect to the invariant measure dV ′.
Then, the Fokker-Planck equation associated with the original system (84) can be written within the metriplectic
formalism as
∂f
∂t
= (f, E,Σ) . (89)
Here, the metriplectic bracket (◦, E,Σ) = {◦, E} + [◦,Σ], the total energy E, and the constrained entropy Σ are
defined as in (52), (53), and (65). Notice that, however, all the quantities are written in terms of f (θ), H (θ),
Jˆ ′ (θ) (the Poisson operator in the new variables), and Cˆk (θ), k = 1, 2, ..., (the Casimir invariants of Jˆ ′). Below
we provide an example of the procedure described above in the context of plasma physics. We also remark that
this approach is not restricted to orthonormal expansions, but applies to discrete basis in general.
4.1 Fokker-Planck equation for the Charney-Hasegawa-Mima equation
The Charney-Hasegawa-Mima equation
(1−∆)φt = φx (∆φy + λy)− φy (∆φx + λx) , (90)
is a nonlinear partial differential equation describing the time evolution of a function φ = φ (x, y, t) in 2 dimensional
space. The function λ = λ (x, y) is given and characterizes certain physical properties of the system. Equation
(90) occurs in the description of plasma turbulence, where the function φ represents the electric potential, and in
the context of geophysical fluid dynamics, where the function φ represents the stream function. The noncanonical
Hamiltonian structure of (90) is known and can be found, for example, in [28, 29]. Usually, the right-hand side of
equation (90) is expressed in bracket notation as [φ,∆φ+ λ], with [α, β] = αxβy−αyβx for any pair of differentiable
functions α and β. Here, we do not use such notation to avoid confusion with the dissipative bracket.
To simplify the calculations, we assume that λ = cy, with c ∈ R. This requirement, which implies that λ varies
uniformly in one direction, is often found in applications (see e.g. [30]). Then, equation (90) reduces to
(1−∆)φt = φx (∆φy + c)− φy∆φx. (91)
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We look for periodic solutions of (91) in both the x and y directions with period 2pi. The spatial domain of the
function φ is taken to be Ω = [−pi, pi]2. Then, the decomposition (82) can be obtained in terms of a Fourier series
φ =
+∞∑
n,m=−∞
φnmei(nx+my). (92)
Substituting the Fourier series (92) into (91), one obtains a system of equations for the Fourier coefficients φnm:
φ˙nm =
1
1 + n2 +m2
+∞∑
p,q=−∞
{
icnδnpδmq + (mp− nq)
[
(n− p)2 + (m− q)2
]
φn−pm−q
}
φpq. (93)
Notice that
+∞∑
p,q=−∞
(mp− nq)φn−pm−qφpq = 0. (94)
This is because each term in the summation corresponding to a given pair (p, q) cancels with the pair (p′, q′) =
(n− p,m− q). Therefore, equation (95) can be rewritten as
φ˙nm =
1
1 + n2 +m2
+∞∑
p,q=−∞
{
icnδnpδmq + (mp− nq)
[
1 + (n− p)2 + (m− q)2
]
φn−pm−q
}
φpq . (95)
This form will be useful when proving the Jacobi identity. The energy of the system is given by
H =
1
2
∫
Ω
(
φ2 + |∇φ|2
)
dxdy = 2pi2
+∞∑
n,m=−∞
(
1 + n2 +m2
) |φnm|2 . (96)
In the last passage we used the fact that, since φ is real, φnm∗ = φ−n−m, with ∗ denoting complex conjugation. It
follows that
∂H
∂φuv
=
{
4pi2
(
1 + u2 + v2
)
φuv∗ if (u, v) 6= (0, 0) ,
2pi2φ00 if (u, v) = (0, 0) .
. (97)
Substituting (97) into (95) gives
φ˙nm =
+∞∑
p,q=−∞
icnδnpδmq + (mp− nq)
[
1 + (n− p)2 + (m− q)2
]
φn−pm−q
4pi2 (1 + n2 +m2) (1 + p2 + q2)
∂H
∂φpq∗
=
+∞∑
p,q=−∞
icnδn−pδm−q + (nq −mp)
[
1 + (n+ p)
2
+ (m+ q)
2
]
φn+pm+q
4pi2 (1 + n2 +m2) (1 + p2 + q2)
∂H
∂φpq
.
(98)
Next, define the vector with components φi = φi1i2 given by
(
φ0, φ1, φ2...
)
=
(
φ00, φ01, φ02, ...
)
. Then, (98) can be
cast in the form
φ˙i = J ijHj , (99)
where Hj = ∂H/∂φ
j , and we identified the candidate Poisson operator
J ij = Bij + Cijφi+j . (100)
Here, Bij and Cij are constants depending on i1, i2, j1, and j2,
Bij = ici1δi1 −j1δi2 −j2
4pi2 (1 + i21 + i
2
2) (1 + j
2
1 + j
2
2)
, Cij =
(i1j2 − i2j1)
[
1 + (i1 + j1)
2
+ (i2 + j2)
2
]
4pi2 (1 + i21 + i
2
2) (1 + j
2
1 + j
2
2)
, (101)
and φi+j = φn+pm+q. The operator J ij is antisymmetric. Indeed,
J ji =
icj1δj1 −i1δj2 −i2 + (j1i2 − j2i1)
[
1 + (j1 + i1)
2
+ (j2 + i2)
2
]
φj1+i1 j2+i2
4pi2 (1 + j21 + j
2
2) (1 + i
2
1 + i
2
2)
=−
ici1δi1 −j1δi2 −j2 + (i1j2 − i2j1)
[
1 + (i1 + j1)
2
+ (i2 + j2)
2
]
φi1+j1 i2+j2
4pi2 (1 + i21 + i
2
2) (1 + j
2
1 + j
2
2)
= −J ij
(102)
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The Jacobi identity (11) reads(Bim + Cimφi+m) Cjkφj+km + = (Bi j+k + Ci j+kφi+j+k) Cjk+ 
=
(Ci j+kCjk + Cj k+iCki + Ck i+jCij)φi+j+k
+ Bi j+kCjk + Bj k+iCki + Bk i+jCij .
(103)
Observe that
Ci j+kCjk+ =
[i1 (j2 + k2)− i2 (j1 + k1)]
[
1 + (i1 + j1 + k1)
2 + (i2 + j2 + k2)
2
]
(j1k2 − j2k1)
16pi4 (1 + i21 + i
2
2) (1 + j
2
1 + j
2
2) (1 + k
2
1 + k
2
2)
+ 
=
1 + (i1 + j1 + k1)
2
+ (i2 + j2 + k2)
2
16pi4 (1 + i21 + i
2
2) (1 + j
2
1 + j
2
2) (1 + k
2
1 + k
2
2)
{[i1 (j2 + k2)− i2 (j1 + k1)] (j1k2 − j2k1)
+ [j1 (k2 + i2)− j2 (k1 + i1)] (k1i2 − k2i1) + [k1 (i2 + j2)− k2 (i1 + j1)] (i1j2 − i2j1)} = 0.
(104)
Similarly,
Bi j+kCjk+ =ic i1δi1 −(j1+k1)δi2 −(j2+k2) (j1k2 − j2k1)
16pi4 (1 + i21 + i
2
2) (1 + j
2
1 + j
2
2) (1 + k
2
1 + k2)
+ 
=
ic
16pi4 (1 + i21 + i
2
2)
[
1 + (i1 + k1)
2
+ (i2 + k2)
2
]
(1 + k21 + k
2
2)
{−i1 [(i1 + k1) k2 − (i2 + k2) k1]
− (i1 + k1) (k1i2 − k2i1)− k1 [i1 (i2 + k2)− i2 (i1 + k1)]} = 0.
(105)
We have thus shown that (100) is a Poisson operator. This operator describes the Poisson algebra associated with
periodic solutions of the Charney-Hasegawa-Mima equation. Since (100) is in noncanonical form, the invariant
measure of the system is not immediately apparent. We claim that the invariant measure is given by
dV = dφ0 ∧ dφ1 ∧ dφ2 ∧ ... . (106)
To see this, define the flow field
φ˙ = φ˙i∂i. (107)
Here, ∂i denotes the ith tangent vector in the space of Fourier coefficients. We have
Lφ˙dV =
∂φ˙i
∂φi
dV = ∂i
(J ij)Hj dV =∑
ij
Cij∂i
(
φi+j
)
Hj = 0. (108)
In the last passage, we used the fact that ∂iφ
i+j = δj0 and Ci0 = 0.
Let f = f
(
φ0, φ1, φ2, ...
)
denote the distribution function in the space of Fourier coefficients defined with respect
to the invariant measure (106). Then, the Fokker-Planck equation for the Charney-Hasegawa-Mima equation can
be written within the metriplectic formalism as
∂f
∂t
= (f, E,Σ) . (109)
Here, the metriplectic bracket (◦, E,Σ) = {◦, E} + [◦,Σ] is defined in terms of the Poisson bracket (52) and the
dissipative bracket (53) associated with the Poisson operator (100). Similarly, the total energy E and the constrained
entropy Σ are defined according to equation (65) in terms of the distribution function f
(
φ0, φ1, φ2, ...
)
, the energy
H
(
φ0, φ1, φ2, ...
)
, and the Casimir invariants Ck
(
φ0, φ1, φ2, ...
)
of the Charney-Hasegawa-Mima equation. The
thermodynamic equilibrium of the system has the form (26). Let us evaluate the equilibrium distribution function
for the case c = 0 (implying λ = 0). The Poisson operator (100) admits the Casimir invariant
C =
1
2
∫
Ω
[
φ2 + 2 |∇φ|2 + (∆φ)2
]
dxdy = 2pi2
+∞∑
n,m=−∞
(
1 + n2 +m2
)2 |φnm|2 . (110)
Indeed,
J ijCj =
∑
j
Cijφi+jCj =
+∞∑
j1,j2=−∞
(i1j2 − i2j1)
[
1 + (i1 + j1)
2
+ (i2 + j2)
2
] (
1 + j21 + j
2
2
)
1 + i21 + i
2
2
φi+jφ−j = 0. (111)
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Here we used the fact that in the summation each term corresponding to a pair (j1, j2) cancels with the pair (j
′
1, j
′
2) =
(−i1 − j1,−i2 − j2). Physically, C is the sum of the energyH of (96) and the enstrophy E = 12
∫
Ω
[
|∇φ|2 + (∆φ)2
]
dxdy.
From (26) we thus obtain the equilibrium distribution function
lim
t→∞
f =
1
Z
exp
{
−2pi2
[
+∞∑
m,n=−∞
(
1 + n2 +m2
) (
β + µ
(
1 + n2 +m2
)) |φnm|2
]}
. (112)
Setting αnm = 2pi
2
(
1 + n2 +m2
) [
β + µ
(
1 + n2 +m2
)]
and assuming β, µ ≥ 0, the normalization constant (parti-
tion function) Z can be evaluated as
Z =
∫
exp
{
−αnm |φnm|2
}
dφ00 ∧ dφ01 ∧ dφ01∗ ∧ dφ02 ∧ dφ02∗ ∧ ...
=
√
pi
α00
∫
exp
{
−2α01
∣∣φ01∣∣2}d (iθ01) ∧ d ∣∣φ01∣∣2 ∫ exp{−2α02 ∣∣φ02∣∣2}d (iθ02) ∧ d ∣∣φ02∣∣2 ...
=
√
pi
α00
[
pii
α01
∫ +∞
0
e−xdx
] [
pii
α02
∫ +∞
0
e−xdx
]
...
=
√
pi
α00
[
pii
α01
] [
pii
α02
]
...
=
√
pi
α00
√
α00
pii
+∞∏
n,m=−∞
√
pii
αnm
=
1√
i
+∞∏
n,m=−∞
√
i
2pi (1 +m2 + n2) [β + µ (1 + n2 +m2)]
.
(113)
Here, we used the fact that φnm∗ = φ−n−m (hence, φ00 is real), the polar representation φnm = |φnm| eiθnm , and
the property αnm = α−n−m.
Notice that, if C is a Casimir invariant, so is any function ν = ν (C) of C. The question then arises on how
to determine the Casimir invariant appearing in the exponent of the equilibrium distribution function (26) without
ambiguity. When solving the Fokker-Planck equation, this function is determined automatically by the relaxation
process as a consequence of the initial conditions of the system: each element of the ensemble preserves the original
value of C throughout entropy maximization. However, when we deal directly with the equilibrium distribution
function without prior knowledge of the initial configuration of the system, the form of the exponent µC is postulated
(as a function of C), and the constant µ is treated as the chemical potential of a grand canonical ensemble.
Finally, the basis for the decomposition of the dynamical variables does not need to be that of the Fourier series.
For example, a combination of eigenvectors of the curl operator (Beltrami fields) and harmonic vector fields can be
used to identify the invariant measure associated with the evolution of the magnetic field in MHD theories (see [25]).
Once the Poisson operator and the invariant measure are known, the Fokker-Planck equation and the corresponding
equilibrium distribution function can be obtained within the metriplectic formalism as in the example discussed
above.
5 Metriplectic Manifolds
The purpose of the present section is to discuss some geometric aspects of dissipative dynamics as described by
the metriplectic formalism. Consider a 2 dimensional canonical Hamiltonian system. The fundamental geometric
structure associated with it is the symplectic 2 form
ω = dp ∧ dq = dp⊗ dq − dq ⊗ dp, (114)
where (p, q) ∈ Ωc are the phase space coordinates and Ωc 2 dimensional phase space. Since (114) is invertible, the
Poisson operator J corresponds to the inverse of ω:
J = ∂q ∧ ∂p = ∂q ⊗ ∂p − ∂p ⊗ ∂q. (115)
In matrix representation,
ω =
[
0 1
−1 0
]
, J =
[
0 −1
1 0
]
. (116)
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Then, the Poisson bracket (46a) takes the canonical form
{α, β}m = αqβp − αpβq, α, β ∈ C∞ (Ωc) , (117)
Let g be the twice contravariant tensor with components
gij = J ikJ jk, i, j = 1, ..., n, (118)
appearing in the definition of the dissipative bracket (46b). When J is given by (115), we have
g = ∂2p + ∂
2
q = ∂p ⊗ ∂p + ∂q ⊗ ∂q, (119)
or, in matrix form,
g = −J 2 = I =
[
1 0
0 1
]
, (120)
where I is the 2 dimensional identity matrix. Thus, the ‘canonical’ form for the dissipative bracket (46b) is
[α, β]m = αpβp + αqβq, α, β ∈ C∞ (Ωc) . (121)
The inverse of the tensor g defines a twice covariant non-degenerate symmetric tensor
g = dp2 + dq2 = dp⊗ dp+ dq ⊗ dq. (122)
Evidently, g is a metric tensor on Ωc. This calculation suggests that the essential geometric structure associated
with dissipative dynamics as described by (46b) is the ‘canonical metric tensor’ (122). Recalling (47), the change
H˙d in energy H (p, q) due to dissipation can be evaluated as
H˙d = − [H, γH ]m = −γ
(
H2p +H
2
q
)
= −γ (p˙2 + q˙2) . (123)
Hence, energy dissipation is proportional to the square of (unperturbed) phase space velocity.
When the hypothesis of the Lie-Darboux theorem discussed in section 2 are verified, a similar result applies in
dimensions greater than 2. In particular, it is possible to locally express the tensor g as
g =
r∑
i=1
∂pi ⊗ ∂pi + ∂qi ⊗ ∂qi . (124)
and the tensor g as
g =
r∑
i=1
dpi ⊗ dpi + dqi ⊗ dqi. (125)
Notice that, however, both g and g are degenerate in general, and g defines a metric tensor only over the submanifold
ΩC =
{
x ∈ Ω | C1 = c1, ..., Cm = cm} with c1, ..., cm ∈ R.
We conclude this section with a list of the main geometric constructions that occur in the algebraic formulation
of dissipative dynamics discussed in the present paper. We restrict our attention to finite dimensions.
Let Ω ⊂ Rn denote a smoothly bounded domain with boundary ∂Ω.
Def 1. An antisymmetric bracket on Ω is a bilinear map over the field of real numbers
{·, ·} : C∞ (Ω)× C∞ (Ω)→ C∞ (Ω) , (126)
such that
{f, f} = 0, (127a)
{f, g} = −{g, f} , (127b)
{fg, h} = f {g, h}+ {f, h} g, (127c)
for all f, g, h ∈ C∞ (Ω).
The antisymmetric bracket is the structure required for conservation of energy.
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Def 2. A Liouville or measure preserving bracket on Ω is an antisymmetric bracket {·, ·} on Ω such that
{f, g} = div (fXg) , (128)
for all f, g ∈ C∞ (Ω). Here, Xg =
{
xi, g
}
∂i is the flow generated by g,
(
x1, ..., xn
)
a coordinate system in Ω, and
the divergence is calculated with respect to the volume element JdV = Jdx1 ∧ ... ∧ dxn.
The Liouville bracket is the structure required to formulate the Fokker-Planck equation (48). Indeed, it assigns
an invariant measure, which is needed for the formulation of statistical mechanics. To see this, suppose that the
Liouville bracket has the form {f, g} = fiJ ijgj for some bivector field J . Then, in the coordinate system
(
x1, ..., xn
)
with volume element JdV equation (128) reads as
{f, g} = div (fXg) = 1
J
∂
∂xi
(
JfJ ijgj
)
= {f, g}+ f
J
∂i
(
JJ ij) gj ∀f, g. (129)
It follows that
∂i
(
JJ ij) = 0, j = 1, ..., n. (130)
This is exactly the condition (36) for the existence of an invariant measure JdV regardless of the choice of the
Hamiltonian function.
Def 3. A Poisson bracket on Ω is an antisymmetric bracket {·, ·} on Ω such that
{f, {g, h}}+ = 0, (131)
for all f, g, h ∈ C∞ (Ω).
The Poisson bracket characterizes the algebraic structure of Hamiltonian systems. Due to the Lie-Darboux and
Liouville’s theorems, a Poisson bracket {f, g} = fiJ ijgj is locally a Liouville bracket in regions where the rank of
J is constant.
Def 4. A dissipative bracket on Ω is a bilinear map over the field of real numbers
[·, ·] : C∞ (Ω)× C∞ (Ω)→ C∞ (Ω) , (132)
such that
[f, f ] ≥ 0, (133a)
[f, g] = [g, f ] , (133b)
[fg, h] = f [g, h] + [f, h] g, (133c)
(133d)
for all f, g, h ∈ C∞ (Ω).
The metriplectic bracket is thus obtained by combining a Poisson bracket with a dissipative bracket.
Def 5. A metriplectic bracket on Ω is a map
(·, ·, ·) : C∞ (Ω)× C∞ (Ω)× C∞ (Ω)→ C∞ (Ω) , (134)
such that
(f, g, h) = {f, g}+ [f, h] , (135)
for all f, g, h ∈ C∞ (Ω) and where {·, ·} is a Poisson bracket on Ω and [·, ·] a dissipative bracket on Ω.
Observe that a Poisson bracket {f, g} = fiJ ijgj naturally induces a dissipative bracket [f, g] = fiJ ikJ jkgj and
an associated metriplectic bracket (f, g, h) = fiJ ijgj + fiJ ikJ jkhk. In other words, a Poisson manifold (Ω,J ) is
also a metriplectic manifold (Ω,J , g) with g = J ikJ jk∂i ⊗ ∂j . We refer to a metriplectic manifold induced by a
Poisson manifold as a natural metriplectic manifold.
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6 Concluding Remarks
In this paper, we constructed the metriplectic bracket that generates the Fokker-Planck equation associated with
diffusion processes in Hamiltonian systems. Such macroscopic bracket is induced from the microscopic stochastic
dynamics of the particles that populate the statistical ensemble. We found that, on the invariant measure assigned
by Liouville’s theorem, the dissipative bracket is fully determined by the microscopic Poisson operator, and exhibits
a double bracket form. This result suggests a canonical form of the dissipative bracket, which is characterized
by an Euclidean metric tensor on the Casimir leaves spanned by the canonical coordinates provided by the Lie-
Darboux theorem. As an application to the statistics of infinite dimensional Hamiltonian systems, we discussed the
Fokker-Planck formalism for the Charney-Hasegawa-Mima equation.
We remark that, while the theory discussed in this study applies to general Hamiltonian systems, the resulting
Fokker-Planck equation does not necessarily correspond to standard equations that incorporate dissipative effects.
For example, if one implements the present contruction to the ideal Euler equations, the Fokker-Planck equation
will introduce dissipation while respecting the relevant topological invariants of the fluid flow such as helicity. This
setting is clearly different from that of the Navier-Stokes equations with finite viscosity. Therefore, the applicability
of the theory developed here is contingent upon careful considerations on the kind of relaxation process that is
physically relevant for the system of interest.
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A Lie-Darboux Theorem
Theorem 1. Let ω denote a closed smooth 2 form of rank 2r = n−m in a domain Ω ⊂ Rn. Then, for every point
x ∈ Ω there exist a neighborhood U of x and local coordinates (p1, ..., pr, q1, ..., qr, C1, ..., Cm) such that
ω =
r∑
i=1
dpi ∧ dqi in U. (136)
Proof. Let
(
x1, ..., xn
)
denote a Cartesian coordinate system in Ω. The kernel of ω is spanned by m smooth
orthonormal tangent vectors ξi = ξ
j
i ∂j ∈ TΩ, i = 1, ...,m. Let (θ1, ..., θ2r, ξ1, ..., ξm) denote an orthonormal basis
of smooth tangent vectors in Ω. To each ξi and θi we assign the cotangent vectors ξi =
∑n
j=1 ξ
j
i dx
j ∈ T ∗Ω and
θi =
∑n
j=1 θ
j
i dx
j ∈ T ∗Ω. Then, (θ1, ..., θ2r, ξ1, ..., ξm) forms a smooth basis of the cotangent bundle T ∗Ω such that
ω =
∑
i<j
αijθi ∧ θj . (137)
The 2 form ω is closed. This implies ∑
i<j
dαij ∧ θi ∧ θj +
∑
ij
αijdθi ∧ θj = 0. (138)
Multiplying this expression by the 2r − 1 form θ2r−1k = θ1 ∧ ... ∧ θk−1 ∧ θk+1 ∧ ... ∧ θ2r we obtain∑
i
αikθ1 ∧ ... ∧ θk−1 ∧ θk ∧ θk+1 ∧ ... ∧ θ2r ∧ dθi = 0. (139)
Since by hypothesis ω has rank 2r, the matrix αik is invertible with inverse
(
α−1
)kj
. Multiplying the left-hand side
of (139) by
(
α−1
)kj
and summing over k gives
θ1 ∧ ... ∧ θ2r ∧ dθj = 0, j = 1, ..., 2r. (140)
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System (140) is the Frobenius integrability condition [33] for the kernel of ω,
ker (ω) = {X ∈ TΩ | iXθi = 0 ∀i = 1, ..., 2r} . (141)
Hence, for each x ∈ Ω, there exists a neighborhood V ⊂ Ω of x and local coordinates (y1, ..., y2r, C1, ..., Cm) such
that the submanifolds y1 = const., ..., y2r = const. are integral manifolds of ker (ω) and the cotangent vectors θi
take the form θi = τijdy
j for some smooth coefficients τij = τij
(
y1, ..., y2r, C1, ..., Cm
)
, i, j = 1, ..., 2r. It follows
that
ω =
∑
i<j
Aijdy
i ∧ dyj in V, (142)
for some smooth coefficients Aij = Aij
(
y1, ..., y2r, C1, ..., Cm
)
, i, j = 1, ..., 2r. Furthermore, using the condition
dω = 0 with equation (142), one obtains ∂Aij/∂C
k = 0, k = 1, ..,m, which implies Aij = Aij
(
y1, ..., y2r
)
,
i, j = 1, ..., 2r. Thus, the problem is now reduced to the standard non-degenerate case on the 2r dimensional
submanifold VC =
{
x ∈ Ω | C1 = const., ..., Cm = const.} where the 2 form ω has full rank 2r. The proof can be
obtained accordingly (see [19, 20]).
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