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Nel lavoro [1] pubblicato sull'American Mathematical Monthly, A. Fac-
chini e G. Simonetta hanno dimostrato la somiglianza tra il comporta-
mento dei monoidi ciclici ﬁniti e il comportamento della rappresentazione
decimale dei numeri razionali. In entrambi i casi si ha una periodicità a
partire da un certo punto in poi. La motivazione di questa somiglianza
nel comportamento deriva dal fatto che le cifre decimali di un numero
razionale sono eﬀettivamente gli elementi di un monoide ciclico ﬁnito in
un monoide di classi resto di interi. In questa tesi, che è di natura ele-
mentare, ma originale, vediamo com'è possibile ottenere risultati simili
nel caso in cui, invece di numeri razionali, si considerino funzioni razio-
nali a coeﬃcienti in un campo k. L'analogia si dimostra essere molto
buona ed è dovuta al fatto che sia Z che k[x] sono domini euclidei. È
necessario infatti eseguire divisioni euclidee. Un'altra cosa che si è notato
essere fondamentale per avere la periodicità da un certo punto in poi è
il fatto che tutti i quozienti propri di Z sono ﬁniti. Ci è stato quindi
indispensabile supporre che ogni quoziente proprio di k[x] fosse ﬁnito;
equivalentemente possiamo supporre che il campo k sia ﬁnito. Cionono-
stante questa ipotesi può essere indebolita a un campo k di caratteristica
p ed estensione algebrica del suo sottocampo fondamentale Fp.
Abbiamo poi trattato i criteri di divisibilità di Pascal tra numeri interi
e, inoltre, alcuni curiosi fenomeni riguardanti i divisori interi dei numeri
della forma 99 . . . 900 . . . 0. Tali numeri sono quelli che compaiono quando
da un numero razionale scritto in forma periodica si vuol risalire ad una
sua forma come quoziente di due interi: al denominatore va scritto un
numero del tipo 99 . . . 900 . . . 0, con tanti 9 quante sono le cifre del periodo
e tanti 0 quante sono le cifre dell'antiperiodo. L'analogo dei numeri del
tipo 99 . . . 900 . . . 0, nel nostro caso di quozienti di polinomi, risultano
essere i polinomi del tipo xa+b − xb = xa(xb − 1). Si noti la somiglianza
coi numeri 99 . . . 900 . . . 0 = 10a(10b − 1).
In questa tesi trattiamo queste relazioni in modo approfondito. Nel
primo capitolo sono ripresi alcuni risultati e alcune deﬁnizioni di Algebra
relative ai monoidi ciclici e alle loro proprietà. Il secondo capitolo è
dedicato alla relazione tra i monoidi ciclici ﬁniti e i numeri razionali,
ed è basato sull'articolo [1]. Inﬁne, il terzo capitolo consiste nella parte
originale della tesi e in esso è trattata la relazione tra monoidi ciclici e
quozienti di polinomi.
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1.1 Rappresentazione di monoidi ciclici
Iniziamo con alcune nozioni ben note relative ai monoidi.
Deﬁnizione 1.1. Un monoide (M, ·) è un insieme M dotato di un'o-
perazione · che soddisfa le seguenti proprietà:
(a) associatività: (a · b) · c = a · (b · c) per ogni a, b, c ∈M ;
(b) identità: esiste un elemento e ∈ M tale che e · a = a · e = a per
ogni a ∈M .
In un monoide moltiplicativo (M, ·) l'identità e si indica solitamente
con 1 o 1M . In un monoide additivo (M,+), l'identità si indica con 0 o
0M .
Sia M un monoide, un sottomonoide N di M è un sottoinsieme
N ⊂M chiuso rispetto all'operazione · di M e tale che 1M ∈ N .
Deﬁnizione 1.2. Sia X un sottoinsieme di un monoide M . L'inter-
sezione di tutti i sottomonoidi di M che contengono l'insieme X è un
sottomonoide di M , in particolare è il più piccolo sottomonoide di M
contenente X. È detto il sottomonoide di M generato da X e lo si
denota con 〈X〉. Si ha
〈X〉 = {1M , x1 . . . xn | n ∈ N∗, x1, . . . , xn ∈ X}.
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Se X = {a} ha un solo elemento, il sottomonoide 〈a〉 è detto ciclico e si
scrive nella forma
〈a〉 = {an | n ∈ N}.
Sappiamo che i gruppi ciclici sono isomorﬁ a Z/nZ per qualche n ∈ N∗
e che possono essere rappresentati nel modo seguente:
Figura 1.1: Il gruppo ciclico Z/nZ
I monoidi ciclici ﬁniti si comportano in modo diverso, ed è quello che
presenteremo in questo capitolo.
Lemma 1.1. Sia M un monoide ciclico ﬁnito, M = 〈a〉. Allora M è
isomorfo a Ct,` = {1, a, . . . , at+`−1 | at+k = at+`+k per ogni k ≥ 0}, con
` ≥ 1.
Si può quindi dire che i monoidi ciclici ﬁniti sono periodici a partire
da un certo punto in poi.
L'insieme dei numeri naturali N è un monoide sia rispetto all'addizio-
ne che alla moltiplicazione. Vedremo che ogni monoide ciclico ﬁnito M è
isomorfo a un monoide quoziente additivo N/∼t,` per qualche parametro
t, ` ∈ N, ` ≥ 1. La relazione di equivalenza ∼t,` su N è deﬁnita da: per
ogni x, y ∈ N,
x ∼t,` y se
x = y, ox ≥ t, y ≥ t and x ≡ y mod `.
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È possibile mostrare che le relazioni di equivalenza del tipo ∼t,` sono
tutte le congruenze nel monoide additivo N diverse dalla relazione di
uguaglianza =, ovvero sono tutte le relazioni di equivalenza ∼ di N tali
che x ∼ y ⇒ x+ z ∼ y + z per ogni x, y, z ∈ N.
Notazione: Sia ∼ una relazione di equivalenza su un insieme A. In-
dichiamo con [a]∼ la classe di equivalenza di a modulo ∼. Quindi [a]∼ è
l'insieme di tutti gli elementi b ∈ A tali che b ∼ a.
Il quoziente di N rispetto alla relazione di equivalenza ∼t,` è
N/∼t,` = {[0]∼t,` , [1]∼t,` , . . . , [t+ `− 1]∼t,`},
dove gli elementi [0]∼t,` , [1]∼t,` , . . . , [t+`−1]∼t,` di N/∼t,` sono a due a due
distinti. L'insieme N/∼t,`, rispetto all'operazione indotta dall'addizione
su N, è un monoide ciclico generato dalla classe di equivalenza [1]∼t,` . Gli





[t− 2]∼t,` = {t− 2},
[t− 1]∼t,` = {t− 1},
[t]∼t,` = {t, t+ `, t+ 2`, . . . },
[t+ 1]∼t,` = {t+ 1, t+ 1 + `, t+ 1 + 2`, . . . },
...
[t+ `− 2]∼t,` = {t+ `− 2, t+ `− 2 + `, t+ `− 2 + 2`, . . . },
[t+ `− 1]∼t,` = {t+ `− 1, t+ `− 1 + `, t+ `− 1 + 2`, . . . }.
La struttura del quoziente N/∼t,` è periodica a partire da [t]∼t,` in
poi, ovvero consiste in un ciclo di lunghezza ` preceduto da una coda di
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lunghezza t che parte da [0]∼t,` e si può rappresentare nella forma:
Figura 1.2: Il monoide ciclico N/∼t,`
1.2 Classi laterali di monoidi modulo sotto-
monoidi ciclici
Il resto di questo capitolo e il capitolo successivo si basano sull'articolo
[1] di A. Facchini e G. Simonetta.
Sia M un monoide e sia N un sottomonoide di M . Dato x ∈ M ,
possiamo considerare la classe laterale sinistra xN = {xn | n ∈ N} di
x modulo N . Si noti che le classi laterali sinistre modulo N non formano
una partizione di M , come succede invece per i gruppi.
SiaM un monoide ﬁnito e siaN = 〈y〉 il sottomonoide ciclico generato
da y ∈ N . In questo caso si ha xN = {xyk | k ∈ N} per ogni x ∈M .
Consideriamo la mappa f : N → M , deﬁnita da f(k) = xyk per ogni
k ∈ N. L'immagine della mappa f è la classe laterale sinistra di x
modulo il sottomonoide ciclico 〈y〉 = {yk | k ∈ N} di M generato da y.
Siano A e B due insiemi, consideriamo la mappa f : A → B, allora
esiste una relazione di equivalenza ∼f su A deﬁnita, per ogni a, a′ ∈ A,
da a ∼f a′ se f(a) = f(a′). Questa relazione è detta la relazione di
equivalenza su A associata a f .
4
Lemma 1.2. Sia M un monoide moltiplicativo ﬁnito e siano x, y ∈ M .
Sia f : N→M la mappa deﬁnita da f(k) = xyk, per ogni k ∈ N. Allora
la relazione di equivalenza ∼f associata a f è una delle equivalenze ∼t,`,
per opportuni t, ` ∈ N, con ` ≥ 1.
Dimostrazione. Sia s ∈ N il più piccolo intero tale che xyt = xys per
un opportuno t ∈ N, t < s. Sia ` = s − t. Per come abbiamo scelto
s, gli elementi x, xy, . . . , xys−1 sono tutti distinti e, in particolare, t e `
sono univocamente determinati. Per ogni k ≥ 0, xyt+k = xyt+`+k, perché
xyt = xys e s = t + `, ovvero, per ogni k ≥ 0, f(t + k) = f(t + ` + k).
Da cui, [t+ k]∼f ⊇ {t+ k, t+ k + `, t+ k + 2`, . . . } = [t+ k]∼t,` , dunque
i ∼t,` j ⇒ i ∼f j. Viceversa, supponiamo xyi = xyj, cioè f(i) = f(j).
Esistono i′ < t + ` e j′ < t + ` tali che i′ ∼t,` i e j′ ∼t,` j. Per quanto
visto sopra, xyi
′
= xyi = xyj = xyj
′
. Poiché i′, j′ < s, per la minimalità
di s, si ha i′ = j′. Dunque i ∼t,`.
La classe laterale x〈y〉 può quindi essere rappresentata da un ciclo
con una coda, come nella Figura 1.2.
Esempio 1.1. Sia M = Z/14Z. Consideriamo y = 10 = 10 + 14Z. Si
ha 〈y〉 = {1, 10, 2, 6, 4, 12, 8}. Vediamo le classi laterali x〈y〉 al variare di
x ∈ Z/14Z.
x〈y〉: x = 0, x〈y〉 = {0}
x = 3, x〈y〉 = {3, 2, 6, 4, 12, 8, 10}
x = 2, x〈y〉 = {2, 6, 4, 12, 8, 10}
x = 7, x〈y〉 = {7, 0}
Queste classi laterali possono essere rappresentate nel seguente modo:
Figura 1.3: Le classi laterali di 〈10〉
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Nelle ipotesi del Lemma 1.2, diciamo che ∼t,` è il tipo di periodicità
della classe laterale xN di x modulo N . In particolare, per x = 1, deﬁ-
niamo allo stesso modo il tipo di periodicità del monoide ciclico N = 〈y〉.
Chiaramente si ha N ∼= N/∼t,`.
Come abbiamo detto, le congruenze del monoide additivo N sono
le relazioni di equivalenza ∼t,`, con t ≥ 0 e l ≥ 1, e l'uguaglianza =.
Possiamo deﬁnire un ordine parziale sull'insieme Cong(N), ponendo
∼ ≤ ' se, per ogni n,m ∈ N, n ∼ m⇒ n ' m.
Allora l'elemento minimo di Cong(N) è l'uguaglianza =, e l'elemento
massimo è la congruenza banale ∼0,1. Inoltre, ∼t,`≤∼t′,`′ se e solo se
t′ ≤ t e `′ | `. Concludiamo quindi che l'insieme Cong(N) è un reticolo.
Lemma 1.3. Sia N = 〈y〉 un sottomonoide ciclico di un monoide ﬁnito
M . Siano a, s ∈ M . Allora il tipo di periodicità della classe laterale aN
è minore o uguale al tipo di periodicità della classe laterale saN .
Dimostrazione. Consideriamo la mappa f : N → M , deﬁnita come
f(k) = ayk per ogni k ∈ N, e la mappa g : M → M , deﬁnita come
g(z) = sz per ogni z ∈ M . Allora la mappa g ◦ f : N → M è deﬁnita
come g ◦ f(k) = sayk per ogni k ∈ N. Per le relazioni di equivalenza
associate alle funzioni, si ha ∼f ≤ ∼g◦f , ovvero n ∼f m⇒ n ∼g◦f m per
ogni m,n ∈ N.
Lemma 1.4. Se una successione r0, r1, . . . è periodica di periodo ` ≥ 1
ed periodica di periodo `′ ≥ 1, allora è periodica di periodo mcd(`, `′).
Dimostrazione. Se ` divide `′ o se `′ divide ` è ovvio. Supponiamo allora
che ` non divida `′ e che `′ non divida `. Sia `′′ = mcd(`, `′), per l'identità
di Bézout, esistono due interi a, b ∈ Z tali che `′′ = a` + b`′. Poiché
`′′ < `, `′, allora a < 0 o b < 0. Possiamo assumere b < 0, dunque a > 0.
Allora, per ogni n, k ≥ 0, rn+k`′′ = rn+ka`+kb`′ , ma rn+ka`+kb`′ = rn+ka`,
per la periodicità in `′, e rn+ka` = rn, per la periodicità in `. Quindi
rn+k`′′ = rn, la sequenza è periodica di periodo `′′.
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Da questo Lemma seguono due risultati.
Corollario 1.5. Se una successione r0, r1, . . . è periodica di periodo ` a
partire da rt in poi, e periodica di periodo `
′ a partire da rt′ in poi, allora
è anche periodica di periodo `′′ a partire da rt′′ in poi, dove t′′ = min{t, t′}
e `′′ = mcd(`, `′).
Corollario 1.6. Se una successione r0, r1, . . . è periodica da un certo
punto in poi, allora esistono due interi minimi t ≥ 0 e ` ≥ 1 tali che la
sequenza sia periodica di periodo ` a partire da rt in poi. Inoltre, per ogni
altra coppia di interi t′ ≥ 0 e `′ ≥ 1, si ha che la sequenza è periodica di




Numeri razionali, numeri reali,
periodicità
2.1 Rappresentazione decimale di un reale
Un numero reale positivo α può essere rappresentato in notazione deci-
male come
α = dN . . . d1d0, d−1d−2 . . . ,












i è la parte intera di α e
∑∞
i=1 d−i10
−i è la parte fra-
zionaria di α.
Proposizione 2.1. Un numero reale positivo scritto in notazione deci-
male α = dN . . . d1d0, d−1d−2 . . . , è razionale se e solo se le cifre di si
ripetono periodicamente a partire da un certo indice in poi.
Dimostrazione.
(⇐) Supponiamo che la sequenza dN , . . . , d0, d−1, . . . sia periodica a par-
tire da un certo indice in poi, ovvero supponiamo che, dopo d−t, le
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cifre d−t−1, . . . , d−t−` si ripetano ciclicamente. Lo scriviamo nella
forma
α = dN . . . d0, d−1 . . . d−td−t−1 . . . d−t−`
con t ≥ 0 e ` ≥ 1. Allora possiamo calcolare
α · 10t = (dN . . . d1d0d−1 . . . d−t) + 0, d−t−1 . . . d−t−`
e
α · 10t+` = (dN . . . d1d0d−1 . . . d−t−`) + 0, d−t−`−1 . . . d−t−2`
= (dN . . . d1d0d−1 . . . d−t−`) + 0, d−t−1 . . . d−t−`.
Da cui si ha
α10t+` − α10t =(dN . . . d1d0d−1 . . . d−t−`) +
− (dN . . . d1d0d−1 . . . d−t)
e questo è un intero che possiamo chiamare A ∈ Z. Allora
α10t+` − α10t = A
⇒ α = A
10t+` − 10t ∈ Q
(⇒) Sia α = m
n
∈ Q, con m,n ∈ N∗. Vogliamo scrivere α in notazione
decimale. Procediamo induttivamente.
Passo zero: tramite divisione Euclidea, dividiamo m per n e tro-
viamo m = a0n+ r0, con a0, r0 ∈ Z e 0 ≤ r0 < n
Consideriamo ora 10r0, poiché r0 < n, allora 10r0 < 10n, dunque
il quoziente di 10r0 per n è un numero naturale minore di 10.
Passo uno: dividiamo 10r0 per n e troviamo 10r0 = a1n + r1, con
0 ≤ a1 < 10 e 0 ≤ r1 < n.
Iterando, arriviamo al Passo i: dividiamo 10ri−1 per n e troviamo




















quindi la rappresentazione decimale della parte frazionaria di α è
, a1a2 . . . . Dobbiamo dimostrare che la sequenza di cifre a1, a2, . . .
è periodica da un certo punto in poi.
Ora, per quanto visto, m ≡ r0 mod n e 10ri−1 ≡ ri mod n per
ogni i ≥ 1, allora ri ≡ m10i mod n per ogni i ≥ 0. Allora le
classi r0, r1, . . . di congruenza modulo n sono elementi della classe
laterale m〈10〉 in Z/nZ. Per cui, come abbiamo visto, gli elementi
ri ∈ Z/nZ sono periodici da un certo punto in poi. Dato che
0 ≤ ri < 0 per ogni i ≥ 0, allora ri = ri in Z/nZ, dunque anche
la sequenza r0, r1, . . . è periodica da un certo punto in poi. Ma
10ri−1 = ain+ri per ogni i ≥ 1, quindi anche la sequenza a1, a2, . . .
è periodica da un certo punto in poi.
La dimostrazione prova che i numeri razionali α ∈ (0, 1) possono
essere rappresentati come un ciclo con una coda.
Esempio 2.1. Sia α = 122241
222220
∈ Q. Il numero razionale α ha rappre-
sentazione decimale α = 0, 5500900 e può essere rappresentato nel modo
seguente:
Figura 2.1: Rappresentazione del numero razionale α = 122241
222220
Deﬁnizione 2.1. Sia α un numero razionale positivo. Se t ≥ 0 e ` ≥ 1
sono i più piccoli interi per cui α può essere scritto nella forma
α = dNdN−1 . . . d1d0,a1a2 . . . atat+1at+2 . . . at+`,
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diremo che la congruenza ∼t,` di N è il tipo di periodicità di α. Quindi
t ≥ 0 e ` ≥ 1 sono i più piccoli interi tali che
per ogni i, j ∈ N, i ∼t,` j ⇒ ai+1 = aj+1.
La congruenza ∼t,` è la più grande congruenza in N con questa pro-
prietà, ovvero, la parte frazionaria di α non può essere scritta in notazione
decimale con meno di t+ ` cifre.
Teorema 2.2. Sia ∼t,` il tipo di periodicità di α = mn , con m,n ∈ N∗,
t ≥ 0 e ` ≥ 1. Allora la mappa f : N→ Z/nZ, deﬁnita da f(k) = m ·10k
per ogni k ∈ N, ha come immagine la classe laterale m〈10〉 di m modulo il
sottomonoide ciclico di Z/nZ generato da 10 e la relazione di equivalenza
associata a f è ∼t,`. In particolare, esiste una biiezione canonica tra
N/ ∼t,` e m〈10〉, in modo tale che il tipo di periodicità di m〈10〉 coincide
con il tipo di periodicità di α.
Dimostrazione. Banalmente si vede che l'immagine della mappa f è la
classe laterale m〈10〉, per deﬁnizione.
Quindi dobbiamo solo mostrare che la relazione di equivalenza associata a
f è la relazione∼t,`. Come nella dimostrazione della Proposizione 2.1, con
la divisione euclidea, otteniamo le cifre a1, a2, . . . della parte frazionaria
di α, con m = a0n+ r0 e 10ri−1 = ain+ ri per ogni i ≥ 1, da cui si vede
che ri ≡ m10i mod n per ogni i ≥ 0. Dunque f(i) = m · 10i = ri per
ogni i ≥ 0.
Per mostrare che ∼t,` è la relazione di equivalenza associata a f ,
dimostriamo che tutti gli r0, . . . , rt+`−1 sono distinti e che rt+k = rt+`+k
per ogni k ≥ 0.
Mostriamo che gli r0, . . . , rt+`−1 sono tutti distinti. Per assurdo, sup-
poniamo esistano 0 ≤ i < j ≤ t+ `− 1 tali che ri = rj. Allora, per come
sono deﬁnite la sequenza delle cifre a1, a2, . . . e quella dei resti r0, r1, . . . ,
segue che ai+1 = aj+1 e ri+1 = rj+1. Iterando si trova che ai+k = aj+k
per ogni k ≥ 0. Allora la congruenza ∼i,j−i è tale che, per ogni s, u ∈ N,
s ∼i,j−i u ⇒ as+1 = au+1. Per la minimalità di t e ` si ha che t ≤ i e
` ≤ j − i, da cui t+ ` ≤ j e questa è una contraddizione.
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= dNdN−1 . . . d1d0,a1a2 . . . atat+1 . . . at+`.
Allora
α · 10t+k = dNdN−1 . . . d1d0a1 . . . at+k, at+k+1 . . . at+`+k+1
e
α · 10t+`+k = dNdN−1 . . . d1d0a1 . . . at+`+k, at+`+k+1 . . . at+2`+k+1
= dNdN−1 . . . d1d0a1 . . . at+`+k, at+k+1 . . . at+`+k+1,
da cui si ha che
α10t+`+k − α10t+k = dNdN−1 . . . d1d0a1 . . . at+`+k +
− dNdN−1 . . . d1d0a1 . . . at+k.
Chiamiamo A l'intero ottenuto, A ∈ Z. Allora
m10t+`+k −m10t+k = nA.
Poiché, come abbiamo visto, ri ≡ m10i mod n, si ha
rt+`+k − rt+k ≡ m10t+`+k −m10t+k = nA ≡ 0 mod n,
allora rt+`+k ≡ rt+k mod n, ma ri < n per ogni i ≥ 0, da cui otteniamo
che, per ogni k ≥ 0, vale
rt+`+k = rt+k.
Questo Teorema determina il collegamento tra la rappresentazione
decimale dei numeri razionali e le classi laterali di monoidi ciclici.
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2.2 Criteri di divisibilità
In questa sezione vogliamo studiare le proprietà dei razionali del tipo 1
n
,
dove n ≥ 2 è un intero. Usiamo la stessa notazione della precedente
sezione: ∼t,` è il tipo di periodicità di 1n , 10ri−1 = ain+ri con 0 ≤ ri < n
per ogni i ≥ 1 e r0 = 1, e ri ≡ 10i mod n per ogni i ≥ 0. In questo caso
particolare, la mappa considerata nel Teorema 2.1 è un omomorﬁsmo di
monoidi, segue quindi che esiste un isomorﬁsmo canonico tra il monoide
N/ ∼t,` e il sottomonoide ciclico 〈10〉 del monoide moltiplicativo Z/nZ.
Proposizione 2.3. Sia n ≥ 2 un intero e siano r0, r1, r2, . . . i resti delle
divisioni euclidee di 1, 10, 102, . . . per n. Allora la successione r0, r1, r2, . . .
ha le seguenti proprietà:
(a) la successione è periodica da un certo punto in poi, con lo stesso
tipo di periodicità ∼t,` di 1n ;
(b) (Teorema di Pascal) un intero positivo m = dN . . . d0 ∈ Z, scritto





(a) Abbiamo visto che le seguenti aﬀermazioni sono equivalenti:
(1) ri = rj;






(4) i ∼t,` j, perché il monoide ciclico 〈10〉 e N/ ∼t,` sono isomorﬁ.
E da questo segue naturalmente la tesi del punto (a).









Da cui segue che m è divisibile per n (m ≡ 0 mod n) se e solo se∑N
i=0 diri lo è (
∑N
i=0 diri ≡ 0 mod n).
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La Proposizione 2.3 determina i Criteri di divisibilità di un intero m
per n. Questo procedimento è utile perché, a partire da m = dN . . . d0,
otteniamo un intero m′ =
∑N
i=0 ridi che, generalmente, è più piccolo di
m, e quindi più facile da analizzare. Nel caso questo numero fosse ancora
troppo grande, è possibile reiterare il procedimento applicandolo a m′ al
ﬁne di ottenere un numero ancora più piccolo, e così via.
In questo risultato si vede anche che la sequenza dei resti r0, r1, . . .
ha la stessa struttura di monoide ciclico delle cifre della parte frazionaria
di 1
n
, e del sottomonoide ciclico 〈10〉 di Z/nZ.
Esempio 2.2. Vediamo i Criteri di divisibilità in alcuni casi particolari.
Casi n = 2, 5, 10: In questi tre casi la sequenza dei resti è 1, 0, 0, . . . .
Quindi un intero positivo m = dN . . . d0, scritto in notazione decimale, è
divisibile per 2, 5 o 10 se e solo se
∑N
i=0 ridi = d0 è divisibile per 2, 5 o
10, rispettivamente. Il tipo di periodicità di 1
2
= 0, 50, 1
5
= 0, 20 e
1
10
= 0, 10 è ∼1,1.
Casi n = 4, 8: Se n = 4, la sequenza dei resti è 1, 2, 4, 0, 0, . . . , se n = 8
la sequenza dei resti è 1, 2, 4, 0, 0, . . . . Quindi un intero positivo
m = dN . . . d0, scritto in notazione decimale, è divisibile per 4 se e solo
se
∑N
i=0 ridi = d0 + 2d1 è divisibile per 4, ed è divisibile per 8 se e solo
se
∑N
i=0 ridi = d0 + 2d1 + 4d2 è divisibile per 8. Nella sequenza dei resti
ogni elemento può essere sostituito con un altro a lui congruente
modulo n. Se n = 4, 10 ≡ 2 mod 4 quindi d0 + 2d1 è divisibile per 4 se
e solo se d0 + 10d1 lo è, ovvero se e solo se d1d0, scritto in notazione
decimale, lo è. Analogamente, per n = 8, si ha 10 ≡ 2 mod 8 e 100 ≡ 4
mod 8, quindi m è divisibile per 8 se e solo se d2d1d0, scritto in
notazione decimale, lo è. Il tipo di periodicità di 1
4
= 0, 250 è ∼2,1 e
quello di 1
8
= 0, 1250 è ∼3,1.
Casi n = 3, 9: In questi due casi, la sequenza dei resti è 1, 1, 1 . . . .
Quindi un intero positivo m = dN . . . d0, scritto in notazione decimale, è




i=0 di è divisibile per 3
o 9. Il tipo di periodicità di 1
3
= 0, 3 e di 1
9
= 0, 1 è ∼0,1.
Caso n = 11: Per n = 11, la sequenza dei resti è 1, 10, 1, 10, . . . .
Sostituiamo i resti uguali a 10 con −1 ≡ 10 mod 11. Quindi un intero
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positivo m = dN . . . d0, scritto in notazione decimale, è divisibile per n




i=0(−1)idi è divisibile per 11, ovvero se e solo
se d0 + d2 + d4 + · · · ≡ d1 + d3 + d5 + . . . mod 11. Il tipo di periodicità
di 1
11
= 0, 09 è ∼0,2.
Casi n = 6, 12: Se n = 6, la sequenza dei resti è 1, 4, 4, 4, . . . , se n = 12
la sequenza dei resti è 1, 10, 4, 4, 4, . . . . Quindi un intero positivo
m = dN . . . d0, scritto in notazione decimale, è divisibile per 6 se e solo
se
∑N
i=0 ridi = d0 + 4
∑N
i=1 di è divisibile per 6, ed è divisibile per 12 se
e solo se
∑N
i=0 ridi = d0 − 2d1 + 4
∑N
i=2 ridi è divisibile per 12. Il tipo di
periodicità di 1
6
= 0, 16 è ∼1,1 e quello di 112 = 0, 083 è ∼2,1.
Caso n = 7: In questo caso la sequenza dei resti è periodica e ripete
periodicamente le cifre 1, 3, 2, 6, 4, 5, possiamo sostituire alcuni resti con
numeri congruenti modulo 7: la sequenza è 1, 3, 2,−1,−3,−2. Quindi
un intero positivo m = dN . . . d0, scritto in notazione decimale, è
divisibile per 7 se e solo se è divisibile per 7 anche il numero∑N
i=0 ridi = d0 + 3d1 + 2d2 − d3 − 3d4 − 2d5 + d6 + . . . . Il tipo di
periodicità di 1
7
= 0, 142857 è ∼0,6.
2.3 Numeri della forma 99 . . . 900 . . . 0
Sia α = 1
n
∈ Q, con n ∈ N∗. Per quanto visto nella dimostrazione della
Proposizione 2.1, possiamo scrivere
1
n
(10t+` − 10t) = A
per qualche A ∈ Z, dunque
nA = 10t+` − 10t = 99 . . . 9︸ ︷︷ ︸
` volte
00 . . . 0︸ ︷︷ ︸
t volte
.
Pertanto, ogni intero n ≥ 2 divide un intero della forma 99 . . . 900 . . . 0.





(a) 99 . . . 9︸ ︷︷ ︸
` volte
00 . . . 0︸ ︷︷ ︸
t volte
è il più piccolo intero della forma 9 . . . 90 . . . 0 divi-
sibile per n;
(b) per ogni a ≥ 1, b ≥ 0, l'intero n divide 99 . . . 9︸ ︷︷ ︸
a volte
00 . . . 0︸ ︷︷ ︸
b volte
se e solo se
` | a e t ≤ b.
Dimostrazione. Siano a ≥ 1 e b ≥ 0 interi. Allora n divide
99 . . . 9︸ ︷︷ ︸
a volte
00 . . . 0︸ ︷︷ ︸
b volte
= (10a − 1)10b = 10a+b − 10b
se e solo se 10a+b ≡ 10b mod n, ovvero se e solo se 10a+b = 10b nel
monoide moltiplicativo Z/nZ. Dato che il sottomonoide ciclico di Z/nZ
generato da 〈10〉 è isomorfo a N/ ∼t,`, allora 10a+b = 10b in Z/nZ se e
solo se t ≤ b e ` | a. E questo prova il punto (b).
La dimostrazione del punto (a) segue da quanto visto, infatti l'intero
99 . . . 9︸ ︷︷ ︸
` volte
00 . . . 0︸ ︷︷ ︸
t volte
è il più piccolo tra i numeri 9 . . . 9︸ ︷︷ ︸
a volte
0 . . . 0︸ ︷︷ ︸
b volte
con t ≤ b e
` | a.
Esempio 2.3. Sia n = 14. Si ha 1
14
= 0, 0714285, quindi 1
n
ha tipo di
periodicità ∼1,6 e dunque le cifre decimali della parte frazionaria possono
essere rappresentate come nella Figura 2.2 a sinistra, ovvero con una coda
di lunghezza 1 e un ciclo di lunghezza 6. La sequenza dei resti r0, r1, . . .
segue lo stesso schema delle cifre decimali, questa è infatti costituita da 1
e da 10, 2, 6, 4, 12, 8 che si ripetono ciclicamente, può essere rappresentata
come nella Figura 2.2 a destra.
Figura 2.2: Rappresentazione del numero 1
14
e della sequenza dei resti.
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Inoltre, per la Proposizione 2.4, 14 divide 9999990, infatti 9999990 =
14 · 714285, e questo è il più piccolo intero di questa forma divisibile per
14.
Osservazione 1. Il numero m tale che 99 . . . 9︸ ︷︷ ︸
` volte
00 . . . 0︸ ︷︷ ︸
t volte
sia uguale a mn è
m = a1 . . . at+` − a1 . . . at.
Infatti, se mn = 10t+` − 10t e 1
n
= 0, a1 . . . atat+1 . . . at+`, allora
m = (10t+` − 10t) · 0, a1 . . . atat+1 . . . at+` = a1 . . . at+` − a1 . . . at.
Possiamo riassumere alcuni dei risultati visti nella seguente Proposi-
zione:
Proposizione 2.5. Siano t ≥ 0 e ` ≥ 1 interi. Un razionale positivo
α ∈ Q+ ha tipo di periodicità ∼t,` se e solo se α può essere scritto nella
forma α = m
n
, dove:
(1) m è un intero positivo;
(2) n = 99 . . . 9︸ ︷︷ ︸
` volte
00 . . . 0︸ ︷︷ ︸
t volte
;
(3) t ≥ 1 se m non è multiplo di 10;






` volte︷ ︸︸ ︷
99 . . . 9





Osservazione 2. Sia c = `
p




10c − 1 =
p−1∑
i=0
10ci = 1 0 0 . . . 0︸ ︷︷ ︸
c−1 zeri
1 0 0 . . . 0︸ ︷︷ ︸
c−1 zeri
1 0 0 . . . 0︸ ︷︷ ︸
c−1 zeri
. . . 1 0 0 . . . 0︸ ︷︷ ︸
c−1 zeri︸ ︷︷ ︸
p−1blocchi della forma 100...0
1
con p− 1 blocchi della forma 100 . . . 0, ognuno dei quali con c− 1 zeri, e
termina con un ultimo 1.
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Dimostrazione.
(⇒) Sia α ∈ Q+ un razionale positivo con tipo di periodicità ∼t,`, con
t ≥ 0 e ` ≥ 1 i più piccoli interi tali che la rappresentazione decimale
della parte frazionaria di α sia ,a1a2 . . . atat+1at+2 . . . at+`. Abbiamo
visto nella dimostrazione della dimostrazione della Proposizione 2.1
che si può scrivere α = m
10t+`−10t , con m ∈ Z. E questo prova i punti
(1) e (2).
Sia t ≥ 1, per assurdo, supponiamo m sia un multiplo di 10. Allora
m = 10m′, per un opportuno m′ ∈ N, dunque
α =
m
10t+` − 10t =
m′
10t+`−1 − 10t−1 .
Per cui la parte frazionaria di α, in notazione decimale, può es-
sere scritta con t − 1 cifre prima delle cifre periodiche, e questo
contraddice la minimalità di t.
Inﬁne, sia p un fattore primo di `. Poniamo c = `
p
. Per assurdo





10c − 1 ,
per qualche intero m′ ∈ N. Si ha quindi
α =
m
10t+` − 10t =
m′
(10c − 1)10t .
Allora α ha tipo di periodicità ∼t,c′ , ma ∼t,c′ ≥ ∼t,c > ∼t,`, che è
una contraddizione per la minimalità di t ed `.
(⇐) Sia α = m
n
∈ Q, con m,n ∈ N∗ che soddisfano le proprietà (1)-(4).
Per dimostrare che il tipo di periodicità di α è ∼t,`, per il Teorema
2.2, dobbiamo provare che il tipo di periodicità della classe laterale
m〈10〉 del monoide moltiplicativo Z/nZ è ∼t,`. Ora n = 10t+`−10t
divide m(10t+`−10t), quindi la sequenza m10i in Z/nZ è periodica
di periodo ` a partire da m10
t
in poi. Per assurdo, supponiamo
che la periodicità non sia ∼t,`, per il Corollario 1.6, ci sono due




sequenza è periodica di periodo d, con d | ` e d < `. Nel primo
caso, t ≥ 1 e n divide m(10t+`−1 − 10t−1), per cui 10 divide m, ma
questo contraddice il punto (3). Nel secondo caso, assumiamo la
sequenza m10
i
sia periodica di periodo d da m10
t
in poi. Se p è
un divisore primo di c = `
d
, allora esiste `′ ∈ N tale che p`′ = `
d
.
Perciò c è un multiplo di d, la sequenza è periodica di periodo c
a partire da m10
t
in poi. Quindi n divide m(10t+c − 10t), per cui
10`−1
10c−1 divide m. E questo contraddice la proprietà (4).
2.3.1 Fattori primi e periodicità
Scomponiamo un intero n ≥ 2 in fattori primi. Poiché stiamo lavorando
in base 10, si può pensare che i primi 2 e 5 abbiano una rilevanza diversa





dove e2 e e5 sono interi non-negativi, P è un insieme ﬁnito di numeri
primi diversi da 2 e 5, e ep è un intero positivo, per ogni p ∈ P .
Proposizione 2.6. Sia n ≥ 2 un intero e sia ∼t,` il tipo di periodicità di
1
n
. Allora t = max{e2, e5} e ` è un divisore di mcm{ pep−pep−1 | p ∈ P }.
Dimostrazione. Ricordiamo che gli interi t ≥ 0 e l ≥ 1 sono tali che il
sottomonoide ciclico 〈10〉 di Z/nZ è isomorfo al monoide N/ ∼t,`.
Per il Teorema Cinese del Resto, si ha l'isomorﬁsmo canonico




Da cui, 10i ≡ 10j mod n se e solo se la congruenza 10i ≡ 10j è soddi-
sfatta modulo 2e2 , modulo 5e5 e modulo pep per ogni p ∈ P .
Ovviamente, 10i−j ≡ 0 mod 2e2 se e solo se i− j ≥ e2, cioè 10i ≡ 10j
mod 2e2 , se e solo se i ∼e2,1 j. Analogamente, 10i ≡ 10j mod 5e5 se e
solo se i ∼e5,1 j.
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Per p ∈ P , ovvero per un primo p coprimo con 10, la classe di 10
è invertibile in Z/pepZ. Poiché il gruppo degli elementi invertibili è un
gruppo ciclico di ordine pep − pep−1, se i ≡ j mod pep − pep−1 allora
10i ≡ 10j mod pep , da cui segue la tesi.
Osservazione 3. Sia n = 2e25e5
∏
p∈P p




ep − pep−1). Per la Proposizione 2.6, 1
n
può es-
sere scritto, in notazione decimale, come 0, a1a2 . . . atat+1 . . . at+c, e la
sequenza dei resti r0, r1, . . . consiste in t interi distinti r0 = 1, r1, . . . , rt−1
e c interi che si ripetono periodicamente. Inoltre n divide il numero
99 . . . 9︸ ︷︷ ︸
c volte
00 . . . 0︸ ︷︷ ︸
t volte
.
Vogliamo mostrare che esiste una relazione tra il gruppo moltiplicati-
vo Q+ e il reticolo Cong(N) delle congruenze in N. Il gruppo moltiplica-
tivo Q+ è un gruppo abeliano parzialmente ordinato rispetto all'ordine
, deﬁnito da α  β se β
α
∈ N∗, per ogni α, β ∈ Q+. Dunque (Q+,) è
un reticolo, infatti se α, β ∈ Q+, α = m
n
e β = m
′
n′ , con m,n,m
′, n′ ∈ N∗,
allora
α ∨ β = mcm{m,m
′}
n




L'ordine parziale indotto da  sul sottomonoide N∗ di Q+ è l'ordine
parziale di divisibilità |.
Consideriamo la funzione F : Q+ → Cong(N), deﬁnita da F (α) =∼t,`,
dove ∼t,` è il tipo di periodicità di α. Mostriamo che F è un morﬁsmo
di insiemi parzialmente ordinati, ovvero è una mappa crescente. Siano
α, β ∈ Q+, con α  β, allora α = m
n
e β = ms
n
, per m,n, s ∈ N∗. Il tipo
di periodicità ∼t,` di α è lo stesso della classe laterale m〈10〉 di Z/nZ, e
il tipo di periodicità ∼t′,`′ di β è lo stesso della classe laterale ms〈10〉 di
Z/nZ. Dunque, per il Lemma 1.3, ∼t,` ≤ ∼t′,`′ .
Da questo segue che, per un ﬁssato elemento α ∈ Q+, gli elementi
β ∈ Q+ tali che α  β, ovvero β = sα per un qualche s ∈ N∗, hanno solo
un numero ﬁnito di possibili tipi di periodicità. Infatti, come abbiamo
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visto, ∼t,` ≤ ∼t′,`′ se e solo se t′ ≤ t e `′ | ` e, ovviamente, c'è solo un
numero ﬁnito di possibilità per t′ e `′. Si osservi che la funzione F non











= 1, F (1
2
) =∼1,1, F (15) =∼1,1, ma F (1) =∼0,1.
Osservazione 4. I risultati di questo capitolo fanno riferimento alla nota-
zione decimale, ovvero al fatto che è stata usata la base b = 10. Gli stessi
risultati possono essere estesi ad ogni altra base b ≥ 2, considerando il








Passiamo ora alla parte originale della tesi. Vogliamo vedere come i risul-
tati dell'articolo [1], presentati nei precedenti due capitoli, possano essere
estesi sostituendo l'anello Z con l'anello k[x] dei polinomi a coeﬃcienti
in un campo k.
3.1 Relazione tra quozienti di polinomi e se-
rie formali di Laurent
Sia k un campo. Consideriamo gli anelli di polinomi in x e in x−1 a












Deﬁnizione 3.1. Sia k un campo. Consideriamo l'anello k[[x]] delle serie
formali a coeﬃcienti in k. Il suo campo delle frazioni è l'anello k((x))
delle serie formali di Laurent, ovvero delle serie del tipo




i , ai ∈ k , n ∈ N.
Proposizione 3.1. Sia k un campo ﬁnito. Un quoziente di polinomi
α(x) = m(x)
n(x)
, con m(x), n(x) ∈ k[x], n(x) 6= 0, può essere scritto come
serie di Laurent in x−1, ovvero come elemento di k((x−1)). Inoltre, i
coeﬃcienti della serie trovata sono periodici a partire da un certo punto
in poi.
Dimostrazione. Sia α(x) = m(x)
n(x)
, con m(x), n(x) ∈ k[x], n(x) 6= 0. Per
scrivere α(x) come serie di Laurent procediamo induttivamente.
Passo zero: tramite divisione Euclidea, dividiamom(x) per n(x) e trovia-
mom(x) = a0(x)n(x)+r0(x), con a0(x), r0(x) ∈ k[x] e δ(r0(x)) < δ(n(x)),
dove δ(p(x)) indica il grado in x del polinomio p.
Consideriamo ora xr0(x), ovviamente δ(xr0(x)) ≤ δ(n(x)), dunque il
quoziente di xr0(x) per n(x) è un elemento del campo k.
Passo uno: dividiamo xr0(x) per n(x) e troviamo xr0(x) = a1n(x)+r1(x),
con a1 ∈ k, r1(x) ∈ k[x] e δ(r1(x)) < δ(n(x)).
Iterando, arriviamo al Passo i: dividiamo xri−1(x) per n(x) e troviamo




















e questo è proprio un elemento di k((x−1)).
La periodicità dei coeﬃcienti della serie trovata segue dalla deﬁnizio-
ne degli stessi. I coeﬃcienti sono infatti i quozienti delle divisioni euclidee
eﬀettuate. Dal momento che in ogni divisione i resti hanno grado stretta-
mente minore del grado di n(x) e poiché il campo k è ﬁnito, allora esiste
solo un numero ﬁnito di possibili resti, ovvero ci sono |k|δ(n(x)) possibili-
tà. Ad un certo punto si avrà necessariamente ri(x) = rj(x) per qualche
i, j ∈ N, i 6= j. Ne segue allora che ai+1 = aj+1 e, per la ricorsività, si ha
che ai+1+p = aj+1+p per ogni p ≥ 0.
Corollario 3.2. Sia k un campo ﬁnito. Un quoziente α(x) = m(x)
n(x)
, con
m(x), n(x) ∈ k[x], n(x) 6= 0, può essere scritto come serie di Laurent
in x, ovvero come elemento di k((x)). Inoltre, i coeﬃcienti della serie
trovata sono periodici a partire da un certo punto in poi.





, con a, b ∈ Z e p(x), q(x) ∈ k[x],












Applichiamo una sostituzione: y = 1
x
e consideriamo la frazione m
′(y)
n′(y) .
Procediamo induttivamente come nella dimostrazione precedente.
Passo zero: dividiamom′(y) per n′(y) e troviamom′(y) = b0(y)n′(y)+r0(y),
con b0(y), r0(y) ∈ k[y] e δ(r0(y)) < δ(n′(y)).
Consideriamo ora yr0(y), ovviamente δ(yr0(y)) ≤ δ(n′(y)), dunque il
quoziente di yr0(y) per n′(y) è un elemento del campo k.
Passo uno: dividiamo yr0(y) per n′(y) e troviamo yr0(y) = b1n′(y)+r1(y),
con b1 ∈ k, r1(y) ∈ k[y] e δ(r1(y)) < δ(n′(y)).
Iterando, arriviamo al Passo i: dividiamo yri−1(y) per n′(y) e troviamo































, z ∈ Z
e questo è proprio un elemento di k((x)).
La periodicità dei coeﬃcienti segue come nella Proposizione 3.1.
Esempio 3.1. Consideriamo il polinomio α(x) = 1
1−x . Studiamone lo
sviluppo in serie formale di Laurent come elemento di k((x−1)) e come
elemento di k((x)).
Svolgiamo i calcoli come nella precedenti dimostrazioni.
Vediamo prima lo svolgimento in k((x−1)). Abbiamo m(x) = 1 e
n(x) = 1− x.
Passo zero: dividiamo 1 per 1− x e troviamo 1 = 0 · (1− x) + 1, con
a0(x) = 0 e r0(x) = 1.
Passo uno: dividiamo x per 1− x e troviamo x = −1 · (1− x) + 1, con
a1 = −1 e r1(x) = 1.
Poiché r1(x) = 1 = r0(x), la divisione seguente è uguale, e, iterando, si
ha ri(x) = 1 e ai = −1 per ogni i ≥ 1.
Dunque
1
1− x = 0 +
1




















dunque, applicando la sostituzione y = 1
x
, si ha m′(y) = 1 e
n′(y) = y − 1.
Passo zero: dividiamo 1 per y − 1 e troviamo 1 = 0 · (y − 1) + 1, con
b0(y) = 0 e r0(y) = 1.
Passo uno: dividiamo y per y − 1 e troviamo y = 1 · (y − 1) + 1, con
b1 = 1 e r1(y) = 1.
Poiché r1(y) = 1 = r0(y), la divisione seguente è uguale, e, iterando, si















e sostituendo nuovamente x = 1
y
otteniamo




che è proprio la serie geometrica che ci aspettavamo.
Corollario 3.3. La periodicità dei coeﬃcienti della serie deﬁnita nella
Proposizione 3.1 vale per un campo k se e solo se il campo k è un campo
di caratteristica p algebrico sul suo campo fondamentale Fp.
Osservazione 5. Se k ha caratteristica p ed è algebrico su Fp, allora la
Proposizione 3.1 vale perchè k è unione diretta di campi ﬁniti, in quanto




Il sottocampo di k generato dai coeﬃcienti di m(x) e n(x) è ﬁnitamente
generato e dunque ﬁnito.
Negli altri casi la periodicità non vale:
- Se k non è algebrico.
Esempio 3.2. Abbiamo visto che 1
1−x = 1 + x+ x






= 1 + x−1 + x−2 + . . . .
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Sia ora τ un numero trascendente su Fp e consideriamo l'estensione












x− 1 = 1 + τx
−1 + τ 2x−2 + τ 3x−3 + . . .
questa serie ha come coeﬃcienti τ, τ 2, τ 3, . . . , che sono tutti distinti
in Fp(τ). Infatti, se così non fosse, ovvero se τ r = τ s per qualche
r 6= s, allora τ sarebbe radice del polinomio xr − xs ∈ Fp[x] e
dunque sarebbe algebrico.
- Se k ha caratteristica 0.
Esempio 3.3. Consideriamo il quoziente 1
1−2x−1 , si ha
1
1− 2x−1 = 1 + 2x
−1 + 4x−2 + 8x−3 + . . .
questa serie ha come coeﬃcienti 1, 2, 4, 8, . . . che sono tutti distinti.
Il viceversa dei risultati visti vale anche nel caso generale di un campo
k qualsiasi.




∈ k((x−1)) una serie di Laurent con i coeﬃcienti periodici da un certo
punto in poi, ovvero esistono t, ` ∈ N, ` ≥ 1, tali che aj+` = aj per
ogni j ≥ t. Allora α(x) può essere scritto come quoziente di polinomi
α(x) = m(x)
n(x)
, con m(x), n(x) ∈ k[x], n(x) 6= 0.
Dimostrazione. Sia α(x) = dnxn + · · · + d0 +
∑∞
i=1 aix
−i ∈ k((x−1)) tale
che esistono t, ` ∈ N, ` ≥ 1, per cui aj+` = aj per ogni j ≥ t.
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Allora possiamo calcolare






n+t + · · ·+ d0xt + a1xt−1 + · · ·+ at + at+1x−1+
+ at+2x
−2 + · · ·+ at+`x−` + at+`+1x−`−1 + . . .
= dnx
n+t + · · ·+ d0xt + a1xt−1 + · · ·+ at + at+1x−1+
+ at+2x
−2 + · · ·+ atx−` + at+1x−`−1 + . . .
e






n+t+` + · · ·+ d0xt+` + a1xt+`−1 + · · ·+ atx`+
+ at+1x
`−1 + · · ·+ at+` + at+`+1x−1 + . . .
= dnx
n+t+` + · · ·+ d0xt+` + a1xt+`−1 + · · ·+ atx`
+ at+1x
`−1 + · · ·+ at + at+1x−1 + . . . .
Da cui si ha che
α(x)xt+` − α(x)xt = dnxn+t+` + · · ·+ d0xt+`+
− dnxn+t − · · · − d0xt+
+ a1x
t+`−1 + · · ·+ at−1x`+1+
− a1xt−1 − · · · − at−1x+
+ atx
` + · · ·+ at+`−1x,
e questo è un polinomio a coeﬃcienti in k, diciamo p(x) ∈ k[x]. Allora
α(x)xt+` − α(x)xt = p(x)
⇒ α(x) = p(x)
xt+` − xt ∈ k(x)
Possiamo riassumere i risultati trovati nel seguente Teorema.
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Teorema 3.5. Sia k un campo di caratteristica p algebrico su Fp. Una
serie di Laurent α(x) = a−nx−n + · · · + a0 +
∑∞
i=1 aix
i ∈ k((x)) è un
elemento di k(x), ovvero può essere scritta come quoziente di due poli-
nomi α(x) = m(x)
n(x)
, con m(x), n(x) ∈ k[x], n(x) 6= 0, se e solo se i suoi
coeﬃcienti ai si ripetono periodicamente da un certo punto in poi.
3.1.1 Periodicità in serie formali di Laurent
Consideriamo un campo k di caratteristica p algebrico su Fp. Come
abbiamo visto, la periodicità dei coeﬃcienti delle serie di Laurent si trova
nei coeﬃcienti dei termini in xi per le serie di k((x)) e nei coeﬃcienti dei
termini in x−i per le serie di k((x−1)), i ≥ 0. D'ora in poi considereremo




∈ k((x)) con δ(m(x)) < δ(n(x))∈ k((x−1)) con δ(m(x)) > δ(n(x)).
Deﬁnizione 3.2. Sia α(x) ∈ k(x) e siano t ≥ 0 e ` ≥ 1 i più piccoli
interi per cui α(x) può essere scritto nella forma
α(x) = a0(x) + a1x
−1 + · · ·+ atx−t + at+1x−t−1 + · · ·+ at+`x−t−`,
dove la parte barrata indica la sequenza dei coeﬃcienti che si ripetono
periodicamente. Diciamo che la congruenza ∼t,` è il tipo di periodicità
di α(x). Equivalentemente, t ≥ 0 e ` ≥ 1 sono i più piccoli interi tali che
per ogni i, j ∈ N, i ∼t,` j ⇒ ai+1(x) = aj+1(x).
Esempio 3.4. Calcoliamo lo sviluppo in serie di Laurent del quoziente
α(x) =
x3 + x2 + 1
x7 − x2 ∈ k(x).
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Divisioni: a0 = 0 r0(x) = x3 + x2 + 1
a1 = 0 r1(x) = x
4 + x3 + x
a2 = 0 r2(x) = x
5 + x4 + x2
a3 = 0 r3(x) = x
6 + x5 + x3
a4 = 1 r4(x) = x
6 + x4 + x2
a5 = 1 r5(x) = x
5 + x3 + x2
a6 = 0 r6(x) = x
6 + x4 + x3
a7 = 1 r7(x) = x
5 + x4 + x2 = r2(x)
Dunque t = 2 e ` = 5, il suo sviluppo in serie di Laurent è
α(x) = x−4 + x−5 + x−7 + x−9 + x−10 + x−12 + x−14 + x−15 + . . .
= 0 · x−3 + 1 · x−4 + 1 · x−5 + 0 · x−6 + 1 · x−7 ∈ k((x−1)).
e può essere rappresentato nel modo seguente
Figura 3.1: Rappresentazione del quoziente α(x) = x
3+x2+1
x7−x2
Teorema 3.6. Sia ∼t,` il tipo di periodicità del quoziente di polinomi
α(x) = m(x)
n(x)
, con m(x), n(x) ∈ k[x], n(x) 6= 0, e t ≥ 0, ` ≥ 1. Allora
la mappa f : N → k[x]/(n(x)), deﬁnita da f(k) := m(x) · xk per ogni
k ∈ N, ha come immagine la classe laterale m(x)〈x〉 di m(x) modulo
il sottomonoide del monoide ciclico generato da x, e ∼t,` è la relazione
di equivalenza associata ad f . In particolare, c'è una biiezione canonica
tra N/∼t,` e la classe laterale m(x)〈x〉, quindi il tipo di periodicità della
classe laterale m(x)〈x〉 coincide con il tipo di periodicità di α(x) = m(x)
n(x)
.
Dimostrazione. Si prova facilmente che l'immagine della mappa f è la
classe laterale m(x)〈x〉.
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Perciò dobbiamo solo mostrare che la relazione di equivalenza associata
a f è la relazione ∼t,`. Come nella dimostrazione della Proposizione 3.1,
con la divisione euclidea tra polinomi, otteniamo i coeﬃcienti a1, a2, . . .
di α(x), con m(x) = a0(x)n(x) + r0(x) e xri−1 = ain(x) + ri(x) per ogni
i ≥ 1, da cui si vede che ri(x) ≡ xim(x) mod n(x) per ogni i ≥ 0.
Dunque, f(i) = m(x) · xi = ri per ogni i ≥ 0.
Per mostrare che ∼t,` è la relazione di equivalenza associata a f ,
basta dimostrare che tutti gli r0(x), . . . , rt+`−1(x) sono distinti e che
rt+k(x) = rt+`+k(x) per ogni k ≥ 0.
Mostriamo che gli r0(x), . . . , rt+`−1(x) sono tutti distinti. Per assurdo,
supponiamo esistano 0 ≤ i < j ≤ t+ `− 1 tali che ri(x) = rj(x). Allora,
per come sono deﬁniti i resti r0(x), r1(x), . . . e i coeﬃcienti a1, a2, . . . della
serie di Laurent associata, si ha ai+1 = aj+1 e ri+1(x) = rj+1(x). Iterando,
segue che ai+k = aj+k e ri+k(x) = rj+k(x) per ogni k ≥ 0. Dunque la
relazione ∼i,j−i è tale che, per ogni s, u ∈ N, s ∼i,j−i u ⇒ as+1 = au+1.
Per la minimalità di t e `, si ha che t ≤ i e ` ≤ j − i, da cui t + ` ≤ j e
questa è una contraddizione.




N+· · ·+d0+a1x−1+· · ·+atx−t+at+1x−t−1 + · · ·+ at+`x−t−`.
Allora
α(x) · xt+k = dNxN+t+k + · · ·+ at+k + at+k+1x−1 + · · ·+ at+`+k+1x−t−`−1
e
α(x) · xt+`+k = dNxN+t+`+k + · · ·+ at+`+k+
+ at+`+k+1x−1 + · · ·+ at+2`+k+1x−t−2`−1
= dNx
N+t+`+k + · · ·+ at+`+k+
+ at+k+1x−1 + · · ·+ at+`+k+1x−t−`−1.
Da cui si ha
α(x)xt+`+k−α(x)xt+k = dNxN+t+`+k+· · ·+at+`+k−dNxN+t+k−· · ·−at+k.
Chiamiamo p(x) il polinomio ottenuto, p(x) ∈ k[x].
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Allora
m(x)xt+`+k −m(x)xt+k = n(x)p(x).
Poiché, come abbiamo visto, ri(x) ≡ xim(x) mod n(x), si ha
rt+`+k(x)−rt+k(x) ≡ m(x)xt+`+k−m(x)xt+k = n(x)p(x) ≡ 0 mod n(x)
allora rt+`+k(x) ≡ rt+k(x) mod n(x), ma δ(ri(x)) < δ(n(x)) per ogni
i ≥ 0, da cui otteniamo che, per ogni k ≥ 0, vale
rt+`+k(x) = rt+k(x).
Come nel caso dei numeri razionali visto precedentemente, questo
Teorema ci dà la connessione tra i polinomi frazionari e le classi laterali
di monoidi ciclici.
3.2 Divisibilità di polinomi
In questa sezione vogliamo studiare le proprietà dei polinomi fraziona-
ri del tipo 1
n(x)
, dove n(x) ∈ k[x], n(x) 6= 0. Usiamo la stessa no-
tazione della precedente sezione: ∼t,` è il tipo di periodicità di 1n(x) ,
xri−1(x) = ain(x) + ri(x), con δ(ri(x)) < δ(n(x)) per ogni i ≥ 1 e
r0(x) = 1, e ri(x) ≡ xi mod n(x) per ogni i ≥ 0. In questo caso partico-
lare, la mappa considerata nel Teorema 3.6 è un omomorﬁsmo di monoidi,
segue quindi che esiste un isomorﬁsmo canonico tra il monoide N/∼t,` e
il sottomonoide ciclico 〈x〉 del monoide moltiplicativo k[x]/(n(x)).
3.2.1 Criteri di divisibilità per polinomi
Sia m(x) = a0+a1x+· · ·+anxn ∈ k[x] un polinomio. Sappiamo che x di-
videm(x) se e solo se il suo termine noto è nullo, ovvero se e solo se a0 = 0.
Più in generale, xs divide m(x) se e solo se a0 = a1 = · · · = as−1 = 0.
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Similmente, x− 1 divide m(x) se e solo se∑ni=0 = 0, e x+ 1 divide m(x)
se e solo se
∑n
i=0(−1)iai = 0.
Questi semplici fatti seguono dal Teorema di Ruﬃni.
Teorema 3.7 (Teorema di Ruﬃni). Siano p(x) ∈ k[x] e a ∈ k. Allora
a è radice di p(x) se e solo se il polinomio x − a divide p(x) nell'anello
k[x].
Dimostrazione. Supponiamo a ∈ k sia radice di p(x). Dividiamo p(x)
per x − a e otteniamo p(x) = q(x)(x − a) + r(x), con q(x), r(x) ∈ k[x]
e δ(r(x)) < δ(x − a). Ma δ(x − a) = 1, quindi δ(r(x)) = 0, ovvero
r(x) = r è un elemento di k. Si ha dunque p(x) = q(x)(x − a) + r,
con q(x) ∈ k[x] e r ∈ k. Poiché a è radice del polinomio p(x), si ha
0 = p(a) = q(a)(a− a) + r = r. Segue che p(x) = q(x)(x− a), cioè x− a
divide p(x).
Viceversa, supponiamo che x−a divida p(x), allora p(x) = q(x)(x−a)
per un opportuno q(x) ∈ k[x]. Allora p(a) = q(a)(a− a) = 0, ovvero a è
radice di p(x).
Un altro modo per provare gli esempi visti sopra è il seguente Criterio
di divisibilità per polinomi. Questo criterio è l'equivalente del Criterio di
divisibilità di Pascal per i numeri interi visto nella Sezione 2.2.
Proposizione 3.8. Sia k un campo di caratteristica p algebrico su Fp.
Sia n(x) ∈ k[x], n(x) 6= 0, un polinomio e siano r0(x), r1(x), . . . i resti
delle divisioni di 1, x, . . . per n(x). Allora la sequenza r0(x), r1(x), . . . ha
le seguenti proprietà:
(a) la successione è periodica da un certo punto in poi, con lo stesso
tipo di periodicità ∼t,` di 1n(x) ;
(b) (Teorema di Pascal) un polinomiom(x) = dNxN+· · ·+d1x+d0 ∈ k[x]
è divisibile per n(x) se e solo se
∑N
i=0 ri(x)di = 0.
Dimostrazione.
(a) Abbiamo visto che le seguenti aﬀermazioni sono equivalenti:
(1) ri(x) = rj(x);
(2) ri(x) = rj(x) in k[x]/(n(x));
(3) xi = xj in k[x]/(n(x));
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(4) i ∼t,` j, perché il monoide ciclico 〈x〉 e N/∼t,` sono isomorﬁ.
E da questo segue naturalmente la tesi del punto (a).









Da cui si ha che m(x) è divisibile per n(x) se lo è
∑N
i=0 diri(x), ma
questo polinomio, per la deﬁnizione dei resti ri(x), ha grado stret-
tamente minore di n(x), quindi l'unica possibilità è che la somma
sia nulla, ovvero che
∑N
i=0 diri(x) = 0.
Esempio 3.5. Sia k = F5, consideriamo n(x) = x5 − x3 ∈ k[x] e sia
m(x) = x10 + x9 − 2x8 + x7 + x6 − x5 − x3 ∈ k[x]. Vogliamo vedere che




Divisioni: a0 = 0 r0(x) = 1
a1 = 0 r1(x) = x
a2 = 0 r2(x) = x
2
a3 = 0 r3(x) = x
3
a4 = 0 r4(x) = x
4
a5 = 1 r5(x) = x
3 = r3(x)
Dunque t = 3 e ` = 2, ovvero 1
n(x)
ha tipo di periodicità ∼3,2. Abbiamo
visto che n(x) | m(x) se e solo se ∑10i=0 diri(x) = 0, si ha
10∑
i=0
diri(x) = 0 · 1 + 0 · x+ 0 · x2 + (−1) · x3 + 0 · x4 + (−1) · x3+
+ 1 · x4 + 1 · x3 + (−2) · x4 + 1 · x3 + 1 · x4
= −x3 − x3 + x4 + x3 − 2x4 + x3 + x4 = 0
e quindi la condizione del Criterio di divisibilità è soddisfatta.
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3.2.2 Radici di polinomi e divisibilità
Possiamo ridurci a un caso particolare con i polinomi di primo grado. Sia
m(x) = dNx
N + · · ·+ d1x+ d0 ∈ k[x], se α è una radice di m(x), allora,
per il Teorema di Ruﬃni, il polinomio n(x) = x− α divide m(x) in k[x].
Come nel caso di un polinomio n(x) qualsiasi, dobbiamo studiare il tipo
di periodicità ∼t,` di 1x−α :
1




























+ . . .















ha tipo di periodicità ∼1,1. Per cui l'unico resto che si ottiene
è r0(x) = 1, allora m(x) è divisibile per x se e solo se
∑N
i=0 ri(x)di =
d0r0(x) = d0 · 1 = d0 = 0, vale a dire, se e solo se ha termine noto nullo,
come ci si aspetta.














+ . . .
dunque 1
x−1 ha tipo di periodicità ∼0,1. Tutti i resti che si ottengono





i=0 di = 0, se e solo se la somma dei coeﬃcienti di
m(x) è nulla.













+ . . .
dunque 1
x+1
ha tipo di periodicità ∼0,2. Per cui i resti che si ottengono
sono r2i(x) = 1 e r2i+1(x) = −1 per ogni i ≥ 0, allora m(x) è divisibile




i=0(−1)idi = 0, cioè se e solo se
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la somma alternata dei coeﬃcienti di m(x) è nulla.














+ . . .
dunque 1
x−α ha tipo di periodicità ∼0,`, dove ` è l'ordine di α in k.
3.3 Polinomi della forma xa+b − xb
Sia k un campo di caratteristica p algebrico su Fp e sia α(x) = 1n(x) ∈ k(x),





xt+` − xt) = p(x)
per qualche p(x) ∈ k[x], dunque
xt+` − xt = n(x)p(x).
Pertanto, ogni polinomio n(x) ∈ k[x], n(x) 6= 0, divide un polinomio del
tipo xa+b − xb, con a, b ∈ N.




(a) xt+` − xt è il più piccolo polinomio della forma xa+b − xb divisibile
per n(x);
(b) per ogni a ≥ 1, b ≥ 0, il polinomio n(x) divide il polinomio xa+b−xb
se e solo se ` | a e t ≤ b.
Dimostrazione. Siano a ≥ 1 e b ≥ 0, il polinomio n(x) divide xa+b−xb se e
solo se xa+b ≡ xb mod n(x), ovvero, se e solo se xa+b = xb in k[x]/(n(x)).
Come abbiamo visto nel Teorema 3.6, il monoide ciclico generato da x in
k[x]/(n(x)) è isomorfo a N/∼t,`, segue quindi che xa+b = xb in k[x]/(n(x))
se e solo se t ≤ b e ` | a. E questo prova il punto (b).
La dimostrazione di (a) segue da quanto visto poiché xt+`−xt è il più
piccolo polinomio della forma xa+b − xb con t ≤ a e ` | b.
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Osservazione 6. L'ordine su k[x] considerato nella dimostrazione prece-
dente è la relazione di divisibilità.
(k[x], |) soddisfa le seguenti proprietà: per ogni p(x), q(x), r(x) ∈ k[x],
• Riﬂessività: p(x) | p(x)
• Transitività: p(x) | q(x) e q(x) | r(x)⇒ p(x) | r(x)
Non soddisfa l'antisimmetria: p(x) | q(x) e q(x) | p(x) ; p(x) = q(x).
Per esempio: sia k = F5 e siano p(x) = x + 1 e q(x) = 2x + 2, ovvia-
mente p(x) 6= q(x), ma p(x) | q(x) e q(x) | p(x), infatti q(x) = 2p(x) e
p(x) = 3q(x).
La relazione di divisibilità, dunque, è un preordine parziale in k[x].
Esempio 3.6. Sia k = F3, consideriamo n(x) = x4 + x2 ∈ k[x] e
calcoliamo il tipo di periodicità di 1
n(x)
.
Divisioni: a0 = 0 r0(x) = 1
a1 = 0 r1(x) = x
a2 = 0 r2(x) = x
2
a3 = 0 r3(x) = x
3
a4 = 1 r4(x) = −x2
a5 = 0 r5(x) = −x3
a6 = −1 r6(x) = x2 = r2(x)
Dunque t = 2 e ` = 4, ovvero 1
n(x)
ha tipo di periodicità ∼2,4.
Figura 3.2: Rappresentazione del quoziente 1
x4+x2
.































+ . . .
= x−4 − x6 + x−8 − x−10 + x−12 − x−14 + . . .














x6 − x2) = x2 − 1
⇔ x6 − x2 = (x4 + x2)(x2 − 1)
Dunque n(x) | x6 − x2.
Siano a = 8 e b = 3, si ha t ≤ b e ` | a, consideriamo quindi il polino-
mio x11−x3. Poiché a e b soddisfano le ipotesi della Proposizione 3.9, n(x)
divide questo polinomio. Si ha infatti x11−x3 = (x4+x2)(x7−x5+x3−x).
Sia k un campo di caratteristica p algebrico su Fp, possiamo riassu-
mere alcuni dei risultati visti nella seguente Proposizione:
Proposizione 3.10. Siano t ≥ 0 e ` ≥ 1. Un polinomio frazionario




(1) m(x) ∈ k[x];
(2) n(x) = xt+` − xt;
(3) t ≥ 1, se m(x) non è divisibile per x;






Osservazione 7. Sia p un primo che divide `, poniamo c = `
p
, il quoziente
del punto (4) può essere scritto come prodotto di polinomi ciclotomici:
x` − 1












xc − 1 =
p−1∑
i=0
xci = 1 + xc + · · ·+ xc(p−1).
Dimostrazione.
(⇒) Sia α(x) ∈ k(x) un polinomio frazionario con tipo di periodicità
∼t,`, per cui t ≥ 0 e ` ≥ 1 sono i più piccoli interi per cui lo
sviluppo in serie di Laurent di α(x), può essere scritto nella forma
α(x) = b(x) + a1x
−1 + · · ·+ atx−t + at+1x−t−1 + · · ·+ at+`x−t−`,
con b(x) ∈ k[x] e ai ∈ k per ogni i ≥ 1. Come abbiamo visto nella
Proposizione 3.4, si può scrivere α(x) = m(x)
xt+`−xt con m(x) ∈ k[x].
E da questo seguono i punti (1) e (2) della tesi.
Proviamo il punto (3) per contraddizione: sia t ≥ 1 e supponiamo




xt+` − xt =
m′(x)
xt+`−1 − xt−1 ,
ovvero la parte in x−1 di α(x) può essere scritta con t−1 termini non
periodici e ` termini periodici. E questo contraddice la minimalità
di t.
Inﬁne, proviamo il punto (4). Sia p un divisore primo di ` e poniamo
c = `
p
. Per contraddizione, supponiamo m(x) sia un multiplo di
x`−1
xc−1 , allora
m(x) = m′(x) · x
` − 1
xc − 1
con m′(x) ∈ k[x], otteniamo quindi
α(x) =
m(x)
xt+` − xt =
m′(x)
xt(xc − 1) ,
dunque α(x) ha tipo di periodicità ∼t,`′ ≥ ∼t,c ≥ ∼t,`, che contrad-
dice la minimalità di t ed `.
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(⇐) Sia α(x) = m(x)
n(x)
∈ k(x), con m(x), n(x) ∈ k[x] che soddisfano le
proprietà (1)-(4). Vogliamo dimostrare che α(x) ha tipo di perio-
dicità ∼t,`, ovvero, per il Teorema 3.6, vogliamo dimostrare che la
classe laterale m(x)〈x〉 in k[x]/(n(x)) ha tipo di periodicità ∼t,`.
Sappiamo che n(x) = xt+` − xt divide m(x)(xt+` − xt), quindi la
successione m(x)xi è periodica di periodo ` da m(x)xt in poi. Di-
mostriamo per contraddizione che la periodicità è proprio ∼t,`. Per
quanto visto, ci sono solo due possibilità: o la successione m(x)xi
è periodica a partire da m(x)xt−1 in poi, oppure la successione ha
periodo d, dove d | ` e d < `.
Nel primo caso, t ≥ 1 e n(x) | m(x)(xt+`−1 − xt−1), quindi x di-
vide m(x), ma questo contraddice la proprietà (3). Nel secondo
caso, sia p un fattore primo di c = `
d
, allora esiste `′ ∈ Z tale
che p`′ = `
d
. Segue che c è un multiplo di d, per cui la succes-
sione m(x)xi è periodica da m(x)xt in poi con periodo c. Allora,
n(x) divide m(x)(xt+c − xt), ovvero x`−1
xc−1 divide m(x), ma questo
contraddice il punto (4).
3.3.1 Fattori irriducibili e periodicità
Sia k un campo ﬁnito di caratteristica p con q elementi. Un polinomio
n(x) ∈ k[x], n(x) 6= 0, può essere scritto come prodotto di polinomi
irriducibili in k[x]. Poiché stiamo considerando polinomi in x, possiamo
pensare che il polinomio irriducibile x abbia una rilevanza particolare





dove λ ∈ k∗, ei ∈ N e i polinomi pi(x) ∈ k[x] sono monici e irriducibili
per ogni i = 2, . . . , r . Vogliamo studiare se esiste qualche relazione tra
il tipo di periodicità ∼t,` di 1n(x) e i suoi fattori irriducibili.
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Proposizione 3.11. Sia n(x) ∈ k[x], n(x) 6= 0, con ∼t,` tipo di periodi-
cità di 1
n(x)
. Allora t = e1 e ` divide mcm{qeidi − q(ei−1)di | i = 2, . . . , r},
dove di = δ(pi(x)) per ogni i = 2, . . . , r.
Dimostrazione. Ricordiamo che gli interi t ≥ 0 e ` ≥ 1 sono tali che il
sottomonoide ciclico 〈x〉 del monoide k[x]/(n(x)) è isomorfo al monoide
N/∼t,`.







× · · · × k[x]
(perr (x))
.
Quindi xj ≡ xk mod n(x) se e solo se peii (x) | xj − xk in k[x] per ogni
i = 1, . . . , r. Ovviamente, xj−k ≡ 0 mod xe1 se e solo se j − k ≥ e1,
dunque xj ≡ xk mod xe1 se e solo se j ∼e1,1 k.
Consideriamo ora i polinomi peii (x), per i = 2, . . . , r. Per deﬁnizione,













si scrive in modo unico come λ+ f(x) + (peii (x)),












meno di isomorﬁsmi. Sia δ(pi(x)) = di.
Allora
∣∣∣ k[x](pi(x)) ∣∣∣ = qdi , quindi (pi(x))(p2i (x)) ha qdi elementi, poiché k[x](pi(x)) → (pi(x)(p2i (x)) ,
deﬁnita da f(x) + (pi(x)) 7→ pi(x) · f(x) + (p2i (x)), è una biiezione; (pi(x))(p3i (x))
ha qdi · qdi = q2di elementi, perché, per ogni sequenza esatta tra moduli
ﬁniti 0→ A→ B → C → 0, vale |B| = |A| · |C|; analogamente (pi(x))
(p4i (x))
ha










è un anello locale artiniano, ogni suo elemento è inver-



















divide N e si ha che, se i ≡ j mod N , xi ≡ xj
42
mod peii (x). Allora ` divide mcm{qeidi − q(ei−1)di | i = 2, . . . , r}.
Si noti che ` può essere un divisore proprio di mcm{qeidi − q(ei+1)di |
i = 2, . . . , r}. Per esempio, consideriamo n(x) = x5 − x3 ∈ F5[x], si ha
` = 2 ma mcm{5eidi − 5(ei+1)di | i = 2, . . . , r} = 4.




i (x), con λ ∈ k∗, ei ∈ N per








−1 + · · ·+ atx−t + at+1x−t−1 + · · ·+ at+cx−t−c.
La sequenza dei resti r0(x), r1(x), . . . consiste di t polinomi distinti e di
c polinomi che si ripetono periodicamente, dunque, per la Proposizione
3.8, n(x) divide il polinomio xt+c − xt.
In conclusione, i numeri razionali scritti in notazione decimale e gli
sviluppi in serie di Laurent di quozienti di polinomi a coeﬃcienti in un
campo k, di caratteristica p e algebrico su Fp, hanno comportamenti
simili. Entrambi sono periodici da un certo punto in poi, ovvero si
comportano in modo analogo ai monoidi ciclici. Questo particolare tipo
di periodicità, come abbiamo visto, implica interessanti proprietà nei
criteri di divisibilità tra numeri interi e tra polinomi a coeﬃcienti in k, e
nello studio degli interi del tipo 99 . . . 900 . . . 0 e dei polinomi della forma
xa+b − xb. Come nel caso dei razionali in cui la base utilizzata ha una
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