Let S be a set of n points in R d . Assign to each x ∈ S an arbitrary distance r(x) > 0. Let e r (x, S) denote the number of points in S at distance r(x) from x. Avis, Erdős and Pach (1988) introduced the extremal quantity f d (n) = max ∑ x∈S e r (x, S), where the maximum is taken over all n-point subsets S of R d and all assignments r : S → (0, ∞) of distances.
Overview
In this paper we prove a structure theorem for extremal favourite distance digraphs and furthest neighbour digraphs (Theorem B) for dimension d ≥ 4. This structure theorem follows from a stability result describing the pairs (S, r) for which e r (S) is close to f d (n) (Theorem C). In Section 2 we start off with an easy derivation of the optimal asymptotics of the error term of f d (n) (Theorem A). This simple proof introduces the basic approach used in this paper. Section 3 gives a description of the Lenz configurations and formally states Theorem B. Then we state Theorem C in Section 4. Section 5 contains the proof of Theorem C and Section 6 the proof of Theorem B.
Note that we only consider dimensions d ≥ 4 in this paper. For lower dimensions we only make the following remarks. The current best estimates n 2 4 + 5n 2 − 6 ≤ f 3 (n) ≤ n 2 4 + 5n 2 + 6 for large n can be found in another paper [15] . Csizmadia [9] determined g 3 (n) exactly for large n. In dimension 2 a construction gives f 2 (n) = Ω(n 4/3 ) [6, p. 187] , while the best known upper bound f 2 (n) = O(n 15/11+ε ) is due to Aronov and Sharir [1] . Avis [2] and Edelsbrunner and Skiena [10] determined g 2 (n) exactly.
Throughout this paper [k] denotes the set {1, 2, . . . , k}, ( S 2 ) the set of unordered pairs of elements of S, K p the complete graph on p vertices, and K p (t) the complete p-partite graph with t elements in each class.
Asymptotics
The problem of determining f d (n) and g d (n) was originally introduced by Avis, Erdős and Pach [3] . They determined f d (n) asymptotically for even d ≥ 4. Erdős and Pach [13] finished off the case of odd d ≥ 5.
Theorem 1 (Avis-Erdős-Pach [3] , Erdős-Pach [13] ). For any d ≥ 4,
We note that for even dimensions d ≥ 4, the error term in [3] is O(n 2−ε ) for some ε > 0 independent of d. The lower bound is obtained from the corresponding lower bound for the maximum number u d (n) of unit distance pairs in a set of n points in R d (the Lenz construction [11] ; see Section 3). For any set S ⊂ R d of n points, let u(S) := |{{x, y} : x, y ∈ S and |xy| = 1}| and set u d (n) := max u(S) : S ⊂ R d and |S| = n .
is the maximum number of diameter pairs in a set of n points in R d , defined by setting
We show that the determination of f d (n) and g d (n) in effect reduces to the unit distance problem when d ≥ 4. A first indication of this is a simple derivation of an asymptotic upper bound for f d (n) (Theorem A below) using only the analogous upper bounds for u d (n) stated in the following theorem.
Theorem 2 (Erdős [12] , Erdős-Pach [13] ). There exist constants c 1 , c 2 > 0 such that for each d ≥ 4 and all n ∈ N,
The above bounds are tight up to the values of c 1 and c 2 [13] . In fact Erdős proved that for even d ≥ 4 and sufficiently large n,
However, in the proof of the next theorem, we need a bound which holds for all n ∈ N. 
Proof. Let S ⊂ R d be an arbitrary set of n points and r : S → (0, ∞) any function that assigns a positive real number to each point in S. We next introduce notation and terminology that will also be used in later proofs. We first decompose G r (S) into two ordinary graphs. Let G 1 r (S) = (S, E 1 r ) be the graph of single edges, where
Let G 2 r (S) = (S, E 2 r ) be the graph of double edges, where
Write the connected components of
and e r (A, B) := E r (A, B) . Write n i :
The proof is based on the following two simple facts.
There can only be single edges between different S i . Consequently,
The proof is finished by a calculation. Note that
Now fix S and r so that f d (n) = e r (S), and apply Theorem 2 to obtain for odd dimensions
where the last inequality follows from the inequality
which is easily seen to be true (for example from Minkowski's inequality). The calculation for even values of d ≥ 4 is similar.
Extremal configurations
By a Lenz configuration for distance λ > 0 we mean a finite set of the following type [11, 5] . For any d ≥ 4 there exists n 0 ∈ N such that any set S for which |S| = n ≥ n 0 and such that
As a corollary of the main result of this paper (Theorem C in Section 4) we show that when d ≥ 4, the extremal favourite distance digraphs (furthest neighbour digraphs) are exactly the same as the sets for which u d (n) (M d (n) respectively) is maximised, for all sufficiently large n, depending on d, except when d = 4, where there is an exceptional construction for all sufficiently large n ≡ 1 (mod 8). 
Let S ⊂ R d be given for which |S| = n ≥ n 0 and e D (S) = g d (n). Then r ≡ diam(S) and S is a Lenz configuration for the distance diam(S).
In particular,
Note that the exact values of u d (n) for even d ≥ 4 and of M d (n) for all d ≥ 4 are known, at least for sufficiently large n [5, 14] ; see Lemmas 5 and 6 for some of these values.
Stability
The following theorem states that if the number of unit distance pairs of points from S ⊂ R d , with n := |S| is sufficiently large, is within o(n 2 ) of the maximum u d (n), then S is a Lenz configuration up to o(n) points.
Theorem 4 ([14]
). For any d ≥ 4 and ε > 0 there exist δ > 0 and n 0 ∈ N such that for any set S with |S| = n ≥ n 0 that satisfies
there exists a subset T ⊆ S such that |T| < εn and S \ T is a Lenz configuration. Furthermore, the partition S 1 , . . . , S p of S \ T associated to the Lenz configuration satisfies
The next theorem is an analogue of the above theorem for favourite distance digraphs. 
. , S p of S \ T associated to the Lenz configuration satisfies
By applying Theorem 4, the above theorem is relatively easy to prove for d ≥ 6, but surprisingly, takes some work in the cases d ∈ {4, 5}. This is not so much because the Lenz construction is slightly more complicated in dimensions 4 and 5, but rather due to certain complications in the extremal theory of digraphs not shared by the extremal theory of ordinary graphs [7] .
Proof of Theorem C
Let d ≥ 4 and ε > 0 be given. Without loss of generality ε < 1 20 . Let p = ⌊d/2⌋. We take δ > 0 to be sufficiently small depending only on ε and d. In particular, we need • δ < ε 2 /144 and,
• after an application of stability for unit distances (Theorem 4), we may also assume that δ has been chosen so that for some N ∈ N (which we now fix), for any
Lenz configuration such that the number of elements in each part of the associated partition is in the interval ((
We also take n 0 ∈ N sufficiently large depending only on ε, d and δ, as follows. We need
• n 0 > 9/δ and n 0 ≥ 4N,
• n 0 to be sufficiently large such that for all n ≥ n 0 , f 3 
, where c 2 is the constant from Theorems 2 and A,
• n 0 to be sufficiently large such that for all n ≥ εn 0 /4, f 5 (n) < 1 2 + δ n 2 (Theorem 1), and
• n 0 to be sufficiently large such that the Erdős-Stone theorem guarantees that any graph on n ≥ n 0 vertices and at least 1 3 + δ n 2 edges contains a K 4 (p 0 ), where p 0 is a constant such that no orientation of K 4 (p 0 ) can be a subgraph of a favourite distance digraph in R 5 (Lemmas 4 and 5 in [3] ).
We continue with the notation established in the proof of Theorem A. Thus let G 1 r (S) be the graph of single edges and G 2 r (S) the graph of double edges of G r (S) with connected components
and α i := n i /n. Similar to the calculation in the proof of Theorem A,
It is given that e r (S)
(since n is sufficiently large and using (1))
As noted in the proof of Theorem A, there are no double edges between S i and S j when i = j.
Assume for the moment that d ≥ 6. Then p ≥ 3, hence ∑ {i,j} α i α j < 6δ. Substituting back into (2) we obtain
and assuming after scaling that r| S 1 ≡ 1, we obtain
By the choice of δ and n 0 , the proof is concluded by an application of Theorem 4. This establishes the theorem for all dimensions d ≥ 6. The remaining cases are d = 4 and d = 5. The 4-dimensional case of the theorem is implied by the 5-dimensional case. In fact, the theorem for d = 5 implies that when S ⊂ R 5 is contained in an affine hyperplane H, then for some T ⊆ S with |T| < ε |S|, S \ T is the intersection of a 5-dimensional Lenz configuration with H. Such an intersection is clearly either a 4-dimensional Lenz configuration, or becomes 3-dimensional after removing at most 2 points. In the latter case
by choice of n 0 . Thus the former case necessarily occurs. For the remainder of the proof assume that d = 5. Then p = 2 and (3) can now be written as
Thus the graph of single edges G 1 r (S) is almost the complete k-partite graph with classes S 1 , . . . , S k . We next apply the Erdős-Stone theorem to show that one of the S i is large in the sense that |S i | = Ω(n). (We have no control over k yet, and have to eliminate the possibility that k is large with each S i small, which would imply that G r (S) is close to a tournament-a case which would be difficult to handle geometrically). Since n 0 and p 0 were chosen so that G 1 r (S) does not contain a copy of K 4 (p 0 ), the Erdős-Stone theorem gives for sufficiently large n that 1 3
Therefore, ∑ {i,j} α i α j < 1 3 + 3δ, and (4), an application of Theorem 2 now gives the following:
It follows that
2 ) α i α j for n sufficiently large
by (1)
. This contradiction gives (after scaling so that r| S 1 ≡ 1) that
Since |S 1 | = α 1 n > n 0 /4 ≥ N and by the choice of δ and n 0 , Theorem 4 gives a T ⊂ S 1 with |T| < ε |S 1 | /3 ≤ εn/3 such that S 1 \ T is a Lenz configuration for the distance 1. Thus we may write 
which leads to a contradiction for sufficiently large n 1 > n/4. Therefore, there are at most 4 rich circles on Σ 1 . Let Y be the set of all points in (S \ S 1 ) ∩ V 1 that are equidistant to some rich circle. Let X := S \ (S 1 ∪ Y). Write x := |X| and y := |Y|. Note that Y can be covered by 4 lines, since the points in the 3-dimensional V 1 that are equidistant to some circle all lie on a line. Since any point is equidistant to at most 2 points on a line, we have e r (x, Y) ≤ 8 for all x ∈ S, hence
To bound e r (S 1 , X) + e r (X, S 1 ) from above, we estimate e r (S 1 , x) + e r (x, S 1 ) for x ∈ X. If r(x) = 1 then e r (S 1 , x) + e r (x, S 1 ) = 0 since S 1 is the vertex set of a connected component of the graph G 2 r (S) of double edges and x / ∈ S 1 . Thus we may assume without loss of generality that r(x) = 1.
If
Otherwise e r (S 1 ∩ C 2 , x) + e r (x, S 1 ∩ C 2 ) ≥ 5, and then either e r (S 1 ∩ C 2 , x) ≥ 3 or e r (x, S 1 ∩ C 2 ) ≥ 3. In both cases x is equidistant to C 2 , which implies that x ∈ V 1 . Also, 
+ e r (T, x) + e r (x, T)
We have shown that for all x ∈ X \ {o},
Since n 1 > n/4 is sufficiently large,
Recall that we want to show that |S \ S 1 | = |X ∪ Y| < 2εn/3. Suppose that x ≥ εn/4. Since n is sufficiently large,
Substitute (6), (7), (8) and (9) into (5) to obtain
for n sufficiently large, hence δ > ε/240, a contradiction. Therefore, x < εn/4. Now substitute (6), (7), (8) and the trivial e r (X) < x 2 into (5) to obtain
from which it follows that
for n sufficiently large, and
Thus y < εn/3, and it follows that |X ∪ Y| = x + y < εn/4 + εn/3, which finishes the proof of Theorem C.
Proof of Theorem B
By Theorem C, extremal favourite distance digraphs are unit distance graphs after scaling and up to an exceptional set S 0 of o(n) points. Similarly, by removing a set S 0 of o(n) points from an extremal furthest neighbour digraph, we obtain a maximum distance graph. (Note that none of the furthest distances change when restricted to the Lenz configuration S \ S 0 .) Our goal is to show that there are in fact no exceptional points in an extremal configuration, that is, that r| S 0 ≡ 1. We do this by some careful counting. In particular, we need to understand how quickly the functions u d (n) and M d (n) grow, that is, we need lower bounds
Thus in these cases we may simply calculate. Where we don't know the exact values, we have to use our knowledge of the structure of extremal unit distance and diameter graphs (Theorem 3).
In the next two lemmas we state the values for M d (n) as well as u 4 (n). (The exact values of u d (n) for even d ≥ 6 can be found in [14] .) Here t p (n) denotes the number of edges of a Turán p-partite graph on n vertices, that is, of a complete p-partite graph with the n vertices divided into p parts as equally as possible.
Lemma 5 (Brass [5] , Van Wamelen [16] ). For all n ≥ 5, 
Lemma 6 ([14]). For all sufficiently large n (depending on d),
and for n − k ≥ N 5 ,
Also, for n sufficiently large,
Proof. Since Lemmas 5 and 6 provide the exact values of u 4 (n) and M d (n), d ≥ 4, the inequalities (11), (13) and (14) can be obtained by simple calculations. We omit the details, except to note that t p (n)
, as can be seen by taking a Turán p-partite graph on n − k vertices and adding k new vertices to the smallest class. We next prove the remaining inequalities (10) and (12) . Since these all involve u d (n) for which we do not have exact values when d ≥ 5 is odd, we give a structural argument. Consider a set S of n − k points in R d that is extremal with respect to unit distances, that is, u(S) = u d (n − k). By Theorem 3, S is a Lenz configuration if n − k is sufficiently large. In particular, S can be partitioned into p = ⌊d/2⌋ parts S 1 , . . . , S p with each part lying on a circle (except if d is odd when S 1 lies on a sphere) such that the distance between any two points on different circles (on a circle and the sphere, respectively), equals 1.
Choose a set T of any k points on the circle (or sphere) containing S i disjoint from S i . Then S ∪ T contains n points and has at least k |S \ S i | ≥ k(1 − 1/p)(n − k) additional unit distance pairs. This establishes (10) .
Next consider (12) . Here S ⊂ Σ 1 ∪ C 2 , where Σ 1 is a 2-sphere and C 2 a circle, with any point on Σ 1 and any point on C 2 at unit distance. Now add k new points to S in the following more careful way. If k is even, add k/2 points to each of Σ 1 and C 2 . This creates
unit distance pairs from the new points to S and k 2 /4 unit distance pairs between the new points. Since
in the proof of Theorem C, the dimensions d ≥ 6 are disposed of very quickly, and the case d = 5 takes the most work. Write k := |T|. Suppose that k = 0. We aim to find a contradiction except in the 4-dimensional case, where we'll prove that k = 1 and T = {o}, r(o) = r 1 = r 2 = 1/ √ 2. We estimate as follows:
This, together with (10) of Lemma 7 gives
T).
Using instead (11) (for the case of furthest neighbours) gives the same bounds, so in all cases we have
Since r(x) = 1 for all x ∈ T, x is not adjacent to any point from S \ T in the graph G 2 r (S) of double edges, so
Substituting this and the trivial bound e r (T) ≤ k(k − 1) into (18) we obtain
Since k = o(n), we obtain a contradiction for sufficiently large n if p ≥ 3. This finishes the proof for the cases d ≥ 6. Now assume that d ∈ {4, 5}. Suppose that for some x ∈ T, e r (S 2 , x) + e r (x, S 2 ) ≤ 4. Then we may improve (19) to
Substituting this and e r (T) ≤
Therefore, for all x ∈ T we have e r (S 2 , x) + e r (x, S 2 ) ≥ 5, which implies either e r (S 2 , x) ≥ 3 or e r (x, S 2 ) ≥ 3. Either case gives that x is equidistant to the circle C 2 . Therefore, x ∈ V 1 .
We have shown that T ⊂ V 1 .
We can now finish the case d = 4. Symmetry gives that T ⊂ V 2 as well, hence T = {o}. Therefore, o must have the same distance r(o) to C 1 and C 2 , and it follows that r(o) = r 1 = r 2 = 1/ √ 2 and e r (S \ {o} , o) + e r (o, S \ {o}) = n − 1. In the favourite distance case we obtain from (17) that u 4 (n) − u 4 (n − 1) ≤ (n − 1)/2. Combined with (10) of Lemma 7, we obtain that equality holds, hence 8 | n − 1 or 10 | n − 1 by (14) , and S \ {o} is an extremal unit distance configuration. Inspection of the extremal configurations [5, 16] shows that when 8 ∤ n − 1 and 10 | n − 1, the two circles are necessarily of different radii. In our case we must therefore have 8 | n − 1. Then the extremal unit distance configurations on n − 1 points are formed by the vertices of (n − 1)/8 unit squares inscribed in each C i [5] .
In the furthest neigbour case, we obtain similarly as above that M 4 (n) − M 4 (n − 1) ≤ (n − 1)/2. Again, by (11) equality holds and S \ {o} is an extremal diameter configuration.
However, it is easily seen that when r 1 = r 2 = 1/ √ 2, the maximum number of diameter pairs in a set of n points in C 1 ∪ C 2 is t 2 (n) + 2, which contradicts Lemma 6 for sufficiently large n. This finishes the proof for the case d = 4. Now consider the case d = 5. Suppose that e r (S 1 , x) + e r (x, S 1 ) < n/3 for some x ∈ T. Then we may improve (19) to e r (S \ T, T) + e r (T, S \ T) < k(n − k) − |S 1 | + n 3 , which, when substituted together with e r (T) ≤ k(k − 1) into (18), gives k(n − k) < k(n − 1) − |S 1 | + n/3 and subsequently, |S 1 | < n/3 + k(k − 1), which contradicts |S 1 | = n/2 + o(n) for n sufficiently large. Therefore, for all x ∈ T we have e r (S 1 , x) + e r (x, S 1 ) ≥ n/3. This will enable us to show that T lies on a straight line through the origin. Suppose then that for some two
x, x ′ ∈ T \ {o}, the lines ox and ox ′ are not parallel. Then at least n/3 points of S 1 lie on two circles that are both normal to ox, and similarly, at least n/3 points of S 1 lie on two circles normal to ox ′ . Since the intersection of these two unions of circles contains at most 8 points, we obtain
a contradiction for sufficiently large n. It follows that T lies on a line ℓ, say, through the origin. Since there are at most 2 points on ℓ at distance r(x) to x, it follows that e r (x, T) ≤ 2 for all x ∈ T, and when x is the first or last point of T on ℓ, e r (x, T) ≤ 1. It follows that e r (T) ≤ 2k − 2 (keeping in mind that T = ∅ by assumption).
In the case of extremal favourite distance digraphs, bounds (17), (19) and e r (T) ≤ 2k − 2, together with (12) of Lemma 7 give
which simplifies to (k − 1) 2 + 2 ≤ 0, a contradiction. For extremal furthest neighbour digraphs, a similar calculation (now using (13) instead of (12)) gives that
which simplifies to k 2 + 3 ≤ 0, another contradiction. We have shown that k = 0 in all cases when d = 5, and it follows that S is a Lenz construction.
