Comparing models facilitates testing different hypotheses regarding the computational basis of percep-16 tion and action. Effective model comparison requires stimuli for which models make different predictions.
propose using a similar approach to that used previously for minimizing the entropy of a parameter pos-6. Use x t+1 as the stimulus on the next trial to receive response r t+1 .
Introduction 150
Most computational models of perception and action take one particular assumption about how the sen- 2006). To our knowledge only a few papers made an explicit comparison between sensory noise models more time and resources. Being able to minimize the number of trials required to perform this type 166 of comparison (as well as increasing the inference accuracy) is therefore beneficial. This presents a 167 potential use of our algorithm, a method to validate sensory noise models and infer them for use in 168 more complex models. Here, we use both simulation and a behavioral experiment to demonstrate that 169 our algorithm can be used to facilitate inference of a subject's sensory noise model. More specifically, 170 as an illustrative example, we focus on inferring the sensory noise model underlying speed perception. 171 We used this paradigm for two reasons. First, it is experimentally quick to test so we can compare our 172 algorithm to other methods of stimuli selection. Second, previous work assumed a sensory noise model In order to test between different sensory noise models we need to specify a model of the subjects' 179 responses. We derived a simple 2-afc model of subject responses using signal detection theory (see 180 appendix A). This leads to the response probability given a probe s 2 and a reference s 1 , described by: 181 p(r|s 2 , s 1 , θ) = λ + (1 − 2λ)Φ(s 2 − s 1 ; α, σ 2 2 (m) + σ 2 1 (m)) (4) in which Φ is the cumulative density function of a Gaussian distribution, evaluated at point s 2 − s 1 182 with a mean α and variance σ 2 2 (m) + σ 2 1 (m), σ 2 2 (m) and σ 2 1 (m) are the variances of the sensory noise 183 for the probe and reference stimuli respectively, λ is a lapse rate accounting for trials where an observer 184 guesses randomly, and α is a bias parameter accounting for biases in subject's responses. We assume the 185 subject's sensory noise changes with the stimulus in one of three ways. The first, and simplest model, 186 assumes sensory variance is independent of the stimulus. We denote this the constant noise model. The 187 second model assumes that the standard deviation of the sensory noise increases linearly with the signal 188 intensity, and thus has zero standard deviation if the signal is absent. This model is referred to as the 189 Weber model. Finally, we consider a model where the sensory noise is non-zero when the signal is absent 190 and also has a linearly increasing part, which we will refer to as the generalized model.
191
For the constant model, we assume the sensory variance is constant σ 2 = (5β) 2 (this parameterization allows β to be kept in a similar range for each model), for the Weber model we assume σ 2 = (βs) 2 , 193 and for the generalized model we assume σ 2 = γ 2 + (βs) 2 . The above response model means we can 194 parametrize a subject's response behavior (regardless of model) using 4 parameters, θ = [α, β, γ, λ]. 195 Simulation experiment 196 In order to investigate whether using our adaptive algorithm facilitates comparison of sensory noise 197 models, we first performed a simulation experiment. To this end, we need to specify the grids to use for 198 the stimuli and parameters as well as the priors. Weber models are not dependent on γ, it was not used for these models). The stimuli for these trials 209 were either selected adaptively using our algorithm, or randomly from the same stimulus grid. This led 210 to a total of 12000 simulated datasets.
211
We used uniform priors to match the uniform distribution we drew our parameters from. In practice 212 any prior distribution could be used, but if it is continuous, the grid representation will create a discrete 213 approximation. We also performed an additional simulation using a truncated Gaussian parameter 214 distribution (Supplemental material) to better asses the performance of our algorithm. Table 1 . Parameter grids used for simulation experiment 1 and the adaptive and random conditions in our subject experiment. s 1 is the reference speed stimulus, s 2 is the probe speed stimulus, α is a bias parameter, β is a scaling parameter for the subject's sensory uncertainty, γ is the base sensory uncertainty of an observer (only used in the generalized model), and λ is the lapse rate of an observer.
Real experiment 216 We also tested whether our algorithm could facilitate model comparison in actual subjects. This was 217 done using a 2-afc speed judgment task in which stimuli were selected in one of three ways, adaptively 218 (using our algorithm), randomly (from the same stimulus grid as adaptive), or using the traditional 219 approach of measuring separate psychometric curves for different reference values (Stocker & Simoncelli, 220 2004, 2006) using the psi algorithm (Kontsevich & Tyler, 1999) . We tested 6 naive subjects (4 female, 221 aged 25-34). The experiment was approved by the local ethics committee of the Social Sciences Faculty 222 of Radboud University. In accordance with the Declaration of Helsinki written informed consent was 223 obtained from all subjects prior to the experiment.
224
The stimuli consisted of two drifting Gabor patches and a black fixation dot, which were drawn using 
231
On each trial, the subject saw both Gabors drift simultaneously and horizontally for 1 s. Both Gabors 232 moved in the same direction on a given trial (direction was left or right and was selected randomly for 233 each trial). One Gabor (the reference) drifted with speed s 1 deg/s and the other (the probe) with speed 234 s 2 deg/s. The subject was asked to judge which of the two was faster and indicate this with a button 235 press. The position of the reference stimulus (left or right of fixation) was randomized on each trial.
236
The experiment was split into two sessions, the ordering of which was counterbalances across subjects.
237
In one session (algorithm session) subjects performed 1500 trials, 750 of which were adaptive trials and 238 750 were random trials. On an adaptive trial, the Gabor speeds were selected using our algorithm based 239 on the previous stimuli (and responses) generated by this algorithm; on a random trial the speed of 240 each Gabor was selected randomly from the stimulus grid. The stimuli and parameter grids used were 241 the same as for the simulation experiment. In this session the screen was refreshed at 72 Hz.
242
In another session (psi session), subjects performed 750 trials designed to measure their psychometric 243 curve for five reference values (150 trials per reference, see Table 2 for the reference values used). On 244 each trial, s 1 was randomly selected from a set of 5 possible values, the value of s 2 on this trial was 245 then selected using the psi-marginal algorithm (Prins, 2013) (see Table 2 for the grids used). This was done in order to maximize the information gain about µ (the point of subjective equality) and σ (the standard deviation) for this particular value of s 1 under the assumption the probability of a subjects 248 response follows:
in this equation σ 2 is the variance of the normal distribution and µ is the mean of the distribution.
250
Selecting stimuli in this manner, allows us to assess how effective the more traditional fixed reference 251 approach is to separating sensory noise models compared to our algorithm. In this session, stimuli were 252 refreshed at 144 Hz. Note that the probe s 2 had a denser grid in this session (see Table 2 Table 2 . Parameter grids used in our fixed reference condition. N (a, b) indicates the prior was normally distributed with mean a and standard deviation σ, U indicates a discrete uniform distribution and B(a, b) indicates a beta distribution with shape parameters a and b. The values for s 1 were determined based on previous work on speed perception (Stocker & Simoncelli, 2004). The prior for µ was selected based on the assumption that the psychometric curve for a 2-afc task will be close to unbiased. The prior for λ was selected based on recommendations for the psignifit toolbox (Fründ, Haenel, & Wichmann, 2011) (see http://psignifit.sourceforge.net).
Analysis 257
For our analysis, we used Python 2.7 (Python Software Foundation, https://www.python.org) and 
261
In addition to computing the model probabilities for every subject for the different sampling methods, 262 we also estimated each subject's parameters for each model by maximizing the log-likelihood of the 263 parameter values based on the subject's responses (to increase accuracy we pooled the data from all 264 sessions). This provides more sensitive parameter estimates than the grid we used for model comparison 265 and also allows us to check the parameters are not close to the edges of the grids we used. 266 We assumed the subject's responses are independent across trials. The subject's response probability 267 on each trial can then be computed using equation 4. The log-likelihood of a parameter set given a 268 subject's entire data set, is given by
in which i is the trial index, r is a vector of subject response, s 1 is a vector of the reference stimuli, s 2 270 is a vector of probe stimuli and Bern stands for a Bernoulli distribution.
271
Parameter estimatesθ were then obtained by minimizing the negative log-likelihood: Table 1 . To ensure a global 276 minimum was found we used 100 random initializations and selected the parameter set with the highest 277 log-likelihood. The initial values were obtained by drawing each parameter value from a continuous 278 uniform distribution with the same bound as those in Table 1 .
279
In order to validate the results of the grid-based model comparison we also computed the Akaike the other two models were both over 3. This represents the proportion of simulations in which we would 305 find evidence in favor of the correct model. We see that adaptive sampling has a higher proportion than 306 random sampling, indicating an experimenter would conclude in favor of the correct model more often 307 using adaptive sampling. For example, an experimenter would be twice as likely to find strong evidence 308 in favor of the correct model using our approach if the underlying model was the generalized one. While Figure 2 shows that adaptive sampling increases the probability of concluding in favor of the 310 true generative model, it is not apparent why the proportion of Bayes factors over 3 is lower when stimuli 311 are selected randomly. One possibility is that random sampling still supports the true generative model 312 but the strength of this support is insufficient; another possibility is that random sampling supports the 313 incorrect model. 314 In order to explore these possibilities we plotted the probability of the correct model for each sampling 315 method as a function of β and γ (see Figure 3 ). The γ value plotted refers to the γ used in the generalized model for this simulation, all other parameters are shared between the models. The red ellipse indicates the mean ± two standard deviations of the subjects' parameter estimates for γ and β obtained from the generalized model (see Table 3 )
The previous section suggests that, in simulation, adaptive sampling provides a large benefit to model 325 comparison. We next tested whether this improvement also transfers to actual experiments. the probability is lower than that found from adaptive sampling). The psi session provides similar 334 results to the random session; 3 subjects are best described by a generalized model and the remaining 335 by the Weber model. Given that the findings of the different sampling methods are disparate, we also 336 computed AIC values on the data of all sessions grouped together, which allows us to assess which model 337 is the best based on the entire data set (see Table 3 ). Shown by this Although the results of the model comparison match previous work, it is important to note that a model being the most likely does not entail it fits the data well, just that it fits better than the other 348 models. It is important to check the predictions of the models against the data.
349 Figure 5 illustrates the data of each subject obtained from the psi session as well as the predicted 350 psychometric curves obtained from fitting the models to the data obtained from the adaptive algorithm 351 only (therefore the models were not fit to the data shown). As shown, the constant model is in general 352 a poor predictor of the data. By contrast, both the predictions of the Weber and generalized model are 353 close to the data. This matches the results of AIC comparison (see Table 3 ) which indicated that the Grey dots indicate proportion of trials where observers report s 2 > s 1 , proportions were obtained by binning responses in 10 bins from the minimum to maximum probe value (s 2 ) for this subject and reference (s 1 ) value. Curves indicate the predicted proportion from each of the models. Note, the parameters used for the predictions were obtained from fitting only to stimuli selected using our algorithm and thus were not fit to the data shown.
Another important property of adaptive algorithms is that they do not sample uniformly across the 357 entire stimulus space. Instead, the stimuli selected are those that are most informative to compare the 358 models. In order to visualize which stimuli these are in this experiment we plotted the stimuli selected 359 using the adaptive method for a representative subject (see Figure 6 ). The adaptive sampling method 360 alternates between high and low speeds for the reference and probe stimuli. This sampling strategy is 361 sensible as the noise models make distinct predictions for high and low speeds and thus sampling at 362 high and low speeds allows for effective dissociation of the models. The previous section illustrates the use of our algorithm as a method to dissociate different sensory noise 366 models. However, this is only one example comparison. To ensure our algorithm is broadly applicable, it 367 is important to validate it in multiple settings. Here, as an additional application, we consider comparing 368 models of saccadic target selection during self-motion (Rincon-Gonzalez et al., 2016), a study recently 369 performed in our lab. This example allows us to investigate how much benefit our algorithm provides 370 when the models being compared are highly non-linear and the signal-to-noise ratio in the data is low.
371
In this experiment, subjects were passively translated from left to right in a sinusoidal motion profile 372 and at 8 pre-defined phases of the oscillation two targets were presented. The subjects were instructed to make a saccade to one of the two targets, which were presented asynchronously with a particular stimulus onset asynchrony (SOA). This produces a single psychometric curve of subject's choice as a function of parameterize the subject response probability using θ = [α, β, φ o , σ].
In order to test whether the individual subject's choice behavior is modulated sinusoidally and to obtain 403 reasonable parameters to utilize in our simulations we reanalyzed the data of 17 subjects from Rincon-404 Gonzalez et al. (2016) . We fit both the sinusoidal and constant bias models to each subject's choice 405 data. We assumed the responses are independent across trials. The response probability on each trial 406 can be computed using equation 9. The log-likelihood of a subjects' data set is then,
in which i is the trial index, N is the number of trials, r is a vector of subject responses, SOA is a vector 408 of the SOA's the subject was presented, φ φ φ is a vector containing the phase the targets were presented 409 at and Bern stands for a Bernoulli distribution.
410
Parameter estimatesθ were then obtained using equation 7. As before this optimization was done in Table 4 . To ensure a global minimum was found we used 100 random initializations and selected 413 the parameter set with the highest log-likelihood. The initial values were obtained by drawing each 414 parameter value from a continuous uniform distribution with the same bound as those in Table 4 . 415 In order to validate the results of the grid-based model comparison we also computed the Akaike 416 Information Criterion (AIC) for each of the models using equation 8. As an additional analysis we fit 417 a cumulative Gaussian (see equation 5) to the data from each phase (using the same bounds as for the 418 constant model and λ set to 0) to provide us with a semi-parametric estimate of BTD for each phase.
419
Simulation experiment 420
In order to investigate whether using our adaptive algorithm could help to dissociate these different 421 models of target selection, we performed a simulation experiment. The required grids are specified in 422   Table 4 . As priors we used a uniform discrete distribution for each parameter and a uniform distribution 423 over the two models. 424 We first generated 2000 possible parameter combinations. Parameters were drawn independently 425 from a continuous uniform distribution with the same upper and lower bound as those specified in 
Results

435
The AIC scores and parameter estimates for both models are shown in Table 5 . In order to interpret the 436 AIC scores it is useful to note that an AIC difference of over 4 is considered positive evidence towards 437 the model with the lower score (Burnham et al., 2002) . This suggests the model comparison in 8 of 438 the subjects is ambiguous (AIC difference under 4), no subjects are best described by the constant bias 439 model and 9 subjects are best described the sinusoidal bias model. Interestingly, it can be seen that 440 even in the ambiguous cases the amplitude parameter β is not at zero. This implies the modulation of 441 BTD is sinusoidal but the effect on the log-likelihood is insufficient to overcome the penalization for the 442 additional parameters. This is also supported by the model predictions shown in Figure 7, In order to explore if our algorithm can facilitate model comparison, we plotted the average model 446 probabilities across trials for both models and sampling methods used in our simulation experiment (see 447 Figure 8 ). The model probabilities trend to 1 along the diagonal, indicating both adaptive and random 448 sampling converge towards the correct model. As before, the probabilities are higher for the adaptive 449 sampling method compared to random sampling suggesting that our algorithm increases the strength of 450 evidence towards the correct model. The magnitude of this increase is lower than observed in simulation 451 experiment 1. We also quantified how each sampling method affects the conclusions drawn by computing the Bayes 453 factor of the generative model against the other model. These Bayes factors are plotted in Figure 9 . 454 Interestingly, if stimuli are selected randomly and the correct model is sinusoidal we only conclude in 455 favor of it in 60% of the simulations. This matches with the mixed results from the reanalysis. Adaptive 456 sampling increases the proportion of simulations in which we find strong evidence in favor of the correct 457 model. For the sinusoidal model, we obtained a benefit of about 15%, which is a smaller benefit than 458 observed in the noise model simulation. In order to explore why the models cannot be strongly dissociated in each simulation, we plotted the 460 probability of the correct model as a function of σ and β (see Figure 10 ). If the generative model is the Table 5 ).
To determine why adaptive sampling improves the chance of inferring in favor of the correct gen-472 erative model, Figure 11 illustrates the phase and SOA selected using the adaptive algorithm for an 473 example simulation. In the initial trials, the algorithm samples broadly over the phase and SOA, but 
Discussion
477
Using a series of simulations in which the correct generative model is known, we show that selecting 478 stimuli adaptively increases the probability of inferring the correct generative model. We further show 479 this increase affects the conclusions an experimenter could draw. When stimuli are selected adaptively 480 an experimenter is more likely to conclude strongly in favor of the correct generative model and it 481 requires fewer trials to reach this conclusion. For example, in Figure 2 when the generative model is the 482 generalized model, our adaptive algorithm yields in only 250 trials strong evidence towards the correct 483 model in 60% of the simulations. By contrast almost none of the simulations using random sampling of parameter dimensions or stimuli dimensions (DiMattina, 2015) . For more complex models, these grids could exceed the RAM memory available in certain computers, preventing our algorithm from being 516 applicable. In addition, more complex models will require more time to compute the optimal stimulus.
517
For example, it takes approximately 100 ms with our current models, the additional time increase 518 may render the current implementation unfeasible for more complex models. Fortunately, there are 519 a number of different approaches which can compensate for these problem. One method is to use an the stimuli precisely to a more coarse encoding of the stimuli as precise encoding is no longer needed for 560 the task. This biased distribution could also create a mismatch between the assumed (uniform circular) 561 prior in the model and the actual experiment, which could cause biases in model comparison.
562
Although these issues may seem severe, the risk can be mitigated. Our suggestion is to not rely only 563 on adaptive techniques as definitive evidence towards a model. It is important that multiple experiments 564 and sampling methods support the same model. In some cases discrepancies may be found between 565 sampling methods (e.g. in our noise model comparison experiment). In these cases it is important 566 to perform simulations to see if these results are to be expected (see Supplemental material for the 567 simulation we performed) or if the adaptive technique could be biasing the comparison.
568
A final theoretical point is that our algorithm assumes the true model used by the subject is part 569 of the included set of models being considered (an assumption in all parametric model comparisons). If 570 the true model is not part of this set then the stimuli are not optimized to find evidence for this model.
571
Obviously, in real subjects, it is impossible to know what the 'true' model is, rather we are searching 572 for realistic models that best explain the subject data. It is important to be aware that when using any 573 adaptive approach the stimuli are only optimized for dissociating the assumed model set.
574
An additional area for further work is the importance of priors in dissociating models. For simplicity, and NWO-VENI: 451-10-017 (to LPJS). We would like to thank the two anonymous reviewers for their 591 helpful comments, including the change detection example.
592
Appendix A
593
In order to model a subject's 2-afc behavior as a function of different sensory noise models we assume 594 a subject receives two sensory measurements x 1 and x 2 , one for the reference and one for the probe. 595 We model these as normally distributed random variables, with a mean centered on the true reference 596 and probe values and a variance which is a function of the underlying sensory noise model. As such we 597 can write x 1 and x 2 as x 1 ∼ N (s 1 , σ 2 1 (m)), x 2 ∼ N (s 2 , σ 2 2 (m)). We assume an observer responds 1 if 598 x 2 > x 1 and 0 otherwise. In order to derive the distribution of an observer's response it is useful to note 599 this is equivalent to x 2 − x 1 > 0. As x 2 and x 1 are normal distributed random variables, subtracting 600 them produces another normally distributed variable ∆ x . Therefore the subject's response probability 601 can be written as: Because the responses are mutually exclusive, it follows that the likelihood of a subject responding 0 is, 604 p(r = 0|s 1 , s 2 ) = 1 − p(r = 1|s 1 , s 2 , θ)
in which Φ is the cumulative normal distribution, evaluated at point s 2 − s 1 , with a mean of 0 and 605 variance σ 2 2 + σ 2 1 . This entails that a subject's 2-afc behavior is unbiased and also that subjects do not 606 lapse during the experiment. To make the model more realistic, we augment it with a small bias term 607 α to account for small deviations from unbiased behavior and a lapse term λ to account for lapses in 608 the task. Therefore the final response probability can be written, 609 p(r = 1|s 1 , s 2 ) = λ + (1 − 2λ)Φ(s 2 − s 1 ; α, σ 2 2 + σ 2 1 )
It is important to note that subjects do not estimate the underlying speed (using Bayes rule) as they and Implicit Causal Inference Strategies in Multisensory Heading Perception. bioRxiv , 150052.
