Abstract. In this paper we study nonlinear programming problems with equality, inequality, and abstract constraints where some of the functions are Fr echet di erentiable at the optimal solution, some of the functions are Lipschitz near the optimal solution, and the abstract constraint set may be nonconvex. We derive Fritz John type and Karush{Kuhn{Tucker (KKT) type rst order necessary optimality conditions for the above problem where Fr echet derivatives are used for the di erentiable functions and subdi erentials are used for the Lipschitz continuous functions. Constraint quali cations for the KKT type rst order necessary optimality conditions to hold include the generalized Mangasarian{Fromovitz constraint quali cation, the no nonzero abnormal multiplier constraint quali cation, the metric regularity of the constraint region, and the calmness constraint quali cation.
1. Introduction. The classical multiplier rule usually requires that the objective function and the inequality constraints be di erentiable, the equality constraints be continuously di erentiable at the optimal solution, and the abstract constraint set be convex with nonempty interior (e.g., see Bazaraa, Sherali, and Shetty 1] and Mangasarian 14] ).
Over the last three decades, the classical multiplier rule was extended under two di erent assumptions: di erentiability and Lipschitz continuity.
On the one hand, the classical multiplier rule was extended in the direction of eliminating the smoothness assumption while keeping the di erentiability assumption. In the case where there is no abstract constraint, based on a correction theorem, Halkin 9] proved that the classical multiplier rule holds under the weaker assumption which requires only that the equality constraints be Fr echet di erentiable at the optimal solution and continuous in a neighborhood of the optimal solution. Based on a multidimensional intermediate value theorem, Di 7] derived some rst order and second order multiplier rules for nonlinear programming problems with equality, inequality, and abstract constraints where all functions are Fr echet di erentiable at the optimal solution and continuous in a neighborhood of the optimal solution and the abstract constraint set is convex.
On the other hand, in nonsmooth analysis the classical multiplier rule was generalized in the direction of replacing the di erentiability assumption by the Lipschitz continuity assumption. Under the assumption that all functions are Lipschitz near the optimal solution and the abstract constraint set is closed, Clarke 3 ] derived a generalized multiplier rule involving the Clarke generalized gradient and the Clarke normal cone. The Clarke generalized gradient of a function would reduce to the usual derivative only when the function is strictly di erentiable (for example, when the function is continuously di erentiable). Hence, when all functions involved are continuously di erentiable and the abstract constraint set is convex, the generalized multiplier rule of Clarke would recover the classical multiplier rule. However, the Clarke generalized gradient of a Lipschitz continuous function may be strictly larger than the set which consists of the usual derivative when the function is Fr echet di erentiable but not strictly di erentiable. In the case when the abstract set is convex, Io e 11] showed that the Clarke generalized multiplier rule can be sharpened by replacing the Clarke generalized gradient by the Michel{Penot subdi erential which coincides with the usual derivative when the function is Gâteaux di erentiable. Other results in this direction also include Mordukhovich's combined multiplier rule 16] and the Treiman's multiplier rule 19] .
In this paper we study rst order necessary optimality conditions for nonlinear programming problems with equality, inequality, and abstract constraints where some of the functions are Fr echet di erentiable at the optimal solution, some of the functions are Lipschitz near the optimal solution, and the abstract constraint set may be nonconvex. For the above nonlinear programming problem with mixed assumptions on di erentiability and Lipschitz continuity, since a di erentiable function may not be Lipschitz continuous, the only applicable necessary optimality conditions in the literature are fuzzy multiplier rules (see, e.g., Borwein and Zhu 2]). Although in a nite dimensional space the fuzzy multiplier rule reduces to an exact multiplier rule, it involves the singular subdi erential of the non-Lipschitz functions. Our purpose is to derive exact (i.e., nonfuzzy) rst order multipler rules which do not involve any singular subdi erentials for the above problem where Fr echet derivatives are used for the di erentiable functions and subdi erentials are used for the Lipschitz continuous functions.
To be more precise, we consider the following optimization problem:
(P) minimize f(x) subject to g i (x) 0; i = 1; 2; : : : ; I; h j (x) = 0; j = 1; 2; : : : ; J; k (x) 0; k = 1; 2; : : : ; K; l (x) = 0; l = 1; 2; : : : ; L;
where f; g i (i = 1; 2; : : : ; I); h i (j = 1; 2; : : : ; J); k (k = 1; 2; : : : ; K); l (l = 1; 2; : : : ; L) are the objective function and the constraint functions from a Banach space X to R. is a closed subset of X and I; J; K; L are given integers. Generally one has I 1; J 1; K 1; L 1, but we allow I; J; K; or L = 0 to signify the case in which there are no explicit constraints of the type.
Let x be a local optimal solution to (P). Denote by I( x) := fi : g i ( x) = 0g and K( x) := fk : k ( x) = 0g the index sets of the binding constraints. We always make the following basic assumptions on the constraint functions.
(A) g i (i 2 I( x)); h j (j = 1; 2; : : : ; J) are Fr echet di erentiable at x and g i (i 6 2 I( x)) are continuous at x. k (k 2 K( x)); l (l = 1; 2; : : : ; L) are Lipschitz near x and k (k 6 2 K( x)) are continuous at x.
Our main results include the following multiplier rules. Theorem 1.1 (Fritz John necessary optimality conditions for the case L = 0). Let x be a local optimal solution of (P) with L = 0. Suppose that f is either Fr echet differentiable at x or Lipschitz near x, in addition to assumption (A), h j (j = 1; 2; : : : ; J) are continuous in a neighborhood of x, and there exists a vector that is hypertangent frf( x)g in the above multiplier rule. As it was shown by Fernandez 8], the continuity assumption of the equality constraints h j in Theorem 1.1 cannot be removed. Theorem 1.2 (Fritz John necessary optimality conditions for the case I = J = 0). Let x be a local optimal solution of (P) with I = J = 0. Suppose that the objective function f is Fr echet di erentiable at x, k (k 2 K( x)); l (l = 1; 2; : : : ; L) are Lipschitz near x and k (k 6 2 K( x)) are continuous at x. Then there exist scalars 0; k 0(k 2 K( x)); l (l = 1; 2; : : : ; L) not all zero such that
where @ denotes the Clarke generalized gradient and N(x; ) denotes the Clarke normal cone to at x. Moreover, if X is an Asplund space which is a Banach space whose separable subspaces have separable duals (as is the case for re exive spaces), under the above assumptions, there exist scalars
not all zero such that
where@ denotes the limiting subdi erential andN( x; ) denotes the limiting normal cone to at x. As in smooth and Lipschitz optimization we also give constraint quali cations under which the scalar in the above theorems is nonzero such as the generalized Mangasarian{Fromovitz constraint quali cation (GMFCQ), the no nonzero abnormal multiplier constraint quali cation (NNAMCQ), the metric regularity of the constraint region (metric regularity CQ), and the calmness constraint quali cation (calmness CQ).
We organize the paper as follows. In the next section we provide preliminaries that will be used in the paper. In section 3, we prove Theorem 1.1, the Fritz John type necessary optimality condition for the case where there are no Lipschitz continuous equality constraints. In section 4, we introduce constraint quali cations, discuss the relationship between the (GMFCQ) and (NNAMCQ), and prove that under constraint quali cations such as the (NNAMCQ), the metric regularity CQ and the calmness CQ, in Theorems 1.1 can be taken as 1. An example is given to show that when the objective function is not Lipschitz but only Fr echet di erentiable, the metric regularity CQ may not imply the calmness CQ. Hence the well-known relationships between these constraint quali cations may not hold when some of the functions are not Lipschitz but Fr echet di erentiable. However, it turns out that the Karush{ Kuhn{Tucker (KKT) conditions can usually be derived directly. We prove that unlike the Fritz John type condition (Theorem 1.1), under the metric regularity CQ and the calmness CQ the KKT condition holds even in the case where L 6 = 0, and the continuity assumption of the Fr echet di erentiable equality constraints is not needed. In section 5, we derive KKT type necessary optimality conditions for the case where all constraint functions are Lipschitz continuous and the objective function is Fr echet di erentiable under the constraint quali cation (NNAMCQ), the metric regularity CQ, and the calmness CQ. Theorem 1.2, the Fritz John type necessary optimality condition, then follows as an easy consequence.
2. Preliminaries. This section contains some background material on nonsmooth analysis which will be used throughout the paper. We give only concise de nitions that will be needed in the paper. For more detailed information on the subject, our references are Clarke 4 is called the set of Fr echet -normals to at x. When = 0, the set (2.1) is a cone which is called the Fr echet normal cone to at x and is denoted by N F (x; ).
(ii) Let x 2 cl . The nonempty conê N( x; ) := lim sup
is called the limiting normal cone to at x. Using the de nitions for normal cones, we now give de nitions for corresponding subdi erentials of a single-valued map. The following properties of the Michel{Penot directional derivatives and the Michel{Penot subdi erentials will be useful. (iii) @ 3 f(x) is a nonempty, convex, weak -compact subset of X and kx k L f for every x 2 @ 3 f(x). Let X be any Banach space, x 2 X, and ' : X ! R be Lipschitz near x. Then the Clarke generalized derivative of ' at x in the direction v 2 X is given by (ii) For any function ' : X ! R which is Lipschitz near x 2 X, one haŝ 
The following exact penalty results given by Clarke in 4, Proposition 2.4.3] will often be used in the paper. which contradicts the fact that x is a local optimal solution of (P). By virtue of (3.10), we have for all 2 (0; 1] small enough,
That is, for all 2 (0; 1] small enough, k ( x + v ) < 0; k = 1; 2; : : : ; K: Similarly, we can prove that for all small enough, which contradicts the fact that x is a local optimal solution of (P). The remaining proof is similar to Case 1.
4. Constraint quali cations and the KKT conditions. In this section we introduce four constraint quali cations which ensure the KKT conditions hold and discuss the relationships among them. The rst constraint quali cation for the case L = 0 follows naturally from the Fritz John necessary optimality condition as in the following proposition. The case = 0 is impossible. Indeed, if = 0 in the above condition, then the inclusion (4.2) coincides with inclusion (4.1). The assumption then rules out this possibility.
Motivated by the above KKT condition we de ne the following constraint qualication for the general problem (P). We now prove that the (NNAMCQ) is closely related to but weaker than the (GMFCQ) de ned as follows. In Lipschitz optimization, it is well known that the calmness condition is the weakest constraint quali cation. We now extend the de nition of the calmness condition 4] to our setting. We now prove that the calmness condition is also a constraint quali cation in our setting. It is interesting to note that unlike the Fritz John type condition (Theorem 1.1) the KKT conditions under either the calmness condition (Theorem 4.2) or the one under the metric regularity condition (Theorems 4.8 and 4.10) hold even for problem (P) with L 6 = 0. Moreover, under either the calmness condition or the metric regularity condition, the Fr echet di erentiable equality constraints do not need to be continuous near the optimal solution. Theorem 4.6 (KKT condition under calmness CQ). Let x be a solution of (P). Suppose that the objective function f is either Fr echet di erentiable at x or Lipschitz near x, the constraint functions satisfy assumption (A), and there exists a vector that is hypertangent to at x. If (P) is calm at x, then there exist i 0(i 2 I( x)); j (j = 1; 2; : : : ; J); k 0(k 2 K( x)); l (l = 1; 2; : : : ; L) such that
Proof. By the de nition of calmness, (x; p; u) = ( x; 0; 0) is a local solution to It is straightforward to verify that the (NNAMCQ) for the above problem is satis ed and the Lagrange multiplier rule with = 1 for the original problem follows from applying Theorem 4.1 to the above problem.
We also extend the notion of metric regularity in smooth and Lipschitz optimization to our setting. As in smooth and Lipschitz optimization, the metric regularity is stronger than the calmness condition in our setting when the objective function is Lipschitz continuous.
Theorem 4.8 (KKT condition under the metric regularity assumption when the objective function is Lipschitz). Let x be a solution of (P). Assume that the objective function f is Lipschitz near x, the constraint functions satisfy assumption (A), and there exists a vector that is hypertangent to at x. If the constraint region is metrically regular at x, then the KKT condition as stated in the conclusion of Theorem 4.6 also holds.
Proof. Since the objective function f is Lipschitz near x, by virtue of Proposition 2.7, x is a local solution to the following problem:
; where L f denotes the Lipschitz constant of f near x and C is the constraint region of (P). By the metric regularity, (x; p; q; u; v) = ( x; 0; 0; 0; 0) is a local solution to the following problem:
That is, the calmness CQ is satis ed at x and hence the conclusion of Theorem 4.6 also holds.
Unlike the case where the objective function is Lipschitz continuous, when the objective function is only di erentiable, the metric regularity of a constraint region may not imply the calmness as illustrated by the following example. Hence f is di erentiable at the optimal solution x = 0 but not Lipschitz near x = 0.
The constraint region fx : x = 0g is metrically regular since the constraint function is linear. However, the problem is not calm at x = 0 since x = 0 is not a solution to the perturbed problem min f(x) + kxk for any > 0. However, although the metric regularity is not stronger than the calmness condition when the objective function is not Lipschitz, it turns out that the metric regularity is still a constraint quali cation when the objective function is Fr echet di erentiable. In the remainder of this section, we would like to prove the KKT condition under the metric regularity assumption when the objective function is Fr echet di erentiable. First we prove the following formula for the Fr echet normal cone to the feasible region C and then we use the result to derive the multiplier rules. Lemma 4.9 . Let x be a feasible solution of (P). Assume that the constraint functions satisfy assumption (A) and there exists a vector that is hypertangent to at x. If C, the feasible region of (P), is metrically regular at Since the (NNAMCQ) holds for problem (P 0 ), f( ; ; ; )g must be bounded. Without loss of generality, we may assume that f( ; ; ; )g converges. The proof of the lemma is completed after taking limits as ! 0, by virtue of the weak compactness of the Michel{Penot subdi erentials (see Proposition 2.3).
Theorem 4.10 (KKT condition under the metric regularity CQ when the objective function is Fr echet di erentiable). Let x be a local optimal solution of (P). Assume that f is Fr echet di erentiable at x, the constraint functions satisfy assumption (A) , and there exists a vector that is hypertangent to at x. If C is metrically The case where X is a general Banach space can be proved similarly. 
