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Abstract
We theoretically investigate breathing oscillations of weakly-interacting degenerate Fermi gases
in highly-anisotropic harmonic oscillator traps. If the traps are not highly anisotropic, the fermions
behave as three-dimensional (3D) gases and exhibit the coupled breathing oscillations as studied
in a previous paper [1]; Otherwise the fermions exhibit quasi-low-dimensional (QLD) properties
derived from specific structures in their single-particle spectrum, called QLD structures. In the
present paper, we focus on effects of the QLD structures on the breathing oscillations of the
two-component fermions with symmetric population densities. Here we develop the semi-classical
Thomas-Fermi approximation extended to the highly-anisotropic systems and obtain the collective
frequencies in the sum-rule-scaling method and perturbation theory. As a result, we reveal that the
effects of the QLD structures can not be seen in the transverse modes in the first-order perturbation
and appear only in the longitudinal modes with hierarchies reflecting the QLD structures. We also
demonstrate time-evolution of the oscillations in the present framework.
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I. INTRODUCTION
Development of trapping and cooling techniques of atoms yields many and various studies
on trapped cold atoms, e.g., Bose-Einstein condensates (BECs) [2–4], degenerate Fermi
gases [5, 6], and mixtures of them [7–10]. In particular, the two-component Fermi gases are
recently studied well in various interaction regimes. In the attraction regime, the Feshbach
resonance method realizes the atomic pair condensates and BEC-BCS crossover [11, 12]. In
the strong repulsion regime, the phase separation appears [13]. In addition, the quasi-low-
dimensional (QLD) atomic gases are also realized in highly-anisotropic traps [14–22]. The
cold atoms offer a great infrastructure for fundamental study on quantum many-particle
systems.
One of important features of the quantum many-particle systems must be collective ex-
citations, which are often sensitive to interactions and details of quantum states. In partic-
ular, collective breathing oscillations give important diagnostic signals for properties of the
trapped quantum gases in actual experiments.
In theory, those collective excitations can be treated in the time-dependent mean-field
theory for weakly-correlated systems and random-phase approximation (RPA) for small
amplitude excitations [23–25]. Especially for pure collective excitations, simpler methods
can be adopted to calculate collective frequencies of the minimal oscillations, e.g., the sum-
rule method [26] and scaling method [1, 27–29]. Note that the sum-rule and scaling methods
are related to each other as explained in appendix A. Thus we call them together with a
single name, sum-rule-scaling method, in the present paper.
In a previous paper [29], one of the authors and his collaborator study spin excitations on
dipole and monopole oscillations in the three-dimensional (3D) two-component Fermi gases
in spherical traps using the scaling method, where the in-phase and out-of-phase oscillations
are mixed, and the coupled collective frequencies reflect the phase structure of the ground
state.
In another previous paper [1], furthermore, we study the breathing oscillations of the
two-component degenerate Fermi gases in anisotropic harmonic oscillator traps with vari-
ous trap frequencies and obtain the coupled collective frequencies of the longitudinal and
transverse oscillations. At that time, we assume the usual trap anisotropy and apply the
conventional Thomas-Fermi approximation (TFA) to the 3D gases in order to predict the
2
collective frequencies in the sum-rule-scaling method.
In the present paper, we extend those studies on the 3D gases to the highly-anisotropic
deformed gases with the QLD properties, which gradually appear as the trap anisotropy
increases. In the highly-anisotropic systems, the gases thus exhibit crossover behaviors
between the 3D and QLD gases. Note that, in principle, the QLD properties should originally
be given in the microscopic approach, where the many-body properties can be described in
the single-particle picture with the shell-structures of the single-particle spectrum. In the
present work, we thus deal with the QLD properties as appearance of the specific single-
particle structures, called QLD structures, in the highly-anisotropic systems.
The aim of the present paper is to reveal effects of the QLD properties on the breathing
oscillations of the fermions in the crossover range between the 3D and QLD gases. In
order to simplify the subject, we focus on the minimal oscillations of the weakly-interacting
fermions with symmetric population densities, i.e., the in-phase oscillations, and calculate
the collective frequencies in the sum-rule-scaling method and perturbation theory for the
inter-particle interaction. In addtion, we here develop TFA to the highly-anisotropic systems
in order to obtain the information of the groud state needed in the sum-rule-scaling method
and to describe the QLD structures clearly.
The contents of the present paper are as follows. In section II, we give theoretical expla-
nations of the Fermi gases and breathing oscillations and aldo formulate the sum-rule-scaling
method. In section III, we consider the ground-state properties reflecting the QLD structures
by developing TFA to the highly-anisotropic systems. In section IV, we show calculational
results of the collective frequencies and also demonstrate time-evolution of the oscillations
in the present framework. In section V, we give a summary and outlook.
II. THEORETICAL FRAMEWORK
In this section, we give a theoretical framework for the present work. First we introduce
a system of the trapped Fermi gases in subsection IIA. Second we explain the breathing
oscillations of the gases in subsection IIB. Third we formulate the sum-rule-scaling method
to describe the oscillations in subsection IIC.
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A. Trapped Fermi gases
Let us consider the Fermi gases of two-component atoms with the same atomic masses,
m1 = m2 ≡ m, where the subscripts 1 and 2 indicate the components of the atoms. In order
to simplify the following descriptions, we take a system of unit selected as ~ = 1 for the
reduced Planck constant and m = 1 for the atomic mass.
Assume that the atoms are simultaneously trapped in a cylindrical harmonic oscillator
potential V (r) denoted by
V (r) =
1
2
(
ω2cr
2
c + ω
2
zr
2
z
)
, (1)
where we introduce the Cartesian coordinates, r = (rx, ry, rz), and rc ≡
√
r2x + r
2
y. Then the
ratio of the trap frequencies, ωc/ωz, decides the anisotropy of this system. In the present
paper, the parallel direction to the z-axis is called longitudinal direction, and the orthogonal
directions are called transverse directions.
The Hamiltonian H(tc) of the two-component atoms is denoted by
H(tc) = H
(ho)
1 +H
(ho)
2 +H
(tc)
int (2)
with the harmonic oscillator parts H
(ho)
1 and H
(ho)
2 and interaction part H
(tc)
int given below.
Here we take the Schro¨dinger representation.
The H
(ho)
1 and H
(ho)
2 in eq. (2) are defined as
H(ho)α ≡
∫
dr Ψ†α(r)
[
−1
2
∇2 + V (r)
]
Ψα(r) (3)
for α = 1 and 2 with the trap potential V (r) in eq. (1) and fermion field operators Ψα(r)
obeying the anti-commutation relations,
{
Ψα(r),Ψβ(s)
}
= 0 (4)
and {
Ψα(r),Ψ
†
β(s)
}
= δαβδ(r − s). (5)
The H
(tc)
int in eq. (2) for the cold atoms can be given as
H
(tc)
int = g
∫
dr Ψ†1(r)Ψ
†
2(r)Ψ2(r)Ψ1(r) (6)
with the contact-type pseudo-potential for the low-energy s-wave scattering between the 1
and 2 atoms, where the coupling constant g is determined as g = 4πa12 with the s-wave
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scattering length a12 in the mean-field approximation introduced below. Note that the
contact-type interactions between the identical fermions must vanish because of the Pauli
blocking effect.
In order to deal with the interaction part H
(tc)
int in eq. (6), we here apply the time-
dependent Hartree-Fock approximation (TDHFA) to this system [30]. In TDHFA, the
two-body interaction in eq. (6) can be rewritten into a one-body interaction with the self-
consistent mean-fields
〈
Ψ†1(r)Ψ1(r)
〉
and
〈
Ψ†2(r)Ψ2(r)
〉
including the many-body effects as
mean-values. Note that the exchange term
〈
Ψ†1(r)Ψ2(r)
〉
for the interaction in eq. (6) is
neglected in TDHFA, i.e.,
〈
Ψ†1(r)Ψ2(r)
〉
= 0, because of the assumption of the diagonal
single-particle density matrix.
In principle, TDHFA must be valid for the weakly-interacting and dilute gases, i.e.,∣∣a12∣∣≪ ω−1/2c and ∣∣a12∣∣≪ ω−1/2z , as assumed in the present paper. If the gases are strongly
correlated, e.g., in the BEC-BCS crossover [12] or strongly-interacting QLD systems [22],
another different method may be needed to include the correlation effects beyond the present
framework.
In TDHFA, the Hamiltonian H(tc) in eq. (2) for the two-component atoms can be decou-
pled as
H(tc) = H1 +H2 (7)
with the single-component Hamiltonians H1 and H2 denoted by
Hα = H
(ho)
α +H
(HF)
α (8)
for α = 1 and 2, where we introduce the mean-field interaction parts,
H
(HF)
1 ≡ g
∫
dr Ψ†1(r)ρ
(t)
2 (r, t)Ψ1(r)− E(HF) (9)
and
H
(HF)
2 ≡ g
∫
dr Ψ†2(r)ρ
(t)
1 (r, t)Ψ2(r)− E(HF), (10)
with half of the total interaction energy,
E(HF) ≡ g
2
∫
dr ρ
(t)
1 (r, t)ρ
(t)
2 (r, t), (11)
for the each component of the atoms. Note that the mean-fields (or number densities),
ρ(t)α (r, t) ≡
〈
Ψ†α(r)Ψα(r)
〉
(12)
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for α = 1 and 2, must be determined self-consistently in TDHFA.
In the present paper, we consider the symmetric gases with the same number densities,
ρ
(t)
1 (r, t) = ρ
(t)
2 (r, t) ≡ ρ(t)(r, t), (13)
and focus on one of the atomic components, e.g., component 1. Then we can omit the
subscripts 1 and 2 for the atomic components according to eqs. (8)-(13).
As a result, instead of H(tc) in eq. (2) for the two-component atoms, we consider the
Hamiltonian H for the each component of the atoms denoted by
H = Hho +Hint (14)
with the harmonic oscillator part
Hho ≡
∫
dr Ψ†(r)
[
−1
2
∇2 + V (r)
]
Ψ(r) (15)
and mean-field interaction part
Hint ≡ g
∫
dr Ψ†(r)ρ(t)(r, t)Ψ(r)− E(t)int, (16)
corresponding to eq. (8), where the interaction energy E
(t)
int corresponds to that in eq. (11),
E
(t)
int ≡
g
2
∫
dr
[
ρ(t)(r, t)
]2
. (17)
Note that the results in the present paper can directly apply to the corresponding systems
of the symmetric multi-component fermions beyond the two-component case because the l-
component gases take the same formulation in eqs. (14) and (16) by renormalizing the
coupling constant, g → (l − 1)g, where l is a positive integer.
In TDHFA, the ground state
∣∣Φ0〉 is given by the Slater determinant
∣∣Φ0〉 = N∏
n=1
c†n
∣∣vac〉 (18)
with the fermion creation operator
c†n ≡
∫
dr Ψ†(r)φn(r), (19)
where the normalized single-particle wave functions φn(r) are determined by the HF equa-
tions, [
−1
2
∇2 + V (r) + gρ(r)
]
φn(r) = εnφn(r), (20)
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with the ground-state density
ρ(r) ≡
N∑
n=1
∣∣φn(r)∣∣2. (21)
Here the quantum number n (≥ 1) is ordered by the single-particle energy εn, i.e., εm ≥ εn
for m > n, and the Fermi level is determined by the particle number
N =
∫
dr ρ(r) (22)
owing to the normalization condition∫
dr
∣∣φn(r)∣∣2 = 1. (23)
According to eq. (18), the ground-state energy Eg ≡
〈
Φ0
∣∣H∣∣Φ0〉 is calculated as
Eg =
(
N∑
n=1
εn
)
−Eint (24)
with the interaction energy
Eint ≡
〈
Φ0
∣∣Hint∣∣Φ0〉 = g
2
∫
dr [ρ(r)]2 . (25)
Lastly we comment on the validity limit of the present model. In principle, it must
be valid for the weakly-interacting and dilute gases. However, if the gases are completely
deformed in ultimately-anisotropic traps, the pseudo-potential in eq. (6) for the 3D s-wave
scattering may not be available. At that time, we should consider more realistic inter-atomic
interactions instead of the pseudo-potential. The detailed discussion is beyond the purpose
of the present paper.
B. Breathing oscillations
The breathing oscillations are originally defined as compressive oscillations of fluids. Es-
pecially in spherical systems, they indicate the monopole oscillations in terms of the multi-
pole expansion. However, in anisotropic systems, the monopole oscillations are inseparably
mixed with incompressive oscillations, e.g., the quadrupole oscillations [1] and then it is nec-
essary to redefine the breathing oscillations as mixtures of those oscillations. In the present
paper, we adopt the later definition for the anisotropic systems.
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In the present work, we take the cylindrical trap in eq. (1) and consider cylindrical
deformation in the ground and excited states. Then the breathing oscillations appear in
expectation values of projected mean square radius operators
Rj ≡
∫
dr Ψ†(r)r2jΨ(r) (26)
for j = c and z. In actual experiments, those expectation values are directly observed with
the absorption imaging method, and the excited gases are artificially generated with sudden
change of the trap potentials.
The minimal breathing oscillations are defined as small amplitude oscillations of variations
of the expectation values of Rj in eq. (26),
sj ≡
〈
Φ(t)
∣∣Rj∣∣Φ(t)〉− 〈Φ0∣∣Rj∣∣Φ0〉, (27)
which can be described as
sj =
∑
ν>0
Cν
〈
Φ0
∣∣Rj∣∣Φν〉e−iEν t + c.c. (28)
with the time-dependent excited state
|Φ(t)〉 = |Φ0〉+
∑
ν>0
Cν |Φν〉 e−iEνt, (29)
where we introduce the excited states |Φν〉 with the excitation energy Eν and minimal
amplitudes Cν determined by the initial condition. As shown in eq. (28), those oscillations
directly reflect the information of the ground and excited states.
The oscillations of sc(t) and sz(t) in eq. (28) are called transverse and longitudinal oscil-
lations, respectively. In general, those oscillations are coupled and exhibit the normal mode
oscillations denoted by the normal mode operators R˜c and R˜z, which are given by the linear
combinations of Rc and Rz in principle, and R˜j ≈ Rj in the decoupled limit.
Note that the monopole and quadrupole oscillations are originally defined in spherical
systems, where the normal mode oscillations directly correspond to them. In general, the
monopole and quadrupole oscillations indicate oscillations of sm(t) ≡ sc(t)+sz(t) and sq(t) ≡
sc(t) − sz(t)/2, respectively, which must be decoupled in spherical systems and coupled in
anisotropic systems. Thus the normal mode oscillations in anisotropic systems can also be
described as mixtures of the monopole and quadrupole oscillations in the similar way for
the transverse and longitudinal oscillations.
8
In the pure collective oscillations, the transition strength functions
∣∣〈Φ0∣∣R˜j∣∣Φν〉∣∣ are
localized in a small range of the excitation energy near the collective frequencies. Then the
normal mode oscillations behave as the harmonic oscillations according to eq. (28), and the
collective frequencies can be estimated in the sum-rule-scaling method.
C. Sum-rule-scaling method
Here we formulate the sum-rule-scaling method for the breathing oscillations, which are
defined as the mixed oscillations of sc(t) and sz(t) in eq. (27) and determined from the
time-dependent excited state
∣∣Φ(t)〉 as explained in the previous subsection.
In the sum-rule-scaling method, the excited state
∣∣Φ(t)〉 is given by the scale transfor-
mation of the ground state
∣∣Φ0〉 as∣∣Φ(t)〉 = e−iξGe−(λc[H,Rc]+λz [H,Rz ])/2∣∣Φ0〉 (30)
with the projected mean square radius operators Rc and Rz defined in eq. (26) and Galilei
transformation factor
e−iξG ≡ e−i(λ˙cRc+λ˙zRz)/2, (31)
where λ˙c(t) and λ˙z(t) represent time derivatives of λc(t) and λz(t), respectively. The scale
parameters λc(t) and λz(t) in eq. (30) indicate the collective coordinates of the transverse
and longitudinal oscillations, respectively, and are proportional to sc(t) and sz(t) in eq. (27)
after all.
In TDHFA, the ground state
∣∣Φ0〉 is denoted by the Slater determinant in eq. (18), and
then the excited state
∣∣Φ(t)〉 in eq. (30) can be written as
∣∣Φ(t)〉 = N∏
n=0
d†n(t)
∣∣vac〉 (32)
with
d†n(t) ≡
∫
dr Ψ†(r)φ˜n(r, t), (33)
where we introduce the scaled wave functions defined as
φ˜n(r, t) ≡ e−i(λ˙cr2c+λ˙zr2z)/2eλc+λz/2φn (r˜c, r˜z) (34)
with r˜c ≡ eλcrc ≡
(
eλcrx, e
λcry
)
and r˜z ≡ eλzrz. The scaled wave functions φ˜n(r, t) in
eq. (34) satisfy the normalization and continuity conditions.
9
The time-dependent variational principle,
δ
∫
dt L[λ, λ˙] = 0, (35)
gives equations of motion for the scale parameters λc(t) and λz(t) in eq. (30), where we
define the Lagrangian L as
L[λ, λ˙] ≡ 〈Φ(t)∣∣i d
dt
−H∣∣Φ(t)〉. (36)
Note that the sum-rule-scaling method must be in TDHFA in the present framework be-
cause the variational space in eq. (35) is limited in the configuration space of the Slater
determinants according to eq. (32).
By substituting eq. (32) into eq. (36), L[λ, λ˙] in eq. (36) can be described as
L[λ, λ˙] = ∑
j=c,z
M(λ)j λ˙2j −H, (37)
where we define the mass parameters
M(λ)j ≡ e−2λjMj (38)
with
Mj ≡
∫
dr r2jρ(r) (39)
and excitation energy
H[λ, λ˙] ≡ 〈Φ(t)∣∣H∣∣Φ(t)〉− Eg (40)
with the ground energy Eg in eq. (24).
The excitation energy H[λ, λ˙] in eq. (40) is calculated as
H[λ, λ˙] = 1
2
∑
j=c,z
M(λ)j λ˙2j + V
[
λ
]
(41)
with the potential parameter
V[λ] ≡ ∑
j=c,z
(
e2λjKj + e
−2λjUj
)
+ e2λc+λzEint, (42)
where Kj and Uj indicate the kinetic and trap-potential energies of the ground state in the
j-direction motion,
Kj ≡
∫
dr
〈
Φ0
∣∣Ψ†(r)(−1
2
∇2j
)
Ψ(r)
∣∣Φ0〉 (43)
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and
Uj ≡
∫
dr
〈
Φ0
∣∣Ψ†(r)(1
2
ω2j r
2
j
)
Ψ(r)
∣∣Φ0〉. (44)
In order to deal with the minimal oscillations,
∣∣λc∣∣ ≪ 1 and ∣∣λz∣∣ ≪ 1, studied in the
present work, we expand the excitation energy H[λ, λ˙] in eq. (40) by λc and λz and take
the terms up to the second order,
H[λ, λ˙] ≃ 1
2
(
λ˙
T
Bλ˙+ λTCλ
)
(45)
with λ ≡ (λc, λz)T , where the superscript T indicates the transposition. The mass parameter
matrix B in eq. (45) is defined as
B ≡

Mc 0
0 Mz

 , (46)
where the diagonalization of B is due to
[[
H,Rc
]
, Rz
]
= 0 and
[[
H,Rz
]
, Rc
]
= 0. The
restoring force matrix C in eq. (45) is defined as
C ≡

 4 (Kc + Uc) + 4Eint 2Eint
2Eint 4 (Kz + Uz) + Eint

 . (47)
Note that the first order term of λ in eq. (45) must vanish because of the generalized
virial theorem,
Kc = Uc −Eint (48)
and
Kz = Uz − 1
2
Eint. (49)
In order to diagonalize H[λ, λ˙] in eq. (45), we introduce a complete set of orthonormal
eigenvectors, (
B−1/2CB−1/2
)
ηj = Ω
2
jηj (50)
for j = c and z, where the eigenvalues Ω2j must be positive for the stable ground state. Then
λ in eq. (45) can be described as
λ = B−1/2
∑
j=c,z
ujηj (51)
with
uj = η
T
j B
1/2λ. (52)
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By substituting eq. (51) into eq. (45), H[λ, λ˙] in eq. (45) can be written as the diagonal
form,
H[λ, λ˙] = 1
2
(
˙˜
λT
˙˜
λ+ λ˜
T
C˜λ˜
)
(53)
with the normal mode vector λ˜ ≡ (uc, uz)T and eigenvalue matrix
C˜ ≡

 Ω2c 0
0 Ω2z

 . (54)
According to eqs. (53) and (54), Ωc and Ωz in eq. (50) correspond to the collective frequencies
of the transverse and longitudinal normal modes, respectively.
As a result, we can rewrite the coupled scale transformation in eq. (30) into the decoupled
form, ∣∣Φ(t)〉 = e−iξGe−(uc[H,R˜c]+uz[H,R˜z])/2∣∣Φ0〉 (55)
with
e−iξG = e−i(u˙cR˜c+u˙zR˜z)/2, (56)
where we introduce the normal mode operators
R˜j ≡ ηTj B−1/2R (57)
with R ≡ (Rc, Rz)T .
Here we comment on the relationship between the sum-rule and scaling methods. In the
above formulation, the both methods predict the same collective frequencies as explained
in appendix A. However, in principle, they are originally different approaches playing the
complementary roles in the study on the collective oscillations. In fact, the scaling method
clearly gives the time-dependent excitation state in eq. (30) and determine the normal mode
operators R˜j in eq. (57), differently from the sum-rule method; On the other hand, the
sum-rule method can give more detailed information of the oscillations, e.g., collectivity of
the oscillations, with additional data of the energy moments, differently from the scaling
method.
In conclusion, the breathing oscillations depend only on the parameters Mc, Mz, Kc,
Kz, Uc, Uz, and Eint determined from the ground state properties. Actually the collective
frequencies are calculated in eq. (50) with these parameters, and the precise behaviors are
predicted via the time-dependent excitation state in eq. (30) by solving the classical dynamics
denoted by eqs. (37) and (45).
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III. GROUND STATE PROPERTIES
In this section, we calculate the parameters needed to predict the breathing oscillations
in the sum-rule-scaling method. The parameters are determined only from the ground state
properties as explained in the previous section. The collective frequencies must thus reflect
the QLD structures through the properties. Here we consider the ground state with the
QLD structures by developing TFA to the highly-anisotropic systems in subsection IIIA,
and then determine the parameters in the present approach in subsection IIIB.
A. QLD structures and extended TFA
The QLD structures are defined as the specific single-particle structures appeared in
the highly-anisotropic systems. If ωc ≪ ωz, the system exhibits the quasi-two-dimensional
(Q2D) structure related to the Q2D system; If ωc ≫ ωz, the system exhibits the quasi-one-
dimensional (Q1D) structure related to the Q1D system. In the present paper, we treat the
both cases.
In general, definition of the QLD systems can not be unique. That is because the QLD
systems are artificially defined with the handed variable-separation for the anisotropic di-
rections, although the inter-particle interactions can not permit the variable-separation. In
other words, the QLD systems merely indicate the partial systems chosen by hand. In
principle, such a partial system must have effective interactions owing to the interactions
between the partial and residual systems because physics must not depend on the selection
of the partial system and must be described in the total system.
The QLD structures are fundamentally independent of the artificial definition of the QLD
systems and, however, must be related to the QLD systems in the highly-anisotropic and
weakly-interacting limits. As demonstrated below, the relationship can clearly be seen in
the perturbative approach started from the non-interacting asymptotic state with the exact
variable-separation.
In the first-order perturbation theory, all physical values are evaluated from the non-
perturbative state, i.e., the ground state of the non-interacting gases. In the state, the
13
single-particle energies in eq. (20) are given as
εn =
∑
j=x,y,z
ωj
(
nj +
1
2
)
≡
∑
j=x,y,z
ej (58)
with n = {nx, ny, nz} and ωx = ωy ≡ ωc. The corresponding single-particle wave-functions,
φn(r), are denoted by the variable separation form,
φn(r) =
∏
j=x,y,z
ϕj(rj) (59)
with
ϕj(rj) ≡
ω
1/4
j
π1/4
√
e−ωjr
2
j
2njnj !
Hnj
(√
ωjrj
)
. (60)
Here Hn(x) indicates the Hermite functions.
In order to develop TFA, we here introduce the Wigner function defined as
f(r,p) ≡
∫
ds e−ip·s
〈
Ψ†
(
r − s
2
)
Ψ
(
r +
s
2
)〉
. (61)
Then the expectation value of an arbitrary one-body operator
A ≡
∫
dr Ψ†(r)a(rˆ, pˆ)Ψ(r) (62)
can be written as 〈
A
〉
=
∫∫
drdp
(2π)3
a(cl)(r,p)f(r,p) (63)
with the Weyl classical function a(cl)(r,p) corresponding to the quantum mechanical oper-
ator a(rˆ, pˆ).
In the non-interacting gases, the Wigner function f(r,p) in eq. (61) can be described as
f(r,p) =
∑
n
F(εn)
∏
j=x,y,z
fj(rj, pj; ej) (64)
with the zero-temperature Fermi distribution function
F(εn) ≡ Θ(eF − εn) (65)
and variable separation parts
fj(rj , pj; ej) ≡
∫ ∞
−∞
ds e−ipjsϕ∗j
(
rj − s
2
)
ϕj
(
rj +
s
2
)
(66)
according to eqs. (58) and (59), where we introduce the Fermi energy eF and Heaviside step
function Θ(x) obeying Θ(x > 0) = 1 and Θ(x < 0) = 0. The Wigner function f(r,p) in
eq. (64) is simplified in TFA by smoothing the energy-level density as explained below.
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1. Conventional TFA
The conventional 3DTFA, explained in Appendix B, must be valid only if the traps are
not highly anisotropic; Otherwise 3DTFA loses the validity because of the QLD structures.
In fact, it is clearly seen in the single-particle energy-level densities [31]. Here we show them
in the oblate and prolate deformed gases in order.
First we consider the oblate deformed gases, ωz > ωc, and take the anisotropy az ≡ ωz/ωc
to be an integer in order to simplify the following descriptions, where the single-particle
energies εn in eq. (58) can be written as
εn = ωcqc + e0 ≡ eq (67)
with the quantum number
qc ≡ nx + ny + aznz (68)
for the c-direction motion and zero point energy
e0 ≡ ωc + 1
2
ωz. (69)
At that time, we can perform coarse graining for the energy width ωc in eq. (67) and
introduce the discrete energy-level density D(eq) defined as the mean number density of the
energy-levels in the energy width ωc around the energy eigenvalue eq instead of the density
of states in eq. (B3).
As a result, we obtain
D(eq) =
(qz + 1)(2qc + 2− azqz)
2ωc
(70)
with the maximum quantum number
qz ≡ int
[
eq − e0
ωz
]
(71)
for the z-direction motion, where the round-down function int[x] returns the integer part of
the real number x.
If the trap anisotropy az is not so large, most of the fermions occupy the energy levels
in the range denoted by eq ≫ ωz > ωc because of the Pauli exclusion principle. Then we
can take the smoothing scheme for both of the quantum numbers, qc ≈ (ε − e0)/ωc and
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qz ≈ (ε− e0)/ωz, to obtain the smoothed energy level density D(ε) from the discrete energy
level density D(eq) in eq. (70). As a result, we obtain
D(ε) ≈ D(3)(ε) = ε
2
2ω2cωz
Θ(ε), (72)
where D(3)(ε) indicates the energy level density in 3DTFA as described in eq. (B10).
In the highly-anisotropic Q2D limit, most of the fermions occupy the energy levels in the
range denoted by ωz > eq ≫ ωc, i.e., qz = 0. Then we take the smoothing scheme only for
qc ≈ (ε− e0)/ωc and obtain
D(ε) ≈ D(2)(ε) = 1
ω2c
(
ε− ωz
2
)
Θ
(
ε− ωz
2
)
, (73)
where D(2)(ε) indicates the energy level density in 2DTFA as described in eq. (B10).
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FIG. 1: (Color online) The energy level densities when ωz/ωc = 21. The open circles represent
the values of D(eq). The dashed and solid lines represent the results in 3DTFA and 2DTFA,
respectively.
In fig. 1, we show the energy level densities when ωz/ωc = 21. If ε ≫ ωz, the values
of D(eq) (denoted by the open circles) approximately agree with those of D
(3)(ε) (denoted
by the dashed line) as described in eq. (72); Otherwise the both results exhibit the visible
difference reflecting the QLD structures. If ε < 31.5ωc = 1.5ωz, i.e., qz = 0, the values of
D(eq) agree with those of D
(2)(ε) (denoted by the solid line) as described in eq. (73).
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Second we consider the prolate deformed gases, ωc > ωz, and also take the anisotropy
ac ≡ ωc/ωz to be an integer, where we can apply the same way in the oblate deformed gases
to obtain the energy-level density D(eq) with exchange of the subscripts, c↔ z, and obtain
D(eq) =
(qc + 1)(qc + 2)
2ωz
. (74)
According to the same way in the oblate deformed gases, the energy level density D(eq)
in eq. (74) agrees with that in 3DTFA, D(3)(ε), as described in eq. (72) if the trap anisotropy
ac is not so large; Otherwise they disagree because of the QLD structures. Especially in the
highly-anisotropic Q1D limit, ωc > eq ≫ ωz and qc = 0, we can take the smoothing scheme
only for qz ≈ (ε− e0)/ωz and obtain
D(ε) ≈ D(1)(ε) = 1
ωz
Θ(ε− ωc), (75)
where D(1)(ε) indicates the energy level density in 1DTFA as described in eq. (B10).
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FIG. 2: (Color online) The energy level densities when ωc/ωz = 21. The open circles represent
the values of D(eq). The dashed and solid lines represent the results in 3DTFA and 1DTFA,
respectively.
In fig. 2, we show the energy level densities when ωc/ωz = 21. If ε ≫ ωc, the values of
D(eq) (denoted by the open circles) approximately agree with those of D
(3)(ε) (denoted by
the dashed line) in analogy with the case of the oblate deformed gases. If ε < 42ωz = 2ωc,
i.e., qc = 0, the values of D(eq) agree with those of D
(1)(ε) (denoted by the solid line) as
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described in eq. (75). The appearance of the QLD structures in the prolate deformed gases
in fig. 2 is clearer than that in the oblate deformed gases in fig. 1.
Note that, as shown in figs. 1 and 2, the QLD structures exhibit the hierarchic structures
associated with the maximum quantum numbers for the narrow direction motions, i.e., qz for
the oblate deformed gases and qc for the prolate deformed gases. The hierarchic structures
must reflect the specific feature of the QLD structures and are also shown in the following
results. In general, if we expand the field operator Ψ(r) with the complete set of the single-
particle wave-functions φn(r) in eq. (59) with the variable separation form, the expanded
terms are denoted by two types of the quantum numbers, i.e., the fine and coarse modes,
and the coarse mode produces the hierarchic structures in the highly-anisotropic systems
in principle. After all, the QLD structures determine the fundamental mechanism of the
appearance of the QLD gases and dimensionality.
2. Extended TFA
As shown in the energy-level densities described above, the conventional 3DTFA should
not be applied to the highly-anisotropic systems because of the QLD structures. Here we
introduce another approach to develop TFA to the highly-anisotropic systems.
In order to deal with the QLD structures, we smooth the Wigner function f(r,p) in
eq. (64) only for the c-direction in the oblate deformed gases and only for the z-direction in
the prolate deformed gases. Then we obtain
f(r,p) =
∫ ∞
0
dε G(j)(ε) (76)
for j = 2 and 1, where we introduce
G(2)(ε) ≡ F
[
ε+ e
(2)
cl (rc,pc)
]
×
∑
nz
δ(ε− ez)fz(rz, pz; ez) (77)
for the oblate deformed gases with the Q2D classical energy
e
(2)
cl (rc,pc) ≡
1
2
p2c +
1
2
ω2cr
2
c (78)
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and
G(1)(ε) ≡ F
[
ε+ e
(1)
cl (rz, pz)
]
×
∑
nx,ny
δ(ε− ex − ey)
∏
j=x,y
fj(rj, pj; ej) (79)
in the prolate deformed gases with the Q1D classical energy
e
(1)
cl (rz, pz) ≡
1
2
p2z +
1
2
ω2zr
2
z . (80)
Note that, if ε ≫ ωc and ε ≫ ωz, the Wigner function f(r,p) in eq. (76) agrees with
that in 3DTFA,
f (3)(r,p) ≡ F [ecl(r,p)], (81)
according to the smoothing scheme, where we introduce the 3D classical energy
ecl(r,p) ≡ 1
2
p2 +
1
2
(
ω2cr
2
c + ω
2
zr
2
z
)
. (82)
Thus we can rewrite the Wigner function f(r,p) in eq. (76) as
f(r,p) =
∫ εc
0
dε G(j)(ε)
+ f (3)(r,p)Θ[ecl(r,p)− εc] (83)
for the oblate (j = 2) and prolate (j = 1) deformed gases with a large cutoff energy εc.
The rewritten formula in eq. (83) is called extended TFA (ETFA) in the present paper. If
εc > eF, ETFA exactly reproduces the original Wigner function f(r,p) in eq. (76).
The QLD and hierarchic structures can be seen in eq. (83) through eqs. (77) and (79),
and thus ETFA reproduces the QLD structures below the cutoff energy εc; On the other
hand, ETFA does not reproduce the QLD structures above the cutoff energy εc as shown in
eq. (81). In ETFA, the value of the cutoff energy εc determines the contribution of the QLD
structures, and we can manually select the value of εc to see the detail of the contribution.
Note that, pragmatically, it is not necessary to include the QLD structures in the whole
range of the single-particle energy ε because the contribution of the QLD structures is
principally derived from the low-energy parts of the structures. In fact, the results in ETFA
with a finite value of the cutoff energy εc can be in good agreement with those in the exact
calculations, i.e., in the εc →∞ limit, as demonstrated in the next section.
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3. Fermi energy and crossover behaviors
In order to see the contribution of the QLD structures in eq. (76) in the highly-anisotropic
systems, we show the Fermi energy eF for an example. As a typical behavior in the highly-
anisotropic systems, the Fermi energy exhibits the crossover behaviors between the 3D and
QLD systems with the hierarchic structures in ETFA.
The Fermi energy eF is determined by the particle number condition,
N =
∫∫
drdp
(2π)3
f(r,p) (84)
with the Wigner function f(r,p) in eq. (83). In particular, we obtain
e
(d)
F = ω
(d) (d! N)1/d + e
(d)
0 (85)
in the d-dimensional TFA with the mean trap frequencies, ω(1) ≡ ωz, ω(2) ≡ ωc, and ω(3) ≡
ω
2/3
c ω
1/3
z , and zero-point energy shifts, e
(1)
0 ≡ ωc, e(2)0 ≡ ωz/2, and e(3)0 ≡ 0, according to
eqs. (72), (73), and (75) or eq. (B10) in general.
In fig. 3, we show the Fermi energies for the oblate deformed gases when N = 104 (a)
and prolate deformed gases when N = 103 (b). If the trap anisotropy is not so large, the
exact values of the Fermi energies eF (denoted by the open circles) approximately agree with
those in 3DTFA (denoted by the short-dashed lines). As the anisotropy increases, the Fermi
energies eF exhibit the crossover behaviors from those in 3DTFA to those in 2DTFA (a)
or 1DTFA (b). In fig. 3(a), the exact values agree with those in 2DTFA (denoted by the
long-dashed line) when eF ≤ 1.5ωz and N ≤ 0.5(ωz/ωc)2. In fig. 3(b), the exact values agree
with those in 1DTFA (denoted by the long-dashed line) when eF ≤ 2ωc and N ≤ ωc/ωz.
Furthermore, in fig. 3, we also plot the results in ETFA (denoted by the solid lines)
including the QLD structures only below the cutoff energy, εc = 1.5ωz (a) or εc = 2ωc (b),
for the lowest hierarchy, qz = 0 (a) or qc = 0 (b). These results roughly reproduce the
crossover behaviors and are slightly different from the exact values in the middle range of
the anisotropy owing to the upper hierarchies of the QLD structures.
As shown in fig. 3, the QLD structures induce the crossover behaviors between the 3D
and QLD gases as an important feature of the quantum gases in the highly-anisotropic
traps. According to dimensional analysis, the phase structures of the weakly-interacting
Fermi gases can be determined by eF/ωz for the oblate deformed gases and eF/ωc for the
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FIG. 3: (Color online) The Fermi energies for the oblate deformed gases when N = 104 (a) and
prolate deformed gases when N = 103 (b). The open circles represent the exact results. The
solid lines represent the results in ETFA with εc = 1.5ωz (a) or 2ωc (b). The short-dashed and
long-dashed lines represent the results in 3DTFA and 2DTFA (a) or 1DTFA (b), respectively.
prolate deformed gases. Note that, in this case, the other energy scales, e.g., the other trap
frequency and interaction energies, are very small and negligible in comparison to the Fermi
energy eF. We briefly describe the phase structures in fig. 4.
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 Oblate ( ωz > ωc ) 
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 eF - e0 >> ωz 
 2DTF 
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FIG. 4: (Color online) The phase structures of the weakly-interacting Fermi gases in the highly-
anisotropic traps.
B. Determination of the parameters
Here we determine the parameters needed in the sum-rule-scaling method by using ETFA
and the perturbation theory, where we expand these parameters by the coupling constant g
and take the zero-th and first order terms, e.g., Kc ≃ Kc0 +Kc1, Uc ≃ Uc0 + Uc1, and so on.
According to the Wigner function f(r,p) in eq. (76), we obtain the zero-th order terms
Uc0 and Uz0 of the potential energies in the c and z-direction motions in eq. (44) as
Uc0 =
∞∑
nz=0
(eF − ez)3
6ω2c
Θ(eF − ez) (86)
and
Uz0 =
∞∑
nz=0
ez(eF − ez)2
4ω2c
Θ(eF − ez) (87)
for the oblate deformed gases and
Uc0 =
∞∑
nx=0
∞∑
ny=0
ec(eF − ec)
2ωz
Θ(eF − ec) (88)
and
Uz0 =
∞∑
nx=0
∞∑
ny=0
(eF − ec)2
4ωz
Θ(eF − ec) (89)
for the prolate deformed gases, where we utilize ez and ec ≡ ex + ey in eq. (58) and integral
formulas for the Hermite functions Hn(x).
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The results in 3DTFA,
U
(3)
c0 = 2U
(3)
z0 =
1
4
(
6ωzω
2
cN
4
)1/3
, (90)
can be reproduced by smoothing the residual sums in eqs. (86)-(89) as
∞∑
nj=0
→
∫ ∞
0
dej
ωj
(91)
for j = x, y, and z.
The results in 2DTFA,
U
(2)
c0 =
√
2
3
ωcN
3/2 (92)
and
U
(2)
z0 =
ωz
4
N, (93)
can also be reproduced by taking nz = 0 in the residual sums in eqs. (86) and (87).
The results in 1DTFA,
U
(1)
c0 =
ωc
2
N (94)
and
U
(1)
z0 =
ωz
4
N2, (95)
can also be reproduced by taking nx = ny = 0 in the residual sums in eqs. (88) and (89).
In Fig. 5, we show the zero-th order terms Uc0 and Uz0 of the potential energies in
eqs. (86)-(89) for the oblate deformed gases when N = 104 and prolate deformed gases when
N = 103. The crossover behaviors and hierarchic structures also appear in these plots.
The mass parametersMc andMz in eq. (46) are determined from the potential energies
Uc and Uz owing to the definitions,
Mj = 2
ω2j
Uj (96)
for j = c and z.
The zero-th order terms Kc0 and Kz0 of the kinetic energies in eq. (43) are equal to those
of the potential energies Uc0 and Uz0 according to the virial theorem in eqs. (48) and (49),
i.e.,
Kj0 = Uj0 (97)
for j = c and z.
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FIG. 5: (Color online) The potential energies, Uc0 [(a) (c)] and Uz0 [(b) (d)], for the oblate deformed
gases when N = 104 [(a) (b)] and prolate deformed gases when N = 103 [(c) (d)]. The open circles
represent the exact results. The solid lines represent the results in ETFA with εc = 1.5ωz [(a)
(b)] or 2ωc [(c) (d)]. The short-dashed and long-dashed lines represent the results in 3DTFA and
2DTFA [(a) (b)] or 1DTFA [(c) (d)], respectively.
In addition, we can determine the first order terms Kc1, Kz1, Uc1, and Uz1 from the
interaction energy Eint as
Uc1 = −Kc1 = 1
2
Eint (98)
and
Uz1 = −Kz1 = 1
4
Eint (99)
because
Eint = Uc1 −Kc1 = 2(Uz1 −Kz1) (100)
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according to the virial theorem in eqs. (48) and (49) and
Uj1 = −Kj1 (101)
for j = c and z according to the first-order perturbation theory for the variable-separated
non-perturbative state.
Lastly we approximately determine the interaction energy Eint as
Eint ≈ E(3)int (102)
with that in 3DTFA,
E
(3)
int = β
(3)g
√
ωzω2cN
3, (103)
where β(3) ≡ 512√3/(945π3) ≈ 0.0302. That is because the QLD structures have little
influence on the interaction energy. In fact, the interaction energy in the crossover region
varies between that in 3DTFA in eq. (103) and that in the d-dimensional TFA,
E
(d)
int = β
(d)g
√
ωzω2cN
3, (104)
for d = 1 or 2, where β(2) ≡ 1/(6π3/2) ≈ 0.0299 and β(1) ≡ 2√2/(3π3) ≈ 0.0304, and they
take nearly same values owing to β(3) ≈ β(2) ≈ β(1).
IV. BREATHING OSCILLATIONS
In this section, we show the calculational results with the parameters determined in the
previous section. First we calculate the collective frequencies of the breathing oscillations in
the sum-rule-scaling method in subsection IVA. Second we demonstrate the time-evolution
of the oscillations in the present framework in subsection IVB.
A. Collective frequencies
According to the eigen-equation, eq. (50), with eqs. (46) and (47), we obtain the nor-
mal mode frequencies Ωc and Ωz of the breathing oscillations up to the first order of the
interaction energy Eint as
Ωj = 2
√
Kj + Uj
Mj +
αjEint√Mj(Kj + Uj) +O
(
E2int
)
(105)
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for j = c and z, where αc ≡ 1 and αz ≡ 1/4. Furthermore these solutions can also be
expanded by the coupling constant g as Ωj ≃ Ωj0 + Ωj1, where
Ωj0 = 2
√
Kj0 + Uj0
Mj0 , (106)
and
Ωj1 =
Ωj0
2
(
Kj1 + Uj1
Kj0 + Uj0
− Mj1Mj0 +
αjEint
Kj0 + Uj0
)
. (107)
The zero-th order terms in eq. (106) correspond to those of the noninteracting gases. In
fact, by substituting eqs. (96) and (97) into eq. (106), we obtain
Ωj0 = 2ωj (108)
for j = c and z. The results in eq. (108) depend only on the trap frequencies and are
independent of the QLD structures.
The first order terms Ωc1 and Ωz1 in eq. (107) can also be obtained as
Ωc1 = 0 (109)
and
Ωz1 = −ωz
8
Eint
Uz0
(110)
by substituting eqs. (96)-(99) into eq. (107). The results in eqs. (109) and (110) reveal
that the interaction and QLD structures affect the longitudinal normal mode Ωz, but not
the transverse normal mode Ωc. Note that the vanishment of the first order term Ωc1 in
eq. (109) must be a universal property of the transverse mode Ωc owing to the structure of
the off-diagonal elements in eq. (47).
According to eq. (110), the QLD structures contribute the longitudinal normal mode
Ωz principally through the potential energy Uz0 because eq. (110) contains only the two
parameters, Uz0 and Eint, and the QLD structures have little influence on Eint as shown in
eq. (102). As a result, the longitudinal normal mode Ωz exhibits the crossover behaviors
associated with those of the potential energy Uz0 shown in fig. 5.
According to eqs. (90)-(95), the first order term Ωz1 of the longitudinal normal mode in
eq. (110) becomes
Ω
(3)
z1 = −
1
61/3
(
ωz
ωc
)2/3
Eint
N4/3
(111)
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in the 3DTFA limit,
Ω
(2)
z1 = −
1
2
Eint
N
(112)
in the 2DTFA limit, and
Ω
(1)
z1 = −
1
2
Eint
N2
(113)
in the 1DTFA limit.
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FIG. 6: (Color online) The first order term of the longitudinal normal mode, Ωz1, for the oblate
deformed gases when N = 104 (a) and prolate deformed gases when N = 103 (b). The open circles
represent the exact results. The short-dashed and long-dashed lines represent the results in 3DTFA
and 2DTFA (a) or 1DTFA (b), respectively.
In fig. 6, we show the first order term Ωz1 of the longitudinal normal mode in eq. (110) with
the parameters in eqs. (87), (89), and (102) for the oblate deformed gases when N = 104
(a) and prolate deformed gases when N = 103 (b). The situations are same as those in
figs. 3 and 5. The exact results (denoted by the open circles) exhibit the crossover behaviors
between the results in 3DTFA (denoted by the short-dashed lines) and 2DTFA (a) or 1DTFA
(b) (denoted by the long-dashed lines).
In fig. 7, we show comparison between the exact results in fig. 6 (denoted by the open
circles) and the results in ETFA with εc = 1.5ωz, 2.5ωz, and 3.5ωz (a) and 2ωc, 3ωc, and
4ωc (b) (denoted by the short-dashed, long-dashed, and solid lines, respectively). There
clearly appear three ranges reflecting the hierarchic structures. In fig. 7(a), we present (i)
ωz >
√
2Nωc, (ii)
√
2Nωc > ωz >
√
0.4Nωc, and (iii)
√
0.4Nωc > ωz. In fig. 7(b), we present
(i) ωc > Nωz, (ii) Nωz > ωc > 0.25Nωz, and (iii) 0.25Nωz > ωc.
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FIG. 7: (Color online) Same as fig. 6, but the short-dashed, long-dashed, and solid lines represent
the results in ETFA with εc = 1.5ωz , 2.5ωz , and 3.5ωz (a) and 2ωc, 3ωc, and 4ωc (b), respectively.
In range (i), the exact results agree with those in 2DTFA (a) or 1DTFA (b), and all
results in ETFA reproduce the exact values. In other words, only the lowest hierarchy in
the QLD structures contributes to the results in this range.
In range (ii), the lowest and second-lowest hierarchies contribute to the exact results. In
fact, the results in ETFA only with εc ≥ 2.5ωz (a) or 3ωc (b) reproduce the exact values.
The difference between the results in the exact calculation and ETFA with εc = 1.5ωz (a)
or 2ωc (b) indicates the contribution of the second-lowest hierarchy.
In range (iii), the lowest, second-lowest, and third-lowest hierarchies principally contribute
to the exact results. Thus the results in ETFA only with εc ≥ 3.5ωz (a) or 5ωc (b) can
reproduce the exact values. There appear additional detailed structures owing to the upper
hierarchies; However it is difficult to see them in fig. 7 because the difference between the
results in the exact calculation and ETFA is visually small.
Finally we comment on the particle number dependence on the above results. If the
particle number varies, the qualitative behaviors are kept, and two kinds of quantitative
change appear. One is the change of the results in the TFA limit, Ω
(3)
z1 ∝ N1/6, Ω(2)z1 ∝ N1/2,
and Ω
(1)
z1 ∝ N−1/2, as shown in eqs. (111)-(113). The other is the change of the critical
anisotropies dividing range (i) and range (ii), which are proportional to N1/2 for the oblate
deformed gases and N for the prolate deformed gases.
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B. Time-evolution
In the sum-rule-scaling method, the collective coordinates λc(t) and λz(t) determine the
breathing oscillations as described in eq. (30). In order to observe the collective coordi-
nates in actual experiments, we can utilize the measurement of the projected mean square
radii sc(t) and sz(t) defined in eq. (27) because they are proportional to λc(t) and λz(t),
respectively.
Here we demonstrate the time-evolution of sc(t) (∝ λc(t)) and sz(t) (∝ λz(t)) by solving
the classical dynamics denoted by eqs. (37) and (45). Note that the collective coordinates
λc(t) and λz(t) are defined as the variational parameters in the sum-rule-scaling method and
contain the quantum fluctuations as mean-values in TDHFA.
Up to the first order of the the interaction energy Eint, the equations of motion can be
described as
d2λc
dt2
= −Ω2c (λc + γcλz) (114)
and
d2λz
dt2
= −Ω2z (λz + γzλc) (115)
with
γj ≡
ω2j
Ω2j
Eint
Uj
(116)
for j = c and z.
In Fig. 8, we show the time evolution of sc(t) [(a) (c)] and sz(t) [(b) (d)] (denoted by the
solid lines) for the oblate deformed gases when g = 0.3ω
−1/2
c , ωz/ωc = 80, and N = 10
4 [(a)
(b)] and prolate deformed gases when g = 0.2ω
−1/2
z , ωc/ωz = 600, and N = 10
3 [(c) (d)].
Here we give an initial condition as sc(t = 0) = sz(t = 0) = s0 and s˙c(t = 0) = s˙z(t = 0) = 0.
This condition corresponds to the typical experimental situation, where the trap frequencies
are suddenly changed at t = 0. For reference, we also plot the results of the non-interacting
gases (denoted by the short-dashed lines) and periods of the normal modes (denoted by the
dotted separations).
As shown in fig. 8, the interaction principally induces two kinds of influence. One is the
frequency decrement in the longitudinal oscillations shown in fig. 8(b) and (d). The other
is the shift of the center position of the faster oscillations shown in fig. 8(b) and (c).
The frequency decrement in the longitudinal oscillations shown in fig. 8(b) and (d) can
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FIG. 8: (Color online) The time evolution of sc(t) [(a) (c)] and sz(t) [(b) (d)] of the oblate deformed
gases when ωz/ωc = 80 and N = 10
4 [(a) (b)] and prolate deformed gases when ωc/ωz = 600 and
N = 103 [(c) (d)]. The short-dashed lines represent the results for g = 0. The solid lines and
dotted separations represent the results and normal mode periods, respectively, for g = 0.3ω
−1/2
c
[(a) (b)] and 0.2ω
−1/2
z [(c) (d)].
be explained from the normal mode frequencies. According to eqs. (109) and (110), the
interaction keeps the normal mode frequencies in the transverse oscillations and reduces
(or increases) those in the longitudinal oscillations when g > 0 (or < 0). As shown in
fig. 8, the frequencies of the plotted oscillations agree with the corresponding normal mode
frequencies owing to eqs. (114) and (115). As a result, the frequency decrement occurs only
in the longitudinal oscillations.
The center shift in the faster oscillations shown in fig. 8(b) and (c) is induced by the
mixing of the faster and slower oscillations. The mixing effect of the faster oscillations on
the slower oscillations approximately vanishes because of the coarse graining in the long time
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scales corresponding to the periods of the slower oscillations [32]. On the other hand, the
mixing effect of the slower oscillations on the faster oscillations remains as the center shift,
which is nearly constant in the small time scales and exhibit the beat structure in the long
time scales. In addition, the center shift can also be seen in eqs. (114) and (115). In fact,
when λz in eq. (114) (or λc in eq. (115)) is nearly constant in time as the slower oscillations,
the mixing term γcλz in eq. (114) (or γzλc in eq. (115)) gives the center shift. Note that
the mixing effect principally appears in the center shift of the faster oscillations because the
mixing term does not affect the normal mode frequencies in the first order terms.
Lastly we point out that the faster oscillations can exhibit strong collectivity in the
highly-anisotropic limits, where the fermions take the same quantum number in the nar-
rower direction motion, i.e., the lowest hierarchy in the QLD structures, and their collective
single-particle wave-functions principally determine the faster oscillations in analogy with
the collective oscillations of the BECs.
V. SUMMARY AND OUTLOOK
In the present paper, we study the breathing oscillations of the weakly-interacting de-
generate Fermi gases in the highly-anisotropic traps. If the traps are not highly anisotropic,
the gases behave as the 3D gases; Otherwise the gases exhibit the QLD properties derived
from the QLD structures. We focus on the effects of the QLD structures on the breathing
oscillations of the symmetric fermions in the crossover range between the 3D and QLD gases.
The breathing oscillations can be formulated in TDHFA and the sum-rule-scaling method
as described in section II. The minimal collective oscillations can reflect the detailed prop-
erties of the ground and excited states of the trapped quantum gases. The QLD structures
contribute to the oscillations through the ground state properties in the sum-rule-scaling
method.
The ground state properties with the QLD structures can be described in ETFA as ex-
plained in section III. The highly-anisotropic deformed gases exhibit the crossover behaviors
with the hierarchic structures. The hierarchies can be reproduced by ETFA with the finite
cutoff energy εc and clearly shown in the perturbation theory for the weakly-interacting
gases. In addition, we there obtain the parameters needed in the sum-rule-scaling method.
The collective frequencies are calculated in the sum-rule-scaling method and perturbation
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theory in section IV. As a result, we reveal that the effects of the interaction and QLD
structures simultaneously appear only in the longitudinal modes with the hierarchies and
can not be seen in the transverse modes in the first-order perturbation. Finally we also
demonstrate the time-evolution of the oscillations in the present framework, where we find
out two kinds of the influence of the interaction: the frequency decrement (or increment) in
the longitudinal oscillations when g > 0 (or < 0) and the center shift in the faster oscillations.
The results in the present paper offer theoretical predictions for the weakly-interacting
gases in actual experiments. If the inter-particle interaction and correlation are very strong,
the present approach is not applicable, and the oscillation properties may be different from
those in the present results. In addition, if the oscillations include more than one strong
modes, e.g., near the phase-separation or collapse, the sum-rule-scaling method in the present
framework should not be applied. In those cases, we should perform more detailed inves-
tigation in the full-microscopic RPA or other direct time-evolution approaches compatible
with the highly-anisotropic systems [33, 34].
Asymmetric two-component gases in the highly-anisotropic traps must be another inter-
esting topic. In this case, the breathing oscillations implicitly include not only the in-phase
oscillations but also the out-of-phase oscillations and exhibit the coupled oscillations of the
in-phase and out-of-phase modes [1]. We should study the ground state properties and
collective excitations in another paper.
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Appendix A: The scaling and sum-rule methods
In the scaling method, the density matrix ̺ in the collective oscillation is derived from
the density matrix ̺0 in equilibrium as
̺
(
λ, λ˙
)
= U
(
λ, λ˙
)
̺0U
†
(
λ, λ˙
)
(A1)
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with the excitation unitary operator
U
(
λ, λ˙
) ≡ eiλ˙Oeλ[H,O], (A2)
where λ(t) and λ˙(t) indicate the time-dependent amplitude of the collective oscillation and
its time derivative, respectively, and the Hermite operator O (= O†) determines the property
of the oscillation. Here the density matrices ̺ and ̺0 are normalized, tr(̺) = tr(̺0) = 1,
and produce the expectation values as
〈
A
〉 ≡ tr(̺A) and 〈A〉
0
≡ tr(̺0A) for an arbitrary
operator A. In addition, we here take
〈O〉
0
≡ 0 and 〈H〉
0
≡ 0 in order to simplify the
following description without loss of generality.
The time-dependent variational principle,
δ
∫
dt L[λ, λ˙] = 0 (A3)
with the Lagrangian
L[λ, λ˙] ≡ 〈i d
dt
−H
〉
, (A4)
gives the Euler-Lagrange equation for the dynamical variable λ(t). By substituting eq. (A1)
into eq. (A4), we obtain
L ≃ 1
2
〈[[O, H],O]〉
0
λ˙2
− 1
2
〈[[O, H], [H, [H,O]]]〉
0
λ2 (A5)
up to the second order of λ(t).
If the density matrices ̺0 and ̺ are pure states, i.e., ̺0 =
∣∣Ψ0〉〈Ψ0∣∣, the coefficients in
eq. (A5) become
1
2
〈[[O, H],O]〉
0
= M1 (A6)
and
1
2
〈[[O, H], [H, [H,O]]]〉
0
= M3 (A7)
with the n-th energy moment
Mn ≡
∞∑
ν=1
(Eν − E0)n
∣∣〈Ψν∣∣O∣∣Ψ0〉∣∣2 , (A8)
where
∣∣Ψν〉 indicates the ν-th energy-eigenstate with the energy Eν in the complete set,
∞∑
ν=0
∣∣Ψν〉〈Ψν∣∣ = 1. (A9)
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As a result, we obtain the frequency Ω of the collective oscillation as
Ω =
√
M3
M1
(A10)
according to eqs. (A5)-(A7). This result is equivalent to that in the sum-rule method.
Appendix B: The Thomas-Fermi approximation
In the single-particle picture, the Wigner function in eq. (60) can be described as
f(r,p) =
∫
dε F (ε)D(ε)f(r,p; ε) (B1)
with the Fermi distribution function
F (ε) ≡ 1
e(ε−µ)/T + 1
(B2)
and density of states
D(ε) ≡
∑
n
δ(ε− εn), (B3)
where we introduce the single-particle Wigner function
f(r,p; ε) ≡
∑
n
δε,εnfn(r,p) (B4)
and
fn(r,p) ≡
∫
ds e−ip·sφ∗n
(
r − s
2
)
φn
(
r +
s
2
)
(B5)
with the single-particle wave-functions φn(r) and energy εn.
In TFA, the Wigner function f(r,p) in eq. (B1) is semi-classically evaluated as
D(ε)f(r,p; ε) ≈ δ(ε− ecl(r,p)) (B6)
and
f(r,p) ≈ F (ecl(r,p)) (B7)
with the classical energy ecl(r,p). Here we keep the quantum statistics introduced in the
Fermi distribution function F (ε) in eq. (B2) and replace the quantum-mechanical density
of states in eq. (B3) with that in classical mechanics in eq. (B6). The above result can also
be obtained from the semi-classical ~ expansion [35].
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By integrating the delta function in eq. (B6) in the whole phase-space, we can obtain
the classical energy-level density owing to the normalization of the single-particle Wigner
function fn(r,p) in eq. (B5).
In the d-dimensional system, it becomes
D(d)(ε) =
∫∫
drdp
(2π)d
δ(ε− ecl(r,p)), (B8)
where r =
(
r1, r2, . . . , rd
)
and p =
(
p1, p2, . . . , pd
)
. In particular, in the d-dimensional
harmonic oscillator systems,
ecl(r,p) =
1
2
d∑
j=1
(
p2j + ω
2
j r
2
j
)
, (B9)
we obtain
D(d)(ε) =
εd−1
(d− 1)!
(
d∏
j=1
ω−1j
)
Θ(ε) (B10)
with the Heaviside step function Θ(x).
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