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Yuxuan Xia, Karl Granström, Lennart Svensson, Maryam Fatemi, Ángel F. Garcı́a-Fernández, Jason L. Williams
Abstract—The Poisson multi-Bernoulli mixture (PMBM) is a
multi-object conjugate prior for the closed-form Bayes random
finite sets filter. The extended object PMBM filter provides a
closed-form solution for multiple extended object filtering with
standard models. This paper considers computationally lighter
alternatives to the extended object PMBM filter by propagating
a Poisson multi-Bernoulli (PMB) density through the filtering
recursion. A new local hypothesis representation is presented
where each measurement creates a new Bernoulli component.
This facilitates the developments of methods for efficiently
approximating the PMBM posterior density after the update
step as a PMB. Based on the new hypothesis representation, two
approximation methods are presented: one is based on the track-
oriented multi-Bernoulli (MB) approximation, and the other is
based on the variational MB approximation via Kullback-Leibler
divergence minimisation. The performance of the proposed PMB
filters with gamma Gaussian inverse-Wishart implementations
are evaluated in a simulation study.
Index Terms—Multi-object filtering, extended object, ran-
dom finite sets, multi-object conjugate prior, multi-Bernoulli,
Kullback-Leibler divergence, Gaussian inverse-Wishart
I. INTRODUCTION
Multi-object tracking (MOT) is the processing of sequences
of noisy measurements obtained from multiple sources to esti-
mate the sequences of object states [1]–[3]. Conventional MOT
algorithms are usually tailored to the point object assumption:
each object is modelled as a point without spatial extent and
gives rise to at most one measurement at each time step.
However, the point object assumption becomes unrealistic
if multiple resolution cells of the sensor are occupied by a
single object such that each object may give rise to multiple
measurements at each time step. Typical examples of such
scenarios include, for example, vehicle and pedestrian tracking
using automotive radar and laser range sensors.
This paper considers the multiple extended object filtering
problem where the objective is to estimate both the kinematic
and extent states of the current set of objects. An overview of
the extended object tracking literature can be found in [4]. The
detections of an extended object are commonly modelled by an
inhomogeneous Poisson point process (PPP), proposed in [5].
In the PPP measurement model, the number of detections is
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Poisson distributed, and the detections are spatially distributed
around the object. The PPP measurement model has been
integrated into a number of multiple extended object filters
including, for example, the extended object joint probabilistic
data association (JPDA) filter [6]–[10], the extended object
multiple hypothesis tracker [11], [12], filters based on belief
propagation [13], [14] and several random finite sets (RFSs)
based extended object filters [15]–[20]. It is also possible to
model the object detections using a cluster process [21], and
it has been integrated into the probability hypothesis density
filter [22]–[28].
RFSs facilitate an elegant Bayesian formulation of the MOT
problem, and a significant trend in RFSs-based MOT is the
development of multi-object conjugate priors. With PPP birth
model, the Poisson multi-Bernoulli mixture (PMBM) is a
multi-object conjugate prior for general measurement models
[29], including, for example, point objects [30] and extended
objects with PPP measurement model [20], in the sense that
the PMBM form of the multi-object density is preserved
through the filtering recursion. The simulation studies in [20],
[31] have shown that the extended object PMBM filter, in
general, performs well in comparison to other RFSs-based
extended object filters.
The PMBM recursion can also handle a multi-Bernoulli
(MB) birth model by setting the PPP intensity to zero and
adding new Bernoulli components in the prediction step,
resulting in the MB mixture (MBM) filter [32], [33]. The
MBM filter can be further extended to consider MBs with
deterministic object existence, referred to as MBM01, at the
expanse of an exponential growth in the number of MBs.
The labelled MBM01 filtering recursion is analogous to the
generalised labelled multi-Bernoulli (GLMB) filter [19], [34].
The reasoning over the correspondence of measurements
and objects, also known as data association, is an inherent
challenge in MOT. The unknown data associations lead to
an intractably large number of terms in the PMBM density.
To achieve computational tractability of the extended object
PMBM filter, it is necessary to reduce the number of PMBM
parameters, see [20, Sec. V-B] for different reduction methods.
The computational complexity of the PMBM filter, however,
still scales with the number of MBs. It is therefore of interest to
consider a special variant of the extended object PMBM filter
that only propagates a Poisson MB (PMB) density through the
filtering recursion.
This paper focuses on developing efficient PMB approxima-
tions of the PMBM multi-object posterior density for multiple
extended object filtering. We first identify the major challenges
in extended object PMB approximation: 1) determining the
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number Bernoulli components in the approximate PMB; 2) de-
termining which local hypothesis densities should be merged;
3) determining how to merge the selected local hypothesis
densities into one. We then proceed to present a more efficient
local hypothesis representation of the PMBM conjugate prior
where each measurement creates a new Bernoulli component,
whereas for the hypothesis structure in [20], [29] each non-
empty subset of measurements creates a new Bernoulli compo-
nent. This facilitates the development of PMB approximation
methods tailored to extended objects. Importantly, the new
hypothesis representation results in an equivalent PMBM
representation of the multi-object density but with far fewer
Bernoulli components.
We present two extended object PMB filters that approx-
imate the extended object PMBM filter using two different
PMB approximation methods. The first PMB filter is based
on the track-oriented MB (TO-MB) approximation, which was
first presented in [30] for point objects and shown to be
similar to the JPDA approximation. The idea of using TO-
MB approximation for extended object filtering has recently
been extended in [29] to handle scenarios with coexisting
point and extended objects, but with a less efficient hypothesis
representation where each non-empty subset of measurements
creates a new Bernoulli component. The second PMB filter
is based on variational approximation that aims to minimise
the Kullback–Leibler divergence (KLD) between the PMBM
and the approximate PMB. Two different formulations of the
minimisation objective are studied: one is based on finding the
most likely permutation of local hypotheses for each global
hypothesis, and the other follows the linear programming
formulation in [35]. Implementations of the proposed extended
object PMB filters, based on gamma Gaussian inverse-Wishart
(GGIW) single object models [36], are also presented. Simu-
lation results show that the extended object PMB filters offer
an appealing trade-off between computational complexity and
estimation performance.
The remainder of the paper is organised as follows. In
Section II, we overview the extended object PMBM conjugate
prior with standard models and present the problem formula-
tion. The extended object PMB filtering recursion is presented
in Section III. The new local hypothesis representation of the
PMBM conjugate prior and the TO-MB approximation are
presented in Section IV. The variational MB approximation
and its two different formulations are presented in Section V.
The GGIW implementations of the PMB filters are given in
Section VI. The simulation results are shown in Section VII
and the conclusions are drawn in Section VIII.
II. BACKGROUND AND PROBLEM FORMULATION
In this section, we first briefly introduce Bayesian MOT and
the standard models for multiple extended object tracking. We
then overview the extended object PMBM conjugate prior built
upon these models. Last, the problem formulation is presented.
A. Bayesian multi-object filtering
The set of objects at time step k is denoted Xk. By mod-
elling Xk as a RFS, both object set cardinality |Xk| and single
object state xk ∈ Xk are random variables. In extended object
tracking, the object state models both the kinematic properties,
and the extent, of the object. The set of measurements at time
step k is denoted Zk =
{




, including clutter and
object measurements. Further, Zk = (Z1, . . . ,Zk) denotes the
sequence of measurements from time step 1 to k.





























where fk,k−1(Xk|Zk−1) is the multi-object transition density,
fk(Zk|Xk) is the multi-object measurement set density, and∫
f(X)δX is set integral, defined in [37, Sec. 11.3.3].
B. Multi-object dynamic and measurement models
1) Multi-object dynamic model: Each object survives from
time step k − 1 to time step k with a probability of survival
pS(xk−1). Each survived object evolves independently with a
Markovian transition density πk,k−1(xk|xk−1). New objects
appear independently of the objects that already exist. The
object birth is assumed to be a PPP with intensity Dbk(x).
2) Extended object measurement model: The set of mea-
surements Zk is a union of a set of clutter measurements and
a set of object measurements. The clutter is modelled as a PPP
with intensity κ(z) = λc(z), where λ is the Poisson clutter rate
and c(z) specifies the spatial density of clutter measurements.
An extended object with state xk is detected with detection
probability pD(xk), and if detected, the object measurements
are modelled as a PPP with Poisson rate γ(xk) and spatial
distribution φ(·|xk), independent of any other objects and their
corresponding generated measurements.
The conditional extended object measurement set likelihood
for a non-empty set of measurements is the product of the







For an extended object state xk, the effective probability of
detection is the product of the probability of detection and
the probability that object generates at least one measurement
1−e−γ(xk). Therefore, the effective probability that the object
xk is not detected is
qD(xk) = 1− pD(xk) + pD(xk)e−γ(xk). (4)
Note that the conditional likelihood for an empty measurement
set, `∅(xk), is also described by (4).
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C. PMBM conjugate prior
For the above multi-object dynamic and measurement mod-
els, the multi-object density fk|k′(·) of Xk given the sequence
of measurements Zk
′
, where k′ ∈ {k−1, k}, is a PMBM [20].
The PMBM density is of the form [30], [38]
















































denotes the disjoint union, Duk|k′(·) is the intensity of
the PPP f pppk|k′(·) represent objects that have never been detected
(referred to as undetected objects), and fmbmk|k′ (·) is an MBM
representing potential objects that have been detected at some
point up to time step k′. The set of global hypotheses is de-
noted Ak|k′ , and each global hypothesis a =
(
a1, . . . , ank|k′
)
is given by selecting a local hypothesis ai ∈
{
1, . . . , hik|k′
}
for each Bernoulli component i ∈ {1, . . . , nk|k′} subject to
certain association constraints [20], [38]. The global hypothe-









k|k′ is the weight of local hypothesis a
i, and the




wak|k′ = 1. In the MBM (5c), there are
nk|k′ Bernoulli components, and for each Bernoulli there are
hik|k′ possible local hypotheses. The i-th Bernoulli with local

















k|k′ is the probability of existence and p
i,ai
k|k′(·) is the
existence-conditioned single object state density.
D. Problem Formulation
We aim to develop an extended object filter that propagates
a PMB density over time, i.e., a special case of the PMBM
density (5) that has an MBM with a single MB. We denote
the PMB predicted/filtering density at time step k, with k′ ∈
















where f pppk|k′(·) is of the form (5b) with intensity D
u
k|k′(·), nk|k′
is the number of Bernoulli components, and the i-th Bernoulli
component has probability of existence rik|k′ and existence-
conditioned single object state density pik|k′(·).
Given the PMB filtering density f pmbk−1|k−1(Xk−1), the pre-
dicted density f pmbk|k−1(Xk) retains the PMB form [30]. The
Bayes’ update of f pmbk|k−1(Xk), however, results in a PMBM
f pmbmk|k (Xk) due to the unknown data associations. To obtain a
PMB filtering recursion, the true filtering density f pmbmk|k (Xk)
needs to be approximated by a PMB f pmbk|k (Xk), which should
retain as much information from f pmbmk|k (Xk) as possible. A
natural choice for solving this problem is to minimise the KLD
















Analytically minimising (9) is intractable, and thus we have
to use approximations to obtain an efficient algorithm.
The above problem can be simplified by noting that the PPP
representing undetected objects is not hypothesis-dependent,
and thus does not require approximation [30]. It is therefore












)∥∥∥ fmbk|k (Xdk)) . (10)
Lastly, following the recycling method in [39], we note that
Bernoulli components with a small probability of existence
are well approximated as a PPP. Practically, this allows these
Bernoulli components to be modelled through the PPP, reduc-
ing the complexity of subsequent data association problems.
III. EXTENDED OBJECT PMB FILTER
In this section, we present the track-oriented extended object
PMB filtering recursion, which includes prediction, update,
MB approximation and recycling. Compared to the hypothesis-
oriented filtering recursion [20], the track-oriented filtering
recursion [38] has more efficient hypothesis management and
facilitates the development of MB approximation methods.
A. Prediction
We denote the inner product of a(x) and b(x) as 〈a; b〉 ,∫
a(x)b(x)dx for notational convenience.
Lemma 1 (PMB prediction). Given the PMB filtering density
at time step k−1 of the form (8) and the multi-object dynamic
model in Section II-B1, the predicted density at time step k is



























Lemma 1 is a special case of the PMBM prediction [20],
[30] as a PMB is a PMBM with only one mixture component.
B. Update
We refer to measurement zjk using the index pair (k, j), and
the set of all such index pairs at time step k is denoted Mk.
We also let Mi,a
i
k ⊆Mk be the set of index pairs associated
to local hypothesis ai of the i-th Bernoulli component. In the
measurement update step of an extended object PMB filter,
every measurement should be assigned to one and only one
local hypothesis in a global hypothesis, and more than one
measurement can be assigned to the same local hypothesis at
the same time step. The set of global hypotheses is then
Ak|k =
{(















This means that each global hypothesis, represented as an
MB, corresponds to a unique association of measurements
Zk to nk|k−1 Bernoulli components for previously detected
objects and nk|k−nk|k−1 new Bernoulli components for newly
detected objects.
Lemma 2 (PMB update). Given the PMB predicted density
at time step k of the form (8), the multi-object measure-
ment model in Section II-B2, and a measurement set Zk ={




, the updated distribution is a PMBM of the
form (5), with nk|k = nk|k−1 + 2mk − 1 and
Duk|k(x) = q
D(x)Duk|k−1(x). (13)
For each pre-existing Bernoulli component f ik|k−1(·), i ∈
{1, . . . , nk|k−1}, there are hik|k = 2
mk local hypotheses,
corresponding to a misdetection and an update using a non-
empty subset of Zk. The misdetection hypothesis for Bernoulli
component i ∈ {1, . . . , nk|k−1} is
Mi,1k = ∅, (14a)




























Let Z1k, . . . ,Z
2mk−1
k be the non-empty subsets of Zk. The
local hypothesis for Bernoulli component i ∈ {1, . . . , nk|k−1}
and measurement set Zjk is
Mi,jk =
{


















For the new Bernoulli component (i = nk|k−1 + j) initiated
by measurement set Zjk, there are h
i
k|k = 2 local hypotheses
Mi,1k = ∅, w
i,1
k|k = 1, r
i,1
k|k = 0, (16a)
Mi,2k =
{


























〉 |Zjk| = 1,







Local hypothesis (16a) corresponds to the case that a non-
empty subset of Zjk is associated with another Bernoulli, hence
this local hypothesis has probability of existence equal to zero
and non-valid single object density. Local hypothesis (16b)
corresponds to the case that the i-th Bernoulli component is
created by the set Zjk of measurements. Lemma 2 is a special
case of the PMBM update [20] by considering a PMB prior.
C. MB approximation and its challenges
To complete the PMB filtering recursion, we would like to
approximate the MBM (5c) with k′ = k in the PMBM filtering










There are mainly three challenges in this MB approximation
problem. The first challenge is to determine the number of
Bernoulli components ñk|k in the approximate MB fmbk|k(Xk).
Each mixture component in (5c) corresponds to a unique
global hypothesis with nk|k local hypotheses, but some of
these local hypotheses may correspond to non-existent objects.
Considering that 2mk − 1 new Bernoullis are created at each
time step, it may be inefficient to set ñk|k = nk|k−1 +2mk−1.
Since the Bernoulli components in (5c) are order-invariant,
the second challenge is to determine which local hypothesis
densities f i,a
i
k|k (·) (a ∈ Ak|k, i ∈ {1, . . . , nk|k}) should be
merged to form f̃ lk|k(·) for each l ∈
{
1, . . . , ñk|k
}
.
The third challenge is about how to merge the selected
local hypothesis densities into one, such that each Bernoulli
component in (5c) only corresponds to a single local hy-
pothesis. The single Bernoulli approximation of a Bernoulli
mixture can be obtained by taking the weighted sum of
different parameters. The approximate Bernoulli component,
without further approximation, then contains a single object
density collecting mixture components that can be arbitrarily
dissimilar. It is usually more desirable to represent the single
5
1 2
Predicted Bernoullis New Bernoullis
3 4 5 6 7
(a) Hypothesis structure
(b) Global hypothesis a1 (c) Global hypothesis a2 (d) Global hypothesis a3
Fig. 1. Illustrative example with three global hypotheses a1, a2 and a3 where ai denotes the index of the local hypothesis (indexed from left to right) of
the i-th Bernoulli component. The local hypothesis densities are Gaussian and described by ellipses. Local hypotheses marked in red and blue represent the
updates of predicted Bernoullis, whereas local hypotheses marked in green and magenta represent Bernoullis for the newly detected objects.
object density using a unimodal distribution, which simplifies
computation and permits closed-form evaluation of objectives,
such as the KLD. In extended object filtering, the merging of
different single object densities is typically achieved by KLD
minimisation, see, e.g., [40], [41].
We illustrate these challenges with the following example.
Example 1. Consider the scenario shown in Fig. 1, with an
MBM representing three global hypotheses. For simplicity, we
assume that there is no misdetection, and that each Bernoulli
representing an object has probability of existence equal to
one. The two objects that are detected for the first time are
closely-spaced, so it is difficult to tell whether there are two
closely-spaced new objects or one larger new object.
The first challenge is determining how to choose the number
of Bernoullis in the approximate MB. In this example, the
MBM contains seven Bernoulli components, but each global
hypothesis contains local hypotheses corresponding to non-
existent objects. Thus, it is non-trivial to select the number of
Bernoulli components in the approximate MB.
The second challenge is determining how to select the local
hypothesis densities to be merged. For example, when creating
approximate Bernoulli components for previously detected
objects, we may merge f1,1(·) and f2,2(·) into one, but we
may also merge f1,1(·) and f1,2(·) into one. The problem
becomes more complicated when we consider how to form
approximate Bernoulli components corresponding to the newly
detected objects.
The third challenge is determining how to merge the selected
local hypothesis densities. For example, if we choose to merge
f1,1(·) and f2,2(·), we would like the information loss due to
merging to be minimised.
D. Recycling
For the approximate MB (17), we can apply recycling [39]
to Bernoulli components with low probability of existence.
The recycled Bernoulli components are first approximated
as a PPP in the sense of KLD minimisation, and then the
approximate PPP is added to the PPP of the PMB filter. After
recycling, we set the probability of existence of the recycled
Bernoulli components in (17) to zero, and the PPP intensity









where τr is the recycling threshold, and r̃i and p̃i(·) are
the probability of existence and the single object density
of Bernoulli f̃ ik|k(·), respectively. By having fewer Bernoulli
components in the MB for detected objects, the complexity of
the data association problem in next time step can be reduced.
IV. TRACK-ORIENTED MULTI-BERNOULLI
APPROXIMATION
In this section, we first present a class of possible local
hypothesis representations in the PMBM conjugate prior for
extended objects. This allows us to find a compact local hy-
pothesis structure for Bernoulli components. Based on an im-
proved local hypothesis representation for the newly detected
objects of (16), we then present the TO-MB approximation
of the MBM (5c) in the PMBM filtering density. We refer
to the resulting filter as track-oriented PMB (TO-PMB). The
relations of TO-PMB to the labelled MB (LMB) and JPDA
for extended objects are also discussed.
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A. Local hypothesis structure for newly detected objects
Let F(Mk) denote the set of all the subsets of Mk. The
following theorem describes a family of hypothesis represen-
tations of the updated PMBM posterior that only differ in the
representations of the new Bernoulli components; its proof is
provided in Appendix A.
Theorem 1. The updated PMBM density (5), whose set of
global hypotheses meets (12), can be equivalently represented
by the same local hypotheses for previously detected objects
(14), (15), and nk ≥ mk new Bernoulli components with local






∀i ∃j :Mi,jk = ∅, (18b)
∀i, j, j′ : j 6= j′ →Mi,jk 6=M
i,j′
k , (18c)
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where the range of variable i is {nk|k−1 + 1, . . . , nk|k} with
nk|k = nk|k−1+nk. The density of a new Bernoulli component
associated with non-empty Mi,jk (j ∈
{









is obtained as in (16c)-(16e) by
letting Zjk = M
i,j
k .
Compared to the representations of the new Bernoulli com-
ponents (16) in Lemma 2 where each non-empty subset of
measurements creates a new Bernoulli component, here we
consider a more general case where several non-empty subsets
may be assigned to the same new Bernoulli component. Con-
straint (18a) is necessary since any non-empty subset of Mk
can correspond to the first detection of an undetected object.
Constraint (18b) means that each new Bernoulli component
may represent a non-existent object. Constraints (18c) and
(18d) ensure that there do not exist two local hypotheses with
the same non-empty subset of Mk. At last, constraint (18e)
ensures that two disjoint non-empty subsets of Mk cannot be
assigned to the same Bernoulli component. This is intuitive as
local hypotheses created by measurement clusters with non-
empty intersections can never co-exist in a global hypothesis.
In other words, for every Bernoulli component i, where the
range of variable i is {nk|k−1 + 1, . . . , nk|k}, there should
be at least one measurement which is shared by all the local
hypotheses assigned to the component. The constraints (18)
can be interpreted as assigning 2mk − 1 local hypotheses
with non-empty subsets of Mk to nk ≥ mk new Bernoulli
components such that local hypotheses of the same Bernoulli
component satisfy (18e).
B. An alternative PMB update
In the TO-MB approximation, all the Bernoulli components
are forced to be independent, and local hypothesis densities of
the same Bernoulli component are merged [32]. According
to Lemma 2, for a predicted PMB with nk|k−1 Bernoulli
components and a set Zk of mk measurements, the TO-MB
approximation of the updated distribution contains ñk|k =
nk|k−1 + 2
mk − 1 Bernoulli components. However, creating
as many new Bernoulli components as there are non-empty
measurement subsets may yield intractably many Bernoulli
components with low probability of existence.
Because mk measurements can correspond to at most mk
newly detected objects, the most efficient class of local hy-
pothesis representations has nk|k = nk|k−1 + mk. That is,
each measurement creates a new Bernoulli component, as in
the case of point object filtering. To construct such a local
hypothesis representation that satisfies (18), one strategy is to
choose Mi,1k = ∅ ∀ i > nk|k−1 and (k, i) ∈ M
i,ai
k ∀ i >
nk|k−1, a
i ≥ 2. Let Mi,j−1k =
{





2 where Mi,jk is the j-th subset of measurements of the i-
th Bernoulli component1. The set Si =
{





subsets of measurements associated to local hypotheses of the


























D]. This results in an alternative PMB update, which gives
the same PMBM posterior (5) as given by the PMB update in
Lemma 2.
Lemma 3 (Alternative PMB update). Given the PMB pre-
dicted density at time step k of the form (8), the multi-object
measurement model in Section II-B2, and a measurement set
Zk =
{




, the updated distribution can be written
as a PMBM of the form (5), with nk|k = nk|k−1 + mk and
updated PPP intensity Duk|k(x) (13). For each pre-existing
Bernoulli component f ik|k−1(·), i ∈ {1, . . . , nk|k−1}, there are
hik|k = 2
mk local hypotheses, corresponding to a misdetection
and an update using a non-empty subset of Zk, see (14), (15).
For the new Bernoulli component (i = nk|k−1 + j), there
are hik|k = 2
j−1 + 1 local hypotheses (ι ∈
{
1, . . . , 2j−1
}
)
Mi,1k = ∅, w
i,1
k|k = 1, r
i,1
k|k = 0, (19a)
Mi,ι+1k =
{










|Mi,ιk | = 1,〈
Duk|k−1; `Mi,ιk
〉













〉 |Mi,ιk | = 1,
1 |Mi,ιk | > 1,
(19d)
1Note that a different and varying number of local hypotheses is assigned
to each Bernoulli component. This is necessary to correctly represent each
association event. For example, if each Bernoulli component was assigned
every hypothesis containing the corresponding measurement, many local
hypotheses would be duplicated over multiple Bernoulli components, leading
to double-counting of association events.
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1 2 3 4 5 6 7
(a) Hypothesis structure (Lemma 2)
1 2 3
(b) Hypothesis structure (Lemma 3)
Fig. 2. An illustration of the two hypothesis structures in Example 2, given by
Lemma 2 with 7 Bernoulli components (top) and Lemma 3 with 3 Bernoulli
components (bottom), respectively, where the time index k is omitted from
the local hypothesis representation. Global hypotheses a1 and b1 correspond
to data partition {{1}, {2}, {3}}; global hypotheses a2 and b2 correspond
to data partition {{1}, {2, 3}}; global hypotheses a3 and b3 correspond to
data partition {{1, 2}, {3}}; global hypotheses a4 and b4 correspond to data
partition {{1, 3}, {2}}; and global hypotheses a5 and b5 correspond to data






For a better understanding of the new hypothesis structure,
let us consider the following simple example.
Example 2. Consider the case where nk|k−1 = 0 and mk = 3.
There are 5 different ways to partition three measurements, so
the number of global hypotheses is 5. According to Lemma 2,
7 Bernoulli components are created, and the local hypotheses
under these components are: 1) ∅ and {(k, 1)}, 2) ∅ and
{(k, 2)}, 3) ∅ and {(k, 3)}, 4) ∅ and {(k, 1), (k, 2)}, 5)
∅ and {(k, 1), (k, 3)}, 6) ∅ and {(k, 2), (k, 3)}, 7) ∅ and
{(k, 1), (k, 2), (k, 3)}. The 5 global hypotheses represented
using these local hypotheses are: a1 = (2, 2, 2, 1, 1, 1, 1),
a2 = (2, 1, 1, 1, 1, 2, 1), a3 = (1, 1, 2, 2, 1, 1, 1), a4 =
(1, 2, 1, 1, 2, 1, 1) and a5 = (1, 1, 1, 1, 1, 1, 2). According to
Lemma 3, 3 Bernoulli components are created, and the local
hypotheses under these components are: 1) ∅ and {(k, 1)}, 2)
∅, {(k, 2)} and {(k, 1), (k, 2)}, 3) ∅, {(k, 3)}, {(k, 1), (k, 3)},
{(k, 2), (k, 3)} and {(k, 1), (k, 2), (k, 3)}. The 5 global hy-
potheses represented using these local hypotheses correspond-
ing to a1, a2, a3, a4 and a5 are: b1 = (2, 2, 2), b2 = (2, 1, 4),
b3 = (1, 3, 2), b4 = (1, 2, 3) and b5 = (1, 1, 5), respectively.
Note that, compared to the original hypothesis representation,
the number of Bernoulli components reduces from 7 to 3, see
also Fig. 2.
C. Multi-Bernoulli approximation
Given the PMBM filtering density resulting from Lemma

























The TO-MB approximation (20) can be seen to preserve
the probability hypothesis density of PMBM filtering density
[32]. It can be also shown that (20) minimises the KLD
on a single object space augmented with an auxiliary vari-
able2, which indicates if the object remains undetected or
corresponds to the i-th Bernoulli component [43]. Finally, it
should be noted that the approximate MB filtering density
(20) depends on the indices of the individual measurements
zjk, with j ∈ {1, . . . ,mk}. A different measurement indexing
may result in a different approximate MB, but local hypothesis
densities created by disjoint measurement sets will never be
merged, regardless of the measurement index. As will be
discussed in Section V-B, the problem of finding the local
hypothesis representation, that leads to the most accurate TO-
MB approximation in the sense of KLD minimisation, can be
solved using variational approximation.
Example 3. Consider the same scenario and the measurement
indexing shown in Fig. 1 and suppose that global hypotheses
a1, a2 and a3 have weights wa1 , wa2 and wa3 , respectively.
The PMBM filtering density resulting from Lemma 3 has two
new Bernoulli components: the first one contains local hy-
potheses f4,2(·) and f6,2(·), whereas the second one contains
local hypotheses f3,2(·), f5,2(·) and f7,2(·). The approximate
MB obtained using (20) contains four Bernoulli components:
f̃1(X) = (wa1 + wa2)f1,1(X) + wa3f1,2(X),
f̃2(X) = (wa1 + wa2)f2,1(X) + wa3f2,2(X),
f̃3(X) = wa1f4,2(X) + wa2f6,2(X),
f̃4(X) = wa1f3,2(X) + wa2f5,2(X) + wa3f7,2(X).
D. Relations to JPDA and LMB
The TO-MB approximation was shown to be exactly the
approximation made in the joint integrated probabilistic data
association filter [44], a variant of the JPDA filter by incorpo-
rating a probability of existence for each object. That is, the
joint association distribution is approximated by the product of
its marginals. The main difference is related to the modelling
of undetected objects and objects detected for the first time;
see [30] for more discussions.
The PMBM filtering recursion can also handle an MB birth
model by setting the PPP intensity for undetected objects to
zero and adding new Bernoulli components in the prediction
step, resulting in the MBM filter [32], [33]. Performing the
TO-MB approximation after the update step of the MBM filter
will then give a TO-MB filter. If the Bernoulli component
is uniquely labelled in the MB birth, then the TO-MB filter
can be considered as a fast implementation of the LMB filter
without MBM01 expansion [45], [46]. Compared to the MB
birth model, the Poisson birth model is measurement-driven.
The extended object LMB filter can also use an adaptive
object birth model that is measurement-driven and allows the
2The KLD on the space of sets of objects with auxiliary variables is an
upper bound on the KLD for sets of objects without auxiliary variables [43].
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newborn objects to appear anywhere in the state space [19].
However, such adaptive birth model requires careful choice of
a few design parameters which are application dependent.
For the LMB filter, object trajectories can be formed by
linking object state estimates with the same label. For the
PMBM and the TO-PMB filters, object trajectories may be
obtained based on filter meta-data (or auxiliary variables [43]).
For filters based on PMBM conjugate prior, the optimal track
building approach is by computing multi-object densities on
sets of trajectories [47], which has led to, e.g., the trajectory
PMBM filter [38], [48] and the trajectory PMB filter [43].
V. VARIATIONAL MULTI-BERNOULLI APPROXIMATION
The idea of using variational inference for obtaining an
MB approximation that minimises the KLD from the true
posterior was first proposed in [35] for point object filtering.
This section presents the variational MB approximation of the
MBM in the extended object PMBM posterior density resulted
from the PMB update in Lemma 3 where each measurement
creates a new Bernoulli component, i.e., nk|k = nk|k−1 +mk.
Two different formulations of the minimisation objective in
variational approximations are studied: one is based on finding
the most likely permutation of local hypotheses in each global
hypothesis, and the other follows the linear programming
formulation proposed in [35].
A. Approximate solution of KLD minimisation
The objective is to find an MB of the form (17) with nk|k =














fmbmk|k (Xk) log f
mb
k|k(Xk)δXk, (21)
where fmbmk|k (·) is an MBM of the form (5c), f
mb
k|k(·) is an MB





denotes a collection of Bernoulli densities f̃ ik|k(·)
with i ∈ {1, . . . , nk|k}. We further let ΠN denote the set of
permutation functions on IN = {1, ..., N}:
ΠN , {π : IN → IN | i 6= j ⇒ π(i) 6= π(j)} .
After simplifying the MB set integral in (21) into a series of
Bernoulli set integrals, the solution of (21) is the same as the




























δX1 · · · δXnk|k ,
(22)
which is suitable for applying expectation-maximisation (EM).
Due to the set representation of the multi-object density,
we should describe the correspondence between the underlying
local hypothesis density f i,a
i
k|k (·) in global hypothesis a and the
approximate Bernoulli component f̃ ik|k(·) using a missing data
distribution qa(π), which probabilistically determines which
local hypothesis densities in fmbmk|k (·) should be merged to
obtain each approximate Bernoulli component in fmbk|k(·). Im-
portantly, this relaxes the independence assumption of TO-MB
approximation where only local hypothesis densities under the
same Bernoulli component can be merged.
By incorporating the missing data distribution qa(π) for
each global hypothesis a and using the log-sum inequality,


































where [qa(π)] denotes a collection of missing data distribution




1 ∀ a. The optimisation problem (22) can then be approxi-










An approximate solution of (24) can be obtained using EM
by coordinate descent3, which proceeds by alternating between
estimating the missing data distribution qa(π) with a ∈ Ak|k
(E-step), and optimising f̃ ik|k(·) with i ∈ {1, . . . , nk|k} that




















where π−1(·) is the inverse of the permutation function π(·).
B. Finding the most likely assignment
Exact solution of the missing data distribution qa(π) in (25)
may be computed by enumerating all the possible permutations
of local hypothesis densities contained in global hypothesis a
in a brute force fashion. Approximate solutions of (25) may
also be obtained by only considering permutations with high
weights using e.g., Murty’s algorithm [49] or Gibbs sampling
[50]. Empirically, we have found that it is more efficient
from a computational perspective to only consider the most
likely permutation of local hypothesis densities for each global
hypothesis. In this case, the missing data distribution under
3In most applications of EM, the missing data distribution is estimated for
each finite number of training samples. In turn, this guarantees that the log-
sum inequality is tight at the optimum, and hence that the procedure will
converge to a local minimum of (24) [35].
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each global hypothesis becomes a point mass, and the E-step



















where the most likely assignment π̃a for each global hy-
pothesis a ∈ Ak|k can be obtained by solving a 2D assign-





Hence, the total computational complexity of solving (27)





implementations, different approximation methods can be used
to keep the number of global hypotheses |Ak|k| at a tractable
level; this is discussed in Section VI-C.
Because the MB distribution is invariant to the indices of
the Bernoulli components it contains, the selection of the per-
mutation function π̃a for each global hypothesis a ∈ Ak|k will
not change the MBM fmbmk|k (·), but it determines which local
hypothesis densities should be merged. In TO-MB approx-
imation, local hypothesis densities f i,a
i
k|k (·) corresponding to
the same Bernoulli component, i.e., with the same superscript
i, are merged. The simplified E-step (27) can be understood
as constructing an alternative local hypothesis representation




k|k (·) with a ∈
Ak|k correspond to the i-th Bernoulli component, whereas
the simplified M-step (28) is equivalent to applying TO-MB
approximation to fmbmk|k (·) using the alternative local hypothesis
representation determined by (27). This closely connects to the
problem of searching for the local hypothesis representation
for newly detected objects that yields the most accurate TO-
MB approximation in the sense of KLD minimisation; the
difference here is that the optimisation problem is now jointly
solved for all the detected objects.
It was also shown in [35] that the missing data distribution
in the above formulation acts in an equivalent manner to the
selection of an ordered distribution in the same unordered
family that can be approximated by the desired distribution
family in the Kullback–Leibler JPDA filter [52]. However,
note that the related optimisation problem in [52] is solved
using importance sampling, which is more computationally
demanding than solving 2D assignment problems.
C. Efficient approximation of the feasible set





























tends to yield solution with lower KLD. For notational con-
venience, let the local hypotheses fhk|k(·) for all the Bernoulli




k|k. The minimisation of (29) can be solved equiva-









 log f̃ jk|k(X)δX,
(30)


















a1, . . . , ank|k
)
and q(h, j) specifies the weight of local
hypothesis fhk|k(·) in Bernoulli component f̃
j
k|k(·).
An approximate solution of (30) can be obtained by con-
sidering a relaxation of the polytope P
M =














Compared to (31), the missing data distribution in (32) is not
constrained to depend on qa(π). In this case, the E-step (25)


















where the optimisation problem involved in (33) is equivalent
to the minimum-cost flow problem that can be solved by
linear programming in polynomial time [53, Chap. 7]. The
computational complexity of solving (33) depends on the
number of Bernoulli components nk|k and the number of local
hypotheses Hk|k, but not the number of global hypotheses
|Ak|k|, as opposed to the optimisation problem in (27).
D. An illustrative example
The variational MB approximation involves an iterative
update of the missing data distribution and the approximate
MB. When initialised using the marginal association proba-
bilities, the variational MB approximation may be considered
an improvement on the TO-MB approximation in the sense
that an upper bound of the KLD (21) between the MBM
and the approximate MB is minimised. We illustrate how the
missing data distributions change from one iteration of the
variational MB approximation to the next for the two different
optimisation methods, respectively, in the following example.
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Example 4. Consider the same scenario shown in Fig. 1.
Suppose that we have used the TO-MB approximation to
obtain an approximate MB with four Bernoulli components,
as described in Example 3.
For the variational MB approximation using 2D assign-
ment, we can find the most likely permutation of Bernoulli
components for each MB according to (27). In this case, the
sum of the cross entropy between f2,2(·) and f̃1(·) and the
cross entropy between f1,2(·) and f̃2(·) (cf. (27)) is smaller
than the sum of the cross entropy between f1,2(·) and f̃1(·)
and the cross entropy between f2,2(·) and f̃2(·). In order to
minimise the objective (24), the order of the first two Bernoulli
components in the third MB should be swapped. After the
reordering, the first two approximate Bernoulli components is
f̃1(X) = (wa1 + wa2)f1,1(X) + wa3f2,2(X),
f̃2(X) = (wa1 + wa2)f2,1(X) + wa3f1,2(X).
Under the same assumption, for the variational MB approx-
imation using linear programming, in order to minimise the
objective (29), a proportion of the weight of assigning f1,2(X)
to f̃1(X) should be shifted to f̃2(X), and accordingly a
proportion of the weight of assigning f2,2(X) to f̃2(X) should
be shifted to f̃1(X). For example, the first two approximate
Bernoulli components after weight shifting may become
f̃1(X) = (wa1 + wa2)f1,1(X)
+ (wa3 −∆w)f2,2(X) + ∆wf1,2(X),
f̃2(X) = (wa1 + wa2)f2,1(X)
+ (wa3 −∆w)f1,2(X) + ∆wf2,2(X),
where both the weight of f1,2(X) in f̃1(X) and the weight of
f2,2(X) in f̃2(X) are 0 ≤ ∆w ≤ wa3 , given by the optimal
q̃(·, ·) via solving (33).
VI. GGIW IMPLEMENTATION
Solving the multiple extended object filtering problem re-
quires not only an MOT filtering recursion, but also a single
extended object model. There are several single extended
object models available in the literature, including, for ex-
ample, the random matrix model [54]–[56], the multiplicative
error model [57], the random hypersurface model [58] and
its variant Gaussian process model [59]. In this paper, we
have chosen the random matrix model in [55], in which the
object shape is approximated as an ellipse. The random matrix
model is simple to use, yet flexible enough to be applicable
to many real scenarios, e.g., pedestrian tracking using laser
scanner [17], [60] and ship tracking using marine radar [36],
[61]. The random matrix model has also been used in several
multiple extended object filters, see, e.g., [17]–[20].
A. Single object model
In the random matrix model, the extended object state xk is
the combination of a vector ξk describing the object kinematic
state, a matrix χk describing the object extent and a scalar γk
being the measurement model Poisson rate.
The measurement likelihood for a single measurement z is
φ(zk|xk) = N (zk;Hξk, zχk +Rk), (35)
where H selects the object position from ξk, z is a scaling
factor, and Rk is the covariance of the Gaussian measurement
noise. The single object density for the PPP model (5b) with
single measurement likelihood (35) is a product of gamma,
Gaussian and inverse-Wishart distributions [36], [55]
p(x) = GAM(γ; a, b)N (ξ;m,P )IWd(χ; v, V ), (36a)
, GGIW(x; ζ), (36b)
where GAM(γ; a, b) is the gamma distribution defined on
γ > 0 with shape a and rate b, IWd(χ; v, V ) is the inverse-
Wishart distribution defined on positive definite d× d matrix
with degrees of freedom v and d × d scale matrix V , and
ζ = (a, b,m, P, v, V ) is the GGIW density parameters.
The motion models are given by
ξk = g(ξk−1) + wk−1, (37a)
χk = M(ξk−1)χk−1M(ξk−1)
T , (37b)
γk = γk−1, (37c)
where g(·) is a kinematic motion model, wk−1 is Gaussian
process noise with zero mean and covariance Q, and M(·) is
a transformation matrix.
B. Bernoulli-GGIW distribution
To solve the optimisation problems (27) and (33), the cross
entropy between two Bernoulli-GGIW distributions needs to
be computed. Because the gamma distribution, the Gaussian
distribution and the inverse-Wishart distribution in (36a) are
mutually independent, analytical expression of such cross
entropy exists; see Appendix D for details.
To approximate (20d), (28) and (34) as a single Bernoulli
component, we also need expressions for merging a Bernoulli-
GGIW mixture distribution. Suppose that we have a mixture
of Bernoulli components indexed by h ∈ H and that the h-th
Bernoulli component has weight wh, probability of existence
rh and GGIW density GGIW(xh; ζh). According to the result
in Appendix B, the best-fitting Bernoulli-GGIW in the sense

















The merging of multivariate Gaussian mixture that minimises
the KLD can be achieved using moment matching. The numer-
ical methods for merging gamma mixture and inverse-Wishart
mixture via analytical KLD minimisation are presented in [40]
and [41], respectively.
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C. Approximations for computational tractability
The pseudo code for the prediction and the update of PPP-
GGIW and Bernoulli-GGIW can be found in [20], so we focus
on approximation methods for keeping the computational
complexity of the GGIW-PMB filter at a tractable level.
First, gating is performed to remove unlikely measurement-
to-object associations. In extended object filtering, the gates
need to take into account both the position and extent of the
object, as well as the state uncertainties. Second, clustering
algorithms with different hyperparameter settings are used to
obtain several different partitions of the measurements. Last,
for each measurement partition we only consider cluster-to-
object assignments with relatively high likelihoods, which
can be obtained using, e.g., ranked assignment [49] or Gibbs
sampling [50]. The above clustering and assignment procedure
usually results in a small subset of the cluster-to-object assign-
ments with relatively high likelihoods, and therefore greatly
reduces the number of possible data associations in the update
step. Alternative approaches to handling the data association
problem in extended object filtering include the random sam-
pling methods [60] and the sum-product algorithms [13], [14].
When performing MB approximation, it is computationally
lighter to only consider MBs with non-negligible normalised
weight. Thus, we prune MBs whose updated weight fall below
a threshold before MBM merging. After MB approximation,
Bernoulli components with probability of existence below a
threshold are recycled and added to the updated PPP intensity
representing undetected objects, see Section III-D. The PPP
intensity is typically represented by a mixture. To reduce the
computational complexity of the measurement update of PPP,
mixture components with weight below a threshold are pruned
from the PPP intensity, and similar mixture components, in
the sense of small KLD, can be merged. We emphasise that
the approximations are applied to the elements a of the outer
sum in (5c) the elements of Du(·) in (5b). The summations
mapping elements of Xk on the LHS of (5a) to Xuk and X
d
k,
and mapping the elements of Xdk on the LHS to X
1
k, . . . ,X
n
k
ensure symmetry of the respective distributions regardless
of the pruning and recycling approximations that we apply.
These symmetrising summations do not need to be explicitly
evaluated in prediction, update or estimation; they remain
implicit throughout and are not subject to approximation.
VII. SIMULATIONS AND RESULTS
This section presents the results from a Monte Carlo simu-
lation with 100 runs where the performance of eleven different
extended object filtering implementations4 are evaluated:
1) PMBM filter with track-oriented implementation [20].
2) MBM filter with track-oriented implementation.
3) TO-PMB filter with PMB update in Lemma 2 where
each measurement cluster creates a new Bernoulli com-
ponent, referred to as TO-PMB-C.
4) TO-PMB filter with PMB update in Lemma 3 where
each measurement creates a new Bernoulli component,
referred to as TO-PMB-M.
4MATLAB code is available at https://github.com/yuhsuansia.
5) PMB filter with variational MB approximation based on
2D assignment (27), referred to as V-PMB-A.
6) PMB filter with variational MB approximation based on
linear programming (33), referred to as V-PMB-LP.
7) TO-MB filter, see Section IV-D.
8) MB filter with variational MB approximation based on
2D assignment, referred to as V-MB-A.
9) MB filter with variational MB approximation based on
linear programming, referred to as V-MB-LP.
10) LMB filter [19] with joint prediction and update [62].
11) LMB filter with adaptive birth model [19] as well as
joint prediction and update, referred to as LMB-AB.
We evaluate these implementations in three different simulated
scenarios, with true object trajectories and extents illustrated
in Fig. 3. For all the scenarios, the object’s survival probability
is pS = 0.99, the object’s Poisson measurement rate is γ = 10
and its initial extent is randomly generated from an inverse-
Wishart distribution with mean χ = 4I2 where I2 is an identity
matrix with size 2. In the first scenario, 96 randomly generated
objects are born around four locations, and they appear in and
disappear from the surveillance area [−200, 200]×[−200, 200]
at different time steps. The probability of detection is pD =
0.9, and the clutter is uniformly distributed in the surveillance
area with Poisson rate λ = 60. In the second scenario, 26
objects first get close to each other and then separate. The
probability of detection is pD = 0.3 and the Poisson clutter
rate is λ = 100. In the third scenario, 8 objects are all born
around the same location at time step 1. The probability of
detection is pD = 0.7 and the Poisson clutter rate is λ = 30.
The ellipsoidal gate size in probability is 0.999. For solving
the data association problem, we first apply DBSCAN [63]
with different hyperparameters to obtain a set of measurement
partitions. DBSCAN is also used to identify the clusters of
new Bernoulli components in PMBM and TO-PMB. We then
use Murty’s algorithm5 to find the d20 · wae best cluster-
to-object assignments for each measurement partition. The
updated MBs are pruned to only contain high-weight MBs
that correspond to 99% of the likelihood. For filters without
MB approximation, the number of updated MBs is also capped
at 100. For filters with MB birth model, Bernoulli components
with probability of existence smaller than 0.001 are pruned.
For filters with Poisson birth model, Bernoulli components
with probability of existence smaller than 0.1 are recycled,
and PPP mixture components with weight smaller than 0.001
are pruned. For filters with variational MB approximation, the
convergence threshold for the EM algorithm is 0.1. For V-
PMB-A and V-MB-A, the 2D assignment problem is solved
using a modified Jonker-Volgenant algorithm [51]. For V-
PMB-LP and V-MB-LP, the linear programming is addressed
using Gurobi optimiser [65].
The kinematic state is ξk = [pk, vk]T , and it describes the
object’s position pk ∈ R2 and velocity vk ∈ R2. The sym-
metric positive definite random matrix χk is two-dimensional.
5The C++ implementation in the Tracker Component Library [64] is used.
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(a) Scenario with 96 objects (b) Scenario with 26 objects (c) Scenario with 8 objects
Fig. 3. True object trajectories for the simulated scenarios. The object extent is shown for every 10 time steps. In the first scenario (100 time steps), objects
are born around four possible locations. In the second scenario (101 time steps), at most one object is born per time step, and objects move in proximity
around the origin. In the third scenario (50 time steps), objects are all born around the same location at time step 1.
















where Ts = 1 is the time interval and q = 0.3 is the standard
acceleration deviation. The transformation matrix is M(ξk) =
I2. For the measurement model (35), the scaling factor is z =
0.25 and the measurement noise covariance is Rk = 0.5I2.
All the filters extract state estimates by first determining the
maximum a posteriori estimate of the cardinality. For filters
with MB approximation, mean values of the object states are
reported from the corresponding number of Bernoulli compo-
nents with the highest probability of existence. For PMBM and
MBM, mean values of the object states are reported from the
global hypothesis with corresponing cardinality with highest
weight in a similar manner, see [32, Sec. VI.B] for details.
For performance evaluation of extended object estimates
with ellipsoidal extent, a comparison study in [66] has shown
that a reasonable choice is the Gaussian Wasserstein distance
(GWD) metric, which is defined as [67]
dGW(x, x̂) =
∥∥∥H (ξ − ξ̂)∥∥∥2 + Tr(χ+ χ̂− 2(χ 12 χ̂χ 12) 12) ,
where Tr(X) is the trace of matrix X . To evaluate the multi-
object filtering performance, the GWD metric is integrated
into the generalised optimal sub-pattern assignment (GOSPA)
metric [68] with parameters α = 2, c = 60 and p = 1,
which allows for the decomposition of the estimation error
into localisation errors and costs for missed and false objects.
For the first scenario, the Poisson birth intensity is a GGIW
mixture with four components, and each of them has weight
0.25 and Gaussian density with mean [±50,±50, 0, 0]T and
covariance diag(100, 100, 4, 4) covering a potential birth area,
whereas the MB birth density has four Bernoulli component,
and each of them has probability of existence 0.25 and
single object GGIW density covering a potential birth area.
For the second scenario, the Poisson birth intensity in this
case is a single GGIW component with weight 0.25 and
Gaussian density with mean [−100,−100, 0, 0]T and covari-
ance diag(10000, 10000, 16, 16) covering a large surveillance
area, whereas the MB birth density only contains a single
Fig. 4. Percentage of time steps for which there exists at least one
measurement cluster that simultaneously falls within the ellipsoidal gates of
at least n Bernoulli or PPP components for PMBM, V-PMB-LP and LMB in
three different scenarios.
Bernoulli with probability of existence 0.25 and the same
GGIW component as it is in the Poisson birth intensity. For
birth models used in the third scenario, the only difference
compared to the second scenario is that the Gaussian density
now has mean [0, 0, 0, 0]T and covariance diag(16, 16, 4, 4).
For a quantitative analysis of the data association uncer-
tainty in the three different scenarios, we also computed
the percentage of time steps for which there exists at least
one measurement cluster that simultaneously falls within the
ellipsoidal gates of at least n Bernoulli or PPP components,
see Fig. 4 for the results of PMBM, V-PMB-LP and LMB.
As can be seen, V-PMB-LP has the lowest data association
uncertainty as it maintains fewer Bernoulli components at each
time step. For the three different scenarios, the data association
problem is most challenging in the scenario with 26 objects
where many objects move in proximity.
The mean GOSPA error and its decomposition, along with
the mean cycle time per time step6, for the eleven different
filters in two different scenarios are presented in Table I. Also,
the mean GOSPA error and its decomposition for the PMBM,
MBM, TO-PMB-M, V-PMB-LP and LMB filters in three
6MATLAB implementation on 3 GHz 6-Core Intel Core i5.
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TABLE I
MEAN GOSPA ERROR AND CYCLE TIME (SECONDS) PER TIME STEP, AVERAGED OVER 100 MONTE CARLO RUNS.
LEGEND:TOL.–GOSPA ERROR; LOC.–LOCALISATION ERROR; MIS.–MISSED OBJECT ERROR; FAL.–FALSE OBJECT ERROR; CYC.–CYCLE TIME
Scenario with 96 objects Scenario with 26 objects Scenario with 8 objects
Filter TOL. LOC. MIS. FAL. CYC. TOL. LOC. MIS. FAL. CYC. TOL. LOC. MIS. FAL. CYC.
TO-PMB-C 75.38 35.68 19.79 19.91 1.04 156.99 48.12 85.98 22.88 0.69 21.62 5.76 9.77 6.08 0.18
TO-PMB-M 75.37 35.69 19.73 19.95 0.73 156.71 48.25 85.86 22.60 0.57 21.36 5.80 9.57 5.99 0.14
V-PMB-A 75.30 35.68 19.65 19.98 0.82 152.58 47.63 81.06 23.90 0.64 21.09 5.55 9.53 6.02 0.15
V-PMB-LP 75.30 35.67 19.65 19.98 0.81 152.16 47.30 80.68 24.17 0.62 21.11 5.53 9.54 6.04 0.15
PMBM 74.89 35.61 19.31 19.97 2.74 149.02 57.62 60.00 31.40 1.81 20.42 5.29 9.49 5.65 0.40
TO-MB 82.83 41.48 21.11 20.23 1.17 188.53 61.07 100.88 26.58 0.88 54.35 10.85 39.77 3.72 0.14
V-MB-A 76.89 36.86 19.03 21.00 1.47 168.06 56.61 80.91 30.54 1.00 51.22 10.49 36.72 4.01 0.14
V-MB-LP 76.71 36.72 18.98 21.01 1.35 167.42 56.01 81.21 30.20 0.93 51.19 10.53 36.64 4.03 0.14
MBM 75.56 35.98 18.67 20.91 4.64 169.86 72.27 54.54 43.04 3.20 50.17 10.30 35.58 4.29 0.37
LMB 83.03 40.42 19.19 23.42 2.07 249.15 64.81 98.37 85.97 0.79 57.48 11.13 42.73 3.61 0.23
LMB-AB 165.39 56.19 77.03 32.17 1.55 265.74 65.70 145.23 54.81 0.22 50.23 15.03 29.83 5.38 0.13
different scenarios are shown in Fig. 5, 6 and 7, respectively.
It can be seen that the PMBM filter has the best estimation
performance for all the scenarios. LMB-AB shows the worst
performance in the first scenario as it does not know the region
where new objects will appear. LMB-AB outperforms LMB
in the third scenario where there is a birth model mismatch.
All filters with Poisson birth model outperform their coun-
terparts with MB birth model in terms of both estimation error
and computational time. This is mainly because the PMBM
conjugate prior has a more efficient hypothesis structure than
the MBM conjugate prior [32]. TO-PMB-C has slightly better
estimation performance than TO-PMB-M, and it is also faster.
The noticable difference in mean cycle time is because in TO-
PMB-C many more new Bernoulli components are created in
the update step, which increases the complexity of the PMB
filtering recursion in subsequent time steps.
All filters with variational MB approximation outperform
their counterparts with TO-MB approximation and the differ-
ence is most noticable in the second scenario with coalescence.
The multi-object density becomes strongly multimodal when
objects are closely-spaced, and in this case it is less accu-
rate to consider the TO-MB approximation. The PMB filters
with variational MB approximation not only have very close
estimation performance to the PMBM filter in all the three
scenarios, but they are also significantly faster. For the two
variants of the variational MB approximation, V-PMB-LP has
similar performance compared to V-PMB-A, whereas V-MB-
LP has slightly better performance than V-MB-A.
VIII. CONCLUSIONS
We have proposed two different PMB approximations of
the multi-object posterior density for extended object filtering.
They are both based on a new and more efficient local hy-
pothesis representation for newly detected objects. Two PMB
filters and their GGIW implementations are presented: the TO-
PMB filter is based on the TO-MB approximation and the
V-PMB filter is based on the variational MB approximation.
The PMB filters offer a good comprise between computational
complexity and accuracy. Specifically, they are generally faster
than the PMBM filter with slightly worse performance. The
two V-PMB filters have better performance than the TO-PMB
filter, especially in scenarios with a high risk of coalescence.
Fig. 5. GOSPA error and its decomposition versus time for PMBM, TO-
PMB-M, V-PMB-LP, MBM and LMB in scenario with 96 objects.
Fig. 6. GOSPA error and its decomposition versus time for PMBM, TO-
PMB-M, V-PMB-LP, MBM and LMB in scenario with 26 objects.
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Williams, “Extended target Poisson multi-Bernoulli mixture trackers
based on sets of trajectories,” in 22th International Conference on
Information Fusion (FUSION). IEEE, 2019, pp. 1–8.
[39] J. L. Williams, “Hybrid Poisson and multi-Bernoulli filters,” in 15th
International Conference on Information Fusion (FUSION). IEEE,
2012, pp. 1103–1110.
[40] K. Granström and U. Orguner, “Estimation and maintenance of measure-
ment rates for multiple extended target tracking,” in 15th International
15
Conference on Information Fusion (FUSION). IEEE, 2012, pp. 2170–
2176.
[41] ——, “On the reduction of Gaussian inverse Wishart mixtures,” in 15th
International Conference on Information Fusion (FUSION). IEEE,
2012, pp. 2162–2169.
[42] R. P. Mahler, Advances in Statistical Multisource-Multitarget Informa-
tion Fusion. Artech House Norwood, MA, 2014.
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A. Proof of Theorem 1
Because the different local hypothesis representations only
differ in how the newly detected objects are represented, for
simplicity we only demonstrate the case with only newly
detected objects, i.e., nk|k−1 = 0.
Using the local hypothesis representation in Lemma 2, the
update of a PPP prior density with a set Zk =
{




of measurements is a PMBM where the MBM density describ-

































of global hypotheses is made up of local hypotheses (16). By
construction, there is a one-to-one correspondence between the
set of partitions of Mk and the set Ak|k.
Now consider a local hypothesis representation with nk ≥
mk Bernoulli components, and the MBM density describing




































of global hypotheses is made up of local hypotheses whose
associationsMi,jk satisfy (18). Note that for a local hypothesis
with Mi,jk its weight w
i,j
k|k and density f
i,j
k|k(·) are computed
in the same manner (cf. (16)) in both representations (38) and
(40). The objective is to prove that (38) and (40) represent the
same MBM density.
We use the following two lemmas, which are proved later
in Appendix A-B and A-C, to proceed with the proof.
Lemma 4. If global hypotheses a and b represent the same
partition of Mk, the two corresponding weights and MB
densities given by a ∈ Ak|k in (38) and b ∈ Bk|k in (40),



























where the global hypothesis weights wak|k and w
b
k|k can be












Lemma 5. For a local hypothesis representation with nk ≥
mk Bernoulli components satisfying (18), there is a one-to-one
correspondence between its corresponding set Bk|k of global
hypotheses, given by (41), and the set of partitions of Mk.
Since there is also a one-to-one correspondence between the
set of partitions of Mk and the set Ak|k, for every a ∈ Ak|k
Lemma 5 ensures that there is precisely one b ∈ Bk|k that
corresponds to the same partition ofMk. According to Lemma
4, we can conclude that (38) and (40) represent the same MBM
density.
This completes the proof.
B. Proof of Lemma 4
The constraints (39) and (41), on the global hypotheses,
ensure that each global hypothesis is a collection of local
hypotheses, one for each Bernoulli component, and that the
set of local hypotheses with non-empty Mi,jk in a global
hypothesis corresponds to a partition of Mk. Therefore, if
global hypotheses a and b represent the same partition ofMk,
their corresponding sets of local hypotheses with non-empty


























Local hypotheses associated with empty Mi,jk have local
hypothesis weight wi,jk|k = 1 and Bernoulli density f
i,j
k|k(∅) = 1
(cf. 16a). Therefore, adding these local hypothese to a global
hypothesis does not change its weight and density. This means
that, for global hypotheses a ∈ Ak|k and b ∈ Bk|k, as long as
their corresponding sets of local hypotheses with non-empty
Mi,jk represent the same partition ofMk, (42) holds, i.e., they
have the same weight (42a) and MB density (42b).
This completes the proof.
C. Proof of Lemma 5
Let us first establish that there is at least one b ∈ Bk|k for
every partition ofMk. To this end, given an arbitrary partition
P of Mk, we will now show that there is a corresponding
b ∈ Bk|k. Constraint (18a) means that the local hypothesis
representation contains all subsets in P . This ensures that
for each element of P we can find an identical set Mi,jk .
Constraint (18e) means that two different Bernoulli compo-
nents cannot have local hypotheses whose Mi,jk have non-
empty intersection. This ensures that two elements in P can
never be associated to local hypotheses of the same Bernoulli
component. Finally, (18b) ensures that for every Bernoulli
component i, there is a local hypothesis with empty Mi,jk .
To construct a global hypothesis b ∈ Bk|k that corresponds
to P , we can first go through the elements of P , and, for




Input: GGIW parameter ζ, motion model g(·), process noise covariance
Q, transformation matrix M(·), time interval Ts, maneuvering correlation
constant τ , measurement rate parameter η, dimension d of the extent state












P+ = GPGT +Q,
v+ = 2d+ 2 + e−Ts/τ (v − 2d− 2),
V+ = e−Ts/τM(m)VM(m)T ,
where G = ∇ξg(ξ) |ξ=m.
At last, for each of the remaining Bernoulli components, we
find its local hypothesis with empty Mi,jk and set bi = j. To
summarise, constraints (18a), (18b) and (18e) together ensure
that there is at least one b ∈ Bk|k for every partition of Mk.
To complete the proof, it remains to establish that no par-
tition P is represented by two different b ∈ Bk|k. Constraints
(18c), (18d) imply that each Bernoulli component has only
one local hypothesis with emptyMi,jk and that there does not
exist two local hypotheses with the same non-empty subset
of Mk. Therefore, the uniqueness of each global hypothesis
b ∈ Bk|k is ensured.
This completes the proof.
APPENDIX B
In this appendix, we present the merging of a mixture of




hfh(X) be a mixture of Bernoulli
components, where the single object density of Bernoulli
component fh(X) is from a family of distributions F , i.e.,
ph(x) ∈ F ∀ h ∈ H. The objective is then to approximate
the Bernoulli mixture f(X) by a single Bernoulli distribution
f̃(X), whose single object density is from the the same family
of distributions, i.e., p̃(x) ∈ F . The approximate Bernoulli





















For distributions from the exponential family, the KLD min-
imisation problem (43b) can be analytically solved by match-
ing the expected sufficient statistics.
APPENDIX C
In this appendix, we present the pseudo code of factorised
GGIW prediction and update with non-negligible measurement




Input: GGIW parameter ζ+, set W of detections, measurement model
H , measurement noise covariance R, scaling factor z, dimension d of the
extent state
Output: Updated GGIW parameter ζ and predicted likelihood `.
ζ =

a = a+ + |W|,
b = b+ + 1,
m = m+ +Kε,
P = P+ −KHP+,
v = v+ + |W|,




































X̂ = V+(v+ − 2d− 2)−1,
ε = z̄−Hm+,








N = X̂1/2Ŝ−1/2εεT Ŝ−1/2X̂T/2,
Ẑ = X̂1/2R̂−1/2ZR̂−1/2X̂T/2.
APPENDIX D
In this appendix, we present the cross entropy between two
Bernoulli-GGIWs. Suppose fh(·) and f̃ i(·) are two Bernoulli
densities with the following form
fh(X) =
{
















where ζ = (a, b,m, P, v, V ) is the GGIW density parameters.
The negative cross entropy between fh(·) and f̃ i(·) is∫













































































































χ; vi, V i
)
dχ =



























vi − dχ − 1
2
log
∣∣∣(V h)−1 V i∣∣∣ , (45d)
where dξ is the dimension of ξ, dχ is the dimension of χ,
Γ(·) is the gamma function, Γdχ(·) is the multivariate gamma
function, and ϕ0(·) is the digamma function.
