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Resumen
La pro´xima generacio´n de administradores
de bases de datos debera´ ser capaz de indexar
datos no estructurados (datos multimedia) y
responder consultas sobre estos datos con tan-
ta eficiencia como actualmente responden con-
sultas de bu´squeda exacta sobre bases de datos
relacionales. Si bien existen numerosas te´cni-
cas de indexacio´n disen˜adas para esta proble-
ma´tica, mejorar la eficiencia de las mismas es
de vital importancia. Nuestro a´mbito de inves-
tigacio´n es el estudio de ı´ndices eficientes para
datos no estructurados.
1. Contexto
El presente trabajo se desarrolla en el a´mbito
de la lı´nea Te´cnicas de Indexacio´n para Datos
no Estructurados del Proyecto Tecnologı´as
Avanzadas de Bases de Datos (22/F014), cuyo
objetivo es realizar investigacio´n ba´sica en
problemas relacionados al manejo y recu-
peracio´n eficiente de informacio´n no tradi-
cional.
2. Introduccio´n
Las bases de datos cla´sicas se organizan
bajo el concepto de bu´squeda exacta sobre
datos estructurados. Esto significa que la in-
formacio´n se organiza en registros divididos
en campos que contienen valores completa-
mente comparables. Una bu´squeda en la base
de datos retorna todos aquellos registros cuyos
campos coinciden con los aportados en la
consulta (bu´squeda exacta). Actualmente las
bases de datos han incluido la capacidad de
almacenar datos no estructurados tales como
ima´genes, sonido, texto, video, datos geome´-
tricos, etc. La problema´tica de almacenamien-
to y bu´squeda en estos tipos de base de datos
difiere de las bases de datos cla´sicas, dado
que no es posible organizar los datos en regis-
tros y campos. Aun cuando pudiera hacerse, la
bu´squeda exacta carece de intere´s.
Es en este contexto donde surgen nuevos
modelos de bases de datos capaces de cubrir
las necesidades de almacenamiento y bu´sque-
da de estas aplicaciones. Nuestro intere´s se
basa en el disen˜o de ı´ndices para estas nuevas
bases de datos, centra´ndonos en bases de datos
textuales y en espacios me´tricos.
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Bases de Datos Textuales
Un base de datos de texto es un sistema
que mantiene una coleccio´n grande de texto,
y provee acceso ra´pido y seguro al mismo.
Sin pe´rdida de generalidad, asumiremos que
la base de datos de texto es un u´nico texto T
posiblemente almacenado en varios archivos.
Las bu´squedas en la que el usuario ingresa un
patro´n de bu´squeda y el sistema retorna todas
las posiciones del texto donde el patro´n ocurre,
es una de las bu´squedas ma´s comunes en este
tipo de bases de datos. Si el texto es pequen˜o,
la bu´squeda de patrones puede resolverse efi-
cientemente sin indexar el texto. Si el texto es
demasiado grande se debe preprocesar el texto
para construir un ı´ndice.
Mientras que en bases de datos tradicionales
los ı´ndices ocupan menos espacio que el con-
junto de datos indexado, en las bases de datos
de texto el ı´ndice ocupa ma´s espacio que el
texto, pudiendo necesitar de 4 a 20 veces el
taman˜o del mismo [4, 8]. Por lo tanto cons-
truir un ı´ndice tiene sentido cuando el texto
es grande, cuando las bu´squedas son ma´s fre-
cuente que las modificaciones (de manera tal
que los costos de construccio´n se vean amorti-
zados) y cuando hay suficiente espacio como
para contener el ı´ndice. Una alternativa para
reducir el espacio ocupado por el ı´ndice es bus-
car una representacio´n compacta del mismo,
manteniendo las facilidades de navegacio´n so-
bre la estructura. Pero en grandes colecciones
de texto, el ı´ndice au´n comprimido suele ser
demasiado grande como para residir en memo-
ria principal. [5, 6]. Por esta razo´n, el estudio
de ı´ndices comprimidos y en memoria secun-
daria para bu´squedas en texto es un tema de
creciente intere´s en la comunidad de bases de
datos.
Espacios Me´tricos
El modelo de espacios me´tricos permite for-
malizar el concepto de bu´squeda por similitud
en bases de datos no tradicionales [1].
Un espacio me´trico esta´ formado por un
conjunto de objetos X y una funcio´n de dis-
tancia d definida entre ellos que mide cuan di-
ferentes son. La base de datos sera´ un subcon-
junto finito U  X .
Una de las consultas ma´s comunes en este
modelo de bases de datos es la bu´squeda por
rango. En esta bu´squeda dado un elemento
q 2 X , al que llamaremos query y un radio de
tolerancia r, la bu´squeda por rango consiste en
recuperar los objetos de la base de datos cuya
distancia a q no sea mayor que r. Para evitar
examinar exhaustivamente la base de datos, se
preprocesa la misma por medio de un algo-
ritmo de indexacio´n con el objetivo de cons-
truir una ı´ndice, disen˜ado para ahorrar ca´lcu-
los en el momento de la bu´squeda. En [1] se
presenta un desarrollo unificador de las solu-
ciones existentes en la tema´tica. Ba´sicamente
se pueden distinguir dos grupos de algoritmos:
basados en pivotes y basados en particiones
compactas.
3. Lı´neas de Investigacio´n
Nuestra principal lı´nea de trabajo es el estu-
dio de algoritmos de indexacio´n para el proce-
samiento de consultas sobre bases de datos no
estructurados, centra´ndonos principalmente en
el disen˜o de ı´ndices para bases de datos tex-
tuales y para espacios me´tricos Describimos
a continuacio´n las lı´neas de investigacio´n que
actualmente estamos desarrollando.
3.1. Indexacio´n en Bases de Datos
Textuales
Dado un texto T = t1; : : : ; tn sobre un al-
fabeto  de taman˜o , donde tn = $ =2  es
un sı´mbolo menor en orden lexicogra´fico que
cualquier otro sı´mbolo de , denotaremos con
Ti;j a la secuencia ti; : : : ; tj , con 1  i  j 
n. Un sufijo de T es cualquier string de la for-
ma Ti;n y un prefijo de T es cualquier string
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de la forma T1;i con i = 1::n. Un patro´n de
bu´squeda P es cualquier string sobre el alfa-
beto .
Si el texto es pequen˜o, la bu´squeda de pa-
trones puede resolverse eficientemente sin in-
dexar el texto. Si el texto es demasiado grande
se debe preprocesar el texto para construir un
ı´ndice. Entre los ı´ndices ma´s populares para
resolver bu´squeda de patrones encontramos el
arreglo de sufijos [8], el trie de sufijos [11] y el
a´rbol de sufijos [11]. Estos ı´ndices se constru-
yen basa´ndose en la observacio´n de que un pa-
tro´n P ocurre en el texto si es prefijo de algu´n
sufijo del texto.
El objetivo principal en esta lı´nea de inves-
tigacio´n es el disen˜o de ı´ndices comprimidos
en memoria secundaria, que resulten eficientes
para la bu´squeda de patrones. A continuacio´n
resumimos el trabajo en curso.
Trie de Sufijos
El trabajo sobre este ı´ndice apunta a lograr
una representacio´n en memoria secundaria de
un trie de sufijos, de manera tal que el mismo
resulte competitivo en cantidad de accesos a
disco. Para ello, hemos extendido la te´cnica de
paginacio´n de un a´rbol binario, el Compact Pat
Tree [2], a a´rboles r-arios.
Al igual que el algoritmo presentado en
[2], nuestra te´cnica de paginado tambie´n con-
siste en particionar el a´rbol en componentes
conexas, denominadas partes, cada una de las
cuales se almacena en una pa´gina de disco.
El algoritmo procede en forma bottom-up
tratando de condensar en una u´nica parte un
nodo con uno o ma´s suba´rboles que dependen
de e´l. En este proceso de particionado las deci-
siones se toman en base a la profundidad de ca-
da nodo involucrado, donde por profundidad se
entiende la cantidad de accesos a disco que de-
bera´ realizar el proceso de bu´squeda para lle-
gar desde esa parte a una hoja del a´rbol.
Para particionar un a´rbol, el algoritmo
comienza asignando cada hoja a una parte con
profundidad 1 y luego, en forma bottom-up,
procesa cada uno de los nodos de este a´rbol
r-ario segu´n las siguientes reglas:
Paso 1: se ordenan los hijos del nodo corri-
ente de mayor a menor segu´n su profundidad.
Paso 2: si el nodo corriente y el hijo de ma-
yor profundidad d entran en una pa´gina de dis-
co, colocamos en una misma pa´gina el nodo
corriente y tantos hijos como entren en una
pa´gina. Estos hijos se toman de acuerdo al
orden establecido en el paso a). Se establece
la profundidad de la nueva parte creada en d,
donde d es el ma´ximo de las profundidades de
los hijos, y se cierran las partes de aquellos hi-
jos que no conforman la nueva parte creada.
Paso 3: si el padre no puede unirse con el
hijo de mayor profundidad, se cierran todas las
partes hijas y se crea una nueva parte para el
nodo corriente con profundidad d+1, donde d
es el ma´ximo de las profundidades de los hijos.
Los primeros resultados obtenidos con esta
te´cnica son alentadores, por lo que nos encon-
tramos en la etapa de ajuste de para´metros de
la misma para mejorar la eficiencia.
String B-Tree
El String B-Tree(SBT) [3] es un ı´ndice
dina´mico para bu´squedas de patrones en
memoria secundaria. Ba´sicamente consiste en
una combinacio´n de dos estructuras: el B-Tree
y el Pat-Tree [4]. No es un ı´ndice comprimido
y su versio´n esta´tica requiere en espacio de 5 a
6 veces el taman˜o del texto.
Sobre el SBT el objetivo principal es lo-
grar una reduccio´n en el espacio utiliza-
do por el mismo manteniendo los costos de
bu´squedas de la versio´n original. Para ello, se
han disen˜ado e implementado dos variantes
que consisten en modificar la representacio´n
de cada nodo del a´rbol B subyacente. Una de
las variantes consiste en usar un Pat-Tree como
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originalmente proponen los autores para los
nodos pero usando representacio´n de pare´nte-
sis para el mismo [9]. La otra variante consiste
en representar cada nodo con la representacio´n
de arreglos propuesta en [10] que ofrece las
mismas funcionalidades que un Pat-Tree pero
que tienen las caracterı´sticas necesarias co-
mo para permitir una posterior compresio´n de
los mismos. Estamos trabajando en la imple-
mentacio´n de una variante de este ı´ndice que
consiste en comprimir la representacio´n de los
Pat-Tree involucrados. Para ello se utiliza la
representacio´n de pare´ntesis [9] para mantener
la topologı´a del a´rbol y los co´digosDAC para
la representacio´n de los valores de salto del
Pat-Tree. La implementacio´n ha sido realiza-
da, encontra´ndonos en la etapa de evaluacio´n
experimental y ajuste de para´metros.
3.2. Espacios Me´tricos
El procesamiento de consultas en espacios
me´tricos es un tema de investigacio´n emer-
gente tanto desde el punto de vista de los al-
goritmos que las implementan como de los
ı´ndices que las soportan.
Uno de los principales obsta´culos en el
disen˜o de buenas te´cnicas de indexacio´n en
espacios me´tricos es lo que se conoce con
el nombre de maldicio´n de la dimensionali-
dad. El concepto de dimensionalidad esta´ rela-
cionado a la dificultad o facilidad de buscar en
un determinado espacio me´trico. En [1] se de-
fine el concepto de dimensio´n intrı´nseca de un
espacio me´trico y se muestra que a medida que
la dimensionalidad intrı´nseca crece, la media
crece y su varianza del histgramas de distan-
cias se reduce. Esto significa que el histogra-
ma de distancia se concentra ma´s alrededor de
su media, lo que influye negativamente en los
algoritmos de indexacio´n.
En el modelo de espacios me´tricos los al-
goritmos de indexacio´n se clasifican en dos
grandes grupos: basados en pivotes y basa-
dos en particiones compactas. En este traba-
jo estamos interesados en los algoritmos basa-
dos en particiones compactas. Estos algorit-
mos basan la construccio´n del ı´ndice en un
grupo de elementos preseleccionados denomi-
nados centros. Los centros seleccionados du-
rante la construccio´n del ı´ndice no afectan la
efectividad del mismo pero son cruciales para
su eficiencia.
Se sabe que la forma en que se seleccio-
nan los centros afecta en gran medida el de-
sempen˜o del ı´ndice creado. La seleccio´n tri-
vial es la random, pero la experiencia mar-
ca que aquellas tareas realizadas aleatoria-
mente pueden mejorarse incorporando algu-
na polı´tica especı´fica. El grupo de centros se-
leccionados durante la construccio´n del ı´ndice
no afecta en absoluto la efectividad del mismo
pero es crucial para su eficiencia.
En esta lı´nea nos proponemos el estudio de
nuevas te´cnicas de seleccio´n de centros para
ı´ndices basados en particiones compactas. Las
te´cnicas disen˜adas se basan en la informacio´n
que brindan los histogramas de distancia co-
mo una forma de identificar la concentracio´n
de elementos en distintas zonas del espacio.
Hemos disen˜ado hasta el momento dos
nuevas polı´ticas de seleccio´n, las que resul-
taron competitivas en los casos de prueba uti-
lizados [7]. En la actualidad estamos evaluan-
do el comportamiento de estas te´cnicas sobre
otros tipos de espacios me´tricos.
En otra lı´nea de trabajo, avanzamos en el
disen˜o de un prototipo de aplicacio´n de ı´ndices
me´tricos al comercio electro´nico.
El objetivo de este trabajo es agilizar las
bu´squedas por similitud sobre un conjunto de
productos clasificados en distintas categorias.
Para ello se utilizan diferentes ı´ndices me´tricos
los que dada la descripcio´n de un producto per-
miten identificar eficientemente todos aquellos
productos con descripcio´n similar al dado.
Actualmente nos encontramos en la etapa
de disen˜o del prototipo analizando las carac-
terı´sticas de los ı´ndices me´tricos exitentes para
identificar cua´l de ellos se adapta mejor a este
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caso de estudio.
4. Resultados Esperados
Se espera obtener ı´ndices eficientes, tanto en
espacio como en tiempo, para el procesamien-
to de consultas en bases de datos textuales y en
espacios me´trico. Los mismos sera´n evaluados
tanto analı´ticamente como empı´ricamente.
Para esto u´ltimo se cuenta con un conjunto
de lotes de prueba usados y aceptados por la
comunidad cientı´fica del a´rea de estudio. Los
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