Abstract
Operational Semantics
The correctness proofs of WSL [6] transformations only look at the external behaviour of the programs. To prove that a transformation also preserves the actual sequence of internal operations then it would appear that a new definition of the semantics of programs is required: one which defines the meaning of a program to be a function from the initial state to the possible sequences of internal states culminating in the final state of the program, in other words, an operational semantics. We would then need to attempt to re-prove the correctness of all the transformations under the new semantics, in order to find out which ones are still valid. But we would not have the benefit of the weakest precondition approach, and we would not be able to re-use any existing proofs.
It turns out that this extra work is not necessary: instead the operational semantics can be "encoded" in the denotational semantics. We add a new variable, seq, to the program which will be used to record the sequence of state changes. We then annotate the original program, adding assignments to seq at the appropriate A(v := e) = DF seq := seq + + "v", e ;
and so on for the other constructs.
Given a transformation which turns S 1 into the equivalent program S 2 , if we want to show that the transformation also preserves operational semantics it is sufficient to show that it turns the annotated program A(S 1 ) into a program equivalent to A(S 2 ).
Slicing
The notion of a program slice, originally introduced by Mark Weiser [10] , has been found to be useful in program analysis, debugging and other areas. In Weiser's original definition, a slice of a program is taken with respect to a program point p and a variable x; the slice contains all statements of the program that might affect the value of x at point p. To be more precise, Weiser defined a program slice S as a reduced, executable program obtained from a program P by removing statements, such that S replicates part of the behavior of P.
To give a formal definition of slicing in WSL we need to define a reduction of a program. We define the relation on WSL programs as follows: S S for any program S skip S for any proper sequence S If n > 0 is the largest integer in TVs(S) then: 
Syntactic Slices
Initially we will consider the special case where p is the end point of the program, but we will generalise the variable x to a set X of variables. If X does not contain all the variables in the final state space of the program, then the sliced program will not be equivalent to the original program. However, consider the set W \ X, where W is the final state space. These are the variables whose values we are not interested in. By removing these variables from the final state space we can get a program which is equivalent to the sliced program. Suppose program S maps state space V to W (we write this as S : V → W ), then the effect of slicing S at its end point on the variables in X is to generate a program equivalent to S; remove(W \ X).
This suggests that we can define a slice of S on X to be any program S S, such that:
However, the requirement that the slice be strictly equivalent to the original program is too strict in some cases. Consider the program:
where S does not contain any assignments to x. If we are slicing on x then we would like to delete the whole of S: but the program x := 0; remove(W \{x}) is only equivalent to S; x := 0; remove(W \ {x}) provided that S always terminates. But most slicing researchers see no difficulty in slicing away non-terminating code. One solution is to add an assertion to show that program equivalence is only required where the original program terminates. So we could define a slice of S on X to be any program S S, such that:
However, a simpler solution is to simply allow a slice to be a refinement of the original program. This would also allow us to slice nondeterministic programs by reducing the nondeterminism. For example we can extend the operator so that:
can be sliced to S 1 or S 2 as required. Even without extending the operator, simple deletion of statements can still create a refinement of the original program. For example, let S be the program:
This program assigns y the value 1 or 2 (the assignment is chosen nondeterministically) and x the value 0. If we delete the assignment x := 1 and the second x := 0 assignment, then the result is a deterministic refinement of S which assigns y the value 1. If strict refinement is not allowed then the best slice we can get for this program is to delete the first x := 0 assignment.
The foregoing discussion motivates this definition: Definition 1 A traditional slice of S on X is any program S S , such that:
Within this framework, a proof of correctness of an algorithm for program slicing (such as the algorithm for interprocedural slicing in [5] ) is simply a proof of the validity of the transformation which deletes the statements in S to create S .
Minimal Slices
Both Weiser's definition and ours allow the whole program as a valid slice for any slicing criterion, however restrictive that criterion is in comparison to the final state space. For program understanding and debugging, small slices are more useful than large slices, so it would appear to be a reasonable requirement to place on any slicing algorithm that the slices generated by the algorithm should be minimal: either in the sense of minimising the total number of statements, or at least in the weaker sense that no further statements can be deleted. For example, we define: Definition 2 A minimal slice of S on X is any traditional slice S such that if S S is also a traditional slice, then S = S . Note that a minimal slice, according to this definition, is not necessarily unique and is not necessarily a slice with the smallest number of statements. Consider the program S:
x := 2; x := x + 1; x := 3 A traditional slice can be obtained from S by deleting the last statement to give S :
This program is a minimal slice (according to our definition), since neither of the remaining statements can be deleted. But there is another minimal slice of S, namely x := 3, which has fewer statements than S .
Although of theoretical interest, the requirement that the slices be minimal is too restrictive to place on a slicing algorithm. This is because the general problem of finding a minimal slice is non-computable! Let S be any program and consider the program S which is S; x := 0, where x is any variable which does not appear in S. If S never terminates, then for any valid traditional slice of S on {x}, if the slice still contains the assignment x := 0 then that statement can be deleted and the result will still be a valid slice of S . On the other hand, if S could terminate, then the sliced program has to set x to zero, so the final assignment must appear in any valid slice of S on {x}. So if we had a program which computes minimal traditional slices, then we could solve the halting problem for any program S by computing the minimal slice of the program S; x := 0 on {x} and simply observing if the result ends in the statement x := 0. If it does, then S terminates, while if it doesn't then S does not terminate.
Semantic Slice
The definition of a traditional slice immediately suggests a generalisation: why restrict the refinements to deleting statements? Or, to put it another way, why insist on the requirement that S S? Harman and Danicic [3] coined the term "amorphous program slicing" for a combination of slicing and transformation, but they do not allow refinements other than removing nontermination. We use the term "semantic slice" since we are allowing any operation which refines the semantics of the program on the restricted state space. A traditional slice could analogously be called a "syntactic slice" since the relation is a purely syntactic one.
Definition 3 A semantic slice of S on X is any program S such that: ∆ S; remove(W \ X) ≤ S ; remove(W \ X)
Note that while there are only a finite number of different syntactic slices (if S contains n statements then there are at most 2 n different programs S such that S S) there are infinitely many possible semantic slices for a program: including slices which are actually larger than the original program. Although one would normally expect a semantic slice to be no larger than the original program, [9] discusses cases where a high-level abstract specification can be larger than the program while still being arguably easier to understand and more useful for comprehension and debugging. See [8] and [9] for a discussion of the issues.
Operational Slice
An intermediate option between traditional syntactic slicing and full semantic slicing is to restrict the transformations to preserve operational semantics, using the technique in Section 1..
Definition 4 Program S is an operational slice of S on X if there exists a traditional slice S of S on X such that: ∆ A(S ); ≤ A(S )
A simpler definition, which does not refer to the intermediate program S is:
∆ A(S ); remove(W \X) ≤ A(S); remove(W \X)
But this is incorrect because the seq variable (recording the sequence of states) is one of the variables removed, which means that all of the annotations are redundant code! On the other hand, if we add seq to X to stop it from being removed, then the suggested definition is much too restrictive: no statements can be deleted since they all contribute to the value of seq. This is the motivation for introducing the "intermediate" program S in our definition of an operational slice.
Slicing At Any Position
To slice at an arbitrary position in the program we need to preserve the sequence of values taken on by the given variables at that point in the program. To do this, we simply insert an assignment to a new variable slice at the required position which records the current values of the variables. If X = {x 1 , . . . , x n } is the set of variables we are interested in then we insert the statement:
slice := slice + + x 1 , . . . , x n at the point of interest, in order to record the current values of the variables at that point. Then we slice at the end of the program on the single variable slice.
This process can be generalised to slicing at several points in the program, perhaps with a different set of "variables of interest" at each point, simply by inserting the slice assignments at the appropriate places.
One peculiarity of this definition is that if we slice at a point in the program which is within a statement that does not modify any of the variables in the slicing criteria, then we can end up with larger slices than expected. For example, suppose that we slice on x within this if statement at the point just before the assignment to z:
According to our definition, the slice has to preserve the test y = 0 and therefore preserve any previous modifications to y. In effect, by slicing at a particular position we are insisting that the given position should also appear in the sliced program. This is arguably correct in the sense that, if the slice has to preserve the sequence of values taken on by x at a particular point in the program, then a corresponding point (at which x takes on the same sequence of values) must appear in the slice. But if the if statement in the above example is deleted, then x takes on a shorter sequence of values! A simple solution to this dilemma is to allow the slicing algorithm to move all the assignments to slice upwards out of any enclosing structures as far as possible, before carrying out the slicing operation itself.
Dynamic Slicing
Although the term "dynamic program slice" was first introduced by Korel in [Korel 1984] , it may be regarded as a non-interactive version of Balzer's notion of flowback analysis [1] . In flowback analysis, one is interested in how information flows through a program to obtain a particular value: the user interactively traverses a graph that represents the data and control dependences between statements in the program. A dynamic slice of a program P is a reduced executable program S which replicates the behaviour of P on a particular initial state. We can define this initial state by means of an assertion. Suppose V = {v 1 , v 2 , . . . , v n } is the set of variables in the initial state space for P, and V 1 , V 2 , . . . , V n are the initial values of these variables in the state of interest. Then the assertion {A}, where A is
is a skip for this state and abort for every other state. We define:
Definition 5 A Dynamic Slice of S with respect to a formula A of the form 
Conditioned Slicing
Researchers have generalised dynamic slicing and combined static and dynamic slicing in various ways. For example: some researchers allow a finite set of initial states, or a partial initial state which restricts a subset of the initial variables to particular values. In our formalism, all of these generalisations are subsumed under the obvious generalisation of dynamic slicing: why restrict the initial assertion to be of the particular form {v 1 
If we allow any initial assertion, then the result is called a conditioned slice: Definition 6 A Conditioned Slice of S with respect to any formula A and set of variables X is any program S S such that:
One way to construct a conditioned slice is to use the initial condition to simplify the program before applying a traditional slicing algorithm. Danicic et al [4] describe a tool called ConSIT, for slicing a program at a particular point, given that the initial state satisfies a given condition. Conditioned slicing is thus a generalisation of both static slicing (where there are no conditions on the initial state) and dynamic slicing (slicing based on a particular initial state).
In ConSIT, the slicing condition can be given in the form of ASSERT statements scattered through the program: the authors claim that these ASSERT statement are equivalent to a single condition on the initial state, but in general this requires assertions to be formulae of infinitary logic. This is because the general case of moving an assertion "backwards" over or out of a loop breaks down into a countably infinite sequence of cases depending on the number of possible iterations of the loop. Fortunately, the assertion statements in WSL are already expressed in infinitary logic, so this is not a problem in our framework.
In our transformation framework, the ASSERT statements are simply WSL assertions. The symbolic execution and producing the conditioned program are examples of transformations which can be applied to the WSL program plus assertions. In [6] we provide a number of transformations for propagating assertions and eliminating dead code. Using weakest preconditions, for example, we can move an assertion (with the appropriate modification) backwards past any statement: ∆ S; {Q} ≈ {WP(S, Q)}; S
For example:
x := y + 1; {x > 0} becomes {y + 1 > 0}; x := y + 1
Similarly, an assertion can be moved out of a loop: ∆ while B do {Q}; S od ≈ { n>0 i<n WP((S;) n , B) ⇒ WP((S;) n , Q) }; while B do S od where (S;) 0 is skip and (S;) n+1 is S; (S;) n . Again, a generalisation is suggested: why restrict ourselves to the assertion moving and dead code removal transformations? A conditioned semantic slice can be defined as: Definition 7 Suppose we have a program S and a slicing criterion, defined from S by inserting assertions and assignments to the slice variable to form S . A conditioned semantic slice of S with respect to this criterion is any program S such that: ∆ S ; remove(W \ {slice}) ≤ S ; remove(W \ {slice})
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