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The thesis presents the development and validation of hydraulic fracturing and heat 
extraction models for Enhanced Geothermal Systems (EGS). The fracture models are developed 
using the Displacement Discontinuity (DD) Method which is an indirect Boundary Element 
approach. Two types fracture models are developed: based on the constant strength DD method 
and based on the Kelvin’s fundamental-solution DD method. Analytical verification for each 
method is included. The DD model, based on the Kelvin’s fundamental solution, presents a more 
robust and efficient technique for the fracture modeling. Various issues for the implementation of 
the Boundary Element Method for the fracture mechanics problems such as hyper-singularity 
and fracture tip singularity of stresses have been accounted in the numerical model. The 
Newtonian fracture fluid flow is modeled for steady and transient flow cases. Steady-state 
fracture fluid flow is modeled using implicit Finite Difference Method, and transient fluid flow is 
modeled based on the Galerkin’s Finite Element approach. The fracture heat flow is modeled 
considering two cases: heat flow analysis during the fracture initiation and propagation 
processes, and long term heat circulation and extraction model for thermal energy production 
form an EGS reservoir. Two-dimensional and three-dimensional heat extraction models based on 
the Boundary Integral Equation formulations are formulated. In both the model, Laplace 
transform technique is used to deal with the time variable. The weak singularity cases have been 
considered for both two- and three-dimensional models. The thermal induced stresses due to 
differential cooling of the reservoir rocks are accounted for. Explicit hydro-mechanical and 
thermo-mechanical models for two-dimensional are established. Finally, the field validation of 
the heat circulation test is done using three-dimensional heat extraction. The validation of 
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CHAPTER 1.  
INTRODUCTION 
 
Geothermal energy is basically the heat energy stored in the Earth’s crust. It is a clean 
and sustainable energy source. Geothermal energy resources range from the shallow ground hot 
water and Hot Dry Rocks (HDR) found beneath the Earth’s surface. In general, HDR resources 
occur at depths of 3 to 5 km from the Earth’s surface. The heat energy from a geothermal system 
can be recovered to generate electricity mainly through two systems: hydrothermal systems or 
enhanced geothermal systems (EGS). Hydrothermal systems are naturally occurring hot reservoir 
with recharging water and sufficient reservoir permeability to allow water circulation. These 
reservoirs contains sufficient amount of water and steam at high temperature and pressure, which 
can be recovered to generate electricity. However, EGS reservoirs have no or negligible amount 
of water and permeability. Hence; for heat production, EGS reservoirs require enhancement of 
permeability and forced water circulation. Hydraulic fracturing is considered the primary means 
of creating functional EGS reservoirs at sites where the permeability of the rock mass is too 
limited to allow cost effective heat recovery. Due to high reservoir rocks temperature and high 
in-situ stresses at greater depth, hydraulic fracturing is a very challenging for the EGS. The 
research presented in this thesis mainly focuses on the accurate prediction of induced hydraulic 
fractures in EGS reservoirs and efficient heat extraction through the created fracture networks. 
1.1. Enhanced Geothermal Systems 
 An approach to capture the heat energy from the Hot Dry Rocks (HDR) and low 
permeability reservoirs though forced water circulation is known as enhanced geothermal 




injection and extraction wells through the HDR reservoir and circulating cold water through the 
fracture networks. A schematic of an EGS along with surface facilities is shown in Figure 1.1. 
The thermal energy from the EGS is recovered through the extraction wells in the form of hot 
water and steam. The power plant unit at the surface uses the recovered hot water and steam to 
generate electricity. Finally, cooled water is recirculated to the reservoir through injection wells 
to complete the loop. For efficient heat energy production, the injector and extraction wells need 
to interconnect either through hydraulically induced or natural fractures. The heat extraction rate 
of such a system depends on the induced permeability so that fluid can contact the rock and 
extract the heat. 
 
Figure 1.1. Schematic of Enhanced Geothermal System (Department of Energy-Geothermal 




1.2. Research Motivation 
The development of Enhanced Geothermal Systems requires advanced methodology to 
stimulate low permeability reservoirs. For efficient thermal energy production from an EGS, 
large induced fractures that allow injection of large amount of water required. The natural and 
created fracture networks are needed to make sure that the circulated water is continuously in 
contact with high temperature reservoir rocks. Hydraulic fracturing is the most commonly used 
method to create large fracture network. The hydro-thermal-mechanical processes in the 
hydraulic fracturing of EGS reservoirs are a combination of many complicated physical 
phenomena, including fracture opening and closing in poro-elastic materials, non-linear behavior 
of injected slurry and its leak-off into the formation, fracture propagation in rock-mass, proppant 
transportation and its action to prevent fracture closure, and flow of fluid and heat through the 
fracture and surrounding rocks. Due to high reservoir temperature, the fracturing in an EGS 
requires rheologically controllable fracturing fluids, and temperature hardened proppants. 
Though, several numerical models have been developed for hydraulic fracture stimulation for the 
oil and gas industry; however, they have not sufficiently been demonstrated for the EGS 
reservoir creation. Insufficient data and measurements under geothermal conditions make it 
difficult to directly translate experience from the oil and gas industries to EGS applications. 
Hence, advanced simulator models are required for hydraulic fracturing the EGS. More specific 
motivations for this research are as follows:  
1. Due to mostly brittle nature of the EGS reservoir rocks, fracturing in the EGS 
applications will have complex three-dimensional geometries 
2. Due to complex fracture network geometries, efficient three-dimensional heat extraction 




3. The high reservoir temperature plays a critical role in the hydraulic fracturing process in 
the EGS reservoirs. It can affect the fracture propagation and initiation process and can 
change the fluid and rock physical properties.  
1.3. Research Objectives  
The overall objective of this research is to develop a numerical methodology for 
simulating the hydraulic fracture creation, including true three-dimensional geometry prediction, 
and heat extraction from an EGS. More specifically the research objectives are divided as 
follows: 
1. To develop a true three-dimensional hydraulic fracture model. Three-dimensional 
fracture modeling will use the Displacement Discontinuity method which is an indirect 
Boundary Element Method.  
2.  To develop three-dimensional heat extraction model from hydraulically fractured EGS 
reservoirs. The three dimensional heat flow and transport model is based on the Boundary 
Integral Formulation.  
3.  To develop fracture fluid flow model.  The two-dimensional fracture fluid flow model is 
developed using the Finite Element Method.  
4. To develop coupled hydro-thermo-mechanical model of hydraulic fracturing.  
5. To validate the hydraulic fracture and heat extraction models using experimental data and 
field EGS case studies. 
1.4. Thesis Organization   





Chapter 1 introduces the Enhanced Geothermal Systems, and provides details of the motivations 
of this research and the specific research objectives. 
Chapter 2 presents the detailed literature review for the hydraulic fracturing process, the fracture 
mechanics concepts applicable to hydraulic fracturing, and various processes involved in 
the hydraulic fracturing. A brief overview of the various numerical models and numerical 
approaches is provided.  
Chapter 3 presents and introduction of the three-dimensional elasticity and the Boundary 
Element Method for the elasticity problems. The theoretical and numerical aspects of the 
Displacement Discontinuity (DD) method for fracture modeling are discussed. Two 
numerical models: constant strength DD model and point load DD models are developed 
and their analytical validations are included. 
Chapter 4 presents the mathematical and numerical aspects of steady-state and transient fracture 
fluid flow. This chapter is basically a supportive chapter for the work on heat extraction 
modeling and coupled hydro-thermo-mechanical hydraulic fracture modeling.    
Chapter 5 presents two types of heat flow model: heat flow analysis during fracturing and heat 
flow analysis for long term heat extraction. The heat extraction models have been divided 
in two parts: two-dimensional heat extraction model and three-dimensional heat 
extraction model. Methodologies to estimate thermal induced stresses on the fracture 
surfaces are discussed.  
Chapter 6 presents hydro-mechanical and thermo-mechanical coupling methodologies for two 
dimensional hydraulic fracturing.  
Chapter 7 presents the field validation of heat circulation test and experimental   validation of 






























CHAPTER 2.  
LITERATURE REVIEW 
 
This chapter presents an introduction to the hydraulic fracturing process and the fracture 
mechanics concepts applicable to the hydraulic fracturing. The main processes involved in the 
hydraulic fracture mechanism such as fracture initiation and propagation, fracture fluid and heat 
flow, and fluid diffusion from a fracture surface are discussed briefly. The various existing 
numerical models and their applicability and limitations are reviewed. A brief discussion on the 
main numerical techniques used to analyze the hydraulic fracturing process is provided  
2.1. Introduction  
Hydraulic fracturing is the most common technique used to enhance reservoir rock 
permeability. It is most commonly used to enhance production from hydrocarbon reservoirs. The 
process of fracture initiation and propagation in a rock mass by injection of a pressurized fluid 
from the wellbore is termed as hydraulic fracturing. In Petroleum Engineering, the created 
fractures provide conductive paths to the hydrocarbons stored in the reservoir rocks to the 
wellbore thereby increasing the production rates. Hydraulic fracture process presents a complex 
mathematical problem that involves the mechanical interaction of the propagating fracture with 
the fluid dynamics of the injected fluid. The hydraulic fractures play an important role to 
stimulate heat extraction from geothermal reservoirs by providing the pathways for the fluid and 
heat exchange (Wright & Tanigawa, 1994; Ghassemi et al., 2010). As a fracturing fluid travels 
between the injection and extraction wells through the fracture networks, it interacts with the 
reservoir rock which gives a rise to the chemical, thermo-elastic, and poro-elastic phenomena, all 




First,  hydraulic fracture treatment was started by the Dow Chemical Company in 1930’s 
to fracture the rock formation in combination with acid stimulation enhance reservoir 
performance. In 1947, Pan American Petroleum Corporation started the first non-acidic 
fracturing treatment specifically designed to stimulate well production from a gas well in the 
Hugoton gas field, Kansas. Presently, hydraulic fracturing is extensively used to improve oil and 
gas production throughout the world. In US oil and gas reservoirs, large quantities of natural 
gases exist in low permeability rocks. Valko & Economides (1995) reported that in the North 
America since 1950, about 70% of gas wells and 50% of oil wells have been hydraulically 
stimulated. Outside of the oil and gas industry, hydraulic fracturing is also used in other 
applications such as for coal bed methane production, hazardous solid waste disposal, 
measurement of in-situ stresses, fault reactivations in mining, and for circulation of water in the 
Hot Dry Rocks (HDR) for geothermal energy production.  
The hydraulic fracturing requires the process of pumping a high pressure fluid into a 
wellbore at a high injection rate. As the resistance to flow in the formation increases, the pressure 
in the wellbore increases to a critical value that exceeds the breakdown pressure of the formation. 
Once the formation breakdown occurs, a fracture is created and the injected fluid starts flowing 
along the fracture. In general, a main single fracture along with multiple small fractures is 
created and propagates in two opposite directions from the wellbore. The created hydraulic 
fractures improve the productivity of a well. A schematic of wellbore before and after hydraulic 
creation is shown in Figure 2.1. From upper part of the Figure 2.1, it is obvious that all of the oil 
or gas must converge radially to a very small area. However; the lower figure shows an increase 
of the flow path for the oil and gas flow. At early time of fracturing, the oil and gas enters into 




transports fluids to the wellbore. However, at later time, the oil and gas in the reservoir flows 
towards an elliptical pressure sink and most of it enters near the tip of the fracture.  
 
Figure 2.1. Unfractured and fractured well system (API, 2009) 
A hydraulic fracture is induced in two phases. The first phase starts with creating 
perforations or weak points into the formation from a wellbore. Then a viscous fluid called as 
pad is pumped into the well. When the down-hole pressure goes beyond breakdown pressure, a 
fracture initiates from the perforated interval and goes into the surrounding reservoir rock. In 
second phase, proppants consisting of a slurry mixture of fluid and proppant, is injected into the 
well. The slurry mixtures extend the initiated fracture, keep it open, and transport the proppant 
deep into the fracture.  
2.2. Fracture Mechanics Theories for Hydraulic Fracturing  
Rock and fracture mechanics play important roles in the engineering design of hydraulic 
fracturing treatments (Adachi et al., 2007). Rock mechanical properties predict the stress 
Natural Fluid Flow Path




distribution at depth and elastic and strength properties control the created fracture geometry 
(Valko & Economides, 1995). The theory of hydraulic fracturing depends on an understanding of 
fracture initiation and propagation processes in a rock mass at greater depth (Gidley et al., 1989). 
Due to the brittle nature of reservoir rocks, the theories of elastic and brittle fracture mechanics 
are applicable to understand the behavior of the fracture equilibrium and propagation. The most 
commonly used fracture mechanics theories applied to understand the hydraulic fracture 
initiation and propagation are: the Griffith’s energy approach (Griffith, 1921), and the linear 
elastic fracture mechanics (LEFM) (Orowan, 1952; Irwin, 1957). A brief description of the 
fracture mechanics theories is provided in the following sections. 
2.2.1. Griffith’s Energy Approach 
Griffith (1921) had proposed the first theory for the crack behavior in a brittle material 
based on the assumptions that numerous minute flaws or weakness zones exist in materials 
which act as sources of stress concentration. The concept of stress concentration along with 
energy release rate approach introduced by Griffith started the era of modern fracture mechanics. 
Griffith extended the earlier work of Inglis (1913) for an elliptical crack in an infinite plate under 
tensile forces. Considering, a problem of a thin, linearly elastic, isotropic, infinite plate 
containing a thin elliptical hole which is subjected to an uniform tensile stress as shown in Figure 
2.2. The normal stress developed due to applied stresses at the end of the major axis can be given 
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 (2.1) 
where yy  is the normal stress,   is the applied stress, 2a and 2b are the major and minor axes 




crack and the normal stress yy  increases without limit, which results in unreasonable condition 
that any amount of applied stress would cause the crack growth. 
 
Figure 2.2. An elliptic hole in an infinite plate subjected to tension  
Griffith suggested an energy balance criterion based on the assumption that the unstable 
propagation of a crack must result in a decrease in strain energy. The crack will propagate when 
the incremental release of energy due to crack extension becomes greater than the incremental 
increase of surface energy due to new crack surface formation. The crack propagation criteria 
can be given as follows: 
sdW dW  (2.2) 
where dW is the incremental increase due to crack extension and sdW  is the incremental increase 
of surface energy. The critical point for the crack propagation using Eq. (2.2) can be written as:
sdW dW  . If the energy from the crack plane is equal to or greater than the energy required to 
create a new crack surfaces, the crack can propagate will start (Sun & Jin, 2012). The surface 










4s sW aG  (2.3) 
where sG  is the surface energy density. The total energy released due to presence of a crack of 
length 2a in an infinite two-dimensional body can be estimated as (Inglis, 1913): 
2 2 2(1 )
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  (2.4b) 
where E is the Young’s modulus and ν is the Poisson’s ratio. Substitution of Eqs. (2.3) and (2.4) 
in Eq. (2.2) gives an estimate of the critical stress level at which the crack will start propagating. 
Mathematically, the critical stress cr  can be derived as follows: 
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2.2.2. Linear Elastic Fracture Mechanics (LEFM) Theory 
The linear elastic fracture mechanics (LEFM) is based on the Griffith’s theory with 
modifications to include dissipative energy processes such as plastic flow and micro-cracking 
(Orowan, 1952; Irwin, 1957). The basic assumption of LEFM is that growth of a crack is 
controlled by stress fields at the crack tip. Irwin (1957) suggested that for a three-dimensional 
crack which is subjected to external loads, the crack tip relative displacement fields can be 
divided in components along the three coordinate directions. Irwin classified the relative crack 




opening mode, Mode-II or shearing mode, and Mode-III or tearing mode. The crack growth 
process can be explained by superposition of these independent fracture opening modes. 
 
Figure 2.3.Schematic of three modes of fracture opening: (a) Mode-I or opening mode (b) Mode-
II or shearing mode (c) Mode-III or tearing mode (Irwin, 1957) 
1. Mode-I Fracture Opening  
In case of Mode-I or opening mode, the tensile stresses perpendicular to the crack 
surfaces are applied on the body as shown in Figure  2.3 (a). The crack surfaces are pulled apart 
in the z direction and the deformations are symmetric with respect to the planes perpendicular to 
the x and y axes. The Mode-I stress and displacement fields in terms of polar coordinates (r, θ) 
for a crack tip as shown in Figure  2.4 can be given as follows (Irwin, 1957): 
1 cos sin
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     (2.6e) 
where KI  is the Mode-I stress intensity factor, E and G are the Young’s and shear modulus, 
respectively, the elastic constant are  defined as: 
(3
, 0 , ; for plane strain condition
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 (2.7) 
where ν is the Poisson’s ratio, 
' , 
'' and k  represents the elasticity constants as defined in Eq. 
(2.7). 
 












2. Mode-II Fracture Opening  
In case of Mode-II or sliding mode, the shear forces parallel to the crack surfaces are 
applied on the body as shown in Figure 2.3 (b). The crack deformations are symmetric with 
respect to the plane perpendicular to the z- axis and skew symmetric with respect to the plane 
perpendicular to y- axis. The Mode-II crack tip stresses and displacements fields can be written 
as (Irwin, 1957): 
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3. Mode-III Fracture Opening  
In case of Mode-III or tearing mode, the shear forces parallel to the crack front surfaces 
are applied on the body as shown in Figure 2.3 (c). The crack deformations are skew-
symmetric with respect to the plane perpendicular to z- and y- axis. The Mode-III crack tip 
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where KIII  is the Mode-III stress intensity factor. 
 
4. Crack Front Elastic Field for a Three-Dimensional Crack 
The elastic stress and displacement fields near a three-dimensional front crack can be 
represented using Williams’ asymptotic solution (Williams, 1957). Hartranft & Sih (1977) 
suggested that by using geometrical analysis and series expansion, the stress and displacement 
fields for point outside the plane (n, b) can be expressed in terms of spherical coordinates as 
shown in Figure 2.5. The near crack tip stress fields for a three-dimensional can be represented 
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The displacement field is represented as follows: 
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where ( , , )r    are the spherical coordinate system, KI, KII, and KIII represent the stress intensity 
factors at the crack tip, ( )O r  represent the terms tending to zero as 0r   and (1)O  are the 
bounded terms. From  Eqs. (2.10) and (2.11) two important characteristics of the LEFM can be 
extracted, namely, (1/ )O r variation of the crack tip stress fields and ( )O r  variation of the 





Figure 2.5. Crack front spherical coordinate system  
5. Stress Intensity Factor  
The stress intensity factor (SIF) is the most important parameter in fracture mechanics. 
The SIF basically represents a measure of strength of the near crack tip stress singularity which 
plays a critical role in the LEFM analysis. The value of the SIF depends on the applied load, 
geometry of the cracked structure, and position of estimation point along the crack front. The 
understanding of the SIF provides background for the analysis of the crack initiation and 
propagation processes. Therefore, the accurate estimation of the SIF values is the fundamental 
task of the LEFM analysis to any engineering problem. From Eq. (2.10), the stress field in 
vicinity of the crack front can be presented as follows (Mi, 1996): 
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where ijf  is the functions form Eq. (2.10). Substituting, 0     in Eq. (2.12), the stress 
intensity factors can be expressed as the limiting values of the stresses as 0r  : 












0lim 2 ( ,0,0)II r nbK r r    (2.13b) 
0lim 2 ( ,0,0)III r btK r r    (2.13c) 
where KI, KII and KIII are the Mode-I, Mode-II and Mode-III stress intensity factors, respectively. 
The stress intensity factors can be also represented in terms of the displacements of the two 
opposite crack surfaces close to the crack front by substituting, ;         in Eq. (2.11) 
and neglecting ( )O r  terms. The SIF values can be expressed as follows (Xiao & Yue, 2011): 
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2.3. Basic Phenomena and Mechanisms of Hydraulic Fracturing  
The hydraulic fracturing mechanism represents a combination of several complex 
processes such as fracture initiation and propagation, mechanical deformation of rock mass due 
to the applied stresses and fluid pressure on the fracture surfaces, fluid flow inside the fracture, 
proppant flow and transport inside the fracture, fluid diffusion or leak-off into the reservoir, heat 
conduction between the reservoir rocks and fracture surfaces, and heat convection inside the 
fracture surface. The high reservoir rock temperature plays an important role in the fracture 
initiation and propagation processes in the geothermal reservoirs. The higher reservoir 
temperature can affect the physical and thermal properties of rock mass (e.g., rock mass density, 




fracturing fluid (e.g., fluid density and viscosity). A detailed description of main mechanisms 
involved in the hydraulic fracturing of an EGS reservoir is discussed in following sections. 
 2.3.1. Fracture Initiation  
The fracture initiation process in rock mass depends on the critical level of applied 
stresses and rock strength properties. A fracture initiation criterion basically gives a relationship 
between the effective principal stresses and represents a limiting case of stresses beyond which 
instability or fracture initiation will occur. Most commonly used failure criteria for the hydraulic 
fracture initiation are briefly described in following sections.   
1. Maximum Tensile Stress Criterion 
The maximum tensile stress criterion is commonly used for analysis of a hydraulic 
fracture initiation. This criterion suggests that the fracture initiation process will start when the 
minimum principal stress component of the applied stresses is equal to tensile strength of the 
rock mass. Mathematically, it can be given as follows (Valko & Economides, 1995):   
t3    (2.15) 
where 3  is the minimum principal stress component (compression is assumed positive) and t  
is the tensile strength of the rock mass.  
2. Mohr-Coulomb Criterion 
The Mohr-Coulomb criterion suggests that the shear stress at the failure is equal to sum 
of cohesion of the material and multiplication of friction coefficient and the effective normal 





( ) ( )0 tan nC p       (2.16) 
where   represents the shear stresses, 
n
  is the normal stress, Co is the cohesion, ϕ is the angle 
of internal friction, and p is the pore pressure. 
2.3.2. Fracture Initiation from a Circular Wellbore    
Consider a circular wellbore in a homogeneous, isotropic and linear elastic rock mass 
with axis parallel to the vertical stress as shown in Figure 2.6. The circumferential stresses on a 
differential element as shown in Figure 2.7 can be given by the Kirsch’s solution (Herget, 1988) 
as follows (Valko & Economides, 1995): 
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 (2.17c) 
where rr ,   and r  represent the radial, tangential, and shear stress components on the 
differential element, respectively, v  and h  are the minimum and maximum in-situ stresses, 
respectively, ( , )r   are the polar coordinates, and wr  represents the wellbore radius. 
            The stresses at the wall of wellbore can be obtained by substituting wr r  in Eqs. (2.17) 
as follows: 
0; 0rr     (2.18a) 
v vh h




Considering, only the directions parallel and perpendicular to the minimum horizontal stress 
directions, Eqs. (2.18)  can be represented as: 
v h
3 ; 0       (2.19a) 
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Figure 2.6. A circular wellbore under the action of in-situ stresses and wellbore pressure  
 



















Based on the stress state near the circular wellbore, Hubbert & Willis (1957) presented a 
criterion for the hydraulic fracture initiation. This criterion suggests that the hydraulic fracture 
initiation will start when the effective tangential stress becomes equal to the tensile strength of 
the rock mass. The breakdown pressure for fracture initiation for an impermeable rock mass is 
given as follows (Hubbert & Willis, 1957): 
tvb h
p 3     (2.20) 
where 
b
p   is the break down pressure, t  is tensile strength of the intact rock mass, v h3   
represents stress concentration as defined in Eq.(2.19). Schmidt & Zoback (1989) modified Eq. 
(2.20) using poro-elasticity theory to include influence of the rock porosity and pore pressure on 


















pp  is the pore pressure,  is the porosity,  is the Poisson’s ratio, and   is the Biot’s 
poro-elastic parameter which is defined as: 




       (2.22) 
where mK  is the bulk modulus of dry rock and sK  is the bulk modulus of skeleton of material. 
In case of the EGS, the fracture initiation process is affected by induced thermal stresses. The 
breakdown pressure can be modified to include the effect of thermal induced stresses (Stephens 
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where T  is the coefficient of linear thermal expansion, and T  represents the change in 
temperature.  
2.3.3. Fracture Propagation 
One of the important components of fracture mechanics is the prediction of fracture 
growth rate and growth direction. The fracture propagation process needs to analyze and answer 
basically two main concerns: the condition under which the critical fracture propagation will 
start and under what condition an existing crack or fracture will lead to a critical condition (Mi, 
1996). The main criterions to describe the hydraulic fracture propagation based on the Linear 
Elastic Fracture Mechanics (LEFM) are presented in following sections. 
1. Maximum Principal Stress Criterion  
The maximum principal stress criterion suggests that fracture will grow in a direction 
perpendicular to the maximum principal stress at the fracture tip (Erdogan & Sih, 1963). For a 
two-dimensional fracture as shown in Figure 2.8, the circumferential stresses in polar coordinate 
system can be given as follows (Aliabadi & Rooke, 1991): 
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According to this theory, the fracture growth direction is obtained from condition 0r   as: 
0 0sin (3cos 1) 0I IIK K      (2.25) 













For three-dimensional fracture propagation in mixed mode, the fracture propagation direction 
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K  is the effective stress intensity factor from Mode-I and Mode-III stress intensity 
factors.  
 









2. Maximum Energy Release Rate Criterion (G-Criterion) 
Hussain et al. (1974) presented the maximum energy release criterion based on path 
independent integrals. This criterion is an extension of the Griffith fracture theory in that the 
fracture will grow in the direction along which the maximum potential energy is released. The 
fracture growth angle 
0  is determined by maximizing the strain energy release rate with respect 
to  as follows (Mi, 1996):    
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If, the stress intensity factor values are given, the crack initiation angle 0  is obtained by 
numerically maximizing the above equations. 
3. Strain Energy Density Criterion (S-Criterion) 
     Sih (1974) proposed a mixed-mode fracture propagation criterion based on the strain 
energy density concept. The strain energy stored in an element of unit thickness for two-
dimensional fracture surface is given as follows (Sun & Jin, 2012): 
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where the coefficient k is same as defined in Eq.(2.7) for plane strain and plane stress conditions. 
Substituting, the fracture tip stresses for the Mode-I and Mode-II opening from Eqs. (2.6) and 
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where the coefficients are defined as (Mi,1996): 
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The Eq. (2.31) shows that the strain energy density function has singularity of 1( )O r  near the 
fracture tip. The singular field intensity can be expressed using the strain energy density function 
defined as (Sih, 1974): 
 2 211 12 222I I II IIS a K a K K a K    (2.33) 
The strain energy density criterion is based on two fundamental hypotheses: the fracture will 
extend in the direction of minimum strain energy density and the fracture extension occurs when 
the minimum strain density factor reaches to a critical value. The fracture growth direction can be 
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2.3.4. Fracture Fluid Flow  
The fluid flow process in a hydraulic fracture involves various complex phenomena of 
fluid mechanics such as rheologically-controlled flow, variation of the fracture cross-section with 
time and space, and the fluid diffusion into the reservoir rocks. In the case of the EGS, high 
reservoir temperatures introduce additional complexity in the fluid flow process by changing the 
fluid physical properties (e.g., viscosity and density). The fluid flow process in a hydraulic 
fracture is analyzed based on the combination of the mass and momentum conservation 
phenomenon, which are described below:   
The mass conservation law suggests that for a fixed domain, the change of fluid mass with 
time is equal to zero. Mathematically, the statement of mass conversation can be represented 





 V  (2.35) 
where x y z(v , v , v )V  is the fluid velocity vector, ρ is the fluid density, is divergence 
operator, and the material derivative is defined as: 
x yv v vz
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 (2.36) 
For an incompressible fluid, the density changes following a fluid particle are negligible 
which results as / 0D Dt  ; hence, continuity equation (2.35) results in the incompressibility 
constraint as follows: 
0 V  (2.37) 
The momentum conservation law, which is based on the Newton’s second law of motion, 




forces acting on the region. Mathematically, the statement of momentum conversation law can 
be represented as follows (Reddy & Gartling, 1994): 
D
Dt
   
V
F   (2.38) 
where  ( , , )x y zf f fF  is the body force vector, and    is the Cauchy stress tensor. 
3. Governing Equations for the Fracture Fluid Flow  
Hydraulic fractures basically consist of narrow channels of variable cross-sections, 
spacing, and surface roughness (Ghassemi, 2003). A laminar fluid flow and the lubrication 
approximation can be assumed for a flow of high viscosity fluid with sufficiently small fluid 
injection rate. For an incompressible fluid, if we assume that the temperature effects are not 
important and neglecting the gravitational forces, the laminar fracture fluid flow is governed by 
the Navier-Stokes as follows (Currie, 2003):  
2D p
Dt
    
V
F V  (2.39) 
where x y z(v , v , v )V  is fluid velocity vector, p is the fluid pressure, ρ is the fluid density, μ is 
the fluid viscosity, ( , , )x y zf f fF  is the  body force vector. In general, the hydraulic fracture 
width is very less as compare to the other two-dimensions: length and height; hence, the fluid 
flow essentially follows the Hele-Shaw’s parallel plate model (Harr, 1962) as shown in Figure 
2.9. Therefore, the fluid pressure variation across the fracture width is negligible and the 
derivatives of the velocity component in the x and y directions with respect to z direction are 
much larger. Neglecting the fluid pressure variation along z- axis, Eq. (2.39) in absence of inertia 
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 in the above equations, the fluid pressure variation for steady-state 






































where a1, a2, a3 and a4 are integration constants.  
Paterson (1983) suggested that the no-slip condition is important boundary condition for 
the Navier-Stokes equation, which states that at any boundary between the fluid and a solid, the 
velocity vector of the fluid must be equal to that of the solid. The no-slip condition implies that 
the fluid has zero velocity at the walls and at the top and bottom. Hence, Eq. (2.42) is subjected 




















where w is fracture width. 
 
Figure 2.9. Schematic of parallel plate fluid flow inside a fracture 
 
Applying the boundary conditions from Eq. (2.43), the fluid velocity components in x- and y- 
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 (2.44b) 
Equation (2.44) represents a parabolic fluid flow variation along the fracture width as shown in 
Figure 2.10. It is obvious from Eq. (2.44) that the fluid flow has maximum velocity at middle of 











Figure 2.10. Fluid flow velocity profile in a fracture approximated by two parallel plates 














     
     
      













     
     
      
  (2.45b) 
If  b is the fracture length, then multiplication by cross-sectional area open to flow, bw the fluid 





















where xq and yq are fluid flow components in the x and y directions, respectively. The flow rate 































where ,ip is the fluid pressure gradient in the ith direction. The above equation is known as the 
cubic law of fluid flow (Witherspoon et al., 1980). Detailed methodology for numerical 
implementation of Eq. (2.47) will be discussed in Chapter 4. 
5. Rheological Behavior of Fracturing Fluids 
Fluid rheology is basically the response of fluid due to applied stresses. Fluid rheology 
describes the relationship between applied forces, deformation, and time. Based on the 
rheological behavior, fluids can be classified in two categories as Newtonian or non-Newtonian. 
Newtonian fluids exhibit a direct proportionality between the shear stress and the shear rate in 
laminar fluid. The rheology for a Newtonian fluid can be given as follows (Valko & 
Economides, 1995): 
    (2.48) 
where   is the shear stress,   is the shear rate, and the proportionality constant   is the fluid 
viscosity. Fluid viscosity is independent of the shear stress and it is a function of temperature and 
pressure of fluid system (Skelland, 1967). However, a non-Newtonian fluid shows a complex 
relationship between the shear stress and the shear rate. Several models are available to describe 
the shear stress response of non-Newtonian fluids. The simplest rheological for non-Newtonian 
fluids is the power law model, which has two constants: a power law index and a consistency 
index. Mathematically, the power-law model is given as follows (Whittaker, 1985): 
 
n
K    (2.49) 
where   is shear rate, n is the power law index and K is the consistency index. For power-law 









The power law can describe the rheological behavior of both the pseudo-plastic as well as 
dilatant fluids. If n<1, the fluid behaves as pseudo-plastic and if n>1, it behaves as dilatant.  
2.3.5. Fluid Diffusion and Leak-off   
During hydraulic fracturing process, some of the injected fluids can be lost either due to 
fluid storage, or spurt loss or fluid diffusion or leak-off into the reservoir. The fluid storage is 
basically equal to the fracture volume. The spurt loss is defined as the fluid quantity used in 
wetting of the fracture surfaces, whereas, the fluid diffusion or leak-off is the fluid loss due to 
escape of injected fluid through preexisting cracks or thermal induced cracks. Mathematically, 
the total fluid loss through a fracture surface can be represented as follows (Wiles, 1986): 
2 pL LV wL S L q    (2.51) 
where LV is the total fluid loss volume, w  is the fracture aperture, L  is the wetted fracture length 
which is normally equal to the fracture length, pS  is the spurt loss coefficient, and Lq  is the fluid 
leak-off. One-dimensional fluid leak-off consideration is mostly used in the hydraulic fracture 
simulator models from the fracture surface. For a more accurate estimation of fluid leak-off, a 
pressure dependent model can be used.  
             Carter (1957) introduced a fluid leak-off model based on the assumption that the fluid 
leaks in one-dimensional steady state potential flow perpendicular to the fracture wall. The fluid 
leak-off rate can be represented using assumption that it decreases proportional to inverse of 
square root of the time from the fracture surface creation. Mathematically, the constant leak-off 















where LC is the leak-off coefficient which can be determined experimentally, t  is the current 
pumping time, and ( , )x y  is the time at which the fluid starts to leak-off at any location (x, y) of 
the fracture surface. For field application of constant leak-off model, the coefficient LC  is 
experimentally determined using mini-frac test, which can predict an average fluid leak-off over 
the fracture surface.  
2.3.6. Fracture Heat Flow  
The heat flow analysis in case of EGS reservoirs is important in two respects. Firstly, 
estimation of change in the fluid and rock temperature during the fracturing initiation and 
propagation process is important to account for the thermal-induced stresses over these processes 
and for modeling the temperature sensitive fluid flow. The change in the temperature can affect 
the physical properties of the fracturing fluid as well as of the reservoir rock. The temperature 
distribution inside the fracture can be estimated by the thermal conduction-advection equation 
(Clifton et al., 1989): 
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c  are the fluid 
density and specific heat, respectively, rK  is the rock thermal conductivity, v is the average 
fluid velocity. Equation (2.53) can be solved numerically with the appropriate initial and 
boundary conditions for the temperature distribution in the fractures. Once, the temperature 





The second important aspect of the heat flow analysis in the EGS reservoirs is the heat 
extraction modeling for estimation of thermal energy production. The thermal energy from an 
EGS reservoir is recovered by circulating water through the reservoir fracture network. The 
injection of the fluid with different temperature from the reservoir rock temperature induces heat 
conduction and advection processes. The heat flow inside the fracture occurs mainly by 
advection process due to fluid mass movement. However, heat conduction and convection (e.g. 
due to fluid leak-off into reservoir) process occurs between the host reservoir rock and the 
fracture surface. Since most of the reservoir rocks in case of the EGS have very limited or 
negligible permeability no fluid leak-off condition can be assumed for the heat flow analysis. 
Therefore, the heat flow between the reservoir and the fracture surface is mainly conduction-
dominated. The mathematical description of the heat conduction and advection processes in the 
EGS heat flow modeling is provided in the following sections. 
1. Heat Conduction between the Fracture and the Reservoir Rocks 
The heat conduction process between the fracture surface and the reservoir rocks can be 
represented by the transient diffusion equation as follows (Carslaw & Jaeger, 1959): 
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 (2.54) 
where T represents temperature, r and rc are the rock density and  specific heat, respectively, iQ  
is the internal heat generation per unit volume, and ( )xk T , ( )yk T , ( )zk T are the temperature-
dependent thermal conductivities in the x, y and z directions, respectively. The thermal 
conductivities can be function of space and temperature. For a homogeneous and isotropic rock 
mass with temperature-independent thermal conductivity, in absence of the heat internal heat 
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2. Heat Advection-Diffusion inside the Fracture  
The heat flow process inside the fracture is governed by the heat advection-conduction 
process. Cheng et al. (2001) described in their work that the fluid diffusion can be neglected in 
case of continuous injection of cooling fluid and large advection velocities. Based on these 
assumptions, the governing equation for fluid flow inside the fracture can be given as follows 
(Ghassemi et al., 2005):   
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where ( , )x yq  is the fluid flow vector, 
i
Q  is the source or sink intensity, and   is Dirac delta 
function. 
2.4. Hydraulic Fracture Modeling 
The theoretical modeling of hydraulic fracturing started in late 1950’s. Khristianovich & 
Zheltov (1955) presented the first hydraulic fracture model based on the assumption of constant 
height growth of fracture planes. One of the milestones in two-dimensional hydraulic fracture 
modeling was given by Perkins & Kern (1961) based on the classic Sneddon’s plane strain crack 
solution (Sneddon, 1946). Geertsma & de-Klerk (1969) presented the Khristianovich, Geertsma 
& de-Klerk Model (KGD model) based on the earlier work of Khristianovich & Zheltov. 
Nordgren (1972) modified the Perkins and Kern’s model by including the effect of fluid losses 
on the fracture geometry and presented the generalized Perkins, Kern, and Nordgren model 
(PKN model) (Perkins & Kern, 1961). These earlier models are based on the assumption that the 




and experimental observations it can be concluded that in general hydraulically induced fractures 
grow in three-dimensional planes with varying fracture height, length, aperture and shape. 
Therefore, for accurate prediction of fracture geometries, three-dimensional modeling of the 
hydraulic facture process is required. Three-dimensional models started to appear in the fracture 
modeling community since 1980’s. A brief description of several hydraulic fracture models are 
provided in following sections. 
 2.4.1. Two-Dimensional Fracture Models 
Two types of constant fracture height fracture models are used for two-dimensional 
hydraulic fracture modeling: the PKN and KGD models. Both the PKN and KGD models 
assume that the fracture toughness (or tensile strength) is sufficiently small and the fracture 
growth is mainly controlled by the fluid viscosity. The fracture height during propagation is 
assumed to be constant for both the models. A brief mathematical description of the PKN and the 
KGD model is discussed in the following sections. 
1. Perkins, Kern and Nordgren (PKN) Model 
The PKN model is  based on the assumption that the cross-section of the fracture in  
vertical plane, perpendicular to the long axis of the fracture, maintains an elliptical configuration 
and plane strain condition exists in the vertical plane. A schematic of the PKN fracture geometry 
is shown in Figure 2.11. The fluid pressure inside the fracture is assumed to be constant and 
proportional the fracture aperture. The net fluid pressure and fracture aperture are related as 
follows (Sneddon, 1946): 
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where ( , )w x t  is the fracture aperture at any given time, netp  is the net fluid pressure, fh and L 
are the fracture height and length, G is the shear modulus and ν is the Poisson’s ratio. 
Considering, the mass conservation condition and assuming incompressible Newtonian fluid 
flow inside the fracture, the fracture propagation condition in absence of fluid leak-off is given as 












where   is the fluid viscosity. The above equation is subjected to following initial and boundary 
conditions: 
( ,0) 0 ; for 0w x t   (2.59a) 
( , ) 0 ; for ( )w x t x L t   (2.59b) 
The analytical solution of Eq. (2.58) for the fracture aperture, fracture length and maximum 















































0 (0, )w t is the maximum wellbore aperture, ( )L t is the fracture length, and , (0, )net wp t is 
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Figure 2.11. PKN constant height fracture model (Economides & Nolte, 2000) 
2. Khristianovich, Geertsma and de-Klerk Model (KGD) Model  
The KGD model assumes an approximately elliptical configuration in the horizontal 
plane and a rectangular shape in the vertical plane as shown in Figure 2.12. Plane strain 
condition is assumed in the horizontal cross-section of the fracture surface. For a rectangular 
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Applying, Barenblatt’s tip condition which requires smooth closing of the fracture tip, results as 
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The maximum fracture aperture for constant height and infinite extension as suggested by 
Sneddon & Elliot (1946) can be given as follows:  
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Substituting 
f
h =2L, gives width profile for a constant net pressure over the entire fracture 
surface. Mathematically, it can be represented as: 
0
24 (1 )netp Lw
E

  (2.66) 
The analytical solution based on above equations for the fracture aperture, fracture length and 



















































Figure 2.12.  KGD constant fracture height model (Economides & Nolte, 2000) 
 
2.4.2. Three-Dimensional Fracture Models 
The two-dimensional models discussed in the previous section were based on the 
constant fracture height constraint, which is a conservative limitation of these models. Because, 
it is not always obvious from the field data and logs that the fractures will be contained and it 
will maintain constant fracture heights, for better understanding of the hydraulic fracturing 
process, advanced fracture models are required which can account for the height growth and out-




fracture geometry. The hydraulic fracture models which can address the main constraints of the 
classical two-dimensional models are categorized as: pseudo three-dimensional (P3D) models, 
planar three-dimensional model, and general or truly three-dimensional model.  
 The P3D models are based on the assumption that the fracture length is sufficiently large 
relative to its height, hence effective rock elastic stiffness is independent of the fracture length 
and the horizontal distance from the cross section of the crack front (Adachi et al., 2007). The 
vertical fluid flow is included in P3D model which allows the fracture height variation with time 
and distance from the wellbore (Ben-Naceur, 1989). Warpinski (1993) classified P3D models in 
two categories: cell based and lump based models. The cell based P3D models are basically 
extension of the PKN type model. The fracture length is sub-divided into series of cells with 
each having their own compacted height. The plain strain condition can be assumed at any cross 
section. The fluid flow is assumed to be essentially horizontal along the fracture length. 
However; in case of lumped based P3D models, the fracture geometry at each time step consists 
of two half-ellipses. These ellipses are joined at their center in the fracture length direction.  
Several hydraulic fracturing simulator models have been developed based on two-
dimensional, pseudo three-dimensional, and planar three-dimensional approach. These models 
work very well in cases where fracture geometries are limited to single planes and which are 
which defined (Carter et al., 2000). However, in case of complex fracture geometry such as those 
emanating from deviated wellbores with arbitrary crack front, advanced fracture simulation 
models are required. Two-dimensional or P3D models are not capable of addressing two 
important characteristics of the hydraulic fracturing process: height growth and out-off plane 
fracture propagation. Settari (1979) & Cleary et al. (1983) developed planar three-dimensional 




simplified fracture geometries, fully three-dimensional models are required (Vandamme & 
Curran, 1989). Clifton & Sayed (1981), Cleary et al. (1983), and Wiles & Curran (1982) 
presented three-dimensional fracture models based on the integral equation formulation. Due to 
increased use of deviated wellbores in petroleum industry, the fully three-dimensional fracture 
predication models are very vital for stimulation prediction. Hydraulic fracturing is often less 
effective for deviated wellbores as compared to traditional vertical wells, due to a poor 
understanding of the mechanics of fracture initiation and propagation from a deviated. The main 















2.5. Computational Methods for Fracture Mechanics 
The Finite Element, Finite Difference, Boundary Element and Discrete Element methods 
are the main numerical approaches to solve the fracture mechanics problems. The Finite 
Difference Method (FDM), which is mainly applicable to solving difference equations on 
domains of regular geometry, has demonstrated limited application in elasticity problems. The 
Discrete Element Method (DEM) is mostly applied when continuity of a medium cannot be 
assumed for discontinuous separated domains. The behavior of discontinuities between the 
bodies is analyzed with the solution of contact and impact between multiple bodies (Pande et al., 
1990). The Finite Element Method (FEM) has become widely known and has widespread 
acceptance for the fracture mechanics analysis. The Boundary Element Method (BEM), which is 
a relatively newer approach than the other methods, has emerged as a powerful alternative to the 
FEM. A brief description of the applicability of the FEM and the BEM in the fracture mechanics 
is provided in following sections. 
2.5.1. Finite Element Method  
In the FEM, the elastic continuum medium is replaced by a finite number of structural 
elements of finite size and interconnected only at their nodal points (Zienkiewicz, 1971). By 
analyzing these individual elements and assembling them, an approximate solution of the actual 
problem can be obtained. In the FEM, the problem domain can be discretized using triangular or 
quadrilateral elements in two-dimensional analysis and tetrahedral or brick elements in three-
dimensional analysis. The process of discretization results in a system of linear algebraic 
equations which forms a symmetric and banded matrix. By applying appropriate initial and 
boundary conditions, these systems of equations can be solved for unknown nodal variables 




fracture mechanics problems to calculate the stress intensity factor. One of the main difficulties 
in the fracture mechanics problems is the accurate estimation of the near-crack behavior of the 
stresses and displacement fields. Henshell & Shaw (1975) introduced quarter point element to 
improve the accuracy of the stress and displacement fields near the crack tip. The quarter point 
elements gives quite accurate results of the crack-tip stresses, and is very simple to implement in 
existing computer programs. In the quarter point element, only the middle node of the quadratic 
element is required to be replaced at l/4 distance from the crack, where l is the length of the crack 
tip. Later, several crack tip singular elements have been introduced to account for the crack tip 
behavior (Barsoum, 1976). In fracture propagation problems, near crack tip fracture mesh plays a 
critical role which needs remeshing after each propagation step. An advanced alternative method 
to overcome time consuming remeshing process in the conventional FEM is the Extended Finite 
Element Method (Benzley, 1974). The Extended Finite Element Method (XFEM) eliminated 
remeshing requirement of the fracture tip region by adding enrichment elements which can be 
expressed using analytical expressions.  
2.5.2. Boundary Element Method  
The Boundary Element Method (BEM) presents a powerful numerical method to solve the 
boundary value problems form various disciplines (Brebbia et al., 1984). The BEM can be 
applied to fracture mechanics problems by overcoming the limitations associated with the FEM 
(Aliabadi & Rooke, 1991). The BEM transforms the problem to the boundaries, which eliminates 
the domain discretization. This significantly reduces the number of elements and avoids the 
difficulty of domain discretization. The formulation for the BEM problems depends on the 
fundamental solutions for the class of problems being solved. For elasticity problems, the most 




a point in an infinite elastic medium due to a unit load applied at another point. The 
discretization of the boundary converts the set of integral equations into a system of algebraic 
equations which with appropriate boundary conditions can be solved for unknown variables 
using standard elimination or iterative solvers. A detailed description of theoretical and 
numerical aspects of the BEM implementation for the fracture mechanics problems is presented 





















CHAPTER 3.  
FRACTURE DEFORMATION MODELING 
 
This chapter presents an introduction to three-dimensional elasticity theory and the 
Boundary Element Method for the solution of fracture mechanics problems. The Displacement 
Discontinuity Method (DDM), which is an indirect Boundary Element Method, is discussed in 
detail as applied to fracture modeling. The formulation and detailed methodology for numerical 
implementation of two types of DD models, namely, constant strength DD model and 
generalized point load DD model, are presented. Both the DD models are validated using 
analytical solution.  
3.1. Introduction  
The main objective of a hydraulic fracture deformation modeling is to estimate change in 
the fracture geometry (e.g., aperture, length and height) due to the applied stresses and fluid 
pressure. The fracture dimensions and propagation characteristics of a hydraulic are important 
considerations in the design of fracturing operation (Yew, 1997).  This section describes fracture 
models using constant fluid pressure and the main concern is given to change in the fracture 
aperture.   
3.2. Basic Equations of Elasticity 
    For an infinitesimal three-dimensional element as shown Figure 3.1, equations of 
equilibrium in terms of stress components can be given as follows (Cruse, 1988): 













where ij  represents the stress components and ib  is the body force vector. The relationship 
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 (3.2) 
where ij are the strain components and iu  are the displacement components. The constitutive 
equations or generalized Hooke’s law relates stresses to strains of an isotropic and linearly elastic 
solid as follows (Timoshenko & Goodier, 1970): 
2mmij ij ijG       (3.3) 
where   represents the Lame’s elasticity constant , G  is the shear modulus, ν is Poisson’s ratio, 
mm  represents  summation of strain components, and ij is the Kronecker delta function, which 










The shear modulus and Lame’s elasticity constant are related to the Young’s modulus and 
Poisson’s ratio as follows: 
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Substituting, Eq. (3.6) in Eq. (3.1) results in the Navier differential equation for displacements as 
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Figure 3.1. Stress components on a three-dimensional infinitesimal element (Becker, 1992) 
3.3. Boundary Element Method for Elasticity 
The Boundary Element Method (BEM) provides a superior numerical scheme as 
compared to other numerical scheme (e.g., Finite Element Method, Finite Difference, & Discrete 
Element Method) for fracture mechanics problems due to its high calculation accuracy and less 
required unknowns in the numerical solution. The BEM eliminates discretization of the whole 
domain, which results in a less expensive computational method. The fundamental governing 
equations for linear elastic, isotropic and homogenous solids and the basic concepts and 



















3.3.1. Kelvin’s Fundamental Solution  
Proposed by Lord Kelvin, the fundamental solutions represents the solutions which 
satisfies the Navier’s displacement differential displacement equation (Love, 1944). The BEM 
formulation for a particular problem depends mainly on nature of the fundamental solution. For 
the solution of the Navier differential equation, another displacement vector termed as the 
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GG  (3.8) 
where G is the Galerkin vector. Substituting Eq. (3.8) in Eq. (3.7) results in a bi-harmonic 
equation as follows:  
 2 2 0ii
b
G
   G  (3.9) 
where  G  represents the shear modulus and ib  is the body force vector. Applying a unit force at 
the source point = ( , , )x y zx  to get its effect on the field point ( ', ', ')x y zx' as shown in Figure 
3.2, then this problem is known as the Kelvin’s problem. The Kelvin’s problem can be solved 
based on two basic conditions of the fundamental solutions: the stress must become infinite as 
the distance between the source point and field point tends to zero and the stresses become zero 
as the distance tends to infinite. Based on these two fundamental conditions, Cruse (1977) 







G x x'  (3.10) 
where ( , )R x x'  is the distance between the source and field points. Substituting, the fundamental 
solution from above equation in Eq. (3.8) gives the displacement vector as follows: 




where jn  is the unit vector in the jth direction and ( )ijU x,x' represents the displacement 
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where the distance R between the source and field points and its derivatives are given as follows 
(Beer, 2001): 
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1 2 3
'' '
, ; , ; ,




    (3.13b) 
 
Figure 3.2. Representation of source and field points and components of displacement and 
traction fundamental solution (Brebbia et al., 1984)  
The traction vector arising from the fundamental solution can be obtained by 
differentiating the displacement fundamental solution in Eq. (3.12) and substituting them in the 
Hooke’s law in Eq. (3.3). The resultant traction vector is given as follows:  
 Source point
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where ( )ijT x,x'  are the traction fundamental solutions for the Kelvin’s problem, which are 
defined as  follows (Aliabadi & Rooke,1991):  
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 represents  the  derivatives of distance with respect to normal vector as follows: 
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where ,iR , , jR , ,kR  and in , jn , kn  are the derivatives distance with respect and unit normal in 
the ith, jth and kth directions, respectively.  
  
3.3.2. Betti’s Reciprocal Work Theorem 
Betti’s reciprocal theorem forms the basis for the BEM formulation for elasto-static 
problems (Ameen, 2005). Consider a body under equilibrium with two different sets of stresses 
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ij ). The Betti’s reciprocal theorem states that 
work done by the stresses of set (a) on the strains of set (b) is equal to work done by the stresses 
of set (b) on the strains of set (a). Mathematically, this statement can be represented as follows 
(Banerjee & Butterfield, 1981): 
( ) ( ) ( ) ( )a b b a
ij ij ij ijd d 
         (3.17) 
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   (3.18) 
Integrating both sides of Eq. (3.18) following Green’s theorem and using the strain-displacement 
and body forces, the expression for Betti’s theorem follows as: 
  ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )a b a b b a b a
i i i i i i i ib u d t u d b u d t u d   
         (3.19) 
 
 
Figure 3.3. An elastic body subjected to two different systems of forces 
 
3.3.3. Somigliana’s Identity  
Somigliana’s identity can be derived from the Betti’s reciprocal theorem and by using 
Kelvin’s fundamental solutions. If the first set of displacements, tractions and body forces acting 
in a domain   and boundary , as shown in Figure 3.3, are , , ii iu t b  and the second set are 
chosen as the fundamental fields at an internal point x' , then the Betti’s reciprocal Eq. (3.19) can 
be written as follows: 
            ( ) ( ) ( )jij ij j ij jU t d U b d T u d  
 
      x,x' x' x' x, x,x' x' x'x x x  (3.21) 
where ijU  and ijT  are the displacement and the traction kernel fundamental solutions, 






















source point x  and field point x' , the Kelvin solution becomes unbounded or singular if the 
source point approaches to field point. Therefore, a special treatment for these singularity cases 
must be included in Eq. (3.21) for accurate solution. To overcome this problem, the interior 
source point x  is surrounded by an infinitesimal spherical area with radius   as shown in Figure 
3.4 and the integrals are evaluated taking limit 0 . Cruse (1977) derived the following 
relationships by taking limits of the surface integrals: 
     
0
lim ( , ) 0ij jU t d

  x x' x' x'  (3.22a) 
            
0
lim ( , )ij j iT u d u

  x x' x' x' x  (3.22b) 
Using limit values in Eqs. (3.22), the boundary integral equation (3.21) can be written as: 
         
   
( ) ( )
( )
i ij j ij j
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(3.23) 
Equation (3.23) is known as the Somigliana identity for the displacement, which along 
with the Betti’s reciprocal theorem forms the bases for the Boundary Element analysis for 
elasticity problems.  
 

















3.3.4. The Boundary Integral Equation (BIE)  
Betti’s reciprocal work theorem and the Somigliana identity for the displacement can be 
used to derive an integral equation for the displacements at the source point x  due to tractions 
and displacements on the surface at the boundary point x' . In the absence of body forces, the BIE 
in Eq. (3.23) can be given as follows: 
           ( ) ( )i ij j ij ju U t d T u d     x x,x' x' x' x,x' x' x'
 (3.24) 
    A similar BIE for stress at the source point x  can be obtained by differentiating Eq. (3.24) 
with respect to displacement and substituting the derivatives in the Hooke’s law of Eq. (3.3) 
results as: 




D x,x'  and  ( )
ijk
S x,x'  are the  third order tensor  kernel function for stresses, which are 
defined as follows (Becker, 1992): 
      2
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   (3.27) 
3.3.5. Point Collocation and Galerkin’s Methods 
The point collocation and the Galerkin’s methods are the two basic procedures generally 
used to reduce the continuous boundary integral equations to a finite system. In mathematical 
terminology, the point collocation represents a strong-form solution, whereas the Galerkin’s 




integral equations are explicitly satisfied at a certain number of points in the domain. Generally, 
the collocation points are chosen equal to the nodes in the discretized the boundary. The point 
collocation approximation can be mathematically stated as (Sutradhar et al., 2008):    
  ( ) 0 ; 1
k
F P k N    (3.28) 
where 
k
P  represent the collocation point, N is the total number of nodes, and the function F can 
be defined using Eq.(3.24) as follows: 
              ( ) ( )i ij j ij jF u U t d T u d      x x x,x' x' x' x,x' x' x'  (3.29) 
If the boundary displacements and tractions are interpolated from their values at these N 
nodes,  kiu P and  kit P , then the boundary conditions provide N of these 3N  equation with 3N 
unknowns. The point collocation technique results in fully populated non-symmetric matrices. 
However; the Galerkin approach does not require that the integral equations to be satisfied at any 
point. These equations are enforced in a weighted average sense. Mathematically, the Galerkin’s 
approach can be represented as follows (Sutradhar et al., 2008):    
  ( ) ( ) 0
k
P F P dP

   (3.30) 
where ( )
k
P  are the weight functions. The required 3N equations can be generated by an 
appropriate choice of N weight functions.   
3.3.6. Direct and Indirect Boundary Element Methods 
Based on the types of integral equation formulations, the BEM analysis can be classified 
into two types: the direct and indirect BEM (Ameen, 2005). The direct BEM uses the actual 
physical variables (e.g., displacements and tractions for elasticity problems) in the given problem 
to form the boundary integral equations. For a well-posed problem, if half of the boundary 




solution of the integral equations. Once the values of the variables are known on the boundaries, 
the variables inside the domain can be calculated from the boundary variables by integration. 
Most of the present-day Boundary Element modeling favors this method. 
On the other hand, the indirect BEM uses certain fictitious density function, which may 
not have any direct physical significance. The boundary integral equations are expressed entirely 
in terms of a unit singular solution of the original differential equations distributed at a specific 
density over the boundary (Shah, 1992). The density function is solved first using numerical 
solution procedures. The unknown variables as well as the values of the variables in the domain 
are then obtained indirectly from the density functions by integration. One of the most 
commonly used indirect BEM for the fracture mechanics analysis is the Displacement 
Discontinuity Method.   
3.4. Application of Boundary Element Method to Fracture Mechanics 
The applications of the Boundary Element Method for the fracture mechanics problems 
have been demonstrated by several researches. Cruse (1977) implemented the direct BEM for the 
fracture mechanics problems; Snyder (1975) used a Green’s function approach to analyze the 
fracture mechanics problem. Crouch (1976) and Weaver (1977) introduced the Displacement 
Discontinuity method. Portela (1992) developed a dual BEM for two-dimensional fracture 
problem. The dual BEM was successfully extended for three-dimensional fractures problems by 
Portela et al. (1992; 1993), and Mi & Aliabadi (1993).The direct application of the boundary 
integral equations for fracture analysis results in mathematical difficulties due to similar 
opposing fracture surfaces. Cruse (1978) presented a methodology to deal with the degeneracy 
problems using two opposite limiting fracture surfaces. Based on the Somigliana identity, the 
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(3.31) 
where the two opposite fracture surfaces can be identified as: a positive surface c

 and  a 
negative surface c

 , and   represents the remaining boundary as shown in Figure 3.5.  
 
Figure 3.5. Fracture geometry in an infinite domain (Aliabadi & Rooke, 1991) 
Based on the properties of the fundamental solutions, the displacement and traction 
kernel for points on the positive x '  and negative x '    fracture surfaces can be given as follows: 
( , ) ( , )ij ijU U
  ' 'x x x x  (3.32a) 
( , ) ( , )ij ijT T
  ' 'x x x x  (3.32b) 
The traction kernels in Eq. (3.32b) for two surfaces have opposite sign due to fact that the normal 
are in opposite direction. The boundary integral equation for combined fracture can be given as 
follows: 
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       j j ju u u
    x' x ' x '  (3.34a) 
       j j jt t t
   x' x ' x '  (3.34b) 
For a traction free fracture surface or in other words when applied tractions are equal but in 
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The above equation has two major difficulties for direct application in fracture mechanics 
problems. First, application of equal tractions on the opposite surfaces of the fracture will result 
in same equation. Secondly, Eq. (3.35) has two unknown displacement variables  ju x and ju . 
Several techniques have been suggested to deal with these deficiencies of Eq. (3.35) such as sub-
region method (Blandford et al. 1981), dual boundary element method and displacement 
discontinuity method. 
3.4.1. Displacement Discontinuity Method  
The Displacement Discontinuity (DD) method is an indirect BEM, which depends on the 
fundamental solution of the stress-strain relationship of an infinite elastic medium. The DD 
method was originally developed for rock mechanics analysis in mining engineering, however, 
later the DD method has been successfully applied in other areas such as fracture mechanics, 
slope stability analysis, hydraulic fracturing and wellbore stability. The DD method is based on 
the concept that the continuous displacement along a fracture surface can be discretized into a 




surfaces lying on top of one another with opposing normal as shown in Figure  (3.6), then the 
BIE in Eq. (3.24) can be given as follows (Mach, 1992): 
( ) ( , ) ( ) ( ) ( ) ( , ) ( ) ( ) ( )i ij j j ij j ju U t t d T u u d
   
 
            x x x' x' x' x' x x' x' x' x'  (3.36) 
where two opposite surfaces of fracture can be identified as: a positive surface 

 and  a 
negative surface 

 as represented in Figure 3.5. Considering the symmetry in the kernel 
functions ijU and ijT , the first term in Eq. (3.36) vanishes because the tractions on the two 
surfaces are equal and opposite in direction. Hence, Eq. (3.36) follows as: 
( ) ( , ) ( ) ( )i ij ju T D d
  x x x' x' x'  (3.37) 
where jD is the jth  component of DD which can be defined as: 
( ) ( ) ( )j j jD u u
    x' x' x'
 (3.38) 
The stresses generated by the DD’s at any point can be obtained by differentiation of the above 
equation with respect to the coordinates and using the Hooke’s law, which results as follows: 
( ) ( , ) ( ) ( )ij ijk kS D d
  x x x' x' x'  (3.39) 
where ( , )
ijk
S x x' are the third order stress kernel functions as defined in Eq.(3.27). Equation 
(3.38) and (3.39) forms the basis for the DD analysis. A detailed description and numerical 
implementation procedures of two types of the DD Method namely, constant DD and point load 
DD, have been provided the in following sections. 
3.5. Constant Strength Displacement Discontinuity Model 
     The concept of the constant line strength Displacement Discontinuity for an infinite 
elastic media was introduced by Crouch & Starfield (1983) using a concept from Salamon 




elastic medium. This method has been applied to various engineering problems due to its 
simplified analytical mathematical formulation and implementation procedures. The problem of 
a constant DD over a finite line element in the x- and y- plane of an infinite elastic solid is 
specified by the condition that the displacements be continuous everywhere except over the line 
element. The DD over an element for the Mode-I and Mode-II opening as shown in Figure 3.6, 
can be defined as follows (Wen, 1996): 
;
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where the positive  sign represent the analysis point which belongs to the upper  positive surface  
and the negative sign to the lower negative surface,  a represents  element  half-length, xD and 
yD  represents the normal and shear components of the DD.  
3.5.1. Two-Dimensional Constant Strength DDM Model 
The basic solutions of the displacements and the stresses at a point (x, y) generated by a 
constant DD sources on the line segment 0, 0x y   can be given as follows (Crouch & 
Starfield, 1983): 
The displacement components are given as: 
, , , ,2(1 ) (1 2 )x x y xx y x xyu D f yf D f yf             
 (3.41a) 
, , , ,(1 2 ) 2(1 )y x x xy y y yyu D f yf D f yf            
 (3.41b) 
The stress components are given as: 





, , ,2 2yy x xyy y yy yyyGD yf GD f yf          
 (3.42b) 
, , ,2 2xy x yy yyy y xyyGD f yf GD yf          
 (3.42c) 
where xu  and yu  are the displacement components  in x- and y- directions, respectively, xx , yy  
and xy  are the normal and shear stresses, G is the shear modulus, and ν is the Poisson’s ratio. 
The function ( , )f x y  is defined using the Green’s function approach as (Crouch, 1976): 
 




f x y Ln x y d

     
   
 (3.43) 
The integration of Eq. (3.43) and derivative of functions of ( , )f x y  with respect to x- and y- 
have been listed in Appendix A.  
 
Figure 3.6. Components of two-dimensional constant displacement discontinuity  
1. Numerical Implementation  
A numerical procedure for solving a two-dimensional fracture problem can be developed 
by means of Eqs. (3.41) and (3.42). The fracture surface is discretized in NE number of elements 




( )y nD D 








The shear and normal stresses at the midpoint of the ith element as shown in Figure 3.8, can be 
expressed in terms of the DD components at the jth element as follows: 
1 1
NE NEij j ij ji
s ss s sn n
j j
A D A D
 
     (3.44a) 
1 1
NE NEij j ij ji
n ns s nn n
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A D A D
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n  are the shear and  normal, respectively,  and 
ij
ssA  etc. are the boundary 
influence coefficients for the stresses. If, we specify the values of stresses for each element, then 
Eq. (3.43) results in a system of 2NE simultaneous linear equations with 2NE unknown DD’s. 
The resultant system of equations can be solved standard Gauss elimination or any linear solver 
method for solution of linear system of equations. After solving Eq. (3.44) for the DD values, the 
stresses and displacements at any point in the body can be found using the method of 
superposition.  
 
Figure 3.7. Discretization of a fracture in NE number of elements (Crouch & Starfield, 1983) 
2. Coordinate Transformations for Arbitrarily Oriented Fracture  
For generalization of Eq. (3.44) for an arbitrary oriented fracture surface, the elemental 














transformation of coordinates from the global system (x, y) to the local system ( x , y ) can be 
obtained as follows:   
( )cos ( )sin
j j
j jx x x y y      (3.45a) 
( )sin ( )cos
j j
j jy x x y y       (3.45b) 
Similarly, the stresses can be transformed using following relationship:  
2 2cos sin sin 2
j j j
xx yy xyxx     
 (3.46a) 
  2 2sin cos sin 2
j j j
xx yy xyyy     
 (3.46b) 
2 2sin cos sin cos (cos sin )
j j j j j j
xx yy xyxy        
 (3.46c) 
where ( , )j jx y  represents the midpoint of the  jth element and 
j
 is the inclination of midpoint of 
the jth element from the positive x- axis.  
 
Figure 3.8. Displacement discontinuity components over an arbitrarily oriented fracture surface 






















3. Fracture Tip Element and Stress Intensity Factor 
For accurate estimation of near fracture tip behavior of the stresses and displacements a 
special tip must be included in analysis. Analytical solution to fracture problems for various 
loading conditions shows that the stresses at distance r from the fracture tip always vary as 
1\ r  to satisfy the LEFM criterion. Crouch & Starfield (1983) suggested a parabolic tip 
element as shown in Figure 3.9, and the DD variation for these elements can be given as follow:
 
( ) ( ) ; ,i iD D a i x y
a

    (3.47) 
where   represents  the distance from the fracture tip. Substituting, Eq. (3.47) in Eq. (3.43) the 
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   
 (3.48) 
 
Figure 3.9. Displacement correlation for a parabolic fracture tip element (Nasab & Marji, 2007) 
Once the DD values at the fracture tip are solved numerically, the stress intensity factors 
(SIF) can be obtained using the normal and shear displacement discontinuities for the constant 




































where IK  and IIK  are the Mode-I and Mode-II stress intensity factors, respectively, a is the half 
length of the fracture tip element.  
4. Numerical Example  
For numerical implementation and verification of two-dimensional DDM model, two 
numerical examples: planar pressurized fracture and arbitrary orientated pressurized fracture 
have been considered. For both models, the Young’s modulus equal is to 37.5 GPa and the 
Poisson’s ratio equal to 0.25 is used. The fracture length is equal to 2 m and it is divided in 20 
numbers of equal elements.  
4.1. Planar Pressurized Fracture  
A two-dimensional DD model for a planar pressurized fracture in an infinite region as 
shown in Figure 3.10 is developed. The far field stresses yy =15 MPa and internal fluid pressure 
p=20 MPa is applied on the fracture surface. The normal fracture opening results from the DDM 
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 (3.51) 
where yyP p   is the resultant of the fluid pressure and far field stresses, x is the distance 





Figure 3.10. A pressurized planar fracture in an infinite region 
A comparison of the numerical and analytical results for fracture normal opening is 
shown in Figure 3.11, which shows a very good agreement. The maximum fracture opening 
occurs at the wellbore and it tends to zero near the fracture tip. Another validation of the DDM 
model can be given by comparing the normal stress distribution near fracture tip. An analytical 
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
 (3.52) 
The normal stress distributions form the DDM model and from analytical solution from Eq. 
(3.52) are shown in Figure 3.12, which shows as good agreement. The maximum normal stresses 










Figure 3.11. Normal DD distribution along the pressurized fracture in an infinite plane  
 
Figure 3.12. Normal stress distribution near tip of a pressurized planar fracture (along y=0) 






















































4.2. Oriented Pressurized Fracture 
 A two-dimensional generalized DD model for an oriented fracture in an infinite region as 
shown in Figure 3.13 is developed. The far-field stresses xx =10 MPa, yy =5 MPa are applied, 
and internal fluid pressure p=15 MPa is assumed. A plot of distribution of the normal fracture 
opening and shear opening for oriented fracture with / 3    is represented in Figure 3.14. A 
verification of this model was done by estimating the stress intensity factor (SIF) at the fracture 
tip. For a pressurized oriented fracture the mode-I and mode-II SIF can be given as follows 
(Rice, 1968): 








     
 (3.53b) 
where IK  and IIK  represents the mode-I and mode-I SIF values. 
 












Figure 3.14. Normal and shear DD distribution along the pressurized arbitrarily oriented fracture 
in an infinite plane  
Variations of the numerical and analytical SIF values for the mode-I and mode-II fracture 
openings with orientation angle are shown in Figure 3.15. The numerical SIF values show a good 
match with the analytical solution.  
 
Figure 3.15. Variation of analytical and numerical values of Mode-I and Mode-II stress intensity 
factors with orientation angle  





































































3.5.2. Constant Strength Three-Dimensional DDM Model 
Similar to the constant two-dimensional DD model, Crouch & Starfield (1983) gave a 
formulation for the three-dimensional problems based on the constant DD formulation over a 
square or rectangular element. The three-components of the DD for three-dimensional problems 
namely: normal facture opening and two shear rides are shown in Figure 3.16. For three 
dimensional problems, by placing NE unknown constant displacement element within the 
boundaries of the region to be analyzed and having known v boundary condition along the 
elements, a system of 3NE linear algebraic equations can be set up as follows: 
1 1 1 2 2
1 1 1
NE NE NEij j ij j ij ji
sn ns ss s ss s
j j j
A D A D A D
  
       (3.54a) 
2 1 1 2 2
1 1 1
NE NE NEij j ij j ij ji
sn ns ss s ss s
j j j
A D A D A D
  
       (3.54b) 
1 1 2 2
1 1 1
NE NE NEij j ij j ij ji
n nn nns s ns s
j j j
A D A D A D
  
       (3.54c) 
where NE is the total number of elements, 
1s , 2s , n  represents the shear and normal forces 
on the fracture surface, nD  is the normal fracture opening, 1sD , 2sD  represents the mode-II and 
mode-III shear rides, and 
1ssA  etc. are the three-dimensional influence coefficients. 
1. Numerical Implementation  
  For numerical implementation of Eqs. (3.54), a square fracture surface of size 2m·2m in 
an infinite three-dimensional space is discretized using square element. The input parameters for 
this model are listed in Table 3-1. A surface plot for normal facture opening is shown in Figure 
3.17, which shows maximum normal opening of 0.001 m at the center of the fracture and 
minimum opening of 0.00019 m at the corners. A surface of the mode-II shear opening is also 





Figure 3.16. Components of three-dimensional displacement discontinuities: (a) Mode-I fracture 
opening (b) Mode-II fracture shearing and (c) Mode-III fracture shearing (Vandamme & Curran, 
1989) 
 
Table 3-1. Input parameters for constant three-dimensional DD model 
No. Parameter Unit Value 
1 Young’s modulus (E) GPa 60 
2 Poisson’s ratio (ν) - 0.25 
3 Maximum horizontal stress (σxx) MPa 50 
4 Minimum horizontal stress (σyy) MPa 40 
5 Vertical stress (σzz) MPa 30 
6 Fluid pressure (P) MPa 10 
7 Fracture dimensions m·m 2·2 
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Figure 3.17. Normal fracture opening for a square fracture using constant three-dimensional DD 
model 
 





3.6. DDM Models Based on Kelvin’s Fundamental Solution  
Wiles & Curran (1982) and Vandamme & Curran (1989) presented a generalization of 
the DD method based on the point load DD using the Kelvin’s fundamental solution for the 
elasticity problems. The generalized method eliminates the constant element constraint of the 
earlier DD models and can be easily extended for any geometrical shape for more accurate 
results. The DD values for a three-dimensional problem are defined as follows (Vandamme & 
Curran, 1989): 
0 0
( ) lim ( ) lim ( ) ( ( ) ; , , ,
kn k k knz z
D u u D k n x y z
 
     x' x' x' x') x'  (3.55) 




is the kth component of 
displacement, ( x')  is the Dirac delta function and ( )kD x'  are the intensity tensor of the DD’s. 
The DD’s for a three-dimensional fracture surface can be resolved into three components along 
the coordinate axes. The three DD components are comprised of a normal component that is 
perpendicular to the plane of the discontinuity, and two shear components that lie in the 
discontinuity plane as shown in Figure 3.16. The displacements and stresses at source point x  
induced by the concentrated point source of DD at field point x  can be given as follows 
(Vandamme & Curran, 1989): 
 ( ) ( , ) ( )
ikn kni
u G D x x x' x'  (3.56a) 
             ( ) ( , ) ( )ij ijkn knS D  x x x' x'  (3.56b) 
where ( )iu x  and ( )ij x are the displacements and stresses induced at source point x , 
respectively,  and  ( , )
i k n
G x x'  & ( , )ijknS x x'  represents the three-dimensional displacement and 




stresses induced by the fracture in the finite area of the DD can be estimated by integration of 
right hand side of Eq. (3.56) over the fracture surface   as follows (Yamomoto et al., 2000):  
( ) ( , ) ( ) ( )
ikn kni
u G D d

    x x x x x  (3.57a) 
   ( ) ( , ) ( ) ( )ij ijkn knS D d
     x x x x x  (3.57b) 
3.6. 1. Numerical Implementation  
The boundary integral equations in Eq. (3.57) represent a relationship between the 
unknown DD components and displacements and stresses. The DD values can be solved either 
using displacement equation (Eq.3.57a) or stress boundary integral equation (Eq.3.57b) with 
appropriate boundary conditions. In case of the fracture mechanics problems, it is more 
convenient to specify the stress or traction as boundary conditions and solve Eq. (3.57b) for the 
unknown DD’s. Subsequently, the displacements can be calculated using Eq. (3.57a). For 
numerical solution, the boundary surface can be divided in number of elements and each element 
is defined by certain number of nodal points. The methodology and important numerical issues 
for the numerical implementation of Eq. (3.57b) are provided in following sections.  
1. Boundary Surface Discretization  
The boundary or surface of the solution domain is divided into a number of connected 
elements. A linear variation of geometry and variable (e.g., displacement discontinuities and 
stresses) over each element is assumed. The fracture surface discretization is done using two 
types of elements; 4-node continuous quadrilateral elements for the fracture domain and 4–node 
semi-discontinuous quadrilateral for the fracture from elements as shown in Figure 3.19. The use 
of semi-discontinuous elements insures the specific characteristics of the displacement and 




stresses or tractions. The shape functions for a bilinear continuous element can be given as 
follows (Zienkiewicz et al., 2005): 
 1 , 0.25 (1 )(1 )        (3.58a) 
 2 , 0.25 (1 )(1 )        (3.58b) 
 3 , 0.25 (1 )(1 )        (3.58c) 
 4 , 0.25 (1 )(1 )        (3.58d) 
 
Figure 3.19. Continuous and semi-discontinuous rectangular elements 
The shape functions for the 4-node semi-discontinuous elements are defined as (Guzina et al., 
2006): 
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 (3.59d) 
where c represents  a shifting parameter for the fracture front nodes as shown in Figure. 3.19. For 
numerical integration, the elements in global coordinate system (x, y) are mapped into local 
coordinate system  , : 1 , 1       using appropriate shape functions. A discretized form of 
Eq. (3.57b) can be given as follows: 
 
1 1
( ) , ( , ) ( , ) ( , ) ( , ) ( , )
NNE
l
ij ijkn l kn
ee l
S g J D d d
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                
 
x x x'  (3.60) 
where   are the shape functions, J is the Jacobian of transformation, ( , )g   is the 
multiplication coefficient for the fracture front elements. If fracture front is along singular edge
1  , the coefficients ( , )g   for a 4-node semi-discontinuous element are defined as follows 
(Xiao & Yue, 2011): 
 
1 ; Domain elements 
( , )
1 ; Fracturefront elements  
g

   

 (3.61) 
2. Numerical Integration  
      The fundamental solution kernels in Eq. (3.60) depend on the distance R between the source 
point x and field point x . Depending on the location of the source and field points, the numerical 
integration can be divided in two categories as: non-singular integration and singular integration. 
In the case, where the source point x  and field point  x  lies on different elements, the integrand 
is non-singular or well-behaved which can be evaluated using standard Gauss quadrature 
integration. However; in the case, where the source point x  and the field point x  lies on the same 
integration element, integrand is unbounded as distance 0R   x x and as a resultant 




BEM implementation. In mathematical terms these cases are known as hyper-singular, which can 
be estimated using the Hadamard principal-value integrals (Aliabadi & Brebbia, 1993). 
Methodologies for numerical evaluation of non-singular and hyper-singular integration have 
been discussed in following sections. 
2.1. Non-Singular Integration  
The numerical integration even for the non-singular kernel is a computationally 
expensive task which needs to be optimized. In this research, numerical integrations over the 
non-singular elements were performed using the adaptive Gaussian integration scheme (Davis & 
Gao, 2006). The adaptive integration technique is based on optimization of number of Gaussian 
points in each direction depending on the ratio of element length in that direction and its 
minimum distance from the collocation point as shown in Figure 3.20. Lachat & Watson (1976) 
suggested an algorithm to automatically select the order of integration over a boundary element 
based on the upper-bound analysis of the Gauss quadrature error. A generalization of the Lachat 
& Watson’s method was presented by Mustoe (1984) to obtain required number optimum of 
Gaussian point in each direction. Davis & Bu (1995) modified Mustoe’s scheme and presented 
an alternative empirical approach which gives more accurate results. The number of required 
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 (3.62) 
where im  is the required number of Gauss integration points in the ith direction, ie  is the 
prescribed tolerance, iL  is the element length along the ith local coordinate direction, minR is the 









p p   (3.63) 
where p represents the order of singularity of the kernel function.  
 
 
Figure 3.20. Representation of adaptive non-singular integration over an element 
 For numerical implementation of Eq. (3.62), first the minimum distance between the 
collocation point and integration element is calculated using Newton-Raphson iterative scheme 
(Griffiths & Smith, 2006),  and then number of required number Gaussian point for a particular 
direction and for a fixed tolerance limit is obtained using Eq. (3.62). If, the calculated number of 
Gaussian point exceeds an optimum number of Gaussian point (e.g., N=12 in this case), then the 
element is sub-divided into small elements and this process in repeated till each sub-element 
satisfies the criterion of optimum number of Gaussian point. The adaptive integration with 
element subdivision can be used for near-singular integrals in the elasticity problems. A variation 
of number of Gaussian point with ration of distance and length for three difference order of 
singularities and fixed tolerance e=10
-4
  is shown in Figure 3.21, which as the ratio of distance 






Figure 3.21. Variation of number of Gaussian point with R/L ratio (Davis & Gao, 2006)  
2.2. Hyper-Singular Integration 
The effective integration of the singular integrals is a critical issue in the application of 
the BEM for the fracture mechanics problems. Many techniques have been proposed for 
numerical evaluation of hyper-singular functions The most commonly used methods are the 
singularity subtraction technique (Guiggiani et al., 1992), non-linear coordinate transformation 
(Telles, 1987) or special quadrature scheme (Kutt, 1975). In a recent publication, Xiao & Yue 
(2011) suggested that a combination of one-dimensional Gaussian quadrature and special Kutt’s 
quadrature can be used for estimation of hyper-singular integrations. This scheme is relatively 
simple for application, but it fails in case of curved or irregular elements. The singularity 
subtraction technique which is a robust technique is adapted in this research. The singularity 




functions about the singular node (Aliabadi et al., 1991). The basic idea behind the SST is that 
the singular or unbounded parts of the kernels are first subtracted from the kernels which results 
in a well behaved integrand and can be integrated using standard Gaussian quadrature. 
Subsequently, the subtracted parts are integrated analytically or semi-analytically and added 
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where ( , )c c x  is the local coordinate of the singular node as shown in Figure 3.22. Introducing 
a polar coordinate system around the singular node ( , )c c x  as follows (Cruse, 1977):  
cosc      (3.65a) 
sinc     (3.65b) 
d d d d      (3.65c) 
where  and   are the components of  polar system . In terms of polar coordinates, Eq. (3.61) 
can be given as follows: 
2 ( )
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where ( , )    is the equation of  distorted neighborhood  (Figure 3.22) and the integrand 
( , )
ijkn
F    represents multiplication of the fundamental solution, shape functions, and Jacobian 
as follows: 
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Figure 3.22. Polar coordinates in parametric plane with singular node 
The polar coordinate transformation results in reduction of singularity of the integrand by
1   ; hence, Eq. (3.64) has a reduced singularity of order 2   .  Expanding Eq. (3.64) with 
respect to   using the Laurent series expansion as follows (Guiggiani, 1998): 
2 1
2
( ) ( )





    

 (3.68) 
where 1( )F  and 2( )F   are the first and second terms in the Taylor’s series expansion. The 
dependence on angle  is crucial for expansion of above equation for accurate representation of 
asymptotic behavior of the integrand in neighborhood of the singular node ( 0 ). The Taylor 
series expansion of equation of distorted region ( , )    with respect to  can be given as 
follows: 
2 3( , ) ( ) ( ( )O             (3.69)  
A methodology to obtain expressions 1( )F  , 2( )F  , ( )  , and (  are explained in 
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where functions 
0 , 1   and 2   are defined as follows: 
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(3.71c) 
 
A procedure to evaluate limits of functions 1   and 2   are given in Appendix B. 
Substituting Eqs. (3.71) in Eq. (3.68), the final formulation for hyper-singular integrals can be 
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where m represents the number of triangular sub-elements as shown in Fig. 3.23. Equation (3.72) 
is completely bounded and can be applied for any type of element provided that the necessary 
continuity requirements for displacements: 
0,u C  for Cauchy principal value and 1,u C   for 
Hadamard principal value (where   is a constant) are satisfied at each collocation point. The 
numerical integrations should be evaluated for individual triangular sub-element. Finally, the 






Figure 3.23. Division of singular element into triangular sub-elements (Xiao & Yue, 2011) 
3.6.2. Linear Equations of Discretized System  
By applying numerical integration and coordinates transformation, Eq. (3.60) can be 
written as vector-matrix equation as follows (Yamamoto et al., 2004): 
 
( ) ( )
1 1





     (3.73) 
where I  represents the node number of collocation point, J  represents the node number of  field 
point, IJ
ijk
A  is the influence matrix between the node I and node J which is derived by  numerical 
integrations, and 
J
jD represents  the unknown DD vector. Assuming, that we have total NP 
number of nodal points on the boundary with each node having three unknown DD variables, 
then we will have a total of 3NP  unknown variables. Following point collocation technique, Eq. 
(3.73) results in 3NP number of linear system of equations with 3NP unknowns. The linear 
system of equations with appropriate boundary conditions can be solved for unknown DD values 
using either direct or iterative linear equation solver.  The stabilized bi-conjugate method is used 
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three-dimensional DDM model in this research and a detailed flow chart for program is provided 
in Figure 3.24. 
   




3.6.3. Numerical Example  
  For numerical implementation of Eq. (3.73), a pressurized penny shaped fracture as 
shown in Figure 3.25 is considered. The fracture surface is discretized using 4-node continuous 
elements for the domain elements and 4-node semi-discontinuous element for the fracture front 
element. A discretized fracture surface for this problem is shown in Figure 3.26. The input 
parameters for this model are listed in Table 3-2. A surface plot of the fracture normal fracture 
opening is shown Figure 3.27. Maximum fracture opening at the fracture center is equal to 
0.0038 m and minimum fracture opening  near the fracture tip (at shifted collocation point for the 
fracture front element ) is equal to 3.61·10
-6 
m, which can be used for the stress intensity factor 
estimation.  
Table 3-2. Input parameters for penny shaped fracture model 
No. Parameter Unit Value 
1 Young’s modulus (E) GPa 60 
2 Poisson’s ratio (ν) - 0.25 
3 Maximum horizontal stress (σxx) MPa 50 
4 Minimum horizontal stress (σyy) MPa 50 
5 Vertical stress (σzz) MPa 30 
6 Fluid pressure (P) MPa 20 
7 Fracture radius m 10 
8 Number of angular division  - 12 








Figure 3.25. Penny shaped fracture with uniform internal fluid pressure 
 
Figure 3.26. Discretized circular fracture mesh (126 domain elements, 12 fracture front elements 










































Figure 3.27. Surface plot of fracture normal opening 
 
 



























3.6.4. Model Verification 
An analytical verification of three-dimensional DDM model is done by comparing 
numerical results with analytical results for a penny shaped fracture as proposed by Sneddon 
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 (3.74) 
where ( )w r  represents the fracture normal opening, G and  are the shear modulus and  
Poisson’s ratio, respectively,  r is the distance of any point from center of fracture, and R is the 
fracture radius. A comparison of numerical and analytical fracture normal opening results is 
shown in Figure 3.28, which shows a good agreement. Some deviation in the fracture opening is 
observed near the fracture tip region, which can be adjusted by using gradual changing mesh 
near the fracture tip region. Another, verification is done by estimating the fracture near tip stress 














     
    
 
(3.75) 
where zz  represents the normal stresses near facture  tip, P  is  resultant forces on the fracture 
surface which a resultant of the applied fluid pressure and in-situ stress, R  is the fracture radius, 
and   r is the distance from the fracture tip. A comparison of the numerical and analytical normal 
stress distribution near the fracture tip is shown in Figure 3.29. , which shows a good match. 
From Figure 3.29 it can be observed that the near fracture tip stresses becomes tremendously can 






Figure 3.28. Comparison of numerical and analytical fracture normal opening (along y=0) 
 
Figure 3.29. Comparison of numerical and analytical normal stress distribution near fracture tip 
region (along y=0) 





















































3.6.5. Estimation of Stress Intensity Factor  
Once the DD values are known form numerical solution of Eq. (3.73), the stress intensity 
factor values for a three-dimensional fracture front can be evaluated using one-point formulae or 
extrapolation technique coupled with special crack tip element. The SIF values are the critical 
parameters for the fracture propagation process; it’s highly accurate estimation is desired. Based 
on one point formulae, SIF values are evaluated as follows (Mi, 1996): 
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where IK , IIK , and IIIK  are the Mode-I, Mode-II, and Mode-III SIF values, respectively, and 
( , , )r    represent  the spherical coordinates of the fracture front element as shown in Figure 
3.30.  
 















 3.7. Chapter Summary  
This chapter presented detailed methodologies for numerical implementation of the 
constant and point load DD models. The constant DD models provide a computationally simple 
methodology for the fracture modeling, but these models are not applicable for any type of 
fracture geometry (e.g., only for simple geometry) and have less accurate results as compared to 
point load DD models. The generalized DD models based on the Kelvin’s fundamental solutions 
present a robust model and can be easily extended to any type of fracture geometry. The 4-node 
semi-discontinuous element used in this study presents an easy implementation of fracture front 
element. The hyper-singular scheme used is robust technique for singularity removal; it can 
efficiently handle curved elements. Since, the linear variation of DD’s over is assumed, which 
gives nodal DD values; hence, this model can be directly communicated with the fluid model 





CHAPTER 4.  
FLUID FLOW MODELING 
 
This chapter presents the work on steady and transient fracture fluid flow modeling. The 
steady state fluid flows models are developed for fluid flux components as an input for the heat 
extraction model in Chapter 5. The transient fluid flow model is developed for coupled hydro-
mechanical analysis of the fracture propagation. For both the models, Newtonian fluid behavior 
and constant fluid properties are assumed.  Details of the governing equations for the fracture 
fluid flow and their numerical implementation are discussed in the following sections.   
4.1. Introduction 
In general, hydraulically-driven fractures have very narrow aperture as compared to other 
dimensions. Hence, fluid flow inside the fracture can be simulated by fluid flow in large channel 
with narrow aperture. The small fluid injection rate and high fluid viscosity suggests that laminar 
fluid flow exists and the lubrication approximation can be applied for the fracture fluid flow 
process. The fluid is assumed incompressible and follows Newtonian behavior. Depending on 
the application, two types of fluid models, namely, steady state flow model and transient flow 
model are developed in this research.   
4.2. Steady State Fracture Fluid Flow  
This section presents governing equations for steady state fracture fluid flow. The 
fracture fluid pressure is solved using Finite Difference approximation and fluid flow 




4.2.1. Governing Equations  
The steady state fluid flow for a fracture with constant or slight varying aperture can be 





( ) ( ) ; ( , )
w x y
x y    
 
q x p x x  (4.1)  
where q  is the fluid flux vector, p  is the fluid pressure vector, w  is the fracture aperture,   is 
the fluid dynamic viscosity, and   represents the fracture surface as shown in Figure 4.1. In case 
of the EGS with injection and extraction well system, the fluid flow inside the fracture surface 
can be analyzed using a fluid source (for the injecting well) or sink (for the producing well) 
system. The fluid continuity equation based on the mass conservation can be given as follows 
(Liggett & Liu, 1983): 
( ) ( ) ( )I Eei LQ Q q        q x x x  (4.2) 
where iQ  is the fluid injection rate, eQ  is the fluid extraction rate  Lq  is the fluid leak-off into 
the reservoir,   is the Dirac delta function, ( , )I i ix yx and ( , )E e ex yx  represents the 
locations of the injection and extraction wells, respectively. Due to impermeable nature of the 
EGS reservoir rocks, no fluid leak-off condition is assumed. Substitution of Eq. (4.1) in Eq. (4.2) 
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Figure 4.1. Schematic of two-dimensional fracture surface with injection and extraction wells 
4.2.2. Finite Difference Approximation  
The fluid flow equation (4.3) represents the Poisson’s formulation with non-zero force 











where ( , )R x y  represents the right hand side of Eq.(4.3). The Finite Difference Method is used 
for numerical implementation of Eq. (4.5) in this research. The second order derivatives of the 
fluid pressure in Eq. (4.5) can be approximated using the central difference scheme in spatial 





























where ( , )i j  represents the location of a grid point as shown in Figure 4.2, x and y represent 
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Assuming, x = y  for a square element grid, the fluid pressure for node ( , )i j  can be given as 
follows: 
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Figure 4.2. Discretized fracture mesh for steady state fluid flow  
1. Numerical Implementation  
Application of Eq. (4.8) for each nodal point in the grid results in a linear system of 
equations, which can be solved using direct or iterative solver. The Gauss-Seidel iterative 
method with successive over relaxation (SOR) is used in this research (Wang & Anderson, 
1982). Based on SOR method, Eq. (4.8) can be written as follows: 
1 1 1 2
, , 1, , 1 1, , 1(1 ) ( ) ( , )4
m m m m m m
i j i j i j i j i j i jp p p p p p x R x y

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   
 
 (4.9) 
where   is the relaxation factor which in general varies as 1 2  . 












































2. Flux Boundary Conditions 
 The derivative boundary conditions (Eq. 4.4) along the fracture front can be 
implemented by introducing a fictitious node outside the domain boundary as shown in Figure 
4.3. Considering, the case of fracture boundary along i=1, normal derivative of fluid pressure 
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(4.10b)  
Substituting Eq. (4.10b) in Eq. (4.9), the fluid pressure distribution for the fracture front along 
i=1 can be given as follows: 
1 1 2
1, 1, 1, 1 2, 1, 1(1 ) 2 ( ) ( , )4
m m m m m
j j j j jp p p p p x R x y

     





Figure 4.3. Representation of a derivative boundary condition with a fictitious node 
3. Fluid Flow Components  
Once the nodal fluid pressure are known from numerical solution of Eq. (4.9), the fluid 
flow components can be obtained based on the Darcy’s Law: 
























where qx and q y  represents the fluid flow components in x- and y- directions, respectively. The 
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4.2.3. Numerical Example 
For numerical implementation of Eq. (4.9), two cases are considered: first with single 
injection well in an infinite reservoir and second an EGS system with the injection and extraction 
wells. The input parameters for these models are listed in Table 4-1.  
Table 4-1. Input parameters for steady state fracture fluid flow 
No. Parameter Unit Value 
1 Fluid viscosity (μ) Pa∙sec 0.001 
2 Fluid injection rate(Q) m
3
/sec 0.01 
3 Fracture aperture (w) m 0.001 
4 Fracture size m∙m 50∙50 
 
1. Single Injection Well System  
    A single injection well system in an infinite reservoir is considered in this case. 




considered for numerical modeling. A surface plot of fracture fluid pressure distribution is shown 
in Figure 4.4, which shows a maximum fluid pressure near the injection well and it shows 
minimum value at fracture boundary region. Once, the pressure distribution is known over the 
fracture surface, the fluid flux components can be obtained as secondary variables using Eqs. 
(4.13). A vector plot of fluid flux components is shown in Figure 4.5. The fluid components will 
be used as input for the heat extraction modeling.                             
 





Figure 4.5. Fracture fluid flux vectors for a single injection well system 
 
2. Injection and Extraction Well System  
For numerical implementation of Eq. (4.8), an injection and extraction well system is 
considered. The boundary conditions are used as shown in Figure 4.2, for the fracture pressure 
distribution. A surface plot of fracture fluid pressure distribution is shown in Figure 4.6, which 
shows a maximum fluid pressure near the injection well and it shows minimum value at the 
extraction well. Once, the pressure distribution is known over the fracture surface, the fluid flux 
components can be obtained as secondary variables using Eqs. (4.13). A vector plot of fluid flux 
components is shown in Figure 4.7.  
























Figure 4.6. Surface plot of fracture fluid pressure distribution for injection and extraction well 
system 
 
Figure 4.7. Fracture fluid flux vectors for the injection and extraction well system 





















4.3. Transient Fracture Fluid Flow 
This section presents governing equations for the transient fracture fluid. The fluid flow 
equations are discretized and implemented using the Galerkin’s Finite Element approximation. 
4.3.1. Governing Equations Fracture Fluid Flow  
Considering, a differential control volume in the fluid flow domain is shown in Figure 
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represents the fracture volume increase rate, and Lq  is the fluid leak-off through fracture 
surfaces which can be expressed using one-dimensional model as follows ( Carter, 1957): 
2C







where CL is an empirical fluid leak-off constant, t  is current time, ( , )x y  represent the time at 
which any location of the fracture first time exposed for fluid leak-off.  
 


























Substituting, the fluid flux components from Eq. (4.12) and fluid leak-off from Eq. (4.15) in Eq. 
(4.14) results as follows:  
3 3 2Cp p
12 12 t ( , )
Lw w w
x x y y t x y
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The above equations represent the governing equation for two-dimensional Newtonian fluid flow 

































Figure 4.9. Boundary of fracture fluid flow domain (Hongren, 1987) 















































4.3.2. Finite Element Discretization  
Equation (4.16) can be discretized using the standard Galerkin Finite Element Method 
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where   represent the basis functions which depends on the type of elements used for mesh 
discretization. Integration equation (4.18) by parts over the fracture domain results as follows:  
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The above equation is subjected to the boundary conditions as given in Eqs. (4.17b), and (4.17c). 
Since, the entire fracture boundary is subjected to only the flux boundary condition; hence, it is 
Neumann problem. Becker et al. (1981) suggested that the Neumann problems can be only solve 
within a constant and using a necessary compatibility condition. A necessary compatibility 
condition for Eq. (4.20) can be given by conservation of the global flow rate as follows (Ouyang 
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The above condition implies that for an incompressible fluid, the summation of the fracture 
volume increase rate at any time and the fluid leak-off rate through the fracture surfaces is equal 
to the fracturing fluid injected into the fracture.  
4.3.3. Numerical Implementation  
        For numerical implementation of Eq. (4.20), assuming a linear variation of the fluid 
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where   represent the shape functions, N is the number of nodes per element, ip  and iw  
represent the nodal fluid pressure and fracture width, respectively. Using Eq. (4.22), the 
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The fracture width derivatives with respect to time variable in above equation can be 
approximated using implicit FD scheme as follows (Chapra & Canale, 1998): 
















   ( 4.24) 
where 1( )nw t   and ( )nw t  represent the fracture widths at 1nt   and nt time steps, respectively, 
and 
1 nnt t t    represent the time increment. Substituting, Eq. (4.24) in Eq. (4.23), the 
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The left hand side of above equation has fluid pressure and fracture width as unknown  for 
(n+1)th time step; whereas the right hand side of equation has all known quantities form previous 
time step. Equation (4.26) can be rewritten in non-linear vector form as follows: 
      ( ) =wB w K p F  (4.27) 








N Nj ji i
j eij ij ik k
e ek j
K w d B d




   
     
                 
















   
  
             (4.28b) 
4.3.4. Verification of Finite Element Program  
A verification of the Finite Element program developed for the fracture fluid flow 
equation (4.26) is done using pore pressure distribution in a reservoir. The pore pressure 














where p is the pore pressure, k is the matrix permeability, n is the porosity,   is the fluid 

















 Based on the Galerkin’s Finite Element scheme Eq. (4.30a) can be written can as follows:  
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where   are the shape functions. The derivative of pressure with respect to time variables can be 
approximated using implicit finite difference approximation as follows: 
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Substituting, Eq. (4.33) in Eq. (4.31) results as follows: 
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2. Numerical Implementation  
For numerical implementation of Eq. (4.34), a reservoir domain was discretized using 4-
noded rectangular elements as shown in Figure 4.10. The reservoir has initial zero pore pressure. 
Suddenly, the left and right boundary pressures are increased to 200 Pa and maintained at this 
pressure. The top and bottom boundary of the reservoir are at no flow condition. We are 
interested to get pressure distribution in the domain with time. An analytical solution for this 
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where ( , )p x t  represent the pressure variation at any location with time, 1p and 2p  are the pore 
pressures at two ends, respectvely, L is the domain length, and F(x) represent the source strength.   
 
Figure 4.10. Discretized reservoir domain for pore distribution  





















3. Numerical Example 1  
      Two numerical examples for this problem are considered. In first case,  the coefficent  α 
is assumed equal to 1 and pore pressure distribution at middle node for 100 sec was observed. A 
plot of pore pressure distrbuitin form the numerical solution and the analytical solution is shown 
in Figure 4.11, which shows a very good match. After 100 secc, a pore pressure equal to 180 Pa 
was recorded at the middle node. In second case, the coefficient α is calculated using Eq. (4.30b) 
using the reservoir parameter as listed in Table 4-2. The result of pore pressure distribution at 
middle node for 100 sec is shown in Figure 4.12. This case some deviation between the 
numerical analytical solution is observed. After 100 sec, a pore pressure of about 195 Pa was 
recorded by numerical model. Form comparison of numerical and analytical solution of pore 
pressure distribution in above two cases, it can be concluded that the Finite Element program 
works well. It can be easily extended for the fracture fluid flow modeling in case of coupled 
hydro-mechanical models. 
Table 4-2. Reservior and fluid propetries for pore pressure distribution 
No. Parameter Unit  Value 
1 Bulk modulus (K) Pa 7.6925·10
8
  
2 Poisson’s ratio (ν) - 0.20 
3 Porosity (n) - 0.30 
4 Permeability (k) mD 150  
5 Biot’s constant (β) - 1 
6 Fluid visocity (μ) cp 5  
7 Reservoir length (L) m 20 





Figure 4.11. Variation of pore pressure distribution at middle node for 100 sec (Alpha=1) 
 
Figure 4.12. Variation of pore pressure distribution for 100 sec 


































































4. Numerical Example 2 
For second numerical  example an  hypothetical   hydraulic fracture model is considered  
as shown in Figure 4.13. For this model a small uniform increase in the fracture width with time 
is assumed and the fluid equation (4.20) is solved for the fluid pressure distribution. The 
reservoir rocks are assumed impermebale; hence, no fluid leak-off condition is assumed. The 
boundary condtions for this model are same as shown Figure 4.9. The input parameters for this 
model are listed in Table 4-3.    
Table 4-3. Input parameters for rectangular fracture fluid flow model 
No. Parameter Unit  Value 
1 Fluid injection rate (Qi) m
3
/sec 0.01  
2 Minimum in-situ stress (σ3) MPa 30  
3 Initial fracture width(w)  m 0.001  
4 Change in fracture width  m/time step 0.0001  
5 Time increment  min 1  
6 Fluid visocity (μ) cp 5  
 
Figure 4.13. Discretized fracture mesh for rectangular fracture fluid flow 



























The fluid pressure variation for this hypothetical fracture model at three different 
locations: at the wellbore, near the wellbore and near the fracture tip is shown in Figure 4.14. 
The pressure variation from this model shows a similar behavior with a typical coupled hydraulic 
fracture model.  All three pressure variation plots shows zero net fluid pressure condition at the 
fracture tip. 
 
Figure 4.14.  Fluid pressure variation with time  
4.4. Chapter Summary  
The numerical scheme presented for steady state flow presents a simple and efficient 
method for fluid flux computation, which can be directly used for the heat extraction models. For 
transient flow, the comparison of numerical and analytical solution of pore pressure distribution 
in two cases concludes that the Finite Element program works well. It can be easily extended for 

































the fracture fluid flow modeling in the coupled models. The example for hypothetical fracture 
























CHAPTER 5.  
HEAT FLOW MODELING 
 
The chapter presents two-dimensional and three-dimensional heat flow models. The heat 
flow in an EGS reservoir occurs by combination of heat conduction and advection processes. 
Two types of heat flow models are presented in this chapter: (1) early time heat flow model to 
investigate effect of thermal stresses on the fracture initiation and propagation processes, and (2) 
long-term heat extraction models for estimation of thermal energy output from an EGS reservoir.  
5.1. Introduction 
Several analytical and numerical approaches have been developed to estimate the heat 
production form Hot Dry Rock (HDR) reservoirs. Most of these models are based on an 
analytical solution and assume that one-dimensional heat conduction takes place perpendicular to 
the fracture surfaces. These analytical schemes can only model the case of simple fracture 
geometries and s steady-state flow in a single or in parallel fracture systems (Lauwerier, 1995; 
Gringanten & Sauty, 1975).  Gringanten (1975) presented an analytical solution for the heat flow 
through cluster of parallel fractures. Elsworth (1989) proposed a conceptual model for the heat 
extraction based on the spherical shape of reservoir. One of the first coupled three-dimensional 
heat flow numerical model based on the Finite Element Method was presented by Kolditz 
(1995). Kolditz and Clauser (1998) were able to model the heat circulation test at Rosemanowes 
(U.K.) HDR site. Ghassemi et al. (2003) presented three-dimensional heat extraction model 
based on the Boundary Integral Equation formulation which completely eliminated the reservoir 
domain discretization. Hence, it is a computationally efficient method, since discretization of 




The injection of fracturing fluid during reservoir stimulation with different temperatures 
from the target rock temperature will induce heat conduction and advection processes. Inside the 
fracture, heat transfer will take place mainly due to advection of fluid mass. However, in 
direction perpendicular to fracture surface, heat transfer will be due to conduction in the rock 
formation and convection due to fluid leak-off into the reservoir (if formation is permeable).In 
all the models, the reservoir rock is assumed homogeneous with constant rock thermal and 
physical properties. Two types of heat flow models: heat flow during fracture propagation, and 
long term heat extraction models have been developed in the following sections. 
5.2. Heat Flow during Fracture Propagation  
The reservoir rock temperature plays an important role in the fracture initiation and 
propagation process in the EGS reservoirs. The reservoir temperature can affect the fluid 
properties of fracturing fluid and rock properties. The thermal induced stresses may affect facture 
propagation and may lead to secondary fracturing due to rotation of principal stresses (Zhou et 
al., 2010). The fracture heat flow model developed in this section can be used the thermal 
component in the hydro-thermo-mechanical models for the fracture propagation. In development 
of the heat flow scheme, a stationary fracture is considered in this section.   
5.2.1. Governing Equations  
The heat flow process inside the fracture is governed by advection-conduction processes.  
For one-dimensional heat flow the advection-conduction equation can be given as follows 
(Zhang & Bennett, 2002): 
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where DL is the longitudinal dispersion coefficient, v is the average fluid velocity, and   
represents the fracture surface as shown in Figure 5.1. In the right hand side of Eq. (5.1), the first 
term corresponds to head conduction, and the second term is the advective heat flow.  
The heat conduction between the reservoir rocks and the fracture surfaces is governed by 
transient diffusion process. For two-dimensional heat flow, the diffusion equation can be 
expressed as follow (Carslaw & Jaeger, 1986): 
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c are the rock density and the specific heat, respectively, ( , , )T x y t  is the 
temperature at any location, 
r
K  is the rock thermal conductivity, and   represents the reservoir 
domain as shown in Figure 5.1. 
 




























5.2.2. Numerical Implementation  
For numerical implementation of Eq. (5.2), it can be discretized using implicit finite 
difference approximation both in spatial and time variables. The finite difference approximation 
using implicit difference in the time variable and central difference in the space variables can be 
written as follows (Chapra & Canale, 2006): 
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where x and y  represent the domain length along x- and y- axis, respectively. The above 
equation can be rewritten as follows: 
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 (5.4) 











An analytical solution of Eq. (3.1) was given by Ogata & Banks (1961) as follows: 
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 (5.5) 
where erfc is the complementary error function and other variables are same as defined earlier.   
A sequential numerical procedure is used for this problem, first the temperature distribution 
inside the fracture is obtained by analytical solution from Eq. (5.5). Subsequently, Eq. (5.4) is 
solved for temperature change in the reservoir due to fluid injection inside the fracture. The 
temperature distribution from Eq. (5.5) is considered as boundary conditions along the fracture 
surface as shown in Figure 5.1. By changing the fracture length and fluid flow velocity, this 




numerical solution of coupled hydro-thermo-mechanical process can be developed by coupling 
this heat flow model with fracture deformation and fluid flow models. 
5.2.3. Numerical Example 
 A numerical solution of Eqs. (5.3) and (5.5) is developed for a fixed fracture length and 
aperture. The effect of fluid injection on the fracture surface temperature and surrounding 
reservoir surfaces temperature after 10 days of fracture creation is analyzed. Due to symmetry 
along the fracture surface, only the upper part of the model in Figure 5.1 is considered .The input 
parameters for this model are listed in Table 5-1.  
Table 5-1. Input parameters for 2D heat flow model 
No. Parameter Unit Value  
1 Young’s modulus (E)  GPa 37.5  
2 Poisson’s ratio,  - 0.25  
3 Coefficient of linear expansion, T  1/⁰C 0.0000008  
4 Thermal diffusivity (c
*
) W/m⁰C 2  
5 Rock density (ρr) kg/m
3
 2700  
6 Water  density (ρw) kg/m
3
 1000  
7 Specific heat of rock (cr) J/kg⁰K 1000  
8 Specific heat of water(cw) J/kg⁰K 4200  
9 Fracture length (L) m 100  
10 Fracture width (b) m 0.003  
11 Fluid velocity (v) m/sec 1  
12 Reservoir Temperature (Tr) ⁰C 270  





A normalized temperature distribution inside the fracture is shown in Figure. 5.2, which 
shows that even after 10 days of fracture creation, about one third of fracture length is still filled 
with hot fluid. Hence, it  can noticed from this result the during small injection time, the 
temperature inside the fracture will probably not change significantly due to low thermal 
diffusivity of the EGS reservoirs. The temperature change in the reservoir due to fluid injection 
is modeled using Eq. (5.4). The boundary conditions for application of Eq. (5.4) are shown 
Figure 5.1.  A surface plot of normalized reservoir temperature distribution is shown in Figure 
5.3, which also shows that only a local reservoir area near the fracture surface is affected by the 
injected fluid.  
 
Figure 5.2.  Normalized temperature distribution inside the fracture 










































Figure 5.3. Surface plot of normalized temperature distribution 
 
5.2.4. Estimation of Thermal Induced-Stresses 
The temperature change of reservoir rock due to fluid injection induces thermal stresses 
which can affect the stress state in the reservoir and even can lead to secondary fracture 
formation. The thermo-elastic stresses changes in the reservoir based on the uniaxial strain 
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where E  is the Young’s modulus, ν is the Poisson’s ratio, and T  is the coefficient of linear 




Kronecker delta function. For this case, a steady state change in the reservoir temperature ( T ) 
is considered; however, for the application of this model in case of the fracture propagation 
process, the transient state change in the temperature should be considered.  The thermal induced 
stresses along the fracture were estimated with three different fluid injection temperatures (e.g. 
80⁰C, 85⁰C, and 90⁰C). All other parameters are kept constant. A plot of thermal induced 
stresses after 10 days is shown in Figure 5.4, which shows that induced stresses are increasing 
with time and decreasing with distance from the injection well. From Figure 5.4, it can be 
observed that the rate of thermal induced stress decreases with decrease in temperature 
difference between the reservoir and the injected fluid. 
 
Figure 5.4. Thermal-induced normal stresses after 10 days 












































5.3. Two-Dimensional Heat Extraction Model  
A two-dimensional heat extraction model based on the boundary integral formulation by 
Cheng et al. (2001) is developed in this section. Reservoir rock is assumed infinite and has 
homogenous rock physical properties and constant thermal properties. A Newtonian steady-state 
fluid flow is assumed inside the fracture. A pair of injection and production well connected by a 
long two-dimensional fracture with constant aperture is considered. A schematic for two-
dimensional heat extraction model is shown in Figure 5.5. 
 
Figure 5.5. Schematic of a two-dimensional fracture connecting the injection and production 
extraction wells 
5.3.1. Governing Equations  
The heat flow and transport in two-dimensional fracture in presence of advection, 
dispersion, heat storage and conduction through the fracture walls can be given as follows 
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c  are the fluid density and specific heat, respectively, ( , )w x t  is the fracture 
width, L is the fracture length, v( , )x t  is the average fluid velocity, LD  is the longitudinal heat 
dispersion coefficient, rK  is the rock thermal  conductivity, and ( , , )T x y t  is the temperature 
which is same for both the reservoir rocks and fracture fluid. In case of a typical laminar fluid 
flow, the heat transport is mainly dominated by the heat advection inside the fracture and heat 
diffusion into the reservoir. Hence, dropping the heat dispersion and storage terms in Eq. (5.7), it 
can be written as follows: 
0
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 The one-dimensional heat conduction between the fracture surface and the reservoir can be 
expressed as follows: 
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Equations (5.8) and (5.9) are subjected to following initial and boundary conditions: 
( , ,0) ; Reservoir temperature
( , , ) ; Injection fluid temperature
r
i i f
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5.3.2. Laplace Transformation of Heat Flow Equations  
A powerful method to solve the diffusion equations is based on the Laplace transform of 
the time variable (Banerjee, 1994). Rizzo & Shippy (1970) introduced the Laplace 
transformation for transient heat flow analysis in conjunction with the Boundary Element 




equations by transforming the time variable to a scalar quantity. The Laplace transform of a 
function is defined as follows (Greenberg, 1998): 
0
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
   (5.11) 
where ( )f t  is the function in time variable, ( )F s  is the function in the Laplace transformed 
space and s is the transform parameter which is a real and positive number. The numerical 
solutions in the Laplace space are non-transient and explicitly depend on the transform 
parameter. This parameter can now simply be treated as a constant for further heat flow analysis. 
Applying the Laplace transform to Eq. (5.11) results as follows (Divo & Kassab, 2003): 
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where ( , , )T x y s  is the temperature in the Laplace transformed space. The right-hand side of Eq. 
(5.12) can be eliminated by defining a normalized temperature as follows (Gringarten et al., 
1975): 
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Substituting, Eq. (5.13) in Eq. (5.12), results as: 
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The initial condition in Eq. (5.10) has been absorbed in the Laplace transformation of Eq. (5.12) 
and the boundary condition can be represented in the Laplace transform space as follows: 
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(5.16) 
5.3.3. Boundary Integral Equation Formulation  
Based on the Green’s function approach, the temperature in the reservoir due to a 
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where G  is the Green’s function,   is the Dirac delta function, x and x  are the locations of the 















    
where 
0  is the modified Bessel function of the second kind of zero order (Greenberg, 1998), 
'R  x x  is the distance between the source and field point. The temperature in the reservoir 
due to a distribution of line source along the fracture length is given as (Cheng et al., 2001): 
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where ( ', )q x s represent the Laplace transform of the line source intensity function. Equation 
(5.19) represents two-dimensional heat extraction equation for an EGS reservoir. The reservoir 
domain extends to infinite distance; however, a finite fracture length has been used to facilitate 




written in terms of the heat flux. Assuming that heat lost by the reservoir is equal to the heat gain 
by the fracture; the line source intensity can be represented using Eq. (5.19) as follows: 
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Substitution of Eq. (5.20) in Eq. (5.19) results as follows: 
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5.3.4. Integral Equation Solution  
Integrating Eq. (5.21) by parts and applying the boundary condition as in Eq. (5.15), 
results as follows (Ghassemi, 2003): 
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where 1  is the modified Bessel function of the second kind of first order (Greenberg, 1998). 
Equation (5.22) forms a boundary integral equation solution for two-dimensional heat extraction 
problem. By applying appropriate boundary conditions and an appropriate numerical integration 
scheme, Eq. (5.22) can be solved for the unknown temperature at any location in the reservoir or 
on the fracture surface. Implementing Eq. (5.22) along the fracture surface, 0y  and 0 x L   
results as: 
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The above equation represents a Fredholm equation of second kind (Hall, 1994), which has a 




5.3.5. Numerical Implementation  
      Before proceeding for numerical implementation of Eq. (5.23), the singularity in the Bessel’s 
function needs to be regularized. This singularity can be removed using singularity regularization 
method as suggested by Delves & Mohamed (1985). An analytical integration of singular parts 
can be given as follows: 
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Subtraction of Eq. (5.24) from Eq. (5.23) results as follows: 
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Equation (5.25) is regularized and can be solved numerically to determine the Laplace space 
temperature along the fracture and reservoir boundary. Though, the above equation is 
regularized, but it still gives numerical instability when the source point is equal the field point
'x x . This singular situation can handled using Hospital’s rule as suggested by Xiang & 
Zhang (2012). A discretization of Eq. (5.25) based on the Simpson 3/8- numerical integration 
scheme (Press et al., 1992) can be given as follows (Cheng et al., 2001):   
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where N is the number of equal intervals, w is the weights for the Simpson’s 3/8-rule. The above 
equation can be satisfied at N collocation points, which results in the linear system of equations 
of order N∙N. The resultant system of equations can solved using standard Gauss elimination 




equation (5.26), temperature at any point (x, y) in the reservoir can be directly estimated as 
follows (Baston, 2008):  
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5.3.6. Numerical Inverse of the Laplace Transform  
Once the unknown temperatures in terms of the Laplace transform parameter is obtained 
from solution of Eq. (5.26) or Eq. (5.27), it can be inverted back in the real time domain using a 
suitable numerical Laplace inversion scheme. Stehfest (1970) transform technique is mostly used 
for heat conduction problems due to its stability, accuracy and simplicity for implementation. 
Following the Stehfest inversion scheme, the Laplace transform of a function  nF s  can be 
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where ( )f t  is the function in time variable,  N  are the number of terms used in summation. The 
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For the stability of results, the values N should be taken between 8-14. The results from different 




stability analysis of Laplace inversion scheme for different values of  N is given in Table 5-2, 
which shows a accuracy and smoothness in the results.  
                    Table 5-2. Normalized temperature after 1 year ( L=300 m) 
No.  N Near injection well Middle of fracture  At extraction well 
1 8 0.9559 0.1518 0.0023 
2 10 0.9558 0.1555 0.0024 
3 12 0.9558 0.1555 0.0025 
4 14 0.9559 0.1555 0.0025 
5.3.7. Numerical Examples 
For numerical implementation of Eq. (5.26), an injection and extraction well system 
connected by a single fracture is considered as shown in Figure 5.5. The input parameters for this 
model are listed in Table 5-3.  
Table 5-3. Input Parameters for 2D heat extraction model 
No Parameter Unit Value  
1 Young’s modulus (E)  GPa 60  
2 Poisson’s ratio () - 0.25  
3 Coefficient of linear expansion (T)   0.0000085  
4 Thermal diffusivity (Kr) W/m⁰C 2  
5 Rock density (ρr) kg/m
3
 2700  
6 Water  density (ρw) kg/m
3
 1000  
7 Specific heat of rock (cr) J/kg⁰K 1000  
8 Specific heat of water(cw) J/kg⁰K 4200  
9 Fracture length (L) m 300  
10 Fracture width (b) m 0.003  
11 Fluid velocity (v) m/sec 0.005  
12 Reservoir Temperature (Tr) ⁰C 270  




The variation of the fracture temperature with time for a fixed fracture length is shown in 
Figure 5.6. A cooling of the fracture surfaces with time is observed. The rate of cooling is 
initially fast; however, it decreases with time. A variation of fracture temperature with time for 
fixed fracture length is shown in Figure 5.7. For model verification based on analytical solution 
for one-dimensional heat flow, the results are as follows (Lowell, 1976): 
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where erfc represent the complementary error function,  L is the domain length, and all other 
variables are same as defined earlier. Application of above equation to the fracture surface (y=0) 
results as follows:  














Figure 5.6. Comparison of fracture temperature variation for fixed fracture length (After 1 year) 




































Figure 5.7. Variation of fracture temperature with time for fixed fracture length 
1. Estimation of Thermal Induced Stresses 
Mossop & Segall (2001) suggested that the thermal induced stresses in this case can be 
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and where M is the fluid mass injection rate, s  is the solid thermal expansivity, 
*c  is the 
thermal diffusivity, and T represents the change in the temperature. The input values of these 
parameters are given in Table 5.4. A plot of thermal induced stresses is shown in Figure 5.8, 
which shows a maximum stress change of 45 MPa near the injection well it tends to zero as we 
approach to extraction well.  








































Table 5-4. Input parameters for 2D thermal induced stresses (Ghassemi, 2003) 
 
No Parameter Unit Value  
1 Fluid mass injection rate (M) Kg/sec 10  
2 Solid thermal expansivity ( s   ) m/⁰C 2.4∙10-0.5  
3 Thermal diffusivity  (
*c ) m2/sec 5.5∙10-0.6  
 
Figure 5.8. Variation of thermal-induced stresses for a fixed fracture length (After 1 year) 
 
5.4. Three-dimensional Heat Extraction Model 
A three-dimensional heat extraction model with a pair of injection well and production 
well is considered in this section. The rock physical and thermal properties are similar as 
discussed for two-dimensional heat extraction model. A long planar fracture is connecting the 










































injection and production well. A schematic of three-dimensional heat extraction model from a 
planar fracture is shown in Figure 5.9. The governing equations for three-dimensional heat flow 
and the boundary integral formulation and its numerical implementation procedure are discussed 
in the following section.  
 
Figure 5.9. Schematic of three-dimensional heat transport flow between the injection and 
extraction wells (Ghassemi et al., 2003) 
5.4.1. Governing Equations  
The heat flow process inside the fracture similar to two-dimension flow is governed by 
advection-diffusion process. The governing equation for heat flow inside the fracture can be 
written as (Ghassemi et al., 2003): 
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where ( , )x yq  is the fracture fluid flow vector,   represents the fracture surface as shown in 
Figure 5.9  and all other variables are same as defined for two-dimensional heat flow equations.  
The heat conduction between the fracture surface and reservoir rocks can be given using 
three-dimensional diffusing equation as follows (Minkowycz et al., 2006): 
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where   represents the reservoir domain as shown in Fig. 5.9. The above equations are 
subjected to initial and boundary conditions as follows: 
( , , ,0) ; Reservoir temperature
( , ,0, ) ; Injection fluid temperature
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5.4.2. Boundary Integral Equation (BIE) Formulation  
Based on temperature normalization as in defined in Eq. (5.13) and application of 
Laplace transformation to Eqs. (5.30) and (5.34) a BIE solution results as follows: 
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Equation (5.36) represents the modified Helmholtz equation. The fundamental solution of 
modified Helmholtz equation  for a continuous point heat source of magnitude Q  located at 















where R  x x  is the distance between the source and field point, and coefficient  is same as 
defined in Eq.(5.18). The reservoir temperature due to distributed sources over the fracture 
surface   can be given as follows (Ghassemi et al., 2003): 
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where q  is the source intensity,  which can be obtained based on the assumption that for the 
impermeable reservoirs, the heat lost in the reservoir is equal to the heat gain by the fracture fluid 
though the  walls. Hence, the heat source strength can be written as follows: 
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Based on Eq. (5.33) and (5.39), the source strength is given as follows: 
( , , ) ( , ) ( , ,0, )Nf fq x y s c x y T x y s  q
 (5.40) 
Substitution of Eq. (5.40) in Eq. (5.38) results as follows: 
 
1






T x y z s x y T x y s R dx dy
K R

      
q  (5.41) 
Application of above equation for the fracture surface z=0 results as follows: 
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where ( )x, yx = and  ( )x , y  x = represents the source and field points, respectively. Expanding 
divergence operator in Eq. (5.42) results as: 
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5.4.3. Numerical Implementation  
For numerical implementation of Eq. (5.43), the fracture surface is discretized using 4-
noded quadrilateral elements. The linear variation of the geometry and variables over elements is 
assumed. Following isoparametric transformation, the elements in the global coordinates system 
(x, y) are mapped into the local coordinates system , | 1 , 1      using appropriate shape 
functions as defined in Chapter 3. The discretized form of Eq. (5.43) based on the point 
collocation technique can be given as follows (Ghassemi et al. 2003): 
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where NE is the total number of elements, NP is the total number of nodes, ix  represents  the 
coordinates of collocation point, '( , x  are the mapped coordinates of the field points, J  is the 
Jacobian of transformation from  global coordinates system  to local coordinates system. The 
nodal fluid flow components in Eq. (5.44) can be obtained by solving the fluid flow equations; 
however, the nodal temperature gradient can estimated by a combination of the forward and 
backward finite difference approximation based on the nodal fluid velocity direction as 
suggested by Ghassemi et al. (2005).      
5.4.4. Numerical Integration  
   The fundamental solution kernel in Eq. (5.43) shows a singularity of 1( )O R  when the 
distance between the source and field point 0R   x x' . In mathematical term, this case is 
knows as weak singular integration, which can be evaluated using Cauchy principal-value 




the integrand in Eq. (5.43) can be divided in non-singular and singular integrals depending on the 
location of the source and field point as shown in Figure 5.10. 
    
                                     (a)                                                                         (b) 
Figure 5.10. Non-singular and singular elements on a discretized fracture surface 
1. Non-Singular Integration 
     In the case, when the source point x  and field point x  lies on different elements (Figure 
5.9a), the integrand is non-singular and well-behaved. The discretized form of Eq. (5.37) in 
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where N represents  number nodes per element. The above equation can be integrated using 
standard Gauss quadrature numerical integration. 
2. Weak Singular Integration  
     In the case, when the source point x  and field point x  lies on the same integration 
element, then integrand is unbounded as 0R   x x' . An accurate evaluation of these 
integrals is critically important in the BEM implementation. Several methods such as polar 
coordinates transformation (Cruse, 1977), singularity subtraction method (Guiggiani et al., 












weak singular integration in the boundary element implementation. The variable transformation 
technique is adopted in this research. This technique suggests division of square of rectangular 
element into triangular sub-elements and subsequently transformation of each triangular sub-
element element in a square domain centered about the singular node such that Jacobian of 
transformation exactly cancels out the singularity (Aliabadi et al., 1987). The number of 
triangular subdivisions depends on the location of the singular node as shown in Figure 5.11.  
 
Figure 5.11. Sub-division of quadrilateral element into triangular sub-elements 
Consider, a case where the singularity corresponds to corner node 1 (-1,-1) as shown in 
Figure 5.11(a). The singular element is divided into two sub-elements and each triangular 
element can be transformed to a degenerated square element as shown in Figure 5.12 using 
variable transformation as follows (Hall, 1994): 
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where 
1 1( , )  and 2 2( , )  represents the local coordinates for the degenerated square elements 
for sub-triangle 1 and 2, respectively.  Based on the above transformation, Eq. (5.44) can be 
written for each triangular sub-division as follows (Aliabadi & Rooke, 1991): 
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    (5.47d) 
These new  Jacobian functions in Eqs. (5.47c) and (5.47d) exactly cancels out weak 
singularity of integrand and results in  regular integrand, which can be evaluated  using standard 
Gaussian quadrature method. Finally, the singular integration can be given by summations of 
Eqs. (5.47a) and (5.47b).  
 
Figure 5.12. Transformation of a triangular sub-element to a degenerated square domain 
5.4.5. Linear Equations of Discretized System  
By applying the point collocation to each node and using numerical integration over each 









     A T b  (5.48) 
where A represents the coefficient matrix of numerical integration of Eq.(5.45), b is the right 
hand side vector which is a resultant of the initial and boundary conditions, and T is the 
unknown nodal temperature vector. The above equation is subjected to the boundary condition at 
the injection well, which is maintained at constant temperature. The coefficient matrix A results 
a fully populated unsymmetrical matrix. Gauss elimination scheme is applied to solve the matrix 
equation (Griffiths & Smith, 2006). A MATLAB computer program has been developed for 
three-dimensional DDM extraction model in this research and a detailed flow chart for program 
is provided in Figure 5.13. 
 




5.4.6. Numerical Examples 
For numerical implementation of Eq. (5.48) an EGS system with the injection and 
production well system is considered. A single long square fracture is assumed to connecting the 
injection and production wells. The injection well is located at (-25, 0) and production well at 
(+25, 0). The reservoir rock and the fluid data as listed in Table 5-5. 
Table 5-5. Input Parameters for 3D heat extraction model (Yamaguchi, 1992) 
No. Parameter Unit Value 
1 Young’s modulus (E) MPa 6000 
2 Poisson’s ratio (ν) - 0.25 
3 Injection rate (Qi) kg/sec 16.7 
4 Fluid density ( w ) kg/m
3
 1000 
5 Rock density ( r ) kg/m
3
 2700 
6 Specific heat of fluid ( wc ) 
oJ / kg K  4200 
7 Specific heat of rock( cr ) 
oJ / kg K  900 
8 Rock thermal conductivity ( rK ) 
oW / m K  3.00 
9 Injection temperature (Tf) 
o C  55 
10 Reservoir temperature (Tr) 
o C  250 
    A surface plot of temperature distribution after 10 years is shown Figure 5.14. As seen 
from the Figure 5.14, as we move away from the injection well, the fracture temperature is 
increasing. The production well temperature after 10 years is recorded equal to 200 °C. A change 
of temperature between the injection and the production well with time is shown in Figure 5.15, 
which shows reservoir cooling with time. At time t=25 years, the production well temperature 















Figure 5.15. Change of temperature with time between injection and production well 
5.5. Chapter Summary  
     The two-dimensional heat flow model developed presents a simple numerical model to 
estimate the effect of thermal-stresses on the fracture initiation and propagation processes. The 
moving boundary conditions can be easily accounted in the model by changing the fracture 
length. The heat extraction models using boundary integral equations presents an efficient 
method for heat extraction modeling both in terms of accuracy and computational efficiency. 
Since; only the fracture surface discretization is required. The heat extraction models presented, 
don’t assume essentially one-dimensional heat conduction perpendicular to the fracture surfaces; 
hence, these models overcome traditional one-dimensional heat conduction approach in the 
earlier heat extraction models.  
































CHAPTER 6.  
COUPLED HYDRO-THERMO-MECHANICAL FRACTURE MODELING 
 
The chapter presents explicit hydro-mechanical and explicit thermo-mechanical coupling 
processes during hydraulic fracturing for functional EGS reservoir correction. For hydro-
mechanical coupling, one-dimensional Newtonian flow for compressible fluid is solved using 
implicit Finite Difference method and subsequently the fluid pressures are applied as boundary 
conditions for the two-dimensional constant displacement discontinuity model. For thermo-
mechanical coupling two cases are considered: first coupling between thermal induced stresses 
with the constant height KGD model and second coupling between the thermal stresses from the 
two-dimensional boundary integral solution with two-dimensional DDM model. The governing 
equations for each processes and their numerical implementation are provided in the following 
section.  
6.1. Introduction  
   The coupled hydro-thermo-mechanical process is an essential issue which needs to be 
analyzed for hydraulic fracturing in case of EGS. Since, the high reservoir temperature, as 
discussed earlier in Chapter 2 can affect both the fracture fluid flow and the fracture initiation 
and propagation. Due to continuous fluid injection through the fracture networks a   differential 
cooling of the reservoir rocks occurs which can change the stress state. The change of the 
stresses state induced secondary fracture formation and even in some cases can initial seismic 
activities. The basic concept of the hydro-mechanical coupling and thermo-mechanical coupling 




6.2. Hydro-Mechanical Coupling   
The fracture fluid flow and fracture deformation processes form highly non-linear system 
which needs to be solved in coupled manner. An inter-dependency of the fracture fluid pressure 
and fracture aperture is shown in Figure 6.1. The fracture aperture which is an output of the 
DDM model goes as an input parameter for the fluid flow model. The fluid pressure goes back to 
the DDM model as an applied load on the fracture surface. Hence, the fracture deformation and 
the fluid flow are solved either iteratively or sequentially. A sequential explicit coupling is 
consider in this research  
 
Figure 6.1. Schematic of explicit coupling between the fracture aperture and fluid flow  
6.2.1. Governing Equations  
 This section presents the governing equations for the one-dimensional fracture fluid flow 
and coupled fracture stress-deformation behavior. 
1. Fluid flow in a Fracture  
The one-dimensional fluid flow for a compressible fluid inside a fracture can be given 





















where f  is the fluid density, xq  is the volumetric fluid flow rate, n  is the porosity, w is the 
fracture aperture, M is the mass of fluid per unit length x  and sq  represent the source or sink 
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For a constant fracture element length, constant fluid density and constant porosity, the above 
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The change in the fracture width in Eq. (6.6) can be given based on the fundamental solution of 
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The above equation represents the one-dimensional flow inside a pressurized and it is subjected 
to following initial and boundary conditions: 
0( ,0) ; Initialporepressurep x p  (6.9a) 
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For fluid pressure distribution inside the fracture, Eq. (6.8) is solved numerically using a 
dimensional cell-centered implicit Finite Difference scheme for spatial variable and implicit 
scheme for time variable. The problem domain is discretized using the cell-centered grids as 
shown in Figure 6.2. The Finite Difference approximation of Eq. (6.8) for ith nodal point can be 
given as follows (Zhang & Bennett, 2002): 
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 and nip represents the fluid pressure at ith node at (n+1)th and nth time steps, 
respectively, and t  is the time increment. The derivative boundary condition of Eq. (6.9b) is 
implemented using a fictitious node approach as discussed in Chapter 4.  
 
Figure 6.2. Cell-centered Finite Difference discretization of 1D problem 






2. Coupled Fracture Stress-Deformation Behavior 
Assuming, linear variation of joint model as shown in Figure 6.3, the normal stress and 
shear stress are related to the normal and shear components of the displacement discontinuities as 
follows (Andrew, 2000):  
Ks s sD     (6.11a) 
Kn n nD     (6.11b) 
where Ks and Kn  represent the shear and normal stiffness of a fracture, respectively, sD and 
nD  are the change in the shear and normal components of the displacement discontinuity, 
respectively.  
 
Figure 6.3. Goodman joint model and a linear joint model (Sesetty & Ghassemi, 2013) 
 
The effective normal stress is defined as follows: 




where m sΚ Κ   is the Biot’s  coefficient as defined in Chapter 2. For a fracture with bulk 
modulus of matrix mΚ  much less than the solid bulk modulus sΚ , the Biot’s coefficient ; 
hence, Eq. (6.12) can written as follows:  
'
n n p     (6.13) 
Substituting, above equation in Eq. (6.12), the effective stresses on a fracture element as shown 
in Figure 6.2 can be written as follows (Andrew, 2000): 
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Figure 6.4. Representation of effective stress acting on a fracture element (Tao, 2010) 
6.2.2. Explicit Coupling of Fracture Fluid Flow and Deformation  
     The fracture fluid flow and fracture deformation are coupled explicitly based on Finite 
Difference solution of flow and the displacement discontinuity method for deformation. The 
fluid flow changed is substituted in the DDM model to estimate the changes in the fracture 
deformation. For both fluid and DDM model, the fracture surface is divided in the NE number of 




rewritten for ith element in terms of the increment stresses and DD’s as follows (Crouch & 
Starfield, 1983):   
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where 
i
p is the fluid pressure increment from Eq. (6.10). The above equation is solved for the 
change in the normal and shear deformations. For next time step, the fracture aperture is updated 
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where 1niw
 and niw  are the fracture aperture for the ith node at (n+1)th and nth time step, 
respectively, 
i
nD  represents the change in normal opening of ith node. The new fracture 
aperture from Eq. (6.16) is substituted in Eq. (6.10) and the new fluid pressure changes are 
estimated. The new fluid pressure is again substituted in Eq. (6.15) and the subsequent change in 
the fracture aperture is estimated from Eq. (6.16). This process is repeated till the desired time is 
reached. A flow chart for explicit coupling method discussed in this section is shown in Figure 
6.5. In the explicit coupled model the fracture length is kept constant and the fracture is allowed 
to dilate only. As obvious from the mass conservation law, the injected fluid volume should be 
equal to the summation of the fracture volume change and fluid leak-off through reservoir rocks. 














6.2.3. Numerical Example 
For numerical implementation of explicit coupled model, a case of two-dimensional 
pressurized fracture has been considered. For numerical stability of the model a very small time 
step equal to 0.001 sec is taken. The variations of the fracture fluid pressure and fracture aperture 
with respect to the fracture length for different injection times are analyzed. Figures 6.6 and 6.7 
represent the fluid pressure and fracture width variation after 1 sec. Figures 6.8 and 6.9 represent 
the fluid pressure and fracture width variation after 2 sec. It can be observed from these results 
that with time fracture are dilating, which is giving rise to both the pressure and aperture.    The 
input parameters for this model are listed in Table 6-1.  
Table 6-1. Input parameters for explicit hydro-mechanical coupled model 
No Parameter Unit Value  
1 Young’s modulus (E)  GPa 15  
2 Poisson’s ratio () - 0.25  
3 Normal stiffness (Kn) GPa 10  
4 Shear stiffness (Ks) GPa 10  
5 Vertical In-situ stress (σ3) MPa 15  
6 Horizontal stress (σ1) MPa 20  
7 Initial fluid pressure (P) MPa 10  
8 Initial fracture width  m 0.001  
9 Fracture length (L) m 2  
10 Time increment(dt) sec 0.001  








Figure 6.6. Fracture fluid pressure after 1 sec of fluid injection 
 
Figure 6.7. Fracture width after 1 sec of fluid injection. 





















































Figure 6.8. Fracture fluid pressure after 2 sec of fluid injection 
 
Figure 6.9. Fracture width after 2 sec of fluid injection 




















































6.3. Thermo-Mechanical Coupling  
The effects of thermal-induced stresses on the fracture geometry have been estimated on 
two types of fracture models:  first on constant height KGD model and second on the constant 
two-dimensional DD model. A description of thermal induced stresses coupling is discussed in 
following sections.  
6.3.1. Effect of Thermal Stresses on KGD Model 
      To evaluate effect of the thermal induced stress, an initial fracture geometry is generated 
for two-dimensional KGD model based on the analytical solution as discussed in Chapter 2 is 
developed using a computer program from Gidley et al. (1989). The input parameters for this 
model are summarized in Table 6-2.  The generated initial fracture width and length for the KGD 
model are shown in Figures 6.10 and 6.11. After 250 min of fluid injection maximum fracture 
length is recorded as 280 m and maximum fracture width at wellbore is equal to 3.4 cm.  
Table 6-2.  Input parameters for the KGD model 
No. Parameter Unit Value 
1 Elastic Modulus (E) GPa 37.5 
2 Poisson’s ratio (ν) - 0.25 
3 Fluid injection rate (Qi) m
3
/min 1.8 
4 Fluid viscosity (μ) cp 100 
5 Fluid injection time (t) min 250 








Figure 6.10. Initial fracture width from the KGD model 
 




To evaluate the effect of thermal stresses on the fracture geometry, the heat flow models 
as discussed in the Sec. 5.1 after 10 days were considered. The input parameters are same as in 
Table 5-1 except to the fluid velocity, which is approximated as v=Q/2w, where w is the average 
fracture width generated by hydraulic fracture models. The thermal induced changes in the 
fracture length and volume can be estimated as follows: 
 1
T0α ( ,0) ; FracturelengthfdL T x dx   (6.17a) 
1 1
T0 0α ( , ) ; FractureareadA T x y dxdy    (6.17b) 
where fdL  and dA  are the change the in fracture length and fracture area due to thermal induced 
stresses, Tα  is the coefficient of the linear thermal expansion, ( ,0)T x  and ( , )T x y  represents 
the change in temperature along the fracture length and any point in fracture area, respectively. 
All the calculations in this model have been performed for normalized fracture geometry. For 
calculation of normalized thermal-induced volume change unit fracture height is assumed. The 
effect of thermal-induced stresses on the fracture width and fracture volume for the KGD modes 
is Figures 6.12 and 6.13, respectively. As can be seen from Figure 6.12, the change in the 
fracture width due to temperature change is much smaller compared to the change is fracturing 
width due to the hydraulic pressure. As can be seen from Figure 6.13, despite the small change in 
fracture width due to temperature change, its contribution to the total fracture volume is not 
negligible. This is because of the large fracture height and length of the fracture, which when 
multiplied with the change in fracture width results in significant volume contribution. Due to 
very less thermal expansion coefficients of geothermal reservoirs rocks, it was found that the 
thermal-induced stresses effects fracture length insignificantly as compare to its width. For better 






Figure 6.12. Change in the fracture width due to thermal-induced stress (KGD model) 
 
Figure 6.13. Change in fracture volume due to thermal-induced stress (KGD model) 




























6.3.2 Effect of Thermal Induced Stresses on 2D-DDM Model 
    The effects of the thermal induced stresses in second case are evaluated using constant 
two-dimensional DD model for fracture aperture and two-dimensional integral equation model 
for heat flow as discussed in the Sec. 5.3. In this case, first the fracture geometry is generated 
with using DDM model and then fluid is circulated for 10 days. The effects of the thermal 
induced stresses on the fracture aperture after 10 days are estimated. The reservoir rock 
properties and fluid properties are take same as in Table 5-2. The fracture aperture in this case is 
taken equal to average fracture opening from the initial model. The fracture length is considered 
equal to 100 m. In order to couple the thermal stresses in the DDM model, first the thermal 
stresses are evaluated using the boundary integral solution as shown in Figure 6.14, then the 
normal and shear stresses acting on each element is updated as follows ( Zhou et al., 2010): 
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s  are the normal and shear in-situ stresses on the ith element, respectively, 
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st represent the thermal induced normal 
and shear stresses on the  ith element, respectively. The thermal induced stresses are contractive 
(or tensile) in nature; hence, these stresses help in the fracture opening. A plot of comparison 
between the fracture normal opening at initial stage and after coupling thermal stresses is shown 
in Figure 6.15. It can be observed that the maximum effect of thermal induced stresses occurs 
near the wellbore, which is maintained at constant fluid injection temperature. A maximum 
fracture opening change equal to 0.0106 (m) in the fracture normal opening is recorded in this 





Figure 6.14.Thermal induced stresses after 10 days from boundary integral solution  
 
Figure 6.15. Effect of the thermal induced stresses on the fracture normal opening in the 2D-DD 
model 





























































6.4. Chapter Summary  
The two-dimensional heat flow model developed for during fracturing process, presents a 
simple numerical model to estimate effect of thermal-stresses on the fracture initiation and 
propagation processes. The moving boundary conditions can be easily accounted in the model by 
changing the fracture length. The heat extraction models using boundary integral equations 
presents an efficient method for heat extraction modeling both in terms of accuracy and 
computational efficiency. Only the fracture surface discretization is required. It over comes 















CHAPTER 7.  
MODEL VALIDATION 
 
This chapter presents laboratory field validation of the water circulation test, and 
experimental validation of the hydraulic test using results of laboratory scale model test of 
hydraulic fracture.  For validation circulation test a 90-day circulation test from the Hijiori EGS 
site is taken.  The experimental validation is considered for laboratory scale hydraulic fracturing 
in the EGS triaxial cell. Details of the validation procedures are discussed in the following 
sections. 
7.1. Field Validation of Circulation Test    
For the field validation of heat flow model, 90-day circulation test form the Hijiori EGS 
site was selected. A layout of the Hijiori EGS site which was developed by the New Energy and 
Industrial Development Organization (NEDO) is shown in Figure 7.1. This EGS site was 
developed in two levels; shallow reservoir at 1800 m depth and deep reservoir at 2200 m. A 90-
days circulation test which involves 4 well systems in shallow reservoir in 1991 was reported by 
Yamaguchi (1992). The water was injected in well SKG-2 and produced from well HDR-1, 
HDR-2 and HDR-3, respectively. The distances from well SKG-2 to well HDR-1, HDR-2, and 
HDR-3 were about 40, 50, and 55 m, respectively at approximate 1800 m depth. The reservoir 
initial temperature was 250°C and injection water temperature was 55°C. This test is a unique 
circulation test in development of the EGS reservoirs, which involved multiple wells and 
multiple production zones for heat recovery. The rock and fluid properties are same as listed in 
Table 5-5. The data for 90-days circulation test are listed in Table 7-1, which were used for the 




Table 7-1. 90-day circulation test data (Yamaguchi, 1992) 
No. Parameter Symbol Unit Value 
1 Injection rate Qi kg/sec 16.7 
4 Injection pressure   P MPa 3 
5 Injection temperature   fT  
o C  55 
6 Reservoir temperature Tr 
o C  250 
7 Production temperature range   o C  160-180 
8 Pumping duration   days 90 
9 Fluid recovery   %  77 
10 Thermal output    MW 8.5 
 
 





    A three-dimensional heat extraction model assuming 100% fluid recovery was developed 
for this 90-days circulation test using injection and extraction wells geometrical locations as 
shown in Figure 7.1. The location of wells coordinates are SKG-2 (0, 0), HDR-1(0,-20), HDR-2 
(-24,-16), and HDR-3 (56,-4), respectively. A long rectangular fracture with small uniform 
fracture width was assumed connecting all 4-wells. A surface plot of temperature at end of 
circulation test is shown in Figure 7.2. The model generated some higher range production wells 
temperature as 182-224°C; whereas the field production temperature range was 160-180°C. 
Several reasons might be responsible for deviation of numerical results from the actual results. 
First, several main fractures for fluid circulation might be existing in real field scenario. The 
model doesn’t account for the fluid leak-off, by incorporating the fluid leak-off in the flow 
models, this problem can be rectified. Other important reason might be heterogeneity in the 
reservoir rocks, because the model assumes a homogenous rock mass.  
1. Electrical Energy Output Estimation   
The electric energy output or geothermal power output by fluid circulation between the 
injection well and production wells can be given as follows (Gringarten et al., 1975): 
  c ( )f f fW Q T T     (7.1) 
where Q  is the fluid injection rate , 
f and c f  are the fluid density and specific heat, 
respectively, 
fT  represents the fluid temperature, and T is temperature at any given time. The 
cumulative heat energy output over a time period t can be given as follows: 
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The calculated heat thermal energy form model result is about 6.13 MW, which is less than 
actual heat produced during circulation test. The reason for low energy production form the 
numerical result is justified, because the model predicted the higher operating temperature range. 
 
 






7.2. Experimental Validation of Fracture Model  
 For experimental validation of numerical hydraulic fracture model was done using a 
laboratory scale model test of hydraulic fracturing in rocks. An experimental setup of the EGS 
triaxial cell developed at Civil & Environmental Engineering Department of Colorado School of 
Mines (CSM). The schematic of the tri-axial cell for the laboratory hydraulic fracturing test is 
shown in Figure 7.3. The cell has capacity to test cubical rock same of 30x30x30 cm
3
 under high 
three-dimensional stress (>12.2 MPa) and high temperature (>100C) conditions. A drawback of 
laboratory tests is that only small scale models can be tested and it will be necessary to 
extrapolate results and observations to field scale. However, laboratory tests can be carried out 
under prescribed and well-controlled conditions, and the results can be directly used in validation 
of computer models.  
 
Figure 7.3. Schematic of the tri-axial cell for laboratory hydraulic fracturing test 
An experiment hydraulic fracture test on the granite is considered in this section. The input 
parameters for this test are listed in Table 7-2.The variation of the fluid pressure with time and 
fluid injection rate is shown in Figure 7.4.  
Flatjacks apply boundary 










Table 7-2. Input parameters for experimental hydraulic fracture test 
No Parameter Unit Value  
1 Young’s modulus (E)  GPa 56.9  
2 Poisson’s ratio () - 0.25  
3 Average fluid injection rate (Qi) mL/min 1.5   
4 Fluid viscosity () cP 21.18  
5 Fracture propagation start time min 172  
6 Total pumping time   min 1000  
 
 
Figure 7.4. Variation of the fluid pressure with time during experimental hydraulic fracturing in 




   A numerical validation of the above experiment is analyzed using the KGD analytical 
model as discussed in Chapter 2.  For completeness rewriting the variation of fluid pressure, 
fracture width, and length with time based for the KGD model as follows (Dahi, 2009): 
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where E  is the plane-strain modulus of elasticity, 
0q  is the fluid  injection rate per unit height 
of the fracture,   represents the fluid viscosity and 
3  is the minimum in-situ stress. Since, the 
KGD model is based on the constant fracture; hence constant fracture height equal to 20 cm is 
assumed in the experimental test. Other basic assumption of this model is the constant fluid 
injection rate; hence, an average fluid injection rate form the experimental test was taken. A 
variation of the wellbore pressure and the fracture width for experimental test based on the KGD 
model is shown in Figures 7.5 and 7.6, respectively. In the numerical model the fluid pressure 
only after the fracture creation is considered. Based on comparison of Figures 7.4 and 7.5, it can 
be observed that there is big difference in the fracture fluid pressure between experimental and 
numerical results. However, the fracture width variation in Figure 7.6 is reasonable for small 
laboratory scale fracture. It can be concluded from the comparison of the experimental and the 
result from the KGD model, that more accurate three-dimensional model is required for the 







Figure 7.5.  Variation of the fluid pressure with time during experimental hydraulic fracturing in 
triaxial cell (Frash, 2012) 
 
Figure 7.6. Variation of the fluid pressure with time during experimental hydraulic fracturing in 
triaxial cell (Frash, 2012) 







































































7.3. Chapter Summary  
 The chapter presented validation of the field heat extraction model and experimental 
hydraulic fracture model. First validation for heat extraction model shows some higher operating 
rage for production temperature. But by considering multiple connected fractures and 
incorporating the fluid leak-off in the numerical model, the heat extraction models can simulate 
the field circular test more efficiently. However, the pressure difference between the 
experimental hydraulic fracture results and the numerical results from the KGD model suggests 
that advanced fully three-dimensional numerical model is required.  
 
 















CHAPTER 8.  
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
 
     The fundamental aspects of the hydraulic fracture mechanics and the fluid and heat 
flow processes in an Enhanced Geothermal System (EGS) have been presented in this study. The 
research was motivated by the need for an advanced hydraulic fracture prediction model for the 
EGS as the existing fracture simulator models from the oil and gas industry have either limited or 
not directly applicable for EGS reservoir creation.  
8.1. Summary  
    The study presented the development and validation of numerical models for the 
hydraulic fracture geometry prediction and heat extraction through the created fracture networks 
in EGS. Analytical validations based on some simplified cases have been included for each 
model. The models were developed using: (1) the Displacement Discontinuity (DD) Method for 
three hydraulic fracturing, (2) Finite Element Method (FEM) for fracture fluid flow, and (3) the 
Boundary Integral formulations for the heat extraction modeling based on the advective-
convective heat flow equation. A coupled hydro-thermo-mechanical approach was used to 
integrate the fracturing, fluid flow and heat flow models into one system hydro-thermo-
mechanical fracturing code. 
The concepts of the Boundary Element Method and it applications to the fracture 
mechanics problems were addressed in detail. Two types of the DD models: constant strength 
DD model for two- and three-dimensional and the DD model based on the Kelvin’s fundamental 
solution for three-dimensional elasticity problem were developed. For the constant two-




tip singularity of stresses were calculated using parabolic tip element, which accounted for stress 
variation based on the LEFM (Linear Elastic Fracture Mechanic). The model was verified using 
pressurized planar and oriented fractures. For generalized three-dimensional DD model, the 
fundamental solution for elasticity and numerical integration based point collocation technique 
was used. The 4-node continuous quadrilateral elements for the fracture domain and semi-
discontinuous elements for the fracture front were utilized. The semi-discontinuous element in 
this case satisfied the LEFM criterion for the fracture front elements. The hype-singularity of the 
elasticity kernel function was addressed based on the singularity subtraction approach and the 
non-singular integration is optimized using the adaptive Gaussian integration. This model was 
applied to the pressurized penny shaped fracture and verified using the analytical solution for the 
fracture normal opening and variation of normal stresses near the fracture tip.  
The fracture fluid flow was been modeled for the steady and transient cases. The steady- 
state fluid flow components were used as input parameters for the heat extraction models. The 
steady state flow was solved based on the source and sink analogy at the injection and extraction 
well. An implicit Finite Difference approximation was used in this case. The transient fluid flow 
was solved for a component in the coupled fracture model. In this, Galerkin’s Finite Element 
approximation was used. The computer code for this model was verified using pore pressure 
distribution in a reservoir.  
The heat flow models were developed to address two main concerns in the EGS: how the 
thermal induced stresses can influence the fracturing process and what is thermal output from a 
continuous water circulation for certain time. For first case, a two-dimensional heat flow model 
was developed based on the sequential approach: first the variation of temperature inside the 




process, and then the temperature inside the fracture is substituted as a boundary for the heat 
conduction between the fracture surfaces and reservoir. To address the second concern of the 
EGS, two- and three-dimensional heat extraction models based on the boundary integral equation 
formulation were developed. The detailed mathematical approach and numerical implementation 
schemes for both the models were presented in the thesis. The numerical issue of weak 
singularity was addressed in both formulations.  The time variable in the both models have been 
transferred to a constant parameter using the Laplace transformation and the temperatures are 
solved in terms of this constant parameters. Finally, using a numerical Laplace inversion scheme, 
the temperatures in the real time domain was obtained. The methodologies to estimate the 
thermal energy output and the thermal induced stress have been presented.  
Coupled hydro-thermo-mechanical fracture models for two-dimensional case were 
developed. The hydro-mechanical processes were modeled based on explicit coupling between 
the fluid flow and the fracture deformation. The fracture fluid flow in this case was solved using 
cell centered one-dimensional implicit scheme; whereas the fracture deformation is modeled 
two-dimensional constant DD formulation for a linear joint model. Two cases for hydro-
mechanical coupling: the classical KGD model and the two-dimensional DD model were 
considered. For the KGD model, the effect of the thermal induced stresses on the fracture 
aperture and volume was estimated. For two-dimensional DD model, the thermal induced 
stresses from the 2D integral equation formation are coupled with applied stresses on the 
fracture-surfaces and its effect on the fracture aperture was estimated.   
Finally, the three-dimensional heat extraction model was validated using data from field 
circulation test data. In this case, a 90-day circulation test from the Hijiori (Japan) EGS site was 




from scale model testing of hydraulic fracturing of rock sample using cubical trixial rig 
developed at the Civil & Environmental Engineering laboratory at Colorado School of Mines.     
8.2. Conclusion  
 The main conclusions from this research are as follows: 
1. The DD model based on the Kelvin’s fundamental solution presents a generalized and 
efficient method for the fracture mechanics problems. This method over comes the 
shortcoming of constant DD models; because there is no restriction on the type of 
geometry to be modeled and on the type of elements used to discretized the boundary 
surfaces. This method is basically based on the node sharing scheme; hence, it reduces 
the number of variable for the same problem if it has been modeled using the constant 
strength DD method. The 4-node semi-discontinuous elements used for the fracture front 
elements present a relatively simple scheme without compromising with numerical 
efficiency as compared to quadratic 8- or 9- node elements. The singularity subtraction 
technique used for hyper-singular cases presents a generalized scheme which can be 
easily extended to any order of singularity just by selecting the appropriate terms in the 
Taylor’s series expansion for the singular integrand.  
2. The two-dimensional sequential heat model presents a simpler scheme to incorporate the 
moving mesh boundary conditions in the hydraulic fracture propagation. Both the two-
dimensional and three-dimensional boundary integral models present a computationally 
efficient and accurate numerical approach for the EGS heat exaction modeling. Since, the 
boundary integral formulation completely eliminates the domain discretization. Once, the 
temperatures are known over the fracture surface, the domain temperatures can be 




boundary integral equations present an efficient scheme to handle time variable; since it 
converts time variable to a constant parameters. 
3. The thermo-mechanical coupling with the KGD model and with the DDM model shows 
that thermal induced stresses have significant influence on the fracture geometry.  
4. The extension of the boundary integral solution to the large scale field problems presents 
an efficient method for the heat extraction modeling. By accounting for some 
shortcomings in the current model, it can be very good numerical tool for the heat 
extraction modeling for the EGS sites.  
5. The validation of experimental hydraulic fracture test using the KGD model predicts a 
reasonable fracture aperture variation for small test; however, a big difference in the fluid 
pressure variation is observed. Hence, it can be concluded that advanced fully coupled 
three-dimensional model is required for accurate validation of experimental results.  
The main novel contributions from this research are as follows: 
1. The research presented a simple and efficient heat flow model, which can easily adopt the 
moving fracture boundary conditions and can estimate the effects of temperature change 
on the fracture propagation process and on rock and fluid physical properties.  
2. The successfully implementation of the 4-node semi-discontinuous element for the 
fracture front elements, gives computationally efficient scheme for the large fracture 
modeling problems.  
3. The implementation of weak-singularity treatment in case of three-dimensional heat 
extraction model gives more accurate results.  
4. The extension of boundary integral heat extraction model, for the field EGS case study, 




Once, the temperature is known over the fracture surface, the reservoir temperature at any 
location can be estimated as a secondary variable from the model. 
8.3. Future Recommendations 
The numerical methodologies and codes developed in this study presents basis for future 
research in this area. The main topics which I would like to recommend for future work in this 
research area are as follows: 
1. The fracture process is a complex fully coupled non-linear problem; hence, expansion of 
the codes for fully-coupled hydro-thermo-mechanical model is required. 
2. The objective of a hydraulic fracturing process is to create a fracture and keep it open for 
long time; hence, addition of the proppant flow and transport process in the model is 
recommended. 
3. Mostly, the hydraulic fracturing is done for deviated well bore; hence, it is important to 
include mixed mode fracture initiation and propagation which can account for the 
fracture turning and twisting.  
4. Since, mostly the reservoirs are not homogenous; it is recommended to include reservoir 
heterogeneity and multilayer properties in model. 
5. Since, in real hydraulic fracturing process, a main facture along with cluster of small 
fractures initiates from a wellbore. Hence, simulate accurate fracturing process, 
numerical modeling of the multiple fracture should be considered  
6. In case of the EGS, the thermal induced stresses, not only affects the stresses state in the 
reservoir, but can also change the rock and fluid physical and thermal properties. Hence, 
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A 1.1. Derivatives of Function for Constant Strength 2D-DD Formulation (Crouch & 
Starfield, 1983): 
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B 1.1. Taylor’s Series Expansion for 3D Elasticity Problems (Guiggiani, 1998) 
1. Derivatives of the distance between the source and field points  
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In terms of polar coordinates, the distance vector is given as: 
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where ( )iA   and ( )iB   are the simple trigonometric functions.  
Distance derivatives can be given as: 
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2. Derivatives of Jacobian function  
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3. Derivatives of shape functions 
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4. Radius of neighborhood of the singular node  
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B 1.2. Functions for Singularity Subtraction  
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Substituting, first two terms form Eqs. (B6), (B7b), and (B8b) in above equation results as: 
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The above terms with coefficients in Eq. (B9c) provides required terms in the Taylor’s series 
expansion for the hyper-singular evaluation. 
B 1.3. Semi-Analytical Treatment   
As from Eq. (3.71), the first term becomes regular which can be estimated using standard 
Gauss quadrature; however, the second and third terms are still singular which needs special 
treatment. A semi-analytical scheme as developed by Guiggiani et al. (1992) is presented in this 
section. 
Case (1): Considering Eq. (3.71b) as: 
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Integrating above equation analytically with respect to   results as follows: 
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Using Eq.(3.69), the above equation can be written as: 
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For a singular point inside the element, considering: 
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This equation is only function of θ, which can be evaluated using one-dimensional Gaussian 
quadrature. 














   
  









lim ( ) ,







   
        
        

 (B20)  





(x)( ) ( )( )
lim 1 ,








     
        
         
 
 (B21) 





( )( )1 ( ) 1
lim , ( )








       
           
          
 
x  (B22) 































     
  
  (B24) 
This equation is also only function of θ, which can be evaluated using one-dimensional Gaussian 
quadrature. 
 
 
 
 
