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RE´SUME´
Dans une premie`re partie, nous nous inte´ressons a` la stabilisation asymptotique globale de
point d’e´quilibre de syste`mes non-line´aires. Nous e´tudions des syste`mes qui ge´ne´ralisent la forme
suivante: x˙ = h(y, u), y˙ = f(y, u), i.e. ou` la composante x de l’e´tat inte`gre des fonctions des
autres composantes y et des entre´es u. Nous e´nonc¸ons des conditions suﬃsantes sous lesquelles
la stabilisabilite´ asymptotique globale du sous syste`me en y (resp. par une commande sature´e)
implique la stabilisabilite´ asymptotique globale du syste`me entier (resp. par une commande
sature´e). Ceci est e´tabli par une technique d’assignation de fonction de Lyapunov donnant
explicitement la loi de commande. Ce re´sultat est obtenu avec des fonctions f et h de´pendant
e´galement de x, mais d’une fac¸on particulie`re. Nous montrons comment il peut eˆtre employe´
comme outil de base pour traiter de fac¸on re´cursive des syste`mes plus complexes. En particulier,
le proble`me de stabilisation des syste`mes dits de forme feedforward est re´solu de cette fac¸on.
Nous illustrons la me´thode propose´e en l’appliquant a` divers exemples pratiques.
Dans une deuxie`me partie, nous adaptons les techniques mises en oeuvre dans la premie`re au
proble`me de stabilisation asymptotique globale d’une trajectoire de re´fe´rence pour un syste`me
de forme feedforward, de structure un peu moins ge´ne´rale. Une attention particulie`re est donne´e
a` l’aspect uniforme de la stabilite´. Cette fois encore un exemple pratique nous permet d’illustrer
nos re´sultats.
Mots-clefs :
Syste`me non-line´aire, Bornitude, Stabilite´.

ABSTRACT
The general topic of the ﬁrst part of our work is the global asymptotic stabilization of non
linear systems. We study systems which generalize the form x˙ = h(y, u), y˙ = f(y, u) , i.e. where
the state components x integrate functions of the others components y and the inputs u. We
give suﬃcient conditions under which global asymptotic stabilizability of the y-subsystem (resp.
by saturated control) implies global asymptotic stabilizability of the overall system (resp. by
saturated control). This is established by an explicit Lyapunov design of the control law. This
result is established with the functions f and h depending in some way also on x. We show how
it serves as a basic tool to be used, may be recurrently, to deal with more complex systems. In
particular the stabilization problem of the so called feedforward systems is solved this way. We
illustrate how this method works by applying it to various practical systems.
In the second part of our work, we adapt the techniques displaid in the ﬁrts part to the
problem of global asymptotic stabilization of a reference trajectory for feedforward systems of
a slightly less general form. A particular attention is devoted to the issue of uniform stability.
This time again, a pratical example allows us to illustrate our results.
Keywords :
Nonlinear system, Boundedness, Stability.
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Introduction
1 Le contexte.
La technique d’ajout d’inte´grateur introduite par Byrnes et Isidori [5], Kolesnikov [33] et Tsinias
[80], est devenue l’un des outils de base employe´s actuellement pour construire des lois de
commandes stabilisantes. Elle a e´te´ ge´ne´ralise´e de diverses manie`res — syste`mes incertains,
contexte adaptatif, feedback d’e´tat partiel — (voir [36]). Sa vocation essentielle est de re´pondre
a` la question de savoir quand est ce que la stabilisabilite´ asymptotique du syste`me :
y˙ = f(y, u) (1)
implique la stabilisabilite´ asymptotique du syste`me :⎧⎨⎩ y˙ = f(y, x) ,x˙ = h(x, y, u) . (2)
De la re´ponse a` celle-ci, peut se de´duire la preuve de la stabilisabilite´ asymptotique globale
de syste`mes s’exprimant sous la forme dite feedback et notamment de ceux ayant la structure
re´currente particulie`re suivante :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙1 = f1(x1, x2) ,
x˙2 = x3 + f2(x1, x2) ,
...
x˙n = u+ fn(x1, . . . . . . , xn) ,
(3)
et tels que le syste`me x˙ = f1(x, u) soit globalement asymptotiquement stabilisable par un
feedback suﬃsamment re´gulier.
Dans ce travail, des syste`mes de structure diﬀe´rentes sont conside´re´s. Voici, simpliﬁe´, le
proble`me que nous nous posons. Quand le stabilite´ asymptotique globale du syste`me :
y˙ = f(y, u) (4)
implique-t-elle la stabilisabilite´ asymptotique globale de :⎧⎨⎩ x˙ = h(y, u) ,y˙ = f(y, u) ? (5)
En d’autres termes, au lieu d’utiliser une partie de l’e´tat comme commande ainsi que cela
est fait pour (2), et donc commander a` travers un diﬀe´rentiateur, nous cherchons cette fois a`
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de´terminer une loi de commande qui fasse d’un syste`me globalement asymptotiquement stable
augmente´ d’une dynamique qui inte`gre une fonction des composantes de l’e´tat initial et de
l’entre´e un syste`me globalement asymptotiquement stable. Nous e´tablirons que le syste`me (5) est
globalement asymptotiquement stabilisable si tel est de´ja` le cas pour le sous-syste`me y˙ = f(y, u)
et pour la line´arisation a` l’origine de (5).
La connaissance d’une solution au proble`me de stabilisation pour le syste`me (5), proble`me dit
d’“ajout d’une inte´gration”, permet d’aborder des syste`mes posse´dant une structure re´currente,
dite feedforward. Ce qui caracte´rise ceux-ci est que chacune des composantes de leur e´tat
intervient sur celles qui les suivent dans la chaˆıne d’inte´gration partant de la commande. Voici
comment ceux-ci s’expriment. ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙n = fn(x1, . . . , xn−1, u) ,
...
x˙2 = f2(x1, u) ,
x˙1 = f1(x1, u) .
(6)
Remarquons que, contrairement aux syste`mes de la forme (3), ceux de la forme (6) sont
ge´ne´riquement non line´arisables. En particulier, tel est le cas lorsque, la proprie´te´ de command-
abilite´ de la line´arisation du syste`me a` l’origine e´tant suppose´e, la fonction ∂
2f2
∂u2
∂f1
∂u − ∂f2∂u ∂
2f1
∂u2
n’est pas identiquement e´gale a` ze´ro sur un voisinage ouvert de l’origine (voir [27, Theorem 2.6]).
Notons qu’il n’existe pour l’instant pas de conditions ne´cessaires et suﬃsantes connues
garantissant qu’un syste`me non line´aire puisse s’exprimer sous forme feedforward apre`s change-
ment de variables et bouclage dynamique. Toutefois, certaines conditions suﬃsantes de nature
ge´ome´triques ont e´te´ expose´es par Teel dans [75, Example 4.5].
Pre´cisons encore que les syste`mes dont la dynamique peut se mettre sous forme feedforward
ne sont pas des singularite´s de la nature. Conside´rons par exemple le ce´le`bre syste`me pendule-
chariot de´crit dans tous les ouvrages de base en Automatique. Sa dynamique est de´crite par :⎧⎨⎩ (M +m)x¨+ml cos(θ)θ¨ = mlθ˙2 sin(θ) + F ,x¨ cos(θ) + lθ¨ = g sin(θ) , (7)
ou` :
– (M, x) sont la masse et la position du chariot qui se de´place horizontalement,
– (m, l, θ) sont la masse, la longueur et la de´viation angulaire par rapport a` la position la plus
haute atteinte par le pendule qui pivote autour d’un point ﬁxe sur le chariot,
– et enﬁn F est la force horizontale agissant sur le chariot.
Au moyen du changement de commande, de coordonne´es et de temps suivants :
u0 =
l
g
F + mlθ˙2 sin(θ)−mg sin(θ) cos(θ)
M +m sin(θ)2
(8)
x0 =
x
l
, s0 =
x˙√
gl
, θ0 = θ , ω0 = θ˙
√
l
g
, (9)
τ = t
√
g
l
, (10)
et en notant ·˚ la de´rivation par rapport au nouveau temps τ , nous obtenons une dynamique
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e´quivalente, mais normalise´e, s’exprimant ainsi :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˚0 = s0
s˚0 = u0
θ˚0 = ω0
ω˚0 = sin(θ0) − u0 cos(θ0)
(11)
Ce syste`me est sous la forme feedforward (6) avec :
x1 = (θ0, ω0) , x2 = s0 , x3 = x0 . (12)
Il nous servira dans diverses occasions a` illustrer de quelle fac¸on nos re´sultats s’appliquent.
2 Remarque concernant la stabilisation asymptotique globale.
2.1 Son inte´reˆt.
Les phe´nome`nes physiques qui concernent la the´orie de la commande sont typiquement de nature
locale : aussi peut-il sembler curieux de chercher a` obtenir un re´sultat de stabilite´ asymptotique
globale. Une des raisons qui motivent la poursuite de cet objectif vient de l’inte´reˆt qu’il peut
y avoir a` pouvoir garantir que le bassin d’attraction d’un point d’e´quilibre asymptotiquement
stable d’un syste`me contienne un ouvert de Rn diﬀe´omorphe a` Rn. En eﬀet, en eﬀectuant le
changement de variable qui transforme l’ouvert en question en Rn, on se trouve amene´ a` traiter
un proble`me de stabilisation sur un ensemble non borne´. Lors de l’e´tude du syste`me pendule-
chariot mene´ au paragraphe 2.5.4, nous nous trouverons confronte´s a` ce cas de ﬁgure : nous
souhaitons que le bassin d’attraction du point d’e´quilibre soit (−π2 , π2 )×R3. L’ensemble (−π2 , π2 )
est un ouvert borne´. Nous transformons celui-ci en R au moyen du changement de variables
t = tan(θ) et re´solvons notre proble`me avec cette nouvelle variable. L’espace des phases est
alors R4.
2.2 Diverses approches.
Le fait qu’un syste`me soit globalement asymptotiquement stable n’implique pas qu’il ait une
proprie´te´ de robustesse. Lorsqu’un tel syste`me est soumis a` des perturbations, il se peut meˆme
qu’il admette alors des solutions non borne´es. Il est donc le´gitime de se demander pour un
syste`me :
χ˙ = ϕ(χ) + δ (13)
globalement asymptotiquement stable lorsque δ ≡ 0, s’il existe une fonction δ dans Lk[0,+∞),
1 ≤ k, pour laquelle des solutions non borne´es apparaissent.
Pomet et Praly ont montre´, dans [54], qu’une re´ponse aﬃrmative a` cette question est possible
lorsque chaque solution obtenue pour δ ≡ 0 n’est pas localement exponentiellement instable en
temps re´trograde, uniforme´ment en la condition initiale.
De ceci, nous concluons que, pour un syste`me commande´ :
χ˙ = ϕ(χ, u) , (14)
il peut eˆtre important de trouver une loi de commande qui non seulement donne a` l’origine la
proprie´te´ de stabilite´ asymptotique globale mais encore garantisse celle d’instabilite´ exponen-
tielle locale en temps re´trograde pour toutes les solutions. Une fac¸on de satisfaire, au moins
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partiellement, a` ces deux exigences, est d’appliquer la technique standard utilise´e lors de la mise
en œuvre de la commande optimale, remise au gouˆt du jour dans le domaine de la stabilisation
par exemple dans [17] et consistant, dans un premier temps, a` de´ﬁnir une commande boucle
ouverte ur(χ0, t) telle que la solution associe´e χr(χ0, t), issue de la condition initiale donne´e
χ(0) = χ0, rejoigne l’origine, puis dans un deuxie`me temps a` de´ﬁnir une commande boucle
ferme´e u(χ − χr(χ0, t), χ0, t) stabilisant au moins localement exponentiellement (en temps di-
rect) la solution χr(t). Faisons deux remarques :
1. Si la commande u(χ−χr(χ0, t), χ0, t) stabilise globalement asymptotiquement uniforme´ment
χr(χ0, t) alors elle fait e´galement de l’origine une solution globalement asymptotiquement
stable.
2. Une fac¸on de de´ﬁnir ur(χ0, t) est de construire une loi de commande u(χ) stabilisant glob-
alement asymptotiquement l’origine et de prendre ur solution de :
χ˙ = ϕ(χ, u(χ)) , χ = χ0 , ur(χ0, t) = u(χ) . (15)
Cette technique est celle pratique´e usuellement, mais implicitement, pour les syste`mes line´ai-
res :
χ˙ = Aχ + B u . (16)
Soit en eﬀet, F une matrice telle que A − BF soit strictement Hurwitz. Alors les fonctions
ur et χr sont donne´es par :
χr(χ0, t) = exp((A−BF )t)χ0 , ur(χ0, t) = −F exp((A−BF )t)χ0 (17)
et u l’est par :
u(χ− χr(χ0, t), χ0, t) = ur(χ0, t) − F (χ− χr(χ0, t)) , (18)
= −F χ ! (19)
Ceci justiﬁe en partie l’inte´reˆt que nous porterons a` la stabilisation asymptotique globale d’une
trajectoire.
3 Ce qui a fortement inﬂuence´ notre travail.
Le point de de´part des ide´es que nous avons employe´es pour traiter les proble`mes de la sta-
bilisation que nous avons pre´sente´s trouve son origine dans la the`se de Andrew Teel : dans ce
travail sont e´nonce´s les premiers re´sultats signiﬁcatifs concernant le proble`me de stabilisation de
syste`mes feedforward de la forme (6), (voir annexe A). La contribution de ce travail a e´te´ telle
que la recherche sur le proble`me de la stabilisation de syste`mes line´aires par des commandes
sature´es lui doit un nouvel e´lan. En eﬀet, elle a permis a` Sussmann, Sontag et Yang de proposer,
dans [70], une me´thode de calcul explicite de loi de commande en boucle ferme´e sature´e pour les
syste`mes line´aires et a` Teel, dans [76], et a` Lin et Saberi, dans [61], de prouver la stabilisabilite´
asymptotique de certains syste`mes partiellement line´aires (voir Corollaire 2.37).
Le point important mis en e´vidence par Andrew Teel est qu’en fait la connaissance du
syste`me line´arise´ a` l’origine est de´ja` suﬃsante pour permettre proposer une famille de lois de
commande contenant un e´le´ment satisfaisant pour le syste`me traite´. Ce re´sultat repose sur les
deux remarques:
1. Les termes d’ordre e´leve´ (voir nos de´ﬁnitions de base) ne jouent un roˆle que dans le choix de
l’e´le´ment a` eﬀectuer dans la famille a priori propose´e mais pas sur la famille elle-meˆme.
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2. Les coordonne´es qui inte`grent – x2 a` xn dans (6) – doivent eˆtre choisies de sorte que seuls
des termes d’ordre e´leve´ apparaissent dans leur de´rive´e. Pour satisfaire cette contrainte, des
changements line´aires de variables ont e´te´ mis en place.
Pour obtenir son re´sultat Andrew Teel a utilise´ des concepts d’interconnexion de syste`mes que
nous illustrons sur un exemple simple en Annexe A. Ces concepts ont e´te´ formalise´s dans [77],
article ou` A. Teel a notamment introduit la notion de “entre´e asymptotiquement petite, e´tat
asymptotiquement petit”.
L’objectif initial de nos travaux a e´te´ de trouver une contre partie a` l’approche par inter-
connexion de syste`mes en termes de fonctions de Lyapunov. Il a pu eˆtre atteint apre`s qu’ait e´te´
eﬀectue´e la remarque suivante :
Supposons que, dans (5), nous ayons
h(y, 0) ≡ 0 ∀ y , (20)
et que les fonctions en jeux soient re´gulie`res, ou plus pre´cise´ment, que (5) puisse s’e´crire :
⎧⎨⎩ x˙ = h2(y, u)u ,y˙ = f0(y) + f2(y, u)u . (21)
Alors, si y = 0 est une solution globalement asymptotiquement stable de y˙ = f0(y), le the´ore`me
de Lyapunov inverse [83, Theorem V.19.8] garantit l’existence d’une fonction de Lyapunov V (y)
telle que :
u = 0 =⇒
˙︷ ︷
xx+ V (y) ≤ −c V (y) . (22)
Il s’en suit que nous nous trouvons situe´s dans le cadre de la the´orie qui a e´te´ de´veloppe´e a`
partir d’un re´sultat de Jurdjevic et Quinn dans [29]. Des ame´liorations importantes apporte´es
a` celui-ci se trouvent notamment dans [19], [59], [39], [53], [2, Remark 10.9].
En poursuivant dans ce contexte Jurdjevic-Quinn, nous avons pu relaˆcher l’hypothe`se (20).
La combinaison de changements de variables, ge´ne´ralisant ceux propose´s par Teel, et de cette
me´thode de Lyapunov nous ont alors permis d’obtenir nos divers re´sultats e´tendant quelque peu
ceux pre´sente´s dans [72, 75] et de proposer de nouvelles classes de lois de commande contenant
e´galement des fonctions sature´es.
Au cours de ce travail, nous avons appris que Mrjdan Jankovic, Rodolphe Sepulchre et
Petar Kokotovic, avaient propose´ un autre type de fonction de Lyapunov que celui que nous
utilisions. Plus pre´cise´ment, a` la place de notre changement de variables, qui a pour eﬀet
indirect d’introduire un terme croise´ de structure particulie`re dans la fonction de Lyapunov, ces
trois auteurs ont propose´ une construction directe, et donc a priori moins restrictive, de ce terme
croise´. Nous de´taillerons cette proce´dure au Chapitre 3 en la remettant dans notre contexte.
Nous verrons en outre que nos travaux ante´rieurs permettent d’e´largir le domaine d’application
de cette nouvelle proce´dure en fournissant une me´thode de synthe`se de lois de commande a`
partir d’un syste`me approximant le syste`me donne´ et facilitant ainsi les calculs. L’inte´reˆt de
celle-ci aurait pu eˆtre rehausse´ si nous avions pu de´terminer des conditions simples impliquant les
hypothe`ses que nous introduisons. Nous avons malheureusement manque´ du temps qui aurait e´te´
ne´cessaire pour parvenir a` cela ainsi que pour traiter des exemples au moyen de cette me´thode.
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4 Plan du me´moire.
4.1 Premie`re partie.
Le Chapitre 1 est une phase pre´paratoire des chapitres suivants. Nous y pre´sentons une version
non line´aire en la commande du re´sultat de Jurdjevic et Quinn pour des syste`mes qui, a` com-
mande nulle, sont compose´s d’un sous-syste`me globalement asymptotiquement stable et d’un
sous-syste`me globalement stable qui n’ont ni l’un ni l’autre de terme de couplage. La famille de
lois de commande globalement asymptotiquement stabilisantes que nous proposons contient des
fonctions qui peuvent eˆtre arbitrairement borne´es.
Dans le Chapitre 2, nous introduisons dans le syste`me e´tudie´ pre´ce´demment des termes de
couplages non line´aires dont les proprie´te´s sont telles que l’origine du nouveau syste`me est,
comme celui de l’ancien, une solution globalement stable lorsqu’est applique´e la commande
nulle. Plus pre´cise´ment, nous donnons des conditions pour que l’origine du syste`me suivant soit
globalement asymptotiquement stabilisable :
⎧⎪⎨⎪⎩
x˙1 = h0(x1) + h1(x1, x2, y)y+ h2(x1, x2, y, u)u
x˙2 = e0(x2) + e1(x1, x2, y)y+ e2(x1, x2, y, u)u
y˙ = f0(y) + f1(x1, x2, y)y + f2(x1, x2, y, u)u
(23)
Parmi ces conditions il y a en particulier une restriction portant sur le comportement de
h1(x1, x2, y) et e1(x1, x2, y) lorsque y est proche de l’origine et (|x1|, |x2|) est proche de l’inﬁni.
Cette restriction en y est une ge´ne´ralisation de la notion d’ordre e´leve´ introduite par Teel. Elle
est donc, comme nous l’avons de´ja` mentionne´, de´pendante des coordonne´es dans lesquelles la
dynamique du syste`me est exprime´e. Ceci explique pourquoi, dans un deuxie`me temps, nous
nous inte´ressons a` divers changements de variables. L’application couple´e de notre synthe`se de
Lyapunov et de changements de variables nous permet de clore ce chapitre par l’e´nonce´ d’une
solution au proble`me de la stabilisabilite´ asymptotique globale de syste`mes ayant des formes
ge´ne´ralisant (5) et (6) et par l’e´criture de loi de commande pour le syste`me pendule-chariot (11)
et pour un mode`le simpliﬁe´ d’un avion a` de´collage vertical (PVTOL).
Le Chapitre 3 pre´sente et prolonge la synthe`se de Lyapunov propose´e par Jankovic, Sepulchre
et Kokotovic dans [28]. Dans un premier temps, nous de´crivons cette me´thode en la situant dans
le contexte du Chapitre 2. Dans un deuxie`me temps, nous ﬁxons des limites au sein desquelles
il suﬃt d’eﬀectuer une synthe`se a` partir d’un syste`me approximant pour pouvoir conclure.
4.2 Seconde partie.
Dans cette partie, dont l’introduction constitue le Chapitre 4, la me´thode employe´e jusqu’ici est
adapte´e au proble`me de suivi de trajectoires de re´fe´rence de sortie. Celle-ci est constitue´e de
deux parties :
• Ge´ne´ration d’une trajectoire exacte borne´e lorsque qu’une trajectoire de re´fe´rence de sortie
borne´e est donne´e; proble`me conside´re´ au Chapitre 5.
• Stabilisation asymptotique globale d’une trajectoire de re´fe´rence borne´e pour une sous classe
de syste`mes de la forme (23); proble`me conside´re´ au Chapitre 6.
Une application au syste`me pendule-chariot des re´sultat obtenus est pre´sente´ au Chapitre 7.
L’objectif est de donner un mouvement oscillatoire a` l’angle du pendule.
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5 Avertissement.
Dans ce me´moire, nous avons cherche´ a` illustrer nos re´sultats en conside´rant le plus souvent
possible des syste`mes tire´s d’applications pratiques. Ceux-ci restent cependant des exemples
d’e´cole e´tudie´s dans le contexte ide´al seulement : les mode`les sont suppose´s eˆtre parfaits et
les mesures eﬀectue´es eˆtre non perturbe´es. De plus, pour la plupart, d’autres solutions ont
e´te´ propose´es. Nous n’avons pas cherche´ a` faire de comparaisons dont les conclusions, dans ce
contexte trop ide´al, pourraient eˆtre douteuses.
D’une fac¸on plus ge´ne´rale, pre´cisons encore que ce travail n’est pas axe´ sur les de´licates
questions de performance : celles-ci conduiraient a` de trop amples de´veloppements pour qu’elles
soient traite´es ici. Elles pourront faire l’objet de nouvelles e´tudes au cours desquelles la
re´alisation de simulations trouvera tout son inte´reˆt.
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Notations et de´ﬁnitions de base.
• Nous utiliserons souvent le symbole c pour de´signer un nombre re´el strictement positif de
fac¸on ge´ne´rique. On aura alors :
c + c ∗ c = c
• Par < h(x, y) , y >, nous de´signons une matrice dont l’entre´e (i, j) de (< h(x, y) , y >)ij est :
< h(x, y) , y >ij =
∑
k
h(x, y)(k,i,j) yk .
• Nous dirons qu’une fonction f(x) sur Rl est d’ordre p, pour un nombre re´el p, si :
lim sup
|x|−→0
{ |f(x)|
|x|p
}
< +∞ .
• Nous notons :
|x| =
√
xx , |x|Q =
√
xQx ,
ou` Q est une matrice syme´trique de´ﬁnie positive.
• Pour une matrice Φ, nous notons par λΦi une de ces valeurs propres.
• Par V˙(25) nous de´signons la fonction de´ﬁnie par :
V˙(25)(X ) = lim
t→0+
V (X + tϕ(X ))− V (X )
t
. (24)
lorsque cette de´ﬁnition a un sens. L’indice (25) renvoie au nume´ro de l’e´quation diﬀe´rentielle :
X˙ = ϕ(X ) . (25)
Si ϕ est continue et V est Lipschitz continue alors nous avons (voir [83, p.3]) :
lim
t→0+
V (Φ(t,X ))− V (X )
t
= V˙(25)(X ) (26)
ou` Φ(t,X ) est une solution de :
∂Φ
∂t
(t,X ) = ϕ(Φ(t,X )) , Φ(0,X ) = X . (27)
• Pour un champ de vecteurs X , nous de´ﬁnissons re´cursivement l’ope´rateur LkX agissant sur la
fonction a` valeur re´elle h :
L0Xh = h , LXh =
∂h
∂x
X , Lk+1X h = LXL
k
Xh .
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10 Notations et de´ﬁnitions
Pour un champ de matrices Y = (Y1, . . . , Yn) et un champ de vecteurs X , nous de´ﬁnissons
leur crochet de Lie par :
[X, Y ] = ([X, Y1], . . . , [X, Yn]) .
Cela nous permet de de´ﬁnir re´cursivement le champ de matrices adkXY :
ad0XY = Y , ad
k+1
X Y = [X, ad
k
XY ] .
• Pour une fonction de classe C1 a` valeurs re´elle k, nous notons par k′ sa de´rive´e premie`re.
• Une fonction α : [0,+∞) −→ [0,+∞) est dite de classe K si celle-ci est ze´ro en ze´ro et
strictement croissante. Si, de plus, elle diverge vers +∞, elle est alors dite de classe K∞.
• Une fonction saturation σ : R −→ R est une fonction continue, borne´e, diﬀe´rentiable en 0 et
telle que :
σ(s) s > 0 , ∀ s 
= 0 , σ′(0) > 0 , σ|
R+

∈ L1(R+) , σ|R− 
∈ L1(R−) .
Elle est dite saturation line´aire s’il existe un nombre re´el strictement positif L tel que :
σ(s) = s , ∀ |s| ≤ L .
Cas multivariable
σ : Rk → Rk
(s1, . . . , sk) → (σ1(s1), . . . , σ2(sk))
σ est une saturation (resp. line´aire) si chaque σi est une saturation (resp. line´aire).
• Nous utiliserons la terminologie suivante, introduite par Laurent Praly, et que nous re-
streignons en raison de l’usage que nous voulons en faire :
Nous dirons qu’une fonction υ est une fonction de Lyapunov assignable pour le syste`me
commande´
χ˙ = ϕ(χ, u)
si :
• υ est une fonction Lipschitz continue, propre, de´ﬁnie positive.
• Il existe un feedback d’e´tat u(χ) tel que
V˙(2.373)(χ) ≤ 0 , ∀χ .
lorsque le syste`me (5) est boucle´ avec u(χ). Si la ne´gativite´ est stricte pour tout χ 
= 0,
nous dirons qu’elle est strictement assignable.
Partie I
Stabilisation d’un point d’e´quilibre
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Chapitre 1
La technique de Jurdjevic et Quinn.
Lorsque dans le syste`me (23), donne´ dans notre introduction, les termes de couplages h1, e1 et
f1 sont absents, ce syste`me est de la forme :
χ˙ = ϕ(χ) + γ(χ) u + η(χ, u) u , η(χ, 0) ≡ 0 . (1.1)
Pour un tel syste`me, Jurdjevic et Quinn ont propose´ dans [29] une technique de synthe`se de loi
de commande stabilisante relevant de la me´thode d’assignation de fonction de Lyapunov. Les
hypothe`ses requises sont :
1. L’existence d’une fonction υ propre de´ﬁnie positive et de classe C1 telle que la fonction
Lγυ soit continue et :
Lϕυ(χ) ≤ 0 . (1.2)
2. La solution χ = 0 est la seule de :
χ˙ = ϕ(χ) , Lϕυ(χ) = 0 , Lγυ(χ) = 0 . (1.3)
Cette technique va eˆtre la technique de base a` laquelle nous allons nous re´fe´rer pour traiter
le syste`me (23) de l’introduction. Elle n’est pas directement applicable du fait des termes de
couplages. Aussi notre premie`re taˆche va-t-elle eˆtre d’en relaˆcher le plus possible les hypothe`ses.
Ceci est la raison d’eˆtre de ce chapitre.
1.1 Synthe`se de Lyapunov.
1.1.1 Re´sultat.
Commenc¸ons notre analyse en e´tablissant a` nouveau, dans un cadre le´ge`rement plus ge´ne´ral,
(voir e´galement [9, Corollary 1.6]), un re´sultat de Bacciotti se trouvant dans [2, Remark 10.9]
(voir [35] pour une interpre´tation en termes de commande optimale). Conside´rons ainsi le
syste`me suivant : ⎧⎪⎪⎨⎪⎪⎩
x˙1 = h0(x1) + h2(x1, x2, y, u)u
x˙2 = e0(x2) + e2(x1, x2, y, u)u
y˙ = f0(y) + f2(x1, x2, y, u)u
(1.4)
ou` y appartient a` Rn, x1 a` Rm1 , x2 a` Rm2 , u a` Rq.
Nous introduisons les hypothe`ses suivantes :
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Hypothe`se A0 : Les fonctions h0, h2, e0, e2, f0 et f2 sont continues et h0, e0 et f0 sont ze´ro
a` l’origine.
Hypothe`se A1 : Il existe trois fonctions de classe C1 de´ﬁnies positives et propres Q, S et V
telles que :
∂Q
∂x1
(x1)h0(x1) = −R(x1) ≤ 0 ∀x1 , (1.5)
∂S
∂x2
(x2)e0(x2) = −T (x2) < 0 ∀x2 
= 0 , (1.6)
∂V
∂y
(y)f0(y) = −W (y) < 0 ∀ y 
= 0 . (1.7)
Hypothe`se A2 : La seule solution de :
x˙1 = h0(x1) ,
∂Q
∂x1
(x1)h2(x1, 0, 0, 0) = 0 ,
∂Q
∂x1
(x1)h0(x1) = 0 . (1.8)
est la solution x1 = 0.
The´ore`me 1.1 Si les hypothe`ses A0, A1 et A2 sont ve´riﬁe´es, alors pour tout u appartenant a`
(0,+∞], il existe une loi de commande borne´e par u qui fait de l’origine une solution globalement
asymptotiquement stable du syste`me (1.4).
1.1.2 Discussion autour des hypothe`ses du The´ore`me 1.1.
Quoique l’introduction de la variable x2 dans les notations n’apporte rien au The´ore`me 1.1,
puisque x2 et y pourraient eˆtre regroupe´es dans une seule variable sans que le re´sultat en soit
change´, nous avons choisi de pre´senter nos re´sultats comme nous l’avons fait dans l’intention
d’avoir des notations similaires a` celles dont nous aurons besoin par la suite.
1.1.2.1 Hypothe`se A1.
L’hypothe`se A1 exprime le fait que, lorsque u est identiquement e´gal a` ze´ro, le syste`me (1.4)
est bloc diagonalise´ en trois sous syste`mes dont l’origine du premier est globalement stable et
les origines des seconds sont globalement asymptotiquement stables. Dans une certaine mesure,
c’est en exploitant les proprie´te´s de cette structure spe´ciﬁque que le The´ore`me 1.1 se distingue
des re´sultats, par exemple, de [29], [19], [2], [9].
1.1.2.2 Hypothe`se A2.
Ve´riﬁer si l’hypothe`se A2 est satisfaite n’est pas simple. Il existe cependant de multiples condi-
tions connues qui impliquent cette condition (voir [39, 41]). Ainsi par exemple, nous avons :
Lemme 1.2 ([41]) Si les fonctions sont suﬃsamment re´gulie`res, si l’ine´galite´ (1.5) est satis-
faite et s’il existe un entier r tel que, en notant
ĥ2(x1) = h2(x1, 0, 0, 0) , (1.9)
on ait :
Er = {x1 : Lkh0Ladih0 ĥ2Q(x1) = 0 , ∀ k ≤ r , i ≤ n− 1} = {0} . (1.10)
alors l’hypothe`se A2 est satisfaite.
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Le Lemme 1.2 sugge`re que l’hypothe`se A2 est relie´e a` une condition de de´tectabilite´. Si cette
hypothe`se est viole´e, la stabilisation asymptotique peut eˆtre impossible. C’est ce qu’illustre
l’exemple suivant :
Example 1.3 : Conside´rons le syste`me :⎧⎨⎩ ξ˙1 = −ξ2 − u+
(
ξ21 + ξ
2
2
)
u
ξ˙2 = ξ1 − u+
(
ξ21 + ξ
2
2
)
u .
(1.11)
En posant
x1 = (ξ1, ξ2) , M =
(
0 −1
1 0
)
, (1.12)
et en prenant u = 0, on obtient :
˙︷ ︷
|x1|2 = 2x1 Mx1 = 0 . (1.13)
Puisqu’en outre il n’y a pas de sous syste`me en y, l’hypothe`se A1 est satisfaite. D’un autre cote´,
puisque le syste`me : ⎧⎪⎪⎨⎪⎪⎩
x˙1 = Mx1
0 = x1
⎛⎝ −1 + (ξ21 + ξ22)
−1 + (ξ21 + ξ22)
⎞⎠ (1.14)
admet comme solution :
ξ1 = cos(t) , ξ2 = sin(t) . (1.15)
l’hypothe`se A2 n’est pas ve´riﬁe´e. Quelque soit le feedback employe´, (cos(t), sin(t)) est une
solution du syste`me en boucle ferme´e. Puisque cette trajectoire ne converge pas vers ze´ro,
l’origine du syste`me (1.11) ne peut pas eˆtre globalement asymptotiquement stabilise´e. 
Cet exemple met en e´vidence le fait qu’il se peut que la commande ne puisse faire sortir
une solution d’une surface de niveau Q(x1) = q particulie`re. Le re´sultat suivant exploite cette
remarque pour donner une autre condition suﬃsante impliquant l’hypothe`se A2.
Lemme 1.4 Soit Q une fonction de classe C1 et soient h et H des fonctions continues. S’il
existe une fonction continue Λ telle que le syste`me :
x˙ = h(x) + Λ(x)H(x) (1.16)
n’a pas de solution appartenant a` une surface de niveau de Q autre que x = 0, alors x = 0 est
la seule solution de :
x˙ = h(x) , H(x) = 0 ,
∂Q
∂x
(x)h(x) = 0 . (1.17)
Preuve. Soit x(t) une solution de (1.17). Alors :
˙︷ ︷
x(t) = h(x(t)) = h(x(t)) + Λ(x(t))H(x(t)) . (1.18)
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Donc x(t) est solution de (1.16). D’un autre coˆte´ :
˙︷ ︷
Q(x(t)) =
∂Q
∂x
(x(t))
˙︷ ︷
x(t) =
∂Q
∂x
(x(t)) h(x(t)) = 0 . (1.19)
Par conse´quent, x(t) appartient a` une surface de niveau de Q. Donc x(t) est identiquement
e´gale a` ze´ro. 
Ce re´sultat permet de garantir que l’hypothe`se A2 est satisfaite s’il existe une fonction Λ(x1)
telle que les solutions de :
x˙1 = h0(x1) + Λ(x1)
∂Q
∂x1
(x1) h2(x1, 0, 0) (1.20)
autres que la solution nulle n’appartient a` aucune surface de niveau de Q sauf l’origine.
Le fait de trouver des coordonne´es (x1, x2, y) et une fonction Q telles que l’hypothe`se A2
soit satisfaite est donc le point cle´ de cette technique de Jurdjevic et Quinn. En annexe B, nous
proposons deux variantes de cette hypothe`se.
1.1.3 Preuve du The´ore`me 1.1.
Nous avons :
˙︷ ︷
V (y) + Q(x1) + S(x2)(1.4) = −W (y) − R(x1) − T (x2) + G(x1, x2, y, u) u (1.21)
avec :
G(x1, x2, y, u) = ∂V
∂y
(y) f2(x1, x2, y, u) +
∂S
∂x2
(x2) e2(x1, x2, y, u) +
∂Q
∂x1
(x1) h2(x1, x2, y, u) .
(1.22)
Remarquons que, d’apre`s l’hypothe`se de re´gularite´ faite sur V , S, Q et l’hypothe`se A0, la
fonction G est continue.
Avec (1.21), nous voyons que nous avons stabilite´ globale si la commande u est telle que :
G(x1, x2, y, u) u ≤ 0 . (1.23)
Aﬁn d’obtenir stabilite´ asymptotique globale pour (1.4), nous proposons deux manie`res
d’appre´hender cette ine´galite´ :
1. Solution statique :
Lemme 1.5 Soit G(x, u) une fonction au moins continue. Pour tout u appartenant a`
(0,+∞], il existe une fonction λ(x) aussi re´gulie`re que G(x, u) telle que, si :
u(x) = −λ(x)G(x, 0) , (1.24)
alors, pour tout x on a :
|u(x)| ≤ u , (1.25)
G(x, u(x)) u(x) ≤ −12 λ(x) |G(x, 0)|2 . (1.26)
De plus, si G est de classe C1, λ peut eˆtre choisie telles que pour tout c1 ≥ 0, il existe c2 > 0
tel que :
λ(x) ≥ c2 ∀ |x| ≤ c1 . (1.27)
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Preuve : Voir l’annexe C. 
2. Solution dynamique :1 Une des caracte´ristiques principales de la technique de Jurdjevic et
Quinn est qu’elle tire partie d’une proprie´te´ de passivite´. Ainsi, d’apre`s (1.21), le syste`me
d’entre´e u, d’e´tat (x1, x2, y) et de sortie G(x1, x2, y, u) est-il passif. Dans ce contexte, on
sait qu’au lieu de satisfaire l’ine´galite´ (1.23) de fac¸on statique, il suﬃt de la satisfaire de
fac¸on dynamique, i.e. il suﬃt que u soit la sortie d’un syste`me strictement passif d’entre´e
−G(x1, x2, y, u). Ceci se complique un peu du fait de la contrainte qu’il y a sur u. Mais en
s’inspirant des me´thodes frontie`res utilise´es en optimisation (voir par exemple [15, chapter
3]), nous pouvons proposer la commande dynamique :⎧⎨⎩ z˙ = −z −
(
u2 − |z|2)G(x1, x2, y, u) , |z(0)| < u .
u = z
(1.28)
Ce syste`me d’entre´e −G(x1, x2, y, u), d’e´tat z et de sortie u est strictement passif et tel que
l’ensemble {z : |z| < u} est positivement invariant. Ainsi, nous obtenons :
˙︷ ︷
V (y) + Q(x1) + S(x2)− ln
(
u2 − |z|2)
(1.4),(1.28)
= −W (y) − R(x1) − T (x2) − 2|z|
2
u2 − |z|2 .
(1.29)
Cette e´galite´ e´tablit la stabilite´ globale et l’invariance positive de l’ensemble ci-dessus. De
plus :
u ≡ 0 =⇒ G(x1, x2, y, 0)≡ 0 . (1.30)
Les deux solutions pre´ce´dentes garantissent donc de l’existence d’une loi de commande u
continue de norme infe´rieure a` u telle que :
u ≡ 0 =⇒ G(x1, x2, y, 0) = 0 (1.31)
et les de´rive´es (1.21) ou (1.29) sont nulles si et seulement si :
y = 0 , x2 = 0 , u = 0 . (1.32)
En ge´ne´ral, ces lois de commande donnent un syste`me en boucle ferme´ dont le second membre
n’est que continu. Le proble`me possible de non unicite´ des solutions qui en re´sulte fait que le
principe d’invariance de LaSalle classique ne s’applique pas. Cependant, graˆce a` [58, Theorem
2], nous avons le re´sultat suivant :
Lemme 1.6 Soit un syste`me
χ˙ = ϕ(χ) (1.33)
ou` χ appartient a` Rn et ϕ est une fonction continue.
Soient υ : Rn −→ R, une fonction Lipschitz continue et ω : Rn −→ R, une fonction
continue et positive telles que :
υ˙ (1.33)(χ) = −ω(χ) ≤ 0 , ∀χ . (1.34)
Alors, toutes les solutions de (1.33) qui sont borne´es sur [0,+∞) tendent vers le plus grand
ensemble quasi-invariant2 contenu dans {χ ∈ Rn :ω(χ) = 0}.
1Initialement propose´e dans [28].
2Un ensemble E est dit eˆtre quasi-invariant par rapport a` (1.33) si, pour tout χ ∈ E, il existe au moins une
solution maximale de (1.33), de´ﬁnie sur [0,+∞) qui est contenue dans E.
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Ce lemme s’applique directement au syste`me (1.4) boucle´ avec u. Dans ce cas, il s’agit de
de´terminer le plus grand ensemble quasi-invariant contenu dans l’ensemble :
{(x1, x2, y) : y = 0 , x2 = 0 , u = 0} .
Les proprie´te´s de u, e´crites ci-dessus, font que cet ensemble quasi-invariant est contenu dans :
{(x1, x2, y) : x2 = 0 , y = 0 , R(x1) = 0 , G(x1, 0, 0, 0) = 0} .
Avec la de´ﬁnition (1.22) de G et l’hypothe`se A2, nous concluons que cet ensemble quasi-invariant
est re´duit a` l’origine. Donc la commande u est globalement asymptotiquement stabilisante.
Il est a` noter que notre commande rend la de´rive´e
˙︷ ︷
V (y) + Q(x1) + S(x2)(1.4) ou
˙︷ ︷
V (y) + Q(x1) + S(x2)− ln
(
u2 − |z|2)
(1.4),(1.28)
de´ﬁnie ne´gative si, pour tout x1 
= 0,∣∣∣∣ ∂Q∂x1 (x1)h0(x1)
∣∣∣∣ + ∣∣∣∣ ∂Q∂x1 (x1) h2(x1, 0, 0, 0)
∣∣∣∣ 
= 0 . (1.35)
Remarquons enﬁn que la technique d’ajout d’inte´grateur peut se combiner avec la preuve Lya-
punov que nous venons d’eﬀectuer et cela meˆme dans les cas ou` la conclusion s’obtient en
appliquant le principe d’invariance de LaSalle, pourvu toutefois que les fonctions qui intervi-
ennent soient au moins de classe C1. Il suﬃt en eﬀet pour cela d’appliquer [10, Lemma 1] au
syste`me conside´re´. 
1.1.4 Applications.
1.1.4.1 Un syste`me composite partiellement line´aire.
Le The´ore`me 1.1 permet de retrouver certains re´sultats de´ja` e´te´ publie´s. En particulier, nous
pouvons a` nouveau de´montrer [60, Theorem 1] :
Corollaire 1.7 Conside´rons le syste`me partiellement line´aire suivant :⎧⎨⎩
x˙1 = Mx1 + Dy1
y˙ = f(y) + f2(x, y, y1)y1
y˙1 = u
(1.36)
ou` f et f2 sont de classe C1. Si :
1. La matrice M est stable,
2. L’origine du sous syste`me en y, lorsque y1 conside´re´ comme une entre´e est identiquement
e´gal a` 0, est globalement asymptotiquement stable,
3. La paire (M,D) est stabilisable,
alors il est possible de faire que l’origine soit une solution globalement asymptotiquement stable
du syste`me (1.36).
Avant de de´buter la preuve de ce corollaire, faisons la remarque suivante qui prolonge le
Lemme 1.4 dans un cas particulier :
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Fait 1.8 Si la paire (M,D) est stabilisable et s’il existe une matrice syme´trique de´ﬁnie positive
Q telle que :
QM + MQ ≤ 0 , (1.37)
alors x1 = 0 est l’unique solution de :
x˙1 = M x1 , x1 QD = 0 , x

1 QM x1 = 0 . (1.38)
Preuve : Voir l’annexe D. 
Preuve du corollaire 1.7 : Le Fait 1.8 et la stabilite´ de M impliquent que l’hypothe`se
A2 est satisfaite par le sous syste`me en (x1, y) de (1.36) avec y1 conside´re´ comme commande.
Puisque d’apre`s les hypothe`ses 1 et 2, l’hypothe`se A1 est e´galement ve´riﬁe´e, il s’en suit graˆce au
The´ore`me 1.1 que, l’origine peut eˆtre rendue solution globalement asymptotiquement stable de
ce sous syste`me. En fait, une analyse pousse´e montre que si f2 est une fonction de classe C1, il
existe une fonction y1(x1, y) qui est de classe C1 et qui stabilise globalement asymptotiquement
l’origine du sous syste`me en (x1, y) de (1.36) avec y1 comme entre´e. Alors, en appliquant la
technique d’ajout d’une inte´gration, (voir [80, 5]), le re´sultat s’en suit. 
1.1.4.2 Stabilisation pour un syste`me d’Euler-Lagrange.
Conside´rons un syste`me d’Euler-Lagrange comple`tement controˆle´ avec pour “forces” ge´ne´ralise´es
F , pour coordonne´es ge´ne´ralise´es q, pour matrice d’“inertie” uniforme´ment de´ﬁnie positive I(q)
et pour potentiel, disons C2, U(q). La dynamique d’un tel syste`me est donne´e par les e´quations :
˙︷ ︷
∂L
∂q˙
(q, q˙) =
∂L
∂q
(q, q˙) + F , (1.39)
ou` L est le Lagrangien :
L(q, q˙) = 12 q˙
I(q)q˙ − U(q) . (1.40)
Choisissons une fonction Ud de classe C2 telle que le potentiel modiﬁe´ :
Um = U + Ud (1.41)
soit radialement non borne´ et ait un unique point stationnaire q = qd. Conside´rons la fonction :
V1(q, q˙) =
1
2
q˙I(q)q˙ + Um(q) . (1.42)
Elle est de´ﬁnie positive, radialement non borne´e et de classe C2. De plus, en prenant :
F = − ∂Ud
∂q
(q) + u , (1.43)
on obtient :
V˙1 = uq˙ . (1.44)
Il s’en suit que l’hypothe`se A1 est ve´riﬁe´e. En outre, on peut ve´riﬁer qu’avec un tel choix pour
Ud, l’hypothe`se A2 est ve´riﬁe´e. En eﬀet, en exploitant (1.39), nous obtenons :
q˙(t) ≡ 0 =⇒ ∂Um
∂q
(q(t)) ≡ 0 . (1.45)
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Par conse´quent, la commande :
u(q, q˙) = − q˙ . (1.46)
assigne V1 et est globalement asymptotiquement stabilisante.
Cette loi de commande (1.46) fait intervenir q˙ qui peut n’eˆtre pas mesurable. Pour supprimer
cette de´pendance en q˙, nous allons utiliser la proprie´te´ de passivite´ remarque´e dans la solution
dynamique de la preuve du The´ore`me 1.1. Pre´cise´ment ici, le syste`me (1.39) d’entre´e u, d’e´tat
(q, q˙) et de sortie q˙ est passif. Pour obtenir notre re´sultat, il nous suﬃt donc d’exhiber un
syste`me strictement passif d’entre´e q˙ et sortie −u. Nous conside´rons donc le syste`me :
x˙ = −x + q . (1.47)
Ce syste`me, avec q˙ pour d’entre´e, x pour e´tat et q − x pour sortie, est strictement passif. En
eﬀet, nous avons :
1
2
˙︷ ︷
|x− q|2 = −|x− q|2 + (q − x)q˙ . (1.48)
Ceci nous ame`ne au choix :
u(q, x) = x− q . (1.49)
Ve´riﬁons que nous avons bien stabilite´ asymptotique globale. Pour cela, nous prenons :
V (q, q˙, x) = V1(q, q˙) +
1
2
(x− q)(x− q) . (1.50)
Nous obtenons :
V˙ = − (x− q)(x− q) . (1.51)
Ceci de´montre la stabilite´ globale. Pour montrer l’attractivite´, nous appliquons le principe
d’invariance de LaSalle. Nous remarquons que :
u(q, x) ≡ 0 =⇒ x˙ ≡ q˙ ≡ 0 . (1.52)
Mais avec (1.39), (1.40) et (1.43), nous avons :
{u(q, x) ≡ 0 , q˙ ≡ 0} =⇒ ∂Um
∂q
(q) ≡ 0 . (1.53)
Le seul point stationnaire de Um e´tant le point de´sire´ qd, nous pouvons conclure a` la convergence
de toutes les solutions (q(t), q˙(t), x(t)) vers (qd, 0, 0). 
1.2 Changement de coordonne´es.
La forme (1.4) et les hypothe`ses A1 et A2 de´pendent des coordonne´es. Nous reviendrons plus
longuement sur cet aspect dans la section 2.3. Pour le moment contentons nous d’une application.
1.2.1 Le syste`me pendule chariot.
Reprenons les e´quations de la dynamique normalise´e du syste`me pendule-chariot e´crites en (11) :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙ = s
s˙ = u
θ˙ = ω
ω˙ = sin(θ)− cos(θ)u
(1.54)
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Pour simpliﬁer les notations, nous avons supprime´ l’indice 0 et repris la notation usuelle ·˙ bien
que le temps soit normalise´.
L’objectif que nous nous proposons est celui de la stabilisation du chariot a` une position
donne´e et du pendule le long de sa solution homocline. L’inte´reˆt pratique d’un tel objectif
est que, si il est re´alise´, alors en temps ﬁni, toutes les solutions atteindront un voisinage du
point d’e´quilibre de´sire´ – avec le pendule en position verticale haute –. On obtient ainsi une
phase d’initialisation pour une loi de commande qui ne serait de´ﬁnie qu’au voisinage de ce point
d’e´quilibre.
L’orbite homocline du pendule est de´crite par l’e´quation :
E = 1 , (1.55)
ou` E est la fonction e´nergie :
E =
1
2
ω2 + cos(θ) . (1.56)
Pour re´aliser notre objectif, nous proce´dons en deux e´tapes. Dans la premie`re, nous nous
inte´ressons au sous-syste`me en (s, θ, ω). Dans la seconde, nous nous inte´ressons au syste`me
complet. En eﬀet, en remarquant que nous avons :
E˙ = − cos(θ)ωu , (1.57)
nous voyons que la dynamique du sous-syste`me en (s, θ, ω) est partiellement de´crite par
s˙ = u ,
E˙ = − cos(θ)ωu ,
(1.58)
syste`me de la forme (23) mais en un sens plus ge´ne´ral. Dans cet esprit, le syste`me complet est
partiellement de´crit par :
x˙ = s ,
s˙ = u ,
E˙ = − cos(θ)ωu .
(1.59)
Ces e´quations ne sont pas sous la forme (23) puisque s dans l’e´quation de x˙ est un terme de
couplage. Nous verrons cependant que nous pouvons contourner cette diﬃculte´ en choisissant
une autre coordonne´e que x.
Le sous syste`me en (s, θ, ω) : Conside´rons le syste`me suivant :
s˙ = u1 , θ˙ = ω , ω˙ = sin(θ)− cos(θ)u1 . (1.60)
Soit :
V1(s, θ, ω) = Φ1(E − 1) + ks2 s
2 , (1.61)
ou` ks est un re´el strictement positif et Φ1 est une fonction de classe C2, de´ﬁnie positive et
radialement non borne´e qui satisfait :
max
{
Φ′1(s), |Φ′′1(s)|
} ≤ kE
2
√
s+ 2
, ∀ s > 2 (1.62)
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ou` kE est un nombre qui appartient a` (0, 1]. On obtient :
V˙1 =
[−Φ′1(E − 1)ω cos(θ) + kss] u1 . (1.63)
Par conse´quent, le The´ore`me 1.1 s’applique et V1 est assigne´ pour (1.60) par la loi de commande :
u1(s, θ, ω) =
Φ′1(E − 1)ω cos(θ)− kss
1 + |s|+Φ′′1(E − 1)ω cos(θ) sin(θ)
. (1.64)
Le syste`me entier : Pour traiter maintenant le syste`me (1.54), nous cherchons une coor-
donne´e, jouant le roˆle de x mais telle que sa de´rive soit nulle lorsque la commande est u1 de´ﬁnie
ci-dessus. Cet objectif est re´alise´ en prenant :
ξ = ksx+ s +
s|s|
2
− Φ′1(E − 1) sin(θ) . (1.65)
En eﬀet, en de´ﬁnissant u2 comme u = u1 + u2, on obtient :
ξ˙ =
[
1 + |s|+Φ′′1(E − 1)ω cos(θ) sin(θ)
]
u2 . (1.66)
Les hypothe`se A1 et A2 sont ve´riﬁe´es. Par conse´quent, la fonction :
V2(x, s, θ, ω) = Φ1(E − 1) + ks2 s
2 + Φ2(ξ) (1.67)
ou` Φ2 est une fonction de classe C1, de´ﬁnie positive et radialement non borne´e, est assigne´e
par :
u2(x, s, θ, ω) = −σ
(
Φ′2(ξ)− u1(s, θ, ω)
)
(1.68)
ou` σ est une fonction saturation. En poursuivant l’analyse, on peut se rendre compte que
l’objectif de stabilisation ﬁxe´ au de´part est re´alise´ pour toutes conditions initiales, sauf peut-
eˆtre celles prises dans un ensemble de mesure nulle qui est la varie´te´ stable associe´e a` la position
verticale basse du pendule. Remarquons que la loi de commande ﬁnale u1 + u2 est borne´e et
peut eˆtre rendue arbitrairement petite.
Chapitre 2
Ajout d’inte´gration : changement de
coordonne´es.
2.1 Introduction.
L’objectif de ce chapitre est d’e´tendre la technique de Jurdjevic et Quinn a` une classe plus large
de syste`mes. Pre´cise´ment, nous modiﬁons (1.4) en introduisant des termes de couplage qui sont
identiquement e´gaux a` ze´ro quand y est identiquement e´gal a` ze´ro :⎧⎪⎨⎪⎩
x˙1 = h0(x1) + h1(x1, x2, y)y+ h2(x1, x2, y, u)u
x˙2 = e0(x2) + e1(x1, x2, y)y+ e2(x1, x2, y, u)u
y˙ = f0(y) + f1(x1, x2, y)y + f2(x1, x2, y, u)u
(2.1)
Et faisons la premie`re hypothe`se suivante :
Hypothe`se B0 : Les fonctions h0, h1y, h2, e0, e1y, e2, f0, f1y et f2 sont de classe C0 et h0,
e0 et f0 sont ze´ro a` l’origine.
Dans le contexte du The´ore`me 1.1, ces termes de couplage h1, e1 et f1 sont geˆnants. Pourtant
la stabilisabilite´ asymptotique globale peut n’eˆtre possible qu’en raison de la pre´sence de ces
termes. Ainsi, le syste`me line´aire ⎧⎨⎩ X˙1 = a YY˙ = −Y + u (2.2)
est-il stabilisable si et seulement si a 
= 0, i.e. si et seulement si un terme de couplage est
pre´sent. Comme nous l’avons remarque´ a` la section 1.2, on peut espe´rer que re´crire (2.1) dans
des coordonne´es approprie´es permette de retrouver la forme (1.4). Ainsi, en posant :
x1 = X1 + a Y , y = Y , (2.3)
le syste`me (2.2) devient : ⎧⎨⎩ x˙1 = a uy˙ = −y + u (2.4)
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de sorte que les hypothe`ses A1 et A2 sont alors satisfaites lorsque a 
= 0. Malheureusement,
l’espoir de trouver explicitement ces coordonne´es approprie´es est vain en ge´ne´ral. Se pose donc la
question de savoir s’il y a moyen de se contenter d’une approximation “calculable” du changement
de coordonne´es ide´al mais “incalculable”.
Dans ce qui suit, nous commenc¸ons par de´ﬁnir un contexte dans lequel la stabilisation
asymptotique globale peut eˆtre e´tablie qui est le moins restrictif concernant les termes h1, e1 et
f1 que nous avons pu obtenir. Celui-ci ﬁxe les objectifs que devront atteindre les changements
de coordonne´es, e´tudie´s dans un deuxie`me temps, pour donner la “presque-annulation” de ces
termes.
2.2 Synthe`se de Lyapunov.
2.2.1 Re´sultat.
Dans (1.4), lorsque u est nul, le sous syste`me en (x1, x2) est faiblement dissipatif. Dans (2.1),
ce sous syste`me est perturbe´ par un terme de´pendant de y. Ainsi d’une certain fac¸on, les
composantes x1 et x2 inte`grent-elles des fonctions de y – d’ou` ce nom d’ajout d’inte´gration –.
Or, graˆce a` des proprie´te´s de stabilite´ asymptotique du sous-syste`me en y, on peut espe´rer que
ses solutions y(t) sont inte´grables en un certain sens. C’est cette proprie´te´ d’inte´grabilite´ que
nous allons chercher a` exploiter pour montrer que la technique de Jurdjevic et Quinn introduite
pour (1.4) s’applique a` (2.1). Pour cela, nous supposons que le syste`me (2.1), prive´ des non
line´arite´s h1y, e1y et f1y, ve´riﬁe les hypothe`ses A1 et A2 que nous reprenons ici pour faciliter
la lecture.
Hypothe`se B1 : Il existe trois fonctions de classe C1 de´ﬁnies positives et propres Q, S et V
telles que :
∂Q
∂x1
(x1)h0(x1) = −R(x1) ≤ 0 ∀x1 , (2.5)
∂S
∂x2
(x2)e0(x2) = −T (x2) < 0 ∀x2 
= 0 , (2.6)
∂V
∂y
(y)f0(y) = −W (y) < 0 ∀ y 
= 0 . (2.7)
Hypothe`se B2 : La solution x1 = 0 est la seule solution de :
x˙1 = h0(x1) ,
∂Q
∂x1
(x1)h2(x1, 0, 0, 0) = 0 ,
∂Q
∂x1
(x1)h0(x1) = 0 . (2.8)
Ces hypothe`ses ne permettent pas d’appliquer la technique de Jurdjevic et Quinn directement.
En eﬀet, lorsque u = 0, on a :
˙︷ ︷
Q(x1) + S(x2) + V (y) = −R(x1) − T (x2) − W (y) + ∂Q∂x1 (x1)h1(x1, x2, y)y (2.9)
+ ∂S∂x2 (x2)e1(x1, x2, y)y +
∂V
∂y (y)f1(x1, x2, y)y .
Par conse´quent, Q(x1)+S(x2)+V (y) ne permet pas d’obtenir (1.2). Pour parvenir a` construire
une fonction υ satisfaisant (1.2) que requiert la technique de Jurdjevic et Quinn, et donc
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garantir la stabilite´ du syste`me (2.1) a` commande nulle, introduire des contraintes sur h1, e1, f1
est ne´cessaire. Tel est le roˆle de la condition (2.10) de l’hypothe`se B3.1 qui suit. Par ailleurs,
la technique de Jurdjevic et Quinn requiert d’une part que la fonction a` assigner soit Lipschitz
continue et d’autre part que sa de´rive´e le long du syste`me a` stabiliser boucle´ avec une certaine loi
de commande soit continue et cela aﬁn que le principe d’invariance de LaSalle puisse s’appliquer.
Ceci justiﬁe la pre´sence de la condition (2.12) de l’hypothe`se B3.1 et de l’hypothe`se B3.2 qui
suivent.
Hypothe`se B3:
B3.1 : Il existe une fonction ρ positive, de´ﬁnie et continue sur [0,+∞) et une fonction κ
positive, de´ﬁnie et continue sur (0,+∞), telles que :∣∣∣∣ ∂Q∂x1 (x1) h1(x1, x2, y) y
∣∣∣∣ + ∣∣∣∣ ∂S∂x2 (x2) e1(x1, x2, y) y
∣∣∣∣ ≤ (2.10)√
κ(V (y))W (y) (1 + ρ(Q(x1) + S(x2)))
[√
κ(V (y))W (y) (1 + ρ(Q(x1) + S(x2))) +
√
T (x2)
]
.
et de plus, κ et ρ sont telles que :
1
1 + ρ

∈ L2 ([0,+∞)) , (2.11)
∀ c1 > 0 , ∃ c2 : {y ∈ Rn\{0} , |y| ≤ c1} =⇒ κ(V (y))
∣∣∣∣∂V∂y (y)
∣∣∣∣ ≤ c2 . (2.12)
Enﬁn, V , W et f1 ve´riﬁent :
∂V
∂y
(y) f1(x1, x2, y) y ≤ 14 W (y) . (2.13)
B3.2 :La fonction κ(V (y)) ∂V∂y (y)f2(x1, x2, y, u) est continue sur R
n ×Rm1 ×Rm2 ×Rq.
The´ore`me 2.1 Si les hypothe`ses B0, B1, B2 et B3 sont ve´riﬁe´es, alors pour tout u appar-
tenant a` (0,+∞], l’origine du syste`me (2.1) est globalement asymptotiquement stabilisable par
un feedback d’e´tat borne´ par u et ze´ro a` l’origine.
2.2.2 Discussion autour des hypothe`ses du The´ore`me 2.1.
Les hypothe`ses B1 et B2 sont identiques aux hypothe`ses A1 et A2 du The´ore`me 1.1. Les
nouvelles hypothe`ses introduites sont B3.1 et B3.2.
L’hypothe`se B3.1. L’hypothe`se B3.1 concerne les termes de couplage h1, e1, f1 et a pour but
de limiter l’importance de ceux-ci suﬃsamment pour que la technique de Jurdjevic et Quinn
puisse eˆtre e´tendue au syste`me (2.1) :
• La condition (2.13) implique que, quelques puissent eˆtre les fonctions (mesurables) x1(t), x2(t),
le terme f1 n’oˆte pas la proprie´te´ de stabilite´ asymptotique a` l’origine du sous syste`me en y.
• Les autres conditions de B3.1 apportent des restrictions sur les comportements de h1 et de
e1. Plus pre´cise´ment,
– La condition de re´gularite´ (2.12) est une contrainte qui porte sur un voisinage de y = 0.
– A` l’inverse, la condition de non inte´grabilite´ (2.11) est une contrainte a` l’inﬁni en (x1, x2).
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Voici un cas simple dans lequel ces conditions sont satisfaites. Il est constitue´, en plus
des hypothe`ses B1 et B2, de l’ensemble des trois hypothe`ses suivantes, introduites dans [28] et
supposant :
f1(x1, x2, y) ≡ 0 , (2.14)
1. La solution y = 0 de y˙ = f0(y) est localement exponentiellement stable.
2. Les fonctions Q et S ve´riﬁent :
lim sup
|x1|→+∞
∣∣∣ ∂Q∂x1 (x1)∣∣∣ |x1|
Q(x1)
< +∞ , lim sup
|x2|→+∞
∣∣∣ ∂S∂x2 (x2)∣∣∣ |x2|
S(x2)
< +∞ . (2.15)
3. Il existe une fonction continue1 γ telle que, pour tout (x1, x2, y),
|h1(x1, x2, y)| ≤ (1 + |x1|) γ(|y|) , |e1(x1, x2, y)| ≤ (1 + |x2|) γ(|y|) . (2.16)
En eﬀet, graˆce point 3 puis 2, l’ine´galite´ (2.10) s’e´crit :∣∣∣∣ ∂Q∂x1 (x1) h1(x1, x2, y) y
∣∣∣∣ + ∣∣∣∣ ∂S∂x2 (x2) e1(x1, x2, y) y
∣∣∣∣ (2.17)
≤
[∣∣∣∣ ∂Q∂x1 (x1)
∣∣∣∣ (1 + |x1|) + ∣∣∣∣ ∂S∂x2 (x2)
∣∣∣∣ (1 + |x2|)] |y| γ(|y|) , (2.18)
≤ c1 [1 +Q(x1) + S(x2)] |y| γ(|y|) , (2.19)
ou` c1 est un nombre re´el positif. Il nous suﬃt donc de choisir les fonctions ρ et κ ve´riﬁant :
ρ(s) =
√
1 + s− 1 , c1 |y| γ(|y|) ≤ κ(V (y))W (y) , (2.20)
les fonctions V et W e´tant celles donne´es par l’hypothe`se B1. Ainsi (2.11) est satisfaite. De
plus, avec le point 1, les fonctions V et W peuvent eˆtre prises telles que :
α1|y|2 < V (y) < α2|y|2 , α3|y|2 < W (y) < α4|y|2 , ∀ y : |y| ≤ α5 (2.21)
ou` les αi sont des nombres re´els strictement positifs (voir le Lemme 6.2 et l’Annexe G). Comme
V est de classe C1, on a de plus : ∣∣∣∣∂V∂y (y)
∣∣∣∣ ≤ α6|y| (2.22)
ou` α6 est un nombre re´el strictement positif. Donc, pour satisfaire (2.12), il suﬃt de prendre,
pour s ≤ 1,
κ(s) =
c3√
s
, (2.23)
ou` c3 est un nombre re´el positif. Graˆce au Lemme E.1, la de´ﬁnition de κ peut eˆtre prolonge´e
sur ]1,+∞[ de telle sorte que (2.20) soit satisfaite. Enﬁn, avec (2.14), (2.13) est trivialement
ve´riﬁe´e. Nous avons donc montre´ que l’hypothe`se B3.1 est satisfaite.
1non ne´cessairement nulle en ze´ro.
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L’hypothe`se B3.2 L’hypothe`se B3.2 impose une condition de re´gularite´ supple´mentaire en
y = 0. Par exemple, dans le contexte des trois points du paragraphe pre´ce´dent, le point 1 fait
que la fonction V peut eˆtre prise C2 au voisinage de 0 et telle que :
lim sup
y→0
∣∣∣∂V∂y (y)− y ∂2V∂y2 (0)∣∣∣
W (y)
< +∞ . (2.24)
Avec (2.12), on en de´duit que B3.2 implique la continuite´ de la fonction
|y|κ(V (y)) y|y| ∂
2V
∂y2 (0)f2(x1, x2, y, u) . Or, s’il existe un point (x1, u) tel que :
f2(x1, 0, 0, u) 
= 0 , (2.25)
la fonction y

|y|
∂2V
∂y2
(0)f2(x1, x2, y, u) est discontinue en y = 0. Il est donc ne´cessaire d’avoir :
lim
y→0
|y| κ(V (y)) = 0 . (2.26)
Mais alors, avec (2.20) et (2.21), on obtient la contrainte suivante :
γ(0) = 0 . (2.27)
En re´sume´, dans le contexte des trois hypothe`ses du paragraphe pre´ce´dent, si (2.25) est ve´riﬁe´e
en un point, l’hypothe`se B3.2 implique, en particulier, que la fonction h1(x1, x2, y)y a un ze´ro
d’ordre strictement supe´rieur a` 1 en y = 0. (Voir les de´ﬁnitions de base). Remarquons que
la condition (2.25) est une condition ne´cessaire de stabilisabilite´ asymptotique dans le cas ou`
h2 ≡ 0, f2 ne de´pendent pas de u et ou` x1 = 0 est une solution de x˙1 = h0(x1) stable mais non
asymptotiquement stable. En eﬀet, si le syste`me est asymptotiquement stabilisable, d’apre`s le
The´ore`me d’Artstein [1], il existe une fonction aussi re´gulie`re que l’on veut υ, de´ﬁnie positive
et propre telle que :
∂υ
∂y (x1, x2, y) = 0 , (x1, x2, y) 
= 0 (2.28)
=⇒ ∂υ∂x1 (x1, x2, y) (h0(x1) + h1(x1, x2, y)y)+ ∂υ∂x2 (x1, x2, y) (e0(x2) + e1(x1, x2, y)y) < 0 .
En particulier, pour y = 0, x2 = 0, on obtient :{
∂υ
∂y (x1, 0, 0)f2(x1, 0, 0) = 0
x1 
= 0
}
=⇒ ∂υ
∂x1
(x1, 0, 0)h0(x1) < 0 . (2.29)
Mais si f2(x1, 0, 0) = 0 pour tout x1, alors on aurait
∂υ
∂x1
(x1, 0, 0)h0(x1) < 0 , ∀x1 
= 0 . (2.30)
Ceci est en contradiction avec l’hypothe`se faite que x1 = 0 n’est pas solution asymptotiquement
stable de x˙1 = h0(x1).
Pour permettre au lecteur de se faire une ide´e plus pre´cise de ce que sont B3.1, B3.2 et du
lien qui les lies, nous proposons l’exemple suivant :
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Example 2.2 : Soit le syste`me de dimension trois suivant2 :⎧⎪⎨⎪⎩
x˙1 = yn1 + x
a1
1 y
p1 + xb12 y
m1 + h2(x1, x2, y, u)u
x˙2 = −xc22 + yn2 + xa21 yp2 + xb22 ym2
y˙ = − yq + yqf1 + yru
(2.31)
ou` la fonction h2 est C1, les exposants a1, a2, b1, b2, c2, q et r sont non ne´gatifs et les exposants
p1, p2, m1, m2, n1 et n2 sont supe´rieurs ou e´gaux a` 1. Pour simpliﬁer, prenons c2 = 1 et b1 ≥ 1.
L’hypothe`se B1 est satisfaite si nous prenons :
V (y) =
1
2
|y|2 , Q(x) = S(x) = 1
2
|x|2 . (2.32)
On obtient en eﬀet :
W (y) = |y|q+1 , R(x1) = 0 , T (x2) = |x2|2 . (2.33)
L’hypothe`se B2 se re´duit a` la condition :
h2(x1, 0, 0, 0) 
= 0 , ∀x1 
= 0 . (2.34)
L’ine´galite´ (2.13) est satisfaite si :
|f1| ≤ 14 . (2.35)
Enﬁn, nous montrons en Annexe I, qu’avec le choix fait ci-dessus pour les fonctions V , Q et S,
une condition ne´cessaire et suﬃsante pour que B3 soit ve´riﬁe´e est que ce qui suit le soit :
max{a1, b2, a2} ≤ 1 , b1 = 1 , (2.36)
et
q < min{n1, p1, 2n2, 2m2, 2p2, 2m1} (2.37)
ou bien
q = min {n1, p1, 2n2, 2m2, 2p2, 2m1} , r > 0 . (2.38)
Les conditions (2.36) donnent des bornes supe´rieures pour les exposants des termes en x1 et x2.
Ceci traduit bien une limitation sur le comportement a` l’inﬁni en ces variables.
Avec (2.37) ou (2.38), c’est le phe´nome`ne inverse qui se produit pour les exposants des termes
en y. Cette fois c’est le comportement autour de y = 0 qui est en question. Or, pour ce qui est
du syste`me ge´ne´ral (2.1), il apparaˆıt que de fac¸on ge´ne´rique, le terme de gauche de (2.10) n’est
que d’ordre 1 en y = 0 ce qui implique que κ(V (y))W (y) doit eˆtre e´galement d’ordre 1 en y = 0.
Pour le syste`me (2.31), ceci se traduit par l’e´galite´ :
min{n1, p1, m1, n2, p2, m2} = 1 . (2.39)
Il est donc ne´cessaire que le sous syste`me en y ait au voisinage de y = 0 une attractivite´
suﬃsamment forte pour que (voir (2.37) et (2.38)) :
q ≤ 2 . (2.40)
En remarquant que q = 1 garanti la stabilite´ exponentielle, il devient aise´ de comprendre la
raison pour laquelle nous avons mentionne´ au cours de notre discussion sur l’hypothe`se B3.1, la
condition de stabilite´ exponentielle locale de l’origine du syste`me y˙ = f0(y). 
2La notation xα repre´sente la fonction signe(x)|x|α.
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2.2.2.1 Stabilite´ du sous-syste`me en (x1, x2) lorsque y = 0 et u = 0.
D’apre`s l’hypothe`se B1, l’origine doit eˆtre une solution stable pour chacun des syste`mes x˙1 =
h0(x1) et x˙2 = e0(x2). Cette restriction est justiﬁe´e par l’exemple suivant qui est obtenu en
modiﬁant [34, Example 3.4].
Example 2.3 : Conside´rons le syste`me :⎧⎨⎩ x˙ = mx + u ,y˙ = − ay − y3 − y3 u (2.41)
ou` a est un nombre re´el strictement positif. Les hypothe`ses B2 et B3 sont satisfaites, mais
B1 ne l’est que si m ≤ 0. En fait, pour m > 2a, il n’existe pas de feedback dynamique
asymptotiquement stabilisant. En eﬀet, dans ce cas, l’ensemble
E =
{
(x, y)
∣∣∣∣ y 
= 0 12y2 − x + 1m ≤ 0
}
,
dont l’adhe´rence ne contient pas l’origine, est positivement invariant quoique u puisse eˆtre.
Prouvons cela :
˙︷ ︷
1
2y2
− x+ 1
m
= − 1
y3
(− ay − y3 − y3u)− (mx+ u)
= ay2 + 1− mx
= m
(
a
my2 +
1
m − x
)
< m
(
1
2y2
− x+ 1m
)
≤ 0 .
(2.42)
Nous en de´duisons que, dans le cas ge´ne´ral, x˙1 = h0(x1) et x˙2 = e0(x2) ne peuvent eˆtre
instables sans une hypothe`se supple´mentaire sur f0. 
2.2.2.2 Restriction sur le comportement a` l’inﬁni en (x1, x2) de h1 et e1
Nous avons remarque´ que la condition de non inte´grabilite´ (2.11) impose une restriction sur
le comportement a` l’inﬁni en (x1, x2) des fonctions h1 et e1. Cette restriction ne doit pas
surprendre. En eﬀet, elle a pour but de pre´venir un phe´nome`ne d’instabilite´ fort semblable a`
celui dit de peaking mis en lumie`re dans [67] et dans [69]. Dans [67], il est notamment prouve´
que, pour toute commande en boucle ouverte, il existe des trajectoires du syste`me :⎧⎪⎨⎪⎩
x˙1 = (x1y1 − 1)x31 +
(
x1y1 + y22 − 1
)
x1
y˙1 = y2
y˙2 = −y1 − y2 + u
(2.43)
qui vont a` l’inﬁni en temps ﬁni. Le fait que, pour tout (y1, y2) 
= 0, la fonction x1 −→ x41+x21, qui
multiplie y1, ne puisse eˆtre majore´e par une fonction ρ
(
x21
)
, telle que 1
(1+ρ)2
soit non inte´grable,
joue un roˆle pre´ponde´rant.
L’exemple qui suit montre, de fac¸on plus spe´ciﬁque que (2.43), qu’il est impossible de sup-
primer cette hypothe`se de non inte´grabilite´ de 1
(1+ρ)2
sans en imposer quelqu’autres.
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Example 2.4 : Lorsque nous avons e´tudie´ le syste`me (2.31), nous avons vu que (2.11) impliquait
a1 ≤ 1. L’exemple de syste`me que nous conside´rons maintenant montre que des syste`mes qui ne
ve´riﬁent pas cette condition, mais ve´riﬁent toutes les autres impose´es par B1, B2 et B3 peuvent
ne pas eˆtre globalement asymptotiquement stabilisables.
Conside´rons le syste`me : ⎧⎨⎩ x˙1 = u1+u2 + y2xn1y˙ = − 12y (2.44)
avec n ≥ 1. L’hypothe`se B1 est ve´riﬁe´e avec :
Q(x1) = 12 x
2
1 , V (y) =
1
2 y
2 . (2.45)
L’hypothe`se B2 l’est aussi puisque :
∂Q
∂x1
(x1).1 = 0 ⇐⇒ x1 = 0 . (2.46)
Cas n = 1 : On obtient alors un syste`me du type (2.31) satisfaisant (2.36). L’hypothe`se B3 est
donc satisfaite.
Cas n > 1 : Remarquons tout d’abord qu’il n’existe pas de fonction ρ telle que 1
(1+ρ)2
soit non
inte´grable et que l’ine´galite´ : ∣∣x1y2xn1 ∣∣ ≤ y2(1 + ρ(12x21
))
. (2.47)
soit ve´riﬁe´e. Nous ne savons donc pas ve´riﬁer si l’hypothe`se B3 est satisfaite.
En fait, dans ce cas, le syste`me (2.44) n’est pas globalement asymptotiquement stabilisable.
Pour montrer ceci, il suﬃt de remarquer que l’ensemble
{
(x1, y) : x1 > 1 , y2xn−11 >
4
n−1 + 3
}
,
qui ne contient pas l’origine dans son adhe´rence, est positivement invariant quoique u puisse
eˆtre. En eﬀet, en posant :
z = y2xn−11 , (2.48)
on a l’implication :
{(x1, y) ∈ E} =⇒ {z˙ > 0 , x˙1 > 0} . (2.49)
Cette implication re´sulte du fait que, pour tout point de E, on a :
1
2 y
2 xn1 >
3
2 >
∣∣∣∣ −u1 + u2
∣∣∣∣ , z > 4n− 1 + 3 . (2.50)
Donc, puisque :
z˙ = − z + (n− 1)y2xn−21
(
u
1 + u2
+ y2xn1
)
, (2.51)
pour tout point de E, on obtient :
z˙ ≥ − z + 1
2
(n− 1)y2xn−21 y2xn1 = − z +
n − 1
2
z2 ≥ 3 (2.52)
et, par ailleurs,
x˙1 ≥ − 1 + z ≥ 2 . (2.53)

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2.2.2.3 Restriction sur le comportement des fonctions au voisinage de y = 0.
Nous avons e´galement observe´ que l’hypothe`se B3 impose des limitations sur le comportement
des fonctions au voisinage de y = 0. Cette restriction est motive´e par les deux exemples suivants.
Example 2.5 : Conside´rons le syste`me :⎧⎨⎩ x˙1 = y + u ,y˙ = − y3 + yu . (2.54)
Les hypothe`ses B1 et B2 du The´ore`me 2.1 sont ve´riﬁe´es, mais, en employant les notations du
syste`me (2.31), on a :
q > n1 . (2.55)
Ni l’ine´galite´ (2.37) ni l’ine´galite´ (2.38) ne sont satisfaites et donc nous ne savons pas si B3 l’est.
Plus pre´cise´ment, on observe3 que l’origine de ce syste`me (2.54) n’est pas stable lorsque u = 0.
Or lorsque B1, B2 et B3 sont ve´riﬁe´es il y a stabilite´ globale lorsque u = 0 (voir Lemme 2.7).
Donc il est ne´cessaire qu’une des hypothe`ses B1, B2 ou B3 ne soit pas satisfaite.
En fait, ce syste`me (2.54) n’est pas globalement asymptotiquement stabilisable par un feed-
back d’e´tat dynamique continu et stationnaire. Il ne satisfait pas la condition ne´cessaire de
Brockett (voir [66]) puisque l’image d’un petit voisinage de 0 par la fonction (x1, y, u) →(
y + u , − y3 + uy) ne contient pas un voisinage de 0. On peut ve´riﬁer en eﬀet que l’image
par l’application :
(x, y) → (y + u , − y3 + uy)
de l’ouvert ]− 1, 1[2 ne contient pas l’ensemble {(0, η)| η > 0}. 
Example 2.6 : (Suggestion de Andrew Teel). Le syste`me :⎧⎨⎩ x˙1 = x1|y|+ y|y|+ uy˙ = − y − u (2.56)
satisfait les hypothe`ses B1 et B2. Mais, pour ve´riﬁer la condition (2.10) nous devons prendre
une fonction κ ve´riﬁant :
κ(V (y)) ≥ |y|
∂V
∂y (y)y
. (2.57)
Par exemple, en prenant :
V (y) = 12 y
2 , κ(v) =
2√
v
+ 1 , Q(x1) = 12 x
2
1 , ρ(q) =
√
q + 1 − 1 , (2.58)
l’hypothe`se B3.1 est satisfaite. Mais par ailleurs, pour toute fonction κ satisfaisant (2.57) et
pour toute constante c > 0, nous devons avoir a` la fois :
∂V
∂y
(c)κ(V (c)) ≥ 1 (2.59)
et
∂V
∂y
(−c)κ(V (−c)) ≤ c−c = − 1 . (2.60)
3La fonction y(t) = y0√
1+2y20 t
n’est pas inte´grable sur [1,+∞).
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La fonction ∂V∂y (y)κ(V (y)) ne peut donc eˆtre continue a` l’origine. Ceci implique que B3.2 n’est
pas ve´riﬁe´e.
En fait, le syste`me (2.56) n’est pas globalement asymptotiquement stabilisable. En eﬀet, en
posant :
χ1 = x1 + y , (2.61)
on obtient : ⎧⎨⎩ χ˙1 = − y + χ1|y|y˙ = − y − u (2.62)
On voit donc que l’ensemble des points ve´riﬁant χ1 ≥ 1, dont l’adhe´rence ne contient pas
l’origine, est positivement invariant, pour tout u. 
2.2.3 Preuve du The´ore`me 2.1.
2.2.3.1 Preuve.
Cette preuve est constructive et, par les diverses ide´es qu’elle utilise, est plus importante que le
re´sultat du The´ore`me 2.1 lui meˆme.
Nous commenc¸ons par quelques remarques pre´liminaires.
1. Pouvant ajouter 1 a` κ si ne´cessaire, nous pouvons supposer que cette fonction n’appartient
pas a` L1([1,+∞)).
2. Graˆce a` (2.12) et l’hypothe`se B0, les fonctions κ(V (y))W (y) et κ(V (y))∂V∂y (y)f1(x1, x2, y)y
peuvent eˆtre e´tendues a` des fonctions continues sur l’espace entier.
3. κ e´tant continue sur (0,+∞) et V e´tant de classe C1 et de´ﬁnie positive, nous avons :∫ V (y2)
V (y1)
κ(s)ds =
∫ 1
0
κ (V (y1 + s(y2 − y1))) ∂V
∂y
(y1 + s(y2 − y1)) (y2 − y1) ds , (2.63)
pour tout y1 et y2 dans Rn et tels que l’origine appartenant au segment [y1, y2].
4. La condition (2.12) implique
∫ 1
0 κ (V (sy))
∂V
∂y (sy)y ds est une inte´grale de Riemann bien
de´ﬁnie.
Ces divers points nous permettent de conclure que la fonction :⎧⎪⎨⎪⎩
k(y) = lim
i→+∞
∫ V (y)
V ( 1i y)
κ(s)ds ∀ y 
= 0 ,
k(0) = 0 ,
(2.64)
est bien de´ﬁnie, propre et Lipschitz continue sur Rn et satisfait :
k(y2) − k(y1) =
∫ 1
0
κ (V (y1 + s(y2 − y1))) ∂V
∂y
(y1 + s(y2 − y1)) (y2 − y1) ds , (2.65)
pour tout y1 et y2 dans Rn. Avec la de´ﬁnition (24), l’hypothe`se (2.12), cette identite´, et la conti-
nuite´ des fonctions [f0 + f1y + f2u] et κ(V )∂V∂y [f0 + f1y + f2u], nous pouvons e´tablir l’e´quation :
k˙(2.1)(x1, x2, y, u) = κ(V (y))
∂V
∂y
(y) [f0(y) + f1(x1, x2, y)y+ f2(x1, x2, y, u)u] . (2.66)
Ainsi, la fonction k(y(t)) est elle une fonction du temps de classe C1 lorsqu’est employe´e une loi
de commande continue.
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Maintenant, notons par l la fonction qui est ze´ro en ze´ro, de classe C1, de´ﬁnie positive et
propre sur [0,+∞) dont la de´rive´e l′ est (voir (2.11)) :
0 < l′ =
1
(1 + ρ)2
. (2.67)
Graˆce a` ces notations, nous pouvons introduire la fonction de Lyapunov susceptible d’eˆtre as-
signe´e suivante :
U(x1, x2, y) = l(Q(x1) + S(x2)) + 73 k(y) . (2.68)
Elle est de´ﬁnie positive propre et Lipschitz continue et :
U˙(2.1)(x1, x2, y, u) ≤ −73 κ(V (y))W (y) + G(x1, x2, y, u)u (2.69)
+ l′(Q(x1) + S(x2))
[
−R(x1)− T (x2) +
√
κ(V (y))W (y) [1 + ρ(Q(x1) + S(x2))]
√
T (x2)
]
+ 73 κ(V (y))
∂V
∂y
(y)f1(x1, x2, y)y + l′(Q(x1) + S(x2)) κ(V (y))W (y) [1 + ρ(Q(x1) + S(x2))]2
ou` G est la fonction continue (voir B0, B1, et B3.2) de´ﬁnie par :
G(x1, x2, y, u) = 73 κ(V (y))
∂V
∂y
(y)f2(x1, x2, y, u) (2.70)
+ l′(Q(x1) + S(x2))
[
∂Q
∂x1
(x1)h2(x1, x2, y, u) + ∂S∂x2 (x2)e2(x1, x2, y, u)
]
.
En comple´tant les carre´s, on obtient ﬁnalement :
U˙(x1, x2, y, u)(2.1) ≤ −l′(Q(x1) +S(x2))
[
R(x1) + 12 T (x2)
]− 14 κ(V (y))W (y)+G(x1, x2, y, u)u .
(2.71)
Cette ine´galite´ est le point cle´ de notre analyse. Elle a e´te´ e´tablie en utilisant seulement
les hypothe`ses B0, B1 et B3.1. A partir de ce point, nous pouvons conclure la preuve exacte-
ment comme l’avait e´te´ celle du The´ore`me 1.1, en invoquant le lemme 1.6. En eﬀet, (2.71) est
e´quivalent a` (1.21).

Un point important e´tabli par cette preuve est que l’ine´galite´ (2.71) est satisfaite sous les condi-
tions B0, B1 et B3.1. Nous voyons ainsi que la fonction U est une fonction satisfaisant (dans un
contexte moins re´gulier) le point 1 que nous avons mentionne´ dans le chapitre 1 pour appliquer
la technique de Jurjevic et Quinn. Aussi avons nous le re´sultat suivant :
Lemme 2.7 Si les hypothe`ses B0, B1 et B3.1 sont ve´riﬁe´es, alors l’origine du syste`me (2.1)
est un point d’e´quilibre globalement stable lorsque u = 0.
Ce re´sultat de stabilite´ sera utilise´ au chapitre 3 pour construire une autre fonction de Lyapunov
permettant d’appliquer la technique de Jurdjevic et Quinn.
Observons enﬁn que la de´rive´e U˙(x1, x2, y)(2.1) est rendue de´ﬁnie ne´gative si :∣∣∣∣ ∂Q∂x1 (x1)h0(x1)
∣∣∣∣ + ∣∣∣∣ ∂Q∂x1 (x1) h2(x1, 0, 0, 0)
∣∣∣∣ 
= 0 , ∀x1 
= 0 . (2.72)
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2.2.3.2 Une plus grande classe de feedback stabilisant.
Pour de´montrer le The´ore`me 2.1, nous avons propose´ deux lois de commande qui re´alisent
statiquement ou dynamiquement :
G(x1, x2, y, u) u ≤ 0 , (2.73)
G(x1, x2, 0, 0) 
= 0 =⇒ G(x1, x2, 0, u) u < 0 . (2.74)
En fait d’autres lois de commande sont possibles. Pour les mettre en e´vidence, il faut en premier
lieu remarquer qu’il est trop restrictif d’imposer (2.73). En eﬀet, pareil choix ne tire pas proﬁt
de la ne´gativite´ apporte´e par le terme − 14κ(V (y))W (y), i.e. de la marge de stabilite´ du sous
syste`me en y.
Pour montrer comment ceci peut-eˆtre fait, reprenons le syste`me (2.1) mais dans un contexte
plus re´gulier que celui du The´ore`me 2.1. Ainsi, introduisons des versions plus re´gulie`res des
hypothe`ses B0, B1 et B3.2 :
Hypothe`se B0’ : Les fonctions f0, f1, e1 et h1 sont continues, les fonctions f2, e0, e2, h0 et
h2 sont de classe C1 et h0, e0 et f0 sont ze´ro a` l’origine.
Hypothe`se B1’ : Les fonctions Q, S et V satisfont l’hypothe`se B1 et sont de classe C2.
Hypothe`se B3.2’ : La fonction κ(V (y)) ∂V∂y (y)f2(x1, x2, y, u) est de classe C
1 sur Rn×Rm1 ×
R
m2 ×Rq.
Nous allons employer les notations suivantes :⎧⎪⎨⎪⎩Γv(x1, x2, y) =
7
3
∂V
∂y (y) f2(x1, x2, y, 0) ,
Γ(x1, x2, y) = l′(Q(x1) + S(x2))
[
∂Q
∂x1
(x1)h2(x1, x2, y, 0)+ ∂S∂x2 (x2)e2(x1, x2, y, 0)
]
.
(2.75)
Remarquons que Γv de´pend de V et que
Γv(x1, x2, 0) = 0 . (2.76)
La fonction Γ, en revanche, ne de´pend pas de V mais de´pend de l′, fonction qui peut eˆtre
de´termine´e, au moyen de (2.67), a` partir de la seule donne´e du sous syste`me en (x1, x2). Avec
nos nouvelles hypothe`ses qui imposent plus de re´gularite´, la fonction G de´ﬁnie en (2.70) est de
classe C1 par rapport a` u, pour tout (x1, x2, y). Plus pre´cise´ment, il existe une fonction continue
G˜ ve´riﬁant :
< G˜(x1, x2, y, u), u > = G(x1, x2, y, u)− G(x1, x2, y, 0) . (2.77)
Avec de telles notations, (2.70) devient simplement :
G(x1, x2, y, u) = κ(V (y))Γv(x1, x2, y) + Γ(x1, x2, y)+ < G˜(x1, x2, y, u), u > (2.78)
et (2.71) :
U˙(x1, x2, y)(2.1) ≤ − 12 l′(Q(x1) + S(x2)) T (x2) − 14 κ(V (y))W (y) (2.79)
+
[
κ(V (y))Γv(x1, x2, y) + Γ(x1, x2, y)+ < G˜(x1, x2, y, u), u >
]
u .
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Donc on peut obtenir la stabilite´ asymptotique globale comme dans la preuve du The´ore`me 2.1
lorsque on peut de´terminer une fonction u continue satisfaisant :
|y| 
= 0 =⇒ −12 l′(Q(x1) + S(x2)) T (x2) − 14 κ(V (y))W (y) (2.80)
+
[
κ(V (y))Γv(x1, x2, y) + Γ(x1, x2, y)+ < G˜(x1, x2, y, u), u >
]
u < 0
Γ(x1, x2, 0) 
= 0 =⇒
[
Γ(x1, x2, 0)+ < G˜(x1, x2, 0, u), u >
]
u(x1, x2, 0) < 0 (2.81)
Γ(x1, x2, 0) = 0 =⇒ u = 0 . (2.82)
Nous avons :
Proposition 2.8 Supposons que le syste`me (2.1) satisfait les hypothe`ses B0’ B1’, B2 et B3.1 et
B3.2’. Alors pour tout u appartenant a` (0,+∞], l’origine peut eˆtre rendue globalement asymp-
totiquement stable par un feedback d’e´tat borne´ par u et de la forme :
u(x1, x2, y) = −β(x1, x2, y) [α(x1, x2, y)κ(V (y))Γv(x1, x2, y) + Γ(x1, x2, y)] (2.83)
ou` α et β sont des fonctions continues satisfaisant, lorsque cela est possible,
β(x1, x2, y) ≥ 0 , (2.84)
Γ(x1, x2, 0) 
= 0 =⇒ β(x1, x2, 0) > 0 , (2.85)
W (y) ≥ 3 β(x1, x2, y) [α(x1, x2, y)− 1]2κ(V (y)) |Γv(x1, x2, y)|2 , (2.86)
|G˜(x1, x2, y, u(x1, x2, y))| β(x1, x2, y) ≤ 13 , (2.87)
et β est tel que |u(x1, x2, y)| est borne´e par u.
Preuve de la proposition 2.8 : Remarquons tout d’abord qu’en raison de B0’ B1’ et B3.2’,
la fonction κ|Γv |2 est continue et que (2.76), (2.85) et (2.87) impliquent (2.81) et (2.82). Donc
reste a` e´tablir seulement (2.80). Puisque, pour tout re´els α, β, b et c nous avons :
− (b+ c)(αb+ c) = (α− 1)
2
4
b2 −
(
α + 1
2
b+ c
)2
, (2.88)
avec (2.83) pour lois de commande, (2.80) est implique´e par :
|y| 
= 0 =⇒ (2.89)
−14κ(V )W + β
[
(α−1)2
4 |κ(V )Γv|2 −
∣∣α+1
2 κ(V )Γv + Γ
∣∣2]+ β2|G˜| |ακ(V )Γv + Γ|2 < 0 .
La fonction κ(V )W e´tant de´ﬁnie positive en y et (2.84) et (2.86) e´tant suppose´es, (2.89) est
ve´riﬁe´e si :
|y| 
= 0 =⇒ −18 [α− 1]2κ(V )2|Γv|2 −
∣∣∣∣α+ 12 κ(V )Γv + Γ
∣∣∣∣2 + β |G˜| |ακ(V )Γv + Γ|2 ≤ 0 .
(2.90)
Puisque (2.87) implique que cette forme quadratique en κ(V )Γv et Γ est semi-de´ﬁnie ne´gative,
la conclusion s’en suit. 
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Une des caracte´ristiques importantes de l’expression (2.83) est que, s’il est possible de prendre
α ≡ 0, la loi de commande devient simplement (voir (2.75)) :
u(x1, x2, y) = −β(x1, x2, y) l′(Q(x1)+S(x2))
[
∂Q
∂x1
(x1)h2(x1, x2, y, 0)+
∂S
∂x2
(x2)e2(x1, x2, y, 0)
]
.
(2.91)
Il n’est donc pas ne´cessaire de connaˆıtre explicitement V pour obtenir une loi de commande
s’il est possible d’obtenir une expression pour β inde´pendante de V . D’apre`s la proposition
2.8, cette fonction β doit satisfaire (2.84)-(2.87). Avec (2.85)-(2.86) et α = 0, une condition
ne´cessaire pour qu’existe une telle fonction β est :
Γ(x1, x2, 0) 
= 0 =⇒ lim inf
y→0
W (y)
κ(V (y))|Γv(x1, x2, y)|2 > 0 (2.92)
qui, avec la de´ﬁnition (2.75), est garantie si :
lim inf
y−→0
W (y)
κ(V (y))
∣∣∣∂V∂y (y)∣∣∣2 > 0 . (2.93)
En fait cette dernie`re condition est e´galement suﬃsante lorsque f2, h2, e2 sont Lipschitz en la
variable u sur un voisinage de l’origine. Pour voir cela, prenons deux re´els R et u strictement
positifs et introduisons deux fonctions inde´pendantes de V :
1. Soit ϕR une fonction continue positive a` valeur dans [0, 1] telle que :
ϕR(0) = 1 , ϕR(|y|2) = 0 ∀ y : |y| ≥ R . (2.94)
2. Soit ψR,u une fonction continue satisfaisant :
ψR,u(x1, x2) ≥ max
⎧⎪⎪⎨⎪⎪⎩1, sup|u| ≤ u|y| ≤ R
{
ψ̂(x1, x2, y, u)
}⎫⎪⎪⎬⎪⎪⎭ (2.95)
avec :
ψ̂(x1, x2, y, u) =
|f2(x1, x2, y, u)− f2(x1, x2, y, 0)|
|u| (2.96)
+
∣∣∣ ∂Q∂x1 (x1) [h2(x1, x2, y, u)− h2(x1, x2, y, 0)]∣∣∣
|u| +∣∣∣ ∂S∂x2 (x2) [e2(x1, x2, y, u)− e2(x1, x2, y, 0)]∣∣∣
|u| . Une telle fonction existe car les fonctions f2,
h2, e2 sont de classe C1.
Nous avons :
Proposition 2.9 Supposons que le syste`me (2.1) satisfasse les hypothe`ses B0’, B1’, B2, B3.1
et B3.2’ et que f2, h2, e2 soient localement lipschitzienne a` l’origine en la variable u. Alors si
de plus κ est telle que :
lim inf
y−→0
W (y)
κ(V (y))
∣∣∣∂V∂y (y)∣∣∣2 > 0 , (2.97)
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il existe pour tout u appartenant a` (0,+∞) un re´el positif μ appartenant a` (0, u] tel que l’origine
du syste`me (2.1) est globalement asymptotiquement stabilise´ par un feedback d’e´tat borne´ par u
et de la forme :
u(x1, x2, y) = − μϕR(|y|
2) Γ(x1, x2, y)
ψR,u(x1, x2) (1 + |Γ(x1, x2, y)|) (1 + |f2(x1, x2, y, 0)|2) (2.98)
ou` μ est un re´el appartenant a` (0, μ] et Γ est la fonction de´ﬁnie en (2.75).
Preuve : Puisque (2.98) est obtenu a` partir de (2.83), en prenant :
α(x1, x2, y) = 0 , (2.99)
β(x1, x2, y) =
μϕR(|y|2)
ψR,u(x1, x2) (1 + |Γ(x1, x2, y)|) (1 + |f2(x1, x2, y, 0)|2) , (2.100)
il suﬃt de ve´riﬁer qu’on a (2.84)-(2.87). Les conditions (2.84)-(2.85) sont satisfaites, par
de´ﬁnition, et nous avons :
|u(x1, x2, y)| ≤ u . (2.101)
Pour voir que (2.86) est e´galement ve´riﬁe´e, nous utilisons le lemme suivant :
Lemme 2.10 Si (2.97) est ve´riﬁe´e, il existe un re´el strictement positive ξW tel que :
W (y)
κ(V (y)) |Γv(x1, x2, y)|2
≥ ξW ϕR(|y|
2)
1 + |f2(x1, x2, y, 0)|2 . (2.102)
Preuve : Nous de´duisons imme´diatement de (2.97) que :
inf
|y|≤R
W (y)
κ(V (y))
∣∣∣∂V∂y (y)∣∣∣2 = ξW > 0 . (2.103)
Donc :
inf
|y|≤R
W (y)
κ(V (y))
∣∣∣∂V∂y (y)f2(x1, x2, y, 0)∣∣∣2 ≥
ξW
1 + |f2(x1, x2, y, 0)|2 , ∀ y : |y| ≤ R . (2.104)
Graˆce a` la de´ﬁnition de ϕR, l’ine´galite´ (2.102) s’en suit. 
Alors, puisque (2.100) implique que β(x1, x2, y) est nulle quand |y| est plus large que R, il s’en
suit que :
3 β(x1, x2, y) κ(V (y)) |Γv(x1, x2, y)|2 ≤ 3μ
ξW
W (y) . (2.105)
Par conse´quent (2.86) est ve´riﬁe´e lorsque μ < 13ξW .
Pour obtenir (2.87), un lemme est ne´cessaire :
Lemme 2.11 Il existe une constante strictement positive ξG˜ telle que :
|y| ≤ R =⇒ ψR,u(x1, x2) ≥ ξG˜ |G˜(x1, x2, y, u(x1, x2, y))| . (2.106)
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Preuve : De la de´ﬁnition de G˜, de (2.77), (2.70), (2.67), (2.95) et de (2.101), nous de´duisons
que pour tout |y| plus petit que R :
|G˜(x1, x2, y, u(x1, x2, y))| ≤
(
κ(V (y))
∣∣∣∣∂V∂y (y)
∣∣∣∣ + 1)ψR,u(x1, x2) . (2.107)
L’implication (2.106) est obtenue avec :
ξG˜ = min|y|≤R
⎧⎨⎩ 1κ(V (y)) ∣∣∣∂V∂y (y)∣∣∣+ 1
⎫⎬⎭ (2.108)

Pout tout (x1, x2, y), nous avons donc maintenant :
ψR,u(x1, x2) β(x1, x2, y) ≥ ξG˜ |G˜(x1, x2, y, u((x1, x2, y)))| β(x1, x2, y) . (2.109)
Mais par (2.100), nous obtenons :
ψR,u(x1, x2) β(x1, x2, y) =
μϕR(|y|2)
(1 + |Γ(x1, x2, y)|) (1 + |f2(x1, x2, y, 0)|2) ≤ μ . (2.110)
Par conse´quent, une constante μ satisfaisant :
μ ≤ 13ξG˜ (2.111)
est suﬃsante pour que (2.87) soit ve´riﬁe´e.
Finalement, en prenant :
0 < μ ≤ μ = min
{
1
3ξW ,
1
3ξG˜ , u
}
, (2.112)
les hypothe`ses de la proposition 2.8 sont toutes ve´riﬁe´es ce qui implique que la conclusion de la
proposition 2.9 l’est e´galement. 
Remarque 2.12 :
1. Comme nous l’avons de´ja` pre´cise´, l’inte´reˆt de la loi de commande (2.98) vient de ce qu’elle
ne de´pend pas des fonctions V et k. Par contre, elle fait intervenir le parame`tre μ a` re´gler.
Nous savons qu’en le prenant suﬃsamment petit, nous aurons une solution •
2. Si l’approximation line´aire du sous syste`me en y de (2.1), est asymptotiquement stable, alors
V peut eˆtre choisie de fac¸on que ∂V∂y soit du premier ordre et que W soit borne´e infe´rieurement
par une forme quadratique de´ﬁnie positive sur un voisinage de ze´ro (voir Lemme 6.2 en Annexe
G). En ce cas, la condition (2.97) est satisfaite •
3. Si les fonctions f2, e2 et h2 ne de´pendent pas de u, alors G˜ est 0 et (2.98) se simpliﬁe en :
u(x1, x2, y) = − μϕR(|y|
2) Γ(x1, x2, y)
(1 + |Γ(x1, x2, y)|) (1 + |f2(x1, x2, y)|2) • (2.113)
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2.2.3.3 Ne´gativite´ stricte.
Pour conclure les preuves de stabilite´ asymptotique que nous avons pre´sente´es jusqu’ici, nous
avons invoque´ le principe d’invariance de LaSalle. Dans ce paragraphe, nous allons montrer
comment, pour une classe particulie`re de syste`mes de la forme (2.1), la fonction de Lyapunov
donne´e en (2.68) peut eˆtre modiﬁe´e de telle sorte qu’elle devienne strictement assignable. Ceci
nous permettra de conclure a` la stabilite´ asymptotique par une application directe du The´ore`me
de Lyapunov. L’inte´reˆt de ce re´sultat vient de ce que cette nouvelle fonction de Lyapunov peut
jouer le roˆle de V pour le syste`me boucle´ et permettre ainsi une utilisation re´cursive de notre
technique ou une combinaison avec d’autres synthe`ses de Lyapunov et ceci meˆme lorsque la
condition (2.72) n’est pas satisfaite.
Re´sultat ge´ne´ral. Le syste`me que nous conside´rons est un syste`me de la forme (2.1) dans
lequel la variable x2 n’est pas pre´sente4 :⎧⎨⎩ x˙ = h0(x) + h1(x, y) y + h2(x, y, u) uy˙ = f0(y) + f1(x, y) y + f2(x, y, u) u (2.114)
Nous nous plac¸ons dans le contexte plus re´gulier du paragraphe 2.2.3.2. Nous avons :
The´ore`me 2.13 Supposons que le syste`me (2.114) ve´riﬁe les hypothe`ses B0’, B1’, B2, B3.1 et
B3.2’. Alors il existe une fonction positive et de classe C1, O(x1), une fonctions k de classe
K∞, de classe C1 et une fonction l de´ﬁnie sur [0,+∞), propre, positive, de classe C1, ze´ro en
ze´ro, et de de´rive´e de´ﬁnie positive telles que la fonction :
k(U(x, y)) + l(O(x))
avec U donne´e en (2.68), soit strictement assignable pour le syste`me (2.114).
Remarque 2.14 : Les hypothe`ses B0, B1, B2, B3 e´tant ve´riﬁe´es, nous savons par le The´ore`me
2.1 qu’il existe une une loi de commande continue qui rend l’origine de (2.114) solution globale-
ment asymptotiquement stable et donc, par le the´ore`me de Lyapunov inverse (voir [83, Theorem
18.6]), qu’il existe une fonction de Lyapunov strictement assignable pour (2.114). L’objectif du
The´ore`me 2.13 est de permettre de construire une telle fonction a` partir de la fonction V donne´e
en B1’ et d’une fonction de Lyapunov strictement assignable pour le sous-syste`me en x boucle´
pris avec y = 0 •
Preuve.
Premie`re e´tape. Les fonctions κ(V (y)) ∂V∂y (y)f2(x, y, u) et h2 e´tant suppose´es eˆtre de classe C
1,
d’apre`s par exemple le Lemme 1.5 et la de´ﬁnition (2.70), il existe une loi de commande us qui
fait de l’origine de (2.114) une solution globalement asymptotiquement stable et qui est telle
que us(x, 0) est de classe C1. Montrons qu’alors l’origine de :
x˙ = h0(x) + h2(x, 0, us(x, 0))us(x, 0) (2.115)
est une solution globalement asymptotiquement stable.
4Nous faisons cette hypothe`se dans le but de simpliﬁer la pre´sentation et nous supprimons l’indice 1 de x1
pour alle´ger les notations.
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La fonction l e´tant celle donne´e en (2.67), on a :
˙︷ ︷
l(Q(x))(2.115) = − l′(Q(x))R(x)+ l′(Q(x))
∂Q
∂x
(x)h2(x, 0, us(x, 0))us(x, 0) . (2.116)
Puisque ∂V∂y (0) = 0, on a, d’apre`s (2.70) :
l′(Q(x))
∂Q
∂x
(x)h2(x, 0, u) = G(x, 0, u) . (2.117)
Donc :
˙︷ ︷
l(Q(x)) = − l′(Q(x))R(x) + G(x, 0, 0, us(x, 0))us(x, 0) . (2.118)
Nous savons, graˆce a` la preuve du The´ore`me 1.1, que :
G(x, 0, 0, us(x, 0)) us(x, 0) ≤ 0 , (2.119)
G(x, 0, 0, 0) 
= 0 =⇒ G(x, 0, 0, us(x, 0)) us(x, 0) 
= 0 . (2.120)
En utilisant B2 et en appliquant le principe d’invariance de LaSalle, on obtient alors que l’origine
est une solution globalement asymptotiquement stable de (2.115).
L’origine du syste`me (2.115) e´tant globalement asymptotiquement stable et la fonction
h0(x) + h2(x, 0, us(x, 0))us(x, 0) e´tant de classe C1, le The´ore`me de Lyapunov inverse (voir
[83, Theorem 18.6]) garanti l’existence d’une fonction de Lyapunov O ze´ro en ze´ro, de classe C1
telle que :
O˙(x)(2.115) = −(x) < 0 , x 
= 0 . (2.121)
La fonction O e´tant de classe C1, on peut supposer que5 :∣∣∣∣∂O∂x (x)
∣∣∣∣ ≤ c|x| , ∀x : |x| ≤ c . (2.122)
Deuxie`me e´tape. La fonction de Lyapunov que nous conside´rons maintenant est :
U(x, y) = k(U(x, y)) + l(O(x)) (2.123)
avec U de´ﬁnie en (2.68) et k et l des fonctions de´ﬁnies positives, de classe C1 et ayant des
de´rive´es strictement positives, k e´tant en outre propre. La de´rive´e de cette fonction le long des
solutions du syste`me (2.114) boucle´ avec us ve´riﬁe :
U˙(x, y)(2.114) ≤ − k′(U(x, y))κ(V (y))W (y) (2.124)
+ l
′
(O(x))
∂O
∂x
(x) [h0(x) + h1(x, y)y+ h2(x, y, us(x, y))us(x, y)]
≤ −
[
k
′(U(x, y))κ(V (y))W (y) + l′(O(x))(x)
]
+ l′(O(x))
∂O
∂x
(x)Δ(x, y)(2.125)
avec
Δ(x, y) = h1(x, y)y + [h2(x, y, us(x, y))us(x, y)− h2(x, 0, us(x, 0))us(x, 0)] . (2.126)
Nous allons montrer que k et l peuvent eˆtre choisies de telle sorte que :
l
′(O(x))
∂O
∂x
(x)Δ(x, y) ≤ 1
2
k
′(U(x, y))κ(V (y))W (y) +
1
2
l
′(O(x))(x) . (2.127)
5Remplacer O par O2 si ne´cessaire.
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Pour ce faire, commenc¸ons par observer qu’il existe deux fonctions positives et continues γ1x et
γy telles que, pour tout (x, y), on ait :
|Δ(x, y)| ≤ |y| γ1x(|x|) γy(|y|) . (2.128)
Ceci re´sulte du fait que h1 est continue, que h2 et us sont de classe C1 et que :
Δ(x, 0) = 0 . (2.129)
Par ailleurs (2.122) implique l’existence d’une fonction positive continue γ2x telle que, pour tout
x, ∣∣∣∣∂O∂x (x)
∣∣∣∣ ≤ |x| γ2x(|x|) . (2.130)
Nous avons ainsi obtenu, pour tout (x, y),
∂O
∂x
(x)Δ(x, y) ≤ |x| |y| γx(|x|) γy(|y|) (2.131)
en posant γx = γ1xγ2x. Notre prochaine e´tape consiste a` majorer le terme de droite de cette
ine´galite´ par une somme d’une fonction de |x| et d’une fonction de |y|. Pour cela, nous remar-
quons que la fonction κ(V (y))W (y) e´tant continue et de´ﬁnie positive, il existe une fonction ϕ
de classe K∞ telle que, pour une constante c > 0 :
|y| ϕ
(
sup
s∈[0,c]
{γy(s)} |y|
)
≤ κ(V (y))W (y) , ∀ y : |y| ≤ c . (2.132)
Par exemple, on peut prendre, pour s ≤ c,
ϕ
(
sup
s∈[0,c]
{γy(s)} s
)
=
2
π
∫ s
0
1
1 + τ2
min
{
τ,
1
τ
min
τ≤|y|≤c
{κ(V (y))W (y)}
}
dτ . (2.133)
et, pour s > c,
ϕ(s) = ϕ(c)
s
c
(2.134)
Alors la somme recherche´e est obtenue graˆce a` l’ine´galite´ :
ab ≤ aϕ−1(a) + bϕ(b) , ∀ a ≥ 0 , ∀ b ≥ 0 . (2.135)
En eﬀet, on obtient :
l
′
(O(x)) |x| |y| γx(|x|) γy(|y|) (2.136)
≤ l′(O(x)) |x| γx(|x|)ϕ−1
(
l
′(O(x))|x|γx(|x|)
)
+ |y| γy(|y|)ϕ (|y|γy(|y|)) .
Avec (2.132), nous pouvons appliquer le Lemme E.1 prouve´ dans l’annexe E et de´duire l’existence
d’une fonction k telle que :
|y| γy(|y|)ϕ (|y|γy(|y|)) ≤ 12 k
′(U(x, y)) [κ(V (y))W (y)] . (2.137)
Pour obtenir ﬁnalement (2.127), le dernier objectif a` re´aliser consiste a` trouver l telle que :
l
′
(O(x)) |x| γx(|x|)ϕ−1
(
l
′
(O(x))|x|γx(|x|)
)
≤ 12 l
′
(O(x))(x) (2.138)
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ou encore :
l
′
(O(x)) ≤ 1|x|γx(|x|) ϕ
(
1
2
(x)
|x|γx(|x|)
)
. (2.139)
On remarque alors que, puisque ϕ, O et  sont de´ﬁnies positives et continues, la fonction de´ﬁnie
par :
(s) = min
{
s, inf
{x:O(x)=s}
{
1
|x|γx(|x|)ϕ
(
1
2
(x)
|x|γx(|x|)
)}}
(2.140)
est e´galement de´ﬁnie positive et continue et ve´riﬁe :
(O(x)) ≤ 1|x|γx(|x|)ϕ
(
1
2
(x)
|x|γx(|x|)
)
. (2.141)
Il suﬃt donc de choisir pour l une fonction de classe C1 ve´riﬁant :
0 < l′(s) ≤ (s) , ∀ s 
= 0 . (2.142)
Avec un tel choix (2.138) est ve´riﬁe et donc on a :
U˙(x, y)(2.114) ≤ −
1
2
(
k
′
(U(x, y))κ(V (y))W (y) + l
′
(O(x))(x)
)
(2.143)
Ceci termine notre preuve. 
Cas particulier. La fonction U(x, y) de´ﬁnie en (2.123) n’est l’expression explicite d’une fonc-
tion de Lyapunov strictement assignable pour (2.114) que si O est connue explicitement, ce qui a
priori n’est pas le cas. Nous allons maintenant pre´senter un cas particulier pour lequel une telle
fonction est explicitement connue. Le syste`me que nous conside´rons maintenant est le suivant :⎧⎨⎩ x˙ = Mx+ h1(x, y)y + h2(x, y, u)uy˙ = f0(y) + f2(x, y, u)u (2.144)
ou` h2(x, 0, 0) est une constante note´e :
h2(x, 0, 0) = D
Hypothe`se B1” : Il existe une matrice syme´trique de´ﬁnie positive Q telle que :
QM + MQ ≤ 0 . (2.145)
Il existe une fonction de classe C2 de´ﬁnie positive et propre V telle que :
∂V
∂y
(y)f0(y) = −W (y) < 0 ∀ y 
= 0 (2.146)
et l’origine du sous syste`me en y de (2.144) pris a` commande nulle est localement exponentielle-
ment stable.
Hypothe`se B2” : La paire (M,D) est stabilisable.
Hypothe`se B3” : Il existe une fonction γ positive et continue telle que :
|h1(x, y)y| ≤ (1 + |x|)γ(y)|y|2 (2.147)
et pour tout (y, u) appartenant a` un compact, les fonctions |h2(x,y,u)|1+|x| et
|f2(x,y,u)|
1+|x| sont borne´es et
f2(x, 0, 0) est constante.
2.2. Synthe`se de Lyapunov. 43
Fait 2.15 Lorsque les hypothe`ses B0’, B1” et B2” sont ve´riﬁe´es, alors pour tout ε > 0, il existe
une matrice Qε syme´trique et de´ﬁnie positive telle que :
Qε(M + εDDQ) + (M + εDDQ)Qε = − I (2.148)
ou` I est la matrice identite´.
Ce fait, prouve´ par Teel dans [78], (e´galite´ (93)) peut l’eˆtre, dans le contexte de ce travail de la
fac¸on suivante :
• La paire (M,D) e´tant stabilisable, le fait 1.8 garanti que x1 = 0 est l’unique solution de
(1.38).
• Ce re´sultat et l’ine´galite´ (2.145) de l’hypothe`se B1” font que les hypothe`ses A1 et A2 sont
satisfaites par le syste`me :
x˙ = Mx +Du . (2.149)
Le The´ore`me 1.1 s’applique donc a` celui-ci et d’apre`s le Lemme 1.5, ce syste`me est asymp-
totiquement stabilise´ par toute commande :
u = − εDQx , ε > 0 . (2.150)
La matrice (M− εDDQ) est donc une matrice exponentiellement stable pour tout ε > 0.
L’existence d’une matrice syme´trique de´ﬁnie positive Qε ve´riﬁant (2.148) s’en suit.
Corollaire 2.16 Supposons que le syste`me (2.144) ve´riﬁe les hypothe`ses B0’ B1”, B2” et B3”.
Alors il existe une fonction k de classe K∞, de classe C1, de de´rive´e de´ﬁnie positive, une
fonction l de´ﬁnie sur [0,+∞), ze´ro en ze´ro, positive, de classe C1, de de´rive´e de´ﬁnie positive et
des constantes strictement positives q et ε telles que la fonction :
k(U(x, y)) + l(O(x))
avec U donne´e en (2.68),
l(q) =
∫ q
0
1
1 + s2
ds (2.151)
et
O(x) = q(xQx)2 + xQεx (2.152)
soit strictement assignable pour le syste`me (2.144).
Preuve. Montrons que les hypothe`ses du Corollaire 2.16 impliquent que le The´ore`me 2.13
s’applique a` (2.144).
Les hypothe`ses B1” et B2” impliquent trivialement que les hypothe`ses B1’ et B2 sont satis-
faites. D’apre`s l’hypothe`se B1” l’origine du sous syste`me en y de (2.144) pris a` commande nulle
est localement exponentiellement stable : aussi, d’apre`s l’annexe G, la fonction V peut elle eˆtre
choisie telle que V et W soient localement a` approxime´es l’origine par des formes quadratiques
de´ﬁnies positives. Avec un tel choix, l’hypothe`se B3” implique que l’hypothe`se B3.1 est ve´riﬁe´e
avec une fonction κ de classe C1. La fonction κ(V (y))∂V∂y (y)f2(x, y, u) est alors de classe C
1 ce
qui implique B3.2’. Le The´ore`me 2.13 s’applique donc a` (2.144). Reste donc a` montrer que la
de´rive´e d’une fonction O donne´e en (2.152) le long du syste`me (2.115), qui correspond au cas
particulier que nous traitons, est de´ﬁnie ne´gative pour une loi de commande us qui appartient
44 Chap. 2. Ajout d’inte´gration : changement de coordonne´es.
a` la classe de celles qui permettent de conclure le The´ore`me 2.1 puisque la fonction l de´ﬁnie en
(2.151) ve´riﬁe, pour une fonction k convenablement choisie, l’ine´galite´ (2.127).
Le syste`me (2.115) qui correspond a` (2.144) est :
x˙ = Mx + h2(x, 0, us(x, 0)us(x, 0) . (2.153)
Nous allons dans un premier temps exhiber une classe particulie`re de lois de commande us(x, y)
pour laquelle l’origine de (2.153) est une solution globalement asymptotiquement stable.
Nous avons vu a` la section 2.2.2 que, dans le contexte des hypothe`ses B1” a` B3”, on peut prendre
d’apre`s (2.20) ρ(s) = c1
√
s, ou` c1 est une constante positive suﬃsamment grande. Selon (2.67),
on peut choisir pour fonction l :
l(s) = ln (1 + s) . (2.154)
Alors, d’apre`s (2.70), on a :
G(x, y, u) = 7
3
κ(V (y))
∂V
∂y
(y)f2(x, y, u) +
2
1 + xQx
[
xQh2(x, y, u)
]
. (2.155)
Par ailleurs, avec (2.147) et (2.21) on peut prendre pour satisfaire B3.1 κ constante sur un
voisinage de l’origine. Il s’en suit que κ(V (0))∂V∂y (0) = 0. Montrons qu’avec un tel choix pour
κ il existe une constante strictement positive ε et une fonction us(x, y) telles que :
us(x, 0) = − ε1 + xQxD
Qx . (2.156)
G(x, y, us(x, y))us(x, y) ≤ 0 , ∀ (x, y) (2.157)
G(x, 0, us(x, 0))us(x, 0) ≤ − ε2
|DQx|2
(1 + xQx)2
. (2.158)
Pour montre ce re´sultat, de´composons G :
G(x, y, u) = 7
3
κ(V (y))
∂V
∂y
(y)f2(x, y, 0) +
2
1 + xQx
[xQh2(x, y, 0)] + Ω(x, y, u) (2.159)
avec
Ω(x, y, u) = 73κ(V (y))
∂V
∂y (y)[f2(x, y, u)− f2(x, y, 0)]
+ 1
1+xQx
[
xQ(h2(x, y, u)− h2(x, y, 0))
]
.
(2.160)
De´ﬁnissons us ainsi :
us(x, y) = − δϕR(|y|2)
7
3κ(V (y))
∂V
∂y (y)f2(x, y, 0) +
2
1+xQx
[
xQh2(x, y, 0)
]
1 +
∣∣∣73κ(V (y))∂V∂y (y)f2(x, y, 0)∣∣∣+ |h2(x, y, 0)| (2.161)
ou` δ est une constante strictement positive et ϕR est une fonction continue, positive, a` valeur
dans [0, 1] ve´riﬁant (2.94). Alors |us| est borne´e par δc ou` c > 1 ne de´pend que de Q. Puisque
κ(V (0))∂V∂y (0) = 0, et h2(x, 0, 0) est constante, (2.156) est ve´riﬁe´e avec ε =
2δ
1+|D| . Montrons
que pour δ suﬃsamment petit, (2.158) l’est aussi.
G(x, 0, us(x, 0))us(x, 0) = − 4δ|x
QD|2
(1 + |D|)(1 + xQx)2
−Ω(x, 0, us(x, 0)) 2δx
QD
(1+ |D|)(1 + xQx) .
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Graˆce a` l’hypothe`se B3”, on de´duit l’existence d’une fonction μ(y) et une constante positive d
telles que :
|h2(x, y, u)−D| ≤ (1 + |x|)(μ(y)|y|+ d|u|) (2.162)
pour tout |u| ≤ δc. Il s’en suit que :
|Ω(x, 0, us(x, 0))| ≤ δc2d |x
Q|(1 + |x|)
(1 + |D|)2(1 + xQx) |D
Qx|
≤ δc |D
Qx|
1 + xQx
pour une constante c > 0 qui ne de´pend que de Q et de D. Donc :
G(x, 0, us(x, 0))us(x, 0) ≤ − 4δ|x
QD|2
(1 + |D|)(1 + xQx)2 + δc
|DQx|
(1 + xQx)2
2δxQD
(1 + |D|)(1+ xQx) .
(2.163)
Donc, pour δ suﬃsamment petit,
G(x, 0, us(x, 0))us(x, 0) ≤ − ε2
|DQx|2
(1 + xQx)2
. (2.164)
L’ine´galite´ (2.158) est donc obtenue. L’ine´galite´ (2.157) reste a` montrer. On a :
G(x, y, us(x, y))us(x, y) ≤ − δϕR(|y|2)
∣∣∣73κ(V (y))∂V∂y (y)f2(x, y, 0) + 2xQh2(x,y,0)1+xQx ∣∣∣2
1 +
∣∣∣73κ(V (y))∂V∂y (y)f2(x, y, 0)∣∣∣+ |h2(x, y, 0)|
+ |Ω(x, y, us(x, y))| |us(x, y)| .
D’apre`s l’hypothe`se B3”, on de´duit l’existence de c > 0 telle que :
|f2(x, y, u)− f2(x, y, 0)| ≤ c|u| , |h2(x, y, u)− h2(x, y, 0)| ≤ c|u| (2.165)
pour tout x et pour tout (y, u) tels que |y| ≤ R , |u| ≤ 1. Graˆce a` la de´ﬁnition de ϕR, on en
de´duit que pour une constants c > 0,
|Ω(x, y, us(x, y))us(x, y))| ≤ c
∣∣∣∣∣∣δϕR(|y|2)
κ(V (y))∂V∂y (y)f2(x, y, 0) +
c1x
Qh2(x,y,0)
1+xQx
1 +
∣∣∣κ(V (y))∂V∂y (y)f2(x, y, 0)∣∣∣+ |h2(x, y, 0)|
∣∣∣∣∣∣
2
.
(2.166)
Par conse´quent, pour δ ≤ 1c , on obtient l’ine´galite´ :
G(x, y, us(x, y))us(x, y) ≤ − δ2ϕR(|y|
2)
∣∣∣κ(V (y))∂V∂y (y)f2(x, y, 0) + c1xQh2(x,y,0)1+xQx ∣∣∣2
1 +
∣∣∣κ(V (y))∂V∂y (y)f2(x, y, 0)∣∣∣+ |h2(x, y, 0)| (2.167)
qui implique(2.157).
Nous allons maintenant montrer que pour une fonction O de´ﬁnie en (2.152), on a :
˙︷ ︷
O(x)
(2.153),(2.156)
≤ − 1
2
|x|2 . (2.168)
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Remarquons que la fonction O(x) donne´e en (2.152) provient d’une de´monstration de Lin, Chi-
tour et Sontag faite dans [42].
Le long de (2.153) avec us(x, 0) donne´e en (2.156), on obtient avec (2.148) :
˙︷ ︷
O(x)
(2.153),(2.156)
= 4q(xQx)xQ (Mx+ Dus(x, 0)) + 2xQε (Mx+ Dus(x, 0))
+4q(xQx)xQ(h2(x, 0, us(x, 0))−D)us(x, 0)
+2xQε(h2(x, 0, us(x, 0))−D)us(x, 0)
≤ 4q(xQx)xQDus(x, 0) + 2xQε
(
Mx− εDDQx+ Dus(x, 0)
)
+2εxQεDDQx+ 4q(xQx)xQ(h2(x, 0, us(x, 0))−D)us(x, 0)
+2xQε(h2(x, 0, us(x, 0))−D)us(x, 0)
≤ − 4qε
1+xQx(x
Qx)|DQx|2 − |x|2 − 2εxQεD D
Qx
1+xQx
+2εxQεDDQx+ 4q(xQx)xQ(h2(x, 0, us(x, 0))−D)us(x, 0)
+2xQε(h2(x, 0, us(x, 0))−D)us(x, 0)
(2.169)
Graˆce a` l’hypothe`se B3”, on de´duit l’existence de c > 0 telle que :
|h2(x, 0, u)−D| ≤ c(1 + |x|)|u| , ∀u : |u| ≤ max{sup
x,y
|u(x, y)|, 1} . (2.170)
On en de´duit que, pour ε suﬃsamment petit :
4q(xQx)xQ(h2(x, 0, us(x, 0))−D)us(x, 0) ≤ qε1 + xQx(x
Qx)|DQx|2 . (2.171)
En outre, graˆce a` (2.170) :∣∣2xQε(h2(x, 0, us(x, 0))−D)us(x, 0)∣∣ ≤ c|xQε|(1 + |x|)|us(x, 0)|2
≤ 18 |x|2 + c|Qε|(1 + |x|)2|us(x, 0)|4
(2.172)
Pour q suﬃsamment grand, on a :
c|Qε|(1 + |x|)2|us(x, 0)|4 ≤ qε1 + xQx(x
Qx)|DQx|2 . (2.173)
Puisqu’en outre :
− εxQεD D
Qx
1 + xQx
+ εxQεDDQx = ε
xQx
1 + xQx
xQεDDQx , (2.174)
on obtient :
˙︷ ︷
O(x)
(2.153),(2.156)
≤ − 2qε
1 + xQx
(xQx)|DQx|2− 3
8
|x|2+ε x
Qx
1 + xQx
xQεDDQx . (2.175)
Mais pour tout c > 0,∣∣∣2ε xQx1+xQxxQεDDQx∣∣∣ ≤ 2ε xQx1+xQx |DQx| ∣∣xQεD∣∣
≤ xQx
1+xQx
(
c|DQx|2 + 1c
(
ε
∣∣xQεD∣∣)2) . (2.176)
2.2. Synthe`se de Lyapunov. 47
On peut choisir c de telle sorte que :
xQx
1 + xQx
ε2
c
∣∣∣xQεD∣∣∣2 ≤ 18 |x|2 (2.177)
puis choisir q de telle sorte que :
c
xQx
1 + xQx
|DQx|2 ≤ qε
1 + xQx
(xQx)|DQx|2 . (2.178)
On obtient alors :∣∣∣∣2ε xQx1 + xQxxQεDDQx
∣∣∣∣ ≤ 18 |x|2 + qε1 + xQx(xQx)|DQx|2 . (2.179)
Et donc ﬁnalement :
˙︷ ︷
O(x) ≤ − qε
1 + xQx
(xQx)|DQx|2 − 1
4
|x|2 < 0 , ∀x 
= 0 . (2.180)
Le dernier point qui reste a` montrer est que la fonction l choisie en (2.151) convient, c’est a` dire
permet d’obtenir l’ine´galite´ (2.127).
Graˆce a` l’hypothe`se B3” et au fait que h2 est de classe C1, on de´duit l’existence d’une
fonction ζ positive continue telle que :
|h1(x, y)y + h2(x, y, us(x, y))us(x, y)− h2(x, 0, us(x, 0))us(x, 0)| ≤ (1 + |x|)ζ(y)|y| . (2.181)
D’un autre coˆte´, ∣∣∣∣∂O∂x (x)
∣∣∣∣ = ∣∣∣4q(xQx)xQ+ 2xQε∣∣∣ ≤ c (|x|+ |x|3) . (2.182)
On de´duit de ces deux ine´galite´s que :∣∣∣l′(O(x))∂O∂x (x) [h1(x, y)y+ h2(x, y, us(x, y))us(x, y)− h2(x, 0, us(x, 0))us(x, 0)]∣∣∣
≤ c(|x|+|x|
3)(1+|x|)
1+O(x)2
ζ(y)|y|
≤ c(ζ(y)|y|)2 + τ
(
(|x|+|x|3)(1+|x|)
1+Ω2(x)2
)2 (2.183)
ou` τ est une constante arbitraire. Pour conclure, il suﬃt d’observer que pour τ suﬃsamment
petit, les ine´galite´ :
τ
((|x|+ |x|3) (1 + |x|)
1 + O(x)2
)2
≤ 1
4
|x|2
1 +O(x)2
≤ 1
2
(x)
1 + O(x)2
=
1
2
l
′
(O(x))(x) (2.184)
sont ve´riﬁe´es et que, de part le fait que W est approxime´e localement a` l’origine par une forme
quadratique de´ﬁnie positive et que κ(0) > 0, il existe (d’apre`s l’annexe E) une fonction k de
classe C1, de classe K∞, de de´rive´e de´ﬁnie positive telle que :
c(ζ(y)|y|)2 ≤ 1
2
k
′
(U(x, y))κ(V (y))W (y) . (2.185)
Ceci termine notre preuve. 
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2.2.4 Robustesse du re´sultat de stabilite´ du The´ore`me 2.1.
Dans [75], Teel a e´crit : “An important feature of our approach is that it is robust to unknown
(possibly time-varying) parameters as well as unmodeled nonlinear perturbations that satisfy
certain general properties”. Nous pouvons reprendre a` notre compte ce commentaire. En eﬀet,
en relisant l’hypothe`se B3 a` l’envers, nous obtenons :
Supposons les hypothe`ses B0, B1 et B2 satisfaites. Choisissons une fonction ρ positive, de´ﬁnie
et continue sur [0,+∞) et une fonction κ positive, de´ﬁnie et continue sur (0,+∞), telles que
les conditions (2.11), (2.12) et B3.2 soient ve´riﬁe´es. Alors toute commande u donne´e par la
preuve du The´ore`me 2.1 garantie la stabilite´ asymptotique globale de l’origine pour tout syste`me
s’e´crivant sous la forme (2.1) ou` h1, e1 et f1 sont des fonctions continues quelconques satisfaisant
(2.10), (2.12) et (2.13). Ces fonctions peuvent meˆme de´pendre, de fac¸on borne´e, du temps.
Dans ce cas, lorsque (2.72) est ve´riﬁe´e, la stabilite´ asymptotique globale re´sulte du The´ore`me de
Lyapunov. Lorsque (2.72) n’est pas ve´riﬁe´e, on a ne´cessairement la stabilite´ globale mais pour
montrer l’attractivite´ il faut mener a` bien une de´monstration assez similaire a` celle du Lemme
6.2 qui s’appuie sur le lemme de Barbalat (voir [32, Lemma 4.4]).
Example 2.17 : Nous allons illustrer nos propos en conside´rant le syste`me qui est une simpli-
ﬁcation de [75, Example 4.3]) :⎧⎪⎪⎨⎪⎪⎩
x˙1 = x2 + θ(t)x23 + sin(x1t)x
2
2 exp(u) + u
2
x˙2 = x2
x˙2 = u
(2.186)
ou` θ est inconnu mais tel que, pour tout t,
|θ(t)| ≤ c (2.187)
avec c donne´.
Pour stabiliser le sous-syste`me en (x2, x3), nous choisissons :
u = −x2 − x3 + v . (2.188)
Le sous syste`me en (x2, x3) joue le roˆle du sous syste`me en y dans (2.1). Comme fonction de
Lyapunov, nous prenons :
V (x2, x3) = 32 x
2
2 + x
2
3 + x2 x3 (2.189)
Nous obtenons :
˙︷ ︷
V (x2, x3) = −x22 − x23 + (2x3 + x2) v . (2.190)
Le changement de coordonne´es (voir le paragraphe 2.3.2)) :
X1 = x1 + x2 + x3 (2.191)
donne alors :⎧⎪⎨⎪⎩
X˙1 = v + θ(t)x23 + sin(x1t)x
2
2 exp(−x2 − x3 + v) + (x2 + x3 − v)2
x˙2 = x3
x˙3 = −x2 − x3 + v
(2.192)
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D’apre`s (2.68), une fonction de Lyapunov susceptible d’eˆtre assignable est :
U(X1, x2, x3) = k(x2, x3) +
∫ X1
0
σ(s)ds (2.193)
ou`
• k est la fonction de´ﬁnie en (2.64) pour une fonction κ que nous de´terminerons plus tard.
• σ une saturation de classe C1 borne´e par 1.
Puisque :
˙︷ ︷∫ X1
0
σ(s)ds = σ(X1)
[
v + θ(t)x23 + sin(x1t)x
2
2 exp(−x2 − x3 + v) + (x2 + x3 − v)2
]
,(2.194)
|θ(t)| ≤ c , | sin(x1t)| ≤ 1 , |σ| ≤ 1 , (2.195)
nous avons :
˙︷ ︷∫ X1
0
σ(s)ds ≤ σ(X1)v + 2v2 + 4x22 + (4 + c)x23 + x22 exp(|x2|+ |x3|+ |v|) (2.196)
Graˆce a` (2.189), on obtient donc :
˙︷ ︷
U(X1, x2, x3) ≤ σ(X1) v + 2 v2 + 4 x22 + (4 + c) x23 + x22 exp(|x2|+ |x3|+ |v|) (2.197)
− κ(V (x2, x3))
[
x22 + x
2
3 − |2x3 + x2| |v|
]
.
D’apre`s la Proposition 2.9, prenons :
v = −λ(X1, x2, x3)σ(X1) , (2.198)
ou` λ est une fonction positive plus petite que 18 que nous choisirons plus tard. Ceci nous donne :
˙︷ ︷
U(X1, x2, x3) ≤ −34λ(X1, x2, x3)σ(X1)2 + 4 x22 + (4 + c) x23 + x22 exp(x22 + x23 + 3) (2.199)
− κ(V (x2, x3))
[
x22 + x
2
3 − |2x3 + x2||λ(X1, x2, x3)σ(X1)|
]
.
Maintenant, l’ine´galite´ :
|2x3 + x2| λ(X1, x2, x3) |σ(X1)| ≤ 4 λ(X1, x2, x3)2σ(X1)2 + 12
(
x23 + x
2
2
)
(2.200)
nous permet d’e´crire :
˙︷ ︷
U(X1, x2, x3) ≤ −34 λ(X1, x2, x3) σ(X1)2 + 4 x22 + (4 + c) x23 + x22 exp(x22 + x23 + 3)(2.201)
− κ(V (x2, x3))
[
1
2 x
2
2 +
1
2 x
2
3 − 4 λ(X1, x2, x3)2 σ(X1)2
]
.
Ainsi, en choisissant les fonctions λ et κ pour que :
κ(s) ≥ 4
[
4 + c + exp
(
3 +
4
3
s
)]
(2.202)
|λ(X1, x2, x3)| ≤ 18κ(V (x2, x3)) , (2.203)
50 Chap. 2. Ajout d’inte´gration : changement de coordonne´es.
et en observant que :
V (x2, x3) ≥ 34
(
x22 + x
2
3
)
, (2.204)
nous obtenons ﬁnalement :
˙︷ ︷
U(X1, x2, x3) ≤ − 14 λ(X1, x2, x3) σ(X1)2 − 14 κ(V (x2, x3))
[
x22 + x
2
3
]
. (2.205)
La fonction U est donc assigne´e strictement par la loi de commande :
u = −x2 − x3 − σ(x1 + x2 + x3)32 [4 + c + exp (3 + 2x22 + 43x23 + x2x3)] . (2.206)

2.3 Changement de coordonne´es.
2.3.1 Introduction.
2.3.1.1 Le contexte.
Par l’hypothe`se B3, nous avons ﬁxe´ un contexte dans lequel la technique de Jurdjevic et Quinn
peut eˆtre applique´e. L’inte´reˆt d’avoir un changement de coordonne´es tel que les termes de
couplage h1, e1 et f1 re´sultants de celui-ci satisfont l’hypothe`se B3.1 apparaˆıt donc. C’est un
tel changement de coordonne´es que nous cherchons maintenant a` mettre au point.
Pour limiter le champ d’investigation, nous nous mettons dans le contexte de la discussion
de l’hypothe`se B3.1 situe´e au paragraphe 2.2.2 :
• Nous nous inte´ressons au syste`me :⎧⎪⎪⎨⎪⎪⎩
X˙1 = M1X1 +H1(X1, X2, Y )Y + H2(X1, X2, Y, u)u
X˙2 = M2X2 +E1(X1, X2, Y )Y + E2(X1, X2, Y, u)u
Y˙ = F0(Y ) + F1(X1, X2, Y )Y + F2(X1, X2, Y, u)u
(2.207)
ou` Y est dans Rn, X1 dans Rm1, X2 dans Rm2 , u dans Rq. De plus, nous supposons
que F0(0) = 0 et que les fonctions H1, H2, E1, E2, F0 et F2 sont de classe C36. Nous
utilisons ici des lettres capitales pour distinguer les coordonne´es initiales (X1, X2, Y ) de
celles obtenues apre`s changement (x1, x2, y) et avec lesquelles nous eﬀectuons la synthe`se
de Lyapunov.
• La line´arite´ des fonctions H0 et E0 dans (2.207) fait que les fonctions Q, R, S et T de
l’hypothe`se B1 sont des formes quadratiques et donc que la condition (2.15) est satisfaite.
• Nous supposons la stabilite´ exponentielle locale de Y = 0 pour Y˙ = F0(Y ), i.e. nous
supposons que la matrice
A =
∂F0
∂Y
(0) (2.208)
6Nous faisons cette hypothe`se qui pourrait eˆtre aﬀaiblie dans certains des cas que nous traiterons par la suite
dans un souci de simplicite´.
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est asymptotiquement stable. Avec l’hypothe`se B1, ceci implique que les fonctions V et
W peuvent eˆtre modiﬁe´es pour satisfaire (2.24). Nous avons observe´ en (2.26) qu’alors la
fonction κ de l’hypothe`se B3.1 devait ve´riﬁer :
lim
y→0
|y| κ(|y|2) = 0 . (2.209)
• Pour les fonctions H1 et E1, nous supposons, comme en (2.16), qu’elles sont line´airement
borne´es en X1 et X2. Plus pre´cise´ment, nous supposons l’existence d’une fonction continue
positive γ telle que :
|H1(X1, X2, Y )| ≤ (1 + |X1|) γ(|Y |) , (2.210)
|E1(X1, X2, Y )| ≤ (1 + |X1|+ |X2|) γ(|Y |) . (2.211)
Dans ce cas, nous avons vu, avec (2.20), que, pour ve´riﬁer (2.10) dans B3.1, il nous suﬃt
de prendre :
ρ(s) ≤ c√s . (2.212)
Alors, avec ce qui pre´ce`de, (2.20) implique que la fonction γ dans (2.210) et (2.211) doit
ve´riﬁer :
γ(0) = 0 . (2.213)
Ceci signiﬁe que les fonctions H1 et E1 doivent eˆtre d’ordre strictement supe´rieur a` 1 en
Y = 0, pour tout (X1, X2).
Cette condition d’ordre pour H1 et E1 n’e´tant ge´ne´riquement pas satisfaite, le proble`me que
nous nous posons maintenant est celui de trouver un diﬀe´omorphisme global :⎛⎝ X1X2
Y
⎞⎠ →
⎛⎝ x1x2
y
⎞⎠
qui fasse que, dans ces nouvelles coordonne´es, les termes de couplage h1 et e1 soient de l’ordre
le plus e´leve´ possible en y = 0, a` de´faut de pouvoir rendre ces fonctions identiquement nulles.
2.3.1.2 Remarque.
En fait, si notre objectif est maintenant d’e´liminer, dans la mesure du possible, les termes de
couplage, il ne faut pas oublier que le choix des coordonne´es joue aussi un roˆle dans la satisfaction
de l’hypothe`se B2. Ainsi, le syste`me suivant, introduit dans [28],⎧⎨⎩ X˙1 = Y 3 − Y + uY˙ = −Y + u (2.214)
dont l’origine est globalement asymptotiquement stabilisable, satisfait B2 mais pas B3. Mais
dans les coordonne´es :
x1 = X1 − y , y = y (2.215)
il s’e´crit : ⎧⎨⎩ x˙1 = y3y˙ = −y + u (2.216)
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Cette fois B3 est satisfaite mais pas B2. Par conse´quent, il faut avoir a` l’esprit que trouver un
changement qui fait que B3 est ve´riﬁe´e n’a d’inte´reˆt que si, dans les nouvelles coordonne´es, B2
l’est e´galement, ce que rien ne garantit a priori.
Une question qu’il est le´gitime de se poser est la suivante : plutoˆt que de rechercher des
changements de coordonne´es qui font que B3 est satisfaite, puis de ve´riﬁer si dans les nouvelles
coordonne´es B2 l’est ou pas, y aurait-il un avantage quelconque a` proce´der de fac¸on inverse,
c’est a` dire a` rechercher des changements de coordonne´es qui font que B2 est satisfaite, puis a`
ve´riﬁer si B3 l’est ou pas ? Nous n’avons pas de re´ponse satisfaisante a` cette question. Pre´cisons
toutefois que suivre cette deuxie`me de´marche nous semble diﬃcile en raison de la complexite´
qu’il y a a` ve´riﬁer si l’hypothe`se B2 est satisfaite. Aussi ne nous engagerons nous pas dans cette
direction.
2.3.1.3 Sommaire.
Dans un premier temps, nous conside´rons le cas plus simple ou` la fonction H1 peut eˆtre
approxime´e, au sens de (2.10) (voir paragraphe 2.2.4), par une fonction line´aire en X1 et
inde´pendante de X2. Cette hypothe`se nous permet de donner des conditions pour l’existence
d’un changement de coordonne´es tel que le nouveau terme de couplage soit une fonction du sec-
ond ordre en y = 0 ou meˆme soit totalement e´limine´e. Dans un second temps, nous relaˆcherons
l’hypothe`se de de´pendance line´aire en X1. Les changements de coordonne´es que nous allons
pre´senter vont eˆtre mis au point sur des syste`mes auxiliaires. Chacun de ceux-ci est une simpli-
ﬁcation du syste`me (2.207) telle que, d’apre`s le paragraphe 2.2.4, les proprie´te´s de stabilite´ de ce
syste`me de´termine celles du syste`me initial. De plus, les termes faisant intervenir la commande
ne jouant aucun roˆle dans le proble`me que nous e´tudions maintenant, il est inutile, pour le
moment, de les conside´rer.
2.3.2 Un premier type de changement de coordonne´es.
Conside´rons donc le syste`me (2.207). La fonction H1Y , e´tant C2, peut eˆtre de´compose´e ainsi :
H1(X1, X2, Y )Y = H10(Y ) +H11(Y )X1 +H12(X1, X2, Y ) , (2.217)
avec
H10(Y ) = H1(0, 0, Y ) Y , H11(Y ) = <
∂H1
∂X1
(0, 0, Y ), Y > . (2.218)
Pour simpliﬁer notre taˆche, nous allons mettre en place nos changements de coordonne´es en
conside´rant le syste`me auxiliaire suivant :⎧⎨⎩ X˙1 = M1 X1 + H10(Y ) + H11(Y )X1Y˙ = F0(Y ) (2.219)
Pour ce syste`me, nous cherchons un changement de coordonne´es qui soit tel que les fonctions
H10 et H11 soient remplace´es par des fonctions d’ordre supe´rieure ou e´gal a` 2 en Y = 0.
De fac¸on a` pre´server la line´arite´ en X1, nous nous restreignons a` un changement de coor-
donne´es de la forme : (
x1
y
)
=
(
exp(−P2(Y )) [X1 + P1(Y )]
Y
)
(2.220)
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ou` la fonction matricielle P2 et la fonction P1 sont a` choisir. Dans ces nouvelles coordonne´es, le
syste`me (2.219) s’e´crit : ⎧⎨⎩ x˙1 = M1 x1 + h10(y) + h11(y) x1y˙ = f0(y) (2.221)
avec :
h11(y) = −M1 + exp(−P2(y))
[
M1 + H11(y) (2.222)
−
∫ 1
0
exp(P2(y)s) <
∂P2
∂y
(y), F0(y) > exp(−P2(y)s)ds
]
exp(P2(y))
h10(y) = exp(−P2(y))
[
H10(y) +
∂P1
∂y
(y)F0(y) − (M1 + H11(y))P1(y)
]
(2.223)
f0(Y ) = F0(y) .
Les expressions de h11, h10 sont obtenues au moyen de l’identite´ :
˙︷ ︷
exp(−P2(y)) = − exp(−P2(y))
∫ 1
0
exp(P2(y)s)
˙︷ ︷
P2(y) exp(−P2(y)s)ds . (2.224)
Celle-ci est elle meˆme obtenue au moyen de l’identite´ :
d
dτ
exp(−P2(y)τ) = −P2(y) exp(−P2(y)τ) . (2.225)
Nous sommes amene´s a` nous poser les questions suivantes :
1- Etant donne´es deux fonctions H11 et F0, comment peut eˆtre modiﬁe´e h11 de´ﬁnie en (2.222)
au moyen d’une fonction P2 ?
2- Etant donne´es quatre fonctions H11, F0, H10 et P2, comment peut eˆtre modiﬁe´e h10 de´ﬁnie
en (2.223) au moyen d’une fonction P1 ?
En re´ponse a` celles-ci, nous avons :
Lemme 2.18 Si les spectres de A et de M1 sont tels que :
λAi + λM1j 
= λM1k , (2.226)
λAi 
= λM1k , (2.227)
pour tout (i, j, k), alors il existe des fonctions re´gulie`res P1 et P2, obtenues par re´solution d’un
syste`me d’e´quations line´aires, qui donnent h11, en (2.222), et h10, en (2.223), d’ordre 2.
Remarque 2.19 : En exploitant la the´orie des formes normales de Poincare´, on peut rendre
ces fonctions d’ordre supe´rieur en imposant des conditions de non re´sonnance supple´mentaires.
(Voir la preuve de [3, Theorem 3.1]) •
Preuve du Lemme 2.18 : Introduisons la notation suivante :
∇H11 (k,i,j) =
∂H11 (i,j)
∂yk
(0) (2.228)
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et notons par (P2 (k,i,j)) la solution du syste`me line´aire :
∇H11 (k,i,j) +
∑
l
[
M1 (i,l)P2 (k,l,j) − P2 (k,i,l) M1 (l,j) − P2 (l,i,j) A(l,k)
]
= 0 . (2.229)
On remarque alors (voir [40, I.10.10]), qu’avec la matrice P2, de´ﬁnie par :
(exp(P2(y))− I)(i,j) =
∑
k P2 (k,i,j)yk
1 +
∑
i,j |
∑
k P2 (k,i,j)yk|
, (2.230)
la fonction h11 est d’ordre 2. Des arguments similaires a` ceux utilise´s dans [3, Proof of Lemma
1.1] montrent que (2.229) peut en ge´ne´ral eˆtre re´solue si et seulement si (2.226) est ve´riﬁe´.
Plus simplement, la fonction h10 en (2.223) est d’ordre 2 si nous choisissons :
P1(y) = P y (2.231)
ou` P est la solution du syste`me line´aire :
PA − M1P + ∂H10
∂y
(0) = 0 (2.232)
qui peut eˆtre re´solue en ge´ne´ral si et seulement si (2.227) est ve´riﬁe´e (voir [18, Section 8.1]). 
Remarque 2.20 : Les formules (2.230) et (2.231) peuvent ne pas eˆtre approprie´es dans la
pratique. Le point crucial a` retenir a` propos des fonctions P1 et P2 est que ∂P1∂y (0) et
∂P2
∂y (0)
sont impose´s par la donne´e des e´quations initiales. Ainsi on peut, si on le souhaite, choisir une
fonction P1(y) borne´e en prenant :
P1(y) =
Py
1 + |Py| • (2.233)
Si la fonction H11(y) intervenant dans (2.223) est identiquement nulle, on peut obtenir
h10(y) ≡ 0 si on peut trouver une fonction P1 re´solvant l’e´quation aux de´rive´es partielles suiv-
ante :
−M1 P1(Y ) + H10(Y ) + ∂P1
∂Y
(Y )F0(Y ) = 0 , P1(0) = 0 . (2.234)
Remarquons que si P1 est solution de l’e´quation (2.234), alors le graphe {(X1, Y ) : X1+P1(Y ) =
0} est une varie´te´ invariante de :⎧⎨⎩ X˙1 = M1 X1 + H10(Y )Y˙ = F0(Y ) . (2.235)
Si la matrice A est asymptotiquement stable, ce graphe est un sous ensemble de la varie´te´ stable
et la varie´te´ stable elle meˆme si toute les valeurs propres de M1 ont leur partie re´elle nulle. Donc,
graˆce a` la the´orie ge´ne´rale des varie´te´s invariantes, nous savons que (2.234) admet une solution,
au moins sur un voisinage de l’origine (voir [6]). En fait, ici, nous pouvons exploiter la structure
triangulaire de (2.235) pour prouver que, lorsque l’inte´grale suivante :
P1(Y ) =
∫ ∞
0
exp (−sM1)H10(Φ(s, Y )) ds (2.236)
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ou` Φ(t, Y ) est solution de :
∂Φ
∂t
(t, Y ) = F0(Φ(t, Y )) , Φ(0, Y ) = Y , (2.237)
est bien de´ﬁnie et est de classe C1, alors P1(Y ) est une solution de (2.234). Ce point important
a e´te´ remarque´ par Yang dans [82]. Plus pre´cise´ment a` propos de (2.236) et inde´pendamment
du contexte de ce travail, nous avons :
Lemme 2.21 Si la matrice ∂F0∂Y (0) est asymptotiquement stable, la matrice −M1 est stable et
la fonction H10 est C1, alors la fonction P1, donne´ par (2.236), est bien de´ﬁnie, est C1 et est
solution de (2.234).
Preuve : Voir l’annexe F.
Remarque 2.22 :
1. Quand M1 est e´gal a` 0, l’e´galite´ (2.234) se simpliﬁe et donne :
˙︷ ︷
P1(Y )(2.235) = −H10(Y ) , (2.238)
ce qui signiﬁe que H10(Y ) est une de´rive´e exacte. Cette proprie´te´, qui, il est vrai, n’est pas
toujours aise´ment exploitable dans la pratique, sera ne´anmoins utilise´e extensivement lors de
la stabilisation du syste`me pendule chariot a` la section 2.5.4 •
2. Le re´sultat d’existence, donne´ par le lemme 2.21, a e´te´ exploite´ par Yang, dans [82], et par
Sontag et Sussmann, dans [68] pour prouver le corollaire 2.37 qui se trouve dans la section
suivante dans le cas ou` en (2.425) n’est pas pre´sent le sous syste`me en y. Ces auteurs utilisent
pour y parvenir une technique Lyapunov similaire a` celle utilise´e pour le lemme 1.1 (avec x1
remplace´ par X1 + P1(Y )) •
3. Quand X1 est de dimension 1, M1 = 0, la matrice A est asymptotiquement stable et la
fonction H11(Y ) est de classe C1, la fonction (scalaire) P2, qui a pour expression :
P2(Y ) = −
∫ ∞
0
H11(Φ(s, Y )) ds (2.239)
avec Φ(s, Y ) solution de (2.237), est bien de´ﬁnie (voir l’annexe F). En ce cas, pour une telle
fonction P2, nous obtenons (voir (2.222)) :
h11(y) = 0 . (2.240)
Nous remarquons e´galement que (2.239) donne :
˙︷ ︷
P2(Y )(2.235) = H11(Y ) , (2.241)
ce qui signiﬁe que H11(Y ) est une de´rive´e exacte •
4. Remarquons ﬁnalement que, pour le syste`me (2.219), le changement de coordonne´es (2.220)
a pour eﬀet de transformer le syste`me d’e´quations (2.8) de B2
X˙1 = M1X1 ,
∂Q
∂x
(X1)H2(X1, 0, 0, 0) = 0 ,
∂Q
∂x
(X1)H0(X1) (2.242)
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en⎧⎨⎩ x˙1 = M1x1 ,
∂Q
∂x (x1)h0(x1) = 0 ,
∂Q
∂x (x1)
[
h2(x1, 0, 0, 0)+ ∂P1∂y (0) f2(x1, 0, 0, 0)− < ∂P2∂y (0), f2(x1, 0, 0, 0)> x1
]
= 0 .
(2.243)
Ainsi le changement de coordonne´es introduit les fonctions
∂P1
∂y
(0) f2(x1, 0, 0, 0) , − < ∂P2
∂y
(0) , f2(x1, 0, 0, 0)> x1
qui peuvent faire que B2 soit satisfaite dans les coordonne´es (x1, y), alors qu’elle ne l’e´tait
pas dans les coordonne´es (X1, Y ), ou vice versa! Ce phe´nome`ne a e´te´ souligne´ en conside´rant
les syste`mes (2.2) et (2.214) •
2.3.3 Un deuxie`me type de changement de coordonne´es.
De´composons maintenant la fonction H1Y de la fac¸on suivante :
H1(X1, X2, Y )Y = H13(X1) Y + H14(X1, X2, Y ) , (2.244)
avec
H13(X1) = H1(X1, 0, 0) . (2.245)
Remarquons que si :
∂H1
∂X2
(X1, X2, 0) = 0 , (2.246)
alors H14 est du second ordre en Y = 0. Ainsi nous conside´rons le syste`me auxiliaire suivant :⎧⎨⎩ X˙1 = M1 X1 + H13(X1) YY˙ = F0(Y ) (2.247)
Pour ce syste`me, nous cherchons un changement de coordonne´es qui soit tel que la fonction
H13(X1)Y soit remplace´e par une fonction d’ordre supe´rieur ou e´gal a` 2 en Y = 0.
De fac¸on a` pre´server les proprie´te´s de croissance en X1 de H13(X1), nous nous restreignons
a` un changement de coordonne´es de la forme :⎛⎝ x1
y
⎞⎠ = ( X1 + L(X1)P (Y )
Y
)
(2.248)
ou` la fonction matricielle L et la fonction P sont a` choisir de classe C2, P devant de plus ve´riﬁer :
P (0) = 0 . (2.249)
Remarquons que si la fonction
∣∣∣ ∂L∂X1 ∣∣∣ est borne´e et plus exactement si, pour tout X1,∣∣∣∣ ∂L∂X1 (X1)
∣∣∣∣ ≤ c , (2.250)
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alors le changement de coordonne´es donne´ ci-dessus est un vrai diﬀe´omorphisme global si, pour
tout Y ,
|P (Y )| ≤ 1
(1 + ε)c
(2.251)
avec ε > 0. En particulier, on a dans ce cas :
|X1| ≤ 1 + ε
ε
|x1 − L(0)P (y)| , |X1 − x1| ≤ (|L(0)|+ c|X1|) |P (y)| . (2.252)
Dans ces nouvelles coordonne´es, le syste`me (2.247) s’e´crit :⎧⎨⎩ x˙1 = M1 x1 + h13(x1, y) yy˙ = f0(y) (2.253)
avec :
h13(x1, y) =
(
−M1 L(X1) + < ∂L∂X1 (X1) , [M1X1 +H13(X1)y] >
) ∫ 1
0
∂P
∂Y (sy)ds (2.254)
+ H13(X1) + L(X1) ∂P∂Y (y)
∫ 1
0
∂F0
∂Y (sy)ds ,
f0(y) = F0(y) . (2.255)
Avec (2.252), nous voyons que la fonction h13 est d’ordre 1 en y = 0 et que la condition (2.251)
est satisfaite, si nous choisissons :
P (y) =
1√
1 + (1 + ε)2c2|y|2 y (2.256)
et avons pour fonction L une fonction de classe C2, ve´riﬁant (2.250) et solution de l’e´quation
aux de´rive´es partielles suivante :
−M1 L(X1) + < ∂L
∂X1
(X1) , M1X1 > + H13(X1) + L(X1)A = 0 . (2.257)
Nous remarquons que s’il existe une solution L a` cette e´quation, alors l’ensemble
{(L(X1), X1) : X1 ∈ Rm1}
est une varie´te´ invariante du syste`me :⎧⎨⎩ Z˙ = M1 Z − Z A − H13(X1)X˙1 = M1 X1 (2.258)
Cette remarque nous donne l’expression formelle suivante pour L :
L(X1) =
∫ +∞
0
exp(−M1s)H13(exp(M1s)X1) exp(As)ds . (2.259)
On en de´duit :
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Lemme 2.23 Supposons que :
1. il existe un nombre re´el positif c tel que, pour tout X17,∣∣∣∣∂H13∂X1 (X1)
∣∣∣∣ + ∣∣∣∣∂2H13∂2X1 (X1)
∣∣∣∣ ≤ c (2.260)
3. la matrice M1 est stable,
4. il existe un nombre re´el strictement positif c tel que, pour tout s ≥ 0,
|exp(−M1s)|
(
1 + |exp(M1s)|2
)
|exp(As)| ≤ c exp(−cs) . (2.261)
Alors la fonction L donne´e par (2.259) est bien de´ﬁnie, de classe C2, solution de (2.257) et
ve´riﬁe (2.250). De plus, la fonction h13, de´ﬁnie en (2.254), ve´riﬁe, pour tout (x1, y) :
|h13(x1, y)| ≤ |y| (1 + |x1|) γ(|y|) (2.262)
ou` γ est une fonction positive continue.
Remarque 2.24 :
1. Ce second changement de coordonne´es est inte´ressant car il permet de traiter des syste`mes
plus complexes que le premier. Par contre il a l’inconve´nient de demander le calcul explicite
d’une solution L approprie´e de l’e´quation aux de´rive´es partielles (2.257), taˆche beaucoup plus
ardue que celle de re´soudre les syste`mes line´aires donnant les fonctions P1 et P2. Remarquons
toutefois que, lorsque M1 = 0, on a simplement :
L(X1) = −H(X1)A−1 . (2.263)
Il est e´galement important d’observer que, dans le contexte du premier changement de co-
ordonne´es, la re´solution de l’e´quation aux de´rive´es partielles (2.234) peut nous permettre de
supprimer comple`tement le terme de couplage en h1. Tel n’est pas le cas avec ce second
changement de coordonne´es : seuls les termes du premier ordre en y = 0 sont e´limine´s •
2. Comme (2.226)-(2.227), la condition (2.261) est une condition de se´paration spectrale entre
A et M1. Cette dernie`re est cependant plus restrictive car impose que le spectre de A soit
suﬃsamment a` gauche dans le plan complexe par rapport au spectre de M1 •
Nous n’aurons pas par la suite l’occasion d’illustrer le fonctionnement de ce changement de
variable. Aussi proposons-nous ici l’exemple acade´mique suivant :
Example 2.25 : Conside´rons le syste`me :⎧⎨⎩ X˙ = X1+X2 Y + u2Y˙ = −Y + exp(−Y 2 −X2) Y 2 + u (2.264)
Le terme de couplage geˆnant est :
H1(X, Y ) = H13(X) =
X
1 + X2
. (2.265)
7Puisque la fonction H1 est de classe C
3, H13 est de classe C
3
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Puisque M1 = 0 et A = −1, la formule (2.263) nous donne la fonction :
L(X) =
X
1 + X2
(2.266)
dont la de´rive´e est borne´e par 1. Donc en prenant :
P (Y ) =
Y
1 + Y 2
, (2.267)
le changement de coordonne´es (2.248) est un diﬀe´omorphisme global qui s’e´crit :(
x
y
)
=
(
X + X
1+X2
Y
1+Y 2
Y
)
. (2.268)
Pour ces nouvelles coordonne´es, on obtient en particulier :
x˙ =
(
X
1+X2
2y
1+y2
+ X(1−y
2)
(1+X2)(1+y2)
exp(−y2 −X2) + X(1−X2)
(1+X2)2(1+y2)
)
y2 (2.269)
+
(
X(1−y2)
(1+X2)(1+y2)
+
[
1 + 1−X
2
(1+X2)2
y
1+y2
]
u
)
u
Maintenant, le terme de couplage sur la premie`re ligne est du second ordre en y = 0. Il est aussi
borne´ en x – puisqu’il l’est en X –. Pour obtenir une loi de commande qui stabilise globalement
asymptotiquement, il suﬃt alors d’appliquer le The´ore`me 2.1. Ainsi, prenons :
U(x, y) =
1
2
(
x2 + 15y2
)
(2.270)
comme fonction de Lyapunov susceptible d’eˆtre strictement assignable. Calculons sa de´rive´e par
rapport au temps en utilisant l’expression obtenue pour la de´rive´e de x :
˙︷ ︷
1
2
(
x2 + 15y2
)
=
xX
1 +X2
2y3
1 + y2
+ y2 exp(−y2 −X2) xX(1− y
2)
(1 +X2)(1 + y2)
+
xX(1− y2)
(1 +X2)(1 + y2)
u
+
xX(1−X2)y2
(1 +X2)2(1 + y2)
− 15y2 + 15y3 exp(−y2 −X2) + 15yu
+x
[
1 +
1−X2
(1 +X2)2
y
1 + y2
]
u2 (2.271)
Apre`s des calculs interme´diaires, on obtient :
˙︷ ︷
1
2
(
x2 + 15y2
) ≤ − 3 y2 + [ xX(1− y2)
(1 +X2)(1 + y2)
+ 15y
]
u + 3 |X | u2 (2.272)
On montre alors aise´ment que le bouclage :
us = − 16(1 + X2)
[
xX(1− y2)
(1 + X2)(1 + y2)
+ 15y
]
(2.273)
donne l’ine´galite´ :
˙︷ ︷
1
2
(
x2 + 15y2
) ≤ − 3y2 − 1
12(1 +X2)
[
xX(1− y2)
(1 +X2)(1 + y2)
+ 15y
]2
(2.274)
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et donc est globalement asymptotiquement stabilisant. 
Preuve du Lemme 2.23 : De´ﬁnissons la fonction Δ ainsi :
Δ(s, X1) = exp(−M1s)H13(exp(M1s)X1) exp(As) . (2.275)
Graˆce a` (2.260), on obtient :
|H13(X1)| ≤ c(1 + |X1|) (2.276)
et donc :
|Δ(s, X1)| ≤ c| exp(−M1s)|(1 + | exp(M1s)X1|)| exp(As)|
≤ c| exp(−M1s)|(1 + | exp(M1s)|)| exp(As)|(1 + |X1|) .
(2.277)
Graˆce a` (2.261), on en de´duit que :
|Δ(s, X1)| ≤ c exp(−cs)(1 + |X1|) . (2.278)
Il s’en suit imme´diatement que L(X1) donne´e par (2.259) est bien de´ﬁnie pour tout X1 dans
Rm1 .
Pour montrer que cette fonction est de classe C2, montrons tout d’abord qu’elle est de classe
C1. Pour obtenir ce re´sultat, nous ve´riﬁons si les hypothe`ses de [14, Theorem (3.150)] le sont.
1. Pour tout s ∈ R≥0, la fonction Δ(s, X1) est continuement diﬀe´rentiable.
2. Nous avons :
∂
∂X1
Δ(s, X1) = exp(−M1s) < ∂H13
∂X1
(exp(M1s)X1), exp(M1s) > exp(As) . (2.279)
Graˆce a` (2.260) et (2.261), il s’en suit que :∣∣∣∣ ∂∂X1Δ(s, X1)
∣∣∣∣ ≤ c| exp(−cs)| . (2.280)
pour tout X1 dans Rm1 et tout s dans R≥0.
3. La fonction c| exp(−cs)| est inte´grable sur [0,+∞).
Ces trois points impliquent que la fonction L est C1 et que :
∂L
∂X1
(X1) =
∫ +∞
0
exp(−M1s) < ∂H13
∂X1
(exp(M1s)X1), exp(M1s) > exp(As)ds . (2.281)
Pour montrer que la fonction L est de classe C2, il suﬃt de proce´der d’une fac¸on analogue a` celle
que nous venons d’employer pour montrer qu’elle est de classe C1 en substituant la fonction :
exp(−M1s) < ∂H13
∂X1
(exp(M1s)X1), exp(M1s) > exp(As)
a` la fonction Δ.
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Maintenant, pour montrer que L de´ﬁnie en (2.259) est solution de (2.257), il suﬃt de mon-
trer que L(exp(M1t)X1) est une solution de (2.258). Ce re´sultat s’obtient en observant que
L(exp(M1t)X1) ve´riﬁe :
L(exp(M1t)X1) = exp(tM1)
[∫ +∞
t
exp(−M1s)H13(exp(M1s)X1) exp(As)ds
]
exp(−At)
(2.282)
puis en de´rivant cette e´galite´.
L’e´galite´s (2.281) et les ine´galite´s (2.260), (2.261) impliquent que (2.250) est ve´riﬁe´e. Le
dernier point qui reste a` montrer est donc (2.262).
Graˆce a` (2.257) et (2.254), on a :
h13(x1, y) =
(
< ∂L∂X1 (X1) , M1X1 >
) ∫ 1
0
(
∂P
∂Y (sy)− I
)
ds
+
(
< ∂L∂X1 (X1) , H13(X1)y >
) ∫ 1
0
∂P
∂Y (sy)ds
+ L(X1)
[
∂P
∂Y (y)
∫ 1
0
∂F0
∂Y (sy)ds− A
] (2.283)
Et donc :
|h13(x1, y)| ≤
∣∣∣ ∂L∂X1 (X1)∣∣∣ |M1X1|
(∫ 1
0
∣∣∂P
∂Y (sy)− I
∣∣ ds)
+
∣∣∣ ∂L∂X1 (X1)∣∣∣ |H13(X1)y|∫ 1
0
∣∣ ∂P
∂Y (sy)
∣∣ds
+ |L(X1)|
(∣∣ ∂P
∂Y (y)
∣∣ ∫ 1
0
∣∣∣∂F0∂Y (sy)− A∣∣∣ ds+ ∣∣∣∣∂P∂Y (y)− I
∣∣∣∣ |A|) ,
(2.284)
Les fonctions P et F0 e´tant de classe C2, il existe une fonction continue et positive μ telle que :∣∣∣∣∂P∂Y (sy)− I
∣∣∣∣ + ∣∣∣∣∂F0∂Y (sy)− A
∣∣∣∣ ≤ sμ(|y|)|y| , ∀ (y, s) : 0 ≤ s ≤ 1 . (2.285)
Alors, cette ine´galite´, (2.250) et (2.284) donnent :
|h13(x1, y)| ≤ c|M1||X1|μ(|y|)|y| + c|H13(X1)||y|
∫ 1
0
∣∣∂P
∂Y (sy)
∣∣ds
+ |L(X1)|
(∣∣∂P
∂Y (y)
∣∣ μ(|y|)|y|+ μ(|y|)|y||A|) , (2.286)
Graˆce a` (2.250), on obtient :
|L(X1)| ≤ c |X1|+ |L(0)| . (2.287)
Comme on a en outre montre´ l’ine´galite´ (2.276), on obtient :
|h13(x1, y)| ≤ c|M1||X1|μ(|y|)|y| + c(1 + |X1|)|y|
∫ 1
0
∣∣ ∂P
∂Y (sy)
∣∣ ds
+ (c |X1|+ |L(0)|)
(∣∣ ∂P
∂Y (y)
∣∣ μ(|y|)|y|+ μ(|y|)|y||A|) , (2.288)
Il s’en suit l’existence de d’une fonction continue positive ζ telle que :
|h13(x1, y)| ≤ c(1 + |X1|)ζ(|y|)|y| (2.289)
Graˆce a` (2.252) :
|X1| ≤ 1 + ε
ε
(|x1| + |L(0)||P (y)|) . (2.290)
L’ine´galite´ (2.262) s’en suit. Ceci termine notre preuve. 
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2.4 Ajout d’inte´gration.
Nous combinons maintenant synthe`se de Lyapunov et changements de coordonne´es pour e´noncer
des re´sultats ge´ne´ralisant ceux obtenus par la technique de Jurdjevic et Quinn et traitant du
proble`me d’ajout d’inte´gration (voir (5)).
Nous conside´rons a` nouveau le syste`me (2.207) :⎧⎪⎪⎨⎪⎪⎩
X˙1 = M1X1 +H1(X1, X2, Y )Y +H2(X1, X2, Y, u)u
X˙2 = M2X2 +E1(X1, X2, Y )Y + E2(X1, X2, Y, u)u
Y˙ = F0(Y ) + F1(X1, X2, Y )Y + F2(X1, X2, Y, u)u
(2.291)
ou` Y est dans Rn, X1 dans Rm1, X2 dans Rm2, u dans Rq, toutes les fonctions sont C3 et nous
notons :
A =
∂F0
∂Y
(0) . (2.292)
2.4.1 Avec l’aide du premier changement de coordonne´es.
2.4.1.1 Re´sultat.
De´composons la fonction H1Y comme en (2.217) :
H1(X1, X2, Y )Y = H10(Y ) +H11(Y )X1 +H12(X1, X2, Y ) , (2.293)
avec
H10(Y ) = H1(0, 0, Y ) Y , H11(Y ) = <
∂H1
∂X1
(0, 0, Y ), Y > (2.294)
et introduisons les hypothe`ses suivantes :
Hypothe`se D1 :
D11 : Le terme F1(X1, X2, Y )Y n’est pas pre´sent et le point Y = 0 est un point d’e´quilibre
globalement asymptotiquement stable du sous syste`me en Y quand u est pris e´gal a` ze´ro.
D12 : Les matrices A et M2 sont asymptotiquement stables, la matrice M1 est stable et les
spectres de ces matrices sont tels que, pour tout (i, j, k)8,
λAi + λM1j 
= λM1k , λAi 
= λM1k . (2.295)
L’hypothe`se D12 implique l’existence de matrices Q1 et Q2 syme´triques, de´ﬁnies positives, sat-
isfaisant :
Q1M1 + M1 Q1 ≤ 0 , Q2M2 + M2 Q2 = −I (2.296)
et de P et P2, solutions de respectivement (2.232) et (2.229). (Voir le lemme 2.18). Soit alors
H2 de´ﬁnie par :
H2(X1) u = − < P2, F2(X1, 0, 0, 0)u> X1 + [H2 (X1, 0, 0, 0)+ P F2 (X1, 0, 0, 0)]u . (2.297)
8Les conditions (2.295) sont ne´cessairement satisfaites si la partie re´elle de chacune des valeurs propres de M1
est nulle.
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Hypothe`se D2 : X1 = 0 est l’unique solution de :
X˙1 = M1X1 , X1 Q1M1X1 = 0 , X

1 Q1H2(X1) = 0 . (2.298)
Hypothe`se D3 : Les fonctions H12 et E1 sont telles qu’il existe une fonction positive continue
γ telle que :
|H12(X1, X2, Y )| ≤ |Y | [|X2|+ |Y | (1 + |X1|+ |X2|)] γ(Y ) , (2.299)
|E1(X1, X2, Y )| ≤ (1 + |X1|+ |X2|) γ(Y ) . (2.300)
The´ore`me 2.26 Si les hypothe`ses D1, D2 et D3 sont ve´riﬁe´es, alors pour tout u dans (0,+∞],
l’origine du syste`me (2.291) peut eˆtre rendue solution globalement asymptotiquement stable par
un bouclage d’e´tat C3, borne´ par u et ze´ro a` l’origine. De plus, si la line´arisation de (2.291)
est stabilisable, la line´arisation du syste`me en boucle ferme´e est asymptotiquement stable. Fi-
nalement, lorsque la composante en X1 n’est pas pre´sente, l’origine de (2.291) avec u = 0 est
globalement asymptotiquement stable.
Remarque 2.27 :
1. Les hypothe`ses D1 et D3 donnent des indications sur la fac¸on de de´composer la variable de
l’inte´gration X en X1 et X2. Premie`rement, les termes couplants H1 et E1 peuvent au plus
croˆıtre line´airement en X a` l’inﬁni. Deuxie`mement, la de´composition doit eˆtre eﬀectue´e de
sorte que la matrice M2 soit asymptotiquement stable et que la matrice M1 soit seulement
stable mais satisfasse la condition de se´paration spectrale (2.295). Finalement le terme H12
en (2.293) divise´ par |Y |, doit s’annuler quand X2 et Y sont nuls •
2. Quand X1 n’est pas pre´sent et que u est pris e´gal a` 0, (2.296) et (2.300) impliquent que le sous
syste`me en X2 avec Y comme entre´e est “entre´e convergente, e´tat borne´” (Converging Input
Bounded State), proprie´te´ de´ﬁnie dans [65]. Il s’en suit que le dernier point du The´ore`me
2.26 est une conse´quence directe de [65, Theorem] et que la stabilite´ asymptotique de A n’est
en fait pas ne´cessaire dans ce cas •
2.4.1.2 Preuve du The´ore`me 2.26.
Cette preuve est divise´e en trois parties.
1. Stabilite´ asymptotique globale : Pour prouver le premier point du The´ore`me 2.26, nous
ve´riﬁons qu’apre`s un changement de coordonne´es, le The´ore`me 2.1 s’applique.
Graˆce a` (2.293) et au fait que H1 est C3, D3 implique que la fonction H12 peut eˆtre
de´compose´e en :
H12(X1, X2, Y ) = [< H12Y (X1, X2, Y ), Y > + < H12X(X1, X2), X2 >] Y . (2.301)
Alors, puisque les spectres de A et de M1 ve´riﬁent (2.295), le Lemme 2.18 donne des fonctions
P1 et P2 telles qu’en appliquant le changement de coordonne´es, line´aires en (X1, X2),⎛⎝ x1x2
y
⎞⎠ =
⎛⎝ exp(−P2(Y )) (X1 + P1(Y ))X2
Y
⎞⎠ (2.302)
64 Chap. 2. Ajout d’inte´gration : changement de coordonne´es.
les fonctions H10 et H11 sont transforme´es en des fonctions du second ordre en y = 0. Plus
pre´cise´ment le syste`me (2.291) peut eˆtre re´crit sous la forme :⎧⎪⎪⎨⎪⎪⎩
x˙1 = M1x1+ < h1y(x1, x2, y), y > y+ < h1x(x1, x2, y), x2 > y + h2(x1, x2, y, u)u
x˙2 = M2x2 + e1(x1, x2, y)y+ e2(x1, x2, y, u)u
y˙ = f0(y) + f2(x1, x2, y, u)u
(2.303)
ou` :
– la fonction h1y provient des fonctions h10 et h11 donne´es en (2.222) et (2.223) et de la fonction
H12Y ,
– la fonction h1x provient de la fonction H12X,
– la fonction h2 est donne´e par :
h2(x1, x2, y, u) u = − exp(−P2(y))
(∫ 1
0
Ξ(x1, x2, y, s)ds
)
exp(P2(y)) x1 (2.304)
+ H2 ([exp(P2(y))x1− P1(y)], x2, y, u)u
+
∂P1
∂y
(y)F2 ([exp(P2(y))x1 − P1(y)], x2, y, u) u
avec Ξ de´ﬁnie ainsi :
Ξ(x1, x2, y, s) = exp(P2(y)s) <
∂P2
∂y
(y), F2 ([exp(P2(y))x1 − P1(y)], x2, y, u)u > exp(−P2(y)s).
(2.305)
Alors, premie`rement, nous avons que D11 et (2.296) impliquent que B1 est ve´riﬁe´e. En
particulier on a :
Q(x1) = x1 M1 x1 , S(x2) = x

2 M2 x2 . (2.306)
De plus (voir annexe G), la fonction de Lyapunov V peut eˆtre prise de classe C3 et obtenue
comme une combinaison convexe approprie´e de Y V Y et de V0(Y ) ou` V est une matrice de
Lyapunov associe´e a` la matrice asymptotiquement stable A et V0(Y ) est une fonction de Lya-
punov associe´e (voir [83, Theorem V.19.8]) a` la stabilite´ asymptotique globale de Y = 0. Ainsi,
nous avons en outre :
|y| ≤ c =⇒ V (y) ≤ c |y|2 , W (y) ≥ c |y|2 . (2.307)
Deuxie`mement, nous remarquons que P1 et P2, donne´s par le lemme 2.18, satisfont :
P1(Y ) = P Y ,
∂P2
∂Y
(0) = P2 . (2.308)
Il s’en suit qu’avec la de´ﬁnition (2.297), B2 n’est rien d’autre que D2.
Troisie`mement, avec D3 et la line´arite´ en (X1, X2) de (2.302), nous concluons qu’il existe
une fonction γ positive et continue telle que :
|h1y(x1, x2, y)| ≤ (1 + |x1|+ |x2|) γ(y) , |h1x(x1, x2, y)| ≤ γ(y) (2.309)
|e1(x1, x2, y)| ≤ (1 + |x1|+ |x2|) γ(y) . (2.310)
Par conse´quent, on a :∣∣∣x1 Q1 < h1y(x1, x2, y) , y > y∣∣∣ ≤ c |y|2 γ(y) |x1| (1 + |x1|+ |x2|) (2.311)
≤ c |y|2 γ(y)
(
1 +
√
1 + |x1|2Q1 + |x2|2Q2 − 1
)2
(2.312)
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∣∣∣x1 Q1 < h1x(x1, x2, y) , x2 > y∣∣∣ ≤ c |y| γ(y) |x1| |x2| (2.313)
≤ c |y| γ(y) |x2|
(
1 +
√
1 + |x1|2Q1 + |x2|2Q2 − 1
)
(2.314)∣∣∣x2 Q2e1(x1, x2, y)y∣∣∣ ≤ c |y| γ(y) |x2| (1 +√1 + |x1|2Q1 + |x2|2Q2 − 1) . (2.315)
Donc, en prenant
ρ(s) =
√
1 + s − 1 (2.316)
et
κ(v) ≥ 1 + c max
{y:V (y)≤v}
{
|y|2 [γ(y)2 + γ(y)]
W (y)
}
, (2.317)
l’ine´galite´ (2.10) est satisfaite. En plus de cela :
• La de´ﬁnition de ρ implique que ρ est ze´ro en ze´ro, Lipschitz continue et que (2.11) est
satisfaite.
• D’apre`s (2.317), la fonction κ peut eˆtre choisie continue. Donc (2.12) et B3.2 sont satisfaites
• V e´tant C3, (2.12) est satisfaite.
• La condition (2.13) est satisfaite puisque f1 ≡ 0.
Par conse´quent, B3 est ve´riﬁe´e.
Nous en concluons que le The´ore`me 2.1 s’applique. On en de´duit, en particulier, qu’un
bouclage d’e´tat de classe C2 ayant les proprie´te´s de´sire´es peut eˆtre obtenu.
Remarquons que (2.97) e´tant ve´riﬁe´e, une loi de commande possible est (2.98). Rappelons
que (2.68) donne une fonction de Lyapunov approprie´e ayant une de´rive´e par rapport au temps
de´ﬁnie ne´gative si : ∣∣∣x1 Q1 M1x1∣∣∣ + ∣∣∣x1 Q1H2(x1)∣∣∣ 
= 0 , ∀x1 
= 0 . (2.318)
Si x1 est de dimension 1, l’hypothe`se D2 implique que cette condition est satisfaite. Enﬁn si
cette condition n’est pas satisfaite, nous avons vu au paragraphe 2.2.3.3 comment construire une
fonction de Lyapunov de de´rive´e de´ﬁnie ne´gative.
2. Stabilite´ exponentielle locale : Pour prouver la stabilite´ asymptotique du syste`me en
boucle ferme´ line´arise´, nous e´crivons la line´arisation de (2.303) ainsi :⎧⎨⎩
x˙1 = M1x1 +D1u ,
x˙2 = M2x2 +D2u ,
y˙ = Ay + Bu ,
(2.319)
avec
B = f2(0, 0, 0, 0) , D1 = h2(0, 0, 0, 0) , D2 = e2(0, 0, 0, 0) . (2.320)
Pour prouver que la line´arisation de la loi de commande donne´e par (2.83) est stabilisante pour
ce syste`me, nous proce´dons en deux e´tapes :
1. Nous appliquons le lemme 1.1 pour obtenir une loi de commande line´aire uL pour le
syste`me line´aire (2.319).
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2. Nous ve´riﬁons que cette loi de commande uL n’est rien d’autre que la line´arisation a`
l’origine de (2.83).
Premie`re e´tape : Nous remarquons tout d’abord que (2.319) est de la forme (1.4). En conse´quen-
ce l’hypothe`se D12 implique que B1 est ve´riﬁe´e. En outre, le fait d’avoir impose´ la stabilisabilite´
de la line´arisation de (2.291) implique la stabilisabilite´ de la paire (M1,D1). Cette proprie´te´
implique graˆce au Fait 1.8 que B2 est ve´riﬁe´e. On de´duit de (2.83) dans la proposition 2.8 que
la loi de commande line´aire suivante stabilise (2.319) :
uL(x, y) = −β0
(
κ0α0 B
 ∂
2V
∂y2
(0) y + l0DQx
)
(2.321)
ou` :
• V est la fonction de Lyapunov satisfaisant (2.7) et (2.307) et donc :
∂2V
∂y2
(0)A + A
∂2V
∂y2
(0) < 0 , (2.322)
•
x =
(
x1
x2
)
, D =
( D1
D2
)
, Q =
(
Q1 0
0 Q2
)
(2.323)
• κ0 et l0 sont des nombres re´els strictement positifs.
• α0 et β0 sont des re´els satisfaisant :
β0 > 0 , −
λmin
{
∂2V
∂y2
(0)A + A ∂
2V
∂y2
(0)
}
λmax
{
∂2V
∂y2
(0)BB ∂2V
∂y2
(0)
} ≥ 3 β0 [α0 − 1]2 . (2.324)
Deuxie`me e´tape : Les conditions (2.84)-(2.87) indiquent qu’avec (2.67), on peut prendre, pour
satisfaire (2.324) :
κ0 = κ(0) , l0 = l′(0) , α0 = α(0, 0, 0) , β0 = β(0, 0, 0) . (2.325)
Donc, l’approximation line´aire a` l’origine de (2.83) est e´gale a` (2.321).
3. Cas ou` la composante X1 n’est pas pre´sente : Pour prouver que l’origine de (2.291)
avec u = 0 est globalement asymptotiquement stable s’il n’y a pas de composante x1, nous
remarquons simplement que dans ce cas, avec (2.300) et en comple´tant les carre´s, on a :
˙︷ ︷
k(y) + ln(1 + |x2|2Q2) = −κ(V (y))W (y) +
− |x2|2 + x2 Q2e1(x2, y)y
1 + |x2|2Q2
(2.326)
≤ −κ(y)W (y) − |x2|
2
1 + |x2|2Q2
+ c
(|x2|+ |x2|2)2
(1 + |x2|2Q2)2
(2.327)
+
1
c
|y|2 γ(y)2 (2.328)
ou` le nombre c peut eˆtre choisi pour que soit satisfaite l’ine´galite´ :
c
(|x2|+ |x2|2)2
(1 + |x2|2Q2)2
≤ |x2|
2
2(1 + |x2|2Q2)
. (2.329)
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Par conse´quent, en prenant κ telle que :
1
2
κ(V (y))W (y) ≥ 1
c
|y|2 γ(y)2 , (2.330)
on obtient :
˙︷ ︷
k(y) + ln(1 + |x2|2Q2) ≤ −
1
2
κ(V (y))W (y)− |x2|
2
2(1 + |x2|2Q2)
. (2.331)
Le terme de droite de (2.331) e´tant de´ﬁni ne´gatif, notre preuve est acheve´e. 
2.4.2 Avec l’aide du deuxie`me changement de coordonne´es.
2.4.2.1 Re´sultat.
Reprenons maintenant la de´composition (2.244) de H1Y :
H1(X1, X2, Y )Y = H13(X1) Y + H14(X1, X2, Y ) , (2.332)
avec :
H13(X1) = H1(X1, 0, 0) . (2.333)
Nous introduisons les hypothe`ses suivantes :
Hypothe`se E1 :
E11 : Le terme F1(X1, X2, Y )Y n’est pas pre´sent et le point Y = 0 est un point d’e´quilibre
globalement asymptotiquement stable du sous syste`me en Y quand u est pris e´gal a` ze´ro.
E12 : Les matrices A et M2 sont asymptotiquement stables, la matrice M1 est stable et il existe
un nombre re´el strictement positif c tel que, pour tout s ≥ 0,
|exp(−M1s)|
(
1 + |exp(M1s)|2
)
|exp(As)| ≤ c exp(−cs) . (2.334)
L’hypothe`se E12 implique l’existence de matrices Q1 et Q2 syme´triques, de´ﬁnies positives, sa-
tisfaisant :
Q1M1 + M1 Q1 ≤ 0 , Q2M2 + M2 Q2 = −I (2.335)
et fait que la fonction suivante est bien de´ﬁnie :
L(X1) =
∫ +∞
0
exp(−M1s)H13(exp(M1s)X1) exp(As)ds . (2.336)
Soit alors H2 de´ﬁnie par :
H2(X1) = H2(X1, 0, 0, 0) + L(X1)F2(X1, 0, 0, 0) . (2.337)
Hypothe`se E2 : X1 = 0 est l’unique solution de :
X˙1 = M1X1 , X1 Q1M1X1 = 0 , X

1 Q1H2(X1) = 0 . (2.338)
Hypothe`se E3 :
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E31 : Les fonctions H14 et E1 sont telles qu’il existe une fonction positive continue γ telle que :
|H14(X1, X2, Y )| ≤ |Y | [|X2|+ |Y | (1 + |X1|+ |X2|)] γ(Y ) , (2.339)
|E1(X1, X2, Y )| ≤ (1 + |X1|+ |X2|) γ(Y ) . (2.340)
E32 : Les fonctions
∣∣∣ ∂H13∂X1 (X1)∣∣∣ et ∣∣∣∂2H13∂2X1 (X1)∣∣∣ sont borne´e.
The´ore`me 2.28 Si les hypothe`ses E1, E2 et E3 sont ve´riﬁe´es, alors pour tout u dans (0,+∞],
l’origine du syste`me (2.291) peut eˆtre rendue solution globalement asymptotiquement stable par
un bouclage d’e´tat C1, borne´ par u et ze´ro a` l’origine. De plus, si la line´arisation de (2.291)
est stabilisable, la line´arisation du syste`me en boucle ferme´e est asymptotiquement stable. Fi-
nalement, lorsque la composante en X1 n’est pas pre´sente, l’origine de (2.291) avec u = 0 est
globalement asymptotiquement stable.
2.4.2.2 Preuve du The´ore`me 2.28.
Nous allons e´tablir ce the´ore`me en nous ramenant a` la preuve de The´ore`me 2.26.
Les hypothe`ses E12 et E32 garantissent que le Lemme 2.23 s’applique. On obtient ainsi des
fonctions L et P telles qu’en appliquant le changement de coordonne´es⎛⎝ x1x2
y
⎞⎠ =
⎛⎝ X1 + L(X1)P (Y )X2
Y
⎞⎠ (2.341)
la fonctions H13Y est transforme´e en une fonction du second ordre en y = 0. Plus pre´cise´ment,
avec l’hypothe`se E31, le syste`me (2.291) peut eˆtre re´crit sous la forme (2.303) avec les fonctions
h1x et h1y obtenues de l’identite´ :
< h1y(x1, x2, y), y > y + < h1x(x1, x2, y), x2 > y (2.342)
= h13(x1, y) y + H14(X1, x2, y) + < ∂L∂X1 (X1) , H14(X1, x2, y) > P (y)
ou` h13 est la fonction de´ﬁnie en (2.254) et ve´riﬁe (2.262). Ainsi, puisque, d’apre`s le Lemme 2.23,
la fonction ∂L∂X1 est borne´e, les ine´galite´s (2.252) et (2.262) et l’hypothe`se E31 impliquent-elles
que les fonctions h1y, h1x et e1 ve´riﬁent (2.309) et (2.310). Enﬁn on a :
h2(x1, 0, 0, 0) = H2(x1) . (2.343)
Nous en de´duisons que la preuve peut eˆtre continue´e exactement comme celle du The´ore`me 2.26.

Remarque 2.29 : Dans les The´ore`mes 2.26 et 2.28 il est fait l’hypothe`se que le terme
F1(X1, X2, Y )Y n’est pas pre´sent dans (2.291). Modiﬁer ces the´ore`mes en autorisant la pre´sence
de pareils termes termes est possible, mais cela pre´sente un inconve´nient. En eﬀet, il faut alors
imposer une hypothe`se semblable a` (2.13) ce qui suppose connue une fonction Lyapunov V as-
signe´e strictement pour le sous syste`me en Y par u = 0. Nous n’avons pas fait cette hypothe`se
mais avons seulement suppose´ que Y = 0 est un point globalement asymptotiquement stable du
sous syste`me en Y pris a` commande nulle. Nous tenons a garder cette hypothe`se telle qu’elle
est : en eﬀet, celle-ci met en avant le fait que si la fonction V n’est pas connue explicitement,
il est tout de meˆme possible graˆce a` la Proposition 2.9 de proposer une formule explicite de loi
de commande globalement asymptotiquement stabilisante pour le syste`me global, le parame`tre
μ restant a` re´gler. •
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2.5 Applications.
Au moyen des divers outils mis en place dans les sections pre´ce´dentes, nous sommes maintenant
en mesure d’appre´hender diﬀe´rentes questions de stabilisation asymptotique globale.
2.5.1 Syste`mes feedforward.
2.5.1.1 Re´sultat.
Le The´ore`me 2.26 peut eˆtre applique´ de fac¸on re´cursive pour prouver que le syste`me suivant est
globalement asymptotiquement stabilisable :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙n = h0n(yn−1)xn + h1n(yn−1) + h2n(xn, yn−1, v)v
...
x˙1 = h01(y0)x1 + h11(y0) + h21(x1, y0, v)v
y˙0 = f0(y0) + f20(y0, v)v
(2.344)
ou` y0 est dans Rn, xi dans Rmi , u dans Rq, f0, h0i, h1i, f20, h2i sont de classe C4 et avec :
yi =
(
xi , x

i−1, . . . , x

1 , y

0
)
, h1i(0) = 0 , f0(0) = 0 . (2.345)
Nous notons :
Mi = h0i(0) , Ci = ∂h1i∂yi−1 (0) , Di = h2i(0, 0, 0) .
A0 = ∂f0∂y0 (0) , B0 = f20(0, 0) .
(2.346)
Nous avons :
The´ore`me 2.30 Supposons ce qui suit pour le syste`me (2.344) :
2.30.1 Il existe une loi de commande v0(y0) qui est C3, ve´riﬁe v0(0) = 0, qui stabilise glob-
alement asymptotiquement l’origine du sous syste`me en y0 de (2.344) et telle que la
line´arisation du syste`me en boucle ferme´e est asymptotiquement stable.
2.30.2 Pour tout i dans {1, . . . , n}, la matrice Mi est telle qu’il existe une matrice de´ﬁnie
positive Qi satisfaisant :
QiMi + Mi Qi = 0 . (2.347)
2.30.3 La paire ⎛⎜⎜⎜⎜⎜⎝
Mn Cn
0 Mn−1 Cn−1
. . .
M1 C1
0 A0
⎞⎟⎟⎟⎟⎟⎠ ,
⎛⎜⎜⎜⎜⎜⎝
Dn
Dn−1
...
D1
B0
⎞⎟⎟⎟⎟⎟⎠
est stabilisable.
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2.30.4 Pour tout i dans {1, . . . , n}, la fonction h2i satisfait, pour tout (xi, yi−1, v),
∂h2i
∂xi
(xi, 0, 0) = 0 , (2.348)
∂2h2i
∂x2i
(xi, yi−1, v) = 0 . (2.349)
Si ces conditions sont ve´riﬁe´es, pour tout u dans (0,+∞], l’origine peut eˆtre rendue solution
globalement asymptotiquement stable du syste`me (2.344) au moyen d’un bouclage d’e´tat borne´
par u + sup
y0
{|v0(y0)|} et la line´arisation du syste`me en boucle ferme´e est asymptotiquement
stable.
Remarque 2.31 :
1. Avec les notations du syste`me ge´ne´ral (6), nous voyons que les hypothe`ses du The´ore`me
2.30 sont satisfaites si x˙ = f1(x, u) est globalement asymptotiquement stabilisable par une
loi de commande qui donne en outre la proprie´te´s de stabilite´ exponentielle locale et si la
line´arisation a` l’origine du syste`me global est stabilisable •
2. Le The´ore`me 2.30 n’est qu’une des diverses versions qu’il est possible d’obtenir en appliquant
de fac¸on re´cursive les the´ore`mes 2.26 ou 2.28. Notons en particulier que nous aurions pu
autoriser une de´pendance non explicitement line´aire en xi pour les termes inde´pendants de
v et que la restriction (2.347) n’a pour seul objectif que de rendre plus facile la ve´riﬁcation
de la condition spectrale D12 •
Preuve du The´ore`me 2.30 : Nous prouvons ce the´ore`me par re´currence. Nous appellerons
syste`me i le sous syste`me dont l’e´tat est yi = (y0, x1, . . . , xi), i.e. :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙i = h0i(yi−1)xi + h1i(yi−1) + h2i(xi, yi−1, v)v
...
x˙1 = h01(y0)x1 + h11(y0) + h21(x1, y0, v)v
y˙0 = f0(y0) + f20(y0, v)v
(2.350)
Sous une forme plus compacte le pre´ce´dent syste`me s’e´crit :
y˙i = f i(yi) + f2i(yi, v)v (2.351)
Prenons pour hypothe`se de re´currence :
Hypothe`se de re´currence : L’origine du syste`me (2.351) peut eˆtre rendue solution glob-
alement asymptotiquement stable par vi(yi), un bouclage d’e´tat de classe C3 borne´ par inu +
supy0 {|v0(y0)|}, ve´riﬁant vi(0) = 0, et tel que la line´arisation du syste`me en boucle ferme´e est
asymptotiquement stable.
Cette hypothe`se est satisfaite pour i = 0 graˆce a` l’hypothe`se 2.30.1 du The´ore`me 2.30. Pour
prouver que si celle-ci est satisfaite au rang i, elle l’est aussi au rang i + 1, nous allons montrer
que le The´ore`me 2.26 s’applique au syste`me i + 1, apre`s bouclage.
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1. Avec vi, loi de commande donne´e par l’hypothe`se de re´currence, (2.349) et les notations
suivantes :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u = v − vi(yi) ,
h0(yi) = h0i+1(yi)+ <
∂h2i+1
∂xi+1
(0, yi, vi(yi)) , vi(yi) > ,
h1(yi) = h1i+1(yi) + h2i+1(0, yi, vi(yi))vi(yi) ,
h2(xi+1, yi, u) = h2i+1(xi+1, yi, vi(yi) + u)+ <
(∫ 1
0
∂h2i+1
∂v
(xi+1, yi, lu+ vi(yi))dl
)
, vi(yi) > ,
f(yi) = f i(yi) + f2i(yi, vi(yi)) vi(yi) ,
f2(yi, u) = f2i(yi, u+ vi(yi)) + <
(∫ 1
0
∂f2i
∂v
(yi, lu+ vi(yi))dl
)
, vi(yi) > ,
(2.352)
le syste`me i + 1 s’e´crit sous la forme (2.291), avec en particulier,
M = Mi+1 , C = Ci+1 +Di+1Ki , D = Di+1 (2.353)
et :
A =
⎛⎜⎜⎜⎜⎜⎝
Mi Ci
. . .
M1 C1
0 A0
⎞⎟⎟⎟⎟⎟⎠ +
⎛⎜⎜⎜⎝
Di
...
D1
B0
⎞⎟⎟⎟⎠ Ki , B = f2(0, 0) =
⎛⎜⎜⎜⎝
Di
...
D1
B0
⎞⎟⎟⎟⎠
(2.354)
ou` :
Ki =
∂vi
∂yi
(0) . (2.355)
Les fonctions hi, f et f2 sont toutes de classe C3. En eﬀet :
(a) Les fonctions f20, h2j, h0j, h1j sont de classe C4 pour tout j.
(b) La fonction vi est de classe C3.
Notons e´galement que f2 ne de´pend pas de xi+1.
2. L’hypothe`se D11 est une conse´quence de l’hypothe`se de re´currence.
3. Puisque la matrice A est donne´e par la line´arisation du syste`me en boucle ferme´e :
y˙i = f i(yi) + f 2i(yi, vi(yi))vi(yi) , (2.356)
sa stabilite´ asymptotique est donne´e par l’hypothe`se de re´currence. Donc avec (2.347)
l’hypothe`se D12 est ve´riﬁe´e.
4. L’hypothe`se D2 est une conse´quence de l’hypothe`se 2.30.3 et du Fait 1.8. En eﬀet, puisque
f2 ne de´pend pas de xi+1, (2.348) implique :
H2(xi+1) = h2i+1(xi+1, 0, 0) = D . (2.357)
5. Puisque h0i+1 et h1i+1 ne de´pendent pas de xi+1, l’hypothe`se D3 est trivialement satisfaite.
Par conse´quent, en appliquant le The´ore`me 2.26, on obtient un bouclage d’e´tat ui+1(yi, xi+1)
borne´ par 1nu, qui, de part le fait que f2 et h2 sont de classe C
3, peut eˆtre pris C3 et tel
que l’hypothe`se de re´currence soit satisfaite par le syste`me i + 1. Ceci comple`te la preuve du
The´ore`me 2.30. 
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2.5.2 Syste`me stable et syste`me stabilisable couple´es par la commande.
2.5.2.1 Re´sultat de base.
Le re´sultat que nous allons pre´senter maintenant est a` rapprocher du The´ore`me 1.1. En eﬀet,
comme le syste`me (1.4), celui que nous allons conside´rer est constitue´ de deux sous syste`mes sans
termes de couplage lorsque la commande est nulle et l’un de ces sous syste`mes est globalement
asymptotiquement stable. Par contre, l’autre peut cette fois eˆtre instable, pourvu toutefois
qu’il soit globalement asymptotiquement stabilisable par des lois de commandes arbitrairement
petites et qu’il ve´riﬁe une proprie´te´ garantissant l’absence de trajectoires non borne´es sur un
intervalle ﬁni du temps lorsque l’entre´e ve´riﬁe certaines conditions. L’hypothe`se garantissant
cette proprie´te´ de non explosion en temps ﬁni s’apparente a` l’hypothe`se B3.
Conside´rons le syste`me suivant :⎧⎨⎩ χ˙ = h0(χ) + h2(χ, u)uy˙ = f(y) + f2(y, u)u (2.358)
Hypothe`se B0∗ : Les fonctions h0, h2, f , et f2 sont continues et h0 et f sont e´gales a` ze´ro a`
l’origine.
Hypothe`se B1∗ : Pour tout u > 0, il existe une fonction us continue et borne´e en norme par
u telle que l’origine du syste`me :
χ˙ = h0(χ) + h2(χ, us(χ))us(χ) (2.359)
soit globalement asymptotiquement stable.
L’origine du syste`me :
y˙ = f(y) (2.360)
est globalement asymptotiquement stable.
Hypothe`se B3∗ : Il existe une fonction de classe C1 de´ﬁnie positive et propre Qb, une constante
strictement positive u et une fonction  positive, de´ﬁnie et continue sur [0,+∞) telles que :
∂Qb
∂χ
(χ)[h0(χ) + h2(χ, u)u] ≤ 1 + (Qb(χ)) ∀χ , ∀u : |u| ≤ |us(χ)| (2.361)
et
1
1 + 

∈ L1 ([0,+∞)) . (2.362)
Si l’hypothe`se B1∗ est ve´riﬁe´e, alors d’apre`s le the´ore`me de Lyapunov inverse (voir [83, Theorem
V.19.8]), il existe une fonction V propre, de´ﬁnie positive, Lipschitz continue, ze´ro en ze´ro et une
fonction W continue et de´ﬁnie positive telles que :
V˙(2.360)(y) = −W (y) < 0 , ∀ y 
= 0 (2.363)
et il existe une fonction Qs propre, de´ﬁnie positive et Lipschitz continue, et une fonction T
continue et de´ﬁnie positive telles que :
Q˙s(2.359)(χ) = −T (χ) < 0 , ∀χ 
= 0 . (2.364)
Notons par ϕ une fonction de classe C1 sur [0,+∞), de´croissante et ve´riﬁant :
2.5. Applications. 73
• ϕ(s) = 1 pour tout s ∈ [0, 3].
• ϕ(s) = 0 pour tout s ≥ 4.
The´ore`me 2.32 Si les hypothe`ses B0∗, B1∗ et B3∗ sont ve´riﬁe´es, il existe u tel que l’origine
du syste`me (2.358) boucle´ avec :
ut(χ, y) = us(χ)ϕ(V (y)) (2.365)
est un point d’e´quilibre globalement asymptotiquement stable.
Remarquons que la loi de commande (2.365) est inspire´e de celle employe´e dans [77, Section 4].
Discussion concernant le The´ore`me 2.32.
Nous avons choisi de faire intervenir V dans la formule de us car cela simpliﬁe la preuve
de notre the´ore`me. Mais un re´sultat similaire peut eˆtre obtenu en remplac¸ant par exemple
us(χ)ϕ(V (y)) par us(χ)ϕ(|y|2). Par conse´quent, la connaissance d’une fonction de Lyapunov
V n’est pas indispensable pour obtenir une loi de commande donnant la proprie´te´ de stabilite´
de´sire´. D’un point de vue pratique, il peut eˆtre alors toutefois plus diﬃcile de de´terminer une
valeur suﬃsamment petite pour u pour que soit obtenue la proprie´te´ de stabilite´ de´sire´e.
Hypothe`se B1∗. Cette hypothe`se n’implique ni que l’origine du sous syste`me en y pris a` com-
mande nulle ni celle du sous syste`me en χ boucle´ avec us(χ) sont localement exponentiellement
stable. C’est la` une des caracte´ristiques importantes du The´ore`me 2.32. Remarquons que celle-ci
ne doit pas surprendre : les proprie´te´s locales a` l’origine des fonctions d’un syste`me auquel a
e´te´ ajoute´ une inte´gration n’ont e´te´ jusqu’ici ne´cessaire qu’en pre´sence de termes de couplage
non nul quand la commande est nulle qui, au cours de nos constructions Lyapunov, ge´ne`rent
des termes geˆnants et qu’il s’agit dominer .
Hypothe`se B3∗.
1. Cette hypothe`se montre un des inte´reˆts qu’il y a a` pouvoir garantir la stabilisabilite´ asymp-
totique globale au moyen de loi de commande de norme arbitrairement petite. A la section
2.5.2.2, nous de´terminerons une classe de syste`mes feedforward pouvant jouer le roˆle du sous
syste`me en χ et cela en exploitant le re´sultat du The´ore`me 2.30.
2. Cette hypothe`se garanti que toutes les solutions de
χ˙ = h0(χ) (2.366)
sont borne´es sur tout intervalle ﬁni du temps. En eﬀet en de´ﬁnissant une fonction l1 par :
l1(q) =
∫ q
0
1
1 + (s)
ds (2.367)
on obtient, graˆce a` (2.361), :
l′1(Qb(χ))
∂Qb
∂χ
(χ)h0(χ) ≤ 1 . (2.368)
Donc, pour tout solution χ(t) de (2.366), on a :
l1(Qb(χ(t))) ≤ Qb(χ(0)) + T , ∀T ≥ 0 , ∀t ∈ [0, T ] . (2.369)
La fonction l1 e´tant de classe K∞ en raison de la proprie´te´ (2.362) et Qb e´tant une fonction
propre, il s’en suit que χ(t) est borne´e sur [0, T ].
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Preuve. Notre preuve est constitue´e de trois e´tapes. Au cours de la premie`re, nous construisons
une fonction propre et de´ﬁnie positive dont la de´rive´e le long de (2.358) boucle´ avec ut est
strictement ne´gative pour y hors d’un voisinage ouvert contenant l’origine. Au cours de la
deuxie`me, nous construisons une autre fonction propre et de´ﬁnie positive dont la de´rive´e le
long de (2.358) boucle´ avec ut est strictement ne´gative lorsque y appartient a` un voisinage de
l’origine et (y, χ) 
= (0, 0). Au cours de la troisie`me e´tape, nous combinons les deux fonctions
obtenues pre´ce´demment pour construire une fonction de Lyapunov strictement assigne´e par ut
pour (2.358).
Premie`re e´tape. De´ﬁnissons une fonction U1 par :
U1(χ, y) = k1(y) + l1(Qb(χ)) (2.370)
ou` k1 est une fonction de´ﬁnie par (2.64) avec dans le roˆle de V la fonction ve´riﬁant (2.363) et
dans celui de κ, une fonction κ1 a` de´terminer et Qb est la fonction donne´e par l’hypothe`se B3∗
et l1 est la fonction, de classe C1 et de classe K∞ de´ﬁnie en (2.367). Alors :
U˙1(χ, y) ≤ −κ1(V (y))W (y) + κ1(V (y))∂V
∂y
(y)f2(y, ut(χ, y))ut(χ, y) + 1 . (2.371)
Montrons que k1 et u peuvent eˆtre choisies de telle sorte que :
1
2
κ1(V (y))W (y) ≥
∣∣∣∣κ1(V (y))∂V∂y (y)f2(y, ut(χ, y))ut(χ, y)
∣∣∣∣+ 1 , ∀ y : V (y) ≥ 1 . (2.372)
D’apre`s le Lemme E.1 de la Section E, la fonction κ1 peut eˆtre choisie de telle sorte que :
1
4
κ1(V (y))W (y) ≥ 1 , ∀ y : V (y) ≥ 1 . (2.373)
Montrons que, pour u suﬃsamment petit,
1
4
W (y) ≥
∣∣∣∣∂V∂y (y)f2(y, ut(χ, y))ut(χ, y)
∣∣∣∣ , ∀ y : V (y) ≥ 1 . (2.374)
Lorsque V (y) ≥ 4 cette ine´galite´ est trivialement satisfaite car alors ut(χ, y) = 0. Conside´rons
maintenant le cas ou` V (y) ∈ [1, 4]. La fonction V e´tant propre, la fonction ∂V∂y (y)f2(y, u) e´tant
continue, et ut e´tant borne´e, il existe c telle que :∣∣∣∣∂V∂y (y)f2(y, ut(χ, y))
∣∣∣∣ ≤ c , ∀ y : V (y) ∈ [1, 4] . (2.375)
D’un autre coˆte´, W e´tant de´ﬁnie positive et continue, et V e´tant une fonction propre, de´ﬁnie
positive ze´ro en ze´ro, il existe δ > 0 telle que :
W (y) ≥ δ , ∀ y : V (y) ∈ [1, 4] . (2.376)
Donc, en prenant u ≤ δ4c , l’ine´galite´ (2.374) est ve´riﬁe´e pour tout y tel que V (y) ∈ [1, 4] et donc
l’est pour tout y tel que V (y) ≥ 1. Il en est par conse´quent de meˆme pour (2.372) en raison de
(2.373).
Finalement, on obtient :
U˙1(χ, y) ≤ − 12κ1(V (y))W (y) , ∀ y : V (y) ≥ 1 . (2.377)
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Deuxie`me e´tape. Plac¸ons nous sur l’ensemble des valeurs y tel que V (y) ≤ 3 et de´ﬁnissons une
fonction U2 par :
U2(χ, y) = k2(y) + l2(Qs(χ)) (2.378)
ou` k2 est une fonction de´ﬁnie par (2.64) avec dans le roˆle de V la fonction ve´riﬁant (2.363) et
dans celui de κ, une fonction κ2 a` de´terminer et Qs est la fonction ve´riﬁant (4.12) et l2 est
une fonction de classe C1, de classe K∞ et de de´rive´e de´ﬁnie positive. Puisque V (y) ≥ 3, on a
ut(χ, y) = us(χ) et donc :
U˙2(χ, y) ≤ −κ2(V (y))W (y) + κ2(V (y))∂V
∂y
(y)f2(y, us(χ))us(χ)− l′2(Qs(χ))T (χ) . (2.379)
Notons par Ω une fonction de classe K∞. On a pour tout re´els a, b positifs quelconque :
a b ≤ aΩ(a) + bΩ−1(b) . (2.380)
Donc en particulier :∣∣∣κ2(V (y))∂V∂y (y)f2(y, us(χ))us(χ)∣∣∣ ≤ Ω−1(|us(χ)|)|us(χ)|
+
∣∣∣κ2(V (y))∂V∂y (y)f2(y, us(χ))∣∣∣Ω (∣∣∣κ2(V (y))∂V∂y (y)f2(y, us(χ))∣∣∣) .
(2.381)
Montrons qu’il existe l2 et Ω telles que :
1
2
l′2(Qs(χ))T (χ) ≥ Ω−1(|us(χ)|)|us(χ)| . (2.382)
D’apre`s le Lemme E.1 de la Section E, on de´duit l’existence d’une fonction l2 et d’une fonction
α1 de classe K∞ telles que :
1
2u
l′2(Qs(χ))T (χ) ≥ α1(|χ|) . (2.383)
D’un autre coˆte´, us e´tant ze´ro en ze´ro, il existe une fonction α2 de classe K∞ telle que :
|us(χ)| ≤ α2(|χ|) . (2.384)
Les ine´galite´s (2.383) et (2.384) et le fait que |us| soit borne´e par u impliquent qu’une condition
suﬃsante pour que soit ve´riﬁe´e (2.382) est que l’ine´galite´ :
α1(s) ≥ Ω−1(α2(s)) , ∀s ≥ 0 (2.385)
le soit. Tel est le cas pour :
Ω = α2 ◦ α−11 (2.386)
qui est bien une fonction de classe K∞ puisque α2 et α−11 le sont.
Montrons maintenant que pour Ω ainsi choisie, il existe κ2 telle que :
1
2
κ2(V (y))W (y) ≥
∣∣∣∣κ2(V (y))∂V∂y (y)f2(y, us)
∣∣∣∣Ω(∣∣∣∣κ2(V (y))∂V∂y (y)f2(y, us)
∣∣∣∣) . (2.387)
En simpliﬁant par κ2(V (y)) et en exploitant le fait que y se trouve dans un compact, on obtient
comme condition suﬃsante :
W (y) ≥ cΩ (cκ2(V (y))) . (2.388)
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avec c > 0. On en de´duit une autre :
1
c
Ω−1
(
W (y)
c
)
≥ κ2(V (y)) . (2.389)
La fonction W e´tant de´ﬁnie positive et V e´tant ze´ro en ze´ro, il existe deux fonctions α3 et α4
de classe K∞ telles que :
V (y) ≤ α4(|y|) , c Ω−1
(
W (y)
c
)
≥ α3(|y|) , ∀y : V (y) ≤ 3 . (2.390)
Donc, la fonction κ2 de´ﬁnie par :
κ2(v) = α3 ◦ α−14 (v) (2.391)
est continue, est strictement positive, n’appartient pas a` L1([1,+∞)) et est telle que (2.389) est
ve´riﬁe´e.
Finalement, graˆce a` (2.382) et (2.387), on obtient :
U˙2(χ, y) ≤ − 12κ2(V (y))W (y)−
1
2
l′2(Qs(χ))T (χ) < 0 , ∀(y, χ) 
= 0 . (2.392)
Troisie`me e´tape. Soit U de´ﬁnie par :
U(χ, y) = ϕ˜(V (y))U1(χ, y) + (1− ϕ˜(V (y)))Γ(U2(χ, y)) (2.393)
ou` Γ est une fonction de classe C1, de classe K∞ et de de´rive´e de´ﬁnie positive et ϕ˜(s) = ϕ(s+1).
Les fonctions U1 et U2 e´tant des fonctions propres de´ﬁnies positives et de classe C19, on peut
ve´riﬁer que la fonction U posse`de aussi ces proprie´te´s.
Montrons qu’il existe Γ telle que la de´rive´e de U le long de (2.358) boucle´ avec ut est de´ﬁnie
ne´gative. On a :
U˙(χ, y) = U˙1(χ, y)ϕ˜(V (y)) + Γ′(U2(χ, y))U˙2(χ, y)(1− ϕ˜(V (y)))
+ϕ˜′(V (y))V˙ (χ, y) [U1(χ, y)− Γ(U2(χ, y))] .
(2.394)
La fonction ϕ˜′(v) e´tant nulle pour tout v n’appartenant pas a` [2, 3], ne´gative pour tout v dans
[2, 3] et V˙ (χ, y) e´tant ne´gative pour tout y tel que V (y) ≥ 1 puisque (2.374) est ve´riﬁe´e, le terme
ϕ˜′(V (y))V˙ (χ, y) [U1(χ, y)− Γ(U2(χ, y))]
est ne´gatif si Γ est telle que :
U1(χ, y)− Γ(U2(χ, y)) ≤ 0 , ∀y : V (y) ∈ [2, 3] . (2.395)
De´terminons une fonction Γ donnant cette ine´galite´. Les fonction U1 et U2 e´tant propre, de´ﬁnies
positives et ze´ro en ze´ro, il existe des fonctions α5 et α6 de classe K∞ telles que :
U1(χ, y) ≤ α5(χ2 + |y|2) , U2(χ, y) ≥ α6(χ2 + |y|2) . (2.396)
Par conse´quent, une condition suﬃsante pour que l’ine´galite´ (2.395) soit satisfaite est que la
suivante le soit :
α5(χ2 + c1) ≤ Γ(α6(χ2 + c2)) , (2.397)
9Les fonctions κ1 et κ2 sont continues et n’appartiennent pas a` L
1([0,+∞))
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les constantes c1 et c2 e´tant des constantes strictement positives. Tel est le cas pour la fonction
Γ, de classe C1, de´ﬁnie par 10 :
Γ(v) =
∫ 2v
0
cα5(α−16 (s))ds + cv (2.398)
ou` c est une constante suﬃsamment grand.
Pour un tel choix, on a donc :
U˙(χ, y) = U˙1(χ, y)ϕ˜(V (y)) + c U˙2(χ, y)(1− ϕ˜(V (y))) (2.399)
Et donc, d’apre`s (2.377) et (2.392) et la de´ﬁnition de ϕ˜ :
U˙(χ, y) ≤ − 12κ2(V (y))W (y)ϕ˜(V (y))
− c2 [κ2(V (y))W (y) + l′2(Qs(χ))T (χ)] (1− ϕ˜(V (y)))
< 0 , ∀(y, χ) 
= 0 .
(2.400)
Ceci termine notre preuve. 
2.5.2.2 Application du re´sultat de base.
Nous allons montrer que les syste`mes de la forme (2.344) ve´riﬁant les hypothe`ses du The´ore`me
2.30 plus une condition supple´mentaire sont susceptibles de jouer le roˆle du sous syste`me en
χ, c’est a` dire ve´riﬁent les conditions impose´es par le The´ore`me 2.32 sur le sous syste`me en χ.
Nous en de´duirons un re´sultat portant sur des syste`mes partiellement line´aires.
Commenc¸ons par e´tablir le lemme suivant :
Lemme 2.33 Conside´rons le syste`me :⎧⎨⎩ χ˙1 = h0(χ1) + h1(χ1, χ2)χ2 + h2(χ1, χ2, u)uχ˙2 = f(χ2) + f2(χ1, χ2, u)u (2.401)
ou` les fonctions h0, h1 et f sont continues et f2 et h2 sont de classe C1 et h0 et f sont ze´ro en
ze´ro.
Supposons que pour une loi de commande up, il existe deux fonctions de classe C1, propres
et de´ﬁnies positives Q1 et Q2 et une fonction continue positive K telles que :
∂Q2
∂χ2
(χ2) [f(χ2) + f2(χ1, χ2, u)u] ≤ 1 , ∀u : |u| ≤ |up(χ1, χ2)| , (2.402)
∂Q1
∂χ1
(χ1) [h0(χ1) + h1(χ1, χ2)χ2 + h2(χ1, χ2, u)u] ≤ 1 + K(Q2(χ2)) , ∀u : |u| ≤ |up(χ1, χ2)| .
(2.403)
Alors, il existe une fonction Q de classe C1, propre et de´ﬁnie positive et Ψ, une fonction continue,
positive telles que :
Q˙(χ1, χ2)(2.401) ≤ 1 , (2.404)
lorsque
u = upn + uq , upn : |upn| ≤ |up(χ1, χ2)| , uq : |uq| ≤ 11 + ψ(χ1, χ2) . (2.405)
10En eﬀet α5 ◦ α−16 est croissante
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Remarque 2.34 : Le re´sultat de ce lemme est plus fort que celui que nous utiliserons par la
suite. Nous le donnons tel qu’il est aﬁn de montrer que dans un contexte ge´ne´ral la proprie´te´ de
non existence de trajectoires non borne´es sur un intervalle ﬁni du temps se conserve par ajout
d’inte´gration •
Preuve. Prenons la de´rive´e de Q2 et Q1 le long de (2.401) boucle´ avec u ve´riﬁant (2.405) :
Q˙1(2.401),(2.405) =
∂Q1
∂χ1
(χ1) [h0(χ1) + h1(χ1, χ2)χ2 + h2(χ1, χ2, upn + uq)(upn + uq)] ,
Q˙2(2.401),(2.405) =
∂Q2
∂χ2
(χ2) [f(χ2) + f2(χ1, χ2, upn + uq)(upn + uq)] .
(2.406)
Les fonctions f2 et h2 e´tant de classe C1, on en de´duit l’existence d’une fonction ψ telle que :
∂Q1
∂χ1
(χ1) [h2(χ1, χ2, up(χ1, χ2) + uq)(upn + uq)− h2(χ1, χ2, upn)upn]
≤ ψ(χ1, χ2)|uq|
(2.407)
et
∂Q2
∂χ2
(χ2) [f2(χ1, χ2, upn + uq)(upn + uq)− f2(χ1, χ2, upn)upn]
≤ ψ(χ1, χ2)|uq| .
(2.408)
Donc, graˆce a` (2.403), (2.404) et a` la condition impose´e sur uq, on a :
Q˙1(2.401),(2.405)(χ1, χ2) ≤ 1 + K(Q2(χ2)) + ψ(χ1, χ2)|uq| ≤ 2 +K(Q2(χ2)) ,
Q˙2(2.401),(2.405)(χ1, χ2) ≤ 1 + ψ(χ1, χ2)|uq| ≤ 2 .
(2.409)
Soit L une fonction de classe C1 et de classe K∞ telle que L′ ≥ K + 1. Alors :
˙︷ ︷
L(Q2(χ2)) + Q1(χ1) ≤ 2 +K(Q2(χ2)) + 2L′(Q2(χ2) ≤ 4L′(Q2(χ2)) . (2.410)
Puisque L′ ≥ K + 1 et L est de classe C1 et de classe K∞, la fonction L−1 est de classe C1, de
classe K∞ et on a :
˙︷ ︷
L−1(L(Q2(χ2)) + Q1(χ1)) ≤ 4L
′(Q2(χ2))
L′(L−1(L(Q2(χ2))+Q1(χ1))))
≤ 4L′(Q2(χ2))
L′(Q2(χ2))+Q1(χ1))
≤ 4 .
(2.411)
En de´ﬁnissant Q par :
Q(χ1, χ2) = 14L
−1(L(Q2(χ2)) +Q1(χ1)) , (2.412)
l’ine´galite´ (2.404) est obtenue et Q est de classe C1, propre et de´ﬁnie positive
Ceci termine notre preuve. 
Nous reprenons maintenant les notations de la section 2.5.1.1. Montrons qu’un syste`me de
la forme (2.344) ve´riﬁant les hypothe`ses du The´ore`me 2.13 et e´tant de plus tel que la loi de
commande v0 puisse eˆtre choisie identiquement e´gale a` ze´ro ve´riﬁe les conditions impose´es par
les hypothe`ses A1∗ et A3∗ en faisant jouer au vecteur yn le roˆle de χ et le sous syste`me en y
n’e´tant pas pre´sent.
Voici le re´sultat que nous allons prouver :
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Corollaire 2.35 Supposons ce qui suit pour le syste`me (2.344) :
2.35.1 Les hypothe`ses du The´ore`me 2.30 sont satisfaites.
2.35.2 La loi de commande v = 0 stabilise globalement asymptotiquement l’origine du sous
syste`me en y0 de (2.344) et est telle que la line´arisation du syste`me en boucle ferme´e est
asymptotiquement stable.
Alors, pour tout re´el positif u, l’origine du syste`me (2.344) peut eˆtre rendue globalement asymp-
totiquement stable au moyen d’un bouclage d’e´tat us borne´ par u et il existe une fonction de
classe C1 de´ﬁnie positive et propre Qb, une constante strictement positive u et une fonction 
positive, de´ﬁnie et continue sur [0,+∞) telles que :
∂Qb
∂yn
(yn)[fn(yn) + f2n(yn, v)v] ≤ 1 ∀ (yn, u) : |u| ≤ |us(yn)| . (2.413)
Preuve. Nous allons proce´der par re´currence.
Hypothe`se de re´currence : L’origine du syste`me (2.351) peut eˆtre rendue solution globale-
ment asymptotiquement stable par vi(yi), un bouclage d’e´tat de classe C2 borne´ par inu, ve´riﬁant
vi(0) = 0, et tel que la line´arisation du syste`me en boucle ferme´e est asymptotiquement stable.
De plus, vi(yi) est telle qu’il existe il existe une fonction de classe C1, propre et de´ﬁnie positive
Qi telle que :
∂Qi
∂yi
(yi)
[
f i(yi) + f2i(yi, u)u
] ≤ 1 , ∀u : |u| ≤ |vi(yi)| , (2.414)
• Rang 0 : Cette hypothe`se est satisfaite pour le sous syste`me en y0 avec pour us la fonction
nulle.
• Rang i+1 : Supposons que le syste`me (2.351) ve´riﬁe l’hypothe`se de re´currence. Alors celle du
The´ore`me 2.30 l’est e´galement. D’apre`s la preuve de ce the´ore`me, il existe une loi de commande
ui+1(yi, xi+1) borne´ par 1nu, qui, de part le fait que f2 et h2 sont de classe C
2, peut eˆtre pris C2
et tel que l’hypothe`se de re´currence de ce the´ore`me soit satisfaite par le syste`me i+1. De plus,
on peut montrer aise´ment que pour tout fonction continue positive ψ, ui+1 peut eˆtre choisie de
telle sorte que :
|ui+1(yi, xi+1)| ≤ 1
n
u
1 + ψ(yi, xi+1)
, ∀ (yi, xi+1) . (2.415)
D’un autre coˆte´, le lemme 2.33 s’applique au syste`me i + 1 avec xi+1 jouant le roˆle de χ1, yi
celui de χ2 et vi(yi) celui de up. Montrons cela.
• La proprie´te´ (2.402) est satisfaite en raison de (2.414).
• En posant :
Q1(xi+1) = ln
(
1 + x2i+1
)
, (2.416)
et en prenant v tel que |v| ≤ |vi(yi)|, on obtient :
Q˙1(xi+1, yi) ≤ |xi+1|1+x2i+1 |h0i+1(yi)xi+1 + h1i+1(yi) + h2i+1(xi+1, yi, v)v|
≤ |h0i+1(yi)|+ |h1i+1(yi)|+ |xi+1|1+x2i+1 |h2i+1(xi+1, yi, v)v| .
(2.417)
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Puisque d’apre`s (2.349),
∂2h2i
∂x2i
(xi, yi−1, v) = 0 , (2.418)
et puisque |v| ≤ |vi(yi)|, il existe une fonction K1(yi) continue et positive telle que :
|xi+1|
1 + x2i+1
|h2i+1(xi+1, yi, v)v| ≤ K1(yi) . (2.419)
Mais d’apre`s le Lemme E.1 de la Section E, on de´duit l’existence d’une fonction K continue et
positive telle que :
|h0i+1(yi)|+ |h1i+1(yi)|+ K1(yi) ≤ K(Q2i(yi)) . (2.420)
Donc :
Q˙1(xi+1, yi) ≤ K(Q2i(yi)) . (2.421)
La condition (2.403) du lemme 2.33 est donc satisfaite. Par conse´quent, il existe Qi+1 et ψ telles
que, le long du syste`me i+ 1 :
Q˙i+1(yi+1) ≤ 1 , (2.422)
lorsque
v = vpn + uq , ∀vpn : |vpn| ≤ |vi(yi)| , ∀uq : |uq| ≤ 1
n
u
1 + ψ(yi, xi+1)
. (2.423)
Puisque ui+1 peut eˆtre choisie de telle sorte que (2.415) soit ve´riﬁe´e, il s’en suit que l’hypothe`se
de re´currence est ve´riﬁe´e au rang i + 1.
Ceci termine notre preuve. 
Comme application imme´diates du re´sultat pre´ce´dent, nous avons :
Corollaire 2.36 Supposons ce qui suit le syste`me :⎧⎨⎩ χ˙ = h0(χ) + h2(χ, u)u ,y˙ = f(y) + f2(y, u)u . (2.424)
Les fonctions f , et f2 sont continues, le syste`me y˙ = f(y) est globalement asymptotiquement
stable et le syste`me en χ soit de la forme (2.344) et ve´riﬁe les hypothe`ses du Corollaire 2.35.
Alors il existe u > 0 telle que pour tout u telle que 0 < u < u, il existe une loi de commande
ut, borne´e par u, telle que l’origine du syste`me (2.424) boucle´ avec ut est un point d’e´quilibre
globalement asymptotiquement stable.
Preuve. Graˆce au re´sultat du Corollaire 2.35, on peut ve´riﬁer que les hypothe`ses B1∗ et B3∗
du The´ore`me 2.32 sont ve´riﬁe´es. 
Comme application imme´diates du re´sultat pre´ce´dent, nous avons le re´sultat suivant qui porte
sur un syste`me partiellement line´aire :
Corollaire 2.37 Conside´rons le syste`me :⎧⎨⎩ χ˙ = Aχ + B u ,y˙ = f0(y) + f2(y, u)u . (2.425)
et supposons que:
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1. La paire (A,B) est stabilisable,
2. Les valeurs propres de A ont une partie re´elle ne´gative ou nulle,
3. Les fonctions f0 et f2 sont continues et le point y = 0 est un point d’e´quilibre globalement
asymptotiquement stable de y˙ = f0(y).
Alors, pour tout u dans (0,+∞], l’origine peut eˆtre rendue solution globalement asymptotique-
ment stable du syste`me (2.425) au moyen d’un bouclage d’e´tat borne´ par u.
La preuve du re´sultat de stabilisabilite´ du syste`me (2.425) par une loi de commande de la forme
(2.365) n’est pas nouveau : il se trouve dans [77, Section 4]. Il n’y avait toutefois pas jusqu’ici
de preuve Lyapunov de celui-ci. Preuve : Nous allons montrer que le Corollaire 2.36 s’applique
au syste`me (2.425).
Le syste`me y˙ = f0(y) e´tant globalement asymptotiquement stable, le seul point qui est
a` montrer est que le sous syste`me en χ de (2.425) peut s’exprimer, apre`s un changement de
variable en χ, sous la forme (2.344) et ve´riﬁe alors les hypothe`ses du Corollaire 2.35.
En appliquant [70, Lemma 3.1] de fac¸on re´pe´te´e, nous pouvons garantir l’existence d’un
changement line´aire de coordonne´es χ → (xn, . . . , x1, ς1) qui transforme le sous syste`me en χ
en : ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x˙n = Mn xn + Cn xn−1 +Dnu
...
x˙1 = M1 x1 +D1 u
ς˙1 = A1 ς1 + B1u
(2.426)
ou` la matrice A1 est asymptotiquement stable, les matrices Mi satisfont (2.347) et la paire
⎛⎜⎜⎜⎜⎜⎜⎜⎝
Mn Cn 0 . . . 0
0 Mn−1 Cn−1
. . .
...
...
. . . . . . . . . 0
...
. . . M2 C2
0 . . . . . . 0 M1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Dn
Dn−1
...
D2
D1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
est commandable. Alors le sous syste`me en y0 dans (2.344) est donne´ par y0 = (ς1, y) :⎧⎨⎩ ς˙1 = A1 ς1 + B1uy˙ = f0(y) + f2(y, u)u . (2.427)
Toutes les hypothe`ses du The´ore`me 2.30 e´tant ve´riﬁe´es, la conclusion s’en suit. 
En appliquant la technique d’ajout d’un inte´grateur, le corollaire 2.37 peut eˆtre e´tendu aux
syste`mes de la forme : ⎧⎪⎨⎪⎩
χ˙0 = A0 χ0 + B0C1χ1 ,
y˙ = f0(y) + f2(y, C1χ1)C1χ1 ,
χ˙1 = A1 χ0 + B1u .
(2.428)
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ou` le syste`me line´aire (C1,A1,B1) a un degre´ relatif maximum. Avec cette extension, le corollaire
2.37 appartient a` la classe des re´sultats connus qui portent sur les syste`mes appele´e syste`mes
composites partiellement line´aires qui furent e´tudie´s par exemple dans [75, 76, 61, 44, 60]. En
particulier, quand le sous syste`me en y n’est pas pre´sent, nous retrouvons le re´sultat connu que
des syste`mes line´aires dits ” null controllable ” peuvent eˆtre stabilise´s par une loi de commande
sature´e (voir [70, 82])). Un autre re´sultat e´troitement lie´ au corollaire 2.37 est [61, Theorem
2.2] qui ge´ne´ralise [76]. Dans ce the´ore`me Lin et Saberi conside`rent le cas plus ge´ne´ral d’entre´es
multiples et prouvent la stabilisation asymptotique semi-globale par bouclage d’e´tat partiel.
Ici, aﬁn de simpliﬁer notre illustration du The´ore`me 2.26, nous avons conside´re´ le cas d’une
seule entre´e et obtenu la stabilite´ asymptotique globale au moyen d’un bouclage d’e´tat. Un
tel re´sultat de stabilite´ asymptotique globale a e´te´ prouve´ dans [60] par Saberi, Kokotovic et
Sussmann avec l’hypothe`se de stabilite´ pour la matrice A0. Le fait qu’il faille que dans la
commande interviennent toutes le composantes de l’e´tat apparaˆıt graˆce au fait que pour n ≥ 3,
il n’y a pas de bouclage dynamique de sortie qui n’employant que x comme partie de l’e´tat
mesure´ soit globalement asymptotiquement stabilisant pour le syste`me (appliquer [51, Lemma
3]). ⎧⎨⎩ x˙ = uy˙ = − y + yn u2 . (2.429)
2.5.2.3 Nombre minimal de saturations pour les syste`mes line´aires.
Soit le syste`me :
χ˙ = Aχ + K y1 + B u
y˙1 = F1 y1
ou` χ ∈ Rn, u ∈ R, les valeurs propres de F sont a` partie re´elle strictement ne´gative, celles de A
ne´gatives ou nulles et la paire (A,B) est commandable.
En notant par n la dimension de χ, on voit que cette commandabilite´ implique l’existence
d’une matrice H telle HAiB = 0 pour tout i ∈ {1, . . . , (n− 2)} et HAn−1B = 1. Posons :
ψ = H χ
Le syste`me d’entre´e u et de sortie ψ a pour fonction de transfert 1/P (s) ou` P (s) est le polynoˆme
caracte´ristique de A. Prenons la factorisation suivante :
P (s) = Pk(s) . . . P1(s)Ps(s)
ou` :
• Le polynoˆme P/Ps a toutes ses racines a` partie re´elle nulle.
• Toutes les racines de P/Ps sont racines simples de P1.
• Toutes les racines de multiplicite´ au moins 2 de P/Ps sont racines simples de P2.
• . . .
• Toutes les racines de plus grande multiplicite´ k de P/Ps sont racines simples de Pk.
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Soit alors (Mi, Bi, Ci) une re´alisationminimale d’e´tat xi de 1/Pi(s) et (F2, G2, H2) une re´alisation
minimale d’e´tat y2 de 1/Ps(s). Les matrices Mi et −Mi sont stables et le syste`me peut s’e´crire :
ψ = Ck xk
x˙k = Mk xk + Bk Ck−1 xk−1 + Kk y1
...
x˙2 = M2 x2 + B2 C1 x1 + K2 y1
x˙1 = M1 x1 + B1 H2 y2 + K1 y1
y˙2 = F2 y2 + G2 u + K0 y1
y˙1 = F y1
Le syste`me y = (y1, y2) est asymptotiquement stabilise´ par u = 0. On peut donc appliquer le
The´ore`me 2.30 qui est de´montre´ en ite´rant k fois l’application du The´ore`me 2.26. On peut donc
obtenir une commande constitue´e de la somme de k saturations.
2.5.3 Commandes sature´es et mesures sature´es de chaque composante de
l’e´tat.
Zongli Lin a e´tudie´ dans [45] le proble`me de la stabilisation de syste`mes dont les entre´es sont
sature´es en ne s’autorisant l’usage que de mesures sature´es. Au moyen des techniques que nous
avons de´veloppe´es dans la section 2.5, nous parvenons a` retrouver et a` e´largir le re´sultat de [45]
qui concerne la stabilisation asymptotique globale de l’origine de la chaˆıne d’inte´grateurs.
The´ore`me 2.38 Conside´rons le syste`me :⎧⎨⎩ x˙1 = u+ h1(y) + h2(y)uy˙ = f(y) + f2(y)u (2.430)
ou` x1 est dans R, y est dans Rk, y˙ = f(y) est globalement asymptotiquement stable et localement
exponentiellement stable et h1 est telle que :
|h1(y)| ≤ c|y|2 , ∀|y| ≤ c . (2.431)
Supposons que les fonctions f, f2, h2, h1 soient de classe C2. Alors l’origine de (2.430) est
globalement asymptotiquement stabilisable par un bouclage d’e´tat de classe C2 de la forme :
us(σ1(x1), σ2(y)), ou` σ1 et σ2 sont des saturations line´aires11 de classe C∞.
Preuve : Comme Zongli Lin l’a fait dans [45], nous prouvons le The´ore`me 2.38 en construisant
explicitement une loi de commande us donnant le re´sultat de´sire´. Remarquons tout d’abord
que la structure de (2.430), la re´gularite´ des fonctions de ce syste`me, la proprie´te´ (2.431) et
l’hypothe`se de globale asymptotique stabilite´ et d’exponentielle stabilite´ locale de l’origine de
y˙ = f(y) font que le The´ore`me 2.1 s’applique a` (2.430). La fonction ρ correspondante est la
fonction nulle, la fonction κ une fonction de classe C2, la fonction V est de classe C3, approxime´e
localement a` l’origine par une forme quadratique de´ﬁnie positive et telle que −LfV (y) soit de´ﬁnie
positive et approxime´e localement a` l’origine par une forme quadratique de´ﬁnie positive.
11Voir les de´ﬁnitions de base.
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En prenant Q(x1) = x21 et l(r) =
∫ √r
0
σ1(s)ds ou` σ1 est une saturation line´aire12 telle que
σ1(s) = s pour tout s tel que |s| ≤ L1 pour une constantes L1 > 0, nous obtenons l’ine´galite´ :
˙︷ ︷
U(x1, y) ≤ − 14κ(V (y))W (y) +
[
7
3
κ(V (y))
∂V
∂y
(y)f2(y) + σ1(x1)(1 + h2(y))
]
u (2.432)
qui est l’ine´galite´ (2.71) dans le cas particulier en lequel nous sommes. Pour conclure, nous
allons montrer que le terme de droite de (2.432) est de´ﬁni ne´gatif lorsqu’est applique´e la loi de
commande us(σ1(x), σ2(y)) ou` σ2 est une saturation line´aire telle que σ2(s) = s pour tout s tel
que |s| ≤ L2 pour une constantes L2 > 0 et us est de´ﬁnie par :
us(X, Y ) = −λ(|Y |)
[
7
3
κ(V (Y ))
∂V
∂y
(Y )f2(Y ) +X(1 + h2(Y ))
]
(2.433)
avec λ ve´riﬁant :
• λ est de classe C2
• λ est positive partout.
• λ est e´gal a` ze´ro lorsque |Y | ≥ L22 .
• λ est e´gal a` 1 lorsque |Y | ≤ L24 .
Etudions le signe de l’expression donne´e en (2.432) quand us(σ1(x1), σ2(y)) est la loi de com-
mande applique´e au syste`me.
Premier cas : |y| ≥ L22 . Alors |σ2(y)| ≥ L22 . Par conse´quent, us(X, Y ) est e´gal a` ze´ro. D’un
autre cote´, −κ(V (y))W (y) est un terme strictement ne´gatif : l’expression donne´e en (2.432) est
donc strictement ne´gative.
Deuxie`me cas : |y| ≤ L22 . Alors σ2(y) = y. Par conse´quent, les deux termes qui constituent
l’expression donne´e en (2.432) sont ne´gatifs. Si leur somme est e´gale a` ze´ro, alors W (y) = 0 et
us(σ1(x1), σ2(y)) = 0. Puisque W est de´ﬁnie positive, ne´cessairement y = 0. Par conse´quent on
a : us(σ1(x1), 0) = 0. De la formule de us, on de´duit que : σ1(x1) = 0. Cette e´galite´ implique
x1 = 0.
Conclusion : La de´rive´e de la fonction U(x, y) le long des solutions du syste`me (2.430) boucle´
avec us(σ1(x), σ1(y)) est de´ﬁnie ne´gative. Cela termine notre preuve. 
2.5.4 Le syste`me pendule chariot.
Le syste`me pendule chariot, dont la dynamique normalise´e est donne´e par les e´quations (11),
est un exemple qui permet de fort bien illustrer la technique propose´e dans la section 2.5.1.1.
Pour faciliter la lecture, re´crivons les e´quations (11) en reprenant la notation usuelle ·˙ bien
que le temps soit normalise´ : ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙0 = s0
s˙0 = u0
θ˙0 = ω0
ω˙0 = sin(θ0) − u0 cos(θ0)
(2.434)
12Voir nos de´ﬁnitions de base.
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La de´marche propose´e a` la section 2.5.1.1 ame`ne a` stabiliser tout d’abord le sous syste`me
en (θ0, ω0). Ensuite, on ajoute une premie`re inte´gration aﬁn de stabiliser le sous syste`me en
(s0, θ0, ω0). Pour ﬁnir, une dernie`re inte´gration nous permet de traiter le syste`me entier.
Avant d’en venir a` cela, remarquons que le sous syste`me en (θ0, ω0) se trouve sur le cylindre
S1×R. La topologie de cette varie´te´ ainsi que le fait que cos(θ0) multiplie u0 conduit a` restreindre
l’espace d’e´tat pour ce syste`me a` (−π2 , π2 )× R. Alors, pour ramener notre e´tude a` l’e´tude d’un
syste`me sur R4, nous faisons un changement de coordonne´es :
t0 = tan(θ0) , r0 = (1 + t20)ω0 . (2.435)
Alors (2.434) se re´crit :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙0 = s0
s˙0 = u0
t˙0 = r0
r˙0 =
2t0r20
1 + t20
+ t0
√
1 + t20 − u0
√
1 + t20
(2.436)
Puisque nous suivons la de´marche de la section 2.3, a` chaque nouvel ajout d’inte´gration, un
changement de coordonne´es sera ne´cessaire. D’apre`s la remarque 2.22, nous savons que des
changement de coordonne´es supprimant entie`rement les non line´arite´s sont faciles a` trouver
lorsque certaines de´rive´s exactes sont connues.
En conse´quence, commenc¸ons par re´pertorier certaines de´rive´es exactes inde´pendantes de
l’entre´e : ⎧⎪⎪⎪⎨⎪⎪⎩
x˙0 = s0 , t˙0 = r0 ,
˙︷ ︷
s0 +
r0√
1 + t20
= t0
(
1 +
r20
(1 + t20)
3
2
)
˙︷ ︷
ln(t0 +
√
1 + t20) =
r0√
1 + t20
.
(2.437)
Le sous syste`me en (t0, r0) : Puisque le controˆle u0 est inte´gre´ dans le syste`me (2.436), nous
donnons la pre´fe´rence au bouclage :
u0(t0, r0) = 2 t0
(
1 +
r20
(1 + t20)
3
2
)
+ r0 . (2.438)
En eﬀet, ce bouclage est une de´rive´e exacte et est stabilisant. Une fonction de Lyapunov assigne´e
par celui-ci est :
V0(t0, r0) = r20 +
1
3
((
1 + t20
) 3
2 − 1
)
+ r0 t0 . (2.439)
En eﬀet, en ce cas, on obtient :
V˙0 ((2.436),(2.438)) ≤ −12
(
r20 + t
2
0
)√
1 + t20 < 0 , ∀ (r1, t0) 
= 0 . (2.440)
Le sous syste`me en (s0, t0, r0) : Aﬁn de donner a` ce sous syste`me une repre´sentation de la
forme (1.4), nous exploitons (2.437) en posant
x1 = x0 + 2 ln(t0 +
√
1 + t20) , s1 = s0 + 2
r0√
1 + t20
+ t0 , (2.441)
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t1 = t0 , r1 = r0 , (2.442)
u1 = u0 − 2 t0
(
1 +
r20
(1 + t20)
3
2
)
− r0 . (2.443)
Il s’en suit : ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x˙1 = s1 − t1
s˙1 = −u1
t˙1 = r1
r˙1 = − (t1 + r1)
√
1 + t21 − u1
√
1 + t21
(2.444)
Le sous syste`me en (s1, t1, r1) est sous la forme (1.4). Par conse´quent, la technique de la preuve
du lemme 1.1 s’applique. Il s’en suit notamment que :
V1(s1, t1, r1) = V0(t1, r1) + l(s21) . (2.445)
est une une fonction de Lyapunov strictement assignable. Cette fois encore, dans un but de
simplicite´ et de performance, nous devons eﬀectuer le choix de la commande u1, en ayant en
teˆte la dernie`re e´tape, celle au cours de laquelle s1− t1 est inte´gre´. Nous remarquons que pour :
u1(s1, t1, r1) = 110s1 , (2.446)
une nouvelle de´rive´e exacte est obtenus, qui de´pend cette fois de la commande utilise´e :
s˙1 = − 110s1 . (2.447)
Pour montrer que cette commande stabilise, il suﬃt de de´terminer une fonction de Lyapunov
assigne´e par celle-ci. Prenons :
l(s21) = 5s
2
1 +
1
6
|s1|3 . (2.448)
Alors, pour un tel choix, on obtient :
V˙1 ((2.444),(2.446)) ≤ −12
(
r21 + t
2
1
)√
1 + t21 −
[
s21 +
1
20 |s1|3
]
+ 110 [2r1 + t1]
√
1 + t21 s1 . (2.449)
Mais, graˆce a` l’ine´galite´ de Young, nous avons :
|2r1 + t1|
√
1 + t21 s1 = |2r1 + t1|
[√
1 + t21 − 1
]
s1 + |2r1 + t1| s1 , (2.450)
≤
(
2
√
5
3
) 3
2 [r21 + t
2
1]
3
4
[√
1 + t21 − 1
] 3
2
+ 12 |s1|3 + 14 [r21 + t21] + 5s21 , (2.451)
≤
(
2
√
5
3
) 3
2 [r21 + t
2
1]
√
1 + t21
|t1|3√
1 + t21[
√
1 + t21 + 1]
3
2 [r21 + t
2
1]
1
4
+ 12 |s1|3 + 14 [r21 + t21] + 5s21 (2.452)
≤
[(
2
√
5
3
) 3
2 + 14
]
[r21 + t
2
1]
√
1 + t21 + 5s
2
1 +
1
2 |s1|3 . (2.453)
Pour conclure, e´crivons :
−W1(s1, t1, r1) = V˙1 ((2.444),(2.446)) ≤ − 14
(
r21 + t
2
1
)√
1 + t21 − 12s21 . (2.454)
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Le syste`me entier : Le lemme 2.21 garanti l’existence de coordonne´es permettant d’e´crire
ce syste`me sous la forme (1.4). Mais dans le cas ou` nous nous trouvons, il semble qu’il soit fort
diﬃcile d’obtenir les expressions explicites de ce changement de coordonne´es. Nous ne cherchons
donc qu’a` obtenir la forme (2.303). Pour parvenir a` celle-ci, en nous inspirant de (2.219) et du
lemme 2.18, et en employant (2.437) et (2.447), nous prenons :
x2 = x1 + 10s1 +
(
s0 +
r0√
1 + t20
)
, s2 = s1 , t2 = t1 , r2 = r1 , (2.455)
u2 = u1 − 110s1 . (2.456)
Imme´diatement, on obtient :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x˙2 = −10 u2 + t2r
2
2
(1 + t22)
3
2
s˙2 = − 110 s2 − u2
t˙2 = r2
r˙2 = −
(
t2 + r2 + 110s2
) √
1 + t22 − u2
√
1 + t22
(2.457)
Ce syste`me est de la forme (2.221), un terme d’ordre trois, t2r
2
2
(1+t22)
3
2
, e´tant pre´sent. Graˆce a`
(2.454), on peut ve´riﬁer que (2.12) est satisfaite avec :∣∣∣∣∣ t2r22(1 + t22) 32
∣∣∣∣∣ ≤ 43 W1(s2, t2, r2) (2.458)
qui est une conse´quence de l’implication :{
3
4
≤ (t2 − |t|+ 1) , 0 ≤ (1− |t|)4 } =⇒ { 3 |t| ≤ 4 |t| (t2 − |t|+ 1) ≤ (1 + t2)2 } .
(2.459)
La technique du The´ore`me 2.1 s’applique donc et fournit la fonction de Lyapuonv strictement
assignable suivante :
V2(x2, s2, t2, r2) = 2 V1(s2, t2, r2) +
∫ |x2|
0
σ(s)ds , (2.460)
ou`) σ est une fonction continue, impaire, satisfaisant :
σ(0) = 0 , 0 < sσ(s) ≤ |s| ∀ s 
= 0 , lim inf
s−→+∞σ(s) > 0 . (2.461)
En eﬀet,au moyen de (2.458), on ve´riﬁe que :
V˙2 ≤ −23 W1(s2, t2, r2) −
[
2
(
[2r2 + t2]
√
1 + t22 + s2[10 +
1
2 |s2|]
)
+ 10σ(x2)
]
u2 . (2.462)
Par conse´quent, en choisissant la fonction u2(x2, s2, t2, r2) parmi les solutions de :
−
[
2
(
[2r2 + t2]
√
1 + t22 + s2[10 +
1
2
|s2|]
)
+ 10σ(x2)
]
u2(x2, s2, t2, r2) < 0 , (2.463)
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quand le terme entre crochets est non nul, on obtient une loi de commande qui stabilise glob-
alement asymptotiquement le syste`me (2.436). Celle-ci est :
u = u0(t0, r0) + u1(s1, t1, r1) + u2(x2, s2, t2, r2) . (2.464)
D’un point de vue physique, cette loi de commande implique l’asymptotique stabilite´ pourvu
que la de´viation initiale du pendule par rapport a` la position verticale est strictement moins
grande que 90◦.
Remarque 2.39 :
1. Ce re´sultat de stabilisation asymptotique sur le demi espace supe´rieur n’est pas nouveau et
se trouve au moins dans [4] •
2. Dans un souci de clarte´, nous n’avons introduit aucun parame`tre dans la loi de commande
propose´e. L’introduction de ces parame`tres pourrait cependant donner des degre´s de liberte´
permettant de modiﬁer les comportements des diverses variables •
3. Nous nous sommes eﬀorce´s de tirer avantage au mieux des dynamiques du syste`me en utilisant
syste´matiquement la connaissance de de´rive´es exactes pour construire nos changements de
coordonne´es. Mais pour a` la fois le sous syste`me en (s0, t0, r0) et celui en (x0, s0, t0, r0) il
aurait e´te´ possible de re´soudre l’e´quation line´aire correspondante (2.232) et d’utiliser la loi de
commande donne´e par (2.98) qui, dans le cas particulier ou` h1, h2 et f2 de´pendent seulement
de y, se simpliﬁe en :
u(x1, y) = −μϕR(|y|2) Γ(x1, y) , (2.465)
la fonction Γ e´tant celle de´ﬁnie en (2.75) pour laquelle, d’apre`s (2.461), nous pouvons choisir
l′
(
qs2
)
= σ(s)sσ′(0) . En proce´dant ainsi, la loi de commande suivante peut eˆtre obtenue :
u = u0(t0, r0) + μs ϕRs(t20 + r
2
0) σs (s0 + 2r0 + t0) (2.466)
+ μx ϕRx(s20 + t
2
0 + r
2
0) σx
(
x0 + 2t0 + 1μs (s0 + 2r0 + t0) + s0 + r0
)
,
les fonctions ϕRs et ϕRx satisfaisant (2.94) avec Rs et Rx des constantes strictement positives,
les fonctions σs et σx satisfaisant (2.461) et les re´els μs et μx e´tant a` choisir strictement positifs
et suﬃsamment petits •
2.5.5 L’avion ”Vertical take oﬀ and landing”.
De nombreuses techniques sont applicables aux e´quations du syste`me physique que nous allons
maintenant traiter. En eﬀet, on peut appliquer au syste`me (2.467)
• La technique de line´arisation entre´e-sortie : voir [23]
• Une technique de line´arisation par extension dynamique : voir [49].
• Des techniques de stabilisation asymptotique globale base´es sur la forme feedforward de
ce syste`me : voir [78].
C’est dans ce dernier contexte que notre approche se situe. Notre intention particulie`re est
d’illustrer, comme nous l’avons de`sja` fait par l’exemple 2.17, la proprie´te´ de robustesse de la loi
de commande fournie par la de´monstration du The´ore`me 2.26 : nous parviendrons a` obtenir une
loi de commande globalement asymptotiquement stabilisante avec pour seul renseignement sur
le parame`tre ε une connaissance a priori d’une borne supe´rieure de sa norme. Il est a` remarquer
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que dans [49] il est en revanche suppose´ que ε est connu. De plus, le bouclage que nous proposons
ici est borne´ sur tout ensemble compact de l’espace d’e´tat et u1, la pousse´e, est borne´e.
2.5.5.1 Positionnement du proble`me et re´sultat principal.
Dans les coordonne´es normalise´es de [23] et apre`s un premier bouclage qui fait de l’origine un
point d’e´quilibre, les e´quations du mouvement pour le PVTOL sont :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
X˙ = sX
s˙X = − sin(θ)(1 + u1) + ε cos(θ)u2
Y˙ = sY
s˙Y = cos(θ)− 1 + cos(θ)u1 + ε sin(θ)u2
θ˙ = ω
ω˙ = u2
(2.467)
ou` ε est un petit parame`tre.
Ainsi que cela a e´te´ observe´ par Teel dans [74], le syste`me (2.467) est sous forme feedforward.
Lorsque ε est connu, on peut se ramener au cas ε = 0, cas pour lequel le The´ore`me 2.30
s’applique. En eﬀet, le changement de coordonne´es :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
X˜ = X + ε sin(θ)
s˜X = sX + ε(cos(θ)− 1)
Y˜ = Y + ε(cos(θ)− 1)
s˜Y = sY − ε sin(θ)ω
(2.468)
transforme (2.467) en : ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
˙˜
X = s˜X
˙˜sX = − sin(θ)(1 + u1)
˙˜
Y = s˜Y
˙˜sY = cos(θ)− 1 + cos(θ)u1
θ˙ = ω
ω˙ = u2
(2.469)
Lorsque ε n’est pas connu, le changement de variables pre´sente´ ci-dessus, avec une approximation
de ε au lieu de ε, permet de se ramener au cas ou` |ε| est petit. Dans ce cas, un re´sultat de
stabilisation peut eˆtre obtenu en tirant proﬁt de la robustesse de la stabilisation fournie par la
technique du The´ore`me 2.1. Le cas ou` ε est connu e´tant un cas particulier de celui ou` il est
inconnu, nous nous inte´ressons a` ce dernier cas et supposons |ε| petit; disons, pour ﬁxer les
ide´es, |ε| ≤ 15013. Cette borne peut eˆtre modiﬁe´e en changeant certains coeﬃcients de notre loi
de commande.
Tout au long de cette exemple, ε1 de´signera la fonction ε cos(θ).
13D’un point de vue pratique, un tel seuil est raisonnable : d’apre`s [23], |ε| est typiquement borne´ par 1100 .
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Premie`re e´tape : Deux possibilite´s se pre´sentent. Nous pouvons stabiliser d’abord le sous
syste`me en (ω, θ, Y, sY ) ou d’abord le sous syste`me en (ω, θ, sX). Dans un but de simplicite´,
nous e´cartons la premie`re possibilite´. En eﬀet, d’un coˆte´ nous savons que les calculs rencontre´es
quand le The´ore`me 2.26 est applique´ sont d’autant plus pe´nibles que grande est la dimension
de la varie´te´ stable et d’un autre coˆte´, nous observons que si une loi de commande qui stabilise
l’origine globalement asymptotiquement et localement exponentiellement est construite, pour
le sous syste`me en (ω, θ, sX), alors le comportement de ce sous syste`me n’est pas change´ de
fac¸on signiﬁcative par la pre´sence d’une loi de commande perturbatrice, pourvu que celle-ci
soit suﬃsamment petite. En employant cette proprie´te´ et le re´sultat de stabilisabilite´ d’une
chaˆıne d’inte´grateurs multiple par un bouclage arbitrairement petit, il sera possible de conclure
facilement.
La loi de commande u2 = − θ − ω stabilise exponentiellement le sous syste`me en (θ, ω).
Alors, en prenant u2 = − θ − ω + v2 et u1 = 0, on se trouve face a` un syste`me la forme
(2.291), avec (ω, θ) jouant le roˆle de y et sx celui de x1, pour lequel le The´ore`me 2.26 s’applique
lorsque ε = 0. Employons la technique de la preuve de celui-ci. Le changement de variables du
type (2.220) suivant : (ω, θ, s) = (ω, θ, sX− ω− θ) transforme le sous syste`me en (ω, θ, sX) en :⎧⎪⎪⎨⎪⎪⎩
s˙ = θ − sin(θ)− ε1(θ + ω) + (−1 + ε1)v2
θ˙ = ω
ω˙ = −θ − ω + v2
(2.470)
Alors pour ε = 0, les hypothe`ses B1, B2 et B3 du The´ore`me 2.1 sont ve´riﬁe´es avec
ρ ≡ 0 , V (θ, ω) = 1
2
ω2 + ωθ +
3
2
θ2 , κ(s) = 1 . (2.471)
Comme fonction de Lyapunov susceptible d’eˆtre strictement assignable, nous proposons donc
(voir (2.68)) :
V1 =
√
1 + s2 +
1
2
ω2 + ωθ +
3
2
θ2 − 1 . (2.472)
Prenons sa de´rive´e :
V˙1 = −ω2 − θ2 + s√
1 + s2
[θ − sin(θ)− ε1(θ + ω)] +
{
ω + θ +
s√
1 + s2
[−1 + ε1]
}
v2 (2.473)
Introduisons la notation :
R = ω + θ − s√
1 + s2
. (2.474)
Elle permet d’e´crire :
V˙1 ≤ −ω2 − θ2 + (1− ε1)Rv2 + ε1(ω + θ)v2 + 12θ2 + ε1(R− ω − θ)(θ + ω)
≤ (− 1 + 2|ε1|)ω2 +
(− 12 + 2|ε1|) θ2 + (1− ε1)Rv2 + ε1(ω + θ)v2 + ε1(ω + θ)R
(2.475)
Prenons v2 = −λR, avec λ > 0 :
V˙1 ≤ (− 1 + 2|ε1|)ω2 +
(− 12 + 2|ε1|) θ2 − λ(1− |ε1|)R2 + (λ+ 1) |ε1(ω + θ)R|
≤
(
− 1 + 2|ε1|+ ε
2
1(λ+1)
2
λ
)
ω2 +
(
− 12 + 2|ε1|+
ε21(λ+1)
2
λ
)
θ2 − λ (12 − ε1)R2 (2.476)
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Faisons le choix : λ = 1 et supposons que |ε| ≤ 150 . Alors :
V˙1 ≤ − 4750ω
2 − 11
25
θ2 − 5
11
R2 < 0 , ∀ (ω, θ, R) 
= 0 (2.477)
pour u2 = − 2ω − 2θ + s√1+s2 .
Deuxie`me e´tape : Nous stabilisons le sous syste`me en (ω, θ, sX, x). Nous avons obtenu une loi
de commande qui stabilise globalement asymptotiquement l’origine du sous syste`me en (ω, θ, sX).
Graˆce au changement de loi de commande : u2 = − 2ω − 2θ + s√1+s2 + v3, on se trouve face a`
un syste`me la forme (2.291) avec (ω, θ, sX) jouant le roˆle de y et x celui de x1 pour lequel le
The´ore`me 2.26 s’applique lorsque ε = 0. Employons la technique de la preuve de celui-ci. Le
changement de variables du type (2.220) suivant : (ω, θ, s, x) = (ω, θ, s, X + 3s+ 2ω) donne :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x˙ = s
3
1+s2+
√
1+s2
+ 3(θ − sin(θ)) + 3ε1 s√1+s2 + 3ε1(θ + ω) + (−1 + 3ε1)v3
s˙ = θ − sin(θ) + (−1 + ε1) s√1+s2 + (1− ε1)(θ + ω) + (−1 + ε1)v3
θ˙ = ω
ω˙ = −2θ − 2ω + s√
1+s2
+ v3
(2.478)
Ce syste`me est maintenant de la forme (2.291) avec (ω, θ, s) jouant le roˆle de y et x celui de x1.
Comme fonction de Lyapunov susceptible d’eˆtre strictement assignable, nous proposons :
Vν =
√
1 + x2 + ν(V1)− 1 . (2.479)
Prenons sa de´rive´e :
V˙ν ≤ ν′(V1)
[− 4750ω2 − 1125θ2 − 511R2]+ ν′(V1) [ω + θ + (− 1 + ε1) s√1+s2 ] v3
+ x√
1+x2
[
s3
1+s2+
√
1+s2
+ 3(θ − sin(θ)) + 3ε1(ω + θ) + (− 1 + 3ε1)v3
]
≤ ν′(V1)
[− 4750ω2 − 1125θ2 − 511R2]+ ν′(V1) [ω + θ + (− 1 + ε1) s√1+s2 ] v3
+ |s|
3
1+s2+
√
1+s2
+ 32θ
2 + 3|ε||x|√
1+x2
|ω + θ|+ x√
1+x2
(−1 + 3ε1)v3
(2.480)
Mais, avec (2.474) :
|s|3
1 + s2 +
√
1 + s2
≤ (R− ω − θ)2(
√
1 + s2 − 1) ≤ (4R2 + 2θ2 + 4ω2)(
√
1 + s2 − 1) (2.481)
Nous choisissons par conse´quent14 :
ν′(v) = 18(1 + v) . (2.482)
V˙ν ≤ −
[
423
25 ω
2 + 37150 θ
2 + 9011R
2
]− [32325 ω2 + 14825 θ2 + 4611R2] V1
+
{
18(1 + V1)
[
ω + θ + (− 1 + ε1) s√1+s2
]
+ x√
1+x2
(−1 + 3ε1)
}
v3 +
3|ε||x|√
1+x2
|ω + θ|
(2.483)
Employons la notation
T = 18(1 + V1)R− x√
1 + x2
(2.484)
14La fonction ν′(m) doit eˆtre non borne´e. En eﬀet, il est aise´ de ve´riﬁer que pour toute fonction ν′(m) borne´e,
les conditions du the´ore`me d’Artstein (voir [1]) ne sont pas ve´riﬁe´es
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et prenons v3 = − μ18(1+V1)T avec μ > 0. Alors, on obtient l’ine´galite´ :
V˙ν ≤ −
[
423
25 ω
2 + 37150 θ
2 + 9011R
2
]− [32325 ω2 + 14825 θ2 + 4611R2] V1 − μ18(+V1)(1− 3|ε|)T 2
+|ε| [(2|R|+ |(ω + θ)|) |μT |+ 3|ω + θ||T − 18(1 + V1)R|]
(2.485)
Avec :
(1 + V1)|ω + θ||R| ≤ 12
[
R2 + 9ω2 +
9
8
θ2
]
+
1
2
[
R2 + 9ω2 +
9
8
θ2
]
V1 , (2.486)
on obtient :
V˙ν ≤ −
[
16ω2 + 132 θ
2 + 152 R
2
]− [7ω2 + 5θ2 + 72R2] V1 − μ18(1+V1)(1− 3|ε|)T 2
+|ε|
[
2|R|+
∣∣∣(1 + 3μ) (ω + θ)∣∣∣] |μT | (2.487)
Soit μ un re´el plus grand que 3. Alors :
V˙ν ≤ −
[
16ω2 + 132 θ
2 + 152 R
2
]− [7ω2 + 5θ2 + 72R2] V1 − μ18(1+V1)(1− 3|ε|)T 2
+2|ε| [|R|+ |ω|+ |θ|] |μT | .
(2.488)
Mais :
2|ε| [|R|+ |ω|+ |θ|] |μT | ≤ μT
2
36(1 + V1)
+
3μ
20
(1 + V1)
[
θ2 + 2R2 + 2ω2
]
(2.489)
Donc, en prenant μ = 10, l’ine´galite´ suivante :
2|ε| [|R|+ |ω|+ |θ|] |μT | ≤ μT
2
36(1 + V1)
+
3
2
(1 + V1)
[
θ2 + 2R2 + 2ω2
]
(2.490)
est ve´riﬁe´e. On de´duit de celle-ci que :
V˙ν ≤ −
[
13ω2 + 5θ2 +
9
2
R2
]
−
[
4ω2 +
7
2
θ2 +
1
2
R2
]
V1 − 511(1 + V1)T
2 < 0 (2.491)
pour tout (ω, θ, R, T ) 
= (0, 0, 0, 0) lorsque
u2 = − 2ω − 2θ + s√
1 + s2
− 5
9(1 + V1)
T . (2.492)
Dernie`re e´tape : Nous stabilisons globalement asymptotiquement l’origine du syste`me (2.467).
Une fac¸on de faire pour parvenir a` ce re´sultat, consiste a` appliquer directement le The´ore`me
2.26. Alors, seraient mis a` notre disposition des lois de commandes stabilisantes de norme
arbitrairement petites. Toutefois, dans un but de simplicite´, nous prouvons notre re´sultat en
exploitant la proprie´te´ de robustesse de la stabilite´ posse´de´e par le sous syste`me en (ω, θ, sX , X)
lorsque u2 est la commande.
Quand u1 
= 0, en prenant la de´rive´e de Vν par rapport au temps, on obtient :
V˙ν ≤ −
[
13ω2 + 5θ2 + 92R
2
]− [4ω2 + 72θ2 + 12R2]V1 − 511(1+V1)T 2
+ x√
1+x2
(− 3 sin(θ)u1) + 18(1 + V1) s√1+s2 (− sin(θ)u1)
(2.493)
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Avec (2.474) et (2.484) et en posant
A = 3|18(1+ V1)R− T || sin(θ)||u1|+ 18(1 + V1)| sin(θ)||ω + θ − R||u1| (2.494)
il s’en suit que :
V˙ν ≤ −
[
13ω2 + 5θ2 +
9
2
R2
]
−
[
4ω2 +
7
2
θ2 +
1
2
R2
]
V1 − 511(1 + V1)T
2 + A (2.495)
Soit u1 une fonction de norme plus petite que b1+V1 . Alors :
A ≤ 3b[18|R|+ |T |
1 + V1
]| sin(θ)|+ 18b| sin(θ)||ω + θ −R| . (2.496)
Mais :
18b| sin(θ)||ω + θ − R| ≤ b (37θ2 + 81ω2 + 92R2)
3b |T |1+V1 | sin(θ)| ≤ 12θ2 + 9b
2
2
T 2
(1+V1)2
54b|R|| sin(θ)| ≤ θ2 + (27b)2R2
(2.497)
Par conse´quent, si b = 574 , l’ine´galite´ suivante est ve´riﬁe´e :
V˙ν ≤ −
[
ω2 + θ2 +
1
2
R2
]
−
[
4ω2 +
7
2
θ2 +
1
2
R2
]
V1 − 111(1 + V1)T
2 . (2.498)
Soit
u1 = − 574(1 + V1)
⎛⎝ sY
2
√
1 + s2Y
+
Y
2
√
1 + Y 2
⎞⎠ . (2.499)
Alors (2.498) est ve´riﬁe´e et les e´quations du sous syste`me en (Y, sY ) sont :⎧⎪⎨⎪⎩
Y˙ = sY
s˙Y = − 574
(
sY
2
√
1+s2Y
+ Y
2
√
1+Y 2
)
+ ê(ω, θ, sX, X, sY , Y )
(2.500)
avec :
ê(ω, θ, sX, X, sY , Y ) = cos(θ)− 1 + 5(cos(θ)−1)74(1+V1)
(
sY
2
√
1+s2Y
+ Y
2
√
1+Y 2
)
+ε sin(θ)u2(ω, θ, sX, X)
(2.501)
Par conse´quent, nous avons :
˙︷ ︷√
1 + s2Y +
5
148
(√
1 + Y 2 − 1
)
≤ − 537
s2Y
2
√
1+s2Y
+ |ê(ω, θ, sX , X, sY , Y )|
≤ − 574
s2Y√
1+s2Y
+ 2| cos(θ)− 1|
+|θ|
[
|ω|+ |θ|+ |R|+
∣∣∣ T1+V1 ∣∣∣]
(2.502)
Graˆce a` cette dernie`re ine´galite´, et graˆce a` (2.498), nous de´duisons l’existence de c tel que :
2| cos(θ)− 1|+ |θ|
[
|ω|+ |θ|+ |R|+
∣∣∣∣ T1 + V1
∣∣∣∣] ≤ 12cW (ω, θ, R, T ) (2.503)
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avec
W (ω, θ, R, T ) =
[
ω2 + θ2 +
1
2
R2
]
+
[
4ω2 +
7
2
θ2 +
1
2
R2
]
V1 +
1
11(1 + V1)
T 2 . (2.504)
Il s’en suit que :
˙︷ ︷√
1 + s2Y +
5
148
(√
1 + Y 2 − 1
)
+ cVν ≤ − 574
s2Y√
1 + s2Y
− c
2
W (ω, θ, R, T ) . (2.505)
La conclusion s’obtient en appliquant le principe d’invariance de LaSalle.
2.5.5.2 Stabilisation par bouclage dynamique de sortie.
Pour le syste`me (2.467), nous venons d’obtenir un re´sultat de stabilisation asymptotique globale
par bouclage d’e´tat au moyen d’une technique Lyapunov. Nous savons, graˆce a` [55], que cette
technique de preuve peut permettre dans certains cas d’obtenir un re´sultat de stabilite´ asymp-
totique globale par bouclage dynamique de sortie. Il suﬃt pour cela qu’une proprie´te´ struc-
turelle soit ve´riﬁe´e : les variables non mesure´es interviennent line´airement dans les e´quations
du syste`me. Il s’ave`re que les variables qui de´signent les diverses composantes de la vitesse de
l’avion VTOL doivent intervenir line´airement dans (2.467). Ainsi, pouvons nous nous contenter
des variables de positions comme variables mesure´es ce qui, d’un point de vue pratique, a de
l’inte´reˆt. Ceci nous conduit a` choisir pour sortie la composante de l’e´tat x = (sX , sY , ω) et
a` chercher a` prouver que le syste`me (2.467) est globalement asymptotiquement stabilisable par
bouclage dynamique de sortie du.
Ve´riﬁons que [55, Proposition1] s’applique au syste`me (2.467).
Notations.
Avec les notations de [55], nous avons :
z =
⎛⎝ XY
θ
⎞⎠ , x =
⎛⎝ sXsY
ω
⎞⎠ , u = (u1, u2) . (2.506)
et :
A(z, u) = 0 , B(z, u) =
⎛⎜⎜⎝
− sin(θ)(1 + u1) + ε cos(θ)u2
cos(θ)− 1 + cos(θ)u1 + ε sin(θ)u2
u2
⎞⎟⎟⎠ ,
C(z, u) = I , D(z, u) = 0 .
(2.507)
Ve´riﬁcation.
Nous allons montrer que les hypothe`ses de [55, Proposition 1] sont ve´riﬁe´es par (2.467).
• Assumption S : Nous avons montre´ que cette proprie´te´ est ve´riﬁe´e et que U de´ﬁnie par
U =
√
1 + s2Y +
5
74
∫ Y
0
l
2
√
1+l2
dl + c
√
1 + (X + 3(sX − ω − θ) + 2ω)2
+ c ν
(√
1 + (sX − ω − θ)2 + 12ω2 + ωθ + 32θ2 − 1
)
ν(m) = 18m+ 9m2 , c > 0 .
(2.508)
est une fonction de Lyapunov assignable pour (2.467). Puisque U ≥ 1 + c, la fonction
ln(U) est e´galement une fonction de Lyapunov assignable pour (2.467).
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• Assumption D : Lorsque A et C sont des constantes, cette hypothe`se est ve´riﬁe´e si la
proprie´te´ suivante l’est :
Il existe deux matrices Kx, Kz telles que la matrice[
A Kx
C Kz
]
soit Hurwitz. Puisque dans notre cas particulier, A = 0 et C = I , la de´tectabilite´ de la
paire : ([
0 0
I 0
]
,
[
0 I
])
implique que cette proprie´te´ est ve´riﬁe´e. De plus, Kx et Kz peuvent eˆtre choisi de telle
sorte que Σx soit une matrice identite´. Par conse´quent, la composante x non mesure´e est
fortement de´tectable (voir [55]).
• Assumption GC : Posons
V = ln (U) . (2.509)
Sans diﬃculte´, on peut montrer que les fonctions :
∂V
∂sY
,
∂2V
∂2sY
,
∂V
∂Y
,
∂2V
∂2Y
,
∂V
∂X
,
∂2V
∂2X
(2.510)
sont borne´es. Reste a` e´tudier les de´rive´es partielles par rapport a` sX , ω, θ.
∂V
∂sX
=
1
U
∂U
∂sX
∂U
∂sX
= 3c
X + 3(sX − ω − θ) + 2ω√
1 + (X + 3(sX − ω − θ) + 2ω)2
+18c
(
1 +
√
1 + (sX − ω − θ)2 + 12ω
2 + ωθ +
3
2
θ2 − 1
)
sX − ω − θ√
1 + (sX − ω − θ)2
.
Mais, en conside´rant les degre´s, il est facile de montrer que U est supe´rieure et a` une forme
quadratique de´ﬁnie positive en sX , ω, θ et a` 1. Ceci implique que ∂V∂sX est borne´e.
∂2V
∂2sX
= − 1U2
(
∂U
∂sX
)2
+
1
U
∂2U
∂2sX
= −
(
∂V
∂sX
)2
+
1
U
∂2U
∂2sX
. (2.511)
Par conse´quent, pour que ∂
2V
∂2sX
soit borne´e, il faut et il suﬃt que 1U
∂2U
∂2sX
le soit. Il est facile
de montrer que :
∂
∂sX
[
X + 3(sX − ω − θ) + 2ω√
1 + (X + 3(sX − ω − θ) + 2ω)2
]
,
∂
∂sX
[√
1 + (sX − ω − θ)2
]
∂
∂sX
[
sX − ω − θ√
1 + (sX − ω − θ)2
]
sont des fonctions borne´es. Il s’en suit imme´diatement que ∂
2U
∂2sX
est borne´e. Puisque U
est supe´rieure a` 1, la fonction ∂
2V
∂2sX
est borne´e.
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De fac¸on analogue, on peut montrer que les fonctions
∂V
∂θ
,
∂2V
∂2θ
,
∂V
∂ω
,
∂2V
∂2ω
(2.512)
sont borne´es.
• Assumption BO : La fonction V est propre de sorte que le commentaire de [55] qui suit
l’e´nonce´ de l’hypothe`se BO implique que cette hypothe`se est ve´riﬁe´e.
Re´sultat.
Nous venons de montrer que la proposition 1 de [55] s’applique au syste`me (2.467). Donc nous
savons construire un controˆleur dynamique tel que toutes les solutions (x, z, xˆ, zˆ, χ) du syste`me
augmente´ boucle´ convergent vers l’ensemble :
W (xˆ, z) = 0 , (xˆ− x)(xˆ− x) = 0 , zˆ = z , χ = α∂V
∂x
(xˆ, z) (2.513)
ou` α est un re´el strictement positif convenablement choisi. Nous avons vu, au cours de la
ve´riﬁcation de l’hypothe`se D, que la composante x non mesure´e est fortement de´tectable. Par
conse´quent, d’apre`s [55], nous savons que nous avons les meˆme proprie´te´s de re´gulation que celles
du syste`me boucle´ avec la loi de commande stabilisante que nous avons lorsque x est mesure´e.
Puisque xˆ et zˆ convergent vers x, z, il s’en suit que x, z convergent vers ze´ro.
Chapitre 3
Ajout d’inte´gration : changement de
fonction de Lyapunov.
Pour pouvoir appliquer a` un syste`me de la forme (1.1) la technique de Jurdjevic et Quinn, il
est ne´cessaire qu’a` commande nulle l’origine soit un point d’e´quilibre globalement stable de ce
syste`me. Lorsque cette proprie´te´ est ve´riﬁe´e, deux questions se posent : connaˆıt-on des fonctions
U propres et de´ﬁnies positives ve´riﬁant (1.2) et si tel est le cas, quelles sont celles pour lesquelles
(1.3) est ve´riﬁe´e ? Cette dernie`re interrogation montre un des avantages qu’il y a a` avoir a` sa
disposition la plus grande classe possible de fonctions propres et de´ﬁnies positives pour lesquelles
(1.3) est ve´riﬁe´e. Il y en a un autre qui a priori peut eˆtre de quelqu’importance si des crite`res
d’optimalite´ sont a` prendre en compte : a` chaque fonction U , ve´riﬁant (1.2) et (1.3), correspond
une classe particulie`re de lois de commande qui stabilise globalement asymptotiquement l’origine
de (1.1) et c’est parmi celle-ci qu’on peut chercher une commande “sous” optimale.
Gardons en teˆte ce que nous venons de dire et analysons la preuve du The´ore`me 2.1 que nous
avons eﬀectue´. Le Lemme 2.7 assure que si les hypothe`ses B1 et B31 sont ve´riﬁe´es, l’origine
du syste`me (2.1) est un point d’e´quilibre globalement stable lorsque u = 0. Ce re´sultat a
e´te´ de´montre´ au moyen d’une fonction U propre et de´ﬁnie positive tre`s particulie`re faisant
intervenir des fonctions k et l dont les comportements doivent eˆtre de´termine´s en fonction des
non line´arite´s h1(x, x2, y)y, e1(x, x2, y)y. Plus pre´cise´ment, des fonctions k et l convenablement
choisies permettent d’obtenir une fonction de´ﬁnie positive dont la de´rive´e le long des solutions
du syste`me (2.1) pris a` commande nulle est ne´gative.
Quoique d’un point de vue pratique, il ne soit jamais tre`s diﬃcile de trouver des fonctions
k et l qui conviennent, il est ne´anmoins le´gitime de se demander s’il est possible de se passer
des ces fonctions, en ajoutant un terme a` la somme V (y) + Q(x1) + S(x2). La de´rive´e de
V (y) + Q(x1) + S(x2) donne, avec (2.13),
˙︷ ︷
V (y) +Q(x1) + S(x2) = −W (y) − T (x2) − R(x1) + ∂V
∂y
(y) f1(x1, x2, y) y (3.1)
+
∂S
∂x2
(x2) e1(x1, x2, y) y +
∂Q
∂x1
(x1) h1(x1, x2, y) y
≤ −12 W (y) − T (x2) − R(x1) (3.2)
+
∂S
∂x2
(x2) e1(x1, x2, y) y +
∂Q
∂x1
(x1) h1(x1, x2, y) y
S’il existe une fonction H telle que la fonction V (y) + Q(x1) + S(x2) +H(x1, x2, y) soit propre
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et telle que
˙︷ ︷H(x1, x2, y) = − ∂S
∂x2
(x2)e1(x1, x2, y)y − ∂Q
∂x1
(x1)h1(x1, x2, y)y , (3.3)
l’objectif est atteint.
Ce point de vue a e´te´ adopte´ par Jankovic, Sepulchre et Kokotovic dans [28]. Nous le
pre´sentons ici en l’immergeant dans notre contexte ge´ne´ral.
3.1 Synthe`se a` partir du syste`me exact.
3.1.1 Re´sultat.
Selon ce point de vue, le de´coupage du sous-syste`me (x1, x2) n’apporte rien. Aussi e´crivons nous
(2.1) sous la forme la plus simple suivante1 :⎧⎨⎩ x˙ = h0(x) + h1(x, y)y + h2(x, y, u)uy˙ = f0(y) + f1(x, y)y + f2(x, y, u)u (3.4)
ou` les fonctions hi et fi sont de classe C1. Le point de vue de [28] permet de reprendre B1 et
B3.1 et de modiﬁer B2 et B3.2. Pre´cise´ment, les hypothe`ses sont :
Hypothe`se F1 : Il existe deux fonctions Q et V de classe C1 de´ﬁnies positives et propres telles
que :
∂Q
∂x
(x)h0(x) = −R(x) ≤ 0 ∀x , (3.5)
∂V
∂y
(y)f0(y) = −W (y) < 0 ∀ y 
= 0 . (3.6)
Hypothe`se F2: x(t) = 0 est l’unique solution de :
x˙ = h0(x) ,
∂Q
∂x (x) h0(x) = 0
∂H
∂y (x, 0)f2(x, 0, 0)+
[
∂Q
∂x (x) +
∂H
∂x (x, 0)
]
h2(x, 0, 0) = 0
(3.7)
Hypothe`se F3: Il existe une fonction ρ, de´ﬁnie, continue et positive sur [0,+∞) et une fonction
κ, de´ﬁnie, continue et positive sur (0,+∞), telles que :∣∣∣∣∂Q∂x (x) h1(x, y) y
∣∣∣∣ ≤ κ(V (y))W (y) (1 + ρ(Q(x)))2 . (3.8)
De plus, les fonctions κ et ρ sont telles que :
1
1 + ρ

∈ L2 ([0,+∞)) , (3.9)
∀ c1 > 0 , ∃ c2 : {y ∈ Rn\{0} , |y| ≤ c1} =⇒ κ(V (y))
∣∣∣∣∂V∂y (y)
∣∣∣∣ ≤ c2 . (3.10)
1Les indices pour x sont donc supprime´s.
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Enﬁn, V , W et f1 ve´riﬁent :
∂V
∂y
(y) f1(x, y) y ≤ 14 W (y) . (3.11)
Hypothe`se F4: Il existe une fonction H, de classe C1 ve´riﬁant H(x, 0) ≡ 0, et telle que
l’ensemble
E = {(z, x, y) |z = H(x, y)} (3.12)
est une varie´te´ invariante du syste`me :⎧⎪⎪⎨⎪⎩
z˙ = − ∂Q∂x (x) h1(x, y) y
x˙ = h0(x) + h1(x, y) y
y˙ = f0(y) + f1(x, y) y
(3.13)
Nous avons le re´sultat suivant :
The´ore`me 3.1 Si les hypothe`ses F1, F2, F3 et F4 sont satisfaites par (3.4), alors pour tout
re´el u dans (0,+∞], l’origine peut eˆtre rendue solution globalement asymptotiquement stable de
(3.4) par une loi de commande continue, inde´pendante du temps et borne´e par u.
Pour eˆtre pre´cis, e´crivons le re´sultat eﬀectivement de´montre´ dans [28] :
Corollaire 3.2 Conside´rons un syste`me de la forme (3.4) et notons par (x(t), y(t)) la solution
de ce syste`me pris a` commande nulle a` l’instant t qui a pour condition initiale (x, y). Supposons
que :
• L’hypothe`se F1 soit satisfaite.
• On ait f0(y) = Ay et qu’il existe une matrice syme´trique de´ﬁnie positive V telle que :
V A + AV < 0 . (3.14)
• La fonction h2 ne de´pende pas de u et la fonction f2 soit constante.
• Il existe deux fonctions croissantes, ze´ro en ze´ro, diﬀe´rentiables a` l’origine γ1 et γ2 telles
que :
|h1(x, y)y| ≤ γ1(|y|) + γ2(|y|) |x| . (3.15)
Il existe deux constantes positives c1 et c2 telles que∣∣∣∣∂Q∂x (x)
∣∣∣∣ |x| ≤ c1Q(x) , ∀ |x| ≥ c2 . (3.16)
Alors, la fonction suivante :
H(x, y) =
∫ +∞
0
∂Q
∂x
(x(s))[h1(x(s), y(s)))y(s)]ds . (3.17)
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existe et est continue. Si de plus cette fonction est suﬃsamment re´gulie`re et telle que :
S =
{
x : Lk+1h0 Q(x) = 0 , L
k
h0
u1(x, 0) = 0 , ∀ k ≥ 0
}
= {0} , (3.18)
la loi de commande :
u1(x, y) = − ∂(Q+H+ V )
∂x
(x, y) h2(x, y)− ∂(Q+H+ V )
∂y
(x, y) f2 (3.19)
stabilise globalement asymptotiquement la solution ze´ro de (3.4).
3.1.2 Comparaison des hypothe`ses des The´ore`mes 2.1 et 3.1.
Les hypothe`ses F1 et F3 sont identiques a` B1 et B3.1. Graˆce au lemme 2.7, nous savons donc
que (3.4) est globalement stable pour u = 0. De plus, comme nous le verrons au cours de la
preuve du The´ore`me 3.1, ces hypothe`ses impliquent que V (y)+Q(x)+H(x, y) est une fonction
propre de´ﬁnie positive.
Les points ou` les The´ore`mes 2.1 et 3.1 diﬀe`rent se situent respectivement dans les hypothe`ses
B2 et F2, et B3.2 et F4.
3.1.2.1 Hypothe`ses B2 et F2.
La diﬀe´rence entre B2 et F2 vient de ce que, dans les deux cas, la loi de commande est donne´e,
par exemple, par n’importe quelle fonction φ satisfaisant :
1. La fonction |φ(x)| est borne´e par u.
2. Pour tout x, le scalaire G(x, y, u) φ(x) est non positif et nul si et seulement si le vecteur
G(x, 0, 0) est nul ou`, dans le contexte de B3,
G(x, y, u) =
(
7
3
κ(V (y))
∂V
∂y
(y) , l′(Q(x))
∂Q
∂x
(x)
)⎛⎝ f2(x, y, u)
h2(x, y, u)
⎞⎠ (3.20)
et ou`, dans le contexte de F3 et F4,
G(x, y, u) =
(
∂V
∂y
(y) +
∂H
∂y
(x, y) ,
∂Q
∂x
(x) +
∂H
∂x
(x, y)
)⎛⎝ f2(x, y, u)
h2(x, y, u)
⎞⎠ . (3.21)
On voit ainsi que lorsque y = 0 et u = 0, il reste le terme l′(Q(x))∂Q∂x (x) h2(x, 0, 0) dans le
contexte du The´ore`me 2.1 et le terme
(
∂Q
∂x (x) +
∂H
∂x (x, 0)
)
h2(x, 0, 0) dans celui du The´ore`me
3.1. Cependant ces expressions de´pendent de fac¸on pre´ponde´rante des coordonne´es. Il est en
ge´ne´ral impossible de garantir la non existence de coordonne´es approprie´es qui montreraient
l’e´quivalence entre B2 et F2. Remarquons pourtant qu’il semble que l’hypothe`se F2 de´pendante
de fac¸on moins cruciale des coordonne´es. Pour illustrer ce point, reprenons le syste`me line´aire
(2.2) : ⎧⎨⎩ X˙ = a YY˙ = −Y + u (3.22)
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ou dans les coordonne´es (x, y) = (X + aY , Y ),⎧⎨⎩ x˙ = a uy˙ = −y + u (3.23)
Si Q est donne´e par :
Q(x) = 12 x
2 , (3.24)
on a, dans les coordonne´es (X, Y ),
H(X, Y ) = aXY + a22 Y 2 (3.25)
et, dans les coordonne´es (x, y),
H(x, y) = 0 (3.26)
de sorte que F2 et F4 sont ve´riﬁe´es dans les deux cas. Par contre B2 et B3.2 ne sont satisfaites
que dans les coordonne´es (x, y).
Un point important a` souligner a` ce stade est la ne´cessite´ qu’il y a de connaˆıtre explicitement
des expressions pour les fonctions ∂H∂x et
∂H
∂y car celles-ci sont utilise´es dans la loi de commande.
Or, de`s que des non line´arite´s quelque peu complique´es interviennent dans les dynamiques du
syste`me, il devient tre`s diﬃcile d’obtenir ces expressions, la seule formule connue donnant H
e´tant :
H(x, y) =
∫ +∞
0
[
∂Q
∂x
(x(s))h1(x(s), y(s))y(s)
]
ds . (3.27)
Nous reviendrons sur ce proble`me de “calculabilite´” de H au paragraphe 3.2.
3.1.2.2 Hypothe`ses B3.2 et F4.
Les hypothe`ses B3.2 et F4 sont de nature tre`s diﬀe´rente.
B3.2 impose que la fonction f2 soit d’un ordre au moins p en y = 0, ou` p — qui peut eˆtre
nul — de´pend des autres fonctions et donc, encore une fois, des coordonne´es. Cette hypothe`se
nous permet de traiter les termes de couplage par domination de leurs eﬀets.
L’existence de la varie´te´ invariante E de (3.13), impose´e dans F4 est, comme nous le voyons
avec (3.17), lie´e au comportement a` l’inﬁni des fonctions x(t) et y(t) solutions de (3.13). Jankovic,
Sepulchre et Kokotovic ont donne´ des conditions suﬃsantes pour garantir cette existence. Ainsi,
le lemme suivant est-il prouve´ dans [28].
Lemme 3.3 La varie´te´ invariante E de (3.13) est de classe C1 si le syste`me x˙ = h0(x) admet
la repre´sentation suivante :
x˙1 = h01(x1)
x˙2 = M2x2 + e02(x1, x2)
(3.28)
ou` ze´ro est un point d’e´quilibre asymptotiquement stable de x˙1 = h01(x1) et ou` x˙2 = M2x2 est
stable au sens de Lyapunov.
L’existence de H nous permet de traiter les termes croise´s en annulant leurs eﬀets. Ceci est donc
a` rapprocher de l’objectif recherche´ par les changements de coordonne´es de la section 2.3.
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3.1.2.3 Conclusion.
L’e´tude comparative des hypothe`ses des The´ore`mes 2.1 et 3.1 que nous venons de mener nous
indique que le The´ore`me 3.1 s’apparente en fait davantage au The´ore`me 1.1 muni des change-
ments de coordonne´es permettant de supprimer exactement les termes de couplages h1, e1 et
f1. Mais s’il y a une analogie entre ces deux approches, le The´ore`me 3.1 n’en est pas moins plus
avance´ d’un point de vue the´orique. En eﬀet, pour ce qui est du The´ore`me 1.1, nous n’avons pu
e´tudier l’outil changement de coordonne´es qu’en nous plac¸ant dans le contexte des hypothe`ses
du Lemme 2.21. Par contre, pour ce qui est du The´ore`me 2.1, qui met en e´vidence le fait qu’on
peut se contenter d’approximations, les changements de coordonne´es possibles se situent dans le
contexte plus ge´ne´ral des hypothe`ses des Lemmes 2.18 et 2.23. Nous e´tudierons dans la section
3.2 s’il peut eˆtre trouve´e pour le The´ore`me 3.1 une extension analogue.
3.1.3 Preuves.
3.1.3.1 Preuve du The´ore`me 3.1.
Nous adaptons au cadre ge´ne´ral de notre travail le sche´ma de preuve propose´ dans [28]. Nous
avons vu au cours de la de´monstration du The´ore`me 2.1 que lorsqu’on se situe dans le contexte
de l’hypothe`se B3, nous avons comme fonction de Lyapunov assignable au syste`me (3.4) :
U(x, y) = l(Q(x)) + k(y) . (3.29)
Nous allons montrer que lorsqu’on se situe dans le contexte de l’hypothe`se F3, une fonction de
Lyapunov assignable au syste`me (3.4) est la suivante :
U(x, y) = Q(x) +H(x, y) + V (y) . (3.30)
Premie`re e´tape. Nous allons montrer que cette fonction est de´ﬁnie positive et propre. Notre
de´monstration s’appuie sur le lemme technique que nous introduisons maintenant et que nous
prouverons par la suite.
Lemme 3.4 Les hypothe`ses du The´ore`me 2.1 impliquent que :
1. La fonction (x, y) −→ Q(x) +H(x, y) est positive.
2. La fonction l de´ﬁnie par :
l(c) =
∫ c
0
1
[1 + ρ(s)]2
ds . (3.31)
ve´riﬁe
l(Q(x) +H(x, y)) ≥ l(Q(x))− 4
3
k(y) . (3.32)
U est de´ﬁnie positive : La fonction U est positive puisque d’apre`s F1, V est positive et que
d’apre`s le Lemme 3.4, Q(x) +H(x, y) est positive. Soient (x, y) tels que U(x, y) = 0. Puisque
Q(x) +H(x, y) et V (y) sont positifs, ne´cessairement ces deux termes sont nuls. Puisqu’en outre
V est de´ﬁnie positive, ne´cessairement y = 0. Puisque d’apre`s l’hypothe`se F4, H(x, 0) = 0, on
en de´duit que Q(x) = 0. Puisque Q est de´ﬁnie positive, il s’en suit que x = 0. Par conse´quent,
U est de´ﬁnie positive.
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U est propre : Nous allons proce´der par contradiction. Supposons qu’il existe une suite (xn, yn)
et une constante positive c telles que :
lim
n→+∞ |(xn, yn)| = +∞ , U(xn, yn) ≤ c , ∀n . (3.33)
Puisque d’apre`s le lemme 3.4, Q(xn) +H(xn, yn) est positif pour tout n on a
V (yn) ≤ c , ∀n . (3.34)
Par conse´quent, la suite yn appartient a` un compact. Puisque k est une fonction Lipschitz
continue, celle-ci est borne´e sur tout compact. Donc, il existe c > 0 telle que :
4
3
k(yn) ≤ c . (3.35)
Graˆce a` (3.32), on en de´duit :
l(Q(xn) +H(xn, yn)) ≥ l(Q(xn))− c . (3.36)
La croissance de l et la positivite´ de V impliquent que l’on a :
l(c) ≥ l(Q(xn) +H(xn, yn) + V (yn)) ≥ l(Q(xn) +H(xn, yn)) ≥ l(Q(xn))− c . (3.37)
Par conse´quent :
l(Q(xn)) ≤ c + l(c) . (3.38)
La condition (3.9) de l’hypothe`se F3 implique :
lim
s→+∞ l(s) = +∞ . (3.39)
Donc Q(xn) est une suite borne´e. Puisque Q est propre, xn est une suite borne´e. Puisque tel
est e´galement le cas de la suite yn, on aboutit a` une contradiction.
Deuxie`me e´tape. Remarquons que nous avons :
˙︷ ︷H(x, y) = −∂Q
∂x
(x) h1(x, y) y +
[
∂H
∂y
(x, y) f2(x, y, u) +
∂H
∂x
(x, y) h2(x, y, u)
]
u . (3.40)
Ceci nous permet d’e´crire la de´rive´e U˙ sous la forme :
˙︷ ︷
U(x, y) = −R(x) − W (y) + ∂V∂y (y)f1(x, y) y (3.41)
+
[(
∂Q
∂x (x) +
∂H
∂x (x, y)
)
h2(x, y, u) +
(
∂V
∂y (y) +
∂H
∂y (x, y)
)
f2(x, y, u)
]
u .
Graˆce a` (3.11) et la de´ﬁnition de G (voir (3.21)) nous obtenons :
˙︷ ︷
U(x, y) ≤ −R(x)− 3
4
W (y) + G(x, y, u)u . (3.42)
Puisque G est une fonction continue, nous concluons en utilisant F2 et la meˆme de´marche que
celle utilise´e pour terminer la preuve du The´ore`me 1.1. 
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3.1.3.2 Preuve du lemme 3.4.
Soit (x(t), y(t)) la solution au temps t du syste`me (3.4) pris a` commande nulle qui a pour valeur
x, y a` l’instant ze´ro.
Commenc¸ons par e´tablir 3 proprie´te´s posse´de´es par la solution (x(t), y(t)).
1− Montrons que (x(t), y(t)) est une fonction borne´e du temps.
Puisque (3.8), (3.9), (3.10), (3.11) sont ve´riﬁe´es, l’ine´galite´ (2.71) obtenue dans la preuve du
The´ore`me 2.1 est ve´riﬁe´e. Par conse´quent, nous avons :
˙︷ ︷
U(x(t), y(t)) ≤ − 1
4
κ(V (y(t)))W (y(t)) . (3.43)
Puisque U est une fonction propre de´ﬁnie positive, les fonctions x(t) et y(t) sont ne´cessairement
borne´es. Il en est donc de meˆme des fonctions x˙(t), y˙(t). Puisque κ(V )W est de´ﬁnie ne´gative,
on en de´duit :
lim
t→+∞ y(t) = 0 . (3.44)
2− Puisque x(t) est borne´e, H est continue, H(x, 0) ≡ 0 et lim
t→+∞ y(t) = 0, on a :
lim
t→+∞H(x(t), y(t)) = 0 . (3.45)
3− Montrons que pour tout t ≥ 0 :∫ t
0
κ(V (y(s)))W (y(s))ds ≤ 4
3
k(y) . (3.46)
Inte´grons entre 0 et un instant t ≥ 0 l’e´galite´ (2.66) avec u = 0 :∫ t
0
k˙(2.1)(x1, x2, y, 0)ds =
∫ t
0
κ(V (y))
∂V
∂y
(y) [f0(y) + f1(x1, x2, y)y]ds . (3.47)
On de´duit l’e´galite´ suivante :
k(y(t))− k(y) = −
∫ t
0
κ(V (y))W (y)ds+
∫ t
0
κ(V (y))
∂V
∂y
(y)f1(x1, x2, y)yds . (3.48)
Puisque k est une fonction positive, l’ine´galite´ suivant s’en suit :∫ t
0
κ(V (y))W (y)ds−
∫ t
0
κ(V (y))
∂V
∂y
(y)f1(x1, x2, y)yds ≤ k(y) . (3.49)
Graˆce a` (3.11) de F3, il s’en suit que :
3
4
∫ t
0
κ(V (y))W (y)ds ≤ k(y) . (3.50)
Donc (3.46) est obtenue.
A l’aide de ces trois proprie´te´s, de´montrons maintenant les assertions du lemme 3.4.
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Assertion 1. Nous avons :
˙︷ ︷
Q(x(t)) = −R(x(t)) + ∂Q
∂x
(x(t))h1(x(t), y(t))y(t) . (3.51)
La de´ﬁnition de H implique donc que :
˙︷ ︷
Q(x(t)) +R(x(t)) = − ˙
︷ ︷
H(x(t), y(t)) . (3.52)
Par conse´quent :
Q(x(t)) +
∫ t
0
R(x(s))ds− Q(x) = −H(x(t), y(t)) +H(x, y) (3.53)
Puisque Q et R sont des fonctions positives :
Q(x) +H(x, y) = Q(x(t)) +
∫ t
0
R(x(s))ds+H(x(t), y(t)) ≥ H(x(t), y(t)) (3.54)
Le terme de gauche e´tant inde´pendant de t, la proprie´te´ (2.251) nous donne :
Q(x) +H(x, y) ≥ 0 . (3.55)
Assertion 2. L’e´galite´ (3.51) et l’ine´galite´ (3.8) impliquent :
˙︷ ︷
Q(x(t)) +R(x(t)) ≥ −κ(V (y(t)))W (y(t)) [1 + ρ(Q(x(t)))]2 . (3.56)
Puisque ρ est croissante et que
∫ t
0
R(x(s))ds est positif pour tout t ≥ 0, l’ine´galite´ pre´ce´dente
implique :
˙︷ ︷
Q(x(t)) + R(x(t))[
1 + ρ
(
Q(x(t)) +
∫ t
0
R(x(s))ds
)]2 ≥ −κ(V (y(t)))W (y(t)) . (3.57)
En inte´grant cette ine´galite´ de 0 a` t, on obtient :
l
(
Q(x(t)) +
∫ t
0
R(x(s))ds
)
− l (Q(x)) ≥ −
∫ t
0
κ(V (y(s)))W (y(s))ds . (3.58)
Graˆce a` (3.53), on a :
Q(x(t)) +
∫ t
0
R(x(s))ds = Q(x) +H(x, y)− H(x(t), y(t)) . (3.59)
Donc, d’apre`s (3.58),
l (Q(x) +H(x, y)− H(x(t), y(t)))− l (Q(x)) ≥ −
∫ t
0
κ(V (y(s)))W (y(s))ds (3.60)
Par passage a` la limite, graˆce a` (3.45), on obtient :
l (Q(x) +H(x, y))− l (Q(x)) ≥ −
∫ +∞
0
κ(V (y(s)))W (y(s))ds . (3.61)
Avec (3.46), on en de´duit (3.32). 
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3.1.3.3 Preuve du corollaire 3.2.
Nous allons montrer que les hypothe`ses du corollaire 3.2 impliquent que F1, F2, F3 sont ve´riﬁe´es.
• Dans [28, Appendice B], l’existence et la continuite´ deH sont prouve´es lorsque sont ve´riﬁe´es
les conditions (3.15) et (3.16).
• L’hypothe`se F1 est suppose´e.
• Nous allons maintenant montrer que F3 est ve´riﬁe´e. On ve´riﬁe aise´ment que H e´tant de
classe C1,
˙︷ ︷H(x(t), y(t)) = −∂Q
∂x
(x(t)) h1(x(t), y(t)))y(t) . (3.62)
lorsque u = 0. Donc l’ensemble
E = {(z, x, y) |z = H(x, y)} (3.63)
est une varie´te´ invariante du syste`me :⎧⎪⎨⎪⎩
z˙ = − ∂Q∂x (x) h1(x, y) y
x˙ = h0(x) + h1(x, y) y
y˙ = Ay
(3.64)
En outre, y(t) ≡ 0 si y = 0. Donc H(x, 0) ≡ 0.
Nous savons que h1 et Q ve´riﬁent (3.15) et (3.16). On en de´duit que :
|h1(x, y)y| ≤ [γ1(|y|) + γ2(|y|)] [1 + |x|] (3.65)
et qu’il existe un nombre re´el strictement positif c tel que, pour tout x,∣∣∣∣∂Q∂x (x)
∣∣∣∣ [|x|+ 1] ≤ cQ(x) + c . (3.66)
On en de´duit : ∣∣∣∣∂Q∂x (x)h1(x, y)y
∣∣∣∣ ≤ [γ1(|y|) + γ2(|y|)] [cQ(x) + c] (3.67)
Puisque γ1 et γ2 sont diﬀe´rentiables a` l’origine, en prenant :
κ(s) = c
γ1(c
√
s) + γ2(c
√
s)
s
, ρ(s) = c
√
1 + s , (3.68)
ou` c de´signe ge´ne´riquement un nombre re´el positif, on obtient (3.8), (3.9), (3.10).
Puisqu’il n’y a pas de terme f1y, (3.11) sont automatiquement satisfaites.
• Il nous reste a` montrer que (3.18) implique que F2 est ve´riﬁe´e. Cette implication est
du meˆme type que celle e´nonce´e dans le Lemme 1.2. De´montrons la par l’absurde en
supposant que F2 n’est pas satisfaite. Il existe alors x(t), non identiquement e´gale a` ze´ro,
telle que :
x˙(t) = h0(x(t))
∂H
∂y (x(t), 0)f2 +
∂Q
∂x (x(t)) h2(x(t), 0) = 0
∂Q
∂x (x(t)) h0(x(t)) = 0
(3.69)
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Par conse´quent, en de´rivant k fois les deux dernie`res e´galite´s, on obtient :
Lkh0Λ(x(t)) = 0 , L
k+1
h0
Q(x(t)) = 0 . (3.70)
avec
Λ(x) =
∂H
∂y
(x, 0) f2 +
∂Q
∂x
(x) h2(x, 0) . (3.71)
D’apre`s (3.18), ceci implique que x(t) = 0, pout tout t, ce qui contredit le fait que F2 n’est
pas satisfaite.
En dernier lieu, observons que (3.21) et (3.42) impliquent que la commande (3.19) stabilise
globalement asymptotiquement. 
3.2 Synthe`se a` partir d’un syste`me approximant.
Nous avons mentionne´ la similarite´ qu’il y a entre les The´ore`mes 1.1 et 3.1. Dans les deux
cas, il s’agit de trouver explicitement la solution d’une e´quation aux de´rive´es partielles pour
nous permettre d’annuler les eﬀets duˆs aux termes de couplage. Graˆce au The´ore`me 2.1, nous
savons que le changement de coordonne´es, ne´cessaire pour appliquer le The´ore`me 1.1, n’a en
fait pas besoin d’eˆtre parfaitement connu. Pre´cise´ment, seule une approximation a` un ordre
suﬃsamment e´leve´ en y = 0 est suﬃsante. Nous nous posons ici la meˆme question a` propos de
la fonction H : Peut-on se contenter d’une approximation ?
Pour re´pondre a` cette question, et puisque cette fonction H a une interpre´tation structurelle
tre`s forte en termes de varie´te´ invariante de (3.13), nous ne cherchons pas a` approximer directe-
ment cette fonction et introduisons un syste`me approximant (3.4) sous la forme :⎧⎨⎩ x˙ = h0(x) + h1a(x, y)y + h2(x, y, u)uy˙ = f0a(y) + f1a(x, y)y+ f2(x, y, u)u (3.72)
et auquel sera associe´ une fonction Ha. Notre proble`me est donc de de´terminer les fonctions
approximantes h1a, f0a et f1a telles que :
1. Les erreurs d’approximations :
h1δ = h1 − h1a , f0δ = f0 − f0a , f1δ = f1 − f1a (3.73)
soient suﬃsamment petites pour qu’une commande obtenue a` partir des approximations soit
globalement asymptotiquement stabilisante pour le syste`me re´el (3.4).
2. La fonction Ha correspondante puisse eˆtre calcule´e explicitement.
3.2.1 Conditions suﬃsantes sur l’approximation.
Pour obtenir des conditions sur l’approximation suﬃsantes pour garantir la stabilisabilite´ asymp-
totique globale, nous reprenons les techniques utilise´es au cours de la preuve du The´ore`me 2.1
et qui mettent a` proﬁt la marge de stabilite´ du sous-syste`me en y.
3.2.1.1 Re´sultat.
Hypothe`se G1 :
G1.1 : Il existe des fonctions Qa, Va, Ra, Wa, ρa et κa telles que les hypothe`ses F1, F2 et F3
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soient satisfaites par le syste`me approximant (3.72).
G1.2 : Choisissons une fonction propre, de´ﬁnie positive, de classe C2 note´e  et posons :
Q(x) = (Qa(x)) . (3.74)
Nous supposons l’existence d’une fonction Ha, de classe C1 ve´riﬁant Ha(x, 0) ≡ 0, et telle que
l’ensemble :
Ea = {(z, x, y) |z = Ha(x, y)} (3.75)
soit une varie´te´ invariante du syste`me :⎧⎪⎪⎨⎪⎪⎩
z˙ = − ∂Q∂x (x) h1a(x, y) y
x˙ = h0(x) + h1a(x, y) y
y˙ = f0a(y) + f1a(x, y) y
(3.76)
Hypothe`se G2 :
G2.1 : Il existe une fonction de classe C1 de´ﬁnie positive et propre V telle que :
∂V
∂y
(y) f0(y) = −W (y) < 0 ∀ y 
= 0 , (3.77)
∂V
∂y
(y) f1(x1, x2, y) y ≤ 14 W (y) . (3.78)
G2.2 : Il existe une fonction κ, de´ﬁnie et continue sur (0,+∞), telle que :
∀ c1 > 0 , ∃ c2 : {y ∈ Rn\{0} , |y| ≤ c1} =⇒ κ(V (y))
∣∣∣∣∂V∂y (y)
∣∣∣∣ ≤ c2 . (3.79)
κ(V (y))
∂V
∂y
(y)f2(x, y, u) ∈ C0((Rn× Rm1);Rq) . (3.80)
et2 :∣∣∣(∂Q∂x (x) + ∂Ha∂x (x, y))h1δ(x, y)y∣∣∣ + ∣∣∣(∂Va∂y (y) + ∂Ha∂y (x, y)) (f0δ(y) + f1δ(x, y)y)∣∣∣ (3.81)
≤ κ(V (y))W (y) .
The´ore`me 3.5 Si les hypothe`ses G1 et G2 sont satisfaites, alors, pour tout re´el u dans (0,+∞],
l’origine du syste`me (3.4) est globalement asymptotiquement stabilisable par un feedback d’e´tat
borne´ par u et ne de´pendant pas explicitement des fonctions h1δ, f0δ et f1δ.
3.2.1.2 Discussion autour des hypothe`ses du The´ore`me 3.5.
Supposons le sous-syste`me en y globalement asymptotiquement stable et localement exponen-
tiellement stable et choisissons la fonction approximante f0a telle que :
∂f0
∂y
(0) =
∂f0a
∂y
(0) . (3.82)
2Il faudrait e´crire : la fonction  de G1.2 a pu eˆtre choisie pour satisfaire (3.81).
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Dans ce cas l’hypothe`se G2.1 est satisfaite et les fonctions Va, Wa, V et W peuvent choisies telles
qu’elles soient approxime´es a` l’origine par des formes quadratiques de´ﬁnies positives. Alors, pour
satisfaire les conditions (3.79) et (3.80) sans hypothe`se sur f1 et f2, nous pouvons prendre, pour
κ une fonction de´ﬁnie sur [0,+∞[ ve´riﬁant :
κ(0) > 0 . (3.83)
Dans ces conditions,
pour |y| voisin de 0, on a :
κ(V (y))W (y) ≥ c|y|2 (3.84)
et pour |y| grand, la fonction κ peut eˆtre de´termine´e de sorte que κ(V (y))W (y) majore n’importe
quelle fonction de y. Alors, si f0 et f0a sont de classe C2, (3.82) implique que f0δ est d’ordre 2
en y = 0. On voit ainsi que l’ine´galite´ (3.81), et donc l’hypothe`se G2, est satisfaite si :
1. les fonctions(
∂Q
∂x
(x) +
∂Ha
∂x
(x, y)
)
h1δ(x, y)y ,
(
∂Va
∂y
(y) +
∂Ha
∂y
(x, y)
)
(f0δ(y) + f1δ(x, y)y)
sont borne´es par rapport a` la variables x.
2. les fonction h1δ(x, y) et f1δ(x, y) sont d’ordre 1 en y = 0.
Enﬁn, comme nous l’avions remarque´ dans le paragraphe 2.2.4 pour le The´ore`me 2.1, la
connaissance exacte des fonctions h1δ, f0,δ et f1δ n’e´tant pas ne´cessaire pour de´terminer la loi
de commande, le The´ore`me 3.5 fournit un re´sultat de stabilite´ robuste par rapport a` certaines
erreurs de mode´lisations.
3.2.1.3 Preuve.
Conside´rons la fonction
Ua(x, y) = Q(x) +Ha(x, y) + Va(y) . (3.85)
L’hypothe`se G1 et l’ine´galite´ (3.42) donnent :
˙︷ ︷
Ua(x, y)(3.4) ≤ − ′(Qa(x))Ra(x) − 34 Wa(y) + Ga(x, y, u) u
+
(
∂Q
∂x
(x) +
∂Ha
∂x
(x, y)
)
h1δ(x, y) y
+
(
∂Ha
∂y
(x, y) +
∂Va
∂y
)
(f0δ + f1δ(x, y)y) (3.86)
avec
Ga(x, y, u) =
(
∂Va
∂y
(y) +
∂Ha
∂y
(x, y) , ′(Qa(x))
∂Qa
∂x
(x) +
∂Ha
∂x
(x, y)
)⎛⎝ f2(x, y, u)
h2(x, y, u)
⎞⎠ .
(3.87)
En utilisant (3.81), on obtient :
˙︷ ︷
Ua(x, y)(3.4) ≤ −′(Qa(x))Ra(x) − Wa(y) + Ga(x, y, u)u + κ(V (y))W (y) . (3.88)
Par ailleurs, notons que G2.1 donne :
V˙(3.4) ≤ −34 W (y) +
∂V
∂y
(y) f2(x, y, u) . (3.89)
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Posons alors
K(v) = 2
∫ v
0
(κ(s) + 1)ds (3.90)
et introduisons :
U(x, y) = Ua(x, y) +K(V (y)) , (3.91)
G(x, y, u) = Ga(x, y, u) + K ′(V (y)) ∂V
∂y
(y) f2(x, y, u) . (3.92)
Nous avons :
˙︷ ︷
U(x, y)(3.4) ≤ −′(Qa(x))Ra(x) − Wa(y) − 12 [κ(V (y)) + 1]W (y) + G(x, y, u) u . (3.93)
Le fait que, d’apre`s G1.1, le syste`me approximant ve´riﬁe F2 permet de conclure. 
Partie II
Stabilisation d’une trajectoire
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Chapitre 4
Introduction
4.1 Pre´sentation ge´ne´rale.
Dans cette partie, nous abordons le proble`me de suivi asymptotique de trajectoires pour des
syste`mes non line´aires. Il y a deux raisons pour lesquelles nous nous inte´ressons a` ce proble`me.
La premie`re a e´te´ pre´sente´e a` la section 2.2. La deuxie`me est le de´sir que nous avons de traiter
des proble`mes de suivi asymptotique de trajectoires de sortie. Toutes les approches que nous
connaissons de ce dernier proble`me se scindent en deux parties distinctes.
1. Ge´ne´ration d’une solution qui re´alise le suivi exact d’une trajectoire de re´fe´rence de sortie.
2. Stabilisation asymptotique de la trajectoire pre´ce´demment de´termine´e.
Voir a` ce propos ce qui est fait par exemple dans [13], dans [46], [49], ainsi que dans [27, Sections
4.3 et 4.5] et [47, Sections 4.1 et 4.2]. Nous allons emprunter la meˆme de´marche : le Chapitre
5 est consacre´ a` des re´sultats ge´ne´raux permettant de garantir l’existence d’une trajectoire de
re´fe´rence de sortie borne´e et le Chapitre 6 propose une technique permettant, pour des syste`mes
de forme feedforward, de stabiliser globalement asymptotiquement des trajectoires borne´es.
4.2 Pre´sentation du Chapitre 5.
Dans ce chapitre, nous donnons des re´sultats ge´ne´raux qui portent sur des e´quations
diﬀe´rentielles de la forme :
χ˙ = ϕ(χ, t) (4.1)
et permettent de garantir l’existence de trajectoires borne´es pour celles-ci. En eﬀet, lorsqu’on
cherche a` de´terminer l’existence d’une trajectoire de suivi exact borne´e, on est amene´ a` re´soudre
des proble`mes de cette sorte. Pour mettre en e´vidence cela, nous allons rappeler l’approche,
devenue classique, du proble`me de suivi exact d’une trajectoire de re´fe´rence de sortie pour des
syste`mes line´aires en l’entre´e qui se trouve dans [27, Sections 4.3 et 4.5] et [47, Sections 4.1 et
4.2]. Nous montrerons ensuite comment nous nous distinguons de celle-ci tout en empruntant
certains de ses e´le´ments.
4.2.1 Suivi exact de trajectoires de sortie : rappels.
4.2.1.1 Positionnement du proble`me.
Le syste`me conside´re´ est de la forme :
x˙ = f(x) + g(x)u (4.2)
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ou` x ∈ Rn, et u ∈ Rp est l’entre´e. Nous munissons ce syste`me d’une fonction de sortie :
y = h(x) (4.3)
ve´riﬁant h(0) = 0 et supposons les fonctions f, g, h re´gulie`res. Le proble`me de suivi exact d’une
trajectoires de sortie yr borne´e (aussi appele´ proble`me de reproduction d’une sortie) consiste a`
de´terminer, si elles existent, une entre´e ur(t) borne´e et une condition initiale x0 telles que, la
trajectoire xr(t) de (4.2) boucle´ avec ur issue de x0 ve´riﬁe :
h(xr(t))− yr(t) = 0 , ∀ t ≥ [0, T ) . (4.4)
et soit borne´e. Si T est ﬁni, nous dirons que le proble`me est re´solu localement en temps. Si
T = +∞, nous dirons qu’il est re´solu globalement en temps.
4.2.1.2 Ecriture des e´quations sous une forme approprie´e.
Pour simpliﬁer l’approche du proble`me pre´ce´dent, nous supposons que le syste`me (4.2) est mono
entre´e, mono sortie. Dans [47] se trouve pre´sente´e une ge´ne´ralisation au cas multi-entre´es, multi-
sorties.
La premie`re hypothe`se cruciale qui est faite est celle de l’existence pour (4.2) d’un degre´
relatif ﬁni d. Celle-ci garanti en eﬀet l’existence d’un diﬀe´omorphisme local, de´ﬁni sur un
voisinage U0 de l’origine, qui transforme (4.2) en un syste`me de la forme :⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
z˙1 = z2
...
z˙d−1 = zd
z˙d = b(ξ, ν) + a(ξ, ν)u
ν˙ = q(ξ, ν)
y = z1
(4.5)
ou` ξ = (z1, . . . , zd) et a est une fonction non nulle sur un voisinage ouvert de l’origine.
Cette forme est appele´e forme normale. Cette fac¸on d’e´crire les e´quations permet de voir
imme´diatement que la commande ur recherche´e est donne´e par :
ur(t) =
y
(d)
r (t)− b(ξr(t), ν(t))
a(ξr(t), ν(t))
(4.6)
ou` ξr(t) = (yr(t), y
(1)
r (t), . . . , y
(d−1)
r (t)) et ν(t) est une solution quelconque de
ν˙ = q(ξr, ν). (4.7)
On observe donc que la condition initiale x0 n’est pas unique puisque ν(0) peut eˆtre quelconque.
En revanche, il se pose les proble`mes suivants :
1. Existe t-il ν(0) tel que la solution de (4.7) associe´e a` ce vecteur soit de´ﬁnie sur [0, T ) et reste
dans V0.
2. Cette solution est-elle telle que a(ξr(t), ν(t)) 
= 0 , ∀t ∈ [0, T ).
4.2. Pre´sentation du Chapitre 5. 115
C’est essentiellement a` la premie`re de ces questions que le Chapitre 5 apporte des re´ponses.
Dans la litte´rature le syste`me :
ν˙ = q(ξr, ν) (4.8)
est appele´ syste`me inverse et les dynamiques du syste`me inverse conduites par yr, . . . , y
(d−1)
r sont
appele´es dynamiques traquantes. Lorsque yr ≡ 0, les dynamiques traquantes sont alors appele´es
dynamiques des ze´ros. Un syste`me dont la dynamique des ze´ros est asymptotiquement stable
est dit eˆtre a` minimum de phase.
4.2.2 Existence d’une solution globale en temps.
Nous venons de voir que re´crire le syste`me (4.2)-(4.3) sous forme (4.5) permet de poser le
proble`me de suivi d’une trajectoire de sortie comme celui de l’existence d’une (ou plusieurs)
solution ν(t) du syste`me inverse (4.7) telle que (ξr(t), ν(t)) soit dans V0 pour tout t ∈ [0, T ) et
soit borne´e.
Cette question est diﬃcile dans la mesure ou` le comportement des dynamiques du syste`me
inverse donne´es par l’e´quation (4.7) est a priori quelconque et diﬃcile a` de´terminer : il de´pend
de la fonction de sortie et de la trajectoire de re´fe´rence conside´re´e (voir pour ce dernier point
[47, Sections 4.1, Example 4.1.5]). Pour montrer le roˆle que peut jouer la fonction de sortie,
conside´rons le syste`me suivant : ⎧⎨⎩ x˙1 = x2 + x32x˙2 = −x2 + u (4.9)
y = x2 − ax1 (4.10)
ou` a ∈ R. Ce syste`me s’exprime sous la forme normale suivante :⎧⎨⎩ y˙ = (−1− a)(y + ax1)− a(y + ax1)3 + ux˙1 = y + ax1 + (y + ax1)3 (4.11)
de sorte que V0 = R2. Le syste`me inverse est donne´ par
x˙1 = yr(t) + ax1 + (yr(t) + ax1)3 (4.12)
et ur par :
ur(t) = y˙r(t) + (1 + a)(yr(t) + ax1(t)) + a(yr(t) + ax1(t))3 . (4.13)
Si a = 0, et yr(t) = ε cos2(t) avec ε > 0, alors l’e´quation pre´ce´dente n’admet pas de solution
borne´e sur [0,+∞) et si a > 0, l’existence d’une solution borne´e n’est pas e´vidente. Notons en
outre que pour toutes valeurs initiales x10 ≥ 0, les solutions x1 issues de celles-ci admettent une
explosion en temps ﬁni. Notons e´galement que si a < 0, alors la dynamique des ze´ros qui est :
x˙1 = ax1 + a3x31 (4.14)
est globalement asymptotiquement stable et le syste`me :
x˙1 = v + ax1 + (v + ax1)3 . (4.15)
ou` v est l’entre´e, posse`de la proprie´te´ ” entre´e borne´e, sortie borne´e ”, de sorte que pour toutes
trajectoires yr borne´es, toutes les solutions de (4.12) sont elles aussi borne´es.
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Il apparaˆıt donc que la proprie´te´ pour un syste`me d’eˆtre a` minimum de phase est susceptible
de permettre de garantir des solutions borne´es sur [0,+∞) pour le syste`me inverse. Dans le
contexte line´aire, tel est en eﬀet le cas et cela d’une fac¸on globale. Malheureusement dans le
contexte non line´aire, cette proprie´te´ ne garanti l’existence de telles solutions que localement,
c’est a` dire pour pour des trajectoires de re´fe´rence de sortie demeurant dans un voisinage de
l’origine. C’est la` une contrainte importante qui s’ajoute a` celle, non moins contraignant, de
devoir eˆtre face a` un syste`me a` minimum de phase pour pouvoir traiter globalement en temps
le proble`me du suivi exact d’une trajectoire de sortie. En eﬀet, des syste`mes qui ne sont pas a`
minimum de phase se rencontrent fre´quemment dans la pratique : tel est le cas, par exemple, pour
le syste`me pendule chariot avec pour sortie associe´e θ0 (voir (11)) pour lequel nous traiterons a` au
chapitre 7 le proble`me du suivi exact puis asymptotique d’une trajectoire pe´riodique, proble`me
non re´solu jusque la`. Signalons que le fait qu’un syste`me soit a` minimum de phase ne constitue
donc pas une condition ne´cessaire pour que puisse eˆtre suivie exactement une trajectoire donne´e
et cela meˆme si elle en est eﬀectivement une pour que puisse eˆtre suivie exactement n’importe
qu’elle trajectoire se situant dans un voisinage de l’origine (voir [20, Theorem 16]).
Faisons maintenant quelques observations comple´mentaires. Il se peut que l’on veuille donner
un comportement particulier a` un syste`me sans que soit impose´e une fonction de sortie. Le choix
de cette fonction de sortie peut alors s’ave´rer eˆtre crucial. En eﬀet le degre´ relatif d’un syste`me,
ou dans le cas multi-entre´es, multi-sortie les indices caracte´ristiques, sont de´pendant de la fonc-
tion de sortie qui lui est associe´e. Hors, nous avons vu que les dynamiques du syste`me inverse
causent des diﬃculte´s the´oriques et techniques, car elles conduisent a` inte´grer des e´quations
diﬀe´rentielles non-autonomes. Il est donc a priori avantageux que la dimension de celles-ci
soit la plus petite possible ce qui est e´quivalent a` dire que le degre´ relatif (ou les indices car-
acte´ristiques) soient les plus grands possible. Nous nous trouvons donc face a` un proble`me de
line´arisation maximale qui est traite´ dans [47, Section 2.4, Theorem 2.4.2]. Celui-ci n’autorise
pas d’extensions dynamiques et donne des conditions ge´ome´triques qui permettent de dire quel
est la plus petite dimension qu’il est alors possible d’obtenir pour un syste`me inverse. Cette
dimension peut eˆtre encore re´duite en introduisant des extensions dynamiques approprie´es. La
dimension minimale possible est lie´e a` la notion de de´faut d’un syste`me introduite et mise en
e´vidence en utilisant un formalisme d’alge`bre diﬀe´rentielle par Fliess, Le´vine, Martin et Rouchon
dans [16].
Pre´cisons pour conclure que toutes les approches que nous venons d’e´voquer conduisent,
lorsqu’est recherche´e une trajectoire de re´fe´rence, a` de´river successivement une fonction yr (qui
est donne´e lorsque le proble`me conside´re´ est celui d’un suivi de trajectoire de sortie), puis a` trou-
ver une condition initiale pour laquelle le syste`me inverse, donne´ par une e´quation diﬀe´rentielle
de la forme (4.1), admet une solution borne´e.
4.2.3 Raison d’eˆtre du Chapitre 5.
La raison d’eˆtre du Chapitre 5 est une conse´quence directe de ce que nous venons de voir au
cours des deux sections pre´ce´dentes. Nous nous appuyons sur la technique de line´arisation
entre´e-sortie pour obtenir la commande et la partie de l’e´tat qui sont de´termine´e de manie`re
unique par la donne´e d’une trajectoire de sortie et e´tudions l’existence d’une solutions borne´e
pour le syste`me inverse (4.7).
Ce syste`me inverse, pour lequel il est donc souhaitable d’obtenir une solution borne´e en
imposant sur celui-ci le moins d’hypothe`se possible, est une e´quation de la forme (4.1). Aussi
pre´sentons nous dans un premier temps des re´sultats ge´ne´raux portant sur celle-ci puis ap-
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pliquons ceux-ci a` des formes particulie`res qui, dans l’optique ge´ne´rale de notre travail, nous
inte´ressent de fac¸on spe´ciﬁque. Notons par exemple, que graˆce au Lemme 5.1 du Chapitre 5,
nous pouvons de´duire de fac¸on directe que (4.12) admet une solution une solution borne´e lorsque
a > 0 et yr(t) = ε cos(t)2.
Remarquons qu’il peut paraˆıtre surprenant qu’apre`s avoir e´tudie´ des syste`mes non line´aires
en l’entre´e dans la premie`re partie de notre travail, nous comptions pour ge´ne´rer des trajectoires,
sur une technique qui porte sur des syste`mes line´aires en l’entre´e. Comment en ces conditions
aborder par exemple des syste`mes de la forme (5)? La re´ponse a` cette question est simple : ces
syste`mes deviennent line´aire en la commande apre`s qu’on leur ai ajoute´ un inte´grateur.
Remarquons encore que nous verrons dans le Chapitre 5 qu’il est possible, pour certains
syste`mes de forme feedforward et pour certaines sorties, d’obtenir une trajectoire de suivi exact
d’une fac¸on directe qui ne repose pas sur la notion de degre´ relatif mais seulement sur la structure
particulie`re des syste`mes conside´re´s.
4.3 Pre´sentation du Chapitre 6.
L’objectif de ce chapitre est de stabiliser globalement asymptotiquement une trajectoire borne´e
particulie`re pour des syste`mes de forme feedforward au moyen de lois de commandes borne´es.
La technique employe´e est une technique d’assignation de fonction de Lyapunov semblable a`
celles employe´es durant la premie`re partie de ce travail et adapte´e au cas non autonome. Cette
fois, la proprie´te´ de line´arite´ en la commande n’est plus suppose´e.
4.3.1 Suivi asymptotique de trajectoires par loi de commande statique : po-
sitionnement du proble`me.
Le syste`me conside´re´ est de la forme :
x˙ = f(x) + g(x, u)u (4.16)
ou` x ∈ Rn, u ∈ Rp est l’entre´e et les fonctions f, g, h sont suppose´es eˆtre de classe C2. L’existence
d’une trajectoire xr(t) et d’une loi de commande ur(t) telles que :
x˙r(t) = f(xr(t)) + g(xr(t), ur(t))ur(t) , ∀ t ≥ 0 (4.17)
est e´galement suppose´e. Le proble`me de suivi asymptotique global de la trajectoire xr par loi
de commande statique est dit eˆtre soluble par loi de commande statique s’il existe u(x, t) telle
que :
lim
t→+∞ |x(t)− xr(t)| = 0 . (4.18)
pour toute trajectoire x(t) de (4.16) boucle´ avec u(x, t).
4.3.2 Motivation.
Nous avons vu de quelle fac¸on A. Isidori exploite la notion de degre´ relatif pour ge´ne´rer une
trajectoire de suivi exact. Le pas suivant franchi par celui-ci consiste a` stabiliser asymptotique-
ment la trajectoire obtenue en se reposant a` nouveau sur la forme normale. La fac¸on dont il
proce`de donne un re´sultat de stabilisation local et ne´cessite de faire l’hypothe`se que la solution
de :
ν˙ = q(ξr, ν) (4.19)
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satisfaisant ν(0) = 0 est de´ﬁnie pour tout t ≥ 0, est borne´e et est uniforme´ment asymptotique-
ment stable. Quand a` Marino et Tomei, ils supposent que les dynamiques traquantes ont la
proprie´te´ ” entre´e borne´e, e´tat borne´ ”. Ces hypothe`ses peuvent n’eˆtre pas satisfaites pour une
trajectoire de sortie pour laquelle le proble`me de suivi asymptotique de trajectoire est ne´anmoins
soluble.
Tel est le cas pour (4.9) (4.10) lorsque a > 0, yr(t) = ε avec ε > 0. Nous avons vu que les
dynamiques traquantes sont dans ce cas donne´es par :
x˙1 = yr(t) + ax1 + (yr(t) + ax1)3 ,
= ε+ ax1 + (ε+ ax1)3 .
(4.20)
Donc, la solution qui a pour valeur initiale ze´ro tend vers +∞ en temps ﬁni. Il existe pourtant
une solution borne´e a` cette e´quation : x1(t) = − εa . Cette solution du syste`me inverse est instable
car en posant X1 = ε+ ax1, on obtient :
X˙1 = a(X1 +X31 ) . (4.21)
Pourtant, la trajectoire (− εa , 0), qui est solution de (4.9) boucle´ avec u = 0, peut eˆtre globalement
asymptotiquement stabilise´e. En eﬀet, on a :⎧⎨⎩ X˙1 = a
(
x2 + x32
)
x˙2 = −x2 + u
(4.22)
qui est un syste`me globalement asymptotiquement stabilisable d’apre`s le The´ore`me 2.26.
Ceci montre qu’imposer une proprie´te´ de stabilite´ pour une trajectoire d’un syste`me inverse
est une hypothe`se non ne´cessaire et sugge`re de quelle fac¸on la forme feedforward peut permettre
de re´soudre le proble`me de suivi asymptotique global d’une trajectoire par loi de commande
borne´e.
Chapitre 5
Existence d’une solution borne´e.
Nous allons donner divers re´sultats qui se trouvent dans la litte´rature et qui garantissent, dans
des cas particuliers, qu’une e´quation de la forme :
χ˙ = ϕ(χ, t) (5.1)
ou` χ ∈ Rn, admet une solution borne´e. Comme le montre l’exemple (4.9), (4.10), les dynamiques
d’un syste`me inverse peuvent avoir des comportements quelconques et donc avoir des proprie´te´s
de stabilite´ ou d’instabilite´. Nous donnons deux re´sultats correspondant a` ces deux cas. Le
troisie`me que nous pre´sentons repose sur une proprie´te´ de line´arite´.
5.1 Re´sultats ge´ne´raux.
Dans cette section, nous de´composons la fonction ϕ ainsi :
ϕ(χ, t) = η(χ) + θ(χ, t) . (5.2)
avec η(0) = 0. On obtient donc un syste`me de la forme
χ˙ = η(χ) + θ(χ, t) . (5.3)
Notons par Φ(5.3)(t, t0, χ) le ﬂot le long de (5.3) au temps t qui est e´gal a` χ a` l’instant t0.
5.1.1 Cas d’instabilite´.
Lemme 5.1 Supposons que pour tout χ, la fonction θ(χ, t) soit pe´riodique de pe´riode T en la
variable t et que Φ(5.3)(t, 0, χ) soit de´ﬁnie pour tout t ∈ [0, T ].
Supposons qu’il existe une fonction ν propre et de´ﬁnie positive et deux re´els strictement
positifs Δ1 et Δ2 tels que :
∂ν
∂χ
(χ)η(χ) >
∣∣∣∣∂ν∂χ(χ)θ(χ, t)
∣∣∣∣ (5.4)
pour tout t et tout χ tel que ν(χ) ∈ [Δ1,Δ1 + Δ2].
Alors (5.3) admet une solution pe´riodique.
Preuve. Ve´riﬁons que si les hypothe`ses du Lemme 5.1 sont satisfaites par (5.3) alors le Corollaire
9.2.3 de [43] s’applique a` (5.3). Soit D l’ensemble de´ﬁni par :
D = {χ : ν(χ) < Δ1} . (5.5)
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• D est un sous ensemble borne´ et ouvert de Rn.
• Si ν(χ) = Δ1, alors (5.4) implique que η(χ) + θ(χ, 0) 
= 0.
• Par hypothe`se, Φ(5.3)(t, 0, χ) est de´ﬁnie pour tout t ∈ [0, T ].
Donc deux points restent a` prouver :
• Pour tout t ∈ [0, T ] et pour tout χ tel que ν(χ) = Δ1 alors Φ(5.3)(t, 0, χ) 
= χ.
• Le degre´ a` ze´ro sur B(0,Δ1) de la fonction χ −→ η(χ) + θ(χ, 0) est non nul.
Le premier point se ve´riﬁe aise´ment graˆce a` la condition (5.4). Pour ce qui est du deuxie`me
point, il est connu que celui-ci est ve´riﬁe´ si (5.4) l’est. Ceci termine notre preuve. 
5.1.2 Cas de stabilite´.
Lemme 5.2 Soit ν une fonction propre, de´ﬁnie positive, ze´ro en ze´ro, satisfaisant :
γ1(|χ|) ≤ ν(χ) ≤ γ2(|χ|) (5.6)
pour des fonctions γ1, γ2 de classe K∞ et soit μ(χ) = − ∂ν∂χ(χ)η(χ). Supposons que cette
fonction soit ne´gative et que :
1. Ou pour une valeur tf on ait θ(0, t) = 0 pour tout t > tf .
2. Ou pour une valeur tf il existe deux constantes δ1 et δ2 strictement positives pour lesquelles
l’ensemble :
Eθ,tf =
{
χ : − 3
4
μ(χ) +
∂ν
∂χ
(χ)θ(χ, t) ≤ 0 , ∀t ≥ tf
}
(5.7)
contienne les e´le´ments χ tels que |χ| ∈ [γ−12 (δ1), γ−11 (δ1(1 + δ2))].
Alors, pour tout χ de norme strictement plus petite que γ−12 (δ1), on a :∣∣Φ(5.3)(t, tf , χ)∣∣ < γ−11 (δ1(1 + δ2)) , ∀t ≥ tf . (5.8)
Remarque 5.3 : Si χ˙ = η(χ) est localement asymptotiquement stable, il existe toujours des
fonctions θ(χ, .) non identiquement nulles sur tout intervalle de la forme [c,+∞[ pour toute
valeur χ 
= 0 appartenant a` un voisinage de l’origine, telles que le Lemme 5.2 s’applique pour
chacune de ces fonctions •
Preuve. Proce´dons par contradiction. Supposons dans un premier temps que ce soit la
deuxie`me condition du lemme 5.2 qui soit ve´riﬁe´e. Conside´rons un e´le´ment χ ∈ B(0, γ−12 (δ1))
et supposons qu’il existe t1, t2 tels que t2 ≥ t1 ≥ tf ,
|Φ(5.3)(t1, tf , χ)| = γ−12 (δ1) , |Φ(5.3)(t2, tf , χ)| = γ−11 (δ1(1 + δ2)) (5.9)
et
|Φ(5.3)(t, tf , χ)| ∈]γ−12 (δ1), γ−11 (δ1(1 + δ2))[ , ∀t ∈]t1, t2[ . (5.10)
Alors, on de´duit des hypothe`ses du Lemme 5.2 que :
˙︷ ︷
ν(Φ(5.3)(t, tf , χ)) ≤ −
1
4
μ(χ) ≤ 0 , ∀t ∈ [t1, t2[ . (5.11)
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Graˆce a` (5.11), (5.6), (5.9), on obtient :
γ1(γ−11 (δ1(1 + δ2))) = γ1(|Φ(5.3)(t2, tf , χ)|) ≤ ν(Φ(5.3)(t2, tf , χ))
ν(Φ(5.3)(t2, tf , χ)) ≤ ν(Φ(5.3)(t1, tf , χ)) ≤ γ2(|Φ(5.3)(t1, tf , χ)|) = γ2(γ−12 (δ1)) .
Il s’en suit que :
0 < δ1(1 + δ2) ≤ δ1 . (5.12)
Par conse´quent, on aboutit a` une contradiction.
Supposons maintenant que ce soit la premie`re condition du Lemme 5.2 qui soit ve´riﬁe´e.
Alors :
0 = η(0) + θ(0, t) , ∀ t ≥ tf . (5.13)
Il s’en suit que Φ(5.3)(t, tf , 0) = 0 pour tout t ≥ tf . Ceci termine notre preuve. 
5.1.3 Cas line´aire.
Nous supposons maintenant que la fonction ϕ se de´compose ainsi :
ϕ(χ, t) = Mχ + γ(t) . (5.14)
ou` M est une matrice constante.
Lemme 5.4 Le syste`me
χ˙ = Mχ + γ(t) (5.15)
admet une solution borne´e sur (−∞,+∞) si γ est borne´e (respectivement presque pe´riodique,
pe´riodique de pe´riode T ) et si χ = 0 est la seule solution borne´e (respectivement presque
pe´riodique, pe´riodique de pe´riode T ) de :
χ˙ = Mχ . (5.16)
Remarque 5.5 : Les solutions de (5.15) sont :
χ(t) = exp(Mt)χ(0) +
∫ t
0
exp[(t− s)M ]γ(s)ds (5.17)
Donc quand γ(s) et exp(−sM) sont de pe´riode T , on voit directement que les fonctions χ sont
borne´es si ∫ T
0
exp(−sM)γ(s)ds = 0 (5.18)
•
Preuve. Ce re´sultat est une conse´quence imme´diate de la de´ﬁnition 1 du The´ore`me 1.1 de [21,
Chapter 4]. 
5.2 Applications.
Le Lemme 5.1 ne trouve d’application dans le cadre de notre travail que lorsqu’il s’agit d’obtenir
une solution borne´e pour le syste`me inverse (4.7) re´sultant de la forme normale d’Isidori. Les
lemmes 5.2 et 5.4 sont eux aussi susceptibles de fournir la meˆme aide mais peuvent e´galement
servir a` obtenir pour des certains syste`mes une trajectoire de suivi exact d’une fac¸on directe.
122 Chap. 5. Existence d’une solution borne´e.
5.2.1 Application du Lemme 5.2.
Nous allons employer le Lemme 5.2 pour re´soudre un proble`me de suivi exact de trajectoire de
sortie.
Corollaire 5.6 Conside´rons le syste`me de la forme :⎧⎨⎩ a˙ = η(a, b, u)b˙ = χ(a, b, u) (5.19)
ou` u est l’entre´e, avec pour fonction de sortie h(a, b) = b. Soit br(t) une trajectoire de re´fe´rence
de sortie. Supposons qu’il existe ur(a, t) tel que pour tout a :
b˙r(t) = χ(a, br(t), ur(a, t)) , ∀ t ≥ 0 . (5.20)
De plus, supposons que :
a˙ = η(a, br(t), ur(a, t)) (5.21)
admette une solution entre tc et 0 qui est borne´e et e´gale a` ze´ro a` l’instant ze´ro. Alors si les
conditions du Lemme 5.2 sont satisfaites avec les fonctions η̂ et θ̂ de´ﬁnies par :
η̂(a) = η(a, 0, 0) , θ̂(a, t) = η(a, br(t), ur(a, t))− η(a, 0, 0) (5.22)
jouant respectivement les roˆles de η et θ et tc jouant le roˆle de tf , il existe une valeur initiale
ai telle que la trajectoire de (5.19) avec ur(a, t) comme loi de commande issue de (ai, br(0)) est
borne´e sur [0,+∞] et est solution du proble`me de suivi exact de la trajectoire de re´fe´rence de
sortie br(t) .
Remarque 5.7 : Quand br(t) et ur(0, t) sont identiquement e´gales a` ze´ro en dehors d’un
compact, le Corollaire 5.6 se re´duit a` la preuve d’une solution du ” Stable Inversion Problem ”
de´ﬁni dans [7] restreint a` l’intervalle de temps [0,+∞) •
Remarque 5.8 : Les hypothe`ses du Corollaire 5.6 n’impliquent pas que l’approximation line´aire
a` l’origine du syste`me : ⎧⎨⎩ a˙ = η(a, b, 0)b˙ = χ(a, b, 0) (5.23)
soit hyperbolique (c’est a` dire n’ai qu’une partie stable et instable). De plus, quand br(t) et
ur(0, t) sont identiquement e´gales a` ze´ro en dehors d’un compact, ce syste`me approxime´ peut
avoir une partie instable •
Preuve. Puisque le Lemme 5.2 s’applique au syste`me
a˙ = η̂(a) + θ̂(a, t) (5.24)
on obtient que :
|Φ(5.24)(t, tf , 0)| ≤ γ−11 (δ + α) , ∀t ≥ tf . (5.25)
Maintenant conside´rons la valeur particulie`re :
ai = Φ(5.24)(0, tf , 0) (5.26)
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qui, par hypothe`se, est bien de´ﬁnie. Alors
Φ(5.24)(tf , 0, ai) = 0 . (5.27)
Graˆce a` ce re´sultat, on peut ve´riﬁer que la trajectoire issue de (ai, br(0)) a les proprie´te´s de´sire´es
pour pouvoir conclure la preuve du Corollaire 5.6. 
Le re´sultat qui suit, et qui est une conse´quence du corollaire pre´ce´dent, montre que la forme
feedforward est bien adapte´e a` la recherche de trajectoires de re´fe´rences exactes a` support
compact. Notons qu’il peut eˆtre applique´ de fac¸on re´cursive a` des syste`mes de la forme (6).
Corollaire 5.9 Conside´rons un syste`me de la forme :⎧⎨⎩ x˙ = Mx+ h1(y, x)y + h2(x, y, u)uy˙ = f(y) + f1(x, y) + f2(x, y, u)u (5.28)
avec pour fonction de sortie h(x, y) = y. Supposons que M soit une matrice stable. Alors pour
toute trajectoire de re´fe´rence de sortie yr telle qu’il existe une fonction ur(x, t) continue et tf > 0
tels que :
• pour tout t ≥ 0 :
y˙r = f(yr) + f1(x, yr) + f2(x, yr, ur(x, t))ur(x, t) , (5.29)
• pour tout t ≥ tf les fonctions yr(t) et ur(0, t) sont e´gales a` ze´ro,
le proble`me de suivi exact de la trajectoire de sortie de re´fe´rence yr admet une solution qui est
nulle pour tout t ≥ tf .
Remarque 5.10 : Quand h1, h2 et ur ne de´pendent pas de x, une formule explicite d’une
valeur xi telle que la trajectoire issue de (xi, yr(0)) soit borne´e et suive exactement yr est :
xi = −
∫ tf
0
[exp(−Ms)h1(yr(s))yr(s) + exp(−Ms)h2(yr(s), ur(s))ur(s)]ds • (5.30)
Preuve du Corollaire 5.9. On ve´riﬁe imme´diatement que le Corollaire 5.6 s’applique avec x
jouant le roˆle de a et y jouant le roˆle de b. 
5.2.2 Application du Lemme 5.4.
Conside´rons la sous classe de la classe des syste`mes (5.28) suivante :⎧⎨⎩ x˙ = Mx+ h1(y) + h2(y, u)u ,y˙ = f(y) + f2(y, u)u . (5.31)
ou` y est dans Rn, x est dans Rm et u, l’entre´e, est dans Rq et
h1(0) = 0 , f(0) = 0 . (5.32)
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Si h(x) = y et s’il existe yr(t) et ur(t) borne´es telles que :
y˙r = f(yr) + f2(yr, ur)ur (5.33)
alors, en posant γ(t) = h1(yr(t))+h2(yr(t), ur(t))ur(t), on se trouve amene´ a` e´tudier l’e´quation :
x˙ = Mx + γ(t) . (5.34)
D’ou` le proﬁt qu’on peut tirer du Lemme 5.4. Celui-ci ne donne toutefois pas de re´sultat lorsque
M = 0. En eﬀet, x = 0 n’est alors pas la seule solution borne´e de x˙ = 0. Toutefois, dans ce cas
il est ge´ne´ralement facile de conclure car l’e´quation pre´ce´dente est alors :
x˙ = γ(t) . (5.35)
Lorsque γ est pe´riodique de pe´riode T , cette e´quation admet une solution borne´e si et seulement
si : ∫ T
0
γ(s)ds = 0 . (5.36)
Cette simple remarque va eˆtre utilise´e lors de l’e´tude du syste`me pendule-chariot mene´e au
Chapitre 2.5.
Chapitre 6
Ajout d’inte´gration : cas
instationnaire.
Au cours des deux chapitres pre´ce´dents, nous avons donne´ quelques indications sur la fac¸on
d’obtenir des trajectoires, dites de re´fe´rence, re´pondant a` des spe´ciﬁcations particulie`res et no-
tamment a` celle d’eˆtre borne´e sur [0,+∞). Nous cherchons maintenant a` stabiliser globalement
asymptotiquement ces trajectoires au moyen d’une loi de commande statique de´pendante du
temps. Nous reprenons ici le contexte plus simple de la section 2.4.1. Signalons que Teel a de´ja`
e´tudie´ le cas particulier ou` le syste`me est une simple chaˆıne d’inte´grateurs. (Voir [75, Corollary
2.1]).
6.1 Re´sultat.
Les re´sultats de cette section suivent e´troitement ceux de la section 2.4.1 : l’objectif est d’adapter
les ide´es principales de celle-ci a` un proble`me de suivi de trajectoire.
Conside´rons le syste`me :⎧⎨⎩ X˙ = MX + H1(Y ) + H2(Y, u) u ,Y˙ = F0(Y ) + F2(Y, u) u . (6.1)
ou` Y est dans Rn, X est dans Rm, u est dans Rq, toutes les fonction sont de classe C2 et
H1(0) = 0 , F0(0) = 0 . (6.2)
Supposons qu’il existe une trajectoire de re´fe´rence telle que :
Hypothe`se H0 : Il existe une fonction (Xr(t), Yr(t), ur(t)) borne´e sur [0,+∞) et ve´riﬁant :⎧⎨⎩ X˙r(t) = MXr(t) + H1(Yr(t)) +H2(Yr(t), ur(t)) ur(t) ,Y˙r(t) = F0(Yr(t)) + F2(Yr(t), ur(t)) ur(t) . (6.3)
Cette hypothe`se nous permet de de´ﬁnir la matrice :
A(t) =
∂
∂Y˜
[
F0(Y˜ + Yr(t)) + F2(Y˜ + Yr(t), ur(t))ur(t)
]∣∣∣∣
Y˜ =0
. (6.4)
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Soit ΦA(t, t0) la matrice de transition associe´e a` cette matrice, i.e. :
∂ΦA
∂t
(t, t0) = ΦA(t, t0)A(t) , ΦA(t0, t0) = I . (6.5)
Hypothe`se H1 :
H11 : Le point Y˜ = 0 est un point d’e´quilibre globalement uniforme´ment asymptotiquement
stable du syste`me :
˙˜Y = F (Y˜ )− F (Yr) + F2(Y˜ + Yr, ur(t))ur(t)− F2(Yr, ur(t))ur(t) . (6.6)
H12 : La matrice M est stable et il existe des nombres re´els strictement positifs c et α tels que,
pour tout t et tout s dans [0, t], on ait :
| exp(Mt)| ≤ c , |ΦA(t, s)| ≤ c exp(−α(t− s)) . (6.7)
Nous montrerons que cette hypothe`se implique que la matrice :
P (t) =
[∫ +∞
t
exp(M(t− s))C(s)ΦA(s, t)ds
]
, (6.8)
ou`
C(t) =
∂
∂Y˜
[
H1(Y˜ + Yr) + H2(Y˜ + Yr, ur(t))ur(t)
] ∣∣
Y˜ =0 (6.9)
est bien de´ﬁnie, continuement de´rivable et borne´e.
Hypothe`se H2 : Il existe une fonction K(t) borne´e et continue telle que la solution χ = 0 de
χ˙ = − (M +D(t)K(t)) χ (6.10)
ou`
D(t) =
∂H2
∂u
(Yr(t), ur(t))ur(t) +H2(Yr(t), ur(t)) (6.11)
+P (t)
[
∂F2
∂u
(Yr(t), ur(t)) + F2(Yr(t), ur(t))
]
soit exponentiellement stable.
The´ore`me 6.1 Si les hypothe`ses H0, H1 et H2 sont ve´riﬁe´es, pour tout u appartenant a`
(0,+∞], la solution (Xr, Yr) peut eˆtre rendue solution globalement asymptotiquement stable du
syste`me (6.1) au moyen d’un bouclage d’e´tat u(X, Y, t) tel que :
|u(X, Y, t)− ur(t)| ≤ u . (6.12)
6.2 Discussion autour des hypothe`ses du The´ore`me 6.1.
Hypothe`se H1. L’hypothe`se H12 garanti l’exponentielle stabilite´ locale a` l’origine de la solu-
tion Yr du sous syste`me en Y de (6.1) pris a` commande nulle. L’hypothe`ses H12 est donc a` mettre
en paralle`le avec l’hypothe`se D12. En eﬀet, celles-ci permettent d’avoir pour le sous syste`me en
y une fonction de Lyapunov et sa de´rive´e de Lie supe´rieures sur un voisinage de l’origine a` des
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formes quadratiques de´ﬁnies positives et de de´ﬁnir un changement de coordonne´es qui permet
d’obtenir dans la dynamique en x un terme non line´aire borne´e par une fonction inde´pendante
du temps et d’ordre 2 en y, proprie´te´s cruciales pour la preuve que nous eﬀectuerons. Pre´cisons
que les conditions (6.7) sont e´troitement lie´es aux proprie´te´s de dichotomie exponentielles ou
ordinaires introduites dans [8].
Hypothe`se H2. D’apre`s [26, Deﬁnition 4.2], une condition suﬃsante pour que l’hypothe`se H2
soit ve´riﬁe´e est que la paire (−M, D(t)) soit uniforme´ment comple`tement de´tectable. D’apre`s
[26, Corollary 4.1], une condition suﬃsante pour que la paire (−M, D(t)) soit uniforme´ment
comple`tement de´tectable est qu’elle soit uniforme´ment comple`tement observable. Ce qui d’apre`s
[26, De´ﬁnition 2.6] (de´ﬁnition introduite a` l’origine par Kalman dans [30]) signiﬁe qu’il existe
des nombres strictement positifs σ, α1 et α2 tels que :
0 < α1I ≤ W (t, t+ σ) ≤ α2I . (6.13)
ou`
W (t, s) =
∫ s
t
exp[M(t− τ)]D(τ)D(τ) exp[M(t− τ)]dτ . (6.14)
Un premier moyen susceptible de permettre de montrer que (6.13) est ve´riﬁe´ consiste a` calculer la
fonction matricielleW , appele´e le grammien d’observabilite´, en inte´grant l’e´quation diﬀe´rentielle
(donne´e dans [31]) que cette fonction ve´riﬁe :
dW (t, tf)
dt
= MW (t, tf ) +W (t, tf )M − D(t)D(t) . (6.15)
Un autre moyen permettant de monter que (6.13) est ve´riﬁe´e est donne´ par [79, 2.31 Theorem].
En eﬀet, une condition suﬃsante pour que (6.13) soit ve´riﬁe´e, lorsque D(t) est un vecteur
colonne, est que la matrice :
Γ(t) = [q0, q1, . . . , qn−1] ; qk+1 = −Mqk + q˙k ; q0 = D(t) (6.16)
soit de rang plein pour tout t et que Γ, Γ−1, Γ˙ soient continues et uniforme´ment borne´es.
L’avantage de cette condition vient de la facilite´ qu’il y a a` la ve´riﬁer.
6.3 Preuve du The´ore`me 6.1.
Pour construire une loi de commande ve´riﬁant (6.12) et rendant (Xr, Yr) solution globalement
asymptotiquement stable du syste`me (6.1), nous commenc¸ons par introduire le changement de
coordonne´es suivant :
X˜ = X − Xr(t) , Y˜ = Y − Yr(t) , v = u− ur(t) . (6.17)
Le syste`me (6.1) prend la forme :⎧⎨⎩
˙˜X=MX˜ +
[
H1(Y˜ + Yr)−H1(Yr)
]
+
[
H2(Y˜ + Yr, ur(t) + v)(ur(t) + v)−H2(Yr, ur(t))ur(t)
]
˙˜Y =
[
F0(Y˜ + Yr)− F0(Yr)
]
+
[
F2(Y˜ + Yr, ur(t) + v)(ur(t) + v)− F2(Yr, ur(t))ur(t)
]
(6.18)
Nous avons vu au cours de la preuve du The´ore`me 2.1 l’importance que peut avoir le com-
portement local en ze´ro des non line´arite´s en y pre´sentes dans les dynamiques en X˜. Puisque
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nous savons que le sous syste`me en Y˜ de (6.18) est localement exponentiellement stable, nous
aimerions trouver un changement de coordonne´s tel que, dans les nouvelles coordonne´es, le terme
H1(Y˜ + Yr)− H1(Yr) +H2(Y˜ + Yr, ur(t))ur(t)− H2(Yr, ur(t))ur(t)
soit du second ordre. En eﬀet, nous pouvons dire de fac¸on impre´cise qu’un terme du second
ordre est domine´ par une fonction du second ordre de´ﬁnie positive, proprie´te´ qui peut eˆtre fort
utile lors de la construction d’une fonction de Lyapunov assignable.
Un tel changement de coordonne´s existe si l’e´quation suivante admet une solution borne´e
sur [0,+∞) :
˙︷ ︷
P (t) = MP (t) − P (t)A(t)− C(t) (6.19)
ou` C(t) est la fonction de´ﬁnie en (6.9). En employant la terminologie introduite par Gantmacher
dans [18, Chap 14], ce proble`me peut eˆtre formule´ de la fac¸on suivante. Est ce que le syste`me :⎧⎨⎩
˙˜
X = MX˜ + C(t)Y˜
˙˜
Y = A(t)Y˜
(6.20)
peut eˆtre transforme´ par une transformation de Lyapunov en :⎧⎨⎩
˙˜X = MX˜
˙˜Y = A(t)Y˜ ?
(6.21)
Une re´ponse a` cette question peut eˆtre de´duite de [8, Lemma 3] qui requiert les proprie´te´s dites
d’exponentielle et d’ordinaire dichotomie. Ne´anmoins, dans le cas particulier en lequel nous
sommes, il est plus facile de ve´riﬁer directement que, sous l’hypothe`se H0, (6.19) admet une
solution borne´e. En eﬀet, l’hypothe`ses H0 implique que la matrice P (t) de´ﬁnie en (6.8), qui est
une solution formelle de (6.19), est bien de´ﬁnie, continuement de´rivable et borne´e. De´montrons
ceci :
Les fonctions f et f2 e´tant de classe C1 et les fonctions ur et Yr e´tant continues, la fonction
A(t) est continue. Les fonctions h1 et h2 e´tant de classe C1 et les fonctions ur(t) et Yr(t) e´tant
continues, la fonction C(t) est continue. La fonction de´ﬁnie en (6.8) est donc de classe C1.
Comme de plus, d’apre`s l’hypothe`se H0 la fonction Yr est borne´e sur [0,+∞), la fonction
C(t) est borne´e par une constante positive c. Alors, graˆce a` l’hypothe`se H12, on obtient :∣∣∣∣∫ +∞
t
exp(M(t− s))C(s)ΦA(s, t)ds
∣∣∣∣ ≤ c ∣∣∣∣∫ +∞
t
exp(−α(s− t))ds
∣∣∣∣ < +∞ . (6.22)
Appliquons maintenant a` (6.18) le changement de coordonne´es donne´ par :
x = X˜ + P (t)Y˜ , y = Y˜ . (6.23)
Il transforme (6.18) en : ⎧⎨⎩ x˙ = Mx+ h1(y, t) + h2(y, v, t)vy˙ = f0(y, t) + f2(y, v, t)v . (6.24)
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et ou` h1, h2, f et f2 sont des fonctions de classe C1 borne´es en t et de´ﬁnies par :
h1(y, t) = H1(y + Yr(t))− H1(Yr(t)) + [H2(y + Yr(t), ur(t))− H2(y, ur(t))]ur(t) (6.25)
+ P (t) [f0(y, t)− A(t)y] − C(t) y (6.26)
h2(y, v, t) v = [H2(y + Yr(t), ur(t) + v)− H2(y + Yr(t), ur(t))]ur(t) (6.27)
+ [H2(y + Yr(t), ur(t) + v) + P (t)f2(y, v, t)]v (6.28)
f0(y, t) = [F0(y, Yr(t))− F0(Yr(t))] + [F2(y + Yr(t), ur(t))ur(t)− F2(Yr(t))ur(t)] (6.29)
f2(y, v, t) v = [F2(y + Yr(t), ur(t) + v)− F2(y + Yr(t), ur(t))]ur(t) (6.30)
+ F2(y + Yr , ur(t) + v) v . (6.31)
Graˆce a` l’hypothe`se H0 d’une part et a` la proprie´te´ de re´gularite´ des fonctions de (6.1) de l’autre,
on voit, d’apre`s la de´ﬁnition de h1, qu’il existe une fonction continue et positive γ telle que :
|h1(y, t)| ≤ γ(|y|) |y|2 (6.32)
Pour poursuivre, nous avons besoin du re´sultat suivant prouve´ dans l’annexe G :
Lemme 6.2 Si le syste`me (6.1) satisfait les hypothe`ses H11 et H12 alors il existe une fonction
de Lyapunov V (y, t), des nombres re´els strictement positifs que nous notons ge´ne´riquement c,
une fonction W (y, t) et des fonctions α1, α1 et α3, de classe K∞ telles que :
• pour tout |y| ≤ c :
c|y|2 ≤ V (y, t) ≤ c|y|2 ,
∣∣∣∣∂V∂y (y, t)
∣∣∣∣ ≤ c|y| , (6.33)
c|y|2 ≤ α3(|y|) ≤ W (y, t) (6.34)
• pour v = 0 et tout y :
α1(|y|) ≤ V (y, t) ≤ α2(|y|) (6.35)
˙︷ ︷
V (y, t)(6.24) = −W (y, t) ≤ −α3(|y|) < 0 , ∀ y 
= 0 . (6.36)
Notons enﬁn que l’hypothe`se H12 implique l’existence d’une matrice syme´trique de´ﬁnie positive
Q telle que :
MQ + QM = −R ≤ 0 . (6.37)
Maintenant, construisons un bouclage d’e´tat instationnaire qui rende la solution 0 du syste`me
(6.24) globalement asymptotiquement stable.
Nous allons chercher a` assigner la fonction :
U(x, y, t) = K(V (y, t)) +
∫ |x|Q
0
σ(s)ds , (6.38)
ou` K est une fonction de classe K∞ continuement diﬀe´rentiable de de´rive´e strictement positive,
et ou` σ est une saturation (voir les de´ﬁnitions de base). Le choix eﬀectue´ pour cette famille vient
du fait que les non line´arite´s pre´sentes dans les dynamiques de x ne de´pendent pas de x. Nous
savons donc que la fonction ρ qui intervient dans l’hypothe`se B3.1 peut eˆtre prise identiquement
e´gale a` ze´ro. Ce fait indique que la fonction
l(s) =
∫ s
0
σ(τ)dτ (6.39)
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convient.
La fonction U ainsi de´ﬁnie est de classe C1, propre et de´ﬁnie positive. Prenons sa de´rive´e
par rapport au temps :
˙︷ ︷
U(x, y, t)(6.24) = −K ′(V (y, t))W (y, t) + K ′(V (y, t))∂V∂y (y, t) f2(y, v, t) v (6.40)
+ σ(|x|Q)x
Q
|x|Q (Mx + h1(y, t) + h2(y, v, t)v) .
Il est prouve´ dans l’annexe E que si (6.33) et (6.34) sont ve´riﬁe´es, la fonction K peut eˆtre choisie
de classe C2 et de sorte que :
1
2
K ′(α1(|y|)) ≥
(
sup
s∈R
|σ(s)|
) |y|2
α3(|y|)γ(|y|) . (6.41)
On peut imposer en outre a` K d’eˆtre telle que, pour tout s ≥ 0,
K ′(s) ≥ 1 . (6.42)
Avec une telle fonction K, on obtient :
˙︷ ︷
U(x, y, t)(6.24) ≤ − 12K ′(V (y, t))W (y, t)− σ(|x|Q)x
Rx
|x|Q (6.43)
+
[
K ′(V (y, t))∂V∂y (y, t)f2(y, v, t)+ σ(|x|Q)x
Q
|x|Q h2(y, v, t)
]
v .
Graˆce au Lemme 1.5 et a` l’Annexe C, on obtient une loi de commande satisfaisant la contrainte
(6.12) et du type
v(y, x, t) = −λ(y, x, t)
[
K ′(V (y, t))
∂V
∂y
(y, t)f2(y, 0, t) + σ(|x|Q)x
Q
|x|Q h2(y, 0, t)
]
(6.44)
ou`, les fonctions e´tant de classe C1 uniforme´ment par rapport au temps, λ est une fonction telle
que :
∀ c1 ≥ 0 , ∃ c2 > 0 : {|(x, y)| ≤ c1 ⇒ λ(y, x, t) ≥ c2} (6.45)
et :[
K ′(V (y, t))∂V∂y (y, t)f2(y, v, t) + σ(|x|Q)x
Q
|x|Q h2(y, v, t)
]
v(y, x, t) ≤ (6.46)
− 12 λ(y, x, t)
[
K ′(V (y, t))
∂V
∂y
(y, t)f2(y, 0, t) + σ(|x|Q)x
Q
|x|Q h2(y, 0, t)
]2
.
La ne´gativite´ de la de´rive´e de la fonction de Lyapunov est donc obtenue :
˙︷ ︷
U(x, y, t)(6.24) ≤ −12K ′(V (y, t))W (y, t) − σ(|x|Q) x
Rx
|x|Q (6.47)
− 12 λ(y, x, t)
[
K ′(V (y, t))
∂V
∂y
(y, t)f2(y, 0, t) + σ(|x|Q)x
Q
|x|Q h2(y, 0, t)
]2
.
Le terme de droite de (6.47) est ne´gatif. Avec (6.35), ceci implique la stabilite´ uniforme
globale de la trajectoire de re´fe´rence (Xr(t), Yr(t)). Malheureusement
˙︷ ︷
U(x, y, t)(6.24) n’est pas
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ne´cessairement uniforme´ment de´ﬁnie ne´gative; on ne peut donc conclure a` la stabilite´ asymp-
totique. De plus, comme nous sommes dans le cas instationnaire, le principe d’invariance de
LaSalle ne s’applique pas. Malgre´ cela, il est tout de meˆme possible d’obtenir un re´sultat de
stabilite´ asymptotique en exploitant (6.47). Le reste de cette section est de´die´ a` l’obtention de
ce re´sultat.
En inte´grant (6.47) entre 0 et t > 0, on obtient :
U(x(t), y(t), t)− U(x(0), y(0), 0) ≤ −12
∫ t
0
K ′(V (y(s), s))W (y(s), s)ds (6.48)
−
∫ t
0
|v(y(s), x(s), s)|2
2λ(y(s), x(s), s)
ds −
∫ t
0
σ(|x(s)|Q)x(s)
Rx(s)
|x(s)|Q ds .
Puisque U est propre, l’ine´galite´ pre´ce´dente implique que la fonction t −→ (x(t), y(t)) est borne´e.
Elle implique e´galement qu’il existe un re´el M positif et de´pendant de (x(0), y(0)) tel que :∫ +∞
0
K ′(V (y(s), s))W (y(s), s)ds ≤ M , (6.49)
∫ +∞
0
σ(|x(s)|Q)x(s)
Rx(s)
|x(s)|Q ds ≤ M , (6.50)∫ +∞
0
1
λ(y(s), x(s), s)
|v(y(s), x(s), s)|2 ds ≤ M . (6.51)
Exploitons ces trois ine´galite´s :
1. Les ine´galite´s (6.42), (6.34) et le fait que W soit de´ﬁnie positive et que y(t) soit borne´e
implique l’existence d’un nombre re´el c strictement positif tel que, pour tout t ∈ [0,+∞),
c |y|2 ≤ K ′(V (y(s), s))W (y(s), s) . (6.52)
L’ine´galite´ (6.49) implique donc que y(t) appartient a` L2([0,+∞)). Comme, d’apre`s (6.24),
la fonction y˙2(t) est borne´e, il s’en suit, (voir [32, Lemma 4.4]), que :
lim
t→+∞ y(t) = 0 . (6.53)
2. Les proprie´te´s de la fonction σ et l’aspect borne´ de la fonction x(t) font qu’il existe un
nombre re´el strictement positif cσ tel que, pour tout t,
0 < cσ ≤ σ(|x(t)|Q)|x(t)|Q . (6.54)
L’ine´galite´ (6.50) implique donc que la fonction x(t)Rx(t) est dans L1([0,+∞)).
3. La fonction (x(t), y(t)) e´tant borne´e, il en est de meˆme de λ(y(t), x(t), t). L’ine´galite´ (6.51)
implique donc que la fonction v(y(t), x(t), t) est dans L2([0,+∞)). Alors, avec (6.32) et
ce qui pre´ce`de, nous concluons que la fonction :
ϕ1(t) = h1(y(t), t) + h2(y(t), v(x(t), y(t), t), t)v(x(t), y(t), t) (6.55)
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est dans L2([0,+∞)).
Mais par ailleurs, graˆce a` (6.45), l’ine´galite´ (6.51) implique que la fonction v(y(t),x(t),t)
λ(y(t),x(t),t)
est dans L2([0,+∞)). Or d’apre`s (6.33), (6.35), (6.53) le fait que y(t) soit borne´e et la
de´ﬁnition (6.44) de v(y, x, t), il existe un nombre re´el positif c et un instant tc tels que,
pour tout t ∈ [tc,+∞), on ait :
cσ
∣∣∣x(t)Qh2(y(t), 0, t)∣∣∣ ≤ ∣∣∣∣σ(|x(t)|Q)x(t)Q|x(t)|Q h2(y(t), 0, t)
∣∣∣∣ , (6.56)
≤
∣∣∣∣ v(y(t), x(t), t)λ(y(t), x(t), t)
∣∣∣∣ + c |y(t)| . (6.57)
La fonction h2 e´tant de classe C1, ceci nous permet de conclure que la fonction
x(t)Qh2(0, 0, t) appartient a` L2([0,+∞)).
Re´capitulons les re´sultats que nous avons obtenu :
• Pour la fonction y(t), nous savons qu’elle est dans L2([0,+∞)) et ve´riﬁe
lim
t→+∞ y(t) = 0 . (6.58)
• Pour la fonction x(t), nous savons qu’elle ve´riﬁe (6.24) et que les fonctions ϕ1(t) (de´ﬁnie
en (6.55)) et x(t)Qh2(0, 0, t) sont dans L2([0,+∞)) et que la fonction x(t)Rx(t) est
L1([0,+∞)).
Pour obtenir :
lim
t −→+∞x(t) = 0 , (6.59)
nous appliquons le Lemme qui suit, de´montre´ dans l’annexe H, en observant que D(t) =
h2(0, 0, t).
Lemme 6.3 Si D(t) est une fonction continue et borne´e, si
MQ + QM = −R ≤ 0 (6.60)
ou` Q est une matrice syme´trique de´ﬁnie positive, s’il existe une fonction K(t) continue et borne´e
telle que
χ˙ = − (M + DK)χ (6.61)
soit exponentiellement stable, si ϕ1 et ϕ2 sont L2([0,+∞)) et si ϕ3 est L1([0,+∞)), alors chaque
solution du syste`me :
x˙(t) = M x(t) + ϕ1(t) , x(t)QD(t) = ϕ2(t) , x(t)Rx(t) = ϕ3(t) (6.62)
converge vers ze´ro quand le temps tend vers l’inﬁni.
Puisque d’un autre coˆte´ P (t) est borne´e, (6.17), (6.23) et (6.58) impliquent ﬁnalement :
lim
t −→+∞(X(t)−Xr(t)) = 0 , limt −→+∞(Y (t)− Yr(t)) = 0 . (6.63)
Par conse´quent, la loi de commande u = ur + v fait de la trajectoire (Xr, Yr) une solution
globalement asymptotiquement stable du syste`me (6.1). De plus, on a :
|us − ur| ≤ u . (6.64)

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6.4 Stabilite´ asymptotique uniforme globale.
Le re´sultat du The´ore`me 6.1 pre´sente un inconve´nient : il suppose que le sous syste`me en y admet
Yr comme solution globalement uniforme´ment asymptotiquement stable lorsque lui est applique´e
la loi de commande ur et permet d’obtenir une nouvelle loi de commande qui rend la solution
(Xr, Yr) non pas solution globalement uniforme´ment asymptotiquement stable du syste`me (6.1)
mais seulement solution globalement asymptotiquement stable et cela meˆme lorsque la variable
X est de dimension 1. Par conse´quent, on ne peut pas appliquer re´cursivement le The´ore`me 6.1
a` des syste`mes de la forme (2.344). Toutefois, sous des hypothe`ses le´ge`rement plus restrictives, il
est possible d’ame´liorer le re´sultat de ce the´ore`me et d’obtenir l’uniforme asymptotique stabilite´
de´sire´e pour la solution (Xr, Yr).
6.4.1 Cas pe´riodique.
Traitons tout d’abord du cas ou` la trajectoire de re´fe´rence (Xr(t), Yr(t)) et la loi de commande
ur(t) sont des fonctions pe´riodiques en t et de pe´riode T . Ce cas particulier est important car
dans la pratique des trajectoires de re´fe´rence pe´riodiques se pre´sentent fre´quemment. De plus, il
est a` noter que le corollaire qui suit se combine parfaitement avec le The´ore`me 5.4 de la section
5 et que l’un et l’autre peuvent eˆtre applique´s de fac¸on re´cursive a` des syste`mes de la forme
(2.344).
Corollaire 6.4 Supposons que les hypothe`ses du The´ore`me 6.1 soient ve´riﬁe´es et que les fonc-
tions (Xr(t), Yr(t), ur(t)) soient pe´riodiques en la variable t et de pe´riode T . Alors la solution
(Xr, Yr) du syste`me (6.1) boucle´ avec (6.44) est une solution globalement uniforme´ment asymp-
totiquement stable si λ est choisie pe´riodique en temps et de pe´riode T . 1
Preuve : Supposer que les fonctions (Xr(t), Yr(t), ur(y, t)) sont pe´riodiques en temps et de
pe´riode T et choisir λ(X, Y, .) pe´riodique et de pe´riode T implique que le syste`me (6.24) est
pe´riodique en temps. D’un autre coˆte´, ce syste`me boucle´ avec la loi de commande (6.44) admet
ze´ro comme solution localement asymptotiquement stable et toutes ses solutions tendent vers
ze´ro en +∞. Par conse´quent, graˆce a` [83, Theorem 11.3], nous savons que ze´ro est solution
globalement uniforme´ment asymptotiquement stable du syste`me (6.24) boucle´ avec la loi de
commande (6.44). Le re´sultat de´sire´ s’en suit. 
6.4.2 Cas ge´ne´ral.
Le re´sultat que nous pre´sentons maintenant est une version non autonome du Corollaire 2.16
de la section 2.2.3.3. Il pre´sente l’avantage de pouvoir eˆtre applique´ de fac¸on re´cursive a` des
syste`mes de la forme (2.344).
The´ore`me 6.5 Si les hypothe`ses H0, H1, H2 sont ve´riﬁe´es et si la paire (M,D(t)Q), ou`
D(t) est donne´e en (6.11) et Q est une matrice syme´trique de´ﬁnie positive ve´riﬁant (6.37), est
uniforme´ment observable, alors pour tout u appartenant a` (0,+∞], la solution (Xr, Yr) peut eˆtre
rendue solution globalement uniforme´ment asymptotiquement stable du syste`me (6.1) au moyen
d’un bouclage d’e´tat u(X, Y, t) tel que :
|u(X, Y, t)− ur(t)| ≤ u . (6.65)
1Cette dernie`re condition n’est pas restrictive, un tel choix e´tant toujours possible de`s que les fonctions
(Xr(t), Yr(t), ur(y, t)) sont de pe´riode T .
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Preuve. Pour le syste`me (6.24), nous allons construire une fonction de Lyapuonv de´pendante
du temps assigne´e strictement par une loi de commande de la forme (6.44). Pour obtenir ce
re´sultat, nous allons proce´der d’une fac¸on analogue a` celle employe´e pour prouver le Corollaire
2.16.
Commenc¸ons par remarquer que dans les hypothe`ses du The´ore`me 6.5 sont incluses celles
du The´ore`me 6.1. Donc pour une fonction U donne´e en (6.38) et une loi de commande v donne´e
en (6.44), on a l’ine´galite´ (6.47).
Observons que la fonction λ qui intervient dans la formule (6.44) peut eˆtre choisie
inde´pendante de x et de t puisque d’une part, d’apre`s H0, la solution (Xr(t), Yr(t), ur(t)) est
borne´e sur [0,+∞) et que d’autre part |v|
λ(x,y,t)
, ou` v est donne´e en (6.44), peut eˆtre majore´e
par une fonction de´pendante seulement de y. Pour voir cela, il suﬃt de d’adapter les calculs de
l’annexe C, a` partir de (C.69).
Notons donc λ(x, y, t) par λ(y) et posons λ0 = λ(0). Alors, on a :
v(0, x, t) = −λ0σ(|x|Q)|x|Q D(t)
Qx . (6.66)
Choisissons pour σ est une saturation line´aire2 borne´e par 1 et line´aire sur ]− 12 , 12 [.
Aﬁn d’exploiter (6.66), commenc¸ons par prouver le lemme suivant :
Lemme 6.6 Conside´rons le syste`me suivant :
x˙ = Mx− λ0σ(|x|Q)|x|Q D(t)D(t)
Qx . (6.67)
ou` M est une matrice ve´riﬁant (6.37), avec Q une matrice syme´trique de´ﬁnie positive, ou` λ0 est
une constante strictement positive et ou` σ est une saturation line´aire borne´e par 1 et line´aire
sur ]− 12 , 12 [. Supposons que la paire (M,D(t)Q) soit uniforme´ment observable. Alors, il existe
une fonction O appartenant a` la famille de´ﬁnie en (2.152) telle que :
O˙
(6.67)
(x) ≤ − 1
2
|x|2 . (6.68)
Preuve du Lemme 6.6. Commenc¸ons par e´tablir que, pour tout ε > 0, la fonction matricielle
(M − εD(t)D(t)) est uniforme´ment asymptotiquement stable. On a :
Q[M − εD(t)D(t)Q] + [M − εD(t)D(t)Q]Q + 2εQD(t)D(t)Q = 0 (6.69)
Donc, la de´rive´e de xQx le long de :
x˙ = (M − εD(t)D(t)Q)x (6.70)
est donne´e par :
˙︷ ︷
xQx = − 2εQD(t)D(t)Q . (6.71)
D’un autre coˆte´, puisque (M,D(t)Q) est suppose´e eˆtre uniforme´ment observable, il en est
de meˆme de ((M − εD(t)D(t)Q,D(t)Q). Avec (6.71), on en de´duit imme´diatement de [32,
Chapter 4, Example 4.7] que la fonction matricielle (M−εD(t)D(t)) est uniforme´ment asymp-
totiquement stable.
2Voir les de´ﬁnitions de base
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Il s’en suit d’apre`s [32, Chapter 4, Theorem 4.3] qu’il existe une matrice Qε(t) telle que :
˙︷ ︷
xQε(t)x(6.70) = − |x|2 . (6.72)
Etablissons maintenant la stabilite´ asymptotique uniforme de (6.67).
On a :
˙︷ ︷
xQx(6.67) = −λ0
σ(|x|Q)
|x|Q |D(t)
Qx|2 . (6.73)
Conside´rons O(x) de´ﬁnie en (2.152) en prenant ε = λ0 et en gardant q pour l’instant quelconque.
O˙(x) = −2λ0qσ(|x|Q)|x|Q|D(t)Qx|2 − |x|2 + 2xQλ0(t)λ0
(
σ(|x|Q)
|x|Q − 1
)
D(t)D(t)Qx
(6.74)
Mais :∣∣∣2xQλ0(t)λ0 (σ(|x|Q)|x|Q − 1)D(t)D(t)Qx∣∣∣ ≤ λ0qσ(|x|Q)|x|Q|D(t)Qx|2
+ 4λ0|D(t)|
2
qσ(|x|Q)|x|Q
(
σ(|x|Q)
|x|Q − 1
)2 |xQλ0(t)|2
(6.75)
Donc, pour une constante c > 0 :
O˙(x) ≤ −λ0qσ(|x|Q)|x|Q|D(t)Qx|2 − |x|2 + cλ0|x|
qσ(|x|Q)
(
σ(|x|Q)
|x|Q − 1
)2
. (6.76)
Conside´rons deux cas :
• Premier cas : |x|Q ≤ 12 . Alors
σ(|x|Q)
|x|Q − 1 = 0.
• Deuxie`me cas : |x|Q ≥ 12 . Alors
(
σ(|x|Q)
|x|Q − 1
)2 ≤ 4|x|2Q. Donc, pour q suﬃsamment
grand,
cλ0|x|Q
qσ(|x|Q)
(
σ(|x|Q)
|x|Q − 1
)2
≤ 1
2
|x|2 . (6.77)
Finalement, on a donc pour un tel choix pour q :
O˙(x) ≤ −λ0qσ(|x|Q)|x|Q|D(t)Qx|2 − 12 |x|
2 < 0 , ∀x 
= 0 . (6.78)
Ceci termine la preuve du Lemme 6.6. 
Prenons maintenant la de´rive´e de l(O(x)) le long de (6.24) en boucle ferme´e lorsque l est la
fonction donne´e en (2.151).
˙︷ ︷
l(O(x)) = l
′
(O(x))∂O∂x (x) [Mx+ h1(y, t) + h2(y, v(y, x, t), t)v(y, x, t)]
≤ l′(O(x))∂O∂x (x) [Mx+ D(t)v(0, x, t)]
+ l
′
(O(x))∂O∂x (x) [h1(y, t) + h2(y, v(y, x, t), t)v(y, x, t) − h2(0, 0, t)v(0, x, t)]
≤ − 12 l
′
(O(x))|x|2− λ0q2 l
′
(O(x))σ(|x|Q)|x|Q|D(t)Qx|2 + |h1(y, t)|
+
∣∣∣l′(O(x))∂O∂x (x)∣∣∣ |h2(y, v(y, x, t), t)v(y, x, t) − h2(0, 0, t)v(0, x, t)|
(6.79)
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Graˆce a` (6.32) :
˙︷ ︷
l(O(x)) ≤ − 12 l
′(O(x))|x|2 − λ0q2 l
′(O(x))σ(|x|Q)|x|Q|D(t)Qx|2 + γ(|y|)|y|2
+l′(O(x))
∣∣∣∂O∂x (x)∣∣∣ |h2(y, v(y, x, t), t)− h(0, 0, t)||v(y, x, t)|
+l′(O(x))
∣∣∣∂O∂x (x)∣∣∣ |D(t)||v(y, x, t) − v(0, x, t)| .
(6.80)
Graˆce au fait que h2 et v sont de classe C1 et que |v| et |D(t)| sont borne´e, on de´duit l’existence
d’une constante c > 0 et d’une fonction ξ continue telles que :
l
′
(O(x))
∣∣∣∣∂O∂x (x)
∣∣∣∣ |D(t)||v(y, x, t) − v(0, x, t)| ≤ cl′(O(x)) ∣∣∣∣∂O∂x (x)
∣∣∣∣ ξ(|y|)|y| (6.81)
|h2(y, v(y, x, t), t)− h(0, 0, t)| ≤ ξ(|y|)|y|+ c|v(y, x, t)| (6.82)
L’ine´galite´ (6.81) donne, pour tout η > 0,
l
′(O(x))
∣∣∣∣∂O∂x (x)
∣∣∣∣ |D(t)||v(y, x, t) − v(0, x, t)| ≤ cξ(|y|)2|y|2 + η(l′(O(x)) ∣∣∣∣∂O∂x (x)
∣∣∣∣)2
≤ cξ(|y|)2|y|2 + cηl′(O(x))|x|2 .
Donc, pour η suﬃsamment petit,
l
′(O(x))
∣∣∣∣∂O∂x (x)
∣∣∣∣ |D(t)||v(y, x, t) − v(0, x, t)| ≤ cξ(|y|)2|y|2 + 18 l′(O(x))|x|2 . (6.83)
L’ine´galite´ (6.82) donne :
|h2(y, v(y, x, t), t)− h(0, 0, t)||v(y, x, t)| ≤ cξ(|y|)2|y|2 + c|v(y, x, t)|2
≤ cξ(|y|)2|y|2 + c|v(0, x, t)|2
+c(|v(0, x, t)|− |v(y, x, t)|)
Et donc, v e´tant borne´e et C1, pour une fonction ξ2(|y|) positive et continue, on a :
|h2(y, v(y, x, t), t)− h(0, 0, t)||v(y, x, t)| ≤ cξ(|y|)2|y|2 + c|v(0, x, t)|2 + cξ2(|y|)|y|
≤ cξ3(|y|)|y|+ c
∣∣∣∣λ0σ(|x|Q)|x|Q D(t)Qx
∣∣∣∣2 + cξ2(|y|)|y| .
Donc, pour tout η > 0 :
l
′
(O(x))
∣∣∣∂O∂x (x)∣∣∣ |h2(y, v(y, x, t), t)− h(0, 0, t)||v(y, x, t)| ≤
cξ(|y|)2|y|2 + cηl′(O(x))|x|2 + cl′(O(x))
∣∣∣∂O∂x (x)∣∣∣ ∣∣∣λ0 σ(|x|Q)|x|Q D(t)Qx∣∣∣2
Par conse´quent, D(t) e´tant borne´e, pour η et λ0 suﬃsamment petits, on a :
l
′
(O(x))
∣∣∣∂O∂x (x)∣∣∣ |h2(y, v(y, x, t), t)− h(0, 0, t)||v(y, x, t)| ≤
cξ(|y|)2|y|2 + 18 l
′
(O(x))|x|2
(6.84)
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Graˆce a` (6.83) et (6.84) et (6.80), on obtient, pour une fonction positive continue ξ4 :
˙︷ ︷
l(O(x)) ≤ − 1
4
l
′(O(x))|x|2 + ξ4(|y|)|y|2 . (6.85)
D’un autre coˆte´, graˆce a` (6.47), on a :
˙︷ ︷
U(x, y, t)(6.1) ≤ −
1
2
K ′(V (y, t))W (y, t) (6.86)
ou` V et W sont des fonctions ve´riﬁant (6.33), (6.34) et (6.35). Alors puisque U(x, y, t) ≥
K(V (y, t)), on de´duit de l’annexe E qu’il existe une fonction K de classe C2, de classe K∞ et
de de´rive´e strictement positive telle que :
1
4
K
′(U(x, y, t))K ′(V (y, t))W (y, t) ≥ ξ4(|y|)|y|2 . (6.87)
Il s’en suit imme´diatement que :
˙︷ ︷U(x, y, t) ≤ − 1
4
K ′(V (y, t))W (y, t)− 1
4
l
′
(O(x))|x|2 (6.88)
ou`
U(x, y, t) = l(O(x)) + K(U(x, y, t)) . (6.89)
Puisque, d’apre`s (6.42), K ′(s) ≥ 1, on obtient :
˙︷ ︷U(x, y, t) ≤ − 1
4
α3(|y|)− 14 l
′(O(x))|x|2 . (6.90)
Pour conclure notre preuve, il suﬃt de montrer que le The´ore`me 3.1 de [21, Chapter 10]
s’applique.
• On a :
K(K(α1(|y|))) + l(O(x)) ≤ U(x, y, t) ≤ l(O(x)) + K(K(α2(|y|)) + c|x|Q) . (6.91)
Donc U(x, y, t) est ” positive deﬁnite ” et ” possess an inﬁnitely small upper bound ” au
sens des de´ﬁnition de [21, Chapter 10, paragraph 3].
• Le membre de droite de l’ine´galite´ (6.90) est constitue´e d’une fonction ” positive deﬁnite
”.

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Chapitre 7
Application : Mouvement pe´riodique
du syste`me pendule chariot.
Nous allons maintenant donner un exemple qui illustre comment les the´ore`mes 5.4 et 6.1 peuvent
eˆtre applique´s de fac¸on re´cursive a` un syste`me de forme feedforward et eˆtre combine´s entre eux.
Le syste`me que nous conside´rons est le syste`me pendule-chariot de`ja` e´tudie´ a` la section 2.5.4.
Nous nous donnons pour objectif de stabiliser globalement asymptotiquement celui-ci autour
d’une trajectoire de re´fe´rence pe´riodique et allons traiter ce proble`me en deux temps :
• De´termination d’une trajectoire de re´fe´rence et de sa commande associe´e.
• Stabilisation uniforme asymptotique globale de la trajectoire pre´ce´demment de´termine´e.
Nous souhaitons donner a` l’angle du pendule un mouvement oscillatoire d’une amplitude stricte-
ment infe´rieure a` π2 . En raison de cette contrainte, nous pouvons ope´rer sur les e´quations initiales
(11) ou bien sur celles obtenues apre`s le changement de variables (2.441) ou encore sur celles qui
sont donne´es en (2.444) et qui se de´duisent des pre´ce´dentes par un changement de variables et de
loi de commande. Ces dernie`res pre´sentent l’avantage de n’avoir de non-line´arite´s pre´sentes que
dans le sous syste`me en (t1, r1) et de pouvoir eˆtre modiﬁe´es de la fac¸on suivante : Le changement
de loi de commande
u = r1 + v (7.1)
transforme le syste`me (2.444) en :⎧⎪⎪⎪⎨⎪⎪⎪⎩
x˙1 = s1 − t1
s˙1 = − r1 − v
t˙1 = r1
r˙1 = − (t1 + 2r1)
√
1 + t21 − v
√
1 + t21
(7.2)
et le changement de variables :
x2 = x1 , s2 = s1 + t1 , t2 = t1 , r2 = r1 , (7.3)
donne : ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙2 = s2 − t2
s˙2 = − v
t˙2 = r2
r˙2 = − (t2 + 2r2)
√
1 + t22 − v
√
1 + t22
(7.4)
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7.1 Construction d’une trajectoire de re´fe´rence.
Le proble`me que nous nous posons est celui de trouver une loi de commande vr et des fonctions
(x2r, s2r, t2r, r2r), solution du syste`me pre´ce´dent avec vr pour loi de commande, telles que
t2r(t) = cos(t) . (7.5)
On obtient imme´diatement :
r2r(t) = − sin(t) , vr(t) = cos(t)√
1 + cos2(t)
− cos(t) + 2 sin(t) . (7.6)
Par conse´quent, s2r doit ve´riﬁer :
s˙2r = cos(t)− 2 sin(t)− cos(t)√
1 + cos(t)2
. (7.7)
Pour s2r nous pouvons donc choisir :
s2r(t) = 2 cos(t) + sin(t)− arcsin
(
1√
2
sin(t)
)
. (7.8)
Par conse´quent, x2r doit ve´riﬁer :
x˙2r = sin(t)− arcsin
(
1√
2
sin(t)
)
. (7.9)
Pour x2r nous pouvons donc choisir :
x2r(t) = − cos(t)−
∫ t
0
arcsin
(
1√
2
sin(s)
)
ds (7.10)
qui est une fonction borne´e car :∫ 2π
0
arcsin
(
1√
2
sin(s)
)
ds = 0 (7.11)
et arcsin
(
1√
2
sin(s)
)
est de pe´riode 2π.
En conclusion, nous avons e´tabli que la trajectoire
x2r(t) = − cos(t)−
∫ t
0
arcsin
(
1√
2
sin(s)
)
ds
s2r(t) = 2 cos(t) + sin(t)− arcsin
(
1√
2
sin(t)
)
t2r(t) = cos(t)
r2r(t) = − sin(t)
(7.12)
et la loi de commande
vr(t) =
cos(t)√
1 + cos2(t)
− cos(t) + 2 sin(t) (7.13)
sont solution du proble`me de suivi exact de la sortie t2r(t) = cos(t).
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7.2 Stabilisation asymptotique uniforme globale.
Nous allons maintenant construire une loi de commande qui rend la solution pre´ce´demment
de´termine´e globalement uniforme´ment asymptotiquement stable pour le syste`me (7.4). Aﬁn de
ramener ce proble`me a` celui de la stabilisation asymptotique globale de l’origine pour un syste`me
non line´aire et non-autonome, posons
x˜2 = x2 − x2r , s˜2 = s2 − s2r , t˜2 = t2 − t2r , r˜2 = r2 − r2r ,
v = vr(t) + v˜ .
(7.14)
Alors : ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
˙˜x2 = s˜2 − 2t˜2
˙˜s2 = − v˜
˙˜t2 = r˜2
˙˜r2 = − (t2 + 2r2)
√
1 + t22 − (vr(t) + v˜)
√
1 + t22 + cos(t)
(7.15)
Apre`s le changement de loi de commande :
v˜ =
− cos(t) t˜22√
1 + cos2(t)
(√
1 + cos2(t) +
√
1 + t22
) + v˜2 (7.16)
et en posant :
T =
2 cos2(t)√
1 + cos2(t)
(√
1 + cos2(t) +
√
1 + t22
) (7.17)
le syste`me (7.15) devient :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
˙˜x2 = s˜2 − 2t˜2
˙˜s2 =
cos(t)t˜2
2√
1 + cos2(t)
(√
1 + cos2(t) +
√
1 + t22
) − v˜2
˙˜t2 = r˜2
˙˜r2 = − [t˜2 + 2r˜2]
√
1 + t22 − T t˜2 − v˜2
√
1 + t22 .
(7.18)
7.2.1 Stabilisation du sous-syste`me en (s˜2, t˜2).
Prenons v˜2 = 0 et montrons au moyen d’une construction Lyapunov que le sous syste`me en
(t˜2, r˜2) admet alors l’origine comme solution globalement uniforme´ment asymptotiquement sta-
ble. Posons
Q1(t˜2, r˜2) = 2t˜2
2 + r˜22 + t˜2r˜2 (7.19)
et prenons la de´rive´e de cette fonction par rapport au temps :
˙︷ ︷
Q1(t˜2, r˜2)(7.18) = −
√
1 + t˜2
2 (
t˜2 + 2r˜2
)2 + r˜22 − t˜22T − 2t˜2r˜2(T − 2) (7.20)
≤ −
[
3r˜22 + t˜2
2(1 + T ) + 2t˜2r˜2T
]
(7.21)
En utilisant :
2
∣∣t˜2r˜2T ∣∣ ≤ r˜22 + t˜22T 2 , (7.22)
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cette ine´galite´ devient :
˙︷ ︷
Q1(t˜2, r˜2) ≤ −
[
2r˜22 + t˜2
2(1 + T − T 2)
]
(7.23)
Puisque T ∈ [0, 1), on obtient ﬁnalement :
Q1(t˜2, r˜2) = 2t˜2
2 + r˜22 + t˜2r˜2 ,
˙︷ ︷
Q1(t˜2, r˜2) ≤ −
[
2r˜22 + t˜2
2
]
. (7.24)
Stabilisation du sous syste`me en (s˜2, t˜2, r˜2). On peut ve´riﬁer que le The´ore`me 6.1 s’applique
avec (t˜2, r˜2) jouant le roˆle de y et s˜2 celui de x. Nous allons maintenant de´terminer la formule
explicite d’une loi de commande stabilisante et d’une fonction de Lyapunov assigne´e par celle-ci.
Posons
Q2(s˜2, t˜2, r˜2) = Q1(t˜2, r˜2) +
√
1 + s˜22 − 1 (7.25)
On obtient :
˙︷ ︷
Q2(s˜2, t˜2, r˜2) ≤ −
[
2r˜22 + t˜2
2
]
+
s˜2√
1 + s˜22
⎡⎣ cos(t)t˜22√
1 + cos2(t)
(√
1 + cos2(t) +
√
1 + t22
)
⎤⎦
− s˜2√
1 + s˜22
v˜2 − v˜2
√
1 + t22
(
2r˜2 + t˜2
)
(7.26)
≤ −
[
2r˜22 +
(
1− 1
2 +
√
2
)
t˜2
2
]
+
[
− s˜2√
1 + s˜22
− (r˜2 + 2t˜2)√1 + t22
]
v˜2 .(7.27)
Pour faciliter l’e´limination des termes du premier ordre dans la dernie`re e´tape de notre con-
struction, nous souhaitons obtenir une loi de commande stabilisante pour le sous-syste`me en
(s˜2, t˜2, r˜2) ayant la forme suivante :
v˜2(s˜2, t˜2, r˜2) =
(
s˜2 − 2t˜2
)
ξ(s˜2, t˜2, r˜2) (7.28)
avec ξ(0, 0, 0) 
= 0. En eﬀet, dans ce cas les termes du premier ordre disparaissent avec le
changement de variables :
x˜3 = x˜2 +
s˜2
ξ(0, 0, 0)
. (7.29)
Avec un tel choix, on obtient :
˙︷ ︷
Q2(s˜2, t˜2, r˜2) ≤ − 2r˜22 − 12 t˜2
2 − ξs˜22√
1+s˜2
2
+ 2ξs˜2t˜2√
1+s˜2
2
− ξs˜2
(
r˜2 + 2t˜2
)√
1 + t22 (7.30)
+2ξ
(
2t˜2
2 + t˜2r˜2
)√
1 + t22 .
On remarque que :
1 + t22 = 1 + (t˜2 + cos(t))
2 ≤ 3 + 2t˜22 . (7.31)
Il s’en suit :
˙︷ ︷
Q2(s˜2, t˜2, r˜2) ≤ − 2r˜22
[
1− 4ξ
√
1 + s˜22
] [
3 + 2t˜2
2
]
(7.32)
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− t˜22
[
1− 1
2+
√
2
− 4ξ√
1+s˜2
2
− 21ξ
√
1 + s˜22(3 + 2t˜2
2)
]
− ξs˜22
4
√
1+s˜2
2
.
On en de´duit un choix possible pour ξ :
ξ(s˜2, t˜2, r˜2) =
1
108
√
1 + s˜22(3 + 2t˜2
2)
. (7.33)
Celui-ci donne :
˙︷ ︷
Q2(s˜2, t˜2, r˜2) ≤ − r˜22 − 12 t˜2
2 − 1
4
ξs˜2
2√
1 + s˜22
. (7.34)
7.2.2 Stabilisation du syste`me global.
A nouveau, nous pouvons ve´riﬁe que le The´ore`me 6.1 s’applique avec (s˜2, t˜2, r˜2) jouant le roˆle
de y et x˜2 celui de x. Comme nous l’avons mentionne´ plus haut, nous e´liminons le terme du
premier ordre en prenant :
x˜3 = x˜2 +
1
ξ0
s˜2 (7.35)
et
v˜2 =
(
s˜2 − 2t˜2
)
ξ(s˜2, t˜2, r˜2) + ξ0v˜3 . (7.36)
avec ξ0 = 1324. Alors :
˙˜x3 = s˜2 − 2t˜2 (7.37)
+
1
ξ0
⎛⎝ cos(t)t˜22√
1 + cos2(t)
(√
1 + cos2(t) +
√
1 + t22
) − (s˜2 − 2t˜2) ξ(s˜2, t˜2, r˜2)− ξ0v˜3
⎞⎠
=
(
s˜2 − 2t˜2
) [
1− 1
ξ0
ξ(s˜2, t˜2, r˜2)
]
+
1
ξ0
cos(t)t˜2
2√
1 + cos2(t)
(√
1 + cos2(t) +
√
1 + t22
) − v˜3 .(7.38)
De´ﬁnissons Q3 par :
Q3(x˜3, s˜2, t˜2, r˜2) = K(Q2(s˜2, t˜2, r˜2)) +
√
1 + x˜32 − 1 . (7.39)
ou` K de´signe une fonction dont la de´rive´e est strictement positive et croissante.
Prenons la de´rive´e de Q3 :
˙︷ ︷
Q3(x˜3, s˜2, t˜2, r˜2) = K ′(Q2(s˜2, t˜2, r˜2))
˙︷ ︷
Q2(s˜2, t˜2, r˜2)
+ x˜3√
1+x˜3
2
[(
s˜2 − 2t˜2
) [
1− 1ξ0ξ(s˜2, t˜2, r˜2)
]
+ 1ξ0
cos(t)t˜2
2√
1+cos2(t)
(√
1+cos2(t)+
√
1+t22
)
]
− x˜3√
1+x˜3
2
v˜3
≤ −K ′(Q2(s˜2, t˜2, r˜2))
[
r˜2
2 + 12 t˜2
2 + 14
ξs˜2
2√
1+s˜2
2
]
−
[
ξ0K
′(Q2(s˜2, t˜2, r˜2))
(
∂Q2
∂r˜2
√
1 + t22 +
∂Q2
∂s˜2
)
+ x˜3√
1+x˜3
2
]
v˜3
+
∣∣∣(s˜2 − 2t˜2) [1− 1ξ0 ξ(s˜2, t˜2, r˜2)]∣∣∣ + 12ξ0 t˜22 .
(7.40)
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En choisissant :
v˜3 = ξ0K ′(Q2(s˜2, t˜2, r˜2))
(
∂Q2
∂r˜2
√
1 + t22 +
∂Q2
∂s˜2
)
+
x˜3√
1 + x˜32
, (7.41)
on obtient :
˙︷ ︷
Q3(x˜3, s˜2, t˜2, r˜2) ≤ −K ′(Q2(s˜2, t˜2, r˜2))
[
r˜2
2 +
(
1
2 − 1ξ0K′(0)
)
t˜2
2 + 14
ξs˜2
2√
1+s˜2
2
]
−
[
ξ0K
′(Q2(s˜2, t˜2, r˜2))
(
∂Q2
∂r˜2
√
1 + t22 +
∂Q2
∂s˜2
)
+ x˜3√
1+x˜3
2
]2
+
∣∣∣(s˜2 − 2t˜2) [1− 1ξ0 ξ(s˜2, t˜2, r˜2)]∣∣∣ .
(7.42)
On remarque alors que :
|s˜2 − 2t˜2|
∣∣∣∣1− ξ(s˜2, t˜2, r˜2)ξ0
∣∣∣∣ ≤ (2 +√2) s˜22√1 + s˜22 + 53 t˜22 . (7.43)
Ceci nous ame`ne a` de´terminer une fonction k telle que :
1
2
− 1
ξ0K ′(0)
≥ 1
4
. (7.44)
et
K ′
(
t˜2
2 +
√
1 + s˜22 − 1
)
≥ 108
(
2 +
√
2
)√
1 + s˜22
(
3 + 2t˜2
2
)
+
20
3
. (7.45)
En prenant :
K(s) = 126s3 + 576s2 + 1296s (7.46)
on obtient (7.44) et (7.45). La loi de commande qui correspond au choix eﬀectue´ pour k est :
v˜3 =
(
7
6
Q22 +
32
9
Q2 + 4
)(
(2r˜2 + t˜2)
√
1 + t˜2
2 +
s˜2√
1 + s˜22
)
+
x˜3√
1 + x˜32
. (7.47)
7.3 Conclusion.
Graˆce a` la formule (7.47) que nous venons d’e´tablir, nous de´duisons que la commande :
u = r1 +
cos(t)√
1+cos(t)2
− cos(t) + 2 sin(t)− cos(t)t˜2
2√
1+cos2(t)
(√
1+cos2(t)+
√
1+t21
)
+ 1108
s˜2− 2t˜2)√
1+s˜2
2(3+2t˜2
2
)
+ 1324
(
7
6Q
2
2 +
32
9 Q2 + 4
) (
(2r˜2 + t˜2)
√
1 + t˜2
2 + s˜2√
1+s˜2
2
)
+ 1324
x˜3√
1+x˜3
2
(7.48)
avec
x˜2 = x1 + cos(t) +
∫ t
0
arcsin
(
1√
2
sin(s)
)
ds ,
s˜2 = s1 + t1 − 2 cos(t)− sin(t) + arcsin
(
1√
2
sin(t)
)
,
t˜2 = t1 − cos(t) , r˜2 = r1 + sin(t)
Q2 = 2t˜2
2 + r˜22 + t˜2 r˜2 +
√
1 + s˜22 − 1
(7.49)
est solution pour le syste`me (2.444) du proble`me de suivi asymptotique uniforme de la trajectoire
de sortie t1r = cos(t).
Conclusion
Nous avons propose´ une construction Lyapunov de lois de commandes stabilisantes pour la classe
des syste`mes de la forme x˙ = h(x, y, u), y˙ = f(y, u) , en ayant suppose´ la stabilisabilite´ asymp-
totique globale du sous syste`me en y. Nous avons e´galement montre´ que, si cette stabilisation
peut se faire au moyen d’une commande sature´e, il en est de meˆme pour le syste`me total. Nous
avons appele´ notre technique ajout d’inte´gration, puisque les hypothe`ses requises sur le sous
syste`me en x portent principalement sur le fait que les composantes en x inte`grent des fonctions
de y et de u.
L’outil technique fondamental peut eˆtre utilise´ de fac¸on combine´e avec d’autres. En parti-
culier, l’avantage qu’il y a a` posse´der des fonctions de Lyapunov assigne´es fait que celui-ci se
combine fort bien avec la technique d’ajout d’un inte´grateur et permet la construction de lois
de commande adaptatives (voir a` ce sujet [56]).
Nous avons applique´ cet outil de fac¸on re´cursive pour prouver la stabilite´ asymptotique
globale de syste`mes ayant une structure re´currente spe´ciale et dont la forme a e´te´ appele´e forme
feedforward. Ces syste`mes ne sont ge´ne´riquement pas line´arisables pas bouclage dynamique.
En outre, aﬁn d’ame´liorer l’inte´reˆt pratique de nos re´sultats, et notamment de pourvoir
proce´der par re´currence de fac¸on explicite, nous avons pu, dans un cas particulier, modiﬁer la
fonction de Lyapunov que nous avions employe´e aﬁn d’obtenir que la de´rive´e de Lie de celle-ci
soit de´ﬁnie ne´gative lorsque les dimensions des variables d’inte´gration successivement ajoute´es
sont supe´rieure ou e´gale a` deux.
Ensuite, nous avons adapte´ les diverses ide´es dont nous venons de parler au proble`me im-
portant de suivi de trajectoire pour des syste`mes ayant une structure feedforward.
Remarquons que les diverses applications de nos techniques que nous avons eﬀectue´ montre
que les preuves de nos re´sultats, de par leur aspect constructif, sont plus utile que ces re´sultats
eux meˆme.
Au cour de ces travaux, axe´s sur des proble`mes profonde´ment non-line´aires n’employant
que peu les proprie´te´s ve´riﬁe´es par les line´arisations des divers syste`mes conside´re´s et pas du
tout celle de partielle line´arisabilite´, il est apparut que l’emploi de commandes sature´es, qui,
il n’y a pas longtemps encore, e´tait dans le cas line´aire conside´re´ comme mal aise´, permet
d’obtenir d’importants re´sultats qui loin d’eˆtre simplement the´oriques se sont imme´diatement
ave´re´ avoir des applications pratiques inte´ressantes. Signalons encore que parmi les ame´liorations
qui seraient peut eˆtre susceptibles d’eˆtre apporte´es a` la technique que nous avons propose´,
il pourrait y avoir la mise en place de re´sultats re´cursif portant sur des syste`mes de formes
feedforward pour lesquels l’exponentielle stabilite´ ne serait pas obtenue a` chaque e´tape.
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Annexes
A Illustration de [72, Theorem 2.1].
Aﬁn de rappeler de quelle fac¸on proce`de la technique de stabilisation de syste`mes feedforward
au moyen de saturations line´aires emboˆıte´es, nous donnons ici l’Example 4.2 traite´ dans [72].
Le syste`me conside´re´ est le suivant :⎧⎪⎪⎨⎪⎪⎩
x˙1 = x1 + θ(t)x22
x˙2 = x3
x˙3 = u
(A.1)
ou` u est l’entre´e et θ une fonction du temps de norme borne´e par une constante K connue.
Re´sultat. L’origine du syste`me (A.1) est globalement asymptotiquement stabilise´ et localement
exponentiellement stabilise´ par une loi de commande :
u = −σ3(x3 + σ2(x2 + x3 + σ1(x1 + 2x2 + x3))) (A.2)
ou` chaque σi est une saturation line´aire (voir les de´ﬁnitions de base) associe´e a` des constantes
(Li,Mi) choisies de fac¸on approprie´e.
Preuve. Avec le changement de variables :
y1 = x1 + 2x2 + x3
y2 = x2 + x3
y3 = x3
(A.3)
et la loi de commande
u = −σ3(x3 + σ2(x2 + x3 + σ1(x1 + 2x2 + x3))) (A.4)
le syste`me (A.1) devient :⎧⎪⎪⎨⎪⎪⎩
y˙1 = y2 + y3 − σ3(y3 + σ2(y2 + σ1(y1))) + θ(t)(y2 − y3)2
y˙2 = y3 − σ3(y3 + σ2(y2 + σ1(y1)))
y˙3 = −σ3(y3 + σ2(y2 + σ1(y1)))
(A.5)
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Soit V3(y3) = y23 . Alors :
V˙3(y3) = − 2y3σ3(y3 + σ2(y2 + σ1(y1))) . (A.6)
Prenons L3 = 1, M3 = 2 et M2 < 12 . Alors, pour une constante c > 0
V˙3(y3) < − c , ∀ y3 : |y3| ≥ 2M2 . (A.7)
Par conse´quent, y3 entre au bout d’un temps ﬁni t3 dans l’ensemble :
Q3 = {y3 : |y3| < 2M2} (A.8)
et y reste par la suite. Puisque L3 = 1 et M2 < 12 ,
u = − y3 + σ2(y2 + σ1(y1)) , ∀y3 ∈ Q3 . (A.9)
Donc, pour tout t ≥ t3, le syste`me (A.5) se comporte comme :⎧⎪⎪⎨⎪⎪⎩
y˙1 = y2 − σ2(y2 + σ1(y1))) + θ(t)(y2 − y3)2
y˙2 = −σ2(y2 + σ1(y1))
y˙3 = − y3 − σ2(y2 + σ1(y1))
(A.10)
Etudions maintenant l’e´volution de la variable y2. Prenons M1 < L22 . Alors par le meˆme
raisonnement que celui applique´ pour prouver que y1 entre dans Q3, on montre que y2 entre au
bout d’un temps ﬁni t2 dans l’ensemble Q2 de´ﬁni par :
Q2 = {y2 : |y2| < 2M1} . (A.11)
et y reste par la suite. Donc que pour tout t ≥ t2 ≥ t3, le syste`me (A.5) se comporte comme :⎧⎪⎨⎪⎩
y˙1 = −σ1(y1) + θ(t)(y2 − y3)2
y˙2 = − y2 − σ1(y1)
y˙3 = − y3 − y2 − σ1(y1)
(A.12)
Etudions maintenant l’e´volution de la variable y1. La de´rive´e de :
V1(y1) = y21 (A.13)
le long de (A.12) donne
V˙1(y1) = − 2y1σ1(y1) + 2y1θ(t)(y2 − y3)2 . (A.14)
Puisque pour tout t ≥ t2, on a :
|y3| ≤ 2M2 , |y2| ≤ 2M1 ≤ 2M2 , (A.15)
pour tout t ≥ t2, on a :
V˙1(y1) = − 2y1σ1(y1) + 32KM22 |y1| . (A.16)
On peut choisir L1 = M12 . Alors la croissance de σ implique que pour tout y1 de norme
supe´rieure a` L1,
V˙1(y1) ≤
(−M1 + 32KM22 )M12 . (A.17)
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Donc, en prenant M2 ∈
]
0, 1
8
√
2(K+1)
[
et M1 ∈
]
64KM22 ,
M2
2
[
, on a :
V˙1(y1) < −M
2
1
4
, ∀ y1 : |y1| ≥ L1 = M12 . (A.18)
On en de´duit qu’au bout d’un temps ﬁni t1, y1 entre dans l’ensemble Q1 de´ﬁni par :
Q1 =
{
y1 : |y1| < M12
}
(A.19)
et y reste par la suite. Alors, le syste`me (A.12) se comporte, apre`s le temps t1 ≥ t2 ≥ t3,
comme : ⎧⎪⎪⎨⎪⎪⎩
y˙1 = − y1 + ϕ1(y2, y3, t)
y˙2 = − y2 − y1
y˙3 = − y3 − y2 − y1
(A.20)
avec
ϕ1(y2, y3, t) = θ(t)(y2 − y3)2 (A.21)
qui ve´riﬁe :
|ϕ1(y2, y3, t)| ≤ 2K(2M1|y2|+ 2M2|y3|) . (A.22)
Le syste`me (A.20) peut donc eˆtre vu comme un syste`me line´aire exponentiellement stable per-
turbe´ par un terme majore´ par une fonction line´aire dont les coeﬃcients peuvent eˆtre choisis
arbitrairement petits. Donc, en choisissant convenablement M1 et M2, on obtient un syste`me
globalement asymptotiquement stable et localement exponentiellement stable a` l’origine.
Ceci termine notre preuve. 
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B Deux variantes de l’hypothe`se A2.
Comme nous l’avons mentionne´ dans la section 1.1.2, un des points de´licats et restrictifs de la
technique de Jurdjevic et Quinn est l’hypothe`se A2. Dans ce paragraphe, nous proposons deux
variantes a` cette hypothe`se A2.
B.1 Hypothe`se A2’.
Pour simpliﬁer, supposons que la variable x2 ne soit pas pre´sente.
Hypothe`se A2’ : Il existe des fonctions g2(x1, y, u) et λ(u) continues, λ(u) e´tant une matrice
syme´trique de´ﬁnie positive pour tout u 
= 0 et des fonctions γ1, γ2 continues, de classe K∞ telles
que, pour G de´ﬁnie en (1.22) :
lim sup
y→0
|G(x1, y, u)− g2(x1, y, u)λ(u)|
γ1(W (y))
< +∞ , ∀x1, u . (B.1)
lim inf
|u|→0
|λ(u)u|
m(|u|)γ1(γ2(m(|u|))) = +∞ . (B.2)
ou` m est une fonction continue, ze´ro en ze´ro, strictement croissante sur un voisinage de l’origine
telle que |u|
m(|u|) est une fonction continue ze´ro en ze´ro strictement croissante sur un voisinage
de l’origine,
γ1(w)γ−12 (w) < w , w 
= 0 , (B.3)
et x1 = 0 est la seule solution de :
x˙1 = h0(x1) ,
∂Q
∂x1
(x1)h0(x1) = 0 , g2(x1, 0, 0) = 0 . (B.4)
The´ore`me B.1 Si les hypothe`ses A1 et A2’ sont ve´riﬁe´es, alors pour tout u appartenant a`
(0,+∞], il existe une fonction ξ continue et positive telle que la loi de commande :
us = −ξ(x1, y)g2(x1, 0, 0) (B.5)
stabilise globalement asymptotiquement l’origine de (2.1) et est borne´e par u.
Preuve. Pour prouver ce re´sultat, nous de´rivons V (y) + Q(x1) par rapport au temps :
˙︷ ︷
V (y) +Q(x1) = −W (y)− R(x1) + G(x1, y, u)u . (B.6)
La condition (B.1) implique l’existence d’une fonction continue positive Γ1 telle que :
|(G(x1, y, u)u− g2(x1, y, u)λ(u)u)| ≤ Γ1(x1, y, u)|u|γ1(W (y))
≤ Γ1(x1, y, u)|u|γ1(γ2(Γ1(x1, y, u)|u|))
+ γ1(W (y))γ−12 (W (y)) .
(B.7)
Mais avec (B.4), il existe une fonction de´ﬁnie positive γ3 telle que :
w− γ1(w)γ−12 (w) ≥ γ3(w) . (B.8)
152 Annexe B
Donc (B.6) donne :
˙︷ ︷
V (y) +Q(x1) = − γ3(W (y))− R(x1) + Γ1(x1, y, u)|u|γ1(γ2(Γ1(x1, y, u)|u|))
+ g2(x1, y, u)λ(u)u .
(B.9)
D’apre`s (B.2), |u|m(|ul) est une fonction continue ze´ro en ze´ro strictement croissante sur un voisinage
de l’origine de sorte qu’il existe une fonction de´ﬁnie positive ψ telle que si :
|u| ≤ ψ(x, y) (B.10)
on ait :
Γ1(x1, y, u)|u| ≤ m(|u|) . (B.11)
Alors
Γ1(x1, y, u)|u|γ1(γ2(Γ1(x1, y, u)|u|)) ≤ m(|u|)γ1(γ2(m(|u|)) . (B.12)
D’apre`s (B.2), il existe une fonction n ze´ro en ze´ro, telle que pour tout v, n(v) soit coline´aire a`
v et que son produit scalaire avec ce vecteur soit positif et :
m(|u|)γ1(γ2(m(|u|))) ≤ n(u)λ(u)u , ∀u : |u| ≤ c . (B.13)
Donc :
Γ1(x1, y, u)|u|γ1(γ2(Γ1(x1, y, u)|u|)) ≤ n(u)λ(u)u . (B.14)
Maintenant, pour conclure, il suﬃt d’observer que pour la loi de commande :
us = − ξ(x1, y)g2(x1, 0, 0) , (B.15)
ou` ξ(x1, y) est une fonction positive continue, non nulle de`s que g2(x1, 0, 0) est non nulle et
suﬃsamment petite, on a :
−n(− ξ(x1, y)g2(x1, 0, 0))λ(− ξ(x1, y)g2(x1, 0, 0))ξ(x1, y)g2(x1, 0, 0)
≤ 14g2(x1, 0, 0)λ
(− ξ(x1, y)g2(x1, 0, 0)) ξ(x1, y)g2(x1, 0, 0) . (B.16)
En suite en adaptant le lemme 1.5 au cas de la fonction g2(x1, y, us)λ(us)us puis enﬁn en appli-
quant le principe d’invariance de LaSalle, il est possible de conclure.

Example B.2 : Le The´ore`me B.1 s’applique au syste`me suivant :
x˙1 = u3
y˙ = − y3 + y2u
(B.17)
En eﬀet, prenons V (y) = y2 et Q(x1) =
√
1 + x21 − 1.
1. L’hypothe`se A1 est ve´riﬁe´e : pour u = 0, on a
˙︷ ︷
V (y) = −2y4.
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2. On a :
G(x1, y, u) = 2y3u+ x1√
1 + x21
u3 . (B.18)
Donc, avec
λ(u) = u2 , g2(x1, y, u) =
x1√
1 + x21
(B.19)
on a :
G(x1, y, u) = 2y3 + x1√
1 + x21
λ(u) . (B.20)
En prenant γ1(s) = 2s
3
4 , (B.1) est ve´riﬁe´e. D’un autre coˆte´, en prenant :
m(w) = w
9
10 , γ2(w) = 20w3 (B.21)
(B.2) et (B.3) sont ve´riﬁe´es et wm(w) a les proprie´te´s requises.
3. On a g2(x1, y, u) = x1√
1+x21
et donc x1 = 0 est la seule solution de : g2(x1, 0, 0) = 0.
Dans ce cas, on obtient :
u = − x1√
1 + x21
. (B.22)
Remarquons maintenant que, sur un voisinage de l’origine, 12y
4 ≤ 34γ3(W (y)) avec γ3(s) = 34s.
Le terme y4 ne modiﬁe pas le re´sultat de stabilite´ obtenu pour (B.17). L’origine du syste`me :
x˙1 = 12y
4 + u3
y˙ = − y3 + y2u
(B.23)
est donc globalement asymptotiquement stable lorsqu’est applique´e la loi de commande (B.22).

B.2 Hypothe`se A2”.
De´composons la fonction G(x1, x2, y, u)u, dont la formule est donne´e par (1.22), sous la forme
suivante :
G(x1, x2, y, u)u = G1(x1, x2, y, u1)u1 + G2(x1, x2, y, u1, u2)ζ(y)u2 (B.24)
ou` u = (u1 , u

2 )
, ou`, pour tout y, ζ(y) est une matrice syme´trique positive et ou` G1(x1, x2, y, u)
et G2(x1, x2, y, u) sont des fonctions de classe C1, nulles en ze´ro.
Hypothe`se A2” : La fonction V satisfaisant la condition (1.7) de l’hypothe`se A1 est telle que :
• Soit G2(x1, x2, y, u) ne de´pend pas de u2, soit il existe une fonction strictement positive
ε(x1, x2, y) telle que1 :∣∣∣G2(x1, x2, y, 0)ζ(y) 12 ∣∣∣∣∣∣ζ(y) 12 ∣∣∣ ≥ ε(x1, x2, y)|G2(x1, x2, y, 0)| (B.25)
pour tout y appartenant a` un voisinage de l’origine.
1ζ(y)
1
2 est une matrice syme´trique solution de ζ(y)
1
2 ζ(y)
1
2 = ζ(y).
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• x1 = 0 est la seule solution de :
x˙1 = h0(x1) ,
∂Q
∂x1
(x1)h0(x1) = 0 , f2(x1, 0, 0, 0) [0 G2(x1, 0, 0, 0)] = 0 ,
G1(x1, 0, 0, 0) = 0 .
(B.26)
Nous avons le re´sultat suivant :
The´ore`me B.3 Si les hypothe`ses A1 et A2” sont ve´riﬁe´es, alors pour tout u appartenant a`
(0,+∞], il existe une loi de commande borne´e par u qui fait de l’origine une solution globalement
asymptotiquement stable du syste`me (1.4).
Remarque B.4 :
1. Si on peut choisir une de´composition de G dans laquelle G1 n’est pas pre´sente et ζ(0) = 0,
alors A2 n’est ve´riﬁe´e que si x˙1 = h0(x1) est globalement asymptotiquement stable, tandis
que A2” peut l’eˆtre meˆme si x˙1 = h0(x1) n’est pas globalement asymptotiquement stable.
(Voir l’exemple B.5) •
2. L’hypothe`se A2” de´pend de la fonction V ve´riﬁant (1.7), tandis que A2 ne de´pend que
des fonctions h0, h2, Q. Ce fait peut eˆtre exploite´ de fac¸on positive (voir exemple B.5).
Remarquons en outre qu’une diﬃculte´ est cause´e par la non unicite´ de la de´composition
(B.24) •
3. La deuxie`me condition de A2” est toujours ve´riﬁe´e si la fonction ζ(y)|ζ(y)| tend vers la matrice
identite´ quand y tend vers ze´ro. C’est en particulier le cas si la dimension de l’entre´e est 1 •
Example B.5 : Le The´ore`me B.3 s’applique au syste`me suivant :⎧⎨⎩ x˙1 = y2u + y4u2y˙ = − y + u (B.27)
Ce nouveau syste`me ne ve´riﬁe pas A2. Par contre, il ve´riﬁe A2” pour certaines fonctions V . En
eﬀet
• Pour
Q(x1) =
1
2
x21 , V (y) =
1
4
y4 , (B.28)
on a :
G(x1, y, u) = x1y2 + x1y4u+ y3 . (B.29)
• En prenant :
ζ(y) = y2 , G2(x1, y, u) = x1 + Y + x1y2u , (B.30)
on a :
G(x1, y, u) = G2(x1, y, u)ζ(y) ,
∣∣∣G2(x1, y, 0)ζ(y) 12 ∣∣∣∣∣∣ζ(y) 12 ∣∣∣ = |G2(x1, y, 0)| (B.31)
et
f2(x1, 0, 0)G2(x1, 0, 0) = x1 . (B.32)
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L’hypothe`se A2” est donc satisfaite. Remarquons que si nous avions pris V (y) = 12y
2, A2” ne
l’aurait pas e´te´.
Puisque A1 l’est, il s’en suit que l’origine de (B.27) est globalement asymptotiquement sta-
bilisable par un feedback continu que l’on peut obtenir d’apre`s le calcul suivant :
˙︷ ︷
1
2
x21 +
1
4
y4 = − y4 + y2(x1 + y)u+ x1y4u2 . (B.33)
On en de´duit que le feedback : u = − (x1+y)x21
2
√
x21+y
2(1+x41)
donne le re´sultat de´sire´. 
Preuve du The´ore`me B.3. Nous allons prouver ce The´ore`me, en nous limitant toutefois aux
de´compositions pour lesquelles G1 n’est pas pre´sente. En eﬀet, la de´monstration dans le cas
ge´ne´ral se de´duit ensuite de la preuve du The´ore`me 1.1.
Nous supposons donc que :
G(x1, x2, y, u) = G2(x1, x2, y, u2)ζ(y)u2 . (B.34)
Prenons u2 de la forme :
u2(x1, x2, y) = −ξ(x1, x2, y)G2(x1, x2, y, 0) (B.35)
ou` ξ est une fonction de classe C1 positive.
Montrons que nous pouvons choisir la fonction ξ de telle sorte que l’ine´galite´ suivante soit
satisfaite :
G2(x1, x2, y, u2)ζ(y)G2(x1, x2, y, 0) ≥ 0 . (B.36)
Notons par Φ la diﬀe´rence :
Φ(x1, x2, y, u2) = G2(x1, x2, y, u2) − G2(x1, x2, y, 0) . (B.37)
Nous avons :
G2(x1, x2, y, u2)ζ(y)G2(x1, x2, y, 0) =
∣∣∣ζ(y) 12G2(x1, x2, y, 0)∣∣∣2
+Φ(x1, x2, y, u2)ζ(y)G2(x1, x2, y, 0)
≥
∣∣∣ζ(y) 12G2(x1, x2, y, 0)∣∣∣2
−
∣∣∣Φ(x1, x2, y, u2)ζ(y) 12 ∣∣∣ ∣∣∣ζ(y) 12G2(x1, x2, y, 0)∣∣∣ .
(B.38)
La question est donc de savoir si on peut choisir ξ pour que l’ine´galite´ :
1
2
∣∣∣ζ(y) 12G2(x1, x2, y, 0)∣∣∣ ≥ |Φ(x1, x2, y, u2)ζ(y) 12 | (B.39)
soit ve´riﬁe´e. Une condition suﬃsante pour que tel soit le cas est :∣∣∣ζ(y) 12G2(x1, x2, y, 0)∣∣∣∣∣∣ζ(y) 12 ∣∣∣ ≥ 2|Φ(x1, x2, y, u2)| . (B.40)
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La de´ﬁnition de Φ et le fait que G2 soit de classe C1 implique qu’il existe une fonction positive
et continue Φ̂(x1, x2, y, u) telle que :
Φ̂(x1, x2, y, u)|u| ≥ |Φ(x1, x2, y, u)| . (B.41)
Graˆce a` (B.25) et (B.41), on voit qu’il suﬃt que ξ satisfasse :
0 ≤ ξ(x1, x2, y) ≤ ε(x1, x2, y)
2(1 + |G2(x1, x2, y, 0)|)(1+ ε(x1, x2, y))
(
1 + sup
{|u|≤1}
Φ̂(x1, x2, y, u)
) .
(B.42)
Alors, pour chaque fonction ξ ve´riﬁant (B.42), on obtient :
˙︷ ︷
Q(x1) + S(x2) + V (y) ≤ −R(x1)− T (x2)− W (y)
− ξ(x1, x2, y)G2(x1, x2, y, u2)ζ(y)G2(x1, x2, y, 0) ≤ 0 .
(B.43)
Appliquons le principe d’invariance de LaSalle au syste`me (1.4) boucle´ avec une loi de commande
u2. Conside´rons une solution (x1(t), x2(t), y(t)) telle que pour tout t ≥ 0 :
−W (y(t))− R(x1(t))− T (x2(t))
− ξ(x1(t), x2(t), y(t))G2(x1(t), x2(t), y(t), u2)ζ(y(t))G2(x1(t), x2(t), y(t), 0) = 0 .
y˙(t) = f0(y(t)) + f2(x1(t), x2(t), y(t), u2)u2
x˙1(t) = h0(x1(t)) + h2(x1(t), x2(t), y(t), u2)uξ
(B.44)
Alors, le fait que W et T soient de´ﬁnies positives implique que pour tout t ≥ 0,
y(t) = 0 , x2(t) = 0 . (B.45)
Il s’en suit que pour tout t ≥ 0 :
R(x1(t)) = 0 , f2 (x1(t), 0, 0, u2(x1(t), 0, 0))G2(x1(t), 0, 0, 0) = 0 . (B.46)
Mais le fait que f2 soit de classe C1 implique qu’il existe une fonction continue F2 telle que :
f2 (x1, 0, 0, u) = f2(x1, 0, 0, 0)+< F2(x1, u), u > . (B.47)
Graˆce a` la deuxie`me condition de (B.46) et a` la de´ﬁnition de u2, il s’en suit que :∣∣f2(x1(t), 0, 0, 0)G2(x1(t), 0, 0, 0)∣∣
=
ξ(x1(t), 0, 0)
∣∣< F2 (x1(t), uξ(x1(t), 0, 0))G2(x1(t), 0, 0, 0), G2(x1(t), 0, 0, 0)>∣∣ .
(B.48)
Choisissons la fonction ξ sous la forme :
ξ(x1, x2, y) = ϕ(x1, x2, y)
∣∣∣f2(x1, x2, y, 0)G2(x1, x2, y, 0)∣∣∣ (B.49)
ou` ϕ est une fonction telle que ϕ(x1, 0, 0) soit strictement positive et l’ine´galite´ (B.42) soit
satisfaite. Supposons qu’il existe t tel que
f2(x1(t), 0, 0, 0)G2(x1(t), 0, 0, 0) 
= 0 (B.50)
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Alors, d’apre`s (B.49), on peut simpliﬁer (B.48) pour obtenir :
ϕ(x1(t), x2(t), y(t))
∣∣∣< F2 (x1(t), u2(x1(t), 0, 0))G2(x1(t), 0, 0, 0), G2(x1(t), 0, 0, 0) >∣∣∣ = 1 .
(B.51)
Mais en choisissant :
ϕ(x1, x2, y) ≤ 12
1
|G2(x1, x2, y, 0)|2 sup
|u|≤1
|F2(x1, u)|+ 1 (B.52)
(B.51) ne peut eˆtre ve´riﬁe´e. Donc (B.50) est faux et :
f2(x1(t), 0, 0, 0)G2(x1(t), 0, 0, 0) = 0 , ∀ t ≥ 0 . (B.53)
Puisque la loi de commande que nous conside´rons est :
u2(x1, x2, y) = −ϕ(x1, x2, y)
∣∣∣f2(x1, x2, y, 0)G2(x1, x2, y, 0)∣∣∣G2(x1, x2, y, 0) , (B.54)
on a pour tout t ≥ 0 :
u2(x1(t), x2(t), y(t)) = 0 . (B.55)
Par conse´quent :
x˙1(t) = h0(x1(t)) . (B.56)
Nous en de´duisons maintenant graˆce a` la dernie`re des conditions de A2” que x1(t) = 0 pour
tout t ≥ 0.
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C Preuve du lemme 1.5.
Notre preuve s’appuie sur la proposition suivante :
Proposition C.6 Soit a une fonction appartenant a` C0(Rm ×Rn;Rp). Pour tout k, il existe
deux fonctions γ0 et γ1, de classe K∞, telles que pour tout (x, y) appartenant a` Rm × Rn,
l’ine´galite´ :
|a(x, y)− a(x, 0)| ≤ γ0(|y|)
[
1 + γ1(|x|2 + |y|2)
]
. (C.57)
soit ve´riﬁe´e, γ1 e´tant de plus Ck.
Preuve. Soit
b(x, y) = |a(x, y)− a(x, 0)| . (C.58)
De´ﬁnissons deux fonctions γ˜0 et γ˜1. Pour tout s, strictement positif, on pose :
γ˜0(s) = max{(x,y):|y|≤s}
{
b(x, y)
1 + |x|+ b(x, y)2
}
, γ˜1(s) = max{(x,y):|x|2+|y|2≤s}
{
1 + |x|+ b(x, y)2}
(C.59)
et pour s = 0, on pose :
γ˜0(0) = 0 , γ˜1(0) = 1 . (C.60)
Puisque b est une fonction continue et que b(x,y)
1+|x|+b(x,y)2 converge vers ze´ro quand x tend vers
l’inﬁni, γ˜0 et γ˜1 sont bien de´ﬁnies, non de´croissantes et continues en s = 0. Ceci nous permet
de de´ﬁnir deux fonctions de classe K∞, γ0 et γ1 de la fac¸on suivante :
γ0(s) =
1
s
∫ 2s
s
γ˜0(t)dt+ s ≥ γ˜0(s) + s , (C.61)
γ1(s) =
1
s
∫ 2s
s
(γ˜1(t)− 1) dt + s ≥ (γ˜1(s)− 1) + s . (C.62)
Par construction, nous avons, pour tout (x, y) dans Rm × Rn,
b(x, y) ≤ b(x, y)
1 + |x|+ b(x, y)2
[
1 + |x|+ b(x, y)2] ≤ γ0(|y|) [1 + γ1(|x|2 + |y|2)] . (C.63)
De´ﬁnissons alors :
γ0(s) = (1 + γ1(1))γ0(s) , (C.64)
γ1(s) =
∫ 2s
0
∫ 2s1
0
. . .
∫ 2sk−1
0
γ1(sk)
1 + γ1(1)
dsk dsk−1 . . .ds1 . (C.65)
Puisque, pour tout s ≥ 1, nous avons :
γ1(s) ≥ γ1(s)1 + γ1(1)
, (C.66)
nous de´duisons :
γ0(|y|)
[
1 + γ1(|x|2 + |y|2)
] ≤ γ0(|y|) [1 + γ1(|x|2 + |y|2)] (C.67)
et donc (C.57). De plus γ1 est Ck sur [0,+∞). 
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Remarque C.7 : Dans l’e´nonce´ ci-dessus, si a est dans C1(Rm × Rn;Rp), on peut prendre :
γ0(|y|) = c |y| (C.68)
ou` c est un nombre re´el positif. En eﬀet, dans ce cas, on a :
|a(x, y)− a(x, 0)| ≤ |y|
∣∣∣∣∫ 1
0
∂a
∂y
(x, sy)ds
∣∣∣∣ . (C.69)
On peut donc prendre :
γ˜0(s) = s , γ˜1(s) = max{(x,y):|x|2+|y|2≤s}
{
1 +
∣∣∣∣∫ 1
0
∂a
∂y
(x, sy)ds
∣∣∣∣} . (C.70)
Prouvons maintenant le Lemme 1.5. Puisque G est C0, la proposition C.6 s’applique et donc
il existe deux fonctions γ0 et γ1 de classe K∞ telles que, avec (1.24) pour choix, on a :
G(x, u(x)) u(x) ≤ −λ(x) |G(x, 0)|2 (C.71)
+ γ0(λ(x)|G(x, 0)|)λ(x) |G(x, 0)|
[
1 + γ1(|x|2 + λ(x)2|G(x, 0)|2)
]
.
Pour obtenir (1.26), il suﬃt donc que λ soit solution de :
λ(x)|G(x, 0)| ≤ γ−10
(
1
2
|G(x, 0)|
1 + γ1(|x|2 + λ(x)2|G(x, 0)|2)
)
. (C.72)
Si G est C1, alors, d’apre`s (C.68), l’ine´galite´ (C.72) donne :
λ(x) ≤ 12c
1
1 + γ1(|x|2 + λ(x)2|G(x, 0)|2) . (C.73)
Puisque la fonction γ1 est croissante, une solution est :
λ(x) = λ0
1
1 + γ1(|x|2 + λ20|G(x, 0)|2)
1
1 + |G(x, 0)|2 . (C.74)
avec :
λ0 = min
{
1
c , 2u
}
. (C.75)
Puisque γ1 peut eˆtre obtenue aussi re´gulie`re que l’on veut, cette fonction λ est aussi re´gulie`re
que G(x, 0). De plus les contraintes (1.25) a` (1.27) sont satisfaites.
Si G est C0, une solution de (C.72) satisfaisant les contraintes (1.25) et (1.26) est :
λ(x) = min
{
u
1 + |G(x, 0)| , γ
−1
0
(
1
2
|G(x, 0)|
1 + γ1(|x|2 + u2|G(x, 0)|2)
)
1
1 + |G(x, 0)|
)
. (C.76)

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D Preuve du fait 1.8.
Tout d’abord, remarquons qu’il est possible de simpliﬁer le proble`me en supprimant la matrice
Q au moyen d’un changement de variables et de notations. En eﬀet, puisque Q est une matrice
syme´trique de´ﬁnie positive, il existe une matrice syme´trique de´ﬁnie positive P telle que P 2 = Q.
Alors en posant :
x˜ = Px , D˜ = PD , M˜ = PMP−1 (D.1)
on obtient les e´quations :
˙˜x = M˜x˜ , x˜D˜ = 0 , x˜M˜x˜ = 0 (D.2)
et l’e´galite´ :
M˜ + M˜ = 0 . (D.3)
Pour simpliﬁer, gardons les lettres employe´es initialement et conside´rons x(t), une trajectoire
qui satisfait les hypothe`ses du fait 1.8. Alors pour toute matrice L compatible au niveau des
dimensions :
x˙ = Mx = −
(
M + LD
)
x + LDx +
(
M + M
)
x . (D.4)
Puisque −(M + M) est une matrice syme´trique non ne´gative et que x(M + M)x = 0,
ne´cessairement
(
M +M
)
x = 0. D’un autre cote´, puisque x(t) est suppose´e satisfaire les
hypothe`ses du fait 1.8 on sait que : Dx = 0. Par conse´quent, nous avons :
x˙ = −
(
M + LD
)
x . (D.5)
Puisque (M,D) est stabilisable, c’est un re´sultat bien connu que
(
M, D
)
est de´tectable.
Donc, L peut eˆtre choisi de telle sorte que la matrice − (M + LD) soit instable. Puisque M
est une matrice stable et x(t) est solution de (D.4) et de (D.5), il s’agit ne´cessairement de la
solution ze´ro . 
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E Fonctions dominantes.
Soient V et W des fonctions continues telles que V soit de´ﬁnie positive et propre et W soit
de´ﬁnie positive.
Lemme E.1 Soit κ une fonction continue, positive, satisfaisant :
lim sup
Y→0
{
κ(Y )
W (Y )
}
< +∞ . (E.1)
Sous ces conditions, il existe une fonction K, positive, propre et de classe C1 telle que :
K ′(t) > 0 , ∀ t ≥ 0 (E.2)
et
K ′(V (Y ))W (Y ) ≥ c κ(Y ) . (E.3)
Preuve : La condition (E.1) impose´e sur κ, la continuite´ de κ et le fait que V soit une fonction
propre de´ﬁnie positive garantissent l’existence de deux nombres re´els strictement positifs c1, c2
tels que :
κ(Y )
W (Y )
≤ c1 ∀Y : V (Y ) ≤ c2 . (E.4)
Nous de´ﬁnissons sur [0,+∞[ une fonction K comme suit :
K(v) = sup
{Y :V (Y )≤v}
{
max
{
c1,
κ(Y )
W (Y )
}}
. (E.5)
Elle est positive, croissante et identiquement e´gale a` c1, un nombre re´el positif suﬃsamment
grand, sur un voisinage de 0. Ainsi nous pouvons de´ﬁnir un autre fonction positive sur [0,+∞)
par :
K(v) =
∫ v+1
v
K(s)ds+ v . (E.6)
Cette fonction est continue, strictement positive et propre. En outre, nous avons :
K(V (Y )) ≥ K(V (Y )) ≥ κ(Y )
W (Y )
. (E.7)
En prenant :
K(s) = c
∫ s
0
K(σ)dσ . (E.8)
la preuve s’ache`ve.
Remarque E.2 : La fac¸on dont la fonction K a e´te´ construite durant cette de´monstration ne
doit pas induire en erreur : Quand toutes les fonctions mises en jeu sont connues, il est possible
d’obtenir sans trop de diﬃculte´s une formule explicite pour la fonction K •

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F Preuve du lemme 2.21
Soit Θ un ensemble ouvert borne´ de Rn. Remarquons tout d’abord que puisque la matrice
A = ∂F0∂Y (0) est asymptotiquement stable, la fonction Ψ de´ﬁnie par :
Ψ(s, Y ) = exp
(−12As) Φ(s, Y ) . (F.1)
est borne´e sur R≥0 × Θ ainsi que ∂Ψ∂Y . Cela implique en particulier que :
lim
s−→+∞ s
2|Φ(s, Y )| < +∞ (F.2)
uniforme´ment en Y ∈ Θ. En outre, puisque H10(Y ) est de classe C1, ze´ro en ze´ro, et | exp(−Ms)|
est borne´, nous avons graˆce a` l’ine´galite´ triangulaire :
lim
s−→+∞ s
2| exp(−sM1)H10(Φ(s, Y ))| < +∞ (F.3)
uniforme´ment en Y ∈ Θ. Il s’en suit que :∫ +∞
0
|exp(−sM1)H10(Φ(s, Y ))| ds < +∞ , (F.4)
qui prouve que la fonction P1 donne´e par la formule (2.236) est bien de´ﬁnie.
Pour prouver que cette fonction est C1, nous montrons que les hypothe`ses de [14, Theorem
(3.150)] sont ve´riﬁe´es.
1. Pour tout s ∈ R≥0, la fonction exp(−sM)H10(Φ(s, Y )) est continuement diﬀe´rentiable
pour tout Y appartenant a` Θ.
2. Nous avons :
∂
∂Y
[exp(−sM1)H10 (Φ(s, Y ))] = exp(−sM1)∂H10
∂Y
(Φ(s, Y ))
∂Φ
∂Y
(s, Y ) ,
= exp(−sM1)∂H10
∂Y
(Φ(s, Y )) exp
(
1
2As
) ∂Ψ
∂Y
(s, Y ) ,
ou` les fonctions
∣∣∣exp(−sM1)∂H10∂Y (Φ(s, Y ))∣∣∣ et ∣∣∂Ψ∂Y (s, Y )∣∣ sont borne´es sur R≥0×Θ. Cela
implique l’existence d’un nombre re´el strictement positif c tel que :∣∣∣∣ ∂∂Y [exp(−sM1)H10(Φ(s, Y ))]
∣∣∣∣ ≤ c ∣∣exp (12As)∣∣ (F.5)
pour tout (s, Y ) appartenant a` R≥0 ×Θ.
3. La fonction
∣∣exp (12As)∣∣ est inte´grable sur [0,+∞).
Ces trois points impliquent que la fonction P1 est C1 et que :
∂P1
∂Y
(Y ) = −
∫ +∞
0
exp(−sM1)∂H10
∂Y
(Φ(s, Y ))
∂Φ
∂Y
(s, Y )ds . (F.6)
Remarquons e´galement que :
Φ(s,Φ(t, Y )) = Φ((s+ t), Y ) , (F.7)
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pour tout (s, t), implique :
∂Φ
∂Y
(s, Y ) f(Y ) = f(Φ(s, Y )) =
∂Φ
∂s
(s, Y ) . (F.8)
Par conse´quent, on a :
∂P1
∂Y
(Y ) f(Y ) = −
∫ +∞
0
exp(−sM1)∂H10
∂Y
(Φ(s, Y ))
∂Φ
∂s
(s, Y )ds . (F.9)
= −H10(Y ) +
∫ +∞
0
(−M1) exp(−sM1)H10(Φ(s, Y ))ds . (F.10)
Ainsi, l’e´galite´ (2.234) est-elle obtenue. 
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G Preuve du lemme 6.2
Premie`re e´tape : Nous montrons l’existence d’une fonction de Lyapunov globale sans nous
pre´occuper des proprie´te´s locales de´sire´es.
Si la commande est v = 0, le sous syste`me en Y de (6.24) ve´riﬁe l’hypothe`se de [32, Theorem
4.7] avec r = +∞. Il s’en suit qu’il existe une fonction continue diﬀe´rentiable V et des fonctions
α1, α2, α3, α4 de´ﬁnies sur [0,+∞[ et de classe K∞ qui satisfont les ine´galite´s :
α1(|Y |) ≤ V (Y, t) ≤ α2(|Y |) , (G.1)
−
(
∂V
∂t
(Y, t) +
∂V
∂Y
(Y, t)F (Y, t)
)
≥ α4(|Y |) . (G.2)
Introduisons la notation :
W (Y, t) = −
(
∂V
∂t
(Y, t) +
∂V
∂Y
(Y, t)F (y˜, t)
)
. (G.3)
Deuxie`me e´tape : Nous montrons l’existence d’une fonction de Lyapunov quadratique pour
le syste`me line´arise´ autour de l’origine. D’apre`s [32, Theorem 4.3], l’hypothe`se H12 et le fait
que A(t) soit continue et borne´e, il existe deux re´els strictement positifs tels que :
d1I ≤ V(t) ≤ d2I (G.4)
ou` V(t) est une fonction de classe C1 de´ﬁnie sur [0,+∞) par
V(t) =
∫ ∞
t
ΦA(s, t)ΦA(s, t)ds . (G.5)
Alors en posant :
VA(η, t) = ηV(t)η (G.6)
on a pour tout t,
˙︷ ︷
VA(η, t)(G.8) = − |η|2 . (G.7)
avec
η˙ = A(t)η . (G.8)
Troisie`me e´tape : Nous construisons la fonction de Lyapunov ﬁnale au moyen de V et VA.
Conside´rons la famille de fonction suivante :
Vω(y, t) = ω ϕR(VA(y, t))VA(y, t) + [1− ϕR(VA(y, t))]V (y, t) (G.9)
ou` ω > 0, R > 0 et ϕR est une fonction re´gulie`re de´croissante telle que :
1.
ϕR(s) = 1 ∀ s ≤ R , (G.10)
2.
ϕR(s) = 0 ∀ s ≥ 2R . (G.11)
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Il est aise´ de voir que chaque fonction Vω est propre, de´ﬁnie positive et de classe C1.
Prenons la de´rive´e par rapport au temps de Vω :
˙︷ ︷
Vω(Y, t) = −Wω(Y, t) (G.12)
avec
Wω(Y, t) = −
(
ωϕR(VA(Y, t))
˙︷ ︷
VA(Y, t) + [1− ϕR(VA(Y, t))]
˙︷ ︷
V (Y, t)
+ϕ′R(VA(Y, t))
˙︷ ︷
VA(Y, t)
[
ωVA(Y, t)− V (Y, t)
])
.
(G.13)
Les proprie´te´s de VA et les conditions (G.10) et (G.11), impliquent :
|Y | ≤
√
R
d2
=⇒ ϕ′R(VA(Y, t)) = 0 ,
|Y | ≥
√
2R
d1
=⇒ ϕ′R(VA(Y, t)) = 0 .
De ces ine´galite´s, on de´duit que Vω a une de´rive´e le long des solutions de (6.18) strictement
ne´gative si le re´el R choisi tel que :
˙︷ ︷
VA(Y, t) ≤ 0 , ∀Y : |Y | ≤
√
R
d2
. (G.14)
et
ωVA(Y, t)− V (Y, t) ≤ 0 , ∀Y ∈ E (G.15)
ou` E est l’ensemble :
E =
{
Y :
√
R
d2
≤ |Y | ≤
√
2R
d1
}
. (G.16)
La condition (G.14) ne pose pas de diﬃculte´ : il suﬃt de prendre R suﬃsamment petit pour que
les termes du premier ordre en Y dominent les autres. Pour montrer que la condition (G.15) est
ve´riﬁe´e pour ω suﬃsamment petit, nous proce´dons de la fac¸on suivante.
Soit YE un point quelconque de E. Alors ne´cessairement, les ine´galite´s suivantes sont
ve´riﬁe´es :
VA(YE , t) ≤ 2R , α1
(√
R
d2
)
≤ V (YE) . (G.17)
Par conse´quent, si :
ω ≤ 1
2R
α1
(√
R
d2
)
(G.18)
l’ine´galite´ :
ωVA(YE , t)− V (YE , t) ≤ 0 (G.19)
est ve´riﬁe´e pour tout YE de E.
On en de´duit que :
Wω(Y, t) > 0 , ∀Y 
= 0 . (G.20)
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Quatrie`me e´tape : Montrons que Vω avec ω satisfaisant (G.18) ve´riﬁe les conditions du lemme
6.2. Prenons δ ≤ R. Alors la de´ﬁnition de Vω et les ine´galite´s (G.4) impliquent pour tout Y
appartenant a` B(0, δ) :
Vω(Y, t) = VA(Y, t)
d1|Y |2 ≤ Vω(Y, t) ≤ d2|Y |2∣∣ ∂Vω
∂Y (Y, t)
∣∣ ≤ d2|Y |
Wω(Y, t) = |Y |2
Par ailleurs, nous avons e´tabli :
Wω(Y, t) ≥ (ωϕR(VA(Y, t)) |Y |2 + [1− ϕR(VA(Y, t))]W (Y, t)
≥ (ωϕR(VA(Y, t)) |Y |2 + [1− ϕR(VA(Y, t))]α4(Y ) .
(G.21)
En prenant :
α3(Y ) ≤ inf
{
ω|Y |2, α4(Y )
}
, (G.22)
on obtient :
Wω(Y, t) ≥ α3(Y ) . (G.23)
Ceci termine notre preuve. 
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H Preuve du lemme 6.3.
D’apre`s [32, Theorem 4.3], il existe une fonction matricielle P (t) continue, borne´e, diffe´rentiable,
syme´trique, solution de :
P˙ (t) = P (t)Q−1(M +D(t)K(t))Q+Q(M +D(t)K(t))Q−1P (t) − I (H.1)
et ve´riﬁant :
0 <
1
c
I ≤ P (t) . (H.2)
Par conse´quent, la de´rive´e de XP (t)X le long des solutions de (6.62) est :
˙︷ ︷
xP (t)x(6.62) = x
 ˙︷ ︷P (t)x+ 2xP (t)(Mx+ ϕ1(t))
= − |x|2 + 2xP (t) [Q−1(K(t)D(t)Q−R)x+ ϕ1(t)] . (H.3)
Nous avons les ine´galite´s suivantes :∣∣2xP (t)Q−1Rx∣∣ ≤ 14 |x|2 + 4|P (t)Q−1|2|Rx|2∣∣2xP (t)ϕ1(t)∣∣ ≤ 14 |x|2 + 4|P (t)|2|ϕ1(t)|2∣∣2xP (t)Q−1K(t)D(t)Qx∣∣ ≤ 14 |x|2 + 4|Q|||Q−1|P (t)|2|K(t)|2|ϕ2(t)|2
(H.4)
et savons que P (t) et K(t) sont borne´es. Nous en de´duisons l’existence d’un nombre re´el positif
c tel que :
˙︷ ︷
xP (t)x ≤ − 1
4
|x|2 + c|Rx|2 + c|ϕ1(t)|2 + c|ϕ2(t)|2 . (H.5)
Puisque R est syme´trique, le nombre c peut eˆtre choisi pour que
|Rx|2 ≤ cxRx = cϕ3(t) . (H.6)
Ainsi en posant :
V (t) = x(t)P (t)x(t) (H.7)
nous obtenons graˆce a` (H.2) :
V˙ (t) ≤ − 1
c
V (t) + c
(
ϕ1(t)2 + ϕ2(t)2 + ϕ3(t)
)
. (H.8)
Les fonctions ϕ21, ϕ
2
2 et ϕ3 e´tant inte´grable, on en de´duit :
lim
t→+∞V (t) = 0 (H.9)
et donc :
lim
t→+∞X(t) = 0 . (H.10)
Ceci termine notre preuve. 
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I Contraintes sur les exposants du syste`me (2.31).
Remarquons pour commencer que le terme de gauche de (2.10) s’e´crit :∣∣∣∣ ∂Q∂x1 (x1)h1(x1, x2, y)y
∣∣∣∣+ ∣∣∣∣ ∂S∂x2 (x2)e1(x1, x2, y)y
∣∣∣∣ = A(x1, x2, y) , (I.1)
ou` :
A(x1, x2, y) = |x1yn1 + xa1+11 yp1 + x1xb12 ym1 |+ |x2yn2 + x2xa21 yp2 + x1+b22 ym2| . (I.2)
I.1 Conditions ne´cessaires pour que l’hypothe`se B3 soit satisfaite.
Nous commenc¸ons par montrer diverses conse´quences de la condition de non inte´grabilite´ (2.11).
Nous verrons ensuite certaines des conse´quences des conditions de continuite´ (2.12) et B3.2.
I.1.1 Conse´quences de (2.11).
En prenant :
y = 1 , x1 = x2 =
√
[2s] , (I.3)
on obtient :
A(
√
[2s],
√
[2s], 1) =
√
[2s]
(
2 + [2s]
a1
2 + [2s]
b1
2 + [2s]
a2
2 + [2s]
b2
2
)
. (I.4)
Avec l’expression de T donne´e en (2.33), l’ine´galite´ (2.10) implique l’existence d’une constante
c > 0 telle que :
√
s
(
1 + s
a1
2 + s
b1
2 + s
a2
2 + s
b2
2
)
≤ c(1 + ρ(s))2 + c(1 + ρ(s))s 12 . (I.5)
Cette ine´galite´ porte sur un polynoˆme de degre´ 2 en 1 + ρ. Elle implique donc la contrainte
suivante :
1 + ρ(s) ≥
c
√
s
(
1 + s
a1
2 + s
b1
2 + s
a2
2 + s
b2
2
)
(
s
1
2 +
√
s +
√
s
(
1 + s
a1
2 + s
b1
2 + s
a2
2 + s
b2
2
)) . (I.6)
Donc la condition de non inte´grabilite´ (2.11) impose :
max {a1, b1, a2, b2} ≤ 1 . (I.7)
Puisqu’on a suppose´ b1 ≥ 1, on a :
b1 = 1 . (I.8)
Une dernie`re conse´quence de la condition de non inte´grabilite´ (2.11) est qu’un choix approprie´
pour la fonction ρ est :
ρ(s) =
√
s . (I.9)
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I.1.2 Conse´quences de (2.12).
Cette condition implique :
κ
(
1
2
y2
)
|y| ≤ c , ∀ |y| ≤ c . (I.10)
Cette ine´galite´ est ve´riﬁe´e pour κ telle que :
0 ≤ κ(s) ≤ c√
s
, ∀ s ∈ [0, c] . (I.11)
D’autre part, en prenant :
y > 0 , x1 = 1 , x2 = 0 , (I.12)
on obtient :
A(1, 0, y) = |yn1 + yp1| . (I.13)
Avec l’expression de W donne´e en (2.33), l’ine´galite´ (2.10) donne :
max
{
s
n1
2 , s
p1
2
}
≤ c κ(s) s q+12 . (I.14)
La condition (I.11) implique donc :
max
{
s
n1
2 , s
p1
2
}
≤ c s q2 , ∀ s ∈ [0, c] . (I.15)
On en de´duit :
q ≤ min {n1, p1} . (I.16)
En prenant x1 = 0 on obtient :
A(0, x2, y) = |x2 yn2 + x22 ym2| . (I.17)
Avec l’expression de W donne´e en (2.33) et l’expression de T donne´e en (2.33), l’ine´galite´ (2.10)
implique l’existence d’une constante c > 0 telle que :
s2n2 + s2m2 ≤ c sq , ∀ s ∈ [0, c] . (I.18)
On en de´duit :
q ≤ min{2n2, 2m2} . (I.19)
Les conditions (2.12) impliquent e´galement :
|x1x2ym1|+ |x2xa21 yp2| ≤ κ
(
1
2y
2
) |y|q+1 (1 + ρ (12x21 + 12x22))2
+
√
κ
(
1
2y
2
)|y| q+12 (1 + ρ (12x21 + 12x22)) |x2| . (I.20)
Donc en prenant x1 = x2, y =
√
s, on obtient graˆce a` (I.11) :
s
m1
2 + s
p2
2 ≤ c (s q2 + s q4 ) , ∀ s ∈ [0, c] . (I.21)
On en de´duit de fac¸on imme´diate que ne´cessairement :
q ≤ min{2p2, 2m1} . (I.22)
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I.1.3 Conse´quences de B3.2.
La condition (2.12) implique que l’hypothe`se B3.2 est ve´riﬁe´e si et seulement la fonction :
κ
(
1
2y
2
)
yr+1 est continue.
Deux cas se pre´sentent donc :
• Premier cas : q < min{n1, p1, 2n2, 2m2, 2p2, 2m1}. Alors κ peut eˆtre localement choisie
ainsi :
κ(s) =
c
s
1
2
−ε , ∀ s ∈ [0, c] . (I.23)
ou` ε est un re´el strictement positif. Par conse´quent, on a :
κ
(
1
2
y2
)
yr+1 = c
y
|y| |y|
r+2ε (I.24)
sur un voisinage de l’origine. Aucune restriction n’apparaˆıt donc sur r.
• Deuxie`me cas : q est e´gal a` une des valeurs n1, p1, 2n2, 2m2, 2p2, 2m1. Alors κ doit
ne´cessairement ve´riﬁer :
κ(s) =
c
s
1
2
, ∀ s ∈ [0, c] . (I.25)
Par conse´quent on a :
κ
(
1
2
y2
)
yr+1 = c
y
|y| |y|
r (I.26)
sur un voisinage de l’origine. Donc pour que B3.2 soit ve´riﬁe´e, il est ne´cessaire que :
r > 0 . (I.27)
I.2 Conditions suﬃsantes pour que l’hypothe`se B3 soit satisfaite.
Nous allons montrer que l’hypothe`se B3.1 est satisfaite si (I.7), (I.8), (I.16), (I.19) et (I.22) sont
ve´riﬁe´es.
Nous avons :
A(x1, x2, y) ≤ |x2|(1 + |x2|) (|y|n2 + |y|m2) + |x2|(1 + |x1|) (|y|p2 + |y|m1) ,
+ |x1|(1 + |x1|) (|y|n1 + |y|p1) .
(I.28)
Par conse´quent :
A(x1, x2, y) ≤ |x2|(1+ |x2|+ |x1|) (|y|n2 + |y|m2 + |y|p2 + |y|m1) + |x1|(1+ |x1|) (|y|n1 + |y|p1) .
(I.29)
De (I.16), (I.19) et (I.22) on de´duit l’existence d’une fonction κ˜ continue et positive telle que :
A(x1, x2, y) ≤ |x2|(1 + |x2|+ |x1|)κ˜(y)|y|
q
2 + |x1|(1 + |x1|)κ˜(y)|y|q . (I.30)
D’apre`s les de´ﬁnitions de V , W , Q, S et T , on a donc :
A(x1, x2, y) ≤ c
(
1 +
√
Q(x1) + S(x2)
)
κ˜(y)
V (y)
1
4
√
W (y)
√
T (x2)
+ c
(
1 +
√
Q(x1) + S(x2)
)2 κ˜(y)
V (y)
1
2
W (y) .
(I.31)
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Mais, d’apre`s le Lemme E.1 de l’annexe E, il existe une fonction ˜˜κ telle que :
˜˜κ(V (y)) ≥ κ˜(y)2 + κ˜(y) . (I.32)
De´ﬁnissons maintenant κ par :
κ(v) = c
˜˜κ(v)√
v
. (I.33)
Alors :
A(x1, x2, y) ≤ c
(
1 +
√
Q(x1) + S(x2)
)√
κ(V (y))
√
W (y)
√
T (x2)
+ c
(
1 +
√
Q(x1) + S(x2)
)2
κ(V (y))W (y) .
(I.34)
L’ine´galite´ (2.10) est donc obtenue. De plus :∣∣∣∣κ(V (y))∂V∂y (y)
∣∣∣∣ ≤ ˜˜κ(V (y)) . (I.35)
La fonction ˜˜κ(v) e´tant continue, la proprie´te´ (2.12) est ve´riﬁe´e.
On ve´riﬁe de fac¸on imme´diate que B3.2 est ve´riﬁe´e si et seulement si
r > 1 (I.36)
ou
q < min{n1, p1, 2n2, 2m2, 2p2, 2m1, } . (I.37)
Les conditions ne´cessaires et suﬃsantes pour que l’hypothe`se B3 soit ve´riﬁe´e avec les fonctions
V , Q et S sont donc obtenues.
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