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Abstract
In this paper, a class of polynomials in 2 variables is introduced which, in the /eld case, exactly
describes all coordinates in 2 variables. In particular, all of those coordinates are tame. But
viewing these polynomials over an arbitrary commutative ring, they are not always coordinates;
and when they are, they are usually not tame. But here we will prove, that all of these coordinates
are stably tame. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 08A35; 11C08; 13B25
0. Introduction
Let A be a commutative ring. A polynomial f∈A[X ] := A[X1; : : : ; Xn] is called a
coordinate (resp. a tame coordinate) in A[X ] if there exists an A-automorphism (resp. a
tame A-automorphism) of A[X ] which sends X1 to f. Understanding coordinates is one
of the major topics in the study of problems concerning polynomial automorphisms.
For example, in case A is the /eld of complex numbers and n¿ 3 there is no method
known to decide if a given polynomial is a coordinate in A[X ]; such a criterion would
most probably lead to the solution of many open problems in a=ne geometry such
as the Abhyankar–Sathaye Conjecture, the Cancellation Problem, several linearization
problems and the Jacobian Conjecture (see for example the papers [11,10,7,15,13]).
The study of coordinates in polynomial rings in two variables over arbitrary com-
mutative rings was initiated by Nagata in [8] and continued by Drensky and Yu in
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[3] in case A= k[z]; k a /eld, and by Edo and VEenEereau in [4] where they consider
coordinates of the form px + G(y) and y + H (px + G(y)) in A[x; y].
The importance of studying coordinates over commutative rings comes from the fact
that many ‘strange’ coordinates in more than two variables arise from coordinates in
two variables over a suitable ring. For instance Nagata’s example, Anick’s example
and several of the examples used in [14] and [2] to give counterexamples to various
conjectures arise in this way (see Examples 1.7 and 1.8). Nagata’s example was intro-
duced in [8] as an example of a non-tame coordinate in k[z][x; y]. However it turned
out to be stably tame (see [12] or [13]). More generally, it was shown in [4] that in
case A is a UFD, all coordinates of the form px + G(y) and y + H (px + G(y)) are
stably tame.
In this paper we introduce a large class of polynomials in A[x; y], denoted B(A)(=⋃
n¿1 Bn(A)), which in case A is a /eld exactly describes all coordinates in A[x; y].
By the Jung–Van der Kulk Theorem these coordinates are all tame. However, if A is
an arbitrary commutative ring the polynomials of B(A) need not even be coordinates
and when they are, they are usually not tame. On the other hand, our main theorem
(Theorem 3.1) asserts that all the coordinates of B(A) are stably tame! This generalizes
the result of [4]; their coordinates come from B1(A) ∪ B2(A) under the assumption
that A is a UFD.
Using our stably-tameness result we obtain a characterization of the polynomials in
B(A) which are coordinates in A[x; y]. In a forthcoming paper a more extensive study
of the class B(A) will be made.
The contents of this paper are arranged as follows. In Section 1 we introduce the
class B(A) and give various examples of ‘classical’ coordinates belonging to this class.
In Section 2 we study coordinates in one variable over A. This turns out to be useful
for understanding B(A). In Section 3 the main result is proved. Finally in Section 4
this result is used to characterize coordinates in B(A).
1. A special class of polynomials; denitions and examples
In the remainder of this paper, let A be a commutative ring. We will de/ne our
special class of polynomials and use it to describe the coordinates in A[x; y] in case A
is a /eld. But before that, we need some de/nitions and a well-known
theorem.
Denition 1.1. For a commutative ring A let A[X ] := A[X1; : : : ; Xn] and A2 (A; n) :=
{F =(F1; : : : ; Fn) ∈AutAA[X ] |deg(Fi)= 1 ∀ i}, the a3ne subgroup of the group of all
A-automorphisms. We also have the ‘de Jonqui5eres’ subgroup, which consists of all
automorphisms of the form (a1X1+f1(X2; : : : ; Xn); a2X2+f2(X3; : : : ; Xn); : : : ; anXn+fn),
where each ai belongs to A∗ and fi ∈A[Xi+1; : : : ; Xn] for 16 i6 n−1 and fn ∈A. We
shall denote this subgroup by J (A; n).
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Furthermore, let E(A; n) be the subgroup generated by the elementary automor-
phisms, i.e. the automorphisms of the form
(X1; : : : ; Xi−1; Xi + a(X1; : : : ; Xˆ i; : : : ; Xn); Xi+1; : : : ; Xn);
where a∈A[X1; : : : ; Xˆ i; : : : ; Xn].
Finally, the tame subgroup T (A; n) will be the subgroup generated by all a=ne and
elementary automorphisms.
Remark 1.2. It is not di=cult to verify, that every F ∈ J (A; n) is tame. Moreover, it
turns out that every elementary automorphism is a product of elements of A2 (A; n) and
J (A; n). Summarizing, we have 〈A2 (A; n); E(A; n)〉=T (A; n)= 〈A2 (A; n); J (A; n)〉.
Let us now turn our attention to the 2-variable case. The following theorem has been
found in [5], although it already appeared in [17].
Theorem 1.3. If A is an integral domain, then T (A; 2) is the amalgamated free
product of A2 (A; 2) and J (A; 2) over their intersection.
On the other hand, the following important theorem can be found in [16] (see also
[13], Theorem 5:1:11).
Theorem 1.4 (Jung and van der Kulk). If k is a 8eld, then Autkk[x; y] =T (k; 2). In
other words, every automorphism is tame.
So Autkk[x; y] is the amalgamated free product of A2 (k; 2) and J (k; 2) over their
intersection. This implies, that every ∈ Autkk[x; y] can be written as = nn : : : 110,
where i ∈ J (k; 2) \A2 (k; 2) (i=1; : : : ; n− 1), 0; n ∈ J (k; 2) and i ∈A2 (k; 2) \ J (k; 2)
(i=1; : : : ; n), where the number n is unique. This leads us to the following de/nition.
Denition 1.5. Let ∈ Autkk[x; y]. Then ‘l()’, the length of , will be the unique
number n for which  can be written in the above manner.
With the help of Theorem 1.4 we will describe all coordinates of k[x; y] using the
special class of polynomials de/ned below. These polynomials are de/ned inductively.
Denition 1.6. Let g0; p1; p2; : : : ;∈A; p0 ∈A∗ and G1(y); G2(y); : : : ;∈A[y]. Then we
de/ne the following polynomials in A[x; y]:
• F0 =p0y + g0,
• F1 =p1x + G1(y),
• F2 =p2y + G2(p1x + G1(y)),
• Fn =pnFn−2 + Gn(Fn−1) (for all n¿ 3).
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Now Bn(A) := {Fn | g0; p1; p2; : : : ;∈A, p0 ∈A∗; G1(y); G2(y); : : : ;∈A[y]}. Further-
more, let B(A)=
⋃
n∈N Bn(A).
Example 1.7. Let A= k[z]; k a /eld. Let F ∈ AutAA[x; y] be given by F =(F1; F2) :=
(x−2y(zx+y2)−z(zx+y2)2; y+z(zx+y2)), then F2 ∈B1(A), for we can take p1 = z2
and G1(y)=y + zy2. F is known as the Nagata automorphism and was introduced in
[8] as an example of a non-tame automorphism in k[z][x; y]. The main result of our
paper implies, that F2 is a stably tame coordinate (see De/nition 2.1).
Example 1.8. Let F =(F1; F2) := (x1− x4(x3x1 + x4x2); x2 + x3(x3x1 + x4x2))∈R[x1; x2;
x3; x4]2; R a commutative ring. Then F is an R[x3; x4]-automorphism of R[x3; x4][x1; x2]
with inverse (x1 +x4(x3x1 +x4x2); x2−x3(x3x1 +x4x2)). Then, for example F1 ∈B1(A),
where A := R[x3; x4], p1 := 1 − x3x4 and G1(x2) := −x24x2. Analogously, F2 ∈B1(A).
The R-automorphism F˜ := (x1− x4(x3x1 + x4x2); x2 + x3(x3x1 + x4x2); x3; x4) of R[x1; x2;
x3; x4] is known as Anick’s example (see [12] or [13]). It is a candidate non-tame
polynomial automorphism over R.
If we view the polynomials in De/nition 1.6 over a /eld K , it is easy to see
that, in case pi =0 ∀i, they are all coordinates over this ring, because for every
n∈N; (Fn+1; Fn)∈AutKK[x; y] (note, that (Fn+1; Fn)= (pn+1y + Gn+1(x); x) ◦ (Fn; Fn−1)
for n¿ 1). So we see immediately, that every coordinate F in Bn(K) is also a tame
coordinate, in the sense that there exists a G ∈K[x; y] such that (F;G)∈T (K; 2). But
we also have the following
Theorem 1.9. Let ∈AutKK[x; y]; where K is a 8eld, and n= l(). Then there ex-
ist p0; : : : ; pn+1 ∈K∗; g0 ∈K and G1(y); : : : ; Gn+1(y)∈K[y] such that (x)=Fn+1 and
(y)=Fn, as in De8nition 1:6.
Proof. Write = nn : : : 110 as in the text below Theorem 1.4. By using elements
of A2 (K; 2) ∩ J (A; 2) to simplify most of the automorphisms in this composition,
beginning with the leftmost one, we may assume the following:
1. for i¿ 1 i is of the form i =(x+ hi(y); y), where hi(y)∈K[y] with deg(hi)¿ 2;
2. for i¿ 1 i is of the form i =(aix+biy; dix+eiy), where ai; bi; ei ∈K; di ∈K∗ with
aiei − bidi =1.
To prove the statement, we will use induction with respect to n:
• If n=0, then by de/nition of the class J (K; 2), 0 can be written as 0 = (p1x +
G1(y); p0y + g0) (p1; p0 ∈K∗; g0 ∈K).
• If n¿ 1, then write n−1n−1 · · · 110 = (Fn; Fn−1).
Then =(x+ hn(y); y)(anx+ bny; dnx+ eny)(Fn; Fn−1), and writing Fn =pnFn−2 +
Gn(Fn−1) (where, in case n6 2, F0 =y and F−1 = x), we get
(y) = dnFn + enFn−1 =dnpnFn−2 + dnGn(Fn−1) + enFn−1;
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(x) = anFn + bnFn−1 + hn((y))
=
1
dn
(andnFn + bndnFn−1) + hn((y))
=
1
dn
(andnFn + (anen − 1)Fn−1) + hn((y))
=
an
dn
(y)− 1
dn
Fn−1 + hn((y)):
So (y)= F˜n and (x)= F˜n+1, where F˜n and F˜n+1 are in our special class de/ned
by p˜1; : : : ; p˜n+1 and G˜1(y); : : : ; ]Gn+1(y), with p˜i =pi and G˜i(y)=Gi(y) if i¡n,
p˜n =dnpn; G˜n(y)=dnGn(y)+ eny; p˜n+1 =−1=dn and ]Gn+1(y)= hn(y)+(an=dn)y:
If A is an arbitrary commutative ring, the elements of B(A) need not be coordinates
and when they are, they are usually not tame. As an example, the following proposition
describes the exact conditions for an F ∈B1(A) to be a coordinate over A. But we /rst
need the lemmas below.
Lemma 1.10. Let F(y)= a0+a1y+ · · ·+amym ∈A[y]. Then F is a coordinate in A[y]
if and only if a1 ∈A∗ and ai is nilpotent for i¿ 2.
Proof. Suppose F is a coordinate in A[y]. Let p be a prime ideal of A. Then RF is a
coordinate in RA[y] ( RA := A=p). Because RA is a domain, it follows, that Ra1 ∈ RA ∗ and
Rai =0 for i¿ 2. Since p is an arbitrary prime ideal, we have a1 ∈A∗ and ai ∈ p for all
p∈Spec(A) (i¿ 2), so these ai are nilpotent.
Now suppose a1 ∈A∗ and ai is nilpotent for i¿ 2. Let $=
⋂
p∈Spec(A) p and RA := A=$.
Then RF is linear with Ra1 ∈ RA ∗, so it is a coordinate over RA, which implies by Lemma
1:1:9 in [13], that F is a coordinate over A.
Lemma 1.11. Let F1; : : : ; Fn ∈A[X ] and G1; : : : ; Gm ∈A[X; Y ] (Y := (Y1; : : : ; Ym)) such
that (F1; : : : ; Fn; G1; : : : ; Gm)∈AutAA[X; Y ]. Then we already have F := (F1; : : : ; Fn)∈
AutAA[X ].
Proof. Let (H1(X; Y ); : : : ; Hn+m(X; Y ))∈AutAA[X; Y ] be the inverse of (F1; : : : ; Fn;
G1; : : : ; Gm). Then we have Fi(H1(X; Y ); : : : ; Hn(X; Y ))=Xi for all i. If we now de/ne
H˜k(X ) := Hk(X; 0)(k =1; : : : ; n), it follows that Fi(H˜1(X ); : : : ; H˜n(X ))=Xi for all i,
which means that (H˜1(X ); : : : ; H˜n(X )) is the inverse of F .
Proposition 1.12. Let F =px + G(y)∈A[x; y] for some p∈A and G(y)∈A[y], say
G(y)= a0 + a1y + · · ·+ amym. Then the following statements are equivalent:
1. F is a coordinate over A
2. Ap+ Aa1 =A and ai is nilpotent modulo p for all i¿ 2
If this is the case, then there exists an F˜ ∈A[x; y] satisfying pF˜ =y−H (F) (for some
H (T )∈A[T ] ∼= A[1]) such that (F; F˜)∈AutAA[x; y]. Furthermore; the inverse of (F; F˜)
is of the form (Fˆ1; py+H (x)), where Fˆ1 ∈A[x; y] satis8es pFˆ1 = x−G(py+H (x)).
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Proof. We may of course assume, that G(0)= 0. By Lemma 1.10 we only have to
prove, that F is a coordinate in A[x; y] iS RG(y) is a coordinate in RA[y] ( RA := A=(p)).
Suppose F is a coordinate over A. Then RF = RG(y) is a coordinate in RA[x; y], so by
Lemma 1.11, RG is a coordinate in RA[y].
Now suppose RG(y)∈ RA[y] is a coordinate. Then there exists an H ∈A[y] with
H (0)= 0 such that y= RH ( RG(y)). Write H (y)=
∑
biyi and let H˜ (y) := H (y)− b1y.
Because RH (y) is also a coordinate over RA, we have Ab1 + Ap=A, say b1 + &p=1
with ; &∈A. Furthermore, let G˜(y) := y − b1G(y). Then we have
y − H (px + G(y)) = y − b1(px + G(y))− H˜ (px + G(y))
=−b1px+ G˜(y)− H˜ (G(y))− (H˜ (px + G(y))− H˜ (G(y))):
Since G˜(y) − H˜ (G(y))=y − H (G(y)), there exists a Q1(y)∈A[y] such that G˜(y)−
H˜ (G(y))=pQ1(y). Also, H˜ (z+G(y))−H˜ (G(y))= zQ2(z; y) for some Q2(z; y)∈A[z; y].
Note that since H˜ (y) is nilpotent modulo p ( RH (y) is a coordinate in A[y]), Q2(z; y)
is also nilpotent modulo p. Summarizing, we have
y − H (px + G(y))=− b1px + pQ1(y)− pxQ2(px; y):
Now de/ne F˜ ∈A[x; y] by F˜ := −b1x + Q1(y) − xQ2(px; y). We will prove, that
A[F; F˜] =A[x; y].
Since pF˜ =y − H (F), y∈A[F; F˜]. Furthermore, because px − F ∈A[y], also
px∈A[F; F˜]. We will use this to show that x∈A[F; F˜] and then we’re done. Since
F˜ ; y∈A[F; F˜], also b1x + xQ2(px; y)∈A[F; F˜]. But then also b1x + xQ2(px; y)∈
A[F; F˜]. Since px∈A[F; F˜], it follows that &px+b1x+xQ2(px; y)= x+xQ2(px; y)=
(1 + Q2(px; y))x∈A[F; F˜].
Since Q2(z; y) is nilpotent modulo p, there is an n∈N∗ such that (−Q2(z; y))n =
pQ3(z; y) for some Q3(z; y)∈A[z; y], which implies that (
∑n−1
i=0 (−Q2(z; y))i)(1 +
Q2(z; y))= 1− pQ3(z; y).
Because we already have
∑n−1
i=0 (−Q2(px; y))i ∈A[F; F˜], we get
(
n−1∑
i=0
(−Q2(px; y))i)(1 + Q2(px; y)) x= x − pxQ3(px; y)∈A[F; F˜]
and since px; y∈A[F; F˜], also x∈A[F; F˜].
Now that we have found F˜ ∈A[x; y] such that (F; F˜)∈AutAA[x; y], we are going to
look at the inverse of (F; F˜); we shall denote this inverse by . Since Fˆ2(x; y) :=
py+H (x) satis/es Fˆ2(F; F˜)=y, and  is the unique inverse of (F; F˜), we must have
(y)= Fˆ2. Now we have x=F(Fˆ1; Fˆ2)=pFˆ1 + G(py + H (x)), as claimed.
Remark 1.13. The implication 2 ⇒ 1 of Proposition 1.12 was in fact already proved
in [10]. The author would like to thank the referee for this observation.
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2. B(A) and 1-dimensional coordinates
In this section we take a look at coordinates in one variable. As we will see shortly,
they are all stably tame (see De/nition 2.1 below). Furthermore, we will show how
the polynomials in B(A) are related to these 1-dimensional coordinates.
Denition 2.1. A polynomial F ∈A[X ] is called a stably tame coordinate if there exists
a tame ’∈AutAA[X; Y ] (Y := (Y1; : : : ; Ym) for some m¿ 1) satisfying ’(X1)=F .
Two polynomials F;G ∈A[X ] are called stably tame equivalent if there exists a
tame ’∈AutAA[X; Y ] (Y := (Y1; : : : ; Ym) for some m¿ 1) satisfying ’(F)=G. Note
that this de/nes an equivalence relation on A[X ].
Remark 2.2. An F ∈A[X ] is not necessarily a coordinate in n variables if it is a
stably tame coordinate. For example, take A := R[x; y; z]=(x2 + y2 + z2 − 1) and F :=
RxX1 + RyX2 + RzX3 ∈A[X1; X2; X3]. Then F is not a coordinate in 3 variables (as was
shown in [6]), but it is stably tame, for the following matrix is invertible:

Rx Ry Rz 0
1 0 0 Rx
0 1 0 Ry
0 0 1 Rz

 :
The next lemma is the /rst step into proving, that all coordinates in one variable are
stably tame. These are precisely the coordinates in B1(A) with p1 = 0. It is followed
by a corollary in which the lemma is frequently used.
Lemma 2.3. For all c1; : : : ; cm ∈A and G1(y); : : : ; Gm(y)∈A[y]; y + c1G1(y) + · · · +
cmGm(y) is stably tame equivalent to y + c21G˜1(y; z) + c2G˜2(y) + · · · + cmG˜m(y) for
some G˜1(y; z)∈A[y; z] and G˜2(y); : : : ; G˜m(y)∈A[y].
Proof. Let F := y + c1G1(y) + · · · + cmGm(y). Let ’1 ∈AutAA[y; z] be given by
y → y+ c1z and z → z. Then ’1(F)=y+ c1z+ c1G1(y+ c1z)+ · · ·+ cmGm(y+ c1z).
Now let ’2 ∈AutAA[y; z] be given by z → z−G1(y) and y → y. Then ’2’1(F)=y+
c1z − c1G1(y) + c1G1(y + c1z − c1G1(y)) + · · ·+ cmGm(y + c1z − c1G1(y)).
Finally, notice that ’−11 ’2’1(F)=y − c1G1(y − c1z) + c1G1(y − c1G1(y − c1z)) +
· · ·+ cmGm(y − c1G1(y − c1z))=y + c21G˜1(y; z) + c2G˜2(y) + · · ·+ cmG˜m(y) for some
G˜1(y; z)∈A[y; z] and G˜2(y); : : : ; G˜m(y)∈A[y] (e.g., notice that c21 | c1G1(y− c1G1(y−
c1z))− c1G1(y − c1z)).
Remark 2.4. Notice, that in the above lemma we only used one additional variable.
Consequently, all coordinates of the form y + cG(y) with c2 = 0 can be made stably
tame using only one new variable. Unfortunately, it seems that in the general case
we require more variables. As the reader can deduce from the proof of Corollary 2.5
below, the number of extra variables needed is bounded by
∑n
i=22log(ki), where for
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every i; ki denotes the lowest power for which ai (as in the proof of Corollary 2.5)
vanishes.
Corollary 2.5. If F ∈A[y] is a coordinate in 1 variable; then F is stably tame.
Proof. By multiplying with an invertible constant, we may assume, that F can be
written as F = a0+y+a2y2+ · · ·+anyn, where a2; : : : ; an ∈A are nilpotent (see Lemma
1.10). Using Lemma 2.3, we see that F is stably tame equivalent to something of the
form F˜ = a0 +y+a22G2(y; z1)+ · · ·+anGn(y). Viewing F˜ over A[z1], we see that F˜ is
a coordinate over A[z1] (using Lemma 1.10 again). But F˜ shows a higher power of a2
than F , so applying Lemma 2.3 repeatedly (and exchanging the role of the ai’s in the
process), we see, that F is stably tame equivalent to a0 +y+(a2)2
m2 G˜2(y; z1; : : : ; zk)+
· · · + (an)2mn G˜n(y; z1; : : : ; zk) (for some G˜i ∈A[y; z1; : : : ; zk ]; k =m2 + · · · + mn), where
m2; : : : ; mn can be chosen arbitrarily large. Because a2; : : : ; an are nilpotent, F is stably
tame equivalent to a0 + y. Consequently, F is stably tame.
To conclude this section, we state the following lemma, which gives a description
of Fn ∈Bn(A) in terms of Fk ∈Bk(A) for smaller k.
Lemma 2.6. Let F0; F1; : : : ;∈B(A) be as in De8nition 1:6. Let n∈N∗ and I a non-
empty subset of {p1; : : : ; pn}; say I = {pi1 ; : : : ; pim} with i1 ¡ · · ·¡im. For RA := A=(I)
we get Fn ∈ RA[Fi1−1]; where (I) is the ideal in A generated by pi1 ; : : : ; pim .
Proof. We will use induction on n.
• n=1: Clearly we have F1 ∈A=(p1)[F0].
• Now let n¿ 2. Assume that the statement is true
for all k ¡n; m6 k and i1; : : : ; im ∈{1; : : : ; k} with
i1 ¡ · · ·¡im. There are three possible cases:
1. im = n: We have Fn =pnFn−2 + Gn(Fn−1) (where F0 =y if n=2),
so we get Fn ∈A=(pim)[Fn−1]. The induction hypothesis tells us, that
Fn−1 ∈A=(pi1 ; : : : ; pim−1 )[Fi1−1]. Consequently, Fn ∈ RA [Fi1−1].
2. im = n − 1: Because Fn−1 ∈A=(pim)[Fn−2], we also have
Fn ∈A=(pim)[Fn−2]. Since Fn−2 ∈A=(pi1 ; : : : ; pim−1 )[Fi1−1] by the induction
hypothesis, it follows that Fn ∈ RA [Fi1−1].
3. im6 n − 2: Using the induction hypothesis we may conclude, that
Fn−1; Fn−2 ∈ RA [Fi1−1]. Since Fn ∈A[Fn−1; Fn−2], it follows, that also
Fn ∈ RA [Fi1−1 ].
Remark 2.7. If n∈N∗ and I = {pi}, then Lemma 2.6 tells us, that there exists an
H (y)∈A=(pi)[y] such that Fn =H (Fi−1). Now suppose Fn is a coordinate over A.
Then Fn =H (Fi−1) is a coordinate over RA=A=pi. This implies, that Fi−1 is a coordinate
over RA. Let ’∈Aut RA RA[x; y] such that ’(Fi−1)=y. Then ’(H (Fi−1))=H (y) is also
a coordinate in RA[x; y]. By Lemma 1.11, H (y) is a coordinate in RA[y]. So Fn is for
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every i6 n related to Fi−1 modulo pi via 1-dimensional coordinates, which are stably
tame. We will use this fact in our main theorem in the next section.
3. The main theorem
At the end of this section we will prove our main theorem, which is stated next.
Theorem 3.1. For every F ∈B(A): if F is a coordinate; then it is stably tame.
In the proof of our main theorem, we will use the fact that the polynomials in our
special class are all stably tame equivalent to polynomials of the following special
form.
Proposition 3.2. For every n¿ 2; Fn is stably tame equivalent to p1 · · ·pnz + Fn ∈
A[x; y; z].
Proof. De/ne for every n∈N∗; F˜n ∈A[x; y; z2; : : : ; zn] as follows: F˜1 := F1; F˜2 :=
p1p2z2 + F2 and F˜n := p1 · · ·pnzn + pnF˜n−2 + Gn(F˜n−1) (n¿ 3).
We will de/ne, with induction on n, tame ’n ∈AutAA[x; y; z2; : : : ; zn+1] with the prop-
erty, that ’n(Fn)= F˜n and ’n(Fn+1)= F˜n+1 ∀n¿ 1.
First we shall perform the induction step and then the initiating step will follow
easily. Now suppose we already de/ned ’n−1 for some n¿ 2. Then we have
’n−1(Fn+1)=pn+1F˜n−1 + Gn+1(F˜n):
Now we view ’n−1 as an element of AutAA[x; y; z2; : : : ; zn+1] by setting zn+1 → zn+1.
We would like to /nd  n ∈AutAA[x; y; z2; : : : ; zn+1] such that  n(F˜n) (=  n’n−1(Fn))= F˜n
and  n’n−1(Fn+1) (=pn+1 n(F˜n−1) + Gn+1( n(F˜n)))= F˜n+1. So it would be nice if
 n(F˜n−1)= F˜n−1 + p1 · · ·pnzn+1.
Since F˜n−1 =p1 · · ·pn−1zn−1+pn−1F˜n−3+Gn−1(F˜n−2) (z1 := x; F˜0 := y and F˜−1 :=
0 in case n6 3), let’s de/ne ,n ∈AutAA[x; y; z2; : : : ; zn+1] by ,n(zn−1)= zn−1 + pnzn+1
and ,n(V )=V for all other variables V . Then ,n(F˜n−1)= F˜n−1 +p1 · · ·pnzn+1, but un-
fortunately ,n(F˜n)=p1 · · ·pnzn + pnF˜n−2 + Gn(F˜n−1 + p1 · · ·pnzn+1) = F˜n. But we can
correct this by de/ning .n(zn)= zn−Hn(x; y; z2; : : : ; zn−1; zn+1) (where Hn ∈A[x; y; z2; : : : ;
zn−1; zn+1] is chosen in such a way that p1 · · ·pnHn =Gn(F˜n−1 + p1 · · ·pnzn+1) −
Gn(F˜n−1) ) and .n(V )=V for all other variables V . Then one can easily verify that
.n,n(F˜n)= F˜n and .n,n(F˜n−1)= F˜n−1 + p1 · · ·pnzn+1.
So  n := .n,n satis/es  n(F˜n)= F˜n and  n(F˜n−1)= F˜n−1 + p1 · · ·pnzn+1, as desired.
So we may conclude, that ’n :=  n’n−1 satis/es ’n(Fn)= F˜n and ’n(Fn+1)= F˜n+1.
The only thing left to prove now is the initiating step, but we already got an idea from
the proof above: let ’1 ∈AutAA[x; y; z2] be de/ned by ’1 = (x−H1(y; z2); y+p1z2; z2)
(where H1 ∈A[y; z2] is chosen in such a way that p1H1 =G1(y+p1z2)−G1(y)), then
we see that ’1(F1)=F1 = F˜1 and ’1(F2)=p2(y + p1z2) + G2(F˜1)= F˜2.
Now that we have proved our claim about ’n, it is easy to prove the statement in
the proposition. Namely, for n¿ 3 we have ’−1n−2’n−1(Fn)=’
−1
n−2(F˜n)=p1 · · ·pnzn +
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pn’−1n−2(F˜n−2) + Gn(’
−1
n−2(F˜n−1))=p1 · · ·pnzn + Fn and this is stably tame equivalent
to p1 · · ·pnz+Fn. And F˜2 =p1p2z2 +F2 is stably tame equivalent to p1p2z+F2.
Polynomials of the above form are very important for us, as can be seen from
Theorem 3.6. The following useful lemma can be found in [9].
Lemma 3.3. For every matrix M ∈GL(n; A); the 2n× 2n matrix
(
M 0
0 M−1
)
is a product of elementary matrices.
Corollary 3.4. Let F1; : : : ; Fn ∈A[X ] such that  := (F1; : : : ; Fn)∈T (A; n). Let Y1; : : : ; Yn
be n new variables. Then there exist linear G1; : : : ; Gn ∈A[Y1; : : : ; Yn] such that
(F1; : : : ; Fn; G1; : : : ; Gn)∈E(A; 2n).
Proof. Write = 11 · · · rr , where i ∈A2 (A; n) and i ∈E(A; n) for all i. Let
i =(Hi1(X ); : : : ; Hin(X )) for some Hij ∈A[X ]. For every i, there exist by Lemma 3.3
linear Gi1; : : : ; Gin ∈A[Y1; : : : ; Yn] such that (Hi1 ; : : : ; Hin ; Gi1; : : : ; Gin)∈E(A; 2n). Then
if we de/ne ˜i := (Hi1; : : : ; Hin; Gi1; : : : ; Gin) and ˜i by ˜i(Xj)= i(Xj) and ˜i(Yj)=
Yj (∀i; j), then it is easy to see, that ˜ := ˜1˜1 · · · ˜r ˜r ∈E(A; 2n) equals (F1; : : : ; Fn;
G1; : : : ; Gn) for certain linear G1; : : : ; Gn ∈A[Y1; : : : ; Yn].
The following theorem is an important ingredient for our main theorem at the end
of this section. But we /rst need the following lemma, which is the essential part of
this theorem.
Lemma 3.5. For every p1; : : : ; pk ∈A and every H (x)∈A[x]; p1 · · ·pkz+ x+pkH (x)
is stably tame equivalent to p1 · · ·pk−1z + x + pkH (x); using just one additional
variable.
Proof. Let p := p1 · · ·pk; pˆ := p1 · · ·pk−1 and F := pz + x + pkH (x). De/ne
1 ∈A[x; z; w] by 1 = (x + pˆw; z; w). Then 1(F)=pz + x + pˆw + pkH (x + pˆw).
Let 2 be de/ned by 2(x)= x; 2(w)=w and 2(z)= z−H˜ (x; w) (where H˜ ∈A[x; w]
is chosen in such a way that pˆH˜ =H (x+ pˆw)−H (x)). Then 21(F)=pz+x+ pˆw+
pkH (x). Finally, let 3 = (x; z; w−pkz). Then we see that 321(F)= pˆw+x+pkH (x),
so if Pzw is the permutation of z and w, then Pzw321(F)= pˆz + x + pkH (x), as
desired.
Theorem 3.6. Suppose F ∈A[X ] := A[X1; : : : ; Xr] has the following property: There
exist p1; : : : ; pn ∈A such that RF ∈A=(pi)[X ] is a stably tame coordinate for each pi.
Then p1 · · ·pnz + F is a stably tame coordinate.
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Proof. Let k ∈{1; : : : ; n}. Then, according to Corollary 3.4, there exist elementary
automorphisms ’1; : : : ; ’q ∈Aut RA RA[X; Y ] ( RA := A=(pk); Y =(Y1; : : : ; Ymk ); mk ∈N) with
’1 · · ·’q( RF)=X1. It is rather obvious but very essential to note, that there exist  i ∈
AutAA[X; Y ] which are elementary such that  i =’i for i=1; : : : ; q.
Since ’1 · · ·’q( RF)=X1, there is an H ∈A[X; Y ] satisfying  1 · · ·  q(F)=X1 +
pkH (X; Y ), but then we have
 1 · · ·  q(p1 · · ·pkz + F)=p1 · · ·pkz + X1 + pkH (X; Y )
(if we extend  i to AutAA[X; Y; z] by  i(z)= z).
Using the previous lemma (with A[X2; : : : ; Xr; Y1; : : : ; Ymk ] instead of A) we get, that
there exists a tame ,∈AutAA[X; Y; z; w] such that
,(pz + X1 + pkH (X; Y ))= pˆz + X1 + pkH (X; Y );
where again, p := p1 · · ·pk and pˆ := p1 · · ·pk−1. This result gives us  −1q · · ·  −11 , 1
· · ·  q(pz+F)= pˆz+F . Summarizing, we have discovered that for every k ∈{1; : : : ; n};
p1 · · ·pkz+F is stably tame equivalent to p1 · · ·pk−1z+F . Using induction on k, we
may conclude, that p1 · · ·pnz+ F is stably tame equivalent to z+ F , which is part of
an elementary automorphism. Consequently, p1 · · ·pnz + F is stably tame.
Proof of Theorem 3.1. We shall use induction on n. In case n=0; F is even a tame
coordinate. For n=1 we are immediately done, because F1 =G1(y)∈A=(p1)[y] is a
coordinate in A=(p1)[y] according to Lemma 1.11, so Corollary 2.5 implies that it is
stably tame. So we can use Theorem 3.6.
Now let us assume, that n¿ 2 is such that every coordinate Fk ∈Bk(A) is sta-
bly tame for every k ¡n and every commutative ring A. Let p1; p2; : : : ;∈A and
G1(y); G2(y); : : : ;∈A[y] such that F =Fn as in De/nition 1.6. According to Propo-
sition 3.2 and Theorem 3.6, we only need to show, that RF is stably tame over A=(pi)
for i=1; : : : ; n.
Let RA := A=(pi) for some i. It is easy to see that F˜ := Fi−1 ∈Bi−1( RA) and Lemma
2.6 tells us, that RF ∈ RA[F˜], say RF =H (F˜) with H (y)∈ RA[y]. Since F is a coordinate
over A; RF is a coordinate over RA. This implies, that F˜ is a coordinate over RA. By
the induction hypothesis, F˜ is stably tame. Let ’∈Aut RA RA[x; y; z1; : : : ; zm] be tame such
that ’(F˜)=y (for some variables z1; : : : ; zm). Because RF =H (F˜) is a coordinate over
RA; H (y)=’(H (F˜)) is a coordinate in RA[x; y; z1; : : : ; zm], so by Lemma 1.11, H (y) is
a coordinate in RA[y], which is stably tame by Corollary 2.5. Summarizing, RF is stably
tame equivalent to H (y), which is stably tame. As a consequence, RF is a stably tame
coordinate, as required.
4. Characterization of coordinates in B(A)
As an application of the main theorem in the previous section, Theorem 4.2 charac-
terizes the coordinates in B(A). It is preceded by the following lemma. In the
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remaining part of this section, for f∈A[x; y], let fx and fy denote, respectively, @f=@x
and @f=@y.
Lemma 4.1. For every f∈B(A); the derivation Df := fy@x−fx@y on A[x; y] is locally
nilpotent.
Proof. Write f=Fn as in De/nition 1.6. Let {ai}i∈I ⊆ A (for some index set I) be
the collection of all coe=cients of F0; : : : ; Fn. De/ne R := Z[{Ai}i∈I ], the polynomial
ring in the variables Ai for all i∈ I . There is an F ∈B(R) such that f is obtained from
F by making the substitutions Ai → ai for i∈ I . Because K := Q({Ai}i∈I ) is a /eld,
F is a coordinate over K , which implies that DF := Fy@x−Fx@y is locally nilpotent on
K[x; y]. But then it is also locally nilpotent on R[x; y]. Via the substitutions Ai → ai
we see, that Df is locally nilpotent on A[x; y].
Theorem 4.2. Let A be a Q-algebra and f∈Bn(A) (n¿ 1); given by pi ∈A and
Gi(y)∈A[y]. Then the following statements are equivalent:
(1) f is a coordinate over A.
(2) Rf is a coordinate over RA := A=(pi) for i=1; : : : ; n.
(3) (pi; fx; fy)= (1) in A[x; y] for i=1; : : : ; n.
Proof. (1) ⇒ (3): f is a coordinate implies (fx; fy)= (1) in A[x; y], so surely
(pi; fx; fy)= (1) in A[x; y] for all i.
(3) ⇒ (2): The derivation D Rf on RA[x; y] satis/es ( Rf x; Rf y)= (1) and is locally
nilpotent because Df is locally nilpotent by Lemma 4.1, so we can use the main
theorem in [1] to conclude, that D Rf has a slice g∈ RA[x; y] and RA[x; y]D Rf = RA [ Rf]. So
Proposition 2:1 in [18] tells us that ( Rf; g)∈Aut RA RA[x; y].
(2) ⇒ (1): The case n=1 follows from Proposition 1.12 and Lemma 1.10. So let
n¿ 2. Rf∈Bn( RA) is a coordinate in RA[x; y], so by Theorem 3.1 we see that f is a
stably tame coordinate modulo every pi. By Theorem 3.6, p1 · · ·pnz + f is a stably
tame coordinate. By Proposition 3.2, f is a stably tame coordinate. This implies, that
(fx; fy)= (1) in A[x; y], and since Df is a locally nilpotent derivation on A[x; y] by
Lemma 4.1, we can again use the main theorem in [1] and Proposition 2:1 in [18] to
conclude, that f is a coordinate over A in 2 variables.
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