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Implementation of Learning Software : Binary Arithmetic Coding Simulator BACS 
Kiyomitsu KAJISA 
This technical paper reports implementation of learning software of a binary arithmetic coding 
simulator， BACS. For this implementation， the programming language C#， which is easy to use for 
visualization， was used. BACS (Binary Arithmetic Coding Simulator) is based on the binary 
arithmetic coding which is specified in the extension version of the international lossless and 
near lossless coding standard， ISO/IEC JPEG-LS. First， abstracts of the algorithm of this binary 
arithmetic coding， then abstracts of learning software BACS are reported. Also， some experiment-
tal results using BACS are shown. This learning software BACS was implemented supposing to use 
for lessons related to data compression. 
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1 まえがき
データ圧縮の授業で使用することを意図し，学習ソ
フト :2値算術符号化シミュレータ BACS(Binary 
Arithmetic Coding Simulator)を試作した.本研究報
告はその概要について報告する.
データ圧縮は，テキスト，静止画像，動画像，音声
などの様々なマルチメディアの分野を陰で支えている
基盤技術である.データ圧縮の代表的なエントロビー
符号化にハフマン符号化と算術符号化がある.ハフマ
ン符号化は出現確率の高い事象に短い符号語を害1り付
ける符号変換を利用した汎用の符号化方式である.一
方，算術符号化は連続して出現した事象の系列に対応
する確率そのものを符号化する符号化方式である.例
えば，よく使用される国際標準JPEGには基本処理と
してハフマン符号化，オプションとしては算術符号化
が規定されているが，一般にハフマン符号化は単純な
ために高速，算術符号化は複雑なために低速とみなさ
れており，現状では，オプションの算術符号化は普及
していない.
しかし，算術符号化の符号化効率はハフマン符号化
よりも高く，マイクロプロセッサの高速化に伴い演算
上低速である問題は解決され，算術符号化のアノレゴ、リ
ズム自体も非常にシンフ。ノレで、あるので，将来的には算
術符号化も多用されることが期待される.
T情報工学科
算術符号化は国際標準JPEGの可逆・準可逆符号化
方式である国際標準JPEG-LS 1)-14)の拡張版でも採用
された.試作した2値算術符号化シミュレータ BACS
はこの JPEG-LS拡張版 5)，7)で規定されている 2値算
術符号化を基にしている.参考までに，画像符号化の
国際標準で使用されている算術符号化と汎用の算術符
号化の位置づけを表1に示す.JBIGとJPEGにおい
て共通の考え方で開発された 2値算術符号器(QM-
coder)については文献20)を，またそれらの違いについ
ては文献 21)を参照されたい.算術符号化の情報理論
については文献22)に詳述されている.
2値算術符号化と多値算術符号化の違いに関しては
別の考察と議論が必要である.本研究報告ではJPEG幽
LS拡張版の 2値算術符号化および試作した 2値算術
符号化シミュレータ BACSについてのみ報告する.
表1 算術符号化の位置づけ
国際標準JBIG(2値画像符号化)1θ 2 j車算術符号化 1992 
基本処理 Huffman符号化
国際標準JPEG オプション 2値算術符号化 1993 
可逆符号化 2{直算術符号化
国際標準JPEG-LS
基本処理 Golomb符号化 1999 
拡張版 2値算争fij符号化 2003 
汎用の算術符号化 16)-1④ 多{直算術符号化 1992 
汎用のレンジコー ダ 19) |多値算術符号化 2000 
− 0 −
2㧛8

࿑㧝 㧞୯▚ⴚ╓ภൻࠪࡒࡘ࡟࡯࠲㧮㧭㧯㧿ߩታⴕ↹㕙ߩ଀

⹜૞ߒߚ2୯▚ⴚ╓ภൻࠪࡒࡘ࡟࡯࠲BACSߩታⴕ
↹㕙ߩ଀ࠍ࿑㧝ߦ␜ߔ㧚ߎߩ࿑ߣኻᔕߒߡ㧘߹ߕ㧘
ߢ㧞୯▚ⴚ╓ภൻߩࠕ࡞ࠧ࡝࠭ࡓߦߟ޿ߡㅀߴࠆ㧚ᰴ
ߦ㧘ߢߎߩቇ⠌࠰ࡈ࠻ BACSߩ᭎ⷐ㧘ߢ BACSࠍ
↪޿ߚታ㛎଀ߦߟ޿ߡㅀߴ㧘ᦨᓟߦ ࠍ߻ߔ߮ߣߔࠆ㧚
⴫㧞 㧮㧭㧯㧿ߩ࡟ࠫࠬ࠲ߥߤ
㪙㫀㫅㩷 䋲୯౉ജ㩷 㩿㪇㩷㫆㫉㩷㪈㪀㩷
㪤㪧㪪㫍㪸㫃㫌㪼 ఝ൓䉲䊮䊗䊦䈱୯㩷 㩿㪇㩷㫆㫉㩷㪈㪀㩷
㪫㪿㩷 ផቯ⏕₸ㆬᛯ↪䈱䈚䈐䈇୯㩷
㪘㫍㩷 ഠ൓䉲䊮䊗䊦䈱ផቯ⏕₸㩷
㪤㪣㪺㫅㫋㩷 ఝ൓䈫ഠ൓䉲䊮䊗䊦䈱಴⃻䉦䉡䊮䉺
㪣㪧㪪㪺㫅㫋㩷 ഠ൓䉲䊮䊗䊦䈱಴⃻䉦䉡䊮䉺㩷
㪧㫉㫆㪹㩷 ഠ൓䉲䊮䊗䊦䈱಴⃻⏕₸㩷
㫎㪺㫋㩷 㪘㫉㪼㪾 䈫 㪇㫏㪏㪇㪇㪇 䈱䊎䉾䊃䉲䊐䊃ᢙ㩷
㪘㫍㪻㩷 㪘㫍 䈱ᦝᣂ୯䋨䊎䉾䊃䉲䊐䊃ᓟ䋩㩷
㪟㪻㩷 㪇㫏㪏㪇㪇㪇 䈱ᦝᣂ୯䋨䊎䉾䊃䉲䊐䊃ᓟ䋩㩷
㪘㫉㪼㪾㩷 ⏕₸㑆㓒䉕␜䈜䊧䉳䉴䉺㩷
㪚㫉㪼㪾㩷 ⏕₸䈱ਅ㒢୯䉕␜䈜䊧䉳䉴䉺㩷
㪙㫌㪽㪇㩷 㪚㫉㪼㪾 䈱਄૏䉕ᩰ⚊䈜䉎䊋䉾䊐䉜㩷
㪙㫌㪽㪈㩷 䋱䊋䉟䊃಴ജ↪䈱䊋䉾䊐䉜㩷
  ୯▚ⴚ╓ภൻߩࠕ࡞ࠧ࡝࠭ࡓ 5),7)
 2୯▚ⴚ╓ภൻࠪࡒࡘ࡟࡯࠲BACSߢ૶↪ߒߡ޿ࠆ
2 ୯▚ⴚ╓ภൻߩࠕ࡞ࠧ࡝࠭ࡓࠍ㧘࿑㧝ߦኻᔕߒߡ㧘
ᢥ₂ 5)㧔࿖㓙ᮡḰ㧕ߣ 7)㧔JISⷙᩰ㧘ౝኈߪ࿖㓙ᮡḰ
ߣห৻ߩ⧷ᢥ㧕ߦၮߠ߈⺑᣿ߔࠆ㧚ℂ⸃ࠍᷓ߼ࠆߚ߼
ߦ㧘࿑㧝ߦ␜ߒߚ BACSߩታⴕ↹㕙ߢ૶↪ߐࠇߡ޿ࠆ
࡟ࠫࠬ࠲㧘ࠞ ࠙ࡦ࠲㧘㈩೉ߥߤࠍ⴫㧞ߦ߹ߣ߼ߡ␜ߔ㧚
加治佐　清光
−  −
3㧛8
⏕₸㑆㓒ߩㄭૃ
#
  
#


#
#

#

#

#

#
  
   

࿑㧞 ᢙ୯✢਄ߢߩ⏕₸㑆㓒ߩಽഀ
  ୯▚ⴚ╓ภൻߩේℂ
 2୯▚ⴚ╓ภൻߪ 0ߣ 1ߩ 2୯ࠪࡦࡏ࡞ߩ♽೉ࠍ╓
ภൻߔࠆ㧚0એ਄1ᧂḩ[0, 1 )ߩᢙ⋥✢(numerical line)
਄ߩౣᏫ⊛ߥ⏕₸㑆㓒(probability interval)ߩಽഀߪ
2 ୯▚ⴚ╓ภൻߩၮ␆ߣߥࠆ㧚2 ୯ࠪࡦࡏ࡞ߩ౉ജߢ
⃻࿷ߩ⏕₸㑆㓒ߪ 0ߣ 1ߩ಴⃻⏕₸ߦࠃࠅౣಽഀߐࠇ
ࠆ㧚
 ഠ൓ࠪࡦࡏ࡞ LPS (Less Probable Symbol)ߣఝ൓
ࠪࡦࡏ࡞MPS (More Probable Symbol)ߦኻߔࠆ⏕₸
㑆㓒ߩౣಽഀߦ߅޿ߡ㧘MPSߩ⏕₸㑆㓒ߪ 0.0ߦㄭ޿
ᣇߦ⸳ቯߐࠇࠆ㧚ᓥߞߡ㧘LPS߇╓ภൻߐࠇࠆߣ߈ߪ㧘
MPSߩ⏕₸㑆㓒߇ࡆ࠶࠻ࠬ࠻࡝࡯ࡓߦട߃ࠄࠇࠆ㧚࿑
㧞ߦ୯♽೉ 0100 ߇౉ജߐࠇߚ႐วߩᢙ⋥✢਄ߢߩ⏕
₸㑆㓒ߩಽഀߩ଀ࠍ␜ߔ㧚
 એਅ㧘2୯▚ⴚ╓ภൻߩၮᧄ੐㗄ߦߟ޿ߡ߹ߣ߼ࠆ㧚
 ࠍᐩߣߔࠆ▚ⴚṶ▚
࡮ ࿕ቯ♖ᐲߩᢛᢙ▚ⴚ╓ภൻࠍⴕ߁㧚ᢙ⋥✢ߩ࠺࡯
࠲ߪ 255ࠍᐩߣߒߚ⴫⃻ߢᛒࠊࠇ㧘255ㅢࠅߩ࠺
࡯࠲ߪ 8ࡆ࠶࠻ߢ 0x00㨪0xFEߩ୯ߣߥࠆ㧚
࡮ ⏕₸㑆㓒 Areg ߪ 0xFF㨪0xFF0xFF ߩᢛᢙ୯
ࠍ଻ߟ㧚Areg߇0xFFએਅߩ႐วߪ0xFFࠍਸ਼ߓ㧘
Creg߽ 0xFFࠍਸ਼ߓࠆ㧚ߘߩߚ߼㧘Aregߪ 0xFF
ߣߪߥࠄߥ޿㧚
⏕₸ផቯ
࡮ ㆡᔕဳ▚ⴚ╓ภൻߢߪ㧘㧞୯(binary decision)ߩ╓
ภൻߢ૶↪ߐࠇࠆ᧦ઙઃ߈⏕₸ផቯ(conditional 
probability estimates)ࠍ᳞߼ࠆߚ߼ߩ⛔⸘ࡕ࠺࡞
ࠍ╓ภེߣᓳภེߢ૶↪ߔࠆ㧚
࡮ LPS ߩ಴⃻⏕₸(occurrence probability)ߪ LPS
ߩ⚥⸘಴⃻ᢙ LPScnt ߣ㧘LPS ߣ MPS ߩਔᣇߩ
⚥⸘಴⃻ᢙMLcntࠃࠅផቯߐࠇࠆ㧚
࡮ ℂᗐ⊛ߥ LPSߩផቯߐࠇࠆ⏕₸(estimated prob- 
ability)ߪᰴᑼߦࠃࠅ▚಴ߐࠇࠆ㧚
 #TGI.25EPV/.EPV
ߒ߆ߒ㧘ߎߩ▚಴ߦߪਸ਼▚߇ᔅⷐߥߚ߼㧘⃻࿷ߩ
⏕₸㑆㓒 Areg ߣߪ⁛┙ߒߡ㧘LPScnt ߣ MLcnt
ߣߩᲧߦၮߠ߈ Av ࠹࡯ࡉ࡞ߣ๭߫ࠇࠆ⴫߆ࠄ
LPSߩ⏕₸㑆㓒 (probability sub-interval)߇ㆬᛯ
ߐࠇࠆ㧚
࡮ Av࠹࡯ࡉ࡞ߩ୯ Avߪ㧘
 2TQD
.25EPV/.EPV
ࠍߒ߈޿୯ ThߣᲧセߔࠆߎߣߦࠃࠅㆬᛯߐࠇࠆ㧚
଀߃߫㧘Prob = 0x8000ߟ߹ࠅ 50%ߩ႐วߪ㧘Av 
= 0x7AB6ߟ߹ࠅ 47.9%߇ㆬᛯߐࠇࠆ㧚

1*2
1XGT*CNH2TQEGUUKPI
࡮ Aregߪ0x8000߆ࠄ0x10000߹ߢߩ㑆ߢ޽ࠆߣ઒
ቯߔࠆ㧚਄⸥ߩㄭૃߦࠃࠅᓧߚ LPSߩ⏕₸㑆㓒ࠍ
↪޿ࠆߣ㧘LPS߇ 0.5ߦㄭߊߥߞߚߣ߈ߦ⪺ߒߊ
╓ภൻല₸߇ૐਅߔࠆ㧚ߎߩ៊ᄬࠍၒ߼วࠊߖࠆ
ߚ߼ߦ㧘ਸ਼▚ࠃࠅߪන⚐ߥ㧘OHPࠍⴕ߁㧚
࡮ MPSߩ࠺ࡈࠜ࡞࠻୯ߢ޽ࠆ(Areg㧙Av)߇ 0x8000
એ਄ߩߣ߈ߪ LPS ߩ⏕₸㑆㓒ߪ Av ߣߥࠆ߇㧘
0x8000 ᧂḩߩߣ߈ߪ(Areg㧙Av)ߣ 0x8000 ߣߩ
Ꮕߩ1/2߇ᣂߚߦMPSߦഀࠅᒰߡࠄࠇࠆ㧔ߟ߹ࠅ㧘
ਔᣇߩᐔဋ୯ࠍഀࠅᒰߡࠆ㧕㧚Av ߆ࠄߘߩಽࠍᏅ
ߒᒁ޿ߚ୯߇ LPS ߩ⏕₸㑆㓒ߦഀࠅᒰߡࠄࠇࠆ㧚
ߎߩ OHPߩಣℂߪᰴߩࠃ߁ߦߥࠆ㧚
 KH

#TGI㧙#X Z
   .25KPVGTXCN#X
 GNUG
   .25KPVGTXCN
#X#TGI㧙Z
 ೋᦼൻ
 ࠦ࡯࠼♽೉ߩਅ㒢୯ࡆ࠶࠻ߪ Creg ߦᩰ⚊ߐࠇ㧘⃻
࿷ߩ⏕₸㑆㓒ߪ Areg ߦᩰ⚊ߐࠇࠆ㧚Areg=0xFF
0xFF㧔= 255255 = 0xFE01㧕㧘Creg=0ߦೋᦼൻߐ
ࠇࠆ㧚Buf0ߣ Buf1ߪ╓ภ࡟ࠫࠬ࠲߆ࠄ಴ജ⋥ᓟߩ╓
ภ♽೉ࠍ৻ᤨ⊛ߦᩰ⚊ߔࠆ 2ࡃࠗ࠻ߩࡃ࠶ࡈࠔߢ޽ࠆ㧚
 MLcntߣ LPScntߪ 2୯ࠪࡦࡏ࡞ߣ LPSߩ⚥⸘಴
⃻ߩࠞ࠙ࡦ࠲ߢ޽ࠆ㧚ਔࠞ࠙ࡦ࠲ߪలಽߦᄢ߈ߥᢙߢ
ߥߌࠇ߫ߥࠄߥ޿㧚MLcntߪ 4㧘LPScntߪ 2ߦೋᦼ
ൻߐࠇࠆ㧚ࠞ ࠙ࡦ࠲ߩᦨᄢ୯MAXcntߪ 255ߦ⸳ቯߐ
ࠇࠆ㧚MPSvalue ߪMPSߩᗧ๧ߢ㧘0߆ 1ࠍߣࠆ㧚
MPSvalueߪ 0ߦೋᦼൻߐࠇࠆ㧚
 Th[0㨪29] ߣ Av[0㨪30]ߪ࿑㧝ߦ␜ߔ୯ߦ⸳ቯߔࠆ㧚
LPS ⏕₸ߪ 2TQD
.25EPV/.EPV ߢਈ߃ࠄࠇ㧘
2値算術符号化シミュレータBACSの試作
−  −
加治佐　清光
ProbをTh[O"-'29]と比較し，適切なAv[O"-'30]が選択
される.
2.3 Avの検索
LPSの確率間隔はAvに基づき求める.Avは， Prob 
= (LPScntく 16)/ MLcntをしきい値 Thと比較する
ことにより求める.AvはAregがOx8000とOx10000
の間であることを仮定した値である.Aregがその範囲
外のときは， Avと全範囲の半分である Ox8000をwct
ビットだけシフト(ダウン)することにより変更する.
ピットシフトの回数である wctはAregの最上位のピ
ット 1により決まる.更新されたAvとOx8000はAvd
と Hdとなる. LPSの確率推定が最小の確率で、ある
11255に近づくと，強制的に Avdは Ox0002となる.
これは LPScnt/ MLcntの確率推定より小さい.Avの
検索の手順を次の図に示す.
// ProbとThを算出
Prob = (LPScntく 16) / MLcnt; 
for (Aindex = 0; Aindexく30;Aindex++) 
if (Prob > Th[AindexJ) break; 
// wctを算出
for (wct=O; Aregく (Ox8000> wct); wct++); 
// AvdとHdを算出
if ((MLcnt == MAXcnt) && (LPScnt == 1)) Avd = Ox0002; 
else Avd = Av[AindexJ > wct; 
Hd = Ox8000 > wct; 
図3 Avの検索
2.4 AregとCregの更新
LPS確率間隔Avと2値入力 Binに従い，レジスタ
Aregと Cregは次の図に示す手順により更新される.
uHP(Uver-Half Processing) fこより変更された MPS
確率間隔は一時的に Avdに格納される.
同図中の 1行目は現在の MPSの確率間隔を保持す
るAregから新たに更新された LPSの確率間隔 Avd
を減じた値を新たな MPSの確率間隔Avdにすること
を意味している.新たな MPSの確率関隔である Avd
が新たな Ox8000である Hd未満の場合 (Uver-Half
Processingの場合)， AvdとHdとの平均値を Avdfこ
割り付ける.つまり， MPSを新たな 50%指標 Halfへ
近づける.
2値入力が MPSであれば，新たな MPSの確率間隔
をAregに害IJり当て， LPSであれば，現在の MPSの
確率間隔を保持するAregから新たなMPSの確率間隔
Avdを減じた LPSの確率間隔をAregに割り当て，
Cregの下限値は，新たな LPSの下限値に対応するよ
うに，新たなMPSの確率間隔Avdだ、けアップさせる.
Avd = Areg -Avd; 
if (AvdくHd) // Over-Half Processing 
Avd = (Avd + Hd) / 2; 
if (Bin == MPSvalue) // MPSが発生
Areg = Avd; 
else { // LPSが発生
Creg = Creg + Avd; 
Areg = Areg -Avd; 
図4 AregとCregの更新
2.5 カウンタの更新
MLcntカウンタが 255である MAXcntになったと
き，カウンタ MLcntと LPScntは半減される. LPS 
確率推定が最低の確率に達した場合， LPSが発生する
までは MLcntはカウントアップされない.カウント
アップが保留されている間， Avdは強制的に Ox0002
になる.Ox0002は， 1IMAXcntの確率推定に相当する
理論的な Avよりもわずかに小さい.これは出現確率
の分布が非常に偏った画像(例えば CG画像)の符号
化効率を改善する簡単な対処法である.カウンタの更
新の手)1頃を次の図に示す.
通常は 2値入力が MPSvalueでない場合に LPScnt
をカウントアップする.もし， LPScntがMLcntの半
分より大きくなれば，MPSvalueの意味(011)を交代し，
LPScntのカウント値も入れ代える.
// MLcntとLPScntを半減
if(MLcnt == MAXcnt) { 
if (Bin != MPSvalue) 
MPScnt = (MPScnt + 1) /2+ 1; 
LPScnt = (LPScnt + 1) /2 + 1; 
e I sei f (LPScnt ! = 1) [ 
MPScnt = (MPScnt + 1) / 2 + 1; 
LPScnt = (LPScnt + 1) / 2; 
//カウントアップ
e I se{ 
MLcnt++; 
if (Bin != MPSvalue) LPScnt++; 
// MPSvalueの意味の交代
if (MLcntくLPScnh2) [ 
LPScnt = MLcnt -LPScnt: 
MPSvalue = 1 -MPSvalue; 
図5 カウンタの更新
2.6 AregとCregの正規化とバイト出力
データは 255を底として表現されるがAregと
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Cregの整数は 2を底として表現される.従って， Creg 
の正規化(renormalization)により Cregから 1バイト
を BufOへ出力する前に， 255を底として表現された
値を持つ出力ノくイトは(Creg>>8+ Creg + 1) >> 8に
より算出される.つまり， 2を底として表現し直した
後に，上位バイトを出力の対象とする.
符号レジスタからピットストリームへのキャリー伝
播(propagationof carry-over)は，二つの格納されたバ
イトである BufOとBuf1において，格納されたバイト
の中ヘキャリーオーバ(carry-over)を伝播させること
により阻止される.Buf1と BufOが OxFEでCregか
らのキャリーオーバが発生した場合， BuflとBufOは
例外的にそれぞれ OxFFとOxOOなる.しかし，この
場合， 0xFFには必然的に OxOOが続くので，マーカの
正しい検出が可能となる.
具体的には，Aregが lバイトの低精度になったとき
に次の正規化を行う.
Buf1の(前々回の) 1バイトを出力する.
BufO (前回)を Buf1へ複写する.
Cregの上位バイトを補正 (2を底)し， BufO (今
回)へ複写する.
Cregを補正 (255を底)する.
Aregを上位バイトへ補正 (255を底)する.
また， Cregが OxFFxOxFF以上のときも Cregを正
規化する.正規化とバイト出力の手順を次の図に示す.
// Aregが1バイトの低精度になれば正規化
if (AregくOxl00){ 
// CregがOxFF*OxFF以上のときCregを正規化
i f (Creg >= Oxff * Oxff) { 
Creg -= Oxff本 Oxff;
BufO++; 
if (BufO == Oxff) 
BufO = 0; 
Bufl++; 
// Buflの1バイトを出力
AppendToBi tStream (Bufl. 8); 
// BufOをBuf1へ複写
Buf1 = BufO; 
// Cregの上位バイトを補正(2を底)し BufOへ複写
BufO = ((Creg >> 8) + Creg + 1)>> 8; 
// Cregを補正(25を底)
Creg += BufO; 
Creg = ((Creg & Oxff) く 8) 一(Creg & Oxff) ; 
// Aregを上位バイトへ補正(25を底)
Areg = (Areg く 8) -Areg; 
函6 AregとCregの正規化とバイト出力
2. 7 符号化の終了
すべての 2値入力を符号化した後，符号器は Buf1，
BufO， Cregの計 4バイトを出力する.学習ソフト
BACSにはこの機能は備わっていない.
2.8 2値算街符号化のまとめ
上述の手順をまとめると 2値算術符号化の手順は次
の図のようになる.
Avの検索
AregとCregの更新
カウンタの更新
符号化の終了
函7 2値算令官符号化の手順
3 学習ソフト BACSの概要
前述の 2値算術符号化のアルゴ、リズムを学習ソフ
ト:2値算術符号化シミュレータ BACSとして実装し
た.実装にはVisualC#を用いたが，C#はユーザイン
タフェースとなる画面設計が容易なため， BACSのコ
ーディングは短くて済み，初版は約 1日で完成した.
ソースプログラムは注釈を含み約 500行，実行フ。ログ
ラムは 36Kバイトと非常に小さい.
図1に示したようにBACSの実行画面は2値算術符
号化プログラムの内部レジスタなどを視覚的に見られ
るようにしただけのシミュレータであるが，以下の項
目において， 2値算術符号化のアルゴ、リズムの理解を
手助けするためのいくつかの表示機能が付加しである.
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5 むすび
本報告では，学習ソフト :2値算術符号化シミュレ
ータ BACSの概要について報告した.算術符号化の入
門用として，そのアルゴリズ、ムの理解のための手助け
になるものと思われる.
2値算術符号化を用いた実際の応用では，レジスタ，
カウンタ，配列などは複数のコンテクストの分だけ用
意され，コンテクストに基づいた条件付き確率を使用
して圧縮効率を高める.コンテクストを使用した 2値
算術符号器・復号器の内部をそのままシミュレータと
して視覚的に表示することは難しいので，必要な所だ
けが観測できる工夫が必要で、ある.復号器を含むシミ
ュレータの開発については今後の課題としたい.
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