Abstract. Let X be a centered random variable with unit variance, zero third moment, and such that IE [X 4 ] ≥ 3. Let {Fn : n ≥ 1} denote a normalized sequence of homogeneous sums of fixed degree d ≥ 2, built from independent copies of X. Under these minimal conditions, we prove that Fn converges in distribution to a standard Gaussian random variable if and only if the corresponding sequence of fourth moments converges to 3. The statement is then extended (mutatis mutandis) to the free probability setting. We shall also discuss the optimality of our conditions in terms of explicit thresholds, as well as establish several connections with the so-called universality phenomenon of probability theory. Both in the classical and free probability frameworks, our results extend and unify previous Fourth Moment Theorems for Gaussian and semicircular approximations. Our techniques are based on a fine combinatorial analysis of higher moments for homogeneous sums.
1. Introduction 1.1. Overview. The Fourth Moment Phenomenon is a collection of mathematical statements, yielding that for many sequences of non-linear functionals of random fields (both in a commutative and non-commutative setting), a Central Limit Theorem is simply implied by the convergence of the corresponding sequence of fourth moments towards a prescribed target. Statements of this type represent a drastic simplification of the classical method of moments and cumulants, and are customarily called Fourth Moment Theorems. As witnessed by the web resource [35] , fourth moment results have recently gained enormous momentum within the probabilistic literature, in particular in view of their many applications, e.g. to Gaussian analysis, stochastic geometry and free probability (see [18, Chapter 5] , [13] and [12] for some seminal references on the subject, as well as Section 1.3 for a more detailed discussion of the existing literature).
The aim of the present paper is to fully explore the Fourth Moment Phenomenon in the framework of homogeneous sums in independent or freely independent random variables, by accomplishing the following tasks: (i) to provide general simple sufficient conditions for Fourth Moment Theorems to hold, and (ii) to link such Fourth Moment Theorems to universality statements, in the same spirit as the recent references [7, 21, 30 ].
1.2. Goals. We will now provide an informal presentation of our principal objectives: the reader is referred to Section 2 for definitions and precise assumptions. In what follows, we shall denote by N and S, respectively, a random variable having a standard normal N (0, 1) distribution, and a free random variable having the standard semicircular S(0, 1) distribution. According to the usual convention, any statement implying convergence in law to N or S is called a 'Central Limit Theorem' (CLT). As anticipated, the main focus of our paper is on sequences of homogeneous sums of the form
where: (a) d ≥ 2, (b) each mapping f n : [n] d → IR is symmetric and vanishes on diagonals (see Definition 2.1), and (c) X = {X i : i ≥ 1} is either a collection of independent copies of a classical centered real-valued random variable with finite fourth moment (defined on some probability space (Ω, F, IP)), or a family of freely independent copies of a non-commutative centered random variable (defined on a suitable free probability space (A, ϕ)). In both instances at Point (c), Q X (f n ) is a centered random variable.
Our principal aim is to tackle the following questions (I)-(III):
(I) Assume that X is defined on a classical probability space, and that the kernels f n are normalized in such a way that Q X (f n ) has unit variance. Under which conditions on the law of X 1 (remember that the X i 's are identically distributed), the asymptotic condition (as n → ∞)
is systematically equivalent to the convergence
(II) Assume that X is defined on a free probability space, and that the kernels f n are chosen in such a way that the variance of each Q X (f n ) equals one. Under which conditions on the law of X 1 (again, the X i 's are identically distributed) the asymptotic condition (as n → ∞)
(III) Are the convergence results at Points (I) and (II) universal? That is, assume that either (1.2) or (1.4) is verified: is it true that X can be replaced by any other sequence of (freely) independent variables Y = {Y i : i ≥ 1}, and still obtain that the sequence Q Y (f n ), n ≥ 1, verifies a CLT?
Our main achievements are stated in Theorem 2.3 and Theorem 2.6, where we provide surprisingly simple answers to questions (I)-(III). Indeed, in Theorem 2.3, dealing with the classical case, it is proved that the conditions IE[X 3 1 ] = 0 and IE[X 4 1 ] ≥ 3 imply a positive answer both to Questions (I) and (III). The free counterpart of this finding appears in Theorem 2.6, where it is proved that Questions (I) and (III) admit a positive answer whenever ϕ(X 4 1 ) ≥ 2.
Our proofs rely on a novel combinatorial representation for the fourth cumulant of Q X (f n ), both in the classical and free case -see, respectively, Proposition 3.1 and Proposition 3.4. We believe that these results are of independent interest: in particular, they provide a new powerful representation of the fourth cumulant of a homogeneous sum in terms of 'nested' cumulants of sums of lower orders, that perfectly complements the usual moments/cumulants relations for non-linear functionals of random fields (see e.g. [15, 26] ).
As indicated by the title, the last section of the present paper partially addresses the problem of thresholds, studying in particular the optimality of the conditions provided in Theorems 2.3 and 2.6.
1.3. Some history. We now list some references that are relevant for the present paper.
-In the classical probability setting, the first study of Fourth Moment Theorems for homogeneous sums (or, more generally, for degenerate U -statistics) appears in the landmark papers by de Jong [9, 10] , where it is proved that, if the kernels {f n } verify a Lindeberg-type condition and X 1 has finite fourth moment, then condition (1.1) is sufficient for having the CLT (1.2). Our results will show, in particular, that such Lindeberg type condition can be dropped whenever X 1 has a fourth moment that is greater than 3. Recent developments around the theorems by de Jong appear in [11, 27] . -A crucial reference for our analysis is [25] , where the authors proved that the implication (1.1) → (1.2) holds systematically (without any restriction on the kernels {f n }) whenever X is composed of independent and identically distributed N (0, 1) random variables. It is important to notice that the result continues to hold when one replaces homogeneous sums with a sequence living in a fixed Wiener chaos of a general Gaussian field. Reference [25] has strongly motivated the introduction of the so-called Malliavin-Stein method (first developed in [17] ), that is by now one of the staples of the asymptotic analysis of functionals of Gaussian fields. See [35] , as well as the monograph [18] for an introduction to this subject, see [22, 28] for multidimensional generalisations, and [24] for extensions to an information-theoretical setting. The reader can consult [2] for an alternative simple proof of the results of [25] and [3] for an extension of the Fourth Moment Theorem to higher moments. -Reference [29] shows that the implication (1.1) → (1.2) also holds when X is composed of independent Poisson random variables. See also [11, 13, 30, 32] for some partial results involving sequence of random variables living inside a fixed Poisson chaos. Fourth momenttype statements for infinitely divisible laws can be found in [1] . -In the free probability setting, the analysis of the Fourth Moment Phenomenon for non-linear functionals of a free Brownian motion was started in [12] , where the authors proved a non-commutative counterpart to the findings of [25] . Extensions are provided in [6] for multiple integrals with respect to the q-Brownian motion and in [4] for the free Poisson Chaos. See moreover [23] for a discussion about the multidimensional case. -As anticipated, one major feature of fourth moment results is that they are often associated with universality statements. In the classical case, the most relevant reference is arguably [20] , where the authors proved that homogeneous sums involving independent Gaussian random variables are universal in the sense detailed in Question (III) of the previous section. This was accomplished by exploiting the invariance principle established in [14] . Similar results in the Poisson case are discussed in [29, 30] . -The non-commutative version of [14] can be found in [7] , yielding in turn the universality of the semicircular law for symmetric homogeneous sums. These results have been recently extended in [33] to the multidimensional setting.
1.4. Plan. The rest of the paper is organized as follows. Section 2 contains the formal statement of our main results. Section 3 contains the statements and proofs of the announced new formulae for fourth moments of homogeneous sums. Section 4 is devoted to proofs, whereas Section 5 deals with partial thresholds characterizations.
Framework and main results
2.1. Admissible kernels. For every n ∈ IN, we shall use the notation [n] := {1, . . . , n}. The following terminology is used throughout the paper. 
holds.
For instance, in the case d = 2, the kernel
, it is always possible to generate an admissible kernelf by first symmetrizing f (in order to meet requirement (β)), and then by properly renormalizing it (in order to meet requirement (γ)).
2.2.
Main results in the commutative case. Every random object considered in the present section lives on a suitable common probability space (Ω, F, IP). In what follows, we consider a random variable X satisfying the following Assumption We will denote by X = {X i : i ≥ 1} a sequence composed of independent copies of X. For any admissible kernel f : [n] d → IR, we define Q X (f ) to be the random variable
In view of our assumption on X and f , it is straightforward to check that
Finally, we write N (0, 1) to indicate the standard Gaussian distribution, that is, N (0, 1) is the probability distribution on (IR, B(IR)) with density
e −x 2 /2 . In agreement with the above conventions, given N ∼ N (0, 1), we shall denote by N = {N i : i ≥ 1} a sequence of independent copies of N .
The following definition plays a pivotal role in our work. Definition 2.2. Fix d ≥ 2, let X satisfy Assumption (A) and let N ∼ N (0, 1); define the sequences X and N as above. Consider a sequence f n :
[n] d → IR, n ≥ 1, of admissible kernels, as well as the following asymptotic relations, for n → ∞:
Then: 1. We say that X satisfies the Commutative Fourth Moment Theorem of order d (in short:
The use of the term 'universal' adopted in the previous definition may seem slightly obscure. To justify our terminology (and for future reference) we recall the following invariance principle from [20] , implying in particular that, if a sequence of admissible kernels verifies (ii), then (i) is automatically satisfied for every sequence X of i.i.d. centered normalized random variables.
The following result is a direct consequence of the main results of [25] .
The subsequent Theorem 2.3 is one of the main achievements of the present paper. It provides a strikingly simple sufficient condition under which X is both U d and satisfies a CF M T d . The proof (that is detailed in Section 4) relies on Theorem 2.2, as well as on the combinatorial formula for the fourth moment of Q X (f ) provided in Section 3 (see formula (3.1)). In the next subsection, we shall present a non-commutative counterpart to Theorem 2.3.
2.3.
Main results in the non-commutative case. We shortly recall few basic facts about non-commutative (or free) probability theory that will be useful for our discussion: we refer the reader to the monograph [15] for any unexplained definition or result in this domain. Let (A, ϕ) be a noncommutative (or free) probability space (namely, A is a unital * -algebra, and ϕ is a faithful positive state, customarily called a trace). As usual, self-adjoint bounded elements in A will be referred to as random variables. 
Given free probability spaces (A n , ϕ n ), (A, ϕ), and a sequence of random variables a n ∈ A n and a ∈ A, we say that {a n } converges in distribution (or in law) towards a if:
If the above asymptotic relations are verified for every k, we write a n Law −−→ a. In the non-commutative setting, the role of independence is played by the notion of freeness: the unital subalgebras A 1 , . . . , A n of A are said to be freely independent if, for every k ≥ 1, for every choice of integers i 1 , . . . , i k with i j = i j+1 , and random variables a i j ∈ A j , we have ϕ(a i 1 a i 2 · · · a i k ) = 0. The random variables a 1 , . . . , a n are said to be freely independent if the (unital) subalgebras they generate are freely independent. Let us consider a random variable Y in (A, ϕ) satisfying the following Assumption (B):
Note that, in the non-commutative setting, Y has all moments by definition; moreover, in contrast to Assumption (A) used in the commutative case, here we will not need the vanishing of the third moment ϕ(Y 3 ). Similarly to the conventions of the previous subsection, we will denote by Y = {Y i : i ≥ 1} a sequence composed of freely independent copies of Y , that we can assume defined on (A, ϕ). When f : [n] d → IR is an admissible kernel, we define Q Y (f ) as the random variable
In view of our assumptions on Y and f , it is straightforward to check that 
Finally, S(0, 1) will denote the standard semicircular distribution, namely the distribution on (IR, B(IR)) with density x → 1 2π √ 4 − x 2 and support given by the interval [−2, 2]. It is easily checked that, if S ∼ S(0, 1), then ϕ(S) = 0, ϕ(S 2 ) = 1, ϕ(S 3 ) = 0, and ϕ(S 4 ) = 2. Given S ∼ S(0, 1) and following the previous conventions, the bold letter S will stand for a sequence of freely independent copies of S. The following definition is the non-commutative counterpart of Definition 2.2. Note the additional factor d! appearing in many of the relations below: this is due to the fact that, in the non-commutative setting, the variance of a homogeneous sum based on an admissible kernel equals d! −1 , whereas the variance of the standard semicircular distribution is 1. 
Then: 1. We say that Y satisfies the Non-Commutative Fourth Moment Theorem
The next statement is a free analogue of Theorem 2.1 (see [7] ).
Theorem 2.4 (See [7] ). Let f n : [n] d → IR be a sequence of admissible kernels and let S ∼ S(0, 1). Assume that
According to the following result from [12] , an example of distribution satisfying the N CF M T d for any d ≥ 2 is the S(0, 1) distribution itself. The next section provides the combinatorial formulae that are needed in the proofs of Theorem 2.3 and Theorem 2.6.
3. Combinatorial formulae for fourth moments 3.1. Preliminaries. Our main aim in this section is to prove formulae (3.1) and (3.4), yielding new combinatorial expressions for the fourth moment of homogeneous sums, respectively in the classical and free cases. Although our main motivation for deriving these relations comes from the fact that they are crucial elements in the proofs of Theorem 2.3 and Theorem 2.6, we believe that these relations have an intrinsic interest, as they provide a new approach to cumulant computations for non-linear functionals of a given sequence of independent or freely independent random variables. We refer the reader e.g. to [15, 26] for any unexplained combinatorial definition or result (respectively, in the non-commutative and commutative cases).
We denote by P([n]) and N C([n]), respectively, the lattice of all partitions and the lattice of all non-crossing partitions of the set [n]. Also, P 2 ([n]) and N C 2 ([n]) will stand, respectively, for the set of all pairings and all noncrossing pairings of [n]. The definitions of P(A) and P 2 (A) for a generic finite set A are analogous. Recall that a partition π of the set [n] is said to be non-crossing if, whenever there exist integers i < j < k < l, with i ∼ π k, j ∼ π l, then j ∼ π k (here, i ∼ π j means that i and j belong to the same block of π).
In this section, the following interval partition in P([4d]) (d ≥ 2) will play a crucial role:
that is: π ⋆ is the partition of [4d] composed of consecutive intervals of exact length d. Given a partition σ of [4d], and according to the usual lattice notation, we will write σ ∧ π ⋆ =0 to indicate that, in each block of σ, there is at most one element from every block of π ⋆ (this property is usually referred to by saying that "σ respects π ⋆ ").
Finally, we will use the symbol P ⋆ 2,4 ([4d]) (resp. N C 3.2. Fourth moment formulae in the commutative case. For a generic random variable X with moments of all orders, we shall denote by χ j (X), j = 1, 2, ... the (classical) jth cumulant of X (see [26, Chapter 3] ).
For π ∈ P([n]), the generalized cumulant χ π (X) of a random variable X is defined as the multiplicative mapping X → χ π (X) = b∈π χ |b| (X). Such a mapping satisfies the formula:
which is equivalent to
with µ(π,1) denoting the Möbius function on the interval [π,1]. We have therefore that
Given a vector of random variables of the type (X i 1 , ..., X in ), (with possible repetitions), for every partition σ = {b 1 , ..., b k } ∈ P([n]), we define the generalized joint cumulant
where χ(X ia : a ∈ b j ) is the joint cumulant of the random variables composing the vector (X ia : a ∈ b j ), as defined e.g. in [26, Chapter 3] , satisfying
If the X j 's are independent,
The next statement contains the announced combinatorial representation of the fourth cumulant of a homogeneous sum in the classical case. 
namely,
If X satisfies Assumption (A), then
Proof. Throughout the proof, one may and will identify each partition σ ∈ P 
In ( For instance, for d = 3 and (m, u, τ ) associated with the partition σ = {{1, 4, 7, 10}, {2, 12}, {6, 8}, {5, 9}, {3, 11}} considered in the above example, one has that
Now, an immediate consequence of the symmetry of f is that, for fixed m, the value of the triple sum 
Due to 
with µ(π,1) denoting the Möbius function on the interval [π,1] (see [15, Chapter 11] for more details). We have therefore that
Given a vector of random variables of the type (Y i 1 , ..., Y in ) (with possible repetitions), for every partition σ = {b 1 , ..., b k } ∈ N C([n]), we define the generalized free joint cumulant
where κ(Y ia : a ∈ b j ) is the free joint cumulant of the random variables composing the vector (Y ia : a ∈ b j ), (see [15, Proposition 11.4] ), satisfying the moment-cumulant formula:
If the Y j 's are freely independent,
The following statement contains the non-commutative version of Proposition 3.1. 
4)
where, for every k = 1, . . . , n, we have set:
with S = {S i : i ≥ 1} a sequence of freely independent standard semicircular random variable defined on (A, ϕ).
Proof. It is a classic fact that, if S = {S i : i ≥ 1} is the collection of freely independent semicircular random variables appearing in the statement, then κ σ (S i 1 , ..., S i 4d ) = 0 whenever σ contains a block b such that |b| = 2; also, when all blocks of σ have size 2,
From the free moment-cumulant formula, we deduce that
In the previous sum, a partition σ ∈ N C([4d]) such that σ ∧ π ⋆ =0 gives a non-zero contribution only if its blocks have cardinality either 2 or 4. Indeed, since Y is centered, σ cannot have any singleton. Similarly, σ cannot have any block of cardinality 3: otherwise, the non-crossing nature of σ would imply the existence of at least one singleton and the corresponding cumulant would vanish. Therefore, the only non-vanishing terms in the sum appearing in the last line of (3.5) are those corresponding to non-crossing partitions that respect π ⋆ , and whose blocks have cardinality either 2 or 4. Recall that this class of partitions is denoted by N C 
In view of the non-crossing nature of the involved partitions, one can indeed give a very precise description of the class N C 
(it is indeed an easy exercise to show that the last equality is exactly equivalent to (2.3) ). On the other hand, for h = 1, ..., d, one has that
The symmetry of f yields the following identities:
and, for h = 2, ..
Summing up the previous expression for all s = 1, ..., d − 2, and for h = 1, d, a straightforward application of formula (2.3) in the case m = d − 1 and
from which the desired conclusion follows.
Proofs

4.1.
Proof of Theorem 2.3. We shall show that, for a given sequence of kernels {f n : n ≥ 1}, the implications (iii)→(ii)→(i)→(iii) are in order, with (i), (ii) and (iii) as given in Definition 2.2. Proof of (iii)→(ii). Consider the formula (3.1), and bear in mind that χ 4 (X) ≥ 0 due to our hypothesis. Let N ∼ N (0, 1) and let N = {N i } i≥1 be the corresponding sequence of independent copies. Moreover,
On the other hand, formula (3.1) entails that
2), it follows that (ii) takes place. Proof of (ii)→(i). It is the conclusion of Theorem 2.1.
Proof of (i)→(iii). Due to [21, Lemma 4.2]
, the sequence Q X (f n ) 4 is uniformly integrable. Therefore, the conclusion follows as for the proof of [18, Theorem 11.3.1].
Remark 4.1. We have chosen to deal with the i.i.d. case just to ease the notation and the discussion. We could have considered a sequence X = {X i } i≥1 of independent centered random variables, with unit variance, possibly not identically distributed, but starting from an inequality instead of an equality.
Indeed, for every m = 1, . . . , d and every n, set γ n . Assume further that there exists A ≥ 0 such that inf n≥1 A n ≥ A (which is clearly satisfied if χ 4 (X i ) ≥ 0 for all i). Then, from the inequality
it is possible to handle the case when the X i 's are independent centered r.v.'s, with unit variance, but not necessarily identically distributed, yielding that 
, from identity (3.7) in [16] it follows that
for sufficiently large n. Then, under the assumption IE[
By exploiting [16, Theorem 1.2] and with the same strategy as in the proof of Theorem 2.3, it is possible to provide a Fourth Moment statement for Q X (f n ) when the target is the the Gamma distribution (note that the universality of Gaussian homogeneous sums w.r.t. Gamma approximation has been established in [21, Theorem 1.12] both for homogeneous sums with i.i.d. entries and with only independent entries).
Proof of Theorem 2.6. We shall show the series of implications (iii)'→(ii)'→(i)'→(iii)', with (i)', (ii)' and (iii)' as given in Definition 2.3.
Proof of (iii)'→(ii)'. Consider the formula (3.4) and bear in mind that κ 4 (Y ) ≥ 0 due to our hypothesis. Let S ∼ S(0, 1) and let S = {S i } i≥1 be the corresponding sequence of freely independent copies. We then have that
On the other hand, formula (3.4) entails that
from which one deduces that, if (iii)' holds true, then ϕ(Q S (f n ) 4 ) → 2. Since S ∼ S(0, 1) satisfies the N CF M T d (Theorem 2.5), one has that (ii)' takes place. Proof of (ii)'→(i)'. It is the conclusion of Theorem 2.4. Proof of (i)'→(iii)'. It comes from the very definition of the convergence in law in the free case (that is, the convergence of all the moments).
Remark 4.3. As in the commutative case, we have chosen to deal with the i.i.d. case just to ease the notation and the discussion. We could have considered a sequence Y = {Y i } i≥1 of freely independent centered random variables, with unit variance, possibly not identically distributed, but starting from an inequality other than an equality. Indeed, for every n ≥ 1, set β n = min i=1,...,n κ 4 (Y i ), and assume that there exists β ≥ 0 such that inf n≥1 β n ≥ β.
In particular, lim
entailing that the sequence of freely independent random variables Y = {Y i } i≥1 satisfies the Fourth Moment Theorem for homogeneous sums in dimension d for semicircular approximation: that is, d! 2 κ 4 (Q Y (f n )) → 0 is a necessary and sufficient condition for the convergence in law of Q Y (f n ) to the semicircle law. 
From this formula, considering the Fourth Moment Theorem for free Poisson approximation of Wigner chaos established in [19] , the analogous of the Theorem 2.6 with respect to the Free Poisson limit can be achieved.
On the existence of thresholds for the fourth moment criterion
In Section 5.1. Existence of a threshold in the classical case. So far, in the classical case we are able to determine the existence of the threshold only under the extra assumption that X is U d . Before stating our results, we need some preliminary results.
Proof.
Step 1: First, we prove that if X is CF M T d and U d , then χ 4 (Q X (f )) = 0 for every admissible kernel f . Indeed, if there exists f such that χ 4 (Q X (f )) = 0, then the constant sequence Q X (f ) will be normal, and then, being X U d , we would have Q N (f ) law = N (0, 1), which is absurd.
Step 2: Assume now that there exist two admissible kernels f 0 and
Consider, for every t ∈ [0, 1], the admissible kernel
Since χ 4 Q X (f 1 ) < 0 and χ 4 Q X (f 0 ) > 0, there exists t ⋆ ∈ (0, 1) such that χ 4 Q X (f t ⋆ ) = 0, which is impossible due to the conclusion of the first step.
Remark 5.1. It is always possible to construct a homogeneous sum with positive fourth cumulant. Indeed, for n large enough, consider the homogeneous polynomial (with admissible kernel g n )
enough to show that Z satisfies the CF M T d as well. We will proceed in several steps, considering mixtures between X and a suitable random variable T .
Step 1. Set θ = IE[Z 4 ]/IE[X 4 ] − 1, let q ∈ N, and set α = (1 + θ) 1/q − 1. Since (1 + θ) 1/q → 1 as q → ∞, one may and will choose q large enough so that α ∈ [0, 1). Now, let V 1 , . . . , V q be independent copies with distribution 
. .) be a sequence of independent copies of X (resp. T and Z).
Step 2. Set 
and X is U d and satisfies the CF M T d , almost surely in {T i } i≥1 one has, according to Proposition 5.1, that:
see indeed (5.1). Up to extracting a subsequence and due to the positivity of summands, we deduce that, almost surely in
Step 3. Since X satisfies the CF M T d , we deduce from (5.2) that, almost surely in {T i },
But X is assumed to be U d so, by Theorem 2.1, it follows that, almost surely in
Using that T i ≥ x > 0 for all i, we finally deduce that
This condition and de Jong's criterion (see [20, Theorem 1.9 ] for a modern proof), ensure that Z satisfies the CF M T d as well. Besides, the law of Z is U d .
Step 4 (Conclusion). The desired threshold r d is thus given as being the smallest real number t ∈ ( [21] ), and hence such result is not in contrast with our approach.
5.2.
Existence of a threshold in the free case. In order to generalize in the free probability setting the technique of the mixtures used in Section 5.1, one should consider a sequence {Z i } of freely independent random variables, freely independent of {S i } in such a way that the Z i 's and the S j 's commute. But this is possible only if Z i has vanishing variance (see [15, Lecture 5] ). Hence we will adopt a different approach to reach the free counterpart of Theorem 2.3, which, in the meantime, will highlight the simplicity and usefulness of formula (3.4) , that avoid us to assume that Y is F U d . Let us remark that since formula (3.1) is not linear in χ 4 (X), the following strategy cannot be adapted for the determination of the threshold in the classical case. Step 2: Let Z be a centered random variable with unit variance such that ϕ(Z 4 ) > t (with t such as (5.3)). We shall prove that Z satisfies the N CF M T d . So, assume that κ 4 (Q Z (f n )) → 0 as n → ∞ for a given sequence of admissible kernels f n . By applying the formula (3.4) to Y and Z and by taking the difference, we obtain: Step 3 (Conclusion). The desired threshold s d is thus given as being the smallest real number t ∈]1, 2] such that there exists Y satisfying (B), the N CF M T d and with ϕ(Y 4 ) = t.
