An understanding of microbial transport and survival in the subsurface is needed for public health, environmental applications, and industrial processes. Much research has therefore been directed to quantify mechanisms influencing microbial fate, and the results demonstrate a complex coupling among many physical, chemical, and biological factors. Mathematical models can be used to help understand and predict the complexities of microbial transport and survival in the subsurface under given assumptions and conditions. This review highlights existing model formulations that can be used for this purpose. In particular, we discuss models based on the advection-dispersion equation, with terms for kinetic retention to solid-water and/or air-water interfaces; blocking and ripening; release that is dependent on the resident time, diffusion, and transients in solution chemistry, water velocity, and water saturation; and microbial decay (first-order and Weibull) and growth (logistic and Monod) that is dependent on temperature, nutrient concentration, and/or microbial concentration. We highlight a tworegion model to account for microbe migration in the vicinity of a solid phase and use it to simulate the coupled transport and survival of Escherichia coli species under a variety of environmentally relevant scenarios. This review identifies challenges and limitations of models to describe and predict microbial transport and survival. In particular, many model parameters have to be optimized to simulate a diversity of observed transport, retention, and survival behavior at the laboratory scale. Improved theory and models are needed to predict the fate of microorganisms in natural subsurface systems that are highly dynamic and heterogeneous.
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Modeling Microorganism Transport and Survival in the Subsurface
Scott A. Bradford,* Yusong Wang, Hyunjung Kim, Saeed Torkzaban, and Jiri Šimůnek A n understanding and ability to predict the transport and fate of microorganisms (viruses, bacteria, and protozoa) in the subsurface is needed for a wide variety of applications including bioremediation and bioaugmentation (Mishra et al., 2001; Vidali, 2001) , microbially enhanced oil recovery (Banat, 1995) , water treatment (Stuyfzand, 1989; Tufenkji et al., 2002; Ray et al., 2002; Schijven et al., 2003; Weiss et al., 2005) , and assessing and mitigating the risk of pathogen contamination (Schijven and Hassanizadeh, 2000; Foppen and Schijven, 2006; Tufenkji, 2007) . Considerable amounts of research have therefore been directed to this topic (see reviews by Herzig et al., 1970; McDowell-Boyer et al., 1986; McCarthy and Zachara, 1989; Ryan and Elimelech, 1996; Khilar and Fogler, 1998; Schijven and Hassanizadeh, 2000; Ginn et al., 2002; Harvey and Harms, 2002; Jin and Flury, 2002; DeNovio et al., 2004; Rockhold et al., 2004; Unc and Goss, 2004; Foppen and Schijven, 2006; Kanti Sen and Khilar, 2006; Bradford and Torkzaban, 2008; Pang, 2009; Bradford et al., 2013a) .
The transport and survival of microorganisms are well known to depend on the processes of advection, dispersion, diffusion, size exclusion, retention and release from the solidwater (SWI) and/or air-water (AWI) interfaces, growth, death, and/or inactivation, as well as initial conditions and sources. Many of these processes are highly coupled to a wide variety of physicochemical, biological, and hydrodynamic factors. For example, microorganism retention and release on the SWI and AWI are highly sensitive to the microorganism size and surface properties; the porous medium size, pore structure, and surface properties; the solution chemistry; the water velocity and saturation; and the input concentration Harvey and Harms, 2002; Foppen and Schijven, 2006; Tufenkji et al., 2006; Bradford et al., 2013a) . In addition, a wide variety of abiotic (temperature, metal oxides, salinity, water content, organic sources, nutrients, and electron donors and acceptors) and biotic (microbial community, quorum sensing, and biofilms) factors are known to influence microorganism growth, death, and inactivation (Schijven and Hassanizadeh, 2002; Harvey and Ryan, 2004; Berry and Miller, 2005; Torkzaban et al., 2006a; Foppen and Schijven, 2006; Cook and Bolster, 2007) . Furthermore, microbial population heterogeneity is known to influence both transport and survival (Binnerup et al., 1993; DeFlaun et al., 1997; Bolster et al., 2000; Fuller et al., 2000; Morohashi et al., 2007; Oliver, 2010; Foppen et al., 2010) .
A dramatic increase in the number and sophistication of mathematical models for microbial transport and/or survival has occurred in the last several decades to reflect the research community's evolving understanding (e.g., Sim and Chrysikopoulos, 1996; Ginn, 2002; Murphy and Ginn, 2000; Rathfelder et al., 2000; Schijven and Šimůnek, 2002; Lenhart and Saiers, 2003; Saiers and Lenhart, 2003; Bradford et al., 2003 Bradford et al., , 2011a Tufenkji et al., 2003; Scheibe and Wood, 2003; Chrysikopoulos and Vogler, 2004; Gabriel et al., 2005; Tufenkji and Elimelech, 2005b; Grolimund and Borkovec, 2006; Šimůnek et al., 2006; Cortis et al., 2006; Bradford and Toride, 2007; Mostafa and Van Geel, 2007; Wang et al., 2008; Cheng and Saiers, 2009; Chatterjee and Gupta, 2009; Tosco et al., 2009; Wang and Ford, 2009; Yukalov et al., 2009; Molin and Cvetkovic, 2010; Shapiro and Bedrikovetsky, 2010; Tosco and Sethi, 2010; Shapiro, 2010, 2011; Russell et al., 2012; Zhang et al., 2012; Hosseini and Tosco, 2013; Landkamer et al., 2013) . These models are based on different assumptions to conceptualize water flow and microbial transport, retention, release, and survival within a mathematical framework. There is presently no consensus on the best model formulation, and no single model is expected to accurately simulate all scenarios. Most models do not consider the full physical, chemical, and biological complexities of dynamic natural systems because of uncertainty in process descriptions, difficulty in parameter estimation, incomplete characterization of heterogeneity, and the strong coupling with hydrodynamic and physicochemical factors. In addition, models and research studies have mainly examined transport and survival processes separately due to their individual complexity, even though both processes are known to strongly influence microbial fate. Consequently, mathematical models are not always accurate predictors of reality but are only as good as their input parameters and modeling assumptions.
This review is divided into two main sections: (i) the conventional model; and (ii) alternative models. We outline the standard approach to simulate microbial transport, which shares many similarities with solute transport models, in the conventional model section. The alternative models section highlights existing model formulations to account for many microbial transport and survival processes that are neglected in the conventional model. In addition, we show the ability and challenges of one promising alternative to the conventional model (the two-region model) to simulate microbial transport, retention, release, and survival. In both sections, we identify gaps in knowledge and note model limitations. The information presented in this review is intended to be illustrative and is not exhaustive.
Conventional Model
Microbes are transported in the subsurface environment with water as a result of advection, diffusion, and mechanical dispersion. Models for microorganism transport and fate are commonly based on some form of the advection-dispersion equation, with terms for retention and release from the SWI and AWI (Harvey and Garabedian, 1991; Hornberger et al., 1992; Corapcioglu and Choi, 1996) . Water flow is typically described using either Richards' equation (Richards, 1931) for the vadose zone or the Bousinesque equation for groundwater. An expression for microbe transport in the aqueous phase that includes exchange to the SWI and AWI can be given in onedimensional form as
where ] is the survival of microbes on the solid phase. The first and second terms on the right-hand side of Eq. [2] account for microbe retention and release, respectively. Each of these model parameters are discussed in detail below.
Filtration theory (Yao et al., 1971) attempts to predict k sw as ( )
where
] is the average pore water velocity, d 50 [L] is the median grain diameter, h (dimensionless) is the single collector contact efficiency, and a (dimensionless) is the sticking efficiency. Mass transfer of microbes to the SWI is quantified by h. Correlation equations to predict h as a function of system variables (water velocity, microbe size and density, and collector size) have been developed from pore-scale simulations of colloid transport in simplified grain geometries under water-saturated conditions (e.g., Rajagopalan and Tien, 1976; Tufenkji and Elimelech, 2004; Nelson and Ginn, 2005; Ma et al., 2009) .
Favorable attachment conditions occur in the absence of an energy barrier when a = 1 (Eq. [3]). Conversely, unfavorable attachment conditions occur in the presence of an energy barrier to attachment. In this case, only a fraction of the microbes that are transported to the SWI will be retained and a < 1. Several theoretical approaches have been developed to estimate a from the fraction of the solid surface area that is chemically favorable for deposition (Elimelech et al., 2000; Abudalo et al., 2005) or the probability of diffusing microbes to be retained in a primary or secondary energy minimum (Spielman and Friedlander, 1974; Simoni et al., 1998; Shen et al., 2007) . The kinetic energy model (also known as the Maxwell model) predicts that a rapidly increases with the depth of the secondary minimum (Simoni et al., 1998; Hahn and O'Melia, 2004; Shen et al., 2007) , such that larger microbes will have much higher values of a than smaller microbes. Conversely, the energy barrier to the primary minimum increases with microbe size, and therefore the value of a that is associated with the primary minimum also decreases (Shen et al., 2007) .
The value of a is well known to be sensitive to the solution chemistry (Tufenkji and Elimelech, 2005a; Shen et al., 2007) and the surface properties of the SWI and microbe Bolster et al., 2009 Bolster et al., , 2010 Foppen et al., 2010) . Additional research also suggests that a will depend on the system hydrodynamics ( Johnson et al., 2007; Torkzaban et al., 2007; Shen et al., 2010) and the input concentration . Innovative approaches are needed to predict the effects of all these factors on a. Due to all of these complexities, the value of a is frequently viewed as an empirical parameter that is obtained by fitting to measured transport data (Tufenkji and Elimelech, 2005a) . Figure 1 presents an illustrative example of the sensitivity of E. coli transport to the species type and physicochemical conditions. Breakthrough curves for E. coli D21g and E. coli O157:H7 are shown in Fig. 1a and 1b, respectively, when the solution ionic strength (IS) ranged from 1 to 100 mmol L −1
KCl. The breakthrough curves are presented as aqueous-phase normalized concentrations (C/C o , where C o is the influent concentration) as a function of the pore volumes (PV). The E. coli D21g and O157:H7 data have previously been reported by Torkzaban et al. (2008) and Kim et al. (2009a) , respectively. Pronounced differences in the transport behavior of E. coli D21g and O157:H7 occurred with increases in solution IS. In particular, increasing the IS produced an increase in retention for D21g, whereas the opposite trend occurred for O157:H7. This behavior is primarily due to differences in the surface properties of the two E. coli strains, as well as physicochemical conditions. Standard interaction energy calculations (Derjaguin and Landau, 1941; Verwey and Overbeek, 1948) predict an increase in the depth of the secondary minimum with an increase in IS that will enhance cell retention. Escherichia coli D21g has minimal amounts of extracellular polysaccharide on its surface (Walker et al., 2004) , and it behaves in a manner consistent with this interpretation. Conversely, the amount of and conformation of the surface macromolecules on E. coli O157:H7 is much more complex (Kim et al., 2009b) , and this produces pH-and IS-dependent electrosteric repulsion that decreases cell retention with increasing IS . Other differences in Fig. 1 occurred as a result of the physicochemical conditions. For example, the E. coli D21g experiments were conducted in 205-mm ultrapure quartz sand at a Darcy water velocity of 0.66 cm min −1 and solution pH of 5.8. Conversely, the E. coli O157:H7 experiments were conducted in 275-mm ultrapure quartz sand at a Darcy water velocity of 0.1 cm min −1 and a solution pH of 9.2. Consequently, the results in Fig. 1 demonstrate that E. coli transport will be sensitive to the strain type and physicochemical properties, and that the surface macromolecules may have a large impact on retention under different solution chemistry conditions.
Under steady-state flow and solution chemistry conditions, k rs has been reported to be a function of the diffusion coefficient, the adhesive interaction, and the boundary layer thickness (Ryan and Gschwend, 1994; Ryan and Elimelech, 1996) . The strength of the hydrodynamic forces will also influence microbe release Grasso, 1998, 1999; Lenhart and Saiers, 2003; Torkzaban et al., 2007; Tosco et al., 2009 ). The value of k rs has therefore been commonly viewed as an empirical fitting parameter, and additional research is warranted to predict this parameter.
Microbe retention and release under unsaturated conditions may also occur on the AWI in addition to the SWI. The value of E sw will again be described in a manner similar to Eq. [2] . Under unsaturated conditions, however, the value of k sw is not consistent with the assumptions used to develop filtration theory (Eq. [3] ). The mass balance equation for microbes at the AWI may be described similar to Eq. [2] as (Šimůnek et al., 2006) aw aw a w aw aw ra a
where k aw [T −1 ] is the microbe retention coefficient on the AWI,
] is the air-water interfacial area per unit volume, G [N L No comprehensive theory is presently available to predict k aw and k ra . In general, hydrodynamic forces are expected to be more important for microbe retention on the AWI than the SWI due to differences in the boundary conditions. In particular, the SWI is typically considered to be a no-slip boundary condition (the water velocity is zero at the SWI), whereas the AWI is commonly assumed to be a partial-slip (non-zero water velocity at the AWI) or perfect-slip (the water velocity is unaffected by the AWI) boundary condition (Bird et al., 2002; Zheng et al., 2012) . Adhesive interactions on the AWI are controlled by hydrophobic, electrostatic, and capillary forces. It should be noted that the van der Waals interaction with the AWI is repulsive and the AWI is negatively charged at pH values found in most natural environments .
Microbe retention tends to increase with a decrease in water content under given hydrodynamic and solution chemistry conditions due to: (i) sorption onto the AWI for positively charged or hydrophobic microbes Wilson, 1994a, 1994b; Schäfer et al., 1998; Cherrey et al., 2003; Saiers and Lenhart, 2003; Torkzaban et al., 2006a Torkzaban et al., , 2006b Kim et al., 2008) ; (ii) physical restrictions imposed by thin water films (film straining) (Wan and Tokunaga, 1997; Veerapaneni et al., 2000) ; (iii) retention at the air-water-solid contact line (Crist et al., 2004 (Crist et al., , 2005 Chen and Flury, 2005; Zevi et al., 2005 Zevi et al., , 2009 Zevi et al., , 2012 Lazouskaya et al., 2006; Lazouskaya and Jin, 2008) ; (iv) immobilization in dead-end pores ; (v) enhanced deposition onto the SWI due to a reduction in the diffusive length in partially filled pores (Torkzaban et al., 2006b) ; and (vi) a greater fraction of water flow in small pore spaces (Gargiulo et al., 2008) .
The survival of microorganisms in the subsurface reflects the net rate of death or inactivation (referred to as decay) and growth. The relative importance of decay and growth can vary dramatically with the microorganism type. For example, pathogenic viruses and protozoa are obligate parasites that do not replicate outside their hosts, whereas pathogenic bacteria are capable of growth in the environment. The rates of microorganism growth and decay in the water, solid, and air phases are usually modeled using firstorder kinetics as (Crane and Moore, 1986; Himathongkham et al., 1999; Pachepsky et al., 2006; Lang and Smith, 2007; Charles et al., 2008) ( )
] is the microbe growth coefficient, and the subscripts w, s, and a denote the water, solid, and air phases, respectively. The net survival rate (L − X) may be determined in microcosm or batch experiments or by inverse fitting to available transport data. It is usually not feasible to separately determine rates for X and L in the water, solid, and air phases in these experiments. In addition, independent determination of microbial survival is hampered by irreversible microbial retention on the solid phase that produces mass balance errors (Bradford et al., 2006b) . Incomplete mass balance information may be incorrectly attributed to decay.
Identical rates for X and L are commonly assumed for all phases; however, some research has indicated that rates of decay are higher or lower on the solid than in the water phase (Schijven and Hassanizadeh, 2000; Harvey and Ryan, 2004; Asadishad et al., 2011) .
Solute transport models have historically served as the starting point for the conventional microbial transport model. Many model assumptions that are valid for solutes may be violated for microorganisms. For example, Eq. [1] assumes that transport occurs at the average pore water velocity and that all of the pore space is accessible, dispersion is a Fickian process, and water flow is unaffected by the presence of microbes. The above model also assumes that microbe retention, release, growth, and decay are first-order processes, primarily based on mathematical convenience (e.g., linear transport equations can be solved analytically) and ease of analyses (e.g., determination of rate coefficients from log-linear plots). In reality, these processes can be highly nonlinear. Consequently, considerable deviations have been observed between the transport and fate of microbes and conventional model simulations. In an attempt to account for some of these discrepancies, a variety of alternative model formulations have been developed. Several representative modeling classes are highlighted below.
Alternative Models

Advection and Dispersion
Sedimentation
Most microbes are neutrally buoyant. In some cases, however, the density of cultured microorganisms can be greater than water (Wan et al., 1995; Harvey et al., 1996) . In this case, the transport velocity of microbes may be influenced by sedimentation. To account for sedimentation, q w in Eq.
[1] has been replaced with q w + q w v s (Wan et al., 1995; Murphy and Ginn, 2000) 
] is the component of the sedimentation velocity in the direction of q w . The value of v s may be determined from Stokes' law after correcting for the influence of the soil grains (Wan et al., 1995) .
Size and/or Anion Exclusion
The conventional transport model assumes that microbes sample the full distribution of water velocities and are therefore transported at the same average pore-water velocity as solutes. Size and/or anion exclusion may limit microbes to larger portions of the pore space, which produces a higher average transport velocity than for solutes. Size exclusion occurs when microbes are physically excluded from some of the pore space (velocity distribution) by virtue of their size (Ryan and Elimelech, 1996) . Anion exclusion may occur as a result of repulsive interactions between negatively charged ions and/or microbes and interfaces (SWI or AWI) that limit their approach to the interface and channel them to pore-throat centerlines (Krupp et al., 1972; Bolt and de Haan, 1979) .
Several methods have been reported in the literature to account for the influence of size and/or anion exclusion on microbe transport (Ginn, 2002; Bradford et al., 2003; Scheibe and Wood, 2003) . The models of Ginn (2002) and Scheibe and Wood (2003) are based on the truncation of the distribution of local dispersive displacements in a random-walk particle model. The pore-water velocity and apparent dispersion in Eq. [1] were predicted to increase and decrease, respectively, as a result of exclusion (Scheibe and Wood, 2003) . Bradford et al. (2003) related the microbe size to an excluded pore size that was used in existing hydraulic property models to predict the effects of exclusion on q w and q w (Eq. [1]). Earlier breakthrough was predicted for greater amounts of exclusion (e.g., larger microbes and finer soil textures) and for more graded soils.
Chemotaxic Migration
Chemotaxic migration of motile microbes may occur in response to an increasing concentration gradient of a chemoattractant (e.g., nutrients) or a decreasing concentration gradient of a chemo-repellant (Ford and Harvey, 2007) . Chemotaxis requires energy to follow the chemical gradient through a complex network of pores and pore throats. Consequently, chemotaxis has been reported to be closely linked to growth processes and may be an important transport mechanism in lownutrient environments (Murphy and Ginn, 2000) . Chemotaxic migration may be simulated using Eq. [1] after modifying q w and D (Ford and Harvey, 2007; Wang et al., 2008; Wang and Ford, 2009 ). In particular, the value of q w is replaced with q w + q w v c , where
] is the component of the chemotaxic velocity in the direction of q w . The value of v c may be determined as (Chen et al., 1998) ( )
] is the chemotactic binding constant, and
] is the chemo-attractant concentration. The diffusion coefficient for motile bacteria has been reported to be up to three orders of magnitude greater than nonmotile bacteria (Camesano and Logan, 1998) . However, dispersion may dominate D under typical groundwater velocities (Ford and Harvey, 2007) .
Physical Nonequilibrium
The conventional transport model assumes uniform flow and Fickian dispersion. Many laboratory and field experiments have demonstrated more complex flow and transport behavior because of spatial variations in soil texture and structure (e.g., fractured rock; cracks in clayey soils; macropores in agricultural soils from earthworms, animals, and/or decaying roots; or inter-and intraaggregate pore space) (Evans and Owens, 1972; Beven and Germann, 1982; Dean and Foran, 1992; Guber et al., 2005; Garbrecht et al., 2009; Jarvis, 2007; McGechan and Lewis, 2002; Pang et al., 2008; Passmore et al., 2010; Fox et al., 2012; Wang et al., 2013) . For example, breakthrough curves for solutes and microbes in soils frequently exhibit early arrival and concentration tailing or multiple peaks (e.g., Wang et al., 2013) . Transport models of varying complexity have been developed to simulate nonequilibrium flow and transport processes (Dhawan et al., 1993; Vinten, 2003, 2004; Gharasoo et al., 2012; Guzman and Fox, 2011; Martins et al., 2013) . Detailed reviews on nonequilibrium flow and transport models are available in the literature ( Jarvis, 2007; Köhne et al., 2009) and are only briefly outlined below.
Physical nonequilibrium models include the mobileimmobile water model (e.g., van Genuchten and Wierenga, 1976) , the dual-porosity model (Philip, 1968; , and the dual-permeability model (Gerke and van Genuchten, 1993a, 1993b; . The mobile-immobile model assumes uniform water flow (the Richards equation) and solves separate transport equations for mobile and immobile water fractions with diffusive exchange between the domains. The dual-porosity model is similar to the mobile-immobile model but allows for exchange between the domains due to both advection and diffusion. The dualpermeability model considers separate water flow and transport equations for fracture (fast) and matrix (slow) domains and allows for exchange by advection and diffusion. The dual-permeability model has been further extended to include immobile water and diffusive exchange within the matrix domain (Pot et al., 2005; Köhne et al., 2006) .
Alternatively, non-Fickian models for dispersion have been developed to account for physical nonequilibrium processes. Examples of these types of models include the fractional advection-dispersion equation (e.g., Benson et al., 2000) and the continuous-time random walk approach (Cortis et al., 2006; Shapiro, 2007; Yuan and Shapiro, 2010) . The non-Fickian transport behavior of the continuous-time random walk approach can be simply approximated by including a temporal dispersion term (e.g., the second partial derivative of concentration with respect to time multiplied by a temporal dispersion coefficient) in Eq.
[1] (Shapiro, 2007; Yuan and Shapiro, 2010) .
Microbial Retention
Retention profiles for microbes and other colloids frequently exhibit a shape that is not exponential with depth as predicted by Eq. [2]. Rather, retention profiles have been observed to be hyperexponential (Albinger et al., 1994; DeFlaun et al., 1997; Baygents et al., 1998; Simoni et al., 1998; Bolster et al., 2000; Redman et al., 2001; Zhang et al., 2001; Bradford et al., 2003; Li et al., 2004) , nonmonotonic (Tong et al., 2005; Bradford et al., 2006a) , or uniform Bradford et al., 2009a) with distance. Furthermore, breakthrough curves for microorganisms are sometimes retarded (Bales et al., 1991; Powelson et al., 1993) or exhibit a decreasing (blocking) or increasing (ripening) rate of retention with time (Deshpande and Shonnard, 1999; Bradford et al., 2006a; Tufenkji, 2007; Kim et al., 2010a) . Consequently, a variety of alternative models for microbial retention have been developed.
Blocking
Equation [2] assumes that k sw is a constant with time. Under unfavorable attachment conditions, only a small fraction of the SWI may contribute to retention . Consequently, k sw may decrease with time as available retention sites become filled-a process known as blocking. In this case, Eq.
[2] is rewritten as
where y sw is a dimensionless function. A similar modification can be made to Eq. [4] to account for blocking on the AWI. The Langmuirian dynamics (Adamczyk et al., 1994) and random sequential adsorption (RSA) ( Johnson and Elimelech, 1995) models have been developed to account for blocking phenomena. The Langmuir model assumes that y sw is a linear function of S that is given as sw max
] is the maximum retained solid-phase microbe concentration. Conversely, the RSA model assumes that y sw is a nonlinear function of S. Breakthrough concentrations will increase with time and retention profiles will change from exponential to uniform in shape as S max fills. If the value of k sw is sufficiently large, retarded breakthrough curves may also occur when using Eq.
[9] and [10] (Harmand et al., 1996; Torkzaban et al., 2010a Torkzaban et al., , 2012 . This filling process will be highly sensitive to the input pulse duration and concentration, solution chemistry, and flow velocity when values of S max are small .
The value of S max is commonly viewed as an empirical fitting parameter, but it may also be estimated from the fraction of the surface area (S f ) that contributes to retention. The value of S f can be determined from a balance of applied hydrodynamic and resisting adhesive torques over a porous medium surface (Bradford et al., 2011b; . Results from such calculations indicate that S max will be sensitive to microbe deformation, the microbe size and surface charge, the solution chemistry, the amount of chemical heterogeneity, the flow velocity, the amount and size of the roughness, and the grain size and number of grain-grain contact points (Bradford et al., 2013b) . In addition, competitive retention of other colloids (e.g., organic matter and clays) and solutes (e.g., phosphate ions and surfactants) may reduce or increase S f in particular locations (Liang et al., 2013) . The value of aS f has been used to correct a for the influence of hydrodynamics (Shen et al., 2010; or to correct S f for the effect of diffusion (Bradford et al., 2013b) .
Ripening
Microbes may experience an increase in the rate of retention with time as a result of attractive interactions between microbes in the aqueous phase and those retained on the solid phase that produces decreasing effluent concentrations with time following breakthrough Tien, 1985a, 1985b; Tien, 1989; Deshpande and Shonnard, 1999; Tufenkji, 2007) . This process is known as ripening, and it can theoretically be described using a functional form of y sw that increases with the retained microbe mass. For example, Hosseini and Tosco (2013) accounted for ripening using the following empirical expression:
] and b (dimensionless) are fitting parameters. Alternatively, ripening may also be modeled by adding a separate term to Eq. [9] as (Bradford et al., 2005b; Bradford and Bettahar, 2006) b sw s
where , 1995) , this approach assumes that ripening is second order with respect to concentration and therefore proportional to the frequency of collisions between microbes in the aqueous phase (q w C) and immobilized microbes on the collector surface (r b S).
Figure 2 presents observed and simulated breakthrough curves for pathogenic E. coli O157:H7 in 275-mm ultrapure quartz sand when the Darcy water velocity was 0.1 cm min −1 , the IS = 0.01 mmol L −1 KCl, and the solution pH = 5.8. Other experimental details were provided by Kim et al. (2010a) . In this case, ripening behavior was observed for the E. coli O157:H7 transport, and Eq.
[1] and [12] were used to simulate the observed behavior. Transport parameters were obtained by inverse optimization to the data. Note that the model provides an excellent description of the observed breakthrough data that exhibits ripening and significant concentration tailing (coefficient of linear correlation >0.96).
Multiple Retention Rates
Different rates and strengths of microbial interaction with the SWI are possible for a variety of reasons. For example, strong primary minimum interactions may rapidly occur as a result of nanoscale physical (e.g., roughness) and/or chemical (e.g., mineral defects, isomorphic substitution, protonationdeprotonation of hydroxyl groups, and adsorption of different ions, organics, and clay particles) heterogeneity on the SWI and/ or microbial suspension that locally reduces or eliminates the energy barrier Davis, 2007, 2008; Bendersky and Davis, 2011) or because a fraction of the microbial population may possess sufficient kinetic energy to diffuse over the energy barrier to the primary minimum (Shen et al., 2007) . Conversely, relatively slower and weaker interactions of microbes with the SWI may occur in a secondary minimum depending on the chemical and hydrodynamic conditions (Torkzaban et al., 2007 Kuznar and Elimelech, 2007) . Two modeling approaches that have been developed to describe different rates and types of microbial retention are briefly discussed below. Retention models have considered two kinetic sites that are similar to Eq. [9] (Schijven and Hassanizadeh, 2000; Schijven and Šimůnek, 2002; Bradford et al., 2003; Gargiulo et al., 2007a) . Both retention sites may be reversible (Schijven and Šimůnek, 2002) , or one site may be irreversible and the second site reversible (Bradford et al., 2003) . A faster rate is typically assumed for the irreversible site to be consistent with straining or primary minimum interactions, whereas a slower rate is used to represent attachment in a secondary minimum on the reversible site. One-and two-site kinetic models are mathematically equivalent when only a single value of k rs is considered; however, differences in the simulated breakthrough curves and retention profiles occur when separate k rs and/or y sw terms are considered on each kinetic site.
Population heterogeneity (size or charge) of a microbial suspension can be simulated explicitly using multispecies transport models. In this case, separate transport equations (Eq. [1]) may be used for discrete or continuous distributions of microbial subpopulations (Baygents et al., 1998; Bolster et al., 1999; Tufenkji et al., 2003; Tufenkji and Elimelech, 2005b; Bradford et al., 2006a; Bradford and Toride, 2007; Chatterjee and Gupta, 2009; Shapiro and Bedrikovetsky, 2010; Landkamer et al., 2013) . This approach increases the flexibility of the simulation output (allowing for hyperexponential, nonmonotonic, and uniform retention profiles) but requires knowledge of the population heterogeneity, exchange rates between the subpopulations, and retention coefficients for each subpopulation. Independent determination of all of these parameters is a daunting task. Consequently, most deterministic multispecies models consider only two discrete subpopulations (Bolster et al., 1999; Tufenkji and Elimelech, 2005b; Bradford et al., 2006a; Chatterjee and Gupta, 2009; Landkamer et al., 2013) . In contrast, probabilistic modeling approaches use continuous single or joint probability density functions to generate input parameters that are iteratively used in a deterministic model (e.g., Tufenkji et al., 2003; Bradford and Toride, 2007) . The model outputs can subsequently be analyzed statistically to determine mean values and confidence intervals.
Physical and Chemical Nonequilibrium Models
A growing body of experimental and theoretical evidence indicates that microbe retention is a combined chemical and physical nonequilibrium process. Many physical nonequilibrium processes can occur in homogeneous porous media. For example, pore-scale simulations of the flow field at graingrain contacts, at large-scale roughness locations, and near the air-water-solid (AWS) triple point clearly show eddy zones that are hydrodynamically isolated from the bulk fluid flow (Taneda, 1979; Sheng and Zhou, 1992; Torkzaban et al., 2008; Cardenas, 2008; Li et al., 2010a Li et al., , 2010b . Microbes that are weakly associated with the SWI and/or AWI can be funneled by hydrodynamic forces to locations where they can become immobilized (Torkzaban et al., 2007 Kuznar and Elimelech, 2007; Lazouskaya and Jin, 2008; Zevi et al., 2012) . Enhanced microbe retention has been observed to occur where the hydrodynamic force is weaker (grain-grain contacts, surface roughness, and the AWS triple point) or the adhesive force is stronger (chemical heterogeneity) (Crist et al., 2004 (Crist et al., , 2005 Bradford et al., 2005a Bradford et al., , 2006a Gao et al., 2006; Li et al., 2006a Li et al., , 2006b Yoon et al., 2006; Choi et al., 2007; Gaillard et al., 2007; Lazouskaya and Jin, 2008; Tong et al., 2008; Zevi et al., 2005 Zevi et al., , 2009 Zevi et al., , 2012 Zhang et al., 2010) .
Two-region models have been used to simulate different rates of microbial transport that occur in the bulk aqueous phase (Region 1) and in low-velocity regions (Region 2) adjacent to the SWI in homogeneous porous media (Bradford et al., , 2011a Yuan and Shapiro, 2011) . Rigorous derivation of the two-region model by volume averaging still has not appeared in the literature. Nevertheless, the two-region transport model is mathematically equivalent to the well-established dualpermeability transport model, and these names have been used interchangeably in the literature. The microbial mass balance equations for Regions 1 (bulk fluid) and 2 (adjacent to the solid phase) are given for saturated conditions (no AWI) as ( ) 1
where subscripts 1 and 2 denote the respective regions, J [N L ] is the mass transfer coefficient for microbes from Regions 2 to 1, and a i (dimensionless) is an interaction efficiency. The value of E sw is given in the two-region model in a similar manner to Eq. where the parameter k sw = v 2 /d uf (Bradford et al., 2011a) , where
] is the pore-water velocity in Region 2 and d uf [L] is the average distance that the microbes travel in Region 2 before they find a retention location. Bradford et al. (2011a) demonstrated that hyperexponential, exponential, nonmonotonic, and uniform retention profiles occurred when using the two-region model depending on the hydrodynamic, solution chemistry, and input concentration conditions. Various combinations of irreversible (solid phase) and reversible (Region 2) retention are achieved depending on the values of a i , k 21 , and k sw . Favorable attachment conditions (irreversible retention) occur when a i = 1 and k sw is high (immobilization is instantaneous). Unfavorable, irreversible retention is achieved in the model when a i < 1 and k sw is high; e.g., results are analogous to conventional filtration theory when a i = a and y sw = 1. Unfavorable, completely reversible retention occurs when a i < 1 and k sw = 0. In this case, microbes in Region 2 move slowly over the solid surface (reversibly retained on the solid) and the term k 21 is multiplied by (1 − a i ) to account for the influence of the strength of the adhesive interaction on the release of mobile microbes in Region 2. The two-region model is therefore ideally suited to handle a blurred distinction between favorable and unfavorable conditions, which frequently occurs in natural porous media. In addition, earlier breakthrough behavior (similar to size exclusion) sometimes occurred for larger microbes.
Figure 3 presents observed and simulated breakthrough curves ( Fig. 3a) and final retention profiles (Fig. 3b) . The experimental data were previously described in detail by Bradford et al. (2006a) . In brief, the solution IS was 1 mmol L −1 NaBr, the solution pH was buffered to 6.7, and the porosity was about 0.35. The simulation results were obtained using the two-region model (Eq. [13-15]), and the retention profiles were plotted in terms of the total normalized concentration [C T = (q w1 C 1 + q w2 C 2 + r b S)/C o ] as a function of dimensionless distance (z divided by the column length). The parameter k 12 was determined using filtration theory (Eq. [3] with a = 1 and h determined with the correlation equation of Tufenkji and Elimelech [2004] ). In contrast to the traditional dual-permeability model, only one flow equation needs to be solved to determine the total water content and flow rate in homogeneous porous media. The hydrodynamic parameters (water contents and velocities for both regions) were obtained from this information and scaling relations developed from pore-scale water flow simulations in sphere packs (Bradford et al., 2011b) . The parameters that depend on adhesive interactions were obtained by inverse optimization to the transport data for the 150-mm sand when the Darcy water velocity was 0.1 cm min −1 as a i = 0.05, S f = 0.007, k 21 = 0, and k sw = 0.01 min −1 and assumed to be constants for the other sand sizes and Darcy velocities. Consequently, the simulated transport behaviors in Fig. 3 when d 50 = 710, 360, and 240 mm are independent predictions. Similarly, predictions are shown in Fig. 4 for Darcy velocities of 0.017 and 0.177 cm min −1 . The two-region model correctly predicted the trend of decreasing cell retention with increasing grain size (Fig. 3) and increasing water velocity (Fig. 4) . Some deviation in the observed and simulated retention profiles occurred because of experimental mass balance errors that occurred due to irreversible cell retention. However, the model was able to describe the general trends of the nonmonotonic retention profiles for different grain sizes and velocities, which cannot be simulated using the conventional approach (Eq. [1] and [2]). Collectively, Fig. 3 and 4 demonstrate that the two-region model is a promising approach to account for observed differences in microbe transport and retention for different grain sizes and velocities. Additional theory and innovative approaches are needed to predict the parameters of the two-region model. In particular, prediction of the adhesive parameters (a i , S f , k 21 , and k sw ) for different chemical conditions and the hydrodynamic parameters for different soil types (grain size distributions, nonspherical shape, and roughness) and water contents remains a challenge.
Microbial Release
Residence Time
The strength of colloid and microbial adhesion to the SWI has been reported to increase with contact time (Kolakowski and Matijevic, 1979; Dabroś and Van De Ven, 1982; Weiss et al., 1998; Xu and Logan, 2006; Kumar et al., 2013) . This has been attributed to plastic deformation that increases the contact area (Weiss et al., 1998; Kumar et al., 2013) , water exclusion, protein rearrangement and conformation, and bond formation (Ginn et al., 2002; Xu and Logan, 2006) , and cell-surface changes such as the production of extracellular polymeric substances (Williams and Fletcher, 1996; Jucker et al., 1997) . Consequently, the release rate of microbes from the SWI may decrease with residence time Ginn, 2000a) , and this effect probably contributes to the observed hysteresis in colloid and microbe release with transients in solution IS (Torkzaban et al., 2010b; . Ginn (2000ab) presented a modeling framework to simulate microbial release that is dependent on the residence time. This transport model is written for saturated conditions as 
where w [T] is the residence time, v ww (dimensionless) is the rate of displacement of aqueous-phase microbes in the resident time dimension, and v sw (dimensionless) is the rate of displacement of solid-phase microbes in the resident time dimension. Little information is currently available on the proper functional form for k rs (w). Dabroś and Van De Ven (1982) , Meinders et al. (1992) , and proposed that k rs (w) is a constant when w < w* and drops to a lower value when w ≥ w*, where w* [T] is a critical value of w. This is implemented in the residence time model as follows. When the cumulative residence time on a surface controls the microbe release rate, there is a 1:1 correspondence between w and the total time the microbe has spent on the SWI. In this case, the value of v ww = 0 and v sw = 1 (Ginn, 2000b) . Conversely, a contiguous residence time description is needed when microbes do not retain any structural memory of changes induced on the SWI, in which case v sw = 1 and Eq.
[16] is replaced with a form that has no w coordinate and that assigns detaching microbial fraction at w = 0 (Ginn, 2000b) :
Aqueous Chemistry
Microorganism release is known to be sensitive to temporal changes in solution chemistry Grolimund and Borkovec, 2006; Tosco et al., 2009; and flow rate (Bergendahl and Grasso, 1998 . The conventional release term in Eq. [9] is unable to account for such observations because only a fraction of the deposited particles are released with a change in solution chemistry. Several models for microbe transport, retention, and release during transient solution chemistry conditions have been presented in the literature Grolimund and Borkovec, 2006; Tosco et al., 2009; . In general, microbe transport equations are coupled to the geochemistry by making relevant microbe retention parameters (e.g., a and S max ) functions of solute concentrations (e.g., ionic strength and/or adsorbed divalent cations). The transport equations for geochemistry and microbes are subsequently solved and microbe transport parameters are updated at each time step. outlined such an approach for transient IS conditions. In this case, the solid-phase mass balance equation is given as
] is the value of S before a change in chemical composition, f c (dimensionless) is the fraction of retained microbes that are not released with a change in chemical composition, and H o (S − f c S i ) is the Heaviside function that is equal to 1 when S > f c S i and 0 when S ≤ f c S i . The value of f c is given as
where S if (dimensionless) is the value of S f before the change in chemistry,
] is the value of S max before the change in chemistry, and S eq [N M −1 ] is the equilibrium value of S at the end of the chemical perturbation. When these equations are written in terms of S f , the amount of microbes that is released is directly related to changes in the balance of the applied hydrodynamic and resisting adhesive torques. Consequently, this approach applies to both transient solution chemistry and hydrodynamic conditions. As mentioned above, a wide variety of factors are known to influence S f . Figure 5 presents the observed and simulated breakthrough and release curves for E. coli D21g under transient IS conditions. The experimental data and simulation were previously presented by . In brief, the transport experiment was conducted in 360-mm Ottawa sand at a Darcy water velocity of around 0.1 cm min −1 . A pulse of E. coli D21g was flushed through the column in 106 mmol L −1 NaCl solution at pH = 10, and then the IS of the cell-free eluting solution was decreased in steps of 106, 56, 31, 6, and 0 mmol L −1 NaCl. The simulation result was obtained using the two-region model (Eq.
[13], [14] , and [15]), with release modeled using the second term on the right-hand side of Eq. [19] . The determination of the two-region model parameters was already outlined above. The parameters a i and S f were functions of the simulated IS (1:1 electrolyte) that were determined from experimental results, and other model parameters were either predicted or obtained from a sensitivity analysis . Results demonstrated that cell release was especially sensitive to low solution IS. There is currently a need to develop predictive procedures to determine the effects of solution chemistry, aging time, and nanoscale heterogeneity on a i and S f . This is especially true for microorganisms that exhibit electrosteric repulsion (Fig. 1b) .
Water Saturation
Transients in water content commonly occur in the vadose zone as a result of infiltration and drainage events, evapotranspiration, and fluctuations in the water table height and/or surface water levels (waves, tides, and river stage). Several mathematical models have been developed to simulate the substantial amounts of colloid and microbe release that have been observed with changes in water saturation Cheng and Saiers, 2009; Zhang et al., 2012; Russell et al., 2012) . Saiers and Lenhart (2003) simulated colloid release using a kinetic expression that included a dependence on the porewater velocity. Zhang et al. (2012) simulated virus interactions at the AWI using a linear equilibrium partition coefficient and retardation factor. Cheng and Saiers (2009) and Russell et al. (2012) used a kinetic expression that was a function of temporal changes in water content ( ¶q w / ¶t) to represent the propagation of the AWI at a particular location. Release was turned on by a distribution of snap-on/snap-off pressure heads in the model of Cheng and Saiers (2009) , whereas positive values of ¶q w / ¶t (imbibition) turned on release in the model of Russell et al. (2012) . Equation 
S E
where k rt (dimensionless) is the release rate coefficient associated with transients in water content and H o ( ¶q w / ¶t) is the Heaviside function that is equal to 1 when ¶q w / ¶t > 0 (imbibition) and 0 when ¶q w / ¶t £ 0 (drainage). Additional experimental and modeling research is needed to directly relate microbial release during transient saturation conditions with changes in the AWI area and the adhesive force.
Microbial Survival
Survival is an extremely complex process that depends on a wide variety of abiotic and biotic factors that may not always be independent, including: nutrient levels, degree of water saturation, temperature, pH, dissolved and particulate organic C, ionic strength/salinity, redox conditions, presence or absence of biofilms, environmental microbial diversity and ecology, physicochemical characteristics of the solid phase, and nature of the rhizosphere (Schijven and Hassanizadeh, 2002; Harvey and Ryan, 2004; Berry and Miller, 2005; Foppen and Schijven, 2006; Cook and Bolster, 2007; Bradford et al., 2013a) . Consequently, mechanistic modeling of microorganism survival using simple first-order expressions ) is frequently inadequate to describe the observed behavior (Petterson et al., 2001; John and Rose, 2005; Charles et al., 2008; de Roda Husman et al., 2009) . Potential models to quantify the effects of temperature, population heterogeneity, nutrients, and competition on the survival parameters X w and L w (Eq.
[5]) are discussed below. Similar expressions may be developed for the solid and air phases.
Decay
Temperature is widely recognized to be one of the most critical factors in determining microorganism decay, and its effect may be described using the Arrhenius equation (Stumm et al., 1981) :
where T k is temperature (K), R (8.3144621 J mol
) is the universal gas constant, E a ( J mol ] is the reference decay rate at a reference temperature (T r , K). Equation [22] requires knowledge of the temperature at a given location and time. Heat movement can be modeled using numerical or analytical solutions of an advection-dispersiontype equation (e.g., Šimůnek et al., 2008) .
A number of studies have indicated the presence of microbial subpopulations that are more or less persistent under environmental conditions (Besnard et al., 2002; Kussell et al., 2005; Proctor et al., 2006; Cook and Bolster, 2007; Morohashi et al., 2007; Oliver, 2010; Rotem et al., 2010) . Intrapopulation variability is evident in the ability of some bacteria to form robust spores (Morohashi et al., 2007) or to enter a pseudo-dormant viable but nonculturable state (Kussell et al., 2005; Proctor et al., 2006; Oliver, 2010) . The effects of population heterogeneity on decay have been modeled using time-dependent, pseudo-firstorder rate coefficients (Sim and Chrysikopoulos, 1996; Peleg and Cole, 1998; Chrysikopoulos and Vogler, 2004; Molin and Cvetkovic, 2010) . For example, the Weibull model (e.g., Peleg and Cole, 1998) describes the time dependency of the decay coefficient as
where m [T −n ] and n (dimensionless) are empirical parameters. Additional inactivation models are discussed in the literature (Oliver et al., 2006 .
Growth
Expressions from Monod (1942 ), Tessier (1942 , Contois (1959 ), or Andrews (1968 are commonly used to simulate microbial growth These models relate specific growth rates with substrate concentrations using saturation kinetics. For example, the Monod model relates the microbial population growth rate to the concentration of a limiting nutrient (N g [M L −3 ]) as (Monod, 1942) 
where L max [T −1 ] is the maximum specific growth rate when N g >> K N , and K N [M L −3 ] is the value of N g when L w /L max = 0.5. Monod expressions may be further modified to account for the utilization of electron donors, electron acceptors, multiple substrates, yield coefficients, and inhibition functions (Bailey and Ollis, 1977; Rathfelder et al., 2000; Mohamed et al., 2007) .
Microbial survival in microcosm experiments has frequently been simulated using the logistic model (Semenov et al., 2009) and its variants (Verhulst, 1838; Gabriel et al., 2005; Yukalov et al., 2009 ). The logistic model considers the effects of both growth and competition on microbial survival:
is the growth rate in the absence of competition and C max [N L −3 ] is the maximum microbe concentration that is associated with the upper limit of population growth. The logistic model predicts that microbe concentrations will increase when C < C max reaches a plateau at C = C max and will decrease when C > C max . Theoretically, the value of C max is expected to change with the biogeochemical conditions, and the logistic model has been extended for this purpose (Yukalov et al., 2009 ). The logistic model has been reported to provide a superior description of pathogen survival in manure-amended soils than linear, exponential, or Weibull survival models (Semenov et al., 2009 ).
Coupled Transport and Survival
Most models and research studies have separately examined transport and survival processes due to their individual complexity. In reality, transport and survival processes for microbes may be highly coupled. This is especially true for bacteria that can undergo growth and/or decay. For example, dynamic nutrient fronts can promote the division of retained "mother" cells and induce the transport of "daughter" cells, a process referred to as cell-division-mediated transport (Reynolds et al., 1989; Sharma et al., 1993; Murphy and Ginn, 2000) . Changes in the metabolic activity of cells with age and nutrient availability may also produce differences in cell surface properties that promote release or enhance retention (Sanin et al., 2003; Gargiulo et al., 2007b) . Models can be useful tools to better understand the complex coupling between microbial transport and survival processes, which otherwise might be experimentally intractable. For example, Murphy and Ginn (2000) simulated the transport and dynamic partitioning of a consortium of anaerobic bacteria in response to a pulse of growth substrate. Gargiulo et al. (2007b) simulated the transport and deposition of metabolically active and stationaryphase Deinococcus radiodurans in unsaturated sand. Below we present several illustrative examples of simulated microbial transport and survival at the column scale. Figure 6 presents simulated breakthrough curves (Fig. 6a ) and retention profiles (Fig. 6b, 6c, and 6d ) for E. coli O157:H7 in 150-mm sand when considering Weibull decay (Eq. [23] ). Figure 6a also shows the sinusoidal temperature fluctuations at the soil surface that were used to simulate the soil temperature distribution with an analytic solution ( Jury et al., 1991) . The two-region model ) was used in these simulations, using transport and retention parameters that were given in Fig. 3 and n = 2.02419) were used for Regions 1 and 2 of the aqueous phase and the solid phase. The retention profiles in Fig. 6b , 6c, and 6d are shown after 1.0, 3.9, and 5.8 PV of eluting solution.
The effects of decay on breakthrough curves were rather minimal for these small scale and short duration simulations. In contrast, consideration of decay had a large impact on the amount and shape of the retention profile, especially at larger PV, and temperature fluctuations further accentuated these effects. These hypothetical results demonstrate that decay will have a controlling influence on transport behavior at larger temporal scales and that neglecting these effects will lead to inaccurate model output and conclusions. However, the relative importance of decay to transport and retention will depend on the magnitudes of the model parameters. Consequently, model simulations that consider transport, retention, and decay are useful tools to understand these factors and to make informed decisions. Figure 7 presents simulated breakthrough curves (Fig. 7a ) and retention profiles (Fig. 7c and 7d ) for E. coli O157:H7 in 150-mm sand when considering logistic growth and/or death ( Eq. [25] ). The two-region model ) was again used in these simulations, using transport and retention parameters that were given for Fig. 3 . The logistic growth and/or death model (Eq. [25] ) was used in terms of C T ; e.g., Eq.
[25] was rewritten as L T (C T ) = L o (1 -C T /C Tmax ), where the subscript T is used to denote variables associated with C T . Three values of C Tmax were considered, namely: (i) C Tmax = 1; (ii) C Tmax = 0.1; and (iii) C Tmax that was determined by the transport of a hypothetical nutrient and/or substrate shown in Fig. 7b . The value of L o was set equal to 0.012 min −1 in all cases. The retention profiles in Fig. 7c and 7d are shown after 1.0, 3.9, and 5.8 PV of eluting solution. The simulation results demonstrate a strong coupling between transport and retention behavior and the value of C Tmax . Very complex breakthrough curves and tailing behavior were obtained when considering the logistic model. In particular, periods of growth (C T < C Tmax ) and death (C T > C Tmax ) occurred depending on the relative values of C T and C Tmax . The results shown in Fig. 7 demonstrate the potential for strongly nonlinear dynamic effects on the transport and fate of microorganisms that is dependent on biological factors (competition) and growth conditions (C Tmax ).
There is presently a need to study and predict microbial transport and survival throughout a range of environmentally relevant conditions at the laboratory scale. An understanding and ability to simulate these effects at the field scale is even more complex due to the spatial and temporal variability of conditions and parameters in the heterogeneous environments of the soil surface, the root zone, the vadose zone, and aquifers. Consequently, deterministic modeling of microbial transport and survival through the collective transport pathways will be exceedingly difficult.
Clogging
A reduction in soil porosity and permeability frequently occurs in porous media due to the retention and release of colloids and microorganisms, and/or biological growth (reviews have been given by Herzig et al., 1970; McDowell-Boyer et al., 1986; Baveye et al., 1998; Khilar and Fogler, 1998; Pérez-Paricio and Carrera, 1999; Mays and Hunt, 2005) . As discussed above, these clogging processes will strongly depend on a wide variety of physical, chemical, and biological properties that influence retention, release, and growth. In turn, microbial retention, release, and survival are expected to change in a nonlinear manner as clogging progresses (Ives, 1970) . Below we provide a brief overview of clogging models.
A large number of empirical and theoretical models for clogging have appeared in the literature (Ives and Pienvichitr, 1965; O'Melia and Ali, 1978; Taylor et al., 1990; Kildsgaard and Engesgaard, 2002; Thullner et al., 2002a Thullner et al., , 2002b Thullner et al., , 2004 Mostafa and Van Geel, 2007; Wissmeier and Barry, 2009; Tosco and Sethi, 2010) . Empirical clogging models have established correlations between the time evolution of pressure buildup (permeability decline) and key soil and water quality properties. Most of these correlations have been developed for infiltration rates at the soil surface and are site specific. A detailed list of empirical clogging models was provided by Pérez-Paricio and Carrera (1999) . The soil permeability has also been inversely related to some function of S, denoted as f(S). Various forms for f(S) have also appeared in the literature (Herzig et al., 1970; McDowell-Boyer et al., 1986; Mays and Hunt, 2005) . A large class of these models can be approximated when f(S) is a polynomial function (McDowell-Boyer et al., 1986) . Theoretical clogging models are more sophisticated than empirical correlations but are based on a number of assumptions, and they require additional information on model parameters. These clogging models have been developed based on the Kozeny-Carman equation (Ives and Pienvichitr, 1965; Taylor et al., 1990; Tosco and Sethi, 2010) , pore network models (Kildsgaard and Engesgaard, 2002; Thullner et al., 2002a Thullner et al., , 2002b Thullner et al., , 2004 , and pore-size distribution models (Mostafa and Van Geel, 2007; Soleimani et al., 2009; Wissmeier and Barry, 2009) . Kozeny-Carman type models relate changes in the soil porosity and specific surface area with S to the saturated hydraulic conductivity as (e.g., Baveye et al., 1998) ] is the specific surface area of the microbes, and f A (dimensionless) is the fraction of A m that contributes to the increase in the surface area of the soil.
Clogging models based on the Kozeny-Carman equation implicitly assume that microorganisms uniformly coat the grain surfaces with a constant thickness at a particular location. Experimental evidence indicates that this assumption may not be valid in many instances (Baveye et al., 1998) . Pore-size distribution models may potentially overcome some of these limitations by allowing for different microbial distributions in the pore space under saturated or unsaturated conditions. For example, Mostafa and Van Geel (2007) related S to a microbial saturation [S m = (r b /e o r m )S] and then used this value in existing pore-size distribution models (Burdine, 1953; Mualem, 1976; Parker and Lenhard, 1987) to determine the water relative permeability for various microbial distributions.
Conclusions
We have reviewed existing model formulations to simulate microbial transport and survival in the subsurface. The conventional model is based on the solution of the advectiondispersion equation, with first-order kinetic terms for survival and exchange with the SWI and AWI. This model is frequently used to describe microbial transport experiments in which only the breakthrough curve was measured. The limitations of this model may not be apparent under such circumstances because the full mass balance (e.g., the soil) was not quantified. When experiments have been designed to achieve mass balance, then the conventional model has frequently proven to be inadequate, even when the model parameters were obtained by inverse optimization.
Alternative model formulations were highlighted to describe the observed kinetic retention on the SWI and AWI; blocking and ripening; release that is dependent on the resident time, diffusion, and transients in solution chemistry, water velocity, and water saturation; and microbial decay and growth that is dependent on temperature, nutrient concentration, and/or the microbial concentration. In particular, we demonstrated that the two-region model can be modified with appropriate terms for microbial retention, release, and survival to describe a wide variety of observed behavior. Nevertheless, parameter optimization was frequently required to obtain a meaningful description of the experimental data, and independent predictions at the column scale are still not feasible. Consequently, model calibration under site-specific conditions is highly recommended before making predictions. In such cases, simulation results are useful in predicting outcomes under given assumptions, testing hypotheses, identifying conditions of vulnerability, development of treatment strategies, and for informing management decisions. Models are especially useful for understanding the potential effects of complex interactions that occur during microbial transport and survival that are experimentally intractable.
There is still a critical need to improve our understanding and description of many fundamental microbial transport, retention, and survival processes and especially in independently determining model parameters for dynamic natural environments. In saturated systems, the retention and release parameters are known to be strong functions of the system hydrodynamics (q w , d 50 , and colloid size), the microbial concentration, and the chemistry of the aqueous phase, the solid phase, and the microbe. Few methods currently exist to predict the dependency of retention parameters on these factors. In addition, under unsaturated conditions, the rates of microbial mass transfer and retention on the SWI and AWI have not yet been quantified, and temporal changes in water saturation will further complicate microbial retention and release. Accurate determination of survival parameters is hampered by mass balance errors that may arise from irreversible microbial retention. Furthermore, microbial decay and growth are strongly coupled to a wide variety of biotic and abiotic factors that are imperfectly characterized.
