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a b s t r a c t
In this paper, we address linear bilevel programs when the coefficients of both objective
functions are interval numbers. The focus is on the optimal value range problem
which consists of computing the best and worst optimal objective function values and
determining the settings of the interval coefficients which provide these values. We prove
by examples that, in general, there is no precise way of systematizing the specific values of
the interval coefficients that can be used to compute the best and worst possible optimal
solutions. Taking into account the properties of linear bilevel problems,we prove that these
two optimal solutions occur at extreme points of the polyhedron defined by the common
constraints. Moreover, we develop two algorithms based on ranking extreme points that
allow us to compute them aswell as determining settings of the interval coefficients which
provide the optimal value range.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Bilevel programming involves two optimization problemswhere the constraint region of one of the problems is implicitly
determined by the other. Bilevel problems have been proposed for dealing with hierarchical processes involving two levels
of decision making and have been increasingly addressed in the literature. They can be formulated as follows:
min
x,y
f1(x, y), where y solves
min
y
f2(x, y)
s.t. (x, y) ∈ S
(1)
where x ∈ Rn1 are the upper level variables, which are controlled by the upper level decision maker; y ∈ Rn2 are the lower
level variables, which are controlled by the lower level decision maker; f1, f2 : Rn1+n2 −→ R are the upper level and lower
level objective functions, respectively; S ⊆ Rn1+n2 is the common constraint region. Due to their structure, bilevel programs
are nonconvex and quite difficult to deal with and solve. In fact, even the simplest model in bilevel programming, the linear
bilevel program, in which all functions involved are linear, is strongly NP-hard [1]. Colson et al. [2], Dempe [3] and Vicente
and Calamai [4] provide surveys on the subject. Bard [5], Dempe [6] and Shimizu et al. [7] are good textbooks on this topic.
In the above mathematical formulation of the problem, the coefficients are assumed to be known exactly. However, in
practice, it is very common for the coefficient values to be only approximately known. When there is one single level of
decision making, several approaches have been proposed in the literature to describe and treat imprecise and uncertain
elements present in decision problems. Fuzzy programming and stochastic programming are frequently used to tackle the
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problem of inexactness in coefficients. The former assumes that membership functions of fuzzy parameters are known. The
latter requires probability distributions of coefficients to be known. However, in some real-world cases it might be difficult
for decision makers to specify any of these assumptions.
To overcome these difficulties, mathematical programs whose parameters are only assumed to be in intervals have been
considered in the literature, almost exclusively in linear programming. Some references consider only interval numbers
in the objective function coefficients of a linear problem. Among them, Steuer [8] proposes algorithms for determining all
extreme points and unbounded edge directions that solve the problem for at least one setting of the coefficient values in
their ranges. Taking a different approach, Ishibuchi and Tanaka [9] assume that decision makers have preferences when
selecting intervals. They define several partial order relations which represent the decision maker’s preferences between
intervals and propose their use for selecting optimal solutions in minimum linear programs with interval coefficients in the
objective function. Finally, Inuiguchi and Sakawa [10] and Mausser and Laguna [11] propose to find a solution that will be
close to optimal, regardless of the values eventually taken by the coefficients of the objective function. Hence, they approach
the problem by using the minimax or the minimax relative regret criterion.
Mathematical programs with interval coefficients in the objective function as well as in the constraints have also been
addressed in the literature. In this case, the focus is on the problem of computing the optimal value range, i.e., the range
between the best and the worst optimal objective function values and the settings of the coefficients which provide the two
extreme cases. These two extreme values allow the decision maker to better understand the risk involved and to gain an
insight into the likelihood of these extremes [12]. For linear problems, Shaocheng [13] determines the linear programswhich
provide the best and worst possible optimal solutions when all variables are nonnegative variables and all constraints are
inequalities. For the same problem, Chinneck and Ramadan [12] extend this study by comprehensively analyzing all kinds
of variables and constraints and providing algorithms which allow them to determine the best and worst optimum and
the coefficients which achieve these two extremes. Based on the properties of linear systems with interval coefficients,
Hladík [14] proposes a unified approach for the problem of computing the optimal value range in linear problems with
interval coefficients that allows for some dependences between coefficients. Very few results have been obtained for
nonlinear problems. In fact, only nonlinearities in the objective function have been analyzed in [15] in linear fractional
programs and in [16] in convex quadratic problems. Notice that mathematical programming with interval coefficients can
be considered as an extension of classical sensitivity analysis as it deals with simultaneous and independent perturbations
of the parameters.
This paper addresses linear bilevel problems whose objective function coefficients are assumed to lie between specific
bounds. That is to say, f1 and f2 are linear functions with interval coefficients and the common constraint region S is a
polyhedron. The purpose of this paper is to solve the optimal value range problem. To our knowledge, this is the first time
that interval coefficients in bilevel programming have been considered. Notice that although the term linear is used in the
description of these bilevel problems, the fact that the feasible region is implicitly determined by another mathematical
program makes them nonlinear problems. This characteristic prevents the use of the properties of linear systems which
form the base of the techniques used in previous works in mathematical programming with interval coefficients andmakes
the study of linear bilevel problems with interval coefficients more difficult. Focusing on the optimal value range problem,
we will prove that the best and worst optimal solutions with respect to the upper level objective function occur at extreme
points of the polyhedron S. Moreover, we will develop two enumerative algorithms that allow us to compute them as well
as determining settings of the interval coefficients which provide these values.
The paper is organized as follows. Section 2 states the linear bilevel problem with interval coefficients (LBPIC). Section 3
goes on to analyze the LBPICwhen the interval coefficients are only in the upper level objective function. Taking into account
the properties of linear bilevel problems, the optimal value range can be obtained by solving two linear bilevel problems.
In Section 4, the LBPIC is analyzed when the interval coefficients are only in the lower level objective function. In this case,
the feasible region depends on the intervals, thus making the study more complex. Two algorithms are proposed to obtain
the best and worst optimal solutions based loosely on the ideas of ranking extreme points of the K th-best algorithm. In
Section 5, the approaches developed when analyzing previous cases separately are integrated to obtain the optimal value
range for the LBPIC. Finally, our conclusions are presented in Section 6.
2. LBPIC problem formulation
Linear bilevel programming has been studied very extensively in the literature (see [17,18,3] and the references therein).
The linear bilevel problem can be formulated as:
min
x,y
cx+ dy where y solves (2a)
min
y
ay (2b)
s.t. Ax+ By 6 b (2c)
x > 0, y > 0, (2d)
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where A ∈ Rm×n1 , B ∈ Rm×n2 and c, d, a, b are vectors of conformal dimensions. Assuming that problem (2) has a solution,
an important property is that there is an extreme point of the polyhedron S defined by constraints (2c) and (2d)which solves
the problem [6].
The LBPIC assumes that the objective function coefficients are interval-valued, i.e.,
(c, d) ∈ Φ = (c, d) ∈ Rn1+n2 : ci ∈ [c li , cri ], i = 1, . . . , n1; dj ∈ [dlj, drj ], j = 1, . . . , n2 (3a)
a ∈ Ψ = a ∈ Rn2 : aj ∈ [alj, arj ], for j = 1, . . . , n2 . (3b)
Let S1 be the projection of S onto Rn1 . Let a ∈ Ψ . For given x ∈ S1, the lower level decision maker solves the following
linear problem:
LPa(x) : min
y
ay
s.t. By 6 b− Ax
y > 0.
(4)
Let us denote by S(x) its feasible region and byMa(x) the set of optimal solutions of problem (4). Then, the set
FRa = {(x, y) : x ∈ S1, y ∈ Ma(x)} (5)
is the feasible region of the associated bilevel problems obtained when (c, d) ∈ Φ .
Since there are interval coefficients in the upper level objective function of the LBPIC, its objective function is interval
valued. Moreover, its feasible region also depends on interval coefficients since it is implicitly defined by the lower level
problem and there are interval coefficients in the lower level objective function. Clearly, different values of vectors (c, d) and
a in their ranges produce different optimal upper level objective function values and different feasible regions, respectively.
In this paper, we are interested in solving the optimal value range problem i.e., in computing the best and worst optimal
upper level objective function values and determining the settings of the interval coefficients which provide these values.
In what follows, we assume that the polyhedron S is non-empty and bounded. Moreover, we denote by LB(c, d, a) the
linear bilevel problem obtained by setting the interval coefficients of the LBPIC at specific values in their ranges (c, d) ∈ Φ
and a ∈ Ψ and define G, the set of optimal solutions of problems LB(c, d, a):
G = {(x, y) : (x, y) solves the problem LB(c, d, a), for some (c, d) ∈ Φ, a ∈ Ψ } .
Definition 1. Let (x∗, y∗) be an optimal solution of the problem LB(c∗, d∗, a∗). This point is the best optimal solution of the
LBPIC if it provides the best value of the upper level objective function amongst the points of G, that is to say,
c∗x∗ + d∗y∗ 6 cx+ dy, ∀(x, y) ∈ G.
Similarly, (x∗, y∗) is the worst optimal solution if
cx+ dy 6 c∗x∗ + d∗y∗, ∀(x, y) ∈ G.
Remark 2. As each problem LB(c, d, a) with c, d and a fixed within their ranges is a linear bilevel problem, there exists an
extreme point of S which solves it. As a result, the best and worst optimal solutions of the LBPIC occur at vertices of S.
The following examples give us an insight into the optimal value range problem when dealing with bilevel problems
and the difficulties which arise when solving it. They allow us to conclude that there is no precise way of systematizing the
specific values of the interval coefficients that can be used to compute the best and worst possible optimal solutions of the
LBPIC.
Example 1. The first example, in R2, involves the variable x controlled by the upper level decision maker and the variable y
controlled by the lower level decision maker:
min
x,y
[1, 2]x+ [−2,−1]y, where y solves
min
y
[−1, 2]y
s.t. (x, y) ∈ S
where S = conv((2, 4), (3, 7), (9, 9), (12, 3), (5, 1)) and conv stands for the convex hull. Set S is shown in gray in Fig. 1.
The left part of Fig. 1 displays in bold FRa when a ∈ [−1, 0). The right part of the figure shows in bold FRa when a ∈ (0, 2].
For a = 0, FR0 is the whole polyhedron S.
The point (3, 7) is the optimal solution of the LBPIC when c ∈ [1, 2], d ∈ [−2,−1], a ∈ [−1, 0] and the point (2, 4) is
the optimal solution when c ∈ [1, 2], d ∈ [−2,−1], a ∈ (0, 2]. Therefore, G = {(3, 7), (2, 4)} and the best optimal solution
is (3, 7), which is obtained by setting c = 1, d = −2 and a ∈ [−1, 0]. The worst optimal solution is (2, 4), which is obtained
by setting c = 2, d = −1 and a ∈ (0, 2]. The optimal value range of the LBPIC is [−11, 0].
Note that the point (12, 3) provides the worst upper level objective function value f1 = 21 and it is a feasible solution
of all problems LB(c, d, a), a ∈ [−1, 2]. However, it does not provide the worst optimal solution since that point is not an
optimal solution for any problem LB(c, d, a), a ∈ [−1, 2].
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Fig. 1. Region S and feasible regions of Example 1. When a = 0, FR0 = S.
Fig. 2. Region S of Example 2.
Example 2.
min
x,y1,y2
x+ y1 + y2, where y = (y1, y2) solves
min
y1,y2
[al1, ar1]y1 + [al2, ar2]y2
s.t. (x, y1, y2) ∈ S
where S = {(x, y1, y2) : −3x− 3y1 + 2y2 6 1; x+ 2y1 6 4; y2 6 2; x 6 2; x, y1, y2 > 0}. The region S is shown in Fig. 2.
If [al1, ar1] = [−2,−1] and [al2, ar2] = [−3,−1], then FRa = conv((2, 1, 2), (0, 2, 2)), ∀a. As a consequence, taking into
account that the upper level objective function has no interval coefficients, the best and worst optimal solutions are the
same and can be obtained by solving the bilevel problem for any value of a. The point (0, 2, 2) is the optimal solution with
f1 = 4.
Similarly, if [al1, ar1] = [1, 2] and [al2, ar2] = [1, 3], then FRa = conv((2, 0, 0), (0, 0, 0)), ∀a and the optimal solution of
the bilevel problem is (0, 0, 0)with f1 = 0.
In the previous cases, due to the fact that all problems LB(c, d, a) have a common feasible region, the upper level decision
maker needs to solve only one bilevel problem in order to obtain the best and the worst optimal solutions of the LBPIC. But
this is not always the case. For instance, if [al1, ar1] = [−1, 2] and [al2, ar2] = [1, 3], then
FRa =
conv((2, 0, 0), (0, 0, 0)), if a1 ∈ (0, 2], a2 ∈ [1, 3]
conv((2, 1, 0), (0, 2, 0)), if a1 ∈ [−1, 0), a2 ∈ [1, 3]
conv((2, 0, 0), (2, 1, 0), (0, 0, 0), (0, 2, 0)), if a1 = 0, a2 ∈ [1, 3].
In this case, G = {(0, 0, 0), (0, 2, 0)}. The best optimal solution is (0, 0, 0), which can be obtained by setting the interval
coefficients, for instance, in the upper bounds a1 = 2, a2 = 3. Theworst optimal solution is (0, 2, 0), which can be obtained,
for instance, by setting the interval coefficients to their lower bounds a1 = −1, a2 = 1.
To sum up, depending on the problem, we can obtain either the best optimal solution or the worst optimal solution
setting the interval coefficients in their lower bounds, upper bounds or at some intermediate value. Hence, we can conclude
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that, in general, we cannot determine in advancewhich of the settings of the interval coefficients allow us to compute either
the best optimal solution or the worst optimal solution.
In the following two sections, we will analyze separately the cases in which interval coefficients are either in the upper
level objective function only or in the lower level objective function only. This analysis makes it easy to understand how
the existence of interval coefficients in each objective function requires different approaches to deal with the optimal value
range problem. Then, we will integrate both approaches to solve the LBPIC.
3. The LBPIC-1: interval coefficients in the upper level objective function only
The LBPIC-1 assumes that vectors c and d are interval valued but vector a is a fixed row vector of dimension n2. Therefore,
for a given x ∈ S1, the lower level decision maker solves the following linear problem:
min
y
ay
s.t. y ∈ S(x). (6)
LetM(x) be the set of optimal solutions of problem (6). Then, the set
FR = {(x, y) : x ∈ S1, y ∈ M(x)}
is the feasible region of problems LB(c, d, a), for all (c, d) ∈ Φ . That is to say, this feasible region is fixed whatever the
settings of the interval coefficients of the LBPIC-1 in their range. As a result, we can consider that FR, which is implicitly
defined, is the feasible region of the LBPIC-1. Hence, as proved in the following two theorems, the best and worst objective
function values can be obtained by solving two linear bilevel problems in which the coefficients of the upper level objective
function are fixed at their lower bound and their upper bound, respectively.
Theorem 3. The best optimum of the LBPIC-1 is obtained by solving the problem LB(c l, dl, a). Moreover, there exists an extreme
point of S which solves the problem.
Proof. Let (xl, yl) be an optimal solution of the problem LB(c l, dl, a) and (x, y) ∈ G. Then, (x, y) is an optimal solution of
some problem LB(c, d, a), (c, d) ∈ Φ . Since both problems have the same feasible region FR:
c lxl + dlyl 6 c lx+ dly.
Since (c, d) ∈ Φ and the variables are nonnegative:
c lx+ dly 6 cx+ dy.
Hence, c lxl + dlyl 6 cx+ dy, ∀(x, y) ∈ G and so (xl, yl) is the best optimal solution.
The second part of the theorem follows taking into account that LB(c l, dl, a) is a linear bilevel problem. 
Theorem 4. Theworst optimum of the LBPIC-1 is obtained by solving the problem LB(cr , dr , a). Moreover, there exists an extreme
point of S which solves the problem.
Proof. Similar to that of Theorem 3. 
4. The LBPIC-2: interval coefficients in the lower level objective function only
The LBPIC-2 assumes that vector (c, d) is a fixed row vector of dimension n1 + n2 and vector a is interval valued. In this
case, the existence of interval coefficients in the lower level objective function affects the definition of the feasible region of
the bilevel problem. In fact, this feasible region changes as the coefficients of the lower level objective function change.
Assuming conditions on the feasible regions of the linear bilevel problems defined by the extreme points of Ψ , the
following theorem proves that the best and worst optimal solutions can be obtained by solving a linear bilevel problem.
Theorem 5. Let EΨ be the set of extreme points of Ψ . If FRa is the same for all a ∈ EΨ , then the best and worst optimal solutions
of the problem LBPIC-2 coincide and can be obtained by solving the linear bilevel problem:
min
x,y
cx+ dy, where y solves
min
y
aly
s.t. (x, y) ∈ S.
(7)
Proof. Let a˜ ∈ Ψ . Since Ψ is a compact polyhedron, then a˜ =kj=1 λjpj, where pj ∈ EΨ , j = 1, . . . , k, λj ∈ R, λj > 0, j =
1, . . . , k and
k
j=1 λj = 1.
Let FRE be the feasible region of problems LB(c, d, a), a ∈ EΨ , i.e. for all a ∈ EΨ , FRa = FRE . Let (xˆ, yˆ) ∈ FRE . Then, yˆ is an
optimal solution of problem LPa(xˆ) defined in (4), for all a ∈ EΨ . So, yˆ is an optimal solution of problem LPpj(xˆ), j = 1, . . . , k.
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Note that problems LPa(xˆ), a ∈ Ψ , all have the same feasible region S(xˆ). As a consequence, yˆ is a feasible solution of
problem LPa˜(xˆ). Moreover,
a˜yˆ =
k
j=1
λjpjyˆ 6
k
j=1
λjpjy = a˜y, ∀y ∈ S(xˆ).
Hence, yˆ is an optimal solution of problem LPa˜(xˆ), (xˆ, yˆ) ∈ FRa˜ and FRE ⊆ FRa˜.
Assume now that (xˆ, yˆ) ∈ FRa˜. Then, yˆ is an optimal solution of problem LPa˜(xˆ). If (xˆ, yˆ) ∉ FRE , then yˆ is not an
optimal solution of problem LPa(xˆ), a ∈ EΨ . Hence, there exists y a feasible solution of problems LPa(xˆ), a ∈ EΨ , so that
ay < ayˆ, a ∈ EΨ . In particular, pjy < pjyˆ, j = 1, . . . , k. Then,
a˜y =
k
j=1
λjpjy <
k
j=1
λjpjyˆ = a˜yˆ,
in contradiction, as y is also a feasible solution of problem LPa˜(xˆ). This implies that FRa˜ ⊆ FRE .
Hence, we can consider FRE as the feasible region of the LBPIC-2. Since the upper level objective function has no interval
coefficients, the LBPIC-2 reduces to a classic linear bilevel problem in which FRE can be obtained either by using the lower
bound of the interval coefficients, as indicated in the theorem, or by using any other a ∈ Ψ . This completes the proof. 
It is worth mentioning that to check the conditions under which Theorem 5 holds is not easy because the feasible
region of a bilevel problem is implicitly defined. What is known from the literature in linear bilevel programming is that
FRa, a ∈ Ψ is formedby the union of faces of the polyhedron S, but there is not an explicit expression that tells uswhich these
faces are.
Apart from the special case proved in the previous theorem, the examples in Section 2 have shown that there is no general
expression that we can use in advance to solve the optimal value range problem when there are interval coefficients in the
lower level objective function. However, aswewill prove below, the properties of linear bilevel problems allowus to develop
algorithms which compute the best and worst optimal solutions of the LBPIC-2 and the settings of the interval coefficients
which provide them, without explicitly writing the expression of the feasible regions.
For this purpose, we make use of the fact that each problem LB(c, d, a) has at least one extreme point of S which is
an optimal solution. The general idea of the algorithms proposed is similar to that used in [17] to develop the K th-best
algorithm for solving linear bilevel problems. This algorithm orders the extreme points of the region S by ascending values
of the upper level objective function. Then, the first of these extreme points which is a feasible point is an optimal solution
of the bilevel problem. The essence of the K th-best algorithm is that the ordering can be made sequentially by computing
successively adjacent extreme points to the incumbent extreme point.
4.1. KBB: an algorithm for finding the best optimal solution
Let us consider the relaxed problem of the LBPIC-2 obtained by ignoring the lower level objective function:
min
x,y
cx+ dy
s.t. (x, y) ∈ S. (8)
This is a linear problem whose optimal solution (x∗, y∗) provides a lower bound of the best optimum of the LBPIC-2.
Clearly, if there exists a∗ ∈ Ψ such that (x∗, y∗) ∈ FRa∗ , then (x∗, y∗) is the best optimal solution of the LBPIC-2. This is the
case, for instance, if 0 ∈ [alj, arj ], ∀j = 1, . . . , n2 as then FR0 = S.
In general, in order to determine if (x∗, y∗) is the best optimal solution of the LBPIC-2, we should find a∗ ∈ Ψ , such that
y∗ is an optimal solution of the linear problem LPa∗(x∗). For this purpose, denoting by u the vector of variables of the dual
problem of (4) and taking into account duality properties in linear programming, it suffices to find a solution of the following
linear system:
−utB 6 a
ay∗ = (Ax∗ − b)tu
alj 6 aj 6 a
r
j , j = 1, . . . , n2
u > 0
(9)
where t stands for transpose.
Aswewill prove, the best extreme point of Swith respect to the upper level objective functionwhich is a feasible solution
of the LBPIC-2 for some a ∈ Ψ will be an optimal solution of the corresponding problem LB(c, d, a) and thus itwill be the best
optimal solution of the LBPIC-2. In order to compute that extreme point, we can use the same general idea of the K th-best
avoiding having to compute all extreme points of S in advance. Instead, the ordered best extreme points of S with respect
to the upper level objective function are sequentially computed until a point of FRa for some a ∈ Ψ is identified. This is the
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best optimal solution. Below is the description of the algorithm in whichW [i] denotes the set of adjacent extreme points of
(x[i], y[i]) and T denotes the set of analyzed and discarded extreme points.
Step 1.
Let (x[1], y[1]) be an optimal solution to problem (8).
SetW = {(x[1], y[1])} and T = ∅. Set i = 1.
Step 2.
Set (x∗, y∗) = (x[i], y[i]) and check system (9).
If the system is feasible, stop: (x[i], y[i]) is the best optimal solution.
Step 3.
Set T = T ∪ {(x[i], y[i])} andW = (W ∪W [i]) \ T .
Step 4.
Set i = i+ 1 and choose (x[i], y[i]) so that
cx[i] + dy[i] = min{cx+ dy : (x, y) ∈ W }.
Go to Step 2.
Next, we describe in more detail, the steps of the algorithm. First, an extreme point of S which is an optimal solution to
the relaxed problem (8) is computed. For the incumbent extreme point, in Step 2 it is tested if there exists a∗ ∈ Ψ so that the
extreme point is a point of FRa∗ . For this purpose, system (9) is checked for feasibility. If it is feasible, we conclude that the
incumbent extreme point has to be the best optimal solution of the LBPIC-2. This will be proved in Theorem 6. If system (9)
is not feasible, this extreme point can be discarded. Then, the set of adjacent extreme points to the incumbent extreme point
is computed and added to the setW of extreme points waiting to be analyzed. After eliminating the extreme points already
discarded, an extreme point ofW with the best value of the upper level objective function is selected to be the incumbent
extreme point and we repeat the process. Upon termination, as proved in Theorem 7, an extreme point of S with the best
value of the upper level objective function is provided which is a point of FRa˜, for some a˜ ∈ Ψ computed by the algorithm.
Theorem 6. Let (x∗, y∗) = (x[k], y[k]) be the best extreme point of S, according to the upper level objective function, so that there
exists a∗ ∈ Ψ such that (x∗, y∗) ∈ FRa∗ . Then, the point (x∗, y∗) is the best optimal solution of the LBPIC-2 and the vector a∗ ∈ Ψ
gives the settings of the interval coefficients which provide it.
Proof. Let us consider the problem LB(c, d, a∗). Taking into account the properties of linear bilevel problems, there exists
an extreme point of S which solves the problem. Assume that (x∗, y∗) was not an optimal solution of this problem. Hence,
there would exist (x˜, y˜) extreme point of S such that (x˜, y˜) ∈ FRa∗ and
cx˜+ dy˜ < cx∗ + dy∗.
Then (x˜, y˜) = (x[i], y[i]), i ∈ {1, . . . , k − 1}, which contradicts the hypothesis. Therefore, (x∗, y∗) is an optimal solution of
the problem LB(c, d, a∗) and so (x∗, y∗) ∈ G.
Moreover, if (x, y) ∈ G, then there exists a ∈ Ψ so that (x, y) ∈ FRa. Hence, it follows from the hypothesis that
cx∗ + dy∗ 6 cx+ dy
and so (x∗, y∗) is the best optimal solution of the LBPIC-2. 
Theorem 7. The algorithm KBB finds the best optimal solution of the LBPIC-2.
Proof. It suffices to take into account that the number of extreme points of S is finite and that the (k + 1)st best extreme
point according to the upper level objective function (x[k+1], y[k+1]) is adjacent to (x[1], y[1]) or (x[2], y[2]), . . . or (x[k], y[k])
(see [5]).
Moreover, if the kth best extreme point is the first one to be a point of FRa˜, for some a˜ ∈ Ψ then, by applying Theorem 6,
this extreme point solves the corresponding LB(c, d, a˜) and so it is the best optimal solution. Moreover, a˜ are the settings of
the interval coefficients of the lower level objective function which provide the best optimum. 
4.2. KBW: an algorithm for finding the worst optimal solution
This problem, although close to the previous one, turns out to be much harder to solve. The general idea of the algorithm
is very similar, that is to say, we sort the extreme points of S in descending order of the upper level objective function
value. In order to select the worst optimal solution of the LBPIC-2, we should select the first extreme point which solves the
LB(c, d, a˜) for some a˜ ∈ Ψ . However, unlike the previous case, now the fact that the incumbent extreme point is a point
of FRa˜, for some a˜ ∈ Ψ does not guarantee that it is an optimal solution of the corresponding LB(c, d, a˜) (see Example 1).
Hence, both feasibility and optimality conditions have to be tested in the algorithm. As in the KBB algorithm, the extreme
points of S do not need to be computed and ordered a priori, but the sorting is made sequentially computing each time only
adjacent extreme points to the incumbent one.
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Let (x∗, y∗) be the incumbent extreme point. In order to check its feasibility, system (9) should be solved. If it is not
feasible, we can conclude that the incumbent point is not in FRa, a ∈ Ψ . In contrast, if the system is feasible, there exists
a set Ψ(x∗,y∗) ⊆ Ψ so that the incumbent extreme point is a feasible point of the corresponding LB(c, d, a), a ∈ Ψ(x∗,y∗). To
check if the point (x∗, y∗) is the worst optimal solution of the LBPIC-2, we need to find a∗ ∈ Ψ(x∗,y∗) so that (x∗, y∗) solves
LB(c, d, a∗). In order to compute Ψ(x∗,y∗), we propose to use the Karush–Kuhn–Tucker conditions [19] and determine the
vectors a ∈ Ψ which can be represented as a nonnegative linear combination of the gradients of the binding constraints at
(x∗, y∗):
Ψ(x∗,y∗) = {a ∈ Ψ : uG = a, u > 0} (10)
where Gy = g are the set of inequalities from−By > −(b− Ax), y > 0 that are binding at (x∗, y∗) and u is a row vector of
conformal dimension. After computingΨ(x∗,y∗) and taking into account the linearity of the upper level objective function, to
look for a∗ ∈ Ψ(x∗,y∗), we propose an evaluation of the adjacent extreme points of (x∗, y∗).
Below is the description of the algorithm inwhichW [i] denotes the set of adjacent extreme points of (x[i], y[i]), T denotes
the set of analyzed and discarded extreme points andW e denotes the set of discarded extreme points because they are never
feasible solutions.
Step 1.
Let (x[1], y[1]) be an optimal solution of the problem
maxx,y cx+ dy
s.t. (x, y) ∈ S.
LetW = {(x[1], y[1])},W e = ∅,W p = ∅ and T = ∅. Set i = 1.
Step 2.
Compute Ψ(x[i],y[i]). If Ψ(x[i],y[i]) = ∅, setW e = W e ∪ {(x[i], y[i])} and go to Step 8.
SetW p = W [i] \ (T ∪W e). IfW p = ∅, stop, (x[i], y[i]) is the worst optimal solution.
Set Ψ ∗ = Ψ(x[i],y[i]).
Step 3.
IfW p = ∅, go to Step 8.
Step 4.
Select (x˜, y˜) so that cx˜+ dy˜ = max{cx+ dy : (x, y) ∈ W p}.
Compute Ψ(x˜,y˜). If Ψ(x˜,y˜) = ∅, setW e = W e ∪ {(x˜, y˜)},W p = W p \ {(x˜, y˜)}.
Go to Step 3.
Step 5.
If Ψ ∗ ∩ Ψ(x˜,y˜) = ∅, setW p = W p \ {(x˜, y˜)} and go to Step 3.
Step 6.
Set Ψ ∗ = Ψ ∗ \ Ψ(x˜,y˜). If Ψ ∗ = ∅, set T = T ∪ {(x[i], y[i])} and go to Step 8.
Step 7.
SetW p = W p \ {(x˜, y˜)}. IfW p = ∅, stop, (x[i], y[i]) is the worst optimal solution.
Otherwise, go to Step 4.
Step 8.
SetW = (W ∪W [i]) \ (T ∪W e). Set i = i+ 1 and select (x[i], y[i]) so that
cx[i] + dy[i] = max{cx+ dy : (x, y) ∈ W }.
Go to Step 2.
In Step 1, the extreme point with the worst value of the upper level objective function in the region S is selected. In
Step 2, the subset ofΨ is determined for which the incumbent extreme point is a feasible solution of the associated problem
LB(c, d, a). In case this set is the empty set, the incumbent point is of no interest and can be discarded. Then the process goes
on by computing in Step 8 the set of its adjacent extreme points and adding them to the setW of extreme points waiting to
be analyzed. After eliminating the extreme points already discarded, the extreme point of this set with the maximum value
of the upper level objective function, that is to say the worst value, is selected as the following extreme point to be analyzed.
Otherwise, the incumbent extremepoint is a feasible solution of problems LB(c, d, a), a ∈ Ψ ∗. Then the idea is to examine
W p, the set of all its adjacent extreme points of interest, looking for confirmation of the incumbent extreme point being the
worst optimal solution or not. The adjacent extreme points of interest are those not previously examined or discarded.
Hence, they have to be looked for among the extreme points with upper level objective function values not worse than
the incumbent extreme point. Obviously, if there are no adjacent extreme points to be examined, we conclude that the
incumbent extreme point is the worst optimal solution of the problem LBPIC-2.
Steps 3–7 allow us to check if the incumbent extreme point is an optimal solution of some of the bilevel problems for
which it is a feasible solution. For this purpose, the extreme points ofW p are assessed in descending order of the upper level
objective function value, trying to find a set of values a ∈ Ψ ∗ for which the incumbent extreme point is an optimal solution
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of the corresponding bilevel problem, and so finishing the algorithm with the worst optimal solution of the LBPIC-2. If this
is not possible, the process continues in Step 8 as indicated above.
Specifically, in Step 4, theworst point inW p is selected and is discarded if it is not a feasible solution of LB(c, d, a), a ∈ Ψ .
Otherwise, in Step 5, we test if the set of points a ∈ Ψ for which it is a feasible solution of the associated linear bilevel
problem, has points in common with Ψ ∗. In the negative case, this point is rejected and the process goes on to Step 3. If it
has points in common, for the common points the incumbent extreme point cannot be an optimal solution of the associated
linear bilevel problem since the examined extreme point is not worse than the incumbent extreme point. Hence, the set
of common points is eliminated from Ψ ∗. If the new Ψ ∗ has no points, then the incumbent extreme point will never be an
optimal solution of the linear bilevel problems for which it is feasible and so its analysis is finished. The process continues
in Step 8 as indicated above. Otherwise, the analysis goes on either stopping the algorithm if there are no points in W p or
selecting a new point of W p in Step 4 to be examined. Upon termination, an extreme point of S with the worst value of
the upper level objective function is provided which solves the problem LB(c, d, a∗), for some a∗ ∈ Ψ ∗, as we prove in the
following theorem.
Theorem 8. The algorithm KBW finds the worst optimal solution of the LBPIC-2.
Proof. It suffices to take into account that the number of extreme points of S is finite and that the (k+ 1)st worst extreme
point according to the upper level objective function (x[k+1], y[k+1]) is adjacent to (x[1], y[1]) or (x[2], y[2]), . . . or (x[k], y[k]).
Moreover, the algorithm always finishes with the worst extreme point that solves the LB(c, d, a∗) for some a∗ ∈ Ψ ∗ and
so it is the worst optimal solution. Finally, a∗ are the settings of the interval coefficients of the lower level objective function
which provide the worst optimum. 
5. The LBPIC
Having analyzed separately the LBPIC-1 and LBPIC-2, we are now in a position to integrate the results and deal with
the LBPIC as a whole. On the one hand, the existence of interval coefficients in the lower level objective function causes, in
general, the feasible regions of problems LB(c, d, a), (c, d) ∈ Φ, a ∈ Ψ , to be different. Nevertheless, as they are formed by
the union of faces of the polyhedron S, the number of different feasible regions which can appear when varying a ∈ Ψ is
finite.
On the other hand, it is clear that in order to obtain the best optimal solution of the LBPIC,we should select the coefficients
of the upper level objective function at their most favorable form. Similarly, to obtain the worst optimal solution, we should
select the coefficients at their least favorable form. These remarks allow us to conclude the following theorems.
Theorem 9. Let EΨ be the set of extreme points of Ψ . If FRa is the same for all a ∈ EΨ , then the best optimal solution of the
problem LBPIC can be obtained by solving the linear bilevel problem:
min
x,y
c lx+ dly, where y solves
min
y
aly
s.t. (x, y) ∈ S.
(11)
Similarly, the worst optimal solution of the problem LBPIC can be obtained by solving the linear bilevel problem:
min
x,y
crx+ dry, where y solves
min
y
aly
s.t. (x, y) ∈ S.
(12)
Proof. Let FRE be the feasible region of problems LB(c, d, a), (c, d) ∈ Φ, a ∈ EΨ . As in the proof of Theorem 5, under the
hypothesis we can conclude that FRE is the feasible region for all problems LB(c, d, a), (c, d) ∈ Φ, a ∈ Ψ , and so it can be
considered as the feasible region of the LBPIC. Hence, LBPIC reduces to an LBPIC-1 with FRE as the feasible region and the
conclusion follows from Theorems 3 and 4. 
Theorem 10. The best optimal solution of the LBPIC is obtained by applying the KBB algorithm to the LBPIC-2with the upper level
objective function f1(x, y) = c lx+ dly.
The worst optimal solution of the LBPIC is obtained by applying the KBW algorithm to the problem LBPIC-2with the upper level
objective function f1(x, y) = crx+ dry.
Proof. Let (x∗, y∗) ∈ G be the best optimal solution. Then, there exist (c∗, d∗) ∈ Φ, a∗ ∈ Ψ so that (x∗, y∗) is an optimal
solution of the problem LB(c∗, d∗, a∗) and
c∗x∗ + d∗y∗ 6 cx+ dy, ∀(x, y) ∈ G
where (x, y) solves the problem LB(c, d, a), (c, d) ∈ Φ, a ∈ Ψ .
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Let us consider the problem LB(c l, dl, a∗). Note that this problem and the problem LB(c∗, d∗, a∗) have the same feasible
region. Let (xl, yl) be an optimal solution of the problem LB(c l, dl, a∗). Hence (xl, yl) ∈ G and
c lxl + dlyl 6 c lx∗ + dly∗ 6 c∗x∗ + d∗y∗.
In order to avoid a contradiction, all previous inequalities are equalities and (xl, yl) is the best optimal solution. Hence, in
order to find the best optimal solution we should apply the KBB algorithm to the LBPIC-2 with the upper level objective
function f1(x, y) = c lx+ dly.
The proof of the second part of the theorem is similar. 
In Appendix, an example is given to exhaustively show all the steps in the procedure.
Concerning the complexity of the problem, the LBPIC is NP-hard, as it includes the linear bilevel problem as a particular
case. Note that constants can be represented by degenerated intervals where the lower and upper bounds are equal.
Remark 11. The best optimal value of the LBPIC can also be obtained as a solution of the following quadratic bilevel problem
in which the coefficients in both objective functions are regarded as additional optimization variables controlled by the
upper level decision maker:
min
x,c,d,a,y
cx+ dy
s.t. (c, d) ∈ Φ, a ∈ Ψ , where y solves
min
y
ay
s.t.(x, y) ∈ S.
(13)
Similarly to Theorem 10, we can conclude that the best optimal value of the LBPIC is obtained by solving:
min
x,a,y
c lx+ dly
s.t. a ∈ Ψ , where y solves
min
y
ay
s.t. (x, y) ∈ S
(14)
which is a linear bilinear bilevel problem, i.e. a particular case of a linear quadratic bilevel problem.
Convex quadratic bilevel problems have been addressed in [20–22]. In [2,3] and the references therein and [23], the linear
quadratic bilevel problem is analyzed. Moreover, problem (14) is a particular case of the quasiconcave quadratic bilevel
problem considered in [24]. However, we think that approaching the problem of computing the best optimal solution of
the LBPIC by using the techniques proposed in these papers will possibly not be very helpful as it ignores the structure and
properties of the linear bilevel problems involved.
On the other hand, it is worth mentioning that the algorithm KBB can be extended to cover the more general case in
which the coefficients a lie on a bounded polyhedron. We should only modify system (9) changing the conditions on the
parameter a.
6. Conclusions
In this paper, we have analyzed linear bilevel problems with interval coefficients in both objective functions. The aim
was to solve the optimal value range problem, that is to say to provide the best and the worst upper level objective function
values and the settings of the interval coefficients which provide them. Taking into account the differences in problems
with interval coefficients in the upper level objective function only or in the lower level objective function only, both cases
have been studied separately. The first can be approached by solving two linear bilevel problems. The complexity of the
second one requires a more detailed analysis. We have proved by examples that there is no precise way of systematizing
the specific values of the interval coefficients that can be used to compute the best and the worst possible optimal solutions.
Hence, several particular cases which lead to easier solution procedures were considered first. Next, for the general case,
two algorithmswere proposed to deal with the problem of obtaining the best andworst optimal solutions. These algorithms
are based on ranking extreme points and seeing if they can be an optimal solution for some of the linear bilevel problems
obtained by setting the interval coefficients at values in their range. All the procedures are then integrated to solve the
optimal value range problem for linear bilevel problems with interval coefficients in both the upper and lower objective
functions.
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Appendix
To illustrate all the steps in the procedure of solving the optimal value range, we consider the region S of Example 2 with
the upper level objective function f1 = [1, 4]x + [1, 3]y1 + [1, 2]y2 and the lower level objective function f2 = [2, 5]y1 +
[−3,−1]y2. Thus,Φ = {(c, d1, d2) : c ∈ [1, 4], d1 ∈ [1, 3], d2 ∈ [1, 2]},Ψ = {(a1, a2) : a1 ∈ [2, 5], a2 ∈ [−3,−1]}.
In order to find the best optimal solution, we apply the KBB algorithm with the upper level objective function f l1 =
x+ y1 + y2:
Step 1. (x[1], y[1]1 , y
[1]
2 ) = (0, 0, 0). SetW = {(0, 0, 0)} and T = ∅. Set i = 1.
Step 2. (x∗, y∗1, y
∗
2) = (0, 0, 0). System (9) is not feasible.
Step 3. T = T ∪ {(0, 0, 0)} = {(0, 0, 0)},W = (W ∪W [1]) \ T = {(2, 0, 0), (0, 0, 0.5), (0, 2, 0)}.
Step 4. (x[2], y[2]1 , y
[2]
2 ) = (0, 0, 0.5).
Step 2. (x∗, y∗1, y
∗
2) = (0, 0, 0.5). System (9) is feasible with a1 = 2 and a2 = −1.
The best optimal solution is (0, 0, 0.5), f l1 = 0.5.
In order to compute the worst optimal solution, we apply the KBW algorithm with the upper level objective function
f r1 = 4x+ 3y1 + 2y2.
Step 1. (x[1], y[1]1 , y
[1]
2 ) = (2, 1, 2), f r1 (2, 1, 2) = 15.W = {(2, 1, 2)},W e = ∅,W p = ∅, T = ∅.
Step 2. Ψ(2,1,2) = ∅.W e = {(2, 1, 2)}.
Step 8.W = (W ∪W [1]) \ (T ∪W e) = {(2, 0, 2), (2, 1, 0), (0, 2, 2)}. (x[2], y[2]1 , y[2]2 ) = (2, 0, 2).
Step 2. Ψ(2,0,2) = Ψ ≠ ∅.W p = W [2] \ (T ∪W e) = {(2, 0, 0), (1, 0, 2)} ≠ ∅. Ψ ∗ = Ψ(2,0,2).
Step 3.W p ≠ ∅.
Step 4. (x˜, y˜1, y˜2) = (2, 0, 0). Ψ(2,0,0) = ∅,W e = {(2, 1, 2)} ∪ {(2, 0, 0)},W p = {(1, 0, 2)}.
Step 3.W p ≠ ∅.
Step 4. (x˜, y˜1, y˜2) = (1, 0, 2). Ψ(1,0,2) = Ψ ≠ ∅.
Step 5. Ψ ∗ ∩ Ψ(1,0,2) = Ψ = Ψ ∗ ≠ ∅.
Step 6. Ψ ∗ = Ψ ∗ \ Ψ(1,0,2) = ∅. T = {(2, 0, 2)}.
Step 8.W = (W ∪W [2]) \ (T ∪W e) = {(2, 1, 0), (0, 2, 2), (1, 0, 2)}. (x[3], y[3]1 , y[3]2 ) = (2, 1, 0).
Step 2. Ψ(2,1,0) = ∅.W e = {(2, 1, 2), (2, 0, 0), (2, 1, 0)}.
Step 8.W = (W ∪W [3]) \ (T ∪W e) = {(0, 2, 2), (1, 0, 2), (0, 2, 0)}. (x[4], y[4]1 , y[4]2 ) = (0, 2, 2).
Step 2. Ψ(0,2,2) = ∅.W e = {(2, 1, 2), (2, 0, 0), (2, 1, 0), (0, 2, 2)}.
Step 8.W = (W ∪W [4]) \ (T ∪W e) = {(1, 0, 2), (0, 1, 2), (0, 2, 0)}. (x[5], y[5]1 , y[5]2 ) = (1, 0, 2).
Step 2. Ψ(1,0,2) = Ψ ≠ ∅.W p = W [5] \ (T ∪W e) = {(0, 1, 2), (0, 0, 0.5)} ≠ ∅. Ψ ∗ = Ψ(1,0,2).
Step 3.W p ≠ ∅.
Step 4. (x˜, y˜1, y˜2) = (0, 1, 2). Ψ(0,1,2) = {(a1, a2) : a1 ∈ [2, 5], a2 ∈ [−3,−1], 2a1 + 3a2 6 0} ≠ ∅.
Step 5. Ψ ∗ ∩ Ψ(0,1,2) = Ψ(0,1,2) ≠ ∅.
Step 6. Ψ ∗ = Ψ ∗ \ Ψ(0,1,2) = {(a1, a2) : a1 ∈ [2, 5], a2 ∈ [−3,−1], 2a1 + 3a2 > 0} ≠ ∅.
Step 7.W p = W p \ {(0, 1, 2)} = {(0, 0, 0.5)} ≠ ∅.
Step 4. (x˜, y˜1, y˜2) = (0, 0, 0.5). Ψ(0,0,0.5) = {(a1, a2) : a1 ∈ [2, 5], a2 ∈ [−3,−1], 2a1 + 3a2 > 0} ≠ ∅.
Step 5. Ψ ∗ ∩ Ψ(0,0,0.5) = Ψ ∗ ≠ ∅.
Step 6. Ψ ∗ = Ψ ∗ \ Ψ(0,0,0.5) = ∅. T = {(2, 0, 2), (1, 0, 2)}.
Step 8.W = (W ∪W [5]) \ (T ∪W e) = {(0, 1, 2), (0, 2, 0), (0, 0, 0.5)}. (x[6], y[6]1 , y[6]2 ) = (0, 1, 2).
Step 2. Ψ(0,1,2) ≠ ∅.W p = W [6] \ (T ∪W e) = {(0, 0, 0.5)} ≠ ∅. Ψ ∗ = Ψ(0,1,2).
Step 3.W p ≠ ∅.
Step 4. (x˜, y˜1, y˜2) = (0, 0, 0.5). Ψ(0,0,0.5) ≠ ∅.
Step 5. Ψ ∗ ∩ Ψ(0,0,0.5) = {(a1, a2) : a1 ∈ [2, 5], a2 ∈ [−3,−1], 2a1 + 3a2 = 0} ≠ ∅.
Step 6. Ψ ∗ = Ψ ∗ \ Ψ(0,0,0.5) = {(a1, a2) : a1 ∈ [2, 5], a2 ∈ [−3,−1], 2a1 + 3a2 < 0} ≠ ∅.
Step 7.W p = W p \ {(0, 0, 0.5)} = ∅.
The worst optimal solution is (x[6], y[6]1 , y
[6]
2 ) = (0, 1, 2), f r1 = 7.
Therefore, the optimal value range is [0.5, 7]. The best optimal solution can be obtained by solving the problem LB(c, d, a)
with c = 1, d = (1, 1) and a = (2,−1). The worst solution can be obtained by solving the problem LB(c, d, a) with
c = 4, d = (3, 2) and a∗ ∈ {(a1, a2) : a1 ∈ [2, 5], a2 ∈ [−3,−1], 2a1 + 3a2 < 0}.
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