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GLOBAL WELL-POSEDNESS FOR THE 2D STABLE MUSKAT PROBLEM IN
H3/2
DIEGO CO´RDOBA AND OMAR LAZAR
Abstract. We prove a global existence result of a unique strong solution in H˙5/2∩H˙3/2 with small
H˙
3/2 norm for the 2D stable Muskat problem, hence allowing the interface to have arbitrary large
finite slopes and finite energy (thanks to the L2 maximum principle). The proof is based on the use
of a new formulation of the Muskat equation that involves oscillatory terms. Then, a careful use of
interpolation inequalities in homogeneneous Besov spaces allows us to close the a priori estimates.
1. Introduction
In this paper, we are interested in the Muskat problem which was introduced in [28] by Morris
Muskat in order to describe the dynamics of water and oil in sand. The Muskat problem models the
motion of an interface separating two incompressible fluids in a porous medium. One can imagine
the plane R2 splitted into two regions, say Γ1(t), Γ2(t) that evolve with time. We assume that the
first region Γ1(t) is occupied by an incompressible fluid with density ρ1 and the second region Γ2(t)
is occupied by an other one with density ρ2. We further assume that both fluids are immiscible.
The non mixture condition allows one to consider the interface between these two fluids. This
interface corresponds to their common boundary ∂Γ1(t) and ∂Γ2(t). The velocity in each region
Γi(t) (i = 1 or 2) is governed by the so-called Darcy’s law [18], which states that the velocity
depends on the gradient pressure, the gravity and the density of the fluid (which is transported by
the flow) via the following relation,
µ
κ
u(x, t) = −∇p− (0, gρ), (1.1)
where µ is the constant viscosity, κ is the permeability of the porous media and g is the gravity.
For the sake of simplicity, we may, without loss of generality, assume that all those constants are
equal to 1. The system is then driven by the following transport equation
∂tρ+ u · ∇ρ = 0 (1.2)
since the fluids are incompressible we also have
∇ · u = 0 (1.3)
Equations (1.1), (1.2) and (1.3) give rise to the so-called incompressible porous media system (IPM).
Saffman and Taylor [32] pointed out that in 2D the Muskat problem is similar to the evolution of
an interface in a vertical Hele-Shaw cell.
For the Muskat problem we can rewrite the IPM system in terms of the dynamics of the interface
in between both fluids (see [1] and [15]). If we denote the interface by a planar curve z(α, t) and if
as well we neglect surface tension, then the interface satisfies
∂tz(α, t) =
ρ2 − ρ1
2π
∫
z1(α, t) − z1(β, t)
|z(α, t) − z(β, t)|2
(∂αz(α, t) − ∂βz(β, t))dβ,
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where the curve z is asymptotically flat at infinity i.e. (z(α, t)− (α, 0)) → 0 as |α| → ∞. The point
(0,∞) belongs to Γ1(t), whereas the point (0,−∞) belongs to Γ2(t). From elementary potential
theory, we can derive explicit formulas for the velocity field u and the pressure p from the curve z.
A convenient way of studying the evolution of the interface is to consider this latter as a
parametrized graph of a function. When the interface is a graph of a function z(x, t) = (x, f(x, t)),
then this characterization is preserved by the system and f satisfies the contour equation
ft(x, t) = −ρ(Λf + T (f)), (1.4)
where ρ is equal to ρ = ρ2−ρ12 , and the operator Λ
α, 0 < α < 2, denotes the usual fractional
Laplacian operator of order α and is defined as
Λαf ≡ (−∆)α/2f = CαP.V.
∫
R
f(x)− f(x− y)
|y|1+α
dy
where Cα > 0 is a positive constant. In particular, when α = 1, the constant is equal to
1
π .
The operator H denotes the Hilbert transform operator which is defined by
Hf =
1
π
P.V.
∫
f(x− α)− f(x)
α
dα
In particular, one may easily check that ∂xH = Λ.
As for T , which is the nonlinear term, it is defined by
T (f) =
1
π
∫
R
∂xf(x)− ∂xf(x− α)
α
( f(x)−f(x−α)
α
)2
1 +
( f(x)−f(x−α)
α
)2 dα. (1.5)
Equivalently, the Muskat equation can be written as
(M) :
 ∂tf =
ρ
π
P.V. ∂x
∫
arctan∆αf dα
f(0, x) = f0(x),
where ∆αf ≡
f(x,t)−f(x−α,t)
α =
δαf(x,t)
α .
Indeed, it is well known that linearizing M around the flat solution give rise to a (non-local)
parabolic equation (see e.g. [1] and [15]). The equation is linearly stable if and only if the heavier
fluid is below the interface (that is ρ2 > ρ1), otherwise we say that the curve is in the unstable
regime. This is known as the Rayleigh-Taylor condition and is determined by the normal component
of the pressure gradient jump at the interface having a distinguished sign (also called the Saffman-
Taylor condition).
This equation has attracted the attention in the mathematical community since several years
ago and we shall briefly sum up the results known regarding the Cauchy problem for (M) in the
stable regime (ρ > 0). First of all, let us recall that this equation has a maximum principle for
‖f(·, t)‖L∞ and ‖f(·, t)‖L2 . Indeed, it is shown in [16] that
‖f(t)||L∞(R) ≤
‖f0‖L∞(R)
1 + t
,
Moreover, the authors showed in [16] that if ‖∂xf0‖L∞ < 1, then ‖∂xf(·, t)‖L∞ < ‖∂xf0‖L∞ for all
t > 0. On the other hand, there is also an L2 maximum principle (see [11]), more precisely we have
‖f(T )‖2L2(R) +
∫ T
0
∫
R
∫
R
log
(
1 +
(
f(α, s)− f(β, s)
α− β
)2)
dαdβds = ‖f0‖
2
L2(R)
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which does not imply, for large initial data, a gain of regularity in the system. However, it was
observed in [23] that a gain of regularity is possible even if we start with L2 initial data, under
the condition that the slope is initially less than 1 (see [23]). Recall that the Muskat equation
has a scaling, if f is a solution associated to the data f0 so does the family λ
−1f(λx, λt), λ > 0
associated to the data λ−1f0(λx). In particular, the Lipschitz norm W˙
1,∞ is critical as well as
the homogeneous Sobolev norm H˙3/2, and more generally, the whole family of homogeneous Besov
spaces B˙1+p
−1
p,q with (p, q) ∈ [1,+∞]2 is critical with respect to the scaling of M.
As far as the local well-posedness results are concerned, in [15], the authors proved local existence
in H3. The authors of [10] were able to lower the local theory to H2. Recently, in [13], Constantin,
Gancedo, Shvydkoy and Vicol have proved that the equation is locally well-posed in W˙ p,2 with
p > 1. There is another result by Matioc [27] where local existence is obtained in Hs, s ∈ (3/2, 2].
Instant analyticity is obtained in [9] from an initial data in H4 (see also [27]).
If the heavier fluid is above the interface i.e. ρ < 0, then the equation (M) is ill-posed in Sobolev
spaces (see [15] and [3]). However, there exists weak solutions to the (IPM) system starting with
an initial data with a jump of densities in the unstable regime. These solutions create a growing in
time mixing zone around the initial interface where both densities ρ1 and ρ2 are mixed, for more
details see [29], [34], [7] and [22].
As for the global well-posedness results, all the available theorems where done for data having
small slopes ‖∂xf0‖L∞ < 1. These theorems are usually obtained by taking advantage of the par-
abolic nature of (M) for very small initial data. The first global well-posedness result for small
initial data is established in [15], which was inspired by the proof in [33] for a different setting (the
fluids have same densities but different viscosities). In the critical framework, the authors of [11]
and [12] obtained a global existence result of a unique strong solution in H3, if initially the Wiener
norm (i.e. those f verifying that the Fourier transform of Λf is integrable) is smaller than 1/3
(which, in particular, implies a slope smaller than 1). As well, the authors of [11] were able to show
the global propagation of the Lipschitz regularity provided the initial data has a Lipschitz norm
less than 1. Recently, the authors of [13] proved that if initially the data is W˙ 2,p∩L2 with smallness
in Lipschitz then there is global existence. In [27], the authors obtained the same kind of result in
the space H3/2+ǫ (for ǫ > 0) with smalness in the same space. Furthermore, in [13], the authors
obtained a regularity criteria, that as long as the slope has a uniform modulus of continuity there
is existence. Recently, by taking advantage of this regularity criteria, it was proved in [6] a global
existence of smooth solutions under a smallness assumption of some critical quantity (product of
sup and inf of the slope) that have to be smaller than 1. In [30] they prove optimal decay estimates
for higher derivatives in the Wiener norm. By adapting the proof of [11], Deng, Lei, and Lin [20]
have been able to prove the existence of a global solution for arbitrarily large monotonic initial
data. The key ingredient in the proof is that, under a monotonicity assumption, the slope of the
interface still satisfies the L∞ maximum principle. Although, these solutions fail to be in L2.
There is also several results of singularities for the Muskat equation (M) in the stable regime.
Indeed, it has been shown in [9] that there exists a family of initial data (with very large slope)
where the interface reaches a regime in finite time in which is no longer a graph. Therefore there
exists a time T ∗ where the solution of (M) blows-up: ‖fx‖L∞(T
∗) = ∞. In [8], they proved that
there exists a class of analytic initial data in the stable regime for the Muskat problem such that
the solution turns to the unstable regime and no longer belongs to C4. Another recent physical
scenario was studied in [14] where the authors prove that some solutions can pass from the stable
to the unstable regime and return back to the stable regime before it breakdown. This shift of
stability phenomena illustrates the high instability of the solutions to the Muskat equation even
starting in the stable regime. Moreover, there is numerical evidence of initial data ||∂xf0||L∞ = 50
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that develops an infinite slope in finite time (see [17]). Similar results in a confined porous media
has been obtained; for example for global existence see [25] and for shift of stability see [24].
In this paper, we obtain the first global existence result of a unique solution having arbitrary
large slope for the stable Muskat problem (M) with finite L2 norm. All the previous global exis-
tence results known since then were assuming smallness of the slope, namely, ‖∂xf0‖L∞ < c, where
c ∈ (0, 1].
The approach in this paper is completely new and is based on a reformulation of the usual Muskat
equation (M). This new formulation allows one to take advantage of the oscillations which are
crucial in this problem. There is many ways of measuring smoothness while trying to do a priori
estimates in critical spaces and contrarily to (almost) all previous works in the Muskat equation
we shall never split the study into high/low frequencies or small/big increment in the finite dif-
ference operator. At the contrary, we shall consider the interaction between both and the Besov
spaces techniques would be the main tool to achieve this. It is worth saying that the new formu-
lation of the problem turns out to be crucial to prove the main theorems of this paper since it
gives new features that are very difficult to see in the original formulation (M). If one tries to do
H˙3/2 estimates using Besov spaces techniques by using the classical formulation of the problem as
stated in the introduction (M), then one would quickly notice that there is a big issue to control
the higher order terms, so a direct use of Besov space estimates would not give a satisfactory results.
This article completes the missing part in the understanding of the theory of global well-posedness
of large solutions in the Lipschitz space for the stable Muskat problem. Indeed, the main result of
this paper is the global well-posedness of strong solution in H˙5/2 ∩ H˙3/2 under a smallness assump-
tion on the H˙3/2 norm of the initial data. It would not be possible to prove a global results for all
data in the Lipschitz space since the authors of [14] have shown that there is solutions with initial
data having a (relatively) high slopes that become singular in finite time showing the instability of
the Cauchy problem associated to initial data in critical spaces.
The strategy of the proof is classical, we first establish the a priori estimates and then we con-
struct a solution via classical compactness arguments that allow us to pass to the weak limit in a
parabolic regularized Muskat equation.
The outline of this paper is as follows. In the next section, we state the main results. In the
third section, we give the definitions of the spaces along with some harmonic analysis tools that
we shall use throughout the article. The fourth section is devoted to the new formulation of the
problem. The fifth section is the proof of the a priori estimates in H˙3/2. In the sixth section, we
give the a priori estimates in H˙5/2. The last section is the proof of the main results.
2. Main results
The main result of this article is the following global existence theorem of a unique strong solution
for small data in the critical Sobolev space.
Theorem 2.1. Assume f0 ∈ H˙
5/2 ∩ H˙3/2 with ‖f0‖H˙3/2 small enough, then, there exists a unique
strong solution f to equation (M) which verifies f ∈ L∞([0, T ], H˙5/2)∩L2([0, T ], H˙3), for all T > 0.
Remark 1. By using the L2 maximum principle, one gets a unique solution to equation (M) with
finite energy.
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Remark 2. It would be possible to lower the initial regularity by considering a data in Hs with
3/2 < s ≤ 5/2. This would lead to tedious computations, the present article does only treat the
case of regular enough data for the sake of simplicity.
In order to prove the main result, we shall prove a regularity criteria in terms of the control of
the slopes that gives a condition for a weak solution to be strong.
Theorem 2.2. Let f0 ∈ W˙
1,∞ ∩ H˙3/2 and let T > 0, if one controls the L∞([0, T ], W˙ 1,∞) norm
and if ‖f0‖H˙3/2 ≤ C(‖f0‖W˙ 1,∞) then there exists a unique weak solution f to equation (M) which
verifies f ∈ L∞([0, T ], (H˙3/2 ∩ W˙ 1,∞)) ∩ L2([0, T ], H˙2) and in particular, ‖f(T )‖H˙3/2 ≤ ‖f0‖H˙3/2 .
Remark 3. The definition of the weak solutions are easy to get. Indeed, we say that f is a weak
solution to the Muskat problem if, for all φ ∈ D([0, T ] × R), we have the following equality∫ T
0
∫
φs(x, s)f(x, s) ds dx+
∫
φ(x, 0)f0(x) dx =
∫ T
0
∫
φx(x, s)
∫ ∫ ∞
0
δ−1e−δ sin(δ∆αf) dδ dα dx ds.
3. Functional setting
We shall use the homogeneous Sobolev space H˙s, |s| < 1/2, which is endowed with the (semi)-
norm
‖f‖H˙s = ‖Λ
sf‖L2
We recall the definition of the homogeneous Besov spaces B˙sp,q(R) (see [5], [31]). Let (p, q, s) ∈
[1,∞]2 × R, we say that a tempered distribution f (which is such that its Fourier transform is
integrable near 0) belongs to the homogeneous Besov space B˙sp,q(R) if the following quantity, which
is a (semi)-norm, is finite, that is
‖f‖B˙sp,q
=
∥∥∥∥∥‖1]0,1[(s)δyf + 1[1,2[(s)(δy + δ¯yf)‖Lp|y|s
∥∥∥∥∥
Lq(R,|y|−1dy)
<∞
where δyf(x) = f(x)− f(x− y) and δ¯yf(x) = f(x)− f(x+ y).
Let us recall some classical embeddings (see e.g. [4], [2]), we have for all (p1, p2, r1, r2) ∈ [1,∞]
4
B˙s1p1,r1(R) →֒ B˙
s2
p2,r2(R),
where s1 +
1
p2
= s2 +
1
p1
. We also have for all (p1, s1) ∈ [2,∞] × R,
B˙s1p1,r1(R) →֒ B˙
s1
p1,r2(R),
for all (r1, r2) ∈ ]1,∞] such that r1 ≤ r2.
Let (s1, s2) ∈ R
2 so that s1 < s2, then for all θ ∈ ]0, 1[ and (p, r) ∈ [1,∞]
2, we have the following
real interpolation inequality
‖f‖
B˙
θs1+(1−θ)s2
p,1
≤
C
s2 − s1
(
1
θ
+
1
1− θ
)
‖f‖θ
B˙
s1
p,r
‖f‖1−θ
B˙
s2
p,r
. (3.1)
We shall use the following useful generalized Caldero´n commutator type estimate which was proved
by Dawson, Macghan, and Ponce in [19]. Let Φ ∈ W˙ k+l,∞ and let us consider the commutator
TΦf = [H,Φ] f,
then, for all p ∈]1,∞[ and (k, l) ∈ N, the following estimate holds,∥∥∥TΦ∂kxf∥∥∥
W˙ l,p
≤ Ck,l‖Φ‖W˙ k+l,∞‖f‖Lp , (3.2)
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for all f ∈ Lp.
Throughout the article, we shall use the notation A . B if there exists a constant C > 0
depending only on controlled quantities such that A ≤ CB.
4. A new formulation of the stable Muskat equation
In this section, we give another formulation of the Muskat equation that will be useful when
doing estimates (especially to control high regularity terms) in Besov spaces.
Proposition 4.1. Assume that f solves (M) then f is a solution of (M˜) that is
(M˜) :
 ft(t, x) =
ρ
π
P.V.
∫
∂x∆αf
∫ ∞
0
e−δ cos(δ∆αf) dδ dα
f(0, x) = f0(x).
(4.1)
Reciprocally, if f solves (M˜) then f solves (M). That is,
(M˜) ⇐⇒ (M).
Proof of Proposition 4.1
Consider the following integrable function
µ(x) = exp(−|x|) (4.2)
Its Fourier transform is well defined and we have,
µ̂(ξ) =
1
1 + |ξ|2
.
Then, by considering the restriction of this Fourier transform onto ∆αf one readily arrives to (M˜).
Conversely, if f is a solution of (M˜) then it is obviously also a solution of (M).

We shall assume, without loss of generality, that ρ = π. The purpose of the next section is to
prove that one has nice a priori estimates in H˙3/2.
5. A priori estimates in H˙3/2
In this section, we shall prove the following lemma
Lemma 5.1. Let T > 0, assume that f0 ∈ H˙
3/2 ∩ W˙ 1,∞ and that the L∞([0, T ], W˙ 1,∞) norm
remains bounded, then if we denote by K the space-time Lipschitz norm of f , we have
‖f‖2
H˙3/2
(T )+
π
1 +K2
∫ T
0
‖f‖2
H˙2
ds . ‖f0‖H˙3/2+
(
‖f‖L∞([0,T ],H˙3/2) + ‖f‖
2
L∞([0,T ],H˙3/2)
) ∫ T
0
‖f‖2
H˙2
ds
Proof of Lemma 5.1 We multiply Λ3/2f against Λ3/2ft and integrate with respect to the space
variable, we obtain
1
2
∂t‖f‖
2
H˙3/2
=
∫
Hfxx
∫
∂xx∆αf
∫ ∞
0
e−δ cos(δ∆αf(x)) dδ dα dx
−
∫
Hfxx
∫
(∂x∆αf)
2
∫ ∞
0
δe−δ sin(δ∆αf(x)) dδ dα dx
= I1 + I2
Obviously, the more singular term is I1. The estimation of such a term requires a long splitting
into several controlled terms. This is the aim of the next subsection.
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5.1. Decomposition of the term I1. The aim of this section is to make appear nice controlled
terms via the use of a useful decomposition of I1.
I1 =
∫
Hfxx
∫
(∂xx∆αf − ∂xx∆¯αf)
∫ ∞
0
e−δ cos(δ∆αf(x)) dδ dα dx
−
∫
Hfxx
∫
∂xx∆αf
∫ ∞
0
e−δ cos(δ∆¯αf) dδ dα dx
=
∫
Hfxx
∫
(∂xx∆αf − ∂xx∆¯αf)
∫ ∞
0
e−δ cos(δ∆αf(x)) dδ dα dx
+
∫
Hfxx
∫
∂xx∆αf
∫ ∞
0
e−δ
(
cos(δ∆αf)− cos(δ∆¯αf)
)
dδ dα dx
−
∫
Hfxx
∫
∂xx∆αf
∫ ∞
0
e−δ cos(δ∆αf) dδ dα dx
hence, by symmetry, one obtains
I1 =
1
4
∫
Hfxx
∫
(∂xx∆αf − ∂xx∆¯αf)
∫ ∞
0
e−δ(cos(δ∆αf(x)) + cos(δ∆¯αf(x)) dδ dα dx
+
1
2
∫
Hfxx
∫
∂xx∆αf
∫ ∞
0
e−δ
(
cos(δ∆αf)− cos(δ∆¯αf)
)
dδ dα dx
which may be rewritten as,
I1 =
1
2
∫
Hfxx
∫
(∂xx∆αf − ∂xx∆¯αf)
∫ ∞
0
e−δ cos(
δ
2
(∆αf − ∆¯αf)) cos(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
−
∫
Hfxx
∫
∂xx∆αf
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
Finally, we get
I1 = −
∫
Hfxx
∫
(∂xx∆αf − ∂xx∆¯αf)
∫ ∞
0
e−δ cos(
δ
2
(∆αf − ∆¯αf)) sin
2(
δ
4
(∆αf + ∆¯αf)) dδ dα dx
+
1
2
∫
Hfxx
∫
(∂xx∆αf − ∂xx∆¯αf)
∫ ∞
0
e−δ cos(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
−
∫
Hfxx
∫
∂xx∆αf
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
= I1,1 + I1,2 + I1,3
We need to further decompose the last term, namely, we write
I1,3 = −
∫
Hfxx
∫
∂xx∆αf
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
= −
∫
Hfxx
∫
fxx(x)− fxx(x− α)
α
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
=
∫
Hfxx
∫
fxx(x− α)− fxx(x)
α
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
=
∫
Hfxx
∫
∂α {fx(x)− fx(x− α)}
α
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
−
∫
Hfxx
∫
fxx(x)
α
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
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We obtain, by denoting D = ∆αf − ∆¯αf and S = ∆αf + ∆¯αf ,
I1,3 =
∫
Hfxx
∫
fx(x)− fx(x− α)
α2
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
−
1
2
∫
Hfxx
∫
fx(x)− fx(x− α)
α
∫ ∞
0
δe−δ∂αD cos(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
−
1
2
∫
Hfxx
∫
fx(x)− fx(x− α)
α
∫ ∞
0
δe−δ∂αS sin(
δ
2
(∆αf − ∆¯αf)) cos(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
−
∫
Hfxx
∫
fxx(x)
α
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
The aim will be to estimate the I1,j with j = 1, 2, 3. We shall first estimate I1,1 and I1,3 and
then I1,2.
5.1.1. Estimates of I1,1
To control I1,1, we use the continuity of the Hilbert transform on L
2 along with the embedding
H˙3/2 →֒ B˙1∞,2, then one gets
I1,1 = −
∫
Hfxx
∫
(∂xx∆αf − ∂xx∆¯αf)
∫ ∞
0
e−δ cos(
δ
2
(∆αf − ∆¯αf)) sin
2(
δ
4
(∆αf + ∆¯αf)) dδ dα dx
≤
Γ(3)
4
‖f‖2
H˙2
∫
‖δαf + δ¯αf‖
2
L∞
|α|3
dα
≤
1
2
‖f‖2
H˙2
‖f‖2
B˙1
∞,2
≤
1
2
‖f‖2
H˙2
‖f‖2
H˙3/2
5.1.2. Estimates of I1,3
Let us estimate I1,3. Let us recall that
I1,3 =
∫
Hfxx
∫
fx(x)− fx(x− α)
α2
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
−
1
2
∫
Hfxx
∫
fx(x)− fx(x− α)
α
∫ ∞
0
δe−δ∂αD cos(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))dδ dα dx
−
1
2
∫
Hfxx
∫
fx(x)− fx(x− α)
α
∫ ∞
0
δe−δ sin(
δ
2
(∆αf − ∆¯αf))∂αS cos(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
−
∫
Hfxx
∫
fxx(x)
α
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
=
4∑
i=1
I1,3,i ,
In the next subsection, we shall estimate the I1,3,i for i = 1, .., 4.
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5.1.2.1. Estimates of I1,3,1
This term is estimated as follows, by observing that H˙2 →֒ B˙
3/2
∞,2, we may for instance write
|I1,3,1| ≤ ‖f‖H˙2
∫ ∞
0
δe−δ
‖fx(x)− fx(x− α)‖L2‖f(x− α) + f(x+ α)− 2f(x)‖L∞
|α|3
dδ dα
≤ Γ(2)‖f‖H˙2
(∫
‖fx(x)− fx(x− α)‖
2
L2
|α|2
dα
∫
‖f(x− α) + f(x+ α)− 2f(x)‖2L∞
|α|4
dα
)1/2
≤ ‖f‖H˙2‖fx‖B˙1/22,2
‖f‖
B˙
3/2
∞,2
≤ ‖f‖2
H˙2
‖f‖H˙3/2
5.1.2.2. Estimates of I1,3,2
We first observe that, since we have
D = ∆αf − ∆¯αf =
f(x+ α)− f(x− α)
α
=
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds+ 2fx(x),
therefore,
∂αD =
fx(x+ α) + fx(x− α)− 2fx(x)
α
−
∫ α
0 (fx(x− s) + fx(x+ s)− 2fx(x)) ds
α2
Also, since S = ∆αf + ∆¯αf = −
(f(x+α)+f(x−α)−2f(x))
α , then we find that,
∂αS = ∆¯αfx −∆αfx +
f(x+ α) + f(x− α)− 2f(x)
α2
,
and we infer that,
I1,3,2 = −
1
2
∫
Hfxx
∫
fx(x)− fx(x− α)
α
∫ ∞
0
δe−δ
fx(x+ α) + fx(x− α)− 2fx(x)
α
× cos(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
+
1
2
∫
Hfxx
∫
fx(x)− fx(x− α)
α
∫ ∞
0
δe−δ
∫ α
0 (fx(x− s) + fx(x+ s)− 2fx(x)) ds
α2
× cos(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
= I1,3,2,1 + I1,3,2,2.
We may estimate those two latter terms as follows. For the first one, it suffices to use the
embedding H˙1 →֒ B˙
1/2
∞,2, indeed we have
|I1,3,2,1| ≤
1
2
‖f‖H˙2
∫
‖fx(x)− fx(x− α)‖L2
α
‖fx(x+ α) + fx(x− α)− 2fx(x)‖L∞
α
dα
≤
1
2
‖f‖H˙2‖fx‖B˙1/22,2
‖fx‖B˙1/2
∞,2
≤
1
2
‖f‖2
H˙2
‖f‖H˙3/2
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For I1,3,2,2, for some q, r and r¯ (so that 1/r + 1/r¯ = 1) that will be chosen latter, we write
|I1,3,2,2| ≤
1
2
‖f‖H˙2
∫
‖fx(x)− fx(x− α)‖L∞
|α|3
∫ ∞
0
δe−δ
× |α|q+
1
r¯
(∫ α
0
‖fx(x− s) + fx(x+ s)− 2fx(x)‖
r
L2
sqr
ds
)1/r
×
‖δαf + δ¯αf‖L∞
α
dδ dα
≤
Γ(2)
2
‖f‖H˙2‖fx‖
B˙
q− 1r
2,r
∫
‖fx(x)− fx(x− α)‖L∞
|α|3−q−
1
r¯
‖δαf + δ¯αf‖L∞
α
dα
≤
1
2
‖f‖H˙2‖f‖
B˙
q+1− 1r
2,r
(∫
‖fx(x)− fx(x− α)‖
2
L∞
|α|4−2q−
2
r¯
dα
∫
‖δαf + δ¯αf‖
2
L∞
α4
dα
)1/2
≤
1
2
‖f‖H˙2‖f‖
B˙
q+1− 1r
2,r
‖f‖
B˙
5
2−q−
1
r¯
∞,2
‖f‖
B˙
3/2
∞,2
≤
1
2
‖f‖H˙2‖f‖
B˙
q+12
2,r
‖f‖B˙2−q
∞,2
‖f‖
B˙
3/2
∞,2
Then, by choosing r¯ = r = 2 and q = 1, we obtain
|I1,3,2,2| ≤
1
2
‖f‖2
H˙2
‖f‖2
H˙3/2
Finally, we have shown that
|I1,3,2| ≤ ‖f‖
2
H˙2
‖f‖2
H˙3/2
5.1.2.3. Estimates of I1,3,3
We now estimate I1,3,3, to do so, we use the following decomposition,
I1,3,3 = −
1
2
∫
Hfxx
∫
fx(x)− fx(x− α)
α
∫ ∞
0
δe−δ sin(
δ
2
(∆αf − ∆¯αf))∂αS cos(
δ
2
(∆αf + ∆¯αf))
× dδ dα dx
= −
1
2
∫
Hfxx
∫
fx(x)− fx(x− α)
α
∫ ∞
0
δe−δ sin(
δ
2
(∆αf − ∆¯αf))∆¯αfx cos(
δ
2
(∆αf + ∆¯αf))
× dδ dα dx
+
1
2
∫
Hfxx
∫
fx(x)− fx(x− α)
α
∫ ∞
0
δe−δ sin(
δ
2
(∆αf − ∆¯αf))∆αfx cos(
δ
2
(∆αf + ∆¯αf))
× dδ dα dx
−
1
2
∫
Hfxx
∫
fx(x)− fx(x− α)
α
∫ ∞
0
δe−δ sin(
δ
2
(∆αf − ∆¯αf))
f(x+ α) + f(x− α) − 2f(x)
α2
× cos(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
=
3∑
i=1
I1,3,3,i
The control of I1,3,3,1 is relatively easy, indeed, it suffices to write
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|I1,3,3,1| ≤
Γ(2)
2
‖f‖H˙2
(∫
‖fx(x)− fx(x− α)‖
2
L4
|α|2
dα
∫
‖fx(x)− fx(x+ α)‖
2
L4
|α|2
dα
)1/2
≤
1
2
‖f‖H˙2‖fx‖
2
B˙
1/2
4,2
≤
1
2
‖f‖H˙2‖f‖
2
B˙
7/4
2,2
≤
1
2
‖f‖2
H˙2
‖f‖H˙3/2
As well, one may easily estimate I1,3,3,2 by writting
|I1,3,3,2| ≤
Γ(2)
2
‖f‖H˙2
∫
‖fx(x)− fx(x− α)‖
2
L4
|α|2
dα
≤
1
2
‖f‖H˙2‖fx‖
2
B˙
1/2
4,2
≤
1
2
‖f‖H˙2‖f‖
2
B˙
7/4
2,2
≤
1
2
‖f‖2
H˙2
‖f‖H˙3/2
For I1,3,3,3, it suffices to see that
|I1,3,3,3| ≤
Γ(2)
2
‖f‖H˙2
(∫
‖fx(x)− fx(x− α)‖
2
L4
|α|2
dα
∫
‖f(x+ α) + f(x− α)− 2f(x)‖2L4
|α|4
dα
)1/2
≤
1
2
‖f‖H˙2
(∫
‖fx(x)− fx(x− α)‖
2
L4
|α|2
dα
∫
‖f(x+ α) + f(x− α)− 2f(x)‖2L4
|α|4
dα
)1/2
≤
1
2
‖f‖H˙2‖fx‖B˙1/24,2
‖f‖
B˙
3/2
4,2
≤
1
2
‖f‖H˙2‖fx‖H˙3/4‖f‖H˙7/4
≤
1
2
‖f‖2
H˙2
‖f‖H˙3/2
Therefore,
|I1,3,3| . ‖f‖
2
H˙2
‖f‖H˙3/2 (5.1)
5.1.2.4. Estimates of I1,3,4
It remains to estimate I1,3,4, to this end, we shall use the following useful decomposition in terms
of controlled commutators, one may indeed rewrite I1,3,4, using the antisymmetry of H, as follows
I1,3,4 = −
∫
Hfxx
∫
fxx(x)
α
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
=
1
2
∫
fxx
∫ ∞
0
∫
e−δ
1
α
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
fxx dδ dα dx.
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Hence, we may rewrite this term as a sum of two commutators, namely
I1,3,4 =
1
2
∫ ∫
fxx(x)− fxx(x− α)
α
∫ ∞
0
e−δ
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
fxx
× dδ dα dx
+
1
2
∫ ∫
fxx(x− α)
α
∫ ∞
0
e−δ
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
fxx dδ dα dx.
Finally, by integrating by parts one obtains,
I1,3,4 = −
1
2
∫ ∫
fx(x)− fx(x− α)
α
∫ ∞
0
e−δ∂x
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
fxx
× dδ dα dx
−
1
2
∫ ∫
fx(x− α)− fx(x)
α2
∫ ∞
0
e−δ
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
fxx
× dδ dα dx
+
1
2
∫ ∫
fx(x− α)− fx(x)
α
∫ ∞
0
e−δ∂α
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
fxx
× dδ dα dx
= I1,3,4,1 + I1,3,4,2 + I1,3,4,3
Let us estimate I1,3,4,1, we use the commutator estimate (3.2) along with the embedding H˙
2 →֒ B˙
3/2
∞,4
to obtain
|I1,3,4,1| ≤
Γ(2)
2
‖f‖H˙2
∫
‖fx(x)− fx(x− α)‖L2
α
‖fx(x)− fx(x− α)‖L∞
α
×
‖f(x− α) + f(x+ α)− 2f(x)‖L∞
α
dα
+
Γ(2)
2
‖f‖H˙2
∫
‖fx(x)− fx(x− α)‖L2
α
‖fx(x)− fx(x− α)‖L∞
α
×
‖f(x− α) + f(x+ α)− 2f(x)‖L∞
α
dα
. ‖f‖H˙2
(∫
‖fx(x)− fx(x− α)‖
2
L2
α2
dα
)1/2(∫
‖f(x− α) + f(x+ α)− 2f(x)‖4L∞
α5
dα
)1/4
×
[(∫
‖fx(x)− fx(x− α)‖
4
L∞
α3
dα
)1/4
+
(∫
‖fx(x)− fx(x+ α)‖
4
L∞
α3
dα
)1/4]
. ‖f‖H˙2‖f‖H˙3/2‖f‖B˙1
∞,4
‖fx‖B˙1/2
∞,4
. ‖f‖2
H˙2
‖f‖2
H˙3/2
Then, we estimate I1,3,4,2, we see that this term may be written as
I1,3,4,2 =
1
2
∫
Hfxx
fx(x− α)− fx(x)
α2
∫ ∞
0
∫
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
+
1
2
∫
fxx
Hfx(x− α)−Hfx(x)
α2
∫ ∞
0
∫
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
= I1,3,4,2,1 + I1,3,4,2,2
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To estimate I1,3,4,2,1, we write
|I1,3,4,2,1| ≤
1
2
‖f‖H˙2
∫
‖fx(x− α)− fx(x)‖L2
α2
∫ ∞
0
e−δ
‖δαf + δ¯αf‖L∞
α
dδ dα
≤
1
2
‖f‖H˙2
(∫
‖fx(x− α)− fx(x)‖
2
L2
α2
dα
)1/2(∫
‖δαf + δ¯αf‖
2
L∞
α4
dα
)1/2
≤
1
2
‖f‖H˙2‖f‖H˙3/2‖f‖B˙3/2
∞,2
≤
1
2
‖f‖2
H˙2
‖f‖H˙3/2
Since H is continuous on L2, one gets the same control for I1,3,4,2,2 so that one finally obtains
|I1,3,4,2| ≤
1
2
‖f‖2
H˙2
‖f‖H˙3/2
It therefore remains to estimate I1,3,4,3, to do so, we use the following decomposition
I1,3,4,3 = −
1
4
∫
fxx
Hfx(x− α)−Hfx(x)
α
∫ ∞
0
∫
δe−δ∂α(∆αf − ∆¯αf) cos(
δ
2
(∆αf − ∆¯αf))
× sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
−
1
4
∫
Hfxx
fx(x− α)− fx(x)
α
∫ ∞
0
∫
δe−δ∂α(∆αf − ∆¯αf) cos(
δ
2
(∆αf − ∆¯αf))
× sin(
δ
2
(∆αf + ∆¯αf) dδ dα dx
−
1
4
∫
fxx
∫
Hfx(x− α)−Hfx(x)
α
∫ ∞
0
δe−δ∂α(∆αf + ∆¯αf) cos(
δ
2
(∆αf + ∆¯αf))
× sin(
δ
2
(∆αf − ∆¯αf) dδ dα dx
−
1
4
∫
Hfxx
∫
fx(x− α)− fx(x)
α
∫ ∞
0
δe−δ∂α(∆αf + ∆¯αf) cos(
δ
2
(∆αf + ∆¯αf))
× sin(
δ
2
(∆αf − ∆¯αf) dδ dα dx
=
4∑
i=1
I1,3,4,3,i
Since we shall do Lp estimates, p ∈ (1,∞) on the terms involving H one observes that these terms
have the same regularity as the terms I1,3,j for j = 2, 3, it is therefore not really difficult to see that
|I1,3,4,3,1 + I1,3,4,3,2| ≤ 2‖f‖
2
H˙2
‖f‖2
H˙3/2
and
|I1,3,4,3,3 + I1,3,4,3,4| ≤ 3‖f‖
2
H˙2
‖f‖H˙3/2
Therefore, we have obtained
|I1,3| . ‖f‖
2
H˙2
(
‖f‖2
H˙3/2
+ ‖f‖H˙3/2
)
. (5.2)
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5.1.3. Estimates of I1,2
Recall that I1,2 is given by
I1,2 =
1
2
∫
Hfxx
∫
(∂xx∆αf − ∂xx∆¯αf)
∫ ∞
0
e−δ cos(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
=
1
2
∫
Hfxx
∫
1
α
∂α{δαfx + δ¯αfx}
∫ ∞
0
e−δ cos(
δ
2
(∆αf − ∆¯αf)) dδ dα dx,
therefore, an integration by parts gives
I1,2 =
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ cos(
δ
2
(∆¯αf −∆αf)) dδ dα dx
+
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α
∫ ∞
0
δe−δ∂α{∆αf − ∆¯αf} sin(
δ
2
(∆αf − ∆¯αf))
×dδ dα dx.
Hence,
I1,2 =
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ cos(
δ
2
(∆¯αf −∆αf)) dδ dα dx
+
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α
∫ ∞
0
δe−δ
fx(x− α) + fx(x+ α)− 2fx(x)
α
× sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
+
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α
∫ ∞
0
δe−δ
fx(x)
α
sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
−
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α
∫ ∞
0
δe−δ
f(x+ α)− f(x− α)
α2
× sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
Then, importantly, one has to remark that the first term of I1,2, that is
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ cos(
δ
2
(∆¯αf −∆αf)) dδ dα dx,
contains a dissipatif term. Indeed, one may write,
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ cos(
δ
2
(∆¯αf −∆αf)) dδ dα dx
= −π
∫
HfxxΛfx dx−
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ sin2(
δ
4
(∆¯αf −∆αf)) dδ dα dx,
= −π‖f‖2
H˙2
−
∫
Hfxx
∫
fx(x− α) + fx(x+ α) − 2fx(x)
α2
∫ ∞
0
e−δ sin2(
δ
4
(∆¯αf −∆αf)) dδ dα dx,
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As we shall see, the nonlinear term, namely
−
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ sin2(
δ
4
(∆¯αf −∆αf)) dδ dα dx
is not that singular since it is not difficult to see that one may control it by using the space B˙1∞,2
for instance. Hence, we have
I1,2 = −
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ sin2(
δ
4
(∆¯αf −∆αf)) dδ dα dx
+
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α
∫ ∞
0
δe−δ
fx(x− α) + fx(x+ α)− 2fx(x)
α
× sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
−
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α3
∫ ∞
0
δe−δ
∫ α
0
fx(x− s) + fx(x+ s)− 2fx(x) ds
× sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
− π‖f‖2
H˙2
(5.3)
= I1,2,1 + I1,2,2 + I1,2,3 + I1,2,4.
We shall estimate the I1,2,j, j = 1, 2, 3, in the next subsection.
5.1.3.1 Estimate of the I1,2,1
We need to futher decompose I1,2,1 as follows
I1,2,1 = −
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ sin2(
δ
4
(∆¯αf −∆αf)) dδ dα dx
= −
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds−
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
= −
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)−
δ
2
fx(x) ds) cos(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
−
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× cos
(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds
)
sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
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I1,2,1 = −
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) cos(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
−
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× (cos(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x)ds) − 1) sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
−
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx,
hence,
I1,2,1 = −
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) cos(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
+ 2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin2(
δ
8
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x)ds) sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
−
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx,
therefore, we find
I1,2,1 = −
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) cos(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
+ 2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin2(
δ
2
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
−
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
2
fx(x)) sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) cos(
δ
2
fx(x)) dδ dα dx
−
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin2(
δ
2
fx(x))
(
cos
(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds
)
− 1
)
dδ dα dx
−
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ sin2(
δ
2
fx(x)) dδ dα dx.
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Finally, we find that
I1,2,1 = −
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) cos(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
+ 2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin2
(
δ
8
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds
)
sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
−
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
2
fx(x)) sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) cos(
δ
2
fx(x)) dδ dα dx
− 2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
δ2e−δ
× sin2(
δ
2
fx(x)) sin
2
(
δ
8
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds
)
dδ dα dx
−
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ sin2(
δ
2
fx(x)) dδ dα dx
=
5∑
j=1
I1,2,1,j
To control I1,2,1,1 it suffices to write the following
|I1,2,1,1| ≤ ‖f‖H˙2
∫ ∞
0
δe−δ
‖fx(x− α) + fx(x+ α)− 2fx(x)‖L∞
|α|3
×
∫ α
0
‖fx(x− s) + fx(x+ s)− 2fx(x)‖L2 ds dα dδ
Using Minkowski’s inequality,
|I1,2,1,1| ≤ ‖f‖H˙2
∫ ∞
0
δe−δ
∫
‖fx(x− α)− fx(x)‖L∞
|α|3
×
∫ α
0
‖fx(x− s)− fx(x)‖L2 ds dα dδ
+ ‖f‖H˙2
∫ ∞
0
δe−δ
∫
‖fx(x− α)− fx(x)‖L∞
|α|3
×
∫ α
0
‖fx(x+ s)− fx(x)‖L2 ds dα dδ
+ ‖f‖H˙2
∫ ∞
0
δe−δ
∫
‖fx(x+ α)− fx(x)‖L∞
|α|3
×
∫ α
0
‖fx(x− s)− fx(x)‖L2 ds dα dδ
+ ‖f‖H˙2
∫ ∞
0
δe−δ
∫
‖fx(x+ α)− fx(x)‖L∞
|α|3
×
∫ α
0
‖fx(x+ s)− fx(x)‖L2 ds dα dδ
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It suffices to estimate one of the terms in the right hand side of the last inequality. Therefore, we
shall estimate the first term
i1,2,1,1 = ‖f‖H˙2
∫ ∞
0
δe−δ
∫
‖fx(x− α)− fx(x)‖L∞
|α|3
∫ α
0
‖fx(x− s)− fx(x)‖L2 ds dα dδ
Analogously to the Bernstein’s inequality when dealing with the dyadic decomposition, the idea
here is to transfer a little bit of regularity from the first to the last integral and to try to control
some Besov norm by real interpolation. More precisely, we write
|i1,2,1,1| ≤ Γ(2)‖f‖H˙2
∫
‖fx(x− α)− fx(x)‖L∞
|α|3
∫ α
0
‖fx(x− s)− fx(x)‖L2 ds dα
≤ ‖f‖H˙2
∫
‖fx(x− α)− fx(x)‖L∞
|α|3
|α|q+
1
r¯
(∫
‖fx(x− s)− fx(x)‖
r
L2
|s|qr
ds
)1/r
dα
≤ ‖f‖H˙2‖fx‖
B˙
2−q− 1r¯
∞,1
‖fx‖
B˙
q− 1r
2,r
Then, by real interpolation and by choosing q = 9/8, r = r¯ = 2 one obtains
|i1,2,1,1| ≤ ‖f‖H˙2‖f‖
1/4
B˙1
∞,∞
‖f‖
3/4
B˙
3/2
∞,∞
‖fx‖B˙5/82,2
then using the interpolation inequality
‖f‖
B˙
13/8
2,2
≤ ‖f‖
3/4
H˙3/2
‖f‖
1/4
H˙2
,
along with the fact that H˙1/2+η →֒ B˙η∞,∞ for η = 3/2 and η = 1, one finally gets
|i1,2,1,1| ≤ ‖f‖
2
H˙2
‖f‖H˙3/2 ,
so that,
|I1,2,1,1| . ‖f‖
2
H˙2
‖f‖H˙3/2
It is not difficult to see that, as well, one has∣∣∣∣∣
4∑
i=1
I1,2,1,i
∣∣∣∣∣ . ‖f‖2H˙2‖f‖H˙3/2 (5.4)
Then, it remains to estimate I1,2,1,5, we write
I1,2,1,5 = −
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ sin2(
δ
2
fx(x)) dδ dα dx
≤ π
K2
1 +K2
‖f‖2
H˙2
(5.5)
where K = ‖fx‖L∞L∞ .
Therefore, we find that∣∣∣∣∣
5∑
i=1
I1,2,1,i
∣∣∣∣∣ . ‖f‖2H˙2 (‖f‖H˙3/2 + ‖f‖2H˙3/2)+ π K21 +K2 ‖f‖2H˙2 (5.6)
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5.1.3.2. Estimate of I1,2,2
To estimate I1,2,2, we observe that
I1,2,2 = −
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α
∫ ∞
0
δe−δ
fx(x− α) + fx(x+ α)− 2fx(x)
α
× sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
≤
Γ(2)
2
‖f‖H˙2
∫
‖fx(x− α) + fx(x+ α)− 2fx(x)‖
2
L2
α2
dα
∫
‖fx(x− α) + fx(x+ α)− 2fx(x)‖
2
L∞
α2
dα
≤ ‖f‖H˙2‖fx‖B˙1/2
∞,2
‖f‖H˙3/2
≤ ‖f‖2
H˙2
‖f‖H˙3/2
To estimate I1,2,3 we write
I1,2,3 = −
1
2
∫
Hfxx
∫
fx(x− α) + fx(x+ α)− 2fx(x)
α3
∫ ∞
0
δe−δ
∫ α
0
fx(x− s) + fx(x+ s)− 2fx(x) ds
× sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
≤
1
4
‖f‖H˙2
∫ ∞
0
δ2e−δ
‖fx(x− α) + fx(x+ α)− 2fx(x)‖L∞
|α|3
×
∫ α
0
‖fx(x− s)− fx(x)‖L2 + ‖fx(x+ s)− fx(x)‖L2 ds dα dδ
≤
1
4
‖f‖H˙2
∫ ∞
0
δ2e−δ
(
‖fx(x− α)− fx(x)‖L∞
|α|3−q−
1
r¯
+
‖fx(x+ α)− fx(x)‖L∞
|α|3−q−
1
r¯
)
×
(∫
‖fx(x+ s)− fx(x)‖
r
L2
|s|qr
ds
)1/r
ds dα dδ
≤
1
4
‖f‖H˙2
∫ ∞
0
δ2e−δ
(
‖fx(x− α)− fx(x)‖L∞
|α|3−q−
1
r¯
|α|3−q−
1
r¯
)
×
(∫
‖fx(x+ s)− fx(x)‖
r
L2
|s|qr
ds
)1/r
dα dδ
+
1
4
‖f‖H˙2
∫ ∞
0
δ2e−δ
(
‖fx(x+ α)− fx(x)‖L∞
|α|3−q−
1
r¯
|α|3−q−
1
r¯
)
×
(∫
‖fx(x+ s)− fx(x)‖
r
L2
|s|qr
ds
)1/r
dα dδ
≤
Γ(3)
4
‖f‖H2‖fx‖
B˙
2−q− 1r¯
∞,1
‖fx‖
B˙
q− 1r
2,r
Then, by choosing q = 9/8, r = r¯ = 2, and by real interpolation (to get a control of B˙
11/8
∞,1 ) along
with classical homogeneous Besov embeddings one gets
|I1,2,3| ≤
1
2
‖f‖H˙2‖f‖B˙13/82,2
‖f‖
B˙
11/8
∞,1
≤
1
2
‖f‖H˙2‖f‖
1/4
B˙1
∞,1
‖f‖
3/4
B˙
3/2
∞,1
‖f‖
1/4
B˙22,2
‖f‖
3/4
B˙22,2
≤
1
2
‖f‖2
H˙2
‖f‖H˙3/2
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Recalling that (5.3) is a dissipatif term and by (5.5), and by we have proved that
|I1| . ‖f‖
2
H2(‖f‖
2
H˙3/2
+ ‖f‖H˙3/2)− π‖f‖
2
H˙2
+ π
K2
1 +K2
‖f‖2
H˙2
Finally,
|I1| . ‖f‖
2
H2(‖f‖
2
H˙3/2
+ ‖f‖H˙3/2)−
π
1 +K2
‖f‖2
H˙2
(5.7)
5.1.2. Estimate of I2
To estimate
I2 = −
∫
Hfxx
∫
(∂x∆αf)
2
∫ ∞
0
δe−δ sin(δ∆αf(x)) dδ dα dx,
it suffices to write that
|I2| ≤ Γ(2)‖f‖H˙2
(∫
‖fx(x)− fx(x− α)‖
2
L2
α2
dα
)1/2(∫
‖fx(x)− fx(x− α)‖
2
L∞
α2
dα
)1/2
and therefore, we obtain
|I2| ≤ ‖f‖H˙2‖fx‖B˙1/2
∞,2
‖f‖H˙3/2
≤ ‖f‖2
H˙2
‖f‖H˙3/2 (5.8)
Therefore, we get that
1
2
∂t‖f‖
2
H˙3/2
+
π
1 +K2
‖f‖2
H˙2
≤ C‖f‖2
H˙2
(
‖f‖2
H˙3/2
+ ‖f‖H˙3/2
)
(5.9)
And then integrating in time s ∈ [0, T ] one gets the desired energy inequality (6.1). Therefore, if
‖f0‖H˙3/2 is smaller than some C(K) that depends only on K, then the solution is in L
∞([0, T ], L2)∩
L2([0, T ], H˙2). This concludes the H˙3/2-estimates and therefore Lemma 6.1 is proved. 
6. A priori estimates in H˙5/2 estimates
In this section we shall prove the following lemma
Lemma 6.1. Let T > 0 and f0 ∈ H˙
5/2 ∩ H˙3/2 so that ‖f0‖H˙3/2 < C(‖f0,x‖L∞), then we have
‖f‖2
H˙5/2
(T )+
π
1 +M2
∫ T
0
‖f‖2
H˙3
ds . ‖f0‖H˙5/2+
(
‖f‖L∞([0,T ],H˙3/2) + ‖f‖
2
L∞([0,T ],H˙3/2)
)∫ T
0
‖f‖2
H˙3
ds
where M is the space-time Lipschitz norm of f .
Proof of Lemma 6.1 We have
1
2
∂t‖f‖
2
H˙5/2
=
∫
H∂3xf
∫
∂3x∆αf
∫ ∞
0
e−δ cos(δ∆αf) dx dα dδ
− 3
∫
H∂3xf
∫
∂x∆αf ∂xx∆αf
∫ ∞
0
δe−δ sin(δ∆αf) dx dα dδ
−
∫
H∂3xf
∫
(∂x∆αf)
3
∫ ∞
0
δ2e−δ cos(δ∆αf) dx dα dδ
= T1 + T2 + T3.
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We may decompose the first term as follows
T1 = −
∫
H∂3xf
∫
(∂3x∆αf − ∂
3
x∆¯αf)
∫ ∞
0
e−δ cos(
δ
2
(∆αf − ∆¯αf)) sin
2(
δ
4
(∆αf + ∆¯αf)) dδ dα dx
+
∫
H∂3xf
∫
fxx(x)− fxx(x− α)
α2
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
−
1
2
∫
H∂3xf
∫
fxx(x)− fxx(x− α)
α
∫ ∞
0
δe−δ∂αD cos(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
× dδ dα dx
−
1
2
∫
H∂3xf
∫
fxx(x)− fxx(x− α)
α
∫ ∞
0
δe−δ ∂αS sin(
δ
2
(∆αf − ∆¯αf)) cos(
δ
2
(∆αf + ∆¯αf))
×dδ dα dx
−
∫
H∂3xf
∫
∂3xf(x)
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
1
α
dδ dα dx
+
1
2
∫
H∂3xf
∫
(∂3x∆αf − ∂
3
x∆¯αf)
∫ ∞
0
e−δ cos(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
=
6∑
i=1
T1,j
We then estimate the T1,j , j = 1, ..., 6.
6.1. Estimate of T1,1
To control T1,1, we use the continuity of the Hilbert transform in L
2 along with the embedding
H˙3/2 →֒ B˙1∞,2, then one gets
T1,1 = −
∫
H∂3xf
∫
(∂3x∆αf − ∂
3
x∆¯αf)
∫ ∞
0
e−δ cos(
δ
2
(∆αf − ∆¯αf)) sin
2(
δ
4
(∆αf + ∆¯αf)) dδ dα dx
≤
Γ(3)
4
‖f‖2
H˙3
∫
‖δαf + δ¯αf‖
2
L∞
|α|3
dα
≤
1
2
‖f‖2
H˙3
‖f‖2
B˙1
∞,2
≤
1
2
‖f‖2
H˙3
‖f‖2
H˙3/2
It remains to estimate,
5∑
j=2
T1,j =
∫
H∂3xf
∫
∂3xf(x)− ∂
3
xf(x− α)
α2
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
×dδ dα dx
−
1
2
∫
H∂3xf
∫
∂3xf(x)− ∂
3
xf(x− α)
α
∫ ∞
0
δe−δ∂αD cos(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
×dδ dα dx
−
1
2
∫
H∂3xf
∫
∂3xf(x)− ∂
3
xf(x− α)
α
∫ ∞
0
δe−δ∂αS sin(
δ
2
(∆αf − ∆¯αf)) cos(
δ
2
(∆αf + ∆¯αf))
×dδ dα dx
−
∫
H∂3xf
∫
∂3xf(x)
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
1
α
dδ dα dx
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6.2. Estimate of T1,2
To estimate T1,2, it suffices to write
|T1,2| ≤ ‖f‖H˙3
∫ ∞
0
δe−δ
‖fxx(x)− fxx(x− α)‖L∞‖f(x− α) + f(x+ α)− 2f(x)‖L2
|α|3
dδ dα
≤ Γ(2)‖f‖H˙3
(∫
‖fxx(x)− fxx(x− α)‖
2
L∞
|α|2
dα
∫
‖f(x− α) + f(x+ α)− 2f(x)‖2L2
|α|4
dα
)1/2
≤ ‖f‖H˙3‖fxx‖B˙1/2
∞,2
‖f‖
B˙
3/2
2,2
≤ ‖f‖2
H˙3
‖f‖H˙3/2
6.3. Estimate of T1,3
The control of T1,3 is done thanks to the following decomposition,
T1,3 = −
1
2
∫
H∂3xf
∫
fxx(x)− fxx(x− α)
α
∫ ∞
0
δe−δ
fx(x+ α) + fx(x− α)− 2fx(x)
α
× cos(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
+
1
2
∫
H∂3xf
∫
fxx(x)− fxx(x− α)
α
∫ ∞
0
δe−δ
∫ α
0 fx(x− s) + fx(x+ s)− 2fx(x) ds
α2
× cos(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
= T1,3,1 + T1,3,2
We have
|T1,3,1| ≤
1
2
‖f‖H˙3
∫
‖fxx(x)− fxx(x− α)‖L∞
α
‖fx(x+ α) + fx(x− α)− 2fx(x)‖L4
α
dα
≤ ‖f‖H˙3‖f‖B˙5/2
∞,2
‖f‖
B˙
3/2
2,2
≤ ‖f‖2
H˙3
‖f‖H˙3/2
For T1,3,2, we write
|T1,3,2| ≤
1
2
‖f‖H˙3
∫
‖fxx(x)− fxx(x− α)‖L∞
|α|3
∫ ∞
0
δe−δ
× |α|q+
1
r¯
(∫ α
0
‖fx(x− s) + fx(x+ s)− 2fx(x)‖
r
L2
sqr
ds
)1/r
×
‖∆αf + ∆¯αf‖L∞
α
dδ dα
≤
Γ(3)
2
‖f‖H˙3‖fx‖
B˙
q− 1r
2,r
∫
‖fxx(x)− fxx(x− α)‖L∞
|α|2−q−
1
r¯
‖∆αf + ∆¯αf‖L∞
α2
dα
≤ ‖f‖H˙3‖fx‖
B˙
q− 1r
2,r
(∫
‖fxx(x)− fxx(x− α)‖
2
L∞
|α|4−2q−
2
r¯
dα
∫
‖∆αf + ∆¯αf‖
2
L∞
α4
dα
)1/2
≤ ‖f‖H˙3‖f‖
B˙
q+1− 1r
2,r
‖f‖
B˙
7/2−q− 1r¯
∞,2
‖f‖
B˙
3/2
∞,2
≤ ‖f‖H˙3‖f‖H˙2‖f‖
B˙
q+12
2,2
‖f‖B˙3−q
∞,2
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where we have chosen r¯ = r = 2 and then by choosing q = 1 we obtain
|T1,3,2| ≤ ‖f‖H˙3‖f‖H˙3/2‖f‖H˙5/2‖f‖H˙2
≤ ‖f‖2
H˙3
‖f‖2
H˙3/2
Therefore,
|T1,3| . ‖f‖
2
H˙3
(‖f‖H˙3/2 + ‖f‖
2
H˙3/2
)
6.4. Estimate of T1,4
We now estimate T1,4, we first write that
T1,4 = −
1
2
∫
H∂3xf
∫
fxx(x)− fxx(x− α)
α
∫ ∞
0
δe−δ sin(
δ
2
(∆αf − ∆¯αf))∂αS cos(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
=
1
2
∫
H∂3xf
∫
fxx(x)− fxx(x− α)
α
∫ ∞
0
δe−δ sin(
δ
2
(∆αf − ∆¯αf))∆¯αfx cos(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
+
1
2
∫
H∂3xf
∫
fxx(x)− fxx(x− α)
α
∫ ∞
0
δe−δ sin(
δ
2
(∆αf − ∆¯αf))∆αfx cos(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
−
1
2
∫
H∂3xf
∫
fxx(x)− fxx(x− α)
α
∫ ∞
0
δe−δ sin(
δ
2
(∆αf − ∆¯αf))
f(x+ α) + f(x− α)− 2f(x)
α2
× cos(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
=
3∑
j=1
T1,4,j
The estimate of T1,4,1 is relatively easy, indeed, it suffices to write
|T1,4,1| ≤
Γ(2)
2
‖f‖H˙3
(∫
‖fxx(x)− fxx(x− α)‖
2
L∞
|α|2
dα
∫
‖fx(x)− fx(x+ α)‖
2
L2
|α|2
dα
)1/2
≤
1
2
‖f‖H˙3‖f‖B˙5/2
∞,2
‖f‖
B˙
3/2
2,2
≤
1
2
‖f‖2
H˙3
‖f‖H˙3/2
As well, one may easily estimate T1,4,2 by writting
|T1,4,2| ≤
Γ(2)
2
‖f‖H˙3
(∫
‖fxx(x)− fxx(x− α)‖
2
L∞
|α|2
dα
∫
‖fx(x)− fx(x+ α)‖
2
L2
|α|2
dα
)1/2
≤
1
2
‖f‖H˙3‖f‖B˙5/2
∞,2
‖f‖
B˙
3/2
2,2
≤
1
2
‖f‖2
H˙3
‖f‖H˙3/2
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For T1,4,3, it suffices to write
|T1,4,3| ≤
Γ(2)
2
‖f‖H˙3
(∫
‖fxx(x)− fxx(x− α)‖
2
L∞
|α|2
dα
∫
‖f(x+ α) + f(x− α)− 2f(x)‖2L2
|α|4
dα
)1/2
≤
1
2
‖f‖H˙3
(∫
‖fxx(x)− fxx(x− α)‖
2
L∞
|α|2
dα
∫
‖f(x+ α) + f(x− α)− 2f(x)‖2L2
|α|4
dα
)1/2
≤
1
2
‖f‖H˙3‖fxx‖B˙1/2
∞,2
‖f‖
B˙
3/2
2,2
≤
1
2
‖f‖2
H˙3
‖f‖H˙3/2
Therefore,
|T1,4| . ‖f‖
2
H˙3
‖f‖H˙3/2 (6.1)
It remains to estimate T1,5, this is the purpose of the next subsection.
6.5. Estimate of T1,5
We first rewrite T1,5 in term of controlled commutators
T1,5 = −
∫
H∂3xfxx
∫
∂3xf(x)
α
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
=
1
2
∫
∂3xf
∫ ∞
0
e−δ
∫
1
α
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
∂3xf dδ dα dx
=
1
2
∫ ∫
∂3xf − ∂
3
xf(x− α)
α
∫ ∞
0
e−δ
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
∂3xf dδ dα dx
+
1
2
∫ ∫
∂3xf(x− α)
α
∫ ∞
0
e−δ
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
∂3xf dδ dα dx
Finally, by integrating by parts one obtains
T1,5,1 = −
1
2
∫ ∫
fxx(x)− fxx(x− α)
α
∫ ∞
0
e−δ∂x
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
∂3xf dδ dα dx
−
1
2
∫ ∫
fxx(x− α)− fxx(x)
α2
∫ ∞
0
e−δ
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
∂3xf dδ dα dx
+
1
2
∫ ∫
fxx(x− α)− fxx(x)
α
∫ ∞
0
e−δ∂α
[
H, sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf))
]
∂3xf dδ dα dx
= T1,5,1 + T1,5,2 + T1,5,3
By using the generalized Caldero´n commutator estimate (3.2) along with some classical Besov
embeddings, we may control I1,5,1 as follows
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|T1,5,1| . ‖f‖H˙3
∫
‖fxx(x)− fxx(x− α)‖L2
α
‖fx(x)− fx(x− α)‖L∞
α
‖f(x− α) + f(x+ α)− 2f(x)‖L∞
α
dα
+ ‖f‖H˙3
∫
‖fxx(x)− fxx(x− α)‖L2
α
‖fx(x− α) + fx(x+ α)− 2fx(x)‖L∞
α
dα
. ‖f‖H˙3
(∫
‖fxx(x)− fxx(x− α)‖
2
L2
α2
dα
)1/2(∫
‖f(x− α) + f(x+ α)− 2f(x)‖4L∞
α5
dα
)1/4
×
(∫
‖fx(x)− fx(x− α)‖
4
L∞
α3
dα
)1/4
+ ‖f‖H˙3
(∫
‖fxx(x)− fxx(x− α)‖
2
L2
α2
dα
)1/2(∫
‖fx(x− α) + fx(x+ α)− 2fx(x)‖
2
L∞
α2
dα
)1/2
. ‖f‖H˙3‖f‖H˙5/2
(
‖f‖B˙1
∞,4
‖f‖
B˙
3/2
∞,4
+ ‖f‖
B˙
3/2
∞,2
)
≤ ‖f‖H˙3‖f‖H˙5/2
(
‖f‖B˙1
∞,4
‖f‖
B˙
3/2
∞,4
+ ‖f‖
B˙
3/2
∞,2
)
. ‖f‖H˙3‖f‖
1/3
H˙3/2
‖f‖
2/3
H˙3
(
‖f‖H˙3/2‖f‖B˙22,2
+ ‖f‖H˙2
)
. ‖f‖2
H˙3
‖f‖2
H˙3/2
+ ‖f‖2
H˙3
‖f‖H˙3/2
Then, we estimate T1,5,2, we see that this term may be rewritten as
T1,5,2 =
1
2
∫
H∂3xf
∫
fxx(x− α)− fxx(x)
α2
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
+
1
2
∫
∂3xf
∫
Hfxx(x− α)−Hfxx(x)
α2
∫ ∞
0
e−δ sin(
δ
2
(∆αf − ∆¯αf)) sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
= T1,5,2,1 + T1,5,2,2
To estimate T1,5,2,1, we use the embedding H˙
2 →֒ B
3/2
∞,2 along with classical interpolation inequalites
to get
|T1,5,2,1| . ‖f‖H˙3
∫
‖fxx(x− α)− fxx(x)‖L2
α2
∫ ∞
0
δe−δ
‖δαf + δ¯αf‖L∞
α
dδ dα
. ‖f‖H˙3
(∫
‖fxx(x− α)− fxx(x)‖
2
L2
α2
dα
)1/2 (∫
‖δαf + δ¯αf‖
2
L∞
α4
dα
)1/2
. ‖f‖H˙3‖f‖H˙5/2‖f‖H˙2
. ‖f‖2
H˙3
‖f‖H˙3/2
Since H is continuous on L2, one gets the same control as the term above, namely
|T1,5,2| . ‖f‖
2
H˙3
‖f‖H˙3/2
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It remains to estimate T1,5,3, to do so, we use the following decomposition
T1,5,3 = −
1
4
∫
∂3xf
∫
Hfxx(x− α)−Hfxx(x)
α
∫ ∞
0
δe−δ∂α(∆αf − ∆¯αf) cos(
δ
2
(∆αf − ∆¯αf))
× sin(
δ
2
(∆αf + ∆¯αf)) dδ dα dx
−
1
4
∫
H∂3xf
∫
fxx(x− α)− fxx(x)
α
∫ ∞
0
δe−δ∂α(∆αf − ∆¯αf) cos(
δ
2
(∆αf − ∆¯αf))
× sin(
δ
2
(∆αf + ∆¯αf) dδ dα dx
−
1
4
∫
∂3xf
∫
Hfxx(x− α)−Hfxx(x)
α
∫ ∞
0
δe−δ∂α(∆αf + ∆¯αf) cos(
δ
2
(∆αf + ∆¯αf))
× sin(
δ
2
(∆αf − ∆¯αf) dδ dα dx
−
1
4
∫
∂3xf
∫
fxx(x− α)− fxx(x)
α
∫ ∞
0
δe−δ∂α(∆αf + ∆¯αf) cos(
δ
2
(∆αf + ∆¯αf))
× sin(
δ
2
(∆αf − ∆¯αf) dδ dα dx
Since we shall do Lp estimates, p ∈ (1,∞) on the terms involving H one observes that these terms
has the same regularity as the terms I1,3,2 and therefore one anagolously infers that,
|T1,5,3| . ‖f‖
2
H˙3
‖f‖2
H˙3/2
+ ‖f‖2
H˙3
‖f‖H˙3/2 ,
hence,
|T1,5| . ‖f‖
2
H˙3
(‖f‖H˙3/2 + ‖f‖
2
H˙3/2
).
6.6. Estimate of T1,6
We first rewrite T1,6 as follows, by integrating by parts, one finds
T1,6 =
1
2
∫
H∂3xf
∫
(∂3x∆αf − ∂
3
x∆¯αf)
∫ ∞
0
e−δ cos(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
=
1
2
∫
H∂3xf
∫
1
α
∂α{δαfxx + δ¯αfxx}
∫ ∞
0
e−δ cos(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
=
1
2
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ cos(
δ
2
(∆¯αf −∆αf)) dδ dα dx
+
1
2
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α
∫ ∞
0
δe−δ
× ∂α{∆αf − ∆¯αf} sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
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and we obtain that,
T1,6 = −
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ sin2(
δ
4
(∆¯αf −∆αf)) dδ dα dx
+
1
2
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α
∫ ∞
0
δe−δ
fx(x− α) + fx(x+ α)− 2fx(x)
α
× sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
−
1
2
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α3
∫ ∞
0
δe−δ
∫ α
0
fx(x− s) + fx(x+ s)− 2fx(x) ds
× sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
− π
∫
H∂3xfΛfxx dx (6.2)
= T1,6,1 + T1,6,2 + T1,6,3 + T1,6,4
In order to estimate T1,6 we shall estimate the T1,6,j, for j = 1, 2, 3, T1,6,4 being a dissipatif term.
This is the purpose of the next subsection.
6.6.1 Estimate of the T1,6,j, j = 1, 2, 3, 4
We start with T1,6,1, we observe that this term is quite singular, however, by using the oscillating
term, one may actually still get a control of this term. More precisely, we write
T1,6,1 = −
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ sin2(
δ
4
(∆¯αf −∆αf)) dδ dα dx
Then, we write,
T1,6,1 = −
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds+
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
therefore,
T1,6,1 = −
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)−
δ
2
fx(x) ds) cos(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
−
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× cos
(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds
)
sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx,
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thus
T1,6,1 = −
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) cos(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
+ 2
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin2(
δ
2
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
−
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx,
then, by developping the last term, namely
−
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx,
we find,
T1,6,1 = −
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) cos(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
+ 2
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin2(
δ
2
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
−
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
2
fx(x)) sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) cos(
δ
2
fx(x)) dδ dα dx
−
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin2(
δ
2
fx(x))
(
cos
(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds
)
− 1
)
dδ dα dx
+
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ sin2(
δ
2
fx(x)) dδ dα dx.
GLOBAL WELL-POSEDNESS FOR THE 2D STABLE MUSKAT PROBLEM IN H3/2 29
Finally, we find that
T1,6,1 = −
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) cos(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
+ 2
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin2
(
δ
8
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds
)
sin(
δ
2
fx(x)) sin(
δ
4
(∆¯αf −∆αf)) dδ dα dx
−
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ
× sin(
δ
2
fx(x)) sin(
δ
4
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds) cos(
δ
2
fx(x)) dδ dα dx
− 2
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fx(x)
α2
∫ ∞
0
e−δ
× sin2(
δ
2
fx(x)) sin
2
(
δ
8
1
α
∫ α
0
fx(x+ s) + fx(x− s)− 2fx(x) ds
)
dδ dα dx
−
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ sin2(
δ
2
fx(x)) dδ dα dx
=
5∑
j=1
T1,6,1,j
To control T1,6,1,1 we write
|T1,6,1,1| ≤ ‖f‖H˙3
∫ ∞
0
δe−δ
‖fxx(x− α) + fxx(x+ α)− 2fxx(x)‖L∞
|α|3
×
∫ α
0
‖fx(x− s) + fx(x+ s)− 2fx(x)‖L2 ds dα dδ
Then, Minkowski’s inequality gives
|T1,6,1,1| ≤ ‖f‖H˙3
∫ ∞
0
δe−δ
∫
‖fxx(x− α)− fxx(x)‖L∞
|α|3
×
∫ α
0
‖fx(x− s)− fx(x)‖L2 ds dα dδ
+ ‖f‖H˙3
∫ ∞
0
δe−δ
∫
‖fxx(x− α)− fxx(x)‖L∞
|α|3
×
∫ α
0
‖fx(x+ s)− fx(x)‖L2 ds dα dδ
+ ‖f‖H˙3
∫ ∞
0
δe−δ
∫
‖fxx(x+ α)− fxx(x)‖L∞
|α|3
×
∫ α
0
‖fx(x− s)− fx(x)‖L2 ds dα dδ
+ ‖f‖H˙3
∫ ∞
0
δe−δ
∫
‖fxx(x+ α)− fxx(x)‖L∞
|α|3
×
∫ α
0
‖fx(x+ s)− fx(x)‖L2 ds dα dδ
30 DIEGO CO´RDOBA AND OMAR LAZAR
It not difficult to see that it suffices to estimate one of those terms, let us estimate the first term,
namely
A = ‖f‖H˙3
∫ ∞
0
δe−δ
∫
‖fxx(x− α)− fxx(x)‖L∞
|α|3
∫ α
0
‖fx(x− s)− fx(x)‖L2 ds dα dδ,
to this end, we write (where r and r¯ are conjuguate exponent)
|A| ≤ Γ(2)‖f‖H˙3
∫
‖fxx(x− α)− fxx(x)‖L∞
|α|3
∫ α
0
‖fx(x− s)− fx(x)‖L2 ds dα
≤ ‖f‖H˙3
∫
‖fxx(x− α)− fxx(x)‖L∞
|α|3
|α|q+
1
r¯
(∫
‖fx(x− s)− fx(x)‖
r
L2
|s|qr
ds
)1/r
dα
≤ ‖f‖H˙3‖fxx‖
B˙
2−q− 1r¯
∞,1
‖fx‖
B˙
q− 1r
2,r
≤ ‖f‖H˙3‖fxx‖B˙3/8
∞,1
‖fx‖B˙5/82,2
where in the last step we have chosen q = 9/8, r = r¯ = 2, then by interpolation of B˙
19/8
∞,1 , we find,
|A| ≤ ‖f‖H˙3‖f‖B˙13/82,2
‖f‖
11/12
B˙1
∞,∞
‖f‖
11/12
B˙
5/2
∞,∞
.
Since,
‖f‖
B˙
13/8
2,2
≤ ‖f‖
13/12
H˙3
‖f‖
11/12
H˙3/2
then, by using classical Besov embeddings, one finally gets
|A| ≤ ‖f‖2
H˙3
‖f‖H˙3/2
and one may easily see that ∣∣∣∣∣
4∑
i=1
T1,6,1,i
∣∣∣∣∣ . ‖f‖2H˙3‖f‖H˙3/2 (6.3)
As for the term T1,6,1,5, it suffices to see that
T1,6,1,5 = −
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α2
∫ ∞
0
e−δ sin2(
δ
2
fx(x)) dδ dα dx
= 2π
∫
(H∂3xf)
2
∫ ∞
0
e−δ sin2(
δ
2
fx(x)) dδ dx ≤ π
M2
1 +M2
‖f‖2
H˙3
(6.4)
where M = ‖fx(x, t‖L∞L∞ . Therefore, we find∣∣∣∣∣
5∑
i=1
T1,6,1,i
∣∣∣∣∣ ≤ 2‖f‖2H˙3‖f‖H˙3/2 + π M21 +M2 ‖f‖2H˙3 (6.5)
To estimate T1,6,2, it suffices to write that
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T1,6,2 = −
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α
∫ ∞
0
δe−δ
fx(x− α) + fx(x+ α)− 2fx(x)
α
× sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
≤ ‖f‖2
H˙3
(∫
‖fxx(x− α) + fxx(x+ α)− 2fxx(x)‖
2
L∞
α2
‖fx(x− α) + fx(x+ α)− 2fx(x)‖L2
α2
dα
)1/2
≤ ‖f‖H˙3‖f‖B˙5/2
∞,2
‖fx‖B˙1/22,2
≤ ‖f‖2
H˙3
‖f‖H˙3/2
We now estimate T1,6,3, let q ∈ [0, 2] and r, r¯ so that 1/r + 1/r¯ = 1, we write
T1,6,3 =
∫
H∂3xf
∫
fxx(x− α) + fxx(x+ α)− 2fxx(x)
α3
∫ ∞
0
δe−δ
∫ α
0
fx(x− s) + fx(x+ s)− 2fx(x) ds
× sin(
δ
2
(∆αf − ∆¯αf)) dδ dα dx
≤ ‖f‖H˙3
∫ ∞
0
e−δ
‖fxx(x− α) + fxx(x+ α)− 2fxx(x)‖L∞
|α|3
×
(∫ α
0
‖fx(x− s)− fx(x)‖L2 + ‖fx(x+ s)− fx(x)‖L2 ds
)
dα dδ
≤ ‖f‖H˙3
∫ ∞
0
δe−δ
(
‖fxx(x− α) + fxx(x+ α)− 2fxx(x)‖L∞
|α|3−q−
1
r¯
)
×
(∫
‖fx(x+ s) + fx(x+ s)− 2fx(x)‖
r
L2
|s|qr
ds
)1/r
ds dα dδ
≤ ‖f‖H3‖fxx‖
B˙
2−q− 1r¯
∞,1
‖fx‖
B˙
q− 1r
2,r
Then, by choosing q = 2, r = r¯ = 2, we may get a control of B˙
3/2
∞,1 by real interpolation and of
B˙
5/2
∞,1 as well, we find
|T1,6,3| ≤ ‖f‖H3‖f‖
2/3
B˙32,2
‖f‖
1/3
B˙
3/2
2,2
‖f‖
1/3
B˙
5/2
∞,∞
‖f‖
2/3
B˙1
∞,∞
≤ ‖f‖2H3‖f‖H˙3/2
Therefore, since T1,6,4 is a dissipatif term and by (6.4), we get that
|T1| . ‖f‖
2
H˙3
(‖f‖2
H˙3/2
+ ‖f‖H˙3/2)− π‖f‖
2
H˙3
+ π
M2
1 +M2
‖f‖2
H˙3
which finally gives,
|T1| . ‖f‖
2
H˙3
(‖f‖2
H˙3/2
+ ‖f‖H˙3/2)−
π
1 +M2
‖f‖2
H˙3
(6.6)
6.7. Estimate of T2
To estimate those two terms namely
T2 = −3
∫
H∂3xf
∫
∂xx∆αf ∂x∆αf
∫ ∞
0
δe−δ sin(δ∆αf(x)) dδ dα dx,
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it suffices to write,
|T2| . ‖f‖H˙3
(∫
‖fxx − fxx(x− α)‖
2
L∞
α2
dα
)1/2(∫
‖fx(x)− fx(x− α)‖
2
L∞
α2
dα
)1/2
and therefore,
|T2| . ‖f‖H˙3‖fxx‖B˙1/2
∞,2
‖f‖H˙2
hence, using a classical Besov embedding along with Sobolev interpolations one gets
|T2| . ‖f‖
2
H˙3
‖f‖H˙3/2 (6.7)
6.8. Estimate of T3
It suffices to observe for instance that B˙
5/3
6,3 ←֓ H˙
2 =
[
H˙3/2, H˙3
]
2
3
, 1
3
, so that
T3 = −2
∫
H∂3xf
∫
(∂x∆αf)
3
∫ ∞
0
δ2e−δ cos(δ∆αf) dx dα dδ
. ‖f‖H˙3‖f‖
3
B˙
5/3
6,3
. ‖f‖2
H˙3
‖f‖H˙3/2
(6.8)
Finally, by (6.6), (6.7) and (6.8) and by integrating in time s ∈ [0, T ] we find that for all T > 0
‖f‖2
H˙5/2
(T ) +
π
1 +M2
∫ T
0
‖f‖2
H˙3
ds . ‖f0‖H˙5/2 + P (f)
∫ T
0
‖f‖2
H˙3
ds
where P (f) = ‖f‖L∞([0,T ],H˙3/2) + ‖f‖
2
L∞([0,T ],H˙3/2)
. So that Lemma 6.1 is proved.

7. Proofs of Theorems 2.1 and 2.2
We consider the following approximated system,
(M˜ǫ) :
 ∂tfǫ(t, x)−
ρ
π
∫
∂x∆αfǫ
∫ ∞
0
e−δ cos(δ∆αfǫ) dδ dα− ǫ∆fǫ = 0
f0,ǫ(x) = f0(x) ∗ φǫ(x)
(7.1)
where φǫ is a classical mollifier that is φǫ(x) = ǫ
−1φ(xǫ−1), φ ∈ D(R) so that φ is nonnegative and∫
φ(x)dx = 1. If the Lipschitz norm remains bounded on a time interval [0, Tǫ) and if the ‖f0,ǫ‖H˙3/2
is smaller than a constant that depends only on the L∞([0, Tǫ), W˙
1,∞) norm then we may locally
solve the equation and using the same a priori estimate as proved in section 5 for the regularized
equation (M˜ǫ) we may show that actually Tǫ = +∞. One has (uniformly in ǫ) that
‖f0,ǫ‖H˙3/2 . ‖f0‖H˙3/2
as well as,
‖f0,ǫ‖W˙ 1,∞ . ‖f0‖W˙ 1,∞
and therefore the regularized initial data converges strongly in H˙3/2 ∩ W˙ 1,∞. Let φ ∈ D([0, T ]×R)
be nonnegative, from the a priori estimates we know that φfǫ is bounded in L
∞([0, T ]; H˙3/2 ∩
W˙ 1,∞) ∩ L2([0, T ]; H˙2) and since those spaces a separable Banach spaces, thanks to the Banach-
Alaoglu theorem, we may extract from these solutions fǫ a subsequence {fǫk}k≥0 that converges
weakly to a solution f ∈ L2([0, T ]; H˙2) and *-weakly in L∞([0, T ]; H˙3/2). In order to obtain the
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converge in the sense of distribution, one needs to prove a strong convergence in (L2L2)loc. To do
so, we need for instance to get a nice bound on ∂tfǫ locally in space and time, namely on
−ǫΛ2fǫ − Λfǫ − 2
∫
∂x∆αfǫ
∫ ∞
0
δe−δ sin2(
δ
2
∆αfǫ) dδ dα
Since fǫ is bounded in L
2([0, T ]; H˙2) then ∂xfǫ is bounded in L
2([0, T ]; H˙1); it is not difficult to
see that the contribution coming from the nonlinear part of ∂tfǫ is a locally bounded sequence in
L2H−1/4. Indeed, by using the dual form of the Sobolev embedding it suffices to have a bound on
the L2L4/3 norm of the nonlinearity. By controling the product, we find that if fǫ ∈ B˙
3/2
2,2 ∩B˙
3/4
8,2 then
the nonlinear part of ∂tf is bounded in L
2H˙−1/4. But, fǫ is locally bounded in L
2H˙3/2 ∩ L2H˙9/8
and this latter space embedds into B˙
3/2
2,2 ∩ B˙
3/4
8,2 , therefore we get that the nonlinear term of ∂tfǫ is
a bounded sequence in L2H˙−1/4. Since the linear part is locally bounded in L2H˙1 hence we may
use the Rellich compactness theorem (see e.g. [26]) to get the strong convergence of a subsequence
in (L2L2)loc. Consequently, the nonlinear term converges in D
′, it is then classical to prove that
the limit is a solution of the equation. For higher regularity data (that is f0 ∈ H˙
5/2 ∩ H˙3/2, with
f0 small enough in H˙
3/2), using the a priori estimates proved in section 6 we know that up to
an extraction, fǫ is a bounded sequence in L
∞([0, T ], H˙5/2) (in particular the space-time Lipschitz
norm will remain bounded) and we can pass to the weak limit as well since Rellich gives also the
strong compactness in (L2L2)loc and we conclude the result.
By doing the same a priori estimates for the difference of two solutions in H˙3/2 (resp H˙5/2), one
observes that the uniqueness follows easily from the regularizing effect together with the fact that
the L∞t H˙
3/2 norm decays (resp L∞t H˙
5/2), so that Gro¨nwall’s inequality gives the uniqueness in the
usual way and we therefore omit the details.

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