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Abstract
We establish the equivalence between the problem of existence of associative bilinear forms and the
problem of solvability in commutative power-associative ﬁnite-dimensional nil-algebras. We use the tensor
product to ﬁnd sufﬁcient and necessary conditions to assure the existence of associative bilinear forms in an
algebra A. The result gives us an algorithm to describe the space of associative bilinear forms for an algebra
when its constants of structure γi,j,k for i, j, k = 1, . . . , n are known.
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1. Introduction
LetA be an algebra over a ﬁeldF and let (,) be a bilinear form onA.We say that it is associative
if for every a, b, c ∈ A we have the following identity:
(ab, c) = (a, bc).
A basic property that this kind of forms satisﬁes is the following one. If we have a symmetric
associative bilinear form (,) in an algebra A, then the orthogonal space of every ideal I i.e
I⊥ = {x ∈ A | (x, y) = 0 ∀y ∈ I } is also an ideal of A (see [5, Chapter II, Section 4]).
Bilinear forms of this type are an important tool for the study of the structure of an algebra. An
important result which involves symmetric associative bilinear forms is the following theorem of
Dieudoneé (see [5, Chapter II, Section 4, Theorem 2.6]):
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Let A be a ﬁnite-dimensional algebra that satisﬁes
1. I 2 /= 0 for every ideal I /= 0 of A.
2. There is a non-degenerate symmetric associative bilinear form deﬁned on A.
Then there are unique simple ideals I1, . . . In such that
A =
n∑
k=1
Ik.
For Lie algebras there is a very well known symmetric associative bilinear form called the
Killing form (see [3, Chapter III, Section 4]). It is deﬁned in the following way: If L is a Lie
algebra, Dim(L) < ∞ and we denote by [x, y] the product of x and y, then for every x ∈ L, we
have the operator adx ∈ End(A) which satisﬁes adx(a) = [a, x]. So the Killing form is deﬁned
as (x, y) = trace(adxady).
It is known that a Lie algebra over a ﬁeld of characteristic zero is semisimple if and only if the
Killing form is non-degenerate (see [3, Chapter III, Section 4]).
Another important symmetric associative bilinear form is deﬁned for Jordan algebras. We can
deﬁne the same operator deﬁned before which is usually called Rx i.e. Rx(a) = ax. In this case
the bilinear form (x, y) = trace(Rxy) is symmetric and associative (see [5, Chapter IV, Section
1]).
For this form we have the following theorem of Albert (see [5, Chapter IV, Section 1, Theorem
4.5]).
Let R be the radical of a ﬁnite-dimensional Jordan Algebra J over a ﬁeld of characteristic
zero. Then we have that R equals the orthogonal space J⊥ where the form is (x, y) =
trace(Rxy).
Thanks to this theorem we can conclude that J is semisimple if and only if the form is non-
degenerate, and using Dieudoneé’s Theorem we have that every semisimple ﬁnite-dimensional
Jordan algebra over a ﬁeld of characteristic zero can be split into the sum of simple ideals.
Now we will discuss the relation between the problem known as Albert’s problem and the
existence of associative bilinear forms.
A power-associative algebra is an algebra A such that every element of A generates an asso-
ciative subalgebra of A. If we deﬁne A(1) = A and A(n+1) = (A(n))2 we say that A is solvable if
A(k) = 0 for some k. We say that a power-associative algebra A is a nil-algebra if for every x in A
exists a natural n such that xn = 0. Albert’s problem consists in ﬁnding out if every commutative
power-associative ﬁnite-dimensional nil-algebra is solvable.
We say that the previous problem is equivalent to the problem of existence of associative
bilinear forms in every commutative power-associative ﬁnite-dimensional nil-algebra.
Theorem 1. The following two statements are equivalent:
1. Every commutative power-associative ﬁnite-dimensional nil-algebra over a ﬁeld of char-
acteristic different from 2 or 5 is solvable.
2. Every commutative power-associative ﬁnite-dimensional nil-algebra over a ﬁeld of char-
acteristic different from 2 or 5 possesses a non-zero symmetric associative bilinear form.
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An immediate consequence of the proof of this theorem is
Corollary 1. If A is a commutative power-associative ﬁnite-dimensional nil-algebra over a ﬁeld
of characteristic different from 2 or 5 such that every subalgebra B of A has a non-zero symmetric
associative bilinear form, then A is solvable.
Althoughweare interested in the existence of symmetric associative bilinear forms, the problem
can be reduced to the existence of associative bilinear forms at least in the commutative case. So
we have the following theorem:
Theorem 2. If a commutative ﬁnite-dimensional algebra A has a non-zero associative bilinear
form, then it has a non-zero symmetric associative bilinear form.
All this results make desirable to know conditions for the existence of associative bilinear
forms in an algebra A. We prove Theorems 1 and 2 in the second section. In the third section
we ﬁnd a sufﬁcient and necessary condition using the tensor product to assure the existence of
associative bilinear forms for an algebra A. We prove the following theorem:
Theorem 3. Let A be a ﬁnite-dimensional algebra. Then there are non-zero associative bilinear
forms on A if and only if Im(qˆ) /= A ⊗ A, where qˆ is the linear function from A ⊗ A ⊗ A to
A ⊗ A given by qˆ(a ⊗ b ⊗ c) = ab ⊗ c − a ⊗ bc.
So if the function qˆ is not surjective then we can conclude that the algebra possesses non-zero
associative bilinear forms.
In the fourth section we describe an algorithm to ﬁnd all the associative bilinear forms of an
speciﬁc algebra given its constants of structure. Finally in the ﬁfth section we give some examples
of the application of the algorithm.
2. Proof of Theorems 1 and 2
For proving Theorem 1 we need the following results:
1. Every ﬁnite-dimensional Jordan nil-algebra over a ﬁeld of characteristic different from 2 is
nilpotent (in particular it is solvable).
2. If an algebra A has an ideal I such that I is solvable and A/I is solvable, then A is
solvable.
3. If A is a commutative power-associative algebra over a ﬁeld of cardinality different from 2
and characteristic different from 5 and A possesses a non-degenerate symmetric associative
bilinear form, then A is Jordan.
For the proof of the ﬁrst result see [5, Chapter IV, Section 1, Theorem 4.3]. For the proof of
the second see [5, Chapter II, Section 2, Proposition 2.2]. The third result is quite similar to [4,
Section 8, Theorem 8.5]. However, because it is a little bit different, we give the proof of our
version.
If A is power-associative it satisﬁes x4 − x2x2 = 0. Since the ﬁeld has more than 2 elements
the algebra satisﬁes its linearization
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x3y + (x2y)x + 2((xy)x)x − 4x2(yx) = 0.
If A has a non-degenerate symmetric associative bilinear form we have
(x3y, z) + ((x2y)x, z) + 2(((xy)x)x, z) − 4(x2(yx), z) = 0. (1)
Using the symmetry and the associativity of the form together with the commutativity of the
algebra we have that (x3y, z) = (x3z, y), ((x2y)x, z) = (x2(zx), y) and (((xy)x)x, z) =
(((xz)x)x, y). Then Eq. (1) implies
(x3z, y) + (x2(zx), y) + 2(((xz)x)x, y) − 4((x2z)x, y) = 0. (2)
Interchanging y and z in (2) we have
(x3y, z) + (x2(yx), z) + 2(((xy)x)x, z) − 4((x2y)x, z) = 0. (3)
Subtracting (3) from (1) we get
5((x2y)x, z) − 5(x2(yx), z) = 5((x2y)x − x2(yx), z) = 0.
For every x, y, z ∈ A. Since the form is non-degenerate and the characteristic is not 5, (x2y)x −
x2(yx) = 0 for every x, y ∈ A and the algebra is Jordan. 
Proof of Theorem 1. It is easy to see that every solvable commutative algebra has non-zero
symmetric associative bilinear form so it is immediate that the ﬁrst result would imply the
second (see [1, Section 3, Proposition 3.7]). Let us prove the converse. Suppose that every
commutative power-associative ﬁnite-dimensional nil-algebra over a ﬁeld of characteristic dif-
ferent from 2 or 5 possesses a non-zero symmetric associative bilinear form. Let A be an
algebra of this type. We have that A has a non-zero bilinear associative form. Then A⊥ /=
A so dim(A⊥) < dim(A). Proceeding by induction we have that A is solvable because ac-
cording to the third result A/A⊥ is Jordan and the ﬁrst result implies A/A⊥ is solvable. Us-
ing the inductive hypothesis A⊥ is solvable so the second result implies that A is
solvable. 
Proof of Theorem 2. Let A be a commutative algebra with a non-zero associative form. If
A2 /= A, then it has non-zero symmetric associative bilinear forms (see [1, Section 3, Proposition
3.7]). If A2 = A then we can prove that every associative bilinear form is symmetric. Indeed
since A is generated as a vector space by elements ab with a, b ∈ A, it is enough to prove that
(ab, c) = (c, ab) for every a, b, c ∈ A. The commutativity of the algebra and the associativity of
the form imply that
(ab, c) = (a, bc) = (a, cb) = (ac, b) = (ca, b) = (c, ab)
for every a, b, c in A so the theorem is proved. 
3. Associative forms and tensor product
If we choose a basis B = {ei}ni=1 of a ﬁnite-dimensional algebra A we have that eiej =∑n
k=1 γi,j,kek . The constants γi,j,k belong to the ﬁeld of scalars and they are called the constants
of structure of A related to B.
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Awell known fact from linear algebra is that for two given spaces V,W and a n-linear function
f from V × · · · × V (n times) to W there is a unique linear function fˆ from ⊗n V to W such
that the following diagram commutes:
This function fˆ is usually called the factorization of f . For an algebra A the product is a
bilinear function on A so it can be factorized by a function pˆ from A ⊗ A to A. It is immediate
that Im(pˆ) = A2.
Let us deﬁne the function q fromA × A × A toA ⊗ A such that q(a, b, c) = ab ⊗ c − a ⊗ bc
for every a, b, c ∈ A. This function has the following property. For every a, b, c ∈ A we have
pˆ(q(a, b, c)) = (ab)c − a(bc) = (a, b, c), so pˆ ◦ q is the associator function. Let us call qˆ the
factorization of q, so we have that pˆ ◦ qˆ is the factorization of the associator.
IfA is ﬁnite-dimensional over a ﬁeldF and n is its dimension, there is an isomorphism between
the space of bilinear forms onA,Bil(A × A,F), andA ⊗ A. The isomorphism is not natural.We
need to choose a basis B = {ei}ni=1 and deﬁne the functions Ei,j such that Ei,j (ek, el) = δikδjl .
These functions form a basis of Bil(A × A,F) so we can deﬁne the isomorphism φB by the
formula φB(Ei,j ) = ei ⊗ ej .
Thanks to this isomorphismwecan see the associative bilinear formsofA as elements ofA ⊗ A.
This isomorphism gives us also an inner product 〈, 〉B inA ⊗ A, deﬁned by 〈ei ⊗ ej , ek ⊗ el〉B =
δikδjl . It is immediate that Ei.j (ek, el) = 〈ei ⊗ ej , ek ⊗ el〉B .
If we call:
V ⊥B = {x ∈ A ⊗ A | 〈x, y〉B = 0 ∀y ∈ V }
for a given subspace V of A ⊗ A and
T(A) = {T ∈ Bil(A × A,F) | T is associative}
then we have the following result:
Proposition 1. Let A be a ﬁnite-dimensional algebra and q : A × A × A −→ A ⊗ A given by
q(a, b, c) = ab ⊗ c − a ⊗ bc. Let qˆ be its factorization and B a basis of A. Then
φB(T(A)) = (Im(qˆ))⊥B .
Proof. Let be T ∈ Bil(A × A,F). Then T = ∑i,j τi,jEi.j for some scalars τi,j . Let us prove
that for given a, b ∈ A we have that T (a, b) = 〈φB(T ), a ⊗ b〉B . Let be a = ∑k αkek and b =∑
l βlel . Then
T (a, b) =
∑
i,j
τi,jEi,j
(∑
k
αkek,
∑
l
βlel
)
=
∑
i,j,k,l
τi,j αkβlEi,j (ek, el)
=
∑
i,j,k,l
τi,j αkβl〈ei ⊗ ej , ek ⊗ el〉B =
∑
i,j
τi,j
〈
ei ⊗ ej ,
∑
k,l
αkβlek ⊗ el
〉
B
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=
∑
i,j
τi,j 〈ei ⊗ ej , a ⊗ b〉B =
∑
i,j
τi,j 〈φB(Ei,j ), a ⊗ b〉B
=
〈
φB
⎛
⎝∑
i,j
τi,jEi,j
⎞
⎠ , a ⊗ b
〉
B
= 〈φB(T ), a ⊗ b〉B.
So T is associative if and only if
0 = T (ab, c) − T (a, bc) = 〈φB(T ), ab ⊗ c〉B − 〈φB(T ), a ⊗ bc〉B
= 〈φB(T ), ab ⊗ c − a ⊗ bc〉B = 〈φB(T ), qˆ(a ⊗ b ⊗ c)〉B.
Since {qˆ(ei ⊗ ej ⊗ ek)}ni,j,k=1 is a set of generators of Im(qˆ), T is associative if and only if
φB(T ) ∈ (Im(qˆ))⊥B . 
It is immediate that Theorem 3 is a consequence of Proposition 1.
4. The algorithm
Let us proceed to formulate an algorithm for ﬁnding the space of associative bilinear forms for
a given algebra A.
For a basis B = {ei}ni=1 of A the matrix of pˆ respect to the basis {ei ⊗ ej }ni,j=1 and B will be⎛
⎜⎜⎜⎜⎝
γ1,1,1 γ1,2,1 · · · γn,n,1
γ1,1,2 γ1,2,2 · · · γn,n,2
...
...
. . .
...
γ1,1,n γ1,2,n · · · γn,n,n
⎞
⎟⎟⎟⎟⎠ ,
where γi,j,k are the constants of structure of A related to B.
We observe that the function qˆ is equal to pˆ ⊗ Id − Id ⊗ pˆ where Id is the identity of A.
Therefore, to calculate the matrix of qˆ in a basis B we need to take [qˆ] = [pˆ]×˙In − In×˙[pˆ] when
×˙ is the Kronecker product of matrices.
This means that the matrix of qˆ in the basis B will be⎛
⎜⎝
γ1,1,1 · · · γn,n,1
...
. . .
...
γ1,1,n · · · γn,n,n
⎞
⎟⎠ ×˙
⎛
⎜⎝
1 · · · 0
...
. . .
...
0 · · · 1
⎞
⎟⎠−
⎛
⎜⎝
1 · · · 0
...
. . .
...
0 · · · 1
⎞
⎟⎠ ×˙
⎛
⎜⎝
γ1,1,1 · · · γn,n,1
...
. . .
...
γ1,1,n · · · γn,n,n
⎞
⎟⎠ .
The resulting matrix is n2 × n3. If the rank of the matrix is lower than n2 then the algebra will
have non-zero associative bilinear forms.
If we calculate the orthogonal space of the space generated by the columns of this matrix, i.e.
the kernel of the transpose of this matrix, we will get a basis of the space of associative bilinear
forms. Every vector vk = (v(1,1),k, . . . v(n,n),k) of the obtained basis of this kernel will correspond
to the form Bk such that Bk(ei, ej ) = v(i,j),k .
To calculate the matrices and the kernels we use the software PARI/GP (see [2]). First we
deﬁne the functions
a_(x, y) = lift(Mod(x, y))
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b_(x, y) = y − a_(y − a_(x, y), y)
c_(x, y) =
(
x−b_(x,y)
y
)
+ 1
The ﬁrst one gives us the remainder of x modulo y. The function b returns y if x ≡ 0 mod(y)
and returns a(x, y) in any other case. Finally c gives us x/y if x is a multiple of y and the integer
part of x/y plus 1 if it is not. These functions satisfy that x = (c(x, y) − 1)y + b(x, y).
The second step is to introduce an n × n2 matrix of zeros typing
M=matrix(n,n2,i,j,0) . Then we introduce the constants of structure γi,j,k in the position
M[n(i − 1) + j, k]. To do that for every r = 1, . . . , n2, s = 1, . . . , n we write the constant
γc(r,n),b(r,n),s in the position M[r, s]. Then M will be the matrix of pˆ. After that we type
N=matid(n) to build an n × n identity matrix. Then we type
T=matrix(length(M[,1]) ∗ length(N[,1]),length(M[1,]) ∗ length(N[1,]),
i,j,M[c _ (i,length(N[,1])), c _ (j,length(N[1,]))] ∗ N[b _ (i,length(N[,1])),
b _ (j,length(N[1,]))])
S=matrix(length(N[,1]) ∗ length(M[,1]),length(N[1,]) ∗ length(M[1,]),
i,j,N[c _ (i,length(M[,1])), c _ (j,length(M[1,]))] ∗ M[b _ (i,length(M[,1])),
b _ (j,length(M[1,]))])
Then ifwe type F=T-S ,F will be thematrix of the function qˆ. Finallywe can type matrank(F)
to ﬁnd out if there are non-zero associative bilinear forms (this will happen when the rank is not
n2) and we can type matker(G) after typing G=mattranspose(F) to get a basis of the space
of associative bilinear forms. For any vector v = (v1, . . . , vn2) of this basis the coordinate vl
will correspond to the coefﬁcient of ec(l,n) ⊗ eb(l,n) element that corresponds to the bilinear form
Ec(l,n),b(l,n) such that Ec(l,n),b(l,n)(ei, ej ) = δi,c(l,n)δj,b(l,n).
5. Examples
Example 1. Let us take the algebra formed by the complex numbers as a 2-dimensional R-algebra
with the product x · y = xy. Let us take its usual basis {1, i}. It is immediate that the matrix of pˆ
in this basis is(
1 0 0 −1
0 −1 −1 0
)
.
Using the Kronecker product ×˙ to calculate the matrix of qˆ we have(
1 0 0 −1
0 −1 −1 0
)
×˙
(
1 0
0 1
)
−
(
1 0
0 1
)
×˙
(
1 0 0 −1
0 −1 −1 0
)
=
⎛
⎜⎜⎜⎝
0 0 0 1 0 0 −1 0
0 2 1 0 0 0 0 −1
0 0 −1 0 −2 0 0 1
0 0 0 −1 0 0 1 0
⎞
⎟⎟⎟⎠
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It is easy to see that the rank of this matrix is 3 and the set {(0, 1, 0, 0), (1, 0, 0,−1), (0, 0, 1, 0)}
is a basis of the space generated by its columns. The orthogonal space is generated by (1,0,0,1).
This vector corresponds to the element 1 ⊗ 1 + i ⊗ i. This element corresponds under the iso-
morphism given by this basis to the bilinear function such that (1, 1) = 1, (i, 1) = 0, (1, i) =
0, (i, i) = 1, i.e the usual inner product in C. All the associative forms are scalar multiples
of it.
In order to ﬁt the page, in next example we work with the transposed matrices.
Example 2 (Suttles). Let A be a commutative algebra generated by {e1, e2, e3, e4, e5} with non-
zero products given by
e1e2 = e2e4 = −e1e5 = e3, e1e3 = e4, e2e3 = e5;
This is a power-associative solvable algebra that is not Jordan (taking x = e1 + e2 and y = e1 we
get (x2y)x = 2e3, but x2(yx) = 0). The transpose of its multiplication matrix is
M t =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
0 0 −1 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 1
0 0 1 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 −1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The matrix of qˆ does not ﬁt in the page because is 25 by 125, but it can be calculated using the
program, its rank is 21 and the kernel of F t is generated by the columns of the matrix
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
First column corresponds to the element e1 ⊗ e1, column 2 to e1 ⊗ e2, column 3 to e2 ⊗ e1 and
column 4 to e2 ⊗ e2. This means that the associative bilinear forms are generated by Ei,j for
i, j = 1, 2 where Ei,j (ek, el) = δi,kδj,l . In [1, Section 3, Proposition 3.7] the author and A. Labra
prove that every algebra such that A2 /= A has non-zero associative bilinear forms. To do that
they build the forms using the basis. An important remark related to this example is that all the
associative bilinear form in the Suttles algebra are obtained with the method described in that
proof, which means that all the associative bilinear forms exist as a consequence of solvability.
Example 3. Let A be the algebra over a ﬁeld of characteristic different from 2 generated by s, t,
with multiplication s2 = s + t, st = 12 s, ts = 12 t and t2 = 0. Its multiplication matrix is(
1 1/2 0 0
1 0 1/2 0
)
Applying the algorithm we get the matrix⎛
⎜⎜⎝
0 −1/2 1/2 0 0 0 0 0
−1 1 −1/2 1/2 0 0 0 0
1 0 0 0 −1/2 −1/2 0 0
0 1 0 0 −1 1/2 −1/2 0
⎞
⎟⎟⎠
It is easy to see that the rows of this matrix form a set of 4 linearly independent vectors so
the rank of this matrix is four and the algebra A does not have any associative bilinear form. It is
interesting that it happens in a not commutative algebra.
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