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Исследуется эффективность декомпозиции задач анализа OLAP-гиперкубов многомерных дан-
ных на подкубовые структуры для случая, когда методы их решения принадлежат классу экспо-
ненциальной степени вычислительной сложности. Получены точные значения верхней границы
изменения вычислительной сложности при декомпозиции гиперкуба на два подкуба и приведены
ее основные свойства. Получена формула эффективности декомпозиции, которая показывает,
что с увеличением вычислительной сложности решаемых задач эффективность декомпозиции
возрастает экспоненциально. На примерах показаны возможности применения найденных зна-
чений верхней границы для установления критериев эффективности редукционных методов и
целесообразности декомпозиции в конкретных случаях.
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Введение
В работе исследуется эффективность декомпозиции задач анализа OLAP-гиперкубов
многомерных данных на две подкубовые структуры для случая, когда методы их решения
принадлежат классу экспоненциальной степени вычислительной сложности.
В работах [1, 2, 3, 4, 5, 6] декомпозиция больших кубов данных на подкубы с меньшими
объемами данных рассматривается как способ повышения вычислительной производитель-
ности аналитических OLAP-систем, которая может снижаться с ростом вычислительной
сложности решаемых задач, например, относящихся к классу BigData или сверхбольшим
компьютерным системам многомерных данных [7]. При декомпозиции больших гиперкубов
многомерных данных на подкубовые компоненты преследуется цель повышения вычисли-
тельной производительности аналитических OLAP-систем, которая связана с уменьшением
вычислительной сложности редукционныхметодов решения задач анализаOLAP-данных по
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отношению к вычислительной сложности нередукционныхметодов, применяемых к данным
непосредственно на всем гиперкубе.
Общие критерии эффективности декомпозиции в классах полиномиальной, полиноми-
ально-логарифмической и экспоненциальной степеней вычислительной сложности устано-
влены в [5, 6], эти критерии позволяют выявить преимущество одних методов над другими
(редукционных над нередукционными, и наоборот), но не дают количественных оценок
эффективности, которая может быть достигнута при тех или иных способах декомпози-
ции. В работах [6, 8] проведено количественное сравнение эффективности применения
редукционных методов по сравнению с традиционными при декомпозиции задач анализа
OLAP-гиперкубов многомерных данных на две подкубовые структуры для случая, когда ме-
тоды их решения принадлежат классу полиномиальной степени вычислительной сложности,
и установлена точная количественная оценка уменьшения вычислительной сложности (по-
вышения относительной эффективности) редукционного метода по сравнению с традицион-
ными методами анализа OLAP-данных, принадлежащими тому же классу сложности. В этих
работах, при выполнении общего критерия эффективности декомпозиции, для количествен-
ного сравнения эффективности методов решения задач анализа многомерных OLAP-данных
используется понятие верхней границы уменьшения вычислительной сложности редукци-
онного метода по сравнению с нередукционным методом в классе полиномиальной степени
вычислительной сложности.
В настоящей статье формализованы понятия редукционных и нередукционных методов
и дано более общее определение верхней границы изменения вычислительной сложности
редукционных методов по сравнению с нередукционными методами в классе экспоненци-
альной степени вычислительной сложности. Значения верхней границыизменения вычисли-
тельной сложности позволяют как и проверять критерии эффективности методов решения
задач анализа многомерных OLAP-данных по отношению друг к другу, так и количественно
оценивать эффективность выбираемого способа декомпозиции в сравнении с наилучшим.
В работе найдены точные значения верхней границы изменения вычислительной сложно-
сти при декомпозиции гиперкуба на два подкуба на множествах, состоящих из четного и
нечетного числа подкубовых структур, и исследованы ее основные свойства, которые ис-
пользуются для определения эффективности декомпозиции.
1. Основные обозначения и понятия
В настоящем разделе статьи будем считать, что задан гиперкуб Hm, имеющий размер-
ность m. Предположим, что на гиперкубе Hm задана решетка L (см., например [9]), разби-
вающая гиперкуб Hm на n подкубов Kn. В этом случае решетка L определяет структуру
данных гиперкуба Hm, и в дальнейшем такой гиперкуб будем обозначать KnHm. Пусть
на гиперкубе KnHm рассматриваются задачи анализа многомерных OLAP-данных из не-
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которого множества C(KnHm), и пустьM обозначает множество методов решения задач
из C(KnHm).
Предположим, что задача из C(KnHm) допускает декомпозицию (редукцию) гипер-
куба KnHm на k (2 ≤ k ≤ n) непересекающихся подкубовых структур Lk , {L1, . . . , Lk}
[3, 4, 5, 6], в каждую из которых входят n1, . . . , nk подкубов Kni (i = 1, . . . , k) гипер-
куба KnHm таким образом, что n1 + . . . + nk = n, т.е. множество задач C(KnHm) можно





и при каждом i = 1, . . . , k рассматриваемая задача принадлежит множеству C(KniHm) и
решается методами из множестваMi ⊆M.
Пусть множествоM содержит методы из класса экспоненциальной степени вычисли-
тельной сложности [5, 6] F exp(p) , {f(a, p) = ap, p ∈ N, a = const > 1}, где p — размер-
ность решетки, a— некоторый обобщенный параметр метода. Тогда вычислительная слож-
ность f = f(a, n) метода из множества M на множестве задач C(KnHm) определяется
формулой
f(a, n) = an, (2)
а в силу предположения (1) о декомпозиции, вычислительная сложность fi = f(a, ni) метода
из множества Mi на множестве задач C(KniHm) при каждом i = 1, . . . , k определяется















Определение 1. Метод из множестваM решения задачи из множества C(KnHm), вы-
числительная сложность которого определяется формулой (2), называется нередукционным
(недекомпозиционным) методом экспоненциальной вычислительной сложности, а метод из
множестваM решения задачи из множества C(KnHm), вычислительная сложность кото-
рого определяется формулой (3), называется редукционным (декомпозиционным) методом
экспоненциальной вычислительной сложности.
З а м е ч а н и е 1. Отметим, что классы степеней вычислительной сложности определяют
значения вычислительной сложности f = f(·, n) нередукционных (недекомпозиционных)
методов на всей структуре данных гиперкуба, а вычислительная сложность fR редукци-
онных (декомпозиционных) методов составляется из вычислительных сложностей метода
на подкубовых структурах fi = f(·, ni) [5, 6, 8], и нередукционные методы в упомянутых
работах авторов часто также называют традиционными методами.
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2. Задачи декомпозиции
Поскольку основная цель декомпозиции задач анализа данных OLAP-гиперкуба напра-
влена на повышение вычислительной производительности аналитической OLAP-системы,
основные задачи декомпозиции связаны с выяснением условий, при которых редукционные
методы имеют преимущество по сравнению с традиционными (нередукционными) мето-
дами. В работе [6] с этой целью было введено понятие относительной эффективности
редукционного метода по сравнению с нередукционным, основанное на вычислительных
сложностях этих методов. Напомним это определение.
ПустьF (n)—класс вычислительной сложности степениn, относительной эффективно-
стью E редукционного метода вычислительной сложности fR(·, n) ∈ F (n) по отношению
к нередукционному методу вычислительной сложности f(·, n) ∈ F (n) называется вели-






Понятие относительной эффективности позволяет сформулировать простые критерии
эффективности методов решения задач анализа многомерных OLAP-данных по отношению
друг к другу следующим образом:
E > 1— редукционный метод эффективнее;
E = 1— оба метода одинаково эффективны;
E < 1— эффективнее нередукционный метод.
Заметим, что для данных множества задач и класса степени вычислительной сложности
вычислительная сложность нередукционного метода является фиксированной величиной, в
то время как вычислительная сложность редукционного метода зависит от разбиений задачи
на подкубовые структуры. Таким образом, относительная эффективность (4) может при-
нимать различные значения в зависимости от способа декомпозиции задачи на подкубовых
структурах, и при разных способах декомпозиции относительная эффективность редукци-
онных и нередукционных методов по отношению друг к другу может меняться.
В работах [6, 8] в условиях, когда эффективность редукционных методов выше, для
количественного сравнения эффективности методов решения задач анализа многомерных
OLAP-данных используется понятие верхней границы уменьшения вычислительной слож-
ности редукционного метода по сравнению с нередукционным методом, которое указывает
на то, что наилучшая относительная эффективность редукционного метода по сравнению с
нередукционным методом достигается тогда, когда найдено разбиение с минимальной вычи-
слительной сложностью редукционного метода. Переопределим здесь это понятие в более
общее понятие верхней границы изменения вычислительной сложности редукционного ме-
тода при различных способах декомпозиции по сравнению с нередукционным методом для
класса экспоненциальной степени вычислительной сложности.
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Рассмотрим декомпозицию (редукцию) гиперкуба KnHm на k (2 ≤ k ≤ n) непересека-
ющихся подкубовых структур Lk , {L1, . . . , Lk}, в каждую из которых входят n1, . . . , nk




, {n1, . . ., nk} ∈ Lk, если n1 + . . . + nk = n, т.е. множество Lk состоит из
всевозможных таких комбинаций {ni}
∣∣∣k
i=1
, дающих в сумме n.
Определение 2. Верхней границей изменения вычислительной сложности редукцион-
ных методов из множестваM∈ F exp(n) при декомпозиции задачи из множества C(KnHm)
вычислительной сложности fR(·, n) по сравнению с нередукционнымметодом из множества
M ∈ F exp(n) решения задачи из множества C(KnHm) вычислительной сложности f(·, n) в













{n1, . . . , nk}
) .
Верхняя граница изменения вычислительной сложности редукционных методов также
включает в себя и критерии эффективности методов решения задач анализа многомерных
OLAP-данных по отношению друг к другу, и позволяет количественно оценить эффектив-
ность выбранного способа декомпозиции, и определить, насколько удачен этот способ по
сравнению с наиболее эффективным методом решения задачи анализа данных для рассма-
триваемого OLAP-гиперкуба.
3. Постановка задачи
Пусть задача из C(KnHm) допускает декомпозицию гиперкуба KnHm на две (k = 2)
непересекающиеся подкубовые структуры L2 , {L1, L2}, в каждую из которых входят n1 и
n2 подкубов Kni (i = 1, 2) гиперкуба KnHm таким образом, что n1 + n2 = n.
Рассмотрим случай, когда нередукционныйметод f ∈M и редукционныйметод fR ∈M
декомпозиции исходного гиперкуба KnHm на два подкуба Kn1Hm и Kn2Hm, состоящих со-
ответственно из n1 и n2 подкубов принадлежат классу экспоненциальной степени вычисли-
тельной сложности F exp(n).
Скажем, что {n1, n2} ∈ L2 когда n1 + n2 = n, т.е. множество L2 состоит из всевозмож-
ных таких комбинаций, дающих в сумме n. Требуется найти верхнюю границу изменения
вычислительной сложности редукционных методов из класса экспоненциальной степени
вычислительной сложности F exp(n) для данных a и n при декомпозиции гиперкуба на два











и указать пары {n1, n2} ∈ L2, для которых эта граница достигается.
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4. Основные результаты
В данном разделе статьи приведены значения верхней границы изменения вычислитель-
ной сложности и основные ее свойства, полученные в результате асимптотического анализа
этой величины как функции от параметра n.
4.1. Точные значения верхней границы изменения вычислительной сложности ре-
дукционных методов из класса экспоненциальной степени вычислительной сложно-
сти. В следующей теореме установлены значения верхней границы изменения вычисли-
тельной сложности редукционных методов при декомпозиции задачи анализа данных на две
подкубовые структуры в зависимости от параметров a и n класса экспоненциальной сте-
пени вычислительной сложности и указаны пары {n1, n2} ∈ L2, для которых эта граница
достигается при четных и нечетных значениях n.
Теорема 1. Верхняя граница изменения вычислительной сложности fR(·, n) редукцион-
ных методов из множестваM∈ F exp(n) при декомпозиции задачи из множества C(KnHm)
по сравнению с нередукционным методом вычислительной сложности f(·, n) из множе-
ства M ∈ F exp(n) решения задачи из множества C(KnHm) в классе F exp(n) экспонен-
циальной степени вычислительной сложности, определяемая формулой (5) на множестве
L2 , {n1, n2} разбиений гиперкуба KnHm на два подкуба Kn1Hm и Kn2Hm:








• при нечетном n достигается на множестве L2 , {n1, n2} при n1 = (n − 1)/2, n2 =









Д о к а з а т е л ь с т в о. В классе экспоненциальной степени вычислительной сложности
F exp(n) вычислительная сложность нередукционного метода, согласно (2) равна an, а вычи-
слительная сложность редукционного метода на множестве L2, согласно (3) равна an1 + an2 .
Таким образом, относительная эффективность (4), которую в ходе доказательства будем
обозначать просто E(n), для любой пары {n1, n2} ∈ L2 задается формулой




Чтобы найти верхнюю границу изменения вычислительной сложности редукционных ме-
тодов, которую в ходе доказательства будем обозначать просто E(n), при декомпозиции
гиперкуба на два подкуба достаточно найти максимум функции E(n1, n2) на множестве
{n1, n2} ∈ L2 для ni ∈ [0, n], i = 1, 2, т.е. E(n) = maxE(n1, n2).
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Рассмотрим на отрезке числовой оси [0, n] вспомогательную функцию
Ê(x) = (ax + an−x) · a−n, x ∈ [0, n]. (9)
Отметим, что при x = n1 или x = n2 функция (9) равна












т.е. функция Ê(x) симметрична на множестве L2 и при натуральных значениях x ∈ [0, n]
совпадает со значениями обратной функции E−1(n) к функции E(n) в этих точках.
Первая и вторая производные функции Ê(x) имеют следующий вид:
dÊ(x)
dx
= ln a · [(ax − an−x)] · a−n, (10)
d 2Ê(x)
dx2
= ln2 a · [ax + an−x] · a−n. (11)
Отсюда получаем, что точка x = n/2 является точкой минимума функции Ê(x) на отрезке











Поскольку, согласно (10), производная функции Ê(x) строго отрицательна при x < n/2 и
строго положительна при x > n/2, точка x = n/2 является глобальнымминимумомфункции
Ê(x) на отрезке [0, n].
Теперь рассмотрим два случая: n— четное; n— нечетное.
1. Если n—четное, то n/2—натуральное число, и минимум функции Ê(x) достигается
при натуральном значении x, поэтому можно взять n1 = n2 = n/2, и при этих значениях
функция Ê(n/2) = Ê(n1) = Ê(n2) принимает минимальное значение на отрезке [0, n], а
следовательно функция E(n), как обратная функция — максимальное значение, равное (6),
как несложно убедиться непосредственной подстановкой значений n1 = n2 = n/2 в (8):
























Следовательно, E(n) = 1
2
√
an, и формула (6) доказана.
2. Если n— нечетное, то n/2 — дробное число, и минимум функции Ê(x) достигается
не при натуральном значении x, но так как точка x = n/2 является глобальным минимумом
функции Ê(x) на отрезке [0, n], а сама функция Ê(x) симметрична, следовательно можно
взять ближайшие к n/2 натуральные числа n1 = (n − 1)/2, n2 = (n + 1)/2 или наоборот
n1 = (n + 1)/2, n2 = (n − 1)/2, и при этих значениях функция Ê(n/2) = Ê(n1) = Ê(n2)
принимает минимальные значение на отрезке [0, n] при натуральных x, а следовательно
функция E(n), как обратная функция, принимает в этих точках максимальное значение,
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равное (7), как несложно убедиться непосредственной подстановкой значенийn1 = (n−1)/2,
n2 = (n + 1)/2 или n1 = (n + 1)/2, n2 = (n− 1)/2 в (8):































2 · (a−1/2 + a1/2)
=
a1/2 · an/2














. Тем самым формула (7) доказана.
Теорема 1 полностью доказана.
4.2. Свойства верхней границы изменения вычислительной сложности редукцион-
ных методов из класса экспоненциальной степени вычислительной сложности. При-
ведем ряд свойств верхней границы изменения вычислительной сложности редукционных
методов как функции от n, которые можно получить при помощи простейшего асимптотиче-
ского анализа этой функции при увеличении параметра n. Для удобства введем следующие
обозначения, которые будем использовать только в этом подразделе статьи. Пусть r — на-
туральное число, для четных n положим n = 2r, и для нечетных — n = 2r + 1. Обозначим
верхнюю границу при четном и нечетном n как функции f(r) и g(r) соответственно. Для
функций f и g справедливо следующее утверждение.
Утверждение 1. f(r) = Θ(g(r)), g(r) = Θ(f(r)).































и по определению темпа роста “Θ — большое тэта” (см. например [10]) обе эти функции



















З а м е ч а н и е 2. Утверждение 1 также можно сформулировать, возможно в более при-








, т.е. f(r) есть “О большое”
от g(r), и одновременно g(r) есть “О большое” от f(r). Также, как одним из способов








= const 6= 0,
и достаточно того, что предел отношения функций есть ненулевая ограниченая величина, а
в данном случае, отношение этих двух функций вообще не зависит от r.
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Как еще одно интересное свойство верхней границы изменения вычислительной слож-
ности отметим, что в случаях как четного, так и нечетного n, она может быть представлена
геометрическими прогрессиями, для четного n:
f(r + 1) = f(r) · a; (12)
для нечетного n:
g(r + 1) = g(r) · a, (13)




(f(r) = f(1) · ar−1), g(1) = a
2
1 + a
(g(r) = g(1) · ar−1). (14)
Учитывая (14), получаем следующее свойство: при увеличении размерности решетки на






< 1 (g(r) > f(r)), (15)






нению с предыдущим значением, а при увеличении размерности решетки на единицу при









> 1 (f(r + 1) > g(r)), (16)






Подытожим эти свойства следующим утверждением.
Утверждение 2. Припоследовательном увеличении размерностирешетки с сохранением
четности значение верхней границы изменения вычислительной сложности возрастает в
(a) раз (по правилу геометрической прогрессии), а при увеличении размерности решетки
на единицу с чередовании четности и нечетности, значение верхней границы изменения
вычислительной сложности увеличивается неравномерно: в (1+a)
2
4 a
раз больше при переходе
от нечетного n к четному, чем при переходе от четного n к нечетному (напомним, a > 1).
Д о к а з а т е л ь с т в о. Увеличение размерности решетки с сохранением четности при-
водит к увеличению числа подкубовых структур на две единицы, от некоторого четного n до
следующего четного, или от нечетного n до следующего нечетного, т.е. состоит в увеличении
параметра r до r + 1. В этих случаях значение верхней границы изменения вычислительной
сложности в соответствии с формулами (12) и (13), или (14), увеличивается в a раз.
Увеличение размерности решетки с сохранением четности можно представить как пере-
ход от решетки с некоторым четным (или нечетным) числом подкубов сначала к решетке
со следующим нечетным (четным) числом подкубов, т.е. от f(r) к g(r) (от g(r) к f(r + 1)),
а затем от решетки g(r) к решетке f(r + 1) (от f(r + 1) к g(r + 1)) со следующим четным
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(нечетным) числом подкубов. При таких переходах, согласно (15), (16), значение верхней














































, видим, что при увеличение размерности
решетки на единицу с нечетного n до четного, значение верхней границы изменения вы-
числительной сложности возрастает в (1+a)
2
4 a
раз больше, чем при увеличение размерности
решетки на единицу с четного n до нечетного.
Утверждение 2 доказано.
З а м е ч а н и е 3. Такая неравномерность в поведении верхней границы изменения вы-
числительной сложности при чередовании четности вполне объяснима тем фактом (который
















∈ L2 с наибольшими из возможных значений этой функции при
натуральных аргументах.
В следующем разделе полученные результаты используются для оценки эффективности
декомпозиции задачи на две подкубовые структуры и приводятся различные иллюстра-
тивные примеры применения полученных выражений верхней границы изменения вычи-
слительной сложности для оценки эффективности редукционных методов по сравнению с
нередукционными методами при декомпозиции задачи анализа данных OLAP-гиперкуба.
5. Эффективность декомпозиции
Верхняя граница изменения вычислительной сложности редукционных методов по срав-
нению с нередукционными методами при декомпозиции задачи анализа данных OLAP-ги-
перкуба позволяет количественно оценивать эффективность выбранного способа декомпо-
зиции.
5.1. Формула эффективности декомпозиции. Под эффективностью декомпозиции
здесь будем понимать относительную эффективность (4), и будем пользоваться упрощен-
ным обозначением E(n) (как и при доказательстве теоремы 1), так как основной интерес
представляет ее зависимость от размерности решетки. Максимальная эффективность деком-
позиции E(n) достигается при редукции задачи на подкубовые структуры, определенные
теоремой 1, на которых вычислительная сложность редукционных методов минимальна. Ре-
зультаты предыдущего раздела показывают, что эффективность декомпозиции методами из
класса экспоненциальной степени вычислительной сложности также подчиняется экспонен-
циальному закону. Докажем следующее утверждение, из которого видно, что эффективность
декомпозиции действительно есть “O большое от a в степени n
2
”.
Утверждение 3. Верхняя граница изменения вычислительной сложности fR(·, n) ре-
дукционных методов из множестваM ∈ F exp(n) при декомпозиции задачи из множества
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C(KnHm) по сравнению с нередукционным методом вычислительной сложности f(·, n) из
множестваM ∈ F exp(n) решения задачи из множества C(KnHm) в классе F exp(n) экс-
поненциальной степени вычислительной сложности при декомпозиции гиперкубаKnHm на
два подкуба при всех n ≥ 3 выражается рекуррентной формулой:














Д о к а з а т е л ь с т в о. Докажем утверждение по индукции. Пусть при некотором нату-
ральном k ≥ 3 формула (17) верна. Рассмотрим два случая.
1. Случайk четное. В этом случаеk+1нечетное, и в (17) показатель степени сомножителя
1√
a
равен единице, и формула (17) примет вид






2 (a + 1)
·
√
ak+1 = E(k) +
a− 1




По предположению индукции E(k) = 1
2
√
ak согласно (6), и поэтому
E(k) +
a− 1















a + 1 + a− 1


























ak+1 = E(k + 1)
согласно (7).
2. Случайk нечетное. В этом случаеk+1 четное, и в (17) показатель степени сомножителя
1√
a
равен нулю, и формула (17) примет вид
E(k + 1) = E(k) +
a− 1











ak согласно (7), и поэтому
E(k) +
a− 1


































2 + a− 1



















ak+1 = E(k + 1)
согласно (6).
Таким образом показано, что формула (17) верна для любого натурального k ≥ 3, а значит
она справедлива и при всех n ≥ 3. Утверждение 3 доказано.
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5.2. Примеры. Верхняя граница изменения вычислительной сложности может приме-
няться и как критерий эффективности в некоторых случаях. В работах [5, 6] приведены
примеры, показывающие, что при 1 < a ≤ 2 в классе экспоненциальной степени вычисли-
тельной сложности возможны ситуации, когда декомпозиция неэффективна. Напомним эти
примеры.
Пример 1. В [5] для a = 4/3 и n = 4 и в [6] для a = 3/2 и n = 3 показано, что в этом
случае вычислительная сложность традиционного метода анализа данных OLAP-гиперкуба
меньше вычислительной сложности редукционного метода, и декомпозиция в этом случае
неэффективна.








































































Результаты (18) и (19) согласуются с выводами, сделанными в работах [5, 6].
Пример 2. Пусть a = 2, n = 2, k = 2. В [6] показано, что в этом случае вычислительные
сложности традиционного и декомпозиционного методов анализа данных OLAP-гиперкуба
равны, и декомпозиция не дает никакого выигрыша, и, следовательно, нецелесообразна.








что также согласуется с выводами, сделанными в указанной работе.
Следующие примеры иллюстрируют возможности применения верхней границы изме-
нения вычислительной сложности для поиска эффективной декомпозиции.
Пример 3. Пусть a = 3/2, n = 4, k = 2. В [5] показано, что в этом случае при
n1 = n2 = 2 вычислительная сложность традиционного метода решения задач анализа
данных OLAP-гиперкуба больше вычислительной сложности редукционного метода, т.е.
применение редукционных методов оправдано. Воспользуемся выражением (6) и подставим


















и видим, что декомпозиция на подкубы на множестве L2 = {2, 2} эффективна, и этот резуль-
тат опять же согласуется с выводами, сделанными в указанной работе.
Проиллюстрируем теперь на примерах результаты, полученные в настоящей работе.
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Пример 4. Пусть a = 1.1, k = 2, и, например, n = 13 или n = 14. Подставим значения a















1.113 = 0.9280 < 1,









1.114 = 0.9744 < 1,
и видим, что ни при каких {n1, n2} ∈ L2 декомпозиция гиперкуба не дает выигрыша в вычи-
слительной производительности, т.е. декомпозиция неэффективна при таких значениях n.
Одно из свойств верхней границы изменения вычислительной сложности состоит в ее
возрастании, при увеличении n с сохранением четности, по правилу геометрической про-
грессии со знаменателем a > 1 (см. Утверждение 2), в данном случае a = 1.1, и соответ-
ственно, для n = 15 и n = 16 должны получить E(15) = 1.1 · E(13) и E(16) = 1.1 · E(14),
т.е. E(15) = 1.1 · 0.9280 = 1.0208 и E(16) = 1.1 · 0.9744 = 1.0718. Убедимся в этом на
следующем примере.
















1.115 = 1.0208 > 1,









1.116 = 1.0718 > 1.
Видим, что уже существуют разбиения {n1, n2} ∈ L2, для которых декомпозиция эффек-
тивна, т.е. редукция задачи на две подкубовые структуры приводит к увеличению вычисли-








Примеры 4 и 5 могут служить иллюстрацией и другого свойства верхней границы изме-
нения вычислительной сложности, сформулированного в Утверждении 2. При чередовании
четности с ростом n значения E(n) при переходе от нечетного n к четному изменяются с
сохранением соотношений:
E(14)/E(13) = 0.9744/0.9280 = 1.0500,







а при переходе от четного n к нечетному
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Заключение
В работе формализованы понятия редукционных и нередукционных методов и дано
определение верхней границы изменения вычислительной сложности редукционных мето-
дов при декомпозиции задачи анализа многомерных OLAP-данных по сравнению с нере-
дукционными методами в классе экспоненциальной степени вычислительной сложности.
Получены точные значения верхней границы изменения вычислительной сложности при
декомпозиции гиперкуба на два подкуба на множествах, состоящих из четного и нечетного
числа подкубовых структур, и приведены ее основные свойства, которые используются для
определения эффективности декомпозиции. Получена формула эффективности декомпози-
ции при редукции задач анализа OLAP-данных на две подкубовые структуры, и показано,
что с увеличением размерности n решетки, задающей количество подкубов в структуре дан-
ных гиперкуба, эффективность такой декомпозиции подчиняется экспоненциальному закону
с показателем n/2 в независимости от четности n. На примерах показана возможность при-
менения найденных значений верхней границы изменения вычислительной сложности для
установления критериев эффективности редукционных методов и целесообразности деком-
позиции в конкретных случаях.
Результаты работы могут быть использованы при обработке и анализе массивов инфор-
мации гиперкубовых структур аналитических OLAP-систем, относящихся к классу BigData,
или сверхбольших компьютерных систем многомерных данных. Полученные результаты
помогают при быстром росте объемов данных заранее принимать меры, устраняющие воз-
можность снижения вычислительной производительности гиперкубов для интеллектуаль-
ного обучения персонализированных виртуальных моделей пациентов, функционально по-
добных живым организмам по обобщенным реакциям на заданные входные воздействия,
в рамках проекта по разработке методов и транспозиционных компьютерных моделей для
интеллектуального управления искусственными аналогами физических и биологических
систем.
Работа выполнена при финансовой поддержке Российского фонда фундаментальных ис-
следований, грант 19-07-00686а.
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The paper studies problems of reduction (decomposition) of OLAP hypercube multidimen-
sional data models. When decomposing large hypercubes of multidimensional data into sub-cube
components the goal is to increase the computational performance of analytical OLAP systems,
which is related to decreasing computational complexity of reduction methods for solving OLAP
data analysis problems with respect to the computational complexity of non-reduction methods,
applied to data directly all over the hypercube. The paper formalizes the concepts of reduction and
non-reductionmethods and gives a definition of the upper bound for the change in the computational
complexity of reduction methods in the decomposition of the problem of analyzing multidimen-
sional OLAP data in comparison with non-reduction methods in the class of exponential degree of
computational complexity.
The exact values of the upper bound for changing computational complexity are obtained
for the hypercube decomposition into two sub-cubes on sets consisting of an even and an odd
number of sub-cube structures, and its main properties are given, which are used to determine
the decomposition efficiency. A formula for the efficiency of decomposition into two sub-cube
structures for reduction of OLAP data analysis problems is obtained, and it is shown that with an
increase in the dimension ”n” of the lattice specifying the number of sub-cubes in the hypercube
data structure, the efficiency of such a decomposition obeys an exponential law with an exponent
”n/2”, regardless of the parity ”n”. The examples show the possibility to use the values (found) of
the upper bound for the change in computational complexity to establish the effectiveness criteria
for reduction methods and the expediency of decomposition in specific cases.
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The paper results can be used in processing and analysis of information arrays of hypercube
structures of analytical OLAP systems belonging to the Big-Data or super-large computer systems
of multidimensional data.
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