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Chapter 1
Introdution
The interplay between theoretial physis and algebra is a basi feature of siene of today. Maybe
the most important tool of this interplay is the symmetries, whih on one hand play a ruial role
in theoretial physis models and on the other hand, from the mathematial point of view, are
desribed by dierent types of algebrai strutures (amongst whih of ourse the most frequently
used are Lie algebras and then, in extended frameworks, Lie superalgebras).
Symmetries, by their beauty, simpliity and harmony beome almost an obsession for the human
sienti spirit and its thirst of knowledge. Indeed, the onept of symmetry evolved sine the
anient Greeks
1
(whih were onsidering the irles and spheres as nature's perfet symmetries)
until the symmetries of the Standard Model of partile physis and beyond. In fundamental physis
of today, one an state as a priniple the fat that symmetry ditates dynamis. Indeed, one one
has the algebrai struture whih groups the requested symmetries, irreduible representations are
to be looked for. These give rise to multiplets with whom one an onstrut invariant Lagrangians,
the fundamental notion of eld theory. One the Lagrangians are obtained, the equations of motion
show the dynamis of the elds of the model.
In the framework of the Standard Model, the symmetries of nature are divided into two dis-
tint ategories, the symmetries of spae-time (the rotations, Lorentz boosts and translations, all
grouped by the Poinaré algebra, see subsetion 2.3.2) and internal symmetries, eah of them as-
soiated to one fundamental interation, the strong, weak and eletromagneti interations, thus
by phenomenologial reasons giving the algebra su(3) × su(2) × u(1). Within this framework, the
Coleman-Mandula no-go theorem indiates what are the most general Lie algebras one an use to
group symmetries (see subsetion 5.1.2). Nevertheless, from dierent theoretial and experimental
reasons exposed briey in subsetion 5.1.1, partile physiists need today to look for new physis
beyond the Standard Model. Maybe one of the most appealing andidates for this new physis
is supersymmetry (SUSY). Supersymmetry evades the no-go theorems by using a more general
algebrai struture, Lie superalgebras (see subsetion 5.1.2). This interest oming from partile
physis implied the development of the study of superalgebras also from the mathematial point of
view. What basially SUSY does is to extend the Poinaré symmetry by some new generators, the
superharges Q whih lose with antiommutation relations.
However, at the present state of art, nothing forbids the possibilities of grouping symmetries in
more exoti algebrai struture. Here we will use Lie algebras of order 3 to do this. We hose a
partiular extension of the Poinaré algebra, dierent of the supersymmetri one and we then show
1
The word symmetry has a Greek origin, syn meaning with and metron measure.
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a way to implement it at the level of a eld theoretial model.
This thesis is organised as follows. In the next hapter we briey overview some basi notions
onerning Lie algebras and Lie superalgebras, notions whih will prove to be useful for the sequel.
In the third hapter we study what are the nite-dimensional Lie algebras whih an be realised in
the Weyl algebra A1. The list of Lie algebras obtained turns to be disrete. Furthermore, we then
analyse in more detail a partiular lass of realisations of sl(2).
In the fourth hapter we introdue the notion of Lie algebras of order F and we then fous on
the ase F = 3 for whih some non-trivial examples are given. We then set the basis of the study
of deformations for these algebrai struture. Furthermore, an equivalent, binary formulation is
introdued and analysed.
We then pass along to some possible appliations to theoretial physis models. After a short
preamble where we reall briey the state of the art of partile physis today (namely giving a short
glimpse of supersymmetry) we then begin the study of ubi supersymmetry, the eld theoretial
model that we try to onstrut upon a partiular Lie algebra of order 3 (algebra extending non-
trivially the Poinaré symmetry). In the rest of hapter 5 we begin this study in four spae-time
dimensions. After a reall of the algebra, we will exhibit some irreduible matrix realisations.
Bosoni multiplets are obtained and then a free theoretial model is onstruted. Compatibility
with abelian gauge invariane and possibilities of interations are losely analysed. The last hapter
is dediated to the generalisation of this model to arbitrary dimensions. We obtain here a symmetry
ating at the level of antisymmetri gauge elds, with whom expliit invariant Lagrangian are
obtained. Finally, a ertain number of appendies onerning dierent alulations useful at dierent
points of the text are given at the end of this thesis.
If hapters 2 and 5 are some brief overview of existing results on Lie (super)algebras and re-
spetively no-go theorems in partile physis, the rest of this thesis basially presents results of
[1℄ (hapter 3), [2℄ (hapter 5), [3℄ (hapter 6), hapter 4 being the main body of a forthoming
publiation.
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Chapter 2
Lie algebras and Lie superalgebras. A
brief overview
In this hapter, we reall denitions of the mathematial strutures that will be needed later on. As
general referenes, one an onsult the books [4℄ of J. Fuhs and C. Shweigert, [5℄ of L. Frappat,
A. Siarrino and P. Sorba and, for a more physial approah, the book [6℄ of H. Georgi; for a more
mathematial approah one an onsult the book [7℄ of Jaobson.
2.1 Denition of Lie algebras
2.1.1 Denitions
A Lie algebra g over K is a vetor spae with a bilinear law
[., .] : g× g→ g
(alled Lie braket or ommutator)satisfying
1. [x, x] = 0, for all x ∈ g
2. [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0, for all x, y, z ∈ g (Jaobi identity).
The rst property implies the antisymmetry of the Lie braket: [x, y] = −[y, x], for any x, y ∈ g.
The dimension of a Lie algebra is its dimension onsidered as a K−vetor spae. The hara-
teristi of K is dierent of two. Here we onsider K to be R or C.
If the dimension d is nite or ountably innite, one uses the notation T a to refer to the generators
of the Lie algebra and the equation:
[T a, T b] = fabc T
c, with fabc ∈ K (2.1)
denes the salars fabc , alled the struture onstants of the Lie algebra.
In physis literature, the onvention used is
[T a, T b] = ifabc T
c.
Here, whenK = R one has fabc ∈ iR; if we are interested in algebras that have unitary representations
(whih is the ase in physis models), then fabc ∈ R. The reason for piking this onvention is that,
in quantum mehanis, the ommutators of two self-adjoint operator proves to be anti-self-adjoint.
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2.1  Denition of Lie algebras
In this thesis we use the onvention (2.1).
If K is the eld of real numbers R, we speak of a real Lie algebra and if K is the eld of omplex
numbers C, we speak of a omplex Lie algebra. Here we will be onerned about these two partiular
types of algebrai strutures.
2.1.2 Examples
i) To any (A, µ) an assoiative algebra, one an assoiate a Lie algebra, denoted by gA, as follows
[x, y] = µ(x, y)− µ(y, x), ∀x, y. (2.2)
More generally, a Lie admissible algebra is a non-assoiative algebra (the ategory of non-
assoiative algebras being larger than the ategory of assoiative algebras) for whom µ(x, y)−µ(y, x)
is a Lie braket [8℄. The study of this lass of admissible Lie algebras is of speial importane for
hadroni physis.
ii) The (rst) Weyl algebra A1 is the omplex unitary assoiative algebra generated by two generators
p, q subjet to the relation
µ(p, q)− µ(q, p) = 1. (2.3)
A part of this thesis will be devoted to the study of subalgebras of A1.
iii) Angular momentum. In quantum physis one has the usual ommutation relations between the
omponents of angular momentum
[Ji, Jj ] = ε
k
ijJk, i, j, k = 1, 2, 3. (2.4)
Considered as a omplex Lie algebra, this algebra is isomorphi to sl(2,C) (denoted also sl(2)).
Considering (2.4) as a real Lie algebra, one has the su(2) algebra, whih is a real form of sl(2),
where
sl(2) = {M ∈M2(C) : Tr M = 0}
su(2) = {M ∈ M2(C) : Tr M = 0, M † = −M}.
The standard basis of sl(2) is given by
e+ =
(
0 1
0 0
)
, e− =
(
0 0
1 0
)
, e0 =
(
1 0
0 −1
)
.
We an note that sl(2) admits a non-ompat real form sl(2,R). Indeed, the omplex hange of
basis
J± = J1 ± iJ2, J0 = 2J3, (2.5)
gives
[J0, J±] = ±2J±, [J+, J−] = J0
whih is a real Lie algebra not isomorphi to su(2).
iv) The innite-dimensional Heisenberg algebra. It is dened by
[am, an] = nδn+m,0, with n,m ∈ Z. (2.6)
12
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where (am)m∈Z is a basis of this algebra.
This Lie algebra is obtained when one deals with the seond quantisation of a bosoni eld. The
Heisenberg's unertainty relations underly the anonial ommutation relations that will lead to
(2.6), hene the name of Heisenberg algebra.
Let us remark here the dierene between the three-dimensional Heisenberg algebra H3, whih
is a Lie algebra dened by
[p, q] = 1
and the innite-dimensional assoiative algebra A1.
2.1.3 Homomorphisms of Lie algebras
A homomorphism from the Lie algebra g to the Lie algebra h is a linear map φ : g → h whih
preserves the algebrai strutures
[x, y] 7→ φ([x, y]) = [φ(x), φ(y)],∀x, y ∈ g
A bijetive homomorphism is alled an isomorphism. One of the fundamental goals in Lie algebra
theory is the lassiation of Lie algebras up to isomorphism.
A homomorphism φ : g → g of a Lie algebra to itself is alled an endomorphism and a isomor-
phism from a Lie algebra to itself is alled an automorphism.
2.2 Struture of Lie algebras
2.2.1 Solvable Lie algebras
For further use, for any subsets g1, g2 of a Lie algebra g let us introdue the notation
[g1, g2] =< [x, y] : x ∈ g1, y ∈ g2 > .
whih orresponds to the subalgebra of generated by the brakets [x, y].
An abelian Lie algebra is a Lie algebra whih satises [g, g] = {0}.
The derived algebra g′, is dened as the set:
g′ = [g, g] (2.7)
i.e. the set of all linear ombinations of brakets of elements of g.
By indution one denes the upper entral series:
g(i) = [g(i−1), g(i−1)] (2.8)
with g(1) = g′. If this series ends up with {0}, then one alls g a solvable Lie algebra.
Similarly one denes the lower entral series:
g(i) = [g, g(i−1)] (2.9)
with g(1) = g
′
. If this series up ends with {0}, then one alls g a nilpotent Lie algebra.
One should remark that abelianity implies nilpoteny and nilpoteny implies solvability. More-
over, the derived algebra of a solvable algebra is nilpotent.
Before ending this subsetion, let us also remark that the solvable nite-dimensional Lie algebras
form a ontinuous family of algebras. Indeed, the set of nilpotent Lie algebras of dimension < 7
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is disrete and the set of nilpotent Lie algebras of dimension ≥ 7 is ontinuous. We will prove in
the next hapter that if one imposes for suh a nite-dimensional Lie algebra the ondition of being
realisable in the Weyl algebra, only a disrete set fulls this ondition.
For further referenes of nilpotent Lie algebras, one may onsult the book [9℄ of M. Goze and
Y. Khakimdjanov.
2.2.2 Semi-simple and redutive Lie algebras
A subspae h j g of a Lie algebra g whih itself is a Lie algebra with respet to the Lie braket of
g is a Lie subalgebra of g.
An invariant subalgebra (ideal) is a subalgebra suh that the ommutator of any of its elements
with any element of g is in the subalgebra.
A proper ideal is an ideal that is neither equal to {0} nor to g itself.
A simple Lie algebra is a non-abelian Lie algebra whih ontains no proper ideals. A semi-
simple Lie algebra is a diret sum of simple Lie algebras. A redutive Lie algebra is a diret sum of
semi-simple and abelian Lie algebras.
An arbitrary Lie algebra g has a semi-diret sum struture g = s⋉ r, with s a semi-simple Lie
algebra and r a solvable Lie algebra, i.e.
[s, s] ⊂ s, [s, r] ⊂ r, [r, r] ⊂ r.
The ideal r is the radial of g, i.e. the unique maximal solvable ideal of g. This result is known as
Levi-Malev's deomposition theorem.
Let g be a semi-simple Lie algebra. Then a maximal abelian subalgebra h suh that, for any
H ∈ h,
ad(H) : g→ g, ad(H)(x) = [H,x],∀x ∈ g
is diagonalisable, is alled a Cartan subalgebra of g.
All Cartan subalgebras are of the same dimension and this integer is alled the rank of g1.
The Cartan subalgebra of a semi-simple Lie algebra is not unique. Nevertheless, these Cartan
subalgebra are all related by automorphisms of g.
Let g be a simple omplex Lie algebra of dimension n and rank r. Let h be a Cartan subalgebra of
g with basis of generators {H1, . . . ,Hr}. One an then omplete a basis of g 2 with n− r generators
Eα suh that
[Hi, Eα] = λ
i
αEα, (2.10)
(i.e. the n− r generators Eα are simultaneous eigenvetors of Hi with eigenvalues λiα).
The r−dimensional vetor λα = (λ1α, ..., λrα) is alled the (root) vetor assoiated to the generator
Eα (for any α). The set of all roots of g is alled the root system of g.
As g is spanned by elements satisfying (2.10), one has
g = h⊕α gα, where gα = {x ∈ g|[Hi, x] = λiαx, for all i = 1, . . . , r}.
The mirale of root theory is that, inside the root system there exist a basis of simple roots
λ1, . . . , λr suh that any root λ an be written as a linear ombination λ =
∑r
i=1 γiλi, with all the
oeients γi positive (one then speaks about (positive roots) or negative (one then speaks about
1
When one has a physial system for whih the innitesimal symmetries are desribed by g, the rank of g is the
maximal number of quantum numbers whih an be used to label the states of the system.
2
This is a onsequene of the Cartan theorem, see for example [4℄ or [5℄.
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negative roots). The simple roots themselves are positive roots whih annot be written as a sum
of positive roots with positive oeients.
We denote by n+ the spae of vetors assoiated to positive roots and by n− the spae of vetors
assoiated to negative roots. The deomposition (as sum of vetor spae)
g = n− ⊕ h⊕ n+
is alled the Borel deomposition or triangular deomposition (sometimes also alled the Cartan
deomposition or the Gauss deomposition).
The subalgebras b = h⊕n± are alled Borel subalgebras of g; they are maximal solvable subalgebras
of g.
By Cartan theorem, for a simple omplex Lie algebra, one has a partiular basis whih allows
to write the ommutation relations in a simplied manner for dierent types of alulations, the
Cartan-Weyl basis.
2.2.3 On the lassiation of simple Lie algebras
The nite-dimensional simple omplex Lie algebras were lassied in the nineteenth entury by E.
Cartan: there are four innite series and in additional ve exeptional algebras. The series are:
Ar ≈ sl(r + 1), (r ≥ 1)
Br ≈ sp(2r), (r ≥ 3)
Cr ≈ so(2r + 1), (r ≥ 2)
Dr ≈ so(2r) (r ≥ 4) (2.11)
where r is the rank of the Lie algebra.
The ve additional exeptional algebras are
E6, E7, E8, G2, F4.
They play a speial role in today's theoretial physis (see for example [10, 11℄).
There is a similar but more ompliated lassiation of nite-dimensional simple real Lie alge-
bras.
Before ending this subsetion, let us also remark that the simple omplex nite-dimensional Lie
algebras form a disreet family of algebras. We will prove in the next hapter, that if one imposes
for suh a Lie algebra to be realised in the Weyl algebra, only a disrete set of points amongst this
family an full this ondition.
2.3 Lie algebras and partile physis
Of ruial interest in nowadays fundamental physis are the real Lie algebras so(1, 3) (the Lorentz
algebra), dened by (2.12), and the Poinaré algebra, dened by (2.14). This partiular interest
omes from the fat that these Lie algebras regroup the symmetries of 4−dimensional spae-time.
The Lorentz algebra groups the generators of rotations and boost; the Poinaré algebra adds the
generators of spae-time translations, thus ompleting the frame of spae-time symmetries.
Before this, we dene another notion of speial importane for the study of Lie algebras, the
Casimir operators.
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Let g be a Lie algebra, g⊗ =
⊕∞
n=0 g
⊗n =
⊕∞
n=0
(⊗n
j=1 g
)
be the tensor algebra over g and I
the ideal of g⊗ generated by [x, y]− (x⊗y−y⊗x), where x, y ∈ g. The universal enveloping algebra
U(g) is the quotient g⊗/I .
A Casimir operator C of a Lie algebra g is an operator onstruted the universal enveloping
algebra of g, and whih is g−invariant, that is
[C, x] = 0 ∀x ∈ g.
where the braket in the universal enveloping algebra is dened as [A,B] = AB −BA.
From a physial point of view, the Casimir operators have a speial importane beause they
allow to endow the partiles of some multiplet with general properties as we will see in this setion.
Example: the only Casimir operator of the Lie algebra dened by (2.4) is
J2 =
3∑
i=1
J2i .
2.3.1 The Lorentz algebra
This Lie algebra is generated by six independent generators Lmn = −Lnm (m,n = 0, . . . , 3), thus
taken to be L01, L02, L03, L12, L13, L23, subjet to the following ommutation relations:
[Lmn, Lpq] = ηnqLpm − ηmqLpn + ηnpLmq − ηmpLnq, (2.12)
where ηmn = η
mn
is the metri diag(1,−1,−1,−1). As usual, the metri matrix is used to raise or
lower the indies Lmn = ηmpηnqLpq et. If we dene a hange of basis
Ji =
1
2
εijkL
jk,
Ki = L0i, with i, j, k = 1, 2, 3,
the ommutation relations (2.12) write, in this new basis,
[Ji, Jj ] = εijkJk,
[Ji,Kj ] = εijkKk,
[Ki,Kj ] = −εijkJk, with i, j, k = 1, 2, 3.
The Casimir operators are
C1 =
1
2
LmnLmn =
−→
J 2 −−→K2,
C2 =
1
2
εmnpqL
mnLpq = 2
−→
J · −→K. (2.13)
2.3.2 The Poinaré algebra
As already mentioned above, this Lie algebra regroups the symmetries of spae-time. Algebraially
speaking, it is the semi-diret sum of the Lorentz algebra so(1, 3) and the abelian algebra spanned
by the momenta Pm (m = 0, . . . , 3). Thus, the Poinaré algebra is not semi-simple nor even a
16
2  Lie algebras and Lie superalgebras. A brief overview
redutive Lie algebra. It is generated by ten independent generators: the six Lorentz generators
Lmn and the four translation generators Pm, subjet to the following ommutation relations
[Lmn, Pp] = ηnpPm − ηmpPn,
[Pm, Pn] = 0. (2.14)
A realisation by polynomial oeients dierential operators ating on variables xm (m = 0, ..3),
the spae-time oordinates, is given by
Pm = ∂m,
Mmn = xm∂n − xn∂m, (2.15)
where we use the standard notations ∂m =
∂
∂xm and ∂
m = ∂∂xm .
The Casimir operators are
P 2 = PmP
m
(2.16)
W 2 = WmW
m, with Wm =
1
2
εmnpqPnMpq (the Pauli-Lubanski vetor).
Their eigenvalues are related to the mass and resp. the spin. Thus, if one has suh Casimir operators,
then the partiles assoiated to some representation have have the same mass and spin.
2.4 Representations of Lie algebras
2.4.1 Denition
A representation of a Lie algebra g on a vetor spae V , alled the representation spae, is a map
R : g→ End(V )
whih satises
R(x) ◦R(y)−R(y) ◦R(x) = R([x, y]) ∀x, y ∈ g
(◦ signifying the omposition of operators).
If R is injetive, then it is alled a faithful representation. A representation R is alled irreduible
if there are no invariant subspaes of the representation spae V exept the trivial ones.
When V is a omplex (resp. real) vetor spae, we speak of a omplex (respetively real) repre-
sentation.
The dimension of the representation is the dimension of the representation spae seen as a vetor
spae over the base eld.
Sine R(x) is a linear appliation we an represent it by its matrix. Therefore, one an see a
representation as the proess of assoiating to any element of the Lie algebra a matrix, in suh a
way that the ommutation law of g is reprodued. The dimension of the representation is exatly
the size of the matries.
The basi example of a representation of a Lie algebra is the adjoint representation given by
x 7→ ad(x), ad(x) : g→ g, ad(x)(y) = [x, y],∀y ∈ g. (2.17)
In this example the Lie algebra ats on itself and thus the dimension of the algebra is the same as
the dimension of the representation. However, in general, this is not the ase, the dimension of a
representation is dierent from the dimension of the Lie algebra g.
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An important result in the theory of representations of Lie algebra is the Ado theorem, whih
states that any nite-dimensional Lie algebra g over the eld K = R or C has a faithful nite-
dimensional representation on some vetor spae V . However, the dimension of V is not speied.
If dimV = dim g, then the Lie algebra g is alled an ane algebra.
2.4.2 Weights and highest weight representations for sl(2)
Among the representations of sl(2), the highest weight representations form a partiular interesting
sublass. The main reason for this is that any nite-dimensional representation of a simple Lie
algebra belongs to this sublass.
Let Λ ∈ N∗ and VΛ be the vetor spae of dimension Λ + 1 and basis {v−Λ, v−Λ+2, . . . , vΛ}.
We denote here any vetor vλ by |λ >. We dene the nite-dimensional irreduible representation
DΛ : sl(2)→ End(VΛ) by
DΛ(J0)|Λ >= Λ|Λ >, DΛ(J+)|Λ >= |0 >, DΛ(J−)|Λ >=
√
Λ|Λ− 2 > . (2.18)
whih will allow us to obtain the ation of the generator on any vetor vλ. The number Λ is alled
the highest weight of the representation spae. The number j = Λ2 is the spin of the representation
DΛ
3
. Up to multipliation with a non-zero number, the vetor |Λ >∈ VΛ is unique; one refers to it
as the highest weight vetor of the representation.
One sees that the appliation of the lowering operator J− gives another vetor, |Λ−2 >; it also is
a J0 eigenvetor, with eigenvalue (or weight), Λ−2. All other elements of VΛ whih are eigenvetors
of J0 an similarly be obtained by appliations of the lowering operator J− on the highest weight
vetor |Λ >. Eah appliation of the generator hanges the weight by 2.
As a vetor spae, VΛ is written as the diret sum of one-dimensional vetor spae spanned by
any vetor |λ >, VΛ =
⊕
Vλ, with λ = −Λ,−Λ+ 2, . . . ,Λ.
2.5 Contrations and deformations of Lie algebras
The notions of ontrations and deformations of algebras are intimately related, as we will see
in this setion for the ase of Lie algebras. The physial interest stems from the need to relate,
in a meaningful way, the symmetries of dierent systems and thus to bring the orresponding
phenomena to a ommon understanding. In [12℄, I. E. Segal argued about the notion of ontration
from the viewpoint of physial bakground: if two theories (like for example relativisti and lassial
mehanis) are related by a limiting proess, then the assoiated invariane groups (like the Poinaré
and Galilei groups) should also be related by some limiting proess.
From the viewpoint of physial interest the study of deformations is of speial importane sine
it allows to nd all Lie algebras whih an be ontrated into a given Lie algebra g. Indeed, these
Lie algebras have to be looked for between the deformations of g.
The loal study of the variety of Lie algebra multipliation on C
n
is essentially based here on
the notion of perturbation of a given point of this variety.
2.5.1 Contrations
Let {Xi : i = 1, . . . , n} be a basis of Kn (K = R or C) and onsider a Lie algebra multipliation µ0
dened by
µ0(Xi,Xj) = C
k
ijXk.
3
is ommonly done in the treatment of angular momentum in non-relativisti quantum mehanis
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Let (fn)n≥1 be a sequene of automorphisms of Kn and dene the Lie braket
µn(Xi,Xj) = f
−1
n (µ0(fn(Xi), fn(Xj))).
This multipliation is isomorphi to µ0. Note that one may denote this by
µn = f
−1
n ◦ µ0 ◦ fn × fn.
If, for any ouple (Xi,Xj) the limit limn→∞µn(Xi,Xj) exists, the braket µ dened by
µ(Xi,Xj) = limn→∞µn(Xi,Xj)
is a Lie algebra braket alled ontration of µ0. On the other hand, if n is suiently large, one
an onsider µn as a deformation of the ontrated Lie algebra braket µ.
Let us now give a basi example of Lie algebra ontration whih presents physial interest.
(This is atually an example of a Inönü-Wigner ontration.)
Example: Consider the Lie algebra so(3), whose Lie brakets are
[X1,X2] = X3, [X2,X3] = X1, [X3,X1] = X2.
Dene now the automorphism of R
3
given by
X˜1 = εX1, X˜2 = εX2, X˜3 = X3, (2.19)
with ε 6= 0. Then, taking the limit ε→ 0, one obtains the Lie algebra of the Eulidean group E(2)
in two dimensions (one rotation and two translations):
[X˜1, X˜2] = 0, [X˜3, X˜1] = X˜2, [X˜3, X˜2] = X˜1.
Other examples of speial importane in fundamental physis are the ontration of the de Sitter
algebra so(1, 4) to the Poinaré algebra or the ontration of the Poinaré algebra to the Galilei
algebra.
The general notion of ontration introdued above was partiularised in order to suit better
physis issues. The most frequently used in physis literature is the Inönü-Wigner ontration [13℄.
2.5.2 Inönü-Wigner ontrations
Let (fε)ε∈K∗ be a one-parameter family of automorphisms of Kn of the form
fε = f1 + εf2
where f1 is singular, f2 is regular and ε ≈ 0.
We assume that, in an appropriate basis of K
n
, f redues to
f1 =
(
1r 0
0 0
)
, f2 =
(
V 0
0 1n−r
)
(2.20)
where rk(f1) = rk(V ) = r. Notie that one an often write f under this form; however this is not
always possible.
Let µ0 be a Lie algebra braket on K
n
and let Ckij be the struture onstants of µ0 in the xed
basis Xi (i = 1, . . . , n). The appliation µε = f
−1
ε ◦ µ0 ◦ fε× fε admits a limit if Ckij = 0 for i, j ≤ r
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and k ≥ r + 1. For this to be realised it is neessary that the appliation µ0 restrited to the
subspae of K
r
generated by the vetors X1, . . . ,Xr is a Lie braket. Let us denote this Lie braket
(of dimension r) by φ. Thus, the Inönü-Wigner ontration µ1 of µ0 dened by
µ1 = limε→0f−1ε ◦ µ0 ◦ fε × fε
is isomorphi to the semi-diret produt φ ⋉ 0n−r, where 0n−r stands for the trivial braket orre-
sponding to the abelian struture on K
n−r
.
Thus, the Inönü-Wigner ontration allows to ontrat a given Lie braket to a braket related
to a subalgebra.
As already mentioned the example of Lie algebra ontrations above are Inönü-Wigner ontra-
tions, where for the basis X3,X1,X2 we take f1 =

1 0 00 0 0
0 0 0


and f2 =

1 0 00 1 0
0 0 1


, whih, to
satisfy ondition (2.20), is taken to be slightly dierent of (2.19) but nevertheless leads to the same
ontration.
2.5.3 The Saletan and Lévy-Nahas ontrations
As stated before, the Inönü-Wigner ontrations represent a partiular ase of Lie algebra ontra-
tions. Let us now give a generalisation, namely the Saletan ontrations [14℄. They also onsider an
automorphism of K
n
of the form fε = f1 + εf2 with f2 regular and ε ≈ 0. Nevertheless, f1 and f2
do not neessary write as in (2.20). One suppose that for these automorphisms there exists g suh
that
fε = ε1 + (1− ε)g
Obviously this type of ontration also an still be extended to more general denitions.
The Lévy-Nahas ontrations [15℄ represent a rst generalisation of the Saletan ontrations or
a seond generalisation of the Inönü-Wigner ontrations. The automorphism f is given by
fε = εf1 + ε
2f2
where the appliations f1 and f2 satisfy the hypothesis of the Saletan ontrations. The dierene
ompared to the Inönü-Wigner or Saletan ontrations is obvious, sine in the automorphism fε one
now has the oeient ε2.
An interesting example of suh a ontration is given by the ontration of the so(3) Lie algebra
to the three-dimensional Heisenberg algebra H3. Indeed, onsider µ0, the Lie braket µ1 of so(3)
dened by
µ0(X1,X2) = X3, µ0(X2,X3) = X1, µ0(X3,X1) = X2.
Let fε the automorphisms of K
3
dened by
f(X1) = ε
2X1, f(X2) = εX2, f(X3) = εX3.
The braket f−1ε ◦ µ0 ◦ fε × fε admits as a limit (ε→ 0) the Lie braket of H3
µ1(X1,X2) = 0, µ1(X2,X3) = X1, µ1(X3,X1) = 0.
Moreover, one might onsider to extend this to automorphisms of type
f = εf1 + ε
2f2 + · · ·+ εnfn,
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or, formally, even to
f = εf1 + ε
2f2 + · · ·+ εnfn + . . . .
In [16℄, E. Weimar-Woods proves that any ontration is equivalent to a ontration dened by
the family (fε)ε∈K∗ of automorphisms of Kn whih are diagonal with respet to some basis of V and
given in terms of integer powers of the parameter ε. This means that, in a hosen basis, fε = e
ijfj
(with ij ∈ Z) where all the fi are diagonal, with the elements of the diagonal equal to 0 or 1. In
[17℄ she obtains all ontrations of the real three-dimensional Lie algebras.
2.5.4 A general denition of ontrations
We have seen in the previous subsetions dierent denition of ontrations. Nevertheless, none of
them orresponds to a topologial notion.
Indeed, let Ln be the set of all Lie algebra multipliations on Kn. If one xes a basis of Kn,
say {X1, . . . ,Xn}, a Lie braket identies itself to the struture onstants Ckij . In Ln the set {Ckij}
satises the Jaobi identity
CkijC
m
kl + C
k
liC
m
kj + C
k
jlC
m
ki = 0.
One thus has an algebrai variety. If µ0 is a Lie braket from L
n
, the set of isomorph Lie brakets is
denoted by Oµ0 ⊆ Ln. Partiularly, if (fε)ε∈K∗ is a family of automorphisms of Kn, the Lie brakets
f−1ε ◦ µε ◦ fε × fε
belong to Oµ0 . Thus, a ontration limε→0f−1ε ◦µε ◦fε×fε is a point of adherene (for the topology
of the variety where the losed sets are desribed by polynomial equations). We all a (topologial)
ontration of µ0 any point of adherene of O(µ0) in Ln.
All the ontrations dened above are partiular ases of this denition. For n ≥ 5 there exists
topologial ontrations whih do not write as limε→0f−1ε ◦ µε ◦ fε × fε [18℄.
2.5.5 Deformations
In this subsetion we briey overview the notion of deformations of Lie algebra as it has been
desribed by M. Gerstenhaber in [19℄. For the sake of ompleteness we also mention the Nijenhuis-
Rihardson deformations [20℄. This notion is in some sense reiproal to the notion of ontration
of the previous subsetions.
The deformations of Gerstenhaber
Let µ0 be a Lie braket on K
n
(K = R or C). A deformation of µ0 is a Lie braket on K
n
dened by
µt(X1,X2) = µ0(X1,X2) + tF1(X1,X2) + t
2F2(X1,X2) + . . .
where Fi are bilinear appliations. One an hek that the Jaobi identity is satised by µt i the
maps fi satisfy the equations:∑
σ∈S3
∑
p + q = r
r = 0, 1, . . .
Fq(Fp(Xσ(1),Xσ(2)),Xσ(3)) + Fp(Fq(Xσ(1),Xσ(2)),Xσ(3)) = 0, for any r (2.21)
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where we put F0 = µ0. In partiular, for n = 1 one gets a ondition for F1∑
σ∈S3
F1(F0(Xσ(1),Xσ(2)),Xσ(3)) + F0(F1(Xσ(1),Xσ(2)),Xσ(3)) = 0. (2.22)
Thus, a neessary ondition for µt to satisfy the Jaobi identity is (2.22). It is this observation that
will lead to the study of A. Nijenhuis and R. W. Rihardson.
As an example of deformation isomorphi to µ0 let us give the trivial deformation
µt = φ
−1
t (µ0(φt, φt))
with φ(t) is an automorphism of Kn given by
φt = Id + tγ1 + t
2γ2 + . . .
where the γi are any linear appliations.
In [15℄, M. Lévy-Nahas determines all possible deformations for the three-dimensional real Lie
algebra.
The deformations of Nijenhuis-Rihardson
To avoid the formal framework of [19℄, A. Nijenhuis and R. W. Rihardson work in the algebrai
frame of the variety of Lie brakets over K
n
parametrised by the struture onstants in a given
basis. If the series µt gives a Lie multipliation isomorphi to µ0, then it exists f ∈ gl(n,C) suh
that F1(X1,X2) = µ0(f(X1),X2) + µ0(X1, f(X2))− f(µ0(X1,X2)). This allows to dene a riteria
suh that all deformations of a given Lie multipliation are isomorphi to the original multipliation.
Suh a multipliation is alled rigid.
2.6 Lie superalgebras
In this setion we reall the denition and some underlying properties of Lie superalgebras, whih
appear as some natural extension of Lie algebras. To the symmetries desribed by the ommutation
relations of a Lie algebra, bosoni symmetries, one might add a dierent type of symmetries, the
fermioni symmetries. For these, the mathematial relation to be used is the antiommutation.
Thus, one obtains Lie superalgebras; this is the mathematial struture that underlies SUSY, as we
will see in subsetion 5.1.2. As general referene for this setion, one an onsult for example [5℄.
2.6.1 Denitions
Let A be an algebra over a eld K (K = R or C) with internal laws + and ∗. A is alled a superalgebra
or a Z2-graded algebra (with respet to the produt law ∗) if it an be written as a diret sum of
two vetor spaes A = A0¯ ⊕A1¯, suh that
Ai ∗Aj ⊆ Ai+j , for any i, j ∈ Z2.
An element x ∈ A0¯ is said to be of degree 0 (deg x = 0) and an element y ∈ A1¯ is said to be of
degree 1 (deg y = 1).
For an (assoiative or not) superalgebra, one denes a new operation, the superbraket or su-
perommutator as
[x, y] = x ∗ y − (−1)degx degyy ∗ x. (2.23)
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A Lie superalgebra A over a eld K is a Z2-graded vetor spae A = A0¯⊕A1¯ with a superbraket
[., .] satisfying:
1. [Ai, Aj ]⊆ Ai+j ;
2. [x1, x2] = (−1)degx1 degx2 [x2, x1], for any x1, x2 ∈ A;
3.
(−1)degx1 degx3 [x1, [x2, x3]] + (−1)degx2 degx1 [x2, [x3, x1]] + (−1)degx3 degx3 [x3, [x1, x2]] = 0,
(2.24)
for any x1, x2, x3 ∈ A. These identities are known as the super Jaobi identities.
We all A0¯, the 0-graded part, the bosoni setor, its generators Bm bosoni generators and
we all A1¯, the 1-graded part, the fermioni setor, its generators Fα, fermioni generators. It is
ustomary to use the ommutator symbol [., .] for the produt of a bosoni generator with anything
and the antiommutator symbol {., .} for the produt of two fermioni generators.
With this standard notation the equations:
[Bm, Bn] = f
p
mnBp,
[Bm, Fα] = (Rm)
β
α Fβ,
{Fα, Fβ} = S mαβBm
dene the struture onstants f pmn, (Rm)
β
α , S mαβ of the Lie superalgebra.
The super Jaobi identities (2.24) take their more familiar form:
[[Bm, Bn] , Bp] + [[Bp, Bm] , Bn] + [[Bn, Bp] , Bm] = 0
[[Fα, Bm] , Bn] + [[Bn, Fα] , Bm] + [[Bm, Bn] , Fα] = 0
[{Fα, Fβ}, Bm] + {[Bm, Fα] , Fβ} − {[Fβ, Bm] , Fα} = 0
[{Fα, Fβ}, Fγ ] + [{Fγ , Fα}, Fβ ] + [{Fβ , Fγ}, Fα] = 0. (2.25)
2.6.2 Example of Lie superalgebra: the supersymmetry algebra
The most ommon example of a real superalgebra is the SUSY algebra; we give here the simplest
of the SUSY algebras, namely for N = 1 and without any entral harges. Its bosoni setor is the
Poinaré algebra, generated by Lmn = −Lnm and Pp (with m,n, p = 0, ..., 3); its fermioni setor
is generated by the superharges Qα, a two-omponent left-handed (LH) Weyl spinor, and Q¯α˙, a
two-omponent right-handed (RH) Weyl spinor (the undotted - α, β and the dotted α˙, β˙ indies an
take the values 1 and 2 -the two omponent notation)). Thus, the SUSY algebra writes
[Qα, Pm] = 0 = [Q¯α˙, Pm],
[Qα, Lmn] =
1
2
(σmn)
β
α Qβ
[
Q¯α˙, Lmn
]
=
1
2
Q¯β˙(σ¯mn)
β˙
α˙,
{Qα, Qβ} = 0 = {Q¯α˙, Q¯β˙},
{Qα, Q¯β˙} = 2(σm)αβ˙Pm, (2.26)
where σm = (1, σi) are the usual Pauli matries, σ¯m = (1,−σi) and σmn = 12(σmσ¯n − σnσ¯m),
σ¯mn =
1
2(σ¯mσn − σ¯nσm).
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2.6.3 Representations of Lie superalgebras
Let A = A0¯ ⊕A1¯ be a lassial Lie superalgebra. Let V = V0¯⊕ V1¯ be a Z2-graded vetor spae and
onsider the superalgebra EndV = End0¯V ⊕ End1¯V of endomorphisms of V .
A linear representation R of A is a homomorphism of A into EndV , that is
R(αx+ βy) = αR(x) + βR(y),
R([x, y]) = [R(x), R(y)], (2.27)
R(A0¯) ⊆ End0¯V, R(A1¯) ⊆ End1¯V, for any α, β ∈ K, x, y ∈ A.
A partiular representation is the adjoint representation, whih, for any x ∈ A is dened as
ad(x) : A→ A, y 7→ [x, y]. (2.28)
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Chapter 3
Finite-dimensional Lie subalgebras of the
Weyl algebra A1
Let n ∈ N∗. We denote by An the assoiative algebra on C generated by 2n operators pi, qi,
i = 1, . . . , n subjet to the relations
piqj − qjpi = δji ,
pipj − pjpi = 0 = qiqj − qjqi, i, j = 1, . . . , n, i 6= j. (3.1)
We will also denote by A0 the ommutative assoiative algebra of polynomials in two variables:
A0 = C[x, y]. In this hapter, we onsider the Weyl algebra A1 whih has been investigated ex-
tensively in mathematis and physis. Several studies of A1 onsist in generalising, for example in
terms of representations, some properties of A0.
The main question we address is to nd (up to isomorphism) all nite-dimensional Lie algebras
whih an be realised in A1. Sine the generators p and q are atually the anonial variables of
quantum mehanis, this question is of speial importane in the framework of group theoretial
symmetry studying. The problem an be stated as follows: given an arbitrary nite-dimensional Lie
algebra g, determine whether or not its generators an be realised as polynomials in the anonial
operators p and q. An example of speial importane for partile physis is the realisation (2.15) of
the Poinaré algebra in A4.
This question and losely related issues have been studied in dierent papers of mathematial
physis. In the seminal artile [21℄, J. Dixmier started a systemati analysis of the struture of A1.
In [22℄, A. Simoni and F. Zaaria proved that a neessary ondition for a omplex semi-simple Lie
algebra of rank l to be realised in An is l ≤ n. Thus, the only omplex semi-simple Lie algebra
whih an be realised in A1 is sl(2). The realisations of sl(2) in A1 are not lassied to this day.
Nevertheless, an important property was proved by A. Joseph in [23℄, where he showed that the
spetrum of the realisation in A1 of suitably normalised semi-simple elements is either Z or 2Z.
Of speial importane for our present work is another result of [23℄, namely the lassiation (up
to an automorphism of A1) of the realisations of sl(2) for whih the realisation of the standard
semi-simple element e0 is, in the Weyl algebra sense, stritly semi-simple (a notion rst introdued
by J. Dixmier in [21℄, see also subsetion 3.1.1 here). We denote this family of realisations by F .
The main result of this hapter is to nd all nite-dimensional Lie algebras that an be realised
as subalgebras of A1. We rst treat the ase of non-solvable Lie algebras and then, the more
diult ase of solvable Lie algebras. Furthermore, the lassiation theorem then allows us to nd
all nite-dimensional Lie algebras whih an be realised as subalgebras of Der(A1).
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In subsequent setions we analyse ertain realisations of sl(2) in A1 and, after an expliit proof
of the lassiation theorem that gives the family F , we then analyse F in more detail: equivalenes
of its elements under the ation of the groups Aut(A1) and Aut(A1)×Aut(sl(2)) are given. We then
fous on the orbit of F under Aut(A1) ×Aut(sl(2)), for whih we give several haraterisations in
terms of the Dixmier partition; normal forms are obtained. Furthermore, we alulate the isotropy
of the normal forms under the ation of the group Aut(A1) × Aut(sl(2)). Finally, for the sake
of ompleteness, we give expliit formulae for realisations of sl(2) not in the orbit of F under
Aut(A1)×Aut(sl(2)).
This hapter is strutured as follows: in the rst setion we reall some basi properties of the
Weyl algebra and some existing results on realisations of sl(2) in A1. The seond setion is devoted
to the lassiation of nite-dimensional Lie algebras whih an be realised in A1. This allows us to
obtain in the third setion all nite-dimensional Lie algebras whih an be realised as subalgebras
of Der(A1). The fourth setion of this hapter analyses the family F in more detail. In the last
setion we disuss some perspetives for future work.
If, as already stated, the rst setion of this hapter realls existing results on the Weyl algebra,
the rest of the setion are new results obtained in [1℄.
Throughout this hapter all Lie algebras will be omplex unless otherwise stated.
3.1 Summary of properties of A1 and some known results
3.1.1 Basi properties of A1; the Dixmier partition
We give here a list of properties of A1 whih will be needed in the sequel:
P1 The elements {piqj : i, j ∈ N} onstitute a basis of A1; the entre ZA1 of A1 is equal to C and
the salars are the only invertible elements.
P2 All derivations of A1 are inner derivations.
P3 The algebra A1 satises the ommutative entraliser ondition (): the entraliser of any
element in A1 \ ZA1 is a ommutative subalgebra (see [24℄ and [21℄).
P4 For i ∈ N and j ∈ N∗ we have
[p, piqj] = jpiqj−1, [q, piqj] = −ipi−1qj. (3.2)
P5 One has (see Theorem XIV of [25℄ and page 213 of [21℄)
pnqn = pq(pq + 1)(pq + 2) . . . (pq + n− 1) for all n ∈ N, (3.3)
[pℓ, qj ] =
min(j,ℓ)∑
r=1
(−1)r+1r!CrjCrℓ pℓ−rqj−r, for any j, ℓ ∈ N. (3.4)
A useful onsequene of (3.3) is that
[pjqj, pkqk] = [pjqj, (pq)k] = 0, for any j, k ∈ N.
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P6 Two elements p′, q′ ∈ A1 satisfying [p′, q′] = 1 uniquely dene an algebra homomorphism from
A1 to itself and onversely, given an homomorphism α : A1 → A1 we have [α(p), α(q)] = 1.
In [21℄, J. Dixmier onjetured that an algebra homomorphism of A1 is invertible and thus in
fat an automorphism. This onjeture - Dixmier's problem 1 - is still undeided.
P7 If n ∈ N, then ad(pn+1) : A1 → A1 given by ad(pn+1)(a) = [pn+1, a] for any a ∈ A1
is loally nilpotent, i.e., for eah a ∈ A1, there exists an N ∈ N (depending on a) suh
that adN (pn+1)(a) = 0. For λ ∈ C one an then dene Φn,λ : A1 → A1 by Φn,λ(a) =∑N
k=0
( λ
n+1
ad(pn+1))k
k! (a) = exp(
λ
n+1ad(p
n+1))(a) and this is the unique automorphism of A1
suh that
Φn,λ(p) = p, Φn,λ(q) = q + λp
n. (3.5)
One denes Φ′n,λ = exp(− λn+1ad(qn+1)) similarly and shows that it is the unique automor-
phism of A1 suh that
Φ′n,λ(q) = q, Φ
′
n,λ(p) = p+ λq
n. (3.6)
The group of automorphisms of A1 is generated by Φn,λ and Φ
′
n,λ [21℄.
The Dixmier partition: Let a ∈ A1 be arbitrary. Set
C(a) =
{
y ∈ A1 : ad(a)(y) = 0
}
,
D(a) =
〈
y ∈ A1 : ad(a)(y) = λy for some λ ∈ C
〉
,
N(a) =
{
y ∈ A1 : adm(a)(y) = 0 for some positive integer m
}
.
(3.7)
Note that N(a) ∩D(a) = C(a).
To illustrate these denitions, using P4 and P5, onsider the following examples:
• C(p) = C[p], D(p) = C[p] and N(p) = A1 (see [21℄);
• C(pq2) = C[pq2] = D(pq2) ⊂ N(pq2) but one has for example p ∈ N(pq2) \ C(pq2) and
pi /∈ N(pq2) (hene N(pq2) 6= A1, see [21℄);
• C(pq) = C[pq] = N(pq) but any piqj ∈ D(piqj) (with eigenvalue j − i) and thus D(pq) = A1
(see [21℄);
• C(pq + pq2) = N(pq + pq2) = C[pq + pq2] but for example pq2 ∈ D(pq + pq2) \ C(pq + pq2)
and furthermore D(pq + pq2) 6= A1 (see [21℄);
• C((pq)2) = C[pq] = D((pq)2) = N((pq)2) 6= A1 (see [29℄).
In [21℄, J. Dixmier shows that for all a ∈ A1, either D(a) = C(a) or N(a) = C(a). As a
onsequene he proves the following [21℄
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Theorem 3.1.1 (Dixmier partition) The set A1 \C is a disjoint union of the following non-empty
subsets:
∆1 =
{
a ∈ A1 \ C : D(a) = C(a), N(a) 6= C(a), N(a) = A1
}
∆2 =
{
a ∈ A1 \ C : D(a) = C(a), N(a) 6= C(a), N(a) 6= A1
}
∆3 =
{
a ∈ A1 \ C : D(a) 6= C(a), N(a) = C(a), D(a) = A1
}
∆4 =
{
a ∈ A1 \ C : D(a) 6= C(a), N(a) = C(a), D(a) 6= A1
}
∆5 =
{
a ∈ A1 \ C : D(a) = C(a), N(a) = C(a), C(a) 6= A1
}
.
Note that this partition is stable under the ation of Aut(A1) and multipliation by a non-zero
salar.
Remark 3.1.2 Note that
C =
{
a ∈ A1 : D(a) = C(a), N(a) = C(a), C(a) = A1
}
.
By the above examples,
p ∈ ∆1, pq2 ∈ ∆2, pq ∈ ∆3, pq + pq2 ∈ ∆4, (pq)2 ∈ ∆5.
Elements of ∆1∪∆2 (resp. of ∆1) are said to be nilpotent (resp. stritly nilpotent) and elements
of ∆3 ∪∆4 (resp. of ∆3) are said to be semi-simple (resp. stritly semi-simple). Moreover, one an
lassify, up to an automorphism of A1, the stritly nilpotent and stritly semi-simple elements of
A1 by the following theorem.
Theorem 3.1.3 1. (Theorem 9.1 of [21℄) a ∈ ∆1 i there exists an automorphism α of A1 suh
that α(a) is a polynomial in p.
2. (Theorem 9.2 of [21℄) a ∈ ∆3 i there exists an automorphism α of A1 suh that α(a) =
µpq + ν, for some µ ∈ C∗ and ν ∈ C
Remark 3.1.4 The notions of nilpoteny and semi-simpliity in the Lie algebra sense are linked
with the orresponding notions in the A1 sense. Let x ∈ g \Zg. If ad(x) is diagonalisable then f(x)
is semi-simple and if ad(x) is nilpotent then f(x) is nilpotent. Indeed when ad(x) is diagonalisable,
there exist y ∈ g and λ ∈ C∗ suh that [x, y] = λy and so, f(y) ∈ D(f(x)) and f(y) /∈ C(f(x)).
Hene f(x) is semi-simple. Similar onsiderations hold for the nilpotent ase.
Remark 3.1.5 Reall that in general, in a semi-simple Lie algebra any element writes as the sum
of a nilpotent and a semi-simple element. For the partiular ase of sl(2), any element is either
nilpotent or semi-simple.
3.1.2 Some known results on realisations of sl(2) in A1
We now onsider the problem of realisations of Lie algebras in A1. We reall some known results
on the lassiation of semi-simple Lie algebras in A1 [22℄ and on the lassiation of realisations
of sl(2) [23℄. For this, we need the following denition
Denition 3.1.6 Let g be a omplex Lie algebra and A be a omplex assoiative algebra. We dene
Ag = {f : Hom(g, A1) : f is injetive and f([a, b]) = f(a)f(b)− f(b)f(a) ∀a, b ∈ A1}.
If Ag 6= ∅ we say that the Lie algebra g an be realised as a Lie subalgebra of A1 and an element of
Ag is alled a realisation of g in A.
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Theorem 3.1.7 Let g be a semi-simple omplex Lie algebra of rank ℓ. Then Agn = ∅ if ℓ > n.
Proofs of this theorem are given in [22℄ (Theorem 3) and [28℄ (Theorem 4.2). The only (up to
an isomorphism) omplex semi-simple Lie algebra that an be realised in the Weyl algebra is thus
sl(2). We give an alternative proof of this result in the next setion (see Theorem 3.2.6); this proof
extends to a larger lass of assoiative algebras (see Remark 3.2.7).
Let us now reall a result of [23℄, where A. Joseph provides a lassiation of a partiular lass
of realisations of sl(2) in A1. For this we need the following denition:
Denition 3.1.8 Three non-zero elements X,Y,H of A1 are alled an sl(2) triplet if they satisfy
the relations:
[H,X] = 2X, [H,Y ] = −2Y, [X,Y ] = H. (3.8)
Proposition 3.1.9 The set A
sl(2)
1 is in bijetion with the set of sl(2) triplets.
Proof: IfX,Y,H is an sl(2) triplet, f : sl(2)→ A1 given by f(e+) = X, f(e−) = Y, f(e0) = H (where
e±, e0 ∈ M2(C) is the standard basis of sl(2), see subsetion 2.1.2) is a Lie algebra homomorphism;
onversely, f(e+), f(e−), f(e0) is an sl(2) triplet if f : sl(2) → A1 is a Lie algebra homomorphism.
QED
By Remark 3.1.4, one has that H is semi-simple (in the Weyl algebra sense), that is
H ∈ ∆3 or H ∈ ∆4.
The realisations of sl(2) for whih H ∈ ∆3 an be lassied (see Theorem 3.1.10). In order to
do this rst note that if H ∈ ∆3 then by Theorem 3.1.3, up to an automorphism of A1, one has
H = µpq + ν.
In fat one shows that µ = ±1 or ±2. If µ < 0 dene α ∈ Aut(A1) by α(p) = q, α(q) = −p. We
have
α(H) = −µpq + µ+ ν
whih means that we an always suppose that µ > 0 (up to an automorphism of A1). Now, A.
Joseph's result is
Theorem 3.1.10 (Lemma 2.4 of [23℄) Let H,X, Y ∈ A1 be an sl(2) triplet and let H = µpq + ν
with µ ∈ CC∗, ν ∈ C. Then:
1. µ = ±1 or µ = ±2.
2. (a) If µ = 1, there exists a ∈ C∗ suh that
X = −1
2
aq2, Y =
1
2
1
a
p2, H = pq − 1
2
(solution I) (3.9)
(denote by faI : sl(2)→ A1 the orresponding Lie algebra homomorphism).
(b) If µ = 2, there exists a ∈ C∗ and b ∈ C suh that either
X = a(b+ pq)q, Y = −1
a
p, H = 2pq + b (solution IIA) (3.10)
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or
X = −1
a
q, Y = ap(b+ pq), H = 2pq + b (solution IIB) (3.11)
(denote by fa,bIIA : sl(2) → A1 and resp. fa,bIIB : sl(2) → A1 the orresponding Lie algebra
homomorphisms).
() if µ = −1 then
A. Joseph further shows that the list above redues, up to an automorphism of A1, to the family
F = (f1I , f1,bIIA, f1,b
′
IIB)b,b′∈C. (3.12)
Moreover the realisations f1,−b−2IIA and f
1,b
IIB are equivalent under the ation of the group Aut(A1)×
Aut(sl(2)) (see Remark 3.4.16).
All these results are stated in [23℄. However, in setion 3.4 expliit proofs are given; furthermore
we will show that F represents normal forms for ertain subsets of Asl(2)1 under the ation of the
group Aut(A1)×Aut(sl(2)).
3.1.3 On A1 matrix representations
Reall that one an think of A1 as a non-ommutative version of C[x, y]. A fundamental dierene
between A1 and C[x, y] is that A1 has no nite-dimensional representations. Indeed, suppose that A1
has a nite-dimensional representation and take P and Q to be n−dimensional matries satisfying
[P,Q] = 1
(where 1 denotes the n−dimensional identity matrix). This implies that Tr[X,Y ] = 0 = Tr(1) = n
whih is a ontradition.
Furthermore, A1 does not have any (left or right) ideal I of nite odimension. Indeed if it did,
the quotient A1/I would be a nite-dimensional representation, ontraditing the previous result.
In [27℄, Y. Berest and G. Wilson generalise the notion of representation to an approximate
n−dimensional representation of A1. This is obtained by replaing the impossible matrix relation
[P,Q] = 1 by
rank([P,Q]− 1) = 0 or 1
where P and Q are n−dimensional matries.
3.2 Classiation theorem for nite-dimensional Lie algebras real-
isable in A1
We saw in the previous setion that the only (up to isomorphism) omplex semi-simple Lie algebra
that an be realised in A1 is sl(2). In this setion we rst give some examples of nite-dimensional
Lie algebras whih an be realised in A1 and then prove that these are the only (up to isomorphism)
Lie algebras with this property.
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3.2.1 Examples of realisations of Lie algebras in A1
E1 Any formulae of Theorem 3.1.10, for example
X = −1
2
q2, Y =
1
2
p2, H = pq − 1
2
denes a realisation of sl(2) in A1.
E2 The elements 1,X, Y,H span a Lie subalgebra of A1 isomorphi to the diret produt sl(2)×C.
E3 The elements 1, p, q span a Lie subalgebra isomorphi to the three dimensional Heisenberg
algebra H3.
E4 The elements 1, p, q,X, Y,H span a Lie subalgebra of A1 isomorphi to a semi-diret produt
sl(2) ⋉H3:
[X, p] = q, [X, q] = 0, [Y, p] = 0, [Y, q] = p.
E5 The elements ai1 , . . . , ain , a ∈ A1 span a Lie algebra isomorphi to the n−dimensional abelian
Lie algebra C
n
.
Remark 3.2.1 A nite-dimensional abelian Lie subalgebra A 6= C of A1 is ontained in its om-
mutant, A′, and this is a maximal abelian subalgebra of A1 (by Corollary 4.4 of [21℄), equal to C(a)
for some a ∈ A1 (Corollary 4.3 of [21℄). Hene the nite-dimensional abelian Lie subalgebras of A1
are obtained as nite-dimensional linear subspaes of maximal abelian subalgebras of A1.
One may address the question: is C(a) = C[a]? This is indeed true for a ∈ ∆3∪∆4 (Theorem 1.2
of [29℄). However it is not always the ase for elements of ∆1∪∆2∪∆5. For example, C(p2) = C[p].
Moreover, we have seen by the previous remark that an abelian Lie algebra (let's say for simpli-
ation of dimension two) is ontained in C(a) for some a ∈ A1. One may also ask whether if, given
any two ommuting elements a1, a2 ∈ A1 there exists an element a ∈ A1 suh that a1 and a2 are
polynomials in a. The answer to this question is no, a ounterexample being given in [28℄:
Proposition 3.2.2 Let a1 = (p
2q)3 − 32(p4q + p2qp2) and a2 = (p2q)2 + 2p2. Then there does not
exist a ∈ A1 suh that a1, a2 ∈ C[a].
Proof: See Appendix A.
Remark 3.2.3 This example does not ontradit Remark 3.2.1. Indeed, {a1, a2} ⊂ C(ai), with
i = 1, 2.
E6 The (n + 1) elements q, 1, p, . . . , pn−1 (n ≥ 2) span a non-abelian nilpotent Lie subalgebra
isomorphi to the liform Lie algebra Ln [30℄. If we set X0 = −q,Xk = 1(n−k)!pn−k, then the
only non-zero ommutation relations are [X0,Xk] = Xk+1 for k = 1, . . . , n − 1. The lower
entral series of this algebra is:
< 1, p, . . . , pn−2 >,< 1, p, . . . , pn−3 >, . . . , < 1 >, {0}.
Note that the nilpoteny index is n−1, whih is the maximum value for a (n+1)−dimensional
nilpotent Lie algebra.
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Remark 3.2.4 H3 ∼= L2.
E7 The (n + 2) elements pq, q, 1, p, . . . , pn−1 span a non-nilpotent solvable Lie subalgebra whose
derived algebra is isomorphi to Ln. If we set h = pq,X0 = −q,Xk = 1(n−k)!pn−k for k =
1, . . . , n then the only non-zero ommutation relations are [h,X0] = X0, [h,Xk] = −(n −
k)Xk, [X0,Xk] = Xk+1 for k = 1, . . . , n − 1. We denote this algebra by L˜n. Furthermore,
L˜n ∼= C⋉ Ln.
E8 The (n + 1) elements pq, pi1 , . . . , pin , where i1, . . . , in are distint positive integers, span a
non-nilpotent solvable Lie subalgebra whose derived algebra is n−dimensional and abelian.
If we set h = pq, Xk = p
ik
for k = 1, . . . , n then the only non-zero ommutation rela-
tions are [h,Xk] = −ikXk. We denote this Lie algebra by rn(i1, . . . , in). It is lear that
rn(iσ(1), . . . , iσ(n)) ∼= rn(i1, . . . , in) for any permutation σ ∈ Sn, that rn(i1, . . . , in) has a non-
trivial entre i one of the indies is zero and that rn(0, i2, . . . , in) ∼= rn−1(i2, . . . , in) × C.
Furthermore rn(i1, . . . , in) ∼= C⋉ Cn.
Remark 3.2.5 Proposition 3.2.2 provides us with another realisation in A1 of r2(2, 3) whih is
obtained by adding pq to a1 and a2.
In the rest of this setion we prove that these Lie algebras are atually the only nite-dimensional
Lie algebras that an be realised in A1. We rstly treat the ase of non-solvable Lie algebras and
then, the more ompliated ase of solvable Lie algebras.
3.2.2 Non-solvable Lie algebras
We rst give our proof that sl(2) is the unique (up to isomorphism) omplex semi-simple Lie algebra
that an be realised in A1. We then nd all redutive Lie algebras whih an be realised in A1. As
already stated in the previous setion, this proof extends to a larger lass of assoiative algebras:
the algebras that satisfy the  (see P3).
Proposition 3.2.6 (i) If g is a semi-simple omplex Lie algebra that an be realised in A1, then
g ∼= sl(2).
(ii) The only non-abelian redutive omplex Lie algebras that an be realised in A1 are isomorphi
to either sl(2) or sl(2)× C.
Proof : (i) The only omplex semi-simple Lie algebra of rank 1 is sl(2); furthermore it an be realised
in A1 (see example E1). Let now g be a omplex semi-simple Lie algebra of rank > 1; we prove
that Ag1 = ∅.
To do this, suppose for ontradition that there exists f ∈ Ag1. Let h ⊂ g be a Cartan subalgebra
and let
g = n− ⊕ h⊕ n+
be the orresponding triangular deomposition for some hoie of simple roots. Let x ∈ n+ be a
non-zero highest root vetor and set X = f(x). The ommutant of x in g, Cg(x), ontains n+.
Consider now the ase when g does not ontain the diret produt of two distint opies of sl(2).
Sine rank(g) > 1 it follows that n+ and hene Cg(x) are not abelian and so C(X) is also not
abelian. By the , X ∈ ZA1 and thus x ∈ Zg. But sine g is semi-simple it has trivial entre and
thus x = 0 whih is a ontradition.
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Let us now treat the ase when g does ontain the diret produt of two distint opies of sl(2),
i.e. g = g1 × g2, where g1 ∼= sl(2) and g2 ∼= sl(2). Take now x ∈ g1 non-zero and set X = f(x).
Hene g2 ⊆ Cg(x) and hene f(g2) ⊆ C(X). But f(g2) is not abelian and so C(X) is also not
abelian. By the , one has as above a ontradition.
(ii): Let g = g1 × z be a redutive omplex Lie algebra where g1 is semi-simple and z is the entre
of g (neither being trivial).
From part (i) one has g1 ∼= sl(2). By example E2, we know that sl(2)×C an be realised in A1.
We now prove that this is atually the only redutive omplex Lie algebra with this property.
Let z be an element of z and set Z = f(z). Then C(Z) ontains f(g1) whih is not abelian and
hene, by the , Z ∈ ZA1 and thus f(z) ⊆ ZA1 = C. Sine C is of dimension 1 the result follows.
QED
Remark 3.2.7 This proof of part (i) remains true if we replae A1 by any algebra A satisfying the
. However it is not lear that there are any realisations of sl(2) at all in an arbitrary algebra
satisfying the . We an arm that if one has a omplex semi-simple Lie algebra of rank > 1,
then it annot be realised in any algebra satisfying the .
The proof of part (ii) up to proving that f(z) ⊆ ZA1 remains true if we replae A1 by A. Note
that a priori the dimension of ZA is arbitrary. One example of suh an algebra is the universal
enveloping algebra U(sl(2)) (for other examples see [26℄)).
To nd all nite-dimensional non-solvable Lie subalgebras we reall the Levi-Malev theorem
(see subsetion 2.2.2) whih states that any nite-dimensional Lie algebra is isomorphi to the diret
produt of a semi-simple Lie algebra with a redutive Lie algebra r (its radial). From part (i) of
Proposition 3.2.6, the semi-simple part is isomorphi to sl(2). Thus, we need to investigate solvable
Lie subalgebras of A1 whih are stable by ad(X), ad(Y ) and ad(H), where X, Y , H are a standard
basis of the semi-simple part.
Denition 3.2.8 (i) An element v ∈ A1 is of weight λ ∈ C if [H, v] = λv.
(ii) The set of elements of weight λ in a linear subspae E ⊆ A1 will be denoted by Eλ.
Lemma 3.2.9 Let X,Y,H be an sl(2) triplet and let l ⊆ A1 be a Lie subalgebra stable under
ad(X), ad(Y ) and ad(H). Suppose there exists v 6= 0 in l of weight λ ∈ C∗ suh that [X, v] = 0.
Then [v, [Y, v]] 6= 0 and is of weight 2λ− 2.
Proof: We suppose for ontradition that [v, [Y, v]] = 0. Then C(v) ontains [Y, v] and X (by
hypothesis). But, using the Jaobi identity, [X, [Y, v]] = [H, v] + [Y, [X, v]] = λv + 0 = λv 6= 0
and therefore C(v) is non-abelian. By the , v ∈ ZA1 and so [H, v] = 0 whih is a ontradition.
Hene, [v, [Y, v]] 6= 0. Sine v is of weight λ ([H, v] = λv) then [Y, v] is of weight λ − 2 and then
[v, [Y, v]] is of weight 2λ− 2. QED
Proposition 3.2.10 Let X,Y,H be an sl(2) triplet.
(i) Let l ⊆ A1 be a nite-dimensional Lie subalgebra stable under ad(X), ad(Y ) and ad(H). Then
lλ = {0} for |λ| > 2.
(ii) Let r ⊆ A1 be a nite-dimensional solvable Lie subalgebra stable under ad(X), ad(Y ) and ad(H).
Then rλ = {0} for |λ| > 1.
Proof: (i) Reall that if l is a nite-dimensional representation of sl(2) then lλ = {0} i l−λ = 0.
Let λmax be the largest eigenvalue of ad(H) restrited to l. If λmax = 0 the result is obvious. If
λmax > 0, then λmax ≥ 2λmax − 2 by Lemma 3.2.9. Hene λmax ≤ 2 and the result follows.
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(ii) From part (i), we have rλ = {0} for all |λ| > 2. We now prove that for the solvable subalgebra
ase, this is also true for |λ| = 2.
Suppose for ontradition that r2 6= {0}. Then, there exists v 6= 0 in r of weight 2 and [X, v] ∈
r4 = {0} by part (i). Hene by Lemma 3.2.9 one nds [v, [Y, v] 6= 0 of weight 2 in r′ (sine it an be
written as the ommutator of two elements, v and [Y, v] of r). The proess an now be reiterated
and hene r
(i)
2 6= {0} for all positive i. But r is solvable so that by denition r(m) = {0} for some
m ∈ N. This is a ontradition. QED
One noties that part (i) of this Proposition imposes a ondition on any Lie algebra l satisfying
the above onditions. However, the supplementary restrition obtained in part (ii) is valid only for
a solvable Lie algebra r.
Proposition 3.2.11 Let X,Y,H be an sl(2) triplet and let r ⊆ A1 be a nite-dimensional solvable
Lie subalgebra stable under ad(X), ad(Y ) and ad(H). Then r is isomorphi to either {0}, C or H3
(the three-dimensional Heisenberg algebra).
Proof: First note that r = r0 ⊕ r−1 ⊕ r1 by part (ii) of Proposition 3.2.10. Then [H, r0] = 0
whih means that r0 ⊆ C(H). But, sine H /∈ C, by the , r0 abelian. If v ∈ r0 then [X, v]
is of weight 2 that is [X, v] ∈ r2 whih, by part (ii) of Proposition 3.2.10, means that [X, v] = 0.
Hene [X, r0] = 0; similarly [Y, r0] = 0 and by part (ii) of Proposition 3.2.6, one has r0 ⊆ C (i.e.
dim r0 ≤ 1). Furthermore [r−1, r1] ⊆ r0 sine ad(H) is a derivation.
Suppose rst that dim r1 ≥ 2 and let v ∈ r1 \ {0}. The kernel, Zr−1(v), of the linear map
ad(v) : r−1 → r0 is of dimension ≥ 1 and therefore ontains a vetor w 6= 0. Hene C(v) ontains X
and w. But [X,w] 6= 0 sine ad(X) : r−1 → r1 is an isomorphism and w 6= 0; so C(v) is not abelian.
By the , v is a salar whih is a ontradition sine [H, v] = v. Therefore dim r−1 = dim r1 ≤ 1.
If dim r−1 = 1, then r−1⊕ r1 is not abelian by Lemma 3.2.9 and so dim r0 = 1. Sine we already
know that r0 ⊆ C, this implies that r0 = C. Hene r0 is the entre of r and it is now obvious that r
is isomorphi to the three-dimensional Heisenberg algebra.
If dim r−1 = 0 then r = r0 and r0 = {0} or C. QED
We an now onlude this subsetion with the following theorem:
Theorem 3.2.12 Let g be a nite-dimensional omplex Lie algebra whih is not solvable. Then g
an be realised in A1 i g is isomorphi to one of the following:
1. sl(2),
2. sl(2) × C,
3. sl(2) ⋉H3.
Proof: (⇐) By Examples E1, E2, E3 we know that sl(2), sl(2) × C, sl(2) ⋉H3 an be realised in
A1.
(⇒) As already stated, by the Levi-Malev theorem we an write g as a semi-diret produt g = s⋉r,
where r and s are respetively solvable and semi-simple subalgebras of g. Let f ∈ Ag1. Then applying
part (i) of Proposition 3.2.6 and Proposition 3.2.11 to f(g) we obtain the result. Moreover, when
r ∼= H3 the semi-diret produt sl(2)⋉H3 is isomorphi to the semi-diret produt of example E4
beause r = r−1 ⊕ r0 ⊕ r1 by the proof of Proposition 3.2.11. QED
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3.2.3 Solvable Lie algebras
In the previous subsetion we obtained all (up to isomorphism) nite-dimensional non-solvable Lie
algebras whih an be realised in A1. We now obtain all solvable nite-dimensional Lie algebras
with this property. Keeping in mind that any nite-dimensional abelian Lie algebra an be realised
in A1 (see example E5), we rstly treat here the ase of nilpotent non-abelian Lie algebras and then
of solvable non-nilpotent Lie algebras.
Nilpotent non-abelian Lie algebras
Reall the denitions (see subsetion 2.2.1) of the lower and upper entral series (g(i))i∈N and
(g(i))i∈N of a Lie algebra g:
g(0) = g, g(i+1) = [g, g(i)]
and
g(0) = g, g(i+1) = [g
(i), g(i)].
Theorem 3.2.13 Let n ⊂ A1 be a nilpotent, non-abelian Lie subalgebra of dimension n. Let k 6= 0
be the unique positive integer suh that n(k) 6= {0} and n(k+1) = {0}.
1. Zn = n(k) = C;
2. There exist P,Q ∈ n suh that [P,Q] = 1 and n =< P > ⊕Zn(Q);
3. n(1) ⊂ Zn(Q);
4. dim n(i) = n− i− 1 for 1 ≤ i ≤ k;
5. k = n− 2.
Proof: 1: Let z ∈ Zn. Then its ommutant in A1 ontains n and is non-ommutative. By the , z
is a salar and therefore Zn ⊆ C. But Zn ontains n(k) and so Zn = n(k) = C.
2: Sine n(k) = [n, n(k−1)] = C, there exist P ∈ n, Q ∈ n(k−1) suh that [P,Q] = 1. It is lear
that < P > ∩Zn(Q) = {0} sine P and Q do not ommute. We now show that n =< P > +Zn(Q)
whih will imply that n =< P > ⊕Zn(Q). Let v ∈ n. Then there exists λ ∈ C suh that [v,Q] = λ
sine [n, n(k−1)] = C. Thus v − λP ∈ Zn(Q) and v = λP + (v − λP ) ∈< P > +Zn(Q).
3: Let z ∈ Zn(Q). Then
[Q, [P, z]] = [[Q,P ], z] + [P, [Q, z]] = 0
beause [Q,P ] = −1 and [Q, z] = 0. Hene [P,Zn(Q)] ⊆ Zn(Q) and sine [Zn(Q), Zn(Q)] ⊆ Zn(Q),
this means using part 2 that n(1) = [n, n] is ontained in Zn(Q).
4: Sine n =< P > ⊕Zn(Q) and sine by the  Zn(Q) is abelian, we have
n(i) = ad
i(P )(Zn(Q)) ∀i ∈ N∗. (3.13)
If z ∈ Zn(Q) is suh that ad(P )(z) = 0 then z ∈ ZA1(P ) ∩ ZA1(Q). By Corollary 4.7 of [21℄,
ZA1(P ) ∩ ZA1(Q) = C sine P and Q do not ommute. Hene z ∈ C and
Ker ad(P )|n = < P > ⊕ C
Ker ad(P )|Zn(Q) = C. (3.14)
This implies 4.
5: This follows immediately from 4. QED
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Corollary 3.2.14 Let n ⊂ A1 be a nite-dimensional, non-abelian Lie subalgebra of dimension n.
Then n ∼= Ln−1.
Proof: Sine n(k−1) = adk−1(P )(Zn(Q)) and sine Q ∈ n(k−1) there exists w ∈ Zn(Q) suh that
adk−1(P )(w) = Q. It is well known that Jn−2 = w, Jn−3 = ad(P )(w), Jn−4 = ad2(P )(w), . . . , J0 =
adk(P )(w) are linearly independent (sine adk(P )(w) 6= 0 and adk+1(P )(w) = 0) and by a dimension
ount, these vetors form a basis of Zn(Q). The only non-zero ommutation relations of n in the
basis J−1 = P, J0, . . . , Jn−2 are [J−1, Ji] = Ji−1 for 1 ≤ i ≤ n − 2. By redening X0 = J−1,
Xi = Jn−i−1, where 0 ≤ i ≤ n − 1 one obtains the standard ommutation relations of Ln−1 (see
E6). QED
Remark 3.2.15 Note that in the realisation E6, the role of P is played by −q and the role of Q is
played by p.
Solvable non-nilpotent Lie algebras
We have seen that the only nite-dimensional nilpotent Lie algebras that an be realised in A1 are
isomorphi to an Ln or an abelian Lie algebra. When one onsiders the ase of solvable non-nilpotent
Lie algebras whih an be realised in A1, of great use is the property (see subsetion 2.2.1) that
states that the derived Lie algebra of a solvable Lie algebra is nilpotent. Hene one deals with two
ases of solvable non-nilpotent Lie algebras:
1. the derived algebra is isomorphi to an Ln;
2. the derived algebra is isomorphi to an abelian Lie algebra.
Before treating these two ases, we need the following theorem:
Theorem 3.2.16 Let g ⊂ A1 be a nite-dimensional non-nilpotent Lie subalgebra and let g′ be
its derived algebra. Let h ∈ g be suh that ad(h) is not nilpotent, let 0, λ1, . . . , λk be its distint
eigenvalues and let E0, Eλ1 , . . . , Eλk be the orresponding eigenspaes.
1. g = E0 ⊕ Eλ1 ⊕ . . . ⊕ Eλk
2. g′ = (g′ ∩E0)⊕Eλ1 ⊕ . . .⊕ Eλk
3. E0 =< h > or E0 =< h > ⊕C.
Proof: 1: Reall that, by Engel's theorem, for a omplex nite-dimensional non-nilpotent Lie algebra
g there does indeed exist h ∈ g suh that ad(h)|g is not nilpotent. Moreover, sine [h, h] = 0, ad(h)
has 0 as an eigenvalue. By the theory of endomorphisms,
g = Ker adm0(h)|g⊕Ker(ad(h)|g− λ1)m1 ⊕ · · · ⊕Ker(ad(h)|g− λk)mk , (3.15)
where the harateristi polynomial of ad(h)|g is xm0(x− λ1)m1 . . . (x− λk)mk . By Proposition 6.5
of [21℄,
Ker(ad(h)− λj)mj = Ker(ad(h) − λj).
Furthermore, sine ad(h) is not nilpotent, it has a non-zero eigenvalue whih means that C(h) 6=
D(h). Now, by Theorem 3.1.1, C(h) = N(h) whih an be written
Ker adm0(h) = Ker ad(h).
36
3  Finite-dimensional Lie subalgebras of the Weyl algebra A1
Inserting these results in (3.15), one obtains
g = E0 ⊕Eλ1 ⊕ . . .⊕ Eλk
2: Note that vi =
1
λi
[h, vi] for all vi ∈ Eλi and thus vi ∈ g′ for all vi ∈ Eλi . Hene one has
g′ = (g′ ∩E0)⊕Eλ1 ⊕ . . .⊕ Eλk
and furthermore ad(h) is a diagonalisable derivation of g′.
3: First note that E0 ⊆< h > ⊕C. We now prove that one annot have other distint elements in
E0. For this, let us take h
′ ∈ E0. Then [h, h′] = 0. Furthermore, using the Jaobi identity, one has
[h′, vi] =
1
λi
[h′, [h, vi]] =
1
λi
[h, [h′, vi]]
for any vi ∈ Eλi . Thus [h′, vi] ∈ Eλi for any vi ∈ Eλi whih means that [h′, Eλi ] ⊆ Eλi . Thus there
exist α ∈ C, v ∈ Eλ1 suh that [h′, v] = αv. Hene [h′ − αλ1h, v] = 0 whih means that h and v
ommute with h′ − αλ1h. But [h, v] 6= 0 and so by the , h′ − αλ1h ∈ C. QED
Remark 3.2.17 One noties that if g is semi-simple, part 3 of Theorem 3.2.16 implies that the
rank of g is equal to 1; thus we have provided an alternative proof of Proposition 3.2.6. However the
proof of Proposition 3.2.6 holds for any algebra satisfying the , whereas the proof of the Theorem
3.2.16 depends on the existene of the Dixmier partition (Theorem 3.1.1) and other speial properties
not in general available for an arbitrary algebra satisfying the  (namely Proposition 6.5 of [21℄),
whih are not available for a general algebra satisfying the .
We now treat the ase of a solvable non-nilpotent Lie algebra whose derived algebra is isomorphi
to Ln and whih is realisable in A1.
Theorem 3.2.18 Let r ⊂ A1 be a nite-dimensional solvable non-nilpotent Lie subalgebra whose
derived algebra r′ is isomorphi to Ln. Then r is isomorphi to L˜n.
Proof: Sine r′ ⊂ A1 is isomorphi to Ln, its entre is C. Thus the entre of r is C and, by Theorem
3.2.16, E0 =< h > ⊕C (with the notations of Theorem 3.2.16).
As remarked in part 2 of the proof of Theorem 3.2.16, ad(h)|r′ is diagonalisable and therefore
one an make use of Theorem 1 of [31℄ whih states that there exists a basis X0, . . . ,Xn of r
′
of
eigenvetors of ad(h)|r′ suh that the only non-zero ommutation relations are
[X0,Xi] = Xi+1, i = 1, ..., n − 1
[h,Xj ] = αjXj , j = 0, ..., n. (3.16)
Sine Xn ommutes with the non-ommuting X0, . . . ,Xn, by the  Xn ∈ C, [h,Xn] = 0 and
αn = 0. But ad(h) is a (non-zero) derivation, so one has
ad(h)([X0,Xi]) = [ad(h)(X0),Xi] + [X0, ad(h)(Xi)]
and, using (3.16) one obtains the following onditions on the eigenvalues of ad(h)|r′ satisfy
αi+1 = α0 + αi, i = 1, ..., n − 1. (3.17)
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From this it follows that the eigenvalues of ad(h)|r′ are α0, (n− 1)α0, (n− 2)α0, . . . , 0, with α0 6= 0.
The only non-zero ommutation relations of r are then
[X0,Xi] = Xi+1, i = 1, .., n − 1[
1
α0
h,X0
]
= X0[
1
α0
h,Xi
]
= −(n− i)Xi i = 1, .., n − 1. (3.18)
This shows that r is isomorphi to L˜n. QED
We now treat the ase of a solvable Lie algebra whose derived algebra is isomorphi to an abelian
Lie algebra of dimension n and whih is realisable in A1.
For this, we need the following lemma (also see Theorem 3.2 of [28℄):
Lemma 3.2.19 Let h,X1,X2 ∈ A1 \ {0} and (λ1, λ2) ∈ Z2 \ {(0, 0)} be suh that
[h,X1] = λ1X1, [h,X2] = λ2X2, and [X1,X2] = 0. (3.19)
Then λ1λ2 > 0 and there exists a ∈ C∗ suh that X |λ2|1 = aX |λ1|2 .
Proof: Sine [X1,X2] = 0, by Theorem 3.1 of [28℄ there exist m,n ∈ N∗ and αij ∈ C not all equal
to zero suh that
m∑
i=0
n∑
j=0
αijX
i
1X
j
2 = 0 (3.20)
Then this an be rewritten as
∑
u∈U

 ∑
(i,j):iλ1+jλ2=u
αijX
i
1X
j
2

 = 0 (3.21)
where U = {iλ1 + jλ2 ∈ Z : 0 ≤ i ≤ m, 0 ≤ j ≤ n}. Sine eigenvetors orresponding to distint
eigenvalues are linearly independent we dedue that, for all u ∈ U ,∑
(i,j):iλ1+jλ2=u
αijX
i
1X
j
2 = 0.
There exists (i0, j0) ∈ Z2 suh that αi0,j0 6= 0. We set u0 = i0λ1 + j0λ2 and
S = {(i, j) ∈ Z2 : λ1 + jλ2 = u0} ∩ [0,m]× [0, n].
In R
2
the solutions (x, y) of the equation xλ1 + yλ2 = u0 dene an ane line and S is a disrete
subset of this line. It is then easy to see that there exist (i′, j′) ∈ Z2, j′ ≥ 0 and (im, jm) ∈ S suh
that
i′λ1 + j′λ2 = 0 (3.22)
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and every element (i, j) of S is of the form (i, j) = (im, jm) + kij(i
′, j′) for some kij ∈ N. Then one
an write in the (left) eld of frations of A1 (see page 210 of [21℄)
∑
(i,j):iλ1+jλ2=u0
αijX
i
1X
j
2 = X
im
1 X
jm
2

 ∑
(i,j):iλ1+jλ2=u0
αij(X
i′
1 X
j′
2 )
kij

 = 0.
Sine by hypothesis Xim1 X
jm
2 6= 0 this means that a polynomial P in the variable Xi
′
1 X
j′
2 is equal
to 0. Fatorising (in the eld of frations) we dedue that there exists c ∈ C∗ suh that Xi′1 Xj
′
2 = c.
Hene Xi
′λ1
1 X
j′λ1
2 = c
λ1
, (X−λ21 X
λ1
2 )
j′ = cλ1 (by (3.22)) and therefore X−λ21 X
λ1
2 ∈ C∗.
If λ1λ2 ≤ 0 this means that there exists b ∈ C∗ suh that X |λ2|1 X |λ1|2 = b whih is learly
impossible, sine in A1 the only invertible elements are the salars (see page 210 of [21℄). Hene
λ1λ2 > 0 and there exists a ∈ C∗ suh that X |λ2|1 = aX |λ1|2 . QED
We an now show
Theorem 3.2.20 Let r ⊂ A1 be a nite-dimensional solvable non-nilpotent Lie subalgebra whose
derived algebra r′ is abelian. Then r is isomorphi to an rn(i1, . . . in), where i1, . . . , in is a set of
distint positive integers.
Proof: By Theorem 3.2.16 (with the same notations),
r = E0 ⊕ Eλ1 ⊕ Eλ2 ⊕ · · · ⊕ Eλk
and sine Eλ1 ⊕ Eλ2 ⊕ . . . Eλk ⊆ r′ is abelian we dedue that
r′ = Eλ1 ⊕Eλ2 ⊕ · · · ⊕ Eλk .
It is lear that if the entre of r is C, then by Theorem 3.2.16, r ∼= r˜ × C where r˜ =< h >
⊕Eλ1 ⊕ · · · ⊕Eλk satises the hypothesis of the theorem and has trivial entre. Therefore to prove
the theorem it is enough to onsider the ase where r has trivial entre.
First, note that by Theorem 3.2.16 (3) we have E0 =< h >. Next, sine h ∈ ∆3 ∪ ∆4 (by
Proposition 10.8 of [21℄), there exists ρ ∈ C∗ suh that eigenvalues of ad(h) are integer multiples of
ρ (Corollary 9.3 of [21℄ if h ∈ ∆3 and Theorem 1.3 of [29℄ if h ∈ ∆4). Hene 1ρad(h) has integer
eigenvalues. We know that [Eλi , Eλj ] = 0. Applying Lemma 3.2.19 to
1
ρh,Xi ∈ Eλi ,Xj ∈ Eλj
we dedue that
λi
ρ and
λj
ρ , hene λi and λj , are of the same sign. Similarly, if X1,X2 ∈ Eλi then
applying Lemma 3.2.19 to
h
λi
,X1,X2 it follows that X1 = aX2 for some a ∈ C∗ and hene Eλi is of
dimension 1. It is now lear that r is isomorphi to rk(|λ1ρ |, . . . , |λkρ |) (see E8). QED
We summarise the results obtained in this subsetion in the following theorem:
Theorem 3.2.21 Let g be a omplex nite-dimensional solvable Lie algebra whih an be realised
in A1. Then g is isomorphi to one of the following:
1. an abelian Lie algebra C
n
(n ∈ N),
2. an Ln (n ≥ 2),
3. an L˜n (n ≥ 2),
4. an rn(i1, . . . , in) (i1, . . . , in distint positive integers)
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Finally, the results of this setion an be summarised in the following theorem:
Theorem 3.2.22 Let g be a omplex nite-dimensional Lie algebra whih an be realised in A1.
Then g is isomorphi to one of the following:
1. sl(2),
2. sl(2) × C,
3. sl(2) ⋉H3,
4. an abelian Lie algebra C
n
(n ∈ N),
5. an Ln (n ≥ 2),
6. an L˜n (n ≥ 2),
7. an rn(i1, . . . , in) (i1, . . . , in distint positive integers).
Further omments are in order on this result. We have remarked in the previous hapter of this
thesis that the set of all nite-dimensional semi-simple Lie algebras is disrete (see subsetion 2.2.3)
and that the set of all nite-dimensional solvable Lie algebras is ontinuous (see subsetion 2.2.1).
We see here that, imposing the ondition of being realisable in A1, one obtains only a nite number
of non-solvable Lie algebras and a ountable family of solvable Lie algebras.
Moreover, this result an be seen as a generalisation of the orresponding result for the ommu-
tative assoiative algebra A0 = C[x, y]. Indeed, if one replaes A1 with A0 in Theorem 3.2.22, the
list obviously redues to C
n
, whih is inluded in our results for A1.
3.3 Finite-dimensional Lie subalgebras of Der(A1)
In this setion we nd all nite-dimensional Lie algebras that an be realised as subalgebras of
Der(A1) and we give some examples of Lie subgroups of Aut(A1) whih exponentiate them.
Theorem 3.3.1 Let g ⊆ Der(A1) be a nite-dimensional Lie subalgebra. Then g is either abelian
or isomorphi to sl(2), sl(2) ⋉ C2, an Ln, an L˜n/C or an rn(i1, . . . , in) with i1, . . . , in a set of
distint positive integers.
Proof: Consider the ommutative diagram:
A1
π // A1/C
ad // Der(A1)
π−1(ad−1(g))
?
OO
π // ad−1(g)
?
OO
ad // g
?
OO
In this diagram, π : A1 → A1/C is a surjetive Lie algebra homomorphism and ad : A1/C →
Der(A1) is a Lie algebra isomorphism (see page 210 of [21℄).
If g is not abelian then π−1(ad−1(g)) is a non-abelian subalgebra of A1 ontaining C and g ∼=
π−1(ad−1(g))/C. By the results of the previous subsetions π−1(ad−1(g)) is isomorphi to one of
the following: sl(2)× C, sl(2)⋉H3, Ln, L˜n or rn. One now has to take the quotient by C:
• sl(2) × C/C ∼= sl(2)
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• Ln/C: A basis for Ln/C is X¯0, . . . , X¯n−1 (see E6 for notations) and the only non-zero om-
mutative relation are [X¯0, X¯k] = X¯k+1 for k = 1, . . . , n − 2. Hene this algebra is isomorphi
to Ln−1.
In partiular, H3/C = L2/C = C2.
• L˜n/C: A basis for L˜n/C is h¯, X¯0, . . . , X¯n−1 (see E7 for notations) and the only non-zero
ommutation relations are [h¯, X¯0] = X¯0, [h¯, X¯k] = −(n − k)X¯k for k = 1, . . . , n − 1 and
[X¯0, X¯k] = X¯k+1 for k = 1, . . . , n− 2.
Hene g is isomorphi to one of: sl(2), sl(2) ⋉ C2, Ln−1, L˜n/C or an rn without entre (see E8).
QED
Remark 3.3.2 The derived Lie algebra of Ln/C is isomorphi to Ln−1 but L˜n/C is neither isomor-
phi to L˜n−1 nor to Ln, both of whose derived algebras are also isomorphi to Ln−1. In partiular
L˜n/C is not nilpotent and its entre is trivial.
This theorem implies that if G is a nite-dimensional, onneted, in some sense Lie subgroup
of Aut(A1), then G is either abelian or a disrete quotient of SL(2,C) (see example E9 below),
SL(2,C)⋉C2 (see example E10), an Rn(i1, . . . , in) (see example E11 below), an L˜n/C (see example
E12) or an Ln (see example E12). We now show that an abelian group, SL(2,C), SL(2,C) ⋉C
2
,
Rn(i1, . . . , in)/Z, Ln and L˜n/(C × Z) an be holomorphially embedded in Aut(A1).
E9 Reall that an element of the group SL(2,C) is given by(
a1 a2
a3 a4
)
(3.23)
where a1, . . . , a4 ∈ C satisfy a1a4 − a2a3 = 1. Dene αˆ1 : SL(2,C)→ Aut(A1) by
αˆ1(
(
a1 a2
a3 a4
)
)(p) = a2q + a4p, αˆ1(
(
a1 a2
a3 a4
)
)(q) = a1q + a3p
Then one heks that αˆ1 is an injetive group homomorphism.
E10 Dene αˆ1 : SL(2,C)→ Aut(A1) as in E9 and αˆ2 : C2 → Aut(A1) by αˆ2(
(
b1
b2
)
) = ead(b1q+b2p),
that is
αˆ2(
(
b1
b2
)
)(p) = p− b1, αˆ2(
(
b1
b2
)
)(p) = q + b2.
Then one heks that αˆ2 also is an injetive group homomorphism.
Moreover
αˆ2(
(
a1 a2
a3 a4
)(
b1
b2
)
) = αˆ1(
(
a1 a2
a3 a4
)
) αˆ2(
(
b1
b2
)
) αˆ1(
(
a1 a2
a3 a4
)
)−1
and so there exists a unique injetive group homomorphism αˆ : SL(2,C) ⋉ C2 → Aut(A1)
extending αˆ1 and αˆ2 dened by
αˆ(gc) = αˆ1(g)αˆ2(c) ∀g ∈ SL(2,C), c ∈ C2.
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For the remaining onstrutions, namely in order to embed disrete quotients of Rn(i1, . . . , in), Ln
and L˜n/C in Aut(A1), we use the following proedure: we rst nd matrix representations of the
orresponding Lie algebras, whih in the spei ases we treat here an be expliitly exponentiated.
Finally, homomorphisms are onstruted and we alulate their kernels, thus obtaining the required
embeddings of disrete quotients of the Lie groups.
E11 Reall that rn(i1, . . . , in) (with i1, . . . , in distint positive integers) is the Lie algebra generated
by h,Xk (with k = 1, . . . , n) subjet to the ommutation relations [h,Xk] = −ikXk (see E8).
Then rn(i1, . . . , in) has a faithful matrix representation π : rn(i1, . . . , in) → Mn+1(C) given
by
π(Xk) =


0 0 . . . . . . 0
.
.
. 0 0
1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0


, π(h) =


0 0 . . . . . . 0
.
.
. −i1 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 0 0 −in


(3.24)
where k = 1, . . . , n and the 1 in the rst olumn of π(Xk) lies in the (k+1)-st line. Exponen-
tiating we obtain a subgroup G ⊂ GL(n+ 1,C) where
G =




1 0 . . . . . . 0
a1 e
−vi1 0 . . .
.
.
.
.
.
. 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
an 0 . . . 0 e
−vin


: (a1, . . . , an, v) ∈ Cn+1


. (3.25)
However G is not simply-onneted. To avoid this problem, we dene Rn(i1, . . . , in) to be the
Lie group whose underlying manifold is C
n+1
and whose group law is
(a1, . . . , an, v).(a
′
1, . . . , a
′
n, v
′) = (a1 + a′1e
−vi1 , . . . , an + a′ne
−vin , v + v′). (3.26)
Then the map g : Rn(i1, . . . , in)→ G given by
g(a1, . . . , an, v) =


1 0 . . . . . . 0
a1 e
−vi1 0 . . .
.
.
.
.
.
. 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
an 0 . . . 0 e
−vin


is a group homomorphism with disrete kernel {(0, . . . , 0, 2πiℓh.c.f.(i1,...,in) : ℓ ∈ Z}.
One an hek that the Lie algebra of Rn(i1, . . . , in) is isomorphi to rn(i1, . . . , in) (see Ap-
pendix B) and, using (3.26), one shows that Φ : Rn(i1, . . . , in)→ Aut(A1) dened by
Φ((a1, . . . , an, v))(p) = e
−vp,
Φ((a1, . . . , an, v))(q) = e
v(q +
n∑
k=1
ak
(ik − 1)!p
ik−1).
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is a group homomorphism with kernel {(0, . . . , 0, 2πiℓ) : ℓ ∈ Z} isomorphi to Z and that in
general Φ does not fator to a homomorphism from G to Aut(A1) sine Ker g is not in general
a subset of KerΦ. Note that Φ((a1, . . . , an, v)) = e
ad(
a1
i1!
X1+···+ anin!Xn)ead(vh).
The n−dimensional abelian subgroup of Rn(i1, . . . , in) is obtained by letting v = 0; its Lie
algebra is isomorphi to the n−dimensional abelian Lie algebra. Hene by restriting Φ to the
n−dimensional abelian subgroup of Rn(i1, . . . , in) we obtain an injetive group homomorphism
from it into Aut(A1).
E12 Reall that Ln is the Lie algebra generated by Xk (where k = 0, . . . , n) subjet to the om-
mutation relations [X0,Xk] = Xk+1 (with k = 1, . . . , n − 1) (see E6) and that L˜n is the
Lie algebra generated by h,Xk (where k = 0, . . . , n) subjet to the ommutation relations
[X0,Xk] = Xk+1, [h,X0] = X0, [h,Xk] = −(n− k)Xk (with k = 1, . . . , n− 1) (see E7). Then
Ln has a faithful matrix representation (see [32℄) ρ : Ln →Mn+1(C) given by
ρ(X0) =


0 0 . . . . . . . . . 0
0 0 . . . . . . 0
0 1 0
.
.
.
0 0 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . . . . 0 1 0


,
ρ(Xk) =


0 0 . . . . . . 0
.
.
. 0 0
1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0


, (3.27)
where k = 1, . . . , n and the 1 in the rst olumn of ρ(Xk) lies in the (k + 1)-st line. This an
be ompleted to a matrix representation of L˜n by dening
ρ(h) =


0 0 0 . . . 0
0 −n+ 1 0 . . . 0
0 0 −n+ 2 . . . ...
.
.
.
.
.
.
0 0 0 . . . 0

 (3.28)
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Exponentiating we obtain a subgroup H ⊂ GL(n + 1,C) where
H =




1 0 0 . . . . . . 0
e(−n+1)va1 e(−n+1)v
.
.
.
.
.
.
e(−n+2)va2 te(−n+2)v e(−n+2)v
.
.
.
.
.
.
e(−n+3)va3 12t
2e(−n+3)v te(−n+3)v e(−n+3)v
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
an
tn−1
(n−1)! . . .
1
2t
2 t 1


: (a1, . . . , an, t, v) ∈ Cn+2


However H is not simply-onneted. To avoid this problem we dene L˜n to be the Lie group
whose underlying manifold is C
n+2
and whose group law is
(a1, . . . , an, t, v).(a
′
1, . . . , a
′
n, t
′, v′) = (a′′1 , . . . , a
′′
n, t
′′, v′′) (3.29)
where
a′′k = ake
(n−k)v′ +
k−1∑
j=1
tk−j
(k − j)!a
′
je
−(k−j)v′ + a′k,
t′′ = t′ + te−v
′
,
v′′ = v + v′.
Then the map γ : Cn+2 → H given by
γ(a1, . . . , an, t, v) =


1 0 0 . . . . . . 0
e(−n+1)va1 e(−n+1)v
.
.
.
.
.
.
e(−n+2)va2 te(−n+2)v e(−n+2)v
.
.
.
.
.
.
e(−n+3)va3 12t
2e(−n+3)v te(−n+3)v e(−n+3)v
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
an
tn−1
(n−1)! . . .
1
2t
2 t 1


is a group homomorphism with disrete kernel {(0, . . . , 0, 0, 2πiℓ) : ℓ ∈ Z}. One heks that
the Lie algebra of L˜n is isomorphi to L˜n (see Appendix B). Note that Rn(n− 1, n− 2, . . . , 0)
is a subgroup of L˜n by the inlusion:
(a1, a2, . . . , an, v) 7→ (a1e(n−1)v , a2e(n−2)v , . . . , an, 0, v).
In fat one an extend the isomorphism Φ ofE10 to Φ˜ : L˜n → Aut(A1) by setting Φ˜((a1, . . . , an, t, v)) =
Φ((a1e
(−n+1)v , a2e(−n+2)v , . . . , an, v))e−tad(q). Expliitly one gets
Φ˜((a1, . . . , an, t, v))(p) = e
−vp+ t,
Φ˜((a1, . . . , an, t, v))(q) = e
v
(
q +
n−1∑
k=1
ake
(−n+k)v
(n− k − 1)!p
n−k−1
)
. (3.30)
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Using (3.29) one heks that Φ˜ is a group homomorphism whose kernel is the subgroup
{(0, . . . , 0, an, 0, 2πik) : k ∈ Z, an ∈ C}. Note that φ˜ does fator to a homomorphism from
H to Aut(A1) sine Ker γ ⊂ Ker φ˜. Finally note that the subgroup Ln−1 of L˜n obtained by
letting an = 0 and v = 0 is simply-onneted and its Lie algebra is isomorphi to Ln−1. Hene
by restriting Φ˜ to Ln−1 we obtain an injetive group homomorphism of Ln−1 into Aut(A1).
3.4 The family F and its orbit under Aut(A1)× Aut(sl(2))
In subsetion 3.1.2 we realled some results of [23℄: if the realisation of the standard semi-simple
element of sl(2) is in ∆3 (i.e., is stritly semi-simple), then the sl(2) realisation belongs (up to an
automorphism of A1) to the family F = {f1I , f1,bIIA, f1,b
′
IIB}b,b′∈C. In this setion we give a proof of
this result and show that the family F redues to N = {f1I , f1,bIIA}b∈C under the ation of the group
Aut(A1) × Aut(sl(2)). We then analyse these realisations in terms of the Dixmier partition and
determine exatly whih elements of F are equivalent under the groups Aut(A1) and Aut(A1) ×
Aut(sl(2)).
The subsequent part of the setion is onerned with the orbit of F under Aut(A1)×Aut(sl(2)).
We give various haraterisations of this orbit in terms of the Dixmier partition. We show that N
is a set of normal forms and alulate the orresponding isotropy groups. Finally, for the sake of
ompleteness we give an example of a realisation of sl(2) in A1 whih is not in the orbit of F .
Reall (see subsetion 2.1.2) the notation: e+ =
(
0 1
0 0
)
, e− =
(
0 0
1 0
)
, e0 =
(
1 0
0 −1
)
,
Denition 3.4.1 The group Aut(A1)×Aut(sl(2)) has a left ation on Asl(2)1 given by:
(α,w) · f = α ◦ f ◦ w−1 (3.31)
where α ∈ Aut(A1), f ∈ Asl(2)1 and w ∈ Aut(sl(2)).
Reall that all automorphisms of sl(2) are given by the ation of SL(2,C) on sl(2). Let us give
the form of suh a general automorphism, this result being used several times in the rest of this
setion.
Proposition 3.4.2 Let g =
(
a1 a2
a3 a4
)
∈ SL(2,C). Dene Ad(g) ∈ Aut(sl(2)) by Ad(g)(z) =
gzg−1 for any z ∈ sl(2). Then
Ad(g)(e+) =
(−a1a3 a21
−a23 a1a3
)
Ad(g)(e−) =
(
a2a4 −a22
a24 −a2a4
)
Ad(g)(e0) =
(
a1a4 + a2a3 −2a1a2
2a3a4 −a1a4 − a2a3
)
.
3.4.1 The family F
Theorem 3.4.3 (Lemma 2.4 of [23℄) Let H,X, Y ∈ A1 be an sl(2) triplet and let H = µpq+ν with
µ ∈ C∗ and ν ∈ C. Then:
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1. µ = ±1 or µ = ±2.
2. (a) If µ = 1, there exists a ∈ C∗ suh that
X = −1
2
aq2, Y =
1
2a
p2, H = pq − 1
2
(solution I). (3.32)
(b) If µ = 2, there exists a ∈ C∗ and b ∈ C suh that either
X = a(b+ pq)q, Y = −1
a
p, H = 2pq + b (solution IIA) (3.33)
or
X = −1
a
q, Y = a p(b+ pq), H = 2pq + b (solution IIB). (3.34)
Proof: I. We impose the sl(2) ommutation relations: [H,X] = 2X and [H,Y ] = −2Y . Let
X =
∑
i,j aijp
iqj . Computing [H,X] and using [H, piqj] = (j − i)µpiqj one gets
[H,X] =
∑
i,j
µ(j − i)aijpiqj = 2X = 2
∑
i,j
aijp
iqj . (3.35)
This implies that
µ(j − i)aij = 2aij ,∀i, j ∈ N.
If aij 6= 0 then
µ =
2
j − i . (3.36)
and therefore λ = 2µ ∈ N∗.
Sine µ > 0, it is suient to onsider the ase λ > 0.
Using P5, there exists N ∈ N suh that X an be written
X =
N∑
j=0
aj(pq)
jqλ, (3.37)
where aN 6= 0. Analogously, using [H,Y ] = −2Y , there exists M ∈ N suh that Y an be written
Y = pλ
M∑
k=0
bk(pq)
k, (3.38)
where bM 6= 0.
II. The nal step of our alulation is to impose the last ommutation relation: [X,Y ] = H. From
(3.37) and (3.38) one gets
[X,Y ] =
N∑
j=0
M∑
k=0
ajbk((pq)
jpλ[qλ, (pq)k] + [(pq)j , pλ](pq)kqλ + (pq)j [qλ, pλ](pq)k). (3.39)
Setting ξ = [pλ, qλ] and Ck = [(pq)
k, qλ] for any k ∈ N, this ommutator beomes
[X,Y ] =
N∑
j=0
M∑
k=0
ajbk((pq)
jpλ[qλ, (pq)k] + [(pq)j , pλ]qλ(Ck + (pq)
k)− (pq)jξλ(pq)k). (3.40)
We will need the following two lemmas to omplete the proof of the theorem.
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Lemma 3.4.4 For λ ∈ N∗ and k ∈ N,
Ck = [(pq)
k, qλ] = qλ[(λ+ pq)k − (pq)k]. (3.41)
Proof: We will prove this equation by indution. For k = 0, (3.41) is trivially veried.
Computing
Ck+1 = [(pq)
k+1, qλ],
one gets
Ck+1 = (pq)Ck + [pq, q
λ](pq)k.
Using the indution hypothesis and rearranging the terms so that qλ is on the left, one has
Ck+1 = q
λ[(λ+ pq)k+1 − (pq)k+1],
whih ompletes the proof of this lemma. QED
Using Lemma 3.4.4, (3.40) an be written as
[X,Y ] =
N∑
j=0
M∑
k=0
ajbk((pq)
jpλ[qλ, (pq)k] + [(pq)j , pλ]qλ(λ+ pq)k)− (pq)jξ(pq)k). (3.42)
Let us now put Ak = p
λ[qλ, (pq)k] and A′k = [(pq)
k, pλ]qλ. Then this expression beomes:
[X,Y ] =
N∑
j=0
M∑
k=0
ajbk((pq)
jAk +A
′
j(λ+ pq)
k − (pq)j+kξ). (3.43)
Lemma 3.4.5 For λ ∈ N∗ and n ∈ N, we have:
An = p
λ[qλ, (pq)n] = −pq(pq + 1)...(pq + λ− 1)[(λ+ pq)n − (pq)n] (3.44)
and
A′n = [(pq)
n, pλ]qλ = −pq(pq + 1)...(pq + λ− 1)[(λ + pq)n − (pq)n]. (3.45)
Proof: We rst remark that by P5, equation (3.44) is equivalent to
An = −pλqλ[(λ+ pq)n − (pq)n]. (3.46)
We will prove this equation by indution. For n = 0, (3.44) is trivially veried. Computing
An+1 = p
λ[qλ, (pq)(n+1)],
one gets
An+1 = (λ+ pq)An − λpλqλ(pq)k.
The result now follows from (3.46). To prove Eq. [3.45℄ we just have to remark that by (3.3)
we have
[pλqλ, (pq)n] = 0
and therefore, using the Poisson formulae, −An +A′n = 0. QED
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We now return to our main alulation. Inserting into (3.43) the formula (see P5)
ξ =
λ∑
r=1
(−1)r+1r!(Crλ)2pλ−rqλ−r = (−1)λ+1λ! +
λ−1∑
r=1
(−1)r+1r!(Crλ)2pq(pq + 1) . . . (pq + λ− r − 1)
and the formulae for An and A
′
n given by Lemma 3.4.4, one gets the following formula for [X,Y ]
expressed as a funtion of z = pq:
[X,Y ] = −
N∑
j=0
M∑
k=0
{ajbk[z(z + 1) . . . (z + λ− 1)((z + λ)j+k − zj+k) +
zj+k
λ−1∑
r=1
(−1)r+1r!(Crλ)2z(z + 1) . . . (z + λ− r − 1)] + zj+k(−1)λ+1λ!}. (3.47)
This expression must be equal to H = 2λz + ν. The highest power of z in (3.47) is −aNbMλ(N +
M + λ)zN+M+λ−1.
If N +M + λ − 1 ≥ 2, that is N +M ≥ 3 − λ, then −aNbMλ(N +M + λ) must be equal to 0,
whih is not possible. Hene N +M < 3− λ, λ < 3− (N +M) and λ < 3. Sine we already know
that λ is a non-zero positive integer, we must have λ = 1 or λ = 2, in other words µ = 2 or µ = 1.
From the inequality N +M < 3 − λ, we see that λ = 1 implies that N +M < 2 and λ = 2
implies N +M < 1.
In onlusion, there are only three possible ases:
• λ = 2, N +M = 0.
• λ = 1, N +M = 1
• λ = 1, N +M = 0
These give rise respetively to the solutions (3.32), (3.33) and (3.34), i.e. to the solutions I, IIA
and IIB, as one an easily verify. QED
Corollary 3.4.6 Any realisation of Theorem 3.4.3 is equivalent under the ation of Aut(A1) to one
of the members of the family F = {f1I , f1,bIIA, f1,b
′
IIB}b,b′∈C.
Proof: I. For a ∈ C∗, the automorphism αa ∈ Aut(A1) given by
αa(p) = ±
√
ap, αa(q) = ± 1√
a
q
satisfy f1I = αa ◦ faI . This means that all maps given by the formulae f1I are equivalent to f1I under
the ation of the group Aut(A1).
II. For a ∈ C∗, the automorphism βa ∈ Aut(A1) given by:
βa(p) = ap, βa(q) =
1
a
q
satises f1,bIIA = αa ◦ fa,bIIA. Hene the maps fa,bIIA are all equivalent to f1,bIIA under the ation of the
group Aut(A1). Similarly, the the maps f
a,b
IIB are all equivalent to f
1,b
IIB under the ation of the
group Aut(A1). QED
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3.4.2 Properties of F in terms of the Dixmier partition
Proposition 3.4.7 Let f1I : sl(2)→ A1 be dened by f(e+) = −12q2, f(e−) = 12p2, f(e0) = pq− 12 .
Then:
(i) The set of eigenvalues of ad(f1I (e0)) is Z.
(ii) f1I (n) ∈ ∆1 for any nilpotent n ∈ sl(2).
(iii) f1I (s) ∈ ∆3 for any semi-simple s ∈ sl(2).
Proof: Part (i) follows sine ad(H)(piqj) = (j − i)piqj . To prove parts (ii) and (iii) we rst need to
alulate under what onditions the linear ombination (λe++µe−+νe0) ∈ sl(2) is nilpotent or semi-
simple. Reall that λe++µe−+νe0 is nilpotent i, in the standard basis of sl(2), ad(λe++µe−+νe0)
has only zero eigenvalues and is semi-simple i has not only zero eigenvalues. This ondition
translates into ν2 6= −λµ for λe++µe−+νe0 to be nilpotent and resp. ν2 = −λµ for λe++µe−+νe0
to be semi-simple.
Now onsidering f1I (λe+ + µe− + νe0) and using Remark 3.1.4, the results follows from Lemma
8.6 of [21℄. QED
Proposition 3.4.8 Let f1,bIIA : sl(2) → A1 be dened by f(e+) = (b + pq)q, f(e−) = −p, f(e0) =
2pq + b. Then:
(i) The set of eigenvalues of ad(f1,bIIA(e0)) is 2Z.
(ii) There exists a nilpotent n ∈ sl(2) suh that f1,bIIA(n) ∈ ∆2.
(iii) There exists a semi-simple s ∈ sl(2) suh that f1,bIIA(s) ∈ ∆4.
Proof: Part (i) is obvious and parts (ii) and (iii) are onsequenes of the
Lemma 3.4.9 λf1,bIIA(e+) + µf
1,b
IIA(e−) + νf
1,b
IIA(e0) ∈ ∆1 ∪∆3 i λ = 0.
Proof: (⇒): If λ 6= 0, one shows by simple indution that
adn(λX + µY + νH)(q) = n!λnanqn+1 + hn(q)
where hn(q) is a polynomial in q of degree at most n. It then follows that
(adn(λX + µY + νH))(q))n∈N spans an innite-dimensional vetor spae and hene λX +
µY + νH /∈ ∆1 ∪∆3, by Corollary 6.6 of [21℄.
(⇐): If λ = 0 the result follows from Lemma 8.6 of [21℄. QED QED
Corollary 3.4.10 The realisation f1I is not equivalent to any of the realisations f
1,b
IIA (b ∈ C) under
the ation of the group Aut(A1).
Proof: Reall that the Dixmier partition is stable under the ation of the group Aut(A1) (see
subsetion 3.1.1). The proof is then immediate by omparing properties (ii) or (iii) of Propositions
3.4.7 and 3.4.8. QED
Proposition 3.4.11 Let f1,bIIB : sl(2)→ A1 be dened by f(e+) = −q, f(e−) = p(b+ pq), f(e0) =
2pq + b. Then:
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(i) The set of eigenvalues of ad(f1,bIIB(e0)) is 2Z.
(ii) There exists a nilpotent n ∈ sl(2) suh that f1,bIIB(n) ∈ ∆2.
(iii) There exists a semi-simple s ∈ sl(2) suh that f1,bIIB(s) ∈ ∆4.
Proof: Similar to Proposition 3.4.8, but using this time
Lemma 3.4.12 λf1,bIIB(e−) + µf
1,b
IIA(e+) + νf
1,b
IIA(e0) ∈ ∆1 ∪∆3 i λ = 0.
Proof: Analogous to Lemma 3.4.9. QED QED
We onlude this subsetion by
Corollary 3.4.13 (i) The realisation f1I is not equivalent to any of the realisations f
1,b
IIB (b ∈ C)
under the ation of the group Aut(A1).
(ii) No realisation f1,bIIA (b ∈ C) is equivalent to any of the realisations f1,b
′
IIB (b
′ ∈ C) under the
ation of the group Aut(A1).
Proof: (i) Similar to Corollary 3.4.10.
(ii) Immediate sine f1,bIIB(e+) ∈ ∆1 and f1,b
′
IIA(e+) ∈ ∆2. QED
3.4.3 Equivalene of members of F under Aut(A1)
We show that no two distint realisations of F are equivalent under the ation of the group Aut(A1).
Proposition 3.4.14 Let b, b′ ∈ C. Then f1,bIIA (resp. f1,bIIB) is equivalent to f1,b
′
IIA (resp. f
1,b′
IIB) under
the ation of the group Aut(A1) i b = b
′
.
Proof: The sl(2) triplets orresponding to f1,bIIA and f
1,b′
IIA are
X = (b+ pq)q X ′ = (b′ + pq)q
Y = −p Y ′ = −p
H = 2pq + b H ′ = 2pq + b′.
(3.48)
If f1,bIIA and f
1,b′
IIA are equivalent under the ation of Aut(A1), there exist p
′, q′ ∈ A1 suh that
[p′, q′] = 1 and
(b′ + p′q′)q′ = (b+ pq)q
−p′ = −p
2p′q′ + b′ = 2pq + b.
(3.49)
From this it follows easily that p′ = p, q′ = q, and b′ = b.
Arguing along the same lines one proves that f1,bIIB is equivalent to f
1,b′
IIB i b = b
′
. QED
Corollary 3.4.15 No two distint realisations of the family (f1I , f
1,b
IIA, f
1,b′
IIB)b,b′∈C are equivalent
under the ation of Aut(A1).
Proof: As pointed out in the previous subsetion, the realisation f1I is not equivalent to a realisation
of type IIA (Corollary 3.4.10) or of type IIB (part (i) of Corollary 3.4.13) and a realisation of type
IIA is not equivalent to a realisation of type IIB (part (ii) of Corollary 3.4.13). The result now
follows from the previous proposition. QED
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3.4.4 Equivalene of members of F under Aut(A1)×Aut(sl(2))
Reall the notation: N = (f1I , f1,bIIA)b∈C.
Remark 3.4.16 (also mentioned in [23℄) The realisations f
1,−(b+2)
IIA and f
1,b
IIB are equivalent under
the ation of Aut(A1)×Aut(sl(2)) sine
f1,bIIB = α ◦ f1,−(b+2)IIA ◦ τ,
where τ ∈ Aut(sl(2)) and α ∈ Aut(A1) are given by τ(x) = y, τ(y) = x and α(p) = −q, α(q) = p.
Proposition 3.4.17 The pairs (i) (f1,bIIA, f
1,b′
IIA), (b 6= b′), (ii) (f1,bIIA, f1I ) are not equivalent under
the ation of the group Aut(A1)×Aut(sl(2)).
Proof. (i): The sl(2) triplets orresponding to f1,bIIA are f
1,b′
IIA are
X = (b+ pq)q X ′ = (b′ + pq)q
Y = −p Y ′ = −p
H = 2pq + b H ′ = 2pq + b′.
(3.50)
If f1,bIIA and f
1,b′
IIA are equivalent under the ation of Aut(A1) × Aut(sl(2)), then there exist an
automorphism w = Ad(
(
a1 a2
a3 a4
)
) of sl(2) (see Proposition 3.4.2 for the notation) and p′, q′ ∈ A1
satisfying [p′, q′] = 1 suh that
(b′ + p′q′)q′ = f1,bIIA ◦ w(e+) = a21(b+ pq)q − a23(−p)− a1a3(2pq + b)
−p′ = f1,bIIA ◦ w(e−) = −a22(b+ pq)q + a24(−p) + a2a4(2pq + b)
2p′q′ + b′ = f1,bIIA ◦ w(e0) = −2a1a2(b+ pq)q + 2a3a4(−p) + (a1a4 + a2a3)(2pq + b).
(3.51)
Substituting the seond equation in the third equation, we obtain
−2[−a22(b+ pq)q + a24(−p) + a2a4(2pq + b)]q′ + b′ =
= −2a1a2(b+ pq)q + 2a3a4(−p) + (a1a4 + a2a3)(2pq + b). (3.52)
If a2 6= 0 then the expansion of q′ in the standard basis must onsist of only a onstant term,
otherwise the term −a22(b + pq)qq′ on the LHS ontains terms whih are not present in the RHS;
but then [p′, q′] = 0 whih is a ontradition and hene a2 = 0. Thus, one also has a1a4 = 1.
Equation (3.52) now redues to
−2[a24(−p)]q′ + b′ = 2a3a4(−p) + (2pq + b). (3.53)
Equating the onstant term on both sides of (3.53) gives b = b′.
In onlusion we have shown that if b 6= b′, f1,bIIA is not equivalent to f1,b
′
IIA under the ation of
Aut(A1)×Aut(sl(2)) whih proves part (i). Part (ii) is proved in a similar but easier way. QED
Proposition 3.4.18 a) If f ∈ F there exists (α,w) ∈ Aut(A1)×Aut(sl(2)) suh that (α,w).f ∈ N .
b) No two distint realisations in N are equivalent under the ation of Aut(A1)×Aut(sl(2)).
Proof: Immediate from Remark 3.4.16 and Proposition 3.4.17. QED
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3.4.5 Charaterisation of the orbit of F under Aut(A1)× Aut(sl(2))
In this subsetion we analyse the orbit OF of F under the ation of the group Aut(A1)×Aut(sl(2)).
In terms of the Dixmier partition we dene several a priori dierent subsets of A
sl(2)
1 whih all turn
out to be idential with OF . This means that N is the family of normal forms for the ation of the
group Aut(A1)×Aut(sl(2)) on any of these subsets.
Denition 3.4.19
D3 = {f ∈ Asl(2)1 : ∃z ∈ sl(2) \ {0} s.t f(s) ∈ ∆3}
D′3 = {f ∈ Asl(2)1 : ∃z ∈ sl(2) \ {0} s.t ad(f(z)) admits an eigenvetor in ∆3}
D1 = {f ∈ Asl(2)1 : ∃z ∈ sl(2) \ {0} s.t f(n) ∈ ∆1}
D′1 = {f ∈ Asl(2)1 : ∃z ∈ sl(2) \ {0} s.t ad(f(z)) has an eigenvetor in ∆1}
D = {f ∈ Asl(2)1 : ∃(α,w) ∈ Aut(A1)×Aut(sl(2)) s.t (α,w).f ∈ N}
OF = {f ∈ Asl(2)1 : ∃(α,w) ∈ Aut(A1)×Aut(sl(2)) s.t (α,w).f ∈ F}.
It follows from Proposition 3.4.18 that D = OF . We now show that in fat all of the above sets are
idential.
Theorem 3.4.20 D3 = D′3 = D1 = D′1 = D.
Proof: First note that D3,D′3,D1,D′1 and D are stable under the ation of Aut(A1) × Aut(sl(2))
and that the inlusions D3 ⊆ D′3 and D1 ⊆ D′1 are obvious. Furthermore, the inlusions D ⊆ D3
and D ⊆ D1 follow from subsetion 3.4.2. Hene, to prove the theorems it is suient to show that
1. D3 ⊆ D,
2. D′3 ⊆ D3,
3. D′1 ⊆ D3.
1. D3 ⊆ D: Let f ∈ D3. By hypothesis there exists an s ∈ sl(2) suh that f(s) ∈ ∆3 and s is
semi-simple by Remark 3.1.4 beause in sl(2) an element is either nilpotent or semi-simple. By
resaling we an always suppose that the eigenvalues (in sl(2)) of ad(s) are −2, 0 and 2. Then there
exists w ∈ Aut(sl(2)) suh that w−1(e0) = s. By Theorem 3.1.3 (2), there exist α ∈ Aut(A1), µ ∈
C
∗, ν ∈ C suh that α ◦ f ◦ w−1(e0) = µpq + ν.
By Theorem 3.4.3 and Corollary 3.4.6
(α,w).f ∈ F (3.54)
Hene D3 ⊆ D by Proposition 3.4.18.
2. D′3 ⊆ D3: We need the following lemma
Lemma 3.4.21 Let S ∈ ∆3. Then
(i) C(S) ⊂ C ∪∆3 ∪∆5;
(ii) C(S) ∩∆3 = {µS + ν : µ ∈ C∗, ν ∈ C}. (3.55)
Proof: Without loss of generality we an suppose that S = pq sine any element of ∆3 is
equivalent under Aut(A1) to µ
′pq + ν ′ (Theorem 9.2 of [21℄) and sine C(µ′pq + ν ′) = C(pq).
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First note that C(pq) = C[pq] (see Proposition 5.3 of [21℄). Let Z = ak(pq)
k + · · · + a0 be a
polynomial of degree k in pq. Then a simple indution shows that
[Z, pmqn] = k(n−m)akpm+k−1qn+k−1 + terms of lower degree in p.
From this it follows that if k > 1 the only eigenvalue of ad(Z) is 0 and so D(Z) = C(Z). By
iteration of this formula it also follows that that if k > 1, Ker adℓ(Z) = Ker ad(Z) and so
N(Z) = C(Z). This means that if k > 1, Z ∈ ∆5 (see Theorem 2.2). By Theorem 3.1.3(2),
Z ∈ ∆3 if k = 1 and the lemma is proved. QED
Let f ∈ D′3. There exists z ∈ sl(2) \ {0}, S ∈ ∆3 and λ ∈ C suh that [f(z), S] = λS. This
implies that ad2(S)(f(z)) = 0, that is f(z) ∈ N(S) (see subsetion 3.1.1 for notation). Sine S ∈ ∆3,
N(S) = C(S) (see Theorem 3.1.1) and thus f(z) ∈ C(S). By Lemma 3.4.21, f(z) ∈ ∆3 ∪∆5; but
f(z) /∈ ∆5 (see Remark 3.1.4) and so f(z) ∈ ∆3 and f ∈ D3.
3. D′1 ⊆ D3: We need the following two lemmas
Lemma 3.4.22 Let a ∈ A1, µ ∈ C∗ be suh that [a, p] = −µp. There exists α3 ∈ Aut(A1)
suh that α−13 (a) = µpq + ν, for some ν ∈ C.
Proof: Let a =
∑
ij hijp
iqj . Sine
[a, p] = −µp ⇔ [a− µpq, p] = 0, (3.56)
and [p, piqj] = jpiqj−1, one has
a = µpq +
N∑
i=0
aip
i, (3.57)
where ai ∈ C and N ∈ N. One an then write
a = µp(q +
N∑
i=1
ai
µ
pi−1) + ν.
But [p, q′] = 1 where q′ = q +
∑N
i=1
ai
µ p
i−1
so that there exist an unique automorphism α3 of
A1 suh that α3(p) = p, α3(q) = q
′
. Hene
α−13 (a) = µpq + ν.
QED
Lemma 3.4.23 Let a ∈ A1, λ ∈ C∗ and let g(p) =
∑n
k=0 akp
k
be a polynomial of degree n.
If [a, g(p)] = λg(p) then there exists α2 ∈ Aut(A1) suh that [α−12 (a), p] = λnp.
Proof: Sine < piqj > is a basis of A1, we an write
[a, pk] =
Nk∑
i=0
fi,k(p) q
i,
where k ∈ N∗, Nk ∈ N and fNk,k is a non-zero polynomial of degree Mk in p. Let ck 6= 0
be the oeient of pMkqNk in [a, pk]. A straightforward indution argument shows that
Nk = N1, Mk =M1 + k − 1 and ck = kc1.
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Thus, one has
[a,
n∑
k=0
akp
k] =
n∑
k=0
(
Nk∑
i=0
akfi,k(p)q
i
)
,
But sine [a, g(p)] = λg(p) by hypothesis, this means that ancn = annc1 = anλ, Nn = N1 =
0, Mn = n and so c1 =
λ
n and M1 = 1. Therefore
[a, p] =
λ
n
p+ ν
for some onstant ν ∈ C. But, [λnp+ ν, nλq] = 1 there exist an unique automorphism α2 of A1
suh that α2(p) =
λ
np+ ν, α3(q) =
n
λq. Hene
[α−12 (a), p)] =
λ
n
p
QED
We now prove that D′1 ⊆ D3. Let f ∈ D′1. By hypothesis there exist z ∈ sl(2), N ∈ ∆1 and
λ ∈ C suh that
[f(z), N ] = λN. (3.58)
By Theorem 9.1 of [21℄ there exist α1 ∈ Aut(A1) suh that α1(N) ∈ C[p]. If λ 6= 0, α1◦f(z) satises
the hypothesis of Lemma 3.41. and, by Lemmas 3.41 and 3.44, there exist α2, α3 ∈ Aut(A1), µ ∈ C∗
and a0 ∈ C suh that α−13 ◦ α−12 ◦ α1 ◦ f(z) = µpq + a0. Sine µpq + a0 is in ∆3, this means that
α−13 ◦ α−12 ◦ α1 ◦ f ∈ D3 and hene f ∈ D3. To omplete the proof we show that the λ = 0 ase
redues to the λ 6= 0 ase as follows. If λ = 0, then f(z) ∈ C(N). But C(N) ⊆ ∆1 (by Theorem 9.1
of [21℄) so that f(z) ∈ ∆1 and, by Remark 3.1.4, z is nilpotent. There exists s ∈ sl(2) semi-simple
suh that [s, z] = 2z and then [f(s), f(z)] = 2f(z). Now, replaing z by s, N by f(z) and λ by 2 in
(3.58), we an onlude that f ∈ D3 as above sine λ 6= 0. QED
Corollary 3.4.24 Let f ∈ Asl(2)1 . The following are equivalent:
1. f(sl(2)) ⊆ ∆1 ∪∆3.
2. There exists (α,w) ∈ Aut(A1)×Aut(sl(2)) suh that (α,w).f = f1I .
Proof: 2 ⇒ 1: By Proposition 3.4.7 parts (ii) and (iii), f1I (sl(2)) ⊆ ∆1 ∪∆3 and this property is
invariant under the ation of Aut(A1)×Aut(sl(2)).
1⇒ 2: If f(sl(2)) ⊆ ∆1 ∪∆3 then f ∈ D1 and by Theorem 3.4.20 there exists (α,w) ∈ Aut(A1)×
Aut(sl(2)) suh that (α,w).f ∈ F . By Propositions 3.4.7, 3.4.8 and 3.4.11 we must have (α,w).f =
f1I . QED
3.4.6 The isotropy groups in Aut(A1)× Aut(sl(2))
Reall that if a group G ats on a set X, the isotropy of x ∈ X in G is by denition the subgroup
{g ∈ G : g.x = x}. In this subsetion we alulate the isotropy groups of f1I and f1,bIIA in Aut(A1)×
Aut(sl(2)). We denote these groups respetively by II and IIIA.
Proposition 3.4.25 II = {(αg,Ad(g)) : g ∈ SL(2,C)}, where αg ∈ Aut(A1) is given by αg(p) =
a4p+ a2q, αg(q) = a3p+ a1q.
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Remark 3.4.26 In fat the group II is isomorphi to SL(2,C).
Proof: Let (α,w) ∈ II . This is equivalent to α ◦ f1I = f1I ◦ w. Let p′ = α(p), q′ = α(q) and
w = Ad(
(
a1 a2
a3 a4
)
) (see Proposition 3.4.2 for notations).
The sl(2) triplets orresponding to f1I and α ◦ f1I are
X = −12q2 X ′ = −12q2
Y = 12p
2 Y ′ = 12p
′2
H = pq − 12 H ′ = p′q′ − 12 .
(3.59)
One has
α ◦ f1I (e+) = −12q′2 = f1I ◦ w(e+) = −12a21q2 − 12a23p2 − a1a3(pq − 12)
α ◦ f1I (e−) = 12p′2 = f1I ◦ w(e−) = 12a22q2 + 12a24p2 + a2a4(pq − 12 )
α ◦ f1I (e0) = p′q′ − 12 = f1I ◦ w(e0) = a1a2q2 + a3a4p2 + (a1a4 + a2a3)(pq − 12).
(3.60)
The rst equation writes
α ◦ f1I (e+) =
1
2
q′2 =
1
2
(a3p+ a1q)
2
(3.61)
Let β ∈ Aut(A1) suh that β(q) = a3p+a1q. By ating with β−1 on (3.61), one has β−1◦α◦f1I (e+) =
1
2(β
−1(q′))2 = 12q
2
. It is then easy to see that β−1(q′) = ±q with implies q′ = ±β(q) = ±(a3p+a1q).
Similarly, using the seond equation of (3.60) one nds that p′ = ±(a4p+a2q). Sine [p′, q′] = 1
we have either p′ = a4p+a2q, q′ = a3p+a1q) or p′ = −(a4p+a2q), q′ = −(a3p+a1q). Furthermore,
the last equation of (3.60) is veried by any of the two solutions found. Sine w = Ad(g) = Ad(−g)
this ompletes our proof. QED
To alulate III we need the following denition:
Denition 3.4.27 Let Bˆ =
{(
a1 0
a3
1
a1
)
: a1 ∈ C∗, a3 ∈ C
}
and let B be the subgroup Ad(Bˆ) ⊂
Aut(sl(2)).
Proposition 3.4.28 IIIA = {(αw, w) : w ∈ B} where αw ∈ Aut(A1) is given by αw(p) =
1
a21
p, αw(q) = a
2
1(q − a3a1 ).
Remark 3.4.29 In fat the group IIIA is isomorphi to B, a Borel subgroup of Aut(sl(2)).
Proof: Let (αw, w) ∈ II . This is equivalent to αw ◦f1,bIIA ◦w = f1,bIIA. Let p′ = αw(p), q′ = αw(q) and
w = Ad(
(
a1 a2
a3 a4
)
) (see Proposition 3.4.2 for notations). Calulation as in the proof of Proposition
3.4.17 up to equation (3.53), as in the proof of Proposition 3.4.17, (replaing b′ by b in the LHS
of the Equations 3.51, 3.52, 3.53). Thus, one has a2 = 0 and a1a4 = 1. This means that w ∈ B.
Furthermore, equation 3.53 an be written
−2[a24(−p)]q′ + b = 2a3a4(−p) + (2pq + b). (3.62)
whih gives
p(a24q
′ + a3a4 − q) = 0. (3.63)
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Sine in A1 there are no zero divisors (see [21℄), one has
q′ = αw(q) =
1
a24
(q − a3a4) = a21(q − a3a4) = a21(q −
a3
a1
) (3.64)
Imposing [αw(p), αw(q)] = 1 one gets αw(p) = a
2
4p + k =
1
a21
p + k, with k ∈ C, whih, inserted in
the rst or the seond equation of (3.51) gives k = 0. QED
3.4.7 Other examples
Let U(sl(2)) be the universal enveloping algebra of sl(2). Reall that U(sl(2)) is an assoiative
algebra ontaining sl(2) whih has the following universal property: if f : sl(2) → B is a Lie
homomorphism from sl(2) to an assoiative algebra B there exists a unique assoiative algebra
homomorphism fˆ : U(sl(2))→ B suh that fˆ |sl(2) = f . This means that we an dene a left ation
of Aut(U(sl(2))) on Asl(2)1 as follows:
(α,w) · f = α ◦ f ◦ w−1|sl(2)
where α ∈ Aut(A1) and w ∈ Aut(U(sl(2))).
One an onstrut realisations of sl(2) whih are not into the orbit of F under Aut(A1) ×
Aut(sl(2)) (see g. 3.1). This an be done by letting elements of Aut(U(sl(2))) \ Aut(sl(2)) at on
N . Note that the group Aut(sl(2)) is naturally inluded in the group Aut(U(sl(2))). In this setion,
for the sake of ompleteness, we give an expliit example (see also page 127 of [23℄).
Fig. 3.1: Realisation of sl(2) whih is not into the orbit of F under Aut(A1)×Aut(sl(2))
Let x, y, h denote the images of e+, e−, e0 under the natural inlusion sl(2) ⊂ U(sl(2)).
Dene now g ∈ Asl(2)1 by g = fˆ1,1IIA ◦ w|sl(2), where fˆ1,1IIA : U(sl(2))→ A1 is the natural extension
of f1,1IIA to U(sl(2))→ A1 and w = exp(ad(x2)) ∈ Aut(U(sl(2))) is given by:
w(x) = x,
w(y) = y + hx+ xh− 4x3,
w(h) = h− 4x2. (3.65)
Expliitly, this gives
g(e+) = (1 + pq)q
g(e−) = −p+ 4p2q3 − 4p3q6 + 12p2q5
g(e0) = 2pq − 4p2q4 + 1. (3.66)
Proposition 3.4.30 g /∈ OF .
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Proof: To show this it is enough to prove that there does not exist (α,w) ∈ Aut(A1) × Aut(sl(2))
suh that (α,w).g ∈ N . Suppose for ontradition that there exist (α,w) ∈ Aut(A1) × Aut(sl(2))
suh that (α,w).g = f1,bIIA i.e. α ◦ f1,bIIA = f1,bIIA ◦ w.
The sl(2) triplets orresponding to g and f1,bIIA are
X = (1 + pq)q X ′ = (b+ pq)q
Y = −p+ 4p2q3 − 4p3q6 + 12p2q5 Y ′ = −p
H = 2pq + 1− 4p4q2 H ′ = 2pq + b.
(3.67)
Then writing p′ = α(p), q′ = α(q) and w = Ad(
(
a1 a2
a3 a4
)
) (see Proposition 3.4.2 for notations) one
has
(b+ p′q′)q′ = −a1a3X − a23Y − a1a3H
= −a1a3((1 + pq)q)− a23(−p+ 4p2q3 − 4p3q6 + 12p2q5)− a1a3(2pq + 1− 4p4q2)
−p′ = −a22X + a24Y + a2a4H
= −a22(1 + pq)q + a24(−p+ 4p2q3 − 4p3q6 + 12p2q5) + a2a4(2pq + 1− 4p4q2)
2p′q′ + b = −2a1a2X + 2a3a4Y + (a1a4 + a2a3)H
= −2a1a2(1 + pq)q + 2a3a4(−p+ 4p2q3 − 4p3q6 + 12p2q5)
+(a1a4 + a2a3)(2pq + 1− 4p4q2).
Substituting the seond equation in the third equation, we obtain
−2a1a2(1 + pq)q + 2a3a4(−p+ 4p2q3 − 4p3q6 + 12p2q5) + (a1a4 + a2a3)(2pq + 1− 4p4q2)
= −2(− a22(1 + pq)q + a24(−p+ 4p2q3 − 4p3q6 + 12p2q5) + a2a4(2pq + 1− 4p4q2))q′ + b.
If a4 6= 0 then the expansion of q′ in the standard basis onsists of only a salar term, otherwise
the term−2a24p3q6q′ on the RHS ontain terms whih are not present on the LHS; but then [p′, q′] = 0
whih is a ontradition and hene a4 = 0.
Thus the equation above redues to
−2a1a2(q + pq2)− (2pq + 1− 4p4q2) = 2a22(q + pq2)q′ + b. (3.68)
Let k be the highest power of q appearing in the expansion of q′ in the standard basis. Then
the highest power appearing in the expansion of the RHS in the standard basis is k+2. Comparing
with the LHS gives k = 0 and q′ = f(p) where f is a polynomial in p. By similar arguments of
degree ounting on the two sides of Equation 6.7, one shows that the degree of f is equal to 3, that
is
q′ = K3p3 +K2p2 +K1p+K0 (3.69)
where K0,K1,K2 ∈ C and K3 ∈ C∗. Inserting (3.69) in (3.68) and expanding expliitly the RHS in
the standard basis, one sees that the term in p3q is −10a22K3p3q whilst in the LHS there is no term
in p3q. Thus K3 = 0 whih is a ontradition.
We have therefore proved that there does not exist α ∈ Aut(A1) and w ∈ Aut(sl(2)) suh that
(α,w).g = f1,bIIA. QED
This means that none of the elements of g(sl(2)) are stritly nilpotent or stritly semi-simple.
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Corollary 3.4.31 With the notations above, g(sl(2)) ⊆ ∆2 ∪∆4.
Proof: Immediate from Theorem 3.4.20. QED
Remark 3.4.32 If we set
D′′1 = {f ∈ Asl(2)1 : ∃n ∈ sl(2) nilpotent s.t f(n) is an eigenvetor of some element in ∆3}
then g ∈ D′1 sine g(e+) is an eigenvetor of pq. Hene D′1 6= D.
Before ending this subsetion, we relate this example to the haraterisation of A
sl(2)
1 given by
A. Joseph in [23℄. He showed that A
sl(2)
1 is a disjoint union S1∪S2, where S1 (resp. S2) is the set of
realisations for whih the spetrum of the standard semi-simple element H is equal to 2Z (resp. Z).
Furthermore, he showed that S1 (resp. S2) an be subdivided into a disjoint union S11∪S12∪· · ·∪S1∞
(resp. S21 ∪ S22 ∪ . . . ). Finally, he showed that S1, S21, S22 . . . and S12, S13 . . . , S1r with r <∞ are
stable under the ation of Aut(A1)×Aut(U(sl(2)).
With respet to this deomposition, f1I ∈ S21 and f1,bIIA ∈ S11 (see Propositions 3.4.7 and 3.4.8).
Hene
N ⊆ S21 ∪ S11.
We will now prove that g ∈ S1∞. For this we need the denition of S11:
Denition 3.4.33 Let f ∈ Asl(2)1 ,m ∈ 2Z,H = f(e+),X = f(e+), Y = f(e−) and D
(
H,m
)
=
{z ∈ A1 : [H, z] = mz} . By Lemma 3.1 of [23℄, there exists ym ∈ D
(
H,m
)
suh that
D
(
H,m
)
= ymC[H]. (3.70)
The set S11 is dened to be the set of realisations f ∈ Asl(2)1 for whih
D
(
H, 2
) 6= XC[H] or D(H,−2) 6= Y C[H]. (3.71)
We an now prove
Proposition 3.4.34 Let g ∈ Asl(2)1 be dened by equations (3.66). Then g ∈ S1∞.
Proof: Reall that g was obtained by ating on f1II ∈ S11 with a spei element of Aut(U(sl(2)).
Hene, by the properties of the Joseph deomposition to prove that g ∈ S1∞ it is enough to show
that g /∈ S11. From (3.71), one sees that this omes down to proving that
D
(
H, 2
)
= XC[H] and D
(
H,−2) = Y C[H].
We now treat the rst of these onditions. By (3.70), there exists y2 ∈ D
(
H, 2
)
suh that
D
(
H, 2
)
= y2C[H]. Sine X ∈ D
(
H, 2
)
there exists a polynomial anH
n + · · ·+ a0 suh that
X = y2(anH
n + · · ·+ a0),
whih gives
q + pq2 = y2
(
an(2pq − 4p2q4 + 1)n + · · ·+ a0
)
.
Comparing highest powers of p, one has n = 0, y2 =
1
a0
X and thus D
(
H, 2
)
= XC[H]. A similar
but more tedious argument shows that D
(
H,−2) = Y C[H]. QED
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3.5 Perspetives
We end this hapter by overviewing some possible perspetives of this work. We onsidered the
problem of the onstrution of nite-dimensional Lie algebras from the fundamental observables p
and q of quantum mehanis, that is the Lie algebras that an be realised in A1. We onsidered here
only omplex Lie algebras and the Weyl algebra A1 was taken over the eld of omplex numbers.
Thus, a rst question one might ask is what will be the situation when onsidering real Lie algebras
realisable in the Weyl algebra over the real numbers. This problem should be approahed by an
analysis of the real forms of the omplex Lie algebras obtained in Theorem 3.2.22. Moreover one
ould address the question of what all this would beome over an arbitrary eld (for example not
of harateristi 0).
Another natural generalisation of this study would be to onsider the Lie algebras that an be
realised in An, the omplex assoiative algebra dened in (3.1). A somewhat onneted issue is to
study the problem analogous to the problem onsidered in this hapter not in the ontext of the
quantum Lie braket but in the ontext of the lassial Poisson braket. Indeed, onsider A0 the set
of polynomials over some eld in the ommuting variables x and y and dene the Poisson braket
{f, g} = ∂f
∂x
∂g
∂y
− ∂f
∂y
∂g
∂x
, ∀f, g ∈ A0.
This braket makes A0 into a Lie algebra and one may thus investigate what are the Lie subalgebras
of A0. Moreover, some omparison between the obtained symmetries at the lassial (A0) and the
quantum (A1) level are then possible. Finally, an in some sense opposite problem is the study of
innite-dimensional subalgebras of An.
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Chapter 4
Lie algebras of order F
In the previous hapter we got familiarised with fundamental algebrai strutures, the Lie (su-
per)algebras. However, even if these strutures are nowadays pratially the only used to desribe
symmetries of physial systems, one may think to dene more exoti strutures. In this hapter
we introdue suh an example, namely the Lie algebras of order F and in the next two hapters,
starting from a partiular Lie algebra of order 3 we onstrut eld theoretial realisations of it.
Lie algebras of order F an be seen as generalisations of Lie algebras and superalgebras (whih are
obtained for the partiular ases of F = 1 and resp. F = 2, as we will see in the sequel). Here we
set the basis of an algebrai theory of ontrations and deformations of this algebrai struture.
The hapter is strutured as follows. In the rst setion we reall the denition of Lie algebras
of order F . We fous on the ase F = 3 and we give some known examples. Furthermore we study
the ase of Lie algebras of order 3 based on the sl(2) Lie algebra. In the seond setion we reall
some results on representations of these algebrai strutures. In the next setions we set the basis
of the study of deformations and ontrations. An expliit non-trivial example is given. In the fth
setion we initiate a study of non-trivial extensions of the Poinaré algebra. In the sixth setion a
dierent, binary approah is proposed for Lie algebras of order 3. The last setion presents briey
some further perspetives.
If in the beginning of this hapter some results are realled from [33℄ and [34℄, the rest presents
new results whih onstitute the subjet of a forthoming publiation.
4.1 Denition and examples of Lie algebras of order F
In this setion we reall the denition and some basi properties of Lie algebras of order F (for a
more detailed analyse see [33℄ and [34℄). We then fous on the ase F = 3 and give some examples.
Finally, we study the ase of Lie algebras of order 3 based on sl(2).
4.1.1 Denition
Denition 4.1.1 Let F ∈ N∗, q = e 2πiF , a ZF graded C−vetor spae g = g0⊕g1⊕g2 · · ·⊕gF−1 and
ε an automorphism of g satisfying εF = 1, gi being the eigenspae orresponding to the eigenvalue
qi of ε. Then g is alled a Lie algebra of order F if
1. g0 is a Lie algebra.
2. gi is a representation of g0, i = 1, .., F − 1; if [., .] denotes the braket on g0 and the ation of
g0 on g it is lear that [ε(X), ε(Y )] = ε([X,Y ]), for all X ∈ g0 and Y ∈ g.
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3. For all i = 1, .., F − 1 there exists a F−linear, g0−equivariant map µi : SF (gi) → g0, where
SF (gi) denotes the F−fold symmetri produt of gi, map that satisfy the following (Jaobi)
identity:
F+1∑
j=1
[Yj , µi(Y1, . . . , Yj−1, Yj+1, . . . , YF+1)] = 0,
for any i = 1, . . . , F − 1 and for all Yj ∈ gi, j = 1, . . . , F + 1. One an also see that
{ε(Y1), . . . , ε(YF )} = ε({Y1, . . . , YF}).
Remark 4.1.2 If F = 1, by denition g = g0 and a Lie algebra of order 1 is a Lie algebra. If
F = 2, then g is a Lie superalgebra. Therefore, the Lie algebras of order F appear as possible
generalisations of Lie algebras and superalgebras.
Note that the following identities are satised by a Lie algebra of order F ; we all them Jaobi
identities for Lie algebras of order F :
1.For any X,X ′,X ′′ ∈ g0,[[
X,X ′
]
,X ′′
]
+
[[
X ′,X ′′
]
,X
]
+
[[
X ′′,X
]
,X ′
]
= 0, (I.1)
whih we will refer to as the 1st Jaobi identity. This relation expresses the fat that g0 is a Lie
algebra.
2. For any X,X ′ ∈ g0 and Y ∈ gi, i = 1, .., F − 1,[[
X,X ′
]
, Y
]
+
[[
X ′, Y
]
,X
]
+
[
[Y,X] ,X ′
]
= 0, (I.2)
(2nd Jaobi identity) sine gi is a representation of g0.
3. For X ∈ g0 and Yj ∈ gi (with j = 1, . . . , F , i = 1, . . . , F − 1)
[X,µi(Y1, . . . , YF )] = µi([X0, Y1] , . . . , YF ) + · · ·+ µi(Y1, . . . , [X,YF ]) , (I.3).
( 3rd Jaobi identity) results from the g0-equivariane of the map µi.
4. For all Yj ∈ gi, j = 1, ..., F + 1, i = 1, ..., F − 1, the identity (the 4th Jaobi identity)
F+1∑
j=1
[Yj, µi(Y1, . . . , Yj−1, Yj+1, . . . , YF+1)] = 0 (I.4)
orresponds to ondition 3 of the denition.
Remark 4.1.3 Let g = g0 ⊕ g1 . . . gF−1 be a Lie algebra of order F , with F > 1. For any i =
1, . . . , F − 1, the graded vetor spaes g = g0 ⊕ gi satisfy all the properties of a Lie algebra of order
F struture. We all these type of algebras elementary Lie algebras of order F .
From now on, we onsider elementary Lie algebras of order F .
An indutive onstrution of nite-dimensional Lie algebras of order F on a given vetor spae
(whih already posses a Lie algebra of order F1 struture, 1 < F1 < F ) was given in [33℄. We give
here the main elements of this onstrution. Let g = g0 ⊕ g1 be the elementary algebra of order F1
(with the appliation µ1) and F2 ∈ N∗. If there exists a g0−equivariant, F2−linear symmetri form
on g1,
µ2 : SF (g1)→ C,
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then g admits an elementary Lie algebra of order F1 + F2 struture.
We just give here an outline of the proof (one an hek [33℄ for further details). The g0-equivariant
map that allows us to dene the elementary Lie algebra of order F1 + F2 struture is
µ : SF1+F2(g1)→ g0 ⊗ C ∼= g0,
with
µ(Y1, . . . , YF1+F2) =
1
F1!
1
F2!
∑
σ∈SF1+F2
µ1(Yσ(1), . . . Yσ(F1))⊗ µ2(Yσ(F1+1), . . . , Yσ(F1+F2))
where Y1, . . . , YF1+F2 ∈ g1. One then heks that this map satises the Jaobi identities I.1-I.4.
The partiular ase F1 = 1 was also treated in [33℄.
After this general introdution, in the rest of this thesis we onsider the ase F = 3, that is of
Lie algebras of order 3. We denote the 3−linear map by the three entries braket {., ., .}.
4.1.2 Some examples of elementary Lie algebras of order 3
So far in literature there exists non-trivial examples of Lie algebras of order F , both nite and resp.
innite-dimensional (see [33℄ and resp. [34℄). We give now some examples of nite-dimensional
elementary Lie algebras of order 3, whih will be relevant in the sequel.
Example 4.1.4 Let g0 = so(2, 3) and g1 its adjoint representation. Let {Ja} be a basis of g0 and
{Aa} be the orresponding basis of g1, with a = 1, . . . , 10. Thus, one has [Ja, Ab] = ad([Ja, Jb]). Let
gab = Tr(AaAb) be the Killing form. Then, one an endow g0 ⊕ g1 with a Lie algebra of order 3
struture given by
{Aa, Ab, Ac} = gabJc + gacJb + gbcJa.
Notie that when one onsiders this type of Lie algebras of order 3 one an obviously onsider
the omplex struture as well as real forms of it.
Example 4.1.5 Let g0 be the Poinaré algebra and {Lmn, Pm : Lmn = −Lnm, m < n,m, n,=
0, . . . , 3} be a basis of g0 with the non-zero brakets
[Lmn, Lpq] = ηnqLpm − ηmqLpn + ηnpLmq − ηmpLnq,
[Lmn, Pp] = ηnpPm − ηmpPn. (4.1)
(see subsetion 2.3.2). Let now g1 be a 4−dimensional representation of g0 and {Vm : m = 0, . . . , 3}
be a basis of g1. The ation of g0 on g1 is given by
[Lmn, Vp] = ηnpVm − ηmpVn, [Pm, Vn] = 0.
One an now onstrut a Lie algebra of order 3 struture on g0 ⊕ g1, with the additional braket
{Vm, Vn, Vr} = ηmnPr + ηmrPn + ηrnPm, (4.2)
with the metri ηmn taken to be diag(1,−1,−1,−1).
Note that P 2 is a Casimir operator of this Lie algebra of order 3.
Let us remark at this point that this example is of ruial importane for the last two hapters
of this thesis. Indeed, it is exatly this algebrai struture that will be used to onstrut a eld
theoretial model in four and resp. in arbitrary dimensions (see hapters 6 and resp. 7).
An additional remark to be done here is that a Inönü-Wigner ontration of the algebra of
Example 4.1.4 ontains the algebra of Example 4.2 as a subalgebra; furthermore this provides also
an example of a non-trivial deformation of Lie algebra of order 3. We will ome bak to this point
in subsetion 4.4.1.
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4.1.3 Study of elementary Lie algebras of order 3 based on sl(2)
In this subsetion we study the elementary Lie algebras of order 3 g0 ⊕ g1 for whih g0 ∼= sl(2).
Realling from subsetion 4.1.1 that g1 is a representation of g0, we will rst treat the ase when g1
is an irreduible representation of sl(2) and then the ase when g1 is a reduible representation.
In this subsetion we denote by X+,X−,X0 a standard basis of g0, with the following ommu-
tation relations
[X0,X+] = 2X+, [X0,X−] = −2X−, [X+,X−] = X0. (4.3)
Theorem 4.1.6 Let g = sl(2) ⊕ g1 be a Lie algebra of order 3 suh that g1 is an irreduible
representation of g0. If the braket on g1 is not trivial (that is it exists Y1, Y2, Y3 ∈ g1 suh that
{Y1, Y2, Y3} 6= 0) then g is of dimension 6 and g is isomorphi to the Lie algebra of order 3 given
by the following non-zero relations
{Y+1, Y−1, Y0} = X0, {Y0, Y0, Y0} = 6X0
{Y+1, Y−1, Y+1} = 2X+, {Y+1, Y0, Y0} = 2X+,
{Y−1, Y+1, Y−1} = 2X−, {Y−1, Y0, Y0} = 2X−.
(where Y+1, Y−1, Y0 is a standard basis of g1)
Proof: I. Firstly remark that if one onsiders representations of sl(2) of even dimension, then the
weights will be odd numbers. Thus, alulating any braket {Y1, Y2, Y3} one has an odd weight
whih annot be found in sl(2).
II. The representation of dimension 1 of sl(2), < Y >, is trivial: [X±, Y ] = 0, [X0, Y ] = 0. One
neessarily has {Y, Y, Y } = αX0 and imposing for example I.3 on the set X+, Y, Y, Y one gets α = 0.
III. Consider now dim g1 = 3 (that is g1 is the adjoint representation of sl(2)). Hene one has the
following non-zero ommutation relations
[X+, Y−1] = Y0, [X+, Y0] = −2Y+1,
[X−, Y+1] = −Y0, [X−, Y0] = 2Y−1,
[X0, Y+1] = 2Y+1, [X0, Y−1] = −2Y−1.
(4.4)
By a simple alulus of weights, one has
{Y+1, Y−1, Y0} = α1X0,
{Y+1, Y−1, Y+1} = α2X+, {Y+1, Y0, Y0} = α4X+,
{Y−1, Y+1, Y−1} = α3X−, {Y−1, Y0, Y0} = α5X−.
{Y0, Y0, Y0} = α6X0 .
(4.5)
where αi ∈ C (with i = 1, . . . , 6). From symmetry onsiderations one has that α2 = α3 and α4 = α5.
Identity I.4 on the set Y+1, Y+1, Y−1, Y0 gives
2[Y+, {Y+1, Y−1, Y0}] + [Y−1, {Y+1, Y+1, Y0}] + [Y0, {Y+1, Y+1, Y−1}] = 0.
Using now (4.3), (4.4) and (4.5) to express the dierent brakets, one gets
α2 = 2α1. (4.6)
Imposing I.4 on the set Y0, Y0, Y0, Y+1 leads to
3α4 = α6. (4.7)
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Similarly, identity I.3 with respet to X−, Y+1, Y−1, Y0 gives
2α1 = α5. (4.8)
Thus (α1, α2, α3, α4, α5, α6) = (α1, 2α1, 2α1, 2α1, 2α1, 6α1).
IV. Consider now dim g1 = 5 and let < Y2, Y1, . . . , Y−2 > be a basis of g1 on with g0 ats in the
following manner
[X+, Y+1] = Y2 [X+, Y0] = 2Y1 [X+, Y−1] = 3Y0 [X+, Y−2] = 4Y−1
[X−, Y+2] = 4Y+1 [X−, Y+1] = 3Y0 [X−, Y0] = 2Y−1 [X−, Y−1] = Y−2
[X0, Y+2] = 4Y+2 [X0, Y+1] = 2Y+1 [X0, Y+1] = −2Y−1 [X0, Y−2] = −4Y−2
(4.9)
On the set Y±1, Y0 the Jaobi identities lead, as shown in part III of this proof, to
{Y1, Y−1, Y0} = αX0, {Y0, Y0, Y0} = 6αX0
{Y1, Y−1, Y1} = 2αX+, {Y1, Y0, Y0} = 2αX+,
{Y−1, Y1, Y−1} = 2αX−, {Y−1, Y0, Y0} = 2αX−.
where α ∈ {0, 1}.
Now, by the same type of weight onsiderations, one ompletes (4.10) with
{Y−2, Y0, Y+1} = β1X−, {Y−2, Y+1, Y+1} = β2X0,
{Y+2, Y0, Y−1} = β3X+, {Y+2, Y−1, Y−1} = β4X0,
{Y−2, Y+2, Y−1} = γ1X−, {Y−2, Y+2, Y+1} = γ2X0,
{Y+2, Y−2, Y+1} = γ2X−.
(4.10)
From symmetry onsiderations one has β1 = β3, β2 = β4 and γ1 = γ3. Imposing now I.3 identities
on these brakets one has the following system of linear equations:
γ1 = 4β2 + 3γ2
γ1 = −γ2 − 2β1
β1 = 4α+ 2β2 + 2γ2
γ1 = −β2 − 4α
β2 = 3β1. (4.11)
This system implies that α = 0 and all β and γ onstants are also zero.
V. We now prove by indution that a representation g1 of sl(2) of even dimension 2k + 1 leads to
trivial braket on g1. We have proven that this statement is true for k ≤ 2. This means that
{Ya, Yb, Yc} = 0 ∀a, b, c ∈ {−(k − 1), . . . ,+(k − 1)}. (4.12)
The only a priori non-zero brakets are those involving at least one Y±k, that is of type {Y−k, Ya, Yb}
(with a, b, c ∈ {−(k − 1), . . . ,+(k − 1)}) and symmetri brakets, of type {Y+k, Y−a, Y−b} and then
{Y−k, Y+k, Y±1} or {Y−k, Y+k, Y0}. The rst type of these brakets write expliitly as:
{Y−k, Y+(k−1), Y0} , {Y−k, Y+(k−1), Y+1} , {Y−k, Y+(k−1), Y+2}
{Y−k, Y+(k−2), Y1} , {Y−k, Y+(k−2), Y+2} , {Y−k, Y+(k−2), Y+3}
. . .
{Y−k, Y1, Y+(k−2)} , {Y−k, Y1, Y+(k−1)}
(4.13)
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and symmetri ones. We now show that all the brakets (4.13) are zero. For this let us expliitly
onsider the brakets whih are proportional to X−1 (the rst olumn in (4.13)), the rest of the
terms being treated analogously. Indeed, all these brakets an be written as
{Y−k, Ya, Yk−a−1}
with a = 0, . . . , k − 2. Let us apply I.4 on the set (Y0, Y−k, Ya, Yk−a−1} whih gives
[Y0, {{Y−k, Ya, Yk−a−1}] = −[Y−k, {Y0, Ya, Yk−a−1}]− [Ya, {Y−k, Y0, Yk−a−1}]− [Yk−a−1, {Y0, Y−k, Ya}]
(4.14)
The rst term in the RHS is equal to 0 beause the braket {Y0, Ya, Yk−a−1} does not involve any
Y±k (the indution hypothesis). The seond term in the RHS is also equal to 0 for a 6= 0 by
weight onsiderations and nally the last term is also 0 again by weight onsiderations. In the LHS,
{{Y−k, Ya, Yk−a−1} ∝ X−1 and [Y0,X−1] 6= 0. Hene this analyses provides {{Y−k, Ya, Yk−a−1} =
0 for all a 6= 0. To omplete this proof one now has to treat the last remaining ase, namely
{Y−k, Y+(k−1), Y0}. Applying I.4 on the set Y−1, Y−k, Y+(k−1), Y0 one obtains the required result.
Finally the last type of brakets, {Y−k, Y+k, Y±1} or {Y−k, Y+k, Y0}, are treated similarly. For
example, for the set Y−k, Y+k, Y−1 one uses I.4 on the set (Y−1, Y−k, Y+k, Y−1). QED
We now onsider the ase when g1 is a reduible representation of sl(2).
Theorem 4.1.7 Let g = g0 ⊕ g1 be a Lie algebra of order 3, where g0 ∼= sl(2) and g1 is a reduible
representation of g0. Then the 3−entries braket {., ., .} of g is trivial.
Proof: We begin by onsidering the ase where g1 represents two distint opies of the adjoint
representation. Let < Y i±, Y i0 > (with i = 1, 2) onstitute a standard basis of g1 (that is, for eah
i = 1, 2, < Y i±, Y i0 > spans an adjoint representation of sl(2)). Thus, from Theorem 4.1.6, one has
{Y i+1, Y i−1, Y i0 } = αiX0, {Y i0 , Y i0 , Y i0} = 6αiX0
{Y i+1, Y i−1, Y i+1} = 2αiX+, {Y i+1, Y i0 , Y i0} = 2αiX+,
{Y i−1, Y i+1, Y i−1} = 2αiX−, {Y i−1, Y i0 , Y i0} = 2αiX−.
where i = 1, 2 and αi ∈ {0, 1}. We now list, performing again weight omputations, the non-zero
3−brakets involving Y 1α , Y 1β and Y 2γ (where α, β, γ ∈ {±, 0})
{Y 1+1, Y 1−1, Y 20 } = β1X0
{Y 1+1, Y 1−1, Y 2+1} = β2X+ {Y 1+1, Y 10 , Y 20 } = β4X+
{Y 1−1, Y 1+1, Y 2−1} = β3X− {Y 1−1, Y 10 , Y 20 } = β5X−
{Y 10 , Y 10 , Y 20 } = β6X0
{Y 10 , Y 10 , Y 2+1} = β7X+ {Y 1−1, Y 10 , Y 2+1} = β9X+
{Y 10 , Y 10 , Y 2−1} = β8X− {Y 1+1, Y 10 , Y 2−1} = β10X−
{Y 1−1, Y 1−1, Y 2+1} = β11X− {Y 1+1, Y 1+1, Y 2−1} = β12X+.
(4.15)
where βj ∈ C, j = 1, . . . , 12. From symmetry reasons (whih beome lear when imposing identity
I.3 on these triplets) one has β2 = β3, β4 = β5, β7 = β8, β9 = β10 and β11 = β12. Analogously to
(4.15) one has the 3−brakets involving Y 1α , Y 2β and Y 2γ (where α, β, γ ∈ {±, 0}).
As before, one has now to impose the Jaobi identities I.3 and I.4 whih involve the 3−brakets
(4.15); we proeed by imposing I.3 on the set X+, Y
1
+1, Y
1
−1, Y
2
0 . This leads to
−2β1 = β4 − 2β2. (4.16)
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Similarly, from the set X−, Y 1+1, Y
1
0 , Y
2
0 one gets
−2β1 = β4 − β6. (4.17)
Furthermore, the set X+, Y
1
0 , Y
1
0 , Y
2
0 leads to
β6 = 2β4 + β7. (4.18)
Arguing along the same line, the rest of independent equations one gets in this manner are
β7 = β6 − 4β9
β7 = 2β2 − 2β9
2β9 = 2β11 − β5
β11 = 2β9. (4.19)
Solving the system of linear equations (4.16), (4.17), (4.18) and (4.19) leads to the solution
β1 = β2 = β, β4 = 0, β6 = β7 = 2β, β9 = β11 = 0. (4.20)
On the sets of type Y 1α , Y
2
β , Y
2
γ (where α, β, γ ∈ {±, 0}), following exatly the steps above, the
identity I.3 leads to the same type of solution (4.20) for the struture onstants.
We now impose the Jaobi identity I.4. Doing this for the set Y 10 , Y
1
+1, Y
1
−1, Y
2
0 , one gets
α1 = 0.
Now, doing this for the set Y 1+1, Y
1
+1, Y
1
−1, Y
2
0 one gets
β = 0.
Similarly, one has that the 3−braket is trivial.
Let us now treat the general ase where g1 is the sum of an adjoint representation D1 and
a representation D2 of dimension 2k + 1. We have seen that for k = 1 this leads to a trivial
3−braket; we now prove by indution that this statement remains true for any k ∈ N∗. Indeed,
the only non-zero brakets will be the brakets
{Y (1)+1 , Y (1)−1 , Y (1)0 } = αX0, {Y (1)0 , Y (1)0 , Y (1)0 } = 6αiX0
{Y (1)+1 , Y (1)−1 , Y (1)+1 } = 2αX+, {Y (1)+1 , Y (1)0 , Y (1)0 } = 2αX+,
{Y (1)−1 , Y (1)+1 , Y (1)−1 } = 2αX−, {Y (1)−1 , Y (1)0 , Y (1)0 } = 2αX−.
with α ∈ {0, 1} and the brakets involving at least one Y±k. If k = 2 or 3 one an write
{Y (1)−1 , Y (1)−1 , Y (2)+k } (and symmetrially {Y (1)+1 , Y (1)+1 , Y (2)−k }); in any ase one writes
{Y (1)+1 , Y (2)−k , Y (2)+k } = γ2X+
{Y (1)0 , Y (2)−k , Y (2)+k } = γ3X0
{Y (1)0 , Y (2)−k+1, Y (2)+k } = γ5X+
{Y (1)−1 , Y (2)−k+1, Y (2)+k } = γ6X0
{Y (1)−1 , Y (2)−k+2, Y (2)+k } = γ7X+
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(with γ2, . . . , γ7 ∈ C) and similar brakets (involving Y (2)−k ) whose oeients are equal to the
oeients of (4.21). As before, we now impose the Jaobi identities. Thus, imposing I.3 on
the set (X−, Y
(1)
−1 , Y
(1)
−1 , Y
(2)
+k ) one gets {Y (1)−1 , Y (1)−1 , Y (2)+k } = 0. Furthermore, imposing I.4 on the sets
(Y
(2)
−k , Y
(1)
+1 , Y
(2)
−k , Y
(2)
+k ), (Y
(2)
−k , Y
(1)
0 , Y
(2)
−k , Y
(2)
+k ), (Y
(2)
−k+1, Y
(1)
0 , Y
(2)
−k+1, Y
(2)
+k ), (Y
(2)
+k , Y
(1)
−1 , Y
(2)
−k+1, Y
(2)
+k ) and
resp. (Y−k+2, Y
(1)
−1 , Y
(2)
−k+2, Y
(2)
+k one gets γ2 = 0, γ3 = 0, γ5 = 0, γ6 = 0 and resp. γ7 = 0. Finally,
imposing I.4 on the set (Y
(2)
+1 , Y
(1)
+1 , Y
(1)
−1 , Y
(1)
0 ) gives α = 0 whih ompletes this proof.
The remaining possibilities of diret sum of reduible representations are treated analogously
leading to the same result. QED
4.2 Representations of elementary Lie algebras of order 3
In this setion we reall the denition of a representation of a Lie algebra of order 3 (see [33℄ for
more details).
Denition 4.2.1 A representation of a Lie algebra of order 3 g is a linear map ρ : g → End(H)
(where H is the representation spae) and an automorphism εˆ suh that εˆ3 = 1 satisfying
1. ρ([X,Y ]) = ρ(X)ρ(Y )− ρ(Y )ρ(X),
2. ρ({Y1, Y2, Y3}) =
∑
σ∈S3 ρ(Yσ(1))ρ(Yσ(2))ρ(Yσ(3)),
3. εˆρ(s)εˆ−1 = ρ(ε(s))
In [33℄ it was also exhibited that one has
H =
2⊕
k=0
Hk
where Hk = {a ∈ H : εˆ(a) = qka}. Furthermore one has
ρ(Y )Hk ⊆ Hk+1(mod3).
4.3 Deformations of elementary Lie algebras of order 3
In this setion we study the deformations of Lie algebras of order 3, expressed in their elementary
form. We give a possible general framework for this purpose. Furthermore, in the next setion we
proeed with ontrations for elementary Lie algebras of order 3.
Let g = g0⊕g1 be an elementary Lie algebra of order 3 and let A = (g0⊗g0)⊕(g0⊗g1)⊕S3(g1).
The multipliation of Lie algebra of order 3 is given by the linear map
ϕ : A→ g
satisfying the onditions I.1-I.4.
Let ϕ1, ϕ2, ϕ3 be the restritions of ϕ to eah of the terms of A, that is
ϕ1 : g0 ⊗ g0 → g0,
ϕ2 : g0 ⊗ g1 → g1,
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ϕ3 : S3(g1)→ g0,
The identities I.1-I.4 write
ϕ1(ϕ1(X1,X2),X3) + ϕ1(ϕ1(X3,X1),X2) + ϕ1(ϕ1(X2,X3),X1) = 0
ϕ2(ϕ1(X1,X2), Y ) + ϕ2(ϕ2(X2, Y ),X1) + ϕ2(ϕ2(Y,X1),X2) = 0 (4.21)
ϕ1(X,ϕ3(Y1, Y2, Y3))− ϕ3(ϕ2(X,Y1), Y2, Y3)− ϕ3(Y1, ϕ2(X,Y2), Y3)− ϕ3(Y1, Y2, ϕ2(X,Y3)) = 0
ϕ2(Y1, ϕ3(Y2, Y3, Y4) + ϕ2(Y2, ϕ3(Y1, Y3, Y4) + ϕ2(Y3, ϕ3(Y1, Y2, Y4) + ϕ2(Y4, ϕ3(Y1, Y2, Y3) = 0.
Let now ϕ and ϕ′ be two multipliations ϕ and ϕ′. We an thus dene the following maps
ϕ ◦1 ϕ′ : (g0 ⊗ g0 ⊗ g0)→ g0
X1 ⊗X2 ⊗X3 7→ ϕ1(ϕ′1(X1,X2),X3) + ϕ1(ϕ′1(X3,X1),X2) + ϕ1(ϕ′1(X2,X3),X1),
ϕ ◦2 ϕ′ : (g0 ⊗ g0 ⊗ g1)→ g1
X1 ⊗X2 ⊗ Y 7→ ϕ2(ϕ′1(X1,X2), Y ) + ϕ2(ϕ′2(X2, Y ),X1) + ϕ2(ϕ′2(Y,X1),X2),
ϕ ◦3 ϕ′ : (g0 ⊗ S3(g1))→ g0
X ⊗ (Y1, Y2, Y3) 7→ ϕ1(X,ϕ′3(Y1, Y2, Y3))− ϕ3(ϕ′2(X,Y1), Y2, Y3)− ϕ3(Y1, ϕ′2(X,Y2), Y3)
−ϕ3(Y1, Y2, ϕ′2(X,Y3)),
ϕ ◦4 ϕ : (g1 ⊗ S3(g1))→ g1
Y1 ⊗ (Y2, Y3, Y4) 7→ ϕ2(Y1, ϕ′3(Y2, Y3, Y4) + ϕ2(Y2, ϕ′3(Y1, Y3, Y4) + ϕ2(Y3, ϕ′3(Y1, Y2, Y4)
+ϕ2(Y4, ϕ
′
3(Y1, Y2, Y3). (4.22)
Corollary 4.3.1 The map ϕ endows g with a struture of elementary Lie algebra of order 3 i
ϕ ◦i ϕ = 0 with i = 1, . . . , 4. (4.23)
For the following denition we denote by C[[t]] the ring of formal series.
Denition 4.3.2 A deformation of an elementary Lie algebra of order 3 is a multipliation
ϕt : A⊗ C[[t]]→ (g0 ⊕ g1)⊗C[[t]] (4.24)
whih veries identities (4.23).
Thus, a deformation of an elementary Lie algebra of order 3 writes as
ϕt = ϕ+ tψ
(1) + t2ψ(2) + · · ·+ tnψ(n), with n ∈ N∗, (4.25)
whih veries identities (4.23).
Proposition 4.3.3 Considering a deformation (4.25), the maps ψ(p) (with p ∈ N) satisfy the equa-
tions ∑
p+q=r
ψ(p) ◦i ψ(r) = 0, for any i = 1, . . . , 4, r ∈ N (4.26)
where we put ψ(0) = ϕ.
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Proof: For i = 1, equation (4.26) is just the ondition (2.21) of the deformations of Gerstenhaber
for Lie algebras. We expliitly prove (4.26) for i = 2 the two remaining ases being similar.
If one heks only the terms in t2, then only the terms ϕ+ tψ(1) + t2ψ(2) will matter. Inserting
ϕt 1 = ϕ1 + tψ
(1)
1 + t
2ψ
(2)
1
ϕt 2 = ϕ2 + tψ
(1)
2 + t
2ψ
(2)
2
ϕt 3 = ϕ1 + tψ
(1)
3 + t
2ψ
(2)
3 (4.27)
in (4.21), one gets, in t
ψ
(1)
2 (ϕ1(X1,X2), Y ) + ϕ2(ψ
(1)
1 (X1,X2), Y ) + ϕ2(ψ
(1)
2 (X2, Y ),X1)
+ψ
(1)
2 (ϕ2(X2, Y ),X1) + ϕ2(ψ
(1)
2 (Y,X1),X2) + ψ
(1)
2 (ϕ2(Y,X1),X2) = 0 (4.28)
and respetively, in t2
ϕ2(ψ
(2)
1 (X1,X2), Y ) + ψ
(1)
2 (ψ
(1)
1 (X1,X2), Y ) + ψ
(2)
2 (ϕ1(X1,X2), Y )
+ϕ2(ψ
(2)
2 (X2, Y ),X1) + ψ
(1)
2 (ψ
(1)
2 (X2, Y ),X1) + ψ
(2)
2 (ϕ2(X2, Y ),X1)
+ϕ2(ψ
(2)
2 (Y,X1),X2) + ψ
(1)
2 (ψ
(1)
2 (Y,X1),X2) + ψ
(2)
2 (Y,X1),X2) = 0. (4.29)
One sees that equation (4.28) is (4.26) for r = 1 and (4.29) is (4.26) for r = 2 (and obviously i = 2
for both ases). Similarly, one proves (4.26) for any r ∈ N∗. QED
We now fous on a more partiular ase of the above denition, namely the innitesimal defor-
mations.
4.3.1 Innitesimal deformations
Denition 4.3.4 An innitesimal deformation is given by a multipliation ϕt of the form
ϕt = ϕ+ tψ
(1)
whih veries (4.23).
Let ϕt =
∑3
i=1(ϕi + tψ
(1)
i ). Identities (4.23) lead to
ψ
(1)
1 (ϕ1(X1,X2),X3) + ϕ1(ψ
(1)
1 (X1,X2),X3) + ψ
(1)
1 (ϕ1(X3,X1),X2)
+ϕ1(ψ
(1)
1 (X3,X1),X2) + ψ
(1)
1 (ϕ1(X2,X3),X1) + ϕ1(ψ
(1)
1 (X2,X3),X1) = 0,
ψ
(1)
2 (ϕ1(X1,X2), Y ) + ϕ2(ψ
(1)
1 (X1,X2), Y ) + ϕ2(ψ
(1)
2 (X2, Y ),X1)
+ψ
(1)
2 (ϕ2(X2, Y ),X1) + ϕ2(ψ
(1)
2 (Y,X1),X2) + ψ
(1)
2 (ϕ2(Y,X1),X2) = 0,
ψ
(1)
1 (X,ϕ3(Y1, Y2, Y3)) + ϕ1(X,ψ
(1)
3 (Y1, Y2, Y3))
−ϕ3(ψ(1)2 (X,Y1), Y2, Y3)− ψ(1)3 (ϕ2(X,Y1), Y2, Y3)− ϕ3(Y1, ψ(1)2 (X,Y2), Y3)
−ψ(1)3 (Y1, ϕ2(X,Y2), Y3)− ϕ3(Y1, Y2, ψ(1)2 (X,Y3))− ψ(1)3 (Y1, Y2, ψ(1)2 (X,Y3)) = 0,
ϕ2(Y1, ψ
(1)
3 (Y2, Y3, Y4)) + ψ
(1)
2 (Y1, ϕ3(Y2, Y3, Y4))
+ϕ2(Y2, ψ
(1)
3 (Y1, Y3, Y4)) + ψ
(1)
2 (Y2, ϕ3(Y1, Y3, Y4))
+ϕ2(Y3, ψ
(1)
3 (Y1, Y2, Y4)) + ψ
(1)
2 (Y3, ϕ3(Y1, Y2, Y4))
+ϕ2(Y4, ψ
(1)
3 (Y1, Y2, Y3)) + ψ
(1)
2 (Y4, ϕ3(Y1, Y2, Y3)) = 0. (4.30)
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Using (4.22) these equations write
ϕ ◦i ψ + ψ ◦i ϕ = 0, with i = 1, . . . , 4. (4.31)
whih is just equation (4.26) for r = 1.
Furthermore, the terms in t2 obtained from (4.23) give
ψ
(1)
1 (ψ
(1)
1 (X1,X2),X3) + ψ
(1)
1 (ψ
(1)
1 (X3,X1),X2) + ψ
(1)
1 (ψ
(1)
1 (X2,X3),X1) = 0
ψ
(1)
2 (ψ
(1)
1 (X1,X2), Y ) + ψ
(1)
2 (ψ
(1)
2 (X2, Y ),X1) + ψ
(1)
2 (ψ
(1)
2 (Y,X1),X2) = 0,
ψ
(1)
1 (X,ψ
(1)
3 (Y1, Y2, Y3))− ψ(1)3 (ψ(1)2 (X,Y1), Y2, Y3)− ψ(1)3 (Y1, ψ(1)2 (X,Y2), Y3)
−ψ(1)3 (Y1, Y2, ψ(1)2 (X,Y3)) = 0
ψ
(1)
2 (Y1, ψ
(1)
3 (Y2, Y3, Y4)) + ψ
(1)
2 (Y2, ψ
(1)
3 (Y1, Y2, Y4)) + ψ
(1)
2 (Y3, ψ
(1)
3 (Y1, Y2, Y4)) +
ψ
(1)
2 (Y4, ψ
(1)
3 (Y1, Y2, Y3)) = 0. (4.32)
whih write
ψ(1) ◦i ψ(1) = 0, with i = 1, . . . , 4. (4.33)
Denition 4.3.5 Denote by
Z(A) = {ψ1 + ψ2 + ψ3 : A→ g},
where ψi (i = 1, 2, 3) satisfy (4.30). The vetor spae Z(A) is alled the innitesimal deformation
spae of A.
4.3.2 Isomorphi deformations
Let us now onsider a multipliation law ϕ and perform a formal hange of basis on the Lie algebra
of order 3. We then want to express the deformed law ϕt as a funtion of the law ϕ.
Proposition 4.3.6 Let g = g0 ⊕ g1 be an elementary Lie algebra of order F . If one onsiders
a formal hange of basis given by f = (f1, f2) suh that g = (g0, g1), g0 = 1 + tf0 ∈ GL(g0),
g1 = 1 + tf1 ∈ GL(g1), then the isomorphi multipliation ϕt writes as the deformation
ϕt = ϕ+ tψ +O(t2),
where ψ = ψ1 + ψ2 + ψ3 is given by
ψ1(X1,X2) = ϕ1(f0(X1),X2) + ϕ1(X1, f0(X2))− f0(ϕ1(X1,X2))
ψ2(X,Y ) = ϕ2(f0(X), Y ) + ϕ2(X, f1(Y ))− f1(ϕ2(X,Y ))
ψ3(Y1, Y2, Y3) = ϕ3(f1(Y1), Y2, Y3) + ϕ3(Y1, f1(Y2), Y3) + ϕ3(Y1, Y2, f0(Y3))− f0(ϕ3(Y1, Y2, Y3)).
(4.34)
Remark 4.3.7 One denotes ψ by δϕf , that is
ψ1(X1,X2) = (δϕ1f)(X1,X2),
ψ2(X,Y ) = (δϕ2f)(X,Y ),
ψ3(Y1, Y2, Y3) = (δϕ3f)(Y1, Y2, Y3). (4.35)
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Proof: Let f ∈ Endg(g0⊕g1) (g0 of basis {Xi : i = 1, . . . ,m} and g1 of basis {Yj : j = 1, . . . , n}) be
a graded homomorphism f = (f0, f1). Consider a formal hange of basis dened by the isomorphism
g = (Id + tf0, Id + tf1) ∈ GL(g) whih gives
X˜i = g0(Xi) = (Id + tf0)(Xi) = Xi + tf0(Xi),
Y˜j = g1(Yj) = (Id + tf1)(Yj) = Yj + tf1(Yj). (4.36)
One has
ϕ1(X˜1, X˜2) = g
−1
0 ϕ1(g0(X1), g0(X2))
ϕ2(X˜1, Y˜2) = g
−1
1 ϕ2(g0(X1), g1(Y2))
ϕ3(Y˜1, Y˜2, Y˜3) = g
−1
0 ϕ3(g1(Y1), g1(Y2), g1(Y3)). (4.37)
This an be written as
ϕ1(X˜1, X˜2) = ϕ1(X1,X2) + t(δϕ1f)(X1,X2) +O(t2)
ϕ2(X˜, Y˜ ) = ϕ2(X,Y ) + t(δϕ2f)(X,Y ) +O(t2)
ϕ3(Y˜1, Y˜2, Y˜3) = ϕ3(Y1, Y2, Y3) + t(δϕ3f)(Y1, Y2, Y3) +O(t2), (4.38)
where, by a tedious but straightforward alulation, one has (4.34). QED
Denition 4.3.8 Let
B(A) = {ψ ∈ Z(A) : ψ = δϕf}.
Remark 4.3.9 B(A) ⊂ Z(A).
We an now onlude this subsetion with
Theorem 4.3.10 The non-trivial innitesimal deformations of A are parametrised by the quotient
spae Z(A)/B(A).
4.3.3 Rigid elementary Lie algebra of order 3
Denition 4.3.11 An elementary Lie algebra of order 3 g = g0⊕g1 is alled rigid if all deformations
of g are isomorphi to g.
As an example of rigid Lie algebra of order 3 one has sl(2) ⊕ ad sl(2) with α = 1 (see Theorem
4.1.6 for notations). Other examples are given in subsetions 4.4.1 and 4.4.2. An example of
non-rigid Lie algebra of order 3 is also exhibited in subsetion 4.4.2.
4.3.4 The variety of elementary Lie algebras of order 3
Let g = g0⊕ g1 be an elementary Lie algebra of order 3 and X1, . . . ,Xm, Y1, . . . , Yn be a given basis
of g. The maps ϕi (i = 1, 2, 3) are given by their struture onstants
ϕ1(Xi,Xj) = C
k
ijXk, ϕ2(Xi, Yj) = D
k
ijYk and ϕ3(Yi, Yj , Yk) = E
l
ijkXl. (4.39)
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Sine the basis is xed, one an identify ϕ = ϕ1+ϕ2+ϕ3 to its struture onstants (C
k
ij , E
k
ij ,D
l
ijk),
who verify also the following (anti)symmetry onditions
Ckij = −Ckji,
Elijk = E
l
ikj = E
l
kij = E
l
kji = E
l
jik = E
l
jki. (4.40)
Let N = mC2m+mn
2+m(C2n+1+C
2
n+ · · ·+C22) be the number of these struture onstants. Hene
ϕ orresponds to a produt of the vetor spae CN .
The identities I.1-I.4 write
C lijC
s
lk + C
l
jkC
s
li + C
l
kiC
s
lj = 0
−DljkDsil +DlikDsjl + C lijDslk = 0
EmjklC
s
im −DmijEsmkl −DmikEsjml −Dmil Esjkm = 0
EmjklD
s
im + E
m
iklD
s
jm + E
m
ijlD
s
km + E
m
ijkD
s
lm = 0. (4.41)
These identities dene an algebrai variety struture Fmn in C
N
.
Let us now onsider the ation of the group GL(m,n) ∼= GL(m) × GL(n) on Fmn. For any
(g0, g1) ∈ GLm,n, this ation is dened by
(g0, g1) · (ϕ1 + ϕ2 + ϕ3)→ (ϕ′1 + ϕ′2 + ϕ′3)
where
ϕ′1(X1,X2) = g
−1
0 ϕ1(g0(X1), g0(X2))
ϕ′2(X1, Y2) = g
−1
1 ϕ2(g0(X1), g1(Y2))
ϕ′3(Y1, Y2, Y3) = g
−1
0 ϕ3(g1(Y1), g1(Y2), g1(Y3)). (4.42)
Denote by Oϕ the orbit of ϕ = ϕ1 + ϕ2 + ϕ3 with respet to this ation.
4.4 Contrations of elementary Lie algebras of order 3
Using the notions introdued above, we an now give the general denition
Denition 4.4.1 A ontration of ϕ is a point ϕ′ ∈ Fmn suh that ϕ′ ∈ O¯ϕ, with adherene in the
Zariski sense.
Let us reall here that the Zariski topology is a topology well-suited for the study of polynomial
equations, sine a Zariski topology has more open sets that the usual metri topology; the only
losed sets are dened by polynomial equations.
As was the ase for ontrations of Lie algebra (see subsetion 2.5.1) this general notion is not
useful from the point of view of physial appliations. Thus, we partiularise it, in the sense of the
denition of subsetion 2.5.1.
Let ϕ = (ϕ1, ϕ2, ϕ3) be a given multipliation of elementary Lie algebras of order 3 and let
(gp)n∈N (with gp = (g0,p, g1,p) ∈ GL(m,n)) be a series of isomorphisms. Dene
ϕ1,p = ϕ1,p + ϕ2,p + ϕ3,p
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by
ϕ1,p(X1,X2) = g
−1
0,pϕ1(g0,p(X1), g0,p(X2))
ϕ2,p(X1, Y2) = g
−1
1,pϕ2(g0,p(X1), g1,p(Y2))
ϕ3,p(Y1, Y2, Y3) = g
−1
0,pϕ3(g1,p(Y1), g1,p(Y2), g1,p(Y3)). (4.43)
If the limit
limp→∞ϕp (4.44)
exists, then this limit is a ontration.
As we have mentioned above we are interested in this partiular ase of ontrations. For the
sake of ompleteness let us reall again that in the literature there exists ontrations whih are not
of this type [18℄.
We now partiularise furthermore the denition above by giving a spei form to the auto-
morphism g. We do this here inspired from the Weimar-Woods onstrution (see subsetion 2.5.3).
Thus we take
gε = diag(ε
a1 , . . . , εam , εb1 , . . . , εbn)
with ai, bj ∈ Z (i = 1, . . . ,m, j = 1, . . . , n). Hene g0,ε(Xi) = εaiXi, g−10,ε(Yj) = εajYj , g−10,ε(Xi) =
ε−aiXi and g−10,ε(Yj) = ε
−ajYj . Thus, equations (4.43) beome
ϕ1,ε(Xi,Xj) = ε
ai+aj−akCkijXk
ϕ2,ε(Xi, Yj) = ε
ai+bj−bkDkijYk
ϕ3,ε(Yi, Yj , Yk) = ε
bi+bj+bk−alElijkXl (4.45)
As already stated, one an dene a ontration if the limit ε→ 0 exists, that is if ai + aj − ak ≥ 0,
ai + bj − bk ≥ 0 and bi + bj + bk − al ≥ 0 for any a and b.
4.4.1 Fundamental example: the variety F11
In this subsetion we obtain all ontrations of elementary Lie algebras of order 3 of dimension 2.
As already mentioned in setion 2.5, the most frequently used in physis alulations are the
Inönü-Wigner ontrations (see subsetion 2.5.2). Following this line of reasoning, for the situation of
Lie algebras of order 3 this implies to have automorphisms gε = (g0,ε, g1,ε) of the form g0,ε = g
1
0+εg
2
0
and g1,ε = g
1
1 + εg
2
1 with g
1
0 , g
1
1 singular, g
2
0 , g
2
1 regular and ε ≈ 0.
Proposition 4.4.2 Any Lie algebra of order 3 g = g0 ⊕ g1 of dimension 2, with g0 spanned by X
and g1 spanned by Y is isomorphi to one of the following Lie algebras of order 3 (we give here only
the non-zero brakets):
i) g31, {Y, Y, Y } = X
ii) g32, [X,Y ] = Y ,
iii) g33, the trivial Lie algebra of order 3.
Proof: Considering the most general possibility for the struture onstants of a 3−dimensional
binary Lie algebra of order 3:
[X,Y ] = −[Y,X] = α1Y, {Y, Y, Y } = α2X (4.46)
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(again we give only the non-zero brakets). Imposing the Jaobi identities I.1-I.4 one has the
following Lie algebras of order 3:
g31, α1 = 0, α2 = 1,
g32, α1 = 1, α2 = 0;
g33, α1 = 0, α2 = 0.
QED
Corollary 4.4.3 The variety of 2−dimensional elementary Lie algebras of order 3, F1,1 is the
reunion of two omponents U1 and U2 with
U1 = g¯
3
1 and U2 = g¯
3
2.
Proof: One has the following ontration sheme
g32
&&
g31
xx
g33
where by A→ B we denote a ontration of the algebra A to the algebra B (B is a ontration of
A). QED
4.4.2 Another example of ontration
As already mentioned in subsetion 4.1.2, we now give an example of ontration of the elementary
Lie algebra of order 3 so(2, 3) ⊕ ad so(2, 3) of Example 4.1.4 to the 3SUSY algebra of Example 4.2
(see [33℄); the latter will be the starting point for the onstrution of the theoretial eld model of
the next hapters. This mehanism an be seen as the analogous of the ontration to the SUSY
algebra of ertain Lie superalgebras.
Let Mmn,Mm4 (with m,n = 0, . . . , 3 and m < n) a basis of so(2, 3) and Jmn, Jm4 (with m,n =
0, . . . , 3 and m < n) a basis of ad so(2, 3). To simplify the next formulae, we put for m ≥ n,
Mmn = −Mnm, Jmn = −Mnm, M4m = −Mm4 and J4m = −Jm4. The multipliation law ϕ writes
ϕ1(Mmn,Mpq) = −ηnqMmp − ηmpMnq + ηmqMnp + ηnpMmq
ϕ1(Mmn,Mp4) = −ηmpMn4 + ηnpMm4
ϕ1(Mm4,Mp4) = −Mmp,
ϕ2(Mmn, Jpq) = −ηnqJmp − ηmpJnq + ηmqJnp + ηnpJmq
ϕ2(Mmn, Jp4) = −ηmpJn4 + ηnpJm4
ϕ2(Mm4, Jpq) = −ηmpJ4q + ηmqJ4p
ϕ2(Mm4, Jp4) = −Jmp,
ϕ3(Jmn, Jpq, Jrs) = g(mn)(pq)Mrs + g(mn)(rs)Mpq + g(pq)(rs)Mmn,
ϕ3(Jmn, Jpq, Jr4) = g(mn)(pq)Mr4,
ϕ3(Jmn, Jp4, Jr4) = g(p4)(r4)Mmn,
ϕ3(Jm4, Jp4, Jr4) = g(m4)(p4)Mr4 + g(m4)(r4)Mp4 + g(p4)(r4)Mm4,
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where ηmn extends with ηm4 = η4m = 0, η44 = 1 (the anti-de Sitter metri) and g(MN)(PQ) =
ηMP ηNQ − ηMQηNP (for any M,N,P,Q = 0, . . . , 4) whih gives g(m4)(p4) = ηmp, g(mn)(44) = 0,
g(mn)(r4) = 0 et.
Dene now
Lmn = g0(Mmn) =Mmn
Pm = g0(Mm4) = εMm4 (4.47)
Note that taking the limit ε→ 0 one has the well-known Inönü-Wigner ontration from the anti-de
Sitter algebra so(2, 3) to the Poinaré algebra. Dene also
Vmn = g1(Jmn) =
3
√
εJmn
Vm = g1(Jm4) =
3
√
εJm4 (4.48)
The limit ε→ 0 realises the ontration; the ontrated Lie algebra of order 3 has g0 isomorphi to
the Poinaré algebra and g1 is generated by Vmn and Vm whih lie in the adjoint and resp. vetorial
representation of so(1, 3). The multipliation law beomes
ϕ1(Lmn, Lpq) = −ηnqLmp − ηmpLnq + ηmqLnp + ηnpLmq
ϕ1(Lmn, Pp) = −ηmpPn + ηnpPm
ϕ1(Pm, Pp) = 0,
ϕ2(Lmn, Vpq) = −ηnqVmp − ηmpVnq + ηmqVnp + ηnpVmq
ϕ2(Lmn, Vp) = −ηmpVn + ηnpVm
ϕ2(Pm, Vpq) = 0
ϕ2(Pm, Vp) = 0,
ϕ3(Vmn, Vpq, Vrs) = 0,
ϕ3(Vmn, Vpq, Vr) = g(mn)(pq)Pr,
ϕ3(Vmn, Vp, Vr) = 0,
ϕ3(Vm, Vp, Vr) = ηmpPr + ηmrPp + ηprPm. (4.49)
Remark 4.4.4 In this ontration, the subspae generated by Mmn,Mm4 and Jp4 (whih is not a
Lie algebra of order 3) ontrats on the 3SUSY algebra of Example 4.2.
This endows with an example of a deformation, whih is dened in the following manner. Let
ϕ = ϕ1 + ϕ2 + ϕ3 the law dened by (4.49). The deformation ϕt = ϕt1 + ϕt 2 + ϕt 3 is given by
ϕt 1(Lmn, Lpq) = ϕ1(Lmn, Lpq)
ϕt 1(Lmn, Pp) = ϕ1(Lmn, Pp)
ϕt 1(Pm, Pp) = −t6Lmp
ϕt 2(Lmn, Vpq) = ϕ2(Lmn, Vpq)
ϕt 2(Lmn, Vp) = ϕ2(Lmn, Vp)
ϕt 2(Pm, Vpq) = t
3(ηmpVq − ηmqVp)
ϕt 2(Pm, Vp) = t
3Vmp
ϕ3(Vmn, Vpq, Vrs) = t
3(g(mn)(pq)Lrs + g(mn)(rs)Lpq + g(pq)(rs)Lmn),
ϕ3(Vmn, Vpq, Vr) = ϕ3(Vmn, Vpq, Vr),
ϕ3(Vmn, Vp, Vr) = t
3g(p4)(r4)Lmn,
ϕ3(Vm, Vp, Vr) = ϕ3(Vm, Vp, Vr).
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4.5 Towards a lassiation of Lie algebras of order 3 based on the
Poinaré algebra
In this setion, guided by the extension (4.2) of the Poinaré algebra, we investigate the 14−dimensional
Lie algebras of order 3 based on the Poinaré algebra. Reall that the Poinaré algebra has as semi-
simple part the Lorentz algebra so(1, 3) and to this one adds the momentums Pm, lying in some
representation of so(1, 3) (see subsetion 2.3.2). Now, to extend it via a struture of Lie algebra of
order 3, we plae ourselves in the same representation of so(1, 3) and we systematially investigate
all the possibilities to onstrut a Lie algebras of order 3. The result we obtain is that one nds
only one suh non-trivial struture, whih will orrespond to (4.2).
Reall that in partile physis, using the superalgebras framework, one extends the Poinaré
algebra by plaing himself in the spinor representation and thus nding the SUSY algebra (the
Haag-Lopuszanski-Sohnius no-go theorem, see subsetion 5.1.2). Thus our approah here may be
seen as some kind of a similar tentative. Nevertheless, to obtain a omplete result, one should study
all the extensions, by analysing all the possibilities of 4−dimensional representations of so(1, 3), as
we will show in the sequel.
We write here the Poinaré algebra as (note the dierene of onvention here, dierene useful
for our alulations)
[Mmn,Mpq] = i(ηnqMpm − ηmqMpn + ηnpMmq − ηmpMnq), [Mmn, Pp] = i(ηnpPm − ηmpPn),
[Pm, Pn] = 0, (4.50)
where ηmn is the Minkowski metri.
Let PC = P ⊗R C be the omplexied of P. It is well-know that its semi-simple Levi part is
isomorphi to sl(2) ⊕ sl(2).
In (4.50), let us now onsider the following hange of basis
U1 = iM01 −M23
U2 = −12(M02 −M12 + iM03 − iM13)
U3 =
1
2 (M02 +M12 − iM03 − iM13)
V1 = iM01 +M23
V2 = −12(M02 −M12 − iM03 + iM13)
V3 =
1
2 (M02 +M12 + iM03 + iM13).
The semi-simple Levi part is then written
[U1, U2] = −2U2, [V1, V2] = −2V2,
[U1, U3] = 2U3, [V1, V3] = 2V3,
[U3, U2] = U1, [V3, V2] = V1.
The momentum (P0, P1, P2, P3) generates an irreduible representation. If we put
p1 = P3 − iP2, p2 = P3 + iP2,
p3 = P0 − P1, p4 = P0 + P1
then we have the following desription of this representation
[U1, p1] = −p1, [U1, p2] = p2, [U1, p3] = −p3, [U1, p4] = p4
[U2, p2] = −p3, [U2, p4] = −p1,
[U3, p1] = −p4, [U3, p3] = −p2
[V1, p1] = p1, [V1, p2] = −p2, [V1, p3] = −p3, [V1, p4] = p4
[V2, p1] = p3, [V2, p4] = p2,
[V3, p2] = p4, [V3, p3] = p2.
(4.51)
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The roots αi of eah one of the vetors pi are respetively:
α1 = (−1, 1), α2 = (1,−1), α3 = (−1,−1), α4 = (1, 1). (4.52)
The Poinaré algebra orresponds to the produts
[pi, pj] = 0.
Let us suppose that (q1, q2, q3, q4) is a basis of the 4-dimensional representation of g0 we onsider
here, and these vetors are eigenvetors of ad(U1) and ad(V1). We denote by αi = (ni,mi) the roots
assoiated to qi that is [U1, qi] = niqi and [V1, qi] = miqi. As already stated, we plae ourselves in
the representation (4.52), that is α1 = (−1, 1), α2 = (1,−1), α3 = (−1,−1), α4 = (1, 1), one has

[U1, q1] = −q1, [U1, q2] = q2, [U1, q3] = −q3, [U1, q4] = q4
[U2, q1] = 0, [U2, q2] = q3, [U2, q3] = 0, [U2, q4] = q1
[U3, q1] = q4, [U3, q2] = 0, [U3, q3] = q2, [U3, q4] = 0
(4.53)


[V1, q1] = q1, [V1, q2] = −q2, [V1, q3] = −q3, [V1, q4] = q4
[V2, q1] = q3, [V2, q2] = 0, [V2, q3] = 0, [V2, q4] = q2
[V3, q1] = 0, [V3, q2] = q4, [V3, q3] = q1, [V3, q4] = 0.
(4.54)
A simple examination of the weights gives
[pi, qj] = 0 ∀i, j = 1, . . . 4. (4.55)
What misses from the piture at this point is the 3−braket. Again by weight onsiderations
the non-zero brakets are
{q1, q1, q2} = β1p1 {q1, q2, q2} = β2p2 {q1, q2, q3} = β3p3 {q1, q2, q4} = β4p4
{q1, q3, q4} = β5p1 {q2, q3, q4} = β6p2 {q3, q3, q4} = β7p3 {q3, q4, q4} = β8p4. (4.56)
with βi ∈ C. To determine these struture onstants βi one has to impose the identities I.3-I.4.
Imposing I.4 one obtains no information for these struture onstants. Indeed, this is the ase
beause {qi, qj , qk} ∝ pℓ and by (4.55) [pℓ, qm] = 0.
Now, imposing I.3 for the sets (U3, q1, q1, q2), (V2, q1, q1, q2), (U2, q1, q2, q2), (U3, q1, q2, q3), (V3, q1, q2, q3),
(U3, q1, q3, q4), (V2, q1, q3, q4), one gets the following system of linear equations
−β1 = 2β4
β1 = 2β4
−β2 = 2β3
−β3 = β6 + β2
β3 = β5 + β1
−β5 = β8 + β4
β5 = β7 + β3. (4.57)
Thus (β1, β2, β3, β4, β5, β6, β7, β8) = (−2β4, 2β4,−β4, β4, β4,−β4, 2β4,−2β4).
Therefore, the requested Lie algebras of order 3 are isomorphi to
{q1, q1, q2} = −2β4p1 {q1, q2, q2} = 2β4p2 {q1, q2, q3} = −β4p3 {q1, q2, q4} = β4p4
{q1, q3, q4} = β4p1 {q2, q3, q4} = −β4p2 {q3, q3, q4} = 2β4p3 {q3, q4, q4} = −2β4p4. (4.58)
Thus, plaing ourselves in the partiular representation (4.52) the only Lie algebra of order 3
extending the Poinaré algebra is isomorphi to (4.58).
Before ending this setion let us reall that for the sake of ompleteness, one has to hek in a
similar manner all the possibilities for the roots αi.
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4.6 A binary approah
One an see that the Lie algebras of order 3 have an inhomogeneous struture. Indeed, as one noties
from Denition 4.1.1, the algebra has bilinear omposition laws (g0 × g0 → g1, g0 × g1 → g1) but
also a trilinear omposition law (S3(g1) → g0). Thus, in order to have an homogeneous struture,
we now dene a ompletely quadrati omposition law. This is done starting from an elementary
Lie algebra of order 3. Thus a Lie algebra of order 3 may appear as an ordinary algebra.
Denition 4.6.1 Let g0 ⊕ g1 be an elementary Lie algebra of order 3. Then g = g0⊕ g1⊕ g2, with
g2 = g1⊗˜g1 is a binary Lie algebra of order 3 if, for any X,X ′,X ′′ ∈ g0, Y, Y ′, Y ′′, Y1, . . . , Y4 ∈ g2
and Z,Z ′ ∈ g2 one has
1. [X,X ′] = [X,X ′],
2. [X,Y ] = [X,Y ],
3. [X,Z] = [X,Y ⊗˜Y ′] = [X,Y ]⊗˜Y ′ + Y ⊗˜[X,Y ′], where Z = Y ⊗˜Y ′,
4. [Y, Y ′] = Y ⊗˜Y ′,
5. [Y,Z] = {Y, Y ′, Y ′′}, where Z = Y ′⊗˜Y ′′,
6. [Z,Z ′] = [Y1⊗˜Y2, Y3⊗˜Y4] = [Y1, [Y2, Y3⊗˜Y4]]+ [Y2, [Y1, Y3⊗˜Y4]]+ [Y3, [Y1, Y2⊗˜Y4]]+ [Y4, [Y1, Y2⊗˜Y3]],
where Z = Y1⊗˜Y 12 , Z ′ = Y3⊗˜Y4, for indeomposable vetor (with the symbol ⊗˜ for the symmetrised
tensor produt).
Remark 4.6.2 Atually, when referring to a generi Z ∈ g2, one must take linear ombinations of
the symmetrised tensor produts Y1⊗˜Y2, with Y1, Y2 ∈ g1.
Nevertheless, this type of approah leads to a dierent problemati; these problems are related to
nding appropriate representations for this struture or, when making a similar deformation study,
the issue of the stability of dierent onditions of the denition, et. Further investigations are thus
required for these spei purposes.
4.7 Conluding remarks and perspetives
In this hapter, after realling the denition and some basi examples, we have set the basis of the
study of deformation and ontrations of Lie algebras of order 3; expliit examples were also given.
A further perspetive is the study of extensions of the Poinaré algebra, study initiated in
setion 4.5. Furthermore, questions related to this algebrai study (like for example the issue of
representations of binary Lie algebras of order 3) are to be answered.
Suh an algebrai study may give valuable insights on the eventual appliations of this strutures
in theoretial physis models. As already stated, in hapters 5 and 6 of this thesis we will implement
a eld theoretial model on a partiular Lie algebra of order 3 extending non-trivially the Poinaré
symmetry.
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Chapter 5
Cubi supersymmetry
In the rst hapters we got familiarised with algebrai aspets of more onventional (Lie (su-
per)algebras) or more exoti mathematial strutures (Lie algebras of order 3). In the rest of
this thesis we will fous on their physial appliations.
We will use the Lie algebra of order 3 (4.2) introdued previously. This algebra is a non-trivial
extension of the Poinaré algebra, dierent of the supersymmetri extension and it will be used
to onstrut a eld theoretial model, the ubi supersymmetry or 3SUSY. We obtain dierent
bosoni multiplets whih we use to onstrut free invariant Lagrangians. We also analyse the
ompatibility between this new symmetry and the abelian gauge invariane. Finally we prove that
no self-interating terms between the onsidered bosoni multiplets are allowed.
This hapter is strutured as follows. In the rst setion, whih an be seen as some preamble for
the rest, we reall the most important no-go theorems of partile physis and some basi features of
supersymmetry. We then briey overview existing extensions of the Poinaré algebra and we explain
the motivations for this type of approah. We then make a short disussion about the ompati-
bility between the assumption of analiity of the Coleman-Mandula theorem and the possibility of
interations for our model. We then ontinue with the expliit onstrution of 3SUSY. In the third
setion we rst reall the algebrai struture; we then exhibit matrix representations and bosoni
multiplets one an obtained from these representations. We end this setion by a disussion about
generators of symmetries and some issues related to the Noether theorem. In the fourth setion
we onstrut invariant free Lagrangians and diagonalise them. Furthermore, the ompatibility with
abelian gauge invariane is investigated. Finally, we analyse the interation possibilities for these
bosoni multiplets and onlude that 3SUSY does not allow suh terms.
If in setions 5.3, beginning of setion 5.4 and subsetion 5.4.5. we mostly exhibit results of [57℄,
in the rest of the hapter we show new results published in [2℄.
5.1 Preamble: no-go theorems and supersymmetry
We begin by overviewing the reasons for whih partile physis today exeeds to go beyond its
Standard Model (SM). We then introdue the no-go theorems of Coleman-Mandula [35℄ and Haag-
Lopuszanski-Sohnius [36℄. We will thus be able to see what are the open gates these no-go theorems
leave; it is these open gates that will make the onnetion with the last part of this thesis, the
ubi SUSY. As general referenes for supersymmetry, one an onsult the review artile [37℄ of M.
Sohnius, the book [38℄ of J. Wess and J. Bagger or the ourse [39℄ of J-P. Derendinger.
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5.1.1 Neessities of going beyond the Standard Model
In nowadays physis, the Standard Model is one of the theories with theoretial preditions veried
with an extremely high auray by experiments: for example, the ne struture onstant α is
measured with an impressive preision, giving though a very good test for Quantum Eletrodynamis
(QED).
But, in the present status, it is lear for a physiist that the Standard Model, with all its virtues,
annot be an Ultimate Theory. One of the most important theoretial reason is the problem of
hierarhy. One of the aspets of this stringiest problem is that the mass of the Higgs boson is not
proteted from radiative orretions, i.e. the loop orretions are of the order: δM2Φ = 10
30M2Φ!,
where MΦ is the mass of the Higgs boson Φ. A onneted aspet of this problem is the small number
problem, the fat that we have a huge dierene of sale between the weak (MW ) and gravitational
(MG) sale:
MW
MG
∼ 10−14, whih seems a very unnatural situation that the gravitational fore needs
suh a huge fundamental sale.
Other important theoretial reasons is the big number of free parameters (masses and mixing
angles) whih, being free, an be (ne) tuned, whih is not a very elegant property for a theoretial
model. The hoie of gauge groups also, doesn't have any theoretial explanation. Another impor-
tant issue is that SM preditions do not ahieve a uniation of the oupling onstants of the three
fundamental fores: the eletromagneti, the weak and the strong fore). Finally, one shouldn't
forget that gravity, the fourth fundamental fore is not taken into onsideration within the frames
of the Standard Model.
All these were strong theoretial reasons, but to them one an also add fats, that is experimental
results: dark matter and energy are present in the Universe (more than 90%) and the Standard
Model doesn't have any andidate for it. Also, for example, the baryon asymmetry in the Universe
is muh bigger than the SM predits.
All these examples show us that going beyond the SM is beoming more and more of a neessity
today. We will see now how this an be allowed by no-go theorems and nally, one of the most
appealing andidate of new physis, SUSY.
5.1.2 Symmetries of nature; no-go theorems
In this setion we show how the no-go theorems (the Coleman-Mandula theorem and the Haag-
Lopuszanski-Sohnius theorem) restrit the symmetries of our theory.
The Coleman-Mandula theorem; symmetries in the SM frame
The Coleman-Mandula no-go theorem: this theorem shows what are the possible symmetries
(within a Lie group) of a QFT model.
A detailed presentation of the assumptions of an interating relativisti QFT (Poinaré invari-
ane, non-trivial S-matrix et.) does not lie in the purposed of this work (the interested reader
an onsult for examples hapters 1-8 of the book [40℄ of J. Lopuszanski). One an also reall the
axiomati approah to QFT (for example the Wightman formalism [41℄). The naturalness of these
type of assumptions an hardly be questioned from the point of view of today's fundamental physis.
However, one of the orner stones of the Coleman-Mandula theorem is the restrition (absolutely
natural at that moment, in 1967) to bosoni symmetries, grouped in a Lie group of symmetries. As
we will see, it is exatly this assumption that will leave the door open for other types of symmetries.
Let us now exhibit the assumptions made in [35℄ for these bosoni symmetries: the symmetry
group ontains the Poinaré group as a subgroup, the S-matrix is based on a loal, interating
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relativisti quantum eld theory in 4 dimensions (thus one has for example analyti dependene of
the enter-of-mass energy s and invariant momentum transfer t of the elasti-sattering amplitude);
there are only a nite-number of dierent partiles assoiated with one-partile states of a given
mass and there is an energy gap between the vauum and the one-partile states. The theorem then
states that the demanded symmetry group is the diret produt of an internal symmetry group and
the Poinaré group.
Note that by internal symmetry group one understands a group omposed of symmetry trans-
formations whih ommute with the Poinaré group; they are thus Poinaré salars. This means
that these internal symmetry transformations at only on partile-type indies and have no matrix
elements between partiles of dierent four-momentum or dierent spin.
Notie that maybe the most questionable assumption from a physial point of view is the fat
that the possibility of having all one-partile states as massless is not allowed by the assumptions of
the Coleman-Mandula theorem. Dropping up this assumption and onsidering only massless one-
partile states give rise to the onformal symmetry, whih is thus a symmetry group going beyond
the Poinaré group.
Let us also mention that the Coleman-Mandula theorem is the guerdon of previous results,
amongst whih one an reall the O'Raifeartaigh theorem [42℄. This theorem states that if one
onsiders Lie algebras of a group of nite order (whih ontains the Poinaré group as a subgroup
of it) then the partiles appearing in some multiplet will all have the same mass.
Symmetries of Nature in the SM frame: We have thus seen, if one restrits to bosoni
symmetries, i.e. to the SM frame, that one has two types of symmetries: spae-time symmetries
and internal symmetries.
The spae-time symmetries are regrouped in a Lie algebra - the Poinaré algebra, already realled
in (2.14)
[Lmn, Lpq] = ηnqLpm − ηmqLpn + ηnpLmq − ηmpLnq,
[Lmn, Pp] = ηnpPm − ηmpPn,
[Pm, Pn] = 0, (5.1)
where Pm,m = 1, .., 4 are the momentums, Lmn are the generators of rotations and Lorentz boosts
and ηmn is the Minkowski metri (diag(1,−1,−1,−1)).
If the spae-time symmetries are ompletely determined by the Coleman-Mandula theorem, this
is not the ase for the internal symmetries. The only theoretial informations are, as already stated
above, that the internal symmetries are salars of the Poinaré transformations and that their group
must be the diret produt of a ompat semi-simple group with U(1) fators. This group is alled
the gauge group, and, for the SM, phenomenologial reasons make it to be
SU(3)C × SU(2)L × U(1)Y .
This group orresponds to the gauge groups of the strong, weak and eletromagneti interation.
The Haag-Lopuszanski-Sohnius theorem; supersymmetry
One might think that the Coleman-Mandula no-go theorem forbids other possibilities of physis
beyond the SM. This is not the ase, beause, as already stated here the no-go theorems do leave
open gates for new theoretial models. This means that, under dierent assumptions, one an evade
the no-go theorems, thus obtaining other interesting physial results. We will see this for SUSY
ase and, in a more exoti manner in the following hapters, for the 3SUSY ase.
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The Haag-Lopuszanski-Sohnius no-go theorem is in some way an analogous of the Coleman-
Mandula theorem to the SUSY frame. This theorem is obtained by enlarging the allowed type of
symmetries with fermioni symmetries. Suh generators obey antiommutation relations with eah
others; thus they do not generate any kind of Lie groups and are therefore not ruled out by the
Coleman-Mandula no-go theorem.
The adapted algebrai struture at the innitesimal level will not be a Lie algebra anymore,
but a Lie superalgebra. Thus, in the same framework of interating relativisti QFT, the Haag-
Lopuszanski-Sohnius theorem reads: amongst all Lie superalgebras only the SUSY algebras an
generate symmetries of the S-matrix whih are oherent with a relativisti QFT.
For details of the proof, the interested reader an hek for example [37℄. Let us give here a short
sketh of it. Sine the underlying algebrai struture is a Lie superalgebra whih has the Poinaré
algebra as bosoni setor, the fermioni generators Q must lie in a representation of the Poinaré
algebra. By an examination of weights, in [36℄ it is proven that these fermioni generators lie in
the 2-dimensional representations (12 , 0) and (0,
1
2 ) of the Lorentz algebra, thus being left-handed
(LH) and right-handed (RH) Weyl spinors. Imposing the super Jaobi identities (2.25) one gets all
of these onstants. The result will be the well-known SUSY algebra (given here for N = 1, as in
(2.26)):
[Lmn, Lpq] = ηnqLpm − ηmqLpn + ηnpLmq − ηmpLnq, [Lmn, Pp] = ηnpPm − ηmpPn,
[Qα, Pm] = 0 = [Q¯α˙, Pm],
[Qα, Lmn] =
1
2
(σmn)
β
α Qβ
[
Q¯α˙, Lmn
]
=
1
2
Q¯β˙(σ¯mn)
β˙
α˙,
{Qα, Qβ} = 0 = {Q¯α˙, Q¯β˙}
{Qα, Q¯β˙} = 2(σm)αβ˙Pm (5.2)
where, as before, the superharges Qα, a two-omponent LH Majorana spinor, and Q¯α˙, a two-
omponent RH Majorana spinor (the undotted - α, β and the dotted α˙, β˙ indies an take the values
1 and 2 -the two omponent notation) and σm = (1, σi) are the usual Pauli matries, σ¯m = (1,−σi)
and σmn =
1
2(σmσ¯n − σnσ¯m), σ¯mn = 12 (σ¯mσn − σ¯nσm).
A ruial observation is that, looking at the last antiommutation relation, one an interpret
the superharges Q as 'square roots' of translations. We will see in the next setions what this
interesting feature beomes in the ase of 3SUSY.
Note also that the SUSY transformation writes
δε(Φ) = (εQ+ ε¯Q¯)Φ (5.3)
where ε, ε¯ are two-omponent LH (resp. RH) antiommuting Majorana spinor and Φ any SUSY
eld.
Reall that if for the Poinaré algebra [P 2, anything] = 0, this identity holds also for the super-
harges, [P 2, Q] = 0. Thus, for the the SUSY algebra also one has
[P 2, anything] = 0.
Thus all the states in an unbroken SUSY multiplet will have equal mass.
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5.2 Extensions of the Poinaré symmetry and motivations for suh
approahes
We give here some of the extensions of the Poinaré symmetry, 3SUSY being a partiular ase in
this larger lass. We then exhibit some possible motivations for this type of approah. We end this
setion by disussing to what would lead assumption of analiity of the Coleman-Mandula theorem
(see subsetion 5.1.2) when applied to the 3SUSY onstrution.
5.2.1 Non-trivial extensions of the Poinaré algebra
In today's literature, the most known suh extensions, dierent of the supersymmetri extension,
are parasupersymmetry and frational supersymmetry. An additional interest one should also give
to ternary algebrai strutures.
Parasupersymmetry was originally introdued by V. A. Rubakov and V. P. Spiridonov in [43℄.
In a non-equivalent way, J. Bekers and N. Debergh [44℄ dene a new type of algebrai struture,
Lie parasuperalgebras, in relation with parafermions (see for example [45℄, where dierent type
of anonial ommutations are proposed, leading to parastatistis). To onstrut a quantum eld
theoretial model, suh a partiular Lie parasuperalgebra is used, the Poinaré parasuperalgebra.
The Poinaré algebra is extended by spinor harges Qα, Q¯α˙ whih do not lose with antiommutators
(as was the ase for the SUSY algebra (5.2)) but with double ommutators whih write
[Qα, [Qβ , Qγ ]] = 0, [Q¯α˙, [Q¯β˙, Q¯γ˙ ]] = 0,[
Qα,
[
Qβ, Q¯γ˙
]]
= −4Qβ(σm)αγPm,[
Q¯α˙,
[
Qβ, Q¯γ˙
]]
= 4Q¯γ(σm)βαP
m. (5.4)
The theoretial eld model onstruted from this algebrai struture allows interating terms. Thus,
a possible onnexion with our approah may be of interest as a possibility of interations for 3SUSY.
The latter of the extensions mentioned above, the frational supersymmetry (FSUSY) [46, 47, 48,
49, 50, 51, 52, 53, 54℄ is based on the idea of extrating roots of order F of the translation generators
P , QF ∝ P . Let us reall here this algebrai struture in the simplest ase of 1 dimension. FSUSY
is generated by H, the Hamiltonian and Q, the generator of FSUSY transformation. One has
[Q,H] = 0, QF = H.
If in the literature this idea is used to onstrut quantum mehanis models, our approah onstruts
a eld theoretial model whih is based, as mentioned above on a partiular Lie algebra of order 3
(4.2).
A dierent approah is proposed in [55℄, where R. Kerner extrats ubi roots of translations.
This is ahieved dening generalised ovariant derivations (in analogy with SUSY). Indeed, dening
three dierent kinds of variables θA, θˆBˆ and θ˙C˙ (in onnexion with the three roots of unity 1, j and
j2), one denes the three operators
DA = ρmABˆC˙ θˆBˆ θ˙C˙∂m + j∂A,
DBˆ = ρnABˆC˙ θ˙C˙θA∂n + j∂Bˆ ,
DC˙ = ρrABˆC˙θAθˆBˆ∂r + j∂C˙ , (5.5)
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where the derivations ∂A, ∂Bˆ , ∂C˙ are understood to be with respet to the variables θ
A, θˆBˆ, θ˙C˙ and
the ρ matries are some ubi generalisations of Pauli's matries (see [55℄ for expliit onventions).
Cubi roots of translations are obtained, in the following sense
DADBˆDC˙ + all permutations = 6ρmABˆC˙∂m.
The algebrai realisation we propose here is a dierent from the realisation (5.5).
Let us end this subsetion by remarking that a systemati study of the possible onnexions
between all these algebrai strutures may be of interest from both mathematial and theoretial
physis point of view.
5.2.2 Motivations
We have seen in subsetion 5.1.2 that one of the hypothesis of the Coleman-Mandula theorem was
to group the generators of symmetries in Lie groups (resp. at innitesimal level in a Lie algebra)
and for the Haag-Lopuszanski-Sohnius theorem in Lie supergroups (resp. at innitesimal level in a
Lie superalgebra). However, 3SUSY (and also the rest of the algebrai strutures overviewed in the
previous subsetion) is a priori allowed by no-go theorems beause of its algebrai underlying
struture, the Lie algebra of order 3 (4.2). Indeed, the additional generators Vm of the 3SUSY
algebra (see equation (4.2)) make possible for this onstrution to evade the hypothesis of the
no-go theorems: Lie algebras of order 3 do not form Lie groups and obviously they are not Lie
superalgebras. Thus the no-go theorems do not apply and the oast is lear for the possibility of
new theoretial models.
Obviously, the Lie algebra of order 3 we have hosen to study here is not the only Lie algebra of
order 3 whih extends in a non-trivial way the Poinaré algebra. Other algebrai strutures of this
type may lead to interesting physial results.
We now make ask the legitimate question of why we bother with the onstrution of suh type
of model. The motivation for our approah has to onsider two options.
• First, as for any physial model, the ideal purpose would be to obtain a self-oherent theoretial
approah whih enlightens new symmetries of nature.
• Otherwise, if this purpose proves to be unreahable for dierent reasons, this might be an
indiation for more powerful no-go theorems. Indeed, if 3SUSY is proven not to work, then one
may hope to prove more powerful no-go theorem by further studying all the lass of Lie algebras of
order 3.
5.2.3 The assumption of analiity
We have seen in subsetion 5.1.2 that one of the assumptions of the Coleman-Mandula theorem was
analiity. In this setion we will look to this issue in more detail and give an illustration of why
additional exoti symmetries in the Standard Model frame would violate this assumption. We do
this expliitly on a simple example of two-body sattering. We then disuss what this beomes for
the ase of SUSY and for 3SUSY. This short disussion is drawn upon E. Witten's analyse in [56℄.
The assumption of analiity means that the elasti-sattering amplitudes are analyti funtions
of their momentum and spin. As S. Coleman and J. Mandula say in their original paper [35℄, the
naturalness of this assumption is above any doubt, being something that most physiist believe to
be a property of the real world.
Let us now onsider the basi ase of two-partile sattering:
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Fig. 6.1: Two-partile sattering
Considering the momentum and angular momentum as the only onserved harges, one has the
ross setion depending only on the sattering angle θ. This an be seen in the enter of mass
frame, where the problem is replaed by the diusion of the relative partile in a entral potential.
At lassial level, imposing the onservation laws mentioned above, one has the Rutherford formulae
dσ
dΩ ∝ sin−4 θ2 . At quantum level, onsidering the same onserved quantities, one needs more elaborate
methods, namely the phase shift analysis, whih leads to more ompliated dependenies σ(θ) on
the saterring angle θ. Obviously, these dependenies are here analytial.
Let us now onsider that one has an additional exoti onserved harge, say a symmetri, traeless
tensor Zmn, whih loses with the rest of the Poinaré generators by ommutation relations. These
ommutation relations would not be trivial and hene Zmn has no trivial matrix elements between
partiles of dierent four-momentum and spin.
For simpliity, we onsider here only spinless partile states
1
. By Lorentz invariane, one takes
for the matrix element of Zmn in a one-partile state of momentum p
< p|Zmn|p >= pmpn − 1
4
ηmnp
2. (5.6)
One has thus expressed the new matrix element with the help of the momentum four-vetor. Now,
for the two-partile sattering above, assume that the matrix element in the two-partile state
|p1p2 > is the sum of the matrix elements in the states |p1 > and |p2 >, given by (5.6) above.
Hene, the onservation of Z, < p1p2|Zmn|p1p2 >=< p′1p′2|Zmn|p′1p′2 >, leads to
p1mp1n + p2mp2n = p
′
1mp
′
1n + p
′
2mp
′
2n. (5.7)
This is a supplementary onservation law, whih further implies the independene of the sattering
amplitude on the last remaining parameter, the sattering angle θ.
We see also that the hypothesis we made to simplify the equation (5.7) will not lead to a dierent
onlusion. Indeed, if one onsiders for example partiles with non-zero spin, the expliit form of
(5.7) will be more ompliated, but this does not hange the fat that we are dealing with a further
onstraint that will violate the analiity assumption.
If one onsiders now the ase of SUSY, one annot make the same reasoning. Indeed, sine Q is
a spinor, one annot onstrut a matrix element < p|Qα|p > (the analogous of (5.6)) with the help
of momentum and spin variables.
To onlude this setion, let us now shortly disuss the ase of 3SUSY. As we have already
mentioned the additional symmetries introdued Vm are Lorentz vetors and lose within a struture
1
All the hypothesis made now for simpliity reasons will not hange the nal onlusion, as we will see at the
end of this reasoning.
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of Lie algebra of order 3. Hene, one an a priori onstrut a matrix element
< p|Vm|p >= C pm, (5.8)
whih will lead to a ertain onstraint. If one onsiders the simpler ase of spinless partile, then
C = C(p2) = C(m2). Moreover, onsidering for example more elaborate situations, with non-zero
spin, more ompliated matrix elements (5.8) an be written (or the same but with C depending
not only of the momentum but also of the spin) thus giving rise to a new, exoti onservation law,
whih, as above would ontradit analiity and thus the theory onstruted upon in 4 dimensions
would have to be non-interating.
This short remark is obviously not a proof of the impossibility of interating 3SUSY, but rather
an indiation towards this onlusion. This indiation goes along the theorem we prove in setion
5.5. Furthermore one an obviously imagine more ompliated situations, like for example n partile
saterring, or to onsider dierent types of interations between these partiles. A omplete analysis
of all possible ases is not of interest here sine, already in this simple ase, we have indiated this
disrepany.
Nevertheless, when up-lifting to D dimensions, the above analysis has to hange (onsidering for
example the no-go theorems in extra-dimension [74℄). It is tempting to onsider also the possibility
of interations with extended objets, hene the interest of studying these new algebrai strutures
in extra-dimensions (see hapter 6).
We now proeed with the onstrution of our model in 4 dimensions.
5.3 3SUSY algebra and multiplets
We start this setion by realling the Lie algebra of order 3 that we use to onstrut 3SUSY. Matrix
representations are then given. We then obtain bosoni multiplets assoiated to these representations
and their transformation laws under 3SUSY. Further properties of these multiplets, useful for the
sequel are then shown.
5.3.1 3SUSY algebra
Reall (4.2) the following partiular Lie algebra of order 3, to whih we refer as the 3SUSY algebra
[Lmn, Lpq] = ηnqLpm − ηmqLpn + ηnpLmq − ηmpLnq, [Lmn, Pp] = ηnpPm − ηmpPn,
[Lmn, Vp] = ηnpVm − ηmpVn, [Pm, Vn] = 0, (5.9)
{Vm, Vn, Vr} = ηmnPr + ηmrPn + ηrnPm,
where
{Vm, Vn, Vr} = VmVnVr + VmVrVn + VnVmVr + VnVrVm + VrVmVn + VrVnVm
stands for the symmetri produt of order 3 and ηmn = diag (1,−1,−1,−1) is the Minkowski metri.
Comparison with the SUSY onstrution: this onstrution is a SUSY inspired onstrution,
extending the Poinaré symmetries with other types of symmetries. Nevertheless, as already notied
a main dierene with the SUSY ase is that the new generators V (whih one may all 3harges)
lie in the vetor representation of the Lorentz algebra. This is not the ase for SUSY, where the
superharges Q lie in the spinor representation of the Lorentz algebra (as already remarked in
subsetion 5.1.2) An important onsequene of this fat is that the 3SUSY multiplets ontain elds
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of the same statistis (the V generators do not mix bosons and fermions). This is obviously a ruial
dierene if one ompares the SUSY and 3SUSY onstrutions.
Another important remark is that, if in the SUSY ase, one speaks about the superharges Q as
square roots of translations (sine {Q,Q} ∝ P , see subsetion 5.1.2), we an now speak of ubi
roots of translations (sine {V, V, V } ∝ P ); hene the terminology of ubi SUSY.
5.3.2 Irreduible representations
In order to proeed with the implementation of this algebrai struture at eld theoretial level,
the next step is to have irreduible matrix representations. The 3SUSY algebra (5.9) has a twelve-
dimensional representation
Vm =

 0 Λ1/3γm 00 0 Λ1/3γm
Λ−2/3∂m 0 0

 , (5.10)
with γm = (γ0, γi) the Dira matries and Λ a parameter with mass dimension that we take equal
to 1 (in appropriate units). This representation is atually obtained rstly by writing the 3-entries
braket of (5.9) as
{Vm, Vn, Vr} = fmnr = f smnrPs
with f smnr = ηmnδ
s
r + ηmrδ
s
n+ ηrnδ
s
m. This means that to the symmetri tensor fmnr one assoiated
the ubi polynomial f(v) = f(v0, . . . , v3) in the variables vm, m = 0, . . . , 3 dened by f(v) =
fmnrv
mvnvr = 3(v ·P )(v · v). Thus, the algebra (5.9) writes now f(v) = (vmVm)3 (this relation an
atually be veried by expanding the ube and identifying eah term with the help of the 3−entries
braket, see [57℄ for more details). Thus one has some extension of the Cliord algebra alled the
Cliord algebra of polynomials [58, 59, 60, 61℄ and the study of representations of (5.9) redues to
the study of the representations of this Cliord algebra of polynomials. (We just reall here that
these representations are not lassied and only some speial matrix representations are known).
Representation (5.10) is reduible and leads to two inequivalent 6−dimensional representations,
denoted by the indies + and −
V+m =

 0 σm 00 0 σ¯m
∂m 0 0

 , or V−m =

 0 σ¯m 00 0 σm
∂m 0 0


(5.11)
with σm = (σ0 = 1, σi), and σ¯m = (σ¯0 = 1,−σi), σi the Pauli matries. These two representations
are referred to as onjugated to eah other and they will give rise to dierent types of multiplets,
as we will see later on.
One may also notie here that these representations are not proven to be the only irreduible
representations. Indeed, in [57℄, a dierent matrix realisation of the Cliord algebra of polynomials
was given (involving dimension 9 matries); however, this realisation breaks down Lorentz invari-
ane. Nevertheless, if other representations exist (whih should also obviously respet the Lorentz
invariane), then they may lead to dierent result theoretial approahes.
Let us now make the remark that these matrix representations do not involve the notion of
massive or massless multiplets. As we will see later on in this hapter, these representations allow
one to onstrut invariant massless or massive terms in the Lagrangians. This aspet is dierent
from the SUSY ase, where one onsiders either massless or massive representations.
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5.3.3 3SUSY multiplets
The matries V+ and resp. V− (5.11) at on Ψ+ and resp. Ψ−,
Ψ+ =

ψ1+ψ2−
ψ3+

 , or Ψ− =

ψ1−ψ2+
ψ3−

 , (5.12)
where ψ1+ is a left-handed (LH) 2−omponent Weyl spinor, ψ¯2− is a right-handed (RH) 2−omponent
Weyl spinor et.
The 3SUSY transformation is
δvΨ± = vmV±mΨ± (5.13)
where v is a ommuting Lorentz vetor. One should notie that v plays the role of the antiommuting
Majorana spinor ε in the ase of SUSY transformation (5.3).
The transformation (5.13) gives
δvψ1+ = v
nσnψ2−,
δvψ2− = vnσ¯nψ3+,
δvψ3+ = v
n∂nψ1+. (5.14)
To further use, we all the states of ψ1 states of gradation −1, the states of ψ2 states of gradation
0 and the states of ψ3 states of gradation 1. (Reall from setion 4.2 that sine the algebra (4.2)
has a Z3-graded struture, if one now has a representation ρ of a Lie algebra of order 3 on a
vetor spae H then this vetor spae an be deomposed as H =
⊕2
k=0Hk. Furthermore one has
ρ(V )Hk ⊆ Hk+1(mod3) for some V ∈ g1.)
One has further similitudes with SUSY, in the sense already mentioned of ubi roots of trans-
lations: one has ψ1 → ψ2 → ψ3 → ψ1 (That is, ating with the generator V on a state of gradation
−1 one has a state of gradation 0, ating again with a generator V one has a state of gradation 1
and nally, ating one more time with a generator V , one has a state of gradation −1). One ould
have reahed the same nal state just by ating with some translation generator on the initial state
(reall that a similar phenomena happened in the ase of SUSY). This struture has been studied
in [57℄.
In representation (6.9) the vauum, denoted by Ω, is taken to be a 3SUSY and Lorentz singlet.
However it is possible to onsider the vauum as a 3SUSY singlet but lying in a dierent represen-
tation of the Lorentz algebra. One may onsider for example the vauum to be a Lorentz spinor
(see below). Another possibility, when the vauum is a Lorentz vetor was also treated in [57℄.
(Reall here (see subsetion 5.3.1) that, sine the generators V lie in the vetor representation of
the Lorentz algebra, one will not have elds of dierent statistis within the same multiplet. Thus
the 3SUSY multiplets will be either bosoni or fermioni.)
When the vauum Ω is a Lorentz salar, then one is able to obtain fermioni multiplets, as saw in
(6.9). One may also obtain bosoni multiplets if onsidering the vauum in the spinor representation
of the Lorentz algebra. Thus one has to onsider the possibilities Ω+ and Ω−, a LH and RH Weyl
spinor. Therefore one has four possibilities Ξ±± for the tensor produt Ψ± ⊗ Ω, with Ψ± given in
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(5.12) (that lead to four bosoni multiplets)
Ξ++ = Ψ+ ⊗ Ω+ =

Ξ1++Ξ2−+
Ξ3++


Ξ−− = Ψ− ⊗ Ω− =

Ξ¯1−−Ξ2+−
Ξ¯3−−


Ξ−+ = Ψ− ⊗ Ω+ =

Ξ1−+Ξ2++
Ξ3−+


Ξ+− = Ψ+ ⊗ Ω− =

Ξ1+−Ξ2−−
Ξ3+−

 . (5.15)
The following step is the deomposition of these produts of spinors on p−forms (for denitions
and basi properties of p−forms see subsetion 6.1 and Appendix A). For this purpose onsider the
Cliord algebra in 4 dimensions
{γm, γn} = 2ηmn. (5.16)
This algebra has a 4−dimensional omplex representation on the Dira spinor spae (whih we
denote by S). One an hoose a representation were the Dira matries γm write
γm =
(
0 σm
σ¯m 0
)
. (5.17)
A basis for the representation spae is dened by the 16 antisymmetri matries
γ(ℓ)m1,...,ml =
1
ℓ!
∑
σ∈Sℓ
ε(σ)γmσ(1) . . . γmσ(ℓ) , with ℓ = 0, . . . , 4. (5.18)
Amongst these matries of speial importane are the Lorentz generators (note the dierene of
onvention γmn =
1
2γ
(2)
mn )
γmn =
1
4
[γm, γn], (5.19)
where, inserting (5.17), one gets
γmn =
1
4
(
σmσ¯n − σnσ¯m 0
0 σ¯mσn − σ¯nσm
)
=
1
2
(
σmn 0
0 σ¯mn
)
, (5.20)
whih allows to dene the matries σmn =
1
2(σmσ¯n − σnσ¯m) and σ¯mn = 12 (σ¯mσn − σ¯nσm). This
denition and the σ-matrix identity σmσ¯n + σnσ¯m = 2ηmn leads to the identity
σmσ¯n = σmn + ηmn. (5.21)
Denote now by S∗ the dual representation of S (on whih the matries −γtmn, t being the
transpose operation, at in the same way the matries γmn at on S). One an nd an element
C = iγ2γ0 (5.22)
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of End(S) (C being all the harge onjugation matrix) suh that CγmC−1 = −γtm and
CγmnC−1 = −γtmn. (5.23)
Hene, these representations (S and S∗) are in fat equivalent and ψtC ∈ S∗ for any Dira spinor
ψ ∈ S. One an see the harge onjugation matrix C as some intertwining operator.
Furthermore, if a spinor ψ transforms under a Lorentz transformation by S(Λ) = e
1
2
ΛmnΓmn
(with
Λmn the parameter of the transformation) then ΞtC transforms under a Lorentz transformation by
S(Λ)−1. Hene
ΞtCψ (5.24)
is a spinor invariant and
ΞtCγ(ℓ)m1...mℓψ (5.25)
transforms as an antisymmetri tensor of order ℓ.
The γ(ℓ) matries at on Dira spinor and thus dene a linear appliation on S; one an thus
say that they belong to End(S). Now, sine End(S) ∼= S ⊗ S∗, one an deompose any produt of
Dira spinors ψ ⊗ ψ′tC on the basis (5.18) of the set of γ(ℓ)m1,...,mℓ matries. Sine the oeient of
this development are the antisymmetri tensors of order ℓ (with ℓ = 0, . . . , 4), this an be written
shematially as
ψ ⊗ ψ′tC = [0]⊕ [1]⊕ [2]⊕ [3]⊕ [4]. (5.26)
where [ℓ] denotes an ℓ−form. Now, using the Hogde equivalene [ℓ] ≡ [4 − ℓ], one an hoose to
write (5.26) as
ψ ⊗ ψ′tC = [0]2 ⊕ [1]2 ⊕ [2]. (5.27)
Let us now exhibit one nal (anti-)self-dual property useful for the sequel. For this, denote rst
the Levi-Civita tensors εm1...m4 and ε
m1...m4 = εn1...n4η
m1n1 . . . ηm4n4 dened by εm1...m4 = 1 and
εm1...m4 = −1. Furthermore, introdue γm = ηmnγn and dene γ = γ0 . . . γ3. This denition implies
that
γ(2)n1n2γ = −1
2
εn1n2m1m2γ(2)m1,m2 (5.28)
Thus one gets
∗(γ(2) ± iγ(2)γ) = ±i(γ(2) ± iγ(2)γ), (5.29)
where we have denoted by
∗
the dual operation (
∗Xmn = 12εmnpqX
pq
, see (6.1)). This means that
(5.29) is (anti-)self-dual (see (6.2)).
Dene now the hirality matrix γ5 as
γ5 = −iγ0 . . . γ3. (5.30)
From this denition and (5.16) one proves
{γm, γ5} = 0 (5.31)
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whih, using the denition (5.18), gives
γ(ℓ)γ5 = (−1)ℓγ5γ(ℓ). (5.32)
Moreover, in our representation, by (5.17) and (5.30), one has that γ5 is blok-diagonal
γ5 =
(−1 0
0 1
)
. (5.33)
Furthermore one has
γt5 = γ5. (5.34)
From (5.22) one also has
Cγ5C−1 = γ5. (5.35)
The hirality matrix is used to dene the irreduible 2−dimensional LH and RH Weyl spinors
and a 4−dimensional Dira spinor deomposes as
ψD =
(
ψ+
ψ′−
)
where ψ+ (and resp. ψ
′−) is a LH (resp. RH) Weyl spinor. From (5.33) one sees that a Dira spinor
with only LH (resp. RH) omponents is an eigenstate of γ5 with eigenvalue −1 (resp. +1); this
writes
γ5ψDε = −εψDε, with ε = ±. (5.36)
After seeing these general properties of the γ5 and C matries, we now obtain the produts of
suh two distint Weyl spinors. Consider
Tm1,...,mℓ = ψ
′t
Dε2Cγℓm1,...,mℓψDε1 . (5.37)
(Reall that by (5.25), (5.37) transforms like a tensor of order ℓ). Using (5.36) one has
Tm1,...,mℓ = −ε1ψ′tDε2Cγℓm1,...,mℓγ5ψDε1 . (5.38)
Using now (5.32) one gets
Tm1,...,mℓ = −(−1)ℓε1ψ′tDε2Cγ5γℓm1,...,mℓψDε1 . (5.39)
We now make use of (5.35) to write
Tm1,...,mℓ = −(−1)ℓε1ψ′tDε2γ5Cγℓm1,...,mℓψDε1 . (5.40)
Using (5.34) one has
Tm1,...,mℓ = −(−1)ℓε1(γ5ψ′Dε2)tCγℓm1,...,mℓψDε1 . (5.41)
Finally, making use again of (5.36) one nds
Tm1,...,mℓ = (−1)ℓε1ε2ψ′tDε2Cγℓm1,...,mℓψDε1 . (5.42)
Hene Tm1,...,mℓ is vanishing if (−1)ℓε1ε2 = −1, whih expliitly gives
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• for ℓ = 0 one has ψ′tD±CψD∓ = 0,
• for ℓ = 1 one has ψ′tD±CγmψD± = 0,
• for ℓ = 2 one has ψ′tD±CγmnψD∓ = 0.
Hene, the deomposition (5.27) redues, at the level of Weyl spinor produts at
ψ+ ⊗ ψ′t+C = [0]⊕ [2](+)
ψ− ⊗ ψ′t−C = [0]⊕ [2](−) (5.43)
ψ+ ⊗ ψ′t−C = [1]
where [2](±) represents an (anti-)self-dual 2−form. Indeed, the 2-form in 4 dimensions is reduible.
By relation (5.29) one an deompose this as
[2] = [2](+) ⊕ [2](−). (5.44)
This equation is also orret from the point of view of the dimension (6 in the LHS and 3+3 in the
RHS). The same argument of dimension ounting in (5.43) shows that one must have onsidered the
(anti-)self-dual 2−forms. The hoie we have made (self-dual for ψ+⊗ψ′t+C and resp. anti-self-dual
ψ− ⊗ ψ′t−C) is ompatible with our onventions, as it will beome lear from (5.45).
We now apply the deomposition (5.43) for the ase of the Ξ++ = Ψ+ ⊗ Ω+ =

Ξ1++Ξ¯2−+
Ξ3++


(see
(5.15)). Using (5.17) and (5.20) this deomposition writes expliitly
Ξ1++ = ϕ+
1
4
Bmnσ
mn,
Ξ2−+ = A˜mσ¯m,
Ξ3++ = ˜˜ϕ+
1
4
˜˜Bmnσ
mn, (5.45)
where we denote by ϕ, ˜˜ϕ two salar elds, A˜m a vetor and Bmn,
˜˜Bmn two self-dual 2−forms (beause
with our onvention (5.20)
∗σmn = iσmn; this an be seen for example by omponents; thus iσ01 =
1
2ε01pqσ
pq
et.).
We an now apply this analysis for the four produt of spinors (5.15) whih will thus lead to the
four multiplets Ξ±± with the following eld ontent
Ξ++ =

ϕ,BmnA˜m
˜˜ϕ, ˜˜Bmn

 Ξ+− =

 A
′
m
ϕ˜′, B˜′mn
˜˜A
′
m


Ξ−− =

ϕ
′, B′mn
A˜′m
˜˜ϕ
′
, ˜˜B
′
mn

 Ξ−+ =

 Amϕ˜, B˜mn
˜˜Am

 , (5.46)
where ϕ, ˜˜ϕ,ϕ′, ˜˜ϕ′, ϕ˜, ϕ˜′ are salars elds, A˜, A˜′, A, ˜˜A,A′, ˜˜A
′
are vetor elds, B, B˜, ˜˜B, B′, B˜′, ˜˜B
′
are
2−forms. As we haved mentioned above, these 2−forms, namely B, B˜, ˜˜B are self-dual (i.e. ∗B = iB,
where by
∗B we mean the dual of B) and resp. B′, B˜′, ˜˜B
′
are anti-self-dual (i.e.
∗B′ = iB′); thus
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these 2−forms must be omplex. As we will see from the transformation laws (5.63), this implies
that all the 3SUSY elds are omplex. To have minimum eld ontent, one takes Ξ++ = Ξ
∗−− and
Ξ+− = Ξ∗−+ (that is ϕ = ϕ
′∗, B = B
′∗
, et.)
2
. This hoie is proven furthermore to be ompatible
with the transformation laws of the elds (5.63). We all the ouples Ξ++ − Ξ−−, Ξ+− − Ξ−+
onjugated multiplets and the ouples Ξ++ −Ξ+−, Ξ−− −Ξ−+ interlaed multiplets.
Following the onvention dened earlier, one an say, for example for the multiplet Ξ++ that
the elds ϕ,B are of gradation −1, the eld A˜ is of gradation 0 and the elds ˜˜ϕ, ˜˜B are of gradation
1.
Before ending this subsetion let us write down the onverse formulae. Using trae properties
of the σ matries, one an express the elds as funtions of the original produt of spinors. We do
this for the multiplet Ξ++, similar formulae existing for the other three multiplets.
ϕ =
1
2
Tr(Ξ1++),
Bmn =
1
2
Tr(σmnΞ1++),
A˜m =
1
2
Tr(σmΞ2−+),
˜˜ϕ =
1
2
Tr(Ξ3++),
˜˜Bmn =
1
2
Tr(σmnΞ3++). (5.47)
To prove these formulae one an reinsert the original deompositions (5.45). For example, for the
rst of the formulae (5.47), one has
ϕ =
1
2
Tr(ϕ+
1
4
Bmnσ
mn)
whih is veried, sine Tr(σmn) = 0.
5.3.4 Transformation laws of the elds
The transformation laws of the elds are obtained from the 3SUSY transformation law (5.13),
remembering that the vauum Ω is a 3SUSY salar, i.e. it is not transforming under 3SUSY; for
example, for the Ξ++ multiplet one has
δvΞ++ = (δvΨ+)⊗ Ω+ = (vmV+mΨ+)⊗ Ω+ (5.48)
Now, inserting the form (5.11) of V+m one has
δvΞ1++ = v
mσmΞ2−+,
δvΞ2−+ = vmσ¯mΞ3−+,
δvΞ3++ = v
m∂mΞ1−+. (5.49)
We rst nd the transformation law of the unique eld of gradation 0 of Ξ++, namely A˜m. For this
we start with its expression (5.47) whih gives
δvA˜m =
1
2
Tr(σmδvΞ2−+). (5.50)
2
One should pay attention at the notation used, that is
∗B denotes the dual of B whereas B∗ denotes the omplex
onjugated of B.
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Inserting the seond equation of (5.49) one has
δvA˜m =
vn
2
Tr(σmσ¯nΞ3++). (5.51)
We make now use of (5.21), thus obtaining
δvA˜m =
vn
2
Tr(σmnΞ3++) +
vm
2
Tr(Ξ3++). (5.52)
We now use again (5.47), this time to extrat the elds
˜˜ϕ and ˜˜Bmn. Hene, one nally gets
δvA˜m = vm ˜˜ϕ+ v
n ˜˜Bmn. (5.53)
Let us now nd the transformation laws of the elds of gradation 1, namely ˜˜ϕ and ˜˜Bmn. For
the ase of
˜˜ϕ, we proeed as above, starting with its expression (5.47) whih gives
δv ˜˜ϕ =
1
2
Tr(δvΞ3++) (5.54)
The last equation of (5.49) gives
δv ˜˜ϕ =
vm
2
∂mTr(δvΞ1++) (5.55)
Now, equation (5.47) allows us to write
δv ˜˜ϕ = v
m∂mϕ. (5.56)
Similarly, one gets
δv
˜˜B
(+)
mn = v
p∂pB
(+)
mn .
(5.57)
Arguing along the same lines one has
δvϕ = v
mAm.
The last remaining transformation law for the Ξ++ multiplet, namely for Bmn is more triky.
As before, we start with its expression (5.47) whih gives
δvB
(+)
mn =
1
2
Tr(σmnδvΞ1++). (5.58)
The rst equation of (5.49) leads to
δvB
(+)
mn =
vp
2
Tr(σmnσpΞ2−+). (5.59)
This time we rst ompute the quantity σpΞ2−+. Using (5.45) one has
σpΞ2−+ = σpA˜rσ¯r = A˜r(σpr + ηpr) (5.60)
(where we have used again (5.21)). Now, inserting (5.60) in (5.59), and realling that, by denition
Tr(σmn) = 0, one has
δvB
(+)
mn =
vp
2
A˜rTr(σmnσpr). (5.61)
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To onlude, one uses the trae identity
1
2Tr(σmnσpr) = −(ηmpηnr−ηmrηnp)+iεmnpr (one an easily
hek this by omponents: for example, for (m,n, p, r) = (0, 1, 0, 1) one has −1 in the LHS and by
a diret appliation of the denition of the Pauli matries, the same in the LHS; for (m,n, p, r) =
(0, 1, 0, 1) one has i in the RHS and the same in the LHS by a diret appliation of the denition of
the Pauli matries). Inserting this in (5.61) gives
δvB
(+)
mn = −(vmA˜n − vnA˜m) + iεmnpqvpA˜q. (5.62)
Note that the last term prevents the self-dual harater of the 2−form.
Similar reasonings for the other multiplets omplete the following table:
Ξ++ Ξ+−

δvϕ = v
mA˜m
δvBmn = −(vmA˜n − vnA˜m) + iεmnpqvpA˜q
δvA˜m = (vm ˜˜ϕ+ v
n ˜˜Bmn)
δv ˜˜ϕ = v
m∂mϕ δv
˜˜Bmn = v
p∂pBmn


δvA
′
m = (v
nB˜′mn + vmϕ˜′)
δvϕ˜
′ = vm ˜˜A
′
m
δvB˜
′
mn = −(vm ˜˜A
′
n − vn ˜˜A
′
m)− iεmnpqvp ˜˜A
′
q
δ ˜˜A
′
m = v
n∂nA
′
m
(5.63)
Ξ−− Ξ−+

δvϕ
′ = vmA˜′m
δvB
′
mn = −(vmA˜′n − vnA˜′m)− iεmnpqvpA˜′q
δvA˜
′
m = (vm ˜˜ϕ
′
+ vn ˜˜B
′
mn)
δv ˜˜ϕ
′
= vm∂mϕ
′ , δv
˜˜B
′
mn = v
p∂pB
′
mn


δvAm = (v
nB˜mn + vmϕ˜)
δvϕ˜ = v
m ˜˜Am
δvB˜mn = −(vm ˜˜An − vn ˜˜Am) + iεmnpqvp ˜˜Aq
δ ˜˜Am = v
n∂nAm
As we have pointed out in the previous subsetion, these transformations laws are ompatible with
our hoie of omplex onjugation of multiplets, Ξ
∗
++ = Ξ−−, Ξ+− = Ξ∗−+.
Finally, let us mention that in the next hapter we will generalise this in arbitrary dimensions.
5.3.5 Derivation of a multiplet
After having found the transformation laws (5.63) of the 3SUSY multiplets onsidered here, we now
make use of them to obtain an interesting property of these multiplets.
From now on, let us denote by X[mn]± the (anti-)self-dualisation of any seond rank tensor Xmn,
i.e.
X[mn]± = Xmn −Xnm ∓ iεmnpqXpq, (5.64)
Let us now onsider the elds of a Ξ+− multiplet, that is
A′m; ϕ˜
′, B˜′mn;
˜˜A
′
m
to onstrut a dierent type of multiplet using partial derivatives ∂m. Thus, to onstrut a Ξ++
multiplet, one has to have expressions for any eld of the Ξ++ multiplet (respeting the self-dual
harater of the 2−forms). Saturating the Lorentz indies, one possible solution is
DΞ+− =
(
ψ,ψmn, ψ˜m,
˜˜ψ, ˜˜ψmn
)
≡
(
∂mA
′m, ∂[mA′n]+ ; ∂mϕ˜
′ + ∂nB˜′nm; ∂m
˜˜A
′m
, ∂[m
˜˜A
′
n]+
)
.
(5.65)
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One has now to see if the set DΞ+− =
(
ψ,ψmn, ψ˜m,
˜˜
ψ,
˜˜
ψmn) transforms like a 3SUSY multiplet.
To hek this, we diretly apply (5.63) on (5.65). Let us illustrate this by obtaining rstly the
3SUSY transformation law of ψ = ∂mA
m
. From (5.63) one has δvψ = ∂mδvA
′m = vnB˜′mn+ vmϕ˜′ =
vm(∂nB˜′nm + ∂mϕ˜′) and
δvψ = v
mψ˜m.
Let us now give the proof for the most diult ase above, the transformation law δvψmn. Sine
ψmn = ∂[mA
′
n]+
and δvA
′
m = v
nB˜′mn + vmϕ˜′ (see (5.63)) one will have
δvψmn = vn∂mϕ˜
′ − vm∂nϕ˜′ + iεmnpqvp∂qϕ˜′ + vp(∂mB˜′np − ∂nB˜′mp − iεmnp′q∂p
′
B˜′qp ).
Using now the denition (5.65) of ψ˜m = ∂mϕ˜
′+ ∂nB˜′nm and (5.64) (to reombine the omponent in
B˜′ of δvψmn above) the transformation law of ψmn an be written
δvψmn = vnψ˜m − vmψ˜n + iεmnpqvpψ˜q − (vr∂[nB˜′m]+r − v[n∂rB˜′m]+r)
By (D.8) we have vr∂[nB˜
′
m]+r
− v[n∂rB˜′m]+r = 0 and hene
δvψmn = vnψ˜m − vmψ˜n + iεmnpqvpψ˜q
Similarly one nds
δv
˜˜
ψ = vm∂mψ,
δvψ˜
m = vm
˜˜
ψ + vn
˜˜
ψ
mn
δv
˜˜ψmn = v
r∂rψmn.
Therefore one noties that (5.65) transforms like a Ξ±± multiplet. We have thus showed a mehanism
of obtaining a multiplet of a ertain type (here Ξ++) by deriving a multiplet of another type (here
Ξ+−). We all DΞ+− a derivative multiplet.
One an atually dene suh a derivation for every 3SUSY multiplet Ξ±±. For example,
dening as DΞ−+ in (5.65), one has DΞ−+ 6= Ξ++ but DΞ−+ = Ξ−−. This type of property will
be used when analysing the ompatibility of our model with abelian gauge invariane (see subsetion
5.4.4) and when treating the possibilities of interation (see setion 5.5).
5.4 Free theory
In this setion we onstrut free Lagrangians invariant under the 3SUSY transformations (5.63).
From now on we use the eld strengths assoiated to the elds, Fmn = ∂mAn − ∂nAm for any
vetor eld Am and Hmnp = ∂mBnp + ∂pBmn + ∂nBpm for any 2−form Bmn. Denitions and basi
operations of p−forms are given in setion 6.1 and Appendix C).
5.4.1 Coupling between onjugated multiplets
If we onsider the quadrati ouplings between onjugated multiplets, as denoted in subsetion 5.3.3,
one an onstrut two real Lagrangians, one for eah pair Ξ++ −Ξ−− and Ξ+− −Ξ−+
L0 = L0(Ξ++) + L0(Ξ−−)
= ∂mϕ∂
m ˜˜ϕ+
1
12
Hmnp
˜˜H
mnp
+
1
2
⋆Hm
⋆ ˜˜H
m
− 1
4
F˜mnF˜
mn − 1
2
(
∂mA˜
m
)2
+ ∂mϕ
′∂m ˜˜ϕ′ +
1
12
H ′mnp
˜˜H
′mnp
+
1
2
⋆H ′m
⋆ ˜˜H
′m
− 1
4
F˜ ′mnF˜
′mn − 1
2
(
∂mA˜
′m
)2
(5.66)
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and
L′0 = L0(Ξ−+) + L0(Ξ+−)
=
1
2
∂mϕ˜∂
mϕ˜+
1
24
H˜mnpH˜
mnp − 1
4
⋆H˜m
⋆H˜m − 1
2
Fmn
˜˜F
mn
− (∂mAm)(∂n ˜˜A
n
)
+
1
2
∂mϕ˜
′∂mϕ˜′ +
1
24
H˜ ′mnpH˜
′mnp − 1
4
⋆H˜ ′m
⋆H˜ ′m − 1
2
F ′mn
˜˜ ′
F
mn
− (∂mA′m)(∂n ˜˜A
′n
). (5.67)
We onsider here L0, L′0 being similar. Sine we use omplex onjugated terms, the Lagrangian
(5.66) is real; furthermore the Lagrangian is of gradation 0. Here we have denoted ∗Hm =
1
6εmnpqH
npq = ∂nBmn the dual of the eld strength H (see (6.1) for the general denition).
To prove its invariane, we rst notie by a simple overview of (5.63), that the two lines of
the Lagrangian (5.66) do not mix under 3SUSY transformation laws. Hene, we only prove the
invariane of the rst line of (5.66), that is of L0(Ξ++). One an expliitly hek the following
general identities (up to total derivatives) for any 1−form A˜m and for any 2−form self-dual Bmn
and
˜˜Bmn
1
4
F˜mnF˜
mn +
1
2
(∂mA˜m)
2 =
1
2
(∂mA˜n)
2,
1
12
Hmnp
˜˜H
mnp
+
1
2
⋆Hm
⋆ ˜˜H
m
=
1
4
(∂mBnp)(∂
m ˜˜B
np
). (5.68)
Using these relations, one an rewrite L0(Ξ++) using Fermi-like terms
L0(Ξ++) = ∂mϕ∂m ˜˜ϕ− 1
2
(∂mA˜n)
2 +
1
4
(∂mBnp)(∂
m ˜˜B
np
). (5.69)
This is a more suited form to expliitly apply the 3SUSY transformation laws (5.63). One thus
obtains
δvL0(Ξ++) = ∂m(vpA˜p)∂m ˜˜ϕ+ ∂mϕ(∂mvp∂pϕ)− ∂m(vn ˜˜ϕ+ vp ˜˜Bnp)∂mA˜n
− vn∂mA˜p∂m ˜˜B
np
+
1
4
∂mBnp(∂
mvr∂rB
np) (5.70)
(where we have used the last identity of (D.9) to write
1
4(δv∂mBnp)(∂
m ˜˜B
np
) = −vn∂mA˜p∂m ˜˜B
np
).
Sine ∂mϕ(∂
mvp∂pϕ) =
1
2v
p∂p((∂mϕ)
2) and 14∂mBnp(∂
mvr∂rB
np) = 18v
r∂r((∂mBnp)
2) one has
δvL0(Ξ++) = total derivative,
and hene the Lagrangian (5.66) is 3SUSY invariant.
Let us now perform in (5.66) the following hange of variables
A˜1 =
A˜+ A˜′√
2
, A˜2 = i
A˜− A˜′√
2
,
B1 =
B +B′√
2
, B2 = i
B −B′√
2
,
˜˜B1 =
˜˜B + ˜˜B
′
√
2
, ˜˜B2 = i
˜˜B − ˜˜B
′
√
2
, (5.71)
ϕ1 =
ϕ+ ϕ′√
2
, ϕ2 = i
ϕ− ϕ′√
2
,
˜˜ϕ1 =
˜˜ϕ+ ˜˜ϕ
′
√
2
, ˜˜ϕ2 = i
˜˜ϕ− ˜˜ϕ′√
2
.
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The Lagrangian writes now
L0 = ∂mϕ1∂m ˜˜ϕ1 − ∂mϕ2∂m ˜˜ϕ2
+
1
6
H1mnp
˜˜H
mnp
1 + ∂
nB1nm∂p
˜˜B1
pm − 1
6
H2mnp
˜˜H
mnp
2 − ∂nB1nm∂p ˜˜B1pm
− 1
4
F1mnF1
mn +
1
4
F˜2mnF˜2
mn − 1
2
(
∂mA˜1
m
)2
+
1
2
(
∂mA˜2
m
)2
. (5.72)
Notie at this point that by the redenition (5.71), we nd ourselves with 2−forms B1, B2, ˜˜B1 and
˜˜B2 whih are neither self-dual nor anti-self-dual. Indeed, it is in the theory of representations of the
Lorentz group SO(1, 3) that the 2−forms are (anti-)self-duals. In the ase of the Poinaré group,
whose little group is SO(2), it is the 1−forms whih are (anti-)self-duals.
Moreover, using the redenition (5.71) and the denition (6.2) of the (anti-)self-duality of
2−forms, one observes
⋆B1 = B2,
⋆ ˜˜B1 =
˜˜B2 (5.73)
Therefore, using the identities (5.86) for these 2−forms, one an eliminate two of them, for example
B2 and
˜˜B2; thus L0 now beomes
L0 = ∂mϕ1∂m ˜˜ϕ1 − ∂mϕ2∂m ˜˜ϕ2 +
1
6
H1mnp
˜˜H
mnp
1 + ∂
nB1nm∂p
˜˜B1
pm
− 1
4
F1mnF1
mn +
1
4
F˜2mnF˜2
mn − 1
2
(
∂mA˜1
m
)2
+
1
2
(
∂mA˜2
m
)2
. (5.74)
Proeeding with the analyses of the Lagrangian, one noties that the terms in the rst line of
(5.74) are not diagonal. For this purpose, we now dene
ϕˆ1 =
ϕ1 + ˜˜ϕ1√
2
, ˆˆϕ1 =
ϕ1 − ˜˜ϕ1√
2
, ϕˆ2 =
ϕ2 + ˜˜ϕ2√
2
, ˆˆϕ2 =
ϕ2 − ˜˜ϕ2√
2
,
Bˆ1 =
B1 +
˜˜B1√
2
,
ˆˆ
B1 =
B1 − ˜˜B1√
2
, (5.75)
and, with the new elds, L0 writes
L0 = 1
2
∂mϕˆ1∂
mϕˆ1 − 1
2
∂m ˆˆϕ1∂
m ˆˆϕ1 −
1
2
∂mϕˆ2∂
mϕˆ2 +
1
2
∂m ˆˆϕ2∂
m ˆˆϕ2
− 1
4
F˜1mnF˜1
mn +
1
4
F˜2mnF˜2
mn − 1
2
(
∂mA˜1
m
)2
+
1
2
(
∂mA˜2
m
)2
+
1
6
Hˆ1mnpHˆ
mnp
1 + ∂
nBˆ1nm∂pBˆ
pm
1 −
1
6
ˆˆ
H1mnp
ˆˆ
H
mnp
1 − ∂n ˆˆB1nm∂p ˆˆB
pm
1 . (5.76)
Using again identities of type (5.68), one writes the above Lagrangian as
L0 = 1
2
∂mϕˆ1∂
mϕˆ1 − 1
2
∂m ˆˆϕ1∂
m ˆˆϕ1 −
1
2
∂mϕˆ2∂
mϕˆ2 +
1
2
∂m ˆˆϕ2∂
m ˆˆϕ2
− 1
2
∂mA˜1n∂
mA˜1
n +
1
2
∂mA˜2n∂
mA˜2
n
(5.77)
+
1
4
∂mBˆ1np∂
mBˆ1
np − 1
4
∂m
ˆˆ
B1np∂
m ˆˆB1
np.
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Also, using the dierential form notations (see (6.3) for the denition of the exterior derivative
d and resp. (6.5) for its adjoint d†) one an write the Lagrangian as
L0 = 1
2
dϕˆ1dϕˆ1 − 1
2
d ˆˆϕ1d
ˆˆϕ1 −
1
2
dϕˆ2dϕˆ2 +
1
2
d ˆˆϕ2d
ˆˆϕ2
− 1
4
dA˜1dA˜1 − 1
2
d†A˜1d†A˜1 +
1
4
dA˜2dA˜2 +
1
2
d†A˜2d†A˜2
+ 2(
1
12
dBˆ1dBˆ1 +
1
2
d†Bˆ1d†Bˆ1 − 1
12
d
ˆˆ
B1d
ˆˆ
B1 − 1
2
d† ˆˆB1d†
ˆˆ
B1). (5.78)
Let us now onsider the general gauge transformations
Am → Am + ∂mχ,
Bmn → Bmn + ∂mχn − ∂nχm (5.79)
where χ and χm are the gauge parameters. Hene one sees in the Lagrangian (5.76) the presene
of kineti terms and Feynman gauge xing terms (of type −12 (∂mAm)2 for a generi vetor eld A
or of type ∂nBnm∂pB
nm
for a generi 2−form B). These gauge xing terms are not just a hoie
of gauge, but they are required by 3SUSY invariane. One an thus arm, that one symmetry,
3SUSY, xes another, the gauge symmetry.
The gauge xing terms above (of type −12 (∂mAm)2 and resp. ∂nBnm∂pBpr) imply some on-
straints on the gauge parameters dened in (5.79), namely
∂m∂mχ = 0
∂m(∂mχn − ∂nχm) = 0. (5.80)
We will ome bak on this issue of gauge transformation in subsetion 5.4.4. The presene of this
gauge xing terms has a lot of onsequenes on dierent aspets of our models, as we will see in the
rest of this thesis.
The rst of them is related to the number of degrees of freedom of our elds. A p−form in D
dimensions has
CpD (5.81)
independent omponents. If one deals with a generi free p−form ω[p], than the gauge transformation
is
ω[p] → ω[p] + dχ[p−1], (5.82)
where the gauge parameter χ[p−1] is a (p − 1)−form. One an thus eliminate Cp−1D of the degrees
of freedom of ω[p]. However, in addition, one an write a gauge transformation on χ[p−1] (reduible
gauge transformation)
χ[p−1] → χ[p−1] + dχ′[p−2]. (5.83)
Thus, one needs now to add Cp−2D degrees of freedom to the ount. The proess ontinues and one
has, for suh a free p−form ω[p]
CpD − Cp−1D + Cp−2D − . . .+ (−1)pC0D = CpD−1 (5.84)
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degrees of freedom (see for example [73℄). Thus, suh a free o-shell p−form has CpD−1 degrees of
freedom.
Consider for example the well-known ase of a photon, a 1−form, in four dimensions, we have
C13 = 3 degrees of freedom. To nd the well-known number of 2 degrees of freedom for a physial
photon, one uses Ward identities. Indeed, onsider for example a simple physial proess involving an
external photon with momentum km = (k, 0, 0, k). Denote the amplitude iM(k) = iMm(k)ε∗m(k),
where ε∗m(k) is the polarisation vetor of the photon (the amplitude always ontains the fator
ε∗m(k), so we have just extrated it to dene Mm(k)). Using the lassial equations of motion one
is able to prove the Ward identity kmMm(k) = 0. This identity is used to simplify the square of
the amplitude |M|2 whih will depend only on the 2 transverse polarisation states. (For a detailed
analysis see for example [62℄).
For the general ase of a on-shell p−form (p ≤ D − 2) in D dimensions, similar Ward identities
lead to
CpD−2 (5.85)
physial degrees of freedom.
Let us also mentioned that (D − 1)− and D−forms in D dimensions are known to be non-
propagating forms.
This is not the ase for the 3SUSY elds; the gauge parameters are subjet to onstraints of
type (5.80); thus one annot eliminate anymore degrees of freedom of the p−form as was the ase
before. Let us illustrate this with the ase of the 2−form present here in 4 dimensions, whih
has 6 independent omponents. Its gauge parameter χm has 4 omponents whih must satisfy 4
independent onstraints
χn − ∂m∂nχm = 0.
Thus, we see that the omponents of χm are themselves onstraint hene they will not be able to
eliminate degrees of freedom of the 2−form. Generally in our ase, the p−form has
CpD
degrees of freedom (4 for a vetor eld and 6 for a 2−form). Related to this one might address here
the issue of plaing oneself in the Lorentz gauge. However this annot be done. (Indeed, onsidering
for example that we put ∂m
˜˜A
m
= 0. Applying the 3SUSY transformation, one has ∂mδvA˜
m = 0
whih, by (5.63) gives ∂nAm = 0 whih is obviously not satisfatory.)
Hene, related to this subjet of degrees of freedom ounting, one may onsider the problem
of other 3SUSY ompatible mehanisms of elimination of unphysial degrees of freedom. A more
elaborate analysis involving presene of ghosts (related to quantiation issues) would be required
(see setion 6.4).
Another important aspet of the Lagrangian (5.77) is that the elds
ˆˆϕ1, ϕˆ2, A˜2,
ˆˆ
B1 have wrong
sign for their kineti term. This implies a priori a problem of unboundedness from below of
their potentials. To illustrate this onsider the simplest ase of a salar ϕ. We use the deni-
tion T00 =
∂L
∂∂0ϕ∂0ϕ− η00L of the energy density as omponent of the energy-momentum tensor. If
the Lagrangian writes
1
2∂mϕ∂
mϕ, then T00 =
1
2 [(∂0ϕ)
2+(∇ϕ)2] whih is bounded from below. If one
onsiders an opposite sign in the Lagrangian, namely −12∂mϕ∂mϕ then T00 = −12 [(∂0ϕ)2 + (∇ϕ)2]
whih is now unbounded from below. This problem might by orreted by suited interation terms.
However, we will see in setion 5.5 that no self-interating terms are allowed for these bosoni
multiplets.
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A possible solution to the problem of unboundness from below is based on Hodge duality of
p−forms.
Dualisation: Reall that for the situation of free forms, dualisation is performed at the level of
the eld strength; this implies an equivalene of the theories of a p−form and a (D − 2− p)−form
(in D dimensions). Indeed, starting from a generi p−form ω[p], one onsiders its eld strength,
dω[p] whih is (p+1)−form. Considering its Hodge dual, we have a (D− p− 1)−form, whih is the
eld strength of (D− p− 2)−form. One an see that these theories are equivalent, having the same
number of physial degrees of freedom
CpD−2 = C
D−p−2
D−2 .
One an write this shematially as
F[p+1] = dω[p] ∼= (∗F )[D−p−1]

ω[p]
OO
ω′[D−p−2]
Obviously, this is not true in the ase of interating p−forms.
Let us also mention here some issues onerning the eletri-magneti duality. Thus, the Bianhi
identity writes dF = 0, whereas the equation of motion involving its dual ∗F writes d∗F = ∗J , where
J is the urrent Jm = (ρ,
−→
j ). Notie that the asymmetry between the equations for F and for ∗F
orresponds physially to the absene of magneti monopoles. When dualising in this way, the plae
of the Bianhi identity is taken by the equation of motion and vieversa and one also reverses the
role of partiles and solitons.
Dierently, the dualisation we propose for the 3SUSY ase is not performed at the level of the
eld strength as above but at the level of the potential itself, i.e. we replae the potential by its
Hodge dual. Indeed, as we have argued before, the gauge xation present in the 3SUSY model
freezes the number of degrees of freedom of a p−form at CpD.
To simplify notations we use here dierential forms notations (see subsetion 6.1 and Appendix
C) giving the following identities
1
(p+ 1)!
dA[p]dA[p] = −
1
(4− p− 1)!d
†B[4−p]d†B[4−p],
1
(p− 1)!d
†A[p]d†A[p] = −
1
(4− p+ 1)!dB[4−p]dB[4−p] (5.86)
with B[4−p] = ⋆A[p]; this is atually a partiular ase, in 4 dimensions, of identities (C.4). We thus
see that, if we pass to the Hodge dual (A[p] → B[4−p]), the kineti term of A[p] beomes the gauge
xing term of its Hodge dual and vieversa. Moreover, one has a global hange of sign, property
with remains true in arbitrary dimension. Thus one is tempted to replae the elds with a wrong
sign in the Lagrangian (5.78) by their Hodge duals, using the identities above. The new elds are
ˆˆ
D1 =
⋆ ˆˆϕ1, Dˆ2 =
⋆ϕˆ2, 4−forms,
C˜2 =
⋆A˜2, 3−form,
ˆˆB1 = ⋆ ˆˆB1, 2−form,
(5.87)
These new elds have an appropriate sign of their kineti term.
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Thus, at the very end, the free Lagrangian for the onjugated multiplets Ξ++ −Ξ−− beomes
L0 = 1
2
dϕˆ1dϕˆ1 +
1
2
d ˆˆϕ2d
ˆˆϕ2
− 1
4
dA˜1dA˜1 − 1
2
d†A˜1d†A˜1
+
1
12
dBˆ1dBˆ1 +
1
2
d†Bˆ1d†Bˆ1 +
1
12
d
ˆˆB1d ˆˆB1 + 1
2
d† ˆˆB1d† ˆˆB1 (5.88)
− 1
48
dC˜2dC˜2 − 1
4
d†C˜2d†C˜2
+
1
12
d† ˆˆD1d†
ˆˆ
D1 +
1
12
d†Dˆ2d†Dˆ2
The eld ontent is now the following: in the setor of gradation −1 and 1 two 0−forms (ϕˆ1, ˆˆϕ2),
two neither self-dual, nor anti-self-dual 2−forms (Bˆ1, ˆˆB1) and two 4−forms ( ˆˆD1, Dˆ2); in the zero-
graded setor one 1−form A˜1 and one 3−form C˜2. As one an see from the transformations per-
formed, (5.71) and (5.75), these elds are mixtures of states belonging to two onjugate multiplets
and also mixtures of the graded (−1)− and the graded 1−setors. Let us also observe that, if for
the 1−, 2− and 3−forms above we have kineti and gauge xing terms, in the partiular ases of
the 0−forms (resp. 4−forms) we have only a kineti (resp. gauge xing) term. In [64℄, W. Siegel re-
marked that for a 4−form, the gauge xing term takes the form of the Lagrangian of a free massless
salar eld, whih is also the ase in our model. Furthermore, the 3− and 4−forms in 4 dimensions
are referred to as non-propagating forms whih is not the ase in our model, as a onsequene of the
gauge xation. Several lassial or quantum properties of these objets had been further investi-
gated (see for example [65℄). One an see this approah as some kind of generalisation of the study
of 2−forms in 4 dimensions (see for example [66, 67℄). Finally, before ending this subsetion reall
that, as already stated above, for our 3SUSY model some deeper investigation of the presene of
ghosts in onnexion with unitarity issues and possible elimination of degrees of freedom in dierent
3SUSY setors may be further required.
5.4.2 Coupling between interlaed multiplets
So far we have analysed 3SUSY invariant terms that arise from ouplings of onjugated multiplets,
Ξ++ − Ξ−− and Ξ+− − Ξ−+. We now look loser to ouplings between the pairs of interlaed
multiplets. We prove that 3SUSY allows quadrati oupling terms between these pairs.
Starting the alulations with the elds given in (5.46), one an write the following 0−graded,
real oupling Lagrangian
Lc = Lc(Ξ++,Ξ+−) + Lc(Ξ−−,Ξ−+)
= λ
(
∂mϕ
˜˜A
′
m + ∂m ˜˜ϕA
′m − ∂mA˜mϕ˜′ − ∂mA˜nB˜′mn + ∂mBmn ˜˜A
′
n + ∂m ˜˜BmnA
′n
)
+ λ⋆
(
∂mϕ
′ ˜˜Am + ∂m ˜˜ϕ
′
Am − ∂mA˜′mϕ˜− ∂mA˜′nB˜mn + ∂mB′mn ˜˜A
n
+ ∂m ˜˜B
′
mnA
n
)
,
(5.89)
with λ = λ1 + iλ2 a omplex oupling onstant with mass dimension.
To study the 3SUSY invariane of (5.89) one may study separately the invariane of Lc(Ξ++,Ξ+−)
and Lc(Ξ−−,Ξ−+) beause they do not mix under 3SUSY transformations (5.63). Up to total
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derivative, one has
δvLc(Ξ++,Ξ+−) = −1
4
λB˜′mn
(
vr∂[m
˜˜Bn]−r − v[m∂r ˜˜Bn]−r
)
(5.90)
By (D.8), one an onlude that the Lagrangian (5.89) is 3SUSY invariant.
We now give a dierent method of proving this invariane, method that uses the properties of
the derivative multiplets of subsetion 6.3.5. One writes the Lagrangian Lc(Ξ++,Ξ+−) as
− 1
λ
Lc(Ξ++,Ξ+−) = ϕ∂m ˜˜A
′m
+Bmn∂
m ˜˜A
′n
− A˜m(∂mϕ˜′ + ∂nB˜′nm)
+ ˜˜ϕ∂mA
′m + ˜˜Bmn∂mA′n. (5.91)
This Lagrangian is just the one expressed in (5.180), where the multiplet ψ is idential to DΞ+−. We
prove in subsetion 5.5.2 that, if the ψ elds transform as a Ξ++ multiplet, then (5.91) is invariant.
This is indeed the ase, sine, as already stated the role of the elds ψ is played here by DΞ+−,
whih, as we have proven in subsetion 6.3.5, does transform as Ξ++ multiplet.
5.4.3 Diagonalisation of the total Lagrangian
We have thus onstruted two types of free Lagrangians, rstly by oupling onjugated multiplets
and then by oupling interlaed multiplets. Sine all these terms are allowed by 3SUSY invariane,
the total Lagrangian to be onsidered is
L = L0 + L′0 + Lc, (5.92)
where L0 and L′0 are given in (5.66) and resp. (5.67) and Lc is given in (5.89). Sine L is quadrati
in the elds, we deal with a non-interating theory and it should be possible, by eld redenitions
to write the Lagrangian in a diagonal form.
In order to do this, we rst perform the hanges of variable (5.71) and (5.75) that make L0
expliitly real and diagonal. Obviously, the same redenitions (keeping the same type of notations
for the redened elds) must be made for L′0. After all this, the eld ontent is:
6 salar elds, ϕˆ1, ˆˆϕ1, ϕˆ2,
ˆˆϕ2 (in L0), ϕ˜1, ˜˜ϕ2 (in L′0);
6 vetor elds, A˜1,
˜˜A2 (in L0), Aˆ1, ˆˆA1, Aˆ2, ˆˆA2 (in L′0);
3 two-forms Bˆ1,
ˆˆ
B1 (in L0) B˜2 (in L′0).
We thus have a total of 15 independent elds. Expressed with these new elds, L deouples into
3 distint piees, eah of them having the exat same dependene on a set of 5 elds (two salars,
two vetors and one 2−forms, denoted generially by ϕ1, ϕ2, A1, A2 and B). This Lagrangian writes
L(ϕ1, ϕ2, A1, A2, B) = 1
2
(∂mϕ1)
2 − 1
2
(∂mϕ2)
2 − 1
2
(∂mA1n)
2 +
1
2
(∂mA2n)
2 +
1
4
(∂mBnp)
2
+ λ1 (A1
m∂mϕ1 +A2
m∂mϕ2 −Bmn∂mA1n − ⋆Bmn∂mA2n) (5.93)
+ λ2 (−A2m∂mϕ1 +A1m∂mϕ2 +Bmn∂mA2n − ⋆Bmn∂mA1n) .
Thus, for diagonalising L it is enough to work on L(ϕ1, ϕ2, A1, A2, B). Before proeeding, a few
remarks about the terms appearing in the Lagrangian are in order to be done. Firstly, one an
hek that the gauge xation of L0 and L′0 is still demanded by the terms of Lc (the last two lines of
Eq. 5.93). Indeed, if one looks at the 2−form B, then terms of type 12BmnFmn x the gauge, while
terms of type
⋆BmnFmn are gauge invariant. Indeed, the gauge transformation writes (see (5.79))
B → B + dχ[1]
105
5.4  Free theory
with χ[1] a general 1−form (the gauge parameter). Hene, for the dual eld ∗B, the gauge transfor-
mations writes
∗B → ∗B + ∗dχ[1]
whih sine, in 4 dimensions ∗∗χ[1] = χ[1] (see (C.2)), writes further as
∗B → ∗B + ∗d∗∗χ[1].
Using now the denition of the derivative d† (see setion 6.1) whih states in 4 dimensions that
d† = −∗d∗ and denoting χ[3] = −∗χ[1], one has
∗B → ∗B + d†χ[3].
We an now use this to hek the gauge transformation of
⋆BmnFmn. Sine the eld strength
F = dA is gauge invariant, one has
∗BdA→ (∗B + d†χ[3])dA.
For this to be gauge invariant, one needs
d†χ[3]dA = 0
whih is equivalent to
d†d†χ[3] = 0.
Sine d†d† = 0, this identity is trivially satised, thus ompleting our proof.
These terms, known as BF−terms are related to topologial theories [68, 69, 70, 71℄. Never-
theless, this line of work is not the one used here (for example we have never been onerned with
surfae terms in any of our invariane alulations).
A last thing to notie here is that ouplings like Am∂mϕ present in (5.93) are of Goldstone type.
Usually, they are gauged away and are responsible for appearane of mass. For illustration, onsider
an abelian example with a omplex salar eld ϕ oupled both to itself and to a vetor eld Am.
The omplex salar eld ϕ is deomposed as ϕ = ϕ0 +
1√
2
(ϕ1 + iϕ2) where ϕ0 is its nonvanishing
vauum expetation value. When one expands the Lagrangian about this vauum states, he nds
terms of type Am∂mϕ2. One then makes a partiular hoie of gauge, namely the unitary gauge,
where the salar eld ϕ(x) beomes real-valued at every point x. With this hoie, the unwanted
oupling terms are eliminated from the theory. However, one sees that this mehanism annot be
applied in the ase of our model sine as we have already stated above, the gauge is partially xed.
After these remarks we now return to our diagonalisation alulus. We rst express the La-
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grangian in the Fourier spae
L˜ = 1
2
p2ϕ˜1(p)ϕ˜1(−p)− 1
2
p2ϕ˜2(p)ϕ2(−p)
− 1
2
p2A˜1(p)A1(−p) + 1
2
p2A˜2(p)A˜2(−p) + 1
4
p2B˜(p)B˜(−p)
+
1
2
iλ1
(
A˜m1 (p)pmϕ˜1(−p)− A˜m1 (−p)pmϕ1(p)
)
+
1
2
iλ1
(
A˜m2 (p)pmϕ˜2(−p)− A˜m2 (−p)pmϕ˜2(p)
)
− 1
2
iλ1
(
B˜mn(p)pmA˜1n(−p)− B˜mn(−p)pmA˜1n(p)
)
− 1
2
iλ1
(
∗B˜mn(p)pmA˜2n(−p)− ∗B˜mn(−p)pmA˜2n(p)
)
− 1
2
iλ2
(
A˜m2 (p)pmϕ1(−p)− A˜m2 (−p)pmϕ˜1(p)
)
+
1
2
iλ2
(
A˜m1 (p)pmϕ˜2(−p)− A˜m1 (−p)pmϕ˜2(p)
)
+
1
2
iλ2
(
B˜mn(p)pmA˜1n(−p)− B˜mn(−p)pmA˜1n(p)
)
− 1
2
iλ2
(
∗B˜mn(p)pmA˜2n(−p)− ∗B˜mn(−p)pmA˜2n(p)
)
. (5.94)
where the tilde denotes the Fourier transform (not to be onfused with the tilde in the elds we had
until (5.93)).
The rst step now is to omplete a perfet square for the terms involving A˜1. We have thus to
dene
A˜′1m(p) = A˜1m(p) +
λ1
p2
ipmϕ˜1(p) +
λ2
p2
ipmϕ˜2(p) +
λ1
p2
iprB˜rm(p) +
λ2
p2
ipr(⋆B˜rm(p)). (5.95)
The next step is to omplete a perfet square for the terms involving A˜2; now we dene
A˜′2m(p) = A˜2m(p)−
λ1
p2
ipmϕ˜2(p) +
λ2
p2
ipmϕ˜1(p) +
λ2
p2
iprB˜rm(p)− λ1
p2
ipr(⋆B˜rm(p)). (5.96)
The Lagrangian writes
L˜ = 1
2
(
p2 − (λ22 − λ21)
)
ϕ˜1(p)ϕ˜1(−p)− 1
2
(
p2 − (λ22 − λ21)
)
ϕ˜2(p)ϕ˜2(−p)
+ λ1λ2 (ϕ˜1(p)ϕ˜2(−p) + ϕ˜2(p)ϕ˜1(−p))
− 1
2
p2A˜′1m(p)A˜
′
1
m(−p) + 1
2
p2A˜′2m(p)A˜
′
2
m(−p) + 1
4
p2B˜mn(p)B˜
mn(−p) (5.97)
+
1
2
1
p2
prps(λ
2
1 − λ22)
(
B˜rm(p)B˜
sm(−p)− ⋆B˜rm(p)⋆B˜sm(−p)
)
+
λ1λ2
p2
prps
(
B˜rm(p)
⋆B˜sm(−p) + B˜sm(p)⋆B˜rm(−p)
)
,
A nal diagonalisation an be written on the ϕ˜ part of (5.97). Thus, dening
ϕ˜′(p) = ϕ˜(p) +
λ1λ2
1
2(p
2 − (λ22 − λ21))
ϕ˜2(p), (5.98)
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the Lagrangian nally writes as
L˜ = 1
2
(
p2 − (λ22 − λ21)
)
ϕ˜′1(p)ϕ˜
′
1(−p)−
1
2
(
p2 − (λ22 − λ21) +
λ21λ
2
2
1
2(p
2 − (λ22 − λ21))
)
ϕ˜2(p)ϕ˜2(−p)
− 1
2
p2A˜′1m(p)A˜
′
1
m(−p) + 1
2
p2A˜′2m(p)A˜
′
2
m(−p) + 1
4
p2B˜mn(p)B˜
mn(−p) (5.99)
+
1
2
1
p2
prps(λ
2
1 − λ22)
(
B˜rm(p)B˜
sm(−p)− ⋆B˜rm(p)⋆B˜sm(−p)
)
+
λ1λ2
p2
prps
(
B˜rm(p)
⋆B˜sm(−p) + B˜sm(p)⋆B˜rm(−p)
)
,
One an now remark that not all values of the parameters λ1 and λ2 are allowed if we do not want
tahyons to be present. Some allowed values (whih simplify onsiderably the Lagrangian (5.99))
are λ1 = λ2 or λ1 = 0. However one remarks a non onventional form of the kineti term for the
2−form B. One nal remark is that we have done this diagonalisation on the Lagrangian without
the dualisation; thus the sign of the kineti terms will not hange; however the same alulation
may be performed for the dualised Lagrangian (5.88).
One more remark is to be done here. We have so far onsidered non-massive elds. However,
invariant mass terms an be expliitly added to our Lagrangian, sine, as we have already notied,
the representations we have been working with do not depend whether we deal with massless or
massive multiplets. Moreover, as it has already been notied in subsetion 4.1.2, P 2 is a Casimir
operator and therefore all states in an irreduible representation must have the same mass. For
example, for the Ξ++ multiplet, one has
L[Ξ++]mass = m2(ϕ ˜˜ϕ+ 1
4
Bmn ˜˜Bmn − 1
2
A˜mA˜
m), (5.100)
The dierent analysis done in these setion for the massless multiplets do not drastially hange.
For example, in the massive ase one has no gauge invariane and the number of degrees of freedom
does not hange (one does not have gauge parameters to eliminate any degree of freedom).
Finally, looking at the transformation laws (5.63) one an easily see that a linear term
Lϕ = g ˜˜ϕ (5.101)
is invariant on its own.
5.4.4 Abelian gauge invariane
We now look loser to the problemati of the ompatibility of 3SUSY and abelian gauge symmetry.
We have seen that these two symmetries are intimately onneted, in the sense that the 3SUSY
symmetry xes the gauge symmetry, by the Feynman gauge xing terms required in the Lagrangian
(see subsetions 5.4.1 and 5.4.3).
Nevertheless, another question is entitled at this level. If one ats with the gauge transformation
on a 3SUSY multiplet will the result be a 3SUSY multiplet? Or, shematially,
Ξ
gauge−→ Ξ′?
So what one has to hek is whether or not Ξ
′
is a 3SUSY multiplet. Moreover we also nd in
what onditions the gauge parameters may form a 3SUSY multiplet. Reall that this is the ase for
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SUSY, where a gauge transformation sends a vetor supereld V to V + Φ + Φ†, with Φ a hiral
supereld (see for example [37℄).
I. Let us rstly write the general gauge transformation one uses for the physial elds ϕˆ1, ϕˆ2,
ˆˆϕ1, ˆˆϕ2, A˜1, A˜2, Bˆ1,
ˆˆ
B1 (with whom for example the Lagrangian (5.78) was expressed)
ϕˆ1 → ϕˆ1 + kˆ1
A˜1m → A˜1m + ∂mχ˜1
Bˆ1mn → Bˆ1mn + ∂mχˆ1n − ∂nχˆ1m. (5.102)
and similarly for the rest of the elds (kˆ1 being some onstant). Reall that these physial elds
were obtained from linear redenitions of the original elds (5.46). Hene one an write down gauge
transformations of the elds (5.46) also. For example, the vetor eld A˜1 was obtained from the
elds A˜ and A˜′ by the redenition (5.71), A˜1 = 1√2(A˜ + A˜
′). Hene the gauge parameter χ˜1 of
(5.102) is written as χ˜1 =
1√
2
(χ˜ + χ˜′) whih will thus allow us to obtain the gauge parameters χ˜
and χ˜′ of the eld A˜ and resp. A˜′.
Hene the gauge transformations for the original elds (5.46) thus write
φ → φ+ k,
A˜m → A˜m + ∂mχ˜, (5.103)
B(±)mn → B(±)mn + ∂mχn − ∂nχm ∓ iεmnpq∂pχq
and similar for the rest of the elds. Note however that for the ase of 2−forms, the ompatibility
between the transformations (5.102) and (5.103) needs a loser look. Indeed, write in p−form
notation the transformation (5.103) for the self-dual 2−form Bmn
B → B + dχ[1]S − i∗(dχ[1]). (5.104)
Reall now that B′ = B∗; one has
B′ → B′ + dχ∗[1] + i∗(dχ∗[1]). (5.105)
(One should pay attention at the notations used for the dual and omplex onjugation, that is
∗B
denotes the dual of B whereas B∗ denotes the omplex onjugated of B.) Eq. (5.71) ombined
these two 2− forms in B1 = 1√2(B +B′). Hene, for the real 2− form B1 one obtains
B1 → B1 + 1√
2
(
d(χ[1] + χ
∗
[1])− i∗d(χ[1] − χ∗[1])
)
(5.106)
Thus, one immediate solution for (5.106) to be the gauge transformation (5.102) for a 2− form, is
to impose that the 1−form χ[1] is real.
However, we now prove that this ompatibility an still be ahieved even if the 1−form χ[1] is
omplex. For this denote by λ[1] =
1√
2
(χ[1] + χ
∗
[1]) and λ[3] = −i 1√2∗(χ[1] − χ∗[1]). Notie that λ[1]
and λ[3] are real. By (C.2) one has
∗∗(χ[1]−χ∗[1]) = χ[1]−χ∗[1] and using also the denition d† = ∗d∗
(see setion 6.1), (5.106) writes
B1 → B1 + dλ[1] + d†λ[3]. (5.107)
We now prove that for a 2−form B1 one an write a gauge transformation as B1 → B1+ dλ[1], with
d†dλ[1] = 0 but also as B1 → B1 + d†λ[3] with dd†λ[3] = 0 . Indeed, sine d†dλ[1] = 0 this means
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(by the Poinaré lemma) that there exists a 3−form λ[3] suh that dλ[1] = d†λ[3]. Thus, the gauge
transformation an be written as B1 → B1 + d†λ[3]. Moreover, adding this two equivalent types of
gauge transformations one an write a general gauge transformation for B1 as in (5.107). This
means that (5.102) and (5.103) are ompatible for the 2−forms also even if the gauge parameter
χ[1] is omplex.
Let us now argue about the set of gauge parameters Λ = (k, χm; χ˜;
˜˜k, ˜˜χm) (dened in (5.103))
and the possibility to form a 3SUSY multiplet. Suppose that DΛ = (k, ∂[mχn]+; ∂mχ˜; ˜˜k, ∂[m ˜˜χn]+)
transforms like a Ξ++ multiplet. Then one has δv∂mχ˜ = vm
˜˜k + vn∂[m ˜˜χn]+; writing in omponents
one has ∂0δvχ˜ = v0
˜˜
k + vn∂[0 ˜˜χn]+, ∂1δvχ˜ = v1
˜˜
k + vn∂[1 ˜˜χn]+ et. and integrating on x
0
or x1 et.
one obtains four distint expressions for δvχ˜.
We now show what are the onstraints on the gauge parameters k, χ˜ and χm of the the gauge
transformations (5.103) (onstraints imposed by the gauge xing terms of Lagrangians (5.66) and
(5.89)). As before, the ase of the salar and vetor gauge parameter is simple, leading to
∂mk = 0 and χ˜ = 0
For the ase of a 2−form B(±), one heks separately the invariane under (5.104) of (dB(±))2 and
(d†B(±))2. 3 For (dB(±))2 to be invariant, one needs
d∗dχ[1] = 0. (5.108)
This is equivalent to
∗d∗dχ[1] = 0 (5.109)
Using now the denition of d† in 4 dimensions (see setion 6.1), namely d† = ∗d∗ one sees that the
gauge xation ondition writes
d†dχ[1] = 0. (5.110)
Now, the invariane of (d†B(±))2 leads furthermore to
d†∗dχ[1] = 0
whih, using again the denition of d† leads to
d∗∗dχ[1] = 0.
This is equivalent to
ddχ[1] = 0
whih is trivially satised (reall that d2 = 0).
Hene, these onstraints on a general gauge parameter χ[p] write
d†dχ[p] = 0. (5.111)
3
Note that for the ase of a real 2−form the gauge parameter χ′[1] dened in (5.102) is from the same reason
subjet to the onstraint d†dχˆ[1] = 0.
110
5  Cubi supersymmetry
In our partiular ase, using omponent notations, one has
∂mk = 0, χ˜ = 0, χn − ∂n∂mχm = 0. (5.112)
The strategy we adopt here is to nd expliit forms of the gauge parameters dened in (5.103)
and subjet to the onstraints (5.112).
II. The seond step of our analysis is to have some transformations of a 3SUSY multiplet
into a 3SUSY multiplet of same type, transformation that an then be mathed with the gauge
transformation (5.103). Sine in subsetion 5.3.5 we have introdued the derivative multiplets (that
transform like 3SUSY multiplets), we an use them to do the job:
Ξ++ → Ξ++ +DΞ+−. (5.113)
For instane, one an use the derivative of a multiplet Ξ+− =
(
λm, λ˜, λ˜mn,
˜˜λm
)
, writing thus (5.113)
as
ϕ → ϕ+ ∂mλm
Bmn → Bmn + ∂mλn − ∂nλm − iεmnpq∂pλq
A˜m → A˜m + ∂mλ˜+ ∂nλ˜nm (5.114)
˜˜ϕ → ˜˜ϕ+ ∂m ˜˜λm
˜˜Bmn → ˜˜Bmn + ∂m ˜˜λn − ∂n ˜˜λm − iεmnpq∂p ˜˜λ
q
III. The last step of this programme is to make (5.114) a gauge transformation, that is to math
it with (5.103) and the onditions (5.112). Sine these equations have pratially the same form, it
now beome lear why we have hosen to work with gauge transformations of type (5.103) and not
the gauge transformations (5.102) of the real elds sine we work diretly on the Ξ++.
First, remark that the atual mathing of these transformations implies a non-trivial ondition
for the parameters of the transformation of the vetor eld, namely
∂nλ˜nm = ∂mχ (5.115)
and, sine λ˜nm is antisymmetri, one has
χ = 0. (5.116)
Note that obviously (5.116) does not imply (5.115). Nevertheless, as we will see in the sequel here
we will rst nd solutions for χ satisfying (5.116) and then we will nd solution for λ˜nm satisfying
(5.115).
Now, imposing the onditions (5.112) on the set of gauge parameters
(
λm; λ˜, λ˜mn;
˜˜λm
)
, one has
∂m (∂ · λ) = ∂m (∂ · ˜˜λ) = 0 (5.117)
λm = 
˜˜λm = 0 (5.118)
λ˜+ ∂m∂nλ˜nm ≡ λ˜ = 0. (5.119)
Now we have to expliitly nd solutions of the gauge parameters whih are ompatible with all
these onstraints. In order to do this,
1. we determine the solutions for λ˜, χ satisfying the onstraints (5.119, 5.116).
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2. knowing χ, we then onstrut an anti-self-dual 2−form λ˜mn satisfying (5.115).
3. we nally nd expliit solutions for λm,
˜˜
λm satisfying (5.117, 5.118).
The existene of solutions to these onstrains would prove at this step the ompatibility between
3SUSY and the abelian gauge invariane.
1. Now, if the salar funtions λ˜ and χ depend only on the spae-time Lorentz invariant xmx
m
,
then the onditions (5.119, 5.116) determine uniquely their form, λ˜(x2) ∝ χ(x2) ∝ 1/x2 up to some
additive onstants. In the ontext of 3SUSY, whose generators and transformation parameters are
4−vetors, it is somewhat natural to inlude dependene of a 4−vetor ξm. Moreover, by analysing
solutions of (5.119) and (5.116) when ξ2 is equal or dierent of 0, we nd more general allowed
ongurations for λ and χ when ξ2 = 0 (see [2℄). Hene we expliitly treat this ase in this
subsetion.
We thus have to treat an equation of type
f(x2, x · ξ) = 0 (5.120)
where f denotes generially λ˜ or χ. To solve equation (5.120) let us rstly denote by
fˆ =
∂f
∂x2
, f ′ =
∂f
∂x · ξ (5.121)
the rst derivatives of f with respet to its variables. Hene one has
∂nf = ξnf ′ + 2xnfˆ . (5.122)
Now, ating with ∂n on (5.122) one obtains
f = 4x2
ˆˆ
f + 4x · ξfˆ ′ + 8fˆ = 0. (5.123)
Ating again with ∂n on (5.123) one has
(4x · ξfˆ ′′ + 4x2 ˆˆf ′ + 12fˆ ′)ξn + (8ξ · x ˆˆf ′′ + 24 ˆˆf + 8x2 ˆˆfˆ)xn = 0. (5.124)
Sine ξ and x are independent variables, one has
x · ξfˆ ′′ + x2 ˆˆf
′
+ 3fˆ ′ = 0 (5.125)
ξ · x ˆˆf ′′ + 3 ˆˆf + x2 ˆˆfˆ = 0. (5.126)
Now, multiplying equations (5.125) and (5.126) with x · ξ one has, together with (5.123) a system
of three equations in the variables (x · ξ)fˆ ′, x2 ˆˆf, x2(x · ξ) ˆˆf
′
. Solving this system one gets
(x · ξ)fˆ ′ = −1
6
(6fˆ − (x2)2 ˆˆfˆ + (x · ξ)2fˆ ′′) (5.127)
x2
ˆˆ
f = −1
6
(6fˆ + (x2)2
ˆˆ
fˆ − (x · ξ)2fˆ ′′ (5.128)
x2(x · ξ) ˆˆf
′
= −1
2
(−6fˆ + (x2)2 ˆˆfˆ + (x · ξ)2fˆ ′′. (5.129)
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Integrate now the rst equation of (5.127) with respet to the variable x2. One gets
(x · ξ)f ′ = −f + 1
6
∫
(x2)2
ˆˆ
fˆd(x2)− 1
6
(x · ξ)2f ′ +K1(x · ξ) (5.130)
whereK1 is an arbitrary funtion of x·ξ. By a double integration by parts one gets 16
∫
(x2)2
ˆˆ
fˆd(x2) =
1
6(x
2)2 − 13x2fˆ + 13f. Hene (5.130) writes
f = −3
2
(x · ξ)f ′ − 1
4
(x · ξ)2f ′′ − 1
2
x2fˆ +
1
4
(x2)2
ˆˆ
f +
3
2
K1(x · ξ). (5.131)
Applying the same type of treatment to the seond equation of (5.127), one gets
f = −2x2fˆ − 1
2
(x2)2
ˆˆ
f +
1
2
(x · ξ)2f ′′ +K2(x · ξ) (5.132)
where K2 is an arbitrary funtion of x · ξ.
Now multiply (5.131) by 2 and add this to (5.132); one gets
f = −(x · ξ)f ′ − x2fˆ +K(x · ξ) (5.133)
where K = 3K1 + K2. If in this equation one onsiders K = 0, then the solution is given by
f = (ξ · x)−1H( x2(ξ·x)) where H is an arbitrary funtion. Furthermore onsidering K 6= 0, one may
add to this solution a general term G(ξ · x).
Thus, a solution of (5.120) is given by
f(x2, ξ · x) = G(ξ · x) + (ξ · x)−1H( x
2
(ξ · x) ) (5.134)
where G and H are arbitrary funtions.
To hek that (5.134) satises the requested onstraint one makes use of partial derivatives
formulae of type

1
(x2)k
= 4k(k − 1) 1
(x2)k+1
,
where k ∈ N∗.
Thus, solution (5.134) provides us with an expliit form for the parameters λ˜ or χ
λ˜(ξ · x, x2) = G1(ξ · x) + (ξ · x)−1H1( x
2
(ξ · x) ), (5.135)
χ(ξ · x, x2) = G2(ξ · x) + (ξ · x)−1H3( x
2
(ξ · x) ), (5.136)
thus, ompleting step 1 of the programme.
2. As already stated, we now have to nd a form of λ˜mn whih satises the onstraint (5.115), with
χ given by (5.136) above. A possible solution is
λ˜mn(ξ · x, x2) = x[mξn]−F (ξ · x, x2) (5.137)
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where the funtion F an be expressed in terms of G2,H3 appearing in (5.136). One has
F (ξ · x, x2) = −(ξ · x)−2H3( x
2
(ξ · x) ) + (ξ · x)
−1G2(ξ · x)− 2(ξ · x)−3
ξ·x∫
0
G2(t) t dt (5.138)
3. Similarly to step 1, we now investigate possible solutions for the gauge parameters λm,
˜˜
λm, whih
satises equations (5.117) and (5.118). We onsider them as funtions of the vetors x and ξ and, as
before, we assume ξ2 = 0. Hene, the problem is redued to nding expliit solutions of equations
of type
∂m∂pAp(x, ξ) = 0
Am(x, ξ) = 0 (5.139)
(whih are just equations 5.117) and (5.118 and A stands for λm or ˜˜λm). As before, some solution
of these equation is given by
Am(x, ξ) = g(ξ · x)ξm + αxm + ( 1
(x2)2
αmr + βmr)x
r + κ(
x2
(ξ · x)3 ξm −
xm
(ξ · x)2 ) (5.140)
where g is an arbitrary funtion, κ, α, βmn arbitrary onstants and αmn an arbitrary anti-symmetri
tensor.
Thus one an now write the following expressions for the last gauge parameters λm or
˜˜λm
λm(ξ · x, x2) = g1(ξ · x)ξm + αxm + ( 1
(x2)2
αmr + βmr)x
r
+κ1(
x2
(ξ · x)3 ξm −
xm
(ξ · x)2 ), (5.141)
˜˜λm(ξ · x, x2) = ˜˜g1(ξ · x)ξm + ˜˜αxm + ( 1
(x2)2
˜˜αmr +
˜˜βmr)x
r
+˜˜κ1(
x2
(ξ · x)3 ξm −
xm
(ξ · x)2 ). (5.142)
We have thus obtained the prove of existene of gauge transformations whih are ompatible
with 3SUSY symmetry. Nevertheless, we have found speial forms of our gauge parameters λm, λ˜,
λ˜mn and resp.
˜˜
λm (equations (5.141), (5.135), (5.137) and resp. (5.142)).
5.4.5 Generators of symmetries and Noether urrents
Before going further to the analysis of possibilities of interation we make here a short disussion
related to generators of symmetries and Noether urrents for 3SUSY.
In [37℄, M. Sohnius argues about generators of symmetries. Suh generators G an be written
as the produt of an annihilation operator a (whih annihilates a partile of momentum −→q ) and a
reator operator a† (whih reates a partile of momentum −→p )
G =
∑
ij
∫
d3pd3q a†i (
−→p )Kij(−→p ,−→q )aj(−→q ) (5.143)
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where Kij is the integral kernel. Equation (5.143) writes symbolially
G = a† ∗K ∗ a. (5.144)
Suh generators an replae a boson with a boson or a fermion and a fermion with a fermion or
a boson. Hene, G an be deomposed into an even part B (ontaining the terms whih replae
bosons by bosons and fermions by fermions) and an odd part F (ontaining the terms whih replae
bosons by fermions and fermions by bosons)
G = B + F
with
B = b† ∗Kbb ∗ b+ f † ∗Kff ∗ f,
F = f † ∗Kfb ∗ b+ b† ∗Kbf ∗ f. (5.145)
where b (resp. f ) denote generially annihilation operators for bosons (resp. fermions).
Finally, assuming anonial ommutation relations for the partile operators b and f , one nds
that the symmetry generators B and F obey to the (anti)ommutation laws of a Lie superalgebra.
However, in the ase of 3SUSY this interpretation is lost. In the model onsidered here we have
only bosoni generators (the Poinaré generators and the 3SUSY generators V ) and furthermore
only bosoni elds (or only fermioni elds). Thus, onsidering anonial ommutation relations for
the partile operators b, one annot express the braket {V, V, V } as a proper symmetry generator
as above. Non onventional aspets are also present at the level of the algebra of onserved harges
(see below); nevertheless, one is still able to realise the algebra (5.9) as in (5.155), as we will further
explain.
Let us now onsider some issues related to Noether theorem; we begin by realling some existing
results in eld theory. At lassial level, one has a general symmetry transformation generated by
some Qm (whose onserved harge is denoted by Qˆm) and parametrised for example by a vetor
parameter vm
δvΦ = {vmQˆm,Φ}P.B. (5.146)
where Φ is any eld present in the model and {., .}P.B. is the Poisson braket.
Reall that the symmetry transformations form a Lie algebra whose law is the usual ommutator
[δa, δb]Φ ≡ δa(δbΦ)− δa(δbΦ) = f cabδcΦ (5.147)
where f cab are the struture onstant of the Lie algebra whih was assoiated with the generators V .
Inserting (5.146) in (5.147) one gets
{Qˆa, {Qˆb,Φ}P.B.}P.B. − {Qˆb, {Qˆa,Φ}P.B.}P.B. = f cab{Qˆc,Φ}P.B. (5.148)
Using now the Jaobi identity, one has
{{Qˆa, Qˆb}P.B.,Φ}P.B. = f cab{Qˆc,Φ}P.B. (5.149)
whih further writes
{Qˆa, Qˆb}P.B. = f cabQˆc. (5.150)
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Hene, the onserved harges form a Lie algebra whose law is represented by the Poisson braket.
Moreover, the algebra of transformations (5.147) is isomorphi to the algebra of onserved harges
(5.150).
The transition to the quantum ase is performed by replaing the Poisson brakets with the
usual ommutator, following the anonial quantisation proedure.
Thus, instead of (5.146) one has
δvΦ = [v
mQˆm,Φ] (5.151)
As in the lassial ase, the symmetry transformations form a Lie algebra (5.147). Now, inserting
(5.151) one gets
[Qˆa, [Qˆb,Φ]]− [Qˆb, [Qˆa,Φ]] = f cab[Qˆc,Φ] (5.152)
whih, using as above the Jaobi identity, leads to
[[Qˆa, Qˆb],Φ] = f
c
ab[Qˆc,Φ]. (5.153)
This gives
[Qˆa, Qˆb] = f
c
abQˆc (5.154)
whih is the quantum orrespondent of the result (5.150).
In the 3SUSY ase the situation is however dierent (see [57℄). Thus, even though Lie algebras
of order 3 do have their own Jaobi identity, they do not allow to obtain onventional results like
(5.150) (resp. (5.154)). Nevertheless, the original 3SUSY algebra is realised in a dierent manner.
Indeed, lassially one has{
Vˆm
{
Vˆn,
{
Vˆr,Φ
}
P.B.
}
P.B.
}
P.B.
+ all perm. = ηmn
{
Pˆr + ηmrPˆn + ηrnPˆm,Φ
}
P.B.
However, one does not have the analogous of (5.150). Furthermore, writing δmΦ = ad(Vˆm)(Φ) =
[Vˆm,Φ] (thus plaing in the adjoint representation) one has relations of type
(δmδnδr + all perm.)Φ =[
Vˆm
[
Vˆn,
[
Vˆr,Φ
]]]
+ all perm. = ηmn
[
Pˆr,Φ
]
+ ηmr
[
Pˆn,Φ
]
+ ηrn
[
Pˆm,Φ
]
(5.155)
whih is in fat the orrespondent of relation (5.148) (resp. (5.152)).
However, one annot write down the orresponding of (5.153)
[{Vˆm, Vˆn, Vˆr},Φ] = [ηmnPˆr + ηmrPˆn + ηrnPˆm] (5.156)
This means that one annot have the Φ independent relations with appear when doing physis
with Lie (super)algebras. This may not be so surprising sine the algebrai struture we use, a Lie
algebra of order 3, is not a onventional one, thus making us think of what a physial symmetry
might look like when implemented on suh strutures.
In [57℄ it is also argued that one may however obtain Φ independent relations but on one-partile
states; hene on ating on multi-partile Fok states, one needs to be more areful beause these
states will not be obtained by the usual tensor produt of one-partile states, this being dierent
from the onventional algebrai strutures (see [57℄ for more details).
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Reall now that generally, omparing δvL with the result obtained by varying the elds, one has
δvL = ∂L
∂Φ
δvΦ+
∂L
∂∂mΦ
∂mδvΦ. (5.157)
Now, writing the last term as
∂L
∂∂mΦ
∂mδvΦ = ∂m
(
∂L
∂∂mΦ
δvΦ
)
−
(
∂m
∂L
∂∂mΦ
)
δvΦ
and using the equation of motion, equation (5.157) simplies to
δvL = ∂m
(
∂L
∂∂mΦ
δvX
)
. (5.158)
Now, if δvL = vn∂nK = vn∂mηmnK and δvΦ = vnΦ′n equation (5.158) beomes
vm∂nJmn = 0 (5.159)
where the onserved urrent writes
Jmn =
∂L
∂∂mΦ
φ′n − ηmnK. (5.160)
Thus (5.159) implies that ∂nJmn = 0; furthermore the onserved harges write Qˆm =
∫
d3xJ0m.
Let us now look at the 3SUSY situation in partiular. One has the physial elds Φˆ = (ϕˆ1, ϕˆ2,
ˆˆϕ1, ˆˆϕ2, A˜1, A˜2, Bˆ1,
ˆˆ
B1) (with whom for example the Lagrangian (5.78) was expressed). Reall that
the anonial momentum for any suh eld Φˆ is written
πΦˆ =
∂L
∂∂0Φˆ
. (5.161)
Moreover one has the equal-time ommutation relations
[πΦˆ(t,−→y ), Φˆ(t,−→x )] = δ3(−→x −−→y ). (5.162)
Let us now show that one an however impose this type of ommutation relations also for the original
elds Φ ∈ {ϕ,Bmn, A˜m, ˜˜ϕ, ˜˜Bmn} (with whom for example the Lagrangian (5.69) was expressed).
Indeed, the physial elds Φˆ were obtained from the elds Φ above by the linear transformations
(5.71) and (5.75). Let us generially write
Φi = U ijΦˆ
j. (5.163)
Now, the assoiated anonial momentum for suh a eld Φ writes
πφ =
∂L
∂∂0Φ
(5.164)
Inserting (5.163), one has
πφi =
∂Φˆj
∂Φi
∂L
∂∂0Φˆj
= (U ij)
−1πΦˆ
j
. (5.165)
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Using again (5.163) one proves the requested formulae
[πΦ(y),Φ(x)] = δ3(−→x −−→y ) (5.166)
Thus we an work with the elds Φ ∈ {ϕ,Bmn, A˜m, ˜˜ϕ, ˜˜Bmn} also; for them we will prove that
δvΦ(x) = v
m[Vˆm(y),Φ(x)]. (5.167)
Reall that the Lagrangian (5.69) writes
L = ∂mϕ∂m ˜˜ϕ− 1
2
(∂mA˜n)
2 +
1
4
(∂mBnp)(∂
m ˜˜B
np
). (5.168)
whih gives under 3SUSY (see subsetion 5.4.1)
δvL = vρ∂ρK (5.169)
where
K =
1
2
(∂mϕ)
2 +
1
8
(∂mBnr)
2. (5.170)
Thus, inserting (5.170) into the expression of the onserved urrent (5.160) one obtains
Jmn = (∂m ˜˜ϕ)A˜n + (∂mϕ)(∂nϕ)− (∂mA˜r)(ηrn ˜˜ϕ+ ˜˜Brn)
+
1
4
(∂mBrp)(∂nB
rp) +
1
4
∂m
˜˜Brs(−ηrnA˜s + ηsnA˜r + iεrsabηanA˜b)
− ηmn
(
1
2
(∂sϕ)
2 +
1
8
(∂rBst)
2)
)
. (5.171)
As usual the onserved harges are written as
Vˆm(y) =
∫
d3yJ0m. (5.172)
Obviously, a similar part of the onserved urrent an be written for L(Ξ−−), the omplex
onjugated multiplet. The onserved urrent will have the same form as (5.171) where one has to
substitute ϕ→ ϕ′, A→ A′ et.
Let us thus prove (5.167) rstly for the simpler ase Φ = ϕ. Moreover, it is subjet to the
equal-time ommutation relation of type
[πΦ(t,−→y ),Φ(t,−→x )] = δ3(−→x −−→y ). (5.173)
For Φ = ϕ this gives
πϕ(y) = ∂0 ˜˜ϕ (5.174)
whih obeys to
[πϕ(y), ϕ(x)] = δ3(−→x −−→y ). (5.175)
We now alulate
vm[Vˆm(y), ϕ(x)] (5.176)
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Inserting (5.172) and (5.174), equation (5.176) beomes
vm
∫
d3y
[
(πϕ(y)A˜m + . . . , ϕ(x)
]
(5.177)
where the rest of the terms (not expliitly written here) involve terms in the anonial momentums
assoiated to the rest of the elds, and whih have zero ommutator with ϕ (hene not being useful
for this alulus). Making now use of (5.166), equation (5.177) gives
vmA˜m(x)
whih ompletes the proof of (5.167).
Let us now look at the situation of the vetor A˜. One has
πA˜r = −∂0A˜r.
Notie that, beause of our gauge xation we have πA˜0 6= 0 whih is diert from the usual, not gauge-
xed situation, whih appears for example in the ase of eletromagnetism. As above, omputing
vn[Vˆn(y), A˜s(y)]
one obtains
vn
∫
d3y
[
(πA˜r (y)(ηrn ˜˜ϕ+
˜˜Brn) + . . . , A˜s(x)
]
= vs ˜˜ϕ(x) + v
n ˜˜Bsn(x)
whih is indeed δvA˜s(x).
Finally let us hek this for Bmn. The momentum writes
πBrs =
1
4
∂0
˜˜Brs
As above one has
vn
∫
d3y
[
(πBrs(y)(−ηrnA˜s + ηsnA˜r + iεrsabηanA˜b) + . . . , Bpq(x)
]
= −vpA˜q + vqA˜p + iεpqabvaA˜b
whih is equal to as δvBmn (as expeted). For the remaining elds, ˜˜ϕ and
˜˜B, the situation is
analogous, i.e. equation (5.167) is veried similarly.
Before ending this setion, a nal omment is to be done. The additional symmetries V even
though they lie in the vetor representation of the Lorentz algebra do not lose with lassial
(anti)ommutation relations. Usually in physis literature (for example in the ase of superalgebras),
one denotes generators that lose with ommutators as bosoni generators and to generators that
lose with antiommutators as fermioni generators. Obviously this is not the ase here (this is how
3SUSY evades the no-go theorems and apparently, the prie to pay). Nevertheless, the physial
elds ϕ,A,B are bosons (and in the ase of the fermioni multiplets in [57℄ they are fermions), thus
obeying the onventional statistis; furthermore one obtains the orret transformations laws (5.63)
through the onventional equal-time ommutation relations. Tehnially, we got to this situation
by the deomposition (5.43) on p−forms.
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5.5 Interation possibilities
In the previous setion we treated non-interating terms that 3SUSY allows for the bosoni multi-
plets Ξ±±. Here we investigate the possibility of allowing interating terms, terms whih must have
a degree in the elds higher than 2 (thus not being possible to diagonalise them bak to kineti
terms), thus not being possible to diagonalise them as we did in the previous setion. The main
result here is that for the bosoni multiplets onsidered here, no self-interation terms are allowed.
To approah this issue we rst make use of a tensor alulus adapted for 3SUSY. We then make
a systemati study of all interation possibilities for our multiplets.
5.5.1 Tensor alulus for 3SUSY
The tensor alulus is a tehnique that was suessfully used for SUSY to onstrut interating
terms
4
. Its basi idea is the following: starting from two multiplets, one quadratially onstruts
another multiplet; then the proess an be reiterated to get higher order multiplets and thus also
invariant terms. In the ase of 3SUSY, one annot build suh a quadrati multiplet.
To implement this proess, one obviously needs to onsider all pairing of multiplets to quadrati-
ally obtain a third multiplet (whih an be a priori of any type also). Here we expliitly treat
the ase when we ouple two multiplets of type Ξ++ of eld ontent
(
ϕ1, B1, A˜1, ˜˜ϕ1,
˜˜B1
)
and
resp.
(
ϕ2, B2, A˜2, ˜˜ϕ2,
˜˜B2
)
; the third multiplet we look for is also of type Ξ++, with eld on-
tent Ξ12++ =
(
ϕ12, B12, A˜12, ˜˜ϕ12,
˜˜B12
)
. The other possible pairing of multiplet types are treated
similarly.
From the elds of the two initial multiplets, we begin by quadratially onstrut the salar eld
˜˜ϕ12 (whose transformation under 3SUSY is a total derivative). In the following subsetion we prove
that for suh a oupling, the only possibility is
˜˜ϕ12 = ϕ1 ˜˜ϕ2 + ϕ2 ˜˜ϕ1 +
1
4
B1
mn ˜˜B2mn +
1
4
B2
mn ˜˜B1mn − A˜1mA˜2m. (5.178)
Using (5.63) we now write expliitly the transformation of
˜˜ϕ12 under 3SUSY. On the other hand,
sine
˜˜ϕ12 should lie in a Ξ++ multiplet, it must transform like δv ˜˜ϕ12 = v
m∂mϕ12. Thus, by
identiation, one gets (up to an additive onstant) the expression of ϕ12
ϕ12 = ϕ1ϕ2 +
1
4
B1mnB2
mn.
Following the same algorithm, from δvϕ12 = v
mA˜12m one gets
A˜12m = A˜1mϕ2 + A˜2mϕ1 + A˜1
nB2nm + A˜2
nB1nm.
Now, applying again the transformation laws (5.63) on this equation one nds
δvA˜12m = vm
(
˜˜ϕ1ϕ2 + ˜˜ϕ2ϕ1 + 2A˜1mA˜2
m
)
+ vn
(
˜˜B2mnϕ1 +B2mn ˜˜ϕ1 +
˜˜B1mnϕ2 +B1mn ˜˜ϕ2 +
˜˜B1pnB2
p
m +
˜˜B2pnB1
p
m
)
.
(5.179)
4
This tehnique was used before the more elegant formulation of superspae, see for example [37℄.
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But the transformation law required for A˜12 must be δvA˜12m = vm ˜˜ϕ12 + v
n ˜˜B12mn, with
˜˜B12mn a
self-dual 2−form. Hene we have a ontradition (in (5.179) we don't nd the form (5.178) for ϕ12
and moreover, we do not nd a self-dual 2−form).
By similar alulatori arguments, the other possibilities (by regrouping the dierently multi-
plets) also fail.
After this simpler idea we now systematially study any possible interation terms. We rst nd
what are the elds Ψ (ontent and transformation laws) that an ouple to 3SUSY multiplets in
an invariant quadrati way. We then express these elds Ψ as a funtion Ψ(Ξ++,Ξ−−,Ξ+−,Ξ−+).
We nd this funtion to be linear in the multiplets; hene the most general invariant terms to be
build are quadrati and thus non-interating.
5.5.2 Possible ouplings of a given multiplet
We onsider in this subsetion the oupling of a multiplet with some generi elds Ψ [2℄. We fous
on the oupling of a Ξ++ multiplet, the other ases being similar.
Thus, onsidering its eld ontent, the most general possibility of quadrati oupling with some
set of unknown elds Ψ is
L(Ξ++,Ψ) = ϕ ˜˜ψ + ˜˜ϕψ + 1
4
B(+)mn ˜˜ψmn +
1
4
˜˜B
(+)
mnψ
mn − A˜mψ˜m (5.180)
with ψ,
˜˜
ψ two salars, ψ˜m a vetor and ψmn,
˜˜
ψmn two 2−forms whih, by (D.9) are self-dual. A
priori some of the elds Ψ an be set to zero.
To nd the set of elds Ψ we impose that (5.180) transforms under 3SUSY as a total derivative.
We rst treat the ase where the elds Ψ ontain no derivative terms. Thus, from (5.63) one has
the 3SUSY variation of (5.180)
δvL(Ξ++,Ψ) = vmA˜m ˜˜ψ + ϕδv ˜˜ψ + vm(∂mϕ)ψ + ˜˜ϕδvψ
+
1
4
(−vmA˜n + vnA˜m + iεmnpqvpA˜q) ˜˜ψ
mn
+
1
4
B(+)mn δv
˜˜
ψ
mn
(5.181)
+
1
4
vp∂pB
(+)
mn )ψ
mn +
1
4
˜˜B
(+)
mnδvψ
mn − (vm ˜˜ϕ+ vn ˜˜Bmn)ψ˜m − A˜mδvψ˜m.
Using (D.3) to ompress
1
4 (−vmA˜n+vnA˜m+iεmnpqvpA˜q) ˜˜ψ
mn
and then to deompress vnψ˜m ˜˜B
(+)
mn ,
equation (5.181) beomes
δvL(Ξ++,Ψ) = ϕ
(
δv
˜˜
ψ − vm∂mψ
)
+ ˜˜ϕ
(
δvψ − vmψ˜m
)
+
1
4
B+mn
(
δv
˜˜
ψ
mn
− vp∂pψmn
)
+
1
4
˜˜B
(+)
mn
(
δvψ
mn + vmψ˜n − vnψ˜m − iεmnpqvpψ˜q
)
(5.182)
− A˜m
(
δvψ˜
m − vn ˜˜ψ
mn
− vm ˜˜ψ
)
+ vp∂p
(
ϕψ +
1
4
B(+)mnψ
mn
)
.
Sine we have assumed that we have no presene of derivative terms in the Ψ elds, one annot
have anymore total derivatives present. Thus, one has δvL(Ξ++,Ψ) = 0, whih gives the 3SUSY
transformation laws of the elds Ψ. By a simple omparison with (5.63) one sees that the Ψ elds
transform like a Ξ++ multiplet (the self-dual harater of the 2−forms being also preserved)
δvψ = v
mψ˜m, δv
˜˜ψ = vm∂mψ, δvψ˜
m = vm ˜˜ψ + vn
˜˜ψ
mn
δvψmn = vnψ˜m − vmψ˜n + iεmnpqepψ˜q (5.183)
δv
˜˜
ψmn = v
r∂rψmn
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Moreover, one annot put to 0 any of these elds. We thus have
I: If the ψ elds ontain no derivative terms and (5.180) is invariant, then they form a multiplet
of type Ξ++.
We now treat the seond possibility, when the ψ elds ontain exatly one derivative term. Then,
in all generality, they an be expressed as
ψ = ∂mλ
m,
˜˜
ψ = ∂m
˜˜
λ
m
ψmn = ∂mλ
′
n − ∂nλ′m − iεmnpq∂pλ′q (5.184)
˜˜
ψmn = ∂m
˜˜
λ
′
n − ∂n ˜˜λ
′
m − iεmnpq∂p ˜˜λ
′q
,
ψ˜m = ∂mλ˜+ ∂
nλ˜nm.
One an remark that, a priori the vetors λm and λ
′
m are dierent and that we have no information
on the (anti-)self-dual harater of the 2−form λ˜nm.
We alulate the transformation laws of the elds ψ (and for the moment not of their building
bloks, the elds λ). Hene, the alulation is idential to that made to prove I: the variation of
(5.180) gives (5.181) and nally (5.182). Nevertheless, now one annot put diretly δvL(Ξ++,Ψ)
equal to 0, sine as we see from (5.184), the elds ψ do ontain partial derivative, so the hypothesis
of further total derivative presene annot be diretly asted away. However, we now show that in
this ase also, further total derivatives annot be present.
Suppose for ontradition that these total derivatives an be present. They will lead to some
further terms in the transformation laws (5.183) (dedued of (5.182)) whih write
δvψ = v
mψ˜m +X, δv
˜˜
ψ = vm∂mψ +
˜˜X, δvψ˜
m = vm
˜˜
ψ + vn
˜˜
ψ
mn
+ X˜m
δvψmn = vnψ˜m − vmψ˜n + iεmnpqvpψ˜q +Xmn (5.185)
δv
˜˜
ψmn = v
r∂rψmn +
˜˜Xmn
where (sine we onsider the elds of the Ξ++ multiplet to be independent) one has
˜˜ϕX, ϕ ˜˜X ,
A˜mX˜
m
,
˜˜BmnXmn and Bmn
˜˜Xmn equal to some total derivatives. Obviously, one does not need to
have all the elds X above present (some of them, but not all, ould be set to zero). Nevertheless,
the elds X have to be onstruted from the elds λ onsidered in (5.184). For example, for X one
may onsider the terms:
vmλm, ∂
mλm, λ˜, λmλ
′m
and similar ones. By diret inspetion, one an easily hek that no X eld an be onstruted to
full the requested ondition
˜˜ϕX is a total derivative. Indeed, for example the term ϕ∂mλm would
require a term ∂mϕλm in order to have the total derivative ∂
m(ϕλm). Nevertheless this term is not
present and thus one annot obtain the required total derivatives. Thus one onludes by
X = 0. (5.186)
Similar onsiderations apply for the rest of X elds. However, a somewhat more partiular situation
appears for the ase of the 2−forms Xmn and ˜˜Xmn (whih by (D.9) must be self-dual). The situation
is more triky beause one now has at his disposal identities of type (D.8); one thus writes may
write terms of type
˜˜Bmn(v
r∂[mλ˜n]+r − v[m∂rλ˜n]+r)
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(if λ˜mn is anti-self-dual). But, by (D.8) itself, this ontribution is trivially idential to 0, hene not
leading to any ompliations in the transformation laws (5.183).
Hene, we onlude that the elds ψ transform in this ase also as indiated in (5.183).
One might ask about the variation of the elds λ. Indeed, from (5.183) and (5.184) one has a
onstraint on these variations. For example, by (5.183) one has
δvψ = v
mψ˜m
inserting the expliit expressions (5.184) for ψ and ψ˜m one has
∂mδvλm = vm∂
mλ˜+ vn∂mλ˜mn
whih leads (keeping in mind that we have all the set of the λ elds at our disposal) to
δvλm = vmλ˜+ v
nλ˜mn + a(vm∂nλ
n − vn∂nλm) + a′(vm∂nλ′n − vn∂nλ′m), (5.187)
However, by a diret inspetion of formulae (5.183) and (5.187) one sees that it is muh more
onvenient to work with the ψ elds, the derivatives of the λ elds. One important tehnial
reason is that, as seen from (5.183), the Ψ elds transform like a Ξ++ multiplet.
A nal remark to be done here is that, if one takes λ′m = λm,
˜˜
λ
′
m =
˜˜
λm, the Lagrangian (5.89)
is idential to the Lagrangian (5.180) onsidered here. In this ase, the ψ's form the derivative
multiplet (5.65) of the λ's.
We thus have the following result
II: If the ψ elds are as in (5.184) and the Lagrangian (5.180) is invariant, then they form a
Ξ++ multiplet.
We now treat the most general ase with one derivative, namely when the ψ elds ontain terms
with one derivative and terms with no derivative. Their most general form is
ψ = ρ+ ∂mλ
m, ˜˜ψ = ˜˜ρ+ ∂m
˜˜λ
m
,
ψmn = ρmn + ∂mλ
′
n − ∂nλ′m − iεmnpq∂pλ′q, (5.188)
˜˜
ψmn = ˜˜ρmn + ∂m
˜˜
λ
′
n − ∂n ˜˜λ
′
m − iεmnpq∂p ˜˜λ
′q
,
ψ˜m = ρ˜m + ∂mλ˜+ ∂
nλ˜nm.
where, as before, the 2−forms ψ and ρ are self-dual.
As before, not taking into onsideration the expliit ontent (5.188) of the ψ elds, one obtains
their transformation laws, whih are idential to (5.185). The dierene omes now at the level of
the elds X, whih an be onstruted using the ρ and the λ elds. For example, onsidering again
the eld X that satises
˜˜ϕX = total derivative,
one must also onsider, exept the terms already enumerated in the proof of II, terms like
ρ, vmρ˜m, ∂
mρ˜m, ˜˜ρ, v
mρ˜m and ρ ˜˜ρ.
As before, by a diret inspetion of all these terms, one an easily see that suh total derivatives an-
not be onstruted. For example, for the term
˜˜ϕ∂mρ˜m to ontribute to a total derivative ∂
m( ˜˜ϕρ˜m),
one would need an additional term ∂m ˜˜ϕρ˜m, term whih is not present. One an thus onlude
X = 0.
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Arguing along the same lines, all the elds X of (5.185) are equal to 0. Hene we have the same
transformation laws as in (5.183).
As for II, working with the ψ elds is more appropriate for our study that the ρ and λ elds.
However, in this ase, some of the elds ρ or λ may be absent from (5.188).
We illustrate this by hoosing, as above the ase of the transformation law
δvψ = v
mψ˜m
whih, by (5.188) leads to
δvρ+ ∂mδvλ
m = vmρ˜m + v
m∂mλ˜+ v
m∂nλ˜nm
whih gives
δvρ = v
mρ˜m
δvλm = vmλ˜+ v
nλ˜mn + a(vm∂nλ
n − vn∂nλm) + a′(vm∂nλ′n − vn∂nλ′m). (5.189)
It is thus obvious that working with the ψ elds (and not their building bloks λ and ρ) is
more suited for alulations.
We now onlude by
III: If the ψ are as in (5.188) and the Lagrangian (5.180) is invariant, then they transform
as in (5.183).
Similar arguments hold if one allows a higher number of derivative in the elds Ψ. For example,
if one onsiders two derivatives, one an write elds of type
ψ = λ, ψm = αλm + β∂m∂nλ
n, ψmn = α
′λmn + β′∂p∂[mλn]+p
Generally speaking, if one onsider an even number n of partial derivatives, the terms that an be
added are
ψ = 
n
2 λ, ψm = α
n
2 λm + β
n−2
2 ∂n∂mλn, ψmr = α
n
2 λmr + β
n−2
2 ∂p∂[mλn]+p
If n is an odd number, one an onstrut
ψ = 
n−1
2 ∂mλm, ψm = α
n−1
2 ∂mλ+ β
n−1
2 ∂pλpm, ψmp = 
n−1
2 ∂[mλn]+
As before, the variation laws of the λ elds are more ompliated and they are not of interest for
our study. However, one obtains the variation laws of the ψ elds, whih are transformation laws
of type (5.185). The only thing to prove is that, again, the X elds are not present. We do this by
indution. Considering for example X suh that
˜˜ϕX = total derivative.
We have seen that for n < 2 one annot onstrut suh a eld X. The terms omposing the X elds
and whih have a number of derivatives < n were shown not to lead to any total derivative. Thus,
to omplete the proof one has to obtain the same onlusion for the supplementary terms, involving
exatly n derivatives. These terms one an add to X are

n
2 λ, vm∂
m
n−2
2 λ
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if n is even, and

n−1
2 ∂mλm, vm∂
m
n−1
2 λ.
Consider for the example the term
˜˜ϕ
n
2 λ = ˜˜ϕ
n−2
2 ∂m∂
mλ. In order to obtain a total derivative
∂m( ˜˜ϕ
n−2
2 ∂mλ one needs a supplementary term (∂m ˜˜ϕ)
n−2
2 ∂mλ, term whih, as before is not
present. Thus, one has X = 0 for any number n of derivatives and thus the transformation laws of
the Ψ elds are idential to (5.183).
Note that if one onsiders only dependene of type n then the Lagrangian obtained here is as
the Lagrangian of the previous setion.
We have thus seen whih are the most general ouplings of a given multiplet. Hene we have
now the set of elds Ψ, its ontent and 3SUSY transformation laws. We have also seen that the
Ψ elds may ontent terms with 0, 1, 2, . . . derivatives in terms of the λ elds. In the rest of this
setion we see what is the most general way one an onstrut these Ψ elds out of the original Ξ±±
multiplets.
5.5.3 Generalised tensor alulus
In subsetion 5.5.1 we have applied a tensor alulus method for 3SUSY, trying to build a multiplet
out of two other multiplets, method whih proved to fail. Sine we have seen that the Ψ elds
(whih were the most general possibility of oupling with a 3SUSY multiplet) transform like a
3SUSY multiplet, what we must do now is to try to onstrut suh a multiplet in all generality;
hene the name of generalised tensor alulus.
Here also we fous on the Ξ++ multiplet, the other ases being similar. So, what we look for
is to express the elds ψ,ψmn, ψ˜m,
˜˜ψ, ˜˜ψmn of the previous subsetion as funtions of the elds of
the 3SUSY multiplets Ξ++,Ξ−−,Ξ+−,Ξ−+ and of their derivatives. More over we onsider here
holomorphi funtions.
We rst onsider the simpler ase when the elds Ψ have no derivative dependene on any of
the 3SUSY elds. Furthermore, we also assume for the moment that the Ψ elds depend only of
the Ξ++ multiplet. We have nd out in the previous subsetion how the Ψ elds transform under
3SUSY, so, for instane one writes
δv
˜˜ψ = vm∂mψ =
∂
˜˜
ψ
∂ ˜˜ϕ
δv ˜˜ϕ+
∂
˜˜
ψ
∂ϕ
δvϕ+
∂
˜˜
ψ
∂Bmn
δvBmn +
∂
˜˜
ψ
∂ ˜˜Bmn
δv
˜˜Bmn +
∂
˜˜
ψ
∂A˜m
δvA˜m. (5.190)
Now, in (5.190) one an insert the expliit variation (5.63) of the Ξ++ elds whih gives
vm∂mψ =
∂ ˜˜ψ
∂ ˜˜ϕ
vm∂mϕ+
∂ ˜˜ψ
∂ϕ
vmA˜m +
∂ ˜˜ψ
∂Bmn
(−vmA˜n + vnA˜m + iεmnpqvpA˜q)
+
∂
˜˜
ψ
∂ ˜˜Bmn
vp∂pBmn +
∂
˜˜
ψ
∂A˜m
(vm ˜˜ϕ+ v
n ˜˜Bmn). (5.191)
Using (D.3) this simplies to
vm∂mψ =
∂ ˜˜ψ
∂ ˜˜ϕ
vm∂mϕ+
∂ ˜˜ψ
∂ϕ
vmA˜m − 4 ∂
˜˜ψ
∂Bmn
vmA˜n
+
∂ ˜˜ψ
∂ ˜˜Bmn
vp∂pBmn +
∂ ˜˜ψ
∂A˜m
(vm ˜˜ϕ+ v
n ˜˜Bmn). (5.192)
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Sine we are treating the ase where we have no derivative dependene in ψ, we observe that in the
LHS of the equation (5.192) we have one spatial derivative. Realling that v is arbitrary, one has
∂
˜˜
ψ
∂ϕ
A˜m − 4 ∂
˜˜
ψ
∂Bmn
A˜n +
∂
˜˜
ψ
∂A˜m
˜˜ϕ+
∂
˜˜
ψ
∂A˜p
˜˜Bpm = 0 (5.193)
and
∂mψ =
∂ ˜˜ψ
∂ ˜˜ϕ
∂mϕ+
∂ ˜˜ψ
∂ ˜˜Bpq
∂mBpq (5.194)
Then, by integration by parts of (5.194) one has
∂m(ψ − ∂
˜˜ψ
∂ ˜˜ϕ
ϕ− ∂
˜˜ψ
∂ ˜˜Bmn
Bmn) = −ϕ∂m ∂
˜˜ψ
∂ ˜˜ϕ
−Bnp∂m ∂
˜˜ψ
∂ ˜˜Bnp
.
In the LHS one has a total derivative; to obtain a total derivative in the RHS also one needs to
have
˜˜
ψ = ϕ ˜˜ϕ + 14Bnp
˜˜B
np
. However, the 3SUSY transformation of
˜˜
ψ is a total derivative; one an
now reall that we have proven in the previous subsetions that the salar involving these terms
and transforming under 3SUSY in suh a way is L(Ξ++) = ϕ ˜˜ϕ + 14Bnp ˜˜B
np
− 12A˜2n. However, in
subsetion 5.5.1 we have proven by expliitly applying the 3SUSY transformations laws (5.63) that
this type of oupling annot lead to the whole eld ontent of a Ξ++ multiplet. Thus one has
∂m
∂
˜˜
ψ
∂ ˜˜ϕ
= 0, ∂m
∂
˜˜
ψ
∂ ˜˜Bnp
= 0.
One an now write
˜˜ψ = α ˜˜ϕ +Xmn
˜˜B
mn
+ ˜˜ψR(A˜, ϕ,B) (5.195)
where α is a salar and Xmn is a self-dual 2−form, invariant under 3SUSY and x−independent and
˜˜
ψR is an arbitrary funtion. Hene (5.193) beomes
∂
˜˜
ψR
∂ϕ
A˜m − 4 ∂
˜˜
ψR
∂Bmn
A˜n +
∂
˜˜
ψR
∂A˜m
˜˜ϕ+
∂
˜˜
ψR
∂A˜p
˜˜Bpm = 0 (5.196)
Suppose now that
∂
˜˜
ψR
∂A˜m
6= 0; this implies that ˜˜ψR ontains ˜˜ϕ or ˜˜B whih is a ontradition. Hene
∂ ˜˜ψR
∂A˜m
= 0.
Equation (5.196) an now be written
A˜n
(
∂ ˜˜ψR
∂ϕ
ηmn − 4 ∂
˜˜ψR
∂Bmn
)
= 0 (5.197)
whih implies that
∂
˜˜
ψR
∂ϕ
= 0 =
∂
˜˜
ψR
∂Bmn
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beause a symmetri tensor (ηmn) annot be equal to an antisymmetri tensor (
∂
˜˜
ψR
∂Bmn
).
Hene, (5.195) writes
˜˜ψ = α ˜˜ϕ+Xmn
˜˜B
mn
. (5.198)
With this form for
˜˜ψ, applying its 3SUSY transformation one has
δv
˜˜ψ = vm∂mψ = αv
m∂mϕ+Xmnv
p∂pB
mn
whih gives
ψ = αϕ+XmnB
mn.
Furthermore, the 3SUSY transformation of ψ above writes
δvψ˜ = v
mψ˜m = αv
mA˜m − 4XmnvmA˜n
and thus gives
ψ˜m = αA˜m − 4XmnA˜n.
Now, from the transformation law for ψ˜m one gets
δvψ˜m = vm
˜˜ψ + vn ˜˜ψmn = αvm
˜˜ψ + vn(α ˜˜Bmn − 4Xmn ˜˜ϕ− 4 ˜˜B
p
nXmp). (5.199)
Hene one gets
˜˜ψmn = α ˜˜ϕ
whih, ompared to (5.198) gives
Xmn = 0. (5.200)
Now the equations above immediately lead to
Ψ(Ξ++) = αΞ++
Let us now onsider the ase Ψ(Ξ+−). Arguing along the same lines as above one rstly writes
δv
˜˜ψ = vm∂mψ =
∂
˜˜
ψ
∂A′m
δvA
′
m +
∂
˜˜
ψ
∂ϕ˜′
δvϕ˜
′ +
∂
˜˜
ψ
∂B˜′mn
δvB˜
′
mn +
∂
˜˜
ψ
∂ ˜˜A
′
m
δv
˜˜A
′
m. (5.201)
Now, in (5.201) one an insert the expliit variation (5.63) of the Ξ++ elds whih gives
vm∂mψ =
∂
˜˜
ψ
∂A′m
(vnB˜′mn + vmϕ˜
′) +
∂
˜˜
ψ
∂ϕ˜′
vm ˜˜A
′
m − 4
∂
˜˜
ψ
∂B˜′mn
vm
˜˜A
′
n +
∂
˜˜
ψ
∂ ˜˜A
′
m
vn∂nA
′
m (5.202)
(where we have used (D.3) to simplify
∂ ˜˜ψ
∂B˜′mn
δvB˜
′
mn). As before, sine we do not allow derivative
dependenes of ψ on the 3SUSY elds, we have
∂ ˜˜ψ
∂A′p
B˜′pm +
∂ ˜˜ψ
∂A′m
ϕ˜′ +
∂ ˜˜ψ
∂ϕ˜′
˜˜A
′
m − 4
∂ ˜˜ψ
∂B˜′mn
˜˜A
′
n = 0 (5.203)
127
5.5  Interation possibilities
and
∂mψ =
∂ ˜˜ψ
∂ ˜˜A
′
n
∂mA
′
n
One an integrate by parts this last equation to obtain a total derivative
∂m(ψ − ∂
˜˜
ψ
∂ ˜˜A
′
n
A′n) = −
(
∂m
∂
˜˜
ψ
∂ ˜˜A
′
n
)
A′n
We now apply the same type of arguments as in the previous ase. One needs
˜˜ψ = ˜˜A
′
nA
n
but the
ondition that its transformation under 3SUSY and the results of subsetion 5.5.1 nally lead to
∂m
∂ ˜˜ψ
∂ ˜˜A
′
n
= 0
thus one has
˜˜ψ = αm ˜˜A
′
m +
˜˜ψR(A
′, ϕ˜′, B˜′),
where αm is an arbitrary vetor, invariant under 3SUSY and x independent and ˜˜ψR is an arbitrary
funtion. Equation (5.203) beomes
∂ ˜˜ψR
∂A′p
B˜′pm +
∂ ˜˜ψR
∂A′m
ϕ˜′ +
∂ ˜˜ψR
∂ϕ˜′
˜˜A
′
m − 4
∂ ˜˜ψR
∂B˜′mn
˜˜A
′
n = 0 (5.204)
Suppose now
∂ ˜˜ψR
∂ϕ˜′ and
∂ ˜˜ψR
∂B˜′mn
6= 0. Then, sine ˜˜ψ is not a funtion of ˜˜A, this leads to
∂ ˜˜ψR
∂ϕ˜′
˜˜A
′
m − 4
∂ ˜˜ψR
∂B˜′mn
˜˜A
′
n = 0
whih, as before is not possible. Hene
∂ ˜˜ψR
∂ϕ˜′ or
∂ ˜˜ψR
∂B˜′mn
= 0. But, sine
˜˜
ψ is not a funtion of ˜˜A, one
has
∂
˜˜
ψR
∂ϕ˜′
= 0⇔ ∂
˜˜
ψR
∂B˜′mn
= 0
and hene
∂ ˜˜ψR
∂ϕ˜′
= 0,
∂ ˜˜ψR
∂B˜′mn
= 0
Then
˜˜
ψR remains a funtion only in A
′
and obviously (5.204) implies now that
∂ ˜˜ψR
∂A′p
= 0.
Thus one has
˜˜
ψ = αm ˜˜A
′
m (5.205)
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We now use the transformation laws of the Ψ multiplet to nd in a step-by-step proess
ψ = αmA′m,
ψ˜m = α
nB˜′nm,
˜˜
ψmn = α[m
˜˜A
′
n]+,
ψmn = α[mA
′
n]+. (5.206)
To onlude, one imposes the transformation law of ψmn, δvψmn = −v[nψ˜m]+, with, sine we now
have the expliit form of ψ˜m leads to
αm = 0.
Thus one has
Ψ(Ξ+−) = 0.
Let us now treat the more ompliated ase of dependene on several multiplets:
Ψ(Ξ++,Ξ+−).
As above we begin by writing
δv
˜˜
ψ = vm∂mψ =
∂ ˜˜ψ
∂ ˜˜ϕ
δv ˜˜ϕ+
∂ ˜˜ψ
∂ϕ
δvϕ+
∂ ˜˜ψ
∂Bmn
δvBmn +
∂ ˜˜ψ
∂ ˜˜Bmn
δv
˜˜Bmn +
∂ ˜˜ψ
∂A˜m
δvA˜m
+
∂ ˜˜ψ
∂A′m
δvA
′
m +
∂ ˜˜ψ
∂ϕ˜′
δvϕ˜
′ +
∂ ˜˜ψ
∂B˜′mn
δvB˜
′
mn +
∂ ˜˜ψ
∂ ˜˜A
′
m
δv
˜˜A
′
m.
Making use of the expliit form of the transformation laws (5.63) this beomes
δv
˜˜ψ = vm∂mψ =
∂
˜˜
ψ
∂ ˜˜ϕ
vm∂mϕ+
∂
˜˜
ψ
∂ϕ
vmA˜m − 4 ∂
˜˜
ψ
∂Bmn
vmA˜n
+
∂
˜˜
ψ
∂ ˜˜Bmn
vp∂pBmn +
∂
˜˜
ψ
∂A˜m
(vm ˜˜ϕ+ v
n ˜˜Bmn) (5.207)
+
∂
˜˜
ψ
∂A′m
(vnB˜′mn + vmϕ˜
′) +
∂
˜˜
ψ
∂ϕ˜′
vm ˜˜A
′
m − 4
∂
˜˜
ψ
∂B˜′mn
vm
˜˜A
′
n +
∂
˜˜
ψ
∂ ˜˜A
′
m
vn∂nA
′
m
As before, omparing the number of partial derivatives in the LHS and the RHS, one obtains that
one has
∂
˜˜
ψ
∂ϕ
A˜m − 4 ∂
˜˜
ψ
∂Bmn
∂mA˜
n +
∂
˜˜
ψ
∂A˜m
˜˜ϕ+
∂
˜˜
ψ
∂A˜p
˜˜Bpm
+
∂ ˜˜ψ
∂A′p
B˜′pm +
∂ ˜˜ψ
∂A′m
ϕ˜′ +
∂ ˜˜ψ
∂ϕ˜′
˜˜A
′
m − 4
∂ ˜˜ψ
∂B˜′mn
˜˜A
′
n = 0. (5.208)
and
vm∂mψ =
∂
˜˜
ψ
∂ ˜˜ϕ
vm∂mϕ+
∂
˜˜
ψ
∂ ˜˜Bmn
vp∂pBmn +
∂
˜˜
ψ
∂ ˜˜A
′
m
vn∂nA
′
m
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In the same way as before, one onstruts total derivatives in the LHS whih, by grouping the
arguments in the two previous ases, will allow us to obtain
∂p
∂
˜˜
ψ
∂ ˜˜ϕ
= 0, ∂p
∂
˜˜
ψ
∂ ˜˜Bmn
= 0, ∂p
∂
˜˜
ψ
∂ ˜˜A
′
m
= 0. (5.209)
Thus, one now has
˜˜
ψ = α ˜˜ϕ+Xmn
˜˜B
mn
+ αm
˜˜A
′
m +
˜˜
ψR(ϕ,B, A˜,A
′, ϕ˜′, B˜′)
where α,Xmn, αm are x independent. Hene, (5.208) writes
∂
˜˜
ψR
∂ϕ
A˜m − 4 ∂
˜˜
ψR
∂Bmn
∂mA˜
n +
∂
˜˜
ψR
∂A˜m
˜˜ϕ+
∂
˜˜
ψR
∂A˜p
˜˜Bpm
+
∂ ˜˜ψR
∂A′p
B˜′pm +
∂ ˜˜ψR
∂A′m
ϕ˜′ +
∂ ˜˜ψR
∂ϕ˜′
˜˜A
′
m − 4
∂ ˜˜ψR
∂B˜′mn
˜˜A
′
n = 0. (5.210)
By arguments idential to the two ases treated above one has
∂
˜˜
ψR
∂A˜m
= 0,
∂
˜˜
ψR
∂ϕ˜′
= 0,
∂
˜˜
ψR
∂B˜′mn
= 0.
Thus (5.210) writes
∂
˜˜
ψR
∂ϕ
A˜m − 4 ∂
˜˜
ψR
∂Bmn
∂mA˜
n +
∂
˜˜
ψR
∂A′p
B˜′pm +
∂
˜˜
ψR
∂A′m
ϕ˜′ = 0. (5.211)
and furthermore
˜˜
ψR is a funtion only of ϕ,B and A
′
. Hene its partial derivatives annot ontain
B′ and ϕ˜′ whih means that
∂ ˜˜ψR
∂A′p
= 0.
Now what remains of (5.211) was already treated above and leads to
∂ ˜˜ψR
∂ϕ
= 0,
∂ ˜˜ψR
∂Bmn
= 0.
Thus one has
˜˜
ψ = α ˜˜ϕ+Xmn
˜˜B
mn
+ αm
˜˜A
′
m
Atually, beause of the fat that α,Xmn, αm are x independent and also beause of the fat that
the elds
˜˜ϕ, ˜˜B
mn
on one hand and
˜˜A
′
on the other belong to dierent 3SUSY multiplets (namely
Ξ++ and Ξ+−) and their transformation laws (5.63) do not mix, one an now ompletely separate
the dependenes on these two distint multiplets. Hene this ase redues to the two distint studied
above.
One an thus state that, taking into aount the no-derivative dependenes on all four multiplets,
Ψ = αΞ++.
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More generally, one must onsider dependene on the 3SUSY elds derivatives also. The proof
follows the same line of reasoning. Thus, let us obtain the Ψ elds as elds with one derivative
dependene of the Ξ+− multiplet,
Ψ = Ψ(∂pA
′
m, ∂pϕ˜
′, ∂pB˜′mn, ∂p
˜˜A
′
m).
Thus, arguing along the same lines as above one rstly writes
δv
˜˜
ψ = vm∂mψ =
∂
˜˜
ψ
∂∂pA′m
∂pδvA
′
m +
∂
˜˜
ψ
∂∂pϕ˜′
∂pδvϕ˜
′ +
∂
˜˜
ψ
∂∂pB˜′mn
∂pδvB˜
′
mn +
∂
˜˜
ψ
∂∂p
˜˜A
′
m
∂pδv
˜˜A
′
m. (5.212)
Now, in (5.212) one an insert the expliit variation (5.63) of the Ξ+− elds whih gives
vm∂mψ =
∂ ˜˜ψ
∂∂pA′m
∂p(v
nB˜′mn + vmϕ˜
′) +
∂ ˜˜ψ
∂∂pϕ˜′
vm∂p
˜˜A
′
m − 4
∂ ˜˜ψ
∂∂pB˜′mn
vm∂p
˜˜A
′
n +
∂ ˜˜ψ
∂∂p
˜˜A
′
m
vn∂p∂nA
′
m
(5.213)
(where we have used (D.3) to simplify
∂ ˜˜ψ
∂∂pB˜′mn
δv∂pB˜
′
mn). Now one annot put anything to zero
as before beause we have derivatives in all terms (in the LHS the eld ψ an or annot ontent
derivative dependenes) As before, we now use integration by parts to express a total derivative on
the LHS, whih will allow us to obtain (sine v is an arbitrary vetor)
∂m(ψ − ∂
˜˜
ψ
∂∂p
˜˜A
′
n
∂pA
′
n)− ∂p
(
∂
˜˜
ψ
∂∂pA′n
B˜′nm +
∂
˜˜
ψ
∂∂pϕ˜′
˜˜A
′
m +
∂
˜˜
ψ
∂∂pA′m
ϕ˜′ − 4 ∂
˜˜
ψ
∂∂pB˜′mn
˜˜A
′n
)
=
−∂p ∂
˜˜ψ
∂∂pA′n
B˜′nm − ∂p
∂ ˜˜ψ
∂∂pϕ˜′
˜˜A
′
m − ∂p
∂ ˜˜ψ
∂∂pA′m
ϕ˜′ + 4∂p
∂ ˜˜ψ
∂∂pB˜′mn
˜˜A
′n
− ∂m ∂
˜˜ψ
∂∂p
˜˜A
′
n
∂pA
′
n. (5.214)
The last term in the RHS an be used to obtain a total derivative. Indeed onsider
˜˜ψ = −∂pA′n∂p ˜˜A
′n
;
this gives ∂m
∂ ˜˜ψ
∂∂p
˜˜A
′
n
∂pA
′
n =
1
2∂m(∂pA
′
n)
2
. As before, we now use 3SUSY transformation arguments to
ast away this possibility also. Indeed ∂pA
′
n∂
p ˜˜A
′n
alone does not transform like a total derivative,
but −∂pA′n∂p ˜˜A
′n
+ 12(∂mϕ˜
′)2 + 14 (∂mB˜
′
np)
2
does. In the previous subsetions we have moreover
proven that this is the only suh salar whih under 3SUSY transformation gives a total derivative.
Moreover in subsetion 5.5.1 it was proven that this mehanism annot lead to a omplete eld
ontent for Ξ++. Hene
∂n
∂
˜˜
ψ
∂∂pA′m
= 0, ∂m
∂
˜˜
ψ
∂∂pϕ˜′
= 0, ∂r
∂
˜˜
ψ
∂∂pB˜′mn
= 0, ∂n
∂
˜˜
ψ
∂∂p
˜˜A
′
n
= 0
Thus one has
˜˜
ψ = βpm∂pA
′
m + β
p∂pϕ˜
′ + βpmn∂pB˜′mn + γ
pm∂p
˜˜A
′
m. (5.215)
where βpm, βp, βpmn, γpm are arbitrary salars. We now use the 3SUSY transformation laws of ψ
δv
˜˜
ψ = vm∂mψ = β
pm∂p(v
nB˜′mn+vmϕ˜
′)+βpvm∂p
˜˜A
′
m+β
pmn∂p(−vm ˜˜A
′
n+vn
˜˜A
′
m−iεmnpqvp ˜˜A
′
q)+γpmvn∂p∂nA
′
m.
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Sine in the LHS we have v · ∂, one has βpm = 0 = βpmn = βp and hene
˜˜
ψ = γpm∂p
˜˜A
′
m, ψ = γ
pm∂pA
′
m. (5.216)
We now ontinue this proess of applying the 3SUSY transformation laws whih lead furthermore
to
ψ = γpm∂pA
′
m,
ψ˜m = γ
pn∂pB˜
′
nm + γpm∂
pϕ˜′,
˜˜ψmn = γp[m∂
p ˜˜A
′
n]+,
ψmn = γp[m∂
pA′n]+. (5.217)
The last remaining transformation law to impose is
δvψmn = −v[nψ˜m]+ = v[mψ˜n]+. (5.218)
Sine (5.217) gives us the expliit expression of ψmn and ψ˜n, equation (5.218) translates in an
equation in the 3SUSY elds ϕ˜′ and B˜′mn. Equating the most easy parts in ϕ˜′ on both sides of
(5.218) one has
γp[m∂
pvn]+ϕ˜
′ = ∂[mvn]+ϕ˜′
whih leads to
γpm = δpm. (5.219)
This equation, one inserted in (5.216) and (5.217) immediately leads to
Ψ(Ξ+−) = DΞ+−
(with DΞ+− being dened in (5.65)). The derivative dependene on the other multiplets (onsidered
alone) is done analogously.
Let us now onsider the one-derivative dependene on several the 3SUSY multiplets:
Ψ(∂pϕ, ∂pBmn, ∂pA˜m, ∂p ˜˜ϕ, ∂p
˜˜Bmn; ∂pA
′
m, ∂pϕ˜
′, ∂pB˜′mn, ∂p
˜˜A
′
m).
As before we start by writing
δv
˜˜ψ = vm∂mψ =
∂
˜˜
ψ
∂∂p ˜˜ϕ
∂pδv ˜˜ϕ+
∂
˜˜
ψ
∂∂pp
∂pδvϕ+
∂
˜˜
ψ
∂∂pA˜m
∂pδvA˜m +
∂
˜˜
ψ
∂∂p
˜˜Bmn
∂pδv
˜˜Bmn +
∂
˜˜
ψ
∂∂pBmn
∂pδvBmn
+
∂
˜˜
ψ
∂∂pA′m
∂pδvA
′
m +
∂
˜˜
ψ
∂∂pϕ˜′
∂pδvϕ˜
′ +
∂
˜˜
ψ
∂∂pB˜′mn
∂pδvB˜
′
mn +
∂
˜˜
ψ
∂∂p
˜˜A
′
m
∂pδv
˜˜A
′
m.
One more we make use of the expliit form (5.63) of the transformation laws thus obtaining
δv
˜˜ψ = vm∂mψ =
∂
˜˜
ψ
∂∂p ˜˜ϕ
∂p(v
m∂mϕ) +
∂
˜˜
ψ
∂∂pϕ
∂p(v
mA˜m) +
∂
˜˜
ψ
∂∂pA˜m
∂p(vm ˜˜ϕ+ v
n ˜˜Bmn)
+
∂
˜˜
ψ
∂∂p
˜˜Bmn
∂p(v
r∂rBmn)− 4 ∂
˜˜
ψ
∂∂pBmn
∂p(vmA˜n)
+
∂
˜˜
ψ
∂∂pA′m
∂p(v
nB˜′mn + vmϕ˜
′) +
∂
˜˜
ψ
∂∂pϕ˜′
vm∂p
˜˜A
′
m − 4
∂
˜˜
ψ
∂∂pB˜′mn
vm∂p
˜˜A
′
n +
∂
˜˜
ψ
∂∂p
˜˜A
′
m
vn∂p∂nA
′
m
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As in the previous ase, by integrating by parts one an now onstrut total derivatives in the LHS;
then applying the same arguments as in the previous ase one has
∂p
∂
˜˜
ψ
∂∂p ˜˜ϕ
= 0, ∂p
∂
˜˜
ψ
∂∂pϕ
= 0, ∂p
∂
˜˜
ψ
∂∂pA˜m
= 0, ∂p
∂
˜˜
ψ
∂∂p
˜˜Bmn
= 0, ∂p
∂
˜˜
ψ
∂∂pBmn
= 0,
∂n
∂
˜˜
ψ
∂∂pA′m
= 0, ∂m
∂
˜˜
ψ
∂∂pϕ˜′
= 0, ∂r
∂
˜˜
ψ
∂∂pB˜′mn
= 0, ∂n
∂
˜˜
ψ
∂∂p
˜˜A
′
m
= 0.
This now gives
˜˜
ψ = ˜˜αp∂p ˜˜ϕ+ α˜
pm∂pA˜m + α
pmn∂pBmn + ˜˜α
pmn∂p
˜˜Bmn + α
p∂pϕ
+βpm∂pA
′
m + β
p∂pϕ˜
′ + βpmn∂pB˜′mn + γ
pm∂p
˜˜A
′
m.
where
˜˜αp, α˜pm, etc., βpm, βp, βpmn and γpm are x−independent. For this reason and the fat that
the two lines of (5.220) do not mix under the 3SUSY transformation laws (5.63) (sine they belong
to dierent multiplets, namely Ξ++ and Ξ+−) the dependenes of the Ψ elds on the two onsidered
multiplets an now be ompletely separate. Hene this ase also redues to the ases treated above.
One thus onludes with
Ψ(Ξ++,Ξ+−,Ξ+−,Ξ−−) = αΞ++ + βΞ∗−− + γDΞ+− + µDΞ∗−+. (5.220)
We an thus state
IV: The only funtion Ψ with at most rst order derivatives in the elds and transforming as a
Ξ++ multiplet is
Ψ = αΞ++ + βDΞ+−.
Moreover, if one onsiders several opies of the same multiplet, the mathematial relations above
will remain idential (one will just have more opies of them) and hene the onlusion does not
hange.
The ase of funtions involving higher number of derivatives goes along the same lines, by om-
paring the number of spatial derivatives. Let us illustrate this by treating the ase Ψ = Ψ(∂(k)Ξ++),
where we write ∂(r) = ∂r1 . . . ∂rk (r being a multiindex). We onsider here expliitly the ase k even.
One writes
δv
˜˜
ψ = vm∂mψ =
∂
˜˜
ψ
∂∂(r) ˜˜ϕ
δv∂
(r) ˜˜ϕ +
∂
˜˜
ψ
∂∂(r)ϕ
δv∂
(r)ϕ+
∂
˜˜
ψ
∂∂(r)Bmn
δv∂
(r)Bmn +
∂
˜˜
ψ
∂∂(r) ˜˜Bmn
δv∂
(r) ˜˜Bmn
+
∂ ˜˜ψ
∂∂(r)A˜m
δv∂
(r)A˜m. (5.221)
We make use again of the form (5.63) of the transformation laws of the 3SUSY elds. This gives
vm∂mψ =
∂ ˜˜ψ
∂∂(r) ˜˜ϕ
∂(r)vm∂mϕ+
∂ ˜˜ψ
∂∂(r)ϕ
∂(r)vmA˜m +
∂ ˜˜ψ
∂∂(r)Bmn
∂(r)(−vmA˜n + vnA˜m + iεmnpqvpA˜q)
+
∂ ˜˜ψ
∂∂(r) ˜˜Bmn
∂(r)vp∂pBmn +
∂ ˜˜ψ
∂∂(r)A˜m
∂(r)(vm ˜˜ϕ+ v
n ˜˜Bmn). (5.222)
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Sine v is an arbitrary vetor and omparing the number the of spatial derivative one has some kind
of a generalisation of the rst of the ases treated here, namely
∂ ˜˜ψ
∂∂(r)A˜m
∂(r)ϕ+
∂ ˜˜ψ
∂∂(r)A˜n
∂(r) ˜˜Bnm +
∂ ˜˜ψ
∂∂(r)ϕ
∂(r)A˜m − 4 ∂
˜˜ψ
∂∂(r)Bmn
∂(r)A˜n = 0 (5.223)
and
∂mψ =
∂ ˜˜ψ
∂∂(r) ˜˜ϕ
∂m∂
(r)ϕ+
∂ ˜˜ψ
∂∂(r) ˜˜Bpq
∂m∂
(r)Bpq (5.224)
Then, integrating by parts this last equation one has
∂m(ψ − ∂
˜˜
ψ
∂∂(r) ˜˜ϕ
∂(r)ϕ− ∂
˜˜
ψ
∂∂(r) ˜˜Bmn
∂(r)Bmn) = −∂(r)ϕ∂m ∂
˜˜
ψ
∂∂(r) ˜˜ϕ
− ∂(r)Bnp∂m ∂
˜˜
ψ
∂∂(r) ˜˜Bnp
.
In the LHS one has a total derivative; generalising the mehanism observed in the previous ases, to
obtain a total derivative in the RHS also one needs to have
˜˜
ψ = ∂(r)ϕ∂(r) ˜˜ϕ+
1
4∂
(r)Bnp∂(r)
˜˜B
np
. Now,
sine we need
˜˜
ψ to be a Lorentz salar, this means that
˜˜
ψ = 
k
2ϕ
k
2 ˜˜ϕ + 14
k
2Bnp
k
2
˜˜B
np
. Sine
we need the 3SUSY transformation of
˜˜
ψ to be a total derivative, one needs as before L(Ξ++) =

k
2ϕ
k
2 ˜˜ϕ+ 14
k
2Bnp
k
2
˜˜B
np
− 12(
k
2 A˜n)
2
. However, as before, it was proven in subsetion 5.5.1 by
expliitly applying the 3SUSY transformations laws (5.63) that this type of oupling annot lead to
the whole eld ontent of a Ξ++ multiplet. Thus one has
∂m
∂
˜˜
ψ
∂∂(r) ˜˜ϕ
= 0, ∂m
∂
˜˜
ψ
∂∂(r) ˜˜Bnp
= 0.
One an now write
˜˜ψ = α
k
2 ˜˜ϕ+Xmn
k
2
˜˜B
mn
+ ˜˜ψR(∂
(r)A˜, ∂(r)ϕ, ∂(r)B) (5.225)
where α is a salar and Xmn is a self-dual 2−form, invariant under 3SUSY and x−independent and
˜˜
ψR is an arbitrary funtion. Hene (5.223) beomes
∂ ˜˜ψR
∂∂(r)ϕ
∂(r)A˜m − 4 ∂
˜˜ψR
∂∂(r)Bmn
∂(r)A˜n +
∂∂(r) ˜˜ψR
∂∂(r)A˜m
˜˜ϕ+
∂ ˜˜ψR
∂∂(r)A˜p
∂(r) ˜˜Bpm = 0 (5.226)
Suppose now that
∂
˜˜
ψR
∂∂(r)A˜m
6= 0; this implies that ˜˜ψR ontains ∂(r) ˜˜ϕ or ∂(r) ˜˜B whih is a ontradition.
Hene
∂
˜˜
ψR
∂A˜m
= 0.
Using now arguments of type (5.197), one has
∂
˜˜
ψR
∂ϕ
= 0 =
∂
˜˜
ψR
∂Bmn
Hene, (5.225) writes
˜˜
ψ = α
k
2 ˜˜ϕ+Xmn
k
2
˜˜B
mn
. (5.227)
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With this expliit form for
˜˜
ψ, one an now apply in the usual step-by-step proess the 3SUSY
variation laws whih leads to
Xmn = 0
and thus
Ψ = α
k
2Ξ++.
When Ψ is a funtion of the seond type of multiplet the alulation is done analogously, leading,
when k is even to the solution
Ψ = α[
k
2
]DΞ+−.
When onsidering dependenes on the elds and their derivatives (of a given order) the reason-
ment is done by applying all the situations desribed above, leading to the same onlusion.
One thus onludes that the ψ elds an be obtained only linearly out of the four onsidered
3SUSY bosoni multiplets. Comparing this result with the one of the previous subsetion (whih
was stating that these ψ elds are the most general possibility to quadratially ouple the 3SUSY
multiplets to some arbitrary elds) one onludes that no invariant terms of order higher then two
in the elds an be onstruted. This means that one annot obtained invariant self-interating
terms for the bosoni multiplets Ξ±±.
5.6 Conluding remarks and perspetives
We have thus proved that self-interation terms between the four bosoni multiplets onsidered
in this model are forbidden by 3SUSY invariane. Nevertheless this an be ompared with the
ompatibility for the usual eletromagnetism, where photons do not self-interat.
More general possibilities of interation have to be investigated for a verdit to this issue. One
might reonsider at this level the fermioni multiplets of [57℄ and investigate a possible intera-
tion between them and boson multiplets. Furthermore, interations with another type of bosoni
multiplets (eventually more general multiplets) may be taken into onsideration.
Maybe a more promising approah onsists in regarding the 3SUSY algebra in extra-dimensions,
as we will do in the next hapter. Considering this extension whih leads naturally to p−forms,
one might onsider the possibility of oupling the 3SUSY elds with extended objets (see next
hapter).
As already stated throughout this hapter, some deeper analyses of possible mehanisms of
elimination of unphysial degrees of freedom of the elds may be entitled. This may eventually
involve some presene of ghosts, in onnexion with suited quantiation proedures.
In the same line of reasoning, dierent perspetives given in hapter 6 are also pertinent for the
ase of 4 dimensions. Amongst these ones, let us reall the eventual onnexion between our extension
of the Poinaré symmetry and the other extensions listed in subsetion 5.2.1. Also one may think of
the possibility of onstruting non-abelian models. Finally let us mention that onsidering p−forms
with p ≥ 2 implies a high rigidity for the interation possibilities, see [75℄).
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Chapter 6
Cubi symmetry in arbitrary dimensions
We have seen in the previous hapter the main features of a 3SUSY model in 4 dimensions. In this
hapter we extend some of these issues to arbitrary dimensions.
The hapter is organised as follows. Firstly we give a short motivation for p−forms in general
and for our approah in partiular; some basi properties of p−forms are also listed. We then
introdue the algebrai onstrution in extra-dimensions, matrix representations, the elds and their
transformation laws. We then present invariant Lagrangians and onlude on future perspetives.
This hapter presents results published in [3℄.
6.1 Motivation for p−forms and ubi supersymmetry in arbitrary
dimensions
In this setion we generally dene a p−form; brief motivations for their use are given. We then give
some motivations for this extension of 3SUSY in arbitrary dimensions. We will end this setion by
realling some basi operations on p−forms.
Throughout this hapter we work using omponents of the p−forms.
6.1.1 p−forms and 3SUSY in arbitrary dimensions
The omponents of a p−form AM1,...,Mp (withM1, . . . ,Mn = 0, . . . ,D−1) in D dimensions represent
an antisymmetri tensor eld of rank p.
A trivial example is the 0−form, whih is a salar eld. Another well-known example is given
by eletromagnetism, where the vetor potential AM is nothing but a 1−form. Hene, one an see
the p−forms as generalised gauge elds.
A 1−form ouples to harged point partiles. Indeed, onsidering the partile's worldline xM (λ)
(worldline parametrised by the oordinate λ), the urrent generated by this partile writes
JM (u) = e
∫
dxMδ
D(u− x(λ)) = e
∫
dλx˙M δ
D(u− x(λ))
where x˙M means the derivative of xM with respet to the parameter λ. One then has a oupling∫
AMJMd
Du = e
∫
dλx˙MA
M
between the vetor eld and the urrent.
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Similarly, a 2−form Bmn ouples to some harged string, a one-dimensional extended objet.
The orresponding notion of the worldline for a partile is in the ase of the string the worldsheet
xm(τ, σ) whih is a surfae (parametrised by the oordinates τ and σ, see g. 7.1) obtained from
the evolution in spae-time of the string.
Fig. 7.1: Worldsheet parametrised by two oordinates τ and σ
Dene now
σmn = x˙mx
′
n − x′mx˙n
where x˙m (resp. x
′
m) means derivation of xm with respet to τ (resp. σ). This an be interpreted as
the exterior produt of x˙ and x′ (see next subsetion for the denition). The urrent of the strings
writes
JMN (u) = g
∫
dσdτσMNδ
D(u− x(σ, τ))
and one has a oupling ∫
AMNJMNd
Du = g
∫
dσdτAMNσMN .
One generalises this mehanism hene onluding that p−forms ouple to elementary objets of
spatial dimension p− 1 (strings, (mem)branes). Indeed, suh a (p− 1)-dimensional objet spans in
the D−dimensional spae a hypersurfae xM (σ1, . . . , σp) (hypersurfae parametrised by the oor-
dinates σ1, . . . , σp); as above dene σM1...Mp =
∑
τ∈Sp ε(τ)
∂xM
∂στ(i)
. . . ∂xM∂στ(p)
(where Sp is the group of
permutations of p elements and ε(τ) is the signature of the permutation τ). The urrent assoiated
with suh a harged (p − 1)-dimensional objet is
JM1...Mp(u) = g
∫
dσ1 . . . dσpσM1...Mpδ
D(u− x(σ, τ))
and the respetive oupling with a p−form AM1...Mp writes∫
AM1...MpJM1...Mpd
Du = g
∫
dσ1 . . . dσpA
M1...MpσM1...Mp .
These antisymmetri gauge elds play an inreasingly fundamental role in theoretial physis
today. The interest for them basially emerges from their natural appearane in theories like su-
pergravity or superstrings (see for example [38℄ or [72℄). Thus, it seems tempting to attempt to
transfer to these extended systems ideas and theoretial tools that were suessful when applied to
point-like objets. And what is the most powerful of these theoretial methods, if not, obviously,
symmetries?
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Considerations of arbitrary dimensions lead naturally to p−forms. We have an important mo-
tivation for our approah, approah whih allows to obtain a new type of symmetry at this level of
antisymmetri gauge elds. Another important motivation for the extension of our model to arbi-
trary dimensions omes from the possibilities of interations, as we have already mentioned in the
last hapter, when we argued about the eventuality to try to obtain suh interations between the
3SUSY elds and extended objets (by mehanisms similar to the mehanisms illustrated above).
The algebrai onstrution being the same as desribed in the previous hapters, 3SUSY in extra-
dimensions is also a priori allowed by the no-go theorems. In 4 dimensions, as stated in subsetion
6.1.2 of this thesis, one has the results of the Coleman-Mandula and Haag-Lopuszanski-Sohnius
theorems. Some generalisations to an arbitrary number D of dimensions exists. In [74℄, the authors
provide a generalisation in this sense of the Coleman-Mandula no-go theorem. Our onstrution
evades this type results from the same reasons as the one exposed in the previous hapter, for the
ase D = 4.
6.1.2 Some basi operations on p−forms
If one onsiders a p−form in D dimensions, several operations an be dened. (Reall that we refer
to omponents of these p−forms.) One has the Hodge dual1, whih assoiates to a p−form A[p] a
(D − p)−form B[D−p] = ∗(A[p]. In omponents this writes
B[D−p]M1...MD−p = (
∗A[p])M1...MD−p =
1
p!
εM1...MD−pN1...NpA
N1...Np
[p] . (6.1)
where the Levi-Civita tensor εM1...MD−pN1...Np is dened in (C.1).
When the dimension is even, the dual of (D/2)−form is also a (D/2)−form; thus one an dene
an (anti-)self-dual (D/2)−form by
⋆A[D/2] =
{
±A[D/2] when D/2 odd (⋆2 = 1)
±iA[D/2] when D/2 even (⋆2 = −1).
(6.2)
One thus noties that these (anti-)self-dual D/2−forms are omplex when D/2 is an even number.
We now dene the following set of operations
1. the exterior derivative d whih maps a p−forms to a (p+1)−form and whih (in omponents)
is given by
(dA[p])M1...Mp+1 =
1
p!
δ
N1...Np+1
M1...Mp+1
∂N1A[p]N2...Np+1 (6.3)
where
δ
N1...Np+1
M1...Mp+1
=
∣∣∣∣∣∣∣∣
δN1M1 . . . δ
Np+1
M1
.
.
.
.
.
.
δN1Mp+1 . . . δ
Np+1
Mp+1
∣∣∣∣∣∣∣∣ . (6.4)
1
In some referenes alled the Poinaré dual.
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The exterior derivative is used to onstrut the eld strength out of the potentials. For
example, in the ase of a vetor eld AM , taking F = dA, one obtains the well-known eld
strength FMN = ∂MAN −∂NAM . In the ase of a 2−form BMN , taking H = dB, one obtains
the eld strength HMNP = ∂MBNP + ∂PBMN + ∂NBPM .
Furthermore, the exterior derivative d is subjet to
dd = 0.
One an further dene its adjoint d† whih maps a p−form into a (p − 1)−form; it is dened
by d† = (−1)pD+D⋆d⋆ and in omponents writes
(d†A[p])M2...Mp = ∂
M1A[p]M1N2...Np . (6.5)
Using now a 1−form v, we further dene
2. the inner produt iv, whih also maps a p−form into a (p−1)−form and writes (in omponents)
(ivA[p])M1...Mp−1 = A[p]M1...Mpv
Mp . (6.6)
Notie the onvention used here, useful for further alulations: the summation is done on the
last index instead of the rst one.
3. the exterior produt ∧ maps a p−form into a (p+ 1)−form and in omponents writes
(A[p] ∧ v)M1...Mp+1 =
1
p!
δ
N1...Np+1
M1...Mp+1
A[p]N1...NpvNp+1 . (6.7)
4. the ation of the vetor eld
vA[p] = v
M∂MA[p] (6.8)
Some important features of a free p−form were given in subsetion 5.4.1. We have seen that suh
a p−form has CpD omponents (see (5.81)); however, using the gauge invariane and its reduibility
(for p > 1, see (5.82) and (5.83)), one has CpD−1 degrees of freedom o-shell (see (5.84)). Finally,
using Ward identities one has CpD−2 degrees of freedom on-shell (see (5.85)).
For some useful identities on general p−forms, one may refer to Appendix C.
6.2 Algebra and p−forms
After this brief introdution on antisymmetri gauge elds and the motivation we have oered for our
approah, in this setion we proeed with the algebrai onstrution in D dimensions, some matrix
representations, the p−form ontent of the multiplets treated here and nally their transformation
laws.
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6.2.1 Algebrai onstrution
The 3SUSY algebra (5.9) of the previous hapter generalises naturally to an arbitrary number
of dimensions. For this purpose, one uses the Poinaré algebra in D dimensions, generated by
LMN , PN (M,N = 0, . . . ,D − 1). To this algebra one adds the generators VM , lying in the vetor
representation of so(1,D − 1). One thus has the following Lie algebra of order 3
[LMN , LPQ] = ηNPLPM − ηMPLPN + ηNPLMQ − ηMPLNQ,
[LMN , PP ] = ηNPPM − ηMPPN ,
[LMN , VP ] = ηNPVM − ηMPVN , [PM , VN ] = 0, (6.9)
{VM , VN , VR} = ηMNPR + ηMRPN + ηRNPM ,
where {VM , VN , VP } = VMVNVR+VMVRVN +VNVMVR+VNVRVM +VRVMVN +VRVNVM stands,
as in the previous hapter, for the symmetri produt of order 3 and ηMN = diag (1,−1, . . . ,−1) is
the D−dimensional Minkowski metri (see also Appendix E).
6.2.2 Matrix representations
Following the same line of reasoning as in the previous hapter one has the following matrix repre-
sentation
VM =

 0 Λ1/3ΓM 00 0 Λ1/3ΓM
Λ−2/3∂M 0 0


(6.10)
with ΓM the D−dimensional Γ−matries (see Appendix E). As in the previous hapter, the mass
parameter Λ is taken to be equal to 1.
When D is an even number (D = 2k), the Γ−matries an be written as
ΓM =
(
0 ΣM
Σ¯M 0
)
, (6.11)
with ΣM = (Σ0 = 1,ΣI), Σ¯M = (Σ¯0 = 1, Σ¯I = −ΣI) (with I = 1, . . . , 2k − 1), ΣI being the genera-
tors of the Cliord algebra SO(2k − 1), {ΣI ,ΣJ} = 2δIJ (generalisation to arbitrary dimensions of
the Pauli matries, see Appendix E).
Thus, the matrix representation (6.10) beomes reduible and leads to two onjugated irreduible
representations, denoted as in the previous hapter by + and −
V+M =

 0 ΣM 00 0 Σ¯M
PM 0 0

 ,
(6.12)
V−M =

 0 Σ¯M 00 0 ΣM
PM 0 0

 .
From now on we expliitly treat on the ase
D = 2k
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with
k = 2n,
keeping in mind that similar analysis an be performed for dierent other parities of D and [D2 ].
6.2.3 p−form ontent
As in subsetion 5.3.3, one onsiders the spinors on whih these matries at; one also needs also
to onsider the vauum Ω, a 3SUSY singlet lying in speied representation of the Lorentz algebra.
Considering the vauum in the trivial representation of the Lorentz algebra so(1,D − 1), the two
onjugated matries (6.12) at on
Ψ+ =

ψ1+ψ2−
ψ3+


and Ψ− =

ψ1−ψ2+
ψ3−


where ψi+ denotes a LH Weyl spinor and ψi− denotes a RH Weyl spinor (i = 1, 2, 3), see also
Appendix E.
Considering now the vauum as a Weyl spinor (lying in the spinor representation of the Lorentz
algebra), one has two possibilities: LH spinor, denoted by Ω+ or RH spinor, denoted by Ω−. Hene,
one an onstrut, as in the previous hapter, four produt of spinors
Ξ++ = Ψ+ ⊗ Ω+ =

ψ1+ψ2−
ψ3+

⊗Ω+ =

Ξ1++Ξ2−+
Ξ3++

 , Ξ−+ = Ψ− ⊗ Ω+ =

ψ1−ψ2+
ψ3−

⊗ Ω+ =

Ξ1−+Ξ2++
Ξ3−+


Ξ−− = Ψ− ⊗ Ω− =

ψ1−ψ2+
ψ3−

⊗Ω− =

Ξ1−−Ξ2+−
Ξ3−−

 , Ξ+− = Ψ+ ⊗ Ω− =

ψ1+ψ2−
ψ3+

⊗ Ω− =

Ξ1+−Ξ2−−
Ξ3+−


The deomposition of these produt of spinors gives the following eld ontent for the 4 multiplets
Ξ++ =

Ξ1++Ξ2−+
Ξ3++

 →


A[0], A[2] . . . , A
(+)
[2n]
A˜[1], A[3] . . . , A˜[2n−1]
˜˜A[0],
˜˜A[2], . . . ,
˜˜A
(+)
[k]
Ξ−− =

Ξ1−−Ξ2+−
Ξ3−−

 →


A′[0], A′[2], . . . , A′
(−)
[k]
A˜′[1], A˜′[3], . . . , A˜′[2n−1]
˜˜A
′
[0],
˜˜A
′
[2], . . . ,
˜˜A
′(−)
[2n]
Ξ+− =

Ξ1+−Ξ2−−
Ξ3+−

 →


A[1], A[3], . . . , A[2n−1]
A˜[0], A˜[1], . . . , A˜
(−)
[2n]
˜˜A[1],
˜˜A[3], . . . ,
˜˜A[2n−1]
Ξ−+ =

Ξ1−+Ξ2++
Ξ3−+

 →


A′[1], A′[3], . . . , A′[k−1]
A˜′[0], A˜′[2], . . . , A˜′
(+)
[k]
˜˜A
′
[1],
˜˜A
′
[3], . . . ,
˜˜A
′
[k−1].
(6.13)
For the expliit proof of this deomposition one may hek Appendix E. (This is atually a gener-
alisation of the mehanism we have shown in subsetion 5.3.3 for the ase of 4 dimensions.)
As in the previous hapter, one an hose the multiplets to be omplex onjugated (sine D =
4n), that is Ξ++ = Ξ
∗−−, Ξ+− = Ξ∗−+; this hoie of minimal eld ontent will prove onsistent
with the transformation laws of the elds (see next subsetion).
Moreover we denote the p−forms A[p], A′[p] to be of gradation −1, the p−forms A˜[p], A˜′[p] to be
of gradation 0 and the p−forms ˜˜A[p], ˜˜A′[p] to be of gradation 1.
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6.2.4 Transformation laws of p−forms
In this subsetion we dedue the transformation laws of the sets of p−forms above. The key element
of this alulation is the relation (E.31) between p−forms and the original produt of spinors.
Reall that in the spei ase we treat here (D = 2k = 4n) the transformation laws are obtained
by generalising the mehanism exposed for D = 4 (see subsetion 5.3.4).
As before the transformation writes
δvΞ++ = (v
MV+MΨ+)⊗ Ω+, (6.14)
and similarly for the other multiplets.
Using the form (6.12) of V+M , one gets
δvΞ1++ = v
MΣMΞ2−+,
δvΞ2−+ = vM Σ¯MΞ3++, (6.15)
δvΞ3++ = v
M∂MΞ1++.
Now, to obtain the variation of any p−form of (6.13) one has to make use of (E.31). Thus, for
any p = 1, . . . , n− 1 one has
δvA[2p]M1...M2p =
1
22n−1
Tr
(
ΣM1...M2pδvΞ1++
)
. (6.16)
One an now insert (6.15) in (6.16) thus obtaining
δvA[2p]M1...M2p =
vM
22n−1
Tr
(
ΣM1...M2pv
MΣMΞ2+−
)
. (6.17)
Furthermore, for p = 1, . . . , n − 1 one uses (E.9) to write
δvA[2p]M1...Mp =
vM
22n−1
Tr
(
ΣM1...M2pMΞ2−+ + (ηM2pMΣM1...M2p−1 + perm.)Ξ2−+
)
. (6.18)
where by perm. we mean sum on all permutations, with the sign orresponding to the signature.
Now, using one more (E.31) (but this time to reover A˜[p+1] and A˜[p−1]) one has
δvA[2p]M1...M2p = v
M A˜[2p+1]M1...M2p,M + (vMpA˜[2p−1]M1...M2p−1 + perm.). (6.19)
One an now use the denitions (6.6) and (6.7) to reover the inner and the exterior produts
δvA[2p] = ivA˜[2p+1] + A˜[2p−1] ∧ v. (6.20)
The border ases p = 0 and p = n need a partiular look. When p = 0, repeating the same proedure
as above, one has δvA[0] = ivA˜[1] (sine δvA[0] =
vM
22n−1Tr (δvΞ1++)).
Let us now fous on the more elaborate situation of p = n. As above one has
δvA[2n]M1...M2n =
1
22n−1
Tr (ΣM1...M2nδvΞ1++) . (6.21)
Inserting as above (6.15) to (6.21) one gets
δvA[2n]M1,...,M2n =
vM
22n−1
Tr
(
ΣM1...M2pΣ
MΞ2+−
)
. (6.22)
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We now ompute the quantity ΣMΞ2+−. For this we make use of the deomposition (E.30) of Ξ2+−;
thus one has
ΣMΞ2+− = ΣM

n−1∑
p=0
A˜[2p+1]N1...N2p+1Σ¯
N1...N2p+1

 . (6.23)
One makes now use again of identities of type (E.9) to express ΣM Σ¯N1,...,N2p+1 ; thus one has
ΣMΞ2+− =
n−1∑
p=0
A˜[2p+1]N1...N2p+1
(
ΣMN1...N2p+1 + (ηMN1ΣN2...N2p+1 + perm.)
)
. (6.24)
The next step is to insert (6.24) to the original expression (6.22). One an now make use of the trae
identity (E.32) whih, among all the sum over p of (6.24) will keep just the last term (p = n − 1)
and onsequently just ΣMN1,...,N2p+1 . This writes expliitly as
δvA[2n]M1...M2n = (vM A˜[2p+1]N1...N2p+1
(
δ
N2n−1...N1M
M1...M2n
− iεM1...M2nP2n−1...P1P ηMP ηN1P2n−1 . . . ηN2n−1P1
)
(6.25)
whih gives further
δvA[2n]M1...M2n =
(
vM2nA˜[2n−1]M1...M2n−1 + perm.
)
− iεM1...M2nP2n−1...P1P vP A˜P2n−1...P1[2n−1] . (6.26)
Using now the denitions (6.7) and (6.1) of the exterior produt and of the Hodge dual one has
δvA[k] = A˜[k−1] ∧ v − i⋆
(
A˜[k] ∧ v
)
.
For the p−forms of gradation 0, the alulus is done as above (equations (6.16) to (6.19) with
the use of the seond of the identities (E.9)), thus leading to
δvA˜[2p+1] = iv
˜˜A[2p+2] +
˜˜A[2p] ∧ v, with p = 0, . . . , n− 1 (6.27)
For the p−forms of the last setor, of gradation 1, the alulation is simpler, leading similarly
to
δv
˜˜A[2p] = vA[2p] = v
M∂MA[2p], p = 0, . . . , n.
Therefore, the transformation laws for the Ξ++ multiplet write
δvA[0] = ivA˜[1] δvA˜[1] = iv
˜˜A[2] +
˜˜A[0] ∧ v
.
.
.
.
.
.
δvA[2p] = ivA˜[2p+1] + A˜[2p−1] ∧ v δvA˜[2p+1] = iv ˜˜A[2p+2] + ˜˜A[2p] ∧ v
.
.
.
.
.
.
δvA
(+)
[2n] = A˜[2n−1] ∧ v − i ⋆
(
A˜[2n−1] ∧ v
)
δvA˜[2n−1] = iv
˜˜A
(+)
[2n] +
˜˜A[2n−2] ∧ v
(6.28)
δv
˜˜A[0] = vA[0], . . . δv
˜˜A
(+)
[2n] = vA
(+)
[2n].
144
6  Cubi symmetry in arbitrary dimensions
One noties that the term −i ⋆
(
A˜[k−1] ∧ v
)
in δvA
(+)
[k] preserves the self-dual harater of A
(+)
[k] . Sine
the deomposition (E.28) imposes the existene of (anti-)self-dual k-forms, the (anti-)self-duality
ondition (6.2) demands that these forms are omplex. From the transformation laws (6.28), one
sees that in this ase all the p−form are omplex.
Similar laws are obtained for the other multiplets. When one has the transformations of anti-self-
dual k−forms, the −i in (6.28) beomes i thus being in agreement with the omplex onjugation
presription. Furthermore, the hoie of minimal eld ontent done in the previous subsetion
(Ξ
∗
++ = Ξ−− and Ξ∗+− = Ξ−+) proves to be ompatible with the transformation laws.
Finally remark that these transformation laws may be geometrially interpreted in terms of inner
produts (6.6), exterior produts (6.7) and ation of a vetor eld (6.8).
6.3 Cubi symmetry on p−forms
We have seen in the previous setion how, starting from the algebrai struture (6.9) in any di-
mension, one has the matrix representations whih lead to the multiplets above. One then has the
transformation laws (6.28). Everything is thus set to implement this at the level of invariant ations.
This allows us to obtain a new symmetry on these p−forms multiplets. This purpose is ahieved
by oupling quadratially p−forms of dierent multiplets. The invariant Lagrangians obtained here
are of gradation 0 that is, elds of gradation −1 are oupled to elds of gradation 1 and elds of
gradation 0 to themselves.
In order to obtain a real Lagrangian, one has to onsider the omplex onjugated multiplets of
(6.13). For the pair Ξ++ −Ξ−− one writes
L = L(Ξ++) + L(Ξ−−) = L[0] + . . .+ L[k] + L′[0] + . . .+ L′[k]
= dA[0]d
˜˜A[0] +
−
n−1∑
p=0
(
1
2
1
(2p + 2)!
dA˜[2p+1]dA˜[2p+1] +
1
2
1
(2p)!
d†A˜[2p+1]d†A˜[2p+1]
)
+
n−1∑
p=1
(
1
(2p+ 1)!
dA[2p]d
˜˜A[2p] +
1
(2l − 1)!d
†A[2p]d†
˜˜A[2p]
)
+
1
2
1
(2k + 1)!
dA
(+)
[k] d
˜˜A
(+)
[k] +
1
2
1
(2k − 1)!d
†A(+)[k] d
† ˜˜A[k]+
+ dA′[0]d
˜˜A
′
[0]
−
n−1∑
p=0
(
1
2
1
(2p + 2)!
dA˜′[2p+1]dA˜
′
[2p+1] +
1
2
1
(2p)!
d†A˜′[2p+1]d
†A˜′[2p+1]
)
+
n−1∑
p=1
(
1
(2p+ 1)!
dA′[2p]d
˜˜A
′
[2p] +
1
(2p − 1)!d
†A′[2p]d
† ˜˜A
′
[2p]
)
+
1
2
1
(k + 1)!
dA
′(−)
[k] d
˜˜A
′(−)
[k] +
1
2
1
(k − 1)!d
†A′(−)[k] d
† ˜˜A
′(−)
[k] . (6.29)
A similar Lagrangian an be written for the seond pair of multiplets, Ξ+− − Ξ−+. Here ω[p]ω′[p]
stands for ω[p]M1...Mp ω
′
[p]
M1...MP
, where ω[p] and ω
′
[p] are two p−forms.
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In order to prove that the Lagrangian (6.29) is invariant, we rst use
1
(p+ 1)!
dω[p]dω
′
[p] +
1
(p− 1)!d
†ω[p]d†ω′[p]
=
1
p!
∂M1ω[p]M2...Mp+1∂
M1ω′[p]
M2...Mp+1
=
1
p!
∂ω[p]∂ω
′
[p]. (6.30)
with ω[p] and ω
′
[p] general p−forms appearing in (6.29); this is atually a generalisation of the
relations (5.68) for forms in 4 dimensions. As in the ase D = 4, the Ξ++ and Ξ−− parts of this
Lagrangian do not mix under the transformation laws (6.28). Thus, we look loser at the invariane
of L(Ξ++), the invariane of L(Ξ−−) being analogous.
Appliation of the transformation laws (6.28) on the Lagrangian terms written with the help of
(6.30) gives
δvL[2p] =
1
(2p)!
(
∂(ivA˜[2p+1] + A˜[2p−1] ∧ v)∂ ˜˜A[2p] + ∂A[2p]∂(vA[2p])
)
, p = 1, .., n − 1
δvL[2p+1] = −
1
(2p + 1)!
(
∂(iv
˜˜A[2p+2] +
˜˜A[2p] ∧ v)∂A˜[2p+1]
)
, p = 0, . . . , n− 1. (6.31)
Using (C.7), one observes a step-by-step anellation proess: the rst term of the rst line anels
with the seond term of the seond line. Furthermore, the terms of type ∂A[2p]∂(vA[2p]) an be
written as a total derivative, namely
1
2v
M∂M ((∂A[2p])
2). Finally, onsidering all the terms above,
the Lagrangian (6.29) is invariant, that is
δvL = vM∂m
(∑ 1
2
1
(2p)!
(∂A2p])
2
)
.
The 3SUSY invariane was made possible by the speial form of the transformation laws (6.28),
involving inner and exterior produts of the parameter v of the transformations. Furthermore, the
step-by-step ompensation proedure shown above also xed the normalisations of the dierent
terms of the Lagrangian.
We now proeed to some loser investigation of Lagrangian (6.29), a similar analysis being also
possible for the ase when one treats the pair of multiplets Ξ−+ −Ξ+−.
As in the previous hapter, to expliitly write the Lagrangian with real elds, one has to perform
a set of eld redenitions
A1[2p] =
1√
2
(
A[2p] +A
′
[2p]
)
, A2[2p] =
i√
2
(
A[2p] −A′[2p]
)
,
A˜1[2p+1] =
1√
2
(
A˜[2p+1] + A˜
′
[2p+1]
)
, A˜2[2p+1] =
i√
2
(
A˜[2p+1] − A˜′[2p+1]
)
,
˜˜A1[2p] =
1√
2
(
˜˜A[2p] +
˜˜A
′
[2p]
)
, ˜˜A2[2p] =
i√
2
(
˜˜A[2p] − ˜˜A
′
[2p]
)
.
(6.32)
with p = 0, . . . , n. One noties now that the k−forms are neither self-dual nor anti-self-dual. As in
the previous hapter, this is in agreement with the representation theory of the Poinaré algebra.
Indeed, it is for the Lorentz group SO(1, 2k − 1) that the k−forms are (anti-)self-duals.
Before writing the Lagrangian with the new set of elds (6.32), another simpliation an be
done. One noties that
∗A1[k] = A2[k], ∗
˜˜A1[k] =
˜˜A2[k]. (6.33)
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This allows us one more to use relation (C.4) to eliminate the k−forms A[k] and ˜˜A[k].
Hene the Lagrangian writes
L = dA1[0]d ˜˜A1[0] − dA2[0]d ˜˜A2[0]
−
n−1∑
p=0
(
1
2
1
(2p + 2)!
dA˜1[2p+1]dA˜1[2p+1] +
1
2
1
(2p)!
d†A˜1[2p+1]dA˜1[2p+1]
)
+
n−1∑
p=0
(
1
2
1
(2p + 2)!
dA˜2[2p+1]dA˜2[2p+1] +
1
2
1
(2p)!
d†A˜2[2p+1]dA˜2[2p+1]
)
+
n−1∑
p=1
(
1
(2p + 1)!
dA1[2p]d
˜˜A1[2p] −
1
(2p− 1)!d
†A1[2p]d
˜˜A1[2p]
)
−
n−1∑
p=1
(
1
(2p + 1)!
dA2[2p]d
˜˜A2[2p] −
1
(2p− 1)!d
†A2[2p]d
˜˜A2[2p]
)
+
1
(k + 1)!
dA1[k]d
˜˜A1[k] +
1
(k − 1)!d
†A1[k]d
˜˜A1[k]. (6.34)
As before, the terms of type
1
(2p+ 1)!
dAi[2p]d
˜˜Ai[2p] +
1
(2p − 1)!d
†Ai[2p]d†
˜˜Ai[2p] with i = 1, 2
are not diagonal so one has to perform the following redenitions
Aˆ1[2p] =
1√
2
(
A1[2p] +
˜˜A1[2p]
)
,
ˆˆ
A1[2p] =
1√
2
(
A1[2p] − ˜˜A1[2p]
)
, p = 0, . . . , n (6.35)
Aˆ2[2p] =
1√
2
(
A2[2p] +
˜˜A2[2p]
)
,
ˆˆ
A2[2p] =
1√
2
(
A2[2p] − ˜˜A2[2p]
)
, p = 0, . . . , n− 1,
We thus nd mixtures of elds of gradations (−1) and 1.
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The Lagrangian beomes
L = 1
2
dAˆ1[0]dAˆ1[0] −
1
2
d
ˆˆ
A1[0]d
ˆˆ
A1[0] −
1
2
dAˆ2[0]dAˆ2[0] +
1
2
d
ˆˆ
A2[0]d
ˆˆ
A2[0]
−
n−1∑
p=0
(
1
2
1
(2p + 2)!
dA˜1[2p+1]dA˜1[2p+1] +
1
2
1
(2p)!
d†A˜1[2p+1]d†A˜1[2p+1]
)
+
n−1∑
p=0
(
1
2
1
(2p + 2)!
dA˜2[2p+1]dA˜2[2p+1] +
1
2
1
(2p)!
d†A˜2[2p+1]d†A˜2[2p+1]
)
+
n−1∑
p=1
(
1
2
1
(2p + 1)!
dAˆ1[2p]dAˆ1[2p] −
1
2
1
(2p − 1)!d
†Aˆ1[2p]d†Aˆ1[2p]
)
−
n−1∑
p=1
(
1
2
1
(2p + 1)!
d
ˆˆ
A1[2p]d
ˆˆ
A1[2p] −
1
2
1
(2p − 1)!d
† ˆˆA1[2p]d†
ˆˆ
A1[2p]
)
−
n−1∑
p=1
(
1
2
1
(2p + 1)!
dAˆ2[2p]dAˆ2[2p] −
1
2
1
(2p − 1)!d
†Aˆ2[2p]d†Aˆ2[2p]
)
+
n−1∑
p=1
(
1
2
1
(2p + 1)!
d
ˆˆ
A2[2p]d
ˆˆ
A2[2p] −
1
2
1
(2p − 1)!d
† ˆˆA2[2p]d†
ˆˆ
A2[2p]
)
+
1
2
1
(k + 1)!
dAˆ1[k]dAˆ1[k] +
1
2
1
(k − 1)!d
†Aˆ1[k]d†Aˆ1[k]
− 1
2
1
(k + 1)!
d
ˆˆ
A1[k]d
ˆˆ
A1[k] −
1
2
1
(k − 1)!d
† ˆˆA1[k]d
† ˆˆA1[k]. (6.36)
Thus, the eld ontent is now: Aˆ1[2p], Aˆ2[2p],
ˆˆ
A1[2p],
ˆˆ
A2[2p], A˜1[2p+1], A˜2[2p+1], p = 0, . . . , n−1 and
Aˆ1[k],
ˆˆ
A1[k].
With this expliitly real and diagonalised form of the Lagrangian (6.36), we onsider the general
gauge invariane
ω[p] → ω[p] + dχ[p−1], with p ≥ 1, (6.37)
(where ω[p] is a general p−form appearing in (6.36) and χ[p−1] is a (p − 1)−form). The terms
involving d† partially x the gauge sine, i.e. in order to have a gauge invariant Lagrangian, the
gauge parameter χ[p−1] obeys to
d†dχ[p−1] = 0. (6.38)
As already argued in subsetion 5.4.1, the number of degrees of freedom of suh a p−form is
CpD,
result with is thus dierent from the result of the onventional, not gauge-xed model.
Another issue to be disussed is the following: with the onventions used here, the boundness
from below of the kineti term of a p−form in D dimensions requires (−1)p 12 1(p+1)!dA[p]dA[p]. for
the kineti term. This an be seen by alulating the energy density T00, as it was illustrated in
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subsetion 5.4.1. A diret inspetion of the signs in (6.36) shows that one has wrong signs for the
set of p−forms ˆˆA1[2p], Aˆ2[2p], A˜2[2p+1], p = 0, . . . , n − 1, ˆˆA1[k]. The solution proposed is the same as
in the ase for D = 4 (see setion 5.3.1). We use the Hodge dual to make the substitutions
ˆˆ
A1[2p] → ˆˆB1[D−2p] = ⋆ ˆˆA1[2p],
Aˆ2[2p] → Bˆ2[D−2p] = ⋆Aˆ2[2p],
A˜2[2p+1] → B˜2[D−2p−1] = ⋆A˜2[2p+1] (6.39)
ˆˆ
A1[k] → ˆˆB1[D−k] = ⋆ ˆˆA1[k]
with p = 0, . . . , n − 1. the number of degrees of freedom does not hange. Sine a p−form in this
model has CpD degrees of freedom (see above), the number of degrees of freedom does not hange
by this substitution. One now uses the identities (C.4) whih hanges for example the kineti term
of
ˆˆ
Ai[p] to the gauge xing term of
ˆˆ
Bi[D−p] and vieversa. Hene, the nal Lagrangian writes
L = 1
2
dAˆ1[0]dAˆ1[0] +
1
2
d
ˆˆ
A2[0]d
ˆˆ
A2[0]
−
n−1∑
p=0
(
1
2
1
(2p+ 2)!
dA˜1[2p+1]dA˜1[2p+1] +
1
2
1
(2p)!
d†A˜1[2p+1]d†A˜1[2p+1]
)
+
n−1∑
p=1
(
1
2
1
(2p+ 1)!
dAˆ1[2p]dAˆ1[2p] −
1
2
1
(2p− 1)!d
†Aˆ1[2p]d†Aˆ1[2p]
)
+
1
2
1
(k + 1)!
dAˆ1[k]dAˆ1[k] +
1
2
1
(k − 1)!d
†Aˆ1[k]d†Aˆ1[k]
+
1
2
1
(k + 1)!
dBˆ1[D−k]dBˆ1[D−k] +
1
2
1
(k − 1)!d
†Bˆ1[D−k]d†Bˆ1[D−k]
−
k−1∑
p=n
(
1
2
1
(2p + 2)!
dB˜2[2p+1]dB˜2[2p+1] +
1
2
1
(2p)!
d†B˜2[2p+1]d†B˜2[2p+1]
)
+
k−1∑
p=n
(
1
2
1
(2p + 1)!
d
ˆˆ
B1[2p]d
ˆˆ
B1[2p] +
1
2
1
(2p − 1)!d
† ˆˆB1[2p]d†
ˆˆ
B1[2p−1]
)
+
k−1∑
p=n
(
1
2
1
(2p + 1)!
dBˆ2[2p]dBˆ2[2p] +
1
2
1
(2p − 1)!d
†Bˆ2[2p]d†Bˆ2[2p−1]
)
+
1
2
1
(D − 1)!d
† ˆˆB1[D]d†
ˆˆ
B1[D] +
1
2
1
(D − 1)!d
†Bˆ2[D]d†Bˆ2[D]. (6.40)
Thus, the nal eld ontent of this model is: one 1−form, one 3−form, . . ., one (D−1)−form in the
zero-graded setor and two 0-forms, two 2−forms, . . . and two D−form in the mixture of the setors
of gradation (−1) and 1. All these p−forms have a kineti term and a gauge xing term; the only
exeptions are the zero-forms, whih have only kineti terms, and the D−forms, whih have only
gauge xing terms. Furthermore notie that this mehanism demands the presene of (D−1)− and
D−forms.
So far we have treated the massless ase. Nevertheless, one an expliitly write invariant mass
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terms. For the original elds of the multiplets Ξ++ −Ξ−−, one has
Lmass = m2

A[0] ˜˜A[0] − n−1∑
p=0
1
2
1
(2p + 1)!
A˜[2p+1]A˜[2p+1] +
n−1∑
p=1
1
(2p)!
A[2l]
˜˜A[2p] +
1
(k)!
A
(+)
[k]
˜˜A
(+)
[2k]
A′[0]
˜˜ ′
A[0] −
n−1∑
p=0
1
2
1
(2p + 1)!
A˜′[2p+1]A˜
′
[2p+1] +
n−1∑
p=1
1
(2p)!
A′[2l]
˜˜A
′
[2p] +
1
(k)!
A
′(+)
[k]
˜˜A
′(+)
[2k]

 .
whih is also invariant. Similar invariant mass terms an be dened for the other multiplets. Obvi-
ously one an then perform the same eld redenitions as above for these terms, thus in addition
having also mass terms for the redened elds. Furthermore, the number of degrees of freedom for
a massive p−form, is, as before, CpD, sine no gauge invariane is possible.
6.4 Summary of results and perspetives
Let us make a brief reall of the main results for this hapter:
one has 4 multiplets, Ξ++, Ξ−−, Ξ+− and Ξ−+, whih form two pairs of omplex onjugated
multiplets - Ξ++ = Ξ
∗−− and Ξ+− = Ξ∗−+ (omplex elds),
1.) for the pair Ξ++ −Ξ−−
• Lagrangian: L(Ξ++) + L(Ξ−−),
• eld ontent: 0−graded setor - one set of p−forms, p = 1, . . . ,D − 1, with p odd,
the mixture of −1 and 1 graded setors - two sets of p− forms, p = 0, . . . ,D with p even.
2.) for the pair Ξ+− −Ξ−+
• Lagrangian: L(Ξ+−) + L(Ξ−+),
• eld ontent: 0−graded setor - one set of p−forms, p = 0, . . . ,D, with p even,
the mixture of −1 and 1 graded setors - two sets of p− forms, p = 1, . . . ,D − 1 with p odd.
As already stated, similar results are obtained when dealing in the same way with the other
ases of parities for D and [D2 ].
This study in arbitrary dimensions has to be pursued in order to answer several questions. For
example, further analyses to nd whether or not ghosts may be required by the model in onnexion
with unitarity issues, thus leading furthermore to quantiation mehanisms for our models.
Furthermore, an important question is whether or not any interations (between these multiplets
or other multiplets, either more general bosoni multiplets or fermioni multiplets) are allowed by
3SUSY. As we have seen in subsetion 6.1.1, p−forms naturally interat with extended objets, so
this type of interation may be a promising trak to explore.
Conneted to this issue, one may address the question of whether using a non-abelian gauge
would have an impat on our model. Moreover, for p−forms with p > 1, only a few number of
onsistent interations are possible [75℄.
Finally, nding any other pertinent Lie algebras of order 3 whih extend the Poinaré symmetry
may be an interesting perspetive from the viewpoint of our two-sided motivation. Thus, a more
detailed algebrai study seems also like a tempting future line of work.
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Appendix A
Abelian Lie subalgebras of the Weyl
algebra A1
In this appendix we give the proof of Proposition 3.2.2 of subsetion 3.2.1:
Proposition A.0.1 Let a1 = (p
2q)3− 32(p4q+ p2qp2) and a2 = p4q2− 2p3q− 2p2. Then there does
not exist a ∈ A1 suh that a1, a2 ∈ C[a].
Proof: Firstly remark that
[a1, a2] = 0.
By a tedious but straightforward alulation one proves that
a21 = a
3
2 (A.1)
We now look for an element a ∈ A1 suh that a2 = P2(a) where
P2(a) = (a− α1)n1 . . . (a− αk)nk (A.2)
is a polynomial in a, with distint omplex roots α1, . . . , αk (with n1, . . . , nk ∈ N∗ their multipliity
orders). Let also
X = n1 + · · ·+ nk. (A.3)
Expanding a in the standard basis piqj of A1 one has
a =
N∑
i=1
fi(p)q
i. (A.4)
where N ∈ N and fi are polynomials in p, fN (p) being of degree MN .
The equation to analyse is thus
a2 = p
4q2 − 2p3q − 2p2 = (a− α1)n1 . . . (a− αk)nk (A.5)
Thus, expanding in the standard basis, the highest power of q with the highest power of p oming
along is, in RHS, pMNXqNX and in the LHS, p4q2. Thus one has
NX = 2
MNX = 4 (A.6)
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whih leads to two distint ases:
1. X = 2 and thus N = 1, MN = 2
2. X = 1 and thus N = 2, MN = 4
1. X = 2, N = 1, MN = 2. By (A.3), one distinguishes two subases:
A. k = 1 (only one distint root of the polynomial P2(a), with order of multipliity n1 = 2);
B. k = 2 (two distint roots of the polynomial P2(a), with orders of multipliity n1 = n2 = 1).
We treat the ase A, ase B being similar. Equation (A.5) beomes
p4q2 − 2p3q − 2p2 = (a− α1)2 = a2 − 2α1a+ α21. (A.7)
Sine N = 1 and MN = 2, one has a = (K1p
2 +K2p+K3)q + f(p), with K1,K2,K3 ∈ C∗, K1 6= 0
and f(p) a polynomial in p. By similar arguments of degree ounting on the two sides of equation
(A.7), one has degf ≤ 2. Thus one has a = K1p2q + K2pq + K3q + K4p2 + K5p + K6 (with
K3,K4,K5 ∈ C) and (A.7) beomes
p4q2 − 2p3q − 2p2 = (K1p2q +K2pq +K3q +K4p2 +K5p+K6)2
− 2α1(K1p2q +K2pq +K3q +K4p2 +K5p+K6) + α21. (A.8)
Expanding now in the standard basis piqj of A1, one sees that the term in p
3q2 is K1K2p
3q2 in the
RHS while in the LHS there is no term in p3q2; thus K2 = 0. Similarly, omparing the terms in p
2q2
one gets K3 = 0, omparing the terms in p
4q one gets K4 = 0. Then, omparing the terms in p
2q
one gets K6 = α1, and then the term in p
0q0, one gets −2α1K6 = 0 whih means that K6 = α1 = 0.
Thus (A.8) beomes
p4q2 − 2p3q − 2p2 = (K1p2q +K5p)2 = K21p4q + 2K1(K5 −K1)p3q −K5(K1 −K5)p2. (A.9)
Identifying the oeients above, one onludes that there is no solution.
2. X = 1. From (A.3) one onludes that there is only one distint root α1 of the polynomial P2(a),
with order of multipliity n1 = 1. Hene (A.5) beomes
a2 = a− α1. (A.10)
Hene, the only element a ∈ A1 whih allows to write a2 as a polynomial in a is a = a2 +α1. From
(A.1), one onludes that a1 /∈ C[a]. QED
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Appendix B
Lie groups alulations
In this appendix we show that
1. the Lie algebra of Rn(i1, . . . , in) (see E11 of setion 3.3) is isomorphi to r(i1, . . . , in) (see E8
of subsetion 3.2.1), for i1, . . . , inN
∗
,
2. the Lie algebra of L˜n (see E12 of setion 3.3) is isomorphi to L˜n (see E7 of subsetion 3.2.1).
Before this, reall the general formulae
[Ya
∂
∂Xa
, Yb
∂
∂Xb
] = Ya
∂Yb
∂Xa
∂
∂Xb
− Yb ∂Ya
∂Xb
∂
∂Xa
. (B.1)
1. Firstly reall from E11 the group law of Rn(i1, . . . , in)
(a1, . . . , an, v).(a
′
1, . . . , a
′
n, v
′) = (a1 + a′1e
−vi1 , . . . , an + a′ne
−vin , v + v′) (B.2)
for any two elements of Rn(i1, . . . , in).
Determine a basis of left-invariant vetors, i.e. a basis of the Lie algebra of Rn(i1, . . . , in). Let
(x1, . . . , xn, w) ∈ Rn(i1, . . . , in). One thus has
(a1, . . . , an, v).(x1, . . . , xn, w) = (y1, . . . , yn, yv)
where
yk = ak + xke
−vik , k = 1, . . . , n and yv = v + w
In the oordinate system (a1, . . . , an, v), the left-invariant elds X˜1, . . . , X˜n, h˜ write
X˜k =
∂y1
∂xk
∣∣
(x1=0,...,xn=0,w=0)
∂
∂a1
+ · · · + ∂yn
∂xk
∣∣
(x1=0,...,xn=0,w=0)
∂
∂an
+
∂yv
∂xk
∣∣
(x1=0,...,xn=0,w=0)
∂
∂v
,
h˜ =
∂y1
∂w
∣∣
(x1=0,...,xn=0,w=0)
∂
∂a1
+ · · ·+ ∂yn
∂w
∣∣
(x1=0,...,xn=0,w=0)
∂
∂an
+
∂(yv
∂w
∣∣
(x1=0,...,xn=0,w=0)
∂
∂v
,
with k = 1, . . . , n. This leads to
X˜k = e
−vik ∂
∂ak
, k = 1, . . . , n
h˜ =
∂
∂v
. (B.3)
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We now use (B.1) to alulate the Lie brakets of the above generators. One nds the ommutation
relations of the Lie algebra r(i1, . . . , in) (see E8).
2. Reall from now E12 the group law of L˜n
(a1, . . . , an, t, v).(a
′
1, . . . , a
′
n, t
′, v′) = (a′′1, . . . , a
′′
n, t
′′, v′′) (B.4)
where
a′′k = ake
(n−k)v′ +
k−1∑
j=1
tk−j
(k − j)!a
′
je
−(k−j)v′ + a′k,
t′′ = t′ + te−v
′
,
v′′ = v + v′.
We determine now a basis of left-invariant elds. Let (x1, . . . , xn, tx, wx) ∈ L˜n. One thus has
(a1, . . . , an, t, v).(x1, . . . , xn, tx, wx) = (y1, . . . , yn, ty, wy)
where
yk = ake
(n−k)wx +
k−1∑
j=1
tk−j
(k − j)!xje
−(k−j)wx + xk,
ty = tx + te
−wx,
wy = v + wx.
In the oordinate system (a1, . . . , an, t, v), the left-invariant elds X˜1, . . . , X˜n, X˜0, h˜ write
X˜k =
∂y1
∂xk
∣∣
(0,...,0)
∂
∂a1
+ · · ·+ ∂yn
∂xk
∣∣
(0,...,0)
∂
∂an
+
∂ty
∂xk
∣∣
(0,...,0)
∂
∂t
+
∂wy
∂xk
∣∣
(0,...,0)
∂
∂v
,
X˜0 =
∂y1
∂tx
∣∣
(0,...,0)
∂
∂a1
+ · · ·+ ∂yn
∂tx
∣∣
(0,...,0)
∂
∂an
+
∂ty
∂tx
∣∣
(0,...,0)
∂
∂t
+
∂wy
∂tx
∣∣
(0,...,0)
∂
∂v
,
h˜ =
∂y1
∂wx
∣∣
(0,...,0)
∂
∂a1
+ · · ·+ ∂yn
∂wx
∣∣
(0,...,0)
∂
∂an
+
∂ty
∂wx
∣∣
(0,...,0)
∂
∂v
+
∂wy
∂wx
∣∣
(0,...,0)
∂
∂v
,
with k = 1, . . . , n. This leads to
X˜1 =
∂
∂a1
+ t
∂
∂a2
+ · · ·+ t
n−1
(n− 1)!
∂
∂an
X˜2 =
∂
∂a2
+ t
∂
∂a3
· · ·+ t
n−2
(n− 2)!
∂
∂an
. . .
X˜n =
∂
∂an
X˜0 =
∂
∂t
h˜ = (n− 1)a1 ∂
∂a1
+ (n− 2)a2 ∂
∂a2
+ · · ·+ an−1 ∂
∂an−1
− t ∂
∂t
+
∂
∂v
. (B.5)
We now use (B.1) to alulate the Lie brakets of the above generators. One nds the ommutation
relations of the Lie algebra Ln (see E7).
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Appendix C
Useful identities on p−forms
In this appendix we give some useful identities of p−forms in D dimensions as well as some onven-
tions used in this thesis.
The Levi-Civita tensors εM1...MD and ε
M1...MD = εN1...NDη
M1N1 . . . ηMDND are given by
ε01...(D−1) = 1, ε01...(D−1) = (−1)D−1 (C.1)
By diret omponent alulation one proves
⋆⋆A[p] = (−1)(D−1)(p−1)A[p]. (C.2)
and
1
p!
A[p]A[p] =
(−1)D−1
(D − p− 1)!B[D−p]B[D−p] (C.3)
with B[D−p] = ⋆A[p].
Let us now show the following relations
1
(p+ 1)!
dA[p]dA[p] = (−1)D−1
1
(D − p− 1)!d
†B[D−p]d†B[D−p],
1
(p− 1)!d
†A[p]d†A[p] = (−1)D−1
1
(D − p+ 1)!dB[D−p]dB[D−p], (C.4)
with B[D−p] = ⋆A[p]. We prove here the rst identity, the proof of the seond being analogous.
Thus, using (C.2) one writes the LHS of the rst equation above as
1
(p+ 1)!
dA[p]dA[p] =
1
(p+ 1)!
d∗∗A[p]d∗∗A[p] (C.5)
Using now (C.3) and realling that B[D−p] = ⋆A[p] one writes (C.5) as
1
(p+ 1)!
dA[p]dA[p] =
(−1)D−1
(D − p− 1)!
∗d∗B[D−p]∗d∗B[D−p] (C.6)
Inserting the denition d† = (−1)pD+p∗d∗ (see subsetion 6.1.2) one obtains the rst equation of
(C.4).
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Finally, from the denition (6.6) and (6.7) of the inner and exterior produt, one an hek
expliitly in omponents
1
(2p)!
(ivA
′
[2p+1])A[2p] =
1
(2p + 1)!
(A[2p] ∧ v)A′[2p+1]. (C.7)
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Appendix D
Identities involving (anti-)self-dual 2−
forms
In this appendix we dedue some identities involving (anti-)self-dual 2−forms in four dimensions.
Obviously, this set of identities is not an exhaustive list of the properties of (anti-)self-dual 2−forms,
but rather a few suh properties that we use for dierent alulations of hapter 5.
Let us generially denote here by R
(+)
mn (resp. R
(−)
mn) a generi self-dual (resp. anti-self-dual)
2−form in four dimensions.
Thus, let us start by expliitly alulating
R(+)mn(−vmAn + vnAm + iεmnpqvpAq)
where vm, An are two generi vetors. Sine R is antisymmetri, we obtain
−2R(+)mn(vmAn + iεmnpqR(+)mnvpAq) (D.1)
We now use of the denition (6.2), whih for the spei ase of an (anti-)self-dual 2−form in four
dimensions gives
R(±)mn = ∓
i
2
εmnpqR
(±) pq
(D.2)
Finally, using the antisymmetry properties of the Levi-Civita tensor and inserting (D.2) in (D.1),
one obtains
R(+)mn(−vmAn + vnAm + iεmnpqvpAq) = −4R(+)mnvmAn. (D.3)
Obviously, a similar identity, namely
R(−)mn(−vmAn + vnAm − iεmnpqvpAq) = −4R(+)mnvmAn
an be proven similarly for an anti-self-dual 2−form.
Let us now prove the following identity
iεmnpq ∂r R
(±) rq = ∓( ∂mR(±)np + ∂nR(±)pm + ∂pR(±)mn ) (D.4)
For doing this, we start with LHS and we will nd the RHS. Firstly, insert (D.2) in the LHS of
(D.4); we thus obtain
iεmnpq ∂
r R(±) rq = ∓1
2
εmnpqε
rqst∂rR
(±)
st (D.5)
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Using the antisymmetry of the Levi-Civita tensor and the identity εmnpqε
rstq = δrstmnp (dened in
(6.4)) we get
iεmnpq ∂r R
(±) rq = ∓1
2
[δrm(δ
s
nδ
t
p − δspδtn)− δrn((δsmδtp − δspδtm) + δrp(δsm − δtn − δspδtm)]∂rR(±)st . (D.6)
Now, using the antisymmetry property of the 2−form R(±)st , the result (D.5) is obtained.
Arguing along the same line one also proves
iεmnpq vr R
(±) rq = ∓( vmR(±)np + vnR(±)pm + vpR(±)mn ) (D.7)
Now, from (D.4) and (D.7) one gets diretly
vr∂[mR
(∓)
n]±r
− v[m∂rR(∓)n]±r = 0 (D.8)
This identity is of speial importane and it is used several times in the alulations of hapter 5.
Before ending this appendix, let us also reall the well-known identity
R(±)mnR
′(∓)mn = 0. (D.9)
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Appendix E
Spinors and produts of spinors in D
dimensions
In this appendix we reall some useful denitions for spinors in D dimensions. Moreover, formulae
for the deomposition of the produt of spinors on p−forms are then exhibited.
In D dimensions, the Cliord algebra writes
{ΓM ,ΓN} = 2ηMN (E.1)
where the D−dimensional Minkowski metri is given by
ηMN = diag(1, −1, . . . ,−1︸ ︷︷ ︸ ) (E.2)
D − 1
This algebra has 2[
D
2
]
-dimensional representations on the Dira spinor spae (denoted by S). The
Γ matries are thus generalisations of the Dira matries γm in 4 dimensions and a Dira spinor
(element of the representation spae S) is a 2[D2 ]−dimensional objet.
The Γ matries an be obtained from the Pauli matries σm in 4 dimensions. Indeed, for k = [
D
2 ],
dene 2k−1-dimensional Σ matries by
Σ0 = 1
Σ2ℓ−1 = σ
⊗(ℓ−1)
3 ⊗ σ1 ⊗ σ(k−1−ℓ)0 , ℓ = 1, . . . , k − 1
Σ2k−1 = σ
⊗(k−1)
3 (E.3)
Σ2ℓ = σ
⊗(ℓ−1)
3 ⊗ σ2 ⊗ σ(k−1−ℓ)0 , ℓ = 1, . . . , k
where by σ⊗k3 we have denoted the k−th tensorial power of the matrix σ3, et.. Note that one has
2k suh Σ matries. By reurrene arguments one proves that {ΣI ,ΣJ} = 2δIJ , ΣI being thus the
generators of the Cliord algebra SO(2k − 1). Dene now ΣM = (Σ0,ΣI), Σ¯M = (Σ¯0 = Σ0, Σ¯I =
−ΣI) (with I = 1, . . . , 2k − 1) (generalisation to arbitrary dimensions of the Pauli matries).
Consider now even dimensions, namely
D = 2k.
It is always possible to write the Dira matries Γ under the form
ΓM =
(
0 ΣM
Σ¯M 0
)
, (E.4)
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A basis of the representation spae is given by the set of antisymmetri matries
Γ(ℓ) : ΓM1...Mℓ =
1
ℓ!
∑
σ∈Sℓ
ε(σ)ΓMσ(1) . . .ΓMσ(ℓ) (E.5)
where ℓ = 0, . . . ,D, and we have denoted by Sℓ the set of the permutations of ℓ elements and by
ε(σ) the signature of the permutation σ.
Amongst these matries of speial importane are the Lorentz generators (note the dierene of
onvention ΓMN =
1
2Γ
(2)
MN )
ΓMN =
1
4
[ΓM ,ΓN ], (E.6)
Notie now that, for D even, inserting (E.4) in the expression (E.5), one obtains a further
simpliation of the Γ matries
ΓM1...M2ℓ =
1
ℓ!
(
ΣM1Σ¯M2 . . .ΣM2ℓ−1Σ¯M2ℓ + perm 0
0 Σ¯M1ΣM2 . . . Σ¯M2ℓ−1ΣM2ℓ + perm
)
=
1
ℓ!
(
ΣM1...M2ℓ 0
0 Σ¯M1...M2ℓ
)
(E.7)
ΓM1...M2ℓ+1 =
(
0 ΣM1Σ¯M2 . . . Σ¯M2ℓΣM2ℓ+1 + perm
Σ¯M1ΣM2 . . .ΣM2ℓΣ¯M2ℓ+1 + perm 0
)
=
1
ℓ!
(
0 ΣM1...M2ℓ+1
Σ¯M1...M2ℓ+1 0
)
.
where, as before, perm. means sum on all permutations with the sign orresponding to the signature.
Furthermore, the denitions of the Σ(ℓ), Σ¯(ℓ) matries an be dedued from the equalities above. For
instane, ΣM1...M2ℓ =
∑
σ∈Sℓ
( ℓ∏
i=1
ΣMσ(2i−1)Σ¯Mσ(2i)
)
and similarly for the other matries.
The matries (E.5) are also subjet to the identity
ΓM1...MℓΓM = ΓM1...MℓM + ηMℓMΓM1...Mℓ−1 + . . .+ (−1)ℓ−1ηM1MΓM2...Mℓ (E.8)
Using the relations (E.7) between the Γ(ℓ) and the Σ(ℓ) matries, similar identities hold
ΣM1...M2kΣM2k+1 = ΣM1...M2kM2k+1 + ηM2kM2k+1ΣM1...M2k−1 + perm.
ΣM1...M2k+1Σ¯M2k+2 = ΣM1...M2k+1M2k+2 + ηM2k+1M2k+2ΣM1...M2k + perm. (E.9)
for k < n Similar relations hold for the Σ¯(k) matries.
Denote now by S∗ the dual representation of S (on whih the matries −ΓtMN at in the same
way the matries ΓMN at on S). One an nd an element
C = Γ0Γ2 . . .Γ2k−2 (E.10)
of End(S) (C being alled the harge onjugation matrix) suh that
CΓMC−1 = −ΓtM
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and hene
CΓMNC−1 = −ΓtMN . (E.11)
Hene, these representations (S and S∗) are in fat equivalent and ψtC ∈ S∗ for any Dira spinor
ψ ∈ S. One an thus see the harge onjugation matrix C as some intertwining operator.
Furthermore, if a spinor ψ transforms under a Lorentz transformation by S(Λ) = e
1
2
ΛmnΓmn
(with Λmn the parameter of the transformation) then ΞtC ∈ S∗ and transforms under a Lorentz
transformation by S(Λ)−1. Hene
ΞtCψ (E.12)
is a spinor invariant. Hene
ΞtCΓ(ℓ)M1...Mℓψ (E.13)
transforms as an antisymmetri tensor of order ℓ.
Now, sine End(S) ∼= S ⊗ S∗, one an deompose any produt of Dira spinors ψ ⊗ ψ′tC on the
basis (E.5). Sine the oeients of this development are the antisymmetri tensors of order ℓ (with
ℓ = 0, . . . ,D), one writes this shematially as
ψ ⊗ ψ′tC = [0]⊕ · · · ⊕ [D]. (E.14)
where [ℓ] denotes an ℓ−form. Using the Hogde equivalene [ℓ] ≡ [4 − ℓ], one an hoose to write
(E.14) as
ψ ⊗ ψ′tC = [0]2 ⊕ · · · ⊕ [k − 1]2 ⊕ [k]. (E.15)
Let us now the hirality matrix ΓD as
ΓD+1 = i
D
2
+1Γ0 . . .ΓD−1. (E.16)
From this denition and (E.1) one proves
{ΓM ,ΓD+1} = 0, Γ2D+1 = 1 (E.17)
whih, using (E.5), gives
Γ(ℓ)ΓD+1 = (−1)ℓΓD+1Γ(ℓ). (E.18)
Moreover, in our representation (E.4) it follows from the denition (E.16), that ΓD+1 is blok-
diagonal
ΓD+1 =
(−1 0
0 1
)
. (E.19)
A further property of ΓD+1 is
ΓtD+1 = ΓD+1. (E.20)
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As in 4 dimensions, the hirality matrix is used to dene the irreduible 2
D
2
−1−dimensional LH
and RH Weyl spinors; a 2
D
2 −dimensional Dira spinor deomposes as
ψD =
(
ψ+
ψ′−
)
where ψ+ (and resp. ψ
′−) is a LH (resp. RH) Weyl spinor. From (E.19) one sees that a Dira spinor
with only LH (resp. RH) omponents is an eigenstate of ΓD+1 with eigenvalue −1 (resp. +1); this
writes
ΓD+1ψε = −εψDε, with ε = ±. (E.21)
Let us now alulate produts of suh two distint Weyl spinors, as we did in subsetion 5.3.3
for D = 4. Consider
TM1...Mℓ = ψ
′t
Dε2CΓ
(ℓ)
M1...Mℓ
ψDε1 . (E.22)
(Reall that by (E.13), (E.22) above transforms like a tensor of order ℓ). Using (E.21) one has
TM1...Mℓ = −ε1ψ′tDε2CγℓM1...MℓΓD+1ψDε1 . (E.23)
Using now (E.18) one gets
TM1...Mℓ = −(−1)ℓε1ψ′tDε2CΓD+1ΓℓM1...MℓψDε1 . (E.24)
whih furthermore writes
TM1...Mℓ = −(−1)ℓ+kε1ψ′tDε2ΓD+1CΓℓM1...MℓψDε1 . (E.25)
Using now (E.20) one has
TM1...Mℓ = −(−1)ℓ+kε1(ΓD+1ψ′Dε2)tCΓℓM1...MℓψDε1 . (E.26)
Finally, making use again of (E.21) one nds
TM1...Mℓ = (−1)ℓε1ε2ψ′tDε2CΓ
(ℓ)
M1...Mℓ
ψDε1 . (E.27)
Hene TM1...Mℓ is vanishing if (−1)ℓ+kε1ε2 = −1. Consider from now on the ase
k = 2n,
that is
D = 4n.
Hene, the deomposition (E.15) redues, at the level of Weyl spinor produts at
ψ+ ⊗ ψ′t+C = [0]⊕ [2]⊕ · · · ⊕ [2n](+)
ψ− ⊗ ψ′t−C = [0]⊕ [2]⊕ · · · ⊕ [2n](−) (E.28)
ψ+ ⊗ ψ′t−C = [1]⊕ [3]⊕ [2n− 1]
where [2n](±) represents an (anti-)self-dual (2n)−form. Indeed, the (2n)-form in 4n dimensions is
reduible, deomposing (like the 2−form in 4 dimensions) as
[2n] = [2n](+) ⊕ [2n](−). (E.29)
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This equation is also orret from the point of view of the dimension The same argument of dimension
ounting in (E.28) shows that one must have onsidered the (anti-)self-dual 2−forms.
We now apply the deomposition (E.28) for the ase of the Ξ++ = Ψ+⊗Ω+ =

Ξ1++Ξ¯2−+
Ξ3++


. Using
(E.4) and (E.5) this deomposition writes expliitly
Ξ1++ =
n−1∑
p=0
1
(2p)!
A[2p]Σ
(2p) +
1
2
1
(D/2)!
A[2n](+)Σ
(D/2)
Ξ2−+ =
n−1∑
p=0
1
(2p+ 1)!
A˜[2p+1]Σ¯
(2p+1)
Ξ3++ =
n−1∑
p=0
1
(2p)!
˜˜A[2p]Σ
(2p) +
1
2
1
(D/2)!
˜˜A[2n](+)Σ
(D/2)
(E.30)
Conversely, using trae identities of the Σ matries, one writes
A[2p] =
1
22n−1
Tr
(
Σ(2p)Ξ1++
)
,
A˜[2p+1] =
1
22n−1
Tr
(
Σ¯(2p+1)Ξ2+−
)
˜˜A[2p] =
1
22n−1
Tr
(
Σ(2p)Ξ3++
)
(E.31)
and similar for the
˜˜A2p forms (here we have written Tr
(
Σ¯(2p+1)Ξi+−
)
= Tr
(
Σ¯M1...M2p+1Ξi+−
)
et.
to simplify notations). To prove these formulae one reinserts the original deompositions (E.30)
thus heking (E.31).
Let us end by giving a useful trae formulae in D = 4n dimensions
1
22n−1
Tr(ΣM1...M2nΣ
MN1...N2p+1) = δ2p+22n
(
δ
N2n−1...N1M
M1...M2n
− iεM1...M2nP2n−1...P1P ηMP ηN1P2n−1 . . . ηN2n−1P1
)
.
(E.32)
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