1. Introduction. The existence of a finite, invariant, and equivalent measure for a measurable transformation tf> and for a Markov process Pix,B) has been investigated in detail by many authors. In [1] and [4] the reader may find most of the necessary and sufficient conditions for the problem. Some of these conditions furnish useful information to other related problems and help in understanding the nature of measurable transformations and Markov processes in general.
In this paper we discuss two new conditions on a measurable transformation in terms of its iterates; we also consider their generalizations to Markov processes and the operators induced by them.
The first condition, see (1) below, states that the infinite sum Z¡=i /(<£"'x) diverges almost everywhere for every measurable function fix) with fix) > 0 a.e., and for every sequence of integers {n¡\ i = 1,2,--.}. This condition may be regarded as a generalization of a known condition on a measurable transformation used in proving general ergodictheorems; namely, the infinite sum Z"" i ficffx) diverges almost everywhere for every measurable function/(x) with/(x) > 0 a.e. For a one-to-one measurable transformation cj> it is easy to see that this last condition is equivalent to the nonexistence of a wandering set of positive measure. In this paper we show (Theorem 1) that condition (1) is equivalent to the nonexistence of a weakly wandering set of positive measure.
The second condition we consider, see (4) below, states that for any decomposition {Ak | k = 1,2, •••} of the space X into mutually disjoint measurable sets, for any sequence of integers {n( | i = 1,2, •••}, and for almost all x eX there exists some k= fc(x)such that cj}n'xeAk for infinitely many/. We show (Theorem 2) that condition (4) is equivalenttocondition(l).Thenotionofa weakly wandering set was introduced in [1] and used in studying the problem of invariant measures. It follows (corollary to Theorem 2) as a direct consequence of Theorem 1 of [1] that conditions (1) and (4) are again equivalent conditions to the existence of a finite, invariant, and equivalent measure for a given measurable and nonsingular transformation. As a direct consequence of the above corollary it follows that a measurable transformation satisfying conditions (1) or (4) is necessarily recurrent ; this means that for every measurable set B of positive measure and for almost all Received by the editors October 16, 1963. xeBthereexistinfinitely many zi such that c6"xeB. Since recurrent transformations exist which do not admit a finite, invariant, and equivalent measure (namely, ergodic measure-preserving transformations defined on an infinite measure space), it is clear that the converse implication is not true in general.
In §3 we study transformations of the above type in more detail. Using the notion of a weakly wandering sequence, we show (Theorem 3 and Corollary 2 of Theorem 3) that conditions (1) and (4) are violated in a stronger way for ergodic measure-preserving transformations defined on an infinite measure space. In §4 we study the analogue of the above conditions for a Markov process and for the operators induced by it. We note that the above conditions when applied to a Markov process or to the operators induced by it have to be modified somewhat in order to be applicable, see conditions (12), (14), and (17). Furthermore, it turns out (Theorems 4, 5, and 6) that the analogous conditions, when applied to the respective operators, give somewhat different results than in the case of a measurable transformation. It is also interesting to note that in §2 we require the transformation <j> to be one-to-one; the example given in the proof of Theorem 5 shows this significance.
Measurable transformations.
We let (X,38) be a measurable space, where X = {x} is an abstract set of points and OS = {B} is a rj-field of subsets of X with X e 38. By a measure m defined on 38 we mean a non-negative, real-valued and countably additive set function with the property that the measure of the whole space X is cr-finite. We say that a measurable set B is a null set if m(B) = 0. Two measures m and m' defined on the same measurable space (X,3ê) are said to be equivalent if they have the same null sets. Unless otherwise specified, we shall consider a one-to-one transformation <p of X onto itself; we assume that the transformation c/> is measurable, i.e., a set Be 33 if and only if c6B e 33, and that <¡> is nonsingular, i. Since miA') > 0 this contradicts (1) . By making use of Theorem 1 we complete the proof.
We say that a measure p defined on iX,33) is invariant under the measurable transformation <p if p(B) = p(<pB) = p(c6_1B) for every measurable set B.
Corollary.
BoíA condition (1) and condition (4) on a measurable and nonsingular transformation ci> defined on a a-finite measure space iX,33,m) are necessary and sufficient conditions for the existence of a finite, invariant, and equivalent measure p.
Proof. Follows from Theorem 1 and Theorem 2 above and Theorem 1 of [1] where it was shown that for a given measurable and nonsingular transformation <j> defined on a measure space (AT, 33, m) there exists a finite, invariant, and equivalent measure p if and only if there does not exist any weakly wandering set of positive measure. 3 . Ergodic measure-preserving transformations defined on an infinite measure space. In this section we consider an infinite but <r-finite measure space iX, 33, m). It is easy to see that an ergodic measure-preserving transformation <f> defined on an infinite measure space iX, 33, m) does not admit any finite invariant measure p equivalent torn, see [1] . In this section we study the relationship of such a transformation to condition (1) and condition (4) in more detail. It was shown in [1] (see Theorem 2 of [1] and also Theorem 1 of [2] ) that every ergodic measurepreserving transformation <p defined on an infinite measure space iX,33,m) possesses weakly wandering sets of positive measure. Making use of this fact, we prove the following : In each summand of the last member of the above inequality we perform a change of variable of integration, and since the measure m is invariant under the transformation cb it follows that
¡=i Jfr'w ¡=i Jw
By the Monotone Convergence Theorem, the last member of equation (6) is equal to
Combining (5), (6), and (7) we conclude that 4. Markov processes. Since we can always replace the measure m by a measure which is totally finite and is equivalent to m, see (3), we shall assume that mix) < oo.
Let us denote by P(x, B) the transition probability of a temporally homogeneous, discrete time Markov process given in iX,33). By this we mean that Pix,B) satisfies the following conditions:
(i) P(x,B) is a real-valued function defined for every pair (x,B) where xeX and Be33, and 0^P(x,B)gl.
(ii) For every fixed x, P(x, B) is a measure defined on iX, 38) with P(x, X) = 1.
(iii) For every fixed Be33, P(x,B) is a measurable function. We define the nth transition probability of the process recurrently by:
P\x,B) = Pix,B) and P"(x,B) = \ Pn~\y,B)Pix,dy) for n = 2,3,-.
Then it is clear that for each positive integer n »1,2, -, the nth transition probability satisfies the same conditions (i), (ii) and (iii) above. The nth transition probability P"(x,B) represents the probability that a "path" of the process starting from the point x will go into the set B in n steps. In this note we shall have no occasion to deal with the probability model ("paths" of the process), but shall treat everything in terms of transition probabilities. Therefore, in the sequel, we shall abuse the terminology and say a Markov process to mean its transition probability Pix,B). Let us call the process P(x,B) nonsingular with respect to the measure m if m(ß) = 0 implies that P(x, B) = 0 a.e. (m). It is easy to verify that if P(x,B) is nonsingular, then soisP"(x,B)foreach n = 1,2, •••. In what follows we shall always assume the nonsingularity of the process P(x,B) with respect to the given measure m.
Suppose c6 is a (not necessarily one-to-one) measurable and nonsingular transformation defined on iX,33, m). For such a transformation c6 to be measurable we mean qy~1B is measurable for every measurable set B, and to be nonsingular we mean m(c6~ 1B) = 0 for every measurable set B with m(B) = 0. Now given such a transformation c6, it can be regarded as a special type of Markov process whose transition probability is given by the formula :
where x<i>-hb)(x) and Xb(x) denote the characteristic functions of the sets cb~1(B) and B, respectively. We say that a measure p defined on the measurable space (X,S8) is invariant for the process P(x, B) if for every BeSS 'I p(B) = J P(x,B)dp(x).
If P(x,B) is generated by a point transformation cj> as indicated by (11), then p is an invariant measure for the process P(x,B) if and only if 0 is a measurepreserving transformation with respect to the measure p; i.e., p(</>_1B) = p(B) for every measurable set B.
Let us denote by Ü(m) the Banach space of all real-valued, measurable, and integrable functions on X, and by L^fa) the Banach space of all real-valued, measurable, and essentially bounded functions on X. Norms in these spaces are defined as usual. Two functions in L1(m) or L°°(to) which differ only on a set of measure zero will be identified.
A by:
It is clear that p is totally finite and is equivalent to m. From (13) it follows that lim T"/(x)=0 for all xeA.
Í-.00
By Egorov's theorem, we can find a measurable subset A' of A and some constant M > 0 such that m(A') > 0 and for all xeA'
|T"/(x)( = M for all i = 1,2,-.
Using the Dominated Convergence Theorem, it follows that lim f T"/(x)dm(x)=0.
i-»ot> Ja'
Consequently,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use lim \ U"'xAx)f(x)dmix) = lim \ Pnt(x,A')dp(x) = 0.
i-»oo Jx i-»oo Jx
This implies that liminf \ P\x,A')dp(x)=0, Then, since I f Pnjix,E)dpix) = Z [ S"Jl(x)dp(x) = ( I S"Jl(x)dp(x), j = i J x ; = i Je Je j = i we must have p(E) = 0. Therefore, by Theorem 4 of [4] there exists a finite measure v which is equivalent top (hence to m) and is invariant forP(x,B). This completes the proof of the theorem.
Suppose there exists one function fix) in Llim) with fix) > 0 a.e. and which has the property that, for any sequence of positive integers {n¡\ i = 1,2, -}, CO I T"'fix) = oo a.e. It is clear that c6 is a many-to-one, measurable, and nonsingular transformation.
We consider now a Markov process Pix,B) generated by this transformation </>, where Pix,B) is given by (11). Then, the linear operator U associated with this process is given by:
U:f-* Ufix) = f fiy)Pix,dy) =/(<px).
It is clear from the definition of the transformation c6 that this Markov process satisfies the condition (14). On the other hand, it is also easy to see that any invariant measure p for the process P(x,B) must have the property that p[0,1/2) = 0. Therefore, this process does not have any finite, invariant, and equivalent measure. This completes the proof of the theorem.
In the next theorem we consider the analogue of condition (4) for a Markov process. Then, the necessity of this condition for the existence of a finite, invariant, and equivalent measure for the process Pix,B) can be proved in exactly the same manner as the necessity part of Theorem 6. However, this condition is not sufficient, as the same example mentioned in the proof of Theorem 5 satisfies this condition.
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