Distribution and distillation of entanglement over quantum networks is a basic task for Quantum Internet applications. A fundamental question is then to determine the ultimate performance of entanglement distribution over a given network. Although this question has been extensively explored for bipartite entanglement-distribution scenarios, less is known about multipartite entanglement distribution.
I. INTRODUCTION
The "Quantum Internet" is a recent conceptualization of a quantum network, along with applications based on entanglement and secret key distribution over the network [1, 2] . While research efforts have been devoted to bipartite entanglement and secret key distribution over quantum networks so far, the full potential of the Quantum Internet emerges when it is extended to multipartite entanglement and secret key distribution, especially, GHZ states [3] and common secret keys. GHZ state and common secret key distribution in quantum networks has a variety of applications, including multi-party quantum key distribution (QKD) [4] , quantum secret sharing [5] , and quantum network clocks [6] , as well as fundamental research of quantum mechanics [7, 8] . In addition, GHZ state distribution is closely related to the generation of an important class of multipartite entanglement, known as graph states [9] [10] [11] [12] [13] [14] . However, since quantum channels in real networks inevitably include loss and noise, the maximum distribution rate of GHZ states for each quantum channel is limited. Therefore, efficient schemes for distributing GHZ states and common keys over the quantum network have been explored [9] [10] [11] [12] [13] [14] [15] [16] [17] . Then a fundamental question arises: what is the ultimate limit of multipartite entanglement and secret key distribution over a given quantum network?
A similar question has been extensively explored recently for distribution of bipartite entanglement and secret key over a point-to-point quantum channel [18] [19] [20] [21] , a point-to-multipoint (broadcast) channel [22] and quantum networks [23, 24] . The maximum achievable rate (i.e. ultimate limit of the rate) of entanglement per quantum channel use assisted by unlimited amount of local operations and classical communication (LOCC), is defined as the entanglement capacity. The maximum achievable rate (i.e. ultimate limit of the rate) of secret key distributions per quantum channel use assisted by unlimited amount of local operations and classical communication (LOCC), is defined as theand ecret key distribution capacity. The above works established the capacity for bipartite entanglement/secret key distribution in a certain class of channels/networks, including a pure-loss bosonic channel/network, providing a fundamental potential and limit of real world quantum networks.
Despite recent efforts [25] [26] [27] [28] , however, less is known for the multipartite entanglement/secret key distribution capacity. This is mainly due to the little knowledge on the upper bound of the GHZ version of distillable entanglement/secret key, although it is one of the fundamental problem in quantum information theory for long time [7, 29] . For example, the distillable GHZ entanglement is not known even for a very simple tripartite state, |ψ ABC = |Φ AB |Φ AC |Φ BC , where |Φ = (|00 + |11 )/ √ 2 is the Bell state. In this paper, we introduce an upper bound on the distillable GHZ entanglement/common secret key and then use it to establish the fundamental limit of multipartite entanglement/secret key distribution rate in quantum network. A quantum network considered here is illustrated in Fig. 1 . The nodes (users) are linked by point- to-point quantum channels. All or part of the nodes wish to share entanglement or common key by using quantum channels and LOCC among the nodes.
We first introduce an upper bound on the distillable GHZ entanglement/common key for multipartite states, which we refer to as the recursive cut-and-merge bound (RCM bound). This bound itself gives substantial progress on the longstanding problem of multipartite entanglement theory and allows for determining the distillable GHZ entanglement for a certain class of multipartite states, including the product of bipartite states mentioned above.
Second, we consider the multipartite entanglement/secret key distribution over all nodes in a given quantum network. By using the RCM bound, we establish a fundamental upper bound on the GHZ entanglement/common key distribution capacity for an arbitrary network topology in which the nodes of the network are linked by teleportation-simulable channels, which includes various important channels such as bosonic Gaussian channels. Especially, we establish the capacity for a network consisting of lossy bosonic channels, which gives a benchmark for a practical optical quantum network.
Third, we consider how the 'network quantum repeater' can overcome the capacity of the repeaterless network. We show an example of such a repeater and also derive a fundamental upper bound on the capacity in the scenario with the repeaters.
These results provide fundamental benchmarks for the performance of the Quantum Internet. In addition, we show that all of the above results are applicable to multipartite key distribution via a trusted node based network, which is already deployed in field globally [30] [31] [32] [33] .
In what follows, we focus on GHZ entanglement distribution to simplify the presentation. Its extension to the common key distribution scenario discussed previously is given in Sec. IV. 
Illustration of GHZ entanglement distillation from a copy of (a) general M -partite quantum state and (b) a product of three Bell states shared by three parties, A, B, and C.
II. GHZ ENTANGLEMENT DISTILLATION FROM SHARED BIPARTITE STATES
Before going to quantum networks, we start with a simpler problem where the distant M users initially share n copies of M -partite quantum states and intend to distill k copies of GHZ states, defined as |Φ (M ) GHZ := (|0 · · · 0 + |1 · · · 1 )/ √ 2, via LOCC ( Fig. 2 (a) and (b)). The distillable GHZ entanglement E GHZ D is defined as the maximum achievable rate r = k/n of GHZ-state generation in the limit as n → ∞ (see Appendix A for a rigorous definition). As mentioned above, E GHZ D is not known even for a simple triangle share of Bell states, |Φ AB |Φ AC |Φ BC (Fig. 2(b) ). Intuitively, since the generation of one GHZ state requires two Bell states at least, it seems that E GHZ D is at most 1.5. However, the currently known upper bounds for E GHZ D [7, 34, 35] are not better than the entropy of entanglement of a bipartitioned system, which evaluates to two in this case. Thus, there remains a significant gap.
To close the gap, we develop a new upper bound, dubbed the 'recursive cut-and-merge (RCM) bound' and denoted by E rcm :
Note that the bound in Theorem 1 is a weak converse bound, meaning that it holds in the asymptotic limit of many copies of the state ρ and in the limit as the distillation error tends to zero. See Appendix B for the formal definition of E rcm (ρ) and the proof of Theorem 1.
The RCM bound is applicable to arbitrary multipartite states but particularly useful for a product of bipartite states. Consider the M -partite product of bipartite
. Then we can bound its distillable GHZ entanglement as follows:
The distillable GHZ entanglement of a product of bipartite states ρ A1···A M is bounded as follows:
where P denotes the partitioning of an M -partite system and the sum is taken over all states ρ i across the groups of the partition P. Also, E R (A j ; A k ) ρi is the relative entropy of entanglement (REE) of the bipartite state ρ
Proof. The second inequality (upper bound) is directly implied by the RCM bound from Theorem 1.
The first inequality (lower bound) is derived as follows. First, n copies of each bipartite state ρ Aj A k i are used to generate Bell states between A j and A k . This is possible at least with rate equal to I C (A j ; A k ) [36] . Then we use a protocol that consists of generating a GHZ state from pairs of Bell states via local CNOT gates, partial measurements, and the conditional bit flip. To generate a GHZ state over all parties, one has to choose a set of Bell states connecting all parties. Furthermore, these connections should be carefully chosen such that one can maximize the amount of GHZ states to be generated. This optimization problem is known in graph theory as the Steiner tree packing problem. Applying the celebrated graph theorem by Tutte [37] and Nash-Williams [38] , we obtain (2) as the maximum achievable rate of GHZ state generation. See Appendix C for details. Note that the Steiner tree packing approach is applied to the similar problems in [26] [27] [28] .
A simple consequence of Theorem 2 is that if
can determine a precise expression for the distillable GHZ entanglement of a state ρ A1···A k . In particular, when the states ρ Aj A k i are all pure, we find that
where H(A j ) ρi is the partial von Neumann entropy of the pure state ρ Aj A k i . Now we can answer the question that arose in the introduction of our paper. Namely, consider a product of Bell states:
Applying the observation in (3), we find that
as discussed in detail in Appendix D. Substituting m 1 = m 2 = m 3 = 1, we obtain E GHZ D (φ) = 1.5 as expected.
III. GHZ ENTANGLEMENT DISTRIBUTION CAPACITY FOR QUANTUM NETWORKS
We now apply the above result to a quantum communication scenario, i.e., GHZ state distribution in the quantum network illustrated in Fig. 1 . In the network, each node is allowed to send arbitrary quantum states through the channels and also can use unlimited LOCC among all nodes to distill GHZ states (see Appendix A).
Here we consider a quantum network N that is teleportation simulable, i.e., consists of teleportation-simulable channels [39] [40] [41] . This class of channels includes practically important channels, such as Gaussian, Pauli, and dephasing channels. In these channels, for any input state, an action of the channel is simulable by a teleportation protocol by sharing resource states between the sender and the receiver where the resource state is independent of the actual input state and is often a maximally entangled state . Up to LOCC the shared resource state in the teleportation protocol is equivalent to the state shared after a transmission through the simulated channel. Therefore, n sequential transmissions with arbitrary LOCC between each transmission is up to LOCC equivalent to n copies of the shared resource states in the teleportation protocol.
Applying this into the GHZ entanglement distribution in the teleportation simulable quantum network, we find that its GHZ entanglement distribution capacity,
where σ Aj ,A k i is the resource state shared by nodes A j and A k (if no channel between A j and A k , it is some product state). Thus plugging this teleportation simulation argument into Theorem 2, we have the following fundamental bound for Q GHZ ↔ (N ).
Theorem 3
The GHZ entanglement distillation capacity of a teleportation-simulable quantum network N is bounded as
where σ i is the resource state shared between nodes A j and A k .
An important consequence of Theorem 3 is again that one can establish a precise formula for the GHZ entanglement distillation capacity of a given quantum network when all of its point-to-point links are teleportationsimulable and also I C (A j ; A k ) σi = E R (A j ; A k ) σi holds for all i (i.e., their LOCC-assisted quantum capacities are known). Several point-to-point quantum channels are known to satisfy these conditions. From a practical point of view, the most important channel of such is the pure-loss bosonic channel, which has a direct correspondence to optical quantum networks. For the pure-loss bosonic channel L(η) with transmittance η, its LOCCassisted quantum capacity is known to be Q ↔ (L(η)) = − log 2 (1 − η) [20, 21] . Combining this with our Theorem 3, we obtain the following quantum network capacity:
The GHZ entanglement distribution capacity of the quantum network L consisting of point-to-point pure-loss bosonic channels is given by
where η jk is the transmittance of the pure-loss bosonic channel connecting node j and k, and the sum goes over pairs across the partitions.
The above result gives the fundamental limit of the GHZ state distribution rate over optical quantum networks.
The upper bound in (7) can be extended to more general case. Suppose in the teleportation simulable quantum network N with M nodes, {A 1 , · · · , A M }, GHZ states are distributed over only part of the nodes {A 1 , · · · , A N } where N < M . LetP be the partitioning of these N nodes where the other M − N nodes are included in some of these partitions. Then we have the following upper bound:
whereP is the partitioning of N -partite system and the sum is taken over all states ρ i across the groups of partition.
See Appendix E for the proof.
IV. COMMON KEY DISTRIBUTION
All of the above theorems hold not only for GHZ state distillation but also for common secret key distillation for
(a) Quantum network with four nodes {A1, A2, A3, A4} connected via pure-loss channels with η0, η1 = η 2 0 , and η2 = η and P c ↔ , where K c D is the distillable common key and P c ↔ is the common private capacity. Moreover, these theorems can also be applied to the trusted node based quantum key distribution (QKD) network. Thus our results provide a fundamental limit of common key distribution in the currently working QKD networks [30] [31] [32] [33] . See Appendix F for the proofs.
V. NETWORK QUANTUM REPEATER
We now show how quantum repeater technology can overcome the fundamental limit (Theorem 4) of a repeaterless network consisting of pure-loss bosonic channels. Analogous to the bipartite entanglement distribution scenario, quantum repeaters can overcome the repeaterless capacity for GHZ-state distribution in a quantum network. We call such a device a network quantum repeater, and by an example, we show that richer designs for repeaters are possible in this setting than in the point-to-point setting.
To do so, consider the simple example in Fig. 3 (a), which is a rectangular quantum network N rec with four nodes A 1 to A 4 connected by six pure-loss channels (e.g., optical fibers). The variables l 0 and 2l 0 represent the distances of the channels, and the parameters η i s are the transmittance parameters with η 1 = η 2 0 and η 2 = η √ 5 0 . We can derive its GHZ entanglement distribution capacity from Theorem 4. As a result, in the region of small η 0 , the leading term of the capacity is −2 log 2 (1 − η 2 0 ), which has the scaling O(η 2 0 ) (the detailed analysis of this section is in Appendix G).
Consider the same quantum network with a quantum repeater node R at the center ( Fig. 3(b) ), which we denote as N R rec . The diagonal channels are now cut by the repeater node, and each node connected to R has a loss ofη 2 = η
Since R is connected by more than two channels, there is a variety of repeating strategies. Here we consider two different repeating protocols. In the first protocol (protocol 1), R simply acts as two point-to-point quantum repeaters: one connects channels A 1 R and A 3 R and the other connects A 2 R and A 4 R. Suppose R works as an ideal repeater. Then the whole network is effectively equivalent to a repeaterless network with the same topology as Fig. 3 (a) where the loss of channels A 1 A 3 and A 2 A 4 are replaced byη 2 . The optimal GHZ state generation rate of this network can be calculated from Theorem 4. For small η 0 , the leading term of this rate is
showing an exponential rate improvement over the repeaterless case.
What about the optimality of the above repeater protocol? The upper bound of the GHZ distribution capacity with repeaters developed in Theorem 5 is a useful benchmark to see it. Figure 4 (a) plots the GHZ distribution capacity without repeaters (Theorem 4 with Fig. 3(a) ), the achievable rate with the repeater and protocol 1 ( Fig. 3(b) ), and the upper bound of the GHZ distribution capacity with the repeater (Theorem 5 with Fig. 3(b) ). It shows how the network repeater boosts the scaling of the GHZ distribution rate and also protocol 1 is almost optimal (it exactly coincides with the upper bound for more than 25.6 dB losses) though there remains a small gap.
The gap can be further tightened by another protocol. In our second protocol (protocol 2), we separate the whole network into two parts: one is a rectangular network consisting of four links,
For the former network, the optimal GHZ distribution rate is calculated from Theorem 4. For the latter network, the rate − log 2 (1 −η 2 ) is achievable by the following strategy. First, each A i and R generate Bell states with rate − log 2 (1 −η 2 ) and then generate GHZ states by concatenating them at R. The GHZ-state generation rate is given by the sum of these two subprotocols. This is compared with protocol 1 and the upper bound in Fig. 4 (a). Protocol 2 shows better performance than protocol 1 in the low loss region and saturates the upper bound for less than 2.1 dB losses. This shows the non-uniqueness of the optimality for network repeaters. It remains open how to fill the gap in the intermediate loss region. It is also an interesting future work to evaluate the optimality of GHZ generation protocols developed so far [9] [10] [11] [12] [13] [14] [15] [16] [17] . See Appendix G for detailed calculations.
VI. CONCLUSION
In this paper, we establish the fundamental limit of GHZ entanglement/common key distribution performance in a quantum network with and without network quantum repeaters. In particular, we determine the exact GHZ entanglement/common key distribution capacity of a quantum network connected by lossy bosonic channels, corresponding to a practical quantum network with opti- cal links. To derive these results, we introduce an upper bound on the distillable GHZ entanglement/common key, referred as the RCM bound. The RCM bound itself demarcates significant progress on the longstanding problem of determining the distillable GHZ entanglement. The result is also applicable to establish the fundamental limit of distributing common keys over the trusted node based QKD networks, that are already deployed in field. Thus our results provide the fundamental benchmark for designing and implementing future Quantum Internet as well as the current trusted node based QKD netoworks. A rigorous definition of GHZ entanglement distillation is as follows: M parties, A 1 , · · · , A M share an M -partite state ρ ⊗n A1···A M , where n is a positive integer. Then an (n, R, ) GHZ entanglement distillation protocol E n for ρ A1···A M is defined as an LOCC, which generates a state ω A1···A M such that
where
and l n = log 2 d n . The key rate R = l n /n is achievable if there exists an (n, R − δ, ) protocol for all ∈ (0, 1], δ > 0, and sufficiently large n. The distillable GHZ entanglement E GHZ D (ρ) is defined to be the supremum of all achievable rates:
Note that a general formula for E GHZ D (ρ) is not known, even if ρ is a pure state.
Appendix B: Recursive cut-and-merge (RCM) bound
In this appendix, we introduce the RCM bound and establish some of its properties. We start with a few definitions.
Definition 6 (Cut-and-merge) Let ρ ABC be a tripartite state. Let B and C be local systems belonging to B and C, respectively. Then we defineρ BB CC to be the "cut-and-merge" of ρ ABC on BC, such that there exists a unitary U B C acting on system B C , with
We restrict the local systems to have the following dimension constraints: |B | = |C | = |A|. Observe that the following equality holds
Definition 7 Let ρ A1···A M be a multipartite state shared between parties A 1 · · · A M . Let P be a non-trivial partition of {A 1 , . . . , A M } and denote each cell in the partition as G i (i = 1, · · · , |P|). For each non-trivial P, we define the following function:
where the minimization is taken over all permutations of
whereρ BB CC is a cut-and-merge of ρ ABC on BC. The minimization is taken over all possible cut-and-merge of ρ ABC .
Definition 8 (RCM bound)
The recursive cut-andmerge (RCM) bound E rcm (ρ) of the state ρ A1A2···A M is given as
where the minimization is over all non-trivial partitions P.
For convenience, we give Theorem 1 of the main text again.
Note that for a bipartite system, E rcm (ρ) reduces to the bipartite REE. It is also worth to note that REE used in the definition of E rcm (ρ) could be replaced by another upper bound of E D , such as the squashed entanglement. Rigorous discussion on this direction is remained to be a future work.
To prove the theorem, it is enough to show that the following properties hold for E rcm (ρ) [ Two remarks before going to the proof of each property. First, it is known that the above properties hold for REE [42, 43] . We will use this fact many times. Second, E rcm (ρ) is the minimum of
Since its first term is an REE, the proof of the above conditions often start by proving them forẼ R (B; C) ρ with arbitrary ρ ABC .
Monotonicity under LOCC
We prove monotonicity under LOCC of the RCM bound for tripartite states. To do so, it suffices to prove that the RCM bound is convex, invariant under local unitary and satisfying the FLAGS condition [44] .
Consider a cut-and-mergeρ BB CC of a tripartite state ρ ABC . We first prove thatẼ R (B; C)ρ, is convex, invariant under local unitary and FLAGS. These properties can be proven for multipartite states by following similar strategies.
Proposition 9 (Convexity) For any tripartite state
Proof. Supposeρ x opt is an optimal state to minimizẽ
where the first inequality follows from the convexity of REE. The second inequality holds since the right hand side is a global minimization over any decomposition of ρ which includes ρ = x q x ρ x as a special case. The equalities follow from the definitions.
Proposition 10 (Local Unitary Invariance) For any tripartite state ρ ABC , and a tripartite state
, and U C are some unitary operators acting on A, B, and C, we have thatẼ R (B; C) ρ =Ẽ R (B; C) σ .
Proof.
Consider
A cut-and-merge ofσ 1 ABC on BC is defined as:
where V B C is a unitary operator acting on B C and W B C = V B C U B . This is also a cut-and-merge on ρ ABC on BC. Therefore, for any cut-and-mergẽ σ 1 B C BC of σ 1 ABC on BC there exists a cut-and-mergẽ ρ B C BC of ρ ABC on BC such that E R (BB ; CC )σ1 = E R (BB ; CC )ρ, and vice versa. Therefore,Ẽ R (B; C) ρ = E R (B; C) σ 1 . Since, the relative entropy of entanglement is invariant under local unitaries, it follows that
Proposition 11 (FLAGS) Let ρ ABCX =
x q x ρ x ABC ⊗ |x x| X , where X = B or C , and |x x| are local, orthogonal flags. Then, the FLAGS condition [44] ,
holds, where X is implicitly included in B or C.
Proof. Suppose X = B or C and these are included with B or C, respectively. Let ρ ABCX = x q x ρ x ABC ⊗ |x x| X . Its cut-and-merge on BC has the form of
As a consequence, we havẽ
The first equality follows from the definition. The second equality follows from the fact that eachρ x ⊗ |x x| is orthogonal to each other (B13). The third equality follows from the fact that REE satisfies the FLAGS condition. The fourth equality follows from the definition. The case when X is included with C can be proven similarly.
Theorem 12 (LOCC monotone) The RCM bound is a multipartite entanglement monotone. That is, it does not increase under local operations and classical communications (LOCC).
where Λ is a LOCC operation.
Proof. We prove the above theorem for tripartite state ρ ABC . Its extension to general multipartite states is straightforward. We first prove that for any partition P i of the systems {A, B, C}, the following holds:
It suffices to prove the above for the partition {{A} , {B} , {C}}. The proof for the other partitions follows. We thus want to prove the following:
(B17) We already know that REE is an LOCC monotone. Therefore, it is left to be proven thatẼ R (B; C) ρ ≥ E R (B; C) Λ(ρ) . To this end, we invoke [44] which states that monotonicity (also called the entanglement monotone) is implied by the following three properties: convexity, local unitary invariance (LUI), and FLAGS. Then by invoking Prop. 9, Prop. 10, and Prop. 11, we conclude thatẼ R (B; C) ρ ≥Ẽ R (B; C) Λ(ρ) . Therefore, (B16) holds. Now,
This implies
concluding the proof.
Normalization

Proposition 13
For
Proof.
We first prove the tripartite case. We have four partitions which are as follows: {A; B; C} , {AB; C} , {A; BC} , {AC; B}. We now show that for each of this partition E rcm ρ (P i ) = log 2 d. For the two partite partitions, the RCM bound is equal to REE. Due to the symmetry of the GHZ states, we know that
Now, let us consider the tripartite partition. Due to the permutation symmetry of the GHZ state, it suffices to consider the following:
(B20) The cut-and-merge of |Φ (3) d ABC on BC is always described as
is given by the partial entropy, i.e. the von Neumann entropy of
From this, we have
by taking |e i B C = |i B |0 C . Therefore, we have
which proves the the normalization condition. We can check the normalization condition for more than tripartite states by the similar calculation.
Subadditivity on product states
Proof. We prove the above for a tripartite state ρ ABC . We have four partitions. For the bipartite partitions, the subaddtivity follows since REE does. We now prove the subadditivity for E rcm ρ ({A; B; C}). The first term of E rcm ρ ({A; B; C}) is subadditive on product states since REE is so. Thus, we focus on the other term. We show that for a product state ρ A0B0C0 ⊗σ A1B1C1 , the following holds:
(B27) We have the following set of equations:
where the first equality is from the definition, the first inequality is due to the subadditivity of REE, and the second inequality is due to the fact that the global minimization always gives a smaller value than the local minimizations. The same calculation holds for the general M -partite case.
Asymptotic continuity
We consider the tripartite case. However, its generalization to the multi-partite case is straightforward. We prove the following theorem:
where d = |ABC|, f (x) = (1 + x)h( 1 1+x ), and h(x) is the binary Shannon entropy. Note that f (x) → 0 as ε → 0.
Proof. We first show the asymptotic continuity for the fixed partition and permutation. Let E ρ (P, X) be a function which has the same form as E rcm (ρ) but with fixed partition P and fixed permutation X (i.e. no minimizations over P and X).
Lemma 16
for any P and X.
Proof. We give a proof separately for each partition. There are four possible partitions: {A; BC}, {B; AC}, {C; AB}, {A; B; C}. For bipartition {A; BC}, E ρ ({A; BC}, ABC) = E R (A; BC) ρ . Note that the right hand side is an REE which is known to be asymptotically continuous [45, 46] . By using the result in [46] , we obtain
where d 0 = min (|A|, |BC|). Similar results are obtained for the other bipartitions, too. Consider the tripartition P 3 = {A; B; C} with permutation X = ABC:
and its asymptotic continuity. For the first term, (B33) can be applied. For the second term, observe that
where U B C (·) is a unitary operation acting on B C . The third equality follows from the invariance of trace distance under unitary channels. The above equation states that for each cut-and-mergẽ ρ BB CC of ρ ABC on BC there exists a cut-and-merge σ BB CC of σ ABC on BC, such that (B35) holds.
Without loss of generality, we can assume that
Then we have from (B35) that for the optimal cut-and-mergeρ opt BB CC , there exists σ BB CC such that ρ opt BB CC −σ BB CC 1 ≤ ε. Then applying the asymptotic continuity of REE [46] , we obtain
Sinceσ BB CC is not necessarily an optimal cut-andmerge to minimize E ∞ R (BB ; CC )σ, we havẽ
Thus,
and combining it with (B33), we obtain
As a consequence, we have
where d = |ABC|. Thus we complete the proof for all partitions. Now we are ready to prove the theorem. Let P ρ (P σ ) and X ρ (X σ ) be the optimal partitioning and permutation for ρ (σ), respectively, such that E rcm (ρ) = E ρ (P ρ , X ρ ) (E rcm (σ) = E σ (P σ , X σ )) holds. Without loss of generality, we can assume that E rcm (ρ) = E ρ (P ρ , X ρ ) ≤ E rcm (σ). Lemma 16 implies
which completes the proof. Consider the M -partite product of bipartite states,
where P is the partitioning of M -partite system and the sum is taken over all states ρ i across the groups of partition.
Proof. To prove the first inequality (lower bound), we first describe a simple algorithm proving the following lemma Lemma 17 One tripartite GHZ qubit state can be obtained deterministically from two Bell states.
Proof. Consider the Hilbert space H ABB C where one party has access to parts B and B . Consider also two Bell states
The proof is given by an explicit protocol. It starts with
, where id is the identity and σ x is the bit flip. After that, one applies the measurement in the basis of |0 B , |1 B . Result 0 directly gives the GHZ state. Result 1 leads to the state that after the bit flip in C becomes the GHZ as well (see Fig. 5 ).
Note that in any network, one m-party GHZ state can be generated by concatenation of the above protocol if all the m nodes are connected via at least one Bell state. For example, replacing one of the Bell state in the above protocol with |Φ
GHZ B CD , one can generate |Φ (4) GHZ ABCD in the end.
We also require the following tree-packing theorem from graph theory: Theorem 18 (Tree-packing lemma [37, 38] ) A graph G contains k pairwise edge-disjoint spanning trees if and only if for every partition P of its vertices, the graph G/P has at least k(|P| − 1) edges.
The lower bound is then shown as follows: First, n copies of each bipartite state ρ Aj A k i are used to generate Bell states between A j and A k . This is possible at least with the rate of I C (A j ; A k ) [36] . That is, the number of Bell pairs m jk shared between A j and A k is greater than nI C (A j ; A k ). Then we use the protocol in Lemma 17 to generate GHZ states. To generate a GHZ state over all parties, one has to choose a set of Bell states connecting all parties. Furthermore, these connections should be carefully chosen such that one can maximize the amount of GHZ states to be generated.
Consider the mapping of the above network to the following undirected graph. We can think of each party as a node. The number of edges connecting two nodes are the number of Bell states that are shared between the pair of nodes. Now, we want to count the number of GHZ states that can be created from these sets of Bell states. Observing Lemma 17 and its note, we see that this is equivalent to finding the number of edge-disjoint spanning trees in the generated graph. With this, we have mapped the problem of finding the number of generated GHZ states to the tree-packing lemma stated above.
The tree-packing lemma implies that the maximum number of edge-disjoint spanning tree k s is given by
where k p is the number of edges in partitioned graph G/P. Now k p is equal to the number of Bell pairs across the elements of the partition, which is greater than n j,k I C (A j ; A k ), where A j are the parties in the one element of the partitions and A k are the parties in the other elements of the partition. Then,
This concludes the proof of the lower bound. Note that the Steiner tree approach to the entanglement and key distribution over a quantum network is also discussed in [26] [27] [28] where the more general case, i.e. the tree packing among a subgraph is mainly considered. The upper bound follows from a direct application of Theorem 1, i.e., the RCM bound, to a tensor bipartite state. As an example, consider the following tripartite system:
where A i corresponds to the system being with the A party and the same for B and C. We have four partitions:
and its permutations P 2 and P 3 , and
Similar results are obtained for the other permutations. Consider E ρ rcm (P 4 ). This implicitly has a minimization over all permutations. However, without loss of generality, we can assume that the following permutation gives the minimum:
and U is a unitary operation. Then we have the following:
The last equation follows by choosing UB 1B2C1C2 to be an identity operation. We then obtain
Combining all of them, we get the desired result. Generalization of the above example to the multipartite scenario completes the proof. Here we apply Theorem 2 into |φ A1BC = |Φ ⊗m1 AB |Φ ⊗m2 AC |Φ ⊗m3 BC , where m 1 , m 2 , and m 3 are some positive integers. This is a special case of (C5) (for simplicity, we only put the party labels). Consider three parties sharing n copies of |φ ABC .
Then, for P 1 ,
and similarly,
Thus, plugging them into Theorem 2, we get
Appendix E: Proof of Theorem 5
Theorem 5 states the following: suppose in the teleportation simulable quantum network N with M nodes, {A 1 , · · · , A M }, GHZ states are distributed over only part of the nodes {A 1 , · · · , A N } where N < M . LetP be the partitioning of these N nodes where the other M − N nodes are included in some of these partitions. Then,
whereP is the partitioning of N -partite system and the sum is taken over all states ρ i across the groups of partition. Proof. Let us choose a particular partitioning P * . Then consider a modified scenario where, in each partition, one allows arbitrary global quantum operations among all nodes in the partition. In other words, each partition is regarded as one big node. Suppose Q * ↔ (P * ) is the GHZ entanglement distribution capacity of this particular modified scenario. Then clearly
since any possible operation in the original scenario can be realized in this modified scenario. In addition, from Theorem 3, we observe that
Thus plugging them, we get
(E4) Since this holds for any partitioning, we obtain the desired result.
Appendix F: Common key distribution
Here we show that the RCM bound is an upper bound not only for the distillable GHZ entanglement, but also for the distillable common keys from multipartite quantum states. The is done by considering the distillation of private states [47, 48] . The multipartite private state is defined as [35] ,
τĀ 1···A M is an arbitrary state onĀ 1 · · ·Ā M , and
is a twisting unitary operator, and l = log 2 d. System A 1 · · ·Ā M are called the shield system. For infinite dimensional systems, such as bosonic systems, the shield system's dimension is also unbounded which could be problematic on upper bounding the distillable key rate. This can be circumvented by using the hypothesis testing relative entropy approach which allows one to derive a dimension-independent bound. Let ρ A1···A M be a multipartite quantum state. Then a triple (n, P, ε) for common-key generation consists of n uses of the state ρ A1···A M , the rate P , and the error ε ∈ [0, 1]. Such a triple is achievable if there exists a LOCC protocol Λ such that l/n ≥ P
where ω A1Ā1A2Ā2,···A MĀM = Λ(ρ A1···A M ), and Λ is an LOCC protocol. In what follows, D ε H (ρ σ) is the hypothesis testing relative entropy defined as
We first prove the following bound:
The one-shot common key distillation of ρ A1···A M is bounded from above by
where E ε rcm (ρ) is defined analogous to E rcm (ρ) with E R (ρ) replaced with E ε H (ρ), and E ε H (ρ) = min σ∈SEP D ε H (ρ σ). Proof. We prove the above theorem for tripartite state; the proof for multipartite state follows. For tripartite state, we have four partitions, therefore we need to prove the following statement
The proof for E ε,ρ rcm (P 1 ), E ε,ρ rcm (P 2 ), and E ε,ρ rcm (P 3 ) follows from Sec. IVB and C of [21] . We need to prove
For this we need to prove that
whereρ is the cut-and-merge of ρ on BC.
For a common key distillation protocol, we know that F (γ ABCĀBC , ω ABCĀBC ) ≥ 1 − ε, where γ ABCĀBC is tri-partite private state and ω ABCĀBC is the output of the protocol. Letω BCBCB C B C be a cut-and-merge of ω ABCĀBC on BCBC. Then we can always construct a cut-and-mergeγ BCBCB C B C of γ ABCĀBC on BCBC such that
Now, we can construct the following dichotomic measurement
wherẽ
Here the unitary V is the same unitary that is used to define the cut-and-merge ofγ andω. Then we observe
The first two equalities are rewritings, and the last inequality follows from (47)-(51) of [21] . Now, let us consider the following set of (in)equalities for a separable state σ:
The last inequality is justified as follows. Assume that σ is a pure state. That is,
Then, we have,
The bound for general separable states in (F13) follows because every such state can be written as a convex combination of pure product states.
Combining this with the definition of the hypothesis testing relative entropy implies,
Since this holds for any separable σ, we obtain,
This concludes the proof.
The above theorem implies the RCM upper bound for the common key distillation:
The distillable common key of ρ A1···A M is bounded as
Proof. The above theorem immediately leads to the following bound:
We can then use the following relation ( [49] , see also Appendix B of [50] )
along with the definition of common key distillation capacity, and the subadditivity of the RCM bound to obtain
This concludes the proof. Now, we can consider the network scenario where one uses a teleportation-simulable network n times, with each use interleaved by local operations and classical communication (LOCC). The protocol can be bounded from above by the performance of a protocol with a much simpler form: the simplified protocol consists of a single round of LOCC acting on n copies of the resource state [39] [40] [41] as we have discussed for the GHZ entanglement distribution scenario in Theorem 3. Then we have the follwoing theorem for the multipartite common private capacity P c ↔ : Theorem 21 The common private capacity of the teleportation simulable quantum network N is bounded by
In case of bosonic channels, the dimension of the shield system is not bounded. However, since the proof of Theorem 20 has no dependence on the dimensions of the shield system, we can directly apply it to the bosonic channels. Particularly, we have the following:
The common private capacity of the quantum network L consisting of point-to-point pure-loss bosonic channels is given by
Following Theorem 5 for the GHZ entanglement distribution, we also have, Theorem 23 Suppose in the teleportation simulable quantum network N with M nodes, {A 1 , · · · , A M }, common keys are intended to be distributed over only part of the nodes {A 1 , · · · , A N } where N < M . LetP be the partitioning of these N nodes where the other M − N nodes are included in some of these partitions. The common private capacity P c ↔ (N ; A 1 , · · · , A N ) is then bounded by P c ↔ (N ; A 1 , · · · , A N ) ≤ min
(F26) whereP is the partitioning of N -partite system and the sum is taken over all states ρ i across the groups of partition.
Finally, we point that the above theorems hold not only for a full quantum network, where network nodes are supposed to operate signal coherently, but also for the trusted node based quantum key distribution (QKD) network, where QKD links are terminated at each node, which is assumed to be safe (trusted), and keys are classically relayed to reach arbitrary nodes. This is a realistic scenario of the QKD network deployment without quantum repeaters [30] [31] [32] [33] .
The statement is justified as follows: the lower bounds are derived by considering a classical version of the protocol in Theorem 3. For the upper bound, the key relay protocols in the trusted node scenario are usually classical but one can always interpret them as fully quantum key relays. Then since the rate of the full quantum version of the key relay (and QKD links) is upper bounded by the above theorems, the rate of the classical key relay with QKD links are also limited by the same bound.
Appendix G: Network quantum repeater
In this appendix, we discuss the details of the network quantum repeater in the quantum network illustrated in Fig. 3 of the main text. Figure 3(a) is a rectangular quantum network N rec without a network quantum repeater, where four nodes A 1 to A 4 intend to share GHZ states and are connected by six pure-loss channels (e.g. optical fibers) where l 0 and 2l 0 represents the distances of the channels and η i is the loss parameter with η 1 = η 2 0 and η 2 = η √ 5 0 . Applying Theorem 4, we can calculate the GHZ entanglement distribution capacity of this network as Q GHZ ↔ (N rec ) = 2(f (η 1 ) + f (η 2 )), η 0 ≤ 0.3257, 2 3 (f (η 0 ) + f (η 1 ) + f (η 2 )), otherwise, (G1) where f (η) = − log 2 (1 − η). For a high loss network (η 0 < 0.3257), it scales as 2(f (η 1 ) + f (η 2 )) ∼ 2η 2 0 . Figure 3(b) is the same quantum network with a quantum repeater node R at the center, which we denote as N R rec . The repeater node and the other nodes are connected via a pure-loss channel withη 2 = η √ 5/2 0 . Applying Theorem 5, we obtain the upper bound of the GHZ distribution capacity as
η 0 ≤ 0.0027, 
In our protocol 1, R simply acts as two point-to-point quantum repeaters: one connects channels A 1 R and A 3 R and the other connects A 2 R and A 4 R. If R works as ideal repeaters, the whole network is effectively equivalent to a repeaterless network with the same configuration as Fig. 3(a) where the loss of channels A 1 A 3 and A 2 A 4 are replaced byη 2 . The maximum achievable rate of this network can be calculated from Theorem 4 and we get Q GHZ ↔ (N R rec ; A 1 , A 2 , A 3 , A 4 )
≥ 2(f (η 1 ) + f (η 2 )), η 0 ≤ 0.0027, 2 3 (f (η 0 ) + f (η 1 ) + f (η 2 )), otherwise,
For a high loss network (η 0 < 0.0027), it saturates the upper bound and scales as 2(f (η 1 ) + f (η 2 )) ∼ 2η √ 5/2 0 ∼ 2η 1.1 0 which gives the exponential rate improvement from the repeaterless case.
In our protocol 2, we separate the whole network into two parts: one is a rectangular network consisting of 4 links, A 1 A 2 , A 2 A 3 , A 3 A 4 , A 1 A 4 , and the other is a star network each A i is connected to R via A i R. For the former network, the optimal GHZ distribution rate is calculated from Theorem 4. For the latter network, rate of f (η 2 ) is achievable by first each A i and R generate Bell states with rate f (η 2 ) and then generate GHZ states by concatenating them at R. The total GHZ state generation rate is derived to be
which shows better performance than the first protocol in a low loss region and saturates the upper bound for η 0 ≥ 0.618. However, there is still a gap between the lower bounds and the upper bound in the intermediate region, 0.0027 ≤ η 0 ≤ 0.618.
