. NOAA-N' AMSU-A: Nonlinearity parameters u in dimension of (m 2 -sr-cm -1 )/mW ....14 1998, 2000, 2002, 2005,and 2006 , receptively, the sixth AMSU-A will be launched onboard the NOAA-N' in February 2009. This report concerns the analysis and evaluation of the thermal-vacuum chamber calibration data from the AMSU-A1 SN 107 and AMSU-A2 SN 109 flight models (FM) for NOAA-N'. The pre-launch calibration data were analyzed to evaluate the instrument performance, including calibration accuracy, nonlinearity, and temperature sensitivity. Great effort was taken to understand the instrument's radiometric performance as a function of instrument temperature. The calibration data provide a base for derivation of the calibration parameters input data sets (CPIDS) which will be incorporated into the operational calibration algorithms for producing the NOAA AMSU-A 1B data sets.
The nonlinearity parameters, which will be used to account the nonlinear contributions from an imperfect square-law detector, were determined from this data analysis. The existence and magnitude of nonlinearity in each channel were established and simulated with a quadratic formula for modeling the nonlinear contribution that was developed in the analysis of the NOAA-KLMN AMSU-A pre-launch calibration data. The model was characterized by a single parameter u, values of which were obtained for each channel via least-squares fit to the data. Quadratic corrections which would be expected from the on-orbit data after the launch of AMSU-A into space were simulated. In these simulations, the cosmic background radiance corresponding to a cold space temperature 2.73K was adopted as one of the two reference points of calibration. The largest simulated nonlinear correction is about 2 K. Experience learned from examining the previous AMSU-A on-orbit data provides a better understanding of the AMSU-A performance in space and helps process these pre-launch calibration data. The calibration information presented in this report will be useful for post launch on-orbit verification of the AMSU-A instrument performance.
INTRODUCTION
On 13 May 1998, the NOAA-K, which is designated NOAA-15 after the launch, was successfully launched into a circular, near-polar orbit with an altitude of 833-km above the Earth and an The AMSU-A is divided into two physically separate modules, each of which operates and interfaces with the spacecraft independently. The AMSU-A1 module uses two independent antennaradiometer systems (A1-1 and A1-2) to provide 12 channels in the range 50.3 to 57.3 GHz oxygen band for retrieving the atmospheric temperatures from the Earth's surface to about 50 kilometers (or 1 mb), and another channel at 89 GHz. The AMSU-A2, which has 2 channels at 23.8 and 31.4 GHz, are used to identify precipitation and correct the effect of surface emissivity, atmospheric liquid water, and water vapor on temperature sounding. These window channels are also used to derive rain rate, sea ice concentration, and snow cover. EUMETSAT provides the MHS for humidity sounding. It has two channels at 89 and 157 GHz, respectively, two channels around the 183 GHz water vapor line, and another channel at 190 GHz.
Detailed description of the MHS radiometric performance has been given elsewhere [2] .
All of the AMSU-A flight models were tested and calibrated in a thermal-vacuum (TV) chamber by the contractor. These pre-launch TV calibration data were evaluated and analyzed to derive the calibration parameters input data set (CPIDS) which is used in the NOAA operational calibration algorithm to produce the AMSU-A 1B data sets. Particularly, there is a small nonlinearity (of the order of 1 K), which cannot be evaluated by the two-point calibration but is determined from the pre-launch calibration data.
In this study, the TV test data from the AMSU-A1 SN 107 and AMSU-A2 SN 109 are analyzed and evaluated. The same procedure developed for NOAA-K AMSU-A calibration [1] is closely followed. Experience gained from examining the NOAA-15, -16, -17, and -18 AMSU-A on-orbit data provides a better understanding of the AMSU-A performance in space and helps inmprove the analysis of the pre-launch calibration data.
In the following sections, the results from the data analysis are presented. Instrument performances evaluated in this analysis include calibration accuracy, nonlinearity, and radiometric temperature sensitivity (or NE)T, the noise-equivalent temperature). Section 1 gives an introduction and section 2 presents a brief description of the TV chamber test data. The calibration algorithm is described in Table 2 which also lists the channels provided by each AMSU-A antenna system. Channels 9-14 have both primary and secondary phase locked loop oscillators (i.e. PLLO #1 and PLLO #2, respectively) built-in. The PLLO #2 will be used for backup if PLLO #1 fails in operation. Invar high-Q cavity stabilized local oscillators [3] are used in other channels.
DESCRIPTION OF CALIBRATION DATA
The physical temperatures of scene and cold targets measured by individual PRTs were provided in Kelvin (K) on Aerojet's data packages. However, the data from the PRTs monitoring the warm blackbody targets are given in counts, which are proportional to the blackbody temperatures. One should note that the scene and cold targets used in the TV chamber will not be carried into space.
The PRT counts from the warm blackbody targets must be converted to PRT temperatures. The normal approach of deriving the PRT temperatures from counts is a two-step process: (1) the resistance of each PRT in ohms is computed by a count-to-resistance look-up table provided by the manufacturer. In this study, we used a polynomial representation of the count-to-resistance relationship provided by Aerojet; and (2) the individual PRT temperature in degrees Celsius is obtained from an analytic PRT equation [4] , which is described in Appendix A. However, the two steps can be compressed to a single step with negligible errors. This single step process, which has been used in the NOAA-KLMN and METOP-A calibrations, computes the PRT temperatures directly from the PRT counts, using a cubic polynomial
where T Wk and C k represent the temperature and count of the PRT k. The polynomial coefficients, f kj , are derived for each PRT in this study. Equation (1) also applies to 47 other housekeeping Cold Target 11 7 7
Scene Target 11 7 7 One bad PRT in A1 
where m represents the number of PRTs for each antenna system (as listed in Table 2 ) and W k is a weight assigned to each PRT k. The quantity )T W is a warm load correction factor, which is derived for each channel from the TV test data at three instrument temperatures (low, nominal, and high).
The procedure for determining the )T W values has been described elsewhere [5] . For each AMSU-A antenna system, a special set of calibration data was taken to determine the )T W values, which are given in Appendix A (Table A- 3) . The W k value, which equals 1 (0) if the PRT k is determined good (bad) before launch. Similarly, the mean temperatures of cold targets are defined in the same 7 way as in Equation (2), except without the term )T W .
The TV calibration data were taken at three instrument temperatures and the scene target was cycled through six temperatures 84, 130, 180, 230, 280, and 330K , respectively, at each instrument temperature. At each of the scene target temperatures, calibration data were acquired for enough number of scans to assure an effective temperature sensitivity less than 0.03K. The number of scans required depends upon the expected NE)T of channel 14 (which has the largest NE)T) and is therefore a function of the scene target temperature. Actual numbers of scans taken at individual temperatures are given in Table 2 . The uncertainties in knowledge of brightness temperatures and measurement errors were obtained by Aerojet [6, 7] . These are given Table 3 . Antenna beam widths at all channels were also measured and the values for NOAA-N' AMSU-A are listed in Table 1 . Antenna beam efficiency was calculated at each channel frequency and is listed in Table 1 .
CALIBRATION ALGORITHM
In this study, calculations of radiometric measurements and variables related to the calibration process are all performed in radiance with dimension of mW/(m 2 -sr-cm -1 ), but the final results are presented in temperatures. All instruments flown on NOAA satellites produce measurements in radiance. Conversion between brightness temperature and radiance was performed using the full Planck function, instead of the Rayleigh-Jeans approximation. This also eliminates any possible conversion inaccuracy that may occur, particularly in the region of the space cosmic back-ground temperature -2.73K, where the Rayleigh-Jeans approximation breaks down.
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For each scan, the blackbody radiometric counts C W are the averages of two samples of the internal blackbody. Similarly, the space radiometric counts C C are the average of two samples of the space target. To reduce noise in the calibrations, the C X (where X=W or C) for each scan line were convoluted over several neighboring scan lines according to the weighting function [1]
where t i (when i…0) represents the time of the scan lines just before or after the current scan line and t is the time of the current scan line. One can write t = t 0 0 i + i)t, where )t = 8 seconds for AMSU-A. The 2n+1 values are equally distributed about the scan line to be calibrated. Following the NOAA-KLM operational preprocessor software, the value of n=3 is chosen for all AMSU-A antenna systems. A set of triangular weights of 1, 2, 3, 4, 3, 2, and 1 is chosen for the weight factor W i that appears in Equation (3) for the seven scans with i = -3, -2, -1, 0, 1, 2, and 3, respectively.
The calibration algorithm [1] , which takes into account the nonlinear contributions due to an imperfect square-law detector, converts scene counts to radiance R as follows,
where R W and R are the radiance computed from the PRT blackbody temperature T C W and the PRT cold target temperature T , respectively, using the Planck function. The C C S is the radiometric count from the Earth scene target. The averaged blackbody and space counts, The quantity Q, which represents the nonlinear contribution, is given by [1] 
where u is a free parameter, values of which are determined at three instrument temperatures (low, nominal, and high). After launch, the u values at the actual on-orbit instrument temperatures will be interpolated from these three values. For channels 9-14 (AMSU-A1-1), two sets of the u parameters 9 are provided; one set is for the primary PLLO#1 and the other one for the redundant PLLO#2.
The quantity R S in Equation (4) represents the radiometric scene radiance of individual channels.
For users of NOAA Level 1B data, a simplified formula, which converts C directly into R S S , is presented in Appendix B. It should be noted that the ratios in Equations (4) and (5) will eliminate the effect of any linear variation in the radiometric counts on R . The channel gain, G, is defined as
The quantity G varies with instrument temperature, which is defined as the RF Shelf temperature for each AMSU-A antenna system. For a fixed instrument temperature, G is approximately constant.
The first two terms in Equation (4) constitute a linear two-point calibration equation, if the quadratic term is negligible. Let R SL denote these two terms,
The linear scene radiances R SL are calculated using the TV chamber test data. The results are discussed in the following section.
RESULTS

Calibration Accuracy
The calibration accuracy, ΔR, is defined as the difference between the scene PRT radiance R sprt and the radiometric scene radiance. It is calculated from the equation
where N is the number of scans at a specific scene temperatures (N= 120 for AMSU-A2 channels but ranging from 400 to 900 for AMSU-A1 channels).
Equation (7) would be a good representation of the microwave radiometric scene radiance for a perfect square-law detector. Any deviation of the quantity R SL from the measured scene PRT radiance R sprt indicates the presence of either nonlinearity in the radiometer system or some other potential source of contamination in the calibration data. Figure 1 shows the calculated calibration accuracies in temperature, )T (corresponding to )R), versus the scene PRT temperature for channels 1 through 15. The AMSU-A specification requires )T = 2.0 K for channels 1, 2, and 15, and )T = 1.5 K for all other channels. The results in Figure 1 show that the )T values for the A1-1 channels do not meet the specification.
Nonlinearity
The )T patterns ( Figure 1 ) show clearly the nonlinearity patterns which can be represented by the quadratic formula Q defined in Equation ( Figure 2 . The largest (absolute) Q value on each curve is defined as the measured nonlinearity that can be compared to those as defined in the AMSU-A specification.
The results in Figure 2 show that the maximum (absolute) Q values are about 0.6K. The AMSU-A specification requires Q = 0.5K for channels 1, 2, and 15; and Q = 0.375K for other channels. All results at AMSU-A1-1 channels in Figure 2 do not meet the specifications. All of the curves, except channel 2, in Figure 2 have two roots, representing solutions of a quadratic equation, which can be written in the form
where R and R represent the two roots. One can obtain a similar equation from Equation (5) by 1 2 replacing the counts by its individual radiance, since the radiometric counts are proportional to radiance in a first-order approximation. The resultant equation represents a different straight line intersecting the same curve at R W and R C . Once the parameter u is determined, it can be used with any pair of roots to calculate Q. We applied Equation (9) to fit the quadratic curves in Figure 2 to obtain the u values with the two roots extracted from each plot. Table 4 gives the best-fit u values at three instrument temperatures for individual channels. 
Simulated Quadratic Corrections to On-Orbit Data
Once the u values are determined, Equation (9) can be used to simulate the quadratic contributions which are expected from on-orbit data. This can be accomplished by replacing the roots R 1 and R 2 with the radiance R 2.73 (corresponding to cold space temperature 2.73K) and R W , respectively. The simulated results are shown in Figure 3 for all channels at three instrument temperatures which are listed at the top of the plots. One should note that the instrument temperatures are different for the three AMSU-A antenna systems. The simulated quadratic contributions displayed in Figure 3 are larger than those shown in Figure 2 . This is expected because the separation of the two reference calibration points is increased in the cases of simulations. Noticeable quadratic contributions appear in all channels, particularly the AMSU-A1-1 channels. The largest ones are approximately 2 K at several channels. It is important to note that the effect of instrument temperature on the quadratic contributions is nonlinear in general.
Similarly, Figure 4 shows the calculated results which are associated with the redundant PLLO#2 built into channels 9-14. The left column of Figure 4 displays the calibration accuracies, )T, which are similar to Figure 1 and the middle column (corresponding to Figure 2) shows the residuals of the least-squares fit. The right column shows the simulated quadratic corrections, Q, which would occur in on-orbit data.
Temperature Sensitivity
The specifications of temperature sensitivity (or NE)T) for AMSU-A channels are listed in Table 1 . It is defined as the minimum change of a scene brightness temperature that can be detected. In practice, it is calculated as the standard deviation of the radiometer output (in K), when an antenna system is viewing a scene target at 300K. The calculated NE)T values are shown in Figure 5 together with the AMSU-A specifications. These calculated NE)T values correspond to a scene temperature of 300K. All of the calculated NE)T values in Figure 5 are better than those given in the AMSU-A specification. Actually, all NE)T values measured at all temperatures are better than the specification. The calculated NE)T values at all scene target temperatures and three instrument temperatures are shown in Figure 6 . In general, the NE)T value decreases as the instrument temperature becomes colder. Figure 7 shows the plots of TV scene radiometric counts versus the scene PRT temperatures for all channels. The radiometric counts increase linearly with scene PRT temperatures ranging from 84 to 330 K and good linear relationships exist between the radiometric counts and the scene PRT temperatures in the range 84 to 330 K. One can extrapolate these linear relationships to 0 K (corresponding to zero radiance) and obtain the intercepts for these plots. The intercept for each data point can also be computed from Equation (7) by setting R SL = 0 and solve for C S , which is denoted by C Sint as
Radiometric Counts as a Function of Scene Target Temperature
where G is the channel gain defined in Equation (6) Figure 8 shows that the instrument temperature has a big impact on the magnitude of C Sint , which increases as the instrument temperature decreases, except at channels 1, 2, and 8.
Channel gains
Values of the channel gains as defined in Equation (6) are also calculated from the TV calibration data. The gain values are converted into dimension of count/K. Figure 9 shows the calculated channel gains at three instrument temperatures, which are listed at the top of Figure 9 . One should note that the abnormal behavior of channel 4 gain as a function of instrument temperature.
Similarly, Figure 10 shows the calculated results of channel gain, radiometric counts, and intercept counts as a function of the scene PRT temperature when PLLO#2 was used. 
CONCLUSION AND DISCUSSION
The TV chamber calibration data for the NOAA-N' AMSU-A1 SN 107 and AMSU-A2 SN 109
were analyzed to derive the CPIDS which will be used in the NOAA operational calibration algorithms to produce the AMSU-A 1B data sets. The results show that the instruments meet the AMSU-A specification in calibration accuracy and temperature sensitivity, but the measured nonlinearities at the AMSU-A1-1 channels do not meet the AMSU-A specification.
The nonlinearity exists at all channels. A quadratic formula with a single parameter u is used to simulate these nonlinear contributions. The u values at three instrument temperatures were obtained from the pre-launch calibration data. Using the best-fit u values, the quadratic corrections which would be expected from the on-orbit data were simulated. In the simulations, the cold space radiance corresponding to 2.73K was adopted as one of the two reference calibration points (the other one is the internal blackbody temperature). The largest simulated nonlinear correction is about 2 K as shown in Figure 3 .
Experience gained from examining the previous AMSU-A on-orbit data provides a better understanding of the AMSU-A performance in space and helps process the pre-launch calibration data. In general, the qualities of the calibration data are quite good. Particularly, the instrument temperatures were stabilized at pre-selected values with total variation less than "0.5K during each test cycle. This renders the measured instrument nonlinearities more reliable. The results presented in this study confirm the good quality of the AMSU-A instruments for NOAA-N'. The calibration information presented in this report will be immensely useful for post launch on-orbit verification of the AMSU-A instrument performance.
Currently, AMSU-A SN 107 is under investigation of possible damage in an accident at Lockheed
Martin. The analysis of the pre-launch calibration data will be redone if new calibration is required after any repair of damage.
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A.1 Polynomial Coefficients for Converting PRT Counts into Temperatures
The two-step process for deriving the PRT temperatures from PRT counts C k is briefly described here. First the count C k from PRT k is converted into resistance r k (in ohms) by a polynomial where the coefficients A i for individual PRTs and temperature sensors were provided by Aerojet.
Once the resistance r k is known, then one can calculate the PRT temperature t (in Celsius) from the Callendar-Van Dusen equation [4] , which is given by
where: r resistance (in ohms) at temperature t ( Calculation shows that the error is negligible by setting $ = 0 in Equation (A-2). In this study, it is assumed $ = 0 in all cases, then Equation (A-2) is simplified into a quadratic equation in t. In such case, one can solve the quadratic equation for t in terms of r t . Then the PRT temperature in degree Kelvin is obtained from t + 273.15. By this way, data sets of PRT temperatures versus counts for individual PRTs are computed. Then Equation (1) is applied to fit these data sets for obtaining the polynomial coefficients f kj for individual PRTs and housekeeping sensors. These best-fit coefficients are listed in Tables A-1 
A.2 Warm Load Correction
The in-flight warm load correction (WLC) was calculated according to a formula developed by Aerojet [6] [7] . For each AMSU-A antenna system, a special set of calibration data were acquired by setting the temperature of its variable scene target equal to that of the internal blackbody (warm)
target. The physical temperature T W of the internal blackbody target was determined from the PRT counts as described in Section 2. The radiometric temperature T wrad of the blackbody (in-flight warm load) was calculated (for each scan in the data set) by the formula ( )
where:
T sprt PRT temperature of the variable scene target, T PRT temperature of the cold target, C C W the average of two radiometric counts from the warm target, C the average of two radiometric counts from the cold target, and C C radiometric counts from the variable scene target.
S
One should note that temperatures, T sprt and T C , from the scene and cold targets are used as the two reference calibration points in Equation (A-3) to calculate the radiometric temperature of the warm target. The in-flight warm load correction factor )T W was computed from the formula, -4) where N represents the number of scans in a data set. The )T W values at three instrument (RF Shelf) temperatures for each AMSU-A antenna system are listed in Table A -3. For AMSU-A1, the )T W values for both PLLO#1 and PPLO#2 were calculated and listed. These )T W values will be used in both NOAA-N' AMSU-A operational calibration algorithms.
A.3 Nonlinearity parameters
The nonlinearity is discussed in Section 4.2 and the values of the nonlinearity parameter u are listed in Table 4 . where )T C represents the contribution from the antenna side-lobe interference with the Earth limb and spacecraft. Estimates of )T C for individual channels of NOAA-N' AMSU-A are made from the measured antenna pattern data [8] . These estimated )T C values for the four available cold calibration positions are listed in Table A 
A.5 Limit of Blackbody and Cold Counts Variation
For each scan, the blackbody counts C W is the average of two samples. If the two samples of the blackbody differ by more than a pre-set limit of blackbody count variation )C W , the data in the scan will not be used. The )C W values for individual channels are listed in Table A -5 . These )C W values, which equal approximately 3F (where F is the standard deviation of the internal blackbody counts), are calculated from the TV calibration data. Similarly, the cold count is the same. The NOAA Polar Orbiter Level 1B data are raw data that have been quality controlled and assembled into discrete data sets, to which Earth location and calibration information are appended but not applied. For simplification of application, the conversion of scene counts C S into scene radiance R is accomplished by writing Equation (4) 
