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Colleges have obvious potential to impact their communities in both positive and 
negative ways.  It is not always clear whether certain college characteristics have positive 
or negative effects, nor is it obvious whether these effects are similar for different 
colleges and regions.  For example, if a college increases the size of its campus, does this 
affect nearby house prices, and if so, how? 
Using a hedonic pricing model, I estimated the effects of changes in college and 
university characteristics on house prices in three regions of Ohio.  I used cross-sectional 
housing and census data for the year 2000, compiled by David M. Brasington of 
Louisiana State University, and college data, from Barron’s Profiles of American 
Colleges 2001.  I measured college and university impact within radii ranging from one 
to two miles around a campus admissions office, allowing for an investigation of how the 
impact of academic institutions changes with distance.  I found that changes in campus 
size, undergraduate student population, graduate student population, on-campus student 
housing, college competitiveness, the presence of a Bachelor of Music program, number 
of college sports, the presence of fraternities and sororities, and the presence of other 
college characteristics that aren’t specifically controlled for have statistically significant 
effects on house prices within about a 1.5-mile radius of a college admissions office.  
Bachelor of Music programs, increases in graduate student population, and increases in 
campus size1 have no effect or a positive effect on house prices in all three regions; 
increases in full-time undergraduate population have no effect or a negative effect on 
house prices in all three regions. 
 
                                                
1 See Appendix 2 for an explanation of how changes in campus size affect property tax revenues. 
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Hedonic Property Value Models 
After about forty years of theoretical and empirical hedonic price studies, “it is well 
accepted that housing price differentials reflect differences in the quantities of various 
characteristics of housing and that these differentials have significance for applied 
welfare analysis” (Freeman 2003, 353).  The basic hypothesis for hedonic property value 
models is that the choice between house locations is equivalent to the choice between 
house characteristics.  Thus, the sale price of a home is a function of its own 
characteristics and the characteristics of its surroundings, and the partial derivative of 
house price with respect to a given characteristic gives the implicit marginal price of that 
characteristic, ceteris paribus. 
Researchers use hedonic property value models to study the relationship between 
housing prices and environmental characteristics (e.g. Brasington and Hite 2005; Cloutier 
and Kaufman 2006; and Assane, Hassenzahl and Neill 2007).  Similar models have also 
been used to measure relationships between house prices and public schools (e.g. 
Cheshire and Sheppard 2004; and Gravel, Michelangeli and Trannoy 2006).  In fact, 
hedonic property value models can be used to measure the value of any feature of a 
community as long as certain assumptions are satisfied. 
The basic hedonic pricing model assumes that the market being studied is in 
equilibrium, such that “all individuals have made their utility-maximizing residential 
choices given the prices of alternative housing locations and that these prices just clear 
the market given the existing stock of housing and its characteristics” (Freeman 2003, 
357).  To satisfy the assumption that the housing market is in equilibrium, this study 
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analyzes cross-sectional data for house sales and characteristics in 2000, a year in which 
the housing market was relatively stable. 
Another assumption of the basic hedonic pricing model is that the house sales data 
comes from a single housing market in which individuals are free to choose any house.  
Therefore, hedonic property value models are typically applied to data that encompasses 
a single urban area.  I applied my model to data for entire counties under the assumption 
that homeowners could have chosen to live anywhere in their region, and the decision to 
live near or far from a particular type of college was among the choices they made when 
choosing house characteristics. 
The functional form of hedonic price functions is often log-log or log-linear (e.g. 
Cloutier and Kaufman 2006; and Ellen and Voicu 2006).2  Logarithmic functional forms 
generate coefficients with convenient interpretations, make units of measurement 
irrelevant to the coefficients, make estimates less sensitive to extreme observations, and 
usually satisfy the Gauss-Markov assumptions better than linear functional forms 
(Wooldridge 2006, 198-199).  I used an OLS regression model where the dependent 
variable and continuous independent variables are in logarithmic form.  The coefficient 
of each dummy independent variable, times 100, predicts the semi-elasticity of house 
price with respect to that variable, or the approximate percentage change in house price 
when the value of the variable changes from zero to one.  The coefficient of each 
continuous independent variable represents the elasticity of house price with respect to 
                                                
2 Other hedonic studies use the Box-Cox transformation to determine functional form, which often turns 
out to be close to log-log or log-level.  For examples, see Paul Cheshire and Stephen Sheppard, 
“Capitalising the value of free schools: the impact of supply characteristics and uncertainty,” The Economic 
Journal 114 (November 2004): 397-424; and Jeff Romm and Austin Troy, “Assessing the Price Effects of 
Flood Hazard Disclosure under the California Natural Hazard Disclosure Law (AB 1195),” Journal of 
Environmental Planning and Management 47, 1 (January 2004): 137-162.  For more on the Box-Cox 
transformation, see William H. Greene, Econometric Analysis (New York: Macmillan Publishing 
Company, 1993), 239.    
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that variable, or the percentage change in house price when the variable increases one 
percent. 
The problem of correlated error terms in regressions involving data with a spatial 
component, known as spatial autocorrelation, is common in studies using hedonic 
property value models and results in biased standard errors.  Spatial autocorrelation 
results if the model does not account for correlation between the error terms for 
neighboring observations, which is caused by unexplained correlation between the values 
of dependent variables for neighboring observations, or between the values of omitted 
independent variables for neighboring observations.  The first case is the result of the last 
to the extent that the dependent variable is a function of included and omitted 
independent variables and not of the values it takes for neighboring observations. 
My full model regression results, which appear in Appendix 3, show a significant 
Durbin-Watson statistic.  This means autocorrelation exists in the data, which isn’t 
surprising given that my data are spatially ordered.3  Reordering the data randomly and 
running the regressions over again makes the Durbin-Watson statistic insignificant, but 
doesn’t change anything else.  This doesn’t correct for spatial autocorrelation because it 
doesn’t correct for the apparent bias in the error terms that exists when the data are 
spatially ordered.  Correcting for spatial autocorrelation requires a more involved 
approach. 
                                                
3 The Durbin-Watson statistic traditionally tests for autocorrelation in time series data, but is applied here 
as an indicator of spatial autocorrelation because EViews, the regression software I used, does not run tests 
traditionally used for spatial autocorrelation.  For more on tests for spatial autocorrelation, see Luc Anselin 
and Rosina Moreno, “Properties of tests for spatial error components,” Regional Science and Urban 
Economics 33 (2003): 595-618; and Robin A. Dubin, “Spatial Autocorrelation: A Primer,” Journal of 
Housing Economics 7 (1998): 304-327. 
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A variation of the OLS regression model, called the spatial error components model 
(Anselin and Moreno 2003), accounts for spatial autocorrelation.  In this model each 
observation’s error term is equal to a weighted sum of the neighboring observations’ OLS 
error terms plus a location-specific random variable.  Formally, the n by 1 vector of OLS 
error terms, ε, can be written  
ε = ρWψ + ξ (1) 
where ρ is the spatial autocorrelation coefficient, W is an n by n spatial weights matrix 
with zeros on its diagonal, ψ is an n by 1 vector of the OLS error terms for each 
observation, and ξ is an n by 1 vector of location-specific random variables that are 
uncorrelated, homoskedastic, and have a zero mean. 
The i, jth entry of the spatial weights matrix accounts for the decaying effect of 
distance on the magnitude of each error term’s impact on neighboring observations.  This 
entry could be the inverse of the distance between observations i and j, scaled so that the 
weights of a given observation’s neighbors sum to one, or any of a number of other 
spatial weighting schemes that are theoretically appropriate.  The choice of weighting 
scheme has a considerable impact on the error terms and therefore the standard errors in 
the spatial error components model, and it is not usually clear which weighting scheme is 
most appropriate (Dubin 1998).  Once a spatial weighting scheme is chosen, calculating 
and applying the spatial weights matrix in a spatial error components model with a large 
number of observations requires so much computing power that even some software 
packages designed for spatial data analysis, including Luc Anselin’s Geoda,4 cannot run 
spatial error components models for datasets as large as those in this study. 
                                                
4 https://www.geoda.uiuc.edu/ 
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I didn’t use a spatial error components model for this study.  Instead, I used a 
multivariate linear regression model that includes certain independent variables to control 
for spatial autocorrelation.  A variable that measures total residential property value, by 
school district, acts as a spatial lag, or a weighted sum of neighboring house prices, and 
captures the net effect on house price of omitted independent variables that have the same 
value for all houses in the same school district.  Thus, this variable accounts for spatial 
autocorrelation between school districts.  The smallest geographic unit at which my 
model measures community variables is the census block group, so spatial 
autocorrelation at this level is partially controlled for. 
It is reasonable to assume that error terms as well as explanatory variables are 
positively correlated across space since neighboring house prices are influenced by 
similar community characteristics.  If this is the case, the standard errors are biased 
downward.  If this is not the case, the standard errors might be biased upward.5  In any 
case, to the extent that a hedonic property value model does not correct for spatial 
autocorrelation, the standard errors reported in the results are biased. 
 
College Impact Hedonic Model 
The model in this study regresses the natural logarithm of house price on three types 
of variables: house-specific characteristics, community characteristics and college 
characteristics.  Formally, my model is 
                                                
5 The formula for the variance of the OLS regression coefficients under the Gauss-Markov assumptions is 




where σ2 is the error variance, SSTx is the total sample variation in the independent variable x, and ut is the 
error term for observation t.  The second term is zero when the error terms are uncorrelated, but can be 
positive or negative when the error terms are correlated.  For a more detailed discussion, see Jeffrey M. 
Wooldridge, Introductory Econometrics (Mason, OH: Thomson South-Western, 2006), 413-414. 
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ln(house price) = α + βX + γY + δZ + ε (2) 
where ln(house price) is an n by 1 vector of observations of house price in logarithmic 
form, α is a constant, X is an n by k matrix of house-specific characteristics, β is a k by 1 
vector of regression coefficients, Y is an n by l matrix of community characteristics, γ is 
an l by 1 vector of regression coefficients, Z is an n by m matrix of college 
characteristics, δ is an m by 1 vector of regression coefficients, and ε is an n by 1 vector 
of regression error terms.  All continuous independent variables enter the model in 
logarithmic form, and among each of the three types of independent variables are both 
dummy and continuous variables.   
My basic hypothesis is that buying a house is equivalent to buying a particular 
combination of these three types of variables.  I assume that this model satisfies all of the 
Gauss-Markov assumptions, though spatial autocorrelation might be present and cause 
the standard errors to be biased. 
 
Data 
Data for the three categories of variables in this model have been measured with 
varying degrees of accuracy.  It is relatively straightforward to measure house-specific 
characteristics.  However, determining spatial and temporal limits for community and 
college characteristics is more difficult.  Drawing boundaries for community and college 
characteristics is somewhat arbitrary, and inevitably there are spillovers between 
observations that are not controlled for and cause spatial autocorrelation.  Data in this 
study are measured at census block, school district, police district, and other regional 
levels, such that two neighboring house sales could be divided by a boundary and 
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inaccurately assigned different values for community-level characteristics.  Still, certain 
boundaries have been chosen because they are reasonably accurate ways of dividing areas 
with different characteristics.  I chose temporal limits for each community and college 
characteristic based on the assumption that characteristics as they were during 1999 and 
2000 influenced house prices during 2000.  Where data for either of these years isn’t 
available, I use data from earlier years to approximate the data in 1999 and 2000.  
It is not clear how close a house has to be to a college for a college to affect a house’s 
price.  To determine the distance within which a college has the most statistically 
significant effect on house price, I ran five regressions for each region to measure the 
effects of college characteristics within a 1-mile, 1.25-mile, 1.5-mile, 1.75-mile, and 2-
mile radius of a college admissions office, respectively.  I assumed that admissions 
offices are centrally located on college campuses.  
Data for this study came from several sources.  House characteristics and community 
characteristics data are from David M. Brasington’s housing dataset.6  This source 
contains data from over 120,000 houses sold in Ohio during 2000, matched with over 400 
Census variables.  I augmented this dataset with college data from Barron’s Profiles of 
American Colleges 2001.  I obtained latitude and longitude coordinates for each college 
admissions office by plugging addresses into an online street address to latitude and 
longitude converter.7 
The following tables contain descriptions of each variable and, if necessary, why it 
was included. 
 




Table 1: House-specific variables 
Variable Description  
AGEHOUSE Age of house in year 2000 
BRICK Dummy that equals one if house is brick 
BUILDINGSQFT Square footage of house 
LOTSIZE Square footage of lot 
TOTALBATH Sum of full and half bathrooms in house 
TRANAMT Sale price in dollars, in 2000, excluding transactions under $30,000 
 
Table 2: Community variables 
 
Variable Description 
AVGINC_SD Average income per tax return in 1998, by school district 
BLUECOLL_CBG Percent of employed civilian population at least 16 years old with blue 
collar jobs in 2000, by census block group (blue collar occupations 
include farming, protective services, food preparation, fishing and 
forestry, construction, extraction and maintenance, production, 
transportation, and material moving) 
COMMUTE_CBG Average commute time in minutes for people 16 years and over not 
working at home who were both employed and at work during the 
reference week in 2000, by census block group 
DENSITY_CBG Population density in 2000, by census block group 
EFFMILLS_SD Property tax (taxes received from all real properties multiplied by 
1,000 and divided by total real property valuation), by school district, 
for 1998 
MINDIST Distance from each house to nearest environmental hazard in miles8 
OFFENSECAP2 Grand total of actual offenses in police district per thousands of 
persons in police district, for 1997 or 1996 
OWNEROCC_CBG Percent of occupied housing units in census block group that are 
occupied by owners rather than renters in 2000 
PCT4ALL99 Percent of 4th grade students in school district who passed all five 
sections (citizenship, reading, writing, math, science) of the Ohio 
proficiency test in the 1999-2000 school year.  This, like PCT9ALL99 
and TOTXP00_SD, measures public school quality. 9 
PCT9ALL99 Percent of 9th grade students in school district who passed all five 
sections (citizenship, reading, writing, math, science) of the Ohio 
proficiency test in the 1999-2000 school year 
PCTAGVAL99 Percent of property value (land and buildings together) that is 
agricultural in 1999, by school district 
PCTDETACHED_CBG Percent of housing units in census block group that are one unit and 
have open space on all four sides, excluding mobile homes or RVs 
without a permanent room attached 
PCTRESVAL99 Percent of property value (land and buildings together) that is 
residential in 1999, by school district 
PERCAPINC_CBG Per capita income in dollars, by census block group 
 
                                                
8 Norman R. Cloutier and Dennis A Kaufman find that environmental hazards have a negative and 
significant effect on house prices in “The Impact of Small Brownfields and Greenspaces on Residential 
Property Values.” Journal of Real Estate and Financial Economics 33 (2006): 19-30  
9 Paul Cheshire and Stephen Sheppard find that school quality has a positive and significant effect on house 
prices in “Capitalising the value of free schools: the impact of supply characteristics and uncertainty,” The 
Economic Journal 114 (November 2004): 397-424. 
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POVERTY_CBG Percent of people living in a family whose total income is below the 
appropriate poverty threshold, by census block group 
RURALHSG_CBG Percent of housing units in census block group that are in rural areas 
SDYTAX Dummy that equals one when a house’s school district has a school 
district income tax in fiscal year 2000 
TOTRESVAL99 Total residential property value in 1999 (land and buildings together), 
by school district.  The value of surrounding residential property will 
have an effect on a particular house price to the extent that house 
prices are a function of neighboring house prices and/or omitted 
variables that determine property value.  Thus, this variable controls 
for spillover effects between house prices in the same school district. 
TOTXP00_SD Total expenditure per pupil at school district level, for the 2000-2001 
school year 
UNEMP_CBG Percent of labor force in census block that is unemployed in 2000.  
“Labor force” is the sum of employed plus unemployed persons age 
16 and over. 
 





Dummy that equals one if the house sale is within the specified radius of at 
least one college admissions office, measured in miles, in 2000.  This 
captures the effect of all aspects of a college aside from those listed below.  
These aspects might include amenities like parks, museums and libraries, 
and drawbacks like noise, litter and trashy student housing. 
FRATSOR 
1/1.25/1.5/1.75/2 
Dummy that equals one if the house sale is within the specified radius of at 
least one college admissions office on a campus where some students 
belong to fraternities and sororities.  Fraternity and sorority houses might 
lower nearby home values because they attract large, rowdy crowds of 
students and tend to be trashy.  On the other hand, fraternities and 




Dummy that equals one if the house sale is within the specified radius of at 
least one college admissions office on a campus where a Bachelor of Music 
degree program is offered.  This variable serves as a proxy for the 
availability of quality concerts and performing arts facilities, which might 
boost nearby home prices. 
VERYCOMP 
1/1.25/1.5/1.75/2 
Dummy that equals one if the house sale is within the specified radius of at 
least one college admissions office on a campus rated “very competitive,” 
“highly competitive,” or “special” by Barron’s Profiles of American Colleges 
2001.  More competitive schools are typically of higher quality and charge 
higher tuition, and might attract more visitors and wealthier students and 
faculty than less competitive schools. 
FTUND 
1/1.25/1.5/1.75/2 
Sum of full-time undergraduate student populations of each college with an 
admissions office within the specified radius of the house sale.  This 
captures the effect of increasing undergraduate student population while 
holding campus acreage constant (thus, increasing campus population 
density).  (Population density by census block group has already been 
controlled for, so this variable does not include any effects associated with 
changes in the population density of the community.)  Increasing 
undergraduate student population increases the number of people who 
either live on campus or visit campus frequently, as well as the number of 
visitors to the community.  This might increase spending in the community 
as well as the quality and diversity of campus facilities and programs that 
are accessible by the public, which would improve the overall health of the 
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community and increase house prices.  On the other hand, increasing 
undergraduate student population could decrease house prices by 
increasing litter, noise and traffic in the local community.   
GRADS 
1/1.25/1.5/1.75/2 
Sum of graduate student populations of each college with an admissions 
office within the specified radius of the house sale.  This captures the effect 
of increasing graduate student population while holding campus acreage 
constant (thus, increasing campus population density).  (Population density 
by census block group has already been controlled for, so this variable does 
not include any effects associated with changes in the population density of 
the community.)  Graduate student population is a good proxy for the size 
and diversity of a campus’s graduate programs.  Increasing the size and 
diversity of a campus’s graduate programs might increase the quality and 
diversity of campus facilities that are accessible by the public, and attract 
more visitors to the community.  On the other hand, increasing graduate 
student population could increase litter, noise and traffic in the local 




Sum of the number of students living on campus at each college that has an 
admissions office within the specified radius of the house sale.  This 
captures the ceteris paribus effect of increasing the number of students 
living on campus, which could decrease demand for local housing because 
of a decrease in the number of student renters and/or home-buyers’ 
preference not to live near student dorms.  On the other hand, increasing 
the number of students living on campus could increase demand from non-
students for local housing, since homeowners might prefer not to have 
students as neighbors. 
CAMPACRES 
1/1.25/1.5/1.75/2 
Sum of the acreage of each college campus that has an admissions office 
within the specified radius of the house sale.  This captures the effect of 
increasing campus size, measured in acres, while holding the other 
variables constant (thus, decreasing campus population density).  
Population density by census block group has already been controlled for, 
so this variable does not include any effects associated with changes in the 
population density of the community.  Increasing campus size might 
increase the amount of green space10 and number of campus facilities that 
are open to the public, increasing house prices. 
NUMSPORTS 
1/1.25/1.5/1.75/2 
Sum of the number of intercollegiate and intramural sports at each college 
campus that has an admissions office within the specified radius of the 
house sale.  This variable serves as a proxy for the quality and diversity of 
nearby athletics facilities that are accessible by the public.  Noise from 
nearby sporting events might lower nearby house prices, while easy access 
to sporting events and sports facilities might increase nearby house prices. 
 
I added one to all continuous variables that included entries of zero so that I could 
apply the natural log transformation to these variables. 
The continuous college variables are intended to capture any additive effects on house 
price of being located near more than one college.  Undergraduate and graduate student 
                                                
10 Dennis A Kaufman and Norman R. Cloutier find that green space has a positive and significant effect on 
house prices in “The Impact of Small Brownfields and Greenspaces on Residential Property Values.” 
Journal of Real Estate and Financial Economics 33 (2006): 19-30. 
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populations, the number of students living on campus, sports, and acres of college land at 
all colleges within a given radius of a house should have an effect on house price.  The 
other college variables can take on a value no larger than one, even if a house is near 
more than one college, because the effects they measure might differ considerably across 
colleges.  The range of effects that NEARCOLL captures is so broad that one college 
could have the same effect as multiple colleges in terms of this variable.  Similarly, I 
expect FRATSOR, BM, and VERYCOMP to have effects of very different magnitudes 
across colleges.  These three variables capture the effects of the presence, but not changes 
in magnitude, of the college characteristics they measure. 
I applied my model to data from three separate regions of Ohio that I chose for their 
particularly high concentrations of colleges: the Cuyahoga County region (Cuyahoga 
County, Lorain County, Summit County, Lake County, Portage County and Geauga 
County), the Franklin County region (Franklin County, Delaware County and Licking 
County), and the Hamilton County region (Hamilton County).  The following maps 
highlight these regions and the colleges and house sales within them. 
 
County map of Ohio: 
The spots on the map show the 
locations of home sales in three 
regions in Ohio, in 2000.  From 
north to south, these regions are 
the Cuyahoga County region, the 
Franklin County region, and the 







Close-up of six-county 
Cuyahoga County region: 
The smallest spots show the 
locations of home sales in 
2000.  The largest spots 










Close-up of three-county 
Franklin County region: 
The smallest spots show the 
locations of home sales in 
2000.  The largest spots 








Close-up of Hamilton 
County: 
The smallest spots show 
the locations of home 
sales in 2000.  The largest 
spots show the locations 
of colleges. 
 
Measuring the effects of colleges on house prices would not be possible if there 
weren’t a reasonable number of house sales near each college.  Each of the following 
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tables shows the number of colleges within a particular radius of each college.  The total 
number of house sales reported at the bottom is the number within the given radius of at 
least one college.  This number is less than the sum of the entries in the column above it 
because, for all regions and radii, some house sales are near more than one college. 
Table 4: Cuyahoga County Region 
 
Number house sales 









Baldwin-Wallace College 90 135 215 327 420 
Case Western Reserve 
University 79 145 223 319 442 
Cleveland Institute of Art 95 161 251 345 447 
Cleveland Institute of Music 100 184 263 369 482 
Cleveland State University 11 15 21 43 77 
David N. Myers College 22 35 61 82 122 
Hiram College 5 7 8 10 10 
John Carroll University 332 514 693 850 1044 
Kent State University 26 61 80 109 134 
Lake Erie College 142 197 229 263 289 
Notre Dame College of 
Ohio 289 442 663 902 1178 
Oberlin College 65 66 68 71 73 
University of Akron 119 213 351 534 744 
Ursuline College 53 132 216 290 405 
Any of the above colleges 1185 1819 2521 3253 4074 
 














Capital University 265 432 625 812 954 
Columbus College of Art and 
Design 51 196 370 531 678 
Denison University 40 61 68 73 88 
Franklin University 152 268 400 583 728 
Ohio Dominican College 127 213 321 440 594 
Ohio State University 120 195 305 465 630 
Ohio State University at Newark 95 155 238 349 454 
Ohio Wesleyan University 106 143 192 261 306 
Otterbein College 168 237 311 429 587 



















College of Mt St. Joseph 107 159 245 340 460 
The Art Academy of Cincinnati 57 101 174 260 351 
University of Cincinnati 132 187 242 288 373 
Xavier University 142 227 345 478 655 
Any of the above colleges 438 671 975 1295 1713 
 
Colleges in areas with fewer house sales, which include Denison in the Franklin 
County region and Cleveland State, David N. Myers, Hiram, Kent State, Lake Erie and 
Oberlin in the Cuyahoga County region, have less influence on the results than colleges 
in densely populated areas because there are fewer observations to capture their effects.  
Thus, the results reflect the effects of colleges in densely populated areas more than the 
effects of colleges in less populated areas. 
There are 29,354 observations in the six-county Cuyahoga County region, 19,282 
observations in the three-county Franklin County region, and 9,925 observations in 
Hamilton County.  About 4-5.5% of house sales in each region are within a 1-mile radius 
of a college, and about 14-18.5% are within a 2-mile radius.  The number of house sales 
increases by similar amounts with each increase in radius.  While the ratio of house sales 
near colleges to house sales not near colleges is about the same for each region, the 
number of colleges in each region, and thus the diversity of college characteristics, varies. 
The values of each college variable for each college, as well as the location of each 

































College Berea 2964 644 2641 56 44 1 1 1 
Case Western 
Reserve 
University Cleveland 3057 5920 2467 492 62 1 0 1 
Cleveland Institute 
of Art Cleveland 497 0 100 4 16 1 0 1 
Cleveland Institute 
of Music Cleveland 223 147 56 4 0 0 1 1 
Cleveland State 
University Cleveland 6775 5207 313 70 83 1 1 0 
David N. Myers 
College Cleveland 594 0 0 2 0 0 0 0 




Heights 3295 862 2081 60 48 1 0 0 
Kent State 
University Kent 14319 4379 5355 1200 67 1 1 0 
Lake Erie College Painesville 382 216 244 150 19 0 0 0 
Notre Dame 
College of Ohio South Euclid 232 74 129 53 3 0 0 0 
Oberlin College Oberlin 2902 22 2177 440 41 0 1 1 
University of 
Akron Akron 11859 4012 1591 170 42 1 0 0 
Ursuline College 
Shaker 
Heights 504 219 83 112 12 0 0 0 
 




























University Columbus 1938 1232 1824 48 22 1 1 0 
Columbus 
College of Art 
and Design Columbus 1268 0 305 17 6 0 0 1 
Denison 
University Granville 2077 0 2047 1200 46 1 0 1 
Franklin 
University Columbus 1170 658 0 14 0 0 0 1 
Ohio Dominican 
College Columbus 1379 0 277 62 21 0 0 0 
Ohio State 
University Columbus 30958 11911 8662 3390 157 1 1 1 
Ohio State 
University at 
Newark Newark 1251 138 87 150 21 0 0 0 
Ohio Wesleyan 
University Delaware 1897 0 1568 200 56 1 1 0 
Otterbein 































College of Mt St. 
Joseph Cincinnati 1250 161 458 75 21 0 0 0 
The Art Academy 
of Cincinnati Cincinnati 200 0 0 184 0 0 0 1 
University of 
Cincinnati Cincinnati 15580 6215 3200 270 64 1 1 0 
Xavier University Cincinnati 3260 2508 1899 100 66 0 0 0 
 
 
The difficulty of isolating particular college characteristics is especially apparent in 
Hamilton County, where there are only four colleges.  Most of the college variables are 
perfectly or near-perfectly collinear in this region, so I included only four college 
variables in the regressions for this region.  Additionally, the dummy variable, 
VERYCOMP, equals zero for each campus except The Art Academy of Cincinnati, so 
this variable not only captures the effect of being located near a competitive campus, but 
also the effect of every characteristic that is not controlled for and sets the The Art 
Academy of Cincinnati apart from the other three colleges in the region. 
 
Results 
Results for the college variables in each region, for each radius, appear in the tables in 
Appendix 1.  Full model results appear in Appendix 3.  Please note that all of the effects 
discussed below have “ceteris paribus” interpretations, and that I measure statistical 
significance at the one percent level. 
In the Cuyahoga County region, for all five radii within which I measure college 
impact, fraternities and sororities, bachelor of music programs, increases in the amount of 
on-campus student housing, and increases in the number of intercollegiate and intramural 
sports have either a statistically insignificant or a positive and statistically significant 
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impact on house price.  Competitiveness and full-time undergraduate student population 
have either a statistically insignificant or a negative and statistically significant impact on 
house price.  Changes in graduate student population and campus acreage have no 
statistically significant effect on house price.  Holding all of the above college 
characteristics constant, proximity to a college has either a statistically insignificant or a 
positive and statistically significant impact on house price. 
In the Franklin County region, for all five radii within which I measure college 
impact, bachelor of music programs, competitiveness, increases in graduate student 
population, increases in the amount of on-campus student housing, increases in campus 
size, and increases in the number of intercollegiate and intramural sports have either a 
statistically insignificant or a positive and statistically significant impact on house price.  
Fraternities and sororities, increases in full-time undergraduate student population, and 
increases in the number of intercollegiate and intramural sports have either a statistically 
insignificant or a negative and statistically significant impact on house price.  Holding all 
of the above college characteristics constant, proximity to a college has either a 
statistically insignificant or a positive and statistically significant impact on house price. 
In Hamilton County, for all five radii within which I measure college impact, an 
increase in campus size has either a statistically insignificant or a positive and statistically 
significant impact on house price.  Competitiveness and increases in the amount of on-
campus student housing have either a statistically insignificant or a negative and 
statistically significant impact on house price.  Holding all of the above college 
characteristics constant, proximity to a college has either a statistically insignificant or a 
positive and statistically significant impact on house price. 
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The model for Hamilton County includes fewer college variables because problems 
with multicollinearity prevented me from including more college variables (because there 
are only four colleges in this region, there is less variation in college characteristics than 
in the other regions).  The interpretation of VERYCOMP is different in this region 
because it equals one for only The Art Academy of Cincinnati; thus, this variable not 
only captures the effect of proximity to a competitive college, but also the effects of 
every characteristic that is not controlled for and sets the other three colleges in the 
region apart from The Art Academy of Cincinnati. 
In all three regions, the effects of college characteristics on house prices are 
statistically significant at the highest level at the 1.5-mile radius.  Using too small of a 
radius disregards the effects of colleges on houses outside of the radius, leading to results 
that are less statistically significant.  Using too large of a radius assumes that colleges 
affect house prices that are actually outside the geographic region of influence, leading to 
results that are less statistically significant.   
The effects of some college characteristics are consistent across more than one 
region.  Bachelor of music programs, increases in graduate student population, and 
increases in campus size consistently have no effect or a positive effect on house prices.  
Increasing in full-time undergraduate population consistently has no effect or a negative 
effect on house prices.  Pooling the data for all regions (and ignoring the assumption that 
each region is a single housing market) and running this model yields similar results (see 
Table 13 in Appendix 1).  The effects of fraternities and sororities, college 
competitiveness, increases in on-campus housing, and increases in the number of college 
sports are inconsistent across regions, but mostly consistent within each region. 
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Inconsistencies in the results across regions indicate differences in the regions and the 
colleges in them or, in the case of Hamilton county, differences in the model.  Hamilton 
County is the only region in which increasing the number of students living on campus 
has a negative effect, indicating that demand from student renters might have an 
especially large positive impact on the prices of houses near colleges in this region, or 
that homeowners in this region prefer not to live near concentrated populations of 
students, even if those students live on campus.  The presence of fraternities and 
sororities and increases in the number of college sports have negative effects in the 
Franklin County region and positive effects in the Cuyahoga County region, which might 
indicate that the parties associated with frat houses and college sports are wildest (and 
most disturbing to the neighbors) in Franklin County, while Cuyahoga County 
homeowners particularly enjoy college sporting events and the benefits of community 
service performed by fraternities and sororities in their communities.  The negative effect 
of more competitive colleges on house prices in the Franklin County region is difficult to 
explain, as I expect more competitive colleges to attract more wealth to their 
communities.  It’s possible that the four competitive colleges in this region share a trait 
besides competitiveness that has a negative effect on nearby house prices. 
The magnitude of all of the coefficients is largest in the Franklin County region, 
where proximity to a college causes as much as a 120% increase in house price, 
proximity to fraternities and sororities causes as much as a 49% decrease in house price, 
houses located near colleges with bachelor of music programs are 78% more expensive 
than houses located near colleges without bachelor of music programs, houses located 
near competitive colleges are 33% more expensive than houses located near 
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noncompetitive colleges, the elasticity of house price with respect to total full-time 
undergraduate student population of nearby colleges is -0.21, the elasticity of house price 
with respect to total graduate student population of nearby colleges is 0.01, the elasticity 
of house price with respect to total student population living on nearby college campuses 
is 0.18, the elasticity of house price with respect to campus size is 0.29, and the elasticity 
of house price with respect to the number of intercollegiate and intramural sports at 
nearby colleges is -0.44. 
 
Conclusion 
Colleges in the three regions that are the focus of this study have a statistically 
significant effect on the prices of houses located near them.  In particular, changes in 
campus size, undergraduate student population, graduate student population, on-campus 
student housing, college competitiveness, the presence of a bachelor of music program, 
number of college sports, the presence of fraternities and sororities, and the presence of 
other college characteristics that aren’t specifically controlled for have statistically 
significant effects on house prices within about a 1.5-mile radius of a college admissions 
office. 
Homebuyers in several of the most populated regions of Ohio prefer to live near 
college campuses, particularly those with graduate programs, bachelor of music 
programs, and fewer undergraduate students.  It might be desirable to live near music 
programs and graduate programs because of the facilities and activities associated with 
them, while it might be undesirable to live near denser populations of undergraduate 
students because of the trash, noise and traffic they create.  College leaders in Ohio who 
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are interested in increasing their college’s positive impact on their community should 
consider increasing the quality and quantity of music and graduate programs they offer. 
  Increases in campus size, ceteris paribus, have a nonnegative effect on nearby house 
prices in Ohio, possibly offsetting some of the negative effects of increases in campus 
size on property tax revenue (due to colleges’ tax-exempt status).11  Traditionally, 
colleges compensate cities for losses in property tax revenue due to increases in campus 
size; however, this compensation might not be necessary if increasing campus size has a 
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Appendix 2: Changes in campus size and property tax revenue 
 
  The effects of changes in campus size on house prices is interesting from a policy 
perspective because of colleges’ tax-exempt status and the town-gown controversy that 
arises when colleges buy land that previously generated tax revenue.  Assuming that, on 
average, property value is proportional to property size, and using house price as a proxy 
for property value in general, change in property tax revenue due to a change in campus 






Note that “city size” is the land area within a given radius of college impact that is not 
part of the college campus.  I assume that this land generates property tax revenue. 
This model shows that when the elasticity of house price with respect to campus size 
is positive and large relative to the size of the campus, the increase in property value due 
to an increase in campus size offsets, at least partially, the negative effect of a college 
expansion on overall property tax revenues.  For a change in campus size to have a 
positive effect or no effect on property tax revenues, the ratio of campus size to city size 
plus the elasticity of house price with respect to campus size times the ratio of campus 
size to city size must be less than or equal to the elasticity of house price with respect to 
campus size.  If, as found in this study, this elasticity is no larger than 0.29, then the area 

















































of college impact.  If, in this case, the radius of college impact is 2 miles, then the college 























Appendix 3: Full model results 
Cuyahoga County region: 1-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:31   
Sample (adjusted): 1 29355   
Included observations: 29354 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.058815 0.004622 12.72423 0.0000 
SDYTAX 0.028434 0.020679 1.374989 0.1691 
LOGAGEHOUSE_1 -0.078675 0.002382 -33.02903 0.0000 
BLUECOLL_C -0.003388 0.000209 -16.22322 0.0000 
LOGBUILDINGSQ 0.451487 0.006500 69.46417 0.0000 
LOGCOMMUTE_CB -0.077028 0.012644 -6.092079 0.0000 
LOGDENSITY_CB 0.023139 0.002845 8.132995 0.0000 
EFFMILLS_S 0.003281 0.000345 9.501352 0.0000 
LOGLOTSIZE 0.088770 0.002763 32.13078 0.0000 
LOGMINDIST 0.015855 0.002382 6.654649 0.0000 
OFFENSECAP -4.77E-06 7.59E-05 -0.062800 0.9499 
OWNEROCC_C 0.001074 0.000210 5.110285 0.0000 
PCT4ALL99 0.001760 0.000243 7.229286 0.0000 
PCT9ALL99 0.003203 0.000206 15.51537 0.0000 
LOGTOTXP00_SD 0.047447 0.018206 2.606060 0.0092 
PCTRESVAL9 -0.001833 0.000225 -8.162132 0.0000 
PCTAGVAL99 -0.000585 0.000870 -0.672186 0.5015 
LOGPERCAPINC_ 0.270499 0.008944 30.24235 0.0000 
POVERTY_CB -0.002429 0.000332 -7.306267 0.0000 
LOGTOTALBATH_1 0.228057 0.009779 23.32196 0.0000 
LOGTOTRESVAL9 0.009085 0.002593 3.503780 0.0005 
UNEMP_CBG -0.003018 0.000553 -5.460647 0.0000 
PCTDETACHE -0.000918 0.000162 -5.654589 0.0000 
RURALHSG_C 0.000615 0.000136 4.541029 0.0000 
NEARCOLL1 0.011344 0.057827 0.196171 0.8445 
LOGCAMPACRES1 -0.024649 0.017523 -1.406721 0.1595 
LOGONCAMP1 -0.012544 0.014236 -0.881193 0.3782 
VERYCOMP1 0.021347 0.036604 0.583207 0.5598 
LOGNUMSPORTS1 0.075720 0.020408 3.710352 0.0002 
LOGGRADS1 0.005291 0.010479 0.504873 0.6137 
LOGFTUND1 -0.005604 0.001488 -3.766794 0.0002 
BM1 0.035126 0.035788 0.981510 0.3263 
FRATSOR1 -0.127639 0.057613 -2.215460 0.0267 
C 4.259291 0.192697 22.10355 0.0000 
     
     R-squared 0.748056     Mean dependent var 11.66077 
Adjusted R-squared 0.747772     S.D. dependent var 0.542845 
S.E. of regression 0.272629     Akaike info criterion 0.239747 
Sum squared resid 2179.254     Schwarz criterion 0.249346 
Log likelihood -3484.772     Hannan-Quinn criter. 0.242830 
F-statistic 2638.032     Durbin-Watson stat 1.685004 
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Cuyahoga County region: 1.25-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 05/01/08   Time: 22:02   
Sample (adjusted): 1 29355   
Included observations: 29354 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.058637 0.004617 12.70020 0.0000 
SDYTAX 0.035121 0.020578 1.706685 0.0879 
LOGAGEHOUSE_1 -0.078626 0.002379 -33.04562 0.0000 
BLUECOLL_C -0.003363 0.000208 -16.13393 0.0000 
LOGBUILDINGSQ 0.453576 0.006501 69.77466 0.0000 
LOGCOMMUTE_CB -0.081766 0.012639 -6.469349 0.0000 
LOGDENSITY_CB 0.022556 0.002842 7.937706 0.0000 
EFFMILLS_S 0.003211 0.000347 9.261799 0.0000 
LOGLOTSIZE 0.088008 0.002760 31.88419 0.0000 
LOGMINDIST 0.015245 0.002387 6.386376 0.0000 
OFFENSECAP -3.88E-05 7.58E-05 -0.512298 0.6084 
OWNEROCC_C 0.000996 0.000210 4.736557 0.0000 
PCT4ALL99 0.001824 0.000243 7.495869 0.0000 
PCT9ALL99 0.003093 0.000207 14.94556 0.0000 
LOGTOTXP00_SD 0.039955 0.018272 2.186729 0.0288 
PCTRESVAL9 -0.001732 0.000225 -7.686539 0.0000 
PCTAGVAL99 -0.000478 0.000867 -0.551537 0.5813 
LOGPERCAPINC_ 0.272016 0.008926 30.47593 0.0000 
POVERTY_CB -0.002341 0.000333 -7.022587 0.0000 
LOGTOTALBATH_1 0.228930 0.009768 23.43738 0.0000 
LOGTOTRESVAL9 0.011401 0.002594 4.395735 0.0000 
UNEMP_CBG -0.002816 0.000554 -5.087057 0.0000 
PCTDETACHE -0.000851 0.000162 -5.235805 0.0000 
RURALHSG_C 0.000634 0.000136 4.675253 0.0000 
NEARCOLL1_25 0.321260 0.054486 5.896200 0.0000 
LOGCAMPACRES1_25 -0.017602 0.009009 -1.953905 0.0507 
LOGONCAMP1_25 0.025036 0.011720 2.136252 0.0327 
VERYCOMP1_25 -0.120028 0.030995 -3.872511 0.0001 
LOGNUMSPORTS1_25 0.047278 0.017956 2.632979 0.0085 
LOGGRADS1_25 -0.005831 0.007052 -0.826871 0.4083 
LOGFTUND1_25 -0.069894 0.010646 -6.565121 0.0000 
BM1_25 0.159971 0.031536 5.072633 0.0000 
FRATSOR1_25 -0.049579 0.019698 -2.517037 0.0118 
C 4.274977 0.192793 22.17388 0.0000 
     
     R-squared 0.748689     Mean dependent var 11.66077 
Adjusted R-squared 0.748406     S.D. dependent var 0.542845 
S.E. of regression 0.272286     Akaike info criterion 0.237231 
Sum squared resid 2173.776     Schwarz criterion 0.246830 
Log likelihood -3447.835     Hannan-Quinn criter. 0.240314 
F-statistic 2646.919     Durbin-Watson stat 1.690124 
Prob(F-statistic) 0.000000    
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Cuyahoga County region: 1.5-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:29   
Sample (adjusted): 1 29355   
Included observations: 29354 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.058307 0.004611 12.64551 0.0000 
SDYTAX 0.044737 0.020801 2.150726 0.0315 
LOGAGEHOUSE_1 -0.078339 0.002377 -32.95062 0.0000 
BLUECOLL_C -0.003353 0.000209 -16.07877 0.0000 
LOGBUILDINGSQ 0.454256 0.006494 69.94971 0.0000 
LOGCOMMUTE_CB -0.087997 0.012675 -6.942328 0.0000 
LOGDENSITY_CB 0.021716 0.002841 7.643122 0.0000 
EFFMILLS_S 0.002992 0.000348 8.608901 0.0000 
LOGLOTSIZE 0.087754 0.002758 31.81529 0.0000 
LOGMINDIST 0.014870 0.002386 6.233242 0.0000 
OFFENSECAP -3.44E-05 7.57E-05 -0.454121 0.6497 
OWNEROCC_C 0.000871 0.000211 4.132991 0.0000 
PCT4ALL99 0.001868 0.000243 7.677901 0.0000 
PCT9ALL99 0.003073 0.000207 14.87524 0.0000 
LOGTOTXP00_SD 0.045369 0.018476 2.455526 0.0141 
PCTRESVAL9 -0.001597 0.000226 -7.055925 0.0000 
PCTAGVAL99 -0.000572 0.000869 -0.657937 0.5106 
LOGPERCAPINC_ 0.270311 0.008918 30.31116 0.0000 
POVERTY_CB -0.002300 0.000333 -6.901377 0.0000 
LOGTOTALBATH_1 0.227904 0.009757 23.35753 0.0000 
LOGTOTRESVAL9 0.012229 0.002593 4.716718 0.0000 
UNEMP_CBG -0.002721 0.000552 -4.924866 0.0000 
PCTDETACHE -0.000748 0.000163 -4.590697 0.0000 
RURALHSG_C 0.000628 0.000135 4.643817 0.0000 
NEARCOLL1_5 0.399319 0.070366 5.674899 0.0000 
LOGCAMPACRES1_5 0.030936 0.013915 2.223249 0.0262 
LOGONCAMP1_5 0.012343 0.010835 1.139112 0.2547 
VERYCOMP1_5 -0.127072 0.026530 -4.789692 0.0000 
LOGNUMSPORTS1_5 0.046679 0.014691 3.177423 0.0015 
LOGGRADS1_5 -0.017137 0.008714 -1.966544 0.0492 
LOGFTUND1_5 -0.106116 0.011927 -8.896822 0.0000 
BM1_5 0.172653 0.025176 6.857845 0.0000 
FRATSOR1_5 0.140913 0.054467 2.587097 0.0097 
C 4.248966 0.193852 21.91857 0.0000 
     
     R-squared 0.749248     Mean dependent var 11.66077 
Adjusted R-squared 0.748966     S.D. dependent var 0.542845 
S.E. of regression 0.271983     Akaike info criterion 0.235003 
Sum squared resid 2168.939     Schwarz criterion 0.244602 
Log likelihood -3415.139     Hannan-Quinn criter. 0.238086 
F-statistic 2654.803     Durbin-Watson stat 1.693044 
Prob(F-statistic) 0.000000    
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Cuyahoga County region: 1.75-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:28   
Sample (adjusted): 1 29355   
Included observations: 29354 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.058454 0.004605 12.69240 0.0000 
SDYTAX 0.042808 0.020764 2.061683 0.0392 
LOGAGEHOUSE_1 -0.078222 0.002376 -32.92820 0.0000 
BLUECOLL_C -0.003375 0.000209 -16.18172 0.0000 
LOGBUILDINGSQ 0.454142 0.006487 70.01019 0.0000 
LOGCOMMUTE_CB -0.089307 0.012648 -7.061144 0.0000 
LOGDENSITY_CB 0.021259 0.002839 7.486997 0.0000 
EFFMILLS_S 0.002759 0.000351 7.867799 0.0000 
LOGLOTSIZE 0.086861 0.002757 31.50753 0.0000 
LOGMINDIST 0.015744 0.002381 6.613046 0.0000 
OFFENSECAP -5.69E-05 7.56E-05 -0.752219 0.4519 
OWNEROCC_C 0.000707 0.000211 3.348140 0.0008 
PCT4ALL99 0.001799 0.000244 7.384367 0.0000 
PCT9ALL99 0.003050 0.000207 14.73644 0.0000 
LOGTOTXP00_SD 0.069056 0.018717 3.689406 0.0002 
PCTRESVAL9 -0.001291 0.000229 -5.647733 0.0000 
PCTAGVAL99 -0.000264 0.000869 -0.303617 0.7614 
LOGPERCAPINC_ 0.269013 0.008920 30.15717 0.0000 
POVERTY_CB -0.002181 0.000334 -6.524682 0.0000 
LOGTOTALBATH_1 0.228806 0.009744 23.48110 0.0000 
LOGTOTRESVAL9 0.013521 0.002591 5.218952 0.0000 
UNEMP_CBG -0.002649 0.000552 -4.794713 0.0000 
PCTDETACHE -0.000616 0.000163 -3.772587 0.0002 
RURALHSG_C 0.000634 0.000135 4.689082 0.0000 
NEARCOLL1_75 0.143255 0.071505 2.003420 0.0451 
LOGCAMPACRES1_75 -0.015761 0.013553 -1.162900 0.2449 
LOGONCAMP1_75 0.063923 0.013920 4.592076 0.0000 
VERYCOMP1_75 -0.102280 0.023975 -4.266051 0.0000 
LOGNUMSPORTS1_75 0.057751 0.013211 4.371419 0.0000 
LOGGRADS1_75 0.022830 0.010164 2.246176 0.0247 
LOGFTUND1_75 -0.110165 0.011503 -9.576785 0.0000 
BM1_75 0.152061 0.022060 6.893162 0.0000 
FRATSOR1_75 -0.087237 0.056658 -1.539711 0.1236 
C 4.031559 0.195109 20.66315 0.0000 
     
     R-squared 0.749929     Mean dependent var 11.66077 
Adjusted R-squared 0.749648     S.D. dependent var 0.542845 
S.E. of regression 0.271614     Akaike info criterion 0.232285 
Sum squared resid 2163.052     Schwarz criterion 0.241884 
Log likelihood -3375.245     Hannan-Quinn criter. 0.235368 
F-statistic 2664.448     Durbin-Watson stat 1.696115 
Prob(F-statistic) 0.000000    
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Cuyahoga County region: 2-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:29   
Sample (adjusted): 1 29355   
Included observations: 29354 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.058315 0.004598 12.68185 0.0000 
SDYTAX 0.041045 0.020745 1.978504 0.0479 
LOGAGEHOUSE_1 -0.077936 0.002372 -32.85879 0.0000 
BLUECOLL_C -0.003438 0.000209 -16.47480 0.0000 
LOGBUILDINGSQ 0.453736 0.006475 70.07316 0.0000 
LOGCOMMUTE_CB -0.093206 0.012618 -7.386952 0.0000 
LOGDENSITY_CB 0.020933 0.002833 7.387759 0.0000 
EFFMILLS_S 0.002745 0.000357 7.697856 0.0000 
LOGLOTSIZE 0.086248 0.002753 31.32775 0.0000 
LOGMINDIST 0.015817 0.002381 6.643045 0.0000 
OFFENSECAP -5.19E-05 7.54E-05 -0.687918 0.4915 
OWNEROCC_C 0.000546 0.000211 2.584761 0.0097 
PCT4ALL99 0.001697 0.000244 6.950035 0.0000 
PCT9ALL99 0.003066 0.000207 14.80948 0.0000 
LOGTOTXP00_SD 0.091769 0.019049 4.817414 0.0000 
PCTRESVAL9 -0.000990 0.000230 -4.303982 0.0000 
PCTAGVAL99 9.43E-05 0.000870 0.108339 0.9137 
LOGPERCAPINC_ 0.266401 0.008931 29.82977 0.0000 
POVERTY_CB -0.002122 0.000334 -6.346990 0.0000 
LOGTOTALBATH_1 0.230744 0.009730 23.71572 0.0000 
LOGTOTRESVAL9 0.014735 0.002586 5.697990 0.0000 
UNEMP_CBG -0.002518 0.000551 -4.568181 0.0000 
PCTDETACHE -0.000500 0.000163 -3.061291 0.0022 
RURALHSG_C 0.000636 0.000135 4.715466 0.0000 
NEARCOLL2 0.230360 0.067962 3.389557 0.0007 
LOGCAMPACRES2 -0.008846 0.012584 -0.702979 0.4821 
LOGONCAMP2 0.034802 0.013555 2.567512 0.0102 
VERYCOMP2 -0.089643 0.021132 -4.241969 0.0000 
LOGNUMSPORTS2 0.070983 0.012149 5.842707 0.0000 
LOGGRADS2 0.009261 0.009781 0.946903 0.3437 
LOGFTUND2 -0.100982 0.010812 -9.339537 0.0000 
BM2 0.148940 0.019189 7.761696 0.0000 
FRATSOR2 -0.029737 0.053043 -0.560626 0.5751 
C 3.836701 0.196841 19.49135 0.0000 
     
     R-squared 0.750804     Mean dependent var 11.66077 
Adjusted R-squared 0.750523     S.D. dependent var 0.542845 
S.E. of regression 0.271138     Akaike info criterion 0.228782 
Sum squared resid 2155.488     Schwarz criterion 0.238381 
Log likelihood -3323.830     Hannan-Quinn criter. 0.231865 
F-statistic 2676.916     Durbin-Watson stat 1.701579 
Prob(F-statistic) 0.000000    
 35 
Franklin County region: 1-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:37   
Sample (adjusted): 1 19282   
Included observations: 19282 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.020355 0.003951 5.152291 0.0000 
SDYTAX -0.039417 0.008202 -4.805821 0.0000 
LOGAGEHOUSE_1 -0.075141 0.001974 -38.07334 0.0000 
BLUECOLL_C -0.004610 0.000259 -17.77952 0.0000 
LOGBUILDINGSQ 0.515468 0.008292 62.16780 0.0000 
LOGCOMMUTE_CB -0.269104 0.015572 -17.28117 0.0000 
LOGDENSITY_CB 0.009175 0.002961 3.098582 0.0019 
EFFMILLS_S -0.003739 0.000679 -5.508773 0.0000 
LOGLOTSIZE 0.091206 0.003370 27.06635 0.0000 
LOGMINDIST 0.000987 0.003042 0.324580 0.7455 
OFFENSECAP -0.000239 3.85E-05 -6.209201 0.0000 
OWNEROCC_C -0.000650 0.000215 -3.021350 0.0025 
PCT4ALL99 -0.001947 0.000326 -5.968931 0.0000 
PCT9ALL99 0.000869 0.000340 2.555069 0.0106 
LOGTOTXP00_SD 0.480554 0.026471 18.15383 0.0000 
PCTRESVAL9 0.003537 0.000396 8.926982 0.0000 
PCTAGVAL99 -0.000800 0.000570 -1.403948 0.1604 
LOGPERCAPINC_ 0.363332 0.010158 35.76785 0.0000 
POVERTY_CB -0.000850 0.000382 -2.226859 0.0260 
LOGTOTALBATH_1 0.234672 0.012148 19.31726 0.0000 
LOGTOTRESVAL9 -0.025677 0.003313 -7.749537 0.0000 
UNEMP_CBG -0.001717 0.000590 -2.911292 0.0036 
PCTDETACHE 6.06E-05 0.000167 0.361728 0.7176 
RURALHSG_C 0.000918 0.000149 6.166896 0.0000 
NEARCOLL1 0.789506 0.247994 3.183565 0.0015 
LOGCAMPACRES1 0.099814 0.087034 1.146839 0.2515 
LOGONCAMP1 -0.008592 0.042875 -0.200393 0.8412 
VERYCOMP1 0.287351 0.075098 3.826346 0.0001 
LOGNUMSPORTS1 -0.062653 0.137079 -0.457057 0.6476 
LOGGRADS1 0.014779 0.004414 3.348521 0.0008 
LOGFTUND1 -0.163200 0.060616 -2.692365 0.0071 
BM1 0.365828 0.173502 2.108491 0.0350 
FRATSOR1 -0.131016 0.181407 -0.722224 0.4702 
C 0.504863 0.252526 1.999247 0.0456 
     
     R-squared 0.804190     Mean dependent var 11.78314 
Adjusted R-squared 0.803854     S.D. dependent var 0.558774 
S.E. of regression 0.247472     Akaike info criterion 0.046723 
Sum squared resid 1178.793     Schwarz criterion 0.060595 
Log likelihood -416.4544     Hannan-Quinn criter. 0.051269 
F-statistic 2395.491     Durbin-Watson stat 1.593656 
Prob(F-statistic) 0.000000    
 36 
Franklin County region: 1.25-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:38   
Sample (adjusted): 1 19282   
Included observations: 19282 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.020460 0.003954 5.173997 0.0000 
SDYTAX -0.040061 0.008264 -4.847887 0.0000 
LOGAGEHOUSE_1 -0.075380 0.001981 -38.05670 0.0000 
BLUECOLL_C -0.004573 0.000261 -17.52738 0.0000 
LOGBUILDINGSQ 0.510276 0.008301 61.47463 0.0000 
LOGCOMMUTE_CB -0.266082 0.015675 -16.97449 0.0000 
LOGDENSITY_CB 0.009008 0.002963 3.040396 0.0024 
EFFMILLS_S -0.003527 0.000682 -5.175054 0.0000 
LOGLOTSIZE 0.092332 0.003385 27.27288 0.0000 
LOGMINDIST 0.002805 0.003061 0.916460 0.3594 
OFFENSECAP -0.000277 3.86E-05 -7.180287 0.0000 
OWNEROCC_C -0.000628 0.000215 -2.918457 0.0035 
PCT4ALL99 -0.002028 0.000329 -6.171438 0.0000 
PCT9ALL99 0.000893 0.000344 2.597389 0.0094 
LOGTOTXP00_SD 0.483477 0.026649 18.14236 0.0000 
PCTRESVAL9 0.003602 0.000397 9.065506 0.0000 
PCTAGVAL99 -0.000821 0.000571 -1.438758 0.1502 
LOGPERCAPINC_ 0.360549 0.010183 35.40681 0.0000 
POVERTY_CB -0.001360 0.000384 -3.543748 0.0004 
LOGTOTALBATH_1 0.238864 0.012149 19.66183 0.0000 
LOGTOTRESVAL9 -0.026209 0.003330 -7.869881 0.0000 
UNEMP_CBG -0.001258 0.000591 -2.128386 0.0333 
PCTDETACHE 4.46E-05 0.000168 0.266072 0.7902 
RURALHSG_C 0.000851 0.000150 5.681032 0.0000 
NEARCOLL1_25 0.050919 0.241482 0.210860 0.8330 
LOGCAMPACRES1_25 0.037878 0.036922 1.025911 0.3049 
LOGONCAMP1_25 0.009606 0.027442 0.350040 0.7263 
VERYCOMP1_25 0.105871 0.123354 0.858272 0.3908 
LOGNUMSPORTS1_25 -0.073071 0.103747 -0.704315 0.4812 
LOGGRADS1_25 0.012442 0.004569 2.723194 0.0065 
LOGFTUND1_25 -0.017868 0.043790 -0.408035 0.6833 
BM1_25 0.088465 0.029977 2.951102 0.0032 
FRATSOR1_25 -0.066409 0.038956 -1.704694 0.0883 
C 0.526520 0.254252 2.070857 0.0384 
     
     R-squared 0.804151     Mean dependent var 11.78314 
Adjusted R-squared 0.803815     S.D. dependent var 0.558774 
S.E. of regression 0.247496     Akaike info criterion 0.046921 
Sum squared resid 1179.026     Schwarz criterion 0.060793 
Log likelihood -418.3628     Hannan-Quinn criter. 0.051467 
F-statistic 2394.901     Durbin-Watson stat 1.593077 
Prob(F-statistic) 0.000000    
 37 
Franklin County region: 1.5-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:38   
Sample (adjusted): 1 19282   
Included observations: 19282 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.021033 0.003960 5.311844 0.0000 
SDYTAX -0.043474 0.008314 -5.229327 0.0000 
LOGAGEHOUSE_1 -0.074821 0.001983 -37.72657 0.0000 
BLUECOLL_C -0.004519 0.000263 -17.20595 0.0000 
LOGBUILDINGSQ 0.512464 0.008320 61.59569 0.0000 
LOGCOMMUTE_CB -0.260292 0.015891 -16.37984 0.0000 
LOGDENSITY_CB 0.009311 0.002970 3.134770 0.0017 
EFFMILLS_S -0.003219 0.000684 -4.706588 0.0000 
LOGLOTSIZE 0.091448 0.003391 26.96763 0.0000 
LOGMINDIST 0.000540 0.003034 0.177960 0.8588 
OFFENSECAP -0.000273 3.86E-05 -7.081564 0.0000 
OWNEROCC_C -0.000631 0.000216 -2.918733 0.0035 
PCT4ALL99 -0.001889 0.000326 -5.792620 0.0000 
PCT9ALL99 0.000767 0.000345 2.220346 0.0264 
LOGTOTXP00_SD 0.463165 0.026795 17.28537 0.0000 
PCTRESVAL9 0.003772 0.000398 9.475126 0.0000 
PCTAGVAL99 -0.000558 0.000570 -0.978235 0.3280 
LOGPERCAPINC_ 0.363759 0.010263 35.44388 0.0000 
POVERTY_CB -0.001210 0.000386 -3.135870 0.0017 
LOGTOTALBATH_1 0.242601 0.012182 19.91534 0.0000 
LOGTOTRESVAL9 -0.024026 0.003313 -7.251984 0.0000 
UNEMP_CBG -0.001224 0.000587 -2.083782 0.0372 
PCTDETACHE 5.32E-05 0.000168 0.316634 0.7515 
RURALHSG_C 0.000862 0.000150 5.736390 0.0000 
NEARCOLL1_5 0.705721 0.142257 4.960872 0.0000 
LOGCAMPACRES1_5 0.239248 0.030755 7.779270 0.0000 
LOGONCAMP1_5 0.115794 0.016155 7.167613 0.0000 
VERYCOMP1_5 0.126744 0.032390 3.913046 0.0001 
LOGNUMSPORTS1_5 -0.317892 0.046692 -6.808263 0.0000 
LOGGRADS1_5 0.011744 0.002977 3.945546 0.0001 
LOGFTUND1_5 -0.209511 0.032206 -6.505272 0.0000 
BM1_5 0.514429 0.083721 6.144595 0.0000 
FRATSOR1_5 -0.504609 0.081901 -6.161200 0.0000 
C 0.576693 0.256147 2.251413 0.0244 
     
     R-squared 0.803709     Mean dependent var 11.78314 
Adjusted R-squared 0.803373     S.D. dependent var 0.558774 
S.E. of regression 0.247775     Akaike info criterion 0.049174 
Sum squared resid 1181.686     Schwarz criterion 0.063046 
Log likelihood -440.0874     Hannan-Quinn criter. 0.053721 
F-statistic 2388.198     Durbin-Watson stat 1.589993 
Prob(F-statistic) 0.000000    
 38 
Franklin County region: 1.75-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:39   
Sample (adjusted): 1 19282   
Included observations: 19282 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.021983 0.003967 5.542051 0.0000 
SDYTAX -0.045232 0.008460 -5.346393 0.0000 
LOGAGEHOUSE_1 -0.074444 0.001984 -37.52574 0.0000 
BLUECOLL_C -0.004608 0.000264 -17.45003 0.0000 
LOGBUILDINGSQ 0.520613 0.008319 62.57972 0.0000 
LOGCOMMUTE_CB -0.257544 0.016155 -15.94210 0.0000 
LOGDENSITY_CB 0.010621 0.002972 3.573825 0.0004 
EFFMILLS_S -0.002904 0.000691 -4.204872 0.0000 
LOGLOTSIZE 0.090473 0.003393 26.66676 0.0000 
LOGMINDIST -0.001126 0.003041 -0.370244 0.7112 
OFFENSECAP -0.000267 3.86E-05 -6.917804 0.0000 
OWNEROCC_C -0.000648 0.000217 -2.987991 0.0028 
PCT4ALL99 -0.001733 0.000328 -5.286140 0.0000 
PCT9ALL99 0.000619 0.000348 1.777828 0.0754 
LOGTOTXP00_SD 0.433365 0.027103 15.98967 0.0000 
PCTRESVAL9 0.003941 0.000400 9.843981 0.0000 
PCTAGVAL99 -0.000280 0.000572 -0.489972 0.6242 
LOGPERCAPINC_ 0.366700 0.010264 35.72777 0.0000 
POVERTY_CB -0.000763 0.000390 -1.959841 0.0500 
LOGTOTALBATH_1 0.238248 0.012205 19.51974 0.0000 
LOGTOTRESVAL9 -0.022056 0.003333 -6.616508 0.0000 
UNEMP_CBG -0.001190 0.000586 -2.031619 0.0422 
PCTDETACHE 3.50E-05 0.000169 0.207175 0.8359 
RURALHSG_C 0.000919 0.000151 6.102799 0.0000 
NEARCOLL1_75 0.546580 0.123221 4.435764 0.0000 
LOGCAMPACRES1_75 0.257797 0.025305 10.18754 0.0000 
LOGONCAMP1_75 0.155031 0.014140 10.96428 0.0000 
VERYCOMP1_75 0.041811 0.026135 1.599810 0.1097 
LOGNUMSPORTS1_75 -0.385128 0.038121 -10.10288 0.0000 
LOGGRADS1_75 0.003011 0.002667 1.128959 0.2589 
LOGFTUND1_75 -0.190727 0.028410 -6.713468 0.0000 
BM1_75 0.517925 0.073501 7.046502 0.0000 
FRATSOR1_75 -0.585944 0.072741 -8.055175 0.0000 
C 0.691682 0.258544 2.675297 0.0075 
     
     R-squared 0.803489     Mean dependent var 11.78314 
Adjusted R-squared 0.803153     S.D. dependent var 0.558774 
S.E. of regression 0.247914     Akaike info criterion 0.050293 
Sum squared resid 1183.009     Schwarz criterion 0.064164 
Log likelihood -450.8703     Hannan-Quinn criter. 0.054839 
F-statistic 2384.877     Durbin-Watson stat 1.588777 
Prob(F-statistic) 0.000000    
 39 
Franklin County region: 2-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 05/01/08   Time: 22:04   
Sample (adjusted): 1 19282   
Included observations: 19282 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.022382 0.003965 5.644523 0.0000 
SDYTAX -0.045960 0.008566 -5.365387 0.0000 
LOGAGEHOUSE_1 -0.074318 0.001978 -37.57572 0.0000 
BLUECOLL_C -0.004645 0.000264 -17.58689 0.0000 
LOGBUILDINGSQ 0.526610 0.008306 63.40061 0.0000 
LOGCOMMUTE_CB -0.258147 0.016233 -15.90260 0.0000 
LOGDENSITY_CB 0.010224 0.002971 3.441932 0.0006 
EFFMILLS_S -0.002610 0.000697 -3.743223 0.0002 
LOGLOTSIZE 0.089640 0.003381 26.51034 0.0000 
LOGMINDIST -0.002461 0.003044 -0.808436 0.4188 
OFFENSECAP -0.000265 3.86E-05 -6.868717 0.0000 
OWNEROCC_C -0.000641 0.000217 -2.960585 0.0031 
PCT4ALL99 -0.001596 0.000331 -4.828008 0.0000 
PCT9ALL99 0.000525 0.000352 1.489303 0.1364 
LOGTOTXP00_SD 0.421791 0.027400 15.39361 0.0000 
PCTRESVAL9 0.004062 0.000401 10.12918 0.0000 
PCTAGVAL99 -0.000109 0.000572 -0.189827 0.8494 
LOGPERCAPINC_ 0.363291 0.010228 35.51903 0.0000 
POVERTY_CB -0.000493 0.000391 -1.260409 0.2075 
LOGTOTALBATH_1 0.237395 0.012176 19.49744 0.0000 
LOGTOTRESVAL9 -0.021512 0.003346 -6.428397 0.0000 
UNEMP_CBG -0.001040 0.000584 -1.780308 0.0750 
PCTDETACHE 5.89E-05 0.000169 0.348035 0.7278 
RURALHSG_C 0.000923 0.000151 6.129633 0.0000 
NEARCOLL2 0.572537 0.112008 5.111586 0.0000 
LOGCAMPACRES2 0.285100 0.022288 12.79137 0.0000 
LOGONCAMP2 0.181885 0.013049 13.93828 0.0000 
VERYCOMP2 0.017355 0.023713 0.731882 0.4642 
LOGNUMSPORTS2 -0.436522 0.033762 -12.92925 0.0000 
LOGGRADS2 0.002498 0.002485 1.005115 0.3149 
LOGFTUND2 -0.208773 0.026085 -8.003442 0.0000 
BM2 0.576544 0.064786 8.899169 0.0000 
FRATSOR2 -0.664893 0.064777 -10.26441 0.0000 
C 0.768290 0.259692 2.958466 0.0031 
     
     R-squared 0.804272     Mean dependent var 11.78314 
Adjusted R-squared 0.803936     S.D. dependent var 0.558774 
S.E. of regression 0.247420     Akaike info criterion 0.046303 
Sum squared resid 1178.298     Schwarz criterion 0.060175 
Log likelihood -412.4075     Hannan-Quinn criter. 0.050849 
F-statistic 2396.742     Durbin-Watson stat 1.596549 
Prob(F-statistic) 0.000000    
 40 
Hamilton County region: 1-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/08/08   Time: 17:57   
Sample (adjusted): 1 9925   
Included observations: 9925 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.037425 0.006684 5.598837 0.0000 
SDYTAX 0.055626 0.031694 1.755072 0.0793 
LOGAGEHOUSE_1 -0.111603 0.004726 -23.61310 0.0000 
BLUECOLL_C -0.006455 0.000416 -15.53125 0.0000 
LOGBUILDINGSQ 0.455108 0.011249 40.45893 0.0000 
LOGCOMMUTE_CB -0.319380 0.026479 -12.06166 0.0000 
LOGDENSITY_CB 0.055610 0.005439 10.22479 0.0000 
EFFMILLS_S -0.003825 0.001060 -3.607533 0.0003 
LOGLOTSIZE 0.111310 0.005424 20.52329 0.0000 
LOGMINDIST -0.007945 0.004233 -1.876844 0.0606 
OFFENSECAP 0.000252 0.000139 1.819498 0.0689 
OWNEROCC_C -0.002433 0.000397 -6.130057 0.0000 
PCT4ALL99 0.003801 0.000539 7.055334 0.0000 
PCT9ALL99 -0.003560 0.000656 -5.423481 0.0000 
LOGTOTXP00_SD 0.220749 0.041558 5.311837 0.0000 
PCTRESVAL9 0.004146 0.000564 7.347055 0.0000 
PCTAGVAL99 0.044588 0.005670 7.863793 0.0000 
LOGPERCAPINC_ 0.413953 0.014791 27.98693 0.0000 
POVERTY_CB -0.000652 0.000623 -1.047389 0.2949 
LOGTOTALBATH_1 0.314803 0.017675 17.81055 0.0000 
LOGTOTRESVAL9 0.007021 0.003885 1.807121 0.0708 
UNEMP_CBG -0.001876 0.000991 -1.893087 0.0584 
PCTDETACHE 0.000959 0.000320 2.993822 0.0028 
RURALHSG_C 0.001869 0.000296 6.313838 0.0000 
NEARCOLL1 0.334612 0.156798 2.134037 0.0329 
LOGCAMPACRES1 0.166110 0.049776 3.337131 0.0008 
LOGONCAMP1 -0.162895 0.035217 -4.625411 0.0000 
VERYCOMP1 -1.287375 0.275835 -4.667185 0.0000 
C 1.862305 0.419281 4.441668 0.0000 
     
     R-squared 0.745776     Mean dependent var 11.69404 
Adjusted R-squared 0.745056     S.D. dependent var 0.575158 
S.E. of regression 0.290409     Akaike info criterion 0.367862 
Sum squared resid 834.6009     Schwarz criterion 0.388908 
Log likelihood -1796.517     Hannan-Quinn criter. 0.374989 
F-statistic 1036.794     Durbin-Watson stat 1.613336 
Prob(F-statistic) 0.000000    
     





Hamilton County region: 1.25-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/08/08   Time: 17:56   
Sample (adjusted): 1 9925   
Included observations: 9925 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.037114 0.006692 5.546306 0.0000 
SDYTAX 0.068060 0.032908 2.068189 0.0386 
LOGAGEHOUSE_1 -0.112594 0.004745 -23.72962 0.0000 
BLUECOLL_C -0.006298 0.000416 -15.12594 0.0000 
LOGBUILDINGSQ 0.452638 0.011274 40.15029 0.0000 
LOGCOMMUTE_CB -0.305770 0.026594 -11.49753 0.0000 
LOGDENSITY_CB 0.054328 0.005446 9.975068 0.0000 
EFFMILLS_S -0.003732 0.001068 -3.493530 0.0005 
LOGLOTSIZE 0.112014 0.005435 20.61026 0.0000 
LOGMINDIST -0.007843 0.004244 -1.847939 0.0646 
OFFENSECAP 0.000250 0.000140 1.785309 0.0742 
OWNEROCC_C -0.002503 0.000397 -6.301283 0.0000 
PCT4ALL99 0.003727 0.000541 6.884775 0.0000 
PCT9ALL99 -0.003510 0.000661 -5.313920 0.0000 
LOGTOTXP00_SD 0.227738 0.041709 5.460156 0.0000 
PCTRESVAL9 0.004146 0.000564 7.346170 0.0000 
PCTAGVAL99 0.044022 0.005685 7.743156 0.0000 
LOGPERCAPINC_ 0.417552 0.014770 28.26998 0.0000 
POVERTY_CB -0.001181 0.000623 -1.895066 0.0581 
LOGTOTALBATH_1 0.314687 0.017712 17.76704 0.0000 
LOGTOTRESVAL9 0.006093 0.003908 1.559170 0.1190 
UNEMP_CBG -0.001959 0.000982 -1.995509 0.0460 
PCTDETACHE 0.000967 0.000321 3.013474 0.0026 
RURALHSG_C 0.001827 0.000296 6.162383 0.0000 
NEARCOLL1_25 0.106182 0.131374 0.808244 0.4190 
LOGCAMPACRES1_25 0.109979 0.040775 2.697201 0.0070 
LOGONCAMP1_25 -0.088087 0.029114 -3.025589 0.0025 
VERYCOMP1_25 -0.747953 0.228216 -3.277389 0.0011 
C 1.764551 0.420420 4.197115 0.0000 
     
     R-squared 0.745260     Mean dependent var 11.69404 
Adjusted R-squared 0.744540     S.D. dependent var 0.575158 
S.E. of regression 0.290703     Akaike info criterion 0.369887 
Sum squared resid 836.2921     Schwarz criterion 0.390933 
Log likelihood -1806.563     Hannan-Quinn criter. 0.377013 
F-statistic 1033.983     Durbin-Watson stat 1.613034 
Prob(F-statistic) 0.000000    
     





Hamilton County region: 1.5-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/08/08   Time: 16:56   
Sample (adjusted): 1 9925   
Included observations: 9925 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.036320 0.006688 5.430907 0.0000 
SDYTAX 0.079958 0.033177 2.409999 0.0160 
LOGAGEHOUSE_1 -0.111813 0.004743 -23.57207 0.0000 
BLUECOLL_C -0.006157 0.000417 -14.75158 0.0000 
LOGBUILDINGSQ 0.455106 0.011298 40.28208 0.0000 
LOGCOMMUTE_CB -0.307170 0.026659 -11.52237 0.0000 
LOGDENSITY_CB 0.054229 0.005450 9.950312 0.0000 
EFFMILLS_S -0.003768 0.001077 -3.498179 0.0005 
LOGLOTSIZE 0.111811 0.005433 20.58049 0.0000 
LOGMINDIST -0.007492 0.004247 -1.763937 0.0778 
OFFENSECAP 0.000270 0.000141 1.908214 0.0564 
OWNEROCC_C -0.002467 0.000399 -6.188892 0.0000 
PCT4ALL99 0.003634 0.000544 6.682297 0.0000 
PCT9ALL99 -0.003417 0.000664 -5.143040 0.0000 
LOGTOTXP00_SD 0.233950 0.041874 5.587025 0.0000 
PCTRESVAL9 0.004043 0.000564 7.168103 0.0000 
PCTAGVAL99 0.043279 0.005697 7.596608 0.0000 
LOGPERCAPINC_ 0.421549 0.014757 28.56567 0.0000 
POVERTY_CB -0.001211 0.000631 -1.919669 0.0549 
LOGTOTALBATH_1 0.313723 0.017693 17.73167 0.0000 
LOGTOTRESVAL9 0.003147 0.003976 0.791464 0.4287 
UNEMP_CBG -0.001948 0.000973 -2.002031 0.0453 
PCTDETACHE 0.000900 0.000323 2.789841 0.0053 
RURALHSG_C 0.001810 0.000296 6.110746 0.0000 
NEARCOLL1_5 0.092690 0.109572 0.845928 0.3976 
LOGCAMPACRES1_5 0.154001 0.035136 4.382965 0.0000 
LOGONCAMP1_5 -0.114815 0.024785 -4.632453 0.0000 
VERYCOMP1_5 -0.969604 0.194273 -4.990925 0.0000 
C 1.719867 0.421538 4.079980 0.0000 
     
     R-squared 0.745674     Mean dependent var 11.69404 
Adjusted R-squared 0.744955     S.D. dependent var 0.575158 
S.E. of regression 0.290467     Akaike info criterion 0.368261 
Sum squared resid 834.9338     Schwarz criterion 0.389307 
Log likelihood -1798.496     Hannan-Quinn criter. 0.375388 
F-statistic 1036.240     Durbin-Watson stat 1.614991 
Prob(F-statistic) 0.000000    
     





Hamilton County region: 1.75-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/08/08   Time: 16:57   
Sample (adjusted): 1 9925   
Included observations: 9925 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.037328 0.006693 5.577029 0.0000 
SDYTAX 0.081827 0.034088 2.400501 0.0164 
LOGAGEHOUSE_1 -0.113057 0.004745 -23.82711 0.0000 
BLUECOLL_C -0.006233 0.000418 -14.89567 0.0000 
LOGBUILDINGSQ 0.451913 0.011305 39.97439 0.0000 
LOGCOMMUTE_CB -0.304487 0.026593 -11.44971 0.0000 
LOGDENSITY_CB 0.053252 0.005474 9.727686 0.0000 
EFFMILLS_S -0.003657 0.001087 -3.363793 0.0008 
LOGLOTSIZE 0.111491 0.005436 20.50905 0.0000 
LOGMINDIST -0.007137 0.004253 -1.677860 0.0934 
OFFENSECAP 0.000250 0.000143 1.743564 0.0813 
OWNEROCC_C -0.002645 0.000399 -6.620536 0.0000 
PCT4ALL99 0.003495 0.000547 6.384898 0.0000 
PCT9ALL99 -0.003240 0.000669 -4.844162 0.0000 
LOGTOTXP00_SD 0.241399 0.042155 5.726416 0.0000 
PCTRESVAL9 0.004065 0.000566 7.187026 0.0000 
PCTAGVAL99 0.044278 0.005722 7.738882 0.0000 
LOGPERCAPINC_ 0.423669 0.014844 28.54227 0.0000 
POVERTY_CB -0.001150 0.000640 -1.796555 0.0724 
LOGTOTALBATH_1 0.312027 0.017705 17.62374 0.0000 
LOGTOTRESVAL9 0.004284 0.004051 1.057601 0.2903 
UNEMP_CBG -0.002015 0.000971 -2.074855 0.0380 
PCTDETACHE 0.001029 0.000324 3.179956 0.0015 
RURALHSG_C 0.001794 0.000296 6.049022 0.0000 
NEARCOLL1_75 0.202038 0.095960 2.105428 0.0353 
LOGCAMPACRES1_75 0.046037 0.031702 1.452167 0.1465 
LOGONCAMP1_75 -0.056751 0.021927 -2.588191 0.0097 
VERYCOMP1_75 -0.496142 0.172288 -2.879727 0.0040 
C 1.633683 0.422364 3.867949 0.0001 
     
     R-squared 0.745288     Mean dependent var 11.69404 
Adjusted R-squared 0.744567     S.D. dependent var 0.575158 
S.E. of regression 0.290687     Akaike info criterion 0.369780 
Sum squared resid 836.2028     Schwarz criterion 0.390826 
Log likelihood -1806.033     Hannan-Quinn criter. 0.376907 
F-statistic 1034.131     Durbin-Watson stat 1.613015 
Prob(F-statistic) 0.000000    
     





Hamilton County region: 2-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/08/08   Time: 16:58   
Sample (adjusted): 1 9925   
Included observations: 9925 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.038277 0.006693 5.718515 0.0000 
SDYTAX 0.068782 0.034224 2.009781 0.0445 
LOGAGEHOUSE_1 -0.114778 0.004749 -24.17002 0.0000 
BLUECOLL_C -0.006477 0.000417 -15.51589 0.0000 
LOGBUILDINGSQ 0.449102 0.011307 39.72069 0.0000 
LOGCOMMUTE_CB -0.302390 0.026801 -11.28281 0.0000 
LOGDENSITY_CB 0.051969 0.005481 9.482226 0.0000 
EFFMILLS_S -0.003602 0.001092 -3.297106 0.0010 
LOGLOTSIZE 0.111476 0.005430 20.52935 0.0000 
LOGMINDIST -0.006845 0.004257 -1.607710 0.1079 
OFFENSECAP 0.000213 0.000144 1.477878 0.1395 
OWNEROCC_C -0.002806 0.000401 -7.005620 0.0000 
PCT4ALL99 0.003397 0.000550 6.173543 0.0000 
PCT9ALL99 -0.003117 0.000671 -4.646710 0.0000 
LOGTOTXP00_SD 0.248170 0.042357 5.858943 0.0000 
PCTRESVAL9 0.004197 0.000567 7.396029 0.0000 
PCTAGVAL99 0.045729 0.005742 7.963743 0.0000 
LOGPERCAPINC_ 0.419183 0.014897 28.13868 0.0000 
POVERTY_CB -0.000905 0.000647 -1.399121 0.1618 
LOGTOTALBATH_1 0.312361 0.017696 17.65184 0.0000 
LOGTOTRESVAL9 0.007002 0.004119 1.700049 0.0892 
UNEMP_CBG -0.002025 0.000972 -2.083985 0.0372 
PCTDETACHE 0.001174 0.000324 3.624879 0.0003 
RURALHSG_C 0.001777 0.000296 5.994025 0.0000 
NEARCOLL2 0.284265 0.083251 3.414564 0.0006 
LOGCAMPACRES2 -0.056917 0.028143 -2.022419 0.0432 
LOGONCAMP2 0.000845 0.019443 0.043485 0.9653 
VERYCOMP2 -0.017711 0.152835 -0.115882 0.9077 
C 1.583762 0.422667 3.747069 0.0002 
     
     R-squared 0.745385     Mean dependent var 11.69404 
Adjusted R-squared 0.744665     S.D. dependent var 0.575158 
S.E. of regression 0.290632     Akaike info criterion 0.369397 
Sum squared resid 835.8824     Schwarz criterion 0.390443 
Log likelihood -1804.131     Hannan-Quinn criter. 0.376523 
F-statistic 1034.663     Durbin-Watson stat 1.611189 
Prob(F-statistic) 0.000000    
     





All regions: 1-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:36   
Sample (adjusted): 1 58562   
Included observations: 58561 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.022601 0.002547 8.873390 0.0000 
SDYTAX -0.050924 0.006205 -8.206482 0.0000 
LOGAGEHOUSE_1 -0.070689 0.001395 -50.68013 0.0000 
BLUECOLL_C -0.003708 0.000151 -24.57071 0.0000 
LOGBUILDINGSQ 0.484980 0.004674 103.7546 0.0000 
LOGCOMMUTE_CB -0.156055 0.008957 -17.42363 0.0000 
LOGDENSITY_CB 0.022080 0.001930 11.44251 0.0000 
EFFMILLS_S -0.000499 0.000270 -1.851633 0.0641 
LOGLOTSIZE 0.093807 0.001988 47.17797 0.0000 
LOGMINDIST -0.001494 0.001658 -0.900859 0.3677 
OFFENSECAP -0.000402 3.36E-05 -11.97607 0.0000 
OWNEROCC_C 0.000272 0.000141 1.926235 0.0541 
PCT4ALL99 0.000378 0.000164 2.299163 0.0215 
PCT9ALL99 0.001653 0.000151 10.94692 0.0000 
LOGTOTXP00_SD 0.207917 0.012744 16.31447 0.0000 
PCTRESVAL9 0.000996 0.000161 6.201454 0.0000 
PCTAGVAL99 0.000893 0.000445 2.008675 0.0446 
LOGPERCAPINC_ 0.355955 0.006073 58.61475 0.0000 
POVERTY_CB -0.002079 0.000232 -8.950134 0.0000 
LOGTOTALBATH_1 0.227126 0.007084 32.06261 0.0000 
LOGTOTRESVAL9 -0.000666 0.001639 -0.406384 0.6845 
UNEMP_CBG -0.001140 0.000373 -3.054002 0.0023 
PCTDETACHE -0.000638 0.000110 -5.803099 0.0000 
RURALHSG_C 0.000890 9.32E-05 9.540577 0.0000 
NEARCOLL1 0.111025 0.048959 2.267746 0.0233 
LOGCAMPACRES1 0.009818 0.006542 1.500911 0.1334 
LOGONCAMP1 -0.027888 0.007028 -3.968380 0.0001 
VERYCOMP1 0.106097 0.015185 6.986945 0.0000 
LOGNUMSPORTS1 0.017714 0.013953 1.269574 0.2042 
LOGGRADS1 0.020802 0.002542 8.181661 0.0000 
LOGFTUND1 -0.028500 0.008657 -3.292053 0.0010 
BM1 0.051967 0.014707 3.533374 0.0004 
FRATSOR1 0.032697 0.017604 1.857315 0.0633 
C 2.194626 0.133654 16.42016 0.0000 
     
     R-squared 0.758761     Mean dependent var 11.70670 
Adjusted R-squared 0.758625     S.D. dependent var 0.556398 
S.E. of regression 0.273358     Akaike info criterion 0.244511 
Sum squared resid 4373.403     Schwarz criterion 0.249723 
Log likelihood -7125.394     Hannan-Quinn criter. 0.246132 
F-statistic 5578.283     Durbin-Watson stat 1.623518 
Prob(F-statistic) 0.000000    
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All regions: 1.25-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:35   
Sample (adjusted): 1 58562   
Included observations: 58561 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.022304 0.002545 8.765562 0.0000 
SDYTAX -0.048386 0.006213 -7.787849 0.0000 
LOGAGEHOUSE_1 -0.071519 0.001397 -51.20601 0.0000 
BLUECOLL_C -0.003618 0.000151 -23.95089 0.0000 
LOGBUILDINGSQ 0.483030 0.004674 103.3540 0.0000 
LOGCOMMUTE_CB -0.151492 0.008940 -16.94535 0.0000 
LOGDENSITY_CB 0.022263 0.001927 11.55375 0.0000 
EFFMILLS_S -0.000174 0.000268 -0.648852 0.5164 
LOGLOTSIZE 0.094146 0.001987 47.36969 0.0000 
LOGMINDIST -0.000326 0.001662 -0.196120 0.8445 
OFFENSECAP -0.000415 3.35E-05 -12.36829 0.0000 
OWNEROCC_C 0.000288 0.000141 2.042578 0.0411 
PCT4ALL99 0.000393 0.000164 2.398116 0.0165 
PCT9ALL99 0.001597 0.000151 10.57248 0.0000 
LOGTOTXP00_SD 0.226115 0.012863 17.57818 0.0000 
PCTRESVAL9 0.001130 0.000161 7.008537 0.0000 
PCTAGVAL99 0.000937 0.000444 2.109001 0.0349 
LOGPERCAPINC_ 0.355047 0.006063 58.55605 0.0000 
POVERTY_CB -0.002253 0.000232 -9.697863 0.0000 
LOGTOTALBATH_1 0.229544 0.007076 32.43819 0.0000 
LOGTOTRESVAL9 -0.000986 0.001641 -0.600905 0.5479 
UNEMP_CBG -0.001070 0.000372 -2.873131 0.0041 
PCTDETACHE -0.000611 0.000110 -5.553818 0.0000 
RURALHSG_C 0.000880 9.32E-05 9.442994 0.0000 
NEARCOLL1_25 -0.012068 0.036167 -0.333665 0.7386 
LOGCAMPACRES1_25 0.006924 0.005225 1.325044 0.1852 
LOGONCAMP1_25 0.020495 0.006056 3.384296 0.0007 
VERYCOMP1_25 0.073556 0.012087 6.085656 0.0000 
LOGNUMSPORTS1_25 -0.061865 0.011921 -5.189644 0.0000 
LOGGRADS1_25 0.012185 0.002104 5.791805 0.0000 
LOGFTUND1_25 -0.000308 0.006601 -0.046657 0.9628 
BM1_25 0.034474 0.010585 3.257000 0.0011 
FRATSOR1_25 -0.109832 0.010016 -10.96607 0.0000 
C 2.020495 0.134420 15.03126 0.0000 
     
     R-squared 0.759341     Mean dependent var 11.70670 
Adjusted R-squared 0.759206     S.D. dependent var 0.556398 
S.E. of regression 0.273029     Akaike info criterion 0.242104 
Sum squared resid 4362.889     Schwarz criterion 0.247316 
Log likelihood -7054.920     Hannan-Quinn criter. 0.243725 
F-statistic 5595.999     Durbin-Watson stat 1.626459 
Prob(F-statistic) 0.000000    
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All regions: 1.5-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:33   
Sample (adjusted): 1 58562   
Included observations: 58561 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.022634 0.002546 8.890341 0.0000 
SDYTAX -0.047644 0.006254 -7.618237 0.0000 
LOGAGEHOUSE_1 -0.071020 0.001397 -50.82556 0.0000 
BLUECOLL_C -0.003641 0.000151 -24.05023 0.0000 
LOGBUILDINGSQ 0.483110 0.004679 103.2425 0.0000 
LOGCOMMUTE_CB -0.153399 0.008969 -17.10279 0.0000 
LOGDENSITY_CB 0.021820 0.001929 11.31121 0.0000 
EFFMILLS_S -0.000207 0.000270 -0.767754 0.4426 
LOGLOTSIZE 0.093610 0.001990 47.04045 0.0000 
LOGMINDIST -0.000883 0.001662 -0.531370 0.5952 
OFFENSECAP -0.000431 3.36E-05 -12.83354 0.0000 
OWNEROCC_C 0.000240 0.000141 1.694841 0.0901 
PCT4ALL99 0.000426 0.000164 2.594360 0.0095 
PCT9ALL99 0.001573 0.000151 10.39160 0.0000 
LOGTOTXP00_SD 0.217088 0.012873 16.86338 0.0000 
PCTRESVAL9 0.001112 0.000162 6.862388 0.0000 
PCTAGVAL99 0.000892 0.000445 2.003677 0.0451 
LOGPERCAPINC_ 0.355791 0.006080 58.51677 0.0000 
POVERTY_CB -0.002296 0.000233 -9.837049 0.0000 
LOGTOTALBATH_1 0.230881 0.007081 32.60544 0.0000 
LOGTOTRESVAL9 -0.000547 0.001644 -0.332922 0.7392 
UNEMP_CBG -0.000962 0.000372 -2.586015 0.0097 
PCTDETACHE -0.000602 0.000110 -5.457391 0.0000 
RURALHSG_C 0.000870 9.33E-05 9.327383 0.0000 
NEARCOLL1_5 -0.158098 0.033436 -4.728342 0.0000 
LOGCAMPACRES1_5 0.016353 0.004531 3.609420 0.0003 
LOGONCAMP1_5 0.020296 0.005179 3.919101 0.0001 
VERYCOMP1_5 0.080138 0.010052 7.972141 0.0000 
LOGNUMSPORTS1_5 -0.030312 0.009694 -3.126875 0.0018 
LOGGRADS1_5 0.011035 0.001959 5.634208 0.0000 
LOGFTUND1_5 -0.003316 0.006342 -0.522833 0.6011 
BM1_5 0.065366 0.010659 6.132447 0.0000 
FRATSOR1_5 -0.080743 0.012690 -6.362785 0.0000 
C 2.104545 0.134544 15.64209 0.0000 
     
     R-squared 0.759100     Mean dependent var 11.70670 
Adjusted R-squared 0.758964     S.D. dependent var 0.556398 
S.E. of regression 0.273166     Akaike info criterion 0.243107 
Sum squared resid 4367.269     Schwarz criterion 0.248320 
Log likelihood -7084.299     Hannan-Quinn criter. 0.244728 
F-statistic 5588.608     Durbin-Watson stat 1.624678 
Prob(F-statistic) 0.000000    
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All regions: 1.75-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:31   
Sample (adjusted): 1 58562   
Included observations: 58561 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.022821 0.002546 8.964614 0.0000 
SDYTAX -0.045189 0.006317 -7.153645 0.0000 
LOGAGEHOUSE_1 -0.070942 0.001397 -50.77810 0.0000 
BLUECOLL_C -0.003658 0.000152 -24.12018 0.0000 
LOGBUILDINGSQ 0.484311 0.004677 103.5478 0.0000 
LOGCOMMUTE_CB -0.154964 0.008956 -17.30226 0.0000 
LOGDENSITY_CB 0.022301 0.001929 11.56261 0.0000 
EFFMILLS_S -0.000179 0.000270 -0.662458 0.5077 
LOGLOTSIZE 0.092971 0.001990 46.72920 0.0000 
LOGMINDIST -0.001275 0.001660 -0.768070 0.4424 
OFFENSECAP -0.000439 3.36E-05 -13.07562 0.0000 
OWNEROCC_C 0.000164 0.000142 1.153436 0.2487 
PCT4ALL99 0.000411 0.000165 2.498449 0.0125 
PCT9ALL99 0.001581 0.000152 10.43091 0.0000 
LOGTOTXP00_SD 0.225914 0.012967 17.42239 0.0000 
PCTRESVAL9 0.001227 0.000163 7.507926 0.0000 
PCTAGVAL99 0.000991 0.000446 2.222926 0.0262 
LOGPERCAPINC_ 0.356457 0.006087 58.55873 0.0000 
POVERTY_CB -0.002172 0.000234 -9.282733 0.0000 
LOGTOTALBATH_1 0.231728 0.007080 32.73139 0.0000 
LOGTOTRESVAL9 -2.22E-05 0.001647 -0.013464 0.9893 
UNEMP_CBG -0.000987 0.000372 -2.655795 0.0079 
PCTDETACHE -0.000552 0.000111 -4.989606 0.0000 
RURALHSG_C 0.000892 9.32E-05 9.572913 0.0000 
NEARCOLL1_75 -0.159049 0.029632 -5.367399 0.0000 
LOGCAMPACRES1_75 0.012298 0.004065 3.025012 0.0025 
LOGONCAMP1_75 0.027474 0.004833 5.684213 0.0000 
VERYCOMP1_75 0.078056 0.008853 8.816683 0.0000 
LOGNUMSPORTS1_75 -0.015932 0.008716 -1.827906 0.0676 
LOGGRADS1_75 0.004259 0.001778 2.395152 0.0166 
LOGFTUND1_75 -0.006046 0.005978 -1.011509 0.3118 
BM1_75 0.055099 0.009754 5.648671 0.0000 
FRATSOR1_75 -0.114528 0.011472 -9.983032 0.0000 
C 1.998783 0.135066 14.79856 0.0000 
     
     R-squared 0.759300     Mean dependent var 11.70670 
Adjusted R-squared 0.759164     S.D. dependent var 0.556398 
S.E. of regression 0.273052     Akaike info criterion 0.242275 
Sum squared resid 4363.635     Schwarz criterion 0.247487 
Log likelihood -7059.925     Hannan-Quinn criter. 0.243896 
F-statistic 5594.739     Durbin-Watson stat 1.625596 
Prob(F-statistic) 0.000000    
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All regions: 2-mile radius 
Dependent Variable: LOGTRANAMT  
Method: Least Squares   
Date: 04/30/08   Time: 17:32   
Sample (adjusted): 1 58562   
Included observations: 58561 after adjustments 
     
      Coefficient Std. Error t-Statistic Prob.   
     
     BRICK 0.023058 0.002545 9.060570 0.0000 
SDYTAX -0.045216 0.006355 -7.115390 0.0000 
LOGAGEHOUSE_1 -0.070956 0.001397 -50.80484 0.0000 
BLUECOLL_C -0.003703 0.000152 -24.41375 0.0000 
LOGBUILDINGSQ 0.484765 0.004674 103.7254 0.0000 
LOGCOMMUTE_CB -0.158276 0.008943 -17.69742 0.0000 
LOGDENSITY_CB 0.022205 0.001928 11.51789 0.0000 
EFFMILLS_S -7.61E-05 0.000272 -0.279795 0.7796 
LOGLOTSIZE 0.092360 0.001988 46.46507 0.0000 
LOGMINDIST -0.001508 0.001658 -0.909263 0.3632 
OFFENSECAP -0.000449 3.36E-05 -13.37016 0.0000 
OWNEROCC_C 8.35E-05 0.000142 0.588279 0.5563 
PCT4ALL99 0.000431 0.000165 2.617106 0.0089 
PCT9ALL99 0.001548 0.000152 10.19411 0.0000 
LOGTOTXP00_SD 0.238931 0.013044 18.31704 0.0000 
PCTRESVAL9 0.001400 0.000165 8.509686 0.0000 
PCTAGVAL99 0.001185 0.000446 2.654968 0.0079 
LOGPERCAPINC_ 0.354398 0.006087 58.22289 0.0000 
POVERTY_CB -0.002100 0.000234 -8.967781 0.0000 
LOGTOTALBATH_1 0.233369 0.007074 32.98754 0.0000 
LOGTOTRESVAL9 0.000387 0.001650 0.234389 0.8147 
UNEMP_CBG -0.000865 0.000372 -2.328436 0.0199 
PCTDETACHE -0.000501 0.000111 -4.519592 0.0000 
RURALHSG_C 0.000907 9.32E-05 9.734702 0.0000 
NEARCOLL2 -0.132871 0.027067 -4.908935 0.0000 
LOGCAMPACRES2 0.007861 0.003701 2.123737 0.0337 
LOGONCAMP2 0.022606 0.004505 5.017455 0.0000 
VERYCOMP2 0.079836 0.007924 10.07519 0.0000 
LOGNUMSPORTS2 0.002367 0.008027 0.294888 0.7681 
LOGGRADS2 0.002134 0.001672 1.276069 0.2019 
LOGFTUND2 -0.008877 0.005571 -1.593621 0.1110 
BM2 0.057052 0.008934 6.386105 0.0000 
FRATSOR2 -0.130782 0.010541 -12.40726 0.0000 
C 1.896049 0.135476 13.99550 0.0000 
     
     R-squared 0.759743     Mean dependent var 11.70670 
Adjusted R-squared 0.759607     S.D. dependent var 0.556398 
S.E. of regression 0.272801     Akaike info criterion 0.240434 
Sum squared resid 4355.609     Schwarz criterion 0.245646 
Log likelihood -7006.022     Hannan-Quinn criter. 0.242055 
F-statistic 5608.316     Durbin-Watson stat 1.627293 
Prob(F-statistic) 0.000000    
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