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In an isolated single-particle quantum system a spatial disorder can induce Anderson localization.
Being a result of interference, this phenomenon is expected to be fragile in the face of dissipation.
Here we show that a proper dissipation can drive a disordered system into a steady state with
tunable localization properties. This can be achieved with a set of identical dissipative operators,
each one acting non-trivially on a pair of sites. Operators are parametrized by a uniform phase,
which controls selection of Anderson modes contributing to the state. On the microscopic level,
quantum trajectories of a system in the asymptotic regime exhibit intermittent dynamics consisting
of long-time sticking events near selected modes interrupted by inter-mode jumps.
PACS numbers: 03.65.Yz, 63.20.Ry
Localization by disorder is a fifty-year old phenomenon
which is still posing new puzzles and yielding new surprises
[1–3]. Anderson localization (AL) of non-interacting par-
ticles and waves in quantum systems is well-understood
now in the coherent Hamiltonian limit [4–9]; however, it
is less explored in the situation when the systems are
open, i.e., they interact with their environments [10].
An asymptotic localization in open disordered quantum
systems might sound like an oxymoron. Dissipative effects
can, in principle, play a constructive role in bringing quan-
tum systems into specific states [11–13] and stabilizing
them in metastable states [14–16]; they can also be used
to inhibit loses and induce coherence in Bose-Einstein
condensates [17–20]. Yet the phenomenon of AL relies
on a fine long-range interference [21], and it is intuitively
expected that dissipation will blur the latter and thus
eventually destroy the former. First evidences that An-
derson localization can tolerate dissipation and survive in
the asymptotic limit have been obtained for semi-classical
and classical systems. Namely, semi-classical dissipative
localization is exemplified by a random laser operating
in the Anderson regime, where localization reduces the
spatial overlap and suppresses competition between lasing
modes and thus improving stability of the laser [22, 23].
Classical active disordered lattices were shown to be able
to support so-called ‘Anderson attractors’ [24, 25]. A
recent study of AL in an open quantum system, however,
reports eventual destruction of the localization (although
on different parameter-dependent time scales) [26].
In this Letter we show that a one-dimensional quantum
system with a Hamiltonian exhibiting Anderson local-
ization can be driven into a steady state which bears
localization properties. Such an asymptotic state can be
engineered with a set of local dissipative operators, the
corresponding mechanism is based on the robust spatial
phase-structure of Anderson modes. This is in the spirit
of the ‘dissipative engineering’ [11–13]; note, however,
that our aim is not to create a pure state but a state (in
fact, highly mixed) with desired localization properties.
We consider the evolution of an open N -dimensional
quantum system governed by the Lindblad master equa-
tion [10, 27],
%˙ = L(%) = −i[H, %] +D(%). (1)
The first term on the r.h.s. captures the unitary evolution
of the system governed by Hamiltonian H. The dissipative
part of the Lindblad generator L,
D(%) =
S∑
k=1
γk(t)
[
Vk%V
†
k −
1
2
{V †k Vk, %}
]
(2)
is built from the set of S operators, {Vk}1,...,S , which
capture action of the environment on the system. Under
some conditions [27], the propagator Pt = eLt is relaxing
towards a unique density matrix %∞ = limt→∞ Pt%0 for
all %0. This is a kernel of the Lindblad generator in Eq. (1),
L(%∞) = 0.
The asymptotic density matrix %∞ is out-shaped by the
joint action of the Hamiltonian and dissipative operators.
If all dissipative operators are Hermitian, Vk ≡ V †k , this
matrix is universal and trivial; namely, it is the normalized
identity %∞ = 1/N . This is the case considered recently
in the context of many-body localization [28–30]. Such
dissipators do not differentiate between systems with
localization and without, they are ‘grinders’. On the
other side, formally there is infinitely many choices of non-
Hermitian operators Vk which guarantee the asymptotic
state in the form %∞ = |φi〉〈φi|, where |φi〉 is the i-th
eigenstate of the Hamiltonian H. For this |φi〉 has to be a
dark state of all dissipative operators, Vk|φi〉 = 0 [11, 12].
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2FIG. 1: Absolute values of the elements of the asymptotic
density matrix %∞ expressed in (a) the original basis and (b)
the basis of the Anderson modes (a relevant part is shown) for
a particular disorder realization of the model system, Eqs. (1-
3), and in-phase next-neighbor dissipators, α = 0 and l = 1 in
Eq. (4). Other parameters are W = 1, N = 100, and γ = 0.1.
In practice, however, this will require a priori knowledge
of state |φi〉 and synthesis of very peculiar dissipative
operator(s). This can be unfeasible. A realistic and not
very specific choice of operators is more attractive. Local
dissipators, i.e., those which act non-trivially on a finite
number of neighboring particles, are natural in many
contexts. Such operators is a popular choice in the recent
works on open quantum systems [11, 12, 31–34]. This is
also our choice here.
We consider an open single-particle model described by
Eq. (1) with a Hamiltonian [21]
H =
∑
k
kb
†
kbk − (b†kbk+1 + b†k+1bk), (3)
where k ∈ [−W/2,W/2] are random uncorrelated on-site
energies, W is the disorder strength, bk and b
†
k are the
annihilation and creation operators of a boson on the k-th
site. We recall that the eigenvalues of the Hamiltonian are
FIG. 2: Averaged absolute values at the diagonal of %∞,
expressed in the Anderson basis, as functions of averaged
eigenvalues for the case of in-phase next-neighbor dissipation,
α = 0 and l = 1 in Eq. (4). Averaging was performed over
Nr = 10
2 disorder realizations. Theoretical prediction, Eq. (9),
is shown by a thick solid line. The other parameters are the
same as in Fig. 1.
restricted to a finite interval, λν ∈ [−2−W/2, 2 +W/2],
while the respective eigenstates, A
(ν)
k , are exponentially
localized. The localization length is approximated by
ξλ ≈ 24(4−λ2)/W 2 [38] with corrections about the band
edges [39].
A single dissipative operator acts on a pair of sites,
Vk = (b
†
k + e
iαb†k+l)(bk − e−iαbk+l). (4)
When α = 0, this operator tries to synchronize the dy-
namics on the k and k + l sites, by constantly recycling
anti-symmetric out-of-phase mode into the symmetric
in-phase one. This type of dissipation, with l = 1, was
introduced in Refs. [11, 12]. A physical implementation of
a Bose-Hubbard chain with neighboring sites coupled by
such dissipators was discussed in Ref. [35]. The proposed
set-up consists of an array of superconductive resonators
coupled by qubits; a pair-wise dissipator with l = 1 and
arbitrary phase α can be realized with the same set-up by
(i) varying the photonic mode frequency ωk from cavity
to cavity (to simulate the disorder), and (ii) adjusting
position of the qubits with respect to the centers of the
corresponding cavities [36]. In principle, this is enough
for our purpose. However, to address other possible imple-
mentations, we will consider also dissipators with l > 1.
Next we assume %0 = %N+1 = 0 at the boundaries and
analyze properties of the stationary solution %∞ of Eq. (1),
which is unique due to the absence of relevant symmetries
[27, 40]. To find it, we use a column-wise vectorization
of the density matrix and define the asymptotic solution,
a super-vector ρ∞, as the kernel of a Liouvillian-induced
super-operator Π, Πρ∞ = 0. After folding it into the
3FIG. 3: (a) Absolute values of the elements of the stationary
density matrix %∞ in the direct basis and (b) the basis of the
Anderson modes (a relevant part is shown) for a particular
disorder realization of the model, Eqs. (1-3), and out-of-phase
next-nearest-neighbor dissipators, α = pi and l = 2 in Eq. (4).
Other parameters are W = 1, N = 100, γ = 0.1.
matrix form and trace-normalizing, we get the asymptotic
state density matrix %∞ [41].
For the choice α = 0 and l = 1 in Eq. (4), that is the
case of in-phase next-neighbor dissipative coupling [11,
12, 35], the asymptotic density matrix exhibits a patchy
structure with several ’hot’ localization spots, Fig. 1a.
Remarkably, expressing the density operator in the basis
of Anderson modes Aν , we get a near diagonal matrix
with a strong contributions from the eigenstates from the
lower part of the spectrum, Fig. 1b. To evaluate this
finding analytically, we rewrite Eq. (1) in the Anderson
basis and neglect the off-diagonal elements. Under this
approximation, the evolution of the diagonal elements is
governed by dissipative terms only,
˙¯%p,p = γ
(∑
q
Ip,q%¯q,q − %¯p,p
∑
q
Iq,p
)
, (5)
where the overlap coefficients Ip,q =
∑
k |(V¯k)q,p|2 are
FIG. 4: Averaged absolute values of the diagonal elements of
%∞, expressed in the Anderson basis, as functions of average
eigenvalues for the case of out-of-phase next-nearest-neighbor
dissipator, α = pi and l = 2 in Eq. (4). Averaging was
performed over Nr = 10
2 disorder realizations. Theoretical
predictions, Eq. (9), are shown by thick solid lines. Other
parameters are N = 100, γ = 0.1.
given by the dissipators in the Anderson basis, {V¯k}.
Explicitly,
Ip,q =
∑
k
(
Ap,k+l + e
iαAp,k
)2 (
Aq,k+l − e−iαAq,l
)2
.
(6)
Denoting I±p,k =
(
Ap,k+l ± e±iαAp,k
)2
, we obtain for the
stationary solution:
%¯p,p =
∑
k I
+
p,k
∑
q I
−
q,k%¯q,q∑
k I
−
p,k
∑
q I
+
q,k
. (7)
The inner sums in the numerator and denominator do not
depend on the index p, and subjected to the averaging
over all eigenstates spanned by q. Because the disorder
is spatially homogeneous, the ensemble average makes
the result also k-independent and so it corresponds to
a normalization constant. With that we arrive at the
following expression for the asymptotic density matrix:
%¯p,p ∝
∑
k I
+
p,k∑
k I
−
p,k
=
I+p
I−p
, (8)
which is fully determined by the type of dissipation and
a spatial structure of a particular Anderson eigenstate.
For in-phase next-neighbor dissipators, α = 0 and
l = 1 in Eq. (4), it follows
∑
k (Ap,k+1 ±Ap,k)2 =
2 ± 2∑k Ap,k+1Ap,k = 2 ∓ λp ∓∑ kA2p,k [43]. Except
for the case of strong localization (ξp ∼ 1, for W > 4 or
about the band edges), the last term averages out due to
spatial disorder and can therefore be neglected, and so
4we end up with
%¯p,p ∝ 2− λp
2 + λp
, (9)
This result explains the quick decay of the contribution
from the eigenstates away from the lower band edge. We
numerically calculate, for different disorder strengths, the
average distribution of the diagonal elements of %∞, ex-
pressed in the Anderson basis, and plot them as functions
of the average eigenvalues, see Fig. 2. The obtained results
are in a good agreement with the theoretical prediction,
Eq. (9). Note that the mismatch increases with the dis-
order strength W and near the band edges; these effects
follow from the nature of the made approximations.
It is straightforward to see that in case of anti-phase
next-neighbor dissipators, α = pi and l = 1, the sym-
metry of the problem leads to the inverse expression,
%¯p,p ∝ 2+λp2−λp , and the asymptotic state localized near the
upper band edge. A choice α = pi/2 makes all dissipative
operators Vk, Eq. (4), Hermitian. This leads to the com-
plete delocalization of the asymptotic state, %∞ = 1/N .
Intermediate phase values, 0 < α < pi/2 (pi/2 < α < pi),
produce asympotic density matrix (expressed in the An-
derson basis) with dominating diagonal elements localized
near the lower (upper) band edge.
A qualitatively different picture is observed with next
nearest neighbor dissipators, α = pi and l = 2. In this case
the asymptotic state becomes delocalized in the original
basis, Fig. 3a. At the same time, it remains localized
in the Anderson basis, though shifted to the center of
the spectrum, see Fig. 3b. Delocalization in the direct
space occurs due to the substantial spatial overlap of the
contributing Anderson states, which are much weaker
localized at the band center than at the edges. Analyt-
ically, that corresponds to I−p =
∑
k (Ap,k+2 +Ap,k)
2
=
λ2p − 2λp
∑
k kAp,kAp,k+1 +
∑
k 
2
kA
2
p,k ≈ λ2p + W 2/12
and I+p = 4− I−p , and it follows
%¯p,p ∝ 4
λ2p +W
2/12
− 1. (10)
This expression indicates that the dominant contribution
comes from the central Anderson modes. We also calcu-
late the average profiles of asymptotic states for different
disorder strengths to compare them with the analytical so-
lution, which depends now explicitly on W , Fig. 4. Again,
we find a good agreement with the numerical results, while
the mismatch increases with W and distance from the
band center.
Is is noteworthy that in the limit of strong localization,
W  1, when all eigenstates are essentially single-site
localized, dissipation induces strong delocalization. As it
follows from Eq. (6), in this limit all overlap coefficients
become Ip,q ∼ δp,q, and the distribution of the values of
the diagonal elements of the density matrix expressed in
the Anderson basis should become near uniform. This
FIG. 5: (a) Probability density function on the position-
energy plane for quantum trajectories in the asymptotic
regime; (b) The diagonal elements of the stationary den-
sity matrix (expressed in the direct basis) obtained as the
stationary solution of Eq. (1) (blue solid line) and as the
marginal distribution of the above probability density function
(red dots). The pdf was obtained with Mr = 10
6 trajecto-
ries and transients time ttr = 10
4. Other parameters are
W = 1, γ = 0.1, N = 100, α = 0, and l = 1.
means also delocalization in the direct space. As disorder
strength increases, this trend can be seen on both Figs. 2
and 4.
We gain further insight in the dissipative effects by
unraveling deterministic equation (1) into an ensemble
of quantum trajectories [44–46]. This allows us to re-
cast the evolution of the model system in terms of pure
states, governed by an effective non-Hermitian Hamilto-
nian, H˜ = H − i2
∑
k V
†
k Vk, and random jumps induced
by dissipators Vk. This is not a formal step only; for
some quantum optics realizations it may properly model
the reality of the experiment [44]. For W = 1, γ = 0.1
and N = 100, we choose transient time ttr = 10
4 and
performed an averaging over Mr = 10
6 realizations to
calculate the probability density function (pdf) on the
position-energy plane, {n(t) = ∑k〈ψ(t)|nk|ψ(t)〉 and
E(t) = 〈ψ(t)|H|ψ(t)〉}.
Figure 5(a) presents the obtained pdf for the case of in-
phase next-neighbor dissipators, α = 0 and l = 1. On the
trajectory level, the asymptotic dynamics of the system
is remarkable. Several localized states are selected from
the part of the spectrum specified by the phase proper-
ties of dissipators (here it is the lower band edge). The
intermittent dynamics is a mixture of sticky-like beating
5near one of the localized eigenstates (non-Hermitian evo-
lution with H˜ [47]), which are interrupted by quantum
jumps (induced by a randomly selected operator Vk). Ev-
ery jump throws the system into the high-energy region
from where it quickly relaxes, through a fine-structured
network, to one of the eigenstates. The structure of the
network is specific to the disorder realization; however, it
does not change with further increase of Mr. Marginal
distribution over n(t) recovers the diagonal elements of
the asymptotic density matrix %∞ expressed in the direct
basis, see Fig. 5b.
We have shown that dissipation can be used to create
steady states dominated by a few localized modes of
a spatially disordered Hamiltonian. Anderson modes
are selected according to their spatial-phase properties
inherited from the seeding plane waves, the eigenstates of
the Hamiltonian in the zero-disorder limit [48], by using
phase-parametrized dissipative operators. It is possible
to steer the system into a desired asymptotic state, with
footprints of localization or completely delocalized, by
changing phase parameter of the dissipative operators.
Our findings pose several interesting issues for future in-
vestigations. First, it is a synergy between dissipation and
modulation effects, such as dynamical localization [49]. A
quantum chaos, induced by strong periodic modulations
[50–54] or quasi-periodic modulations [55], can also play
a role of an effective disorder and lead to AL-like effects.
A controllable dissipation, added to such systems, can
lead to nontrivial results. Next direction is many-body
localization [56], a phenomenon actively explored now.
What could be a result of the interplay of dissipation
and many body localization [28–30] when the dissipative
operators are phase-contolled? It is possible to create a
MBL steady state with local dissipators? To answer these
questions, not only spectra of the MBL Hamiltonians and
such integral characteristics as, e.g., the inverse partici-
pation ratio, have to be analyzed, but also spatial phase
structure of MBL eigenstates.
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