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Abstract
The goal of this work is to extend the standard persistent homology pipeline for
exploratory data analysis to the 2-D persistence setting, in a practical, computationally
efficient way. To this end, we introduce RIVET, a software tool for the visualization of
2-D persistence modules, and present mathematical foundations for this tool. RIVET
provides an interactive visualization of the barcodes of 1-D affine slices of a 2-D persis-
tence module M . It also computes and visualizes the dimension of each vector space in
M and the bigraded Betti numbers of M . At the heart of our computational approach
is a novel data structure based on planar line arrangements, on which we can perform
fast queries to find the barcode of any slice of M . We present an efficient algorithm
for constructing this data structure and establish bounds on its complexity.
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1 Introduction
1.1 Overview
Topological data analysis (TDA) is a relatively new branch of statistics whose goal is to
apply topology to develop tools for studying the coarse-scale, global, non-linear, geometric
features of data. Persistent homology, one of the central tools of TDA, provides invariants
of data, called barcodes, by associating to the data a filtered topological space F and
then applying standard topological and algebraic techniques to F . In the last 15 years,
persistent homology has been widely applied in the study of scientific data [9, 31], and has
been the subject of extensive theoretical work [5, 10, 17, 20, 24, 47].
For many data sets of interest, such as point cloud data with noise or non-uniformities
in density, a single filtered space is not a rich enough invariant to encode the structure
of interest in our data [11, 13, 19]. This motivates the consideration of multidimensional
persistent homology, which in its most basic form associates to the data a topological space
simultaneously equipped with two or more filtrations. Multi-D persistent homology yields
algebraic invariants of data far more complex than in the 1-D setting; new methodology is
thus required for working with these invariants in practice.
In the TDA community, it is widely appreciated that there is a need for practical data
analysis tools for handling multidimensional persistent homology. However, whereas the
community has been quick to develop fast algorithms and good publicly available software
for 1-D persistent homology, it has been comparatively slow to extend these to the multi-D
setting. Indeed, to date there is, to the best of our knowledge, no publicly available software
which extends the usual persistent homology pipeline for exploratory data analysis to the
multidimensional persistence.
This work seeks to address this gap in the case of 2-D persistence: building on ideas
presented in [13] and [14], we introduce a practical tool for working with 2-D persistent
homology in exploratory data analysis applications, and develop mathematical and algo-
rithmic foundations for this tool. Our tool can be used in much the same way that 1-D
persistent homology is used in TDA, but offers the user significantly more information and
flexibility than standard 1-D persistent homology does.
Our tool, which we call RIVET (the Rank Invariant Visualization and Exploration
Tool), is interactive–it allows the user to dynamically navigate a two-parameter collection
of persistence barcodes derived from a 2-D persistence module. This is in contrast to
previous visualization tools for persistent homology, which have presented static displays.
Because the invariants considered in this paper are larger and more complex than the
standard 1-D persistence invariants, it is essential for the user have some nice way of
“browsing” the invariant on the computer screen. We expect that as TDA moves towards
the use of richer invariants in practical applications, interactive visualization paradigms
will play an increasingly prominent role in the TDA workflow.
It should be possible to extend our approach for 2-D persistence to 3-D, at a compu-
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tational cost. However, there are a number of practical challenges in this, not the least
of which is designing and implementing a suitable graphical user interface. Since there is
already plenty to keep us busy in 2-D, we restrict attention to the 2-D case in this paper.
In the remainder of this section, we review multidimensional persistent homology, in-
troduce the RIVET visualization paradigm, and provide an overview of RIVET’s mathe-
matical and computational underpinnings. Given the length of this paper, we expect that
some readers will be content to limit their first reading to this introduction. We invite you
to begin this way.
Availability of the RIVET Software. We plan to make our RIVET software publicly
available at http://rivet.online within the next few months. In the meantime, a demo
of RIVET can be accessed through the website.
1.2 Multidimensional Filtrations and Persistence Modules
We start our introduction to RIVET by defining multidimensional filtrations and persis-
tence modules, and reviewing the standard 1-D persistent homology pipeline for TDA.
Here and throughout, we freely use basic language from category theory. An accessible
introduction to such language in the context of persistence theory can be found in [8].
Notation. For categories, C and D, let DC denote the category whose objects are functors
C → D and whose objects are natural transformations.
For C a poset category, F : C → D a functor, and c ∈ obj(c), let Fc = F(c), and for
c ≤ d ∈ obj(c), let F(c, d) : Fc → Fd denote the image under F of the unique morphism
in homC(c, d). Let Simp denote the category of simplicial complexes and simplicial maps.
For a fixed field K, let Vect denote the category of K-vector spaces and linear maps.
Define a partial order on Rn by taking
(a1, . . . , an) ≤ (b1, . . . bn)
if and only if ai ≤ bi for all i, and let Rn denote the corresponding poset category.
For S a set, we let S ∪∞ denote the set S ∪ {∞}.
Finite Multidimensional Filtrations. Define an n-D filtration to be a functor F :
Rn → Simp such that for all a ≤ b, F(a, b) : Fa → Fb is an inclusion. We will usually
refer to a 2-D filtration as a bifiltration. n-D filtrations are the basic topological objects of
study in multidimensional persistence.
In the computational setting, we of course work with filtrations that are specified by a
finite amount of data. Let us now introduce language and notation for such filtrations.
We say an n-D filtration stabilizes if there exists a0 ∈ Rn such that Fa = Fa0 whenever
a ≥ a0. We write Fmax = Fa0 . We say a simplex s in Fmax appears a finite number of
times if there is a finite set A ∈ Rn such that
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1. for each a ∈ A, s ∈ Fa, and
2. for each b ∈ Rn with s ∈ Fb, there is some a ∈ A with a ≤ b.
If s appears a finite number of times, then a minimal such A is unique; we denote it A(s),
and call it the set of grades of appearance of s.
We say an n-D filtration F is finite if
1. F stabilizes,
2. Fmax is finite, and
3. each simplex s ∈ Fmax appears a finite number of times.
For F finite, we define |F|, the size of F , by
|F| =
∑
s∈Fmax
|A(s)|.
In the computational setting, we can represent a finite n-D filtration F in memory by
storing the simplicial complex Fmax, along with the set A(s) for each s ∈ Fmax.
Multidimensional Persistence Modules. Define an n-D persistence module to be a
functor M : Rn → Vect. We say M is pointwise finite dimensional (p.f.d.) if dim(Ma) <∞
for all a ∈ Rn. As we explain in Section 2.1, the category VectRn of persistence modules
is isomorphic to a category of multi-graded modules over suitable rings. In view of this,
we may define presentations of n-D persistence modules; see Section 2.2 for details.
For i ≥ 0, let Hi : Simp → Vect denote the ith simplicial homology functor with
coefficients in K. For F a finite n-D filtration, there exists a finite presentation for HiF ,
which implies in particular that HiF is p.f.d.; see Section 2.2 for details on presentations.
Barcodes of 1-D Persistence Modules. [27] shows that p.f.d. 1-D persistent homology
modules decompose in an essentially unique way into indecomposable summands, and that
the isomorphism classes of these summands are parameterized by (non-empty) intervals in
R.
Thus, we may associate to each p.f.d. 1-D persistence module M a multiset B(M) of
intervals in R, which records the isomorphism classes of indecomposable summands of M .
We call B(M) the barcode of M ; in general, we refer to any multiset of intervals as a
barcode.
The barcode of a finitely presented 1-D persistence module consists of a finite set of
intervals of the form [a, b), with a ∈ R, b ∈ R∪∞. A barcode of this form can be
represented as a persistence diagram, i.e., a multiset of points in (a, b) ∈ R × (R∪∞)
with a ≤ b. The right side of Fig. 1 depicts a barcode, together with its corresponding
persistence diagram.
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Figure 1: A point cloud circle (left) and its 1st persistence barcode (right), obtained via the
Vietoris-Rips construction. A barcode can be visualized either by directly plotting each interval
(green bars, oriented vertically) or a via persistence diagram (green dots, right). The single long
interval in the barcode encodes the presence of a cycle in the point cloud.
1.3 Persistence Barcodes of Data
The standard 1-D persistent homology pipeline for data analysis associates a barcode Bi(P )
to a data set P , for each i ≥ 0. We regard each interval of each barcode Bi(P ) as a
topological feature of the data, and we interpret the length of the interval as a measure of
robustness of the feature. The pipeline for constructing Bi(P ) proceeds in three steps:
1. We associate to the data set P a finite 1-D filtration F(P ).
2. We apply Hi to obtain a finitely presented 1-D persistence module HiF(P ).
3. We take Bi(P ) = B(HiF(P )).
This pipeline for the construction of barcodes of data is quite flexible: in principle,
we can work with a data set P of any kind, and may consider any number of choices of
the filtration F(P ). Different choices of F(P ) topologically encode different aspects of the
structure of our data.
The barcodes Bi(P ) are readily computed in practice; see [47] or Section 6.2 for details.
Persistence Barcodes of Finite Metric Spaces. Here is one standard choice of P
and F(P ) in the TDA pipeline: Let P be a finite metric space, and let F(P ) = Rips(P ),
the Vietoris-Rips filtration of P , be defined as follows. For t ≥ 0, Rips(P )t is the maximal
simplicial complex with 0-skeleton P , and 1-simplices the pairs [p, q] with d(p, q) ≤ 2t; for
t < 0, Rips(P )t is the empty simplicial complex.
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Informally, the long intervals in the barcodes Bi(P ) correspond to cycles in the data;
see Fig. 1 for an illustration.
Stability. The following well-known result shows that these barcode invariants of finite
metric spaces are robust to certain perturbations of the data:
Theorem 1.1 (Stability of Barcodes of Finite Metric Spaces [18]). For all finite metric
spaces P , Q and i ≥ 0,
dGH(P ,Q) ≥ dB(Bi(P ),Bi(Q)),
where dGH denotes Gromov-Hausdorff distance and dB denotes the bottleneck distance on
barcodes; see [18] for definitions.
See also [21] for a generalization of this theorem to compact metric spaces.
1.4 Multidimensional Persistent Homology
In many cases of interest, a 1-D filtration is not sufficient to capture the structure of interest
in our data. In such cases, we are naturally led to associate to our data an n-D filtration,
for some n ≥ 2. As in the 1-D case, applying homology with field coefficients to an n-D
filtration yields an n-D persistence module. The question then arises of whether we can
associate to this n-D filtration an n-dimensional generalization of a barcode in a way that
is useful for data analysis.
In what follows, we motivate the study of multidimensional persistence by describing
one natural way that bifiltrations arise in the study of finite metric spaces; other ways that
bifiltrations arise in TDA applications are discussed, for example, in [13], [40], and [19]. We
then discuss the algebraic difficulties involved in defining a multidimensional generalization
of barcode.
Bifiltrations of Finite Metric Spaces. In spite of Theorem 1.1, which tells us that
the barcodes Bi(P ) = Bi(Hi Rips(P )) of a finite metric space P are well behaved in a
certain sense, these invariants have a couple of important limitations. First, they are
highly unstable to the addition and removal of outliers; see Fig. 2 for an illustration.
Second, and relatedly, when P exhibits non-uniformities in density, the barcodes Bi(P )
can be insensitive to interesting structure in the high density regions of P ; see Fig. 2.
To address these issues, [13] proposed that we associate a bifiltration to P , and study
the persistent homology of this bifiltration. We describe here both the proposal of [13],
which depends on a choice of bandwidth parameter, and a simple parameter-free variant
which, to the best of our knowledge, has not appeared elsewhere.
The construction of the bifiltration proposed in [13] depends on a choice of codensity
function γ : P → R, a function on P whose value is high at dense points and low at outliers
[13, 45]. For example, [13] proposes to take γ to be a K-nearest neighbors density function;
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Figure 2: Barcodes are unstable with respect to addition of outliers, and can be insensitive to
interesting structure in high density regions of the data. Thus, though the point clouds X and Y
share a densely sampled circle and differ only by the addition of a few low-density outliers, B1(X)
and B1(Y ) are quite different from one another: B1(X) has a long interval not appearing in B1(Y ).
In contrast, the point cloud Z contains no densely sampled circle, but the longest intervals of B1(Y )
and B1(Z) are of similar length.
in general, the choice of a density function depends on a choice of a bandwidth parameter
K.
Given γ, we may define a 2-dimensional filtration Rips(γ) by taking
Rips(γ)(a,b) = Rips(γ
−1(−∞, a])b.
If a ≥ a′ and b ≤ b′, then Rips(γ)(a,b) ⊆ Rips(γ)(a′,b′). Thus, the collection of all such
simplicial complexes, together with these inclusions, yields a functor
Rips(γ) : Rop ×R→ Simp.
Rop×R is naturally isomorphic to R2—for example there is an isomorphism sending each
object (a, b) to (−a, b)—so upon the identification of these two categories, we may regard
Rips(γ) as a bifiltration. Note that the definition of Rips(γ) in fact makes sense for any
function γ : P → R. As discussed in [13], there are numerous possibilities for interesting
choices of γ in our study of data, aside from density estimates.
To obtain a parameter-free variant of Rips(γ), for (a, b) ∈ R2 we first define the graph
Ga,b to be the subgraph of the 1-skeleton of Rips(P )b consisting of vertices whose degree
is at least a. We then define B-Rips(P )(a,b) to be the maximal simplicial complex with
1-skeleton Ga,b. As above, upon the identification of R
op ×R with R2, the collection of
simplicial complexes {B-Rips(P )(a,b)}(a,b)∈R2 defines a bifiltration B-Rips(P ).
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Hi B-Rips(P ) is a richer algebraic invariant than Hi Rips(P ), and in particular is sen-
sitive to interesting structure in high density regions of P in a way that Hi Rips(P ) is
not.
Barcodes of Multi-D Persistence Modules? We now explain the algebraic difficulties
with defining the barcode of a n-D persistence module for n > 1, closely following a
discussion in [40].
As for the case n = 1, for n > 1, finitely presented n-D persistence modules also de-
compose in an essentially unique way into indecomposable summands; this follows easily
from a standard formulation of the Krull-Schmidt theorem [2]. However, it is a conse-
quence of standard quiver theory results, as described for example in [30], that the set of
isomorphism classes of indecomposable multi-D persistence modules is, in contrast to the
1-D case, extremely complicated.1 In particular, for n ≥ 2 the dimension of a vector space
in a finitely presented indecomposable n-D persistence module can be arbitrarily large.
Thus, while in principle we could define the barcode of a multi-D persistence module to be
its multiset of isomorphism classes of indecomposables, as in the 1-D case, for n > 1 this
invariant will typically not be useful for data visualization and exploration in the way that
the 1-D barcode is.
In general, it seems that for the purposes of TDA, there is no entirely satisfactory way of
defining the barcode of an n-D persistence module for n > 1, even if we consider invariants
which are incomplete (i.e., invariants which can take the same value on two non-isomorphic
modules.)
Three Simple Invariants of a Multidimensional Persistence Module. Neverthe-
less, it is possible to define simple, useful, computable invariants of a multidimensional
persistence module. Our tool RIVET computes and visualizes three such invariants of a
2-D persistence module M :
1. The dimension function of M , i.e., the function which maps a ∈ R2 to dimMa.
2. The fibered barcode of M , i.e., the collection of barcodes of 1-D affine slices of M .
3. The (multigraded) Betti numbers of M .
The dimension function of M is a simple, intuitive, and easily visualized invariant, but
is unstable and provides no information about persistent features in M . The next two
subsections introduce the fibered barcode and the multigraded Betti numbers.
1For example, there is a fully faithful functor from the category of representations of the wild quiver
E9 to Vect
R2 , which maps indecomposables to indecomposables; see also [13] for a study of the possible
isomorphism types of a multidimensional persistence module.
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1.5 The Rank Invariant and Fibered Barcodes
The Rank Invariant. For n ≥ 1, let Hn ⊆ Rn × Rn denote the set of pairs (s, t) with
s ≤ t, let N denote the non-negative integers, and let M be an n-D persistence module.
Following [13], we define
rank(M) : Hn → N,
the rank invariant of M , by rank(M)(a, b) = rank M(a, b). Using the structure theorem
for 1-D persistence modules [27], it’s easy to check that for M a p.f.d. 1-D persistence
module M , rank(M) and B(M) determine each other [13].
For M an n-D persistence module, n ≥ 2, rank(M) does not encode the isomorphism
class of M ; see example Example 2.2. Nevertheless, the rank invariant does capture inter-
esting “first order information” about the structure of a persistence module.
[14] observed that if M is a p.f.d. n-D persistence module, rank(M) carries the same
data as a (2n − 2)-parameter family of barcodes, each obtained by restricting M to an
affine line in Rn; we call this parameterized family of barcodes the fibered barcode of M .
In particular, if M is a 2-D persistence module, the fibered barcode of M is a 2-parameter
family of barcodes. In what follows, we give the definition of a fibered barcode of a 2-D
persistence module.
The Space of Affine Lines in 2-D with Non-Negative Slope. Let L¯ denote the
collection of all (unparameterized) lines in R2 with non-negative (possibly infinite) slope,
and let L ⊂ L¯ denote the collection of all (unparameterized) lines in R2 with non-negative,
finite slope.
Note that L¯ is a submanifold (with boundary) of an affine Grassmannian of dimension 2.
With the induced topology, L¯ is homeomorphic to [0, 1]×R. In this sense, it is appropriate
to think of L¯ as a 2-parameter family of lines.
A standard point-line duality, to be described in Section 3.1, provides an identification
between L and the half-plane [0,∞) × R; we will make extensive use of this point-line
duality later in the paper. The duality does not extend to L¯ (i.e., to vertical lines) in a
natural way.
Definition of the Fibered Barcode. For L ∈ L¯, let L denote the associated full
subcategory of R2. The inclusion L ↪→ R2 induces a functor iL : L→ R2. For M a p.f.d.
2-D persistence module, we define ML = M ◦ iL.
Define an interval I in L to be a non-empty subset of L such that whenever a < b <
c ∈ L and a, c ∈ I, we also have that b ∈ I. As L is isomorphic to R, the structure theorem
for p.f.d. 1-D persistence modules yields a definition of the barcode B(ML) as a collection
of intervals in L.
We define B(M), the fibered barcode of M , to be the map which sends each line L ∈ L¯
to the barcode B(ML).
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Proposition 1.2 ([14]). B(M) and rank(M) determine each other.
Proof. For each a ≤ b ∈ R2, there exists a unique line L ∈ L¯ such that a, b ∈ L. Clearly
then, rank(M) and the collection of 1-D rank invariants {rank(ML) | L ∈ L¯} determine
each other. As noted above, for N a p.f.d. 1-D persistence module, B(N) and rank(N)
determine each other. The result follows.
Stability of the Fibered Barcode. Adapting arguments introduced in [14] and [6], a
recent note by Claudia Landi [38] establishes that B(M) is stable in two senses. The results
of [38] in fact hold for persistent homology modules of arbitrary dimension. However, in
this paper we are primarily interested in the 2-D case.
In 2-D, Landi’s first stability result says that for L a line which is neither horizontal
nor vertical, the map M → B(ML) is Lipschitz continuous with respect to the interleaving
distance on 2-D persistence modules and the bottleneck distance on barcodes. The Lipschitz
constant c depends on the slope of L; c = 1 when the slope of L is 1, and c grows larger as
the slope of L deviates from 1, tending towards infinity as the slope of L approaches 0 or
∞. We refer to this stability result as the external stability of B(M).
[38] also presents an internal stability result for B(M) which tells us that when M
is finitely presented, the map L → B(ML) is continuous, in a suitable sense, at lines L
which are neither horizontal nor vertical. In fact the result says something stronger, which
put loosely, is that the closer the slope of the line L is to 1, the more stable B(ML) is to
perturbations of L.
In sum, the stability results of [38] tell us that for M a 2-D persistence module and L a
line which is neither horizontal or vertical, the barcode B(ML) is robust to perturbations
both of M and L; the more diagonal L is, the more robust B(ML) is.
1.6 Multigraded Betti Numbers
We next briefly introduce (multigraded) Betti numbers (called bigraded Betti numbers in
the case of 2-D persistence); see Section 2.4 for a precise definition and examples.
For M a finitely presented n-D persistence module and i ≥ 0, the ith (graded) Betti
number of M is a function ξi(M) : Rn → N. It follows from the Hilbert Basis Theorem, a
classical theorem of commutative algebra, that ξi(M) is identically 0 for i > n, so ξi(M)
is only of interest for i ≤ n.
We will be especially interested in ξ0(M) and ξ1(M) in this paper. For a ∈ Rn,
ξ0(M)(a) and ξ1(M)(a) are the number of generators and relations, respectively, at index
a in a minimal presentation for M ; see Section 2.3. ξ2(M) has an analogous interpretation
in terms of a minimal resolution of M .
Neither of the invariants B(M) nor {ξi(M) | i = 0, 1, . . . ,n} determines the other, but
the invariants are intimately connected. This connection in the case that n = 2 plays a
central role in the present work.
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One of the main mathematical contributions of this project is a fast algorithm for
computing the multigraded Betti numbers of a 2-D persistence module M ; our algorithm
is described in the companion paper [41].
1.7 The RIVET Visualization Paradigm
Overview. We propose to use the fibered barcode in exploratory data analysis in much
the same way that 1-D barcodes are typically used. In particular, this requires us to have
a good way of visualizing the fibered barcode. Though discretizations of fibered barcodes
have been used in shape matching applications [15], to the best of our knowledge, there is
no prior work on visualization of fibered barcodes.
This work introduces a paradigm, called RIVET, for the interactive visualization of the
fibered barcode of a 2-D persistence module, and presents an efficient computational frame-
work for implementing this paradigm. Our paradigm also provides for the visualization
of the dimension function and bigraded Betti numbers of the module. The visualizations
of the three invariants complement each other, and work in concert: Our visualizations of
the dimension function and bigraded Betti numbers provide a coarse, global view of the
structure of the persistence module, while our visualization of the fibered barcodes, which
focuses on a single barcode at a time, provides a sharper but more local view.
We now give a brief description of our RIVET visualization paradigm. Additional
details are in Appendix A.1.
Given a 2-D persistence module M , RIVET allows the user to interactively select a line
L ∈ R2 via a graphical interface; the software then displays the barcode B(ML). As the
user moves the line L by clicking and dragging, the displayed barcode is updated in real
time.
The RIVET interface consists of two main windows, the Line Selection Window (left)
and the Persistence Diagram Window (right). Fig. 3 shows screenshots of RIVET for a
single choice of M and four different lines L.
The Line Selection Window. For a given finitely presented persistence module M ,
the Line Selection Window plots a rectangle in R2 containing the union of the supports of
functions ξi(M), i ∈ {0, 1, 2}.
The greyscale shading at a point a in this rectangle represents dimMa: a is unshaded
when dimMa = 0, and larger dimMa corresponds to darker shading. Scrolling the mouse
over a brings up a popup box which gives the precise value of dimMa.
Points in the supports of ξ0(M), ξ1(M), and ξ2(M) are marked with green, red, and
yellow dots, respectively. The area of each dot is proportional to the corresponding function
value. The dots are translucent, so that, for example, overlaid red and green dots appear
brown on their intersection. This allows the user to read the values of the Betti numbers
at points which are in the support of more than one of the functions.
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The line selection window contains a blue line of non-negative slope, with endpoints
on the boundary of the displayed region of R2. This line represents a choice of L ∈ L¯.
The intervals in the barcode B(ML) are displayed in purple, offset from the line L in the
perpendicular direction.
The Persistence Diagram Window. In the Persistence Diagram Window (right), a
persistence diagram representation of B(ML) is displayed. To represent B(ML) via a
persistence diagram, we need to choose an order-preserving parameterization γL : R → L
of L, which we regard as a functor; we then display B(ML ◦ γL). Our choice of the
parameterizations γL is described in Appendix A.1.
As with the multi-graded Betti numbers, the multiplicity of a point in the persistence
diagram is indicated by the area of the corresponding dot.
Interactivity. The user can click and drag the blue line in the left window with the
mouse, thereby changing the choice of L ∈ L¯. Clicking the blue line away from its endpoints
and dragging moves the line in the direction perpendicular to its slope, while keeping the
slope constant. The clicking and dragging an endpoint of the line moves that endpoint
while keeping the other fixed; this allows the user to change the slope of the line.
As the line moves, the both the interval representation of B(ML) in the left window
and its persistence diagram representation in the right window are updated in real time.
1.8 Querying the Fibered Barcode
Our algorithm for fast computation of Betti numbers of 2-D persistence modules, described
in [41], performs an efficient computation of the dimension function of M as a subroutine.
Thus, in explaining the computational underpinnings of RIVET, we will focus on the
RIVET’s interactive visualization of the fibered barcode.
Because our visualization paradigm needs to update the plot of B(ML) in real time as
we move the line L, it must be able to very quickly access B(ML) for any choice of L ∈ L¯.
In this paper, we introduce an efficient data structure A•(M), the augmented arrangement
of M , on which we can perform fast queries to determine B(ML), for L ∈ L¯. We present a
theorem which guarantees that our query procedure correctly recovers B(ML), and describe
an efficient algorithm for computing A•(M).
Structure of the Augmented Arrangement. A•(M) consists of a line arrangement
A(M) in [0,∞)×R (that is, a cell decomposition of [0,∞)×R induced by a set of intersecting
lines), together with a collection T e of pairs (a, b) ∈ R2 × (R2 ∪∞) stored at each 2-cell e
of A(M). We call T e the barcode template at e. As we explain in Section 3.3, T e is defined
in terms of the barcode of a discrete 1-D persistence module derived from M .
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Queries of A•(M). We now briefly describe how we query A•(M) for the barcodes
B(ML). Further details are given in Section 4.
As noted above, a standard point-line duality, described in Section 3.1, provides an
identification of L with [0,∞)× R. For simplicity, let us restrict attention for now to the
generic case where L lies in a 2-cell e of A(M); the general case is similar and is treated in
Section 4. To obtain B(ML), for each pair (a, b) ∈ T e, we “push” the points of each pair
(a, b) ∈ T e onto the line L, by moving a and b upwards or rightwards in the plane along
horizontal and vertical lines; this gives a pair of points pushL(a), pushL(b) ∈ L; if b = ∞,
we take pushL(b) =∞.
Our Theorem 4.1, the central mathematical result underlying the RIVET paradigm,
tells us that
B(ML) = { [pushL(a), pushL(b)) | (a, b) ∈ T e };
see Fig. 4 for an illustration. Thus, to obtain the barcode of B(ML) it suffices to identify
the cell e and then compute pushL(a) and pushL(b) for each (a, b) ∈ T e.
L
I1
I2
a1
b1
a2
b2
Figure 4: An illustration of how we recover the barcode B(ML) from the barcode template T e
by “pushing” the points of each pair in the barcode template onto L. In this example, T e =
{(a1, b1), (a2, b2)}, and B(ML) consists of two disjoint intervals I1, I2.
1.9 Complexity Results for Computing, Storing, and Querying The Aug-
mented Arrangement
Once A•(M) has been computed, computing B(ML) via a query to A•(M) is far more
efficient than computing B(ML) from scratch; for typical persistence modules arising from
data, the query of B(ML) can be performed in real time, as desired. At the same time, the
cost of computing and storing A•(M) is reasonable. The following two theorems provide
a theoretical basis for these claims.
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For M a 2-D persistence module and i ∈ {0, 1, 2}, let
supp ξi(M) = {a ∈ Rn | ξi(M)(a) > 0}.
Let κ = κxκy, for κx and κy the number of unique x and y coordinates, respectively, of
points in supp ξ0(M) ∪ supp ξ1(M); we call κ the coarseness of M .
Theorem 1.3 (computational cost of querying the augmented arrangement).
(i) For L ∈ L lying in a 2-cell of A(M), we can query A•(M) for B(ML) in time
O(log κ+ |B(ML)|), where |B(ML)| denotes the number of intervals in B(ML).
(ii) For all other lines L ∈ L¯, we can query A•(M) for B(ML) in time O(log κ+|B(ML′)|),
for L′ some arbitrarily small perturbation of L.
Theorem 1.4. For F a bifiltration of size m and M = Hi(F),
(i) A•(M) is of size O(mκ2),
(ii) Our algorithm computes A•(M) from F using O(m3κ + (m + log κ)κ2) elementary
operations and O(m2 +mκ2) storage.
We prove Theorem 1.3 in Section 4.3 and Theorem 1.4 in Section 7.
To keep our exposition brief in this introduction, we have assumed in the statement
of Theorem 1.4 that M is a persistent homology module of a bifiltration. However, our
algorithm for computing augmented arrangements does handle purely algebraic input; see
Section 5.1. We give more general complexity bounds in the algebraic setting in Section 7.
Coarsening and the Interpretation of Theorem 1.4. For a fixed choice of L, B(ML)
is of size O(m), and the time required to compute B(ML) via an application of the standard
persistence algorithm is O(m3). Thus Theorem 1.4 indicates that, as one would expect,
computation and storage of A•(M) is more expensive than computation and storage of
B(ML) for some fixed L.
For m as above, |κ| is O(m2) in the worst case. Thus, in the worst case, our bounds
on the size and time to compute A•(M) grow like m5, which on the surface may appear
problematic for practical applications. However, as we explain in Section 8.2, we can
always employ a simple coarsening procedure to approximate M by a module M ′ for which
κ is a small constant (say, κ ≤ 400). A•(M ′) encodes B(M ′) exactly, and so in view of
Landi’s external stability result [38], A•(M) encodes B(M) approximately. More details
on coarsening are given in Section 8.2.
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1.10 Computation of the Augmented Arrangement
Our algorithm for computing A•(M) decouples into three main parts:
1. Computing ξ0(M) and ξ1(M),
2. Constructing the line arrangement A(M),
3. Computing the barcode template T e at each 2-cell e of A(M).
We next say a few words about each of these.
Computing Bigraded Betti Numbers. As noted above, one of the main mathematical
contributions underlying RIVET is a fast algorithm for computing the bigraded Betti
numbers of a 2-D persistence module M . Not only does RIVET provide a visualization
of the Betti numbers, but it also makes essential use of the Betti numbers in constructing
A•(M).
For M a persistent homology module of a bifiltration with n simplices, our algorithm
for computes the bigraded Betti numbers of M in O(m3) time; see [41] and Section 5.3.
In Section 9 of this paper, we present preliminary experimental results on the perfor-
mance of our algorithm for computing bigraded Betti numbers. These indicate that the
cost of the algorithm is very reasonable in practice.
Computing the Line Arrangement. The second phase of computation constructs the
line arrangement A(M) underlying A•(M). Line arrangements have been the object of in-
tense study by computational geometers for decades, and there is well-developed machinery
for constructing and working with line arrangements in practice [29]. Our algorithms for
constructing and querying A•(M) leverage this machinery; see Section 4.3 and Section 5.
Computing the Barcode Templates. The third phase of our computation of A•(M)
computes the barcode templates T e stored at each 2-cell e ∈ A(M). As noted above, each
T e is defined in terms of the barcode B(M e) of a certain 1-D persistence module M e. To
compute each T e for each 2-cell e, we need to compute each B(M e). This is the most
expensive part of the computation of A•(M), both in theory and in practice. In Section 6,
we introduce our core algorithm for this, based on the vineyard algorithm for updating
persistent homology computations [25]. In Section 8.1, we present a modification of this
algorithm which is much faster in practice.
In fact, as explained in Section 8.3, our algorithm for computing barcode templates is
embarrassingly parallelizable.
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Computational Experiments. Section 9 presents preliminary results on the perfor-
mance of our algorithm for computing augmented arrangements. As explained there, our
present implementation of RIVET is not yet fully optimized, and our timing results should
be regarded as loose upper bounds on what can be achieved using the algorithms of this
paper.
Still, the results demonstrate that even with our current code, computation of an aug-
mented arrangement of a bifiltration containing millions of simplices is feasible on a stan-
dard personal computer, provided we employ some modest coarsening. Thus, the current
implementation already performs well enough to be used in the analysis of modestly sized
real world data sets. With more implementation work, including the introduction of paral-
lelization, we expect RIVET to scale well enough to be useful in many of the same settings
where 1-D persistence is currently used for exploratory data analysis.
1.11 Outline
We conclude this introduction with an outline of the remainder of the paper.
Section 2 reviews basic algebraic facts about persistence modules, their (minimal) pre-
sentations, and graded Betti numbers. We also discuss the connection between Rn-indexed
persistence modules and their Zn-indexed discretizations. Section 3 defines the augmented
arrangement A•(M) of a 2-D persistence module M . Sections 4.1 and 4.2 give our main
result on querying A•(M) for the barcodes B(ML); this is Theorem 4.1. In Section 4.3,
we describe how A•(M) is stored in memory, and apply Theorem 4.1 to give an algorithm
for querying A•(M).
The remaining sections introduce our algorithm for computing A•(M): First, Section 5
specifies how persistence modules are represented as input to our algorithm, and explains
our algorithm for computing A(M). Section 6 explains our core algorithm for computing
the barcode templates T e; this completes the specification of our algorithm for comput-
ing A•(M), in its basic form. Section 7 analyzes the time and space complexity of our
algorithm for computing A•(M). Section 8 describes several practical strategies to speed
up the computation of A•(M). Section 9 presents our preliminary timing results for the
computation of A•(M).
Appendix A.1 expands on the introduction to the RIVET interface given in Section 1.7,
providing additional details.
2 Algebra Preliminaries
In this section, we present the basic algebraic definitions and facts we will need to define
and study augmented arrangements of 2-D persistence modules.
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2.1 A Module-Theoretic Description of Multi-D Persistence Modules
In Section 1.2 we defined a n-D persistence module to be an object of the functor category
VectR
n
. Here we give a module-theoretic description of VectR
n
.
The Ring Pn. Let the ring Pn be the analogue of the usual polynomial ring K[x1, . . . ,xn]
in n variables, where exponents of the indeterminates in Pn are allowed to take on arbitrary
values in [0,∞) rather than only values in N. For example, if K = R, then 1 + x2 + xpi1 +
2
5x
3
1x
√
2
2 is an element of P2.
More formally, Pn can be defined as a monoid ring over the monoid ([0,∞)n, +) [39].
For a = (a1, . . . , an) ∈ [0,∞)n, we let xa denote the monomial xa11 xa22 · · ·xann ∈ Pn. Let
I ⊂ Pn be the ideal generated by the set {xαi | α > 0, 1 ≤ i ≤ n}.
Rn-graded Pn-Modules. Since the field K is a subring of Pn, any Pn-module comes
naturally equipped with the structure of a K-vector space.
We define an Rn-graded Pn-module to be a Pn-module M with a direct sum decom-
position as a K-vector space M ' ⊕a∈RnMa such that the action of Pn on M satisfies
xb(Ma) ⊂Ma+b for all a ∈ Rn, b ∈ [0,∞)n.
The Rn-graded Pn-modules form a category whose morphisms are the module homo-
morphisms f : M → N such that f(Ma) ⊂ Na for all a ∈ Rn. There is an obvious
isomorphism between this VectR
n
and this category, so that we may identify the two cat-
egories. Henceforth, we will refer to Rn-graded Pn-modules as (n-D) persistence modules,
or n-modules for short.
Remark 2.1. As a rule, the familiar definitions and constructions for modules make sense
in the category VectR
n
. For example, as the reader may check, we can define submodules,
quotients, direct sums, tensor products, projective/injective resolutions, and Tor functors
in VectR
n
. As we next explain, we also can define free n-modules and presentations of
n-modules.
2.2 Free n-Modules and Presentations
n-graded Sets. Define an n-graded set to be a pair W = (W , grW) for some set W and
function grW : W → Rn. Formally, we may regard W as the set of pairs
{(w, grW(w)) | w ∈W},
and we’ll sometimes make use of this representation. We’ll often abuse notation and write
W to mean the set W . Also, when W is clear from context we’ll abbreviate grW as gr.
We say a subset Y of an n-module M is homogeneous if
Y ⊆
⋃
a∈Rn
Ma.
Clearly, we may regard Y as an n-graded set.
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Shifts of Modules. For M an n-module and v ∈ Rn, we define M(v) to be the n-module
such that for a ∈ Rn, M(v)a = Ma+v, and for a ≤ b ∈ Rn, M(v)(a, b) = M(a+ v, b+ v).
For example, when n = 2, M(1, 1) is obtained from M by shifting all vector spaces of
M down by one and to the left by one.
Free n-Modules. The usual notion of a free module extends to the setting of n-modules
as follows: ForW an n-graded set, let Free[W] = ⊕w∈W Pn(− gr(w)). We identifyW with
a set of generators in Free[W], in the obvious way. A free n-module F is an n-module such
that F ' Free[W] for some n-graded set W. Equivalently, we can define a free n-module
as an n-module which satisfies a certain universal property; see [13].
For Y a homogeneous subset of a free n-module F , let 〈Y〉 denote the submodule of F
generated by Y.
Matrix Representations of Morphisms of Free Modules. Let W,W ′ be finite n-
graded sets with ordered underlying sets W = {w1, . . . ,wl}, W ′ = {w′1, . . . ,w′m}. For a
morphism f : Free[W] → Free[W ′], we can represent f by a |W | × |W ′| matrix [f ] with
coefficients in K: If gr(w′i) ≤ gr(wj), we define [f ]ij to be the unique solution to
[f ]ij w
′
i = x
gr(w′i)−gr(wj)ρi ◦ f(wj),
where ρi : Free[W]→ Free[{wi}] is the projection. If gr(w′i) 6≤ gr(wj), we define [f ]ij = 0.
Presentations of n-Modules. A presentation of an n-module M is a pair (W,Y), where
W is an n-graded set and Y ⊆ Free[W] is a homogeneous, with M ' Free[W]/〈Y〉. We
denote the presentation (W,Y) as 〈W|Y〉. If there exists a presentation 〈W|Y〉 for M with
W and Y finite, then we say M is finitely presented.
Note that the inclusion Y ↪→ Free[W] induces a morphism Free[Y] → Free[W]; we
denote this morphism as Φ〈W|Y〉.
Example 2.2. Consider the 2-D persistence modules
M ' 〈(a, (1, 0)), (b, (0, 1)), (c, (1, 1)) | x2a− x1b〉
N ' 〈(a, (1, 0)), (b, (0, 1)) | ∅〉.
The induced linear maps M(1,0)⊕M(0,1) →M(1,1) and N(1,0)⊕N(0,1) → N(1,1) do not have
equal ranks. Hence M and N are not isomorphic. However, rank(M) = rank(N). This
shows that the rank invariant does not completely determine the isomorphism type of a
persistence module.
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2.3 Minimal Presentations of n-Modules
Let M be an n-module. We say a presentation 〈W|Y〉 of M is minimal if 〈Y〉 ⊆ I Free[W]
and ker Φ〈W|Y〉 ⊆ I Free[Y].
The following proposition is a variant of [33, Lemma 19.4], and is proved in the same
way. It makes clear that minimal presentations are indeed minimal, in a reasonable sense.
Proposition 2.3. A finite presentation 〈W|Y〉 is minimal if and only if W descends to a
minimal set of generators for coker Φ〈W|Y〉 and Y is a minimal set of generators for 〈Y〉.
Remark 2.4. It follows immediately from Proposition 2.3 that every finitely presented
n-D persistence module has a minimal presentation.
2.4 Graded Betti Numbers of Persistence Modules
For M an n-module, define dimf(M) : Rn → N, the dimension function of M , by
dimf(M)(a) = dim(Ma).
For i ≥ 0, define
ξi(M) = dimf(Tori(M ,Pn/IPn)).
The functions ξi(M) are called the (graded) Betti numbers of M . Betti numbers of multi-
graded K[x1, · · · ,xn]-modules are defined analogously; these are discussed in many places,
e.g., in [13]. In our study of augmented arrangements and fibered barcodes, we will only
need to consider ξ0(M) and ξ1(M).
We omit the straightforward proof the following result:
Proposition 2.5. If 〈W|Y〉 is a minimal presentation for M , then for all a ∈ Rn,
ξ0(M)(a) = | gr−1W (a)|, ξ1(M)(a) = | gr−1Y (a)|.
Example 2.6. The presentations of the modules M and N given in Example 2.2 are
minimal. Using this, it’s easy to see that
ξ0(M)(a) =
{
1 if a ∈ {(1, 0), (0, 1), (1, 1)}
0 otherwise,
ξ1(M)(a) =
{
1 if a ∈ {(1, 1)}
0 otherwise,
ξ0(N)(a) =
{
1 if a ∈ {(1, 0), (0, 1)}
0 otherwise.
ξ1(N) = ξ2(N) = ξ2(M) = 0.
Example 2.7. For M ' 〈(a, (0, 0)) | x1a,x2a〉,
ξ0(M)(a) =
{
1 if a ∈ {(0, 0)}
0 otherwise,
ξ1(M)(a) =
{
1 if a ∈ {(1, 0), (0, 1)}
0 otherwise,
ξ2(M)(a) =
{
1 if a ∈ {(1, 1)}
0 otherwise.
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Grades of Influence. For M a persistence module and a ∈ Rn let
IM (a) = {y ≤ a | ξ0(y) > 0 or ξ1(y) > 0}.
Lemma 2.8. For M finitely presented and a, b ∈ Rn with IM (a) = IM (b), M(a, b) is an
isomorphism.
Proof. Let 〈W|Y〉 be a minimal presentation for M . Let M ′ be the n-module with M ′a =
Free[W]a/〈Y〉a, and M ′(a, a′) the map induced by the inclusion Free[W](a, a′). Clearly,
M ′ isomorphic to M . Using Proposition 2.5, it’s easy to see that for a, b ∈ Rn with
IM (a) = IM (b), the map Free[W](a, b) is an isomorphism sending 〈Y〉a isomorphically to
〈Y〉b. Hence M ′(a, b) is an isomorphism. Since M and M ′ are isomorphic, M(a, b) is an
isomorphism as well.
2.5 Continuous Extensions of Discrete Persistence Modules
In the computational setting, the persistence modules we encounter are always finitely pre-
sented. It turns out that finitely presented persistence modules are, in a sense, essentially
discrete; we now explain this.
A discrete (or Zn-indexed) persistence module is a functor Zn → Vect, where Zn is
the poset category of Zn. Let An = K[x1, . . . ,xn] denote the ordinary polynomial ring
in n variables. In analogy with the Rn-indexed case, we can regard a discrete persistence
module as a multi-graded An-module, in the obvious way.
All of the basic definitions and machinery we’ve described above for Rn-indexed persis-
tence modules can be defined for discrete persistence modules in essentially the same way.
In particular, we may define the Betti numbers ξi(Q) : Zn → N of a discrete persistence
module Q.
Grid Functions. For n ≥ 1, we define an n-D grid to be a function G : Zn → Rn, given
by
G(z1, . . . , zn) = (G1(z1), . . . ,Gn(zn))
for some non-decreasing functions Gi : Z→ R with
lim
z→−∞Gi(z) = −∞ and limz→∞Gi(z) =∞
for each i.
We define flG(a) to be the maximum element of im(G) ordered before a in the partial
order on Rn. That is, for G a 1-D grid, we let flG : R→ im(G) be given by
flG(t) = max{s ∈ im(G) | s ≤ t},
and for G an n-D grid function, we define flG : Rn → im(G) by
flG(a1, . . . , an) = (flG1(a1), . . . , flGn(an)).
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Continuous Extensions of Discrete Persistence Modules. For G an n-D grid, we
define a functor EG : VectZ
n → VectRn as follows:
1. For Q a Zn-indexed persistence module and a, b ∈ Rn,
EG(Q)a = Qy, EG(Q)(a, b) = Q(y, z),
where
y = max {w ∈ Zn | G(w) = flG(a)},
z = max {w ∈ Zn | G(w) = flG(b)}.
2. The action of EG on morphisms is the obvious one.
We say that an n-module M is a continuous extension of Q along G if M ∼= EG(Q).
Proposition 2.9. Any finitely presented n-module M is a continuous extension of a finitely
generated discrete persistence module along some n-D grid.
Proof. Let G : Zn → Rn be any n-D grid such that supp ξ0(M) ∩ supp ξ1(M) ⊆ imG. We
regard G as a functor Zn → Rn in the obvious way. Using Lemma 2.8, it’s easy to check
that M is a continuous extension of M ◦ G along G. Further, M ◦ G is finitely generated; a
finite presentation for M induces one for M ◦ G of the same size.
Betti Numbers of Continuous Extensions.
Proposition 2.10. Suppose an n-module M is a continuous extension of Q along an
injective n-D grid G. Then for all i,
ξi(M)(a) =
{
ξi(Q)(z) if a = G(z) for some z ∈ Zn,
0 otherwise.
RIVET exploits Proposition 2.10 to compute the Betti numbers of finitely presented
R2-indexed persistence modules, by appealing to local formulae for the Betti numbers of
Z2-indexed persistence modules; see Section 5.3.
Proof of Proposition 2.10. Let
· · · α3−→ F 2 α2−→ F 1 α1−→ F 0
be a free resolution of Q. It’s easy to see that EG preserves exactness, so
· · · EG(α
3)−−−−→ EG(F 2) EG(α
2)−−−−→ EG(F 1) EG(α
1)−−−−→ EG(F 0)
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is a free resolution for M . Write Gi = EG(F i) and βi = EG(αi).
By definition, ξi(M) = dimf(Hi), where Hi is the ith homology module of the following
chain complex:
· · · β3⊗Id−−−−→ G2 ⊗ Pn/I β2⊗Id−−−−→ G1 ⊗ Pn/I β1⊗Id−−−−→ G0 ⊗ Pn/I.
We have two functors VectR
n → VectRn acting respectively on objects by
N → N ⊗ Pn/I,
N → N/IN ,
with the action on morphisms defined in the obvious way; note that these are naturally
isomorphic. Thus the above chain complex is isomorphic to the chain complex
· · · β¯
3
−→ G2/IG2 β¯
2
−→ G1/IG1 β¯
1
−→ G0/IG0,
where β¯i is the map induced by βi. Since Gi is a continuous extension along G, it is clear
that if a 6∈ imG, then (Gi/IGi)a = 0. Hence, if a 6∈ imG then ξi(M)(a) = 0, as claimed.
It remains to consider the case that a ∈ imG. Let J denote the maximal homogeneous
ideal of An. ξi(Q) = dimf(Ki), for Ki the ith homology module of the chain complex
· · · α¯3−→ F 2/JF 2 α¯2−→ F 1/JF 1 α¯1−→ F 0/JF 0,
where α¯i is the map induced by αi. If a = G(z), then by the way we have defined the functor
EG , it is clear that we have isomorphisms {ψi : F iz → Gia}i≥0 sending JF iz isomorphically
to IGia, such that the following diagram commutes:
· · · // F 2z
α2z //
ψ2

F 1z
α1z //
ψ1

F 0z
ψ0

· · · // G2a
β2a // G1a
β1a // G0a.
Taking quotients, we obtain a commutative diagram:
· · · // (F 2/JF 2)z α¯
2
z //
'

(F 1/JF 1)z
α¯1z //
'

(F 0/JF 0)z
'

· · · // (G2/IG2)a β¯
2
a // (G1/IG1)a
β¯1a // (G0/IG0)a.
It follows that Kiz ' Hia, so ξi(M)a = ξi(Q)z as desired.
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Barcodes of Discrete Persistence Modules. We discussed the barcodes of (R-
indexed) 1-D persistence modules in Section 1.2. The structure theorem of [46] tells us
that the barcode B(Q) of a discrete 1-D persistence module Q is also well defined, provided
dim(Va) < ∞ for all a less than some a0 ∈ Z. When Q is finitely generated, B(Q) is a
finite multiset of intervals [a, b) with a < b ∈ Z ∪∞.
Barcodes Under Continuous Extension. We omit the easy proof of the following:
Proposition 2.11. For Q a finitely generated discrete 1-D persistence module and M a
continuous extension of Q along G,
B(M) = {[G(a),G(b)) | [a, b) ∈ B(Q), G(a) < G(b)},
where we define G(∞) =∞.
Remark 2.12. As already noted in Section 1.5, for L the poset category corresponding to
a line L ∈ L¯, L is isomorphic to R. Hence, by adapting the definitions given above in the
R-indexed setting, we can define the grid function G : Z → L, a function flG : L → imG,
and the functor EG : VectZ → VectL. As in the R-indexed case, we say M : L → Vect
is a continuous extension of a Z-indexed persistence module Q if M ∼= EG(Q). Clearly
then, Proposition 2.11 also holds for continuous extensions in the L-indexed setting. In
Section 4.2, we will use Proposition 2.11 in the L-indexed setting to prove our main result
on queries of augmented arrangements.
3 Augmented Arrangements of 2-D Persistence Modules
In this section we define the augmented arrangement A•(M) associated to a finitely pre-
sented 2-D persistence module M .
First, in Section 3.1 we define the line arrangement A(M) associated to M . Next, in
Section 3.2 we present a characterization of the 1-skeleton of A(M). Finally, using this
characterization, in Section 3.3 we define the barcode template T e stored at a 2-cell e of
A(M).
The augmented arrangement A•(M) is defined to be the arrangement A(M), together
with the additional data T e at each 2-cell e.
3.1 Definition of A(M)
Let S = supp ξ0(M) ∪ supp ξ1(M). To keep our exposition simple, we will assume that
each element of S has non-negative x-coordinate. Using the shift construction described
in Section 2.2, we can always translate the indices of M so that this assumption holds, so
there is no loss of generality in this assumption.
24
Point-Line Duality. Recall the definitions of L and L¯ from Section 1.5. As mentioned
there, a standard point-line duality gives a parameterization of L by the half-plane [0,∞)×
R. We now explain this. Define dual transforms D` and Dp as follows:
D` : L → [0,∞)× R Dp : [0,∞)× R→ L
y = ax+ b 7→ (a,−b) (c, d) 7→ y = cx− d
This duality does not extend naturally to vertical lines, i.e. lines in L¯ − L.
L′
L
u
v
w
Dp(u)
Dp(v)Dp(w)
D`(L′)
D`(L)
Figure 5: Illustration of point-line duality
The following lemma, whose proof we omit, is illustrated in Fig. 5 by the point w and
line L.
Lemma 3.1. The transforms D` and Dp are inverses and preserve incidence, in the sense
that for w ∈ [0,∞)× R and L ∈ L, w ∈ L if and only if D`(L) ∈ Dp(w).
Line Arrangements in [0,∞) × R. A cell is a topological space homeomorphic to Rn
for some n ≥ 0. We define a cell complex on [0,∞)×R to be a decomposition of [0,∞)×R
into a finite number of cells, so that the topological boundary of each cell lies in the union
of cells of lower dimension. By standard point-set topology, each cell in a cell complex
on [0,∞) × R has dimension at most 2. According to the definition, a cell complex on
[0,∞)× R is not a CW-complex, as some cells will necessarily be unbounded.
By a line arrangement in [0,∞)×R, we mean the cell complex on [0,∞)×R induced
by a set W of lines in [0,∞)×R. In this cell complex, the 1-skeleton consists of the union
of all lines in W , together with the line x = 0.
Definition of A(M). For W = {(a1, b1), (a2, b2), . . . , (al, bl)} a finite subset of R2, let
lub(S), the least upper bound of W be given by
lub(S) = (max
i
ai, max
i
bi).
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For example, lub((3, 5), (7, 4)) = (7, 5).
Say that a pair of distinct elements u, v ∈ S is weakly incomparable if one of the following
is true:
• u and v are incomparable with respect to the partial order on R2,
• u and v share either their first or second coordinate.
Call α ∈ [0,∞)× R an anchor if α = lub(u, v) for u, v ∈ S weakly incomparable.
We define A(M) to be the line arrangement in [0,∞)× R induced by the set of lines
{Dp(α) | α is an anchor}.
In view of Lemma 3.1, then, the 1-skeleton A1(M) of A(M) is given by
A1(M) = {D`(L) | L ∈ L contains an anchor} ∪ ({0} × R). (3.1)
It is clear that A(M) is completely determined by S.
0-cells of A(M). Note that for α 6= β two anchors, Dp(α) and Dp(β) intersect in [0,∞)
if and only if there exists some L ∈ L containing both α and β; such a line L exists if and
only if α and β are comparable and have distinct x-coordinate.
Size of A(M). We now bound the number of cells in A(M) of each dimension. As
in Section 1.9, let κ = κxκy, for κx and κy the number of unique x and y coordinates,
respectively, of points in S. Clearly, the number of anchors for S is bounded above by κ.
Hence the number of lines in A(M) is also bounded above by κ.
Precise bounds on the number of vertices, edges, and faces in an arbitrary line arrange-
ment are well known, and can be computed by simple counting arguments. These bounds
tell us that the number of vertices, edges, and faces in A(M) is each not greater than κ2.
3.2 Characterization of the 1-Skeleton of A(M)
We next give our alternate description of the 1-skeleton of A(M). To do so, we first define
the set crit(M) of critical lines in L◦. Here L◦ denotes the topological interior of L, i.e.
the set of affine lines in R2 with positive, finite slope.
The Push Map. Note that for each L ∈ L¯, the partial order on R2 restricts to a total
order on L. This extends to a total order on L∪∞ by taking v < ∞ for each v ∈ L. For
L ∈ L¯, define the push map pushL : R2 → L∪∞ by taking
pushL(a) = min{v ∈ L | a ≤ v}.
Note that:
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• ∞ ∈ im pushL if and only if L is horizontal or vertical.
• For a = (a1, a2) ∈ R2 and pushL(u) = (v1, v2) ∈ L, either a1 = v1 or a2 = v2; see
Fig. 6.
• For r < s ∈ R2, pushL(r) ≤ pushL(s).
L
a
pushL(a) b
pushL(b)
Figure 6: Illustration of the push map for lines of positive, finite slope
Continuity of Push Maps. For any a ∈ R2, the maps {pushL}L∈L¯ induce a map
pusha : L¯ → R2 ∪∞, defined by pusha(L) = pushL(a).
Recall that we consider L¯ as a topological space, with the topology the restriction of
topology on the affine Grassmannian of 1-D lines in R2.
Lemma 3.2. For each a ∈ R2, pusha is continuous on L◦.
Proof. Note that for any a = (a1, a2) and L ∈ L◦, pusha(L) is the unique intersection of L
with
{(a1, y) | y ≥ a2} ∪ {(x, a2) | x ≥ a1}.
From this, the result follows readily.
Critical Lines. For L ∈ L◦, pushL induces a totally ordered partition SL of S: elements
of the partition are restrictions of levelsets of pushL to S, and the total order on S
L is the
pullback of the total order on L. This partition is illustrated in Fig. 7.
We call L ∈ L◦ regular if there is an open ball B ∈ L◦ containing L such that SL = SL′
for all L′ ∈ B. We call L ∈ L◦ critical if it is not regular. Let crit(M) denote the set of
critical lines in L◦.
Theorem 3.3 (Characterization of the 1-Skeleton of A(M)). The 1-skeleton of A(M) is
exactly
D`(crit(M)) ∪ ({0} × R) .
27
LSL1
SL2
SL3 SL4
SL5
Figure 7: The totally ordered partition SL of S. The ith element of the partition is labeled as SLi .
L′
u
v
lub(u, v)
L′′
u
v
lub(u, v)
Figure 8: An illustration of the geometric idea behind Theorem 3.3: For u, v,∈ S and a line L′
lying just above lub(u, v), pushL′(u) < pushL′(v), whereas for a line L
′′ lying just below lub(u, v),
pushL′′(v) < pushL′′(u). Thus any line passing through lub(u, v) is critical.
Proof. In view of the description of the 1-skeleton of A(M) given by Eq. (3.1), proving
the proposition amounts to showing that L ∈ L◦ is critical if and only if L contains some
anchor w.
Suppose L ∈ L◦ contains an anchor w, and let u, v ∈ S be weakly incomparable,
with w = lub(u, v) ∈ L. Then we must have that pushL(u) = pushL(v) = w. Further,
it’s easy to see that we can find an arbitrarily small perturbation of L so that either
pushL(u) < pushL(v) or pushL(v) < pushL(u). Thus L is critical; see Fig. 8 for an
illustration in the case that u and v are incomparable.
To prove the converse, assume that L ∈ L◦ does not contain any anchor, and consider
distinct u, v ∈ S with pushL(u) = pushL(v). Note that u, v must lie either on the same
horizontal line or the same vertical line; otherwise u and v would be incomparable and
we would have pushL(u) = pushL(v) = lub(u, v) ∈ L. Assume without loss of generality
that u < v and u, v lie on the same horizontal line H. Then we must also have that
pushL(u) = pushL(v) lies on H. Since v = lub(u, v), v is an anchor. However, L does not
contain any anchor, so we must have v < pushL(v).
Any sufficiently small perturbation L′ of L will also intersect H at a point p to the
right of v, so that we have pushL′(u) = pushL′(v) = p. Thus for all L
′ in a neighborhood
of L, push(u) = push(v).
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In fact, since S is finite, we can choose a single neighborhood N of L in L◦ such
that for any u, v ∈ S with pushL(u) = pushL(v), we have pushL′(u) = pushL′(v) for all
L′ ∈ N . By Lemma 3.2, choosing N to be smaller if necessary, may further assume that if
pushL(u) 6= pushL(v), then pushL′(u) 6= pushL′(v) for all L′ ∈ N . Thus, the partition SL′
is independent of the choice of L′ ∈ N . Moreover, by Lemma 3.2 again, the total order on
SL
′
is also independent of the choice of L′ ∈ N . Therefore, L is regular.
Corollary 3.4. If the duals of L,L′ ∈ L are contained in the same 2-cell in A(M), then
SL = SL
′
.
Proof. Each 2-cell is connected and open, so this follows from Theorem 3.3.
Remark 3.5. In fact, Corollary 3.4 can be strengthened to show that for any L,L′ ∈ L◦,
the duals of L and L′ lie in the same cell of A(M) if and only if SL = SL′ . However, we
will not need this stronger result.
3.3 The Barcode Templates T e
Using Corollary 3.4, we now define the barcode templates T e stored at each 2-cell e of
A(M). This will complete the definition of the augmented arrangement A•(M).
By Corollary 3.4, we can associate to each 2-cell e in A(M) a totally ordered partition
Se of S. Let Sei denote the i
th element of the partition.
A 1-D Persistence Module at the 2-Cell e. We next use Se to define a discrete (i.e.,
Z-indexed) persistence module M e. If M ∼= 0, we take M e = 0. Assume then that M 6∼= 0.
First, we define a map ζe : N \ {0} → R2 by
ζe(z) =
{
lub(∪zi=1Sei ) if 1 ≤ z < |Se|,
lub(S) if z ≥ |Se|.
We define Pe := im ζe, and call this the set of template points at cell e. Note that the
restriction of ζe to {1, . . . , |Se|} is an injection, so that |Pe| = |Se|.
Let P denote the poset category of positive integers. ζe(y) ≤ ζe(z) whenever y < z,
so ζe induces a functor P to R2, which we also denote ζe. Finally, the functor M ◦ ζe :
P→ Vect extends to a functor M e : Z→ Vect (i.e., a Z-indexed persistence module) by
taking M ez = 0 whenever z ≤ 0.
The Definition of Barcode Templates. Clearly, M e is p.f.d., so it has a well-defined
barcode B(M e), and it’s easy to see that B(M e) consists of intervals [a, b), with a < b ∈
{1, . . . , |Pe|,∞}. Let us write ζ(∞) =∞.
We define T e to be a collection of pairs of points in Pe × (Pe ∪∞), as follows:
T e = {(ζe(a), ζe(b)) | [a, b) ∈ B(M e)}.
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This completes the definition of A•(M).
Remark 3.6. A•(M) is completely determined by the fibered barcode B(M) and the set
S. Indeed, A(M) is completely determined by S, and using Proposition 1.2, it’s easy to
see that T e is completely determined by B(M) and S. The main result of the next section,
Theorem 4.1, shows that conversely, A•(M) completely determines B(M), and does so in
a simple way.
4 Querying the Augmented Arrangement
In the previous section, we defined the augmented arrangement A•(M) of a finitely pre-
sented 2-D persistence module M . We now explain how A•(M) encodes the fibered barcode
B(M). That is, for a given L ∈ L¯, we explain how to recover B(ML) from A•(M). The
main result of this section, Theorem 4.1, is the basis of our algorithm for querying A•(M).
We describe the computational details of our query algorithm in Section 4.3.
Recall that the procedure for querying A•(M) for a barcode B(ML) was discussed for
the case of generic lines L in Section 1.8. More generally, for any L ∈ L¯, querying A•(M)
for the barcode B(ML) involves two steps. First, we choose a 2-cell e in A(M); if L ∈ L,
then e is a 2-dimensional coface of the cell in containing D`(L). Second, we obtain the
intervals of B(ML) from the pairs of T e by pushing the points in each pair (a, b) ∈ T e onto
the line L, via the map pushL of Section 3.2.
We now describe in more detail the first step of selecting the 2-D coface e.
4.1 Selecting a 2-D Coface e of L
For L ∈ L¯, we choose the 2-D coface e of L as follows:
• If L ∈ L◦, then there exists a 2-cell of A(M) whose closure contains D`(L); we take
e to be any such 2-cell.
• If L is horizontal, then the 2-D cofaces of the cell containing D`(L) are ordered
vertically in [0,∞) × R; we take e to be the bottom coface. (Note that D`(L) has
only one 2-D coface unless L contains an anchor.)
• For L vertical, say L is the line x = a, let L0 be the line in the arrangement A(M)
of maximum slope, amongst those having slope less than or equal to a, if a unique
such line exists; if there are several such lines, take L0 to be the one with the largest
y-intercept. If such L0 exists, it contains a unique unbounded 1-cell in a. We take
e to be the 2-cell lying directly above this 1-cell. If such a line L0 does not exist,
then we take e to be the bottom unbounded 2-cell of A(M); since we assume all
x-coordinates of S to be non-negative, this cell is uniquely defined.
The selection of cofaces for several lines is illustrated in Fig. 9.
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L2
L1
L3
(a)
D`(L2) e2
D`(L1)
e1
e3
(b)
Figure 9: Three anchors are drawn as black dots in (a); the corresponding line arrangement A(M)
is shown in (b). For each line Li in (a), the dual point D`(Li) and the corresponding 2-cell ei, chosen
as in Section 4.1, are shown in (b) in the same color.
4.2 The Query Theorem
Here is the main mathematical result underlying RIVET:
Theorem 4.1 (Querying the Augmented Arrangement). For any line L ∈ L¯ and e a 2-cell
chosen as in Section 4.1, the barcode obtained by restricting M to L is:
B(ML) = { [pushL(a), pushL(b)) | (a, b) ∈ T e, pushL(a) < pushL(b) }.
Note that if L is such that D`(L) lies in a 2-cell of A(M), then pushL(a) < pushL(b)
for all (a, b) ∈ T e, so the theorem statement simplifies for such L. In general, however, it
is possible to have pushL(a) = pushL(b).
Proof of Theorem 4.1. We prove the result for the case L ∈ L◦; the proof for L horizontal
or vertical is similar, but easier, and is left to the reader. The result holds trivially if
M ∼= 0. Assume then that M 6∼= 0.
Let e be a 2-D coface of the cell containing Dp(L). To keep notation simple, we will
write push = pushL and ζ = ζe.
Keeping Remark 2.12 in mind, we define a 1-D grid G : Z→ L. To do so, we first define
the restriction of G to {1, . . . , |Pe|} by taking
G(z) = push ◦ ζ(z);
note that this is non-decreasing. We choose an arbitrary extension of this to a 1-D grid
G : Z→ L.
By Proposition 2.11, to finish the proof it suffices to show that ML is a continuous
extension of M e along G; i.e., that there exists an isomorphism α : EG(M e)→ML.
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Given t ∈ L, let
z = max {w ∈ Z | G(w) = flG(t)}.
Note that we have
EG(M e)t = M ez =
{
Mζ(z) if z ≥ 1,
0 if z < 1.
Note also that
G(z) ≤ t < G(z + 1). (4.1)
To define the maps αt : EG(M e)t →MLt , we will consider separately the three cases
z < 1, 1 ≤ z < |Pe|, and z ≥ |Pe|.
For a ∈ Rn, recall the definition of IM (a) from immediately above Lemma 2.8, and
note that G(1) = push ◦ ζ(1) is the minimal element a of L (with respect to the partial
order on R2) such that IM (a) 6= ∅. Hence by Eq. (4.1), if z < 1 then IM (t) = ∅, so
MLt = 0. Further, if z < 1, then EG(M e)t = 0. Thus for z < 1, we (necessarily) take the
isomorphism αt : EG(M e)t →MLt to be the zero map.
For 1 ≤ z < |Pe|, Eq. (4.1) and the definition of G give that
push ◦ ζ(z) ≤ t < push ◦ ζ(z + 1).
This implies
ζ(z) ≤ t 6≥ ζ(z + 1),
so IM (ζ(z)) = IM (t). Thus M(ζ(z), t) is an isomorphism by Lemma 2.8. Since EG(M e)t =
Mζ(z), we may regard the map M(ζ(z), t) as an isomorphism αt : EG(M e)t →Mt = MLt .
For z ≥ |Pe|, we have that ζ(z) = lub(S), so IM (ζ(z)) = S. Further, the chain of
inequalities
ζ(z) = lub(S) ≤ push ◦ lub(S) = G(|Pe|) ≤ G(z) ≤ t
gives that ζ(z) ≤ t, and further that S = IM (ζ(z)) ⊆ IM (t) ⊆ S, so in fact
IM (ζ(z)) = IM (t) = S.
Then by Lemma 2.8 again, M(ζ(z), t) is an isomorphism, which as above, can be interpreted
as an isomorphism αt : EG(M e)t →MLt .
We have now defined isomorphisms αt : EG(M e)t → MLt for all t ∈ L. Clearly, these
isomorphisms commute with internal maps in EG(M e) and ML, so they define an isomor-
phism α : EG(M e)→ML, as desired.
4.3 Computational Details of Queries
We next explain the computational details of storing and querying A•(M). We also give
the complexity analysis of our query algorithm, proving Theorem 1.3.
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DCEL Representation of A(M). As noted in the introduction, we represent the line
arrangement A(M) that underlies A•(M) using the DCEL data structure [29], a standard
data structure for representing line arrangements in computational geometry. The DCEL
consists of a collection of vertices, edges, and 2-cells, together with a collection of pointers
specifying how the cells fit together to form a decomposition of [0,∞)× R.
Representing the Barcode Templates. To represent the augmented arrangement
A•(M), we store the barcode template T e at each 2-cell e in the DCEL representation
of A(M). Recall that T e is a multiset; this means a pair (a, b) may appear in T e multiple
times. We thus store T e as a list of triples (a, b, k), where k ∈ N gives the multiplicity of
(a, b) in T e.
Our Query Algorithm. Given a line L ∈ L¯, the query of A•(M) for B(ML) proceeds in
two steps. The first step performs a search for the 2-cell e of A(M) specified in Section 4.1.
Once the 2-cell e is selected, we obtain B(ML) from T e by applying pushL to the endpoints
of each pair (a, b) ∈ T e.
Let us describe our algorithm to find the 2-cell e in detail. In the case that L ∈ L
(i.e., L is not vertical), it suffices to find the cell of A(M) containing D`(L). In general,
the problem of finding the cell in a line arrangement containing a given query point is
known as the point location problem; this is a very well studied problem in computational
geometry. When we need to perform many point location queries on an arrangement, or
when we need to perform the queries in real time, it is standard practice to precompute a
data structure on the which point locations can be performed very efficiently [44]; this is
the approach we take. For v the number of vertices in the arrangement, there are a number
of different strategies which, in time O(v log v), compute a data structure of size O(v) on
which we can perform a point location query in time O(log v). A(M) has O(κ2) vertices,
so computing such a data structure for A(M) takes time O(κ2 log κ). The data structure
is of size O(κ2), and the point location query takes time O(log κ).
In the case that L is vertical, D`(L) is not defined, and we need to take a different
approach to find the 2-cell e. We precompute a separate (simpler) search data structure to
handle this case: Let Y denote the set of lines J in A(M) such that there is no other line
in A(M) with the same slope lying above J . We compute a 1-D array which contains, for
each J ∈ Y, a pointer to the rightmost (unbounded) 1-cell of A(M) contained in J , sorted
according to slope. Given A(M), computing this array takes O(nl) time, where nl = O(κ)
is the number of anchor lines. Once the array has been computed, for any vertical line L,
we can find the appropriate 2-cell e via a binary search over the array. This takes log nl
time.
We are now ready to prove our result from the introduction on the cost of querying
A•(M).
Proof of Theorem 1.3. From the discussion above, it is clear that once we have precom-
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puted the appropriate data structures, finding the cell e takes O(log κ) time. Each evalua-
tion of pushL takes constant time, so computing B(ML) from T e takes total time O(|T e|).
Thus, the total time to query A•(M) for B(ML) is O(|T e| + log κ). If D`(L) ∈ e, then
|T e| = |B(ML)|; this gives Theorem 1.3 (i). If, on the other hand, D`(L) 6∈ e, then we
may not have |T e| = |B(ML)|, but we do have |T e| = |B(ML′)|, for L′ an arbitrarily small
perturbation of L with D`(L′) ∈ e. Theorem 1.3 (ii) follows.
5 Computing the Arrangement A(M)
We now turn to the specification of our algorithm for computing A(M). First, in Sec-
tions 5.1 and 5.2, we specify the algebraic objects which serve as the input to our algorithm,
and explain how these objects arise from bifiltrations.
5.1 Free Implicit Representations of Persistence Modules: The Input to
our Algorithm
For k ≥ 1, define [k] to be the set of integers {1, . . . , k}, and let [0] denote the empty
set. Define a free implicit representation (FI-rep) of an n-D persistence module M to be a
quadruple Φ = (gr1, gr2,D1,D2), such that:
• For i = 1, 2, gri : [mi]→ Rn is a function, for some mi ≥ 0.
• D1 and D2 are matrices with coefficients in K, of respective dimensions m0×m1 and
m1 ×m2, for some m0 ≥ 0. Note that either D1 or D2 may be an empty matrix if
mi = 0.
• If m1 = 0, then M ∼= 0.
• If m1 > 0, let gr0 : [m0]→ Rn denote the constant function mapping to the greatest
lower bound of im gr1. Then, defining ordered n-graded sets Wi := ([mi], gri) for
i = 0, 1, 2, we require that (in the notation of Section 2.2), D1 = [∂1] and D2 = [∂2]
are the matrix representations, respectively, of maps
∂1 : Free(W1)→ Free(W0), ∂2 : Free(W2)→ Free(W1)
such that ∂1 ◦ ∂2 = 0 and M ∼= ker ∂1/ im ∂2.
We refer to (m0,m1,m2), defined above, as the dimensions of Φ, and write M ∼= HΦ. Note
that a presentation of M is an FI-rep of M in the degenerate case that m0 = 0, so that D1
is an empty matrix.
Our algorithm for computing the augmented arrangement of a finitely presented 2-D
persistence module M takes as input an FI-rep of M .
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Storing a Free Implicit Representation in Memory. We store the matrices D1
and D2 in a column-sparse data structure, as used in the standard persistent homology
algorithm [47]. Columns of Dj are stored in an array of size mj ; the i
th column is stored
as a list in position i of the array. We also store grj(i) at position i of the same array.
5.2 Motivation: Free Implicit Representations From Finite Filtrations
We are interested in studying the ith persistent homology module HiF of a finite bifiltration
F arising from data. Our choice to represent a 2-D persistence module via an FI-rep is
motivated by the fact that in practice, one typically has ready access to an FI-rep of HiF .
In contrast, we generally do not have direct access to a presentation of HiF at the outset,
and while there are known algorithms for computing one [36], they are computationally
expensive [12].
We’ll now describe in more detail how FI-reps of persistent homology modules arise in
practice.
The Chain Complexes of Multi-filtrations. Recall from Section 1.2 that an n-D
filtration is a functor F : Rn → Simp such that the map Fa → Fb is an inclusion
whenever a ≤ b ∈ Rn. F gives rise to a chain complex CF of n-D persistence modules,
given by
· · · ∂j+2−−−→ Cj+1F ∂j+1−−−→ CjF ∂j−→ Cj−1F ∂j−1−−−→ · · · ,
where
• we define CjF by taking the vector space (CjF)a to be generated by the j-simplices
of Fa, and taking the map CjF(a, b) to be induced by the inclusion Fa ↪→ Fb,
• the morphism ∂j is induced by the jth boundary maps of the simplicial complexes
Fa.
Note that HjF ∼= ker ∂j/ im ∂j+1.
1-Critical and Multi-critical Filtrations. To explain how FI-reps arise from finite
bifiltrations, it is helpful to first consider a special case: Following [12], we define a 1-
critical filtration F to be a finite n-D filtration where for each s ∈ Fmax, |A(s)| = 1; here,
as in Section 1.2, A(s) denotes the set of grades of appearance of s. If F is finite and not
1-critical, we say F is multi-critical.
Bifiltrations arising in TDA applications are often (but not always) 1-critical. For
example, for P a finite metric space and γ : P → R a function, the bifiltration Rips(γ)
of Section 1.3 is 1-critical, but the filtration B-Rips(P ) of that section generally is not
1-critical.
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It’s easy to see that if F is 1-critical, then each CjF is free; we have an obvious
isomorphism between CjF and Free[Fj ], for Fj the n-graded set given by
Fj ≡ {(s,A(s)) | s a j-simplex in Fmax}.
Thus, choosing an order for each Fj , the boundary map ∂j : CjF → Cj−1F can be
represented with respect to Fj , Fj−1 by a matrix [∂j ] with coefficients in the field K, as
explained in Section 2.2; [∂j ] is exactly the usual matrix representation of the j
th boundary
map of Fmax.
Free Implicit Representations of HiF in the 1-Critical Case. The ordered n-
graded sets Fj and matrices [∂j ] determine the chain complex CF , and hence each of the
homology modules HjF up to isomorphism. In fact, for Oj : Fj → {1, 2, . . . , |Fj |} the
total order on Fj , we have that
(grFj ◦O−1j , grFj+1 ◦O−1j+1, [∂j ], [∂j+1], )
is an FI-rep of HjF , for any j ≥ 0.
Free Implicit Representations of HiF in the Multi-Critical case. For F a multi-
critical filtration, the modules CjF are not free. Nevertheless, as explained in [16], there
is an easy construction of an FI-rep
Φ = (gr1, gr2,D1,D2)
of HjF , generalizing the construction given above in the 1-critical setting. Letting
lj =
∑
s a j-simplex
in Fmax
|A(s)|,
the dimensions (m0,m1,m2) of Φ satisfy the following bounds when F is a bifiltration:
m0 ≤ lj−1, m1 ≤ lj , m2 ≤ lj+1 + lj − 1; (5.1)
see [16] for details.
Computation of the Free Implicit Representation of a Bifiltration. As explained
in Section 1.2, we can store a finite simplicial bifiltration in memory as a simplicial complex,
together with a list of grades of appearance for every simplex. Let F be a finite (one-critical
or multi-critical) bifiltration of size l. It’s not hard to show that given this input, for any
i ≥ 0 we can compute the FI-rep of HiF described above in time O(l log l).
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One Homology Index at a Time, or All Homology Indices at Once? The stan-
dard algorithms for computing persistence barcodes of a 1-D filtration F compute B(HiF)
for all i up to a specified integer, in a single pass. When one is interested in the barcodes
at each homology index, this is more efficient than doing the computations one index at a
time, because the computations of B(HiF) and B(Hi+1F) share some computational work.
In contrast, the algorithm described in this paper, and implemented in the present
version of RIVET, computes A•(HiF) of a finite bifiltration F , for a single choice of i ≥ 0.
This approach allows us to save computational effort when we are only interested in a
single homology module, and seems to be the more natural approach when working with
multi-critical filtrations.
That said, within the RIVET framework, for a 1-critical bifiltration F one can also
handle all persistence modules HiF , for i up to a specified integer, in a single pass.2
5.3 Computation of Betti Numbers
Our first step in the computation of A(M) is to compute S = supp ξ0(M) ∪ supp ξ1(M).
Since RIVET also visualizes the Betti numbers of M directly, we choose to compute this
by fully computing ξ0 and ξ1. (In any case, we do not know of any algorithm for computing
S that is significantly more efficient than our algorithm for fully computing ξ0 and ξ1.)
Computing Betti Numbers of Z2-indexed Persistence Modules. We can define a
FI-rep Φ = (gr1, gr2,D1,D2) of a Z2-indexed persistence module Q just as we have for an
R2-indexed persistence module above; in this case the functions gr1 and gr2 take values in
Z2.
In a companion article [41], we show how to fully compute ξ0(Q), ξ1(Q), and ξ2(Q),
given Φ; the algorithm runs in time runs in time O(m3), for (m0,m1,m2) the dimensions
of Φ and m = m0 +m1 +m2.
One way to compute the bigraded Betti numbers of M , quite standard in computational
commutative algebra, is to compute a free resolution forM [37]. However, this gives us more
than we need for our particular application. Instead of following this route, our algorithm
computes the Betti numbers via carefully scheduled column reductions on matrices, taking
advantage of a well-known characterization of Betti numbers in terms of the homology of
Kozul complexes [34].
2The natural way to do this is not to compute A•(HiF) for each 1 ≤ i ≤ l, but rather to compute
the single augmented line arrangement A•(⊕li=1HiF), labeling the intervals of the discrete barcode at
each 2-cell of A(⊕li=1HiF) by homology degree, so that a query of A•(⊕li=1HiF) provides the homology
degree of each interval of B(⊕li=1(HiF)L). This “labeled” variant of A•(⊕li=1HiF) can be computed
using essentially the same algorithm as presented in this paper for computation of a single augmented
arrangement.
When F is not 1-critical, to compute A•(⊕li=1HiF), we need to first replace C(F) by a chain complex
of free 2-D persistence modules. As noted in [12], this can be done via a mapping telescope construction,
though this may significantly increase the size of C(F).
37
Computing Betti Numbers of R2-indexed Persistence Modules. In fact, our al-
gorithm for computing Betti numbers in the discrete setting can also be used to compute
the bigraded Betti numbers of a finitely presented R2-indexed persistence module. Indeed,
as we will now explain, a FI-rep (gr1, gr2,D1,D2) of an R2-indexed persistence module M
induces a discrete FI-rep Φ = (gr′1, gr′2,D1,D2) and an injective 2-D grid G : Z2 → R2 such
that M is a continuous extension of M along HΦ. (The matrices D1,D2 are the same in
the two free implicit representations). Given this, we can compute the multigraded Betti
numbers of HΦ using the algorithm of [41] and deduce the multigraded Betti numbers of
M from those of HΦ, by Proposition 2.10.
The construction of Φ and the 2-D grid G are simple: Let ox (respectively, oy) denote
the ordered set of unique x-coordinates (y-coordinates) of elements of im gr1 ∪ im gr2. Let
nx = |ox| and ny = |oy|. Let Ωx : [nx]→ ox be the bijection sending i to the ith element of
ox; define Ωy : [ny]→ oy analogously. We choose G : Z2 → R2 to be an arbitrary extension
of
Ωx × Ωy : [nx]× [ny]→ ox × oy.
For j = 1, 2, we define gr′j to be the Z2-valued function (Ωx × Ωy)−1 ◦ grj .
We leave to the reader the easy check that M is a continuous extension of HΦ along G.
5.4 Computation and Storage of Anchors and Template Points
Recall from Section 3.1 that an anchor is the least upper bound of a weakly incomparable
pair of points in S, and that the set of anchors determines the line arrangement A(M).
In this section, we will let A denote the set of anchors. To compute the line arrangement
A(M), we need to first compute a list anchors of all elements of A.
Moreover, our algorithm for computing the barcode templates, described in Section 6,
requires us to represent the set
P :=
⋃
e a 2-cell in A(M)
Pe
of all template points using a certain sparse matrix data structure. It’s easy to see that
P = A ∪ S.
We will see that because of this, it is convenient to compute the list anchors and the sparse
matrix representation of P at the same time.
In this section, we specify our data structure for P and describe our algorithm for
simultaneously computing both this data structure and the list anchors.
Sparse Matrix Data Structure for P. Note that S ⊆ im(Ωx × Ωy). Given this, it’s
easy to see that also P ⊆ im(Ωx×Ωy). Thus, to store P, it suffices to store (Ωx×Ωy)−1(P)
and the maps Ωx and Ωy. We store Ωx and Ωy in two arrays of size nx and ny, and we
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store (Ωx ×Ωy)−1(P) in a sparse matrix tPtsMat of size nx × ny. The triple (tPtsMat, Ωx,
Ωy) is our data structure for P.
Henceforth, to keep notation simple, we will assume that Ωx and Ωy are the identity
maps on [nx] and [ny] respectively, so that (Ωx × Ωy)−1(P) = P.
Let us now describe tPtsMat in detail. An example tPtsMat is shown in Fig. 10. Each
element u ∈ P is represented in tPtsMat by a quintuple
(u, pl, pd, levSet1(u), levSet2(u)).
In this quintuple, pl and pd are pointers (possibly null); pl points to the element of P
immediately to the left of u, and pd points to the element of P immediately below u. The
objects levSet1(u), levSet2(u) are lists used in the computation of the barcode templates
T e. Initially, these lists are empty. We discuss them further in Section 6.
The data structure tPtsMat also contains an array rows of pointers, of length ny; the
ith entry of rows points to the rightmost element of P with y-coordinate i.
1 2 3 4 5 6 7 8 9 10
1
2
3
4
5
6
7
rows
Figure 10: Example of tPtsMat for nx = 10 and ny = 7. Each element of P is represented
by a square. Shaded squares represent elements of S, and squares with solid borders represent
anchors. Each entry contains pointers to the next entries down and to the left; non-null pointers
are illustrated by arrows. The lists levSet1(u) and levSet2(u) stored at each u ∈ P are not shown.
Computation of tPtsMat and anchors. Our algorithm for computing Betti numbers,
given in [41], computes ξ0(M)(u) and ξ1(M)(u) at each bigrade u ∈ [nx]× [ny] by iterating
through [nx]× [ny] in lexicographical order. As we iterate through [nx]× [ny], it is easy to
also compute both tPtsMat and the list anchors. Let us explain this in detail.
Upon initialization, anchors is empty, tPtsMat contains no entries, and all pointers in
rows are null. We create a temporary array columns of pointers, of length nx, with each
pointer initially null.
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At each u ∈ [nx] × [ny], once the Betti numbers at u have been computed, if u ∈
A, then we add u to the list anchors. If u ∈ S ∪A = P, then we add the quintuple
(u, rows[u2], columns[u1], [ ], [ ]) to tPtsMat, and set rows[u2] and columns[u1] to both point
to u. These updates to columns and rows ensure that:
• For each i ∈ [ny], rows[i] always points to the rightmost entry with y-coordinate i
added to tPtsMat thus far;
• For each j ∈ [nx], columns[j] always points to the topmost entry with x-coordinate j
added to tPtsMat thus far.
It remains to explain how we determine whether u ∈ A. Note that u ∈ A if and only if
at least one of the following two conditions holds when we visit u:
1. Both rows[u2] and columns[u1] are not null.
2. u ∈ S and either rows[u2] or columns[u1] is not null.
Using this fact, we can check whether u ∈ A in constant time.
Beyond the O(m3) time required to compute S, this algorithm for computing tPtsMat
and anchors takes O(nx × ny) = O(m2) time.
5.5 Building the Line Arrangement
Recall that the anchors of M correspond under point-line duality to the lines in the ar-
rangement A(M). Thus, once the list of anchors has been determined, we are ready to
build the DCEL representation of A(M). For this, our implementation of RIVET uses the
well-known Bentley-Ottmann algorithm [29], which constructs the DCEL representation of
a line arrangement with n lines and k vertices in time O((n+ k) log n). Since our arrange-
ment contains O(κ) lines and O(κ2) vertices, the algorithm requires O(κ2 log κ) elementary
operations.
As explained in Section 3.1, the number of cells inA(M) is O(κ2). The size of the DCEL
representation of any arrangement is of order the number of cells in the arrangement, so
the size of the DCEL representation of A(M) is also O(κ2).
Remark 5.1. The κ2 log κ term in the bound of Theorem 1.4 (ii) arises from our use of the
Bentley-Ottmann algorithm. There are asymptotically faster algorithms for constructing
line arrangements that would give a slightly smaller term in the bound of Theorem 1.4 (ii)—
in fact, we can remove the log κ factor. However, the Bentley-Ottmann algorithm, which
is relatively simple and performs well in practice, is a standard choice.
Each 1-cell e in A(M) lies on the line dual to some anchor α. In our DCEL rep-
resentation of A(M), we store a pointer at e to the entry of tPtsMat corresponding to
α.
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Numerical Considerations. Line arrangement computations, as with many computa-
tions in computational geometry, are notoriously sensitive to numerical errors that arise
from floating-point arithmetic. Much effort has been invested in the development of smart
arithmetic models for computational geometry which allow us to avoid the errors inexact
arithmetic can produce, without giving up too much computational efficiency [7]. Because
exact arithmetic is generally far more computationally expensive than floating-point arith-
metic, these models typically take a hybrid approach, relying on floating-point arithmetic
in cases where the resulting errors are certain to not cause problems, and switching over
to exact arithmetic for calculations where the errors could be problematic. Our implemen-
tation of RIVET relies on a simple such hybrid model specially tailored to the problem at
hand.
6 Computing the Barcode Templates
Once we have found all anchors and constructed the line arrangement A(M), we are ready
to complete the computation of A•(M) by computing the barcode templates T e for all
2-cells e of A(M). This section describes our core algorithm for this. In Section 8.1, we
describe a refinement of the algorithm which performs significantly faster in practice.
The input to our algorithm consists of three parts:
1. A FI-rep Φ of M , represented in the way described in Section 5.1,
2. Our sparse matrix representation tPtsMat of the set P of all template points,
3. A DCEL representation of the line arrangement A(M).
Recall that Φ is given to us as input to our algorithm for computing A•(M); the compu-
tation of tPtsMat and A(M) from Φ has already been described above.
Recall from Section 3.3 that
T e = {(ζe(y), ζe(z)) | [y, z) ∈ B(M e)}.
Thus, to compute T e at each 2-cell e, it suffices to compute the pair (B(M e), ζe) at each
2-cell e. This is essentially what our algorithm does, though it turns out to be unnecessary
to explicitly store either B(M e) or ζe at any point in the computation.
Note that M ∼= 0 if and only if S = ∅, if and only if each T e = ∅. Thus, we may assume
that M 6∼= 0.
6.1 Trimming the Free Implicit Representation
Let
box(S) = {y ∈ R2 | y ≤ lubS}.
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We say a FI-rep Φ′ = (gr′1, gr′2,D′1,D′2) for M is trimmed if
im gr′1 ∪ im gr′2 ∈ box(S).
As a preliminary step in preparation for the computation of the barcode templates, if
Φ is not already trimmed we replace Φ with a smaller trimmed FI-rep. While it is possible
to work directly with an untrimmed FI-rep to compute the barcode templates, it is more
efficient to work with a trimmed one. In addition, assuming that our FI-rep is trimmed
allows for some simplifications in the description of our algorithm.
For j = 1, 2, let lj = | gr−1j (box(S))|. There is a unique order-preserving map
ηj : [lj ]→ gr−1j (box(S)).
We define gr′j = grj ◦ ηj . We define D′1 to be the submatrix of D1 whose columns correspond
to elements of im η1, and we define D
′
2 to be the submatrix of D2 whose rows and columns
correspond to elements of im η1 and im η2, respectively. Let
Φ′ = (gr′1, gr
′
2,D
′
1,D
′
2).
Proposition 6.1. H(Φ′) ∼= M .
Proof. Associated to Φ and Φ′ we have respective chain complexes of free modules
F2
∂2−→ F1 ∂1−→ F0
F ′2
∂′2−→ F ′1
∂′1−→ F ′0,
with ker ∂1/ im ∂2 = H(Φ) ∼= M and ker ∂′1/ im ∂′2 = H(Φ′), as in the definition of a FI-rep;
further, since Φ′ is a trimming of Φ, we have obvious maps ψj : F ′j ↪→ Fj for j = 0, 1, 2,
making the following diagram commute:
F2 F1 F0
F ′2 F ′1 F ′0
∂2 ∂1
∂′2
ψ2
∂′1
ψ1 ψ0
The maps ψi induce a map ψ : H(Φ′) → H(Φ) ∼= M . It’s easy to see that ψa is an
isomorphism for a ∈ box(S). To finish the proof, it remains to check that ψb is also
an isomorphism for b 6∈ box(S). For b 6∈ box(S), there is a unique element a ∈ box(S)
minimizing the distance to b. Note that a < b. By commutativity, it suffices to see
that M(a, b) is an isomorphism and H(Φ′)(a, b) is an isomorphism. Lemma 2.8 gives that
M(a, b) is an isomorphism, and since im gr′1 ∪ im gr′2 ∈ box(S), it’s easy to see directly that
H(Φ′)(a, b) is an isomorphism.
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Clearly, Φ′ is trimmed. Given tPtsMat and our column-sparse representation of Φ, we
can compute Φ′ from Φ in O(m + d) time, where d = O(m2) is the number of non-zero
entries of D2.
Henceforth we will assume that Φ, the FI-rep of M given as input to our algorithm, is
trimmed.
6.2 RU-Decompositions and Computation of Persistence Barcodes
To prepare for a description of our algorithm for computing the barcode templates, we begin
with some preliminaries on the computation of persistence barcodes. There is a large and
growing body of work on this topic; see [42] for a recent overview with an emphasis on
publicly available software. We restrict attention here to what is needed to explain our
algorithm.
The standard algorithm for computing persistence barcodes was introduced in [47],
building on ideas in [32]; see also [31] for a succinct description of the algorithm, together
with implementation details.
The algorithm takes as input a FI-rep Φ = (gr1, gr2,D1,D2) of a 1-D persistence mod-
ule, with gr1 and gr2 non-decreasing, and returns B(HΦ). Of course, in applications Φ
typically comes from the chain complex of a 1-D filtration, with the simplices in each
dimension ordered according to their grade of appearance.
The algorithm is a variant of Gaussian elimination; it performs column additions to
construct certain factorizations of D1 and D2, from which the barcode B(M) can be read
off directly. Let us explain this in more detail, drawing on ideas introduced in [25]: Let
R be an m× n matrix, and for j the index of a non-zero column of R, let Λ(R, j) denote
the maximum row index of a non-zero entry in column j of R. We say R is reduced if
Λ(R, j) 6= Λ(R, j′) whenever j 6= j′ are the indices of non-zero columns in R.
The standard persistence algorithm yields a decomposition D = RU of any matrix D
with coefficients in the field K, where R is reduced, and U is an upper-triangular matrix.
For D an r × s matrix, the algorithm runs in time O(rs2).
We define an RU -decomposition of Φ simply to be a pair of RU -decompositions D1 =
R1U1 and D2 = R2U2. We can read B(M) off of R1 and R2. To explain this, suppose Φ is
of dimensions (m0,m1,m2), and let Ri(∗, j) denote the jth column of Ri. Define
Pairs(Φ) := {(Λ(R2, j), j) ∈ [m1]× [m2] | R2(∗, j) 6= 0}
Ess(Φ) := {j ∈ [m1] | R1(∗, j) = 0 and j 6= Λ(R2, k) for any column k of R2.}
While the RU -decomposition of a matrix is not unique, it is shown in [25] that Pairs(Φ)
and Ess(Φ) are independent of the choice of RU -decomposition of Φ.
Theorem 6.2 ([31, 47]).
B(M) = {[gr1(j), gr2(k)) | (j, k) ∈ Pairs(Φ)}∪{[gr1(j),∞) | j ∈ Ess(Φ)}.
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Vineyard Updates to Barcode Computations. Suppose that D is a d1× d2 matrix,
and that D′ is obtained from D by transposing either two adjacent rows or two adjacent
columns of D. [25] introduces an algorithm, known as the vineyard algorithm, for updating
an RU -decomposition of D to obtain an RU -decomposition of D′ in time O(d1 + d2). This
algorithm is an essential subroutine in our algorithm for computing the barcode templates.
6.3 Permutations of Free Implicit Representations
As mentioned above, the standard persistence algorithm takes as input a FI-rep of a 1-D
persistence module Φ = (gr1, gr2,D1,D2), with gr1 and gr2 non-decreasing. The reason
we need gr1 and gr2 to be non-decreasing is that the formula Theorem 6.2 for reading the
barcode off of the RU -decomposition holds only under this assumption on gr1 and gr2.
Now suppose that we are given a 1-D FI-rep Φ = (gr1, gr2,D1,D2) with either gr1
or gr2 not non-decreasing. How can we modify Φ to obtain a FI-rep Φ
′ of H(Φ) with
non-decreasing grade functions, so that we can read the barcode of H(Φ) off of an RU -
decomposition of Φ′? We now answer this question.
It is easy to check that the following lemma holds.
Lemma 6.3. Suppose Φ = (gr1, gr2,D1,D2) is a FI-rep of an n-D persistence module
M of dimensions (m0,m1,m2). Then for σ1 and σ2 any permutations on [m1] and [m2],
respectively, and P1 and P2 the corresponding permutation matrices, we have that
Φ′ := (gr1 ◦σ1, gr2 ◦σ2,D1P1,P T1 D2P2)
is also a FI-rep of M .
Thus, in the case that M is 1-D, finding a FI-rep of M with non-decreasing grade
functions amounts to finding permutations σ1 and σ2 as above with gr1 ◦σ1 and gr2 ◦σ2
non-decreasing, and applying the corresponding permutations to the rows and columns of
P1 and P2.
Finding the Permutations σj by Sorting. For j = 1, 2, we may use a sorting algo-
rithm to find a permutation σ−1j which puts the list
grj(1), grj(2), . . . , grj(mj)
in non-decreasing order. The function gri ◦σj is then non-decreasing. To take advantage
of the vineyard algorithm in our main algorithm, we will want to work with a sorting
algorithm which generates the permutation σ−1j as a product of transpositions of adjacent
elements in [mj ]. For this, we use the well known insertion-sort algorithm [26]. This yields
σj as a minimum length product of adjacent transpositions.
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6.4 Induced Free Implicit Representations at Each 2-Cell
Using Lemma 6.3 above, we next show that for any 2-cell e in A(M), Φ yields a FI-rep
Φe = (gre1, gr
e
2,D
e
1,D
e
2)
of the discrete persistence module M e introduced in Section 3.3, with gre1 and gr
e
2 non-
decreasing. Thus, we can compute B(M e) by computing an RU -decomposition of Φe.
Lift Maps. Recall the definition of the set of template points Pe from Section 3.3. Define
a function
lifte : box(S)→ Pe
by taking lifte(a) = u, for u the minimum element of Pe such that a ≤ u (where as
elsewhere, < denotes the partial order order R2). In Fig. 11 we illustrate lifte and lifte′ for
a pair of adjacent 2-cells e and e′.
α
u
v
L
αu
v
L′
Figure 11: Illustration of lifte (left) and lifte
′
(right) at two adjacent cells e and e′, containing
the duals of lines L and L′, respectively. The black dots represent points of P = ⋃e Pe. Note that
u,α ∈ Pe and v,α ∈ Pe′ , but u 6∈ Pe′ and v 6∈ Pe. The maps lifte, lifte′ are illustrated by red
arrows, for a few sample points (purple dots). The shaded region in each figure is the subset of
box(S) on which lifte 6= lifte′ .
Let
orde : Pe → {1, 2, . . . , |Pe|}
denote the unique order-preserving bijection, i.e., the inverse of the restriction of ζe to
{1, 2, . . . , |Pe|}.
Free Implicit Representation of M e. Suppose that Φ = (gr1, gr2,D1,D2), our FI-rep
of M , is of dimensions (m0,m1,m2). For j = 1, 2, let σ
e
j : [mj ]→ [mj ] be any permutation
such that
grej := ord
e ◦ lifte ◦ grj ◦σej : [mj ]→ Z
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is non-decreasing, and write σe = (σe1,σ
e
2).
Let P1 and P2 denote the permutation matrices corresponding to σ
e
1 and σ
e
2, respectively.
Let De1 = D1P1 and D
e
2 = P
T
1 D2P2.
Proposition 6.4. Φe := (gre1, gr
e
2,D
e
1,D
e
2) is a FI-rep of M
e.
Proof. It’s not hard to check that
(orde ◦ lifte ◦ gr1, orde ◦ lifte ◦ gr2,D1,D2)
is a FI-rep of M e. Given this, the result follows from Lemma 6.3.
Non-Uniqueness of Φe. In general, Φe is not uniquely defined, because it depends on
the pair of permutations σe, which needn’t be unique. We will sometimes write Φe = Φ(σe)
to emphasize the dependence on σe. We say any σe chosen as above is valid.
Reading off T e from an RU-Decomposition of Φe. For j = 1, 2, let
fej = lift
e ◦ grj ◦σej = (orde)−1 ◦ grej ,
and write fe = (fe1 , f
e
2 ). We call f
e the template map for Φe. Note that fe is independent
of the choice of a valid σe.
From Theorem 6.2, Proposition 6.4, and the definition of the barcode template T e in
Section 3.3, we have the following relationship between Φe, fe, and T e:
T e = {(fe1 (j), fe2 (k)) | (j, k) ∈ Pairs(Φe)} ∪ {(fe1 (j),∞) | j ∈ Ess(Φe)}. (6.1)
6.5 Our Algorithm
Eq. (6.1) tells us that for a 2-cell e in A(M), to compute the barcode template T e it suffices
to compute the template map fe, along with the RU -decomposition of Φe = Φ(σe), for
some valid σe. This is exactly what our algorithm does; we give a description of the
algorithm here, deferring some details to later sections.
We need to compute T e at every 2-cell e. A na¨ıve approach would be to do the
computation from scratch at each 2-cell e. However, we can do better, by leveraging the
work done at one cell to expedite the computation at a neighboring cell.
We proceed as follows: Let G denote the dual graph of A(M); this is the undirected
graph with a vertex for each 2-cell e of A(M), and an edge [e, e′] for each pair of adjacent
2-cells e, e′ ∈ A(M). The dual graph is illustrated in Fig. 12. We compute a path Γ =
e0, e1, . . . ew in G which visits each 2-cell at least once. Our algorithm for computing Γ is
discussed below, in Section 6.6.
Let us adopt the convention of abbreviating an expression of the form (−)ei by (−)i.
For example, we write fei as f i.
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a
b
cd
e
f
g
h
i
Figure 12: The line arrangement A(M) (in grey), together with its dual graph G (in blue). The
path Γ through G might visit the vertices in the order a, b, c, d, e, f , e, g,h, i.
Once we have computed Γ, for each i = 1, . . . ,w, we compute the template map f i
and an RU -decomposition of Φ(σi) = (gri1, gr
i
2,D
i
1,D
i
2), for some valid choice of σ
i. We
proceed in order of increasing i.
For j = 1, 2, we store f ij in memory by separately storing its factors lift
i−1 ◦ grj and
σi−1j ; we discuss the data structures for this in Section 6.7. Thus, to compute f
i
j , we
compute both lifti−1 ◦ grj and σi−1j .
The initial cell e0 is chosen in a way that allows for a simple combinatorial algorithm
to compute lift0 ◦ grj and σ0j ; see Section 6.8. Letting Pj denote the matrix representation
of σ0j , we have that
D01 = D1P1, D
0
2 = P
T
1 D2P2.
Thus, D01 and D
0
2 can be obtained from D1 and D2 by performing row and column permu-
tations. Given D01 and D
0
2, we compute an RU -decomposition of Φ
0 via an application of
the standard persistence algorithm.
For 1 ≤ i ≤ w, we compute f i as an update of f i−1, and we compute the RU -
decomposition of Φi as an update of the RU -decomposition of Φi−1. Let us explain this in
more detail (with yet more detail to come in later sections). To update f i−1j , we update
both lifti−1 ◦ grj and σi−1j . First, we update lifti−1 ◦ grj to obtain lifti ◦ grj ; details of this
computation are given in Section 6.9. Second, we update σi−1j to obtain σ
i
j as follows.
Define
g˜rij := ordi ◦ lifti ◦ grj ◦σi−1j .
Note the distinction between g˜rij and gr
i
j : the former is defined in terms of σ
i−1
j , while the
latter is defined in terms of σij .
Applying the insertion-sort algorithm to g˜rij , we compute a sequence of transpositions
of adjacent elements in [mj ] such that, for τ
−1
j : [mj ] → [mj ] the composition of these
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transpositions, g˜rij ◦ τj is non-decreasing. We take σij = σi−1j ◦ τj . Clearly, then,
grij = ordi ◦ lifti ◦ grj ◦σij
is non-decreasing, so σi is valid.
Note that for Pj the matrix representation of τj , we have
Di1 = D
i−1
1 P1, D
i
2 = P
T
1 D
i−1
2 P2.
To compute an RU -decomposition of Φi(σe) from our RU -decomposition of Φi−1(σe),
we exploit the decomposition of τ−1j as a sequence of transpositions provided by the
insertion-sort algorithm, and apply the RU -update algorithm of [25] repeatedly, perform-
ing an update of the RU -decomposition for each transposition in the sequence. We note
that neither τ , nor τ−1, nor the decomposition of τ−1j into transpositions ever needs to
be stored explicitly in memory. Rather, we use each transposition to perform part of the
update as soon as it is computed; after this, there is no need to store the transposition.
It remains to explain how we compute Γ, lift0 ◦ grj , and σ0, and how we update
lifti−1 ◦ grj to obtain lifti ◦ grj . In what follows, we explain all of this, and also fill in
some details about the data structures used by our algorithm.
6.6 Computing the Path Γ
We first explain how we choose the path Γ = e0, e1, . . . , ew. As above, let G be the dual
graph of the line arrangementA(M). To compute Γ, we first compute a weight for each edge
of G. The weight of [e, e′] is chosen to be an estimate of the amount of work our algorithm
must do to pass between cells e and e′, in either direction. We defer the details of how
we define and compute these edge weights until Section 6.10. While the choice of edge
weights impacts our choice of Γ, and hence the speed of our algorithm for computing the
barcode templates, our asymptotic complexity bounds for our algorithm are independent
of the choice of edge weights.
We take e0 to be the topmost 2-cell in A(M); the points of e0 correspond under point-
line duality to lines that pass to the right of all points in S.
Call a path in G starting at e0 and visiting every vertex of G a valid path. We’d like to
choose Γ to be a valid path of minimum length, but we do not have an efficient algorithm
for computing such a path. (Indeed, we expect the problem is NP-hard). Instead, we
compute a path Γ whose length is approximately minimum.
Let Γ∗ be a valid path of minimum length. It is straightforward to compute a valid
path Γ such that length(Γ) ≤ 2 length(Γ∗): First we compute a minimum spanning tree
M for G via a standard algorithm such as Kruskal’s Algorithm [26]. Via depth-first search
of M starting at e0, we can find a valid path Γ in M which traverses each edge of M at
most twice. Since length(M) ≤ length(Γ∗), we have that length(Γ) ≤ 2 length(Γ∗).
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In fact, an algorithm with a better approximation ratio is known: [35] shows that a
variant of the Christofides 32 -approximation algorithm for the traveling salesman problem
on a metric graph [23] yields a valid path Γ with length(Γ) ≤ 32 length(Γ∗).
6.7 Data Structures
Before completing the specification of our algorithm for computing the barcode templates
T e, we need to describe the data structures used internally by the algorithm.
Persistent Homology and Vineyard Update Data Structures. First, we mention
that our algorithm uses each of the data structures specified in [25] for computing and
updating RU -decompositions. These consist consists of 4 sparse matrices—one to store
each of R1,R2, U1 and U2—as well as several additional 1-D arrays which aid in performing
the persistence and vineyard algorithms, and in reading barcodes off of the matrices R1,
R2. Since we use these data structures only in the way described in [25], we refer the reader
to that paper for details.
Array Data Structures. For j = 1, 2, we also maintain arrays gradesj , liftsj , sigj , and
sigInvj , each of length [mj ]:
• gradesj is a static array with gradesj [k] = grj(k).
• liftsj [k] is an array of pointers to entries of tPtsMat.
• After our computations at cell ei are complete,
liftsj [k] = lift
i ◦ grj(k), sigj [k] = σij(k), sigInvj [k] = (σij)−1(k).
Remark 6.5. Note that after all computations at cell ei are complete, we can use liftsj
and sigj together to perform constant time evaluations of the template map
f ij = lift
i ◦ grj ◦σij .
Together with the RU -decomposition of Φi, this allows us to efficiently read off T e using
Eq. (6.1).
The Lists levSetj(u). We mentioned in Section 5.4 that for each u ∈ P, we store lists
levSet1(u) and levSet2(u) at the entry of tPtsMat corresponding to u. We now specify
what these lists store: After our computations at cell ei are complete, levSetj(u) stores
(lifti ◦ grj ◦σij)−1(u) for u ∈ P i, and levSetj(u) is empty for u 6∈ P i. As we will see
in Section 6.9, our algorithm uses the lists levSetj(u) to efficiently perform the required
updates as we pass from cell ei−1 to cell ei.
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6.8 Computations at the Initial Cell e0
We next describe in more detail the computations performed at the initial cell e0, building
on the explanation of Section 6.5.
To begin our computations at cell e0, for each u ∈ P, we initialize
levSetj(u) = (lift
0 ◦ grj)−1(u).
Note that (lift0 ◦ grj)−1(u) is nonempty only if u is the rightmost element of P on the
horizontal line passing through u. Thus, the elements u ∈ P such that levSetj(u) is non-
empty have unique y-coordinates.
To efficiently initialize the lists levSetj(u), we use an O(m logm+mκ) time sweep
algorithm, described in Appendix A.2. When we add k ∈ [mj ] to the list levSetj(u), we
also set liftsj [k] = u.
Next, we concatenate the non-empty lists levSetj(u) into single list of length mj , in
increasing order of the y-coordinate of u, and set sigInvj equal to this list. For j = 1, 2,
given sigInvj , we construct sigj in the obvious way in time O(mj). We define σ
0
j to be the
permutation whose array representation is sigj .
Letting Pj denote the matrix representation of σ
0
j , we use the arrays sigInv1 and sigInv2
to compute
D01 = D1P1, D
0
2 = P
T
1 D2P2.
Using the column sparse representation of D1 and D2 described in [25], which allows for
implicit representations of row permutations, this takes O(m) time.
As already explained in Section 6.5, we then apply the standard persistence algorithm
to compute the RU-decompositions D01 = R
0
1U
0
1 , D
0
2 = R
0
2U
0
2 .
This completes the work done by the algorithm at cell e0.
6.9 Computations at Cell ei, for i ≥ 1
In Section 6.5, we outlined our algorithm for updating the template map f i−1 and RU -
decomposition Φi−1, as we pass from cell ei−1 to e1. We now give a more detailed account
of this algorithm, filling in some details omitted earlier. As explained in Section 6.5, to
update
f i−1j = lift
i−1 ◦ grj ◦σi−1,
our algorithm separately updates the factors lifti−1 ◦ grj and σi−1j .
While it is possible to first completely update lifti−1 ◦ grj and then update σi−1j via an
application of insertion sort, it is slightly more efficient to interleave the updates of the
two factors, so that when we update the value of lifti−1 ◦ grj(k) for some k ∈ [mj ], we
immediately perform the insertion-sort transpositions necessitated by that update, along
with the corresponding updates to the RU-decomposition. This is the approach we take.
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We assume without loss of generality that ei−1 lies below ei. The shared boundary of
ei−1 and ei lies on the line dual to some anchor α = (α1,α2). tPtsMat provides constant
time access to the element u = (u1,u2) ∈ P immediately to the left of α and the element
v = (v1, v2) ∈ P immediately below α, if such u and v exist. To keep our exposition simple,
we will assume that u and v do both exist; the cases that either u or v do not exist are
similar, but simpler. Note that
u,α ∈ P i−1, v,α ∈ P i, u 6∈ P i, v 6∈ P i−1;
see Fig. 11.
Recall that for each i, lifti ◦ grj is represented in memory using the data structures liftsj
and levSetj(·), whereas σij is represented using sigj and sigInvj .
To perform the required updates as we pass from cell ei−1 to cell ei, we first iterate
through the list levSetj(α) in decreasing order. For each k ∈ levSetj(α), if the y-coordinate
of grj(k) is less than or equal to v2, then lift
i ◦ grj(k) = v; we remove k from levSetj(α),
add k to the beginning of the list levSetj(v), and set liftsj [k] = v.
If, on the other hand, the y-coordinate of grj(k) is greater than v2, then lift
i ◦ grj(k) = α,
and we do not perform any updates to liftsj , levSetj(α), or levSetj(v) for this value of k.
If in addition, liftsj [sigInvj [sigj [k] + 1]] = v, then we apply insertion sort to update sigj ,
sigInvj , and the RU -decomposition; specifically, we compute sortOneElement(sigj [k]), for
sortOneElement the algorithm defined below.
Algorithm 1 sortOneElement(w)
Input: w ∈ {1, . . . ,mj − 1} such that liftsj [sigInvj [y]] ≤ liftsj [sigInvj [z]] whenever w < y < z
Output: Updated sigj and sigInvj such that liftsj [sigInvj [y]] ≤ liftsj [sigInvj [z]] whenever w ≤ y < z; corre-
spondingly updated RU -decomposition
1: y← w;
2: while y < mj and liftsj [sigInvj [y]] > liftsj [sigInvj [y + 1]] do
3: swap sigInvj [y] and sigInvj [y + 1]
4: sigj [sigInvj [y]]← y
5: sigj [sigInvj [y + 1]]← y + 1
6: Perform the corresponding updates to the RU -decomposition, as described in Section 6.5.
7: y← y + 1
Once we have finished iterating through the list levSetj(α), we next iterate through the
list levSetj(u) in decreasing order. For each k ∈ levSetj(u), we perform updates exactly as
we did above for elements of levSetj(α), with one difference: If the second coordinate of
grj(k) is greater than v2, then we must remove k from levSetj(u), add k to the beginning
of the list levSetj(α), and set liftsj [k] = α.
When we have finished iterating through the list levSetj(u), our updates at cell ei are
complete.
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6.10 Choosing Edge Weights for G
We have seen in Section 6.6 that the path Γ depends on our choice of weights w(E) on
the edges E of G. We now explain how we choose and compute these weights. As we
will explain in Section 8, computing these weights is also the first step in two practical
improvements to our algorithm.
In practice, the cost of our algorithm for computing the barcode templates is dominated
by the cost of updating the RU -decompositions. On average, we expect the cost of updating
the RU -decomposition as we traverse edge E in G to be roughly proportional to the total
number of insertion-sort transpositions performed. Thus, if it were the case that the average
number t(E) of transpositions performed as we traverse E were independent of the choice
of path Γ, then it would be reasonable to take w(E) = t(E). In fact, t(E) does depend on
Γ. Nevertheless, we can give a simple, computable estimate of t(E) which is independent
of Γ. We choose w(E) to be this estimate. For E = [e1, e2], our definition of w(E) in fact
depends only on the anchor line L containing the common boundary of e1, e2, so that we
may write w(E) = w(L).
To prepare for the definition of w(L), we introduce some terminology, which we will
also need in Section 7.3.
Switches and Separations. For e and e′ adjacent 2-cells of A(M), we say r, s ∈ box(S)
switch at (e, e′) if either
lifte(r) < lifte(s) and lifte
′
(s) < lifte
′
(r),
or
lifte
′
(r) < lifte
′
(s) and lifte(s) < lifte(r).
Similarly, for r, s incomparable, we say r, s separate at (e, e′) if either
lifte(r) 6= lifte(s) and lifte′(r) = lifte′(s),
or
lifte(r) = lifte(s) and lifte
′
(r) 6= lifte′(s).
We omit the straightforward proof of the following:
Lemma 6.6. Suppose (e, e′) and (f , f ′) are pairs of adjacent 2-cells of A(M), with the
shared boundary of each pair lying on the same anchor line L. Then
(i) r, s ∈ R2 switch at (e, e′) if and only if r, s switch at (f , f ′).
(ii) r, s separate at (e, e′) if and only if r, s separate at (f , f ′).
In view of Lemma 6.6, for L an anchor line, we say that a, b ∈ R2 switch at L if a, b
switch at e, e′ for any adjacent 2-cells e, e′ whose boundary lies on L. Analogously, we
speak of a, b ∈ R2 separating at L.
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Lemma 6.7. If r, s switch at any anchor line L, then r, s are incomparable.
Proof. Suppose L = Dp(α) for some anchor α. If r, s switch at L, then there exist u, v as
in Fig. 11, and exchanging and r and s if necessary, we have that
r1 ≤ u1 < s1, s2 ≤ v2 < r2.
Remark 6.8. Every time we cross an anchor line L, our algorithm performs one insertion-
sort transposition for each pair k, l ∈ [mj ] such that grj(k), grj(l) switch at L. For each
pair k, l ∈ [mj ] such that grj(k), grj(l) separate at L, the algorithm may only perform
a corresponding insertion-sort transposition when crossing L in one direction—e.g., from
above to below—and may sometimes not perform such a transposition even when crossing
L in this direction.
It is reasonable to estimate, then, that for each pair k, l ∈ [mj ] such that grj(k), grj(l)
separate at L, the algorithm performs a corresponding transposition roughly 14 of the time.
Definition of w(L). For an anchor line L, a finite set Y , and a function f : Y → R2,
define swL(f) (respectively sepL(f)) to be the number of unordered pairs a, b ∈ Y such
that f(a), f(b) switch (respectively, separate) along L. Motivated by Remark 6.8, we define
w(L) = swL(gr1) + swL(gr2) +
1
4
sepL(gr1) +
1
4
sepL(gr2).
Computing the weights w(L). The weights w(L) can be be computed using a simpli-
fied version of our main algorithm for computing all barcode templates: First, we choose a
path Q through the 2-cells of A(M) starting at e0 and crossing every anchor line L once;
for example, we can choose Q to be a path through the rightmost cells of A(M). We then
run a variant of the algorithm for computing the barcode templates described above, using
the path Q in place of P , and omitting all of the steps involving matrices and updates of
RU -decompositions. For e, e′ adjacent 2-cells in Q with shared boundary on the anchor
line L = Dp(α), we compute w(L) as we pass from cell e to cell e′.
To explain how this works, let u, v be as in Section 6.9; for simplicity, assume that u
and v exist, as we did there. For any pair of elements r, s that switch or separate at L,
lifte(r), lifte(s) ∈ {u,α}, so to compute w(L) we only need to consider pairs whose elements
lie in the lists levSetj(u) and levSetj(α). Further, the lines x = u1 and y = v2 determine
a decomposition of the plane into four quadrants, and whether r, s switch or separate is
completely determined by which of these quadrants contain r and s; see Fig. 11. Using
these observations, we can easily extend the update procedure described in Section 6.9 to
compute the weight w(L) as we cross from e into e′.
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7 Cost of Computing and Storing the Augmented Arrange-
ment
In this section, we prove Theorem 1.4, which bounds the cost of computing and storing
A•(M). Recall that Theorem 1.4 is stated for persistence modules arising as the ith per-
sistent homology of a bifiltration. Using language of FI-reps, we may state the result in a
more general algebraic form:
Proposition 7.1. Let M be 2-D persistence module of coarseness κ, and let Φ be a FI-rep
of M of dimensions (m0,m1,m2). Letting m = m0 +m1 +m2, we have that
1. A•(M) is of size O(mκ2),
2. Our algorithm computes A•(M) using O(m3κ + mκ2 log κ) elementary operations,
and requires O(m2 +mκ2) storage.
To see that Theorem 1.4 follows from Proposition 7.1, let F be a (1-critical or multi-
critical) bifiltration of size l, and recall from section Section 5.2 that, using the construction
of [16], in O(l log l) time we can compute a FI-rep of Hi(F) of dimensions (m0,m1,m2),
with m0 +m1 +m2 = O(l).
7.1 Size of the Augmented Arrangement
We prove Proposition 7.1 (i) first. As noted in Section 5.5, the DCEL representation of
A(M) is of size O(κ2).
At each 2-cell of A(M), we store the barcode template T e. By considering the RU -
decomposition, we see that if
Φ = (gr1, gr2,D1,D2)
is a FI-rep of a 1-D persistence module N of dimensions (m0,m1,m2), then |B(N)| ≤ m1.
Hence, Proposition 6.4 implies that |T e| ≤ m1 for all 2-cells e. Therefore, our representation
of A•(M) in memory is of total size O(m1κ2) = O(mκ2), as claimed.
7.2 Cost of Computing the Augmented Arrangement
We now turn to the proof of Proposition 7.1 (ii). As we have seen, our algorithm for
computing A•(M) involves several sub-computations. For each sub-computation, a row
in Table 1 lists the data computed by this sub-computation, a bound on the number
of elementary operation required, and the sections in this paper where the details were
discussed.
The bounds in the first four rows of Table 1 were explained earlier, so it remains to an-
alyze the cost of our algorithm for computing the barcode templates T e. The computation
of T e itself involves a number of steps, whose individual time complexities we again list in
Table 2.
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Table 1: Cost of augmented arrangement sub-computations
Data # Elem. Operations Details in
Set S = supp ξ0(M)∪ supp ξ1(M) O(m3) Section 5.3
Template points P (stored in
tPtsMat) and list anchors
O(m2) Section 5.4
Arrangement A(M) (constructed
via Bentley-Ottmann algorithm)
O(κ2 log κ) Section 5.5
Data structures for point location O(κ2 log κ) Section 4.3
Barcode templates T e O(m3κ+(m+log κ)κ2) Section 6
The bounds in all but the last four rows in Table 2 (above the double horizontal line)
were either explained earlier, or are clear from the discussion presented. In the remainder
of this section, we verify the last four bounds.
Cost of Updates of the levSetj(·) and liftsj at ei, i ≥ 1. In the notation of Section 6.9,
to update the lists levSetj(·) to their proper values at ei, our algorithm considers performing
an update for each element k in the lists levSetj(u) and levSetj(α). In the worst case, for
each cell ei there are O(m) such elements k to consider in total. For each k, the updates
of levSetj(·) and liftsj take constant time. Thus the total amount of work we need to do
at cell ei is O(m). The path P contains O(κ
2) 2-cells, so the total work to perform the
updates over all 2-cells is O(mκ2), as claimed.
A Bound on the Total Number of Transpositions. To establish the next two
bounds, we take advantage of the following result, which we prove in Section 7.3:
Proposition 7.2. Our algorithm for computing all barcode templates performs a total of
O(m2κ) insertion-sort transpositions on sigInv1 and sigInv2.
Cost of Updates of sigj, sigInvj at cells ei, i ≥ 1. The cost of updating sig is propor-
tional to the cost of updating sigInvj . Thus it is immediate from Proposition 7.2 that the
total cost of updating these arrays is O(m2κ).
Cost of Updates of RU-decomposition at cells ei, i ≥ 1. There are O(κ2) cells to
consider; this gives us the O(κ2) term. For each transposition performed on sigj , we call
the vineyard algorithm, described in Section 6.2, at most twice. Each call to the vineyard
algorithm takes time O(m). By Proposition 7.2, then, the total cost of all vineyard updates
performed is O(m3κ). This gives the desired bound.
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Table 2: Cost of barcode template sub-computations
Data # Elem. Operations Details in
Trimming the FI-rep O(m2) Section 6.1
Path Γ (found via the 2-approximation algo-
rithm for the optimal path, using Kruskal’s
MST algorithm)
O(κ2 log κ) Section 6.6
levSetj(u), liftsj , sigj , sigInvj at cell e0 O(m logm+mκ) Section 6.8, Appendix A.2
RU-decomposition of Φ0 O(m3) Section 6.2
Reading the barcode template T e off of the
RU -decomposition of Φi, for all i ≥ 0 O(mκ
2) Section 6.4, Section 6.7
levSetj(u) and liftsj at all cells ei, i ≥ 1 O(mκ2) Section 6.9
sigj , sigInvj at all ei, i ≥ 1 O(m2κ) Section 6.9
RU-decompositions at all ei, i ≥ 1 O(m3κ+ κ2) Section 6.9
Weights w(L) for all anchor lines L O(m2 +mκ) Section 6.10
Cost of Computing Weights w(L). As explained in Section 6.10, we compute the edge
weights w(L) using a stripped-down variant of our algorithm for computing the barcode
templates T e. Using Lemma 7.5 below, it can be checked that computing all edge weights
takes time O(m2 +mκ).
Storage Requirements. By Proposition 7.1 (i), A•(M) itself is of size O(mκ2), so our
algorithm for computing A•(M) requires at least this much storage. Our algorithm for
computing the Betti numbers requires O(m2) storage, as do the persistence algorithm and
the vineyard updates to RU -decompositions. The Bentley-Ottmann algorithm requires
O(κ2) storage, as does Kruskal’s algorithm. Constructing the search data structures used
for queries of A•(M) also requires O(κ2) storage. From our descriptions of the data struc-
tures used in the remaining parts of our algorithm, it is clear that other steps of our
algorithm for computing A•(M) do not require more than O(m2 + mκ2) storage. The
bound of Proposition 7.1 (ii) on the storage requirements of our algorithm follows.
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7.3 Bounding Total Number of Transpositions Required to Compute all
Barcode Templates
To complete our proof of Proposition 7.1 (ii), it remains to prove Proposition 7.2. To this
end, for r ∈ box(S), let
P≥r := {u ∈ P | u ≥ r},
lift(r) := {u ∈ P | u = lifte(r) for some 2-cell e}.
We leave to the reader the proofs of the following two lemmas.
Lemma 7.3. For e a 2-cell, L a line with D`(L) ∈ e, and u ∈ P≥r, lifte(r) = u if and
only if the following two conditions hold:
1. pushL(u) is the minimum element of pushL(P≥r),
2. for all u′ ∈ P≥r, u′ 6= u, with pushL(u′) = pushL(u), we have u′ < u.
Lemma 7.4. For u ∈ P≥r, we have that u ∈ lift(r) if and only if the following two
conditions hold:
1. there exists no w ∈ P≥r with
w1 < u1 and w2 < u2.
2. there exist no pair v,w ∈ P≥r with
v1 < u1, v2 = u2, w1 = u1, and w2 < w2.
Fig. 13 illustrates the shape of the set lift(r), as described by Lemma 7.4.
r
Figure 13: The shape of a set lift(r), as described by Lemma 7.4.
The next lemma shows that the number of anchor lines at which a given pair of points
in box(S) can switch or separate is at most two; it is the key step in our proof of Proposi-
tion 7.2.
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Lemma 7.5. For r, s ∈ box(S) incomparable,
(i) there is at most one anchor line L at which r and s switch, and if such L exists, then
there is no anchor line at which r and s separate.
(ii) there are at most two anchor lines at which r and s separate.
Proof. Assume without loss of generality that r1 < s1. Then, since r and s are incompa-
rable, r2 > s2. Let
R = {(x, y) ∈ lift(r) | x < s1},
S = {(x, y) ∈ lift(s) | y < r2},
Q = {(x, y) = lifte(r) = lifte(s) for some e ∈ A(M)}.
The following observations, illustrated in Fig. 14, follow from Lemma 7.4:
• If R is nonempty, there is an element r′ ∈ R such that for all u ∈ R, u1 ≤ r′1 and
u2 ≥ r′2.
• Symmetrically, if S is nonempty, there is an element s′ ∈ R such that for all u ∈ S,
u1 ≥ s′1 and u2 ≤ s′2.
• If Q is nonempty, there is an element qx ∈ Q such that for all u ∈ Q, u1 ≥ qx1 and
u2 ≤ qx2 .
• Symmetrically, if Q is nonempty, there is an element qy ∈ Q such that for all u ∈ Q,
u1 ≤ qy1 and u2 ≥ r2.
Clearly, r′, s′, qx, and qy are unique, when they exist. Using Lemma 7.3, it is straightforward
to check that u ∈ Q if and only if u ∈ lift(r)∩ lift(s) and one of the following is true:
1. u is incomparable to every element of R∪S.
2. R is non-empty, u2 = r′2, and there is no v ∈ lift(s) with v1 = u1 and v2 < u2,
3. S is non-empty, u1 = s′1, and there is no v ∈ lift(r) with v1 < u1 and v2 = u2.
See Fig. 14 for an illustration of R, S, and Q.
To finish the proof of Lemma 7.5, we consider seven cases. For each, we explicitly
describe the lines where r and s either switch or separate. The verification of the claimed
behavior in each case, which uses Lemma 7.3 and the observations above, is left to the
reader. Fig. 14 illustrates case 7.
1. R and S empty. lifte(r) = lifte(s) for every 2-cell e ∈ A(M). Therefore, r and s
never switch or separate.
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2. R nonempty, S and Q empty. lifte(r) < lifte(s) for every 2-cell e ∈ A(M). Again, no
switches or separations.
3. S nonempty, R and Q empty. Symmetric to the above, no switches or separations.
4. R and S nonempty, Q empty. lifte(r) < lifte(s) whenever e lies below L =
Dp(lub(r′, s′)), and lifte(s) < lifte(r) whenever e lies above L. Hence r and s switch
at L.
5. R and Q nonempty, S empty. lifte(r) < lifte(s) whenever e lies below L =
Dp(lub(r′, qx)), and lifte(r) = lifte(s) whenever e lies above L. Hence r and s sepa-
rate at L.
6. S and Q nonempty, R empty. Symmetric to the above, r and s separate at
Dp(lub(qy, s′)).
7. R, S, and Q all nonempty. lifte(r) < lifte(s) whenever e lies below L =
Dp(lub(r′, qx)); lifte(r) = lifte(s) whenever e lies above L and below L′ =
Dp(lub(qy, s′)); and lifte(s) < lifte(r) whenever e lies above L′. Hence r and s
separate at L and L′.
r
s
S
R
Qr
′
s′
qx
qy
Figure 14: An illustration of the case where R, S, and Q are each non-empty (case 7). Points
in lift(r)∪ lift(s) are drawn as black dots. Observe that r and s separate at Dp(lub(r′, qx)) and
Dp(lub(qy, s′)), and at no other anchor line do r and s either switch or separate.
Proof of Proposition 7.2. Fix j ∈ {1, 2}, and let k 6= k′ ∈ [mj ]. First, we note that if grj(k)
and grj(k
′) are comparable, then as we pass from cell ei−1 to cell ei, our algorithm for
computing barcode templates never performs an insertion-sort transposition of the values
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k and k′ in sigInvj . This is because our initialization procedure at cell e0, described in
Section 6.8 and Appendix A.2, chooses sigInvj such that if grj(k) < grj(k
′), then sigj [k] <
sigj [k
′]. Since lifte(k) ≤ lifte(k′) for all 2-cells e, there thus is never any need to swap k
and k′.
Therefore, as we pass from cell ei−1 to cell ei, our algorithm performs an insertion-sort
transposition of the values k and k′ in sigInvj only if grj(k) and grj(k′) either switch or
separate at (ei−1, ei).
Clearly, the number of pairs k, k′ ∈ [mj ] such that grj(k) and grj(k′) either switch
or separate at any anchor line is less than m2j/2, the total number of pairs. The path Γ,
constructed via the minimum spanning tree construction in Section 6.6, crosses each anchor
line at most 2κ times. By Lemma 7.5 then, for each pair k, k′ ∈ [mj ] , the insertion-sort
component of our algorithm performs a total of at most 4κ transpositions of that pair in
sigInvj . Hence, the total number of transpositions performed by the algorithm altogether
is at most 2(m21 +m
2
2)κ < 2m
2κ.
8 Speeding up the Computation of the Augmented Arrange-
ment
In this section, we describe several simple, practical strategies to speed up the runtime
of our computation of A•(M). Used together, these strategies allow us to the compute
augmented arrangements of the persistent homology modules of much larger datasets than
would otherwise be possible.
8.1 Persistence Computation from Scratch When RU-Updates are too
Slow
Three Options for Computing a Barcode Template. While an update to an RU -
decomposition involving few transpositions is very fast in practice, an update to an RU -
decomposition requiring many transpositions can be quite slow; when many transpositions
are required, it is sometimes much faster to simply recompute the RU -decomposition from
scratch using the standard persistence algorithm. In our setting, the practical performance
of our algorithm can be greatly improved if for consecutive 2-cells ei−1, ei ∈ Γ with the
edge weight w(ei−1, ei) greater than some suitably chosen threshold t, we simply compute
the RU -decomposition of Φi from scratch, directly from Di1 and D
i
2.
Moreover, we can obtain significant additional speedups by avoiding the computation
of the full RU -decomposition of Φi altogether at some cells ei. To explain this, we first note
that to obtain T ei via Eq. (6.1), we do not need the full RU -decomposition Φi, but only
PE(Φi) = (Pairs(Φi), Ess(Φi)); in particular we do not need U i1 and U
i
2. The algorithm for
computing barcode templates described in Section 6 maintains the full RU -decomposition
of each Φi because the vineyard algorithm requires this. But if we are willing to compute
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PE(Φi+1) from scratch, then it is not necessary to compute the full RU -decomposition of
Φi; it suffices to compute PE(Φi). Further, if in this case we have that ei = ej for some
j < i, then we do not even need to compute PE(Φi) at all at cell ei, since we have already
done so at an earlier step.
In recent years, several algorithms for computing barcodes have been introduced which
are much faster than the standard persistence algorithm [3, 4, 42]. For example, a few such
algorithms are implemented in the software library PHAT [4]. Given a FI-rep Φ as input,
these algorithms compute PE(Φ), but do not compute the full RU -decomposition of Φ.3
Let us restrict our attention a single such algorithm, say, the clear and compress algo-
rithm implemented in PHAT [3].
To compute PE(Φi), then, we have three options available to us:
(A) Use the clear and compress algorithm if ei 6= ej for all j < i; do nothing if ei = ej for
some j < i.
(B) Compute the full RU -decomposition of Φi from scratch using the standard persistence
algorithm.
(C) Use vineyard updates. This option is only available if we chose option B or C at cell
ei−1, so that the full RU -decomposition of Φi−1 was computed.
Clearly, there is a tradeoff between options A and B: Option A is much faster, but
choosing option A at cell ei precludes the use of option C at cell ei+1. How, then, do we
choose between these three options at each cell ei? We formulate this problem as a discrete
optimization problem, which can solved efficiently by reduction to a min-cut problem.
Estimating Runtimes of the Different Options. Our formulation of the problem
requires us to first estimate the respective runtimes ci(A), ci(B), and ci(C) of options A,
B, and C at each cell ei in the path Γ = e0, e1, . . . , ew. We will describe a simple strategy
for this here, and then explain below how to modify our approach to correct for a drawback
of the strategy.
We take ci(A) = 0 if ei = ej for some j < i, and otherwise we take ci(A) to be some
constant c(A) independent of i. Similarly, we take ci(B) = c(B) to be independent of i.
To compute c(A), we compute PE(Φ0) using option A, and set c(A) to be the runtime of
this computation. Similarly, to compute c(B), we compute the the full RU -decomposition
of Φ0 from scratch and take c(B) to be the runtime.
We set c0(C) arbitrarily, say c0(C) = 0. To compute ci(A) for each i ≥ 1, we perform
several thousand random vineyard updates to the RU -decomposition of Φ0. Using timing
data from these computations, we compute, for j = 1, 2, the average runtime cvinej of an
3However, some fast algorithms for persistence computation can be readily adapted to compute R1, R2,
U−11 , and U
−1
2 . For example, as explained to us by Ulrich Bauer, this is true for the “twist” variant of the
standard persistence algorithm [22].
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update to the RU -decomposition corresponding to a transposition of adjacent elements in
[mj ]. Letting L denote the anchor line containing the shared boundary of ei−1 and ei, and
recalling the notation of Section 6.10, we take
ci := c
vine
1 (swL(gr1) +
1
4
sepL(gr1)) + c
vine
2 (swL(gr2) +
1
4
sepL(gr2)).
Some motivation for this choice of ci is provided by Remark 6.8.
The Optimization Problem. To decide between options A, B and C at each cell ei ∈ Γ,
we solve the following optimization problem:
minimize:
w∑
i=0
ci(Xi)
subject to: Xi ∈ {A, B, C},
Xi = A =⇒ Xi+1 6= C,
X0 6= C.
Clearly, this problem is equivalent to the integer linear program (ILP):
minimize:
w∑
i=0
(
ci(A)xi + ci(B)yi + ci(C)zi
)
subject to: xi, yi, zi ∈ {0, 1}
xi + yi + zi = 1
xi + zi+1 ≤ 1,
z0 = 0.
Using the constraints xi + yi + zi = 1, we can eliminate the variables yi from this ILP to
obtain an equivalent ILP with a simpler set of constraints:
minimize:
w∑
i=0
(
(ci(A)− ci(B))xi + (ci(C)− ci(B))zi
)
subject to: xi, zi ∈ {0, 1}
xi + zi+1 ≤ 1,
z0 = 0.
The constraint matrix associated to the latter ILP is of a standard form, well known to be
totally modular [43]. While an ILP with totally unimodular constraint matrix can always
be solved directly via linear programming relaxation, it is often the case that such an ILP
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can be cast as a network flow problem, in which case we can take advantage of very efficient
specialized algorithms.
In fact, as explained to us by John Carlsson, the simplified ILP above can be cast
as the problem of finding a minimum cut in a network: First, the ILP can be cast as a
maximum-weight independent set problem in a bipartite graph with non-negative vertex
weights. In any graph, the complement of an independent set is a vertex cover and vice
versa, so the latter problem is in turn equivalent to a minimum-cost vertex cover problem
in a bipartite graph. It is well known that such a problem can be solved by computing a
minimum cut in a flow network [1, Section 8.4.3.1].
Dynamic Updates to our Estimates of Runtime Cost. As mentioned above, there
is a drawback to the approach to barcode template computation we have proposed here:
c(A) and c(B) may not be very good estimates of the respective average costs of option A
and option B; after all, our estimates c(A) and c(B) are computed using very little data.
Here is one way to correct for this: We first solve the optimization problem above for
just the first few cells (say 5%) in the path Γ. Using the solution, we then compute the
barcode template for each of these cells. As we do this, we record the runtime of the
computation at each cell. We next update the value of c(A) to the average run time of all
computations performed using option A thus far. We also update c(B), cvine1 , and c
vine
2 in
the analogous way. We then use these updated values as input to the optimization problem
for the next 5% of cells in Γ. We continue in this way until the estimates of c(A), c(B),
cvine1 , and c
vine
2 have stabilized. Finally, we solve the optimization problem for all of the
remaining cells in Γ and use the solution to compute the remaining barcode templates.
8.2 Coarsening of Persistence Modules
We have seen that size of the augmented arrangement A•(M) depends quadratically on the
coarseness κ of M , and that computing A•(M) requires O(m3κ+(m+log κ)κ2) elementary
operations.
Thus, to keep our computations small, we typically want to limit the size of κ by
coarsening our module. As we now explain, doing this quite simple. A similar coarsening
scheme is mentioned in [12].
Let G = (G1,G2, . . . ,Gn) : Z2 → R2 be any grid function, as defined in Section 2.5.
G extends to a functor Zn → Rn, which we also denote by G. For M a 2-D persistence
module, let MG be a continuous extension of M ◦ G. In view of Proposition 2.10, the
coarseness of the grid G controls the coarseness κ of the module MG .
Let dI denote the multidimensional interleaving distance, as defined in [40]. As ex-
plained there, dI is a particularly well-behaved metric on persistence modules. The follow-
ing proposition, whose easy proof we omit, makes precise the intuitive idea that a small
amount of coarsening leads to a small change in our persistence module:
Proposition 8.1. If |Gj(z)−Gj(z+1)| ≤ δ for i = 1, 2 and all z ∈ Z, then dI(M ,MG) ≤ δ.
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The “external stability theorem” of Landi [38], mentioned earlier in Section 1.5, shows
that if 2-D persistence modules M and N are close in the interleaving distance, then the
fibered barcodes B(M) and B(N) will be close, in a precise sense. This justifies the use of
coarsening in conjunction with our visualization paradigm.
Coarsening Free Implicit Representations. As explained in Section 5.2, in practice,
we typically have access toM via a FI-rep Φ = (gr1, gr2,D1,D2) forM . Since our algorithm
for computing an augmented arrangement takes a FI-rep as input, to compute A•(MG),
we want to first construct a FI-rep ΦG of MG from Φ.
Let clG : Rn → G be the function which takes each a ∈ Rn to the minimal z ∈ G with
a ≤ z.
Define ΦG = (clG ◦ gr1, clG ◦ gr2,D1,D2). We leave the proof of the following to the
reader:
Proposition 8.2. H(ΦG) 'MG.
Thus, to obtain a FI-rep of a coarsening of M , it suffices to simply coarsen the grade
functions in our FI-rep of M .
8.3 Parallelization
The problem of computing the barcode templates T e is embarrassingly parallelizable. Here
is one very simple parallelization scheme: Given l2 processors, where l is less than or equal
to the number of anchors, we can choose the l anchor lines L with the largest values of w(L).
These lines divide A(M) into at most l2 polygonal cells {Ck} with disjoint interiors, and
the remaining anchor lines induce a line arrangement A(M)k on each Ck. On processor k,
we can run our main serial algorithm, described above, to compute the barcode templates
at each 2-cell of A(M)k.
For this, we need to make just one modification to the algorithm: When choosing our
path Γ through the 2-cells of A(M)k, we generally cannot choose our initial cell e to be
the cell e0 described in Section 6.6, since e0 may not be be contained in A(M)k. Instead,
we choose the initial cell e arbitrarily.
This means we cannot use the approach of Section 6.8 to initialize the data structures
sigj , sigInvj , liftsj , and levSetj(·) at cell e. One way to initialize these data structures is
to chose an arbitrary affine line L with D`(L) ∈ e, and consider the behavior of the map
pushL on S ∪ im(gr1) ∪ im(gr2), using exact arithmetic where necessary.
9 Preliminary Runtime Results
We now present runtimes for the computation of augmented arrangements arising from
synthetic data.
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We emphasize that these computational results are preliminary, as our implementation
of RIVET does not yet take advantage of some key optimizations. First, the code that
produced these results employs a highly simplified variant of the scheme detailed in Sec-
tion 8.1 for computing barcode templates; this variant chooses only between options (B)
and (C) at each edge crossing, which is less efficient than what is proposed in Section 8.1.
Secondly, this code stores the columns of our sparse matrices using linked lists; it is known
that a smarter choice of data structure for storing columns can lead to major speedups in
persistence computation [4]. Finally, as mentioned in Section 1.10, our current implemen-
tation runs only on a single processing core. We expect to see substantial speedups after
parallelizing the computation of barcode templates as proposed in Section 8.3.
Our computations were run on a single (slow) 800 MHz core in a 32-core server with 96
GB of RAM. However, for the computations reported here, only a fraction of the memory
was required. For example, RIVET used approximately 9.3 GB of RAM for our largest
computation.
Noisy Circle Data. Data sets we consider are point clouds sampled with noise from an
annulus, such as the center point cloud in Fig. 2. Specifically, 90% of the points in each
data set X are sampled randomly from a thick annulus in a plane, and 10% are sampled
randomly from a square containing the annulus. We define a codensity function γ : X → R
by taking γ(p) to be equal to the number of points of X within some fixed distance to p.
We then construct the Vietoris-Rips bifiltration F := Rips(γ), described in Section 1.4,
taking the metric on X to be the Euclidean distance, with the scale parameter for the
Vietoris-Rips complexes capped at a value slightly larger than the inner diameter of the
annulus.
Computing the Graded Betti Numbers. Table 3 displays the average runtimes for
computing the graded Betti numbers ξ0, ξ1, and ξ2 of Hi(F), for i ∈ {1, 2}. Each row
gives the averages from three point clouds of the specified size. For example, we generated
three point clouds of 100 points, and the average number of 1-simplices in the resulting
bifiltrations was 3,820, so computing H0 homology required working with a bifiltration of
average size 3,920 simplices.
Building the Augmented Arrangement. Table 4 displays the average runtimes (in
seconds) to build A•(H0(F)). As before, each row gives the averages from three point
clouds of the specified size. The average runtimes for computing A•(H0(F)) for each of
four different coarsenings are displayed in the table. Similarly, Table 5 displays the average
runtimes (in seconds) to build A•(H1(F)).
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Table 3: Average runtimes for computing the bigraded Betti numbers of the noisy circle data
Points Simplices Runtime (sec.)
H0
100 3,920 0.11
200 15,719 0.70
300 35,324 2.38
400 62,415 3.99
H1
100 91,876 4.01
200 755,211 59.4
300 2,560,718 264
400 6,052,584 790
Table 4: Runtimes for computing the augmented arrangement for 0th homology of the noisy circle
data
Runtimes (seconds)
Points Simplices Bins: 5× 5 10× 10 15× 15 20× 20
100 3,920 0.17 0.39 0.97 1.51
200 15,719 0.40 7.90 21.9 46.1
300 35,324 0.46 10.3 46.7 113
400 62,415 1.25 22.0 180 637
Table 5: Runtimes for computing the augmented arrangement for 1st homology of the noisy circle
data
Runtimes (seconds)
Points Simplices Bins: 5× 5 10× 10 15× 15 20× 20
100 91,876 0.60 1.33 2.35 3.61
200 755,211 13.1 211 1,012 3,368
300 2,560,718 39.9 374 3,364 7,510
400 6,052,584 228 6,893 18,346 59,026
10 Conclusion
In this paper, we have introduced RIVET, a practical tool for visualization of 2-D persis-
tence modules. RIVET provides an interactive visualization of the barcodes of 1-D affine
slices of a 2-D persistence module, as well as visualizations of the dimension function and
bigraded Betti numbers of the module. We have presented a mathematical theory for our
visualization paradigm, centered around a novel data structure called an augmented ar-
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rangement. We have also introduced and analyzed an algorithm for computing augmented
arrangements, and described several strategies for improving the runtime of this algorithm
in practice.
In addition, we have presented timing data from preliminary experiments on the com-
putation of augmented arrangements. Though we have yet to incorporate several key
optimizations into our code, the results demonstrate that our current implementation al-
ready scales well enough to be used to study bifitrations with millions of simplices. With
more implementation work, we expect RIVET to scale well enough to be used in many of
the same settings where 1-D persistence is currently used for exploratory data analysis.
From here, there are several natural directions to pursue. Beyond continuing to improve
our implementation of RIVET, we would like to:
• Apply RIVET to the exploratory analysis of scientific data.
• Develop statistical foundations for our data analysis methodology.
• Adapt the RIVET paradigm in the setting of 0-D homology to develop a tool for
hierarchical clustering and interactive visualization of bidendrograms [11].
• Extend the RIVET methodology to other generalized persistence settings, such co-
sheaves of vector spaces over R2 [28], or cosheaves of 1-D persistence modules over
R.
We hope that RIVET will prove to be a useful addition to the existing arsenal of TDA
tools. Regardless of how it ultimately fares in that regard, however, we feel that the broader
program of developing practical computational tools for multidimensional persistence is
a promising direction for TDA, and we hope that this work can draw attention to the
possibilities for this. We believe that there is room for a diverse set of approaches.
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A Appendix
A.1 Details of the RIVET Interface
Expanding on Section 1.7, we now provide some more detail about RIVET’s graphical
interface.
As discussed in Section 5, the module M is input to RIVET as a free implicit repre-
sentation
Φ = (gr1, gr2,D1,D2).
RIVET uses gr1 and gr2 to choose the bounds for the Line Selection Window and Persis-
tence Diagram Window. To explain, let A and B denote the greatest lower bound and least
upper bound, respectively, of im gr1 ∪ im gr2. In order to avoid discussion of uninteresting
edge cases, we will assume that A1 < B1 and A2 < B2.
Choice of Bounds for the Line Selection Window. We take the lower left corner and
upper right corner of the Line Selection Window to be A and B, respectively.4 By default,
the Line Selection Window is drawn to scale. A toggle switch rescales (i.e., normalizes)
the window so that it is drawn as a square on the screen.
Parameterization of Lines for Plotting Persistence Diagrams. We next explain
how, given a line L ∈ L¯, RIVET represents B(ML) as a persistence diagram. Let us first
assume that the Line Selection Window is unnormalized; we treat the case where it is
normalized at the end of this section. Further, by translating the indices of M if necessary,
we may assume without loss of generality that A = 0.
As noted in Section 1.7, to plot B(ML) as a persistence diagram, we need to first choose
a parameterization γL : R → L of L. We choose γL to be the unique order-preserving
isometry such that:
1. If L has finite positive slope, then γL(0) is the unique point in the intersection of L
with the union of the non-negative portions of the coordinate axes.
2. If L is the line x = a, then γL(0) = (a, 0).
3. If L is the line y = a, then γL(0) = (0, a).
4For a more intrinsic choice of bounds for the Line Selection Window, one could instead take the lower left
and upper right corners of the window to be the greatest lower bound and least upper bound, respectively, of
the set {a ∈ R2 | ξi(M)(a) > 0 for some i ∈ {0, 1, 2}}. However, we feel that for a typical TDA application,
the extrinsic bounds for the Line Selection Window we have proposed provide a more intuitive choice of
scale.
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The Choice of Bounds for the Persistence Diagram Window. The bounds for
the Persistence Diagram Window are are chosen statically, depending on M but not on
the choice of L. RIVET chooses the viewable region of the persistence diagram to be
[0, |B|]× [0, |B|].
Representation of Points Outside of the Viewable Region of the Persistence
Diagram. It may be that for some choices of L, B(ML) contains intervals [α,β), for
α ≥ |B| or β ≥ |B|, so that [α,β) falls outside of the viewable region of the persistence
diagram; indeed, the coordinates of some points in the persistence diagram can become
huge (but finite), as the slope of the L approaches 0 or ∞. Thus, our persistence diagrams
include some information on the top of the diagram, not found in typical persistence
diagram visualizations, to record the points in the persistence diagram which fall outside
of the viewable region:
• Above the main square region of the persistence diagram are two narrow horizontal
strips, separated by a dashed horizontal line. The upper strip is labeled “inf,” while
the lower is labeled “< inf”. In the higher strip, we plot a point with x-coordinate
α for each interval [α,∞) with α ≤ |B|. In the lower strip, we plot a point with
x-coordinate α for each interval [α,β) ∈ B(ML) with α ≤ |B| and |B| < β <∞.
• Just to the right of each of the two horizontal strips is a number, separated from the
strip by a vertical dashed line. The upper number is the count of intervals [α,∞) ∈
B(ML) with |B| < α; the lower number is the count of intervals [α,β) ∈ B(ML) with
|B| < α,β <∞.
Persistence Diagrams Under Rescaling. If we choose to normalize the Line Selec-
tion Window, then RIVET also normalizes the persistence diagrams correspondingly. To
do this, it computes respective affine normalizations gr′1, gr′2 of gr1, gr2, so that after nor-
malization, A = (0, 0) and B = (1, 1). RIVET then chooses the parameterizations of lines
L ∈ L¯ and computes bounds on the Persistence Diagram Window exactly as described
above in the unnormalized case, but taking the input FI-rep to be (gr′1, gr′2,D1,D2).
A.2 Computing the Lists levSetj(u) at Cell e0
As mentioned in Section 6.8, to efficiently compute the lists levSetj(u) at cell e0, we use
a sweep algorithm. As we did in Section 5.4, to keep notation simple we assume that Ωx
and Ωy are the identity maps on [nx] and [ny] respectively, so that (Ωx × Ωy)−1(P) = P.
We assume that to start, gr1 and gr2 are both increasing with respect to colexicographical
order; if this is not the case, then by Lemma 6.3, we can apply a sorting algorithm to
modify Φ so that the assumption does hold. This sorting can be done in O(m logm) time.
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Our sweep algorithm maintains a linked list Frontier of pointers to elements of P. (These
elements are stored in tPtsMat.) Both the x- and y-coordinates of the entries of Frontier
are always strictly decreasing.
The algorithm iterates through the rows of the grid [nx] × [ny] from top to bottom.
The list Frontier is initially empty, and is updated at each row s, with the help of tPtsMat.
If row s is empty, then no update is necessary at row s. Otherwise, let u be the rightmost
entry of P in row s, and let r be the column containing u. If the last element of Frontier is
also in column r, then this element is removed from Frontier and replaced by u. Otherwise,
we append u to the end of Frontier.
The algorithm then inserts each k ∈ [mj ] with grj(k) = (r, s) for some r into the
appropriate list levSetj(−). (Since grj is assumed to be increasing with respect to colexi-
cographical order, we have immediate access to all such k.) Specifically, k is added to the
list levSetj(u), for u the leftmost element of Frontier with r ≤ u1. The lists levSetj(u) are
maintained in lexicographical order. It is easy to check that u = lift0 ◦ grj(k), as desired.
The frontier-sweep algorithm is stated in pseudocode in Algorithm 2.
Updating Frontier at each row of tPtsMat takes constant time, so the total cost of
updating Frontier is O(ny). For each row s, we must iterate over Frontier once to identify
the lists levSetj(−) into which we insert elements of [mj ]. There are ny rows, and the length
of Frontier is O(κx), so the total cost of these iterations over Frontier is O(nyκx). Inserting
each k ∈ [mj ] into the appropriate list levSetj(−) takes constant time, so the total cost
of such insertions is O(m). Thus, the total number of operations for the frontier-sweep
algorithm (including the cost of the initial sorting to put gr1 and gr2 in the right form), is
O(m logm+ nyκx) = O(m logm+mκ).
Algorithm 2 Frontier-sweep algorithm for building the lists levSetj(u)
Input: grj (represented as a list in colexicographical order), tPtsMat
Output: tPtsMat, updated so that for each u ∈ Pe0 , levSetj(u) = (lift0 ◦ grj)−1(u), with each list sorted
in lexicographical order
1: initialize Frontier as an empty linked list
2: for s = ny to 1 do
3: if tPtsMat has an entry in row s then . update Frontier for row s
4: let r be the column containing rightmost element of P in row s
5: if last element of Frontier is in column r then
6: remove the last entry from Frontier
7: append the entry of P at row s, column r to the end of Frontier
8: for each entry u in Frontier do . add elements with grades in row s to the lists levSetj(−)
9: if u is the last element of Frontier then
10: add all k ∈ [mj ] such that grj(k) = (r, s) with r ≤ u1 to levSetj(u)
11: else
12: let v be the element after u in Frontier
13: add all k ∈ [mj ] such that grj(k) = (r, s) with v1 < r ≤ u1 to levSetj(u)
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Notation Index
A•(M) augmented arrangement of M , page 13
A(M) line arrangement, page 13
B(M) barcode of a 1-D persistence module, page 4; fibered barcode of a 2-D persistence module,
page 9
box(S) quadrant in R2 with upper right corner lubS, page 42
D`, Dp point-line duality transforms, page 25
e cell in A(M), page 13
EG continuous extension functor, page 22
fe template map, page 46
FI-rep free implicit representation, page 34
flG floor function for imG, page 21
G n-D grid function, page 21
G dual graph of A(M), page 46
Γ path through all 2-cells of G, page 46
grW grade function of the n-graded set W, page 18
Hi i
th homology functor, page 4
[k] integers {1, . . . , k}, page 34
κ coarseness of a 2-D persistence module, page 15
L¯ space of affine lines in R2 with non-negative slope, page 9
L space of affine lines in R2 with non-negative, finite slope, page 9
L◦ space of affine lines in R2 with finite, positive slope, page 26
lifte lift map at cell e, page 45
lub least upper bound, page 26
M multidimensional persistence module, page 4
mj dimension of Φ, page 34
N non-negative integers, page 9
orde order map at cell e, page 45
P set of all template points, page 38
Pe set of template points at cell e, page 29
p.f.d. pointwise finite dimensional, page 4
Φ a free implicit representation, page 34
pushL push map, page 26
Rn poset category of Rn, page 3
rank(M) rank invariant of M , page 9
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S union of the supports of the 0th and 1st bigraded Betti numbers of M , page 24
Se totally ordered partition of S, page 29
σj permutation of [mj ], page 44
T e barcode template at cell e, page 13
ξi(M) i
th (graded) Betti number of M , page 10
ζe map from positive integers to template points at cell e, page 29
Zn Poset category of Zn, page 21
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