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Abstract—Internet of Things (IoT) applications us-
ing sensors and actuators raise new privacy related
threats such as drivers and vehicles tracking and pro-
filing. These threats can be addressed by developing
adaptive and context-aware privacy protection solu-
tions to face the environmental constraints (memory,
energy, communication channel, etc.), which cause
a number of limitations of applying cryptographic
schemes. This paper proposes a privacy preserving
solution in ITS context relying on a game theory
model between two actors (data holder and data
requester) using an incentive motivation against a
privacy concession, or leading an active attack. We
describe the game elements (actors, roles, states,
strategies, and transitions), and find an equilibrium
point reaching a compromise between privacy conces-
sions and incentive motivation. Finally, we present
numerical results to analyze and evaluate the game
theory-based theoretical formulation.
Index Terms—Internet of Things, intelligent trans-
portation, privacy, game theory, Markov chains.
I. Introduction
The evolution of IoT invokes massive possibilities for
exchanging private data enabling new business mod-
els across heterogeneous networks. Intelligent Trans-
portation Systems (ITS) noticed a fast development in
communication technologies as one of the key founders
of IoT, and provides numerous applications to solve
problems related to modern transportation environment.
Authors in [1] surveyed the Internet of Vehicles (IoV)
in big data era, and investigated the application of
IoV big data in autonomous vehicles, and discussed the
emerging issues. One of the most important applications
is transport logistics, which ensure various capabilities as
real time cargo and goods tracking/location, automate
scheduling/delivery, and vehicles capacity management.
Due to the dynamic nature of the entities, their inter-
actions, and the topology of the network, new privacy
and security issues arise. Based on information such
as identities, pseudonyms, locations, and profiles; an
enemy can initiate active or passive attacks to thieve
social data or to damage communications. For instance,
the rising security and privacy issues of Mobile Social
Networks (MSN) are strongly related to the application
design and the user’s needs. Commonly, during MSN
applications conception, security and privacy aspects
such as the trust relations, private information leakage,
and malicious behavior, need to be considered [2].
As IoT devices are known for their limited memory space
and computational capabilities, conventional solutions,
as encryption methods, are inadequate to solve many
privacy concerns. One promising solution is the use of
game theory to model interactions between actors and
assist them during decision making to balance valuable
vehicular social information with personal and private
information. Many papers have considered both game-
based or payoff-based dynamical system, such as [3],
where authors dealt with evolutionary stability in games
of communication. In [4], author considered game theory
from the perspective of quantum algorithms, and in [5]
statistical mechanics of voting are debated. Recently,
a distributed, dynamical system view of finite, static
games was proposed in [6].
In this paper, we propose a game theory-based pri-
vacy preservation model between data holder (driver,
intelligent devices, etc.) and data requester (employer,
supplier, etc.), to find the optimal protection strategy
for a data holder to preserve private data over a series
of interactions with a data requester. We define a set
of states for each player and we use a Markovian chain
to model transitions. An utility function is proposed to
evaluate the compromise between privacy concession and
incentive motivation, and make the adequate decision of
disclosing private data or not.
The remaining of this paper is organized as follows.
Section II depicts the most important research activities
related to the use of game theory to solve privacy
concerns in IoT-based applications. Section III discusses
the privacy issues in ITS and lists the most important
attacks of automated vehicles. Section IV presents the
overall architecture of an ITS using game theory in
privacy preservation. Section V explains game strate-
gies, actors, equilibrium and utility function. Section VI
presents numerical results; and the last section concludes
the paper and proposes possible future directions.
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II. Related work
In literature, many approaches have been proposed to
protect privacy, and a whole bunch of privacy negoti-
ation tools and research can be explored. Applications
examples include Windows CardSpace1, the Microsoft’s
client software for the Identity Metasystem, Idemix2
(Identity Mixer), and P3P3 (Platform for Privacy Pref-
erences Project). Besides, a great deal of effort was
made in data minimization, anonymity and unlinkability
[7]–[9]. Some of the most prominent research propos-
als debating privacy in IoT environments are summa-
rized in table I where we use three parameters: input
measures (adversary’s estimate, adversary’s resources,
true outcome, prior knowledge, parameters), output
measures (uncertainty, information gain or loss, simi-
larity/diversity, indistinguishability, adversary’s success
probability, error, time, accuracy/precision) [10], and
privacy properties (anonymity, pseudonymity, unlinka-
bility, and unobservability)4, to compare our work to
anonymization (k-Anonymity, l-Diversity, t-Closeness,
PPDP/PPDM), cryptography, blocking approaches, and
differential privacy.
Due to its mathematical rigor and its numerous so-
lutions, many researchers choose to use game theory
in formulating interactions between actors in security
scenarios. In [11], a Stackelberg Bayesian game between
the user and the company was proposed to make a
rational decision of the service provider in conjunction
with rational decision-making of the users who wish to
protect their location privacy. However, authors did not
provide any information theory-based metrics, and did
not consider active attacks scenarios. In [12], authors
focused on location privacy, where a defender uses the
privacy protecting techniques against the attack strate-
gies implemented by an adversary. They consider both
passive and active attack scenarios, and proposed com-
plete information and incomplete information games.
Nevertheless, their work consider only location privacy
information and did not provide any privacy quantifica-
tion method. To enhanced information usage in online
information service, authors in [13] integrated privacy
protection methodology into the process of shared data
generation and consumption, under a differential privacy
framework. In [14], authors proposed a novel unified
approach, parallel driving, a cloud-based cyberphysical
social systems framework aiming at synergizing con-
nected automated driving. Although their considerable
contribution in automotive technology, they did not
debated security aspects. In [15], authors proposed a
privacy-provable and deployable framework for Vehic-
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Summary of privacy preservation models.
putational Private Information Retrieval (cPIR); and
guaranteed much lower communication cost for VLBS.
As stochastic games can be used to model the inter-
actions between malicious attackers and defenders, we
adopt their principle to deal with privacy concerns in
ITS scenarios. They capture interactions between game
players and system’s dynamics, to compute probabilities
of expected adversary behavior, build a transition ma-
trix, and evaluate the interconnected system security.
III. Recent attacks and privacy issues of
connected vehicles
ITS core technologies include reliable and real-time plat-
forms managing mixed vehicle services, efficient naviga-
tion, improved decision-making algorithms, communica-
tion and network technologies, and open service plat-
form. They enable interactions among sensors, vehicles,
drivers and supervisors, and integrate features of both
vehicular networks and social networks, which raise con-
siderable privacy issues. In figure 1, an abstract model
of data exchange vectors in the vehicular communication
domain is shown, and attack surfaces are highlighted.
For example, location privacy issues may be caused by
unencrypted messages (identifier, location, speed, etc.)
exchanged over the network, which may be linked to
driver’s identity and lead to identity theft, tracking and
users linkage. Consequently, the system can be abused
by third parties (employers, insurance companies, crim-
inals) to track individuals, and re-identify anonymous
users in a social network graph [16].
From security point of view, these systems are exposed to
many risks as attacking autonomous vehicle sensors in-
cluding wheel encoder, on-board unit, e-maps, ultrasonic
sensors, radar, camera, GPS, wireless cards, etc. Many
security attacks may occur such as jamming, replay,
relay, spoofing, tracking, and blinding. To highlight the
seriousness of privacy concerns, we summarize the most





Jul. 2015 Miller and Valasek Remote Hack Attackers demonstrated that a 2014’s Jeep Cherokee could be remotely exploited without
the need for any physical access to gain remote access and execute code5.
Jul. 2015 Jeep Cherokee controlled through
its "Uconnect" infotainment system
Hackers managed to send commands to the dashboard functions, transmission, brakes,
and steering remotely. The company recalled 1.4 million vehicles to fix the security flaw6.
Apr. 2016 BMW, Audi and Toyota cars can
be unlocked and started with
hacked radios
The hack uses a simple radio amplifier, and involves 24 different car models from 19
manufacturers, with keyless-entry systems, which send a radio signal from the car to the
key when the owner is a short distance away that opens the car door7.
Nov. 2016 Hack attack of the metro transport
systems in San Francisco
Hackers forced the agency to shut down its light-rail ticketing machines and allowing
passengers to ride for free. Ticket machines display : "You hacked. ALL data encrypted "8.
Aug. 2017 Hack attack of highway message
boards in California.
Hackers managed the electronic message board to bypass the password and post their
Anti-Trump message9.
TABLE II
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Fig. 1. Privacy violation in connected cars [17].
To avoid threats, countermeasures such as detect jam-
ming attacks on cameras via spectral analysis, increase
redundancy by adding cameras, etc. may be taken [17].
In [18], SANS institute proposed four main solutions to
prevent car hacking. First, cryptography methods may
be used to solve the lack of message confidentiality prob-
lems, but may be affected by the maximum data field size
allowed by CAN protocol’s. Second, the use of device
authorization may prevent unauthorized computers or
CAN controllers from broadcasting CAN messages, but
requires additional processing time to CAN transmis-
sions, additional expense for automakers, and additional
weight on the vehicle. Third, defense in depth provides
multiple layers security but needs to find a balance
between the protection capability and cost, performance,
and operations considerations. Fourth, security by design
may be considered into vehicle systems from the ground
up, but many security problems were caused by the
lack of features due to the development of programs
before cars were connected to Internet, and automobile
industry which moves slowly and resists change. These
challenges affect the whole IoT ecosystem, and may
lead to devices failure, or even to serious exposure to
danger. For example, many difficulties about managing










recovery, etc.). In some particular situations, cryptogra-
phy implementation may be expensive, or unsuitable in
environments with constrained energy consumption.
To develop more realistic models of interactions between
untrusted entities, researchers accord significant interest
in combining game theory techniques and cryptographic
schemes [19]. Many game theoretic approaches were
proposed recently to explore practical and defensible
ways of safeguarding connected cars against many types
of abuse, including static, cooperation, sequence, and
traceability games [20]. This can be explained by the
fact that both game theory and cryptography are con-
cerned with interactions among entities with conflicting
interests. In the cryptographic setting, a set of communi-
cating entities aim to evaluate a function on their inputs,
and receive some output of the computation. To face
malicious behavior, cryptography guarantees properties
such as secrecy, correctness and fairness. Game theory
is more open-ended, by understanding natural behaviors
and goals of entities, and conceiving a set of rules leading
to decisions with desirable properties. It guarantees some
payoff for the players according to their joint actions [21].
Thus, ideas from both disciplines may be combined to
model interaction with conflicting interests.
IV. Proposed Model
We propose a solution for privacy preservation using
game theory, which can be used to complete crypto-
graphic mechanisms. To position our work, we use the
Common Criteria Privacy Components10 (anonymity,
pseudonymity, unlinkability, unobservability). We aim to
assure unobservability using data protection, to mitigate
the attacks of location tracking and break forward se-
crecy (shown in figure 1). An illustrative example of IoT
application in ITS field is shown in figure 2. By using
a recently proposed systemic and cognitive approach
for security in IoT [22]–[24], we can distinguish four
main stakeholders: person (users, drivers, experts, etc.),
technological ecosystem (software, robotics, networks,
etc.), process (manufacturing, integration, etc.), and in-
telligent objects (sensors, RFID, monitoring equipment,




private data are hold by sensors, intelligent vehicles and
drivers. They are connected to employer/supervisor to
optimize the movement of people and products, improve
financial profit, public safety, and the environment, etc.
More precisely, we consider the fleet management do-
main where ITS service providers (insurance companies,
criminals , advertisement) may attempt to access sens-
ing data to improve their activities. They may carry
an attack or encourage data holder through incentive
motivation. We define a game involving two players that
use their goals, believes and intentions to make real-time
decisions to protects their interests. As we believe that
road security can not be negotiated, our approach is not
suitable for exchanges related to emergency situations.
As nowadays vehicles are already complex systems with
many computers and integrated sensors, and able to
collect information and exchange them in real time with
other vehicles [25], we adopt the on-vehicle computation
(utility function, steady state, etc.) option.
A. Model description
In the scenario presented in figure 2, two types of players
are involved: Data Holder (DH) and Data Requester
(DR). DH may be a sensor or a driver, and may sell its
sensing data if the DR offers a motivating buying price
and a minimum privacy preference level is respected.
DR may be a supervisor or a service provider, and may
lead an attack to access sensing data or attempt to buy
them from a particular driver or a set of sensors. In this
work, we suppose the existence of an automated data
acquisition process, a data detection and data catego-
rization mechanism to determine driver’s identification
and activities, as well as to track commercial vehicles and
determine driver’s health and environmental data. To
define an adequate pricing model for private data, many
solutions are given in [26]. In practice, we can adopt
utility maximization pricing schemes which describe the
level of preference that a player receives from consuming
goods or services. Regarding the attack model, we dis-
tinguish two cases: passive attack where the adversary’s
goal is to read private information without providing any
effort to find potential victims, and active attack where
the adversary is active by providing effort to encounter
victims and to identify private data [12].
B. Actors and game players
Game players/actors and roles are summarized in table
III where we propose two different scenarios. In the
incentive scenario, DH owns the private data and DR is
a curious player which proposes an incentive motivation
value to access private data. In the attack scenario, DR
is a malicious player which leads an attack to access
private data. Income and expense of each player differ
in both scenarios according to the player strategy. When
* Driver ID
* Health data
* Food and rest localities 
* Accident avoidance































* Employer (business 
parameters)
* Other ITS service 
providers (insurance, 
crimes advertisement)
Fig. 2. Overall architecture of IoT-based ITS application.
the equilibrium is reached, players are either satisfied by
the realized balance between data privacy and incentive
motivation, or stop the game to minimize expenses.
V. Game theoretic formulation
A. Utility functions
The utility function of a player pl, Upl expresses the
preferences over outcomes. He/she prefers outcome a to
outcome a′ if Upl(a) > Upl(a
′). It considers the privacy
concession made by DH and the incentive motivation
proposed by DR. During the game, DR aims to access
private data, and is not directly concerned by privacy
concession. Then, we believe that DH is the key player of
the game, and the utility function reflects his/her ability
to disclose or not private data against an interesting
incentive motivation. To remain applicable in the attack
scenario where no incentive are proposed, this function
will be adapted with a null incentive value.
We consider two sub-functions: a loss function, denoted
by L, which returns the privacy concession, and a gain
function G, which represents the impact of the incentive
motivation on the player. Mathematically, we chose to
use sigmoid functions for L and G because they provide
a good example of non-linear and quickly increasing
functions of the probability of disclosure, and makes








where gpriv and ginc are the steepness of sigmoid func-
tions, and hpriv and hinc are their centers. In prac-
tice, gpriv depends on user preferences and realized
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Scenarios, players, roles and actions of the game.
by DR, and an external constant reflecting the market
conditions. ppriv is the probability of making privacy
concession by DH, and pinc is the probability of accept-
ing the incentive motivation proposed by DR. Observe
that these two probabilities are defined independently,
however in the present model the only context in which
the DH makes a privacy concession is when it accepts the
incentive motivation proposed by the DR. Therefore the
two events are the same, and their probabilities coincide.
We thus can set pop := ppriv = pinc. Then, the overall
objective of the game is to maximize the function:
Upl(pop) = (1 − L(pop)) ∗ G(pop) for all pop ∈ [0, 1]
B. Equilibrium solution
The equilibrium of the game is found by solving the
following optimization problem:
pD := Argmax {Upl(pop) ; pop ∈ [0, 1]} (1)
that is pD is the value of pop maximizing the utility
function and thereby, reflecting the optimal probability
of disclosing private data. Observe that the optimum,
pD can be derived explicitly in the particular case where
gpriv = ginc and hinc > hpriv. In the general case we
retrieve the value of pD numerically (figure 12).
C. Strategies
1) Assumptions: We suppose that the following assump-
tions are reasonable in IoT context-based applications:
• The current context is only observable by DH.
• DR can only deduce the context based on the
modified sensing data.
• Previous action results are included in the system.
• DH can only predict the DR strategy from previous
action results, which are observable by him/her.
• DH knows in which context the requester has
launched its request/attack (curious or malicious).
• DR has the same probability to be curious or mali-
cious.
• The game evolution depends on the negotiation
steps between DR and DH based on incentive mo-
tivation and privacy preferences.
Parameter Description
Upl Utility function of a player pl
L Loss function (privacy concession)
G Gain function (incentive motivation)
gpriv Privacy user preference parameter
ginc Incentive motivation value parameter
hpriv Center of the sigmoid function (loss function)
hinc Center of the sigmoid function (gain function)
ppriv Probability of making privacy concession by DH
pinc Probability of accepting the incentive motivation
proposed by DR
pop Equilibrium probability
pD Probability of disclosing in the first scenario
pR Probability of rejecting in the first scenario
p′D Probability of disclosing in the second scenario
p′R Probability of rejecting in the second scenario
p Probability of solving comm. facilities deficiency
l Probability of having comm. facilities deficiency in
the beginning of the game
e Cost of each game iteration (N and AD states)
c Probability of having comm. facilities deficiency in
the end of the game
pi Probability of the final state i.
TABLE IV
Game parameters.
2) Decision parameters: Game strategies are described
by transitions between states and depend on four pa-
rameters: (1) energy and communication facilities, (2)
data privacy concession, (3) incentive motivation, and
(4) attack/intrusion. For convenience, we summarize
notations used in the game formulation in table IV.
3) State transitions: Markov chains are commonly used
to represent discrete events random systems, in discrete
time, under the assumption that at any time, the distri-
bution of the next state depends only on the value of the
random input, and of the current state. For our model
the Markov representation has the following state-space:
S = {W, D, R, OoP }∪{(N, i) : i = 0, 1, 2, ...}∪{(AD, j) : j = 0, 1, 2, ...}.
Where W stands for wait, D for disclose, R for reject
and Oop for Out of Process (table V). Any state
of the form (N, i) is interpreted as "the agent has
been negotiating for i time epochs", and likewise for
any state of the form (AD, j), where AD stands for
"Attacking/Defending". The game tree is illustrated in
figure 3 where we distinguish the two different scenarios
explained in IV-B. In each case, DR may iterate the
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Player 1: Data Requester
player 2: Data Holder
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Fig. 4. State diagram representations of the game.
N state, or the AD state until reaching a satisfying
agreement (disclose or reject).
Figure 4 presents the state diagram of the Markovian
game, and transitions between states. For example, the
game player remains in W state in case of communi-
cations facilities deficiency, and moves to OoP state
otherwise. From OoP state, player can move to N state
or to A/D state, and then to D or R states. D and R
states leads imperatively to OoP state to begin a new
game or to move to W state due to communications
facilities constraints. We let e be the energy cost of each
iteration of N/AD (e ≪ 1). c, l, and p are positive reals
in [0, 1] expressing communications facilities features.
Let D and R denote the states "disclose" and "reject"
State Description




Communications facilities are favorable and
the player is ready for playing.




Both players participate in an attack/defense
process to access/protect private data.
D (disclose) DH chooses to disclose private data.
R (reject) End of the game by rejecting DR demand.
TABLE V
Markovian process states.
respectively. We assume that pD and pR, i.e. respectively
the probability of disclosing and rejecting in the first sce-
nario, whenever these actions are possible, are obtained
via the optimization scheme below. Namely, pD solves (1)
and pR is such that pD + pR = 1. Similarity, we define
p′D and p
′
R, respectively the probability of disclosing and
rejecting in the second scenario (p′D +p
′
R = 1). Then, the
non-zero terms of the transition matrix are given by:
P (W, W ) = 1 − p, P (W, OoP ) = p;
P (D, OoP ) = 1, P (R, OoP ) = 1;




P (OoP, (AD, 0)) =
c
4




∀i, P ((N, i), W ) = l + ie;




P ((N, i), D) = pD
(





P ((N, i), R) = pR
(





∀j, P ((AD, j), W ) = l + je;




P ((AD, j), D) = p′D
(




P ((AD, j), R) = p′R
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In practice, we assume that the player can be in
the states N and AD only for a finite number of
times epochs. Specifically, we let is and js be two
positive integers, and allow the states (N, i) only for
i = 0, ..., is, and the states (AD, j) only for j =
0, ..., js. This practical assumption makes the state-space
of the Markov chain finite. Observe that the events
{The Chain is in state (N, i)}, i = 0, ..., is form a par-
tition of the event {The agent negotiates} (and likewise












p := (p1, p2, p3, p4, p5, p6)











π((AD, j)), π(D), π(R), π(OoP )
)
Thus we have:
p1 + p2 + p3 + p4 + p5 + p6 = 1
As the chain is ergodic, p1 is the long-run proportion
of time when the agent is waiting, p2 is the long-run




In table VI, we summarize the simulation parameters
used to evaluate the proposed game model. Let p be
the probability of the intelligent object to solve com-
munication facilities deficiency. To highlight the effect of
its ability to overcome IoT difficulties (battery charging,
channel communication channel finding, etc.), we make
different simulations for variable values of p as shown in
figure 7. Otherwise, we assume that intelligent object is
able to solve its communication facilities difficulties, and
we fix p = 0.8. With l, we expresses the probability of
facing communication facilities deficiency by the intelli-
gent object and moving the W state as shown in figure
5 and 6. Otherwise, we suppose that communication
facilities conditions are favorable, which means that the
value of l is relatively low (we fix l = 0.1). The parameter
e highlights the cost of each game iteration (N and AD
states) as shown in figure 9. It highlights the impact
of the game evolution on the communication facilities
available to the intelligent object (number of allowed
game iterations). By default, we fix e = 0.1 which is a
realistic value regarding IoT conditions. With c, we in-
dicate the probability of having communication facilities
deficiency in the end of the game (transition from Oop to
W state) as illustrated in figure 8. In favorable conditions
we choose c = 0.9, and in severe conditions c = 0.1. As
explained in the previous section, parameters pD and
pR define respectively the probability of disclosing and
rejecting in the first scenario (pD + pR = 1), while p
′
D
and p′R are respectively the probability of disclosing and
rejecting in the second scenario (p′D + p
′
R = 1). In a
first step, we make the simulations for different values
of pD (figures 5, 7, 8, and 9), and p
′
D (figure 6) to find
the steady state and show the system convergence. In a
second step, we calculate the game equilibrium solution
numerically based on the utility functions behaviors (L
and G) to find the probability of disclosure intention
(pD), as presented in figure 12 and re-inject it in the
system state.
Finally, gpriv and ginc are respectively the normalized in-
centive motivation value and privacy user preference pa-
rameters. In figure 12, these parameters are used to show
the impact of the compromise "user preference/incentive
motivation" on the final state of the game. For example,
for high value of incentive motivation, the DH has a
high probability of disclosure intention (pD is higher
than 0.5). hpriv and hinc are the centers of the sigmoid
functions, and we choose by default hpriv = hinc = 0.5.
B. Steady state
We remind that the player switches from other states




p Probability of solving comm. facilities deficiency
l Probability of having comm. facilities deficiency in
the beginning of the game
e Cost of each game iteration (N and AD states)
c Probability of having comm. facilities deficiency in
the end of the game
pD Probability of disclosing in the first scenario
pR Probability of rejecting in the first scenario
p′D Probability of disclosing in the second scenario
p′R Probability of rejecting in the second scenario
gpriv Privacy user preference parameter
ginc Incentive motivation value parameter
hpriv Center of the sigmoid function (loss function)
hinc Center of the sigmoid function (gain function)
TABLE VI
Simulation parameters.
player’s behavior, when this phenomenon occurs, is re-
flected by parameter l which expresses the default value
of energy consumption in sleep situation, and parameter
e, which handles energy consumption in each iteration of
N or AD states. Once the player is in state W , he/she
leaves only when communication facilities problems are
solved. In addition, the player lasts in state OoP when
he/she is not facing any communication problems, but
waiting for "something to happen" (starting a game
spontaneously, or waiting for a game proposal from
another player).
Steady states for is = 3 and js = 3 are shown in figures
5, 6, 7, 8, and 9. In each sub-figure, we fixed p, c, l, e,
p′D and p
′
R, and calculate the steady state probabilities
for 5 increasing values of pD and pR (from 0.1 (left bars)
to 0.9 (right bars)). Similarly, in figure 6, probabilities
are calculated for 5 increasing values of p′D and p
′
R.
In figure 5, we choose p = 0.8, c = 0.9 and e = 0.1 which
means that the player is not facing any communication
facilities problem at the beginning of the game. For
small values of l, the player stays a shorter period of
time in W state than OoP state. That means, from
the communications facilities point of view, the player
can freely play and no constraints are inhibiting his/her
behavior. In addition, time spent in N , AD, D and
R states is high since the player is active and has the
possibility to make decisions. In return, for big values
of l, the player lasts more time in W state as energy
consumption is high. We notice that numerical values
of the game result D and R are around 10%, which
is explained by their shortness in real time. In figure
6, we used the same logic to show the steady state
values in attack scenario. The main difference is that,
if we assume the existence of defense mechanisms, the
probability of disclosing private data is clearly lower than
the probability of rejecting the DR demand. For the
rest of parameters, which depend only on communication
facilities, players behaviors are similar to those in figure
5. In figure 7, we focus on the impact of parameter c in
severe situation of constraints (c = 0.1). Even for low
energy consumption (e = 0.1) high value of p and low
8
Fig. 5. Steady state for variable l, pD and pR.





















































































































value of l, the game player lasts very short period of time
in active states: N , AD, D and R. To avoid inactivity
situation perceived in figure 7, we fixed p = 0.8, l = 0.1,
e = 0.1 and pD = pR = 0.5 in figure 8, and we did the
steady state calculation for different values of parameter
c. As we explained previously, for small values of c,
the player has communication difficulties and lasts long
period of time in W state. For high values of c, the player
participates actively in the game and lasts more time in
OoP , N , AD, D and R states than W state. In figure 9,
we focus on the energy cost of N and AD states. If they
are costly, time spent in active states (OoP , N , AD, D
and R) decreases, otherwise it increases.
C. Equilibrium
We solve the game equilibrium for different situations in
the game numerically. Then, we represent gain function
Fig. 7. Steady state for variable p, pD and P R.


























































Fig. 8. Steady state for variable c, pD and P R.




















































Fig. 9. Steady state for variable e, pD and P R.




















































Fig. 10. Steady state for particular ITS case.







































(b) Steady state probabilities
and loss function, calculate their product, find their
maximum point, and get the corresponding steady state.
To distinguish between different situations, we modify
the normalized value of parameters ginc and gpriv, and
analyze the player’s behavior (figure 12). For a limited
privacy concession (gpriv ≪ 1), we search for the equi-
librium point for different values of ginc. We notice that
the probability of disclosing data is high (pop > 0.5).
For an intermediate privacy concession (gpriv = 0.5), we
found that equilibrium probability for small values of
ginc (non interesting incentive motivation) is small. That
means, disclosing private data for the high values of ginc
is more probable due to the interesting incentive offer
(pop ≈ 0.2 − 0.6). If we choose a high privacy concession
(gpriv ≈ 1), we find that equilibrium probability for
different values of ginc (interesting and non interesting
incentive motivation) is low. That means, players hesi-
tate to disclose private data even for high values of ginc
(pop < 0.5) in almost all situations.
To compare our contribution to other proposals, we con-
sider three different research papers [27] [11] [28] and we
run simulations as shown in figure 11. Results of compar-
ison are explained in the following. In [27], authors pro-
posed a differential privacy solution for anonymization
and correlated privacy preserving analysis in big data.
They used a truncated geometric mechanism (TGM) to
illustrate the dynamic privacy choices, and ln function
to fit the relationship between utility and privacy. The
expected payoff is represented in black (F (s) = α1ln(s+
α2) + α3; s > 0), and is calculated for α1 = 0, 05811,
α2 = 0, 001, α3 = 0, 7652. In [11], authors proposed an
infinite repeated game for privacy protection in mobile
application. They introduced a discount coefficient that
discounts future earnings to weigh the pros and cons of
different paths. The user tries to maximize his utility by
9
































Fig. 11. Utility functions comparison.
controlling the probability of releasing his private data,
and when the discount coefficients satisfy the ranges, the
player loses the motivation to actively deviate from the
social norm. The expected payoff is represented in blue
(Uui(c) = Q(c)/1 − δu; 0 ≤ δu ≤ (1)), and is calculated
for Q(c) = 2. In [28], authors proposed damage and life-
time functions to calculate player’s benefits. We model
the opposite of their damage function (1−∆) in function
of (1−Ppv), which is a correct representation of data dis-
closure (green curve). Compared to our solution, the two
function have similar behaviors but gain values depends
on data privacy vs incentive motivation in our case. For
example, in figure 11 for low probability of disclosure
intention, the gain of their solution is higher than our
proposed solution, which can be explained by the value
of the sigmoid function’s steepness. In our proposal, we
adapt the gain value in function of incentive motivation
to show its impact on DH’s disclosure intention and
equilibrium solution. In addition, we study the balance
between incentive motivation and privacy concession by
inserting the latter parameter in loss function to analyze
the final state of the game. That means, for high values
of ginc, the gain value is high, and for high values of
gpriv, the loss value is high, and vice versa.
D. ITS Particular case
In ITS, we need to consider particular cases where
DR is the authority representative, the public safety,
or emergency management applications. In these situ-
ations, response of DH has to be instantaneous with the
required aid. Our model provides flexibility to solve this
problem by adjusting some precise parameters. Then,
we fix p = c ≈ 1 (no communications constraints exist),
l = e ≈ 0 (energy consumption is low), and p′D = 1
(no resistance of disclosing data is shown) as shown in
figure 10. We notice that pD = 0.81 which reflects a high
disclosure intention, which is confirmed by the steady
state probabilities (π(D) ≫ π(R)). We also notice that
time spent in OoP state is much higher than W state,
which highlights the readiness of the DH to answer the
DR request in this type of situations.
Fig. 12. Game equilibrium and steady states for normalized values
of incentive motivations and privacy concession.










































(a) High incentive, low privacy concession










































(b) Medium incentive, medium privacy concession










































(c) Low incentive, high privacy concession
VII. Conclusion and future work
In this paper, we proposed a Markovian game-based
solution to protect private data exchanged in the ITS
context where each player aims to maximize his/her
payoff. This approach can be used during negotiation
between actors to predict the DR’s strategies, and then
to determine the DH’s decisions based on the compro-
mise found in the equilibrium solution between privacy
concession and incentive motivation. Our model consid-
ers two different scenarios (DR: curious or malicious),
and is applicable in particular cases of ITS by adapting
its parameters. With this aim in mind, we defined six
different states for each player, solved the Markovian
system numerically, and illustrated the steady state. We
come up to integrate parameters related to IoT context
and those related to privacy preservation in a global
system. Then, we sketched the DH behavior in different
situations by adapting the corresponding parameters
of the system such as energy costs, privacy concession
and incentive motivation. Finally, we illustrated the
utility function to analyze the equilibrium solution of
the system, which reflects the disclosure probability of
DH, pD. This parameter is calculated to illustrate the
DH ability to disclose private data in each situation
by adapting energy, incentive and privacy parameters.
Then, we showed that DH behavior depends to its
current situation and acts accordingly.
In the future, we will focus on long-term players payoffs
(after many game instances) and their effect on the game
continuity (final states and transition). Also, we will
consider new players behavior and types, and generate
and analyze new models accordingly.
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