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ABSTRACT
We analyse 870μm Atacama Large Millimetre Array (ALMA) dust continuum detections of
41 canonically selected z 3 Lyman-break galaxies (LBGs), as well as 209 ALMA-undetected
LBGs, in follow-up of SCUBA-2 mapping of the UKIDSS Ultra Deep Survey (UDS) field.
We find that our ALMA-bright LBGs lie significantly off the local IRX-beta relation and
have relatively bluer rest-frame UV slopes (as parametrized by β), given their high values
of the ‘infrared excess’ (IRX ≡ LIR/LUV), relative to the average ‘local’ IRX-β relation. We
attribute this finding in part to the young ages of the underlying stellar populations but we find
that the main reason behind the unusually blue UV slopes are the relatively shallow slopes
of the corresponding dust attenuation curves. We show that, when stellar masses, M∗, are
being established via SED fitting, it is absolutely crucial to allow the attenuation curves to
vary (rather than fixing it on Calzetti-like law), where we find that the inappropriate curves
may underestimate the resulting stellar masses by a factor of 2–3× on average. In addition,
we find these LBGs to have relatively high specific star-formation rates (sSFRs), dominated
by the dust component, as quantified via the fraction of obscured star formation (fobs ≡
SFRIR/SFRUV+IR). We conclude that the ALMA-bright LBGs are, by selection, massive
galaxies undergoing a burst of a star formation (large sSFRs, driven, for example, by secular
or merger processes), with a likely geometrical disconnection of the dust and stars, responsible
for producing shallow dust attenuation curves.
Key words: dust, extinction – galaxies: evolution – galaxies: high-redshift – galaxies: ISM –
galaxies: star formation – cosmology: observations.
1 IN T RO D U C T I O N
One of the most fundamental goals of galaxy evolution studies is
the robust measurement of the cosmic history of star formation
(Madau & Dickinson 2014), the most direct tracer of which is
the rest-frame UV light, dominated by the emission from massive,
short-lived stars (Kennicutt & Evans 2012). The UV luminosity,
 E-mail: mkoprowski@fizyka.umk.pl
with the aid of the assumed stellar initial mass function (IMF),
is therefore the most widely used observable in determining the
corresponding star formation, particularly at high redshifts (e.g.
Bouwens et al. 2011; Dunlop et al. 2012; Ellis et al. 2013; Oesch
et al. 2014, 2015; Bouwens et al. 2015; McLeod et al. 2015;
McLeod, McLure & Dunlop 2016). However, the use of the UV
luminosity as a tracer of the star-formation rate (SFR) is hampered
by the absorption of the UV light by the dust present in the
interstellar medium (ISM). The energy absorbed by dust is re-
emitted in the infrared (IR) and, therefore, one ideally requires
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the IR observations to complement the UV data, in order to paint
complete picture of star formation.
At z > 2, most studies of the evolution of the star-formation
rate density (SFRD) are based on samples of Lyman-break galaxies
(LBGs), due in part because of the efficiency of their selection
technique in deep broad-band imaging surveys. As a result, LBGs
have been extensively studied and well characterized over the past
two decades. With stellar masses of ∼109−11 M and star-formation
rates (SFRs) of ∼10–100 M yr−1 (e.g. Madau et al. 1996; Reddy
et al. 2006; Stark et al. 2009; Oteo et al. 2013), LBGs have been
suggested to be responsible for forming a substantial fraction of
the stellar mass in massive local galaxies (L ≥ L∗; e.g. Somerville,
Primack & Faber 2001; Baugh et al. 2005), with those with the
highest SFRs (>100 M yr−1) being potentially the progenitors of
present-day ellipticals (e.g. Verma et al. 2007; Reddy & Steidel
2009; Stark et al. 2009). However, the influence of dust extinction
is expected to have a significant impact on the derived estimates
of the star-formation rates of individual sources, as well as the
completeness of these UV-selected studies. Hence, it is important
to try to constrain the far-infrared (FIR) luminosities of LBGs to
derive more robust estimates of their SFRs. Unfortunately, due
to the relatively modest sensitivity of the single-dish far-infrared
and sub-/millimetre facilities and the rather small fields of view
of sub/-millimetre interferometers, the vast majority of LBGs lack
strong constraints on their rest-frame far-infrared or sub-millimetre
emission and hence alternative methods have to be used in order to
account for the dust-absorbed UV light (e.g. Chapman et al. 2000,
2002; Webb et al. 2003; Coppin et al. 2015).
The most common approach to estimating the far-infrared lumi-
nosity of UV-selected galaxies is to use the observed correlation
between the so-called infrared excess, IRX ≡ LIR/LUV, and the
measured UV slope, β (e.g. Meurer, Heckman & Calzetti 1999;
Overzier et al. 2011; Takeuchi et al. 2012). Dust obscuration
becomes progressively less important towards near-IR wavelengths
(dust extinction is about ten times lower at 2.2 μm than at 0.55μm;
Calzetti 1997), so that the slope of the rest-frame UV stellar
emission spectrum, β, can be used as an indication of the amount of
dust attenuation (with Fλ ∝ λβ ). Although it should be stressed that
this estimate only applies to the detected UV continuum emission (if
emission is too highly obscured then it will be completely missed)
and is weighted towards the least extincted parts of the source.
It has been found that IRX correlates tightly with the observed
UV slope for local UV-selected starburst galaxies (Calzetti 1997;
Meurer et al. 1999), as well as similarly UV-bright high-redshift
sources (e.g. Seibert, Heckman & Meurer 2002; Reddy et al. 2008,
2012; Pannella et al. 2009; Heinis et al. 2013; Bourne et al. 2017;
McLure et al. 2018). The local IRX-β relation is, therefore, often
used in order to attempt to correct for the dust absorption in high
redshift (z > 2) galaxies, when no IR constraints are available (e.g.
Treyer et al. 2007; Gonza´lez et al. 2010, 2014; Bothwell et al. 2011;
Finkelstein et al. 2012; Smit et al. 2012, 2016).
More recent work has revealed that the local IRX-β relation is
not as tight as initially claimed, with significant scatter between
individual galaxies (e.g. Kong et al. 2004). It has been proposed
that the inconsistencies may be explained with the introduction of
a so-called ‘third parameter’, examples of which include different
ages of the underlying stellar populations (e.g. Kong et al. 2004;
Burgarella, Buat & Iglesias-Pa´ramo 2005; Boquien et al. 2009;
Grasha et al. 2013), variations in the shapes of the intrinsic
(without dust attenuation) UV slopes (e.g. Boquien et al. 2012),
and differences in dust types (e.g. Thilker et al. 2007). Although the
most extreme outliers may simply reflect a fundamental mismatch
between the emission regions traced by the less-obscured UV and
more-obscured FIR emission (Trentham, Kormendy & Sanders
1999; Goldader et al. 2002). More recently, it has been shown that
the scatter in the IRX-β relation may be driven by the diversity in
the corresponding attenuation curves (Salmon et al. 2016; Salim &
Boquien 2019).
Similarly, at high redshifts, Herschel and ALMA observations
have shown that the most luminous FIR galaxies, when detected in
the rest-frame UV, tend to have bluer UV slopes at fixed IRX (e.g.
Reddy et al. 2010; Penner et al. 2012; Oteo et al. 2013; Casey et al.
2014b; Watson et al. 2015). Casey et al. (2014b) relates the deviation
bluewards from the local IRX-β relation to the IR luminosity, where
they found that more luminous IR galaxies exhibit bluer UV colours.
At the same time, it has been claimed that some high-redshift
sources lie below the local relation (Reddy et al. 2010; Whitaker
et al. 2012; Capak et al. 2015; Bouwens et al. 2016; Koprowski
et al. 2016b; Pope et al. 2017), which has been suggested to be
indicative that stellar light in these sources is affected by a different
(e.g. SMC-like) dust extinction law.
Various theoretical efforts have attempted to explain the apparent
deviations from the local IRX-β relation (Ferrara et al. 2017; Pop-
ping, Puglisi & Norman 2017; Safarzadeh, Hayward & Ferguson
2017; Narayanan et al. 2018a). It was proposed that the most
probable reason for the blue, dusty star-forming galaxies lying
above the local relation, is the irregular relative covering of the
dust and stars, where the least dust-attenuated regions produce blue
UV colours, while the dusty parts give rise to the high values of the
IRX. On the other hand, the galaxies with redder UV colours may
be characteristic of older stellar populations, or affected by different
dust extinction laws. Another possible explanation could be that the
assumed dust temperatures for these sources are too low, leading to
an underestimation of the IR luminosities and thus IRX.
In this work, we were able to precisely investigate the dust
attenuation properties of high-redshift LBGs, as quantified via the
IRX-β relation, thanks to the availability of the FIR data. Matching
∼8000 3  z  5 LBGs with a sample of 708 submm-luminous
sources, detected as a part of the ALMA survey of sub-millimetre
galaxies from the SCUBA-2 Cosmology Legacy Survey (S2CLS;
Geach et al. 2017) map of the UKIDSS Ultra Deep Survey (UDS)
field (Stach et al. 2019), we identified an exquisite sub-sample of 41
ALMA-bright LBGs, for which we have the high-resolution dust
continuum detections. Using rest-frame UV-to-FIR SED fitting, we
are able to quantify the physical properties of the ALMA-detected
LBGs, and we compare these to the more typical, FIR-faint high-
redshift LBGs (using 209 LBGs in the ALMA coverage which are
undetected in those maps).
In Section 2 we describe the data used in our analysis. Section 3
describes how the SED fitting was performed. It includes a quan-
titative description of the method used for varying the assumed
shapes of the attenuation curves (Section 3.1), a summary of the
derived physical properties, including stellar masses and UV & IR
luminosities (Section 3.2), as well as the methodology for measuring
β and IRX (Section 3.3). Section 4 provides a discussion of the
results, and our main conclusions are summarized in Section 5.
Throughout the paper we use the Chabrier (2003) stellar IMF
with assumed flat cosmology with m = 0.3,  = 0.7, and H0 =
70 km s−1 Mpc−1.
2 DATA
The starting point for our analysis is the catalogue of 716 sub-
millimetre sources detected in the 850μm map of the UDS field
MNRAS 492, 4927–4944 (2020)
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from the SCUBA-2 Cosmology Legacy Survey (Geach et al. 2017).
These were subsequently followed up with ALMA 870μm (Band-
7) imaging between 2013 November and 2017 May, with an initial
pilot study of 30 of the brightest SCUBA-2 sources in Cycle 1 by
Simpson et al. (2017), see also Simpson et al. (2015b,a), and then
subsequent observations to complete the full sample in Cycles 3, 4,
and 5 by Stach et al. (2019), see also Stach et al. (2018). For the
completed AS2UDS survey, sources were identified by Stach et al.
(2019) using cleaned, 0.5 arcsec FWHM-tapered continuum maps,
with average depths ofσ 870 = 0.25, 0.34, 0.23, and 0.09 mJy beam−1
(Cycles 1, 3, 4, and 5, respectively). Stach et al. (2019) catalogued
708 sub-millimetre galaxies (SMGs) brighter than S870  1 mJy
(4.3σ , or a false-positive rate of 2 per cent) in the full sample. For
more details of the calibration, analysis, and catalogue see Stach
et al. (2019).
The detection limit of S870 = 1 mJy at z  3 corresponds to the
infrared luminosity of ∼1012 L. It is, therefore, comparable to the
individual detections for SCUBA2 850μm deep surveys (e.g. Geach
et al. 2017) and somewhat deeper than the Herschel studies at these
redshifts (e.g. Casey, Narayanan & Cooray 2014a), but significantly
shallower than the luminosities reached with stacking of the high-
redshift LBGs in the FIR maps (e.g. Coppin et al. 2015; Koprowski
et al. 2018), as well as some of the other LBGs individual ALMA
detections (e.g. Capak et al. 2015; Koprowski et al. 2016b).
Photometric redshifts and multiwavelength properties for the
SMGs in the AS2UDS sample are presented in Dudzevicˇiu¯te˙
et al. (2019), where the full SEDs across the rest-frame UV-radio
photometry, were modelled using the high-redshift version of the
MAGPHYS code (da Cunha, Charlot & Elbaz 2008; da Cunha et al.
2015; Battisti et al. 2019). This analysis includes the sub-millimetre
imaging from the Herschel (Pilbratt et al. 2010), as provided by the
public releases of the HerMES (Oliver et al. 2012) and PEP (Lutz
et al. 2011) surveys undertaken with the SPIRE (Griffin et al. 2010)
and PACS (Poglitsch et al. 2010) instruments. Due to the large beam
sizes of the Herschel-SPIRE data, deblended maps were produced
following the de-blending procedure detailed in Swinbank et al.
(2014), with ALMA, MIPS 24 μm, and radio catalogue sources
used as priors for the locations of sources contributing to the PACS
and SPIRE map flux. See Dudzevicˇiu¯te˙ et al. (2019) for more details
of the photometry and MAGPHYS analysis.
We matched the SMGs from the ALMA Band-7>4.3 σ catalogue
with the UDS LBG sample from Koprowski et al. (2018). We start
by updating the LBG selection using the new UV/optical/near-IR
DR11 UDS catalogue (from the DR8 used previously). The primary
benefit is the improved depth of 0.7 magnitudes in K-band (Almaini
et al. in preparation; Hartley et al. in preparation). We identify
galaxies at z  3 using UGR, or BVR, filters (Steidel et al. 1996),
extending to higher redshifts by simply shifting the colour space
to longer wavelengths, as described by Ouchi et al. (2004), finding
8494 3 z 5 LBGs. Since the parent optical catalogue is selected
at K-band (K < 25.3), our resulting LBG sample is mass complete
to a limit of log(M∗/M)  9.5.
In order to select the optimal search radius for the cross-matching
(minimizing the false detection rate, whilst maximizing the number
of associations), we performed a suite of Monte Carlo simulations
in the following manner. In each of 1,000 realizations, an artificial
LBG catalogue was constructed by shifting all the individual sources
in the original catalogue in random directions over a distance of
10 arcsec. The average number of random ALMA-LBG associations
can then be found as a function of search radius and compared
with the unshifted map cross-matching to yield a ratio of the false
association rate. In this way, we found a false association rate of
∼3 per cent for a search radius of 0.7 arcsec, rising to ∼10 per cent
at 1.5 arcsec and ∼30 per cent at 2.2 arcsec. Out of 250 3  z
 5 LBGs in the UDS field which fall within the primary beam
coverage of the AS2UDS ALMA maps, 41 were found to have
ALMA Band-7 detections (≥4.3σ ) within a 0.7 arcsec search radius
(corresponding to ∼5 kpc at z ∼ 3–5), where only one of our optical
counterparts is statistically expected to be a false association. We
note that our analysis makes use of the remaining ∼200 ALMA-
undetected LBGs for which the 870μm maps provide limits on their
FIR emission.
3 SED FITTING
As noted above, Dudzevicˇiu¯te˙ et al. (2019) have applied the
MAGPHYS energy-balance model to fit the full multi-wavelength
SED of all 708 SMGs in AS2UDS. A very useful feature of energy-
balance codes such as MAPGHYS, or CIGALE (Noll et al. 2009; Serra
et al. 2011; Boquien et al. 2019), is that the energy absorbed by dust
in the rest-frame UV/optical is equated with the energy emitted in
the IR. Knowing the amount of the stellar energy reprocessed by dust
(LIR), one can therefore determine the level of dust attenuation in the
UV through near-IR and hence, given the sufficiently deep multi-
wavelength photometry, find the underlying attenuation curve and
the corresponding intrinsic (before dust attenuation) stellar SED.
We note that in reality the distribution of stars and dust in a given
galaxy may be very complex, with multiple irregular holes in the
dust and with a fraction of stars potentially situated in front of
the dust. When modelling the attenuation in such a galaxy with
CIGALE, one assumes the shape of the attenuation curve which is in
effect the mass-weighted average of the attenuation curves affecting
individual regions, where the relative distribution of dust and stars
is assumed to be roughly uniform.
In our analysis we adopt the best-fit photometric redshifts for the
41 LBGs in our sample from Dudzevicˇiu¯te˙ et al. (2019), however,
as we wish to investigate the influence of the reddening law on the
relationship between the UV and IR emission of these sources, we
have chosen to refit the UV and IR parts of the SEDs using a code
which allows us to easily vary the attenuation curve. Hence, we
repeat the SED fitting using the energy-balance code CIGALE1 (Noll
et al. 2009; Serra et al. 2011), which enables us to explore varying
the shape of the assumed attenuation curve. CIGALE uses Bruzual &
Charlot (2003) stellar population templates, Chabrier (2003) stellar
IMF and four values of stellar metallicity (0.004, 0.008, 0.02 and
0.05). A range of different star-formation histories (SFHs) was
assumed, including both single- and double-burst, instantaneous,
exponentially declining and continuous models (see Koprowski
et al. 2018 for details) and the dust emission is modelled following
the prescriptions of Casey (2012).
While we have chosen to use the photometric redshifts for
the FIR-bright LBGs derived by Dudzevicˇiu¯te˙ et al. (2019), for
the ALMA-faint sources, in the absence of useful photometric
constraints on their FIR emission, redshifts were determined using
the EAZY template-fitting code. For this we used 11-band photo-
metric coverage of the UDS (UBVRizJHK[3.6][4.5]), as described
in Hartley et al. (2013) and Mortlock et al. (2013). All of these
photometric redshifts were calibrated using ∼7,000 spectroscopic
redshifts, with the resulting dispersion in dz/(1 + z) of σ = 0.018 for
EAZY (further details will be provided in Hartley et al. in preparation)
and σ = 0.08 for MAGPHYS (Dudzevicˇiu¯te˙ et al. 2019).
1http://cigale.lam.fr/
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Figure 1. Histograms of main physical properties for FIR-bright LBGs, their FIR-faint analogues and the ALMA-detected SMGs that were not selected as
LBGs, with the vertical lines representing mean values. The ordinate represents the probability density function, with the area under the curve equal unity. The
left panel shows stellar masses, derived from the SED fits to the available UV-FIR photometry, assuming varying-slope attenuation curves, while for the SMGs
stellar masses were adopted from Dudzevicˇiu¯te˙ et al. (2019). The middle panel depicts the distribution of UV luminosities found from best-fit SEDs, while the
right panel shows values of IR luminosities. The blue vertical line in the right panel represents the stack of LBGs lying within the ALMA stamps that were not
individually detected in the FIR luminosity of LIR = 6.6+2.1−1.6 × 1010L (see Section 3.2). It can be seen that the ALMA-bright LBGs tend to have much higher
stellar masses and IR luminosities, yet also slightly lower UV luminosities, on average, compared with the ALMA-undetected LBGs, which together suggest
that the ALMA-bright LBGs suffer from correspondingly higher rest-frame UV dust obscuration on average. When comparing to the SMGs that have not been
classified as LBGs, ALMA-bright LBGs seem to sample the full SMG distribution, with no obvious biases towards the high/low M∗/LIR SMGs, although they
represent only a modest fraction of the total high-redshift SMG population (10 per cent). However, they have significantly higher UV luminosities, required
for them to be selected as LBGs.
3.1 Attenuation curves
In order to parametrize attenuation curves, CIGALE adds two
modifications to the standard Calzetti curve from Calzetti et al.
(2000). The first modification is the alteration of the slope of the
original Calzetti curve, normalized at V-band:
kλ = kλ,Cal ×
(
λ
550 nm
)δ
, (1)
where negative values of the relative slope, δ, give steeper curves
than that of Calzetti. The normalization of the attenuation curve
has been tied to V band for historical reasons, where it has been
shown that changes in kλ are associated with changes in optical
extinction shortwards of ∼600 nm, while extinction in the NIR
remains relatively invariant (Cardelli, Clayton & Mathis 1988;
Clayton & Mathis 1988).
Since, by definition kλ is the attenuation normalized by its colour
excess, kλ = Aλ/E(B − V), the modified curve from equation (1) has
to be normalized with the modified version of the colour excess,
hence:
kλ = kλ,Cal × E(B − V )Cal
E(B − V ) ×
(
λ
550nm
)δ
= kλ,C × RV
RV ,Cal
×
(
λ
550nm
)δ
, (2)
where RV,Cal = AV/E(B − V)Cal = 4.05 (Calzetti et al. 2000). Using
the above formulae one can find the dependence of the modified
version of the total to selective extinction in the V-band, RV, on the
relative slope of the attenuation curve, δ, to be:
RV = RV ,Cal(1 + RV ,Cal)(440/550)δ − RV ,Cal . (3)
The second modification is the addition of the UV bump:
kλ = kλ,Cal × RV
RV ,Cal
×
(
λ
550nm
)δ
+ Dλ, (4)
where from Fitzpatrick & Massa (1986) the UV bump follows a
Drude profile:
Dλ(B) = Bλ
2 × (35nm)2
(λ2 − (217.5nm)2)2 + λ2(35nm)2 , (5)
centred at 217.5 nm (FWHM of 35 nm), with B being the amplitude
of the bump.
Since we are interested in the intrinsic slopes of the attenuation
curves, we do not want to normalize them by their colour excess.
Instead, we decided to use the absolute attenuation in the V band:
Aλ
AV
= kλ
kV
= kλ
RV
, (6)
with two free parameters: the relative slope of the attenuation curve,
δ, and the magnitude of the UV bump, B.
3.2 Physical properties
We use the CIGALE SED fitting procedure described above in order
to derive basic physical properties for our sample: stellar masses,
M∗, and UV & IR luminosities. The best-fit values for the stellar
masses are shown in Fig. 1 for the ALMA-detected (green) and
the ALMA-undetected (blue) LBG samples. In addition, we show
the AS2UDS SMGs that have not been classified as LBGs (red),
where the physical properties were adopted from Dudzevicˇiu¯te˙ et al.
(2019). We allow the attenuation curve to vary, where in Section 4.4
we discuss the effect it has on the resulting values of M∗. The UV
luminosity at rest-frame 1600Å is defined here as LUV ≡ ν1600L1600,
where the luminosity density at 1600Å, L1600, was determined
from the best-fit SED (Fig. 1). As noted above, the photometric
MNRAS 492, 4927–4944 (2020)
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redshifts for the ALMA-bright sample were calculated from the
rest-frame UV-radio photometry, using the high-redshift version of
the MAGPHYS code (da Cunha et al. 2008, 2015), and are presented
in Dudzevicˇiu¯te˙ et al. (2019).
To check for consistency, we compare the estimated stellar
masses from our CIGALE analysis to those derived using MAGPHYS
by Dudzevicˇiu¯te˙ et al. (2019). The mean mass for the 41 LBGs
from CIGALE is M∗ = 5.3 ± 1.7 × 1010 M, consistent with
the estimate from MAGPHYS within the 1-sigma error bars: M∗ =
6.4 ± 1.4 × 1010 M.
As explained earlier, the focus of this work is to understand the
influence of the attenuation curve on the IRX-β relation of high-
redshift LBGs. We are therefore employing the CIGALE code for
the SED fitting. Producing accurate fits, however, requires a very
large number of potential SED models to be fit to the available
photometry, which is computationally very expensive. For this
reason, we follow Salim, Boquien & Lee (2018), who instead
of fitting the multi-wavelength FIR and the UV-NIR photometry
simultaneously, modified CIGALE to include the IR luminosity as a
single constraint in the energy-balance calculation. This approach
is ideal for our analysis as we are not interested in details of the
IR emission, such as characteristic dust temperature, instead our
focus is on the rest-frame UV properties. Adopting this simplified
approach therefore allows us to model the stellar emission more
accurately, by increasing a number of available SFHs, as well as
allowing for a more detailed sampling of the dust attenuation laws.
In order to determine simple estimates of the IR luminosity
for each of the ALMA-detected LBGs, we fit the dust emission
SEDs, using 185 FIR SED templates compiled by Swinbank et al.
(2014). These include local galaxy templates from Chary & Elbaz
(2001), Rieke et al. (2009), and Draine et al. (2007) as well as
high-redshift starburst galaxies from Ivison et al. (2010) and Carilli
et al. (2011), with a range of dust temperatures spanning 19–60 K.
We find the best-fitting SEDs using a χ2 minimization approach
and determine the LIR by integrating between the rest-frame 8–
1000μm emission. The resulting values are depicted in Fig. 1,
with the mean value of LIR = 5.0+2.6−1.5 × 1012 L consistent with
the MAGPHYS derived estimates from Dudzevicˇiu¯te˙ et al. (2019)
of LIR = 5.5+2.8−1.6 × 1012 L (with errors representing the standard
deviation), where the small difference can be attributed to the
variation in the FIR libraries used.
For the ALMA-undetected sources we measure their average
ALMA Band-7 flux by inverse-variance stacking in the ALMA
maps. We acquire a 3.2σ detection of S870 = 65 ± 20μJy, which
is consistent with the ALMA-non-detections stack of Koprowski
et al. (2016b), but significantly lower than the z  3 stacks of
Coppin et al. (2015) and Koprowski et al. (2018). This latter
discrepancy is due to two main factors. One is that in these works
the LBG samples used for stacking also would have included any
FIR-detected sources. The other is that our parent OIR catalogue
is 0.7 mag deeper in K-band, which means that about a half of
the ALMA-undetected sample of this work, would not have been
selected using the shallower DR8 version. Since the faintest K-band
sources are also expected to be the least massive and, therefore, the
least dusty ones, our FIR stacks should be, and indeed are, fainter
than those of Coppin et al. (2015) and Koprowski et al. (2018). To
translate the stacked flux to the IR luminosity, we adopt the z  3
best-fitting FIR SED from Koprowski et al. (2018), and integrate
the SED between rest-frame 8–1000 μm (Fig. 2).
In order to determine the errors we have performed a simple
Monte Carlo simulation, where we have varied the redshifts and
the photometry of each source by a random offset sampled from
Figure 2. Best-fitting SEDs for 209 ALMA-faint LBGs lying within the
primary beam coverage of the AS2UDS ALMA maps. The rest-frame
UV–NIR photometry are median values, while the FIR point represents
the 3σ ALMA detection found by stacking the 209 LBGs in the ALMA
maps (S870 = 65 ± 20μJy). The resulting attenuation curve slope is δ =
−0.10 ± 0.25. As explained in Section 4.1, the relatively steep slope is
consistent with the stacked population lying below the local IRX-β relation.
a Gaussian distribution with 1σ equal to the corresponding errors.
The 1σ systematic errors on each of the physical parameters were
then found by calculating the standard deviations from modelled
sources. All the resulting values are summarized in Table A1. The
results are depicted in Fig. 1.
3.3 Values of IRX & β
To calculate IRX, we simply divided LIR by LUV, which were
measured in the previous section. The values of UV slopes, β,
can be determined in various different ways (see Rogers, McLure &
Dunlop 2013 for a review). In this work we decided to fit the power-
law slope to the best-fitting SED between the rest-frame 125 and
250 nm. This is because we possess only ∼4 photometry points on
average within the rest-frame UV range (see Fig. 3) and therefore
the UV slopes calculated directly from the photometry, as oppose to
the best-fitting SEDs, have larger uncertainties. We note that Meurer
et al. (1999) and Calzetti et al. (2000) did not find any presence of
the UV bump in their samples. We, therefore, set the amplitude of
the UV bump (equation 5) to 0, since it falls within the UV slope
range (central rest-frame wavelength of 217.5 nm and FWHM of
35 nm) and could potentially affect the resulting β, by artificially
shifting it towards bluer colours. The errors were calculated as in
previous section.
It is also crucial, for the reasons explained in Section 4.1, to
determine the intrinsic (before dust attenuation) shape of the stellar
emission SED, with the corresponding intrinsic UV slope, β int.
This is important for two reasons. One is that the exact shape of the
intrinsic stellar SED is required in order to translate the observed
SED (given the amount of energy re-emitted by dust, LIR), into the
attenuation curve. The other is that β int is roughly connected to
the age of the underlying stellar population, which in turn affects
the position of a given source on the IRX-β plane (see Section 4.1).
Together with the attenuation curves, the intrinsic stellar SEDs, with
the corresponding values of β int, are determined by performing SED
fits to the available rest-frame UV-FIR photometry.
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Figure 3. Rest-frame UV part of the best-fitting SEDs for the FIR-bright LBGs studied in this work (see Section 3.2 for details), with the UV slope range
enclosed by two vertical grey lines. We mark the ‘bad’ rest-frame UV SED fits in red.
It is important to note that the attenuation curve slopes and the
star-formation histories (with the resulting intrinsic UV slopes)
are degenerate. One can in principle increase the amount of dust
attenuation by either assuming younger stellar populations (bluer
β int), or making the attenuation curve slope shallower. However,
fixing the attenuation curve to that of Calzetti will produce SED fits
which have statistically higher values of χ2 (worse fits) than when
the attenuation laws are allowed to vary.
Energy-balance SED fitting codes, such as CIGALE, equate the
amount of energy absorbed by dust in the rest-frame UV/optical
bands, with the amount of energy re-emitted in the IR. Since our
sources are IR-bright by selection, the SED fitting procedure will
determine a need for a large amount of dust attenuation. Since,
on the other hand, our LBG sample colour selection requires (by
definition) detections in the rest-frame UV, it is unsurprising that
the LBGs will tend to have relatively blue observed UV slopes.
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Applying a large amount of dust attenuation to a blue galaxy will
yield a correspondingly bluer intrinsic UV slope. However, there is a
limit to how intrinsically blue a galaxy can be. This limit is set by the
youngest population of stars produced with the Bruzual & Charlot
(2003) stellar population templates and Chabrier (2003) stellar IMF.
For the stellar population age of 1 Myr, the bluest UV slope possible
within the models is about −2.7. Fixing the Calzetti et al. (2000)
attenuation curve will, therefore, often result in the observed rest-
frame UV section of the best-fitting SEDs being too red, yielding
poor fits to the photometry (large values of χ2), indicating that one
indeed needs to allow the attenuation curves to vary in order to
produce correct SED fits, or accept that the UV and FIR parts of the
SED are spatially decoupled.
4 R ESULTS A N D DISCUSSION
4.1 IRX-β scatter
The main observational parameter that drives the average IRX-β
relation (Fig. 4) is the observed UV slope, β. To first order, the
more dust attenuation in the rest-frame UV, the redder the UV
slope, and the larger the corresponding value of the IR luminosity,
i.e. IRX. However, as can be seen in Fig. 4, individual FIR-detected
sources tend to lie above and to the left of the average relation. In
order to explain the apparent scatter, we investigate the variations
in two additional SED parameters, intrinsic UV slope, and the dust
attenuation curve shape.
As can be seen in Fig. 5, for a fixed attenuation curve, variations
in the intrinsic UV slopes produce a scatter (red curves). This is
because, at a given value of the IRX (i.e. given amount of the
dust attenuation), different intrinsic UV slopes (value of β for IRX
→ 0) will yield a variation in the measured β. Similarly, varying
attenuation curve slopes will result in multiple values of β for a
given IRX (blue curves).
4.1.1 Scatter from the intrinsic UV slopes
In the top panel of Fig. 4 we present the scatter in the IRX-β plane
colour-coded with the rest-frame UV slope of the intrinsic (before
dust attenuation) stellar emission spectrum, β int. It can be seen
that ALMA-detected LBGs tend to have bluer β int than their FIR-
faint analogues. This indicates that the former sample must have a
population of very young stars, responsible for the relatively blue
UV slopes. However, it is known that the most massive galaxies
tend to be older (e.g. Thomas et al. 2005, McDermid et al. 2012 and
Pacifici et al. 2013). From Fig. 1, it is clear that the ALMA-bright
sources are much more massive than the ALMA-faint sample and
so they are expected to harbour a significant population of old stars.
The only way to model the SEDs with blue UV slopes and a large
values of the IR luminosity is, therefore, to introduce the young
burst of star formation, which is, at least in part, disconnected from
the dust. The emission from these young stars will then be allowed
to escape the galaxy mostly unreddened and will in effect produce
relatively blue rest-frame UV SEDs. However, no clear correlation
between the intrinsic UV slope and the offset between a given source
and the local, average relation can be seen, which indicates that this
is not the main parameter driving the scatter in the FIR-bright LBGs.
It has been proposed (e.g. Kong et al. 2004; Burgarella et al. 2005;
Boquien et al. 2009; Grasha et al. 2013), that the IRX-β scatter can
be driven by the differences in the ages of the stellar populations.
The stellar ages, however, affect the IRX values for a given observed
β through the effect they have on the intrinsic shape of the stellar
emission SED, in particular the intrinsic UV slope, which, as shown
in the top panel of Fig. 4, does not seem to drive the scatter above
the average relation.
In the middle panel of Fig. 4 we show the IRX and β values for
the ALMA-bright sample and the ALMA-faint stack, colour-coded
with the mass-weighted age of the underlying stellar population.
We assume a double-burst star formation history (SFH), where the
resulting dependence of the star formation rate on time is:
(t) ∝ exp(−t1/τ1) + fmexp(−t2/τ2), (7)
with the star forming time-scale, τ , for both bursts of the star
formation and the mass fraction of the late burst population, fm,
being kept as free parameters. This allows a large variation of
the SFHs, where a number of scenarios are possible, including
both single-burst and double-burst, instantaneous, exponentially
declining and continuous (constant) SFHs. The effective age of a
given stellar population is, therefore, the mass-weighted mean value
of the late, main burst and the young burst of star formation. As can
be seen, there is no clear correlation between the mass-weighted
age and the offset between a given source and the local, average
relation. The likely reason for this is that the rest-frame UV range
along which β is calculated, 125 to 250 nm, is sensitive to the most
massive, young stars present in the model, which should make the
intrinsic UV slope sensitive mainly to the age of the young burst
of star formation, while ignoring the old burst. However, since we
allow a large variations of the SFH models, the intrinsic UV slope
does not even correlate with the age of the young burst alone.
In Fig. 6 we show two extreme examples of the evolution of
the young component of stellar SEDs with age. The top panel
depicts the case of the instantaneous model, where all the stars
have been formed during an instantaneous burst of star formation,
while the bottom panel shows the continuous model, where stars are
being formed at the constant rate. In the former model, young stars
are not being replenished by the ongoing star formation, therefore
the intrinsic UV slope reddens considerably quickly with age. In
the latter case, the young stars are being constantly added to the
population, causing the slope to redden more slowly. In addition,
β int is known to be sensitive to the metallicity (e.g. Salim & Boquien
2019), with metal-poor galaxies having shallower intrinsic UV
slopes. However, this effect becomes apparent only for a relatively
old stellar populations and, since the mean age of the young burst in
our sample, responsible for the slope of the rest-frame UV part of
the stellar SED, is 25 ± 6 Myr, the metallicity is expected to have a
negligible effect on the resulting values of the UV slope.
4.1.2 Scatter from the attenuation curves
A very interesting feature of the bottom panel of Fig. 4 is that the
IRX-β scatter appears to be very well correlated with the relative
slope of the attenuation curve, δ (equation 1). We note here that
ALMA-bright LBGs are, by selection, bright in the rest-frame UV,
as well as FIR, which places them above the local IRX-β relation.
The intrinsic UV slope (β for IRX → 0) for the galaxies lying on
the local relation is ∼−2.1. Since the bluest UV slope available
in our models is ∼−2.7, one can in principle, as shown in Fig. 3,
expect some galaxies with a very young population of stars, to end
up above the local relation. However, the scatter of the intrinsic UV
colours due to the age and/or metallicity for star-forming galaxies is
quite small compared to the observed range, so it has a much smaller
effect on the IRX-β scatter than the attenuation curve. As shown
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Figure 4. Infrared excess, IRX, as a function of the UV slope, β. The FIR-bright LBGs (small circles for good β fits and small stars for bad β fits; see Fig. 3)
and the FIR-faint stack (large square) are colour-coded with the intrinsic (before dust attenuation) UV slope, mass-weighted age, and the relative attenuation
curve slope, δ, (top, middle, and bottom panels, respectively). It can be seen in the inset plot of the bottom panel, that the distance along the ordinate of a given
source from the average relation, IRX, most obviously correlates with the relative attenuation curve slope, δ, with the Spearman correlation of 0.89 and the
two-sided p-value of 0.001, indicating significant correlation. The best-fitting linear function gives log(IRX) = (2.79 ± 0.22) × δ + (0.48 ± 0.06). We,
therefore, conclude that the scatter in the IRX-β plane is driven mainly by the variations in the shapes of the underlying attenuation curves (see Section 4.1 for
details).
in fig. 6 of Salim & Boquien (2019), even for −8.5 < log(sSFR)
< −10.5 the range of intrinsic beta is only −2.5 to −2.1 (0.4),
whereas true observed slope extends over a range that is 10× larger.
In addition, with fixed attenuation law one simply cannot find good
SED fits for most of the ALMA-bright LBGs. We show this in
the inset plot of Fig. 7 for the AS2UDS.0480.0. The best-fitting
intrinsic UV slope for that source has been found to already have the
minimum available value of −2.7. The large IR luminosity forces
so much dust attenuation in the optical, that the resulting best-fitting
observed stellar SED is way too red, i.e. CIGALE simply cannot find
a decent fit with the fixed attenuation law. As the consequence, the
scatter in the IRX-β plane of Fig. 7 (with fixed attenuation law) is
artificially shifted towards redder UV slopes, as compared with the
top panel of Fig. 4. The only way to properly model ALMA-bright
LBGs is to let the attenuation law vary, in which case the sources to
the left of the local relation in the bottom panel of Fig. 4 tend to have
shallower attenuation curves. The inset plot of the bottom panel in
Fig. 4 shows the relation between the vertical offset of the IRX
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Figure 5. The IRX-β plane with the two main SED fitting parameters
responsible for the apparent scatter shown in Fig. 4. While the average
relation is driven by the amount of dust present in a given galaxy, the addition
scatter can be introduced by either variations in the intrinsic UV slopes (red
curves), or the differences in the slopes of the assumed attenuation curves
(blue curve).
values for FIR-bright LBGs and the average relation, log(IRX),
and the relative attenuation slope, δ. It can be seen that the two
quantities do correlate, with the Spearman correlation of 0.89 and
the two-sided p-value of 0.001. The line in the inset panel in
Fig. 4 shows the best-fitting linear function:
log(IRX) = (2.79 ± 0.22) × δ + (0.48 ± 0.06). (8)
One of the reasons behind the variations in the attenuation curves
is the type of dust (namely, the distribution of the dust grain sizes)
present in a given galaxy, encoded in the form of the intrinsic
extinction curve. The accurate derivation of the extinction curve
relies on the precise knowledge of the intrinsic stellar emission
spectrum shape, as well as on the assumption that the uniform
screen of dust is situated between the source of stellar emission and
the observer, neither of which may be correct. The differences in
the type of dust are in effect incorporated into the resulting shape
of the observed attenuation curve. Variations in the dust extinction
found within the Milky Way and small and large magellanic clouds
have been found to be of about two orders of magnitude at the rest-
frame UV bands (e.g. Gordon et al. 2003). Since the corresponding
differences in our sample are of about six orders of magnitude
(Fig. 8), it is unlikely that any possible variations in the intrinsic
extinction curves will drive the massive diversity of the observed
attenuation curves plotted in Fig. 8 alone.
As mentioned above, the age of the underlying stellar populations
can drive the IRX-β scatter through the intrinsic UV slope. It can
also, however, affect it by altering the shapes of the attenuation
curves (Section 4.1). Since the star formation is triggered in the
dense clouds of the ISM, the young stars (<10 Myr) will be
embedded in a thick shell of gas and dust (e.g. Wild et al. 2011).
One can envisage how this might manifest itself in the steepening
of the galaxy attenuation curve: the younger the stellar populations,
the more young stars residing in their birth clouds, and the steeper
the integrated attenuation curves. This effect was investigated by
Narayanan et al. (2018b), who found that for stellar populations
younger than ∼2 Gyr, variations in stellar ages do not significantly
affect the shapes of the corresponding attenuation curves. Since our
Figure 6. The evolution of the power-law slope of the rest-frame UV part
of the stellar emission spectrum with the age of the stellar population for the
case of the instantaneous and the continuous star formation (top and bottom
panel, respectively). The grey vertical lines represent the wavelength range
along which β is calculated (125–250 nm). It can be seen that the form of the
correlation of the intrinsic UV slope with the age of the stellar population
depends on the star formation histories, which is relevant to the source of
the scatter in the IRX-β plane, as explained in Section 4.1.1.
sample resides at redshifts of z  3, the differences in the ages of
stellar populations will thus likely a have minor effect on the slopes
of the attenuation curves in our sample.
Another property that affects the attenuation laws in galaxies
is the relative morphology of stars and dust (e.g. Ferrara et al.
2017; Popping et al. 2017; Safarzadeh et al. 2017; Narayanan
et al. 2018a). The original IRX-β relationship, parametrized in the
work of Meurer et al. (1999), was calibrated on a sample of local
compact starburst galaxies, where the dust is considerably well
mixed with the stars and the resulting attenuation curve was found
to be consistent with that of Calzetti et al. (2000). Although we note,
that, once corrected for far-UV aperture losses (Overzier et al. 2011;
Takeuchi et al. 2012), the resulting Meurer et al. (1999) relation is
actually shallower than what Calzetti et al. (2000) law predicts for
IRX-β (e.g. Salim et al. 2018). However, SMGs at high redshifts
have often been found to have significantly disturbed morphologies
(e.g. Smail et al. 2004; Chen et al. 2015, 2017; Go´mez-Guijarro
et al. 2018; Hodge et al. 2018). In this scenario, a fraction of the
stellar population will be disconnected from the dust, with a small
fraction of the stellar light leaving the galaxy mostly unaffected by
dust; and if this exceeds the obscured emission in the UV bands
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Figure 7. IRX-β relation, colour-coded with the intrinsic UV slope, for the ALMA-bright LBGs of this work, for the case when the attenuation law has been
fixed on that of Calzetti. The inset plot shows the best-fitting SED for AS2UDS.0480.0, where it can be seen that it is impossible to find a good fit without
relaxing the attenuation law. The large IR luminosities of ALMA-bright LBGs forces too much dust attenuation in the optical, artificially shifting most of the
sample towards redder UV slopes.
Figure 8. Attenuation curves found for each galaxy in the sample studied
in this work, colour-coded with the relative slope of the attenuation curve,
δ, (Section 3.1). The black thick line shows the attenuation curve of Calzetti
et al. (2000). The range that the slopes of the attenuation curves span is
about 1, while the average error is 0.1. This means that the scatter seen in
the plot is real rather than a result of SED modelling uncertainties.
then this will produce apparently very blue UV colours. On the
other hand, the IRX, driven mainly by the IR luminosity, will have
large values, since these sources have been selected as FIR-bright.
A similar effect was observed in Wang et al. (2018), where the slope
of the attenuation curve was affected by the galaxy inclination.
In addition, as found from the estimated dust masses and derived
median hydrogen column densities, using an assumed gas-to-dust
ratio of δgdr = 90 ± 25 (Swinbank et al. 2014), the SMGs in the
UDS field have, on average, a V-band obscuration of AV ∼ 500 mag
towards the FIR-bright component (Simpson et al. 2017). This is
in contrast with the typical AV from the SED fitting for FIR-bright
LBGs in this work of the order of 1–2 mag, which represents the dust
obscuration of the stellar continuum emission detectable shortwards
of ∼1μm in the rest frame, integrated over the whole extent of
the galaxy. The significant difference between these two reddening
estimates suggests a real disconnect between the sites of on-going
star formation (which are so highly obscured that they are optically
thick into the FIR) and the more extended distribution of likely older
stars which are detectable in the rest-frame UV and optical. While
the presence of the former component can be inferred from the
FIR emission and so included in determining the estimated stellar
sizes or mass profiles of the system (Lang et al. 2019), it cannot be
directly probed in the rest-frame UV.
Hence it is expected, provided that the relative morphology
of dust and stars is the driving factor of the IRX-β scatter, that
sources with flat attenuation curves (blue curves in Fig. 8), lying
considerably above the local IRX-β relation (blue points in the
bottom panel of Fig. 4), would be expected to have, on average,
relatively disturbed morphologies, while the galaxies below the
local relation would be expected to have less disturbed disc-like
structures. To investigate this we require high-resolution optical
HST data, which we only possess for the small fraction of the
UDS field covered by the HST Cosmic Assembly Near-infrared
Deep Extragalactic Legacy Survey (CANDELS; Grogin et al. 2011;
Koekemoer et al. 2011).
In Fig. 9 we show the optical stamps from Stach et al. (2019)
for five IR-bright LBGs covered by the CANDELS data, where we
show them in the order of increasing value of the relative slope of
the attenuation curve, δ, (decreasing actual slope of the resulting
attenuation curve, see Fig. 8). Ideally, we would like to use resolved
imaging from the UV slope range of 125 to 250 nm, in order to
construct the resolved map of β, but since our sample is very dusty,
they are undetected in the rest-frame UV HST imaging. Based on
this small sample we can see no clear correlation between δ and
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Figure 9. 5 arcsec × 5 arcsec stamps of five FIR-bright LBGs covered by the high-resolution HST imaging (Stach et al. 2019), with the WFC3/IR F160W
image in the background and the contours representing the ALMA observations (1σ , 2σ , ..., and in the case of AS2UDS.0006.0: 1σ , 5σ , 10σ , 15σ , and 20σ ).
We plot the shape of the ALMA beam in the bottom left-hand corner and quote the corresponding values of the relative slope of the attenuation curve. The
stamps are placed in the order of the increasing value of the relative attenuation curve slope. If the shape of the attenuation law depended on the level of
disturbance of the stars and dust alone, one would expect it to increase as we move from left to right. Since the background image shows the stellar emission
longwards of the wavelength range along which the UV slope is calculated and we only possess five such detections, no definite statements can be made on the
source of the variations in the shapes of the corresponding attenuation curves. Provided that relative morphology of stars and dust is predicted to produce large
range of attenuation curve slopes (Ferrara et al. 2017; Popping et al. 2017; Safarzadeh et al. 2017; Narayanan et al. 2018a), we conclude that a larger sample
of FIR-detected LBGs with high-resolution optical imaging would be necessary to investigate this effect more quantitatively.
the level of disturbance. However, other works seem to confirm
that SMGs do tend to have disturbed optical morphologies (e.g.
Chen et al. 2015, 2017; Hodge et al. 2018; Lang et al. 2019). Since
HST WFC3/IR F160W imaging, at the redshift of our sample of
z  3, samples the rest-frame near-UV it is sensitive to a mix of
moderately obscured young and intermediate age stars, and we only
possess five such detections, no significant statements can be made
about the impact the relative morphology of stars and dust have
on the shape of the resulting dust attenuation curves for FIR-bright
LBGs. We conclude that a much larger sample of FIR-bright LBGs,
with the high-resolution rest-frame UV to FIR data, is required in
order to investigate this issue properly.
4.2 IRX-M∗ scatter
It is often argued that the stellar mass should be used, instead of
the UV slope, in order to calibrate a relationship for the IRX. This
is motivated by the claims that the total stellar mass provides an
indirect tracer of the amount of the dust attenuation (e.g. Sobral et al.
2012; Whitaker et al. 2012; Heinis et al. 2013; ´Alvarez-Ma´rquez
et al. 2016; Dunlop et al. 2017; McLure et al. 2018; Reddy et al.
2018). This is because, to first order, the more massive the galaxy
means that more stars will have formed (higher SFR) and more
dust will be present in the ISM (larger LIR), producing redder UV
colours. In Fig. 10 we plot the values of the IRX and stellar mass
for high-redshift LBGs, colour-coded with the relative slope of the
attenuation curve, δ, and the specific star-formation rate, sSFR, with
the average relation from Koprowski et al. (2018) overplotted. It is
clear that the FIR-bright LBGs, as in the case of the IRX-β, do not
follow the average relation.
The total SFR is a sum of the dominant IR obscured SF and
(negligible) observed unobscured UV SF contributions. In order
to find the values for the SFRs, we follow Madau & Dickinson
(2014). For UV SFRs we multiply LUV by 2.5 × 10−10 M yr−1 L−1 ,
while for IR SFRs, we multiply LIR by 1.73 × 10−10 M yr−1 L−1 .
Since these conversions assume Salpeter (1955) IMF, we also
multiply both SFRs by a factor of 0.63 to convert to Chabrier
(2003) IMF.
A clear scatter can be seen in Fig. 10, with the FIR-bright LBGs
exhibiting significantly larger values of the IRX, given their stellar
masses, than their FIR-faint analogues. Moreover, the scatter in
the IRX–M∗ plane does not seem to be driven by the shape of
the attenuation curves, as in the case of the IRX-β, but by the
variations in the sSFRs. This is, of course, to be expected, since
IRX–M∗ relationship is analogous to that between the SFR and
stellar mass.
The relation between the stellar mass and the total SFR is
quantified via the so-called star-formation ‘main sequence’ (MS;
e.g. Noeske et al. 2007; Michałowski et al. 2012; Speagle et al.
2014; Koprowski et al. 2016a; Michałowski et al. 2017). At a given
redshift, normal star-forming galaxies form a broad trend between
star-formation rate and stellar mass, whereas ‘starbursts’ are offset
towards higher sSFRs by a factor of > 2–4 (e.g. Daddi et al. 2007;
Elbaz et al. 2011; Speagle et al. 2014, although see Elbaz et al.
2018). For the FIR-bright LBGs, the relatively large values of the
IRX, given their stellar masses, are well correlated with the sSFRs,
which indicates that these sources are undergoing a burst of SF.
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Figure 10. IRX as a function of stellar mass, colour-coded with the slope of the attenuation curve, δ (top panel), and the specific star-formation rate, sSFR
(bottom panel). The filled black circles are the stacking results for the combined high-redshift (z = 3–5) LBG samples of Koprowski et al. (2018), fitted with
a best-fitting power law. The large square shows the FIR-faint ALMA sample of this work. The grey dashed line depicts the rough selection limit for the
AS2UDS sample, corresponding to the typical UV luminosity of ∼1 × 1010 L at the stellar mass of ∼1 × 1010 M, rising to ∼3 × 1010 L at ∼2 × 1011 M
and the sensitivity limit of the AS2UDS of 1 × 1012 L. It can be seen that, as opposed to the IRX-β plane, the scatter is driven by the variations in the values
of the sSFRs, with FIR-bright LBGs lying in the ‘starburst’ regime, indicating that they could be undergoing a major merger or secular processes responsible
for an enhanced phase of star-formation activity. This supports the scenario in which ALMA-detected LBGs have their shallow attenuation curves produced
by a disturbed stellar morphology, likely the result of an enhanced period of vigorous star formation activity.
Again, since we possess high-resolution optical imaging only for
five of our sources, we conclude that a larger sample with high-
res UV-FIR imaging is required in order to reach any quantitative
conclusions.
4.3 Fraction of obscured star formation
We start by noting that the quartile redshift range spanned by the 41
ALMA-detected LBGs analysed here corresponds to z ∼ 2.7–3.5,
but that these LBGs comprise only 16 ± 2 per cent (41 of 250) of the
ALMA-detected population in AS2UDS in that redshift range from
Dudzevicˇiu¯te˙ et al. (2019). Hence, this UV-bright subset is far from
representative of the bulk of highly star-forming galaxies at these
redshifts. Indeed, Dudzevicˇiu¯te˙ et al. (2019) find that ∼17 per cent
of the SMG population are undetected down to the K-band limit of
K = 25.7 of this study, most of which are expected to lie at z ∼ 2–4,
demonstrating the incompleteness of even NIR-selected samples
against the most active massive, dust-obscured galaxies at z  2.
As found by Whitaker et al. (2017), the fraction of obscured
star formation, fobs ≡ SFRIR/SFRUV+IR, is a strong function of the
stellar mass, at least out to z = 2.5, where most massive sources
(M∗ > 1011 M) have their SFRs dominated by the dust component
(fobs ∼ 1). They also found that the relation does not undergo any
redshift evolution. Since our sample lies at z  3, we decided
to investigate how it compares with the lower redshift sources of
Whitaker et al. (2017).
We present our results in Fig. 11. The solid line shows the best-
fitting function of Whitaker et al. (2017). We show the stacking
results for the z  3–5 LBGs sample of Koprowski et al. (2018)
and the stack of the ALMA-faint LBGs lying within the ALMA
MNRAS 492, 4927–4944 (2020)
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/article-abstract/492/4/4927/5709926 by U
niversity of H
ertfordshire user on 07 February 2020
AS2UDS: Dust attenuation in ALMA-bright LBGs 4939
Figure 11. The fraction of obscured star formation, fobs ≡
SFRIR/SFRUV+IR, as a function of stellar mass. The solid line is the best-
fitting function found by Whitaker et al. (2017). The green open triangles in
the bottom panel represent the stacking results for the combined z ∼ 3, z ∼
4, and z ∼ 5 LBG samples from Koprowski et al. (2018), the red open square
shows the FIR-faint ALMA sample of this work, while the open blue circles
depict the FIR-bright LBGs. It can be seen that the SFRs for the FIR-bright
LBGs are almost exclusively dominated by the dust component.
maps investigated in this work, as well as the ALMA-detected LBG
sample. It is clear that both stacked LBG samples are consistent
with the findings of Whitaker et al. (2017). This confirms that, on
average, UV/optically selected star-forming dropout galaxies have
a strong relation between the fraction of obscured star formation
and the stellar mass, which continues out to z ∼ 3 and beyond.
However, the ALMA-bright LBGs do not follow this trend. As in
the case of IRX–M∗ relation, the FIR-bright LBGs, having their
SFRs dominated by the IR-luminous dust component (fobs  0.95),
lie well above the average curve (which the more typical FIR-faint
LBGs tend to follow).
4.4 Stellar masses
A very important consequence of the variation in the shapes of the
attenuation curves is the fact that it affects the resulting values of
the stellar mass. The procedure of determining stellar masses from
the SED fitting relies on the translation of the observed best-fitting
SED into the intrinsic, dust-unaffected spectrum. The wavelengths
which are driving stellar masses are the NIR wavelengths, since it
is the old, evolved stars, that dominate the mass budget of a galaxy.
The Calzetti et al. (2000) attenuation curve is characteristic of the
average population of LBGs (although see Boquien et al. 2012,
Schaerer, de Barros & Sklias 2013 and Reddy et al. 2018), while,
as shown in Fig. 4, sources well above the local IRX-β relation will
have greyer (less steep) attenuation curves. For a fixed amount of
energy re-emitted by dust in the IR, LIR, the amount of the stellar
light attenuated by dust will be dominated by the most energetic
rest-frame UV wavelengths. Altering the slope of the attenuation
curve will have little effect on the dust obscuration at the rest-
frame UV, since LIR must be conserved. However, greyer curves
will have lower ratio of UV-to-NIR relative attenuation and, since
the dust obscuration at UV is rather insensitive to the slope of the
attenuation law, shallower curves will produce higher intrinsic NIR
fluxes, increasing the resulting stellar masses.
Figure 12. Ratio of the stellar masses derived when allowing the attenuation
curves to vary freely, to values determined assuming the Calzetti law
(ordinate), as a function of the Calzetti-like stellar masses (abscissa), colour-
coded with the relative slope of the attenuation curve, δ, (see Fig. 8). It can
be seen that, since fixing the attenuation curve on that of Calzetti tends to
produce worse fits (larger values of χ2), assuming the Calzetti attenuation
curve will often underestimate stellar masses for FIR-bright sources (see
Section 4.4 for details).
Physically, for a given observed UV–NIR photometry and fixed
LIR, the age of the stellar population will increase with the shallow-
ing of the attenuation curve, since shallower curves produce redder
intrinsic UV slopes (e.g. Leja et al. 2019). In this scenario more stars
(i.e. higher stellar mass) will be required in order to produce a given
IR luminosity. We show this in Fig. 12, where the difference between
the stellar masses calculated allowing the attenuation curves to vary
and fixing them at the Calzetti et al. (2000) shape is plotted as
a function of the Calzetti-like stellar mass, colour-coded with the
relative slope, δ. Bearing in mind that fixing the attenuation curve
on that of Calzetti tends to produce worse SED fits (larger values
of χ2), it is clear that galaxies with the greyest curves (largest δ)
will tend to have their stellar masses underestimated by a factor 2–
3×, when Calzetti curve is incorrectly assumed. Since, as found by
Casey et al. (2014b), sources well above the local IRX-β relation,
suffering from the greyest attenuation curves, have the largest values
of the IR luminosity, this effect will be most prominent in the case
of FIR-bright LBGs and SMGs.
5 SU M M A RY
We exploit the large AS2UDS ALMA survey of the UDS field
to identify and study a sample of 41 rare sub-millimetre-detected
LBGs. We have performed a detailed analysis, including SED fitting
to the rest-frame UV–FIR photometry, in order to investigate their
relation to the typical LBG samples at high-redshifts in terms of
the IRX, UV slope, and stellar mass. We summarize the main
conclusions from our work as follows:
(i) We find that the FIR-bright LBGs are on average significantly
more massive than their FIR-faint analogues, which supports the
claimed correlation between the stellar mass and the SFR (e.g.
Speagle et al. 2014).
(ii) When performing the rest-frame UV-FIR SED fits to the
available broad-band photometry, we found that the attenuation
curves must be allowed to vary in order to produce reliable fits.
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With the individual values of the IRX and β found from the
best-fitting SEDs for each source in our sample, we found that
FIR-bright LBGs lie well above the average Calzetti-like IRX-β
relation, characteristic of more typical high-redshift LBGs. We
confirm that, while the differences in the ages of the underlying
stellar populations play a role, the scatter is mainly driven by the
variations in the shapes of the attenuation curves, where the offset
between a given galaxy and the average relation correlates tightly
with the attenuation curve slope, with Spearman correlation of 0.89
and the two-sided p-value of 0.001. We find the relation to be of a
linear form with log(IRX) = (2.79 ± 0.22) × δ + (0.48 ± 0.06).
(iii) We find the attenuation curves for FIR-bright LBGs to be
varying by over six orders of magnitude in the rest-frame UV (see
also Dudzevicˇiu¯te˙ et al. 2019). While this, in principle, should
mainly be driven by the level of relative disturbance of the stars and
dust in a given galaxy (e.g. Chen et al. 2015, 2017), the differences
in the dust type, manifested in the shapes of the intrinsic extinction
curves, as well as different ages of the stellar populations (fraction
of young stars residing in their birth clouds), cannot be ignored.
We investigate how the shape of the attenuation curve may relate
to the relative morphology of stars and dust using high-resolution
HST data. However, with only five sources detected, we cannot find
any evidence for a strong correlation and suggest that larger sample
may be required.
(iv) We investigated the relationship between the IRX and M∗
for our sample and found that FIR-bright LBGs exhibit unusually
large values of IRX, given their stellar mass, relative to the FIR-
faint sources. In addition, we show that the scatter in the IRX–M∗
plane is driven by the variations in the sSFRs, where FIR-bright
galaxies tend to exhibit large values, placing them in the ‘starburst’
regime of the star-formation main sequence. This indicates that
the LBGs detected in the FIR with ALMA are massive galaxies,
with apparently enhanced star-formation rates, potentially driven by
mergers (see also Dudzevicˇiu¯te˙ et al. 2019). This supports a scenario
in which the unusually shallow slopes of the attenuation curves,
detected in these sources, are largely produced by the disturbed
morphologies.
(v) When stellar masses are to be determined from the SED fits,
caution must be taken when assuming the shapes of the underlying
attenuation curves. As found in this work, since the IR-brightest
galaxies lie well above the local IRX-β relation, then attenuation
curves much greyer than that of Calzetti must be assumed, in order
not to underestimate their stellar masses.
The FIR-bright LBGs are an SFR-incomplete sub-sample of
LBGs, which by selection have both blue UV slopes and high IR
luminosities, placing them above the local IRX–β relation. We
found that assuming relatively flatter attenuation curves is required
in order to produce good SED fits, where the slope of the attenuation
law correlates with the scatter in the IRX–β plane. It is, therefore,
incorrect to infer the IR luminosity from the slope of the rest-frame
UV portion of the stellar SED, using the local IRX–β relation, at
least for this small sub-sample of high-redshift galaxies. We found
that the shallow slopes of the attenuation curves for FIR-bright
LBGs may be produced, at least in part, by the irregular morphology
of stars and dust. However, due to the lack of high-resolution UV and
IR data, we cannot reach any quantitative statements. We conclude
that a large, statistically significant sample of high-redshift LBGs
with high-resolution data is required in order to advance this job
further.
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