Abstract-In this paper, a new iterative adaptive dynamic programming (ADP) algorithm is developed to solve optimal control problems for infinite-horizon discrete-time nonlinear systems with finite approximation errors. The idea is to use an iterative ADP algorithm to obtain the iterative control law that makes the iterative performance index function reach the optimum. When the iterative control law and the iterative performance index function in each iteration cannot be accurately obtained, the convergence conditions of the iterative ADP algorithm are obtained. When convergence conditions are satisfied, it is shown that the iterative performance index functions can converge to a finite neighborhood of the greatest lower bound of all performance index functions under some mild assumptions. Neural networks are used to approximate the performance index function and compute the optimal control policy, respectively, for facilitating the implementation of the iterative ADP algorithm. Finally, two simulation examples are given to illustrate the performance of the present method.
I. INTRODUCTION
O PTIMAL control of nonlinear systems has always been the key focus in the control field in the latest several decades [12] , [19] , [21] . Dynamic programming is a very useful tool in solving optimal control problems. However, due to the difficulties in solving nonlinear two-point boundary value problems or the time-varying Hamilton-Jacobi-Bellman (HJB) equations, analytical forms of the optimal control solutions for nonlinear systems are usually impossible to obtain. Approximate solutions of optimal control problems have attracted a lot of attention [3] - [5] , [8] , [20] . Among these approximate approaches, adaptive dynamic programming (ADP) algorithm, proposed by Werbos [33] , has played an important role in seeking approximate solutions of dynamic programming problems as a way to solve the computational issue forward-in-time [18] , [23] , [24] . There are several synonyms used for ADP, including "adaptive critic designs" [22] , "adaptive dynamic programming" [20] , [28] , "approximate dynamic programming" [2] , [13] , [34] , "neural dynamic programming" [7] , "neurodynamic programming" [5] , and "reinforcement learning" [14] . In [22] and [34] , ADP approaches were classified into several main schemes: heuristic dynamic programming (HDP), dual heuristic programming (DHP), action-dependent HDP (also known as Q-learning [29] ), action-dependent DHP, globalized DHP (GDHP), and action-dependent GDHP. Recursive methods are also used in ADP to obtain the solution of HJB equation indirectly and have received lots of attention. There are two main recursive ADP algorithms that are based on policy and value iterations, respectively [15] .
Policy iteration algorithms for optimal control of continuoustime systems with continuous state and action spaces were given in [1] . In 2011, Wang et al. [27] studied finite-horizon optimal control problems for discrete-time nonlinear systems with unspecified terminal time. In the policy iteration algorithms of ADP, to obtain the performance index functions and control actions iteratively, an initial admissible control sequence of the system must be required. However, unfortunately, the admissible control sequence for the nonlinear system is also difficult to obtain. Thus, the initial conditions for the controller greatly limit the applications of the policy iteration algorithms. On the other hand, value iteration algorithms for optimal control of discrete-time nonlinear systems were given in [4] . In [2] , a value iteration algorithm, which is referred to as greedy HDP iteration algorithm, was proposed. The convergence of the algorithm was proved in [2] and [16] . In [36] , an optimal tracking control problem for a class of nonlinear discrete-time systems was solved by a value iteration algorithm. For the value iteration algorithms of ADP, the initial admissible control sequence of the nonlinear system can be avoided, whereas the stability property of control systems under the iterative control cannot be guaranteed. This means that the value iteration algorithm can be only implemented offline. In 2012, Wei and Liu [30] , [31] proposed a new iterative θ-ADP algorithm for discrete-time nonlinear systems. In the iterative θ-ADP algorithm, the initial admissible control sequence is unnecessary, and it is proved that each of the iterative controls is stable for the nonlinear system. This makes the iterative θ-ADP algorithm feasible for implementation both online and offline.
Although iterative ADP algorithms attract more and more attention [11] , [17] , [26] , [32] , [35] , [37] , for nearly all of the iterative algorithms, the iterative control of each iteration is required to be accurately obtained. These iterative ADP algorithms can be called "accurate iterative ADP algorithms." For most real-world control systems, however, accurate iterative control laws in the iterative ADP algorithms cannot be obtained. For example, during the implementation of iterative ADP algorithms, approximation structures such as neural networks and fuzzy systems are used to approximate the iterative performance index functions and the iterative control laws. While we can see that no matter what kind of neural networks and fuzzy systems is used and no matter what approximation precision values are obtained, there always exist approximation errors between the approximation functions and the expected ones. This shows that the accurate performance index function and control laws cannot be reached in the iterative ADP algorithms for real-world control systems. When the accurate iterative control laws cannot be obtained, the convergence properties in the accurate iterative ADP algorithms may be invalid. Until now, to the best of our knowledge, there are no discussions on the convergence properties of the iterative ADP algorithms when the accurate iterative control cannot be obtained, which limits the applications of ADP in general. This motivates our research.
In this paper, we will develop a new ADP scheme for infinitehorizon optimal control problems. The main contribution of this paper is that the optimal control problems with finite approximation errors are effectively solved using the proposed iterative ADP algorithms. First, the HJB equation for infinitehorizon optimal control of discrete-time systems is derived. Second, for the situation that accurate iterative performance index functions and iterative control laws cannot be obtained, in order to solve the HJB equation, a new iterative ADP algorithm with finite approximation errors is developed with convergence and optimality proofs. Next, it will be shown that the proposed iterative ADP algorithm can make the iterative performance index functions converge to a finite neighborhood of the optimal performance index function if the convergence condition is satisfied. A new convergence analysis method is proposed, and the least upper bound of the converged iterative performance index function is also obtained. Furthermore, in order to facilitate the implementation of iterative ADP algorithms, we use neural networks to obtain the iterative performance index function and the optimal control policy. Finally, two simulation examples are given to show the effectiveness of the proposed iterative ADP algorithm.
This paper is organized as follows. In Section II, the problem statement is presented. In Section III, the iterative ADP algorithm with finite approximation errors is derived. In Section IV, the neural network implementation for the optimal control scheme is discussed. In Section V, two simulation examples are given to demonstrate the effectiveness of the proposed control scheme. Finally, in Section VI, this paper is concluded with a few pertinent remarks.
II. PROBLEM STATEMENT
In this paper, we will study the following deterministic discrete-time system:
where 
where
In this paper, we will study optimal control problems for (1). The goal of this paper is to find an optimal control scheme that stabilizes system (1) and simultaneously minimizes the performance index function (2) . For convenience of analysis, results in this paper are based on the following assumptions.
Assumption 1: System (1) is controllable, and the function
Assumption 2: The system state x k = 0 is an equilibrium state of system (1) under the control u k = 0, i.e., F (0, 0) = 0.
Assumption 3:
Assumption 4: The utility function U (x k , u k ) is a continuous positive definite function of x k and u k .
Define the control sequence set as
Then, for arbitrary control sequence u k ∈ U k , the optimal performance index function can be defined as
We can see that if we want to obtain the optimal control law u * (x k ), we must obtain the optimal performance index function
is unknown before all the controls u k ∈ R m are considered. If we adopt the traditional dynamic programming method to obtain the optimal performance index function one step at a time, then we have to face "the curse of dimensionality." This makes the optimal control nearly impossible to be obtained by the HJB equation (7) .
In [30] and [31] , an iterative θ-ADP algorithm was proposed to obtain the optimal performance index function and the optimal control law iteratively. In the iterative θ-ADP algorithm, the performance index function and control law are updated by recurrent iteration, with iteration index i increasing from 0 to infinity.
For ∀x k ∈ R n , let the initial function Ψ(x k ) be an arbitrary function that satisfies Ψ(x k ) ∈Ψ x k , whereΨ x k is defined as follows.
Definition 2.1: Let
be the initial positive definition function set. It can be easily proved thatΨ x k is not an empty set. From the definition, we can see that all the Lyapunov functions belong to the initial positive definition function setΨ
where θ > 0 is a large finite positive constant. The iterative control law v 0 (x k ) can be computed as follows:
where V 0 (x k+1 ) = θΨ(x k+1 ). The performance index function can be updated as
For i = 1, 2, . . ., the iterative ADP algorithm will iterate between
For the iterative θ-ADP algorithm, we can see that for ∀i = 0, 1, . . ., the accurate iterative control law and the accurate iterative performance index function must be obtained in order to guarantee the convergence of the iterative performance index function [30] , [31] . In real-world implementations, however, for ∀i = 0, 1, . . ., the accurate iterative control law v i (x k ) and the iterative performance index function V i (x k ) are generally impossible to obtain. For example, if neural networks are used to implement the iterative θ-ADP algorithm, no matter what kinds of neural networks we choose, the approximation error between the outputs of neural networks and the expected outputs will exist. Therefore, in this situation, the convergence of the iterative performance index function and the iterative control law may be invalid and the iterative ADP algorithm may be even divergent. To overcome this difficulty, a new ADP algorithm and analysis method will be developed.
III. PROPERTIES OF THE ITERATIVE ADP ALGORITHM WITH FINITE APPROXIMATION ERRORS
In the previous section, we have indicated that in the iterative θ-ADP algorithm (9)- (12), the iterative performance index function V i (x k ) converges to the optimal performance index function (7) for any controllable state x k ∈ R n . In fact, as the existence of the approximation errors, the accurate iterative control law cannot generally be obtained. In this situation, the iterative ADP algorithm with no approximation errors may be invalid. New analysis methods should be investigated. Then, in the following, we give the iterative ADP algorithm with finite approximation errors.
A. Derivation of the Iterative ADP Algorithm With Finite Approximation Errors
In the proposed iterative ADP algorithm, the performance index function and control law are updated by recurrent iteration, with iteration index i increasing from 0 to infinity.
, where θ > 0 is a large finite positive constant. The iterative control lawv 0 (x k ) can be computed as follows:
, and the performance index function can be updated aŝ
where ρ 0 (x k ) and π 0 (x k ) are the approximation error functions of the iterative control and iterative performance index function, respectively.
where ρ i (x k ) and π i (x k ) are the finite approximation error functions of the iterative control and iterative performance index function, respectively. Remark 3.1: Due to the existence of approximation errors, we can see that the iterative performance index functionV i (x k ) may be smaller than zero for some large π i (x k ). Since the iterative performance index function
Remark 3.2: From the iterative ADP algorithm (13)- (16), we can see that for i = 0, 1, . . ., the iterative performance index function V i (x k ) and the iterative control law v i (x k ) in (9)-(12) are replaced byV i (x k ) andv i (x k ), respectively. Due to the existence of approximation errors, generally speaking, we have for
This means that there exists an error betweenV i+1 (x k ) and V i+1 (x k ). It should be pointed out that the iterative approximation is not a constant. The fact is that, as the iteration index i → ∞, the boundary of iterative approximation errors will also increase to infinity, although in the single iteration, the approximation error is finite. The following theorem will show this property.
Theorem 3.1: Let x k ∈ R n be an arbitrary controllable state and Assumptions 1-4 hold. For i = 1, 2, . . ., define a new iterative performance index function as
whereV i (x k ) is defined in (16) , and u k can be accurately obtained in R m . Let the initial iterative performance index
. . there exists a finite constant¯ ≥ 0 that makes
hold uniformly, then we have
Proof: The theorem can be proved by mathematical induction. First, let i = 1. We have
According to (18) , we have
that holds for ∀i = 1, 2, . . .. Then, we can get
which proves that
Assume that (19) 
For i = l, we can get
Then, according to (21), we can get (19) easily.
From Theorem 3.1, we can see that if we let a finite constant −¯ ≤ ≤¯ that satisfieŝ
uniformly, then we can immediately obtain
where can be defined as a uniform finite approximation error (finite approximation error for brief). For the iterative θ-ADP algorithm (9)- (12), it has been proved that the iterative performance index function converges to the optimum as i → ∞.
From (28), we can see that if we let T i = i be the least upper bound of the iterative approximation errors, then for ∀ = 0, we have T i → ∞ as i → ∞. This means that, although the approximation error for each single step is finite and may be small, as the iteration index increases i → ∞, it is possible that the approximation errors betweenV i (x k ) and V i (x k ) increase to infinity. Hence, the convergence analysis theorems in [30] and [31] are invalid to justify the properties ofV i (x k ) and (13)- (16) . To overcome these difficulties, a new convergence analysis must be established.
B. Properties of the Iterative ADP Algorithm With Finite Approximation Errors
From the iterative ADP algorithm (13)- (16), we can see that for ∀i = 0, 1, . . ., there exists an approximation error between the iterative performance index functionsV i (x k ) and V i (x k ). Furthermore, the detailed value of each iterative error is unknown and nearly impossible to obtain. It makes the properties of the iterative performance index functionV i (x k ) and the iterative control lawv i (x k ) very difficult to analyze. Therefore, in this section, a new "error bound" analysis method is proposed. The idea of the "error bound" analysis method is that, for each iterative index i = 0, 1, . . ., the least upper bound of the iterative performance index functionsV i (x k ) is analyzed, which avoids analyzing the value ofV i (x k ) directly. Using the "error bound" method, it can be proved that the iterative performance index functionsV i (x k ) can uniformly converge to a bounded neighborhood of the optimal performance index function.
For convenience of analysis, we transform the expressions of approximation errors. According to (27) , we haveV i (x k ) ≤ Γ i (x k ) + . Then, for ∀i = 0, 1, . . ., there exists a finite constant σ ≥ 1 that makesV
hold uniformly. Hence, we can give the following theorem. Theorem 3.2: Let x k ∈ R n be an arbitrary controllable state and Assumptions 1-4 hold. For ∀ i = 0, 1, . . ., let Γ i (x k ) be expressed as (17) andV i (x k ) be expressed as (16) . Let 0 < γ < ∞ and 1 ≤ δ < ∞ be both constant that make
hold uniformly. If there exists 1 ≤ σ < ∞ that makes (29) hold uniformly, then we havê 
As
. Therefore, the conclusion holds for i = 0. Next, let i = 1. According to (17), we have
According to (29) , we can obtain
which shows that (32) holds for i = 1. Assume that (32) holds for i = l − 1, where l = 1, 2, . . .. Then, for i = l, we have (36) , shown at the bottom of the page.
Then, according to (29) , we can obtain (32), which proves the conclusion for ∀ i = 0, 1, . . ..
From (32), we can see that for arbitrary finite i, σ, and δ, there exists a bounded error between the iterative performance index functionV i (x k ) and the optimal performance index function J * (x k ). As i → ∞, the bound of the approximation errors may increase to infinity. Thus, in the following, we will show the convergence properties of the iterative ADP algorithm (13)-(16) using the error bound method.
Theorem 3.3: Let x k ∈ R n be an arbitrary controllable state and Assumptions 1-4 hold. Suppose Theorem 3.2 holds for ∀x k ∈ R n . If for 0 < γ < ∞ the inequality
holds, then as i → ∞, the iterative performance index function V i (x k ) in the iterative ADP algorithm (13)- (16) is uniformly convergent to a bounded neighborhood of the optimal performance index function J * (x k ), i.e.,
Proof: According to (36) in Theorem 3.2, we can see that for j = 1, 2, . . ., the sequence {γ j σ j−1 (σ − 1)/(γ + 1) j } is a geometric series. Then, (36) can be written as
According to (29) , let i → ∞, we havê
According to (40) and (41), we can obtain (38). Corollary 3.1: Let x k ∈ R n be an arbitrary controllable state and Assumptions 1-4 hold. Suppose Theorem 3.2 holds for ∀x k ∈ R n . If for 0 < γ < ∞, 1 ≤ σ < ∞, and the inequality (37) holds, then the control lawv i (x k ) of the iterative ADP algorithm (13)- (16) is convergent, i.e.,
Remark 3.3: Theorem 3.3 gives a convergent condition for the iterative performance index functionV i (x k ) in the iterative ADP algorithm (13)- (16) . From the convergent condition (37), we can see that the approximation error σ is only the function of variable γ, which is independent of δ. As i → ∞, the limit of the iterative performance index function in (38) is the function of variables σ and γ while it is still independent of δ. This makes the justification of the convergence and estimation of the bound of the performance index function easier.
Due to the existence of approximation errors, the iterative performance index functionV i (x k ) is not necessary larger or smaller than Γ i (x k ). If (29) is only satisfied for some 0 < σ < 1, there must exist some σ ≥ 1 that also satisfies (29) for different x k and i. From (29), we can see that 0 < σ < 1 is just a special case of σ ≥ 1. Therefore, in this paper, we will consider only the situation for σ ≥ 1.
For the iterative ADP algorithm with finite approximation errors, we can see that, for different approximation errors, the limits of the iterative performance index functionV i (x k ) are different. This property can be proved by the following theorem.
Theorem 3.4: Let x k ∈ R n be an arbitrary controllable state and Assumptions 1-4 hold. Let
be the least upper bound of the limit of the iterative performance index function. If Theorem 3.3 holds for ∀x k ∈ R n , then we haveV ∞ (x k ) as a monotonically increasing function of the approximation error coefficient σ.
Proof: From (43), we can see that the least upper bound of the limit of the iterative performance index functionV ∞ (x k ) is a differentiable function of the approximation error coefficient σ.
Hence, we can take the derivative of the approximation error σ along to the two sides of (43). Then, we can obtain
This proves the theorem. According to the definitions of iterative performance index functionsV i (x k ) and Γ i (x k ) in (16) and (17), for ∀ i = 0, 1, . . ., if we letV
then we can define
In the previous section, the approximation error σ that satisfies (29) is used to analyze the convergence properties of the iterative ADP algorithm. Generally, the approximation error is obtained instead of obtaining σ. Therefore, if we use to express the approximation error, then an expression transformation is needed between the two approximation errors and σ.
According to (46), we can also obtain σ = sup{σ 0 (x k ),
Remark 3.4:
In [6] , the approximation error for a class of single-layer neural networks is discussed to show the uniform convergence of a performance index function, whereas for different types of neural networks, the convergence cannot be guaranteed. In this paper, we can see that the type of errors in the algorithm is not specified. For example, the errors can denote the approximation errors by arbitrary neural networks and fuzzy structures. Therefore, the approximation errors discussed in this paper are more general than the one in [6] .
IV. NEURAL NETWORK IMPLEMENTATION
FOR THE OPTIMAL CONTROL SCHEME In the case of linear systems, the performance index function is quadratic and the control law is linear. In the nonlinear case, this is not necessarily true, and therefore, we use back propagation (BP) neural networks to approximate
Assume that the number of hidden layer neurons is denoted by L. The weight matrix between the input and hidden layers is denoted by Y . The weight matrix between the hidden and output layers is denoted by W . The input vector of the neural network is denoted as X. Then, the output of the three-layer neural network is represented bŷ
The neural network estimation error can be expressed by where Y * and W * are the ideal weight parameters, and ε(X) is the reconstruction error.
Here, there are two networks, which are the critic and action networks, respectively. Both neural networks are chosen as three-layer feedforward networks. The whole structure diagram is shown in Fig. 1 .
A. Critic Network
The critic network is used to approximate the performance index function V i (x k ). The output of the critic network is denoted byV
The target function can be written as
Then, we define the error function for the critic network as
The objective function to be minimized for the critic network training is
The gradient-based weight update rule [24] that can be applied here to the critic network training is given by
where α c > 0 is the learning rate of the critic network, and w ci (k) is the weight vector in the critic network, which can be replaced by W ci and Y ci , respectively. If we define
then we haveV
where L c is the total number of hidden nodes in the critic network. By applying the chain rule, the adaptation of the critic network is summarized as follows.
The hidden-to-output layer of the critic is updated as
The input-to-hidden layer of the critic is updated as
B. Action Network
In the action network, the state error x k is used as an input to create the optimal control law as the output of the network. The output can be formulated aŝ
The target of the output of the action network is given by (11) . Therefore, we can define the output error of the action network as
where the target function of the iterative control law is given by
The weights in the action network are updated to minimize the following performance error measure:
The weights updating algorithm is similar to the one for the critic network. By the gradient descent rule, we can obtain
where β a > 0 is the learning rate of the action network, and w ai (k) is the weight of the action network, which can be replaced by W ai and Y ai .
If we define
then we havev
where L a is the total number of hidden nodes in the action network. By applying the chain rule, the adaptation of the action network is summarized as follows.
The hidden-to-output layer of the action is updated as
The input-to-hidden layer of the action is updated as
Details on neural training algorithm can be also found in [24] . Remark 4.1: Using neural networks, we can implement the proposed iterative ADP algorithm effectively. As neural networks are used, it should be pointed out that the neuralnetworked-based optimization is generally related to local optimum. To overcome this problem, many improved training algorithms are proposed to achieve the global optimum. Decreasing the learning rate is an effective method to achieve the global optimum, and it is also recommended to initialize the weights of the neural network to small values to obtain the global approximation results effectively [10] . Many other improved training algorithms are proposed to achieve the global optimum [9] , [10] , such as momentum algorithm, variable learning rate algorithm, and Levenberg-Marquardt algorithm. In this paper, we adopt small learning rates for training the critic and action networks to achieve the global optimal solution.
V. SIMULATION STUDIES
To evaluate the performance of our iterative ADP algorithm with finite approximation errors, we choose two examples with quadratic utility functions for numerical experiments.
Example 5.1: Our first example is chosen as the example in [11] and [27] . Consider the following discrete-time nonaffine nonlinear system:
The initial state is x 0 = 1. Since F (0, 0) = 0, x k = 0 is an equilibrium state of system (74). However, since (∂F (x k , u k )/ ∂x k )(0, 0) = 1, nonlinear system (74) is marginally stable at x k = 0 and the equilibrium x k = 0 is not attractive. Let the performance index function be in quadratic form, which is expressed as
where matrix Q = R = I, and I denotes the identity matrix with suitable dimensions. Neural networks are used to implement the iterative ADP algorithm. The critic and action networks are chosen as threelayer BP neural networks with the structures of 1-8-1 and 1-8-1, respectively. Neural networks are used to implement the iterative ADP algorithm, and the neural network structure diagram of the algorithm can be also seen in [24] , [28] , and [36] . Let θ = 8 and Ψ(x k ) = x T k Qx k to initialize the algorithm. The curve of the approximation errors defined in (45) is displayed in Fig. 2 .
We choose a random array of state variable in [−1, 1] to train the neural networks. For each iterative step, the critic and action networks are trained for 1000 steps under the learning rate α = 0.001 so that the approximation error is reached. The iterative ADP algorithm runs for 35 iteration steps to guarantee the convergence of the iterative performance index function. To show the effectiveness of the proposed iterative ADP algorithm, we choose four different global training precision values of neural networks. The approximation errors of the neural networks are chosen as = 10 −6 , = 10 −4 , = 10 −3 , and = 10 −1 . The trajectory of the iterative performance index function is shown in Fig. 3(a)-(d) for the approximation errors of the neural networks = 10 −6 , = 10 −4 , = 10 −3 , and = 10 −1 , respectively.
For approximation error = 10 −6 , implement the approximate optimal control for system (74). Let the implementation time T f = 20, and the trajectories of the control and state are displayed in Fig. 4(a) . For approximation error = 10 −4 , and the trajectories of the control and state are displayed in Fig. 4(b) . When the approximation error = 10 −3 , we can see that the iterative performance index functions are not monotone. The trajectories of the control and state are displayed in Fig. 4(c) . When the approximation error = 10 −1 , we can see that the iterative performance index functions are not convergent. In this situation, the control system is not stable and the trajectories of the control and state are displayed in Fig. 4(d) .
Example 5.2: The second example is chosen as the example in [21] and [25] . We consider the following system:
T denote the system state vector and u k = u(k) denote the control. The performance index function is defined as in (75) of Example 1.
The initial state is
From system (76), we can see that x k = 0 is an equilibrium state and the autonomous system F (x k , 0) is unstable. We also use neural networks to implement the iterative ADP algorithm. The critic and action networks are chosen as three-layer BP neural networks with the structures of 2-8-1 and 2-8-1, respectively. We also use the critic network to approximate the iterative performance index functions and use the action network to approximate the iterative control laws.
Let θ = 8 and Ψ(x k ) = x T k Qx k to initialize the algorithm. The iterative ADP algorithm runs for 35 iteration steps to guarantee the convergence of the iterative performance index function. The curve of the converged approximation errors is displayed in Fig. 5 .
To show the effectiveness of the proposed iterative ADP algorithm, we also choose four different approximation precision values of neural networks. For each iterative step, the critic and action networks are trained for 1500 steps under the learning rate α = 0.001 so that the approximation error is reached. First, let the approximation errors of the neural networks be = 10 −8 , = 10 −4 , = 10 −3 , and = 10 −1 . The trajectories of the iterative performance index function are shown in Fig. 6(a)-(d) , respectively. For approximation error = 10 −8 , implement the approximate optimal control for system (76). Let the implementation time T f = 40. The trajectories of the state are displayed in Fig. 7(a) , and the corresponding control trajectory is displayed in Fig. 7(b) . For approximation error = 10 −4 , the trajectories of the state are displayed in Fig. 7(c) and the corresponding control trajectory is displayed in Fig. 7(d) . When the approximation error = 10 −3 , we can see that the iterative performance index functions are not completely converged within 35 iteration steps. The trajectories of the state are displayed in Fig. 8(a) , and the corresponding control trajectory is displayed in Fig. 8(b) .
When the approximation error = 10 −1 , we can see that the iterative performance index functions are not convergent. The control system is not stable. The trajectories of the state are displayed in Fig. 8(c) , and the corresponding control trajectory is displayed in Fig. 8(d) .
VI. CONCLUSION
In this paper, an effective iterative ADP algorithm has been proposed to solve optimal control problems for infinite-horizon discrete-time nonlinear systems. When the iterative control law and the iterative performance index function in each iteration cannot be accurately obtained, it has been shown that the iterative performance index functions can converge to the finite neighborhood of the optimal performance index function if the convergence conditions are satisfied. Neural networks are used to implement the iterative ADP algorithm. Finally, two simulation examples are given to illustrate the performance of the proposed algorithm.
