Abstract. Most applications on Human Computer Interaction (HCI) require to extract the movements of user faces, while avoiding high memory and time expenses. Moreover, HCI systems usually use lowcost cameras, while current face tracking techniques strongly depend on the image resolution. In this paper, we tackle the problem of eyelid tracking by using Appearance-Based Models, thus achieving accurate estimations of the movements of the eyelids, while avoiding cues, which require high-resolution faces, such as edge detectors or colour information. Consequently, we can track the fast and spontaneous movements of the eyelids, a very hard task due to the small resolution of the eye regions. Subsequently, we combine the results of eyelid tracking with the estimations of other facial features, such as the eyebrows and the lips. As a result, a hierarchical tracking framework is obtained: we demonstrate that combining two appearance-based trackers allows to get accurate estimates for the eyelid, eyebrows, lips and also the 3D head pose by using low-cost video cameras and in real-time. Therefore, our approach is shown suitable to be used for further facial-expression analysis.
Introduction
Face tracking is focused on the estimation of the head pose position and predefined facial actions, usually eyebrow and lip movements. Current tracking techniques do not address eyelid tracking due to its requirements of accuracy while face tracking demands robustness. Eye states are highly involved in facial expression while determining the degree of sincerity. Once a proper description of the eyelid movement is obtained, it is possible to apply facial expressions analysis for HCI, and emotion evaluation. We need to achieve an accurate eyelid tracking in real time, and eyebrow, lip and head pose estimation. They require a robust and accurate technique for extracting facial actions, which involve a great challenge, especially for gazes and eye blinks.
In order to achieve this goal, current face tracking approaches are based on feature extraction, edge detection or image segmentation, deformable template matching [8, 9, 5] . However, these techniques do not allow to include eyelid tracking in real time. 3D head and face tracking can be also handled by feature-based trackers with active appearance models [1] . These provide high accuracy but require high memory/time consumptions and depend on image quality, which hinder the development of real-time applications.
Alternatively, Appearance-Based Models (ABM) have been proposed as a powerful tool for analyzing facial images [2] . Deterministic and statistical appearance-based tracking methods have been proposed and used by some researchers. They handle successfully image variability and drifting problems, since they consider an input image through reduced version in order to apply estimation models, adopting deterministic velocity and registration techniques or statistics tools [6] .
In order to track eyelid movements in real time, we improve the ABM framework in three directions. Firstly, we use ABM to track eyelid motions by on-line texture learning. Thus, our proposed approach infers the state of eyes without detecting eye features, such as irises and eye corners. Secondly, we show that by adopting a no self-occluded reference facial texture, it is possible to track eyelid motions. We prove that there is a dependency between the eye region and the rest of face, in order to obtain more accurate and stable 3D head pose estimations. Thirdly, by applying the two aforementioned contributions, we build a hierarchical tracker able to register eyelid movements by reducing estimation errors and adaptation rates.
The paper is organized as follows: in section 2, the deformable 3D facial model is described. In section 3, we will explain the background of adaptive appearance models. In section 4, we explain eyelid and face tracking, the relationship between face and eye region, and the structure of the hierarchical tracking. In section 5, experimental results on hierarchical adaptive appearance-based tracker are presented, which involve tracking in real-time of the 3D head pose and some facial actions, including eyelid movements. Finally, we conclude in Section 6.
Tracking with Adaptive Appearance Models
We use the 3D face Candide Model [3] . The Candide provides a simple process to construct an appearance model and a single parameterization to extract facial features. The shape can be described by the matrix V:
where V 0 is the standard shape, Dϑ determines the biometry for each person, and Aγ distorts the mesh depending on the facial actions. Thus, we encode the tracking parameters by the vector q, which contains two variables; α denotes the head angles and position, and γ the facial actions considered for tracking:
A shape-free texture represents a facial texture which is obtained by applying an image warping technique, χ(q) = Ψ (I, q), in order to project an input image I t onto the reference texture, where χ(q) is the ABM of the image, see Fig. 1 .
Face tracking consists of the estimation of the 3D head pose and several facial actions encoded by the vector q t , Eq. (2). In order to estimate the corresponding vector q t at each frame, we obtain the ABM associated with the animation
