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Abstract
We consider independent and m-dependent two-dimensional oriented site percolation with
open-site density close to one started from Bernoulli product measures. We show that the
probability of an occupied interval in the former process admits a lower bound which converges
exponentially fast in time to the probability that the interval percolates. To this end, we
derive sharp exponential bounds regarding the density of thinnings of the infinite cluster
in this process started from the origin. Our approach offers a unified manner for deriving
improvements to certain asymptotics invoked as auxiliary statements in studies of particle
systems via renormalization group techniques.
Keywords: Oriented percolation; highly supercritical; stochastic domination; large deviations;
exponential convergence rates.
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1 Introduction
1.1 Main result
We consider two-dimensional independent and m-dependent oriented site percolation processes
at the highly supercritical regime, which is, with the proviso that the open-site density (i.e., the
marginal probabilities for sites to be open) approaches 1. Our main result regards the independent
process started from configurations distributed according to non-trivial Bernoulli product measures
and provides with explicit lower-bounds expressions for the probabilities of occupied (i.e. non-
empty) intervals at fixed times. Besides interesting in their own right, the processes we consider
are known to serve for comparison purposes in studies of general spatial stochastic processes via
the extensively developed and applied rigorous renormalization group (also known as rescaling)
technique. Asymptotics we derive from our main result refine earlier results, commonly derived in
an ad hoc manner depending on the particular application of this technique pursued. Prior to a
brief summary of our results we defer to § 1.3, we refer to pertinent background and associated
landmark developments in § 1.2 first.
1.2 Background
Durrett [7] reviews and gives some new results regarding two-dimensional independent oriented
bond percolation. Harris’ [19] contact process is the celebrated interacting particle system that
corresponds to the continuous-time analog of independent oriented bond percolation. Graphical
representations, aka percolation substructures, for additive particle systems were introduced by
Harris [18]. Hammersley some 60 years ago founded the mathematical theory of percolation pro-
cesses,1 that exhibits intensive research activity ever since. Percolation comprises to-date a mature
and extensively studied subject; in this regard, we refer to the classical reviews by Kesten [20], by
Grimmett [15], and by Bolloba´s and Riordan [4].
Durrett [11] gives a broad overview to the field of interacting particles on integer lattices and, in
particular, develops a general methodology based on the rescaling technique; see also, Bramson and
Durrett [6] and Durrett [9]. These developments focus on the important issue of proving existence
1We refer the reader to [21] and [17] for more in this regard.
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of non-trivial stationary distributions for general interacting particles processes. With perspective
to applications of this rescaling method, the final Appendix section by Durrett [11] provides a
self-contained treatment of two-dimensional m-dependent oriented site percolation processes with
open-site density close to 1, proving there a number of important results by means of refinements
of the celebrated contour, aka Peierls, arguments.
Generally speaking, rescaling of a complex particle system leads to stochastic comparison
among this process and highly supercritical two-dimensional oriented site percolation process,
with the property that, whenever a site is occupied in the latter process, an aggregate of particles
is contained in a corresponding space-time region of the graphical representation in the former pro-
cess. In this manner, certain results for the site percolation processes in principle may be utilized
in proving results, and may be conveyed to obtain their analog statements, for particle systems on
integer lattices processes, for which rescaling is shown.
Certain prominent developments of the rescaling technique are as follows. Regarding this tech-
nique for the two-dimensional independent oriented bond percolation process we refer to § 9 in
Durrett [7]. We in addition refer to Durrett [8] and Liggett [22] regarding the associated devel-
opment of this technique for the one-dimensional Harris’ contact process. Furthermore, regarding
its higher-dimensional extensions, we refer to Bezuidenhout and Grimmett [3], Durrett [10], and
Bezuidenhout and Gray [2], see also Part I of Liggett [23] for a review.
1.3 Summary of results
We may now briefly summarize our main results and mention the interconnections among them.
We formally provide with these statements in Section 2. In Theorem 1 we show that the prob-
ability of an occupied interval in the highly supercritical independent two-dimensional oriented
site percolation process started from Bernoulli product measures admits a lower bound which con-
verges to its associated percolation probability exponentially fast in the time considered. Certain
corresponding asymptotics for independent and for m-dependent processes, which in general yield
non-Markovian processes, are then derived in a unified way as consequences of Theorem 1. The
technique we employ for deriving this consequences commonly relies on the crucial fact that our
lower bound expression involves explicitly probabilities of intervals percolating. We thus derive
the consequences of Theorem 1 we mention next, by means of associated results we show regarding
these probabilities.
We derive from Theorem 1 the results regarding two-dimensional highly supercritical processes
started from product Bernoulli measures that can be described as follows. For the independent
(resp. m-dependent) processes, we show that, if the open-sites density tends to 1, then the proba-
bility of an interval being non-empty at large times, also tends to 1; cf. Corollary 2 (resp. Corollary
9). Furthermore, regarding the independent (resp. m-dependent) processes, we derive from Theo-
rem 1 in a like manner method of proof, a lower bound for the probability of an occupied interval
which convergences exponentially fast to 1 in the time considered and in the size of the interval;
cf. Corollary 3 (resp. Corollary 10) and see also Remark 4 (resp. Remark 11). We finally mention
that, our proof of the before-mentioned Corollary 2 (resp. Corollary 9), relies on that we further-
more show there that, as the density of open-sites tends to 1, the probability of a single point
percolating in the independent (resp. m-dependent) processes, tends to 1 as well.
Regarding the proof of Theorem 1, we note here that it relies on Lemma 6, which in turn is a
consequence of our Proposition 5. Both Proposition 5 and Lemma 6 regard the connected cluster
of a single site conditioned to be non-empty at a fixed time. Lemma 6 shows that the probability
of non-intersection of this cluster with an independent thinning of the even integers, within any
linearly growing interval, decays exponentially in time. Whereas, Proposition 5 shows that the
probability that the proportion of occupied sites in this cluster, along with a linearly growing
interval which forms a cone of any acute angle, does not exceed any strictly less than 1 constant,
also decays exponentially in time. We note finally that Lemma 6 is linked to the corresponding
process started from a Bernoulli product measure via an extended duality type of relation we show
in Lemma 7. Finally, we refer to Remarks 8 and 12 below in regard to the methods of our proofs
for these results in the independent and in the m-dependent processes respectively.
The remainder comprises two sections, which are organized as follows. In §2 given next we
state our results. The proof of Theorem 1 is given in §3, whereas the proofs of the consequences
of this Theorem are then given in § 4.
2
2 Statement of Results
2.1 The independent process
The two-dimensional oriented percolation lattice is defined as follows. Let L = (L,B) be the
directed graph with set of sites
L = {(x, n) ∈ Z2 : x+ n ∈ 2Z and n ≥ 0},
2Z = {2k : k ∈ Z}, and edges B = {[(x, n), (y, n+ 1)〉 : |x − y| = 1}. The first and second
coordinates of sites is thought of as space and time respectively. For this and other transpositions
of L in the plane, see fig. 1, p. 1001, [7]. Let also L′ = L\Lo, Lo = {(x, n) ∈ L : n = 0},
L
A
o = {(x, n) ∈ L : x ∈ A, n = 0}, A ⊂ 2Z.
We define independent site percolation on L as follows. Let {Xs : s ∈ L′} be i.i.d. Bernoulli
parameter 1 − ǫ, ǫ > 0, random variables, which is, µ(Xs = 1) = 1 − µ(Xs = 0) = 1 − ǫ.
We recall that 1 − ǫ is also called the open-site probability, because sites assigned value 1 are
considered open, and sites assigned values 0 closed. Let further {Xp,os : s ∈ Lo} be i.i.d. Bernoulli
parameter p random variables, where ensembles {Xs} and {Xp,os } are mutually independent. Given
ǫ, p, we let P be the joint distribution of {Xs} and {X
p,o
s }, which is a probability measure on
(Ω,F), where, as usual, Ω = {0, 1}L = {ω : L → {0, 1}}, is the so-called configuration space,
which is equipped with F , the σ-field of subsets of Ω generated by finite-dimensional cylinders,
and Xs(ω) = ω(s), s ∈ L′, and Xp,os (ω) = ω(s), s ∈ Lo. For ω ∈ Ω, we let (y,m) → (x, n),
m ≤ n, whenever (y,m) and (x, n) are both open and there exists a sequence of also open sites
sm+1 = (xm+1,m + 1), . . . , sn−1 = (xn−1, n − 1) such that |xi+1 − xi| = 1, for i = m, . . . , n − 1,
xm := y, xn := x. Furthermore, for any finite A ⊂ 2Z, given ω ∈ Ω, we write (y,m)→
A
(x, n) if and
only if (y,m)→ (x, n) for ωA ∈ {0, 1}
L such that ωA(s) = 0, for all s ∈ Lo\L
A
o ; and ωA(s) = ω(s),
otherwise. We let
AA,pn = {x : (y, 0)→
A
(x, n)}, (1)
n ≥ 0. We note that will simply write (Apn) for (A
2Z,p
n ) and, further write (A
A
n ) for (A
A,1−ǫ
n ).
2 We
observe that Apn is the independent site percolation process with open-site probability 1− ǫ started
from a Bernoulli product measure parameter p. Further, we observe that (AAn ) is this processes
started from (open sites in) A, A ⊂ 2Z. To state our main result, we let k = {−2k,−2k+2, . . . , 2k−
2, 2k} and in addition, we let θ(ǫ, k) := P(Ωk∞), where Ω
A
∞ =
⋂
n≥0Ω
A
n and Ω
A
n = {A
A
n 6= ∅}.
Following is our main result, which to our knowledge is new.
Theorem 1. If ǫ > 0 is sufficiently small, then
P (Ap2n ∩ k 6= ∅) ≥ θ(ǫ, k)(1 − Ce
−γn),
for all n, k ≥ 0, where C, γ ∈ (0,∞) are independent of n.
The two following statements we derive as consequences of Theorem 1. To state the first one,
we let
φ(p, ǫ, k) = lim inf
n→∞
P (Ap2n ∩ k 6= ∅) , k ≥ 0.
Corollary 2. As ǫ ↓ 0, φ(p, ǫ, k) ↑ 1.3
We furthermore derive the following bound.
Corollary 3. If ǫ > 0 is sufficiently small, then
P (Ap2n ∩ k 6= ∅) ≥ (1− C
′e−γ
′k)(1 − Ce−γn), (2)
for all n, k ≥ 0, where C′, γ′ ∈ (0,∞) are independent of k and n, and C, γ ∈ (0,∞) are independent
of n.
2 Note that, equivalently, Apn = {x : (y, 0)→ (x, n)}.
3The limit is well-defined due to monotonicity in the open site probability, which is, that if (Apn) and (A¯
p
n)
are site percolation processes with open site probabilities 1 − ǫ and 1 − ǫ¯ respectively, both started from product
Bernoulli measure of parameter p > 0 then, by superposition of the open- sites random variables, we have that
ǫ¯ < ǫ⇒ Apn ⊂st. A¯
p
n.
3
Remark 4. Taking limits in (2) gives that φ(p, ǫ, k) ≥ 1−C′e−γ
′k and, since C′Ce−(γ
′k+γn) ≥ 0,
we have that P (Ap2n ∩ k 6= ∅) ≥ 1− C
′e−γ
′k − Ce−γn.
Regarding notation, we note that we omit superscripts for referring to (A0n), for instance, we
write An for A
0
n and Ωn for Ω
0
n. The following Proposition 5 is stated here since it is key to the
proof of Lemma 6, which is stated immediately hereafter and plays a crucial roˆle in our proof of
Theorem 1, as well as since we find it to be of independent interest. The intuition behind it is
that, on Ωn, An fills up a fraction of any interval of points in {−βn, . . . , βn} that is greater than ρ,
outside of a factor which is exponentially small in the length of the interval in consideration plus
another one which is exponentially small in n, where, as ǫ ↓ 0, ρ ↑ 1 and β ↑ 1. To state it, we
define the density of S1 over S2 as
D(S1, S2) :=
|S1 ∩ S2|
|S2|
, (3)
where S1, S2 ⊂ 2Z, S2 6= ∅, and | · | denotes cardinality. We also let
sa2n = {i ∈ I : i ⊂ [−2an, 2an]}
a ∈ (0, 1), where
I = {∪ni=1yi : yj+1 = 2 + yj, j = 1, . . . , n− 1, y1 ∈ 2Z, n <∞}.
Proposition 5. For all β, ρ arbitrarily close to 1, there is ǫ > 0 such that, for any S ⊂ sβ2n,
P (D(A2n, S) < ρ,Ω2n) ≤ C(e
−γn + e−γ|S|). (4)
where C, γ ∈ (0,∞) dependent only on ǫ.
To state the consequence of Proposition 5, which will be employed in the proof of Theorem 1,
as noted in the introduction, we let {Wx : x ∈ 2Z} be i.i.d. Bernoulli parameter π > 0, independent
of {Xs : s ∈ L′} and {Xp,os : s ∈ Lo}, and write P here for the product law of these ensembles. Let
Ππ = {x ∈ 2Z :Wx = 1}. (5)
Let Sb2n = {y ∈ 2Z : −⌊2bn⌋2 ≤ y ≤ ⌊2bn⌋2}, where ⌊·⌋2 denotes the biggest even integer smaller
than the input.
Lemma 6. For all π > 0 and b > 0, there is ǫ > 0 such that
P
(
A2n ∩ Ππ ∩ S
b
2n = ∅,Ω2n
)
≤ Ce−γn, (6)
where C, γ ∈ (0,∞) dependent only on ǫ and b.
To give the next statement, we recall the definition of (AA,pn ) in (1). We may now state here
the extended duality type of relation, mentioned in the introduction.
Lemma 7. For all p, ǫ > 0, we have that
P(Ap2n ∩ A 6= ∅) = P(A
A
2n ∩ Π p
1−ǫ
6= ∅),
A ⊂ 2Z, n ≥ 1.
Remark 8. Theorem 1 exploits a link to Lemma 6 by means of the duality property, stated in
Lemma 7 above. The proof of Lemma 7 relies on extensions of known arguments, see, for instance,
§ 8, (2), p. 1021 in [7] for the bond percolation process analog, and also uses the Markov chain
representation of the process started from finite sets, see, for instance, p. 13 in [23]. In turn, as
mentioned above, Lemma 6 relies on Proposition 5.
The proof of Proposition 5 invokes a number of preliminaries, which we gather together in Lemma
15 stated there. Regarding these preliminaries, we mention in particular that part (f) of Lemma
15 leans upon Theorem 1 due to [14], see also Remark 17 for another approach to this preliminary
which is based Theorem 1.1 due to [24] instead.
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2.2 The m-dependent processes
We will state here consequences of some of our results in §§ 2.1 for the m-dependent processes, and
to this end, we define these here next. Let ǫ˜ > 0, and let {X˜s : s ∈ L} be {0, 1}-random variables
with the property that for any sequence of s1, . . . , sI such that ||si − sj ||∞ > m, i 6= j, we have
that
P(X˜si = 0, for all i = 1, . . . I) ≤ ǫ˜
I .
Let p > 0, and let {X˜os : s ∈ Lo} be i.i.d. Bernoulli parameter p > 0, where ensembles {X˜s} and
{Xos} are mutually independent. Given ǫ˜, p, we let P be the law of {X˜s : L
′} and {X˜os : s ∈ Lo},
and remind that P yields a probability measure on the configuration space (Ω,F), as before. Given
ω sampled from P, to avoid confusion, we now write (y,m)  (x, n) for (y,m) → (x, n), defined
above, and similarly (y,m) 
A
(x, n) for (y,m)→
A
(x, n). We let
A˜A,pn = {x : (y, 0) 
A
(x, n)}, (7)
n ≥ 0, A ⊂ 2Z. We will write (A˜pn) for (A˜
2Z,p
n ) and further write (A˜
A
n ) for (A˜
A,1−ǫ˜
n ).
4 We observe
that A˜pn is the m-dependent site percolation process with open-site density 1 − ǫ˜ started from a
Bernoulli product measure parameter p. Further, we observe that A˜An is this processes started from
(open sites in) A, A ⊂ 2Z. To state our next results, we let
φ˜(p, ǫ˜, k) = lim inf
n→∞
P
(
A˜
p
2n ∩ k 6= ∅
)
,
and we also let θ˜(ǫ˜, k) := (Ω˜k∞), where Ω˜
k
∞ =
⋂
n Ω˜
k
n, Ω˜
k
n = {A˜
k
n 6= ∅}.
We note that the first part of Corollary 9 next sharpens Theorem A.2 in [11], and that its
second part improves the bound in Theorem A.1 in [11] although, for the bound derived there, an
explicit upper-bound expression for ǫ˜ is given as a function of m. Theorem A.1 in [11] sharpens
earlier results see, for instance, Theorems 3.19 in [22], and § 10, in [7].
Corollary 9. As ǫ˜ ↓ 0, φ˜(p, ǫ˜, k) ↑ 1 and θ˜(ǫ˜, k) ↑ 1. 5
We furthermore derive the following bound, which gives the associated exponential convergence
rate in time for the bound in Theorem A.3 in [11].
Corollary 10. If ǫ˜ > 0 is sufficiently small, then,
P
(
A˜
p
2n ∩ k 6= ∅
)
≥ (1− C′e−γ
′k)(1− Ce−γn), (8)
for all n, k ≥ 0, where C′, γ′ ∈ (0,∞) are independent of k and n, and C, γ ∈ (0,∞) are independent
of n.
Remark 11. By (8) we have as in Remark 4 that φ˜(p, ǫ˜, k) ≥ 1−C′e−γ
′k; and, furthermore, that
P(A˜p2n ∩ k 6= ∅) ≥ 1− C
′e−γ
′k − Ce−γn. The former bound retrieves that in Theorem A.3 in [11],
where an explicit lower-bound for ǫ˜ as a function of m is also given there.
Remark 12. We note that we arrive at the conclusions in Corollary 9 and Corollary 10 by
means of the two consequences of Theorem 1 we stated above, namely Corollary 2 and Corollary
3 respectively, which indeed correspond to the analogs of Corollaries 9 and 10 for the independent
process. From there, the methods of our proofs for dealing with the designation dependencies relies
on an application of a celebrated stochastic domination result due to [25], see also Theorem B.26
and its subsequent Remark in [23].
2.3 Outline of the remainder
The remainder comprises Sections 3 and 4 which contain our proofs, and are organized as follows.
Section 3 is divided into 3 parts. In §§ 3.1, we prove Theorem 1, Lemma 6, and Lemma 7. In
§§ 3.2, we prove Proposition 5, for which we require certain preliminaries, gathered in Lemma 15
4Note that, equivalently, A˜pn = {x : (y, 0) (x, n)}.
5The well-definedness of the limits considered, are consequences of the stochastic monotonicity property of A˜pn
in ǫ˜, analogous to that in Corollary 2 .
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there. Lemma 15 is proved below afterward in §§ 3.3. The proofs of the various parts of Lemma
15 either rely on straightforward adaptations of basic and well-known arguments, in which case we
avoid repeating the details and we simply give pointers to the original proofs, or may be derived
from known results by means of elementary arguments, which we prove there.
Section 4 is divided into 2 parts. The proofs of all Corollary statements above, namely, Corollary
2, Corollary 3, Corollary 9, and Corollary 10, are given in §§ 4.1. We invoke in the proofs of
Corollary 2 and Corollary 3 cartain auxiliary Lemmas, namely Lemmas 18 and 19 respectively,
stated there. The proofs of these Lemmas 18 and 19 are given in the final §§ 4.2.
3 Theorem 1
Regarding notation, we mention that C and γ will henceforth represent positive and finite con-
stants, and that the complement of event E is denoted by Ec, throughout our proofs.
3.1 Theorem 1, Lemma 6 and Lemma 7
Proof of Theorem 1. Recall we let Ππ = {x ∈ 2Z :Wx = 1}, see (5). We state next a consequence
of Lemma 6 we invoke here and prove below next.
Corollary 13. For all π > 0, there is ǫ > 0 such that
P
(
Ak2n ∩ Ππ 6= ∅|Ω
k
2n
)
≥ 1− Ce−γn,
n ≥ 1, where C, γ ∈ (0,∞) are independent of n.
We state the following auxiliary Lemma we require below, the proof of which is ommitted, as it
is a simple corollary of noting that by constuction, for all n, Ωk2n ⊃ Ω
k
∞, P-a.s., which imples this
statement by a general result, see for instance, Theorem B.9 in [23].
Lemma 14. P(Ωk2n) ≥ θ(ǫ, k), for all n.
Setting A = k in Lemma 7 gives that
P(Ap2n ∩ k 6= ∅) = P(A
k
2n ∩ Π p
1−ǫ
6= ∅)
= P(Ak2n ∩ Π p
1−ǫ
6= ∅,Ωk2n)
= P(Ak2n ∩ Π p
1−ǫ
6= ∅|Ωk2n)P(Ω
k
2n)
≥ P(Ak2n ∩ Π p
1−ǫ
6= ∅|Ωk2n)θ(ǫ, k),
where the second line in the above display is because P(Ak2n ∩Π p
1−ǫ
6= ∅, Ω¯k2n) = 0, the third one is
merely Bayes’ formula, and the last one comes by applying Lemma 14 and, because π = p1−ǫ > 0,
Corollary 13. The proof of Theorem 1 is thus complete.
Proof of Corollary 13. Clearly, P(Ak2n ∩ Ππ 6= ∅|Ω
k
2n) = 1 − P(A
k
2n ∩ Ππ = ∅|Ω
k
2n). Therefore, it
suffices to prove that
P
(
Ak2n ∩Ππ = ∅|Ω
k
2n
)
≤ Ce−γn,
n ≥ 1. Note that Bayes’ formula and Lemma 14 give that
P(Ak2n ∩ Ππ = ∅|Ω
k
2n) =
P(Ak2n ∩Ππ = ∅,Ω
k
2n)
P(Ωk2n)
≤
P(Ak2n ∩Ππ = ∅,Ω
k
2n)
θ(ǫ, k)
,
therefore, since 1
θ(ǫ,k) ∈ (0,∞) is independent of n, we have that it suffices to prove that
P(Ak2n ∩Ππ = ∅,Ω
k
2n) ≤ Ce
−γn. (9)
6
Note that we have the following so-called additivity property
Akn =
⋃
k∈k
Akn, P-a.s., (10)
due to that by definition of Akn a site x belongs to either side of (10) if and only if (k, 0)→
k
(x, n)
for some k ∈ k. We hence have that Ωk2n = ∪k∈kΩ
k
2n; and, because ∀k ∈ k, A
k
n ⊃ A
k
n, we also have
that {Ak2n ∩ Ππ = ∅} ⊂ {A
k
2n ∩ Ππ = ∅}, P-a.s. Thus,
P
(
Ak2n ∩Ππ = ∅,Ω
k
2n
)
≤
∑
k∈k
P
(
Ak2n ∩ Ππ = ∅,Ω
k
2n
)
≤
∑
k∈k
P
(
Ak2n ∩ Ππ = ∅,Ω
k
2n
)
≤ (2k + 1)P (A2n ∩Ππ = ∅,Ω2n) ,
where the final line is due to translation-invariance. From the last display above, recalling that
Sb2n = {y ∈ 2Z : −⌊2bn⌋2 ≤ y ≤ ⌊2bn⌋2}, note that the proof is complete by Lemma 6, we prove
below next, since clearly
{A2n ∩Ππ ∩ S
b
2n = ∅,Ω2n} ⊃ {A2n ∩ Ππ = ∅,Ω2n} P-a.s..
Proof of Lemma 6. Let X2n = X2n(π, b) = Ππ ∩ Sb2n. Let π
′ > 0 and π′ < π. An application of
the law of total probability gives that
P (A2n ∩X2n = ∅,Ω2n) ≤ P
(
A2n ∩X2n = ∅, |X2n| > π
′|Sb2n|,Ω2n
)
+
+P
(
|X2n| ≤ π
′|Sb2n|
)
, (11)
since clearly {|X2n| ≤ π′|Sb2n| ∩Ω2n ⊂ |X2n| ≤ π
′|Sb2n|.
Note now that we have that
{A2n ∩X2n = ∅, |X2n| > π
′|Sb2n|} ∩ Ω2n ⊆ {|A2n ∩ S
b
2n| < (1− π
′)|Sb2n|} ∩ Ω2n, (12)
P-a.s., where, to see the last display, note that
|A2n ∩ S
b
2n|+ |X2n| ≤ |S
b
2n|, on {A2n ∩X2n = ∅}
P-a.s., and therefore,
|A2n ∩ S
b
2n|+ π
′|Sb2n| < |S
b
2n|, on {|X2n| > π
′|Sb2n|} ∩ {A2n ∩X2n = ∅},
P-a.s.. Now, we can deduce that if ǫ > 0 is sufficiently small, then
P
(
A2n ∩X2n = ∅, |X2n| > π
′|Sb2n|,Ω2n
)
≤ P
(
D(A2n, S
b
2n) < (1 − π
′),Ω2n
)
≤ Ce−γn. (13)
Where in the first line we used (12) and the definition of D(·, ·) in (3), give that
{A2n ∩X2n = ∅, |X2n| > π
′|Sb2n|,Ωn} ⊆ {D(A2n, S
b
2n) < (1− π
′),Ωn},
P-a.s., and in the second one we used Proposition 5 since π′ > 0 and |Sb2n| = ⌊2bn⌋2 + 1.
Further, we have that
P
(
|X2n| ≤ π
′|Sb2n|
)
= P

 1
|Sb2n|
∑
x∈Sb
2n
Wx ≤ π
′


≤ Ce−γn, (14)
where the last display comes from an application of Bernstein’s inequality (see, for instance, (4),
p. 32 in [16]) , since {Wx} are i.i.d. Bernoulli parameter π > 0 and π′ < π, due to that also
|Sb2n| = ⌊2bn⌋2 + 1.
Therefore, the proof is complete by plugging (13) and (14) in (11).
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Proof of Lemma 7. Consider the mapping f : (z1, z2) 7→ (z1, n − z2), (z1, z2) ∈ L and, given
ω ∈ {0, 1}L, let ω′ be such that ω′(·) = ω(f(·)). Further, given ω′ ∈ {0, 1}L, we let
AA,dualn = {x : (y, 0)→
A
(x, n)}, A ⊂ 2Z,
n ≥ 0. We have that ω ∈ {Ap2n ∩ A 6= ∅} if and only if ω
′ ∈ {AA,dual2n ∩ A
p
0 6= ∅} due to that ω ∈
{∃y ∈ Ap0 : (y, 0)→ (x, 2n), for some x ∈ A} if and only if ω
′ ∈ {∃y : (y, 0)→
A
(x, 2n)} ∩ {x ∈ Ap0}.
Therefore
P(Ap2n ∩A 6= ∅) = P(A
A,dual
2n ∩A
p
0 6= ∅). (15)
Note however that (AAn ) for finite A ⊂ 2Z is a Markov chain such that A2n ⊂ 2Z and A2n+1 ⊂
2Z+ 1, the events {x ∈ AAt+1} are independent, and such that
P (x ∈ AAt+1|A
A
t , . . . , A
A
0 ) =
{
1− ǫ if {x− 1, x+ 1} ∩ At 6= ∅
0 otherwise,
and, furthermore, for all x ∈ A, the events {x ∈ AA0 } are independent and P (x ∈ A
A
0 ) = 1−ǫ, where
P (AA0 ⊆ A) = 1. This and the independence of (Wx) and (A
A
n ), give that A
A,dual
2n ∩A
p
0
d
= AA2n∩Π p
1−ǫ
,
from which the proof is complete by (15).
3.2 Proposition 5
We define the independent oriented bond percolation on L = (L,B) with open-bond probability
pb > 0 process as follows. Let {Yb : b ∈ B} be i.i.d. random variables taking value: 1 with
probability pb, and 0 otherwise. We let PY be the law of {Yb}, which is a probability measure on
{0, 1}B = {ω : B→ {0, 1}}, where ω(b) = Yb(ω). Bonds assigned value 1 are considered open, while
those assigned value 0 as closed. Given ω ∈ {0, 1}B, we write that ∃ an open path from (y,m) to
(x, n), m < n, if there exists an alternating sequence sm, bm, sm+1, . . . sn−1, bn−1, sn, sm := (y,m),
sn := (x, n), such that all bi = [si, si+1〉, i = m, . . . , n− 1, are designated open, whereas we write
that ∃ an open path from (A,m) to (x, n) to A ⊂ 2Z if ∃ an open path from (y, 0) to (x, n) for
some y ∈ B. We let
BBn = {x : ∃ an open path from (B, 0) to (x, n)}, (16)
n ≥ 0.
Proof of Proposition 5. We recall the definition of (AA,pn ) in (1). Let Aˆ
A
n = A
A,1
n , A ⊂ 2Z. Further,
let ΩˆAn = {Aˆ
A
n 6= ∅} and Ωˆ∞ :=
⋂
n Ωˆn. In Lemma 15 next, parts (a), (b), (c) regard (Aˆ
A
n ); parts
(e), (f) regard (BBn ) defined in (16); whereas, part (d) regards a realization of these processes in a
common probability space.
Lemma 15. (a) If rn = sup Aˆn, ln = inf Aˆn, then Aˆn = Aˆ
2Z
n ∩ [ln, rn], on Ωn.
(b) If r¯n = sup Aˆ
{...,−2,0}
n and rn = sup Aˆn, then r¯n = rn, on Ωˆn.
(c) If ǫ > 0 is sufficiently small, then P(Ωˆn ∩ Ωˆc∞) ≤ Ce
−γn.
(d) For all pb < 1, there is ǫ > 0, such that, if A ⊆ A′, then BAn ⊂st. Aˆ
A′
n .
(e) If r¯bn = supB
{...,−2,0}
n , then, for any a < 1, there is pb sufficiently close to 1, such that
PY (r¯
b
n < an) ≤ Ce
−γn.
(f) Let S = {x1, . . . , xk} be any finite subset of 2Z such that xj+1− xj = 2, j = 1, . . . , k− 1, and
recall the definition of D(·, ·) in (3). We have that for all q < 1, there is pb < 1, such that
PY (D(B
2Z
2n , S) < q) ≤ Ce
−γ|S|.
Note that Aˆn = An, on Ωn, due to that Ωn ⊆ {A0 = 0}, n ≥ 0, P-a.s. Further, note that
Ωn ⊆ Ωˆn, a.s.. Therefore, we have that
P(A2n ∈ ·, Ω2n) = P(Aˆ2n ∈ · ,Ω2n)
≤ P(Aˆ2n ∈ · , Ωˆ2n),
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for all n ≥ 0. From the above display, we have that to complete the proof it suffices to show that,
P(D(Aˆ2n, S) < ρ, Ωˆ2n) ≤ C(e
−γn + e−γ|S|),
and then, by (c) we have that it suffices to show instead that,
P(D(Aˆ2n, S) < ρ, Ωˆ∞) ≤ C(e
−γn + e−γ|S|). (17)
By (a) however, we have that (17) follows by showing the following two statements: that for
all β < 1, there is ǫ > 0,
P(l2n ≥ −2βn, r2n ≤ 2βn, Ωˆ∞) ≤ Ce
−γn, (18)
and, that for all ρ < 1, there is ǫ > 0,
P(D(Aˆ2Z2n, S) < ρ) ≤ Ce
−γ|S|. (19)
However, we have by (b), some reflection, and basic set theory, that to show (18) it suffices to show
instead that: for all β < 1, there is ǫ > 0, such that,
P(r¯n ≤ βn) ≤ Ce
−γn. (20)
Applying (d), we have that (19) and (20) follow respectively from (f) and (e). This implies (17),
thus completing the proof.
Remark 16. 1) Another proof of Proposition 5 which is less basic and relies on more sophisticated
considerations would be as follows. Firtst, note that it may seem a simpler approach to deduce
Proposition 5 by first showing its analogue for B
{0}
n and applying (d) in Lemma 15. However,
due to that the event in consideration is non-monotone (in the sense of Theorem B.24, (b), p.13,
in [23]) a so-called restart argument is necessitated to embed B
{0}
n in Aˆ
{0}
n . This approach can
also however be used to obtain Proposition 5 by a version of the restart-argument which allows to
control the distance of the first percolation point from the origin, see, for instance, Proposition 3.5
in [27].
2) Another upside of our approach for proving Proposition 5, in contrast to that sketced in 1) above
is that it can be repeated to obtain the analog of Proposition 5 for A˜n in view of the following
observation. Note that by Theorem 0.0 [25], we have that for all ǫ > 0, there is ǫ˜ > 0, ǫ˜ << ǫ, such
that, A˜2Z,1n ⊇st. A
2Z,1
n , and therefore (19) holds for A˜
2Z,1
n .
3) By another application of the stochastic domination technique in 2), Proposition 5 extends in
the m-dependent case. This leads to improvements of the following auxiliary statements, scattered
over the literature, Lemma 3 in [26], also invoked in [1], and, by the first Borel-Cantelli lemma,
(A.7) in [13], pp. 204-205, and (5.2) in [5]. We also note that Proposition 5 may be used to derive
a simpler checking of (7) of the general theorem of [12] regarding growth processes for supercritical
contact processes in particular; see §4, [28].
3.3 Lemma 15
Proof of Lemma 15. Proofs of each part are given separately in the stated order.
(a) and (b). These coupling results follow by standard paths intersection properties, directly
analogous to those in (1) and (2) in [7], p. 1003, regarding the bond process.
(c). The corresponding statement for the supercritical bond process is proved in § 12, (2), pp.
1031–1032 in [7]. The extension regarding the site process follows from Theorem B24, (b), p.13 in
[23].
(d). From known arguments, see for instance, the paragraph after Theorem B24, p.13 in [23],
we have that if 1− ǫ = pb(2− pb), then {Yb : b ∈ B} and {Xs : s ∈ L′} can be coupled such that, if
B ⊂ A then BBn ⊂st. Aˆ
A
n . To see this, note that b±(y,m) = [(y,m), (y ± 1,m+ 1)〉, then we have
that, for all (y,m) ∈ L′,
PY (Y (b+(y,m)) = 1 or Y (b−(y,m)) = 1) = pb(2 − pb).
(e). We let
pcb = inf{pb : PY (B
0
n 6= ∅, for all n ≥ 1) > 0}, (21)
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it is well-known that pcb < 1. We have that for all pb > p
c
b there is α := α(pb) = limn→∞
r¯bn
n
, such that,
if a < α, then
PY (r¯
b
n < an) ≤ Ce
−γn. (22)
Further,
pb 7→ α(pb), is continuous for pb ∈ (p
c
b, 1]. (23)
For the proofs of (22) and (23) we refer to [7], pp. 1030, 1031, (1) and (3) respectively. From (23),
since obviously α(1) = 1, we have that
α(pb) ↑ 1, as pb ↑ 1. (24)
The proof now follows from (22) and (24).
(f). Let pb > p
c
b, where p
c
b as in (21). We give some definitions and recall some elementary
properties we require below. If νn,pb(·) = PY (B
2Z
n ∈ ·), then it is well-known, see for instance § 8
in [7], that ν2n,pb ⇒ ν¯pb , as n → ∞, where ⇒ denotes weak convergence, and ν¯pb is the so-called
upper invariant measure. we have that
pb 7→ ρ(pb) is continuous on (p
c
b, 1], (25)
for the proof of which see Theorem 1.6, (d), Chpt. VI, [22]. Note also that, by definition of (BBn ),
we have that
B ⊂st. D ⇒ B
B
n ⊂st. B
D
n , for all n ≥ 1, (26)
PY a.s.. Let ρ(pb) = ν¯pb{A : A ∩ {0} 6= ∅}. Let us also recall here the following consequence of
Theorem 1 in [14] regarding the basic contact process, where the fact that the arguments given
there apply for Bn as well can be checked and is pointed out in § 3, end of ¶ 1, prior to Theorem
1 in [14]. We have that, for all q < ρ(pb)
ν¯pb(B : D(B,S) < q) ≤ Ce
−γ|S|. (27)
We will prove that, for all q < ρ(pb) and any n ≥ 1, we have that
PY (|B
2Z
2n ∩ S| < q|S|) ≤ Ce
−γ|S|, (28)
which suffices to complete this proof, because we have that
ρ(pb) ↑ 1, as pb ↑ 1,
which follows by (25), and since ρ(1) = 1 because, for all n, ν2n,1(2Z) = 1. We now derive (28).
Let P˜Y denote the product of PY and ν¯pb . Let (B˜n) be the process with initial configuration B˜0
sampled from ν¯, which is B˜n := B
A
n on {B˜0 = A}, and we denote by B˜2n ∼ ν¯. Let q < ρ(pb). We
have that there are C, γ such that, for all n,
P˜Y (|B
2Z
2n ∩ S| < q|S|) ≤ P˜Y (|B˜2n ∩ S| < q|S|) (29)
= P˜Y (|B˜0 ∩ S| < q|S|) (30)
≤ Ce−γ|S|, (31)
where in (29) we used that, for all n ≥ 1, B2Z2n ⊇st. B˜n, which follows from (26) because 2Z ⊇st. B˜0,
whereas in (30) we used that, for all n ≥ 1, B˜2n ∼ ν¯ by invariance, and in (31) we invoked (27).
The proofs of all parts of Lemma 15 are thus complete.
Remark 17. Regarding alternative proofs, we note that another route to obtain Lemma 15, (f),
comes, by repeating the same arguments there, and invoking the one dimensional discrete-time
analog of Theorem 1.1 in [24] together with standard large-deviations properties for i.i.d. Bernoulli
random variables instead of the consequence of Theorem 1 in [14] we invoked.
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4 Corollaries
4.1 Proofs of Corollaries 2, 3, 9, and 10
Proof of Corollary 2. We have that it suffices to prove that
lim
ǫ↓0
θ(ǫ, 0) = 1. (32)
To see this note that Theorem 1 gives that if ǫ > 0 is sufficiently small, then
φ(p, ǫ, k) ≥ θ(ǫ, k)
≥ θ(ǫ, 0)
for all k ≥ 0, where the last line is because, {0} ⊂ k⇒ A0n ⊂ A
k
n, P-a.s., and by (32) we therefore
also have that
lim
ǫ↓0
φ(p, ǫ, k) = 1.
To prove (32) we rely on the following Lemma, the proof of which we give in the paragraph
immediately after this one. To state it, we recall the definition of (AA,pn ) in (1).
Lemma 18. Let (BBn ) be the independent bond processes with open-site probability pb, defined in
(16) above. If ψ(pb) = PY (B
0
n 6= ∅, for all n ≥ 1), we have that
lim
pb↑1
ψ(pb) = 1. (33)
Furthermore, if AˆAn = A
A,1
n , A ⊂ 2Z, we have that for all pb < 1, there is ǫ > 0, such that
B ⊆ A =⇒ BAn ⊂st. Aˆ
A
n . (34)
We now prove (32). Let θˆ(ǫ) = P(Ωˆ∞), Ωˆn = {Aˆn 6= ∅} and Ωˆ∞ :=
⋂
n Ωˆn. Note that (34) in
Lemma 18, gives that
lim
ǫ↓0
θˆ(ǫ) ≥ lim
pb↑1
ψ(pb),
and hence from (33) in Lemma 18, we have that limǫ↓0 θˆ(ǫ) ≥ 1 from which, because clearly
limǫ↓0 θˆ(ǫ) ≤ 1, we deduce that
lim
ǫ↓0
θˆ(ǫ) = 1. (35)
However, note that
Aˆn = An on {A0 = {0}},
P-a.s., where P({A0 = {0}) = 1 − ǫ, and A0 and Aˆn are independent by construction. Therefore,
θˆ(ǫ) = θ(ǫ)(1 − ǫ), and thus
lim
ǫ↓0
θˆ(ǫ) = lim
ǫ↓0
θ(ǫ).
From the last display and (35) we have that (32) follows and the proof is thus complete.
Proof of Corollary 3. We rely on the following statement, the proof of which we give in the para-
graph immediately after this one. To state it, recall that θ(ǫ, k) := P(Ωk∞), where Ω
A
∞ =
⋂
n≥0Ω
A
n
and ΩAn = {A
A
n 6= ∅}.
Lemma 19. If ǫ > 0 is sufficiently small, then
θ(ǫ, k) ≥ 1− Ce−γk,
for all k ≥ 1, where C, γ ∈ (0,∞) depend only on ǫ.
The proof is now complete by combining Theorem 1 with the Lemma 19 above.
Proof of Corollary 9. Recall the definition of (AA,pn ) open-site probability 1−ǫ in (1), and, further,
that Apn := A
2Z,p
n , and that A
A
n := A
A,1−ǫ
n . Recall further the definition of (A˜
A,p
n ) open-site density
1 − ǫ˜, in (7), and, further, that A˜pn := A˜
2Z,p
n , and that A˜
A
n := A˜
A,1−ǫ˜
n . From Theorem 0.0 in [25]
we have the following.
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Lemma 20. For all ǫ > 0, there is ǫ˜ > 0, ǫ˜ << ǫ, such that, for all p > 0 and k ≥ 0,
P(A˜p2n ∩ k 6= ∅) ≥ P(A
p
2n ∩ k 6= ∅), (36)
for all n ≥ 1, and further, for all k ≥ 0,
P(A˜kn 6= ∅) ≥ P(A
k
n 6= ∅), (37)
for all n ≥ 1.
From (36) we have that
lim inf
n→∞
P
(
A˜
p
2n ∩ k 6= ∅
)
≥ lim inf
n→∞
P(Ap2n ∩ k 6= ∅),
and hence,
lim
ǫ˜↓0
φ˜(p, ǫ˜, k) ≥ lim
ǫ↓0
φ(p, ǫ, k),
= 1,
where in the last line we invoked the first part of Corollary 2. from which, because clearly
limǫ↓0 φ˜(p, ǫ˜, k) ≤ 1, it follows that,
lim
ǫ˜↓0
φ˜(p, ǫ˜, k) = 1,
and hence the proof of the former part is completed. Furthermore, from (37) we have that
lim
ǫ˜↓0
θ˜(ǫ˜, k) ≥ lim
ǫ↓0
θ(ǫ, k),
= 1,
where in the last line we invoked the latter part of Corollary 2, from which, because clearly
limǫ↓0 φ˜(p, ǫ˜, k) ≤ 1, it follows that,
lim
ǫ˜↓0
θ˜(ǫ˜, k) = 1,
and we have thus proved the latter and final part of this statement, hence completing the proof.
Proof of Corollary 10. Note that from (36) in Lemma 20, we have that for all ǫ > 0, there is ǫ˜ > 0,
ǫ˜ << ǫ, such that, for all p > 0 and k ≥ 0,
P(A˜p2n ∩ k 6= ∅) ≥ P(A
p
2n ∩ k 6= ∅)
≥ (1 − C′e−γ
′k)(1− Ce−γn),
n ≥ 1, where in the last line we invoked Corollary 3, so that C′, γ′ ∈ (0,∞) are independent of k
and n, and C, γ ∈ (0,∞) are independent of n, and the proof is complete.
4.2 Lemmas 18 and 19
Proof of Lemma 18. Let ρ(pb) = ν¯pb{A : A ∩ {0} 6= ∅}, and furthermore, we let p
c
b = inf{pb :
PY (B
0
n 6= ∅, ∀n ≥ 1) > 0}. We recall equation (25),
pb 7→ ρ(pb) is continuous on (p
c
b, 1]. (38)
Further, note that by duality equation (2), § 8, p. 1021, in [7], we have that, for all n ≥ 1,
PY (B
2Z
2n ∩ {0} 6= ∅) = PY (B
0
2n 6= ∅).
By letting n → ∞ in the display above, and noting that {B0n 6= ∅, for all n ≥ 1} = {B
0
2n 6=
∅, for all n ≥ 1}, we have that ρ(pb) = ψ(pb), for all pb. Combining this with (38), gives that
pb 7→ ψ(pb), is continuous on (p
c
b, 1]. (39)
Since however clearly ψ(1) = 1, we have from (39) that the proof of (33) is complete. Finally, we
note that (34) corresponds to Lemma 15, (d), above, see the proof given there. This completes the
proof.
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Proof of Lemma 19. Let AˆAn = A
A,1
n and let θˆ(ǫ, k) := P(Ωˆ
k
∞), Ωˆ
A
∞ =
⋂
n≥0 Ωˆ
A
n , Ωˆ
A
n = {Aˆ
A
n 6= ∅}.
By a classic contour argument (see, for instance, (1), p. 1026, [7]), we have that, if ǫ > 0 is
sufficiently small, then
θˆ(ǫ, k) ≥ 1− Ce−γk, (40)
for all k ≥ 1, where C, γ ∈ (0,∞) depend only on ǫ. Let Ξk = {AA0 : |A
A
0 | ≥ k}, and note that if
ǫ > 0 is sufficiently small, then the Bernstein inequality (see, for instance, (4), p. 32 in [16]) gives
P(A0 ∈ Ξk) ≥ 1− e
−γk. (41)
for all k ≥ 1, where C, γ ∈ (0,∞) depend only on ǫ.
Note that
AAn = Aˆ
B
n on {A
A
0 = B},
for all B ⊆ A, P-a.s. We have however that, for all A and C ⊇ A,
ΩˆC∞ ⊇st. Ωˆ
A
∞ ⊇st. Ωˆ
{2,4,...,2|A|}
∞ ,
where the left stochastic ordering relation comes from the usual representation of the processes,
whereas the right one comes from the coupling argument in (4), p. 1026, [7]). Combining the last
two displays above gives that
ΩAn ⊃st. Ωˆ
{2,4,...,2k}
∞ , on {A
A
0 ∈ Ξk}.
We now have that, if ǫ > 0 is sufficiently small, the
θ(ǫ, k) ≥ P(Ωˆ{2,4,...,2k}∞ |A
A
0 ∈ Ξk)P(A
A
0 ∈ Ξk)
= P(Ωˆ{2,4,...,2k}∞ )P(A
A
0 ∈ Ξk) (42)
≥ 1− Ce−γk (43)
where C, γ ∈ (0,∞) are depend only on ǫ, and we used in (42) that by construction (AˆBn ) is
independent of AA0 , and in (43) we invoked that (41) and (40), as well as that if Ci, γi ∈ (0,∞),
i = 1, 2, then if C′ = 2maxCi and γ
′ = max γi, we have that
(1− C1e
−γ1k)(1− C2e
−γ2k) ≥ 1− C1e
−γ1k − C2e
−γ2k
≥ 1− C′e−γ
′k.
This completes the proof.
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