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vKurzzusammenfassung
Zum ersten Mal wurden molekulardynamische Simulationen der Entstehung
von Eisennanopartikeln aus der Gasphase durchgefu¨hrt. Dabei wurde mit der
Embedded Atom Method (EAM) ein Mehrko¨rperpotential fu¨r die Wechsel-
wirkung der Eisenatome eingesetzt. Da in Gasphasenpra¨parationsmethoden
in der Regel ein Inertgas als Wa¨rmebad vorhanden ist, wurde hier ein Inert-
gasthermostat aus Argonatomen implementiert, die u¨ber das Lennard-Jones-
Potential mit den Eisenatomen wechselwirken.
In den in dieser Arbeit durchgefu¨hrten Simulationen bei verschiedenen
Dichten, Inertgastemperaturen und Inertgasmengen beginnt das Partikel-
wachstum aus der Gasphase zuna¨chst mit Oberfla¨chenwachstum bevor Ag-
glomeration und Koaleszenz einsetzen. Die Strukturentwicklung wurde mit
der Common Neighbour Analysis (CNA) verfolgt. Zur Beschreibung der Clu-
stermorphologie wurde erstmals der Oberfla¨chenbruch benutzt, da mit ihm
direkt die Oberfla¨chenenergie zuga¨nglich ist, die beispielsweise bei Koales-
zenzprozessen eine wichtige Rolle spielt. Aus der u¨bersa¨ttigten Gasphase
bilden sich kompakte Cluster, die zuna¨chst ikosaedrische Strukturelemente
aufweisen, bevor diese sich mit zunehmender Clustergro¨ße in dichtgepackte
Strukturen umlagern. Die Grundstruktur von Bulk-Eisen, die kubisch raum-
zentrierte Phase, wird nicht in den gebildeten Partikeln gefunden. Aus der
zeitlichen Entwicklung der Clustergro¨ßenverteilung wurden Keimbildungsra-
ten ermittelt und mit Ergebnissen aus der Literatur verglichen. Weiterhin
wurden ausgewa¨hlte Koaleszenzprozesse im Detail untersucht. Dabei zeigten
sich im Verlauf der Prozesse Unterschiede zwischen flu¨ssigen und strukturier-
ten Clustern.
Die Ergebnisse der durchgefu¨hrten Simulationen des gesamten Partikel-
bildungsprozesses von der Keimbildung bis zum Ende des Wachstums zeigen
gute U¨bereinstimmung mit anderen theoretischen Arbeiten und experimen-




For the first time, molecular dynamics simulations have been used for inve-
stigating the formation of iron clusters from the supersaturated gas phase. A
many body interaction model, the embedded atom method (EAM), has been
used for the interaction of the iron atoms. As inert gases are always present in
gas phase preparation methods, an inert gas thermostat consisting of argon
atoms interacting via the Lennard-Jones-potential has been implemented.
Simulations have been carried out at various inert gas temperatures, iron
particle densities and different amounts of inert gas. After small clusters have
formed from the supersaturated gas phase by density fluctuations, they start
to grow first by surface growth, before agglomeration and coalescence become
the dominant growth modes. The formation of the particles’ structure was
investigated by the common neighbour analysis method (CNA). The surface
fraction was used as an order parameter for the analysis of the particles’
morphology.
Throughout all the simulations compact clusters are formed which change
their structure from icosahedral to close packed structures with increasing
size. Changes in atomic structure are also observed while clusters cool down
from the liquid phase or after particle collisions followed by a coalescence
process. The bcc-structure, which is the ground state structure of bulk iron,
has not been found in the particles.
Nucleation rates have been calculated from the time develoment of cluster
size distributions and compared with experimental data. Detailed analysis
for selected coalescence processes have been carried out and differences were
found between the coalescence of liquid and solid clusters.
All results of these simulations, which give an insight into the whole
particle formation process, were compared with other theoretical and expe-
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1.1 Nanopartikel und nanoskalige
Materialien
Der Begriff Nanopartikel (Nanos ist griechisch und bedeutet Zwerg) wurde
Anfang der 1990er Jahre immer bekannter, als im Rahmen der Material-
forschung immer kleinere Partikel und Strukturen untersucht wurden, deren
Abmessungen den Mikrometerbereich unterschritten [1].
Als Nanopartikel bezeichnet man Objekte mit weniger als 100 nm Durch-
messer. Nanopartikel aus weniger als 10000 Moleku¨len oder Atomen werden
ha¨ufig auch Cluster genannt. Ihr Durchmesser betra¨gt meist nur wenige Na-
nometer [1]. Dabei unterscheidet man zwischen kleinen Clustern mit weniger
als 10 Atomen oder Moleku¨len, Clustern mittlerer Gro¨ße mit 10–100 und
großen Clustern aus mehr als 100 Atomen oder Moleku¨len [2].
Sogenannte Nanomaterialien oder nanostrukturierte Materialien haben
charakteristische La¨ngenskalen von weniger als 100 nm. Deswegen fallen auch
Systeme aus du¨nnen Schichten und Oberfla¨chenbeschichtungen unter die-
sen Begriff. Nanostrukturierte Materialien bestehen aus einzelnen Doma¨nen,
die geordnete geometrische Strukturen aufweisen. Man stellt sie durch Sin-
tern aus Nanopartikelpulvern her. Diese gepressten Materialien zeichnen sich
durch eine hohe Anzahl von Korngrenzen aus (bis zu 50% Anteil an der
Gesamtstruktur) [3]. Die atomare Struktur dieser Grenzfla¨chen ha¨ngt unter
anderem von der Orientierung der einzelnen geordneten Doma¨nen und der
Winkel zwischen den Grenzfla¨chen ab. Je kleiner die Pulverpartikel bei der
Herstellung solcher nanokristalliner Materialien sind, desto ha¨rter wird die
gesinterte Probe [4].
Auf Grund ihrer geringen Gro¨ße liegen Cluster und Nanopartikel zwi-
schen den klassischen Arbeitsgebieten der Quantenmechanik einerseits und
1
2der Festko¨rperphysik andererseits. Durch die große Oberfla¨che im Verha¨ltnis
zum Partikelvolumen unterscheiden sie sich in vielen Eigenschaften von ma-
kroskopischen Kristallen, der sog. Bulk-Phase. Besonders bei Clustern aus
weniger als einhundert Atomen kann oft schon ein Atom mehr oder weniger
im Cluster eine einzelne oder mehrere seiner Eigenschaften stark vera¨ndern,
z.B. das magnetische Moment pro Atom [5] oder die Schmelztemperatur [6].
Verglichen mit der Bulk-Phase haben Cluster beispielsweise kleinere Gitter-
konstanten [7] und andere Gitterstrukturen [8]. Letzteres kommt durch die
mit der Gro¨ße variierenden Beitra¨ge von Clusteroberfla¨che und den Beitra¨gen
des Clusterinnern zur Gesamtenergie zu Stande. Die Oberfla¨chenenergie ist in
Nanopartikeln signifikant ho¨her als in der Bulk-Phase [9]. Somit wird je nach
Clustergro¨ße eine bestimmte Struktur bevorzugt. Allgemein haben Cluster
mit abnehmender Gro¨ße eine niedrigere Schmelztemperatur [10, 11] vergli-
chen mit der Bulk-Phase. Es wurden jedoch auch schon Schmelztemperaturen
beobachtet, die u¨ber der Bulk-Schmelztemperatur liegen [12]. Optische Mate-
rialeigenschaften a¨ndern sich mit abnehmender Partikelgro¨ße, weil die geringe
Ausdehnung eines Partikels eine Auswirkung auf die mo¨glichen Zusta¨nde der
Elektronen hat [13]. Ebenso a¨ndern sich magnetische Eigenschaften. So gibt
es das Pha¨nomen des Superparamagnetismus [14]. Unterschreitet die Gro¨ße
eines Partikels aus einem ferromagnetischen Material eine bestimmte Gro¨ße,
beginnt das magnetische Moment des Partikels als ganzes in der Orientierung
zu fluktuieren, wenn das Produkt aus Partikelvolumen und seiner magneti-
schen Anisotropie vergleichbar oder kleiner als die thermische Energie wird.
Die atomaren magnetischen Momente in dem Partikel sind jedoch im Gegen-
satz zum gewo¨hnlichen Paramagnetismus korreliert. Magnetisierungskurven
solcher Materialen zeigen keinerlei Hysterese.
Es gibt allerdings eine Reihe von Legierungen, wie z.B. Eisen-Platin, die
eine ausreichende magnetische Anisotropie besitzen, um selbst bei Partikel-
gro¨ßen von wenigen Nanometern Durchmesser ferromagnetisch zu sein. Sie
eignen sich somit zur Erho¨hung der Speicherdichte magnetischer Speicherme-
dien wie Festplatten und Magnetba¨ndern [15]. Auch in der Medizin werden
sie zur Entwicklung neuer Tumortherapien wie der Magnetflu¨ssigkeitshyper-
thermie verwendet [16, 17] oder zum gezielten Medikamententransport in
Organismen [18, 19] mit Hilfe von Magnetfeldern.
Eine ungewo¨hnliche Eigenschaft, die beispielsweise kleine Natriumcluster
zeigen, ist eine scheinbare negative Wa¨rmekapazita¨t bei der fest-flu¨ssig Pha-
senumwandlung [20]. Zugefu¨hrte Energie wird dabei vollsta¨ndig in potentielle
Energie umgewandelt und somit der U¨bergang aus der festen in die flu¨ssi-
ge Phase begonnen. Da in sehr kleinen Natriumclustern feste und flu¨ssige
Phase nicht gleichzeitig vorliegen [21], wird zur kompletten Phasenumwand-
lung zusa¨tzlich kinetische Energie der Clusteratome in potentielle Energie
3Abbildung 1.1: Time-of-flight-Massenspektrum von ionisierten (oben) und neu-
tralen (unten) Eisenclustern [22]. Die mit Zahlen bezeichneten Peaks sind die der
Magic-Number-Cluster von Eisen.
umgewandelt, wodurch die Temperatur des Clusters sinkt.
Ein besonderes Pha¨nomen sind sogenannte Magic-Number Cluster. In den
Massenspektren von Clusterquellen finden sich, je nach Material, einzelne be-
sonders hohe Peaks [6, 22] (siehe Abbildung 1.1). Sie stehen fu¨r Clustergro¨ßen
besonderer Stabilita¨t. Meist ko¨nnen sie mit geometrischen Argumenten oder
der elektronischen Struktur der Cluster erkla¨rt werden. Oft bilden diese Clu-
ster ideale geometrische Ko¨rper wie beispielsweise Ikosaeder, Kuboktaeder
oder Dekaeder [2, 23].
Auch wenn Nanomaterialien schon in einer Reihe von Gebieten, besonders
als Pigmente in Farbstoffen und Sonnencremes, in magnetischen Speicher-
medien und als Sintermaterialien zum Einsatz kommen, gibt es noch großen
Bedarf sowohl an Grundlagenforschung als auch Entwicklung von Analyse-
und Herstellungsmethoden. Besonders das Versta¨ndnis von Partikelentste-
hung und Partikelwachstum sind wichtig, da beides einen großen Einfluss
auf die Partikeleigenschaften hat.
4Abbildung 1.2: Strukturelles Phasendiagramm von Bulk-Eisen [25].
1.2 Eisen
Als Werkstoff ist Eisen seit mehr als 2000 Jahren in Gebrauch [24]. Seine
Bedeutung als Material fu¨r Waffen und Werkzeuge wuchs in Mitteleuropa um
ca. 800 v. Chr. Gewonnen wird Eisen aus Eisenerz (eisenhaltiges Gestein), in
dem es hauptsa¨chlich als Oxid in Form von Ha¨matit (Fe2O3) oder Magnetit
(Fe3O4) vorliegt. Reines Eisen erha¨lt man durch Reduktion der Oxide in
Hocho¨fen.
Als Werkstoff liegt Eisen selten in reiner Form vor. Meist findet man
es in Verbindung mit Kohlenstoff oder anderen Metallen. Seine ha¨ufigste
Anwendung ist Stahl.
Abbildung 1.2 zeigt das strukturelle Phasendiagramm von reinem Bulk-
Eisen [25]. Bei Atmospha¨rendruck liegt es unterhalb von 1183K und oberhalb
von 1663K bis zum Schmelzpunkt bei 1807K in der kubisch-raumzentrierten
Phase (engl.: body centered cubic, bcc) vor. Das untere dieser beiden Pha-
sengebiete nennt man die -Phase von Eisen, die unterhalb der Schmelztem-
peratur liegende bcc-Phase die -Phase. Zwischen den beiden Bereichen der
raumzentrierten Phase liegt die kubisch fla¨chenzentrierte -Phase (engl.: face
centered cubic, fcc). Unter hohem Druck lagert sich das Kristallgitter in die
hexagonal dichteste Kugelpackung um (engl.: hexagonal close packed, hcp)
und bildet die -Phase [26].
Unterhalb der Curie-Temperatur von 1096K ist Eisen ferromagnetisch
und u¨ber dieser Temperatur ist es paramagnetisch (-Phase, in Abbildung
1.2 nicht eingezeichnet). Liegt Eisen z.B. in kleinen Partikeln unterhalb von
5Abbildung 1.3: Schematische Darstellung verschiedener Wachstumsarten. Links:
Oberfla¨chenwachstum durch Anlagerung einzelner Monomere auf der Clusterober-
fla¨che. Rechts: Das Verschmelzen zweier Cluster als Folge einer Kollision bezeich-
net man als Koaleszenz. Als Agglomeration bezeichnet man den Fall, wenn zwei
Cluster lediglich aneinander haften bleiben. Durch anschließendes Sintern ko¨nnen
agglomerierte Partikel sowohl morphologisch als auch in ihrer atomaren Struktur
vera¨ndert werden.
500K in der fcc-Phase vor, so wird auch diese Phase -Phase genannt und
ist ferromagnetisch geordnet. Unterhalb von 20K liegt in kleinen Partikeln
die antiferromagnetische  ′-Phase vor [26].
Nanopartikel und -materialien aus Eisen [27, 28] und Eisenlegierungen
[29, 30] sind wegen ihrer besonderen magnetischen Eigenschaften Gegenstand
aktueller Forschung. Dabei stehen zur Zeit Eisen-Platin-Nanopartikel im Mit-
telpunkt der Forschung an neuen magnetischen Speichermedien [15], da mit
ihnen die Speicherdichte von Festplatten um ein Vielfaches erho¨ht werden
kann und sie erst bei sehr kleinen Partikelgro¨ssen superparamagnetisch wer-
den.
1.3 Herstellung von Eisennanopartikeln
Entscheidend fu¨r die Herstellung von Nanopartikeln ist das Versta¨ndnis des
Entstehungs- und Wachstumsprozesses. Sind diese Prozesse in Abha¨ngigkeit
aller Einflu¨sse und Prozessparameter verstanden, so ist es mo¨glich, gezielt
Partikel mit gewu¨nschten Eigenschaften wie z.B. Gro¨ße, atomare Struktur,
Form, Oxidationsgrad usw. herzustellen bzw. nach geeigneten Herstellungs-
methoden zu suchen.
Bei der Entstehung von Nanopartikeln aus der Gasphase ko¨nnen sich
an die Keimbildung, beispielsweise in einem u¨bersa¨ttigten Metalldampf, ver-
schiedene Wachstumsprozesse anschließen. So kann ein stabiler Cluster durch
Anlagerung einzelner Monomere auf seiner Oberfla¨che wachsen (siehe Abbil-
dung 1.3), was als Oberfla¨chenwachstum bezeichnet wird. Verschmelzen zwei
6Cluster zu einem kompakten Partikel in Folge einer Kollision, so bezeichnet
man diesen Vorgang als Koaleszenz. Bleiben sie nach einer Kollision jedoch
nur an der Kontaktstelle aneinander haften, spricht man von Agglomerati-
on, bei der irregula¨r geformte Partikel entstehen. In einem nachgeschalteten
Sinterprozess ko¨nnen solche Partikel jedoch sowohl morphologisch als auch
in ihrer atomaren Struktur noch vera¨ndert werden.
Eisennanopartikel kann man sowohl aus der Gasphase als auch der flu¨ssi-
gen Phase herstellen [1]. Das Zermahlen makroskopischer Partikel ist ebenso
mo¨glich [31] wie die Herstellung in Polymermatrizen [32]. Die meisten dieser
Verfahren sind allgemein zur Herstellung von Metallnanopartikeln anwend-
bar.
Die Herstellung in der flu¨ssigen Phase geschieht beispielsweise durch Ver-
mischen eines organometallischen Precursors, wie z.B. Eisenpentacarbonyl
(Fe(CO)5), mit einer Mischung aus O¨lsa¨ure (ein Tensid) und Oktylether [33].
Unter Wa¨rmeeinwirkung lo¨st sich das Eisenpentacarbonyl auf und es bilden
sich Eisencluster. Das Tensid stoppt das weitere Anwachsen der Cluster, da es
sich auf dessen Oberfla¨che legt und das Anlagern weiterer Atome verhindert.
Die Gro¨ße der Partikel wird u¨ber das Tensid:Eisen-Verha¨ltnis gesteuert. Als
letzter Schritt erfolgt die Ausfa¨llung der Partikel auf einer Oberfla¨che z.B
durch Verdampfen des Lo¨sungsmittels. In flu¨ssiger Phase gebildete Eisen-
nanopartikel bilden auf Oberfla¨chen regelma¨ßig geordnete Gitterstrukturen
[33].
Ist wie bei der nasschemischen Herstellung von Eisen-Platin-Nanopar-
tikeln ein anschließender Sinterprozess no¨tig, um beispielsweise eine Vera¨nde-
rung der Gitterstruktur auszulo¨sen, ko¨nnen nah beieinander liegende Partikel
miteinander verschmelzen, was unerwu¨nscht ist. Daher bieten sich in solchen
Fa¨llen Gasphasenmethoden an, bei denen das Sintern der Partikel vor der
Ablagerung auf der Oberfla¨che erfolgen kann [34].
Zur Herstellung von Eisennanopartikeln aus der Gasphase hat man grund-
sa¨tzlich zwei verschiedene Mo¨glichkeiten. Die eine Mo¨glichkeit nutzt hoch-
reine makroskopische Vorlagen, die andere die Zersetzung von gasfo¨rmigen
Ausgangsmaterialien wie z.B. Eisenpentacarbonyl.
Thermisches Zersetzen von Eisenpentacarbonyl in der Gasphase kann auf
viele unterschiedliche Arten erfolgen. Das Verha¨ltnis von Inertgas zu Precur-
sor betra¨gt meist um 99:1 oder mehr [35, 36]. Die Energiezufuhr kann z.B.
u¨ber Laserstrahlung erfolgen. Da Fe(CO)5 im UV-Bereich absorbiert eignen
sich beispielsweise Excimer-Laser wie ArF- oder KrF-Laser als Energiequelle
[37]. Eine ga¨ngige Laserquelle sind auch TEA-CO2-Laser (TEA: transver-
al excited atmospheric). Deren Infrarotlicht regt einen Photosensitizer wie
z.B. Schwefelhexafluorid (SF6) an, der schließlich die aufgenommene Energie
u¨ber Sto¨ße an das Eisenpentacarbonyl weitergibt und so den Zerfallsprozess
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Wand. Durch das innere dreier ineinander angeordneter Rohre fließt der Precursor
ein (z.B. Eisenpentacarbonyl) und durch das mittlere ein Wa¨rmetra¨gergas (z.B.
Argon). In Ho¨he der Reaktionszone wird von aussen Wa¨rme zugefu¨hrt, um in der
Reaktionszone das Zersetzen des Precursors auszulo¨sen. U¨ber die Innenwand des
a¨ussersten Rohres stro¨mt ebenfalls ein Inertgas, um Partikelablagerungen auf der
Reaktorwand zu verhindern. Am Fuß des Reaktors werden die gebildeten Partikel
aufgefangen.
auslo¨st [38, 39]. Fe(CO)5 zerfa¨llt u¨ber einen sequentiellen Prozess, in dem
nacheinander innerhalb der ersten 100 fs die ersten vier CO-Moleku¨le den
Komplex verlassen [40]. Die Verbindung FeCO ist dagegen mit 230 fs langle-
biger [41].
Die thermische Energie zur Aktivierung dieses Prozesses kann aber auch
durch Sto¨ße mit dem Inertgas zugefu¨hrt werden, wie z.B. in einem wandbe-
heizten Rohrreaktor (siehe Abbildung 1.4) [42]. Am oberen Ende des Reak-
tors stro¨men Precursor und Inertgas ein und werden in der Reaktionszone
vermischt. In dieser Zone wird auch die Wa¨rme u¨ber die Heizung der Reak-
torwand zugefu¨hrt, u¨ber die ebenfalls ein Schutzgas stro¨mt, damit sich die
Partikel, die sich im weiteren Verlauf des Prozesses bilden, nicht an dieser
ablagern. Auf dem Weg durch den Reaktor ku¨hlt sich das Gasgemisch ab und
wird mit Eisenatomen u¨bersa¨ttigt, was die Partikelbildung startet. Weitere
Reaktortypen sind Flammen- und Plasmareaktoren [1].
Makroskopische Vorlagen kann man z.B. in einem Schmelzofen verdamp-
fen. Dabei sorgt ein vorbeistro¨mendes Inertgas fu¨r den Abtransport der ver-
8dampften Metallatome. Ist das Inertgas mit den Metallatomen u¨bersa¨ttigt
bilden sich in ihm Cluster und Partikel aus dem verdampften Metall [8].
Durch Bestrahlung beispielsweise mit gepulsten Lasern [43] oder Beschuss
mit hochenergetischen Teilchen (Sputtern) ko¨nnen ebenfalls einzelne Atome
und sogar sehr kleine Cluster aus der Vorlage in eine Schutzgasatmospha¨re
herausgelo¨st werden [44, 45]. Die no¨tige U¨bersa¨ttigung vorausgesetzt, kon-
densieren sie dort zu Partikeln.
Alle diese Prozesse ko¨nnen kontinuierlich betrieben werden und ermo¨g-
lichen gegenu¨ber nasschemischen Methoden eine ho¨here Reproduzierbarkeit
der Partikeleigenschaften, was sie besonders fu¨r die industrielle Anwendung
interessant macht.
Eine der wenigen nicht kontinuierlich betriebenen Herstellungsmethoden
aus der Gasphase ist der Stoßrohrreaktor, an dem beispielsweise Freund und
Bauer [35] Ende der 1970er Jahre eine ausfu¨hrliche Studie der Eisennano-
partikelbildung aus der Gasphase durchfu¨hrten. In einem Stoßrohr bildet
sich an der Stoßfront eines in einem schmalen Rohr expandierenden Gases
eine heisse Zone aus, die entsprechend die no¨tige Wa¨rme liefert, um bei-
spielsweise das Zersetzen von Eisenpentacarbonyl in einem Edelgasgemisch
auszulo¨sen. Hinter der Stoßfront ist die Temperatur entsprechend niedriger,
was die Gasphase dann mit den freigesetzten Metallatomen u¨bersa¨ttigt und
die Partikelbildung auslo¨st.
1.4 Computersimulationen
Computersimulationen bilden in der Wissenschaft eine wichtige Bru¨cke zwi-
schen Theorie und Experiment. Mit ihrer Hilfe lassen sich theoretische Vor-
hersagen und experimentelle Ergebnisse u¨berpru¨fen sowie Prozesse untersu-
chen, die experimentell nur schwer oder gar nicht zuga¨nglich sind. So ist
es beispielsweise bisher nicht gelungen, den Beginn des Wachstums und der
Strukturbildung metallischer Nanopartikel aus der Gasphase zu untersuchen.
Die meisten Strukturuntersuchungen betreffen Partikel, die auf Oberfla¨chen
deponiert wurden (z.B. [46]). Besonders bei Clustern aus wenigen Atomen
muss man beachten, dass die Oberfla¨che, auf der sie liegen, einen Einfluss
auf ihre Eigenschaften hat [47].
Erst ku¨rzlich wurde eine Methode vorgestellt, die erlaubt, experimentell
das Wachstum von Clustern auf Oberfla¨chen in Echtzeit zu verfolgen [48, 49].
Struktureigenschaften freier Cluster wurden von Reinhard et al. [8] mit
Hilfe von Elektronenbeugung an einem Strahl aus Silberclustern untersucht.
Allerdings ist auch dort der unmittelbare Beginn der Partikelbildung nicht
zuga¨nglich.
9Computersimulationen ko¨nnen einen wichtigen Beitrag liefern, Wachs-
tums- und Strukturbildungsprozesse auf atomarer Ebene zu verstehen. Es
gibt eine Reihe von Computersimulationsmethoden, die in der Forschung an
Nanopartikeln und nanoskaligen Materialien eingesetzt werden.
Verfahren, die direkt die Schro¨dingergleichung eines Systems ohne Be-
nutzung experimenteller Daten als Grundlage lo¨sen, bezeichnet man als ab
initio-Verfahren (ab initio: von Beginn an) [50]. Dazu za¨hlen u.a. die Hartree-
Fock Methode, auch molecular orbital theory genannt, sowie die Dichtefunk-
tionaltheorie.
Im Rahmen der Hartree-Fock-Theorie wird die Gesamtwellenfunktion des
Systems als Produkt aus so vielen Einteilchen-Wellenfunktionen geschrieben,
wie es Elektronen im System gibt. Im Rahmen der Born-Oppenheimer-Na¨he-
rung [51] sind diese nur von den Koordinaten der Atomkerne abha¨ngig. Ent-
wickelt werden sie als Linearkombinationen aus Basissa¨tzen ebener Wellen,
Slater Orbitalen, Gaussschen Orbitalen oder anderen geeigneten Funktionen.
Mit Hartree-Fock-Verfahren lassen sich beispielsweise Energieniveaus klei-
ner Cluster oder einfacher Moleku¨le sowie deren Grundstruktur untersuchen.
Korrelationseffekte zwischen den Elektronen werden jedoch nicht beru¨cksich-
tigt und der Rechenaufwand steigt mit der Zahl der Elektronen stark an.
In der Dichtefunktionaltheorie (DFT) tritt die Elektronendichte des Sy-
stems an die Stelle der Wellenfunktionen, was den Rechenaufwand wesent-
lich reduziert. Hohenberg und Kohn zeigten in den 1960er Jahren [52], dass
die Grundzustandsenergie eines Systems bis auf eine additive Konstante aus
der Grundzustandselektronendichte berechnet werden kann. Die Elektronen-
dichte wird dabei lokal als homogen angenommen (Local (Spin) Density Ap-
proximation) oder mit Korrekturen in Form von Gradienten versehen (Ge-
neralized Gradient Corrections) [50]. Ein Vorteil dieser Methode ist, dass
Austausch- und Korrelationseffekte der Elektronen beru¨cksichtigt werden
ko¨nnen [53]. DFT-Rechnungen eignen sich damit besonders zur Untersuchung
von Clustern oder Bulk-Systemen aus Halbleitern und U¨bergangsmetallen.
So sind Berechnungen magnetischer Eigenschaften kleiner und mittlerer Clu-
ster mo¨glich [54, 55].
Untersuchungen von magnetischen Eigenschaften von Clustern und Fest-
ko¨rpern erfolgen ebenso auf Grundlage des Hubbard-Modells [56], von dem
es heutzutage eine Zahl von Weiterentwicklungen gibt (z.B. [57, 58, 59]). Das
Hubbard-Modell ist ein einfaches Modell zur quantenmechanischen Beschrei-
bung von Elektronen auf einem Gitter [60]. Die Hamiltonfunktion dieses Mo-
dells besteht aus einem kinetischen Anteil und einem Anteil, der die lokale
Wechselwirkung der Elektronen untereinander beschreibt (z.B. den Wechsel
von Gitterpla¨tzen und die Sta¨rke der Coulombwechselwirkung).
Aus den 1950er Jahren stammen die Monte-Carlo-Methode (MC) und
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die Methode der Molekulardynamischen Simulation (MD). Es ist laut Ergo-
denhypothese mo¨glich, Mittelwerte von Funktionen von Teilchenorten und
-impulsen sowohl als Zeitmittelwert als auch als Ensemblemittel zu bestim-
men [61].
Zeitmittelwerte ko¨nnen mit Hilfe der molekulardynamischen Simulatio-
nen durch Lo¨sung der Newtonschen Bewegungsgleichung eines Systems aus
N Teilchen im Gleichgewicht gewonnen werden. Die zentrale Rolle in dieser
Methode spielt das Wechselwirkungspotential der Teilchen untereinander.
Der Anwendungsbereich reicht von harten Kugeln, die in den 1950er Jahren
die ersten untersuchten Systeme waren [62, 63], bis zu Moleku¨len, die u¨ber
komplexe Kraftfelder beschrieben werden (z.B. das COMPASS- [64] oder
das SHAPES-Kraftfeld [65]). Mitte der 1980er Jahre entwickelten Car und
Parrinello ein Verfahren, um DFT und Molekulardynamik miteinander zu
verbinden [66]. Je nach Komplexita¨t des verwendeten Potentialmodells sind
Untersuchungen an Systemen von bis zu mehreren hunderttausend Teilchen
bis zu einer Simulationszeit von mehreren hundert Nanosekunden mo¨glich.
MD-Simulationen werden zur Untersuchung dynamischer Prozesse in festen,
flu¨ssigen und gasfo¨rmigen Systemen eingesetzt.
Die Monte-Carlo-Methode erhielt ihren Namen wegen der wichtigen Rol-
le die Zufallszahlen in diesem statistischen Verfahren zur Ermittlung von
Ensemblemittelwerten einnehmen [67]. Statt der zeitlichen Entwicklung der
Systemkonfiguration werden zufa¨llig vorgeschlagene Konfigurationen eines
Systems untersucht. Monte-Carlo-Simulationen werden meistens zur Unter-
suchung von Systemen eingesetzt, deren Symmetrie sich durch Gitter be-
schreiben la¨sst, wie z.B. das Ising-Modell [68]. Aber auch in Simulationen
von Kristall- und Schichtwachstum oder der Ablagerung von Clustern auf
Oberfla¨chen kommt sie zur Anwendung [69, 70].
Neuere MC-Methoden, die den U¨bergang aus einem Nichtsgleichgewichts-
zustand ins Gleichgewicht anhand von U¨bergangsraten simulieren ko¨nnen,
werden als kinetische Monte-Carlo-Methoden (KMC) bezeichnet [69]. Die
zeitliche Entwicklung solcher Systeme kann aus den Zeitkonstanten der statt-
findenden U¨bergangsprozesse lediglich abgescha¨tzt werden.
Um gro¨ßere Systeme simulieren zu ko¨nnen, als mit der MD mo¨glich, und
auch, um in den Mikrosekunden- bis Sekundenbereich in der Simulations-
zeit vorzustoßen, wurde in den 1990er Jahren die Dissipative Particle Dyna-
mics (DPD) entwickelt [71, 72]. Dabei werden beispielsweise Gruppen von
Lo¨sungsmittelmoleku¨len zu Wechselwirkungseinheiten zusammengefasst, die
beads oder auch DPD-Partikel genannt werden. Komplexe Moleku¨le, z.B.
Polymere, werden ebenfalls auf diese Art und Weise vereinfacht dargestellt.
Dabei sind die Untereinheiten durch harmonische Federpotentiale miteinan-
der verbunden. Auf die einzelnen beads wirken drei Kra¨fte: eine Reibung-
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kraft und eine Zufallskraft, die zusammen fu¨r die Thermostatisierung des
Systems sorgen. Die dritte Kraft ist eine schwach abstoßende konservative
Kraft zwischen den beads. Simulationen großer komplexer Systeme wie z.B.
Biomembranen sind mit dieser Methode mo¨glich [73, 74]. Die Berechnung
der zeitlichen Entwicklung geschieht a¨hnlich wie in der Molekulardynamik
u¨ber die Lo¨sung der Newtonschen Bewegungsgleichungen.
Wa¨hrend in den bisher vorgestellten Methoden noch die atomare Struktur
der Systeme zuga¨nglich war, ist dies in der Computational Fluid Dynamics
(CFD) [75] nicht mehr der Fall. Trotzdem spielt auch sie eine Rolle in der
Simulation von Partikelbildungsprozessen. Mit ihr ko¨nnen Stro¨mungs- und
Partikelbildungsprozesse in Reaktoren durch die Berechnung von Raten- und
Erhaltungsgleichungen beschrieben werden. Dazu wird das Reaktorvolumen
in Zellen zerlegt und das urspru¨nglich kontinuierliche System diskretisiert.
Dabei spielt die Zerlegung des Volumens eine wichtige Rolle im Rahmen der
Lo¨sung der sich ergebenden gekoppelten Differentialgleichungen. Sie muss der
Geometrie des Problems angepasst und fein genug sein, um verla¨ssliche Resul-
tate zu erhalten. Als Eingabewerte und Randbedingungen spielen Ergebnisse
aus Molekulardynamik-Simulationen mitunter eine wichtige Rolle, wenn es
um die Modellierung der mikroskopischen Prozesse in den Erhaltungs- und
Ratengleichungen geht.
1.5 Aufgabenstellung
Es wurden bisher relativ wenige molekulardynamische Untersuchungen zur
Partikelbildung und Nukleation durchgefu¨hrt. Die meisten solcher Untersu-
chungen bescha¨ftigen sich mit der Bildung flu¨ssiger Partikel von einfachen
Fluiden wie Edelgasen [76, 77, 78, 79]. Die theoretischen Untersuchungen auf
dem Gebiet der Metallpartikel behandeln in den meisten Fa¨llen die Berech-
nung der Eigenschaften und Struktur von vorgegebenen idealen Clustern.
Neben theoretischen Untersuchungen Anfang der 1980er Jahre [54] gibt es
einige neuere Untersuchungen der Struktur von Metallclustern, die auf quan-
tenmechanischen Methoden [80, 81] oder effective-medium Theorien basieren
[82, 83], bei denen die Elektronen der Clusteratome nicht einzeln sondern in
Form eines Kontinuums beru¨cksichtigt werden.
In dieser Arbeit wird erstmals die Partikelbildung und das anschließende
Wachstum von Eisenclustern aus der Gasphase untersucht. Dazu wird die
Methode der molekulardynamischen Simulationen verwendet, da sie insbe-
sondere dazu geeignet ist, diesen Prozess zeitlich hochaufgelo¨st auf atomarer
Ebene zu verfolgen. Die simulierbare Zeitspanne von einigen zehn bis hundert
Nanosekunden erlaubt es, den Prozess der Partikel- und Strukturbildung in
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seinen Anfa¨ngen zu verfolgen. Dabei kommt ein Potentialmodell zum Einsatz,
dass die in Metallen wichtigen Mehrko¨rperwechselwirkungen beru¨cksichtigt.
Um die Situation der Gasphasensynthese so realistisch wie mo¨glich zu
modellieren, kommt ein Inertgasthermostat aus Argonatomen zum Einsatz,
da Argon oft in Experimenten als Schutz- und Wa¨rmetra¨gergas vorhanden
ist.
Weiterhin werden ausgewa¨hlte in den Simulationen auftretende Koales-
zenzprozesse im Detail untersucht, da bisher lediglich Untersuchungen von
Kollisionen idealer Cluster unter vorgegebenen Bedingungen bekannt sind
[84, 85, 86]. Dabei wird erstmals der Oberfla¨chenbruch der Cluster als Ord-
nungsparameter zur Beschreibung ihrer Morphologie verwendet, da er Vortei-
le gegenu¨ber den bisher in der Literatur verwendeten Ordnungsparametern
aufweist. Mit seiner Hilfe ist die Gro¨ße der Partikeloberfla¨che direkt zuga¨ng-
lich.
In Kapitel 2 wird ein U¨berblick u¨ber die verwendeten Methoden gegeben.
Die Ergebnisse der durchgefu¨hrten Simulationen sind in Kapitel 3 zusam-




Die Methode der molekulardynamischen Simulation (MD) ermo¨glicht es, die
zeitliche Entwicklung eines klassischen Vielteilchensystems auf atomarer bzw.
molekularer Ebene zu verfolgen. Ein solches System besteht aus einer end-
lichen Zahl N von Teilchen gleicher oder unterschiedlicher Art, die u¨ber ein
Potential miteinander wechselwirken und deren Bewegungen der klassischen
Mechanik gehorchen.
Eine molekulardynamische Simulation ist einem realen Experiment sehr
a¨hnlich. In beiden Fa¨llen wird zu Beginn ein System in einem definierten
Zustand pra¨pariert und wa¨hrend eines geeigneten Zeitintervalls werden cha-
rakteristische Gro¨ßen des Systems gemessen. Sind diese Gro¨ßen mit einem
statistischen Fehler behaftet, so fu¨hrt eine la¨ngere Messung in einem Gleich-
gewichtszustand dazu, dass die gemessenen Gro¨ßen kleinere Fehler aufweisen.
In einer Molekulardynamik Simulation legt man zuerst die sogenannte Start-
konfiguration fest, d.h. den N Teilchen werden Positionen und Geschwin-
digkeiten in einem Simulationsvolumen V zugewiesen (was so allerdings in
einem Experiment nicht mo¨glich ist). Die zeitliche Entwicklung wird u¨ber die
Lo¨sung der Newtonschen Bewegungsgleichungen verfolgt, wobei jedes Teil-
chen im Kraftfeld aller anderen Teilchen sowie eventuell vorhandener externer
Potentiale betrachtet wird. Die Dynamik wird so lange verfolgt, bis das Sy-
stem einen Gleichgewichtszustand erreicht hat. Dann ko¨nnen Mittelwerte der
Gro¨ßen von Interesse gebildet werden. Die Quellen mo¨glicher Fehler sind in
einem solchen Computerexperiment a¨hnlich denen in einem realen Experi-
ment, z.B. dass das System schlecht pra¨pariert war, die Messung zu kurz war
oder dass man etwas anderes misst, als man meint zu messen. Das kann der
Fall sein, wenn man beispielsweise Einflu¨sse mo¨glicher Sto¨rungen auf eine
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Gro¨ße nicht bedenkt und entsprechend beru¨cksichtigt [61].
2.1.1 Bewegungsgleichungen
Zur Lo¨sung der Bewegungsgleichung eines klassischen N -Teilchensystems be-













L(~q; ~˙q) ist die Lagrange-Funktion, die von den generalisierten Koordinaten
~q = (~q1; ~q2; : : : ; ~qN) sowie deren einfachen Zeitableitungen ~˙q = (~˙q1; ~˙q2; : : : ; ~˙qN )
abha¨ngt. Sie ist die Differenz aus kinetischer Energie K und potentieller Ener-
gie U des Systems:
L = K − U : (2.2)
Betrachtet man ein atomares System mit kartesischen Koordinaten ~ri und








Die potentielle Energie eines Systems schreibt man u¨blicherweise als Summe

















u3(~ri; ~rj; ~rk) + : : : (2.4)
Setzt man K und U in die Lagrangesche Bewegungsgleichung ein so erha¨lt
man die Newtonschen Bewegungsgleichungen
mi~¨ri = ~fi (2.5)
mit der konstanten Masse mi und der Kraft ~fi auf Atom i mit
~fi = ∇~riL = −∇~riU : (2.6)
Dies la¨sst sich nicht nur auf Atome sondern auch auf die Schwerpunkte von
Moleku¨len anwenden.
Aus der Lagrange-Gleichung lassen sich die zu den generalisierten Koor-










q˙kpk − L(~q; ~˙q): (2.8)
Setzt man die Definition von pk und L in Gleichung 2.8 ein, so erha¨lt man













und p˙k = −@H
@qk
(2.10)




und ~˙pi = −∇~riU = ~fi: (2.11)
Man hat die Wahl entweder 3N Differentialgleichungen zweiter Ordnung
(Gleichung 2.5) zu lo¨sen oder 6N Differentialgleichungen erster Ordnung
(Gleichungen 2.11). Sind K und U nicht explizit zeitabha¨ngig und ist U un-
abha¨ngig von den Teilchengeschwindigkeiten, so ist die Gesamtenergie H des
Systems eine Erhaltungsgro¨ße.
Eine Eigenschaft der Bewegungsgleichungen ist, dass sie invariant unter
Zeitumkehr sind. Wu¨rde man Geschwindigkeiten oder Impulse mit jeweils
umgekehrtem Vorzeichen versehen, wu¨rden sich die Teilchen entlang ihrer
Trajektorien zuru¨ckbewegen.
2.1.2 Algorithmen
Eine Standardmethode zur Lo¨sung gewo¨hnlicher Differentialgleichungen ist
die Methode finiter Differenzen. Sind Teilchenorte und -geschwindigkeiten zu
einem bestimmten Zeitpunkt t bekannt, kann man Orte und Geschwindig-
keiten fu¨r einen folgenden Zeitpunkt t + ∆t berechnen. Die Bewegungsglei-
chungen werden so Schritt fu¨r Schritt gelo¨st. Das Zeitintervall ∆t bezeichnet
man auch als Zeitschritt. Seine La¨nge ha¨ngt von der konkreten Lo¨sungsme-
thode ab, aber auch von den Eigenschaften des Wechselwirkungspotentials,
insbesondere davon, ob dies eine stetige Funktion der Teilchenkoordinaten
ist. Diese Stetigkeit ist notwendig, mo¨chte man die Teilchentrajektorien ~ri(t)
in einer Taylorreihe entwickeln. U¨blicherweise wird ∆t so gewa¨hlt, dass diese
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Zeitspanne wesentlich kleiner ist, als ein Atom oder Moleku¨l unter den ge-
gebenen Bedingungen beno¨tigt, um eine Strecke zuru¨ckzulegen, die seinem
Durchmesser entspricht [87].
Ein Algorithmus zur Lo¨sung der Bewegungsgleichungen sollte folgende
Eigenschaften haben [87]:
1. Er sollte schnell sein und wenig Speicherplatz beno¨tigen.
2. Er sollte es ermo¨glichen, einen langen Zeitschritt ∆t zu benutzen.
3. Die Trajektorien der Teilchen in der Simulation sollten den klassischen
Trajektorien entsprechen.
4. Erhaltungsgro¨ßen wie Energie und Impuls mu¨ssen beru¨cksichtigt wer-
den sowie die Zeitumkehrbarkeit der Trajektorien gewa¨hrleistet sein.
5. Der Algorithmus sollte eine einfache mathematische Form haben und
einfach zu implementieren sein um z.B. Speicher- und Rechenaufwand
zu minimieren.
Im Fall von MD-Simulationen ist nicht jeder dieser Punkte von gleich großer
Bedeutung. Zwar ist ein schneller Algorithmus bei gleicher Genauigkeit im-
mer einem langsameren Algorithmus vorzuziehen, jedoch ist die Kraftberech-
nung der zeitlich aufwa¨ndigste Teil einer MD-Simulation. Mit einem langen
Zeitschritt ist es mo¨glich mit der gleichen Zahl Zeitschritte eine la¨ngere Zeit-
spanne abzudecken, in der man das System untersucht, als mit einem ku¨rze-
ren. Dabei ist darauf zu achten, dass nicht auf Kosten der Erhaltungsgro¨ßen
ein zu großer Zeitschritt gewa¨hlt wird. Der letzte Punkt auf der Liste ist eher
praktischer Natur, denn einfache Algorithmen sind bei der Programmierung
weniger fehleranfa¨llig und beno¨tigen weniger Speicherplatz, um die no¨tigen
Gro¨ßen wie Positionen, Geschwindigkeiten, Kra¨fte usw. zu speichern.
Im Laufe der Zeit sind einige verschiedene Algorithmen zur Lo¨sung der
Bewegungsgleichungen entwickelt worden. Eine sehr verbreitete Version mit
guten Eigenschaften ist der Verlet-Algorithmus [88]. Er bietet eine direkte
Lo¨sung der Bewegungsgleichung in der Form von Gleichung 2.5. Ausgehend
von einer Taylorentwicklung der Teilchenorte zu den Zeitpunkten t±∆t








r (t) + : : : (2.12)






r (t) + : : : (2.13)
erha¨lt man durch Addition der beiden Gleichungen die Teilchenorte zum
Zeitpunkt t + ∆t
~r(t + ∆t) = 2~r(t)− ~r(t−∆t) + ∆t2~a(t) +O(∆t4): (2.14)
17
Zur Berechung der neuen Teilchenorte mu¨ssen also die aktuellen Teilchenorte
~r(t) und Beschleunigungen ~a(t) , also die Kra¨fte auf die Teilchen, bekannt sein
sowie die alten Teilchenorte ~r(t − ∆t) aus dem vorhergehenden Zeitschritt.
Die neuen Teilchenorte sind korrekt bis auf einen Fehler der Ordnung ∆t4, da
die Terme proportional zu ∆t3 herausfallen. Die Teilchengeschwindigkeiten
werden zur Berechnung der neuen Orte nicht beno¨tigt. Man kann sie jedoch
mit
~v(t) =
~r(t + ∆t)− ~r(t−∆t)
2∆t
(2.15)
mit einem Fehler der Ordnung ∆t2 berechnen, sobald die neuen Teilchenorte
bekannt sind. Die Berechnung der Teilchengeschwindigkeit ist zwar eigentlich
nicht notwendig, wird aber meist durchgefu¨hrt, um u¨ber sie die kinetische
Energie zu berechnen (siehe Kapitel 2.1.4).
Auf Grund der Konstruktion des Algorithmus mit der Taylorreihenent-
wicklung um den Zeitpunkt t ist der Verlet-Algorithmus zeitumkehrbar. Der
Gesamtimpuls eines Systems bleibt erhalten, wenn die auftretenden Kra¨fte
konservativ sind und auch die Energieerhaltung des Algorithmus ist gewa¨hr-
leistet.
Nicht nur wegen der endlichen Genauigkeit, mit der Orte, Geschwindig-
keiten und Kra¨fte gespeichert werden, sondern auch wegen des fru¨hen Abbre-
chens der Taylorreihenentwicklung hinter dem kubischen Glied ergeben sich
Abweichungen von der klassischen Trajektorie des Systems im 6N -dimen-
sionalen Phasenraum der Teilchenorte und -impulse (~r1; : : : ; ~rN ; ~p1; : : : ; ~pN).
Somit weisen alle so gearteten Algorithmen eine mehr oder weniger starke
Drift der Energie sowohl auf kurzen als auch langen Zeitskalen auf. Einen
wesentlichen Einfluss hat hier auch die Wahl der La¨nge des Zeitschrittes.
Die Berechnung der Teilchengeschwindigkeit im Rahmen des Verlet-Algo-
ritmus ist recht einfach und im Vergleich zu den Teilchenorten mit einem recht
großen Fehler der Ordnung ∆t2 verbunden. Beno¨tigt man pra¨zisere Werte der
Geschwindigkeiten, z.B. zur Berechnung von Geschwindigkeitskorrelationen,
so kann man die sogenannte velocity-Version des Verlet-Algorithmus anwen-
den. Dieser hat die Form [89]




~v(t + ∆t) = ~v(t) +
1
2
∆t [~a(t) + ~a(t + ∆t)] (2.17)
und la¨uft in zwei Schritten ab. Als erstes werden die neuen Orte zum Zeit-
punkt t + ∆t berechnet und anschließend die Geschwindigkeiten zum Zeit-













Danach werden die Beschleunigungen fu¨r den Zeitpunkt t + ∆t berechnet,
womit sich auch die neuen Geschwindigkeiten ergeben










∆t~a(t + ∆t): (2.19)
Dass dieses Verfahren a¨quivalent zur urspru¨nglichen Version des Verlet-Algo-
rithmus ist, kann man leicht u¨berpru¨fen. Dazu betrachtet man die Orte in
Gleichung 2.16 zu einem weiteren Zeitpunkt t + 2∆t
~r(t + 2∆t) = ~r(t + ∆t) + ∆t~v(t + ∆t) +
1
2
∆t2~a(t + ∆t): (2.20)
Gleichung 2.16 stellt man um zu
~r(t) = ~r(t + ∆t)−∆t~v(t)− 1
2
∆t2~a(t) (2.21)
und erha¨lt durch Addition mit Gleichung 2.20
~r(t + 2∆t) + ~r(t) =
2~r(t + ∆t)+∆t [~v(t + ∆t)− ~v(t)] + 1
2
∆t2 [~a(t + ∆t)− ~a(t)] : (2.22)
Setzt man dort Gleichung 2.17 ein, fallen die Geschwindigkeiten wieder her-
aus und man erha¨lt die urspru¨ngliche Form des Verlet-Algorithmus
~r(t + 2∆t) = 2~r(t + ∆t)− ~r(t) + ∆t2~a(t + ∆t): (2.23)
Die Teilchengeschwindigkeiten sind mit der velocity-Verlet-Methode mit
gro¨ßerer Genauigkeit zum gleichen Zeitpunkt wie die Teilchenorte und -
beschleunigungen verfu¨gbar. Somit ist die potentielle und kinetische Energie
und damit die Gesamtenergie des Systems zu jedem Zeitpunkt t bekannt. Die
gro¨ßere Genauigkeit der Geschwindigkeiten ist insbesondere dann notwendig,
wenn Simulationen bei konstanter Systemtemperatur T durchgefu¨hrt werden
sollen, wobei die Systemtemperatur u¨ber die Teilchengeschwindigkeiten er-
mittelt wird (siehe Kapitel 2.1.4).
Neben dem Verlet-Algorithmus in seinen beiden Varianten gibt es noch
eine Reihe a¨hnlicher Verfahren, die sich nur in wenigen Punkten voneinan-
der unterscheiden wie z.B. den Leap-Frog-Algorithmus, Beeman-Algorithmus
und Prediktor-Korrektor-Verfahren verschiedener Ordnungen [87].
Auf Grund seiner Einfachheit, des geringen Speicherplatzbedarfs, der
Zeitumkehrbarkeit sowie des guten Verhaltens was die Konstanz der Gesam-
tenergie betrifft, wird der velocity-Verlet-Algorithmus in vielen Simulationen
gegenu¨ber anderen Verfahren bevorzugt. Auch in dieser Arbeit wurde er in
allen durchgefu¨hrten Simulationen benutzt.
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2.1.3 MD in der Praxis
2.1.3.1 Ein einfaches Programm













Die erste Zeile kennzeichnet den Start des Programmtextes. Zuerst wird
die Unterroutine init aufgerufen. Sie sorgt dafu¨r, dass notwendige Pro-
grammparameter und Werte eingelesen werden und das zu simulierende Sy-
stem bezu¨glich dieser Gro¨ßen wie z.B. Teilchenzahl, Dichte, Temperatur,
Startpositionen und -geschwindigkeiten usw. initialisiert wird. Danach wird
der interne Zeitza¨hler t auf Null gesetzt. Die Schleife, auch MD-Loop ge-
nannt, die nun zwischen der na¨chsten Zeile und der Zeile mit enddo durchlau-
fen wird, bildet das Herzstu¨ck eines MD-Programms. Die Unterroutine force
berechnet die Kra¨fte auf die Teilchen und speichert diese im Variablenfeld f.
Die potentielle Energie kann ebenfalls berechnet und in der Variablen pot ab-
gelegt werden. Diese beiden Gro¨ßen werden an das na¨chste Unterprogramm
(integrate) weitergegeben. Dies ist der sogenannte Integrator, der beispiels-
weise als velocity-Verlet-Algorithmus implementiert ist und neue Teilchenorte
und -geschwindigkeiten berechnet. Anschließend wird der interne Zeitza¨hler
um die La¨nge eines Zeitschrittes delta erho¨ht. Bevor die Schleife nun wieder
von vorne durchlaufen wird bietet es sich an, verschiedene Gro¨ßen wie z.B.
die kinetische Temperatur aus den aktuellen Teilchengeschwindigkeiten zu
berechnen, Werte zur Bestimmung von Mittelwerten zu akkumulieren, oder
bestimmte Daten zur spa¨teren Auswertung auf Festplatte auszugeben. Ist
die MD-Schleife schließlich so oft durchlaufen worden, dass der Zeitza¨hler t
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den vorgegebenen Wert tmax erreicht hat, verla¨sst man die Schleife, bildet
Mittelwerte und beendet das Programm.
U¨blicherweise fehlen die Resourcen um Simulationen von Systemen mit
makroskopischer Teilchenzahl bei atomarer Auflo¨sung durchzufu¨hren. Meist
beschra¨nkt die zur Verfu¨gung stehende Computerkapazita¨t in Form des vor-
handenen Hauptspeichers die Teilchenzahl auf einen Wert zwischen 100 und
mehreren 10000. Der zeitliche Aufwand ist hauptsa¨chlich auf die Kraftbe-
rechnung zwischen den Teilchen zuru¨ckzufu¨hren. Da jedes Teilchen eines N -
Teilchensystems mit den anderen N − 1 Teilchen wechselwirkt ist der Auf-
wand der Kraftberechnung proportional zu N 2. Durch geschickte Techniken
la¨sst sich der Aufwand auf die Ordnung N reduzieren,
2.1.3.2 Periodische Randbedingungen,
minimum-image-convention und cutoff-Radius
Die N Teilchen eines zu untersuchenden Systems befinden sich u¨blicher-
weise in einer kubischen Box der Kantenla¨nge L, wodurch auch die Teil-
chendichte des Systems gegeben ist. Andere Geometrien als kubische Boxen
sind natu¨rlich auch mo¨glich [87]. Bei den genannten u¨blichen Teilchenzah-
len wa¨ren jedoch ein Großteil Oberfla¨chenteilchen, die andere Kra¨fte spu¨ren
als Teilchen im Innern eines Teilchenclusters. So befinden sich z.B. von 1000
Teilchen eines Wu¨rfels mit einer Kantenla¨nge von 10 Teilchen 488 Teilchen
an dessen Oberfla¨che [87]. Dies hat einen entscheidenden Einfluss auf die
Eigenschaften des Wu¨rfels. Zusa¨tzlich wu¨rden die Wa¨nde des Systems, aus-
ser bei sehr geringen Teilchendichten, ebenfalls eine Rolle spielen. Betrachtet
man lediglich die Eigenschaften vorgegebener einzelner Cluster wie z.B. die
Struktur oder die Schmelzkurve und hat man sie an einem Punkt im Raum
fixiert, spielt es keine Rolle ob Wa¨nde im System vorhanden sind oder nicht.
Eine Standardmethode, um die Einflu¨sse von Oberfla¨chen und Wa¨nden zu
vermeiden sind sogenannte periodische Randbedingungen (Abbildung 2.1).
Das kubische Simulationsvolumen wird dabei in alle Raumrichtungen mit
identischen Kopien seiner selbst umgeben. Somit hat das System keine Wa¨nde
mehr und die zentrale Originalbox definiert das Koordinatensystem dieser
unendlichen periodischen Anordnung des urspru¨nglichen Systems und seiner
Kopien.
Die Abbilder der Originalteilchen haben in ihrer Kopie der Originalbox
die gleichen Orte und Geschwindigkeiten. Auf sie wirken die gleichen Kra¨fte
wie auf die Originalteilchen. Das bedeutet auch, dass ein externes Potential
die gleiche ra¨umliche Periodizita¨t aufweisen muss wie die Anordnung der
Boxen.
Da es nicht mo¨glich ist, eine unendliche Anzahl von Teilchen mit ihren
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Abbildung 2.1: Periodische Randbedingungen in zwei Dimensionen. Die Boxen
A bis H sind identische Kopien der grau unterlegten Originalbox im Zentrum der
Abbildung.
Eigenschaften zu speichern, werden nur die Teilchen in der zentralen origina-
len Box beru¨cksichtigt. Verla¨sst ein Teilchen durch U¨berqueren einer Grenze
die Box, so tritt an anderer Stelle seine Kopie in die Box. Teilchenzahl N
und Gesamtimpuls bleiben so erhalten.
Es ist auch mo¨glich periodische Randbedingungen nur in zwei Raumrich-
tungen (oder auch nur einer) zu benutzen, wenn man z.B. die Ablagerung von
Teilchen aus der Gasphase auf einer Oberfla¨che untersuchen mo¨chte. Dazu
wird die Box auf einer Seite der nicht periodisch fortgesetzten Raumrichtung
mit der Oberfla¨che versehen, die beispielsweise aus mehreren Monolagen Teil-
chen besteht. Die gegenu¨berliegende Seite der Box ist dann eine Wand, an
der die Teilchen einfach reflektiert werden oder mit einem Wandpotential
wechselwirken. Sie sollte weit genug entfernt sein, damit die dort stattfinden-
den Prozesse keinen Einfluss auf das Geschehen in unmittelbarer Na¨he der
zu untersuchenden Oberfla¨che haben.
Wenn es an die Berechnung der Kra¨fte geht, so wechselwirkt jedes Teil-
chen mit den restlichen N − 1 Teilchen in der Simulationsbox und eigentlich
auch mit all seinen Abbildern und den Abbildern der anderen Teilchen. Fu¨r
kurzreichweitige Wechselwirkungspotentiale, das sind solche, die mit dem
Abstand schneller abfallen als r−d, wobei d die Dimensionalita¨t des Systems
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Abbildung 2.2: Teilchen 1 wechselwirkt nur mit den na¨chstliegenden Originalen
und Abbildern, den sog. minimum images, die innerhalb des gestrichelten Kastens
mit Teilchen 1 im Mittelpunkt liegen. Der gestrichelte Kreis um Teilchen 1 herum
zeigt die Lage des cutoff-Radius rc.
ist, macht man folgende Na¨herung: Wie in Abbildung 2.2 fu¨r Teilchen Nr. 1
in zwei Dimensionen gezeigt, stellt man es sich im Zentrum einer Box vor,
die die gleichen Abmessungen hat wie die eigentliche Simulationsbox. Als
Wechselwirkungspartner von Teilchen 1 kommen nur die Originale aus der
Simulationsbox in Frage, so wie die na¨chstliegenden Abbilder der anderen
Teilchen in der Teilchen Nr. 1 umgebenden Box. Da also nur die Wechselwir-
kung mit den na¨chsten Originalen und Abbildern berechnet wird, bezeichnet
man diese Methode auch als minimum-image-convention [87].
Teilchen 1 hat somit die Teilchen 2, 3D, 4E und 5C als mo¨gliche Wechsel-
wirkungspartner. Die Zahl der Kraftberechnungen ist dadurch von unendlich
vielen auf N(N − 1) reduziert worden und sie reduziert sich noch einmal auf
die Ha¨lfte dieses Wertes, wenn man im Fall paarweise additiver Kra¨fte das
3. Newtonsche Axiom beru¨cksichtigt.
Fu¨r kurzreichweitige Potentiale, wie sie zur Einfu¨hrung der periodischen
Randbedingungen schon angenommen wurden, ist eine weitere Reduzierung
mo¨glich, wenn man beachtet, dass sich die meisten Wechselwirkungspartner
eines Teilchens in seiner unmittelbaren Umgebung befinden. Weiter entfern-
te Teilchen tragen kaum oder vernachla¨ssigbar zur Kraft auf ein Teilchen
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Abbildung 2.3: Abgeschnittene und nicht verschobene Potential- und Kraftkurve
(links) und die verschobenen Kurven (rechts).
bei. Somit betrachtet man nur die Teilchen als Wechselwirkungspartner, die
innerhalb einer Kugel mit dem sogenannten cutoff-Radius rc um das ent-
sprechende Teilchen zu finden sind, auf das Kra¨fte berechnet werden sollen
(siehe auch Abbildung 2.2). Jenseits dieses Abstands werden Potential und
zugeho¨rige Kraft abgeschnitten und auf null gesetzt. Der Wert von rc wird
u¨blicherweise so gewa¨hlt, dass der Wert der potentiellen Energie an diesem
Abstand kleiner oder gleich einem Prozent des absoluten Potentialminimums
ist. Potentielle Energie und Kraft werden dann jeweils an dieser Stelle korri-
giert, dass sie dort zu Null werden (siehe Abbildung 2.3). Wird nur die po-
tentielle Energie verschoben spricht man von einem shifted-Potential. Wird
auch die Kraft am cutoff-Radius so modifiziert, dass der gesamte Kurven-
verlauf um den Wert am cutoff-Radius verschoben wird, nennt man dies ein
shifted-force-Potential.
Im Fall langreichweitiger Wechselwirkungen, die nicht schneller als mit
r−d abfallen, wie z.B. elektrostatische Kra¨fte oder Dipol-Dipol-Wechselwirk-
ungen, gibt es Methoden wie die Ewald-Summe oder die Reaktionsfeldmetho-
de [87], die es trotzdem erlauben, periodische Randbedingungen einzusetzen.
2.1.3.3 Nachbarschaftslisten
Zwar konnte durch das Abschneiden des Potentials die Anzahl der Kraftbe-
rechnungen verringert werden, jedoch muss immer noch in jedem Zeitschritt
jedes mo¨gliche Paar von Teilchen u¨berpru¨ft werden, ob sie als Wechselwir-
kungspartner in Frage kommen.
Von Verlet stammt die Methode der sogenannten Nachbarschaftsliste [88].
Um die Cutoff-Kugel eines Teilchens herum denkt man sich eine weitere
Kugel mit dem Radius rl, der gro¨ßer ist als der Cutoff-Radius rc des Potentials
(siehe Abbildung 2.4). Zu Beginn der Simulation werden fu¨r jedes Atom i in
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Abbildung 2.4: Die Teilchen innerhalb des Radius rl befinden sich in der Nach-
barschaftsliste und nur sie werden im Rahmen der Kraftberechnung noch einmal
daraufhin u¨berpru¨ft, ob sie auch innerhalb des Cutoff-Radius rc liegen. Teilchen
7 bewegt sich vielleicht bis zur na¨chsten Aktualisierung der Liste in den a¨usseren
Kreis, braucht aber trotzdem noch nicht in der Kraftberechnung auf Teilchen 1
beru¨cksichtigt zu werden [87, 88].
einer ersten Liste die Indizes der Atome eingetragen, die sich innerhalb einer
Kugel mit dem Radius rl um i herum befinden. In einer zweiten Liste, die
genau so viele Eintra¨ge hat wie es Teilchen gibt, steht fu¨r jedes der Teilchen
der Feldindex der ersten Liste, ab dem die Indices seiner Nachbaratome zu
finden sind.
Sinn dieser beiden Listen ist, sie so selten wie no¨tig anzulegen, um nicht
in jedem Zeitschritt alle mo¨glichen Paarabsta¨nde berechnen zu mu¨ssen. Ent-
sprechend muss rl gro¨ßer als rc gewa¨hlt werden, damit ein Teilchen, das bei
Erstellen der Listen einen Abstand gro¨ßer als rl hat, nicht nach dem na¨chsten
Schritt na¨her als rc ist. Ein zu großer Wert ist allerdings auch nachteilig, weil
dann in der Kraftroutine wieder zu viele Nachbarn u¨berpru¨ft werden mu¨ssen.
Auch wenn ein Aktualisierungsintervall von 10 – 20 Zeitschritten zuna¨chst
wenig klingt, bringt dies jedoch schon einen entscheidenden Geschwindig-
keitszuwachs. Man kann es aber auch dem Simulationsprogramm u¨berlassen
zu erkennen, wann die na¨chste Nachbarschaftslistenaktualisierung notwendig
ist. Dazu wird bei jeder Aktualisierung fu¨r jedes Teilchen ein Vektor angelegt
und auf Null gesetzt. In jedem Zeitschritt wird nun die Strecke, die es zuru¨ck-
gelegt hat, aufaddiert und somit erha¨lt man die zuru¨ckgelegte Strecke seit der
letzten Aktualisierung. U¨berschreitet die Summe der beiden gro¨ßten zuru¨ck-
gelegten Entfernungen die Distanz rl − rc, werden die Nachbarschaftslisten
auf den neuesten Stand gebracht [90].
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2.1.4 Thermostaten
Da die Newtonschen Bewegungsgleichungen sowohl Energie als auch Impuls
erhalten, ist das natu¨rliche Ensemble der molekulardynamischen Simulatio-
nen das NVE-Ensemble (auch mikrokanonisches Ensemble genannt), in dem
Teilchenzahl N , Volumen V und Gesamtenergie E zeitlich konstant sind. Bei
konstanter Gesamtenergie E ist es jedoch nur schwer mo¨glich Partikelbildung
zu untersuchen. Na¨hern sich zwei Atome aneinander an, wird die freiwerden-
de potentielle Energie in kinetische Energie umgewandelt, die sich auf beide
Atome verteilt. Steht kein dritter Stoßpartner zur Verfu¨gung, der die freiwer-
dende Wa¨rme aufnimmt, kann sich kein stabiles Dimer bilden. Das gleiche
gilt fu¨r Cluster aus wenigen Atomen. Die freiwerdende Kondensationswa¨rme
bei der Anlagerung eines Monomers fu¨hrt zur Aufheizung des gesamten Clu-
sters und zur Verdampfung des selben, wenn es keinen Mechanismus gibt,
der den Cluster schnell genug abku¨hlt.
Um molekulardynamische Simulationen bei konstanter Systemtemperatur
durchzufu¨hren, sind im Laufe der Zeit eine Reihe von Methoden entwickelt
worden, die man als Thermostaten bezeichnet. Sie stellen eine Kopplung des
untersuchten Systems an ein Wa¨rembad dar und haben die Aufgabe, dem
System je nach dessen Temperatur Wa¨rme zu entziehen oder zuzufu¨hren
[61].





gegeben [61]. Die Anzal Freiheitsgrade f fu¨r ein System aus N Teilchen in
d Dimensionen ist f = dN , also 3N fu¨r drei Dimensionen, wenn keine ro-
tatorischen oder Schwingungsfreiheitsgrade beru¨cksichtigt werden mu¨ssen.













Mittelt man nicht u¨ber mehrere Konfigurationen und interessiert sich fu¨r die
















Damit la¨sst sich Ts in jedem Zeitschritt aus den aktuellen Teilchengeschwin-
digkeiten ~vi berechnen.
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Ein System mit konstantem Volumen V , konstanter Teilchenzahl N in
Kontakt mit einem Wa¨rmebad der Temperatur T ist ein kanonisches Ensem-








Je weniger Teilchen im System vorhanden sind, um so sta¨rker sind die Tem-
peraturfluktuationen.
2.1.4.1 velocity scaling
Eine sehr einfache Mo¨glichkeit ein System auf eine vorgegebene Tempera-
tur T zu bringen ist, die Geschwindigkeiten der Teilchen mit einem Faktor
svs = (T=Ts)
1
2 zu skalieren [87]. Diese Methode ist daher auch als velocity-
scaling bekannt. Der Faktor ergibt sich aus dem Vergleich der kinetischen
Energie des Systems bei seiner tatsa¨chlichen Temperatur Ts und der bei der
gewu¨nschten Temperatur T . Da alle Teilchen des Systems gleich behandelt
werden, nennt man so einen Thermostaten auch homogen [91]. Das Um-
skalieren der Teilchengeschwindigkeiten wendet man normalerweise in jedem
Zeitschritt an [87].
Mit dieser Methode ha¨lt man zwar die mittlere kinetische Energie pro
Teilchen konstant, das untersuchte System entspricht aber nicht dem NV T -
Ensemble. Es repra¨sentiert ein isokinetisches Ensemble, in dem es keine Tem-
peraturfluktuationen gibt. Es kann daher problematisch sein, bei Einsatz die-
ser Methode Mittelwerte von Gleichgewichtsgro¨ßen zu bestimmen, die emp-
findlich bezu¨glich der Temperaturfluktuationen sind. Zur Equilibrierung eines
Systems ist dieses Verfahren jedoch geeignet [61].
2.1.4.2 Berendsen-Thermostat
Die Kopplung an das Wa¨rmebad ist im Fall des einfachen Umskalierens der
Geschwindigkeiten unendlich stark. Eine Mo¨glichkeit die Kopplungssta¨rke zu













∆t ist der MD-Zeitschritt, BT ist eine vorgegeben Zeitkonstante, die u¨bli-
cherweise ein Vielfaches von ∆t ist. Dadurch wir der Skalierungsfaktor bei-
spielsweise im Fall Ts > T kleiner als svs und damit wird nur ein Teil der
u¨berschu¨ssigen Wa¨rme innerhalb eines Zeitschrittes abgefu¨hrt. Entsprechend
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weniger Wa¨rme im Vergleich zum velocity-scaling wird im Fall Ts < T zu-
gefu¨hrt. Der Grenzfall fu¨r BT = ∆t ist das velocity scaling. Fu¨r BT → ∞
erha¨lt man ein adiabatisches System, bei dem keine Wa¨rme zwischen System
und Wa¨rmebad ausgetauscht wird.
Auch die Anwendung des Berendsen-Thermostats fu¨hrt zu einem isoki-
netischen Ensemble.
2.1.4.3 Nose´-Hoover-Thermostat
Eine weitere Methode der Verbindung eines Systems mit einem Wa¨rmebad ist
der Nose´-Thermostat [93, 94] in der Formulierung von Hoover [95, 96]. Nose´
fu¨hrte in die Lagrange-Gleichung eines klassischen N -Teilchensystems eine
zusa¨tzliche Koordinate s mit dem Ziel ein, auf diese Weise ein kanonisches
Ensemble zu realisieren. Dieser zusa¨tzliche Freiheitsgrad ist mit einer effek-
tiven ’Masse’ Q versehen. Q beschreibt die Tra¨gheit des Wa¨rmeaustausches
und damit die Kopplung an das Wa¨rmebad. Er wirkt sich wie ein Skalie-
rungsfaktor auf die Impulse, im Gegensatz zum velocity-scaling aber auch
auf den Zeitschritt ∆t aus. Fu¨r Simulationen sind fluktuierende Zeitschritte
jedoch nicht praktikabel und deswegen arbeitet man mit einer Formulierung
des Nose´-Thermostaten, in der die La¨nge des Zeitschritts ∆t konstant bleibt
und das System weiterhin ein kanonisches Ensemble repra¨sentiert. In der
Formulierung von Hoover geht s in einer Gro¨ße auf, die thermodynamischer
Reibungskoeffizient  genannt wird und gleich der Zeitableitung von ln s ist.







+ U + 2Q
2
+ 3NkBT ln s : (2.29)
Die zugeho¨rigen Bewegungsgleichungen sind [61]
~pi = mi~˙r; ~˙pi = −@U
@~ri















Gibt es im System nur eine Erhaltungsgro¨ße, entspricht es einem kanonischen
Ensemble.
2.1.4.4 Andersen-Thermostat
Alle drei bisher vorgestellten Thermostatisierungsmethoden za¨hlen zu den
sogenannten deterministischen Methoden, weil sie zu eindeutigen Phasen-
raumtrajektorien fu¨hren [91].
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Der Andersen-Thermostat ist dagegen stochastischer Natur [97]. Die Kopp-
lung des Systems an das Wa¨rmebad geschieht durch eine A¨nderung der Ge-
schwindigkeit zufa¨llig ausgewa¨hlter Teilchen. Zwischen diesen sogenannten
stochastischen Kollisionen verla¨uft eine Simulation bei konstanter Energie E.
Die Sta¨rke der Kopplung wird durch die Frequenz AT geregelt, mit der die
stochastischen Kollisionen stattfinden. Sind zwei aufeinanderfolgende Kolli-
sionen nicht miteinander korreliert, dann ist die Verteilung der Zeitintervalle
zwischen zweien solcher Sto¨ße eine Poissonverteilung
P (t; AT) = AT exp (−ATt) : (2.31)
P (t; AT)dt ist die Wahrscheinlichkeit, dass die na¨chste Kollision im Zeitin-
tervall [t; t + dt] stattfindet.
In einer Computersimulation mit Andersen-Thermostat werden gema¨ß
der Sta¨rke der Kopplung zufa¨llig Teilchen ausgewa¨hlt, die mit dem Wa¨rme-
bad wechselwirken. Die Wahrscheinlichkeit, dass ein Teilchen ausgewa¨hlt
wird, ist AT∆t, wobei ∆t der MD-Zeitschritt ist. Wird ein Teilchen aus-
gewa¨hlt, bekommt es eine Geschwindigkeit aus einer Maxwell-Boltzmann-
Verteilung zugewiesen. Alle anderen Teilchen bleiben davon unbeeinflusst.
Damit ist dieser Thermostat nicht homogen, gibt jedoch ein kanonisches
Ensemble wieder [61]. Vorsicht ist jedoch bei der Bestimmung dynamischer
Gro¨ßen wie z.B. dem Diffusionskoeffizienten geboten. Durch die stochasti-
schen Kollisionen wird die Dynamik des Systems in einer unnatu¨rlichen Wei-
se beeinflusst. Lediglich fu¨r relativ kleine Frequenzen AT bleibt der Einfluss
auf die dynamische Entwicklung des Systems gering. Zu hohe Frequenzen
dagegen fu¨hren zu einem exponentiellen Abfall von Korrelationsfunktionen
[87].
Die vorgestellten deterministischen Thermostaten basieren alle auf der
Annahme starker Wechselwirkung der Teilchen untereinander [91], wodurch
sich beispielsweise Temperaturfluktuationen schnell ausbreiten ko¨nnen. Diese
Situation ist jedoch in verdu¨nnten Systemen, inbesondere Gasen, nicht mehr
gegeben und fu¨hrt zu unerwu¨nschten Begleiterscheinungen. Eine davon ist
das unphysikalische Abku¨hlen besonders von Monomeren bei der Partikel-
bildung. Bei jeder Ausbildung einer neuen Bindung zwischen Atomen z.B.
bei der Dimerbildung oder der Anlagerung eines Teilchens an einen Cluster,
wird potentielle Energie in kinetische Energie umgewandelt. Je mehr solche
Prozesse in einem Zeitschritt stattfinden umso gro¨ßer ist die kinetische Ener-
gie zu diesem Zeitpunkt. Diese wird jedoch zur Skalierung der Geschwin-
digkeiten herangezogen. Skalierungsfaktor bzw. Reibungskoeffizient sind in
den drei vorgestellten deterministischen Thermostaten fu¨r alle Atome gleich.
Durch die Geschwindigkeitsskalierung werden insbesondere bei Substanzen
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mit stark attraktiven Potentialen, wie z.B. Eisen, speziell die Monomere stark
abgeku¨hlt. Sie ko¨nnen dadurch so langsam werden, dass sie sich fast nicht
mehr bewegen. Cluster, die in solch einer Simulation gebildet werden zeichnen
sich durch meist raue, flache, unfo¨rmige Strukturen mit niedriger Koordina-
tionszahl aus [91]. Gerade von Metallclustern ist aber beispielsweise bekannt,
dass sie kompakte Strukturen ausbilden, besonders wenn sie sehr klein sind
[98, 99]. Die bei der Teilchenanlagerung freiwerdende Wa¨rme wird zu schnell
abgefu¨hrt, als dass sie lange genug zur Verfu¨gung steht, um den Teilchen
die Diffusion an eine geeignete Position auf dem Cluster oder eine Umlage-
rung dessen zu ermo¨glichen [100]. Homogene Thermostaten sind daher fu¨r
das Studium der Partikelbildung aus der Gasphase ungeeignet [91].
Mit den stochastischen Kollisionen zufa¨llig ausgewa¨hlter Teilchen mit ei-
nem Wa¨rmebad liegt der Andersen-Thermostat von den bisher vorgestellten
Thermostaten der Realita¨t am na¨chsten und u¨ber die Kollisionsfrequenz AT
kann man die Rate der Kollisionen mit den Atomen eines Wa¨rmetra¨gergases
steuern.
2.1.4.5 Inertgas-Thermostat
Der sogenannte Inertgasthermostat [78] kommt nicht nur der experimentellen
Situation noch na¨her als der Andersen-Thermostat, sondern liefert auch was
z.B. Partikelmorphologieeigenschaften betrifft im Vergleich zum Experiment
die besten Ergebnisse [91]. In der Gasphasenpra¨paration von Metallclustern
ist in der Regel ein Inertgas vorhanden, meist im großen U¨berschuss [35]. Sei-
ne Hauptaufgabe ist die Funktion als Wa¨rmebad oder des Wa¨rmetransports.
Im Inertgasthermostaten nimmt man keinen direkten Einfluss auf die kineti-
sche Energie der Teilchen der Sorte, die von Interesse ist. Diese Teilchensorte
wird lediglich durch Sto¨ße mit den Atomen eines Inertgases thermostatisiert.
Dieses Inertgas sollte bei den herrschenden Zustandsbedingungen gasfo¨rmig
bleiben. Zur Thermostatisierung des Inertgases kann ein beliebiger Thermo-
stat eingesetzt werden also z.B. einfaches velocity scaling oder der Andersen-
Thermostat – die genaue Natur des Thermostaten spielt keine große Rolle.
Erhart et al. geben in ihrem Vergleich von Thermostaten [91] dem Andersen-
Thermostaten gegenu¨ber dem Nose´-Hoover-Thermostaten lediglich aus dem
Grund den Vorzug, weil dieser durch den Mechanismus der stochastischen
Kollisionen na¨her an der Situation der Partikelbildung in der Gasphase ist.
In dieser Arbeit wird ausschließlich der Inertgasthermostat mit Argon als
Inertgas verwendet. Vergleiche mit Simulationen der Partikelbildung, in de-
nen velocity scaling und Berendsen-Thermostat zum Einsatz kamen besta¨tig-
ten die Ergebnisse von Erhart et al. [91] was sowohl das starke Abku¨hlen der
Monomere als auch die irregula¨r geformten Clusterstrukturen betrifft.
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Westergren et al. haben die Eigenschaften des Inertgasthermostaten im
Detail untersucht [101]. Als Wechselwirkungspotential zwischen Metall- und
Edelgasatomen kam das Lennard-Jones-Potential (siehe Kapitel 2.1.5.1) zum
Einsatz. Der Energietransfer zwischen Edelgasatomen und einem Cluster
ha¨ngt von folgenden Parametern ab:
• vom Stoßparameter zwischen Edelgasatom und Cluster,
• der Cluster- und der Inertgastemperatur,
• der Sta¨rke der Wechselwirkung zwischen Edelgas- und Metallatomen,
• dem Potentialmodell fu¨r das Metall sowie
• der Masse des Edelgases.
So ist beispielsweise der Energietransfer fu¨r ein schweres Edelgas effizienter
als fu¨r ein leichtes. Der Energieaustausch zwischen einem Cluster und ei-
nem Edelgasatom ist maximal fu¨r zentrale Sto¨ße mit kleinem Stoßparameter
und nimmt mit zunehmendem Stoßparameter ab. Dabei scheint der Zuwachs
der kinetischen Energie des Edelgasatoms keine obere Schranke zu haben im
Gegensatz zur Abnahme derselben als Folge einer Kollision mit einem Clu-
ster. Fu¨r ein Potentialmodell mit weicher clusterinterner Wechselwirkung ist
der Energietransfer bei gleicher Cluster-Edelgas-Wechselwirkung fu¨r kleine
Stoßparameter ebenfalls besser als fu¨r ein hartes Potential [101].
In Abha¨ngigkeit von der Temperatur verla¨uft der Energietransfer von
und zu einem Cluster mit einer vorgegebenen Temperatur nichtlinear in ei-
nem Bereich um die Temperatur des Clusters herum. Fu¨r weiter steigende
Edelgastemperatur wird der Energietransfer bei festgehaltener Clustertem-
peratur linear.
Bei der Untersuchung des Einflusses der Lennard-Jones-Parameter  und
 (siehe Kapitel 2.1.5.1) bei festgehaltener Edelgasmasse zeigte sich, dass
großes  und kleines  effizient beim Ku¨hlen eines Clusters sind.
In den hier durchgefu¨hrten Simulationen wechselwirken sowohl die Argon-
atome des Inertgases untereinander als auch Argon- und Eisenatome mitein-
ander u¨ber das Lennard-Jones-Potential. Die Argonatome werden mit der
velocity-scaling Methode thermostatisiert, da fu¨r diese Substanz die Natur
des Thermostaten keine Rolle spielt.
2.1.5 Wechselwirkungspotentiale
Da die Kraft als Ortsableitung des Potentials in den Bewegungsgleichungen
die zentrale Rolle in der Molekulardynamik hat, ist die Wahl des richtigen
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Potentialmodells zur Beschreibung der Kra¨fte zwischen den Teilchen funda-
mental wichtig. Geht es um Systeme aus einigen wenigen Teilchen oder meh-
reren zehntausend? Welcher Art ist die Natur der auftretenden Kra¨fte? Sind
es Gravitation, elektrostatische oder Dispersionskra¨fte? Wird ein Festko¨rper
oder ein Gas untersucht? Welche Gro¨ßen sollen mit den Simulationen ermit-
telt werden? Welcher Art sind die Teilchen des Systems: Werden Atome oder
Moleku¨le oder gar Sterne betrachtet? Nach solchen Gesichtspunkten ist ein
geeignetes Potentialmodell auszuwa¨hlen.
Allgemein ist bei der Beschreibung der Wechselwirkung auf atomarer Ba-
sis die kinetische Energie von Atomenkernen und Elektronen zu beru¨cksich-
tigen, ebenso die Wechselwirkung der Kerne mit den Kernen, der Elektronen
mit den Elektronen und die der Elektronen mit den Kernen sowie der Einfluss
a¨usserer Felder.
Interessiert man sich beispielsweise fu¨r elektronische, magnetische oder
optische Eigenschaften, so kommt man an einer quantenmechanischen Be-
schreibung der Wechselwirkung, im Rahmen welcher Na¨herung auch im-
mer, nicht vorbei. Eine solch detaillierte Beschreibung geht auf Kosten der
Gro¨ße des Systems – selbst auf Supercomputern beno¨tigen diese ab inito-
Rechnungen an Systemen von wenigen Atomen je nach Art der Na¨herung
viele Stunden bis Wochen CPU-Zeit.
Wie bereits erwa¨hnt ist es fu¨r viele Fragestellungen jedoch nicht no¨tig
solch einen Aufwand zu betreiben. Im Rahmen der Born-Oppenheimer-Na¨he-
rung [50, 51] kann die Hamiltonfunktion eines Systems als Funktion der
Gro¨ßen der Atomkerne ausgedru¨ckt und die elektronischen Eigenschaften
der Atome effektiv in die Wechselwirkung mit eingebunden werden. Solche
Potentialmodelle nennt man daher auch effektive Potentiale.
Die bisher getroffenen Aussagen gelten sowohl fu¨r Atome wie Moleku¨le; im
folgenden geht es aber um die beno¨tigten Wechselwirkungspotentiale, die fu¨r
die Simulation der Eisennanopartikelentstehung aus der Gasphase in Frage
kommen und daher werden Moleku¨le und ihre Potentialmodelle hier nicht
weiter betrachtet.
Im Ansatz fu¨r die potentielle Energie in Formel 2.4 fa¨llt der erste Term
auf der rechten Seite (u1), der externe Potentiale beru¨cksichtigt, heraus, da
die Partikelbildung in Abwesenheit a¨usserer Felder untersucht wird.
Fu¨r die Beschreibung neutraler Atome in der Gasphase reicht u¨blicherwei-
se ein Paarpotential (u2) aus. Je dichter ein System oder ein Teil dessen wird,
beispielsweise ein Cluster oder ein Tropfen, umso gro¨ßer kann der Einfluss
von Mehrko¨rperwechselwirkungen werden (u3 und ho¨here Terme) [87].
Gesucht ist ein Potentialmodell (eventuell auch mehrere, die sich mit-
einander kombinieren lassen), das sowohl Argon und Eisen in der Gasphase
beschreibt und die Eigenschaften von Eisen in flu¨ssiger und fester Phase rich-
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=kB (K)  (nm)
Ar 120 0,3405 [90]
Fe 3000 0,43 [102]















ist ein effektives Paarpotential, fu¨r das fu¨r eine ganze Reihe von Elementen
Parameter  und  zur Verfu¨gung stehen und das nur vom Teilchenabstand
r abha¨ngt. Der zu r−6 proportionale attraktive Term des Potentials (van der
Waals-Wechselwirkung) beruht auf der gegenseitigen Induzierung eines Di-
pols bei der Anna¨herung zweier Atome oder Moleku¨le. Durch den repulsiven,
zu r−12 propotionalen Term wird die abstoßende Wechselwirkung auf Grund
des Pauli-Prinzips bei U¨berlapp der Ladungsverteilungen der Atome oder
Teile eines Moleku¨ls bei kleinen Absta¨nden beru¨cksichtigt [103].
Die Wahl des Potentialminimums  und des Parameters , der den Ort
des Nulldurchgangs des Potentials auf der r-Achse angibt, sind fu¨r Argon
und Eisen in Tabelle 2.1 angegeben. Die zugeho¨rigen Graphen der Potentiale
sind in Abbildung 2.5 zu sehen. Wechselwirken Argon und Eisen miteinan-








(Ar + Fe) : (2.34)
2.1.5.2 Das Morsepotential








De = D0 + Evib(0) = D0 +
hc
4
(2!e − !ee); (2.36)
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Gro¨ße Wert
re 2,02·10−10 m [104]
!e 2,996·104 m−1 [105]
!ee 1,4·102 m−1 [105]
D0 1,14 eV [106]
Tabelle 2.2: Parameter fu¨r das Fe-Morse-Potential.
das die Tiefe des Potentialminimums beschreibt. D0 ist die Dissoziationsener-
















Weiterhin ist h das Plancksche Wirkungsgquantum, c die Vakuumlichtge-
schwindigkeit, !e die Schwingungskonstante, !ee die Anharmonizita¨tskon-
stante und re die Gleichgewichtsbindungsla¨nge. Den Parameter  bestimmt
man aus





mit der reduzierten Masse . Neben den Naturkonstanten h und c sind alle
anderen Gro¨ßen experimentell zuga¨nglich und in Tabelle 2.2 aufgelistet. Die
zugeho¨rige Kurve findet sich zusammen mit den Kurven der Lennard-Jones-
Potentiale in Abbildung 2.5.
Beim Vergleich der beiden Lennard-Jones-Potentiale fu¨r Argon und Eisen
fa¨llt auf, dass das Potentialminimum von Eisen sehr viel tiefer liegt als das
von Argon, so dass der Potentialtopf von Argon kaum zu erkennen ist.
Zwischen Lennard-Jones- und Morse-Potential fu¨r Eisen ist ein deutlicher
Unterschied zu sehen. Das Potentialminimum ist beim Morsepotential viel
tiefer und liegt bei wesentlich kleinerem r. Zusa¨tzlich ist der Potentialtopf um
das Minimum herum wesentlich steiler als beim Lennard-Jones-Potential. Bis
auf die Dissoziationsenergie sind die Parameter des Morsepotentials alle an
in Edelgasmatrizen eingebetteten Eisendimeren bestimmt worden [104, 105].
Dies kann durchaus einen Einfluss auf die entsprechenen Parameter haben,
so dass die hier angegebenen Parameter nicht denen eines Eisendimers im
Vakuum entsprechen ko¨nnen.
2.1.5.3 Probleme mit Paarpotentialen
Zur Modellierung der Wechselwirkung flu¨ssiger und fester Strukturen sind
Paarpotentiale lediglich fu¨r Substanzen geeignet, deren Wechselwirkung u¨ber
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Abbildung 2.5: Paarpotentialkurven fu¨r Argon und Eisen: durchgezogene Linie:
Lennard-Jones-Potential fu¨r Argon; gepunktete Linie: Lennard-Jones-Potential fu¨r
Eisen; gestrichelte Linie: Morse-Potential fu¨r Eisen; punktiert-gestrichelte Linie:
effektives EAM-Paarpotential fu¨r Eisen (siehe Kapitel 2.1.5.5).
die van-der-Waals-Wechselwirkung beschrieben werden kann, wie z.B. die
Edelgase und Moleku¨le wie Methan. Im Gegensatz zu den Edelgasen sind
die a¨usseren Elektronenschalen der anderen Elemente nicht abgeschlossen.
Daher gehen sie Bindungen ein anstatt z.B. u¨ber schwache van-der-Waals-
Kra¨fte miteinander in Verbindung zu stehen.
Einige wichtige Eigenschaften von metallischen Festko¨rpern weichen von
denen von Lennard-Jones-Systemen ab z.B. die elastischen Konstanten. Die
elastischen Konstanten eines Festko¨rpers ergeben sich als zweite Ableitung
der freien Enthalpie nach den Scherspannungen an den Minima der freien
Enthalpie. Fu¨r einen kubischen Kristall ko¨nnen die Kriterien fu¨r seine me-
chanische Stabilita¨t durch die drei unabha¨nigen elastischen Konstanten C11,
C12 und C44 (Voigt-Notation) ausgedru¨ckt werden [108]
C11 > |C12| ; C11 + 2C12 > 0 und C44 > 0: (2.39)
Eine korrekte Wiedergabe der elastischen Konstanten durch ein Potential-
modell ist wichtig, um die elastischen Eigenschaften von Festko¨rpern richtig
zu reproduzieren.
In Lennard-Jones-Systemen ist das Verha¨ltnis von C12 zu C44, das auch
Cauchy-Relation genannt wird, genau 1. Dieses Verha¨ltnis weicht fu¨r Me-
talle bis zu 30% von diesem Wert ab [109]. Weiterhin gibt es beim Einsatz
von Paarpotentialen fu¨r Metalle Abweichungen im Verha¨ltnis der Leerstel-
lenbildungsenergie zur Bindungsenergie von den tatsa¨chlichen Verha¨ltnissen
35
[110]. Bei der Untersuchung von Oberfla¨chen beim Einsatz von Paarpoten-
tialen zeigt sich eine Expansion der oberen Atomlagen in Richtung der Ober-
fla¨chennormalen. Das steht im Gegensatz zu experimentellen Befunden, einer
Kontraktion [111].
Zwar konnte Johnson [112] zeigen, dass das Problem mit den elastischen
Konstanten beim Einsatz von Paarpotentialen durch Hinzufu¨gen vom Atom-
volumen abha¨ngiger Terme zur Paarwechselwirkung gelo¨st werden kann, je-
doch ist dies nur fu¨r ideale Kristallgitter verschiedener Symmetrie mo¨glich.
2.1.5.4 Effektive Mehrko¨rperpotentiale fu¨r Metalle
Seit Anfang der 1980er Jahre verfolgte man ein neues Konzept in der Be-
schreibung der interatomaren Wechselwirkung, na¨mlich anstatt nur des Paar-
abstandes auch die Koordination eines Atoms und die lokale Elektronendichte
zu beru¨cksichtigen. Das sollte unter anderem der Natur der in Metallen de-
lokalisierten Elektronen Rechnung tragen. Ziel war es, effektive Mehrko¨rper-
potentiale fu¨r Metalle zu entwickeln, um gro¨ßere Systeme zu untersuchen, als
dies mit der Dichtefunktionaltheorie und anderen ab inito Methoden mo¨glich
war.
Nørskov und Lang betrachteten dazu die Bindungsenergie ∆E eines in
ein inhomogenes Elektronengas der Dichte 0(~r) eingebetteten Atoms [113].
Dieses inhomogene System kann beispielsweise das System der delokalisierten
Elektronen in einem wie auch immer gearteten metallischen System sein. Die
grundlegende Idee ist, ∆E durch die Energie ∆Ehom[(~r)] eines Atoms in
einem homogenen Elektronengas anzuna¨hern, dessen Dichte gleich der Dichte
am Ort des Atoms im inhomogenen System ist. Der Einfluss der inhomogenen
Umgebung auf das Atom wird also durch ein effektives homogenes Medium
modelliert. Daher hat diese Methode ihren Namen: effective medium theory.
Das homogene Elektronengas mit gleichfo¨rmigem positiven Hintergrund, das
hier zum Einsatz kommt, wird jellium genannt. Im einfachsten Fall geht also
der Beitrag des inhomogenen Systems durch seine Elektronendichte 0(~r) ein,
und die des Atoms durch ∆Ehom [0(~r)].
Einen a¨hnlichen Ansatz verfolgten Stott und Zaremba [114]. Aus dem
Hohenberg-Kohn-Theorem [52], das besagt, dass die Grundzustandsenergie
eines Systems von Atomkernen und Elektronen ein Funktional der Elektro-
nendichte im Grundzustand ist, folgerten sie, dass die Energie einer Sto¨rstelle
ein Funktional der Elektronendichte des gleichen Systems im Grundzustand
ohne die Sto¨rstelle ist. Wie in der effective medium theory ist auch hier das
Funktional universell in dem Sinn, dass es nicht von dem System abha¨ngt, in
das die Sto¨rstelle eingebettet wird, und dass seine Form unbekannt ist. Der
Ansatz von Stott und Zaremba betrachtet Atomkerne und das zugeho¨rige
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Abbildung 2.6: Einbettungsfunktionen ∆Ehom(n0) fu¨r Ar, Al, Si und Cl. Deut-
lich ist zu sehen, dass die Kurve fu¨r Argon linear ist, wa¨hrend alle anderen ein Mi-
nimum bei niedrigen Elektronendichten n0 aufweisen [115]. Die Elektronendichte
ist hier in atomaren Einheiten (a.u.: atomic units) angegeben (a−3B , aB: Bohrscher
Radius.
Elektronensystem im Gegensatz zu Nørskov und Lang als einzige Einheit,
als sogenanntes Quasiatom. Die Annahme, dass die Einbettungsenergie eines
Quasiatoms im wesentlichen von der Elektronendichte am Ort der Sto¨rstelle
aber auch deren Art abha¨ngt, wird hier als uniform density approximation
E = FZ,~r[h(~r)] (2.40)
bezeichnet. Dabei ist h die Elektronendichte am Ort ~r ohne die Sto¨rstelle
der Kernladung Z und F ist das zugeho¨rige Elektronendichte-Funktional.
In beiden Arbeiten findet sich somit die Annahme, dass die Einbettungs-
energie nur von der lokalen Umgebung des Ortes abha¨ngt, an dem ein Atom
eingebettet werden soll.
Fu¨r die Elemente Wasserstoff bis Argon wurde von Puska et al. mit der
Dichtefunktionaltheorie die Einbettungsenergie als Funktion der Elektronen-
dichten berechnet [115]. Dabei wurde herausgefunden, dass es zwei Klassen
von Kurven gibt. Fu¨r die Edelgase gibt es eine rein lineare Abha¨ngigkeit der
Einbettungsenergie von der Elektronendichte. Alle anderen Elemente weisen
ein Minimum bei niedrigen Elektronendichten und ebenfalls lineares Wachs-
tum fu¨r große Elektronendichten auf, wie in Abbildung 2.6 zu sehen ist. Der
lineare Verlauf im Fall der Edelgase spiegelt ihr repulsives Verhalten bei der
Wechselwirkung mit jeder Art von Elektronensystem wieder.
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Besteht die Elektronendichte aus einer Superposition atomarer Dichten,
dann bedeutet ein linearer Kurvenverlauf der Einbettungsenergie, dass die
Wechselwirkung in diesem Kurvenabschnitt ebenfalls als Superposition paar-
weise additiver Beitra¨ge dargestellt werden kann. Es gibt also in diesem Be-
reich ein Paarpotential. Da die Edelgase u¨ber den gesamten Bereich ein li-
neares Verhalten zeigen, kann ihre Wechselwirkung grundsa¨tzlich mit einem
Paarpotential beschrieben werden. Fu¨r alle anderen Elemente mit nicht li-
nearem Kurvenverlauf ist dies nicht mo¨glich. Der Wert des Minimums ist
mit der Sta¨rke der Bindungsenergien korreliert, die das betreffende Element
typischerweise eingeht. Die Kru¨mmung im Bereich um das Minimum geht in
die elastischen Konstanten ein [116].
2.1.5.5 Die Embedded Atom Method





Fi [i(~ri)] : (2.41)
Fi ist die Einbettungsenergie (auch Einbettungsfunktion) und i die Elek-
tronendichte am Ort ~ri ohne das Atom i. Dies ist eine verallgemeinerte Ver-
sion des Quasiatomkonzepts von Stott und Zaremba, und betrachtet jedes
Atom als Sto¨rstelle im System aller anderen Atome. Die Beziehung zwischen
Einbettungsfunktion F und Einbettungsfunktional F ist auf Grund dieser
Annahme nicht trivial.
Der Ansatz in 2.41 fu¨hrt aber ebenfalls zu unrealistischen Eigenschaf-
ten eines Festko¨rpers, der im Unterschied zwischen realem Festko¨rper und
dem homogenen Elektronengas mit positivem Hintergrund liegt. Wieder er-
gibt sich ein abweichendes Verhalten bei den drei unabha¨ngigen elastischen
Konstanten. Diesmal ist C11 = C12 und C44 = 0, was ebenfalls nicht den
Eigenschaften eines kubischen Festko¨rpers entspricht [108].
In den bisherigen Modellen waren die Sto¨rstellen als punktfo¨rmig ange-
nommen worden. Durch Hinzunahme eines repulsiven Paarpotentials Φ, das
die Abstoßung der teilweise abgeschirmten Kernladung beru¨cksichtigt, konn-
ten Daw und Baskes dieses Problem beheben. Im Rahmen ihrer sogenannten













Die Elektronendichte h,i am Ort des Atoms i ist eine lineare Superposition










wobei die Z(r) effektive Ladungen darstellen und rij der Abstand zwischen
den Atomru¨mpfen i und j ist.
Somit la¨sst sich die Energie des Systems als einfache Funktion der Atom-

















wobei F ′, ′ und Φ′ die Ableitungen der ungestrichenen Gro¨ßen nach ihren
jeweiligen Argumenten sind.
In einer Molekulardynamik-Simulation erfolgt die Berechnung der poten-
tiellen Energie und der Kra¨fte in drei Schritten. Zuerst wird fu¨r alle Atome
die Elektronendichte berechnet. Anschließend werden die Gro¨ßen Fi [i] und
F ′i [i] ermittelt. Im dritten Schritt erfolgt die Auswertung des Paarpotentials
sowie die Berechnung der Kra¨fte [118]. Insgesamt ist die Kraftberechnung so
nur unwesentlich aufwa¨ndiger als mit einem reinen Paarpotential.
Neben der embedded atom method existieren noch eine Reihe a¨hnlicher
Potentialmodelle, die aus der Betrachtung der Energie von Sto¨rstellen in ho-
mogenen Elektronengasen hervorgegangen sind. Dies sind z.B. das glue mo-
del [109], das Finnis-Sinclair-Potential [119] sowie das Sutton-Chen-Potential
[120]. Weiterentwicklungen auf Systeme mit stark gerichteten Bindungen sind
beispielsweise die modified embedded atom method (MEAM) [121, 122] und
das Stillinger-Weber-Potential [123], das besonders fu¨r Halbleiter benutzt
wird. Das Tersoff-Potential [124] hat die Form eines Paarpotentials, beru¨ck-
sichtigt jedoch u¨ber einen Parameter fu¨r die Bindungssta¨rke die lokale Um-
gebung eines Atoms.
2.1.5.6 Entwicklung von EAM-Potentialen
Bei der Entwicklung eines EAM-Potentials fu¨r ein bestimmtes Element geht
es im wesentlichen darum, die Funktionen F [] und Φ(r) zu bestimmen.
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Mo¨glich ist dies auf empirische Weise durch Anpassen der Funktionen an
Eigenschaften der festen Phase [116]. In der urspru¨nglichen Version benutz-
ten Daw und Baskes Gitterkonstante, elastische Konstanten, Leerstellenbil-
dungsenergie, Sublimationsenergie sowie die Energiedifferenz zwischen fcc-
und bcc-Struktur von Nickel und Palladium, um fu¨r diese Metalle F [] und
Φ(r) bzw. Z(r) zu ermitteln.
Die Anforderung an F [] ist, dass sie qualitativ die Form der ∆Ehom []-
Kurven aus der Arbeit von Puska et al. hat, also null ist fu¨r verschwindende
Elektronendichte, ein einziges Minimum bei niedrigen Elektronendichten hat
und lineares Verhalten fu¨r große Elektronendichten aufweist. Von der Funkti-
on Z(r) in Φ(r) fordert man monoton fallendes Verhalten und dass sie stetig
innerhalb einer bestimmten Distanz vom Kern verschwindet.
Nicht eindeutig ist, welche Zusta¨nde die Atome im Festko¨rper annehmen.
Fu¨r Eisen sind beispielsweise die Zusta¨nde 4s13d7 und 4s23d6 in freien Ato-
men mo¨glich. Daw und Baskes fu¨hrten daher einen freien Parameter Ns ein,
der den Anteil des s-Orbitals an der Gesamtvalenzelektronendichte festlegt.
Die atomare Elektronendichte ist fu¨r Eisen eine Summe aus den Beitra¨gen
des 4s- und 3d-Orbitals und wird radialsymmetrisch angena¨hert
at(r) = Nss(r) + (Nv −Ns)d(r): (2.46)
Nv ist die Gesamtzahl der Valenzelektronen. Zur Bestimmunng von Ns wird
die Lo¨sungswa¨rme eines anderen Elements z.B. Wasserstoff, im betrachte-
ten Metall berechnet. Daraus kann man die effektive Zahl der s-Elektronen
ableiten [116].
Z(r) und F [] werden als kubische Splines angesetzt und die oben genann-
ten Bedingungen festgelegt. Mit abgescha¨tzten Werten fu¨r die Stu¨tzstellen
startet man einen Iterationsprozess, in dessen Verlauf man immer wieder
leicht die Stu¨tzstellen der Splines vera¨ndert, bis die genannten Festko¨rperei-
genschaften mo¨glichst gut wiedergegeben werden. Die Hinzunahme weiterer
Eigenschaften ist genauso mo¨glich, wie auch bestimmte Gro¨ßen exakter als
andere wiederzugeben – je nachdem fu¨r welche Eigenschaften man sich in der
konkreten Anwendung interessiert. Eine genaue Beschreibung dieses Anpas-
sungsprozesses findet man in Referenz [116].
Neuere Versionen von Parametersa¨tzen fu¨r EAM-Potentiale verwenden
teilweise Einbettungsfunktionen, die mit Hilfe der Dichtefunktionaltheorie
berechnet wurden [125] oder die mit der sogenannten force matching method
ermittelt wurden [126, 127].
EAM-Potentiale lassen sich sowohl fu¨r die feste als auch fu¨r die flu¨ssige
Phase einsetzen [128] sowie fu¨r Legierungen aus Metallen [129, 130]. Wei-
terhin existieren EAM-Potentiale, die eine andere Form des Paarpotenti-
als ansetzen [125], z.B. das Morsepotential [131]. Ausserdem gibt es einige
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Ns NV rc (A˚) a0 (A˚) ¯ (A˚
−3) F’[¯] (eV/A˚3)
0,57 8 4,408 2,87 0,018752 -1,60
Tabelle 2.3: Tabelle mit Parametern fu¨r das Meyer-Entel-EAM-Potential [118].
Ns: effektive Zahl der s-Elektronen; Nv: Anzahl der Valenzelektronen; rc: Cutoff-
Radius fu¨r die Elektronendichte; a0: Gitterkonstante der bcc-Struktur von Eisen
im Grundzustand; ρ¯: Gleichgewichtselektronendichte; F ′ [ρ¯]: Ableitung der Einbet-
tungsfunktion bei der Gleichgewichtselektronendichte.
Modelle, die analytische Funktionen fu¨r die Einbettungsfunktion ansetzen
[132, 133, 134].
In dieser Arbeit kommt ausschließlich das EAM-Potential von Meyer und
Entel [118, 129] zum Einsatz, da von ihm bekannt ist, dass es den U¨bergang
zwischen kubisch raumzentrierter und kubisch fla¨chenzentrierter Phase zeigt.
Zur Berechnung der atomaren Elektronendichte at werden die Doppel--
Wellenfunktionen der Valenzzusta¨nde von Eisen in Hartree-Fock-Na¨herung
freier Atome aus den Tabellen von Clementi und Roetti benutzt [135] und in
die folgende Formel eingesetzt.
at(r) =
{
Ns |Ψ4s(r)|2 + (Nv −Ns) |Ψ3d(r)|2 − c : r < rc
0 : r ≥ rc: (2.47)









rni−1 exp (−ir) : (2.48)
Alle verwendeten Parameter sind in Tabelle 2.3 und 2.4 zusammengefasst.
Der Cutoff-Radius rc fu¨r die atomare Elektronendichte liegt zwischen der
dritten und vierten Nachbarschaftsschale der kubisch raumzentrierten Struk-
tur mit einer Gitterkonstante von 2,87 A˚. Durch Subtrahieren des Wertes der
atomaren Elektronendichte c am Ort rc wird 
at(r) dort stetig zu Null. Der






ist ein abgeschirmtes Coulombpotential mit effektiven Ladungen Z(r). Die
Stu¨tzstellen der Splines fu¨r Z(r) und F [] sind in den Tabellen 2.5 und
2.6 angegeben. Gegenu¨ber der Originalversion in [118, 129] wurden fu¨r die
Darstellung von Z(r) aus Abbildung 4.2 in Referenz [118] zwei weitere Stu¨tz-
stellen hinzugenommen (siehe Tabelle 2.5).
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i ni i Ci
4s
1 1 27,03350 -0,00392
2 1 19,01040 -0,03027
3 2 13,51700 -0,02829
4 2 10,13050 0,15090
5 3 5,21660 -0,21337
6 3 3,47616 -0,05096
7 4 1,92517 0,50156
8 4 1,07742 0,60709
3d
1 3 6,06828 0,40379
2 3 2,61836 0,71984
Tabelle 2.4: Parameter der Doppel-ζ-Wellenfunktionen (Formel 2.48) der Valenz-
zusta¨nde von Eisen [135]. Die Werte der ξi sind in Einheiten von Bohrschen Radien
angegeben.
Abbildung 2.7: Atomare Elektronendichte fu¨r Eisen [118, 129].
Die effektive Ladung Z(r) ist in Abbildung 2.8 zu sehen. Abbildung 2.9
zeigt die Einbettungsfunktion mit ihrem typischen Minimum und dem fu¨r
ansteigende Elektronendichten linear verlaufenden Kurvenabschnitt.
Aus den drei Funktionen Φ(r), (r) und F [] la¨sst sich ein sogenanntes
effektives Paarpotential ableiten. Dabei wird von der sogenannten Eichinva-
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Tabelle 2.5: Stu¨tzstellen der kubischen Splines fu¨r Z(r). Gegenu¨ber der Origi-
nalversion des Potentials in [118, 129] wurden fu¨r die Darstellung von Z(r) aus
Abbildung 4.2 in [118] zwei weitere Stu¨tzstellen, die mit ∗ gekennzeichnet sind,
hinzugenommen.
Abbildung 2.8: Abgeschirmte Kernladung Z(r) nach dem EAM-Potential von
Meyer und Entel [118, 129].
rianz der Gesamtenergie Gebrauch gemacht. Geht man zu neuen Funktionen
F˜i [] = Fi − ciat (2.50)
Φ˜ij(r) = Φij(r) + ci
at
j (r) + cj
at
i (r) (2.51)
u¨ber, wobei die ci; cj beliebige Konstanten sind, so bleibt die Gesamtener-
gie unvera¨ndert [118]. Setzt man nun ci = F
′
i [¯], also gleich der Ableitung
der Einbettungsfunktion an der Gleichgewichtselektronendichte ¯, so folgt
F˜ ′i [¯] = 0 und das zugeho¨rige Potential lautet [116, 118]











Tabelle 2.6: Stu¨tzstellen der kubischen Splines fu¨r F [ρ].
Abbildung 2.9: Einbettungsfunktion fu¨r Eisen nach dem EAM-Potential von
Meyer und Entel [118, 129].
Mit der Transformation des Paarpotentials Φ(r) auf Φ˜(r) werden die paarar-
tigen Anteile aus der Einbettungsenergie in das Paarpotential u¨bertragen. In
Abbildung 2.5 ist dieses effektive Paarpotential zusammen mit dem LJ- und
Morse-Potential fu¨r Eisen zu sehen. Verglichen mit dem Lennard-Jones- und
Morse-Potential fu¨r Eisen liegt dieses effektive EAM-Paarpotential zwischen
den beiden anderen Modellen. Tiefe und Form des Potentialtopfes und dessen
Form a¨hneln eher dem Lennard-Jones-Potential. Es steigt jedoch rechts des
Minimums ein wenig sta¨rker an. Die Lage des Minimums ist gegenu¨ber dem
Lennard-Jones-Potential zu kleineren Werten hin verschoben.
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Abbildung 2.10: Schematisches flu¨ssig-gasfo¨rmig-Phasendiagramm eines Rein-
stoffes in Druck-Dichte-Projektion. Koexistenzkurve (durchgezogene Linie) und
Spinodale (lang-gestrichelte Linie) treffen sich im kritischen Punkt (CP). Unter-
halb der Spinodale befindet sich das instabile Gebiet (i) und zwischen Koexistenz-
kurve und Spinodale das metastabile Gebiet (m). Die kurzgestrichelte Linie ist
eine Isotherme.
2.2 Partikelbildung in Experiment
und Simulation
Die Bildung fester Partikel aus der Gasphase la¨uft u¨ber einen flu¨ssigen Zwi-
schenzustand [136]. Abbildung 2.10 zeigt das flu¨ssig-gasfo¨rmig-Phasendia-
gramm einer reinen Substanz in der Druck-Dichte Projektion. Die durchge-
zogene Linie, die Binodale (Koexistenzkurve), trennt die stabilen Zusta¨nde
des Systems von den nicht stabilen Zusta¨nden. Unterhalb der Binodalen lie-
gen die metastabilen Zusta¨nde des Systems, die wiederrum von den insta-
bilen Zusta¨nden durch die Spinodale (lang-gestrichelte Linie) getrennt sind.
Spinodale und Binodale beru¨hren sich im kritischen Punkt (CP). Links un-
terhalb des kritischen Punktes und oberhalb der Binodalen ist das System
gasfo¨rmig, rechts unterhalb des kritischen Punktes und oberhalb der Bino-
dalen ist es flu¨ssig. Systeme mit Temperaturen und Dru¨cken oberhalb des
kritischen Punktes nennt man u¨berkritisch. Zusa¨tzlich ist in der Abbildung
eine Isotherme eingezeichnet (kurz-gestrichelte Linie).
Die Partikelbildung aus der stabilen Gasphase wird durch U¨berfu¨hrung
des Systems aus einem stabilen gasfo¨rmigen Zustand in einen metastabi-
len Zustand ausgelo¨st, beispielsweise durch einen Temperatur- oder Druck-
sprung. Unterhalb der Binodalen befindet sich das System in einem u¨bersa¨t-
tigten Zustand und durch Dichtefluktuationen ko¨nnen sich Keime flu¨ssiger
Phase im u¨bersa¨ttigten Gas bilden. Das wird als homogene Keimbildung be-
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Abbildung 2.11: Schematischer Verlauf der Keimbildungsarbeit ∆G in
Abha¨ngigkeit des Clusterradius R fu¨r das instabile (i), metastabile (m) und stabile
(s) Gebiet des Phasendiagramms.
zeichnet. Je na¨her die Zustandsa¨nderung an die Spinodale heranfu¨hrt, umso
sta¨rker sind die Dichtefluktuationen und die Bildung flu¨ssiger Keime in der
Gasphase. Ein hypothetischer Sprung in das instabile Gebiet des Phasendia-
gramms ha¨tte die spontane Entmischung des Systems zur Folge, die auch
spinodale Entmischung genannt wird. Dabei zerfa¨llt das System in große
Bereiche flu¨ssiger und gasfo¨rmiger Phase, ohne dass der Zustandspunkt im
instabilen Gebiet je erreicht wird.
Zur Ausbildung eines Keims der neuen Phase in der Ausgangsphase ist die
Keimbildungsarbeit ∆G∗ in Form einer Aktivierungsbarriere zu u¨berwinden.
Abbildung 2.11 zeigt schematisch die Bildungsenthalpie fu¨r einen Cluster mit
Radius R in der Ausgangsphase. Im stabilen Bereich (s) steigt ∆G mono-
ton mit R. Es gibt zwar Dichtefluktuationen aber aus ihnen bildet sich kein
stabiler Keim einer neuen Phase. Im metastabilen Bereich (m) dagegen hat
∆G ein Maximum ∆G∗, die kritische freie Bildungsenthalpie, bei R∗, dem
kritischen Clusterradius. Fu¨hren Dichtefluktuationen im System dazu, dass
diese Aktivierungsbarriere u¨berwunden wird, ist es sehr wahrscheinlich, dass
dieser Cluster der neuen Phase stabil bleibt und weiter wachsen kann. In
der instabilen Region (i) des Phasendiagramms nimmt ∆G monoton ab, so
dass das System spontan in große Bereiche gasfo¨rmiger und flu¨ssiger Phase
zerfa¨llt (sogenannte spinodale Entmischung).
Abbildung 2.12 zeigt schematisch die Keimbildungsrate J als Funktion
der U¨bersa¨ttigung S in doppel-logarithmischer Auftragung. Der metastabile
Bereich der Gasphase liegt zwischen S = 1 und S = SSpino. Die Keimbil-
dungsrate ist null an der Binodalen (S = 1) und divergiert an der Spinodalen
(S = SSpino). Beginnend an der Binodalen werden mit steigender U¨bersa¨tti-
gung und damit steigender Keimbildungsrate mehr und kleinere Cluster er-
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Abbildung 2.12: Doppel-logarithmischer Plot der Keimbildungsrate J gegen die
U¨bersa¨ttigung S. Die Keimbildungsrate J steigt im metastabilen Gebiet (m) mit
zunehmender U¨bersa¨ttigung S an. Erreicht die U¨bersa¨ttigung den Wert an der
Spinodalen SSpino, divergiert die Keimbildungsrate.
zeugt. Ab der Spinodalen versagt diese Kontrolle der Keimgro¨ße mit der
U¨bersa¨ttigung, da dort die Keimbildungsrate divergiert. Da man in Expe-
rimenten keine unendlichen großen Keimbildungsraten messen kann gelangt
man bereits vor Erreichen der Spinodalen an die kinetische Stabilita¨tsgrenze
des Systems [137].
Keimbildung flu¨ssiger und fester Partikel aus der Gasphase ist fu¨r die un-
terschiedlichsten Systeme experimentell durchgefu¨hrt worden, beispielsweise
fu¨r Alkane, Alkanole und Wasser [138, 139, 140] sowie Eisenoxid [42]. Mit
molekulardynamischen Simulationen wurden bereits die homogene Keimbil-
dung des Lennard-Jones-Fluids [78, 79], von Argon [90] und Wasser [141]
untersucht. In dieser Arbeit wird erstmals die Partikelbildung von Eisen aus
der Gasphase simuliert.
2.2.0.1 Keimbildungstheorie
Die klassische Theorie zur Keimbildung geht auf die Arbeiten von Volmer und
Weber [142] sowie Becker und Do¨hring [143] zuru¨ck. Die Keimbildungsrate
ist dabei proportional zu einem kinetischen Faktor K multipliziert mit einem
Boltzmannfaktor







Zur Berechnung von Eigenschaften der Keime der neuen Phase werden Bulk-
Gro¨ßen z.B. fu¨r die Oberfla¨chenspannung oder den Dampfdruck verwendet,
auch wenn die Keime sehr klein sind und zum Teil nur aus wenigen Teil-
chen bestehen (Kapillarita¨tsna¨herung). Bei den mittlerweile bekannten Ab-
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weichungen von Bulk-Werten vieler Gro¨ßen in kleinen Partikeln ist diese
Na¨herung fragwu¨rdig. Eine weitere Schwa¨che ist, dass die freie Keimbil-
dungsenthalpie ∆G∗ an der Binodalen nicht Null wird und es somit auch
fu¨r Monomere eine endliche Bildungsenthalpie gibt.
Girshick und Chiu konnten dieses Problem durch einen vera¨nderten Aus-
druck fu¨r ∆G∗ beheben [144]. Der Unterschied zur klassischen Keimbildungs-
theorie liegt im vera¨nderten kinetischen Vorfaktor K des Boltzmann-Terms.
Durch diese Modifikation entsteht ein selbstkonsistentes Modell, weswegen
der Ansatz von Girshick und Chiu auch als selbstkonsistente klassische Theo-
rie (self consistent classical (nucleation) theory) bezeichnet wird. Eine weitere
Entwicklungsstufe der Keimbildungstheorie stammt von Reiss et al. und setzt
an der Boltzmannverteilung der kritischen Cluster an [145].
Wa¨hrend sich die Modelle von Girshick und Chiu sowie Reiss et al. nur in
der Temperaturabha¨ngigkeit unterscheiden, liefern sie eine andere Abha¨ngig-
keit der Keimbildungsrate von der Temperatur und U¨bersa¨ttigung als die Ar-
beit von Becker und Do¨hring. Die Keimbildunsgrate liegt bei z.B. gleichem
T und S im Rahmen des selbstkonsistenten Modells um mehrere Gro¨ßenord-
nungen u¨ber der von Becker und Do¨hring [144].
2.2.0.2 Nukleationstheorem
Kurven von Keimbildungsraten als Funktion der U¨bersa¨ttigung sind ein di-
rektes Maß fu¨r die Anzahl Teilchen im kritischen Cluster (N ∗). Nach dem
Keimbildungstheorem von Kashchiev [146], das z.B. in Experimenten von
Viisanen et al. [147] und Strey et al. [148] besta¨tigt wurde, gilt unabha¨ngig






Dabei ist ∆ der Unterschied im chemischen Potential zwischen alter und
neuer Phase. Aus Gleichung 2.53 kann man dann herleiten, dass die Anzahl
Teilchen im kritischen Cluster bis auf eine additive Konstante CNT, die je
nach verwendeter Theorie 2 (Becker und Do¨ring) oder 1 (Girshick und Chiu
bzw. Reiss et al. ) betra¨gt, aus der Steigung der Keimbildungskurven bei





= N∗ + CNT: (2.55)
Viisanen et al. [147] zeigten, dass Gleichung 2.55 die sogenannte Excess-
Teilchenzahl ∆N ∗ des kritischen Keims anstelle von N ∗ liefert. Diese Excess-
Teilchenzahl gibt an, um wieviele Teilchen sich das Volumen, in dem sich ein
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Cluster gebildet hat, bei der Keimbildung im Vergleich zur Ausgangsphase
(NGas) angereichert hat [149]
∆N∗ = N∗ −NGas: (2.56)
2.3 Software und Hardware
2.3.1 Software
Basis aller durchgefu¨hrten Simulationen ist das Molekulardynamikpogramm-
paket cluster von Wonczak [90], das hier um eine Vielzahl von Routinen
und Auswerteprogrammen erga¨nzt wurde (siehe Anhang B). Beim cluster-
MD-Paket handelt sich um eine Sammlung von Haupt- und Unterroutinen
in Fortran77 zur Simulation und zur Auswertung von in Simulationsla¨ufen
ausgegebenen Daten.
Die neu implementierten Kraftroutinen zur Berechnung der Wechselwir-
kung mit einem EAM-Potential basieren auf dem Fortran-Programm paradyn
von Plimpton [150, 151]. Die Struktur der Kraftberechnung wurde aus diesem
Programmpaket u¨bernommen und entsprechende Routinen fu¨r das cluster-
Paket entwickelt.
Die Fortran77-Programme wurden alle unter Debian-Linux mit dem GNU
f77-Compiler u¨bersetzt.
2.3.2 Hardware
Sa¨mtliche Simulationen wurden auf 13 Knoten des aus 28 Rechnern beste-
henden arbeitsgruppeneigenen Linux-Clusters durchgefu¨hrt [152].
Die verwendete Hardware besteht aus einem Masterknoten und 27 Cli-
ents. Der Masterknoten hat 256MB RAM, eine 40GB SCSI-Festplatte sowie
zwei 120GB IDE-Festplatten. 25 der Knoten enthalten ebenfalls je 256MB
RAM und je eine 20GB IDE-Festplatte. Die CPU des Masterknotens ist ein
AMD Athlon XP mit 1,2GHz Taktfrequenz, die der Clients sind AMD Ath-
lon XP mit 1GHz. Zwei weitere Clients haben neben den 256MB RAM und
einer 40GB IDE-Festplatte einen AMD Athlon XP 2000+ mit 1,6GHz.
Alle Clients besitzen bootfa¨hige 3COM-Netzwerkkarten. Als Betriebssy-
stem wird Linux in der Distribution von Debian verwendet. Installiert und
gewartet werden alle Rechner mit dem FAI-System (FAI: Fully Automated
Installation) [152, 153, 154].
Die Simulationen werden massiv parallel durchgefu¨hrt. Das bedeutet, dass
auf je einem Rechner ein Simulationslauf bei einem einzelnen Zustandspunkt
durchgefu¨hrt wird.
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Hier ein Beispiel fu¨r Dauer und Speicherplatzbedarf einer typischen Si-
mulation: setzt man 73 (=343) Eisenatome und doppelt so viele Argonatome
als Wa¨rmebad ein, so beno¨tigt man je nach Dichte und Inertgastemperatur
0,3 bis 1,9 Tage CPU-Zeit fu¨r eine Nanosekunde Simulationszeit. Die typi-
sche Simulationszeit betrug 16 Nanosekunden bei einem Zeitschritt von einer
Femtosekunde. Im Schnitt wird wa¨hrend der Simulation fu¨r abgespeicherte
Konfigurations- und andere Ausgabedateien 3,5GB Festplattenspeicherplatz
beno¨tigt, wenn diese in jedem 500. von 16 Millionen Zeitschritten ausgegeben
werden.
2.4 Auswertemethoden
2.4.1 Eigenschaften des gro¨ßten Clusters im System
Zur Untersuchung der Eigenschaften von Clustern muss eine Methode vor-
handen sein, um aus den Konfigurationsdaten zu ermitteln, welche Atome
zu einem Cluster geho¨ren. In einem Computerprogramm ist dies auf ein-
fach Weise mo¨glich. Es geschieht u¨ber ein Abstandskriterium, das sogenannte
Stillinger-Kriterium [155]. Zwei Atome geho¨ren zu einem Cluster, wenn ihr
Abstand kleiner oder gleich einer bestimmten vorgegebenen Entfernung ist
(siehe auch die Abbildung A.2 in Anhang A.3). Dieser Abstand kann eine
typische na¨chste oder u¨berna¨chste Nachbarentfernung sein. Auf jeden Fall
ist es sinnvoll sie kleiner zu wa¨hlen als den Cutoff-Radius des Potentials. Der
Stoddard-Algorithmus [156], mit dem innerhalb einer Konfiguration mit Hil-
fe des Stillinger-Kriteriums nach Clustern gesucht wird, ist in Anhang A.3
erkla¨rt.
2.4.2 Paarverteilungsfunktion
Die Paarverteilungsfunktion g(r), bei spha¨rischen Teilchen auch radiale Ver-
teilungsfunktion genannt, ist ein Mass fu¨r die Wahrscheinlichkeit ein belie-
biges Paar von Atomen in einem bestimmten Abstand zueinander zu finden,
relativ zu einer komplett zufa¨lligen Verteilung bei gleicher Dichte. In der











mit dem Volumen V und der Teilchenzahl N . In der Praxis tritt an die Stelle
der -Funktion ein Histogramm. Jede Histogrammspalte nhis(b) steht fu¨r ein
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Abbildung 2.13: Schematische Darstellung von Paarverteilungsfunktionen: idea-
les Gas (gepunktete Linie), Flu¨ssigkeit (gestrichelte Linie), Kristallgitter (Gruppe
der drei schmalen Peaks).
kleines Abstandsintervall [r; r + ∆r], dessen Wert fu¨r jedes Atompaar um
2 erho¨ht wird, das in einem Abstand gefunden wird, der in dieses Intervall
fa¨llt. Abschließend wird das gesamte Histogramm normiert. Zuna¨chst wird
jede Histogrammspalte mit dem Produkt aus der Anzahl der Teilchen und
Anzahl der Konfigurationen Nconf , u¨ber die das Histogram ermittelt wurde,
dividiert. Danach erfolgt eine weitere Division mit der Teilchenzahl Nid, die
man bei der zugeho¨rigen Dichte  in einem idealen Gas der Kugelschale mit
dem Volumen 4pi
3










[(r + ∆r)3 − r3] (2.58)
Der Wert b ist die Nummer der zum Abstandsintervall [r; r + ∆r] zugeho¨rigen
Spalte des Teilchendichtehistogramms nhis.
Durch Vergleich von Paarverteilungsfunktionen aus Simulationen mit de-
nen vorgegebener idealer Strukturen ko¨nnen erste Aussagen u¨ber Struktur-
eigenschaften eines untersuchten Systems gemacht werden, so z.B. ob es
gasfo¨rmig oder fest ist (siehe Abbildung 2.13). Durch Fouriertransformation
von g(r) lassen sich Simulationsergebnisse auch direkt mit den Strukturfak-








Mit Hilfe der Funktion g(r) ist es auch mo¨glich Ensemble-Mittel beliebiger
Funktionen a(~ri; ~rj), die auf paarweisen Eigenschaften basieren, zu bestim-
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men:
〈a(~ri; ~rj)〉 = 1
V 2
∫
















Ist beispielsweise das Wechselwirkungspotential u(r) ein reines Paarpotential,








Auf diese Art und Weise ist es auch mo¨glich, beim Einsatz kugelsym-
metrischer Paarpotentiale mit Cutoff-Radius rc, die nicht bei rc zu null ver-
schoben werden, Korrekturen zu Gro¨ßen wie der Energie oder des Drucks zu
berechnen. So wird der in der Kraft- und Energieberechnung vernachla¨ssigte,
jenseits des Cutoff-Radius liegende Teil des Potentials beru¨cksichtigt. Dazu
nimmt man an, dass fu¨r r > rc die radiale Verteilungsfunktion ungefa¨hr eins
ist. Damit ergibt die Summe aus potentieller Energie plus Korrekturen




2.4.3 Common Neighbour Analysis
Wa¨hrend die Paarverteilungsfunktion u¨ber sa¨mtliche in einer Konfigurati-
on vorhandenen Strukturen bzw. Strukturtypen integriert, ist es mo¨glich,
diese mit der common neighbour analysis (CNA) in die Beitra¨ge der einzel-
nen Strukturtypen zu zerlegen [157, 158, 159, 160]. Die CNA ist eine rein
geometrische Analyse der Anordnung der gemeinsamen Nachbarn zweier be-
nachbarter Atome.
Der erste Peak der Paarverteilungsfunktion repra¨sentiert Anzahl und
Absta¨nde der na¨chsten Nachbarn eines Atoms. Die einzige Eingangsgro¨ße fu¨r
die Analyse ist der Abstand rCNA des Minimums zwischen erstem und zwei-
tem Maximum der Paarverteilungsfunktion. Da das verwendete Abstands-
kriterium einem Minimum in der Paarverteilungsfunktion entspricht, reagiert
der Algorithmus relativ unempfindlich auf kleine Schwankungen der Lage des
Minimums im Verlauf der Simulation.
Atome, die sich in einem Abstand kleiner oder gleich rCNA zueinander
befinden, sind also na¨chste Nachbarn und werden als ’verbundene Paare’
bezeichnet. Der im Rahmen der CNA benutzte Begriff ’Bindung’ steht nicht
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fu¨r eine chemische Bindung sondern besagt lediglich, dass sich zwei Atome
in einem Abstand kleiner oder gleich rCNA befinden.
Im Laufe der Analyse wird fu¨r jedes Paar von Atomen, die na¨chste Nach-
barn sind, die lokale Anordnung der Atome in ihrer unmittelbaren Umgebung
durch ein Indextripel jkl charakterisiert. Der Index j steht fu¨r die Anzahl
gemeinsamer Nachbarn zweier Atome. Legt man um jedes der beiden Atome
eine gedachte Kugel mit dem Radius rCNA, so steht j fu¨r die Anzahl Atome
in der Schnittmenge der beiden Kugeln. Der zweite Index, k, ist die Anzahl
der Bindungen unter den gemeinsamen Nachbarn. Der dritte Index, l, ist
die Anzahl der la¨ngsten ununterbrochenen Kette von Bindungen unter den
gemeinsamen Nachbarn. Diese Analyse fu¨hrt man fu¨r jedes Atom mit seinen
na¨chsten Nachbarn durch. Anzahl der na¨chsten Nachbarn und die Kombina-
tion der ermittelten jkl-Tripel werden fu¨r jedes Atom gespeichert.
Die verschiedenen Strukturtypen, wie z.B. fcc- und hcp-Struktur, haben
bei einer festen Anzahl na¨chster Nachbarn charakteristische Tripelkombina-
tionen, sogenannte Signaturen. So hat ein Atom in Bulk-fcc-Struktur bei-
spielsweise zwo¨lf na¨chste Nachbarn mit denen es zwo¨lf 421-Tripel ausbildet.
Ein Atom in hexagonal dichtester Kugelpackung hat die Signatur sechs Mal
422 und sechs Mal 421 mit seinen 12 Nachbarn.
Manche CNA-Signaturen lassen sich nicht eindeutig einer Struktur alleine
zuweisen. Diese werden im Rahmen dieser Arbeit nicht einzeln beru¨cksichtigt
sondern zusammen mit den Atomen in ungeordneten oder nicht erkannten
Strukturtypen geza¨hlt. Die in dieser Arbeit verwendeten CNA-Signaturen
sind in Tabelle A.1 in Anhang A.1 zusammengefasst.
Ein wesentlicher Unterschied zu anderen Arbeiten [159, 160] ist die hier
verwendete Signatur der Bulk-bcc-Struktur. In Testla¨ufen an idealen bcc-
Strukturen mit der Signatur 14 na¨chste Nachbarn, davon sechs mit 666 und
8 mit 444 wurden keine Atome in bcc-Struktur erkannt. Die Kombination 14
na¨chste Nachbarn mit sechs 444 Tripletts (Abbildung 2.14(a)) und acht 666
Tripletts (Abbildung 2.14(b)) dagegen erkannte diesen Strukturtyp. Ursache
ist der verwendete Wert fu¨r rCNA. Dieser ergibt sich in den Simulationen zwi-
schen 3,1 A˚ und 3,5 A˚, je nach Clustergro¨ße und Clustertemperatur. Er liegt
damit zwischen zweiter und dritter Koordinationsschale in der bcc-Struktur
von Eisen. Der rCNA-Wert einer idealen bcc-Struktur von Eisen wu¨rde viel
niedriger liegen, da der Abstand zum u¨berna¨chsten Nachbarn, das ist in die-
sem Fall die Gitterkonstante, 2,87 A˚ betra¨gt. Damit wa¨ren die dichtgepack-
ten Strukturen mit den go¨ßeren Gitterkonstanten nicht gleichzeitig mit der
bcc-Struktur detektierbar. Mit rCNA zwischen den Werten 3,1 A˚ und 3,5 A˚
gelingt mit der hier abgewandelten bcc-Signatur sowohl die Detektion der
bcc-Struktur als auch gleichzeitig die der anderen Strukturen aus Tabelle
A.1 in Anhang A.1. Eine genaue Beschreibung des CNA-Algorithmus befin-
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Abbildung 2.14: Common Neighbour Analysis in der Bulk-bcc-Struktur. Mit
dem hier verwendeten Abstandskriterium, das zwischen zweiter und dritter Nach-
barschaftsschale liegt, la¨sst sich diese Struktur mit der Kombination sechs Mal 444
(links) und acht Mal 666 (rechts) detektieren. Die dunkelgrau eingefa¨rbten Atome
sind die beiden, fu¨r die die gemeinsamen na¨chsten Nachbarn untersucht werden.
Die hellgrau eingefa¨rbten Atome sind die gemeinsamen Nachbarn. Zusa¨tzlich sind
in hell- und dunkelgrau die geometrischen Verbindungen zwischen den Atomen
eingezeichnet. In schwarz ist das umliegende Kristallgitter angedeutet.
det sich in Anhang A.1.
2.4.4 Oberfla¨chenbruch
Die Morphologie kleiner Cluster hat einen wichtigen Einfluss auf ihre Eigen-
schaften. Raue oder glatte Partikeloberfla¨che, spha¨rische, nadelfo¨rmige oder
irregula¨re Form ko¨nnen einen großen Unterschied ausmachen. In den meisten
bisher erschienenen Vero¨ffentlichungen wurde zur Charakterisierung der Par-
tikelmorphologie entweder das Tra¨gheitsmoment bzw. die Tra¨gheitsachsen
von Clustern herangezogen, Gyrationsradien von Clustern oder ihr Aspekt-
Verha¨ltnis (La¨ngen-Durchmesser-Verha¨ltnis) [86, 161, 162]. Meist wurden die
aus Experimenten und Simulationen erhaltenen Werte mit denen einer Ku-
gel verglichen und dann Aussagen u¨ber die Form der Partikel und Cluster
getroffen.
In dieser Arbeit soll ein neuer Ansatz verfolgt werden. Um festzustellen, in





das Verha¨ltnis von Atomen an der Clusteroberfla¨che zur Gesamtzahl von Ato-
men im Cluster, ermittelt. Fu¨r einen kugelfo¨rmigen Cluster wird der Ober-
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fla¨chenbruch minimal. Mit Hilfe des Oberfla¨chenbruchs ist beispielsweise die
Oberfla¨chenenergie eines Clusters direkt zuga¨nglich.
Fu¨r fcc-Cluster kann man mit folgender Formel die Anzahl NCluster von





N3L − 5N2L +
11
3
NL − 1: (2.65)
Den Durchmesser eines solchen fcc-Clusters mit abgeschlossenen Lagen aus
Atomen kann man mit
dCluster = (2NL − 1)dAtom (2.66)
ausrechnen. So ergibt sich z.B. mit dem Atomdurchmesser von Eisen (252 pm
[163]) fu¨r drei Lagen ein Clusterdurchmesser von 1,26 nm.
Die Anzahl Oberfla¨chenatome ergibt sich fu¨r NL ≥ 2 aus [4]
NOberfl. = 10N
2
L − 20NL + 12: (2.67)
Um fu¨r beliebiges NCluster den minimalen Oberfla¨chenbruch auszurechnen,
berechnet man zuna¨chst NL aus Gleichung 2.65. Das Ergebnis setzt man in
Gleichung 2.67 ein, erha¨lt damit die Anzahl der Oberfla¨chenatome NOberfl.
und dividiert zuletzt durch NCluster.
Die Methode zur Ermittlung der Oberfla¨chenatome eines Clusters ist der
sogenannte cone-Algorithmus von Wang [164]. Fu¨r jedes Atom in einer Konfi-
guration wird untersucht, ob es einen Kegel mit der Spitze am Ort des Atoms
gibt, in dem sich keine anderen Atome befinden, ein sogenannter Hohlkegel.
Ist dies der Fall, so ist das getestete Atom ein Oberfla¨chenatom.
Der Algorithmus beno¨tigt als Eingabe einen Satz Ortskoordinaten, die
La¨nge der Kegelkante als Cutoff-La¨nge und den Cosinus des O¨ffnungswinkels
des Kegels.
Aus der Anzahl der Oberfla¨chenatome NOberfl. im Verha¨ltnis zur Gesamt-
zahl Atome im Cluster bzw. der Konfiguration NCluster erha¨lt man den Ober-
fla¨chenbruch x.
Es ist auch mo¨glich den Algorithmus so zu benutzen, dass man ihn immer
wieder auf die gleiche Konfiguration anwendet, aber die im letzten Durchlauf
identifizierten Oberfla¨chenatome nicht mehr beru¨cksichtigt. So kann man von
der Oberfla¨che zum Clusterzentrum gehend die einzelnen Atomlagen iden-
tifizieren. Diese Methode wurde hier benutzt, um die Temperaturverteilung
in einem Cluster zu bestimmen. Dazu wurden neben den Atompositionen
auch die Geschwindigkeiten der Atome miteingelesen. Die Geschwindigkeits-
komponente der Massenmittelpunktsbewegung des Clusters wurde jeweils
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Abbildung 2.15: Links: Schematische Darstellung einer Clustergro¨ßenverteilung
zu einem Zeitpunkt t. Nur die Anzahl Cluster Nt im grau markierten Bereich
werden geza¨hlt. Rechts: Schematischer Verlauf von Nt(t).
abgezogen. Nach der Bestimmung der Oberfla¨chenatome wurde die mittlere
kinetische Temperatur (Kapitel 2.4.6) der zugeho¨rigen Atome berechnet und
entweder zur na¨chsten Lage oder zur na¨chsten Konfiguration u¨bergegangen.
Allgemein la¨sst sich der urspru¨ngliche Algorithmus auf beliebige Anord-
nungen von Atomen anwenden. In dieser Arbeit werden nur einzelne Cluster
untersucht. Eine Beschreibung des Algorithmus befindet sich in Anhang A.2.
2.4.5 Keimbildungsraten
Zur Ermittlung von Keimbildungsraten wird eine Methode von Yasuoka et al.
angewendet [78]. Dazu wird in regelma¨ßigen Absta¨nden eine Statistik der im
System vorhandenen Clustergro¨ßen erstellt, was fu¨r jede Atomsorte einzeln
bzw. nur fu¨r die Sorte von Interesse durchgefu¨hrt wird. Dabei wird fu¨r jede
Konfiguration, zu der diese Clustergro¨ßenverteilung zur Verfu¨gung steht, die
Anzahl Nt der Cluster bestimmt, die aus gleich vielen oder mehr Atomen
bestehen, als ein vorgegebener Schwellenwert NY (Abbildung 2.15(a)). Tra¨gt
man diese Anzahl u¨ber die Zeit auf, so ergibt sich fu¨r ein System mit kon-
stanter Teilchenzahl N ein charakteristischer Verlauf, wie er in Abbildung
2.15(b) schematisch dargestellt ist.
Die Kurve la¨sst sich in vier Abschnitte gliedern. Im ersten Abschnitt hat
noch kein Cluster den Schwellenwert erreicht oder u¨berschritten. Es treten
eventuell kleine Fluktuationen auf, wenn sich entsprechend große Cluster ge-
bildet haben und danach wieder zerfallen. Der zweite Abschnitt ist durch
einen linear verlaufenden Anstieg der Kurve gekennzeichnet, in der nach und
nach immer mehr Cluster gebildet werden, die gro¨ßer sind als der Schwellen-
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wert. Zu einem Plateau, dem dritten Teil der Kurve, kommt es, wenn sich
Clusterneubildung und Vereinigungsprozesse von Clustern (Agglomeration,
Koaleszenz) die Waage halten. Bleibt der Nachschub neuer Cluster aus, weil
beispielsweise die Monomere aufgebraucht sind oder die U¨bersa¨ttigung ab-
gebaut ist, kommt es bei weiterer Agglomeration und Koaleszenz dazu, dass
die Anzahl der Cluster oberhalb des Schwellenwertes wieder abnimmt und
damit der vierte Kurvenabschnitt durchlaufen wird. Als Grenzfall bleibt ein
einziger großer Cluster u¨brig, in dem alle Atome des Systems vereint sind.
Im zweiten Kurvenabschnitt, der anna¨hernd linear verla¨uft, kann durch
Bestimmung der Steigung und Division durch das Simulationsvolumen die
Keimbildungsrate ermittelt werden. Sie wird u¨blicherweise in Einheiten von
Anzahl pro Kubikzentimeter und Sekunde oder Anzahl pro Kubikmeter und
Sekunde angegeben.
2.4.6 Bestimmung der kinetischen Temperatur eines
Clusters
Zwar ist es relativ einfach, aus der Summe der kinetischen Energien der ein-
zelnen Atome eines Clusters eine Clustertemperatur zu bestimmen, jedoch
setzen sich die Komponenten der Teilchengeschwindigkeiten aus verschie-
denen Beitra¨gen zusammen. Dies sind die Bewegung der Atome an ihrem
Gitterplatz auf Grund ihrer Temperatur, je eine Komponente der Translati-
onsbewegung des Clusters selbst sowie der Rotation des Clusters um seinen
Massenmittelpunkt. Dieses und das na¨chste Unterkapitel behandeln die We-
ge, wie sich die Beitra¨ge der Translation des Massenmittelpunkts und die Ro-
tationsbewegung eines Clusters aus den Geschwindigkeitsvektoren der Atome
eines Clusters berechnen lassen.
Aus der Translationsenergie eines Clusters kann mit Formel 2.26 dessen
Temperatur berechnet werden. Dazu wird zuna¨chst der Geschwindigkeitsvek-
tor der Massenmittelpunktsbewegung ~vcom des Clusters aus den Geschwin-







Der Anteil der Massenmittelpunktsbewegung wird bei der Bestimmung der
Temperatur des Clusters von den einzelnen Teilchengeschwindigkeiten der






mi(~vi − ~vcom)2: (2.69)
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Abbildung 2.16: Skizze zur Erla¨uterung der Herleitung der Formeln zur Ermitt-
lung der Winkelgeschwindigkeit eines Clusters (siehe Kapitel 2.4.7).
2.4.7 Bestimmung der Rotationsenergie eines Clusters
Gesucht ist die Winkelgeschwindigkeit jedes Atoms um eine beliebige Achse
durch den Massenmittelpunkt in einem Cluster, um mit ihrer Hilfe Rotations-
geschwindigkeit und Rotationsenergie des gesamten Clusters zu bestimmen.
Dieser Schritt wird durchgefu¨hrt, nachdem die Geschwindigkeitskomponente
~vcom der Massenmittelpunktsbewegung des Clusters von den Geschwindig-
keitsvektoren der einzelnen Clusteratome subtrahiert worden sind.
Gesucht werden Richtung der Winkelgeschwindigkeit in Form eines Ein-
heitsvektors ~ˆ! sowie der Betrag der Winkelgeschwindigkeit |~!| jedes Atoms
um den Massenmittelpunkt.
Dazu betrachte man Abbildung 2.16: Die senkrecht auf dem Abstands-
vektor ~r zum Massenmittelpunkt stehende Komponente ~v⊥ der Teilchen-
geschwindigkeit ~v ist das Vektorprodukt aus Winkelgeschwindigkeit ~! und
Abstandsvektor ~r:
~v⊥ = ~! × ~r und damit ~! = ~r × ~v⊥; (2.70)
da die Vektoren zyklisch vertauscht werden ko¨nnen. Es gilt weiterhin:
~r⊥~v⊥; ~r⊥ ~!; ~!⊥~v⊥ : (2.71)
Den Vektor ~v zerlegt man in eine Komponente ~v‖ parallel zum Vektor ~r und
~v⊥
~v = ~v‖ + ~v⊥: (2.72)
Den Vektor ~v‖ erha¨lt man auch, wenn man ~v auf ~r projeziert:
~v‖ =
~r
|~r| |~v| cos  (2.73)
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womit umgehend folgt
~v⊥ = ~v − ~v‖ = ~v − ~r|~r| |~v| cos : (2.74)
Damit kann man nun das Kreuzprodukt ausrechnen und erha¨lt die Richtung
des Vektors der Winkelgeschwindigkeit ~!
~! = ~r × ~v⊥ =


































Durch Normieren erha¨lt man den Einheitsvektor in Richtung der Winkelge-
schindigkeit ~ˆ!.
Der Betrag der Winkelgeschwindigkeit ergibt sich aus
~v⊥ = ~! × ~r ⇒ |~v⊥| = |~!| |~r| sin 6 (~!;~r)︸ ︷︷ ︸
=1, da ~ω⊥~r




|~r| ~ˆ! : (2.78)
Die mittlere Winkelgeschwindigkeit des Clusters wird aus allen Einzel-
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gilt. Die xik und xil sind die k-te und l-te Komponente des Abstandsvektors















Um Keimbildung in einer Computersimulation zu untersuchen, muss das Sy-
stem genau wie in einem Experiment in einen metastabilen, also u¨bersa¨ttig-
ten, Zustand u¨berfu¨hrt werden. Abbildung 3.1 zeigt ein mit den Lennard-
Jones Parametern aus Tabelle 2.1 abgescha¨tztes Lennard-Jones-Phasendia-
gramm fu¨r Eisen. Als Punkte eingezeichnet sind die Zustandspunkte, bei
denen die Simulationen gestartet wurden. Sie liegen deutlich im metastabi-
len Bereich des Phasendiagramms. Im Rahmen dieser groben Abscha¨tzung
ergibt sich die kritische Temperatur mit den verwendeten Parametern zu ca.
4011K. Martinez et al. [165] geben dagegen einen Wert von 10970K beim
Vergleich ihrer scaled nucleation theory mit experimentellen Befunden an.
Dieser Wert ist jedoch ebenfalls nur abgescha¨tzt [166].
Es wurden Simulationsla¨ufe mit jeweils 343 (=73) Eisenatomen bei ver-
schiedenen Dichten, Inertgastemperaturen und Inertgasmengen durchgefu¨hrt.
Die Temperaturen betrugen jeweils 300K, 600K, 800K und 1000K. Bei
Argon:Eisen-Verha¨ltnissen von 1:1, 2:1 und 3:1 wurden Simulationen bei
Teilchendichten von 0,02mol/l, 0,05mol/l und 0,07mol/l Eisen durchgefu¨hrt.
Fu¨r die genannten Dichten betragen die Kantenla¨ngen der kubischen Simula-
tionsbox bei 343 Eisenatomen 30 nm, 22,5 nm und 20 nm. Daru¨berhinaus gab
es bei der niedrigsten Dichte fu¨r die Temperaturen 600K, 800K und 1000K
je einen Simulationslauf mit dem Verha¨ltnis Argon:Eisen=5:1 und 10:1. Zum
Test, ob es Abweichungen vom beobachteten Verhalten dieser recht kleinen
Systeme im Verleich zu gro¨ßeren Systemen gibt, wurden fu¨r Ar:Fe=1:1 bei
0,07 mol/l und 600K, 800K und 1000K jeweils ein Lauf mit je 1331 (=113)
Argon- und Eisenatomen durchgefu¨hrt.
Die einzelnen Simulationsla¨ufe wurden in Abschnitten von 4 ns durch-
gefu¨hrt, wobei ein Zeitschritt von 1 fs benutzt wurde. Von der Startkonfigu-
ration sowie jeder der 500. der folgenden Konfigurationen wurden die Atom-
positionen, -geschwindigkeiten sowie die mittlere kinetische Temperatur der
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Abbildung 3.1: Ausschnitt eines mit den Lennard-Jones-Parametern von Eisen
aus Tabelle 2.1 abgescha¨tzten T -ρ-Phasendiagramms. Die kritische Temperatur
ergibt sich hier zu ca. 4011 K. Die Zustandspunkte, bei denen die Simulationen
durchgefu¨hrt wurden, liegen im metastabilen Bereich.
einzelnen Atomsorten in Dateien zur spa¨teren Auswertung geschrieben. 16 ns
ist die typische Dauer eines solchen Simulationslaufes, jedoch wurde die Ent-
wicklung einiger ausgewa¨hlter Systeme la¨nger verfolgt – eines bis zu 40 ns
Simulationszeit.
Zu Beginn der Simulationsla¨ufe wurden die Eisenatome auf einem einfa-
chen kubischen Gitter platziert. Der Abstand zwischen den einzelnen Ato-
men war dabei so groß, dass sie wa¨hrend der ersten Zeitschritte zu Beginn
der Simulation nicht miteinander wechselwirkten. Die Argonatome dagegen
wurden zufa¨llig in der kubischen Simulationsbox verteilt. Beide Atomsorten
bekamen ihre Geschwindigkeitsvektoren zufa¨llig zugeordnet. Die Verteilung
der Geschwindigkeitsbetra¨ge lag um die jeweilige vorgegebene Starttempera-
tur des Inertgasthermostaten.
Die Wahl des Startgitters hat keine Auswirkungen auf das aus der u¨ber-
sa¨ttigten Gasphase beginnende Partikelwachstum, da das Wachstum nicht
sofort nach Simulationsstart einsetzt. Es wurden Testla¨ufe mit verschiedenen
Startgittertypen (einfach kubisch, kubisch fla¨chenzentriert, kubisch raumzen-
triert) bei ansonsten gleichen Zustands- und Startbedingungen durchgefu¨hrt,
die zeigten, dass Einsetzen, Geschwindigkeit und Art des Partikelwachstums
unabha¨ngig vom Startgitter waren.
Die zum Vergleich durchgefu¨hrten Simulationen gro¨ßerer Systeme mit
1331 Eisenatomen zeigten weder hier noch bei anderen ausgewerteten Gro¨ßen
und Eigenschaften Unterschiede zu den Systemen mit 343 Eisenatomen.
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Abbildung 3.2: Schnappschu¨sse aus einer Simulation 5 ps (links) und 23 ps nach
dem Simulationsstart (TAr = 800 K, Ar:Fe =2:1, ρFe = 0, 07 mol/l). Die Argonato-
me sind hellgrau, die Eisenatome dunkelgrau eingefa¨rbt. Zusa¨tzlich ist durch die
Wa¨nde die Ausdehnung der Simulationsbox angedeutet.
Zum Einsatz kam in allen Simulationen ein Inertgasthermostat, bei dem
die Eisenatome nur durch Sto¨ße mit Argonatomen thermostatisiert wurden.
Die Geschwindigkeit der Argonatome wurde in jedem Zeitschritt entspre-
chend der vorgegebenen Temperatur skaliert. Weiterhin wurden periodische
Randbedingungen sowie die minimum-image-convention angewendet.
Die Simulationen beginnen alle in einer u¨bersa¨ttigten Phase von Eisen,
wie sie z.B. nach einem Sputter- oder Laserpuls vorliegt, bei dem Eisenatome
aus einem hochreinen makroskopischen Target heraus in eine Inertgasatmo-
spha¨re gelo¨st wurden. Eine andere Mo¨glichkeit ist die Situation nach der
Zersetzung eines Precursors, wie z.B. Fe(CO)5. Dabei wird angenommen,
dass der Zersetzungsprozess so schnell erfolgt, dass er keinen Einfluss auf die
beginnende Partikelbildung hat. Zusa¨tzlich wird in diesem Fall auch der Ein-
fluss verbleibender Precursorreste, wie z.B. der CO-Moleku¨le, vernachla¨ssigt.
3.1 Gro¨ße des gro¨ßten Clusters im System
Als Ordnungsparameter fu¨r das Partikelwachstum wurde die Gro¨ße des gro¨ß-
ten Clusters im System ausgewa¨hlt, der mit Hilfe des Stillingerkriteriums
ermittelt wurde. Der Detektionsabstand betrug dabei etwa 1% weniger als
die Reichweite des EAM-Potentials von 4,4 A˚.
Zu Beginn der Simulation bleibt das System zuna¨chst fu¨r eine kurze Zeit
im u¨bersa¨ttigten Zustand. In Abbildung 3.2 ist solch ein System unmittelbar
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Abbildung 3.3: Wachstumskurven des gro¨ßten Clusters im System bei unter-
schiedlicher Dichte aber gleichem Argon:Eisen-Verha¨ltnis von 3:1. Bei ho¨heren
Teilchendichten erfolgt das Wachstum schneller als bei niedrigeren Teilchendichten
nach dem Simulationsstart und 2,3 ns nach dem Start zu sehen. In der rechten
Abbildung sind schon einige kleine Cluster zu erkennen.
Das Partikelwachstum beginnt durch Anlagerung einzelner Monomere an
kleinen Clustern, die etwa 5 Atome groß sind. Oberfla¨chenwachstum kann
man in den Abbildungen 3.3(a) und 3.3(b) an den kontinuierlich verlaufenden
Kurvenabschnitten erkennen. Die Kollision zweier Cluster fu¨hrt zu Spru¨ngen
in den Kurvenverla¨ufen.
Bei ho¨heren Temperaturen ist das Oberfla¨chenwachstum u¨ber einen la¨nge-
ren Zeitraum zu beobachten als bei niedrigen Temperaturen. Allgemein ver-
la¨uft das Wachstum bei ho¨heren Temperaturen weitgehend langsamer als bei
niedrigen.
Mit abnehmender Dichte bleibt die Abfolge der Wachstumsarten erhalten,
jedoch verla¨uft das Wachstum insgesamt langsamer. Somit dominiert das
Oberfla¨chenwachstum den gro¨ßten Teil der Simulationszeit.
3.2 Partikel- und Systemtemperatur
Da die Eisenatome in den Simulationen nur durch Sto¨ße mit den Argon-
atomen thermostatisiert werden, wird die bei der Clusterbildung freiwerden-
de Wa¨rme nicht sofort abgefu¨hrt. Somit heizen sich die Cluster bei ihrer
Entstehung sehr schnell stark auf und ku¨hlen danach nur langsam wieder ab.
Abbildung 3.4(a) zeigt die zeitliche Entwicklung der mittleren kinetischen
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Abbildung 3.4: Links: Entwicklung der Temperatur der gesamen Eisenphase fu¨r
Ar:Fe 3:1 und 0,05 mol/l Fe. Die Spru¨nge in den Kurven sind mit Kollisionen zwi-
schen Clustern verbunden. Rechts: Temperatur des gro¨ßten Clusters zusammen
mit seiner Gro¨ßenentwicklung. Deutlich sind Kollisionen mit anderen Clustern an
den Spru¨ngen in der Gro¨ßenentwicklung und der Temperaturkurve zu erkennen.
Mit zunehmender Clustergro¨ße nimmt auch die Sta¨rke der Temperaturfluktuatio-
nen ab.
Temperatur aller Eisenatome im Verlauf der Simulation. Sie ist eine Anna¨he-
rung an die tatsa¨chliche Temperatur und weicht nur wenig von ihr ab. Zu
Beginn der Simulation, die hauptsa¨chlich durch Entstehung und Wachstum
der ersten Cluster bestimmt ist, steigt die Temperatur stark an und erreicht
ein Maximum. Anschließend fa¨llt sie langsam ab und strebt der Inertgastem-
peratur entgegen. Je wa¨rmer das Inertgas und je ho¨her damit die Starttem-
peratur ist, umso niedriger ist zu Beginn die U¨bersa¨ttigung der Eisenphase
und damit die Rate der Clusterentstehung. Dadurch steigt die Temperatur
nicht so stark an, wie bei niedrigerer Inertgastemperatur.
Zur Betrachtung der kinetischen Temperatur des gro¨ßten Clusters wur-
de der Beitrag der Bewegung des Massenmittelpunktes des Clusters bei der
Temperaturbestimmung nicht beru¨cksichtigt, sondern nur die Bewegungen
der Atome innerhalb des Clusters. Beitra¨ge der Rotation eines Clusters zu
seiner Temperatur sind vernachla¨ssigbar klein (siehe Kapitel 4.5).
Abbildung 3.4(b) zeigt eine typische zeitliche Entwicklung der Gro¨ße des
gro¨ßten Clusters fu¨r ein Beispielsystem zusammen mit seiner Temperatur-
entwicklung. Das Wachstum wird bis ca. 3 ns durch Oberfla¨chenwachstum
bestimmt. Die plo¨tzlichen Temperaturspu¨nge und Gro¨ßena¨nderungen bei ca.
6,1 ns, 11,5 ns und spa¨ter bei ca. 13,5 ns werden durch Kollisionen mit ande-
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Abbildung 3.5: Temperatur der einzelnen Atomlagen eines Clusters (ohne Kern),
die um einen gemeinsamen Mittelwert schwanken. Mit zunehmender Gro¨ße kom-
men im Laufe der Simulationszeit weitere Schalen hinzu.
ren Clustern verursacht, bei denen ein neuer gro¨ßerer Cluster entsteht.
Wa¨hrend das Oberfla¨chenwachstum durch thermodynamische Gro¨ßen wie
U¨bersa¨ttigung und atomare Kinetik bestimmt wird, sind die Clusterkolli-
sionen mit anschließender Koaleszenz stochastische Prozesse. Fu¨r ho¨here
U¨bersa¨ttigung findet man aus dem Grund einen sta¨rkeren Beitrag an Koales-
zenzprozessen zum Wachstum, weil die Keimbildungsrate gro¨ßer ist und mehr
Partikel zu Beginn der Simulation gebildet werden. Sind die Eisenmonomere
schließlich aufgebraucht bleibt nur noch das Wachstum durch Agglomeration
und Koaleszenz.
Wie in Abbildung 3.4(b) zu erkennen ist, gibt es zu Beginn des Wachstums
starke Temperaturfluktuationen. Das liegt daran, dass der gro¨ßte Cluster
im System zu Beginn ein Monomer, Dimer, Trimer oder ein a¨hnlich kleiner
Cluster ist und das Hinzufu¨gen eines weiteren Atoms so viel Wa¨rme freisetzt,
dass die Clustertemperatur stark ansteigt. Kann das Inertgas diese Wa¨rme
nicht schnell genug aufnehmen, kommt es dazu, dass ein Cluster sich auflo¨st
und verdampft. Entsprechend stark kann der Verlust eines Atoms auch zu
einer Abku¨hlung fu¨hren, wenn es dem Cluster entsprechend viel kinetische
Energie entzieht.
Mit abnehmender Temperatur wird es wahrscheinlicher, dass ein Atom
bei einer Kollision mit einem Cluster haften bleibt und der entsprechende
Temperaturanstieg nicht zum Verdampfen des Clusters fu¨hrt. Gleiches gilt
fu¨r zunehmende Clustergro¨ße, wenn dieser auf Grund der ho¨heren Anzahl
Atome eine ho¨here Wa¨rmekapazita¨t hat.
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Die schon erwa¨hnten Spru¨nge in der Temperaturkurve, die auf Koales-
zenzprozesse folgen, ko¨nnen zwei Ursachen haben. Einerseits kann ein großer
Cluster mit einem kleineren, heißen kollidieren, so daß die resultierende Tem-
peratur des vergro¨ßerten Clusters u¨ber der des alten liegt. Andererseits kann
der Temperaturanstieg auf die beim Verschmelzen der beiden Stoßpartner
freiwerdende Wa¨rme zuru¨ckgefu¨hrt werden, wenn potentielle Energie in ki-
netische Energie umgewandelt wird, und das Inertgas diese Wa¨rme nicht in
der gleichen Zeit abfu¨hren kann, in der sie frei wird.
Abbildung 3.5 zeigt die Temperaturentwicklung in den einzelnen Atomla-
gen eines Clusters. Zu erkennen ist, wie im Verlauf der Zeit einzelne Schalen
hinzukommen. Der Kern des Clusters ist nicht dargestellt, da wegen der ge-
ringen Anzahl von Atomen im Clusterkern die Temperaturfluktuationen sehr
stark sind und das Diagramm unu¨bersichtlich machen. Deswegen beginnt die
Kurve erst bei ca. 1 ns. Mit zunehmendem Abstand der Schalen zum Clu-
stermittelpunkt werden die Fluktuationen kleiner, da die Anzahl Atome pro
Schale nach aussen hin zunimmt. Die Temperaturen der einzelnen Schalen
bewegen sich alle um einen gemeinsamen Mittelwert.
3.3 Paarverteilungsfunktion
Der Vergleich der nach 16 ns Simulationszeit u¨ber eine Anzahl von 200 Kon-
figurationen, (0,1 ns) ermittelten Paarverteilungsfunktionen g(r) aus den Si-
mulationen mit der einer idealen fcc-Eisenstruktur mit der Gitterkonstante
0,3676 nm [167] zeigt eine gute U¨bereinstimmung (Abbildung 3.6(a)).
Um den jeweils zweiten Peak der idealen und aus den Simulationen erhal-
tenen Paarverteilungsfunktionen zur Deckung zu bringen, mußte die ideale
Kurve um 1%-2% auf der r-Achse nach unten skaliert werden.
Fu¨r die in Abbildung 3.6(a) gezeigten Paarverteilungsfunktionen ver-
schiebt sich die Lage des zweiten Peaks von 0,362 nm bei 300K u¨ber 0,365 nm
bei 600K zu 0,366 nm bei 800K. Das ist allerdings nur sehr schwer in den
Diagrammen zu erkennen. Je niedriger die Temperatur ist, um so scha¨rfer
sind die Peaks. Abbildung 3.6(b) zeigt die zeitliche Entwicklung der Paar-
verteilungsfunktion eines Simulationslaufes bei 1000K, 0,07mol/l Eisen und
einem Ar:Fe-Verha¨ltnis von 3:1. Ermittelt wurden die einzelnen Kurven u¨ber
jeweils 200 Konfigurationen alle 4 ns. Zu erkennen ist, wie sich die einzelnen
Peaks im Laufe der Zeit entwickeln und scha¨rfer werden. Das ha¨ngt mit der
zunehmenden Gro¨ße aber auch der im Laufe der Simulation abnehmenden
Temperatur der Cluster im System zusammen.
Die U¨bereinstimmung der erhaltenen Paarverteilungsfunktionen mit der
idealen fcc-Phase von Eisen ist jedoch nur fu¨r die ersten drei bis vier Peaks
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Abbildung 3.6: Links: Paarverteilungsfunktionen nach 16 ns von Simulati-
onsla¨ufen bei unterschiedlicher Temperatur im Vergleich mit der Paarverteilungs-
funktion einer idealen fcc-Struktur mit der Gitterkonstante von fcc-Eisen. Rechts:
Zeitliche Entwicklung der Paarverteilungsfunktion in Schritten von 4 ns. Diese wur-
den jeweils aus 200 aufeinanderfolgenden Konfigurationen ermittelt.
gut. Danach zeigen sich deutliche Abweichungen. Grund dafu¨r sind weitere
Strukturkomponenten neben der fcc-Phase.
3.4 Common Neighbour Analysis
Mit der Common Neighbour Analysis gelingt eine viel detailliertere Analyse
der Clusterstruktur als mit der Paarverteilungsfunktion. Als Eingabewert fu¨r
die Auswertung ist lediglich die Position rCNA des Minimums zwischen dem
ersten und zweiten Peak aus der Paarverteilungsfunktion notwendig. Meist
lag dieser Wert zwischen 3,1 A˚ und 3,5 A˚. Da in allen Untersuchungen alle
4 ns eine Paarverteilungsfunktion ermittelt wurde, wurde fu¨r den entspre-
chenden vorhergehenden Zeitraum in der CNA dieser Wert verwendet. Es ist
nicht notwendig, die Paarverteilungsfunktion o¨fters als hier durchgefu¨hrt zu
bestimmen, um einen guten Abstandsparameter fu¨r die Common Neighbour
Analysis zu haben.
In allen Simulationsla¨ufen erscheint als erste der geordneten Strukturen
die ikosaedrische Struktur. In den Abbildungen 3.7(a) und 3.7(b) ist ein Ver-
gleich der Strukturentwicklung bei verschiedenen Temperaturen und anson-
sten gleicher Dichte und gleicher Inertgaskonzentration zu sehen. Sowohl in




Abbildung 3.7: a)–c) Zeitliche Strukturentwicklung fu¨r drei Simulationsla¨ufe bei
verschiedenen Temperaturen und Teilchendichten (jeweils 73 Eisenatome). Das
Diagramm in d) zeigt zum Vergleich die Strukturentwicklung in einem gro¨ßeren
System mit 113 Eisenatomen. Die Abku¨rzungen in den Diagrammen bezeichnen
die unterschiedlichen Strukturtypen: ico: ikosaedrisch; fcc: kubisch fla¨chenzentriert,
hcp: hexagonal dichteste Kugelpackung; bcc: kubisch raumzentriert.
gro¨ßten Clusters im System (Abbildung 3.8) ist zu sehen, wie sich zuna¨chst
langsam die fu¨nfza¨hligen Strukturelemente entwickeln. Mit fortschreitender
Zeit und zunehmender Clustergro¨ße entstehen dann die dichtgepacktesten
Strukturen fcc und hcp. Die hcp-Struktur erscheint hier nur als Folge von
Wechseln in der Stapelfolge. Sonst liegt sie in Eisen nur unter sehr hohem
Druck vor (vgl. Phasendiagramm in Abbildung 1.2). Abgesehen von kleinen
Fluktuationen (ho¨chstens 1-3 Atome von 343 Atomen) werden keine Ato-




Abbildung 3.8: Strukturentwicklung des gro¨ßten Clusters der Systeme aus Ab-
bildung 3.7. Hier ist zusa¨tzlich die zeitliche Entwicklung der Anzahl Atome, die
in nicht detektierten Strukturen oder unstrukturierter Phase vorliegen, mit einge-
zeichnet.
Abbildungen 3.7(a) und 3.7(b) sieht man den Effekt, daß bei ho¨heren Tem-
peraturen nicht nur das Wachstum langsamer verla¨uft als bei niedrigeren
Temperaturen, sondern auch die Strukturentwicklung. Zusa¨tzlich ist in Ab-
bildung 3.7 zu sehen, dass die Strukturentwicklung kontinuierlich verlaufen
kann wie in den Abbildungen 3.7(b) und 3.7(d), oder dass sie diskontinu-
ierlich verlaufen kann wie in 3.7(a) oder 3.7(c), wo Clusterkollisionen und
Koaleszenz dazu fu¨hren, daß sich die Strukturzusammensetzung innerhalb
sehr kurzer Zeit stark a¨ndern kann. Ein kontinuierlicher Verlauf wie in 3.7(b)
ist auf Strukturbildung wa¨hrend des Abku¨hlens aus dem flu¨ssigen Zustand
zuru¨ckzufu¨hren. Das ist auch besonders gut in Abbildung 3.8(d) zu erkennen.
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Abbildung 3.9: Oberfla¨chenbruch des gro¨ßten Clusters aufgetragen u¨ber die An-
zahl Atome im gro¨ßten Cluster fu¨r zwei Simulationsla¨ufe bei unterschiedlichen
Temperaturen und ansonsten gleicher Dichte und gleicher Inertgaskonzentration.
Die minimalen Oberfla¨chenbru¨che von Magic-Number-fcc-Clustern mit 13, 55, 147
und 309 Atomen sind als schwarze Punkte miteingezeichnet.
3.5 Oberfla¨chenbruch
Abbildung 3.9 zeigt den Oberfla¨chenbruch des gro¨ßten Clusters im System als
Funktion der Anzahl von Atomen im gro¨ßten Cluster fu¨r zwei verschiedene
Inertgastemperaturen. Als schwarze Punkte sind in beiden Diagrammen die
minimal mo¨glichen Oberfla¨chenbru¨che der Magic-Number-fcc-Cluster mit 13,
55, 147 und 309 Atomen markiert (siehe auch Kapitel 2.4.4). Zwei verschie-
dene Kurvenabschnitte sind in den beiden Diagrammen in Abbildung 3.9
zu sehen. Horizontale Spru¨nge sind auf Kollisionen des gro¨ßten Clusters mit
einem weiteren Cluster zuru¨ckzufu¨hren, wobei der Oberfla¨chenbruch gleich
bleibt oder zunimmt. Sich an solche horizontalen Spru¨nge anschließende senk-
rechte Abschnitte (die Clustergro¨ße a¨ndert sich nicht) bedeuten, dass sich der
Kollision ein Koaleszenzprozess anschließt, bei dem die beiden Stoßpartner
miteinander verschmelzen. Das ist mit einer Abnahme der Oberfla¨che und
damit des Oberfla¨chenbruchs des neuen Clusters verbunden.
In den beiden gezeigten Fa¨llen verla¨uft die Kurve entlang einer gedach-
ten Verbindungslinie zwischen den schwarzen Punkten. Die Abweichungen
und Fluktuationen sind Folge des Wachstumsprozesses wa¨hrenddessen sich
immer wieder die Anzahl Atome im Cluster selbst und an dessen Oberfla¨che
a¨ndert. Auch hier lassen sich die beiden unterschiedlichen Wachstumsarten
unterscheiden. Zu sehen ist, dass der Cluster nach jeder Gro¨ßena¨nderung
wieder seine Oberfla¨che minimiert.
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Abbildung 3.10: Links: Zeitliche Entwicklung der mittleren Clustergro¨ße: Sie
wa¨chst mit zunehmendem Inertgasanteil schneller. Rechts: Paarverteilungsfunkti-
on verschiedener Systeme bei gleicher Teilchendichte und Inertgastemperatur aber
verschiedenem Inertgasanteil nach 16 ns. Mit zunehmendem Inertgasanteil ist der
Anteil geordneter Strukturen nach 16 ns gro¨ßer als bei niedrigen Inertgasmengen.
Die Pfeile in der rechten Abbildung zeigen die Tendenz der Entwicklung der Peaks
mit zunehmender Inertgasmenge.
3.6 Einfluß der Inertgasmenge
Zur genaueren Untersuchung des Einflusses der Inertgasmenge auf Partikel-
bildung und Strukturentwicklung wurden Simulationsla¨ufe bei 600K, 800K
und 1000K mit 0,02mol/l Eisen durchgefu¨hrt. Dabei wurden Argon:Eisen-
Verha¨ltnisse von 1:1, 2:1, 3:1, 5:1 und 10:1 untersucht.
In Abbildung 3.10(a) sind die mittleren Clustergro¨ßen der Simulations-
la¨ufe bei 800K Inertgastemperatur u¨ber die Zeit aufgetragen. Das Wachstum
verla¨uft mit zunehmender Inertgasmenge schneller, was mit einer schnelleren
Wa¨rmeabfuhr durch mehr Sto¨ße mit Inertgasatomen zu erkla¨ren ist. Jedoch
wird nicht nur das Wachstum beschleunigt, sondern auch die Strukturbildung
als Folge des schnelleren Abku¨hlens. Das la¨sst sich an der Gesamtpaarvertei-
lungsfunktion nach 16 ns Simulationszeit erkennen (Abbildung 3.10(b)), die
fu¨r zunehmende Inertgasmenge ausgepra¨gtere und scha¨rfere Peaks aufweist.
Die Kurven fu¨r das 2:1 und 3:1 Verha¨ltnis a¨hneln noch der einer Flu¨ssigkeit.
Dagegen repra¨sentieren die Kurven fu¨r das 5:1 und 10:1 Verha¨ltnis die von
Systemen mit gro¨ßerer Nahordnung bzw. fester Struktur.
Um den Effekt der Inertgasmenge auf die gesamte Eisenphase zu un-
tersuchen ist in den Abbildungen 3.11(a) die mittlere Temperatur aller Ei-




Abbildung 3.11: a) Entwicklung der mittleren Temperatur der Eisenphase bei
800 K Inertgastemperatur, ρFe = 0, 02 mol/l und unterschiedlichem Inertgasanteil.
b) Plot der Temperaturmaxima aus a) gegen den Inertgasanteil. Die Punkte liegen
auf einer exponentiell abklingenden Kurve mit 1392 K als Grenzwert fu¨r große In-
ertgasanteile. c) Aufheizrate der Eisenphase bei unterschiedlichen Inertgasanteilen.
aufgetragen. Wa¨hrend im System mit 1:1 Argon:Eisen die Temperatur u¨ber
den gesamten Zeitraum vor 16 ns ansteigt, wird fu¨r Ar:Fe=2:1 ein Tempera-
turmaximum bei ca. 14 ns erreicht. Mit weiter steigendem Inertgasanteil wird
dieses Maximum zu einem fru¨heren Zeitpunkt u¨berschritten. Dieser Trend ist
unabha¨ngig von der Temperatur des Inertgases.
Die Temperatur der Eisenatome fu¨r die Simulationsla¨ufe bei 800K wird
in Abbildung 3.11(a) verglichen. Hier ist ebenfalls zu erkennen, dass die Ho¨he
des Maximums mit zunehmender Inertgasmenge abnimmt. Die Wa¨rme wird
schneller abgefu¨hrt und der Abku¨hlprozess beginnt fru¨her.
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Abbildung 3.11(b) zeigt das erreichte Maximum der mittleren Tempe-
ratur der Eisenatome in Abha¨ngigkeit des jeweiligen Inertgasu¨berschusses.
Legt man eine exponentiell abfallende Kurve durch diese vier Punkte ergibt
sich fu¨r große Inertgasu¨berschu¨sse ein Grenzwert von 1392K. Das liegt ca.
1,74mal u¨ber der Inertgastemperatur von 800K. Die ho¨chste Inertgaskonzen-
tration betrug in dieser Untersuchung 10:1. In diesem Bereich ist Wa¨rmeaus-
tausch der Haupteinfluss auf das Clusterwachstum. Andere Effekte wie z.B.
Diffusion der Eisenatome bei hohen Argondichten sind in dieser Extrapola-
tion nicht beru¨cksichtigt. Die Abscha¨tzung bezieht sich ausserdem auch nur
auf das jeweilige Maximum, das wa¨hrend des Simulationslaufes erreicht wur-
de und z.B. nicht auf eine Temperatur, die spa¨ter im Simulationslauf erreicht
wurde.
Zusa¨tzlich wurde die Aufheizrate der Eisenatome in den einzelnen Simu-
lationsla¨ufen im Rahmen der recht starken Fluktuationen abgescha¨tzt (Ab-
bildung 3.11(c)). Mit zunehmender Inertgasmenge nimmt die Aufheizrate zu,
was zuna¨chst widerspru¨chlich erscheint, da man auf Grund der schnelleren
Wa¨rmeabfuhr einen langsameren Temperaturanstieg erwartet. Es ist jedoch
so, dass der ho¨here Inertgasanteil zwar zu einer schnelleren Ku¨hlung der Clu-
ster fu¨hrt, dadurch jedoch auch weitere Eisenatome an die Cluster angelagert
werden ko¨nnen. Damit wird das Wachstum beschleunigt und als Folge mehr
Wa¨rme freigesetzt.
Ein ho¨herer Inertgasanteil beschleunigt nicht nur das Wachstum sondern
auch die Strukturentwicklung. Fu¨r ein Argon:Eisen-Verha¨ltnis von 2:1 be-
ginnt zwar ab 4 ns die Ausbildung der ikosaedrischen Strukturen (Abbildung
3.12(a)), jedoch dauert es bis ca. 32 ns bis ein signifikanter Anteil geord-
neter Strukturen vorhanden ist. Hier entwickeln sich parallel sowohl iko-
saedrische als auch dichtgepackte Strukturen. In den anderen abgebildeten
CNA-Diagrammen ist zu sehen, dass sich meist schon ab ca. 2 ns zuna¨chst
ikosedrische Strukturen ausbilden. Das geschieht umso schneller je mehr In-





Abbildung 3.12: Zeitliche Strukturentwicklung bei gleicher Temperatur und
Dichte fu¨r verschiedene Inertgasanteile: a) Ar:Fe 1:1, b) Ar:Fe 2:1, c) Ar:Fe 3:1, d)
Ar:Fe 5:1, e) Ar:Fe 10:1. Mit steigendem Inertgasanteil setzt die Strukturentwick-
lung fru¨her ein.
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Der Vergleich zeigt insgesamt, dass mit zunehmendem Inertgasanteil so-
wohl das Partikelwachstum als auch die Strukturentwicklung schneller ver-
la¨uft.
3.7 Keimbildungsraten
Zur Untersuchung der Keimbildungsraten von Eisennanopartikeln aus der
Gasphase wurden Simulationsla¨ufe bei einem Argon:Eisen-Verha¨ltnis von 3:1
und bei den Inertgastemperaturen 800K, 900K und 1000K durchgefu¨hrt. Es
wurden Teilchendichten von 0,02mol/l, 0,035mol/l, 0,05mol/l und 0,07mol/l
Eisen vorgegeben. Bei der Verwendung von 73 Eisenatomen entspricht dies
Kantenla¨ngen der kubischen Simulationsbox von 30,0 nm, 25,3 nm, 22,5 nm
und 20,0 nm. Die Temperaturen wurden so gewa¨hlt, um sie direkt mit Ergeb-
nissen von Giesen et al. [36] vergleichen zu ko¨nnen. In jener Arbeit wird die
Eisennanopartikelentstehung aus der Gasphase durch thermisches Zersetzen
von Eisenpentacarbonyl in einem wandbeheizten Rohrreaktor mit Hilfe eines
analytischen Modells untersucht. Dazu wird in Experimenten die Monomer-
konzentrationsa¨nderung u¨ber die Zeit gemessen und als einer von mehre-
ren Parametern in einem analytischen Keimbildungs- und Wachstumsmodell
verwendet. Dieses Modell beruht auf der sogenannten selfconsistent classi-
cal nucleation theory von Girshick und Chiu [144]. Als Ergebnis erha¨lt man
unter anderem Keimbildungsraten in Abha¨ngigkeit der U¨bersa¨ttigung. Diese
Gro¨ße wird hier verglichen.
Im Fall der hier durchgefu¨hrten Simulationen wurden die Keimbildungs-
raten mit der Methode von Yasuoka bestimmt, wie sie in Kapitel 2.4.5 be-
schrieben ist. Die Ausgleichsgeraden wurden mit dem Programm gnuplot
so an die Daten gefittet, dass die Steigung der Geraden den linear anstei-
genden Teil der Yasuoka-Kurve mo¨glichst gut wiedergab. Beim Vergleich der
Yasuoka-Kurven von Simulationen mit unterschiedlicher Anzahl an Eisena-
tomen (343 und 1331 Eisenatome) zeigte sich der Einfluss der Gro¨sse der
Systeme (finite size effect) lediglich dadurch, dass der Anstieg der Kurven
fu¨r die gro¨ßeren Systeme la¨nger andauerte und das Plateau erst zu einem
spa¨teren Zeitpunkt erreicht wurde.
Fu¨r jede in den Rohdaten vorhandene Konfiguration wurde aus der Mono-
meranzahl und der mittleren Monomertemperatur die zugeho¨rige U¨bersa¨tti-
gung bestimmt. Die zugeho¨rige Formel ist








Abbildung 3.13: Links: Typischer Plot von Yasuoka-Kurven fu¨r drei verschie-
dene Schwellenwerte NY mit eingezeichneten linearen Ausgleichsgeraden. Rechts:
Zeitliche Entwicklung der Monomertemperatur bei 0,02 mol/l Eisen und Ar:Fe 5:1.





und dem Dampfdruck pvap,liq [168] bei der mittleren Monomertemperatur T1
pvap,liq = 10
5,006+6,347−19574/T1 Pa: (3.3)
N1 ist die Anzahl der Monomere in der jeweiligen Konfiguration und V das
Volumen der Simulationsbox.
Im gleichen Zeitintervall, in dem auch die Keimbildungsrate bestimmt
wurde, wurde der Mittelwert der U¨bersa¨ttigung berechnet. Die Standardab-
weichung der Mittelwerte des natu¨rlichen Logarithmus der U¨bersa¨ttigung S
betra¨gt ca. 2,5. Die Bestimmung der Keimbildungsrate ist ebenfalls fehler-
behaftet. Der Fehler bei der Ermittlung der Steigung der Geraden resultiert
in maximal einer halben Gro¨ßenordnung in der Keimbildungsrate, meist ist
er jedoch kleiner. Ihren Ursprung haben diese Abweichungen in dem nicht
immer ganz linear oder mit Unterbrechungen linear verlaufenden Kurvenab-
schnit der Yasuoka-Diagramme.
Zur Bestimmung der Keimbildungsrate wurden die Yasuoka-Kurven fu¨r
Eisencluster bestehend aus fu¨nf Atomen und mehr benutzt (siehe Abbildung
3.13(a)), da sich in allen durchgefu¨hrten Simulationen gezeigt hat, dass diese
Clustergro¨ße im Gegensatz zu kleineren Clustern in den meisten Fa¨llen stabil
blieb und weiter zu gro¨ßeren Partikeln anwuchs.
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Abbildung 3.14: Links: Keimbildungsraten in Abha¨ngigkeit der U¨bersa¨ttigung.
Die Punkte oben rechts sind Ergebnisse der hier durchgefu¨hrten Simulationen. Die
durchgezogenen Kurven links unten sind Ergebnisse aus Referenz [36]. Rechts: Mit
Molekulardynamik-Simlationen und der Methode von Yasuoka et al. bei verschie-
denen Teilchendichten und Inertgastemperaturen ermittelte Keimbildungsraten.
Das Argon:Eisen-Verha¨ltnis betrug 3:1. Der Fehler auf der lnS-Achse liegt bei un-
gefa¨hr ±2, 5 und der der Keimbildungsrate bei ca. ± einer halben Gro¨ßenordnung.
Die durchgezogenen Linien verdeutlichen den Trend der Keimbildungsraten mit
steigender U¨bersa¨ttigung. Die Temperaturangabe entspricht ungefa¨hr der mittle-
ren Monomertemperatur der Systeme, deren Datenpunkte in unmittelbarer Na¨he
zu diesen Geraden liegen.
Abbildung 3.13(b) zeigt beispielhaft die zeitliche Entwicklung der Eisen-
monomertemperatur fu¨r verschiedene Inertgastemperaturen. Es ist gut zu
erkennen, dass die Temperatur der Eisenmonomere, um die Inertgastem-
peratur herum fluktuiert. Daher ru¨hren auch die zeitlichen Schwankungen
der U¨bersa¨ttigung. Der zugeho¨rige Yasuoka-Plot zur Temperatur 600K ist
in Abbildung 3.13(a) zu sehen. Eingezeichnet sind auch die Geraden, deren
Steigung bezogen auf das Simulationsvolumen die Keimbildungsrate ist.
Keimbildungsraten u¨ber die U¨bersa¨ttigung aufgetragen ergibt ein Dia-
gramm wie in Abbildung 3.14(a). Mit eingezeichnet sind die Ergebnisse aus
dem analytischen Keimbildungsmodell von Giesen et al. [36] als durchgezoge-
ne Linien. Trotz der unterschiedlichen benutzten Methoden sind die Ergeb-
nisse vergleichbar. Die Punkte repra¨sentieren die Ergebnisse aus den durch-
gefu¨hrten Simulationen. Abbildung 3.14(b) zeigt die Ergebnisse der Moleku-
lardynamik Simulationen im Detail. Die eingezeichneten schwarzen Geraden
kennzeichnen Gruppen von Punkten, bei denen die mittlere Monomertem-
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Tabelle 3.1: Fit-Parameter der J(S)-Kurven in Abbildung 3.15.
Abbildung 3.15: Vergleiche der Keimbildungsraten aus den MD-Simulationen
mit denen von Giesen et al. zeigen eine gute U¨bereinstimmung.
peratur in dem Zeitintervall, in der die Keimbildungsrate bestimmt wurde,
nur wenig von der unter der Linie angegebenen Temperatur abweicht. Diese
Abweichung von der jeweiligen Inertgastemperatur ist auf die jeweils un-
terschiedliche zeitliche Entwicklung der Anzahl der verbleibenden Monome-
re sowie deren Temperaturentwicklung zuru¨ckzufu¨hren. Der Fehler auf der
ln S-Achse betra¨gt ungefa¨hr ±2; 5 und der der Keimbildungsrate ca. ± eine
halbe Gro¨ßenordnung. Die durchgezogenen Linien verdeutlichen den Trend
der Keimbildungsraten mit steigender U¨bersa¨ttigung.
Abbildung 3.15 zeigt fu¨r drei verschiedene Temperaturen eine Korrela-
tion der Keimbildungsraten aus den MD-Simulationen und Ergebnissen des
analytischen Modells. Die U¨bereinstimmung ist gut, wobei die Korrelation
verglichen mit einer Extrapolation der Ergebnisse von Giesen et al. etwas
flacher verla¨uft.
Die Fitfunktion, die durch die Datenpunkte gelegt wurde, hat folgende
Form




A und B sind Fit-Parameter, deren Werte fu¨r die einzelnen Kurven in Tabelle










Nach Gleichung 2.56 gilt fu¨r die Anzahl Atome N ∗ im kritischen Cluster bei
konstanter Temperatur T
N∗ = ∆N∗ + NGas: (3.6)
Bei den Systemen mit der ho¨chsten Eisendichte (0,07mol/l) befindet sich im
Mittel in 23 nm3 ein Eisenatom. Der Wert von NGas ist damit vernachla¨ssig-
bar klein, so dass in guter Na¨herung N∗ = ∆N∗ gilt. Mit Gleichung 3.5 erha¨lt
man somit aus den MD-Simulationen fu¨r N∗ Werte zwischen eins und drei.
Diese passen im Rahmen der Temperaturfluktuationen der Eisenmonomere
im Laufe der Partikelbildung und den teils weit u¨ber der Inertgastempera-
tur liegenden Clustertemperaturen zu der Beobachtung in den ausgewerteten
Yasuoka-Diagrammen, dass auch die Trimere kurz nach ihrer Bildung wieder
zerfallen ko¨nnen. Damit liegt die kritische Clustergro¨sse in den durchgefu¨hr-
ten Simulationen zwischen einem und drei Eisenatomen.
Das analytische Modell ist fu¨r zunehmende U¨bersa¨ttigung dadurch be-
grenzt, dass als kritische Keimgro¨ße ein Keim von weniger als einem Monomer
resultieren wu¨rde, was unphysikalisch ist. Molekulardynamik-Simulationen
bei geringerer U¨bersa¨ttigung als hier gezeigt sind mit vertretbarem Zeit- und
Datenaufwand kaum durchzufu¨hren. Daher bleibt ein gewisser Bereich auf
der ln S-Achse offen, fu¨r den keine der beiden Methoden Daten liefern kann.
Zusammenfassend bleibt aber die gute U¨bereinstimmung des Trends in den
Keimbildungsraten zwischen diesen beiden Modellen.
3.8 Koaleszenzprozesse
Koaleszenzprozesse haben einen wichtigen Anteil am Partikelwachstum und
einen starken Einfluss auf die Partikelstruktur. Daher wurden typische Clu-
sterkollisionen, wie sie in den Simulationsla¨ufen zum Partikelwachstum auf-
traten, im Detail untersucht. In diesen zeitlich hochaufgelo¨sten La¨ufen wur-
den alle 10 bis 20 Zeitschritte die Konfiguration des Systems abgespeichert
und ein Zeitraum von 150 ps – 200 ps um den jeweiligen Stoßprozess unter-
sucht, da in dieser Zeitspanne sehr schnelle Prozesse als Folge der Kollision
ablaufen. Diese Untersuchung unterscheidet sich von bisherigen Simulationen
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von Koaleszenzprozessen, in denen meist idealisierte Startbedingungen und
Cluster vorgegeben wurden [84, 85, 86].
Der Fortgang eines Koaleszenzprozesses wird u¨ber die zeitliche Entwick-
lung des Oberfla¨chenbruchs des neu gebildeten Clusters verfolgt, sowie u¨ber
die A¨nderung der Strukturzusammensetzung mit Hilfe der Common Neigh-
bour Analysis. Dies ist insgesamt ein neuer Ansatz zur Untersuchung von
Koaleszenzprozessen auf atomarer Basis, da in bisherigen Untersuchungen
anhand anderer Gro¨ßen die Abweichungen von der Kugelgestalt beschrieben
wurde wie z.B. mit den Haupttra¨gheitsmomenten [86], Gyrationsradien [161],
oder dem Aspekt-Verha¨ltnis eines Clusters [161, 162].
Der kleinstmo¨gliche Oberfla¨chenbruch ist nur fu¨r einen spha¨rischen Clu-
ster realisierbar, wa¨hrend nichtspha¨rische Cluster oder solche mit einer rauen
Oberfla¨che einen gro¨ßeren Oberfla¨chenbruch aufweisen. Die treibende Kraft
hinter einem Koaleszenzprozess ist das Bestreben eines Clusters, seine Ober-
fla¨che und damit seine Oberfla¨chenenergie zu minimieren. Diese Tendenz ist
umso sta¨rker, je gro¨ßer die Abweichungen von der Kugelgestalt und damit
die Abweichung von der minimal mo¨glichen Oberfla¨che sind [85, 169].
Die zeitliche Entwicklung der Oberfla¨che wa¨hrend eines Koaleszenzpro-






Die zeitliche A¨nderung der Oberfla¨che a, ausgehend von einem Wert, der
gro¨ßer ist als der minimal mo¨gliche Wert aEnde, wird durch eine charakte-
ristische Zeitkonstante  bestimmt. Anstatt der Oberfla¨che kann aber auch
der Oberfla¨chenbruch x eingesetzt werden. Mit x = NOberfl.=NCluster kann a
durch x ersetzt werden und nach Integration erha¨lt man






Hier ist tStart der Zeitpunkt, an dem der Koaleszenzprozess beginnt, also
genau dann, wenn die beiden Stoßpartner einander beru¨hren und sich danach
nicht mehr trennen. x ist ein Vorfaktor, der die Differenz xStart − xEnde
zwischen Start- und Endwert des Oberfla¨chenbruchs wiedergibt. Damit erha¨lt
man






In Abbildung 3.16 sind mittlerer Oberfla¨chenbruch, CNA und mittlere
Temperatur zweier Cluster in ihrer zeitlichen Entwicklung vor und nach der
Kollision zu sehen. Bei der Ermittlung der Mittelwerte der Temperatur und
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fu¨r die mittlere Temperatur der beiden Stoßpartner. Die zeitliche A¨nderung
des Oberfla¨chenbruchs ist zusammen mit einer exponentiell abfallenden Kur-
ve geplottet, deren Parameter in Tabelle 3.2 zusammen mit den Werten wei-
terer untersuchter Koaleszenzprozesse zu finden ist.
Durch die Definition eines Clusters mit Hilfe des Stillingerkriteriums und
die Bewegung der Cluster vor dem Stoß kann es dazu kommen, dass das
System fu¨r wenige Augenblicke zwischen den beiden Zusta¨nden ’zwei Cluster
– ein Cluster’ hin- und herfluktuiert. Der Startpunkt des Koaleszenzprozesses
ist der Zeitpunkt, ab dem die beiden Stoßpartner vom Programm nur noch
als ein Cluster detektiert werden.
Zur Ermittlung der Parameter der exponentiellen Abklingfunktion wur-
den zuna¨chst tStart und x festgelegt, wofu¨r der gewichtete mittlere Ober-
fla¨chenbruch der beiden Cluster unmittelbar vor der Kollision benutzt wur-
de. Die Zeitkonstante  wurde dann durch einen least squares-Fit an den
zeitlichen Verlauf des Oberfla¨chenbruchs fu¨r t > tStart berechnet. In wenigen
Fa¨llen war es no¨tig auch xStart festzulegen, um eine gute Korrelation zwischen
Simulationsergebnis und Fitfunktion zu erzielen.
Abbildung 3.16(a) zeigt, wie zu Beginn des Koaleszenzprozesses der Ober-
fla¨chenbruch anfa¨ngt abzunehmen und der Cluster einer kugela¨hnlichen Form
zustrebt. Da der neue Cluster gro¨ßer ist als seine Stoßpartner vorher, muss
sein Oberfla¨chenbruch geringer sein. Im gezeigten Fall folgt die zeitliche Ab-
nahme des Oberfla¨chenbruchs sehr gut der exponentiell abfallenden Funkti-
on. Die zugeho¨rige Common Neighbour Analysis (Abbildung 3.16(d)) zeigt,
dass die beiden kollidierenden Cluster keinen signifikanten Anteil an geordne-
ten Strukturen besitzen und demnach flu¨ssig sind. Bei 10,13 ns in Abbildung
3.16(a) betra¨gt der Oberfla¨chenbruch 0,488 und nimmt im Lauf der Zeit auf
0,486 ab. Der theoretische Minimalwert von 0,46 wird nicht erreicht.
Da der resultierende Cluster ebenfalls fu¨ssig ist und eine mehr oder we-
niger kugelfo¨rmige Gestalt hat, kann die Differenz zwischen theoretischem
und in der Simulation erreichtem Minimalwert als Beitrag der Rauigkeit der
Oberfla¨che aber auch als Folge der Fluktuationen der Anzahl der Oberfla¨-
chenatome erkla¨rt werden. Der theoretische Wert ist dagegen eine Interpola-
tion zwischen den Oberfla¨chenbru¨chen der idealen Magic-Number-Cluster.
In Abbildung 3.16(c) ist die Temperaturentwicklung des Systems vor und
nach der Kollision zu sehen. Der kleinere der beiden Cluster, mit 217 Ato-
men, hat eine Temperatur von ca. 1420K, der gro¨ßere der beiden ca. 1700K.
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/mol/l TAr/K Ar:Fe N1 + N2 = N tStart/ns xEnde xKugel x /ps xsim
C1 0,07 600 1:1 281+217=498 10,09456 0,488428 0,463628 0,093467 4,932 0,485743
C2 kurz 0,07 800 1:1 397+284=681 16,23508 0,473778 0,426361 0,047827 4,709 0,454545
C2 lang 0,07 800 1:1 397+284=681 16,23508 0,473778 0,426361 0,067060 132,1 0,454545
C3 0,05 1000 3:1 203+140=343 13,38752 0,551020 0,510642 0,069980 4,545 0,555728
C4 0,02 600 3:1 117+89=206 15,67801 0,616949 0,578865 0,071884 3,091 0,601426
C5 0,02 800 3:1 135+77=212 15,39482 0,612361 0,574923 0,0805407 3,331 0,611229
C6 0,02 800 5:1 131+107=238 14,46228 0,579832 0,559148 0,1092440 9,273 0,578554
C7 0,02 800 10:1 139+68=207 10,52935 0,615357 0,578199 0,062802 3,184 0,592740
C8 0,02 800 5:1 239+23=262 15,3892 0,568702 0,546190 0,038168 2,667 0,568467
C9 0,02 600 10:1 86+61=147 8,47214 0,653061 0,652850 0,095238 9,081 0,659852
Tabelle 3.2: Fitparameter fu¨r Gleichung 3.8 bzw. 3.9 fu¨r verschiedene Koaleszenzprozesse. tStart: Zeitpunkt, ab dem der
neue Cluster stabil ist; xEnde: wird in den beiden genannten Gleichungen zum Fitten verwendet; xKugel: minimaler Ober-
fla¨chenbruch eines kugelfo¨rmigen Clusters mit der gleichen Anzahl N von Atomen; δx = x(tStart) − xEnde; τ : Zeitkonstante
der exponentiellen Abklingfunktion des Oberfla¨chenbruchs; xsim: Oberfla¨chenbruch zum Zeitpunkt des Endes der Simulation




Abbildung 3.16: Ergebnisse fu¨r die Koaleszenzprozesse, die in Tabelle 3.2 mit C1
markiert sind: a) Zeitliche Entwicklung des Oberfla¨chenbruchs der beiden Cluster
vor der Kollision und nach der Kollision. Die Zahlen geben die Anzahl Atome in den
Clustern an. Zusa¨tzlich ist der mit den Clustergro¨ßen gewichtete mittlere Ober-
fla¨chenbruch eingezeichnet. An die Kurve ist eine exponentielle Abklingfunktion
gefittet, deren Parameter in Tabelle 3.2 zu finden sind. b) Zeitliche Entwicklung
des Oberfla¨chenbruchs des gro¨ßten Clusters im System fu¨r die gesamte Simulati-
on. Die Zunahme bei ca. 23 ns ha¨ngt mit einem weiteren Agglomerationsprozess
zusammen, der in einer Clusterform mit ho¨herem Oberfla¨chenbruch endet, da die
beiden Stoßpartner lediglich agglomerieren. Der Zeitpunkt des in a) gezeigten Pro-
zesses ist durch einen Pfeil markiert. c) Zeitliche Entwicklung der Temperaturen
der Cluster. d) Common Neighbour Analysis der Cluster vor und nach der Kolli-
sion.
Die mit der Anzahl der Atome gewichtete mittlere Temperatur betra¨gt ca.
1600K, was unter der Schmelztemperatur sowohl von Bulk-Eisen als auch
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der theoretischen Schmelztemperatur des Clusters selber liegt (siehe Tabelle
3.3).
Wa¨hrend des Verschmelzens nimmt die Temperatur innerhalb weniger
Pikosekunden auf 1800K zu, einem Anstieg um 200K. Es ist ebenfalls zu
erkennen, dass die Temperatur danach beinahe konstant bleibt (bis auf die
Fluktuationen). Das zeigt, dass die Inertgasatome bei der hier vorhande-
nen Konzentration keinen Einfluß auf den Koaleszenzprozess im betrachte-
ten Zeitintervall haben. Das kann man auch der Betrachtung der mittleren
Zeit zwischen zwei Sto¨ßen eines Argonatoms mit einem Cluster in Kapitel 4.2
entnehmen. Somit kann dieser, aber auch die anderen Koaleszenzprozesse, in
dieser Phase als quasi-adiabatisch beschreiben.
In Abbildung 3.17 ist ein weiterer Koaleszenzprozess von Clustern a¨hn-
licher Gro¨ße zu sehen. Vor der Kollision liegt die gewichtete mittlere Clu-
stertemperatur bei ca. 930K und nach der Kollision ca. 150K daru¨ber, bei
1080K. Hier jedoch folgen weder Oberfla¨chenbruch noch Temperatur so gut
der exponentiellen Zerfallsfunktion wie im Fall der heissen, flu¨ssigen Cluster
aus dem Beispiel davor. Aus dem CNA-Plot ist zu erkennen, dass der gro¨ßte
Anteil der Atome in den beiden Clustern in geordneten Strukturen vorliegt.
Ein Teil dieser Struktur geht nach Beginn der Koaleszenz verloren, was auf
ein Aufschmelzen der Struktur hinweist. A¨nderungen bei Oberfla¨chenbruch
und Temperatur sind miteinander verbunden.
Bei 16,26 ns z.B. a¨ndert sich fu¨r eine kurze Zeit sowohl der Oberfla¨chen-
bruch als auch die Clustertemperatur kaum. Die wa¨hrend des Koaleszenzpro-
zesses freiwerdende Wa¨rme heizt den Cluster auf und die beiden Stoßpartner
verschmelzen miteinander. Zum Zeitpunkt bei 16,27 ns liegt der Wert des
Oberfla¨chenbruchs mit 0,47 u¨ber dem Wert am Ende des Prozesses bei 28 ns,
wo er 0,45 betra¨gt. Der theoretische Minimalwert bei der gegebenen Anzahl
Atome liegt mit 0,43 noch deutlich darunter.
Abbildung 3.18 zeigt den gro¨ßten Cluster unmittelbar vor der Kollision,
0,165 ns danach und ca. 11,3 ns nach der Kollision. Zusa¨tzlich ist der Stoß-
partner mit abgebildet (Abbildung 3.18(b)). Wa¨hrend der Cluster vor der
Kollision noch spha¨rischen Charakter hat und stark strukturiert ist, zeigt er
kurz nach der Kollision eine hantela¨hnliche Form. Die beiden Cluster haben
an der Kontaktstelle ihre Struktur verloren und es hat sich ein Hals zwischen
ihnen ausgebildet. Die anderen Teile der Cluster besitzen jedoch noch ihre
urspru¨ngliche Struktur. 11,3 ns nach der Kollision ist die Form des Clusters
recht kompakt geworden. Sie ist jedoch nicht spha¨risch sondern eher ellipsoid
mit einigen facettierten Bereichen.
Die Relaxationszeit  ha¨ngt stark mit dem Wert des Oberfla¨chenbruchs
zusammen, der am Ende der Simulation ereicht wird. Die Koaleszenzzeit-




Abbildung 3.17: Ergebnisse fu¨r den mit C2 in Tabelle 3.2 gekennzeichneten
Prozess: a) Oberfla¨chenbruch der Cluster vor und nach der Kollision. b) Zeitli-
che Entwicklung des Oberfla¨chenbruchs und der Clustertemperatur auf gro¨ßerer
Zeitskala. Die durchgezogene Kurve ist eine exponentielle Abklingfunktion, die an
den Wert 0,4738 fu¨r den Oberfla¨chenbruch gefittet wurde (C2-kurz in Tabelle 3.2).
Die gestrichelte Kurve ist an den Wert 0,4545 (C2-lang in Tabelle 3.2) gefittet, der
spa¨ter im Verlauf der Simulation erreicht wird. c) Mittlere Temperatur der Cluster
vor und nach dem Stoß. d) Zeitliche Strukturentwicklung der Cluster vor und nach
dem Stoß.
verwendet wird. Dagegen liegt der Wert bei 132,1 ps, wenn man den Wert
von 11,3 ns nach der Kollision einsetzt (Abbildung 3.17(b)).
Diese Zeit ist aber immer noch nicht die Zeit, die fu¨r die Annahme einer
Kugelgestalt beno¨tigt wird. Es bleibt unklar, ob der Koaleszenzprozess schon
abgeschlossen ist, oder noch auf der Mikro- bis Millisekundenskala weiterla¨uft
und damit ausserhalb der Mo¨glichkeiten der hier benutzten Methode liegt.
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(a) (b) (c) (d)
Abbildung 3.18: Konfigurationen der Cluster aus Prozess C2: a) gro¨ßter Cluster
vor der Kollision; b) der Stoßpartner aus 284 Eisenatomen vor der Kollision; c)
der neue Cluster 0,165 ns nach der Kollision (16,4 ns nach Beginn der Simulation);
d) 11,3 ns nach der Kollision (bei 27,5 ns in der Simulation). Die dunklen Atome
sind solche in strukturierter Umgebung, die hellgrau eingefa¨rbten Atome sind in
unstrukturierter Umgebung. Die Atomradien sind zur besseren Veranschaulichung
kleiner als die wirklichen Radien.
Ein weiterer, a¨hnlicher Koaleszenzprozess wie in Abbildung 3.17 diesmal
aber mit kleineren Clustern wird in Abbildung 3.19 gezeigt. Im Laufe der
Minimierung der Oberfla¨che gibt es zwischen 13,39 ns und 13,395 ns einen
Zeitraum, in dem sich weder Temperatur noch Oberfla¨chenbruch merklich
a¨ndern. Auch hier folgen weder Oberfla¨chenbruch noch Clustertemperatur
einer exponentiellen Funktion, was wieder ein Hinweis auf die Koaleszenz
strukturierter Cluster schließen la¨sst. Dies wird auch bei einem Blick auf die
zugeho¨rige Common Neighbour Analysis deutlich. Der Wert des Oberfla¨chen-
bruchs am Ende der Simulation mehr als 6 ns nach der Kollision liegt immer
noch bei 0,55 und damit deutlich u¨ber dem theoretischen Minimalwert von
0,51.
Die Abbildungen 3.20 und 3.21 zeigen je vier Diagramme zweier weite-
rer Koaleszenzprozesse (C4 und C5). Der Verlauf von Oberfla¨chenbruch und
Temperatur entlang der exponentiell abklingenden Funktion la¨sst hier auf
die Koaleszenz je zweier flu¨ssiger Cluster schließen.
Dass einige Koaleszenzprozesse diesem exponentiellen Abklingverhalten
folgen und andere nicht, kann mit der Temperatur der beteiligten Cluster
erkla¨rt werden. Die an den Koaleszenzprozessen C1, C4, und C5 beteiligten
Cluster sind flu¨ssig und das Verschmelzen ist a¨hnlich dem zweier Tropfen.
In den Fa¨llen C2 und C3 sind die beteiligten Stoßpartner zum gro¨ßten Teil
schon strukturiert und abgeku¨hlt. Fu¨r die Fa¨lle guter U¨bereinstimmung mit
dem exponentiellen Verhalten zeigt die zugeho¨rige CNA jeweils einen hohen




Abbildung 3.19: Ergebnisse fu¨r den mit C3 gekennzeichneten Prozess aus Tabel-
le 3.2: a) Oberfla¨chenbruch in hoher zeitlicher Auflo¨sung. b) Zeitliche Entwicklung
des Oberfla¨chenbruchs in der gesamten Simulation. Der Pfeil markiert den Zeit-
punkt des untersuchten Prozesses. c) Gewichtete mittlere Temperatur der Cluster
vor und nach der Kollision. d) Zeitliche Strukturentwicklung vor und nach der
Kollision. Der zweite Cluster besteht hauptsa¨chlich aus Atomen in ikosaedrischer
Struktur und ungeordneten Strukturen.
keinerlei Struktur an der Kontaktfla¨che aufgelo¨st werden und es findet Tro¨pf-
chenkoaleszenz statt. Im Fall des zweiten hier im Detail gezeigten Prozesses
(C2) enthalten beide Cluster vor der Kollision einen großen Anteil geord-
neter Struktur, die von der CNA erkannt wird. Nach der Kollision ist der
Anteil erkannter fester Strukturen geringer. Der vereinigte Cluster verliert
also als Folge der Kollision einen Teil wohlgeordneter Strukturanteile. Die




Abbildung 3.20: Ergebnisse fu¨r den mit C4 gekennzeichneten Prozess aus Tabel-
le 3.2: a) Oberfla¨chenbruch in hoher zeitlicher Auflo¨sung. b) Zeitliche Entwicklung
des Oberfla¨chenbruchs in der gesamten Simulation. Der Pfeil markiert den Zeit-
punkt des untersuchten Prozesses. c) Gewichtete mittlere Temperatur der Cluster
vor und nach der Kollision. d) Zeitliche Strukturentwicklung vor und nach der Kol-
lision. Der zweite Cluster besteht aus ca. 80 Atomen in ungeordneten Strukturen
und ca. 20 Atomen in ikosaedrischer Strukturumgebung.
3.18 zeigen ebenfalls, wie der Cluster kurz nach der Kollision noch stark von
der Kugelform abweicht. Das ist im ho¨heren Oberfla¨chenbruch verglichen mit
dem theoretischen Minimum zu erkennen.
Besonders zu Beginn eines Koaleszenzprozesses wird selbiger durch den
Stoßparameter und den Winkel, den die Geschwindigkeitsvektoren der Clu-
stermassenmittelpunkte im Moment des Auftreffens miteinander bilden, be-




Abbildung 3.21: Ergebnisse fu¨r den mit C5 gekennzeichneten Prozess aus Tabel-
le 3.2: a) Oberfla¨chenbruch in hoher zeitlicher Auflo¨sung. b) Zeitliche Entwicklung
des Oberfla¨chenbruchs in der gesamten Simulation. Der Pfeil markiert den Zeit-
punkt des untersuchten Prozesses. c) Gewichtete mittlere Temperatur der Cluster
vor und nach der Kollision. d) Zeitliche Strukturentwicklung vor und nach der
Kollision. Der zweite Cluster besteht hauptsa¨chlich aus Atomen in ungeordneter
Struktur.
vektoren. Hier wird er aus den Positionen und den Massenmittelpunkts-
geschwindigkeitsvektoren der Cluster im Moment des Aufeinandertreffens
bestimmt. Der Stoßwinkel ist der Winkel, den die beiden Geschwindigkeits-
vektoren der Massenmittelpunkte zu diesem Zeitpunkt einschließen.
Hendy et al. [162] haben nachgewiesen, dass ein Koaleszenzprozess zwei-
er fester Cluster beschleunigt abla¨uft, wenn die Temperatur des neuen Clu-
sters im Verlauf des Prozesses u¨ber seine Schmelztemperatur ansteigt. Daher
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Event # R1/A˚ R2/A˚ b/A˚ =
◦ N b=(R1 + R2) Tav,sim/K Tnc,sim/K ∆Tsim/K ∆Tth/K Tm,th=K
C1 9,90 8,96 12,255 140,5 498 0,650 1600 1800 200 393 1740
C2 10,8 9,66 3,158 158,9 681 0,154 930 110 170 367 1746
C3 8,69 7,69 4,459 64,2 343 0,272 1030 1250 220 456 1732
C4 7,27 6,696 12,687 120,8 206 0,908 1280 1500 220 538 1720
C5 7,707 6,41 7,385 106,5 212 0,523 1500 1800 300 508 1721
C6 7,54 7,068 6,32 155,8 238 0,433 1050 1400 350 519 1723
C7 7,663 6,10 1,57 78,79 207 0,114 970 1170 200 515 1720
C8 9,199 4,40 12,94 104,84 262 0,952 1200 1350 150 283 1726
C9 6,57 5,908 0,49 99,5 147 0,039 850 1080 230 604 1711
Tabelle 3.3: Stoßparameter und Temperatura¨nderungen der einzelnen Koaleszenzprozesse. b: Stoßparameter; α: Winkel
zwischen den Geschwindigkeitsvektoren der Cluster unmittelbar vor dem Stoß; Tav,sim: gewichtete mittlere Temperatur der
Kollisionspartner vor dem Stoß (Formel 3.10); Tnc,sim: aus den Diagrammen abgescha¨tzte Temperatur des jeweils neuen
Clusters nach der Aufheizphase in Folge der Kollision; ∆Tsim: maximaler Anstieg der Clustertemperatur vom gewichteten
Mittelwert in Folge der Kollision; ∆Tth: mit Formel 3.11 berechneter Temperaturanstieg als Funktion der Clusterradien;
∆Tm,th: theoretische Schmelztemperatur des neuen Clusters (Formel 3.12).
92
wurden hier fu¨r die neugebildeten Cluster die jeweiligen theoretischen Tem-








2)− (1 + (R1=R2)3) 23
(1 + (R1=R2)3)
: (3.11)
Fu¨r Oberfla¨chenspannug O und Dichte  wurden temperaturabha¨ngige Wer-
te aus Referenz [36] benutzt sowie der Bulk-Wert fu¨r die Wa¨rmekapazita¨t cv
(449·106 J/(kgK)) [163]. Die Clusterradien R1 und R2 wurden u¨ber den mitt-
leren Abstand der Oberfla¨chenatome zum Massenmittelpunkt des jeweiligen
Clusters bestimmt. In der obigen Formel ist R1 immer als Radius des kleine-
ren Clusters definiert.
Ein Vergleich des theoretischen Temperaturanstiegs mit dem in der Si-
mulation auftretenden befindet sich in Tabelle 3.3. Der theoretische Wert
liegt immer u¨ber dem aus der Simulation. Eine mo¨gliche Ursache fu¨r die
Abweichung ist eventuell der Wert der Packungsdichte, der in den Clustern
mit ca. 0,6 viel niedriger liegt als z.B. in der fcc-Bulk-Phase mit 0,74. Dies
kann durch Fehlstellen und die Pra¨senz verschiedener Strukturtypen in den
Clustern hervorgerufen werden. Andere Einflu¨sse ko¨nnen an der Verwendung
von Bulk-Parametern wie z.B. fu¨r die Wa¨rmekapazita¨t liegen, oder aber auch
von der Geschwindigkeit der Cluster beim Zusammenstoß abha¨ngen.
Um die Schmelztemperatur der neuformierten Cluster abzuscha¨tzen wur-
de folgende Formel von Lewis et al. [161] verwendet, die fu¨r Goldcluster
sinnvolle Werte lieferte:
Tm,th(R) = Tb ·
(






Tb ist die Bulk-Schmelztemperatur (1807K), L die Bildungswa¨rme (2; 66 ·
106 J/kg), R der Clusterradius, s und l die Oberfla¨chenspannung der festen
und flu¨ssigen Phase (s = 2; 44 J/m
2 und l = 1; 788 J/m
2) und s sowie l
die Dichten der zugeho¨rigen Phasen (s = 7; 874 g/cm
3 und l = 7; 01 g/cm
3)
[163]. Die so abgescha¨tzten Schmelztemperaturen sind in Tabelle 3.3 auf-
gefu¨hrt.
Durch Vergleich dieser abgescha¨tzten Schmelztemperaturen und den Clu-
stertemperaturen unmittelbar nach der Kollision kann man erkennen, ob der
neue Cluster flu¨ssig oder fest ist.
Im Fall von Prozess C2 ist die Clustertemperatur nach der Kollision auf
ca. 1100K angestiegen, wohingegen die Schmelztemperatur bei ca. 1746K
liegt. Hier handelt es sich also um einen Koaleszenzprozess zweier fester Clu-
ster, wobei der neu formierte Cluster wa¨hrend der Umstrukturierung gro¨ßten-
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teils fest bleibt. Dies passt zu den bisherigen Erkenntnissen u¨ber diesen Pro-
zess. Das gleiche gilt fu¨r Ereignis C1, bei dem der Cluster bei 1800K im
flu¨ssigen Zustand ist, was ebenfalls die bisherigen Annahmen unterstu¨tzt. Im
letzteren Fall vollzieht sich der gesamte Koaleszenzprozess in einem einzigen
Schritt innerhalb sehr kurzer Zeit von der Kollision bis zur Neuformierung,
die letztendlich nur wenig von einer perfekten Kugel abweicht, was sich an
Werten der Oberfla¨chenbru¨che xsim und xKugel ablesen la¨sst. Die verbleiben-
de Abweichung liegt an der Fluktuation in der Anzahl der Oberfla¨chenatome




Die Simulationen der Clusterbildung geben nicht nur Aufschluss u¨ber die
Grundstruktur von Clustern verschiedener Gro¨ße sondern auch u¨ber alle Zwi-
schenstadien auf dem Weg von der Kondensation aus der Gasphase bis zum
Abschluss des Wachstums.
4.1 Partikelwachstum
Im Rahmen der durchgefu¨hrten Simulationen konnte gezeigt werden, dass
das Clusterwachstum in Art und Geschwindigkeit von der anfa¨nglichen U¨ber-
sa¨ttigung der Eisenphase abha¨ngt. Bei niedriger Inertgastemperatur tragen,
nach einer kurzen Phase des Oberfla¨chenwachstums, hauptsa¨chlich Agglome-
ration und Koaleszenz zum Wachstum bei. Wegen der gro¨ßeren U¨bersa¨tti-
gung bei niedriger Temperatur ist die Keimbildungsrate ho¨her und es werden
mehr kleine Cluster gebildet, die im Laufe der Zeit miteinander kollidieren
und gro¨ßere Cluster bilden. Mit zunehmener Inertgastemperatur nimmt die
Keimbildungsrate ab und die wenigen pro Zeit und Volumen gebildeten Clu-
ster wachsen hauptsa¨chlich durch Oberfla¨chenwachstum, also durch Konden-
sation von Monomeren auf der Clusteroberfla¨che.
Der Einfluss der Dichte auf das Wachstum ist a¨hnlich. Bei niedriger Dichte
und damit niedriger U¨bersa¨ttigung u¨berwiegt Oberfla¨chenwachstum.
4.2 Einfluß der Inertgasmenge
Die Menge des Inertgases hat einen Einfluss auf die Wa¨rmeabfuhr. Mit zu-
nehmendem Inertgasanteil bei konstanter Eisenmenge beschleunigt sich das
Wachstum. Das liegt daran, dass mehr Inertgas mehr Wa¨rme von den neuge-
bildeten Clustern aufnehmen kann, da mehr Sto¨ße zwischen Edelgasatomen
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Abbildung 4.1: Mittlere Zeit τ zwischen zwei Sto¨ßen eines Argonatoms mit einem
Cluster vom Radius R bei 800 K und 0,02 mol/l Fe fu¨r verschiedene Inertgasmen-
gen.
und Eisenatomen stattfinden. So ko¨nnen wieder fru¨her neue Eisenatome an-
gelagert werden, ohne dass die dabei freiwerdende Wa¨rme dazu fu¨hrt, dass
einzelne Atome aus dem Cluster verdampfen oder sich der ganze Cluster
auflo¨st. Mit zunehmender Inertgasmenge steigt aber auch die Aufheizrate der
Eisenphase, wa¨hrend das Temperaturmaximum, das die Eisenphase im Laufe
der Simulation erreicht, fru¨her auftritt und niedriger ausfa¨llt. Weiterhin fu¨hrt
eine Erho¨hung des Inertgasanteils zu einer schnelleren Ausbildung der ikosa-
edrischen Strukturelemente, die grundsa¨tzlich die ersten geordneten Struk-
turen darstellen, die beim Abku¨hlen der Cluster auftreten. Die erho¨hte Auf-
heizrate und schnellere Wa¨rmeabfuhr kann somit auch einen Einfluß auf die
Strukturbildung und -entwicklung haben, wenn bestimmte Strukturelemen-
te dadurch bevorzugt gebildet werden, und ein rasches Wachstum und/oder
schnelles Abku¨hlen einen U¨bergang in andere Strukturen verzo¨gert oder gar
verhindert [8]. Die Extrapolation der maximalen Eisentemperatur zu hohen
Inertgasmengen zeigt, dass fu¨r diese Fa¨lle die Eisentemperatur das 1,74-fache
der Inertgastemperatur erreichen kann. Freund und Bauer [35] haben in ihren
Experimenten deutlich niedrigere Werte gemessen. Das ko¨nnte ein Hinweis
darauf sein, dass die ermittelte exponentielle Abnahme des Temperaturmaxi-
mums mit der Inertgasmenge sta¨rker ist, als hier ermittelt, oder dass weitere
Effekte bei hohen Inertgasmengen eine Rolle spielen. Wa¨hrend des Beginns
des Zerfalls des Eisenpentacarbonyls erreichte jedoch auch in der Reaktions-










aus Referenz [162] la¨ßt sich die mittlere Zeit zwischen zwei Sto¨ßen von In-
ertgasatomen der Masse m beim Druck p mit einem Cluster vom Radius
R bei der Inertgastemperatur T abscha¨tzen. Abbildung 4.1 zeigt dies fu¨r
kleine Cluster bei verschiedenen Argon:Eisen-Verha¨ltnissen. Kleine Cluster
aus einigen zehn Atomen stoßen relativ selten, im Schnitt nur alle 10 – 100
Pikosekunden, mit einem Argonatom.
Diese Untersuchung zeigt insgesamt, dass im Vergleich mit den in Experi-
menten verwendeten Argonu¨berschu¨ssen in Simulationen schon mit geringen
Inertgasmengen verla¨ssliche Ergebnisse erzielt werden ko¨nnen.
4.3 Partikelstruktur
In den durchgefu¨hrten Simulationen trat die bcc-Struktur des Eisens, die
bis ca. 1185K in der Bulk-Phase die Grundstruktur des Eisens ist, prak-
tisch nicht auf. Vom CNA-Algorithmus wurden lediglich in nur sehr wenigen
Konfigurationen ca. 1–3 Atome in einer Umgebung gefunden, die der bcc-
Struktur entspricht. Stabil blieb diese Struktur nicht, so dass es sich nur um
Fluktuationen handelte.
Es ist unwahrscheinlich, dass dies an dem verwendeten Potentialmodell
liegt, denn es wurde speziell fu¨r die Anwendung entwickelt, den Bulk-Phasen-
u¨bergang zwischen -Fe (bcc-Struktur, sog. Ferrit) und -Fe (fcc-Struktur,
sog. Austenit) mit Computersimulationen zu untersuchen [129]. Im Rahmen
dieser Arbeit durchgefu¨hrte Tests und die anderer Autoren besta¨tigten die
Fa¨higkeit dieses Modells die bcc-Phase korrekt wiederzugeben [129, 170].
Im Verlauf der Simulationen bilden sich zuna¨chst aus der gasfo¨rmigen
Eisenphase kleine Eisencluster aus wenigen Atomen, die zuna¨chst ikosaedri-
sche Strukturelemente ausbilden, und spa¨ter in dichtgepackte Strukturen wie
fcc und hcp umgewandelt werden. Ikosaeder zeichnen sich durch fu¨nfza¨hlige
Symmetrieachsen aus, die jeweils durch zwei gegenu¨berliegende Atome und
die Mitte des Ko¨rpers fu¨hren. Achsen dreiza¨hliger Symmetrie fu¨hren durch
die Mitte je zwei gegenu¨berliegender Dreiecksfla¨chen. Zwar lassen sich aus
Ikosaedern Quasikristalle aufbauen, wie beispielsweise -Bor (siehe Abbil-
dung 4.2(a)) [171], jedoch gibt es keinen Festko¨rper mit fu¨nfza¨hliger Symme-
trie, da Raumgitter mit einer solchen Eigenschaft keine vollsta¨ndige Raum-
erfu¨llung zulassen [172].
Das Auftreten von Strukturelementen, die von der Bulk-Phase abwei-
chen ist auf den wachsenden Einfluss der Clusteroberfla¨che mit abnehmender
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(a) (b)
Abbildung 4.2: a) α-Bor-Quasikristall (Abbildung aus Referenz [171]) ; b) Mit
ab initio-Methoden bestimmte Grundstrukturen der Cluster Fe11 bis Fe13 (Clu-
sterabbildungen aus Referenz [83]).
Gro¨ße zu erkla¨ren. Wa¨hrend sich bei einem Fe55-Ikosaeder noch 42 Atome
(76,4%) auf der Oberfla¨che befinden, sind es bei einem Cluster von ca. 49 nm
(3,28·106 Atome) nur ca. 3% [4].
Es ist bekannt, dass die atomare Struktur kleiner Cluster ikosaedrisch sein
kann. Im Fall von Eisen konnte das Vorhandensein von Strukturelementen
mit fu¨nfza¨hliger Symmetrie mit ab initio-Methoden fu¨r Cluster aus 11 – 15
Atomen gezeigt werden [83]. Zu sehen sind aus dieser Arbeit in Abbildung
4.2(b) die Grundstrukturen von Fe11 bis Fe13. Der Fe11-Cluster besitzt einen
Ring aus fu¨nf Atomen um eine Achse durch das oberste und unterste Atom
des Clusters. Fe12 ist ein perfekter Ikosaeder. Fu¨gt man ein weiteres Atom
hinzu, so ist es energetisch am gu¨nstigsten, es im Innern des Ikosaeders zu
platzieren, was die Oberfla¨chenenergie deutlich reduziert [83].
Die Existenz von ikosaedrischem Fe13 konnte ku¨rzlich experimentell besta¨-
tigt werden [173]. Durch laserinduziertes Zersetzen von Eisenpentacarbonyl
in einer SF6/C2H4-Atmospha¨re wurden kleine Eisencluster erzeugt. Die Tem-
peratur in der Reaktionszone wurde zwischen 1300K und 1800K abgescha¨tzt,
je nach Konzentration der beiden Zusa¨tze SF6 und C2H4. Aus den resultie-
renden Massenspektren wurde aus geometrischen Gru¨nden gefolgert, dass
der ho¨chste Peak zwischen 200 amu (amu: atomic mass units) und 1800 amu
mit der Formel Fe13C12H12 erkla¨rt werden kann. Dabei sind 6 C2H2-Gruppen
gleichma¨ßig u¨ber die Oberfla¨che eines Fe13-Ikosaeders verteilt, wie er in Ab-
bildung 4.3(a) gezeigt ist [173]. Die iksoaedrische Form fu¨r den Eisen-Kern
wurde aus dem erho¨hten Peak fu¨r Fe13 im Massenspektrum reiner Eisenclu-
ster und damit ho¨heren Stabilita¨t dieser Geometrie gegenu¨ber anderen Eisen-
Clustergro¨ßen gefolgert. Diese Annahme und auch die Verteilung der C2H2
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(a) (b)
Abbildung 4.3: a) Vorgeschlagene Struktur fu¨r Fe13(C2H2)6 (Abbildung aus Re-
ferenz [173]); b) Strukturelles Phasendiagramm fu¨r Silbercluster (Abbildung aus
Referenz [176]).
wurde zusa¨tzlich durch eine theoretische Untersuchung der Stabilita¨t dieser
vorgeschlagenen Struktur untermauert [174]. Eine Untersuchung der Struk-
tur mit Raman- oder NMR-Spektroskopie war bisher nicht mo¨glich, da noch
keine ausreichende Menge von Fe13C12H12 hergestellt werden konnte. Unbe-
kannt ist auch, in wie weit die Liganden die elektronischen Eigenschaften des
Eisenclusters beeinflussen, wie es beispielsweise beim Au55(PPh3)12Cl6 der
Fall ist [175].
Der U¨bergang von ikosaedrischen Strukturen zu dichtgepackten Geome-
trien kann durch die mangelnde Raumerfu¨llung erkla¨rt werden [177, 178].
Sie nimmt um 5% von Atomlage zu Atomlage ab, die man um einen einfa-
chen Ikosaeder schichtet. Mit zunehmender Clustergro¨ße ist die ikosaedrische
Struktur energetisch immer ungu¨nstiger, so dass ein U¨bergang zu anderen,
energetisch gu¨nstigeren Strukturen stattfindet. Experimente mit Goldclu-
stern haben gezeigt, daß fu¨r Gold dieser U¨bergang bei ca. 300 Atomen pro
Cluster geschieht [46].
Die Temperatur spielt ebenfalls eine Rolle beim U¨bergang von ikosa-
edrischen zu dicht gepackten Strukturen. Cleveland et al. zeigten mit mole-
kulardynamischen Simulationen von Goldclustern, wobei ein EAM-Potential
zum Einsatz kam [179], dass beim Aufschmelzen von dichtgepackten Au459
und Au146 ein U¨bergang in ikosaedrische Strukturen nahe der Schmelztempe-
ratur (dort bei ca. 760K) auftrat, bevor die Cluster schließlich flu¨ssig wurden.
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Detektiert wurde die Strukturumwandlung mit der Common Neighbour Ana-
lysis. Dieser U¨bergang zwischen zwei festen Phasen wurde der Vibrations-
und Konfigurationsentropie der Cluster bei endlichen Temperaturen zuge-
schrieben.
Entropische Einflu¨sse auf die Gro¨ßenabha¨ngigkeit von Clusterstrukturen
untersuchten auch Doye und Calvo [176]. Neben Edelgasclustern wurden auch
Metallcluster untersucht, wobei das dem EAM-Potential verwandte Sutton-
Chen-Potential [120] zum Einsatz kam. In Abbildung 4.3(b) ist das struktu-
relle Phasendiagramm von Silber-Clustern zu sehen, wie es sich aus den von
Doye und Calvo durchgefu¨hrten Simulationen ergab. Dort ist einerseits zu
sehen, dass Silbercluster mit weniger als ca. 2000 Atomen aus der flu¨ssigen
Phase beim Abku¨hlen in die ikosaedrische Phase u¨bergehen. Andererseits
fu¨hrt auch hier das Anwachsen eines urspru¨nglich ikosaedrischen Clusters
dazu, dass ein Strukturu¨bergang zur fcc-Phase erfolgt, wobei hier der Weg
u¨ber die dekahedrale Struktur geht.
Untersuchungen an unterku¨hlten, levitierten Eisentropfen zeigten, dass es
in ihnen eine ikosaedrische Nahordnung gibt [178]. Das legt den Schluß nahe,
dass auch kleine Eisencluster beim Abku¨hlen aus einem flu¨ssigen Zustand
zuna¨chst eine ikosaedrische Struktur und Form annehmen, genau wie es in
den in dieser Arbeit durchgefu¨hrten Simulationen der Fall war.
Fu¨r einige ausgewa¨hlte bcc-Metalle, jedoch nicht fu¨r Eisen, untersuchten
Toma´nek et al. mit einer einfachen elektronischen Theorie die Struktur klei-
ner Cluster [180]. Auch in ihrem Modell zeigten die Magic-Number Cluster
eine ausgepra¨gte Stabilita¨t. Eine wichtige Erkenntnis aus jener Arbeit, in
der entropische Effekte nicht beru¨cksichtigt wurden, war, dass kleine Clu-
ster von bcc-Metallen in ihrer Grundstruktur bei T = 0K in dichtgepackter
Phase vorliegen. Der Grund dafu¨r ist die niedrigere Oberfla¨chenenergie der
dichtgepackten Struktur verglichen mit der der bcc-Phase. Mit zunehmen-
der Clustergro¨ße, wenn der Einfluss der Oberfla¨che an Bedeutung verliert,
ist mit dem U¨bergang in die bcc-Struktur zu rechnen. Nach dem Modell aus
Referenz [180] liegt dieser Wert fu¨r das bcc-Metall Chrom bei 580 Atomen.
Tatsa¨chlich konnte fu¨r Chrom der U¨bergang fcc-bcc bei ca. 500 Atomen be-
obachtet werden [181]. Fu¨r Molybda¨n lag er ungefa¨hr eine Gro¨ßenordnung
ho¨her zwischen 1460-3900 Atomen, passend zum Wert von 2630 aus der Ar-
beit von Toma´nek et al.
Majima et al. konnten im Jahr 1989 Eisencluster in fcc-Struktur nach-
weisen [39], die durch laserinduzierte Zersetzung von Eisenpentacarbonyl in
Schwefelhexafluorid entstanden waren. Die Eisencluster hatten einen mittle-
ren Durchmesser von 8 nm und enthielten nur 0,75Gew.-% Kohlenstoff. Fu¨r
8 nm Duchmesser findet man im Fall von fcc-Struktur, die eine Packungs-
dichte von 0,74 hat, dass die Cluster im Schnitt 2; 5 · 104 Atome enthielten,
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(a) (b)
Abbildung 4.4: a) Test des verwendeten EAM-Potentials in der Bulk-bcc-Phase
bei zwei verschiedenen Temperaturen (mit velocity scaling); b) Zeitliche Struk-
turentwicklung eines Eisen-bcc-Wu¨rfels in einer Argon-Atmospha¨re. Der Wu¨rfel
lagert sich innerhalb ku¨rzester Zeit in dichtgepackte Strukturen um.
wenn man zusa¨tzlich annimmt, dass die Partikel kugelfo¨rmig waren. Sollte
in so großen Clustern die Packungsdichte aber mit 0,6 a¨hnlich niedrig sein,
wie sie im Rahmen der Untersuchung der Koaleszenz ermittelt wurde, redu-
ziert sich der Wert auf 2; 0 · 104 Atome. Erst das Abku¨hlen der Cluster unter
eine Temperatur von 10K lo¨ste den Strukturu¨bergang in die bcc-Phase aus.
Fukano berichtet von stabiler fcc-Phase in Eisenclustern von bis zu 50 nm
Gro¨ße [98]. Ein solcher Durchmesser entspricht ca. 6; 1 ·106 Atomen in einem
spha¨rischen Cluster mit Packungsdichte 0,74 und 4; 9 · 106 Atomen bei einer
Packungsdichte von 0,6.
Obwohl in den eben genannten Experimenten teils sehr große Cluster in
fcc-Struktur nachgewiesen werden konnten ist nicht ausgeschlossen, dass die
Cluster aus den Simulationen im Rahmen dieser Arbeit trotz ihrer geringen
Gro¨ße nicht doch in der bcc-Struktur vorliegen ko¨nnten und der U¨bergang
aus den beobachteten Strukturen nur kinetisch gehemmt ist. Er ko¨nnte auf
einer Zeitskala erfolgen, die jenseits des mit der MD-Methode abdeckbaren
Zeitbereiches liegt. In Bulk-Simulationen mit dem gleichen EAM-Potential
wie hier verwendet, mußten Kadau et al. das untersuchte System stark sto¨ren,
um den U¨bergang zur bcc-Struktur auszulo¨sen [170].
Um die Stabilita¨t eines 432 Atome großen Eisenclusters zu testen wurde
ein solcher Cluster in bcc-Struktur bei 300K und 800K Inertgastemperatur
und doppelter Anzahl Inertgasatome untersucht. Wie in Abbildung 4.4(b) zu
sehen ist, ist der Wu¨rfel bei den gegebenen Bedigungen nicht stabil und die
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Struktur zerfa¨llt innerhalb ku¨rzester Zeit in die dichtgepackten Struturen fcc
und hcp.
4.4 Keimbildungsraten
Obwohl die hier verglichenen Ergebnisse aus den durchgefu¨hrten Simulatio-
nen mit denen von Giesen et al. mit unterschiedlichen Methoden erhalten
wurden, liegen sie auf gemeinsamen Kurven (Abbildung 3.15). Die Abwei-
chung der aus den Simulationen erhaltenen Daten von einer Extrapolation
der Daten von Giesen et al. ist relativ gering, wenn man bedenkt, dass in
Keimbildungsexperimenten meist Abweichungen von mehreren Gro¨ßenord-
nungen von den theoretischen Modellen mo¨glich sind.
Die aus den MD-Simulationen erhaltenen Keimbildungsraten in Abbil-
dung 3.15 wurden bei einem Argon:Eisen-Verha¨ltnis von 3:1 ermittelt. In
das analytische Keimbildungsmodell von Giesen et al. fließen Ergebnisse aus
Experimenten zur Eisennanopartikelbildung aus der Gasphase mit ein. Dieses
Modell beru¨cksichtigt zwar nicht explizit eine erho¨hte Eisenmonomertempe-
ratur im Verlauf der Partikelbildung, jedoch geht diese Eigenschaft implizit
u¨ber die gemessene Monomerkonzentrationsabnahme in die verwendeten Pa-
rameter und Eingabedaten ein.
Auf Grund der guten U¨bereinstimmung dieser Ergebnisse zweier unter-
schiedlicher Methoden la¨sst sich schließen, dass das urspru¨nglich fu¨r die Si-
mulation von Bulk-Eisen entwickelte EAM-Potential von Meyer und Entel
auch fu¨r Simulationen der Partikelentstehung aus der Gasphase einsetzbar
ist.
Simuliert man den Vorgang der Partikelentstehung in der Gasphse im
Anschluss an die Zersetzung eines Precursors, so ist eine gute Na¨herung,
wie hier z.B. den Zerfall des Eisenpentacarbonyls und auch Einflu¨sse der
Kohlenmonoxidmoleku¨le zu vernachla¨ssigen und die Simulation direkt in der
u¨bersa¨ttigten Gasphase zu starten.
4.5 Koaleszenzprozesse
In U¨bereinstimmung mit anderen Untersuchungen, wie z.B. der von Lewis et
al. an EAM-Goldclustern [161], konnte gezeigt werden, dass flu¨ssige Cluster
bei der Koaleszenz viel schneller eine kugela¨hnliche Form annehmen als feste
Cluster. Das liegt an der ho¨heren Beweglichkeit der Atome in flu¨ssigen Clu-
stern, was zu einer schnelleren Ausbildung eines Halses zwischen den beiden
kollidierten Clustern fu¨hrt und damit auch zur schnelleren Annahme einer
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kugela¨hnlichen Form [161].
Den Einfluß der Temperatur auf die Relaxationszeit untersuchten Zhao
et al. [86] in MD-Simulationen von EAM-Silberclustern. Zwischen 800K und
900K bobachteten sie eine starke A¨nderung der Relaxationszeit. Bei der Ana-
lyse des La¨ngen-Durchmesser-Verha¨ltnisses wich die Clusterform unterhalb
von 875K nach 50000 Zeitschritten immer noch von den Werten einer Ku-
gel ab. Oberhalb dieser Temperatur betrugen die Abweichungen nach der
gleichen Anzahl Zeitschritte weniger als 5%.
Im Fall strukturierter Cluster ist ein dreistufiger Prozess zu erkennen. Die
schnellere und starke Abnahme des Oberfla¨chenbruchs in den ersten Pikose-
kunden nach der Kollision der beiden Stoßpartner ist mit der Ausbildung
des Halses an der Kontaktfla¨che verbunden. Ein a¨hnliches Verhalten wurde
von Zhu und Averback [84] in MD-Simulationen von Kupfernanopartikeln
beobachtet.
Nach dieser ersten Stufe, die nach wenigen Pikosekunden durchlaufen ist,
bleibt der Oberfla¨chenbruch fu¨r eine kurze Zeit nahezu konstant. In dieser
Phase gleicht der neuformierte Cluster einer Hantel. Im zweiten Schritt bildet
sich die Hantel zu einem Ellipsoid um. Abgescha¨tzt dauert dieser Prozess bis
zu mehreren Hundert Pikosekunden oder noch la¨nger. Die dritte Stufe, die
Annahme einer kugelfo¨rmigen Gestalt verla¨uft noch langsamer, da nun der
Unterschied in der Oberfla¨chenenergie zwischen Ellipsoid und Kugel so gering
wird, dass die Antriebskraft fu¨r den Koaleszenzprozess entsprechend schwach
ist [85].
Die Koaleszenz zweier fester Cluster ist hauptsa¨chlich durch Oberfla¨chen-
diffusion bestimmt. Cluster aus einigen zehn bis mehreren tausend Atomen
weisen eine facettenreiche Form und keine gekru¨mmte Oberfla¨che auf. Die
Pra¨senz von Kanten, an denen Facetten aneinander grenzen, bildet Ener-
giebarrieren, die Atome bei der Diffusion entlang der nicht gekru¨mmten Fa-
cettenoberfla¨che u¨berwinden mu¨ssen [182, 183, 184]. Facetten finden sich
selbst auf flu¨ssigen Clustern in der Na¨he der Schmelztemperatur [84, 161].
Als Konsequenz daraus kann die letzte der drei Stufen mehrere Gro¨ßenord-
nungen la¨nger dauern als die vorhergehenden und ausserhalb der Zeitspanne
liegen, die sich mit MD-Simulationen untersuchen la¨sst.
Wa¨hrend der ersten Stufe spielt das Inertgas zuna¨chst keine Rolle und
der Temperaturanstieg nach einer Kollision verla¨uft quasi-adiabatisch. Auf
la¨ngeren Zeitskalen hat es wiederrum einen Einfluß, wenn es den neugebilde-
ten Cluster wieder auf die vorgegebene Inertgastemperatur abku¨hlt. Schnel-
les Abku¨hlen fu¨hrt dann eher zu Abweichungen von der Kugelform und einer
entsprechend langen Koaleszenzzeit, als wenn dem Cluster la¨ngere Zeit die
freigewordene Wa¨rme zur Verfu¨gung steht, um sich neu zu strukturieren und
die Oberfla¨che zu minimieren. Ist ein nicht-kugelfo¨rmiger Cluster auf die In-
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Abbildung 4.5: Kinetische Temperatur des Clusters, Anteil der Massenmittel-
punktsbewegung und Anteil der Rotationsenergie an der kinetischen Energie des
gro¨ßten Clusters im System aus Ereignis C2 in Tabelle 3.2.
ertgastemperatur abgeku¨hlt worden, verla¨uft der weitere Koaleszenzprozess
bei quasi konstanter Temperatur entsprechend langsam, da keine zusa¨tzliche
Aktivierungsenergie in Form von Wa¨rme zum U¨berwinden der Diffusionsbar-
rieren zur Verfu¨gung steht.
In Abbildung 2 in der Arbeit von Hendy et al. [162] ist bei 0,25 ns ein a¨hn-
licher Haltepunkt des Aspekt-Verha¨ltnisses bei der Koaleszenz zweier Blei-
cluster aus je 565 Atomen zu sehen, wie hier bei der Temperaturentwicklung
oder dem Oberfla¨chenbruch unmittelbar nach einer Kollision. Das Aspekt-
Verha¨ltnis wird von Hendy et al. als Ordnungsparameter fu¨r die Abweichung
von der Kugelgestalt benutzt. Die zugeho¨rige Temperaturentwicklung im glei-
chen Diagramm weist ebenfalls diesen Haltepunkt auf. Dies ko¨nnte auch dort
der Hinweis auf die Ausbildung einer hantelartigen Struktur sein in deren
Verlauf ihrer Ausbildung Strukturanteile aufgelo¨st werden.
Im Fall der hier durchgefu¨hrten Detailuntersuchung von Koaleszenzpro-
zessen wird der minimal mo¨gliche Oberfla¨chenbruch nie erreicht. Das liegt
einerseits an den bisher genannten Einflu¨ssen auf die beno¨tigte Zeit zur An-
nahme einer kugela¨hnlichen Form, andererseits repra¨sentieren die tabellier-
ten Werte Mittelwerte u¨ber einen Zeitraum einiger Pikosekunden am Ende
der Detailsimulation bzw. bevor ein weiterer Koaleszenzprozes eintritt. Auf
Grund der endlichen Temperatur der Cluster fluktuiert die Anzahl Atome an
der Oberfla¨che je nach Gro¨ße und Temperatur zwischen eins und fu¨nf.
Jede der einzelnen Stufen des Koaleszenzprozesses ha¨ngt sowohl von den
Eigenschaften der Stoßpartner als auch von den Zustandsbedingungen und
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der Gro¨ße des neugebildeten Clusters ab. Wa¨hrend die erste Stufe in allen
Fa¨llen auf der Skala von wenigen Pikosekunden abla¨uft und a¨hnlich der Ko-
aleszenz flu¨ssiger Cluster ist, sind die beiden anderen Stufen stark von den
Zustandsbedingungen, insbesondere von der Temperatur abha¨ngig. So domi-
nieren z.B. bei niedrigen Temperaturen agglomerierte Cluster, da zwar die
Halsausbildung nahezu temperaturunabha¨ngig verla¨uft dann aber zu wenig
Zeit vergeht, um in die Kugelform u¨berzugehen, bis die na¨chste Kollision mit
einem weiteren Cluster erfolgt.
Die durchgefu¨hrte Untersuchung zeigt weiterhin, dass der Beitrag von
Clusterrotation und Massenmittelpunktsbewegung zur kinetischen Tempe-
ratur eines Clusters sehr gering ist (siehe Abbildung 4.5).
Wa¨hrend es in einem Experiment schwierig ist, diese Gro¨ßen zu beeinflus-
sen, sollten in Modellierungen der Koaleszenz in Partikelwachstumsmodellen
entsprechende stochastische Beitra¨ge enthalten sein, die unterschiedliche Kol-
lisionsgeometrien und ihren Einfluss auf den Koaleszenzprozess beru¨cksich-





Es wurden molekulardynamische Simulationen der Entstehung von Eisenna-
nopartikeln aus der Gasphase durchgefu¨hrt. Die Kraftberechnung basierte
auf der Embedded Atom Method, einem fu¨r Metalle geeignetem und ha¨ufig
eingesetztem Mehrko¨rperpotentialmodell. Zur realistischen Modellierung des
Wa¨rmehaushaltes der simulierten Systeme kam ein sogenannter Inertgasther-
mostat zum Einsatz, bei dem die Eisenatome nur durch Sto¨ße mit Argona-
tomen thermostatisiert wurden. Simulationsla¨ufe bei verschiedenen Inertgas-
konzentrationen zeigten, dass schon mit relativ geringen Argon:Eisen-Ver-
ha¨ltnissen in relativ kleinen Systemen von wenigen Hundert Atomen sinnvolle
Ergebnisse erzielt werden ko¨nnen und man so den Rechenaufwand gegenu¨ber
den Argonu¨berschu¨ssen aus Experimenten gering halten kann. Mit den Simu-
lationen konnten die Partikelentstehung und die Strukturentwicklung sowie
einzelne Koaleszenzprozesse im Detail verfolgt werden.
Unabha¨ngig von der Dichte des Systems ist das Wachstum der Eisenpar-
tikel bei niedrigen Inertgastemperaturen auf Grund der ho¨heren U¨bersa¨tti-
gung schneller als bei ho¨heren Temperaturen. Bei hohen Dichten verla¨uft der
Wachstumsprozess im Vergleich zu niedrigen Dichten schneller. Zu Beginn
wachsen die Partikel hauptsa¨chlich durch Anlagerung einzelner Monomere,
wobei sehr viel Kondensationswa¨rme frei wird, die die kleinen Cluster stark
aufheizt, so dass man davon ausgehen kann, dass sie sich in einem flu¨ssi-
gen Zustand befinden. Mit fortschreitender Zeit geht das Wachstum nach
Aufbrauchen der zur Verfu¨gung stehenden Monomere in Wachstum durch
Agglomeration und Koaleszenz u¨ber. In den durchgefu¨hrten Simulationen
war dabei zu beobachten, dass die Partikel grundsa¨tzlich koaleszierten und
meist anna¨hernd spha¨rische Cluster bildeten, was fu¨r diesen Partikelgro¨ßen-
bereich und die gegebenen Bedingungen typisch ist. Das Verschmelzen der
beiden Stoßpartner geschieht dabei an der Kontaktstelle innerhalb weniger
Pikosekunden. Die Annahme der spha¨rischen Gestalt dagegen liegt im Nano-
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sekundenbereich, teilweise sogar daru¨ber, je nach Gro¨ße der Stoßpartner und
deren Temperatur.
Bei der Strukturentwicklung der aus der Gasphase kondensierenden Par-
tikel entstehen in den zuna¨chst flu¨ssigen Partikeln ikosaedrische Strukturen,
die eine fu¨nfza¨hlige Symmetrie aufweisen. Mit zunehmender Gro¨ße und ab-
nehmender Temperatur bilden sich spa¨ter dichtgepackte Strukturen aus, die
dann energetisch gu¨nstiger sind. In allen Strukturen am Ende der teils bis zu
40 ns dauernden Simulationsla¨ufe wurde die kubisch raumzentrierte Grund-
struktur des Bulk-Eisens nicht gefunden, was in diesem Partikelgro¨ßenbereich
im Einklang mit anderen theoretischen wie experimentellen Ergebnissen ist.
Die Resultate zur Untersuchung der Keimbildungraten passen qualitativ
zu den Ergebnissen aus Experimenten, die von Giesen et al. in Referenz [36]
publiziert wurden. Methodenbedingt liegen die in dieser Arbeit gewonnenen
Ergebnisse bei ho¨heren U¨bersa¨ttigungen, als sie derzeit mit experimentellen
Methoden erreichbar sind. Molekulardynamische Simulationen eignen sich
somit auch fu¨r Untersuchung der Keimbildung bei Zustandsbedingungen, die
experimentell nur schwer oder gar nicht zuga¨nglich sind.
Insgesamt zeigen die Ergebnisse der durchgefu¨hrten Molekulardynamik-
Simulationen des gesamten Partikel- und Strukturbildungsprozesses aus der
u¨bersa¨ttigten Gasphase gute U¨bereinstimmung mit in der Literatur vorhan-
denen Ergebnissen experimenteller und theoretischer Untersuchungen. Diese
betrachteten im Gegensatz zu dieser Arbeit jedoch nur einzelne Aspekte der




A.1 Common Neighbour Analysis
Im Folgenden wird der Ablauf der Common Neighbour Analysis wiedergege-
ben, wie er im Rahmen dieser Arbeit in der Unterroutine wrt-xyz-cna-m.f
(siehe Anhang B.1) implementiert wurde.
1. Zuerst werden alle Atom-Atom-Absta¨nde rij ermittelt und zwischenge-
speichert.
2. Fu¨r jedes Atompaar i; j wird getestet, ob ihr Abstand kleiner oder
gleich dem Abstandskriterium rCNA ist. Ist das nicht der Fall, dann
markiert man dieses Paar entsprechend und fa¨hrt mit dem na¨chsten
Atompaar fort. Ist das Abstandskriterium erfu¨llt, wird wie folgt fort-
gefahren:
(a) Es wird die Anzahl der gemeinsamen Nachbarn bestimmt und in
einer Variablen abgespeichert ebenso die Indizes der gemeinsamen
Nachbarn.
(b) Jedes Atom auf der Liste der gemeinsamen Nachbarn des betrach-
teten Paares wird einmal als Startpunkt fu¨r die Suche nach der
Anzahl der geometrischen Bindungen und der la¨ngsten ununter-
brochenen Kette von Bindungen benutzt.
(c) Nach Abschluss der Suche nach den gemeinsamen Nachbarn eines
Paares werden folgende Daten fu¨r beide Atome i und j einzeln
gespeichert: Anzahl gemeinsamer Nachbarn von i und j, die An-
zahl geometrischer Verbindungen der gemeinsamen Nachbarn von
i und j sowie die maximale Anzahl aufeinander folgender Bindun-
gen zwischen den gemeinsamen Nachbarn von i und j.
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(d) Aktualisierung der Triplettstatistik fu¨r die Atome i und j.
(e) zuru¨ck zu 2. und weiter mit dem na¨chsten Atompaar.
3. Nachdem alle Mo¨glichkeiten fu¨r Paare i und j durchgetestet sind, wird
fu¨r jedes Atom nacheinander aus der Anzahl Nachbarn und der Tri-
plettkombination nach den Kriterien aus Tabelle A.1 der Strukturtyp
ermittelt. Dabei werden Unterstrukturen eines Strukturtyps aufsum-
miert, z.B. Ecken, Kanten, Fla¨chen und Bulk von fcc werden als fcc-
Struktur geza¨hlt.
4. Zuru¨ck zu 1. und von vorne mit der na¨chsten Konfiguration.
Struktur # Bindungen CNA (#) CNA (#) CNA (#)
fcc Bulk 12 421(12)
fcc (100) Oberfl. 8 421(4) 211(4)
fcc (111) Oberfl. 9 421(3) 311(6)
fcc (111)-(100)-Kante 7 421(2) 311(2) 211(3)
fcc (111)-(111)-Kante 7 421(1) 311(4) 200(2)
hcp Bulk 12 422(6) 421(6)
bcc Bulk 14 666(8) 444(6)
ikosaedrisches Ru¨ckgrat 12 555(2) 422(10)
ikosaedrische Fla¨chenkante 8 422(2) 322(2) 311(4)
ikosaedrisches Zentralatom 12 555(12)
ikosaedrische Fla¨chenecke 6 555(1) 322(5)
Tabelle A.1: Tabelle der verwendeten CNA-Signaturen [158, 160].
A.2 cone-Algorithmus
Eingabewerte dieses Algorithmus sind eine Cutoff-La¨nge (La¨nge der Kegel-
kante), der Cosinus des O¨ffnungswinkels des Kegels und eine Konfiguration
von Atomen eines Clusters. Mit Hilfe der sogenannten cell index method
[61, 87] wird das Volumen, das die Konfiguration einnimmt, in kubische Zel-
len mit einer Kantenla¨nge, die ca 0,1% gro¨ßer ist als die Cutoff-La¨nge, zerlegt.
Die Suche nach den Oberfla¨chenatomen gestaltet sich folgendermassen:
Zuna¨chst erfolgt eine grobe Suche. Die meisten internen Atome sind weit von
der Clusteroberfla¨che entfernt. Wie in Abbildung A.1(a) fu¨r den zweidimen-
sionalen Fall dargestellt, wird fu¨r die hellgrau eingefa¨rbte Zelle untersucht,
ob alle ihre dunkelgrau eingefa¨rbten Nachbarn Atome enthalten. Ist das der
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(a) (b)
Abbildung A.1: a) Die Atome im hellgrau eingefa¨rbten Kasten sind clusterinter-
ne Atome, wenn in allen dunkelgrau eingefa¨rbten Ka¨sten Atome vorhanden sind;
b) Atome mit Hohlkegel, dessen Achse vom Massenmittelpunkt des Clusters weg
gerichtet ist, sind Oberfla¨chenatome.
Fall, sind alle Atome in der hellgrauen Box interne Atome. Fu¨r drei Dimen-
sionen mu¨ssen entsprechend mehr Nachbarzellen getestet werden. Die ver-
bleibenden, noch nicht u¨berpru¨ften Atome werden in zwei weiteren Schritten
abgearbeitet.
Im ersten dieser beiden Schritte wird fu¨r jedes Atom u¨berpru¨ft, ob es
einen Hohlkegel gibt, dessen O¨ffnung genau vom Mittelpunkt des Clusters
weg zeigt und in dem sich kein weiteres Atom befindet (Abbildung A.1(b)).
Wenn ja, dann ist dieses Atom ein Oberfla¨chenatom. Fu¨r alle Atome, die
dieses Kriterium nicht erfu¨llen, besteht der letzte Schritt darin, Kombinatio-
nen von benachbarten Atomen zu testen, die bisher nicht als interne Atome
identifiziert wurden.
Hat eins der verbleibenden Atome drei oder weniger Nachbarn, so ist
es ein Oberfla¨chenatom. Bei mehr als drei Nachbarn wird fu¨r jede Kombi-
nation von drei Nachbarn eines Atoms nach einem Hohlkegel gesucht, den
diese drei Nachbarn aufspannen. Wird einer gefunden, so ist das untersuch-
te Atom ein Oberfla¨chenatom. Ergibt die Suche u¨ber alle Nachbarn keinen
solchen Hohlkegel, der nicht mindestens die Eigenschaft aufweist, die als Ein-
gabeparameter u¨bergeben wurden, so ist das untersuchte Atom ein internes
Atom.
Am Ende der Untersuchung einer Konfiguration wird die Anzahl interner
Atome, Oberfla¨chenatome und der Atome ausgegeben, deren Zugeho¨rigkeit
zur Oberfla¨che oder zum Innern des Clusters nicht eindeutig gekla¨rt werden
konnte. Der letzte dieser drei Werte dient lediglich zu Kontrollzwecken. In
allen durchgefu¨hrten Auswertungen war er null. Aus der Anzahl der Ober-
fla¨chenatome NOberfl. zur Gesamtzahl Atome im Cluster bzw. der Konfigura-
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Abbildung A.2: Die zum Cluster geho¨renden Teilchen sind durch Verbindun-
gen untereinander gekennzeichnet und von Kugeln umgeben, deren Radius dem
Stillinger-Abstandskriterium entspricht. Die schwarz gefa¨rbten Monomere geho¨ren
nicht zum Cluster, da sie sich nicht in der Nachbarschaft eines der zum Cluster
geho¨renden Teilchen befinden (Abbildung nach [185]).






Der Clustersuchalgorithmus nach Stoddard [156] funktioniert in seiner ein-
fachsten Form auf folgende Art und Weise: Ausgehend von einer Konfigu-
ration mit Teilchenindizes 1 bis N beginnt man mit Teilchen 1 und kenn-
zeichnet es als Cluster mit der Nummer 1. Man sucht dann nach Nachbarn
dieses Teilchens im Abstand kleiner gleich dem Stillinger-Kriterium (siehe
auch Abbildung A.2) [155]. Hat dieses Atom keine Nachbarn erha¨lt es eine
weitere Kennzeichnung, na¨mlich dass fu¨r es bereits die Nachbarn bestimmt
wurden auch wenn es wie hier keine Nachbarn hat. Man fa¨hrt nun mit dem
na¨chsten Teilchen fort, fu¨r das noch keine Nachbarn bestimmt wurden. Das
wa¨re in diesem Fall Teilchen Nummer 2, das dann als Cluster Nummer 2
gekennzeichnet wu¨rde.
Hat Teilchen Nr. 1 jedoch Nachbarn innerhalb des Abstandskriteriums,
werden alle diese Nachbarn als zu Cluster Nr. 1 zugeho¨rig markiert. Jedes
dieser Nachbarteilchen wird nun auf weitere Nachbarteilchen untersucht, die
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ebenfalls zu Cluster Nr. 1 gezaa¨hlt werden usw. Nach und nach werden so
alle zum Cluster Nummer 1 zugeho¨rigen Teilchen untersucht, die im Laufe
der Suche als zu ihm geho¨rig gekennzeichnet wurden.
Sind alle Teilchen gefunden, sucht man in den Indizes aller Atome des
Systems nach dem ersten, das noch nicht als zu einem Cluster zugeho¨rig
identifiziert wurde und das auch noch nicht die zweite Markierung tra¨gt –
dass fu¨r es die Suche nach Nachbarn innerhalb des Abstandskriteriums durch-
gefu¨hrt wurde. Dieses erha¨lt dann, nachdem die Suche fu¨r Cluster Nummer
1 abgeschlossen ist, die Clusternummer 2 und die Suche beginnt von neuem.
Dieser Algorithmus hat den Nachteil, dass seine Laufzeit proportional
zu N3 ist [90]. Wonczak beschreibt in seiner Dissertation eine Verbesse-
rung des Algorithmus unter der Ausnutzung von Nachbarschaftslisten. Diese
ermo¨glicht es, die Laufzeit im schlechtesten Fall proportional zu N 2, in der
Regel aber proportional zu N log N zu halten. Dabei werden die periodi-
schen Randbedingungen mit beru¨cksichtigt, was wichtig ist, wenn sich der






Basis der im Rahmen dieser Arbeit durchgefu¨hrten Simulationen ist das MD-
Simulationspaket cluster von Wonczak [90], fu¨r das eine Reihe neuer Unter-
routinen und Auswerteprogramme im Rahmen dieser Arbeit entwickelt und
getestet wurden. Im Folgenden sind einige der wichtigsten Neuentwicklungen
dokumentiert.
Es wurden zusa¨tzlich zu den Routinen fu¨r das cluster-Paket verschiede-
ne Perl-Skripte zur Visualisierung einzelner Konfigurationen programmiert.
Der cone-Algorithmus von Wang [164] wurde so in zwei C++-Programme
eingebaut, dass der Algorithmus nicht nur den Oberfla¨chenbruch einer ein-
zelnen Konfiguration, sondern eine komplette .xyz-Konfigurationsdatei un-




Kraftroutine fu¨r die alleinige Verwendung des EAM-Potentials von Mey-
er und Entel [118, 129] fu¨r eine einzelne Atomsorte. Diese Unterroutine
muss zusammen mit den Unterroutinen read-3d-lj-meam.f, read-pot.f




Kraftroutine zur Verwendung eines Lennard-Jones-Potentials fu¨r Atomsorte
1 und eines EAM-Potentials fu¨r Atomsorte 2. Als Eingabedateiformat muss
der Typ sample-lj-meam.3d mit der Einleseroutine read-3d-lj-meam.f
verwendet werden. Diese Kraftroutine ist die Grundlage zur Verwendung
des Inertgasthermostats. Lennard-Jones-Parameter mu¨ssen fu¨r beide Atom-
sorten bekannt sein.
AccAtom(): for-a-mo-n-pbc.f
In dieser Kraftroutine ist ein Morsepotential implementiert. Es kann nur
eine einzelne Atomsorte verwendet werden. Das Modul read-3d-m.f muss
einkompiliert sein, das die entsprechenden Parameter aus einer Datei des
Typs sample-m.3d einliest.
read potential(): read-pot-eam3.f
Liest eine EAM-Potential-Datei ein, in der blockweise Werte fu¨r Elektronen-
dichte, effektive Ladung und Einbettungsfunktion sowie einige weitere Daten
abgelegt. Die Struktur dieser Potentialdateien ist wie folgt:
• 1. Zeile: Kommentarzeile z.B. mit Beschreibung des Potentials
• 2. Zeile: Kommentarzeile z.B. mit Quellenangabe des Potentials
• 3. Zeile: Anzahl Stu¨tzstellen fu¨r (r) und F [], Schrittweite drho auf
der -Achse fu¨r F [], Anzahl Stu¨tzstellen fu¨r Z(r), Schrittweite dr auf
der r-Achse fu¨r Z(r), Ableitung F ′ [max] mit der die Einbettungsfunk-
tion fu¨r große Elektronendichten linear extrapoliert wird.
• 1. Block: F []
• 2. Block: Z(r)
• 3. Block: (r)
Die Anzahl der Stu¨tzstellen werden jeweils als vierstellige Integerwerte
eingelesen, alle anderen Werte im Fortran-Format e24.16. Die drei Blo¨cke




Fu¨r Elektronendichte, Paarpotential und Einbettungsfunktion sowie deren
Ableitungen werden Tabellen angelegt, aus denen dann im Verlauf der Kraft-
berechnungen die entsprechenden (Zwischen-)Werte mittels kubischer Splines
ermittelt werden (sogenannte table look-up-Methode [87]). Diese Methode
ermo¨glicht einen schnellen Zugriff auf die Werte dieser Funktionen.
wrtXYZ(step,fnum,rcut cna m): wrt-xyz-cna-m.f
Diese Routine fu¨hrt eine Common Neighbour Analysis (CNA, siehe auch
Kapitel 2.4.3 und Anhang A.1) nach Atomsorten getrennt fu¨r eine beliebige
Anzahl von Atomsorten durch. Im Variablenfeld rcut cna m sind ab Index
1 aufsteigend die jeweiligen Werte fu¨r rCNA fu¨r die einzelnen Atomsorten
enthalten. Ist einer dieser Werte null, wird fu¨r die entsprechende Sorte keine
CNA durchgefu¨hrt und alle Atome dieser Sorte mit ’oth’ gekennzeichnet,
was fu¨r nicht identifizierte oder ungeordnete Strukturen steht.
Nachdem fu¨r eine Atomsorte in einer Konfiguration die Analyse durch-
gefu¨hrt wurde erfolgt die Ausgabe der Strukturzusammensetzug auf dem
Bildschirm in der Reihenfolge
1. CNA-Atomsortensymbol,
2. Anzahl Atome in fcc-Struktur,
3. Anzahl Atome in hcp-Struktur,
4. Anzahl Atome in bcc-Struktur,
5. Anzahl Atome in ikosaedrischer Struktur,
6. Anzahl Atome, die nicht einer der vorstehenden vier Strukturtypen
angeho¨ren.
Atomsortensymbol steht hier stellvertretend fu¨r die Bezeichnung der Atom-
sorte, wie sie in der .3d-Datei angegeben ist. Zum Abschluss der Analy-
se wird eine Ausgabedatei geschrieben, in der in der fu¨nften Spalte neben
Atomsortensymbol und den drei Koordinaten zusa¨tzlich der Strukturtyp des
Atoms in Form eines Ku¨rzels aus drei Buchstaben steht: fcc fu¨r kubisch
fla¨chenzentriert, hcp fu¨r hexagonal dichteste Kugelpackung, bcc fu¨r kubisch




In dieser Thermostatroutine ist ein Berendsen-Thermostat (Kapitel 2.1.4.2)
implementiert, der auch als velocity-scaling-Thermostat verwendet werden
kann. Diese kann in Programmen verwendet werden, die die .3d-Datei-Ein-
leseroutinen read-3d-lj-meam.f oder read-3d-m.f verwendet. In dieser Ar-
beit kam diese Routine als Thermostat fu¨r das Inertgas zum Einsatz.
B.2 Auswerteprogramme
rdf-m
rdf-m <.3d> <outfile1> <outfile2> <disc> <rstep> <sort>
Ermittelt fu¨r den Simulationslauf mit der Eingabedatei .3d fu¨r die Atomsor-
te sort die radiale Verteilungsfunktion (Kapitel 2.4.2). Dazu ko¨nnen disc
Konfigurationen u¨bersprungen werden. Der Wert rstep gibt die Schrittweite
des Histogramms an. Die Ausgabe erfolgt in die beiden Dateien outfile1
und outfile2, wie in Referenz [90] beschrieben.
csi-m
csi-m <.3d>
Dieses Auswerteprogramm erstellt fu¨r jede Atomsorte in der Simulation ge-
trennte Clusterstatistiken und schreibt diese in Dateien, die mit dem Atom-
symbol der jeweiligen Sorte und auf .csi enden, z.B. -Fe.csi. Der Inhalt
der Ausgabedateien entspricht der der wrt-csi-Routinen aus dem Origi-
nalpaket. Das Programm liest dazu die in der .3d-Datei angegebene .xyz-
Konfigurationsdatei ein.
Zusa¨tzlich werden fu¨r beide Atomsorten zu jedem Zeitpunkt die Konfi-
guration und Geschwindigkeiten der Atome des gro¨ßten Clusters im System
in eigene Dateien geschrieben. Diese enden ebenfalls auf Atomsymbol und
.bcxyz bzw. .bcvel, z.B. -Fe.bcvel.
csi-m-cna
csi-m-cna <.3d>
Zu csi-m analoges Programm, dass aber auch die Strukturtypen der Atome





Zu csi-m-cna analoges Programm, das in eine weitere Spalte in den .bcxyz-
Dateien die kinetische Temperatur eines Atoms in Kelvin schreibt. Zusammen
mit dem Perl-Skript view-bc-t.pl (siehe Anhang B.3) ko¨nnen so Visualisie-
rungen von Clustern realisiert werden, in denen die Atome ensprechend ihrer




Dieses Programm arbeitet genau wie die csi-m-Programme, nur dass nach
Atomsorten getrennt .idx-Dateien erzeugt werden, in der fu¨r jeden Zeit-
schritt die Indizes der Atome sortiert nach ihrer Clusterzugeho¨rigkeit ge-
schrieben werden.




Clustergro¨ße Anzahl Cluster dieser Gro¨ße
• 3. Zeile:
Index des ersten Clusters der in der zweiten Zeile angegebenen Cluster-
gro¨ße
• ab der 4. Zeile:
Nummern der Atomindizes des Clusters in maximal 10 Spalten pro
Zeile.
Gibt es mehrere Cluster der gleichen Gro¨ße, so folgt auf den vorhergehen-
den Block mit Atomindizes in der na¨chsten Zeile der na¨chste Clusterindex.
Auf diesen schließt sich wieder ein Block mit den zu diesem Cluster geho¨ren-
den Atomindizes an.
Die Reihenfolge der Clusterkonfigurationen erfolgt in absteigender Clu-
stergro¨ße, so dass der Block mit den Atomindizes des gro¨ßten Clusters immer
als erster nach dem Zeitschritt folgt.
Sind alle Cluster einer Konfiguration (Monomere werden hier auch als




get-config <.3d> <prefix> <start> <ende> <sorte> <label>
Ist fu¨r die Atomsorte sorte eine .idx-Datei vorhanden, ko¨nnen durch
Angabe des Clusterlabels label und den Zeitschritten start und ende in
der Art die beiden Dateien prefix-sorte.cxyz und prefix-sorte.cvel
erzeugt werden, die analog zu der Ausgabe der csi-m-Programme in die
.bcxyz- und .bcvel-Dateien erfolgt. Nach dem Wert von label muss zu-
na¨chst von Hand in der .idx-Datei gesucht werden. Der Wert darf sich zwi-
schen den beiden angegebenen Zeitschritten start und ende nicht a¨ndern.
Mit diesem Auswerteprogramm wurden die Konfigurationen der Stoß-
partner des gro¨ßten Clusters bei der Analyse der verschiedenen Koaleszenz-
prozesse ermittelt.
xyz2cna-m
xyz2cna-m <.3d> <outfile> <rcna1> {<rcna2>, {...}}
Dieses Program fu¨hrt eine Common Neighbour Analysis durch. Dazu wird
jeweils eine Konfiguration aus dem in der .3d-Datei angegebenen .xyz-Datei
eingelesen und anschließend die Routine wrt-xyz-cna-m.f aufgerufen. Fu¨r
jede Atomsorte muss ein Wert fu¨r rCNA angegeben werden. Die Angabe 0.0
fu¨hrt dazu, dass fu¨r die entsprechende Sorte keine CNA durchgefu¨hrt wird
und alle Atome dieser Sorte mit dem Label oth gekennzeichnet werden.
sfr
sfr <cutoff> <cosine> <.xyz> <num-configs> /dev/null
<cna-flag>
Dieses Programm entha¨lt den cone-Algorithmus aus Anhang A.2. Es ermit-
telt fu¨r jede Konfiguration in einer Konfigurationsdatei die Anzahl der Ober-
fla¨chenatome und clusterinterner Atome. Der komplette Pfad plus Dateiname
der Konfigurationsdatei muss angegeben werden. Dabei gibt cna-flag mit
dem Wert 1 an, ob darin auch fu¨r jedes Atom CNA-Strukturku¨rzel stehen
oder nicht (Wert 0). Gestartet wird mit der ersten in der Datei vorhandenen
Konfiguration und so lange fortgefahren, bis num-configs Konfigurationen
bearbeitet wurden. Die Werte cutoff und cosine bezeichnen Kantenla¨nge
in A˚ngstrøm und Cosinus des O¨ffnungswinkels, mit dem der in diesem Pro-
gramm enthaltene cone-Algorithmus von Wang [164] den Kegel definiert, mit




sfrvel <cutoff> <cosine> <.xyz> <.vel> <num-configs> <tlayer>
<mass>
zu sfr analoges Programm, das zusa¨tzlich die Datei mit den Atomgeschwin-
digkeiten einliest. Hier wird der cone-Algorithmus auf die Art und Weise
angewendet, dass nach Bestimmung der Oberfla¨chenatome dieser wieder auf
die selbe Konfiguration angewendet wird, aber alle bisher ermittelten Ober-
fla¨chenatome nicht mehr beru¨cksichtigt werden. So werden von aussen nach
innen die einzelnen Lagen von Atomen ermittelt. Mit Hilfe des Geschwindig-
keitsfiles kann so die mittlere Temperatur jeder Atomlage ermittelt werden.
Diese werden fu¨r bis zu zehn Lagen in der Datei tlayer abgespeichert. Fu¨r
die Ermittlung der Temperatur muss dem Programm die Atommasse mass
in atomaren Masseneinheiten u¨bergeben werden.
cluster-stat-eam-y
cluster-stat-eam-y <.3d> <input> <output> <width> <max>
Dieses Programm analysiert die zu einer Atomsorte geho¨rende .csi-Datei
und erstellt eine Clusterstatistik nach der Methode von Yasuoka et al. , wie
in Kapitel 2.4.5 beschrieben. Beginnend mit den Monomeren wird die Anzahl
von Clustern gro¨ßer oder gleich NY = 1 + n·width bis maximal NY=max in
entsprechend vielen Spalten ausgegeben, wobei n eine natu¨rlich Zahl ist.
monomer-eam
monomer-eam <.3d> <output> <sort> <size>
Dieses Programm dient zur Ermittlung der Monomeranzahl, mittleren Mono-
mertemperatur und der zugeho¨rigen U¨bersa¨ttigung. Urspru¨nglich fu¨r belie-
bige Clustergro¨ßen size gedacht, ist es bisher noch auf Monomere (size= 1)
beschra¨nkt. Die Ausgabe erfolgt in der Form
1. Zeitschritt,
2. Anzahl Monomere,
3. mittlere Monomertemperatur in Kelvin,
4. natu¨rlicher Logarithmus der U¨bersa¨ttigung (ln S).
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rot-check
rot-check <.3d> <prefix> <start> <ende> <sorte>
Dieses Programm ermittelt fu¨r ein .cxyz/.cvel-Dateienpaar, das vorher mit
get-conf ermittelt wurde und mit prefix beginnt, den Anteil der Rotati-
onsenergie an der kinetischen Temperatur eines Clusters. Die Ausgabe erfolgt
in der Form
1. Zeitschritt,
2. kinetische Temperatur des Clusters in Kelvin,
3. kinetische Temperatur der Massenmittelpunktsbewegung in Kelvin,




Dieses Programm ermittelt aus der in der .3d-Datei angegebenen Cluster-
gro¨ßenstatistikdatei (.csi-Datei) den zu den jeweiligen Zeitschritten vorlie-
genden gro¨ßten Cluster der verwendeten Atomsorten . Fu¨r jede Atomsorte
wir eine eigene Datei mit Angaben u¨ber diesen gro¨ßten Cluster im System




Dieses Skript wurde dazu programmiert, Einzelbilder von Clusterkonfigu-
rationen anzufertigen. Dazu werden Konfigurationsdateien eingelesen und
als Ausgabedateien werden Szenendateien fu¨r den frei erha¨ltlichen Rende-
rer POVRay (http://www.povray.org) erzeugt. Mit genu¨gend Einzelbildern
in gleichen aufeinanderfolgenden Zeitabsta¨nden, lassen sich mit der eben-
falls frei erha¨ltlichen Software Videomach (http://www.videomach.com, fu¨r
Microsoft Windows) Filme z.B. im .avi-Format anfertigen.
Die Atome in den einzelnen Konfigurationen werden entsprechend ihres
Strukturtyps, wenn er in der Konfigurationsdatei vorhanden ist, eingfa¨rbt:
rot fu¨r fcc, blau fu¨r hcp, gru¨n fu¨r bcc und ocker fu¨r ikosaedrisch. Alle anderen




Dieses Skript fu¨hrt die gleiche Aufgabe aus wie view-bc.pl, nur dass hier als
Eingabe Konfigurationen eines Gesamtsystems vorgesehen sind. Dabei kenn-
zeichnen unterschiedliche Farben unterschiedliche Atomsorten. Die Farbzu-
ordnung zu den einzelnen Sorten muss allerdings von Hand im Skript pro-
grammiert und kann nicht von aussen als Parameter angegeben werden.
view-bc-t.pl
view-bc-t.pl -iParameterdatei
Dieses Skript arbeitet analog zu view-bc.pl, nur dass die Atome hier ent-
sprechend ihrer Temperatur nach einer im Skript vorgegebenen tempera-
turabha¨ngigen Farbpalette eingefa¨rbt werden. Dazu muss die einzulesende
Konfigurationsdatei mit csi-m-cna-t erzeugt worden sein.
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