Abstract. We study Askey-Wilson type polynomials using representation theory of the double affine Hecke algebra. In particular, we prove bi-orthogonality relations for non-symmetric and anti-symmetric Askey-Wilson polynomials with respect to a complex measure. We give duality properties of the nonsymmetric Askey-Wilson polynomials, and we show how the non-symmetric Askey-Wilson polynomials can be created from Sahi's intertwiners. The diagonal terms associated to the bi-orthogonality relations (which replace the notion of quadratic norm evaluations for orthogonal polynomials) are expressed in terms of residues of the complex weight function using intertwining properties of the non-symmetric Askey-Wilson transform under the action of the double affine Hecke algebra. We evaluate the constant term, which is essentially the well-known Askey-Wilson integral, using shift operators. We furthermore show how these results reduce to well-known properties of the symmetric Askey-Wilson polynomials, as were originally derived by Askey and Wilson using basic hypergeometric series theory.
1. Introduction 1.1. Due to work of Cherednik [2] [3] [4] [5] [6] , Macdonald [15] , Noumi [16] and Sahi [19] , one can associate to every irreducible affine root system certain families of orthogonal polynomials (all closely related to the Macdonald polynomials), and prove their basic properties using a fundamental representation of the affine Hecke algebra in terms of difference-reflection operators. In this paper, we consider a rank one example of this theory in detail. The example is connected with a rank one non-reduced irreducible affine root system which has four orbits under the action of the associated affine Weyl group. The family of symmetric orthogonal polynomials associated to this particular affine root system is the celebrated four parameter family of Askey-Wilson polynomials, see [1].
1.2. The four parameter family of Askey-Wilson polynomials has played an important and central role in the theory of basic hypergeometric orthogonal polynomials. In fact, up to date they seem to be the most general family of basic hypergeometric orthogonal polynomials which satisfy the additional requirement that they are joint eigenfunctions of a second-order q-difference operator. We use the link between the Askey-Wilson polynomials and the most general non-reduced affine root system of rank one (see 1.1) to derive in this paper the basic properties of the Askey-Wilson polynomials (and more!) from the algebraic structure of the associated (double) affine Hecke algebra.
1.3. We introduce a Cherednik-Dunkl type difference-reflection operator Y using the fundamental representation of the affine Hecke algebra of type A 1 . The fundamental representation was defined by Noumi [16] in the higher rank case, see also Sahi [19] . Sahi's [19] non-symmetric Askey-Wilson polynomials are defined as the eigenfunctions of the Cherednik-Dunkl operator Y . They form a linear basis of the Laurent polynomials in one variable. We explicitly indicate their connection with the symmetric Askey-Wilson polynomials as originally defined by Askey and Wilson in [1] . In particular, we give explicit expressions for the non-symmetric Askey-Wilson polynomials as a sum of two terminating balanced 4 φ 3 's (here r φ s is the basic hypergeometric series, see Gasper and Rahman [8] for the definition). All the other results in this paper are derived without using the explicit series expansions of the (non-)symmetric Askey-Wilson polynomials in terms of basic hypergeometric series.
1. 4 . We derive bi-orthogonality relations for the non-symmetric Askey-Wilson polynomials by explicitly computing the adjoint of the Cherednik-Dunkl operator Y with respect to an explicit, complex measure. By a kind of symmetrization procedure, the bi-orthogonality relations imply Askey and Wilson's [1] orthogonality relations for the symmetric Askey-Wilson polynomials.
1.5. We shortly describe Sahi's [19] results how an anti-isomorphism of the double affine Hecke algebra gives rise to a duality between the spectral and the geometric parameter of the (non-)symmetric Askey-Wilson polynomial. We use the duality to determine explicit intertwining properties of the action of the double affine Hecke algebra under the non-symmetric Askey-Wilson transform. Here the non-symmetric Askey-Wilson transform is a generalized Fourier transform which is defined with respect to the bi-orthogonality measure of the non-symmetric Askey-Wilson polynomials. This leads to the evaluation of the diagonal terms of the (bi-)orthogonality relations in terms of certain residues of the complex weight function. This technique is motivated by Cherednik's [4] approach to the study of the diagonal terms for non-symmetric Macdonald polynomials, in which he rewrites part of the action of the double affine Hecke algebra on non-symmetric Macdonald polynomials in terms of explicit operators acting on the spectral parameter.
1.6. To complete the explicit computation of the diagonal terms, we need the evaluation of the constant term and the evaluation of the non-symmetric AskeyWilson polynomial in a specific point (the latter playing a fundamental role in the duality arguments). We evaluate the constant term, which is essentially the wellknown Askey-Wilson integral (see [1] ), using shift operators. For the evaluation of the non-symmetric Askey-Wilson polynomial in a specific point we use a Rodrigues type formula for the non-symmetric Askey-Wilson polynomial in terms of Sahi's [19] intertwiners.
1.7. The purpose of this paper is two-fold. First of all, we would like to show the power of the Cherednik-Macdonald theory in the study of basic hypergeometric orthogonal polynomials. It not only shows that all the basic properties of the Askey-Wilson polynomials can be obtained by natural algebraic manipulations, but it also reveals new and important insights in the structure of the Askey-Wilson polynomials.
2.2. Let ., . be the positive semi-definite form on R defined by
Then we can associate to every 0 = f = λ + µδ ∈ R \ Rδ the involution s f : R → R defined by
where f ∨ := 2f / f, f . Observe that s f is an isometry with respect to ., . . In fact, we have s f (g) = g • s f , where s f ∈ R is the reflection in f −1 (0).
2.3.
We define now a subset S ⊂ R by
and we write W = W(S) for the subgroup of invertible linear transformations of R generated by s f , f ∈ S. Then S ⊂ R is an affine root system. In particular, f, g ∨ ∈ Z for all f, g ∈ S, and S is stable under the action of the affine Weyl group W(S).
2.4.
The gradient root system Σ of S is the projection of S on R along the direct sum decomposition R = R ⊕ Rδ. Here Σ = {±1, ±2}, which is a non-reduced root system of type BC 1 , with associated Weyl group W = {1, s 1 } = {±1}. Observe that W ⊂ W acts on R by (±1)(λ + µδ) = ±λ + µδ. , while W is generated by s 1 . Observe that s 1 s 0 = τ (1), where τ (µ) is the translation operator τ (µ)f = f + µ, f δ for f ∈ R and µ ∈ R. In particular, s 1 s 0 has infinite order in W and
Furthermore, W is isomorphic to the Coxeter group with two generators s 0 , s 1 and relations s 2.8. We have the disjoint union S = R ∨ ∪ R, with R = S 1 l ∪ S 2 l a reduced, irreducible affine root system with basis {a 0 , a 1 }, affine Weyl group W, and gradient root system {±a 1 }, and with R ∨ = S 1 s ∪S 2 s the corresponding affine co-root system. The co-root system R ∨ is a reduced, affine root system with basis {a ∨ 0 , a ∨ 1 }, affine Weyl group W, and gradient root system {±a ∨ 1 }. Similarly as for S, see 2.5, the fixed choice of basis give rise to a decomposition of R and R ∨ in positive and negative roots (the positive roots are denoted by R + and R ∨,+ , respectively). For example, we have R + = {a 1 } ∪ {±a 1 + Nδ}.
2.9. Let ω ∈ R be the involution ω(x) := 1 2 − x (x ∈ R), and consider ω as an involution of R by ω : f → f • ω for f ∈ R. Then ω preserves S. Furthermore, ω = s 1 τ ( 1 2 ), ω(a i ) = a 1−i and ωs i ω = s 1−i for i = 0, 1. The subgroup W e of the invertible linear transformations of R generated by W and ω is called the extended affine Weyl group. It is isomorphic to W ⋊ Ω, where Ω is the subgroup of order two generated by ω.
Set
] for the algebra of Laurent polynomials in one indeterminate x. We set x f := q λ x µ ∈ A for f = µ + λδ ∈ Z + Rδ, where q is a fixed non-zero complex number. Observe that x a ∈ A is well defined for a ∈ S and that W e preserves Z + Rδ. Furthermore, w(x µ ) := x w(µ) for µ ∈ Z and w ∈ W e extends to an action of W e on A by linearity. In particular,
Observe that τ (µ) (µ ∈ Z) acts as a q-difference operator:
2.11. A multiplicity function t = {t a } a∈S of S is a choice of non-zero complex numbers t a (a ∈ S) such that t w(a) = t a for all a ∈ S and all w ∈ W . We use the convention that t f = 1 for all f ∈ R\S. A multiplicity function t of S is determined by the values k 0 := t a0 , u 0 := t a ∨ 0 , k 1 := t a1 and u 1 := t a ∨ 1 , see 2.7. Later on it will be necessary to impose (generic) conditions on the parameters t f (f ∈ S) and on the deformation parameter q. Until section 6 it suffices to assume that |q| = 1 and that k Z . These conditions are assumed to hold throughout the remainder of the paper, unless specified explicitly otherwise.
2.12. The Hecke algebra H 0 = H 0 (k 1 ) of type A 1 is the unital, associative Calgebra with generator T 1 and relation (T 1 − k 1 )(T 1 + k −1 1 ) = 0. Observe that {1, T 1 } is a linear basis of H 0 and that T 1 is invertible in H 0 with inverse T
2.13. The affine Hecke algebra H = H(R; k 0 , k 1 ) of type A 1 is the unital C-algebra with generators T 0 and T 1 and relations
Similarly as for H 0 we have that T i is invertible in H with inverse T
2.14. For w ∈ W, let w = s i1 s i2 · · · s ir be a reduced expression, i.e. a minimal expression of w as product of the simple reflections s 0 and s 1 . Then T w := T i1 T i2 · · · T ir is well-defined and {T w } w∈W is a linear basis of H(R; k 0 , k 1 ), see [13] . In particular, we may regard H 0 as a subalgebra of H.
We set
] ⊂ H be the commutative subalgebra generated by Y ±1 . Then
as linear spaces, where the isomorphisms are given by multiplication. In particular, {Y m , Y n T 1 } m,n∈Z and {Y m , T 1 Y n } m,n∈Z are linear bases of H(R; k 0 , k 1 ), see [13, proposition 3.7] .
In the remainder of the paper we identify A with C[Y ±1 ] as algebra by identifying the indeterminate x of A with Y . In particular, we write
2.16. By Lusztig [13, proposition 3.6] , we have the fundamental commutation relations
]. Indeed, observe that if the formula holds for f (Y ) and g(Y ), then it also holds for f (Y )g(Y ). It thus suffices to prove it for f (Y ) = Y ±1 , in which case it follows from an elementary computation using the definition of Y and the quadratic relations for the T i , see 2.15 and 2.13, respectively.
2.17. The following result was observed by Sahi [19, theorem 5 .1] in the higher rank setting.
Proof. This follows immediately from the definition of S 1 and from Lusztig's commutation relation 2.16.
2.18
. Another important consequence of Lusztig's commutation relation 2.16 is the following result.
Corollary. The affine Hecke algebra
Proof. Let χ be the character of H 0 (k 1 ) which maps T 1 to k 1 . By 2.15 we may identify the representation space of the induced representation Ind
] is as indicated in the statement of the corollary.
We define linear operators
The following theorem was proved by Noumi [16, section 3] in the higher rank setting, see also [19, section 2.3] .
Theorem. The application T i → T i (i = 0, 1) extends uniquely to an algebra homomorphism π t,q :
Proof. We identify C[Y ±1 ] ⊂ H(R; u 1 , k 1 ) with A as algebra by identifying Y with x −1 . Then it follows from corollary 2.18 (applied to H(R; u 1 , k 1 )) that ( T 1 −k 1 )( T 1 + k −1 1 ) = 0 in End C (A). Conjugating T 1 with the involution ω, see 2.9, and replacing k 1 and u 1 by k 0 and u 0 respectively, we see that
The theorem follows, since we have shown that all the defining relations 2.13 of H(R; k 0 , k 1 ) are satisfied by the linear operators T i ∈ End C (A) (i = 0, 1).
2.20. Observe that the linear operator T 0 on A has a reflection and a q-difference part, while T 1 has only a reflection part, see 2.10. The operators T i ∈ End C (A) (i = 0, 1) are called the difference-reflection operators associated with S. In the remainder of the paper, we simply write T i for the difference-reflection operators T i (i = 0, 1) if no confusion is possible. The operator Y = T 1 T 0 ∈ End C (A) is called the Cherednik-Dunkl operator associated with S.
2.21. The representation π t,q has two extra degrees of freedom u 0 and u 1 besides the deformation parameter q (which already lives on the affine Weyl group level, see 2.10). The motivation to label these two degrees of freedom in this particular way comes from the theory of double affine Hecke algebras. The double affine Hecke algebra H(S; t; q) associated with the affine root system S (see [19] ) is the subalgebra of End C (A) generated by π t,q (H(R; k 0 , k 1 )) and A, where we consider A as a subalgebra of End C (A) via its regular representation. We write f (z) ∈ End A for the Laurent polynomial f (x) ∈ A regarded as a linear endomorphism of A. By the second formula for the difference-reflection operators T i in 2.19 we have that
in H(S; t, q) for i = 0, 1.
2.22
. The labeling of the extra degrees of freedom in the representation π t,q is now justified by the following theorem, together with 2.11.
Theorem. H(S; t; q) is isomorphic as algebra to the unital, associative C-algebra
The isomorphism φ : F (t; q) → H(S; t; q) is explicitly given by φ(
The existence of the algebra homomorphism φ follows by direct computations using 2.21. It is immediate that φ is surjective. The injectivity of φ requires a detailed study of the difference-reflection operators T i associated with S. We give the proof in 8.3.
3. Non-symmetric Askey-Wilson polynomials 3.1. For a ∈ R, let R(a) ∈ End(A) be the difference-reflection operator defined by
Then it is immediate that R(a i ) = T i s i for i = 0, 1, where T i is the differencereflection operator associated with S (see 2.19). Furthermore, we have wR(a)w −1 = R(w(a)) for all w ∈ W and all a ∈ R. Since any a ∈ R is conjugate to a 0 or a 1 under the action of W, we obtain from the quadratic relations for the difference-reflection operators T i (see 2.13 and 2.19) that
3.2. We define a total order on the basis of monomials {x m } m∈Z of A by
Observe that this order is not well behaved under multiplication of the monomials:
3.3. Let ǫ : Z → {±1} be the function which sends a positive integer to 1 and a strictly negative integer to −1.
Lemma. Let a ∈ R be of the form a = 2 + kδ with k ∈ Z (see 2.8 ) and let m ∈ Z. Then
x m + lower order terms w.r.t. .
Proof.
For a ∈ R, let D a ∈ End(A) be the divided difference operator defined by
Then D a (1) = 0 and
Observe that m, a ∨ = m when a = 2 + kδ for some k ∈ Z. The lemma is now immediate when m ∈ Z + . For m ∈ −N, we first observe that the coefficient of x −m in the expansion of R(a)(x m ) in terms of monomials is zero. Indeed, the coefficient of
is −t a q −mk , which cancels with the coefficient of t a s a (x m ) = t a q −mk x −m . Hence the highest order term of R(a)(x m ) is t 
Proof. Observe that
. Now s 1 (a 0 ) = 2 + δ and τ (1)(x m ) = q m x m (see 2.10), so the proposition follows from lemma 3.3. Proposition. There exists a unique basis {P m (·) = P m (·; t; q) | m ∈ Z} of A such that 1. P m (x) = x m + lower order terms with respect to ,
Definition. The Laurent polynomial P m = P m (·; t; q) (m ∈ Z) is called the monic, non-symmetric Askey-Wilson polynomial of degree m.
We will justify this terminology in section 5, where we relate the non-symmetric Askey-Wilson polynomials with the well-known symmetric Askey-Wilson polynomials by a kind of symmetrization procedure. 
Proof. The formula for m = 0 reduces to T 1 (P 0 ) = k 1 P 0 , which is clear. For 0 = m ∈ Z, we derive from Lusztig's formula 2.16 and from the definition 3.5 of the non-symmetric Askey-Wilson polynomials that for all
with α m as given in the statement of the proposition. Since γ m (m ∈ Z) are mutually different by the conditions 2.11 on the parameters, we derive from proposition 3.5 that
Combined with the formula
1 (see 3.1) and with the triangularity of R(a 1 ) (see lemma 3.3), we obtain that the coefficient of x −m in the expansion of T 1 (x m ) with respect to the basis of monomials is equal to k 1 . By the definition 3.5 of the non-symmetric Askey-Wilson polynomials, we conclude that β m = k 1 for m ∈ −N. Now act by T 1 on both sides of the formula T 1 P m = α m P m + β m P −m and use the quadratic relation for T 1 , see 2.12. It follows that the α m and the β m satisfy the relation
This allows us to compute β m with m ∈ N from the known expressions for α m and β −m , which yields the desired result. Corollary. We have 
We set
A(0) = span{P 0 } and A(m) = span{P m , P −m } for m ∈ N. Theorem. (i) The representation (π t,q , H(R; k 0 , k 1 )) is faithful. (ii) The center Z(H) of H = H(R; k 0 , k 1 ) is equal to C[Y ±1 ] W = C[Y + Y −1 ]. (iii) The decomposition A = ⊕ m∈Z+ A(m) is the multiplicity-free, irreducible decomposition of A as (π t,q , H)-module. It
is also the decomposition of A in isotypical components for the action of the center, where the central character of
Then h acts as a constant on each of the P m (m ∈ Z). In view of proposition 4.1, this implies that g(γ m ) = 0 for all m = 0, hence g = 0 in A. By corollary 4.3 we then have for m = 0,
Furthermore, S 1 P m = 0 by the conditions 2.11 on the parameters. Hence 1 . The corresponding mutually orthogonal, primitive idempotents are given by
So {C − , C + } is a partition of the unity for H 0 . In particular, we have C − + C + = 1.
The partition of the unity of H 0 introduced in 5.1 gives the decomposition
Observe that A ± consists of the Laurent polynomials f ∈ A which satisfy (T 1 ∓ k ±1 1 )f = 0. By the explicit expression 2.19 for the difference-reflection operator T 1 we have T 1 − k 1 = φ 1 (x)(s 1 − id) for some non-zero rational function φ 1 (x), so that A + coincides with the algebra A W = C[x + x −1 ] consisting of W -invariant Laurent polynomials. We call A − the subspace of anti-symmetric Laurent polynomials. The decomposition f = C − f + C + f for f ∈ A is its unique decomposition as a sum of an anti-symmetric and a symmetric Laurent polynomial. 
The irreducible H-module A(m) ⊂ A decomposes under the action of H
0 by A(m) = A − (m) ⊕ A + (m), where A ± (m) = C ± A(m). Proposition. (i) Let m ∈ Z + , then dim(A + (m)) = 1. More precisely, there exists a unique P + m ∈ A + (m) of the form P + m (x) = x m + lower
order terms with respect to . In terms of non-symmetric Askey-Wilson polynomials, we have
Proof. The statements for m = 0 are immediate since T 1 (1) = k 1 1, where 1 ∈ A is the Laurent polynomial identically equal to one. For m ∈ N, we can write
in view of (the proof of) proposition 4.1. Observe that the coefficient of P m is non-zero by the conditions 2.11 on the parameters. In particular, A ± (m) = span{C ± P m } are one-dimensional subspaces for all m ∈ N. Dividing out the non-zero coefficient of P m in the expansion of C ± P m and using proposition 3.5, we conclude that there exist unique elements P 
Definition. (i) The polynomial
(ii) The polynomial Lemma. We have P 0 = P + 0 , and for m ∈ N,
Proof. The statement for m = 0 is trivial. For m ∈ N the formulas follow directly from proposition 3.5 and from the expansion of P + m as linear combination of nonsymmetric Askey-Wilson polynomials, see proposition 5.3.
5.5.
Observe that the affine Weyl group W acts on A by algebra automorphisms (see 2.10). This action can be uniquely extended to an action (by automorphisms) of W on the rational functions C(x) in the indeterminate x. Since |q| = 1 (see 2.11), we have
as a subalgebra of End C C(x) . 5.6. Any X ∈ Im(π t,q ) ⊂ End C A) can be uniquely written as a finite C(x)-linear combination of the automorphisms w ∈ W of A. By 5.5, we may regard X as a linear endomorphism of C(x). We thus have a unique decomposition X = X − s 1 + X + where X ± ∈ m∈Z C(x)τ (m) are q-difference operators with rational coefficients. We write X sym := X − + X + , so that Xf = X sym f for all f ∈ A + = A W .
5.7. In order to make the connection between the symmetric Askey-Wilson polynomials P + m (m ∈ Z) and the four parameter family of Askey-Wilson polynomials as originally defined in [1], it is convenient to reparametrize the multiplicity function t ≃ (u 0 , u 1 , k 0 , k 1 ) (see 2.11) by
5.8. Using the parameters a, b, c, d (see 5.7), we can give the following explicit expression for the q-difference operator (Y + Y −1 ) sym , see [16] for the higher rank result.
Proposition. We have
Proof. We write
for the difference-reflection operators associated with S, see 2.19.
where P 0 = 1 ∈ A + is the Laurent polynomial identically equal to one, since T i (1) = k i 1 for i = 0, 1. To compute the coefficient B(x) (respectively C(x)), we need to compute the coefficient of τ (1) (
. Adding the contributions, we see that B(x) = A(x) and that 
where the second term should be read as zero when m = 0.
(ii) For m ∈ N we have
Proof. Recall the rational function φ 0 (x) defined in the proof of proposition 5.8. The proof of proposition 5.8 shows that (
In view of the explicit formula for the q-difference operator (Y −1 ) sym , we need to write (t(−1) − 1)P + m as a terminating balanced 4 φ 3 . By a direct computation using the explicit expression of P + m in terms of a terminating balanced 4 φ 3 , see theorem 5.9, we have
cf. [1, (5.6)] or [8, (7.7.7) ]. This leads to the desired result.
(
by lemma 5.4. The proof is now similar to the proof of (i).
(iii) This follows from (i) and (ii), together with proposition 5.3.
6. (Bi-)orthogonality relations 6.1. We assume in this section that the multiplicity function t and the deformation parameter q satisfy the additional conditions that 0 < |q| < 1 and that ef ∈ q Z for all e, f ∈ {a, b, c, d}.
6.2. Let C ⊂ C be a continuous rectifiable Jordan curve such that aq
are in the exterior of C. By the conditions 6.1 on the parameters, such a contour exists. We give C the counterclockwise orientation. Let ., . = ., . t,q and ., . = ., . t,q be the bilinear forms on A defined by
where the weight functions ∆(x) = ∆(x; t; q) and ∆ + (x) = ∆ + (x; t; q) are given by the infinite products
a/2 x a/2 . The conditions 6.1 on the parameters ensure that the weight functions are welldefined. In terms of q-shifted factorials, we can rewrite the weight function ∆ + (x) as 
6.3. Using Cauchy's theorem we can rewrite ., . and ., . as an integral over the unit circle T in the complex plane plus a finite sum of residues of the integrand. The residues of the weight functions ∆(·) and ∆ + (·) can be computed explicitly, see [1, section 2] or [8, section 7.5] for more details.
6.4. Observe that the factor α(x) in the weight function ∆(x) satisfies the identity α(x) + α(x −1 ) = 1 − ab. Since ∆ + (x) is furthermore invariant under x → x −1 , we see that the restrictions of the bilinear forms ., . and ., . to A W coincide up to a constant:
5. Let T be a linear endomorphism of A. Then there exists at most one linear endomorphism T * of A such that T f, g = f, T * g for all f, g ∈ A, since the bilinear form ., . is non-degenerate. If T * exists, then we call T * the adjoint of T with respect to ., . . 
Proof. We use the notation
). In view of the analytic dependence on the parameters t and q, we may assume without loss of generality that 0 < q < 1 and that the Jordan curve C in the definition 6.2 of ., . satisfies the following additional properties: C has a parametrization of the form r C (x)e 2πix with r C : [0, 1] → (0, ∞), and C is W -invariant:
For i = 0, let f, g ∈ A and set h(x) = f (qx −1 )g(x −1 ). Observe that
and that
is invariant under x → qx −1 . By the specific properties of C, we obtain
where the last equality follows from Cauchy's theorem since φ 0 (x)∆(x) is analytic on and within C − qC.
The statement for the Dunkl operator Y is immediate since Y = T 1 T 0 .
6.7. We write P ′ m (m ∈ Z) for the non-symmetric Askey-Wilson polynomials with respect to the inverse parameters (t −1 , q −1 ).
Proposition. The two bases {P m } m∈Z and {P ′ n } n∈Z of A form a bi-orthogonal system with respect to the non-degenerate bilinear form ., . , i.e. P m , P
Proof. By proposition 6.6 and proposition 3.5 we have 
By proposition 6.6 we have Lemma. We have
Proof. By 2.21 we have (
. Combined with 5.2 this implies δ(z) A + ⊆ A − . Let now f ∈ A − , and set g = δ −1 f ∈ C(x). Using the extended action of T 1 on C(x), see 5.6, we derive that
) and δ(x) are relative coprime in the unique factorisation domain A by the conditions 2.11 on the parameters, we conclude that f is divisible by δ in A. Hence, g = δ −1 f ∈ A. Since g is furthermore W -invariant, we conclude that g ∈ A + , hence A − ⊆ δ(z) A + .
7.2. The bilinear form ., . restricted to A − can now be related to the bilinear form ., . on A + using lemma 7.1. We identify t with (k 0 , k 1 , u 0 , u 1 ) in accordance with 2.11.
Lemma. Assume that the parameters satisfy the additional conditions 6.1. Let
By the explicit expression for the W -invariant weight function ∆ + (x; t; q), see 6.2, we obtain
for f, g ∈ A W . The result follows now by symmetrizing the integrand, cf. 6.4. Proof. We first prove the proposition when |q| < 1.
We assume for the moment that the multiplicity function t satisfies the additional conditions 6.1 and that ., . k0,qk1,u0,u1,q restricts to a non-degenerate bilinear form on A W m := span{m n | n = 0, . . . , m − 1}, where m 0 (x) = 1 and m n (x) = x n + x −n for n ∈ N. These are generic conditions on the parameters, which can be removed by continuity at the end of the proof. Indeed, observe that the restriction of ., . t,q to A W m is non-degenerate when 0 < a, b, c, d, q < 1, since then the bilinear form can be given as integration over the unit circle with respect to the positive weight function ∆ + (x). By analytic continuation, it follows that the restriction of ., . t,q to A W m is non-degenerate for generic parameter values satisfying the conditions 6.1. By proposition 6.9 we conclude that P + m−1 (x; k 0 , qk 1 , u 0 , u 1 ; q) is the unique W -invariant Laurent polynomial of the form x m−1 + lower order terms w.r.t. which is orthogonal to m n for n = 0, . . . , m − 2 with respect to the bilinear form ., . k0,qk1,u0,u1,q . We show that p(x) = δ(x; k 0 , k 1 ) −1 P − m (x; t; q) satisfies the same characterizing conditions. By lemma 7.1 we have p ∈ A W . Since P Indeed, by the generalized Weyl character formula, lemma 7.2 and proposition 6.9 we have for m ∈ N that
On the other hand, for m ∈ N we have P (m ∈ Z + ). Combined with 7.4, this leads to explicit evaluations of all the diagonal terms of the bi-orthogonality relations in proposition 6.7 and proposition 6.8.
In section 11 we present another method for deriving explicit expressions of the diagonal terms, which uses the double affine Hecke algebra in an essential way. This method gives more insight in the particular structure of the diagonal terms. Namely, it shows that the diagonal terms can be naturally expressed in terms of the residue of the weight function in a certain specific simple pole, the constant term 1, 1 , and the value of the Askey-Wilson polynomial at the point a −1 = k
1 . We return to shift operators in section 12 in order to evaluate the constant term 1, 1 (which is the well-known Askey-Wilson integral, see [1]).
The double affine Hecke algebra
8.1. Recall from 2.21 that the double affine Hecke algebra H(S; t; q) is the subalgebra of End C A generated by π t,q H(R; k 0 , k 1 ) and by A, where A is regarded as subalgebra of End C (A) via its regular representation. 8.2. We have observed in 2.22 that there is a unique surjective algebra homomorphism φ : F (t; q) → H(S; t; q) satisfying the conditions as stated in theorem 2.22. In particular, we have
in H(S; t; q). Combined with 2.15, we conclude that H(S; t; q) is spanned by the elements z m Y n and z m T 1 Y n where m, n ∈ Z. In fact, we have the following stronger result, see Sahi [19, theorem 3.2] for the higher rank setting.
linear basis of H(S; t; q).
Proof. Assume that X = m,n∈Z c ,n is non-zero for some n ∈ Z and some j ∈ {1, 2}. Let X act on the non-symmetric Askey-Wilson polynomial P −l (l ∈ N), and consider the coefficient of x m0+l in the resulting expression using proposition 3.5 and proposition 4.1. We obtain n∈Z+ k 1 c 2 m0,n γ −n l = 0 for all l ∈ N, hence c 2 m0,n = 0 for all n ∈ Z.
Let now X act on P l with l ∈ Z + , and again consider the coefficient of x m0+l in the resulting expression. Then n∈Z+ c 1 m0,n γ n l = 0 for all l ∈ Z + , hence c 1 m0,n = 0 for all n ∈ Z. This gives the desired contradiction.
8.3. We can finish now the proof of theorem 2.22 using proposition 8.2. It suffices to show that the surjective algebra homomorphism φ : F (t; q) → H(S; t; q) defined in theorem 2.22 is injective. Set w := V −1
in F (t; q), so that F (t; q) is generated by w ±1 , V 0 and V 1 as an algebra. Furthermore,
, so that any element in F (t; q) can be written as a finite linear combination of elements of the form f (w)X, where f (w) is a Laurent polynomial in w and X is an element in the subalgebra of F (t; q) generated by V 0 and V 1 . By 2.15 and by the relations (1) in theorem 2.22 for the generators V 0 , V 1 ∈ F(t; q) it follows that F (t; q) is spanned by {w m Z n , w m V 1 Z n | m, n ∈ Z}, where Z := V 1 V 0 . Since the image of these elements under φ are linear independent by proposition 8.2, we conclude that φ is injective. 
Proposition. (i) The application
uniquely extend to an anti-algebra isomorphism ν = ν t,q : H(S; t; q) → H(S;t; q).
and T ∨ 1 → T 0 uniquely extend to an algebra isomorphism µ = µ t,q : H(S; t; q) → H(S;t; q).
Proof. By theorem 2.22 it suffices to check that µ (respectively ν) is compatible with the defining relations in F (t; q) ≃ H(S; t; q). This can be done by direct computations. It is immediate that νt ,q is the inverse of ν t,q .
Observe that the application
uniquely extend to an algebra homomorphism from H(S;t; q) to H(S; t; q). It is immediate that this homomorphism is the inverse of µ. [19, section 7] , we call ν = ν t,q the duality anti-isomorphism. Furthermore, we call µ = µ t,q the duality isomorphism. These duality isomorphisms play a fundamental role in the theory of non-symmetric Askey-Wilson polynomials. In particular, the duality anti-isomorphism can be used to show that the geometric parameter x and the spectral parameter γ of the nonsymmetric Askey-Wilson polynomial are in a sense interchangeable (see Sahi [19, section 7] or section 10). The duality isomorphism describes the intertwining properties of the action of the double affine Hecke algebra under the non-symmetric Askey-Wilson transform, see section 11. 
Following the terminology of Sahi
. This gives the desired result. 
Corollary (The affine intertwiner). Set
Proof. By 2.21 we have f (z)[T 0 , z
in H(S; t; q) for any Laurent polynomial f . Apply now the duality anti-isomorphism ν t,q to this equality, and replace the parameters by dual parameters in the resulting identity. This gives
The corollary is now immediate.
9.2. Recall from corollary 4.3 that the action of S 1 on the non-symmetric AskeyWilson polynomials is completely explicit. In the following lemma we give the analogous result for the action of the affine intertwiner S 0 on P m (m ∈ Z + ).
Proof. Let m ∈ Z + . By proposition 4.1 we have
It follows then from proposition 3.4 that the leading term of S 0 (P m ) with respect to the total order on the monomials equals 9.3. The intertwiners S 0 and S 1 can be used to create the non-symmetric AskeyWilson polynomial P m (m ∈ Z) from the unit polynomial 1 ∈ A in the following way.
Proposition. We have (S
Proof. By corollary 2.17 and corollary 9.1 we have g(Y )( 
Together with the initial condition d 0 = 1, we obtain the explicit expressions for d m (m ∈ Z) by complete induction with respect to m.
Evaluation formula and duality
10.1. Let Ev = Ev t,q : H(S; t; q) → C be the linear map defined by Ev(X) := X(1) (k
1 ), where 1 ∈ A is the Laurent polynomial identically equal to one. Observe that Ev satisfies
X ∈ H(S; t; q),
1 ) for all f ∈ A by the explicit expression 2.19 for the difference-reflection operator T 1 .
Observe that we can evaluate Ev
1 ) explicitly using proposition 5.10, since the two 4 φ 3 's in the right hand side of the formula for P m (x) are equal to one when
1 . We give here an alternative, inductive proof for the evaluation which only uses the Rodrigues type formula for the nonsymmetric Askey-Wilson polynomials in terms of the intertwiners S 0 and S 1 , see proposition 9.3. We abuse notation by writing Ev(f ) = Ev(f (z)) = f (k
qab, ac, ad; q m q m abcd; q m .
(ii) For m ∈ N, we have
ab, ac, ad; q m q m−1 abcd; q m .
Proof. We write F m = (S 1 S 0 ) m (1) for m ∈ Z + and F −m = (S 0 (S 1 S 0 ) m−1 )(1) for m ∈ N, so that F m = d m P m for m ∈ Z with the specific constants d m as given in proposition 9.3. The proposition follows then from the explicit evaluation of the d m , see proposition 9.3, and from the recurrence relations
by complete induction with respect to m. Let m ∈ N. For the first recurrence relation, observe that by formula 10.1 and by Y F −m = γ −m F −m we have
To reduce the T 0 T 1 -term, we use the relation
1 ) in H and formula 10.1, which yields 1 -term, we use the relation
0 − u 0 ) in H and formula 10.1, which gives the desired recursion
after a direct computation. This completes the proof of the proposition. Lemma. For all X ∈ H(S; t; q) we have Evt ,q ν t,q (X) = Ev t,q X .
Proof. For X = f (z)g(Y ) with f and g Laurent polynomials, we have
Combined with proposition 8.2 we obtain the desired result. 10.5. We associate with the evaluation mappings Ev t,q and Evt ,q two bilinear forms B : H(S; t; q) × H(S;t; q) → C, B : H(S;t; q) × H(S; t; q) → C, which are defined by B(X, X) = Ev t,q νt ,q ( X)X and B X, X = Evt ,q ν t,q (X) X for X ∈ H(S; t; q) and X ∈ H(S;t; q).
Lemma. Let X, X 1 , X 2 ∈ H(S; t; q) and X, X 1 , X 2 ∈ H(S;t; q). Let f ∈ A.
(i) B(X, X) = B( X, X).
(ii) B(X 1 X 2 , X) = B X 2 , ν t,q (X 1 ) X , and
Proof. (i)
This follows from lemma 10.4 and the fact that ν t,q is an anti-algebra homomorphism with inverse νt ,q , see proposition 8.5.
(ii) This is an immediate consequence of proposition 8.5.
(iii) The first equality is a direct consequence of the identity (X(f ))(z)(1) = X(f ) = X.f (z) (1) in A. The second identity follows from the first and from (i).
(iv) By the explicit expressions 2.19 for the difference-reflection operators T i , we have T i (1) = k i 1 for i = 0 and i = 1. The identities are now immediate.
We write
for the eigenvalues of the CherednikDunkl operator Y ∈ H(S;t; q), see 3.5. We assume from now on that the parameters (t, q) are such that P m (x −1 0 ; t; q) = Ev t,q (P m (·; t; q)) = 0 and such that P m (γ −1 0 ;t; q) = Evt ,q (P m (·;t; q)) = 0 for all m ∈ Z, and similarly for P + m (m ∈ Z + ). By proposition 10.2 and 10.3, the corresponding generic conditions on the parameters can be specified explicitly. We write s(γ) := γ + γ −1 for all γ ∈ C * .
Definition. (i) The renormalized non-symmetric Askey-Wilson polynomials are defined by
In other words, the non-symmetric Askey-Wilson are normalized such that they take the value one at x = x In other words, the symmetric Askey-Wilson polynomials are normalized such that they take the value one at
10.7. In the following theorem we prove the duality between the geometric parameter x = x n and the spectral parameter γ = γ m for the renormalized (non-)symmetric Askey-Wilson polynomials, see Sahi [19, section 7] for the result in the higher rank setting.
Theorem (Duality). (i)
For all m, n ∈ Z and f ∈ A, we have
In particular, E + s(γm) x n ; t; q = E + s(xn) γ m ;t; q for all m, n ∈ Z.
Proof. (i)
The second statement follows from the first by taking f = E xn (·;t; q) in the first equality and f = E γm (·; t; q) in the second equality and using lemma 10.5(i).
For the first equality, observe that
m ) by application of lemma 10.5(i), (ii) and (iii). The second equality is proved in a similar manner.
(ii) The proof is similar to the proof of (i), taking account of the fact that The duality between the geometric and spectral parameter of the renormalized non-symmetric Askey-Wilson polynomials can be used to explicitly compute X(E γ ) for X ∈ H(S; t; q) as linear combination of non-symmetric Askey-Wilson polynomials, cf. 4.1 and 4.2 for X = T 1 . Observe that Y (E γ ) = γE γ and that T Proposition. Let γ ∈ σ, then
Proof. The first formula is obviously correct for γ = γ 0 . Let γ 0 = γ ∈ σ. By theorem 10.7 and lemma 10.5(ii) and (iii) we have
. By the commutation relation 2.21 between T 1 and f (z) (f ∈ A) and by the identity B(X, X T 1 ) = k 1 B(X, X) (see lemma 10.5(i) and (iv)), we obtain
Here we have used lemma 10.5(ii), as well as the short-hand notation E xm ( z) = E xm ( z;t; q). By lemma 10.5(ii), (iii) and theorem 10.7, we have
m ; t; q) since γ = γ 0 . By theorem 10.7 it follows that the formula for (T 1 E γ )(x) as stated in the proposition is correct for x = x −1 m (m ∈ Z), hence it is correct as identity in A.
For the second formula we proceed in a similar manner. First of all, observe that (T ∨ 1 E γ )(x −1 m ) = B E γ (z), T 0 .E xm ( z;t; q) . We use now the commutation relation 2.21 between T 0 and f (z) (f ∈ A) and the identity B X, X T 0 = u 1 B X, X), which follows from lemma 10.5(i) and (iv). Then
By lemma 9.2(ii), (iii) and theorem 10.7, we have
m ; t; q) since qγ n = γ 11. The non-symmetric Askey-Wilson transform and its inverse 11.1. We assume in this section that the parameters (t, q) and (t, q) satisfy the additional conditions 6.1.
Let σ ′ be the spectrum of
m for all m ∈ Z, see 3.5. Let F = F k0,k1,q be the functions g : σ ′ → C with finite support. By the non-degeneracy of the bilinear form .., . t,q on A and by the bi-orthogonality relations 6.7 for the non-symmetric Askey-Wilson polynomials, we have a bijective linear map F = F t,q : A → F defined by for all m ∈ Z. This induces a left action of W on F by (w g)(γ) = g(w −1 γ) for w ∈ W, g ∈ F and γ ∈ σ ′ . Let T i (i = 0, 1) and z be the linear endomorphisms of F defined by ( zg)(γ) = γg(γ),
for all g ∈ F and all γ ∈ σ ′ . Observe that these formulas can be obtained from the standard action of the generators T i (i = 0, 1) and z of the double affine Hecke algebra H(S;t; q) on A (see 2.19 and 2.22) by formally replacing the W-module A by the W-module F .
Proposition. There is a unique action of H(S;t; q) on F such that the generators z and T i (i = 0, 1) of H(S;t; q) act as the linear endomorphisms defined above. Furthermore,
where µ is the duality isomorphism defined in proposition 8.5.
Proof. By proposition 8.7 we have
for all f ∈ A and all γ ∈ σ ′ . Again by proposition 8.7, we have
Combined with proposition 10.8, we derive that
In a similar manner, we derive from proposition 8.7 and proposition 10.8 that
The proposition now follows since F is bijective and H(S; t; q) is generated as an algebra by Y , T 1 and T ∨ 1 . 11.3. Observe that the weight function ∆(γ;t; q) (see 6.2) has simple poles at γ ∈ σ ′ . We define now a linear map G = G t,q : F → A by
where w(γ) = w(γ;t; q) is defined by w(γ;t; q) = Res 11.4. In the following proposition we determine the intertwining properties of the H(S;t; q)-action on F under the linear map G : F → A.
Proposition. We have
Proof. We write T 0 = u 1 + φ 0 ( · )(s 0 − 1) and
The weight function w(γ;t; q) (γ ∈ σ ′ ) satisfies the fundamental relations
This follows easily from the explicit expression for the weight function ∆, see 6.2 (compare also with the proof of proposition 6.6). It follows that
for all g ∈ F by proposition 10.8. Similarly, we obtain G(
The proposition follows, since these elements generate H(S;t; q) as an algebra.
11.5. Combining proposition 11.2 and proposition 11.4 leads to the following main result of this section.
Theorem. (i)
We have G t,q • F t,q = c t,q Id A and F t,q • G t,q = c t,q Id F with the constant c t,q given by c t,q = w(γ
.
by proposition 11.2 and proposition 11.4, where 1 ∈ A is the function identically equal to one. By the definitions of F and G and by the bi-orthogonality relations for the non-symmetric Askey-Wilson polynomials (see proposition 6.7) we have G t,q (F t,q (1)) = c t,q 1 with the constant c t,q as given in the statement of the theorem.
On the other hand, by the explicit definitions of F and G and by the bi-orthogonality relations for the non-symmetric Askey-Wilson polynomials (see proposition 6.7), we have
Comparing coefficients of E γ leads to the desired result.
11.6. Let F W ⊂ F be the W -invariant functions in F , i.e. the functions f ∈ F satisfying f = s 1 f . Equivalently, F W consists of the functions f ∈ F satisfying C + f = f , where 
for all f ∈ A W and all g ∈ F W .
Proof. By lemma 6.4 we have 1, 1 t,q = Observe that E + s(γ) (x; t −1 ; q −1 ) = E + s(γ) (x; t; q) by proposition 6.9 and by the W -invariance of E + s(γ) . By lemma 6.4, 10.6 and the fact that C * + = C ′ + (see the proof of proposition 6.8), we then derive for f ∈ A W and γ ∈ σ ′ that
In particular, we have
Indeed, we use here that w + (γ;t; q) = w + (γ −1 ;t; q) by the W -invariance of the weight function ∆ + ( · ;t; q), and that α(γ; k 1 , k 0 ) + α(γ −1 ; k 1 , k 0 ) = 1 + k 2 1 , see 6.4. Hence we obtain for g ∈ F W ,
In particular, G(F W ) ⊂ A W . Combined with proposition 11.5, this completes the proof of the proposition.
Definition. The bijection
11.7. We can repeat now the proof of theorem 11.5(ii) for the symmetric AskeyWilson transform F + , using the alternative descriptions for F + and G + as given in proposition 11.6. This gives the following result on the quadratic norms of the symmetric Askey-Wilson polynomials.
Corollary. For all γ ∈ σ we have
. (1 + k 2 1 ) 1, 1 t,q for all γ ∈ σ. The constant term 1, 1 t,q is the well-known Askey-Wilson integral, which has been evaluated in many different ways, see for instance [1], [9] , [12] and [18] . We give in this section yet another proof for the evaluation of 1, 1 using shift operators.
12.
12.2. In the following lemma we define explicit linear maps from symmetric Laurent polynomials to anti-symmetric Laurent polynomials and conversely in terms of the Cherednik-Dunkl operator Y . Recall the definition of the idempotents
Proof. This follows by a straightforward computation from Lusztig's formula 2.16, together with the fact that (
12.3. By lemma 12.2 and lemma 7.1 we have well-defined linear endomorphisms
where h ± (Y ) act under the fundamental representation π t,q . Observe that G − can be realized as the element h − (Y )δ(z) in H(S; t; q).
Proposition.
For m ∈ N, we have q, q 2t−1 abcd, q 2k+2l ab, q 2k+2m ac, q 2k+2n ad, q 2l+2m bc, q 2l+2n bd, q 2m+2n cd; q ∞ q t+1 , q t−1 abcd, q t ab, q t ac, q t ad, q t bc, q t bd, q t cd; q ∞ .
Proof. We write (1 − q k )(1 − q k−1 bc)(1 − q k−1 bd)(1 − q k−1 cd)
(1 − q k−1 abcd)(1 − q k ab)(1 − q k ac)(1 − q k ad)
for k ∈ N. Now use again the symmetry in the parameters a, b, c, d and complete induction with respect to k, l, m and n to obtain the desired result.
12.7. Corollary 12.6 relates the quadratic norm ν(P + m ) to the constant term ν(1), but it can also be used to evaluate the Askey-Wilson integral ν(1) itself. The AskeyWilson integral was evaluated for the first time by Askey and Wilson [1, theorem 2.1] (see also e.g. [9] , [12] and [18] for alternative proofs). Combined with corollary 12.6 this implies that the theorem is correct for all parameter values (a, b, c, d) = q 2k , −q 2l , q 1 2 +2m , −q 1 2 +2n with k, l, m, n ∈ Z + and k + l + m + n ∈ N (we use here that the formula in corollary 12.6 extends to this particular choice of parameter values by continuity). The proof is now completed by analytic continuation.
Theorem (Constant term evaluation). We have
12.8. The constant term evaluation (theorem 12.7) and corollary 12.5 yield an explicit evaluation of ν a,b,c,d (P + m ) for m ∈ Z + which is in accordance with Askey and Wilson's result [1, theorem 2.2]. As remarked in 7.5, this then yields explicit evaluations for all the diagonal terms in the bi-orthogonality relations of proposition 6.7 and proposition 6.8.
Another way to obtain the diagonal terms explicitly is by using corollary 11.7 and 10.3 (respectively theorem 11.5 and proposition 10.2) to reduce the diagonal terms for the (non-)symmetric Askey-Wilson polynomials to the constant term evaluation (theorem 12.7). Explicitly, we obtain the following formulas for the diagonal terms: (1 − k
which are most easily proved in the image of the duality isomorphism µ, see Sahi [19, corollary 5.2] in the higher rank setting. We leave the details to the reader.
