Abstract-An analytical framework for radio link level performance evaluation under scheduling and automatic repeat request (ARQ)-based error control in a multi-rate wireless network is presented. The multi-rate transmission is assumed to be achieved through adaptive modulation and coding (AMC) in a correlated fading channel. The analytical framework, which is developed based on a vacation queueing model, can be applied to any scheduling scheme as long as the evolution of the joint service/vacation and channel processes can be determined. The exact statistics of queue length and delay are obtained and the radio link level throughput is calculated under both saturated and non-saturated buffer scenarios. As an example of using the general analytical model, we analyze the performance of max-rate (MR) scheduling scheme which exploits multiuser diversity and compare its performance with the round-robin (RR) scheduling scheme. Although the MR scheduling always results in higher throughput than the RR counterpart, we observe that the RR scheduling offers better delay performance than the MR scheme under light traffic load conditions. The usefulness of the presented analysis is highlighted by illustrating its applications for cross-layer design and packet-level admission control under delay constraints. After all, this analytical framework would be very useful for comprehensive analysis of radio link level scheduling schemes and hence for design and engineering of radio link control protocols.
I. INTRODUCTION
A CHIEVING high-speed transmission and provisioning of quality of service (QoS) for emerging data-oriented wireless applications through intelligent and flexible radio resource management are the key challenges for future-generation wireless networks. At the physical layer, adaptive modulation and coding (AMC) has been adopted to increase the transmission rate in most of the 2.5/3G wireless systems [1] - [3] . The implementation of automatic repeat request (ARQ) at the link layer is very efficient to eliminate the residual error and to avoid the costly use of a strong error correction code at the physical layer [4] - [7] . In addition, a scheduling strategy is required for flexible radio resource allocation among multiple users to satisfy their QoS requirements and at the same time improve the utilization of the system resources by exploiting radio channel specific features such as multiuser diversity [8] - [14] . Due to the existence of diverse techniques and numerous parameters at both the radio link and the physical layers, crosslayer design would play a key role in reducing system design complexity and enhancing the system performance. Performance evaluations of different ARQ protocols and different scheduling techniques have often been treated as two separate problems in the literature. Analysis of ARQ protocols was performed in [4] and [5] - [7] for independent and two-state Markov channel models, respectively. Different scheduling schemes developed in the literature aim at maximizing system throughput while satisfying different performance objectives such as fair allocation of system throughput [11] - [14] , access time [10] or guaranteeing packet delivery delay and packet dropping probability [9] . These scheduling policies are 'opportunistic' since they take advantage of the multiuser diversity gain inherent in the wireless channel dynamics by exploiting the relatively independent channel fluctuations of different users to increase system throughput.
All of the above works mainly focused on constructing the scheduling rule under certain predefined design objectives such as maximizing throughput while providing fairness for different traffic flows. Because of these design goals, it is generally assumed that the buffers of all the backlogged flows are saturated, and therefore, the buffer dynamics and the packet-level delay behavior were not investigated. In [10] , a simple delay bound for a fair scheduling scheme was derived when the incoming traffic is shaped by a leaky bucket. In [15] , an optimal scheduling policy was derived taking the burstiness in the traffic arrival process into account. However, the authors assumed a simple on-off channel model and considered singlerate transmission only. Also, the analysis for delay was not performed.
Some of the recent works have combined communications with queueing techniques to analyze and design wireless systems [3] . The queueing analysis for a general radio link level scheduling rule taking multi-rate transmission and ARQ-based error recovery into account is a very challenging problem. However, it is crucial for fair comparison among different scheduling schemes, and after all, for radio link control design and engineering in wireless systems. Previously, we analyzed the queueing performance for multi-rate wireless networks under round-robin scheduling [8] . In this paper, we present an analytical framework developed based on the vacation queueing model for a general scheduling rule in a multi-rate wireless network using ARQ-based error control. Specifically, the main contributions of this paper are as follows:
• The exact distributions for queue length and delay are derived for a general scheduling rule along with radio link layer ARQ and physical layer AMC. We obtain the queueing performance for the case when the service/vacation process for the target queue has one-step memory. However, extension of the model to a more general finite memory case is also outlined.
• Application of the analytical framework to the maxrate (MR) scheduling scheme is given as a specific example. The analytical results obtained for the maxrate scheduling are validated through simulations and also compared with those for round-robin (RR) scheduling which reveal some interesting performance behaviors for these two extreme scheduling schemes. The rest of this paper is organized as follows. Section II presents the system model and assumptions used in this paper. We formulate the queueing problem and obtain the performance metrics in Section III. Based on this general analytical queueing framework, Section IV presents the analysis for the max-rate scheduling scheme. Numerical results are presented in Section V. Section VI states the conclusions.
II. SYSTEM MODEL AND ASSUMPTIONS
Suppose that there are L separate radio link level buffers which correspond to L different mobile users. These buffers can be located either at the base station (BS) in case of downlink transmission or at the mobiles in case of uplink transmission. A wireless scheduler is deployed at the BS to schedule the transmissions corresponding to the different users in a time-division multiplexing (TDM) fashion. Transmissions occur within the fixed-sized time slots and during each time slot, the scheduler grants transmission for only one user. This type of scheduling offers higher throughput performance than the one which allows simultaneous transmissions [11] , [16] .
Adaptive modulation and coding is employed at the physical layer with K transmission modes corresponding to different channel states of a finite-state Markov channel. The channel is assumed to have K +1 states (0, 1, · · · , K). Each transmission mode corresponds to a pair of a modulation scheme and an error control code. We assume that when the channel is in state k, the transmitter transmits c k packets in one time slot (c k is a positive integer). We further assume that c 0 = 0 (i.e., the transmitter does not transmit in channel state 0 to avoid high probability of transmission error), and c K = N .
A block diagram of the assumed system model is shown in Fig. 1 . The receiver estimates the signal-to-noise ratio (SNR) of the received signal and chooses the suitable transmission mode. The selected mode, which represents the channel state information (CSI), is fed back to the transmitter and may also be provided to the scheduler to make the scheduling decision.
The receiver decodes the received packets and it transmits negative acknowledgments (NACKs) to the transmitter asking for retransmission of the erroneous packets. An infinite persistent selective repeat ARQ protocol is assumed where the maximum number of retransmissions allowed for a packet is unbounded. The feedback channel carries both the CSI (i.e., selected transmission mode) and the NACKs for the ARQ protocol.
An error-free and instantaneous feedback channel is assumed. This assumption holds in many cases since the propagation delay and the processing time for the error detection code can be very small in comparison with the time slot duration [5] . In fact, the effect of feedback error can be easily included in the channel model as in [6] . Consideration of feedback delay in the model would lead to more complexity in the analysis. Since the main focus of this paper is on analyzing the queueing performance for a general scheduling rule, we ignore these issues. The obtained delay, therefore, can be regarded as the lower bound of the delay obtained with these effects.
The channel model used in this paper is captured by a finite state Markov channel (FSMC) representing the multiple states of a slow Nakagami-m fading channel. In this channel model, the SNR at the receiver (X) is partitioned into a finite number of intervals. Let X 0 (= 0) < X 1 < X 2 < · · · < X K+1 (= ∞) be the thresholds of the received SNR for different states. The channel is said to be in state k if X k ≤ X < X k+1 (k = 0, 1, 2, · · · , K). As the SNR thresholds are determined, the transition matrix T for the channel states can be obtained. Let T i,j denote the transition probability from state i to state j. These probabilities can be calculated as in [2] , [3] , where the transitions are only allowed among neighboring states in the FSMC.
At the physical layer of the considered system, adaptive modulation (with or without coding) using QAM modulation is employed. To calculate the packet error rate (PER) for the AMC technique, we use the exponential approximation of the actual PER. The average PER for mode k (PER k ) can be calculated as in [3] .
III. FORMULATION OF QUEUEING MODEL

A. Evolution of the Joint Service/Vacation and the Channel Processes
The queueing analysis for a target queue can be performed by using a vacation queueing model. While a particular target user is served in a particular time slot, the queue is assumed to be in service; otherwise, it is said to be on vacation. The queueing analysis can be performed if the evolution of joint service/vacation and channel processes for a target queue is found. This is because packets can be transmitted from the target queue only in the service state and the channel state determines how many packets are transmitted during a particular time slot. In addition, for a channel-qualitybased scheduling, the service/vacation process depends on the channel process.
We first present the analysis for the case where the service/vacation process has one-step memory while the generalization to the case with any finite memory will be outlined later in the paper. Now, let s n = 0 represent the service state, s n = 1 represent the vacation state, and t n (0, 1, · · · , K) be the channel state in time slot n. The queueing framework developed later in this paper can be applied as long as the evolution of a two-dimensional variable (s n , t n ) can be determined. Thus, the queueing analysis for any scheduling policy of interest reduces to the determination of the conditional probability Pr {(s n+1 , t n+1 )|(s n , t n )}. To facilitate the queueing analysis, we represent this joint transition probability in the following matrix form:
where S i,j is a (K + 1) × (K + 1) matrix whose elements S i,j (k , l ) are defined as follows:
B. Queueing Model and Analysis
The queueing problem is modeled in discrete time with one time interval equal to one time slot. The buffer size is assumed to be infinite. The packet arrival process is assumed to be Bernoulli with arrival probability λ. We assume that packets arriving during time interval n − 1 cannot be transmitted until time interval n at the earliest. Let q n be the number of packets in the target queue, s n be the service/vacation state, and t n be the channel state at the beginning of time slot n. The number of packets transmitted during time slot n is the minimum of the number of packets in the queue (q n ) and the transmission capacity in that time slot (c tn ) (i.e., min {q n , c tn }).
The system state can be described by the process
. It can be shown that {X n } is a Markov chain (MC). Let P and (i, j, h) denote the transition matrix and a generic system state for this MC, respectively, and
For fixed i and i , the probabilities corresponding to these state transitions can be written in matrix blocks A i,k , which correspond to transitions in level i of the transition matrix. Thus, level i of the transition matrix represents the system state transitions where there are i packets in the queue before the transition.
The transition matrix describing the MC is written in (3), shown at the bottom of the next page, where the derivation of the matrix blocks is given in the Appendix. Inside each level, we capture the service/vacation states and the channel states for the target queue, which are represented by j and h in the generic system state, respectively. In (3), the system state transitions (i, * , * ) → (i − k + 1, * , * ) are represented by A i,k for i < N and by A k for i ≥ N . As can be seen from the Appendix, for i ≥ N the state transition probabilities are independent of the level index i, therefore, for brevity we omit the level index in the matrix blocks. Since there are two service/vacation states and K + 1 channel states, the order of the matrix blocks A k and A i,k is 2(K + 1) × 2(K + 1).
The transition matrix in (3) shows that this MC is a special case of the GI/M/1 type, where the solution can be found by the well-established method [17] . Let x = [x 0 x 1 x 2 · · · ] be the steady-state probability vector corresponding to the transition matrix P, where x i corresponds to level i of the transition matrix P, and has dimension 2(K +1). There exists a matrix R which is the minimal non-negative solution to the following matrix equation:
The marginal probability representing all combinations such that there are i packets in the queue is just the sum of all the elements in x i , which is equal to x i 1 2(K +1) , where 1 2(K +1) is a column vector of all ones with dimension 2(K + 1). The average queue length can be calculated as in (4), which is shown at the bottom of the next page.
Using Little's law, the average delay can be written as follows:
C. Delay Distribution
In this section, we derive the distribution of the total delay for an arriving packet to the target queue. Let the arrival slot be numbered as slot zero and this slot will not be included in the delay calculation. If an arriving packet sees i head-of-line packets in the queue, the delay for this target packet is the time required for i + 1 packets (i head-of-line packets and the target packet itself) successfully leaving the queue. Now, to calculate the delay distribution, we need to determine the steady-state distribution seen by an arriving packet and the system evolution from the beginning of slot one to the ending point where the target packet successfully leaves the queue. Since a system state is represented by the service/vacation states and the channel states, the probabilities describing the system state evolution in each time slot during the entire period in which the target packet is in the queue can be put in a matrix form to facilitate the analysis. To this end, let us define the following matrices:
represent the probability that i packets are successfully transmitted in D slots, service/vacation starts in state i 1 and finishes in state i 2 , the transmission starts in channel state j 1 and finishes in channel state j 2 at the end of slot D.
• 
, whose elements capture the channel state transition. We have the following recursive relations:
where H i,k is calculated in the Appendix. We can explain the above recursive relations as follows. If there are i packets which need to be transmitted in D slots, and k packets are successfully transmitted in the current slot, there remains i − k packets to be transmitted in D − 1 slots. Ω(0, 0) simply captures the ending point where the target packet leaves the queue. Now, let the steady-state probability vector seen by an arriving packet be denoted by y = [y 0 y 1 y 2 · · · ]. Then, we have
Eq. (8) can be interpreted as follows. If there are i + k packets ahead of the target packet in the queue at the beginning of the arrival slot and k packets are successfully transmitted in the arrival slot, then the target packet sees exactly i headof-line packets at the beginning of the next time slot. The probability that the delay is D slots (not including the arrival slot) can be written as follows:
The above summation is limited to DN − 1 since at most N packets can be successfully transmitted in one time slot.
D. Throughput Calculation
In this section, we calculate the throughput for the target user in terms of number of successfully transmitted packets per time slot under saturated buffer and dynamic buffer scenarios. The latter refers to the situation where the queueing dynamics is taken into account. For this case, the buffer occupancy (queue length) distribution has been derived in Section III.B. In contrast, under the saturated buffer scenario the queue is assumed to be highly loaded at all times and the service operation is determined by the service/vacation and channel states, where the number of packets available in the queue is always greater than the transmission capacity of the channel (i.e., N packets). Assuming that packet errors are independent, the average packet error rate, which is the ratio between the average number of packets in error and the average number of transmitted packets, is given by [2] 
The average number of transmissions for each packet can be written as
Note that, ARQ is employed to retransmit erroneous packets and p represents the packet retransmission probability. Under the saturated buffer scenario, the throughput is determined by the joint service/vacation and the channel processes. Let us define vector z which satisfies: zS = z and z1 2(K +1) =1. We can partition z as follows:
In fact, z is a row vector of dimension 2(K + 1); z 0 (k ) and z 1 (k ) represent the probability that the target queue is in service and vacation, respectively, where the channel is in state k. The throughput for the target user under the saturated buffer case can be calculated as 
Similarly, the steady-state probability vector x i of (3) can be partitioned as
Taking the buffer dynamics into account, the throughput of the target user is given by
E. Service/Vacation Process with Finite Memory
In the previous sections, the queueing analysis was performed for service/vacation process with one-step memory. In this section, we extend the above analysis for a more general case where the service/vacation process has more than onestep memory. This may be the case for scheduling schemes which aim at providing fairness among the different flows. To achieve the fairness goal, the service/vacation processes for all the backlogged flows are retained in the memory over a window of time slots so that the lagging flows can be prioritized over the leading flows to ensure fairness among users in terms of throughput or channel access time.
We consider the case where the service/vacation process has a general finite M -step memory. That is, the evolution of the joint service/vacation and channel processes is captured in the probability Pr {(
, the discrete-time MC describing the system has state space {(q n , v n , t n ), q n ≥ 0; 0 ≤ t n ≤ K }. Now, each level in the corresponding transition matrix of this MC captures all combinations of v n and t n . Since v n has 2 M combinations and t n has K + 1 combinations (i.e., different channel states), the order of matrix blocks A i,k and A k in the transition matrix is
. Although the state space increases, the joint service/vacation and channel transition probabilities Pr {(s n+1 , t n+1 )|(s n , s n−1 , · · · , s n−M+1 , t n )} can be put into the matrix form and the above analysis can still be applied.
IV. ANALYSIS FOR MAX-RATE SCHEDULING SCHEME
The max-rate scheduling scheme works as follows. At any time slot, the channel states (each state is one of the K + 1 states of the FSMC) of all active users are assumed to be available at the scheduler without delay. Although this assumption may not be strictly valid due to feedback delay, the performance degradation is very small if the channel is quite static over a short period of time. We further assume that the channel processes for all the users are independent. This assumption often holds in practice because of the locationdependent characteristics of the wireless channel. The maxrate scheduler grants the transmission to the user with the highest rate. If there are more than one user with the highest channel state, the scheduler chooses one of them randomly.
As has been mentioned before, the application of the presented model to any scheduling rule of interest reduces to determination of the joint transition matrix S. The order of matrix S depends on the memory length (M ) of the joint service/vacation and channel processes. For max-rate scheduling scheme, M = 1, and therefore, we only need to find the joint conditional probabilities Pr {(s n+1 , t n+1 )|(s n , t n )}.
Let s 
where we have used the fact that Pr {t n+1 |s n , t n } = Pr {t n+1 |t n } since the channel process is independent of the service/vacation process. Here, Pr {t n+1 = l|t n = k} = T kl is the channel state transition probability, which is available from the FSMC model. We also have
where Pr {s n |t n+1 , t n } = Pr {s n |t n } since the service state at time n depends only on the channel state at time n. Since s n+1 can be either 0 or 1, we have
Therefore, we need to consider only the case when s n+1 = 0. Let us calculate the denominator and the numerator of (15) in the following sections.
A. Calculation of Pr {s n |t n }
We can write the denominator of (15) with s n = 0 as follows:
Here, Pr s n = 0, t
n |t n = k can be calculated as in (18), shown at the bottom of the next page, where a is the number of users such that t
is the channel state probability for user i, which is given by the FSMC model.
Eq. (18) can be interpreted as follows. At time slot n, user one is in service, given that its channel is in state k when all other L − 1 users have channel state lower than or same as that for user one (i.e., state k). If there are a users with the same channel state k, user one is chosen for transmission with probability 1/a. Note that, this equation holds because we assume that channel processes of all users are independent.
For s n = 1, Pr {s n = 1|t n = k} can be written as follows:
The numerator of (15) can be written as in (19), shown at the bottom of this page, where the following two cases are considered for the terms inside the summations. Case I: s n+1 = 0, s n = 0
For this case, the corresponding term inside the summations in (19) is given in (21), shown at the bottom of this page, where a and b are the number of users (including the target user) having channel states satisfying t (i) n = k and t (i) n+1 = l, respectively. Eq. (21) can be interpreted as follows. User one is in service in two consecutive time slots n and n + 1 given that the channel state for user one is k and l in time slots n and n + 1, respectively, when the channel states for all other L − 1 users are smaller than or equal to k and l in time slots n and n + 1, respectively. If there are a and b users (including the target user) with channel states such that t (22), we consider the following cases. First, if there are users with channel state higher than that for user one in time slot n + 1 or all other L − 1 users have channel state lower than that for user one in time slot n, user one will not be in service in slot n + 1 and will not be on vacation in slot n. Second, if there are users with higher channel state than that for user one in time slot n and there are b users having the channel state same as that for user one (other users have lower channel states), user one is on vacation in time slot n and in service in time slot n + 1 with probability 1/b. Third, if there are a users with channel state same as that for user one in slot n (other users have lower channel states) and there are b users with channel state same as that for user one in slot n + 1 (other users have lower channel states), the probability that user one is on vacation in slot n and in service in slot n + 1 is (a − 1)/ab. In (21) and (22), Pr t
n = k , which can be calculated using the transition probability matrix for the FSMC model.
V. NUMERICAL AND SIMULATION RESULTS: MODEL VALIDATION AND USEFUL IMPLICATIONS
A. System Parameters and Assumptions
In this section, we present typical numerical results considering an uncoded wireless system with five transmission modes. The fitting parameters of PER are taken from [3] for the uncoded wireless system. We assume that c k = k, time slot interval T s = 0.5 ms and the SNR thresholds of the FSMC model are found such that the average packet error rate PER k = P 0 (k = 1, · · · , 5) as in [3] . To save the simulation time in validating the analytical results, only two transmission modes are used, i.e., K = 2 (in Figs. 2-3 ). All other results are obtained with five transmission modes.
B. Simulation Methodology
The simulation results are obtained for the tagged user (i.e., user one) as follows. Given the system and channel parameters, the channel transition matrix T is calculated. The simulation run time is chosen to be 5 × 10 6 time slots, where in each time slot the channel states of all users are generated based on their channel states in the previous time slot and the corresponding channel state transition probabilities. User one
Pr
Pr s n+1 = 0, s n = 0, t
Pr transmits if the channel state for user one is higher than that for each of the other users (ties are broken randomly). The number of packets transmitted during any service time slot is determined by the channel state. The number of packets successfully leaving the queue is determined based on the packet error probability P 0 . The queue length is updated at every time slot by considering a packet arrival (which follows a Bernoulli process) and the number of successfully transmitted packets.
C. Queue Length and Delay Distributions
The complementary cumulative distributions for queue length and delay obtained from the analytical model and simulation are shown in Fig. 2 and Fig. 3 , respectively. As is evident from these two figures, the simulation results match the analytical results very well. The effects of Doppler shift f d and Nakagami parameter m on the delay distribution are also shown. As can be observed, with higher Doppler shift f d or Nakagami parameter m the delay decreases. This implies that higher channel correlation adversely affects the delay performance. As expected, lower average SNR results in higher delay since the average transmission rate of the target user decreases.
D. Impact of Scheduling on the Delay and Throughput Performance
We compare the throughput and the delay performances of the max-rate (MR) and the round-robin (RR) scheduling schemes. Typical variations in throughput performance with average SNR for MR and the RR scheduling schemes are presented in Fig. 4 under saturated buffer and dynamic buffer scenarios. As expected, MR scheduling always provides higher throughput than the RR scheduling. This is due to the fact that MR scheduling exploits the channel fluctuations to enhance the throughput. However, it does not provide fairness among different users. In contrast, the RR scheduling ensures perfect fairness among the users, however, it does not take advantage of the multiuser diversity to achieve throughput gain. Note that, under perfect power control the average channel conditions for all users are similar, and therefore, the MR scheduling provides long-term fairness while optimally increasing the system throughput via exploitation of smallscale fading. In general, these two scheduling rules are the two extremes from the viewpoint of the trade-off between throughput and fairness. The throughput performance under dynamic buffer case is always bounded by that for the saturated buffer case.
The complementary cumulative delay distributions for MR and RR schemes are shown in Fig. 5 for packet arrival probability λ = 0.2 and λ = 0.6. Interestingly, under light traffic load conditions (e.g., λ = 0.2), RR scheduling offers much smaller delay than the MR scheduling, while under heavy traffic load conditions, the MR scheme offers better delay performance.
Impacts of channel correlation on the delay performance for MR and RR scheduling schemes are shown in Fig. 6 . We plot both average delay and "95% delay", which represents the value such that the actual delay is smaller than this value 95% of the observation time. We observe that the impact of channel correlation on the performance of the MR scheme is more significant than that for the RR scheme. In fact, for the MR scheme, if the channel correlation is high, a particular user may gain or lose service for a long period of time which adversely affects the delay performance.
The above results have notable implications on the design of a scheduling policy. For example, in a correlated fading channel, a 'greedy' scheduling scheme such as MR scheduling does not ensure short-term fairness and it may result in undesirable delay performance under light traffic load conditions. The design of the scheduling policy, therefore, should be based on the QoS performance objectives considering different traffic load and channel conditions. The analytical framework presented in this paper would be very useful for complete evaluation of a scheduling scheme under different traffic, channel and system conditions. 
E. Example Applications 1) Cross-Layer Design:
Since the exact queueing performance considering the radio link layer and the physical layer aspects has been obtained, cross-layer design can be performed to optimally choose the radio link control parameters. To illustrate, we plot the average delay versus the target packet error rate P 0 in Fig. 7 . The delay can be minimized when P 0 is in the range 0.05-0.1. The average transmission rate increases with increasing P 0 , however, the probability of transmission failure also increases at the same time. Therefore, there exists a value of P 0 for which the delay performance is optimal.
2) Packet-Level Admission Control: For some data services, a delay requirement needs to be satisfied since there is a delay limit over which a packet will be useless even if it reaches the destination correctly. The complete delay statistics obtained from the analytical model above enables us to perform admission control under statistical delay constraint of the following form:
For a certain setting of channel and system parameters, the admission control parameter γ, which can be, for example, the admissible number of users or the packet arrival rate, can be found by a simple search such that the delay constraint is satisfied.
As an example, in Fig. 8 , we show typical variations in the maximum packet arrival probability with average SNR. As is evident, higher Doppler shift and/or larger average SNR reduce delay thus allowing packets to be admitted into the queue at a higher rate.
VI. CONCLUSIONS
We have presented a queueing analytical framework for analyzing radio link level buffer dynamics under a general scheduling rule in a multi-rate wireless network employing ARQ-based error control under correlated fading channel. We have derived the exact distributions for queue length and delay and also obtained the user throughput under both saturated buffer and dynamic buffer cases. The specific case of the max-rate scheduling has been analyzed by using the general analytical framework. Simulation results have validated the analytical results, and extensive performance analysis has revealed interesting insights into the behavior of the two extreme scheduling schemes, namely, the MR and the RR scheduling schemes. To highlight the usefulness of the presented model, we have shown examples of cross-layer design and admission control under statistical delay constraints, based on the results obtained from the analytical model. This analytical framework would establish the base for fair comparison among different scheduling schemes and facilitate performance prediction at the higher layers in the protocol stack.
APPENDIX Derivation of Matrix Blocks in (3)
We have defined
Section III.C which have the same structure as A i,k and it captures the probabilities such that k packets are successfully transmitted given that there were i packets in the queue before transmission. As expected, A i,k and A k can be calculated directly from H i,k since the joint transition of service/vacation state and channel state is captured in the same way in these matrices. The only remaining factor which determines the transitions among the levels in the underlying MC is the arrival process. Since the arrival process and the channel evolution process are independent, we need to determine the combinations which result in the corresponding level transition for A i,k and A k . Now if q n+1 and q n denote the number of packets in the queue in two consecutive time slots, then A i,k and A k represent the level transition where q n+1 −q n = 1−k. If a n and e n denote the number of arriving packets and the number of packets successfully transmitted during time slot n, then q n+1 − q n = a n − e n . Therefore, e n = k if a n = 1 (i.e., one arrival) and e n = k − 1 if a n = 0 (i.e., no arrival). Therefore, A i,k and A k can be written as follows:
where 1 ≤ i < N , and 0 ≤ k ≤ i + 1; and
where 0 ≤ k ≤ N + 1, and H i,k = 0 if k < 0 or k > i. As will be seen from the following derivations, H i,k = H N ,k for i ≥ N ; therefore, the matrix blocks A k are independent of the level index i. Finally, the two matrix blocks at level 0 can be calculated as follows:
A 0,0 = λS.
The two matrix blocks in (25) and (26) above describe level transitions where no transmission occurs since there is no packet in the queue before the transition. To derive H i,k , we exploit the structure of matrix S written in (1). Since we observe the system state at the beginning of the time slot, S (1, 0) and S (1, 1) capture the state transitions in a vacation slot, where no packet transmission occurs. In contrast, S (0,0) and S (0,1) capture the state transitions in a service slot. Specifically, row j (j = 0, 1, · · · , K) of these two submatrices represents the fact that the channel is in state j in the slot where c j packets are transmitted. Given the packet error probability and the number of transmitted packets, the probability that a particular number of packets are successfully received at the receiver can be determined. To this end, let us define the following:
• θ k = PER k denotes the probability of transmission error when the channel is in state k 1 . Assuming that packet errors are independent, the probability that i packets are correctly received given that j packets were transmitted when the channel was in state k can be written as p h,l is constructed by keeping the j + 1 st row of S h,l while setting all other rows to 0. This matrix represents the fact that the queue is in service and the channel is in state j at the beginning of the transmission slot.
• V = 0 0 S 1,0 S 1, 1 . This matrix represents evolution of the joint service/vacation and channel state processes given that the queue is on vacation at the beginning of the transmission slot. Now H i,k can be calculated as follows:
where p (j ) k ,dj = 0 if k > d j , and d j = min {i, c j }; that is, the number of packets transmitted is the minimum of the number of packets in the queue (equal to i) and the transmission capacity of the channel (equal to c j ). Eqs. (27) and (28) can be interpreted as follows. The sum-term in (27) captures all combinations which occur in a service slot such that k packets among those transmitted (equal to d j ) are correctly received given that there were i packets in the queue before transmission. Eq. (28) captures the fact that no packet can successfully leave the queue given that there are i packets in the queue at the beginning of the slot. This can happen in three cases: the target user is on vacation during the slot, and therefore, no transmission occurs (captured by V); the channel is in state 0 where no transmission is allowed (captured by W 0 ); and all transmitted packets are in error (captured by the sum-term).
