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ANDERSON LOCALIZATION FOR RADIAL TREE-LIKE RANDOM
QUANTUM GRAPHS
PETER D. HISLOP AND OLAF POST
Abstract. We prove that certain random models associated with radial, tree-like,
rooted quantum graphs exhibit Anderson localization at all energies. The two main
examples are the random length model (RLM) and the random Kirchhoff model
(RKM). In the RLM, the lengths of each generation of edges form a family of inde-
pendent, identically distributed random variables (iid). For the RKM, the iid random
variables are associated with each generation of vertices and moderate the current
flow through the vertex. We consider extensions to various families of decorated
graphs and prove stability of localization with respect to decoration. In particular,
we prove Anderson localization for the random necklace model.
1. Introduction
Quantum mechanics on metric graphs is a subject with a long history which can
be traced back to the paper of Ruedenberg and Scherr [RSc53] on spectra of aromatic
carbohydrate molecules elaborating an idea of L. Pauling. A new impetus came in
the eighties from the need to describe semiconductor graph-type structures, cf. [ESˇ89],
and the interest to these problems driven both by mathematical curiosity and practical
applications e.g. nano-technology, network theory, optics, chemistry and medicine is
steadily growing.
Mathematically, many of these problems can be described by suitably definded
Laplace operators on graphs. For example, relevant information of the correspond-
ing model like transport properties of the medium may be infered by the spectrum
of the Laplacian. There are basically two classes of operators on graphs: On a com-
binatorial or discrete graph, the Laplacian or Schro¨dinger operator is defined as a
difference operator on function on the vertices. The edges here only play the role of
an incidence relation. In contrast, on a metric graph, the basic operator acts on each
edge as a one-dimensional Schro¨dinger-type operator with certain boundary conditions
at each vertex assuring that the global operator is self-adjoint. The metric graph to-
gether with a self-adjoint differential operator is usually called a quantum graph. It is
almost impossible to give a complete account to all relevant literature here. Instead,
we refer to the introductive surveys [Ku08, Ku05, Ku04] as well as to the proceed-
ings [EFKK08, BCFK06] and the references therein.
Since quantum graphs are supposed to model various real graph-like structures with
the transverse size which is small but non-zero, one has to ask naturally how close
are such system to an “ideal” graph in the limit of zero thickness. For anwers to this
question we refer to the papers [KuZ01, RuS01, P06, EP07] and the references therein.
In this paper, we study families of infinite quantum graphs with some inherent
randomness and prove that the spectra of the associated Schro¨dinger-type operators
are almost surely pure point. In this manner, the radial random quantum graphs act
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as one-dimensional random Schro¨dinger operators exhibiting Anderson localization at
all energies.
We consider quantum graphs consisting of a rooted infinite metric tree that are
radial. A radial quantum graph is one for which all variables, such as the branching
number, edge length, and vertex boundary conditions, depend only on the generation.
The generation of a vertex is determined by the distance from the root vertex. A
common example of a rooted infinite metric tree is the rooted Bethe lattice.
We study two main models of random quantum graphs for which the randomness
is introduced in two ways. The Random Length Model (RLM) is a quantum graph
for which the edge length ℓe is given, for example, by ℓe(ωe) = ℓ0e
ωe , where {ωe} is
a family of independent, identically distributed (iid) random variables. In a radial
RLM, the family of iid random variables {ωe} depends only on the generation, not on
the individual edge. The Random Kirchhoff Model (RKM) is a quantum graph and a
family {q(v)} iid random variables associated with each vertex and entering into the
Kirchhoff boundary conditions at each vertex. Roughly speaking, if Ev is the set of
edges entering the vertex v, the Kirchhoff boundary condition is∑
e∈Ev
f ′e(v) = q(v)f(v). (1.1)
where the precise formulation is given in (2.6)–(2.7). Physically, the current flow
through the vertex is determined by the random coupling q(v) = ωv. A radial RKM
is one for which the iid random variables {ωv} depend only on the generation of the
vertex. Under some conditions, we prove that the almost sure spectrum of both of
these models is pure point with exponentially decaying eigenfunctions.
Random quantum graphs have been studied more extensively only in the last years.
There are works concerning the existence and continuity properties of the integrated
density of states (IDS) of various random graph models, see e.g. [KS04, GLV07a,
GLV07b, HV07]. Localization has been proved e.g. in [HKK05, EHS07, KP08] where
the considered models resemble the RKM or random potential model on the edges but
where different methods are used.
There is one major article that we are aware of on random length models. An
important contribution and the basis for our work on the nonradial RLM is given by
Aizenman, Sims, and Warzel [ASW05]. These authors consider the nonradial RLM
in the weak disorder limit. As for the radial RLM, the edge lengths ℓe are given by
ℓe(ωe) = ℓ0e
τωe , where {ωe} is a family of independent, identically distributed random
variables and τ is a measure of the disorder. They prove that as the disorder parameter
τ → 0, there is some absolutely continuous spectrum near the absolutely continuous
spectrum of the unperturbed model with probability one. As we prove that the radial
RLM always exhibits only localization for any nonzero disorder, this shows that the
assumption that the graph is radial is a strong one. One might expect that in the
nonradial case and for moderate disorder there are localized states near the band edges
of the unperturbed quantum graph, but the proof of this requires different methods.
Proving localization for the radial case is a first step.
As other applications of the methods developed here, we examine the random neck-
lace model of Kostrykin and Schrader [KS04] (see Section 5.3), and various families of
decorated graphs. The random necklace model consists of loops with perimeters given
by iid random variables and joined by straight line segments of length one. Kostrykin
and Schrader studied the integrated density of states and proved the positivity of the
Lyapunov exponent for these models. We complete this study by proving Anderson
localization for the random necklace model in Theorem 5.13. Graph decorations have
been studied as a mechanism for introducing spectral gaps in the combinatorial [AS00]
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and quantum [Ku05] case. We consider decorated graphs obtained from the RLM or
the RKM by adjoining compact graphs at each generation. We prove that such dec-
orations preserve localization, although there is a discrete set of exceptional energies
determined by the Dirichlet Laplacian on the compact decoration graphs.
The contents of this paper are as follows. In Section 2, we describe the basic family
of radial metric trees and the corresponding operators. We refer to a tree plus the
corresponding differential operator as a quantum graph. Using a symmetry reduction
emphasized by Solomyak [Sol04], we reduce the problem on rooted radial trees to
an effective half-line problem with certain singularities at the vertices. We present
a generalized version of this symmetry reduction in Appendix A for completeness
(cf. [SoS02] for the standard case). Transfer matrix methods can now be used to
describe solutions to the generalized eigenvalue problem on the effective half-line. We
conclude by computing the spectrum of the periodic problems and the deterministic
spectrum of the random models. Section 3 is devoted to the proof of localization for
the RLM and the RKM (cf. Theorem 3.19). The proof relies on the positivity of the
Lyapunov exponent [Ish73, Kot86] and an extension of Kotani’s spectral averaging
method [Kot86]. The spectral averaging technique employed here is new as one must
deal with complex matrices in SL2(C) instead of real ones in SL2(R). We consider
general decorated graphs in Section 4. We define the permissible decoration graphs
and construct radial tree-like quantum graphs corresponding to the RKM and RLM.
By the symmetry reduction procedure, we obtain line-like quantum graphs in analogy
to the reduction of the RKM and RLM, and construct their transfer matrices. In
Section 5, we extend the arguments of Section 3 to these families of decorated graphs
and prove localization (cf. Theorem 5.8, Thms. 5.10–5.12). We show how to prove
localization for the random necklace model by extending the methods used here to the
line, following the general arguments in Kotani and Simon [KS87].
There are many works on quantum graphs, cf. volume 14 of Waves in Random Me-
dia and two review papers of Kuchment [Ku04, Ku05]. Much of these works emphasize
compact quantum graphs or compact quantum graphs with leads extending to infin-
ity. Both of these classes of quantum graphs are different from those considered here.
There are many results on unbounded quantum graphs that might be well-known to
the experts but whose proofs we could not find in the literature. In the appendices,
we systematically present these results. Appendix A present the proof of the sym-
metry reduction for generalized radial tree graphs. In Appendix B, we extend many
known results concerning generalized eigenfunctions to quantum graphs. We apply
these results to establish a functional calculus using the generalized eigenfunctions.
Appendix C is devoted to the extension of these results to the line-like graphs ob-
tained from decorated radial graphs by the symmetry reduction. Appendix D presents
an application of the material on generalized eigenfunctions to the transfer matrices
and Weyl-Titchmarsh functions associated with quantum graphs. The Dirichlet-to-
Neumann map for quantum graphs is introduced and used to study the transfer ma-
trix. The Dirichlet-to-Neumann map is particularly useful in the analysis of decorated
graphs. The last Appendix E is devoted to the extension of spectral averaging needed
in the proofs of localization.
Acknowlegdements. PDH thanks Simone Warzel for discussions on random quan-
tum graphs. OP thanks Peter Kuchment for the invitation at TAMU and for suggesting
the approach to the monodromy matrix via the Dirichlet-to-Neumann map (cf. Sec-
tion D.1). OP would also like to thank Gu¨nter Stolz for the invitation to UAB and
general remarks on localization.
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2. Radial quantum tree graphs and their reduction
In this section, we define the basic concept of quantum tree graphs. We specialize
to the family of radial quantum tree graphs and state a theorem on the reduction
of the full graph Hamiltonian to a countable family of half-line Hamiltonians, with
singularities at a discrete set of points. In the ergodic case, such as the RKM and
RLM, these half-line Hamiltonians are unitarily equivalent. Finally, we introduce the
transfer matrices on the half-line models. Transfer matrices will play an important role
in the spectral theory of the random models.
2.1. Tree graphs. A discrete graph T is given by a triple T ≡ (V,E, ∂), where V =
V (T ) denotes the set of vertices, E = E(T ) the set of (directed) edges and the map
∂ : E −→ V × V maps an edge e onto its start/end point ∂e = (∂−e, ∂+e). For two
vertices v, w ∈ V such that there is an edge e ∈ E with ∂e = (v, w) or ∂e = (w, v) we
write v ∼ w. For each vertex v ∈ V we set
E±v := { e ∈ E | ∂±e = v } and Ev := Ev(T ) := E+v ⊎ E−v , (2.1)
i.e., E±v = E
±
v (T ) consists of all edges starting (−), respectively, ending (+) at v, and
Ev their disjoint union. Note that the disjoint union is necessary in order to allow
self-loops, i.e., edges having the same starting and ending point so that the edge occurs
in both E+v and E
−
v , whereas we only want it to occur once in Ev. The degree deg v of
a vertex v is given by the number of edges emanating from v, i.e., deg v := |Ev|.
A path of length n from a vertex v to a vertex w is a sequence of vertices v0 =
v, . . . , vn = w such that vi ∼ vi+1. The discrete distance δ(v, w) of v and w is the
shortest length of a simple path joining v and w.
A tree graph is a graph T without (nontrivial) closed paths (i.e., every closed path
has length 0). If we fix a vertex o ∈ V (T ) (the root vertex ) we say that T is rooted at
o. We will always assume that our tree graphs are rooted.
On a rooted tree graph we can define the notion of the generation gen v: Every vertex
with δ(o, v) = n is said to be in generation n. All edges are supposed to be directed
away from the root o, i.e. ∂−e = w and ∂+e = v where genw = n − 1 < gen v = n.
The generation of an edge e is then the generation of the subsequent vertex, i.e.,
gen e := gen ∂+e = n. The branching number of a vertex v is the number of succeeding
edges, i.e., b(v) := deg v − 1.
A rooted tree graph is radial if the branching number b(v) is a function of the
generation only, i.e., there exists a sequence (bn) such that b(v) = bn for all v ∈ V with
gen v = n (cf. Figure 1).
A discrete tree graph T ≡ (V,E, ∂) becomes a metric tree graph if there is a length
function ℓ : E −→ (0,∞) assigning a length ℓe to each edge e ∈ E. We identify each
edge e with the interval (0, ℓe) turning T into a one-dimensional space with singularities
at the vertices. In this way we can define a continuous distance function d(x, y) for
x, y ∈ T so that T becomes a metric space.
A metric tree graph is radial if it is a radial tree graph and the length function
depends only on the generation, i.e., if there is a sequence {ℓn}n such that ℓe = ℓn for
all edges e in generation n. We assume that the lengths are bounded from below and
from above by finite, positive constants ℓ± > 0, i.e.,
ℓ− ≤ ℓn ≤ ℓ+ (2.2)
for all n ∈ N. In the remaining parts of this and the next section (Sections 2 and 3),
we will only consider radial metric tree graphs. We will consider decorations of such
graphs in Section 4.
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Figure 1. A radial tree graph with tree generations and branching
numbers b0 = 1, b1 = 2, b2 = 1, b3 = 3; above the edge generation
and below the vertex generation, e.g., the vertex v and the edge e are
in generation 3. The bottom line is the corresponding half-line of the
symmetry reduction.
2.2. Radial Quantum Tree Graphs. We associate a Hilbert space L2(T ) with a
general metric tree graph by setting1 L2(T ) :=
⊕
e∈E L2(e), with norm given by
‖f‖2 := ‖f‖2T :=
∑
e∈E
∫
e
|fe(x)|2 dx. (2.3)
For radial functions, i.e., functions depending only on d(o, x), this norm takes a simple
form. Let fn denote the restriction of the edge function fe to one of the edges at
generation n. We then have
‖f‖2 =
∞∑
n=1
b˜n
∫ ℓn
0
|fn(x)|2 dx, (2.4)
where fn = fe for an edge e at generation n and where b˜n is the number of edges at
generation n and is a function of the branching numbers {bn}n. For a radial tree graph
with branching number bn = b (n ≥ 1) and b0 = 1, often referred to as a Bethe lattice,
we have b˜n = b
n−1.
We next define our main operator on metric trees that make these trees into quantum
trees. The Dirichlet Hamiltonian H = H(T, q), with strength q : V −→ R, is defined
by
(Hf)e = −f ′′e (2.5)
1Here and in the sequel,
⊕
nHn always means the Hilbert space of all square-integrable sequences
{fn}, i.e., the closure of the algebraic direct sum.
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on each edge for functions f ∈ domH satisfying f ∈ ⊕e∈E H2(e) and satisfying two
conditions. First, the functions are continuous at each vertex,
fe1(v) = fe2(v), ∀e1, e2 ∈ Ev. (2.6)
We will write f(v) for the unique value. Second, the functions satisfy the Kirchhoff
boundary conditions at each vertex,
b(v)∑
j=1
f ′ej (∂−ej)− f ′e0(∂+e0) = q(v)f(v), (2.7)
for all vertices v ∈ V \ {o}, where e0 is the edge preceding v and ej label the b(v)
subsequent edges at the vertex v. For the root vertex we impose a Dirichlet boundary
condition, i.e.,
f(o) = 0. (2.8)
Without loss of generality, we suppose that there is only one edge emanating from
the root vertex, i.e., b0 = 1, since otherwise, the (radial) Dirichlet Hamiltonian H
decouples into b0 many operators on the edge subtrees of o.
We assume that q is a radial function, i.e., there is a sequence {qn}n such that q(v) =
qn for all vertices v at generation n. In this case, we also say that the Hamiltonian H
is radial. In addition, we assume that there are constants q± ∈ R such that
q− ≤ qn ≤ q+ (2.9)
for all n.
The free Hamiltonian or Kirchhoff Laplacian ∆T on T is the Hamiltonian without
the potential q at the vertices, i.e., ∆T := H(T, 0).
In summary, a radial quantum tree graph is a metric graph with an operator H(T, q)
satisfying (2.5)–(2.8). It is determined by the branching numbers {bn}n, the edge
lengths {ℓn}n, and potentials {qn}n that depend only on the generation.
2.3. Reduction of Radial Quantum Tree Graphs. For simplicity, we assume in
this section, that bn = b for all n ≥ 1. We will show in a more abstract setting that
under the assumptions (2.2) and (2.9), the operator H is essentially self-adjoint on the
space of functions f ∈ domH with compact support (cf. Lemma C.10) and that H is
relatively form-bounded with respect to ∆T with relative bound 0 (cf. Lemma C.8).
The distance from the root vertex o to a vertex of generation n, for n ≥ 1, is denoted
tn =
∑n
k=1 ℓk. We set t0 = 0. The main reason why the analysis of radial Dirichlet
Hamiltonians is much easier than the general case is the following symmetry reduction
(cf. [NS00, SoS02, Sol04]). For completeness, we will give a proof in Appendix A,
also in a more general setting. The points tk play the role of vertices. We denote by
f(tk±) := lims→tk± f(s).
Theorem 2.1. The radial Hamiltonian H on a radial quantum tree graph is unitarily
equivalent to H1 ⊕
⊕∞
n=2(⊕bn−2(b − 1))Hn, where (⊕m)Hn means the m-fold copy of
Hn. The operator Hn is the self-adjoint operator on L2([tn−1,∞)) given by Hnf = −f ′′
away from the points tk and with boundary conditions
f(tk−) = b−1/2f(tk+), (2.10a)
f ′(tk−) + qkf(tk−) = b1/2f ′(tk+) (2.10b)
for all k ≥ n and
f(tn−1+) = 0. (2.10c)
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We will refer to the reduced quantum graph, the half-line [tn−1,∞), with boundary
conditions at the vertices, as a line-like quantum graph. This is particularly useful
in the discussion of decorated graphs, and we discuss this further in Section 4.2 and
Definition 4.7.
Theorem 2.1 is particularly useful in the ergodic case, cf. Section 3. In this case,
the operators Hn are all simply related. First, ergodicity implies that each Hn(ω)
has almost sure spectrum. Secondly, we have the relation Hn(τn−1ω) = H1(ω), for
any configuration ω. Since the shift operator Uk : L2([tn−1,∞)) −→ L2([tn+k−1,∞)) is
unitary, the operators are related as U−1n−1Hn(ω)Un−1 = H1(ω) and the operators are
unitarily equivalent. Hence, the almost sure spectral components are independent of
n, and it suffices to prove almost sure pure point spectrum for H1, for example.
Remark 2.2. Note that the functions f on L2([tn−1,∞)) are obtained from functions
on the tree graph satisfying certain invariance conditions together with a exponential
weight function reminiscent the fact that there are bn−1 contributions from the edges
at generation n. For example, the constant function 1 on the tree graph (not lying
in either the domain of the Dirichlet Hamiltonian nor in L2(T )) is transformed in the
step function f(x) = bk/2 for tk < x < tk+1. In particular, f increases exponentially.
On the other hand, suppose that fn is an eigenfunction of Hn, for n ≥ 2, on
L2([tn−1,∞)), with eigenvalue λ. We construct an eigenfunction f˜n of H on L2(T ) with
eigenvalue λ as follows. The function f˜n will be supported on a subtree associated to
any vertex of generation (n − 1) on the tree and equal zero outside of this subtree.
The eigenvalue λ will have a multiplicity at least equal to the number of vertices at
generation (n − 1). Fixing b = 2 for simplicity, and a subtree of T with vertex on−1,
we construct f˜n at the first generation of the subtree by setting f˜n = (1/
√
2)fn↾[tn−1,tn]
on one edge, and minus this value on the other. At the mth generation of the subtree,
we use the weight 2−m/2 and fn restricted to [tm+n−1, tm+n] to construct the value of
f˜n on the edges with coefficients assigned according to the bth roots of unit. It is easy
so see that
‖f˜n‖2T =
∑
m≥1
1
2m
‖fn↾[tm+n−1,tm+n]‖2. (2.11)
In particular, if the eigenfunction fn of Hn decays exponentially, that is, if e
γd(0,x)fn ∈
L2([tn−1,∞)), if follows from the fact that the distance function is a radial function
and (2.11), that eγd(o,x)f˜n ∈ L2(T ).
2.4. Transfer Matrices and Generalized Eigenfunctions of the Reduced Op-
erator H1. We want to characterize the growth rate of the generalized eigenfunctions
f of Hn. We will consider H1 explicitly since in the ergodic case the symmetry reduc-
tion in Theorem 2.1 shows that H1 is unitarily equivalent to Hn.
We study functions f : [0,∞) −→ C satisfying −f ′′ = λf away from the vertices tk
and (2.10) at the vertices tk. We assume here that λ 6= 0 (the case λ = 0 can be treated
similarly, but it is unimportant for our purposes). If we know that H1 ≥ 0 (e.g., if
q ≥ 0), we may assume here λ > 0. In the definition of the Weyl-Titchmarsh functions
(see Section D.2) we also need generalized eigenfunctions for complex z = λ+iε, ε > 0.
In concrete examples, it is often more convenient to use µ =
√|λ| (or in the complex
case, w =
√
z, the branch with Imw > 0) as parameter. We will switch between these
two parameters without mentioning.
A basic fact that we use often is that the existence of a generalized eigenfunction
of H1 solving H1f = λf is equivalent with the existence of a nontrivial solution of
a discrete map ~Fλ : N −→ C2 since, on the open interval (tn−1, tn), the eigenfunction
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must have the form
f(x) = f(t+n−1) cos(
√
λx) +
1√
λ
f ′(t+n−1) sin(
√
λx), for x ∈ (tn−1, tn), (2.12)
for λ > 0 (and similar for the other cases). The infinite family of coefficients
{f(t+n−1), f ′(t+n−1)}n
is determined iteratively by the map ~Fλ defined below and the boundary conditions
(2.10).
The discrete map ~Fλ is defined using the transfer matrix as follows. The transfer
matrix Tλ(n) is given by
Tλ(n) = D(b)S(qn)R√λ(
√
λℓn) (2.13)
where the factors of the transfer matrix are the matrices
S(κ) :=
(
1 0
κ 1
)
, D(b) :=
(
b1/2 0
0 b−1/2
)
(2.14a)
Rµ(ϕ) :=
 cosϕ sinϕµ
−µ sinϕ cosϕ
 . (2.14b)
These are the standard matrices of shearing, dilation, and (elliptic) rotation, respec-
tively. Note that | trS(κ)| = 2, | trD(b)| > 2 and | trRµ(ϕ)| < 2 (for real µ and ϕ). A
matrix A ∈ SL2(R) is called parabolic, hyperbolic, respectively, elliptic, if | trA| = 2,
| trA| > 2, respectively, | trA| < 2. For λ < 0 we set µ := √|λ| and we obtain the
hyperbolic “rotation” matrix
Rhµ(ϕ) := Riµ(iϕ) =
(
coshϕ 1
µ
sinhϕ
µ sinhϕ coshϕ
)
.
Given a vector ~α0 ∈ C2, we obtain another vector ~αn by
~αn = Tλ(n)Tλ(n− 1) . . . Tλ(1)~α0. (2.15)
We define the map ~Fλ : N −→ C2 at site n as the product of transfer matrices acting
on ~α0,
~Fλ(n) = ~αn = Tλ(n)Tλ(n− 1) . . . Tλ(1)~α0. (2.16)
The map ~Fλ depends on the energy λ ∈ R and the initial vector ~α0. We note that ~Fλ
satisfies the condition
~Fλ(n) = Tλ(n)~Fλ(n− 1), for n ≥ 1. (2.17)
Given an initial condition ~α0 and the corresponding sequence of coefficients ~αn obtained
as in (2.16), we can construct a generalized eigenfunction f for H1 with eigenvalue λ,
as in (2.12), by using the vector ~αn for the coefficients {f(t+n−1), f ′(t+n−1)}.
Conversely, suppose we have a generalized eigenfunction f of H1 satisfying H1f =
λf , and Dirichlet boundary conditions f(0+) = 0. Then, for each n ≥ 1, it is easy to
check that
~Fλ(n) :=
(
f(tn+)
f ′(tn+)
)
, (2.18)
with the initial condition
~Fλ(0) =
(
0
f ′(0+)
)
. (2.19)
We can interpret the transfer or monodromy matrix Tλ(n) as follows: Starting with
the vector ~Fλ(n − 1) at the vertex tn−1 we evolve the free eigenvalue equation on
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the edge until the vertex tn (rotation matrix). The shearing matrix corresponds to
the delta-potential at tn and finally, the dilation matrix encodes the jump condition
at tn due to the branching number. Note that Tλ(n) is an unimodular matrix, i.e.,
det Tλ(n) = 1.
We also need a control of the L2-norm of an (a priori) generalized eigenfunction
of H1 in terms of the sequence ~Fλ(n). We write ~Fλ(n) = (Fλ(n), F
′
λ(n))
tr, for the
components of ~Fλ(n), and define a norm |~Fλ|2λ := |Fλ|2 + 1|λ| |F ′λ|2. Then, for λ > 0, it
follows from (2.12) and (2.18) that we have
‖f‖2
L2(tn−1,tn)
+
1
λ
‖f ′‖2
L2(tn−1,tn)
=
∫ tn
tn−1
|Rµ(µx)~Fλ(n− 1)|2λ dx
≤ ℓ+|~Fλ(n− 1)|2λ, (2.20a)
due to (2.2). Note that Rµ(ϕ) (for real ϕ) is orthogonal with respect to this norm. In
addition, for λ < 0 and µ :=
√|λ|, we have
‖f‖2
L2(tn−1,tn)
+
1
|λ|‖f
′‖2
L2(tn−1,tn)
=
∫ tn
tn−1
|Riµ(iµx)~Fλ(n− 1)|2λ dx
≤ 2e2µℓ+ |~Fλ(n− 1)|2λ. (2.20b)
In particular, if {~Fλ(n)}n ∈ ℓ2(N,C2), then the associated generalized eigenfunction
f and its derivative f ′ are indeed square-integrable, i.e., f, f ′ ∈ L2(R+). Since there
is also a lower bound on ℓe, we also have the converse statement; in particular, a
generalized eigenfunction f is in L2(R+) if and only if
~Fλ is in ℓ2(N,C
2).
2.5. The Spectrum of a Quantum Graph for the Free and Periodic Problem.
We first consider the simple periodic problem obtained when all the parameters are
constant, i.e., when the transfer matrices Tλ = Tλ(n) are independent of n. In this
case, it follows from Theorem 2.1 that all the reduced Hamiltonians Hn are unitarily
equivalent.
Theorem 2.3. Suppose that the transfer matrices are independent of n and that λ 7→
tr Tλ is nonconstant. Then, the spectrum of H consists only of essential spectrum. The
spectrum is given by the set Σac of λ ∈ R for which Tλ is elliptic or parabolic (i.e.,
| trTλ| ≤ 2) and the set Σpp of all energies λ such that (0, 1)tr is an eigenvector of Tλ
with eigenvalue τ such that |τ | < 1. The spectrum is purely absolutely continuous on
Σac and pure point on Σpp.
Proof. In the periodic case, H is unitarily equivalent to infinitely many copies of H1 by
Theorem 2.1. We let H˜1 be the periodic operator on L2(R) with H˜1f = −f ′′ on each
edge and with boundary conditions (2.10a)–(2.10b) on tk > 0 (k > 0) and similarly for
t−k = −tk < 0 (k ≥ 0) with b1/2 replaced by b−1/2. Let H1,− be the same operator as
H1, but on L2(R−) (again, replacing b
1/2 by b−1/2 in the boundary conditions, and with
Dirichlet boundary condition at 0). Then H1,−⊕H1 is a rank one perturbation of H˜1, in
particular, the absolutely continuous spectrum is the same. But the latter can be cal-
culated by Floquet theory (cf. [RS78, Sec. XIII.16]) and consists of the set of λ = µ2 for
which there exists θ ∈ [0, π) such that trTλ = 2 cos θ. The latter equation determines
the dispersion relation; since tr Tµ2 is analytic (cf. (D.9) and (D.12)) and nonconstant,
the spectrum Σac is purely absolutely continuous (cf. [RS78, Thm. XIII.86]). Note that
Σac and Σpp are always disjoint, since for parabolic or elliptic matrices, all eigenvalues
τ satisfy |τ | = 1.
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The additional eigenvalues of H1 are of multiplicity 1 (and therefore of infinite mul-
tiplicity for H) and occur, if Tλ(0, 1)
tr = τ(0, 1)tr with |τ | < 1. 
Remark 2.4. In Lemma D.6 (iii) we can express the eigenvalue τ in terms of the
Dirichlet eigenfunction ϕk provided λ = λk is a simple eigenvalue of the Dirichlet
problem and ϕ†k(oi) 6= 0 for both boundary points i = 0 and i = 1 (for the notation we
refer to Section 4). Then |τ | < 1 if and only if |ϕ†k(o1)| ≤
√
b|ϕ†k(o0)|.
Our two primary models, the RKM and the RLM, were described in the introduction
and are presented in detail in Section 3. We apply Theorem 2.3 to compute the
spectrum of the periodic version of the RKM when the vertex potential strength is a
constant q, independent of n, and of the periodic version of the RLM when the edge
length is a constant ℓ. We will use these results to compute the deterministic spectra
of these models in Theorem 3.4.
The spectrum of the periodic RLM is simply the spectrum of the free Hamiltonian
∆T (ℓ) on a rooted, regular, radial tree T (ℓ) with a fixed branching number b ≥ 1 and
constant edge length ℓ. Let us define θ ≡ arccos(2(b + b−1)−1). The identification of
the spectrum is well-known (e.g. using Theorem 2.3 and (3.3a) or [Cat97]) and we refer
to [SoS02] for a nice discussion. Carlson [Car97] proved that the spectrum is purely
absolutely continuous away from the points { π2k2/ℓ2 | k ∈ N }.
Theorem 2.5. The spectrum of the free Hamiltonian ∆T (ℓ) on a regular radial tree
T (ℓ), with branching number b ≥ 1 and constant edge length ℓ is a union of bands and
points:
σ(∆T (ℓ)) =
∞⋃
k=1
( 1
ℓ2
Bk ∪
{π2k2
ℓ2
})
, where Bk =
[
(π(k− 1) + θ)2, (πk− θ)2], (2.21)
and is purely absolutely continuous on
⋃
k
1
ℓ2
Bk. If b > 1, all gaps are open.
Note that when b = 1, θ = 0, and the spectrum (2.21) reduces to the known spectrum
of the free Laplacian on the half-line with Dirichlet boundary conditions at zero. In
this case, π2k2 ∈ Bk = [π2(k− 1)2, π2k2] and the spectrum is absolutely continuous on
R+.
We next apply Theorem 2.3 to compute the spectrum of the periodic RKM when
the vertex potential strength is a constant q, independent of n. We fix the length edge
to be one.
Theorem 2.6. For the Hamiltonian H(q) with constant vertex potential q ∈ R on a
metric tree with constant length ℓ = 1 the spectrum is given by
σ(H(q)) =
{
λ ∈ R
∣∣∣ ∣∣ξb(√λ, q)∣∣ ≤ 2b1/2
b+ 1
}
∪ { π2k2 | k ∈ N }, (2.22)
where
ξb(µ, q) = cosµ+
q sinµ
µ(b+ 1)
, ξb(iµ, q) = coshµ+
q sinh µ
µ(b+ 1)
for µ > 0 and ξb(0, q) = 1 + q/(b+ 1). Furthermore,
σ(H(q)) =
∞⋃
k=1
(
Bk(q) ∪ {π2k2}
)
(2.23)
where Bk(q) are closed intervals. In addition, the spectrum is purely absolutely contin-
uous on
⋃
k Bk(q).
The bands satisfy Bk(q) ⊂ [(k − 1)2π)2, k2π2] for k ≥ 2. In addition, B1(q) ⊂ [0, π2]
if and only if q ≥ −(b1/2 − 1)2, and B1(q) ⊂ (−∞, 0) if and only if q < −(b1/2 + 1)2.
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If b = 1 and q 6= 0, then the intervals Bk(q) (k ≥ 2) touch only one of the points π2k2
or π2(k − 1)2. If b > 1, the points π2k2 never lie in the union of the bands ⋃k Bk(q).
In particular, if b > 1 or b = 1 and q 6= 0, all gaps are open.
Proof. The spectral characterization is an application of Theorem 2.3 using (3.3b).
The case b = 1 has been analyzed in [AGHKH88, Thm. 2.3.3]. 
3. Random quantum tree graphs and localization
3.1. Random quantum tree graphs. We consider now random perturbations of the
length sequence {ℓn} or the vertex potential strength {qn}. Let (Ω1,P1) be a probability
space and (Ω,P) := (Ω1,P1)
N the product probability space. In our applications,
Ω1 will always be a compact interval. To exclude unnecessary complications (see
e.g. (3.12)), we assume that suppP1 = Ω1 where suppP1 is the largest closed subset
such that the complement is of P1-measure 0.
We can define the notion of ergodicity on such spaces: There is a canonical (right)
shift function (τn0ω)(n) := ωn0+n preserving the probability measure P on Ω. Note
that τn = τ
◦n
1 .
Definition 3.1. A measure preserving map τ1 : Ω −→ Ω is called ergodic if any mea-
surable set A ∈ F with τ1(A) = A satisfies P(A) ∈ {0, 1}.
From the Kolmogorov 0-1 law it follows that the (right) shift is an ergodic action on
Ω (cf. e.g. [S79, p. 26]).
Definition 3.2. The Random Length Model (RLM) is a random length quantum
tree graph defined by an iid sequence {ℓn} of random variables ℓn : Ω1 −→ (0,∞)
satisfying (2.2) P1-almost surely. We denote the corresponding family of quantum tree
graphs and Laplacians by {T (ω)} and {∆T (ω)}.
TheRandom Kirchhoff Model (RKM) is a random Hamiltonian on a radial quan-
tum tree graph T given by an iid sequence {qn} of random variables qn : Ω1 −→ (0,∞)
satisfying (2.9) P1-almost surely. We denote the corresponding family of Hamiltonians
on the (fixed) quantum tree graph T by {H(ω)}. For simplicity, we assume that ℓn = 1
for all n.
To unify the notation, we denote both operators by H(ω) acting on T (ω). Since
H(ω) is radial (for almost all ω), we can apply the symmetry reduction Theorem 2.1
and obtain a family of random operators Hn(ω). As a consequence of the ergodicity,
we obtain:
Theorem 3.3. The spectral components of the spectrum of H(ω) are almost surely
constant, i.e., there exist subsets Σ• such that σ•(H(ω)) = Σ• for almost all ω ∈ Ω. In
addition, the spectral sets Σ• are determined by the corresponding almost sure spectrum
of the Hamiltonian H1(ω) on L2(R+). Here, • labels either the pure point (pp), the
absolutely continuous (ac) or singularly continuous (sc) spectrum.
Proof. The first statement is standard for random operators (see e.g. [PF92]). The last
statement follows easily from Theorem 2.1 and the fact that Hn+1(ω) = H1(τnω) and
H1(ω) have the same almost sure spectral components for all n. 
Theorem 3.4. The almost sure spectrum is given by
Σ =
⋃
ω1∈Ω1
σ(H1(ω11)),
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where ω11 ∈ Ω is the element with the same entry ω1 in each component and H1(ω11)
is periodic. Assuming that Ω1 is a compact interval, we have in the RLM
Σ =
∞⋃
k=1
⋃
ℓ∈Ω1
1
ℓ2
(
Bk ∪ {π2k2}
)
=
∞⋃
k=1
([ 1
ℓ2+
minBk,
1
ℓ2−
maxBk
] ∪ [π2k2
ℓ2+
,
π2k2
ℓ2−
])
, (3.1)
where Ω1 = [ℓ−, ℓ+] and the intervals Bk are defined in (2.21), and in the RKM, we
have
Σ =
∞⋃
k=1
⋃
q∈Ω1
(
Bk(q) ∪ {π2k2}
)
=
∞⋃
k=1
([
minBk(q−),maxBk(q+)
] ∪ {π2k2}), (3.2)
where Ω1 = [q−, q+] and Bk(q) is defined in (2.23). If b > 1 or b = 1 and 0 /∈ [q−, q+]
then Σ has infinitely many gaps close to π2k2.
Proof. The spectrum of the periodic operator was calculated in Thms. 2.5–2.6. Note
that in both models, the band edges depend continuously and monotonically on the
random parameter and the union is locally finite, so the union of compact intervals is
still a closed set. 
In order to prove that H1(ω) has pure point spectrum almost surely, we need to
control the growth of generalized eigenfunctions. We have already seen in the previous
section, that it is enough to control the growth of nontrivial solutions of the random
discrete map ~Fλ = ~Fλ(ω, ·) : N −→ C2 of (2.17). The random transfer matrix Tλ(n) =
Tλ(ωn) in the RLM has the form, for λ > 0,
Tλ(ωn) = D(b)Rµ(µℓ(ωn)) =
 b1/2 cos(µℓ(ωn)) b1/2µ sin(µℓ(ωn))
−b−1/2µ sin(µℓ(ωn)) b−1/2 cos(µℓ(ωn))
 (3.3a)
where ℓ : Ω1 −→ (0,∞) is the single edge random length perturbation. For the RKM,
we have
Tλ(ωn) = D(b)S
(
q(ωn)
)
Rµ(µ)
=
 b1/2 cosµ
b1/2
µ
sinµ
b−1/2
(
−µ sinµ+ q(ωn) cosµ
)
b−1/2
(
cosµ+
q(ωn)
µ
sin µ
)
 (3.3b)
where the second equality holds for λ > 0. Here, q : Ω1 −→ (0,∞) is the single site
random potential perturbation. In the case λ < 0, one has to replace Rµ(µ) by R
h
µ(µ)
with µ =
√|λ|. If λ = 0, then R0(0) = S(1)tr.
3.2. Lyapunov exponents. As we have seen we can control the growth of gener-
alized eigenfunctions via the growth of random matrices. We will provide therefore
some general results on Lyapunov exponents and exponentially decaying solutions of
recursion equations.
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Assume that T : Ω1 × Σ0 −→ SL2(R), (ω1, λ) 7→ Tλ(ω1) is measurable where Σ0 ⊂ R
is a measurable set. We assume that
E1(ln ‖T−1λ ‖) <∞. (3.4)
Note that ‖A‖ ≥ 1 for A ∈ SL2(R). We set
Uλ(ω, n) := Tλ(ωn) · . . . · Tλ(ω1), Uλ(ω, 0) := 1. (3.5)
Clearly,
Uλ(ω, n1 + n0) = Uλ(τn0ω, n1)Uλ(ω, n0), (3.6)
i.e., Uλ is a multiplicative cocycle, cf. [PF92, (11.23)].
We define the Lyapunov exponent
γ(ω, λ) := lim
n→∞
1
n
ln ‖Uλ(ω, n)‖ (3.7)
where ‖·‖ is the operator norm of 2 × 2-matrices defined by ‖A‖ := supv∈R2 |Av|/|v|.
The limit is nonrandom:
Lemma 3.5. Suppose that the single transfer matrix Tλ(·) satisfies the integrability
condition (3.4). Then, there exists a measurable set S1 ⊂ Ω × Σ0 such that S1(λ) :=
{ω | (ω, λ) ∈ S1 } ⊂ Ω has full measure, and the limit (3.7) exists and is finite for all
(ω, λ) ∈ S1. In addition, the limit is nonrandom, i.e.,
γ(λ) := E(γ(·, λ)) = γ(ω, λ)
for all ω ∈ S1(λ). Finally, γ(λ) ≥ 0.
Proof. We apply the subadditive ergodic theorem [PF92, Prop. 6.3] and have to verify
that
E(ln ‖Uλ(·, n)‖) ≥ Cλn
for n ≥ 0 and some constant Cλ ∈ R. A simple norm estimate using ‖AB‖ ≥
(‖A−1‖‖B−1‖)−1 shows that Cλ = −E1(ln ‖T−1λ ‖) is enough. The measurability of
S1 follows from the measurability of (ω1, λ)→ Tλ(ω1). 
We parameterize the set of all directions in R2 (up to sign) by θ ∈ [0, π), or more
abstractly by points in the real projective line P(R1) and sometimes write ~Fλ ∼ θ if
the nonzero vector ~Fλ ∈ R2 is in the direction θ, i.e., a multiple of (sin θ, cos θ)tr, where
tr denotes transpose.
We denote
~Fλ(ω, θ, n) := Uλ(ω, n)
(
sin θ
cos θ
)
(3.8)
the propagation of the initial vector ~F (0) ∼ θ. Clearly, ~Fλ(ω, θ, ·) solves the recursion
equation
~Fλ(ω, θ, n+ 1) = Tλ(ωn)~Fλ(ω, θ, n), ~F (0) =
(
sin θ
cos θ
)
. (3.9)
We want to turn the positivity of the Lyapunov exponent into exponential bounds
on the solution of the above recursion equation. To do so, we need the following
deterministic version of the Oseledec theorem (cf. [CL90, Thm IV.2.4]):
Theorem 3.6. Suppose that U(n) ∈ SL2(R) for all n ≥ 1 such that
(i) limn→∞ 1n ln ‖U(n)‖ = γ exists, γ <∞ and
(ii) limn→∞ 1n ln ‖T (n)‖ = 0
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where T (n) := U(n)U(n − 1)−1 is the single transition matrix. Then there exists a
nonzero vector ~F (0) ∈ R2 such that
lim
n→∞
1
n
ln |U(n)~F (0)| = −γ and lim
n→∞
1
n
ln |U(n)~F | = γ (3.10)
where ~F is linearly independent of ~F (0) in the latter case. In particular, the solution
~F (n) := U(n)~F (0) of the recursion equation ~F (n + 1) = T (n)~F (n) with initial vector
~F (0) has almost exponential decay rate −γ, i.e.,
∀ε > 0 ∃C(ε) > 0 : |~F (n)| ≤ C(ε)e−(γ−ε)n. (3.11)
Remark 3.7. The previous theorem already indicates that we cannot expect to show
exponential decay directly for the initial condition θ = 0 (corresponding to a Dirich-
let boundary condition at 0); moreover, we need the spectral averaging arguments of
Appendix E. But the Dirichlet boundary condition is crucial in the symmetry reduc-
tion (see Theorem 2.1 or Theorem A.6), not for the first reduction step, but for the
subsequent ones.
We will apply this theorem to U(n) = Uλ(ω, n) for fixed ω and λ in Theorem 3.15.
Clearly, in this case ~F (0) and C(ε) also depend on λ and ω.
To ensure the positivity of the Lyapunov exponent we use the Furstenberg theo-
rem [Fur63]:
Theorem 3.8. Denote by Gλ the smallest closed subgroup of SL2(R) generated by all
matrices Tλ(ω1), ω1 ∈ Ω1. If G is noncompact and no subgroup of finite index is
reducible then γ(λ) > 0.
A sufficient condition for γ(λ) > 0 is the following (cf. [Ish73, Thm. 4.1], [IM70]):
Theorem 3.9. Suppose that { Tλ(ω1) |ω1 ∈ Ω1 } ⊂ SL2(R) contains at least two ele-
ments with no common eigenvectors then γ(λ) > 0.
The following lemma reduces the possibilities in our application, since we are only
interested in transfer matrices associated to spectral parameters λ in the almost sure
spectrum:
Lemma 3.10. Assume that the almost sure spectrum is the union of the periodic
spectrum, i.e.,
Σ =
⋃
ω1∈Ω1
σ(H(ω11). (3.12)
Suppose in addition, that the set
N := { (ω1, λ) ∈ Ω1 × Σ | | trTλ(ω1)| = 2 } (3.13)
has (P1⊗λ)-measure 0, where λ denotes Lebesgue measure. Finally, suppose that there
is a set Σ0 ⊂ Σ so that for all λ ∈ Σ0, there exist at least two different elliptic matrices
T1, T2 in { Tλ(ω1) |ω1 ∈ Ω1, and λ ∈ Σ0 } ⊂ SL2(R) having no common eigenvectors.
Then γ(λ) > 0 for all λ ∈ Σ0.
Proof. Due to the second assumption, for almost all λ ∈ Σ, the set
N(λ) = {ω1 | | trTλ(ω1)| = 2 }
has probability 0 so that the set of λ such that Tλ is elliptic or hyperbolic forms a
support of P1. We have to show that there are at least two matrices in Ω1 = suppP1
with no common eigenvectors. If both are elliptic, we are done due to our assumption.
If one is elliptic and the other hyperbolic, they can never have a common eigenvector,
since the eigenvectors of the first are nonreal, and the second are real. The case that
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both matrices are hyperbolic is not of interest, since λ ∈ Σ implies that at least one
of the matrices is not hyperbolic due to our first assumption. The result now follows
from Theorem 3.9. 
In cases when the transfer matrix is complicated, the following criteria is useful:
Corollary 3.11. Suppose that (3.12) and (3.13) are true. Assume in addition, that
for all λ ∈ Σ0 there exist two noncommuting elliptic matrices in { Tλ(ω1) |ω1 ∈ Ω1 } ⊂
SL2(R). Then γ(λ) > 0 for all λ ∈ Σ0.
Proof. If the matrices T1 and T2 do not commute, they differ in at least one eigenspace.
Since T1 and T2 are elliptic and real, all eigenvectors are nonreal, and the second
eigenspace is obtained from the first one by conjugation. In particular, T1 and T2 have
no common eigenspace. 
3.3. Lyapunov exponents for the RLM and RKM. In this subsection we show
that under suitable assumptions on the single site random perturbation, the Lyapunov
exponent of the transfer matrices (3.3) are positive. In addition we show that (3.4)
and Assumption (ii) of Theorem 3.6 are fulfilled. We will need all these results in the
next subsection in order to prove exponential localization.
Lemma 3.12. Assume that λ > 0 lies in the almost sure spectrum of H1(ω) in the
RLM. Suppose furthermore that the branching number b > 1 and that there are at least
two different values ℓ1, ℓ2 ∈ Ω1 such that µ(ℓ1 − ℓ2) /∈ πZ. Then γ(λ) > 0. If b = 1,
then γ(λ) = 0 for all λ > 0.
In particular, if b > 1 and Ω1 contains at least two different length ℓ1 and ℓ2 then
γ(λ) > 0 for almost all λ > 0.
Proof. We want to apply Lemma 3.10. The first two conditions are fulfilled and we only
have to check that the eigenvectors of Ti := Tλ(ωi), i.e., {~e1,+;~e1,−} and {~e2,+;~e2,−},
never have an eigenspace in common in the elliptic case. A simple calculation shows
that the eigenvectors are linear dependent iff sin µ(ℓ1−ℓ2)(b−1) = 0, i.e., µ(ℓ1−ℓ2) = kπ
or b = 1. In the latter case we can calculate γ(λ) = 0 explicitly. The last statement
follows since {µ2 |µ(ℓ1 − ℓ2) ∈ πZ } is a countable set iff ℓ1 6= ℓ2. 
Lemma 3.13. Assume that there are q1, q2 ∈ Ω1 such that q1 6= q2 and that λ ∈ Σ. If
µ =
√
λ /∈ πN then γ(λ) > 0. If µ ∈ πN then γ(λ) = 1
2
ln b. In particular, γ(λ) > 0 for
almost all λ > 0.
Proof. Again, we apply Lemma 3.10. The first two assumptions are also satisfied in
RKM. One can easily see that the eigenvectors of an elliptic transfer matrix associated
to q1 are linearly dependent on the ones associated to q2 iff sinµ = 0 or q1 = q2. The
Lyapunov exponent for λ = µ2 with µ ∈ πN can easily be calculated since Tλ(q) =
±D(b) and the largest eigenvalue of Uλ(ω, n) is always bn. 
Lemma 3.14. In both models, the integrability condition (3.4) and the condition (ii)
in Theorem 3.6 are fulfilled.
Proof. The norm of the transfer matrix can be estimated by
‖Tλ(ωn)‖ ≤ ‖D(b)‖‖R+(µℓn)‖ ≤ b1/2
in the random length model (here, we only need to consider λ > 0 since H = ∆T (ω) ≥
0). The same estimate holds for the inverse of Tλ(ωn). In the random potential model,
we have
‖Tλ(ωn)‖ ≤ ‖D(b)‖‖S(−qn)‖‖R±(µ)‖ ≤ b1/2(1 + max{|q−|, |q+|})eµ,
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µ :=
√|λ|, and similarly for the inverse. Therefore, the norms are independent of n. In
particular, (3.4) and Assumption (ii) of Theorem 3.6 are fulfilled for both models. 
3.4. Exponential localization on the tree graph. Here, we show that in both
random models of Definition 3.2 localization holds. Denote by H1(ω) the Hamiltonian
on R+ with Dirichlet boundary condition f(0) = 0.
Theorem 3.15 ([Kot86]). Assume that γ(λ) > 0 for Lebesgue-almost all λ ∈ Σ0 and
Σ0 ⊂ R. Assume in addition, that the spectral averaging formula (E.1) holds. Then
σ(H1(ω)) ∩ Σ0 is almost surely pure point, i.e., if Σ• denote the almost sure spectrum
(respectively, almost sure spectral components) of H1(ω), then
Σ ∩ Σ0 = Σpp ∩ Σ0 and Σc ∩ Σ0 = ∅.
In addition, almost all eigenfunctions of H1(ω) on the half-line [0,∞) decay with almost
exponential decay rate γ(λ) in the sense of (3.17).
Proof. Without loss of generality, we assume that γ(λ) > 0 for all λ ∈ Σ0 (just exclude
the exceptional set of measure 0 from Σ0). We decompose Ω into its first and remaining
component, i.e., ω = (ω1, ωˆ) ∈ Ω1 × Ωˆ = Ω and set
S := { (ωˆ, λ) ∈ Ωˆ× Σ0 | lim
n
1
n
ln ‖Uλ(ωˆ, n)‖ > 0 }. (3.14)
It follows from standard arguments that S is measurable. In addition, S(ωˆ) = { λ ∈
Σ0 | (ωˆ, λ) ∈ S } is a tail event, i.e., S(ωˆ) does not depend on a finite number of
random variables. From Lemma 3.5 and the assumption γ(λ) > 0 we see that the set
of energies S1, defined in Lemma 3.5, has full (Pˆ⊗λ)-measure. Since S1 ⊂ S, the set S
has full (Pˆ⊗λ)-measure. In particular, for (ωˆ, λ) ∈ S, Assumption (i) of Theorem 3.6
is fulfilled. We have already seen that Assumption (ii) is always fulfilled. Therefore,
there exists θ0 = θ0(ωˆ, λ) such that
lim
n→∞
1
n
ln |~Fλ(ωˆ, n, θ)| =
{
−γ(λ), θ = θ0
γ(λ), θ 6= θ0
(3.15)
where
~Fλ(ωˆ, n, θ) = Uλ(ωˆ, n)
(
sin θ
cos θ
)
.
Let f be the generalized eigenfunction onR+ associated to ~Fλ(ωˆ, ·, θ0). Since ~Fλ(ωˆ, n, θ0)
decays exponentially in n, we see from (2.20), that then f ∈ L2(R+). Now, the remain-
ing point to show is, that θ0 = 0, i.e., that f satisfies a Dirichlet boundary condition
at 0.
Denote the measure associated toH1(ω) in Corollary B.5 by ρω. Due to Lemma D.16,
the Weyl-Titchmarsh function m associated to H1(ω) is the Borel transform of the
measure ρω and we can apply the results on spectral averaging of Appendix E. In
particular, using Fubini and the spectral averaging formula (E.5), we obtain∫
Ω1
∫
Ωˆ
ρ(ω1,ωˆ)(S(ωˆ)
c) dPˆ(ωˆ) dP1(ω1) =
∫
Ωˆ
∫
Ω1
ρ(ω1,ωˆ)(S(ωˆ)
c) dP1(ω1) dPˆ(ωˆ)
≤ C5
∫
Ωˆ
λ(S(ωˆ)c) dPˆ(ωˆ) = C5(Pˆ⊗ λ)(Sc) = 0 (3.16)
where λ denotes Lebesgue measure. This means that for P-almost all ω = (ω1, ωˆ), we
have ρω(S(ωˆ)
c) = 0, i.e., S(ωˆ) is a support for the spectral measure ρω. Fix now such
an ω.
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We show in Theorem C.18 that the spectral measure is also supported on Σω, the
set of eigenvalues having a polynomial bounded eigenfunction. The set of energies
S(ωˆ) ∩Σω is a support for the spectral measure ρω. For any λ ∈ S(ωˆ) ∩Σω, there is a
generalized eigenfunction ϕ of H1(ω) with eigenvalue λ and having polynomial growth.
In addition, since (ωˆ, λ) ∈ S, we have constructed an eigenfunction f ∈ L2 from the
coefficients ~Fλ(ωˆ, ·, θ0) as in (3.15). From Lemma D.12 we see that the Wronskian
W (f, ϕ)(tn+) of two generalized eigenfunctions is independent of n. Since ϕ(tn+)
and ϕ′(tn+) are polynomially bounded in n (cf. Theorem C.18) and since f(tn+) and
f ′(tn+) are almost exponentially decaying (cf. (3.15)) we see that
lim
n
W (f, ϕ)(tn+) = lim
n
(
f ′(tn+)ϕ(tn+)− f(tn+)ϕ′(tn+)
)
= 0.
In particular, W (f, ϕ)(0) = 0 and f , ϕ satisfy the same boundary condition at 0,
namely θ0 = 0, i.e., f(0) = 0.
Consequently, each λ ∈ S(ωˆ) ∩ Σω is an L2-eigenfunction of H1(ω), i.e., that
ρω({λ}) > 0 for all λ in a support of the spectral measure. Since a spectral measure
is a Borel measure and the Hilbert space is separable, the support must be countable.
This implies that the measure is pure point since a continuous measure cannot be
supported on a countable set. 
Remark 3.16. The spectral averaging used in (3.16) is basically Kotani’s trick. We
may weaken the spectral averaging formula (E.1) in the following way: We assume
that (E.1) is fulfilled for all λ ∈ Σk ⊂ [λ−, λ+] =: Σ0 with an k-dependent constant
C5 = C5(k) and where Σk is an increasing sequence such that
⋃
k Σk =: Σ∞ equals
Σ0 Lebesgue-almost everywhere. In the RKM, we will see that Σk is just Σ0 with a
“security” distance from the points k2π2 tending to 0 as k →∞.
We can still use Kotani’s trick in this case: As in (3.16) it follows that for each k ∈ N
there is a set of full measure Ω(k) such that ρω(S(ωˆ)
c ∩Σk) = 0 for all ω ∈ Ω(k). The
intersection Ω(∞) of all Ω(k) has still full measure, and for ω ∈ Ω(∞), we have
ρω
(
S(ωˆ)c ∩ Σ∞
)
= ρω
(⋃
k
(
S(ωˆ)c ∩ Σk
)) ≤∑
k
ρω
(
S(ωˆ)c ∩ Σk
)
= 0.
The rest of the argument in the proof of Theorem 3.15 remains the same, replacing Σ0
by Σ∞.
On a tree graph, we need to precise the meaning of exponential decay :
Definition 3.17. We say that a sufficiently smooth function f on the tree graph T
has almost exponential (pointwise) decay rate β > 0 if for all ε > 0 there exists Cε > 0
such that
|f(x)|+ |f ′(x)| ≤ Cεe−(β−ε)d(o,x) (3.17)
for all x ∈ T where f ′(x) is defined in (4.1) for x ∈ V .
Remark 3.18. (i) Due to the assumption (2.2) and since a generalized eigenfunc-
tion has the form (2.12) on the edge it suffices to ensure
|f(v)|+ |f ′(v)| ≤ Cεe−(β−ε)n
for vertices v ∈ V at generation n only.
(ii) Note that if f has almost exponential pointwise decay rate γ > 0 on the half-
line, then the associated radial function f˜ on the tree graph with constant
branching number b ≥ 1 has almost exponential pointwise decay rate γ +
(ln b)/2 due to the fact that in the symmetry reduction, we have the relation
f(d(o, x)) = b(n−1)/2f˜(x) for x in an edge at generation n.
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Summarizing the results, we have shown:
Theorem 3.19. Suppose that the random length quantum tree T (ω), respectively, the
random Hamiltonian H(ω) on a radial quantum tree graph T with branching number
b, have a single site random perturbation with absolutely continuous and bounded dis-
tribution η on Ω1 = [ℓ−, ℓ+] ⊂ (0,∞), respectively, Ω1 = [q−, q+] ⊂ R. Suppose in
addition, that b > 1 in the random length model (RLM) and that b ≥ 1 in the random
Kirchhoff model (RKM). Then the Kirchhoff Laplacian ∆T (ω), respectively, the Hamil-
tonian H(ω), has almost sure spectrum Σ given in Theorem 3.4 and the spectrum is
almost surely pure point. In addition, the eigenfunctions have almost exponential decay
rate γ(λ) + (ln b)/2 where γ(λ) denotes the Lyapunov exponent.
Proof. Clearly, the assertion is local in energy. Let Σ0 ⊂ (0,∞) be a bounded interval.
Due to Theorem 3.3 it suffices to consider H1(ω) only. We have seen in Lemmas 3.12–
3.13 that the Lyapunov exponent is positive almost everywhere on the almost sure
spectrum Σ. Due to the assumptions on Ω1, (2.2) and (2.9) are fulfilled, so that the
results on bounds on generalized eigenfunctions of Appendix C apply.
A proof of the spectral averaging assumption (E.1) is given in Corollaries E.7–E.8
for the RLM and RKM, respectively. The exceptional set Σk in the RKM consists of
the zeros of sin(
√
λ), i.e., the Dirichlet spectrum of a single edge e ∼= (0, 1) with a
security distance of order 1/k. We finally apply Theorem 3.15 (taking Remark 3.16
into account) and the result follows. 
Remark 3.20. (i) The case b = 1 in the RKM has been considered by Ishii [Ish73].
In this case, the almost sure spectrum is [inf Σ,∞) where inf Σ ≥ 0 if
q ≥ 0 and inf Σ is given as the solution of trT−µ2(q−) = 2, i.e., 2 cosh(µ) +
q− sinh(µ)/(µ
√
2) = 2 where q− = inf Ω1 and localization holds everywhere
in Σ. Localization has been shown by Delyon, Simon and Souillard ([DSS85,
Thm. 1.3. (i)]).
(ii) The case b = 1 in the RLM is of course uninteresting, since in this case, the
tree Hamiltonian is the free Laplacian on [0,∞) with a Dirichlet boundary
condition at 0 and has therefore purely absolutely continuous spectrum (see
also Lemma 3.12).
4. General tree-like graphs
In this section, we show that our methods also apply to a more general class of
metric graphs, namely to tree graphs, where an edge at generation n is replaced by
a decoration graph Gn. In this case, also the branching number b = 1 is of interest,
since it includes line-like models like the necklace model considered in [KS04]. We only
mention the necessary changes and begin with a general definition of radial tree-like
graphs.
4.1. Tree-like graphs. We will construct a radial tree-like graph from a radial tree-
graph T = (V (T ), E(T ), ∂) by an edge decoration. We first need some notation for the
decoration graph:
Let G∗ = (V (G∗), E(G∗), ∂) be a compact quantum graph. We fix two different ver-
tices o0, o1 ∈ V (G∗) sometimes called boundary or connecting vertices of the decoration
graph G∗. In addition, we denote by V0(G∗) := V (G∗) \ {o0, o1} the the set of inner
vertices of G∗.
Here, and in the sequel we use the abbreviation
f ′(v) := f ′G∗(v) :=
∑
e∈Ev(G∗)
f ′e(v) (4.1)
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for the sum over the inwards derivative, i.e., f ′(v) is the flux into the vertex where
Ev(G∗) is defined in (2.1) and
f ′e(v) :=
{
−f ′e(0), if v = ∂−e
f ′e(ℓe), if v = ∂+e
(4.2)
the inward derivative of fe at v. Note that f
′(v) depends on the graph; i.e., for a
subgraph S of G∗ or a graph S containing G∗, we have in general f ′S(v) 6= f ′G∗(v).
The Hilbert space L2(G∗) associated to the decoration graphG∗ is given by L2(G∗) :=⊕
e∈E(G∗) L2(e) with norm given as in (2.3). We define the Sobolev space of order 1 on
G∗ as
H
1(G∗) :=
{
f ∈
⊕
e∈E(G∗)
H
1(e)
∣∣∣ fe1(v) = fe2(v), ∀e1, e2 ∈ E(G∗), v ∈ V (G∗)} (4.3)
with norm given by
‖f‖2
H1(G∗)
:=
∑
e∈E(G∗)
(‖f‖2e + ‖f ′‖2e). (4.4)
The Sobolev space of order 2 on G∗ is then
H
2(G∗) :=
{
f ∈
⊕
e∈E(G∗)
H
2(e)
∣∣∣ f ∈ H1(G∗), f ′G∗(v) = 0 ∀v ∈ V0(G∗)}. (4.5)
with norm defined via
‖f‖2
H2(G∗)
:=
∑
e∈E(G∗)
(‖f‖2e + ‖f ′‖2e + ‖f ′′‖2e). (4.6)
In particular, we pose the boundary conditions only at the inner vertices, not at the
connecting vertices o0, o1. Hence, the differential operator HG∗ acting on each edge as
in (2.5) with domain H2(G∗) is not self-adjoint.
We now define the edge decoration:
Definition 4.1. We say that a metric graph G is obtained from a metric graph T by
an edge decoration with a metric graph G∗ at the edge t ∈ E(T ) if we replace t in T by
the graph G∗ where ∂±t ∈ V (T ) is identified with two distinct vertices o0, o1 ∈ V (G∗)
(o0 6= o1), i.e., ∂−t ∼= o0 and ∂+t ∼= o1 (see Figure 2).
t
T ot,1G
ot,0o0
o1
t
G∗
Figure 2. Decorating a graph T with a graph G∗: The graph T (solid
and dashed) is decorated by replacing the edge t ∈ E(T ) with a graph
G∗, and we call the new vertices ot,j , j = 0, 1.
We embed V (T ) →֒ V (G) and V (G∗) →֒ V (G). If e.g. G∗ consists of a single edge e
only, the edge decoration with G∗ does not change the original graph T .
Definition 4.2. A tree-like metric graph associated to a tree graph T is a graph G
obtained from a (generally infinite) tree graph T by edge decoration with G∗(t) at each
tree edge t ∈ E(T ). A radial tree-like metric graph is a tree-like graph G where the
decoration graph G∗(t) depends only on the generation of t, i.e., there exists a sequence
of compact metric graphs {Gn}n such that Gn = G∗(t) for all t ∈ E(T ) with gen t = n.
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We label ot,0 = ∂−t and ot,1 = ∂+t the start/end vertex of t ∈ E(T ) considered as
vertices in the decoration graph G∗(t). Obviously, a radial tree-like metric graph is
determined by the sequence of decoration graphs {Gn}n, including the edge lengths,
and the sequence of branching numbers {bn}n.
The notion extends to quantum graphs, i.e., metric graphs with a Hamiltonian.
Another notation for the right/left “derivative” at the connecting vertices o0 and o1 of
G∗ will be useful, namely
f †(v) := −
∑
e∈Ev(G∗)
f ′e(v) = −f ′(v) at v = o0 (4.7a)
f †(v) :=
∑
e∈Ev(G∗)
f ′e(v) + q(v)f(v) = f
′(v) + q(v)f(v) at v = o1 (4.7b)
with the notation f ′ introduced in (4.1)–(4.2). Here q(v) denotes the vertex potential
strength at the vertex o1. For simplicity, we assume that the vertex potential has
support only at the vertex o1, i.e., q is determined by the single number q(o1) ∈ R. The
different signs for the vertex o0 and o1 are due to our convention in (4.2) considering
always the inward derivative at a vertex. This notation allows us to express the
boundary condition for the Hamiltonian of a radial tree-like quantum graph in a simple
way (see also Remark 4.4):
Definition 4.3. A radial tree-like quantum graph is a radial tree-like metric graph
G = (V (G), E(G), ∂, ℓ) together with a vertex potential strength q : V (T ) −→ R such
that there exists a sequence {qn}n with q(v) = qn for all vertices v ∈ V (T ) in generation
n of the underlying tree.2 The corresponding Hamiltonian H = HG is given by
(Hf)e = −f ′′e (4.8)
on each edge, for functions f ∈ domHG, where domHG is the set of those functions
f such that f, f ′′ ∈ L2(G) =
⊕
t∈E(T ) L2(G∗(t)) such that f = {ft}t with ft := f↾G∗(t)
satisfies
f(o) = 0 and ft ∈ H2(G∗(t)), t ∈ E(T ) (4.9)
(in particular, ft satisfies the inner boundary conditions as in (4.3) and (4.5)), and
ft1(v) = ft2(v) and f
†
t1(v) = f
†
t2(v) (4.10)
for all t1, t2 ∈ E(T ) meeting in a common tree vertex v ∈ E(T ) ⊂ E(G).
Remark 4.4. The previous characterization of the boundary condition explains why we
introduced the notion (4.7). Note that the vertex potential strength is hidden in the
notation. In the case when each decoration graph G∗ is a single edge (0, 1) without
vertex potentials, f †(v) for v = o0 and v = o1 is just the usual right and left derivative
of f , respectively.
Clearly, a radial tree-like quantum graph is determined by the sequence of quantum
graphs {Gn}, the sequence of vertex potential strength {qn}n and the sequence of
branching numbers {bn}. We mention some examples falling into the class of radial
tree-like metric graphs:
Example 4.5. (i) Simple tree graphs: The simplest example of a tree-like graph
is of course a tree graph itself. A radial tree graph is completely determined
by the sequences of edge lengths {ℓn}, vertex potential strengths {qn} and
branching numbers {bn}n where bn ≥ 1.
2 For simplicity, we assume that there is only one vertex potential on each decoration graph G∗(t),
located at the ending point o1,t.
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G
ℓ1 ℓ2 ℓ3 ℓ4 ℓ5
L
0 1+ 3+ 4+
2− 3− 4− 5−1−
2+G1 G2 G3 G4 G5
Figure 3. A tree-like graph G with branching number b = 2 and a
necklace decoration with p = 2 as in Example 4.5 (iii). The random
variable ℓn in each generation n is the length of the edges of the necklace
decoration.
(ii) Graph decoration at the ending point: (a) Let Gˆ∗ be a finite graph. If we attach
an edge e of length ℓe ≥ 0 to Gˆ∗ we obtain a decoration graph G∗ = Gˆ∗ ∪ {e}
with starting point o0 being the free end of the attached edge and with ending
point being any vertex of the decoration graph (even the other vertex of the
attached edge).
(b) For example, if Gˆ∗ consists of a loop of length 1, we obtain a decoration
of the radial tree graph with base edge of length ℓn and a decoration loop of
length 1 at each generation n.
We refer to this model as the loop decoration model.
(iii) Necklace or onion decoration: If G∗ consists of an edge e0 of length 1 starting
at o0 together with p edges of length ℓ joining the ending point of e0 with the
ending vertex o1, we obtain a (branched, half-line) onion or necklace decoration
model (p = 2). Clearly, the decorated tree graph is determined by the sequence
of lengths {ℓn}n, the (constant) edge number p and the (constant) branching
number b (see Figure 3). We will allow that the length of the loop is 0, i.e.,
ℓn ∈ [0, ℓ+], in the sense that the loop degenerates to a single vertex.
(iv) Line graphs: If the branching numbers bn all equal to 1, we obtain a line-
like graph. For example, the previous (half-line) necklace decoration model is
similar to the model already considered in [KS04] (see also Section 5.3).
(v) Kirchhoff models: We can add a vertex potential at the ending vertex o1 of a
fixed decoration graph G∗. The corresponding decorated tree graph has the
same decoration graph at all steps, but a sequence of vertex potential strength
{qn}n at a vertex of generation n.
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ℓ
ℓℓ
ℓ ℓ
(i)b
q
(i)a
(ii)b(ii)a
(iii)a (iii)b
Figure 4. The decoration graphs of Example 4.5 together with the
(random) parameter: (i) the simple RLM resp. RKM model; (ii)a dec-
oration with a onion; (ii)b decoration with a loop at the ending point;
(iii)a necklace/onion decoration.
We will give some natural conditions on the parameters in order that our examples
satisfy the needed assumptions on the decoration graphs {Gn} given in Assumption 4.8.
4.2. Line-like graphs and symmetry reduction. As on a simple quantum tree
graph, we can profit from the symmetry reduction (see Section 4.2). To do so, we need
the notion of a line-like graph associated to the sequence {Gn}n of decoration graphs
and the sequence of branching numbers {bn}n.
On each decoration graph Gn, we specify two different vertices (n − 1)+ = on,0,
n− = on,1 ∈ V (Gn). We sometimes simply write n − 1 = (n − 1)+ or n = n− if it is
clear that they belong to V (Gn) (e.g., 0 = 0+).
Definition 4.6. A line-like metric graph Ln = Ln,∞ starting at n is obtained from the
union of Gk, n < k by identifying k+ ∈ V (Gk) with k− ∈ V (Gk+1) for n < k. Similarly,
we denote by Ln0,n1 the line-like graph obtained as concatenation of Gk, n0 < k ≤ n1,
and set L := L0 for the entire line-like graph.
The norm on L2(Ln) is defined by
‖f‖2Ln :=
∑
k>n
‖f‖2Gk .
Clearly, Ln is determined by the sequence of graphs {Gk}k>n. Similarly, the notion of
a line-like quantum graph can be defined:
Definition 4.7. A line-like quantum graph is given by a line-like metric graph Ln =
(V (Ln), E(Ln), ∂, ℓ) together with a sequence {bk}k>n of positive numbers and a se-
quence of vertex potential strength {qk}k>n ⊂ R. The corresponding Hamiltonian HLn
acts on each edge as in (4.8) for functions f ∈ domHLn where domHLn is the set of
those functions f such that f, f ′′ ∈ L2(Ln) =
⊕
k>n L2(Gk) such that f = {fk}k with
fk := f↾Gk satisfies
f1(n) = 0 and fk ∈ H2(Gk), k > n (4.11)
(in particular, fk satisfies the inner boundary conditions as in (4.3) and (4.5)), and
fk(k−) = b
−1/2
k fk+1(k+) and f
†
k(k−) = b
1/2
k f
†
k+1(k+) (4.12)
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for all k > n. Again, the vertex potential strength qk is hidden in (4.12) in the symbol
f †k(k−) (cf. (4.7)).
We can now associate a line-like metric graph L = L0 to a radial tree-like metric
graph: Let {tk} ⊂ E(T ) be an infinite path in the tree graph T such that gen tn = n.
In particular, the path starts at ∂−t1 = o. We denote L0 the quantum subgraph of G
corresponding to the path {tk} in T . Similarly, let Ln be the quantum subgraph of L0
starting at generation n. For example if G is a simple tree graph, Ln is isometric to
the half line [0,∞). In general, Ln is isometric to the concatenation of the decoration
graphs Gk := G∗(tk) where k− = otk,1 ∼= otk+1,0 = k+ are identified (k > n). Clearly, Ln
is a line-like graph. Similarly, a tree-like quantum graph, i.e., a tree-like metric graph
G with Hamiltonian HG determines uniquely a sequence of line-like quantum graphs
{Ln}n with Hamiltonians {HLn}n.
We will see that the converse is also true: The family {HLn}n of Hamiltonians on
the line-like graphs Ln determines uniquely the (spectral) behavior of the quantum
graph G with Laplacian HG. Namely, due to the symmetry reduction in Theorem A.6,
we can reduce the spectral analysis of HG on G to the analysis of the family {HLn}n
on the line-like graphs Ln. Note that as in the simple tree graph case, the functions
on the tree-like graph and on the line-like graph differ by a weight factor (although we
denoted both by f), see Remark 2.2.
We will need some assumptions on the decoration graphs {Gn} and the vertex po-
tential strength — like the assumptions (2.2) and (2.9) for a simple tree graph — for
example to ensure the self-adjointness of HG and HL, and the bounds on generalized
eigenfunctions.
Assumption 4.8. We say that the sequence of quantum decoration graphs {Gn}n is
uniform if there exist finite constants ℓ± > 0, 0 < κ ≤ 1 and q± > 0 such that each
member G∗ = (V,E, ∂, ℓ, q(o1)) ∈ {Gn}n satisfies the following conditions:
dG∗
(
o0, o1
) ≥ ℓ−, (4.13a)
ℓe ≥ κℓ−, e ∈ Eo0 (4.13b)
deg o0 = 1 (4.13c)
ℓ(G∗) :=
∑
e∈E(G∗)
ℓe ≤ ℓ+ (4.13d)
q− ≤ q(o1) ≤ q+. (4.13e)
The first three assumptions assure that each decoration graph G∗ is “long” enough
and does not branch at the starting vertex o0 (this will be needed in order to calculate
the Green’s function, cf. Lemma D.15). The fourth condition is a global upper bound
on the decoration graph (cf. (2.2)). Assumption (4.13e) is a global bound on the
strength of the vertex potential (cf. (2.9)).
Note that all our assumptions are fulfilled on a simple tree graph, i.e., when Gn
consists of a single edge with vertex potential at the ending vertex (Example 4.5 (i)).
The same is true for Example 4.5 (iii). In addition, in Example 4.5 (ii), the assumptions
are fulfilled once there is a lower bound on the base edge length ℓn ≥ ℓ− > 0 or the
end vertex n− of Gn does not lie on the base edge. In Example 4.5 (v) we only need
to assure that in the (constant) decoration graph G∗ the vertex o0 has degree 1 and a
bounded vertex potential (cf. (4.13e)).
We summarize the various results needed later which are proven in the appendix
(cf. Theorem A.6, Lemma C.10, Thms. C.17–C.18).
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Theorem 4.9. Assume that the sequence of decoration graphs {Gn} is uniform and
of polynomial length growth (i.e, it satisfies Assumptions (4.13)). Assume in addition
that G is the radial tree-like quantum graph with decoration graphs {Gn} and branching
number sequence {bn}. Denote by Ln the associated line-like graph Ln starting at vertex
n and by HLn its Hamiltonian. Then HG defined in Definition 4.3 is self-adjoint on
domHG. Furthermore,
HG ∼= H1 ⊕
∞⊕
n=2
(⊕b0 · . . . · bn−2(bn−1 − 1))Hn
where (⊕m)Hn means the m-fold copy of Hn. Each operator Hn = HLn−1 is self-adjoint
on domHLn as defined in Definition 4.7.
In addition, the spectrum of Hn is supported by polynomially bounded generalized
eigenfunctions ϕ. More precisely, ϕ(k+) and ϕ
†(k+) are bounded by k times a constant
depending only on the constants of (4.13) and the eigenvalue.
4.3. Transfer matrices. As in the tree graph case, we need control over the growth
of generalized eigenfunctions of the Hamiltonian H = HL of a line-like graph. A
generalized eigenfunction here is a function satisfying
Hf = −f ′′ = λf (4.14)
on each edge such that f satisfies all inner boundary conditions (i.e., f↾Gn ∈ H2(Gn))
and all connecting boundary conditions (4.12) except at 0 (and there is no integrability
condition at ∞).
We can calculate the solutions explicitly, since on each edge, the solution still has
the form (2.12) with coefficients determined by the boundary conditions. Namely, we
can define the transfer or monodromy matrix Tλ(n) for the decoration graph Gn as
follows: For a given ~F (n − 1) = (Fn−1, F ′n−1)tr ∈ C2 let f be a solution of (4.14)
such that f ∈ H2(Gn), i.e., f satisfies all inner boundary conditions (cf. (4.5)) and
f((n− 1)+) = Fn−1 and f †((n − 1)+) = F ′n−1. The transfer matrix is then defined as
in (2.17) via
~F (n) = Tλ(n)~F (n− 1), and ~F (0) ∈ C
(
0
f †(0+)
)
. (4.15)
where
~F (n) := ~F (n+) :=
(
f(n+)
f †(n+)
)
. (4.16)
We sometimes write
Tλ(x,Gn)~F (n− 1) = f(x) (4.17)
for the solution f of the eigenvalue equation on Gn with initial data ~F (n− 1).
Note that in contrast to the simple tree graph case where Gn is a single edge, the
transfer matrix might not be defined for all energies λ ∈ C. We specify an exceptional
set E(Gn) in (D.11) for which the transfer matrix might not be defined. The set E(Gn)
roughly consists of the spectrum of the Dirichlet operator on Gn, i.e., the self-adjoint
operator HDGn with boundary condition f((n− 1)+) = 0 and f(n−) = 0. In addition,
there might be more exceptional energies expressed via the Dirichlet-to-Neumann map
on Gn. We call the values in E(Gn) the exceptional energies of Gn. The exceptional
set E(L) of the line-like graph L consisting of the concatenation of all Gn’s is the union
of all exceptional sets. In particular, if λ /∈ E(L), then the transfer matrix Tλ(n) is
uniquely defined as below and has determinant 1 (Lemma D.6).
In some concrete examples, it is easier to directly determine the set of values λ for
which the transfer matrix is not defined. The direct calculation has the advantage,
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that the set of values for which Tλ(n) is not defined may be smaller than the set
E(L) defined abstractly in Definition D.9. This phenomena occurs for the simple tree
graph: The abstract setting would yield the Dirichlet spectrum of a single edge, namely
E(L) = { π2k2/ℓ2n | k ∈ N, n ∈ N }, but the direct calculation of Section 2.4 shows, that
the transfer is defined for all values of λ (cf. also Lemma D.6).
We will give the transfer matrices and Dirichlet-to-Neumann maps for the examples
cited below:
Example 4.10. (ii) Graph decoration at the ending point: The transfer matrix of
the decoration graph associated to the energy λ is given by
Tλ(n) = D(b)Tλ(Gˆ∗)Rµ(µℓn) (4.18)
where Tλ(Gˆ∗) is the transfer matrix with respect to the decoration graph G∗
and where µ =
√
λ.
If G∗ is a graph attached to the end point of the edge (i.e., the connecting
points (n − 1)+ and n− lie on the base edge), then Tλ(Gˆ∗) = S(rλ) where
rλ = rλ(Gˆ∗) is the Dirichlet-to-Neumann map associated to the graph Gˆ∗ with
o1 as single boundary point, i.e., rλ = ϕ
†(o1) where ϕ is the unique solution
of HG∗ϕ = λϕ with ϕ(o1) = 1. The Dirichlet-to-Neumann map is defined for
all λ /∈ E(G∗) where E(G∗) is the spectrum of the Dirichlet Hamiltonian HDG∗
(with Dirichlet boundary condition at o1 ∈ V (Gˆ∗)). The transfer matrix is
similar to the one of the RKM, i.e.,
Tλ(n) = D(b)S(rλ)Rµ(µℓn)
=

b1/2 cos(µℓn)
b1/2
µ
sin(µℓn)
−µ sin(µℓn) + rλ cos(µℓn)
b1/2
cos(µℓn) +
rλ
µ
sin(µℓn)
b1/2
 , (4.19)
but now with an energy depending vertex potential strength and the random
parameter being a length perturbation. The Dirichlet-to-Neumann map is
Λ(ℓ, λ) = µ
− cotµℓ
1
sin µℓ
− 1
sin µℓ
cotµℓ+
rλ
µ
 . (4.20)
Concretely, in the loop decoration model (with a loop of length 1), we have
Tλ(n) = D(b)S(rλ)Rµ(µℓn) with rλ = −2µ tan(µ/2) (4.21)
with exceptional set E(ℓ) = { π2k2 | k ∈ N } independent of ℓ.
(iii) Necklace or onion decoration: Here, the transfer matrix is
Tλ(n) = D(b)Rpµ(ℓnµ)Rµ(µ)
=
 b1/2 cos 1p (µ, ℓn) b1/2 sinp(µ, ℓn)pµ
−b−1/2pµ sin 1
p
(µ, ℓn) b
−1/2 cosp(µ, ℓ)
 (4.22)
defined for all λ > 0 where
sinp(µ, ℓ) := sin(µℓ) cosµ+ p cos(µℓ) sinµ (4.23a)
cosp(µ, ℓ) := cos(µℓ) cosµ− p sin(µℓ) sinµ. (4.23b)
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The Dirichlet-to-Neumann map is
Λ(ℓ, λ) :=
pµ
sinp(µ, ℓ)
(− cos 1
p
(µ, ℓ) 1
−1 cosp(µ, ℓ)
)
(4.24)
with exceptional set E(ℓ) consisting of the Dirichlet spectrum of the decoration
graph (cf. Figure 5), i.e., of those λ = µ2 such that sinp(µ, ℓ) = 0 or sin(µℓ) =
0.3
µ
ℓ
1
2
0 π 2π 3π 4π 5π
Figure 5. The Dirichlet spectrum of the necklace decoration (p = 2).
The zeros of sinp(µ, ℓ) are plotted in dark grey, the zeros of sin(µℓ) are
plotted in light grey.
(iv) Line-like graphs: Here, we have
Tλ(n) = Tλ(Gn) (4.25)
where Tλ(Gn) is the transfer matrix of the (random) decoration graph Gn.
(v) Kirchhoff models: The transfer matrix is just
Tλ(n) = D(b)S(qn)Tˆλ(G∗) (4.26)
where qn denotes the strength of the vertex potential at n− and where Tˆλ(G∗)
is the transfer matrix of the fixed decoration graph G∗.
We end this section with a typical example for the periodic spectrum. Note that the
onion decoration was also considered in [AEL94] as a line-like graph (b = 1) considering
the band-gap ratio of the periodic operator.
3 Note that the Dirichlet spectrum of the necklace decoration graph consists of the squares λ = µ2
of the zeros of sinp(µ, ℓ) = 0 and of sin(µℓ) = 0 (cf. Figure 5). The latter zeros correspond to
eigenfunctions living only on the loop. These zeros do not appear as poles in the Dirichlet-to-Neumann
map, since in its definition, the end vertices of the loop edges are identified as one vertex o1 (cf. also
Lemma D.3).
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Theorem 4.11. Suppose that all length are the same ℓn = ℓ in the necklace/onion
decoration model Example 4.5 (iii) with branching number b ≥ 1 and edge decoration
number p ≥ 2. Then the spectrum of the corresponding Laplacian on the decoration
graph G = G(ℓ) is given by
σ(∆G(ℓ)) =
{
µ2
∣∣ |(b1/2 + b−1/2) cosκ(µ, ℓ)| ≤ 2} ∪ {µ2 ∣∣ sinp(µ, ℓ) = 0}
=
∞⋃
k=1
(
Bk(ℓ) ∪ {λk(ℓ)}
)
, κ :=
b+ p2
p(b+ 1)
, (4.27)
where Bk(ℓ) are compact intervals and λk(ℓ) is the kth Dirichlet eigenvalue of a single
decoration graph with length ℓ (cf. (4.23) for the notation cosp etc.).
Proof. The spectral characterization is a simple consequence of Theorem 2.3 and (4.22).
Note that tr Tλ is nonconstant. 
Remark 4.12. (i) The square roots of the band edges as functions of ℓ (i.e., the
solutions µ = µ±k (ℓ) of the equation (b
1/2 + b−1/2) cosκ(µ, ℓ) = ±2) satisfy
µ′k(ℓ) = −µ
(
ℓ+ κ
sin 1
κ
(µ, ℓ)
sinκ(µ, ℓ)
)−1
.
Numerical examples show that µ′k(ℓ) < 0, i.e, that the band edges are mono-
tonically decreasing in ℓ. Furthermore, if b or p are very large, the bands are
very narrow. In addition, for small b and large p (i.e, if κ≫ 1), the bands are
almost constant if ℓ is not an integer.
(ii) In the case b = p, i.e., if the branching number equals the number of decoration
edges in the loop, we have an interesting phenomena: First, κ = 1 and µ′k(ℓ) =
−µ(ℓ + 1)−1 < 0. Furthermore, cosκ(µ, ℓ) = cos(µ(ℓ + 1)) and sinκ(µ, ℓ) =
sin(µ(ℓ + 1)), i.e., the absolutely continuous spectrum is exactly the same as
for the RLM with length ℓ+ 1 (cf. Theorem 2.5). In this sense, the transport
properties of the branched necklace model and the simple RLM are the same,
i.e., for the transport properties, it is irrelevant, whether there are loops or
the loops are opened at the end point (in order to obtain a RLM with length
ℓ+ 1).
5. Localization for random tree-like quantum graphs
5.1. General random models. Here, we assume that the symmetric, radial tree-like
quantum graph G = (V,E, ∂, ℓ, q) which is completely determined by the sequence
of decoration graphs {Gn}n together with the sequence of branching numbers {bn} is
random in the following sense:
Definition 5.1. Let G be a family of compact quantum decoration graphs. We say that
the radial tree-like quantum graph G is constructed randomly from the set G, if there
is an iid sequence of random variables {Gn, bn}n with values in G and {b−, . . . , b+},
respectively, such that G(ω) has the decoration graph Gn(ω) and the branching num-
ber bn(ω) at generation n. Similarly, the sequence of iid random variables {Gn, bn}
determines a random line-like quantum graph.
We fix a probability measure P1 on Ω1 := G ×{b−, . . . , b+}. Clearly, we can consider
a random radial tree-like or line-like quantum graph G(ω) or L(ω) as a random variable
on the product measure space (Ω,P) := (Ω1,P1)
N.
We are mostly interested in minimal random models, since one expects localization
at least for high disorder. In all our application, the class of decoration quantum graphs
G will depend only on one real parameter. For example in the RLM, Ω1 consists of
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quantum graphs G = G(ℓ) of a single edge and fixed branching number b. The random
parameter is the length, so we can set ℓ ∈ [ℓ−, ℓ+] =: Ω1. In the RKM, we have a
similar model, now Ω1 := [q−, q+].
In order to copy the proof of localization of Kotani as in Theorem 3.15, we need some
further adaptations, mainly due to the fact, that several constants tend to ∞ if we
approach the exceptional set. Here, and in the sequel, Λij(ω1, λ) are the components of
the Dirichlet-to-Neumann map of the decoration graph G(ω1) defined in Definition D.2.
We need more assumptions for the random model. Let Σ0 ⊂ R be a bounded
interval.
Assumption 5.2. We say that the random radial tree-like graph G = G(ω) with
decoration graphs in G is good in the compact spectral interval Σ0 if the following
conditions are fulfilled:
(i) The family of decoration graphs G is uniform, i.e., each decoration graph
G(ω1) ∈ G satisfies (4.13) P1-almost surely with uniform constants.
(ii) The single site probability space Ω1 is the union of finitely many compact in-
tervals with its Borel σ-algebra, and the eigenvalues of the Dirichlet Laplacian
∆DG(ω1) depend piecewise analytically on ω1. In addition, the Dirichlet-to-
Neumann map Λ(ω1, λ) depend analytically on ω1 whenever λ /∈ σ(∆DG(ω1)).
Both maps are assumed to be continuous up to the border of Ω1.
(iii) We assume that the exceptional set E(G(ω1)) ⊂ R of each decoration graph
(cf. (D.11)) is discrete.
(iv) There is a constant C = C(λ) such that4
E1(ln ‖Tλ(·)‖) ≤ Cλ
(v) There exists an increasing sequence of real numbers {λk} and for each k a
sequence {δk,n}n, δk,n → 0 as n → ∞ such that the spectral averaging for-
mula (E.1) holds in the compact energy interval [λk + δk,n, λk+1− δk+1,n]∩Σ0.
Remark 5.3. (i) We believe that Assumption 5.2 (iii) is generally true (under some
mild conditions), although we are not aware of a proof. Since this condition
is always satisfied in our examples, we state it as an assumption (see also
Remark D.7 (i)).
(ii) Assumption 5.2 (v) is usually fulfilled only for models if the single site random
distribution is absolutely continuous, i.e., if there is a nonnegative function
η ∈ L∞(Ω1) such that dP1(ω1) = η(ω1) dω1.
Typically, the sequence {λk}k consists of the Dirichlet spectrum of the deco-
ration graph (with length ℓ ∈ ∂Ω1 in random lengths models). In some random
lengths models, the exceptional set is not needed, e.g. in Example 4.5 (ii) or
the RLM of Section 3.
We set
E0 := { (ω1, λ) | λ ∈ E(G∗(ω1)) }. (5.1)
The next lemma assures that E0 is still a “small” set:
Lemma 5.4. There exists a > 0 such that
Ek :=
{
(ω1, λ) ∈ Ω1 × Σ0
∣∣ dist(λ, σ(HDG(ω1))) < ηk or |Λ01(ω1, λ)| < ηk }
with ηk = k
−2a fulfills
∑
k(P1 ⊗ λ)(Ek) < ∞. Furthermore, E0 :=
⋂
k Ek and (P1 ⊗
λ)(E0) = 0.
4Note that ‖A‖ = ‖A−1‖ for A ∈ SL2(R) (see also (3.4)).
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Note that E(G∗(ω1)) is a closed set (and therefore measurable) and that it consists
of σ(HDG(ω1)) and those λ ∈ Σ0 such that Λ01(ω1, λ) = 0.
Proof. By assumption, the Dirichlet eigenvalues λk(ω1) depend piecewise analytically
on ω1 and that Λ01(ω1, λ) is analytic (by assumption it is analytic in ω1 and by the series
representation (D.9) it is also analytic in λ). Therefore, the thickened exceptional set
Ek lies in a strip of order k
−2 around E0 if we choose ηk = k−2a for some a > 0. Since
Ω1×Σ0 is compact, the sum over the measures is finite. The second assertion is an easy
consequence of the first Borel-Cantelli lemma, see for example [S79, Thm. 3.1]. 
Next, we need several lemmas ensuring that we have a global L2-estimate as in (2.20)
on the eigenfunction Tλ(·, G(ω1))~F0 defined in (4.17) on a sufficiently large subset of
Ω× Σ0:
Lemma 5.5. There exists a sequence {C ′k}k growing at most polynomially such that
E ′k :=
{
(ω1, λ) ∈ Ω1 × Σ0 \ E0
∣∣∣∃~F0 6= ~0: ‖Tλ(·, G(ω1))~F0‖ > C ′k|~F0|} (5.2)
satisfies E ′k ⊂ Ek. In particular, E ′0 :=
⋂
k E
′
k ⊂ E0 has (P1 ⊗ λ)-measure 0.
Proof. Let
E˜k :=
⋃
i,j=0,1
{
(ω1, λ) ∈ Ω1 × Σ0 \ E0
∣∣ |Λij(ω1, λ)| > C˜k } (5.3)
where
C˜k := sup
{ |Λij(ω1, λ))| ∣∣ (ω1, λ) ∈ Ω1 × Σ0 \ Ek, i, j = 0, 1}. (5.4)
Note that the supremum C˜k exists since Ek is an open set and Ω1 ×Σ0 is compact by
Assumption 5.2 (ii). In addition, C˜k is bounded by the supremum of the entries of the
Dirichlet-to-Neumann map on the set Kk of (ω1, λ) with dist(λ, σ(H
D
G(ω1)
) ≥ ηk only.
But sinceKk is compact, and since the Dirichlet-to-Neumann map is meromorphic with
simple poles (see (D.9)), we have |Λij(ω, λ)| ≤ C˜/ηk for a constant C˜ > 0 independent
of k. In particular, C˜k ≤ C˜/ηk = O(k2a) as in Lemma 5.4.
By definition, we have (Ek)
c ⊂ (E˜k)c. Furthermore, we can bound the norm of
Tλ(·, G(ω1)) estimated in (D.15) by
C ′k :=
(
1 +
1 + supΣ0
ηk
)
‖E‖
(
1 +
C˜k + 1
ηk
)
for (ω1, λ) ∈ (Ek)c. Therefore, (Ek)c ⊂ (E ′k)c and C ′k = O(k6a) follows. 
Similarly, we can show that the set where the norm of the transfer matrix is not
bounded, is small:
Lemma 5.6. There exists a sequence {C ′′k}k growing at most polynomially such that
E ′′k :=
{
(ω1, λ) ∈ Ω1 × Σ0 \E0
∣∣ ‖Tλ(ω1)‖ > C ′′k } (5.5)
satisfies E ′′k ⊂ Ek. In particular, E ′′0 :=
⋂
k E
′′
k ⊂ E0 has (P1 ⊗ λ)-measure 0.
Proof. The transfer matrix has been expressed in terms of the Dirichlet-to-Neumann
map in (D.12). Using an appropriate matrix norm, we see that ‖Tλ(ω1)‖ can be
estimated by C ′′k = p(C˜k)/ηk for (ω1, λ) ∈ (Ek)c where p(C) is a universal polynomial
of degree 2, monotone in C. As in the previous lemma, C ′′k = O(k
6a) and again,
(Ek)
c ⊂ (E ′′k )c. 
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Let πn : Ω× Σ0 −→ Ω1 × Σ0, (ω, λ) 7→ (ωn, λ) be the projection onto the nth com-
ponent. Furthermore, we set
S0 :=
⋂
n
π−n ((E0)
c) = { (ω, λ) ∈ Ω× Σ0 | (ωn, λ) /∈ E0 for all n },
Sk := π
−
k ((Ek)
c) = { (ω, λ) ∈ S0 | (ωk, λ) /∈ Ek }.
Lemma 5.7. The sets S0 and Sk are measurable. Furthermore, S0 and S∞ :=
lim inf Sk :=
⋃
n∈N
⋂
k≥n Sk have full (P ⊗ λ)-measure. In particular, for (ω, λ) =
(ω1, ω2, . . . , λ) ∈ S0, the transfer matrix Tλ(ωn) is defined for all n and for (ω, λ) ∈ S∞
there exists n ∈ N such that
‖Tλ(·, G(ωk))‖ ≤ C ′k and ‖Tλ(ωk)‖ ≤ C ′′k (5.6)
for all k ≥ n, i.e., the norm of the solution operator and the transfer matrix is bounded
by constants depending on k and which are of polynomial growth.
Proof. Clearly, S0 and Sk are measurable since E0 and Ek are (by Assumption 5.2 (ii)).
Furthermore, (ω, λ) ∈ S0 iff λ /∈ E(G(ωn)) for all n, i.e., for these ω and λ, the transfer
matrix Tλ(ωn) is defined for all n. In addition,
(P⊗ λ)((S0)c) = lim
n
(P⊗ λ)(⋃
k≤n
π−k (E0)
) ≤∑
n
(
(P1 ⊗ λ)(E0)
)
= 0
due to the continuity of the measure and Lemma 5.4.
Next, we have ∑
k
(P⊗ λ)((Sk)c) =
∑
k
(P1 ⊗ λ)(Ek) <∞
due to the independence of the family {Sk}k and Lemma 5.4. It follows from the
Borel-Cantelli lemma for the complement (S∞)
c that S∞ has full measure in Ω × Σ0.
The norm estimates are simple consequences of the definitions of E ′k, respectively, E
′′
k ,
and the fact that E ′k, E
′′
k ⊂ Ek (see Lemmas 5.5–5.6). 
Now, the results of Section 3.2 extends to the case when the transfer matrices are
only defined on (E0)
c instead of Ω0×Σ0. Similarly, the product transfer matrix Uλ(ω, n)
is defined for (ω, λ) ∈ S0 instead of the full product Ω× Σ0.
Theorem 5.8. Let H(ω) be the random Hamiltonian on a random tree-like graph G(ω)
with constant branching number b ≥ 1 such that Assumption 5.2 is fulfilled. Assume
in addition, that the Lyapunov exponent satisfies γ(λ) > 0 for almost all λ ∈ Σ0. Then
localization holds for all energies in the almost sure spectrum, i.e., σ(H(ω)) ∩ Σ0 is
almost surely pure point.
In addition, there exists a set S0 ⊂ Ω × Σ0 of full (P ⊗ λ)-measure such that all
eigenfunctions associated to λ and H(ω) on the tree-like graph with (ω, λ) ∈ S0 decay
with almost exponential decay rate β := γ(λ) + (ln b)/2 of an eigenfunction f on the
tree-like graph in the sense that for each ε > 0 there exists Cε > 0 such that
|f(x)| ≤ Cεe−(β−ε)d(o,x) (5.7)
for all x ∈ T .
Remark 5.9. We expect that also for the exceptional values (S0)
c we have exponen-
tial decaying or even compactly supported eigenfunctions; this can be seen in most
examples directly. A general proof would need more analysis on the behavior in the
exceptional set (see also Section D.1).
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Proof. We argue as in the proof of Theorem 3.15 and stress only the needed changes
here. We define the set S as in (3.14), but intersected with S∞ (in particular, all
transfer matrices are defined). From Lemma 3.5 (note Assumption 5.2 (iv)), we see
that there exists a set of full measure S1 ⊂ S0 such that γ(λ) exists for ω ∈ S1(λ)
a.s. Now, together with the assumption γ(λ) > 0 it follows that S1 ⊂ S and in
particular, S has full measure in Ω × Σ0 (or in Ωˆ × Σ0, what is the same). For
(ωˆ, λ) ∈ S, Assumption (i) of Theorem 3.6 is fulfilled. Next, Assumption (ii) follows
from Lemma 5.7: since C ′′k has polynomial growth, we have
lim
k
1
k
ln ‖Tλ(ωk)‖ ≤ lim
k
1
k
lnC ′′k = 0
provided k is large enough. We therefore get a nontrivial solution ~F (ωˆ, ·, θ0) ∈ ℓ2(N,C2)
of the discretized eigenvalue equation. To see that the associated eigenfunction f on
the line-like graph is in L2(L), we note that
‖f‖2L =
∞∑
k=1
‖Tλ(·, G(ωk))~F (ωˆ, k − 1, θ0)‖2G(ωk)
and estimate the norms by C ′k|~F (ωˆ, k − 1, θ0)| if k ≥ n for some n ∈ N large enough
due to Lemma 5.7. Since the convergence only depends on the behavior of the tail
of the sum and since |~F (ωˆ, k − 1, θ0)| decays exponentially in k (see (3.15)), we have
f ∈ L2(L).
If ρω denotes the spectral measure of H(ω), note that due to Lemma D.16, the Weyl-
Titchmarsh function m associated to H(ω) is the Borel transform of a measure ρˆω and
the spectral measure has the decomposition ρω = ρˆω + ρω,pp into disjoint measures
where ρω,pp is already pure point and has support in E(L(ω)) = (S0(ω))
c. The rest of
the localization proof is similar to the proof of Theorem 3.15 replacing the measure ρω
by ρˆω. Note Remark 3.16 for the weaker Assumption 5.2 (v) on the spectral averaging
condition.
From the almost exponential decay of ~F (ωˆ, n, 0) and (5.6) it follows that Φεf ∈ L2(L)
for ε > 0 where Φε is the exponential weight Φε(x) = e
(γ(λ)−ε)n for x ∈ Gn and f is
the associated eigenfunction on the line-like graph. Theorem C.18 implies the almost
exponential pointwise decay of f on L in the sense that for ε > 0 there exists Cε > 0
such that |f(x)| ≤ CεΦε(x)−1 for x ∈ Gn, n ∈ N. Finally, from (4.13a) and (4.13d) it
follows that we can replace the discontinuous weight function Φε by e
−(γ(λ)−ε)d(0,x) on
the line-like graph. The additional exponential decay (ln b)/2 for an eigenfunction on
the tree-like graph comes from the symmetry reduction (see Remark 3.18 (ii)). 
5.2. Examples. We are now able to check the assumptions in our concrete examples:
Theorem 5.10. Suppose that the decoration graph consists of a single edge of length ℓ
with a fixed graph Gˆ∗ attached at the ending point (Example 4.5 (ii)(b), Figure 4 (ii)(b)).
Assume that the single site perturbation of the decoration at the ending point model
with branching number b ≥ 1 has an absolutely continuous distribution with bounded
density dP1(ℓ) = η(ℓ) dℓ and support in Ω1 := [ℓ−, ℓ+] for 0 < ℓ− < ℓ+. Then local-
ization holds for all energies in the almost sure spectrum and the eigenfunctions decay
almost exponentially with rate γ(λ) + (ln b)/2 in the sense of (5.7).
Proof. Fix a compact spectral interval Σ0. We have to check that the decoration
graphs are “good” in Σ0 in the sense of Assumption 5.2. Clearly, the decoration
graphs satisfy the uniformity assumptions (4.13). Furthermore, the dependence of the
Dirichlet eigenvalues and the Dirichlet-to-Neumann map (cf. (4.20)) on the random
parameter ℓ is (piecewise) analytic.
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The exceptional set E(ℓ) consists only of the Dirichlet spectrum of a single decoration
graph Gˆ∗ and of the values λ = µ2 such that sin(µℓ) = 0. In particular, E(ℓ) is
discrete. The integrability condition is fulfilled since the norm of the transfer matrix
Tλ(n) (cf. (4.19)) can easily be estimated by a constant depending only on λ /∈ E(ℓ).
The spectral averaging is established in Corollary E.7.
The Lyapunov exponent is positive: It is easy to see (due to the analytic dependence
on ℓ) that the two assumptions (3.12) and (3.13) of Corollary 3.11 are fulfilled. The
third condition is also satisfied since one can always find two noncommuting matrices
Tλ(ℓi), ℓi ∈ [ℓ−, ℓ+]. 
Theorem 5.11. Assume that the single site perturbation of the necklace or onion model
(with p ≥ 2 loop edges) of Example 4.5 (iii) (see also Figure 4 (iii)) with branching
number b ≥ 1 has an absolutely continuous distribution with bounded density dP1(ℓ) =
η(ℓ) dℓ and support in Ω1 := [0, ℓ+]. Then localization holds for all energies in the
almost sure spectrum and the eigenfunctions decay almost exponentially with rate γ(λ)+
(ln b)/2 in the sense of (5.7).
Proof. Fix a compact spectral interval Σ0. Again, we have to check that the decora-
tion graphs are “good” in Σ0 in the sense of Assumption 5.2. Clearly, the necklace,
respectively, onion, decoration graphs satisfy the uniformity assumptions (4.13). Fur-
thermore, the dependence of the Dirichlet eigenvalues and the Dirichlet-to-Neumann
map (cf. (4.24)) on the random parameter ℓ is (piecewise) analytic; in addition, Λ(0, λ)
corresponds to the Dirichlet-to-Neumann map of a single edge (i.e., the case when the
loop of length ℓ degenerates to a point), hence the dependence is continuous up to the
border of Ω1 = [0, ℓ+].
The exceptional set consists only of the Dirichlet spectrum of a single decoration
graph G∗(ℓ) and is therefore a discrete subset of R.
The integrability condition is fulfilled since the norm of the transfer matrix Tλ(n)
(cf. (4.22)) can easily be estimated by a constant depending only on Σ0 and p.
For the spectral averaging, we use Lemma E.5: Note that the representation of the
Mo¨bius transformation of the inverse transfer matrix Tˆz(ℓ)
−1 = Rw(−w)Rpw(−ℓw)
(cf. (E.8)) holds with
Aw :=
p
p2 sin2w + cos2w
and Bw := −(p
2 − 1)w sinw cosw
p2 sin2w + cos2w
where w2 = z. Now,
Aw =
p
p2 sin2 µ+ cos2 µ
− iε 2p(p
2 − 1) sinµ cosµ
(p2 sin2 µ+ cos2 µ)2
+O(ε2)
for w = µ + iε (0 < ε ≤ ε0). Therefore, ReAw = O(1), ImAw = O(ε) and similarly,
Bw = O(1) with constants depending only on Σ0 and ε0. The winding number of the
denominator of the Mo¨bius transformation is bounded since ℓ ∈ [0, ℓ+] and the values
of µ also lie in a compact interval. Here, the exceptional values {λk} consists of the
union of the Dirichlet spectrum ∆DG∗(ℓ) for the end points, i.e., ℓ = 0 and ℓ = ℓ+.
The Lyapunov exponent is positive: It is easy to see (due to the analytic dependence
on ℓ) that the two assumptions (3.12) and (3.13) of Corollary 3.11 are fulfilled. The
third condition is also satisfied since one can always find two noncommuting matrices
Tλ(ℓi), ℓi ∈ [0, ℓ+]. 
Theorem 5.12. Assume that we have a fixed decoration graph G∗ in each generation
satisfying (4.13c) and that the set of zeros of the Dirichlet-to-Neumann matrix element
Λ01(z) is a discrete subset of R (e.g. if G∗ is a necklace decoration). Assume in addition,
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that the single site perturbation is a vertex potential at the end point of each decoration
graph with range q ∈ Ω1 := [q−, q+] ⊂ R. Then localization holds for all energies in the
almost sure spectrum with eigenfunctions having almost exponential pointwise decay
rate γ(λ) + (ln b)/2 on the tree-like graph in the sense of (5.7).
Proof. We argue as in the previous proof. Assumptions (4.13) are clear. The Dirichlet-
to-Neumann map in this case does not depend on the random parameter q. The
condition on the exceptional set (here also independent of q) is fulfilled by assumption,
as well as the integrability condition (since q has its range in a compact interval). The
spectral averaging holds due to Corollary E.8. To show that the Lyapunov exponent is
positive we apply again Corollary 3.11. One can always find two noncommuting trans-
fer matrices Tλ(qi) = D(b)S(qi)Tλ(G∗) provided Tλ(G∗) is not of the form D(b)S(κ).
Note that the latter can only happen for a countable set of λ’s since generally, a transfer
matrix contains the rotation matrices Rpµ(µℓ0) (λ > 0). 
Mixed examples. We can also mix the examples, for example an edge decoration with
b = 1, random length ℓ1 ∈ [0, ℓ+] and a simple edge of random length ℓ2 ∈ [ℓ−, ℓ+]
and branching number b = 2. The probability space now consists of two components
Ω1 = Ω1,1 ∪ Ω1,2.
5.3. Full-line models. So far, we only considered rooted radial quantum trees which
lead to half line-like graphs. Our results on localization extend to unrooted trees
leading to full line-like graphs. We do not present the details, but we illustrate the
result in the case of a line-like graph, i.e., the branching number is b = 1, and the
necklace decoration of Example 4.5 (iii) (see also Figure 4 (iii)). The random necklace
model was originally treated by Kostrykin and Schrader in [KS04] where the authors
showed discontinuity of the integrated density of states. We complete this study by
proving Anderson localization for the random necklace model.
For n ∈ Z, let Gn(ω) = G∗(ωn), be the necklace decoration of Example 4.5 (iii)
(with p = 2 arcs of length ℓn = ωn forming the loop). Let L(ω), ω ∈ Ω := ΩZ1 , be the
line-like graph obtained by joining the decoration graph in a line unbounded in both
directions. All the results of the random half-line models extend to full-line models.
The spectrum of the periodic full model on L = L(ℓ) (with constant length ℓ = ℓn) is
purely absolutely continuous and is given by
σ(∆L(ℓ)) =
{
µ2
∣∣ | cos(µℓ) cosµ− 5
4
sin(µℓ) sinµ| ≤ 1} = ∞⋃
k=1
Bk(ℓ) (5.8)
(cf. (4.27)).
Our result on localization in this situation reads as follows:
Theorem 5.13. Assume that the single site perturbation of the full-line necklace model
(with p = 2 loop edges) of Example 4.5 (iii) has an absolutely continuous distribution
with bounded density dP1(ℓ) = η(ℓ) dℓ and support in Ω1 := [0, ℓ+]. Then localization
holds for all energies in the almost sure spectrum Σ =
⋃
ℓ∈Ω1 σ(∆L(ℓ)) with eigenfunc-
tions having almost exponential decay rate γ±(λ) for x→ ±∞ in the sense of (5.7).
Proof. The proof in the full-line model (cf. [KS87]) is similar to the proof of the half-
line model, so we give only a sketch of the proof: We have already seen that the
Lyapunov exponent for n → +∞ is positive; for n ≥ 0 the transfer matrix from
generation 0 to −n is Uλ(ω,−n) = Tλ(ωn−1)−1 · . . . · Tλ(ω0)−1, and the same argument
as for n → ∞ shows that the Lyapunov exponent is positive also for n → −∞. As
before, from the Oseledec theorem it follows that there exist generalized eigenfunctions
f± on the positive, respective, negative, half-line model decaying exponentially where
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(f±, f
†
±)(0) ∼ θ±0 = θ±0 (ω, λ) for a set S ⊂ Ω×Σ of full measure. Here, we have to show
that θ+0 = θ
−
0 in order to assure that f+ and cf− are the restrictions of an eigenfunction
f in the domain of H(ω) for a suitable constant c ∈ C.
From the spectral averaging argument, we see that S(ω) ⊂ Σ is a support of the
spectral measure (component) ρˆω. Note that we need the estimate (E.1) for Tz(ω1) (see
the proof of Theorem 5.11) and Tz(ω1)
−1 (cf. Corollary E.7). The spectral measure
is also supported on the set of eigenvalues λ with polynomially bounded (generalized)
eigenfunctions ϕ. The Wronskian of ϕ and f+, respectively, f−, is constant, and 0
in the limit n → ±∞, so that f± and ϕ satisfy the same condition at 0, namely
θ+0 = θ
−
0 . 
A. Symmetry reduction
For radial tree-like graphs G = (V,E, ∂, ℓ, q) associated to a tree graph T =
(V (T ), E(T ), ∂), we can profit from the symmetric structure of G (for a definition
of a radial tree-like graph we refer to Definition 4.2). The argument used here follows
closely the symmetry reduction for the simple tree graph T (cf. [NS00, SoS02, Sol04]).
On a rooted tree, we can define a partial order  on the set of vertices and edges
as follows: If a vertex v ∈ V (T ) lies on the shortest path from o to v′ ∈ V (T ) we say
that v′ succeeds v (v′  v). Similarly, an edge t ∈ E(T ) succeeds v iff its start vertex
succeeds v, i.e., ∂−t  v. The vertex subtree Tv succeeding v ∈ V is the graph of
all edges and vertices succeeding v. The edge subtree Tt is the subgraph of all edges
and vertices succeeding ∂+t together with the root ∂−t of the subtree. In particular, a
vertex subtree Tv is the union of all edge subtrees Tt with v = ∂−t.
Similarly, let Gv, respectively, Gt, be the vertex, respectively, edge, subgraph of the
tree-like graph G corresponding to the underlying tree subgraph Tv, respectively, Tt,
i.e., Gv, respectively, Gt, consists of all decoration graphs G∗(t′) with t′ ∈ E(Tv),
respectively, t′ ∈ E(Tt). We can associate a line-like graph Ln to the radial tree-
like graph Gv, gen v = n, as in Section 4.2, consisting of the sequence {Gk}k>n of
decoration graphs with branching number sequence {bk}k≥n
Let b = bn be the branching number of v ∈ V (T ). The cyclic group Zb acts on the
vertex subgraph Gv by shifting the b succeeding edge subgraphs Gt, ∂−t = v, in a
cyclic way. The group action on Gv lifts naturally to an unitary action on L2(Gv).
We denote the action of 1 ∈ Zb by Qv. Since 1 generates Zb, the operator Qb also
generates the action on L2(Gv). Furthermore, Q
b
v = 1 and the eigenvalues of Qv are
the bth unit roots esb of 1, s = 0, . . . , b− 1. The corresponding eigenspaces are denoted
by
L
s
2(Gv) := ker(Q
b
v − esb1).
Definition A.1. A function f ∈ L2(Gv) is called s-radial at the tree vertex v ∈ V (T )
iff f ∈ Ls2(Gv) and if f ∈ L02(Gv′) for all succeeding tree vertices v′ ≻ v. The set
of all s-radial functions is denoted by Ls,rad2 (Gv). A 0-radial function is simply called
radial.
In other words, a function f ∈ L2(Gv) is s-radial iff Qvf = esbf for b = bn, n = gen v,
and if f is invariant under the group action Qv′ on the subsequent subgraph Gv′ for all
v′ ≻ v. Clearly, such a function is completely determined by its value on the line-like
graph Ln. We therefore define
Jsv : L
s,rad
2 (Gv) −→ L2(Ln) Jsvf :=
⊕
k>n
(bn · . . . · bk−1)1/2f↾Gk . (A.1)
Lemma A.2. The operator Jsv is unitary.
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Proof. We have
‖Jsvf‖2Ln =
∑
k>n
(bn · . . . · bk−1)‖f‖2Gk = ‖f‖2Gv
since bn·. . .·bk−1 is the total number of copies ofGk contained inGv at generation k and
since for f ∈ Ls,rad2 (Gv) the value ‖f‖Gk is independent of the choice of the decoration
graphs G∗ at generation k. Finally, it can easily be seen that Jsv is surjective. 
Lemma A.3. We have the decomposition
L2(G) = L
0,rad
2 (Go)⊕
∞⊕
n=1
⊕
v∈V (T )
gen v=n
bn−1⊕
s=1
L
s,rad
2 (Gv). (A.2)
Proof. Since b0 = 1 we can split off the first decoration graph G1 and consider only
L2(Go1) where o1 denotes the vertex of generation 1. Note that L
0,rad
2 (Go) = L2(G1)⊕
L
0,rad
2 (Go1). From the eigenspace decomposition of Qo1 we obtain
L2(Go1) =
b1−1⊕
s=0
L
s
2(Go1)
since G = G1 ∪Go1 where G1 is the decoration graph at generation 1. Next, we have
L
s
2(Go1) = L
s,rad
2 (Go1)⊕
⊕
v∈V (T )
gen t=2
(
L2(Gv)⊖ L0,rad2 (Gv)
)
(A.3)
since functions in Ls2(Go1)⊖Ls,rad2 (Go1) vanish on the decoration graphs G∗(t) of gen-
eration gen t = 2. In addition, the radial component of functions on the subtrees Gv
is already contained in Ls,rad2 (Go1), therefore, L2(Gv)⊖ L0,rad2 (Gv) =
⊕b2−1
s=1 L
s
2(Gv)
so that
L2(G) = L
0,rad
2 (Go)⊕
b1−1⊕
s=1
L
s,rad
2 (Go1)⊕
⊕
v∈V (T )
gen v=2
b2−1⊕
s=1
L
s
2(Gv).
Now we can decompose Ls2(Gv) as in (A.3) and obtain the desired formula (A.2)
recursively. It remains to show that a function f orthogonal to the direct sum in
the right hand side of (A.2) vanishes. Clearly, such a function vanishes on the first
decoration graph G1. In addition, such a function must also vanish on the decoration
graphs G∗(2) :=
⋃
t∈E(T ),gen t=2G∗(t) of generation 2 since L
s,rad
2 (Go1) ∩ L2(G∗(2)) =
L
s
2(Go1) ∩ L2(G∗(2)). The same arguments holds for any subgraph Gv so that f
vanishes on all decoration graphs G∗(t), i.e., f = 0. 
We assume that the decoration graphs G∗(t) satisfy the uniformity assump-
tions (4.13). We then define a quadratic form on the subgraph Gv with domain
dom hGv =
{
f ∈
⊕
t∈E(Tv)
H
1(G∗(t))
∣∣ f ∈ C◦(Gv)} (A.4)
where C◦(Gv) denotes the space of continuous on Gv vanishing at the root vertex v
of Gv. The quadratic form is defined as
hGv(f) =
∑
t∈E(Tv)
(‖f ′‖2G∗(t) + q(∂+t)|f(t)|2). (A.5)
As in Lemma C.8 it follows that hGv is a closed quadratic form and relatively form-
bounded w.r.t. the free form dGv (where q(v) = 0) with relative bound 0. We denote
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the self-adjoint operator associated to hGv by HGv . We now show that the orthogonal
composition of the previous lemma also decomposes H = HG:
Lemma A.4. The components of the decomposition (A.2) are invariant subspaces of
the Hamiltonian H on G.
Proof. We want to show that the domain of h = hG decomposes into
dom h = dom h0,rado ⊕
∞⊕
n=1
⊕
v∈V (T )
gen v=n
bn−1⊕
s=1
dom hs,radv
where dom hs,radv is the space of all functions f
s
v ∈ Ls,rad2 (Gv) ∩ C◦(Gv) such that
hGv(f
s
v ) <∞. (A.6)
In order to do so, we have to verify that if f = {f sv} is the orthogonal decomposition
of f ∈ dom h w.r.t. (A.2) then f sv ∈ dom hs,radv : By definition, f sv ∈ Ls,rad2 (Gv) and
f sv ∈ C◦(Gv) follows from the continuity of f ∈ dom h and the fact that f sv vanishes
on (Gv)c. Furthermore, if f sv ∈ dom hGv then Qvf sv ∈ dom hGv and hGv(Qvf sv ) =
hGv(f
s
v ), i.e., Qv leaves hGv invariant; in particular, (A.6) is fulfilled. 
Note that functions vanishing outside a subgraph Gv must satisfy a Dirichlet con-
dition at the root vertex v since functions in dom h are continuous.
We now want to compare the radial quadratic form hs,radv with a form on the line-like
graph Ln, n = gen v.
Lemma A.5. The quadratic form hs,radv is unitary equivalent to hLn where
hLn(g) :=
∑
k>n
(‖g′‖2Gk + qk|f(k−)|2) (A.7)
and
dom hLn = { f ∈
⊕
k>n
H
1(Gk) | ∀k > n : f(k−) = b−1/2k f(k+), f(0) = 0 }, (A.8)
i.e.,
Jsv (dom h
s,rad
v ) = dom hLn and h
s,rad
v (f) = hLn(J
s
vf).
Proof. The proof follows from a straightforward calculation. 
Summarizing the results, we obtain (denoting Hn = HLn−1 the operator on Ln−1
associated to the quadratic form hLn−1):
Theorem A.6. The Hamiltonian H on a symmetric, radial tree-like quantum graph
G is unitary equivalent to
H ∼= H1 ⊕
∞⊕
n=2
(⊕b0 · . . . · bn−2(bn−1 − 1))Hn
where (⊕m)Hn means the m-fold copy of Hn.
The domain of Hn = HLn−1 is given in Lemma C.10.
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B. Bounds on generalized eigenfunctions
In this section we provide L2-bounds on generalized eigenfunctions on quantum
graphs. We start with a slightly more general setting. Let X be a metric, σ-finite mea-
sure space with measure µ. We usually denote the measure by dx = dµ(x). A slightly
different setting using only Hilbert space arguments can be found in [PSW89, PS93].
Assumption B.1. Let H be a semibounded, self-adjoint operator H ≥ λ0 in L2(X) =
L2(X, dµ). We assume that H is local, i.e., suppHf ⊂ supp f for any f ∈ domH . In
addition, we assume that the space of functions f ∈ domH with compact support are
dense in L2(X). Denote K := (H − λ0 + 1)−m/2 the m2 -th power of the resolvent at
λ0 ∈ R (m > 0). Our main assumption in this section assures that K is a Carleman
operator, i.e.,
K : L2(X) −→ L∞(X)
is bounded, or, equivalently,
‖f‖L∞(X) ≤ C1‖(H − λ0 + 1)m/2f‖L2(X). (B.1)
We will prove in the next section that on a quantum graph or a line graph, the above
conditions are met with m = 1 for the graph Hamiltonian under suitable conditions
on the model.
Carleman operators have a measurable kernel k : X ×X −→ C (cf. [S82,
Cor. A.1.2]), i.e.,
(Kf)(x) =
∫
X
k(x, y)f(y) dy
satisfying
‖K‖L2→L∞ = sup
x∈X
‖k(x, ·)‖L2(X) ≤ C1 <∞.
We will show that K and certain other functions of H have an integral kernel also
in a weighted L2-space.
Assumption B.2. Let Φ ∈ L2(X) ∩ L∞(X) be a bounded, square-integrable and
positive function such that Φ is bounded away from 0 on any compact set.
To Φ we associate the Hilbert scaling (cf. [BS91])
H+ := L2(X, dµ+) →֒ H := L2(X, dµ) →֒ H− := L2(X, dµ−)
where dµ± := Φ∓2 dµ are weighted measures and H± are normed by ‖f‖± := ‖Φ∓1f‖.
Then the inner product 〈·, ·〉 : H×H −→ C extends to a dual (sesquilinear) pairing
(·, ·) : H− ×H+ −→ C. In particular, H− can be interpreted as the dual (H+)∗ with
respect to this pairing. In addition, the multiplication with Φ, respectively, Φ−1,
becomes an isometry, i.e.,
H+
Φ−1
⇄
Φ
H Φ
−1
⇄
Φ
H−
and (f, g) = 〈Φf,Φ−1g〉 for f ∈ H−, g ∈ H+. Since Φ is bounded away from 0 on any
compact set, the norms in H and H± are equivalent for functions with support in fixed
compact subset of X .
Our aim is to show that T := ΦK2Φ or more generally, Tϕ := Φϕ(H)
2Φ for fast
enough decaying functions ϕ (in particular, ϕ = 1I , I bounded) are of trace class as
operators from H to H and have an integral kernel tϕ. Our Hilbert scaling allows us
to consider T˜ϕ := ϕ(H)
2 as map H+ → H−. It is still of trace class as product of
the Hilbert Schmidt operators ϕ(H) : H+ −→ H and ϕ(H) : H −→ H− (cf. the lemma
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below) and has integral kernel t˜ϕ(x, y) = Φ(x)
−1tϕ(x, y)Φ(y)−1 with respect to the
pairing (·, ·), i.e.,
(T˜ϕf, g) =
∫
X
∫
X
t˜ϕ(x, y)f(x)g(x) dx dy
for f, g ∈ H+. In a second step, apply the above considerations to ϕ = 1I and
disintegrate the spectral resolution 1I(H) with respect to a spectral measure of H .
We start with showing that ΦK is a Hilbert-Schmidt operator (cf. [CL90,
Prop. II.3.11]):
Lemma B.3. Suppose that Φ ∈ L2(X) ∩ L∞(X) and that (B.1) is fulfilled. Then for
any measurable function ϕ : R −→ R such that
|ϕ(λ)| ≤ C2(λ− λ0 + 1)−m/2 (B.2)
for all λ ≥ λ0 the operator Φϕ(H) is Hilbert-Schmidt with Hilbert-Schmidt norm
bounded by C3 := ‖Φ‖L2(X)C1C2. In addition,
Φϕ(H)2Φ: H −→ H
is trace class with trace bounded by C23 .
Proof. The kernel of ΦK is (x, y) 7→ Φ(x)k(x, y). By (B.1), its L2(X ×X)-norm is
bounded by ‖Φ‖L2(X)C1 so that ΦK is Hilbert-Schmidt. In particular, T = ΦK(ΦK)∗
is trace class and
‖ΦK2Φ‖B1 = tr(ΦK2Φ) ≤ ‖ΦK‖2B2 ≤ ‖Φ‖2L2(X)C
2
1 .
To pass to a general function ϕ, note that ϕ(H)2 ≤ C22K2 by the spectral theorem. The
result follows from the monotonicity of the trace and 0 ≤ Φϕ(H)2Φ ≤ C22ΦK2Φ. 
In particular, the above lemma applies for the characteristic function 1I of a
bounded, measurable set I ⊂ R with C2 := (sup I − λ0 + 1)m/2. Therefore, one
can show that E(I) := Φ1I(H)Φ defines a nonnegative, trace-class-operator-valued,
strongly σ-additive measure, i.e, (i) E(I) ≥ 0, (ii) E(I) is trace class for all bounded
and measurable I ⊂ R and (iii) E(⊎ In) = s-lim∑nE(In).
We use the following lemma to disintegrate E(I) (cf. [S82, Thm. C.5.1]:
Lemma B.4. Suppose E(·) is a nonnegative, trace-class-operator-valued, strongly σ-
additive measure. Then there exists a Borel measure ρ (i.e., a measure on the Borel
sets of R, finite on all compact sets) and a measurable function E : R −→ B1(H) such
that E(λ) ≥ 0,
E(I) = w -
∫
I
E(λ) dλ and trE(λ) = 1 ρ-a.e.
Proof. Set ρ(I) := trE(I) and ρij(I) := 〈ϕi, E(I)ϕj〉 for an orthonormal basis {ϕi}i
of H. Clearly, ρ is a Borel measure, as well as ρij are C-valued Borel measures.
Furthermore, (ρij(I))i,j∈J is a nonnegative matrix for any finite subset J ⊂ N. In
addition, ρij is absolutely continuous w.r.t. ρ, so by the Radon-Nikodym theorem there
exists a measurable function eij such that dρij(λ) = eij(λ) dρ(λ) for all i, j. Using the
fact that ρ(I) =
∑
i ρii(I) one sees that
∑
i eii(λ) = 1 a.e.
Define E(λ) as the operator with associated matrix (eij(λ))ij in the basis {ϕi}i.
Clearly, E(λ) has trace 1 and a limit argument shows that
〈E(I)f, g〉 =
∑
ij
fi gj ρij(I) =
∫ ∑
ij
fi gj eij(λ) dρ(λ) =
∫ ∑
ij
〈E(λ)f, g〉 dρ(λ)
where fi = 〈ϕi, f〉 and gj = 〈ϕj, g〉. 
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As a corollary, we obtain
Corollary B.5. The measure ρ(I) := trE(I) associated to the trace-class-operator-
valued, strongly σ-additive measure E(I) := Φ1I(H)Φ is a spectral measure for H, i.e.,
ρ(I) = 0 iff 1I(H) = 0. If ϕ satisfies (B.2) then
∫
R
|ϕ(λ)|2 dρ(λ) <∞.
Furthermore, the disintegrated operator E(λ) : H −→ H is also Hilbert-Schmidt and
has a kernel eλ ∈ L2(X ×X) and ‖eλ‖L2(X×X) ≤ 1. In addition,
E˜(λ) := Φ−1E(λ)Φ−1 : H+ −→ H−
has the kernel
e˜λ(x, y) := Φ(x)
−1eλ(x, y)Φ(y)
−1
and allows the disintegration formula
(1I(H)f, g) =
∫
I
(E˜(λ)f, g) dρ(λ) =
∫
I
∫
X
∫
X
e˜λ(x, y)f(x) g(y) dx dy dρ(λ)
for all f, g ∈ H+ with e˜λ ∈ H− ⊗H− and ‖e˜λ‖H−⊗H− ≤ 1.
Proof. Since ker Φ = {0} and Φ∗ = Φ as multiplication operator, ρ(I) = 0 implies
Φ1I(H)Φ = 0 and therefore 1I(H) = 0. In particular, ρ is a spectral measure. The
fact that ϕ ∈ L2(R, dρ) follows from Lemma B.3, the definition of ρ and the spectral
calculus.
The remaining assertions are almost obvious: Trace class operators are also Hilbert-
Schmidt and
‖eλ‖L2(X×X) = ‖E(λ)‖B2 ≤ ‖E(λ)‖B1 = trE(λ) = 1
a.e. 
Under the same assumptions as before, we can now pass to more general functions
of H using a standard approximation argument.
Lemma B.6. Let ϕ : R −→ C be bounded and measurable. Then
(ϕ(H)f, g) =
∫
R
ϕ(λ)(E˜(λ)f, g) dρ(λ)
=
∫
R
∫
X
∫
X
ϕ(λ)e˜λ(x, y)f(x) g(y) dx dy dρ(λ)
for all f, g ∈ H+.
We now want to show that e˜λ(·, y) solves the eigenvalue equation (H − λ)u = 0 in a
generalized sense. To do so, set
domH+ := { f ∈ H+ | f ∈ domH, Hf ∈ H+ }, H+f := Hf.
The operator H+ is a closed operator in H+. Since the space of functions f ∈ domH
with compact support is dense in H and since the norms on H and H+ are equivalent
on a fixed compact set, domH+ is dense in H+. Therefore, we can define the adjoint
H− := (H+)∗ w.r.t. (·, ·), i.e., f ∈ domH− iff f ∈ H− and if there exist H−f ∈ H−
such that
(H−f, g) = (f,H+g)
for all g ∈ domH+.
Definition B.7. A function u ∈ H− is a generalized eigenfunction ofH with L2-growth
rate Φ−2 for the eigenvalue λ , if H−u = λu, i.e.,
(u, (H+ − λ)g) = 0
for all g ∈ domH+.
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The next lemma assures that the integral kernel is a generalized eigenfunction
(cf. [S82, Thm. C.5.2]):
Lemma B.8. We have e˜λ(·, y) ∈ domH− and
h(y) := (e˜λ(·, y), (H+ − λ)g) = 0
for all g ∈ domH+, µ-almost all y ∈ X and ρ-almost all λ ∈ R.
Proof. Since e˜λ ∈ H− ⊗H−, we have h ∈ H− and the above equation is equivalent to∫
X
∫
X
e˜λ(x, y)f(x) (H+ − λ)g(y) dx dy = (E˜(λ)f, (H+ − λ)g) = 0 (B.3)
for all f ∈ H+ and g ∈ domH+ using the kernel representation of E˜(λ) in Corol-
lary B.5 and the fact that H+g, g ∈ H+. Now, we define a signed measure
ρ˜(I) =
∫
I
(E˜(λ′)f, (H+ − λ)g) dρ(λ′) and obtain
(E˜(λ)f, (H+ − λ)g) = lim
Iց{λ}
ρ˜(I)
ρ(I)
= lim
Iց{λ}
1
ρ(I)
(
1I(H)f, (H+ − λ)g
)
using the Radon-Nikodym derivative and Corollary B.5. The left hand side equals
lim
Iց{λ}
1
ρ(I)
〈
1I(H)f, (H − λ)g
〉
= lim
Iց{λ}
1
ρ(I)
〈
ϕλ(H)f, g
〉
since (·, ·) = 〈·, ·〉 on H and by the functional calculus with ϕλ(λ′) = (λ′ − λ)1I(λ′).
Finally, the latter term equals
lim
Iց{λ}
1
ρ(I)
∫
R
ϕλ(λ
′)
(
E˜(λ′)f, g
)
dρ(λ′) = 0
by Lemma B.6 and the Radon-Nikodym derivative. 
We are now able to state our main result on the growth of generalized eigenfunction
(cf. [S82, Thm. C.5.4]):
Theorem B.9. Suppose H is an operator with spectral measure ρ satisfying Assump-
tion B.1 and Φ is a weight function satisfying Assumption B.2. Then there exist a
measurable disjoint decomposition
σ(H) =
⊎
n∈N∪{∞}
Σn
(up to sets of ρ-measure 0), and for each n ∈ N ∪ {∞} and j = 1, . . . , n there exists
a measurable function ϕj : Σn ×X −→ C such that {ϕλ,j := ϕj(λ, ·)}1≤j≤n ⊂ domH−
are linearly independent,
n∑
j=1
‖ϕλ,j‖2− =
n∑
j=1
‖Φϕλ,j‖2 = 1
and (H− − λ)ϕλ,j = 0 for ρ-almost all λ ∈ Σn.
In addition,
Σ := { λ ∈ R | ∃ϕ ∈ domH− \ {0} : H−ϕ = λϕ } (B.4)
is a support for the measure ρ, i.e, ρ(Σc) = 0.
Proof. Let Σn := { λ ∈ σ(H) | dim ranE(λ) = n }. By Corollary B.5, there exists
a orthonormal system of eigenfunctions (ψ˜λ,j)j of E(λ) with nonnegative eigenvalues
such that
E(λ)ψ˜λ,j = ελ,jψ˜λ,j .
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We set ψλ,j :=
√
ελ,jψ˜λ,j. Then we have eλ(x, y) =
∑
j ψλ,j(x)ψλ,j(y) for the kernel in
the weak sense, i.e.,
〈f ⊗ g, eλ〉 =
∑
j
〈f, ψλ,j〉〈ψλ,j, g〉 (B.5)
for f, g ∈ H. Now set ϕλ,j := Φ−1ψλ,j ∈ H−. Then∑
j
‖ϕλ,j‖2− =
∑
j
‖ψλ,j‖2 =
∑
j
ελ,j = ‖E(λ)‖B1 = 1.
Finally, from (B.3) we get
0 =
∫
X
∫
X
e˜λ(x, y)f(x) (H+ − λ)g(y) dx dy
=
∫
X
∫
X
eλ(x, y)Φ(x)
−1f(x) Φ(y)−1(H+ − λ)g(y) dx dy
(B.5)
=
∑
j
〈Φ−1f, ψλ,j〉〈ψλ,j,Φ−1(H+ − λ)g〉
for f ∈ H+ and g ∈ domH+. Setting f = ϕλ,j0 we obtain
0 =
〈
ψλ,j0,Φ
−1(H+ − λ)g
〉
=
(
ϕλ,j0, (H+ − λ)g
)
for all g ∈ domH+ and λ ∈ σ(H) \Ng where ρ(Ng) = 0.
We have to show that we can choose a set of measure 0 independent of g (cf. [PS93,
Proof of Thm. 2.2 (b)]): This can be done since H+ is closed in H+, i.e., domH+ with
its graph norm is a Hilbert space, and H+ is separable (L2(X, dµ+) is σ-finite!). It
follows that domH+ with its graph norm is separable (this is true for a self-adjoint
operator; for a general operator, note that H+ and |H+| define the same graph norm).
Therefore, we can choose the union N =
⋃
Ng for countable many g and N still
has measure 0. Therefore, ϕλ,j ∈ H− and (H− − λ)ϕλ,j = 0 for ρ-almost all λ ∈ R.
We have therefore shown that σ(H) is included in Σ up to a set of ρ-measure 0, and
therefore, Σ is a support for ρ. 
Dealing with one-dimensional problems, we easily get more information on the eigen-
function expansion as a by-product of the previous theorem:
Lemma B.10. Suppose that the vector space of generalized eigenfunctions in the sense
of Definition B.7 is generated by compactly supported functions and a finite number
of functions with infinite support. Then the weak eigenfunction expansion (B.5) holds
pointwise almost everywhere, i.e.,
e˜λ(x, y) =
∑
j
ϕλ,j(x)ϕλ,j(y) (B.6)
for µ-almost all x, y ∈ X and ρ-almost all λ ∈ R.
Proof. We can choose the orthogonal basis ψ˜λ.j to have compact support except than
a finite number of vectors. Then the weak sum (B.5) is indeed a locally finite sum,
and therefore exists also pointwise. 
C. Line-like graphs and bounds on generalized eigenfunctions
In this section we specify the analysis done in the previous section to line-like graphs.
We will show that the assumptions made in the previous sections are fulfilled. In par-
ticular, we get integral bounds on generalized eigenfunctions. In the concrete situation
here, we can also prove pointwise estimates on generalized eigenfunctions (Section C.3)
and a spectral resolution of the spectral projector (Section C.2).
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C.1. Quadratic forms and operators on line-like graphs. In this section, we
determine the operator domain of the reduced Hamiltonian on a line-like graph L and
show that the operator is essentially self-adjoined on compactly supported functions.
This has been shown for graphs with a global lower bound on all length, i.e., ℓe ≥ ℓ− >
0 for all e ∈ E(L), and global bounds on the boundary conditions, i.e., 1 ≤ bn ≤ b+
and q− ≤ qn ≤ q+ for example in [Ku04] (see also [Car97] for the case of tree graphs).
Although we assume that the lengths of the edges connecting the vertices (n + 1)+
and n− have a global lower bound (and some other conditions, see (4.13)), we want to
allow edges of arbitrary small size inside the decoration graph.
For simplicity, we only consider the line-like graph L = L0. Clearly, all statements
hold similarly for Ln. We begin with some Sobolev-type estimates which follow from
our assumptions on the decoration graphs in (4.13):
Lemma C.1. Suppose that the decoration graph G∗ satisfies (4.13). Then there exists
C ′1 > 0 such that
|f(x)|2 ≤ ε‖f ′‖2G∗ +
4
ε
‖f‖2G∗, 0 < ε ≤ ℓ−, x ∈ G∗, f ∈ H1(G∗) (C.1)
|f †(o0)|2 ≤ C ′1
(‖f ′′‖2G∗ + ‖f ′‖2G∗), f ∈ H2(G∗). (C.2)
Proof. Let ε > 0. For the first estimate, note that due to (4.13a), every point x ∈ G∗
has a path γ of length larger than ℓ−/2 either to o0 or to o1, in particular, there is a
nonclosed path γ of length |γ| = ε/2 starting at x. Denote the sequence of segments
between the vertices on γ by ei, i = 1, . . . , n joining the vertices xi, 1 ≤ i ≤ n− 1 and
x0 = x and xn. In addition, let χ be the affine linear function on γ with χ(x0) = 1 and
χ(xn) = 0 where x1 is the endpoint of γ. In particular, |χ′(x)| = 1/|γ| along γ. Due
to the continuity of f at the vertices, we have
f(x) = (χf)(x) =
n∑
i=1
(
(χfei)(∂+ei)− (χfei)(∂−ei)
)
=
n∑
i=1
∫
ei
(χfei)
′(s) ds.
A simple estimate using Cauchy-Schwartz yields
|f(x)|2 ≤ 2|γ|‖f ′‖2γ +
2
|γ|‖f‖
2
γ.
The second estimate follows from
|f ′e(o0)|2 ≤ 2κℓ−‖f ′′‖2e +
2
κℓ−
‖f ′‖2e
using the previous estimate for a path γ lying completely in the single edge e0 emanat-
ing o0 (cf. (4.13c)). Assumption (4.13b) assures, that γ can be chosen to have length
κℓ−. Therefore, ∣∣f †(o0)∣∣2 = ∣∣f ′e0(o0)∣∣2 ≤ 2κℓ−‖f ′′‖2e0 + 2κℓ− ‖f ′‖2e0 (C.3)
and in particular, the estimate follows with C ′1 := 2max{κℓ−, 1/(κℓ−)}. 
In order to compare several Sobolev spaces and operator domains, we need to de-
fine a cut-off function χ on a quantum graph leaving the vertex boundary conditions
invariant:
Lemma C.2. There exists a nonnegative function χ ∈ H2(G∗), smooth on each edge,
constant near each vertex such that χ(o0) = 1, χ(O1) = 0 and
‖χ(m)‖∞ ≤
( 2
ℓ−
)m
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for m = 0, . . . , 3.
We call such functions χ smooth cut-off functions. Note that f ∈ H2(G∗) iff χf ∈
H
2(G∗) since χ is constant near each vertex.
Proof. Choose a function χˆ affine linear on each vertex with χˆ(o0) = 0 and χˆ(o1) = 1
and 0 ≤ χˆ(v) ≤ 1 in such a way, that no slope exceeds the minimal needed slope 1/ℓ−
on the shortest path from o0 to o1 (due to (4.13a)). Let χ be a slight modification of χˆ
such that χ is constant near each vertex, smooth on each edge and such that the mth
derivative is bounded by (2/ℓ−)m. 
Associated to the branching number sequence {bn}n and the vertex potential
strength {qn}n we define several Sobolev spaces on a line-like graph L:
H
1(L) :=
{
f ∈
⊕
n≥1
H
1(Gn)
∣∣∣ ∀n ≥ 1: fn(n−) = b−1/2n fn+1(n+)} (C.4)
H
2(L) :=
{
f ∈
⊕
n≥1
H
2(Gn)
∣∣∣ ∀n ≥ 1: fn(n−) = b−1/2n fn+1(n+),
f †n(n−) = b
1/2
n f
†
n+1(n+)
}
(C.5)
and
domHmax :=
{
f ∈ L2(L)
∣∣∣ f ′′ = {f ′′e }e ∈ L2(L), ∀n ≥ 1: f ′′n ∈ H2(Gn)
fn(n−) = b
−1/2
n fn+1(n+),
f †n(n−) = b
1/2
n f
†
n+1(n+)
}
(C.6)
where fn := f↾Gn . The corresponding norms are given by
‖f‖2
H1(L) := ‖f‖2 + ‖f ′‖2, ‖f‖2H2(L) := ‖f‖2 + ‖f ′‖2 + ‖f ′′‖2
and ‖f‖2Hmax := ‖f‖2 + ‖f ′′‖2. (C.7)
We denote by Hmax = HmaxL the maximal Hamiltonian with domain domH
max acting
as (Hmaxf)e = −f ′′e on each edge.
Our aim is to show that domHmax = H2(L) and that their norms are equivalent.
The following lemma is a useful tool to get rid of the first derivative:
Lemma C.3. Suppose that χ is a function smooth on each edge and constant near
each vertex. Suppose in addition that H is a self-adjoint operator in L2(L) such that
χf ∈ domH if f ∈ domHmax, H ≥ λ0 and such that Hf = −f ′′ for functions with
support away from the vertices. Then
‖(χf)′‖ ≤ ‖dR1/2‖
(
‖χ‖∞‖f ′′ − λ0f‖
+
(‖χ′′‖∞ + 2‖dR1/2‖‖χ′‖∞ + ‖χ‖∞)‖f‖) (C.8)
for all f ∈ domHmax where R := (H − λ0 + 1)−1 and df := f ′.
Proof. The assumptions on H imply that domH ⊂ domHmax and that H(χf) =
−(χf)′′ = −χf ′′ − 2(χ′f)′ + χ′′f . Then we can write
(χf)′ = dR(H − λ0 + 1)(χf) = dR
(
χ(−f ′′ + (−λ0 + 1)f)− 2d(χ′f) + χ′′f
)
.
Since χ′ has support away from the vertices, (χ′f)′ = −d∗(χ′f) where d∗ is the adjoint
of d. Using ‖dRd∗‖ = ‖dR1/2‖2 we obtain the desired estimate. 
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Lemma C.4. The space domHmaxc of compactly supported functions (not necessarily
disjoint from the root vertex) in domHmax is dense. In addition, there is a constant
C ′′1 > 0 such that
‖f ′‖2L ≤ C ′′1
(‖f ′′‖2L + ‖f‖2L) (C.9)
holds for all f ∈ domHmax.
Proof. For a function f ∈ domHmax let fn := χnf where χn is the smooth cut-off
function with χn(n − 1) = 0 and χn(n) = 1 on Gn as constructed in Lemma C.2
extended on Gk by 0 for k < n, respectively, by 1, for k > n. Now
‖f − fn‖ ≤ ‖f‖2Ln → 0 (C.10)
as n→∞ since f ∈ L2(L). Furthermore,
‖(f − fn)′′‖ ≤ ‖((1− χn)f ′′‖ + ‖χ′′nf‖ + 2‖(χ′nf)′‖
≤ ‖f ′′‖Ln +
4
ℓ2−
‖f‖Ln + 2‖(χ′nf)′‖. (C.11)
Now, the latter term can be estimated by
‖(χ′nf)′‖Ln ≤
2
ℓ−
‖f ′′‖Ln +
( 8
ℓ3−
+
8
ℓ2−
+
2
ℓ−
)
‖f‖Ln
applying the previous lemma with H := ∆DLn , the Dirichlet Laplacian on Ln defined
via the quadratic form d(f) = ‖f ′‖2 with domain H1◦(Ln). Note that the estimate
‖dR1/2‖ ≤ 1 is equivalent to ‖df‖ ≤ d(f) + ‖f‖2 which is obviously true. Since f
and f ′′ = {f ′′e }e ∈ L2(L), the left hand side of (C.11) tends to 0 as n → ∞. We have
therefore shown that compactly supported functions are dense in domHmax.
To show (C.9), we can restrict ourselves to compactly supported functions. Partial
integration taking the inner boundary conditions into account yields
‖f ′‖2Ln ≤ ‖f ′′‖2Ln + ‖f‖2Ln + |f †(0)f(0)|.
The last term can be estimated using (C.1)–(C.2) and ab ≤ ηa2/2 + b2/(2η) as
|f †(0)f(0)| ≤
√
C ′1
(‖f ′‖ + ‖f ′′‖)(√ε‖f ′‖ + 2√
ε
‖f‖)
≤
√
C ′1ε‖f ′‖2 +
1
4
‖f ′‖2 +
(8C ′1
ε
+
1√
ε
)
‖f‖2 +
(
4ε+
1√
ε
)
‖f ′′‖2
provided 0 < ε ≤ ℓ− where all the norms are L2-norms on G1. Choosing ε =
min{1/(16C ′1), ℓ−} we obtain
|f †(0)f(0)| ≤ 1
2
‖f ′‖2 +
(8C ′1
ε
+
1√
ε
)
‖f‖2 +
(
4ε+
1√
ε
)
‖f ′′‖2.
Subtracting the contribution of ‖f ′‖2 on the right hand side we finally see that there
is a constant C ′′1 depending only on C
′
1 and ℓ− such that (C.9) holds. 
Remark C.5. Note that for a fixed decoration graph, we can prove the estimate
‖f ′‖2G∗ ≤ C˜ ′′1
(‖f ′′‖2G∗ + ‖f‖2G∗) (C.12)
for all f ∈ H2(G∗) similar as in the above proof. But to do so, we need an estimate on
f †(o1) as in (C.2) assuming that there is no vertex potential. Therefore, the constant
C˜ ′′1 depend on the minimal length of all edges adjacent to o1 and the vertex degree
of o1 similar to (C.3), which does not admit a global lower bound in our family of
decoration graphs.
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The next lemma deals with the Sobolev spaces Hm(L) and their relation with
domHmax:
Lemma C.6. The spaces H1(L) and H2(L) with their natural norms given in (C.7) are
Hilbert spaces. The spaces H2(L) and domHmax are equal and have equivalent norms.
In addition, the subspaces H1c(L), respectively, H
2
c(L), of functions in H
1(L) resp. H2(L)
with compact support (not necessarily away from the root vertex 0) are dense.
Proof. The completeness of H1(L) and H2(L) follows from the fact that H1(L), respec-
tively, H2(L), are closed subspaces in the Hilbert space
⊕
n H
m(Gn): Note that (C.1)
and (C.2) imply the continuity of f 7→ f(n±), respectively, f 7→ f †(n±).
From (C.9) we see that domHmax ⊂ H2(L) and that the inclusion is continuous.
The opposite inclusion is trivial. The density of the space of compactly functions in
H
2(L) now follows from Lemma C.4. The similar assertion for H1(L) follows in the
same way. 
To summarize, we can characterize the domain of the maximal Hamiltonian as fol-
lows:
Lemma C.7. The maximal Hamiltonian Hmax = HmaxL on L with domain domH
max =
H
2(L) is a closed operator. In addition, f ∈ domHmax = H2(L) iff
(i) f, f ′′ = {f ′′e }e ∈ L2(L),
(ii) f satisfies all vertex boundary conditions at inner vertices V0(Gn), i.e.,
fe1(v) = fe2(v) for all e1, e2 ∈ Ev(Gn), v ∈ V (Gn), and f ′Gn(v) = 0 for all
v ∈ V0(Gn) and n ≥ 1 (cf. (4.1) for the notation);
(iii) f satisfies all vertex boundary conditions (4.12) at the connecting vertices n±,
n ≥ 1.
Proof. The domain domHmax with its graph norm is a complete space by the previous
lemma. The characterization of domHmax is just a reformulation of (C.6). 
We will see in Lemma C.10 that the maximal operator Hmax is maximal in the sense
that only a boundary condition at the root vertex 0 is missing in order to have a
self-adjoint operator. We will impose a Dirichlet boundary condition.
Let hGn be the quadratic form on H
1(Gn) defined by
hGn(f) =
∑
e∈E(Gn)
‖f ′‖2e + qn|f(n−)|2
where {qn} is the strength of the vertex potential satisfying (4.13e). We define the
quadratic form on the line-like graph L = L0 as
hL(f) :=
∑
n≥1
hGn(fn) (C.13)
with domain
H
1
◦(L) := dom hL :=
{
f ∈ H1(L) ∣∣ f(0) = 0} (C.14)
where H1(L) has been defined in (C.4).
Let dL be the “free” quadratic form, i.e., the form without vertex potential, namely
dL(f) :=
∑
e∈E(L)
‖f ′‖2e
for f ∈ H1◦(L). Remember that the vertex potential in h has support only at the ending
vertices n− of Gn.
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Lemma C.8. The quadratic form d = dL is closed. Furthermore, h = hL is relatively
form-bounded with respect to the form d with relative bound 0. In particular, h is a
closed form on H1◦(L).
Proof. Since H1◦(L) is a closed subspace of the Hilbert space H
1(L) with norm given by
‖f‖2 + d(f), d is a closed form on H1(L). Furthermore, we have
|h(f)− d(f)| ≤ q0
∑
n∈N
|f(n−)|2
≤ q0
∑
n∈N
(
ε‖f ′‖2Gn +
4
ε
‖f‖2Gn
)
≤ q0
(
ε‖f ′‖2L +
4
ε
‖f‖2L
)
for any 0 < ε < ℓ− using (C.1) and (4.13e) where q0 := max{|q−|, |q+|}, with shows
the assertion. 
Corollary C.9. We have 0 ≤ d ≤ 2(h−λ0) where λ0 := −max{4q0/ℓ−, 8q20} ≤ 0. We
might choose λ0 := 0 if the strength of the vertex potential is nonnegative, i.e., q ≥ 0.
Proof. A simple application of the last estimate shows that
(1− q0ε)d(f) ≤ h(f) + 4q0
ε
‖f‖2.
Choose ε = min{ℓ−, 1/(2q0)}. If q ≥ 0 then clearly d ≤ h. 
Denote the self-adjoint operator associated to the quadratic form h = hL byH = HL,
and similarly ∆DL the operator associated to d.
Lemma C.10. A function f is in the domain of HL iff (i)–(iii) of Lemma C.7 are
fulfilled and if
(iv) f(0) = 0.
Furthermore, HL is essentially self-adjoint on all functions f ∈ domHL with compact
support.
Proof. A function f ∈ dom h in the domain of the operator associated to h satisfies
h(f, g) = 〈Hf, g〉 where Hf denotes an element in L2(L). Choosing only functions
g with support inside an edge e, partial integration shows that (Hf)e = −f ′′e in a
distributional sense; and therefore fe ∈ H2(e). Taking general g ∈ dom h, it is an easy
exercise to see that the boundary terms from partial integration vanish iff f satisfies
the conditions of Lemma C.7 (ii) and (4.12) for all inner, respectively, connecting,
vertices and f(0) = 0. Therefore all conditions (i)–(iv) are fulfilled.
If a function f satisfies the condition (i), we know from (C.9) that also f ′ ∈ L2(L).
Together with (ii)–(iv) we have f ∈ dom h. Furthermore, the same argument as before
shows that for each f there is Hf := {−f ′′e }e such that h(f, g) = 〈Hf, g〉, i.e., f is in
the domain of the associated operator.
The essential self adjointness follows from Lemma C.6. 
Finally, we also need the following estimate in Section D.2:
Lemma C.11. If f ∈ H2(L) then |(ff †)(n+)| → 0 as n→∞.
Proof. Suppose first that f has compact support. Partial integration on the line-like
graph Ln and the boundary condition (4.12) yield
|(ff †)(n+)| = |(ff †)(n−)| ≤ |〈Hf, f〉Ln|+ ‖f ′‖2Ln ≤ ‖f‖2H2(Ln).
This inequality extends to all functions f ∈ H2(L) due to Lemma C.6. Now, if f ∈
H
2(L), then ‖f‖2
H2(Ln)
= ‖f‖2Ln + ‖f ′‖2Ln + ‖f ′′‖2Ln → 0 and the result follows. 
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C.2. Generalized eigenfunctions and integral kernels. In this section we first
provide the necessary estimate (B.1) in order to show that the results of Appendix B
apply.
Lemma C.12. Suppose that H = HL is the self-adjoint operator on the line-like graph
L = L0 with Dirichlet boundary condition at 0 constructed as below. Then
‖f‖2
L∞(L)
≤ 4
(
ℓ− +
1
ℓ−
)
‖(H − λ0 + 1)1/2f‖2L2(L)
for all f ∈ dom h = dom(H − λ0)1/2 where λ0 is given in Corollary C.9 and ℓ− > 0 is
defined in (4.13a). In particular, Assumption B.1 is fulfilled with m = 1.
Proof. We have
|f(x)|2 ≤ ℓ−‖f ′‖2Gn +
4
ℓ−
‖f‖2Gn ≤ 2ℓ−
(
h(f)− λ0‖f‖2L
)
+
4
ℓ−
‖f‖2L
≤ 4
(
ℓ− +
1
ℓ−
)
‖(H − λ0 + 1)1/2f‖2L2(L)
using (C.1) if x ∈ Gn and f ∈ dom h. In addition, H is a local operator, so that
Assumption B.1 is fulfilled. 
On a quantum graph, we can define the notion of a generalized eigenfunction as
follows:
Definition C.13. We say that ϕ is a generalized eigenfunction of the graph Hamil-
tonian H on the line-like graph L with eigenvalue λ ∈ R if ϕ↾e ∈ H2(e) and −ϕ′′ = λϕ
on each edge e and if ϕ satisfies the vertex boundary conditions of Lemma C.7 (ii) at
each inner vertex v ∈ V0(Gn) and the boundary conditions (4.12) at the connecting
vertices n± and f(0) = 0.
Note that automatically, a generalized eigenfunction is smooth on each edge since it
must have the form (2.12) on each edge.
The next lemma assures that the notion of generalized eigenfunction of Defini-
tion C.13 and Definition B.7 agree up to an integrability condition:
Lemma C.14. Suppose that ϕ ∈ domH− and H−ϕ = λϕ then ϕ is a generalized
eigenfunction in the sense of Definition C.13. On the other hand, suppose that ϕ is a
generalized eigenfunction in the sense of Definition C.13 and that Φϕ ∈ L2(L), then
ϕ ∈ domH− ⊂ H− and H−ϕ = λϕ.
Proof. For the first assertion, H−ϕ = λϕ is equivalent to
(ϕ, (H+ − λ)f) = 0 (C.15)
for all f ∈ domH+. Using f ∈ C∞c (e) one sees that −ϕ′′ = λϕ in the distributional
sense, and from regularity theory, we obtain ϕ ∈ C∞(e). It follows that for the bound-
ary terms we have ∑
v∈V
∑
e∈Ev
(
ϕe(v) f
′
e(v)− ϕ′e(v) f(v)
)
= 0
for all f ∈ domH+. Using the argument of [KS99, Lem. 2.2] we see that ϕ has to
satisfy the same boundary conditions as f at each vertex v.
For the converse we have ϕ ∈ H− and one easily sees that (C.15) is fulfilled for all
f ∈ domH+ using partial integration and the boundary conditions for f and ϕ. 
We prove next a representation of the integral kernel of the resolution of unity:
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Lemma C.15. Let λ ∈ R. Then the integral kernel of E˜(λ) associated to the operator
H has the representation
e˜λ(x, y) =
∑
j
ϕλ,j(x)ϕλ,j(y) (C.16)
where {ϕλ,j}j forms a basis of generalized eigenfunctions. Even if the family is infinite,
the sum is locally finite and defined everywhere. In particular, e˜λ(x, y) is continuous
on each edge and satisfies the boundary condition at each vertex in x and y.
In particular, if λ is not an exceptional energy (cf. Definition D.9), i.e., λ /∈ E(L),
then the sum reduces to
e˜λ(x, y) = cλϕλ(x)ϕλ(y) (C.17)
where cλ = 1/‖Φϕλ‖2L ∈ R and ϕλ is the generalized eigenfunction with ϕλ(0) = 0 and
ϕ′λ(0) = 1. All statements hold for almost all λ w.r.t. a spectral measure of H.
Proof. A generalized eigenfunction is C∞ on each edge and satisfies the boundary
conditions due to Lemma C.14. Since the space of generalized eigenfunctions (without
conditions at 0 and ∞) is generated by compactly supported functions and at most
two noncompactly supported functions (cf. Lemma D.11), we can apply Lemma B.10
and obtain (C.16).
For the second assertion, note that for nonexceptional energies, the space
of generalized eigenfunctions without conditions at 0 and ∞ is two-dimensional
(cf. Lemma D.11). In addition, there is only one function satisfying the boundary
condition ϕλ(0) = 0 and ϕ
†
λ(0) = 1. The value of the normalization constant cλ fol-
lows from 1 = ‖E(λ)‖B1 =
∫
L
Φ(x)2e˜λ(x, x) dx = cλ‖Φϕλ‖2L. In addition, we have
cλ ∈ (0,∞) for almost all λ. 
We finally need an integral representation of the Green’s functions:
Corollary C.16. The Green’s function (i.e., the kernel of (H − z)−1) can be written
as
Gz(x, y) =
∫
R
1
λ− z e˜λ(x, y) dρ(λ) (C.18)
for all x, y ∈ L. In particular, Gz is continuous (even C∞) outside the vertices and
satisfies the boundary conditions of H at each vertex in each variable.
Proof. We obtain the kernel representation from Lemma B.6 a priori only for almost
all x, y ∈ L, but the representation (C.16) assures that Gz(x, y) is smooth outside the
edges and satisfies the boundary conditions (since e˜λ does). 
C.3. Polynomial bounds on generalized eigenfunctions. In this section we show
weighted L2-bounds on generalized eigenfunctions on line-like graphs. In addition, we
prove pointwise bounds on the eigenfunctions. To do so, we fix the weight function Φ
needed in order to apply the results of Appendix B. The metric measure space (X, µ)
will be the metric graph L with its natural measure. For example, if Φ(x) = 1/n for
x ∈ Gn then we have
‖Φ‖2L =
∑
n
1
n2
ℓ(Gn) <∞
by (4.13d). Therefore, Assumption B.2 is also fulfilled. From Theorem B.9 we obtain
that a generalized eigenfunction ϕλ satisfies ‖Φϕλ‖L <∞ for almost all λ with respect
to a spectral measure of H :
Theorem C.17. Suppose that the assumptions (4.13) on the decoration graphs {Gn}n
are fulfilled. Then the spectral measure is supported by those λ for which there is a
generalized eigenfunction ϕ of polynomial growth rate (in the sense that ‖Φϕ‖L <∞).
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Our second main result is:
Theorem C.18. Suppose the assumptions (4.13) are fulfilled. Let ϕ = ϕλ be a gen-
eralized eigenfunction of H in the sense of Definition B.7 and Φ(x) > 0 for all x ∈ L.
Then there exist C3, C
′
3 > 0 such that
|Φ(x)ϕ(x)| ≤ C3wn‖Φϕ‖L2(G)
|Φ(n+)ϕ†(n+)| ≤ C ′3wn‖Φϕ‖L2(G)
for x ∈ Gn ⊂ L and n ∈ N for almost all λ ∈ R with respect to a spectral measure of
H where
wn :=
Φ+(n)
Φ−(n)
:=
sup{Φ(x) | x ∈ Gn }
inf{Φ(x) | x ∈ G+n }
and G+n := Ln−2,n+1, the concatenation of Gk, k = n − 1, . . . , n + 1. In particular, if
Φ(x) = 1/n for x ∈ Gn then wn ≤ 2 and |ϕ(x)| (x ∈ Gn) and |ϕ†(n+)| are polynomially
bounded in n.
Remark C.19. Note that we state the result only with respect to a spectral mea-
sure! Generally this is of course false, take for example bn = 2, H = ∆L and a
function constant on each decoration graph Gn satisfying the boundary condition
ϕn(n−) = 2−1/2ϕn+1(n+). Then H+ϕ = 0, but ϕ has exponential growth since
ϕn(x) = 2
(n−1)/2ϕ(0) for x ∈ Gn. The important point here is that 0 /∈ σ(H).
Proof. Let x ∈ Gn and χ a function such that χ = 1 on Gn, χ = 0 on Gk, |n− k| ≥ 1
and χ(n − 1) = 0, χ(n) = 1, χ(n + 1) = 1 and χ(n + 2) = on Gn−1 and Gn+1 as
constructed in Lemma C.2. Note that χ has support in G+n . Now,
|Φ(x)ϕ(x)|2 ≤ Φ+(n)2
(
ℓ−‖ϕ′‖2Gn +
4
ℓ−
‖ϕ‖2Gn
)
due to (C.1). Furthermore, ‖df‖2 ≤ 2‖(H − λ0 + 1)1/2f‖2 due to Corollary C.9 and
therefore ‖dR1/2‖2 ≤ 2. From Lemma C.3 we conclude that
‖ϕ′‖Gn ≤ ‖(χϕ)′‖G+n
≤
√
2
(
(λ− λ0) + 4
ℓ2−
+
4
√
2
ℓ−
+ 1
)
‖ϕ‖G+n =: C2‖ϕ‖G+n . (C.19)
Finally,
|Φ(x)ϕ(x)|2 ≤ Φ+(n)2
( 4
ℓ−
+ ℓ−C22
)
‖ϕ‖2
G+n
≤
(Φ+(n)
Φ−(n)
)2( 4
ℓ−
+ ℓ−C22
)
‖Φϕ‖2L ≤ w2n
( 4
ℓ−
+ ℓ−C22
)
‖Φϕ‖2L =: w2nC23‖Φϕ‖2L.
The second assertion follows similarly:
|Φ(n+)ϕ†((n− 1)+)|2 ≤ Φ+(n)2C ′1
(
λ2‖ϕ‖2Gn + ‖ϕ′‖2Gn
)
≤ w2nC ′1(λ2 + C22 )‖ϕ‖2G+n ≤ w
2
nC
′
1(λ
2 + C22 )‖Φϕ‖2L =: C ′32‖Φϕ‖2L.

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D. Transfer matrices and Weyl-Titchmarsh functions
D.1. Transfer matrix for generalized eigenfunctions. We want to prove in this
section that the transfer matrix is defined up to an exceptional set. For a fixed se-
quence of graphs {Gn}, the exceptional set is countable. The main ingredient is the
Dirichlet-to-Neumann map (see for example [Ong05] or [FOP04]). Let G∗ be one of
the decoration graphs replacing an edge in the tree graph with two boundary vertices
o0 and o1.
Denote by ∆DG∗ the Dirichlet operator on G∗, i.e., the self-adjoint operator on func-
tions u ∈ H2(G∗) satisfying u(o0) = 0 and u(o1) = 0. Denote its spectrum repeated
according to multiplicity by {λk}k and the corresponding orthonormal basis of real
eigenfunctions by {ϕk}k. We first state some results on the solution map
Hz : C
2 −→ H2(G∗) (D.1)
of the Dirichlet problem, i.e., f = Hz(F0, F1) solves the equation (∆
max
G∗ − z)f = 0 with
initial data f(o0) = F0 and f(1) = F1 for z /∈ σ(∆DG∗). We need the following extension
map
E : C2 −→ H2(G∗), (D.2)
i.e., f˜ = E(F0, F1) ∈ H2(G∗) such that f(o0) = F0, f(o1) = F1 and f˜ †(oi) = 0 for
i = 0, 1. For example, f˜ := E(F0, F1) := F0χ+F1(1−χ) is a possible choice where χ is
the smooth cut-off function constructed in Lemma C.2. In particular, the derivatives
of χ up to order 2 enter in ‖E‖ so that ‖E‖ can be bounded by a universal polynomial
of degree 2 in 1/ℓ−.
In addition, denote by ∆maxG∗ the differential operator ∆G∗ with maximal domain,
i.e., f ∈ dom∆maxG∗ iff f,∆G∗f ∈ L2(G∗).
We can now give expressions for the Dirichlet solution map:
Lemma D.1. For z /∈ σ(∆DG∗) the solution map Hz in (D.1) is given by
Hz =
(
1− (∆DG∗ − z)−1(∆maxG∗ − z)
)
E (D.3)
and is bounded as map Hz : C
2 −→ L2(G∗) with norm estimated by
‖Hz‖ ≤
(
1 +
1 + |z|
d(z, σ(∆DG∗))
)
‖E‖. (D.4)
In addition, Hz is also bounded as map Hz : C
2 −→ H2(G∗). Furthermore, z 7→ Hz is
norm-analytic with the series representation
Hz(F0, F1) = −
∑
k
1
λk − z
(
ϕ†k(o1)F1 − ϕ†k(o0)F0
)
ϕk (D.5a)
= H0(F0, F1)−
∑
k
z
λk(λk − z)
(
ϕ†k(o1)F1 − ϕ†k(o0)F0
)
ϕk (D.5b)
with f˜ = E(F0, F1) where the first series converges in L2(G∗) and the second in H
2(G∗).
Proof. First, Hz is well defined as map from C
2 into L2(G∗). Next, it follows from
dom∆DG∗ ⊂ dom∆maxG∗ that f = Hz(F0, F1) solves (∆maxG∗ − z)f = 0. In addition,
f(o0) = f˜(o0) = F0 and similarly in o1, since functions in the range of the resolvent
vanish at the boundary. Furthermore, Hz is bounded as map into L2(G∗) or as map
into dom∆maxG∗ with the graph norm given by ‖f‖2∆maxG∗ := ‖∆
max
G∗ f‖2 + ‖f‖2. Now, due
to (C.12), we have
‖f‖2
H2(G∗)
≤ (C˜ ′′1 + 1)‖f‖2∆max
G∗
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but the constant C˜ ′′1 is not uniform in the sense of Assumption 4.8. Nevertheless, Hz
is continuous as map into H2(G∗).
Expanding the resolvent into a series of eigenvector we obtain
Hz(F0, F1) = f˜ −
∑
k
1
λk − z 〈ϕk, (∆
max
G∗ − z)f˜〉ϕk.
Since f˜ ∈ dom∆maxG∗ the coefficients
ak :=
1
λk − z 〈ϕk, (∆
max
G∗ − z)f˜〉 and λkak
form sequences in ℓ2(N). It follows that the series converge in L2(G∗) and in dom∆
max
G∗
with the graph norm, and therefore the series also converges in H2(G∗). The first series
representation follows from partial integration. Note that
bk = 〈ϕk, f˜〉 − 1
λk − z 〈ϕk, (∆
max
G∗ − z)f˜ 〉 = −
1
λk − z
(
ϕ†k(o1)F1 − ϕ†k(o0)F0
)
is in ℓ2(N) since f˜ and ∆
max
G∗
f˜ are both in L2(G∗). 
For z ∈ C \ σ(∆DG∗), we can define the Dirichlet-to-Neumann map:
Definition D.2. The Dirichlet-to-Neumann map Λ(G∗, z) = Λ(z) is the 2× 2-matrix
defined by5
Λij(z) = Hz(~ej)
†(oi) (D.6)
for i, j = 0, 1, where ~e0 = (1, 0) and ~e1 = (0, 1). Let
Ψi(λ) = {ϕ†k(oi) | k with λ = λk } (D.7)
be the vector of boundary derivatives with dimension equal to the multiplicity of the
eigenvalue λ. We denote
σred(∆
D
G∗) :=
{
λ ∈ σ(∆DG∗)
∣∣Ψ0(λ) 6= 0 or Ψ1(λ) 6= 0} (D.8)
the reduced Dirichlet spectrum of G∗.
The next lemma explains the reason for introducing the reduced spectrum:
Lemma D.3. The Dirichlet-to-Neumann map Λ(z) is meromorphic in z with poles of
order 1 in the reduced spectrum of ∆DG∗ and has the absolutely convergent series
Λij(z) = Λij(0) + (−1)j
∑
λ∈σred(∆DG∗ )
zΨij(λ)
λ(λ− z) (D.9)
where Ψij(λ) := Ψi(λ) · Ψj(λ) =
∑
k,λk=λ
ϕ†k(oi)ϕ
†
k(oj). In addition, we have Λ10(z) =
−Λ01(z).
Proof. The series representation (D.9) and the absolutely convergence follows
from (D.5b) and the fact that d0 = (·)†(o0) is continuous on H2(G∗) by (C.2) (a
similar nonuniform estimate holds for d1). Note that if λ ∈ σ(∆DG∗) \ σred(∆DG∗), then
Ψ0(λ) = 0 and Ψ1(λ) = 0, i.e., the pole λ does not appear in the series. The last
statement follows from (D.9) once we have Λ01(0) = −Λ10(0): To see the last equality,
note that if f = H0(F0, F1) is a harmonic function with boundary values F0 and F1,
then
0 = 〈∆maxG∗ f, f〉 − 〈f,∆maxG∗ f〉 = 〈Λ(0)J ~F , ~F 〉C2 − 〈~F ,Λ(0)J ~F 〉C2
5In this section, we assume that there is no vertex potential, i.e., q(o1) = 0 (cf. (4.7)).
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where J =
(−1 0
0 1
)
. In particular, Λ(0)∗ = JΛ(0)J and since Λ(0) is a real matrix,
we obtain the claim. 
Remark D.4. (i) Note that Λ(z) 6= Λ(z)tr due to our definition of f †, with has a
different orientation at o0 and o1.
(ii) We have seen the phenomena that the set of poles of Λ(z) is smaller than the
Dirichlet spectrum already in the necklace decoration model (see Footnote 3).
For the p − 1 linearly independent eigenfunctions ϕi with eigenvalue λ =
(πk/ℓ)2 living on the p loop edges we have ϕi = 0 near o0 and ϕ
†
i (o1) = 0 since
(·)†(o1) is the sum over all edges meeting in o1. In particular, the boundary
derivative vectors Ψi(λ) vanish for i = 0, 1.
In order to define the transfer matrix, we need the following notion:
Definition D.5. We say that λ ∈ C is a separating energy for G∗ if there exists a
nontrivial solution ϕ of the equation (∆maxG∗ − λ)ϕ = 0 such that ~Φ0 = ~0 or ~Φ1 = ~0
where ~Φi = (ϕ, ϕ
†)(oi). Denote
E˜(G∗) :=
{
λ ∈ C ∣∣λ is a separating energy for G∗ } (D.10)
the set of separating energies for G∗.
We call λ an exceptional energy G∗ iff λ is an element of
E(G∗) :=
{
λ ∈ C \ σ(∆DG∗)
∣∣Λ01(λ) = 0} ∪ σ(∆DG∗) (D.11)
the set of exceptional energies.
We will see in the next two lemmas, that for nonexceptional energies, we can uniquely
define the transfer matrix.
Lemma D.6. (i) E(G∗) \ σ(∆DG∗) ⊂ E˜(G∗) ⊂ R.
(ii) Let z /∈ E(G∗), i.e., z is not in the Dirichlet spectrum and Λ01(z) 6= 0. Then
for each ~F0 ∈ C there exists a unique solution of the equation ∆maxG∗ f = zf
with f ∈ H2(G∗) and ~F0 = (f(o0), f †(o0)). We set ~F1 = (f(o1), f †(o1)) ∈ C2
and denote the solution by Tz(x)~F0 := Tz(x,G∗)~F0 = f(x) for x ∈ G∗.
The transfer or monodromy matrix Tz = Tz(G∗) is uniquely defined by
~F1 = T (z)~F0. The transfer matrix is unimodular, i.e., det Tz(G∗) = 1, and
satisfies
Tz = Tz(G∗) =
1
Λ01(z)
( −Λ00(z) 1
− det Λ(z) Λ11(z)
)
. (D.12)
The transfer matrix is still uniquely defined for λ ∈ σ(∆DG∗) \ σred(∆DG∗) and
Λ01(λ) 6= 0, although the solution “map” Tλ(·) is no longer uniquely defined.
(iii) Suppose that λk ∈ σred(∆DG∗) is a simple eigenvalue such that ϕ†k(o0) 6= 0 and
ϕ†k(o1) 6= 0. Then the transfer matrix Tz has an analytic continuation into λk
given by
T (λk) =

ϕ†k(o0)
ϕ†k(o1)
0
T21(λk)
ϕ†k(o1)
ϕ†k(o0)
 . (D.13)
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with
T21(λk) =
1
ϕ†k(o0)ϕ
†
k(o1)
(
−z
∑
n 6=k
(
ϕ†k(o0)ϕ
†
n(o1)− ϕ†k(o1)ϕ†n(o0)
)2
λk(λn − λk) +
ϕ†k(o0)
2Λ11(0)− ϕ†k(o1)2Λ00(0)− 2ϕ†k(o0)ϕ†k(o1)Λ01(0)
)
. (D.14)
Proof. (i) A separating energy is an eigenvalue for a self-adjoint operator, i.e., E˜(G∗) ⊂
R. Note that the boundary condition depends on the fixed solution ϕ. Let λ ∈ E(G∗)
and λ /∈ σ(∆DG∗) λ ∈ σred(∆DG∗) then Λ01(λ) = 0 and therefore also Λ10(λ) = 0, so that
Λ(λ) is a diagonal matrix. In this case, there exist two linearly independent solutions
ϕ(0), ϕ(1) of the eigenvalue equation such that
~Φ
(0)
0 =
(
1
Λ00(λ)
)
, ~Φ
(0)
1 =
(
0
0
)
, ~Φ
(1)
0 =
(
0
0
)
, ~Φ
(1)
1 =
(
1
Λ11(λ)
)
where ~Φ
(j)
i = (ϕ
(j), ϕ(j)†)(oi).
(ii) If Λ01(z) 6= 0 then a simple calculation shows that the transfer matrix Tz(G∗) is
given by (D.12). Furthermore, det Tz(G∗) = 1 since Λ10(z) = −Λ01(z). Note that if
λ ∈ σ(∆DG∗) \ σred(∆DG∗) then the derivatives of all Dirichlet solutions with eigenvalue
λ vanish at both boundary points o0 and o1 and can therefore be added to a solution
f without infecting the boundary vectors ~F0 and ~F1 and in particular, the transfer
matrix Tλ.
(iii) The last assertion follows by a straightforward calculation. 
Remark D.7. (i) We do not show in general that E(G∗) is discrete, but this is
always fulfilled in our examples: The only point to check for the discreteness
is that Λ01(z) is not constant.
(ii) The name separating energy comes from the fact that if e.g. λ ∈ E(G∗)\σ(∆DG∗)
then Λ01(λ) = 0; we have seen in the proof that there exist two independent
separating solutions. In particular, the recursion equation is “interrupted” or
“separated” at such a decoration graph.
(iii) We do not give the possible extension of the solution map Tz(·) into (parts) of
the Dirichlet spectrum, although the norm estimate (D.15) in the next lemma
is quite rough. But in our applications, it does not matter if our exceptional
set is larger then necessary.
Next, we give an expression for the solution of the eigenvalue equation on G∗ in terms
of ~F (0). Its proof follows immediately from Lemma D.1 and a simple calculation.
Lemma D.8. Let z /∈ E(G∗) then the solution map Tz(·) : C2 −→ H2(G∗) defined in
Lemma D.6 (ii) is given by
Tz(·)
(
F0
F ′0
)
= Hz
(
F0
F1
)
with
(
F0
F1
)
:=
 1 0−Λ00(z)
Λ01(z)
1
Λ01(z)
(F0
F ′0
)
and defines a continuous map from C2 into L2(G∗), respectively, H
2(G∗). Its norm as
map into L2(G∗) is bounded by
‖Tz(·)‖ ≤
(
1 +
1 + |z|
d(z, σ(∆DG∗))
)
‖E‖
(
1 +
|Λ00(z)| + 1
|Λ01(z)|
)
(D.15)
where the norm ‖E‖ of the extension operator (D.2) is bounded by a universal polyno-
mial of degree 2 in 1/ℓ−.
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We now consider a sequence of decoration graphs Gn, attached to a line-like graph
L:
Definition D.9. For a line-like graph L consisting of the concatenations of {Gn}n, we
say that λ ∈ R is an exceptional energy for L if λ is an exceptional energy for at least
one decoration graph Gn. Denote
E(L) :=
⋃
n
E(Gn) (D.16)
the set of all exceptional energies for L.
Definition D.10. Let f be a generalized eigenfunction associated to the eigenvalue
z in the sense of Definition C.13, but without condition at the vertex 0 and no decay
condition at ∞. We set ~F (v) := (f(v), f †(v)) and ~F (n) := ~F (n+), where n+ is the
starting vertex of Gn+1.
A generalized eigenfunction is called essentially noncompactly supported if there is
n0 ∈ N such that {n ∈ N | ~F (n) 6= ~0 } = {n ∈ N |n ≥ n0 } and any linear combination
of f does not contain a compactly supported eigenfunction.
The next lemma makes an assertion about the dimension of the space of generalized
eigenfunctions:
Lemma D.11. If z /∈ E(L), i.e., if z is nonexceptional for the line-like graph L,
then the the space of generalized eigenfunctions f (without condition at 0 and ∞) with
eigenvalue z is completely determined by the solution space of the recursion equation
~F (n) = D(bn)Tz(Gn)~F (n).
In addition, the solution space is two-dimensional. Finally, if λ ∈ E(L), then the
space of essentially not-compactly supported generalized eigenfunctions has dimension
at most 2.
Proof. The first assertion is a simple consequence of Lemma D.6. The second assertion
follows from the fact that an essentially noncompactly supported eigenfunction f is
completely determined by its start vector (the first nonvanishing vector ~F (n0). 
The next lemma is a simple consequence of the definition of the transfer matrix:
Lemma D.12. Suppose that f and g are two generalized eigenfunctions in the sense
of Definition C.13 associated to the same eigenvalue λ, but without condition at the
vertex 0. Then the so-called Wronskian
W (f, g)(n) := f †(n+)g(n+)− f(n+)g†(n+) (D.17)
is independent of n. In addition, if λ /∈ E(L), W (f, g) = 0, f 6= 0 and f(0) = 0 then
also g(0) = 0.
Proof. The generalized eigenfunctions can be constructed via
~Fλ(n) = Uλ(n)~F (0) and ~Gλ(n) = Uλ(n) ~G(0).
In particular, the Wronskian is given by
W (f, g)(n) = det(~Fλ(n), ~Gλ(n)) = detUλ(n)(~Fλ(0), ~Gλ(0))
= detUλ(n)W (f, g)(0)
and the result follows from the fact that the transfer matrices Uλ(n) = Tλ(Gn) · . . . ·
Tλ(G1) are unimodular (cf. (D.12)).
The last assertion follows from the fact, that a generalized eigenfunction f is uniquely
determined by ~F = (f(0), f †(0)) if λ /∈ E(L) (see Lemma D.11), so f 6= 0 implies
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~F (n+) 6= 0 for some n (Lemma D.6) and therefore ~F (0) 6= 0. Finally, f(0) = 0 implies
f †(0) 6= 0 and therefore also g(0) = 0 since W (f, g) = 0. 
D.2. Weyl-Titchmarsh functions. In this section we define the Weyl-Titchmarsh
function associated to an operator on a line-like graph L = L0. It will encode the
corresponding spectral measure. This function will be used in Appendix E in order to
show that the corresponding averaged measure is absolutely continuous with respect
to the Lebesgue measure.
The Weyl-Titchmarsh function is defined as follows: Let ψ = ψz be a generalized
eigenfunction solving
Hψ = zψ (D.18)
in the sense of Definition C.13, but without condition at the vertex 0. Here, z ∈ C+ :=
{ z ∈ C | Im z > 0 } is in the upper half-plane. The aim of the next lemma is to show
that there is exactly one such function ψ satisfying ψ ∈ L2(L) and ψ(0) = 1.
To give (D.18) a proper meaning, we let H be the maximal operator Hmax as defined
in (C.6) with domain domHmax = H2(L). We derived an equivalent characterization
of H2(L) in Lemma C.7.
Lemma D.13. For each z ∈ C+ there exists exactly one function ψ = ψz ∈ domHmax
such that Hmaxψ = zψ, ψ(0) = 1 and ψ ∈ L2(L).
Proof. We use an argument similar to the definition of the solution map in (D.3). Let
ψ˜ be a function in H2(L) with compact support such that ψ(0) = 1. We set
ψz := ψ˜ − (HD − z)−1(Hmax − z)ψ˜.
Here, HD is the Dirichlet Hamiltonian as defined in Definition 4.7. The function
ψz is well-defined, in L2(L) and satisfies the eigenvalue equation. Furthermore, since
functions in the domain of the Dirichlet Hamiltonian vanish at 0, we also have ψz(0) =
ψ˜(0) = 1. This proves the existence of ψz .
Uniqueness follows from the fact that HD is self-adjoint: Suppose there is another
function ψˆz ∈ H2(L) solving the eigenvalue equation. Then u := ψˆz − ψz ∈ L2(L) is
also a nontrivial solution of (D.18) and u(0) = 0. In particular, u ∈ domHD. Since a
self-adjoint operator cannot have a nonreal eigenvalue, we have u = 0, i.e, ψˆz = ψz. 
We can now define the Weyl-Titchmarsh function as6
m(z) :=
ψ†z(0)
ψz(0)
= ψ†z(0), (D.19)
due to normalization. Note that m is an analytic function on C+. The next lemmas
will show that m maps C+ into C+, i.e., that m is a Herglotz function.
7
Lemma D.14. We have m(z) = Im z‖ψz‖2L. In particular, m is a Herglotz function.
Proof. We have
〈ψ,Hmaxψ〉L0,n − 〈Hmaxψ, ψ〉L0,n =W (ψ, ψ)(n−)−W (ψ, ψ)(0)
since all other boundary terms vanish due to the inner vertex boundary conditions.
Now, the left hand side equals 2i Im z‖ψ‖2L0,n , and −W (ψ, ψ)(0) = 2im(z) and
|W (ψ, ψ)(n−)| ≤ 2|(ψ†ψ)(n−)| = 2|(ψ†ψ)(n+)| → 0
using the boundary condition at n and Lemma C.11. The result follows as n→∞. 
6For the notation (·)† see (4.7).
7A Herglotz or Nevanlinna function m is an analytic function on the upper half-plane C+ such
that Imm(z) > 0 for all z ∈ C+, or, equivalently, an analytic function m : C+ −→ C+.
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We now want to relate the Weyl-Titchmarsh function with (a component of) the
spectral measure ρ associated to H := HD. To do so we need the Green’s function
near the connecting vertices n. Let
Lsplit := { x ∈ L |L \ {x} has two disjoint components L0,x and Lx,∞ }. (D.20)
In particular, points on a loop of the graph do not lie in Lsplit. From Assumption (4.13c)
it follows that n ∈ Lsplit is not an isolated point. In particular, n+ is always succeeded
by an interval contained in Lsplit.
Lemma D.15. For nonisolated points x, y in Lsplit we have
Gz(x, y) = (sz ∧ ψz)(x, y) (D.21)
where
(f ∧ g)(x, y) :=
{
f(x)g(y) if y ∈ Lx,∞,
f(y)g(x) if y ∈ L0,x,
s = sz is the (unique)
8 generalized eigenfunction with sz(0) = 0 and s
†
z(0) = 1, and
Gz(x, y) is the Green’s function for z ∈ C+, i.e., the kernel of (H − z)−1.
Proof. Let f ∈ L2(L) and
g(x) :=
∫
L
(s ∧ ψ)(x, y)f(y) dy =
∫
L0,x
s(y)f(y) dy ψ(x) +
∫
Lx,∞
ψ(y)f(y) dy s(x).
It is easy to see that g is smooth on the interior of Lsplit, that g satisfies the boundary
conditions at those vertices in Lsplit (here, we need the fact that x is not isolated in
Lsplit in order to apply a limit argument). Furthermore, a simple calculation shows
that −g′′(x) − zg(x) = W (s, ψ)(x)f(x) = f(x) since the Wronskian is constant on
Lsplit (see Lemma D.12) and equals 1 due to our boundary condition at x = 0. The
Green’s function is pointwise defined, smooth away from the vertices and satisfies
the boundary conditions at each vertex in x and y separately (cf. Corollary C.16).
In particular, g(x) =
∫
L
Gz(x, y)f(x) dy for all x ∈ L. Since a continuous kernel is
uniquely defined, (D.21) follows for nonisolated points in Lsplit. 
In the general graph-decorated case, it may happen that δ′0 is not a cyclic vector. In
this case, one has to assure that the spectral measure on the complement can only be
pure point:
Lemma D.16. We have
m(z) = ∂xyGz(0, 0) =
∫
R
1
λ− z dρˆ(λ) (D.22)
where dρˆ(λ) :=
∑
j |ϕ′λ,j(0)|2 dρ(λ). In addition, there is a countable set Epp ⊂ R such
that the measure ρˆ+ρpp is a spectral measure for H and ρpp is pure point and a spectral
measure for H1Epp(H). In particular, on a tree graph, Epp = ∅, i.e., ρˆ = ρ itself is a
spectral measure for H.
Proof. The first equality follows from (D.21), the fact that 0 is not isolated in Lsplit
(cf. (4.13c)) and the definition of m(z) in (D.19).
For the second equality, we use the pointwise representation of Corollary C.16
and (C.16) for x, y = 0. We set Epp := { λ | ∂xye˜λ(0, 0) =
∑
j |ϕ†λj(0)|2 = 0 }. In
Lemma C.15 we have seen that Epp ⊂ E(L), where E(L) is the countable set of excep-
tional energy values (see Lemma D.6).
8Note that z ∈ C+ is always a nonexceptional energy (cf. Definition D.5).
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Since the derivative of the kernel in (C.16) is also defined at x, y = 0, we have
ρˆ(I) = (δ′0,1I(H)δ
′
0) =
∫
I
∂xye˜λ(0, 0) dρ(λ) (D.23)
which shows that ρˆ is a spectral measure for the part of the operator H on the com-
plement of Epp. Clearly, the countable set Epp can only support a pure point measure,
i.e., ρpp(I) := ρ(I ∩ Epp) is a pure point measure and ρˆ + ρpp is a spectral measure
for the whole operator H . Here, (·, ·) is the dual pairing of the Hilbert scales H−2 and
H2 := domH . In addition, we set δ′0f := f †(0). Note that δ′0 ∈ H−2 due to (C.2) and
(C.9). 
E. Spectral averaging
Using the Weyl-Titchmarsh function, we want to prove a spectral averaging formula
in the sense that integrating the spectral measure of H = H(ω) on L0 with respect to
the first random variable ω1 ∈ Ω1 yields in a measure absolutely continuous with respect
to the Lebesgue measure. The Weyl-Titchmarsh function associated to H = H(ω)
(see Section D.2) has the advantage that there is a formula (cf. (E.4)) separating
the first random variable ω1 ∈ Ω1 from the other ones ωˆ = (ω2, . . . ) ∈ Ωˆ where
ω = (ω1, ωˆ) ∈ Ω = Ω1 × Ωˆ.
Let L = L(ω) be a random line-like graph as defined in Section 4.2. For a uni-
modular matrix A ∈ SL2(C) we denote by [A] : C −→ C the corresponding Mo¨bius
transformation associated to A, i.e., if
A :=
(
a b
c d
)
∈ SL2(C) then [A]m := c + dm
a + bm
for m 6= −a/b. Our definition of [A] differs from the standard one due to the fact
that the projection of ~Ψ = (ψ, ψ′) ∈ C2 (~Ψ 6= 0) onto the complex projective line is
[~Ψ] := ψ′/ψ. We use this convention since the transfer matrix A acts on ~Ψ := (ψ, ψ†)
and the Weyl-Titchmarsh function associated to H = H(ω) on the line-like graph
L = L(ω) is given by m(z) = [~Ψz] = (ψ
†
z/ψz)(0).
We denote by Tz(ω1) the transfer matrix of a single graph decoration (see
Lemma D.6). Note that the transfer matrix is defined for all z ∈ C \ R.
Our main tool in this section will be the following estimate. Let λ± ∈ R.
Definition E.1. We say that spectral averaging holds in the compact set Σ0 ⊂ [λ−, λ+]
if for C4 > 0 and ε0 > 0 there exists a constant C3 = C3(λ±, ε0,Ω1, C4) such that∫
Ω1
Im
([
Tz(ω1)
−1]m) dP1(ω1) ≤ C3 (E.1)
for all z = λ + iε ∈ Σ0 × i(0, ε0] and all m ∈ C+ such that ε|m| ≤ C4 and
Im ([Tz(ω1)
−1]m) > 0.
We will see in (E.9)–(E.10) that the Mo¨bius transformation in (E.1) has no poles
in C+. Furthermore, we will relate this estimate to the Weyl-Titchmarsh function
m(z) for the line-like graph L = L0. Here and in the sequel, ψ = ψz is the unique
eigenfunction Hψ = zψ with ψ(0) = 1 and ψ ∈ L2(L). If L = L(ω), then ψz also
depends on ω. More generally, we define the Weyl-Titchmarsh function for the line-
like subgraph Ln (see Section 4.2) as
mn(z) := (ψ
†
z/ψz)(n+). (E.2)
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Lemma E.2. The function mn is a Herglotz function, i.e., mn is the Weyl-Titchmarsh
function for Ln. In addition, mn(z) only depends on the random variables ωˆn :=
(ωn+1, ωn+2, . . . ), and is given explicitly by
mn(z, ωˆn) = [Tz(ωn)]mn−1(z, ωˆn−1) (E.3)
Proof. The proof that the solution space of Hu = zu on Ln is one-dimensional is the
same as the proof of Lemma D.13. In particular, the solution is determined by its value
at ψz(n+) and mn(z) only depends on the data of Ln, i.e., mn(z) only depends on ωˆn.
From Lemma D.14 applied to Ln, we see that also Immn(z) > 0 for z ∈ C+. The last
equality follows from the definition of the transfer matrix (cf. Section D.1). 
In particular, we have
m0(ω, z) = [Tz(ω1)
−1]m1(ωˆ, z) (E.4)
where m0 is the Weyl-Titchmarsh function on L = L0(ω). In addition, m1 is the
Weyl-Titchmarsh function on L1 = L1(ωˆ) and ωˆ := ωˆ1, i.e., ω = (ω1, ωˆ) ∈ Ω = Ω1× Ωˆ.
Remark E.3. Note that Imm0(ω, z) > 0 if Imm1(ωˆ, z) > 0 although Tz(ω) generally
has complex entries. It is the nontrivial dependence of z entering in m1 and the
transfer matrix Tz(ω1) which makes the quantum graph problem different from spectral
averaging methods considered for other models before (see e.g. [GM03]) where usually
only real entries are considered.
We can now prove the main result of this section:
Theorem E.4. The spectral measure ρ = ρω of H = H(ω) on the line-like graph
L = L(ω) splits into two measures ρ = ρˆ+ ρpp where ρpp is pure point.
In addition, if (E.1) holds in Σ0 ⊂ [λ−, λ+], then the measure ρˆ = ρˆω averaged over
the first random variable ω1 is absolutely continuous w.r.t. the Lebesgue measure, i.e.,
there is a constant C5 = C5(λ±,Ω1) > 0 uniform in ωˆ such that∫
Ω1
ρˆ(ω1,ωˆ)(I) dP1(ω1) ≤ C5 λ(I) (E.5)
for all measurable sets I ⊂ Σ0, where λ denotes Lebesgue measure.
Proof. From (D.22) and the theory of Herglotz functions (see e.g. [PF92, App. A]) we
have
ρˆω(I) = lim
ε→0
1
π
∫
I
Immω(λ+ iε) dλ
provided ∂I does not contain eigenvalues of H = H(ω). Note that
∫
R
1
1+|λ| dρ(λ) <∞
by Corollary B.5 and Lemma C.12. Now,
π
∫
Ω1
ρˆω1,ωˆ(I) dP1(ω1) =
∫
Ω1
(
lim
ε→0
∫
I
Imm0
(
λ+ iε, (ω1, ωˆ)
)
dλ
)
dP1(ω1)
=
∫
Ω1
(
lim
ε→0
∫
I
Im [Tz(ω1)
−1]m1(λ+ iε, ωˆ) dλ
)
dP1(ω1).
Now m1(z, ωˆ) is a Herglotz function and all components of ωˆ are iid random variables.
In particular, there exists a constant C4 = C4(λ±, ε0,Ω1) such that ε|m1(λ+iε, ωˆ)| ≤ C4
for all z ∈ Σ0 + i(0, ε0) ⊂ C+. Interchanging the first integral and the limit by
Fatou’s lemma, we use Fubini’s theorem to exchange the order of integration and
obtain from (E.1),
π
∫
Ω1
ρˆω1,ωˆ(I) dP1(ω1) ≤ C3 λ(I)
i.e., C5 = C3/π. 
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In the rest of this section we provide some criteria guaranteeing (E.1). In our ap-
plications, it will be more convenient to use w =
√
z as spectral parameter where we
choose the branch with Im
√
z > 0, i.e., cut along R+. We write the transfer matrix as
Tz(t) = D(b)Tˆz(t), Tˆz(t) =
(
t11(t, w) t12(t, w)
t22(t, w) t22(t, w)
)
(E.6)
where Tˆz(t) = Tz(G∗(t)) or Tˆz(t) = S(t)Tz(G∗) in a random length, respectively,
Kirchhoff model, denotes the transfer matrix of the decoration graph G∗(t) as de-
fined in (D.12). We also assume that Ω1 = [t−, t+] and often write t = ω1 for the
integration parameter.
Let Ln be the complex logarithm on the infinite sheeted Riemann surface C˜∗ with
branching points at 0 and ∞. For a map t → a(t) ∈ C∗ := C \ {0} we denote by
t→ a˜(t) the lift of t 7→ a(t) onto C˜∗ such that a˜(0) lies in the first sheet (given by the
argument 0 ≤ ϕ < 2π). Note that if a(t) = r(t)eiϕ(t) for continuous functions r(·) and
ϕ(·), then Ln a˜(t) = ln r(t) + iϕ(t). In particular, we decompose the denominator of
the Mo¨bius transformation [Tˆz(t)
−1]m, namely
fw,m(t) := t22(t, w)− t12(t, w)m = rw,m(t)eiϕw,m(t), (E.7)
into its polar decomposition with continuous functions rw,m and ϕw,m.
Lemma E.5. Suppose that P1 has a bounded density on Ω1 := [t−, t+] with respect to
the Lebesgue measure, i.e., dP1(t) = η(t) dt and 0 ≤ η(t) ≤ ‖η‖∞ for almost all t.
Suppose in addition, that there are complex constants Aw, Bw ∈ C such that
[Tˆz(t)
−1]m = −Aw
f ′w,m(t)
fw,m(t)
+Bw (E.8)
and measurable subsets Σj ⊂ [λ−, λ+] with
⋃
Σj = [λ−, λ+] up to a discrete set such
that for all w =
√
λ+ iε with λ ∈ Σj, 0 < ε < ε0 we have
(i) for each j ∈ N, there is a constant C6 = C6(j, λ±, ε0) > 0 such that
|ReAw| ≤ C6, |Bw| ≤ C6 and |ImAw| ≤ C6 ε;
(ii) the winding number is bounded, i.e., there exists N > 0 such that |ϕw,m(t+)−
ϕw,m(t−)| ≤ N for all m ∈ C+.
All constants and error estimates are supposed to depend only on Σj and ε0. It suffices
to choose m ∈ C+ such that ε|m| ≤ C4. Here, C6 and N may depend on C4 but not on
m directly. Then there exist Σ′j ⊂ Σj such that
⋃
j Σ
′
j = Σ0 up to a discrete set such
that (E.1) is fulfilled in Σj with
C3 = C3(j) = C6‖η‖∞
(
εO(| ln ε|) +N + (t+ − t−)
)
.
If ImAw = 0 we can choose Σ
′
j = Σj.
Proof. From (E.8) we obtain
Im
∫ t+
t−
[Tˆz(t)
−1]mη(t) dt ≤ ‖η‖∞Im
[−Aw Ln f˜w,m(t) +Bwt]t+t−
= ‖η‖∞
[
−ImAw ln rw,m(t+)
rw,m(t−)
− ReAw
(
ϕw,m(t+)− ϕw,m(t−)
)
+Bw(t+ − t−)
]
≤ ‖η‖∞
[
|ImAw|
∣∣∣ln rw,m(t+)
rw,m(t−)
∣∣∣ + |ReAw|∣∣ϕw,m(t+)− ϕw,m(t−)∣∣+ |Bw||t+ − t−|]
so that the estimate follows from the assumptions once we have shown that rw,m(t+) is
bounded from above by a polynomial in ε−1 and that rw,m(t−) is bounded from below
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by a polynomial in ε; uniformly for all w =
√
λ+ iε, λ ∈ Σj, 0 < ε ≤ ε0 and for all
m ∈ C+ such that |m| ≤ C4/ε (the polynomials may depend on C4, but not on m
itself). Note that if ImAw = 0, we can skip the estimate on rw,m(t±) and we are done.
To estimate rw,m(t±), we write
fw,m(t) = t12(t, w)
(t22(t, w)
t12(t, w)
−m
)
=
1
Λ01(t, z)
(
Λ11(t, z)−m
)
(E.9)
for z /∈ E(G∗(t)) using (D.12). Note that t12(t, w) = 1/Λ01(t, z) 6= 0 due to (D.12). The
series representation (D.9) of the Dirichlet-to-Neumann map Λ(t, z) of the decoration
graph G∗(t) yields
Im
t22(t, w)
t12(t, w)
= ImΛ11(t, z) = −ε
∑
k
|ϕ†k(o1)|2
|λk − z|2 =: −ε C7(z). (E.10)
Now let k0 be an index for which λk > λ+ and z0 := λ− + iε0. Then
C7(z) ≥
∑
k≥k0
|ϕ†k(o1)|2
|λk − z|2 ≥
∑
k≥k0
|ϕ†k(o1)|2
|λk − z0|2 =: C8. (E.11)
We also need a lower bound on the module of t12 = 1/Λ01, i.e., an upper bound on
|Λ01(t, z)|, namely
|Λ01(t−, z)| ≤
∑
k
|z||ϕ†k(o0)ϕ†k(o1)|
λk|λk − z| + |Λ01(t−, 0)|.
We restrict the values of λ to the subset
Σ′j :=
{
λ ∈ Σj
∣∣ |Λ01(t, λ)| ≥ 1/j and |λ− λk| ≥ 1/j for all k, t = t± }
and assume that z = λ+iε with λ ∈ Σ′j . A compactness argument yields the existence
of a constant C9 > 0 depending only on j, t− λ± and ε0 such that |Λ01(t−, z)| ≤ C9.
Since m ∈ C+ and Im t22/t11 ≤ −ε C8, we deduce rw,m(t−) ≥ εC8/C9.
The upper bound can be obtained similarly: Here, we need an upper bound on |t12|
and |t22/t12|, i.e., a lower bound on |Λ01| and an upper bound on |Λ11|. The upper
bound |Λ11(t+, z)| ≤ C10 for z ∈ Σ′j + i(0, ε0] can be obtained as above for Λ01. For the
global lower bound on Λ01(z) = Λ01(t+, z) we have
|Λ01(z)| ≥ |Λ01(λ)| − ε|Λ′01(λ+ iτε)| ≥
1
j
− εC11
where z = λ+iε, τ ∈ (0, 1) and C11 is the maximum of Λ′01(z) in a compact set avoiding
the poles of Λ01 (where Λ01(z) is large). Therefore, there exists C12 = C12(j) such that
|Λ01(z)| ≥ C12 for all z ∈ Σj × (0, ε0] and for ε0 = ε0(j) small enough. Note that still⋃
Σ′j = [λ−, λ+] up to a discrete set since by Assumption 5.2 (iii), { λ |Λ01(t±, λ) = 0 }
is discrete. Finally, we have shown rw,m(t+) ≤ (C12)−1(C10 + C4/ε) = O(ε−1). 
Remark E.6. Note that the constants defined in the proof below (for example C8
in (E.11)) still depends on the decoration graph G∗(t±) via the eigenvalues and eigen-
vectors of G∗(t±). But here we see the advantage of the spectral averaging: After
integrating, we only have to control the behavior at the points t± of the random space,
not a uniform estimate over all t = ω1 ∈ Ω1 (which is in general not possible). In fact,
even if we would have global lower bounds on the denominator of the Mo¨bius trans-
formation, we are usually not done, since the estimates are of order ε−1 and therefore
unbounded as in the proof above.
We will give two particular examples in which the spectral averaging estimate can
be deduced from Lemma E.5.
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Random length models. There is a particular simple form of the transfer matrix in
certain random length models: Suppose that Tz(ℓ) = D(b)TˆzT˜z(ℓ) where ℓ = ω1 ∈ R,
Tˆz = (tˆij(z)) ∈ SL2(C) and ℓ 7→ T˜z(ℓ) = e−ℓXz is a one-parameter group in SL2(C)
with Xz ∈ sl2(C), the Lie algebra of SL2(C). We assume that
T˜z(ℓ) =
(
t˜11(ℓ, w) t˜12(ℓ, w)
t˜21(ℓ, w) t˜22(ℓ, w)
)
and Xz =
(
βz αz
γz −βz
)
. (E.12)
Using d
dℓ
Tz(ℓ) = T˜z(ℓ)Xz we obtain (denoting (·)′ the derivative w.r.t. ℓ)
t˜′12 = αt˜11 − βt˜12 and t˜′22 = αt˜21 − βt˜22.
If α 6= 0, we can decompose
[T˜z(−ℓ)Tˆ−1z ]m = −
t˜21(tˆ22 − tˆ21m) + t˜11(tˆ21 − tˆ11m)
t˜22(tˆ22 − tˆ21m) + t˜12(tˆ21 − tˆ11m)
= −(t˜
′
22 + βt˜22)(tˆ22 − tˆ21m) + (t˜′12 + βt˜12)(tˆ21 − tˆ11m)
α
(
t˜22(tˆ22 − tˆ21m) + t˜12(tˆ21 − tˆ11m)
) = − f ′w,m(ℓ)
αfw,m(ℓ)
− β
α
where fw,m(ℓ) denotes the denominator of the Mo¨bius transformation so that Aw :=
1/α and Bw := −β/α in the notation of (E.8).
Typically, ℓ denotes the length and T˜z(ℓ) = Rpw(wℓ) where Rw(ϕ) is defined in (2.14)
and p > 0 is a fixed parameter, so in particular, β = 0, α = 1/p ∈ R and γz = pz ∈ C.
Then
T˜z(ℓ) =
 coswℓ sinwℓpw
−pw sinwℓ coswℓ
 (E.13)
where w =
√
z and Re z, Im z > 0 (we choose the branch with Im
√
z > 0). In this
case, we obtain from the previous lemma:
Corollary E.7. Assume that the single transformation matrix has the form
Tz(ℓ) = D(b)TˆzRpw(wℓ).
Suppose in addition that Ω1 = [ℓ−, ℓ+] and that P1 has a bounded density with respect
to the Lebesgue measure, i.e., dP1(ℓ) = η(ℓ) dℓ and 0 ≤ η(ℓ) ≤ ‖η‖∞ for almost all ℓ.
Then (E.1) is fulfilled for all λ ∈ [λ−, λ+].
Proof. In our case, we have Aw = 1/α = p and Bw = 0. Furthermore, the winding
number of f˜w,m can be estimated by a fixed number depending only on λ± and ℓ±. In
particular, the assumptions of Lemma E.5 are fulfilled. Since ImAw = 0, we can skip
the estimate on the real part of the logarithm and do not need the exceptional sets
Σj . 
In general, changing the length of a subgraph Gn does not yield a one-parameter
group. For such general random length model the integrand is in general a very com-
plicated rational function in w, sinwℓ and coswℓ.
Random Kirchhoff models. Suppose that Tz(q) = D(b)S(q)Tˆz where S(q) is the
shearing matrix as in (2.14), where q = ω1 ∈ Ω1 = [q−, q+] and where Tˆz is the
transition matrix for a (fixed) decoration graph, i.e., we assume a Kirchhoff model
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where the vertex potential is at the end point of the decoration graph. A simple
calculation shows that
[Tz(q)
−1]m = [Tˆ−1z ](−q + bm) =
−t21 + t11(−q + bm)
t22 − t12(−q + bm)
=
1
t12
( 1
t22 − t12(−q + bm) − t11
)
=
1
(t12)2
f ′w,m(q)
fw,m(q)
− t11
t12
with the notation of (E.6) (tij = tij(q, w)) and (E.7).
Corollary E.8. Suppose that Ω1 = [q−, q+] and that P1 has a bounded density with
respect to the Lebesgue measure, i.e., dP1(q) = η(q) dq and 0 ≤ η(q) ≤ ‖η‖∞ for
almost all q. Then there is a sequence Σ′j ⊂ [λ−, λ+] with
⋃
j Σj = [λ−, λ+] up to a
discrete set such that (E.1) is fulfilled for all λ ∈ Σj with a constant C3 depending on
j.
Proof. Again, we use Lemma E.5. We have seen in the calculation above that Aw :=
1/(t12)
2 = (Λ01(z))
2 and Bw := −t11/t12 = Λ00(z) (see (D.12)). The upper bounds
on |ReAw| and |Bw| can be found as in the proof of Lemma E.5. Note in addition
that ImAw = 2ReΛ01(z)ImΛ01(z) = O(ε) using again the series representation of
the Dirichlet-to-Neumann map (D.9). The winding number is bounded by π since
q 7→ fw,m(q) describes a line in the complex plane. 
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