The timely and accurate detection of traffic incidents is beneficial to reduce associated economic losses and avoid secondary crashes. Inspired by the impressive success of the image classification algorithms, especially convolutional neural networks (CNNs), this study proposes a novel framework to detect highway traffic incidents by learning the traffic state as images. In such a framework, the probe vehicles equipped with the global positioning system equipment are used to obtain data. The Gramian Angular Difference Fields and Piecewise Aggregation Approximation algorithms are used to convert the link speed time series data into images. CNNs can extract the traffic features based on these images and consider an incident detection problem as a binary classification task. Further, the effectiveness of the proposed framework is evaluated by applying it to detect the traffic in a real-world environment, i.e., the Guangzhou Airport Expressway. The results illustrate that the proposed model outperforms several other algorithms with respect to almost all the performance indexes, including the detection rate with different false alarm rates and the area under the receiver operating characteristic curve.
I. INTRODUCTION
Traffic incidents refer to non-recurrent events that result in traffic congestion [1] . The drivers who encounter traffic incidents brake or switch to other lanes, resulting in traffic congestion and a drastic decrease drop in road capacity. In 2007, additional costs of 4.2 billion hours, 2.8 billion gallons of fuel, and $87.2 billion were incurred among the urban Americans owing to traffic congestion [2] . Timely and accurate detection of traffic incidents is beneficial to reduce the associated economic losses and avoid secondary crashes. In addition, traffic managers can immediately respond and perform appropriate measures to rescue the injured parties and relieve the traffic congestion. Furthermore, the traffic incidents influence the traffic flow and volume; therefore, Zhong et al. [3] , [4] proposed a method based on The associate editor coordinating the review of this manuscript and approving it for publication was Razi Iqbal .
Cross-Entropy Method (CEM) and a scheme for traffic volume control, respectively.
Hence, it is considerably important to detect traffic incidents. The automatic detection of traffic incidents refers to the usage of algorithms to identify such incidents. In addition, rapid and accurate detection of traffic incidents is one of the main challenges. Recently, the traffic research institutions in various countries have achieved advancements in this field and proposed many solutions and algorithms. The traffic incident detection algorithms have different data requirements, preconditions, and complexity, which are mainly divided into two categories, i.e., direct and indirect detection methods.
The former method uses the video imaging technology and manual alarm reception. The video imaging technology uses the cameras on the road to detect traffic abnormalities by digitally processing the video images, such as the images of vehicle collision, emergency parking, illegal parking, retrograde traffic, and traffic congestion. Additionally, the video image technology typically denotes short-distance detection, i.e., within 300m of the camera used to capture such videos. The detection principles include (1) warning when the queue length of the vehicles on the road becomes longer than the set threshold, (2) tracking and trajectory analysis of the moving objects in video images and warning when abnormal events, including vehicle parking, retrograde vehicles, slow-moving vehicles, illegal lane changing, and pedestrians and abandoned objects, are observed, and (3) identification of the weather conditions that influence traffic safety, such as fog, which influence the traffic safety. The proposed method exhibits many advantages, such as convenient installation and maintenance as well as long service life, when compared with other data acquisition methods. Furthermore, the proposed method can provide basic data support and decision-making basis for achieving road traffic management. However, this necessitates a large amount of capital investment, and the current usage of surveillance videos is limited to the less-efficient manual observation. Furthermore, the shooting equipment is vulnerable to light, weather, and other factors, which considerably reduces the applicability of video monitoring for achieving intelligent analysis and traffic information collection [5] . Manual alarm reception omits the data acquisition process of the sensor equipment and identifies traffic incidents based on telephone alarm of witnesses. Its advantages include quick response and high credibility; however, several problems, such as inaccurate or incomplete information in case of the description of the eyewitness with respect to the location, cause, and severity of accidents as well as false alarm or pranks, are inevitably observed owing to the complexity of the report content.
Further, indirect detection methods, such as the early comparison method (the popular California Algorithm), artificial intelligence method, and single or multiple fusion algorithm, mainly utilize the ground inductance coil or the global positioning system (GPS) data. The neural network (NN) algorithm is representative of the indirect detection methods. The name of this algorithm is obtained from NN, which simulates the human brain to make decisions, as shown in Fig. 1 . The convolutional neural networks (CNNs), which add the convolutional operation to NN, have become increasingly important with a drastic increase in the computing power. Inspired by the considerable success of CNN and computer vision, the incident detection problem is transformed into an image classification task. Obviously, the traffic parameters, including speed, are typically slow to change under incidentfree conditions within a short period, which is the main principle used in this study to detect incidents. Further, an incident may occur if the average link speed, i.e., the average simultaneous speed on a link, rapidly changes, as illustrated in Fig. 2 . In previous studies [6] and [7] , a framework was proposed to evaluate the travel time and the methodology was validated by analyzing the effect of the traffic incidents on travel time at the Hanshin expressway in Japan. Furthermore, an online travel time prediction model, which mainly focused on the effect of anomalies, such as traffic incident, was used. The main contributions of the study can be given as follows.
• We utilize the Gramian Angular Difference Fields (GADF) [8] and Piecewise Aggregation Approximation (PAA) [9] algorithms to convert the link speed time series data into images as input for the CNN model.
• We propose a novel CNN framework to transform traffic incident detection into a binary classification problem and improve the performance of certain popular methods.
• We visualize several training and prediction processes to demonstrate the function of the CNN model.
• We conduct the proposed experiment in the Guangzhou Airport Expressway. The results illustrate that the model outperforms other algorithms. However, the main principle of the framework is based on the drastic fluctuation of the changes in link speed during incidents; therefore, we may not be able to detect the traffic incidents if the fluctuation is extremely less. In this study, a case study is conducted with respect to the Guangzhou Airport Expressway (from the Pingsha Toll Gate to the Guangzhou Baiyun International Airport for a total length of 16.7 km). We divide the expressway into 17 links at 1km length intervals, except for the final link, which exhibits a length of 0.7 km. The model required records of the incidents and data of the probe vehicles obtained using the GPS equipment. The selected time range is from March to April 2014, and the sample numbers are 350 and 4,275 for incident and incident-free conditions, respectively. The data were split into three sets, i.e., training, validation, and test in proportions of 60%, 20%, and 20%, respectively. The proposed method was compared with four other algorithms, including AlexNet [10] , which may be the most renowned deep learning framework, Support Vector Machine (SVM) [11] , Random Forests [12] , and LightGBM [13] . The experiments illustrate that the proposed model displayed better results when compared with those exhibited by others with respect to almost all the performance indexes, including detection rate at different false alarm rates, the false alarm rate at different of detection rates, and the area under the receiver operating characteristic curve (AUC).
II. RELATED WORK
Based on the theory and operation principles, indirect detection methods are mainly classified into comparative, statistical, time series, traffic models and theoretical, and artificial intelligence algorithms.
The comparative algorithms (or pattern recognition algorithms) rely on identifying and distinguishing anomalous traffic patterns from normal conditions. The principle of comparative algorithms is that an incident will simultaneously increase and decrease the occupancy levels of a loop detector upstream and downstream, respectively. These algorithms compare the traffic parameters (e.g., speed, occupancy, and volume) with the preset thresholds. An alarm will be issued if the parameters exceed the said thresholds. As a representative of the comparative algorithms, the California algorithm, developed by the California Department of Transportation in the 1960s, employs the following judging conditions: (1) the absolute difference between the upstream and downstream detector occupancies (OCC df = OCC up − OCC down ); (2) the ratio of the absolute difference between the upstream and downstream detector occupancies and the upstream detector occupancy (OCC up df = OCC df /OCC up ); and (3) the ratio of the absolute difference between the upstream and downstream detector occupancies and the downstream detector occupancy (OCC down df = OCC df /OCC down ). If the three calculated values exceed the preset thresholds, then an alarm will be issued with respect to the incident. In 1973, ten versions were verified based on the California algorithm. Among them, #7 modified the third condition into the change rate of downstream detector occupancy with time, whereas #8 used the suppression characteristic, i.e., the event alarm is delayed for 5 min after a compression wave is recognized. The two improved algorithms are considered to be better [14] and benchmarks for other algorithms. The California algorithm exhibits inherent disadvantages despite improvements, i.e., separately calibrating the thresholds with respect to each road section is a difficult task for a large road network.
The statistical algorithms determine whether a significant difference exists between the real detector data and the estimated or predicted values [15] . This type of algorithm uses the time series data for modeling the actual traffic patterns and creating a range of predicted values. Any unexpected traffic change is classified as an incident by comparing it with the predicted traffic flow. Levin and Krause [16] developed a Bayesian-based approach that was used to mathematically determine an optimal threshold for classifying the incident and incident-free conditions based on the Bayesian concept. This approach exhibited efficient operation in comparison with the California algorithm and two other algorithms. The Standard Normal Deviates (SND) algorithm was developed by the Texas Transportation Institute in 1974 [17] . The key principle of this algorithm is to determine the SND via simple statistical analysis. An incident alarm will be issued if the computed SND becomes larger than the preset threshold. A common disadvantage associated with the statistical algorithms is that they require the determination of the preestablished thresholds, which may vary with the scenario.
The time series algorithms tend to eliminate the short-term traffic disturbances using large time windows for analyzing or smoothing the raw data. Similar to the statistical algorithms, the processed data will be compared with the preset thresholds. In a previous study [18] , the author used the Autoregressive Integrated Moving-Average (ARIMA) model to forecast the traffic occupancies and their 95% confidence intervals within a short duration. An alarm will be issued if the current condition deviates from the range predicted by the algorithm.
The traffic model and theoretical algorithms describe and predict the traffic behaviors under incident conditions using complex traffic flow theories and compare the estimations between such theories and the real-time traffic flow parameters. The catastrophe theory posits that one variable exhibits a sudden discrete change, whereas other related variables, including speed, flow, and occupancy, exhibit only a continuous and smooth change [19] . An incident alarm will be issued in the absence of the corresponding increase in flow and occupancy when the speed considerably decreases.
Furthermore, an increasing number of techniques based on artificial intelligence is applied to traffic incident detection with the development of artificial intelligence, and positive results are obtained. Fuzzy set algorithms [20] , [21] can output the probability of an incident, i.e., they provide clear signals of incident or incident-free conditions. These algorithms are applied to scenarios in which data are incomplete or missing by developing fuzzy boundaries to obtain approximate reasoning. Ma et al. [22] proposed a method based on CNN to learn traffic as images and predict the traffic speed. Asakura et al. [23] referred to two incident detection methods based on the data obtained from probe vehicles and conducted a binary classification of incidents or non-incidents (using actual and simulated data). Chen et al. [24] proposed a PCNN framework to predict short-term traffic congestion, which comprises two components, i.e., transformation of the time series into a two-dimensional (2-D) matrix as the input of the PCNN model and convolutional operation. Lu et al. [25] proposed a methodology that utilized the data obtained from sparse detectors to estimate the freeway travel time in realtime because of the vulnerability associated with loop detectors. Singh and Mohan [26] utilized a model containing a stacked autoencoder to automatically detect road accidents using surveillance videos exhibiting raw pixel intensity and evaluated the effectiveness of the model in the Hyderabad City, India. Wang et al. [27] focused on the evaluation of the spatiotemporal impact of traffic incidents via an integer programming approach, reducing the total computing time by up to 98%. Using the dictionary-based compression theory, Zhang et al. [28] conducted an experiment across three geographical levels, i.e., detector, intersection, and sub-region, and observed the important characteristics associated with the traffic flow patterns. It is essential to identify the location of the traffic congestion to resolve it; therefore, He et al. [29] proposed a method based on low-frequency probe vehicle data (PVD) to detect traffic congestion. Using cooperative vehicle infrastructure systems (CVIS) and machine vision, Tian et al. [30] proposed an automatic detection method for car accidents and established an image dataset named CAD-CVIS to enhance the accuracy of the method. Pu et al. [31] built a novel framework named STLP-OD, which can detect non-recurrent traffic outliers by considering propagation from one road to other roads. Cheu et al. [32] used the SVM models to conduct freeway incident detection on the I-880 freeway in the San Francisco Bay area. Dogru and Subasi [33] adopted Random Forests and simulated data obtained from vehicular ad-hoc networks to determine the occurrence or non-occurrence of traffic incidents. As a powerful algorithm proposed by Microsoft, LightGBM has been used in detection problems in many areas, such as fall systems [34] and static PE malware [35] , although its application in traffic incident detection is observed to be lacking. Fig. 3 depicts the total proposed framework, which comprises consists of three parts, i.e., A. data processing, B. conversion of the speed time series into images, and C. classification model.
III. METHODOLOGY

A. DATA PROCESSING
This study focuses on the GPS data obtained from probe vehicles, including speed and time. Table 1 provides several examples of the incidents, where ''Signal Time'' and ''Dis- tance'' denote the time at which the data is uploaded and the distance between the location of the vehicle at ''Signal Time'' and Pingsha Toll Gate, respectively. The time range and distance are 30 min and 1 km (i.e., the length of a link), and the stride of time is 5 min. For example, the time ranges of two samples are from 5:00 to 5:30 and 5:05 to 5:35.
B. CONVERSION OF THE SPEED TIME SERIES INTO IMAGES
Given the speed time series V = {v 1 , v 2 , . . . , v n } of n observations, we rescale V intoṼ = {ṽ 1 ,ṽ 2 , . . . ,ṽ n } in which all the values fall in the [0, 1] interval. Equation (1) is the transformation formula.
where v i ∈ V ,ṽ i ∈Ṽ and 0 ≤ṽ i ≤ 1.
We then utilized GADF [8] for imaging the time series, which is defined as follows. The definition of GADF can be given as follows:
where I is the unit row vector [1, 1, . . . , 1]. However, two problems are observed to remain, i.e., (1) the size of the GADF images are very large, which will become n × n if the size of the raw time series is n, and (2) the number of data points collected in a fixed interval may be inconsistent for many reasons. In addition, the CNN model requires uniform-sized inputs. To solve these problems, we use PAA [9] , which reduces the dimensions from n to N by dividing the data into equal-sized zones and calculating the mean values. Using (3), the speed time series
where v j is the j th element of V andv i is the i th element ofV . In summary, PAA exhibits the following advantages:
• PAA generates images that exhibit the same size with respect to the inputs of the CNN model.
• PAA improves the computational efficiency of the CNN model by reducing dimensions.
• PAA maintains the time series trend. Fig. 4 shows the results of the GADF algorithm in conjunction with the PAA method under various input conditions. Apparently, these methods retain the patterns and fluctuations VOLUME 8, 2020 
C. CLASSIFICATION MODELS
This study employs the CNN model for performing classification. The CNN model mainly comprises convolutional, pooling, dropout, and fully connected layers.
1) CONVOLUTIONAL LAYER
The convolutional layers use filters to slide over an entire image, use a dot product, and obtain a feature map. If only one filter p exists, the formula for convolution operation can be presented as follows:
where y p conv denotes the output, F denotes the activation function, m, n, and o are the three dimensions of the filter, (W r l ) efg represents the coefficient of the convolutional filter at positions e, f , and g, d efg denotes the data value of the input matrix at positions e, f , and g, and b p denotes the bias. In addition, the size of the feature map can be calculated as follows:
where n denotes the size of the output, m denotes the size of the input, k denotes the size of the kernel, and s is the sliding step. Fig. 5 shows the operation of the first convolutional layer whose parameters are illustrated in Table 3 . The filter size is 3 pixel × 3 pixel, and the number is 64. The size of the feature map (output of this layer) is 62 pixel × 62 pixel with a number of 64.
2) POOLING LAYER
The formula for the maximum pooling operation is (6), and two functions, i.e., (1) to reduce the dimension of the feature map and (2) to alleviate the over-sensitivity of the convolution layer to its location. where e ∈ [1, 2, . . . , p], f ∈ [1, 2, . . . , q], p and q are two dimensions of the pooling window size, d ef is the value of the input matrix at positions e and f , and y max pool is the output.
3) DROPOUT LAYER
In this layer, the neural units are randomly dropped out with a probability in this layer [36] . This operation can prevent overfilling and provide an approximate ensemble learning effect [37] .
4) FULLY CONNECTED LAYER
A fully connected layer stretches the three-dimensional image into a one-dimensional vector and learns complex feature interactions at the end of the CNNs. A fully connected layer only denotes a convolution operation, and its only difference compared with a convolutional layer is that the number of filters is equal to the number of input channels. Therefore, the formula of the fully connected layers is the same as that of the convolutional layers, i.e., (4).
5) OTHER FUNCTIONS
The activation function (F in (4)) is Rectified Linear Units (ReLU), which trains faster than the previous activation function. Furthermore, ReLU can reduce the vanishing gradient problem [38] . It is widely used in CNNs and can be expressed as follows:
Finally, the function used for classification is the sigmoid function (8) [39] , which predicts the probability of an incident by transforming the values with respect to the [0, 1] interval. An alarm will be issued regarding an incident if the result is greater than the threshold. Binary cross-entropy (9) is a loss function, and adaptive moment estimation (Adam) [40] optimizer, which is illustrated in Algorithm 1, is adpted for minimization. where N is the number of training samples,ŷ i denotes the probability of the i th sample predicted as a traffic incident, and y i denotes the corresponding observed value.
Algorithm 1 Adam Optimizer
Input: stepsize: α, exponential decay rates for the moment estimates: β 1 , β 2 ∈ [0, 1), stochastic objective function with parameters θ: f (θ ) Output: resulting parameters: θ t Initialisation: 1: parameter vector: θ 0 , 1 st moment vector: m 0 , 2 nd moment vector: v 0 , timestep: t LOOP Process 2: while θ t not converged do 3: t ← t + 1 4: // get gradients w.r.t. stochastic objective at timestep t 5: g t ← ∇ θ f t (θ t−1 ) 6: // update biased first moment estimate 7:
// update biased second raw moment estimate 9: v t ← β 2 · v t−1 + (1 − β 2 ) · g 2 t 10:
// compute bias-corrected first moment estimate 11: m t ← m t /(1 − β t 1 )
12:
// compute bias-corrected second raw moment estimate 13 :
14:
// update parameters 15 :
IV. EXPERIMENTS A. CASE STUDY
As previously mentioned, a case study is conducted with respect to the Guangzhou Airport Expressway (Fig. 6) , which is divided into 17 links (i.e., the length of the first 16 links are 1 km and that of the final link is 0.7 km). Fig. 7 and Tables 1 and 2 denote the examples of GPS data and incident records. 
B. DETAILS
To obtain the input of the CNN model, we input a speed time series of 30 min into the GADF algorithm in conjunction with the PAA method to generate images with a shape of 64 pixel × 64 pixel × 1 pixel. Table 3 presents the architecture of the CNN model, and the proportions of the training, validation, and test sets are 60%, 20%, and 20%, respectively (2775, 925, and 925, respectively).
C. PERFORMANCE INDEXES
To evaluate the performance of the proposed model, the study utilizes three indexes, i.e., accuracy, detection rate and false alarm rate (DR/FAR), and AUC.
1) ACCURACY
As shown in (10) , accuracy is the proportion of the true labels with respect to the total labels. accuracy = number of true labels number of all labels (10)
2) DR / FAR 
In the confusion matrix, the true positive rate (TPR) denotes the ratio of the true positive to the condition positive, which is the sum of the true positive and false negative. The false positive rate (FPR) is the ratio of the false positive to the condition negative, which is the sum of the false positive and true negative. The ROC curve indicates the relation between TPR and FPR. 
3) AUC
This study uses DR and FAR to express the similarity of TPR and FPR, such that the ROC curve indicates the relation between DR and FAR under different thresholds. Here we use AUC as the metric, i.e., the larger, the better. D. RESULTS Fig. 8 denotes the process of the proposed CNN model. The first row illustrates different inputs of the CNN model, which are similar to those in Fig. 4 . The second and third rows reveal the first convolution filters and outputs of this layer (i.e., the number of filters of the first convolutional layer is 64 (8 × 8)), respectively. The first convolution layer was selected because it can capture more details when compared with that captured by the remaining layers, and a massive difference can be observed between the incident-free and incident conditions (first and second columns, respectively). For the latter, most of the second and third rows show an obvious similar pattern as inputs; specifically, several filters and outputs are divided into four sub-parts.
We compare the results of four algorithms, i.e., AlexNet, SVM, Random Forests, and LightGBM. Table 4 presents the different indexes as previously mentioned, and the CNN model exhibited the best performance, except for accuracy. Fig. 9 demonstrates the ROC curves for the five algorithms, where the CNN model exhibited the best performance in terms of AUC (0.9874). Finally, we also perform experiments by utilizing the CNN model on original figures (similar to Fig. 2) , and the accuracy is just 87.17%, which is considerably lower than the performance with respect to the figures generated by GADF and PAA, illustrating the importance of these two algorithms.
We calculated the number of erroneous detections (31), when the accuracy of the model was 96.7% for 925 test samples. After analysis, all the erroneous detections were that incident-free treated as the incident. Therefore, no incident was missing, and the errors can be attributed to the drastic speed fluctuations.
V. CONCLUSION
This study presents and discusses a method for using GPS data to detect incidents. Further, we conducted a case study with respect to the Guangzhou Airport Expressway and utilized the GPS data to obtain the speed time series. Subsequently, the GADF algorithm was used in conjunction with the PAA model to obtain images that illustrate the speed fluctuations. Finally, we developed a CNN model to detect incidents or non-incidents and used different performance indexes to denote the result. Future studies can utilize the additional traffic flow parameters and other models to improve the utility of the proposed algorithm. In the future, we will extend the dataset and conduct more experiments.
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