Non-linear dynamical models of brain activity can describe the spontaneous emergence of large-scale coherent structures both in a temporal and spatial domain. We discuss a number of discrete time dynamical neuron models that illustrate some of the mechanisms involved. Of special interest is the phenomenon of spatio-temporal stochastic resonance in which co herent structures emerge as a result of the interaction of the neuronal system with external noise at a given level punitive data. We then discuss the general role of stochastic noise in brain dynamics and how similar concepts can be studied in the context of networks of con nected brains on the Internet.
Introduction
It has been more than ten years that concepts based on non-linear dynamics, synergetics, attrac tors, and chaos have been introduced as alterna tives to the traditional view of the brain as some form of digital computer (see Van Gelder, 1998 for a recent review of the arguments). In the groundbreaking paper "How brains make chaos in order to make sense of the world" (Skarda and Freeman, 1987 ) a number of arguments are pre sented why -in spite of the neuron/transistor analogy (as elementary switch and storage unit) -the brain processes information in fundamentally different ways. The basic new idea is that interact ing neurons in the brain self-organize dynamically into coherently oscillating structures that are gen erated and recalled by input from external or in ternal sources. These structures are recognizable and reliably identify sensory input like different odors. But they cannot be characterized in simple terms of traditional, linear science. Freem an's group could show that the relevant sensory infor-* This communication is a contribution to the workshop on "Natural Organisms, Artificial Organisms, and Their Brains" at the Zentrum für interdisziplinäre Forschung (Z iF) in Bielefeld (Germany) on March 8 -1 2 , 1998.
Reprint requests to Prof. G. Mayer-Kress. F a x :814-8616876. E-mail: gxmk@psu.edu mation is neither encoded in individual or groups of neurons nor in spectral information of their fir ing activity. Instead, they observed odor-specific changes in the erratic E E G signal from the olfac tory bulb. The changes in the dynamical patterns are fast (< 100 ms) and strongly correlated with the stimulus and therefore identified with bifurca tions of dynamical systems. The terminology of non-linear dynamics in this context seems to be intuitive and certainly was helpful as a heuristic tool in modeling the ob served phenomena. Nonetheless there have been a series of publications over the past ten years that more or less question the existence of "chaos" in the E E G -at least on a global scale (see e.g. Wright and Liley, 1996) . A t least part of the confusion in this discussion is due to some claims of experimen tal "proof" of low-dimensional chaos in E E G data (see e.g. the discussion in Layne et al. (1986) and Rapp (1993) ). On the other hand, it is not very helpful to "disprove" the role of chaos in neuronal dynamics with the help of formal mathematical ar guments. Many non-linear dynamical systems can display epochs of ordered behavior -where it can well be approximated by linear systems -alternat ing with bursts of chaos (Nicolis et al., 1983) in a manner that the long-term average could be con sistent with both periodic and chaotic attractors. Since we have no glimpse of an axiomatic brain theory in sight I am going to take an instrumental ist position and try to discuss domains and limita-tions for the usefulness of dynamical systems con cepts in describing E E G phenomena.1
Neural Networks and Their Interaction with Noise

N euron models as iterated maps
There are quite a number of dynamical models in the literature that describe in more or less phys iological detail the workings of a neuron. Their common characteristics is their "excitability" in the sense that their elements can undergo transi tions to exited states either spontaneously or if their input values reaches a critical level. In the abstract formulation of the model of McCulloch and Pitts (1943) a neuron is represented by a sim ple binary switch that is coupled to all other ele ments with an intensity that is given by a matrix of weight functions. A vast literature in the artificial intelligence community describes how introducing smart algorithms for dynamically changing the "synaptic" weights allow these networks to "learn" and solve a growing number of practical problems.
Mathematically, the McCulloch and Pitts model is an example of a coupled map lattice where the generating map is discontinuous. In Bagley et al. 
Global properties and noise
While it has been widely accepted that non-linearities play an essential role in the microscopic dynamics of neurons (Wright and Liley, 1996) there are still many questions about non-linear ef fects on global scales. Kaneko (1990) The addition of stochastic noise did not lead to the sudden destruction of the wave fronts but in stead to a gradual increase of their curvature. For 2 Apparently boundary conditions of the neocortex cause a resonance effect that is responsible for the fact that frequencies of resting (alpha) E E G oscilla tions systematically decrease with increasing brainsize (see e.g. Nunez, 1996) . For larger values of the noise level spatio-temporal chaos emerges whose average length scales decrease gradually with increasing noise level. This is consistent with the observations in (MayerKress and Kaneko, 1989) . We expect that in the limit of very large noise the central limit theorem will hold. But I think our simulations show that even in the presence of finite noise microscopic chaos can at least effect if not determine the global E E G . This is the case even under the condition of symmetric elements and constant coupling strength for all elements. We should also mention that in all of the param eter domains that we studied in these simulations the average firing rate of the elements was low.
Sim ulation o f ev o k ed response
Since our model showed a robust coupling of macro-structures to micro-dynamics in the pres ence of noise it seems natural to also study the response of our network to external stimuli. In Jung and Mayer-Kress (1995b) we could demon strate that the local firing rate is dramatically increased in the presence of an external stimulus in the presence of noise at a well-defined level. The stimulus in that case consists of a bar that moves at a constant velocity across the array con tributing to the input of the corresponding ele ments. The role of the noise was again critical: The response is selectively enhanced at a precisely de termined critical noise level.
This phenomenon is the generalization of sto chastic resonance to the situation of spatio-temporal arrays3. It is evident that for non-isotropic ar rays selective response to movement direction can evolve. It is less obvious that this simple network can also exhibit velocity sensitive response charac teristics: For a given set of system parameters and 679 3 Stochastic resonance is different from noise induced transitions between attractors (see e.g. Mayer-Kress and Haken, 1984) or in simulated annealing: In the latter the noise helps to select one attrator from a number of co-existing attractors namely the one asso ciated with the minimum (generalized) potential en ergy. After the transition the system remains in the new attractor state even if the noise is turned off. In stochastic resonance, however, the stochastic force is an essential part of the dynamics: For instance there is no state in our model where large scale spirals would be sustained if the noise is turned off.
level of background noise the network shows a clear resonance in the response as a function of the stimulus velocity. Based on these observations we would expect that natural selection has tuned neural parameters like coupling strength between neurons, propaga tion speed, refractory period, effective noise levels etc. to values that support efficient signal detec tion. Of course this tuning would have to be dy namic and could be directly related to the widely studied slow cortical potential (Birbaum er et al.,  1994) . In a computational context one could say that brains have evolved to produce reliable re sults not only in spite of a noisy environment but that they even developed the capability to take advantage of the stochastic perturbations with the help of a form of spatio-temporal stochastic reso nance. For the technical evolution of artificial neural nets this general concept might have farreaching implications in nano-technology imple mentations where noise will play a much more sig nificant role than in micro-electronics. In the more general case where sensory input from a stimulus is projected into different areas of the neo-cortex the situation may be much more complicated: We would expect a situation where a spatio-temporal perturbation interacts with spatiotemporal chaos. The response therefore would 680 have a very broad statistical distribution. This is what is indeed observed in general evoked re sponse experiments where the timing of the stimu lus is determined by external parameters. Using one of Freem an's analogies this would be like a conductor starting at the scheduled time of the concert independent of the state of the orchestra.
Control o f chaos, non-linear resonance, and dynamical key
A complicating factor is, however, that the ob served signal consists of a superposition of back ground signal and the evoked response. According to estimates (Abeles, 1991; Aertsen, 1994; after Freem an (1 9 9 6 )) the modification of the variance of spontaneous background activity by induced (chaotic) dynamics is around one tenth of a per cent. We think that this observation strongly sup ports the argument of triggering external stimuli by the state of spontaneous E E G . That implies that a domain of the observational state space needs to be defined (centered at a reference vec tor given by the signal values at all contributing sensors at a certain time point or sequence of time points (reconstructed state-space vector). Also, having control over selecting the background ac tivity prior to the stimulus should improve signalto-noise ratio through a better defined baseline.
If one takes the dynamical systems and chaos paradigm serious for the description of neocortical activity then much care needs to be applied to issues of initial conditions, timing, and relative phase (Mayer-Kress, 1994). The intricate interac tions between non-linear oscillators and (optimal conditions for) external driving forces have been studied in the context of non-linear resonance and led to the concept of a "dynamical key" (Reiser et al., 1987; Hubler, 1992) . The basic idea is that any non-linear dynamical system will respond most sensitively to input that is closely matched to its intrinsic dynamics including transitions be tween ordered and chaotic behavior. We feel that experimental methods including non-linear reso nance phenomena will play a growing role in fu ture research. F or example it might play a role in how we perceive music (Birbaum er et al., 1996) .
The general concept of "control of chaos" has been introduced in (Hubler, 1989; Ott et al., 1990; Hubler, 1992) and applied in a growing number of different areas. From an engineering point of view it is often desirable to suppress chaotic fluctua tions and induce a transition to more regular dy namics like that of a periodic limit cycle. This idea has been applied to electrical perturbation of ani mal brain dynamics. In Schiff et al. (1994) it could be shown that chaotic activity during induced epi leptic seizures can be controlled in the sense that the activity becomes periodic. It is clear that this experiment is just a proof of principle and not in tended for any clinical applications since periodic seizures are just as bad or worse than chaotic seizures.
For non-pathological situations we observe an irregular space-time dynamics involving different regions of the brain with a temporal evolution in the millisecond to second range. The correspond ing nonlinear model would be that of spatio-temporal chaos. Any attempt of a direct control of this spatio-temporal chaos with electrical stimulation would require a large number of electrodes with a stimulus that follows a complex temporal pattern at each electrode.
There is an interaction between activity of the individual neurons and the coherent activity of the order parameter. This can be interpreted as "in complete slaving" (Haken and Haken-Krell, 1997) which then leads to incoherent perturbations from the unslaved neurons in the form of quasi-stochastic noise. In the model simulations mentioned above we could show that arrays of coupled neu ronal threshold elements can exhibit spatio-tem poral stochastic resonance. That shows that the noise perturbations can play an important role in the information processing capabilities of the sys tem through the interaction of two hierarchical levels. The picture that emerges seems to indicate that the occurrence of narrow frequency band oscilla tions (alpha, gamma, or delta) is correlated with a reduction of dimensional complexity. This is con sistent with dynamical systems theory where routes to chaos often are accompanied by limit cy cle and torus attractors of lower dimension. A sim ilar result could also be observed in a situation where a large number of low-amplitude oscillators synchronize to form a coherent order-param eter of lower dimension (Haken and Haken-Krell (1997) and references therein). If each of the en trained oscillators contributes to the E E G signal then one would predict an increase in the ampli tude of the signal to be correlated with the reduc tion of observed dimensionality. This is indeed ob served in the case of transitions to alpha or delta activity.
Quantitative analysis o f E E G /M E G data
It would be very interesting to measure changes in dimensionality in experiments where enhanced gamma activity could be correlated with mental processes such as word/pseudo-word discrimina tion . Since binding phe nomena typically only last a small fraction of a second the associated oscillations of the corre sponding cell assembly could consist of just a few oscillations (Skarda and Freeman, 1987 
Music perception and resonance in E E G dimension
In this section we would like to discuss the inter pretation of E E G in terms of cell assemblies for an experiment that showed an interesting resonance effect between the complexity of the stimulus (synthesized "musical" sound sequences) and the E E G dimension measured at a frontal location (Birbaum er et al., 1996).
The sound sequences4 consist either of modu lated pitch ( "melody") or inter-sound intervals ( "rhythm"). The complexity of the sequences was evaluated according to standard dynamical sys tems criteria: 1. Four trials with periodic sequences (period 7 -* period 5 -* period 7 -*• period 5) 2. Four trials with intermittency type chaos (all four stimuli were generated in the intermittency region near period 5) 3. Four trials with quasi-random sequences (high dimensional chaos) (all four stimuli were generated with uniformly distributed un correlated pseudo-random numbers, i.e.
x n+\ -a x n mod 1, a > 1).
Since the periodic signal has a simple structure and the quasi-random sequences no recognizable structure at all we expected that they would have similar dimension values. The question is if we would expect an increase or decrease in dimension values for the chaotic sequence of intermediate complexity. If we expect that a larger number of assemblies need to be active in order to recognize recurring "them es" then we would predict an increase in dimension value. If we expect that the 4 The original sounds are available on our web site:
http://www.ccsr.uiuc.edu/~gmk/Papers/MusicEEG/.
experience of aesthetic pleasure leads to a syn chronization among assemblies then we would predict a decrease in dimension value. The experi mental result was a decrease in dimension but not for all subjects: Subjects who had indicated a pref erence for classical music showed no significant change in dimension while listening to the rhythm sequences. Subjects who had indicated a prefer ence for pop music showed no significant change in dimension while listening to the melody se quences. These results5 are very encouraging but our un derstanding of the connection between E E G di mensions and cell assemblies is only at the very beginning.
Generalizations of Dynamical Brain Paradigms
Organizations
Concepts from our understanding of neuronal processes in the brain have not only been general ized to machine learning and artificial intelligence. 
Global brains
Extrapolating the process of evolution that has led to a hierarchy of organization with increasing complexity (from atoms to molecules to cells to brains) one can speculate about the next step: The Internet and other global computer networks have led to a global networking among human brains 5 The results from the data analysis have been con firmed by independent calculations under Dr. Skinner using his patented PD2I algorithm (Skinner, 1997; pri vate communication) . 
