Iterative localization is designed to more free nodes when the number of anchor is few. When all localizable nodes are localized in the primitive iterative localization, the reciprocal refinement localization is proposed to refine and improve the node positions. To improve the localization accuracy, the position error of pseudo anchor is transformed to the equivalent range error, the optimal weight strategies are employed to maximum likelihood estimation. The simulations show that proposed the refined positions can achieve the CRLBs of node positions and the performances of iterative refinement are much better than the results without refinement.
Introduction
Wireless Sensor Networks (WSNs) can be found in many practical scenarios, such as military operations, medical treatments, the monitoring of animal activity and the environment in the forest [1] . The basic assumption in such applications is that sensor nodes have to know their positions. The node positions are also used to report the geographic origin of events, to assist in target tracking, to achieve geographic aware routing, to manage sensor networks, to evaluate their coverage, and so on. Although sensor node localization plays an important role in all those systems, it is itself a challenging problem due to extremely limited resources available at each low-cost and tiny sensor node [2, 3] .
In the field of WSNs localization, it is often that a few anchor nodes with known locations are used to derive the locations of other free nodes. These anchor positions can come from GPS receivers or careful survey when they were deployed. Besides anchor locations, the additional information that are assumed to be known are the distance measurements between neighboring sensor nodes. These measurements can be taken by range-free or range-based approaches. Range-free approaches mainly rely on the connectivity measurements (e.g. hop-count) from the landmarks to the other nodes. Range-based approaches measure the Euclidean distances among the nodes with certain range techniques and locate the nodes using geometric methods. Many ranging methods use techniques such as, Time of Arrival (TOA) [4] , Time Difference of Arrival (TDOA), Angle-of-arrival (AOA) or Received Signal Strength Indication (RSSI) measurements to measure distance or angles among free nodes and anchors.
A number of localization algorithms became available in the literature. Cramér-Rao Lower Bound (CRLB) of location error estimation studied in [5] is used to evaluate the fundamental hardness of an estimation problem and study the impact of the different settings. A direct approach would be to jointly estimate the node positions using the maximum likelihood estimation [6] . The maximum likelihood estimation can achieve excellent localization performance based on the statistics of measurements. Since the number of anchors is less, iterative localization is designed to locate more free nodes considering the localized nodes as pseudo anchors in [7] . The iterative process is repeatedly applied until all the sensor nodes are located. To improve the iterative multilateration method, Chan et al. [8] take into account the uncertainty of anchor positions. However the proposed method in [8] can not attain the CRLB performance, since the erroneous pseudo anchor positions are not refined and it does not utilize the reciprocal range constraints between nodes. The iterative process is repeatedly executed until the steady results are reached. These iterative approaches can not achieve the the optimal solution, since the ranges between nodes are mutually restricted.
In a two-dimensional plane, locating a free node need the range information between the node and at least three anchors. Due to the deployment costs the number of anchors is few, so iterative localization is designed to locate more free nodes. During the process of iterative localization, the localized nodes are used to locate more free nodes and called pseudo anchors. When the positions of pseudo anchors contain errors, we transform the position errors of pseudo anchors to equivalent range errors. The weights in maximum likelihood estimation are reevaluated to locate the free nodes precisely. When all localizable nodes are localized in the deployed region, iterative refinement localization means to utilize more anchors or pseudo anchors to refine the positions of all localized nodes.
Problem Specification
Assume that a sensor network of size N is deployed in a 2-dimensional geographical area T . An integer from 1 to N represents each sensor node as its ID. Denote the set of all nodes in the network by N = (1, . . . , N ). The location of node i ∈ N is denoted by x i . Assume that the locations of the first M anchor nodes are precisely known (i.e. x 1 , . . . , x M ). Anchor node locations are known as these nodes may be positioned or the nodes may have GPS. The localization goal is to determine the location of the other N − M free nodes (i.e. estimate x M +1 , . . . , x N ).
TOAs are used to locate the free nodes. The TOA range measurement between the node pair i and j, after being multiplied by the signal propagation speed, is
and i > j. Note that we consider partially connected network and some combination pair (ij) may not exist. ∆d ij is the measurement noise, d 
Localization Design
If there are at least three measurements between free node i and anchors in two-dimensional plane, the free node i can be localized directly. The well-known maximum likelihood estimation formulation of the localization problem can be written as a Weight Least Square (WLS) minimization residual optimization min
where
..,n , n means that there are n measurable anchors corresponding to free node i. ω ij is called as weight and selected to emphasize the contribution of smaller error terms among
. Note that in minimization or optimization, when the weights are properly selected with respect to the quality of each measurement, better estimation results will be expected. When the optimal weights are employed, optimal estimation accuracy would be produced. The Nonlinear Least Square (NLS) optimization problem depicted as Eq. (2) can be solved by Gauss-Newton or Levenberg-Marquardt (L-M) algorithm. Because L-M algorithm uses the approximate second derivative information, the convergence of L-M is much faster than the gradient descent method of Gauss-Newton.
Localization with Anchors
Since the locations of anchors exact, x j are the true anchor locations, denoted as x o j . If the free node can be directly localized with anchors, we denote the estimated position of free node as x a . The correspond range measurement and its variance are denoted as d aj and δ 2 aj . If the measurement d aj is supposed to be independent respectively, the optimal weighing strategy in the maximum likelihood estimation is ω aj = δ 2 aj . So we obtain that Q a = diag{δ 2 ij } j=1,2,...,n . Solving the problem of Nonlinear Least Square (NLS) residual depicted as Eq. (2), we can obtain the estimated position x a of free nodes. To refine the positions of localized nodes, the error statistics are formulated as follows.
With the linearization of the system using Taylor series approximation, the matrix solution equation is constructed. The optimization problem depicted as Eq. (2) can be transformed to
where H indicates the measurable set corresponding to free node a and the measurable anchors, ∆x a is the estimation error of localized node. Range errors ∆d a can be represented as
Using Taylor formula at a reference point and obtain the gradient matrix, which can be written as
and H a [H aj ], aj ∈ H. Using the principle of weight least square method, we obtain
The covariance of ∆x a is denoted as Σ a , which also can be written as
where Σ da is the covariance of range error ∆d a ,
..,n . With Gauss-Newton or L-M algorithm, the approximate position x a can be firstly estimated by solving the optimization Eq. (2). Then we apply the gradient matrix H a , the covariance Σ a of localized node can be estimated out.
Localization with Pseudo Anchors
To locate more free nodes, we utilize the localized nodes as pseudo anchors. If the free nodes can be localized with pseudo anchors, we denote the position of the free nodes as x p . The correspond range measurement and its variance are denoted as d pj and δ 2 pj . For developing the solution equations from TOAs of pseudo anchors, we first follow the same approach that gives Eq. (2) and then substitute x j = x o j + ∆x j . Since the positions of pseudo anchors are uncertain, the weight ω pj also should be reevaluated.
Since the position of pseudo anchor contains error, the position error of localized node also would be enlarged. To weigh the contribution of different anchor or pseudo anchor, we transform the position error of pseudo anchor to equivalent range error. Fig. 1 shows the position error of pseudo anchor is to be transformed to the equivalent range error. The true position of pseudo anchor is denoted as x o j . If the position of pseudo anchor is mistaken as the position of x j , we transform the position error of pseudo anchor to range error G pj ∆x j . Here ∆x j = x o j − x j and G pj is the gradient matrix, which can be represented as
So we obtain 
where Σ j is the position covariance of pseudo anchor. Apparently when there is an anchor, Σ j is equal to zero. The position covariance of pseudo anchor is obtained with Eq. (8) . The gradient matrix G pj depends on the position x p , which can be approximately solved with equal weight in a prior. In order to get better estimation, ω pj = σ 2 pj . Then the optimization problem depicted as Eq. (2) 
Using Taylor formula at a reference point and obtain the gradient matrix H pj , which can be written as
Using the principle of weight least square method, we obtain
Likewise the covariance of ∆x p is denoted as Σ p , which also can be written as
where Σ dp is the covariance of range error ∆d s p , and Σ dp = diag{σ 2 pj } j=1,2,...,n . Since the positions of pseudo anchors contain errors, the equal weight is firstly selected to obtain the approximate estimation. Then using the gradient matrix G pj weighs the uncertainty of pseudo anchor positions. Transforming the position errors of pseudo anchors to range errors, reselecting optimal weight refines the localized results.
Iterative Refinement Localization
The localized nodes are considered as pseudo anchors which are used to locate other free nodes in the next round iteration. When all localizable nodes in the network are localized, the reciprocal localization repeatedly refines the positions of the localized nodes. Due to the reciprocal range constraints, a node position refined by pseudo anchors also improve the position of pseudo anchors.
We assume that the range between free node A and node B can be measured directly. Since lacking of enough neighboring anchors or pseudo anchors, node A can not be localized in the beginning. Only when node B has been localized and considered as pseudo anchor, the position of free node A can be estimated. The posterior localized nodes A also can be used to refine the position of prior localized node B. When node A is also considered as pseudo anchor and added to relocate the node B, the position of node B would be refined and improved. Likewise, when the refined position of node B also can relocate the node A. When the node B with less position CRLB is used to relocate the node A, the position CRLB of node A also can be decreased. So the refinement process is repeatedly applied until the position of node A and B can not be improved.
The proposed scheme with iterative refinement localization can reach the CRLB accuracy for all the free nodes. With the increasing of iterative refinement times the node positions is constantly refined until the node positions can not be improved. If a new free node is to be localized, all the node positions will be updated. With the primitive process of iterative localization, the free nodes are localized with the optimum accuracy while the TOAs from the free node and the pseudo anchors are fully explored to update all the pseudo anchor positions. In other words, there is no information loss with our proposed iterative refinement scheme, which results in the capability of attaining the CRLB accuracy for the free node positions.
Evaluation
When iterative localization is applied to locate more free nodes in the network, the positions of free nodes are approximately estimated with maximum likelihood estimator. At the same time to evaluate the precision of localized nodes, the position variances of localized nodes are calculated out. To get better localization performance of maximum likelihood estimation, the position variance of pseudo anchor is transformed to the equivalent range variance, then the weight in maximum likelihood estimation is optimized.
The proposed iterative refinement is based on the node positions which are estimated by the process of iterative localization. When the position of localized node is refined with an added anchor or pseudo anchor, the localization accuracy would be improved.
Since the iterative refinement utilizes more anchors or pseudo anchors to relocate the nodes, the position accuracy of nodes is improved. When the connectivity of 20 sensor nodes is setup as in Fig. 2, Fig. 3 (a) plots the comparisons under two different conditions. Fig. 3 (a) plots the comparisons under two different conditions. It can be seen that the mean RMS errors are greatly reduced when the five times refinements are applied to improve the node positions. Since the nodes are localized by different anchors or pseudo anchors, the improved degrees of the node positions are distinct. Compared with 0.143 m without refinement, the mean RMS error of node 10 is 0.138 m in the fifth refinement, so the improved performance is not very well. Compared with 0.102 m in the first iteration, the mean RMS error of node 9 is 0.068 m in the fifth refinement, so the performance is distinctly improved.
To clearly show the localized nodes in the deployed network, the range noise variance δ 2 is set to 5
2 . The connectivity of nodes is the same as localization geometry setup in Fig. 2 . The node positions of one test are plotted in Fig. 3 (b) . Compared with the positions without refinement, most positions of localized nodes are improved when the fifth refinement localization is applied.
To reveal the distribution character of localized error, node 9 is selected to stat the Cumulative When the TOA range measurement noise variance is varied from δ 2 = 0.1 2 to δ 2 = 0.9 2 and the connectivity is the same as localization geometry setup in Fig. 2 , the mean RMS errors are examined with 1000 Monte Carlo runs. Under three different conditions the localization performances of the node 9 are also shown in Fig. 3 (d) . When the range noise variance δ 2 is equal to 0.1 2 , the mean RMS error with fifth refinement is 0.068 m. However the mean RMS error is close to 0.102 m, if the refinement is not applied. The range noise variance δ 2 is increased to 0.9 2 , 0.60 m in fifth refinement is much less than 0.91 m without refinement. It is observed that the proposed refinement solution is closely to the CRLBs and provides much better localization accuracy than the results without refinement. Careful examinations indicate that the node positions are refined when more anchors or pseudo anchors are used to relocate the nodes in the network.
Conclusion
When the number of anchor is less iterative localization is designed to locate more free nodes in the network. To improve the node positions, an approach with iterative refinement localization is put forward. Since the positions of pseudo anchors contain errors, an equivalent error transforming method is proposed to reevaluate the weight coefficient. The performances of refinement are much better than original results without refinement when there are more anchors or pseudo anchors to refine the node position. Differing from global optimization approach, iterative refinement localization pays more attentions to the localization performance of single node.
