Recently time series prediction based on network analysis has become a hot research topic. However, how to more accurately forecast time series with good efficiency is still an open question. To address this issue, we propose an efficient time series forecasting method based on the DC algorithm and visibility relations on the vertexes set. Firstly, the time series is mapped into the network by the DC algorithm, which is a more efficient approach to generate the visibility graph. Then, we use the variation trends (slope) of those nodes that have visibility relation with the last node to get the preliminary predictive values. Afterward, the value of the last node is adopted to obtain the revised predictive values, which are assigned different weights according to node degree and time distance to get the final weighted result. To better demonstrate the prediction performance and applicability of the proposed method, the proposed method is applied to different time series data sets. The empirical results show that the proposed method could provide a higher level of forecasting accuracy than many methods with relatively lower time complexity.
I. INTRODUCTION
Time series refers to the series of values of the same statistical index in the order of their occurrence. In our daily life, there are many data sets in the form of time series, like temperature [1] and precipitation [2] , and most of the economic data are given as time series, such as stock prices [3] and construction costs [4] . One of the primary purposes of time series analysis is to predict the future data based on the historical data, like forecasting financial [5] - [7] and functional time series [8] , [9] . Therefore, how to improve the accuracy of time series prediction has attracted many researchers' attention.
To improve the accuracy of time series prediction, researchers have proposed various time series forecasting methods, such as simple moving average (SMA) [10] and Holt-exponential smoothing (Holt ES) [11] . Moreover, combining with autoregressive (AR) [12] and moving average (MA), an autoregressive integrated moving average (ARIMA) [13] forecasting model is built with good The associate editor coordinating the review of this manuscript and approving it for publication was Donghyun Kim . prediction accuracy. To handle the seasonality of time series, researchers have built the seasonal ARIMA [14] based on the ARIMA model. Besides, since the uncertainty and volatility of time series bring several errors for time series prediction [15] , many time series prediction models [16] - [18] based on the fuzzy time series [19] have been proposed due to the effectiveness of dealing with uncertainty [20] , [21] by fuzzification. In recent years, due to the ability of machine learning methods to use information efficiently, some of them, such as neural networks [22] - [24] and random forest [25] , have been widely used in time series prediction models.
The experimental results of these methods have shown that they have good prediction accuracy. They also promote the development of time series researches. However, these methods have certain limitations. For example, although the SMA model is easy to implement, its accuracy is not high compared with other methods. ARIMA and ARIMA based models could indeed achieve a high level of forecasting accuracy, but the development of an ARIMA or ARIMA based model is cumbersome [26] . Besides, it takes a great deal of time to train these models' parameters, which also happens for these models applying machine learning methods [27] . And every time if new data are available, parameters of these models have to be trained again to ensure the high accuracy level. As for some fuzzy time series based forecasting methods, the establishment of fuzzy sets is a little complicated and subjective [28] . Therefore, it is challenging to build a forecasting model that has a good forecasting accuracy with relatively low time complexity.
Since there are some limitations in those methods, the proposed method develops the prediction model from a different perspective. Lately, complex networks has become a hot topic as a result of its wide application in different fields, such as synchronization [29] , [30] , fractal analysis [21] , [31] , identifying influential nodes [32] - [36] and forecasting [37] , [38] . Some researchers have also put forward some network-based time series forecasting methods [39] - [41] , and the experimental results of them have shown that it is an effective method to transform time series into the network and make time series predictions based on network analysis. Recently, Lacasa et al proposed the visibility algorithm to map time series into the network [42] , [43] . Compared with other transformation methods [44] , [45] , it is simpler and faster, while some properties of time series could be inherited. Some time series prediction models based on the visibility graph have proved their validity. For example, many researchers combine with visibility graph and link prediction [46] to predict time series [47] , [48] . Although these methods are more accurate than many existing methods, they take a large amount of time to iterate the local random walk process [49] and merely use a few historical data for prediction. Therefore, this paper aims to build a more efficient network-based time series forecasting model which can improve the prediction accuracy with relatively lower time complexity, at the same time, considering more historical information when forecasting.
In this paper, we propose an efficient network method based on the DC algorithm and visibility relation for time series prediction. First of all, a time series is converted into a network via the DC algorithm, which is a simpler and faster method to generate a visibility graph. Secondly, we use the visibility relations between the last node and its preceding nodes to make the preliminary predictions. In the third step, the average of the preliminary prediction value and the value of the last node is regarded as the revised predictive value. Next, considering the node degree and time distance, the weights of different revised prediction values are assigned to obtain the final weighted result. To examine the prediction performance of this method, we conduct different experiments based on three time series, including the Construction cost index (CCI) [26] , the student enrollment of the University of Alabama [50] , [51] , and the market price of State Bank of India Share [28] . The prediction results under different conditions show that this method is more accurate in terms of some error measurements and less time-consuming than many compared methods.
The structure of this paper is as follows. The second section briefly introduces some basic theories contained in the proposed method, including graph theory and visibility graph. Section 3 describes the process of implementing this method. In Section 4, we show the empirical results and make a discussion about them. Section 5 concludes this paper.
II. PRELIMINARIES
In this section, some basic theories covered in this method will be introduced, including graph theory and visibility graph.
A. GRAPH THEORY
Graph theory deals with the topological structure, involving set, mapping, operation, and relation. It has a wide application in various fields, such as linguistics and computer science. Especially, many pieces of researches about complex networks apply some advanced knowledge of graph theory [52] , [53] .
A graph mainly includes two parts: the set of vertexes or nodes (V ) and the set of edges (E). Normally, a graph is denoted as G = (V , E). For example, there are 5 vertexes and 5 edges in Fig. 1 , where solid points represent vertexes, and edges are the lines linking these points. The degree of a vertex d(v) is the number of edges this vertex has. For instance, the degree of vertex v 2 in Fig. 1 is 2, which is denoted as d(v 2 ) = 2, since there are two edges (e 1 and e 2 ) that link v 2 with other vertexes. Note that d(v 5 ) is 3 (a loop counts two). Generally, a vertex that has a higher degree is more important in the network [54] . 
B. VISIBILITY GRAPH
Lacasa et al. first proposed the visibility algorithm (Eq. (1)) to map time series into the network [42] , at the same time, some geometric properties of the time series could also be inherited in the generated visibility graph. Fig. 2 illustrates the schema of this algorithm. In the upper zone of Fig. 2 we plot a time series that includes 6 values, with every vertical bar representing one value, and two arbitrary bars (two points in this time series) are linked if they could ''see'' each other without any ''obstacles'' between them. One trick to judge whether one point could ''see'' another is that regarding every single bar as a landscape, so other bars are linked (blue lines) with it if these bars could be seen from the top of the considered one. As a result, the associated graph is obtained (shown in the lower part of Fig. 2 ). In the associated graph, every node corresponds to the series data in the same order. Two nodes are connected if they are visible to each other, in other words, if there is a line that links the series data, provided that this ''visibility line'' does not intersect any intermediate data height [55] , [56] .
To be more formally, the visibility algorithm can be described as follows: two arbitrary data values (t a , y a ) and (t b , y b ), as two nodes in the generated visibility graph, will be visible and connected with each other if any other data (t c , y c ) between them (t a < t c < t b ) fulfills Eq. (1) [42] :
III. THE PROPOSED METHOD
In this section, the proposed method will be introduced by 2 parts. Part 1 shows how to use DC algorithm to transform a time series TS with observed data {(t 1 , y 1 ), (t 2 , y 2 ), ..., (t N , y N )}) into network more quickly than by original visibility algorithm Eq. (1). Part 2 illustrates the steps of forecasting time series based on Part 1's result.
A. PART 1: MAP TIME SERIES INTO THE NETWORK
The visibility algorithm Eq. (1) is a good tool to map time series into the network. However, since we could regard series data as landscape and they could ''see'' other data if there is no ''obstacle'' between them. It is unnecessary to judge every two pairs of data whether they are visible to each other with time complexity of O(n 2 ). It is more efficient to examine visibility based on the maximum local value since nodes on one side of the node that has the maximum local value could not see those on the other side. Therefore, derived from ''divide & conquer'' strategy [57] , [58] and combining with the essence of visibility algorithm, Lan et al. have proposed the DC algorithm [59] to map time series into the network, which saves much time when generating visibility graph especially for large-scale time series, decreasing the time complexity from O(n 2 ) to O(n log n). For illustration purpose, Fig. 3 shows that how to adopt DC algorithm to generate a visibility graph from a time series with 9 data. Firstly, finding the node that has the maximum value in this time series, which is t 4 . It is clear that t 4 could ''see'' and connect with nodes t 1 , t 2 , t 3 , t 5 , t 6 , and t 8 (shown in Fig. 3(a) ). But nodes on the left side of t 4 could not ''see'' and connect with those nodes on the right side of t 4 , because t 4 blocks their ''view''. Next, based on the strategy mentioned above, the nodes on both sides of t 4 are divided into two distinct parts that will then be handled separately ( Fig. 3(b) and Fig. 3(c) ) . In Fig. 3(b) , obviously node t 2 has the maximum local value, so it is linked to t 1 and t 3 in the visibility graph whereas t 1 and t 3 have no connection. Afterward, since there are only one node left on both sides of t 2 , there is no need to get further division for them. These division and connection processes of the right part of (shown in Fig. 3 (c)) node t 4 are similar with those of the left part, but one difference is that after linking node t 6 with those nodes that can be seen from it, the right side of t 6 has more than one node. Consequently, we repeat the division process for the right side of t 6 . Finally, the whole implementing process ends with connecting t 8 with t 7 and t 9 (shown in Fig. 3(d) ).
In summary, in each step of the DC algorithm, it is only necessary to connect the local maximum node with those nodes that could be seen from it. Next, the right side and left side of the maximum node are regarded as two parts and handled separately. Then, the previous steps are repeated in both divided parts until there is only one node on both sides of the last found local maximum node in these parts. Consequently, the DC algorithm avoids judging every pair of nodes to generate the visibility graph and saves much time. Algorithm 1 summarizes the DC algorithm. // TS is the time series to be transformed and the time index of it could be 1 to n. left and right are two indexes denoting the occurrence time of nodes. 3: // VG is the generated visibility graph 4: if (left < right) then 5: //there must be at least two points in the input time series for i = left → right do 8: // check whether node k could ''see'' node i 9: if node k could ''see'' node i then 10: add edge={k, i} to VG 11: end if 12: end for 13: end if 14: FASTERGENERATEVG(TS, left, k − 1);// the left side of node k 15: FASTERGENERATEVG(TS, k+1, right);// the right side of node k 16: end function
B. PART 2: MAKE PREDICTIONS
Step 1 (Identifying the Nodes That Are Visible to the Last Node): Previous data play a significant role in time series prediction. Inspired by the exponential smoothing (ES) model, the last observed data should get more attention under the assumption that the current time is the most important one. Moreover, to make full use of the historical data when making predictions, the relation between the last node t N and previous N − 1 nodes are considered. The generated visibility graph in Part 1 indicates that those nodes that are connected with t N have a visibility relation with t N . We denote those nodes as t * i with superscript * denoting that this node has a visibility relation with t N . Subscript i represents the time index of the node that is connected with t N , and the value of i could take from 1 to N − 1 (no loops in the visibility graph). In the following steps, this model will forecast future data based on the visibility relations between t * i and t N .
Step 2 (Making the Preliminary Prediction Based on Different Slopes): From a geometric perspective, actually the process of forecasting the value of time point t N +1 is looking for a variation trend of t N , namely the slope between t N and t N +1 . Based on the visibility relations mentioned in Step 1 of Part 2, the variation trend of each t * i is seen as the variation trend for t N . That is to say, the predictive variation trend of t N is considered to be the slope between (t * i , y i ) and (t i+1 , y i+1 ). Therefore, Eq. (2) is used to get the preliminary predictive value of t N +1 , and this value is denoted as y * i . Note that i denotes the time index of the previous nodes which have visibility relations with the last observed node t N . If there is more than one node connecting with t N in the visibility graph, then various y * i will be obtained based on (t * i , y i ) and (t i+1 , y i+1 ). The green dotted line represents the future time t N+1 . The two lines pointed by arrows have the same slope. The slope between (t * i , y i ) and (t i +1 , y i +1 ) is applied to link (t N , y N ) and the green dotted line to obtain the preliminary predictive value y * i .
To efficiently illustrate this step, Fig. 4 shows how to obtain y * i when there is only one node having visibility relation with t N . The future time t N +1 is represented by the green dotted line, and the slope between (t * i , y i ) and (t i+1 , y i+1 ) is adopted to connect t N with t N +1 (red dotted line). As a result, the y coordinate of the junction point of this red line with the green dotted line is taken as the preliminary predictive value y * i .
Step 3 (Obtaining the Revised Predictive Value Based on the Last Observed Value): In Step 2 of Part 2, the variation trend of past node t * i is adopted to forecast the value of future time t N +1 . However, the variation trend is merely one factor that has an impact on predictive value. In this step, the current data (y N ) is considered as a basic value to revise the preliminary predictive value and Eq. (3) is adopted to get the revised predictive value y i which is calculated as follows:
where y * i is the preliminary predictive value obtained in Step 1 and y N is the value of t N . Similarly, there is only one node that is visible to t N on the purpose of more efficiently illustrating this process. So the only one value y i obtained is our revised predictive value for future time t N +1 .
Step 4 (Considering the Degree and Time Distance to Get the Final Result): For better illustrating the proposed method, the previous example only discusses the situation when there is only one node connecting with t N . However, time series, in reality, is much more complex, and t N may have visibility relations with many preceding nodes (denoted as t * i ). In this case, various revised predictive values (y i ) are obtained. But obviously, the influence of t * i on future data are different. Consequently, the proposed method measures the effects of t * i on future data according to the degree of t * i and the time index of t * i . On the one hand, as mentioned in the preliminaries, generally the bigger the degree a node has, the more important this node is in the network. On the other hand, if a node is far away from the last node, it means that the data of this node was recorded long time ago, so if there is no evident periodicity shown in the considered time series, the impact of this data on the future data is supposed to be small. Therefore, combined with these two factors, Eq. (4) is adopted to assign weights for different revised predictive values y i .
where d(t * i ) is the degree of node t * i and d iN is the distance between t i and t N , namely N − i. t f represents the time index of the first node that is visible to t N while t l represents the time index of the last node having visibility relation with t N .
Note that since there is no loop in the visibility graph, if there is only one node in the visibility graph, namely t 1 = t N , d(t * i ) is zero. In this case, the value of the single node is considered as the final predictive value. After the weights of revised predictive values y i are determined, we use Eq. (5) to get the final predictive valueŷ N +1 .
The proposed method is summarized in Fig. 6 .
IV. PREDICTION RESULTS AND DISCUSSION
To test the predictive performance of the proposed method, we apply the proposed method to predict the values of three different time series, including the Construction Cost Index (CCI), the student enrollment of the University of Alabama, and the price of SBI's share at BSE, India. At the same time, to further evaluate the forecasting performance of the proposed method, the predicted results of this method are compared with those of some forecasting models. We use some common error indicators to measure the forecasting accuracy of different models, i.e. mean absolute difference (MAD), mean absolute percent error (MAPE), root mean square error (RMSE), and normalized root mean squared error (NRMSE). Except for error measurements, statistical parameters like correlation coefficient (R) and coefficient of determination (R 2 ) are also used to verify the predictive performance of these models. Eqs. (6) (7) (8) (9) (10) show the definitions of these error indicators and statistical parameters. Besides, the time complexity of some models are also calculated to evaluate their efficiency. 
Note that N is the number of predictive values.ŷ(t) denotes the predictive values and y(t) denotes the actual values. y o (t) and y o (t) are the mean values of the predictive and actual values respectively.
A. FORECASTING CCI BY THE PROPOSED METHOD
The cost construction index (CCI) is a weighted index reflecting price information of various materials in construction projects. It is published monthly on Engineering News-Record (ENR). Many violent variations shown in the observed CCI data set make it difficult to predict CCI accurately. Therefore, improving the prediction accuracy of CCI has become the focus of many researchers. [26] , [60] .
In this section, CCI from January 1990 to July 2014 are adopted as the universal set, and CCI from January 1990 to June 2014 are used to predict CCI between March 1990 and July 2014. The universal set contains 295 data, which are denoted as CCI (i), i representing the time index. 293 predictive values are saved in setĈCI (i). Note that at least two CCI values are used for forecasting the future CCI. For instance, when making the first prediction, there are only two CCI values (January 1990 and February 1990) in the training set, and these two values are used to forecast the CCI in March 1990. Then the actual CCI in March 1990 is added to the training set to forecast the CCI in April 1990. This process is repeated until CCI in July 2014 is obtained. Algorithm 2 further explains the steps to implement this experiment.
Algorithm 2
The CCI Forecasting Process Input: The universal set CCI (i): i from 1 to 295 Output: Predictive values and errors 1: for j=2 to 294 do 2: Training set = {x | x ∈ CCI (i), i = 1, 2, ..., j} 3:
Obtain the predictive valueĈCI (j + 1) with the proposed method 4: Calculate the error between actual value CCI (j + 1) and predictive valueĈCI (j + 1)
5:
Add CCI (j + 1) to the training set 6: end for In Fig. 7 , the predictive and actual values are represented by the red and black curves, respectively. Generally, the red and black curves fit well, indicating that the predictive values are close to the actual values. Since the observed CCI data set shows that it was greatly affected by dramatic short-term variations, to better verify the predictive performance of the proposed method, we divide the forecasting results into three groups, with 80 data in each group. The prediction results of each group are depicted in Fig. 8 . Likewise, the predictive and actual values of each group are close. Zhang et al. have proposed a network-based CCI forecasting method [47] . According to their research, their CCI forecasting model has better prediction performance than many traditional and statistical time series forecasting models, such as SMA [10] and Seasonal ARIMA [14] . In this section, predictive results of the proposed method are compared with a traditional time series forecasting model (SMA) and two network-based forecasting models in 3 error indicators and time complexity T(n). Tables 1-2 show more details of all the comparison results. Note that in Table 1 , n and t denote the number of nodes in the network and the number of iterations, respectively. Obviously, in general, the proposed method has a better prediction performance than compared methods when forecasting large and small scale CCI in terms of shown error measurements. Although the time complexity of our model is higher than that of the SMA model, compared with other network-based prediction models, the proposed method could save a great deal of time.
B. FORECASTING STUDENT ENROLLMENT BY THE PROPOSED METHOD
In this part, the proposed method is used to predict student enrollment at the University of Alabama. Specifically, student enrollments from 1971 to 1992 are adopted as the universal set, and the number of students enrolled in 1971-1991 are used to predict the number of students enrolled in 1972-1992.
Since there is only one node in the network in the first forecasting experiment, the actual student enrollment in 1971 is used as the predicted student enrollment in 1972. Afterward, the student enrollments in 1971 and 1972 are used to predict student enrollment in 1973. Similarly, after every prediction process, the actual enrollment is added to the training set for the next prediction. This process is repeated until obtaining the predicted enrollment in 1992.
Actual student enrollment (blue curve) and predictive student enrollment (red curve) of the University of Alabama are depicted in Fig. 9 . The predictive value fluctuates near the actual value and could conform to the variation trend of the actual value, which indicates that the proposed method could provide excellent performance for the present experiment. Also, to better evaluate the prediction performance of the proposed method in this experiment, some forecasting methods based on the fuzzy time series model [61] - [64] are taking into comparison. In this case, we do not compare the time complexity of these listed methods, since it is unreasonable to compare the time complexity of the proposed method with these fuzzy time series forecasting models. The reason is TABLE 3. The precition errors of different models in student enrollment prediction. that one step contained in these fuzzy time series forecasting methods is to construct different fuzzy sets based on the division of the universe of discourse [19] . Then the fuzzy logic relationships between these fuzzy sets are established, and the time complexity of this establishing process is O(n * n s ), where n and n s are the number of observed data and fuzzy sets, respectively. But how to divide the universe of discourse to get different intervals (the number of fuzzy sets) is depended on the data sets and implementer's consideration in different situations, so n s is not fixed in different experiments whereas the proposed method has a fixed time complexity of O(nlogn). Therefore, Table 3 shows the comparison results of different models in terms of error measurements and statistical parameters. The decrease of RMSE and MAPE shows that the proposed method could improve the accuracy of enrollment prediction in this experiment compared with these listed fuzzy time series based methods. Besides, the higher values of statistical parameters R and R 2 also confirms a better correlation between recorded and predicted enrollment.
C. FORECASTING MARKET PRICE OF STATE BANK OF INDIA SHARE BY THE PROPOSED METHOD
In this part, we apply the proposed method to predict the market prices of State Bank of India (SBI) share at BSE India. To be specific, the actual market prices of SBI share for each month from April 2008 to February 2010 are used to predict the market prices from May 2008 to March 2010. In this experiment, since at first there is only one node in the network (April 2008), the prediction process begins with regarding the market price in April 2008 as the predictive value in May 2008. The actual price in May 2008 is then added to the training set to predict the price in June 2008. Likewise, after each prediction, the actual price is added to the training set for the next prediction. These steps are iterated until the price in March 2010 is forecasted.
Three error measurements are employed to assess the prediction accuracy of the proposed method in this experiment, and the experimental results and time complexity of two recently proposed network-based forecasting models are compared with those of the proposed method. The details are shown in Table 4 . Note that n denotes the number of nodes (observed data) in the network, and t denotes the iteration number, which is very large [47] . As can be seen, compared with the other two methods, the method proposed in this paper is more accurate for SBI prediction in terms of these error measurements. Also, the time complexity of the proposed method is much lower than those of the compared methods.
D. DISCUSSIONS
According to the experiment results and some error analysis of these conducted experiments, we analyze the proposed method as follows.
1) Recently, many researchers have paid much attention to time series analysis, but how to build a network model for time series forecasting with good accuracy and relatively low time complexity is still an unsolved problem. In this paper, an efficient time series forecasting method is proposed with good forecasting accuracy. The main steps of implementing this method are using the DC algorithm to map time series into the network and making predictions based on the visibility relation between historical data. What's more, the proposed method is explained and implemented in a geometric way, which is easy to understand and carry out. 2) When talking about the prediction performance of the proposed method, we apply the proposed method to predict three different time series, and the experimental results are compared with other methods. The comparison results show that although the SMA model has the lowest time complexity (O(1)), the prediction accuracy of the SMA model is not that high. Zhang et al.
have proposed a network-based method [47] , which is more accurate than many methods in CCI prediction, such as SMA and ARIMA. Based on Zhang et al.'s method, Mao et al. [48] have proposed an improved forecasting method that achieves a higher forecasting accuracy when forecasting CCI than Zhang et al.'s method. But these two methods need much time to iteration and only use a few historical data to forecast time series. As shown in Tables 1 and 4 , the proposed method could further improve the forecasting accuracy than these methods with much lower time complexity, at the same time, more relations between the observed data are used to make predictions. Besides, the prediction performance of the proposed method is better than many fuzzy time series based methods (shown in Table 3 ) and avoid subjectiveness brought by constructing fuzzy sets.
V. CONCLUSION
In this paper, an efficient time series forecasting method is proposed based on network analysis. At first, a time series is transformed into the network by the DC algorithm, which provides a more efficient way to generate a visibility graph. Afterward, the previous nodes that are visible to the last node are identified, and then the variation trends (slope) of them are used to make preliminary predictions. Next, considering the effect of the last node, the revised predictive values are obtained. After the weights of these revised values are allocated according to node degree and time distance, we get the final weighted result.
To verify the prediction performance of this method, we adopt three different time series for prediction experiments. The good experimental results indicate that this method can improve prediction accuracy compared with many methods and has good applicability. At the same time, the time complexity of the proposed method is much lower, and more relations between historical data are used to make predictions.
In our future work, to further improve the forecasting accuracy, we will focus on taking more properties of time series, like seasonality and periodicity, into consideration when making predictions. For example, based on these properties, adding directions for the edges in the visibility graph.
