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ABSTRACT
Measure It! is an electronic resource designed to 
help students make more accurate and precise measurements 
in the high school science laboratory. Students often 
make incorrect measurements leading to unproductive 
laboratory experiences. Measurement is at the heart of 
all quantitative scientific activities so these skills can 
be used in all such laboratory activities. This project 
sought to identify student deficiencies in measurement 
skills, apply literature based strategies and widely 
accepted design principles in order to design the 
computer-based measurement tutorial system called Measure 
It!. The software was created and revised and finally a 
study was done to determine its effectiveness in the high
school classroom.
Measure It! was found to improve student measurement 
skills by an average of 25% using a pre-test and post-test 
comparison. Retention of the measurement skills was 
examined after one week and again after one month. The
retention after both one week and one month was 96%.
Additionally, Measure It! was equally effective for both 
female and male students. It is important that gender 
bias is not unintentionally introduced into any
educational resource.
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Finally, students rated Measure It! on a scale of 1-
5. The average rating was 4 ("very good"). Students 
answered survey questions for the purpose of making future 
improvements and revisions to Measure It!. The major 
survey finding was that 76 of the 94 students surveyed 
indicated they learned how to measure using Measure It!.' 
Furthermore, 75 students indicated they would like to use 
this program and programs like it in the future.
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CHAPTER ONE
BACKGROUND
Introduction
Students in high school science classes often make 
inaccurate and imprecise length, volume, and temperature 
measurements. In so doing, student laboratory activities 
often fail to produce consistent results, sound
conclusions, and may tend to actually circumvent the 
learning process and reduce the likelihood of students 
mastering the intended material. This deficiency was 
discovered after observing students in the laboratory and 
reviewing data recorded in their laboratory reports. The 
problem was discussed with teachers in the Science 
department at Cajon High School in San Bernardino, CA.
Most of these teachers recognized similar measurement 
deficiencies in their own classrooms. Observing students 
in the laboratory revealed that 1) students do not
understand the nature and limitations of measurements in
terms of precision of the measuring device, and 2) Many 
students do not understand that the number of significant 
digits used to report a measurement communicates the 
precision of the measuring device used to make a
measurement. Repeated, detailed observations of students
1
in laboratory classes along with discussions with science 
teachers led to the identification of the problem and 
articulation of the problem statement.
Statement of the Problem
In making measurements in the laboratory, students
often round measurements to the nearest mark on a
measuring device rather than estimating the distance the 
measured object lies between marks and including this as 
the final significant digit in their measurement. This 
process of estimating the distance between two known 
values is called interpolation, and is an essential skill 
that science students must possess in order to read graphs 
and graduated scientific apparatus. Students seem to feel 
that estimating this final digit renders their measurement 
inaccurate. The problem then, is to overcome these errant 
notions and teach students to make more precise
measurements to improve the accuracy of their laboratory
work.
Purpose of the Project
The purpose of the project was to develop an 
electronic resource that would provide a tutorial for 
students and offer opportunities for practice of
2
measurement skills. Throughout this tutorial, immediate 
formative feedback is given to help correct measurement 
problems before they become learned behaviors that are 
likely to be repeated in the future. Students can then 
assess their performance improvement using the included
pre-test and post-test assessments.
Significance of the Project 
The practice of quality science relies on accurate
and precise measurement skills. In quantitative
scientific practice, three or four trials of an experiment 
may be carried out and the results averaged. If 
measurement devices are not read accurately each time, the 
precision of the measurements suffers and thus, their 
average may be erroneous. Students can utilize Measure 
It! to practice their measurement skills prior to 
laboratory activities in order to improve their 
measurement skills thereby potentially increasing the 
effectiveness of these laboratory activities.
Additionally, students may use the resource whenever they 
wish either to improve or simply practice their measuring
skills.
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Limitations
During the development of the project, a few
limitations were noted. First and foremost was time. Time
limitations were significant. This is not to s'ay that 
insufficient time was available for project development, 
but rather, the development of this project has been and 
will continue to be ongoing. The design process is
iterative and so this resource will continue to evolve
with future iterations.
Web hosting cost and features imposed some 
limitations as well. For example, since data logging has 
been implemented, it is necessary that the web hosting 
service allow php scripts to be run on its server. The
web-based resource has been transferred to a service that
offers this feature. A future feature, the addition of 
chat capabilities, requires that the web hosting service
allow chat software to be run on the host server. These
limitations could be overcome by using a dedicated server 
connected directly to the Internet but then cost becomes a 
significant factor in terms of equipment purchases and
maintenance.
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Definition of Terms
The following terms are defined as they apply to the 
proj ect.
1. Alpha test: An initial test of a program.
Alpha testing is designed to test the user 
interface and the overall usability of the 
program (Piskurich, 2000) .
2. Behaviorist leaning theory: The dominant 
learning theory around 1950 contained the key 
elements of stimulus and response.
Reinforcement is used to strengthen the 
association between the stimulus and response in 
order to achieve an increased frequency of the 
desired response following presentation of the 
stimulus (Ertimer, 1993).
3. Beta test: A formative evaluation carried out
by actual users of a program. Beta testing is
used to test instructional flow and answer
questions that may have come to light during the 
development stage of the project.
4. Cognitive learning theory: A learning theory 
that began to receive attention in the late 
1950's. This theory concerns itself with the 
cognitive processes of learning rather than
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focussing on observable behavior. In other 
words, how learners receive, perceive, organize,
store, recall, and use information (Jonassen,
1991 as cited in Ertimer, 1993) .
5. Computer-Aided Instruction: The use of computers 
to deliver learning materials in the form of 
text, video, audio, email, video conferencing, 
or interactive assessments. Many Computer-aided 
instructional programs offer a tutorial followed 
by a computerized assessment.
6. Constructivist learning theory: A learning
theory that has received increase attention in 
recent years. Constructivism concerns itself 
with the active construction of meaning from the 
learner's experience rather than the passive 
acquisition of knowledge by the learner. 
Constructivism is particularly well suited to 
ill structured problems and the formulation of 
solutions to these problems in a given context
(Ertimer, 1993).
7. Correspondence education: A distance learning 
activity in which certain learning materials are 
exchanged via postal service. Learners
6
typically work at home and set their own
schedules.
8. Distance learning: Online instruction that 
includes the use of text and may include the use 
of graphic elements, video media, video
conferencing, email, chat, and interactive
assessment activities.
9. Flash ActionScript: A scripting language used in 
Macromedia Flash. ActionScript is very similar 
to the JavaScript scripting language.
10. Formative Computer Assisted Assessment (FCAA): 
Assessment designed to provide feedback about 
the learner's performance for the purpose of 
guiding the learner toward acquiring the 
intended knowledge. This type of assessment can 
be delivered via computer in an computerized 
lesson or tutorial to help students increase 
their level of understanding. Formative
assessment differs from summative assessment in
that summative assessment is usually given at 
the end of a chapter or unit for the purpose of 
grading or evaluating performance without 
intending to improve future performance.
7
11 Instructional Technology: While the definitions 
of this field are changing almost as rapidly as 
the field itself, the definition set forth by
the Association for Educational Communications
and Technology (AECT) 1994 definition is given 
here: "Instructional Technology is the theory
and practice of design, development,
utilization, management, and evaluation of
processes and resources for learning" (Seals & 
Richey, 1994 as cited in Reiser).
12. Summative assessment: Summative assessment is
usually given at the end of a chapter or unit 
for the purpose of grading or evaluating 
performance without intending to improve future 
performance. Contrast to Formative Computer
Assisted Assessment above.
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CHAPTER TWO
REVIEW OF THE LITERATURE
Introduction
This chapter consists of a discussion of the relevant 
literature. Specifically, a brief background of. computer- 
assisted instruction, the effect of online formative 
assessment on student performance on summative
assessments, and gender differences in attitudes toward
the use of computers.
A Brief Background
The field of Instructional Technology (IT) has been 
almost as fluid as technology itself making it difficult 
to determine the exact beginning of IT. This review will 
offer a glimpse into the history of technological 
innovations used in education, briefly review three major 
learning theories, and discuss connections between 
learning theories and technology.
Technical innovations are never achieved in a vacuum.
Many were influenced by social and/or political
developments, such as the launching of Sputnik in 1957 by 
the Soviets and the subsequent passage of the National
9
Defense Education Act (NDEA) by the United States Congress 
in 1958 (Betrus & Molenda, 2002).
More recently, the California Digital High School 
Grant Program provided a one-time $300 per student grant 
to purchase and install technology hardware and software. 
An additional ongoing $45 per student per year grant is 
offered to support this technology and train staff. The 
purposes of the grant were: 1) to ensure that every 
classroom would be connected to the Internet, and 2) 
technology will be integrated into the curriculum to 
enhance teaching and learning (California Department of 
Education, 2004).
Because of the explosion in the availability of 
computers in both the classroom and home, more people than 
ever are equipped with the tools required to participate 
in online learning. In order to better understand where 
education may be going with technology use, a brief look 
at the history of online learning is in order.
History
Correspondence education can be traced back to the 
end of the 19th century (Sumner, 2 000) . Correspondence 
education was the antecedent to computerized distance 
learning. The Department of Visual Instruction (DVI) 
changed its name to the Department of Audio-Visual
10
Instruction (DAVI) in 1947 after audio recording and 
playback devices came into popular use in education 
(Betrus & Molenda, 2002). Technology developed during 
World War II made possible a proliferation of distance
education. Social factors in the 1950s and 1960s
including high unemployment and the fact that the Soviet 
Union was the leader in the space race influenced the 
large-scale attempt to use education to improve the 
competence of the workforce (Sumner, 2000). Distance 
Learning using telecourses began to appear in the late 
1960s and early 1970s at the community college level 
(public presentation, 21 Nov 1999).
During the 1960s, minicomputers began to replace 
mainframe computers. This advancement led to lower 
computational time costs and increased availability of 
computing resources. Additionally, more user friendly 
programming languages broadened the user base. In 1959, 
IBM assisted in the development of the first Computer- 
Aided Instructional (CAI) program to teach mathematics 
(Granello, 2000). Microcomputers replaced minicomputers 
in the 1980s which was followed by widespread network and
Internet use in the 1990s. The advent of the Internet
radically changed the cost structure of development, 
distribution, and use of CAI software because changes
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could be uploaded to a server once for use by all users 
(Daniel, 1999). Prior to this sort of networking, 
individual software media such as floppy or compact discs
were distributed to individual users.
The proliferation of digital technology during the 
1980s and 1990s set the stage for microcomputer use in
schools. Moreover, the transition from an industrial age 
to an information age begun (Betrus & Molenda, 2002) . By 
the early 1980s, there were at least one million
microcomputers in American elementary and secondary 
schools. By 1988, the estimate was about three million 
(Saettler, 1990) .
New technologies constantly emerge and are available
for use in the classroom. In the 1990s, recordable 
compact disks (CD-R) and re-writable compact disks (CD-RW) 
became standard equipment on PC computers. Subsequently,
DVD and recordable DVD devices have become standard.
Having an abundance of technology does not guarantee 
its productive use in the classroom. It is important for 
teachers to be able to make reliable predictions about the 
use of a particular technology both inside and outside of 
the classroom. Selecting technology based on sound 
research is more likely to provide reliable predictions 
about the outcome of using a technology. Three major
12
learning theories will be described next which can provide 
the foundation for making such reliable predictions.
Educational Theories
A brief description of three educational theories is 
presented here: Behaviorist theory, cognitive theory, and 
constructivist theory. B.F. Skinner (1938) advanced the 
idea of the behaviorist theory based on his experiments 
with animals. According to this theory, learning has 
taken place after an observable change in behavior has
occurred. The learning process is characterized by the 
presentation of a stimulus followed by a behavior or 
response. If the behavior is the desired response, a 
reward (reinforcement) is given. Thus, behaviorism does 
not concern itself with the mental processes associated 
with learning as these are not observable phenomena.
Cognitive theories view learning as the internal 
mental processes involved in the acquisition of knowledge. 
Rather than the stimulus-response idea of behaviorist 
theories, cognitive learning involves the transmission and 
processing of knowledge and strategies. Rather than 
memorizing stimulus-response patterns, rules and patterns 
for information processing are memorized. Learning
activities involve the interaction of the learner with his
13
environment that changes both (Dewey & Bently as cited in 
Hung, 2001).
Constructivism is the final learning theory to be 
mentioned here. The constructivist paradigm as advocated 
by Piaget (as cited in Haung, 2002) focuses on
construction of knowledge by the learner. Learning takes 
place when concrete experiences are organized into 
patterns of behavior which are then translated into
abstract models through the processes of assimilation and 
accommodation (Semple, 2000). That is, the modification of 
newly perceived information and experiences to fit 
existing cognitive structures and or modification of 
existing cognitive structure to accommodate new
information and experiences.
Summary
Instructional technology has changed throughout its 
history as a result of several factors. Social, economic, 
technological, and political factors have been prevalent 
in the past but pedagogical factors have received less 
attention. In recent years, parallel evolution of 
pedagogical and cognitive science theories has helped move 
from a transmission model, a behaviorist approach, in 
which technology is used in drill and practice activities 
toward more learner centered models which are largely
14
constructivist approaches (Bottino, 2004). The
combination of pedagogical theory with technology improves 
effectiveness of technology in education for those wishing 
to adapt to new teaching paradigms.
Deciding on any one pedagogical theory for the 
development and use of CAI software could limit learning 
opportunities. Each learning theory gives rise to 
different teaching methodologies which may be more or less 
effective depending on the level and type of material to 
be taught. Jonassen (1991 as cited in Ertmer & Newby, 
1993) contends that methodologies arising from behaviorist 
and cognitive theories better support introductory or 
concrete level knowledge and that as learning becomes more 
complex and problems more ill-structured, a constructivist 
approach better serves the learner. Behaviorist 
methodologies include drill and practice computer software 
while computer-based tutorial software might best be 
supported by cognitivist theory. Similarly,
constructivist approaches support the use of word
processing, spreadsheets, organizational tools and 
simulations to construct new knowledge or new 
representations or meanings for existing knowledge. 
Furthermore, emails, bulletin boards, and various
15
computer-mediated collaborative problem solving
environments are favored by social-constructivist theory. 
Given the variety of CAI software available and the
various learning theories, it seems reasonable that there 
is an appropriate time and place for each. Effective 
teachers might then examine their objectives, review the 
learning theories and select appropriate software that 
supports their objectives and is supported by an 
appropriate learning theory. In this way, software can be 
more effectively selected and used to provide a variety of 
appropriate learning experiences.
Affect of Online Formative Assessment 
on Student Performance on Summative 
Assessments
Introduction
Over half of the households in the United States had
at least one computer and 42% had Internet access in 2000 
(U.S. Census Bureau, 2000). With computers becoming 
commonplace in homes today, new methods of enhancing 
student performance are available to the majority of 
students. Online assessments provide a unique form of
communication between instructor and student.
Communication takes place asynchronously and
programmatically in the form of feedback about correct and
16
incorrect responses to assessment questions and in the 
form of instructions and other supportive information such 
as a help system. This "programmatic" feedback is
accomplished by anticipating all possible responses 
learners could give and then providing appropriate 
feedback through the use of a computer program. This
communication could include information about the
student's strengths and weaknesses on particular topics or 
even suggestions about where students can find information 
about particular topics where knowledge is deficient. It 
could even be in the form of a question that helps the 
computer program better decide what formative feedback to 
give. The purpose of this section of literature review is 
to explore the advantages of using Formative Computer 
Assisted Assessment (FCAA) to improve student performance 
on summative assessments. The advantages and disadvantages 
of online FCAA will be discussed including relevant 
research findings.
Definitions
Formative assessment is the acquisition and analysis 
of information about student performance for two main 
purposes: first, in order to plan, present, and alter
instruction, and second, to offer students feedback about
their acquisition of knowledge (Hollandsworth, 1992).
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Ramaprasad (1983) defined feedback as "information about 
the gap between the actual level and the reference level 
of a system parameter which is used to alter the gap in 
some way." Examples of formative assessment include 
practice quizzes in which teachers discuss correct and 
incorrect responses following the quiz and computerized 
practice quizzes that indicate correct and incorrect 
responses or give other performance feedback. Formative 
assessments give students and teachers feedback about 
learning so they can both make necessary adjustments in 
order to close the gap between the teacher's desired 
learning outcomes and actual student performance.
Summative assessment is evaluation usually undertaken 
at the end of a chapter, unit, or term for the purpose of
ft
measuring student learning. This type of assessment is 
used for grading students and for determining the
effectiveness of instruction (William & Black, 1996). 
Examples of summative assessment include scored tests on 
which grades are based such as chapter tests, midterm, and
final exams. Summative assessment differs from formative
assessment in that its primary goal is to measure student 
learning (Bloom et al., 1971) while the primary goal of 
formative assessment is to provide feedback about student 
performance. Computer assisted assessment involves
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delivering assessment tools electronically via computer, 
computer network, or over the Internet. Computer Assisted 
Assessment may also include marking correct/incorrect 
responses, analyzing and reporting performance, recording 
performance and transmitting performance data (Stephens
et. al., 1998) .
Benefits of Online Formative Assessment
Online formative assessment gives students helpful 
timely feedback about their learning (Northcote, 2002).
It also reduces the workload on teachers in terms of
marking and grading. Students may access online formative 
assessments from any convenient location that provides a 
computer with an Internet connection. Furthermore,
students can usually use a given online assessment
multiple times in a learn-assess cycle. These assessments
have been shown to increase student scores on in-class
exams. For example, a study of 212 education students 
with an age range of 19 to 43 years enrolled in an 
elementary through secondary education program was 
conducted (Gretes and Green, 2000). These students were 
enrolled in participating sections of an instructional 
design and evaluation course. In this study, a test bank 
of 438 multiple choice questions was used to measure a 
subset of 28 course objectives. Random test items were
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used to generate online formative assessments consisting 
of 35 test questions. Each time a test was presented, the
test items and answer choices were randomized. The same
subset of course objectives were also assessed using two
in-class exams and one final exam containing different 
questions from the same test bank. The reliability using 
the Kuder-Richardson's coefficient was .81. During the 
computerized practice exam, students could skip questions, 
move to previous and subsequent questions, and change 
their responses before submitting their final answers. 
Students were also prompted for second choice answers when 
an incorrect response was chosen.
The results of the study were positive. Of the 212 
student sample, 67% used the computer based practice exam 
between 1 and 13 times averaging 3.16 uses per student. 
Students who used the computer based practice exams scored 
a grade average of 80.74 points on the graded in class
exams while the average for students who did not use the
computer based practice exams averaged 75.66 points. The 
average difference between groups, 5.07 points, was 
statistically significant (t=3.02, df=210, p<.001) and 
amounted to a one-half letter grade difference on the 
instructor's 10-point grading scale.
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A second study of 566 education students age 19-52 
years was conducted by the same researchers (Gretes & 
Green, 2000). Three of the relevant questions this study 
was designed to answer are:
• Can the computer effect on graded in-class exams
be replicated with a new sample of 
Undergraduates enrolled in the same course, 
taught by the same instructors, with the same 
course objectives and requirements?
• Is the computer effect on graded in-class exams
sufficiently robust to show up even when 
student's scholastic aptitude is systematically 
controlled through analysis of covariance?
• Is there a relationship between the number of
computerized practice tests taken and student's
score on graded in-class exams?
The question bank was set up like that used in the 
first study. The number of questions on the practice 
exams however, was reduced to 30 items.
This study showed that students used computer based 
practice exams between 1 and 13 times with an average of 
3.89 uses per student. The average in-class exam score 
for students using the computer based practice exams was 
84.20 points verses 77.21 points for students who did not
21
use the computer based practice exams. This difference of 
6.99 points is statistically significant (p<.001).
In this study, an analysis of covariance with SAT 
scores as a covariant showed that students with higher SAT 
scores tended to use the computer based practice exams
more than students with low SAT scores.
The results of both studies show that FCAA improves 
student performance. While the results of using FCAA were 
positive with this sample of students, the extent to which 
these results generalize to other groups such as
elementary, middle, and high school students is not known. 
The studies also do not rule out the possibility that
brighter students who took advantage of the computer based 
practice exams may have performed better on in-class exams 
by virtue of their scholastic aptitude.
Finally, two studies evaluated the effectiveness of 
World Wide Web based formative assessment in undergraduate 
psychology courses. In the first study, students were 
required to use three computer-based assessments
consisting of 11-15 multiple choice questions involving 
factual knowledge. The testing software package called 
PsyCAL (Psychology Computer Assisted Learning) was used. 
The unusual feature of this system is that it does not 
give students correct answers to incorrect responses.
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Instead, it references relevant textbook sections so that
students could find the correct answers themselves. The
original sample size was 161 identifiable students. The 
computer based assessment was used a total of 1056 times. 
Some students used the computer based assessment up to 32 
times. However, this may be an overstatement due to
students clicking the "submit" button multiple times. To 
adjust for this, students whose use was more than three
standard deviations above the mean were excluded,
(sd=5.07). The remaining sample contained 148 students 
who used the computer based assessment an average of 5.92 
times and completed the in-class exams. Results of this 
study show a positive correlation between the number of 
uses and exam performance r (148) =0.24 p<0.003 however the 
proportion of variance is small (5.76%) . The author 
asserts that this may be a conservative estimate of 
performance difference between users and non-users of the 
computer based assessments. He contends that the actual 
performance difference as measured by the final exam was 
nearly 10% (Buchanan, 2 00.0) .
Participants in a second study were not required to 
use the computer-based assessments but rather were advised 
of its availability and encouraged to use it. In this 
study, five assessments were used consisting of 10
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multiple choice questions containing items to test factual 
knowledge as well as higher level thinking skills. The 
computer based assessment was used a total of 103 times by 
16 identifiable students. Students who used the computer 
based assessment performed significantly better than non­
users. The author of this study admits to the problem of 
small sample size. Nonetheless, results indicate 
increased performance on exam performance among students
who used the online assessment. Furthermore, student use
of the system was mandatory in the first study and so was
not limited to students who made the choice to use the
system. Given the size of the sample in the first study, 
indications are that students of differing ability benefit
from online formative assessment.
Drawbacks of Online Formative Assessment
While the benefits of online formative assessments
are clear, there are some drawbacks. Only knowledge based 
questions (multiple choice, true/false, and matching type 
questions) easily lend themselves to this type of 
assessment. In addition, teachers must spend a greater 
amount of time preparing such assessments. Furthermore, 
increased use of online assessments requires increased 
technical support. This is an institutional issue since 
many instructors have neither the time nor expertise to
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solve many technical problems. These technical problems
can increase student and teacher frustration associated
with the use of technology for online formative
assessment. Additionally, some students are uncomfortable
with the lack of face-to-face student-teacher contact
(Northcote, 2002)
One study examined gender differences on online 
assessment performance (Mukerjee & Cox, 2001). In this 
study, data was collected using student performance on 
computerized quizzes. The scores were normalized to a 
scale of 100. Male students averaged 76.61% while female 
students averaged 84.75%. A t-test on the total scores of 
the electronic quizzes was performed on the scores grouped 
by gender. The t value of 0.2413 was statistically 
significant at the 0.027 level. This analysis suggests 
higher performance by the female group.
To determine whether or not this performance 
difference was limited to electronic tests, midterm and 
final exam scores were similarly processed. The average 
for female students was 77.64 while male students averaged 
75.23. The t value of -0.515 had a significance level of 
0.612. This suggests that female students performed 
better only on the electronic assessments. Two concerns 
arise from this study: first, the sample size was
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unstated. Furthermore, the number of students in each
gender group is unknown. Second, the computer assessments 
were limited to multiple choice and true/false questions 
while the paper tests also included short-answer and fill- 
in-the blank questions. Perhaps the most significant 
finding however, is that technology does not have an 
adverse affect on student performance.
Finally, the method of question delivery or user 
interface can affect the outcome of online computer 
assisted assessment. For example, one study used two 
delivery methods to administer online assessments 
(Ricketts & Wilks, 2002). The first method presented the 
assessment as a single web page allowing students to 
scroll through the questions and change their answers.
The second approach used a question-by-question delivery 
method. The study found an average decrease of 14% in 
student performance when scrolling was used. However, 
using the question-by-question delivery method resulted in
an average performance increase of 20%.
Summary
Computer assisted formative assessment is becoming 
available to the majority of students with increases in
computer ownership and Internet access. Students can now 
receive feedback from instructors on these computer-
26
assisted assessments outside of regular class time. This 
is a valuable form of diagnostic communication between 
teacher and student and has been shown to improve student 
performance on in-class assessments by 5%-10%. Although 
many of these studies were performed using college 
students, the results may generalize to other student
groups such as high school, middle school, and perhaps 
even elementary school although the extent to which the 
results generalize is not known and will probably differ 
from group to group. Considering the relatively low cost
of using this form of teacher-student communication, it 
can be widely used offering a variety of students 
opportunities for improvement.
Although several studies support the use of computer 
assisted formative assessments as a method of improving 
in-class exam scores, several problems associated with 
their use have been noted. At this time, the types of 
questions suitable for such assessments are largely 
limited to multiple choice, true/false, and matching. The 
increased use of computer assisted exams requires 
increased technical support. Student frustration 
associated with the use of technology also increases with 
increased use of computer assisted assessment and 
equipment malfunction. In terms of gender, one study found
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that females showed superior performance on these computer 
assessments. While this intriguing finding begs further 
research, it is of little consequence in terms of overall 
assessment. However, it may reveal a bias toward females
if summative assessments were delivered in a similar way.
Finally, the method of question delivery can affect
the outcome of online computer assessment. It is
therefore, important to thoughtfully select software for 
generating these assessments that offers a suitable user
interface so that the assessment provides a true measure 
of student performance.
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Gender Differences in Attitudes Toward 
Computer Use
Introduction
One important aspect of computer use in education is 
student attitudes toward computers. There seems to be 
data to support disparate attitudes between males and 
females and between different age groups. In general,
males tend to be more self-confident and have more
positive attitudes than females. Younger students (age 
11-12 years) tended to have more positive attitudes toward 
computers than older students (age 15-16 years) (Colley, & 
Comber, 2003) . Another interesting finding is that 
students' and teachers' perceptions about computer use in 
the classroom differ widely.
As the workplace increasingly relies on computer 
technology to manage and manipulate information, those who 
have less positive attitudes toward computers may exclude 
themselves from areas of the workforce requiring these 
skills. As men and women will use computers equally in 
the coming decades, gender equity should be sought 
relating to computer education (Okebukola, 1993).
Gender Differences
Boys were found to be more self-confident with 
computers, liked computers more, and showed less gender 
bias concerning computer use than girls. Among students in
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the older age group, girls rated themselves lower than 
boys of the same age group in all but the "general" 
category, while younger females had more positive 
attitudes than older females (Colley & Comber, 2 0 03) .
This study also identified differences in usage 
patterns for boys and girls. While girls tended to use 
computers to communicate with others via email and other 
specific activities, boys tended to play games, or use 
computers simply to master the technology. This usage 
pattern agrees with the findings of McMahon (1999) in 
which girls seemed more positive than boys about 
educational uses of computers while boys were more 
positive than girls about more "fun" uses. In general, 
females held less positive views of computers and used 
them less often than males. This study found significant 
gender differences in all categories examined.
Okebukola (1993) studied gender differences in 
computer anxiety and computer interest among some 
Australian high school students. This study examined four 
variables: 1) home ownership of computers, 2) enrolment
in computing classes, 3) years of experience of computer 
usage, and 4) socioeconomic status. The sample consisted 
of 142 boys and 139 girls with an average age of 14.6 
years. The instruments used were the Computer Anxiety
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Scale (CAS) and the Computer Interest Scale (CIS). The 
anxiety data for girls showed a significantly higher 
computer anxiety that that for boys. The computer
interest data is much broader. It can be summarized as
follows: both boys and girls had a high mean score for
the statement, "I think that a computer can be very 
interesting." The girls showed a significantly lower mean 
score for the following statements, "If my family had a 
home computer, I would probably use it more than anyone 
else"; "I would rather play computer games than other 
types of games"; People managed before without computers, 
so computers are not necessary now"; and "People who like
computers are not often sociable." Boys had a
significantly higher average score for these statements,
"I would be glad to tell my friends that I have joined a 
computer club", and "You do not have to be intelligent to 
like computers." Generally, boys showed a lower level of 
anxiety while displaying a higher level of computer 
interest than girls.
McMahon, et al. (1999) conducted a study to determine
barriers to computer usage among university students at a 
single university. Data was collected from both students 
and faculty using postal surveys, focus groups, and 
interviews. Surveys were used to collect data on the
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extent, pattern, and nature of student use of computers, 
their attitudes towards computer use, and their competence 
in using computers. Focus groups and interviews were used 
to obtain qualitative information. The study's
conclusions focused on three areas: 1) adequacy of
computer training, 2) support, and 3) information for
computer users, and access and time to use computer 
resources. Students identified lack of training as the 
number one barrier to computer use while staff believed 
they had provided at least sufficient initial information 
and training so that students could continue developing 
their computer skills on their own. Next, students felt 
that support from the staff while using computers was 
insufficient. Many students often received support from 
other students rather than staff. Finally, access to 
computers was identified as an important issue to 
students. The access issue is quite complicated and 
extends beyond number of computers and access times. 
Perhaps access times were restrictive or didn't take into 
account peak use times during the term when many students 
had projects coming due. This study shows the importance 
of student perceptions about computers and their use in 
order to create more productive circumstances and 
experiences for students.
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While differences in attitudes between males and
females have been noted, Dixon et. al (1998) found no
difference in aptitude between males and females. In this 
study, the Computer Aptitude, Literacy, and Interest 
Profile (CALIP) was administered to two groups of 56 
randomly selected junior high school students in southern 
California. One group consisted of regular education
students while the other group was identified as having 
learning disabilities and were resource students. The 
results of this study did not disprove the researcher's 
null hypothesis which stated, "There is no relationship 
between sex and computer aptitude for students with or 
without learning disabilities in this sample."
Another study, Smith (2001), looked into computer 
confidence and sex-typing attitudes. This study included
491 students and teachers, 288 female, and 176 male. Of
the sample, 318 were students, 179 female and 139 male.
Two of the affective scales of the Minnesota Computer 
Awareness and Literacy test (1979) were used as the test 
instruments. She found that males felt superior to 
females in their computer abilities while females' 
feelings seemed to indicate that both sexes had equal 
computer ability.
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Collis et al. (1987) performed a cross-cultural
comparison of attitudes toward computer studies of two 
groups of adolescent students. One group from Victoria, 
British Columbia, and the other from Shanghai, People's 
Republic of China. This study found that Chinese students 
were significantly less confident about their ability in 
computer studies compared to the Canadian students.
Girls in the Shanghai sample were more positive about 
computer studies than same grade boys and that 12th grade 
girls in this sample had more positive attitudes than 
their male counterparts but the difference in each case 
was not significant. Twelfth grade Canadian girls were 
significantly more negative than their male counterparts. 
The authors point out an interesting finding: there is an 
overall homogeneity of the Chinese sample with regard to 
gender. The standard deviation of the Chinese group was 
smaller than that of the corresponding Canadian sample for 
every variable.
Age Group Differences
The younger groups (both boys and girls) rated 
themselves higher in all categories except self- 
confidence. In this category, younger boys rated 
themselves lower than older boys (Colley, et. al., 2003). 
In the cross-cultural comparison study (Collis et al.,
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1987), girls from both China and Canada showed a decline 
in attitudes toward mathematics, science, and computer 
studies between 8th and 12th grade.
The authors of this cross cultural study suggest the
Chinese culture values cohesiveness while the Canadian
culture may value individualism. However, this
explanation does not account for the decrease in females' 
attitudes towards computers, math, and science from 8th to 
12th grade. It may be that as females approach adulthood, 
their interests shift toward more adult female roles as
defined by each culture. A deeper examination of gender 
roles and expectations for each culture may offer better 
explanations for the decline in attitude in these areas.
Summary
Differences were found in computer attitudes and 
anxiety between boys and girls while computer aptitude was 
similar across gender lines. Boys rated themselves more 
self-confident while girls rated themselves less self- 
confident. The mean self-ratings for older boys (year 11 
students) were the highest of all ratings while the mean 
self-rating for same-age girls was the lowest of all age 
groups. Although younger boys (year 7 students) rated 
themselves higher than same-age girls, their ratings were 
much closer. The gap between mean self-ratings roughly
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tripled by the time the students reached the 11th year 
(Colley & Comber, 2003).
Boys showed significantly lower computer anxiety than 
girls while showing higher levels of computer interest. 
Boys used computers more for fun such as games while girls 
used computers more for communication such as email. 
Although there were significant differences between males
and females in terms of attitude and interest toward
computer use, no differences in aptitude were found.
Differences were certainly found in the way males and 
females feel about using computers. But there are also 
differences in the way students and teachers perceive the
use of computers in the classroom.
Student vs. Teacher Perceptions about Computer
Usage
Murphy & Beggs (2003) studied how pupils and teachers 
used computers at home and at school. Questionnaires were 
used to collect data and teachers guided primary pupils 
through the questionnaires. This research shows
similarities and differences in the ways pupils and 
teachers use computers and perceive that computers are 
being used. There were some interesting discrepancies 
between pupils' and teachers' computer use. First, pupils 
used the Internet significantly more frequently than
teachers but teachers used email more than students.
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Next, there were differences in perception about 
computer use between pupils and teachers. Whereas 44% of
the teachers claimed to use computers often in their 
teaching, only 23% of students felt so. Additionally, 20% 
of the teachers never used computers in their teaching but 
41% of the pupils responded that computers were never used 
in their lessons. One very interesting finding is that 
96% of teachers felt that "pupils always love using 
computers" but only 52% of the pupils agreed with that 
statement. This study also found that girls and boys use 
computers differently. Girls are more likely to use 
computers for educational uses while boys use computers 
more for games. This finding suggests there are distinct 
categories of computer use and that having positive 
associations with one use such as games does not
generalize to other uses such as educational use.
Additionally, game use tends to occur at home while 
educational uses more frequently take place in a school 
setting. One final suggestion made by these authors is 
that perhaps student perceptions and attitudes toward
computer use in school should be used more than teacher 
perceptions and attitudes. This idea is supported by the 
research by McMahon et. al. (1999).
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Summary
While many studies find males to have more positive 
attitudes towards computers than girls in general, Steele,
et. al. (2002) found that positive learning outcomes in
the use of computer assisted instruction were not affected 
by student learning preferences or attitudes towards 
computers. One consistent finding was that as girls age, 
their attitudes toward computers tend to decline. Several 
researchers have suggested this may be due to social 
factors such as gender role stereotypes and societal
expectations for women. As mentioned earlier in this 
paper, females whose attitudes toward computers continue 
to decline may find themselves inadequately prepared to 
compete for jobs requiring technology skills. It is 
therefore important that research be conducted on the 
causes of these attitude differences in order to find ways 
to reduce these discrepancies.
To this end, in 2001, the percentages of both males 
and females who used computers while in school were 
similar. Additionally, the number of both males and 
females who reported computer use and computer use at home 
specifically for schoolwork in 1997 and 2001 were similar
(Freeman, 2004) .
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Design Considerations
The literature reviewed here provides sufficient 
evidence to support the successful implementation of 
computer based instruction and assessment in the high 
school classroom. The key points in the literature that 
impacted the design of Measure It! will be discussed here 
beginning with general considerations followed by specific 
points that directly influenced the design of this
resource.
The first design consideration is availability of 
computer equipment. The development of any resource in
and of itself does not serve students. Students must have
adequate access to the resource. The recent California 
Digital High School Grant program offered schools money to 
ensure that every classroom would be connected to the 
Internet and that technology would be used to enhance 
student learning. Moreover, the 2000 U.S. Census showed
that over half of the households in the U.S. have
computers with 42% of the households also having Internet 
access. These figures suggest Internet access between 
school and home is adequate to warrant the design of a 
resource to be deployed via the Internet. Because some 
households have computers without Internet access, Measure
It! is also available via CD-ROM for students to check out
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from the teacher as needed. As pointed out earlier, 
simply having computer resources does not guarantee their 
productive use in the classroom. However, this is a 
necessary starting point. Developing resources based on
sound educational research allows for more reliable
predictions about the outcome of using any kind of
technology or pedagogical strategy. The literature 
targeting the affects of online formative assessment on
summative assessments will now be discussed.
There are two major forms of assessment: formative
and summative. Formative assessment is used as a
corrective tool in order to aid in student learning. As 
such, this kind of assessment involves feedback that is 
designed to reduce the gap between desired performance and 
actual performance. A common example of formative 
assessment in the classroom is the quiz, in which the 
responses are discussed following the quiz. One important 
feature of formative feedback is that it be timely
(Northcote, 2002) . Gretes and Green (2000) found a five
point difference on in-class summative exams between two 
groups of students. The group with the higher score used 
computer based practice exams while the lower scoring 
group did not. This was a significant consideration in 
whether or not to develop a resource like Measure It!.
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This kind of data helps one to more reliably predict
whether or not the resource would benefit students.
Having compelling evidence that online formative
assessments and the use of CAI can offer students enhanced
learning opportunities in general, review of the
literature turned up some interesting findings related to 
gender differences in terms of attitudes toward computers 
and aptitude toward computer use. These issues will be
discussed next.
In terms of gender differences among students, while 
boys were found to be more confident, less anxious, 
demonstrated higher interest in computer use than girls 
(Colley & Comber, 2003), girls performed slightly better 
on computer assessments. However, the most significant 
general finding supporting the use of computer based 
assessment is that technology does not have an adverse 
affect on student performance (Mukerjee & Cox, 2001). 
Although there are differences in attitudes towards 
computers between males and females the literature
suggests that both genders benefit from CAI and CAA. 
Another interesting finding is that there is no difference 
between in computer aptitude between (Dixon et. al.,
2001). Attitude and aptitude were considered important to 
the design of Measure It! because if a difference in
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aptitude truly existed, the use of such a resource would 
not be equitable to both genders. Furthermore, this 
research also found no differences in computer aptitude 
between students with or without learning disabilities 
providing further evidence of the equitability not only
between genders but between students with and without 
learning disabilities. With an increased emphasis on 
mainstreaming learning disabled students into regular 
classrooms, the equitability findings provide impetus for 
using these kinds of electronic resources in most 
classrooms. Having discussed the broad considerations 
found in the literature, some very important details that 
directed elements in the design of Measure It! will now be
discussed.
A subtle but very important finding involves the
method of question delivery for online computer
assessment. Ricketts & Wilks (2002), studied two delivery 
methods. The first method provided students with all 
questions on a single scrollable page. Students were free 
to scroll up and down the page and to change their 
answers. The second delivery method used a questions-by- 
question approach presenting only one question per screen. 
They found a decrease in performance of 14% when scrolling 
was used and a performance increase of 20% when the
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questions were presented one at a time. These figures 
amount to one and one-half to two letter grades on a 
typical 10-point per letter grade grading scale. This 
finding was a major design consideration in the 
development of Measure It!. This will be discussed 
further in the design section of chapter three. One final 
design consideration extracted from the literature 
involves the type of questions offered. Most of the 
online assessments offered knowledge based questions in 
the form of multiple choice, matching, of fill-in 
questions. While Measure It! uses fill-in type questions 
exclusively, it is a performance-based resource.
Students must manipulate the draggable ruler and read 
liquid levels of various laboratory measurement devices 
prior to entering their responses. This performance-based 
approach requires increased development time but allows 
students a richer learning experience.
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CHAPTER THREE
PROJECT DESIGN PROCESS
Introduction
The process used to design Measure It! was the five 
step ADDIE (analysis, design, development, implementation, 
and evaluation) process as discussed by Morrison et. al. 
(2001). Each step of the design process as it relates to 
the development of this resource is described below in
detail.
Analysis
Students in science classes often make inaccurate and
imprecise length, volume, and temperature measurements.
In so doing, student laboratory activities often fail to 
produce consistent results, sound conclusions, and may 
tend to circumvent the learning process and reduce the 
likelihood of students learning the intended material.
This deficiency was discovered after observing students in 
the laboratory and reviewing data recorded in their
laboratory reports.
After informally discussing measurement problems 
among science teachers, a focus group consisting of 14 
high school science teachers including 7 integrated
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science teachers, 3 chemistry teachers, 1 physics teacher, 
and 1 physiology teacher was assembled to determine 
student needs, deficiencies, and methods to improve 
student performance. Each teacher referred to the 
California content standards for grades 9-12 in order to 
coordinate their teaching experiences with the state 
standards. Teachers brought their teaching experiences, 
assessments, activities, and teaching strategies to the 
group for the purpose of identifying underlying causes and 
possible solutions to these measurement problems.
In order to keep the group productive, the starter 
questions below were drafted and distributed to each focus 
group member:
Performance Assessment Questions:
1. Is measurement accuracy/precision a problem 
in your classes?
2. In what ways do you observe students 
misreading measurement devices?
3. What can we do to assist students in
correctly reading measurement devices?
Training Needs Assessment Questions:
1. What materials do we need to help students
make better measurements?
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2. What resources do we already have to help
students make better measurements?
3. How much time do we need to devote to
helping students make better measurements?
4. Should we re-teach these techniques 
throughout the year?
5. How important is accuracy/precision in 
measurement to your curriculum?
The focus group met and discussed problems associated 
with accuracy/precision in student measurement in science 
classes. Teachers of all physical science classes 
expressed their concerns about student measurement skills. 
The group decided to narrow the target audience for the 
development of this tutorial resource. The focus group 
targeted chemistry students because they are likely to 
have the need to make repeated measurements using various 
laboratory measurement tools in their current and 
subsequent chemistry and biology courses. Within the body 
of chemistry students, the grade 10 Pre-International 
Baccalaureate(PIB)students were targeted. PIB courses are 
designed for students who want to be academically 
challenged and thus offer a rigorous curriculum. Students 
enter and remain in the PIB/IB program by choice and are 
concerned about their academic performance. It was the
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consensus of the group that PIB students would be more 
likely to use web-based materials outside of class for 
remedial study in order to bring their skills up to the 
level of teacher expectation than college preparatory
chemistry students. Furthermore, these students will be 
required to make accurate measurements using laboratory 
measurement again in their senior year when they take 
either advanced chemistry or biology to complete the IB 
program. Specific student deficiencies and needs were 
identified. Necessary resources were also identified and
several teacher recommendations were made:
Student Deficiencies and Needs
1. Students often round measurements to the
nearest mark on the measuring device 
instead of estimating the distance between
marks.
Students seem to feel that estimating the 
last digit of a measurement is in itself
inaccurate.
2. Students do not seem to understand the
meaning of significant figures as they 
relate to the accuracy of the measuring
device.
3. Students need practice making measurements
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The purpose of this project is to create an 
electronic resource to provide students with the 
instruction, practice, and feedback required to make 
accurate and precise length, volume, and temperature 
measurements to the appropriate number of significant 
figures. The three main performance objectives are as
follows:
After using the program, students will be able to:
1. Define the terms "accuracy" and 
"precision".
2. Determine the value of each mark of a
ruler, graduated cylinder, buret, and
thermometer.
3. Read a ruler, graduated cylinder, buret,
and thermometer to the correct number of
significant figures (estimating one decimal 
place beyond the value of the smallest 
markings on the measuring device).
Design
This electronic resource contains three interactive
modules: pretest, tutorial, and post-test followed by a 
score report to provide summative feedback about user 
performance in each area. The pre-test should be used as a
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formative assessment for students to discover their
individual strengths and weaknesses. Next, the
interactive tutorial should be used to help students
understand how proper measurements should be made and 
recorded. While using the tutorial, students should pay- 
particular attention to areas of weakness identified by 
the pretest. Finally, the post-test should be used to 
determine improvement or mastery of the material. The 
score report displays student performance in making each 
of type of measurement and pre-test/post-test scores. 
These three modules should be completed in one session. 
Most high school students can complete the entire program
in about 30-40 minutes.
Each of the three modules contain pictorial 
representations of measuring devices (rulers, graduated 
cylinders, burets, and thermometers) and input text boxes 
so students can make measurements using graphic elements 
on their computer screen and enter measurement data. A 
flowchart depicting the basic content structure is shown
below.
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Figure 1. Content Structure Diagram
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The design scheme, content structure, design elements 
and navigational structure and their uses in this
electronic measurement tutorial are discussed here in
detail.
Students should have at least one period of classroom
instruction and practice in making accurate and precise 
measurements before using this tutorial in order to reduce 
frustration when using the pre-test. Beta testing
(Piskurich, 2000) in the classroom has shown that without
such instruction and practice, students often feel that
they have entered the correct answer but receive feedback 
indicating their response is incorrect. This is largely 
due to a misunderstanding of significant digits.
The design scheme used is task oriented (McCracken &
Wolfe 2004) . The three main tasks involve users first
taking a pre-test in order to reveal their strengths and 
weaknesses. A tutorial is then offered to provide users 
with instruction, practice, and formative feedback about 
specific measuring procedures. Finally, a summative post­
test is taken to determine whether or not students have
mastered the material. Although the tasks required to use 
each type of measuring device are similar, the tutorial is 
subdivided by type of measuring device: ruler, graduated 
cylinder, buret, and thermometer. These subdivisions were
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chosen in order to help increase student motivation by 
keeping activities short and somewhat separate from each 
other. This technique may also help users improve 
performance and confidence by offering opportunities to 
practice what they have learned immediately after small 
chunks of material are presented.
The content is structured in a linear fashion.
(McCracken & Wolfe, 2004). This structure was used
because material presented builds on previously presented 
material. Limiting navigation to "Next" and "Back" options 
ensures that all users will proceed through the program on 
a predetermined pathway eliminating the possibility of 
users branching to other parts of the program thereby 
navigating away from important information.
The pre-test and post-tests present an identical set 
of twelve questions for users to answer. Using the same 
set of questions eliminated the need to statistically 
analyze the questions for equivalency. This makes 
evaluating student progress a simple task of comparing 
pre-test and post-test scores to determine improvement.
The tutorial is long enough and requires sufficient 
practice reading and entering measurements so it is 
difficult for students to memorize pre-test questions and 
answers. Additionally, users do not receive feedback
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during the pre-test or post-test indicating whether or not 
their responses were correct for individual questions. 
Thus, using the same questions on both pre-test and post- 
test is appropriate for testing the effectiveness of this
resource in the classroom.
The tutorial includes elements designed to provide 
instruction, offer measurement practice, give feedback, 
and motivate users. In general, information is provided 
on a single screen with small amounts of text and as much 
white space as possible. Screens are simple and 
uncluttered. This design was used to help relieve 
potential feelings of being overwhelmed by too much 
information so users are more likely to read the smaller 
amounts of material presented.
Interactive questions consistently follow the
presentation of information or instruction so users 
quickly recognize the repeating instruction/practice 
pattern. This pattern is applied throughout the tutorial 
so users begin to recognize and even anticipate this
pattern.
The tutorial is intended to teach proper scientific 
measurement and provide formative feedback. As such,
users are free to change their answers and re-check them. 
They can also use the "Next" and "Back" buttons to move
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forward and backward within the tutorial in order to
review previous material or preview upcoming material.
The tutorial includes the opportunity for students to make 
and record 25 measurements which should provide sufficient 
practice to bring them to 80% competency (Marzano, et. 
al., 2001, p. 67) .
Primary screen colors were used in order to maintain 
the attention of younger users. These colors were placed 
on a white background to offer contrast between screen 
elements and background. This helps information and task 
directions to stand out from the background for improved 
clarity. Instructions appear on each screen in a subdued 
green color in order to provide instructions without 
moving the user's attention away from the tasks they are 
to perform. Actual questions appear as blue text. An 
informal font (CAC Norm Heavy) was used to soften the text 
and to provide a more playful typeset commonly used in 
children's written materials. This font was used to help 
younger students identify more closely with the material.
All screen elements are aligned with the center of
the screen on each frame so that students are not required 
to search the screen for material. After completing a few 
frames, users begin to recognize this alignment and begin 
to anticipate the screen layout making it easier and
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faster to read through the material because they find the 
material where they expect it to be.
Navigation button colors (red and blue) were chosen 
so that these elements sharply contrast the background
making it easy to locate the buttons. The buttons are 
large enough for students with poor hand-eye coordination 
to point to with the mouse or touch pad and click making 
navigation comfortable for most students.
A printable score report is included so students can 
use this program as often as they like, print the score 
report each time, and compare their progress from time to 
time. These score reports may also be turned in to the 
teacher as a homework or in-class assignment for credit or 
review by the teacher.
Development
The focus group felt that a web-based approach might 
produce better results than using actual measuring devices
in the classroom alone. This would allow students to
spend as much time as necessary outside of class using the 
resource rather than being limited to class time. The 
group developed the following resource specifications.
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This electronic measuring resource should:
1. be available via the Internet and on CD for
students to check out if they do not have
Internet access.
2. simulate measurement devices using pictures of
draggable on-screen rulers, graduated cylinders,
burets, and thermometers.
3. be designed for use with computer monitors 
having a resolution of 600 x 800 pixels.
4. be designed to work with a 14 inch monitor with 
zoom capabilities to accommodate smaller
screens.
5. be designed to work on computers with a 486 
CPU/133MHZ with 128MB of RAM (PC) or a Power Mac
with OS 8.1 or above with 128MB RAM.
6. be designed to work over,the web with 56K or 
higher connection speed.
7. not require any additional software to operate 
with the possible exception of a free 
downloadable Flash MX player.
8. be colorful to maintain student interest.
9. be interactive to maintain student attention.
10. accept a small range of correct answers to 
questions rather than one exact correct answer
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to maintain accuracy while allowing for slight 
variations in individual perceptions of the
correct measurement.
11. contain a pre-test, tutorial, and post-test.
12. require one class period or less for students to 
complete.
13. be capable of producing a printed report
students can turn in to the teacher.
14. give immediate feedback about correct/incorrect
answers.
15. teach students:
a) to determine the numeric value of
markings on various measurement
devices
b) the use of significant figures 
(estimating one digit beyond the 
markings on the measuring device).
c) to use metric rulers, graduated
cylinders, burets, and thermometers
accurately.
This electronic resource was authored using 
Macromedia Flash MX and is available at the following web 
address: http://www.berenato.net/measure7.swf and as an
executable file for both Macintosh and PC on CD. The free
57
Flash plug-in is required to use this resource online and
is available at www. macromedia. coin.
The design and implementation of Measure It! have 
been ongoing iterative processes. Some of the most recent
enhancements made to this resource will now be discussed.
Frame numbering was added so students know which frame 
they are in and how many frames remain. The tutorial 
feedback has been significantly enhanced. In previous 
versions, an incorrect answer resulted in feedback 
notifying the user that their answer was incorrect but no 
explanation as to why an answer was incorrect was given. 
Student responses are now analyzed to determine whether 
the response contains too few or too many digits and 
whether the response is numerically too small or too 
large. Students are given appropriate feedback in order 
to help them re-enter a more appropriate response.
A rudimentary text based help system has been added 
and it is expected that this help system will be expanded 
to include photographs of actual laboratory measuring 
devices and perhaps short videos demonstrating proper 
measurement techniques. Future enhancements will include 
enabling the "Enter" key on the keyboard to activate the 
"Next" button and the possible addition of a chat feature.
The chat feature is being considered in order to add a
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collaborative facet to Measure It!. After observing 
students helping each other use Measure It! in the 
classroom, it is felt that the addition of synchronous 
collaboration may offer a peer support aspect and possibly 
reduce feelings of isolation while adding a social 
component to the program.
Figures 2-7 below show screen captures of Measure 
It!. Figures 2 and 3 show the screen layout of the pre­
test and post-test. Questions are delivered one per 
screen rather than allowing students scroll back and forth 
through the entire test. This delivery scheme has been 
shown to improve performance (Ricketts & Wilks, 2002) . 
Figures 4-6 are various tutorial screen captures. The 
shaded text boxes in Figure 5 are input boxes for students 
to enter their reading from each graduated cylinder. 
Invisible text boxes below the input boxes provide 
feedback about each entry the student makes in the form of
pop-up type text feedback. Feedback is given to the user 
when the "Check Answers" button is clicked. Figure 7 is 
an overall report of user performance. This report may be 
printed and turned in or simply printed and retained by 
the user to compare past and future performance.
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Implementation
The electronic resource was beta tested first in the
classroom (Piskurich, 2000). Students were asked to
complete the pre-test, tutorial, and post-test and to
report any problems in use such as navigation,
understanding directions, sequencing of material, etc. 
Each student printed a report of their activity so that 
pre-test and post-test scores could be compared and any 
improvements noted. Anonymous student surveys were used 
to evaluate various aspects of the resource including 
aesthetics, effectiveness, ease of use, and overall
desirability of this type of resource using the Student 
Analysis Form (Appendix B). Students score each area on 
the analysis form numerically from 1 to 5. These scores 
can quickly be averaged to obtain an overall resource 
rating from 1 to 5. The numeric average represents the 
overall quality of the resource: 1-poor, 2-fair, 3-good, 
4-very good, and 5-excellent. Individual areas can be 
revised if low scores are consistently reported in 
particular areas. Students also answered a few
qualitative questions on the student analysis form in 
order to communicate their general perceptions about the
resource.
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The next phase of testing examined cross platform and 
resource delivery via the Internet. Some students use 
Macintosh computers while most use PC at home and many use 
different Internet service providers and web browser 
software. This phase of testing was designed to reveal 
problems associated with individual platforms, Internet 
service providers, or web browser software. Again, 
students completed the Student Analysis Form, printed a 
report of their activity, and turned these in for 
analysis. The Macromedia Flash MX authoring tool allowed 
the creation of a product that worked well on both PC and 
Macintosh platforms whether the resource was delivered via
CD or the World Wide Web. It was noted however that the
overall screen size is smaller when Measure It! is
delivered via the Internet rather than it is when the
program is used from CD. This is because the entire 
screen image must fit within the browser window for web 
delivery. Using the browser's full screen view function 
enlarges the viewing window within the browser.
Student comments were analyzed and addressed prior to 
making this resource and Student analysis forms available 
to other teachers for use and further testing.
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Experimental Evaluation of
Effectiveness
Introduction
Measure It! was designed and developed based on an 
analysis of student needs and available resources. It is 
based on a widely accepted design model (ADDIE) and 
includes research based design elements and strategies.
The literature reviewed in this project suggests that CIA
and FCAA can be effective tools for both males and females
and that these tools can raise student performance on in- 
class examinations. Reviewing literature provides 
teachers with the necessary information to make reasonable
predictions about the effectiveness of a given resource. 
While predictions are certainly useful, teachers are
concerned with actual results. As such, Measure It! was
tested in the classroom environment to determine its
actual effectiveness in that environment.
After several revisions were made, and the data
collection tools were pilot tested, a more formal data
collection and analysis was conducted using those tools in
order to determine the effectiveness of the modified
resource. Two research questions were to be answered. 
First, "Is Measure It! effective in helping students 
improve their performance of scientific measurements?" If
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Measure It! is effective, a second question will be
answered, "Do females and males demonstrate similar levels
of improvement?" The primary hypothesis suggests that,
"If Measure It! is not effective, there will be no
significant difference between pre-test and post-test 
scores using a t-test for related measures at the .05
level." If the data leads to the rejection of the primary 
null hypothesis, a second hypothesis will be tested. Since
males and females will use the same resource under the
same conditions and both males and females have taken
similar science classes in high school, there will be no 
significant difference between the improvement from the 
mean pre-test scores to the mean post-test scores between
males and females.
Methods
A sample of 94 Pre-International Baccalaureate (PIB) 
tenth grade chemistry students from a Southern California 
High School was chosen to participate in this study. All
PIB chemistry students at the school were included in this 
sample. Roughly 60% of this sample have one chemistry 
teacher while the other 40% have a different chemistry
teacher. Both teachers follow the same schedule for
teaching, assign identical homework problems, and give 
identical summative in-class exams. The sample consisted
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of 58 females and 36 males. The sample contained 38 
White, 27 Hispanic, 21 African American, and 8 other 
students. This group of students was chosen because their 
absence rate is lower than that of our college preparatory-
students. Quantitative data was analyzed only for
students who completed all measurement instruments. After 
discarding data for students who were absent during the 
administration of any post-test, 74 students remained in 
the sample.
Students used Measure It! during a regularly
scheduled class period during the Spring term. They were
instructed to use the pre-test, tutorial, and post-test, 
in that order, and print their score report. Students 
also completed the Student Analysis Form. The pre-test 
and post-test are a set of 12 identical questions.
In determining whether or not Measure It! is
effective, retention of the skills learned was considered.
Students repeated the post-test one week and again four 
weeks after initially using the Measure It! program.
Results
All experimental data appears in Appendix C. The 
results of the same-day pre-test and post-test were 
compared followed by a comparison of the second post-test
to the same-day post-test and finally a comparison of the
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final post-test to the previous post-tests was made. The 
same-day pre-tests and post-tests were compared to 
determine any improvement in scores after using Measure 
It! The post-test comparisons were made after one week
and one month to determine whether or not measurement
skills were retained after a period of time with no 
further lessons on measuring presented. A discussion of 
the findings appears below.
Same Day Pre/Post Test Results. Both gender groups 
showed an average 3 point increase (females = 2.8 points; 
males = 2.9 points) in score between pre-test and the same 
day post-test (Appendix C: Tables 1, 2, & 3). The mean 
pre-test score was 6.2 and mean same day post-test score
was 8.9 for all students combined. These results were
shown to be statistically significant using a t-test for 
related measures (pc.Ol). Thus, the data clearly leads to 
the rejection of the primary null hypothesis which stated, 
"If Measure It! is not effective, there will be no 
significant difference between pre-test and post-test 
scores at the p=.O5 level." The results were better than 
predicted (n=74, t=14.2, pc.Ol). The second null
hypothesis was retained because both genders showed 
similar improvements between pre-test and post-test scores 
(3.5% discrepancy between genders).
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Second Post-Test. The same post-test was 
administered one week after students used the complete 
program and again four weeks after initially using the 
program. The mean score on the initial (same day) post- 
test was 8.9 and decreased slightly to 8.5 (96% retention) 
one week after using Measure It!. Retention data was 
examined for the entire sample and was not examined by 
gender.
Final Post-Test. A final identical post-test was
administered four weeks after the initial use of Measure
It!. The average score on the final post-test was 8.5 and 
was the same as the post-test administered after one week.
There was an interesting unexpected finding in terms of 
the final post-test data. While 28 of the students in the 
74 student sample showed decreases in post-test scores and 
12 students score the same as they did on the second post 
test, 32 students actually increased their post-test 
scores. A significant drop in post-test scores was 
expected for the last post-test as neither of the two 
chemistry teachers who taught the students in the sample 
made any mention of measurements in their lectures during 
the 4 week period between initial use and final post-test. 
However, over half of the students actually showed an 
increase in score on the final post-test. This finding
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suggests that the act of taking the post-test repeatedly 
offers students practice in making measurements and that 
practicing on the computer may improve measurement skills.
Students could have discussed answers outside of class but
students were never offered feedback on individual
questions so they never knew whether or not any of their
answers were correct.
While it was expected that student retention of
skills would decrease over time in the absence of
reinforcement or review, it is not known whether or not
the retention of skills after using Measure It! is any 
different from the level of retention of skills acquired 
using other methods. This would be an area for further
study.
Student Surveys. Subjects who participated in the
initial use of Measure It! rated Measure It! on a scale of
1-5 using Student Analysis Form (Appendix B) questions 1- 
10 and offered "yes" or "no" answers to questions 11-16. A
total of 94 PIB students responded to the student survey.
The average numeric rating was 4 on the 1-5 scale, a 
rating of "very good", while the range for of scores this 
section of the survey was 3-5 ("good" to "excellent").
The number of "yes" and "no" answers to questions #11 
and #12 were almost identical. Question #11, "Did you
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learn how to measure using this program?" received 76 
"yes" responses and 11 "no" responses. Similarly, 
question #12, "Would you like to use programs like this in 
the future?" showed 75 "yes" responses and 12 "no" 
responses. Question #16, "Was this program too difficult 
to complete?" received 87 "no" responses and 0 "yes" 
responses. At the same time, one-third of the respondents 
indicated that the program was too easy to complete 
(question 15). Interestingly, while a large majority of 
subjects indicated they would like to use programs like 
this in the future, only two-thirds of the subjects felt 
the program was interesting.
According to the level of student interest and improvement
in assessment scores, this program, and programs like it 
can be successful in the classroom or as a supplement to 
regular classroom activities.
Discussion
It was expected that the gap between desired 
performance and actual student performance would be
narrowed After students used Measure It!. After
completing this program, students should make accurate and 
precise measurements as outlined in the student 
performance discussed earlier.
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Several formative evaluations of Measure It! were
conducted to determine its effectiveness and to solicit
feedback from users to be used for revision of the
resource. Measure It! has undergone six iterations in the 
design process to date and it is anticipated that one more 
series of revisions will be made including additions
discussed earlier in this chapter.
Experimental data suggests that Measure It! is an 
effective tool in helping students improve their 
scientific measurement skills. Although the use of actual 
laboratory glassware was not included in assessing 
measurement skills, the techniques learned using Measure 
It! should directly transfer to the use of laboratory 
glassware for making measurements.
The average improvement for both gender groups was 3 
points on a 12-point assessment, which is a 25% 
improvement on the same-day pre-test/post-test. This 
improvement amounts to a two and a half letter grade 
improvement on most common 10-point grading scales used in 
high school classes. It is assumed that any kind of 
quality practice should result in an average improvement. 
However, the results using Measure It! were not compared 
to other kinds of instruction and practice so it is not 
known whether Measure It! is any more or less effective
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than any other method of instruction. It is also not 
known whether retention of measuring skills is any better 
using Measure It! than when other methods of instruction 
and practice are used. However, Measure It! offers
features not found in other methods of instruction.
Measure It! gives students immediate feedback to reduce 
the probability of students making incorrect associations 
which may lead to inaccurate or imprecise measurements. 
Furthermore, the corrective formative feedback used in the 
tutorial prevents students from incorrectly answering a 
set of questions unknowingly. This can happen with 
worksheet type practice in which students turn their work 
in to the teacher for grading and receive feedback several 
days after mistakes have been made. Measure It! gives 
immediate corrective feedback to help guide students 
toward correct responses thereby strengthening their
overall skills. Furthermore, students can use Measure It!
whenever they feel the need to improve their skills. 
Additionally, since this resource can be used outside of
class time, students can maximize their classroom
experiences by practicing their measuring skills prior to 
quantitative laboratory activities. Although the
effectiveness of Measure It! has been demonstrated in this
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project, a few limitations of this study were noted and
will be discussed next.
There were several limitations identified in this
study. First, the sample size was relatively small (n=94) 
and the sample was not randomly selected. As such, the
sample is not representative of all high school students. 
The Pre-International Baccalaureate chemistry student 
classes were chosen to study because these students
exhibit excellent school attendance. Attendance was
considered important to this study so that the sample size 
of students completing all three post-tests (administered 
on three different days) could be maximized. Therefore, 
it is not known to what extent these results generalize to 
the college preparatory student population.
One final limitation worth discussing is the small 
number of pre-test/post/questions and the fact that the 
questions for all presentations of the tests were 
identical. It is possible for students to memorize answers 
to the post-test questions or subconsciously repeat 
earlier responses rather than completely processing each 
question on an individual basis. Considering the small 
number of post-test questions, it is possible that 
students discussed post-test answers outside of class and 
recalled their discussions during subsequent
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administrations of the instrument. Even so, enough 
evidence exists to suggest that Measure It! and programs 
like it can be used effectively to supplement activities 
in high school science courses. Conclusions and
recommendations for further work will be discussed in the
next chapter.
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CHAPTER FOUR
CONCLUSIONS AND
RECOMMENDATIONS
Introduction
While it is impossible to guarantee the outcome of 
any teaching/learning resource, many factors contribute to 
the success of any given program. First, it is essential 
to identify the target audience and analyze their needs in 
terms of a given problem. Next, literature should be 
reviewed to gain insight into research based background, 
strategies, and systems of design that increase the
likelihood of producing a product which will yield the 
desired results. Using the analysis and information from 
the literature to drive the design process, design of the 
resource begins. Once a suitable design plan is
established, the resource is developed and implemented. 
Finally, an evaluation to determine the effectiveness of 
the resource is carried out and design iterations begin 
until the resource is satisfactory and produces the
desired results.
Measure It! was designed using the ADDIE model and 
has undergone six iterations to date. Some concluding 
remarks are made in the following section.
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Conclusions
This project offered a few major challenges 
throughout. A working knowledge of ActionScript, the 
scripting language used in Macromedia Flash MX, was gained 
at various stages of development. More sophisticated 
features may be added in the future as scripting skills 
improve. A tremendous amount of informal feedback was 
used to refine this project over a period of time. 
Additionally, more formal research was conducted to
evaluate the overall effectiveness of Measure It! In the
iterative process, new assessment and survey results 
either indicated that design flaws had been eliminated or 
that more revision was necessary.
In the final analysis, Measure It! has demonstrated 
its effectiveness in the classroom setting. This project 
also demonstrates the value of in-depth user and task 
analysis, clearly understanding the problem that needs to 
be solved, researching the literature, applying sound 
design principles and models, and evaluating the resource. 
Recommendations for further study and development are 
found in the following section.
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Recommendations
Even though sound design principles and a widely- 
accepted design model were used in the development of 
Measure It!, several recommendations and suggestions for 
further study and development have surfaced during the 
course of this project. Recommendations for further study 
and limitations of the evaluation already conducted will 
be discussed followed by recommendations for further 
resource development.
Most of these recommendations relate to the
experimental evaluation of Measure It! First, this study 
was conducted on a rather small sample and these were all
PIB students. This was done to take advantage of their
good attendance. This increased the likelihood that 
students would be present each day an assessment was given 
thereby increasing the sample size of students who 
completed all assessment components. However, the PIB 
population of the school is smaller than the college 
preparatory (CP) chemistry population. It is not known 
how transferable these results are to the CP population. 
This suggests that the CP population use the resource and 
participate in assessments to determine how useful Measure 
It! might be to this population.
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Next, retention of measuring skills by students who 
used Measure It! was not compared to retention of 
measuring skills by students who used other methods. This 
was beyond the scope of this study as it was not known how 
effective Measure It! actually was prior to this study. 
Furthermore, with the limited sample size, dividing the 
students into two groups for comparison would have 
resulted in half the sample size for students actually 
evaluating Measure It!. Knowing that Measure It! seems to 
be effective, it would be interesting to compare the
effectiveness of Measure It! to the effectiveness of other
methods of learning measuring skills and to compare the 
retention of skills learned by both methods. Furthermore, 
the sample was not separated by gender in terms of 
retention but it would be interesting to analyze the data 
to find out if the retention rates are similar among the 
males and females who participated in the study. Gender 
issues are important in public schools in order to avoid 
inadvertent gender biases in the development and use of 
teaching materials.
Finally, pre-test and post-tests consist of only 12 
identical questions which are presented in the same order 
on each assessment. Students may memorize their
performance from test to test although they never receive
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feedback on any individual response. This suggests that a 
bank of questions be developed and that Measure It! be 
modified to randomly select questions from each 
subcategory to be placed on each assessment. This method 
was not used in this study because it would have been 
substantially more difficult to make sure that questions 
were different but equivalent. Failure to adequately 
establish question equivalency may have resulted in an
unintentional variable that would have been difficult to
correct for in this study. The final section below
discusses recommendations for further resource
development.
Throughout the development of Measure It!, features 
were added and modified to improve clarity and enhance 
student performance. During the development of the 
project, several ideas surfaced about new features. Some 
of these features have not yet been implemented due to 
lack of time, programming skills, and the lack of a 
dedicated server but are being examined for future 
enhancements. First, the program was developed to help 
students learn to make more accurate and precise 
measurements. Students perform much better on the pre­
test if they receive one period of instruction covering 
accuracy, precision, and significant figures. In this
80
sense Measure It! is not quite a stand-alone resource. 
Although it has been used in this way students often felt 
frustrated while taking the pre-test feeling that they had 
provided correct answers but scoring lower than they 
expected on the pre-test. Perhaps a short introductory 
tutorial or primer can be added to Measure It! prior to 
the students using the pre-test. This section could be 
used in place of the lecture before using Measure It! 
making this a completely self-contained, stand-alone
resource. This would make Measure It! more valuable to
students in other classes and other schools who would not
have access to the introductory lesson.
A rudimentary text-based help system was added and a 
more graphical approach including photographs and the 
possible inclusion of video is being considered. The 
photos and videos can show actual measurement devices and 
demonstrate their proper use.
The final major revision being considered is a 
collaboration feature allowing students to use a text- 
based chat system to work together in the acquisition of 
measurement skills. This option is under investigation 
using the ElectroTank chat server software. This feature 
may require the use of a dedicated server because the
ElectroTank chat server software does not seem to be
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compatible with the hosting service that now hosts Measure
It!. It is believed that with the
communication with other students,
interest in using Measure It! will
addition of synchronous
student use and
increase.
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STUDENT ANALYSIS FORM
Please write a number 1-5 in the space provided. 
(1-poor, 2-fair, 3-good, 4-very good, 5-excellent)
1. Quality of material _____
2. Usefulness of content _____
3. Amount of practice _____
4. Fulfillment of objectives _____
5. Improvement in your measurement skills _____
6. Appropriate use of color _____
7. Overall interest in program _____
8. Organization of material _____
9. Overall impression of program _____
10. Value of this program to you _____
Please write YES or NO in the space provided
Did you learn how to measure using this
program? _____
Would you like to use programs like this
in the future? _____
Do you have a computer with an Internet
connection? _____
14. Was this program interesting? _____
15. Was this program too easy to complete? _____
16. Was this program too difficult to complete_____
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Student Analysis Form (Con't)
17. What would you add to this resource to make it more 
enjoyable and/or effective?
18. What would you remove from this resource to make it 
more enjoyable and/or effective?
19. If this resource were to be completely redesigned, 
what specific changes would you like to see made?
20. Please give other feedback that you were not 
specifically asked about on this Student 
Analysis Form.
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APPENDIX C
EXPERIMENTAL DATA
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Table 1. Pre-Test/Post-Test Score Data
Subject
ID
Pre-test Post-Test
Same-day
Post-test 2
1 Week
Post-test 3
1 Month
133 11 9 12 10
124 1 7 4 3
166 7 7 4 8
144 4 7 9 7
52 6 11 10 11
45 6 10 6 10
18 7 9 9 10
21 7 7 8 8
176 6 7 8 8
106 5 9 8 9
136 8 12 9 11
168 4 9 8 9
92 6 10 8 9
116 8 10 7 7
187 5 11 12 10
2 5 9 9 8
41 6 9 10 5
93 2 8 8 10
8 7 8 12 9
134 6 10 9 10
96 7 10 11 12
114 8 9 10 11
56 6 10 6 5
27 12 8 5 9
66 5 8 8 9
160 4 7 7 6
12 4 9 9 6
108 3 6 7 5
89 10 10 10 8
29 5 8 6 4
63 5 10 6 12
48 5 6 6 8
107 7 12 11 11
151 9 7 9 9
72 6 7 6 4
185 10 11 10 10
30 9 10 8 9
39 9 9 9 7
184 8 9 8 11
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Subject
ID
Pre-test Post-Test
Same-dav
Post-test 2
1 Week
Post-test 3
1 Month
102 11 10 11 11
148 9 11 11 11
54 5 10 11 9
132 1 10 8 8
49 9 7 10 11
19 6 10 9 11
53 6 10 10 8
161 6 10 9 5
90 6 11 10 8
141 8 10 11 12
162 7 9 6 9
69 9 8 7 6
68 3 9 7 9
64 8 8 9 7
14 7 11 12 8
84 7 9 9 10
112 5 9 10 10
6 2 6 8 9
35 7 3 7 6
58 6 10 7 11
87 2 11 6 8
44 8 11 8 8
70 8 9 8 8
173 4 8 7 9
82 3 7 6 5
140 8 10 9 10
51 6 11 8 8
31 0 9 7 9
122 8 11 10 9
164 8 9 9 11
167 2 7 10 7
120 6 5 10 7
26 10 11 12 11
15 6 9 11 10
135 1 8 6 3
Totals 6.2 8.9 8.5 8.5
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Table 2: Same-day Pre/Post Test Scores (Females)
Subject Pre-test Post-test
ID Score Score
88 11 11
38 3 6
40 8 9
174 9 11
124 1 7
166 7 7
144 4 7
52 6 11
18 7 9
78 5 9
176 6 7
106 5 9
136 8 12
168 4 9
92 6 10
116 8 10
2 5 9
36 6 8
178 3 9
158 6 9
100 8 10
50 5 10
8 7 8
134 6 10
96 7 10
114 8 9
56 6 10
66 5 8
188 5 7
160 4 7
12 4 9
108 3 6
48 5 6
72 6 7
104 7 11
30 9 10
184 8 9
102 11 10
148 9 11
54 5 10
132 1 10
90 6 11
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Table 2: Same-day Pre/Post Test Scores (Females)
Subject Pre-test Post-test
ID Score Score
68 3 9
64 8 8
14 7 11
84 7 9
112 5 9
6 2 6
58 6 10
44 8 11
70 8 9
128 5 5
82 3 7
140 8 10
122 8 11
164 8 9
120 6 5
26 10 11
AVG 6.4 8.8
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Table 3: Same-day Pre/Post Test Scores (Males)
Subject Pre-test Post-test
ID Score Score
133 11 9
45 6 10
21 7 7
91 5 10
105 7 10
9 5 12
187 5 11
41 6 9
93 2 8
8 7 8
27 14 8
89 10 10
29 5 8
63 5 10
107 7 12
151 9 7
185 10 11
39 9 9
83 6 9
95 9 10
49 9 7
19 6 10
53 6 10
161 6 10
141 8 10
69 9 8
177 7 11
35 7 3
111 7 11
87 2 16
65 9 11
173 4 8
51 6 11
31 0 9
167 2 7
15 6 9
135 1 8
AVG 6.5 9.4
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Table 4. Student Analysis Form Responses (#1-10)
ID
Question Number
Mean Min Max
Response Totals
1 2 3 4 5 6 7 8 9 1 1 2 3 4 5
65 4 4 4 5 3 5 3 5 4 3 4.0 3 5 0 0 3 4 3
44 3 4 4 4 5 4 3 4 4 3 3.8 3 5 0 0 3 6 1
70 4 5 4 4 3 5 5 5 5 5 4.5 3 5 0 0 1 3 6
128 4 4 4 4 1 4 3 4 4 4 3.6 1 4 1 0 1 8 0
173 4 4 5 4 2 4 4 4 4 4 3.9 2 5 0 1 0 8 1
82 4 4 4 4 4 3 3 4 3 4 3.7 3 4 0 0 3 7 0
140 5 4 3 4 4 5 5 4 4 4 4.2 3 5 0 0 1 6 3
51 4 4 5 5 2 5 4 5 5 3 4.2 2 5 0 1 1 3 5
31 4 4 5 5 5 5 5 5 4 4 4.6 4 5 0 0 0 4 6
122 5 5 3 4 5 5 4 4 5 4 4.4 3 5 0 0 1 4 5
164 4 5 5 4 4 4 3 5 4 4 4.2 3 5 0 0 1 6 3
167 3 3 3 2 3 2 2 4 3 3 2.8 2 4 0 3 6 1 0
120 4 5 4 4 2 2 3 4 3 3 3.4 2 5 0 2 3 4 1
26 4 4 3 5 3 3 3 4 4 3 3.6 3 5 0 0 5 4 1
15 4 5 5 5 3 4 4 5 4 4 4.3 3 5 0 0 1 5 4
135 4 5 4 5 5 5 4 3 5 4 4.4 3 5 0 0 1 4 5
184 4 5 4 5 4 5 5 5 5 5 4.7 4 5 0 0 0 3 7
102 3 4 5 4 4 5 3 4 4 3 3.9 3 5 0 0 3 5 2
148 4 4 3 4 5 3 3 4 4 3 3.7 3 5 0 0 4 5 1
83 4 4 5 4 5 4 4 4 4 5 4.3 4 5 0 0 0 7 3
95 4 4 3 5 3 4 2 4 3 3 3.5 2 5 0 1 4 4 1
54 4 4 3 4 4 4 3 4 3 3 3.6 3 4 0 0 4 6 0
132 3 4 5 4 4 3 3 3 2 2 3.3 2 5 0 2 4 3 1
49 5 4 4 5 2 5 4 5 4 4 4.2 2 5 0 1 0 5 4
19 5 5 4 5 5 5 5 5 5 5 4.9 4 5 0 0 0 1 9
53 3 4 3 3 4 3 3 5 4 3 3.5 3 5 0 0 6 3 1
161 3 4 3 3 3 2 3 4 4 3 3.2 2 4 0 1 6 3 0
90 4 5 5 4 5 2 5 4 4 5 4.3 2 5 0 1 0 4 5
141 3 4 2 3 3 5 1 5 3 4 3.3 1 5 1 1 4 2 2
162 3 3 4 3 2 5 3 3 3 3 3.2 2 5 0 1 7 1 1
69 4 2 4 4 4 4 1 3 3 2 3.1 1 4 1 2 2 5 0
68 5 5 4 4 3 4 4 4 4 4 4.1 3 5 0 0 1 7 2
64 3 4 3 4 3 2 3 3 3 3 3.1 2 4 0 1 7 2 0
14 4 5 4 4 4 3 3 4 4 4 3.9 3 5 0 0 2 7 1
84 4 4 4 4 4 5 3 5 4 4 4.1 3 5 0 0 1 7 2
177 4 4 5 5 4 5 4 5 4 5 4.5 4 5 0 0 0 5 5
6 3 5 3 4 4 5 3 4 3 4 3.8 3 5 0 0 4 4 2
39 3 3 4 4 2 3 3 4 3 4 3.3 2 4 0 1 5 4 0
160 3 3 3 3 2 4 3 5 4 2 3.2 2 5 0 2 5 2 1
12 4 4 3 4 4 3 3 5 3 3 3.6 3 5 0 0 5 4 1
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ID
Question Number
Mean Min Max
Response Totals
1 2 3 4 5 6 7 8 9 1 1 2 3 4 5
108 4 4 5 4 3 3 3 3 3 3 3.5 3 5 0 0 6 3 1
89 4 4 3 5 5 4 4 3 4 5 4.1 3 5 0 0 2 5 3
29 4 4 4 4 3 3 3 4 3 3 3.5 3 4 0 0 5 5 0
63 3 4 4 4 5 5 4 5 5 4 4.3 3 5 0 0 1 5 4
48 3 2 3 3 3 3 2 4 3 3 2.9 2 4 0 2 7 1 0
107 4 5 3 5 5 4 4 4 5 5 4.4 3 5 0 0 1 4 5
151 3 4 3 4 5 3 3 5 4 4 3.8 3 5 0 0 4 4 2
185 4 3 4 4 4 5 4 5 4 4 4.1 3 5 0 0 1 7 2
104 5 4 5 4 4 5 3 5 4 3 4.2 3 5 0 0 2 4 4
30 5 4 4 4 2 5 4 4 4 3 3.9 2 5 0 1 1 6 2
92 3 4 3 4 3 3 3 4 3 3 3.3 3 4 0 0 7 3 0
158 4 4 3 4 3 3 2 5 4 3 3.5 2 5 0 1 4 4 1
116 4 4 3 4 4 4 4 4 3 4 3.8 3 4 0 0 2 8 0
187 4 5 4 4 4 3 3 4 4 2 3.7 2 5 0 1 2 6 1
2 5 5 4 4 4 5 5 5 5 4 4.6 4 5 0 0 0 4 6
36 5 5 5 4 3 4 5 5 5 5 4.6 3 5 0 0 1 2 7
178 5 5 4 5 5 5 5 5 5 5 4.9 4 5 0 0 0 1 9
9 4 3 4 4 4 5 4 5 3 2 3.8 2 5 0 1 2 5 2
100 3 4 5 4 5 4 4 5 4 4 4.2 3 5 0 0 1 6 3
41 4 5 4 3 3 2 2 4 3 4 3.4 2 5 0 2 3 4 1
93 4 5 5 4 5 4 3 5 4 4 4.3 3 5 0 0 1 5 4
50 4 5 3 4 5 3 2 4 4 3 3.7 2 5 0 1 3 4 2
8 4 5 5 4 3 4 5 5 5 4 4.4 3 5 0 0 1 4 5
134 3 4 3 4 4 4 3 4 3 4 3.6 3 4 0 0 4 6 0
96 4 4 4 5 5 4 3 4 3 5 4.1 3 5 0 0 2 5 3
114 5 5 3 3 2 1 1 5 3 1 2.9 1 5 3 1 3 0 3
56 5 4 5 4 3 5 5 5 5 4 4.5 3 5 0 0 1 3 6
27 3 4 4 4 4 4 3 4 4 3 3.7 3 4 0 0 3 7 0
66 4 4 4 4 3 5 4 5 4 3 4.0 3 5 0 0 2 6 2
105 5 5 5 3 5 2 3 5 3 5 4.1 2 5 0 1 3 0 6
88 5 5 4 5 4 4 4 5 4 4 4.4 4 5 0 0 0 6 4
133 4 3 3 5 2 5 4 5 5 1 3.7 1 5 1 1 2 2 4
38 5 4 5 5 5 4 3 5 4 3 4.3 3 5 0 0 2 3 5
40 5 5 5 4 5 5 5 5 4 5 4.8 4 5 0 0 0 2 8
174 3 3 4 3 2 5 2 3 3 3 3.1 2 5 0 2 6 1 1
124 5 4 4 5 4 5 4 4 4 3 4.2 3 5 0 0 1 6 3
166 5 5 5 5 3 5 1 5 3 3 4.0 1 5 1 0 3 0 6
144 5 4 4 4 3 4 4 5 4 3 4.0 3 5 0 0 2 6 2
52 4 4 4 5 5 4 4 5 4 4 4.3 4 5 0 0 0 7 3
45 3 4 4 4 4 3 4 4 3 3 3.6 3 4 0 0 4 6 0
18 3 4 2 3 4 5 3 3 4 3 3.4 2 5 0 1 5 3 1
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Question Number
Min Max
Response Totals
ID 1 2 3 4 5 6 7 8 9 1 Mean 1 2 3 4 5
78 3 2 3 3 3 3 2 3 2 2 2.6 2 3 0 4 6 0 0
21 4 4 4 4 3 3 2 3 3 2 3.2 2 4 0 2 4 4 0
91 3 4 3 4 5 5 5 4 5 4 4.2 3 5 0 0 2 4 4
176 4 4 4 5 2 5 3 5 4 4 4.0 2 5 0 1 1 5 3
106 4 4 3 4 3 3 2 4 3 2 3.2 2 4 0 2 4 4 0
136 4 5 4 4 3 4 3 5 4 4 4.0 3 5 0 0 2 6 2
168 4 5 4 5 4 4 3 4 3 3 3.9 3 5 0 0 3 5 2
Mean 4 4 4 4 4 4 3 4 4 4 4 3 5
Med. 4 4 4 4 4 4 3 4 4 4 4 3 5 Totals
Mode 4 4 4 4 4 5 3 5 4 3 4 3 5 8 4 2 3 227
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Frequency Distribution: Responses to Survey
Student ranking for Survey Questions 1-10 on 
a scale from 1 to 5.
(1-poor, 2-fair, 3-good, 4-very good, 5-excellent)
1. Quality of material
2. Usefulness of content
3. Amount of practice
4. Fulfillment of objectives
5. Improvement in your overall measurement skills
6. Appropriate use of color
7. Overall interest in program
8. Organization of material
9. Overall impression of program
10. Value of this program to you
1-10)Table 5. Response Totals (Questions
Question 1 2 3 4 5
1 0 0 24 45 19
2 0 3 8 49 28
3 0 2 27 38 21
4 0 1 12 52 23
5 1 12 26 27 22
6 1 7 20 27 33
7 4 10 37 24 13
8 0 0 11 37 40
9 0 2 29 42 15
10 2 8 33 32 13
Totals 8 45 227 373 227
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Histogram of Survey Responses 
(1-poor, 2-fair, 3-good, 4-very good, 5-excellent)
Figure 7. Histogram of Survey Responses
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Question 11: Did you learn how to measure using this
program?
Question 12: Would you like to use programs like this in 
the future?
Question 13: Do you have a computer with an Internet 
connection?
Question 14: Was this program interesting?
Question 15: Was this program too easy to complete? 
Question 16: Was this program too difficult to complete?
Table 6. Student Analysis Form Responses (Questions 11-16)
Question Number
ID 11 12 13 14 15 16
65 Yes Yes Yes Yes No No
135 Yes Yes Yes Yes No No
15 No Yes Yes Yes No No
26 Yes Yes Yes Yes No No
120 Yes Yes Yes Yes No No
167 Yes Yes Yes No No No
164 Yes Yes Yes Yes No No
122 Yes Yes Yes Yes No No
51 No Yes No Yes Yes No
140 Yes Yes Yes Yes Yes No
82 Yes No Yes No No No
173 No Yes Yes Yes Yes No
128 Yes Yes No Yes No No
70 Yes Yes Yes Yes Yes No
44 Yes Yes Yes Yes Yes No
39 Yes Yes Yes No Yes No
6 Yes No Yes No No No
177 Yes Yes Yes Yes Yes No
84 Yes Yes Yes Yes No No
14 Yes Yes Yes Yes Yes No
64 Yes Yes Yes Yes Yes No
68 Yes Yes Yes Yes No No
69 No Yes Yes No No No
162 Yes No Yes No Yes No
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Question Number
ID 11 12 13 14 15 16
141 No Yes Yes No No No
90 Yes Yes Yes Yes No No
161 No Yes Yes No No No
53 Yes Yes Yes Yes Yes No
19 Yes Yes Yes Yes No No
49 Yes Yes Yes Yes Yes No
132 Yes No Yes Yes No No
54 Yes Yes Yes Yes No No
95 Yes Yes No No No No
83 Yes Yes Yes Yes No No
148 Yes Yes Yes Yes No No
184 Yes Yes Yes Yes No No
102 Yes Yes Yes No No No
30 No Yes Yes Yes Yes No
104 No Yes Yes Yes Yes No
185 Yes Yes Yes Yes No No
72 Yes Yes No Yes No No
151 Yes Yes Yes Yes No No
107 Yes Yes Yes Yes No No
48 Yes Yes Yes Yes No No
63 Yes Yes Yes Yes No No
29 Yes Yes Yes No No No
89 Yes Yes Yes Yes Yes No
108 Yes Yes Yes Yes No No
12 Yes Yes Yes No No No
160 No Yes Yes Yes No No
66 Yes Yes Yes Yes No No
27 Yes No Yes Yes Yes No
56 Yes Yes Yes Yes Yes No
114 Yes No Yes No Yes No
96 Yes Yes No Yes No No
134 Yes Yes Yes Yes No No
8 Yes Yes Yes Yes No No
50 Yes Yes Yes No No No
93 Yes Yes Yes Yes No No
41 Yes No Yes No Yes No
100 Yes Yes Yes Yes Yes No
9 Yes Yes Yes No No No
178 Yes Yes Yes Yes No No
36 Yes Yes Yes Yes No No
2 Yes Yes Yes Yes Yes No
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Question Number
ID 11 12 13 14 15 16
187 Yes Yes Yes Yes Yes No
116 Yes Yes Yes Yes No No
158 Yes Yes Yes No No No
92 Yes Yes Yes No Yes No
168 Yes Yes Yes Yes Yes No
136 Yes Yes Yes No No No
106 No No Yes No No No
176 Yes No Yes No No No
91 Yes Yes Yes Yes No No
21 No No Yes Yes No No
78 Yes No Yes No No No
18 Yes No Yes No Yes No
45 Yes Yes Yes Yes Yes No
52 Yes Yes Yes Yes No No
144 Yes Yes Yes Yes No No
166 Yes Yes Yes Yes No No
124 Yes Yes Yes Yes No No
174 Yes Yes Yes Yes No No
40 Yes Yes Yes Yes No No
38 Yes Yes Yes No No No
133 Yes No Yes Yes No No
88 Yes Yes Yes Yes Yes No
105 No Yes Yes No Yes No
Yes 27 29 30 24 12 0
No 60 58 57 63 75 87
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