Abstract-A key to efficient mobile communication networks is an efficient utilization of scarce resources, which includes mechanisms for resource allocation and interference management. In practice, time sharing methods such as Time Division Multiple Access (TDMA) are often exploited to create orthogonal connections. TDMA schemes however are inflexible and not suitable for decentralized implementation. In this context, approaches based on concurrent transmissions in the same frequency spectrum admitting the interference offer a promising and attractive alternative. Yet their performances deteriorate dramatically if the underlying interference coefficients are relatively large. Assuming a Gaussian Interference Channel (GIC), this paper characterizes the so-called TDMA region which is defined as a set of all interference coefficient matrices for which TDMA outperforms concurrent transmissions. We use the dimensional lifting method to prove the convexity and monotonicity of the TDMA region, which provides some insights into the scheduling design under uncertainty with respect to the interference coefficients. Finally, the analysis is used to develop strategies for resource allocation in STDMA-based wireless networks.
I. INTRODUCTION
Interference is a prominent phenomenon in wireless networks where multiple uncoordinated users share a common channel. Concurrent transmission with power control [1] - [4] and orthogonal transmission in time or frequency [5] - [8] are two widely-considered schemes for interference management in wireless networks. Each of these two schemes has its own drawbacks.
Orthogonal transmission schemes such as TDMA methods neglect potential opportunities for transmission when the interference is very weak. Furthermore, they are either inflexible or to a large extent not suitable for decentralized wireless networks because, in such networks, the maintenance of orthogonality requires extensive coordination/synchronization, which in turn causes a lot of signaling overhead. In contrast, concurrent transmission may lead to poor throughput performance when the interference is relatively strong. Therefore, we believe that quantitative study on the "watershed" of interference level between concurrent transmission and orthogonal transmission is highly valuable in both academy and industry. However, to the best of our knowledge, there is still vacancy in the study on this topic.
The basic model for investigating this problem is the Gaussian interference channel (GIC) shown in Fig. 1 , where each user (link) is a source-destination pair where the source signal, the interference from other users, and the Gaussian noise are collected at its receiver [9] . The GIC capacity remains an open problem except for the strong and very strong interference cases [10] - [11] . A lot of existing contributions devote to the derivation for outer bounds of the GIC capacity(see for example [12] - [14] and references therein). The lack of understanding of the capacity has motivated a pragmatic approach whereby we simply assume that communication pairs in Fig. 1 are coded separately and the interference is treated as noise. In this paper TDMA is chosen as a representative of orthogonal transmission schemes to compare with concurrent transmission in terms of maximal throughput. For given transmit powers of users, the TDMA region, which is the set of interference matrices for which TDMA scheme outperforms concurrent transmission, is for the first time characterized. Then by the dimensional lifting method we prove the convexity and monotonicity of the TDMA region, which provides quite useful insights for practical engineering. Finally, we exploit this work to develop strategies for the resource allocation in STDMA-based wireless networks. More specifically, the whole resource allocation problem is heuristically decomposed into two subproblems: building active sets and resource allocation among active sets; while the analysis gained above helps to design the building block, which conducts admission control of potential interfering users, of the former subproblem.
II. GAUSSIAN INTERFERENCE CHANNEL
We consider a continuous alphabet interference channel corrupted by the Gaussian noise (see Fig. 1 ). The inputs X i and outputs Y i of the GIC are real numbers related by
where √ a ji and Z i are nonnegative interference coefficients and and independent Gaussian noise random variables with zero mean and unit variance, respectively. The transmit power of the input X i is P i , i = 1, . . . , n. In what follows, let A = and a ii = 0, i, j = 1, ..., n} be the set of all interference matrices and P = (P i ) ∈ R n + the vector of input powers.
Assumption 1: Encoding and decoding are performed independently for each user with the interference from other users treated as noise. Moreover, the data rate achieved on each link, say link i, is given by
), i = 1, ..., n. The assumption implies that if the users transmit concurrently (concurrent transmission), the sum rate or, equivalently, the total throughput yields
A. TDMA region Now let us assume that every time frame is divided in n time slots of length τ i , 1 ≤ i ≤ n, with only one user being active in each time slot. Without loss of generality, we can assume that ∑ n i=1 τ i = 1. Since the power of user i averaged over the whole frame is P i , user i transmits X i at power P i /τ i , 0 < τ i < 1 so that its rate is equal to
and the total throughput yields
where the last inequality follows from the "Log Sum Inequality" [15] . Equality holds if and only if
The access scheme is called TDMA and is known to achieve the sum capacity of the Gaussian multiple access channel if and only if the time slot lengths are given by (3) .
With formulas (1) and (2) in hand, we can characterize the so-called TDMA region. To this end, let us consider the following simple result, which is formulated as a proposition. 
and I n denotes the identity matrix of size n. Proof: We have
where "≤ Ω " holds if and only if A ∈ Ω, which implies C T D ≥ C CT . This completes the proof.
In all that follows, we say that TDMA outperforms concurrent transmission if C T D ≥ C CT , which by Proposition 1 is equivalent to A ∈ Ω. For this reason, the set Ω is called the TDMA region.
B. 2-user case
To illustrate the result, let us assume a GIC with 2 users, in which case the TDMA region defined by (4) simplifies as follows.
Figure 2 depicts the TDMA region of the standard GIC, Ω(K), for K = 2, 4, 6. From this figure, we can see that Ω(K) is convex for each value of K and that Ω(K) is monotonic in K in the sense that Ω(K) ⊂ Ω(K + 1).
III. PROPERTIES: CONVEXITY AND MONOTONICITY

A. The Dimensional Lifting Method
To prove the convexity and monotonicity of the TDMA region, we first use the dimensional lifting method to develop another characterization of Ω. Taking the logarithm on both sides of
Introducing a set of relaxing variables, μ = (μ i ) ∈ R n ++ , we can rewrite (6) as follows
which can be further simplified as
or, equivalently, in a compact form
where
and given by
Another advantage of the characterization (7)- (8) is that given A and Θ(P), it allows us to formulate the problem of assessing (5) as the following feasibility problem
), i = 1, ..., n. The optimal value U(A, Θ) is either zero or +∞. Obviously, if TDMA outperforms concurrent transmission, then Ω μ (A, Θ) is a nonempty set and the problem returns zero. Otherwise, if +∞ is returned, the problem in (12) is infeasible as the constraint set is an empty set, which corresponds to the case where TDMA is outperformed by concurrent transmission. It is clear that because Ω μ (A, Θ) forms a polyhedron, the feasibility problem in (12) is a linear programming. We also observe that the dimension of variables in (12) is the same as the number of users. Therefore, the feasibility problem scales well and could be efficiently solved.
In this section, using the dimensional lifting method, we have established a connection between an algebraic inequality (5) and a linear programming (12) . In the following section, we use this connection and the results of convex theory to perform sensitivity analysis or robust optimization with respect to the interference matrix.
B. Convexity and Monotonicity
First we prove convexity and monotonicity of Ω that will serve as the main ingredients in the analysis.
Proposition 2: Ω is a convex set. Proof: It is obvious that the set defined by (9) is convex since the functions
.., n, are jointly convex in (A i , μ i ) . Thus Ω A is convex as well as the intersection of convex sets is convex [16, p.36] . So convexity of Ω follows with μ satisfying (7) with equality.
In practice, precise measurements of the interference matrix are difficult to obtain. A more realistic assumption is that A is a member of some uncertainty set
where the matrix Δ ∈ R n×n is fixed and depends on the estimation accuracy of the interference coefficients at the receivers. Without loss of generality, we assume Δ = 1 n×n − I n and note that U T is closed in A for any t.
Now it is clear that the larger the uncertainty set, the larger is the set of interference matrices for which robust decisions can be made under uncertainty. More precisely, by the previous discussion and Proposition 2, we know that TDMA outperforms concurrent tranmission if both A T P ર b(μ) (which is equivalent to A ∈ Ω) and A ∈ U T (due to uncertainty and convexity of Ω). These two conditions can be expressed as
For t ≥ 0, constraint (13) always holds since vector ΔP ર 0. Now the problem reduces to finding the smallest t, denoted by t min , for which the problem (12) is feasible. This is equivalent to solving the following convex problem
With T max = |t min |, we can say that TDMA outperforms concurrent transmission as long as interference matrix A ∈ U T max .
Proof: On the one hand, for ∀(A, μ) ∈ Ω A (Θ 1 ), we have
which means (A, μ) ∈ Ω A (Θ 2 ) and thus
On the other hand, for any pair (A, μ) ∈ Ω A (Θ 1 ) fulfilling A T P = b(μ) and 1 T μ = Θ 1 , we construct a pair (Ã,μ), wherẽ A = A−εI n with sufficiently small ε andμ = μ + Θ 2 −Θ 1 n 1. Due to the above construction, it is trivial to verify the following (15) holds:
which means (Ã,μ) ∈ Ω A (Θ 2 ) and (Ã,μ) / ∈ Ω A (Θ 1 ). The combination of (14) and (15) proves the strict "monotonicity" of Ω A . Additionally, b(μ) ≻Ã T P also means the projection of Ω A on A, namely Ω A , is with strict "monotonicity".
The intuition behind Proposition 3 is that the increase of the total power results in the increase of the interference which in turn favors the TDMA scheme and therefore enlarges the TDMA region.
IV. APPLICATION
In this section, we are going to use the insights gained from the analysis to explore the possibility that users are usually spread out geographically and hence they can reuse the same time unit for transmission. This scheme is referred to as STDMA.
Suppose we could group n users into different
where |.| denotes the cardinality of a set. In STDMA scheme, orthogonal transmission among active sets is mandatory, however, concurrent transmission within each active set is allowed. Hence we could treat STDMA as the hybrid of concurrent transmission and TDMA.
Here we assume each time frame is divided into M time slots of length τ B i , 1 ≤ i ≤ M, with only one active set being active in each time slot. In a fraction τ B i of this period only X j , j ∈ B i are sent with power
At this time, the maximal throughput of STDMA scheme can be obtained by solving the following nonlinear programming:
where τ B = (τ B i ) ∈ R M , P B i = (P B i ( j)) ∈ R n and P B i ( j) is defined as follows:
Problem (16) is a Mixed Integer NonLinear Programming (MINLP). MINLP is precisely so difficult to solve, because it combines all the difficulties of both of its subclasses: the combinatorial nature of mixed integer programming and the nonconvexity of nonlinear programming. A promising heuristic method for the problem (16) is to decompose the solving process into two steps: building active sets and resource allocation among active sets. For given active sets (B i , i = 1, ..., M), deriving the closed-form solution for τ B i becomes extremely difficult. However, on the positive side, we observe that objective function in (16) is separable and concave with respect to τ B and thus problem (16) can be solved efficiently by commercial software or even by distributed computation.
The key challenge is to form active sets from n users. Suppose there exists a centralized manager who is responsible for the grouping action. We arbitrarily label users from 1 to n and build the corresponding interference matrix A. The key to grouping action is the users admission control, whose function is to judge the admission of one user, say j, into the existing active set, say B i . Motivated by Proposition 1, the criteria for user j's admission is the maximal throughput of concurrent transmission, C CT (B i ∪ { j}), is larger than that of TDMA scheme, C T D (B i , j), between active set B i and user j, where
Admission control problem (17) is a convex problem with respect to only two variables and thus is an easy job for the centralized manager that is with strong computing capability.
Next we use Corollary 1 as well as admission control problem (17) to greedily build large active sets. The rough idea of our Greedy Grouping Algorithm (GGA) is as follows: the grouping process starts from TDMA sets(B i = {i}, i = 1, ..., n). In each round, User i searches the best user j * that is authorized to concurrently transmit with users within B i with the highest throughput and then enlarges B i by setting
The same procedure will proceed until no user is admissible or the size of the active set reaches the upperbound N. Please see Algorithm 1 for rigorous details. For real-time applications, N is reasonably set small to reduce 
Algorithm 1 Greedy Grouping Algorithm
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the running time of GGA. For simplicity, we set N = 2 in the following simulation.
1) Simulation:
To demonstrate the huge potential of the proposed GGA, we compare the throughput of the GGA-based STDMA with those of concurrent transmission and TDMA. The simulation setup considers n = 10 users (links) uniformly distributed in a square area of 400 m × 400 m (see Fig. 3 ). The receiver (green circle) of each link is randomly distributed within a circle of radius 100 m around its respective transmitter (blue circle). The interference coefficient from User i to User j, a i j , is proportional to ( 2 , where d i j is the Euclidean distance between the transmitter of User i and the receiver of User j. For simplicity, we assume all transmit powers are the same, P j = 50, j = 1, 2, ..., n.
We start from ten users and randomly eliminate one user from Fig. 3 in each simulation. From Fig. 4 , we observe that STDMA based on GGA outperforms both concurrent transmission and TDMA scheme, and the performance gain becomes more obvious as the number of users, n, increases. What is interesting is that the increasing monotonicity with respect to n holds for TDMA and STDMA. In contrast, concurrent transmission behaves irregularly. It sometimes performs better than TDMA, even as well as STDMA(two users case), but in most cases does worse than TDMA due to the strong interference. In addition, the non-smooth nature of the CT curve indicates that the addition of one user does not always increase the network throughput. The decrease or increase in CT curve depends on how strong the introduced interference is. This observation restates the importance of quantitative study on interference matrices in this paper.
V. CONCLUSION
In this paper we have conducted the quantitative study that guides the choice of channel access control schemes, concurrent transmission and TDMA, under difference interference matrices. This paper has characterized the TDMA region of GIC where TDMA outperforms concurrent transmission. Then the convexity and monotonicity of the TDMA region are proved based on the dimensional lifting method. In addition, some insights behind this two properties are also discussed. In the end we have demonstrated the efficiency of this work by solving a concrete instance of the resource allocation problem in STDMA-based wireless networks.
