INTRODUCTION
Predicting molecular properties in excited electronic states has always posed a particular challenge compared to the electronic ground state. Since the breakthrough of time-dependent density functional response theory (TDDFT) in the late 1990s (Casida, 1995; Marques et al., 2006) , electronic excitation energies can often be calculated to a fraction of an electron volt at roughly the same computational cost as the ground state. Due to the wide availability of efficient implementations of TDDFT and its quasi "black box" nature, the method became extremely popular, not only among theoreticians but also among experimentalists. Typically, the calculation of an absorption spectrum merely involves a geometry optimization in the ground state followed by a TDDFT calculation. Even the few well-known failures of standard TDDFT, such as charge-transfer and Rydberg excitations, can be easily cured by introducing a long-range correction into the exchange-correlation functional (Iikura et al., 2001; Dreuw et al., 2003 Dreuw et al., , 2010 Dreuw and Head-Gordon, 2004; Yanai et al., 2004; Baer and Neuhauser, 2005; Zhang et al., 2012) . However, for very large molecules, it is very difficult to assess the accuracy of TDDFT, because potentially more accurate ab initio methods are no longer applicable due to their prohibitive computational cost. The situation becomes more complicated when vibrational effects or even conformational dynamics play an important role, e.g., in spectral broadening. If only a single potential well is involved, one may sample molecular structures from a Wigner distribution (Beutier et al., 2014) . If, however, multiple potential minima contribute to the overall spectrum, molecular configurations need to be sampled by molecular dynamics or Monte Carlo simulation.
Moreover, the nature of the molecular environment can crucially impact on the conformational distribution. Hence single molecule calculations are generally insufficient to reproduce experimental spectra. In this article, we will focus on the example of Poly(3-hexylthiophene) (P3HT) -a polymer that is frequently used in organic solar cells and semiconductors and has been studied extensively both experimentally and theoretically (Pope and Swenberg, 1999; Perepichka and Perepichka, 2009; Bhatt et al., 2014; Poelking et al., 2014 ) (see Figure 1A ). Figure 1B shows the absorption spectra of P3HT in an ordered crystal and in solution (Rahimi et al., 2012 (Rahimi et al., , 2014 . Experimentally, the main absorption maximum in solution is at 450 nm, while the crystal spectrum exhibits a large red-shift to about 700 nm. The spectrum of an amorphous film is situated in between the two extremes (Rahimi et al., 2012 (Rahimi et al., , 2014 . To understand the origin of the spectral shifts, it is necessary to disentangle the many-body effect on the electronic structure from the differences in the conformational distributions. From a computational point of view, calculating the absorption spectrum of a condensed phase system becomes a rather hopeless task if the intermolecular interactions are too strong to approximate the overall spectrum as the sum of the individual molecular spectra. But even if the molecules can be treated as isolated entities as far as their electronic structure is concerned, precise knowledge of their conformations is still a prerequisite for the accurate prediction of absorption spectra in condensed phases. This is where it becomes a multiscale problem. The structure of the -disorderedcondensed phase system has to be generated by a molecular dynamics (MD) or Monte Carlo (MC) simulation. In the case of polymeric materials, ab initio sampling techniques are out of the question because their computational cost is too high for the large time and length scales involved in these systems. Somewhat paradoxically, however, some ab initio calculations are generally still necessary to reparametrize the atomistic force field for the specific system under study, since most "out-of-thebox" force fields have been developed for biological molecules. Poor force field parameters can lead to dramatic failures as the calculated absorption spectrum of P3HT in CHCl 3 solution shown in the bottom panel of Figure 1B illustrates. The main peak of the theoretical spectrum calculated with TDDFT/LC-BLYP/6-31G* for geometries sampled from an MD simulation with force field I (see Computational Details) is situated at about 2.1 eV, a staggering 0.7 eV away from the experimental maximum at ca. 2.8 eV. This can mainly be attributed to the fact that the torsional potential between neighboring five-membered rings is too stiff in the standard GROMOS 45a3 force field. We can exclude the possibility that the deviation is due to the TDDFT calculation, since the absorption spectrum of the ordered crystal with planar molecules can be reproduced rather accurately using the LC-BLYP functional and the 6-31+G* basis set. For the comparison of theoretical and www.frontiersin.org compared to the experimental spectrum (black solid line) (Rahimi et al., 2014) . (C) Dependence of the position of the main absorption peak of planar P3HT oligomers on the repetition length n. The black circles have been obtained from TDDFT/LC-BLYP/6-31+G* calculations, while the red line is a Kuhn fit according to equation (1). (D) Dependence of theoretical absorption spectra of a P3HT 32mer in CHCl 3 solution on the S-C-C-S torsional angle θ . Each spectrum is for a single geometry with fixed θ : θ = 0°(black), θ = 40°(red), θ = 80°(blue). Lorentz broadening with a FWHM of 50 nm has been applied.
DISCUSSION
experimental spectra, we need to bear in mind that the typical repetition length n in commercial P3HT materials is of the order of 100, which is too large for TDDFT calculations (n = 32 was used here). A practical solution that has been applied in the literature is to carry out a series of calculations on small oligomers and extrapolate to long chains (Gierschner et al., 2007) . In particular, the Kuhn extrapolation formula for excitation energies (Kuhn, 1948) ,
has been used successfully for a number of different polymer species. In equation (1), N is the number of double bonds along the backbone connecting the terminal carbon atoms (N = 2n in the case of P3HT), E 0 is their individual vibrational energy, k 0 their force constant, and k their coupling constant. A Kuhn fit to the vertical excitation energies of P3HT oligomers calculated with TDDFT/LC-BLYP/6-31+G* is shown in Figure 1C . It demonstrates that the excitation energy of the 32mer used for calculating the spectra in Figure 1B is close to the asymptotic limit. It is worth mentioning that typically only a modest basis set can be used for large molecules, introducing a further source of error. In the present case, increase the basis to cc-pVTZ leads to a decrease in excitation energy of the 5mer by 0.02 eV. Now that we have established that TDDFT in combination with a rangeseparated functional is able to reproduce accurately the spectrum of a planar conformation, let us take a closer look at disordered phases with non-planar polymers. The role of the torsion becomes clear when the MD simulation is repeated with a more accurate -much softer -torsional potential derived from ab initio calculations (see Computational Details). As can be seen from the bottom panel of Figure 1B , the main absorption maximum obtained with the LC-BLYP functional shifts to a value of about 3.4 eV (blue dashed line) as the torsional angles increase on average. The reason for the shift is thus not the interaction between the solute and the solvent, but rather the temperature dependent conformational change of the P3HT solute. By twisting the monomeric thiophene units of the polymeric chain against each other, the extended π electron system is interrupted and broken down into smaller units as illustrated by the snapshot shown on the rhs of Figure 1A . Figure 1D illustrates how the absorption spectrum shifts as a function of the torsional angle θ when all thiophene units are twisted by the same angle.
To some extent, the absorption spectrum of P3HT in solution can thus be approximated as that of a distribution of shorter chains. According to equation (1), an excitation energy of 3.4 eV corresponds to a repetition length of n = 3 (see also Figure 1C ). This in turn raises the question as to whether a long-range corrected exchange-correlation functional such as LC-BLYP is still appropriate for a distorted chain. It has been shown that rangeseparated functionals significantly overestimate excitation energies of local transitions (Nguyen et al., 2011) . The present observation that the LC-BLYP spectrum is blue-shifted by roughly 0.6 eV with respect to experiment seems to confirm that. A hybrid functional would appear to be a better choice here. Indeed, the PBE0 spectrum seen in Figure 1B is in excellent agreement with experiment (B3LYP red-shifts the spectrum by 0.1 eV). This is plausible as the majority of conformations accessed during the dynamics are highly twisted and the minority of near-planar conformations does not significantly influence the average absorption spectrum. For those minority conformations, the PBE0 functional, nevertheless, dramatically underestimates the excitations energies.
The most difficult scenario is the intermediate case between the planar conformation of the crystal and the twisted geometries of the solution. This is true, for example, for a thin, amorphous film of P3HT, whose main absorption peak was measured to lie at about 2.4 eV (Rahimi et al., 2014) . Which functional should one choose to describe this situation in which extended π systems are of equal importance as twisted geometries, or many conformations are twisted to a lesser degree than in solution? One might be able to define geometric criteria to assign individual conformations to one or the other extreme, but this would certainly require extensive prior investigation. Furthermore, such a procedure would still not provide a solution for how to deal with intermediate geometries.
CONCLUSION
In conclusion, we have shown using the illustrative example of P3HT that the calculation of excited electronic states of polymeric materials is inherently a multiscale problem. Since the electronic properties of each molecule sensitively depend on its conformation, it is imperative to first obtain reliable information about the atomistic structure of the material. For disordered, non-crystalline materials this implies large-scale molecular dynamics or Monte Carlo simulations, often requiring a coarse-grained representation. As an aside, we pointed out that the construction of atomistic and coarse-grained force fields is itself a multiscale task, as the parametrization of each level relies on a suitable set of reference data on the level below.
Once the molecular structure has been established with sufficient accuracy, the electronic structure problem can be addressed. The method with the best accuracy to cost ratio to calculate excited states is certainly TDDFT. However, which functional is the most appropriate crucially depends on the molecular conformation. Range-separated functionals need www.frontiersin.org to be used when the π delocalization is uninterrupted, while hybrid functionals might be the best choice for highly twisted geometries. What is needed is a functional that is able to yield accurate results over a wide range of distances.
COMPUTATIONAL DETAILS
All absorption spectra were calculated with the Gaussian 09 Rev. D.01 quantum chemistry package (Frisch et al., 2009 ) using the TDDFT method with the LC-BLYP (Becke, 1988; Lee et al., 1988; Iikura et al., 2001) or PBE0 (Adamo and Barone, 1999) exchange-correlation functional. The default basis set was 6-31G*. The crystal spectrum was modeled by single, planar, and regioregular oligomers cut out from the crystal xray structure Dudenko et al. (2012) . The lowest energy absorption peak was recalculated with the 6-31+G* basis set for the 5mer, 10mer, and 20mer; a 6-31+G* estimate for the 40mer lowest excited state was obtained by subtracting the shift determined for the smaller oligomers (0.04 eV) from the corresponding 6-31G* value.
For the liquid phase simulation, a P3HT 32mer was embedded in 32653 CHCl 3 molecules in a cubic periodic unit cell of length 15.952 nm. A molecular dynamics run was performed with the Gromacs 4.5.3 program (Van der Spoel et al., 2005; Gromacs, 2015) at 400 K using the Gromos 45a3 force field, a timestep of 1 fs, and a Berendsen thermostat. The point charges were modified according to a ChelpG electrostatic potential fit (Breneman and Wiberg, 1990) for the optimized 4mer with the B3LYP functional (Becke, 1993) and the 6-31G* basis set. We refer to this force field as force field I. As it turned out, the torsional potential between adjacent thiophene rings is too stiff in force field I. Therefore, a second force field was designed (force field II) whose S-C-C-S dihedral term was reparametrized according to B3LYP/6-31G* reference calculations [more details will be published separately (Böckmann et al., forthcoming)]. The solution phase absorption spectrum was calculated by averaging over ten P3HT geometries sampled at random from the 2 ns MD trajectory. In each TDDFT calculation, the lowest 30 excited states were computed. Only the P3HT solute was treated explicitly, while the solvent was taken into account through a PCM model with UFF atomic radii. In the present case, the solvatochromic shift was found to be small; the peak is red-shifted by just 0.03 eV using the PCM compared to calculations in vacuum. Inclusion of explicit solvent molecules might introduce another shift. It should also be noted that sampling a larger number of configurations from the MD run might again slightly change the position and shape of the spectrum, but the high computational effort generally prevents one from doing so for macromolecules.
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