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Version abr eg ee
La question principale 	a laquelle ce travail tente de r epondre est la suivante
 la
mod elisation markovienne atelle encore un sens dans lanalyse du trac des r eseaux de
communication  et nous y r epondons par larmative Cette question a  et e motiv ee
par la remise en question par une  equipe de chercheurs 	a Bellcore aux USA de la validit e
des mod	eles utilis es jusqualors dans le t el etrac Cette remise en question est  etay ee par
lanalyse dune longue s erie de mesures eectu ees sur leur r eseau local Leurs r esultats
dont la conclusion principale est que le trac de donn ees est autosimilaire ont  ebranl e
toute la communaut e du t el etrac Apr	es avoir expos e les principales caract eristiques
du mod	ele markovien modul e nous nous int eressons aux mesures faites sur le r eseau de
lEPFL et 	a Bellcore qui viennent mettre 	a d efaut les mod	eles du type markovien tels
quils ont  et e pr esent es A partir de l	a une  etude sur la passerelle EthernetDQDB est
pr esent ee en admettant que nous ne puissions faire quune hypoth	ese quant au prol du
trac LAN 	a savoir que le r eseau est compl	etement charg e Comme cette hypoth	ese est
drastique nous avons essay e par lanalyse spectrale de comprendre le comportement de
la le dattente an dessayer de caract eriser de mani	ere plus ne le trac de donn ees
Au pas suivant nous avons essay e de reproduire les autosimilarit es observ ees dans le
trac de donn ees 	a laide de chanes de Markov modul ees Pour cela la th eorie de la
d ecomposabilit e de Courtois a  et e utilis ee Bien que nous ayons pu reproduire du trac
autosimilaire sur un horizon ni 	a laide de chanes de Markov modul ees le nombre
de param	etres 	a manipuler reste tr	es important cest pourquoi nous proposons une
technique pour les r eduire Une m ethode pour trouver une chane de Markov modul ee en
fonction du param	etre de Hurst local de lesp erance math ematique et du domaine sur
lequel la chane de Markov a un comportement de type autosimilaire a  et e d evelopp ee
Finalement nous analysons le probl	eme du multiplexage statistique dans une nouvelle
architecture en comparant le multiplexage de sources de classe VBR 	a laide de la source
markovienne produisant du trac autosimilaire sur une connexion de classe CBR et sur
une connexion de classe VBR
Abstract
The principal question we address in this work is the following
  Is Markov modelling
appropriate to analyse data networks  We will conclude that it is The motivation for
this question comes from the work of a research team at Bellcore who argue that the
models used in teletrac engineering are questionnable Their argument is based on long
measurements performed on their local network Their results with the major conclusion
that the trac is selfsimilar have shaken the teletrac community After having exposed
the principal characteristics of the Markovian model we analyse measurements done on
the EPFL network and on the Bellcore network The results of the analysis lead us
to suspect the suitability of Markovian models Therefore we study the interworking
unit EthernetDQDB considering a network totally loaded No hypothesis is made for
the trac prole yet the study leads to strong conclusions and we therefore try to
understand the queue behavior with the spectral analysis in order to better characterize
the data trac The next step consists of reproducing the selfsimilarity observed in the
data trac with modulated Markov chains Here Courtoiss theory of decomposability is
used We have shown that it is possible to reproduce selfsimilarity on a nite timescale
but that the number of parameters needed to manipulate in the modulated Markov
remains large In the next step we propose a technique to reduce them drastically A
method of nding a Markov modulated chain as a function of the expectation the local
Hurst parameter and the domain where the process exhibits selfsimilarity has been
developed Finally we analyse the statistical multiplexing in a new ATM architecture by
comparing the multiplexing of VBR sources with a modulated Markovian chains on a
CBR and on a VBR connection using the above techniques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Introduction
La premi	ere question quon peut se poser en tentant de faire de la mod elisation est
de savoir 	a quoi elle sert Dans les lignes qui vont suivre je vais essayer de donner un
bref apercu de son utilit e Tout dabord voyons ce quest un mod	ele Le mod	ele dun
syst	eme est une id ealisation et une simplication de ce dernier Lorsquon observe le
syst	eme r eel on va n egliger 	a priori certains de ses aspects dont on pense quils sont
peu importants quant au comportement quon d esire  etudier Il faut etre conscient que
la plupart du temps cette simplication est intuitive et nest pas d emontr ee rigoureuse
ment Cette  etape pr esente  evidemment le risque de n egliger dimportants  el ements mais
donne lavantage de rendre le syst	eme plus facilement analysable Apr	es lavoir d ecrit au
moyen dun nombre limit e de param	etres il devient possible d etudier son comportement
et ses propri et es En principe une fois mod elis e le syst	eme peut s etudier de deux facons
di erentes via la simulation ou via des calculs num eriques ou analogiques Le mod	ele
doit donc dans la mesure du possible etre performant able et facile 	a utiliser Sil ne
re 	ete pas la r ealit e et napporte pas une bonne compr ehension du syst	eme il sera tr	es
probablement inutilisable
   La modelisation et la simulation en bref
La simulation peut seectuer selon deux sch emas di erents en temps continu on
observe toutes les variables du mod	ele au cours de temps ou en  ev	enements discrets on
observe les variables chaque fois quil se produit un changement La simulation est un
outil tr	es puissant qui permet une mod elisation plus ne du syst	eme 	a  etudier mais elle
pr esente n eanmoins plusieurs inconv enients La mise en oeuvre dune simulation n ecessite
un gros eort de mod elisation il est en outre dicile dutiliser cet outil ecacement et
correctement Dautre part le mod	ele peut devenir extremement compliqu e 	a  etudier
Notons que la meilleure simulation quon puisse eectuer est de soumettre le syst	eme
luimeme 	a une s erie dexp eriences pour analyser son comportement Cette approche
est souvent impossible 	a r ealiser car on a souvent besoin de connatre les r eactions du
syst	eme avant de pouvoir le construire et de le d eployer ecacement
Il y a un autre point 	a mentionner
 en ayant mod elis e le syst	eme au plus pr	es de la
r ealit e possible une question se pose encore quant 	a son analyse car il ne faut pas oublier
que le nombre de param	etres dont d epend le mod	ele peut devenir extremement grand
Il faut alors choisir lesquels on d ecidera de faire varier et sur quelle  echelle Dautre
part lanalyse des r esultats est  egalement d elicate notamment quand on fait interve
nir des grandeurs statistiques ce qui est la plupart du temps le cas pour lanalyse des
r eseaux informatiques Les mod	eles simul es sont souvent utilis es pour v erier lexacti
tude de mod	eles plus simples moins r ealistes tels que les mod	eles analytiques A lautre
extreme de la mod elisation nous trouvons les mod	eles analytiques qui nous fournissent
une formule math ematique dans laquelle nous pouvons substituer les caract eristiques du
syst	eme en question A laide de cette technique nous pouvons  evaluer assez rapidement
la performance du syst	eme La sophistication r eside dans la mani	ere dobtenir la formule
math ematique A cause de cela il est indispensable de simplier le syst	eme plus que ce
quil est n ecessaire de le faire avec la simulation Une fois que la formule math ematique
ou algorithme est obtenue il est ais e de lutiliser Cette approche a beau etre  el egante
elle peut devenir trop simplicatrice face au syst	eme 	a  etudier
Nous voyons pour r esumer que la simulation dun syst	eme est plus cr edible N eanmoins
le mod	ele analytique nous donne une meilleure intuition du comportement du syst	eme
et nous permet souvent dexplorer des terrains inabordables par la simulation Ainsi
nous nous trouvons souvent face 	a un compromis bien quun mod	ele complexe ne soit
pas n ecessairement plus r ealiste quun mod	ele simple Nous ne voulons en g en eral pas
d	es le d epart consid erer un mod	ele tr	es sophistiqu e Non seulement il est dicile 	a
implanter ou 	a calculer mais en plus les r esultats quil va nous fournir sont diciles
	a interpr eter Au lieu de cela nous pr ef erons commencer avec un mod	ele simpli e qui
pourra etre perfectionn e par la suite Une fois le mod	ele implant e il faudra le soumettre
	a la v erication ainsi qu	a sa validation La v erication consiste 	a controler son mod	ele
	a le soustraire de toutes les erreurs qui auraient pu sy glisser erreurs fonctionnelles de
programmation utilisation de donn ees erron ees La validation est l etape qui va suivre
la v erication On admet que le mod	ele est lib er e de toutes ses erreurs alors la ques
tion se pose quant 	a sa qualit e sa capacit e dapprocher la r ealit e avec susamment
de pr ecision A cause des approximations qui ont  et e faites sur le mod	ele ce dernier
ne peut se comporter de mani	ere identique au syst	eme r eel Il est alors important de
pouvoir interpr eter les di erences entre les deux comportements Bien que la v erication
soit s epar ee de la validation ces deux op erations vont seectuer de mani	ere it erative
puisque lors de la validation il est possible dintroduire des erreurs qui ne la concernent
pas mais qui concernent la v erication Cette  etape peut entraner une modication du
mod	ele Il faut etre conscient du sacrice que cela peut impliquer Il est parfois plus
facile de fermer les yeux plutot que de remettre louvrage sur le m etier Il faut dire que
le pouvoir de s eduction dun mod	ele peut etre tr	es important pour son concepteur qui
peut en tomber amoureux 	a tel point quil accorde une priorit e absolue 	a la r esolution
exacte de son mod	ele plutot que de se pr eoccuper si ce dernier re 	ete la r ealit e quil
est cens e approcher Dautre part si la complexit e du syst	eme est trop grande alors ce
processus ne convergera certainement que tr	es lentement dautant plus que la valida
tion peut sav erer tr	es dicile notamment dans le contexte des r eseaux informatiques
Pour la m ethode analytique la simulation sert 	a la v erication des calculs alors que lin
verse ne peut etre vrai Ainsi les r esultats de la simulation ne vont pas nous renseigner
quant 	a la validation du mod	ele mais seulement quant 	a sa v erication Voil	a en r esum e
le parcours quil faudra suivre pour arriver 	a obtenir de bons r esultats N eanmoins le
chemin est dicile car chacune des  etapes est sem ee dembuches quil faudra essayer
d eviter Dans la section suivante nous verrons quelles sont les particularit es des r eseaux
de t el ecommunication et quelles sont les mesures de performances avec lesquelles on est
capable de les  evaluer
  Les reseaux de communication
Les r eseaux de communication comme les autoroutes sont charg es de convoyer du
trac Dans les r eseaux de communication il est constitu e dappels t el ephoniques de
donn ees informatiques conversation entre ordinateurs requetes 	a certaines bases de
donn ees sessions interactives ou de trac vid eo t el evision video on demand transfert
dimages statiques t el em edecine Lorsque le trac augmente il faut sans cesse redi
mensionner le r eseau faute de quoi ce dernier risque detre compl	etement encombr e
Sur les autoroutes cet encombrement se traduira par un certain nombre de bouchons
tandis que dans les r eseaux de communication lusager aura souvent ses demandes de
connexions refus ees ligne occup ee ou le d ebit de ses connexions ralenti Dans un cas
comme dans lautre les utilisateurs se sentent frustr es et agac es par le comportement du
r eseau Pour satisfaire les besoins des utilisateurs du r eseau leurs concepteurs sont jour
apr	es jour confront es 	a des probl	emes qui ne peuvent pas se r esoudre au hasard mais qui
n ecessitent lappui de la science du t el etrac Cette science a pour objectif daider les
concepteurs 	a pr edire le comportement de leur r eseau 	a comparer di erentes topologies
ou di erents syst	emes 	a identier des points dencombrement 	a caract eriser la charge de
leur r eseau 	a d eterminer le nombre et la taille des composants n ecessaires planication
et meme 	a pr edire la performance de leur r eseau sous des charges futures Le but ultime
est de pouvoir optimiser le r eseau au niveau de son architecture de mani	ere 	a satisfaire
les standards de qualit e de service requis en empruntant la voie la plus  economique pos
sible Pour r esumer la science du t el etrac est largement concern ee par la relation qui
existe entre le volume de trac la capacit e du r eseau et la performance r ealis ee !" Dans
la section suivante nous allons voir que la science du t el etrac a beaucoup contribu e au
d eveloppement des r eseaux de communication mais que dans certains cas elle na pas
su proposer de solution able
  Exemples de succes et dechecs du passe
D	es les d ebuts de la commutation les concepteurs de r eseaux ont  et e confront es 	a
des probl	emes de dimensionnement Il est int eressant de savoir que la th eorie des les
dattente est n ee dans ce contexte Erlang a  et e incontestablement le pionnier en ce qui
concerne les probl	emes de dimensionnement de r eseaux ses formules sont universelle
ment connues En  il a publi e The Theory of Probabilities and Telephone Conver
sations !" alors que la th eorie des probabilit es navait pas encore  et e bien d evelopp ee
Cette th eorie  etait alors tr	es peu populaire On peut dire que Erlang alors employ e par la
compagnie des t el ephones danois 	a Copenhague a eu une intuition remarquable Au cours
de ses  etudes ult erieures  !" il a observ e que les syst	emes t el ephoniques  etaient
caract eris es par des entr ees poissoniennes Erlang a en outre d evelopp e les premi	eres
 equations d equilibre balanceofstate de la th eorie des les dattente Le travail sest
poursuivi notamment avec les travaux de Molina !" qui a publi e Application of the
Theory of Probability to Telephone Trunking Problems et qui a poursuivi les travaux
dErlang La science du t el etrac a jou e un role fondamental dans le d eveloppement du
r eseau t el ephonique Elle peut meme etre consid er ee comme un des grands succ	es de
lapplication de la mod elisation math ematique Il y a beaucoup de raisons 	a ce succ	es
mais les principales sont que la th eorie du t el etrac a pu produire des mod	eles simples
qui ont pu pr edire les principales mesures de performance int eressantes tout en ne re
qui erant que peu dinformations d ebit des arriv ees temps de services qui sont faciles 	a
estimer en pratique Dans les ann ees  ! " Pollaczek a calcul e un mod	ele ayant des
entr ees poissoniennes et des temps de service arbitraires pour un ou plusieurs serveurs
Durant la meme p eriode Feller !" a introduit le concept de processus de naissance et de
mort qui a permis 	a la th eorie des les dattente de faire son entr ee dans le monde des
math ematiques Plus tard dautres personnes ont beaucoup contribu e au d eveloppement
de cette th eorie
 Kolmogorov et Kintchine en Russie Crommelin en France Palm en
Su	ede Dautre part de grands progr	es ont  et e eectu es durant la deuxi	eme guerre mon
diale Malgr e les avanc ees notoires au point de vue th eorique de cette nouvelle discipline
elle a stagn e quelques temps avant davoir  et e litt eralement relanc ee avec lapparition
des r eseaux informatiques La nature du trac rencontr e sur ce genre de r eseaux di	ere
radicalement par rapport au trac t el ephonique Les mod	eles utilis es alors sont inappli
cables et pourtant les progr	es qui ont  et e faits dans ce domaine nous ont permis de mieux
comprendre le comportement de les dattentes ou de structures de les dattente sous
certaines conditions particuli	eres de trac de d evelopper de nouveaux mod	eles de source
danalyser certaines architectures Ces  etudes en g en eral ont conduit 	a consid erer des
mod	eles dune grande sophistication ce qui n etait pas le cas pour la t el ephonie Mais ces
avances de la th eorie du t el etrac nont que peu contribu e au d eploiement des r eseaux
informatiques en comparaison des eorts fournis Ceci est principalement du 	a la com
plexit e inh erente au trac des r eseaux de donn ees
A ce sujet Boggs a  ecrit un article qui est devenu c el	ebre !" bien quil ne traite
que du r eseau de donn ees Ethernet Notons tout de meme que cest la technologie qui
certainement a eu le plus de succ	es A l epoque beaucoup d etudes de performances ont
 et e faites sur Ethernet !    " et il en a r esult e une grande confusion concernant
la capacit e r eelle du r eseau Comme nous lavons d ecrit au cours de la section  l etape
de la validation permet de confronter les r esultats obtenus par la mod elisation avec ceux
qui sont mesur es Cest dans cette  etape quun certain nombre de probl	emes sont soulev es
par Boggs Ce quil d enonce principalement dans son article ce sont les mythes qui se
sont cr e es 	a propos des performances dEthernet suite 	a une mauvaise interpr etation des
analyses ou suite 	a des mod	eles trop r educteurs Le mythe le plus connu est certainement
celui de la saturation dEthernet 	a un trac oert de # Cest en eet ce qui se passe
sous des hypoth	eses tr	es pessimistes qui ne se rencontrent presque jamais en r ealit e
Boggs a montr e quEthernet  etait capable de fonctionner sous un r egime beaucoup plus
important en reproduisant des conditions r ealistes dexp erimentation Shoch et Hupp
!" ont  egalement fait des mesures sur un r eseau Ethernet exp erimental de  Mbs et
ont  egalement observ e quil  etait possible dutiliser le r eseau 	a pr	es de # pour 
stations 	a condition de ne transmettre sur le r eseau que des paquets de grande taille
 octets alors que pour de petits paquets lutilisation approchait  e pour un grand
nombre de stations Le deuxi	eme exemple que nous d evelopperons 	a la section suivante
est celui des mesures qui ont  et e eectu ees 	a Bellcore de  jusqu	a nos jours !"
  Mesures de Bellcore
Les articles !  " de l equipe de Bellcore ont eu un eet d etonant dans la commu
naut e du t el etrac Ils mettent en accusation les mod	eles classiques utilis es pour l etude
des r eseaux informatiques Cest en comparant une s erie de mesures tr	es pr ecises ef
fectu ees sur un r eseau Ethernet avec plusieurs mod	eles utilis es pour lanalyse des r eseaux
quils fondent leurs accusations Dans leur premier article !" ils commencent par d ecrire
comment les mesures ont  et e eectu ees Wilson a construit une carte avec laquelle il est
capable de mesurer le temps darriv ee dun paquet avec une pr ecision de s !"
Une partie de leurs mesures est mise 	a disposition du public 	a laide dun transfert ftp
avec un nom dutilisateur anonymous 	a ladresse suivante
 bellcore flash com dans le
r epertoire publan 
 les chiers pAug TL pOct TL OctExt TL OctExt TL contien
nent chronologiquement le temps darriv ee ainsi que la taille de chaque paquet observ e
sur le r eseau Apr	es avoir fait de longues mesures sur le r eseau et analys e les arriv ees de
paquets ils ont remarqu e que le trac  etait extremement  uctuant au cours du temps
et ceci pour des  echelles de temps s etendant jusqu	a  ordres de grandeur Ils ont com
par e ce comportement avec celui des mod	eles de trac conventionnels en observant leurs
granularit es burstiness respectives Pour cela ils ont mesur e le rapport entre la lar
geur de bande maximale sur la largeur de bande moyenne le coecient de variation
et lindice de dispersion Lobservation est la suivante
 les mod	eles conventionnels tels
que les processus de Poisson batch Poisson hyperexponentiels markoviens modul es ont
tr	es peu de variabilit e 	a long terme Par contre de facon tr	es contrastante le trac ob
serv e circule en rafales bursty sur plusieurs  echelles de temps s etendant de lordre de
la milliseconde 	a plusieurs heures Dans un deuxi	eme article !" ils montrent que les
mod	eles conventionnels ne sont pas 	a meme de reproduire le trac observ e sur un Local
Area Network LAN ce qui a un s erieux impact sur lanalyse de la congestion de trac
A ce titre les auteurs ont  ecrit un programme pour eectuer la simulation dun mod	ele
ayant un r eseau de LAN connect es entre eux par des commutateurs Asynchronous Trans
fer Mode ATM et fournissant un service sans connexion Chaque LAN repr esente une
source et utilise les donn ees mesur ees pour reproduire du trac r ealiste La simulation
montre que les p eriodes de congestion peuvent etre longues Pendant ces p eriodes de
congestion les pertes peuvent etre consid erables Les auteurs indiquent  egalement quun
sousdimensionnement des tampons buers peut avoir de facheuses cons equences quant
au taux de perte Laugmentation 	a outrance des tampons nest pas une solution viable
non plus car ils ne fournissent pas une protection assez ecace contre les p eriodes de
congestion Dautre part les retards deviennent tr	es importants Les auteurs concluent
que les r eseaux futurs devraient etre capables daccrotre leur capacit e pour pouvoir
r epondre 	a une demande plus ou moins impr evisible de lusager Dans un troisi	eme ar
ticle !" c el	ebre  egalement les membres de l equipe de Bellcore proposent une analyse
statistique plus approfondie que celle eectu ee dans le premier article Ils ont trouv e
que le comportement du r eseau avait des propri et es statistiques similaires quelle que
soit l echelle de temps 	a laquelle on lobserve Autrement dit ils arrivent 	a la conclusion
que le trac est autosimilaire sur plusieurs  echelles de temps Dapr	es les auteurs au
cun des mod	eles classiques ne peuvent reproduire du trac autosimilaire Ils rejettent
la mod elisation markovienne en argumentant que meme si elle  etait possible en ap
proximant la d ecroissance hyperbolique de la fonction dautocorr elation par une somme
dexponentielles elle serait beaucoup trop compliqu ee car le nombre de param	etres
On
 
$ n devient  enorme d	es que le nombre d etats n de la chane de Markov devient
grand Dautre part la signication physique 	a donner 	a tous ces param	etres devient
de plus en plus dicile Alors ils proposent deux nouvelles m ethodes pour mod eliser le
comportement autosimilaire du trac LAN Une m ethode est bas ee sur des processus
stochastiques autosimilaires les mouvements Browniens fractionnaires fBm fractional
Brownian motion et les fractional autoregressive integrated moving average ARIMA
et lautre sur des deterministic nonlinear chaotic maps Lavantage de ces mod	eles est
quils ne d ependent que dun nombre tr	es restreint de param	etres Les implications de
la nature autosimilaire du trac sur l evaluation de la performance de r eseaux 	a hauts
d ebits sont tr	es importantes Les mod	eles de source doivent re  eter une tr	es grande va
riabilit e ce qui nest pas le cas pour les mod	eles de trac conventionnels Dautre part
ils proposent  egalement d evaluer la granularit e du trac 	a laide du param	etre de Hurst
  Mouvance actuelle
Nous voyons que les cons equences sont graves pour toute la science du t el etrac car
tous les mod	eles utilis es jusqualors bas es sur des chanes de Markov principalement
pourraient se r ev eler etre invalides A ce titre Partridge  editeur de IEEE Network Ma
gazine  ecrit une note sur les d ecouvertes de l equipe de Bellcore sous le titre The End of
Simple Trac Models en septembre  !" En commentant larticle des chercheurs
de Bellcore il constate que limplication majeure de leurs r esultats est que les mod	eles de
t el etrac quon a utilis e dans le pass e sont terriblement faux et quil faut arreter de pen
ser en terme de processus de Poisson mais quil faut s erieusement remettre louvrage
sur le m etier et consid erer dautres mod	eles plus complexes et dessayer de comprendre
comment se comporte le trac de donn ees car aujourdhui on doit prendre des d ecisions
pour la conguration des r eseaux de demain et il serait pr ejudiciable de les baser sur
des mod	eles inad equats De nombreux chercheurs ont d ej	a investigu e cette nouvelle voie
comme par exemple Norros !" qui a  etudi e le comportement dune le dattente  etant
aliment ee par du trac fBm Il a trouv e que la distribution de loccupation du tampon
buer pouvait etre approxim ee par une distribution de Weibull Droz !" pr esente
un g en erateur de trac bas e sur le fBm qui peut facilement etre parall elis e en vue de
g en erer un tr	es grand nombre d echantillons rapidement Erramilli !" chez Bellcore
investigue la voie des chaotic maps Veitch !" a pr esent e une nouvelle classe de mod	eles
	a la conf erence Globecom  qui sont capables de g en erer du trac autosimilaire Avec
Roberts !" Brichet et Simonian il a pr esent e des r esultats au meeting COST  en
consid erant le comportement dune le dattente sous un certain nombre de sources ON 
OFF identiques 	a variance innie et 	a moyenne non nulle Derni	erement Paxson !" a
 egalement propos e une m ethode bas ee sur la transform ee de Fourier pour synth etiser du
trac autosimilaire Bien que la g en eration de trac autosimilaire soit une chose rela
tivement ais ee il nen va pas de meme pour son  etude ult erieure car les calculs peuvent
se r ev eler tr	es compliqu es

 	 Probleme etudie
Dans le contexte tr	es anim e que nous avons  evoqu e dans le pr ec edent paragraphe
nous allons essayer de r epondre 	a la question suivante
 la mod elisation markovienne a
telle encore un sens dans lanalyse du trac des r eseaux informatiques  Nous verrons
dans les chapitres qui suivent que nous pouvons r epondre par larmative Le mod	ele
markovien qui a  et e trouv e ne d epend que de trois param	etres et permet de repr esenter
du trac ayant les caract eristiques du trac mesur e par les chercheurs de Bellcore Le
mod	ele trouv e a le grand avantage detre simple et facilement manipulable Il est possible
de r eutiliser les th eories des les dattente qui ont  et e d evelopp ees dans le pass e pour
 evaluer la performance des r eseaux de communication
 
 Structure du travail de these
Apr	es avoir bri	evement introduit les r eseaux informatiques chapitre  qui ont fait
lobjet de nos recherches nous exposons le mod	ele markovien chapitre  que nous
utilisons ainsi que ses propri et es Ensuite chapitre  des mesures eectu ees 	a lEPFL
et 	a Bellcore viennent mettre 	a d efaut les mod	eles du type markovien tels quils ont  et e
pr esent es A partir de l	a chapitre  une  etude sur la passerelle EthernetDistributed
Queue Dual Bus DQDB est pr esent ee en admettant que le r eseau soit compl	etement
charg e ainsi aucune hypoth	ese nest faite quant au prol du trac LAN Comme
cette approche est drastique nous avons essay e par lanalyse spectrale chapitre  de
comprendre le comportement de la le dattente Au pas suivant chapitre  nous avons
essay e de reproduire les autosimilarit es observ ees dans le trac de donn ees 	a laide de
chanes de Markov modul ees Bien que nous ayions pu reproduire du trac autosimilaire
sur un horizon ni 	a laide de chanes de Markov modul ees le nombre de param	etres
	a manipuler reste tr	es important cest pourquoi nous proposons une technique pour
les r eduire notablement chapitre  De plus une m ethode pour trouver une chane de
Markov modul ee en fonction du param	etre de Hurst local de lesp erance math ematique
et du domaine sur lequel la chane de Markov a un comportement de type autosimilaire
a  et e d evelopp ee Finalement le probl	eme du multiplexage statistique est analys e 	a laide

de sources markoviennes produisant du trac autosimilaire
  Cadre du travail de la these
Cette th	ese a pu etre r ealis ee grace au nancement des Telecom PTT suisses La
collaboration avec l equipe du Dr Braun aux PTT sest faite au travers de deux projets de
deux ans chacun F$E  et RD  Le premier projet sintitule Interconnexion de
r eseaux 	a large bande
 analyse des performances de trac et conception de m ecanismes
de controle et le second Analyse des performances de trac dans les r eseaux 	a large
bande


Chapitre 
Trac issu de reseaux informatiques
  Introduction
Dans ce chapitre nous allons voir les principes des r eseaux qui vont directement nous
concerner par la suite ATM et DQDB Le but nest pas dexaminer leur comportement en
d etail mais plutot de les approcher sous langle de la mod elisation Dans lintroduction
nous avons mentionn e le probl	eme que cette  etape soulevait d	es quon d esire simplier
le syst	eme On va d ecrire ici les comportements des di erents r eseaux qui nous semblent
importants ou plutot qui ont sembl e importants aux personnes qui ont cr e e des mod	eles
permettant de les  etudier
 ATM
ATM est une technologie de multiplexage et de commutation choisie par lInternational
Telecommunication Union ITU pour le futur r eseau 	a large bande 	a int egration de
services Broadband Integrated Service Digital Network BISDN Avant dexpliquer
le fonctionnement dATM commencons par exposer les raisons qui ont motiv e son
d eveloppement car ATM a  et e d eni pour r epondre 	a un besoin des t el ecommunications
Le premier mode de transfert qui a  et e utilis e dans le monde des t el ecommunications a  et e
le mode de transfert par paquets avec la t el egraphie Le message ou paquet transportait
une adresse de source et de destination ainsi que le contenu du message Lachemine

ment du message 	a la bonne destination n ecessitait lapport de lintelligence humaine
puisque des op erateurs  etaient charg es de la commutation A la t el egraphie a succ ed e
la t el ephonie cest en  quAbraham Graham Bell a d epos e un brevet qui a marqu e
le d ebut du t el ephone La commutation est faite manuellement par des op eratrices et
la liaison est maintenue durant la totalit e de la conversation commutation de circuits
Mais en  Almon Strowger invente un s electeur automatique t el ecommand e par le
poste de labonn e A laide de di erents milieux de transmission le r eseau t el ephonique
est lunique r eseau qui permet dacheminer des informations dun bout 	a lautre de la
plan	ete celuici se d eveloppant rapidement Mais autour des ann ees  le besoin de
connecter di erents ordinateurs entre eux se fait ressentir Au d ebut on a utilis e le r eseau
t el ephonique mais on sest vite rendu compte quil existait de meilleures solutions mieux
adapt ees au trac de donn ees qui circule en rafales bursty Ainsi sont n es de nouveaux
r eseaux tels que Advanded Research Projects Agency of the US Department of Defense
ARPANET X et plus tard
 Ethernet token ring	 token bus la liste est tr	es longue
seulement quelques exemples sont donn es ici !" Dun autre cot e la distribution de la
t el evision se fait en partie par un r eseau en arbre appel e r eseau Community Antenna TV
CATV Ainsi plusieurs r eseaux publics et priv es coexistent et ont le grand d esavantage
detre tr	es sp ecialis es attach es 	a un type de service uniquement Par exemple le trans
fert de la voix sur X poserait de gros probl	emes 	a cause des retards introduits de
boutenbout du r eseau De plus chaque r eseau est optimis e pour son propre service
le dimensionnement de chaque r eseau est bas e sur des conditions de trac consid erant
lheure la plus charg ee Or pour le service t el ephonique lheure la plus charg ee se situera
entre h et h alors que pour le r eseau CATV elle se situera entre h et h
Comme les r eseaux sont ind ependants un partage de ressources nest pas possible Un
autre inconv enient de cette architecture est son manque de  exibilit e un r eseau sp ecialis e
a beaucoup de peine 	a satisfaire aux exigences dun nouveau service plus  evolu e Il faut
donc que le nouveau r eseau 	a large bande soit ind ependant des services able  exible
ecace dans la gestion des ressources et bon march e Cest le d e qui est lanc e au futur
r eseau 	a large bande qui devra int egrer tous les di erents types de services existants
et futurs LITU a choisi ATM comme technologie de multiplexage et de commutation

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Figure 
 Structure de la cellule ATM
pour le futur r eseau 	a large bande avec int egration de services BISDN !" La technique
ATM est bas ee sur une transmission de linformation par paquets de longueur xe quon
appelle cellules Sur un lien ATM on a une succession de cr eneaux qui sont soit vides
soit pleins ils contiennent une cellule dans ce cas Une cellule montr ee 	a la gure 
est compos ee de deux champs dun entete et dun champ dinformation Payload Pour
garantir un traitement rapide au travers du r eseau lentete a un nombre restreint de
fonctionnalit es Toutes les cellules appartenant 	a une meme communication sont ache
min ees de noeud en noeud 	a travers le r eseau selon le meme itin eraire mis en place lors
de l etablissement de la connexion et maintenu par un lien logique pendant toute sa dur ee
et lib er e 	a la n de la communication Le choix de la grandeur de la cellule  octets
est le r esultat dun grand d ebat au sein des organismes de standardisation ITU !" En
fait  octets dinformation utile est le r esultat dun compromis entre  octets position
europ eenne qui tendait 	a favoriser le trac de la voix et  octets position am ericaine
qui pr ef erait favoriser le transfert de donn ees Lentete est un label et non une adresse
explicite une adresse explicite nest pas envisageable 	a cause de la taille de la cellule
Il y a une di erence fondamentale entre cette technologie et la t el ephonie classique au
point de vue du t el etrac car si la t el ephonie classique consid	ere lappel comme entit e de
base il nen va pas de meme avec la technologie ATM Avec la technologie ATM on va
partager la bande passante entre tous les utilisateurs La capacit e de transmission sera
attribu ee aux usagers que lorsque ces derniers en auront r eellement besoin ATM est une
technologie bas ee sur la commutation de paquets de longueur xe qui sont exp edi es d	es
que le canal est libre Dans chaque noeud de commutation un paquet peut etre stock e
plus ou moins longtemps Ainsi le retard que subira une cellule peut varier entre autres
en fonction de la charge du r eseau LATM permet ainsi de m elanger sur un meme ca
nal des services dont le taux dactivit e exprim e en cellules par seconde peut etre tr	es
di erent de lun 	a lautre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 Suite de cellules ATM
ATM doit fournir aux usagers une certaine qualit e de service QoS Quality of Service
pour di erentes classes de services La qualit e de service est g en eralement exprim ee
en termes de retards et de pertes de cellules Le transfert de donn ees sera en g en eral
plus sensible aux pertes de cellules quaux retards de ces derni	eres alors quun service
supportant de la voix sera plus sensible aux retards des cellules qu	a leurs pertes par
exemple Pour pr eserver la qualit e de service au sein du r eseau il est n ecessaire de le
prot eger Un contrat de trac est n egoci e entre lusager et le r eseau ATM 	a chaque
 etablissement de connexion Suivant les param	etres d eclar es largeur de bande moyenne
requise largeur de bande maximale requise une fonction de controle dacceptation
dappel CAC Connection Acceptance Control d ecide si lappel est accept e ou non
suivant les param	etres d eclar es La d ecision est prise sur la base des caract eristiques du
trac et les exigences du QoS du nouvel appel Plusieurs fonctions CAC ont  et e propos ees
!" !" Une fois que lappel a  et e accept e pour que lusager respecte les termes du
contrat pass e avec le r eseau ITU a pr evu une fonction de lissage UPC Usage Parameter
Control !" Cette fonction a pour mission de prot eger le r eseau Laction 	a entreprendre
lorsquune violation de contrat est constat ee est d eliminer certaines cellules appartenant
	a la connexion violant le contrat
Ainsi en mode ATM comme sur le r eseau DQDB dailleurs loccupation des cr eneaux
successifs gure  pourra etre d ecrite par une variable al eatoire X binaire Si 	a lins
tant t !t    t X
t
%  le cr eneau sera vide Par contre si X
t
%  alors le cr eneau
contiendra une cellule Nous voyons que le trac du r eseau ATM au niveau des cellules
se prete bien 	a la mod elisation en temps discret Une autre repr esentation du trac peut
etre celle dune variable al eatoire qui repr esente les temps dinterarriv ees entre cellules
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 R eseau DQDB
 DQDB
Le principe de base de lacc	es DQDB est montr e 	a la gure  Nous allons ici r esumer
les caract eristiques des op erations qui sont faites pour acc eder au r eseau DQDB Pour
plus de d etails il est possible de consulter !  " Le r eseau DQDB est constitu e
de  bus unidirectionnels Les informations qui transitent sur ces bus le font dans deux
directions oppos ees Cette paire de bus comprenant un bus A sur lequel le trac se
d eplace dans la direction des noeuds croissants et un bus B sur lequel le trac se
d eplace dans la direction oppos ee op	ere au niveau Medium Access Control MAC Pour
chaque bus on a une tete de bus Les deux bus convoient des cr eneaux de longueur xe
 octets pour le trac synchrone et asynchrone Les cr eneaux pour le trac synchrone
sont r eserv es d	es le d epart par la tete du bus A Chaque station i i%     N connect ee
aux deux bus peut etre passive en observant les donn ees qui transitent sur ces derniers
ou active en se soumettant 	a une discipline de le dattente pour acc eder au r eseau
Pour le trac asynchrone il faut savoir que lacc	es au r eseau nest pas instantan e du
au fait que les autres stations ont  egalement des messages 	a envoyer Lacc	es au r eseau
se fait en deux temps Premi	erement la station doit faire une demande au r eseau via
le bus B Deuxi	emement lorsque la station a pu faire sa demande il pourra d eposer
ses donn ees sur le bus A Le m ecanisme dacc	es est identique pour les deux bus cest
pourquoi pour la mod elisation nous nous concentrerons sur une direction uniquement
Pour pouvoir acc eder susamment rapidement au r eseau les messages de chaque station
doivent etre fragment es en cellules de petite dimension  octets format compatible avec

+
ACF
1
REQ_CNT
CD_CNT
REQ_Q_CNT
REQ
ACF
1
BUSY
Bus A
Bus B
+
ACF
1
REQ_CNT
CD_CNT
REQ_Q_CNT
REQ
ACF
1
BUSY
-
Bus A
Bus B
état IDLE état COUNTDOWN
-
Figure 
 Etats logiques dune station DQDB
le format de la cellule ATM Jusqu	a pr esent nous navons parl e que du principe dacc	es
pour un trac de type asynchrone Pour les services de type synchrone lacc	es se fait
di eremment le g en erateur de cr eneaux tete du bus A r eserve doce des cr eneaux
pour les noeuds ayant du trac synchrone 	a envoyer typiquement des services tels que
voix ou vid eo en les marquant par BUSY%  bit dans le champ Access Control Field
ACF comme montr e 	a la gure  Ainsi ces services nauront pas 	a se soumettre 	a
une discipline de le dattente comme cest le cas pour le transfert de donn ees Puisque
le sujet de notre  etude est relatif au transfert de donn ees nous allons nous concentrer
un peu plus sur son mode dacc	es
Le noeud i i%     N qui d esire envoyer des donn ees sur le bus A doit premi	erement
en faire la demande au bus B en tenant compte que les noeuds en aval i$ i$  N
auront  egalement pu faire des demandes qui se traduiront par des cr eneaux occup es Il
faudra donc quil attende un cr eneau vide pour pouvoir  emettre sa requete Consid erons
un transfert de donn ees sur le bus A avec un niveau de priorit e Une station peut se
trouver dans deux  etats IDLE et COUNTDOWN Dans l etat IDLE le noeud na rien 	a
 emettre alors que dans l etat COUNTDOWN le noeud a des donn ees 	a transmettre !"
Dans l etat IDLE le compteur de requetes REQ CNT Request counter est incr ement e

de  lorsquune requete est  emise depuis un noeud en aval i$ i$  N et d ecr ement e
de  lorsque la requete est satisfaite pour une des stations en aval Le noeud i sait quune
requete est satisfaite pour un noeud en aval en observant le premier bit du champ ACF
BUSY de chaque cr eneau passant sur le bus A Si ce dernier est  egal 	a  ca signie quil
sera utilis e pour un noeud en aval Notons quune cellule r eserv ee lest jusquau dernier
noeud meme si le trac est interne au r eseau DQDB Dans l etat COUNTDOWN le
compte 	a rebours CD CNT Countdown est d ecr ement e de  chaque fois quune requete
est satisfaite pour un noeud en aval Le compteur de requetes continue 	a incr ementer
Pour passer de l etat IDLE 	a l etat COUNTDOWN il faut suivre la proc edure suivante

la station envoie une requete 	a sa le dattente locale et REQ Q CNT est incr ement e de 
il sera d ecr ement e de  lorsque la requete aura pass e sur le bus B Quand la requete est
satisfaite et peut passer sur le bus B le contenu du compteur de requetes REQ CNT
est transf er e au compte 	a rebours et le compteur de requetes est mis 	a z ero Prenons un
exemple admettons que nous voulions transmettre des donn ees alors que
REQ CNT%
CD CNT%
REQ Q CNT%
Notre requete va etre mise dans la le dattente locale
REQ CNT%
CD CNT%
REQ Q CNT%
Admettons quune requete dun noeud inf erieur soit  emise avant la notre
REQ CNT%
CD CNT%
REQ Q CNT%
Ensuite notre requete passe sur le bus B
REQ CNT%
CD CNT%
REQ Q CNT%
 requetes viennent des noeuds inf erieurs en meme temps que les  cellules vides passent

sur le bus A
REQ CNT%
CD CNT%
REQ Q CNT%
REQ CNT%
CD CNT%
REQ Q CNT%
REQ CNT%
CD CNT%
REQ Q CNT%
REQ CNT%
CD CNT%
REQ Q CNT%
Le prochain cr eneau vide nous est r eserv e donc les donn ees pourront etre transf er ees
sur le bus mais pendant ce temps  requetes des noeuds inf erieurs sont arriv ees Donc
si nous voulons 	a nouveau transf erer des donn ees il faudra attendre que ces derni	eres
soient satisfaites Le d ebit du r eseau DQDB est de  Mbs 	a  Mbs

Chapitre 
Mod ele markovien
Dans ce chapitre nous allons d ecrire le mod	ele markovien que nous avons utilis e
Dans nos pr ec edentes publications !     " ce mod	ele porte le nom de
Special SemiMarkov Process SSMP Dans un autre domaine la reconnaissance de la
parole un mod	ele  equivalent a  et e introduit au d ebut des ann ees  le Hidden Markov
Model HMM ! " Ce mod	ele peut aussi etre vu comme un mod	ele Discrete Batch
Markovian Arrival Process DBMAP!"
  Introduction
Dans cette section nous allons bri	evement rappeler ce quest une variable al eatoire
et un processus stochastique pour la clart e du texte qui suit Soit & lespace des  epreuves
et prob une mesure de probabilit e sur &
D enition 
 Une variable aleatoire X prenant des valeurs dans un ensemble E est
une fonction qui assigne une valeur X dans E 
a chaque realisation   realise
lev
enement A
i
 A si  % A
i
 dans &	 lespace des epreuves
Dans notre cas E est lensemble des entiers non n egatifs NI %       et est inni
mais d enombrable dans le cas g en eral Le mod	ele math ematique de toute exp erience
al eatoire est donc un triplet &A prob appel e espace probabilis e A est le catalogue
des  ev	enements qui sont des sousensembles de & A est une  alg	ebre bool eenne aussi
appel ee tribu

D enition 
	 Un processus stochastique dans E est une collection fX
t
	 t  Tg de va
riables aleatoires X
t
de nies sur le meme & et prenant des valeurs dans E Si lensemble
T est rationel	 ce qui est le cas avec notre processus stochastique alors le processus est
dit discret sinon il est appele continu
Une classe importante des processus stochastiques est celle des processus markoviens
Son importance est certainement due aux nombreux domaines auxquels ces processus
sappliquent
D enition 

 Le processus stochastique fY % Y
t
	 t  T % NI g est appele chane de
Markov si probY
t
% ijY

 Y

     Y
t
 % probY
t
% ijY
t
 pour tout i  E % f     ng
Une chane de Markov est donc une s equence de variables al eatoires tel que pour chaque
t Y
t
est conditionnellement ind ependant de Y

 Y

     Y
t 
 etant donn e Y
t
 Ainsi le
prochain  etat Y
t
du processus ne d epend des  etats pass es Y

 Y

     Y
t 
qu	a travers
l etat pr esent Y
t
 On appelle probY
t
% jjY
t
% i % a
ij
t $  t avec i j  E les
probabilit es de transition de la chane de Markov Si les probabilit es de transition sont
ind ependantes du temps alors la chane de Markov est homogene Il est de coutume de
former une matrice carr ee avec les a
ij
et de la nommer matrice de transition de la
chane de Markov Soit 
t
la distribution de probabilit e sur E et supposons que 
t
% 

t

 
t
   
n
t
 % probY
t
%  probY
t
%     probY
t
% n Soit une chane de Markov
avec un espace d etats E et une matrice de transition A
D enition 
 Un etat j est dit absorbant si a
jj
% 
D enition 
 Une chane de Markov est dite irreductible ssi tous ses etats peuvent
etre atteints 
a partir de chaque autre etat
D enition 
 Une chane de Markov modulee	 de type SSMP ou HMM est un processus
X
t
tel que la loi de X
t
est une fonction de Y
t
 X
t
est conditionnellement independant de
Y
t
 Y
t 
 Y
t 
    etant donne Y
t

D enition 
 Une chane de Markov modulee est un processus dit de type Markov
Modulated Poisson Process MMPP si la chane de Markov est de type SSMP et que les
lois associees sont poissonniennes

Soit X
t
le nombre de cellules g en er ees dans un intervalle !t    t Soit A la matrice
de transition du modulateur et 
t
le vecteur des probabilit es d etat du modulateur La
probabilit e que la chane de Markov modul ee g en	ere un batch de k cellules alors que le
modulateur se trouve dans l etat i est 
ik
 Ce type de chane de Markov est dit cach e
car on ne peut pas directement savoir dans quel  etat se trouve la chane de Markov 	a
un instant t meme si on connait X
t
 Notons que la grandeur du batch g en er e ne d epend
que de l etat du modulateur et de la loi de probabilit e associ ee 	a cet  etat et pas des  etats
pr ec edents
 Moments
Soit & lespace des  epreuves prob une mesure de probabilit e et X
t
un processus
stochastique discret d eni sur & X
t
prend des valeurs x

 x
 
 x

     NI 
D enition 
 Le k
e
moment du processus stochastique discret X
t
prenant des valeurs
dans lensemble NI est
E!X
k
t
" %
X
x
l

x
k
l
probX
t
% x
l
 
si la serie
P
x
l

x
k
l
probX
t
% x
l
 est absolument convergente
Dans le cas dune chane de Markov modul ee de type SSMP
probX
t
% x
l
 %
n
X
i
probX
t
% x
l
jY
t
% iprobY
t
% i 
par le th eor	eme des probabilit es totales Ainsi le k
e
moment s ecrit
E!X
k
t
" %
X
x
l

n
X
i
x
k
l
probX
t
% x
l
jY
t
% iprobY
t
% i 
%
n
X
i
E!X
k
t
jY
t
% i"probY
t
% i 
Cette expression se met ais ement sous forme matricielle
E!X
k
t
" % 
t

k
t
e 
avec
e
t
% 
     
 

o	u e
t
est le vecteur transpos e de e

t
k
% diag
EX
k
t
jY
t
%     EX
k
t
jY
t
% n
 

t
% 
probY
t
%     probY
t
% n
 
Soit T
visite
le temps quil faut pour visiter la premi	ere fois l etat j alors
D enition 
 Recurrence
 Un etat j est dit recurrent si probY
T
visite
 
% j %  Si probY
T
visite

% j  	
alors j est dit transitoire
 Un etat recurrent j est dit recurrent nul si E!Y
T
visite
% j" % 	 sinon il est
recurrent positif
 Un etat recurrent j est dit periodique avec une periode 	 si 	   est le plus grand
diviseur commun de fk 
 probY
k
% j  g	 sinon il est dit aperiodique
 Autocovariance
Soit & lespace des  epreuves prob une mesure de probabilit e et X
t
un processus
stochastique discret d eni sur & X
t
prend des valeurs x

 x
 
 x

     NI %      
D enition 
 Lautocovariance du processus stochastique discret	 reel	 X
t
prenant
des valeurs dans lensemble NI est donne par
CX
s
t
 X
k
t
 % E!X
s
t
X
k
t
"  E!X
s
t
"E!X
k
t
" 
Pour commencer calculons E!X
s
t
X
k
t
" pour une chane de Markov modul ee
E!X
s
t
X
k
t
" %
X
x
 
x


x
s

x
k
 
probX
t
% x
 
X
t
% x

 
en appliquant de nouveau le th eor	eme des probabilit es totales probX
t
% x
 
X
t
% x


peut s ecrire
probX
t
% x
 
X
t
% x

 %
P
n
i
P
n
j
probX
t
% x
 

X
t
% x

jY
t
% j  Y
t
% i
probY
t
% j  Y
t
% i


mais comme lop eration  est distributive on peut  ecrire cette expression sous la forme
suivante
probX
t
% x
 
X
t
% x

 %
P
n
i
P
n
j
probX
t
% x
 
X
t
% x

jY
t
% j
X
t
% x
 
X
t
% x

jY
t
% iprobY
t
% j  Y
t
% i

%
n
X
i
n
X
j
probX
t
% x
 
jY
t
% j  X
t
% x

jY
t
% iprobY
t
% j  Y
t
% i 
%
n
X
i
n
X
j
probX
t
% x
 
jY
t
% jprobX
t
% x

jY
t
% iprobY
t
% j  Y
t
% i 
Maintenant si on reprend l equation  on peut  ecrire que
E!X
s
t
X
k
t
" %
P
x
 
x


P
n
i
P
n
j
x
s

x
k
 
probX
t
% x
 
jY
t
% j
probX
t
% x

jY
t
% iprobY
t
% j  Y
t
% i

%
n
X
i
n
X
j
E!X
k
t
jY
t
% i"E!X
s
t
jY
t
% j"probY
t
% j  Y
t
% i 
%
n
X
i
n
X
j
E!X
k
t
jY
t
% i"probY
t
% iE!X
s
t
jY
t
% j"probY
t
% jjY
t
% i 
En reprenant les notations matricielles on voit que
E!X
s
t
X
k
t
"  E!X
s
t
"E!X
k
t
" % 
t

k
t
At$ 
 t  e
t

s
t
e 
avec
e
t
% 
     


t
k
% diag
EX
k
t
jY
t
%     EX
k
t
jY
t
% n


t
% 
probY
t
%     probY
t
% n

Si le processus stochastique discret est stationnaire au sens large alors on peut  ecrire
CX
s
t
 X
k
t
 % CX
s

 X
k

 
At$  t %
 
B
B
B
B
B
B
B
B

a

a
 
   a
n
a
 
a
  
   a
 n
           
a
n
a
n 
   a
nn

C
C
C
C
C
C
C
C
A


de plus si k % s %  on a
CX
s

 X
k

 % CX

 X

 % C
 % A

  ee
Par la suite on consid erera des processus stochastiques discrets stationnaires au sens
large avec k % s % 
 Decomposition spectrale
Dans cette section nous allons voir comment d ecomposer A


Th eoreme 
 Supposons que A soit une matrice operateur lineaire diagonalisable
Soient 

 
 
     
n
les valeurs propres distinctes de A Alors il existe des projections or
thogonales P

P
 
    P
n
avec P
 
i
% P
i
sur les sousespaces propres S

 S
 
     S
n

tels que
 G
 
AG % 

P

$ 
 
P
 
$   $ 
n
P
n
 P

$P
 
$   $P
n
% I
 P
i
P
j
%  pour tout i % j
Avec P
 
i
% P
i
d enition du projecteur G  etant la matrice de passage et les valeurs
propres 
i
 i %       n  etant distinctes on v erie facilement que P
i

km
%  P
i

km
 etant l el ement km de la matrice P
i
 seulement si k % m % i sinon P
i

km
%  Ainsi
C
 pour un processus stationnaire au sens large peut s ecrire sous la forme
C
 % G
 



P

$ 

 
P
 
$   $ 

n
P
n
  eGe 
mais 

%  th eor	eme  donc on peut  ecrire que
C
 %
n
X
j 


j
G
 
P
j
Ge 
Lautocovariance C
 dune chane de Markov modul ee est ainsi constitu ee dune somme
dexponentielles complexes car les termes G
 
P
j
Ge j %      n sont constants

 Transformee de Fourier
Grace au th eor	eme de WienerKintchine !" on peut calculer la densit e spectrale
de la puissance dun processus stochastique 	a laide de sa fonction dautocovariance
Le processus stochastique est suppos e stationnaire au sens large La transform ee de la
fonction dautocovariance s ecrit
FC
 % ' %

X
 
C
e
 i

On peut  ecrire cette expression sous la forme suivante
' % C $
 
X
 
C
e
 i
$

X

C
e
 i

en sachant que C
 % C 
 par l equation 
' % C $

X

C
e
i
$ e
 i
 
mais on a vu que C
 pouvait s ecrire sous la forme donn ee par l equation  donc
' % C $

X

n
X
j 


G
 
P
j
Gee
i
$ e
 i
 
remplacons G
 
P
j
Ge par 
j
e
 
j
on obtient
' % C $

X

n
X
j 



j
e
 
j

e
i
$ e
 i
 
' % C $
n
X
j 


j
  j
j
je
i 
j

$

j
  j
j
je
 i
j

  
j
 
' % C $
n
X
j 

j

  j
j
je
 i
j

cos
 $ j
j
j
 
e
  i
j

  j
j
je
 i
j

cos
   
	 Particularites de la matrice de transition
La matrice de transition est carr ee n  n dont chacun de ses  el ements est r eel et
compris entre  et  Dautre part la matrice est stochastique ie
P
j
a
ij
%  Nous
verrons que les valeurs propres de la matrice de transition ont une grande in uence sur
la fonction dautocovariance Il est donc int eressant de savoir o	u ces valeurs propres sont
plac ees dans le champ complexe  etant donn e les restrictions inh erentes 	a la matrice de
transition A Pour commencer  enoncons un th eor	eme

Th eoreme 
	 Soit une matrice complexe	 carree	 nn Pour i %       n	 de nissons
r
i
% 
i
A  ja
ii
j 
avec	 pour i %       n

i
A %
n
X
j
ja
ij
j 
et soit C
i
un disque de centre a
ii
	 de rayon r
i
 Alors chaque valeur propre de A est
comprise dans un cercle C
i

Corollaire 
 Soit  une valeur propre de A	 alors jj 	 A
avec A % maxf
i
A 
  	 i 	 ng
Corollaire 
	 Si  est une valeur propre de la matrice de transition A	 alors jj 	 
Th eoreme 

 Chaque matrice de transition a  comme valeur propre
L enonc e de ces deux th eor	emes ainsi que leurs preuves se trouvent dans !" Enoncons
un autre th eor	eme !" qui concerne les valeurs propres de la matrice de transition A
dans le cercle unit e On montre que plus le nombre d etats devient important dans la
chane de Markov plus la zone des valeurs propres possibles devient importante jusqu	a
recouvrir compl	etement le cercle unit e
Th eoreme 


Soit A une matrice stochastique Soit (
n
la region des valeurs propres
possibles Alors
La region (
n
est symetrique par rapport 
a laxe reel Elle est contenue dans un cercle
jzj 	  et il intercepte les bords uniquement aux points e
 ia
 
b
 
o
u a et b sont des entiers
qui satisfont 
a  	 a

 b

	 n La fronti
ere de (
n
est constituee de points et darcs
curvilignes Pour n  	 chacun de ces arcs est donne par les equations parametriques
suivantes

v
 

w
 
  t


r
 
%   t


r
 

b
 
  t


d
 
%   t


d
 

q
 
t

est un param
etre reel compris entre  et  b	 d	 r	 v	 w sont des nombres naturels
de nis ainsi
 
de Karpelevi c

eπ i/2
e π i/32
eπ i
e π i/34
0 1
e π i/23
Figure 
 R egion des valeurs propres des chanes de Markov 	a   etats
En considerant un arc connectant des points consecutifs de (
n
sur le cercle unite
Soient ces points e
 ia
  
b
  
et e
 ia
   
b
   
dans le sens contraire des aiguilles de la montre	
alors
b

int

n
b


 b

int

n
b



ou
b

int

n
b


	 b

int

n
b



avec intx %partie enti	erex Si  repr esente un arc alors  repr esente le
complexe conjugu e A cause de la sym etrie il sut de consid erer uniquement 
La d emonstration de ce th eor	eme est tr	es longue !" La gure  !" montre les
fronti	eres pour (

 (

est compris dans un triangle reliant  e
 i
 e
  i
alors que
(
 
est situ e sur laxe r eel Il y a donc une restriction
 une matrice de transition ne
peut pas avoir nimporte quelle valeur propre dans le cercle unit e Le lieu des valeurs
propres possibles est limit e par le nombre d etats que comprend la chane de Markov
Plus le nombre d etats devient  elev e plus la zone des valeurs propres possibles devient
importante jusqu	a recouvrir totalement le cercle unit e A titre dexemple illustratif

consid erons une chane de Markov 	a   etats ayant la matrice de transition suivante
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Les valeurs propres de la matrice de transition sont toutes complexes sauf la premi	ere
qui est par d enition  egale 	a  Lensemble des valeurs propres est le suivant f 
$i i $i ig La
gure  montre la fonction dautocovariance dune telle chane de Markov et la gure 
sa densit e spectrale Cet exemple montre bien lin uence des valeurs propres La fonction
dautocovariance oscille avec k Pour certaines valeurs de k cette fonction est n egative Si
nous regardons dun peu plus pr	es la matrice de transitionA nous remarquons facilement
que deux cycles sont privil egi es le cycle passant par les  etats  et le cycle passant par
les  etats  La gure  montre bien lexistence de ces deux cycles Remarquons
que le nombre de pics qui apparaissent est limit e par lordre de la chane de Markov

 Superposition
Lorsquon superpose deux ou plus chanes de Markov de n  etats du type d ecrit
pr ec edemment stationnaires au sens large on obtient une nouvelle chane de Markov
 etant caract eris ee par les matrices suivantes
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 repr esente la matrice de transition du modulateur  resp  

resp

 
 repr esente le vecteur des probabilit es d etat du modulateur  resp  

resp

 
 repr esente la matrice diagonale de la chane de Markov  resp   repr esente
la somme de Kronecker et 
 le produit de Kronecker !" La superposition de plusieurs
chanes de Markov est donc tr	es facile 	a r ealiser mais le modulateur devient tr	es vite
 enorme car la croissance du nombre d etats est exponentielle Prenons un exemple tr	es
simple o	u on superpose deux chanes de Markov ayant les caract eristiques suivantes
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 Calcul de la variance du nombre de cellules dans
une fenetre de taille m
L evaluation de la variance du nombre de cellules dans une fenetre de temps de taille
m va nous etre tr	es utile pour la suite elle va entre autre nous permettre d evaluer le
param	etre de Hurst local Le processus stochastique consid er e ici est suppos e stationnaire
au sens large Si N
m
est une variable al eatoire repr esentant le nombre de cellules arrivant
dans une fenetre de temps de taille m on peut  ecrire
N
m
% X

$X
 
$   $X
m

avec X
t
 t %       m  etant le nombre de cellules arrivant dans lintervalle !t    t
Lesp erance math ematique de N
m
s ecrit alors
E!N
m
" % E!X

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m
" 
et comme le processus est stationnaire au sens large et que E!  " est un op erateur lin eaire
E!N
m
" % mE!X" 
il faut encore calculer le deuxi	eme moment pour pouvoir ensuite  evaluer la variance
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comme X
t
est stationnaire au sens large et que E!  " est un op erateur lin eaire alors
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e donc nous pouvons en d eduire la variance
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 Indice de dispersion
Lindice de dispersion IDC index of dispersion for counts !" est d eni comme
 etant le rapport de la variance du nombre darriv ees dans un intervalle de longueur m
divis e par lesp erance math ematique du nombre darriv ees dans le meme intervalle
IDCm %
V ar!N
m
"
E!N
m
"

V ar!N
m
" ainsi que E!N
m
" % mE!X" sont connus Pour un processus de Poisson on
v erie facilement que IDCm %  m %   
  Coecient de variation
Le coecient de variation CV coecient of variation est d eni comme  etant le
rapport de la racine carr ee de la variance du nombre darriv ees dans un intervalle de
longueur m divis e par lesp erance math ematique du nombre darriv ees dans le meme
intervalle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"
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   Probleme de la le dattente SSMPG c
Avant dattaquer le probl	eme de la le dattente mentionnons que nous avons utilis e
la notation de Kendall pour caract eriser le syst	eme ABnscZ est la notation conven
tionnelle A repr esente le processus des arriv ees B le processus des temps de service ns
le nombre de serveurs c le nombre de places dans le syst	eme et Z repr esente la discipline
de la le dattente Z%First Come First Serve FCFS En pratique on nindique pas
les valeurs innies Si la discipline de la le dattente est FCFS on ne lindique pas non
plus
Dans ce chapitre nous allons d ecrire la mani	ere dont on peut r esoudre la le dattente
limit ee de type SSMPGc Il sagit ici de trouver le vecteur de probabilit es station
naires de la chane de Markov repr esentant le syst	eme de la le dattente En calculant ce
vecteur nous obtenons imm ediatement la probabilit e doccupation de la le dattente A
partir de l	a il sera assez facile den d eduire la probabilit e de perte La m ethode pr esent ee
ici a  et e initi ee par Neuts et Hashida ! " elle ne sapplique que dans des syst	emes
de les dattentes limit ees car le nombre d etats de la chane de Markov doit rester ni
Le processus darriv ees est d ecrit dans la section  Il sagit dune chane de Markov
en temps discret pouvant produire des arriv ees en batch La strat egie de service de la le
dattente est de type FCFS La le dattente ne comprend quun serveur sans priorit es
et poss	ede c places le dattente et serveur Larriv ee des cellules est consid er ee au
d ebut dun cr eneau Chaque d epart du syst	eme est consid er e 	a la n du cr eneau N
t
repr esente le nombre de cellules dans le syst	eme au temps t R
t
le temps r esiduel de
service au temps t Si N
t
%  alors R
t
est d eni  egal 	a  Rappelons que Y
t
repr esente
l etat du modulateur Le processus form e des trois variables fN
t
 R
t
 Y
t
g est une chane

de Markov ayant une matrice de transition Q form ee de blocs n n de la forme
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Le vecteur des probabilit es stationnaires est

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 i %       c  etant un vecteur horizontal de n  el ements
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On admet ici que la chane de Markov est irr eductible et ap eriodique avec un nombre
ni d etats alors

P %

PQ a une solution unique La solution

P est strictement positive
La matrice Q est du type upperblock Hessenberg Cette structure va nous permettre
de trouver le vecteur

P ecacement 	a laide dun algorithme d evelopp e par Le Boudec
!" lalgorithme Matrix Block Hessenberg MBH Le vecteur

P est en fait un vecteur
horizontal de taille mind c ayant pour  el ements des vecteurs horizontaux de taille n
Il est possible de connatre la probabilit e que j cellules soient dans le syst	eme alors
que le modulateur est dans la phase i probN
t
% jjY
t
% i Si nous nous pr eoccupons
uniquement du nombre de cellules dans le syst	eme sans se soucier de leur origine alors la
probabilit e davoir j cellules dans le syst	eme est donn ee par la somme
P
n
j
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t
%
jjY
t
% i Rappelons bri	evement la notation adopt ee 	a la section  a
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t
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La d emonstration de ces formules se trouve en annexe section  Maintenant que
Q est compl	etement d etermin ee il sut de trouver le vecteur

P bien que lalgorithme
MBH nous permette de nous aranchir de cette op eration pour d eterminer la probabilit e
de perte Un avantage de lalgorithme est quil est uniquement bas e sur des additions
et des multiplications de matrices de dimension n n Avant dappliquer lalgorithme 	a
notre matriceQ calculons la probabilit e de perte due au d ebordement de la le dattente
  Probabilite de perte
Soit L la probabilit e de perte et li j le nombre moyen de cellules perdues par
cr eneau alors que la chane de Markov est dans l etat i et que j cellules sont dans la le
dattente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mais dans lalgorithme on va mettre cette expression sous forme matricielle
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de mani	ere it erative 	a laide de la formule suivante
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  Application de lalgorithmeMBH a notre probleme
Dans cette section lalgorithme MBH est donn e il permet de calculer la probabilit e
de perte ecacement !"
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 Algorithme MBH
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Les  el ements de la matrice Q sont connus pour nous Q
i ji
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pour j $  	
i 	 c    avec j %       c    Q
i
% B
i
pour  	 i 	 c    Remarquons quil est
conseill e dutiliser un algorithme de surrelaxation overrelaxation !" pour r esoudre
l equation

P
c
%

P
c 
D qui converge plus rapidement que lalgorithme GaussSeidel par
exemple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Chapitre 
Mesures
  Introduction
Tr	es tot d	es lav	enement des r eseaux informatiques des mesures ont  et e eectu ees
Nous ne mentionnerons que les plus connues par exemple celles de Metcalfe et Boggs
!" ou Schoch et Hupp !" qui ont mesur e en  les performances r eelles dun r eseau
Ethernet comprenant  stations connect ees entre elles Les mesures ont  et e men ees sur
un jour Des programmes ont  et e d evelopp es pour pouvoir faire des mesures sur le r eseau
Comme Ethernet est un r eseau dius e il est relativement ais e de faire des mesures de
mani	ere passive Une station individuelle peut observer ce qui passe sur le r eseau en
utilisant son interface en un mode de lecture et peut ainsi collecter les paquets passant
sur le r eseau sans perturber le trac Les mesures quils ont faites sur le r eseau sont
les suivantes
 charge du r eseau distribution de la longueur des paquets distribution
des temps dinterarriv ees entre paquets ainsi que des mesures de performances sous
forte charge Plus tard en  Jain et Routier !" ont  egalement publi e un article
c el	ebre dans lequel ils proposent un mod	ele Packet Trains bas e sur leurs mesures La
principale mesure quils ont eectu ee sur le r eseau est la distribution des interarriv ees
entre paquets le temps dinterarriv ee entre deux paquets est d eni comme  etant le temps
 ecoul e entre le d ebut des deux paquets en question En  Gusella !" propose de
caract eriser la granularit e burstiness des arriv ees et des interarriv ees de paquets 	a
laide dindices de dispersion Les mesures quil a eectu ees sur le r eseau Ethernet sont

les temps dinterarriv ees et darriv ees des paquets Les mesures eectu ees par Bellcore
se di erencient des autres mesures eectu ees jusqualors
 ils ont construit un mesureur
hardware qui leur permet dobtenir les temps darriv ees avec une grande pr ecision de
lordre de s et tr	es peu de pertes Notons tout de meme que les mesures de Gusella
atteignent une pr ecision denviron s ce qui est d ej	a remarquable La longueur dun
paquet Ethernet varie entre  et  octets soit entre  s et  ms sur un r eseau
Ethernet fonctionnant 	a  Mbs Dautre part la campagne de mesures men ee par
Bellcore s etend sur plusieurs ann ees alors que les  etudes pr ec edentes se faisaient sur un
jour de mesures au maximum Pour ce faire l equipe de Bellcore na pas mesur e tout le
trac comme on avait coutume de faire mais la ltr e de mani	ere 	a nen garder quun
certain type en consid erant les adresses de sources et de destination par exemple le trac
externe 	a Bellcore Sinon les chiers de mesures deviennent vite  enormes ce qui limite
lanalyse Le trac mesur e est un trac aggr eg e qui pourrait par exemple sortir dun LAN
et etre oert 	a un Wide Area Network WAN fournissant un service dinterconnexions
de LANs
 Mesures eectuees a lEPFL
Dans la section pr ec edente il a  et e vu quil nest pas tr	es dicile de collecter les pa
quets circulant sur Ethernet 	a partir dune station de travail il sut de faire fonctionner
son interface en mode lecture par contre les probl	emes arrivent plus tard lorsquil sagit
de traiter les donn ees Deux approches sont possibles la premi	ere est appel ee a la vol ee
onthey et la seconde analyse r etrospective les donn ees sont sauv ees sur le disque
pour lanalyse Avant de commenter ces deux possibilit es consid erons un ordinateur ef
fectuant les mesures Ca peut etre une station de travail ou une carte hardware d edi ee 	a
cette tache Si lordinateur fait dautres choses pendant les mesures il va perdre tous les
paquets qui passent 	a cause de son autre activit e notons que m emoriser des paquets dans
linterface dentr eesortie nest pas une bonne solution parce que lhorodatage times
tamping ne peut pas etre eectu e avec pr ecision Cest principalement pourquoi nous
ne pouvons pas faire de mesures sans pertes Quelle que soit la conguration utilis ee le

mesureur a des taches a eectuer Consid erons lapproche 	a la vol ee Le traitement des
donn ees est eectu e en meme temps que la mesure ca requiert de longs calculs Cette
approche nest envisageable que pour un hardware muni de plusieurs processeurs si nous
voulons peu de pertes Lanalyse r etrospective est mieux adapt ee pour un syst	eme ne
comprenant quun seul processeur car aucun calcul nest eectu e pendant les mesures
Cependant lors de longues mesures les m emoires doivent etre vid ees p eriodiquement et
sauv ees sur le disque Cette op eration peut causer beaucoup de pertes dautant plus que
les op erations sur disque sont en g en eral assez lentes
 Minimisation des pertes
Lanalyse 	a la vol ee onthey ne donne de bons r esultats que si on utilise un
hardware 	a plusieurs microprocesseurs partageant la meme m emoire Dans ce cas un
processeur peut etre d edi e pour la mesure alors que les autres calculent les statistiques et
mettent les donn ees sur le disque Les calculs doivent se faire assez rapidement pour que le
tampon buer puisse etre vid e assez vite avant de devenir compl	etement satur e Cette
solution est faisable et certainement assez pr ecise mais elle est couteuse et techniquement
dicilement r ealisable
Une autre solution consiste 	a utiliser une station de travail connect ee au r eseau tout
en  etant pilot ee de lext erieur Aucun hardware suppl ementaire nest n ecessaire Lana
lyse r etrospective est la seule possible  etant donn e le nombre de donn ees 	a manipuler
N eanmoins un probl	eme subsiste car il faut sauver les donn ees en faisant les mesures de
telle sorte quelles soient susamment pr ecises Une solution 	a ce probl	eme est duti
liser la technique du tampon buer d edoubl e !" Un grand tampon buer met en
m emoire les paquets  etiquett es et quand il est plein un autre tampon est rempli pen
dant quon vide le premier et quon met ses donn ees sur le disque avec une priorit e basse
Avec cette technique les temps darriv ee des paquets sont estim es avec la pr ecision que
le permet la station de travail La pr ecision de la station Sun utilis ee est de  s

 Tcpdump
Le laboratoire Lawrence Berkeley Laboratory LBL 	a Berkeley a d evelopp e un outil
pour faire des mesures sur le r eseau qui sappelle Tcpdump Il est bas e sur ether nd qui a
 et e d evelopp e au laboratoire LBL pour investiguer et am eliorer la performance de TCP
Tcpdump extrait les entetes des paquets passant sur linterface du r eseau Ethernet
Il est ainsi tr	es facile de ltrer un trac sp ecique par exemple le trac sortant dun
port sp ecique ou arrivant dans une station de travail particuli	ere La distribution de
Tcpdump est disponible via un transfert ftp 	a ladresse suivante
 ftp ee lbl gov et
contient des utilitaires pour le traitement des donn ees La premi	ere chose 	a faire dans
ce contexte est de tester la performance de ce logiciel Dans ce but un petit programme
clientserveur a  et e  ecrit Le but de ce programme  etait de g en erer du trac connu o	u
chaque paquet  etait num erot e de mani	ere 	a pouvoir d etecter les paquets perdus soit par
le r eseau soit par Tcpdump Tcpdump sest montr e tr	es able
 Conguration du reseau sur lequel les mesures
ont ete eectuees
La premi	ere mesure que nous avons eectu ee est une mesure de  heures de tout le
trac externe de trois laboratoires de lEPFL  stations de travail
 le laboratoire de
traitements de signaux LTS avec  stations de travail  Sun  Silicon Graphics 
Dec pmax et  NeXT le laboratoire des t el ecommunications TCOM avec  stations
de travail  Hewlett Packard HP et  Sun et la chaire de circuits et syst	emes CIRC
avec  stations de travail  HP  Apollo et  NeXT Ces mesures ont  et e eectu ees
du  aout  h au  aout  h Dautres mesures ont  et e eectu ees par
exemple sur la boucle FDDI du laboratoire TCOM pour faire des mesures sur du trac
multim edia mais nous ne consid ererons que les premi	eres mesures par la suite

0 1 2 3 4 5 6 7
x 106
0
10
20
30
40
50
60
70
80
90
100
temps [msec]
n
o
m
br
e 
de
 p
aq
ue
ts
Figure 
 Distribution des arriv ees
	 Analyse des donnees
Dans cette section nous allons montrer les r esultats obtenus pour la distribution des
arriv ees des interarriv ees et de la longueur des paquets
 Distribution des arrivees
La m etrique la plus imm ediate est certainement la distribution des arriv ees en fonc
tion du temps Il est possible de calculer cette m etrique sur plusieurs  echelles de temps
Dans la gure  nous voyons la distribution des arriv ees en fonction du temps sur une
p eriode de  heures environ alors que la gure  montre un jour complet o	u lintervalle
de temps de mesure est de  heure Il apparat tr	es nettement un pic situ e entre  et
 heures Ceci est certainement du 	a des sauvegardes automatiques des chiers lorsque
les gens quittent leur bureau

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 Distribution des arriv ees
 Distribution des interarrivees
Une importante m etrique est  egalement la distribution des interarriv ees en fonction
du temps On peut voir assez facilement quune grande majorit e de paquets ont de tr	es
petits temps dinterarriv ees ca conrme que le trac sur le r eseau circule en rafales
bursty La gure  montre la distribution des interarriv ees calcul ee sur une p eriode
de  minutes entre h et h avec une r esolution de  s Le grand pic ob
serv e entre  et  ms correspond aux interarriv ees des grands paquets qui sont une
composante importante du trac circulant sur le r eseau Un paquet de  octets dure
approximativement  ms sur un r eseau 	a  Mbs
	 Distribution de la longueur des paquets
La statistique suivante est le calcul de la distribution de la longueur des paquets
La gure  montre la distribution de la longueur des paquets calcul ee sur la p eriode
des  heures Nous remarquons que beaucoup de petits paquets circulent sur le r eseau

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acquittements ouvertures de sessions mais aussi beaucoup de grands paquets qui cor
respondent 	a des transferts de chiers

 Mesures eectuees a Bellcore
Dans lintroduction nous avons d ej	a d ecrit bri	evement les chiers de mesures ef
fectu ees par Bellcore Ici ce sont les caract eristiques de ces chiers qui sont expos ees
Les chiers disponibles sont les suivants

 pAugTL
contient le premier million des arriv ees environ  sec dune mesure qui a
dur e  jour et qui a d ebut e le  aout  	a h
 pOctTL
contient le premier million des arriv ees environ  sec dune mesure qui a
dur e  jour et qui a d ebut e le  octobre  	a h

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 Distribution de la longueur des paquets
 OctExtTL
contient le premier million des arriv ees externes environ  sec dune
mesure qui a dur e  heures et qui a d ebut e le  octobre  	a h
 OctExtTL
contient un million darriv ees externes environ  sec dune mesure qui a
dur e  heures et qui a d ebut e le  octobre  	a h Le million darriv ees
commence 	a partir de la 
e
heure
Notons que ces mesures contiennent le temps darriv ee de tous les paquets qui ont cir
cul e sur le r eseau mais pas les collisions ou les fragments Les chiers qui sont disponibles
sont extraits de mesures qui ont r epertori e environ  millions de paquets
 Introduction aux processus autosimilaires
Le terme autosimilaire selfsimilar a  et e introduit par Kolmogorov !" en 
mais les statisticiens ne semblaient pas porter un grand int eret 	a ces processus avant que

Mandelbrot et van Ness ny travaillent !" Dans le cadre des processus stochastiques
lautosimilarit e se d eni comme suit !"
D enition  Soit X
t
un processus stochastique dependant du temps X
t
est dit auto
similaire avec le param
etre dautosimilarite H	 si pour un facteur positif g	 le processus
calibre sur gt	 g
 H
X
gt
a la meme distribution que le processus original X
t

Nous voyons donc sur une s erie de points t

 t
 
 t

     t
k
 que la distribution de X
t
 
 X
t

     X
t
k

est identique 	a la distribution de g
 H
X
gt
 
 g
 H
X
gt

     g
 H
X
gt
k
 A la di erence des
processus autosimilaires d eterministes ceuxci ne sont pas la r eplique exacte du mod	ele
sur plusieurs  echelles de temps Lautosimilarit e exprime en fait une invariance du pro
cessus lorsquon multiplie le temps par une constante Construisons une nouvelle s erie
de blocs conjoints de taille m %      X
m
k
%  mX
km m
$    $ X
km
 k  
X
m
k
est la moyenne de X
t
sur lintervalle m La variance de cette nouvelle s erie vaut
varX
m
k
 % 
 
m
 
 H %      si le processus X
t
est exactement autosimilaire au
second ordre avec le param	etre dautosimilarit e H !" Il y a dautres aspects qui se
manifestent avec ce genre de processus suivant la d enition cidessous !"
D enition 	 Un processus 
a dependance 
a longterme est caracterise par

P

 
CX
t
 X
t
 est divergent
 le spectre du processus en  est in ni	 ' %
 la variance du processus aggrege varX
m
k
 est de la forme 
 
m
 
pour de grandes
valeurs de m
 Estimation de lautosimilarite par des methodes
heuristiques
Dans cette section nous allons exposer quelques m ethodes souvent utilis ees pour
estimer le degr e dautosimilarit e dun processus


 Methode de la variance
Comme nous lavons vu dans la section  une caract eristique importante des pro
cessus autosimilaires est que la variance de la moyenne du processus X
t
d ecroit plus
lentement quen  m Il est donc possible de calculer la moyenne de la s erie X
m
k
par la
formule classique de lestimation de la moyenne sur un nombre susant d echantillons
n
suf

X
m
%  n
suf
n
suf
X
k
X
m
k

Pour chaque m calculons la variance des moyennes X
m
k
k %        n
suf

c

 
X
m
 %

n
suf
  
n
suf
X
k
X
m
k
 X
m

 

Ensuite il sut de reporter log
c

 
X
m
 en fonction de logm Pour des grandes
valeurs de m les points de ce graphe vont se situer autour dune droite de pente n egative
  avec  %   H Dans le cas o	u le processus naurait pas de d ependances 	a long
terme  %  et H %  Un inconv enient de cette m ethode est que lestimation correcte
de la variance se fait lentement car il faut un grand nombre d echantillons ! " Les
gures  et  montrent les graphes que nous appelerons tempsvariances pour les
mesures eectu ees 	a lEPFL et 	a Bellcore Sur un grand nombre d echelles de temps
lestimation du param	etre de Hurst montre que H %  Les mesures nont donc pas
des d ependances 	a court terme mais des d ependances 	a long terme

 Indice de dispersion
Une autre facon de caract eriser la variabilit e du trac est de calculer la granularit e
burstiness de ce dernier Pour cela plusieurs chercheurs !  " proposent d evaluer
lindice de dispersion et le coecient de variation D	es le d ebut des  etudes de perfor
mances sur les r eseaux informatiques on a remarqu e que le trac circulait en rafales
bursty Cest alors quon a commenc e 	a vouloir le caract eriser plus formellement car
on avait vu que cette caract eristique avait une in uence sur le comportement des les
dattente Pour cela lindice de dispersion et le coecient de variation ont  et e trouv es
ad equats Lindice de dispersion est depuis longtemps utilis e par les statisticiens comme

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 Indice de dispersion de plusieurs mesures faites sur le r eseau de lEPFL
 etant un bon outil pour analyser les propri et es du second ordre de certains processus
! " Hees et Lucantoni lont calcul e pour les processus MMPP !"
Comme auparavant section  nous d enissons une fenetre de longueur m dans
laquelle nous comptons le nombre des arriv ees qui sera  egal 	a mX
m
k
selon la notation
que nous avons adopt ee Lindice de dispersion est donn e par
IDCm %
c

 
mX
m

mX
m
k


qui est  egal 	a la variance du nombre darriv ees dans une fenetre divis e par la moyenne
du nombre darriv ees dans cette meme fenetre Les gure  et  nous montrent les
indices de dispersion des mesures de lEPFL et de Bellcore Dans chaque cas nous voyons
que lindice de dispersion augmente sur plusieurs  echelles de temps les processus ayant
des d ependances 	a court terme nont pas un tel comportement ils se stabilisent tr	es
rapidement Ici nous avons encore une conrmation que les mesures ont des d ependances
	a long terme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
	 Coecient de variation
Le coecient de variation est donn e par
CV m %
q
c

 
mX
m

mX
m
k


qui est  egal 	a l ecart type du nombre darriv ees dans une fenetre divis e par la moyenne
du nombre darriv ees dans cette meme fenetre Les gures  et  nous montrent les
coecients de variation des mesures de lEPFL et de Bellcore

 Test visuel
La d enition  nous montre quun processus autosimilaire a la meme distribution
dans les petites  echelles que dans les grandes si nous ajustons le facteur d echelle par
g
 H
X
gt
 Ainsi nous relevons mX
m
k
nombre de paquets arrivant dans une fenetre de
taille m est donn e en fonction du temps m est appel e unit e de temps Si nous
tracons ce graphe pour plusieurs m di erents nous pouvons observer le comportement
du processus 	a travers les  echelles de temps depuis ms jusqu	a  jour ou plus Le facteur
entre les di erentes unit es de temps est choisi arbitrairement  egal 	a  Un exemple est
montr e 	a la gure 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Chapitre 
Etude dune passerelle
Ethernet	DQDB
  Introduction
Les mesures sur le r eseau Ethernet nous montrent que les mod	eles usuels ne susent
pas pour construire une source de trac pour un r eseau LAN Il est en fait tr	es dicile de
mettre sur pied un descripteur de trac pour du trac de donn ees Cest pourquoi dans
un premier temps nous avons d ecid e de ne faire aucune hypoth	ese quant 	a la forme du
trac Nous avons admis le pire des cas au point de vue trac !" Ca signie que nous
faisons lhypoth	ese que Ethernet transporte des trames de  octets en permanence
au d ebit de  Mbs Les trames sont s epar ees entre elles par des intervalles de  s
Pour le trac DQDB nous ne faisons aucune hypoth	ese quant au processus darriv ee
des autres noeuds ni quant 	a la longueur maximale dun paquet DQDB Ainsi les temps
dinterarriv ees entre les cr eneaux vides cest ce que voient les trames Ethernet depuis
le noeud DQDB sont identiquement et ind ependamment distribu es Les param	etres
de distribution des temps dinterarriv ees sont lesp erance math ematique et la variance
DQDB est bas e sur un bus sym etrique ayant des  ux de trac qui peuvent se d ecomposer
!" Nous sugg erons par cons equent de consid erer le trac dans une seule direction car
lanalyse dans lautre direction est identique Un seul niveau de priorit e est envisag e pour
la suite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 Mod	ele de DQDB
 Interconnexion
Linterconnexion entre Ethernet et DQDB se fait au niveau MAC La gure  qui
est bas ee sur la gure  de !" montre comment les donn ees du r eseau Ethernet sont
transmises sur le r eseau DQDB Premi	erement on attend que la trame Ethernet soit
compl	etement arriv ee pour la v erication du Cyclic Redundancy Check CRC Ensuite
la trame va etre encapsul ee dans une IMPDU de DQDB la taille maximale dune
trame Ethernet est de  octets tandis que celle dune trame IMPDU de DQDB est
de  octets La segmentation peut alors commencer Les informations de la trame
Ethernet vont etre r eparties en plusieurs fragments dans les cellules DQDB La trame
Ethernet est transfer ee sur le bus A de DQDB alors que les requetes sont transfer ees
sur le bus B Comme le montre la gure  nous devons tenir compte de la chronologie
des  ev	enements  etant donn e le type dinterconnexion entre Ethernet et DQDB 
repr esente le temps  ecoul e depuis le commencement et la n dune trame Ethernet dune
taille maximale de  octets 	a un d ebit de  Mbs le temps est donc de  ms
En  les cellules sont pretes pour etre transmises en position dattente pour ensuite
pouvoir etre transmises sur le bus A une requete est cr e ee pour etre envoy ee sur le bus

B De  un  ot de  cellules coll ees les unes aux autres est envoy e sur la le
dattente Si on consid	ere un d ebit de  Mbs sur DQDB le temps de silence entre
deux trames Ethernet cons ecutives sera de  cr eneaux  cr eneau correspondant 	a 
octets donc  s sur le r eseau consid er e En  les cellules sont transmises suivant
une discipline de type FCFS De  la cellule 	a la tete de la le dattente est prete
pour etre transmise mais doit attendre un cr eneau libre sur le bus A Le temps de service
peut etre interpr et e comme  etant lintervalle de temps entre deux cr eneaux libres vu de
la station  emettrice Ici on fait lhypoth	ese que les temps de service sont ind ependants
les uns des autres
 Calcul de lesperance mathematique et de la va
riance du temps dattente dans le systeme
Soit T
k
le temps dinterarriv ee entre la k
e
cellule et la k$
e
cellule et soit S
k
le
temps de service de la k
e
cellule Le temps dattente du k
e
client dans la le dattente est
not e W
k
 Alors on peut  ecrire l equation de Lindley !"

W
k
% maxW
k
$ S
k
  T
k
 
Le temps dattente pour la k
e
cellule dans le syst	eme U
k
est  egal au temps quelle passe
dans la le dattente W
k
plus le temps de service S
k
 U
k
% W
K
$S
k
 A la position  de
la gure  le trac est constitu e de rafales bursts o	u n
c
cellules sont coll ees les unes
aux autres et de silences T
b
repr esente le temps qui s epare  cellules dans une rafale
normalement T
b
%  cr eneau T
s
repr esente le temps en cr eneaux qui s epare la derni	ere
cellule dune rafale 	a la premi	ere cellule de la rafale suivante T
s
d epend de la di erence
de d ebit entre les  r eseaux si les  r eseaux ont le meme d ebit alors T
s
%  cr eneau si
on n eglige leet de ladjonction des entetes au niveau du DQDB
Maintenant si on regarde ce qui se passe pour la premi	ere cellule dune rafale nous
remarquons quelle ne doit jamais attendre sauf sil reste encore dautres cellules dans la
le dattente ou dans le serveur qui nont pas pu etre transmises sur le r eseau DQDB La
gure  nous montre que d	es que la premi	ere cellule dune rafale arrive une requete

va etre faite au r eseau DQDB Il y aura  egalement une requete pour chaque cellule de
la rafale Imaginons maintenant quun noeud situ e entre notre station et le g en erateur
de cr eneaux soit en train doccuper tous les cr eneaux libres qui passent sur le r eseau
Alors il faudra attendre que la requete aille jusqu	a cette station pour quon puisse avoir
un cr eneau libre gure  Au pire cette station est situ ee pr	es du g en erateur de
cr eneaux Ainsi S

repr esente le temps n ecessaire 	a un cr eneau pour faire lallerretour
depuis notre station jusquau g en erateur de cr eneaux Le temps S

doit etre inf erieur
	a  ms temps n ecessaire pour transmettre une trame Ethernet de  octets pour
etre sur que la transmission des cellules suivantes puisse se faire correctement Ce temps
de  ms impose que la distance entre la station et le g en erateur de cr eneaux soit
susamment petite pour pouvoir transmettre la trame Ethernet sur le r eseau DQDB
A titre dexemple notons quil faudra attendre l equivalent de  cr eneaux sur DQDB
d ebit %  Mbs  cr eneau %  
	
% s si on consid	ere une distance de
 km temps pour parcourir  km 	a  kms %  ms Ca signie que la station
sera situ ee 	a  km du g en erateur de cellules Les temps de service des autres cellules
S

 S
 
 S
n 
 devront etre  evidemment plus petits car les requetes sont envoy ees juste
derri	ere la premi	ere requete On admet que les temps de service sont identiquement
et ind ependamment distribu es En fait la strat egie de service d epend des noeuds en
aval cette fois et des requetes quils font au r eseau Nous avons admis que le temps de
service  etait distribu e selon une loi de probabilit e arbitraire ayant comme param	etre libre
lesp erance math ematique E!S" et la variance V ar!S" Les cellules dans une rafale sont
num erot ees de  	a n
c
   Id ealement la cellule n
c
   doit quitter le syst	eme avant que
la cellule de la prochaine rafale narrive autrement dit
U
n
c
 
	 T
s

Notons dautre part que le temps de service de la k
e
cellule est plus grand ou  egal au
temps dinterarriv ees des cellules dans une rafale S
k
 T
b
pour  	 k 	 n    Avec
cette condition et la formule  nous d eduisons facilement que
W
k
%
k 
X
j
S
j
  kT
b


W
k
% S

$
k 
X
j
S
j
  kT
b

mais on sait que
U
k
%W
k
$ S
k

donc on peut alors calculer lesp erance math ematique et la variance de la k
e
cellule dune
trame Ethernet arbitraire
E!U
k
" % S

$ kE!S"  T
b
  	 k 	 n
c
  

V ar!U
k
" % kT
 
s
 	 k 	 n
c

On peut encore calculer la moyenne et la variance du temps dattente dans le syst	eme

u
% S

$
n
c
  

E!S"  T
b
 

 
u
%
n
 
c
  

E!S"  T
b

 
$
n
c
  

V ar
 
!S" 
La d emonstration de ces expressions se trouve en annexe 	a la section  On peut aussi
voir dans !"
 Exemple pratique
Consid erons un r eseau Ethernet dont les trames ont  octets et fonctionnant 	a 
Mbs Le r eseau DQDB fonctionne 	a  Mbs La trame Ethernet sera donc divis ee en
 cellules Le temps de silence est donn e par l equation 
T
s
% n
c

 
d ebit Ethernet
 
 
d ebit DQDB
 
Les gures  et  illustrent les formules  et  quon observe en fonction de la
longueur des rafales pour des paquets Ethernet de di erentes tailles pour les param	etres
suivants
 S

%  cr eneaux  ms T
b
% cr eneau  s Nous remarquons que S

in uence 
u
mais pas 
u
qui ne d epend que de la loi de probabilit e selon laquelle sont
distribu es les temps de service pendant la phase de la rafale Donc plus la distance entre
la station et le g en erateur de cellules devient grand plus l ecarttype du temps dattente
dans le syst	eme diminue relativement 	a la moyenne du temps dattente Ces r esultats

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 Moyenne du temps dattente des cellules DQDB
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 Variance du temps dattente des cellules DQDB E!S" %  cr eneaux
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Tableau 
 Loi de la distribution normale
ont  et e v eri es par simulation !" Un avantage est que ces formules sont explicites
et peuvent etre facilement calcul ees Dans les  equations   nous avons admis
que le syst	eme  etait vide lorsque la premi	ere cellule de chaque rafale arrivait dans la
le dattente Pour que cette condition soit satisfaite il faut imposer des contraintes 	a
var!S"
Soit
Som % S

$
n
c
  
X
i
S
j
  n
c
  T
b
  T
s

Nous v erions facilement que pour que le syst	eme soit vide lors de larriv ee de la premi	ere
cellule de la rafale suivante Som 	  Si on admet n
c
susamment grand alors la
variable al eatoire Som est distribu ee normalement 	a cause du th eor	eme central limite
!" cest	adire que
probSom 	  % probZ 	
n
c
  T
b
$ T
s
  S

  n
c
  E!S"
q
n
c
  var!S"
 
avec Z  etant une variable al eatoire r eduite  etant asymptomatiquement normale
Le tableau  est tir e de !" Si E!S" n
c
et S

sont connus alors nous pouvons
directement d eterminer la variance var!S" pour une probabilit e probSom   voulue
var!S" 	

n
c
  T
b
$ T
s
  S

  n
c
  E!S"
Z
p
n
c
  

 


Les hypoth	eses que nous avons faites au cours de ce chapitre sont drastiques Au cha
pitre  nous avons vu que le r eseau Ethernet n etait pas constamment charg e mais
quau contraire le trac subit de grandes variations au cours du temps Dans le chapitre
suivant nous allons regarder quels sont les param	etres dans le trac qui sont les plus
in uents du point de vue de loccupation et des pertes de la le dattente A partir de
l	a nous allons essayer de trouver un mod	ele markovien qui ait les memes param	etres
in uents que ceux observ es sur un r eseau Ethernet

Chapitre 

Analyse spectrale
	  Introduction
Dans ce chapitre nous allons chercher les param	etres du processus darriv ees de cel
lules ayant la plus grande in uence sur loccupation et la perte de cellules dans une le
dattente ayant un nombre de places limit e Ensuite nous allons appliquer le r esultat de
ces recherches au probl	eme du  tting Nous allons rechercher un mod	ele markovien bas e
sur ces observations Auparavant nous allons voir quels ont  et e les travaux pr ec edents
eectu es dans ce domaine
Livny et al !" ont consid er e limpact de lautocorr elation sur des les dattente Leur
 etude est bas ee sur une s erie de simulations Pour cela ils ont g en er e des arriv ees corr el ees
avec di erents types de corr elations En outre ils ont remarqu e que limpact de ces
di erents types de trac pouvait etre catastrophique du point de vue du comportement de
la le dattente  Luoni !" a essay e de trouver les coecients dun mod	ele Autoregressive
Moving Average ARMA 	a partir dun spectre donn e Pour cela il a remarqu e quau
point de vue de loccupation de la le dattente le spectre autour de  Hz avait une
grande importance Le raisonnement est tr	es simple intuitif Il consid	ere loccupation de
la le dattente lorsque cette derni	ere nest ni pleine ni vide N
t
repr esente loccupation
de la le dattente 	a linstant t et X
t
repr esente le nombre de cellules arrivant entre les
instants t   et t On admet quune cellule est servie 	a chaque instant t autrement dit

la le dattente est du type G D  Alors on peut  ecrire que
N
t
% max N
t 
$X
t
   % N
t 
$X
t
   
Si nous consid erons N
t
et X
t
en fonction du temps N
t
est lint egrale de X
t
 Cette relation
int egrale peut etre translat ee dans le domaine f equenciel ainsi nous trouvons facilement
que
FN
t
 %
FX
t

f

avec FN
t
  etant la transform ee de Fourier de N
t
et f la fr equence Ca signie que le
spectre autour de la fr equence  dune source a une grande importance sur loccupation
de la le dattente Le pionnier de ce domaine est certainement San Qi Li Dans un de ses
premiers articles dans le domaine !" il analyse le comportement dune le dattente de
typeG D  et il a trouv e que lintensit e du trac ainsi que les basses fr equences jouent un
grand role sur loccupation moyenne de la le dattente Dans un autre article pr esent e
	a Infocom !" il observe la r eponse de la le dattente soumise 	a di erentes fonctions
p eriodiques sinusodales impulsions rectangulaires impulsions triangulaires L	a encore
il trouve que les fr equences basses ont un impact dominant sur le comportement de la
le dattente Il pense tr	es important d etudier le spectre des processus dentr ee de la le
dattente car il pense possible de pouvoir approcher nimporte quel type de spectre dun
processus stochastique dentr ee stationnaire en combinant plusieurs fonctions de base
En outre il pense quune limitation fondamentale de lutilisation des chanes de Markov
	a deux  etats est que sa fonction dautocorr elation d ecroit selon une loi g eom etrique ce
qui est certainement insusant pour repr esenter tout le spectre des sources multim edia
Dans un autre article consacr e au domaine !" San Qi Li  elargit les observations faites
sur le comportement dune le dattente Il consid	ere le bispectre et le trispectre du
processus dentr ee qui est en fait un MMPP En g en eral cette d emarche est possible mais
par contre la d emarche inverse est plus dicile trouver la chane de Markov 	a partir dun
spectre donn e en saidant de lanalyse de lin uence de chacune des valeurs propres en
partie car on sait que cette mani	ere de proc eder implique le probl
eme inverse des valeurs
propres !" cest	adire de cr eer une matrice de transition 	a partir de valeurs propres
donn ees De tels probl	emes sont diciles en g en eral les matrices de transition peuvent

etre inexistantes pour un certain ensemble de valeurs propres par exemple Dans ces
articles San Qi Li ne donne pas de r eponse 	a ce probl	eme bien quil lait mis en  evidence
Mais une conclusion tr	es importante qui d ecoule de !" est que les ordres sup erieurs ont
un eet minime sur le comportement de la le dattente et quil sut de consid erer
uniquement la distribution et la covariance des deux premiers ordres Zuckermann !"
propose un nouvel algorithme de CAC bas e sur lestimation de  param	etres moyenne
variance et ' et en faisant lhypoth	ese que le trac multiplex e ATM se comporte
comme un processus gaussien Courcoubetis !" arme que pour un grand nombre de
sources stationnaires la largeur de bande eective est donn ee par une formule impliquant
lintensit e du trac son indice de dispersion et la grandeur de la le dattente Mukherjee
!" a remarqu e des composantes de basses fr equences dans les retards des paquets Avant
de nous lancer dans nos calculs sachons que dautres chercheurs ont d ej	a essay e de baser
leur mod	ele sur des mesures Gusella !" a tent e dincorporer les mesures de variabilit e
dans ses mod	eles analytiques Il propose une proc edure de  tting bas e sur lindice de
dispersion pour les arriv ees pour un processus markovien modul e MMPP Ding !" a
 etudi e un mod	ele de type SSMP il pense que ce mod	ele est susamment g en eral pour
pouvoir faire le  tting de donn ees mesur ees Le  tting quil propose est bas e sur la
fonction de distribution du SSMP mais notons que cet argument sert uniquement 	a la
justication de lemploi de ce mod	ele Aucun exemple pouvant soutenir son hypoth	ese
nest pr esent Andrade !" propose de caract eriser le trac LAN 	a laide de  param	etres

la moyenne et deux points de lindice de dispersion Il compare la performance dune le
dattente limit ee sous deux types de trac lun mesur e et lautre g en er e 	a laide dune
superposition de sources ONOFF
	 Parametres les plus inuents pour la le dat
tente
Les r esultats sur lesquels nous nous appuions dans cette section sont dus 	a Grunen
felder Il a trouv e !" que les param	etres qui in uencent le plus le comportement de la
le dattente en ce qui concerne son occupation moyenne son taux de pertes et le d elai

moyen dune cellule la traversant sont
 Lesp erance math ematique du processus Ut Ut  etant le nombre des arriv ees
moins les d eparts au temps t Ut est suppos e etre ergodique et stationnaire au
sens large
 La variance du processus Ut
 La densit e spectrale du processus Ut en z ero '
u

La densit e spectrale en z ero '
u
 repr esente la somme sur tous les intervalles de temps
de la fonction dautocovariance du processus Ut Il est important de remarquer que le
comportement de la le dattente d epend de la globalit e de la fonction dautocovariance
car '
u
 %
P

k 
Cke
 jk
 Pour les syst	emes de type ATM le temps de service
est constant donc le comportement de la le dattente ne d epend que de la densit e
spectrale en z ero du processus des arriv ees En plus si les arriv ees sont non corr el ees
'
u
% ' est  egale 	a la variance du processus des arriv ees On voit donc que '
comprend un terme relatif 	a la variance et un terme relatif 	a la corr elation Lin uence
de la corr elation sur le comportement de la le dattente devient plus  evident Il faut
relever que ces param	etres sont seulement des proportionnalit es et ne servent pas au
calcul de loccupation de la le dattente ou de son taux de perte par exemple Dans la
section suivante nous allons calculer ces param	etres pour une chane de Markov 	a deux
 etats
	 Source markovienne a   etats
La chane de Markov 	a   etats comprend un  etat dans lequel la taille du batch est
nulle et dans un autre  etat dans lequel la taille du batch est  egale 	a  On appelera aussi
cette source une source ONOFF La matrice de transition du modulateur est donn ee
par
A %
 
B

a

a
 
a
 
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  

C
A

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Le processus est admis stationnaire au sens large La matrice  est donn ee par
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 
B
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t
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Les principales caract eristiques de la chane de Markov 	a   etats sont connues Il sut
dappliquer les r esultats du chapitre  pour trouver que le vecteur des probabilit es d etat
est  egal 	a
 %







 %

p$ q

q p


On peut d emontrer tr	es facilement que pour p $ q %  !" les arriv ees ne sont pas
corr el ees Tous les moments de ce processus stochastique sont  egaux E!X" % E!X
 
" %
 % E!X
k
" % 

car
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k
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par le th eor	eme des probabilit es totales
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Les valeurs propres de la matrice A sont donn ees par
 

%  et 
 
%   p  q qui
sont r eelles nous pouvons donc d eduire lautocovariance de ce processus par 
C %
pq
p$ q
 

Ck % pq p$ q
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  p  q
jkj
k %   


-0.05
0
0.05
0.1
0.15
0.2
-10 -5 0 5 10
p+q<1
p+q=1
p+q>1
C(
k)
k
Figure 
 Covariance du processus MMPP 	a deux  etats
Connaissant lautocovariance du processus il est  egalement tr	es facile den d eduire la
transform ee de Fourier
' % C $ 
pq
p$ q
 

    p  qcos
    p  qcos $   p  q
 
  


' est une fonction paire car Ck est une fonction paire ' est donn e par
' % C $ 
pq
p$ q
 

    p  q
    p  q $   p  q
 
  


Avec ce processus il ny a que deux param	etres libres p et q Il est donc possible de
trouver exactement ces deux param	etres en fonction de E!X" et ' en r esolvant un
syst	eme de deux  equations 	a deux inconnues Notons ici que la variance est compl	etement
d etermin ee par E!X" puisque V ar!X" % E!X" E!X" % C E!X" est donn e par la
formule  et ' par la formule  Ainsi
p %
E!X"
 $  E!X"  E!X"

et
q % p
  E!X"
E!X"

Pour p $ q %  le trac nest pas corr el e le spectre est constant pour toutes les
fr equences gure  Ce type de processus est de type bernoullien sans m emoire Pour
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Figure 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 Transform ee de Fourier du processus MMPP 	a deux  etats
p$q   lautocovariance du processus stochastique Ck d ecroit exponentiellement avec
k gure  et est toujours positive alors que pour p$ q   Ck est alternativement
positive et n egative Dans ce cas on a  egalement une d ecroissance exponentielle de jCkj
	 Domaine de denition
Il est possible que pour un certain ensemble fE!X"'g il ne soit pas possible de
trouver une chane de Markov 	a deux  etats qui ait ces valeurs On sait que p q  ! "
Si on pose p %  on trouve que '
min
 %  E

!X"$E
 
!X" E!X" et si on pose q % 
alors '
min
 % E

!X"  E
 
!X" $E!X" avec '
min
  etant le plus petit ' possible
E!X" varie de  	a  Les deux  equations cidessus sont linverse lune de lautre Pour
tous les cas possibles '
min
 % jE

!X" E
 
!X"$E!X"j Seulement pour E!X" % 
' peut devenir aussi petit quon veut

	 Procedure de  tting MMPP
Dans cette section il sera trait e de la proc edure de  tting avec MMPP La d emarche
peut etre appliqu ee 	a dautres types de distributions que Poisson Il sut de calculer
les di erents moments de la distribution envisag ee et de recalculer les  equations Les
 equations pour les di erents moments et ' s ecrivent section 
E!X" % 



$ 
 

 

E!X
 
" % E!X" $ 


 

$ 
 

 
 

E!X

" %  E!X" $ E!X
 
" $ 




$ 
 


 

' % E!X" $


p$ q

var!X"  E!X" 


$ 
 
%  
avec 
t
% probY
t
%  probY
t
%  De  nous tirons 
 
que nous remplacons
dans  En tenant compte de  nous obtenons l equation suivante


 

$ 

  


 

  



E!X" $ E!X"
 
  
 
E!X
 
"  E!X" %  
A ce stade nous avons encore deux inconnues dans l equation
 

et 

 A partir de
l equation  il est possible dobtenir 





% E!X"
q
var!X"  E!X"

  





Mais comme 
 
satisfait 	a la meme  equation il sut de choisir 

 
 
pour d eterminer






% E!X" $
q
var!X"  E!X"

  





La contrainte suppl ementaire pour d eterminer 

est fournie par l equation  en
tirant 
 
de  et 
 
de 

f

 % E!X

" $ E!X"  E!X
 
"  




    



E!X"  



  



%  


est donn e par  Deux situations se pr esentent alors
 E!X

" et ' peuvent etre  ttes  alors 

est donn e par le z ero de 

 E!X

" et ' ne peuvent pas etre  ttes de mani	ere optimale Il faudrait  tter
premi	erement ' et ensuite minimiser jE!X

"  

j
 
avec 
k
 etant le k
e
moment des donn ees observ ees Maintenant que les probabilit es sta
tionnaires sont trouv ees il sagit de se concentrer sur la recherche des probabilit es de
transition de la chane de Markov pour d eterminer la fonction dautocovariance Il est
bien connu que dans le cas dun processus MMPP 

% q p $ q et 
 
% p p $ q
avec p % prY
t
% jY
t 
%  et q % prY
t
% jY
t 
%  !" Y
t
est l etat de la chane
de Markov 	a linstant t De 

p$ q %


 

d
'  

 
  
$ 

A
 

q %



 

d
'  

 
  
$ 

A
 

p %

 

 

d
'  

 
  
$ 

A
 

avec 
 
 etant la variance des donn ees observ ees et
d
' la densit e spectrale des donn ees
observ ees en z ero Nous remarquons selon les  equations  et  que les donn ees
observ ees ne peuvent etre  ttees avec pr ecision uniquement si 
 
  et si
d
'   La
premi	ere restriction vient de lhypoth	ese selon laquelle les arriv ees dans chaque  etat de la
chane de Markov sont g en er ees selon une loi de Poisson tandis que la seconde est valable
pour nimporte quel processus SSMP 	a deux  etats L equation  est ind ependante
de lhypoth	ese poissonnienne car la densit e spectrale du processus ne d epend que du mo
dulateur et de la moyenne des arriv ees de cellules dans chacun de ses  etats Nous voyons
donc quil nest pas toujours possible de faire un  tting des donn ees observ ees 	a laide
dun processus SSMP Pour montrer limportance des param	etres susmentionn es
nous allons consacrer une section 	a des exemples illustratifs
		 Exemples
Dans cette section nous allons montrer trois exemples de  tting Les donn ees ob
serv ees seront en fait g en er ees par une chane de Markov 	a trois  etats MMPP ayant
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 Moyenne des pertes dans la le dattente en fonction de sa longueur
di erentes caract eristiques La premi	ere s erie de donn ees observ ees est issue dune chane
de Markov MMPP ayant une matrice de transition
A %
 
B
B
B
B
B

  
  
  

C
C
C
C
C
A

et les param	etres des distributions de Poisson dans les di erents  etats sont 

% 

 
%  

%  On en d eduit  %  
 
%  

%  et
d
' %  En
appliquant la proc edure de  tting de cidessus on trouve un processus MMPP ayant
une matrice de transition
A %
 
B

 
 

C
A

avec 

%  
 
%  On en d eduit E!X" %  var!X" %  E!X

" %
 et ' %  On peut  egalement trouver un processus MMPP qui est en
fait une distribution de Poisson ayant le premier moment identique 	a celui des donn ees
observ ees 

%  ce qui donne E!X" %  var!X" %  E!X

" %  et ' % 
Lors de ce  tting nous avons volontairement mal choisi les param	etres de mani	ere 	a
ce que nous puissions voir lin uence du troisi	eme moment sur le comportement de la le

dattente au niveau des pertes qui sont calcul ees avec la m ethode expos ee au chapitre
 La gure  montre quune petite d eviation du troisi	eme moment a une in uence
relativement faible sur le comportement de la le dattente Par contre nous verrons dans
le deuxi	eme exemple quune petite d eviation de la densit e spectrale en z ero a une grande
in uence sur la probabilit e de perte gure  Lorsque la taille de la le dattente
et du serveur est de  cellules nous avons d ej	a une di erence dune d ecade entre les
deux moyennes de pertes dans le syst	eme alors quelle nest que dun facteur deux pour
une taille de la le dattente et du serveur de  cellules dans le premier exemple La
deuxi	eme s erie de donn ees observ ees est  egalement issue dun processus MMPP ayant
les caract eristiques suivantes
A %
 
B
B
B
B
B

  
  
  

C
C
C
C
C
A

avec 

%  
 
%  

%  ce qui donne  %   %  

%  et
d
' %  Le  tting au processus MMPP nous fournit une matrice de transition
A %
 
B

 
 

C
A

avec 

%  
 
%  ce qui donne E!X" %  var!X" %  E!X

" % et
' %  et au processus MMPP qui est une distribution de Poisson avec 

%
 ce qui donne E!X" %  var!X" %  E!X

" %  et ' % 
La troisi	eme s erie de donn ees observ ees est g en er ee par un processus MMPP avec
A %
 
B
B
B
B
B

  
  
  

C
C
C
C
C
A

et 

%  
 
%  

%  ce qui donne  %  
 
%  

%  et
d
' %  Le  tting au processus MMPP donne
A %
 
B

 
 

C
A


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avec 

%  
 
%  ce qui donne E!X" %  var!X" %  E!X

" %
 et ' %  et au processus MMPP qui est une distribution de Poisson avec


%  ce qui donne E!X" %  var!X" %  E!X

" %  ' % 
Dans ce troisi	eme exemple nous voyons que meme un processus qui provoque un cou
de dans le graphe de la moyenne des pertes peut etre  tte par un processus MMPP
Nous savons que ce type de comportement est observ e lorsque le processus dentr ee de
la le dattente est une superposition dun grand nombre de sources ONOFF !"
	
 Source markovienne a  etats
Une grande limitation de la chane de Markov 	a deux  etats est que ses deux valeurs
propres sont n ecessairement r eelles Par le th eor	eme  une valeur propre est  egale 	a 
alors que lautre est obligatoirement r eelle La fonction dautocovariance jCkj est ainsi
une exponentielle d ecroissante Le spectre du processus stochastique est certainement
trop pauvre pour pouvoir repr esenter toutes les composantes spectrales des donn ees
mesur ees cest pourquoi nous sugg erons lemploi dune chane de Markov 	a cinq  etats
Dapr	es le th eor	eme  les valeurs propres de la matrice de transitionA sont soit r eelles
soit conjugu ees complexes Autrement dit avec une chane de Markov 	a cinq  etats
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 Moyenne des pertes dans la le dattente en fonction de sa longueur
les valeurs propres peuvent etre toutes r eelles ou alors trois sont r eelles et deux sont
conjugu ees complexes ou encore une est r eelle 

%  et  sont conjugu ees complexes
Dautre part la couverture du cercle unit e est importante th eor	eme  Toutes les
caract eristiques du processus stochastisque qui vont nous int eresser par la suite sont
calcul ees au chapitre  Notons que le processus stochastique est stationnaire au sens
large et que X
t
 f g Autrement dit on consid	ere un lien ATM sur lequel on ne peut
avoir quune seule cellule par cr eneau
	 Fonction a minimiser
Dans cette section le but est de trouver une chane de Markov dont la transform ee
de Fourier va se rapprocher le plus possible du spectre estim e 	a partir de mesures faites
sur le r eseau de lEPFL sp ecialement dans les basses fr equences Il faudrait aussi que
lesp erance math ematique du processus stochastique soit proche de la moyenne observ ee
du trac mesur e Il a  et e vu que ces param	etres ont une grande in uence sur le com
portement de la le dattente Les param	etres libres de la chane de Markov sont les
probabilit es de transition de cette derni	ere ainsi que les probabilit es conditionnelles
probX
t
% ijY
t
% j avec i %   et j %     Il y a ainsi n  n $ n %  pa

ram	etres inconnus dont  sont des entiers binaires les autres sont r eels et compris entre
 et  Il sagit maintenant de d enir une fonction objectif qui va pouvoir quantier la
valeur du  tting La fonction choisie est la suivante
FO %
X
i
PSi deSMi' % i $
X
j
PDj deDMj E!X
j
" 
avec FO  etant la fonction objectif PSi  etant la fonction de poids 	a la fr equence
i compris entre  et  si la fenetre est de   echantillons par exemple de
repr esente la distance euclidienne SMi est le spectre mesur e en i PDj est la
fonction de poids pour le j
e
moment DMj est  egal au j
e
moment mesur e Les fonctions
de poids ont pour but de renforcer le  tting dans les basses fr equences et sur les premiers
moments ici tous les moments sont  egaux donc la fonction de poids na quun role
relatif 	a jouer Le but maintenant est de minimiser FO Il sagit l	a dun probl	eme
tr	es classique doptimisation en recherche op erationelle Avant de parler de la m ethode
utilis ee regardons comment le spectre a  et e  evalu e pour les mesures faites sur le r eseau
de lEPFL
	 Estimation du spectre
Pour obtenir une bonne estimation du spectre il est n ecessaire davoir 	a disposition
un grand nombre de donn ees Cest dans la situation dans laquelle nous nous trouvons
Il circule environ    
	
cr eneaux sur un r eseau DQDB fonctionnant 	a  Mbs
Nous avons mesur e le trac sur le r eseau Ethernet pour ensuite le convertir en trac
DQDB comme 	a la section  Pour lestimation du spectre il y a principalement deux
techniques tr	es connues lestimation spectrale nonparam etrique et lestimation spectrale
param etrique La premi	ere technique est appropri ee quand le nombre de donn ees est
susamment grand Quant aux m ethodes non param etriques les plus populaires sont
 lestimateur spectral du p eriodogramme  lestimateur spectral du p eriodogramme
moyenn e  lestimateur 	a variance minimum Ces algorithmes ont lavantage de ne faire
aucune hypoth	ese quant 	a la nature du signal sinon quil doit etre stationnaire au sens
large Linconv enient par contre est le compromis 	a faire entre la variance et le biais de

lestimation En eet si lestimateur spectral fournit une bonne estim ee en moyenne peu
de biais alors on peut sattendre 	a obtenir une grande variabilit e dune r ealisation 	a
lautre variance  elev ee Par contre si lestimateur spectral a peu de variabilit e alors la
moyenne de ce dernier peut etre mauvaise biais important La seule facon de r esoudre ce
dilemme est daugmenter le nombre de donn ees Dans notre cas ce nombre peut etre aussi
 elev e quon veut Ainsi la m ethode choisie a  et e lestimateur spectral du periodogramme
moyenn e !" La seconde technique est bien appropri ee lorsque le nombre de donn ees 	a
analyser est petit Un avantage de cette technique est que les mod	eles obtenus peuvent
d ecrire le processus stochastique Les mod	eles les plus connus sont les mod	eles AR MA
et ARMA
	  Methode doptimisationTabu Search
Le but est de minimiser FO An detre assez clair nous allons d enir un peu plus
pr ecis ement quel est le probl	eme 	a r esoudre Etant donn e un ensemble V de solutions A
et FO assignant 	a chaque A dans V une valeur r eelle FOA dont nous voulons trouver
une solution A

dans V telle que FOA

 soit minimum Dans notre probl	eme A est
une matrice stochastique La matrice A ne comprend pas tous les param	etres puisquil
reste encore  	a d eterminer
 les probabilit es conditionnelles probX
t
% ijY
t
% j avec
i %   et j %       n Le probl	eme sera r esolu s equentiellement On va chercher
une solution A

pour chaque conguration possible Dans la premi	ere conguration par
exemple 
i
% probX
t
% jY
t
% i %  
i
%  et 
j
%  
j
%  i %      k et
j % k $      n avec k %  pour la seconde k %  et ainsi de suite jusqu	a k % n  
Pour une chane de Markov 	a n  etats il y aura n  congurations possibles Ce probl	eme
ne peut pas etre r esolu de mani	ere analytique dun seul coup Il faut alors utiliser des
proc edures it eratives qui vont permettre 	a A dexplorer lensemble V  Une proc edure
it erative permet de passer dune solution dans V 	a une autre A

par exemple autant de
fois que cela semble n ecessaire Pour garder la proc edure relativement simple il est usuel
de restreindre les modications 	a une classe de modications simples SoitM une matrice
de modication tel que A

% A$M Soit M lensemble des modications acceptables

Pour que A

reste dans lensemble V  il faut que la somme des  el ements de chaque ligne
de M soit nulle Il sera ainsi cr e e un nouvel ensemble appel e M
A
inclu dans M Nous
pouvons maintenant introduire la notion de voisinage NA pour chaque solution A
NA % A

jM  M
A

 A

% A$M 
Soit  un nombre r eel petit de lordre de  	a  dans nos calculs alors nous
allons restreindre M
A
aux matrices M nayant que deux  el ements non nuls Autrement
dit si m
ij
%  alors m
ik
%   i j k %    n les autres  el ements sont nuls Pour
r esoudre ce probl	eme il existe un grand nombre de m ethodes entre autres les m ethodes
de type gradient Avec ce type de m ethode la strat egie est relativement simple elle
consiste 	a trouver une solution A

dans le voisinage NA tel que FOA

  FOA
la solution A

est alors appel ee meilleure solution La proc edure continue tant quelle
peut trouver une meilleure solution mais d	es quil ny a plus de meilleure solution alors
elle sarrete Un inconv enient majeur avec ce type de m ethode est que la proc edure
peut etre pi eg ee dans un minimum local La solution A

minimum global peut alors
se trouver tr	es loin de celle donn ee par la proc edure Pour rem edier 	a ce probl	eme
certaines m ethodes ont  et e d evelopp ees autour des ann ees  comme le recuit simul e
simulated annealing Cet algorithme utilise un g en erateur de nombres al eatoires pour
sa recherche La matriceM de modications est chang ee 	a chaque pas dit eration  nest
pas un param	etre xe mais est d etermin e par une loi de probabilit e qui ellememe d epend
dun param	etre appel e temp erature qui va diminuer au cours du temps A chaque
temp erature on attendra davoir atteint un  equilibre thermique avant de continuer de la
descendre L equilibre thermique est atteint quand un nombre maximum pr ed etermin e
de transformations ont  et e accept ees ou g en er ees Quand la temp erature diminue de
moins en moins de nouvelles solutions augmentant FO ne sont accept ees Les variations
de  deviennent de plus en plus faibles au fur et 	a mesure que la recherche du minimum
global avance Une nouvelle solution A

est accept ee avec une certaine probabilit e qui
d epend de la temp erature si FOA

  FOA mais si FOA

  FOA alors A

est toujours accept ee Il est int eressant de savoir que la litt erature concernant le recuit
simul e est abondante !     " Linconv enient de cet algorithme est quil
peut accepter des cycles et rester bloqu e sur un ensemble restreint de solutions Pour

rem edier 	a cet inconv enient un nouvel algorithme a  et e invent e par Glover ! "
et Hansen !" ind ependamment lalgorithme Tabu Search Cet algorithme recherche
le minimum global de facon plus intelligente en appliquant quelques r	egles simples de
lintelligence articielle D	es quune solution A

pire que A a  et e  evalu ee il y a un risque
de retour en arri	ere cycle Pour r eduire les cycles une m ethode consiste 	a garder en
m emoire tous les derniers  etats visit es et de ne pas y retourner pendant un certain temps
Ca consiste 	a tenir 	a jour une liste T qui comprend tous les derniers  etats visit es T est
appel ee la liste tabu Quand on examine le voisinage NA dune solution A on va
v erier que la prochaine solution A

nest pas dans T pour pouvoir laccepter Ainsi on
 elimine les cycles Si on veut les  eliminer compl	etement il faudrait quune solution d ej	a
visit ee ne puisse plus jamais letre Cette contrainte est trop restrictive cest pourquoi
nous limitons la taille de la liste tabu aux T derniers  etats visit es Revenons 	a notre
probl	eme nous nallons pas m emoriser toutes les derni	eres matrices A 	a cause de la
place m emoire que ca prend ni meme toutes les derni	eres matricesM A la place de ca
on va introduire un indicateur $ et un indicateur  Dans la table tabu on va m emoriser
les derniers d eplacements de la mani	ere suivante
 !i j$" indique que m
ij
%  et !i j "
indique que m
ij
%   Nous allons alors maintenir une liste tabu T s epar ee en  T
 
et
T

 T
 
comprendra toutes les modications n egatives et T

les modications positives
Ces deux parties de listes sont num erot ees on arrive donc 	a d eterminer exactement
quelles ont  et e les directions prises dans le pass e Il sagit donc 	a chaque pas dit eration
de regarder dans la liste tabu si le d eplacement est autoris e ou non Les d eplacements
interdits sont ceux qui nous font revenir sur nos pas et ceux qui vont dans la meme
direction que nous avons prise pr ec edemment Pourquoi interdire daller dans la meme
direction Parce que nous avons adopt e la strat egie suivante
 lorsque une direction
est favorable on ne va pas se limiter 	a une avance de  pour le pas suivant mais on
va rechercher la grandeur du pas la plus favorable dans la direction trouv ee 	a laide
dune loi dichotomique Ainsi la grandeur du pas passera de  	a  	a  et ainsi de
suite jusqu	a ce que la distance FO devienne plus grande que la distance FO du pas
pr ec edent Revenons 	a la taille de la liste tabu si elle comprend au moins un  el ement
il sera impossible par exemple deectuer un premier d eplacement tel que m

%  et

m

%   et au pas suivant le d eplacement inverse m

%   et m

%  On comprend
donc quil faut limiter la liste tabu 	a T directions sinon on risque de se trouver bloqu e
Le nombre d el ements stock es dans la liste tabu reste constant et est d etermin e au d ebut
de la recherche Les  el ements les plus anciens de la liste seront  elimin es au prot des
nouveaux On appelera conditions tabu tout d eplacement interdit par la liste tabu T 
Des cycles peuvent apparatre d	es lors quon limite la taille de la liste tabu entre  et
 pour nous mais ils seront au pire de lordre de la taille de la liste tabu Notons pour
terminer que le choix de la condition initiale peut in uencer la vitesse de convergence
de lalgorithme Sil est possible de choisir une bonne condition initiale alors autant la
choisir pour autant que cet eort reste limit e
	   Algorithme
Dans cette section nous exposons lalgorithme du Tabu Search appliqu e 	a notre
probl	eme
Algorithme  Algorithme TS
Initialisation
Construction dune matrice dans V
A

 A
nb iter  
meilleur iter  
nb tabu
initialisation de la liste tabu
k
max
 nombre maximum dit erations entre deux am eliorations de A

repeter
nb iter  nb iter  
Examiner toute les possibilit es dans le voisinage de A dont les changements ne font pas
partie de la liste tabu
S electionner la meilleure direction de changement
Aller le plus loin possible dans cette direction
A

 A

mettre la liste tabu a jour
si FOA  FOA

 alors
meilleur iter  nb iter
A

 A
jusqua ce que FOA  FOA

 et nb iter meilleur iter  k
max

n
	  Exemple numerique
La gure  montre le spectre mesur e du trac Ethernet sur le r eseau de lEPFL
le  aout  de h 	a h Le trac est relativement dense 	a cette heure La
densit e spectrale des mesures est donn ee par le trait plein alors que que celle du mod	ele
est donn ee en traitstill es La fonction de poids pour le spectre est PSi %  
e
 jij	 
	
$   	i avec 	  etant limpulsion de Dirac La moyenne du trac
converti est de  et lestimation du spectre en z ero est  Pour faire le  tting
de notre mod	ele 	a   etats la m ethode d ecrite 	a la section  nous permet de trouver
la matrice de transition A et la matrice  en admettant quon peut avoir au plus une
arriv ee par  etat Apr	es optimisation les matrices suivantes ont  et e trouv ees
A %
 
B
B
B
B
B
B
B
B
B
B
B
B

    
    
    
    
    

C
C
C
C
C
C
C
C
C
C
C
C
A

et
 %
 
B
B
B
B
B
B
B
B
B
B
B
B

    
    
    
    
    

C
C
C
C
C
C
C
C
C
C
C
C
A

Cette chane de Markov a une esp erance math ematique de  Pour valider ces
r esultats nous avons compar e la moyenne des pertes du trac mesur e entrant dans une
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Figure 
 Spectre mesur e du trac Ethernet sur le r eseau de lEPFL et spectre du
mod	ele trouv e par la m ethode tabu
le dattente avec la probabilit e de pertes de la le SSMPGc c est la taille de la le
dattente La distribution des temps de service est g eom etrique Ainsi il est possible de
varier le temps de service ou dans notre cas la probabilit e que le temps r esiduel de ser
vice soit  egal 	a un probR
t
 %  % 

 La gure  montre une bonne correspondance
entre la moyenne des pertes des mesures dans la le dattente et la probabilit e de perte
du mod	ele dans la meme le dattente Une comparaison avec le processus de Poisson est
montr ee lorsquon  tte uniquement le param	etre de lesp erance math ematique du pro
cessus seul param	etre libre Les corr elations pr esentes au sein meme du trac jouent
un grand role dans la probabilit e de perte
	  Reexion
Les r esultats sont encourageants n eanmoins cette facon de faire pr esente un certain
nombre de d esavantages Imaginons que la solution A

soit compos ee d el ements ayant
des valeurs tr	es faibles alors loptimisation prendra beaucoup de temps pour atteindre
le minimum global Dautre part  ne peut pas etre aussi petit quon veut car nous nous
trouvons tr	es vite confront e 	a des probl	emes num eriques et le calcul de FO peut alors

10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
0 10 20 30 40 50
S S M P ( 5 )  p ( R t = 1 ) = 0 . 3
S S M P ( 5 )  p ( R t = 1 ) = 0 . 8
Poisson p(Rt=1)=0.3
Simulation p(Rt=1)=0.3
Simulation p(Rt=1)=0.8
M
oy
en
ne
 d
es
 p
er
te
s
Taille de la file d'attente et du serveur
Figure 
 Comparaison de la moyenne des pertes du trac Ethernet mesur ee sur le
r eseau de lEPFL et de la probabilit e de perte du mod	ele trouv e dans la meme le
dattente
indiquer une mauvaise direction ce qui peut etre catastrophique pour loptimisation Un
autre probl	eme est quon ne connat absolument pas le role des param	etres inconnus que
nous manipulons On na aucune id ee de la signication des  el ements de la matrice A Si
par exemple on consid	ere une matrice plus importante   par exemple ce ne sont
plus  param	etres quil faut trouver mais  Dans le chapitre suivant nous allons voir
comment il est possible dattaquer le probl	eme di eremment plus intuitivement dans
un premier temps Nous allons essayer de comprendre un peu mieux la signication des
probabilit es de transition


Chapitre 
Premier mod ele markovien base sur
la theorie de la pseudo decomposabilite

  Introduction
Lanalyse spectrale du chapitre pr ec edent nous apporte de nombreux  eclairages quant
au comportement de la le dattente mais elle nexplique pas la forme observ ee du trac
Pour r epondre 	a la question la mod elisation markovienne atelle encore un sens dans
lanalyse du trac des r eseaux informatiques  nous allons essayer de comprendre
comment globalement les r eseaux informatiques fonctionnent Pour cela nous allons
nous aider de la th eorie de la d ecomposabilit e de Courtois !"
Comme nous lavons vu dans lintroduction section  une bonne compr ehension
du fonctionnement du syst	eme 	a mod eliser est indispensable pour pouvoir esp erer obte
nir de bons r esultats Or les probl	emes li es aux performances de r eseaux dordinateurs
sont diciles 	a aborder car la mani	ere dont les ordinateurs communiquent entre eux est
complexe Dans cette introduction nous allons essayer de comprendre les principes de
base du comportement du syst	eme que nous voulons  etudier Lanalyse du comportement
de syst	emes dordinateurs sest souvent faite sur un aspect tr	es particulier en profondeur
de telle sorte 	a ce que les mod	eles soient bien d enis Ainsi il est possible danalyser
en d etail un aspect tr	es particulier du comportement dun syst	eme dordinateurs avec
des techniques math ematiques connues Ce genre danalyse nous permet de comprendre

comment chaque aspect du syst	eme fonctionne mais pas comment il se comporte globale
ment Cette mani	ere de faire nous vient dune coutume adopt ee depuis longtemps dans le
domaine des sciences o	u beaucoup de progr	es ont pu etre eectu es grace 	a lisolation ar
ticielle de soussyst	emes On peut meme dire que cest devenu un r e exe de scientique
que dessayer disoler une partie dun syst	eme lorsque ce dernier est tr	es complexe et dont
le comportement est r egi par un grand nombre de variables N eanmoins lorsque nous
avons pour charge de nous occuper du comportement de syst	emes complexes dans leur
globalit e cette approche est inecace En g en eral un syst	eme dordinateurs ne poss	ede
pas de caract	ere de sommabilit e le comportement du syst	eme est r egi par la somme
de tous les comportements individuels des soussyst	emes car les ressources m emoire
temps dacc	es au processeur sont partag ees les syst	emes dexploitation permettent
la programmation parall	ele et les acc	es multiples Les di erents processus ont ainsi des
d ependances entre eux Face 	a cette complexit e lanalyse de petits soussyst	emes isol es
ne sut pas pour nous renseigner quant aux cons equences de certaines options prises
lors de la conception dun r eseau informatique Cest ici que se trouve la r eelle di
cult e de lanalyse car comme nous lavons mentionn e dans lintroduction section 
la mod elisation math ematique reste limit ee 	a un degr e de complexit e raisonnable D	es
quon essaie danalyser froidement le comportement global dun syst	eme complexe on
se heurte 	a de tr	es grosses dicult es de mod elisation dune part et de r esolution dautre
part Il est toujours possible de faire de la simulation mais le prix 	a payer est la dicult e
de linterpr etation Le chemin que nous allons prendre pour guider nos recherches est
bas e sur la th eorie de la d ecomposabilit e de Courtois !"

 La decomposabilite quasicomplete
Lid ee de base nous vient des  economistes !" qui se sont pench es sur le probl	eme
de l evolution dynamique de gros syst	emes complexes d ependant dun grand nombre de
variables On va admettre que ces gros syst	emes sont constitu es dun petit nombre de
groupes de sorte 	a ce que les groupes individuels puissent etre  etudi es ind ependamment
les uns des autres comme si les autres groupes nexistaient pas et que l etude du com

portement entre les groupes puisse se faire sans quil soit n ecessaire de savoir ce qui se
passe dans chacun des groupes Cette id ee est tr	es g en erale et peut sappliquer 	a de nom
breux autres domaines m ecanique statistique m ecanique quantique sciences sociales
On appelera un systeme quasicompletement d ecomposable un syst	eme dont les
interactions entre les di erents groupes sont faibles en comparaison avec les interactions
qui existent 	a lint erieur de chacun des groupes Cette d enition est due 	a Ando et Fisher
!" Beaucoup dexemples en  economie en physique !  " ont montr e que les gros
syst	emes ont tendance 	a v erier cette hypoth	ese de pseudodecomposabilite plutot que
celle de la decomposabilite compl
ete lorsque les interactions entre groupes sont inexis
tants Simon !" a fait la conjecture suivante
 les syst	emes complexes sont souvent
organis es de facon hi erarchique et ces hi erarchies sont souvent quasid ecomposables car
les interactions au meme niveau de la hi erarchie sont du meme ordre alors que les inter
actions entre deux di erents niveaux sont beaucoup plus faibles Regardons maintenant
comment consid erer ces observations dans le cadre des r eseaux informatiques Dans un
premier temps nous allons nous placer dans le cas du r eseau ATM et ensuite analyser
le comportement du r eseau Ethernet

 Les reseaux ATM et Ethernet
Il y a longtemps quon sait que les applications qui utilisent des transferts de donn ees
et dimages g en	erent du trac corr el e dans le r eseau ATM Limpact de cette corr elation
sur la performance de lATM est importante Si on regarde dun peu plus pr	es com
ment fonctionne lATM nous voyons tr	es vite apparatre plusieurs  echelles de temps
au niveau ATM gure 
 une communication est d elimit ee par un  etablissement
et une lib eration de blocs qui euxmemes sont compos es de cellules entit e de base de
lATM Le mod	ele de trac devra prendre en compte le comportement statistique de
ces di erents niveaux Si nous consid erons le trac mesur e sur Ethernet comme  etant
une source nous devons tenir compte des personnes qui travaillent sur le r eseau en
ayant leurs propres horaires Le comportement humain a une grande in uence sur le
r eseau mais linverse est vrai  egalement la patience de letre humain nest pas illimit ee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
 Echelles de temps dans lATM
Lin uence du protocole qui est utilis e est aussi 	a prendre en consid eration Nous allons
consid erer uniquement le trac de donn ees dans un premier temps Le trac de donn ees
est constitu e dune grande gamme de services transferts de chiers communications
entre stations de travail communications entre terminaux  Les donn ees de Bellcore
comprennent  # de trac Internet Protocol IP Ce dernier peut supporter di erents
types de protocoles comme par exemple User Datagram Protocol UDP Transmission
Control Protocol TCP Internet Control Message Protocol ICMP Exterior Gateway
Protocol EGP
Prenons lexemple de TCPIP !" qui a un comportement tr	es sp ecique Man
thorpe !" a  etudi e lin uence de la couche transport sur la mod elisation de trac et
a trouv e que dans certains cas la couche transport avait une grande in uence sur la
couche ATM en admettant que TCPIP soit support e par ATM et donc sur la mani	ere
de mod eliser le trac 	a ce niveau Le protocole TCPIP fait lusage dune fenetre glis
sante pour etre sur que la transmission seectue ecacement Le  ux envoy e sur le
r eseau d epend de la grandeur de la fenetre mais aussi de la charge sur le r eseau et de
sa taille TCP d enit la structure des donn ees qui seront envoy ees sur le r eseau ainsi
que les accus es de r eception que deux machines s echangent pour r ealiser un transport
able Les proc edures utilis ees par les machines pour garantir la r eception correcte des
donn ees sont  egalement d enies par TCP Le protocole sp ecie  egalement comment les
deux machines  etablissent une connexion et comment elles se mettent daccord pour la
lib erer Il prend  egalement en charge la mani	ere dont les machines qui communiquent
entre elles corrigent des erreurs perte ou duplication de paquets Un aspect compliqu e

et tr	es important de TCP concerne la facon dont sont g er ees les temporisations et les
retransmissions Comme dautres protocoles ables TCP va admettre que la destination
va lui envoyer un acquittement d	es que celleci a recu un certain nombre de donn ees D	es
que la station  emettrice envoie un segment de donn ees elle arme une temporisation et
attend un acquittement en retour Si la temporisation expire avant que les donn ees du
segment ne soient acquitt ees TCP de la station  emettrice va supposer que les donn ees
du segment sont perdues ou ont  et e d etruites donc elle va retransmettre les donn ees
La complexit e vient du fait que TCP est en g en eral utilis e dans une interconnexion de
r eseaux Un segment de donn ees peut traverser plusieurs unit es dinterconnexion avant
darriver 	a sa destination ou nen traverser aucune dans le cadre dun r eseau local par
exemple Dans le premier cas le retard des segments de donn ees sera plus important
que dans le second si on consid	ere des r eseaux de meme d ebit et en ayant le meme
 eloignement physique entre les deux stations qui s echangent les donn ees Il est ainsi
impossible de connatre 	a priori la vitesse 	a laquelle les acquittements seront recus par la
source De plus le retard delay introduit par chaque unit e dinterconnexion d ependra
de la charge que cette derni	ere supporte Le retard de transmission de lacquittement
peut beaucoup varier dun moment 	a lautre Pour cela TCP va g erer les performances
pour chaque connexion et d eduire des valeurs de temporisations raisonnables et sadap
ter aux changements du r eseau Lorsquun encombrement du r eseau survient TCP va
r eduire son taux de transmission 	a laide de deux techniques
 le d emarrage lent slow
start et la diminution dichotomique multiplicative decrease Il adapte la grandeur de
la fenetre De son cot e le r eseau Ethernet lorsquil a quelque chose 	a transmettre sur le
canal attend que ce dernier soit libre En plus il est capable de d etecter une collision sur
le r eseau Si deux stations sont 	a l ecoute du canal et le savent vide elles vont commencer
	a transmettre simultan ement mais elles vont vite d etecter une collision Alors les deux
stations vont arreter brusquement de transmettre Ainsi notre mod	ele pour Ethernet
consistera en une alternance de p eriodes de transmission et de collisions Pour r esumer
si le trac est un trac de donn ees utilisant TCPIP nous pouvons admettre quil peut
etre analys e 	a trois niveaux di erents dactivit e
 Le niveau de la connexion d ecrit le comportement humain La dur ee de la connexion

est d etermin ee par le temps quil faut pour transmettre le chier Le temps entre
deux appels sur le r eseau Ethernet est typiquement compris entre  et  sec
 Le niveau transport est d ecrit par TCPIP Comme nous lavons vu pr ec edemment
le trac envoy e sur le r eseau d epend dun nombre incalculable de param	etres mais
lin uence la plus grande vient du comportement du r eseau Le temps de trans
mission dun paquet TCPIP varie typiquement de  sec 	a  sec
 Au niveau du r eseau Ethernet le temps de transmission dun paquet d epend essen
tiellement du trac local qui circule sur le r eseau Le temps typique de transmission
alors que le paquet est en attente est de  	a  msec
Pour construire un premier mod	ele bas e sur ces consid erations on va admettre que letre
humain est caract eris e par deux modes distincts dop eration
 soit il essaie de transmettre
un chier soit il est occup e 	a dautres taches Le changement entre ces deux modes
dop eration d epend uniquement du comportement humain comment il r eagit lorsque le
r eseau est encombr e par exemple Au niveau TCPIP le protocole est principalement
control e par le comportement du r eseau Ici  egalement nous admettrons que le protocole
se trouve dans deux modes op eratoires distincts selon quil envoie ou non des paquets
de donn ees sur le r eseau Lanalyse des passages entre les deux modes op eratoires est
dicile 	a cause des d ependances entre le r eseau et le protocole Au niveau le plus bas
Ethernet attend que le canal soit libre pour pouvoir transmettre ses donn ees

 Construction dun premier modele
A partir des consid erations de la section pr ec edente nous avons d eni un premier
mod	ele qui respecte les di erentes  echelles de temps La chane de Markov est modul ee
et en temps discret Lorsque le modulateur de la chane de Markov se trouve dans l etat
 ou dans l etat  on a larriv ee dune cellule sinon on a larriv ee daucune cellule en
dautres termes probX
t
% jY
t
%  % probX
t
% jY
t
%  %  alors que probX
t
%
jY
t
%  % probX
t
% jY
t
%  % probX
t
% jY
t
%  %  Les probabilit es de
transition entre les di erents  etats dont les valeurs proviennent de la discussion de la

section pr ec edente sont donn ees par la matrice A
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A partir de ce qui a  et e dit plus haut la matrice  a la forme suivante
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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A titre de comparaison nous allons consid erer deux autres mod	eles bien connus le
mod	ele poissonien et la chane de Markov 	a deux  etats ONOFF Le mod	ele de Poisson
est caract eris e par les matrices suivantes

A %
 
B

 
 

C
A

 %
 
B

 
 

C
A

La chane de Markov 	a deux  etats est caract eris ee par les matrices suivantes

A %
 
B

 
 

C
A

 %
 
B

 
 

C
A

pour les gures    et par les matrices suivantes

A %
 
B

 
 

C
A

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Figure 
 Indices de dispersion pour les mesures et les di erents mod	eles
 %
 
B

 
 

C
A

pour la gure 

 Comparaison des dierents modeles
Dans cette section nous allons comparer la granularit e burstiness des di erents
mod	eles sur plusieurs  echelles de temps Les mesures conventionnelles de la granularit e
sont ! " le coecient de variation et lindice de dispersion Dans !" ces mesures
de la granularit e sont remplac ees par l evaluation du param	etre de Hurst et le test visuel
qui est beaucoup plus intuitif La gure  montre l evolution de lindice de dispersion
des arriv ees des trois mod	eles en fonction de la longueur de la fenetre m Alors que les
indices de dispersion des chanes de Markov 	a cinq  etats et 	a deux  etats augmentent sur
plusieurs  echelles de temps lindice de dispersion du processus de Poisson reste constant
Rappelons que lindice de dispersion section  des arriv ees dun processus pour une
longueur de fenetre m est donn e par le rapport de la variance du nombre darriv ees
pendant une p eriode de temps  egale 	a m divis e par la moyenne des arriv ees pendant

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Figure 
 Coecients de variation pour les mesures et les di erents mod	eles
lintervalle m Lobservation que nous pouvons faire est que la variance V armX
m

augmente plus rapidement que lesp erance math ematique multipli ee par la taille de la
fenetre mX
m
 Notons que les deux processus sont limit es par leur  echelle de temps A
partir dune certaine  echelle de temps lindice de dispersion qui augmentait r eguli	erement
va se stabiliser Tous les processus markoviens sont limit es par leur  echelle de temps
propre N eanmoins il est int eressant de constater que cette limite peut etre  eloign ee
autant que lon veut
On va comparer maintenant le coecient de variation des trois processus Le co
ecient de variation des arriv ees dun processus pour une longueur de fenetre m sec
tion  est donn e comme  etant le rapport de l ecarttype du nombre darriv ees pendant
une p eriode de temps  egale 	a m divis e par la moyenne des arriv ees pendant lintervalle
m Nous avons observ e le coecient de variation des trois processus sur plusieurs  echelles
de temps  egalement et il est int eressant de constater que le comportement de la chane
de Markov 	a deux  etats nest pas le meme que celui de la chane 	a cinq  etats En eet
si la valeur du coecient de variation pour m %  est 	a peu pr	es la meme l evolution
des deux courbes nest pas identique Le comportement de la chane 	a cinq  etats res
semble 	a celui des mesures OctExtTL sauf pour les petites valeurs de m La gure 

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 Param	etres de Hurst
montre le graphe tempsvariances A laide de ce graphe il est possible de d eterminer
le param	etre de Hurst local et par cons equent faire la distinction entre les d ependances
	a long terme et 	a court terme Pour les processus dont les d ependances sont 	a court
terme le param	etre de Hurst H %  autrement dit la pente de la courbe   %  
car  %  H  Pour les processus dont les d ependances sont 	a long terme     
Comme nous lavons d ecrit 	a la section   sur ce graphe nous tracons la variance nor
malis ee de la s erie aggr eg ee en fonction de la grandeur de la fenetre en  echelle log  log
Nous remarquons ici  egalement un ph enom	ene int eressant La gure  nous montre
que  varie de  de  	a  sec 	a   sec 	a  sec ce qui nous donne un
param	etre de Hurst local %    pour les donn ees mesur ees sur le r eseau de Bell
core Le processus de Poisson a une pente de   et un param	etre de Hurst H %  ce
qui est tr	es caract eristique des processus dont les d ependances sont 	a court terme Pour
la source de Markov modul ee 	a deux  etats la pente de la courbe varie de  	a   alors
que pour la chane 	a cinq  etats la courbe suit mieux la courbe des donn ees mesur ees
Dans ce cas la pente de la courbe varie entre   de  	a  sec et   de  	a 
sec Le param	etre de Hurst local vaut H
l
%  	a  De nouveau on remarque que
la chane de Markov 	a deux  etats a un comportement di erent de celui de la chane de
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Figure 
 Mesures de Bellcore OctExtTL
Markov 	a cinq  etats Les gures    et  d ecrivent une s equence du nombre de
paquets arrivant par unit e de temps en fonction du temps La gure  montre  heures
cons ecutives de trac Ethernet mesur e 	a Bellcore OctExtTL La gure  montre du
trac poissonien simul e Lobservation faite par l equipe de Bellcore ! " est que
contrairement au trac Ethernet le trac poissonien na pas la meme allure sur toutes
les  echelles de temps Le trac Ethernet est tr	es variable et ceci sur un grand nombre
d echelles de temps Ca signie que les p eriodes charg ees sont constitu ees ellesmeme de
p eriodes charg ees et de p eriodes moins charg ees ceci 	a plusieurs  echelles de temps On
notera tout de meme que le cycle journalier est visible sur la gure  Les gures 

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Figure 
 Trac poissonien simul e
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Figure 
 Trac simul e par une source ONOFF

0
100
200
300
400
500
600
0 200 400 600 800 1000
N
om
br
e 
de
 p
aq
ue
ts
 /
u
n
ité
 d
e 
te
m
ps
Temps (sec.)   unité de temps = 10 sec.
0
500
1000
1500
2000
2500
0 2000 4000 6000 8000 10000
N
om
br
e 
de
 p
aq
ue
ts
 /
u
n
ité
 d
e 
te
m
ps
Temps (sec.)   unité de temps = 10 sec.
0
2000
4000
6000
8000
10000
12000
0 5000 10000 15000 20000 25000 30000 35000 40000
N
om
br
e 
de
 p
aq
ue
ts
 /
u
n
ité
 d
e 
te
m
ps
Temps (sec.)   unité de temps = 100 sec.
0
20
40
60
80
100
0 20 40 60 80 100
N
om
br
e 
de
 p
aq
ue
ts
 /
u
n
ité
 d
e 
te
m
ps
Temps (sec.)   unité de temps = 0.1 sec.
Figure 
 Trac simul e par une chane de Markov modul ee 	a   etats SSMP

et  montrent le comportement des deux autres processus chanes de Markov 	a deux
et 	a cinq  etats Nous remarquons que le processus de la chane de Markov 	a deux  etats
gure  suniformise lorsque la fenetre sagrandit Meme si le trac est tr	es grume
leux bursty pour de petites  echelles de temps il nest pas susant pour reproduire
des caract eristiques r eelles de trac mesur e 	a cause de labsence de corr elations 	a des
 echelles de temps plus importantes Si nous regardons maintenant gure  le com
portement du processus de la chane de Markov 	a   etats nous remarquons que meme
si le trac simul e apparat comme  etant un peu synth etique il poss	ede des corr elations
	a plusieurs  echelles de temps il ny a plus de longueur naturelle de rafale burst Ce
mod	ele comme tous les mod	eles markoviens ayant un nombre d etats ni est limit e par
sa propre  echelle de temps


Chapitre 
Mod ele markovien module ayant
peu de param etres
  Introduction du concept de pseudodependance
a long terme
Dans cette section nous allons introduire le concept de pseudod ependance 	a long
terme Nous avons vu dans le chapitre pr ec edent que certains processus markoviens
 etaient capables de produire du trac autosimilaire sur une certaine p eriode de temps
nie Le comportement de tels processus est tellement di erent des processus conven
tionnels quil nous semble raisonnable de les classer di eremment Dapr	es Cox !"
la di erence entre les d ependances 	a long terme et les d ependances 	a court terme est
exprim ee par les d enitions suivantes

D enition  Un processus 
a dependance 
a court terme est caracterise par

P


CX
t
 X
t
 est convergent
 le spectre du processus en zero est  ni	 ' est  ni
 la variance du processus agrege varX
m
k
 est de la forme varX

k
 m   m pour
de grandes valeurs de m

D enition 	 Rappel Un processus 
a dependance 
a long terme est caracterise par

P

 
CX
t
 X
t
 est divergent
 le spectre du processus en zero est in ni	 ' %
 la variance du processus aggrege varX
m
k
 est de la forme 
 
m
 
pour de grandes
valeurs de m
Il y a encore une autre cat egorie de processus les processus ayant des d ependances
	a long terme dindice  Ils nont pas de structure de corr elation d eg en er ee lorsque
m   Donc tous les processus ARMA dordre ni toutes les chanes de Markov en
incluant les processus semimarkoviens nies satisfont 	a la premi	ere d enition tandis que
les mouvements Brownien fractionnaires !" les processus ARIMA !" chaotic maps
!" ont des d ependances 	a long terme et satisfont 	a la deuxi	eme d enition Dapr	es les
d enitions cidessus un processus qui serait capable de reproduire du trac autosimilaire
sur plusieurs  echelles de temps tel que le trac Ethernet mesur e par les chercheurs
de Bellcore mais sur un horizon ni seulement sera class e comme  etant un processus
ayant des d ependances 	a court terme Ainsi en accord avec les d enitions un processus
ayant des d ependances 	a court terme serait susant pour mod eliser le trac LAN La
di erence avec les autres processus de la meme cat egorie est frappante cest pourquoi
nous proposons de les appeler
 processus ayant des d ependances a pseudolong
terme pseudo longrange dependent processes Nous proposons  egalement de parler
de param	etre de Hurst local plutot que de param	etre de Hurst tout court pour nos
chanes de Markov car le param	etre de Hurst est d eni pour m Il faut bien avouer
dautre part que le temps de mesure reste ni meme sil est tr	es long surtout dans le
contexte des r eseaux informatiques o	u le trac augmente de jour en jour Un mod	ele
ayant des d ependances 	a pseudolong terme est capable de mod eliser autant bien quun
processus ayant des d ependances 	a long terme du trac aggr eg e sur plusieurs  echelles
de temps En fait la d enition des processus ayant des d ependances 	a long terme vient
historiquement de limportance des processus autosimilaires qui sont capables de donner
une explication  el egante 	a une loi empirique leet de Hurst En pratique nous avons
toujours un nombre ni de donn ees Nous proposons de mod eliser le trac LAN 	a laide

de chanes de Markov Comme nous lavons vu au chapitre  la fonction dautocovariance
de la chane de Markov modul ee que nous consid erons est une somme dexponentielles Or
la fonction dautocovariance dun processus r eellement autosimilaire d ecroit selon une
hyperbole Il sagira donc dapprocher cette fonction par une somme dexponentielles
Nous pourrions donc partir de l	a pour r esoudre notre probl	eme mais il faudrait r esoudre
un probl	eme tr	es dicile de la r esolution inverse des valeurs propres !" qui nest
dailleurs toujours pas r esolu th eoriquement Dans ce chapitre nous allons prendre un
autre chemin qui nous permettra darriver 	a nos ns Le probl	eme peut paratre tr	es
compliqu e au premier abord car le nombre de param	etres inconnus dans la chane de
Markov augmente selon n
 
$n Les chercheurs de Bellcore ont dentr ee de jeu condamn e
cette mani	ere de faire parce quelle semblait trop complexe !" Cest certainement 	a
cause de ces dicult es que les processus markoviens nont pas  et e consid er es jusqu	a
pr esent En cherchant une structure dans la chane de Markov nous verrons comment
il est possible de reproduire du trac autosimilaire sur un horizon ni 	a laide dune
chane de Markov modul ee
 Matrices du modele
Sur la base des exp eriences du chapitre  nous proposons une nouvelle famille de
mod	eles markoviens dont la matrice de transition vaut
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t
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 Caracteristiques du modele
	 Esperance mathematique et moments
La chane de Markov que nous nous proposons d etudier est nie irr eductible et
ayant tous ses  etats r ecurrents Il existe donc une unique distribution stationnaire et la
solution au syst	eme  % A existe En r esolvant ce syst	eme pour la chane de Markov
propos ee nous voyons facilement que 
i
% 

 b
i 
avec i %      n mais dautre part
P
n
i

i
%  donc nalement nous trouvons que


%
   b
   b
n

et E!X" % 

avec la chane propos ee 	a cause de la forme particuli	ere de  Avec cette
chane tous les moments sont  egaux E!X" % E!X
 
" % E!X

" %    La variance vaut
E!X
 
"   E
 
!X" La gure  nous montre l evolution de E!X" en fonction de b pour
di erentes valeurs de n Nous remarquons que pour n %  les valeurs de E!X" sont
extremement faibles pour b   A la limite lorsque n   b   E!X" Par contre
pour un nombre d etats plus faible b peut etre compris entre  et  sans que E!X" soit
ridiculement faible Il se pose alors un probl	eme puisque 

% E!X" nest pas d etermin e
pour b %  En appliquant le th eor	eme de lHospital nous trouvons que pour n  


% E!X" %  n pour b % 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Figure 
 E!X" en fonction de b pour n %     
	 Interarrivees
La distribution des interarriv ees T
A
est la suivante pour k % 
probT
A
% jY
t
%  %  
n 
X
i
 a
i
pour k  
probT
A
% kjY
t
%  %
n 
X
i
b a
 

i
  b a
i

k  
cette distribution est une somme de distributions g eom etriques qui a son  equivalent en
temps continu la distribution hyperexponentielle qui est connue pour sa grande
variabilit e Lesp erance math ematique des interarriv ees est donn ee voir annexe sec
tion  par
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Nous remarquons que si n   b   Le second moment des interarriv ees est donn e
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Tableau 
 Valeurs propres exactes
Nous remarquons que si b   et a b
 
  alors
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pour n alors que si b   ou a b
 
  E!T
 
A
jY
t
% " si n La distribution
de la longueur des rafales T
R
est g eom etrique
		 Valeurs propres
Une technique tr	es simple et tr	es intuitive va nous permettre dobtenir une bonne ap
proximation des valeurs propres Elle consiste 	a chercher les valeurs propres de plusieurs
chanes de Markov 	a deux  etats ayant les memes probabilit es de transition que la chane
de Markov sugg er ee entre le premier  etat et l etat i Ainsi les valeurs propres sont  et
   a
i 
  b a
i 
 pour i %      n Lensemble des valeurs propres a  et e calcul e
pour une matrice    avec a% et b% elles sont donn ees au tableau  alors
que les valeurs propres approxim ees sont report ees au tableau 
	 Autocovariance
Avec lapproximation faite au paragraphe pr ec edent on peut  ecrire l equation 
C
 %
n
X
j 


j
G
 
P
j
Ge 

Valeurs propres










Tableau 
 Valeurs propres approxim ees
de la facon suivante
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	 Transformee de Fourier
De meme on peut rappeler la formule que nous avions trouv ee pour la transform ee
de Fourier
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si maintenant nous posons  %  de plus toutes les valeurs propres de cette approxima
tion sont r eelles donc
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or il est int eressant de voir que si  a  b a
P
n
i
a b
i
  diverge lorsque n car
b a   mais que si  a  b a
P
n
i
a
i
   diverge aussi lorsque n car  a  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Figure 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 Autocovariance a%
	 Exemples
Pour nous familiariser avec cette chane de Markov nous proposons de calculer son
autocovariance gure  pour di erentes valeurs de b en xant a a% Lorsque b aug
mente la fonction dautocovariance diminue plus rapidement si a reste constant La den
sit e spectrale de la meme chane de Markov est montr ee 	a la gure  On remarque que
plus b diminue plus le pic 	a lorigine %' devient important Pour a %  b %  et
n %  les valeurs propres de la matrice de transition valent fg
alors que si b %  elles valent f  g et pour b %  elles valent
f   g
Les gures   et  montrent le diagramme tempsvariances pour la chane
de Markov d ecrite 	a la section  en variant les param	etres a b et n En regardant ces
gures nous remarquons que le param	etre de Hurst local varie avec le nombre d etats
de la chane de Markov mais il faut aussi remarquer que lesp erance math ematique du
processus varie  egalement Il est int eressant de noter quon peut obtenir deux param	etres
de Hurst locaux di erents sur deux  echelles de temps di erentes avec ce type de chanes
de Markov La gure  nous en montre un exemple si m %  	a  environ le
param	etre de Hurst local vaut environ  alors quentre  et  il vaut environ
 En combinant plusieurs progressions di erentes de a et de b il est possible dobtenir
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 Exemple de courbe 	a  pentes di erentes
une courbe qui ait di erents param	etres de Hurst locaux sur des  echelles de temps
di erentes ce quil nest pas possible dobtenir avec des processus 	a mouvement Brownien
fractionnaire par exemple
 Domaine de validite dans lequel le processus se
comporte comme un processus autosimilaire
Apr	es une introduction 	a la th eorie de la d ecomposabilit e de Courtois nous vou
lons analyser des matrices 	a peu pr	es compl	etement d ecomposables et compl	etement
d ecomposables En comparant les diagrammes tempsvariances on sera 	a meme de
d eterminer le domaine dans lequel le processus se comporte comme un processus auto
similaire
Les pionniers de ce domaine sont Simon et Ando !" qui ont appliqu e leur th eorie
	a plusieurs cas d etudes en  economie et en physique Ce quils pr etendent est quil est
n ecessaire de s eparer l etude 	a court terme de l etude 	a long terme lorsquon a une
agr egation de variables dans un syst	eme 	a peu pr	es d ecomposable Ils ont prouv e deux
th eor	emes majeurs Le premier dit quun syst	eme 	a peu pr	es d ecomposable peut etre ana

lys e par un syst	eme compl	etement d ecomposable si les d ependances entre les di erentes
parties du syst	eme sont relativement faibles en comparaison des d ependances 	a lint erieur
dun meme groupe Le deuxi	eme th eor	eme dit que meme 	a long terme les r esultats ob
tenus pour le court terme restent valables dans la mesure o	u le comportement relatif des
variables dun meme groupe reste 	a peu pr	es identique Dans notre  etude nous postulons
que le trac LAN est compos e de di erentes  echelles de temps Ensuite il sagit de trou
ver la chane de Markov 	a partir de ce postulat La chane que nous avons propos ee 	a la
section  est plus r eguli	ere et poss	ede une structure interne En regardant sa matrice de
transition nous remarquons que cette derni	ere est d ecomposable 	a plusieurs niveaux mais
pour trouver le domaine de validit e o	u le processus a un comportement autosimilaire
nous allons la d ecomposer 	a un seul niveau Le d eveloppement qui suit sinspire des
d eveloppements de Simon Ando et Courtois La matrice de transition n  n A de la
chane de Markov introduite 	a la section  est 	a peu pr	es compl	etement d ecomposable
	a condition que b a
n 
soit petit Soit A

compl	etement d ecomposable alors A

est
compos ee de sousmatrices plac ees sur la diagonale
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Les  el ements qui nappartiennent pas 	a ces sousmatrices sont nulsA

est ainsi constitu ee
de blocs de taille variable SoitA

IJ
une sousmatrice deA

	a lintersection du I
e
ensemble
de lignes et du J
e
ensemble de colonnes et soit a
i
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j
J
l el ement se situant dans la sous
matrice A

IJ
	a lintersection de la i
e
ligne avec la j
e
colonne Un nouveau vecteur de
probabilit e d etat est associ e 	a la matrice A

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
 Le vecteur horizontal 
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est
de la meme taille que A

II
avec I %   N  Comme tous les blocs sont plac es sur la
diagonale on peut  ecrire A
II
% A
i
 i %   N  etant une matrice carr ee ni  ni avec
P
N
i
ni % n Chaque sousmatrice de A
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i
a son propre ensemble de valeurs propres
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 Par commodit e nous supposerons quelles sont ordonn ees 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 avec I %   N  Nous savons que chaque bloc est stochastique donc
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I %       N  Avec la matrice A la situation est di erente car une seule

valeur propre est  egale 	a  

 Nous supposons que les valeurs propres sont ordonn ees
ici aussi Supposons que A soit diagonalisable alors
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G est la matrice de passage et D peut etre  ecrit
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De mani	ere similaire avec A

nous avons
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Ici nous allons donner le premier th eor	eme de Simon et Ando !" sans d emonstration
Th eoreme  Pour un nombre positif arbitraire 	 il existe un nombre 
	
tel que pour
 	 
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Concentronsnous maintenant sur limplication de ce th eor	eme La discussion qui va
suivre est intuitive mais tr	es importante dans notre contexte Le comportement de 
t
en
fonction du temps et la comparaison de son comportement avec le vecteur 

t
en fonction
du temps est au centre du d ebat A cause de lordonnancement des valeurs propres les
premiers termes de  nengendrent pas de grandes variations dans le court terme
t  T

 car les valeurs propres 
I
 avec I %   N sont proches de lunit e Donc
pour t  T

 le terme variant de facon pr edominante de A est le dernier Ainsi 
t
et 

t
 evoluent de la meme facon Pour T

 t  T
 
 les  evolutions de 
t
et de 

t
sont d enies

par les derniers termes de A et de A

respectivement Un  equilibre semblable est atteint
dans chaque soussyst	eme de A et de A

 Pour T
 
 t  T

 le terme variant de mani	ere
pr epond erante de A est le second Pour t  T

 le premier terme de A domine tous les
autres Un  equilibre global est atteint pour le syst	eme Le comportement dynamique de
la matrice 	a peu pr	es d ecomposable peut etre s epar e en quatre p eriodes bien distinctes
que Simon et Ando appelent !" respectivement  la dynamique 	a court terme lorsque
t  T

  l equilibre 	a court terme lorsque T

 t  T
 
  la dynamique 	a long terme
lorsque T
 
 t  T

et  l equilibre 	a long terme lorsque t  T


 Application a notre probleme
A partir de la matrice d ecrite dans la section  nous nous proposons de cr eer une
nouvelle matrice d ecomposable Rappelons que  a
n 
et b a
n 
sont suppos es etre
susamment petits b  a n ecessairement Nous avons vu que la matrice propos ee a la
forme suivante
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Ici nous allons consid erer uniquement deux sousmatrices plac ees sur la diagonale A


et A

 
 A


est une matrice carr ee de dimension n  n  et A

 
une matrice carr ee
de dimension  Ainsi A

peut s ecrire de la facon suivante
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Dans ce cas n % n    et n %  avec n $ n % n et N %  Notons que A

nest pas ergodique Il est int eressant maintenant de prendre un exemple concret pour
 etayer cette th eorie Prenons par exemple a %  b %  et n %  nous avons dans
ce cas E!X" %  et H %  Tracons le graphe tempsvariances pour deux chanes
de Markov di erentes dont les matrices de transition sont A et A

respectivement La
matrice  est la meme pour les deux chanes de Markov 	a savoir celle qui est d enie 	a
la section 
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La gure  nous montre l evolution temporelle des probabilit es d etat pour ces deux
chanes de Markov di erentes Les conditions initiales sont identiques pour les deux
chanes de Markov
 

%  
 
%    % 


%  Leurs  evolutions sont identiques jusquau
d ebut de l equilibre 	a long terme Ensuite toutes les probabilit es d etat de la chane
d ecompos ee se s eparent de celles de la chane d ecomposable La gure  nous montre
le diagramme tempsvariances pour ces deux chanes de Markov di erentes Ici encore
leurs  evolutions sont identiques jusquau d ebut de l equilibre 	a long terme Ensuite elles
se s eparent
	 Test visuel
La gure  illustre le concept expos e 	a la section  Comme le concept de lauto
similarit e est  etroitement li e au concept dinvariance statistique 	a travers les  echelles de
temps le test le plus facile 	a faire pour la d etecter est de reporter le processus moyenn e
X
m
t
sur plusieurs  echelles de temps Lunit e de temps m vaut successivement  
 et  cr eneaux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Figure 
 Evolution temporelle des probabilit es d etat pour la chane de Markov ayant
une matrice de transition d ecomposable a% b% n% et pour la chane de
Markov d ecompos ee
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Figure 
 Diagramme tempsvariances pour la chane de Markov ayant une matrice
de transition d ecomposable a% b% n% et pour la chane de Markov ayant
une matrice de transition d ecompos ee

0 10 0
2 10 2
4 10 2
6 10 2
8 10 2
1 10 3
1.2 10 3
0 10 0 2 10 6 4 10 6 6 10 6 8 10 6 1 10 7N
om
br
e 
de
 p
aq
ue
ts
/
Un
ité
 d
e 
te
m
ps
Temps [créneaux]
Unité de temps=10000 créneaux
0 10 0
5 10 1
1 10 2
1.5 10 2
2 10 2
0 10 0 2 10 5 4 10 5 6 10 5 8 10 5 1 10 6N
om
br
e 
de
 p
aq
ue
ts
/
U
ni
té
 d
e 
te
m
ps
Temps[créneaux]  Unité de temps=1000 créneaux
0 10 0
1 10 1
2 10 1
3 10 1
4 10 1
5 10 1
0 10 0 2 10 4 4 10 4 6 10 4 8 10 4 1 10 5
N
om
br
e 
de
 p
aq
ue
ts
/
Un
ité
 d
e 
te
m
ps
Temps [créneaux]   Unité de temps=100 créneaux
0 10 0
1 10 0
2 10 0
3 10 0
4 10 0
5 10 0
6 10 0
0 10 0 2 10 3 4 10 3 6 10 3 8 10 3 1 10 4
N
om
br
e 
de
 p
aq
ue
ts
/
Un
ité
 d
e 
te
m
ps
Temps [créneaux]  Unité de temps = 10 créneaux
Figure 
 Evolution temporelle du trac g en er e sur plusieurs  echelles de temps H
l
%
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
 Fitting
Notre proc edure de  tting est bas ee sur la chane de Markov d ecrite 	a la section 
qui ne d epend que de trois param	etres son esp erance math ematique son param	etre
de Hurst local et son nombre d etats Rappelons que son esp erance math ematique est
connue E!X" %     b     b
n
 Pour E!X" connu nous pouvons appliquer
lalgorithme suivant

Algorithme  Algorithme Recherche de b
Initialisation
entr ee de E	X

b  b
init
 b
old
repeter
E	X

trouve
  b  b
n

si E	X

trouve
 E	X
 alors
b
old
 b
b  b
sinon
b  b
old
 b
jusqua ce que E	X
 E	X

trouve
 
n
Il faut  eviter de prendre b
init
trop petit Le domaine de validit e o	u le processus a un
comportement autosimilaire est donn e 	a la section  Ce domaine peut etre augment e
en ayant plus d etats dans la chane de Markov a est utilis e pour ajuster la pente de
la courbe  pour avoir le param	etre de Hurst local H
l
d esir e a est trouv e it erativement
	a laide dune m ethode de NewtonRaphson

 est estim ee 	a laide dune proc edure
de moindres carr es La gure  montre un diagramme tempsvariances pour une
chane de Markov 	a cinq  etats dont le param	etre de Hurst local varie de  	a  Il faut
relever que le domaine de validit e augmente lorsque le param	etre de Hurst local devient
plus important quand H
l
  En dautres termes si nous voulons que la chane de
Markov ait un comportement autosimilaire sur un intervalle donn e il faudra quelle ait
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 Diagramme tempsvariances pour une chane de Markov 	a   etats ayant
un param	etre de Hurst local variant entre  	a  E!X" % 
plus d etats si le param	etre de Hurst local est faible que sil est  elev e Le domaine de
validit e est tr	es apparent 	a la gure  Prenons par exemple la courbe o	u H
l
% 
le coude y est tr	es visible il s epare le domaine o	u le processus a un comportement
autosimilaire du domaine o	u il a un comportement de type poissonien Remarquons
que pour des valeurs extremes du param	etre de Hurst local H
l
%   la courbe
comporte quelques vagues Le tableau  donne quelques valeurs trouv ees 	a laide de
lalgorithme
 Simulateur
La simulation dune telle chane de Markov exige detre prudent 	a cause des grandes
di erences quon peut trouver entre deux probabilit es de transition Pour illustrer le
probl	eme auquel nous pouvons etre confront es prenons par exemple une chane de Mar
kov du type d ecrit 	a la section  ayant   etats avec a %  et b %  nous trouvons
que a
 
% 
 
mais a

% 
 
 donc le rapport entre ces deux probabilit es de tran
sition est de 
	
 Si nous simulons la chane de Markov de mani	ere classique il faudra
un excellent g en erateur de nombres al eatoires Si le rapport des probabilit es de transi

n H
l
a b
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 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Tableau 
 Valeurs de a et de b en fonction de H
l
et de n E!X" % 
tion est plus grand aucun g en erateur de nombres al eatoires ne sera capable de g en erer
correctement du trac selon la chane de Markov donn ee Cest pourquoi nous avons
utilis e une technique it erative Supposons par exemple que a %  et que la chane de
Markov se trouve dans le premier  etat alors un chire entre  et  est g en er e 	a laide
dun g en erateur de nombres al eatoires able !" Si le nombre obtenu est inf erieur 	a
 a %   nous en d eduisons que le prochain  etat nest pas l etat  mais quil est
compris entre  et n La proc edure se poursuit jusqu	a ce que le nombre obtenu par le
g en erateur de nombres al eatoires soit sup erieur 	a  a ou que le dernier  etat soit atteint
Pour r esumer la probabilit e de se retrouver dans l etat i en sachant que nous nous trou
vons dans l etat  est probY
t
% ijY
t
%  %  a
i
avec i %    n et la probabilit e
de rester dans l etat  est donn ee par probY
t
% jY
t
%  %   
P
n 
i
 a
i
 Ainsi
nous ne sommes pas limit es par le nombre d etats de la chane de Markov Nous avons
vu comment changer d etat alors que nous sommes dans le premier  etat mais lorsque
nous sommes dans un autre  etat le rapport des probabilit es de transition est tr	es im
portant  egalement En reprenant lexemple pr ec edent dans le 
e
 etat la probabilit e de
transition probY
t
% jY
t
%  % b a

%   
 
et probY
t
% jY
t
%  %
  probY
t
% jY
t
%  %    
 
 De nouveau le probl	eme se pose quant aux
grandes di erences entre les probabilit es de transition Une technique est dutiliser la

m ethode pr ec edente pour savoir si nous changeons d etat ou non On peut par exemple
se xer un seuil arbitraire et g en erer autant de nombres avec le g en erateur de nombres
al eatoires quil est n ecessaire Si nous reprenons lexemple pr ec edent et que nous xons le
seuil 	a   il faudra que quatre fois de suite le nombre al eatoire soit inf erieur 	a  
et la derni	ere fois inf erieur 	a  par exemple pour que le modulateur passe du der
nier  etat au premier Au lieu dutiliser cette m ethode nous avons proc ed e di eremment
car meme si elle est pr ecise et able elle pr esente linconv enient detre lente Au lieu
de faire un calcul 	a chaque cr eneau pour savoir dans quel  etat la chane de Markov
se trouvera au cr eneau suivant nous protons du fait que cette derni	ere va rester de
longues p eriodes dans le meme  etat pour calculer ce tempsl	a La longueur des temps de
s ejour dans un meme  etat est distribu ee g eom etriquement Comme les probabilit es de
rester dans le meme  etat peuvent etre voisines de  il convient de tester la distribution
g eom etrique g en er ee Pour ce faire nous lavons test ee avec des param	etres variant de
 	a  
 
 Pour chaque param	etre nous avons g en er e  longueurs de temps
de s ejour et avons trouv e une erreur dau plus # entre lesp erance math ematique de
la distribution et la moyenne obtenue par simulation Le modulateur change d etat selon
la m ethode it erative discut ee plus haut et lorsque le modulateur est dans un  etat le
temps de s ejour est trouv e 	a laide du g en erateur de nombres al eatoires Ainsi 	a chaque
it eration la chane de Markov change d etat
 Probleme de la le dattente
Dans cette section nous allons observer le comportement dune le dattente ayant
un temps de service x e de K cr eneaux le processus des arriv ees est discret pour
chaque cellule entrant dans le syst	eme une seule cellule peut etre servie 	a la fois la
le ne poss	ede quun serveur Aucune priorit e nest prise en compte et la strat egie de
service de la le dattente est du type FCFS La le dattente poss	ede c places Si une
cellule arrive alors que la le dattente est pleine alors elle est  elimin ee Les arriv ees de
cellules sont modul ees par la chane de Markov d ecrite 	a la section  Pour le calcul de
cette le dattente nous introduisons le concept de minicr eneau le temps de K mini

cr eneaux  etant  egal au temps de service dune cellule Le rapport des d ebits entre lentr ee
et la sortie est alors donn e par K Maintenant nous allons d ecrire comment obtenir la
distribution de la variable al eatoireXK
t
en fonction de K La variable al eatoireXK
t
est le nombre de cellules arrivant pendant un intervalle de temps de K cr eneaux
Cette distribution peut etre calcul ee par une formule de r ecurrence K est le nombre
de minicr eneaux k est le nombre de  obtenus pendant l cr eneaux et i l etat du modu
lateur Observons les instants K K K  et soit D
l
k
i la distribution des arriv ees
de cellules entre deux instants K et   K par exemple quand l etat du modulateur
est dans l etat i au commencement du cr eneau alors la formule de r ecurrence est donn ee
par
D
l
k
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t
% jY
t
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avec les conditions initiales suivantes
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% jY
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% jY
t
% i
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La matrice de transition observ ee aux instants K K K  est donn ee par A
K

La matrice de transition de la le dattente Q est du type upperblock Hessenberg La
probabilit e de perte se calcule facilement 	a laide de lalgorithme MBH par la proc edure
d ecrite dans la section  La gure  nous montre l evolution du Cell Loss Ratio
CLR nombre de cellules perduesnombre de cellules  emises en fonction de lutilisation
K  E!X" de la le dattente pour di erentes chanes de Markov Ici E!X" %  et
la longueur de la le dattente est de  places pour toutes les chanes de Markov La
source 	a   etats a un param	etre de Hurst local H
l
%  a %  b %  Avec la
source 	a   etats nous avons cherch e un point commun avec la source 	a   etats Lorsque
lutilisation % les valeurs du CLR des deux sources sont  egales mais ensuite leur
 evolution avec des utilisations plus  elev ees est compl	etement di erente Laugmentation
du param	etre a de la source 	a deux  etats ne r esoud pas le probl	eme car son  evolution

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 Comparaison du CLR pour di erentes chanes de Markov 	a  et 	a   etats
c % 
reste toujours la meme On observe seulement un d ecalage de la courbe vers le haut
Sur la meme gure l evolution du CLR dune source poissonienne est montr ee 	a titre
illustratif Il est int eressant de voir que le comportement du CLR en fonction de luti
lisation est le meme pour une chane 	a   etats que celui de la chane 	a   etats Ceci
est montr e 	a la gure  Le param	etre de Hurst local a une grande in uence sur le
comportement de la le dattente Ici nous avons consid er e une chane de Markov 	a 
 etats en variant le param	etre de Hurst local mais il ne faut pas oublier que le domaine
de validit e o	u le processus se comporte comme un processus autosimilaire augmente
avec H
l
 La gure  nous montre comment le param	etre de Hurst local in uence le
comportement de la le dattente Pour voir si le param	etre de Hurst est vraiment un
param	etre fondamental pour le comportement de la le dattente on peut construire
une nouvelle chane de Markov en inversant les  etats de telle sorte 	a ce que la chane de
Markov produise des cellules lorsquelle se trouve dans les  etats        n Autrement
dit 

% probX
t
% jY
t
%  %  

%  et 
k
%  
k
%  k %       n et quelle
ait le meme param	etre de Hurst local La gure  nous montre que l evolution du CLR
avec lutilisation nest pas identique 	a celle de la chane originale Donc le param	etre de
Hurst local nest pas un param	etre fondamental pour le comportement de la le dat
tente Comme nous lavons dit au chapitre  les deux param	etres les plus importants

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  etats c % 
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
0 0.2 0.4 0.6 0.8 1 1.2
5 états, Hl=0.8
5 états, Hl=0.75
5 états, Hl=0.85
CL
R
utilisation
Figure 
 Variation du param	etre de Hurst local pour une chane de Markov 	a   etats
E!X" %  c % 

10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
0 0.2 0.4 0.6 0.8 1 1.2
2 états, a=12
5 états, Hl=0.8
5 états inverse, Hl=0.8
CL
R
utilisation
Figure 
 Comportement de la chane de Markov 	a   etats et de son inverse c % 
pour le comportement de la le dattente sont la distribution et la densit e spectrale de
Ut Ut%arriv eestd epartst Or lors de l evaluation du param	etre de Hurst par
la m ethode des variances on  evalue la variance du processus et on la normalise ainsi
on n eglige la valeur absolue de cette derni	ere Si on consid	ere la valeur absolue de la
variance sur plusieurs  echelles de temps alors cet indice nous renseigne sur le deuxi	eme
moment de la distribution sur di erentes  echelles de temps qui est un  el ement important
pour le comportement de la le dattente Maintenant le tout est de savoir comment
se comporte le trac r eel dans la meme le dattente pour voir si les sources que nous
consid erons ne sont pas trop irr ealistes Pour cela nous avons pris un chier de donn ees
de Bellcore que nous avons discr etis e pour ensuite faire entrer les cellules dans la meme
le dattente Le chier comprend environ  millions de cellules En comparant le CLR
de notre source avec celui obtenu par simulation 	a partir dune trace r eelle pAugTL
nous remarquons une bonne correspondance gure 

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Chapitre 
Multiplexage avec du trac
autosimilaire
  Introduction
Dans ce chapitre nous allons nous int eresser au multiplexage statistique quil est
possible dobtenir avec des sources markoviennes ayant des pseudod ependances 	a long
terme Le but est de savoir sil est possible ou non de faire du multiplexage statistique
malgr e le fait que les sources peuvent avoir des comportements qui di	erent de ceux qui
ont  et e g en eralement admis dans ce genre d etudes !" Ce sujet est encore en pleine
mouvance ! " car 	a laube du d eploiement de lATM on sinterroge encore quant
au gain de multiplexage statistique quil est possible dobtenir suite aux armations des
chercheurs de Bellcore Il nest peutetre pas inutile de rappeler quun avantage promis
par lATM  etait quil  etait possible de gagner beaucoup de largeur de bande avec ce
nouveau type de r eseau 	a cause du multiplexage Dautre part nous faisons lanalyse du
cas le pire qui peut se pr esenter sur le r eseau lorsquil nest pas possible de faire du mul
tiplexage statistique Le contexte dans lequel le probl	eme du multiplexage est  etudi e est
celui dun projet scalability enhancements for connectionoriented networks SCONE
dans lequel une nouvelle architecture pour les r eseaux ATM est propos ee Cette architec
ture vise 	a r eduire le cout des controles du au maintien des connexions Ce cout est associ e
au temps de calcul n ecessaire et au stockage dinformations La solution propos ee avec

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 Concept de SCONE
SCONE est de grouper les connexions au sein dun meme r eseau de transit autrement
dit en utilisant des connexions dynamiques chemins virtuels entre les noeuds dacc	es
ATM Les caract eristiques de SCONE concernant lid ee de base sont pr esent ees dans
!" Dans !" une proposition concernant la signalisation dans SCONE est pr esent ee
Elle concerne les r eseaux ATM qui doivent supporter simultan ement l etablissement de
connexion dun Virtual Channel Connection VCC et du Virtual Path VP en une seule
op eration Dans !" cest le controle de trac dans la solution SCONE qui est pr esent e
Dans les pages qui vont suivre nous allons nous int eresser au controle de trac  egalement
mais en prenant comme sources de trac des sources markoviennes produisant du trac
autosimilaire sur une certaine  echelle de temps Dans SCONE le concept de Virtual
Path Trunk VPT est introduit Un VPT est la connexion dun chemin path  etabli
par le r eseau pour r eduire la connaissance awareness de cette derni	ere aux noeuds de
transit Les VCC sont  etablis sur des VPT Ce concept est montr e 	a la gure  Dans
SCONE le CAC est fait au niveau des VPT Les connexions VCC sont de classe Va
riable Bit Rate VBR Les connexions VPT peuvent etre de classe Constant Bit Rate
CBR VBR Available Bit Rate ABR ou Unspeci ed Bit Rate UBR Dans les cas
quon va  etudier on va consid erer uniquement les classes CBR et VBR CBR est un
cas particulier de VBR o	u le param	etre de la connexion est simplement donn e par le
Peak Cell Rate PCR Ces mod	eles ont d ej	a  et e  etudi es dans la litt erature mais 	a notre
connaissance pas avec du trac de type autosimilaire Lorsque la connexion VPT est de
classe CBR on ne peut  evidemment pas avoir de multiplexage statistique entre VPTs
SCONE donne la possibilit e de transporter un trac dune autre classe que CBR pour
pouvoir en b en ecier Lutilisation de la classe VBR pour les connexions VPT permet
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 Multiplexeur
de faire un meilleur usage de la largeur de bande
 Probleme a etudier
Avec de telles connexions le probl	eme est de savoir sil est possible dobtenir un
gain de multiplexage en m elangeant les di erentes sources meme si ce trac est auto
similaire sur une certaine p eriode La gure  montre une description de la situation
Nb connexions identiques de classe VBR ayant les memes attributs de connexion sec
tion  entrent dans le multiplexeur constitu e dune le dattente et dun serveur
Le temps est discret dont lunit e est le cr eneau ATM La taille de la le dattente est
X
buffer
 La connexion VPT est de classe VBR le serveur sert les cellules conform ement
au GCRAT
V PT
 

V PT
 et GCRAR
V PT
 CDV
V PT
 section  Nous allons  etudier
premi	erement les connexions VCC avec du trac autosimilaire sur une certaine  echelle
de temps et ensuite  etudier le multiplexage de toutes ces sources identiques et faire une
comparaison avec le cas le pire worst case
 Entree du multiplexeur

	 Modele du GCRA pour les VCCs
Dans ce paragraphe nous voulons mod eliser le Generic Cell Rate Algorithm GCRA
car 	a lentr ee du multiplexeur nous avons Nb connexions de type VCC qui doivent se
conformer aux param	etres du GCRA Or pour des param	etres de source d enis nous

voulons pouvoir r egler les param	etres du GCRA de telle sorte 	a ce que la perte soit
inf erieure 	a un certain taux Pour commencer rappelons le role du GCRA LATM
Forum !" et lITU !" ont sp eci e un m ecanisme pour le User Network Interface
UNI qui controle le trac s ecoulant 	a travers une connexion VCC Ce m ecanisme est
appel e GCRA qui est utilis e pour d enir une relation entre le PCR et le Cell Delay
Variation CDV et une relation entre le Sustained Cell Rate SCR et Burst Tolerance
BT Le GCRA d epend de deux param	etres son incr ement not e T
V CC
ici et sa limite
not ee 

V CC
ici Cet algorithme d enit un Theoretical Arrival Time TAT qui est le
temps darriv ee nominal dune cellule !" Si le temps darriv ee nest pas inf erieur 	a
TAT   

V CC
 alors la cellule est d eclar ee conforme et lalgorithme ajourne sa valeur de
TAT 	a maxt TAT  $ 

V CC
 sinon la cellule est d eclar ee nonconforme Les  equations
du compteur du GCRA et du travail inachev e un nished work dune le dattente
G D  c sont les memes Le comportement du GCRA est le meme que celui dune
le dattente en ce qui concerne le rejet de cellules si on admet que le d ebit maximum
	a lentr ee du GCRA est le meme que le d ebit maximum 	a la sortie de ce dernier Une
grande di erence cependant entre les deux m ecanismes est que le GCRA ne modie pas
la forme du trac alors que la le dattente le fait Ici nous examinons uniquement le rejet
ou le marquage des cellules Loccupation de la le dattente est dtravail inachev e De
avec D  etant le temps de service Dans la le dattente on rejette des cellules lorsque la
le dattente est pleine et que dtravail inachev e De exc	ede la grandeur de la le dattente
tandis quavec le GCRA on marque les cellules quand le compteur d epasse une certaine
limite Or nous savons que les  equations du compteur du GCRA et du travail inachev e
de la le dattente sont les memes Pour une le dattente susamment longue #
derreur au maximum pour une le dattente dau moins  places on peut dire que la
limite du GCRA % longueur de la le dattenteD Ici D % T
V CC
et la limite du GCRA
est donn ee par 

V CC


	 Parametres du GCRA pour VBR et pour CBR
ATMForum autorise la transmission de trac de classe CBR ou de classe VBR sur
une connexion VCC Pour les connexions de classe CBR lusager ne d eclare pas de

SCR mais uniquement un PCR En dautres termes les cellules qui arrivent doivent
etre conformes 	a GCRAT
V CC
%  R
V CC
 CDV
V CC
 avec CDV
V CC
 etant petit Pour
du trac VBR la source devra d eclarer PCR
V CC
% R
V CC
 SCR
V CC
%  T
V CC

BT
V CC
% 

V CC
 et CDV
V CC
 En dautres termes les cellules qui arrivent devront se
conformer 	a deux GCRA cons ecutifs le premier  etant GCRAR
V CC
 CDV
V CC
 et le
second GCRAT
V CC
 

V CC
 Lavantage de faire usage de connexions VBR est quil est
possible denvoyer un  ux de cellules coll ees les unes aux autres durant une p eriode de
temps qui d epend de la valeur de BT Il ne faut cependant pas oublier que le m ecanisme
	a mettre en oeuvre dans le r eseau est plus complexe

		 Calcul de la perte dans un GCRA sur le VCC
Dans le paragraphe  nous avons vu que dans ce contexte le GCRA pouvait etre
remplac e par une le dattente Dans ce paragraphe nous allons  evaluer la probabilit e de
perte de cellules dans le GCRA en fonction de ses param	etres avec une source d etermin ee
chane de Markov 	a   etats avec di erents param	etres de Hurst local Les gures  
et  nous montrent pour une probabilit e de perte allant de 
 	
	a 
 
dans le GCRA
quel 

V CC
il faut d eclarer pour chaque SCR La gure  montre comment un plus faible
CLR in uence la valeur de 

V CC

 Multiplexeur

 Cas le pire worst case
Dans cette section le cas le pire est envisag e pour calculer la grandeur de la le
dattente n ecessaire an quil ne se produise aucune perte de cellules suite 	a un  eventuel
d ebordement Les sources  emettent toutes en meme temps 	a plein r egime jusqu	a ce
quelles nen aient plus lautorisation 	a cause du GCRA plac e sur les connexions VCC
On admet que la le dattente est vide au d epart et que les attributs des connexions VCC
sont tous identiques La le dattente est suppos ee etre relativement grande et le CDV pe
tit qui est ignor e pour la suite des calculs Les attributs de la connexion sont les suivants
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Figure 
 Multiplexeur
CA
V PT
% T
V PT
 

V PT
 R
V PT
 et ceux du trunk sont TA
V PT
% Nb T
V CC
 

V CC
 R
V CC

Le trac de la connexion VPT est liss e par la le dattente de taille X
buffer
dont la
sortie est conforme au GCRAT
V PT
 

V PT
 Le calcul de la taille minimale quil fau
drait Req Buf pour la le dattente X
buffer
se fait en s eparant les di erentes situations
qui peuvent se pr esenter Tout dabord deux cas sont triviaux premi	erement lorsque
Nb T
V CC
  T
V PT
 il faut une le dattente de longueur innie Req Buf % Cas
 et deuxi	emement lorsque Nb  R
V CC
  T
V PT
alors il ny a meme pas besoin de
le dattente Req Buf%  Cas  Outre ces deux cas examinons ce qui peut se passer
Sur les connexions VCC comme sur la connexion VPT les longueurs des rafales sont
limit ees 	a cause des GCRA On sait !" que la longueur dune rafale est donn ee par la
formule suivante
 t
rafale
%  R $ 
 R  T    avec R  etant le PCR  T le SCR et

 la BT de la connexion Soit la rafale sur la connexion VPT t

 est plus longue que
celle de la connexion VCC t
 
 soit cest linverse Dautre part il faut consid erer le cas
o	u Nb  R
V CC
 R
V PT
et le cas o	u Nb  R
V CC
 R
V PT
 On a ainsi  combinaisons 	a
consid erer s eparement
 Nb R
V CC
 R
V PT
 t

 t
 
Cas  gure 
La longueur de la rafale t

est donn ee par
t

%

Nb R
V CC
$


V PT
Nb R
V CC
 T
V PT
  

et celle de t
 
par
t
 
%

R
V CC
$


V CC
R
V CC
 T
V CC
  

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 Remplissage de la le dattente quand Nb R
V CC
 R
V PT
 t

 t
 
Nous en d eduisons facilement que
Req Buf % Nb R
V CC
 

T
V PT
t
 
  t

 
 Nb R
V CC
 R
V PT
 t

 t
 
Cas 
Req Buf % 
 Nb  R
V CC
 R
V PT
 t

 t
 
Cas  gure  Dapr	es la gure nous voyons
imm ediatement que
Req Buf % NbR
V CC
 R
V PT
t

$ NbR
V CC
 

T
V PT
t
 
  t

 
Si maintenant nous remplacons  $ 

V PT
 T
V PT
   R
V PT
 par M
V PT
alors
Req Buf % M
V PT

Nb R
V CC
R
V PT
 $
M
V CC
R
V CC
 
M
V PT
R
V PT
NbR
V CC
 

T
V PT
 
 NbR
V CC
 R
V PT
 t

 t
 
Cas  gure  Dapr	es la gure  nous voyons
imm ediatement que
Req Buf % NbR
V CC
 R
V PT
t
 
 

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Figure 
 Remplissage de la le dattente quand Nb R
V CC
 R
V PT
 t

 t
 
Si maintenant nous remplacons  $ 

V CC
 T
V CC
   R
V CC
 par M
V CC
alors il
vient
Req Buf % M
V CC
Nb

 
R
V PT
Nb R
V CC



 Algorithme du cas le pire worst case
Pour r esumer la fonction qui nous donne la longueur du tampon buer n ecessaire
pour chaque cas qui se pr esente au multiplexeur est donn e par

Algorithme  Algorithme Req Buf
si Nbm
V CC
 m
V PT
alors Req Buf  cas 
sinon si NbR
V CC
  m
V PT
alors Req Buf   cas 
sinon si NbR
V CC
  R
V PT
alors
si t

 t
 
alors Req Buf  NbR
V CC
m
V PT
t
 
 t

 cas 
sinon Req Buf   cas 
sinon si M
V CC
R
V CC
M
V PT
R
V PT
alors
Req Buf  M
V PT
Nb  R
V CC
R
V PT
   M
V CC
R
V CC
 M
V PT
R
V PT
Nb 
R
V CC
 T
V PT
 cas 
sinon Req Buf  M
V CC
NbR
V PT
NbR
V CC
 cas 
n
Le tableau  donne les expressions utilis ees dans lalgorithme

	 Exemples
Dans ce paragraphe nous allons examiner le comportement de lalgorithme au travers
de quelques exemples Commencons par examiner la gure  La premi	ere courbe
montre l evolution de Req Buf en fonction de R
V PT
lorsque  T
V PT
% SCR
V PT
% 

Expressions utilisees dans lalgorithme
m
V PT
%  T
V PT
m
V CC
%  T
V CC
M
V PT
%  $ 

V PT
 T
V PT
   R
V PT

M
V CC
%  $ 

V CC
 T
V CC
   R
V CC

t

%  Nb R
V CC
 $ 

V PT
 NbR
V CC
 T
V PT
  
t
 
%  R
V CC
$ 

V CC
 R
V CC
 T
V CC
  
Tableau 
 Expressions utilis ees dans lalgorithme
Mbs R
V PT
ne peut  evidemment pas etre inf erieur 	a  Mbs mais dautre part  T
V PT
ne peut pas etre inf erieur 	a  Mbs % Nb   T
V CC
 Dans la premi	ere partie de la
courbe M
V PT
 R
V PT
 M
V CC
 R
V CC
avec Nb  R
V CC
 R
V PT
 ce qui signie que
t

 t
 
 Req Buf augmente lorsque R
V PT
diminue A la limite lorsque R
V PT
%  T
V PT

nous nous retrouvons dans le cas o	u VPT est de classe CBR Il faut que la le dattente
puisse absorber toutes les rafales bursts issues des VCC Dans la deuxi	eme partie de
la courbe M
V PT
 R
V PT
 M
V CC
 R
V CC
avec Nb  R
V CC
 R
V PT
 ce qui signie que
t

 t
 
 Il est int eressant de noter ici que Req Buf reste presque constant pour nimporte
quelle valeur de R
V PT
 Il est donc inutile daugmenter R
V PT
et par cons equent de
gaspiller de la largeur de bande d	es que t

 t
 
car Req Buf reste 	a peu pr	es constant
La limite se situe 	a R
V PT
%  Mbs dans ce cas La deuxi	eme courbe nous montre
l evolution de Req Buf pour le meme 

V PT
mais pour  T
V PT
%  Mbs R
V PT
pourra
commencer plus bas cette foisci 	a  Mbs La valeur constante du buer est plus
 elev ee que dans le cas pr ec edent  Mb contre  Mb La troisi	eme courbe reste 	a
peu pr	es constante lorsque R
V PT
augmente car 

V PT
%  sec donc ce type de connexion
est de classe CBR ayant un d ebit de  T
V PT
 Comme R
V PT
  T
V PT
 le changement de
R
V PT
ne change rien au d ebit de la connexion car 	a aucun moment on a lautorisation
de transmettre des cellules 	a ce d ebit La gure  nous montre l evolution de Req Buf
en fonction de  T
V PT
 Il est int eressant de constater que lorsque R
V PT
%  Mbs
Req Buf%  Mb si  T
V PT
  Mbs pour t

 t
 
car 

V PT
est susamment grand
pour absorber les rafales en provenance des VCCs Ici aussi nous remarquons qu	a partir
de SCR
V PT
%  T
V PT
%  Mbs laugmentation de SCR
V PT
%  T
V PT
est un
gaspillage de largeur de bande Pour les deux courbes suivantes nous avons  egalement
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Figure 
 Evolution de Req Buf en fonction R
V PT
dans le cas le pire avec T
V CC
%
 SCR
V CC
%  sMb R
V CC
% Mbs 

V CC
% sec
 T
V PT
	 R
V PT
 Notons que pour  T
V PT
%  Mbs et R
V PT
%  Mbs 

V PT
napporte plus rien car VPT peut etre consid er e comme une connexion de classe CBR
La gure  nous montre l evolution de Req Buf en fonction de 

V PT
 Si R
V PT
% 
Mbs alors Req Buf%  Mb pour 

V PT
  sec Si R
V PT
  Mbs il est int eressant
de constater que Req Buf est n ecessairement non nul car la connexion VPT ne peut pas
 ecouler tout le trac en provenance des connexions VCC et ceci quel que soit 

V CC
 Quand
 T
V PT
diminue le coude de la courbe s eparant le cas  du cas  se d eplace vers la
droite Autrement dit si on diminue le SCR sur la connection VPT il faut compenser
par BT si on ne change pas le d ebit maximal R
V PT
 de la connexion Comme pour les
autres gures nous avons des r egions dans lesquelles il nest pas int eressant daugmenter


V PT
 Pour la premi	ere courbe par exemple il nest pas int eressant que 

V PT
 
sec La gure  nous montre la surface minimale des param	etres 

V PT
 R
V PT
et
 T
V PT
pour une certaine grandeur de tampon buer Si par exemple X
buffer
%  Mb
alors R
V PT
  et les deux degr es de libert e quil nous reste sont  T
V PT
et 

V PT

Si nous voulons que 

V PT
%  alors  T
V PT
  Par contre si nous voulons que
 T
V PT
%  il faudra que 

V PT
  Nous remarquons que laugmentation de
R
V PT
audel	a de  Mbs ne sert 	a rien Cette derni	ere gure conclut ce paragraphe
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Figure 
 Mod	ele du multiplexeur lorsque la connexion VPT est de classe CBR
Au travers des exemples que nous avons vus il apparat clairement que des ajustements
de param	etres peuvent etre mauvais Pour bien faire il faudrait toujours se situer sur la
surface qui est d ecrite par la gure 

 Modelisation du multiplexeur
En ce qui concerne la perte de cellules il est possible de mod eliser le multiplexeur de
la mani	ere suivante
 lorsque la connexion VPT est de classe CBR le serveur de la le
dattente est un serveur d eterministe gure  par contre lorsque la connexion est
de classe VBR le mod	ele se complique un petit peu Nous avons une succession de deux
les dattente dont le d ebit du premier serveur est  egale au d ebit de la connexion VPT

bufferX
Débit maximum = R
VPT
Serveur déterministe
Débit = 1/TVPT
VPT
 TVPT
τ
Figure 
 Mod	ele du multiplexeur lorsque la connexion VPT est de classe VBR
	a savoir R
V PT
et dont le d ebit du deuxi	eme serveur est  egal au SCR de la connexion
VPT 	a savoir  T
V PT
 La taille de la deuxi	eme le dattente est approximativement
 egale 	a 

V PT
 T
V PT
gure  La vitesse de transfert des cellules de la premi	ere le
dattente le dattente physique de tailleX
buffer
 	a la seconde le dattente virtuelle
est limit ee par le d ebit maximum de la connexion VPT Quelle est la signication de
ceci Nous remarquons que lorsque le d ebit instantan e est inf erieur au d ebit maximum
R
V PT
 de la connexion VPT alors le gain dune connexion de classe VBR par rapport
	a une connexion de classe CBR est quelle ore une le dattente virtuelle de longueur
approximativement  egale 	a 

V PT
 T
V PT
en plus de la le dattente physique X
buffer
 Mais
par contre si le d ebit instantan e peut etre plus important que le d ebit maximum de la
connexion VPT le gain de la classe VBR par rapport 	a la classe CBR peut etre nul ca
va d ependre du trac Imaginons par exemple un trac sporadique ou si les Nb sources
	a lentr ee du multiplexeur sont fortement corr el ees par exemple Il est donc important
de constater quon y gagne beaucoup avec une connexion VPT de classe VBR lorsque
le d ebit instantan e des sources est inf erieur au d ebit maximum de la connexion VPT
mais le d ebit maximum des sources peut par contre etre plus  elev e en dautres termes
Nb R
V CC
peut etre sup erieur 	a R
V PT


 VPT de classe CBR
Les r esultats des simulations lorsque VPT est de classe CBR sont montr es 	a la 
gure  et 	a la gure  Pour faire ces simulations nous avons envisag e la situation
suivante
 Nb %  sources de classes VBR entrent dans le multiplexeur Leur d ebit
maximum est de  Mbs R
V CC
%  Mbs Les sources sont toutes identiques n % 
H
l
%      Mbs Pour la simulation cinq s eries de 

cr eneaux ont  et e
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Figure 
 CLR du multiplexeur pour une le dattente de  places int de conf
# Nb %  sources n %   Mbs la connexion VPT est de classe CBR
g en er ees pour chaque point La gure  montre que si nous acceptons un taux de
pertes de 
 

dans la le dattente X
buffer
 il est possible dobtenir un gain de multi
plexage statistique denviron  pour des sources markoviennes ayant des param	etres
de Hurst local H
l
%  Par contre si nous extrapolons la courbe obtenue et quon
exige un taux de pertes de 
 
 alors le gain nest plus que de  environ La situation
est  evidemment pire avec des sources markoviennes ayant des param	etres de Hurst local
plus  elev es La gure  montre que pour un taux de pertes exig e ici 
 

 laug
mentation de la longueur de la le dattente nest pas tellement avantageuse surtout
pour des sources markoviennes ayant des param	etres de Hurst local  elev es L etude est
limit ee 	a des les dattente relativement courtes ce qui limite la g en eralisation de cette
armation

 VPT de classe VBR
La simulation sest faite de la meme facon quau paragraphe  mais ici la source
est la meme pour toutes les simulations n % H
l
%   Mbs leur d ebit maximum
est de  Mbs R
V CC
%  Mbs Pour la simulation cinq s eries de 

cr eneaux ont  et e
g en er ees pour chaque point La premi	ere comparaison que nous pouvons faire 	a partir
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
 Grandeur de la le dattente cellules en fonction de R
V CC
 CLR%
 

de la gure  est celle des deux premi	eres courbes Nous remarquons que lorsque


V PT
 en nombre de cr eneaux reste constant le taux de perte CLR augmente si R
V PT
augmente ce qui est logique car ici 

V PT
est exprim e en cr eneaux et pas en secondes La
deuxi	eme comparaison que nous voulons faire est celle des deux derni	eres courbes qui
sont pratiquement identiques La premi	ere courbe indique le taux de pertes CLR dans
la le dattente X
buffer
lorsque celleci a  places et que 

V PT
%  cr eneaux %
ms si R
V PT
%  Mbs et la seconde indique le taux de pertes dans la le dattente
X
buffer
lorsque celleci a  places et que 

V PT
%  cr eneau Les cinq traces pour
la g en eration de trac sont les memes pour les deux cas la racine de chacun des cinq
g en erateurs de nombres al eatoires est identique pour les deux s eries des simulations
Ainsi la comparaison en est facilit ee puisque ce ne sont que les di erences inh erentes
au m ecanisme de controle qui apparaissent et non des di erences dues aux g en erateurs
de nombres al eatoires Ces deux courbes sont presque identiques ce qui indique que
dans le cadre de nos simulations lapproximation du service VBR par une le dattente
suppl ementaire est bonne R
V PT
a  et e arbitrairement choisi deux fois plus grand que
 T
V PT
 Le r esultat de cidessus indique que la trac issu du multiplexeur ne d epasse
pas souvent cette valeur mais il ne faut pas perdre de vue que nous avons consid er e Nb
sources ind ependantes non corr el ees entre elles On peut deviner que le r esultat ne serait

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Figure 
 CLR du multiplexeur pour une le dattente de  places Nb %  sources
n %  H
l
%   Mbs la connexion VPT est de classe VBR
pas  et e le meme si elles lavaient  et e

Chapitre 
Conclusion
Le chapitre  pr esente le contexte actuel dans lequel a  et e eectu e cette th	ese et
le d ebat anim e que les r ecentes d ecouvertes des chercheurs de Bellcore a suscit e Au
chapitre  ATM et Ethernet sont tr	es bri	evement introduits
Au chapitre  le mod	ele markovien SSMP tr	es g en eral que nous utilisons tout au
long de la th	ese est pr esent e ainsi que ses caract eristiques La r esolution du probl	eme de
la le dattente est tout 	a fait int eressante Lalgorithme MBH est utilis e 	a cette n et
permet de calculer tr	es ecacement la probabilit e de perte et la probabilit e doccupation
de la le dattente
Au chapitre  des r esultats de mesures sur les r eseaux de lEPFL et de Bellcore sont
expos es Les mesures sur le r eseau de lEPFL ont  et e eectu ees 	a laide dun logiciel
d evelopp e dans les laboratoires LBL 	a Berkeley en Californie Tcpdump tandis que les
mesures de Bellcore ont  et e eectu ees 	a laide dun mesureur d edi e 	a cette tache Plu
sieurs m etriques ont  et e  evalu ees lindice de dispersion le coecient de variation et le
param	etre de Hurst par la m ethode des variances Le trac mesur e est tr	es variable au
cours du temps sur de tr	es longues p eriodes
Au chapitre  une m ethode pour interconnecter Ethernet 	a DQDB en mode message
est pr esent ee ca signie que la trame Ethernet doit etre compl	etement arriv ee au noeud
DQDB avant de pouvoir etre transmise sur le r eseau Pour ce type dinterconnexion des
formules pour l evaluation du d elai et de l ecarttype de ce dernier ont  et e  elabor ees en
consid erant le cas le pire pour le trac s ecoulant sur Ethernet Le cas le pire sur Ethernet

consid	ere toutes les cellules apr	es conversion de trac coll ees les unes aux autres dont
les rafales bursts sont de longueur variable L evaluation de la performance de cette
interconnexion montre que le d elai moyen dacc	es au bus DQDB d epend fortement de la
distance entre la station et le g en erateur de cr eneaux alors que l ecarttype du retard y
est insensible Des formules simples permettant de calculer le temps moyen et l ecarttype
du retard de lacc	es au bus sont donn ees
Au chapitre  nous avons consid er e les param	etres qui avaient beaucoup din uence
sur le comportement de la le dattente 	a savoir la moyenne de la di erence entre les
arriv ees et les d eparts dans la le dattente de la variance et de la densit e spectrale
autour de z ero de cette di erence Des exemples num eriques illustrent limportance de
ces param	etres La connaissance de ces param	etres permet de r eduire grandement une
chane de Markov modul ee produisant du trac destin e 	a etre stock e dans une le dat
tente comme cest le cas dans le multiplexage par exemple si nous nous int eressons 	a
loccupation et 	a la perte dans cette derni	ere Nous avons appliqu e cette m ethode 	a du
trac mesur e sur le r eseau de lEPFL pour trouver un mod	ele de trac La comparaison
entre la moyenne des pertes du mod	ele et des mesures dans la le dattente est encou
rageante mais le nombre de param	etres 	a manipuler est tr	es important Une m ethode
doptimisation ecace le Tabu Search a  et e utilis ee 	a cet eet
Au chapitre  nous comparons du trac mesur e 	a lEPFL et 	a Bellcore avec
di erents mod	eles normalement utilis es pour la repr esentation du trac de donn ees Les
mesures faites sur les deux r eseaux Ethernet ont montr e une tr	es grande variabilit e du
trac en comparaison avec les mod	eles conventionnels En nous basant sur la th eorie de
la d ecomposabilit e de Courtois nous trouvons quun mod	ele markovien modul e 	a cinq
 etats est capable de reproduire une grande variabilit e du trac sur un intervalle de temps
raisonnable de  ms 	a plus de  minutes Nous avons  evalu e et compar e lindice de
dispersion le coecient de variation le param	etre de Hurst local du mod	ele markovien
modul e 	a cinq  etats avec les mesures de Bellcore un mod	ele poissonnien et un mod	ele
de source ONOFF
Au chapitre  nous introduisons le concept de pseudod ependances 	a long terme
pour tenir compte de lintervalle ni sur lequel lautosimilarit e est observ ee Le nouveau

mod	ele pr esent e est capable de produire un comportement autosimilaire sur un intervalle
de temps ni A la di erence de celui d ecrit au chapitre  celuici ne d epend que de trois
param	etres et est ais ement manipulable Lavantage des mod	eles markoviens est quil est
possible de r eutiliser toutes les techniques bien connues de la th eorie des les dattente
d evelopp ees dans le pass e pour  evaluer la performance des r eseaux de communication
Une m ethode quantitative bas ee sur la th eorie de la d ecomposabilit e de Courtois est
donn ee pour  evaluer le domaine sur lequel le processus a un comportement autosimilaire
Au chapitre  nous nous int eressons au probl	eme du multiplexage statistique Larchi
tecture de base SCONE sur laquelle sont faites les  etudes de performances est novatrice
et n ecessite une  etude pr eliminaire pour savoir quel est le gain quon peut esp erer ob
tenir en faisant du multiplexage statistique Une  etude pr eliminaire consid erant le cas
le plus d efavorable worst case a  et e men ee pour bien comprendre le syst	eme et pour
d egager des principes importants du multiplexage de connexions de classe VBR sur une
connexion de classe VBR
Pour r esumer nous avons au cours de ce long p eriple essay e de r epondre 	a la ques
tion suivante
 la mod elisation markovienne atelle encore un sens dans lanalyse du
trac des r eseaux informatiques  Nous y avons r epondu par larmative suite 	a un
certain nombre d etudes Le mod	ele markovien qui a  et e trouv e ne d epend que de trois
param	etres et permet de repr esenter du trac ayant les caract eristiques du trac me
sur e par les chercheurs de Bellcore Ce mod	ele trouv e a le grand avantage detre simple
et facilement manipulable Il est ainsi possible de r eutiliser les th eories des les dat
tente qui ont  et e d evelopp ees dans le pass e pour  evaluer la performance des r eseaux de
communication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Chapitre 
Annexes
    Calcul de la probabilite doccupation de la le
dattente
Pour le calcul de la probabilit e doccupation de la le dattente SSMPGc nous
allons tout dabord s eparer deux cas distincts lorsque la le est vide d %  et lorsquelle
ne lest pas d  
pour d  
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en introduisant temporairement les notations suivantes
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Ainsi les  equations  et  peuvent s ecrire
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Nous supposons lexistence de probabilit es stationnaires pour t  ca signie que la
chane de Markov est homog	ene et irr eductible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Il est important de noter que ces limites sont ind ependantes de l etat initial de la chane de
Markov Pour la suite nous admettons que le temps r esiduel de service est ind ependant de
loccupation du syst	eme ca signie que pour r   prob
j
k r % prob
j
kprobR % r
Mais rappelons que r   sil y a au moins une cellule dans le syst	eme de le dattente
et que
P

r
probR % r %  Ainsi les  equations  et  deviennent
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Introduisons la notation suivante
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P repr esente le vecteur des probabilit es stationnaires du syst	eme de la le dattente avec
P
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% probN
t
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t
% j et Q repr esente la matrice de transition du meme syst	eme
Les  equations du syst	eme de le dattente  equations  et  peuvent se mettre
sous la forme suivante
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   Calcul de la moyenne et de la variance
Pour trouver la formule  nous allons partir de la formule  Par d enition
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mais si nous admettons que la le dattente est vide chaque fois que le premier cr eneau
de la rafale arrive alors il est susant de ne consid erer quune seule rafale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Pour trouver la formule  les d eveloppements sont presque identiques 	a ceux que
nous avons faits pour trouver la moyenne Nous allons partir de la formule  Par
d enition la variance 
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mais si nous admettons que la le dattente est vide chaque fois que le premier cr eneau
de la rafale arrive alors il est susant de ne consid erer quune seule rafale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   Calcul des moments du MMPP
Soit X est une variable al eatoire 	a valeurs enti	eres non n egatives X  NI  alors sa
fonction g en eratrice est d enie par
fz % E!z
X
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X
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probX % kz
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o	u k  NI et o	u z est une variable complexe Nous savons que la loi de probabilit e est
d enie de mani	ere unique par sa fonction g en eratrice associ ee Pour la distribution de
Poisson
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en d erivant nous obtenons
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en posant z %  nous voyons imm ediatement que f
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partir de l	a il est tr	es facile de d eterminer les di erents moments de la loi de Poisson
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Maintenant calculons ' Pour une chane de Markov de type SSMP 	a deux  etats la
fonction dautocovariance est donn ee par Ck % 
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vaut apr	es quelques calculs
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   SMP
Le processus SMP est plus g en eral que le processus SSMP ce nest plus 	a un  etat
quon associe une loi de probabilit e mais 	a un  etat du modulateur et 	a celui qui la
pr ec ed e Lorsque le modulateur se trouve dans l etat i 	a linstant t et  etait dans l etat j
	a linstant t   la probabilit e que la chane de Markov g en	ere k cellules est probX
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on peut mettre cette expression sous forme matricielle
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   MBH
Pour nous aider 	a comprendre lalgorithme MBH nous allons partir de l equation
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les  equations utilis ees dans lalgorithme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Tous les d etails concernant le m ecanisme dinversion et la pr ecision peuvent etre
trouv es dans !" on peut aussi voir dans !" Ici nous allons encore exposer bri	evement
le calcul de la constante de normalisation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  	 Calcul des temps dinterarrivees pour le modele
markovien dependant de peu de parametres
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Lesp erance math ematique de cette distribution se calcule de la facon suivante
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Chapitre 
Memo
   Sigles
ACF Access Control Field
ARIMA Autoregressive Integrated Moving Average
ARMA Autoregressive Moving Average
ATM Asynchronous Transfer Mode
BISDN Broadband Integrated Services Digital Network
CAC Connection Acceptance Control
CATV Community Antenna TV
CD CNT Count Down
CRC Cyclic Redundancy Check
DBMAP Discrete Batch Markovian Arrival Process
DQDB Dual Queue Distributed Queue
EGP Exterior Gateway Protocol
F$E Forschung und Entwicklung
FIFO First In First Out
HMM Hidden Markov Model
IEEE Institute of Electrical and Electronics Engineers
ICMP Internet Control Message Protocol
IMPDU Initial MAC PDU
IP Internet Protocol
ITU International Telecommunication Union
LAN Local Area Network
LBL Lawrence Berkeley Laboratory
MAC Medium Access Control
MBH Matrix Block Hessenberg
MMPP Markov Modulated Poisson Process

PDU Protocol Data Unit
QoS Quality of Service
RD Research and Developpment
REQ CNT Request Counter
SSMP Special SemiMarkov Process
TCP Transmission Control Protocol
UDP User Datagram Protocol
  Symboles
Dans cette section nous navons mentionn e que les symboles les plus courants qui
peuvent se retrouver dans plusieurs chapitres di erents
 valeur absolue de la pente du graphe tempsvariances
c nombre de places dans la le dattente
C
 autocovariance pour un processus stationnaire au sens large
E ensemble des nombres entiers non n egatifs o	u X prend ses valeurs
 nombre positif arbitrairement petit

	
nombre positif arbitrairement petit
FO fonction objectif

r
probabilit e que R
t
% r
H
l
param	etre de Hurst
L probabilit e de perte

i
i	eme valeur propre


i
i	eme valeur propre de la matrice d ecomposable
m taille de fenetre aussi utilis ee comme variable dincr ementation

u
moyenne du temps dattente
n nombre d etats de la chane de Markov
N nombre de blocs dans la matrice d ecomposable aussi utilis e pour DQDB
NI ensemble des nombres entiers non n egatifs
ni nombre d el ements dans un bloc i de la matrice d ecomposable
N
m
nombre darriv ees dans une fenetre de taille m
p q probabilit e de transition de la chane de Markov 	a deux  etats

ij
probX
t
% jjY
t
% i
' transform ee de Fourier de C

R
t
temps r esiduel de service

u
variance du temps dattente
S
k
temps de service du ki	eme client


 entier positif
W
k
temps dattente du k
e
client
X
t
variable al eatoire arriv ees de cellules
x

 x
 
    valeurs de X
t
Y
t
 etat du modulateur de la chane de Markov
A matrice de transition
A

matrice de transition d ecomposable solution optimale avec TS
B
i
blocs de taille n n
C
i
blocs de taille n n
D matrice diagonale
e vecteur colonne
G matrice de passage
H
i
blocs de taille n n
 matrice diagonale contenant les esp erances math ematiques

P vecteur des probabilit es stationnaires de la le dattente
P
i
projecteur i
  Conventions
Ce volume est divis e en chapitres rep er es par un nombre arabe Chaque chapitre
est divis e en sections rep er ees par deux nombres arabes s epar es par un point section
 Chaque section est divis ee en paragraphes rep er es par trois nombres arabes s epar es
par deux points paragraphe  Les r ef erences bibliographiques sont num erot ees
continument et rep er ees par un seul nombre arabe entre crochets !" Un terme apparat
en gras la premi	ere fois quil apparat dans le texte Les  equations num erot ees le sont
continument par chapitres et rep er ees par deux nombres arabes plac es entre parenth	eses
et s epar es par un point  Les gures sont num erot ees continument par chapitres et
rep er ees par deux nombres arabes s epar es par un point gure  Les tableaux sont
num erot ees continument par chapitres et rep er ees par deux nombres arabes s epar es par
un point tableau 
Chaque terme anglais utilis e dans le texte est en italique Lorsquun mot traduit de
langlais au francais peut preter 	a confusion il sera en g en eral suivi du terme anglais
entre parenth	eses horodateur timestamps Chaque fois quune abr eviation est int
roduite pour la premi	ere fois elle est introduite entre parenth	eses apr	es la suite de mots
compl	ete  un algorithme de Distributed Queue Dual Bus DQDB Si la traduction
en francais existe alors labr eviation est mise entre parenth	eses suivie du terme anglais

 fonction de lissage UPC Usage Parameter Control Ensuite labr eviation est uti
lis ee librement comme un autre mot Le seul mot utilis e qui ne soit ni francais ni anglais
est le verbe  tter

Liste des gures
 Structure de la cellule ATM 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 Suite de cellules ATM 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