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Abstract—Dimension Estimation (DE) and Dimension Reduction (DR) are two closely related topics, but with quite different goals. In
DE, one attempts to estimate the intrinsic dimensionality or number of latent variables in a set of measurements of a random vector.
However, in DR, one attempts to project a random vector, either linearly or non-linearly, to a lower dimensional space that preserves
the information contained in the original higher dimensional space. Of course, these two ideas are quite closely linked since, for
example, doing DR to a dimension smaller than suggested by DE will likely lead to information loss. Accordingly, in this paper we will
focus on a particular class of deep neural networks called autoencoders which are used extensively for DR but are less well studied for
DE. We show that several important questions arise when using autoencoders for DE, above and beyond those that arise for more
classic DR/DE techniques such as Principal Component Analysis. We address autoencoder architectural choices and regularization
techniques that allow one to transform autoencoder latent layer representations into estimates of intrinsic dimension.
Index Terms—PCA, Isomap, autoencoder, dimension estimation.
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1 INTRODUCTION
D IMENSION estimation (DE) is the process of determin-ing the intrinsic dimensionality of data (e.g., see Chapter
3 in [1]). Usually, real world datasets have large numbers
of features, often significantly greater than the number of
latent factors underlying the data generating process, and
DE attempts to quantify the number of latent factors in
a dataset. Of course, latent factors are often discussed in
relation a linear analysis. However, such ideas can be gen-
eralized to a non-linear context, and such generalizations
will be our focus here. For example, in an image processing
problem each pixel of an image can be thought of a feature
that one measures about the image. However, the measured
pixels are not independent of each other since, for example,
nearby pixels are likely to have similar colors. Accordingly,
it can be quite useful to estimate the underlying latent
factors, such as pose and lighting, that effect many pixels
simultaneously.
The precise definition of a latent factor, and therefore
the precise definition of the intrinsic dimensionality, can
be quite challenging. For example, Principal Component
Analysis (PCA) (which we will discuss in detail in the
sequel) defines latent factors in terms of linear projections
and orthogonality. At the other extreme, one can consider
quite complicated scenarios involving fractal dimensions
and space filling curves [1]. In this text we take a middle
of the road approach, and focus on non-linear, but smooth,
manifolds. Such an approach is quite popular, and such
DR and DE techniques are used in diverse domains such
as engineering, astronomy [2] [3], biology [4] [5], remote
sensing [6] [7], economics [8] [9], social media [10] [11], and
finance [12] [13]; and this class of techniques has a large
extant literature (see, e.g., [1], [14] and references therein).
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Dimension Reduction (DR) is the process of reducing a
high dimension dataset with N features into a dataset with
p features, where p  N . Perhaps the most classic method
in this domain is PCA [15], and a detailed study of PCA will
illuminate many of the issues that arise when performing
DR and DE with autoencoders. Unfortunately, most DR
methods need an estimate of the number of latent variables
as a user-defined input to the process of dimensionality
reduction. Estimates of the number of latent variables in
a particular dataset can come from a variety of principles
(e.g., see Chapter 3 in [1]) and looking at the example of
PCA will provide illumination for our work.
In particular, as we will foreshadow here and detail
in the sequel, PCA is commonly implemented using the
singular-value decomposition(SVD) [16] where a data ma-
trix X ∈ Rm×n is factored into the form UΣV T , where
U ∈ Rm×m is an unitary matrix, Σ ∈ Rm×n is rectangular
diagonal matrix with non-negative real numbers on the
diagonal, and V ∈ Rn×n is also an unitary matrix. The
diagonal entries σi of Σ are known as the singular values
of X . Dimension reduction to dimension k for X can be
performed by removing the n − k columns of Σ with
smallest σi, giving rise to a Σˆ ∈ Rm×k, and then computing
UΣˆ. Of course, in the presence of finite samples and noise
in data the choice of an appropriate k is non-trivial. In
particular, any σi with the property that σi = 0 can be
removed without changing the properties of the data (e.g.,
the Euclidean distances between the points). However, in
real-world data it is rarely the case that σi = 0 for any
σi, and dimension reduction using PCA will change the
properties of the data in X .
As a running example in this paper, consider images
of hand-written digits from the MNIST [17] dataset. For
example, using PCA and a user-defined estimate of the
number of latent variable k = 50, 100, 200, 400, 784 we
reduce the number of features of digit 0 and reconstruct
digit 0 using the formula Xˆ = UΣˆVˆ T for Vˆ ∈ Rn×k,
to see the effect of various levels of dimension reduction.
Visually, even when we reduce the number of dimension of
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2digit 0 from 784 to 50, the reconstructed digit 0 is visually
(figure 1) similar to the original digit 0. Note, already a
quite important issue has arisen. How is one to chose k? To
assist the latent dimension estimation process a scree plot
(figure 2) of the PCA digit 0, which plots the sizes of the
singular values σi, can be used. Moreover, one may expect
that reconstruction error will remain low if k is greater than
the intrinsic dimensionality of the linear PCA embedding.
On the contrary, if k goes below the intrinsic dimensionality,
the dimensionality reduction may cause a sudden increase
in reconstruction error. This is illustrated in digit 0 using a
reconstruction error plot(figure 3) as k decreases.
Fig. 1: Each MNIST digit 0 is 28× 28 pixel image that gives
us 784 features. We arbitrarily choose a starting dimension-
ality k = 50 and reduce the number of features from 784
down to 50 and reconstruct and plot digit 0. This process is
repeated by increasing k till k = 784, the maximum number
of features.
Fig. 2: Scree plot of normalized variance of digit 0 shows
that as the number of principal components increase the
normalized variance quickly drops before tapering out at 30,
a number much less than original 784 components. Hence,
a possible approximation of the intrinsic dimension might
be 30.
However, we are most interested in moving beyond
the linear DR provided by PCA and estimating non-linear
dimensionality of datasets. Therefore, we study how autoen-
coders [18] [19], a classic deep neural network used for DR,
can also be used for DE.
Fig. 3: Estimation of intrinsic dimensionality k of digit 0
as the number of dimension increases. When k is reduced
below 50 there is sudden increase in reconstruction error.
An autoencoder (AE) is a type of artificial neural net-
work used to learn an approximation to the identity func-
tion, so that the output Xˆ is similar to n-dimensional input
X . Because the hidden layer acts a bottleneck, when the
autoencoder compresses the input to a latent space represen-
tation and then reconstructs the output from the latent space
representation the hidden units encode significant features
in input data X .
Fig. 4: A schematic of an autoencoder with input layer,
encoding layer, hidden layer, decoding layer and output
layer.
Just like k, which defines the number of principal com-
ponents in PCA, n (figure 5), which defines the number of
nodes in the innermost hidden layer, needs to be estimated
before building the autoencoder. Again, how do we estimate
the appropriate number of nodes in the innermost hidden
layer? PCA and autoencoders are closely related [20]. An au-
toencoder with an identity activation function, and therefore
linear layers, and a squared loss function will compute the
same subspace as PCA [20]. However, the parameterization
of the subspace can be quite different. For example, the
SVD guarantees that the basis is orthogonal and the singular
values are ordered. Running gradient descents, a common op-
timization routine for neural networks, on an autoencoder makes
no such guarantees. Restoring such guarantees for an autoencoder
is the focus of our work.
AEs are designed for dimension reduction, but we are
interested in using AE for estimating intrinsic dimension.
Unlike PCA, AEs do not natively support dimension esti-
mation. There are no ordered singular values equivalent in
the hidden layer that can be used to estimate dimension.
For example, if we were to run the previous input (figure 1)
through an autoencoder with 32 nodes in innermost hidden
layer (figure 4) and scatter plot the hidden layer for digit
3Fig. 5: Similar to figure 1 this figure shows the reconstruction
performance as the number of nodes(n) in the autoencoder
hidden layer increase from 2 to 32 the reconstructed image
visually resembles more and more like the input.
0 we see a set of values with no clear pattern that can be
used to estimate the dimension of digit 0, as illustrated in
figure 6. To transform the AE hidden layer into singular
value proxies and subsequently use the proxies to estimate
dimension is our research.
Fig. 6: Here we show a selection of images of 0 and the 64
dimension innermost hidden layers that correspond to each
image. Note that for each image the innermost hidden layer
has all 64 entries non-zero. Does that mean the intrinsic
dimension is therefore 64? Not necessarily, since there is not
penalty on the innermost hidden layer to force entries to be
0 in a classic AE.
1.1 CONTRIBUTIONS
The main contributions of the paper can be summarized as
follows:
1) We designed an algorithm to estimate the non-linear
intrinsic dimension using AEs. The values of the
innermost hidden layer are not appropriate for DE.
However, we develop appropriate singular value
proxies (SVP) that allow the dimension to effectively
estimated.
2) We applied dimension estimation algorithm to time
series dataset such as stock prices of S&P 500 in-
dex constituents as well as image data such as the
MNIST digits dataset.
3) We compared and contrasted how dimension esti-
mation differs between linear PCA and a non-linear
autoencoder.
1.2 BACKGROUND
While quantifying intrinsic dimension using linear tech-
nique such as PCA is standard, estimating the dimension of
real-world time series datasets using autoencoders is more
challenging. For example, Wang, Yao, and Zhao [21] used
an autoencoder with varying number of nodes in hidden
layer MNIST and Olivetti [22] dataset to determine intrinsic
dimension. The authors find that as the number of nodes in
hidden layer increased, the classification accuracy increased
before plateauing. Our approach is fundamentally different.
First, we do not change the network architecture (number
of hidden nodes), since we found that using a binary search
method to estimate the number of nodes required in hidden
layer was quite inefficient. Second, in our approach each
class of digits in the MNIST dataset has a different dimen-
sion and we have no reason to conjecture that the number of
class labels (10 for MNIST) should be the same as intrinsic
dimension of each digit.
Recently (2018), Li, Farkhoor, Liu, and Yosinski [23] used
a 2 layer fully connected (FC) and convolutional neural
network (CNN) classifier to measure the intrinsic dimension
of a neural network itself. For MNIST at 90% classification
accuracy the network’s intrinsic dimension in case of FC
was 750 and CNN was 290. Although the research is quite
impressive, our goal is not determining intrinsic dimension
of neural networks, but rather estimate intrinsic dimension
of the manifold on which the MNIST digits lay.
A widely studied problem in finance is stock portfolio
diversification and such problems are closely connected to
DE [24] [25] [26]. However, as far as we know, there is
scant research studying the non-linear intrinsic dimension
of financial markets. This motivates us to estimate the di-
mension of financial markets as one of our examples herein.
This paper is structured through six sections. In section 1,
we provide the problem definition and a brief introduction
of relevant existing literature. We provide an overview of di-
mension reduction, building blocks to estimate dimension,
in section 2. Section 3 elaborates architectural choices we
make in designing autoencoder for dimension estimation
that allow for creating SVPs for autoencoders. Once we
have SVPS then section 4 details an algorithm to quantify
the SVPS into dimensionality estimates. Section 5 presents
our experiments with MNIST and S&P 500 datasets. Ad-
ditionally, section 5 compares and contrasts the differences
between PCA and autoencoder. Finally, section 6 provides a
summary and pointers to future work.
2 DIMENSION REDUCTION
In this section, we provide an overview of linear dimension
reduction technique such as PCA and nonlinear dimension
reduction technique such as Isomap [27] and autoencoders.
2.1 Linear Dimension Reduction Techniques
Linear techniques such as Principal Component Analysis
(PCA) [28] have seen wide use. The key idea of PCA is
4to construct low-dimensional sub-spaces that preserve as
much of the variance in the data as possible and thereby
preserve the data’s correlation structure.
2.1.1 Principal Component Analysis
As mentioned previously, PCA is a linear dimension re-
duction technique widely used in machine learning. Using
correlations between features, PCA finds the direction of
maximum variance in high dimensional data and projects
data onto a new subspace of fewer dimension. [28] As
mentioned previously, we assume that we have a data
matrix X ∈ Rm×n where each of the m rows is thought
of as a point in m dimensional space.
The singular value decomposition (SVD) (figure 7) of a X
is
X = UΣV T (1)
where,
• V ∈ Rm×m is an orthonormal (or unitary) matrix
such that V TV = Im×m (an m×m identity matrix).
• Σ is a pseudodiagonal matrix with the same size as
X ; the m entries σm on the diagonal are called the
singular values of X .
• U ∈ Rn×n is an orthonormal (or unitary) matrix such
that UTU = In×n (an n× n identity matrix).
Fig. 7: Singular value decomposition of X = V ΣUT . The
singular values σi are ordered from largest to smallest.
The linear low-dimensional project of X to k dimension
space is UΣˆ where Σˆ has its rightmost n − k columns
removed, corresponding to the n − k smallest singular
values σi. Note, PCA provides two important features that
we will use in the sequel. Namely, the columns of U are
orthonormal and the singular values σi are ordered from
largest to smallest.
2.2 Nonlinear Dimension Reduction Technique
Real world data does not always lay on a low-dimensional
linear manifold, but can instead be most naturally repre-
sented by low-dimensional non-linear manifold. There is a
large extent literature on such methods, which is beyond
the scope of the current text. However, the interested reader
can look to [1], and references therein, for details on such
methods. However, we compare our AE based technique
with an important method in this domain called Isomap [27].
In particular, we will compare the non-linear DE capabilities
of Isomap with our proposed autoencoder based algorithm,
so in this section we provide a brief overview of Isomap and
more in-depth derivation of autoencoders.
2.2.1 Isomap
Isomap [1] [29] [30] maps data points in high-dimensional
nonlinear manifold to a lower dimensional set of coor-
dinates. It successfully addresses important limitations in
MDS [31] by using geodesic distance - distance along the
curve- between two given points - instead of Euclidean
distance - which is the straight-line distance between corre-
sponding nodes. The algorithm works by creating a neigh-
borhood and neighbors are converted into a graph structure.
In particular, the steps of the algorithm are as follows.
1) For each row inX ∈ Rm×n considered as a point in
Rm, choose k nearest points as neighbors [32]
2) Consider all the point in X as nodes and if any two
nodes are chosen to be neighbors in 1), calculate
Euclidean distance between them D = [d2ij ]n×n;
where dij = ‖xi − xj‖2 and n is the order of
the high-dimensional space. This step converts the
dataset into a graph.
3) For each pair of nodes in the graph, find the points
G = {xi|i = 1 . . . , k} in the shortest path using
Floyd’s algorithm [33] and assign it to Dij for that
non-neighnoring pair of nodes.
4) Convert the matrix of distances D into a Gram
matrix S by double centering using Sij = − 12
[
d2ij −
µi(d
2)− µj(d2) + µij(d2)
]
, where µi is the average
of the i-th row, µj is the average of the j-th column,
and µij is the average of all of the entries in the
matrix. Note, S is symmetric semi-positive definite
if D is a Euclidean Distance Matrix [1].
5) Compute the SVD of S using S = UΣV T .
6) Finally, estimate k dimensional latent variables as
Xˆ = Ik×nΣ1/2V T where Ik×n is a k × n matrix
with 1 on its diagonal and 0 elsewhere.
2.2.2 Autoencoder
AEs are, in many ways, quite similar to PCA. In particular, at
their simplest, an autoencoder with one layer hidden takes
input data xi ∈ Rn×1 as transforms that vector into a new
yi ∈ Rk×1, often called the hidden layer, according to the
mapping
yi = σ(W1xi + b1) (2)
where W1 is the weight matrix of the first layer, and k < n.
The function σ is typically a non-linear activation function
such as a sigmoid or a rectified linear unit (ReLU) [34].
Another layer then maps yi to xˆi ∈ Rn×1 according to
xˆi = σ(W2yi + b2) = σ(W2σ(W1xi + b1) + b2) (3)
where W2 ∈ Rn×k and b2 ∈ Rn×1 are the weight matrix
and bias vector of second layer. Deep networks with many
layers can be defined in an analogous fashion. The param-
eters W1, b1, W2, b2 are found by minimizing some cost
function(eqn 4) that quantifies the difference between the
output xˆi and input as in
J(W, b;x) =
1
2
‖x− xˆ‖22, (4)
with W = {W1,W2} and b = {b1, b2}, leading to the
optimization problem
5min
W,b
J(W, b;x). (5)
At this point, we can begin to understand the differ-
ences between PCA and autoencoder. In particular, yi is
a projection of xi into a k dimensional space, just as UΣˆ
is a projection of the rows of a data matrix X into a k
dimensional space. However, that is where the analogy
ends. While the basis in U is explicitly orthonormal and
the diagonal entries in Σˆ are ordered by size, the structure
of the autoencoder is hidden inside the nonlinear function
σ(W1xi+b1). So, as opposed to the singluar values in Σ, the size
of the entries in yi do not provide information about the intrinsic
dimensionality of the data set.
Fortunately, the ideas in [35] provide a path forward.
When a neural network is constrained by k being small, then
the network is forced to learn a compressed representation
of input. However, when k is not known beforehand, which
is the entire point of DE, one can penalize the hidden layer
entries yi so that they are encouraged to be small, or even
0. As shown in figure 8, to achieve sparsity hidden layer is
penalized with ‖.‖1. ‖.‖1 forces small hidden layer entries
to zero and prevents over estimation of dimension.
Fig. 8: Here we show a selection of images of 0 and the 64 di-
mension innermost hidden layers with ‖.‖1 that correspond
to each image. ‖.‖1 penalty on hidden layer entries makes
the entries closer to 0.
In that way, the number of large entries in yi can be
interpreted as a measure of the intrinsic dimension.
Additionally, to achieve consistency in DE and make the
DE process independent of range of numeric values we use
‖.‖2, which normalizes the values (figure 9).
Fig. 9: Here we show a selection of images of 0 and the 64 di-
mension innermost hidden layers with ‖.‖2 that correspond
to each image. ‖.‖2 normalizes hidden layer entries.
DE requires both sparsity and consistency, which is
shown in figure 15 and figure 16.
Accordingly, we follow the ideas in [35] and start by
normalizing the hidden layer as in eqn 6
yinorm =
yi√∑k
i=1 yi
2
(6)
Jsparse(W, b;x) = J(W, b;x) + λ
k∑
i=1
‖yinorm‖1 (7)
to force some entries of yi to be small or even 0. The number
of large entries in yi, when appropriately interpreted as
described in the sequel, the provide an estimate of the
dimensionality of X .
2.2.3 Autoencoder Model
To estimate dimension of MNISTdigits the AE model uses
5 layer autoencoder. Table 1 defines the layers, activation
function and regularizers. The input and output layer has
784 nodes; the output layer uses sigmoid [36] activation
function. To estimate dimension of financial market, using
S&P 500 index constituents, we again use 5 layer autoen-
coder as illustrated in table 2. The input and output layer
has 5501 nodes and uses tanh [37] activation function.
Layer Type MNIST Regularizer Activation Function
input layer 784 - -
encoder layer 1 256 - relu
encoder layer 2 128 - -
hidden layer 64 l1l2 (eqn 7) -
decoder layer 1 128 - -
decoder layer 2 256 - relu
output layer 784 - sigmoid
TABLE 1: MNIST autoencoder architecture.
Layer Type S&P 500 Regularizer Activation Function
input layer 550 - -
encoder layer 1 256 - relu
encoder layer 2 128 - -
hidden layer 64 l1l2 (eqn 7) -
decoder layer 1 128 - -
decoder layer 2 256 - relu
output layer 500 - tanh
TABLE 2: S&P 500 autoencoder architecture.
3 AUTOENCODER - SINGULAR VALUE PROXIES
SVD decomposes input matrix X such that X = V ΣUT ,
where V , U are unitary matrices and Σ contains the sin-
gular values along the diagonal , where the largest value
in upper left and smallest value in lower right. Since we are
primarily interested in DE using AE innermost hidden layer,
which does not natively provide singular value equivalent,
we need to create singular value proxies to use innermost
hidden layer for DE.
1. S&P 500 index constituents change due to merger, acquisitions or
new public listed companies being added to index.
63.1 Number of rows
The choice of width, number of rows, is driven by a few
mathematical and practical factors.
In a time series data set, such as stock prices, choice of
width is driven by temporal relevance and availability of
data. Estimating width is tricky. For MNIST digits we found
that DE algorithm converged when we increased width. DE
convergence is illustrated in figure 10 and figure 11. For
brevity we only present results for digit 0 and 1 where width
is monotonically increased from 2 to 90. For each width we
ran the experiment 50 times and then estimated average
dimension.
Fig. 10: DE of digit 0 increases with width and then plateaus.
Fig. 11: Similar to DE of digit 0, the DE of digit 1 also
increases with width and plateaus.
3.2 L2/L1 Hidden Layer Regularizer
Our goal is to use AE innermost hidden layer entries to
estimate dimension. While AE faithfully reproduces the in-
put we have no control on the transformations in innermost
hidden layer. To make DE consistent and small, we use
‖.‖2,1 penalty on hidden layer entries.
3.3 Activation Function
When autoencoder is used for DE we should avoid using
activation function just before the innermost hidden layer.
Relative magnitude between scalar value proxies change
when activation function output is used for DE. For exam-
ple, the ratio of σ1 and σ2 in illustrated example (figure 12) is
10. Contrastingly, when sigmoid activation function is used
Fig. 12: The relative scale of the scalar values change when
we use an activation function.
the ratio changes to 1 and consequently affects our singular
value proxies and DE.
The effect of activation function on digit 0 on MNIST
test dataset is illustrated in figure 13. The innermost hidden
layer absolute values range between 0 and 1. However,
when no activation function is used innermost hidden layer
absolute values range between 0 and 6.
Fig. 13: In the innermost hidden layer, whether activation
function is used or not, AE output is invariant. AE is
designed to learn the input and produce an output similar
to input. As illustrated in row 2 and 3, the innermost
hidden layer values are very different with and without
an activation function (sigmoid in this case). For DE we
use the innermost hidden layer values from AE to estimate
dimension and hence we do not use activation function in
the innermost hidden layer.
Activation function output should not be used for DE.
However, this design decision does neither affects the choice
of activation function for other layers nor how many layers
can a AE have.
3.4 Sparsity Parameter
Deep autoencoder have thousands of parameters to train.
AE is data hungry and computationally intensive. We used
an iterative approach to determine λ the sparsity parameter
in our experiment, as shown in figure 22 and figure 23. For
example, if you were to use S&P 500 stocks over last 10 year
as input we will have a mere 2520 end of day prices (252
trading days x 10 year).
3.5 Latent Space Sorting
To create singular value proxies we use Transforming Latent
Representation to Singular Value Proxies (algorithm 1). The
7algorithm transforms entries of latent layer into singular
value proxies which is used for estimating dimension of
dataset, as illustrated in figure 18.
Fig. 14: Without any sorting, innermost hidden layer 64
values for digit 0 from MNIST test dataset for first 5 digit
0 in shown in a 8 × 8 image. Innermost hidden layer 64
values for digit 0 from MNIST test dataset for first 5 digit 0
in shown in a 8× 8 image after sorting row wise, where for
the innermost hidden layer values are arragned from largest
to smallest.
Fig. 15: Without any transformation, the innermost hidden
layer, which has 64 nodes, for all the 980 digit 0 of MNIST
test dataset is shown here.
Algorithm 1 Transforming Latent Representation to Singular
Value Proxies.
Inputs: The hidden layer Z. The matrix Z is mxn.
Output: σi, a set of positive values that act as singular value
proxies and is used to estimate the dimension of dataset .
1: We need positive values to estimate dimension. So create
M = abs(Z)
2: Sort each row of Msorted = row sort(M) indepen-
dently such that the largest value of each row is on the
left and smallest value of each row is on right
3: Take average of each column of Msorted.
4: Calculate sum of each columns as zmn =
∑m
i=1zin
5: Singular value proxies is the average of column values
calculated as zn = zmnm
Fig. 16: After sorting 64 innermost hidden layer values for
each 980 digit 0 we get an image where the larger values are
on the left and smaller values are on the right.
Fig. 17: Take the column wise mean after sorting rows.
4 DIMENSIONALITY ESTIMATION ALGORITHM
The superficial dimension of data is usually much higher
than the intrinsic dimension. The noise in real data prevent
the singular values from being exactly 0. To prevent smaller
singular values or proxies of singular values from inflating
the intrinsic dimension of data, we use 2 different analytic:
1) Greater Than Equal To 1%: Count the singular val-
ues or singular values proxies that are larger than
1% to estimate intrinsic dimension. The threshold
1% is configurable.(Algorithm: 2)
2) Up to 90%: Using the largest singular values or
singular values equivalent, count the number of
values required such that the cumulative value is
larger than 90% of the sum of the values. Again,
90% threshold is configurable.(Algorithm: 3)
5 EXPERIMENTS
Our experiments comprise of 2 part. In the first part we
estimate dimension of each digit in MNIST dataset. The
second part of the experiment estimates dimension of each
day in US market using S&P 500 index constituents. While
MNISTdata is static in nature, S&P 500 dataset has varying
correlation among S&P 500 index constituents.
8Fig. 18: Steps needed to convert a latent representation
into singular value proxies that can be used to estimate
dimension.
Algorithm 2 Dimensionality using Greater Than Equal To 1%.
Inputs: (σ1, σ2, ...σn) - singular values or singular value proxies
in case of autoencoder, threshold (t = 1%).
Output: p, the number of values greater than equal 1% .
1: Calculate σsum =
∑n
i=1σi
2: Dimensionality p =
∑
I(σi%), where
I(σi%) =
{
1 : if σiσsum ≥ 1%
0 : otherwise,
(8)
Algorithm 3 Dimensionality using up to 90%.
Inputs: (σ1, σ2, ...σn) - singular values or singular value proxies
in case of autoencoder, threshold (t = 90%).
Output: p, the number of largest singular values that explains
90% of variance in (Xˆ).
.
1: Sort (σ1, σ2, ...σn) in descending order, where σi are
singular values.
2: Calculate σsum =
∑n
i=1σi
2
3: Calculate σi%, where σi% =
σi
2
σsum
4: Dimensionality p, is the value of l where∑w
l=1σi% ≥ t(90%)
5.1 Data
1) MNIST (figure 19), the static data set, is a publicly
available dataset comprising digits 0 to 9. There are
60,000 training images and 10,000 testing images.
Each image is 28 by 28, which gives us 784 fea-
tures. Each feature is the pixel intensity, which is
normailzed before dimension is estimated. Since we
estimate dimension of each digit for convenience,
we create a derived dataset, one for each digit.
2) S&P 5002 dataset (figure 19) was created by down-
loading end of day dividend adjusted prices of S&P
500 index constituents. We use daily log returns
over last 10 years – January 1 2008 to December 31
2018. When daily returns are missing we use 0 as a
convenience.
2. The S&P 500 or Standard & Poor’s 500 Index is a market-
capitalization-weighted index of the 500 largest U.S. publicly traded
companies. The index is widely regarded as the best gauge of large-cap
U.S. equities.
Fig. 19: MNIST input for each iteration is randomly selected
60 instances of the digit. Each digit has 784 features. Russell
3000 input has 3000 log returns as its feature. To estimate
dimension at t, we use previous 60 daily log returns of the
stocks.
5.2 Estimate MNIST digit dimension
We calculate and analyze dimension of each digit using
Greater Than Equal To 1% (algorithm 2) and Up to 90%
(algorithm 3 ). First we use largest singular values proxies
till we get 90% of the cumulative singular values proxies
to estimate dimension. Second, we also estimate dimension
using singular values proxies that are greater than 1% of the
cumulative singular values.
5.3 Estimate S&P 500 dimension
To estimate S&P 500 dimension we consider 60 days sliding
window of daily log return of 500 stocks that comprise S&P
500 index. We move the window by 1 day (figure 20a), as it
happens in financial markets, and again estimate dimension
for next day. We do this for all days in our dataset to get a
time series of dimension.
5.4 Tuning autoencoder
AEs have several tuning parameters. Each parameter affects
the values in hidden layer, which is used to estimate di-
mension. Further tuning data hungry [38] neural network
is computationally intensive. We analyzed the sensitivity of
dimension estimation algorithm by iteratively experiment-
ing with range of lambda. Our goal was not find the optimal
λ, but to study the effect of λ on dimension of the dataset.
Because financial markets are stochastic, dimension of mar-
kets not only changed due to λ but also was amplified due
to stress in market conditions. Overtuning neural network,
especially in finance, can be detrimental. Having an hypoth-
esis or a even broad range of financial market dimension
[24] mitigates the tricky exercise of training neural networks
with limited real financial data.
6 CONCLUSION
This paper proposes an algorithm for estimate dimension
and then uses the algorithm to estimate dimension of digits
in MNIST dataset. We find that if linear dimension reduc-
tion technique is used then dimension estimated for digits,
except digit 1, is between 30 and 32. If autoencoder is used
to estimate dimension then dimension estimated for digits,
except digit 1, is between 19 and 22. S&P 500 dimension time
series from 2008 to 2018 showed higher variance. Consistent
with MNIST digits, nonlinear autoencoder dimension was
lower. Moreover, dimension estimated using autoencoder
showed much higher variance compared to linear dimen-
sion estimation technique. Our conjecture is lack of data to
9(a) Dimension time series is estimated by using 60 days of daily
log returns and then moving the window by 1 day. This gives us
time series of dimension.
(b) S&P dimension time series using greater than 1% when PCA,
a linear technique, is used. The dimension of the market drops
when there is stress in financial markets.
(c) S&P dimension time series can also be estimated by using
autoencoder. AE, a nonlinear technique, is highly sensitive to
tuning parameters.
(d) Both autoencoder and PCA estimate changes in dimension
when there is stress in financial market. The change in dimension
is not of the same magnitude.
Fig. 20: S&P 500 dimension estimated using PCA and autoencoder.
(a) We compare the singular values from PCA and hidden layer
values from autoencoder for August 8th 2011 a day in market
when S&P 500 index dropped more than 6%.
(b) During October 2015 S&P 500 index increased by 8.3%, a large
positive increase. We compare the singular values from PCA and
hidden layer values from autoencoder for October 5th 2015, the
day that had largest index change of 1.83%.
Fig. 21: How does S&P 500 dimension estimate change when there is a large up or down movement in S&P 500, a proxy
for market.
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PCA Isomap Autoencoder
MNIST Digit Upto 90% >= 1% Upto 90% >= 1% Upto 90% >= 1%
0 42 30 22 27 32 22
1 37 26 21 25 24 13
2 44 35 22 28 32 22
3 43 34 23 28 31 19
4 43 33 22 27 31 20
5 44 34 22 27 32 22
6 42 31 22 27 32 21
7 42 31 22 27 30 19
8 43 34 22 28 31 20
9 42 31 22 27 30 18
TABLE 3: Dimension of MNIST digits using PCA, Isomap and autoencoder.
Fig. 22: We zoom into hidden layer values of August 8th 2011 and study the efffect of increasing λ on raw hidden layer
values, which is normalized to estimate dimension.
Fig. 23: S&P 500 index climbed higher on October 5th 2015. We zoom into the raw hidden layer values for this day and
analyze the efffect of increasing λ on raw hidden layer values.
train data hungry autoencoder. Further, the paper provides
a set of design criteria that can be followed for transforming
an autoencoder latent state representation to singular value
proxies that can be used for estimating dimension.
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