This paper is concerned with the resolution of an inverse problem related to the recovery of a scalar (potential) function V from the source to solution map, L V , of the semi-linear equation (− ḡ + V )u + u 3 = 0 on a globally hyperbolic Lorentzian manifold (M,ḡ). We first study the simpler model problem where the geometry is the Minkowski space and prove the uniqueness of V through the use of geometric optics and a three-fold wave interaction arising from the cubic nonlinearity. Subsequently, the result is generalized to globally hyperbolic Lorentzian manifolds by using Gaussian beams.
Kurylev, Lassas and Uhlmann introduced an approach to solve inverse coefficient determination problems for non-linear hyperbolic equations in [10] . The approach is based on considering multi-parameter families of solutions, and simultaneous linearizations with respect to each of the parameters. If only a one-parameter family of solutions is employed, the linearization yields simply a solution to the linearized version of the non-linear hyperbolic equation under consideration. However, simultaneous linearizations cause solutions to the linearized equation to interact in a nonlinear manner, and this leads to richer dynamics in propagation of singularities (or wave packets) than in the case of linear hyperbolic equations.
In particular, it is possible to construct multi-parameter families of solutions so that once linearized suitably, the corresponding solution to the linearized equation has propagating singularities that originate far away from the sources that generated the family. This then allows for solving inverse coefficient determination problems for non-linear hyperbolic equations in much more general geometric context than what is currently within our reach for linear equations.
In [10] the approach was applied to determination of the conformal class of the Lorentzian metric tensor giving the leading order coefficients in a wave equation with quadratic non-linearity. The recovery of leading order coefficients has been considered also in the context of Einstein equations in [9] and subsequently in [13, 17] . We mention also [18] where the leading order coefficient were recovered in the presence of a quadratic derivative nonlinearity. The first order coefficients were considered in [2] , and in the present paper we show that the zeroth order coefficients can be recovered as well.
We modify the approach [10] substantially by using systematically wave packets, and thus avoid the use of microlocal analysis present in all the previous works based on this approach. In the hope that this makes the approach more accessible, we give first the proof in Minkowski geometry, and use classical geometric optics solutions. Then we proceed to show our main result (Theorem 2 below) saying, in physical terms, that remote sensing of the potential V in (− ḡ + V )u + u 3 = 0 is possible on a globally hyperbolic Lorentzian manifold (M,ḡ). In this case the wave packets that we use are Gaussian beams. The cubic non-linearity is chosen because it leads to the simplest computations using our approach. This is discussed in more detail in Section 1.4 of [2] .
We mention that the approach [10] has also been applied to recovery of coefficients appearing in non-linear terms [12] , and to a problem arising in seismic imaging [6] .
The case of Minkowski geometry
We consider R 1+n , with n 2, and write (x 0 , x 1 , . . . , x n ) = (t, x ′ ) = x for the Cartesian coordinates. Let r, T > 0 and write ℧ = (0, T ) × B(0, r), (1) where B(0, r) denotes the ball centered at the origin and radius r in R n . We will formulate an inverse coefficient determination problem with data given on ℧. Let κ > 0 be a fixed sufficiently large integer and define C as a small neighborhood of the origin in the C κ c (℧) topology. Let V ∈ C ∞ (R 1+n ), and for each f ∈ C , consider the non-linear wave equation
where is the d'Alembert operator, that is,
When κ is large enough and C is small enough, there exists a unique solution u to equation (2) . We subsequently define the source to solution map for equation (2) as
The inverse coefficient determination problem is to find V given the map L V up to the natural obstruction given by the finite speed of propagation.
In order to be able to determine V (p) for a point p ∈ R 1+n , there must be a signal, in the form of a non-vanishing solution to (2) , from ℧ to p and from p to ℧. Due to the finite speed of propagation, a signal from a point q = (t 0 , x ′ 0 ) ∈ R 1+n can reach only the set
called the future of q. We define also the past of q by
and write J ± (℧) = q∈℧ J ± (q). Then L V contains no information on V outside the causal diamond
On the other hand, we will show the following theorem saying that L V determines V on D. Theorem 1. Let L V 1 , L V 2 denote the source to solution map for equation (2) subject to functions V 1 , V 2 ∈ C ∞ (R 1+n ) respectively. Then:
The non-trivial content of the theorem is the remote determination on D \ ℧, as it is straightforward to see that L V determines V on ℧. To see this, let f ∈ C ∞ c (℧) and consider the one-parameter family of sources f ǫ := ǫf , ǫ ∈ R. For small enough ǫ, it holds that f ǫ ∈ C , and we let u ǫ denote the unique solution to (2) subject to this source term. Then u := ∂ ǫ u ǫ | ǫ=0 solves the linear wave equation
It remains to show that for any q ∈ ℧ there is f ∈ C ∞ c (℧) such that the solution u of (5) satisfies u(q) = 0. But this follows simply by taking any u ∈ C ∞ c (℧) with this property, and setting f = u + V u.
Let us also point out that it is an open question if V | D is determined by the linearized source to solution map,
, where u is the solution of (5) . Only in the case that V (t, x ′ ) is real-analytic in t, this is known to hold due to the variant of the Boundary Control method by Eskin [4] . The approach to recover time-dependent coefficients in wave equations based on geometric optics, originating from [16] , fails since no wave packet leaving ℧ returns there. For this approach to work, the set on which the data is given (i.e. ℧ in our case) needs to enclose the region where V is to be determined (i.e. D in our case). Like [16] , the approach in the present section is based on geometric optics, but the difference is that the cubic non-linearity in (2) allows us to solve the inverse problem with the optimal relation between ℧ and D.
Before entering into the proof of Theorem 1 in detail, let us briefly explain how the non-linearity is used. Let f 1 , f 2 , f 3 ∈ C ∞ c (℧) and consider the three-parameter family of sources
For small enough ǫ 1 , ǫ 2 and ǫ 3 , it holds that f ǫ ∈ C , and we let u ǫ denote the unique solution to (2) subject to this source term. Then
solves the linear wave equation (5) with
and u (j) satisfies the same equation with f = f j . In the proof below, we will use sources f j that generate geometric optics solutions u (j) with carefully chosen phases. This will allows us to employ u as a highly structured signal from a point p ∈ D back to ℧.
The remainder of this section is organized as follows. We start by briefly reviewing the geometric optic solutions for the linearized equation (5) in Section 2.1. In Section 2.2 we show that sources supported in ℧ can be explicitly chosen so that they generate the geometric optics solutions for (5) that pass through ℧, and in Section 2.3 we use these sources to construct the three-parameter family (6) . Then, in Section 2.4, we consider the interaction of u (1) , u (2) and u (3) , as encoded by u in (7) , and conclude the proof of Theorem 1.
The proof in the case of general, globally hyperbolic Lorentzian manifolds reflects the proof in Sections 2.2-2.4. Our main theorem is formulated in Section 3, and in Section 4 we present the Gaussian beam construction that replaces the classical geometric optics of Section 2.1 in the general case. Finally in Section 5 we perform the analogues of the steps in Sections 2.2-2.4 in the general case.
2.1. Geometric optics. In this section we recall the classical construction of approximate geometric optics solutions to the wave equation
The construction is based on the ansatz,
where τ > 0 is a large parameter, and ξ ∈ R 1+n and a large integer N > 0 are fixed.
Here the notation ξ ·x = n j=0 ξ j x j is used. We will view ξ = (ξ 0 , ξ ′ ) = (ξ 0 , ξ 1 , . . . , ξ n ) as a co-vector and it needs to be non-zero and light-like, that is to say
We denote by ξ ♯ the vector version of ξ with respect to the Minkowski metric. In other words, ξ ♯ = (−ξ 0 , ξ ′ ). Let q = (t 0 , x ′ 0 ) be a point in R 1+n . We will construct the amplitude functions a k , k = 0, 1, . . . , N, so that u τ satisfies (9) up to a remainder term that tends to zero as τ → ∞ and that u τ is supported near the line
As ξ is light-like, it holds that
The construction of the amplitudes a k is driven by the requirement that the expression (12) vanishes in powers of τ . In particular, this imposes the transport equation
on a 0 . Note that if ω ∈ R 1+n satisfies ξ ♯ · ω = 0, then for any χ ∈ C 1 (R) it holds that
form an orthonormal basis for R n with respect to the Euclidean metric, and write ω j = (0, ω ′ j ). Observe that ξ ♯ · ω j = 0 and that
Let δ > 0 and let χ δ ∈ C ∞ c ((−δ, δ)). We choose
Then (13) holds and supp(a 0 (t, ·)) ⊂ H(t, δ), ∀t ∈ R,
where H(t, δ) is the hypercube in R n with side length 2δ, centred at the unique point x ′ ∈ R n satisfying (t, x ′ ) = γ q,ξ (s) for some s ∈ R, and with the edges pointing to the directions (14) .
The subsequent terms a k with k 1 are chosen iteratively through the transport equations (17) − 2iT ξ a k + ( + V )a k−1 = 0.
We impose vanishing initial conditions on the hyperplane
and obtain
where s ∈ R and y ∈ Σ q,ξ . It follows from (16) , via an induction, that also supp(a k (t, ·)) ⊂ H(t, δ), and therefore u τ is supported near γ q,ξ . Moreover, the equations (13) and (17), together with (12) , imply that
2.2. Source terms. As in the previous section, let ξ ∈ R 1+n be non-zero and lightlike and let q = (t 0 , x ′ 0 ) ∈ R 1+n . We will assume, furthermore, that q ∈ ℧, and proceed to construct a source f ∈ C ∞ c (℧) such that the solution to the linear wave equation (5) is close to the approximate geometric optics solution (10) in a sense that will be made precise below. For this construction to work, it is necessary to require that δ > 0 in (15) is small enough so that
cf. (16) and (1).
It follows from (20) and (16) that there exists ρ > 0 such that
We choose ζ − ∈ C ∞ (R) such that ζ − (t) = 0 for t < t 0 − ρ and that ζ − (t) = 1 for t > t 0 . Moreover, we choose ζ + ∈ C ∞ (R) such that ζ + (t) = 0 for t > t 0 + ρ and that ζ − (t) = 1 for t < t 0 . We are now ready to define the source. Emphasizing the dependence on τ , q and ξ, we write
As ζ − = 1 in the support of 1 − ζ + , it holds that
and (19) implies the estimate
We write U τ = u where u is the solution of the linear wave equation (5) with the source f = f τ,q,ξ . By combining the above estimate with the usual energy estimate for the wave equation and the Sobolev embedding of C((0,
when N k + 2.
As was shown right after the formulation of Theorem 1, the source to solution map L V determines V on ℧. Recalling the particular form (18) of the subleading amplitude functions a k , k 1, we see that they are determined by
We will also need a test function whose construction differs from that of f q,ξ,τ only to the extent that the roles of ζ + and ζ − are reversed in (21). That is, we define
Again L V determines f + τ,q,ξ , and the analogue of (22) reads
where U τ is now the solution of the linear wave equation
In this section we will construct a three-parameter family of sources f ǫ of the form (6) so that the cross derivative (7) will act as a structured signal from the point p back to ℧.
As p ∈ D, there are q − = (t 0 , x ′ 0 ) ∈ ℧ and non-zero, light-like ξ − ∈ R 1+n such that t 1 > t 0 and p = γ q − ,ξ − (s 0 ) for some s 0 ∈ R. Here we are using the notation (11) . We also normalize the co-vector ξ − = (ξ − 0 , . . . , ξ − n ) so that ξ − 0 = −1. Then s 0 = t 1 − t 0 . Using again the fact that p ∈ D, we see that the point q + :
, it holds that p = γ q + ,ξ + (−s 0 ). We will next choose two light-like co-vectors, that are small perturbations of ξ − , in such a way that ξ + can be written as a linear combination of ξ − and the two perturbations. We may rotate the coordinate system in the spatial variables (x 1 , . . . , x n ) ∈ R n , so that in the rotated coordinates, ξ + and ξ − are represented bỹ
respectively. We define for small σ > 0
and have
Finally, we define the co-vector ξ (0) to be the representation of σ 2ξ(0) , after passing back to the original coordinate system, and ξ (j) for j = 1, 2, 3 to be the analogous representations of the co-vectors κ jξ (j) . Then ξ (0) = σ 2 ξ + , ξ (1) = κ 1 ξ − and both ξ (2) and ξ (3) are small perturbations of −2ξ − . Note also that κ 1 is close to 4.
Define
Then q (0) = q + , q (1) = q − and q (2) , q (3) ∈ ℧ for small enough σ > 0. We are now ready to define the following three parameter family of sources
For a fixed τ > 0 and small enough ǫ j > 0 it holds that f ǫ,τ ∈ C , and we let u ǫ,τ denote the unique solution to (2) subject to this source term. We write U (j) τ = ∂ ǫ j u ǫ,τ | ǫ=0 for j = 1, 2, 3. Then the function U 
satisfies the equation
Recall that q (0) is defined by (30) and, modulo a rotation and the rescaling by
After integrating by parts twice, we see that L V determines the integral
It follows from (22) and (24) that U (j) τ , with j = 0, 1, 2, 3, coincides with the corresponding approximate geometric optics solution up to an error of order τ −2 . We denote by a (j) k the corresponding amplitude functions. We will expand I in the powers of τ ,
Observe that as a (0) 0 is supported near γ q (0) ,ξ (0) and as a (1) 0 is supported near γ q (1) ,ξ (1) , their product is supported near the point p, cf. (30). For this reason the cut-off functions ζ − and ζ + in (22) and (24) do not appear in I 0 and I 1 . Moreover, (28) implies that the phases of the four approximate geometric optics solutions cancel each other under the product in I. Therefore
and analogously,
where e = (e 0 , e 1 , e 2 , e 3 ) ∈ {0, 1, . . . } 4 is a multi-index. In particular, L V determines
For each j = 0, 1, 2, 3, we let the cut-off function χ δ in the definition of the leading amplitude (15) to converge to the indicator function of the interval (−δ, δ). Then J converges to
where P δ is a small polygonal neighbourhood of the point p. Moreover,
Due to (30) we have
Recalling the explicit dependence (29) of κ j on σ, we see that
Differentiating with respect to s 0 shows that V (p) is determined by L V . This concludes the proof of Theorem 1.
The case of globally hyperbolic Lorentzian geometries
The rest of this paper is concerned with generalizing Theorem 1 to more general Lorentzian geomteries. We begin by reviewing some key concepts from Lorentzian geometry, following the notations and definitions in [15] .
Let us consider a smooth 1 + n dimensional Lorentzian manifold (M,ḡ), with n 2. The metric tensorḡ is taken to have the signature (−, +, . . . , +), and writing v,
The manifold M is assumed to be time-orientable in the sense that there exists a globally defined, smooth time-like vector field Z on M. A curve α on M is called causal if its tangent vectorα is time-like or light-like for all points on the curve, and a causal curve is future-pointing if α, Z ḡ < 0. We write p q if there exists a causal future-pointing curve from p to q (the case p = q is allowed). The generalizations of (3) and (4) read as
We will make the typical assumption that (M,ḡ) is globally hyperbolic. This guarantees that the natural, linear wave equation is well-posed on M. There are several equivalent characterizations of global hyperbolicity, and we recall the one in [1] : there are no closed causal paths on M and the intersection J + (p) ∩ J − (q) is compact for any pair of points p, q ∈ M.
Global hyperbolicity implies that there is a global splitting in "time" and "space" in the sense that (M,ḡ) is isometric to R × M with metric
where β is a smooth positive function and g is a Riemannian metric on the n dimensional manifold M smoothly depending on the parameter t. Moreover, each set {t} × M is a Cauchy hypersurface in M, that is to say, any causal curve intersects it at most once.
To simplify the notation, we fix a global splitting of the form (34) and use it throughout the rest of the paper. Analogously to (1), we set We will denote by ∇ḡ the Levi-Civita connection on M and let divḡ denote the divergence operator on M. The wave (or Laplace-Beltrami) operator ḡ acting on smooth functions C ∞ (M) is subsequently defined through ḡ u = −divḡ∇ḡu. In local coordinates x = (t := x 0 , x 1 , . . . , x n ) = (t, x ′ ), we have
We consider the following Cauchy problem:
where V ∈ C ∞ (M). This equation is well-posed for f ∈ C , where C denotes a neighborhood of origin in the C κ c (℧) topology with κ a sufficiently large but explicit constant. In other words, for each f ∈ C , there exists a unique small solution u ∈ H 1 ((0, T ) × M) to (35).
We define the source to solution map L V associated to the Cauchy problem (35) through
As in the Minkowski case, we are interested in the problem of determining the unknown potential function V on the causal diamond D, given the map L V . We have the following result.
Theorem 2. The source to solution map L V determines V on D in the sense that
The rest of this paper is concerned with the proof of this theorem. This is organized as follows. In Section 4 we recall the construction of Gaussian beams which generalizes the Minkowski geometric optic construction to the globally hyperbolic manifold (M,ḡ). Section 5 begins with the construction of the appropriate source terms that produce these Gaussian beams. Next, in Section 5.2 we consider the geometry of null geodesics and study the intersections of such curves. Finally, in Section 5.3 we study the interaction of waves corresponding to a three-fold linearization of the semi-linear equation and derive uniqueness of V .
Gaussian beams
This section is concerned with the review of (formal) Gaussian beams. Gaussian beams are a classical construction and we refer to [8] for a construction in the case of a static Lorentzian manifold which is a product of a time interval with a Riemannian manifold. As the geometry here is not stationary (in the sense that g, β depend on t), we will explicitly present the construction.
Fermi Coordinates.
In this section, we recall Fermi coordinates (or geodesic coordinates) near a null geodesic γ, that is, a geodesic with light-like tangent vectoṙ γ. For similar constructions in the context of stationary Lorentzian geometries or Riemannian geometries with a product structure, we refer the reader to [5] and [3] respectively. Moreover, the metric tensorḡ satisfies in this coordinate system
and ∂ iḡjk | γ = 0 for i, j, k = 0, . . . , n. Here, | γ denotes the restriction on the curve γ.
Proof. Write q = γ(a − δ) and e 0 =γ(a − δ). Note thatḡ(e 0 , e 0 ) = 0. There are non-zero c 0 ∈ R and e ′ 0 ∈ T q M such that e 0 = c 0 ∂ t + e ′ 0 . We set
Thenḡ(e 1 , e 1 ) = 0 andḡ(e 0 , e 1 ) = 2. Finally, we choose vectors e 2 , . . . e n ∈ T q M such thatḡ(e k , e k ) = 1 for all k = 2, . . . , n, andḡ(e i , e j ) = 0 for all i = 0, 1, . . . , n and j = 2, . . . , n with i = j. Then e 0 , . . . , e n is a pseudo orthonormal basis on T q M. For each k = 0, . . . , n, let E k (s) ∈ T γ(s) M denote the parallel transport of e k along γ to the point γ(s). Observe that E 0 =γ. Then E 0 (s), ..., E n (s) is a pseudo orthonormal basis on T γ(s) M.
We now define the coordinate system (z 0 := s, . . . , z n ) through the map is injective as γ is not self-intersecting due to global hyperbolicity. Furthermore, ∂ ∂z k F (s, 0, . . . , 0 n times ) = E k (s), ∀k = 0, . . . , n.
The inverse function theorem applies, and we conclude that F is a smooth diffeomorphism in a neighborhood of (a − δ, b + δ) × {0}. We define Φ = F −1 and note that (i) and (ii) are satisfied. Since E 0 (s), ..., E n (s) is a pseudo orthonormal basis, also (37) holds. Let us now study the derivatives ofḡ on γ. Let (s, a 1 , . . . a n ) ∈ Φ(U) be fixed and consider the path h(t) = exp γ(s) (t n i=1 a i E i (s)). As h is a geodesic, it satisfies h k +Γ k αβḣ αḣβ = 0, whereΓ k αβ are the Christoffel symbols of the second kind forḡ. In the Fermi coordinates h 0 = s and h i = ta i for i = 1, . . . , n, and thereforeḧ k = 0 for all k = 0, . . . , n. By varying (a 1 , . . . , a n ), we see thatΓ k αβ = 0 for k = 0, . . . , n and α, β = 1, . . . , n.
As E α is defined as a parallel transport, there holds
and therefore, using the symmetry of the Levi-Civita connection,Γ k 0j =Γ k j0 = 0 for k, j = 0, . . . , n. Thus all the Christoffel symbolsΓ k ij , i, j, k = 0, . . . , n, vanish on γ. Hence, there holds on γ,
whereΓ αij =ḡ αβΓ β ij are the Christoffel symbols of the first kind. 4.2. WKB approximation. We use the shorthand notation
Analogously to the approximate geometric geometric optics solutions in Section 2.1, we will construct approximate solutions to P V u = 0 which concentrate on a given null geodesic γ : (a − δ, b + δ) → M. We write I = [a − δ ′ , b + δ ′ ] with δ ′ > 0 as in Lemma 1, and define the tubular set
We consider the WKB ansatz
in the Fermi coordinates z = (s, z ′ ) near γ. The complex valued phase φ ∈ C ∞ (V) and amplitude a τ ∈ C ∞ c (V) will be constructed below. We have
where the operators H, T : C ∞ (M) → C ∞ (M) are defined through (39) Hφ := dφ, dφ ḡ , T a := 2 dφ, da ḡ − ( ḡ φ)a.
We make the following ansatz for φ and a respectively:
where for each j, k = 0, . . . , N, φ j and v k,j are complex valued homogeneous polynomials of degree j with respect to the variables z i with i = 1, ..., n, and χ(t) is a non-negative smooth function of compact support such that χ(t) = 1 for |t| 1 4 and χ = 0 for |t| 1 2 .
The equation Hφ = 0 is often called the eikonal equation, and we require that it is satisfied in the following sense on γ, Here I is the interval in Lemma 1. We also require that the following transport type equations are satisfied on γ by the leading v 0 and subsequent v k , k = 1, . . . , N, amplitudes,
for all α = {0, 1, . . . } 1+n with |α| ≤ N. With these notations, we will define: Definition 1. An approximate Gaussian beam of order N along γ is a function u τ = e iτ φ a τ with φ, a τ defined as in (40), such that the following properties hold:
It follows from (i) and (iii) that u τ is an approximate solution to equation P V u = 0 in the sense of the following lemma. where K = N +1−k 2 − 1.
Proof. The second estimate follows trivially from (40) and (iii). Note that equations (41), (42) and (43) imply that where C k = R e −Cρ 2 ρ 2k dρ and k > 0.
Observe also that if u τ = e iτ φ a τ is an approximate Gaussian beam, then alsõ Using (37), this reduces to
Recalling that for all i, j, k = 0, . . . , n we have ∂ iḡ jk = 0 on γ, we obtain similarly for |α| = 1, Indeed, (45) holds since ∂ 0 φ = ∂ k φ = 0 for k = 2, . . . , n, and (46) holds sincē g kl ∂ l φ = 0 on γ only if k = 0 and l = 1, and since ∂ 2 i0 φ = 0 on γ for all i = 1, . . . , n. Next, we write
where H ij = H ji is a complex-valued matrix. By Definition 1, we require that the imaginary part of H is positive definite, that is,
The equation (41) with |α| = 2 is equivalent with n k,l=0
for all i, j = 1, . . . , n. Using (47), (37), ∂ 2 i0 φ = 0, i = 1, . . . , n, and ∂ iḡ kl = 0, this reduces to
Noting that ∂ 2 ij φ = 2H ij , we obtain the following Riccati equation for H(s):
where C and D are the matrices defined through
We recall the following result from [8, Section 8] regarding solvability of the Riccati equation: Moreover, the matrix Y (s) is non-degenerate on I, and there holds det(ℑH(s)) · | det(Y (s))| 2 = det(ℑ(H 0 )).
We refer the reader to [5, Section 3.5] for a geometrically invariant interpretation of the function Y (s) above. With the help Lemma 3, we have so far succeeded in determining the coefficients of φ up to the third term in (40). The remaining terms can be solved through linear first order ODEs.
We will describe only the case j = 3 in detail, the cases j > 3 being analogous. We see that equation
where F α depends only on φ j with j 2. It holds on γ that n k,l=0ḡ
and we see that the coefficients ∂ α z φ with |α| = 3 satisfy a system of linear ODEs with the right-hand side depending on φ j and ∂ s φ j with j 2. Solving this system with any fixed initial condition gives ∂ α z φ with |α| = 3, and the polynomials φ j of higher degree are constructed analogously.
4.2.2.
The amplitude function. We study next the leading amplitude function v 0 by determining the terms {v 0,k } k 0 in such a way that equation (42) holds for all m = 0, . . . , N. For |α| = 0, using the definition of T , we obtain on γ 2 n k,l=0ḡ
Recalling Lemma 1, we have on γ
and therefore 2 d ds v 0,0 + Tr(CH)v 0,0 = 0, ∀s ∈ I. The subsequent terms v 0,k with k = 1, . . . , N can be constructed by solving linear first order ODEs. Indeed, taking m = k in equation (42) and recalling the definition of T we obtain the following equation for the homogeneous polynomial v 0,k (s, z ′ ):
where E k is a homogeneous polynomial of degree k in the z ′ coordinates with the coefficients only depending on {v 0,l } k−1 l=0 and {φ l } k+2 l=0 . To determine the subsequent terms v j we need to solve equation (43), but this can be accomplished analogously to the above argument and is therefore omitted for the sake of brevity. However, let us establish in detail the analogue of (33) that will be needed later. Equation (43) with k = 1 and |α| = 0 reads on γ,
and therefore we may take
This completes the construction of solutions φ and a τ to equations (41)-(43). The function u τ = e iτ φ a τ is then a formal Gaussian pf order N when δ ′ > 0 in (40) is sufficiently small. Indeed, conditions (i) and (ii) in Defition 1 follow from (41)-(43) and (47), repectively, and (iii) follows from (48) for small δ ′ > 0.
Proof of Theorem 2
5.1. Source terms. Let γ be a null geodesic and suppose that the end points of γ are outside [0, T ] × M in the sense of Lemma 2. Suppose also that γ intersects ℧ and write γ(s 0 ) = q ∈ ℧, ξ ♯ =γ(s 0 ). Let u τ to be a formal Gaussian beam along γ. Analogously to (21), we can again choose cut off functions ζ + and ζ − such that the solution U τ of (54)
with the source
Here K is as in Lemma 2 and ζ − = 1 in J + (q). It is also important that s 0 in (53) is chosen so that q = γ(s 0 ) = (s 0 , 0, . . . , 0) (56) in the associated Fermi coordinates. Likewise, initial conditions for the other higher order amplitudes v k,j , k 1, j 0, need to be set at this point. As before the map L V determines V | ℧ uniquely, and f τ,q,ξ can be then constructed given L V . Moreover, we can also construct a test function f + τ,q,ξ analogously to (23).
5.2.
Three-parameter family of sources. We start by recalling a key lemma, see [11, Lemma 2.3] . We will re-produce the proof for completeness, and toward that end we recall some concepts from Lorentzian geometry, namely, the notions of lengths of causal curves α : I → R and time-separation between points p, q ∈ M. We can define the length L of a causal curve α : I → R as follows
We also define the time-separation function τ (p, q) ∈ [0, ∞) for p q through (57) τ (p, q) = sup{L(α) | α is a future pointing causal curve from p to q}.
We set τ to be zero if p q does not hold. Under the global hyperbolicity assumption, τ : M × M → R is continuous. Heuristically, time separation in globally hyperbolic Lorentzian geometries plays the role of Riemannian distance in Riemannian geometries. Indeed, we have the well-known proposition that given p q, there exists a causal geodesic from p to q of length τ (p, q). Furthermore given a curve α, we say that a path α on M is a pre-geodesic, if it is C 1 smooth and admits a parametrization α : I → M such thatα(t) = 0 for all t ∈ I and t → α(t) is a geodesic.
Lemma 4. For any p ∈ D \ ℧ there exist null geodesics γ + and γ − and points q ± = (t ± , x ′± ) ∈ ℧, with t − < t + , such that γ ± goes through p and q ± and that the null geodesics γ + and γ − intersect on [t − , t + ] × M only at p.
Proof. By the definition of D, there are pointsq − = (t − , x ′− ) andq + = (t + , x ′+ ) in ℧ such thatq − p q + . Analogous to [11] , we define the earliest observation times,
and set q ± = (t ± , x ′± ). As p / ∈ ℧, all the three points q − p q + are distinct. Writing p = (t p , x ′ p ), this implies that t − < t p < t + . Since M is globally hyperbolic, τ is continuous and therefore
But then [15, Proposition 10 .46] implies that the causal curves from p to q + and from q − to p are null pregeodesics. In particular, there are null geodesics γ ± going through p and q ± .
Observe also that 0 <t − t − . Thusq − ǫ = (t − − ǫ, x ′− ) ∈ ℧ for small ǫ > 0. The path fromq − ǫ to p, consisting of a timelike path fromq − ǫ to q − together with γ − , is not a null pregeodesic. Therefore [15, Proposition 10 .46] implies that τ (q − ǫ , p) > 0. The same is true for points nearq ǫ , and we could replaceq − with such a point in the above construction. Therefore we may assume without loss of generality that γ + and γ − are not segments of the same null geodesic.
To get a contradiction let us assume that the two null geodesics γ + and γ − intersect at a pointp = (t, x ′ ) ∈ (t − , t + ) × M andp = p. Suppose for the moment that t p < t < t + . Then following γ + from q + top and γ − fromp to p gives a causal path from q + to p. As γ + and γ − are not segments of the same geodesic, this path is not pregeodesic. Therefore it follows from [15, Proposition 10 .46] that τ (p, q + ) > 0, a contradiction. The other scenario t − < t < t p can be treated analogously.
In the case that γ + and γ − intersect at q + we may replace q + by another pointq + on γ + , such thatq + is strictly between q + and p andq + ∈ ℧. Finally, we make an analogous replacement if γ + and γ − intersect at q − .
We now proceed as in Section 2.3. Consider a point p = (t p , x ′ p ) ∈ D \ ℧. Let γ (0) := γ + and γ (1) := γ − be null geodesics given by Lemma 4 with corresponding points q ± in the set ℧. We denote by ξ (0)♯ , ξ (1)♯ ∈ T p M the tangent vector to γ (0) and γ (1) , respectively, at the point p. We may reparametrize γ (j) and choose local coordinates near p so thatḡ coincides with the Minkowski metric at p, and that 
As ξ (0)♯ = ξ (1)♯ by Lemma 4, it holds that b(σ) = 0. In particular, limσ →0 κ j (σ) finite and non-zero for j = 1, 2, 3. We will write also κ 0 (σ) =σ 2 . Now denote by γ (j) , j = 2, 3, the null geodesics with tangent vector ξ (j)♯ at the point p. We chooseσ sufficiently small so that the geodesics γ (j) intersect the set ℧ at some points q (j) near q (1) := q − . We write also q (0) := q + . To simplify the discussion, we assume that κ 1 > 0 and that κ 2 , κ 3 < 0. Other cases can be treated in a similar manner and are omitted for sake of brevity. With these notations, we consider the null geodesics γ (j) , j = 0, 1, 2, 3, with Fermi coordinates z (j) and subsequently construct formal Gaussian beams u 
where the functions φ (j) , a (j) are exactly as in Section 4.2 with the initial conditions for all ODEs assigned at the points q (j) in the sense of (56). Writing γ (j) (s j ) = q (j) andξ (j)♯ =γ (j) (s j ), we consider the source terms f τ,q (j) ,ξ (j) for j = 1, 2, 3 and the test function f + τ,q (0) ,ξ (0) . Moreover, we define again the three parameter family of source f τ,ǫ with ǫ = (ǫ 1 , ǫ 2 , ǫ 3 ) by (31).
5.3.
Recovery of V . We start by considering the formal Gaussian beams u (j) τ given by (60). Let f ǫ,τ be the three parameter family constructed in the previous section and recall that p is an arbitrary point in D\℧. In this section, we will prove Theorem 2 by showing that V (p) is determined by L V .
Repeating the argument in the beginning of Section 2.4, shows that L V determines the integral
where dVḡ = |ḡ| dtdx 1 . . . dx n denotes the volume form on (M,ḡ). Using the Sobolev embedding, we obtain from (55), with ζ (0) + = 1 in J − (q (j) ).
We proceed to asymptotically analyse I. Applying the estimates (61)-(62) together with the boundedness of formal Gaussian beams (see Lemma 2), we have We will use the method of stationary phase to analyse the product of the four formal Gaussian beams in (63), and need the following lemma. In the lemma we choosed to be an auxiliary distance function on M.
Lemma 5. Consider the formal Gaussian beams along the geodesics γ (k) , k = 0, 1, 2, 3, in (60), and recall these four geodesic intersect at p. Recall also that κ 0 , κ 1 > 0 while κ 2 , κ 3 < 0. Then the function S := κ 0 φ (0) + κ 1 φ (1) + κ 2φ
(2) + κ 3φ (3) is well-defined in a small neighborhood of the point p and it holds that (i) S(p) = 0.
(ii) ∇ḡS(p) = 0.
(iii) ℑS(q) md(q, p) 2 for q in a neighborhood of p. Here m > 0 is a constant.
Proof. Note that the first claim is trivial as each of the four phases φ (k) vanish along γ (k) and therefore the sum must vanish at the point of intersection p. For the second claim, we note that equation (47) applies to show that along each null geodesic γ (k) we have ∇ḡφ (k) | γ (k) =γ (k) . Together with (58), the second claim follows.
Let us now consider the last claim. Note that it suffices to show that D 2 ℑS(X, X) > 0 ∀X ∈ T p M \ 0.
First note that ℑS = 3 k=0 |κ k |ℑφ (k) implying that D 2 ℑS(X, X) 0. Indeed, using the Fermi coordinates we see that for each k = 0, 1, 2, 3, D 2 ℑφ (k) (X, X) 0 ∀X ∈ T p M, D 2 ℑφ (k) (X, X) > 0 ∀X ∈ T p M \ span ξ (k)♯ due to (47)-(48) and the fact that the Christoffel symbols vanish on γ (k) in these coordinates (see Lemma 1) . Since ξ (0)♯ and ξ (1)♯ are linearly independent the claim follows.
We know from Lemma 4 that p is the only point of intersection of the four null geodesics γ (k) , k = 0, 1, 2, 3. Thus the product u (0) τ u (1) τ u (2) τ u (3) τ = e iτ S a (0) κ 0 τ a (1)
is supported in a small neighbourhood of p. We expand the amplitudes a where γ (j) (0) = q (j) and γ (j) (s j ) = p. Finally, noting that limσ →0 κ j = 0 for j = 1, 2, 3 and limσ →0 κ 0 = 0, we deduce that the knowledge of the source to solutions map L V uniquely determines the integral s 0 0 V (γ (0) (s)) ds.
Differentiating in s 0 gives V (p), and this completes the proof of Theorem 2.
