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Dismantling Absolute Retracts of Reflexive Graphs 
HANS-JURGEN BANDELT AND ERWIN PESCH 
Absol~te retracts of reflexive graphs are graphs (with loops) for which the systems of all discs have 
the Helly property. A recursive characterization of these graphs is presented. The main results 
confirm that the recognition problem is solvable in polynomial time. Two algorithms are available: 
one is a level test (performed on the distance matrix) and the other is a vertex elimination scheme 
(operating on the neighbours list). The complexity of either algorithm is O(n4). 
PROLOGUE 
What is an absolute retract of reflexive graphs? For the impatient reader here is a quick 
definition: a connected graph with loops is of this kind iff for any vertices u l , u2 , ••• , Un 
and non-negative integers rl , r2 , ••• , rn the system of distance inequalities 
d(u;, x) ~ r; (i = I, ... , n) 
admits a solution x, provided that 
(i,j = I, ... ,n) 
holds. The key ingredient in this definition is the distance function d (which gives the length 
of shortest paths between vertices). Recall that metric spaces (X, d) satisfying the above 
condition for non-negative real numbers r; are, by definition, the hyperconvex metric spaces 
of Aronszajn and Panitchpakdi [I] (alias the injective metric spaces ofIsbell [6], or the fully 
spread spaces of Dress [3]). The scenario for graphs is slightly different in so far as one is 
in the full subcategory t§ of metric spaces, the distance functions of which take only integer 
values. The morphismsfare maps shrinking distances; that is, d(f(x),f(y)) ~ d(x, y). An 
idempotent morphism on a space (X, d) is a retraction, and its image is a retract of (X, d). 
Now, an object (X, d) in t§ is an absolute retract if (X, d) is a retract of every superspace 
from t§. An equivalent requirement is solvability of the above system of distance inequal-
ities. Every absolute retract in t§ can thus be regarded as a reflexive graph (for which yz is 
an edge iff y = z or d(y, z) = I), since d(u, v) ~ r + s implies that there exists x with 
d(u, x) ~ rand d(v, x) ~ s. Then the edge-preserving maps are the morphisms of t§. 
Every object (X, d) in t§ embeds in a minimal absolute retract, viz. the injective hull of 
(X, d) in t§ (cf. [13]). The work of Jawhari, Misane and Pouzet [8] (cf. [7, 9]) presents the 
basic theory of absolute retracts in a fairly general framework, thereby covering the cases 
of metric spaces, ordered sets and reflexive graphs. 
Our goal is to provide efficient algorithms for recognizing absolute retracts of reflexive 
graphs. First we investigate the Helly type conditions that characterize absolute retracts. In 
these defining conditions there is a certain redundancy. The reduction to a somewhat 
minimal set of requirements yields the clue for establishing the polynomial recognition 
algorithms. Typically, one tests sets of vertices in which 'almost' all pairs are at unit 
distance. Theorem I below records such conditions, including a recursive characterization 
of absolute retracts. This is basic to the efficient dismantling procedure described in 
Theorem 2. 
All graphs in this paper are finite, connected and reflexive (although in the figures loops 
are always omitted). 
211 
0195-6698/89/03021l + 10 $02.00/0 © 1989 Academic Press Limited 
212 H.-f. Bandell and E. Pesch 
Two THEOREMS 
For the reader's convenience we first outline the basic graph-theoretic terminology used 
in the theorems and their proofs. Let G be a (reflexive) graph. Then the distance d(u, v) 
between two vertices u and v is the length of a shortest path between u and v . The set of 
all vertices w on shortest paths between u and v is called the interval leu, v) between u and 
v; that is, 
leu, v) = {w/d(u, v) = d(u, w) + d(v, w)}, 
cf. Mulder [10]. The disc with centre u and radius r is the set of all vertices w such that 
d(u, w) ~ r. The unit disc 
N(u) = {w/d(u, w) ~ I} 
is called the neighbourhood of u and consists of all neighbours of u (including u itself because 
the graph G is reflexive). The kth level with respect to u is the set 
Nk(U) = {w/d(u, w) = k}, 
where k is a non-negative integer. It is convenient to regard the system of all discs as a 
hypergraph on the vertex-set of G, with the discs as its edges. This hypergraph is referred 
to as the disc hypergraph of G. Similarly, the neighbourhoods of vertices in G form the 
neighbourhood hypergraph of G. the diameter of G is the maximum distance in G. Any 
vertex v which is at diameter distance from some vertex is called a diametrical vertex. A 
diametrical vertex is thus a terminal vertex of a maximum length shortest path in G, while 
an extremal vertex is a terminal vertex of a maximal shortest path in G (that is, a shortest 
path which cannot be extended to a shortest path between another pair of vertices). In other 
words, a vertex v is extremal if for some vertex u there is no interval leu, w) properly 
containing leu, v). The radius of G is the minimum radius r of a disc covering the whole 
vertex-set of G. Recall that a retraction f of G is a mapping defined on the vertex-set of G 
such that edges are sent to edges (which may be loops) and feu) = u for all vertices u of 
f( G). The subgraph induced by the image off is a retract of G. An isometric subgraph H 
is an induced subgraph of G which is a metric subspace; that is, shortest paths in H are also 
shortest paths in G. Retracts are always isometric subgraphs (but the converse is far from 
being true). Now, G is an absolute retract if G is a retract of any graph in which G is 
embedded as an isometric subgraph. A hypergraph is said to have the Helly property if every 
finite family of pairwise intersecting edges has a non-empty intersection. As a warm-up the 
reader may verify that a graph of diameter 2 is an absolute retract iff it has radius lor, in 
other words, if the neighbourhood hypergraph has the Helly property. For instance, the 
cycle of length 4 or 5 and the graph of Figure 1 are not absolute retracts. 
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FIGURE I. 
THEOREM I. For a (reflexive) graph G, the following conditions are equivalent: 
(i) G is an absolute retract; 
(ii) the disc hypergraph of G has the Helly property; 
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(iii) the neighbourhood hypergraph of G has the Helly property, and for any three vertices u, 
v, w ofG such that k = d(u, v) = d(u, w) ~ 3 and either v and ware adjacent or v and w 
have a common neighbour at distance k + 1 from u, there exists a common neighbour x of 
v and w at distance k - 1 from u (see Figure 2); 
(iv) for any two vertices u and v with k = d(u, v) ~ 2, there exists a vertex x which has 
distance k - 1 to u and is adjacent to all neighbours w of v with d(u, w) ~ k; 
(v) for every diametrical vertex v, there exists another vertex w with N(v) £; N(w), and the 
vertex-deleted subgraph G - v is an absolute retract. 
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PROOF. We proceed by induction on the number n of vertices of G. For n ~ 3 the 
five conditions hold trivially. Now assume that (i)-(v) are equivalent for all graphs with 
at most n - 1 vertices. This hypothesis will be used later on in the proof. 
(i) implies (ii): Consider a family of discs with centre x; and radius r; (i = 1, ... , n) such 
that each pair of discs has non-empty intersection. Then d(x;, xj) ~ r; + rj for all i =1= j. 
Now extend G to a graph H as follows: add a new vertex x and, for each i, a path of length 
t; connecting x with Xi' Certainly G is an isometric subgraph of H, whence by (i) there exists 
a retractionf from H to G. Since a retraction does not increase distance, the vertexf(x) of 
G belongs to all discs of the given family. 
(ii) implies (iii): This is easy to see. Indeed, for vertices u, v, w given as in (iii), choose any 
vertex x from the intersection of the two unit discs N(v), N(w}, and the disc with centre u 
and radius k - 1. 
(iii) implies (iv): Let u and v be vertices of G with k = d(u, v) ~ 2. Let x be a neighbour 
ofv with d(u, x) = k - 1 such that N(v) II N(x) contains a maximum number of vertices. 
Suppose that x is not adjacent to some vertex WE N(v) II Nk(U). By (iii) we can find a 
common neighbour t of v and w with d(t, u) = k - 1. Further, there exists a common 
neighbour s of t and x with des, u) = k - 2. Now, the neighbourhoods of s, t, w, and all 
vertices in N(v) II N(x) intersect pairwise and hence have non-empty intersection (because 
of the Helly property). Choose any vertex y from this intersection. Then as WE N(y) -
N(x) the set N(v) II N(x) is properly contained in N(v) II N(y), contrary to maximality. 
Therefore x is adjacent to all vertices in N(v) II Nk(U). Finally, suppose that x is not 
adjacent to some vertex w E N( v) II Nk - 1 (u). By (iii) there exists a common neighbour s of 
wand x with des, u) = k - 2. The neighbourhoods of s, w, and all vertices in N(v) II N(x) 
pairwise intersect and hence have non-empty intersection. Then for any vertex y in this 
intersection the set N(v) II N(y) contains N(v) II N(x) properly because w E N(y) - N(x) , 
again a contradiction. We conclude that x is a vertex, as required in (iv). 
(iv) implies (v): Consider any diametrical vertex v. Then by (iv) , there is some vertex 
x =1= v such that N(v) £; N(x). Hence the identity map on G - v extends to a retraction 
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of G onto G - v by mapping v to x . It is easy to see that retractions preserve property (iv). 
Thus the retract G - v of G also satisfies (iv). Then, from the initial induction hypothesis, 
it follows that G - v is an absolute retract, as desired. 
(v) implies (i): If G is a complete graph, then there is nothing to show. Now assume that 
G has diameter 2. Let u and v be two non-adjacent vertices. Choose a common neighbour 
x of u and v with maximum degree. Suppose that x is not adjacent to all vertices of G. Then 
x is diametrical, and thus there is another vertex y with N(x) = N(y), by virtue of 
maximality. Moreover, G - x is an absolute retract (of diameter 2), whence there exists a 
vertex z of G - x which is adjacent to all vertices of G - x . Then z is also adjacent to x 
because z E N(y), giving a contradiction. We conclude that N(x) is the whole vertex-set of 
G, and therefore G is an absolute retract. 
Finally, assume that G has diameter k ~ 3. Let u, v be a pair of diametrical vertices; that 
is, d(u, v) = k. Let H be a reflexive graph containing G as an isometric subgraph . By (v) 
the vertex-deleted subgraph G - u is isometric in G and hence in H. Then, as G - u is an 
absolute retract, there exists a retractionJ., from H to G - u. We may assume thatJ., is chosen 
in such a way that the number of neighbours x of v in H outside G with d(u,fu(x» = k 
is minimal. Suppose that this number is not zero, so that we can actually find such a 
neighbour x the image of which, y = J.,(x), is also at distance k from u. If u is the unique 
vertex in its neighbourhood N(u) in G being at distance k from v , then we may just 
interchange the roles of u and v , and thus obtain a retraction onto the vertex-deleted subgraph 
as required. So we may assume that there exists a neighbour t in G of u with I # u and 
del, v) = k . Note that t and y are not adjacent because k ~ 3. Now, G - t is an absolute 
retract, and hence by the initial induction hypothesis there exists a vertex z of G - t such 
that d(u, z) = k - I and N( y) = N(y) - {t} S; N(z) in G. Then define a new mapping/: 
from H to G - u by letting/: (x) = z and/: =!u on H - x. For every neighbour w of 
x in H, the image/:(w) is adjacent to y and hence to z = / : (x). Therefore/: is a retraction 
satisfying d(u,f:(x» < k, contrary to the minimality assumption. We conclude that the 
retraction J., maps all neighbours of v outside G to vertices at distance k - I from u. 
Now, we identify each neighbour x ofv with its imageJ.,(x), keeping all the incident edges 
(that is, if sx was an edge in H , then sJ.,(x) is a new edge). The resulting graph is denoted 
by Ii. Since we did not identify any two distinct vertices of G, we may regard G as an 
induced subgraph of Ii. Moreover, Ii contains H minus the neighbours x of v outside G 
as an induced subgraph. The subgraph G is actually isometric in Ii. To see this, consider 
any shortest path P in Ii - u between two vertices of G - u. If P is not a path in H , then 
it uses exactly one new edge sy , where y = J.,(x) for some neighbour x of sand v . SinceJ., 
is a retraction, we infer that Y/u(s) is an edge in G and thus tbe setJ.,(P) induces a path in 
G, the length of which does not exceed the length of P. Finally, if some vertex q in G - u 
is connected with u by a path in Ii which is shorter than the distance d (q, u) in G, then there 
is already a shorter path Q in Ii from u to some neighbour y of v. Necessarily, some 
neighboursofapre-image x ofy(underJ.,)isonQ.Sinced(u,y) = k - I andd(u, v) = k , 
the subpath of Q joining sand u must have length at least k - 2. Then the length of Q is 
at least k - I , whence Q cannot be a shorter path, contrary to the choice of Q. 
Now, since G is an isometric subgraph of Ii, there exists a retraction!., from if to G - v. 
Define a mapping / from H to G by the following rule: 
/(q) = {;'(q) 
J.,(q) 
if q = v, 
if q is a neighbour of v outside G, 
otherwise. 
Certainly,fis well defined and idempotent. Consider an edge sx in H which does not belong 
to Ii. Then x is a neighbour of v outside G and hence is identified with /u(x) in Ii. If s 
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is also a neighbour ofv outside G, thenfsends sx to the edgef.,(s)fu(x). Otherwise, sf.,(x) 
is an edge in ii, which is mapped by f onto the edge !" (s)f., (x). We conclude that f is a 
retraction from H to G, as desired. This completes the proof of the theorem. 
Some comments are in order here. The equivalence of (i) and (ii) in the preceding theorem 
is, of course, well known-as is the following characterization: a (reflexive) graph is an 
absolute retract iff it is a retract of some product of (reflexive) paths. We refer the reader 
to Nowakowski and Rival [11], Quilliot [15], Hell and Rival [5] and Misane [9]. The 
characterizations of absolute retracts offered by the above conditions (iii), (iv), (v) appear 
to be new-although this perfectly parallels the situation with retractions of irreflexive 
graphs (in the sense of Hell [4]). For instance, both Theorems 1 and 2 are analogous 
to results obtained by Bandelt, Dahlmann and Schutte [2] for absolute retracts of bipartite 
irreflexive graphs. More generally, the absolute retracts of (n-chromatic) irreflexive graphs 
admit a recursive description similar to that given in condition (v) above; see Pesch and 
Poguntke [14]. These recursive characterizations have just one drawback: the number of 
subgraphs that have to be tested may grow exponentially with the number n of vertices. 
Removing at each stage only one diametrical vertex and then scanning the vertex-deleted 
subgraph does not suffice: indeed, the vertex v in the graph of Figure 1 has a companion, 
the neighbourhood of which contains N(v) such that G - v is an absolute retract (although 
G is not of this kind). The (reflexive) graphs which are able to be dismantled in this weaker 
sense are known under the name 'cop-win graphs' and have been investigated by Now-
akowski and Winkler [12] and Quilliot [15]. Observe that, for an absolute retract G of 
reflexive graphs, a vertex z is extremal iff there exists another vertex y with N(z) £; N(y); 
this in turn is equivalent to G - z being a retract of G. Now, if we know that the (reflexive) 
graph G has an extremal vertex z such that G - z and the disc with centre z and radius 2 
are absolute retracts, then we can be sure that G itself is an absolute retract-well, this is 
the message of the second theorem. 
THEOREM 2. Let G be a (reflexive) graph with at least two vertices. Then G is an absolute 
retract iff there exist two distinct vertices y and z with N(z) £; N( y) such that G - z is an 
absolute retract, and for each vertex x E N(y) - N(z) there is some vertex v E NI (z) which 
is adjacent to all vertices in N(x) II (NI (z) U N2 (z». 
PROOF. Let G be an absolute retract. Choose a diametrical pair u, z of vertices. Then 
the distance between u and any neighbour of z does not exceed d(u, z). Hence, by condition 
(iv) of Theorem 1, there exists a neighbour y of z with N(z) £; N(y). From condition (v) 
we infer that G - z is an absolute retract. If x is any vertex in N( y) - N(z), then the 
neighbourhoods of z and all vertices in N(x) II (NI (z) U N 2(z» intersect pairwise. Thus, by 
condition (ii) or (iii) of Theorem 1, these neighbourhoods have a non-empty intersection, 
whence there is a vertex v as required. 
Conversely, assume that G satisfies the condition of Theorem 2. We wish to show that 
G meets the requirements of Theorem 1, part (iii). First we check that the neighbourhood 
hypergraph of G has the Helly property. Consider any vertices WI' ... , Wn of Gwith 
dew;, wj ) ~ 2 for all i, j. If z is not amongst the vertices Wi' then the intersection of all 
neighbourhoods N(w;) is not empty because G - z, being an absolute retract, has the Helly 
property for neighbourhoods. Otherwise, say Wn = z. Since N( y) contains all neighbours 
of z, the neighbourhoods of y and WI' ... , Wn_1 intersect pairwise. Hence, as G - z is an 
absolute retract, there exists a common neighbour x of WI' ... , Wn_l, Y in G - z. If x is 
adjacent to z, then we are done. So assume that x and z are not adjacent; that is, 
x E N(y) - N(z). Since the vertices WI' ... , Wn_1 belong to N(x) II (NI(z) U N 2(z», 
there exists a vertex v E N(z) adjacent to WI' ... , Wn_ 1 by hypothesis. We conclude that the 
neighbourhood hypergraph of G has the Helly property. 
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Finally, suppose by way of contradiction that there are vertices u, v, w of G such that 
k = d(u, v) = d(u, w), and v , w have no common neighbour at distance k - I from u 
although they are adjacent or have a common neighbour at distance k + I from u. We may 
assume that k is as small as possible. Then we must have k ~ 3. Indeed, k = 2 would 
conflict with the already established fact that the neighbourhood hypergraph of G has the 
HeJly property. Since k is minimal, we also have J(u, v) n J(u, w) = {u}; that is, any two 
shortest paths joining u with v and w, respectively, have only u in common. For, otherwise, 
some neighbour u' of u would belong to both J(u, v) and J(u, w), whence we could find a 
common neighbour x ofv and w with d(u, x) - 1 = d(u', x) = k - 1, contrary to the 
choice of u, v , w. Now, since G - z is an absolute retract, the vertex z must be one of u, 
v , w. Without loss of generality assume that w =I z. We distinguish two cases and a number 
of subcases: 
Case 1: u = z. Then as N(u) !:;;: N(y) the distance betweeny and v or w is either k - 1 
or k. Since J(u, v) n J(u, w) = {u}, the vertex y cannot be at distance k - I to both v and 
w whence, say, d(w, y) = k. 
Case 1.1: d(v, y) = k - 1 and d(v, w) = 1. Choose any neighbour w' of w with 
d(u, w') = k - 1. Then v and w' are at distance k - 1 to y , and have a common 
neighbour at distance k to y . Hence there exists a common neighbour v' of v and w' with 
d(v' , y ) = k - 2 since G - z is an absolute retract. Now, d(u, v ' ) = d(u, w') = k - 1, 
and so by minimality of k there exists a common neighbour x of v' and w' such that 
d(u, x) = k - 2 ~ 1 (see Figure 3). This, however, contradicts J(u, v) n l(u, w) = {u}. 
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FIGURE 4. 
Case 1.2: d(v, y) = k - 1 and d(v, w) = 2. Lett be any neighbour of u with d(t, w) = 
k - 1. The unit discs N(v), N(w) and the two discs with radius k - 1 and centre t and y , 
respectively, intersect pairwise. Hence, as G - u is an absolute retract, we can choose a 
vertex q belonging to the four discs. If d(q, u) = k - 1, then q belongs to J(u, v) and 
J(u, w), which is impossible. Thus we have d(q, u) = k and d(q, y) = k - 1. Since G - u 
is an absolute retract, there exists a common neighbour v ' of q and v at distance k - 2 from 
y . Similarly, we can find a common neighbour w' of q and w with d(t, w') = k - 2. Now, 
by minimality of k, there exists a common neighbour x of v ' and w' with d(u, x) = k - 2 
(see Figure 4). This, however, is in conflict with J(u, v) n J(u, w) = {u}. 
Dismantling absolute retracts of reflexive graphs 217 
Case 1.3: d(v, y) = dew, y) = k. Since G - u is an absolute retract, there exists a 
common neighbour q of v and w with d(q, y) = k - 1. If d(q, u) = k - 1, then x = q 
is the required vertex. So assume that d(q, u) = k. Now we can apply the argument in 
Case 1.1 to the pair v, q instead of v, w, so that we obtain a common neighbour v' of v and 
q at distance k - 1 from u. Analogously, the pair q, w has a common neighbour w' at 
distance k - 1 from u. Then, by minimality of k, we conclude that there exists a common 
neighbour x of v' and w' with d(u, x) = k - 2, giving a contradiction. 
Case 2: v = z. Since N(v) c;; N(y), we have dew, y) :::::; 2. Choose any neighbour v' of 
v with d(u, v') = k - 1. Then v' is also a neighbour of y and is at distance at most 3 
from w. Since G - v is an absolute retract, the four discs centred at v', w, y, u, respectively, 
and having radius 1, 2, 2, k - 2, respectively, must have a vertex x in common. Then, 
in particular, x belongs to leu, v) and leu, w) since d(u, x) = k - 2 and d(v, x) = 
dew, x) = 2. This gives a final contradiction to the choice of u, v, w, completing the proof 
of the theorem. 
From the proof of Theorem 2 we infer that, for each pair y, z of vertices in an absolute 
retract G satisfying N(z) C;; N( y), the vertex-deleted subgraph G - z is an absolute retract, 
and for each vertex x E N( y) - N(z) there exists a vertex v as described in Theorem 2. The 
reader should keep this in mind when verifying Algorithm 2 below. 
Two ALGORITHMS 
The equivalence of conditions (i) and (iv) in Theorem 1 leads to the following algorithm, 
which tests whether or not a graph is an absolute retract of reflexive graphs: 
ALGORITHM 1. (Level Test). 
Let G be a graph given by its adjacency matrix. 
Determine the distance matrix D = (d(u, v)) [in O(n3) time]. 
For each vertex u and 
for each vertex v such that d(u, v) ~ 2, 
search for a vertex x such that 
d(u, x) = d(u, v) - 1, d(v, x) = 1, and 
every neighbour w of v with d(v, w) :::::; d(u, v) is 
also a neighbour of x: 
if no such vertex x exists, then output 
'G is not an absolute retract of reflexive graphs' STOP. 
Output 'G is an absolute retract of reflexive graphs' STOP. 
The Level Test requires O(n4) operations, where n is the number of vertices. The next 
algorithm is based on Theorem 2 and has complexity Oem . n2 ), where m is the number of 
edges. If the input graph G is a tree, then G is recognized as an absolute retract in linear 
time. In any case, we expect that this algorithm performs better than the Level Test in 
practice. 
ALGORITHM 2 (Vertex Elimination Scheme). 
Let G be a graph given by the ordered list of neighbourhoods. 
Repeat deleting all terminal vertices (i.e. vertices of degree 1) and all redundant vertices 
(that is, for each pair y #- z with N(y) = N(z) drop one of y, z). 
While there exists no vertex adjacent to all the other vertices 
do 
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begin repeat choosing an edge yz and comparing N( y ) and 
N(z) (in O(n) time) 
end 
until an extremal vertex has been found or all edges 
have been scanned; 
if two vertices y , z with N(z) £ N( y) have been 
found then 
begin compute the union W of all sets N(u) - {z} 
where u E N(z) (in O(n2) time) and assign 
end 
X +- N( y ) - N(z); 
repeat choosing an edge e = vx such that 
v E N(z) - {z} and x E X; assign 
U +- N(x) n W; 
if v is adjacent to all vertices 
in U then assign X +- X - {x} 
until X = 0 or all edges have been scanned 
(this is accomplished in O(m • n) time); 
if X -# 0 then output 'G is not an absolute retract' STOP 
else output 'G is not an absolute retract' STOP; 
delete the vertex z from G (and delete all edges incident with z); 
repeat deleting all terminal vertices and redundant vertices 
output 'G is an absolute retract' STOP. 
As test objects, the reader may use the graphs of Figures 5 and 6. These graphs are the 
minimal absolute retracts containing an isometric 6-cyc1e and 7-cyc1e, respectively. 
FIGURE 5. FIGURE 6 
Two REMARKS 
In order to test by hand whether a given graph G is an absolute retract of reflexive graphs 
it might be useful to decompose G into smaller pieces rather than dismantle G vertex by 
vertex. Feasible decompositions are those for which the resulting 'components' intersect in 
'small' parts (such as the blocks of G, for example). We can make this more precise. The 
intersection of two subgraphs G I and G2 is denoted by G. n G2 • The neighbourhood N(H) 
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of a subgraph H of G is the subgraph induced by the union of all neighbourhoods N(u) in 
G of vertices u from H. Then we have the following fact. 
REMARK. 1. Let G be a graph covered by two induced subgraphs G, and G2 such that 
G, n G2 is a cutset of radius 1. Then G is an absolute retract of reflexive graphs iff G" G2 
and N(G, n G2 ) are such. 
This is easy to prove with Theorem 2 in hand. Let s be a vertex of G, n G2 such that N(s) 
contains all vertices of G, n G2 • First assume that G is an absolute retract of reflexive 
graphs. The required retraction map onto G, (or G2 , respectively) maps everything outside 
G, (or G2 , respectively) onto the vertex s. Observe that every disc of G is a retract of G. 
Hence, in particular, N(N(s)) is a retract of G. Now, removing all (extremal) vertices z of 
N(N(s)) not in N(G, n G2 ) results in a retract. Finally, to prove the converse, proceed by 
induction on the number of vertices. We may, of course, assume that N(G, n G2 ) is not all 
of G. Then we can find an extremal vertex z of G belonging to G" say, such that del, z) ~ 2 
for all vertices I of G, n G2 • Consequently, every vertex of G2 not in G, has distance at least 
3 from z. Therefore any obstruction in removing z (according to Theorem 2) would involve 
only vertices of G j , concluding the proof. 
An instance of Remark 1 is the banal fact that a graph G is an absolute retract of reflexive 
graphs iff all blocks of G are such. To conclude our paper we record the following fact 
(which the reader may readily derive from Remark I). 
REMARK 2. A chordal graph is an absolute retract of reflexive graphs iff the neighbour-
hood of each cutset is such. 
The smallest chordal graph which is not an absolute retract is the graph of Figure I. 
Therefore, the assertion in [15] that all chordal graphs must be absolute retracts is false. 
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