Distributed Virtual Environment (DVE) systems have been designed last years as a set of distributed servers. These systems allow a large number of remote users to share a single 3D virtual scene. In order to provide quality of service in a DVE system, clients should be properly assigned to servers taking into account system throughput and system latency. The latter one is composed of both network and computational delays. This highly complex problem is known as the quality of service (QoS) problem. In this paper, we study the implementation of a genetic algorithm (GA) for solving the QoS problem in DVE systems. Performance evaluation results show that, due to its ability of both finding good search paths and keeping diversity, this nature inspired technique can provide significantly better solutions than other heuristic methods while requiring shorter execution times. Therefore, the proposed implementation of GA search method can actually improve the QoS offered by DVE systems.
Introduction
The advent of affordable, high-bandwidth Internet connections, together with the widespread use of high performance graphic cards, have allowed a dramatic growth of Distributed Virtual Environment (DVE) systems during last years. DVE systems allow multiple users, working on different client computers that are interconnected through different networks (and even through the Internet), to interact in a shared virtual world. This is achieved by rendering images of the environment as they would be perceived by the user if he was located at that point in the virtual world. Each user is represented in the shared virtual environment by an entity called ava-tar, whose state is controlled by the user. Since DVE systems support visual interactions between multiple avatars, every change in each avatar must be propagated to other avatars in the shared virtual environment. DVE systems are currently used in many different applications [1] , such as collaborative design [2] , civil and military distributed training [3] , e-learning [4] or multi-player games [5] .
Architectures based on networked servers are becoming a de-facto standard for DVE systems [1, 6] . In these architectures, the control of the simulation relies on several interconnected servers. Client computers are attached exclusively to one of the servers in the system. When a user modifies an avatar, the client computer controlling this avatar sends an updating message to the client computers controlling other avatars, in order to provide a consistent and updated view of the virtual world to all avatars. When the number of connected clients increases, the number of updating messages must be limi-ted in order to avoid a communication outburst. In this sense, concepts like areas of influence (AOI) [1] , locales [7] or auras [8] have been proposed for limiting the number of neighboring avatars that a given avatar must communicate with. All these concepts define a neighborhood area for avatars, in such a way that a given client computer controlling a given avatar i must notify all the movements of i (by sending an updating message) only to the client computers that control the avatars located in the neighborhood of avatar i. The avatars in the AOI of avatar i are denoted as neighbor avatars of avatar i. Other approaches use three tiered architectures [9, 10] , data filtering [11] or distributed cache management [12] in order to minimize the impact of network traffic on the performance of the DVE system.
Depending on their origin and destination avatars (client computers), messages in a DVE system can be intra-server or inter-server messages. In order to design a scalable DVE system, the number of inter-server messages should be minimized. Since intra-server messages only require a single server, the more intra-server messages there are, the less resources the application will require to exchange the same number of messages. Fig. 1 shows an example of a DVE system with a multi-server architecture, composed of three servers. It also shows an example of both intra-server and inter-server communication. In this example, avatars are represented as dots and the AOI of each avatar is represented as a circumference. The partitioning problem [6] has been shown as the main issue in the design of efficient DVE systems based on networked servers. It consists of efficiently distributing the workload among the different servers in the system (by assigning avatars to servers). In previous works [13] [14] [15] , we developed a partitioning method that provides a significant throughput increase to DVE systems. Nevertheless, the most important performance measures in DVE systems (as in any distributed, client-server system) are not only throughput but also latency. Latency can be defined in DVE systems as the time interval from the instant when any neighbor of a given avatar i makes a movement until the instant when avatar i is notified of that movement. Latency represents Quality of Service (QoS) provided to users by the system, since it determines how fast changes in the virtual world are notified to the proper client computers.
Once the partitioning method has ensured that the system throughput is maximized (it has provided a partition where the estimated percentage of CPU utilization in all the DVE servers is under 99% [13] ), then the computing resources can still be used to decrease the average system time response provided to avatars. This improvement should be carried out also by the partitioning method, since it is really a trade-off between system throughput and system latency. The problem of solving the partitioning problem ensuring both that the system is below its saturation point and that the average latency provided to avatars is minimized is known as the QoS problem. This problem can be modeled as finding a partition that minimizes a quality function. In a previous paper, we performed a comparison study of some heuristic methods applied to the QoS problem in DVE systems [16] . In this study, we implemented and tested different heuristic search methods based on Simulated Annealing (SA) and Greedy Randomized Adaptive Search (GRASP) techniques. These heuristic methods were capable of improving the QoS offered by DVE systems.
Since the QoS problem in DVE systems can be stated as a problem of balancing both communications and computational load, in this paper we show how a genetic approach can improve the currently existing solutions to this problem. Concretely, we present in this paper the implementation, tuning, and evaluation of a Genetic Algorithm for solving the QoS in Distributed Virtual Environment Systems (QSGA). Performance evaluation results show that this nature inspired heuristic technique is able to improve the QoS provided by DVE systems with shorter execution times than GRASP or SA techniques. Therefore, this implementation of GA technique can be considered as a suitable heuristic method for providing QoS in DVE systems.
The rest of the paper is organized as follows: Section 2 details the problems to be solved for achieving QoS in DVE systems. Section 3 describes the im-plementation and tuning of QSGA. Next, Section 4 presents the performance evaluation of the proposed method. Finally, Section 5 presents some concluding remarks.
Background
The term Quality of Service (QoS) has been extensively used in wide area network (WAN) environments to describe the ability of some systems to conform with some specific user requirements of latency, jitter delays, traffic peaks, etc. [17] [18] [19] [20] [21] . However, the term QoS can be applied to any system, and it means that the system not only supports a given client but it also fulfills some specific requirements of that client.
The QoS problem has been already described in DVE systems, and some strategies have been proposed for solving it [22, 23] . Approaches like [23] use latency compensating methods in order to repair the effects of high network jitter. Adaptive rendering strategies like [22] or [1] modify the resolution of the 3-D models depending on the client connection speed. However, none of these strategies takes into account the non-linear behavior of DVE systems with the workload assigned to each server, as described in [13] . Therefore, these strategies cannot guarantee that the performance provided to avatars will not degrade beyond any threshold value.
The QoS problem can be expressed in DVE systems as latency constraints. A DVE system can only offer QoS to clients if it is working below its saturation point and at the same time the average round-trip delay for the messages sent by each avatar (denoted as ASR, for average system response) is lower than 250 ms. [23] . However, the ASR provided to a given avatar i depends on which servers are the neighbor avatars of i assigned to. If avatar i is assigned to server s, then the ASR for avatar i linearly decreases with the number of neighbor avatars of i that are assigned to server s. A partitioning method designed to provide QoS to avatars should maximize the number of neighbor avatars assigned to the same server. At the same time, it should balance the workload (avatars) in order to keep the system away from saturation. Additionally, it must not migrate more than 30% of avatars in the system [10] . Therefore, the QoS problem consists of finding the best partition complying with all these three requirements. In a previous paper we defined a quality function that measures how a given partition fulfills these requirements [16] . In order to make this paper self-contained, in this section we will briefly describe this function.
Equation 1 represents the evaluation function proposed measuring the QoS, composed of three terms. This function measures the quality of a possible partition (assignment of n avatars to s servers). The partitioning method consists of performing a heuristic search to find the partition with the lowest value of F QoS as possible. F QoS function is defined as
This function is the sum of three different functions or terms. The term h cpu (i) is a function of the estimated percentage of CPU utilization in each server i. Fig. 2 shows the behavior of this function, that is exponential. This term will make F QoS to assign a poor (high) value to any partition where at least one of the DVE servers is estimated to be saturated or close to saturation.
Fig. 2. Behavior of hcpu(i)
The term h asr (i) measures the estimated ASR provided to each avatar in the system by a given partition. Fig. 3 shows the behavior of this term, that is composed of two sections. Function h asr (i) penalizes partitions where the estimated ASR of avatars is higher than 250 ms.
Finally, the term n m measures the number of avatars that should be migrated in order to obtain a given partition. This function is also composed of two sections, as shown in Fig. 4 . This function penalizes partitions that migrates more than 30% of avatars. Thus, the QoS problem in DVE systems consists of finding a partition (assignment of the existing n avatars to the s existing servers in the DVE system) with the lowest value of F QoS as possible. Because of the high complexity of this problem, labeled as NP-hard in other systems [17] , heuristic procedures can provide near-optimal solutions that actually improve the QoS offered by DVE systems.
A Genetic Algorithm for providing QoS: QSGA
Genetic Algorithms (GAs) are heuristic search methods based on the concept of evolution by natural selection [24] . A GA starts from an initial population, composed of P chromosomes, that evolves following certain rules for optimizing a function until reaching a convergence condition. Each iteration of our GA consists of generating a new population from the existing one by recombining or even mutating chromosomes. A chromosome contains a genotype or string representing an individual (a particular solution of the problem) and also a phenotype or features that the genotype represents. We will use this additional information in the phenotype for tuning the behavior of the algorithm.
In our particular case, the genotype consists of an array defining the pairs avatar-server. If there are N avatars in the system, this array contains N elements, each one designating the server where that avatar is assigned to. The phenotype consists of information about the estimated workload that each avatar adds (in terms of the CPU utilization) to the server to which it is assigned to. This information can be estimated starting from both the movement rate of the avatar and the number of neighbors in its AOI [25] . Also, the phenotype indicates if each avatar is a boarder avatar or not. If a given avatar is assigned to server s, then this avatar is a boarder avatar if any of its neighbor avatars (the avatars within its AOI) is assigned to another server different from s. We will use F QoS as the fitness function to be minimized.
Most of heuristic methods are based on the random generation of an initial population. However, if the initial population has been correctly defined, then the heuristic method easily obtains a good approximation to the global optimum. In this case the algorithm should maintain a certain level of structural diversity among all the chromosomes, in order to avoid the premature convergence of the search [26] . Therefore, the initial population in QSGA is provided by the ALB partitioning method [14] . This load balancing method provides a balanced partition of the DVE system, ensuring low initial values of the term s i=0 h cpu (i). The GA must keep the workload balanced while providing QoS to the maximum number of avatars as possible.
Each iteration consists of generating an offspring generation of chromosomes, starting from a parent generation. The way that the algorithm provides the next generation determines the behavior of the GA. In order to choose the variation of GA that fits the best to the QoS problem, we have considered two different criteria: the utilization of the boarder avatars to perform the search, and the use of the ALB algorithm for constructing the initial population. The utilization of the boarder avatars consists of exclusively exchanging boarder avatars in each iteration. We have empirically evaluated the four possi-ble combinations of these two criteria.
For this evaluation (as well as for all the evaluations shown in this paper) we have considered two different DVE configurations, denoted as ME-DIUM1 and MEDIUM2 [16] . MEDIUM1 is composed of 250 avatars and 3 servers, and MEDIUM2 is composed of 700 avatars and 10 servers. However, for the sake of shortness we only present here the result for the MEDIUM2 configuration. The results obtained for MEDIUM1 configuration were very similar. For evaluation purposes we have measured both the system cost provided by each variation of GA (the values of F QoS ) and also the execution times required by the algorithm in each case.
In order to evaluate the performance of a DVE system, usually three different avatar distributions in the virtual world have been suggested in the literature: uniform, skewed and clustered [6] . The reason for using different distributions is that they generate a different workload. Fig. 5 shows an example of these avatar distributions in a 2-D virtual world. In this figure, the virtual world is a square and avatars are represented as black dots. We have evaluated the four possible combinations of the two criteria under these three distributions of avatars in the virtual world. 6 shows the F QoS values corresponding to the partitions provided by the four variations of GA that we have considered. We have denoted these variations as follows: Boarder Care for those cases exclusively using boarder nodes in the recombination operator, and No Boarder Care for those cases using any avatars, Low Init for those cases using the ALB for providing the initial partition, and High Init for those cases where the initial population has been randomly generated. Fig. 6 shows that the No Boarder Care alternatives provide worse results than the Boarder Care ones. The reason for this behavior is that boarder avatars generate most of the inter-server traffic, and this traffic requires most of both the computational and communication bandwidth. Therefore, focusing on the boarder avatars leads to better results than focusing on the other avatars. Also, this figure shows that the use of the partition provided by the ALB algorithm is not significant for the Boarder Care alternatives. Fig. 7 shows the execution times required for providing the partitions whose F QoS values are shown in Fig. 6 . This figure shows that the execution times required to provide the partitions is linearly related to the quality of the provided partitions. Taking into account the results shown in fig. 6 and 7, we have chosen the combination of Boarder Care and Low Init alternatives for implementing the GA. We have denoted this implementation as QSGA (for Quality of Service Genetic Algorithm). Effectively, for solving the QoS problem we have chosen a recombination technique [26] , in such a way that each offspring is generated starting from two parents. However, in order to provide a high diversity, we have also used non homogeneous hybrid derivation (certain rate of recombination absence in reproduction). Additionally, we use elitism in each iteration, in the sense that that some (the best) individuals of a given population are directly passed to the next generation without suffering any variation [26,?] . The pseudocode for this algorithm is shown below. In each QSGA iteration, an intermediate population of P + N elitist chromosomes is generated, where the N elitist chromosomes are the ones with the best fitness function in the previous iteration. At the end of the iteration, the new generation will be composed of the P chromosomes with the best fitness function in the intermediate population. Additionally, we have introduced a selective recombination operator on the boarder nodes, in order to avoid that the population can prematurely converge.
In the case of recombination process, in each iteration the first parent for the i − th chromosome of the population is the i−th chromosome of the population in the previous iteration. The second parent is randomly selected among the 50% of the previous population with the best fitness function. The i − th chromosome of the population is then obtained by applying one-point crossover, two-point crossover or uniform crossover to the parents [26] .
One-point crossover technique consists of randomly selecting one crossing point. From the beginning of the offspring to the crossing point the corresponding genotype is copied from the first parent, and from the crossing point up the offspring is copied from the corresponding genotype of the second parent. Fig. 8 shows an example of the onepoint crossover. These three methods are randomly selected in our algorithm. Two-point crossover consists of randomly selecting two crossing points in the offspring chromosome. Then, the first part in this offspring is copied from the corresponding genotype in the first parent, the second part (from the first to the second crossing point) is copied from the corresponding genotype in the second parent, and the third part of the offspring is copied again from the corresponding genotype in the first parent. Fig. 9 shows an example of the two-point crossover. Finally, uniform crossover consists of randomly selecting each assignment in the offspring either from the corresponding assignment in the first parent or from the corresponding assignment in the second parent. Fig. 3 shows an example of the uniform crossover. In the case of recombination absence, the parent itself is selected as the offspring.
Once the offsprings of iteration t are obtained, if the finishing condition is not reached then a recombination operator is performed on all the chromosomes of that offspring. This recombination process consists of randomly selecting two boarder avatars and exchanging the servers they are assigned to. This process allows to keep diversity while exclusively exploring highly probable solutions. Finally, a mutation can be performed on the resulting offspring. It consists of randomly selecting an avatar in a chromosome and changing its server. The whole process performed in each iteration can be expressed as the following pseudo-code statements (where Genotype Gt is the resulting population of the previous iteration t, composed of P chromosomes): In order to establish the convergence condition (finishing condition of the algorithm), we have considered three parameters. The first one is the standard deviation of the fitness function (F QoS ). When all the individuals in the population are very similar, it will hardly provide solutions better than the current one. Therefore, we will stop the algorithm if this parameter is below a threshold value. The second parameter is the number of consecutive iterations performed without improving the current best fitness function. If we cannot find a better chromosome (solution) in a given number of iterations, we assume that the current solution is the best one. Finally, we have also limited the total number of iterations to a given value. When any of these three conditions is fulfilled, then the algorithm finishes.
In order to obtain the maximum performance of the algorithm, several parameters must be tuned in the proposed implementation. These parameters are the following ones: the number of chromosomes in the population (P ), the number of iterations (Max. Iterations), the mutation rate, number of elitist chromosomes (N elitist), the recombination rate (the percentage of iterations in which recombination is performed), the minimum standard deviation allowed for the convergence condition (diversity threshold), the maximum number of iterations allowed without improving the fitness function (Max repetitions), and the maximum number of iterations. We have empirically tuned these seven parameters in both MEDIUM1 and MEDIUM2 configurations. However, we do not present the tuning data in this paper for the sake of shortness. Instead, Table 1 shows the tuning values that provided the best QSGA performance for the MEDIUM2 configuration. We used these values for the performance evaluation shown in Section 4.
Parameter Value
Population size (P) 100
Elitism percentage (%N elitist ) 50
Mutation rate 0.05
Recombination rate 0.75
Max. Iterations 300

Max Repetitions 50
Diversity threshold 0.005 Table 1 Results of tuning QSGA parameters.
Performance Evaluation
In this section, we present the performance evaluation of the genetic algorithm described in the previous section. For comparison purposes, we have also tested another two heuristic methods, SA and GRASP, that have been adapted to the QoS problem in DVE systems [16] . We have empirically tuned these other heuristics in the same MEDIUM1 and MEDIUM2 configurations described in the previous section. Since the considered heuristic methods are stochastic procedures, we have performed 100 executions of each method and we have computed the average value for each of the performance measures shown in the following tables (these average values have been rounded due to space limitations). Therefore, each value in the tables represents the average value obtained after 100 different executions. The standard deviation of the different executions was not higher than 20% of the shown values in any case. Table 2 shows the results obtained for MEDIUM1 and MEDIUM2 configurations when avatars are uniformly located in the virtual world. Each column in the table shows the results for a given partitioning algorithm. Each row in the table shows a different performance measure. The first row shows the maximum estimated percentage of CPU utilization that any server will have with the resulting partition provided by each method. This measure must not be greater than 99% [15] . The second row shows the system cost (in terms of quality function F QoS values) provided by each method. The third row shows the estimated number of avatars that will be provided with QoS, according to the resulting partition provided by each method [16] . The fourth row shows the number of avatars that have to be migrated in order to arrive to the resulting partition from the current (initial) partition. Finally, last row shows the execution time (in seconds) required by each method in order to provide the resulting partition.
MEDIUM1 MEDIUM2
SA GRASP QSGA SA GRASP QSGA Table 2 Results for DVE system with a uniform distribution of avatars. Table 2 shows that the considered methods manage to keep the system below the saturation point, since the maximum estimated utilization percentage does not reach 20% in any column. These values also indicate that a uniform distribution of avatars generate a low level of workload. The Γ(P 0 ) row shows that the three methods provide good partitioning efficiency, since all of them provide a final partition where the number of avatars to be migrated is below the threshold of one third of the population (250/3 for MEDIUM1 configuration and 700/3 for MEDIUM2 configuration). This table also shows that for a uniform distribution of avatars, QSGA method does not provide a significant performance improvement with regard to GRASP or SA heuristic methods. Although it provides a final partition with a slightly lower value of F QoS , the required execution time is longer than the one required by GRASP or SA methods for MEDIUM2 configuration. Similar results are obtained for MEDIUM1 configuration. However, it is very unlikely that all avatars in a DVE system show a uniform movement pattern. DVE systems usually have certain "hot points" where avatars tend to head for [27] . In other cases, like 3-D networked games, these hot-points are game resources (energy, weapons, etc.) that dynamically appear and disappear, and only avatars located within a given radius of the hot-point tend to approach these points [28] . That is, non uniform distributions like the skewed or clustered distributions are more realistic than the uniform distribution of avatars. Table 3 shows the results for MEDIUM1 and ME-DIUM2 configurations when avatars are located in the virtual world following a skewed distribution. In this case, the maximum utilization rates increase with regard to the ones in Table 2 , showing that in this distribution the workload generated with the same number of avatars is greater. Table 3 clearly shows how for this distribution of avatars and for MEDIUM2 configuration QSGA is able to provide a partition with lower (better) values of F QoS than the ones provided by GRASP or SA. For this configuration QSGA is capable of increasing the number of avatars provided with QoS in a 24% when compared with GRASP method, and increasing it in a 48% when compared to SA method. However, for MEDIUM1 configuration QSGA provides QoS to a lower number of avatars than GRASP method. Nevertheless, it requires the shortest execution time in order to provide the resulting partition for both configurations. These results suggest that QSGA provides comparatively better results as the size of the DVE system grows, adding scalability to the DVE system.
Finally, Table 4 shows the results for both configurations when avatars are located in the virtual world following a clustered distribution. For this distribution of avatars, the maximum utilization rates still increase with regard to Table 3 . This means that this is the distribution where avatars generate the greatest workload. In this case, for MEDIUM2 con- Table 3 Results for a DVE system with a skewed distribution of avatars.
figuration QSGA is capable of providing a partition with a F QoS that is 5% lower than the one provided by GRASP and 8.5% lower than the one provided by SA method. As a result, the number of avatars provided with QoS increases to a value of 436, while for the other two methods this value is 415 and 349, respectively. Nevertheless, the most spectacular improvement is done in terms of execution times. The execution time required by QSGA is around half the time required to execute GRASP method. However, the results for MEDIUM1 configuration are similar or even worse (in terms of number of avatars provided with QoS) than those obtained with GRASP. As for the case of the skewed distribution, these results show that the potential of QSGA can be fully exploited in large scale DVE systems.
SA GRASP QSGA SA GRASP QSGA Table 4 Results for a DVE system with a clustered distribution of avatars.
All these results show that the performance of QSGA increases as the distribution of avatars in the virtual world generates a greater workload. Since the purpose of the method is to provide QoS to the maximum number of avatars and as longer as possible, these results validate QSGA as a very efficient heuristic method for providing QoS in DVE systems.
Conclusions and Future Work
In this paper, we have proposed a genetic algorithm for solving the QoS problem in Distributed Virtual Environment systems. We have compared the performance of the proposed method with the performance obtained with other heuristic methods applied to the same problem.
Due to its ability of both finding good search paths and keeping diversity, this technique can provide significantly better solutions than other heuristic methods with shorter execution times. Thus, the evaluation results show that although the newly proposed method does not improve the performance of the DVE system when the workload is low, it properly scales with the workload generated by avatars. As a result, it provides the best performance for the QoS problem as the DVE system gets more loaded. Since the purpose of the method is to provide QoS to the maximum number of avatars as longer as possible (regardless of the distributions of avatars in the virtual world), these results validate QSGA as an efficient heuristic method that can actually improve the QoS offered by DVE systems.
As a future work to be done, we plan to tackle the problem with a multi-objective algorithm.
