This paper addresses the problem of fitting nonlinear regression models in high-dimensional situations, where the number of predictors, p, is large relative to the number of observations, n. Most of the research in this area has been conducted under the assumption that the regression function has a simple additive structure. This paper focuses instead on single index models, which are becoming increasingly popular in many scientific fields including biostatistics, economics and financial econometrics. Novel methodology is presented for estimating high-dimensional single index models and simultaneously performing variable selection. A computationally efficient algorithm is provided for constructing a solution path. Asymptotic theory is developed for the proposed estimates of the regression function and the index coefficients in the high-dimensional setting. An investigation of the empirical performance on both simulated and real data demonstrates strong performance of the proposed approach.
Introduction
Fields ranging from image processing and data compression to computational biology, climatology, economics and finance nowadays share the common feature of trying to extract information from vast noisy data sets. Such large scale problems may often be formulated under the framework of high-dimensional statistical regression, where the number of explanatory variables, p, is large relative to the number of observations, n. High-dimensional nonlinear regression is a research area that has recently generated a lot of interest with the emergence of powerful regularization methods. Due to the ''curse of dimensionality'' [1] , most of the work on this subject has been performed under the assumption that the regression function has a simple additive structure. In other words, a typical regression model is
(1)
Under the assumption that the number of ''true'' predictors is relatively small, this model has recently been extended into the high-dimensional setting. For example, the SpAM approach of Ravikumar et al. [28] fits a sparse additive model by imposing a penalty on the empirical L 2 norms of the functional components. Huang et al. [15] establish variable selection consistency for an adaptive variation on the SpAM approach using a B-spline implementation. Meier et al. [19] fit the same model as SpAM, but also incorporate a smoothness term in the penalty function, leading to interesting theoretical properties. Choi et al. [5] and Radchenko and James [26] extend this line of research to handle sparse high-dimensional models with interactions.
A different line of development uses models of the form
Here X i is a realization of a p-dimensional predictor vector, and linear combination X T i α * is referred to as index. Eq. (2) defines the Single Index Model [11, 16, 10] . Single index models generalize linear regression by replacing the linear predictor with a semi-parametric component. Due to their flexibility and interpretability of the coefficients single index models are becoming increasingly popular in many scientific fields. Note that they are capable of modeling interactions among predictors, and thus serve as a useful alternative to additive models.
Single index models have been very popular in relatively low and moderate dimensional situations with a manageable number of predictors. The corresponding existing methods typically do not perform well in high-dimensional situations if applied directly. Limited research, however, has been conducted on extending these methods to the high-dimensional setting. This is mainly due to the non-convexity of the sum of squares with respect to the index coefficients; an issue that makes it very hard to either develop an efficient estimation algorithm or establish theoretical properties of the estimator. Wang and Yin [34] present an approach, SMAVE, which produces sparse index coefficient estimators by introducing L 1 regularization into the MAVE method of Xia et al. [36] . However, SMAVE cannot be implemented for p > n, and no high-dimensional asymptotic results have been established for it. Peng and Huang [24] estimate the single index model by minimizing a penalized least squares criterion, thus performing automatic variable selection. However, they focus on the case of n being larger than p and consider only fixed p asymptotics. Also, it is argued in Section 2 that such penalization may be problematic in high-dimensional situations due to the non-convexity of the sum of squares function.
Strong interest has been generated recently by the variable selection problem under the sufficient dimension reduction framework [6] . For example, Ni et al. [23] introduce L 1 regularization to sliced inverse regression; Zhou and He [39] use L 1 regularization together with thresholding for variable filtering; Li and Yin [18] implement a sliced inverse regression approach with L 2 and L 1 regularization; Bondell and Li [3] generalize the penalization idea to a family of inverse regression estimators; Zhu and Zhu [42] investigate variable selection for single-index models with a diverging number of predictors by using inverse regression; Wu and Li [35] establish asymptotic properties for a family of inverse regression estimators in the case where p is allowed to diverge; Wang et al. [32] analyze non-convex penalized estimation in high-dimensional models with single-index structure; Yu et al. [38] use the Dantzig selector approach, together with sliced inverse regression, to perform dimension reduction and predictor selection in semi-parametric models. The dimension reduction approaches are applicable to the estimation of index coefficients in single index models. However, they do not directly estimate the regression function, and are implemented under an additional linearity condition on the distribution of the predictors. This paper considers a different approach and makes the following key contributions:
1. A new L 1 regularization method is introduced for efficiently estimating all components of the single index model and performing variable selection simultaneously. The method is designed for the high-dimensional setting, which includes situations where p is larger than n. The level of regularization is controlled by a tuning parameter, and an algorithm is presented for constructing a solution path with respect to this parameter in a computationally efficient manner. 2. Asymptotic theory is developed for the proposed estimates of the index coefficients and the regression function in the high-dimensional setting. In particular, under some assumptions, a polynomial rate of convergence for all estimators is established even in situations where p grows faster than n.
The organization of the paper is as follows. Section 2 introduces the new methodology, provides motivation for it and discusses the intuition behind it. A computationally efficient algorithm for constructing a solution path is presented in Section 3. Theoretical investigation is conducted in Section 4. Simulation and real data performance is discussed in Section 5, an extension to the Generalized Single Index Models is presented in Section 6 and concluding remarks are given in Section 7.
Methodology
This section presents a new approach for fitting the single index model, (2) , in situations where the number of predictors, p, is large relative to the number of observations, n. As is very common in the high-dimensional statistical inference literature, it will be assumed that the true index incorporates only a small number of predictors, in other words α * is sparse. We will refer to the proposed method as HD-SIM, which stands for High Dimensional Single Index Models.
Let Y denote the response vector. For a given function f and vector α ∈ R p we will define
For a given α, candidate functions f will be chosen from a functional class F n (α). We will focus on cubic B-spline functions, but the proposed methodology works for other choices of F n (α). When α is the jth coordinate vector, we will slightly abuse the notation and replace f α and F n (α) with f j and F n (j), respectively. This is done for notational simplicity. Thus, we define
 T , where index j refers to the jth predictor. Formal definitions of functional classes F n (α) and F n (j) will be given in Section 3.1. For the remainder of the paper ∥·∥ will refer to the usual Euclidean vector norm, while ∥·∥ 1 will correspond to the L 1 vector norm. There exist various approaches for estimating the index coefficients in the classical setting, such as those presented in [11, 13, 14, 7] . We will follow the general methodology of minimizing the sum of squares [9, 10, 16, 37] ,
but impose additional constraints on the index coefficient vector. To achieve sparsity of the estimated coefficient vector, a natural idea is to impose an L 1 penalty on α:
This is the general approach used in [24] . Of course, an additional identifiability is needed, because the index coefficients are defined up to a nonzero multiplicative factor. Such a condition will be provided when the proposed estimator is formally defined at the end of the section. However, it is shown below that even with an identifiability condition the use of criterion (3) naturally results in the problem of multiple local minima, and the corresponding global minimizer is discontinuous in the tuning parameter λ. This makes finding the solution extremely hard, especially in a high-dimensional situation. Consider the following simulated example for illustration.
Example 1.
The response is generated from the model
where X ij are independent Uniform random variables on [0, 1], and ε i are i.i.d. N(0, 1).
Under any reasonable identifiability condition, as λ is decreased, the solution path for problem (3) moves from the sparsest solution towards an un-regularized one. Note that the index for the sparsest solution is formed by the variable that is the best marginal predictor of the response. In the realization that we consider such predictor is X 1 , which is a typical scenario, as this predictor has the largest coefficient in the true model. Because the index coefficients are defined up to a nonzero multiplicative factor, we will fix the coefficient  α 1 at one, for identifiability. With  α 1 fixed, we will examine what happens to the coefficient  α 2 as λ is decreased. Fig. 1 plots the penalized criterion function, optimized over f , versus α 2 . The plot is produced for three values of the tuning parameter, λ 3 > λ 2 > λ 1 . For each of the values the criterion has two local minima. When λ is decreased past the value λ 2 , the global minimizer,  α 2 , jumps from zero to about 0.185. Note that the corresponding sum of squares function, G(α 2 ), displayed at the top of Fig. 2 , is strictly decreasing on the domain of interest. Presence of multiple local minima for the penalized criterion is implied by fact that at some positive α 2 the derivative, G ′ , displayed at the bottom of Fig. 2 , drops below its value at zero. The following result, proved in Appendix E, makes this statement precise. 
Proposition 1. Consider a smooth univariate criterion function G(α
and its derivative for Example 1.
Thus, due to the non-convexity of the sum of squares function, the phenomenon illustrated in Fig. 1 is an inherent property of the penalized least-squares approach in single index models. This property is highly unsatisfactory from a computational point of view, because finding the solution to optimization problem (3) becomes extremely hard, especially in the high-dimensional setting. It also makes constructing a solution path computationally unfeasible, because even for a small change in the tuning parameter a global search for the minimizer of the penalized criterion function would need to be conducted. Finally, it results in discontinuity of the global solution with respect to the tuning parameter, raising concerns about the stability of the corresponding estimator.
Instead, the proposed HD-SIM approach uses an L 1 equality constraint:
Interestingly, replacing an L 1 penalty with an L 1 constraint changes the set of solutions to the optimization problem. This phenomenon is caused by the non-convexity of the sum of squares function with respect to α. Consider the setting of Proposition 1. The fact that G(α) is decreasing for α < α * and increasing for α > α * implies that the constrained optimization problem, min G(α) s.t. |α| = t, has a unique solution given by t sign(α * ) for each t in [0, |α * |]. Consequently, as t is increased, the solution is continuously ''un-shrunk'' from zero to the unconstrained minimizer of G. A similar continuity property holds for the constrained solution in Example 1. It is again implied by a monotonicity argument applied to the sum of squares function, G, displayed in Fig. 2 . More generally, as Example 1 and Proposition 1 illustrate, non-convexity of the sum of squares with respect to the index coefficients tends to cause jumps in the L 1 norm of the solution to the penalized least-squares optimization problem. Such jumps are ruled out for the constraint approach, as the L 1 norm of the solution, by definition, is a continuous function (identity) of the tuning parameter. The following general result provides high-level conditions for continuity of the path of solutions to problem (4) . The proof of this result is provided in the Appendix. Proposition 2 only imposes conditions on the global solutions to the optimization problem. Non-convexity of the sum of squares function does not cause discontinuity in the solution path as long as the global constrained minimizer of the sum of squares is unique. This is quite different from the situation for the penalized approach.
Note that we need to impose an additional identifiability condition in optimization problem (4) . Otherwise, provided the class of candidate functions f is sufficiently wide, the α-solution would simply equal a rescaled version of the un-regularized minimizer of the sum of squares. Our approach will be to start the solution path at an index coefficient vector of highest sparsity, with only one nonzero coefficient, then fix this coefficient for the remainder of the solution path. More specifically, HD-SIM estimator ( α,  f ) solves the following optimization problem,
The notation used in the above display was introduced in the beginning of the section. Functional classes F n (α) and F n (j)
will be formally defined in Section 3. Note that the starting point of the HD-SIM solution path, which corresponds to the value t = 1 of the tuning parameter, is the same as it would be if ∥α∥ = 1, rather than α  m = 1, were used as the identifiability condition. HD-SIM solution path starts at the index formed by the variable that is the best marginal predictor of the response, fixes the respective index coefficient at one, then gradually un-shrinks the remaining coefficients and introduces new variables into the index. An algorithm for constructing a path of solutions over a dense tuning parameter grid is given in Section 3. In all of the numerical examples that follow, the optimal value of the tuning parameter is selected through cross validation.
Path fitting algorithm
Suppose that for each t ∈ [1, T ] optimization problem (5) As described in, for example, [12] , existing algorithms for minimizing ∥Y − f α ∥ 2 in low-dimensional scenarios typically iterate between estimating the functional link (f update) and estimating the index coefficient vector (α update). We will also follow this approach for each given value of the tuning parameter. The success of such algorithms depends on the initialization, i.e. convergence can be achieved under reasonable regularity conditions if the starting point is close to the global minimizer. Note that this is indeed the case under the setting described in the previous paragraph, provided the grid of tuning parameter values is sufficiently dense.
f update
The f update is done for a fixed value of α. While there are many possible ways to estimate f , we will focus on the B-spline approach following, for example, [37, 33] . For a given α, candidate functions f will be chosen from the space of cubic splines, corresponding to the partitioning of
intervals of equal length. This space will be denoted by F n (α). There exists [29] a normalized B-spline basis {b 1 , . . . ,
Let B α denote the matrix whose ith row is given by (b 1 (X
For every candidate function f ∈ F n (α) we can write f α = B α β. Consequently, the f update becomes a simple optimization problem,
which can be solved using ordinary least-squares. We will slightly abuse the notation and write F n (j) for the space of cubic splines defined analogously on [min i X ij , max i X ij ]. Ordinary least-squares can be applied to find the solution to min f ∈F n (j) ∥Y − f j ∥ 2 for each j, which can then be used to identify  m and, thus, the starting point on the solution path. The theory in Section 4 provides reasonable rates of growth for the number of basis functions, d n , when the sample size tends to infinity. In particular, Corollary 1 suggests that some over-smoothing relative to the optimal nonparametric choice d n ∼ n 1/5 results in better convergence rates for  α and  f . We should also note that for irregularly distributed indexes, non-uniform placement of the B-spline knots may be advantageous.
α update
Once the tuning parameter, t, moves to a new grid point, t new , we increase the magnitudes of some of the nonzero coefficients from their current values, to ensure that the constraint ∥α∥ 1 = t new is satisfied. It is proposed to implement the α update by using a block coordinate descent approach. The basic idea is to iteratively update the coefficients in blocks of two, e.g. (j, L), where L ̸ =  m is some fixed index that corresponds to a large coefficient, and j runs through the index set but does not equal either  m or L. The sum |α j |+|α L | is required to remain constant throughout the iteration, which maintains the L 1 constraint, while α j and α L are modified in order to minimize the current approximation to the objective function.
The α update is typically conducted [12] by minimizing the objective function in a small neighborhood of the current α,
where the deviation in f is replaced by a first order approximation. After the approximation the objective function takes the
Here X is the matrix of predictors, R = Y − f α is the vector of current residuals, vector f ′ contains derivatives of f evaluated at the current values of the index, ∆ is the change in vector α that is being considered, and operation * denotes element-wise multiplication of vectors. We will write X j for the jth predictor vector and denote by ∇ j the gradient of 1 2 ∥Y − f α ∥ 2 with respect to α j . In other words, we define
Suppose that either the current value of α j is not equal to zero or the inequality |∇ j | > |∇ L | is satisfied. Also suppose that after the (j, L)-block update neither α j nor α L flips its sign. Then, expressing α L in terms of α j and setting the derivative of the objective function to zero yields (Appendix F) the following formula for the change in α j ,
The value of ∆ L is then determined through the constraint on |α j | + |α L |. A situation where a coefficient crosses zero can be handled by setting that coefficient to exactly zero and correspondingly updating the other coefficient in the block.
We can speed up the α update by first iterating through the coefficients that are currently nonzero, and then checking whether any of the excluded predictors should be added to the model. The details of the α update are provided in Algorithm 1 below. Symbol A denotes the current ''active'' index set, which identifies the nonzero coefficients of α. Because the path is constructed on a very dense grid of tuning parameter values, for most of the grid points the active set does not change. Consequently, step B of the algorithm is typically implemented until convergence only once and only involves the currently nonzero coefficients of α. This results in significant computational savings when p is large, especially on the sparse part of the solution path. It is also suggested that the algorithm be modified by performing the f update as a sub-step (e) in step B of Algorithm 1, rather than implementing the α update iterations until convergence before updating f . Simulations have shown that this modification produces some computational gains.
Iterate step B until convergence.
A with k and go to step A. Otherwise, stop.
Theoretical investigation
This section develops asymptotic theory for the proposed estimates of the index coefficients and the regression function in the high-dimensional setting. A rate of convergence for all estimators (Theorem 2) is established even in situations where p grows faster than n. Existing theory for high-dimensional L 1 regularized estimation cannot be used for the HD-SIM estimator of the index coefficients, because function ∥Y − f α ∥ 2 is not convex with respect to α. In particular, results on high-dimensional rates of convergence, e.g. [2, 21] , rely on the convexity of the objective function. Estimation theory for high-dimensional convex problems follows from a restricted strong convexity condition [22] . For a non-convex objective function such an assumption is not feasible. Instead, we first establish consistency of the estimator (Theorem 1) and then impose a local version of the restricted strong convexity condition. While it is not explicitly stated in the results below, the proofs of Theorems 1 and 2 also establish consistency and the rate of convergence for  f  α , the estimator of the regression surface represented by f * α * . All the results in this section are given under the assumption of the single index model, (2) . Without this assumption, one could conduct the asymptotic analysis using the ideas from semiparametric M-estimation and following, for example, the approach in [17] .
One of the conditions required for the results in this section is condition A7, which is given in the Appendix. It implies that the best marginal predictor of the response, X  m , is one of the signal predictors with probability tending to one. It follows from the proof of Theorem 1 that this assumption is not needed for the consistency of  f  α . However, it is required for the consistency of  α and  f . Interestingly, assumption A7 can be removed from all the results in this section if we replace the identifiability constraint α  m = 1 with ∥α∥ = 1 in the optimization problem (5) . Thus, the extra condition can be viewed as the price that is paid for the computational simplicity of maintaining the trivial constraint α  m = 1 relative to the constraint ∥α∥ = 1.
Note that the true and the estimated index coefficient vectors, α * and  α, are identifiable up to nonzero multiplicative factors. For concreteness, we will assume that ∥α * ∥ 1 = 1. Whenever X  m is a signal predictor, we will rescale  α to achieve  α
All the results in this section correspond to this scaling of α * and  α. Throughout this section we will treat the predictors as deterministic. This is a typical approach in the asymptotic analysis of the nonlinear least-squares [30] .
Recall that d n denotes the number of basis functions used in computing the HD-SIM estimator. Let Q n denote the empirical probability measure associated with the true index values X T 1 α * , . . . , X T n α * . Theorem 1 demonstrates that the proposed approach can consistently estimate the index coefficients and the regression function of the true model. 
In particular, if we let d n grow at the optimal nonparametric rate n 1/5 , then all the components of the single index model are estimated consistently even if p n increases at the rate exp(n 3/5−τ ) for some arbitrarily small positive τ . It follows from the proof that the appropriate value of the tuning parameter, t, can be selected from an interval of size o p (1) . The location of the interval, specified in the proof, depends on unknown quantities associated with the true index coefficient vector. Note that the same phenomenon occurs in the widely-used constrained formulation of the Lasso criterion in the linear regression setting, min ∥Y − X β∥ 2 , s.t. ∥β∥ 1 ≤ s. To achieve consistency in the high-dimensional setting, s needs to be selected from a o p (1) neighborhood of ∥β * ∥ 1 , the L 1 norm of the true coefficient vector. In all the empirical work in this paper, the value of the tuning parameter is chosen by cross validation.
The next theorem addresses the rate of convergence of the HD-SIM estimator. To derive this result we need to impose a regularity condition controlling the behavior of the sum of squares function near its minimum. The new assumption, B, which is given and discussed in Appendix A, is a generalization of the conditions required for the Lasso estimation theory.
Let A * denote the index sets for the nonzero coefficients of α * , and define s n = |A * |.
, and assumptions A1-A7 and B are satisfied. Then the HD-SIM tuning parameter can be chosen in such a way that
with probability tending to one, as n goes to infinity.
The following result considers some concrete growth rates for p n , and optimizes the rate of convergence in Theorem 2 over the choice of d n . Note that a polynomial rate of convergence can be achieved even when p n is growing as fast as exp(s
n n 2/5−ϵ ), for an arbitrarily small positive ϵ. However, it is important to point out that the HD-SIM methodology is not recommended for practical applications in ultra-high dimensional settings. The rate of convergence in these settings is slow. A more reasonable approach would be to first apply a variable screening procedure, such as those developed in [41, 8] . Then, after the dimension of the problem has been reduced from ultra-high to high, one can apply the HD-SIM approach.
We now turn to the variable selection properties of the HD-SIM estimator. As discussed in Section 5, methods that use L 1 regularization are known to produce models containing a large number of noise predictors. To alleviate this problem, consider the popular approach of thresholding the initial estimator. Let q n = n
Define  α, the thresholded HD-SIM estimator of the index coefficient vector, as follows:
Let  A n denote the index set of the corresponding selected predictors: {j :
The next result provides bounds for the estimation error of the thresholded HD-SIM approach and for the corresponding number of selected predictors.
Theorem 3. Under the settings of Theorem 2,
with probability tending to one, as n tends to infinity. Now consider the case where the components of the true model do not depend on n. More specifically, suppose that the number of signal predictors, |A * |, and the corresponding index coefficients are fixed and do not change with n. The estimation error bound in Theorem 3 implies that, with probability tending to one, the thresholded estimator has zero false negatives, while the number of false positives stays bounded. This variable selection result can be strengthened by increasing the threshold from q n to aq n , for a sufficiently large a. In this case, the corresponding thresholded estimator can correctly recover the index set of the relevant predictors, with probability tending to one. Using only the selected predictors, one could produce unregularized estimators of α * and f * by applying, for example, the methods in [37] or [33] . The asymptotic normality results developed in the corresponding paper would then hold for the final estimator, allowing one to conduct inference for the components of the true model. 
Empirical analysis
In this section the finite-sample performance of the proposed approach is compared with some of the strong competitors discussed in the Introduction. More specifically, we investigate how HD-SIM performs relative to SMAVE, a method of Wang and Yin [34] , and three different variants of SR-SIR, which is an approach of Li and Yin [18] . All of the methods utilize some form of L 1 regularization in estimating the index coefficients and performing variable selection.
It has been observed for some time that one of the limitations of shrinkage methods, such as the Lasso, is that in situations where the true number of non-zero coefficients is small relative to p, they must choose between including a large number of irrelevant variables or else over-shrinking the coefficients. This tradeoff is caused by the fact that these methods use a single tuning parameter to control both the variable selection and the shrinkage component of the fitting procedure. A way to overcome this issue is to post-process the shrinkage estimator ( [4, 20, 27] , for example). One popular and simple approach is to compute un-regularized solutions using only the variables selected by the original shrinkage estimator. We can post-process the HD-SIM estimator along these lines. More specifically, for every given value of the tuning parameter, the unregularized least-squares problem is solved while restricting the choice of predictors to only those selected by the original estimator. The minimization is performed by using the original estimator as a warm start and then iterating the f update and the unconstrained α update until convergence. The final estimator, to which we will refer as HD-SIM-pst, is selected as a point on the resulting path of post-processed HD-SIM solutions through cross validation. Both the original and the post-processed HD-SIM estimators are examined in the simulation study in Section 5.1, however, the main focus of the comparisons is on the performance of the original estimator. The HD-SIM methods use d n = 6 B-spline basis functions in the estimation, which is an adequate number for estimating reasonably smooth link functions. Five-fold cross validation is performed to select the values of the tuning parameter. The SMAVE and SR-SIR approaches are implemented using the code provided by the authors of the corresponding papers.
Simulation study
We consider two types of single index models for generating the response, a quadratic model and an oscillating function model. The following two scenarios are taken from [7] , however the sample size is significantly reduced, and the noise level is increased in half of the simulation runs. Also, while the distribution of the true index is kept intact, the true coefficient values are redistributed among four predictors, as opposed to two in the original simulation setting.
Simulation scenario 1. The data is generated according to a simple quadratic model,
Simulation scenario 2. The data comes from the following oscillating function model, We evaluate the methods on the accuracy of index coefficient estimation and variable selection. One performance measure is the estimation error, for which we use the sum of the absolute differences between the estimated and the true coefficients. To make sure the estimation error is independent of scaling, we formally define it for each vector α as
In the rare case α = 0 we simply set the error to ∥α * ∥ 1 . The average estimation error is reported in Table 1 for each method and each simulation setting. The corresponding standard errors are provided in parentheses. Also reported are the average number of false positives (number of noise predictors identified as signal) and the average number of false negatives (number of signal predictors identified as noise).
Results corresponding to simulation scenario 1 are provided in the top half of Table 1 . The SMAVE approach does not have a p > n implementation, and is excluded from the results in the corresponding settings. Putting HD-SIM-pst aside, we see that HD-SIM has the lowest estimation error in three of the four simulation settings, while SMAVE has the lowest error in the remaining setting. HD-SIM also has the smallest number of false negatives in all of the settings. On the other hand, HD-SIM selects the largest models, as seen from the false positive numbers. This illustrates the over-shrinkage phenomenon, which was discussed in the beginning of Section 5. The bottom half of Table 1 contains the results for the simulation scenario 2. Neither of the HD-SIM competitors performs well in this simulation setting, as evidenced by the high false negative numbers and the high estimation errors. The HD-SIM approaches perform significantly better. The case of correlated predictors was also investigated. However, while the performance of all methods deteriorated as the correlations among the predictors increased, the results were very similar, qualitatively, to the ones presented above.
Real data analysis
We will consider the Communities and Crime Unnormalized Data from the UCI Machine Learning Repository, which combines socio-economic data from the 1990 Census, law enforcement data from the 1990 Law Enforcement Management and Administration Stats survey, and crime data from the 1995 FBI UCR. We will focus on explaining the response variable, percentage of women who are divorced, using various community characteristics, such as percentage of population that is African American, percent of people in owner occupied households, and percent of people foreign born. We will also use law enforcement and crime information, such as percent of officers assigned to drug units. In order to further explore the highdimensional scenarios, we will look at the state-level data and examine the three largest states for which the number of predictors is at least as large as the number of observations. These states are Pennsylvania, Michigan, and Ohio.
Let us first focus on the data for the state of Pennsylvania. After removing the variables with NA's and two variables directly related to the response (total and male divorce percentages), the data has 101 observation and 114 predictors. To evaluate the performance of the methods, we can randomly split the data into a training set with 70 observations, and a test set with 31 observation. Such splitting was performed one hundred times, each time fitting the methods on the training set and computing the Root Mean Square Error (RMSE) on the test set. SR-SIR approach does not produce a regression function, hence, after the index coefficients were produced on the training set, the regression function was estimated on the training set with cubic B-splines. The same number of basis functions was used for all the methods being compared. Over the 100 random splits of the data, the average RMSE for HD-SIM was 1.08, while the corresponding numbers for the three SR-SIR approaches were 1.29, 1.33 and 1.35. When compared to the best SR-SIR approach, SR-SIR AIC, the proposed HD-SIM method produced a lower RMSE in 90 out of the 100 splits of the data. HD-SIM-pst also resulted in a low RMSE of 1.07. When a paired t-test was used to compare the RMSE of the HD-SIM approaches with that of the SR-SIR approaches, each of the six p-values was below 10 −14 . A similar comparison of the predictive performance was also conducted for the states of Michigan and Ohio. In the case of Michigan, HD-SIM methods significantly outperformed the SR-SIR approaches, in a similar fashion to the case of Pennsylvania described above. The comparisons for Ohio were not as clear: the average RMSE for SR-SIR AIC was the lowest, followed by the HD-SIM methods, and then by SR-SIR BIC and RIC. In terms of the p-value for the paired t-test, neither of the differences between the SR-SIR and the HD-SIM approaches was statistically significant at the 5% level for the state of Ohio. Now we will go back and look at the full Pennsylvania data set. Application of HD-SIM results in a single index model with nine predictors. The estimated regression function and the data are plotted versus the index in Fig. 4 . The regression function is monotone increasing, hence the signs of the coefficients can be easily interpreted. 
Extension to the Generalized Single Index Model setting
HD-SIM methodology can be naturally extended to the generalized response setting. For a response variable Y i with mean µ i we will model the relationship with the predictors as g(
Here g is the link function assumed to be known, with common examples including the identity link used for normal response data and the logistic link used for binary response data. For notational simplicity we will assume that g is chosen as the canonical link, though all the ideas generalize naturally to other link functions. The HD-SIM optimization problem (5) is generalized by replacing the minimization of the sum of squares with maximization of the log-likelihood function. The standard approach to finding the maximum likelihood solution in the generalized setting is iterative reweighted least squares. In particular, given the current estimateη =  f 
i over the allowed values of η. This procedure is iterated untilη converges. In our case, the weighted least squares minimization is done over f and α, subject to the L 1 constraint and the identifiability condition on the index coefficients. As before, we perform the optimization by iterating the f and the α updates. The f update can be done as in Section 3.1 except the basis coefficients should now be estimated using weighted least squares. After each f update we also update the values ofη i ,μ i andV i . The α update is done by minimizing the quadratic approximation to the weighted least squares problem, which is achieved, as before, by replacing f with a first order approximation. The formulas for the α update are essentially the same as in Algorithm 1, except for one small but simple modification: the two inner products in Eqs. (6) and (7) are now weighted by theV i 's. In the following small simulation study HD-SIM approaches are compared to the SR-SIR methods. The SMAVE approach does not have a generalized response implementation and is not included. The Bernoulli responses are generated according to the following logistic regression model, where π i is the success probability:
The true index coefficient vector, α * , is again taken as (8, 4, 2, 1, 0, . . . , 0)/ √ 85, and the number of predictors, p, is set to 100. The number of observations, n, is increased to 300, because the observed binary responses contain significantly less information than in the continuous case. Fig. 5 displays the estimated success probability curve, together with true probabilities for the observed responses, plotted against the estimated index, for one simulation run. In the one hundred simulation runs that were conducted, HD-SIM approaches outperform the SR-SIR methods. The average estimation error for HD-SIM is 0.432 (with a standard error of 0.011), while the estimation error for best SR-SIR method is 2.197 (0.196) . The average number of false positives for HD-SIM is 5.05, while the average number of false negatives is 0.43. The corresponding numbers for the best SR-SIR approach are 8.99 and 2.46. The estimation errors for the other SR-SIR methods are very high, while the value for HD-SIM-pst is even lower than that of HD-SIM.
Conclusions
The paper presents a novel approach, HD-SIM, for efficiently estimating all the components of the single index model and performing variable selection simultaneously. The method is designed for the high-dimensional setting, which includes situations where p is much larger than n. The level of regularization is controlled by a tuning parameter, and an algorithm is presented for computing a solution path with respect to this parameter in a computationally efficient manner. Asymptotic theory is developed for the proposed estimates of the regression function and the index coefficients in the high-dimensional setting. A simulation study and analysis of real data demonstrate that the new estimator performs very well versus various natural competitors.
One potential extension of the HD-SIM methodology would be to allow the regression function to have multiple components, each being a function of its own index. The new method would need to encourage sparsity in both the index coefficients and the functional components. It would be interesting to see whether ideas from some of the recent approaches for fitting high-dimensional additive models could be integrated with the HD-SIM methodology to achieve the aforementioned goal.
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Appendix A. Theoretical assumptions
Given a real valued function f , a vector α ∈ R p and an index j, we will define functions f α :
p . Let P n denote the empirical probability measure associated with the predictor vectors, X 1 , . . . , X n . For simplicity of the notation we will write ∥ · ∥ n instead of ∥ · ∥ L 2 (P n ) . Given a B-spline basis, {b 1 , . . . , b d n }, presented in Section 3.1 for the class F n (α), let B α denote the vector valued function
* is the B-spline representation of the true regression function. Note that β * depends on n, but we will omit the subscript for the simplicity of the notation. To protect against some extreme scenarios in the construction of the B-spline basis, we will select a very small positive constant ϵ, and for all α restrict the length of the interval associated with F n (α) from dropping below ϵ. Recall that α * is scaled to satisfy ∥α * ∥ 1 = 1, and that predictors are treated as deterministic. A2. The true regression function, f * , is twice continuously differentiable.
for some probability distribution Q with bounded support and a positive continuous density.
A4. Errors ε i are independent and uniformly subgaussian.
n , for some positive ϵ and all sufficiently large n.
Assumptions A1-A3 are standard in the spline estimation literature, while A4 is typical for deriving asymptotics of nonparametric least-squares estimators. Assumption A5 is technical and could be relaxed at the cost of extra conditions on the global behavior of the sum of squares function. It is stated in the present form for simplicity of the exposition. Unconstrained form of A6 is required for establishing consistency in the classical setting, where the number of predictors is fixed. Note that in the special case of linear regression, where B α β is replaced by X α, assumption A6 follows from the restricted eigenvalue assumption of [2] , which is required for the Lasso estimation theory. Assumption A7 means that the best signal predictor does a better job marginally approximating the true regression function, f * α * , than the noise predictors.
It implies that, with probability tending to one, min j∈A * min {f ∈F n (j)} ∥y − f j ∥ 2 n < min k̸ ∈A * min {f ∈F n (k)} ∥y − f k ∥ 2 n , which means  m ∈ A * . It follows from the proof of Theorem 1 that consistency of  f  α holds even without A6 and A7, but these assumptions are required for the consistency of  α and  f .
To simplify the presentation of the remaining assumption, B, we will suppose that there exists some arbitrarily small L ∞ neighborhood of the true index vector, X α * , such that the same sequence of knots is used in the construction of the B-spline basis for all the index vectors in this neighborhood. Set ∆α = α − α * and ∆γ = d
, and define the cone C = {(∆α, ∆γ) : ∥∆α A * c ∥ 1 ≤ ∥∆α A * ∥ 1 }. Here we use ∆α A to denote the sub-vector of ∆α identified by A. To derive the rate of convergence we will need to impose a regularity condition controlling the behavior of the sum of squares near the minimum. Unconstrained assumptions of this form are also imposed in the classical setting. We will view ∥B α β − B α * β * ∥ 2 n as a function of (∆α, ∆γ) and let Σ n denote the corresponding second derivative matrix at zero.
B. The restricted eigenvalues of Σ n , corresponding to the cone C, are bounded away from zero uniformly in n.
In the linear regression case, assumption B becomes the restricted eigenvalue assumption of [2] , mentioned earlier. Also note that for α = α * assumption B follows from A3. Indeed, by the properties of B-spline functions [40] there exists a positive
Appendix B. Proof of Theorem 1
The argument will be conducted on the event α *  m ̸ = 0, which holds with probability tending to one, as pointed out in Appendix A. We will set the HD-SIM tuning parameter, t, equal to ∥α * ∥ 1 /|α *  m |. Recall that we focus on the scaling of  α that achieves  α
Note that the rescaled  α also satisfies ∥ α∥ 1 = ∥α * ∥ 1 = 1.
Our proof of Theorems 1 and 2 will use the empirical process approach to the asymptotics of nonlinear least-squares estimation. This approach is discussed in, for example, [30, 25] . Consider the following identity:
Note that the left-hand side of (9) is non-positive by the definition of  α. Consequently,
Observe that
where G n = {B α β − B α * β * , ∥α∥ 1 ≤ ∥α * ∥ 1 , ∥β∥ ∞ ≤ M}. Given a pseudo-metric space (X, d), we will use N(u, X, d) to denote the smallest number N, such that N balls of d-radius u can cover X. We will also write H(u, X, d) for log N(u, X, d).
We can bound the right-hand side in (11) by controlling the entropy integral  H 1/2 (u, G n , ∥·∥ n )du. We will use the following result, which is proved in Appendix D. 
Consistency of  α and  f is then a direct consequence of assumption A6.
Appendix C. Proof of Theorems 2 and 3
As in the proof of Theorem 1, we will conduct the argument on the event α *  m ̸ = 0 and focus on the choice of t and the scaling of  α that guarantee  α 
n with inequality (10) to derive
On the event A n = {(ε,  f  α − B α * β * ) n < ∥B α * β * − f * α * ∥ 2 n } the above inequality yields
where the stochastic bound comes from the cubic B-spline approximation error.
The following argument will be conducted on the event A c n . By inequality (13) we have
We will apply the peeling device and proceed in a similar fashion to the proof of Theorem 9.1 in [30] . We will use the following result, which is proved in Appendix D. Define G n (δ) = {g ∈ G n , ∥g∥ n ≤ δ, α m = α * m for some m ∈ A * }.
Lemma 2.
There exists a positive constant τ , such that for all δ ≤ τ ,
Let S n be the largest integer such that 2 S n +1 δ n ≤ τ ; sequence δ n will be defined later. Let q n = P(∥  f  α − B α * β * ∥ n ≥ τ /2) and note that q n = o(1), according to display (12) . Taking advantage of inequality (15), we derive the following bounds: as n goes to infinity. Hence, ∥  f  α − B α * β λ ∈ (|G ′ (0)|, |G ′ (a)|), the subgradient condition is satisfied at zero, at a point in (0, a) and at a point in (a, ∞). It follows that F λ has a local minimum at 0, a local maximum in (0, a) and a local minimum in (a, α
