Abstract. We consider two-dimensional maps generalizing the semistandard map by allowing more general analytic nonlinear terms having only Fourier components fν with positive label ν, and study the analyticity properties of the function conjugating the motion on analytic homotopically nontrivial invariant curves to rotations. Then we show that, if the perturbation parameter is suitably rescaled, when the rotation number tends to a rational value non-tangentially to the real axis from complex values, the limit of the conjugating function is a well defined analytic function. The rescaling depends not only on the limit value of the rotation number, but also on the map, and it is obtainable by the solution of a Diophantine problem: so no universality property is exhibited. We show also that the rescaling can be different from that of the corresponding generalized standard maps, i.e. of the maps having also the Fourier components f−ν = f * ν . The results allow us to give quantitative bounds, from above and from below, on the radius of convergence of the limit function for generalized standard maps in the case of nonlinear terms which are trigonometric polynomials, solving a problem left open in a previous work of ours.
Introduction
The standard map is perhaps the most simple non-trivial physically relevant example of dynamical system one can consider [7] . A further simplication of it leads to another model, the semistandard map [8] , which is much easier to deal with from a matematical point of view.
The main disappointing aspect of the semistandard map is that it is not a real dynamical system, so that it has no physical interpretation; nevertheless it exhibits most of the interesting features of the standard map. In particular for both systems one can study the existence of homotopically non-trivial invariant curves on which the motion is conjugated to a rotation (KAM curves). For the standard map the conjugating function turns out to be analytic in the perturbative parameter; recently an interpolation formula of the radius of convergence ρ(ω) in terms of the rotation number ω has been obtained, by showing that one can write ρ(ω) = C(ω) exp[−2B(ω)], where B(ω) is the Bryuno function introduced by Yoccoz [9] and C(ω) is a function which is bounded from above and from below; while the bound from below requires a very accurate estimate of the coefficients of the perturbative series [2] , the bound from above was obtained by Davie [6] , who proved the analogous result for the semistandard map, hence showed that the radius of convergence (in a suitable parameter, see below) of the conjugating function for the semistandard map cannot be larger than the radius of convergence in the perturbative parameter of the conjugating function for the standard map.
Technically the bound from above in the case of the semistandard map relies on the fact that all terms contributing to the coefficient to any fixed perturbative order of the conjugating function have the same sign so that no cancellation mechanism is possible: then the bound one obtains on the single terms is essentially of the same order than the bound on the coefficient itself.
In [1] we studied the conjugating function for the standard map for complex rotation numbers ω: by considering the limit for ω tending to a rational value p/q non-tangentially to the real axis we proved that the conjugating function satisfies a scaling law; more precisely if the perturbative parameter is scaled by |ω − p/q| 2/q , then the limit function has a finite radius of convergence which can be bounded from above and from below. Such a result gives also hints about the interpolation formula holding for real rotation numbers, see [2] and [4] . An analogous result, with exactly the same scaling law, was obtained for the semistandard map in [5] .
In [3] we extended the results to generalized standard maps, i.e. maps in which the sine function is replaced by any analytic function with zero average. The main result was that still a scaling law is satisfied, but the "critical exponent" is no more 2/q, but 2/r * (f ), where r * (f ) is an integer between 1 and q, depending on the function, which is obtained as a solution of a Diophantine problem: then there is no universality. Furthermore, if we restrict the analysis to the class of the functions f with some prefixed unitary norm and admitting a fixed value r for r * (f ) and we take the infimum of ther radius of convergence in such a class, we were able only to prove for it a bound from below.
In this paper we consider the same problem as in [3] for the generalized semistandard maps (i.e. maps generalizing the semistandard map by allowing all harmonics with positive Fourier label). The aim is twofold: (1) to show explicitly that generalized standard maps and generalized semistandard maps behave in a different way from the point of view of the scaling properties of the radius of convergence of their Lindstedt series, so that the fact that the radii of convergence for the Lindstedt series of the standard map and the semistandard map share the same dependence on the rotation number (a consequence of [6] and [2] ) is likely to be considered as an accident; (2) to use the results to obtain the bound from above for the case of generalized standard maps, so proving a result left as an open problem in [3] (see Remark 3 and Sect. 7 in [3] ).
This completes the analysis of [3] by allowing us to obtain for generalized standard maps the natural extension of the result proven in [1] for the standard map.
The main results
We consider maps of the kind
where (x, y) ∈ C/2πZ × C, and f (x) is a 2π-periodic function of x, analytic in D = {Im x > −ξ}, ξ > 0, of the form
By the analyticity assumptions they decay exponentially:
We call F the set of functions of such a form; of course if f ν = 0 for all ν ≥ 2, (2.1) reduces to the semistandard map. If we denote by B ρ the Banach space B ρ = {g ∈ F| g ρ < ∞}, where
then f ∈ B ξ ′ ∀ξ ′ < ξ. Denote by S 1 the set
The variable y can be easily eliminated from (2.1) to obtain the second order recurrence
On the homotopically non-trivial invariant curves the dynamics is conjugated to rotations by 2πω. So we can write
such that in the coordinate α the dynamics is a rotation by 2πω:
We use a subscript 0 for u 0 in order to distinguish between it and the corresponding conjugating function u for generalized standard maps [3] T ε,f :
where now one has (x, y) ∈ R/2πZ × R, and f (x) is a real, 2π-periodic function of x, with zero average and analytic in a strip S = {| Im(x)| < ξ} of width 2ξ around the real x axis; in particular this allows us to consider functions with Fourier coefficients f ν as in (2.2) for ν > 0 and with f ν = f * −ν for ν > 0. Since at the end we shall be interested in comparing the two cases, it is better since now to use different notations.
It is easy to see that the conjugating function u 0 satisfies
where the operator D ω , acting on 2π-periodic functions of α, is given by
Analogously the conjugating function for the generalized standard maps satisfies the functional equation
For the semistandard map the parameter ε in (2.1) is not necessary (and in fact it is usually replaced by i). If one considers the conjugating function as a function of z = e iα , i.e. u 0 (α, i, ω) ≡ Φ(z, ω), then Φ(z, ω) is expanded in powers of z, and the analyticity domain in z is studied: this leads to a condition |z| < K, for some constant K, which is equivalent to require that the modulus of the imaginary part of α can not be too large. Instead, we can fix α to be real and impose such a condition on a auxiliary parameter ε, which plays the rôle of e i Im α : we prefer to adopt the second convention also in the case of the semistandard map in order to make more transparent the connection with the standard map.
Remark 1. Recall that we are studying the analyticity properties of the conjugating function u(α, ε, ω), so that we can keep real the variable α and complex the variable ω, while considering the analyticity domain in ǫ. Of course for complex rotation number (2.7) does not describe anymore an invariant curve; even more the dynamics could lead in a finite number of steps outside the analyticity domain of u or even of f . But we are only interested in the analyticity properties of the conjugating function, not in its direct dynamical meaning, so the fact that the condition α ∈ R is not preserved under the dynamics is not a problem.
The Lindstedt series for the problem is the formal expansion of u 0 as a Taylor series in ε and a Fourier series in α:
where we used that the Fourier label ν has to be positive and not smaller than the Taylor label k (by construction). In the following we shall write u
0,ν . The radius of convergence (in ε) of the Lindstedt series for generalized semistandard maps (2.1) is defined as
(2.13)
Remark 2. While the definition (2.13) may seem peculiar from the point of view of the mathematical theory of functions of several complex variables and probably it is not the most relevant one for the purpose of studying the dynamics for generalized semistandard maps, nevertheless it is the definition which is motivated by the physical applications of the problem, that is, if |ε| < ρ 0 (ω) then the Lindstedt series is convergent for all real α: this result will be exploited in order to draw conclusions on the radius of convergence of generalized standard maps.
We are interested in the behaviour of the radius of convergence ρ 0 (ω) of the Lindstedt series (2.12) as the complexified rotation number ω tends nontangentially to a resonant value p/q, with gcd(p, q) = 1. We then consider the q sequencesĨ c (f ) = {f lq+c } l∈Z + , c = 1, . . . , q (recall that f is assumed not to have the Fourier component with ν = 0; see (2.1)). For each sequenceĨ c (f ), c = 1, . . . , q, let
be the set of nonzero values of the sequenceĨ c (f ). We define the following set of integers:
We define M integers r 1 , . . . , r M , with r i ≥ 0, and an integer R > 0 as those integers which satisfy the following conditions:
15a)
where {c 1 , . . . , c M } = A p/q (f ); note that, when considering generalized semistandard maps, it is not necessary to introduce the set A(f ) (see the lemma 1 in [3] ), as it is straightforward to see considering that all Fourier labels are positive. The Diophantine problem (2.15) has always a finite, nonzero number of solutions and r 0 ≤ q, as it can be proved by reasoning as in the corresponding Lemma 2 in [3] . In particular if q ∈ A p/q (f ) then (2.15) admits the solution r M = 1, r i = 0 ∀i < M , c M = 1, R = 1 and r 0 = 1.
Define r * (f ) ≡ r * as r * = r 0 . We introduce the notation r * simply to make easier the comparison with [3] (where distinction had to be made between r 0 and r * ; see (1.18) in [3] ).
We prove the following result.
Theorem. Let f be any function in B ρ , with ρ > 0. Consider the cone C p/q,β = {z ∈ C : | Im z| > 0, | Re z − p/q| ≤ β| Im z|, β ≥ 0}; let ω ∈ C p/q,β . Then the rescaled conjugating function
, ω (2.16) extends to a function continuous in ω in the closure of the cone C p/q,β and analytic in ω in the interior of C p/q,β , for any β ≥ 0, analytic in ε for |ε| < a and analytic in α for | Im α| < b, with a, b two positive constants. In particular, the following limit exists:
it is independent from the non-tangential path chosen either in the complex upper half plane Im ω > 0 or in the complex lower half plane Im ω < 0, and it is analytic for |ε| <ρ 0,f (p/q), for someρ 0,f (p/q) > 0. Defininḡ
there exist finite strictly positive constantsC r ,C 0 ,D r ,D 0 , depending only on p/q, such that one hasC
19b)
for all integer r ≤ q.
The proof of the Theorem above essentially follows from the analysis in [3] , up to the last assertion on the finiteness of the quantitiesR 0 (p/q) andR 0,r (p/q): in fact a constructive bound from above requires some extra work, which can be borrowed from the analysis permormed in [6] . Furthermore, as in [6] , the result which can be proved for generalized semistandard maps gives information also on the radius of convergence of the limit functions of the corresponding generalized standard maps; see Sect. 5.
In the following we shall consider explicitly the case ω −p/q = iη, with η ∈ R: the analysis can be easily extended to the case ζ ∈ C p/q,β as in [1] and [3] .
The lower bound
By inserting (2.12) into the functional equation (2.10) we can find a recursion relation satisfied by the Lindstedt coefficients u
. It is this recursion relation which, by iteration, generates an expansion for them such that each term can be represented by a semitopological labelled tree. We refer the reader to the now large literature on the topic; see [1] and references quoted therein.
The trees are defined as in [1] and [3] . Note that in the generalized semistandard map case ν u ≥ 1 for all u ∈ ϑ and (as a consequence) ν ≥ k. So we have u
where
where the same notations as in [3] are used; in particular
is the propagator of the line ℓ. The line ℓ is said to be on scale n = 0 if ν ℓ ∈ qN and on scale n = 1 otherwise. The main difference (and simplification) with respect to [3] is that now no resonances are possible as ν u ≥ 1 for all u ∈ ϑ. So the analogue of Proposition 1 of [3] holds, and the proof is the same (recall that a cluster T of a tree ϑ is a maximal connected set of nodes connected by lines on scale n = 1).
Proposition 1.
A cluster has at least r * nodes.
Then a result analogous to Lemma 4 in [3] is easily obtained (of course for the number of all lines on scale n = 0 as no resonant line is possible), that is, by denoting with N 0 (ϑ) the number of lines in ϑ on scale n = 0, one has
if k is the number of nodes of ϑ. By defining
then one immediately obtains that there exist constants C 0 , C r such that, for η small,
With respect to [3] there is an oversimplification due to the absence of resonances: so no cancellation mechanism has to be discussed in order to obtain the right bound from below of the radius of convergence. Note also that the formal solubility requires no discussion as ν ≥ k yields ν ℓ = 0 for any line ℓ in any tree ϑ. Ifρ 0,f (p/q) denotes the radius of convergence for the rescaled functionū 0 , i.e.ρ
we can define, analogously to (3.5), (3.8) so that the bounds (3.6) imply, for suitable constantsC 0 ,C r (depending on p/q),R
which give a bound from below on the quantitiesR 0,r (p/q) andR 0 (p/q).
The upper bound
For the rescaled functionū 0 =ū 0,p/q , one has
where ′ means that only trees ϑ with N 0 (ϑ) = k/r * have to be summed over and Val ′ (ϑ) differs from Val(ϑ) as, for ν multiple of q, γ(ν) has to be replaced with (2πiν) 2 in the definition of g(ν). The proof of (4.1) can be carried out as in [3] . In particular the analysis of [3] , Sect. 6, shows that k = nr * , with n ∈ N,
where R is given by (2.15a) and the integers l u are such that one has f luq+cu ∈ I cu (f ) (we use once more the notations of [3] ).
Of course we can bound from above the quantityR 0,r (ω) restricting our analysis to the functions (2.2) such that ν ≤ q. So in the following we shall consider only such functions. Note that in such a case in (4.2) one has l u = 0 for all u ∈ ϑ, hence ν = nRq.
By reasoning as in the second part of Sect. 2 in [6] , we shall prove that there exists a class S (N ) 1 of functions f ∈ S 1 with ν ≤ N (for some integer N to be specified below) such that the following bound holds:
for some constant C(f ) (depending on f of course). We shall prove also that there exists a constantD r such that C(f ) ≤D r(f ) uniformly in f in the considered class of functions S (N )
1 . So the bounds from abovē
immediately follow, for suitable constantsD r andD 0 , and the proof of the theorem is complete. Now we prove (4.3). Take any function in S 1 of the form
for some fixed constant F : this defines the class S (N )
1 . The propagators g(ν ℓ ) in (3.2) are all negative, so that the choice (4.5) and the definition of Val ′ (ϑ) yield that, for any ϑ ∈ T k,ν , Val ′ (ϑ) is given by (−1) k times i k−1 times a positive quantity P (ϑ). Therefore all trees in T k,ν have, apart from a commun factor [−(−i) k−1 ], a value P (ϑ) strictly positive: such a property can be fruitfully used in order to prove the following result.
Lemma. Letū 0 be the limit function (2.17) for f ∈ S (N ) 1 , i.e. of the form (4.5), and let r * = r 0 and R be the integers appearing in the solution of the Diophantine problem (2.15). Then there exists a universal positive constant D such that ū
for any k = nr * , with n ∈ N, and for any ν = nRq, whileū
Proof. Set r * ≡ r and Rq ≡ Q. The modulus of each propagator with ν ℓ / ∈ qN can be bounded from above with 4, while the propagators with ν ℓ = n ℓ q, n ℓ ∈ N, are given by g(ν ℓ ) = (2πiq) −2 n −2 ℓ . Note that any ϑ contributing toū (nr) 0,ν must have nr nodes, n lines on scale n = 0, hence n clusters with r nodes: each cluster contributes Q to ν, so that one must have for the root line a momentum ν = rQ in order thatū (nr) 0,ν = 0. This suggests us to writeū
so defining the quantity ψ
for any n ∈ N. The proof of such an assertion is by induction on n. The case n = 1 is trivial. So assume that (4.8) holds for n ′ < n: we then prove that it holds also for n. Consider all trees in T nr,nQ formed in the following way. Consider a tree ϑ 1 ∈ T tr,tQ and attach to its last node u 0 a tree ϑ 2 ∈ T sr,sQ . Here s = ⌊n/2⌋, t = n − s (see fig. 1 ).
The combinatorial factor associated to the node u 0 is 1/(m u 0 + 1)!, if m u 0 is the number of lines of ϑ 1 entering u 0 (the unit takes into account the subtree ϑ 2 itself). If n is even then s = t and the subtree ϑ 2 has a different number of nodes with respect to any of the m u 0 subtrees of ϑ 1 entering u 0 , then it is different from all of them: we can insert ϑ 2 in m u 0 + 1 different ways amomg the m u 0 subtrees of ϑ 1 entering u 0 , so obtaining m u 0 + 1 different trees. If n is odd the same happens except possibly for m u 0 = 1: in such a case the subtree of ϑ 1 entering u 0 and ϑ 2 can be equal to each other. In conclusion, by counting all the possible trees obtained by changing the order of the root line of ϑ 2 with ϑ = u 0 ϑ 1 ϑ 2 Figure 1 . A tree ϑ ∈ T nr,nQ obtained by attaching the tree ϑ 2 ∈ T sr,sQ to the last node of a tree ϑ 1 ∈ T tr,tQ respect to the lines of ϑ 1 entering u 0 , in both cases (n even and n odd) we can bound the combinatorial factor times the number of choices with 1/2. By summing over all possible trees ϑ 1 we get a quantity which can be bounded with ψ (tr) tQ , while by summing over all the possible trees ϑ 2 which can be attached to the last node u 0 of ϑ 1 we get a quantity which can be bounded with 9) so that (4.8) is proven. Furthermore one immediately checks that there is a constant
so that, by using together the two bounds (4.8) and (4.10), we obtain
hence the lemma is proved (and an explicit bound on D is given).
So we can conclude that there exists a constant B(f ) such that (4.12) concluding the proof of (4.3), with C(f ) = 1/B(f ).
Comparison with the generalized standard maps
Consider functions of the form (4.5). We can also consider a generalized standard map (2.9) with Then the Diophantine problem (2.15) for the generalized semistandard map with f (x) given by (4.5) and the corresponding one (see (1.17) in [3] ) for the generalized standard map with f (x) given by (5.1) admit the same solution (r * , R, {r i }), with r * = r.
Proof. Note first that one has r * = 1 if r = 1 and r * = r 0 if r > 1 also for the generalized standard maps in the case we are considering: recall (1.18) in [3] and, noting that N given by the second line of (5.2) satisfies N < q, use the second assertion in Proposition 1 of [3] . In the latter case N < q implies also that one has A(f ) = A p/q (f ) for the generalized standard maps. In order to have the same solution for both the Diophantine problems, it is enough to show that there exists a solution of (1.17) in [3] such that r ′ i = 0 ∀i = 1, . . . , M . This is easily obtained for functions of the form (5.1), simply showing that, in such a case, a solution (with R = 1) of the Diophantine problem (2.15) can be explicitly constructed by the procedure described below, hence realizing that it solves also the Diophantine problem (1.17) in [3] .
For fixed q and r, let N be such that (5.2) is satisfied. Note that then both for the function (4.5) in the case of generalized semistandard maps and for the function (5.1) in the case of generalized standard maps, one has A p/q (f ) = {1, 2, 3, . . . , N } and M = N . Set
If q/r ∈ N then for N = q/r one has q/N = r, so that in (5.3) one has r N = r. Then if one chooses r N = r and r i = 0 ∀i < N , one obtains a solution of the Diophantine problem (2.15) with r 0 = r N = r, so that r * = r. So we are left with checking that any solution of the form we have found in the case of the generalized semistandard map is also a solution of the corresponding Diophantine problem (1.17) of [3] for the generalized standard map. This is quite obvious in the case q/r ∈ N.
In the other cases one can reason as follows. Suppose that a solution of (1.17) of [3] contains a negative harmonic, say c i : then Rq = r 1 + 2r 2 + . . . + N r N − c i and r = r 1 + r 2 + . . . + r N + r ′ i . As (1.17c) implies r N ≥ 1, we can write Rq as Rq = r 1 + 2r 2 + . . . + N (r N − 1) + (N − c i ), with 1 ≤ N − c i ≡ c j ≤ N − 1, for some j, so that we can lower the value of r (without changing q), by choosing r N diminuished by one unit and r i = 0, provided that r j is increased by one unit. One can exclude a fortiori the presence of more than one negative harmonic in the solution of the Diophantine problem (1.17) of [3] (for the class of functions we are considering). The condition that r 0 to be minimal requires R = 1 as in the case of the generalized semistandard map, so that the proof is complete.
By denoting withū the quantity analogous toū 0 for the generalized standard map (see [3] ), we haveū 0 (α, ε) = so that the radius of convergence of the series (5.4b) cannot be larger than the radius of convergence of the series (5.4a). On the other hand the latter is bounded from above as in (4.3): in this way a complete bound, from above and from below, is obtained for the radius of convergence of the rescaled linearizations for generalized standard maps with f (x) given by (5.1), therefore completing the work of [3] to the same level as in [1] for the standard map.
