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Nakai [12]
$TP_{2}$ (total positive of order two)
$TP_{2}$ . Karhn and McGregor [3]. Karlin [2] Karlin and Rinott [4]





$[0, S]$ $s\in[0, S]$ $[0, S]$





$X_{\epsilon}$ ( $s\in[0$ , S])
$c$
$m$
$\{1, 2, \cdots, n\}$ Lippman and MacCall [5]
1373 2004 17-25
18
$(1)X_{i}$ $i$ $x$ $F_{1}(x)\geq F_{2}(x)\geq\cdots\geq F_{n}(x)$
$(2) \sum_{j=k}^{n}.p$ij $k(k=1,2, \cdot. . , K)$ $i$
$X_{s}(s\in[0, S])$
1 2
$[0, S]$ $P=(p_{s}(t))_{s,t\in(0,S]}$ T $X_{s}$
$f_{s}$ (x) $(s\in[0, S])$ Nakai [10]
(Nakai [7, 8, 9] ) 1 \geq
1 $X$ $Y$ $f$ (x) $g(x)$ $x\geq y$ $x$ $y$
$f$ (\emptyset $g(x)\leq f$ (x) $g$ (y) $X$ $Y$ $X[succeq] \mathrm{Y}$
2 $P=(p_{s}(t))_{s,t\in[0,S]}$ $s\leq t$ $u\leq v$ $s,$ $t,$ $u$ $v$ $(s,$ $t,$ $u,$ $v\in$
$[0, S]),$ $p_{s}$ (u) $p_{t}(v)\geq p_{t}$ (u)ps(v) $|_{p_{t}(u)}^{p_{s}(u)}$ $p_{s}(v)p_{t}(v)|$ \geq 0 . $P$ $TP_{2}$ .
1 $TP_{2}$
$\{X_{s}\}_{s\in[0,S]}$ 2 ( 1 2)
1 $\{X_{\mathit{8}}|s\in[0, S]\}$ $s\leq t$ $X_{s}[succeq] X_{t}$ ( $s,$ $t$ \in [0, S])
$X_{\mathit{8}}$ $s$
2 $P=(p_{s}(t))_{s,t\in[0,S]}$ $T$P2
1 $s\leq t$ $s$ $t$ $X_{\mathit{8}}[succeq] X_{t}$ $(s, t\in[0, S])_{\backslash }x$ >y
$f_{s}$ (y) $f_{t}(x)\leq f_{s}$ (x) $f_{t}$ (y) $s$ $X_{s}$




$u_{n}$ (x) $s$ $x$
$(s, x)$ $c$
$0<\beta<1$ $v_{n}$ (s, $x$ ) $n$ $(s, x)$
$\beta$ (Ross [13]
) $v_{n}$ (s, $x$)
$v_{n}(s, x)= \max\{u_{n}(x),$ $-c+ \beta\int_{0}^{S}p_{s}(t)dt\int_{0}^{\infty}v_{n-}1(t, y)dF_{t}(y)\}$ (1)
. $v_{1}$ (s, $x$ ) $=u_{1}$ (x) $u_{n}$ (x) $x$ $n$ $u_{n}(x)=$
$\frac{1-\delta^{n}}{1-\delta}x$
$x$ $\gamma$ $n$
(\mbox{\boldmath $\delta$}=1+\gamma ) 2
$n$
$(s, x)$ reser tion wage $\alpha_{n}$ ( s) $\alpha_{n}(i)$
1 $\beta$ 51 $v_{n}$ (i, $x$) 2 c
1 $s\in[0, S]$ $n$ $\alpha_{n+1}(s)\geq\alpha_{n}$ ( s) $s<t$
$s,$ $t\in[0, S]$ $n$ $\alpha_{n}(s)\geq\alpha_{n}$ (t)
2 $s\in[0, S]$ $n$ { $v_{n+1}$ (s, $x$ ) $\geq v_{n}$ (s, $x$ ) $v_{n+1}$ (s, $x$ ) $\geq v_{n+1}(t, x)$
($x>0,$ $s$ <t). $x>y$ $v_{n+1}$ ( s, $x$ ) $\geq v_{n+1}$ ( s, $y$ )
18
2 1 2 $u_{n}$ (x) $n$
$u\leq v$ $u$ $v$ $(u, v\in[0, S])_{\text{ }}P$ 2
$|\begin{array}{ll}p_{s}(u) p_{s}(v)p_{t}(u) p_{t}(v\end{array}|\geq 0$ $p_{s}=$ ($p_{s}$ (u)) $p_{t}=$ ($p_{t}($u))
$s,$ $t\in[0, S]$ $p_{t}[succeq] p_{S}$
3 $h$ (x) $x$ $\mu[succeq]\nu$ 1 2
$\int_{0}^{\infty}h(x)dF_{\mu}(x)\leq\int_{0}^{\infty}h(x)dP_{\mu}(x)$
( $\mu,$ $\nu$ \in S)o
4 $h$ (i, $x$ ) $i$ $x$ $\mu[succeq]\nu$ ( $\mu$ , \mbox{\boldmath $\nu$}\in S)
1 2
$\int_{0}^{\infty}\int_{0}^{\mathrm{S}}h(s, x)\nu$ (s) $f_{s}(x)dxds \geq\int_{0}^{\infty}\int_{0}^{S}h(s, x)\mu(s)f_{s}(x)dxds$
Nakai[6]
$\int_{0}^{S}p_{s}$ (u)du $\int_{0}^{\infty}v_{n}$ (u, $y$ ) $dF_{u}(y)= \int_{0}^{\infty}\int_{0}^{S}p_{s}$ (u) $v_{n}$ (u, $y$ ) $f_{u}$ (y)dydu . $s<t$ $p_{t}[succeq] p_{S}$
4
$\int_{0}^{S}p_{s}(u)$du $\int_{0}^{\infty}v_{n}(u,y)dF_{u}(y)\geq\int_{0}^{S}p_{t}(u)$du $\int_{0}^{\infty}v_{n}(u, y)dF_{u}(y)$
2.2
$n$ $t$
$s$ $\overline{p}_{s,n}$ (t) $n$
$(s, t\in[0, S], n=1,2, \cdot. .)$ $\overline{p}_{s,n}$ (t)
$\overline{p}_{s,1}(t)=p_{s}$ (t) $\overline{p}_{s,n}(t)=\int_{0}^{S}p_{s}$ (u)$\overline{p}_{u,n-1}$ (t)du
$\overline{P}_{n}=(\overline{p}_{s,n}(t))_{s,t\in[0,S]}$ $\overline{P}_{1}=P$
$\overline{P}_{n}=\langle P\overline{P}_{n-1}\rangle\rangle$
2 $P=(p_{s}(t))_{s,t\in[0,S]}$ $Q=(q_{s}(t))_{s,t\in[0,S]}$ ‘
$\langle P, Q\rangle=(\int_{0}^{S}p_{\mathit{8}}(u)q_{u}(t)du)_{s,t\in[0,S]}$
5 $P=(p_{s}(t))_{s,t\in[0,S]}$ $Q=(q_{s}(t))_{s,t\in[0,S]}$ $T$P2 . $\langle P, Q\rangle$ $TP_{2}$ .
. 2 $P=(p_{g}(t))_{s,t\in[}$0,S] $TP_{2}$ -P -l $=(p_{s,n-1}(t))_{s,t\in[0,S]}$ $T$P2




$s$ $n$ $\overline{p}_{s,n,m}$ (t)
$m$ ( $s,$ $t\in[0,$ $S$] $m\leq n,$ $n$ , $m=1$ ,2, $\cdot$ . .)
reservation wages $\alpha(s, n)$
$F_{s}$ (\mbox{\boldmath $\alpha$}(s, $n$)) $s$ $n$
20
$\overline{p}_{s,n,m}=$ ($\overline{p}_{s,n,m}$ (t))tE[0,s] $\overline{p}_{s,n,1}=$ ($\overline{p}_{s,n,1(}$t) $)t\in[0,S]$
$\overline{p}_{s,n,m}(t)=F_{s}$ ( \mbox{\boldmath $\alpha$}(s, $n$)) $\int_{0}^{S}p_{s}$ (x)$\overline{p}_{x,n-1,m-1}$ (t) $dx$ (2)
$\overline{p}_{s,n,1}(t)=F_{s}$ ( \mbox{\boldmath $\alpha$}(s, $\cdot$n))$p_{s}$ (t)
$\overline{P}_{n,m}=$ $(\overline{p}_{s},n,m)_{s\in[0,S]}=(\overline{p}_{s,n,m}(t))_{s,t\in[0,S]}$
$n(>0)$ $\overline{P}_{n,1}=(F_{s}(\alpha(s, n))p_{s})_{s\in[0,S]}=(F_{\theta}(’(s, n))p_{s}(t))_{s,t\in[0,\mathrm{S}]}$
$\llcornerarrow \text{ }(2)\text{ }$
$\overline{P}_{n,m}=$ $(F_{s}(\alpha(s, n))\langle P,\overline{P}_{n-1,m-1}\rangle_{s})_{\epsilon\in[0,S]}$ (3)
5




: $m$ $m=1$ 1 $\overline{P}_{n,1}=$ $(F_{s}(\alpha(s, n))p_{s})_{s\in[0,S]}=$
$(F_{s}(\alpha(s, n))p_{s}(t))_{s,t\in[0,S]}$ $TP_{2}$ $\overline{P}_{n,m}$ $m$ $TP_{2}$ $P=$












$\mu,$ $\nu$ $\mu(t)\nu(s)\geq\mu(s)\nu(t)$ $s,$ $t(s\leq t, s, t\in[0, S])$ .
1 $s$ $t$ $\mu(t)\nu(s)\geq\mu(s)\nu$ (t) $\mu$ $\nu$
$\mu\succ\nu$ $TP_{2}$ 1






$\overline{\mu(x)}=(\mu(x, s))_{s\in[0,S]}$ $x$ $s$ $h$ (x, $s$ ) 3
3 $s\in[0, S]$ $x\in\Re$ $h(x)=(h(x, s))_{s\in[0,S]}$ $x<y$ $s\leq t$
$t$ $s$ $(s, t\in[0, S])_{\text{ }}h(x)[succeq] h(y)$ ( $h(y)[succeq] h(x)$ ) $h$ (x, $t$) $h$ (y, $s$ ) $\geq$
$h$ (x, $s$ ) $h$ (y, $t$ ) ( $h$ (x, $t$ ) $h($y, $s)\leq h($x, $s)h($y, $t)$ ) $h$ (x, $s$ ) $x$
( )
$\{X_{s}|s\in[0, S]\}$ $\{f_{s}(x)|s\in[0, S]\}$ 1 . $f(x)=$
$(f_{s}(x))_{s\in[0,S]}$ $f(y)[succeq] f$ (x) $x>y$ $s\leq t$ $s$ $t$
$(s, t\in[0, S])_{\text{ }}f_{s}(y)f_{t}(x)\leq f_{s}(x)f_{t}$ (y) $f$ (x) $x$ D
$\mu$
$\overline{\mu(x)}$ 1 2 6
Nakai[10]
6 $\mu\succ\nu$ $x$ $\mu(x)\succ\nu(x)$ $\overline{\mu(x)}\succ\overline{\nu(x)}$ $\mu$
$\mu(x)$ $\overline{\mu(x)}$ $x$




$x$ $v_{n}($\mu , $x)$ $\beta$
(0<\beta <y $v_{n}($\mu , $x)$
$v_{n}($ \mu , $x)= \max\{u_{n}$ (x), $c+ \beta\int_{0}^{\infty}v_{n-1}(\overline{\mu(x)}, y)dF_{\overline{\mu(x)}}(y)\}$ (4)
$F \mu(x)=\int_{0}^{S}\mu$ (s) $F_{s}$ (x) weighted distribution function(De Vylder[l]) $v_{1}($ \mu , $x)=$
$\mathrm{E}_{\mu}[u_{1}(X)]=\int_{0}^{\infty}u_{1}$ (x) $dF_{\mu}(x)$ $S=[0, S]$ . $P$
$p_{S}(t)=I_{S}$ (t) 1 $X=0$ $S$
Is(t) $t$ indicator function .
$S($\mu , $n)= \{x|u_{n}(x)\geq c+\beta\int_{0}^{\infty}v_{n-1}(\overline{\mu(x)}, y)dF_{\overline{\mu(x)}}(y)\}$
$C($ \mu , $n)=S($ \mu , $n)^{c}$ $S($ \mu , $n)$ $C($ \mu , $n)$
$u_{n}$ (x) $x$ $\overline{\mu(x)}$ $x$
$x>y$ –$\mu(y)[succeq]$
–
$\mu(x)$ $v_{n-1}(\overline{\mu(x)}, z)$ $z$
$\mu$ 3 $x>y$
$\int_{0}^{\infty}v_{n-1}(\overline{\mu(x)}, z)dF_{\overline{\mu(x)}}(z)\geq\int_{0}^{\infty}v_{n-}1(\overline{\mu(y)}, z)dF_{\overline{\mu(y)}}(z)$
2 $S($ \mu , $n)$ $C($ \mu , $n)$ (4)
7 $\mu[succeq]\nu$ $(\mu, \nu\in S)_{\text{ }}S(\nu, n)\subset S($\mu , $n)$ $S(\mu, n+1)\subset S($\mu , $n)$ .
$\mu$ $n\geq 1$ $S($ \mu , $n)\cup C($ \mu , $n)=\Re_{+}$ $S($\mu , $n)\cap C($\mu , $n)=\emptyset$
$C($\mu , $n)\subset C($ \mbox{\boldmath $\nu$}, $n)$ $C($\mu , $n)\subset C(\mu, n+1)$ $v_{n}($ \mu , $x)$
8 $\mu[succeq]\nu$ $(\mu, \nu\in S)_{\text{ }}v_{n}($\mu , $x)\leq v_{n}($ \mbox{\boldmath $\nu$}, $x)$ . . $x>y$ . $v_{n+1}($\mu , $x)\geq$







$\overline{P}_{m}$ (\mu ) $m$ $m=1$
$\overline{P}_{\mu},1=$ ( $\overline{P}_{\mu},1$ (t)) $t\in[0,S]$ $\overline{P}_{1}(\mu)_{t}=\int_{0}^{S}\mu$(s)$p_{s}$ (t) $ds=\langle\mu, P\rangle$ (t)
$\mu=(\mu(s))_{s\in[0,S]}$ $P=(p_{s}(t))_{s,t\in[0,S]}$ . $\langle$ $\mu,$ $P)$ $\langle$ $\mu,$ $P)=(\langle\mu, P\rangle(t))_{t\in[0,S]}$
$\langle\mu, P\rangle(t)=\int_{0}^{S}\mu$(s)p$s(t)ds$
$\langle\langle\mu, P\rangle, Q\rangle=\langle$$\mu,$
$\langle$P, $Q\rangle$ $\rangle$ $P=(p_{s}(t))_{s,t\in[0,S]}$
$P^{n}$ $P^{1}=P$ $P^{n}=\langle P, P^{n-1}\rangle$ $\overline{\mu}=\langle\mu, P\rangle$
$\overline{\mu(x)}=\langle\mu(x), P\rangle$ $m=2$ $\overline{P}_{\mu},2=\overline{P}_{\overline{\mu}},1=\langle\overline{\mu},$ $P$) $=\langle\mu, P2\rangle$
$\overline{P}($ \mu , $m)$
$\overline{P}_{\mu},m=\overline{P}_{\overline{\mu}}$, $n-1=\overline{P}_{\langle\mu,P\rangle,m-1}=\langle\langle\mu, P\rangle, P^{m-1}\rangle=\langle\mu, P^{m}\rangle$ (5)
$P$ $TP_{2}$ $m$ $\overline{P}_{m}(\mu)=\langle\mu,$ $P$m) $TP_{2}$
9 $\mu[succeq]\nu$ $(\mu, \nu\in S)_{\text{ }}P$ $TP_{2}$ $(\mu, \nu\in S)_{\text{ }}$ $\langle$ \mu , $P\rangle[succeq]\langle\nu, P\rangle$
(5) 9









$\mu,rn=$ ( $\hat{P}\mu,m$ (t))$\in $[0,S]$
$u(x)=(ut(x))t\in[0,S]$ $s$ $\int_{a}^{b}u_{S}$ (x) $dF$ (x)
( $S\in[0$ , ) $\text{ }$ $\int_{a}^{b}u(x)dF$ (x)
$\int_{a}^{b}u$(x)dF$(x)=( \int_{a}^{b}ut(x)dF$ (x))
$t\in[0,s]$
$\mu$ $\hat{P}\mu_{1},=(\hat{P}\mu_{1},(t))t$ \in [0,s]
$\hat{P}_{\mu},1=\int_{0}^{\infty}$ ( $\mu$(x), $P \rangle dF_{\mu}(x)=\int_{0}^{\infty}\overline{\mu(x)}$dF$\mu$ (x)
$\mu$ $x$
$\overline{\mu(x)}$ $\hat{P}_{\mu},2$ 2 $m=1$





4 $x$ $g(x)=(g(x, s))_{s\in[0,S]}$ $h(x)=(h(x, s))_{s\in[0,S]}$ $s\leq t$ $s$ $t$
$(s, t\in[0, S])_{\text{ }}g$ (x, $t$) $h$ (x, $s$ ) $\geq g$ (x, $s$ ) $h$ (x, $t$ ) $g$ (x) $h$ (x) $TP_{2}$
$g(x)[succeq] h$ (x)
2
10 $g(x)=(g(x, s))_{s\in[0,S]}$ $h(x)=(h(x, s))_{s\in[0,S]}$ $x$ $g(x)[succeq]$
$h$ (x)
$\int_{0}^{\infty}g(x)dF(x)[succeq]\int_{0}^{\infty}h(x)dF(x)$





2 $\mu[succeq]\nu$ ( $\mu$ , \mbox{\boldmath $\nu$}\in S) 1 2
$\int_{0}^{\infty}\overline{\mu(x)}$dF(x) $[succeq] \int_{0}^{\infty}\overline{\nu(x)}$dF(x)




$\mu[succeq]\nu$ ( $\mu$ , \mbox{\boldmath $\nu$}\in S) 6 $\overline{\mu}[succeq]\overline{\nu}$ $\overline{\mu(x)}[succeq]\overline{\nu(x)}$ $\hat{P}_{\mu,m}$
3 $\mu[succeq]\nu$ $(\mu, \nu\in S)\text{ }\hat{P}_{1,m}$ $\mu$ $\hat{P}_{\mu,m}[succeq]\hat{P}_{\nu,m}$
: $m$ $m=1$ $\hat{P}_{\mu},1=\int_{0}^{\infty}\overline{\mu(x)}dF_{\mu}(x)$ $\mu[succeq]\nu$




















($t\in[0,$ $S$], $n,$ $m=1,2$ , $\cdot$ . . , m\leq n)
$(\tilde{P}_{\mu_{1}n,m}(t))_{t\in[0,S]}$ $m=1$
$x$
$\mu^{*}$ ( $\tilde{P}_{\mu*}’$ , ($n,1$ t)) $t\in[0,6’]$
( $s\in[0$ , S]) $x\in C($ \mu , $n)$
$\tilde{P}_{\mu^{*},n,1}’=$ ( $\overline{P}_{\mu\cdot,n,1}’$ (t)) $t\in[0,\mathrm{S}]$ $\overline{P}_{\mu^{\mathrm{r}},n,1}’(t)=\int_{0}^{S}\mu$ *(s)$p_{s}$ (t) $\overline{P}_{\mu}’=\langle\mu^{*},$ $P$ ) $=\overline{\mu^{*}}$
$x$ $\mu(x)$
$\tilde{P}$




$m$ $(t\in[0, S]$ , $n,$ $m=$
$1,2,$ $\cdots$ , m\leq n)
$x\in C($\mu , $n)$
P-\mu ,n,m=(P-\mu ,n,m(t))t [0,s]
$\overline{P}_{\mu,n,m}(t)=\int_{C(\mu,n)}\tilde{P}_{\overline{\mu(x)}}$ ,n-1,m-1 $(t)dF_{\mu}(x)$ (7)
$\int_{S(\mu,n)}dF_{\mu}(x)$
$\int_{0}^{S}\tilde{P}_{\mu,n,m}$(t) $dt\leq 1$
$\mu[succeq]\nu$ $C($ \mu , $n)\subset C($ \mbox{\boldmath $\nu$}, $n)$
$\mu$
$\mu$ 1
$\overline{P}_{n,m}=(\overline{P}_{s,n,m})_{s\in[0,S]}$ $TP_{2}$ $(\tilde{P}_{\overline{\mu(x)},n-1,m-1}(t))_{t\in[0,S]}$ $x$
$\tilde{P}_{\mu,n,m}$
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