In the present contribution, we apply the double exponential Sinc-collocation method (DESCM) to the one-dimensional time independent Schrödinger equation for a class of rational potentials of the form V (x) = p(x)/q(x). This algorithm is based on the discretization of the Hamiltonian of the Schrödinger equation using Sinc expansions. This discretization results in a generalized eigenvalue problem where the eigenvalues correspond to approximations of the energy values of the corresponding Hamiltonian. A systematic numerical study is conducted, beginning with test potentials with known eigenvalues and moving to rational potentials of increasing degree.
Introduction
Over the last three decades, the study of perturbed quantum harmonic oscillators has been on the edge of thrilling and exciting research. Numerous methods have been developed to compute the energy eigenvalues of the Schrödinger equation Hψ = Eψ, where the Hamiltonian H = − q(x) has been the subject of much interest. Historically, the potential:
with λ ∈ R and g > 0 was among the first rational potentials to manifest interest in the scientific community. The Schrödinger equation with such a potential is the analogue of a zero-dimensional field theory with a nonlinear Lagrangian, which is still of interest in particle physics today [1] [2] [3] [4] . Additionally, outside the realm of field theory, double-well potentials are among the most important potentials in quantum mechanics [5, 6] . Double well potentials occur abundantly in the study of quantum information theory or quantum computing. Concisely, quantum information theory attempts to generalize the ideas of classical information theory to the quantum world. Recently, systems of two particles in double well potentials have been studied experimentally with ultracold atoms [7, 8] . In 2009, it was theoretically proposed that neutral atoms held in double well potentials could be used to create quantum logic gates to be used for quantum information processing [9] . Recently, Murmann et al. demonstrated that the quantum state of two ultracold fermionic atoms in an isolated double-well potential was completely controllable [10] . They were able to control the interaction strength between these two particles, the tilt of the potential as well as their tunneling rates between the two wells. These experiments provide a starting point for quantum computation with neutral atoms. Hence, further investigations into quantum systems with multiple wells could be an asset in constructing an efficient and reliable quantum computers.
There is a rich and diverse collection of techniques and algorithms available in literature to compute the energy eigenvalues of the Schrödinger equation with the rational potential (1) . Among others, the use of variational methods, perturbation series, and perturbed ladder operators methods have been readily used to approximate the energy eigenvalues of this potential [11] [12] [13] [14] [15] . To understand the innate structure of the potential (1), several exact representations for the energy eigenvalues of this potential were found for specific relations between the parameters λ and g [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . Moreover, the Hill determinant method as well as the Hill determinant method with a variational parameter have been used extensively to numerically calculate the energy eigenvalues of (1) [32] [33] [34] . Methods utilizing power series, Taylor series and Padé approximants have also been used frequently in literature [35] [36] [37] [38] [39] [40] . More general numerical techniques have also been studied and applied to the potential (1) such as finite differences, numerical integration, Runge-Kutta methods and transfer matrix methods [41] [42] [43] [44] [45] [46] [47] .
Despite the amount of attention the potential (1) has received in literature, there have been some attempts to treat more general rational potentials. In [48] , the potential:
is examined. A perturbation series is used to investigate the spectrum of energy eigenvalues for this specific potential. A strong asymptotic condition of order (m − 1) is proved and this series is also shown to be summable in the sense of the Borel-Leroy method.
In [49] , the potential:
where f (x 2 ) and g(x 2 ) are polynomials in
A method for obtaining quasi-exact solutions for the energy eigenvalues is outlined.
In [50] , asymptotic expansions for the energy eigenvalues of the potential:
with N, m 1 , m 2 being arbitrary positive integers and real parameters λ and g are derived. These asymptotic expansions are subsequently shown to be related to the corresponding energy levels n. Numerical results are presented for a variety of potentials of the form in equation (4) . The numerical accuracy of the proposed asymptotic estimates increase as their corresponding energy levels increase.
In [51] , a matrix-continued-fraction algorithm is introduced to calculate the energy eigenvalues of rational potentials of the form:
and
This method is based on an expansion of the eigenfunctions into complete sets. In addition to the proposed method, numerical results are given only for the nested potential in equation (1) as well as polynomial potentials (i.e. g m = 0 ∀m ). The numerical results provided, demonstrate a high accuracy in comparison to previous results available in literature.
In [52] , the energy levels of the one dimensional potentials:
are evaluated using a finite difference approach. Numerical results are presented for a variety of parameters and they are in good agreement with other results obtained in literature.
As can be seen by the numerous approaches which have been made to solve this problem, there is a lack of uniformity in its resolution. Moreover, the task of evaluating energy eigenvalues for any general rational potential has only been studied lightly. While several of these methods yield excellent results for specific cases of rational potentials namely the potential in equation (1), it would be favorable to have one algorithm capable of handling any rational potential of the form
, which can deliver all eigenvalues efficiently to a high pre-determined accuracy.
It is the purpose of this research work to present such a general method based on the double exponential Sinc-collocation method (DESCM)presented in [53] . The DESCM starts by approximating the wave function as a series of weighted Sinc functions. By substituting this approximation in the Schrödinger equation and evaluating this expression at several collocation points, we obtain a generalized eigensystem where the generalized eigenvalues are approximations to the energy eigenvalues.
As will be shown in this contribution, the more terms we include in our series of weighted Sinc functions, the better the approximation to the energy eigenvalues becomes. This method has numerous advantages over previous methods as it is insensitive to changes in the numerous parameters in addition to having a near-exponential convergence rate. Moreover, the matrices generated by the DESCM have useful symmetric properties which make numerical calculations of their eigenvalues much easier than standard non-symmetric matrices.
General definitions, properties and preliminaries
The sinc function, analytic for all z ∈ C is defined by the following expression:
The Sinc function S(j, h)(x) for h ∈ R + and j ∈ Z is defined by:
It is possible to expand well-defined functions as series of Sinc functions. Such expansions are known as Sinc expansions or Whittaker Cardinal expansions.
Definition 2.1.
[54] Given any function v(x) defined everywhere on the real line and any h > 0, the Sinc expansion of v(x) is defined by the following series:
where v j = v(jh). The symmetric truncated Sinc expansion of the function v(x) is defined by the following series:
The Sinc functions defined in (8) form an interpolatory set of functions with the discrete orthogonality property:
where δ j,k is the Kronecker delta function. In other words,
at all the Sinc grid points given by x k = kh.
A major motivation behind the use of Sinc expansions stems from numerical integration. As it happens, integration of Sinc expansions have a direct connection with the composite trapezoidal rule. It is well known from the Euler-Maclaurin summation formula that the error in approximating the integral of a measurable function v defined on the interval (a, b) by the composite trapezoidal rule is given by:
where B 2l are the Bernoulli numbers and N is the number of points in the interval of integration, from x 0 = a to x N = b. Hence, for a periodic function or a function for which v (n) (x) → 0 at the endpoints, the convergence is faster than any power of h. This observation has led to much research on the use of conformal maps that decay to zero at infinities. Indeed, given a conformal map φ −1 (x) of a simply connected domain in the complex plane with boundary points a = b such as φ −1 (a) = −∞ and φ −1 (b) = ∞ and a Lebesgue measurable function v defined on the interval (a, b) we can derive the following elegant result using Sinc expansions:
As we can see, equation (13) is exactly the trapezoidal rule.
In [54] , Stenger introduced a class of functions which are successfully approximated by a Sinc expansion. We present the definition for this class of functions bellow. 
For ∈ (0, 1), let D d ( ) denote the rectangle in the complex plane:
The time independent Schrödinger equation is given by the following expression:
where the Hamiltonian is given by the following linear operator:
where V (x) is the potential energy function. The time independent Schrödinger equation (17) can be written as the following boundary value problem:
Equation (19) is similar to the Schrödinger equation with an anharmonic oscillator potential to which we applied successfully the DESCM [55] .
Eggert et al. [56] demonstrate that applying an appropriate substitution to the boundary value problem (19) , results in a symmetric discretized system when using Sinc expansion approximations. The change of variable they propose is given by:
where φ −1 (x) a conformal map of a simply connected domain in the complex plane with boundary points a = b such that φ −1 (a) = −∞ and φ −1 (b) = ∞.
Applying the substitution (20) to (19), we obtain:
where:Ṽ
3 The development of the method A function ω(x) is said to decay double exponentially at infinities if there exist positive constants A, B, γ such that:
The double exponential transformation is a conformal mapping φ(x) which allows for the solution of (21) to have double exponential decay at both infinities.
In order to implement the DESCM, we start by approximating the solution of (21) by a truncated Sinc expansion (10) . Inserting (10) into (21), we obtain the following system of equations:
where the collocation points x k = kh and E is an approximation of the eigenvalue E in (21).
The above equation can be re-written as follows:
where δ (l) j,k are given by [57] :
Equation (26) can be represented in a matrix form as follows:
where:
H is a (2N + 1) × (2N + 1) matrix with entries H j,k given by:
and D 2 is a (2N + 1) × (2N + 1) diagonal matrix with entries D 2 j,k given by :
To obtain nontrivial solutions for (28), we have to set:
In order to find an approximation of the eigenvalues of equation (21), we will solve the above generalized eigenvalue problem. The matrix D 2 is diagonal and positive definite. The matrix H is the sum of a diagonal matrix and a symmetric Toeplitz matrix. If there exits a constant δ > 0 such thatṼ (x) ≥ δ −1 , then the matrix H is also positive definite.
In [53, Theorem 3.2], we present the convergence analysis of DESCM which we state here in the case of the transformed Schrödinger equation (21) . The proof of the Theorem is given in [53] . 
Assume there exist positive constants A, B, γ such that:
Moreover, if there is a constant δ > 0 such thatṼ (x) ≥ δ −1 and the selection of the optimal mesh size h is such that:
where W (x) is the Lambert W function.
Then, we have:
where E is the eigenvalue of the generalized eigenvalue problem and ϑ v,d is a constant that depends on v and d.
As we can see from the results obtained in Theorem 3.1, |E − E| → 0 as N → ∞ for all energy eigenvalues E. Moreover, it is important to notice that the convergence rate of the DESCM is dependent on the strip width of analyticity d.
The Rational Potentials
In this section, we will apply the DESCM to the time independent Schrödinger equation with a rational potential. The time independent Schrödinger equation is defined by the following equation:
where the potential V (x) is given by:
where the functions p(x) and q(x) are polynomials in x. More specifically, we will investigate a subset Q of the set R[x] of rational functions of x with real coefficients. The subset Q is defined by the following function space:
The first condition, q(x) = 0 for all x ∈ R is set in order for V (x) to be continuous for all x ∈ R. However, this conditions automatically imposes that deg(q(x)) be even since any odd degree polynomial has at least one real root. The second condition imposes a uniqueness on the potentials. For example, we can create the rational function:
Although p 1 (x) = p 2 (x) and q 1 (x) = q 2 (x), we have p 1 (x)/q 1 (x) = p 2 (x)/q 2 (x). The condition q(0) = 1 removes this ambiguity when defining new potentials. The third condition specifies that for large x, the rational potential V (x) exhibits behaviour similar to an anharmonic potential of the form ωx 2m . Consequently, the potential V (x) we will be investigating has the following general form:
It is worth noting that this current form also encompasses even potentials depending on the values of the coefficients {λ i } k i=0 and {g i } 2l i=1 . To implement the DE transformation, we choose a function φ which would result in the solution of (21) to decay double exponentially. Given the nature of the potential (41), we know that the wave function will be analytic everywhere in the complex plane except for the points z ∈ C where q(z) = 0. Since the anharmonic potential in equation (41) is analytic in R and grows to infinity as x → ±∞, the wave function is also analytic and normalizable over R. To find the decay rate of the solution to equation (19) with the rational potential, we can use a similar WKB analysis as the one presented in [55] . In [55] , we considered the anharmonic potential:
As we can see, the anharmonic potential (42) has the same asymptotic growth as the rational potential (41) . Consequently, the function ψ(x) has the same decay rate at both infinities:
Away from both infinities, the wave function ψ(x) undergoes oscillatory behaviour. From equation (43), we can see that the wave function ψ(x) decays only single exponentially at infinities.
A possible choice for the conformal mapping is φ(x) = sinh(x) since:
for some positive constant A. However, as previously mentioned, Theorem 3.1 demonstrates that the convergence of the DESCM is dependent on the strip of width 2d ≤ π γ for which the function v(x) is analytic. Since, we know that our original wave function ψ(x) is analytic everywhere in the complex plane except for the points z ∈ C where q(z) = 0; we wish to find a conformal mapping which will result in the solution of the transformed wave equation, v(x), in (21) to be analytic up to the maximal strip width d = π 2γ . To choose this optimal mapping φ, we will utilize a result presented in [58] . Slevinsky et al. investigate the use of conformal maps for the acceleration of convergence of the trapezoidal rule and Sinc numerical methods [58] . The conformal map they propose is constructed as a polynomial adjustment to a sinh map, and allows for the treatment of a finite number of singularities in the complex plane. The polynomial adjustments achieve this goal by locating singularity pre-images on the boundary of the widest allowable strip ∂D π
2γ
. The map they propose has the form:
for the (n + 1) coefficients {u k } n k=0 to be determined given a finite set of singularities {δ k ± k } n k=1 . Equation (45) still grows single-exponentially. Hence, the transformed wave equation in (21) will still result in a double exponential variable transformation. Indeed, using this conformal mapping, we see that for all x ∈ R:
for some positive constant A. From equation (46), we deduce that:
Concisely, the algorithm presented in [58] is as follows; given a finite set of singularities {δ k ± k } n k=1 , we wish to solve the following system of complex equations:
This is a system of n complex equations for the 2n + 1 unknowns {u k } n k=0 and the real parts of the pre-images of the singularities {x k } n k=1 . Since there is one more unknown than equations, we can maximize the value of u 0 which is proportional to B in equation (47) . By summing all n equations in (48) and solving for u 0 , we obtain the following non-linear program:
where {z} stands for the imaginary part of z.
For more information of the implementation of this algorithm, we refer the readers to [58] . Implementing this algorithm guarantees that all complex singularities of the potential in (41) will lie on the lines ±i π 2γ implying that our transformed solution
). Hence, the convergence rate of the DESCM will now be given by:
Numerical discussion
In this section, we present numerical results for the energy values for rational potentials discussed in the previous section. All calculations are performed using the programming language Julia [59] in double precision. The eigenvalue solvers in Julia utilize the linear algebra package LAPACK [60] . In order to obtain the optimal conformal map in equation (45), the non-linear program in (49) is solved using the package DEQuadrature developed by Slevinksy and avbailable at https://github.com/MikaelSlevinsky/DEQuadrature.jl. The matrices H and D 2 are constructed using equations (29) and (30) . To produce our figures, we use the Julia package PyPlot.
In [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] , several authors presented exact solutions for potentials of the form:
where λ was dependant on g. A few examples are presented bellow:
Using these exact values as comparison, we present the following figures showing the convergence of the DESCM. Figure 1 , shows the absolute error between our approximation and the exact values shown in equation (52) . In this case, the optimal map can be derived analytically and is given by:
Explicitly, we define the absolute error as:
As we can see from Figure 1 , the proposed algorithm converges quite well.
We will now define an approximation to the absolute error as follows:
We will now consider the general potentials of the form in equation (41) .
These potentials contains many free parameters. Indeed, we have 5+k+2l free parameters including:
1. The exponent m 2. The coefficient parameters ω, λ i and g j for i = 0, . . . , k and j = 1, . . . , 2l
3. The degrees k and 2 l of the polynomials in the numerator and denominator.
It is important to mention that choosing the parameters g i , i = 1, . . . , 2l at random such that q(x) = 0, ∀x ∈ R might at first seem problematic. However, by the fundamental theorem of algebra, we are assured that q(x) may be written as:
where
are the complex zeros of the strictly positive polynomial q(x). In this cases,z i denotes the complex conjugate of z i . Hence, the polynomials q(z) can be easily constructed by choosing values for { {z i }, {z i }} l i=1 and substituting them into equation (57) . To remove as much bias as possible in the calculation, we let the parameters involved in the computation represent random variables such that:
for fixed parameters m and l and where {z} stands for the real part of z.
We acknowledge that we have already used the symbol " ∼ " to denote the concept of asymptoticity. However, in equation (58), the symbol X ∼ f denotes the common statistics notation that the random variable X follows the distribution f . In (58), U (a, b) denotes the continuous uniform distribution on the interval (a, b) and U {c, c + 1, . . . , d} denotes the discrete uniform distribution for the integer support {c, c + 1, . . . , d}, c, d ∈ N 0 .
In Figure 2 , we applied the DESCM to 100 randomly generated potentials of the form in (41) according to (58) with m = 1, 2, 3, 4 and l = 1. In this case, we can also find the optimal map analytically which is given by:
As we can, the DESCM performs quite well for a wide variety of parameters values.
In Figure 3 , we applied the DESCM to 100 randomly generated potentials of the form in (41) according to (58) with m = 1, 2, 3, 4 and l = 2. Unlike the previous examples, the optimal map cannot be found analytically for these types of potentials. This would lead us to solve the non-linear program in (48) for every randomly generated potential. However, this is much harder than anticipated because this non-linear program must be calibrated for any potential. More explicitly, solving the non-linear program requires a user input of two parameters, "obj_scaling_factor" which controls the scaling of the objective function and "Hint" which controls the homotopy solution process for the nonlinear program. Given the sensitivity of non-linear programming, these parameters must be tuned for any arbitrary potential. As such, it is an infeasible task to finely tune these parameters for any given list of randomly generated potentials. However, to demonstrate the power of the DESCM, Figure 3 display the implementation using the basic non-optimal φ(t) = sinh(t) conformal mapping. As we see, the DESCM still converges quite well for a wide range of parameters.
Conclusion
Several methods have been used to evaluate the energy eigenvalues of perturbed harmonic oscillators by rational potentials. In this work, we present a method based on the DESCM where the wave function of a transformed Schrödinger equation (21) is approximated by as a Sinc expansion. By summing over 2N + 1 collocation points, the implementation of the DESCM leads to a generalized eigenvalue problem with symmetric and positive definite matrices. In addition, we also show that the convergence of the DESCM in this case can be improved to the rate
as N → ∞ where 2N + 1 is the dimension of the resulting generalized eigenvalue system and κ is a constant that depends on the potential. The convergence of this method can be improved by adding a polynomial adjustment to the typical sinh conformal mapping to displace the complex singularities away from the real axis.
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