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ABSTRACT

In high-speed data communication systems the complexity of link path between
transmitters and receivers present a challenge for designers to maintain an acceptable bit
error rate. An approach is presented in this thesis to design the link path on a block-by
block basis. The unique advantage of this approach lies on the physics-based model of
each block, which then relates performance to geometry and makes design improvement
and optimization possible. A tool based on the manipulation o f frequency domain data
has been designed to help in the design and analysis process of fast communication
systems. It accepts as inputs the frequency domain data describing the link path and the
time domain signal at the driver, and it outputs an eye diagram at the receiver.
One of the reasons that can cause the degradation of the waveform at the receiver
can be referenced to the via transition, needed to switch layer when the high density of
the interconnects do not allow to route each single trace on the same layer. The thesis
presents a description of a complete model for the multilayer via transition developed
starting from the physics of the via geometry. The model is developed by dividing the via
geometry in simple parts and describing each element by S-parameter blocks.
A novel technique is developed for connecting S-parameter blocks having an
arbitrary number of input/output ports. This procedure is then applied to connect the
blocks describing the via geometry, and the final S-parameter data which models the
whole via transition geometry is obtained. Finally, this block can be included in the
simulation of the overall link and the eye diagram can be obtained relating the effects of
the single via transitions to the overall link performances.
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1. INTRODUCTION

The state of the art of the digital electronic system design pushes the
performances of the system toward a high data rate, low voltage swing, and a high
number o f interconnects laying on the same Printed Circuit Board (PCB); therefore the
transmission of a digital signal from the driver to the receiver is becoming more and more
difficult. Some unwanted effects, previously negligible, start to play an important role in
terms of quality of the waveform launched on the (PCB) interconnects. The high density
of interconnects (microstrip/stripline) that have to be routed on the PCB increases the
number of signal layers and therefore the total thickness of the board.
In high-speed communication systems, link path may involve many different
components. Understanding the effects of each component is critical in designing a link
path that can meet the design specifications with a minimum cost and a high reliability.
The link may involve the traces, via transitions and connectors; and it can be affected by
the properties of the employed dielectric material. All these parameters, to some extent,
affect the performance of the entire link, especially a via transition which can impact the
waveform transmission due to Signal Integrity (SI) and Power Integrity (PI) issues.
This thesis consists of two main parts. Both parts are related to the analysis of a
link path between a driver and a receiver taking into account on a block-by-block basis
each section constituting the link path.
The first part, described in Section 2, presents the tool that has been developed for
analyzing the performances of a complex link path in terms o f an eye diagram. It is based
on an approach to design a link path on a block-by-block basis by manipulating
frequency domain and time domain data. In other words, the entire link is divided into
multiple blocks, and the contribution of each block to the overall link performance, such
as the eye diagram, is investigated. In this approach, every block can be modeled with a
physics-based equivalent circuit if needed, so that geometry is linked with circuit
elements. This unique feature can relate a geometrical parameter to its effects on the
overall link performance. The features of the implemented tool are explained in detail.
The second part, described on Section 3, illustrates how to generate an equivalent
circuit model of a multilayer via transition. This procedure starts from the geometry of

2

the problem, and after applying the physics and the electromagnetic principles involved,
it can generate circuital networks described in terms of S-parameters. Afterwards these
blocks need to be connected to obtain the equivalent model of the overall via transition. A
new method has been developed for connecting S-parameter blocks having an arbitrary
number of input/output ports and it is herein presented.

2. LINK PATH ANALYZER TOOL

The Link Path Analyzer (LPA) is the tool that has been developed for
investigating a complex link path constituted by several different blocks, such as
transmission lines (microstrips and striplines), via transitions, connectors, and physical
discontinuities when unwanted effects are present along the path. Each of these single
blocks can be described in the frequency domain in terms of S-parameters; these single
networks can be connected together to give the S-parameter of the overall link. The link
path performances are analyzed by taking into account the signal that is going to be
launched along the link; therefore the total S-parameter gives just the intrinsic properties
of the medium and the characteristics of the input signal at the driver needs to be
included. A numerical procedure is developed for obtaining an eye diagram at the
receiver starting from the S-parameter of the overall link path and the input signal at the
driver.
The LPA tool is organized into several sub-tools as shown in Figure 2.1: Eye
Pattern Generator, Skew Effect Investigator, Passivity and Causality Evaluation, Cascade
S-Parameters, Signal Characterization, and De-embedding. These sub-tools are realized
by several sub-functions (i.e. S-Parameter Manager Window, Eye Diagram Window),
and some of them are employed in more than one sub-tool for consistency and to add
more functionality to the whole tool; i.e. S-Parameter Manager Window is in the Eye
Pattern Generator and in the Cascade S-Parameters; similarly the Waveform Generator
Window is included in the Eye Pattern Generator and in the Skew Effect Investigator.
Each of these sub-tools will be presented in detail and an explanation of all the
main steps implemented in the algorithm will be discussed.
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Link Path Analyzer
Eye Pattern
G en erato r

Passivity and
C ausality
Evaluation

C ascade o f SParam eters

Passivity and
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Evaluation Window

Signal Analyzer
Signal Analyzer
Window

uj‘1

Figure 2.1. Block diagram of the LPA tool.

2.1. CASCADE S-PARAMETERS
2.1.1. S-Parameter Manager Window. The Cascade S-parameters sub-tool is
built through the S-parameter Manager Window for loading the S-parameters, for
cascading and for plotting them.

2.1.1.1 Loading the S-parameters. The first step is to load the data.
A simple and widely used description of an electrical network is through the Sparameters since they can be measured more easly than voltage and current quantities at
high frequency. Vector Network Analyzer (VNA) can measure S-parameters even at
hundreds of GHz. They are defined starting from the reflected and incident waves at the
network ports. These wave quantities are defined as shown in (la) and (lb) whereas
Figure 2.2 shows their relationship to an electrical network.

a

(la)

5

(ib)

bn

\M /- * - a „ V ,+
♦ W V b „ v ,-

-'01

N-port
network
W V * a „ , V„+
* \ A / \ / b„, v„-

J0n

Figure 2.2. General representation of an N-port network.
The S-parameters are defined as in (2), taking the ratio between the reflected and
the incident waves, when all the other ports are terminated to their own reference
impedance (in general the reference impedances are different, but they are often all equal
to 500).

5 IJ
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5 22_
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An example of an S-parameter matrix describing a 2-port network is shown in (3).

The tool allows loading S-parameter data describing electric network with any
number o f ports. The system type, 1-port, 2-ports etc..., can be selected through the pull
down menu Select System Type. It can handle up to 24 data sets. After selecting the
system type and defining the total number of sections describing the link, the button Load
S-Parameters needs to be pressed. The tool window is shown in Figure 2.3 where the
data of a link path consisting of 24 sections for a 2-port system are loaded. The editable
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test-boxes next to each filename allows changing the order of the loaded sections: i.e. the
editable test can be modified as “2,25

”if the section 2 (filename Ne

and 25th position along the link path. The first and simplest aim of the S-parameter
Manager Window is to allow the visualization of the S-parameters. After loading the data
the Next (Cascade) button the Plot panel become visible and the single S-parameter (both
magnitude and phase) can be selected and plotted.

iter Aiuiiui’r

........

:

.... ...........

‘

~...'.... 7J

j J 'S

S-PARAMETER MANAGER
Select System Type

# ot Sections (max 24)

Save Cascaded

-Plot----------------------------------------------------—----- -Select ports

2-Port Parame... jyg
s

2

1

Plot Cascaded Sections

I

Touch File

I Go
Plot Individual Sections

CSV File

24
[Single Parameter ]
Load S-Parameters
More S-Parameters

- Generate and view reports
I

Port Configuration

Passivity Check

Cascade of the chosen sections
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Network 2.s2p
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Network 10.s2p

18

Network 18.s2p
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Network 19. s2p
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Network 12.s2p

20
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6

Network 6.s2p

14
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Network 22.s2p

7

Network 7.s2p

15

Network 15.s2p

23

Network 23.s2p

8

Network 8.s2p

16

Network 16.s2p

24

Network 24.s2p

Next (Cascade)
Export S-Parameter to Eye Pattern Generator Back

Causality

Waveform

Figure 2.3. S-Parameter Manager: loading S-parameter data.

2.1.1.2 Data Interpolation. The loaded data usually comes from either
measurements or simulation and it often happens that the data is not defined on the same
frequency axes. This means that the start and stop frequency, and the frequency step can
be different. This leads to the need for an interpolation for redefining all the data sets
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along the same frequency axes. This procedure is implemented by identifying a new
frequency axes. This new axes has a start frequency that is the highest value among the
start frequencies of each different data set and the stop frequency as the lowest among the
end frequencies. The step size is chosen taking the smallest one.

2.1.1.3 S-parameter Block Cascading. The several data sets that were
interpolated need to be cascaded to obtain the S-parameter data describing the overall
link under investigation. The S-parameter data is expressed as a matrix having number of
rows (columns) equal to the number of ports of the network they are representing. A
simple matrix multiplication cannot be performed directly to the S-parameter data. A
standard employed procedure applies a conversion from S-parameter into T-parameter:
This allows to simply multiply the T-parameter matrices. The final step consists of
converting back the T-parameter matrix into S-parameter matrix describing the overall
link. This procedure is illustrated in Figure 2.4.

Figure 2.4. Procedure employed to cascade n 2-port networks.
The conversion from S-parameter to T-parameter and vice versa is well known for
two and four port network. The T-parameter definition and its conversion to S-parameter
and vice versa is given in Appendix A. When the network port number increases, and
when two network need to be connected such that the number of input port and output
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ports are different, then the T-parameter representation can not hold anymore. A new
procedure for cascading electric network described in terms of S-parameter is developed:
it allows connecting S-parameter blocks with any number of ports and when the number
o f input ports is not equal to the number of output ports. The new formulation was
studied because needed for developing equivalent circuit model for multiplayer via
transition. It is explained in details in Section 3.5.

2.1.1.4 S-parameter Export. The Cascade o f S-Parameters gives as final
outcome the S-parameter data describing the overall link; these data can be plotted and
saved in Touchstone or in CSV format. One more step is needed when the S-Parameter
Manager is employed by the Eye Pattern

:G
enthe procedure for g

diagram requires that the S21 parameter (transfer function between output and input)
describing the overall link is multiplied by the spectrum of an input signal to get the
spectrum of the output signal (the procedure will be explained subsequently in Section
2.5.4. The spectrum of the input signal starts from 0Hz since it is computed through the
Fast Fourier Transform (FFT) procedure from the input signal in the time domain. The Sparameter data obtained by cascading all the sections included in the link do not start
from DC, unless they can from particular kind of simulations. The input signal spectrum
and the S-parameters need to be defined along the same frequency axes; therefore an
extrapolation of the S-parameter data toward the DC is needed to obtain meaningful
results.
The implemented algorithm assumes that the physical connection between input
and output ports is DC coupled, meaning that at DC the magnitude of the S21 is OdB and
the phase is 0 radians. A simple example has been considered for explaining this issue: a
simple, lossy three inch long stripline is simulated in Agilent ADS, and its transfer
function (the S21 parameter) is shown in Figure 2.5.
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S21 Parameter: Magnitude

Figure 2.5. Magnitude and phase of the S21 for a three inches stripline.
The simulation starts from 50MHz and the frequency step is selected to be 50
MHz as well. The magnitude of S21 at 50MHz is 0.007029dB whereas it is 0.01412dB at
100MHz. From the magnitude step between 50MHz and 100MHz one can conclude that
the IS21 I will reach about OdB at DC (the numerical error leads to a positive value of 6-10'
5 dB). The same principle can be employed to ensure that the phase has the right
behavior: It assumes the value of -0.1577 radians at 50MHz and 0.3154 at 100MHz; by
going back toward DC it is possible to find out the phase at 0Hz to be 0 radians. More
details are shown in Figure 2.6 about the phase of the S21 -
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S21 Parameter: Phase

Figure 2.6. Low frequency details for the phase o f the S21.
Therefore the assumption to set the DC values for magnitude and phase of the S21
to be 0 dB and 0 radians, respectively, is shown to be correct.
Some problems can occur when the frequency sampling rate is not enough to
obtain a correct behavior. This happens especially when a long transmission line is being
considered. An example is employed to clarify this behavior taking an 8m long cable
measurement. This data can from a 4-port measurement of a differential transmission
line; they are converted to mixed-mode parameters and the differential transfer function
(the Sdd2 i parameter) is considered in the example. The magnitude and phase are shown
in Figure 2.7.
The cable losses (|Sdd2 i| < 50dB) do not allow an accurate phase measurement
above 7-8 GHz, but the phase should be measured correctly up to that limit. The first
sample (fi) is measured at 50MHz and the frequency step (df) is 10MHz. By zooming to
the low frequency part of the phase one can see how the sampling rate does not provide a
good phase reproduction, as shown in Figure 2.8, even though the measurement is
accurate. A new 3001 points frequency axes is generated when the df is not equal to fi,
and the exported S-parameter is interpolated into this new frequency axes (the
interpolation is applied to the magnitude and the phase o f the complex variable
separately).
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Sdd21 Parameter: Magnitude

Sdd21 Parameter: Phase
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Figure 2.7. Magnitude and phase of the Sdd2 i for an eight meters AWG cable.
Sdd21 Parameter: Phase

Figure 2.8. Low frequency details for the phase of the Sdd2 iIt is clearly visible that a gap of 5 points is present between the DC and the first
available sample, and they need to be extrapolated for correct data processing later. A
simple straight interpolation to DC will give wrong results, as can be seen from Figure
2.9.
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S21 Parameter: Phase

Figure 2.9. Wrong interpolation for the phase of the Sdd2 iA correct procedure can be implemented if the phase is unwrapped first, and then
the values toward DC are extrapolated according to the slope o f the unwrapped phase
obtained by considering the first portion of the phase. This slope can be computed
according to (4). This method assumes that the samples taken for the slope computation
belongs to the linear part of the phase. In other words, the non-linearity due to unwanted
effects in the transmission line do not appear within this frequency band.

Slope =

['Z S ; , ( 2 ) - Z ^ , ( l ) | Z S ; ,(3 )-Z S „ (2 )
N- 1
A/
A/

i

| Z S 2,M - Z S „ ( A T - 1 )'
■"
A/

J

1 Z S ,,(A ')-Z S ,,(l)
N -1
A/

Where N is the length o f the linear portion o f the phase considered for the phase
slope computation. The equation (4) is applied to the original phase shown in Figure 2.8
employing a factor N of 10 (This is used in the LPA from version 1.3); the results are
shown in Figure 2.10.
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Figure 2.10. Correct extrapolation for the phase of the Sdd2 i up to 0 Hz.
Figure 2.10 shows how the employed procedure extracts the right values of the
phase. After the extrapolation procedure the S-parameter is ready to be exported to
continue the procedure to build an eye diagram.

2.2. SKEW EFFECTS INVESTIGATOR
The Skew Effects Investigator sub-tool has as main features the generation of
signal waveform in the time domain, either single-ended or differential. In the case of
differential waveforms the tool can be useful for investigating the consequences of the
skew, in terms of common mode and differential mode signal, both in the time and in the
frequency domain. The tool is realized by the Waveform Generator window and the
Waveform Generator Option window. These two basic blocks are employed also by the
Eye Pattern Generator sub-tool for defining and exporting a time domain signal as the
input waveform for the link path simulation and eye diagram generation.

2.2.1. Waveform Generator. The Waveform Generator has built in the functions
to create a signal in the time domain. The print shoot of the GUI window is shown n
Figure 2.11. It gives the possibility to select the signal type that is going to be generated,
either single-ended or differential. Some parameters are common for both kinds of
signals, such as bit rate, rise/fall time definition (10-90% and 20-80% are the available
options), number of samples per bit (default value is 50), bit sequence and number of
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repetition of the selected bit sequence. These values can be modified through the Signal
Properties panel in the Waveform Generator window shown in Figure 2.11. The
available options for selecting the bit sequence are K28.5+, K28.5-, D21.5, K28.7, fiber
n

channel CJTPAT, pseudo random bit sequence PRBS (2 -1), and a user defined bit stream
loadable through a text file. Measurement of deterministic jitter requires a known data
pattern. K28.5 is a pattern commonly specified for jitter measurement in Fibre Channel
and Ethernet systems operating between 1 Gbps and 3.125 Gbps. This pattern is a special
character in the 8B/10B-coding table and often marks the beginning or end of a frame. A
repeating K28.5 sequence (composed of alternating K28.5+ and

) contains the

symbols 0011111010110000010. This pattern contains five consecutive l's and five
consecutive 0's, (the longest consecutive identical digits found in 8B/10B coded data). It
also contains an isolated 1-010-and an isolated 0-101.
A repeating K28.5 pattern has a 50 percent transition density and a 50 percent
mark density, making this pattern useful for measuring deterministic jitter caused by
baseline wander, low bandwidth and offset. Other patterns may be more appropriate for
measuring jitter that results from nonlinear effects.
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Figure 2.11. Waveform Generator window.
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2.2.1.1 Single-ended Signal. The single-ended signal is defined by
the parameters described in Figure 2.12. These parameters are high voltage level, low
voltage level, and rise and fall time. They can be modified by the user through the boxes
in the Single-ended Signal panel in the Waveform Generator window shown in Figure
2 . 11.

Figure 2.12. Single-ended signal definition.

2.2.1.2 Differential Signal. The differential signal is defined starting from two
single-ended signals, as shown in Figure 2.13. This figure includes the amplitude of
signal 1 (Vampi), amplitude of signal 2 (Vamp2), rise and fall time, offset (DC) voltage
(Voffset)} and delay between the two signals. The differential signal is calculated according
to (5a), whereas the common mode signal is defined by (5b). The differentiation in the
rise and fall time definition and the possibility of introducing the delay allows the
investigation of the effects of common mode and differential mode signals.
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vd,f f = v x- v 2

(5a)

_r,+K

(5b)

The parameters for the differential signal definition can be introduced in the fields
o f the Differential Signal panel in the Waveform Generator window as shown in Figure
2.14
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Figure 2.14. Waveform Generator set for defining a differential signal.
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2.2.2. Waveform Generator Options. This GUI window helps the user add
more attributes for the waveform generation, as shown in Figure 2.15. Beside those
specified in the Waveform Generator the user can include a smoothing filter, pre
emphasis and driver jitter. These options help to better emulate the waveform that is
coming out from a driver.
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Figure 2.15. Waveform Generator Option window.
2.2.2.1 Smoothing Filter. The tool generates a waveform according to the
specified parameters giving a sharp transition during a high-to-low passage (or vice
versa), i.e. between the rise time and the hold time of the waveform. This is not the case
in a real signal where the limited (non-infinite) bandwidth of the driver does not allow for
this kind of transition, but gives a smoother waveform satisfying the continuity of the
first derivative. The smoothing filter is realized through a low-pass Butterworth filter
specified by the parameters shown in Figure 2.16. The Finite Impulse Response (FIR)
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filter coefficients are obtained employing the Matlab function buttord\ it gives a filter that
loses no more than Rp dB in the pass-band and has at least Rs dB of attenuation in the
stop-band; Wp and

sare the pass-band and stop-band edge frequencies, normaliz
W

from 0 to 1 (1 corresponds to n radians/sample, or to half of the sampling frequency, fs, of
the generated waveform, where fs=l/dt).

2 2 .2.2

Pre-emphasis. The pre-emphasis is a sort of equalization at the driver

side for accentuating the high frequency components o f the input signal. Its main effect is
to give a higher voltage drop when a high-to-low or a low-to-high transition occurs. This
can be seen from Figure 2.17 where the parameters needed for the pre-emphasis
definition are introduced.

Figure 2.17. Pre-emphasis effect on a sequence o f 5 bits.
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The pre-emphasis is often defined either in terms of percentage or decibels. These
two parameters can be specified in the Pre-emphasis Parameter panel as shown in Figure
2.15, and they are defined by the expressions (6b) and (6c) starting from (6a). Vorig is set
to IV since the real voltage levels are associated to the bit stream after the pre-emphasis
is applied.

2 -A

P = V p re- V orig

20 •log |fJ(2 • AT + l)

(6b)

= (2 A T - l ) - 100

(6c)

d B pre-emphas.s=
% Pr e - emphas,s

(6a)

The pre-emphasis effect is added to the original signal through a 4-taps FIR filter.
The tool gives the possibility to specify the four filter coefficients; otherwise they are
computed according to the equations (7a, 7b, 7c, 7d) if either the value in dB or
percentage is specified.

Tapi = AT +1

(7a)

Tap2 - -AT

(7b)

Taps
TapA= 0

2.2.2.3

=0

(7c)
(2d)

Driver Jitter. The driver jitter is added to the generated waveform

assuming it has a Gaussian distribution. It helps to simulate the non-perfect timing of the
driver in the IC when the bit stream is generated. It is specified in terms of standard
deviation of a Gaussian distribution. The driver jitter can be measured at the output o f a
driver by a high-speed oscilloscope: the instrument can create an eye diagram and it is
able to give the distribution of the jitter and its statistical parameters. The jitter generated
through the tool is related to the sampling rate

, used to build the data stream. A

condition is considered when the input standard deviation is greater than two dt and the
jitter is added directly to the waveform. If this condition is not satisfied (the standard
deviation is less then two dt) the waveform is over sampled to obtain a smaller dt that can
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satisfy the jitter condition. The waveform is down sampled back to the original value of
dt after applying the Gaussian jitter. Two examples are shown in Figure 2.18 and Figure
2.19 where the standard deviation is greater and less than the dt, respectively.

Eye Diagram jitter amplitude = 40pt, dt = 2ups
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Figure 2.18. Input eye diagram after applying 40ps driver jitter.
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Figure 2.19. Input eye diagram after applying 7ps driver jitter.
2.2.2.4 Plotting Options. The left side of the Waveform Generator Option
window gives the possibility to plot the generated waveform, both in the time and in the
frequency domain. When the differential signal is being generated, the panel is enabled
for plotting. Also the common mode and differential mode voltage are calculated
according to the equations (5a) and (5b).
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2.3. SIGNAL CHARACTERIZATION
The Signal Characterization sub-tool is useful for investigating the properties o f a
waveform both in time and in the frequency domain. This is achieved by the Signal
Analyzer window.

2.3.1. Signal Analyzer Window. The GUI window is realized for defining
four different types of time domain signal: trapezoidal, triangular waveforms, the
Gaussian and derivative o f Gaussian pulses. The GUI window is shown in Figure 2.20.

Signal Analyzer
Periodic Waveform
0
0

Trapezoidal
Triangular

O Gaussian
O d/ctt(Gaussian)

-

--------------Signal Definition--------------Vamp

# of periods
10

Period

1

1e-9

Rise Time

Fall Time

Create Signal ]
1e-10

1e-10

# samples per period
■

I

fft

100

Back

Figure 2.20. Signal Analyzer GUI window.
2.3.1.1 Trapezoidal Waveform. An example o f a trapezoidal signal
is shown in Figure 2.21. The waveform is defined by the following parameters: amplitude
voltage (IV), period (Ins), rise time (lOOps), fall time (lOOps), number of samples per
period (100), and number of periods (10). Parenthetical are the parameters employed in
the example in Figure 2.21 When the signal is generated just one period is plotted.
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Figure 2.21. Trapezoidal waveform generated by the Signal Analyzer.
2.3.1.2 Triangular Waveform. The trapezoidal waveform is
specified by the same parameters employed to build a trapezoidal waveform. The same
settings are used in the example in Section 2.3.1.1 to generate the triangular signal shown
in Figure 2.22.

Figure 2.22. Triangular waveform generated by the Signal Analyzer.
2.3.1.3 Gaussian Waveform. The Gaussian pulse is specified by the
expression (8):
S (t)= A -e

-a ~ r
( 8)
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The user can specify the parameters shown in Figure 2.23: pulse amplitude (IV),
alfa (lO10), period (Ins), number of samples per period (100), number o f periods (10).
The example specified in Figure 2.23 gives the waveform shown in Figure 2.24.
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Figure 2.23. Signal Analyzer window for defining a Gaussian pulse.

Figure 2.24. Gaussian pulse generated by the Signal Analyzer.
2.3.1.4 Derivative of Gaussian Waveform. The derivative o f a Gaussian pulse is
specified by the expression (9):
S ( t ) = A - ( - a 2) - 2 t - e ~

(9)
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The waveform is defined by the same parameters of the simple Gaussian pulse as
explained in Section 2,3.1.3. An example of a derivative o f Gaussian pulse is shown in
Figure 2.25.

x 10

10

Figure 2.25. Derivative o f a Gaussian pulse generated by the Signal Analyzer.

2.3.1.5 Frequency Domain Analysis. The possibility of computing the spectrum
is available for all four signals. It is computed through the Fast Fourier Transform (FFT)
function. The frequency axes is built according to the parameters specified in the time
domain: sample distance

dt,maximum time tmax (it is specified by the period

by the number of waveform repetitions) as specified by expressions (10a) and (10b). An
example is given in Figure 2.26 for the trapezoidal waveform presented in Figure 2.21.

f

= -• —
d f= —

(10a)
( 10b)

hnax

The example presents a dt o f lOps (from Ins period divided by 100 samples per
period) that gives a maximum frequency of 50GHz. The tmax is 10ns (ten periods o f Ins
each) that gives a

d f of 100MHz. It is clearly visible from Figure 2.26 that the spectru

presents just the odd harmonics of the fundamental at lGFIz (from Ins period).
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Figure 2.26. Spectrum of a trapezoidal waveform.
2.4. PASSIVITY AND CAUSALITY EVALUATION
Usually the

S-parameter data comes

either from simulations

or from

measurements. Once this data is made available for LPA simulations a study is necessary
to make sure they are correct and that they properly represent the system under test. This
is necessary for obtaining any meaningful result after using the obtained data. The LPA
helps, regarding this issue, since it can perform a causality and passivity check of the Sparameter data.
The former extracts the causal imaginary part from the real part and compares it
to the original imaginary part according to the procedure shown in [4, 13]; when the two
imaginary parts are overlapped the measured/simulated data can be considered to be
causal. The latter gives information about the passivity of the data at each frequency
computing the 2-norm of the S-parameter matrix [16], The data represents a passive
system when the computed 2-norm is less than one. O f course from an engineering point
of view small variation from the ”perfecf’’ measurements can still be accepted: i.e. small
differences between the original and the causal imaginary part or a 2-norm that goes a
little above one. Some experience is needed to understand what degree o f "imperfection’'
can be accepted since it does not affect the following simulation through the LPA.
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Once these checks are performed the S-parameter data can be employed in the
LPA simulations.

2.4.1.

Passivity and Causality Evaluation Window. A sub-tool is built to

perform the passivity and causality tests. It is able to load S-parameter data files to let
them be available for passivity and causality evaluation. The GUI window is shown in
Figure 2.27. The top part is related to the S-parameter loading process and for the
causality estimation. The bottom part is for evaluating the passivity.

Figure 2.27. Passivity and Causality Evaluation GUI window.
2.4.1.1

Causality. The causality check is performed on a single S-parameter:

in a real system the frequency response needs to be causal, meaning that the output can
not occur before the input is applied. This leads having a frequency response S(jw) where
its real part and its imaginary part are related by a well-defined relationship, as shown in
[4]:
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1 +,r
i c o -3
d3
Im(S (/« > ))= -— jR e|S O '^ -co t|

( 11)

The integral in (11) is known as Hilbert Transform (HT). It is an improper
integral, since the integrand is singular at (co-6)=0. A formal way to avoid this problem is
to interpreting the integral as Cauchy principal values, as shown in (12).

Im(S{je>))

1

+K

=

c o -3 \
~ — |PR e(5(/5))- cotd 3
J

( 12)

The integral in (12) can be separated in two parts, considering the singularity
separately as a limit, as in (13).

Im(S(/'o))=

J Re(5(y5))-cot[

^

( c o -3
\d3+ J Re(s(/,9))-cot[
(13)

\d3

The expression in (13) can be seen from a different point of view if some
properties of the HT are considered. First of all the property o f duality between frequency
domain and time domain should be taken into account. This leads to consider a signal in
the time domain

g(t);its HT can be seen as the output g (/)o f a linear system that

characterized by a Hilbert filter transfer function.

£(») = - J— A = g( r ) ® —00

TC J t —T

(14)

The Hilbert filter can be directly implemented since Matlab has a predefined
function hilbert.m that let the input sequence pass through the Hilbert filter. The effect of
a system characterized by the Hilbert transfer function can be studied and easily
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understood. The impulse response of the Hilbert filter is

which can be converted to

the transfer function H(f) through the Fourier transform:

(15)

hit) = — <^> H ( f ) = - j ■
7U

Where sign(f) is the sign function defined as:

-1
sign(f) = 0
+1

if / <0
if / =0

(16)

if f > 0

The output spectrum of the input signal g(t) that passes through a Hilbert filter is:

(17)

G i f ) = ~ j ■sig n ifY G i f )

Where G(f) is the spectrum of the input signal

By adding the spectrum o f the

input and the output a new signal can be obtained as in (18):

2G i f )
G+( f ) =

Gif) +

/ >0

j[G(0)
~j■signif)] ■G0i f ) =
0
/< 0

(18)

The signal spectrum G~(f) no longer has the negative part of the spectrum G(f) of
the original sequence. From the linearity of the Fourier transform we can obtain the time
domain counterpart of G~(f):

g, ( t ) =g( ' ) + M l )

(19)

The equation (19) shows that the signal having just a positive side spectrum can
be divided into two portions, the original one representing the real part of g~(t) and the
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one being the output of the Hilbert filter representing the imaginary part of

This

leads to the conclusion that the HT can be achieved by simply getting the G(f) through
the Fourier transform, then cutting the negative part of the spectrum, and after going back
to the time domain through the inverse Fourier transform taking the imaginary part of the
complex time domain sequence.
This procedure can be applied to the frequency domain data S(jw) employing the
property of duality of the Fourier transform that relates the time domain and the
frequency domain, and it is the one employed in the Matlab function hilbert.m. The real
part S r (jxv) of S(jw) can be taken and the imaginary part S](jw) can be extracted applying
the Hilbert transform. The extracted S/(jw) will be related to the real part through a causal
relation, therefore it can be compared to the original imaginary part to check the
differences and possible problems/errors in the measured or simulated S-parameters.

2.4.1.2

DC Extrapolation and High Frequency Cut-Off. The causality

is being evaluated employing the FFT and the Inverse FFT (IFFT), as explained in
Section 2.4.1.1. A complete description up to DC of the frequency domain data before
applying the IFFT is required as discussed in Section 2.1.1.4. The same issue is involved
here; therefore the extrapolation toward DC is required.
The basic concept behind the discrete Fourier Transform of a sequence is that the
spectrum is periodic; therefore just one period is needed to represent it. When the FFT is
performed starting from a real sequence the spectrum is symmetric (more precisely the
real part and the magnitude are symmetric or even functions. The imaginary part and the
phase are anti-symmetric or odd functions). Furthermore the first (at DC) and the central
(at fs/2, where fs is the sampling frequency) samples are real [4]. This leads to obtain an
imaginary part from the real part through the HT that goes to zero at DC and at fs/2. An
example of this behavior is shown in Figure 2.28. The original data comes from a
simulation that can be assumed to give causal results. The data represents the S21 transfer
function of a via transition model.
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Figure 2.28. Causality evaluation from original data (

).

The causality evaluation through the HT works well at low frequency, but the
extracted imaginary part needs to reach the zero at the highest frequency. It starts to move
from the original imaginary part at about 25GHz.
A simple algorithm can be developed for avoiding this problem: when the
imaginary part of the original data passes the last time through the zero the data (both real
and imaginary part) are cut and the remaining part thrown away. In the case of Figure
2.28 this happens at about 36GHz. The real part from 0 to 36GHZ is employed to
compute the causal imaginary part. The results when applying this procedure are shown
in Figure 2.29.
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Figure 2.29. Causality evaluation after reducing the original data (

).

The agreement shown in Figure 2.29 validates the proposed algorithm; the
original imaginary part and the causal one agree very well since they are completely
overlapped. The causality evaluation can be a powerful tool to validate the correctness of
simulated or measured S-parameters. The counterpart of this procedure is the loss of
information due to the cut o f the data (they were simulated up to 40GHz).
Even though the two imaginary parts in Figure 2.29 have a very good agreement a
test can be performed to see the effects of forcing a causal imaginary part.
A pulse function can be employed for this purpose by convolving it with the two
transfer functions S21, the one from the original data, and the one after enforcing the
causality, as shown in Figure 2.30. The pulse function in the time domain is generated
having a 13.928ps time step and 3998 samples. The rise time and the fall time are both
139.28ps, and the, whereas the duty cycle is 50%. The two output time steps are plotted
in Figure 2.31(a), as well as the original input waveform. The Figure 2.31(b) zooms on
the time axes part where the pulse starts rising from the zero level.
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Figure 2.31. Output steps from the original and the causal transfer function: (a) whole
time axes; (b) highlighting the non-causal response.
The main explanation of the causality of a linear system is that it can not provide
an output before the input is applied. This issue is easily understandable from the result in
Figure 2.31(b). The output related to the non-causal system occurs before the input step is
applied, about 1.5ns in advance. The amplitude is not high, about 0.1% of the pulse
amplitude, but enforcing the causality will give more precise results. Furthermore this
issue is brought up for a “good” data set, according to the causality response in Figure
2.29, therefore a non-causal behavior will have much more impact in the simulation
results whenever the causal imaginary part and the original one do not agree so well as I
Figure 2.29.

2.4.1.3 Delay Extraction. The causality relation previously explained
in Section 2.4.1.1 may be employed in the same theoretical approach for relating the
magnitude and the phase of a transfer function.
According to the linear system theory [4, 14] any stable system can be represented
as a product of a minimum phase function and an all-pass function, as defined by (20).
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(jo)20)

An all-pass function is defining as a function having a unity magnitude and has
embedded the delay

Tj between input and output of the system described by S(jw

expressed in (21).

V G ' f f l H l b ' ' ' 7'

The

(21)

Smin(jw)contains the information about the non-linearity of the phase

introduced by the transfer function. The HT explicated in (13) for relating real and
imaginary part can be applied to the magnitude and phase of a minimum phase function
as in (22):

AS

min(/*>)) =~ ^ P llo8|5m,nO' •cot f c o2-d }j d&

( 22)

Since the SAp(fw) has unity magnitude the magnitude of Smm(jw) will be equal to
the magnitude of S(jw), as expressed in (23):

(23)

|S(/<y) = |Smin { ja \

Therefore the (22) can be expressed in terms of \S(/w)\, as in (24):

4s„,„ 0®))=- A p }iog|s(/5)| ■cotl

Jd9

(24)

The equation (24) is the initial step for computing the value of

starting from the

measured/simulated transfer function
can be found as in (25):

2

S(jw).From the relations (23)
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_

The term

e~jvTd(

(25)

Tjhas been generalized to be frequency dependent since from (25) th

non-causality embedded in the SQw) will be transferred to the Sap(j'w), giving a non ideal
all-pass function

Sap(jw).Once the SapO'w) is known the delay Td can be obtained simply

dividing the all-pass function by w, as expressed in (26):

co

(26)

The value of Tj should be constant over the frequency axes. This is not always the
case since simulations and especially measurements do not provide ideal results. An
averaging procedure can be employed to get a single value for the extracted frequency
dependent delay.

2.4.1.4

Passivity. The passivity evaluation is employed as a further technique to

validate the correctness o f the S-parameter that need to be processed for link path
analysis. It is achieved by computing the 2-norm of the S-parameter matrix at each
frequency point. This procedure comes from the assumption that the S(jw) is bounded and
real, a condition that is satisfied by (27):

£ 1

(27)

Where || ^represents the 2-norm. A passivity evaluation is performed to a
measured 4-port data set. The S-parameter refers to a differential microstrip pair laying
on a PCB. The transfer differential parameter Sdd2 i is shown in Figure 2.32. Figure 2.33
shows the results o f the passivity evaluation.
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Sdd21 Parameter: Magnitude

Figure 2.32. Transfer function Sdd21 of the 4-port S-parameter employed for the
passivity evaluation example.

Passivity check using 2-norm of s matrix for each frequency

Figure 2.33. Passivity evaluation of measured data.
As one can see from Figure 2.32 the Sdd2 i seems not to have problems in terms of
passivity violations: the magnitude of a single S-parameter (the Sdd2 i in this case) does
not go above OdB for the whole frequency range. The passivity check shown in Figure
2.33 shows how the S-parameter data presents passivity problems: there are many points
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(361 frequency samples) where the passivity is not satisfied; furthermore the maximum
magnitude of the 2-norm reaches a high value, a little below 1.2, that represents a big
violation. The passivity response gives a much better understanding about the correctness
of the measured data, rather than visualizing each single S-parameter where the
measurement/simulation errors can be hidden by other effects such as high losses in the
cable. This can lead to the conclusion that the measurement should be repeated to get
more accurate data, taking more care o f the calibration procedure and the measurement
setup (i.e. loose connectors during the calibration or during the measurement,
malfunctioning instrument, etc...).

2.4.1.5 Passivity Enforcement. The passivity evaluation is a good technique to
check for data correctness. If the passivity check fails, the first solution to avoid the
ensuing data interpretation problems is to repeat the measurements. O f course this option
is the more reliable but it is also the more time consuming and it can be sometimes
avoided. If small passivity violations were found a passivity restoration algorithm can be
applied. The algorithm is based on the matrix perturbation theory, since the non-passive
matrix at a single data point can be seen as the right matrix with an additional error, or as
a perturbed matrix. The algorithm for the passivity restoration is derived for 2-by-2
matrix (2-port S-parameters) and it is presented as follow.
If the matrix O is perturbed by an amount

an alteration A/, in its eigenvalue /

will be obtained, as explained in [16, 22]. The matrix O is characterized by the left
eigenvector y and the right eigenvector x.

AA. =

y ' ■AO ■x

(28)

'

The passivity condition can be explicated in another form, rather than satisfying
the constrain of the 2-norm to be less than one. according to the positive definition of a
matrix. In fact the condition on the 2-norm also implies the condition shown in (29).

I - S HS > 0

(29)

38

Where

‘H i’s the Hermitian operator that applies the transpose and the conjugate

operation to the matrix S. This condition implies that all the eigenvalues of (I-SHS) are
positive. The eq. (29) is not satisfied when a passivity violation occurs since at least one
of the eigenvalues (A/) of (I-SflS) is negative, and it is negative by the amount

A.The

original matrix S can be perturbed by an amount AS such that the new matrix S+AS
satisfies the criteria in (29), as shown in (30).

I - ( S + AS) H + AS) > 0

(30)

The relation (30) can be expanded to obtain the new expression in (31), where the
second order term

(ASHAS)has been neglected.

7 -(.S " S + ASwS + S "A S )> 0

The perturbation in the original matrix is given by (AO

(31)

that leads

to rewrite the eq. (28) as in (32).

A1

y ' ■ { - t i S " S - S Ht i S \ x

y'-HQ-x

(32)

y ‘ -x

Where y and x are the left and the right eigenvectors of the matrix (I-SIIS)
associated to A/, the negative eigenvalue considered. The algorithm works starting with
the knowledge of the violation extent

AA, and it computes the

original matrix S that can lead satisfying the condition in (31).
The eigenvectors associated to the eigenvalue A/ are x/ and yi, thus the
denominator in (32) can be explicated as in (33). Therefore (32) can be rewritten as in
(34), where the elements in AO are explicated as in (35) in terms of the original matrix S
and the perturbation AS.
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The expressions in (35) can be further developed by dividing each term in real
part and imaginary part obtaining the underdetermined system as in (36), where each
single term is explicated in expressions (37).
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The system in (36) is underdetermined and it cannot be solved with the general
matrix inversion method as for a well-determined linear system. A solution of (36) can be
obtained through the least square approximation method. This is achieved employing the
QR matrix decomposition technique provided by Matlab (

).

An example is presented for showing the passivity restoration algorithm: a 2-port
S-parameter is employed; the S-parameter data characterize a 1.71cm stripline in FR-4
material having a 4.0 dielectric constant. The S21 parameter is shown in Figure 2.34.

S21 Parameter: Magnitude

Since the transmission line is very short the line losses do not reduce drastically
the magnitude of the S-parameter. Therefore small measurement errors can lead to non
passive data. The passivity evaluation of the overall S-parameter matrix is shown in
Figure 2.35.
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Passivity check using 2-norm of s matrix for each frequency

Figure 2.35. Passivity evaluation of the S-parameter data.
The measurement errors gives 67 passivity violations over the 120 total number o f
frequency samples, as can be clearly seen from the computed 2-norm that is above one
from 1.2GHz to 2.5GHz. The passivity restoration algorithm is applied to this Sparameter; the results are given in Figure 2.36.

Frequency (Hz)
Number of singular points (passivity not satisfied)

30

(over

120

total points)

Figure 2.36. Passivity evaluation o f the S-parameter data.
The presented method can correct most of the violations, leaving just 30 residual
samples (matrices) characterized by non-passive data, from the original 67 points.
Furthermore the violation extent is drastically reduced, about 10 times, from 1.0329 to
1.0029.
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2.5. EYE PATTERN GENERATOR
The

EyePattern Generator is the most important tool of the Link Path Analyzer

since it gathers all the main features described previously such that it includes the
functionalities for processing the S-parameter data, for generating the time domain
waveform, and for evaluating the passivity and causality of measured/simulated data. The
main idea is to characterize a signal transmission along a link path through an eye
diagram. The eye diagram is very helpful for analyzing the performance of the link since
it relates the losses and the non-linear behavior o f the link (described in terms of the Sparameters) to the input signal in the time domain.
The S-parameter data are defined in the frequency domain, whereas the input
waveform is easier to be described in the time domain, to take into account the signal
features such as bit rate, rise/fall time, and sequence of Os and Is. The algorithm
implemented in the Eye Pattern Generator transforms the time domain input into
frequency domain to obtain the spectrum of the input signal. The latter is then multiplied
by the transfer function (S-parameter) and the spectrum of the output signal is computed.
The inverse Fourier transform is employed to calculate the output signal in the time
domain. The last step is to cut the waveform each two bit periods and overlapping all the
pieces to achieve the final goal of displaying an eye diagram. The explained procedure is
shown in Figure 2.37.

Input sequence in the time domain
S - parameter in the frequency
domain

Figure 2.37. Block diagram of the E ye P a tte rn G e n e r a to r algorithm.
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2.5.1. S-parameter Manager Window. In Section 2.5 the main principles
employed in the algorithm o f the

EyePattern Generator are described;

is an S-parameter that characterizes the link path where the signal is launched on.
Furthermore a complex link path constituted by several blocks needs to be simulated by
cascading S-parameter network. These features are achieved by employing the SParameter Manager Window that allows loading, cascade, and plotting up to 24 Sparameter data sets. This window is described in Section 2.1.1 along with the algorithm
details and the other smaller features.

2.5.2. Causality Check Window. The causality is evaluated for the
single S-parameter that needs to be used in the link path simulation. The algorithm
employed for the causality evaluation computes the causal imaginary part o f the Sparameter data from its real part. This procedure has been described in details in Section
2.4.1.1. A new window is generated for showing the causality results instead o f
employing the one shown in Figure 2.27. The Causality Check Window is shown in
Figure 2.38.
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Figure 2.38. Causality Check Window in the Eye Pattern Generator.
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The window allows visualizing the comparison between the causal imaginary part
and the original one. The user can decide whether to force it or employ the original
imaginary part for continuing the S-parameter exporting procedure.

2.5.3. W aveform G enerator Window. The Waveform Generator Window needs
to be used for defining the input waveform in the time domain. Its features are widely
described in Section 2.2.1 since it is the fundamental block for the Skew Effect
Investigator. After creating the signal in the time domain the waveform is exported and
the data processing in the time/frequency domain are applied.

2.5.4. Eye Diagram Window. The Eye Diagram Window includes
the algorithm that will process the time domain input signal and the frequency domain Sparameters. Once the output time domain waveform is computed the eye diagram is
displayed in the window and the eye parameters are calculated, such as eye height, eye
width, and peak-to-peak jitter.
The first step in the algorithm is to generate the input waveform spectrum through
the FFT (the predefined Matlab function fft.m is employed). The FFT gives well-defined
values at DC and at the maximum frequency f max when the time sequence has an even
number of samples (fmax is related to the signal time step according to (38)). Therefore
when the input signal is characterized by an odd number of samples then one more is
added at the end of the sequence and the FFT is performed.

f
Jmax

f
l 1
=4^ = - . —
2

2

(38)
ty
d

J

An interpolation is needed for obtaining two spectra defined on the same
frequency axes. Since the S-parameter is usually more band-limited then the spectrum of
the input signal the S-parameter data is interpolated on the input spectrum frequency
axes, freqT. The magnitude of the S-parameter outside the interval spanned by

is

set to be 10’10, whereas the phase is set to the last measured/simulated phase sample (it
can be set to any value since the magnitude is set to a very lowr value). Then the two
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spectra are multiplied together; the last step is to convert back the frequency domain
spectrum to the time domain for obtaining the output waveform.
The FFT process includes some procedures for extracting the delay introduced by
the transfer function (S-parameter). One method is based on the causal evaluation of the
minimum phase function associated to the S-parameter, procedure explained in Section
2.4.1.3. A second method is based on the step response; a time domain step is generated
according to the time settings of the input waveform (time step, sequence length) having
a rise time same as the dt; then it is convolved (multiplied in the frequency domain, as for
the input-to-output waveform procedure) to the S-parameter. The delay is extracted
computing the time difference when the output and the input steps pass through the mid
amplitude o f the step. A third procedure computes the impulse response just converting
back the S-parameter into time domain; in this case the delay is extracted by finding the
instant when the impulse response reaches its maximum value (from the linear system
theory the impulse response is defined for an input delta function, therefore converting
the S-parameter into time domain gives directly the impulse response o f the system).
The three methods for the delay extraction were employed and compared; they
give close results as shown in the following example. An S-parameter associated to a
stripline is considered in the example. The transmission line is 8976.4 mils (22.8cm) long
and it lays on a PCB having a 3.8 dielectric constant at about 10GHz (the sr decreases
from 3.9 at 1GHz to 3.75 at 20GHz). According to these geometrical and electrical
parameters the delay associated to the stripline can be calculated to be 1.4815ns. The S21
parameter is shown in Figure 2.39.
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S21 Parameter: Magnitude

Frequency (GHz)

Figure 2.39. S21 for a 22.8cm stripline.
The causality response o f the S-parameter of Figure 2.39 is presented in Figure
2.40. The extracted delay is 1.483ns.
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Figure 2.40. Causality response and delay extraction for the 22.8cm stripline.

47
The delay computed with the step response method and the impulse response
method are 1.500ns and 1.496ns, respectively. The time domain settings gives a dt of 4ps
(5Gbps with 50 samples per bit), therefore it is clearly seen that the delay different is
within the order of time step. By changing the time domain inputs (dt = 20ps, from
lGbps and 50 samples per bit) the delay is 1.500ns and 1.520ns; the difference is still
inside the time step. The three method can be employed as a further check for the
correctness of the S-parameter: when they are close to each other means that the Sparameter is not affected by causality issues giving a delay that is pretty constant along
the frequency axes (from eq. (26)). Furthermore the simple geometry under investigation
allowed to calculate analytically the delay according to the geometric and electric
parameters; the computed delay of 1.4815ns matches very well with those extracted
employing the presented three methods.
The Eye Diagram Window is shown in Figure 2.42 where the S-parameter in
Figure 2.39 is employed. The time domain waveform is generated according to the
parameters shown in Figure 2.41.
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Figure 2.41. Time domain signal defined for the eye diagram generation example.

48
IB £y» bliiWwii Wlijtibr/ ’

’ ~

' .. ’

~ '

EYE DIAGRAM WINDOW
Eye Height: 1.52 V

Eye Width: 0.182 ns

Jitter: 18.1 ps
Plot Eye

|

Get T r a c e )

Options

Save Eye

Back to Waveform

Time (ns)

Figure 2.42. Output eye diagram.
The eye height, width, and peak-to-peak jitter are displayed at the top o f the
graph. The bottom plot gives the jitter distribution. A “Get Trace” feature in this window
allows selecting a single trace (a waveform two bit period long) from the eye diagram,
and it displays a new figure with some period before and after the clicked trace, as shown
in Figure 2.43.
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EYE DIAGRAM W IN D O W
Eye Height: 1.52 V

Eye Width: 0.182 ns

Jitter: 18.1 ps

Figure 2.43. Displayed results from the “Get Trace” feature.
An option window can be called from the

Diagram Window to give

additional features for investigating further the link performances.

2.5.5. Eye Diagram Option Window. The Eye Diagram Option Window allows
adding two characteristics to the simulation. It consents to add a white noise to the output
waveform to see the effects on the eye diagram. The second one is about defining a
different value for calculating the eye diagram parameters. The vertical and the horizontal
lines displayed in the eye pattern graph can be moved to different values for calculating
the eye height, the eye width and the jitter. The default values are computed
automatically when the eye diagram is displayed, according to the output waveform
timing characteristics. The Eye Diagram Option Window is shown in Figure 2.44.
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Figure 2.44. Eye Diagram Option Window.
The white noise is generated having a Gaussian distribution. A low-pass filter can
be defined for reducing the noise bandwidth according to the channel performances.
Since the noise is added directly to the output waveform, a limitation in the noise
bandwidth is needed to take into the channel. The noise amplitude is defined in terms of
the standard deviation of its Gaussian distribution, even though the displayed value is
always normalized to the input amplitude. The power density spectrum can be plotted; it
is generated employing the predefined Matlab functions spectrum.welch andpsd.m.

2.6. DE-EMBEDDING
The de-embedding sub-tool is realized through a new GUI, the De-embedding
Window. This function is useful when measurement/simulation data describe an entire
link path constituted by several blocks. It is often the case that some of the blocks
included in the overall link are known, whereas one of them is unknown and it is very
difficult to be measured or simulated. A procedure can be applied to de-embed the
unknown section and describe it in terms of S-parameters.
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The core of the algorithm is based on the connection of S-parameter data sets, as
for the Cascade of S-Parameter. Furthermore the De-Embedding Window includes most
of the features present in the S-Parameter Manager; therefore it is developed starting
from the functionalities of the S-Parameter Manager.
The procedure is based on processing the S-parameter as shown in Figure 2.45.
First of all the algorithm for converting S-parameter to T-parameter and T-parameter to
S-parameter should be considered (the parameter conversion is explained in details in
Appendix A). Once the single S-parameter block is obtained the T-parameter Tt0t of the
overall link can be computed by multiplying the T matrices of the single sections, as
shown. In the case of the de-embedding, the assumption is to have available the Sparameter of the overall link, Stot, but one of the internal sections is unknown, i.e. Sj. By
employing the properties of matrix multiplication, and taking into account the order of
the sections, the unknown block can be extracted, as described in eq. (39). After the T
matrix related to the j lh section is computed it needs to be converted back to S-parameter.

Figure 2.45. Principle of the cascading algorithm implemented in the De-Embedding tool.
T ^ T ^
An example is considered

x

T ^

x

';T3( 9)

in Figure 2.46 when an unknown section

(Strip_3 inches) between two know S-parameter blocks (

and
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Strip_15_4p7_0p02) needs to be embedded. The S-parameter of the overall link is also
known {cascade conn Tyco_strip3 strip 15).
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Figure 2.46. Example for using the De-Embedding tool.
The input S-parameters are shown in Figure 2.47 (the transfer function S21 is
plotted). The results after the de-embedding procedure is applied are shown in Figure
2.48. The extracted S-parameter of the mid-section is compared to the original Sparameter that was employed for computing the cascaded data.
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Figure 2.47. Input S-parameters: S21 of section 1, 3, and the S21 of the overall link.
S21 Parameter: Magnitude

S21 Parameter: Phase

Frequency (GHz)

Figure 2.48. De-embedded S-parameters: S21 comparison between the de-embedded data
and the original one.
When the S-parameter of the overall link assumes a very low value (i.e. below
40dB), the T matrices can start to be not so well-conditioned and numerical errors can
occur when the matrix inversion needs to the performed. A warning message will come
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up when the condition number of the T matrices 7V , T^ 1 and T,ot becomes greater than
108.

2.7. LPA VALIDATION: MEASUREMENT vs. SIMULATIONS
The Link Path Analyzer, as all the other simulation tools, has been developed for
assisting the engineers in the link path design: simulations can help taking the best design
choice during the pre-design step of a PCB layout or investigating the performances o f a
product after it is completed.
An essential step while a simulation tool is being developed is to validate it with
measurement results so it can be trusted with confidence by the engineers and therefore
be really helpful.
Some test cases were considered for validating the tool employing link paths
laying on PCB. The test cases include striplines with different length, both single-ended
and differential cases. All the measurements, both in the time domain (employing a high
speed oscilloscope) and the frequency domain (employing a 50GHz VNA) were
performed at IBM Research Triangle Park, NC.

2.7.1. Test Case Description. A board was employed for the tool
validation. It was realized for other purposes (investigation of properties of the dielectric
material, analysis of non-ideal effects in differential lines) and is employed here as test
vehicle. Two test cases were considered employing transmission lines laying in the
mentioned PCB:
Test Case 1: a striplines is chosen from the PCB of Figure 2.47 identified as Test
Line 1 (as highlighted in the figure). The length of the stripline is 22.8cm (8.976”) and
the dielectric constant is measured and it is frequency dependent, as shown in Figure
2.48. The employed material is HT 1-2113.
Test Case 2: a differential stripline pair is identified in the PCB of Figure 2.47 as
second test case. The length of the coupled part is 17.54cm (6.905”).
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2.7.2. Measurement/Simulation Setup. Two different kind o f measurement were
needed for validate the LPA. First of all the frequency domain data describing the
transfer function of the DUT (Device Under Test) need to be measured through the
Vector Network Analyzer (VNA). Time domain measurements in terms of eye diagram
were performed employing a high speed digital oscilloscope. In this sections the
simulation setup are presented as well.

2.7.2.1 VNA. The employed VNA was an Agilent E8364B with the N4421B
four port 50GHz test set. A SOLT calibration was employed through the Agilent N4693A
50GHz ECal box. A two port measurement was performed for the Test Case 1, whereas
Test Case 2 needed a four port setup for measuring the differential microstrip. The
measurements were performed from 10MHz to 50GHz. An accurate calibration were
achieved up to about 30GHz, due to the required cable adapters, therefore the measured
data beyond that point were discarded. This was possible since the maximum bit rate of
the time domain measurements was 12.5Gbps, having the 5th harmonic at 30.625GHz,
therefore most of the energy of the signal was in the 0-30GHz band.

2.7.2.2 Oscilloscope. The time measurements were been done using a
Tektronix

TDS8000B

Digital

Sampling

Oscilloscope

with

an

80E04

20GHz

TDR/sampling head. The bit pattern generator was a Advantest D3186 12.5Gbps
Pulse/Pattem Generator with clock supplied by a Rohde&Schwarz SMP-02, 20GHz
Signal Generator. A measurement setup is shown in Figure 2.49 while an 8 meter cable is
being measured; the same setup is employed for measuring the two test cases considered
for the LPA validation.
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Figure 2.49. Setup for the time domain measurement.
2.7.2.3

Simulation Setup. Three different tests were performed for the

two test cases employing three data rate and time settings. They are herein presented:
Setup 1: lGbps.
Setup 2: 6.25Gbps;
Setup 3: 12.5Gbps.
The total number of simulated/measured bits is around 10000, whereas two
different bit sequence were employed, PRBS7 and CJTPAT. The voltage levels and the
timing parameters defining the bit shape are presented in Figures 2.50 and 2.51 when
employing the PRBS7 and the CJTPAT bit sequence. The timing settings (rise/fall time)
are exactly the same for the other two bit rates at 6.25 and 12.5Gbps. Figure 2.52 shows
the Waveform Generator when defining the differential signal for simulating the Test
Case 2.
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Figure 2.52. Waveform Generator for defining the differential signal at 12.5Gbps.
2.7.3.

Frequency Domain Measurement Results. This section presents

the frequency domain results obtained from the VNA measurements. The transfer
function S21 for the Test Case 1 and the differential transfer function Sdd2 i for the Test
Case 2 are shown. The passivity and causality evaluation of the mentioned measurements
are given as well, as first step of the validation procedure.

2.7.3.1

Test Case 1. The transfer function of the 13.08cm stripline

is shown in Figure 2.53. The causality of the S21 parameter is evaluated extracting the
causal imaginary from the real part and comparing it to the original imaginary part; they
agree each other very well. This result is shown in Figure 2.54. Figure 2.55 presents the
passivity evaluation of the whole S-parameter matrix: just the first measured sample goes
above one. The passivity and causality checks give high confidence in the measured
results.
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Radians

S21 Parameter: Magnitude

Imaginary Part

Figure 2.53. S21 of the measured stripline.

Figure 2.54. Causality evaluation of the S21 for the measured stripline.
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Passivity check using 2-norm of s matrix for each frequency

Figure 2.55. Passivity evaluation of the S-parameter data for the measured stripline.
2.7.3.2

Test Case 2. A 4-port measurement is needed for characterizing

the differential stripline DT2-2 in Figure 2.47. Port 1 and Port 2 of the VNA are
connected as input and output ports of the upper stripline; Port 3 and Port 4 are connected
as input and output ports o f the lower stripline. The transfer parameters S21 and S4 3 are
shown in Figure 2.56 (from the touchstone file

They

have the same shape up to 28GHz, as expected due to the symmetry o f the geometry;
their value start to differ after this value, probably due to the calibration setup and/or
higher error when low values (below -40dB) need to be measured.
In this second test case the differential signal need to be evaluated at the output
port; therefore the differential transfer function Sdd2 i is considered to describe the
transmission properties o f the differential stripline. The Sdd2 i is shown in Figure 2.57 and
it is derived from the measured single-ended S-parameters data according to the mixed
mode parameter definition in [27]. The causality response and the passivity evaluation
are shown in Figure 2.58 and 2.59. respectively. Both these two checks give good results
giving confidence in the LPA simulation employing the measured S-parameters.
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Figure 2.56. Single-ended transfer functions S21 and S4 3 .

Frequency (GHz)

Figure 2.57. Differential transfer functions Sdd2 i-

n

Imaginary Part
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.58. Causality evaluation of the Sdd2 i for the measured differential stripline.

2-nortn of [S(f)]

Passivity check using 2-norm of s matrix for each frequency

Figure 2.59. Passivity evaluation of the S-parameter data for the differential stripline.
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2.7.4.

Time Domain Measurement and Simulation Comparison. The time

domain results are herein presented in terms of eye pattern and its related parameters such
as eye height, eye width, peak-to-peak jitter, jitter distribution.. The comparisons between
the measured eye diagram and those simulated through the LPA are given next for the
two test cases considered, for the three different setups and for the two employed bit
pattern.

2.7.4.1

Test Case 1. Figures 2.60 through 2.65 show the comparison between the

simulated and the measured eye diagram at 1, 6.25, and 12.5Gbpsfor the two bit
sequences CJTPAT and PRBS7. The agreement between the measurement and the
simulation results is very good, both in terms of eye height, eye width and peak-to-peak
jitter. The comparison results are summarized in Table 2.1 and Table 2.2, whereas Table
2.3 shows the percentage error for the three parameters considered.

Figure 2.60. Measurements vs. simulations: lGbps, CJTPAT bit sequence.

Figure 2.61. Measurements vs. simulations: lGbps. PRBS7 bit sequence.

Figure 2.62. Measurements vs. simulations: 6.25Gbps, CJTPAT bit sequence.

Eye Height 0 338 V

Eye Wdth 0 136 ns

Jitter 21 8 ps

Time (ns)

Figure 2.63. Measurements vs. simulations: 6.25Gbps, PRBS7 bit sequence.

Figure 2.64. Measurements vs. simulations: 12.5Gbps, CJTPAT bit sequence.
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Eye Height 0.212 V

Eye Wiath: 0.054 ns

Jitter 26 ps

Time (ns)

Figure 2.65. Measurements vs. simulations: 12.5Gbps, PRBS7 bit sequence.

Table 2.1. Measurements vs. Simulations for CJTPAT Bit Sequence.
CJTPAT Bit Sequence
Data

Measurements

LPA Simulations

Rate

Width

Height

Jitter

Width

Height

Jitter

(Gbps)

(ns)

(V)

(PS)

(ns)

(V)

(ps)

1

0.979

0.457

21.7

0.976

0.456

24

6.25

0.139

0.345

20.6

0.139

0.342

20.8

12.5

0.056

0.23

23.4

0.056

0.237

24

Table 2.2. Measurements vs. Simulations for PRBS7 Bit Sequence.
PRBS7 Bit Sequence
Data

Measurements

LPA Simulations

Rate

Width

Height

Jitter

Width

Height

Jitter

(Gbps)

(ns)

(V)

(ps)

(ns)

(V)

(ps)

1

0.976

0.457

24.2

0.976

0.452

24

6.25

0.138

0.338

21.8

0.139

0.335

20.8

12.5

0.054

0.212

26

0.053

0.232

27.2
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Table 2.3. Percentage Error between Measurement and Simulations.
CJTPAT

PRBS7

Data
Width

Height

Jitter

Width

Height

Jitter

(%)

(%)

(%)

(%)

(%)

(%)

1

0.3

0.22

9.6

0

1.1

0.8

6.25

0

0.8

0.9

0.7

0.9

4.8

12.5

0

3

2.5

1.8

8.6

4.4

Rate
(Gbps)

2.7.4.2

Test Case 2. The results presented in this section are about the simulated

and the measured output eye diagram for the differential case. Two different types of
measurements/simulations were performed on the differential stripline of the Test Case 2,
one at 6.25Gbps and a second one at 12.5Gbps, both employing a CJTPAT bit sequence.
Figure 2.66 and Figure 2.67 show the measurement and the simulated results at
6.25Gbps, respectively. Figure 2.68 and Figure 2.69 show the results at 12.5Gbps.
The Table 2.4 summarizes the results for the Test Case 2. Less agreement is found
out for the differential case respect to the single-ended case described in Section 2.7.4.1.
One reason can come from non considering in the simulation any skew between the two
signals single-ended signals. The other simplification in the simulation is neglecting the
possible mismatch in the load and source impedance, since just the Sdd2 i is employed in
the simulations. Since some effects are neglected in the simulation is reasonable to obtain
better simulation results rather than the measurement in terms of eye height, eye width
and peak-to-peak jitter. This is the case as shown in the comparison between Figure 2.66
and 2.67, and between Figure 2.68 and 2.69.
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Figure 2.69. Simulated eye diagram at 12. 5Gbps, CJTPAT bit sequence.
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Table 2.4. Differential Case: Measurement vs. Simulations.
LPA Simulations
Data

Measurements

Width

Height

Jitter

Width

Height

Jitter

(ns)

(V)

(ps)

(ns)

(V)

(PS)

6.25

0.144

0.714

16.1

0.136

0.673

24

12.5

0.062

0.501

18

0.054

0.460

25.6

Rate
(Gbps)

Table 2.5. Percentage Error between Measurement and Simulations.
CJTPAT
Data
Width

Height

Jitter

(%)

(%)

(%)

6.25

5.8

6.1

32.9

12.5

14.8

8.9

29.6

Rate
(Gbps)
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3. MULTILAYER VIA TRANSITION

The state of the art of the digital electronic system design pushes the
performances of the system toward a high data rate, a low voltage swing, and a high
number o f interconnects laying on the same Printed Circuit Board (PCB); therefore, the
transmission of a digital signal from the driver to the receiver is becoming more and more
difficult. Some unwanted effects previously negligible start to play an important role in
terms of quality of the waveform launched on the (PCB) interconnects. The high density
of interconnects (microstrip/stripline) that have to be routed on the PCB increases the
number of signal layers and therefore the total thickness of the board.
One of the reasons that can cause the degradation of the waveform can be
referenced to the via transition, needed to switch layer when the high density of the
interconnects do not allow to route each single trace on the same layer. A via transition
can impact the waveform transmission due to Signal Integrity (SI) and Power Integrity
(PI) issues.
Several publications [18, 19] have shown how a via transition can affect the
waveform quality due to the presence o f the via stub, via losses. Furthermore the
presence of the Power Distribution Network (PDN) noise generated in between power
plane pairs can be coupled to the via barrel creating crosstalk problems.
Another work [10, 11] shows the effect o f closely spaced GND vias to the signal
via for improving the current return path and reducing the impact of the transition.
This paper presents a description of a complete model for the multilayer via
transition developed starting from the physics of the via geometry. The model is
developed by dividing the via geometry in simple parts and describing each element by
S-parameter blocks.
A novel technique is developed for connecting S-parameter blocks having an
arbitrary number of input/output ports. This procedure is then applied to connect the
blocks describing the via geometry and the final S-parameter data modeling the whole via
transition geometry is obtained.
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3.1. BASIC MODEL FOR THE VIA TRANSITION
A multilayer via transition is needed either for changing the signal layer of a PCB
interconnect or for connecting the power (GND/PWR) planes having the same DC
voltage. A simple example of a PCB is shown in Figure 3.1 having an irregular shape, as
in general is the case, and several vias.

Figure 3.1. Geometry of a PCB containing several vias.
The most common via design presents a transition from the top layer to the
bottom layer (through via) due to the cheap manufacturing process. Other designs have
been developed for reducing the parasitic effects introduced by the through via such as
buried via or blind (back-drilled) via, even though these options can increase drastically
the realization costs. An example of a complex PCB stack-up with several signal, GND,
and power layers is shown in Figure 3.2.
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Signal Via 1
(Blind)
GND Via 2 GND Via 3

PWRVia4

Signal Via 5
GND1 Plane
PWR1 Plane
GND2 Plane
GND3 Plane
PWR2 Plane
GND4 Plane

Figure 3.2. Multilayer PCB with signal, GND and PWR vias.
A through via can affect the signal propagation at a given frequency due its stub
resonance. It is generated by the unused part of the via below the signal layer where a
new stripline comes out for continuing the interconnect. This behavior was studied in [8]
and the performances of the through via are compared to those of the back-drilled via.
The geometry that needs to be taken into account when developing a circuit
model for a multilayer via transition is shown in Figure 3.3. The example presents a
signal via that allows a microstrip lying on the top layer to pass to a microstrip on the
bottom layer. The signal current and the current return are shown in Figure 3.4, since they
are the starting point for developing the model according to the physic of the
phenomenon.

Figure 3.3. Geometry of a multilayer via transition
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The importance o f considering the via transition in designing a link path is
increasing and an accurate model has been developed in [18, 19].
This via model predicts precisely the response of the via transition taking into
account both the capacitive effects between the via barrel and the power planes, and the
power plane impedance through which the signal return current flows. A mathematical
approach was developed in [12] for evaluating analytically the via-antipad capacitance.
The basic blocks developed for one via transition between two power planes is
shown in Figure 3.5 and it is overlapped to its equivalent circuit model.

Top Port
Top Power
Plane
Bottom Power
Plane
Bottom Port
Figure 3.5. Geometry and equivalent circuit o f a via transition between 2 power planes.
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3.2. S-PARAMETER FOR A SINGLE-VIA/SINGLE-PLANE GEOMETRY
The model shown in Figure 3.5 can be separated into two parts. The first part is
the circuit for modeling the via barrel and its coupling to the power planes. It consists o f
the two shown capacitances that need to be connected to the

therefore the circuit will

have three ports as shown in Figure 3.6, the top and the bottom ports for connecting to
the higher and lower via model, respectively, and the Power Plane (PP) port to be
connected to the Zpp. The second part is the Zpp itself, which has the Zpp port to be
connected to the Via PP Port.

Via Top Port

Top Power
Plane
Bottom Power
Plane
Via Bottom Port
Figure 3.6. Via transition circuit model divided into two portions: a three port network for
the via and the impedance network for the power plane impedance.

The power plane impedance is computed starting from the 2D cavity method
formulation as described in [18, 19]. It takes into account the resonant behavior o f a
cavity, assuming that the electric field in between the power planes is constant along the
vertical direction. This assumption is always satisfied for thin cavities (compared to the
other two dimensions) and for reasonable low frequency. This formulation gives an
impedance matrix as an outcome. For the simple case of one port (one via), it gives just
the Zi i as function of frequency.

3.2.1. Via Model: 3-Port S-parameter Network. The three port network
associated to the via equivalent circuit can be expressed in terms of S-parameters. With
the S-parameter definition explained in [1, 5] a 3-by-3 S-parameter matrix can be
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obtained for this three port network. The equivalent circuit for a via transition needs to
include the via-antipad capacitance for both the top and bottom layers, as shown in
Figure 3.7. The S-parameters can be computed starting from the network theory
considering each port closed to the reference impedance
time with a source Eh for

and exciting each port at a

i =1, 2, 3. The S-parameter matrix relates the reflected w

to the incident waves a by the relation in (40). From the S-parameter definition [Pozarl,
5] the incident wave a, at port

iis zero when exciting port j and port

reference impedance

Rn■The 3-port network for the S-parameter calculation is sho

Figure 3.8.

Port 1

+ ■i

C to p

Port 3
C bottom

Port 2
Figure 3.7. Equivalent circuit model for the via transition.

b =S

-a

(40a)
(40b)

a k =0 V k * j

ated. The term
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Figure 3 .8 . 3-port network for S-parameter calculation: definition o f voltages, currents,
incident and reflected waves.
The total currents and voltages are defined for each port as V, and /„ as well as the
incident wave a, and reflected wave b,. These quantities are related by the relations in
(41).

(41a)

a,

(41b)

b

(41c)

V , = E , - R 0lI

As an example for clarifying the employed procedure the S31 parameter
yf^o,is neglected for simplicity since all the ports are
assumed to be referenced to the same impedance

. From the definition (40b) the

parameter is identified by the ratio between bs and ai w'hen E 2 =Es= 0 whereas E ^O .
From (41b) and (41c) can be found out that bj=-Fj\ whereas

From the simple
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network analysis V3 can be derived, as shown in (43b), where some new expression are
employed for simplifying the readability of (43b), as shown in (42a) and (42b): Z 1 m is the
input impedance seen at port 1; the “||” express the parallel between two impedances. The
final relation for the calculated S 31 is shown in (43c).

~ (-^03 + C^02 II

)) II

E -Z 1
V, =■ 1

(42a)
(42b)

(43a)
-^03

C^02 II

)

E y - Z l ' R Q3
(* 0 . +

2 •Z.', -Rn
03

s - 4 - -- -

°3 1 ~

a \

(43b)

X ^ 0 3 + (R<)2 II Cbottom ) )

(43c)

( * 0 . + ^ m X ^ 0 3 + ( ^ 0 2 II ^ bottom ) )

An example is built having 3pF for C,op and lpF for Cbottom and the analytical
derivation of the 3-port S-parameter is validated through Agilent ADS. The results are
shown in Figure 3.9 for the magnitude and the phase of the parameters Sn, S 12, and S 13.
The analytical derivation of the S-parameter is correct since the computed results match
perfectly to those obtained from ADS.
The three port network needs to be connected to the Zpp for achieving the final Sparameter block of the single Jayer via transition. For the single via case shown in Figure
3.6 a final 2-port S-parameter network is obtained having the ports named as Via Top
Port and Via Bottom Port.
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n
n
12
12
13
13

Analytical
ADS
Analytical
ADS
Analytical
ADS

Figure 3.9. Comparison of the derived S-parameters for the 3-port network with Agilent
ADS: magnitude and phase of Su, S2 1 , S 3 /.

3.3. S-PARAMETER FOR A VIA ARRAY IN A SINGLE PLANE PAIR
A different circuit model needs to be developed when the via is connected either
to one of the two power planes or to both o f them. This is the case when a GND/PWR via
needs to be included in the model. A simple single plane pair geometry where a signal
and a GND via between two PWR planes are present is shown in Figure 3.10. The signal
and return current distribution that are the starting point for the model development are
shown as well. Part of the return current, a conductive current highlighted by the dashed
lines, flows through the GND via.
Figure 3.11 and Figure 3.12 show the other possible configurations: the current
return via is connected to the top plane and to both planes, respectively.
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Signal Via

GND Via
PWR Plane

PWR Plane

(a)

(b)
Figure 3.10. (a) Via transition including a GND via unconnected to the power planes:
geometry and current distribution. Signal conduction current (solid line), return
displacement current and return conduction current when a GND via is present, (b)
Equivalent circuit model.

Signal Via

GND Via

Figure 3.11. (a) Via transition including a GND via connected to the top power planes:
geometry and current distribution. Signal conduction current (solid line), return
displacement current and return conduction current when a GND via is present.
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S Top Port
PWR Plane

PWR Plane
S Bottom Port

G Bottom
Port

(b)
Figure 3.11 (Continued), (b) Equivalent circuit model.
Signal Via

GND Via
GND Plane

GND Plane

(a)
S Top Port

S Bottom Port

(b)
Figure 3.12. (a) Via transition including a GND via connected to both the top and the
bottom planes: geometry and current distribution. Signal conduction current (solid line),
return displacement current and return conduction current when a GND via is present, (b)
Equivalent circuit model.
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The equivalent circuit model for the case of the GND via is connected just to the
bottom plane, can be easily derived from the geometry in Figure 3.11. Therefore the
equivalent circuit model for the via can have several configurations according to the
connection to the power planes. Figure 3.13 shows all the different possibilities. The via
models need to be connected to the Zpp power plane impedance. This impedance matrix
can be expressed in terms of S-parameters. An analytical approach based on S-parameter
matrix manipulation is developed for S-parameter block connection. The circuits in
Figure 3.13 show the waves quantities a (incident wave) and b (reflected wave)
associated to each port of the circuit model where the superscript t indicates the top port,
b the bottom port, and p the connection port toward the Zpp, the subscript

irefers to the

th via. The formulation for connecting the networks in terms of S-parameter is described
in the next section for the general case of multiple vias between a single plane pair.
Cl b
lie:. I
1 If
a-— 1\
l>?~ \(

b,r —

'L l
(a)

If ■C,„
K
I 1
bf af

(b)

«; b;>
lc,I
If
«/’— K
—

(C)

—

(d)

Figure 3.13. (a) Via circuit model when unconnected to none of the planes; (b) via
connected to the top plane; (c) via connected to the bottom plane; (d) via connected to
both the top and the bottom plane.
3.4. ONE PLANE PAIR WITH VIA ARRAY IN TERMS OF S-PARAMETERS
Nowadays a lot of interest is shown towards the effects of closely spaced vias.
These kinds of problems are present when employing a package such as a ball grid array
(BGA) that requires a high density of vias in the PCB. Other examples are about the
effects of GND vias next to signal via. and the impact of vias within a certain radius on
the signal going through a via.
The circuit model for the single via described in the previous section can be
expanded for considering multiple vias. Therefore a larger circuit model can be
developed for taking into account the interaction between vias.
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The cavity formulation employed for obtaining the Zpp matrix is very flexible and
it can be easily applied to multiple ports between the two layers of a single plane pair [23,
24], The 2 capacitor via model described by a three port network shown in Figure 3.7 can
be derived for any number of vias keeping the same three port network structure.
A simple example is considered for the explanation o f the procedure developed
for the S-parameter network connection. One signal via and 2 GND vias are present
between two GND planes, and the second GND via is not connected to the bottom plane.
The geometry of this example is shown in Figure 3.14.

Port 1
GND Plane

GND Plane
Port 2

Port 3

Figure 3.14. Example of three vias between a plane pair: one signal via, one GND via
connected to both planes, one GND via connected just to the top plane.
From the S-parameter definition in terms o f incident and reflected waves the 3
port network of the general via model in Figure 3.13 can be expressed by (44) where the

Q bp
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subscripts and the superscripts use the same definition as explained in Figure 3.13.

(44)

Eq. (44) can be used to express the S-parameter for the three vias, taking into
account the number of ports of each via model: three ports for Via 1 (as case in Figure
3.13a, therefore a 3-by-3 matrix), one port for Via 2 (as case in Figure 3.13d, therefore a
1-by-l matrix), and two ports for Via 3 (as case in Figure 3.13b, therefore a 2-by-2
matrix).
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A big matrix can be obtained relating all the incident and reflected waves defined
in (44) for the three vias. Since there is no direct interaction between two vias the relation
(the S-parameter) between waves associated to different vias is zero, i.e.

/ has no

relation to as ’ therefore the S '// is zero.
The overall matrix for all three vias is filled as in (45). The complexity of the Sparameter matrix can be reduced dividing the wave quantities into top waves (/), bottom
waves (

b, )power plane waves

(p).The new matrix relation is shown in

general relation applicable to any number of vias.
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The power plane impedance can be obtained from the cavity formulation [23, 24]
and after transforming it into the S-parameter format it can be described by (47). The
general S-parameter relation between the power plane ports is described by (48). Figure
3.15 gives a representation of the two networks described by
connected

and

that need to be
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Figure 3.15. Network representation for

and Svia connection.

According to the waves associated to the common port the relations in (49) can be
obtained and the

Szp
pcan be expressed in terms waves from the via S-parameter matrix as

shown in (50)

b p = a paZnd
a p=

(49)
S Zp■
(50)

From (46), (6 8 ) and (50) a new relation can be obtained that link directly b ' and
b hto a' and

a has shown in (51a) and (51b). The terms in (51a) and (51b) can be

gathered together as expressed in (52a) through (52d). The final matrix relation can be
summarized as shown in (53), where the subscript

identifies the S-parameter matrix of

the overall plane pair. Eq. (53) gives a direct relation between all the ports on the top
plane and all the ports on the bottom plane, therefore it has embedded the effect of the
power plane impedance.
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Expression (53) gives the relation among the three ports in Figure 3.14 in terms of
S-parameter. The vectors containing the incident and reflected waves in (53) are
explained in (54).
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(54a, b, c, d)

3.5. MULTILAYER/MULTIVIA

MODEL

CONNECTING

S-PARAMETER

NETWORKS WITH ARBITRARY NUMBER OF INPUT/OUTPUT PORTS
In Section 3.4 an equivalent circuit model is developed through S-parameter
network representation. The three port network (in general, lower network dimensions for
shorted vias) for modeling the via and the power plane impedance are expressed in terms
of S-parameters and are connected together. This procedure can be iterated to develop an
equivalent S-parameter network for each of the N plane pairs included in the PCB
structure. Therefore, N networks need to be cascaded together for achieving the final
results of an S-parameter representation for a signal via transition, while taking into
account the effects of PWR/GND vias and the power plane resonances.
Previous w'orks [1, 25, 26] have shown the procedure for cascading 2-port and 4port networks (two inputs and two output ports).
A technique similar to the one developed in Section 3.3 for network connection
has been derived to cascade S-parameter blocks for an arbitrary number of ports and
different number of input/output ports.
This technique is shown in details by considering an example for connecting two
networks. The network 1 has a number of input ports «,„/=« and output ports nou,]=m\ the
network 2 has n,„2 =tn input ports and noll,2 =p output ports. The two network need to be
connected through the m common ports, as shown in Figure 3.16. The S-parameter
matrices associated to the two networks can be divided into 4 sub-matrices, diving the
input ports from the output ports, as shown in (55), for the i,h network.
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Port n+1 .... ... Port 1
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Figure 3.16. The two S-parameter networks to be connected.
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The expression in (55) can be reduced to by gathering together the quantities
related to the input ports and those related to the output ports, as shown in (56). This
leads to the network representation shown in Figure 3.17.
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Figure 3.17. Wave identification for connecting the two S-parameter networks.
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An S-parameter matrix that contains the relations between the waves of the two
networks can be built as shown in (57), where zero is employed to identify the relation
between the waves belonging to different networks. The matrix dimensions of each sub
matrix are shown within parenthesis.
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The dashed lines in (57) gather together the relations between the input waves of
Network 1 with the output waves of Network 2 (named as external,

waves), and the

output waves of Network 1 with the input waves of Network 2 (named as internal,
waves). A new reduced matrix relation can be explicated as in (58), where the wave
quantities have been named according to their final application: external waves (ext) for
the quantities associated to the final ports, after the network connection; internal waves
(int) for the quantities associated to the common ports between Network 1 and Network 2
that need to be deleted according to the boundary conditions at the interface.
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The relation between the output waves of Network 1 with the input waves of
Network 2 is shown in (59a) and (59b), and is obtained from the description shown in
Figure 3.17. The two relations (59a) and (59b) can be summarized in (60) according to
the new' definition as in (58).
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From the wave continuity as in (60) a relation that unites the bext and aext
incorporating the interaction between Network 1 and Network 2 can be obtained as
shown in (61).

l

ext

_

o

_

7 i ext

—

°((n+p)xl) — °((n+p)x(n+p)) ' W((n+p)xl) —

Q e-fi

i O

*^((n+p)x(n+p)) + ^((n+p)x(m+m))

- S ((m+m)x(m+m))
‘J

o

^((m+m)x(n+p))

-ex*

fl((nTp)xl)

(6 i)

Eq. (61) gives the final matrix relation in terms of S-parameter for the cascade of
Network 1 and Network 2. The final S-parameter matrix is (n+p)-by-(n+p) matrix.

3.6. EXAMPLE: ANALYTICAL FORMULATION vs. ADS SIMULATIONS
This section presents an example where the formulations described in Section 3.2,
3.4, and 3.5 are implemented and then validated through the Agilent ADS software.
The example describes multi-via coupling between adjacent plane pairs; the
geometry is shown in Figure 3.18. There are 5 vias in a 2 plane pair structure, as
described in detail as follows:
3 planes: PWR 1, GND Plane, and PWR 2
3 signal vias (Via 1, Via 4, Via 5) from PWR 1 to PWR 2;
1 GND via (Via 2) from PWR 1 to PWR 2;
1

GND via (Via 3) from PWR 1 to GND Plane (like buried via configuration);
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Via 1 (S)
£

Via 2 (G)
U

Via 3 (G)
U

Via 4 (S)
£

Via 5 (S)
£

Plane PWR 1
Network 1 Top

^

Plane GND

i ^ p Network 2 Bottom

Plane PWR2

Figure 3.18. Network identification for connecting the top to the bottom plane pair.
The first plane pair constituted by PWR1 and GND planes is crossed by all 5 vias;
since no PWR vias are present all the vias go through this plane generating 5 different
ports according to the circuit model described in Section 3.4. The three signal vias (Vial,
Via4, and Via5) go all the way down without being connected to any of the power planes.
The GND Via2 is connected to the GND plane therefore no port is placed at the cross
point. Also the GND Via3 is connected to the GND plane; therefore the overall number
of ports for the Network 1 is five for the top side and three for the bottom side. The same
procedure can be applied to the network obtained for the GND-PWR2 plane pair. This
cavity presents just 4 vias in which one is connected to the GND plane while none of
them are connected to the PWR2 plane. The Network 2 has three ports on the top side
and 4 along the bottom side, as clearly shown in Figure 3.18.
From the geometric configuration of a shorted via, e.g. Via2 shorted with the
GND plane, it is possible to see that the Via 2 reduces the number of ports both for the
bottom side of Network 1 and for the top side of Network 2. This leads having the same
number of common ports between the two networks, those that need to be connected to
obtain the final S-parameter network describing the whole two plane pair structure. The
ports are numbered in Figure 3.18 according to the final 9-port network, neglecting the
three intermediate ports that will be deleted when connecting Network 1 to Network 2.
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The board geometry considered for computing the power plane impedance and
the via location are given in Appendix B; the values of the via-antipad capacitance and
other circuit model details are listed in the appendix as well.

3.6.1. S-parameter for Network 1 and Network 2. The S-parameter matrices
for the Network 1 and Network 2 can be derived from the procedure explained in Section
3.4. The relation (53) will give an 8 -by - 8 S-parameter matrix for Network 1. The same
equivalent circuit is built in ADS as shown in Figure 3.19.

Figure 3.19. ADS circuit for Network 1.
The same circuit is being built generating S-parameter data for each of the five
vias. The five S-parameter blocks are obtained by the procedure explained in Section 3.2
and

3 .3

; then they are connected to the

5 -port

network describing the power plane

impedance through the formulation described in Section 3.4 to obtain a final

8 -port

network. The results are compared with the ADS simulations o f the circuit presented in
Figure 3.19. The S-parameter Sn through Sig are shown in the Figures 3.20(a, b. c. d) for
validating the proposed algorithm.
Figures 3.20 (a. b. c) show just three pair of curves whereas four parameters are
plotted. This behavior comes from symmetry properties that characterize the circuit,
therefore some of the parameters are completely overlapped.

Magnitude (dB)
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Figure 3.20. Network 1: ADS vs. Analytical Formulation, (a) Magnitude of Sn through
Si4; (b) Phase of Sn through S)4; (c) Magnitude o f S )5 through S!8; (d) Phase o f Sis
through S )8;
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The same procedure in Section 3.4 is applied to Network 2 through the relation
(53) obtaining a 7-by-7 S-parameter matrix. The same equivalent circuit is built in ADS
as shown in Figure 3.21. The comparisons between the simulation results employing the
analytical formulation and ADS are shown in Figures 3.22 (a, b, c, d).
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Figure 3.22. Network 2: ADS vs. Analytical Formulation, (a) Magnitude of Sn through
S 14; (b) Phase of Sn through S 14; (c) Magnitude of S 15 through S 17; (d) Phase of S 15
through Si7 ;
The results in Figures 3.20 and 3.22 show perfect agreement between ADS and
the implemented analytical formulation. The maximum difference is computed for the
real and the imaginary part of the computed S-parameters: the maximum value among all
the parameters and among all the frequency samples is found out to be about 2 T 0 ’9 for
the real part and about 8-10‘9 for the imaginary part. These values hold for both Network
1

and Network 2 .

3.6.2. S-Parameter after Connecting Network 1 and Network 2. The
Network 1 and Network 2 are described by an 8 -by- 8 and a 7-by-7 S-parameter matrix,
respectively, as described in Section 3.4; the procedure is implemented and the results are
shown in Section 3.6.1. The two S-parameter matrices are show in (62a) and (62b),
respectively. They need to be connected for getting the final S-parameter matrix
describing the overall geometry that is being investigated. This can be achieved following
the procedure explained in Section 3.5. The first step is to identify in the matrix relations
(62a) and (62b) the input and output ports, as highlighted by the dashed lines. Thus
simpler relations can be obtained as shown in (63a) and (63b) for the top and the bottom
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network, respectively. The incident and reflected waves implicated embedded in the
relations (63a) and (63b) are explained in Figure 3.23.
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The two S-parameter matrices can be divided into two parts isolating the ports on
the top and those on the bottom, for both

(63a)

(63b)
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Figure 3.23. Network representation for identifying the incident (a) and reflected (
waves.
The dimensions of the S-parameter sub-matrices defined in (63a) and (63b) are as
follow: S," (5-by-5), S,tb (5-by-3), S,bt (3-by-5), S,bb (3-by-3), S2n (3-by-3), S2tb (3-by-4),
S2bt (4-by-3), S2bb (4-by-4).
An S-parameter matrix that contains the relations between the waves of the two
networks can be built as shown in (64), where the same principle expressed in (57) is
employed. The matrix dimensions of each sub-matrix are shown within parenthesis.
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The dashed lines in (64) gather together the relations between the top waves of
Network 1 with the bottom waves of Network 2 (named as external,

waves), and the

bottom waves of Network 1 with the top waves of Network 2 (named as internal,
waves). The new matrix relation can be explicated as in (65).

100

ocj

A ext

°(9xl)

Tm
_

(6x1)_

° ( 9 x 9 )

o

“ (9x 1)

’ (6 x 6 )

a“ ( ,n
6x 1)

i,e

^ ( 6 x 9 )

-ext

° ( 9 x 6 )

(65)

The relation between the bottom waves of Network 1 with the top waves of
Network 2 is shown in (6 6 a) and (6 6 b), obtained from the description shown in Figure
3.23. The two relations (6 6 a) and ( 6 6 b) can be summarized in (67) according to the new
definition as in (65).

a\ = b ‘
a' = V

(6 6 a,
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b)

b m= a m
From the wave continuity as in (67) a relation that unite the bexl and
incorporating the interaction between the Network 1 and Network 2 can be obtained as
shown in (6 8 ).

Eq. (67) gives the final matrix relation in terms of S-parameter for the whole
geometry from plane PWR 1 to plane PWR2 in Figure 3.18. A 9-by-9 S-parameter matrix
is obtained. The equivalent circuit model for the whole geometry is designed in ADS and
the results are compared to the results obtained with implemented method. The
comparisons are shown in Figure 3.24 for the parameters Sn, S 12, and S13; Figure 3.25
show the comparison for the parameters S 14, S 15, and S)6; the parameters S 17, Sis and S19
are plotted in Figure 3.26. The maximum difference is computed for the real part and the
imaginary part among all the 81 parameters. This difference for the real part of the Sparameter is about 3.7-10‘9; the difference for the imaginary part is about 1.7-1 O’8.

Magnitude (dB)
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--------- S12 ADS
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5 13 Analytical
S13 ADS

Frequency (GHz)

(b)
Figure 3.24. S-Parameter for the whole geometry: ADS vs. Analytical Formulation, (a)
Magnitude o f Sn through S 13; (b) Phase of Sn through S 13.
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Figure 3.25. S-Parameter for the whole geometry: ADS vs. Analytical Formulation, (a)
Magnitude of S u through Si6 ; (b) Phase of S 14 through S 16-
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Figure 3.26. S-Parameter for the whole geometry: ADS vs. Analytical Formulation, (a)
Magnitude of S 17 through S 19; (b) Phase of S 17 through S 19.

3.7. VIA

TRANSITION

MEASUREMENTS:

APPLICATION

OF

THE

ANALYTICAL FORMULATION
This section presents some measurement results from a PCB designed ad hoc for
via transition investigation. The main purpose of this section is to validate the proposed
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equivalent circuit model for via transition comparing the measured data to the results
simulated through the analytical formulation presented in this chapter.
The PCB where several via transitions were designed is a part of a project
developed at IBM T. J. Watson Research Center. The measurement results and the data
related to the PCB are taken from the PhD dissertation of Giuseppe Selli at the UMR
EMC Laboratory.

3.7.1. PCB Geometry Description. The PCB stack-up is made of 16 layers:
eight were considered as power planes whereas the other eight are employed as signal
layers, as shown in Figure 3.27. The eight power planes create seven resonant cavities
having a height of 8 mils and

12

mils, for the center cavity and the all the others,

respectively. The two through vias are inside a ground cage of dimensions 360 by 360
mils made by several ground vias, as shown in Figure 3.28. A PEC (Perfect Electric
Conductor) can be assumed as boundary condition for the cage due to the high density of
the ground vias along the cage outline. The power plane impedance can be computed for
each of the two plain pairs having two ports describing the two vias. The results are
shown in Figure 3.29. An FR-4 type of material is employed as substrate and some test
site are realized on the same PCB for extracting the material properties based on the
procedure explained in [28], A mean permittivity value (3.84) and a mean tangent loss
value (0.033) are obtained by averaging over the frequency range the frequency
dependent parameters extracted. The frequency dependent values are used in the parallel
plate calculation, whereas the averaged values are employed in the via-to-antipad
calculations and in the lossy stripline models for connecting the vias to the measurement
ports. The test sites include stripline traces for reaching the vias from the outside of the
ground cage: the overall geometry consists of a pair of uncoupled striplines laid out
between the top-most planes and connected by means of the two through hole vias to two
uncoupled striplines laid out between the bottom-most plane pair. The striplines are
model as SOD transmission lines; the length is 250mils. The PCB layout and a schematic
view of the stack-up are shown in Figure 3.30.

105

A

12 m i ls

B

12 m il s

C

12 m il s

D

n

8 m i ls

E

12 mi ls

F

12 mils

G

12 mi ls
V

(a)

(b)

Figure 3.27. (a). Sample of test sites realized on a 16-layer board, (b) PCB stack-up.

A= 40 mils

■+--------- a=360 mils----------►
Figure 3.28. Top view of the test site layout: coupled vias inside the cage made by several
ground vias.
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Figure 3.29. Self and transfer parallel-plate impedance associated with the geometry in
Figure 3.28.

(a)

(b)

Figure 3.30. (a). Test site layout (IBMUMR26). (b) PCB stack-up showing the 4 singleended striplines and for identifying the measurement ports.
The cavities A and G are neglected in the equivalent circuit model since the
analytical formulation does not take into account a two port stripline model in the cavity
A (G). therefore a single port needs to be considered for each via.
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The parallel-plate impedances are computed by employing the frequencydependent material parameters extracted from measured data and the two-by-two matrix
of impedances is finally converted into a two-by-two matrix of S-parameter to be
employed in the analytical formulation.
The overall model has been put together as shown in Figure 3.31. The via-antipad
capacitances are identified in the figure. Their values are calculated in [29] through a
fitted closed form expression derived in [30]. Ci models the transition between the top
most cavity and the cavity B (and the transition between the cavity F and the bottom
most cavity); C2 represents the capacitance between the via and the planes for the cavities
B and C (and the cavities E and F); C3 is related to the cavities C and D, and D and E.
The capacitance values are computed through the analytical expression derived in [12] to
compare the results obtained in the procedure shown in [30]. The comparisons are shown
in Table 3.1.
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Figure 3.31. Circuit model for the two coupled via transition.
Table 3.1. Comparison of Capacitance Values.
Fitted

Analytical

Expression

Expression

[29]

[1 2 ]

Cl

120 fF

127 fF

5.5

c

2

80 fF

88 fF

9.1

c

3

69 fF

76 fF

9.2

Error
(%)

The analytical formulation procedure explained in Section 3.2 through Section 3.5
requires building the overall model step by step, obtaining first the S-parameter data
describing each single plane pair. The capacitance values shown in Table 3.1 needs to be
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adjusted; i. e. C2 is common between the plane pair B and C, therefore it needs to be split
into two part: C 2 /2 will be considered as bottom capacitance for the cavity B and C2 /2
will represents the top capacitance of the cavity C.
The S-parameter data of the two uncoupled transmission lines in cavity A and G
are considered in the analytical formulation and they are connected to the coupled via
network through the procedure explained in Section 3.5.

3.7.2. Simulation and Measurement Results. The analytical formulation
employed for building the model of this example considers both sets of the capacitance
values shown in Table 3.1. The model is built according to the procedure shown in
Section 3.2 through 3.5, obtaining an S-parameter block for the 4-port network shown in
Figure 3.31. Furthermore a 4-port S-parameter block should be considered for the
uncoupled striplines. These two transmission lines in the cavity A and in the cavity G, as
shown in Figure 3.30, are described by the same model. Therefore the transfer parameter
S31 will be the same of the S4 2 , if labeling the input port of first stripline as port 1 , the
input port of the second stripline as port 2, the output port of first stripline as port 3, the
output port of the second stripline as port 4. Figure 3.32 shows the magnitude of the
return loss (S] 1) and the insertion loss (S 31) o f the lossy transmission lines.

Figure 3.31. Circuit model for the two coupled via transition.
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Finally the two S-parameter blocks describing the four two pair o f uncoupled
striplines are connected to the 4-port network of the via model through the algorithm
presented in Section 3.5. The overall results are presented in Figure 3.32 and 3.33 where
the S-parameters are compared when employing the two sets o f capacitances in Table
3.1.

Figure 3.32. |Sn| and jS 12! when employing the two different sets o f capacitances.
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Figure 3.33. |Si3 | and |S 14! when employing the two different sets of capacitances.
Small differences are found out from the results in Figure 3.32 and Figure 3.33
when employing the two sets of capacitances. For consistency with the results presented
in [29] the capacitance values extracted using the fitted closed-form expression are
employed in this example. Then the results from the measurement are compared to those
obtained from the model built up through the proposed analytical formulation.
The same equivalent circuit model shown in Figure 3.31 has been created in ADS
as a further check of the proposed algorithm for S-parameter blocks assembly. The results
are shown in Figure 3.34 and 3.35. The two results match perfectly, as expected, and as
already shown in Section 3.6.
The final step consists of comparing the measurement results to those obtained by
the mathematical model. They are presented in the Figure 3.36 through 3.39.

Ill

Figure 3.34. ADS vs. analytical formulation: |Sn| and |S 12

Figure 3.35. ADS vs. analytical formulation: |S 13I and |Su

Magnitude (dB)
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Magnitude (dB)

Figure 3.36. Measurement vs. analytical model: |Su

Figure 3.37. Measurement vs. analytical model: |S |2
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Figure 3.38. Measurement vs. analytical model: |Sn

Figure 3.39. Measurement vs. analytical model: |Su|
From a physical point of view the behavior of the resulting S-parameters can be
related to the properties of the considered geometry. The vias have their return paths in
series with the power plane impedance, hence maxima in the parallel-plate impedance
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corresponds to minima in the transmitted power. The first dip in Figure 3.38 corresponds
to the first power plane resonance, as can be seen from Figure 3.29. A second observation
can be done regarding the behavior of the near-end and the far-end crosstalk parameters,
the S21 and S4 1 , respectively, in the frequency range up to 20GHz. The coupling path
between the two vias is realized through the transfer impedance within the power planes,
therefore the maximum coupling to the crosstalk ports will be obtained when the power
plane resonance occurs in the transfer impedance. Maxima and minima of the Z21 in
Figure 3.29 corresponds to maxima and minima in the S21 and S41 in Figure 3.37 and
Figure 3.39, respectively.

APPENDIX A.

T-PARAMETER DEFINITION
S-PARAMETER TO T-PARAMETER CONVERSION
T-PARAMETER TO S-PARAMETER CONVERSION
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The definition o f the T-parameters and the conversion from S-parameter to Tparameter and vice versa are presented in this appendix. The definition is for describing
both 2-port networks and 4-port networks.
The incident and reflected wave quantities for a 2-port network are defined as in
Figure A.l

ai

a2

2 ports network
b,

b2

Figure A .l. Representation of a 2-port network.
The S-parameter matrix and the T-parameter matrix are defined in the expression
(69) and (70).
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The conversion from S-parameter to T-parameter are listed in equations (71a)
through (7Id), whereas the conversion from T-parameter to S-parameter are shown in
equations (72a) through (72d).
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The incident and reflected wave quantities for a 4-port network are defined as in
Figure A.2

Figure A.2. Representation of a 4-port network.
The S-parameter matrix and the T-parameter matrix are defined in the expression
(72) and (73).
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The conversion from S-parameter to T-parameter are listed in equations (74a)
through (74p), whereas the conversion from T-parameter to S-parameter are shown in
equations (75a) through (75p)

in

T =

T12 =

5

4 2

(74a)

S,r SA2- S 12-S.4 1
S32

'

*$43

^33

‘

^42

J- i

^3\ '*$42
-s3 2

T =

(74c)

1 \3

^31 ' ^4 2

T1 4 =
1

*^32

(74b)

~ '$41

’^44 ~

S 31

‘ 5 4j

*^34

'

^42

1A

(74d)

~ '* ^41

^31 ' ^ 4 2

-s A
' 4 1

T» =

T
1 3 2

S , , •542 ^32 •S4,
-5 3 3 -

5 ,3

(74e)

-53,
(74f)

$ 3 , ' *^42 ~ ^ 3 2 ' ^ 4 1

r ,, =

$3,

53, -5 4 2 -

(74g)
5 3 2 - 5

41

119

y

1

__

° 4 1

^ 3 4

^ 4 4

^ 3 1

(74h)

34" 5 31. 5 42- 5 32- 5 41

T2\

-Tu

= Su

+Sn -

T22

=5,,

-Tu+S 12

T24

=

TU +

T24 =

^ 1 1

T

S •U

' ^ 1 4

- <S 1 •

1 4 \ ~° 2

T42 = ^ 2 1 ' ^

2

+

^

1

2

, 7 3 4

J 11

T

^ 1 2

+ $12 ‘

T43 = S 2\

+

* $ 1 2

-(74j)

-T24+ S 14

T4
- <s •

(74m)

J 3 1

(74n)

+ $13

-Tu +5 , , - r .4 + S H
r .,

,

-

-T
13
Tu -T33- T l3-T3l

s 32=

c

(74o)
(74p)
(75a)

tu - t33- tu - t3,

31

(74k)
(741)

^ 1 4

’ T \ 3 + S u ' T 33

Tit = s u

(74i)

(75b)

Tl3-Ts - T I2-Tn

,

Tl3-T3a- T H-T33
Tu -T33- T ]3-T3]

(75d)

31

(75e)

11

(75f)

34

-T

S 41 =

S

tu -t33- tX3- t3X

T

=
42

(75c)

tu - t33- ti3- t3i

33

11

Tu
1j> - Tj 1„ - T r -T,,

-T T
£ T_ x3\
43
T„-T„-T„-T„

-T

11 2

■* 3 2

^ l l

(75g)

120

O _ j 1 ± 14
44

± 34 ^11
Tu - T , , - T r -T,,

(75h)

^11 = ^2\ ' *^31 _ ^23 ' ^41

(75i)

C - T . C —T . C
°12” i 21 °32 123 °42

(75j)

^13 = ^22 ^21 ' ^33 —^23 ’ ^43

(75k)

*^14 = ^24 + ^21 ‘ ^34 ~ ^23 ' “^44

(751)

c -—Ml
T • <s — T
°21
°31 J 43 °41

(75m)

^22 = ^41 ' ^32 _ ^43 ' *^42

(75n)

^23

= T42+ T 4\'^33 ” ^43 ' ^43

C ~
- JT44^41
+ T . °34
C - T 43 ■°44
S
°24

(75p)

APPENDIX B.

MULTILAYER VIA TRANSITION EXAMPLE:
BOARD DIMENSIONS
VIA LOCATION
PPF FILES
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The example in Section 3.6 employs a 3 layer board as defined in Figure 3.18.
The board shape is a rectangle being 3” long and 2” wide. Five vias are present in the
board; since Via 3 in Figure 3.18 is a back-drilled via the top plane pair has 5 vias,
whereas the bottom plane pair has just four vias. The geometry considered in the example
is shown in Figure B.l and B.2 for the first (top) and the second (bottom) plane pair,
respectively.

The via location are given as follow:
Via 1: (0.8. 1);
Via 2: (1.0.9);
Via 3: (1. 1.1);
Via 4: (1.2. 1);
Via 5: (1.4. 1.05);
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The two PPF files defined for calculating the power plane impedance through the
EZPP tool are shown as follow.
Top Plane Pair:

LAYER mils 3.9 1 4.0 0.02 5.8E^07 1
PLANE inches
FREQUENCY 1E+07 20E+09 1E+07 LIN
PO RTSIZE mils 10 10
RECTANGLE 0 0 3 2
PO RTLO C ATION 0.8 1
PO RTLO C ATION 1 0.9
PORT_LOCATION 1 1.1
PORTLOCATION 1.2 1
PO RTLO C ATION 1.4 1.05
OPTION CAVITY

Bottom Plane Pair:

LAYER mils 3.9 1 4.0 0.02 5.8E+07 1
PLANE inches
FREQUENCY 1E+07 20E+09 1E+07 LIN
PORT SIZE mils 10 10
RECTANGLE 0 0 3 2
PORT_LOCATION 0.8 1
PORT_LOC ATION 1 0.9
PORT_LOC ATION 1.2 1
PORT_LOC ATION 1.4 1.05
OPTION CAVITY
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The values for the via-to-antipad capacitance included in the examples and in the
ADS simulations are as follow. They are not computed from real via dimensions; they are
just taken as example values.
•

Top network as in Figure 3.19, values related to layer PWR1 as in Figure 3.18:
25fF (Via 1) - 38fF (Via 2) - 38fF (Via 3) - 25fF (Via 4) - 25fF (Via 5).

•

Top network as in Figure 3.19, values related to layer GND as in Figure 3.18:
20fF (Via 1) - N.A. (Via 2) - N.A. (Via 3) - 20fF (Via 4) - 20fF (Via 5).

•

Bottom network as in Figure 3.21, values related to layer GND as in Figure 3.18:
20fF (Via 1) - N.A. (Via 2) - 20fF (Via 4) - 20fF (Via 5).

•

Top network as in Figure 3.21 values related to layer PWR2 as in Figure 3.18:
25fF (Via 1) - 38fF (Via 2) - 25fF (Via 4) - 25fF (Via 5).
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