Abstract: Providing the critical link between the retina and visual cortex, the well-studied lateral geniculate nucleus (LGN) has stood out as a structure in search of a function exceeding the mundane 'relay'. For many mammals, it is structurally impressive: Exquisite lamination, sophisticated microcircuits, and blending of multiple inputs suggest some fundamental transform. This impression is bolstered by the fact that numerically, the retina accounts for a small fraction of its input. Despite such promise, the extent to which an LGN neuron separates itself from its retinal brethren has proven difficult to appreciate. Here, I argue that whereas retinogeniculate coupling is strong, what occurs in the LGN is judicious pruning of a retinal drive by nonretinal inputs. These nonretinal inputs reshape a receptive field that under the right conditions departs significantly from its retinal drive, even if transiently. I first review design features of the LGN and follow with evidence for 10 putative functions. Only two of these tend to surface in textbooks: parsing retinal axons by eye and functional group and gating by state. Among the remaining putative functions, implementation of the principle of graceful degradation and temporal decorrelation are at least as interesting but much less promoted. The retina solves formidable problems imposed by physics to yield multiple efficient and sensitive representations of the world. The LGN applies context, increasing content, and gates several of these representations. Even if the basic concentric receptive field remains, information transmitted for each LGN spike relative to each retinal spike is measurably increased.
Introduction
Anatomical and physiological investigation of the dorsal lateral geniculate nucleus (LGN) has been extensive. It is the LGN that is often promoted as the prototype dorsal thalamic nucleus (e.g. Sherman and Guillery, 2004) . The LGN is that thalamic structure that receives from the retina and projects to visual cortex. Because the LGN neurons projecting to cortex are also retinal-recipient, because the retina drives these neurons, and because the receptive field structure of these neurons appears nearly the same as the retinal ganglion cells driving them (concentric), the cells and the structure are tagged 'relay', implying that nothing happens. Given the sophisticated anatomy and exquisite microcircuits, this is a big disappointment. Sherman and Guillery (1996) lament that the thalamus, and the LGN in particular, suffers from 'bad press'. Possibly, but, if the LGN truly has an undeserved image problem, the solution seems not to continue describing its anatomy and microcircuits (e.g. Sherman and Koch, 1986) but to search at a more functional level for operations the LGN engages in that separate it from the retina. Too many past enquiries have sought contrasts between the retina and LGN in paralyzed, anesthetized preparations that did not exploit the statistical properties of the natural environment. Vision is an active process; perception is a conscious process. Vision evolved in a statistically constrained environment; our visual system is tuned to those statistics. These facts all bear on LGN function. After a brief review of design, I describe 10 putative functions associated with the LGN. Collectively, the LGN neuron is well separated from its retinal drive even if the basic concentric receptive field remains. Much of what the LGN does seems to be a judicious 'pruning' of retinogeniculate transmission. Even in the anesthetized animal, this pruning yields an output capable of transmitting ~20-50% more bits/spike of information than its retinal counterpart (Sincich et al., 2009; Uglesich et al., 2009; Rathbun et al., 2010) .
Essential design

All
LGNs receive a driving input from the retina, and most retinal-recipient neurons are also the same neurons that project to and drive visual cortex (i.e. there is no additional 'middle man' here). In the terminology of Sherman and Guillery (1996) , the retinal ganglion cells and the LGN projection cells are both 'drivers'. Retinal innervation has three critical features: (1) it drives LGN neurons, (2) retinal axons segregate as they enter the LGN by eye and functional group, 1 often forming layers, and (3) retinal axons terminate in discrete, orderly clusters forming the basis for a topographic ('retinotopic') map of the contralateral visual field (with receptive fields similar to retina in size and response properties). Because the retinal ganglion cells drive LGN neurons, and because retinal convergence onto LGN neurons is minimal (often 1:1), it should come as no surprise that the receptive field properties of nearly all LGN neurons seem nearly identical to their retinal drives. Figure  1A shows a trace record from an LGN neuron and its retinal excitatory postsynaptic potential (EPSP) in an awake cat, operating at 50% efficacy (i.e. the LGN ignored the retina half of the time). The bottom part of the figure aligns all EPSPs, indicating that all spikes emerged from that retinal EPSP. The list of agents determining whether a given retinal EPSP will drive an LGN spike is brief, and each is associated with one or more of the functions described below. These include the influence of two extrinsic inputs: a large 'feedback' projection from layer VI of visual cortex (for implementation of graceful degradation, discussed below) and an equally large ascending projection from the brainstem (gating by state, arousal, attention, and eye movements). LGN has only two cell types: projection neurons driven by the retina and inhibitory interneurons, which also receive retinal input. The interneurons are supplemented by another class of nearby (extrinsic) inhibitory neurons in the thalamic 1 Functional group: A principle in sensory system design is division of labor within a modality to specialize for processing particular sensory attributes. For vision, implementation of this division of labor is accomplished by establishing parallel pathways, which begin in the retina and remain largely parallel into the cortex. Each of these parallel pathways would have a private and unique view of the world as they key on particular sensory attributes (differently biased 'snapshots' of the same world). These parallel pathways were originally X-and Y-cells in the cat, distinguished by whether or not the retinal ganglion cell summed luminance across its receptive field (linear, X) or not (Y; Enroth-Cugell and Robson, 1966) . Later, a 'W' path was identified based on 'sluggish' response (Cleland and Levick, 1974) . The XYW designation has a number of correlates including ganglion cell morphology and axonal conduction velocity. A different designation exists in the monkey: magnocellular, parvocellular, and koniocellular pathways. All of these also have correlates with ganglion cell morphology and axonal conduction velocity. Whereas these three pathways dominate the literature, it is significant that the total number of parallel pathways leaving the retina may actually exceed 15 (cf. Gollisch and Meister, 2010) . For a recent review of the 'traditional' magnocellular/parvocellular/koniocellular pathways (which likely accounts for nearly all of the retinal projection to the LGN); see Nassi and Callaway (2009). reticular nucleus (TRN) that form a local recurrent inhibitory loop in which collaterals of the projection neurons drive TRN cells, which then inhibit LGN relay neurons (recurrent inhibition). Of potential significance is the observation that both the corticogeniculate and brainstem inputs make synaptic contact with LGN projection neurons and interneurons (e.g. Ahlsen et al., 1984; Van Horn et al., 2000) . This allows for sign reversal. Second, the types of receptors associated with each brainstem input can also shift, adding intrigue. For example, a brainstem input to a projection neuron can produce an EPSP, whereas axons from that same input can initiate an IPSP on an interneuron (McCormick and Prince, 1987; McCormick and Pape, 1988; Hu et al., 1989a,b; McCormick, 1989) . Influence on the relay cell is the same, but via different circuits.
Putative LGN functions Parsing retinal inputs for selective access by nonretinal inputs
Axons from each eye segregate into zones in the LGN, forming the basis for its distinct laminated appearance. For many species, this parsing segregates not only by eye but also by other attributes, including distinctions between linear/nonlinear summation (X/Y), response vigor (X/Y vs. W), spectral selectivity (magnocellular, parvocellular, and koniocellular), or center polarity (oncenter vs. off-center). Schiller and Malpeli (1978) proposed that such 'housekeeping' allowed efficient access of nonretinal inputs to selective populations of retinal groups. This is supported by observations from Sawai and colleagues (1988) in which EEG arousal robustly increased spontaneous and visually evoked activity in the parvocellular C-layers 2 of the cat's LGN, whereas such arousal increased visually evoked but had no influence on spontaneous activity in the A-layers. The interpretation was that brainstem influences differentially affect parvocellular C-layer vs. A-layer cells. This observation is consistent with anatomical studies showing different densities and differential targeting of nonretinal axons to different subdivisions within the LGN complex. This includes differences in brainstem targeting (Ahlsen, 1984) and selectivity and density of corticogeniculate axons for specific layers (Robson, 1984; Murphy and Sillito, 1996) . Recent results in monkey indicate that corticogeniculate neurons can be segregated by their adherence to magnocellular, parvocellular, and koniocellular properties (Briggs and Usrey, 2009) . This physiological observation is consistent with anatomical observations that corticogeniculate neurons can originate in separate sublaminae in layer VI and selectively target, e.g. magnocellular, parvocellular, and koniocellular layers in the LGN (Lund et al., 1975; Conley and Raczkowski, 1990; Fitzpatrick et al., 1994; Ichida and Casagrande, 2002; Ichida et al., 2014) .
Comment
Details of morphological features of the LGN fill volumes, and textbooks tend to devote significant space to these details. Speculation on design rationale is scant. Economic packaging is attractive, but as with much of the morphological detail in the brain, we are at a loss to explain why this particular construction is best. The LGN appears to have emerged with vertebrates as the lamprey (a primitive vertebrate) possesses a retinal-recipient nucleus (Kosareva, 1980; Butler, 1994a ) that projects into the pallidum and additionally boasts a return projection from that pallidal region (i.e. corticogeniculate; Butler, 1994b Butler, , 2008 . For reasons that are not clear, it seems vertebrates never invested much real estate in processing at this level of the diencephalon; i.e. the LGN remains compact across all species, retinotopy is the rule, and the retina-recipient neurons are also the cortically projecting neurons. It is understandable that processing capabilities are constrained in the retina; i.e. light must pass through the retinal layers before impinging on rods/cones, so investing in more neurons in the retina would take a toll on optics. It is not clear why investment in processing is so minimal at the level of the LGN; real estate, for whatever reason, must be at a premium. When LGN axons reach visual cortex, expansion is sizeable, pushing 1.5 orders of magnitude (volume ratio V1/LGN; Blasdel and Fitzpatrick, 1984) , and things change markedly. A telling observation is that activity in the LGN of a monkey viewing a video of animals at the zoo averages ~20 spikes/s, whereas activity in visual cortex during viewing of the same movies averages < 1 spike/2 s (Weyand and Dong, unpublished; but see Vinje and Gallant, 2002) . On a more general note regarding LGN design, layering by eye is common, but it The retina drives LGN neurons, and these LGN neurons drive visual cortex. This neuron was driven by a single retinal input, a common observation. (B) The first 18 EPSPs have been aligned to show that both 'successes' (EPSPs that generated spikes, indicated in red) and 'failures' (EPSPs that failed to generate spikes) emerge from the same event (amplified in c to show greater detail). Overall, this LGN neuron operated near 50% efficiency (54% over ~1 h). The retinogeniculate synapse is among the most powerful in the brain. The puzzle: What is the benefit of ignoring half of the impulses the retina sends it? (From Weyand, 2007) .
definition, the LGN is retina-recipient. However, the most ventral layers of the cat's LGN (small cell layers referred to as C3 and C4) are not. Apparently, latitude is given to this structure due to its morphological similarity and proximity to other retina-recipient layers immediately dorsal. These small ventral layers receive visual input from the superior colliculus (Harting et al., 1991) .
Amplification/integration of retinal signals
Connecting retinal axons to LGN neurons can be a simple one-to-one wiring of excitatory connections but more often involves feedforward inhibition, amplification of signals via multiplexing in which one retinal ganglion cell now drives multiple LGN neurons, and integration in which multiple retinal axons converge on a single LGN neuron. Each of these schemes (illustrated in Figure 3 ) undermines the 'relay' label. Feedforward inhibition ( Figure 3A , e.g. Lindstrom, 1982) refers to the inhibition emerging from retinal collaterals making synaptic contact with inhibitory interneurons. There are two types of feedforward inhibitions based on the origin of the retinal input. In one, a retinal collateral makes synaptic contact with an inhibitory interneuron, which then makes synaptic contact onto an LGN relay cell that also receives a direct excitatory input from the same retinal ganglion cell (e.g. Dubin and Cleland, 1977; Lindstrom, 1982; Mastronarde, 1987b; Blitz and Regehr, 2005; Lindstrom and Wrobel, 2011; Vigeland et al., 2013) . In the second, a retinal collateral of one sign makes synaptic contact with an inhibitory interneuron, which then makes synaptic contract with a relay cell of the opposite sign (Mastronarde, 1987b; Wang et al., 2011; Martinez et al., 2014) . The former version creates temporal diversity and a type of LGN neuron that does not exist in the retina (the lagged cell; Mastronarde, 1987a,b) , whereas the latter enhances the surround and is a form of lateral inhibition. It is important to note that the first form of feedforward inhibition is not exclusive to lagged cells, it is just that this form of inhibition dominates the cell's response (discussed below). Figure 3B shows a situation of simple multiplexing in which collaterals from a single retinal axon innervate and drive multiple LGN principal cells. Such circuitry serves to amplify ganglion cell influence. Figure 3C shows a variation of this theme in which collaterals from several individual retinal ganglion cells multiplex yet then converge on individual LGN neurons (integration). Integration obviously produces receptive fields that do not exist in the retina. Amplification and integration are significant operations that alter the computational potential of retinal is sometimes described as hidden (Hayhow et al., 1962) ; i.e. the layers do not appear to have fiber boundaries. In the rat and rabbit, ipsilateral retinal fibers terminate within a restricted zone with no obvious morphological boundaries. Further, whereas layering typically segregates retinal fibers from each eye, the ipsilateral representation in the rat includes some contralateral retinal fibers, with the result being most neurons in the ipsilateral zone are binocular (Grieve, 2005 Llinas and Jahnsen, 1982) , or different complements of corticogeniculate/ brainstem inputs. Any of these, singly or in combination, could alter the propensity for causing the LGN neuron to spike, endowing the circuit with significant computational potential. Because each of these LGN neurons would be driven by the same retinal ganglion cell, synchrony is likely significant (e.g. Alonso et al., 1996) . Presence or absence of the degree of synchrony converging on single cortical neurons would have obvious implications on cortical activity (i.e. temporal summation; Usrey et al., 2000; Alonso et al., 2001; Bruno and Sakmann, 2006; Wang et al., 2010) . Integration of retinal inputs creates receptive fields in the LGN that have no retinal counterpart. Interactions between two LGN neurons receiving multiple retinal inputs with one input shared generates 20% more information when coincident output spikes are treated as a separate channel (Dan et al., 1998) . Mastronarde (1992) demonstrated an interesting interaction between two retinal inputs that is nonintuitive and instructive. A Y-cell in layer A was driven by the convergence two retinal Y-cells of the same polarity. Surprisingly, the resulting LGN receptive field was not any larger than either retinal receptive field and the center was located half-way between the receptive field centers of the two retinal inputs. He was able to search the retina to show that the two retinal inputs were neighbors. The LGN receptive field effectively 'filled in' the gap between the two retinal ganglion cell centers. It is not clear how commonly this occurs, nor is the synaptic mechanism known. Nonetheless, it shows a clever way the Y-cell pathway can increase resolution based on common events between overlapping retinal fields. Aspects of integration from nonretinal inputs form the basis for all of the remaining putative LGN functions.
The degree to which retinogeniculate circuits are invested in amplification and integration varies with species and parallel channel. The monkey appears simplest, likely not deviating far from a 1:1 relation between retinal ganglion and LGN neuron. Morphology indicates feedforward inhibitory circuits exist (Wilson, 1989) , but amplification and integration of retinal signals appear minimal. A strong indicator that integration of retinal inputs is minimal in the monkey is analyses of S-potentials, 3 the extracellular 3 The 'S' or synaptic potential (Bishop et al., 1962) is the retinal EPSP. It is so prominent it can be observed when recording near the cell body using moderately high-impedance microelectrodes. Whereas the EPSP should be extracellular negative, the S-potential is positive. This is most likely because the dendritic sink associated with EPSP produces a sizeable and focused synaptic source at the soma (cf. Bishop et al., 1962) . Weyand (2007) did a quantitative analysis showing that for most LGN neurons, S-potential intervals conform to interspike interval distributions observed among retinal ganglion cells. Further, whereas S-potential amplitude can vary twofold among single retinal input neurons (cf. Wang et al., 1985) , Weyand (2007) showed that this amplitude variation correlates exactly with events expected from an EPSP; i.e. it is larger when the neuron is expected to be hyperpolarized or if the EPSP interval is long (the retinogeniculate synapse is 'depressing'; Turner and Salt, 1998) .
signature of the retinal EPSP (e.g. Figure 1 ; Bishop et al., 1962; Kaplan and Shapley, 1984; Weyand, 2007) . In the monkey, the S-potential is most often attributed to originating from a single retinal ganglion cell. The S-potential receptive field matches the eccentricity and polarity of the simultaneously monitored LGN neuron, its interspike interval distribution matches that of a single retinal ganglion cell, and when S-potentials are observed, the initial slope of nearly all LGN spikes matches the initial slope of the observed S-potential (Lee et al., 1983; Kaplan and Shapley, 1984; Sincich et al., 2007) . Interspike interval match is critical; the presence of an S-potential from a second retinal ganglion would yield many intervals < 1 ms (cf. Figure 4 , Weyand, 2007) . Whereas S-potential analysis argues that most LGN neurons are driven by a single retinal ganglion cell, it indicates nothing about the ability of the retinal ganglion cell to drive multiple projection neurons (multiplexing). This too is likely minimal. Michael (1988) recorded from and filled > 100 optic tract axons and their terminal arborization into the LGN. None of axons terminated in more than one layer, and the termination patterns were tiny (e.g. 40 × 100 um) for parvocellular neurons and about double that area for magnocellular neurons. This observation would appear to minimize multiplexing. In addition, to a first approximation, the number of retinal ganglion cells projecting to the LGN matches the number of LGN projection neurons (Schein and de Monasterio, 1987; Spear et al., 1996) . Since LGN receptive field sizes closely match their retinal counterpart, this would also minimize integration. Thus, in the monkey, S-potential analysis argues that each LGN neuron is driven by a single retinal ganglion cell and that the size of terminal fields and relative numbers of retinal ganglion cells to LGN neurons are consistent with the assertion that each retinal ganglion cell is driving one and only one LGN relay neuron. Multiplexing is possible but, given the numbers, is likely minimal. The cat is different. Integration is common, especially among Y-cells. Mastronarde (1992) concluded that ~33% of Y-cells in the A-layers were single input (based on recording from retinogeniculate pairs). Based on cross-correlations of spikes among LGN pairs, Alonso and colleagues (Yeh et al., 2009 ) reached a number of < 10% as being single input. Robson (1993) reconstructed retinal innervation to presumptive Y-cells (Class 1; Guillery, 1966) and observed that it was common for those cells to receive from multiple retinal axons (integration) and for the axons to innervate multiple LGN cells (multiplexing). It is well accepted that LGN Y-cells outside the A-layers receive converging Y-cell input and the receptive fields are much larger than any one of their retinal inputs (Kratz et al., 1978; Dreher and Sefton, 1979; Yeh et al., 2009 ).
Among X-cells, Mastronarde (1987b) observed that ~80% were driven by a single retinal input. This number aligns well with that of investigators dependent on S-potential records to infer numbers of retinal inputs (e.g. Coenen and Vendrik, 1972; Kaplan and Shapley, 1984; Wang et al., 1985; Weyand, 2007) . The degree to which retinal ganglion cells converge on LGN neurons is not without controversy (see Comments, below), but there seems to be reasonable agreement that few Y-cells are driven by a single input, and many, if not most, X-cells are driven by a single input. Multiplexing of retinal input in the cat's LGN is rampant. Compared to the monkey, divergence of retinal axons within layers and across layer is striking Michael, 1980, 1984; Sur et al., 1987) . Single Y-axons from the contralateral eye innervate the magnocellular portion of layer C, layer 1 of the MIN, and the A-layers. Amplification of retinal X-cells and especially retinal Y-cells is impressive. Each retina contains 1700 Y-cells; each LGN contains > 70,000 Y-cells in the A-layers alone (Peichl and Wassle, 1979) . Each retina contains 60,000 X-cells; each LGN, > 200,000 (Wassle et al., 1981b ; with 90%+ in the A-layers). This yields a > 40-fold amplification among Y-cells and a > 3-fold amplification among X-cells.
Coverage factor is a term related to amplification of retinal signals and refers to the number of neurons that effectively 'see' a given point in space. It is an integral property of parallel circuits: each pathway should have coverage across the retina, allowing each pathway its own complete 'snapshot' of the world. This snapshot also accommodates overlapping and complementary 'on' and 'off' pathways (i.e. each point is 'seen' by at least one on cell and one off cell). Coverage factor is best documented in the cat. For Y-cells, there is an exquisite lattice that forms for on-center Y-cells and another for off-center Y-cells (Wassle et al., 1981a,b) . Even though this arrangement would seemingly yield a coverage factor of 1 for each, physiological mapping places the number closer to 2; i.e. every point in space is seen twice by the on-center Y-cells and twice by the off-center Y-cells (Borghuis et al., 2008) . This observation is attributed to extensive dendritic overlap between Y-cells; i.e. close inspection indicates that the lattice is overlapped. As just discussed, for the Y-cells, the > 40 amplification observed among Y-cells in the LGN now bumps coverage factor to > 80; i.e. any point in space is represented 80 times or more in the cat's LGN. With 60,000 X-cells in each retina, Peichl and Wassle (1979) had a coverage factor of 7-10. As described by Stanley and colleagues (1999) , this may be conservative as it references centers only, and they then doubled the estimate (15) (16) (17) (18) (19) (20) . However, they then underestimate the ratio of LGN to retina X-cells (1.5, instead of 3) to arrive at an estimate of 20-30 for the LGN. For the X-cells, this estimate is likely conservative.
The cat's LGN appears to be more wedded to amplifying and integrating retinal signals than the monkey, and this is a major difference between the two species. There is much less known regarding retinogeniculate wiring in other species. Conley and colleagues (1987) examined retinal termination patterns in the LGN of the bush baby and tree shrew. Overall, the patterns were restricted to single LGN layers with terminals highly restricted, suggesting minimal convergence and multiplexing. In contrast, in analyzing S-potentials in the rat, I failed to identify a single LGN neuron that received from a single retinal input (0/16, unpublished).
Comments
All retinal ganglion cells do not project to the LGN, presumably reflecting a division of labor among parallel circuits. In the monkey, ~90% of retinal ganglion cells project to the LGN (Perry et al., 1984) . This includes magnocellular, parvocellular, and koniocellular retinal axons but, apparently, not all magnocellular and koniocellular neurons. The magnocellular retinal ganglion cells projecting to the superior colliculus do not appear to have collaterals to the LGN (Schiller and Malpeli, 1977) . Similarly, Schiller and Malpeli (1977) described a slow-conducting (koniocellular) group of retinal ganglion cells that did not target the LGN. This physiological study seems consistent with HRP studies. Both Michael (1988) and Perry and colleagues (1984) seem emphatic that the axons destined for the LGN were exclusive. In the cat, in which ~75% of retinal ganglion cells project to the LGN (Illing and Wassle, 1981) , there seems to be consensus that, certainly, Y-cells branch to innervate both the LGN and superior colliculus, as well as some X-cells innervating both layer A and continuing into the midbrain (Bowling and Michael, 1980; Sur et al., 1987) . Whereas there is no direct evidence that retinal W-cells do not branch to innervate both LGN and superior colliculus, morphological analysis suggests that there are two classes of retinal W-cells, with one targeting the LGN and the other targeting the superior colliculus (Stanford, 1987) . A suggestive phylogenetic trend is revealed when the rat is considered: only ~28% of retinal ganglion cells project to the LGN (Dreher et al., 1985) . The most encephalized species, the monkey, has invested greatly in the retinogeniculate pathway, whereas the least encephalized in this group, the rat, has invested the least.
Consensus regarding retinogeniculate wiring in the cat seems lacking. This is especially pronounced when trying to sort out wiring among the X-cells. Whereas the original retina-LGN paired recordings did not distinguish X-and Y-cells (Cleland et al., 1971; Levick et al., 1972) , a figure of 8% of LGN neurons being driven by a single retinal ganglion cell seems low compared to the figure of Mastronarde (1987b; Mastronarde 1992 ; ~80% of X: ~33% among A-layer Y-cells), who studied retina-LGN pairs and had a large sample. In discussing this discrepancy, Mastronarde (1987b) attributes at least part of this to LGN Ca ++ bursts in which a single retinal EPSP can trigger a burst (2-5) of spikes (Wang et al., 1985; Wang et al., 2007) . Since the underlying biophysics of bursting was not understood at the time, this would have significantly lowered the estimate of LGN cells driven by a single retinal ganglion cell. It is therefore significant that Cleland published a subsequent paper (Cleland and Lee, 1985) studying connected retina-LGN pairs that arrived at a much higher fraction even if the sample was small (12/20 LGN neurons). In an anatomical study requiring herculean effort, Hamos and colleagues (1987) filled an axon from a retinal X-cell and tracked its termination in layer A. Because they could identify both labeled and nonlabeled retinal terminals, they could also determine retinal convergence. The labeled axon innervated fourlayer A neurons providing 100% (176/176 of retinal synapses), 49% (21/43), 33% (51/155), and 6% (12/194) of the retinal input of these cells. This clearly showed multiplexing and integration; unfortunately, it was only one axon. Usrey and colleagues (1999) analyzed 12 LGN neurons in the A-layers using a low-impedance electrode array in the LGN and a microelectrode in the retina. Only 1 of the 12 LGN neurons appeared to be dominated by a single input (and they subtracted bursts). It is not clear why their fraction was so low, but the low-impedance LGN electrodes may have introduced a bias. To summarize, monkey LGN cells appear to be driven by a single retinal ganglion cell (assessed by S-potentials and consistency with anatomical observations), LGN Y-cells in cat are most commonly driven by multiple retinal ganglion cells (cross-correlation, anatomical observations), LGN X-cells in cat are most commonly driven by a single retinal ganglion cell (intracellular records, S-potentials; available anatomical data less convincing; cf. Hamos et al., 1987) , and LGN cells in the rat are perhaps never driven by a single retinal ganglion cell (Weyand, unpublished) . In addition, multiplexing of retinal input in the cat is rampant and would appear minimal in the monkey (based on cell number).
The divergence of retinal Y-cell axons across layers includes projections into the MIN, a structure exclusive to carnivores. Malpeli and colleagues showed that retinopy in the MIN is largely restricted to the reflective tapetum (Lee et al., 1984) , prompting them to suggest that the MIN is specialized for dim-light vision. Follow-up studies showed that MIN Y-cells exhibit a sensitivity advantage of ~0.25 log units (Lee et al., 1992; 
over non-MIN
LGN Y-cells. This neural sensitivity aligns well with the cat's behavioral sensitivity . They argue that the MIN wiring design endows the cat with an advantage at low light levels. Its evolutionary persistence is testament to this advantage and suggests that alternative wiring within the non-MIN LGN to achieve equivalent sensitivity would compromise other visual functions (cf. Lee et al., 1992; ).
Feedforward inhibition is not universal. In the monkey, morphologic analysis indicates inhibitory terminals among magnocellular retinogeniculate synapses, but not parvocellular (Wilson, 1989) . This correlates with the observation that the monkey's magnocellular layers contain ~15% interneurons vs. ~4% in parvocellular layers (Hamori et al., 1983; Montero and Zempel, 1986) . In the cat, feedforward inhibition is strongly associated with X-cells (by both physiological and anatomical criteria) and, to a lesser degree, Y-cells (anatomical observations; Datskovskaia et al., 2001 ). In the rabbit, feedforward inhibition in the retinogeniculate circuit appears to be absent (Lo, 1981) . As discussed above, feedforward inhibition has two forms: one that contributes to temporal diversity and involves collaterals of the same retinal axon and another that contributes to an enhanced surround and involves collaterals of retinal axons of opposite polarity. This latter form introduces a level of lateral inhibition that does not exist in the retina. Of potential significance in brain design is that at each level beyond the retina, the strength of lateral inhibitory circuits appears to increase, and this increase can be measured by the strength of visual masking at each level (Macknik et al., 2000; Macknik and Martinez-Conde, 2004a,b) . Visual masking refers to the diminished visibility of a target achieved by flanking the target with high-contrast stimuli immediately before (forward-masking) or immediately after (backward-masking) target presentation.
Luminance/contrast gain control
Contrast is a measure of the variation in light intensity (luminance) across a local patch of the visual field. In the natural world, even when restricted to photopic conditions, changes in local texture expressed in luminance or contrast can vary by orders of magnitude. To maintain sensitivity, coding for absolute intensity is discarded (although it requires adaptation), and contrast rescales to local conditions. Both of these are implemented by rapidly adapting mechanisms. In free-viewing, we typically shift gaze ~3 times/s, and the changes in luminance and contrast of the images falling on a retinal ganglion (or LGN) receptive field often exceeds an order of magnitude (Mante et al., 2005) . Light adaptation occurs mostly in the retina and works to effectively cancel out changes in luminance that occur as the eye shifts from scene to scene. Contrast adaptation begins in the retina and continues into visual cortex. Contrast gain control provides a mechanism by which sensitivity is more evenly distributed across changes in contrast range: maximal at low contrast, minimal at high contrast. This yields a scaled output sensitive to local conditions, not absolutes: an efficient, dynamic design to characterize texture and structure, not levels of brightness. Contrast gain control can be observed in retinogeniculate transmission in which efficacy shifts with contrast (Kaplan et al., 1987; Cheng et al., 1995) . Carandini and colleagues (Mante et al., 2008) showed that models incorporating simple RC circuits to mimic both luminance and contrast gain doubled the accuracy of spike prediction in the LGN. Sherman (2004) has suggested that the triadic glomerulus (convergence of retina, interneuron, and brainstem terminal; Szentagothai, 1963; Famiglietti and Peters, 1972) common in the A-layer of the cat is an implementation of a mechanism for contrast gain control. Sherman's (2004) speculation is based on the observation that the glomerulus contains excitatory inputs from the retina, disynaptic inhibition of that retinal input (feedforward inhibition, Figure 3A) , and a metabotropic glutamate receptor (mGlu5) that closes a K + 'leak' channel, depolarizing the interneuron and increasing its GABA 'drip' onto the relay cell. This receptor is not active at low levels of retinal activity but activates at high levels. As such, the increased inhibition on the relay cell would decrease the gain of retinogeniculate transmission.
Comment
Magnocellular and parvocellular neurons in the retina and LGN differ sharply in contrast gain control. At low contrast, magnocellular neurons are much more sensitive than parvocellular neurons. However, magnocellular neurons begin to saturate for contrasts above ~0.1, whereas parvocellular neurons maintain a linear relation that was still not saturated at 0.64 (highest contrasts used; Kaplan and Shapley, 1986 ). As discussed above, when viewing natural scenes, significant shifts in luminance and anatomical. References to state-dependent transmission can be traced to the early 1950s (reviewed in Burke and Cole, 1978) , not long after Moruzzi and Magoun's (1949) original description of the RAS. Gating by state and enhanced transmission within state are well accepted. However, there remain several related issues worthy of comment.
Efficacy in wakefulness is often well below 100%
Whereas it is expected that wakefulness improves efficacy over sleep and anesthesia, episodes at 100% efficacy for most cells are brief ( < 1 s). Reality has efficacy closer to 50%, a striking departure from Coenen and Vendrik's (1972) assertion that wakefulness would normally yield efficacy near 100%. Weyand (2007) observed an overall level of efficacy of 50% in the awake cat, curiously the same level of efficacy observed by Sincich and colleagues (2007) in the anesthetized monkey. 4 There is an irony in the naïve suggestion that efficacy would be 100% in wakefulness: the LGN would become the retina. This does not happen as the LGN is engaged in some sophisticated filtering (the focus of this review) that well exceeds something akin to an 'on-off' switch associated with a sleep/wake dichotomy.
'Spontaneous' activity may not increase with arousal
Whereas activating reticular circuits enhance visually driven activity, the degree to which EEG arousal increases spontaneous LGN activity is not clear. Singer (1977) had proposed that reticular activation (which would cause EEG arousal) would cause a global disinhibition of LGN relay cells, increasing activity. This proposal arose from effects he observed following electrical stimulation of the reticular formation in encephale isole cats. This was not observed in awake rabbits. EEG arousal enhanced retinogeniculate transmission during visual stimulation but had no influence on activity with visual stimulation absent (spontaneous activity; Swadlow and Weyand, 1985) . The distinction is important as global disinhibition would raise the level of 'noise' in the LGN as well as signal, diminishing the signal-to-noise ratio. If global disinhibition did not raise spontaneous activity, arousal could and contrast occur with every saccade, tripping luminance and gain control mechanisms and complicating modeling. When luminance is fixed and contrast is constrained, modeling is greatly simplified. Dan et al. (1996) were spectacularly successful at LGN spike prediction using a simple linear model with mean luminance fixed and contrast confined to a narrow (linear) range. The study by Mante et al. (2008) , referenced above, shows that luminance and contrast can be incorporated successfully when luminance/contrast is held within the range associated with viewing natural images.
Though not often discussed, the retina contains luxotonic neurons, i.e. neurons whose output is proportional (or inversely proportional) to light intensity and adapts very slowly, if at all. Whereas earlier studies suggested that these neurons might be restricted to targeting the suprachiasmatic nucleus of the hypothalamus (mediating circadian rhythm) or the pretectum (mediating the pupillary reflex), more recent studies have demonstrated such neurons can target the LGN (certainly in mice; e.g. Brown et al., 2010) . Because the extreme sustained nature of these neurons makes them memorable, unless there is some recording bias, it would seem unlikely that such neurons occur in primates and cats with any frequency.
Retinogeniculate gain control by state, level of arousal, and attention
State affects efficacy, the ratio of LGN spikes/retinal spikes. Efficacy increases as state moves from slowwave sleep to REM-sleep or wakefulness (e.g. Sakakura, 1968; Livingstone and Hubel, 1981; reviewed in McCormick and Bal, 1997) . Within wakefulness, efficacy can be further increased by arousal and attention (Swadlow and Weyand, 1985; Sawai et al., 1988; O'Conner et al., 2002; Casagrande et al., 2005; Bezdudnaya et al., 2006; McAlonan et al., 2008) . Such gain control is not detectable at the retina (Swadlow and Weyand, 1985) . The underlying mechanism seems well documented: changes in activity of the reticular activating system (RAS) depolarize LGN relay cells either directly from brainstem afferents (Singer, 1977; McCormick and Prince, 1987; Hu et al., 1989a,b) or indirectly via inhibition of inhibitory interneurons (McCormick and Pape, 1988) .
Comment
Gating by state is well accepted and has been the subject matter of numerous (100s) of investigations, physiological have the effect of raising the signal (enhanced visually driven activity) while leaving noise the same. This conclusion drawn from the awake rabbit was also supported by observations in layer A of the paralyzed, unanesthetized cat, but not in the parvocellular C-layers (Sawai et al., 1988 ; described above). Whereas it may seem nonintuitive that arousal would selectively enhance visually driven, but not spontaneous, activity (i.e. how would an LGN neuron know the difference?), one explanation might be temporal summation of retinal input. Visual stimulation drives retinal ganglion cells at high firing rates, producing short interspike intervals. Short interspike intervals in retinal ganglion cells are much more likely to drive LGN cells than long intervals (Singer et al., 1972; Mastronarde, 1987b; Usrey et al., 1998; Levine and Cleland, 2001; Rowe and Fischer, 2001; Kara and Reid, 2003; Sincich et al., 2007; Weyand, 2007) . Since spontaneous (i.e. no visual stimulation) activity contains (on average) longer retinal interspike intervals, and arousal has no effect on retinal activity (Swadlow and Weyand, 1985) , it would be reasonable that arousal would have minimal influence on LGN spontaneous activity.
Long interspike intervals from retina succeed at much higher rates in wakefulness
Despite short retinal interspike intervals being much more successful than long intervals in driving LGN spikes in both wakefulness and anesthesia (above), a major difference in wakefulness is that long intervals can succeed at levels unknown in anesthesia. If 50 ms goes by since the last retinal EPSP, the next retinal EPSP will successfully trigger an LGN spike < 2% of the time in anesthesia (e.g. Sincich et al., 2007) ; in wakefulness, success occurs 13% of the time (Weyand, 2007) . In that study, for 9/12 neurons, intervals at 60 ms were successful > 10% of the time, with 2 hovering around 40% efficacy. With possible exceptions noted (e.g. a Y-cell; Cleland and Lee, 1985) , such efficiency would not occur in anesthesia.
'Bursts' are related to sleep; rare in wakefulness Early reports (e.g. Hubel, 1960 ) commented on how LGN activity during slow wave sleep was 'bursty' and relatively steady ('tonic') during wakefulness. McCarley and colleagues (1983) did a quantitative analysis of the burst/ tonic behavior among LGN neurons, but only speculated on underlying mechanisms. The combination of Llinas and Johnsen's (1982) discovery of a biophysical basis for 5 Bursts of action potentials here are the consequence of activation of the low-threshold Ca ++ current. However, under most extracellular recording situations, this underlying calcium event cannot be observed. Lu et al. (1992) did an intracellular study in which they observed that if two or more spikes occur in a cluster in which the first two interspike intervals are < 4 ms, and that period is preceded by 100 ms of quiescence, the probability that the observed burst is riding the low-threshold Ca ++ event is 99%. This is the statistical criteria most commonly used by extracellular investigators. In reality, the Ca ++ depolarization can be observed extracellularly, but the electrode impedance should be high and the low-frequency cutoff should be low (e.g. 1 Hz; McCarley et al., 1983; Weyand, 2007). bursting via activation of a calcium channel (t-type) and Crick's (1984) speculative essay triggered an interest in bursts as a special signal in visual processing (reviewed in Sherman, 2001 ). An interesting property of the t-type channel was that activation required a nominal period of hyperpolarization (called deinactivation) to 'cock the trigger': cause the channel to activate on the next retinal EPSP. T-type calcium channel-mediated bursts are unusual in wakefulness because the membrane potential tends to be depolarized (Hirsch et al., 1983) ; they are common in slow-wave sleep because the membrane potential tends to be hyperpolarized (Hirsch et al., 1983; reviewed in McCormick and Bal, 1997) . Crick (1984) suggested that as vigilance wanes, the membrane potential would hyperpolarize, enabling the calcium channel to trigger on the next retinal EPSP, yielding a burst of action potentials. This burst serves to alert the cortex and bring it back to a vigilant state and the LGN back to tonic mode. Potentially revolutionary was that thalamic neurons could have 'modes' (burst and tonic) associated with perceptual processes. The simple alternative was that bursts were reserved for sleep (when, of course, visual perception was not occurring) and the tonic mode for wakefulness. Experiments in the LGN of awake cats and monkeys established bursting occurs in wakefulness 5 (Guido and Weyand, 1994; Ramcharan et al., 2000; Weyand et al., 2001 ). Most significant was that burst probability could be manipulated by visual stimulation (Guido and Weyand, 1994; Weyand et al., 2001 ). Guido and Weyand (1994) noted that the first response to a drifting grating involving several cycles was more likely to produce a burst than subsequent cycles. This was consistent with the idea that the first stimulus issued the 'wake-up call' to the cortex, which then exerted its influence on the LGN neuron to convert from burst to tonic mode. While indicting, it was also true that stimulus size increased burst probability, an observation that the increase was as likely associated with manipulating on/off polarity as issuing a wake-up call (e.g. Coenen and Vendrik, 1972 , show an obvious burst associated with on/ off polarity reversal in their Figure 2 ). It is significant that McAlonan and colleagues (2008) showed robust enhancement with attention yet do not mention any link to bursting, even though Crick's (1984) paper is cited. Species and thalamic nuclei are significant variables regarding burst probability in wakefulness, limiting generalizability. In the LGN of the awake monkey, bursting is unusual (well below 1% of spikes; Ramcharan et al., 2005; Ruiz et al., 2006) . In fact, among a cluster of dorsal thalamic nuclei including VPM, MGN, and pulvinar, the frequency of bursting in the LGN is the lowest by far (Ramcharan et al., 2005) . Bursts in the LGN of the awake cat constitute 1% or fewer of spikes (Weyand et al., 2001; Weyand, 2007) . In contrast, bursts in the awake rabbit's LGN appear frequent, under the right conditions exceeding 10% of spikes (Bezdudnaya et al., 2006) . Further, Swadlow and Gusev (2001) showed that burst structure is particularly conducive to activating thalamocortical circuits in the awake rabbit. Whereas future investigations with different experimental design might align better with Crick's (1984) ideas, current results suggest that for the monkey at least, bursting in the LGN plays no special role in visual attention.
Implementation of the principle of graceful degradation
Efficient pattern recognition algorithms are not unidirectional. Neurons in layer VI of visual cortex provide a large feedback projection to the LGN and the adjacent TRN (~30% of synapses; Erisir et al., 1997; Van Horn et al., 2000) . The mammalian retina has no equivalent circuit; it is essentially unidirectional. This is a big difference, providing an obvious substrate by which LGN activity separates from the retina. Similar to brainstem inputs to the LGN, anatomical and physiological studies devoted to unlocking the secrets of the corticogeniculate pathway also number in the 100s. The principle of graceful degradation comes from artificial intelligence and ties a rationale to this feedback loop. It effectively allows heuristics and context from a higher level (visual cortex) to shape processing at the lower level based on processes initiated at the lower level. In essence, it puts sensory input into the proper perceptual 'ballpark'. An initial inkling regarding structural identity (e.g. 'is that a cat or a meatloaf?') should be passed to the next stage, which then feeds back on that prior stage to improve the guess by providing context based on the pattern of initial activation within cortex (presumably, a broad parallel thalamocortical volley, reflecting a visual scene) combined with higherlevel heuristics associated with cognitive set (e.g. 'I'm looking at the kitchen counter'; reviewed in Gilbert and Li, 2013) . Experimentally, with cortical feedback intact and visual stimuli employed that exceed the classical center and surround, LGN neurons are more selective in their responses relative to when visual cortex is inactivated (Sillito et al., 1993; Cudeiro and Sillito, 2006; Jones et al., 2012; Andolina et al., 2013; see review, Sillito et al., 2006) . Particularly striking are changes in selectivity associated with two sets of gratings drifting in orthogonal directions: one confined to the classic center and surround the other, absent from the center/surround, but occupying the next ~20° . Without cortex, responses were strong, but variable. With cortex intact, activity was significantly decreased, but responses were less variable (and more selective). The effect is reminiscent of Vinje and Gallant's (2002) observations in V1. Increasing stimulus size decreases response but increases information (bits/ spike) and selectivity ('sparseness'). An additional observation is that with cortex intact, variance in initial visual responses is smaller and synchrony among LGN neurons of the same sign with disparate receptive fields markedly improves when a common edge cuts across both fields (Andolina et al., 2007) .
Comment
Based on faith in the importance of sheer numbers, one might expect the contribution of the corticogeniculate path to LGN activity to be substantial. Therefore, initial studies indicating relatively paltry changes associated with inactivating visual cortex on LGN receptive fields (reversible inactivation: e.g. Baker and Malpeli, 1977; Geisert et al., 1981) must have been disappointing. These studies concentrated on changes in excitability associated with the classic center and surround, not the extended field, and not relative synchrony between LGN neurons. As highlighted above, robust effects emerged when stimuli included large stimuli that went well beyond the classic center and surround, and increased synchrony appeared when investigators began looking for such effects.
The observation that cortical inactivation could robustly affect LGN excitability, including synchrony, is a major separator of the retinal ganglion from the LGN neuron. This is particularly significant when coupled with the fact that LGN activity is exclusively coupled to its retinal drive. Cortex operates as an agent that prunes retinogeniculate activity into a more selective product; we assume it is anything but arbitrary. An impressive observation regarding potential limits of this selectivity was provided by Richmond and colleagues (Gawne et al., 1991; McClurkin et al., 1991a,b) . As a monkey fixated a spot, a checkerboard-like (Walsh) pattern was placed over the receptive field. The pattern was placed such that either a white or black rectangle covered the classic center; the rest of the pattern encompassed the classic surround and beyond. Sixty-four Walsh patterns were pseudo-randomly presented. What is most amazing is that each of the 64 patterns elicited a 'signature' response that emerged in the first 250 ms from stimulus onset, a temporal coding of a two-dimensional pattern. The signatures were reliable, repeatable, and for the most part, discriminable from the other patterns. Soon after, Golomb and colleagues (1994) showed that the major components observed by Richmond's group could be reproduced in the LGN of the paralyzed, anesthetized monkey, and further, these 'signatures' were largely a product of a linear convolution of the cell's receptive field (obtained via a spike-triggered average to construct the space-time receptive field [STRF] ). Major components could be accounted for via linear mechanisms; no 'temporal code' need be invoked. To Golomb and colleagues (1994) , the observed temporal pattern is the expected 'dissipation' of a linear mechanism responding to a sudden change in luminance across its receptive field. Both studies are intriguing. The latter study indicates the specificity that can evolve from linear interactions alone; the former study serves as a catalyst to rethink coding in the early visual system. Whereas the size of cortical downflow can represent 25-30% of synapses onto relay neurons (Van Horn et al., 2000) , the fact that these neurons are orientation selective (and often, highly so, Tsumoto and Suda, 1980) indicates they are not likely to be particularly active at any time (Macknik and Martinez-Conde, 2009 ). This contrasts with retinogeniculate synapses, which tend to be very active , providing yet another reason for the weak effects of individual corticogeniculate neurons on LGN activity.
Temporal diversity
Projection neurons in the LGN show significant diversity in latency to visual response, much more than one observes in retina. This is certainly true in the cat (Sestokas and Lehmkuhle, 1988; Wolfe and Palmer, 1998) , but less apparent in monkey (e.g. Maunsell et al., 1999) . In the cat, these differences well exceed the expected diversity associated with conduction differences between X-, Y-, and W-cells. A likely source of this temporal diversity is attributable to the extensive fraction of inhibitory interneurons that also receive direct retinal input and synapse on these projection cells (feedforward inhibition). Dominating feedforward inhibition creates lagged cells (Mastronarde, 1987a,b) , a type of neuron that does not exist in the retina. Lagged cells are controversial, as they often seem ignored. For example, Sherman and Guillery (2004) review the synaptic organization of the LGN, yet lagged cells do not appear. Considering that 30-40% of LGN X-cells may be lagged (Mastronarde, 1987b; Humphrey and Weller, 1988a) , this is bizarre. Lagged cells would appear perfect for establishing temporal diversity as they are dominated by feedforward inhibition. Feedforward inhibition is well accepted, even if lagged cells are not. A lagged cell receives a driving input from retina, but that drive is commonly thwarted by the disynaptic inhibition emerging from that retinal input driving an adjacent inhibitory interneuron, which then inhibits the lagged cell ( Figure 3A ; Mastronarde, 1987b) . As Mastronarde (1987a) describes, lagged and nonlagged cells lie on a continuum, although this distribution is distinctly bimodal, with few neurons between. The lagged/ nonlagged nature of most X-cells can be readily distinguished by their response to a spot presented to the receptive field center. For an on-center cell, a 1-s on-period in the nonlagged cell shows a transient large increase in the first 100 ms followed by a steady tonic increase for the remaining period. In contrast, the on-center lagged cell tends to show an increase in activity but lacks the initial transient. The big difference is that stimulus offset typically yields a large transient response in the lagged cell that is absent in the nonlagged cell. Mastronarde (1987b) showed that lagged cells project to visual cortex via slowly conducting axons, a feature establishing their existence independent of response properties. Yet another independent feature was anatomical: glomeruli were much more numerous on lagged than nonlagged X-cells (Humphrey and Weller, 1988b) . A likely reason lagged cells are not commonly reported is that they are small (Humphrey and Weller, 1988a) , making them harder to isolate, and their responses to visual stimuli are confusing because of their dominance by inhibition. Nonetheless, several laboratories (besides Mastronarde) seem capable of finding them regularly (Heggelund and Harveit, 1990; Saul and Humphrey, 1990; Kwon et al., 1991; Saul, 2009; Vigeland et al., 2013) and they have been observed in both cat and monkey.
Temporal diversity underlies two putative LGN functions: temporal decorrelation to achieve efficient coding of retinogeniculate signals and temporal diversity to create a substrate for constructing direction-selective neurons in visual cortex.
Temporal diversity to achieve efficient coding
Ecological theories of perception hold a common theme: the statistical properties of the animal's environment prejudice the sensory envelope that defines the animal's sensitivities. Natural images, the visual patterns associated with living in the natural environment, have a number of statistical properties that set them apart from a much larger set of possible images (e.g. Simoncelli and Olshausen, 2001; Doyle and Csete, 2011) . The texture of natural images is highly redundant. When we gaze around a room or stare outside, adjacent points of any current image are likely similar intensity, i.e. highly correlated. Because we fixate for several hundred milliseconds, and because images during the fixation tend to be highly static, redundancy can be applied to the temporal as well as spatial domains (Dong and Atick, 1995b ; in fact, eye movements are by far the biggest source of image decorrelation). A reasonable hypothesis is that an important job of the early visual system (retina, LGN) is to reduce this redundancy (spatial and temporal correlations), recoding such signals into a decorrelated, efficient form (Barlow, 1961) . The concentrically organized receptive field that dominates the retina and LGN (and extends into layer IV of monkey visual cortex) efficiently reduces redundancies in the spatial and, to a lesser extent, the temporal domain. The discovery of lagged cells (Mastronarde, 1987a,b) prompted Dong and Atick (1995a) to propose that LGN concentric neurons and lagged cells, in particular, might be strongly engaged in temporal decorrelation. Dan and colleagues (1996) tested this idea on single nonlagged LGN X-cells. Presenting video images (from 'Casablanca') yielded a distribution of interspike intervals that were decorrelated or 'whitened'; the autocorrellogram of spike times was flat at low frequencies, meaning the distribution of interspike intervals was rich. This would represent an efficient code of the natural environment (basically, the stream of spikes would contain many 'words' because of the diversity of interspike intervals). In contrast, a white noise stimulus used as a control was rich in the space-time domain (spatiotemporally diverse) but did not possess the statistical properties of natural images (space-time correlations were near zero). The resulting autocorrellograms were not flat. These results favored an interpretation in which the visual system had evolved to optimally encode natural image statistics.
Comment
The study by Dan and colleagues (1996) has been influential, but three points are worth noting. First, the study was done on LGN cells; it was implied, but never tested, that whitening was an achievement of LGN circuits. Pitkow and Meister (2012) concluded that natural images decorrelate the spike train of retinal ganglion cells (temporal domain) and correlations among adjacent retinal ganglion cells also drop in response to natural images (control was spatiotemporal noise similar to that used by Dan et al., 1996) . Whereas these results in retina were intriguing, they were obtained from in vitro preparations (salamander and monkey retinae), and the contrast was high. The only in vivo study to observe a transform from a nonwhitened retina to a whitened LGN spike train has only been reported in abstract. Second, Dan and colleagues only encountered nonlagged X-cells, so we do not know how lagged X-cells or Y-cells would respond. Third, the Dan et al. study was spectacularly successful in predicting LGN spikes from a linear model constructed with luminance fixed and contrast held within a linear range. Since luminance and contrast gain control are constantly engaged in the real world (Mante et al., 2005) , it is of interest to know the degree to which the LGN spike train decorrelates under more realistic conditions (which would also include eye movements).
Temporal diversity as a substrate for constructing direction-selective neurons in visual cortex
Direction-selective neurons can emerge from several different wiring schemes (reviewed in Borst and Helmstaedter, 2015) , but all depend on a comparison of responses separated in space and time. Humphrey (1990, 1992; Humphrey and Saul, 2002; Saul, 2008) have provided evidence that combining lagged and nonlagged cell inputs in cortex can generate direction-selective neurons. The complementary nature of responses of lagged and nonlagged LGN neurons to temporally modulated luminance spots provides a potential mechanism of generating direction selectivity. When response timing of spatially distinct inputs to a cortical neuron differs by a quarter cycle, the components of a stimulus that differ by about a quarter cycle in space between the inputs generates constructive interference in one direction as the spatial and temporal differences cancel, whereas a stimulus moving in the opposite direction generates destructive interference as the quarter cycles add to a half cycle. Such phase-dependent addition/subtraction is referred to as spatiotemporal quadrature (Watson and Ahumada, 1985) . As Saul (2008) notes, finding quarter-cycle offset in the spatial domain is relatively easy (i.e. spatially offset receptive fields). Quarter-cycle differences in the time domain are more difficult because at low frequencies, timing differences between the two inputs must vary by > 100 ms and must vary dramatically across a small range of low temporal frequencies, a tall order. But the potent feedforward inhibition that dominates the lagged cell's response supports such delays (phase shifts), resulting in response profiles in or near spatiotemporal quadrature (it need not be exact). Variance in visual latencies contribute to this as well because of the temporal integration required to implement the phase shifts (Saul, 2008) .
Comment
There has been significant interest in how directionselective neurons are constructed, beginning with Barlow and Levick's (1965) classic analysis of direction-selective neurons in the rabbit retina. Efforts by Saul and Humphrey (Saul and Humphrey, 1992; Humphrey and Saul, 2002; Saul, 2008) indicate directional selectivity can emerge from the diversity in response timing associated with lagged and nonlagged LGN cells. Whereas most cortical models involve inhibitory elements at the level of cortex to implement direction selectivity, the inhibition here emerges from the powerful feedforward inhibition at the level of the LGN that defines the lagged cell (Mastronarde, 1987b) . It seems a clever rationale for the observed large timing differences observed in the LGN. Evidence that the system uses these timing differences is offered by studies that abolish inhibition in visual cortex (e.g. Murthy and Humphrey, 1999) . Whereas directional selectivity suffers, there is a residual component left, presumably attributable to the spatiotemporal quadrature established between converging lagged and nonlagged LGN cells onto cortex.
Oculomotor functions
Mixing oculomotor signals with visual activity at the level of the LGN could be used for at least three purposes. One is to effectively cancel vision during eye movements: saccadic suppression. Related is the use of motor signals to disambiguate self-movement from movement of the environment: retinal reafference. Third, oculomotor signals can be used to alter visual responsiveness for the purpose of constructing a head-centered frame of reference. Retinal signals are in retinal coordinates. Many things we do (e.g., reaching) must be translated into an egocentric frame. A head-centered frame is a first step.
Saccadic suppression
Mechanisms exist to suppress signals generated by the retinae when the eyes move. Perception is exceptionally poor during these eye movements, and Zeitgeist holds that our perception of the world is constructed from the series of retinal 'snapshots' taken during the fixation episodes between saccades. Oculomotor signals here could serve two purposes: one would be to simply cancel signals during saccades (which would presumably create a lot of blur due to activation of the photoreceptors), and second, oculomotor signals could be used to disambiguate potential perceived movement generated by eye movements (sometimes referred to as retinal reafference) from signals associated with movement in the environment. Classically, oculomotor signals can emerge from two sources: a corollary discharge, in which a copy of a motor output signal is sent to the LGN, or proprioceptive signals (e.g., from muscle spindle receptors) that reach the LGN. There is evidence for both types of signals (e.g. Donaldson and Dixon, 1980; Swadlow and Weyand, 1987; Lo, 1988; Friedlander, 1989, 1990; Cucchiaro et al., 1993; Schmidt, 1996; see below) . The simplest test to implicate oculomotor involvement is to remove vision and determine if activity shifts with eye movements. When Lee and Malpeli (1998) recorded single neurons in the LGN in the dark, they found weak signals associated with saccades that could only be observed by synchronizing 50+ saccades (and this was for their 'sensitive' cells, cf. Figure 5 , Lee and Malpeli, 1998) . Lee and Malpeli (1998) observed that a weak but reliable suppression begins > 100 ms preceding the saccade. This suppression peaks near saccade onset and is replaced by a sizeable facilitation that peaks at the end of the saccade. Similar, but more robust, results were also obtained in the monkey by Royal and colleagues (2006) . Reid and colleagues (Reppas et al., 2002) took a different approach. A monkey made saccades to small targets presented on a screen of zero contrast but which was constantly and randomly changing luminance. Because switching luminance was random, the visual response to that switching should be randomly distributed across the saccade. Synchronizing activity to movement onset could probe excitability changes associated with saccades. All three groups obtained similar functions to that described above, and these excitability shifts occurred in both light and dark. The depression prior to saccade onset indicates the LGN is privy to an oculomotor signal (corollary discharge) as well as whatever additional components from retina or proprioceptive signals can be added once the saccade starts.
Comment
Recent work in the retina indicates that some ganglion cells are sensitive to global shifts in retinal signals, the kind of signals that would be associated with saccadic eye movements (Olveczky et al., 2003; Roska and Werblin, 2003) . Such observations undermine the idea that oculomotor signals are needed at all to disambiguate self-motion from movement of the environment. This perceived need of 'efference mediation of vision' for this purpose is hundreds of years old and depends on the idea that vision is impoverished on these matters. In fact, careful analysis of visual texture indicates that this ambiguity is largely ethereal (Turvey, 1979) . The recent work cited above (Olveczky et al., 2003; Roska and Werblin, 2003) reinforces this idea; the retina knows the difference. We do not need oculomotor signals to disambiguate self from environmental movement, but we do apparently use such signals to suppress vision during saccades.
Perhaps a bigger story regarding eye movements and visual computation is the emerging role of microsaccades (movements < 1°) in generating spikes at the level of the LGN (Martinez-Conde et al., 2002) and the related idea that microsaccades serve to enrich information from the visual environment (Martinez-Conde et al., 2004 Rucci et al., 2007; McCamy et al., 2014; Rucci and Victor, 2015) . Whereas we make large saccades to foveate interesting pieces of our environment, the eye is never still during 'fixations' (i.e. periods between saccades). Far from being an artifact, 'perimicrosaccadic' periods are a major source of spike generation during fixation (Martinez-Conde et al., 2002) , and these 'tremors' actually enrich available information by correlating spike activity to enrich and sharpen borders (Rucci and Victor, 2015) . This is an emerging area because our past enquiry into the mechanisms of early vision have been heavily invested in the paralyzed eye (to control stimulus variability), and even in awake animals, these microsaccades were often either not observed due to technical limitations or simply viewed as noise (Martinez-Conde et al., 2004 .
The contribution of spikes associated with microsaccades is significant. As Martinez-Conde and her colleagues (Martinez-Conde et al., 2002) indicate, these microsaccades generate 'bursts' of action potentials. However, these bursts likely have nothing to do with activation of calcium channels, these bursts are generated by interactions of the motor system with the retina (i.e. sweeping the retina across visual texture improves visual resolution; e.g. Greschner et al., 2002) . Given the current inability to tie calcium-related bursts to perception in the LGN (reviewed above), these 'bursts' are much more likely to be relevant to visual perception.
Head-centered coordinates
Whereas signals from the retina are used to tell us what is out there, additional circuits are needed to tell us where relative to our current position (e.g. 'where are those things relative to me?'). This is a significant computational problem: the retina is attached to the back of the orbit and swivels in a socket that sits in a swiveling head connected to a body capable of pitch, yaw, and roll. Initial computation involves combining retinal signals with eye position signals to construct a representation in head-centered coordinates. Apparently, this construction begins in the LGN. In a novel preparation, Friedlander (1989, 1990) showed that visual response to a stimulus presented to one eye could be modulated by manipulating the position of the other eye. The cat was paralyzed and anesthetized, and the manipulated eye was closed or treated with tetrototoxin. The effects were robust and orderly. Though such disparate eye positions used could never occur naturally, it was remarkable that any effects were observed at all. To ensure that these eye signals were real, Lal and Friedlander (1990) reversibly blocked the ophthalmic division of the trigeminal ganglia, abolishing the effect. Although Weyand and Malpeli (1993) showed systematic influence of gaze on visual responses in area 17 of the awake, behaving cat (which should be no surprise considering Lal and Friedlander's results), it would be important to demonstrate gaze-related effects in the LGN of the awake, behaving animal. Thus far, only minor or negative effects have appeared in abstract form.
The LGN is not a simple relay
Upon observing that single retinal axons in the monkey appeared to make contact with but a single LGN neuron, Glees and LeGros Clark (1941) 6 It is easy to treat the receptive field as stationary; i.e. delivery of a punctate stimulus s at time t will deliver nearly the same response every time. In fact, stationary properties are limited, antecedent conditions commonly alter stationarity. Because noise is uncorrelated in space and time, stimuli consisting of noise do not carry antecedent bias, yielding a more objective assessment of response under all conditions. For a historical review of this shift in view of receptive fields (as a space-time filter), see DeAngelis et al. (1995) or Ringach (2004) . For a succinct discussion of the impetus and merits of various noise stimuli, see Reid et al. (1997 Experiments: separating retina from LGN Hubel and Wiesel (1961) made a key observation regarding differences between retina and LGN. As they monitored LGN spikes and the driving S-potential, they presented discs of varying sizes centered over the cell's receptive field. Increasing disc size decreases retinogeniculate efficacy, and they concluded that LGN receptive fields have more powerful surrounds. More recent studies have applied noise 6 stimuli and/or information theory to assess retinogeniculate transmission, concluding that each LGN spike contains ~20-50% more information (in bits/spike) than the driving retinal spike does (Rathbun et al., 2010; Sincich et al., 2009; Uglesich et al., 2009) . All of these studies were done in paralyzed, anesthetized animals. The ability to directly measure retinogeniculate efficacy is powerful as it so directly contrasts retinal and LGN activity. Since many of the functions listed above can be appreciated only in the awake, behaving animal, and because visual excitability in the early vision is depressed by anesthesia (McIlwain, 1964; Alitto et al., 2011) , it makes sense to make that a priority. Two related experiments could provide stark contrast between operations of the LGN and retina. Ideally, both would simultaneously monitor LGN as a 'low-level' player in visual system design. The job of the retina is to capture spatial and temporal dynamics without committing to any specific feature.
7 Such neurons are referred to as dense encoders to distinguish them from sparse encoders (feature detectors; Olshausen and Field, 2004) found in visual cortex. There is a chain in which the more removed from retina, the more selective the neuron becomes. Classically, perception proceeds in a bottom-up fashion, from simple visual attributes (e.g. light/dark) to complex (e.g. face selective neurons). Because LGN receptive fields have the concentric organization similar to retina, and because retina is the exclusive drive for LGN neurons, the LGN is also a dense encoder. But there are three important qualifiers. First, the bottom-up chain is modulated by a top-down chain, heuristics that deal with context. We seem to be only beginning to appreciate how powerful top-down effects are in shaping new information coming through the retina and the extent of its 'creep' into the early stages of vision (e.g. Gilbert and Li, 2013) . Top-down influence is strong in visual cortex, including primary visual cortex. Primary visual cortex is the source of a major projection to the LGN and is a source of input that the retina does not possess. The argument has been made above that this feedback pathway increases the selectivity of the LGN neuron. Because LGN spikes occur if and only if there is an antecedent retinal spike, this increased selectivity emerges via a judicious pruning or editing of the retinal spike train. Thus, the LGN may still be dense, but it is less dense than its retinal counterpart. This 'less dense' translates to a temporal code that can be highly selective (e.g. Gawne et al., 1991; McClurkin et al., 1991a,b; Golomb et al., 1994) . Our usual parsing of dense and sparse coding lies along spatiotemporal attributes activity and its retinal drive. Experiment 1 quantifies differences between retinal and LGN activity during presentation of videos of natural images; experiment 2 quantifies differences between retinal and LGN activity during presentation of complex shapes (Walsh patterns; discussed above). Both experiments would monitor eye position (and gaze) with the head fixed. By monitoring activity in retina and LGN using natural image videos (e.g. movies of animals in the wild), experiment 1 can determine the degree to which the LGN spike train is whitened relative to retina, providing a direct demonstration of potential temporal decorrelation and efficient coding (Dan et al., 1996) . In addition, reverse correlation techniques can be used to recover the STRF for both retina and LGN. Various nonlinear filters can then be applied to improve model accuracy (e.g. Theunissen et al., 2000 Theunissen et al., , 2001 David et al., 2004; Mante et al., 2008) . The first thee references comment on the increased predictive power associated with using natural images to construct the receptive field over more standard methods that are more mathematically tractable (e.g. gratings, noise). Because eye position is monitored, contributions of microsaccade and saccades to neural excitability can be included. Further, both the retina and LGN spike trains can be analyzed for information transmission using standard methods (e.g. Strong et al., 1998) . Experiment 2 would provide a direct method of contrasting the encoding capabilities of LGN and retinal ganglion neurons. Because LGN neurons contain more nonlinearities in their responses than retinal ganglion cells do (e.g. Duong and Freeman, 2008; Solomon et al., 2010) , they are more likely to emerge as more discriminating. It remains an intriguing question how much separation between retina and LGN one can measure using this method. These are difficult experiments. The monkey might be more manageable than the cat in achieving better gaze control and longer sessions (more data), but recording S-potentials in the monkey is more difficult than in the cat (cf. Lee et al., 1983) . Experiments would be valuable in either species. An alternative would be to record LGN neurons and optic tract axons separately. Recording from single LGN neurons is fairly routine; recording form optic tract axons even in the monkey over extended periods in the awake monkey is feasible (Alitto and Usrey, 2008) .
The place of the LGN in vision
Vision is usually described as a pattern recognition problem, with a hierarchical structure. Just one synapse removed from the retina, the LGN is regarded 7 Early cells do not 'commit' to features because such commitment would limit the computational power of later stages and, as pointed out above, circuit space to build sophisticated circuits in retina and LGN is limited. Nonetheless, the degree to which the visual system adheres to this hierarchy of finickyness is debatable (cf. Gollisch and Meister, 2010) . The geniculocortical pathway seems to specifically exclude fancy cells found in the retina. Species in which directionally selective retinal ganglion cells are abundant (e.g. 25% in rabbit; Caldwell and Daw, 1978) have either few (1%; Swadlow and Weyand, 1985) or no (squirrel; Van Hooser et al., 2003) such neurons in the LGN. Further, it appears that the initial processing neuron in the visual cortex of the tree shrew (Van Hooser et al., 2013) and probably all primates is dominated by concentric neurons (e.g. Blasdel and Fitzpatrick, 1984) . Thus, the retina may possess some fancy response properties, but invested properties such as direction selectivity are not bound for visual cortex among the 'smarter' animals. This does not, however, undermine the idea that retinal ganglion and LGN cells can be sophisticated; it is just that their sophistication emerges as a temporal code. that increase or decrease spike probability; i.e. that feature is present because that neuron produced a spike. Temporal coding is an alternative: features are encoded in the temporal distribution of spikes (cf. Keat et al., 2001; Liu et al., 2001; Fairhall et al., 2006) .
In summary, much of this review has concentrated on separating the LGN from the retina. Largely because of technical limitation, most of these studies comparing retinogeniculate differences were done in paralyzed, anesthetized animals. These studies negate or minimize potential differences associated with eye movements (saccades and microsaccades), state, the potential significance of natural image stimuli, and the degree to which the encoding process is passed as a temporal code vs. simply the numbers of spikes. All of these complicate analyses, yet all of these have a compelling bearing on LGN function.
