For the general polynomial potentials, quasi-exact states (for which the wavefunctions resemble harmonic oscillators) are known to exist in principle but their construction proves often prohibitively complicated in practice. An innovative and universal perturbative approach to this old and challenging problem is proposed, based on a thorough modification of the standard textbook Rayleigh-Schrödinger recipe.
Introduction and summary
In various applications of Quantum Mechanics people sometimes forget that the occurrence of the compact and elementary "user friendly" wavefunctions is not restricted to the mere linear harmonic oscillator V (x) = x 2 . Similar exceptional (often called quasi-exact [1] , QE) bound states, say, of the form
are much more generic and may be generated by virtually any polynomial potential at certain particular subsets of couplings and energies. One of the most persuasive illustrations of this observation is obtained when we "start from the end" and pick up, say, the harmonic-oscillator-like trial wavefunction ψ (hol) (x) = exp(−x 4 /4). Evidently, it satisfies the identity −ψ ′′ (hol) (x) + x 6 ψ (hol) (x) − 3x 2 ψ (hol) (x) = 0 which may be re-read as a one-dimensional Schrödinger equation with the sextic double-well potential and with an exact ground-state wavefunction ψ (hol) (x) generated by this potential precisely at the energy E (hol) = 0. The majority of the similar elementary simulations of the transparent harmonicoscillator-like behavior of quantized systems leads immediately to complicated nonpolynomial potentials [2] . For this reason, Magyari [3] proposed a reversal of the procedure. By his opinion, one should rather start from a suitable polynomial specification of the potential itself,
and solve the related differential Schrödinger equation
afterwards and directly, via a suitable QE ansatz (1) for ψ (QE) (x). Thus, at any odd m = 2q + 1 in (2) we may introduce an integer p = 0, 1 (which characterizes parity) in the explicit ansatz 
and choose its harmonic-oscillator-like "asymptotically optimal" exponent P (x) in a way compatible with WKB solution,
This means that all the q+1 coefficients f k in eq. (4) are fixed as elementary functions of the first q + 1 dominant couplings g 2q+1 , g 2q , . . . , g q+1 in the potential (2),
Moreover, the next, O (x 2q ) order of precision generates another explicit relation which complements eq. (6) and connects the value of the next subdominant coupling g q with the x 2N +p −dominated polynomial in wavefunctions (4),
All this formally flawless generalization of harmonic oscillators (with nice wavefunctions) found numerous applications solely at q = 1 (cf., e.g., [4] ). The Magyari's extension of this well known special case to all q ≥ 2 attracted attention just at the very small N [5] . The reason is simple: once we insert the Magyari's QE ansatz (4) with any q ≥ 2 in the differential Schrödinger eq. (3), we arrive at an overcomplete homogeneous algebraic set of compatibility conditions
imposed upon the "ket" |h of the N +1 coefficients which determine the wavefunction (4) [h n ≡ n|h in our notation] via a non-square, (N + q) × (N + 1)−dimensional "effective Hamiltonian" matrix H [the explicit form of the elements of this matrix will be displayed in eqs. (9) and (10) below]. This means that up to the first two or three smallest N, all the merits of the Magyari's simplification of the wavefunctions (which would normally be represented by a non-terminating, infinite Taylor series) prove more than overrun, unfortunately, by the complications related to the solution of eq. (8) . This problem is, in effect, non-linear and, hence, very difficult to solve in practice.
Recently, we re-analyzed a few particular non-square Magyari's equations (8) at the freely variable dimensions N and discovered, purely empirically, that some of these equations exhibit certain unexpected "user-friendly" features up to q = 5 at least [6] . Moreover, it has been established by several groups of authors that in a way paralleling the exceptional q = 1 QE oscillators, some of their "first nontrivial" q = 2 descendants also admit the existence of QE multiplets which may be arbitrarily large [7] . All these observations revitalized our interest in the Magyari's non-square matrix problem (8) . In our present paper we intend to demonstrate that in spite of its non-linearity, rather surprisingly, this anomalous form of the Schrödinger equation still admits a systematic perturbative solution. We believe that the resulting facilitated perturbative tractability might make Magyari's oscillators significantly more attractive in applications.
Of course, the Rayleigh-Schrödinger textbook recipe [8] requires a through modification, for several reasons. The key features of the resulting new and natural though rather unusual perturbation method are to be outlined and described in some detail in what follows.
Multiple eigenvalues 2.1 The Magyari's matrix elements
It is easy to verify by elementary insertions that the non-square Hamiltonian matrix H in eq. (8) is (q + 2)−diagonal at any N,
. . .
It is also encouraging that it depends on the couplings in an exceptionally transparent manner,
degenerating to the standard energy-eigenvalue structure at q = 1. Thus, we may set E ≡ −g 0 and note that our eq. (8) acquires a "generalized eigenvalue problem" form
where H 0 is our matrix H with "erased" g 0 = g 1 = .
. . = g q−1 = 0 while the q−plet g = {g 0 , g 1 , . . . , g q−1 } (i.e., a certain "generalized vectorial eigenvalue") is transferred to a separate and not entirely usual "eigenvalue matrix"
Of course, equations (8) and (11) are fully equivalent. Still, the latter form indicates more clearly that the Magyari's QE construction becomes more transparent when we treat the asymptotically dominant couplings g 2q+1 , g 2q , . . . , g q+1 in the potential (2) as freely variable while the q + 1 elements of the remaining set g 0 , g 1 , . . . , g q are not free [viz., constrained via explicit eq. (7) and implicit eq. (11)] and must be fixed as their functions in QE cases.
Illustration
We may pick up q = N = 2 and get
In one of the simplest exactly solvable models of this type with
there exist just two different real QE eigenstates,
which may be interpreted as a doublet of the Magyari's decadic QE oscillators in a specific p → ∞ "large-space" simplification (cf. ref. [9] for more details). In some applications, one may even employ the non-real, complex eigenvalues [10] .
Left eigenvectors
The left eigenvectors of H 0 may be found of interest as solutions compatible with the conjugate equation
In a double-bra Dirac-like notation, these row vectors ξ g 0 , g 1 , . . . , g q−1 | are numbered by an additional subscript ξ = 1, 2, . . . , ξ max . Such a convention reflects the incomplete (or rather "under-complete") character of eq. (15) and emphasizes the ambiguity of its solutions. Thus, our illustrative H (ill.) 0 of eq. (13) offers the respective symmetric and antisymmetric
at g 0 = g 1 = −2. Arbitrary superpositions of these doublets may be employed instead.
Reduced eigenvectors
At any q > 1, one might prefer the choice of the row eigenvectors with as many zeros as possible. It is obvious that the linearly independent q−plets of the vectors of this type may be written as products
0 , g
1 , . . . , g
with (N + 1) × (N + q)−dimensional "reduction" matrices Π j (= transpositions of some of the "unit-like" matrices J ξ ′ with ξ = j = ξ ′ in general). For example, at q = N = 2, the sample of vectors in eq. (16) 
Linearly independent sets
The reduced, (N + 1)−dimensional "̺−vectors" j ̺| may be interpreted as the left eigenvectors of the (N + 1)
These reduced eigenvectors must exist and be nontrivial since, by QE construction, all their "secular" determinants vanish. In such a context, one may sometimes need to guarantee the linear independence of the row vectors at the first q subscripts j = ξ = 1, 2, . . . , q (say, by an appropriate re-numbering of their "overcomplete" available family). Sometimes, we may have to make the choice of Π j = J 3 Non-square matrix perturbation theory
Expansions
Perturbative considerations concern, typically, Hamiltonians
where the parameter λ is assumed "very small". What is new in our present paper is the manifestly asymmetric form of all the matrices H (k) .
All the unknown solutions [say, of the full, "perturbed" Magyari's QE problem (11)] should be represented by the infinite power series of the usual RayleighSchrödinger type. In its application to a particular right eigenvector we have
The parallel expansion of the QE q−plet of eigenvalues
contains S = S(g 0 , g 1 , . . . , g q−1 ) and
q−1 ) with k = 0, 1, . . .. One expects that for the study of equations similar to eq. (8) all the solutions are at our disposal not only for the overcomplete zero-order equation
q−1 ) |g
but also for its under-complete "left-action" partner ξ g
q−1 ) .
In the next step we re-write our Schrödinger equation (11) order-by-order in λ. This means that on the level of the first-order corrections we complement the zero-order homogeneous equation (22) by the non-homogeneous linear algebraic problem
(using an abbreviation | 0 = |g
q−1 ), then we add its second-order descendant
(with abbreviated | 1 = |g
q−1 ) and so on. All the equations in this hierarchy have the same recurrent structure,
with "input" | known (0) = −H (1) | 0 at k = 1, etc.
Energies and couplings
As long as our unperturbed Hamiltonian H (0) occurs also in eq. (23) which may be re-written in the form
we may multiply eq. (26) by the set of matrices Π j and by the independent vectors
q−1 | ≡ j ̺| from the left. This leads to the system of relations
i.e., to an elementary q−dimensional matrix-inversion definition of the k−th-order energies/couplings g
Here, we merely introduced abbreviations c 
in a preparatory step. One should remember that all the elements of both the nonsquare and sparse matrix factors are here equal to 0 or 1. The matrix elements of the product Π j J ξ will often vanish, therefore. In the generic case with
This means that the sparse matrix F of the coupling-defining system (29) has a band-matrix structure and its inversion is easier.
Eigenvectors
Whenever the solution of the zero-order eq. (22) is unique, the ambiguity of the vector | k specified by the k−th eq. (26) and assume that the above vector coincides, say, with its zeroth element, | 0 ≡ | β 0 , we may simply follow the textbooks and define the "right" projector
In parallel, we have to recollect that we already employed q independent rows of the k−th eq. (26) for the specification of S (k) via eq. (29). More specifically, we multiplied eq. (26) by q vectors j ̺| Π j from the left. As long as these vectors were chosen as linearly independent, they span a q−dimensional subspace in the "larger", (N + q)−dimensional vector space. This allows us to assume that the orthogonal complement of this subspace is spanned by an N−plet of some (N + q)−dimensional vectors | α n . These vectors define our second, "left" projector
We are now ready to replace our non-homogeneous algebraic eq. (26) by its subsystem
where the second term on the right-hand side has been made "known" in the previous subsection 3.2. By construction, the left-hand-side N by N matrix is invertible and we have
which is our final and compact "generalized Rayleigh-Schrödinger" explicit formula for the k−th correction to the wavefunction.
Left eigenvectors
We have seen that in the Magyari-equation context, the left vectors only played a role in their unperturbed, zero-order form so that the description of their perturbative construction might simply be skipped as redundant. Nevertheless, for the sake of completeness, let us add a few remarks also on the q−plet of the row (left) eigenvectors of the non-square Hamiltonians and on all the space spanned by their superpositions
By assumption, they all satisfy the perturbed conjugate eq. (15) and we may expand both their separate components and the coefficients in the power series in λ. The combination of these series
(1)
and
where, in a naturally simplified notation, ξ n | ≡ ξ g
q−1 |. Let us now enter the most characteristic postulate of all the Rayleigh-Schrödinger-type perturbation recipes which removes the ambiguity of the eigenvectors by the consequent requirement of a complete absence of any zero-order component ξ 0 | in any correction ψ (k) | with k ≥ 1.
In our present case this option leads to the two independent consequences. Firstly, in the light of eq. (35) we have to put C (1)
ξ . Secondly, all the vectors ξ n | must be constructed as perpendicular to all j 0 | at any n ≥ 1, i.e., in our notation of section 3.3,
With this normalization we may now insert eq. (35) in eq. (23) and arrive at an analogue of eq. (26). Of course, we may skip the repetition of the reconstruction of S (k) and jump immediately to the following k ≥ 1 analogue of eq. (31),
With
at k = 1 etc, the trivial N by N inversion gives the final formula
Our recurrent recipe is completed.
Short discussion
Perturbation analysis of nonlinear systems usually requires a narrow specification of their nonlinearity (cf., e.g., [11] for illustration). Hence, it was a nice feeling to reveal that the nonlinearity which characterizes the Magyari's equations (8) still does not prevent us from employing the ideas of the Rayleigh-Schrödinger perturbative construction of their solutions. A fairly strong motivation of such a construction resulted from the difficulties encountered in this author's numerous (and, of course, unpublished) attempts at an explicit solution of these equations in the past. Paradoxically, an equally strong encouragement resulted also from the not quite expected recent success achieved for certain very specific special cases [6] .
Last but not least, the use of the perturbation series is one of the most natural strategies, able to provide closed formulae as well as the upper and/or lower bounds of the measurable quantities [12] . Equally well it seems suitable for the study of the real and complex eigenvalues [13] , with the latter possibility being skipped here but still implicitly present in the Magyari's problem [10] .
In our perturbative approach, a really challenging aspect may be seen in the rapid growth of the technical difficulties with the growth of the integers q (which measures the highly welcome flexibility of the shape of the potentials) and N (just the first few smallest integers N were considered in the q = 2 QE context up to now [14] ).
Fortunately, in a way complementing and extending our thorough perturbative QE study at q = 1 [15] , we showed here that an apparent incompatibility of the perturbation-expansion strategy with the Magyari's equations at q > 1 proved false. It was only necessary to imagine that the non-square matrix form of the Magyari's Hamiltonian matrices remains tractable when both their left and right action is taken into account simultaneously.
A slightly counter-intuitive character of such an approach seems more than compensated by a few advantages noticed in our previous particular q = 2 studies [6, 9] where we found that the growth of the purely technical complications looks much more moderate in comparison with a priori expectations. At the same time, all the cited studies offered just a few purely ad hoc recipes without a broader formal background. In this sense, the gap has been filled by the present paper.
For immediate future, the study of several open questions might look particularly promising. For example, the finite-dimensional character of our present Hamiltonian matrices H might help to suppress the weight of some problems with convergence which often mar the use of the perturbation techniques for many infinite-dimensional Hs [16] . In particular, one might recollect the encouraging rigorous "acceleration of convergence" results as obtained at the "trivial" q = 1 in ref. [15] in finite dimensions.
Any immediate numerical experiments or practical applications of our fairly universal formalism lie beyond the capacity and scope of our present text of course. Nevertheless, very optimistic expectations might be connected, e.g., with the improvement of the so called large−ℓ expansion calculations. A few preliminary QErelated tests have already been performed in this direction, with extremely promising results [6, 15, 17] .
Last but not least, we should keep in mind that non-square Hamiltonians might find a role in many areas beyond their present Magyari-inspired exemplification. For example, the strongly over-determinate nature of the related bound-state problem resembles the "exceptional points" which mark a singular boundary of the domain of existence of the so called quasi-Hermitian Hamiltonians [18] . One cannot exclude, therefore, the emergence of speculative applications of asymmetric Hamiltonians, say, in the analyses of phase transitions interpreted as a change of the number of the degrees of freedom [19] , etc.
In conclusion we would like to appreciate that a few of our innovative tricks proved quite productive on a very elementary mathematical level, be it the work with the q independent left eigenvectors, a replacement of the traditional energy by the whole q−plet of the coupling-related eigenvalues, or a new compact recipe where the evaluation of the corrections proceeds via certain square-matrix inversion formulae.
