In this article, we prove that there is no projective plane of order 12 admitting a collineation group of order 16 by showing the nonexistence of some orthogonal arrays OAð72; 12; 6; 2Þ: We used a computer for our research. r
Introduction
There is a famous conjecture that any finite projective plane has a prime power order. The smallest composite order for which the conjecture has not been proved is 12. Janko and van Trung studied projective planes of order 12 in a series of papers [7] [8] [9] [10] [11] [12] [13] [14] . In their papers Horvatic-Baldasar et al. [4, 5] showed that the order of a collineation group of a projective plane of order 12 divides 16 or 9. In this article we prove the following result:
There is no projective plane of order 12 admitting a collineation group of order 16.
Corollary 1.2. The order of a collineation group of a projective plane of order 12 divides 8 or 9.
We prove the above theorem by showing the nonexistence of some symmetric transversal design STD 2 ½12; 6:
Here the symmetric transversal design STD l ½k; g is an incidence structure S ¼ ðP; BÞ satisfying the following four conditions:
(i) Each block contains exactly k points. (ii) Let jðP; QÞj be the number of blocks through two distinct points P; QAP: Then jðP; QÞj ¼ 0 or l: (iii) There exists a partition of P into k subsets P 0 ; P 1 ; y; P kÀ1 of equal size g such that jðP; QÞj ¼ 0 if and only if P and Q are in P i for some i: (P 0 ; P 1 ; y; P kÀ1 are said to be the point groops of S:) (iv) The dual structure of S also satisfies the above conditions (i)-(iii). The point groops of the dual structure of S are said to be the block groops of S:
We remark that the existence of an incidence structure satisfying the above three conditions (i)-(iii) is equivalent to the existence of an orthogonal array OAðg 2 l; k; g; 2Þ with g levels, strength 2 and index l(see Lemma 8.2 of [1, 3] ). Therefore, the existence of a STD 2 ½12; 6 implies the existence of an OAð72; 12; 6; 2Þ: But it is also still unknown whether an OAð72; 12; 6; 2Þ exists or not (see Table of orthogonal arrays of strength 2 with up to 100 runs by Sloane [17] ). Most definitions and notations are standard and are taken from [2, 6, 15, 16 ].
The general results
In this section, we state the results which were almost proved in the paper [18] . Throughout this section we assume the following. Hypothesis 2.1. Let P ¼ ðP; LÞ be a projective plane of order n; where P is the point set and L is the line set. Let G be an elation group of order mða1; nÞ of P with a common center P 0 and a common axis l 0 :
Clearly m divides n and P 0 Al 0 : G fixes any point on line l 0 and any line through point P 0 : G acts semiregularly on P À ðl 0 Þ and on L À ðP 0 Þ: Let ðP 0 Þ ¼ fl 0 ; l 1 ; y; l n g and ðl 0 Þ ¼ fP 0 ; P 1 ; y; P n g: Let P 0 ; P 1 ; y; P n 2 m þn be G-orbits on P and L 0 ; L 1 ; y; L n 2 m þn G-orbits on L: Then we may assume the following: 
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If O is a point orbit and D is a line orbit of G; set ðODÞ ¼ jO-ðlÞj; where l is a line in D: Here we remark that the number ðODÞ depends only on O and D; not on l: For a subset H of G; setĤ ¼ P mAH m ðAZ½GÞ and H À1 ¼ fm À1 j mAHg: Set m ij ¼ ðP j L i Þ for 0pi; jp n 2 m þ n; M ¼ ðm ij Þ 0pi; jp n 2 m þn and L ¼ ðm ij Þ nþ1pi; jp n 2 m þn ¼ ðl ij Þ 0pi; jp n 2 m À1
: Choose a point P j AP j and a line l i AL i for n þ 1pi; jp n 2 m þ n: Set D ij ¼ fmAG j P m j Aðl i Þg for n þ 1pi; jp n 2 m þ n: Clearly jD ij j ¼ m ij ¼ 0 or 1 for n þ 1pi; jp n 2 m þ n: 
where each L ij ð0pi; jpn À 1Þ is a n m Â n m matrix. Then each L ij is a permutation matrix.
(iii) Let I be the identity matrix of size n m and J the n m Â n m all 1 matrix. Then Proof. Let jAH: Since j À1 Gj ¼ G; P j 0 ¼ P 0 and l j 0 ¼ l 0 : j induces a permutation on fP 0 ; P 1 ; y; P n 2 m þn g and fL 0 ; L 1 ; y; L n 2 m þn g such that j fixes fP 0 ; y; P n g and fL 0 ; y; L n g as sets. Moreover, j induces permutations on fQ 0 ; y; Q nÀ1 g and on fB 0 ; y; B nÀ1 g:
and therefore an automorphism of S: &
A collineation group of order 16
In this section we assume the following. Proof. Since Z 2 Â Z 2 4 / H by [14] the lemma holds. & Let G ¼ /jS be the subgroup of H of order 2. Then G is a normal subgroup of H and j is an elation. Therefore, we can apply G and H to the results obtained in Section 2. Let P 0 be the center of j and l 0 the axis of j: Let ðP 0 Þ ¼ fl 0 ; l 1 ; y; l 12 g and ðl 0 Þ ¼ fP 0 ; P 1 ; y; P 12 g: Let P 0 ; P 1 ; y; P 84 be G-orbits on P and L 0 ; L 1 ; y; L 84 G-orbits on L: Then we may assume the following:
ðl i Þ ¼ fP 0 g,P 6iþ7 ,P 6iþ8 ,?,P 6iþ12 ð1pip12Þ; ðP i Þ ¼ fl 0 g,L 6iþ7 ,L 6iþ8 ,?,L 6iþ12 ð1pip12Þ:
Set m ij ¼ ðP j L i Þ for 0pi; jp84; M ¼ ðm ij Þ 0pi; jp84 and L ¼ ðm ij Þ 13pi; jp84 ¼ ðl ij Þ 0pi; jp71 : Choose a point P j AP j and a line l i AL i for 13pi; jp84: Set D ij ¼ fmAG j P m j Aðl i Þg for 13pi; jp84: Then jD ij j ¼ m ij ¼ 0 or 1.
if iai 0 and fi; i 0 gDf6k; 6k þ 1; y; 6k þ 5g for some 0pkp11; 2 otherwise:
if jaj 0 and f j; j 0 gDf6k; 6k þ 1; y; 6k þ 5g for some 0pkp11;
where each L ij is an 6 Â 6 matrix. Then each L ij is a permutation matrix. * Let I be the identity matrix of size 6 and J the 6 Â 6 all 1 matrix. Then
* We define the incidence structure S ¼ ðQ; B; IÞ as follows: 
.H is semiregular on Q and B:
Proof. Suppose false. By considering the dual plane of P if necessary, there exists tAH such that * ta1 and * t fixes a point of Q: We may assume that * t fixes Q 0 : Then P t 13 ¼ P 13 : As jA/t 2 S; so P j 13 ¼ P 13 ; a contradiction. & Lemma 3.5. The size of any orbit of H on ðl 0 Þ À fP 0 g is 4 or 8.
(ii) The size of any orbit of H on ðP 0 Þ À fl 0 g is 4 or 8.
Proof. Let D be an orbit of H on ðl 0 Þ À fP 0 g: Then jDj ¼ 1; 2; 4 or 8. Let AAD:
Suppose that jDj ¼ 1 or 2. Then jH A j ¼ 16 or 8. Since the involution of H A is semiregular on ðAÞ À fl 0 g; H A is semiregular on ðP 0 Þ À fl 0 g: Therefore 8j12 or 16j12; which is a contradiction. Hence jDj ¼ 4 or 8 and we have (i) of the lemma. By the same argument, we have also (ii) of the lemma. &
The cyclic group
In this section, we assume that H is a cyclic group of order 16. Let H ¼ /tS: Set F ¼ ðP 0 Þ À fl 0 g and C ¼ ðl 0 Þ À fP 0 g: Considering the dual plane of P if necessary, we have only to consider the following three cases by Lemma 2.2.
Case 1: H has 3 orbits of size 4 on F and on C; respectively. Case 2: H has 1 orbit of size 8 and 1 orbit of size 4 on F and on C; respectively. Case 3: H has 1 orbit of size 8 and 1 orbit of size 4 on F: H has 3 orbits of size 4 on C:
Case 1 or Case 3 implies that t 4 is an elation of order 4, which is ruled out by the paper [13] .
Let G be the set of permutation matrices of size 6. For 
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Assume Case 2. Then from the manners of the actions of * t on Q and B; we may assume that * t = ðX 0 ; X 6 ; X 12 ; X 18 ; X 24 ; X 30 ; X 36 ; X 42 ÞðX 1 ; X 7 ; X 13 ; X 19 ; X 25 ; X 31 ; X 37 ; X 43 Þ ðX 2 ; X 8 ; X 14 ; X 20 ; X 26 ; X 32 ; X 38 ; X 44 ÞðX 3 ; X 9 ; X 15 ; X 21 ; X 27 ; X 33 ; X 39 ; X 45 Þ ðX 4 ; X 10 ; X 16 ; X 22 ; X 28 ; X 34 ; X 40 ; X 46 ÞðX 5 ; X 11 ; X 17 ; X 23 ; X 29 ; X 35 ; X 41 ; X 47 Þ ðX 48 ; X 54 ; X 60 ; X 66 ; X 49 ; X 55 ; X 61 ; X 67 ÞðX 50 ; X 56 ; X 62 ; X 68 ; X 51 ; X 57 ; X 63 ; X 69 Þ ðX 52 ; X 58 ; X 64 ; X 70 ; X 53 ; X 59 ; X 65 ; X 71 Þ for X AfQ; Bg: After suitable permutations of Q 0 ; Q 1 ; y; Q 5 and Q 48 ; Q 49 ; y; Q 53 ; we may assume that where L 8 9 ; L 8 10 ; L 8 11 AY: But it follows that there is no ðl ij Þ 48pip71;0pjp71 which satisfies condition ðÃÞ of Section 3 using a computer. Therefore, we have the following lemma.
Lemma 4.1. Let P be a projective plane of order 12 and H a collineation group of order 16 of P: Then H is not cyclic.
The generalized quaternion group
In this section, we assume that H is a generalized quaternion group of order 16. That is
Set F ¼ ðP 0 Þ À fl 0 g and C ¼ ðl 0 Þ À fP 0 g: Considering the dual plane of P if necessary, we have only to consider the following three cases by Lemma 3.5.
is a dihedral group of order 8. 
We call that a H-orbit fa 1 ; a 2 ; a 3 ; a 4 gDðP 0 Þ is A (resp. B) type if the actions of * t and * m on fX jX Dða 1 Þ,?,ða 4 Þ; jX j ¼ 2 and X is a G-orbit:g are A (resp. B). If A occurs, then we may assume that *
is A type, we have only to consider 4 ð* t; * mÞ's. If L 1 and L 2 are A type and L 3 is B type, we have only to consider 3 ð* t; * mÞ's. If L 1 is A type and L 2 and L 3 are B type, we have only to consider 2 ð* t; * mÞ's. If each L i ð1pip3Þ is B type, we have only to consider one ð* t; * mÞ: Thus we have only to consider the following 10 ð* t; * mÞ's: Case 1-1: Case 1-10: For each Case 1-i ð1pip10Þ; the actions on the blocks of * t and * m are the same as one of the 10 actions by the numberings of indices of points of Case 1.
Assume Case 2. Let L 1 ðDðP 0 ÞÞ be a H-orbit of size 8 and L 2 ðDðP 0 ÞÞ a H-orbit of size 4. If L 2 is A type, we have only to consider 2 ð* t; * mÞ's. If L 2 is B type, we have only to consider one ð* t; * mÞ: Thus we have only to consider the following 3 ð* t; * mÞ's: Set R ¼ ðl ij Þ 0pip23;0pjp71 and S ¼ ðl ij Þ 48pip71;0pjp71 : We want to determine matrices R's for Cases 1 and 3. On the other hand, we want to determine matrices S's for Case 2. The actions on fB 0 ; B 1 ; y; B 23 g of /t; mS are all the same for Cases 1-1, 1-2, 1-3, 1-5, 1-6 and 1-8. Furthermore, the actions on fB 0 ; B 1 ; y; B 23 g of /t; mS are all the same for Cases 1-4, 1-7 and 1-9. Thus, we have only to consider the following 3 Â 10 þ 3 Â 3 þ 3 Â 3 ¼ 48 cases. 
Then each R or S for cases ð1Þ; ð2Þ; y; ð39Þ has the following form. For example, for case ð2Þ the action on rows of R by /* t; * mS of Cases 1-4 and the action on columns of R by /* t; * mS of Case 1-1 imply R of the form listed below. Therefore R is expressed by using six submatrices A 0 ; A 1 ; y; A 5 : Here we do not list R's for cases ð40Þ; ð41Þ; y; ð48Þ; because for 31pip39 S of case (i) coincides with R of case ði þ 9Þ: 
A 5 
A ð2Þ 4 
Here submatrices of R or S are permutation matrices of degree 6 and especially the boldfaces A 0 ; A 1 ; A 2 ; y; are elements of Y: We give several remarks about ð1Þ; y; ð39Þ: * If R or S of case ðiÞ is the same type as R or S of case ð jÞ; we write ðiÞ-ð jÞ: Since ð1Þ-ð11Þ and ð31Þ-ð35Þ; we can exclude cases ð11Þ and ð35Þ:
and A 6 ¼ A 3 : Then if we perform an appropriate column permutation about submatrices, the matrix coincides with R of ð5Þ:
Then if we perform an appropriate column permutation about submatrices, the matrix coincides with R of ð4Þ:
4 and A 5 ¼ A 5 : Then if we perform an appropriate column permutation about submatrices, the matrix coincides with R of ð2Þ: For example, we consider S of ð31Þ: If we give a correspondence between fð100000Þ; ð010000Þ; y; ð000001Þg and f0; 1; 2; 3; 4; 5g in the following manner: We correspond permutation matrices of degree 6 with numbers 0; 1; y; 719 in the following manner: 
Then by Lemmas 5.3 and 5.4
SD ¼
A 0 X A 1 X A 2 X A 3 X ðA 0 X Þ ð2Þ ðA 3 X Þ ð2Þ ðA 2 X Þ ð2Þ ðA 1 X Þ ð2Þ
A 3 X A 0 X A 1 X A 2 X ðA 1 X Þ ð2Þ ðA 0 X Þ ð2Þ ðA 3 X Þ ð2Þ ðA 2 X Þ ð2Þ A 2 X A 3 X A 0 X A 1 X ðA 2 X Þ ð2Þ ðA 1 X Þ ð2Þ ðA 0 X Þ ð2Þ ðA 3 X Þ ð2Þ A 1 X A 2 X A 3 X A 0 X ðA 3 X Þ ð2Þ ðA 2 X Þ ð2Þ ðA 1 X Þ ð2Þ ðA 0 X Þ ð2Þ
Since SD t ðSDÞ ¼ S t S; we may assume that A 0 20ðAGÞ and A 4 20ðAYÞ: Furthermore, from the form of S we may assume that A 1 pA 3 ðAGÞ: Using a computer, we have 2688 ðA 1 ; A 2 ; A 3 ; A 5 ; A 6 Þ's. Therefore we have 2688 S's. On the other hand, there must exist 8 vectors ða i 0 ; a i 1 ; y; a i 11 Þ ð0pip7Þ satisfying the following 3 conditions:
(i) a 0 0 ¼ a 1 0 ¼ ? ¼ a 7 0 ¼ ð100000Þ and a ij Afð100000Þ; ð010000Þ; y; ð000001Þg ð0pip7; 0pjp11Þ: (ii) For 0piai 0 p7 P 0pkp11 a ik a i 0 k ¼ 2; where a ik a i 0 k is the ordinary inner product of two vectors a ik and a i 0 k :
(iii) The inner product of any row of S and ða i 0 ; y; a i 11 Þ ð0pip7Þ is 2. But, it follows that there do not exist these 8 vectors ða i 0 ; y; a i 11 Þ ð0pip7Þ for each S using a computer. Thus L with S of form ð31Þ does not exist.
For R of ð1Þ by a similar argument stated in case ð31Þ we may assume that A 0 20; A 3 20; A 6 20 and A 2 pA 5 pA 8 : Then we have 1536 ðA 1 ; A 2 ; A 4 ; A 5 ; A 7 ; A 8 Þ's. Therefore we have 1536 R's, but any one of these cannot be also extended to L satisfying property ðÃÞ of Section 3 by a similar calculation stated above. For R of ð30Þ; we consider the submatrix P ¼
of R: If we interchange A 1 and A 2 ; the second row and the third one, the second column and the third one, then the resulting matrix coincides with the matrix P: From this and the form of R; we may assume A 0 ¼ A 4 ¼ A 8 20; A 1 pA 5 pA 9 and A 1 pA 2 : Then using a computer, we have 8704 ðA 1 ; A 2 ; A 3 ; A 5 ; A 6 ; A 7 ; A 9 ; A 10 ; A 11 Þ's. Therefore, we have 8704 R's, but any one of these cannot also be extended to L satisfying property ðÃÞ of Section 3 by the similar calculation stated above. Thus L with the R of the form ð30Þ does not exist. For any other case there does not exist R or S satisfying property ðÃÞ: (We use the set S; when we consider for example R of ð3Þ:) Hence we have the following lemma. 
