Abstract. Given a graph G, we consider the model where G is given a random orientation by giving each edge a random direction. It is proven that for a, b, s ∈ V (G), the events {s → a} and {s → b} are positively correlated. This correlation persists, perhaps unexpectedly, also if we first condition on {s t} for any vertex t = s. With this conditioning it is also true that {s → b} and {a → t} are negatively correlated.
Introduction
For a given randomly directed graph and two vertices a, s let {s → a} denote the event that there exists a directed path from s to a. A natural question to ask is whether the existence of directed paths between various pairs of vertices are positively or negatively correlated. For example, if a, b, s are vertices of the graph, Corollary 3.4 states that {s → a} and {s → b} are positively correlated, which means that
The model O means that we have oriented each edge of the graph G independently with probability 1/2 for each direction. In this note we discuss correlation inequalities in this model. Questions of this type have been studied for a long time in the context of edge percolation in undirected graphs. The purpose of this note is to draw attention to the possibility to use the model O to prove results for edge percolation and vice versa. It follows from results by Colin McDiarmid [CM] on so called clutter percolation. It gives for instance equality for the probability distributions of the open cluster around a vertex in edge percolation and out-cluster, i.e. the set of reachable nodes, in model O, see Lemma 2.1. An extension to the clusters around two vertices is given in Lemma 2.2. Theorem 3.2 is an analog to Harris inequality for random orientations of graphs.
The positive correlation in (1) is intuitively easy to grasp. Much less intuitively clear is the fact that this correlation persists also if we first condition on {s t} for any vertex t = s, that is 
given as Corollary 3.5. The following negative correlation inequality should be more intuitively clear
which is given as Theorem 3.6. These inequalities are transfered from edge percolation results in [BK] and [BHK] using the lemmas of Section 2.
The proper definitions of the three models involved are as follows. G = (V, E) is a fixed (undirected) graph. Model E p (Edge percolation): Let 0 ≤ p ≤ 1. Every edge in G exists with probability p independently of the other edges.
For a vertex v ∈ V (G), let C v (G) ⊂ V (G) be the (random) cluster around v, i.e. all vertices u for which there is a path of existing edges between v and u. The G will be dropped if it is clear which graph is considered. Note that this notation differs from what seems to be customary, since here C v is a set of vertices, and not a set of edges.
Model O (Random orientation): Every edge in G is directed either way with probability 1/2 independent of the other edges.
Model O is one natural way to obtain a randomly directed graph. It has been considered previously in for instance [CM, GG01, SL] . Another possibility is the following.
Model D p (Directed edge percolation): Every edge in G is replaced by two edges with opposite directions. Then each of the directed edges will exist with probability p independent of all other edges.
In both models O and D p we let for a vertex v ∈ V (G) the out-cluster
be the (random) set of all vertices u for which there is a directed path from v to u. Let also the in-cluster ← C v (G) ⊂ V (G) be the (random) set of all vertices u for which there is a directed path from u to v. Note that by convention v ∈
Remark 1.1. I was originally inspired by the so called bunkbed conjecture due to Kasteleyn, Remark 5 in [BK] . For any finite graph G let the bunkbed graph beG = G × K 2 , where K 2 is the graph on two vertices 0, 1 with one edge. The conjecture states that for any vertices u, v ∈ V (G), [SL] , where it is proved for outer planar graphs and Häggström [OH] , who coined the term bunkbed conjecture.
.1 gives an equivalent inequality for random orientations ofG, but I was not able to use that to prove the conjecture. See also
A natural question is to study also the events {a → s} and {s → b}. My original intuition suggested to me that in model O they are always negatively correlated. However, Sven Erick Alm [AL1] found that a simple counterexample is the graph on four vertices with all edges except ab. This question is studied further in [AL1] , [AL2] . Note that in the model D p they are always positively correlated by Harris inequality, see Theorem 3.1 below.
Acknowledgement: I thank Sven Erick Alm and Olle Häggström for very valuable discussions and Jeff Kahn for pointing out the reference [CM] .
The main lemmas
For this section we fix the notation q := 1 − p. The following lemma is a special case of the theory on clutter percolation by McDiarmid [CM] .
Lemma 2.1. For any (locally finite) graph G and any vertex u ∈ V (G) and finite set U ⊂ V (G), u ∈ U , we have
Even though this lemma is in my opinion very striking and surprising at first sight, it seems not to have received enough recognition and not been used as much as one could expect. The identity of the cluster distribution for models O and E 1/2 were used in for instance [SL] and [GG] on page 369. We give a short proof which we will generalize below.
Proof. The proof uses induction over |U | = k and we prove that the probabilities can be computed using the same recursion. If k = 1 we have
For the inductive step, assume |U | ≥ 2 and take a vertex v ∈ U, v = u. First consider the model E p . If, for a given graph with C u (G) = U , we remove v and all its edges, we will get C u (G \ v) = U 1 for some set U 1 ⊆ U \ {v}. Let r be the number of edges between U 1 and v in G. Note that at least one of these edges must exist and that there must be paths from v to U \ U 1 in G \ U 1 . We get the recursion
If we do the same reasoning for the model D p (and O) we get exactly the same recursion, but the argument that at least one edge must exist is replaced with at least one of the edges directed from U 1 to v must exist, (at least one edge must be directed from U 1 to v in model O, where also q = 1/2). The lemma follows.
The following extension of Lemma 2.1 is easy to prove with the same method, but has to the best of my knowledge not been considered before.
Lemma 2.2. For any (locally finite) graph G and any vertices u, w ∈ V (G) and finite sets U, W ⊂ V (G), u ∈ U, w ∈ W, U ∩ W = ∅, we have
Proof. The proof is by induction over |U | + |W |, where for |U | + |W | = 2 we get the probability q deg(u)+deg(w) (the exponent should be lowered by 1 if there is an edge between u and w in G) for all models. The inductive step is carried out as in the proof of Lemma 2.1. With the same notation and assuming that there is a vertex v ∈ U \ {u} we get
Again it is not difficult to see that we get the same recursion in all three models (q = 1/2 in O). If U = {u} then we use the similar recursion with v ∈ W \{w}. Thus the statement follows by induction and by Lemma 2.1. 
Remark 2.3. If we tried to prove a similar lemma with
→ C u = U, → C w = W ,
Path correlations
In this section we will apply Lemma 2.1 and Lemma 2.2 to obtain correlation inequalities in the model O. The results are true also for the model D p , but are already known to be true. Edge percolation on directed graphs is more closely connected to ordinary percolation and the most general result below, Theorem 3.3, is for the model D p a special case of Theorem 3.1 in [BHK] .
For edge percolation, E p , the concept of increasing events is important. Here the total space of realizations is Ω = {0, 1} E , where E is the edge set of the graph. For elements ω, ω ′ ∈ Ω, write ω ≥ ω ′ if ω(e) ≥ ω ′ (e) for all e ∈ E. An event A is called increasing if ω ≥ ω ′ ∈ A implies ω ∈ A. In combinatorics this is often called a monotone graph property and a very active research field in the last years has been the study of the simplicial complex of graphs that do not realize a certain monotone event. See e.g [BBLSW] or [JJ] .
A fundamental tool is the classical Harris inequality from 1960.
Theorem 3.1. [H] For edge percolation, two increasing events A, B are always positively correlated, i.e. P (A)P (B) ≤ P (A, B).
For random orientations, the model O, this concept is not directly applicable (but often is for the model D p ). We will therefore define a related concept for the model O. The space of realizations for O is better described as Ω O = {−1, 1} E , for some choice of −1, 1 corresponding to the two different directions for every edge. Define an event A to be s-out-cluster increasing if for two realizations ω,
and ω ′ ∈ A implies ω ∈ A. Of course, one may define s-in-cluster increasing in the same way and all theorems below would be equally valid for ← C s . A typical example of an s-out-cluster increasing event is {s → a}, i.e. a ∈ → C s . The corresponding definition for E p was considered in [BHK] with the important difference that they thought of the cluster as a set of edges, whereas in this paper it is a set of vertices.
We may now formulate an inequality corresponding to Harris inequality. 
Theorem 3.2 will follow from the more general Theorem 3.3 below, which is very closely inspired by and follows from Theorem 1.1 for E p in [BHK] .
Theorem 3.3. Let G = (V, E) be a finite graph and s ∈ V (G). Let also A, B be s-out-cluster increasing events in the model O. Then for any X, Y ⊆ V \ {s},
Proof. By Lemma 2.1 we get that P E 1/2 (A, C s ∩ X = ∅) = P O (A, → C s ∩ X = ∅) and similarly for the other probabilities in the theorem. Theorem 1.1 in [BHK] is the same statement but in E p with the important difference that they considered a cluster to be the edges that belonged to a path from s. However, if an event is s-cluster increasing in our sense then it is clearly also s-cluster increasing when the cluster is thought of a set of edges since it is a strictly stronger property. Hence,
and the theorem follows.
We get Theorem 3.2 from Theorem 3.3 by setting X = Y = ∅.
Let us now consider some examples of usage of these two theorems. Let a, b, s, t be vertices of G. We are interested in the event {s → a}, which is the same thing as 
Proof. Set A = {a ∈ → C s (G)} and B = {b ∈ → C s (G)} in the oriented version of Harris inequality, Theorem 3.2.
Corollary 3.4 is true also for the model D p , but we do not need to refer to Theorem 3.2 since it follows directly by Harris inequality.
In the beautiful paper [BK] , Jacob van den Berg and Jeff Kahn prove that for any graph under the model E p the events a ∈ C s (G) and b ∈ C s (G) are positively correlated also if one first conditions on t / ∈ C s (G). This is far from intuitively clear, in fact the authors claim that it is non-intuitive [BK] . The oriented version is the following. 
Proof. Set A = {a ∈ → C s (G)} and B = {b ∈ → C s (G)} and X = Y = {t} in Theorem 3.3.
The paper [BHK] contains several other interesting theorems on correlation and association, most of which can be given versions for random orientations. We end with an example to illustrate the usage of Lemma 2.2. 
Proof. By Lemma 2.2 we know that the joint distribution P O ( ← C t , → C s ) is equal to P E p (C t , C s ) as long as we assume the clusters to be disjoint, which is what is conditioned in the theorem. In [BHK] formula (2) is P E p (a ∈ C t , b ∈ C s |t / ∈ C s ) ≤ P E p (a ∈ C t |t / ∈ C s )P E p (b ∈ C s |t / ∈ C s ) and the theorem follows.
It is interesting to notice that if we do not condition on s t, then {a ∈ ← C t } and {b ∈ → C s } are positively correlated in the model D p by the ordinary Harris inequality, whereas in the model O it will depend on the graph G if they are positively or negatively correlated.
