In this paper, a gradient method with momentum for sigma-pi-sigma neural networks (SPSNN) is considered in order to accelerate the convergence of the learning procedure for the network weights. The momentum coefficient is chosen in an adaptive manner, and the corresponding weak convergence and strong convergence results are proved.
The rest of the paper is organized as follows. In Section 2 we introduce the neural network model of SPSNN and the gradient method with momentum. In Section 3 we give the convergence analysis of the gradient method with momentum for training SPSNN. Numerical experiments are given in Section 4. Finally, in Section 5, we end the paper with some conclusions.
The Neural Network Model of SPSNN and Gradient Method with Momentum
In this section we introduce the sigma-pi-sigma neural network that is composed of multilayer neural network. The output of SPSNN has the form ( ) is a function to be generated through the network training, and K is the number of pi-sigma network(PSN) that is the basic building block for SPSNN. In order to train the SPSNN, we choose a quadratic error function ( ) 
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where 0 η > is the learning rate, Notice the component form of (1) In fact, 
Convergence Results
Similar to [12] [14], we need the following assumptions. 
Furthermore, if Assumption (A2) is also valid, then it holds the strong con- 
It is easy to see that 0 β > when
If η and μ satisfy (5), then the sequence
By (4) it is easy to see for any positive integer N, it holds ( ) ( ) ( ) 
Numerical Results
In this section, we propose an example to illustrate the convergence behavior of the iteration (1) by comparing the iteration steps (IT), elapsed CPU time in seconds (CPU) and relative residual error (RES). The experiment is terminated when the current iteration satisfies Table 2 , we compare the convergence behavior of the gradient method with momentum and the gradient method with no momentum. It can be seen that the network training is improved significantly after added the momentum item.
Conclusion
In this paper, we study the gradient method with momentum for training sigma-pi-sigma neural networks. We take the momentum coefficient in an adaptive manner, and the corresponding weak convergence and strong convergence results are proved. The Assumptions A1 and A2 in this paper seem to be a little severe, so how to weaken the one or two assumptions will be our future work. 
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