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TOWARDS THE DUAL MOTIVIC STEENROD ALGEBRA IN POSITIVE
CHARACTERISTIC
MARTIN FRANKLAND AND MARKUS SPITZWECK
Abstract. The dual motivic Steenrod algebra with mod ℓ coefficients was computed by Voevodsky
over a base field of characteristic zero, and by Hoyois, Kelly, and Østvær over a base field of
characteristic p 6= ℓ. In the case p = ℓ, we show that the conjectured answer is a retract of the
actual answer. We also describe the slices of the algebraic cobordism spectrum MGL: we show that
the conjectured form of snMGL is a retract of the actual answer.
1. Introduction
In [Voe02], Voevodsky proposed a list of major conjectures in motivic homotopy theory, some of
which were known over a base field of characteristic zero. In this paper, we prove a weak form of
two of the Voevodsky Conjectures over a base field of positive characteristic p: one about the mod p
dual motivic Steenrod algebra, and one about the slices of the algebraic cobordism spectrum MGL.
Dual motivic Steenrod algebra. Let HFℓ denote the mod ℓ motivic Eilenberg–MacLane spec-
trum. There are certain classes in the dual motivic Steenrod algebra π∗,∗(HFℓ ∧HFℓ), the “Milnor
basis”, which together induce a map of HFℓ-modules
(1.1)
⊕
αΣ
pα,qαHFℓ
Ψ // HFℓ ∧HFℓ.
The map Ψ is conjectured to be an equivalence [Voe02, Conjecture 4] over any base scheme. Vo-
evodsky proved this conjecture when the base scheme S is a field of characteristic zero [Voe03].
Hoyois, Kelly, and Østvær proved it when S is essentially smooth over a field of characteristic p 6= ℓ
[HKØ17].
We prove the following.
Theorem 1.2 (Theorem 5.1). Assume that the base scheme S is essentially smooth over a field
of characteristic p > 0. Then the map of HFp-modules Ψ in (1.1) is a split monomorphism, i.e.,
admits a retraction.
It was kindly pointed out to us by Marc Hoyois that Theorem 1.2 could be used to produce new
motivic cohomology operations in positive characteristic, something we leave for future research.
Slices of algebraic cobordism. The algebraic cobordism spectrum MGL comes with a canonical
ring map λ : L∗ → π2∗,∗MGL from the Lazard ring L (where we divide the usual grading by two).
Over a field, the map λ induces in turn a canonical map of HZ-modules
(1.3) Σ2n,nHZ⊗Z Ln
ψ // snMGL
to the nth slice snMGL. Voevodsky conjectured that ψ is an equivalence over any base field
[Voe02, Conjecture 5]. Over a field of characteristic zero, the conjecture was proved in [Spi10]
as an application of the Hopkins–Morel isomorphism. Over a base field of characteristic p, Hoyois
showed that ψ induces an equivalence after inverting p.
We prove the following.
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Theorem 1.4 (Theorem 6.26). Assume that the base scheme S is essentially smooth over a field
of characteristic p > 0. Then the map of HZ-modules ψ in (1.3) is a split monomorphism, i.e.,
admits a retraction.
A possible strategy. As a reduction step towards proving Voevodsky’s Conjecture 4, we show the
following conditional statement. Let ĤZ denote the version of the Eilenberg–MacLane spectrum
constructed in [Spi13].
Proposition 1.5 (Proposition 7.12). Let Zp denote the p-adic integers. If the object ĤFp of SH(Zp)
lies in the localizing triangulated subcategory of SH(Zp) generated by the strongly dualizable objects,
then the map of HFp-modules Ψ in Theorem 1.2 is an equivalence.
Relation to the Hopkins–Morel–Hoyois isomorphism. For n ≥ 1, let an ∈ π2n,nMGL denote
classes coming from appropriate generators of the Lazard ring L; see [Hoy15a] for details. This
induces a canonical map in SH(S)
Φ: MGL/(a1, a2, . . .)→ HZ.
Hoyois proved the following [Hoy15a]; the case char k = 0 is due to Hopkins and Morel.
Theorem 1.6. Assume that the base scheme S is essentially smooth over a field k of characteristic
exponent p (i.e., set p = 1 in the case char k = 0). Then Φ induces an isomorphism
MGL/(a1, a2, . . .) [1/p]
Φ[1/p]
∼=
// HZ [1/p] .
The theorem was further generalized to S being essentially smooth over a regular k-scheme
[CD15, Remark 3.7].
Conjecture 1.7. The map Φ is an isomorphism for any base scheme S.
The work in [Hoy15a] reduces the problem as follows.
Theorem 1.8. Over a field of characteristic p > 0, if HFp ∧ Φ is an isomorphism, then so is Φ
itself.
The calculation of the dual Steenrod algebra in [HKØ17] was the main ingredient in the proof
of the Hopkins–Morel–Hoyois isomorphism [Hoy15a]. If one could prove the conjecture on the dual
Steenrod algebra in the case ℓ = p, one should be able to adapt the argument in [Hoy15a] to prove
that Φ is an isomorphism, without inverting p.
Organization. In Section 2, we describe the setup of motivic spectra and the six functor formalism.
In Section 3, we recall facts about the dual motivic Steenrod algebra and Voevodsky’s Conjecture 4.
Section 4 introduces a discrete valuation ring D of mixed characteristic, which we use as a bridge
between characteristic p and characteristic 0. Our main technical ingredient is Lemma 4.10. Our
main results (Theorem 1.2, Theorem 1.4, and Proposition 1.5) are then proved in Sections 5, 6,
and 7 respectively. Some technical points are deferred to Appendix A, notably a purity result for
motivic cohomology (Proposition A.3).
Acknowledgments. We thank Tobias Barthel, David Carchedi, Elden Elmanto, Marc Hoyois, and
Beren Sanders for useful discussions. We also thank Dan Isaksen for helpful comments on an earlier
version, as well as Fre´de´ric De´glise and Adeel Khan for sharing their preliminary work. This project
was supported by a grant of the DFG SPP 1786: Homotopy Theory and Algebraic Geometry.
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2. Setup, notations, and conventions
2.1. Motivic spaces and spectra. The A1-homotopy theory of schemes was developed by Morel
and Voevodsky [MV99]. See [HKØ17, §2.1], [Hoy15a, §2], or [Voe10, §1.1] for background material.
Notation 2.1. We will work over schemes that are Noetherian, separated, and of finite Krull
dimension. Such a scheme S is called a base scheme. We will often assume that S is over some
field k of characteristic p. Let B denote the category of base schemes, viewed as a full subcategory
of all schemes.
Let SmS denote the category of separated smooth schemes of finite type over S. Under the
assumptions on S, the category SmS is essentially small. The category of motivic spaces over S
is
Spaces(S) := LA1LNissPre(SmS),
where the category sPre(SmS) of simplicial presheaves is endowed with the projective model struc-
ture. Here, LNis denotes the (left) Bousfield localization with respect to Nisnevich hypercovers, and
LA1 is the Bousfield localization with respect to the projection maps X ×A
1 → X, where X ranges
over representatives of isomorphism classes of objects in SmS .
The category of motivic spectra over S is the category of symmetric P1-spectra in pointed
motivic spaces:
Spectra(S) := SpΣ(Spaces∗(S),P
1).
Various model structures on motivic spectra are discussed in [Hov01] and [Jar00].
Notation 2.2. Over a base scheme S, denote by:
• H(S) the motivic unstable homotopy category Ho(Spaces(S)).
• SH(S) the motivic stable homotopy category Ho(Spectra(S)).
Under the assumptions on S, SH(S) is a compactly generated triangulated category with arbitrary
coproducts.
Notation 2.3. In SH(S), denote the bigraded motivic sphere spectra by
Sp,q = (S1)∧(p−q) ∧S G
∧q
m
:= (Σ∞S1)∧(p−q) ∧S (Σ
∞Gm)
∧q
and the corresponding suspension functors by
Σp,qX = Sp,q ∧S X = X(q)[p].
Denote the sphere spectrum by 1S = S
0,0 = Σ∞S+, which is the unit for the smash product ∧S.
Notation 2.4. For an E∞ motivic ring spectrum RS over S, denote by D(RS) the homotopy
category of (left) RS-modules. It comes with a forgetful functor US : D(RS)→ SH(S), as well as a
(derived) smash product ∧RS .
2.2. Dependence on the base scheme. By varying the base scheme S, SH defines a category
fibered over B. Ayoub showed that SH satisfies the six functor formalism of Grothendieck [Ayo07,
§1.4.1]. See also [CD12, §1] and [Hoy14, §2] for more details.
Notation 2.5. Let f : S → T be a map of schemes. Denote by f∗ := Rf∗ the total right derived
direct image functor
f∗ : SH(S)→ SH(T )
induced on the homotopy categories of motivic spectra. Denote by f∗ := Lf∗ the total left derived
inverse image functor
f∗ : SH(T )→ SH(S)
which is left adjoint to f∗.
4 MARTIN FRANKLAND AND MARKUS SPITZWECK
If moreover the map f is separated and of finite type, then it induces a further (derived) adjunction
f! : SH(S)⇄ SH(T ) : f
!. There is a natural transformation f! → f∗, which is an isomorphism if f is
proper. In particular, a closed immersion i satisfies i! = i∗. An open immersion j satisfies j
! = j∗.
The functor f∗ is always strong monoidal, i.e., there are natural isomorphisms
f∗A∧S f
∗B
∼=
−→ f∗(A∧T B) and 1S
∼=
−→ f∗(1T ), c.f. [CD12, Definitions 1.1.21, 1.4.2, Example 1.4.3]
and [Hoy14, §2]. The right adjoint f∗ is lax monoidal, though rarely strong monoidal.
The map of base schemes f : S → T induces an inverse image functor f∗ on module categories,
compatible with the functor f∗ on underlying spectra. More precisely, let RT be an E∞ ring
spectrum in Spectra(T ). Then the following diagram commutes up to natural isomorphism:
(2.6) D(RT )
UT

f∗ // D(f∗RT )
US

SH(T )
f∗ // SH(S),
where the downward arrows denote the forgetful functors. See also [CD15, Proposition 3.10,
Lemma 3.20].
The motivic Eilenberg–MacLane spectrum HZ = {HZS}S is defined over an arbitrary base
scheme S. Let us recall the structure relating HZS and HZT over different base schemes.
Definition 2.7. A B-fibered motivic spectrum X is a section of the projection functor SH → B
defining SH as a fibered category over all base schemes. Explicitly, X = {XS} consists of:
• For every base scheme S, an object XS of SH(S).
• For every map of base schemes f : S → T , a map f∗XT → XS in SH(S).
• For every pair of composable maps S
f
−→ T
g
−→ U of base schemes, the diagram in SH(S)
(2.8) f∗g∗XU
∼=
// f∗XT // XS
(gf)∗XU
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
commutes, where (gf)∗ ∼= f∗g∗ is the connection isomorphism for the 2-functor SH: B →
Cat.
Definition 2.9. A B-fibered motivic E∞ ring spectrum R is a section of the fibered category
Ho(E∞ − Spectra).
As explained in [CD12, §7.2], for a map of base schemes f : S → T and an RT -module MT , the
pullback f∗MT naturally becomes an f
∗RT -module, which in turn can be extended to an RS-module
via the structure map f∗RT → RS , that is:
f∗mod(MT ) := RS ∧f∗RT f
∗MT .
This construction defines the pullback functors on modules f∗mod : D(RT ) → D(RS) making D(R)
into a B-fibered category.
We say that R is Cartesian if the structure maps f∗RT
∼=
−→ RS are isomorphisms. In that case,
the pullback in modules f∗mod(MT ) has the same underlying spectrum as the pullback in spectra
f∗(MT ).
The functor f ! has structure maps γ : f !A ∧ f∗B → f !(A ∧ B) and γ : f∗B ∧ f !A → f !(B ∧ A)
satisfying certain equations, making f ! an f∗-bimodule in the terminology of [Ayo07, §2.3.5]; c.f.
Notation 7.9. Given an RT -module MT , f
!(MT ) canonically becomes an f
∗(RT )-module via the
structure map γ. If the ring spectrum R is Cartesian, then this construction defines the functor on
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modules f !mod : D(RT )→ D(RS) which is part of the six functor formalism for D(R). In this case,
the underlying spectrum of f !mod(MT ) is f
!(MT ).
2.3. Choice of models. Our main tool in this paper is the version of the Eilenberg–MacLane
spectrum ĤZ constructed in [Spi13]. It is constructed as an E∞ algebra in symmetric Z[Gm, {1}]-
spectra of complexes of sheaves of abelian groups on SmS . To obtain well-behaved symmetric
monoidal homotopy categories of ĤZ-modules as described above, one can use the strictification
results of [Hor13, §3] to replace ĤZ by a (strictly) commutative monoid in some symmetric monoidal
model category of motivic spectra. Alternately, one can use the results of [Rob15, §2.4] to construct
the desired homotopy categories by working only at the ∞-categorical level.
In this paper, our statements will take place in homotopy categories, such as SH(S) or D(RS).
To emphasize this, we will speak of isomorphisms instead of equivalences.
2.4. Homotopy colimits in triangulated categories.
Definition 2.10. [Nee01, Definition 1.6.4] In a triangulated category with countable coproducts,
a homotopy colimit of a sequence
X0
j1
−→ X1
j2
−→ X2 → · · ·
is defined as a cofiber of the map ⊕
i≥0
Xi
id−shift
−−−−−→
⊕
i≥0
Xi.
Note that hocolimiXi is defined up to non-unique isomorphism, as are cofibers.
Also, to ease the notation, we may omit the last map of an exact triangle, i.e., write A→ B → C
instead of A→ B → C → Σ1,0A.
3. The dual Steenrod algebra
Background on motivic Eilenberg–MacLane spectra can be found in [Voe10, §3.2], [RØ08, §2.4],
[HKØ17, §2.3], or [Hoy15a, §4.2].
Notation 3.1. For a base scheme S and an abelian group A, let HAS denote the motivic Eilenberg–
MacLane spectrum in SH(S), as constructed by Voevodsky. We also write HA = HZ⊗Z A. If S is
an affine scheme, we drop Spec from the notation and write the name of the base ring.
We write HFSℓ instead of HFℓ,S or H(Fℓ)S to avoid overcrowding the subscript. We drop the
base scheme S from the notation when there is no risk of confusion.
We recall the structure of the dual motivic Steenrod algebra, described for instance in [Voe03, §12]
[Hoy15a, §5.3], [Spi13, Theorem 11.24]. For the classical analogue in topology, see [Mil58, §5]. There
are certain classes τi, ξi ∈ π∗,∗(HFℓ ∧HFℓ) with bidegrees
|τi| = (2ℓ
i − 1, ℓi − 1), i ≥ 0
|ξi| = (2ℓ
i − 2, ℓi − 1), i ≥ 1.
Consider sequences α = (ǫ0, r1, ǫ1, r2, ǫ2, . . .) with ǫi ∈ {0, 1}, ri ≥ 0, and only finitely many non-zero
terms. To each such sequence, one assigns the monomial
ω(α) := τ ǫ00 ξ
r1
1 τ
ǫ1
1 ξ
r2
2 τ
ǫ2
2 · · · ∈ π∗,∗(HFℓ ∧HFℓ)
of bidegree |ω(α)| = (pα, qα). Together, these monomials form the motivic analogue of the Milnor
basis. Consider the induced map of HFℓ-modules
(3.2)
⊕
such sequences α
Σpα,qαHFℓ
ΨS // HFℓ ∧HFℓ.
Here we view HFℓ ∧HFℓ as a left HFℓ-module by acting on the left smash factor.
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Theorem 3.3. Assume that the base scheme S is essentially smooth over a field of characteristic
p. Then for ℓ 6= p, the map ΨS in D(HFSℓ ) displayed in Equation (3.2) is an isomorphism.
For S a field of characteristic zero, this result is due to Voevodsky (using [Voe03, Corollary 12.5];
c.f. [DI10, Lemma 6.3], [Hoy15a, §5.4]). It was generalized to the stated form in [HKØ17, Theo-
rem 1.1, Corollary 3.4]. It is conjectured to hold for more general base schemes [Voe02, Conjecture 4].
3.1. Eilenberg–MacLane spectra and base change. Recall Voevodsky’s Conjecture 17 from
[Voe02].
Conjecture 3.4. Let f : S → T be a map of base schemes. Then the induced map in SH(S)
f∗HZT → HZS
is an isomorphism.
For the record, we recall the following:
Definition 3.5. [Hoy15a, Definition A.1] A map of base schemes f : S → T is essentially smooth
if S is a cofiltered limit S = limα Sα of smooth T -schemes where the transition maps Sβ → Sα in
the diagram are affine and dominant.
Theorem 3.6. Let f : S → T be a map of base schemes.
(1) If f is essentially smooth, then the map f∗HZT
∼=
−→ HZS is an isomorphism [HKØ17,
Theorem 2.12] [Hoy15a, Theorem 4.18].
(2) If S and T are regular over a base field of characteristic p, then the map f∗HZ[1/p]T
∼=
−→
HZ[1/p]S is an isomorphism [CD15, Corollary 3.6].
3.2. The Milnor basis and base change.
Definition 3.7. Let R be a motivic E∞ ring spectrum.
(1) A left R-module M is a section of the fibered category D(R). Explicitly, M = {MS}
consists of:
• For every base scheme S, a left RS-module MS in the homotopy category D(RS). We
denote the action map by µS : RS ∧MS →MS .
• For every map of base schemes f : S → T , a map f∗MT → MS in D(f
∗RT ); equiva-
lently, a map in SH(S) making the following diagram in SH(S) commute:
f∗(RT ∧MT )
∼=
f∗µT // f∗MT

f∗RT ∧ f
∗MT

RS ∧MS
µS // MS .
As usual, the coherence condition (2.8) holds.
(2) A class ξ ∈ πp,qM means a family ξ = {ξS} with ξS ∈ πp,qMS for every base scheme S. Such
a class ξ is compatible with base change if for every map of base schemes f : S → T ,
the induced map
πp,qMT
f∗ // πp,q(f
∗MT ) // πp,qMS
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sends ξT to ξS . In other words, the following diagram in SH(S) commutes:
f∗(Σp,q1T )
∼=
f∗ξT // f∗MT

Σp,q1S
ξS // MS .
Lemma 3.8. Let R be a motivic E∞ ring spectrum, M an R-module, and ξ ∈ πp,qM a class which is
compatible with base change. Then its adjunct map of R-modules ξ˜ : Σp,qR→M is also compatible
with base change, in the sense that for every map of base schemes f : S → T , the following diagram
in D(f∗RT ) commutes:
f∗(Σp,qRT )
∼=
f∗ξ˜T // f∗MT

Σp,qf∗RT

Σp,qRS
ξ˜S // MS .
Proof. This follows from a straightforward diagram chase. 
Lemma 3.9. The classes τi, ξi ∈ π∗,∗(HFℓ ∧HFℓ) are compatible with base change.
Proof. Write AS∗,∗ := π∗,∗(HF
S
ℓ ∧ HF
S
ℓ ) for short. Let us recall the construction of the classes
τi, ξi ∈ A∗,∗ from [Spi13, §11.2].
WS,n denotes the Gm-torsor over P
∞
S corresponding to the line bundle OP∞S (−n), with projection
map WS,n → P
∞
S , viewed as a map of motivic spaces over S. The canonical mod-ℓ orientation of
HFℓ consists of certain classes
cS ∈ H
2,1(P∞S ;Fℓ)
uS ∈ H
1,1(WS,ℓ;Fℓ)
and we let vS ∈ H
2,1(WS,ℓ;Fℓ) be the restriction of cS along the map WS,n → P
∞
S . The classes τi
and ξi are defined as the coefficients appearing in the coaction:
H∗,∗(WS,ℓ;Fℓ)
coact // AS−∗,−∗⊗ˆπ−∗,−∗HFSℓ
H∗,∗(WS,ℓ;Fℓ)
u ✤ // u+
∑
i≥0 τi ⊗ v
ℓi
v ✤ // v +
∑
i≥1 ξi ⊗ v
ℓi .
Now the claim follows from these two facts. First, the coaction is compatible with base change, i.e.,
the following diagram of abelian groups commutes:
Hp,q(WT,ℓ;Fℓ)

coactT // AT−∗,−∗⊗ˆπ−∗,−∗HFTℓ
H∗,∗(WT,ℓ;Fℓ)

Hp,q(f∗WT,ℓ;Fℓ) A
S
−∗,−∗⊗ˆπ−∗,−∗HFSℓ
H∗,∗(f∗WT,ℓ;Fℓ)
Hp,q(WS,ℓ;Fℓ)
coactS //
∼=
OO
AS−∗,−∗⊗ˆπ−∗,−∗HFSℓ
H∗,∗(WS,ℓ;Fℓ).
∼=
OO
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The downward maps in the top part are induced by the functor f∗ and by the map f∗HFTℓ →
HFSℓ . The upward maps in the bottom part are induced by the map f
∗WT,ℓ
≃
−→ WS,ℓ, which is an
isomorphism in H(S).
Second, the classes uS ∈ H
1,1(WS,ℓ;Fℓ) and vS ∈ H
2,1(WS,ℓ;Fℓ) are compatible with base change,
i.e., the composite
H∗,∗(WT,ℓ;Fℓ) // H
∗,∗(f∗WT,ℓ;Fℓ) H
∗,∗(WS,ℓ;Fℓ)
∼=oo
uT
✤ // uS
vT
✤ // vS
sends the classes u and v as indicated. 
The decomposition map ΨS is compatible with base change in the following sense.
Lemma 3.10. Let f : S → T be a map of base schemes. Then the following diagram in D(HFSℓ )
commutes:
f∗
(⊕
α Σ
pα,qαHFTℓ
)
∼=
f∗ΨT // f∗
(
HFTℓ ∧T HF
T
ℓ
)
⊕
αΣ
pα,qαf∗HFTℓ

f∗HFTℓ ∧S f
∗HFTℓ
∼=
⊕
αΣ
pα,qαHFSℓ
ΨS // HFSℓ ∧S HF
S
ℓ .
Proof. This follows from Lemmas 3.9 and 3.8, and the fact the algebra structure of the dual Steenrod
algebra is compatible with pullbacks, i.e., the induced map
π∗,∗(HF
T
ℓ ∧HF
T
ℓ )
// π∗,∗(HF
S
ℓ ∧HF
S
ℓ )
is a map of algebras. 
Remark 3.11. For an essentially smooth map f over a field, a similar statement about cohomology
operations is argued in [HKØ17, §2.4] and [Hoy15a, §5.2].
Corollary 3.12. Let f : S → T be a map of base schemes such that the structure map f∗HFTℓ
∼=
−→
HFSℓ in SH(S) is an isomorphism. If the map Ψ
T in D(HFTℓ ) is an isomorphism (resp. split
monomorphism), then so is the map ΨS in D(HFSℓ ).
A similar base change argument was used in the proof of [HKØ17, Theorem 5.6].
Lemma 3.13. Let f : S → T be a map of base schemes such that the structure map f∗HZT
∼=
−→ HZS
in SH(S) is an isomorphism. Then for any abelian group A, the structure map f∗HAT
∼=
−→ HAS in
SH(S) is an isomorphism.
Proof. See [Hoy15a, Proposition 4.13 (2)] and the discussion thereafter. For example, H(Z/n)S is
given by the cofiber (HZS)/n. 
Lemma 3.14. [Hoy15a, Lemma A.2] Let k be a perfect field and k → L a field extension. Then
the induced map of schemes Spec(L)→ Spec(k) is essentially smooth.
Corollary 3.15. If ΨFp is an isomorphism, then Ψk is an isomorphism for every field k of char-
acteristic p.
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Proof. By Lemma 3.14, the map of schemes f : Spec(k) → Spec(Fp) is essentially smooth. By
Theorem 3.6 (1), f∗HZFp
∼=
−→ HZk is an isomorphism. By Lemma 3.13, f
∗HF
Fp
ℓ
∼=
−→ HFkℓ is also an
isomorphism. The statement now follows from Corollary 3.12. 
4. Discrete valuation ring of mixed characteristic
Lemma 4.1. Let k be a field of characteristic p. Then there exists a discrete valuation ring D
having k as residue field, and a fraction field K = Frac(D) of characteristic zero.
Proof. If k is a perfect field, then the p-adic Witt ring D =Wp∞(k) satisfies the desired properties
[Haz09, Theorem 6.19, 6.20]. More generally, whether k is perfect or not, the Cohen ring of k
satisfies the desired properties [Haz09, 6.23]. 
Example 4.2. In the case k = Fp, one can take the p-adic integers D = Wp∞(Fp) = Zp, with
fraction field the p-adic rationals K = Qp.
Notation 4.3. Consider the ring maps and induced maps of affine schemes:
K Spec(K)
k
Kj
open
xxrrr
rr
rr
rr
r
D
@@✁✁✁✁✁✁✁✁
 ❂
❂❂
❂❂
❂❂
❂
///o/o/o Spec(D)
k Spec(k).
S3
i
closed
ff▲▲▲▲▲▲▲▲▲▲
That is, i : Spec(k) →֒ Spec(D) is the inclusion of the closed point, while j : Spec(K) →֒ Spec(D)
is its open complement, the generic point. The strategy of the proof is to go through Spec(D) to
transfer a result which is known over Spec(K) to the desired result over Spec(k).
Notation 4.4. Let ĤZ denote the version of the Eilenberg–MacLane spectrum constructed in
[Spi13]. There is a variant ĤA for any abelian group A.
Recall some salient facts about ĤZ proved in [Spi13].
Theorem 4.5. (1) ĤZ is a motivic E∞ ring spectrum.
(2) The family ĤZ = {ĤZS}S is Cartesian, i.e., all structure maps f
∗ĤZT
∼=
−→ ĤZS are
isomorphisms.
(3) Over a field, ĤZ agrees with the usual motivic Eilenberg–MacLane spectrum, i.e., there is
a canonical isomorphism ĤZk ∼= HZk in Ho(E∞ − Spectra(k)).
(4) The B-fibered category D(ĤZ) (as in Definition 2.9) satisfies the six functor formalism.
Corollary 4.6. Using Notation 4.3, there are canonical isomorphisms
(1) j∗ĤFDℓ
∼= HFKℓ in Ho(E∞ − Spectra(K))
(2) i∗ĤFDℓ
∼= HFkℓ in Ho(E∞ − Spectra(k)).
Warning 4.7. In view of Corollary 4.6, from now on we will usually drop the hats from the nota-
tion ĤZ, though all the arguments will be using ĤZ instead of Voevodsky’s Eilenberg–MacLane
spectrum HZ, as in Notation 3.1. Over the base ring D, the spectrum ĤZD is not known to be
equivalent to HZD, though conjectured to be.
Lemma 4.8. For any smooth scheme S over k, we have the following motivic cohomology groups{
H2,1(S;Z) = Pic(S)
H2,1(S;Z/ℓ) = Pic(S)⊗Z Z/ℓ.
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Proof. The first part is given in [MVW06, Corollary 4.2]. The second part follows from the universal
coefficient exact sequence
(4.9) 0 // H2,1(S;Z)⊗Z Z/ℓ // H
2,1(S;Z/ℓ) // TorZ1
(
H3,1(S;Z),Z/ℓ
)
// 0
and the equality H3,1(S;Z) = 0. 
In what follows, we will use some facts from [Ayo07], and the fact that D(ĤFℓ) satisfies the
six functor formalism (Theorem 4.5). See also [CD12, §2.3] for more details on the localization
property.
Lemma 4.10. Let ℓ be any prime number. Then there is a splitting
i∗j∗HF
K
ℓ ≃ HF
k
ℓ ⊕ Σ
−1,−1HFkℓ
in D(HFkℓ ).
Proof. For any object E in D(HFDℓ ), by the localization property, there is an exact triangle
(4.11) i!i
!E
ǫ // E
η // j∗j
∗E
in D(HFDℓ ), natural in E. Since i is a closed immersion, we have i! = i∗. Applying the exact functor
i∗ yields an exact triangle
i∗i∗i
!E
i∗ǫ // i∗E
i∗η // i∗j∗j
∗E
in D(HFkℓ ). Since i is a closed immersion, the counit i
∗i∗ → 1 is an isomorphism (by the localization
property), and we can rewrite the exact triangle as
(4.12) i!E // i∗E // i∗j∗j
∗E.
Now take E = HFDℓ . Using the isomorphisms j
∗HFDℓ = HF
K
ℓ and i
∗HFDℓ = HF
k
ℓ of Corollary 4.6,
the exact triangle (4.12) in D(HFkℓ ) becomes
(4.13) i!HFDℓ
// HFkℓ
// i∗j∗HF
K
ℓ .
Using the isomorphism i!HFDℓ
∼= Σ−2,−1HFkℓ from Corollary A.4, the exact triangle (4.13) becomes
Σ−2,−1HFkℓ
// HFkℓ
// i∗j∗HF
K
ℓ .
Next, we claim that the map Σ−2,−1HFkℓ → HF
k
ℓ must be zero. Indeed, such HFℓ-module maps are
given by
D(HFkℓ )
(
Σ−2,−1HFkℓ ,HF
k
ℓ
)
= D(HFkℓ )
(
HFkℓ ,Σ
2,1HFkℓ
)
= SH(k)
(
1k,Σ
2,1HFkℓ
)
= H2,1(Spec(k);Fℓ)
= 0.
Here we used the fact that motivic Eilenberg–MacLane spectra represent motivic cohomology
[Voe98, §6.2] [Hoy15a, Theorem 4.24], along with Lemma 4.8 and the equality Pic (Spec(k)) =
Pic(k) = 0. Thus, the exact triangle (4.13) splits, which yields the isomorphism
i∗j∗HF
K
ℓ ≃ HF
k
ℓ ⊕ Σ
1,0Σ−2,−1HFkℓ
= HFkℓ ⊕ Σ
−1,−1HFkℓ . 
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5. Retract of the dual Steenrod algebra
Theorem 5.1. Assume that the base scheme S is essentially smooth over a field k of characteristic
p > 0. Then the map ΨS in D(HFSp ) displayed in Equation (3.2) is a split monomorphism, i.e.,
admits a retraction.
Proof. By Theorem 3.6, Lemma 3.13, and Corollary 3.12, we may assume S = k. Consider the
diagram in D(HFkp)
(5.2)
⊕
α Σ
pα,qαHFkp
Ψk // HFkp ∧k HF
k
p
⊕
αΣ
pα,qαi∗HFDp
∼=
OO
∼=
i∗HFDp ∧k i
∗HFDp
∼=
OO
∼=
i∗(
⊕
α Σ
pα,qαHFDp )
i∗η

i∗ΨD // i∗(HFDp ∧D HF
D
p )
i∗η

i∗j∗j
∗(
⊕
αΣ
pα,qαHFDp )
∼=
i∗j∗j∗ΨD // i∗j∗j
∗(HFDp ∧D HF
D
p )
i∗j∗(
⊕
αΣ
pα,qαj∗HFDp )
∼=

i∗j∗(j
∗HFDp ∧K j
∗HFDp )
∼=
∼=

i∗j∗(
⊕
α Σ
pα,qαHFKp )
∼=
i∗j∗ΨK
∼=
// i∗j∗(HF
K
p ∧K HF
K
p )
⊕
αΣ
pα,qαi∗j∗HF
K
p .
The top and bottom rectangles commute, by the identifications i∗ΨD = Ψk and j∗ΨD = ΨK from
Lemma 3.10. The middle rectangle commutes by naturality of the unit map η. Define the map
ϕ′ : HFkp ∧k HF
k
p →
⊕
α
Σpα,qαi∗j∗HF
K
p
as the composite starting from the top right corner, going all the way down, then left, then down
again. We claim that the composite
ϕ′ ◦Ψk :
⊕
α
Σpα,qαHFkp →
⊕
α
Σpα,qαi∗j∗HF
K
p
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is equal to the map
⊕
α Σ
pα,qαi∗η, for the map i∗η : HFkp → i
∗j∗HF
K
p . This follows from the
commutative diagram in D(HFDp ) ⊕
αΣ
pα,qαHFDp
η
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦ ⊕
α Σ
sα,tαη
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
j∗j
∗(
⊕
α Σ
pα,qαHFDp )
∼=
∼= ⊕
α Σ
pα,qαj∗j
∗HFDp
∼=

j∗(
⊕
α Σ
pα,qαj∗HFDp )
∼=

∼=
❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
j∗(
⊕
α Σ
pα,qαHFKp )
∼= ⊕
αΣ
pα,qαj∗HF
K
p .
By Lemma 4.10, the map i∗η : HFkp → i
∗j∗HF
K
p in D(HF
k
p) admits a retraction, say, r : i
∗j∗HF
K
p →
HFKp . Define ϕ as the composite
HFkp ∧k HF
k
p
ϕ′ //
⊕
αΣ
pα,qαi∗j∗HF
K
p
⊕
α Σ
pα,qαr
//
⊕
αΣ
pα,qαHFkp.
Then ϕ satisfies
ϕ ◦Ψk = (
⊕
α
Σpα,qαr) ◦ ϕ′ ◦Ψk
=
⊕
α
Σpα,qα(r ◦ i∗η)
= id,
providing the desired retraction. 
6. Retract of the slices of MGL
6.1. The slice filtration. Background on the slice filtration can be found in [Voe02, §2], [Spi12, §3],
[GRSØ12, §3], [RØ16, §2], and [Bac17, §1]. We fix some notation and terminology.
Let in : Σ
2n,nSH(S)eff →֒ SH(S) denote the inclusion of the subcategory of n-effective spectra,
i.e., the localizing subcategory generated by objects Σ2n,nΣ∞T X+ for X ∈ SmS . Let rn : SH(S) →
Σ2n,nSH(S)eff denote the right adjoint to the inclusion in, and fn := inrn the associated comonad,
with counit covn : fnE → E, that is, the n-effective cover functor. These form a tower over E
. . .→ fnE → fn−1E → . . .→ E.
The nth slice sits in a natural distinguished triangle
(6.1) fn+1E // fnE // snE // Σ
1,0fn+1E.
Let trn : E → fnE denote the natural truncation map, defined by the natural distinguished triangle
(6.2) fn+1E
covn // E
trn // fnE // Σ1,0fn+1E.
These truncations form a tower under E
E → . . .→ fnE → fn−1E → . . . .
Successive truncations sit in a natural distinguished triangle
(6.3) snE // f
nE // fn−1E // Σ1,0snE.
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The slices of the n-truncation fnE satisfy
si(f
nE) = 0
for i > n. Moreover, the truncation map E → fnE induces isomorphisms on slices
siE
∼=
−→ si(f
nE)
for i ≤ n.
The following can be found in [Voe02, proof of Lemma 4.2], [RSØ17, Lemma 3.1], and [Hoy15a,
§8.3].
Lemma 6.4. For every object E if SH(S), the slice filtration is exhaustive, i.e., the natural map
hocolim
n→−∞
fnE
∼=
−→ E
is an isomorphism.
Lemma 6.5. For all E ∈ SH(S) and n ∈ Z, there are natural isomorphisms in SH(S) as follows.
(1) {
fn(Σ
0,1E) ∼= Σ0,1(fn−1E)
fn(Σ
1,0E) ∼= Σ1,0(fnE)
and thus fn(Σ
p,qE) ∼= Σp,q(fn−qE) for all p, q ∈ Z.
(2) {
sn(Σ
0,1E) ∼= Σ0,1(sn−1E)
sn(Σ
1,0E) ∼= Σ1,0(snE)
and thus sn(Σ
p,qE) ∼= Σp,q(sn−qE) for all p, q ∈ Z.
Proof. This follows from the same argument as in [RØ16, Lemma 2.1]. 
Lemma 6.6. Let E ∈ SH(S) and n ∈ Z.
(1) The n-effective cover map fnE → E induces an isomorphism on homotopy groups
πp,q(fnE)
∼=
−→ πp,qE
for q ≥ n.
(2) The n-truncation fnE satisfies
πp,q(f
nE) = 0
for q ≥ n+ 1.
Proof. For part (1), the sphere Sp,q = Σp,q1S is q-effective, in particular n-effective assuming q ≥ n.
Part (2) follows from part (1) and the exact triangle (6.2). 
Lemma 6.7. There are natural isomorphisms sn ∼= fnf
n ∼= fnfn of functors SH(S) → SH(S),
which moreover identify the commutative diagram
fnE
covn

fn(trn)// fnf
nE
covn

E
trn // fnE
with
fnE
covn

trn // fnfnE
fn(covn)

E
trn // fnE.
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Proof. See [GRSØ12, §2.3]. 
Lemma 6.8. For every E ∈ SH(S) and m,n ∈ Z, there are natural isomorphisms
smsnE =
{
snE if m = n
0 if m 6= n.
The commutative diagram from Lemma 6.7
fnE
covn

fn(trn)// snE
covn

E
trn // fnE
induces on homotopy groups πp,q with q ≥ n the diagram
(6.9) πp,q(fnE)
∼=

// πp,q(snE)
∼=

πp,qE // πp,q(f
nE),
using the isomorphism from Lemma 6.6.
Notation 6.10. For q ≥ n, let
σ : πp,qE → πp,q(snE)
denote the natural map of abelian groups defined by the diagram (6.9). This was used for instance
in [Voe02, §3.2].
Lemma 6.11. Let g : S → T be a map of base schemes and let n ∈ Z.
(1) If E ∈ SH(T ) is n-effective, then g∗E ∈ SH(S) is n-effective. In particular, there is a canon-
ical natural transformation g∗fnE → fng
∗E which in turn induces a natural transformation
g∗snE → sng
∗E.
(2) If g is essentially smooth, then the canonical transformations are isomorphisms g∗fn ∼= fng
∗
and g∗sn ∼= sng
∗.
Proof. See [Hoy15a, Remark 4.20] or [RØ16, Theorem 2.5]. 
6.2. Some facts about slices. We recall some facts about known slices. More details and refer-
ences can be found in [GRSØ12, §6.1].
Theorem 6.12. Assume that the base scheme S is essentially smooth over a field.
(1) The Eilenberg–MacLane spectrum HZS has slices s0HZ = HZ and snHZ = 0 for n 6= 0.
(Voevodsky’s Conjecture 1.)
(2) The unit map u : 1 → HZ induces an isomorphism on zeroth slices s01
∼=
−→ s0HZ ∼= HZ.
(Voevodsky’s Conjecture 10.)
(3) The algebraic K-theory spectrum KGLS has slices snKGL = Σ
2n,nHZ for n ∈ Z. (Voevod-
sky’s Conjecture 7.)
The isomorphism s01 ∼= HZ was proved in [Voe04] for fields of characteristic zero, generalized to
perfect fields in [Lev08], from which one obtains the stated generality [Hoy15a, Remark 4.20]. The
result on the slices of KGL is also due to Voevodsky and Levine; see [RØ16, Theorem 4.1].
The slice filtration is compatible with multiplicative structures, in the following sense.
Theorem 6.13. Let E be a motivic E∞ ring spectrum and M an E-module spectrum. Then for
every q ∈ Z, the cover fqM is canonically an f0E-module and the slice sqE is canonically a s0E-
module [Pel11] [GRSØ12, Corollary 5.18, §6(v)].
TOWARDS THE DUAL MOTIVIC STEENROD ALGEBRA IN POSITIVE CHARACTERISTIC 15
In particular, for every motivic spectrum M over S, the slice sqM is canonically an HZ-module,
assuming the isomorphism s01 ∼= HZ.
Lemma 6.14. Assume that the base scheme S is connected and smooth over a field. Then the
graded self maps of HZ in SH(S) are given by
[HZ,Σs,0HZ] =
{
Z if s = 0
0 otherwise.
See also [Voe02, Conjecture 12] and the remark thereafter.
Proof. By Theorem 6.12, the unit map u : 1→ HZ induces an isomorphism on zeroth slices s01
∼=
−→
s0HZ ∼= HZ. Since the sphere spectrum 1 = f01 is effective, the unit map can be identified with the
0-truncation tr0 : f01→ s01 ∼= HZ. Since Σ
s,0HZ = f0(Σs,0HZ) is 0-truncated, precomposition by
the unit map 1→ HZ induces the isomorphism
[HZ,Σs,0HZ]
∼=
−→ [1,Σs,0HZ] = π−s,−0HZ.
Since HZ represents motivic cohomology [Hoy15a, Theorem 4.24], we further obtain the isomor-
phism
[1,Σs,0HZ] = [Σ∞+ S,Σ
s,0HZ] = Hs,0(S;Z).
Since S is smooth over a field, we have the motivic cohomology groups
Hs,0(S;Z) =
{
ZConn(S) if s = 0
0 otherwise,
by [MVW06, Corollary 4.2]. 
That is, H0,0(S;Z) =
∏
Conn(S) Z is the ring of Z-valued functions on the set Conn(S) of connected
components of the scheme S.
Corollary 6.15. Over a base field, taking the homotopy group π0,0 induces a ring isomorphism
[HZ,HZ]
π0,0
∼=
// HomZ(Z,Z).
Here, we use the standard isomorphism Z
∼=
−→ π0,0HZ, induced by the unit map.
In particular, a map HZ→ HZ in SH(S) is an isomorphism if and only if it induces a surjection
on π0,0.
6.3. Slices of MGL. Let
L∗ ∼= Z[x1, x2, . . .], |xi| = i
denote the Lazard ring. We divide the usual (topological) grading by two: L∗ ∼= MU2∗. Recall that
there is a canonical ring homomorphism
λS : L∗ → π2∗,∗MGLS,
described for instance in [Voe02, §3.2], [Spi10, §4], and [Hoy15a, §6.1]. For fixed n ≥ 0, the map of
abelian groups λS : Ln → π2n,nMGLS corresponds to a map in SH(S)
λ˜S : Σ
2n,n
1S ⊗Z Ln → MGLS .
This ring homomorphism λ is compatible with change of base scheme in the following sense.
Lemma 6.16. Let g : S → T be a map of base schemes.
(1) The natural map g∗MGLT
∼=
−→ MGLS in SH(S) is an isomorphism.
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(2) The following diagram in SH(S) commutes:
g∗(Σ2n,n1T ⊗Z Ln)
∼=

g∗λ˜T // g∗MGLT
∼=

Σ2n,n1S ⊗Z Ln
λ˜S // MGLS .
Proof. Part (1) follows from [NSØ09, Proposition 8.5] with M∗ = MU∗. Part (2) follows from the
construction described in [Spi12, §5]. See also [Hoy15a, §6.1, after Definition 7.1]. 
The map of abelian groups
Ln
λS // π2n,nMGLS
σ // π2n,n(snMGLS)
corresponds to a map in SH(S)
(6.17) Σ2n,n1S ⊗Z Ln → snMGLS .
Notation 6.18. Assume that the base scheme S satisfies s01S ∼= HZS , as in Theorem 6.12. Since
the slice snMGLS is canonically anHZS-module, the map (6.17) in SH(S) corresponds by adjunction
to a map in D(HZS)
(6.19) Σ2n,nHZS ⊗Z Ln
ψS // snMGLS.
Conjecture 6.20. The map ψS : Σ
2n,nHZS ⊗Z Ln → snMGLS in D(HZS) is an isomorphism
[Voe02, Conjecture 5].
By construction, the map ψS is compatible with the complex orientation of MGL, i.e., it satisfies
the compatibility condition described after [Voe02, Conjecture 5]. More precisely, the following
diagram of abelian groups commutes:
(6.21) Ln
λ

unit // π2n,n(Σ
2n,nHZ⊗Z Ln)
π2n,nψ

π2n,nMGL
σ // π2n,n(snMGL).
The map at the top is induced by the natural map Z→ π0,0HZS , c.f. Lemma 6.14. By adjunction,
and by construction of the natural map σ : π2n,nE → π2n,n(snE) in Notation 6.10, commutativity
of the diagram (6.21) is equivalent to commutativity of the following diagram in SH(S):
(6.22) Σ2n,n1⊗Z Ln
λ˜

u // Σ2n,nHZ⊗Z Ln
ψ

snMGL
covn

MGL
trn // fnMGL.
Here, u : 1→ HZ denotes the unit map.
Recall the following facts about the slices of MGL.
Theorem 6.23. (1) The unit map u : 1→ MGL induces an isomorphism on zeroth slices
s0(1)
∼=
−→ s0(MGL) ∼= HZ
[Spi10, Corollary 3.3].
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(2) If the Hopkins–Morel–Hoyois Conjecture 1.7 holds over the base scheme S, then the slices
of MGL are given by
sn(MGL) ∼= Σ
n
T s0(MGL)⊗Z Ln
∼= Σ2n,nHZ⊗Z Ln
for n ≥ 0 and trivial for n < 0 [Spi10, Theorem 4.7]. In other words, S satisfies Conjec-
ture 6.20.
Theorem 6.24. [Hoy15a, Theorem 8.5] Assume that the base scheme S is essentially smooth over
a field of characteristic p > 0. Then the map ψS : Σ
2n,nHZS⊗ZLn → snMGLS in D(HZS) induces
an isomorphism after inverting p:
Σ2n,nHZS ⊗Z Ln[1/p]
ψS [1/p]
∼=
// snMGLS[1/p].
Remark 6.25. In light of the natural isomorphisms in D(HZ)
(HZ)[1/p] ∼= H(Z[1/p])
(snE)[1/p] ∼= sn(E[1/p]),
there is no ambiguity in the notation. See the discussion after [Hoy15a, Proposition 4.13].
We will show a weaker statement than Conjecture 6.20, namely:
Theorem 6.26. Assume that the base scheme S essentially smooth over a field of characteristic
p > 0. Then the map ψS in D(HZS) is a split monomorphism, i.e., admits a retraction.
Proof. Let f : S → Spec(k) be essentially smooth. Then we have the isomorphism f∗HZk
∼=
−→ HZS
(Theorem 3.6), as well as the natural isomorphism f∗sn ∼= snf
∗ for any n ∈ Z (Lemma 6.11). By
the commutative diagram in D(HZS)
f∗(Σ2n,nHZk ⊗Z Ln)
∼=
f∗ψk // f∗(snMGLk)
∼=
Σ2n,nf∗HZk ⊗Z Ln
∼=

snf
∗MGLk
∼=

Σ2n,nHZS ⊗Z Ln
ψS // snMGLS ,
it suffices to prove the claim for S = k, which we do in the rest of this section. 
6.4. Construction of the retraction. As in Notation 4.3, let i : Spec(k) →֒ Spec(D) denote
the inclusion of the closed point, and j : Spec(K) →֒ Spec(D) its open complement. Consider the
truncation map in SH(K)
trn : MGLK → f
nMGLK
and the composite in SH(D)
MGLD
η // j∗j
∗MGLD ∼= j∗MGLK
j∗trn // j∗(f
nMGLK).
Applying the functor i∗ : SH(D)→ SH(k) yields a map
MGLk ∼= i
∗MGLD // i
∗j∗(f
nMGLK).
Applying the nth slice yields a map in D(HZk)
(6.27) snMGLk // sn (i
∗j∗(f
nMGLK)) .
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Proposition 6.28. There is an isomorphism in D(HZk)
sn (i
∗j∗(f
nMGLK)) ∼= Σ
2n,nHZk ⊗Z Ln.
Proof. Consider the slice filtration of fnMGLK
(6.29) 0 = fn+1(f
nMGLK)→ fnf
nMGLK → . . .→ fm+1(f
nMGLK)→ fm(f
nMGLK)→ . . .
whose mth filtration quotient is given by
sm(f
nMGLK) =
{
smMGLK for m ≤ n
0 for m > n.
Since the Hopkins–Morel–Hoyois isomorphism holds over K, which is a field of characteristic zero,
Theorem 6.23 yields
smMGLK ∼= Σ
2m,mHZK ⊗Z Lm.
Since the functors j∗, i
∗, and sn are exact, applying sni
∗j∗ to the filtration (6.29) yields a filtration
of sni
∗j∗(f
nMGLK) whose m
th filtration quotient is
(6.30) sni
∗j∗
(
Σ2m,mHZK ⊗Z Lm
)
for 0 ≤ m ≤ n and zero otherwise. Note that this filtration is still finite. By (a slight variant of)
Lemma 4.10, there is a splitting
i∗j∗HZK ∼= HZk ⊕ Σ
−1,−1HZk
in SH(k). This in turn yields
i∗j∗
(
Σ2m,mHZK ⊗Z Lm
)
∼= Σ2m,m(HZk ⊕ Σ
−1,−1HZk)⊗Z Lm,
which has trivial slices above degree m, by Theorem 6.12 and Lemma 6.5. Hence, the filtration
quotient (6.30) is trivial for m < n, and only the nth is non-trivial. This shows the isomorphism
sni
∗j∗(f
nMGLK) ∼= sni
∗j∗
(
Σ2n,nHZK ⊗Z Ln
)
(the nth filtration quotient)
= sn
(
Σ2n,n(HZk ⊕ Σ
−1,−1HZk)⊗Z Ln
)
= Σ2n,ns0
(
(HZk ⊕ Σ
−1,−1HZk)⊗Z Ln
)
= Σ2n,n (HZk ⊗Z Ln)
as claimed. 
Notation 6.31. Let
θ : Σ2n,nHZk ⊗Z Ln
∼=
−→ sn (i
∗j∗(f
nMGLK))
denote the isomorphism in D(HZk) from Proposition 6.28. Let
(6.32) ϕ : snMGLk → Σ
2n,nHZk ⊗Z Ln
denote the composite in D(HZk) of the map (6.27) and the isomorphism θ
−1, i.e., the composite
snMGLk
ϕ
44
sni∗η // sni
∗j∗MGLK
sni∗j∗trn// sni
∗j∗(f
nMGLK) Σ
2n,nHZk ⊗Z Ln.
θ
∼=
oo
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6.5. Proof of Theorem 6.26. We will show that the map ϕ is a retraction to ψk, i.e., the composite
Σ2n,nHZk ⊗Z Ln
ψk // snMGLk
ϕ // Σ2n,nHZk ⊗Z Ln
in D(HZk) is the identity, using Notations 6.18 and 6.31.
By Corollary 6.15, taking the homotopy group π2n,n induces an isomorphism of rings
[Σ2n,nHZk ⊗Z Ln,Σ
2n,nHZk ⊗Z Ln]
π2n,n
∼=
// HomZ(Ln, Ln),
Hence, it suffices to show that the composite ϕ ◦ ψk induces the identity on π2n,n:
Ln ∼= π2n,n
(
Σ2n,nHZk ⊗Z Ln
) π2n,n(ϕ◦ψk)
id?
// π2n,n
(
Σ2n,nHZk ⊗Z Ln
)
∼= Ln.
A closer look at the proof of Proposition 6.28 yields a more precise description of the isomorphism
θ. Namely, start with the diagram in SH(D)
Σ2n,nHZD ⊗Z Ln
η // Σ2n,nj∗HZK ⊗Z Ln
j∗ψK
∼=
// j∗snMGLK
j∗covn// j∗f
nMGLK.
Applying sni
∗ yields a diagram of isomorphisms in D(HZk)
sn
(
Σ2n,nHZk ⊗Z Ln
) sni∗η
∼=
// sni
∗j∗
(
Σ2n,nHZK ⊗Z Ln
) sni∗j∗ψK
∼=
// sni
∗j∗snMGLK
sni∗j∗covn
∼=
// sni
∗j∗f
nMGLK
Σ2n,nHZk ⊗Z Ln θ
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whose composite we called θ.
Consider the map Σ2n,n1D ⊗Z Ln → j∗MGLK in SH(D) defined by either composite in the
commutative diagram
Σ2n,n1D ⊗Z Ln
η

λ˜D // MGLD
η

j∗j
∗
(
Σ2n,n1D ⊗Z Ln
)
∼=

j∗j∗λ˜D// j∗j
∗MGLD
∼=

j∗
(
Σ2n,n1K ⊗Z Ln
)
// j∗MGLK.
Applying i∗ yields a map in SH(k) which we denote
γ˜ := i∗(η ◦ λ˜D) : Σ
2n,n
1k ⊗Z Ln → i
∗j∗MGLK.
Let γ : Ln → π2n,ni
∗j∗MGLK denote the corresponding map of abelian groups.
Lemma 6.33. The map θ makes the following diagram of abelian groups commute:
Ln
γ

unit
∼=
// π2n,n(Σ
2n,nHZk ⊗Z Ln)
π2n,n(θ)∼=

π2n,n(i
∗j∗MGLK)
π2n,n(i∗j∗trn)// π2n,n(i
∗j∗f
nMGLK)
σ // π2n,n(sni
∗j∗f
nMGLK).
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Proof. By adjunction, the statement is equivalent to commutativity of the following diagram in
SH(k):
Σ2n,n1k ⊗Z Ln
γ˜

uk // Σ2n,nHZk ⊗Z Ln
θ∼=

sn(i
∗j∗f
nMGLK)
covn

i∗j∗MGL
i∗j∗trn // i∗j∗f
nMGLK
trn // fn(i∗j∗f
nMGLK).
Using the isomorphism
sn(Σ
2n,nHZk ⊗Z Ln) = Σ
2n,nHZk ⊗Z Ln
and the definition of θ, this in turn is equivalent to commutativity of the following diagram in
SH(k):
Σ2n,n1k ⊗Z Ln
γ˜

uk // Σ2n,nHZk ⊗Z Ln
i∗η

i∗j∗(Σ
2n,nHZK ⊗Z Ln)
i∗j∗(ψK)

i∗j∗snMGLK
i∗j∗(covn)

i∗j∗MGLK
i∗j∗trn // i∗j∗f
nMGLK.
Recalling the definition γ˜ = i∗(η ◦ λ˜D), this diagram is i
∗ applied to the following (outer) diagram
in SH(D):
Σ2n,n1D ⊗Z Ln
η

uD // Σ2n,nHZD ⊗Z Ln
η

j∗
(
Σ2n,n1K ⊗Z Ln
)
j∗j∗λ˜D=j∗λ˜K

j∗j∗uD=j∗uK// j∗(Σ
2n,nHZK ⊗Z Ln)
j∗(ψK)∼=

j∗snMGLK
j∗(covn)

j∗MGLK
j∗trn // j∗f
nMGLK.
Note that we used the equation j∗λ˜D = λ˜K from Lemma 6.16. The top part of the diagram
commutes by naturality of η. The bottom part commutes because it is j∗ applied to the commutative
diagram (6.22). 
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Now consider the commutative diagram of abelian groups
π2n,n(Σ
2n,nHZk ⊗Z Ln)
π2n,n(ψk)
))
Ln
unit
∼=
oo
λk

γ
!!
π2n,nMGLk
π2n,n(i∗η)//
σ

π2n,ni
∗j∗MGLK
π2n,n(i∗j∗trn)// π2n,ni
∗j∗f
nMGLK
σ

π2n,n(snMGLk)
π2n,n(ϕ) ,,❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨❨
❨❨❨❨❨❨
❨❨❨❨❨❨
// π2n,n(sni
∗j∗f
nMGLK)
π2n,n(Σ
2n,nHZk ⊗Z Ln)
π2n,n(θ)∼=
OO
where the middle rectangle comes from naturality of σ. The left triangle commutes by definition
of ψk, while the bottom right triangle commutes by definition of ϕ. The top triangle commutes by
definition of γ. Combined with Lemma 6.33, this diagram yields the equation π2n,n(ϕ ◦ ψk) = id,
completing the proof.
7. Reduction to smoothness of Eilenberg–MacLane spectra
Definition 7.1. An object of SH(S) is lisse if it lies in the full localizing triangulated subcategory
of SH(S) generated by the strongly dualizable motivic spectra.
Remark 7.2. In the (classical) stable homotopy category, every spectrum in the full localizing trian-
gulated subcategory generated by the sphere spectrum S0, which is strongly dualizable, with dual
S0. Therefore, every object of the stable homotopy category is lisse in the sense of Definition 7.1.
This is the case in the homotopy category of several familiar stable homotopy theories, as discussed
in [Str04, §1].
For motivic spectra, every object of SH(K) is lisse if K is a field of characteristic zero [RØ08,
Theorem 52, Remark 59]. See also the discussion at [Hoy15b].
Lemma 7.3. Let F : C ⇄ D : G be an adjoint pair of triangulated functors between triangulated
categories with arbitrary coproducts. Assume that C is compactly generated. Then the following are
equivalent.
(1) The right adjoint G preserves coproducts.
(2) The left adjoint F preserves compactness.
(3) For some set of compact generators {Cα} of C, every object F (Cα) is compact in D.
Proof. See [Nee96, Theorem 5.1]. 
Lemma 7.4. For any map of base schemes f : S → T , the functor f∗ : SH(T ) → SH(S) preserves
compact objects.
As a consequence, the right adjoint f∗ : SH(S)→ SH(T ) preserves coproducts.
Proof. Since S is Noetherian and of finite Krull dimension, the category SmS is essentially small;
c.f. [DRØ03, §2]. Via the Yoneda embedding, view an object X of SmS as a motivic space over
S. Its suspension spectrum Σ∞X+ is a compact object of SH(S). As X ranges over isomorphism
classes of objects in SmS, the objects Σ
0,qΣ∞X+ with integers q ≤ 0 form a generating set of SH(S).
Now, for Y in SmT , the pullback
f∗
(
Σ0,qΣ∞Y+
)
= Σ0,qΣ∞f∗Y+
is compact in SH(S). By Lemma 7.3, f∗ preserves compactness. 
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Lemma 7.5. Let f : S → T be a map of base schemes. For Y in SH(T ) and X in SH(S), consider
exchange transformation in SH(T )
χ : f∗X ∧T Y → f∗ (X ∧S f
∗Y )
which is the composite
f∗X ∧T Y
η // f∗f
∗ (f∗X ∧T Y )
∼=
f∗ (f
∗f∗X ∧S f
∗Y )
f∗(ǫ∧1)// f∗ (X ∧S f
∗Y ) .
If Y is a lisse object of SH(T ), then χ is an isomorphism. In other words, Y and f∗ satisfy the
projection formula f∗X ∧T Y ∼= f∗ (X ∧S f
∗Y ).
Proof. First, note that both sides of the comparison map χ commute with (homotopy) colimits in
the variable Y . Indeed, the functors f∗X ∧T −, f
∗, and X ∧S − are exact and left adjoints, and
thus preserve homotopy colimits. The functor f∗ is exact and preserves coproducts, by Lemma 7.4.
Since Y is obtained as a sequential homotopy colimit
Y = hocolim (0→ Y0 → Y1 → Y2 → . . .)
where the cofiber of each Yi → Yi+1 is a coproduct of suspensions of strongly dualizable objects
[HPS97, Proposition 2.3.17], it suffices to prove the claim for Y strongly dualizable, which is done
in [FHM03, Proposition 3.2]. 
Remark 7.6. Taking Y = S0,1 in Lemma 7.5 shows that a direct image functor f∗ commutes
with twists (or equivalently, with Gm-suspension). This yields a natural isomorphism f∗(Σ
p,qX) ∼=
Σp,qf∗X in SH(T ).
A straightforward diagram chase yields the following.
Lemma 7.7. Let f : S → T be a map of base schemes. For any X,Y in SH(T ), the exchange
transformation χ makes the following diagram in SH(T ) commute:
X ∧ Y
η∧1 //
η
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲ f∗f
∗X ∧ Y
χ // f∗(f
∗X ∧ f∗Y )
∼=
f∗f
∗(X ∧ Y ).
Lemma 7.8. Let i : Z → T be a closed immersion of base schemes. Then the functor i! : SH(T )→
SH(Z) preserves coproducts.
Proof. The functor i! sits in the exact triangle (4.12), where the functors i∗, j∗, and j
∗ preserve
coproducts. C.f. [Ayo07, Lemme 2.1.157]. 
Notation 7.9. Let i : Z → T be a closed immersion of base schemes. For any X,Y in SH(T ),
denote by
γ : i!X ∧ i∗Y → i!(X ∧ Y )
the natural map in SH(Z) described in [Ayo07, §2.3.2]. Explicitly, γ is the composite
(7.10) i!X ∧ i∗Y
η // i!i∗(i
!X ∧ i∗Y ) i!(i∗i
!X ∧ Y )
i!χ
∼=
oo i
!(ǫ∧1)// i!(X ∧ Y ),
where ǫ : i∗i
! → 1 denotes the counit of the adjunction i∗ ⊣ i
!. The exchange transformation χ is an
isomorphism for i a closed immersion [Ayo07, Lemme 2.3.10]. The map γ : i∗Y ∧ i!X → i!(Y ∧X)
is defined similarly.
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Equation (7.10) can be reformulated as commutativity of the following diagram in SH(T ):
i∗(i
!X ∧ i∗Y )
i∗γ // i∗i
!(X ∧ Y )
ǫ // X ∧ Y
i∗i
!X ∧ Y.
χ ∼=
OO
ǫ∧1
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
Applying i∗ yields the commutative diagram in SH(Z):
i!X ∧ i∗Y
γ //
i∗ǫ∧1 ++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲ i
!(X ∧ Y )
i∗ǫ // i∗(X ∧ Y )
∼=
i∗X ∧ i∗Y.
Combined with Lemma 7.7, this yields the following.
Lemma 7.11. Let i : Z → T be a closed immersion of base schemes. For any X,Y in SH(T ), the
following diagram in SH(Z) commutes:
i!X ∧ i∗Y
γ

i∗ǫ∧1 // i∗X ∧ i∗Y
∼=
i∗η∧1 // i∗j∗j
∗X ∧ i∗Y
i∗χ

i!(X ∧ Y )
i∗ǫ // i∗(X ∧ Y )
i∗η // i∗j∗j
∗(X ∧ Y ).
The top row is the exact triangle (4.12) for X smashed with i∗Y , whereas the bottom row is the
triangle for X ∧ Y .
Proposition 7.12. Assume that the map in SH(k)
i∗χ : (i∗j∗HF
K
p ) ∧HF
k
p → i
∗j∗(HF
K
p ∧HF
K
p )
is an isomorphism. Then the map Ψk in D(HFkp) is an isomorphism. In other words, the splitting
of the dual Steenrod algebra given in Theorem 3.3 holds over the base scheme S = Spec(k).
The assumption holds for instance if ĤFDp is lisse in SH(D), by Lemma 7.5.
Proof. We will show that the underlying map of spectra Ψk in SH(k) is an isomorphism. Pick a
cofiber of ΨD, i.e., an exact triangle in SH(D)⊕
α Σ
pα,qαHFDp
ΨD // HFDp ∧HF
D
p
q // Cof(ΨD).
Applying i∗ yields an exact triangle in SH(k), which we put as middle column of the diagram:
(7.13) i!(
⊕
αΣ
pα,qαHFDp ) _
i!ΨD

i∗ǫ=0 //
⊕
α Σ
pα,qαHFkp _
Ψk

  i
∗η //
⊕
αΣ
pα,qαi∗j∗HF
K
p
i∗j∗ΨK≃

i!(HFDp ∧HF
D
p )
i!q

i∗ǫ=0 // HFkp ∧HF
k
p
i∗q

i∗η // i∗j∗(HF
K
p ∧HF
K
p )
i∗j∗j∗q

i!Cof(ΨD)
i∗ǫ
∴0
// i∗Cof(ΨD)
i∗η // i∗j∗j
∗Cof(ΨD) = 0.
Here, the rows are the natural localization triangle (4.12). Note that each column is exact, since
the functors i!, i∗, j∗, and j
∗ are exact. In the top row, the map i∗ǫ is zero, since the map
i∗ǫ : i!HFDp → HF
k
p is zero, and i
! preserves coproducts (Lemma 7.8).
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Now we show that in the middle row, the map i∗ǫ is zero. Lemma 7.11 provides a map of exact
triangles
(i!HFDp ) ∧HF
k
p
γ∴∼=

i∗ǫ∧1
=0∧1
// HFkp ∧HF
k
p
i∗η∧1 // (i∗j∗HF
K
p ) ∧HF
k
p
i∗χ∼=

i!(HFDp ∧HF
D
p )
i∗ǫ
∴0
// HFkp ∧HF
k
p
i∗η // i∗j∗(HF
K
p ∧HF
K
p )
which is an isomorphism of triangles, by the assumption that i∗χ is an isomorphism. Moreover,
since γ : i!HFDp ∧HF
k
p → i
!(HFDp ∧HF
D
p ) is an isomorphism, Corollary A.9 identifies the map i
!ΨD
with Σ−2,−1Ψk, which is a split monomorphism (Theorem 5.1).
Finally, the map i∗ǫ in the bottom row of Diagram (7.13) is zero, since i!q is a (split) epimorphism.
This implies i∗Cof(ΨD) = 0, so that Ψk is an isomorphism. 
Combining Proposition 7.12 and Corollary 3.15 yields a proof of Proposition 1.5.
7.1. Reduction to Eilenberg–MacLane spaces. One approach using Proposition 7.12 would be
to find sufficient conditions on motivic Eilenberg–MacLane spaces to guarantee that HFp is lisse.
Let us collect a few observations about lisse objects in SH(S).
Lemma 7.14. (1) If X is a smooth and proper S-scheme, viewed as a motivic space over S,
then its P1-suspension spectrum Σ∞X+ is dualizable in SH(S), in particular lisse.
(2) The property of being lisse in SH(S) is closed under homotopy colimits.
(3) The property of a motivic space X over S that “its P1-suspension spectrum Σ∞X+ is lisse
in SH(S)” is closed under homotopy colimits.
Proof. For (1), see [Hoy17, Corollary 6.13] or [Hu05, Appendix A]. For (2), a localizing subcategory
is closed under homotopy colimits. For (3), both the disjoint basepoint functor (−)+ : Spaces(S)→
Spaces(S)∗ and suspension spectrum functor (−)+ : Spaces(S)∗ → Spectra(S) preserve homotopy
colimits. 
We have the equivalence in SH(S)
HZ = hocolim
n
Σ−2n,−nΣ∞K(Z(n), 2n),
where K(Z(q), p) denotes the motivic Eilenberg–MacLane space, also denoted K(Z, p, q) in the
literature. Hence, it would suffice to show that Σ∞K(Z(n), 2n) is lisse for n large enough to
conclude that HZ is lisse. A similar description holds for ĤZ.
Appendix A. Purity for motivic cohomology
Let i : Z →֒ X be a regular closed immersion between quasi-compact quasi-separated schemes.
Let Ni denote the normal bundle of i : Z →֒ X and Th(Ni) its Thom spectrum, as an object of
SH(Z). Let Th(−Ni) ∼= Th(Ni)
∨ denote the Thom spectrum of the virtual bundle −Ni, which is
the dual of Th(Ni) in SH(Z). We will use a construction due to De´glise and Khan of a certain
natural transformation
pur : i∗A ∧ Th(Ni)
∨ → i!A
of functors SH(X)→ SH(Z), called the purity transformation [DK17].
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Lemma A.1. The purity transformation is a morphism of i∗-bimodules, i.e., makes the following
diagrams in SH(Z) commute:
(i∗A ∧ Th(Ni)
∨) ∧ i∗B
∼=

purA∧1// i!A ∧ i∗B
γ

i∗(A ∧B) ∧ Th(Ni)
∨
purA∧B // i!(A ∧B)
i∗B ∧ (i∗A ∧ Th(Ni)
∨)
∼=

1∧purA// i∗B ∧ i!A
γ

i∗(B ∧A) ∧ Th(Ni)
∨
purB∧A // i!(B ∧A).
Proof. The following argument was kindly provided to us by Fre´de´ric De´glise. There is a certain
“fundamental class” c : Th(Ni)
∨ → i!(1) and the purity transformation agrees with the composite
i∗A ∧ Th(Ni)
∨ 1∧c // i∗A ∧ i!(1)
γ // i!(A ∧ 1) = i!A.
That pur commutes with the right and left i∗-module structures follows from the associativity
equations for the i∗-bimodule i!. 
Corollary A.2. Let R be a motivic E∞ ring spectrum which is Cartesian. Then the purity trans-
formation pur : i∗(−) ∧ Th(Ni)
∨ → i! lifts canonically to a natural transformation of functors
D(RX)→ D(RZ).
For the remainder of the section, specialize to our example of interest, the closed immersion
i : Spec(k)→ Spec(D) from Notation 4.3. In that case, we have Th(Ni) ∼= S
2,1, so that the purity
transformation has the form pur : Σ−2,−1i∗ → i!.
Proposition A.3. Evaluated at the object ĤZD of SH(D), the purity transformation in SH(k)
purĤZ : Σ
−2,−1i∗ĤZD
∼=
−→ i!ĤZD
is an isomorphism.
Corollary A.4. The purity transformation provides an isomorphism in D(HZk)
i!HZD ∼= Σ
−2,−1HZk
and an isomorphism in D(HFkℓ )
i!HFDℓ
∼= Σ−2,−1HFkℓ .
Proof of Proposition A.3. By [Spi13, Theorem 7.4], there is an isomorphism i!ĤZD ∼= Σ
−2,−1HZk
in SH(k). By Corollary 6.15, the map purĤZ is an isomorphism if and only if it induces a surjection
on the homotopy group π−2,−1. Since Σ
−2,−1HZk is a (−1)-slice, the latter condition is equivalent
to s−1purĤZ inducing a surjection on π−2,−1, which is what we will show.
Consider the composite in SH(D)
s01D
s0u // s0HZD f0HZD
tr0
∼=
oo cov0 // HZD
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using the fact that HZD is 0-truncated [Spi13, Remark 11.2]. Consider the diagram in SH(k)
Σ−2,−1i∗HZD
purHZ // i!HZD
Σ−2,−1i∗s01D
Σ−2,−1i∗(cov0◦s0u)
OO
Σ−2,−1i∗(s0u)

purs01 // i!s01D
i!(cov0◦s0u)
OO
i!(s0u)

Σ−2,−1i∗s0KGLD
purs0KGL // i!s0KGLD
Σ−2,−1i∗f0KGLD
Σ−2,−1i∗tr0
OO
Σ−2,−1i∗cov0

purf0KGL // i!f0KGLD
i!tr0
OO
i!cov0

Σ−2,−1i∗KGLD
purKGL
∼=
// i!KGLD.
The purity transformation purKGL is an isomorphism since KGL satisfies absolute purity [CD12,
Theorem 13.6.3]. Applying the (−1)-slice s−1 yields the diagram in SH(k)
(A.5) Σ−2,−1HZk
∼=
Σ−2,−1s0i
∗HZD
s−1purHZ // s−1i
!HZD
Σ−2,−1s0i
∗s01D
Σ−2,−1s0i∗(cov0◦s0u)
OO
Σ−2,−1s0i∗(s0u)

s−1purs01 // s−1i
!s01D
s−1i!(cov0◦s0u)∼=
OO
s−1i!(s0u)∼=

Σ−2,−1s0i
∗s0KGLD
s−1purs0KGL// s−1i
!s0KGLD
Σ−2,−1s0i
∗f0KGLD
Σ−2,−1s0i∗tr0
OO
Σ−2,−1s0i∗cov0

s−1purf0KGL// s−1i
!f0KGLD
s−1i!tr0∼=
OO
s−1i!cov0∼=

Σ−2,−1HZk
∼=
Σ−2,−1s0i
∗KGLD
s−1purKGL
∼=
// s−1i
!KGLD.
We used the isomorphisms from Lemma A.6 (2) in the right column. The map Σ−2,−1s0i
∗cov0 in
the left column is surjective on π−2,−1 since s0i
∗cov0 is a map of ring spectra and thus preserves the
unit. Likewise, s0i
∗tr0 and s0i
∗(s0u) preserve the unit. The bottom square of Diagram (A.5) shows
that s−1i
!cov0 is surjective on π−2,−1, which implies that it is an isomorphism, by Lemma A.6 (1).
Hence, the map s−1purHZ is also surjective on π−2,−1. 
Lemma A.6. (1) The object i!f0KGLD in SH(k) has (−1)-slice
s−1(i
!f0KGLD) ∼= Σ
−2,−1HZk.
(2) The three maps in SH(k)
i!f0KGLD
i!tr0 // i!s0KGLD i
!s01D
i!(s0u)oo
i!(cov0◦s0u)// i!HZD
induce isomorphisms on (−1)-slices.
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Proof. (1) Consider the localization triangle (4.12) for f0KGLD. Applying the exact functor s−1
yields the exact triangle in SH(k)
s−1i
!f0KGLD // s−1i
∗f0KGLD // s−1i
∗j∗j
∗f0KGLD.
Since i∗f0E is 0-effective for any object E of SH(D), we obtain in particular s−1i
∗f0KGLD = 0,
and thus an isomorphism
s−1i
∗j∗j
∗f0KGLD ∼= Σ
1,0s−1i
!f0KGLD.
Let us compute the left-hand side. Since j is smooth, we have
i∗j∗j
∗f0KGLD ∼= i
∗j∗f0j
∗KGLD ∼= i
∗j∗f0KGLK.
Starting from the slice filtration of f0KGLK, applying the exact functor i
∗j∗ yields a filtration on
i∗j∗f0KGLK with m
th filtration quotient
i∗j∗sm(f0KGLK) =
{
i∗j∗(Σ
2m,mHZK) if m ≥ 0,
0 if m < 0.
Note that Σ2m,mi∗j∗HZK has slices concentrated in degrees m and m− 1. Indeed, the localization
triangle (4.12) for HZD together with the isomorphism i
!HZD ∼= Σ
−2,−1HZk in SH(k) yield
sm(i
∗j∗HZK) =

HZk if m = 0,
Σ−1,−1HZk if m = −1,
0 otherwise.
Therefore, s−1i
∗j∗j
∗f0KGLD has a filtration with a single non-zero filtration quotient (in degree 0)
s−1i
∗j∗HZK = Σ
−1,−1HZk,
which provides the claimed isomorphism, using Lemma A.7.
(2) The argument in part (1) also applies to s0KGLD. Naturality of the localization triangle (4.12)
and of the slice filtration implies that i!tr0 : i!f0KGLD → i
!s0KGLD induces an isomorphism on
(−1)-slices.
The same argument applies to s01D. Since the isomorphisms s01K ∼= HZK and s0KGLK ∼= HZK
are induced by the respective units u : 1K → HZK and u : 1K → KGLK (Theorem 6.12), the claimed
isomorphisms of (−1)-slices follow. 
For the next lemma, denote by SH(S)≥n the subcategory of SH(S) generated under homotopy
colimits and extensions by objects Σp,qΣ∞X+ for X ∈ SmS and p − q ≥ n. Denote the full
subcategory of SH(S)
SH(S)h≥n = {E ∈ SH(S) | πp,qE = 0 for p− q < n},
where the πp,qE denote the homotopy sheaves of E. The inclusion SH(D)h≥n ⊆ SH(D)≥n always
holds, and is an equality over a base field [Spi14, Lemma 4.3] [Hoy15a, Theorem 2.3].
Lemma A.7. In SH(k), we have holim
n→+∞
s−1i
∗j∗(fnKGLK) = 0.
Proof. Since KGLK is slice complete [RSØ17, Lemma 3.11], we have
j∗(fnKGLK) = j∗( holim
m→+∞
fmfnKGLK)
= holim
m→+∞
j∗(f
mfnKGLK) ∈ SH(D)h≥n
where the last connectivity statement is proved as in [Spi14, Lemma 5.5], using snKGLK = Σ
2n,nHZK.
By [Hoy15a, Lemma 2.2], we have i∗j∗(fnKGLK) ∈ SH(k)≥n = SH(k)h≥n.
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For any E ∈ SH(k)≥n and q ∈ Z, we have fqE ∈ SH(k)≥n, by [Bac17, Proposition 4(3)], and also
sqE ∈ SH(k)≥n, because of the exact triangle fq+1E → fqE → sqE. In particular, this yields
s−1i
∗j∗(fnKGLK) ∈ SH(k)h≥n
for all n. Since this connectivity goes to infinity as n → +∞, the claim follows, using [Spi14,
Corollary 4.5]. 
Lemma A.8. Let E be a Cartesian motivic spectrum, ξ ∈ πp,q(HFℓ∧E) a class which is compatible
with base change, and ξ˜ : Σp,qHFℓ → HFℓ ∧ E the adjunct map of HFℓ-modules. Then the purity
isomorphism i!HFDℓ
∼= Σ−2,−1HFkℓ makes the following diagram in SH(k) commute:
Σ−2,−1Σp,qHFkℓ
Σ−2,−1ξ˜k

Σ−2,−1i∗(Σp,qHFDℓ )
∼=oo
Σ−2,−1i∗ξ˜D

purΣp,qH
∼=
// i!(Σp,qHFDℓ )
i!ξ˜D

Σ−2,−1(HFkℓ ∧ E
k)
∼=
Σ−2,−1i∗(HFDℓ ∧ E
D)
∼=oo
purH∧E // i!(HFDℓ ∧ E
D)
(Σ−2,−1HFkℓ ) ∧E
k (Σ−2,−1i∗(HFDℓ )) ∧ i
∗ED
∼=oo
∼=
purH∧1
∼=
// i!(HFDℓ ) ∧ i
∗ED.
γ
OO
Applying the lemma to the classes in the Milnor basis ω(α) ∈ π∗,∗(HFℓ ∧HFℓ) yields:
Corollary A.9. The purity isomorphism i!HFDℓ
∼= Σ−2,−1HFkℓ induces the commutative diagram
in SH(k):
Σ−2,−1
⊕
α Σ
pα,qαHFkℓ
Σ−2,−1Ψk

∼=
// i!(
⊕
α Σ
pα,qαHFDℓ )
i!ΨD

Σ−2,−1(HFkℓ ∧HF
k
ℓ )
// i!(HFDℓ ∧HF
D
ℓ )
(Σ−2,−1HFkℓ ) ∧HF
k
ℓ
∼=
∼=
// (i!HFDℓ ) ∧HF
k
ℓ .
γ
OO
Remark A.10. In [Spi13, Theorem 11.24], a right HFℓ-module structure on HFℓ∧HFℓ is used. The
arguments in Section 7 also work in that case, with minor adjustments.
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