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PHYSICS-DRIVEN STRUCTURED COSPARSE MODELING FOR SOURCE LOCALIZATION
Sangnam Nam and Rémi Gribonval
INRIA Rennes – Bretagne Atlantique, France
ABSTRACT
Cosparse modeling is a recent alternative to sparse modeling,
where the notion of dictionary is replaced by that of an analy-
sis operator. When a known analysis operator is well adapted
to describe the signals of interest, the model and associated
algorithms can be used to solve inverse problems. Here we
show how to derive an operator to model certain classes of
signals that satisfy physical laws, such as the heat equation or
the wave equation. We illustrate the approach on an acoustic
inverse problem with a toy model of wave propagation and
discuss its potential extensions and the challenges it raises.
Index Terms— Sparsity; cosparsity; structured cospar-
sity; dictionary; analysis operator; pursuit algorithm.
1. INTRODUCTION
The concept of sparsity lies at the heart of various techniques
in signal processing. One of the most popular ways to express
this idea is the sparse synthesis model. Mathematically, there
is a dictionary D ∈ Rd×n such that every signal of interest
x ∈ Rd is well approximated as x ≈ Dz where ‖z‖0 ≪ d.
1.1. The cosparse model
There is an interesting ‘dual’ formulation of the idea of spar-
sity [1]. Recently [2], this model was explicitly formulated
and some of its aspects were studied systematically. In this
formulation, the representation of a signal x is directly com-
puted by applying a linear operator Ω ∈ Rp×d. The resulting
coefficient vector z = Ωx is called the analysis representa-
tion of x and is subsequently assumed to be (approximately)
sparse. As pointed out in [2], the special-ness of the signal
x comes from the location of the many zero entries of Ωx,
rather than from that of the few non-zero entries of Ωx. This
is due to the fact that a zero entry in Ωx is associated to the
constraint that x is orthogonal to the associated row of Ω.
Thus, in the analysis model the signal is rather “carved out”
using Ω than built of few blocks (the atoms of D) as in the
synthesis model. To highlight the distinction between models,
the number of zeros p−‖Ωx‖0 of the analysis representation
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Ωx is defined to be the cosparsity of x (with respect to Ω).
Informally, we say that x is cosparse or that x satisfies the
cosparse analysis model when its cosparsity is large.
1.2. Inverse problems, cosparsity, and cosparse recovery
In the context of linear inverse problems where one observes
y ≈ Mx with x cosparse (with respect to some Ω), a new
greedy algorithm called the Greedy Analysis Pursuit (GAP)
was introduced [2, 3] .
1.3. Choosing analysis operators
One quickly realizes that a very important problem regarding
the model needs to be addressed: How does one choose the
analysis operator Ω for a given class of signals?
Existing work performed with analysis operators essen-
tially focused on operators chosen using intuitions on the
nature of the signals at hand [4, 5, 6]. In fact, the best-known
analysis operator can be designed with this approach; for
the signals consisting of piecewise constant cartoon images,
the horizontal or vertical neighboring pixels tend to have
the same values. This leads to the analysis operator that is
made of all the vertical and horizontal one-step differences,
closely linked to the TV-norm. The curvelet and shearlet
transforms [6, 7] are also designed operators to capture curvy
features even though they are not explicitly designed with the
cosparse model in mind.
Another approach, that is being pursued in recent works [8,
9, 10] consists in learning Ω from training examples xi.
1.4. Contributions
In this work, we follow a different track: we derive analysis
operators from the knowledge that the signals satisfy known
physical laws. We introduce the main idea in Section 2 in a
general context and then explore it in more details in the con-
text of the wave equation. By introducing a natural notion of
“structured cosparsity”, we show that structured cosparse re-
covery can be exploited for inverse problems related to source
localizations and/or reconstruction from a limited number of
measures. A modification of the GAP algorithm [2, 3], called
GReedy Analysis Structured Pursuit (GRASP) is proposed
and we illustrate its performance with some elementary ex-
perimental results in Section 4.
2. PHYSICS-DRIVEN ANALYSIS OPERATORS
Many signals of interest are physical quantities that satisfy
certain physical laws. For example, let us consider the distri-
bution of temperature u(r, t) in some homogeneous medium
at location r at time t. Suppose that there are a few heat
sources located in this space. Then we know that u satisfies
the heat equation ∂u
∂t
− α∆u = f , where f(r, t) = 0 except
at the locations of the sources and α is a constant. Similarly if
u(r, t) denotes the pressure field at location r ∈ R3 at time t







in the interior of the room. Here, f(r, t) = 0 for every r that
is not an active source location and for t corresponding to the
time during which the corresponding source is not active.
2.1. Derivation of Cosparse Model: Discretization
In both settings, under appropriate discretization x of the un-
known u, z of the right-hand side f , and Ω of the partial dif-




(resp. L := ∂
∂t
−α∆), the
signal of interest x satisfies
Ωx = z (2)
for some z that is close to zero with few exceptions. There-
fore, a cosparsifying operator Ω naturally arises from the
equations through discretization. This also provides us with
natural validation of cosparse analysis model.
If the sources are not moving, the set of zeroes is very
structured: at most spatial locations, f(r, t) = 0 for all times
t. This motivates the introduction of structured cosparsity
that will be developed further below for source localization.
Often, the quantity u also satisfies some initial conditions
and some boundary conditions. In fact, u is completely deter-
mined by the initial conditions, the boundary conditions and
the equation Lu = f . A special but common case is when the
conditions take a homogeneous form, e.g., Neumann bound-
ary conditions for the wave equation. After proper discretiza-
tion this can be written generically as
CIx = 0,CBx = 0 (3)
for some linear operators CI, CB.
Observations of the physical quantity u by a number of
sensors are often modeled as a linear process where the mea-
sures, y, are related to x as y ≈ Mx. Given the underlying
physics, Ωx has many zeroes, hence it is cosparse. Since
CIx = 0, CBx = 0, a cosparse approach to estimate x con-
















2.2. An Example: Discretization of Wave Equation
For simplicity, we consider the pressure field u defined on a
2-dimensional plate D over time. Let x be the samples of the
field u on some uniformly spaced grid points of D at regular
time intervals. Then, Eq. (1) leads us to conclude that
ωijkx := ((d1 + d2)x)ijk −
1
c̃2
(d3x)ijk ≈ 0 (5)
whenever (i, j) corresponds to a location away from the
sources or k is associated to the time when the sources are
not active. Here, dl denotes the second-order difference in
the l-th index, e.g., (d2x)ijk := xi,j+1,k − 2xijk + xi,j−1,k,
and the constant c̃ depends on the constant c and the sampling
conditions. Hence, with Ω defined as the collection of all row
vectors ωijk, the signal x satisfies the cosparse model.
3. THE GRASP ALGORITHM: STRUCTURED
COSPARSITY
In this section, we describe an extension of the GAP algo-
rithm [2, 3] that exploits structured cosparsity to solve inverse
problems.
The aim of the GAP algorithm is to find the signal x ∈ Rd
that is maximally cosparse with respect to Ω given a linear
observation y ≈ Mx for some known M ∈ Rm×d. This is
achieved by identifying the rows Λ of Ω such that ΩΛx = 0.
In the setting of Section 2.2, due to the assumption that
the sources are not moving and there are few of them, we note
that for most locations (i, j), the analysis coefficient ωijkx is




2 = 0, (6)
that is, groups of analysis coefficients are simultaneously
zero. We call such relations among analysis coefficients the
‘structured cosparsity.’ This is reminiscent of similar no-
tions in the synthesis framework [11, 12, 13]. The structured
cosparsity in our setting is quite natural because it is tied to
the physical phenomenon that the sources are not moving.
We exploit structured cosparsity in the GAP straightfor-
wardly. We form groups {Gg}g∈I of indices Gg ⊂ J1, pK :=
{1, . . . , p}. For example, if the first and second rows of Ω
tend to lead to simultaneous zero entries of representations,
then one could take G1 = {1, 2}. We require neither Gg’s
to be disjoint nor to cover the whole J1, pK. Algorithm 1 de-
scribes the structured version of GAP, the GRASP. We remark
that when Gg’s are taken to be all the singletons of J1, pK, the
GRASP reduces to the original GAP algorithm.
4. EXPERIMENT
We now apply GAP/GRASP to a toy problem of source local-
ization and field reconstruction as discussed in Section 2.2.
Algorithm 1: GReedy Analysis Structured Pursuit
Input: y, M ∈ Rm×d, Ω ∈ Rp×d, {Gg}g∈I with
Gg ⊂ J1, pK, ǫerr, ǫstop, Nstop
Set i = 0, Λ̂0 = J1, pK, Î0 = I
repeat
x̂i := argminx ‖ΩΛ̂ix‖2 s.t. ‖y −Mx‖2 < ǫerr
Îi+1 := Îi\{argmax{‖ΩGg x̂i‖2 : g ∈ Îi}}
Λ̂i+1 :=
(






i := i + 1
until ‖Ω
Λ̂i
x‖∞ < ǫstop or i < Nstop
Output: x̂i
4.1. Construction of cosparse signals
Due to computational difficulties, we selected a rather small
size for our experiment: A rectangular grid of size N =
11 × 21 = 231 was chosen to represent our plate D, and
the number of time samples was set to K = 40 or K = 120.
Furthermore, we enforce the approximate equality in Eq. (5)
to be exact equality, i.e., ωijkx = 0.
To construct cosparse pressure fields, the source locations
S were randomly chosen to be interior grid points of D. Let
z be such that zijk’s are independent random Gaussian for
(i, j) ∈ S and k = 2, . . . ,Ks + 1 for some Ks < K, and
is zero everywhere else. For our experiment, we chose Ks =
20. We simulate the sources by imposing Ωx = z. Therefore,
ωijkx = 0 for all k > Ks + 1. This was exploited in the
GRASP; (i, j, k) for k > Ks + 1 were not included in Gg’s
in Algorithm 1. We used the Neumann boundary conditions:
x1jk = x2jk, x11,j,k = x10,j,k, etc., were enforced through
the form CBx = 0. Initial conditions were xij1 = xij2 = 0
for all (i, j), enforced through the form CIx = 0.
To build a cosparse signal x, we need to solve Ωx = z,
CIx = 0, and CBx = 0. Fortunately, Ωx = z is a causal
relation in the sense that if x is known for k = k0 − 1, k0 − 2,
then x for k = k0 can be uniquely and efficiently computed.
Indeed, this was how we constructed the cosparse vector x
rather than employing general matrix inversion techniques.
4.2. Evaluation of GRASP
A typical source localization problem is as follows: Given a
limited number of measurements of x obtained from a few
microphones, y = Mx, how to locate the source locations?
Furthermore, can we reconstruct x given the “extended” con-
straint (4) ? For our simulation, we chose random locations
in D that do not coincide with points in S, and assumed that
the values of x were measured at those locations at all times.
We varied the number of sources s and the number of
measurements m, and repeated source localization and field
reconstruction with GRASP 30 times for each pair (s, m).
As performance measures, we observed what portion of




Fig. 1. Average portion of source locations identified (top)
and average recovery rate of the pressure field x (bottom).
Time samples were K = 40 (left) and K = 120 (right).
the signal x was recovered. We regarded x as perfectly recov-
ered when all the sources were located (no groups Gg left at
the end of Algorithm 1 corresponded to points of S) and the
relative ℓ2-norm error of x̂ from the GRASP is within 0.1.
Fig. 1 shows average portion of source locations correctly
identified and average recovery rate of x by the GRASP.
We notice that measurements taken over longer period helps
the performance. When the measurements were collected
for long duration K = 120, the source localization results
were quite encouraging; over 93% of source locations were
correctly identified in all cases. While less impressive, we
observe that the recovery rate is still promising when there
are few sources active (bottom row in the diagrams). It is im-
portant to note that we are not concerned with false alarms;
when the GRASP picks a location to remove, it does not mean
that the location is classified to be a source. That decision is
made only from the final estimate x̂ from the GRASP and its
analysis representation.
4.3. Structured cosparsity: what is the gain?
We also applied GRASP and GAP to a cosparse pressure field
reconstruction problem where one source was active and 12
microphones were used, to gauge the benefit of using struc-
tured cosparsity. Out of 20 experiments, the GRASP success-
fully recovered all the sources 18 times, and in those cases, the
means of the relative errors on x were 0.014 for the GRASP
versus 0.112 for the GAP. Considering that the GAP also
failed when the GRASP did (bad relative errors for both al-
gorithms), we conclude—though from a limited experimental
result due to computational issue (more from the GAP)—that
there is clear advantage in the use of structured cosparsity.
5. DISCUSSION AND CONCLUSION
The primary goal of this paper is to show how cosparsity “nat-
urally” arises via discretization when well-understood physi-
cal laws govern the data of interest. By this process, appro-
priate cosparsifying operators can be designed and exploited.
The potential of such physics-driven cosparse models was
illustrated in the context of source localization with acoustic
waves, a scenario that has been widely studied. A fair as-
sessment of the merits of cosparsity in this scenario requires
extensive comparisons that will be the object of further work.
Sparsity vs cosparsity. In the considered scenario, the
cosparse model exploits linear equations that uniquely char-
acterize the unknown pressure field x. Hence, the inversion
of the associated linear system yields a sparse model x = Ds
where s is the sparse source term. Therefore, in this context,
cosparsity and sparsity are equivalent models. Indeed, stan-
dard sparse regularization [14, 15, 16] can be used to locate
sources or to reconstruct x from y = MDs. However, there
seems to be computational differences as well as extended
scenarios where the cosparse model is no longer equivalent
to the sparse one and offers new perspectives.
Extended scenario: unknown boundaries? Suppose we
observe y = Mx where the pressure field x satisfies the
wave equation, with few sources, in a domain whose bound-
aries are a priori unknown. For example, it may have been
recorded either in a small room with boundary conditions
CB1x = 0 or a larger one with boundary conditions CB2x =
0. In this context it is hard to express a natural sparse model
with a dictionary of Green functions, but one can imagine a
natural structured cosparse model where the analysis operator
is obtained by concatenating Ω and CBi for all possible room
configurations (one may imagine also a “continuum” of room
sizes and shapes, e.g., convex shaped rooms). In upcoming
work we will explore the potential of this approach to simul-
taneously locate sources and determine the geometry of the
domain (shape/location/nature of the boundary conditions).
Computational pitfalls, challenges, and opportunities.
The matrix MD arising in the standard sparse model is essen-
tially a collection of Green functions between m sensor loca-
tions and all possible source locations. Its pre-computation
amounts to solving the wave equation m times, and storing
the resulting spatio-temporal fields. The required resources
can become exceedingly costly, e.g., for large spatial do-
mains with complex geometries and reverberant boundary
conditions. Moreover, sparse reconstruction algorithms itera-
tively apply the operators MD and DT MT with a potentially
high computational cost. Computational challenges also arise
with the cosparse approach, but they seem to be of a different
nature: unlike D, the operators Ω,CI,CB are very sparse,
and can be implicitly implemented without being stored in
matrix form. The major computational challenge in applying
GAP/GRASP is in iteratively solving least squares problems
involving these operators. In this paper, these were solved
in the time-domain with generic numerical linear algebra.
We expect that working in the Fourier domain and exploit-
ing the sparse spatial structure of Ω will provide substantial
speedups, allowing to test the approach at a much larger
scale with real data and more accurate discretization of the
underlying physical model.
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