In recent years there has been an increased interest in frequent pattern discovery in large databases of graph structured objects. While the frequent connected subgraph mining problem for tree datasets can be solved in incremental polynomial time, it becomes intractable for arbitrary graph databases. Existing approaches have therefore resorted to various heuristic strategies and restrictions of the search space, but have not identified a practically relevant tractable graph class beyond trees. In this paper, we define the class of so called tenuous outerplanar graphs, a strict generalization of trees, develop a frequent subgraph mining algorithm for tenuous outerplanar graphs that works in incremental polynomial time, and evaluate the algorithm empirically on the NCI molecular graph dataset.
INTRODUCTION
The discovery of frequent patterns in a database, i.e., patterns that occur in at least a certain specified number of elements of the database, is one of the central tasks considered in data mining. In addition to be interesting in their own right, frequent patterns can also be used as building blocks or features for predictive data mining tasks (see, e.g., [5] ). For a long time, work on frequent pattern discovery has concentrated on relatively simple notions of patterns and elements in the database as they are typically used for the discovery of association rules (simple sets of atomic items). In recent years, however, due to the significance of application areas such as the analysis of chemical molecules or graph structures in the World Wide Web, there has been an increased interest in algorithms that can perform frequent pattern discovery in databases of structured objects such as trees or arbitrary graphs.
While the frequent pattern mining problem for trees can be solved in incremental polynomial time (see [2] for an overview on frequent subtree mining), i.e., in time polynomial in the combined size of the input and the set of frequent tree patterns so far computed, the frequent pattern mining problem for graph structured databases in the general case cannot be solved in output polynomial time [10] , i.e., in time polynomial in the combined size of the input and the set of all frequent patterns. Existing approaches to frequent pattern discovery for graphs have therefore resorted to various heuristic strategies and restrictions of the search space (see, e.g., [4, 5, 11, 20] ), but have not identified a practically relevant tractable graph class beyond trees.
In this paper, we define the class of so called tenuous outerplanar graphs, which is the class of graphs that can be embedded in the plane in such a way that all of its vertices lie on the outer boundary, i.e. can be reached from the outside without crossing any edges, and which have a fixed limit on the number of inside diagonal edges. This class of graphs is a strict generalization of trees, and is motivated by the kinds of graphs actually found in practical applications. In fact, in one of the popular graph mining data sets, the NCI data set 1 , 94.3% of all elements are tenuous outerplanar graphs. We develop an algorithm for enumerating frequent tenuous outerplanar graph patterns, and prove that this algorithm is guaranteed to work in incremental polynomial time.
Our approach is based on a canonical string representation of outerplanar graphs which may be of interest in itself, and further algorithmic components for mining frequent biconnected outerplanar graphs and candidate generation in an Apriori style algorithm. To map a pattern to graphs in the database, we define a special notion of block and bridge preserving (BBP) subgraph isomorphism, which is motivated by application and complexity considerations, and show that it is decidable in polynomial time for outerplanar graphs. We note that for trees, which form a special class of outerplanar graphs, BBP subgraph isomorphism is equivalent to subtree isomorphism. Thus, BBP subgraph isomorphism generalizes subtree isomorphism to graphs, but is at the same time more specific than subgraph isomorphism. Since in many applications, subgraph isomorphism is a non-adequate matching operator (e.g., when pattern matching is required to preserve certain type of fragments in molecules), by considering BBP subgraph isomorphism we take a first step towards studying the frequent graph mining problem w.r.t. non-standard matching operators as well. Beside complexity results, we also present empirical results which show that the favorable theoretical properties of the algorithm and pattern class also translate into efficient practical performance.
The paper is organized as follows. In Section 2, we first introduce the necessary definitions as the basis for our paper. In Section 3, we define the class of tenuous outerplanar graphs and the notion of subgraph isomorphism used in this paper, arriving at a definition of our frequent pattern mining problem. Section 4 is the main part of the paper, and describes in detail our algorithm for mining tenuous outerplanar graphs. Section 5 contains our experimental evaluation on the standard benchmark data set from NCI. Section 6 concludes and discusses some open problems. Due to space limitations, proofs are only sketched or even omitted in this short version.
PRELIMINARIES
In this section we recall the most important definitions and notions related to graphs (see, e.g., [8] for more details).
Graphs An undirected graph is a pair (V, E), where V = ∅ is a finite set of vertices and E ⊆ {e ⊆ V : |e| = 2} is a set of edges. If, in addition, parallel edges (i.e., multiple edges connecting the same pair of vertices) and loops (i.e., edges joining a vertex to itself) are also allowed, we speak of undirected multigraphs. A labeled undirected graph is a quadruple (V, E, Σ, λ), where (V, E) is an undirected graph, Σ = ∅ is a finite set of labels associated with some total order, and λ : V ∪ E → Σ is a function assigning a label to each element of V ∪ E. Unless otherwise stated, in this paper by graphs we always mean labeled undirected graphs and denote the set of vertices, the set of edges, and the labeling function of a graph G by V (G), E(G), and λG, respectively. Let G and G be graphs. Trees In this paper, unless otherwise stated, by trees we mean labeled free trees (i.e., unrooted and unordered labeled trees). For a tree T and vertices r, v ∈ V (T ), T r denotes the rooted tree obtained from T by choosing r to be its root, Cr(v) denotes the set of children of v in T r , and fr(v) denotes the parent of v in T r if v = r; otherwise fr(v) is undefined. We denote by T Blocks and Bridges A graph G is connected if there is a path between any pair of its vertices; it is biconnected if for any two vertices u and v of G, there is a simple cycle containing u and v. A block (or biconnected component) of a graph is a maximal subgraph that is biconnected. Edges not belonging to blocks are called bridges. The definitions imply that the blocks of a graph are pairwise edge disjoint and that the set of bridges forms a forest. For the set of blocks and the set of trees of the forest formed by the bridges of a graph G it holds that their cardinalities are bounded by |V (G)| and they can be enumerated in time O (|V (G)| + |E(G)|) [19] .
Isomorphism and Subgraph Isomorphism Let G1 and G2 be graphs. G1 and G2 are isomorphic, denoted G1 G2, if there is a bijection ϕ :
In this paper, two graphs are considered to be the same if they are isomorphic. G1 is subgraph isomorphic to G2 if G1 is isomorphic to a subgraph of G2. Deciding whether a graph is subgraph isomorphic to another graph is NP-complete, as it generalizes e.g. the Hamiltonian path problem.
Analogously to the list homomorphism problem defined in [6] , we introduce the list subgraph isomorphism problem defined as follows: Given graphs G and H, and sets Lu ⊆ V (G) for every u ∈ V (H), decide whether there exists a subgraph isomorphism ϕ from H to G such that ϕ(u) ∈ Lu for every u ∈ V (H). We denote by
that there is a list subgraph isomorphism ϕ from H to G satisfying ϕ(u) ∈ Lu for every u ∈ V (H). Notice that the list subgraph isomorphism problem is a generalization of the ordinary subgraph isomorphism where Lu = V (G) for every u ∈ V (H). If Lu = V (G) for some particular vertex u, we will sometimes remove the pair u, Lu from the set below the arrow in the above notation.
Planar Graphs Informally, a graph is planar if it can be drawn in the plane in such a way that no two edges intersect except at a vertex in common. To give a topologically rigorous definition of planar graphs, we need some auxiliary notions. A simple curve is the image of an injective continuous function γ : [0, 1] → 2 ; its endpoints are γ(0) and γ (1) . Notice that by definition, simple curves are non selfintersecting. Let G be a graph. An embedding of G in the plane is a function s mapping each vertex of G to a distinct point of the plane and each edge {u, v} of G to a simple curve of the plane connecting s(u) and s (v) . If, in addition, it holds that any two distinct curves representing edges do not intersect except possibly at their endpoints then s is a planar embedding of G. A graph is planar iff it has a planar embedding.
Let G be a planar graph and s be some planar embedding of G. Removing from the plane all points and curves corresponding to the vertices and edges of G, respectively, we obtain a set of connected pieces of the plane, called faces. Since the number of vertices of G is finite, exactly one of the faces, called the outer face, is unbounded. For G and s, one can construct an undirected multigraph G * , called the dual graph of G, as follows: G * has a distinct vertex for each face, and for every edge e of G we connect the two vertices representing the faces having the boundary simple curve s(e) in common. The weak dual graph of G is the multigraph obtained from G * by removing the vertex representing the outer face and each edge containing this vertex.
Outerplanar Graphs An outerplanar graph is a planar graph which can be embedded in the plane in such a way that all of its vertices lie on the boundary of the outer face. Throughout this work we consider connected outerplanar graphs and denote the set of connected outerplanar graphs over an alphabet Σ by OΣ. Clearly, trees are outerplanar and hence, a graph is outerplanar iff each of its blocks is outerplanar [8] . Furthermore, as the blocks of a graph can be computed in linear time [19] and outerplanarity of a block can be decided also in linear time [13, 15] 2 , one can decide in linear time whether a graph is outerplanar.
A biconnected outerplanar graph G with n vertices contains at most 2n − 3 edges and has a unique Hamiltonian cycle which bounds the outer face of a planar embedding of G [8] . This unique Hamiltonian cycle can be computed efficiently (see, e.g., [13] ). Thus, G can be considered as an n-polygon with at most n − 3 non-crossing diagonals. It also holds that the weak dual graph of G is always a tree with at most n − 2 vertices corresponding to the interior faces of G's planar embedding. This property implies the following bound for the number of cycles of G. Due to space limitation, we omit the proof of the next proposition. Given outerplanar graphs G and H, deciding whether H is subgraph isomorphic to G is an NP-complete problem. This follows from the fact that outerplanar graphs generalize forests and deciding whether a forest is subgraph isomorphic to a tree is an NP-complete problem [7] . The following stronger negative result is shown in [18] .
Theorem 2. Deciding whether a connected outerplanar graph H is subgraph isomorphic to a biconnected outerplanar graph G is NP-complete.
If, however, H is also biconnected, the following positive result holds [13] . 3 
Theorem 3. The problem whether a biconnected outerplanar graph H is subgraph isomorphic to a biconnected outerplanar graph G can be decided in time
Finally we cite another positive result from [14] on subgraph isomorphism for the special case of trees.
Theorem 4. The problem whether a tree H is subgraph isomorphic to a tree G can be decided in time
The subtree isomorphism problem can be solved in fact in [17] . For the sake of simplicity, in Section 4.4 we will generalize the algorithm in [14] to outerplanar graphs by noting that the complexity of our algorithm can also be improved using the idea given in [17] for trees.
PROBLEM SETTING
In this section we define the frequent subgraph mining problem for a practically relevant class of outerplanar graphs 2 We note that both outerplanarity testing algorithms in [13, 15] must be extended by an additional step checking condition (iii) of Theorem 2 in [15] , as otherwise a class of nonouterplanar graphs will be misclassified by both algorithms. 3 Although this positive result has been shown for unlabeled graphs, the algorithm in [18] can be generalized to labeled graphs as well.
with respect to a matching operator that preserves the pattern graph's bridge and block structure. We start the problem description with the definition of the graph class to be mined. The main contribution of this work is an algorithm mining d-tenuous outerplanar graphs. This problem is motivated by the observation that d-tenuous outerplanar graphs form a practically relevant graph class e.g. in computational chemistry. Consider for example the NCI dataset which is one of the largest chemical graph databases used as a benchmark domain by the data mining community. Out of the 250251 pharmacological molecules in this dataset, 236180 (i.e., 94.3%) compounds have an outerplanar molecular graph. Furthermore, among the outerplanar compounds, there is no molecular graph having a block with more than 11 diagonals. In fact, there is only one compound containing a block with 11 diagonals; 236083 (i.e., 99.99%) compounds among the outerplanar graphs have at most 5 diagonals per block.
Tenuous Outerplanar Graphs
BBP Subgraph Isomorphism We continue our problem definition by introducing a matching operator between outerplanar graphs. Let
A bridge and block preserving (BBP) subgraph isomorphism from H to G, denoted H BBP G, is a subgraph isomorphism from H to G mapping (i) the set of bridges of H to the set of bridges of G and (ii) different blocks of H to different blocks of G. Notice that for trees, which are special outerplanar graphs (i.e., block-free), BBP subgraph isomorphism is equivalent to the ordinary subtree isomorphism. Thus, BBP subgraph isomorphism can be considered as a generalization of subtree isomorphism to outerplanar graphs which is more specific than ordinary subgraph isomorphism.
Besides complexity reasons raised by Theorem 2, the use of BBP subgraph isomorphism as matching operator is motivated by recent results in chemoinformatics which indicate that more powerful predictors can be obtained by considering matching operators that map certain fragments of the pattern molecule to certain fragments of the target molecule. One natural step towards this direction is to require that only ring structures (i.e., blocks) can be mapped to ring structures and that edge disjoint ring structures are mapped to edge disjoint ring structures.
The FTOSM Problem Using the above notions, we define the frequent d-tenuous outerplanar subgraph mining problem (FTOSM) as follows: 
where Πt(D, H) is the frequency property defined by
By definition,
and G1 BBP G2. Given D and t, we call a graph H satisfying (2) t-frequent.
The parameters of the FTOSM problem are the cardinality of the transaction dataset (i.e., |D|) and the size of the largest graph in D (i.e., max{|V (G)| : G ∈ D}). Since d is usually small, it is assumed to be a constant. Note that the cardinality of F We note that in the literature (see, e.g., [12] ) one usually considers also the notion of output polynomial time (or polynomial total time) complexity for enumeration algorithms. Algorithms belonging to this more liberal class are required to enumerate a set S in the combined size of the input and the entire set S. This implies that, in contrast to incremental polynomial time, an output polynomial time algorithm may have in worst-case a delay time exponential in the size of the input before printing the kth element for some k ≥ 1. Although several algorithms mining frequent connected subgraphs from datasets of arbitrary graphs w.r.t. subgraph isomorphism have demonstrated their performance empirically, we note that this general problem cannot be solved in output polynomial time, unless P = NP [10] .
On the other hand, the frequent graph mining problem is solvable in incremental polynomial time when the graphs in the dataset are restricted to forests and the patterns to trees. This follows e.g. from the results given in [2] . Since tenuous outerplanar graphs form a practically relevant graph class that naturally generalizes trees, by considering the FTOSM problem we take a first step towards going beyond trees in frequent graph mining.
THE MINING ALGORITHM
In this section we present an Apriori-like [1] In step 1 of the algorithm, we first compute the set of t-frequent 1-patterns, that is, the set of t-frequent graphs consisting of either a single vertex or a single block. The first set, denoted by Fv in step 1, can be computed in linear time. The second set, denoted F b , can be computed in time polynomial in the parameters of D; an efficient Apriori-based algorithm for this problem is presented in Section 4.2.
In step 2 of the algorithm, we compute the set of t-frequent 2-patterns, i.e., the set of graphs in O 
We denote the corresponding three sets in step 2 by Fe, F bb , and F be , respectively. In the definitions of F bb and F be , G1 1 G2 denotes the set of graphs that can be obtained from the union of G1 and G2 by contracting 4 a vertex from G1 with a vertex from G2 that have the same label. Clearly,
The set Fe of tfrequent edges can be computed in linear time. Since the cardinalities of both F bb and F be are polynomial in the parameters of D, and BBP subgraph isomorphism between outerplanar graphs can be decided in polynomial time by the result of Section 4.4 below, it follows that both F bb and F be and hence, the set L2 of t-frequent 2-patterns can be computed in time polynomial in the parameters of D.
In the loop 4-8, we compute the set of t-frequent k-patterns for k ≥ 3 in a way similar to the Apriori algorithm [1] . The crucial steps of the loop are the generation of candidate kpatterns from the set of t-frequent (k − 1)-patterns (step 6) and the decision of t-frequency of the candidate patterns (step 7). In Sections 4.3 and 4.4 below we describe these steps in detail.
Putting together the results given in Theorems 8 -10 stated in Sections 4.2 -4.4, respectively, we can formulate the main result of this paper: Before going into the technical details in Sections 4.2 -4.4, in the next section we first describe a transformation and a canonical string representation of outerplanar graphs that will be used in different steps of the mining algorithm.
Canonical String Representation
One time consuming step of mining frequent d-tenuous outerplanar graphs is to test whether a particular graph
To apply some advanced data structure (e.g., hash tables, B-trees, etc.) that allows fast search in large subsets of O d Σ , we need to define a total order on O d Σ . Similarly to many other frequent graph mining algorithms, we solve this problem by assigning a canonical string to each element of OΣ such that (i) two graphs have the same canonical string iff they are isomorphic and (ii) for every G ∈ OΣ, the canonical string of G can be computed in time polynomial in |V (G)|. Using some canonical string representation satisfying the above properties, a total order on OΣ and thus, on O d Σ as well, can be defined by some total order (e.g. lexicographic) on the set of strings assigned to the elements of OΣ. Furthermore, property (i) allows one to decide isomorphism between two outerplanar graphs by comparing their canonical strings. Although isomorphism can be decided efficiently even for planar graphs [9] , the canonical string representation for outerplanar graphs described in this section may be of some interest in itself.
We first define a transformation on outerplanar graphs by means of contraction of blocks into new vertices. More precisely, for a graph G ∈ OΣ, let e G denote the graph over the alphabet Σ ∪ {#} derived from G by the following transformation: For each block B in G, (i) introduce a new vertex vB and label it by #, (ii) remove each edge belonging to B, and (iii) for every vertex v of B, connect v with vB by an edge labeled by #, if v is adjacent to a bridge or to another block of G; otherwise remove v. In the following proposition we state some basic properties of e G.
Proposition 6. Let G ∈ OΣ. Then (i) |V ( e G)| = 1 iff |V (G)| = 1 or G is biconnected, (ii) for every e ∈ E( e G), at most one vertex of e is labeled by #, and (iii) e
G is a free tree.
Proof sketch. The proof of (i) and (ii) is trivial. To see (iii), suppose that e G has a cycle C. Then C must contain a vertex v labeled by #. But this implies that the biconnected subgraph of G corresponding to v is not maximal contradicting the definition of e G.
Since e G is a tree, we call it the block and bridge tree (BBtree) of G.
For a graph G ∈ OΣ and v ∈ V ( e G), let τ (v) denote the subgraph of G corresponding to v, i.e., it denotes the block of G represented by v if λG(v) = #; otherwise it is the subgraph of G consisting of the single vertex corresponding to v.
Using the above notions and notations, we define the canonical representation of G by means of e G. By (iii) of Proposition 6, e G is a free tree. We utilize this property and generalize the depth-first canonical representation for free trees to outerplanar graphs (see [2] for an overview on canonical string representations for trees). Given some distinguished vertex r ∈ V ( e G), we assign recursively a string ρr(v) ∈ (Σ ∪ N ∪ {$, #, @}) * to every vertex v of e G r , and define a string encoding of G w.r.t. r by the string ρr(r) associated with r. To define ρr(v) for a vertex v ∈ V ( e G), we distinguish two cases: 
-SD is the unique sequence i1j1l1 . . . i δ j δ l δ of integers satisfying (1) iq < ir or (iq = ir and jq < jr) for every 1 ≤ q < r ≤ δ and (2) {vi q , vj q } is a diagonal with label li q in G for every q = 1, . . . , δ, -1 ≤ i1 < . . . < i k ≤ , and
Let S be the set of 2 sequences defining H, if v has no parent in e G (i.e., v = r); otherwise let S = {s1, s2}, where s1 and s2 are vertex sequences defining H and are of the form τ (fr(v))s 1 and τ (fr(v))s 2 , respectively. Using the above definitions of ρr,s and S, we define ρr(v) by
ρr,s(v) .
Given G and r ∈ V ( e G), the strings assigned to the vertices of e G r can be computed efficiently by traversing e G in postorder. Using the above definition of ρr, the canonical string representation of an outerplanar graph can be defined by the center-based canonical string representation of free trees (see, e.g., [2] ). A center of a free tree is a vertex minimizing the maximum distance to any other vertex in the tree. Clearly, a tree has at most two centers. Consider first the case when e G has one center, say r. Then we define the canonical string representation of G by
ρ(G) = ρr(r) .
Otherwise, when e G has two centers, say r1 and r2, we consider the trees e G1 and e G2 obtained from e G by removing the edge connecting r1 and r2, and define ρ(G) by
where l is the label of the edge connecting r1 and r2, and G1 and G2 are the subgraphs of G corresponding to e G1 and e G2, respectively. For ρ(G), the following result can be shown: 5 We assume some total order on the set of symbols and define the total order ≤ on strings by the lexicographic order. 
Mining Frequent Biconnected Graphs
In this section we present Algorithm 2 that computes the set F b of t-frequent d-tenuous biconnected graphs used in step 1 of Algorithm 1. Since d is assumed to be constant, Algorithm 2 runs in time polynomial in the parameters of D.
In step 1 of Algorithm 2, we first compute the set L0 of t-frequent cycles as follows: We list the cycles of G for every G ∈ D and count their frequencies. Proposition 1 in Section 2 implies that the number of cycles of a d-tenuous outerplanar graph G is bounded by O (|V (G)|) if d is assumed to be constant. Furthermore, from [16, 19] it follows that the cycles of a graph can be listed with linear delay. Since isomorphism between cycles can be decided efficiently, these results together imply that L0 can be computed in time polynomial in the parameters of D. As a cycle may be compared to many other cycles, to decide isomorphism, we use the canonical string representation described in Section 4.1.
In loop 2-5 of Algorithm 2, we compute the sets of tfrequent biconnected graphs containing k diagonals for every k = 1, . . . , d. In particular, in step 3 we compute the set C k of candidate biconnected graphs H ∈ O k Σ satisfying the following conditions: H has exactly k diagonals and the removal of any diagonal from H, denoted by in step 3, results in a t-frequent biconnected graph.
For k = 1 in particular, C1 can be computed as follows:
For every cycle H ∈ L0 and for every t-frequent edge symbol l ∈ Σ, we connect each pair of non-adjacent vertices of H by an edge, label this new diagonal by l, and add the obtained graph H to C1 if H ∈ C1. To decide the membership in C1, here we use again the graphs' canonical string representations.
For k > 1, we compute C k by the following algorithm: For every pair H1, H2 ∈ L k−1 with the same Hamiltonian cycle, and for every pair d1 and d2 of diagonals of H1 and H2, respectively, for which
Hj} holds for i = 1, 2, consider the graphs H 1 and H 2 obtained from H1 and H2 by removing d1 and d2, respectively. If H 1 H 2 then for every isomorphism ϕ from H 1 to H 2 , we take the graph H obtained from
if g2 is attachable to g 1 consistently with G2 then 7:
attach g2 in G1 to g 1 consistently with G2 and denote the obtained graph by C 8:
if g1, g2 have the top two string encodings in C, C ∈ C k , and C g ∈ L k−1 for every g ∈ Leaf(C) 9:
then add C to C k 10: endfor 11: endfor 12: endfor 13: return C k H2 by connecting the images of the endpoints of d1 by an edge labeled by the symbol assigned to d1 in H1. If H remains outerplanar, i.e., the new diagonal doesn't cross any other diagonal, then for every diagonal Δ of H except the new one and d2, we remove Δ from H and check whether the graph obtained belongs to L k−1 . If this is the case for every Δ, we add H to C k if H ∈ C k . Notice that this step corresponds to the pruning technique applied in the candidate generation step of the Apriori algorithm. We note that the number of isomorphisms between H1 and H2 is at most 2|V (H1)|. Furthermore, in the selection of H1, H2 and d1, d2 above, H1 and H2, or even d1 and d2 can be identical because automorphisms (i.e., isomorphisms from a graph to itself) must also be considered.
One can show that the method described above is complete, i.e., for every k = 1, . . . , d, C k contains the set of t-frequent
Finally, in order to compute the set of t-frequent biconnected graphs from the C k 's (step 4), we have to decide the existence of BBP subgraph isomorphisms from biconnected outerplanar graphs to outerplanar graphs. For this case, BBP subgraph isomorphism is equivalent to subgraph isomorphism because the pattern graph consists of a single block (and no bridge), and blocks are mapped to blocks by any subgraph isomorphism. Since the blocks of a graph can be computed in linear time [19] , it is therefore sufficient to consider the efficiency of subgraph isomorphism between biconnected outerplanar graphs. Theorem 11 in Section 4.4 below deals with a more general case implying that this problem can be solved in cubic time.
Putting the above results together, one can show the following theorem. (We omit the proof in this short version.) 
Candidate Generation
In step 6 of Algorithm 1, we generate the set of candidate k-patterns. In this section we give Algorithm 3, a generalization of the candidate generation algorithm for free trees described in [3] , that computes the set of candidate k-patterns from the set of frequent (k − 1)-patterns. (Recall that a kpattern is a graph such that the sum of the number of its blocks and the number of its vertices not belonging to any block is k.) Applying the candidate generation principle of the Apriori algorithm [1] , each candidate is obtained by joining two frequent (k − 1)-patterns that have an isomorphic (k − 2)-pattern core.
In the outer loop 2-12 of the algorithm, we consider each possible pair G1, G2 of frequent (k − 1)-patterns. For completeness, we have to allow G1 and G2 to be the same. In loop 3-11, we consider each pair g1 and g2 of leaf subgraphs of G1 and G2, respectively. By a leaf subgraph of a k-pattern H for k ≥ 2 we mean the graph τ (v) for some leaf v of the BB-tree e H, i.e., a leaf subgraph is either a vertex of H not belonging to a block and adjacent to exactly one other vertex or it is a block which has exactly one common vertex with a bridge or with another block. If G1 and G2 are the same graphs then, for completeness, we consider also the case when g1 and g2 are isomorphic leaf subgraphs. From G1 and G2, we remove g1 and g2, respectively, denoted this operation by in the algorithm, and check whether the obtained graphs G 1 and G 2 are isomorphic (step 4). The removal of a biconnected component means the deletion of each of its edges and vertices except the distinguished vertex which is adjacent to a bridge or to another block.
If G 1 and G 2 are isomorphic then we consider every leaf subgraph g 1 of G 1 (loop 5-10) and check whether g2 can be attached to g 1 in G1 consistently with G2 (step 6). More precisely, let g 2 be a block or a vertex not belonging to a block in G2 such that g2 is hanging from g 2 , i.e., the only edge adjacent to g2 is adjacent also to g 2 . We say that g2 can be attached to g 1 in G1 consistently with G2 if g 1 is isomorphic to g 2 . Thus, if the condition in step 6 holds then we attach g2 to g 1 consistently with G2 and denote the obtained graph by C (step 7).
Notice that C can be generated in many different ways, depending on the particular choice of g1 and g2. To reduce the amount of unnecessary computation, we consider only those pairs which are among the top leaf subgraphs of C, i.e., which have the top two string encodings w.r.t. a center ofC. By definition, a vertex representing a leaf subgraph of C is always a leaf inC. If this condition holds then we add C to the set of candidates in step 9 if for every leaf subgraph g of C, the (k − 1)-pattern obtained from C by removing g is frequent (see step 8) .
We omit the proof of the following statement. 
BBP Subgraph Isomorphism
Algorithms 1 and 2 contain the steps of deciding whether a candidate pattern H ∈ O d Σ is t-frequent, i.e., whether it is BBP subgraph isomorphic to at least t graphs in D. While subgraph isomorphism between outerplanar graphs is NPcomplete even for very restricted cases (see Theorem 2), Theorem 10, the main result of this section, shows that this constrained subgraph isomorphism can be decided efficiently between outerplanar graphs if the pattern graph H is connected. This result holds for arbitrary outerplanar graphs, i.e., we do not assume any bound on the number of diagonals in a block. The connectivity is necessary, as otherwise the problem would generalize the NP-complete subforest isomorphism problem [7] . We note that the result of Theorem 10 generalizes the positive result on subtree isomorphism given in Theorem 4 and may thus be of some interest in itself. For the rest of this section, we fix an alphabet Σ and a distinguished symbol, say #, satisfying # ∈ Σ.
Theorem 10. For every G ∈ OΣ and connected graph H ∈ OΣ, H BBP G can be decided in polynomial time.
To sketch the proof of Theorem 10, we need some further notations and assertions. We start with a theorem generalizing Theorem 3, the positive result from [13] on ordinary subgraph isomorphism between unlabeled biconnected outerplanar graphs to list subgraph isomorphism between labeled biconnected outerplanar graphs. Due to space limitation, we only sketch the proof.
Theorem 11. Let G, H ∈ OΣ be biconnected outerplanar graphs and Lu ⊆ V (G) for every u ∈ V (H). Then one can decide whether there exists a list subgraph isomorphism
Proof sketch. The proof is similar to that of Theorem 3 (see [13] for the proof). It is based on constructing first a directed graph D with a distinguished source and target vertex s and t, respectively, and then determining whether there is a directed path from s to t. The edges in D represent whether there is a subgraph isomorphism from a certain subgraph of the pattern graph containing an edge {ui, ui+1} to a certain subgraph of the text graph containing an edge {vi, vi+1} such that ui and ui+1 are mapped to vi and vi+1, respectively. This constraint can be generalized to list subgraph isomorphism between labeled biconnected outerplanar graphs without changing the asymptotic time complexity of the special case considered in Theorem 3. λ e G ({v, v }), and if λ e H (ui) = # then there is a list subgraph isomorphism from τ (ui) to τ (f e G r (v)) which maps the vertex τ (u) to τ (v) . 6 Thus, S(v, u) can be computed in polynomial time for every u ∈ V ( e H) and v ∈ V ( e G r ) completing the proof sketch of Theorem 10.
EXPERIMENTAL EVALUATION
In our experiments, we used the NCI dataset consisting of 250251 chemical compounds. For our work, it was important to recognize that 236180 (i.e., 94.3%) of these compounds have outerplanar molecular graph. Thus, outerplanar graphs form a practically relevant class of graphs. Among the outerplanar molecular graphs, there are 21963 trees (i.e., 8.8% of the outerplanar subset). In the experiments, we have removed the non-outerplanar graphs from the dataset. Altogether, the outerplanar molecules contain 423378 blocks, with up to 11 diagonals per block. However, 236083 (i.e., 99.99%) of the outerplanar molecular graphs have at most 5 diagonals per block. This empirical observation validates our approach to assume the number of diagonals to be constant.
The database contains a wide variety of structures, and a low relative frequency threshold is needed to mine a significant number of patterns. E.g. though there are 15426 pairwise non-isomorphic cycles in the database, only a few of them are really frequent; the only one above 10% is the benzene ring with frequency 66%.
Matching blocks is more expensive than matching bridges, but the number of bridges is much larger. In all our experiments, roughly half of the time is used for each of the two types of matching.
Results
Our results are given in Table 1 . It shows the number of candidate (#C) and frequent (#FP) k-patterns discovered for k = 1, . . . , 25, as well as the runtime (T) in seconds for the computation and evaluation of the candidates using the frequency thresholds 10%, 5%, 2% and 1%. As expected, the number and the size of the discovered patterns is much larger when the frequency threshold is lower. Even though the embeddings of (k − 1) patterns are computed (again) in level k, the time needed to complete one level does not necessarily increase with k. It is interesting to note that after the number of frequent k-patterns drops a bit when k gets larger then 8, this number again increases when k exceeds 12, and the number of frequent patterns gets close to the number of candidate patterns. This is because this particular dataset contains large subsets with molecules sharing large biconnected structures (such as the HIV active substance dataset). The time needed for candidate generation is always smaller than 1% of the total time. The time needed for coverage testing per pattern depends on how much structure these patterns share. If the number of patterns is large, the time needed per pattern is usually lower.
One can make several conclusions. First, our algorithm can mine an expressive class of molecular patterns from a relatively large database. Although the presented experiments happened entirely in memory (taking about 600Mb), our approach does not depend on storing intermediate results in memory between the different passes over the database. This means that we could also perform this algorithm with a database on disk. In our application e.g., this would bring an overhead of about 15 seconds per pass over the database.
Second, we can conclude that the complexity of the coverage testing scales well as the pattern size grows, as predicted by theory. In this application, due to the implementation exploiting shared structure among patterns, the time needed for evaluation per pattern does not even depend in a clear systematic way on the pattern size.
CONCLUSION AND OPEN PROBLEMS
We have presented an incremental-polynomial time algorithm for the enumeration of the frequent patterns from a set of d-tenuous outerplanar graphs w.r.t. BBP subgraph isomorphism. To the best of our knowledge, no fragment of the frequent subgraph mining problem beyond trees has so far been identified, for which the problem can be solved in incremental polynomial time. Our result is not only theoretical, but also practical; most of the graphs in the NCI dataset consisting of more than 250000 compounds are 5-tenuous outerplanar graphs.
Our algorithm is based on a canonical string representation of outerplanar graphs which may be of interest in itself, and further algorithmic components for mining frequent biconnected outerplanar graphs and candidate generation in an Apriori style algorithm. Motivated by application and complexity considerations, we introduced a special kind of subgraph isomorphism which generalizes subtree isomorphism but is at the same time more specific than ordinary subgraph isomorphism, and gave a proof sketch that it is decidable in polynomial time for outerplanar graphs. We presented also empirical results with a large dataset indicating the effective practical performance of our algorithm. We believe that the identification of tractable practical fragments of the frequent subgraph mining problem is an important challenge for the data mining community.
It is natural to ask whether the positive result of this paper can be generalized to arbitrary outerplanar graphs. Notice that our algorithm exploits the constant bound on the number of diagonals only in the computation of the set F b of frequent biconnected graphs in step 1 of Algorithm 1. Therefore, to generalize the result of this paper to arbitrary outerplanar graphs, we first consider the following special problem: Given a finite set D ⊆ OΣ of biconnected outerplanar graphs and a non-negative integer t, compute the set of t-frequent patterns in D w.r.t. BBP subgraph isomorphism. Notice that this problem definition implicitly requires t-frequent patterns to be biconnected because by definition, there is no BBP subgraph isomorphism from a non-biconnected graph to a biconnected outerplanar graph. We do not know whether this special problem can be solved in incremental or at least in output polynomial time.
