ABSTRACT: With the requirement of high-precision and high-resolution, the huge data greatly increases data transmission and storage load. Compressive sampling and Matrix completion have received considerable attention recently, and has been applied successfully in diverse field. In this paper, we propose the application of compressive sampling (CS) and matrix completion techniques for the signal processing of array radar. Spatial compression reduces the number of front-end units and the random interval sampling method via matrix completion reduces the sampling rate. The system via Compressive Sampling and Matrix Completion can be used for direction of arrival (DOA) estimation of targets.
INTRODUCTION
With the requirement of high-precision and highresolution, the huge data greatly increases data transmission and storage load.
Compressive sampling/Compressive sensing (CS) [1, 2] has received considerable attention recently, and has been applied successfully in diverse field. The approach of [3] is proposed to achieve the superior resolution of MIMO radar with far fewer samples via CS.The approach of [4] proposed a space-time compressive sampling method for DOA estimation of targets. The CS array with spatial compression can reduce the number of front-end chains for DOA estimation. The application of analog-to-information conversion (AIC) [5] system can sample with a subNyquist-rate. The input signal must be mixed by a pseudorandom sign waveform which alternates at the Nyquist rate. The high-speed mixing process enhances the system implementation difficulty.
Matrix completion [6, 7] is a new technique which can be applied to recover a low-rank matrix from subset of the matrix entries. Thus the work of [8] propose the use of matrix completion to conquer the challenge of huge nu mber of front-end units. The uniform spatial sampling method in the paper is difficult for hardware implementation and it increase the complexity of the data storage. We have propose the random interval sub-Nyquist-sampling method for array radar [9] . The method can be used for direction of arrival (DOA) estimation of targets for array radar via the MUSIC algorithm by the completing data.
In this paper, we propose the application of CS and matrix completion techniques for signal processing of array radar. Spatial compression reduces the number of front-end units and the random interval sampling method via matrix completion reduces the sampling rate. The system via Compressive Sampling and Matrix Completion can be used for direction of arrival (DOA) estimation of targets.
SIGNAL MODEL FOR ARRAY RADAR
Supposing the receiver is a uniform linear array (ULA) of L antennas with element spacing d. Let us assume that there are K point targets present. The azimuth angle of the kth target is θ k .
The continuous-time waveform transmitted by the transmit antenna under the narrowband assumption is denoted where u(t) is the complex amplitude, ϕ(t) is the phase, f is the carrier frequency. The first antenna as the reference element, the received signal at the lth antenna where τ lk is the time delay difference between each element to the reference element when the target is at the azimuth angle θ k . ε l (t) represents noise, which is assumed to be independent and identically distributed (i.i.d.) Gaussian with zero mean and variance σ 2 .
The relationship bewteem the azimuth angle θ k and the time delay difference τ lk are as follows As a result, the received signal can be described as Equ. (4) can be expressed in a matrix form where Z of size L × N is the received signal of array radar. N is the length of signal.
COMPRESSIVE SAMPLING AND MATRIX COMPLETION

Compressive sampling
Recent results in Compressive Sampling state that it is possible to reconstruct a K -sparse signal of length N from M measurements via l 1 -optimization. Let denote the basis matrix that spans this sparse space, and let denote the measurement matrix. The convex optimization problem arising from CS is formulated as follows:
where x is a sparse vector with K non-zero elements; is an M × N matrix with M << N , that is incoherent with . Dividing the DOA search range into N θ angles denoted θ p and p = 1, 2, . . . , N [4] θ . We can define the basis matrix θ in the angle domain of size L × N 0 as
The process of spatial compression can be represented as where X of size N θ × N and each column of S is a sparse vector with K non-zero elements. of size M × L denote the measurement matrix. M of size M × N is the measurement result.
Matrix completion
The work of [6, 7] suppose M ∈ R n1×n2 is a matrix we would like to know as precisely as possible. We use r to denote the rank of M. However, the only information available about M is a sampled set of entries M ij , (i, j) ∈ , where is the randomly chosen subset of the complete set of entries of the matrix.
The sampling operator P : The minimizer to the problem is unique and equal to M with probability at least 1 − cn −3 log n, n := max(n 1 , n 2 ). Nuclear-norm minimization recovers all the entries of M with high probability.
MC-CS for Array Radar
The work of [8] proves the received signal as a matrix obeys the strong incoherence property. The signal after spatial compression satisfies the low-rank matrix model. Spatial compression reduces the number of front-end units and the random interval sampling method via matrix completion reduces the sampling rate. The structure of the MC-CS system is shown in Fig. 1 .
Taking into account the sub-Nyquist-rate for each channel sampling' we propose a random interval sampling method.
Generating a random delay
where T s is the Nyquist sampling time, N Sub is the Desampling ratio. 
Outputing the sampling clock
where f Sub is the output clock frequency, f s is the Nyquist frequency.
The random delay of the clock can ensure that there is at least one channel data to be sampled at the Nyquist sampling moment. In order to obtain a higher accuracy, switching random delay in a certain time interval to increase the randomness. The lack of data may be caused by the hardware implementation of random delay switching, each channel can switch random delay asynchronously to ensure that each column of the matrix elements can be get. The method of random interval sampling (RIS) is shown in Fig. 2 .
Candes, Recht and Plan put forward independent sample model, namely Bernoulli model. Bernoulli model meets the condition that there are samples from each row and column. Randomly generates a matrix, n 1 = 100, n 2 = 1000 and r = 5, N Sub changes from 2 to 10. On the other hand, randomly generates a matrix, n 1 changes from 50 to 15, n 2 = 1000 r = 5 N Sub = 4. The The reconstruction process divides into two parts.
1. Completing the the signal after spatial compression by the sampling data P (M) via Matrix Completion.
2. Reconstructing the sparsity vector of angle domain via Compressive Sampling.
The normalization of integration by the N times reconstruction results is the DOA estimation denoted byθ. We use the OPTSPACE algorithm [10] and FOCUSS algorithm [11] to solve the problem.
SIMULATION
Supposing a array radar system, the number of receive antennas is L = 64. The length of signa is N = 300. The range starts from −90
• and ends at 89
• . The step of search is 1
• . Two targets are located at angles θ 1 = −20
• and θ 2 = 10
• . The vector of angle is θ. When SNR of input is 0, the results of DOA estimation are shown in Fig. 4 . It turns out that both of two kinds structures obtain precise estimations of DOA. The method of MC-CS uses singular value σ 1 , . . . , σ r and the corresponding singular vectors. The process can effectively reduce noise and make the estimate spectrum more discrete. The estimation process of MC-CS consists of Matrix Completion and sparsity reconstruction' while 2D-CS is implemented by angle domain sparsity reconstruction. The method of 2D-CS needs a little calculation. The maximum number of iterations is 50 and the length of signa is N = 300. The average computation time as shown in Table 1 .
The the root mean square error (RMSE) of DOA estimation under different SNR are show in Fig. 5 (a) and (b). 2D-CS represent the 2-dimensional spacetime compressive sampling method. The numbers mean compression ratio and desampling ratio.
In general, the simulation results indicate that the DOA estimation has high accuracy. The RMSE of DOA estimation reduce with the increase of SNR. When the desampling ratio increases, the RMSE increases. If the desampling ratio equals to 2 or 4, the results of the two structures are basically identical. If the desampling ratio increases to 8, the result of 2D-CS is better than MC-CS. The RMSE of 2D-CS is below 1
• . The effect is superior to MC-CS. It means the AIC structure has advantages in time-domain desampling. In practice, when the desampling ratio equals 4, the signal has largely reduced the requirements for AD. Because the structure of MC-CS is simpler, so that the structure has a more practicality.
Supposing desampling ratio equals to 4, considering the influence of compression ratio on the results, MC-CS performances in general better than 2D-CS. The RMSE of DOA estimation reduce with the increase of SNR. When the number of channels equals to 16, the robustness of MC-CS reduces. The theory of Matrix Completion requirements M r >> r. Fig. 2 (b) also proves the point. For the same amount of data, the number of channels has more important influence on the effect of DOA estimation.
CONCLUSIONS
The solution results prove that the system via Compressive Sampling and Matrix Completion can be used for DOA estimation of targets. The method of MC-CS uses the rlargest singular value and the corresponding singular vectors. The process can effectively reduce noise and make the estimate spectrum more discrete. The structure of 2D-CS has advantages in terms of time-domain down-sampling. The structure of MC-CS is simpler and the structure has a more practicality. The structure of the MC-CS system can be applied to other field, e.g., the SAR imaging. The more in-depth work is to derive more efficient algorithms exploiting the features of the matrix with joint sparsity and low-rank.
