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Abstract—We investigate a collision-sensitive secondary net-
work that intends to opportunistically aggregate and utilize
spectrum of a primary network to achieve higher data rates. In
opportunistic spectrum access with imperfect sensing of idle pri-
mary spectrum, secondary transmission can collide with primary
transmission. When the secondary network aggregates more
channels in the presence of the imperfect sensing, collisions could
occur more often, limiting the performance obtained by spectrum
aggregation. In this context, we aim to address a fundamental
query, that is, how much spectrum aggregation is worthy with
imperfect sensing. For collision occurrence, we focus on two
different types of collision: one is imposed by asynchronous
transmission; and the other by imperfect spectrum sensing. The
collision probability expression has been derived in closed-form
with various secondary network parameters: primary traffic
load, secondary user transmission parameters, spectrum sensing
errors, and the number of aggregated sub-channels. In addition,
the impact of spectrum aggregation on data rate is analysed
under the constraint of collision probability. Then, we solve an
optimal spectrum aggregation problem and propose the dynamic
spectrum aggregation approach to increase the data rate subject
to practical collision constraints. Our simulation results show
clearly that the proposed approach outperforms the benchmark
that passively aggregates sub-channels with lack of collision
awareness.
Index Terms—Spectrum aggregation, collision probability, op-
portunistic spectrum access, secondary networks
I. INTRODUCTION
Enabling secondary users (SUs) to utilize the unoccupied
channels of the primary users (PUs), opportunistic spectrum
access under the interweave paradigm [1] is regarded as a
promising solution for resolving spectrum underutilization [2].
Through spectrum sensing, secondary users are able to identify
and utilize the unoccupied primary channels.
In opportunistic spectrum access, secondary transmission
can collide with primary transmission. Such collision may hap-
pen in a case when PUs asynchronously access own channels
with SUs. That is, having the priority over SUs in accessing
the channels, PUs can dynamically access the channel even
when a SU is accessing the same channel. In addition, there
is another collision case when SUs identify the channels’
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status incorrectly; SUs incorrectly find the channels to be
unused and access the ones on which a PU is already using.
When SUs have high mobility feature in mobile networks
operating under highway condition (e.g., vehicular networks
[3]), collisions can happen more frequently [4]. If a collision
happens between PU and SU transmission, the SU has to
vacate the channel immediately and dynamically access a new
available one. In particular, the SU communication has to
be interrupted, packets must wait in the transmission buffer.
The communication can be resumed when a connection is
successfully established on a new channel. Such spectrum
handoff caused by the presence of the collision results in
additional latency that affects SU performance in addition to
causing short-term interference to PUs [5].
When a SU needs the high data rate, the SU can use multiple
channels simultaneously through spectrum aggregation [6].
However, the use of an aggregate channel comprising of mul-
tiple channels could incur more collisions. The improvement
of the SU’s performance can be obtained by spectrum ag-
gregation, while frequent collisions degrade the performance.
Spectrum aggregation is challenged by the uncertainty in the
collision events which in turn results from the lack of informa-
tion on the relationship between the collision probability and
aggregated spectrum. To the best of our knowledge, however,
the collision events have not been taken into account with the
design of spectrum aggregation in the literature. In [7] [8],
the mathematical modelling of spectrum aggregation of SUs
and the channel capacity obtained through spectrum aggre-
gation are investigated, respectively. In [9] [10], the research
focuses on theoretical analysis of spectrum aggregation for
the dynamic traffic, in order to accommodate more secondary
users and to improve the data rates. In [11] [12], while
considering the hardware constraint for spectrum aggregation,
aggregation algorithms with only the aim to achieve higher
network throughput have been proposed. In addition, in [13],
the impact of the secondary packets’ service time over multiple
channels on the transmission latency is investigated. In [14],
for a given number of total/idle channels, the optimal sensing
time and power allocation to maximize energy efficiency
is investigated. Even though the collision probability of the
SU [15] and spectrum allocation strategies for the secondary
network considering the SU’s collision probability [16] [17]
[18] have been investigated, they are limited to the single
channel use by the SU.
In this paper, a collision-sensitive secondary network oppor-
tunistically accessing multiple primary channels is considered
in the presence of non-zero collision. Two collision cases
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and the other is by imperfect spectrum sensing. This work
aims to address a fundamental query, how much spectrum
for aggregation is worthy with less collision in the presence
of imperfect sensing. In the concerned collision cases, a
closed-form expression for the collision probability is derived,
developing the relationship between spectrum allocation with
aggregation and collision occurrence. By using the collision
probability, an optimisation problem is formulated and we
propose a new method for dynamic spectrum aggregation to
increase data rate while the impact of collision occurrence on
network performance can be managed. In addition, we show
that imperfect spectrum sensing increases the collision happen-
ing six times greater for a given sensing accuracy and impacts
on the network performance in terms of the allowed number
of sub-channels for aggregation. In this paper, we extend our
former work [19], where we consider collision happening only
from asynchronous transmission. When SUs are in mobile
networks under high-speed mobility, the high mobility feature
can also influence collision occurrence. However, we focus
on collisions caused by the change of PUs’ temporal channel
usage with imperfect sensing and leave the analysis of high
mobility for future work.
The rest of this paper is organized as follows. Section
II presents the model of primary and secondary network,
describing the traffic pattern and the dynamic spectrum access
scheme. The spectrum aggregation problem to maximize the
data rate considering the collision probability is formulated
in Section III. The data rate of an aggregate channel and
the collision probability of the multiple channels used by a
SU are analysed in Section IV. Then, the optimal solution to
aggregate multiple channels is addressed in Section V. After
analysing some extreme cases in Section VI, the analytical
and simulation results are shown in Section VII. Finally, our
conclusions and future work are provided in Section VIII.
II. NETWORK AND CHANNEL MODEL
A. Network model
We consider the downlink transmission of a secondary
network coexisting with a primary network. In the primary
network, a base station (BSp) communicates with the PUs
through multiple licensed channels in the same band. The PUs,
as the licensed users, have priority over the SUs in accessing
the licensed (primary) channels. Thus, the secondary network
opportunistically detects and aggregates idle primary channels.
Then, the aggregate channel (consisting of multiple primary
channels) is allocated for data transmission with the SU.
We assume that in the primary network, the packet arrival
rate at each channel in the same band follows a Poisson
process with a rate λp. The service time of the packets, 1/µp,
has the general distribution [18]. The packet arrival rate and
service time at each channel are assumed to be independent
and identically distributed (i.i.d.) [20].
Suppose in the secondary network, its base station (BSs)
is able to sense the availability of primary channels during
a sensing time through spectrum sensing (e.g., energy detec-
tion, cyclostationary feature detection, and so on [21]) [22].
Particularly, every sensing period, BSs will identify a subset
of primary channels unoccupied by PUs. In practice, we have a
noisy (imperfect) spectrum sensing that may cause imperfect
estimate in the status of the channels. With miss-detection
probability (denoted by Pm), the primary signal could be
missed and the busy channel could be detected as available
erroneously. If the channel is not occupied, according to a
false alarm probability (denoted by Pf ), the idle channel can
be identified as occupied. For given (noisy) estimate of N
unoccupied channels, the BSs opportunistically sends the data
to a SU during the data transmission interval, Td. The data
transmission interval of the secondary network, Td, is assumed
to be the same length as the sensing period, since the sensing
time is in general much shorter than the data transmission
interval. Td is the maximum time interval over which a SU
remains unaware of any changes in channel occupancy.
In opportunistic spectrum access, we consider two realistic
collision cases: (i) PUs return to the channels that are
used for data transmission with the SU; (ii) the channel
occupancy by PUs is miss-detected and the SU starts to
use the primary channels for data transmission. Notice that
such collision in (i) is inherent in realistic systems where no
synchronization between the primary and secondary network
is assumed. Thus, even in analysis of collisions from the
case (ii) (i.e., imperfect sensing), collisions from the case (i)
(i.e., asynchronous transmission) are included. To measure
such collision, we define the collision probability, Pc, as the
probability that the secondary transmission collides with the
primary transmission and it can be given by [15]
Pc = lim
T→∞
the number of collided SU transmissions in [0, T ]
the number of SU transmissions in [0, T ]
.
(1)
In the presence of the certain level of collisions, let us consider
the secondary network can perform effective communication
while Pc remains below the pre-defined threshold level (de-
noted by ξth). When collisions occur, data to transmit is
assumed to be lost but a certain level of lost data can be
recovered in the secondary network [23]. That is, the collision
probability’s threshold indicates the maximum collision prob-
ability tolerated by the secondary network [24]. Notice that the
value of ξth can influence the performance of the secondary
network as well as that of the primary network. That is, until
PUs are discovered from the time they collide with the SU,
PUs can suffer from short-term interference. Thus, the quality
of service of PUs could be also considered in the setting of
ξth.
B. Channel model
For given N available primary channels in the same band,
we propose that the BSs of the secondary network aggregates
only a subset of n(≤ N) primary channels before every
transmission interval Td, properly selecting the value of n.
Particularly, following a Uniform distribution, BSs randomly
selects n among N idle channels since the channel quality
and PU traffic loads of all channels in the same band are
assumed homogeneous. This random selection leads to each
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selected before each transmission interval [25]. In addition, let
the maximum transmission power be denoted by Pmax, and
Pmax is equally distributed among the n randomly selected
channels [26]. Since the n primary channels now comprise an
aggregate channel, hereafter, the term ‘primary channel’ can be
interchangeable with ‘sub-channel (of an aggregate channel)’.
Suppose that available sub-channels between the BSs and
the SU are independent and Rayleigh flat fading. The channel
coefficient of sub-channel i (denoted by hi, for all i) is com-
plex Gaussian random variable with zero mean and variance
σ2hi , i.e., hi ∼ CN (0, σ2hi). Such channel state information
(CSI) is assumed to be perfectly known at the receiver. Then,
the received signal to noise ratio (SNR) at sub-channel i for
i = 1, 2, . . . , N can be represented as
ρi =
|hi|2Pi
σ2
=
giPi
σ2
(2)
where gi = |hi|2, for all i. gi is a Chi-square distributed
random variable with 2k degrees of freedom where k denotes
the number of receiver antennas along with multi-antenna
techniques (e.g., maximal ratio combining) [27]. Pi is the
transmit power, i.e., Pi = Pmax/n for equal power allocation.
Notice in (2) that σ2 is the variance of the complex-valued
zero-mean additive white Gaussian noise (AWGN).
We can express the data rate, as the capacity of sub-channel
i of bandwidth B, Ci = B log(1 + ρi), by using Shannon’s
capacity theorem [24]. Using (2), Ci can be further given by
Ci(n,
gi
σ2
) = B· log2
(
1 +
gi · Pmax
n · σ2
)
. (3)
From (3), the average data rate for the selected sub-channel
i can be obtained by taking the expectation of (3) with respect
to gi/σ2 which can be expressed as
E[Ci] =
∫ ∞
0
B· log2
(
1 + Pmax
x
n
)
px(x) dx, (4)
where E[·] stands for the expectation operator and px(x) is
the probability density function of x = gi/σ2, for all i, which
can be given by
px(x) =
1
2k/2Γ(k2 )
x
k
2−1e−
x
2 ,
where Γ(·) denotes the gamma function [24].
The data rate of the aggregate channel is upper bounded by
the sum of the data rate of the n active sub-channels, as BSs
aggregates n sub-channels to transmit its data. With no loss
of generality, let B be normalized (i.e., B = 1). Since each of
the N sub-channels has the same probability to be randomly
selected, the average data rate of an aggregate channel, Ctotal,
for a given N is calculated, weighting the average data rate
in (4) by its own aggregation probability and adding them all.
Thus, Ctotal can be expressed as
Ctotal (n) ≤ n
N
N∑
i=1
E
[
log2
(
1 +
gi · Pmax
n · σ2
)]
, (5)
where n/N denotes the probability that each sub-channel is
chosen as one of n active sub-channels for aggregation.
III. PROBLEM FORMULATION
We study the problem of the spectrum aggregation, to
maximize the achievable data rate Ctotal during the data
transmission interval while satisfying a collision probabil-
ity requirement. While intra-band aggregation where average
channel quality and PU traffic loads are same for different
channels in the same band is considered [6], the problem of
spectrum allocation with aggregation is simplified to properly
select only a subset of n among N total available sub-channels
for the secondary network. Using (5), this problem can be
posed as
max Ctotal (n, ξth) = max
n
N
N∑
i=1
E
[
log2
(
1 +
gi · Pmax
n · σ2
)]
,
(6)
subject to Pc,n ≤ ξth, (7)
where Pc,n denotes the probability that the secondary trans-
mission exploiting the n sub-channels collides with the pri-
mary transmission and ξth stands for the maximum tolerable
collision probability.
Notice that collision by the secondary transmission on the
n sub-channels includes all the events of collision across all
possible subsets of the n sub-channels. Thus, for a given n,
Pc,n can be derived, utilising the collision probability of an
individual sub-channel, as follows.
Pc,n = Pr {Collision in any of n channels}
= 1− Pr {No collision in all n channels}. (8)
To solve the problems (6)-(8), we raise and address a funda-
mental question, “how many sub-channels must be aggregated
for higher data rate under the collision requirement?” To that
end, we first start by analysing the impact of the number of
aggregate sub-channels on the performance, followed by the
optimal solution using analytical results.
IV. ANALYSIS ON THE DATA RATE AND COLLISION
PROBABILITY
A. Impact of the channel aggregation on Ctotal
Since the log function is a concave function, by using
Jensen’s inequality [24], the data rate of an aggregate channel
composed of n sub-channels for a given N can be obtained
by
Ctotal (n) =
n
N
N∑
i=1
E
[
log2
(
1 +
gi · Pmax
n · σ2
)]
≤ n
N
N∑
i=1
log2
(
1 +
γi
n
)
,
(9)
where γi denotes the average received SNR level with
the maximum transmit power on sub-channel i, i.e., γi =
E [gi] · Pmax/σ2.
Let us figure out how the data rate behaves with n, the
number of sub-channels used for aggregation. For this, the
4first and the second derivatives of the data rate with respect
to n are computed as follows
∂Ctotal
∂n
=
1
N(log 2)
N∑
i=1
[
log
(
1 +
γi
n
)
− γi
n+ γi
]
. (10)
∂2Ctotal
∂2n
=
1
N(log 2)
N∑
i=1
−γi2
n(γi + n)2
. (11)
Consider the homogeneous channel setup where γi = γ, for
∀i. Noticing the fact that ∂2Ctotal/∂2n in (11) is not positive
for all possible n, Ctotal is a concave function of n for a given
N [28]. Then the value of n to maximize the data rate, n∗,
must be the one, satisfying
n∗ = arg min
n
∣∣∣∣log (1 + γn)− γn+ γ
∣∣∣∣ . (12)
In (12), for a given γ where γ > 0, the argument (·) from |· | in
(12) is always positive for any n where n > 0. That is, while
Ctotal is being strictly concave (i.e., ∂2Ctotal/∂2n < 0), the
first derivative function is always positive (i.e., ∂Ctotal/∂n >
0). This reveals that the data rate monotonically increases
with n which is the number of sub-channels selected for
aggregation. Therefore, more n, higher Ctotal is obtained.
B. Impact of the channel aggregation on collision probability
Let us consider the homogeneous case when the PU traffic
intensity on sub-channel i, ∀i, are i.i.d. The collision proba-
bility of each sub-channel is equally likely being Pc in (1).
Using this, (8) can be further simplified to
Pc,n(n) = 1−
n∏
i=1
(1− Pc) = 1− (1− Pc)n . (13)
It can be shown in (13) that the collision probability, Pc,n can
be derived as an increasing function of the number of sub-
channels, n, once the collision probability by a single sub-
channel use, Pc is given.
To further analysis on Pc,n, we now consider two realistic
cases for collision occurrence. One collision is in the case
when collision of PU transmission at the SU transmission
happens only due to no synchronization between primary and
secondary network. The other is in the presence of noisy
estimate of the occupancy on primary channels, that is, the
imperfect sensing case when collision happens due to wrong
identification of sub-channels’ occupancy state as well as
asynchronous transmission.
1) Collision due to asynchronous transmission: The col-
lision happens only if PUs reappear on the sub-channels on
which the SU is still transmitting. As shown in [15], the colli-
sion probability of a single sub-channel due to asynchronous
transmission between primary and secondary network, PATc ,
is equivalent to the probability that at least one PU’s packet
arrives during a SU’s transmission period Td. As PU’s packets
arrive with a rate of λp according to a Poisson process, PATc ,
is given as
PATc = 1− exp(−λP · Td). (14)
From (13) and (14), Pc,n due to asynchronous transmission
(denoted by PATc,n ) can be given, for given n aggregated sub-
channels, by
PATc,n (n) = 1− (1− PATc )n = 1− exp(−λP · Td · n). (15)
In (15), PATc,n indicates the probability that at least one
primary packet arrives during a secondary transmission
period in n sub-channels. It can be seen from (15) that
PATc,n increases with the product of λP and Td, for given
n aggregated sub-channels. For given λP and Td, it can be
shown from (15) that PATc,n increases with n.
2) Collision due to imperfect sensing and asynchronous
transmission: Collision events may happen not only in the
asynchronous case (when the primary transmission starts on
the channels before the secondary transmission terminates)
but also in the case when noisy sensing estimate occurs such
that the occupied channels are incorrectly identified to be
unoccupied, assigning the SU. As shown in [15], we can
define Pidle as the probability that the channel is identified
unoccupied by the secondary network after sensing, and Pbusy
as the probability that the channel is identified occupied.
Then, we have
Pidle = (
λp
µp
)Pm + (1− λp
µp
)(1− Pf ),
Pbusy =
λp
µp
(1− Pm) + (1− λp
µp
)Pf .
(16)
Let us consider the case of a single channel use. BSs
will transmit with the SU with a channel only if spectrum
sensing result indicates an idle channel, with probability
Pidle. The secondary transmission may be collided due to
collision with primary transmission whenever errors occur in
spectrum sensing or primary transmission occurs during the
transmission interval. Thus, the collision probability under
imperfect sensing denoted by P ISc contains not only the term
for asynchronous transmission case, but also the term for
misdetection case. In addition, since channels only identified
as idle are accessed, P ISc includes the effect of Pidle and is
expressed as follows
P ISc =
(λp/µp)Pm + (1− λp/µp)(1− Pf )PATc
Pidle
=
(λp/µp)Pm + (1− λp/µp)(1− Pf )[1− exp(−λpTd)]
(λp/µp)Pm + (1− λp/µp)(1− Pf ) .
(17)
From (13) and (17), therefore, Pc,n based on the imperfect
sensing and asynchronous transmission (denoted by P ISc,n)
can be given by (18). From (18), it is shown that the SU
transmission via the aggregate channel could collide only
except for the case that the selected n sub-channels are really
idle and no PU transmission reclaims those selected sub-
channels. As per the impact of n, it can be seen from (18)
that P ISc,n increases with n for given λp, µp, Pf , Pm, and Td.
Unlikely in the asynchronous transmission case, for a given
sensing method, P ISc,n is impacted by Pf , Pm and µp as well
as λp and Td.
5P ISc,n(n) = 1− (1− P ISc )n
= 1−
[
1− (λp/µp)Pm + (1− λp/µp)(1− Pf )[1− exp(−λpTd)]
(λp/µp)Pm + (1− λp/µp)(1− Pf )
]n
= 1−
[
(1− λp/µp)(1− Pf )[exp(−λpTd)]
(λp/µp)Pm + (1− λp/µp)(1− Pf )
]n
.
(18)
V. OPTIMAL SOLUTION
We consider the collision-sensitive secondary network
where it is desired to provide a realistic optimal solution that
maximizes the data rate Ctotal, while simultaneously limiting
the collision probability Pc,n below the desired level. For this,
we solve the maximization problem described in (6) and (7).
As per Ctotal and Pc,n, the analytical results in Section IV
presented that the both are functions of the number n of active
sub-channels used for aggregation. Particularly, notice the fact
that the monotonicity of Ctotal with n presented in Section
IV. Then, it can be stated that, for a given collision probability
threshold ξth, the optimal value of n(≤ N) maximizing Ctotal
may exist and can be found as the largest among possible
integer values satisfying the collision probability requirement
(Pc,n ≤ ξth). With respect to the collision probability require-
ment, moreover, we focus on the two cases of collision (due
to solely asynchronous transmission or both imperfect sensing
and asynchronous transmission).
To the universal framework of the two cases, the require-
ment (7) can be rewritten, using (13), as
1− (1− Pc)n ≤ ξth. (19)
Taking the logarithm of both sides in (19), the necessary
condition on being possible candidate ns for the optimum can
be obtained for a given ξth as
n ≤
⌊
log(1− ξth)
log(1− Pc)
⌋
(20)
where bxc denotes the largest integer not larger than x, and Pc
denotes the collision probability being (14) and (17) for two
cases, respectively. Here, note that n is the number of active
sub-channels for aggregation, and thus the valid range of n in
(20) must be given to 1 ≤ n ≤ N .
Unlike (12), in practice, we need to consider the requirement
in (19), in order to obtain the optimum n∗. Then, n∗ must be
the largest integer satisfying the inequality of (20). Thus, n∗
subject to Pc,n ≤ ξth can be expressed using (20).
n∗ =

⌊
log(1−ξth)
log(1−Pc)
⌋
, if 1 ≤
⌊
log(1−ξth)
log(1−Pc)
⌋
≤ N
N, elseif
⌊
log(1−ξth)
log(1−Pc)
⌋
> N
0, otherwise
 . (21)
As the universal framework solution, it can be shown from
(21) that n∗ relies on both Pc and ξth for a given N . Notice
that Pc from (21) is indicating the collision probability of each
sub-channel for aggregation, resulting from any given sensing
technique concerned.
To specify n∗ of the aforementioned two collision cases,
Pc in (14) and (17) are now taken into account, respectively,
further solving (21). To that end, in following subsections,
we need to derive the expression for n∗ with respect to the
primary traffic intensity λp/µp, the SU transmission interval
Td and spectrum sensing error metrics (by either Pf or Pm,
or both). For simplicity in analysis, hereinafter, we consider
only when all the candidates satisfying (20) are below N ,
i.e., 1 ≤ bxc ≤ N , for a given N . This leads us to consider
only the first inequality condition in (21). Since in the other
conditions in (21) the corresponding optimal solutions can be
provided straightforwardly, being beyond our interests.
A. The case of asynchronous transmission
Inserting (14) into (21), i.e., Pc = PATc , n
∗ can be found
as follows
n∗ =
⌊− log(1− ξth)
λp · Td
⌋
for ns in (20) ∈ {1, · · · , N}.
(22)
In (22), it is observed for a given collision threshold ξth,
the optimal number of sub-channel for aggregation should be
chosen inversely with a product of λp · Td. Particularly, it can
be found from (22) that lower λp (or smaller Td), more n∗
can be.
This reveals that as the product of λp · Td decreases, the
optimum number n∗ of the aggregate sub-channels are allowed
to increase. Intuitively, the low rate of primary packets arrival
in a given secondary transmission interval results in the large
active number of sub-channels for the aggregation, leading
to the increase in the data rate of an aggregated channel.
Moreover, it is worth mentioning that when ξth increases
(towards 1) for a given λp · Td, n∗ in (22) also does. This
indicates that large sub-channels can be exploited for the
aggregation for a collision-tolerated secondary network with
high ξth. Similarly, as ξth decreases for the collision-sensitive
network, n∗ should decreases for a given λp · Td.
For example, let us consider the homogeneous channel
environments where γi = γ, ∀i. Using (9) and (22), the
maximum data rate, CATtotal, can be derived as follows
CATtotal ≤
⌊− log(1− ξth)
λp · Td
⌋
log2
1 + γ⌊− log(1−ξth)
λp·Td
⌋

(23)
where recall that b.c equals n∗ in (22).
It can be shown from (23) that CATtotal increases monotoni-
cally whatever n∗ grows, resulting from either 1) low λp · Td
or 2) high ξth(≤ 1). From (23), it is also worth mentioning
that for a given ξth, CATtotal can remain at a certain desired
level, adjusting Td to the variations of λp. That is, when PU
packet arrives more frequently (i.e., with large λp), it is desired
to reduce Td, enabling more frequent spectrum sensing. This
is in order to accurately detect the PU traffic arrival, leading
CATtotal to the desired level.
6n∗ =
 − log(1− ξth)
λpTd − log
(
1− λp
µp
)
− log(1− Pf ) + log
[
λp
µp
Pm + (1− λpµp )(1− Pf )
]
 for ns in (20) ∈ {1, · · · , N}. (24)
B. The case of imperfect sensing and asynchronous transmis-
sion
Inserting (17) into (21), i.e., Pc = P ISc , n
∗ in the case
considering both imperfect sensing and asynchronous trans-
mission can be derived as a function of Pm, Pf and µp
as well as λp and Td in (24). It can be shown from (24)
that the larger ξth, larger n∗ is obtained. Intuitively, while
the collision probability threshold ξth is large, the collision-
tolerable secondary network will be able to aggregate many
sub-channels. However, when ξth is small for the collision-
sensitive secondary network, spectrum aggregation with many
sub-channels would not be suitable to guarantee the collision
probability requirement.
Unlike (22), it is secondly worth mentioning from (24)
that n∗ can be dependent of λp/µp for given Td, Pm and
Pf . Accordingly, using (9) and (24), the maximum data rate
(denoted by CIStotal) of the imperfect sensing case can be
obtained with respect to λp, µp, Td, Pm and Pf .
VI. ASYMPTOTIC ANALYSIS
In this section, we consider two extreme cases: (i) asyn-
chronous transmission with very high and low SNRs; (ii)
imperfect sensing transmission with very large and small
sensing thresholds. This intends to examine how achievable
n∗ and the data rate approximately behave.
A. Asynchronous transmission case
The impact of the SNR level on the maximum data rate
will be analysed here, while the impact of various λp, Td and
ξth are analysed in Section V.A. To this end, we consider
following two extreme situations in terms of SNR.
1) When SNR is very high, γ →∞: As the SNR increases
for a given n∗, CATtotal in (23) can be approximated as
lim
γ→∞n
∗log2
(
1 +
γ
n∗
)
≈ n∗log2 (1 + γ) . (25)
From (25), it is asymptotically shown that CATtotal increases
linearly with n∗ at high SNR.
2) When SNR is very low, γ → 0: Similarly, for calculated
n∗, at very low SNRs, CATtotal can be found as
lim
γ→0
n∗log2
(
1 +
γ
n∗
)
≈ γlog2(e). (26)
From (26), it can be observed that n∗ does not impact on
CATtotal at very low SNRs. From (25)-(26), it is analysed that
while spectrum aggregation can generally increase the data
rate of an aggregated channel, such benefit will be reduced
for very low SNR environments.
Fig. 1 presents the simulation results for the data rate of
an aggregate channel with different number of sub-channels
at various SNRs. Curves in Fig. 1(a) validate our analysis that
the data rate monotonically increases with n∗. However, at low
Fig. 1. The data rates with different number of sub-channels for aggregation
at various SNRs when N = 20, Pmax = 1 with equal power allocation, and
γ = {−10, 0, 10, 15, 20 dB}
SNR environments, in Fig. 1(b), it is shown that aggregation
of multiple sub-channels does not contribute to improving the
data rate. As the SNR level is lower, the data rate saturates
at the lower values with the lower n∗. For example, in Fig.
1(b), it is shown that the data rate at -10 dB SNR environment
almost saturates the value with n∗ = 1 and does not change for
increase in n∗. That is, the data rate of an aggregate channel
is significantly influenced by the SNR level, as confirmed in
(26).
Although, in this paper, we consider aggregation for the
downlink channel, spectrum aggregation in downlink can im-
pact on the uplink transmission. When multiple sub-channels
are exploited for downlink, the SU is expected to feed-
back channel quality information and (non-) acknowledgement
indicating (un)success of transmission per sub-channel [6].
Aggregation of many sub-channels, thus, could lead to increase
in signalling overhead. Thus, in low SNR environments, as n∗
for the downlink transmission increases, the data rates for the
7uplink transmission could be decreased. It is recommended
to use a single sub-channel using the full transmit power
rather than multiple sub-channels by aggregation at low SNR
environments.
B. Imperfect spectrum sensing case
In this section, let us consider the impacts of sensing error
parameters, Pm and Pf , on the data rate with extreme situation
of the energy detection based spectrum sensing method. In
the energy detection method, the setting of a threshold ηth to
determine the presence of PU signals influences the sensing
errors, Pm and Pf , at the same time [21]. Two extreme cases
of ηth (being very low and high) are exploited to investigate
the influence of spectrum sensing performance.
1) When the spectrum sensing threshold is very low, ηth →
0: For very lower ηth, it is straightforward that Pm decreases
and Pf increases (Pm → 0 and Pf → 1) [21]. In this case,
the optimum n∗ in (24) can be calculated as
lim
Pm→0,Pf→1
n∗ ≈
 − log(1− ξth)
λpTd − log
(
1− λpµp
)
+∞
 ≈ 0. (27)
In this case, BSs can detect PU presence accurately due to
low Pm, but identify unoccupied sub-channels as occupied due
to high Pf . This results in a reduction in detectable spectrum
opportunities for the secondary network. That is, although
there are many available sub-channels, BSs uses the smaller
number of sub-channels, leading to lower CIStotal.
2) When the spectrum sensing threshold is very high, ηth →
∞ [21]: For very high ηth, Pm converges 1 and Pf is towards
0 (Pm → 1 and Pf → 0) In this context, while spectrum
opportunities are guaranteed to the secondary network (due to
lower Pf ), the challenge is that the secondary network might
miss-detect the occupancy of sub-channels by PUs (due to
higher Pm). n∗ in (24) can be approximated as follows
lim
Pm→1,Pf→0
n∗ ≈
 − log(1− ξth)
λpTd − log
(
1− λpµp
)
 . (28)
In (28), it is worth noting that in the case that 1/µp is short,
(28) can be simplified to (22) in asynchronous transmission
case. That is, when the service time of primary packets (1/µp)
decreases, collisions occurring due to miss-detection will be
reduced and most collisions will happen due to asynchronous
transmission. Thus, for the short service time of primary
packets, secondary transmissions with aggregation are not
sensitive for Pm.
From (27) and (28), it is analysed that for a low PU traffic,
higher threshold setting could be better than lower threshold
because it guarantees spectrum opportunities for the SU and
does not increase the collision probability due to low PU
traffic. Thus, the patterns of primary traffic can be utilised
to set the spectrum sensing threshold.
TABLE I
SIMULATION PARAMETERS
Parameter Value
The number of total sub-channels 30
Bandwidth of a sub-channel 200 kHz
PU packet arrival rate, λp [0.01-0.6] /sec
PU packet service time, 1/µp [0.1-6.0] sec
SU Transmission interval, Td 10 ms
Total transmit power, Pmax 1 (Equal power allocation)
Average SNR, E[g]/σ 20 dB (Rayleigh fading)
False alarm probability, Pf 0.05
Miss-detection probability, Pm 0.05
Collision probability threshold, ξth 0.005-0.030
Simulation time 105 Td
Fig. 2. Comparison of collision probabilities PATc,n obtained from simulation
and analytical analysis for various λp for asynchronous transmission.
VII. SIMULATION RESULTS
In this section, we present simulation results for the pro-
posed dynamic spectrum aggregation algorithm in a sec-
ondary network that intends opportunistically to access the
idle channels of the primary network. We consider total 30
primary channels. Each primary channel has the bandwidth
of 200 kHz [29]. The primary packets arrive at the rate
of λp = [0.01 − 0.6]/sec and leave after the service time
of 1/µp = [0.1 − 6]sec. The average number of idle sub-
channels, depending on the primary traffic load, is E[N ] =
30(1 − λp/µp) for a given λp and µp. In the secondary
network, BSs senses the spectrum before every transmission
interval (Td = 10ms) and identifies idle sub-channels with the
sensing accuracy of Pf = 0.05 and Pm = 0.05. The collision
probability threshold allowed is set to ξth = [0.005 − 0.03].
For the channel between BSs and the SU, a rayleigh fading
channel of average 20 dB SNR is assumed. In order to
guarantee the reliability of the simulation result, the simulation
results are averaged for the obtained results during 105 Td. The
parameters used for simulation are described in Table I.
Firstly, we validate the formulated collision probability that
8Fig. 3. Comparison of collision probabilities P ISc,n obtained from simulation
and from analytical analysis for various 1/µp for the case of imperfect sensing
and asynchronous transmission.
a SU experiences by using multiple sub-channels, described
in Section V. Fig. 2 presents the collision probabilities PATc,n
formulated in (15) with respect to various λp for the case
of asynchronous transmission and simulation results are also
depicted to validate (15). For given n ∈ {1, 5, 10}, λp varies
from 0.1 to 0.6 and 1/µp is set to 1. While the PU traffic
intensity (λp/µp) varies from 0.1 to 0.6, the average number
of available sub-channels, E[N ] lies in the range of 12 to 27.
It can be seen in Fig. 2 that PATc,n increases with n and λp
for a given Td. It is also shown that the solid line of PATc,n
obtained from the simulations is almost overlapping with the
dashed line of PATc,n calculated by (15).
Fig. 3 illustrates the collision probabilities P ISc,n in (18) for
the case of the imperfect sensing and asynchronous transmis-
sion. Simulation results for P ISc,n are depicted for comparison
with various values of 1/µp. For given n ∈ {1, 5, 10}, λp
is set to 0.1 and 1/µp varies from 1 to 6. Similarly, the PU
traffic intensity varies from 0.1 to 0.6 and the average number
of available sub-channels, E[N ] lies in the range of 12 to 27.
Pf and Pm are assumed to be set to 0.05. It is shown in Fig.
3 that P ISc,n increases with n and 1/µp for a given λp, Td, Pf
and Pm. Similarly, the collision probabilities obtained from
the simulations are shown to be very close to the collision
probabilities calculated by (18).
Secondly, the performance of the optimal spectrum ag-
gregation method under the collision probability constraint
is evaluated by simulations. As the reference scheme, the
aggregation of the fixed number of sub-channels, i.e., 1, 5,
and 10 sub-channels, are selected.
Fig. 4 illustrates the performance of the optimal aggregation
scheme with that is compared with the three reference schemes
for the asynchronous transmission case.
In Fig. 4(a), it is shown that whilst the three reference
schemes select the given fixed number of sub-channels, the
optimal algorithm varies the number n of sub-channels adap-
tively by (22) for the aggregation for given λp, Td and ξth.
Fig. 4. Comparison of the proposed scheme with the three reference schemes
in the asynchronous transmission case.
9In Fig. 4(b), the collision probability PATc,n for the four
schemes is depicted for various λp. Whilst ξth is set to 0.005,
the scheme should generate PATc,n lower than ξth for a given
λp and Td. In the case of n = 1 (labelled by ‘1 Sub-CH’),
PATc,n remains below (or equal to) ξth for various λp. However,
for n = 5 (labelled by ‘5 Sub-CHs’) and n = 10 (labelled
by ‘10 Sub-CHs’) aggregation schemes, the PATc,n becomes
larger than ξth at and beyond λps marked by arrow 2 and
1, respectively, in Fig. 4(b). Since we consider the discrete
range of λp (from 0.01 to 0.27 with an interval of 0.02),
under the collision probability constraint, the ‘5 Sub-CHs’
scheme can be exploited only for λp = [0.01 − 0.09] and
the ‘10 Sub-CHs’ scheme is possible to be used only for
λp = [0.01 − 0.05]. Unlike the reference schemes, Fig. 4(b)
depicts that the proposed optimal aggregation scheme obtains
the PATc,n for all λp to remain below (or equal to) the ξth by
adaptively changing the number n of sub-channels for a given
λp.
Fig. 4(c) illustrates the achievable data rates of the aggregate
channel, CATtotal. For a range of λp = [0.01 − 0.05] (marked
by R1) in Fig. 4(c), the ‘10 Sub-CHs’ scheme is shown to
obtain the highest CATtotal among the three reference schemes.
Due to PATc,n larger than ξth, for the range of λp(> 0.05)s,
the ‘10 Sub-CHs’ scheme no longer guarantees the collision
constraint. The ‘5 Sub-CHs’ scheme shows better CATtotal than
the ‘1 Sub-CH’ allocation scheme for a range of λp = [0.05−
0.09] (marked by R2). However, for λp(> 0.09), the PATc,n
becomes larger than ξth. In a remaining range of λp = (0.09−
0.27] (marked by R3), only the ‘1 Sub-CH’ allocation scheme
can be utilized. While the reference algorithms using a fixed
number of sub-channel can be utilized within the limited range
of λp, the optimal algorithm shows the highest CATtotal among
four schemes for all regions, R1, R2 and R3. For a range of
λp = [0.27− 0.51], although not shown due to lack of space,
only one sub-channel is exploited by the optimal algorithm.
For very frequent PU traffic arrivals (λp > 0.51), idle sub-
channels cannot be utilised by the secondary network under a
given collision probability constraint.
Fig. 5 depicts the performance of the optimal aggregation
scheme with that is compared with the reference schemes for
the case of imperfect sensing and asynchronous transmission.
ξth is set to 0.03.
In Fig. 5(a), it is shown that the number n of sub-channels
for aggregation of each scheme for various 1/µp. While the
optimal algorithm changes n for varying 1/µp in Fig. 5(a), the
P ISc,n remains below ξth for all 1/µp as shown in Fig. 5(b). At
1/µp marked by arrow 3 and 4, the P ISc,n of the ‘10 Sub-CHs’
aggregation scheme and the ‘5 Sub-CHs’ aggregation scheme
becomes larger than ξth, respectively.
Fig. 5(c) depicts the average data rate of the aggregate
channel, CIStotal. For 1/µp = [0.1 − 0.3] (marked by R4),
the ‘10 Sub-CHs’ aggregation scheme is shown to obtain
the highest CIStotal among the three reference schemes. For
1/µp = (0.3− 0.7] (marked by R5), ‘5 Sub-CHs’ aggregation
scheme shows better CIStotal than the ‘1 Sub-CH’ scheme. For
a remaining range, 1/µp = (0.7− 2.7] (marked by R6), only
the ‘1 Sub-CH’ allocation scheme can be used.
Similar to the asynchronous transmission case, the optimal
Fig. 5. Comparison of the proposed scheme with the three reference schemes
in the imperfect sensing case.
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algorithm shows the best performance of CIStotal for all ranges
of 1/µp while it adaptively changes the number n of sub-
channels for aggregation for a given ξth. However, for very
high PU traffic intensity (with 1/µp > 3.3), although not
shown, idle sub-channels cannot be utilized under the given
collision probability constraint. We show that the optimal
scheme can adaptively change the number of sub-channels for
aggregation only for the change of the PU traffic intensity for
a given collision probability threshold, but it is also expected
that the optimal scheme can adaptively operate for the changes
of the collision probability threshold and the sensing accuracy
as well.
By comparing Fig. 5 with Fig. 4, the impact of imperfect
spectrum sensing on the collision probability can be analysed.
Even though a higher level of collision probability threshold
is assumed for the case of asynchronous transmission and
imperfect sensing, the number of sub-channels for aggregation
chosen by the proposed algorithm is not greater (i.e., equal
or smaller) than one for the case of asynchronous transmis-
sion. For example, at 0.07 PU traffic intensity, the proposed
algorithm aggregates 7 sub-channels with the constraint of
ξth = 0.005 in the case of asynchronous transmission as
shown in Fig. 4(a). However, when the effect of imperfect
sensing is additionally considered, the proposed algorithm
aggregates only 6 sub-channels with ξth = 0.03 at the same
traffic load as shown in Fig. 5(a). In order to aggregate
the same number of sub-channels in the case of imperfect
sensing, the collision probability threshold not smaller than
0.0321 (ξth ≥ 0.0321) should be allowed for the secondary
network from (18). Similarly, at other points of PU traffic
intensity in Fig. 5 (where less sub-channels are aggregated
compared to one in Fig. 4), it is calculated that the collision
probability threshold slightly greater than 0.03 is required to
aggregate the same number of sub-channels with the case
of the asynchronous transmission. When imperfect spectrum
sensing is imposed on the secondary network, a six times
larger collision probability threshold should be allowed in
order to support the same level of data rates.
VIII. CONCLUSIONS
We have proposed the dynamic spectrum aggregation for the
collision-sensitive secondary network so that the data rate of an
aggregate channel is maximized subject to the constraint of the
collision probability. The proposed method has been analysed
with emphasis on the practical case in the secondary network
when having the asynchronous transmission and the imperfect
spectrum sensing for intra-band aggregation. The collision
probability imposed by the proposed spectrum aggregation was
mathematically analysed, taking into account the PU traffic
intensity, SU transmission interval, the sensing performance
parameters, and the number of sub-channels aggregated. Ac-
cordingly, the optimization problem of the spectrum aggre-
gation was formulated in order to maximize the data rate
under the collision probability constraint. Using our analysis
and asymptotic results, it was clearly observed that properly
aggregating only a fraction of the sub-channels outperforms
the benchmark that is inflexible with a fixed number of sub-
channels aggregation with taking into no consideration the
collision sensitivity. Interestingly, our results showed that for
low SNRs, the optimum spectrum aggregation performed to-
wards round robin, meaning that the random selection of only
one sub-channel is recommended at low SNRs. In this work,
to focus the relationship between spectrum aggregation and
collision occurrence, the channel quality and PU traffic load
of all channels are assumed homogeneous. The generalisation
to the heterogeneous channel case and consideration of uplink
transmission in high mobile networks will be investigated as
part of our future work.
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