It is crucial in many information systems to organize short text segments, such as keywords in documents and queries from users, into a well-formed topic hierarchy. In this paper, we address the problem of generating topic hierarchies for diverse text segments with a general and practical approach that uses the Web as an additional knowledge source. Unlike long documents, short text segments typically do not contain enough information to extract reliable features. This work investigates the possibilities of using highly ranked searchresult snippets to enrich the representation of text segments. A hierarchical clustering algorithm is then applied to create the hierarchical topic structure of text segments. Different from traditional clustering algorithms, which tend to produce cluster hierarchies with a very unnatural shape, the approach tries to produce a more natural and comprehensive hierarchy. Extensive experiments were conducted on different domains of text segments. The obtained results have shown the potential of the proposed approach, which is believed able to benefit many information systems.
INTRODUCTION
It is crucial in many information systems to organize short text segments, such as keywords in documents and queries from users, into a well-formed topic hierarchy. For example, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. deriving a topic hierarchy (or concept hierarchy) of terms from a set of documents in information retrieval systems could provide a comprehensive form to present those documents [21] . A similar need for auto-generation of topic hierarchies could occur in a question answering system. Many enterprise Web sites provide users with the ability to use natural language queries to ask questions and search for manually prepared answers. To make the preparation of answers to frequently asked questions (FAQ) more efficient, it is expected that queries (questions) in similar topics can be automatically clustered. In this paper, we address the problem of generating topic hierarchies for diverse text segments, and present a practical approach that deals with the problem using the Web as an additional knowledge source. Here, a text segment is defined as a meaningful word string that is often short in length but represents a specific concept in a certain subject domain, such as a keyword in a document set and a natural language query from a user. Text segments are of many types, including word, phrase, named entity, natural language query, news event, product name, paper or book title, etc.
The key idea of the proposed approach is to apply clustering to create the hierarchical topic structure of text segments. We focus on how to link the clusters of text segments with close concepts and to decide appropriate levels and reasonable numbers of clusters in the hierarchy to position them. We use a hierarchical clustering technique to put similar instances together in a cluster and relevant clusters at the same or near levels. In the structure, text segments with close concepts are grouped to form the basic clusters, and similar basic clusters form the super clusters recursively to characterize the associations between the composed clusters. Relevant clusters are also linked at the same or near levels as close as possible. Each cluster, therefore, represents a certain topic class of its composed text segments. Figure 1 shows an illustrative example to demonstrate the idea of the proposed approach. In the figure, there is a set of example text segments, e.g., natural language queries to a search engine, and a topic hierarchy that we seek to generate automatically from those example queries. With such an auto-generated topic hierarchy for organizing the example queries, users' search topic classes would be easier to be observed and analyzed.
Clustering short text segments is a difficult problem given that, unlike long documents, short text segments typically do not contain enough information to extract reliable features. For long documents, their similarities can be esti- In the proposed approach, we incorporate the search-result snippets returned from search engines into the process of acquiring features for text segments. The overall concept of the proposed approach is shown in Figure 2 . In addition, we consider the creation of natural and comprehensive topic hierarchies for text segments. In the literature, many algorithms for hierarchical data clustering have been developed. However, they mostly generate binary tree hierarchies [27] . Our initial intention of discovering topic hierarchies for text segments is to provide humans a basis for large-scale and in-depth analysis of text segments. The broad and shallow multi-way-tree representation, instead of the narrow and deep binary-tree one, is believed more suitable for humans to browse, interpret, and do deeper analysis. According to this motivation, we extend the Hierarchical Agglomerative Clustering algorithm (HAC) to produce a natural and comprehensive multi-way-tree hierarchy.
Extensive experiments have been conducted on different domains of text segments, including subject terms, people names, paper titles, and natural language questions. The promising results demonstrate the potential of our approach in clustering text segments and creating natural topic structures. It is believed able to benefit the design of information systems in many ways, such as text summarization, query clustering, and thesaurus construction. In the rest of this paper, we first review some related works. Then the feature extraction using search-result snippets and the hierarchical clustering algorithm are presented in detail, followed by the experiments and their results. Further, an evaluation based on user studies is also conducted for the results of our approach. Finally, we draw the conclusions.
RELATED WORK
To our knowledge, there is little work directly addressing the problem we consider in this paper. Below we review some works that are considered relevant to ours.
Sanderson and Croft [21] proposed a feasible approach to automatically constructing a hierarchical organization of terms from a set of documents by performing analysis of subsumption term pairs instead of using clustering techniques. Other such related works include topic finding, e.g., finding the definitions or subtopic terms for a given topic [15, 6] . Different from their work, the text segments we consider may not be associated with a set of documents. Instead, we uses the Web as a global corpus to discover the similarity relationships between text segments. Also, the text segments are not restricted as terms from documents; they are more general and include longer sentences, such as paper/book titles, natural language questions, and general query strings.
Most of current works on topic hierarchy generation or taxonomy creation are document-based [14, 24, 25] . Documents normally contain diverse subjects in their contents. Sometimes, further topic-term extraction techniques, such as [13] , are required to enhance the readability of the generated document hierarchy. The proposed approach can benefit the generation of topic hierarchies for documents. Unlike a document, a keyword contains more specific meaning. Clustering keywords, extracted from the documents, as a topic hierarchy can provide another method to reflect the topical structure of the documents.
A number of approaches have been developed in computational linguistics for clustering words with similar functions [3, 11, 19] . There are also some researches on clustering indexed words, sometimes referred as term clustering [1, 7, 22] . Such word clustering usually exists as an accompaniment of document clustering/classification to improve the classification accuracy or retrieval performance. Constructing topic hierarchies for words was not the main subject of these investigations. In addition, text segments could be longer than a word (refer to the example in Figure 1 ) and are not necessarily associated with documents, which makes text-segment clustering significantly different from the traditional word clustering.
In recent years, there are some related researches on searchresult and query clustering [10, 28, 29, 30, 2, 26] . Search results, usually consisting of titles and snippets, can be categorized as a kind of text information in between general documents and the text segments we consider in this paper. Queries are a kind of typical text segments. The traditional works mostly dealt with this query-clustering problem based on "click-through data" and the associated index terms of clicked pages. Different from their works, our approach exploited the search-result snippets retrieved by queries to estimate the topical similarity between queries. In addition, we consider the hierarchical clustering of queries. Hierarchically organizing queries is believed more suitable for humans to do deeper analysis, especially when dealing with large amounts of queries [5] . Also we dealt with a broader set of text segments than just queries.
FEATURE EXTRACTION USING SEARCH-RESULT SNIPPETS
Compared with general text documents, text segments are much shorter and typically do not contain enough information to extract adequate and reliable features. To assist the relevance judgment between text segments, additional knowledge sources would be exploited. It would be helpful to understand the process that a human expert determines the meaning(s) of a text segment beyond his/her knowledge. From our observations, when facing an unknown text segment, humans may refer to various contexts it occurs in documents, from which the meaning(s) of the segment can be inferred. The proposed approach is, therefore, designed based on the stimulation of such human behavior.
Our basic idea is to exploit the Web. Adequate contexts of a text segment, e.g., the neighboring sentences of the given text segment, can be extracted from large amounts of Web pages. We found that it is convenient to implement our idea using existing search engines. A text segment could be treated as a query with a certain search request. And its contexts are then obtained directly from the highly ranked search-result snippets, e.g., the titles and descriptions of search-result entries, and the texts surrounding matched terms. This scenario is analogous to the technique of pseudo-relevance feedback used to improve the retrieval performance with expansion terms extracted from the topranked documents [4] .
In this study, we adopt the vector space model as our data representation. Suppose that, for each text segment p, we collect up to Nmax search-result entries, denoted as Dp. Each text segment can then be converted into a bag of feature terms by applying normal text processing techniques, e.g., removing stop words and stemming, to the contents of Dp. Let T be the feature term vocabulary, and let ti be the i-th term in T . With simple processing, a text segment p can be represented as a term vector vp in a |T |-dimensional space, where vp,i is the weight of ti in vp. The term weights in this work are determined according to one of the conventional tf-idf term weighting schemes [20] , in which each term weight vp,i is defined as
where fp,i is the frequency ti occurring in vp's corresponding feature term bag, n is the total number of text segments, and ni is the number of text segments that contain ti in their corresponding bags of feature terms. The similarity between a pair of text segments is computed as the cosine of the angle between the corresponding vectors, i.e.,
Further, we define the average similarity between two sets of vectors, Ci and Cj, as the average of all pairwise similarities among the vectors in Ci and Cj:
An Illustrative Example. To reveal the feasibility of using search-result snippets to help the relevance judgment between text segments, we selected five text segments from Figure 1 , as p1-5 listed in Figure 3 , as the testing samples. For each of them, we collected up to 100 search-result snippets and selected the 80 most frequent words as the segment's feature terms (stop words were removed) 1 . Then we computed the term weights and left those terms with nonzero weight. Figure 3 lists this segment-term weighting matrix, which has been arranged so as to obviously reveal the relationships between text segments and terms. It is obvious that the terms extracted from search-result snippets are highly related to the corresponding text segments.
The similarity scores between all pairs of testing text segments are listed as follows: sim(p1,p2)=.091 sim(p1,p3)=.037 sim(p1,p4)=.011 sim(p1,p5)=.008 sim(p2,p3)=.068 sim(p2,p4)=.014 sim(p2,p5)=.023 sim(p3,p4)=.041 sim(p3,p5)=.020 sim(p4,p5)=.178
From the data, segments p4 and p5 have the highest similarity score, indicating they are most related. This result truly reflects the fact (as shown in Figure 1 ) that they are in the same topic, namely, a topic about mobile phone system. The second pair with highest similarity score is p1 and p2, and they can be identified as similar in a topic about notebook. The third pair with highest score is p2 and p3, indicating p3 is more related to the topic about notebook The newest product in the IBM Thinkpad X Series p3
PDAs, Tablet computers, and Pocket PCs p4
The cellular phone with the GSM-1900 system p5 What is the difference between PHS, WAP, and GPRS? (p1 and p2 belong to) than the one about mobile phone system (p4 and p5 belong to). The relationship between the testing text segments discovered is almost the same as the topic hierarchy shown in Figure 1 . This result supports our approach in extracting features using search-result snippets for revealing topic similarity between text segments.
For text segments with longer word strings, we could remove some less significant composed words, such as prepositions and adjectives, to reformulate queries if the retrieved search-result entries are insufficient. It should be noticed that our purpose in using search-result snippets is not to fulfill the search request, but mainly to acquire adequate information to reflect the characteristics of features in a text segment's intended topic domain(s) and to then aid the relevance judgment among text segments. It is not strictly required that the extracted contexts are obtained from the most relevant pages. In fact, as an experiment shown in Section 5, the ranking of search results by search engines did not affect the clustering performance too much; the proposed approach is, therefore, believed robust and not highly dependent on the employed search engines.
HIERARCHICAL CLUSTERING ALGORITHM: HAC+P
The hierarchical clustering problem has been studied extensively in the literature, and many different clustering algorithms exist. They are mainly of two major types: agglomerative and divisive. Our purpose of clustering is to generate a natural and comprehensive cluster hierarchy for organizing text segments, like that of Yahoo!, in which there are 13-15 major categories, where each category also contains an appropriate number of sub-categories and so on. This broad and shallow multi-way-tree representation, instead of the narrow and deep binary-tree one, is believed easier and more suitable for humans to browse, interpret, and do deeper analysis. For this purpose, We have adopted HAC as the backbone mechanism and developed a new algorithm, called HAC+P, for our clustering problem. The algorithm consists of two phases: HAC-based clustering to construct a binary-tree cluster hierarchy and min-max partitioning to generate a natural and comprehensive multiway-tree hierarchy structure from the binary-tree one. The algorithmic procedure is formally shown in Figure 4 , and the details will be described in the following subsections.
HAC-Based Binary-Tree Hierarchy Generation
An HAC algorithm builds a binary-tree cluster hierarchy in a bottom-up fashion [17] . Let v1, v2, . . ., vn be the input object vectors, and let C1, C2, . . ., Cn be the corresponding singleton clusters. In the HAC clustering process, at each iteration step, the two most-similar clusters are merged to form a new one, and the whole process halts when there exists only one un-merged cluster. Let Cn+i be the new cluster created at the i-th step. The output binary-tree hierarchy can be expressed as a list, C1, . . . , Cn, Cn+1, . . . , C2n−1, with two functions, lef t(Cn+i) and right(Cn+i), 1 ≤ i < n, indicating the left and right children of the internal cluster node Cn+i, respectively.
The core of an HAC algorithm is a specific function used to measure the similarity between any pair of clusters Ci and Cj (steps 8 and 11 in Figure 4 ). Here, we consider four well-known inter-cluster similarity functions: (SL) the single-linkage function, defined as the largest similarity between two objects in both clusters:
(CL) the complete-linkage function, defined as the smallest Figure 4 : The HAC+P algorithm.
similarity between two objects in both clusters:
(AL) the average-linkage function, defined as the average of all similarities among the objects in both clusters:
simAL(Ci, Cj) = simA(Ci, Cj);
(CE) the centroid function, defined as the similarity between the centroids of the two clusters:
where ci and cj are the centroids of Ci and Cj, respectively, and, for a cluster C l , the k-th feature weight of its centroid, c l , is defined as c l,k = v i ∈C l v i,k /|C l |. Usually, the clusters produced by the single-linkage method are isolated but not cohesive, and there may be some undesirably elongated clusters. At the other extreme, the complete-linkage method produces cohesive clusters that may not be isolated. The average-linkage method represents a compromise between the two extremes. The centroid method is another commonly used similarity measurement approach different from the linkage ones. A comparison of these methods will be made in a later section.
Min-Max Partitioning
To generate a multi-way-tree hierarchy from a binary tree, we apply a top-down partitioning approach to first decompose the hierarchy into several sub-hierarchies, and then recursively apply the same decomposing procedure to each sub-hierarchy. Let the level between {Cn+i−1, Cn+i} be n−i (refer to Figure 5 ). Let LC(l) be the set of clusters produced after cutting the binary-tree hierarchy at level l, and let CH(Ci) be the cluster hierarchy rooted at node Ci. For example, in Figure 5 (A), LC(1) is {C7, C8}, LC(2) is {C5, C6, C7}, and CH(C8) is {C3, C4, C5, C6, C8}. Suppose that the best cut level is chosen as 2; the first-level clusters of the generated hierarchy are LC(2), {C5, C6, C7} (refer to Figure 5(B) ). Below, we describe the two criteria used to determine the best cut level.
Cluster Set Quality. The generally accepted requirement of "natural" clusters is that they must be cohesive and isolated from the other clusters. Our criterion for determining a proper cut level is to heuristically satisfy this requirement. Let the inter-similarity between two clusters Ci and Cj be defined as the average of all pairwise similarities among the objects in Ci and Cj, i.e., simA(Ci, Cj), and let the intrasimilarity within a cluster Ci be defined as the average of all pairwise similarities within Ci, i.e., simA(Ci, Ci). Our partitioning approach finds a particular level that minimizes the inter-similarities among the clusters produced at the level and maximizes the intra-similarities of all those clusters; this is why the approach is named min-max partitioning (analogous to min-max cut in graph partitioning [8] ). Let C be a set of clusters; our quality measurement of C based on its cohesion and isolation is defined as
Note that the smaller the Q(C) value is, the better the quality of the given set of clusters, C, is. Cluster-Number Preference. Usually, a partition with neither too few nor too many clusters is preferable for humans. However, a proper number is really hard to anticipate automatically. To make the generated hierarchy adaptable to the personal preference of each individual who is going to construct the taxonomy, a simplified gamma distribution function is used to measure the degree of preference on the number of clusters at each layer:
where |C| is the number of clusters in C, α is a positive integer, and the constraint (α − 1)β = N clus is required to ensure that f (N clus ) >= f (x), 0 < x ≤ n, where N clus is a parameter given by the taxonomy constructor as the expected perfect number of generated clusters at each layer 2 . The two parameters α and β allow us to tune the smoothness of the preference function, and they are empirically set as α = 3 and β = N clus /2 in our study. In this work, we empirically define N clus as the square root of the number of objects in each partitioning step. These parameters are, however, unavoidably subjective to the individual taxonomy constructor.
Finally, to partition the given binary-tree hierarchy, the best cut level is chosen as the level l with the minimum Q(LC(l))/N (LC(l)) value (refer to steps 17-19 in Figure 4) . The detailed partitioning procedure has been shown in Figure 4 . To avoid performing the partitioning procedure on a cluster with too few objects or making the result hierarchy too deep, two constants ǫ and ρ are provided to restrict the size of a cluster and the depth of the hierarchy, respectively, to be further processed (refer to steps 13-14 in Figure 4) .
In the literature, several criteria for determining the number of clusters have been suggested [16] , but they are typically based on predetermined constants, e.g., the number of final clusters or a threshold for similarity measure scores. There is another branch of clustering methods, called modelbased clustering [25] , which offer a way to estimate the number of groups present in the data. However, they usually suffer from high computational cost. Our approach combines an objective cluster-quality function with a heuristically acceptable cluster-number preference function. It can automatically determine a reasonable cluster number based on the given data set and still keep the advantage of efficiency of non-parametric clustering methods.
Cluster Naming
To provide users a more comprehensive hierarchy of clusters, the internal nodes should be labeled with some concise names. Although it is essential to label clusters, only a few works really dealt with it [18, 13, 9] . In Muller et al. [18] , the labels of a cluster were chosen as the n most frequent terms in the cluster. Lawrie et al. [13] extracted salient words and phrases of the instances in a cluster from retrieved documents to organize them hierarchically using a type of cooccurrence known as subsumption. Glover et al. [9] inferred hierarchical relationships and descriptions by employing a statistical model they created to distinguish between the parent, self, and child features in a set of documents.
To name a cluster is a rather intellectual and challenging work. As we mentioned, this work focuses on how to link the clusters with close concepts and to decide appropriate levels in the hierarchy to position them. The cluster naming is not fully investigated in our current stage of study. We simply take the most frequent co-occurred feature terms from the composed instances to name the cluster. Even so, as being illustrated in Figure 7 , such a primitive approach still provides an easier way for users to understand the concepts of the generated cluster hierarchy.
EXPERIMENTS
Extensive experiments have been conducted to test the feasibility and the performance of the proposed approach on different domains of text segments, including category names in a popular Web directory, famous people names, academic paper titles, and natural language questions.
To have a standard basis for performance evaluation, we collected the following experimental data:
YahooCS The category names in the top three levels of the Yahoo! Computer Science (CS) directory were collected. There were 36, 177, and 278 category names in the first, second, and third levels, respectively. These category names were short in length and specifically expressed some key concepts in the CS domain; therefore, they could play the role of typical text segments and would be used as the major experimental data in this study. Notice that some category names could be placed in multiple categories, i.e., they had multi-class information.
People Named entities are an important problem of concern in information extraction. To assess the performance of our approach on named entities, we collected the people names listed in the Yahoo! People/Scientist directory. In this data set, there were 250 famous people distributed in nine science fields, e.g., mathematicians and physicists.
Paper For the people in research communities, papers are a major search demand. Here, the paper titles from several named conferences were collected for the test, and Table 1 listed the number of papers for each selected conference.
QuizNLQ Besides the data described above, we also collected a data set of general-domain natural language questions from a Web site that provided quiz problems 3 . In our collection, there were 163 questions distributed in seven categories. For these data set, we want to realize whether the proposed approach is helpful in clustering common NLQs with the retrieved relevant contexts, even though no advanced natural language understanding technique is applied.
Notice that all the target instances in the above data sets have class information, e.g., the conference of a paper and the field(s) of a person. The class information will be taken as the external information to evaluate the clustering results.
We adopted the F-measure [12] as the evaluation metric for the generated cluster hierarchy. The F-measure of cluster j with respect to class i is defined as
where Ri,j and Pi,j are recall and precision, and are defined as ni,j/ni and ni,j/nj, respectively, where ni,j is the number of members of class i in cluster j, nj is the number of members in cluster j, and ni is the number of members of class i. For the entire cluster hierarchy, the F-measure of any class is the maximum value it attains at any node in the tree, and an overall F-measure is computed by taking the weighted average of all the F-measure values as follows:
where the maximum is taken over all clusters at all levels, n is the total number of instances, and ni is the number of instances in class i. For comparison, a k-means method was modified to make it hierarchical (HKMeans) and used as the reference method, which is a top-down method against our bottom-up HAC. 
Words and Wordplay Machine Learning Neural Networks
Tablet Computers and Webpads
Laptop Computers Personal Digital Assistants (PDAs) By HKMeans, all instances are first clustered into k clusters using k-means, and the same procedure is recursively applied to each cluster until the specified depth ρ is reached. Notice that the single-linkage method is not suitable for incorporation into k-means because, in this measure, one instance's most-similar cluster is the one containing that instance; therefore, the resulting clusters totally depend on the k random initial clusters. Table 2 shows the resulting F-measure values for clustering the 177 Yahoo! CS second-level category names with the 36 first-level categories as the target classes using various clustering methods and various similarity measure strategies. The F-measure values of the binary-tree hierarchies produced by the conventional HAC are provided as the upperbound reference values for the other HAC variants 4 . HAC+P is HAC with the partitioning procedure, and ρ = 2 means that the depth of the result hierarchy was constrained to be at most 2. The parameter k in HKMeans was dynamically set as the nearest integer of √ n, where n was the number of instances to be clustered at each step. The result obtained using HKMeans with complete-linkage was poor because the specified maximum number of iterations were used up and 4 Since every cluster node in the hierarchy produced by HAC+P is a node in the hierarchy produced by HAC, the F-measure value of HAC is definitely the upper bound for variants of HAC+P according to the definition of F-measure in Equation 2. did not converge to a set of stable clusters. Comparably, HKMeans did not perform very well in this task.
From the experimental results shown in Table 2 , we found that the average-and complete-linkage methods performed much better than the single-linkage and centroid ones under the F-measure metric, and that the average-linkage method was even slightly better. The incorporation of partitioning and the constraint of hierarchy depth only caused a very small decrement of the F-measure score.
Let's take a look at the generated hierarchy structure that the F-measure metric did not measure. Table 3 lists some statistics of the hierarchy structures generated by clustering Yahoo! CS category names using the average-linkage similarity measure. The reported information includes the depth of the hierarchy, the total number of clusters generated at all levels, and the average of the child cluster numbers among all the clusters. Obviously, the decrement of the F-measure value caused by partitioning and the constrained hierarchy depth was very small (refer to Table 2 ), but the generated structures were considered more natural and helpful in observing the facts contained. To provide readers a more comprehensive resulting structure, Figure 6 shows a subset of the generated binary-tree hierarchy using the conventional HAC algorithm, and Figure 7 shows the corresponding multi-waytree hierarchy generated using HAC+P with two-level depth constraint. Readers can have a comparison of the two structures. Although it is hard to have a quantitative approach to measure the goodness of a generated hierarchy structure, we believe that the multi-way-tree representation is more natural and easier for humans to browse and interpret than a deep and narrow binary-tree hierarchy. Table 4 shows the results of clustering people names, paper titles, and natural language questions using the averagelinkage similarity measure. The proposed approach still achieved very good performance on these data under the Fmeasure metric. The performance of clustering natural language questions was comparably a bit poorer than the others although the achieved F-measure scores were still considered very good in fact. This was mainly because the domains of our testing natural language questions were too diverse, and it was difficult to have common composed features among those questions with the same domain.
During the experiment, we found that there were a subset of paper titles too specific to obtain adequate search results. Concretely, among the total 299 paper titles, there were 37 paper titles obtaining less than 20 search-result entries. This prevented these paper titles from having adequate features for clustering themselves with relevant instances. From our analysis, the situation would occur when dealing with long text segments because of the limitation of using existing Web search engines. Further research is required to overcome this difficulty.
An additional experiment was performed to examine the effects of the ranking of search results returned by search engines and the number of snippets needed to achieve good performance. Table 5 shows the F-measure results of clustering Yahoo! CS category names using HAC+P(ρ = 2) with the average-linkage measure on various ranges of searchresult snippets. The second row contains the ranges of search-result snippets used; for example, 51-100 indicates that the snippets between 51st and 100th entries are used. From the resulting scores, it seemed that the ranking of search results by search engines did not affect the performance too much, e.g., 1-25 and 1-50 achieved almost the same performance as 26-50 and 51-100 did, respectively; i.e., the result entries, not highly dependent on the rank, provided equally effective information for clustering text segments. Also, more snippets seemed more helpful in achieving good performance.
Overall, the experimental results strongly support the feasibility of our approach. In the following, we have more evaluation through user studies.
USER EVALUATION
As the field of automatic topic hierarchy generation or taxonomy creation is relatively new in IR research, there is no formal way of evaluating a topic hierarchy to date [21, 23] . In addition to using the F-measure, it would be helpful to conduct sort of user studies, i.e., to ask humans judge whether they accept the auto-generated classifications. Here a user evaluation with two different tests was, therefore, carried out, and described as follows. Test I: Comprehension Test Our first test was conducted to evaluate the quality of autogenerated cluster hierarchies. Below were several qualitative measures. (They were collected based on reviewing some previous works that were in an attempt to make the hierarchies more comprehensive [21, 23, 18] .)
Cohesiveness: Judge whether the instances clustered together are semantically similar. Isolation: Judge whether the auto-generated clusters at the same level are distinguishable and their concepts do not subsume one another. Hierarchy: Judge whether the generated topic hierarchy is traversed from broader concepts at the higher levels to narrower concepts at the lower levels.
Navigation Balance: Judge whether the fan-out at each level of the hierarchy is appropriate.
Readability: Judge whether the concepts of clusters at all levels are easy to recognize with the composed clusters and instances.
Total five volunteers were requested to do the evaluation, two of them were librarians and tree were CS students. For each measure, the volunteers were asked to assign numeric values ranging from 0 to 7: a higher value indicates a better quality. Table 6 shows the average scores assigned by the volunteers on evaluating the original Yahoo! CS hierarchy and the hierarchies generated by various automatic methods.
It was without surprise that the Yahoo! CS hierarchy obtained the highest scores in all measures. However, it was encouraging that the HAC+P method performed better than the other automatic methods in almost every measure, and its overall performance was very promising. This is consistent with the result obtained using the F-measure as a metric. The result also showed the merit of the HAC-based methods, that is, it performed very well in grouping strongly relevant terms and achieved a high score in cohesive measure, especially for the smaller clusters. Unfortunately, this merit did not always exist when using the HKMeans method. From our experimental results, HKMeans produced some casual errors, e.g., it clustered "Natural Language Processing" together with "Constraint Programming" rather than "Computational Linguistics." In the meantime, the experiment also showed some drawbacks of manual classification. For example, in Yahoo!'s classification, the subject terms in the same level are alphabetically ordered, and this might not provide good readability in finding classes with close semantics among them. For example, the terms "Linux" and "Unix" were not easily found at first glance, since they were separated by a number of other OS names such as "Mach" and "Macintosh OS" in the classification. Nevertheless, the above user evaluation revealed two major weaknesses of the automatic methods. First, the automatic methods performed not well enough in the isolation measure. That was because not all similar clusters could be automatically merged into the same larger one, which might cause some confusion in browsing and further decrease the isolation measure. Second, there was an unsatisfactory and more challenging measure, i.e. the hierarchy value, which could not be revealed using F-measure. Clustering is a similarity-driven approach to grouping instances, i.e., it groups instances based on their similarities. In our work, it is good in finding related or similar instances, but has a limitation in determining the broader or narrower relationship between instances. Thus, determining the different levels of granularity or the subsumption relationship among topics could not be performed very well by our current approach. However, these qualitative measures could not be evaluated without some subjectivity, though we have confidence in the result obtained.
Test II: Usability Test
Creating a topic hierarchy is a rather intellectual work, which is very difficult even for humans. An approach to grouping similar/related instances would provide a lot of help for humans towards further construction of a complete topic hierarchy. The purpose of the second test was to realize whether the proposed approach helps human experts in reducing the time to construct a topic hierarchy, and improving the accuracy. We asked four additional CS students to form two groups and construct the Yahoo! CS hierarchy manually. The first group performed the task from scratch and the second used the hierarchy generated by HAC+P as a reference. We recorded the time they spent and calculated the F-measures of their hierarchies over the Yahoo!'s. From Table 7 , the usefulness of the proposed approach in helping topic hierarchy creation can be seen. The manual construction really took time. It was a bit surprising that the manually-constructed topic hierarchies didn't achieve too high F-measure values, which meant different people have different expectations of topic hierarchies. We also found the lack of domain knowledge another reason that affected the performance of manual classification. The test terms covered too broad topic areas in computer science, and some of them were really unknown to the volunteers. Therefore, the auto-generated cluster hierarchies can help in not only reducing time but also improving the classification accuracy if there is a human expert to do a post editing.
The usefulness could be further observed, especially when dealing with a large-scale task, such as organizing a taxonomy to classify users' queries. We applied the proposed approach to construct a hierarchy for a set of 1,000 popular queries (they were extracted from a real-world search engine log). A topic hierarchy of these 1,000 queries could be built up in 39 minutes under a PC environment. It had no doubt that no human experts could achieve the same performance within such short time. This demonstrated the extensibility and scalability of the proposed approach. Nevertheless, the proposed approach merely provides an initial step. It has not addressed all issues of this challenging problem.
CONCLUDING REMARKS
This paper has proposed a practical Web-based approach to organizing text segments into a topic hierarchy. Although clustering text segments is in essence considered very difficult, with huge amounts of on-line documents indexed by search engines, most of text segments can get adequate topicrelevant contextual information. Also, a clustering algorithm for generating a natural multi-way-tree cluster hierarchy is developed. Extensive experiments were conducted on different domains of text segments, and the obtained results have shown the feasibility of our approach.
Future work encourages us to investigate the possibility of our approach on more types of text segments. For example, dealing with polysemous text segments, such as that "Newton" is both a physician and a mathematician, is not well explored in our current stage of study. In addition, providing a more sophisticated cluster naming technique is another urgent demand in order to provide users a more comprehensive result topic hierarchy.
