In this paper, we introduce and study a class of differential inverse quasi-variational inequalities in finite dimensional Euclidean spaces, which are closely related to the differential variational inequalities. By using two important theorems on differential inclusions, we first prove some existence theorems for Carathéodory weak solutions of the differential inverse quasivariational inequality considered. Then, with the Euler computation method, we construct an Euler time-dependent scheme for solving the differential inverse quasi-variational inequality and prove a convergence result on the Euler time-dependent scheme constructed.
Introduction
It is well-known that the inverse variational inequality introduced firstly by He and Liu in 2006 (see [10] ) is closely related with the classic variational inequality which is studied widely by many researchers due to its important and wide applications in optimization, engineering, mechanics, economics, transportation, etc. (see for example [7, 23, 26-29, 32, 33] ). The variables and the mappings in the inverse variational inequality are in the opposite positions of the classical variational inequality. As He and Liu pointed in [10] , although the inverse variational inequality can be transformed into the classical variational inequality under some conditions, there are many control problems appearing in economics, transportation, management science, and energy networks that can be only modeled as inverse variational inequalities rather than classical variational inequalities. Therefore, many researchers devoted themselves to study various kinds of inverse variational inequalities and their generalizations. After introducing the inverse variational inequality, He et al. [9] studied a class of 'black-box' inverse variational inequalities and proposed some proximal point based algorithms to solve the class of inverse variational inequalities. In 2008, Yang [31] discussed the dynamic power price problem, in both the discrete and the evolutionary cases, and characterized the optimal price as a solution of an inverse variational inequality. Recently, Han et al. [8] proved two new existence theorems of solutions to the inverse variational and quasi-variational inequality problems considered using the KKM theorem and the Kakutani-Fan-Glicksberg fixed point theorem. We refer to [11-13, 22, 30] and the reference therein for more research results on the inverse variational inequalities and their applications.
As an important and natural generalization of the inverse variational inequality, the inverse quasivariational inequalities is to find u * ∈ R n such that g(u * ) ∈ K(u * ) and h(u * ), y − g(u * ) 0, ∀y ∈ K(u * ), (1.1) where h, g : R n → R n are continuous mappings, K : R n → 2 R n is a set-valued mapping such that K(u) is a closed convex subset in R n for each u ∈ R n and ·, · denotes the inner product in R n . In addition to the inverse quasi-variational inequalities, more and more generalizations of the inverse variational inequalities are studied in recent years. In 2013, Aussel [2] studied local and global error bounds for inverse quasi-variational inequality problems in terms of different gap functions and merit functions. Li and Zou [17] studied the existence of solution and error bounds for a class of inverse mixed quasivariational inequalities. For more research on the generalizations of inverse variational inequalities, we refer readers to [8, 15] . For ease of writing in the rest of the paper, we denote the inverse quasi-variational inequality (1.1) and its solution set by IQVI(h, g, K) and SIQVI(h(·), g(·), K(·)), respectively. The differential variational inequality, which is introduced by Pang and Steward in 2008 (see [20] ), consists of two main components, i.e., an ordinary differential equation and a parametric variational inequality. The differential variational inequality unifies several mathematical problems such as ordinary differential equations, dynamic complementarity systems, differential algebraic equations and evolutionary variational inequalities. The differential variational inequality has many crucial applications in engineering and economics and thus are studied extensively in recent years (see for example [4-6, 14, 18, 19, 21, 24, 25] ). Naturally, the differential inverse variational inequality consists of an ordinary differential equation and a parametric inverse variational inequality, which has close relation with the differential variational inequality due to the relationship between the variational inequality and the inverse variational inequality. However, few researchers pay their attentions to the research on the differential inverse variational inequality and its generalizations. And thus there are few results available on the differential inverse variational inequality. Very recently, Li et al. [16] studied a class of differential inverse variational inequality in finite dimensional Euclidean spaces. An existence theorems of Carathéodory weak solutions and the linear growth of the solution set for the differential inverse variational inequality are proved. Also, an application of the differential inverse variational inequality to a time-dependent spatial price equilibrium control problem is given at last.
In this paper, we focus on the following generalization of the differential inverse variational inequality, which is called the differential inverse quasi-variational inequality (DIQVI):
where x(t), u(t) are two functions on [0, T ],ẋ(t) = dx dt stands for the derivative of function x with respect to time variable t, K : R n → 2 R n is a set-valued mapping, F : R n → R n is a function, and (f, B, G) :
The remainder of this paper is organized as follows. In Section 2, we give some basic notations and preliminary results. Section 3 presents several existence theorems for weak solutions of DIQVI (1.2) in the sense of Carathéodory by applying two important results. At last, in Section 4, we construct an Euler time-dependent scheme for solving the DIQVI (1.2) and prove a convergence result on the Euler time-dependent scheme.
Preliminaries
In this section, we introduce some basic notations and preliminary results, which are useful in Sections 3 and 4.
Definition 2.1 ([20] ). A mapping f : R n → R n is said to be:
(2) strongly monotone with a constant α > 0 if
Definition 2.2 ([2]
). Let g, f : R n → R n be two mappings. (f, g) is said to be a µ-strongly monotone couple on R n if there exists a constant µ > 0 such that
Definition 2.4 ([17])
. Let H be a real Hilbert space, K : H → 2 H be a set-valued mapping such that K(u) is a closed and convex subset of H. We say that P K : H → H is a generalized f-projection operator if
Definition 2.5 ([1]
). Let X, Y be two metric spaces. Consider a set-valued mapping F : X → Y with nonempty images. A single-valued mapping
As the definition of the Carathéodory weak solution for the differential variational inequality in [20] , we can define similarly the Carathéodory weak solution for the DIQVI (1.2) as follows. 
Lemma 2.7 ([3]
). Let N be a nonempty compact convex subset of R n and φ : N → N be a continuous mapping. Then φ has a fixed point in N.
Lemma 2.8 ([1]
). Let X be a metric space, Y be a Banach space, and P : X ⇒ Y be a lower semi-continuous set-valued mapping with closed convex values. Then there exists a continuous selection g : X → Y of P.
The following two lemmas from the reference [20] are crucial to prove the main results in Sections 3 and 4 of this paper. Lemma 2.9. Let F : Ω ⇒ R m be an upper semi-continuous set-valued mapping with nonempty closed convex values. Suppose that there exists a scalar ρ F > 0 satisfying
Then, for every x 0 ∈ R n , the differential inclusion (DI)ẋ ∈ F(t, x), x(0) = x 0 has a weak solution in the sense of Carathéodory.
Lemma 2.10. Let h : Ω × R m → R m be a continuous function and U : Ω ⇒ R n be a closed set-valued mapping such that for some constant η U > 0,
Existence of Carathéodory weak solutions to the DIQVI
In this section, based on Lemmas 2.9 and 2.10, we give several theorems on the existence of Carathéo-dory weak solutions to the DIQVI (1.2) under different conditions.
We firstly define a set-valued mapping F(t, x) : Ω → 2 R m as follows:
Then we make the following hypotheses for the DIQVI (1.2) considered:
(A) f, B, and G are Lipschitz continuous functions on Ω with Lipschitz constants ρ f > 0, ρ B > 0, and ρ G > 0, respectively.
(B) B and f are bounded on Ω with
respectively.
Lemma 3.1. Let (f, G, B) satisfy the conditions (A) and (B), h, F : R n → R n be two continuous functions, and the set-valued mapping K : R n → 2 R n be continuous. Suppose that, for all q ∈ G(Ω) with G(Ω) being the range of the function G on Ω, the solution set of the inverse quasi-variational in the equality SIQVI(h(·), q + F(·), K(·)) is nonempty and there exists a constant ρ > 0 such that
Then there exists a constant ρ F > 0 such that (2.1) holds for the set-valued mapping F defined by (3.1) and F is upper semi-continuous and thus with closed value on Ω.
Proof. Since f and G are Lipschitz continuous on Ω with Lipschitz constants ρ f > 0 and ρ G > 0, we deduce that, for all (t,
and
In a similar way of Lemma 6.2 in [20] , it follows from (3.2), (3.3), and (3.4) that there exists ρ F > 0 such that (2.1) holds. Now, we prove the upper semi-continuity of F on Ω. It suffices to show that the set-valued mapping F is closed on Ω with the condition (2.1) (see [20] ). To this end, let the sequence {(t n , x n )} ⊂ Ω be a sequence converging to some vector (t 0 , x 0 ) ∈ Ω and {f(t n , x n ) + B(t n , x n )u n } converge to some vector z 0 ∈ R m as n → ∞, where u n ∈ SIQVI(h(·), G(t n , x n ) + F(·), K(·)) for every n 1. Thus
By the condition (3.2), the sequence {u n } is bounded and thus there exists a convergent subsequence denoted by {u n i } with a limit u 0 ∈ R n . Since G is Lipschitz continuous on Ω, F is continuous on R n and K is upper semi-continuous on R n , it follows from (3.5) that
The lower semi-continuity of K implies that for anyŷ ∈ K(u 0 ), there existsŷ n ∈ K(u n ) such thatŷ n →ŷ. This together with (3.6) implies that
which implies that F is closed on Ω. This completes the proof. Now, we are in position to prove a theorem on the existence of the Carathéodory weak solutions for the DIQVI (1.2) based on Lemma 3.1. Theorem 3.2. Let (f, G, B) satisfy the conditions (A) and (B), h, F : R n → R n be Lipschitz continuous functions with Lipschitz constants α and β, respectively, h be strongly monotone with constant λ on R n , and (F, h) be a µ-strongly monotone couple on R n . Assume that K : R n → 2 R n is a continuous set-valued mapping such that K(u) ⊂ R n is a closed convex set for each u ∈ R n . Then, under the following three conditions:
(ii) there exists ρ > 0 such that (3.2) holds for all q ∈ G(Ω);
the DIQVI (1.2) admits at least a Carathéodory weak solution.
Proof. By the assumptions (i) and (iii), it follows from Theorem 4.1 in [17] that the solution set SIQVI(h(·), q + F(·), K(·)) is a nonempty singleton for every q ∈ G(Ω). Then, by Lemmas 2.9 and 3.1, the differential inclusion DI :ẋ ∈ F(t, x), x(0) = x 0 has a Carathéodory weak solution. Similar to the proof of Proposition 6.1 of [20] , it is easy to prove that the DIQVI (1.2) admits a Carathéodory weak solution by using Lemma 2.10. This completes the proof.
Remark 3.3. If the mapping h = I (the identity mapping) and the set K(x) is a constant set K on R n , then the DIQVI (1.2) reduces to the differential inverse variational inequality in [16] . Therefore, Theorem 3.2 generalizes some results of Theorem 3.2 in [16] . Remark 3.4. As we see in the proof of Theorem 3.2, the conditions (i) and (iii) in Theorem 3.2 guarantee the uniqueness of solution to the IQVI(h(·), q + F(·), K(·)).
Next, we prove the existence of the Carathéodory weak solution for the DIQVI (1.2) without the uniqueness of solution to the IQVI(h(·), q + F(·), K(·)).
Lemma 3.5. Let h, F : R n → R n and P K(·) (q + F(·) − h(·)) be continuous functions on R n for all q ∈ G(Ω), and K : R n → 2 R n be a set-valued mapping such that, for each u ∈ R n , K(u) ⊂ R n is a closed convex set. Assume that N is a nonempty compact convex subset of R n such that φ(·) = I(·) − (q + F(·)) + P K(·) (q + F(·) − h(·)) is a mapping from N to N. Then the solution set SIQVI(h(·), q + F(·), K(·)) of the IQVI(h(·), q + F(·), K(·)) is nonempty.
Proof. Since h, F : R n → R n and P K(·) (q + F(·) − h(·)) are continuous on R n , φ is also continuous on N. By Lemma 2.7, the mapping φ has a fixed point in N. This implies that there exists u ∈ N such that
which implies that q + F(u) ∈ K(u). Define a function j : [0, 1] → R as follows:
for all λ ∈ [0, 1], whereŷ is a given point on K(u). By (3.7), j gets its minimum at λ = 1. It follows from
This together with (3.7) shows that u ∈ SIQVI(h(·), q + F(·), K(·)) and the solution set SIQVI(h(·), q + F(·), K(·)) of the IQVI(h(·), q + F(·), K(·)) is nonempty. This completes the proof.
Theorem 3.6. Let (f, G, B) satisfy the conditions (A) and (B) and K : R n → 2 R n be a continuous set-valued mapping. Assume that the conditions in Lemma 3.5 hold. Then, under the following conditions:
) is a convex set for all q ∈ G(Ω);
(ii) there exists ρ > 0 such that (3.2) holds for all q ∈ G(Ω); the DIQVI (1.2) admits a Carathéodory weak solution.
Proof. By Lemma 3.5, the SIQVI(h(·), q + F(·), K(·)) is a nonempty set. Next, we show that SIQVI(h(·), q + F(·), K(·)) is closed. In fact, let {u n } ⊂ SIQVI(h(·), q + F(·), K(·)) with u n → u 0 , which means that
Since F and K are continuous, it follows that
Similar to the proof in Lemma 3.1, we can obtain that
which implies that u 0 ∈ SIQVI(h(·), q + F(·), K(·)) and thus the SIQVI(h(·), q + F(·), K(·)) is nonempty closed and convex. Moreover, from Lemma 3.1, there exists a constant ρ F > 0 such that (2.1) holds and F is upper semicontinuous and closed-valued on Ω. Therefore, by applying Lemmas 2.9 and 2.10, the DIQVI (1.2) admits a Carathéodory weak solution. This completes the proof. The following lemma gives some conditions under which the condition (ii) in Theorem 3.2 holds.
Lemma 3.8. Let F : R n → R n be a bounded, continuous, and inverse linear mapping with F > c and K : R n → 2 R n be a set-valued mapping which satisfies linear growth, i.e., there exists a constant c > 0 such that
Suppose that the set SIQVI(h(·), q + F(·), K(·)) is nonempty for all q ∈ G(Ω). Then there exists ρ > 0 such that (3.2) holds for all q ∈ G(Ω).
Proof. Since the SIQVI(h(·), q + F(·), K(·)) is nonempty for all q ∈ G(Ω), we deduce that
for any q ∈ G(Ω) and u ∈ SIQVI(h(·), q + F(·), K(·)). By the linear growth of the mapping K, it follows that
which implies that
Since F is a bounded continuous linear mapping, F −1 is bounded. Thus, by the condition F > c, we obtain that
This means that, for all q ∈ G(Ω), (3.2) holds with ρ =
(1 + q ).
Euler computation method to the DIQVI
In this section, by the Euler computation method used in the [20] , we construct an Euler timedependent scheme for solving the DIQVI (1.2). By using Lemmas 2.9 and 2.10, we prove a convergence result on the Euler time-dependent scheme. In what follows we denote by L 2 [0, T ] the set of all measurable functions u : [0, T ] → R n satisfying T 0 u(t) 2 dt < ∞, in which the inner product is defined as
Similar to the Euler time-dependent scheme for the differential variational inequality considered in [20] by Pang and Stewart, we can construct the Euler time-dependent scheme for the DIQVI (1.2) as follows.
Choose an equidistant grid 0 = t 0 < t 1 < · · · < t N = T with step-size l = T N . Setting x l,0 = x 0 , we compute iterates {x l,1 , 1) where
The existence of (x l,i+1 , u l,i+1 ) satisfying (4.1) can be obtained in a similar way as Proposition 7.1 in [20] . With the consequences {x l,i+1 } and {u l,i+1 }, we denote byx l (·) andû l (·) the continuous piecewise linear interpolant of the consequence {x l,i+1 } and the constant piecewise interpolant of the consequence {u l,i+1 }, respectively. This implies that
for each i = 0, 1, · · · , N l . Now, we are in position to prove the convergence result on the Euler time-dependent scheme for solving the DIQVI (1.2), which is based on the following important lemma. Let (f, B, G) satisfy the conditions (A) and (B), K : R n → 2 R n be a lower semi-continuous set-valued mapping on R n with nonempty closed and convex values, and F :
Proof. To prove this lemma, we assume that the contrary holds, which means there exists a subset E of [0, T ] with m(E) > 0 (where m(E) denotes the Lebesgue measure of E) such that, for any t ∈ E,
By Lusin's theorem, for any ξ > 0, there exists a closed subset E 1 of E with m(E\E 1 ) < ξ such that u(t) is continuous on E 1 . Therefore, for any ε > 0, there exists t 0 ∈ E 1 and a neighborhood of t 0 , denoted by U(t 0 ), such that u(t) − u(t 0 ) < ε for all t ∈ U(t 0 ) E 1 with m(U(t 0 ) E 1 ) > 0. Since t 0 ∈ E 1 , there exists
Since K is a lower semi-continuous set-valued mapping on R n with nonempty closed and convex values andũ 0 ∈ K(u(t 0 )), it follows thatS is lower semi-continuous on R n with nonempty closed and convex values. By Lemma 2.8, there exists a continuous selection ofS, which is denoted by H. Therefore, H(u(t 0 )) =ũ 0 and H(u(t)) is continuous on U(t 0 ) E 1 . Let
which is continuous on U(t 0 ) E 1 . From (4.4), g(t 0 ) = −C < 0. The continuity of g implies that there exists a closed neighborhood U(t 0 , δ) of t 0 such that, for all t ∈ E 2 = U(t 0 , δ) E 1 with m(E 2 ) > 0,
Thus it follows that g(t) g(t 0 ) +
which contradicts (4.3). This completes the proof. Let (f, B, G) satisfy the conditions (A) and (B), h : R n → R n be a continuous and bounded function on R n , and K : R n → 2 R n be a continuous set-valued mapping on R n with nonempty closed and convex values and K has a linear growth. Suppose that, for any q ∈ G(Ω), SIQVI(h(·), q + F(·), K(·)) = ∅, there exists a constant ρ > 0 such that (3.2) holds. Then every sequence pair {(x l ,û l )} defined by (4.2) has a subsequence pair {(
, and u n weakly converges to u, then g(u) ∈ K(u). Assume that F(u) = ψ(Eu), where ψ : R n → R n is Lipschitz continuous bounded and E ∈ R n×n with the property that there exists a constant C > 0 such that, for all sufficiently small l > 0,
lC.
Then (x,ũ) is a Carathéodory weak solution of the DIQVI (1.2).
Proof. Since (f, B, G) satisfies the conditions (A) and (B) and there exists a constant ρ > 0 such that (3.2) holds, we obtain, by Lemma 7.2 in [20] , that there exists 0 < h 0 < min{
where L f is Lipschitz constant of the function f(t, ·) for all t ∈ [0, T ]. Moreover, it follows from Lemma 7.3 in [20] that there exist constants c 0,x , c 1,x , c 0,u , c 1,u and positive constant l 1 > 0 such that, for any l ∈ (0, l 1 ]
Combining (4.5) and (4.6) we can deduce that there exists L x 0 > 0, which is independent of l but depends on x 0 , such that
By (4.2), the piecewise interpolantx l is Lipschitz continuous on [0, T ] and the Lipschitz constant is independent of l. And thus, there exists an h 0 > 0 such that {x l } is an equicontinuous family of functions for
By the Arzelá-Ascoli theorem, we can obtain that there is a subsequence {x l v } of {x l } such that {x l v } converges in the L ∞ norm to a functionx on [0, T ]. On the other hand, from (3.2) we know that the family of piecewise constant interpolants {û l } is uniformly bounded in the L ∞ norm, which implies by the reflexivity of the Banach space L 2 ([0, T ]) that there exists a subsequence {û l v } of {û l } converging weakly toũ. Now, we show in the next that (x,ũ) is a Carathéodory weak solution of the DIQVI (1.2). It is sufficient to prove the following three assertions by the definition.
(I) First, we prove that, for almost all t ∈ [0, T ], u(t) ∈ SIQVI(h(·), G(t, x(t)) + ψ(E(·)), K(·)).
By the proof of Theorem 7.1 in [20] , it is easy to get that the sequence {G(t,x l v ) + ψ(Eû l v )} ⊂ K(û l v ) uniformly converges to G(t,x) + ψ(Eũ) and thus, by the assumption, G(t,x) + ψ(Eũ) ∈ K(ũ). Moreover, for any y ∈ (L 2 [0, t], K(ũ(t)), there exists y l v (t) ∈ K(û l v (t)) such that y l v (t) → y(t) on t ∈ [0, T ]. Since K has a linear growth, there exists a constant c > 0 such that, for any u ∈ R n ,
Thus, for all y l v (t) ∈ K(û l v (t)),
which indicates that {y l v } is uniformly bounded in the L ∞ norm by the uniform boundedness of {û l } in the L ∞ norm. Since h, ψ are bounded, it follows from Lebesgue control convergence theorem that, for any y(t) ∈ K(ũ(t)),
Thus it follows from (4.7) and (4.9) that, for any y ∈ L 2 ([0, T ], K(ũ(t))), T 0 h(ũ(t)), y(t) − G(t,x(t)) − ψ(Eũ(t)) dt 0, which indicates by Lemma 4.1 that, for almost all t ∈ [0, T ], u(t) ∈ SIQVI(h(·), G(t, x(t)) + ψ(E(·)), K(·)).
(II) Next, we show thatx(0) = x 0 . In fact, sincex l (0) = x 0 for all l > 0 sufficiently small andx l v →x uniformly as v → ∞, it is easy to get thatx(0) = x 0 .
(III) Finally, we prove that, for any 0 s t T ,
[f(τ,x(τ)) + B(τ,x(τ))ũ(τ)]dτ, which can be carried out by similar arguments as in the proof of Theorem 7.1 in [20] . Therefore, from the assertions (I)-(III), it follows that (x,ũ) is a Carathéodory weak solution of the DIQVI (1.2). This completes the proof.
Remark 4.3. It is well-known that there are few papers concerning the computational methods for differential inverse variational inequality and differential inverse quasi-variational inequality. The Euler timedependent scheme for the DIQVI (1.2) proposed in this paper provides a powerful modeling paradigm for solving differential inverse variational inequality, differential inverse quasi-variational inequality, and differential quasi-variational inequality.
