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Abstract
We consider two linear second-order ordinary di$erential equations. r=0 is a regular singular point of these
equations. Applying the classical Method of Frobenius, we do not obtain any indicial equation and therefore
no solution, because the di$erential equations are coupled.
In this paper, we present an extended Method of Frobenius on a coupled system of two ordinary di$erential
equations. These equations come from the micropolar theory, which is one of the three kinds of the new 3M
physics. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In the classical continuum mechanics, the stress states are described by means of a symmetric
stress tensor. Since the classical continuum model is not su<cient for the description of the behavior
of certain materials, e.g., granular materials, =uid suspensions, liquid crystals, blood =ow, etc., the
continuum model with microstructure has been introduced [5].
Eringen and Suhubi [6] introduced micropolar continuum and micropolar =uid models, respectively,
characterized by the couple stress and a nonsymmetric stress tensor. This theory comprises of two
independent kinematic quantities: the velocity vector vi and the spin or microrotation vector i.
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Micropolar =uid can, among other applications, be used in describing the behavior of motion of
suspensions as a mixture of two phases [1–3,7,8]. The basic phase of the suspension is a =uid,
whereas the dispersive phase consists of solid particles.
Let us consider the following experiment of the micropolar theory [4].
A suspension has the stationary motion between two coaxial cylinders. The outer cylinder with
the radius R2 rotates with angular velocity , while the inner with the radius R1 does not move.
The axis of rotation is horizontal.
The behavior of the micropolar suspension between the two coaxial cylinders is described by the
system of the two coupled di$erential equations
( + k)[r2v′′ + rv′ − v]− kr2′ = 0; (1)

[r′′ + ′] + k(vr)′ − 2kr= 0: (2)
v(r) is the unknown velocity of the suspension (macromotion) and (r) represents the unknown
microrotational velocity. r is one of the coordinates of the cylindrical system. 
; ; k ∈R+0 denote the
viscosity coe<cients of the micropolar continuum.
Treating (1) resp. (2) as a nonhomogeneous second-order di$erential equation in v(r) resp. (r),
we see, that r=0 is a regular singular point of (1) and (2). But the Method of Frobenius, evaluated for
one nth-order ordinary di$erential equation with one unknown function, is not applicable, because
our system is coupled. Since, if two coupled di$erential equations are given, we do not know
which terms (implying the lowest power of the series’ variable) of these equations yield an indicial
equation. These terms also can be in both equations. After solving this problem and ;nding the
indicial equations in Section 2, solutions will be constructed by the recurrence relations for a smaller
root and another one of the indicial equations in Section 3. Finally, a fundamental system of Eqs.
(1) and (2) is given in Section 4. The entire solution can also be represented in closed form. The
velocity v(r) and the microrotational velocity (r) are represented by modi;ed Bessel functions of
the ;rst kind, by MacDonald functions and by powers of r. In Section 5, the arbitrary constants of
the general solution are computed by boundary conditions. Finally, in the last Section 6 it can be
shown that this obtained special solution can be reduced to the classical case of suspension motion,
which we get by treating this technical problem with the laws of the classical phsysics.
2. The indicial equations of a coupled system
Since r = 0 is a regular singular point of the di$erential equations, (1) and (2) have at least one
nontrivial series solution of the form
v(r) = (r)
∞∑
n=0
an(r)n; a0 =0 (3)
and
(r) = (r)%
∞∑
n=0
bn(r)n; b0 =0: (4)
 and % are de;nite (real or complex) constants which must be determined. They are roots of indicial
equations which still must be derived.  is an undetermined real constant and will be ;xed later.
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We only need solutions for R16 r6R2; R1¿ 0. This solution, (3) and (4), is valid in some
deleted interval 0¡r¡R; R¿R2 (about 0).
Remark 1. Having only one ordinary di$erential equation
(x − x0)2y′′ + (x − x0)P(x)y′ + Q(x)y = 0; y = y(x); (5)
the indicial equation can be obtained as the factor of a0 and the lowest power of the independent
variable (if we set y = (x − x0)[a0 + a1(x − x0) + a2(x − x0)2 + · · · ]).
Substituting (3) and (4) and their derivatives into (1) resp. (2), the lowest powers of r of the
v-series resp. -series can appear as well in (1) resp. in (2) as in (1) and (2). So it is suitable
to add Eqs. (1) and (2) and to separate v and  derivatives. On the left-hand side only stand
the v derivatives, on the right-hand side is the new  equation. This relation can be seen as an
inhomogeneous second-order di$erential equation in v(r) or (r). A very important point is that in
Eqs. (1) and (2) the factors of v′′ and ′′ are the same, for example r2 or 1. Changing the factor of
e.g. ′′ implies the addition of other v and v′ terms (see (vr)′) to (1). And in the same way −kr2′
of (1) obtains another summand. We get di$erent indicial equations resp. di$erent  and % values.
In our case, we divide (1) by  + k and multiply (2) by r
−1. Adding these two equations and
separating v and  derivatives yields
r2v′′ + r
(
−k


r + 1
)
v′ −
(
k


r + 1
)
v= r2′′ + r
(
k
 + k
r + 1
)
′ − 2k


r2: (6)
Di$erentiating the in;nite power series in (3) and (4) term by term twice, we obtain
v′ = 
∞∑
n=0
(n+ )an(r)n+−1; v′′ = 2
∞∑
n=0
(n+ )(n+ − 1)an(r)n+−2;
′ = 
∞∑
n=0
(n+ %)bn(r)n+%−1; ′′ = 2
∞∑
n=0
(n+ %)(n+ %− 1)bn(r)n+%−2:
Remark 2. The following generally holds.
(I) Let
F(x) =
∞∑
j=0
fj(x) = f0(x) + f1(x) + f2(x) + · · ·
be a convergent series in the interval |x − a|¡r1. Furthermore, we suppose that
∞∑
j=0
f′j(x) = f
′
0(x) + f
′
1(x) + f
′
2(x) + · · ·
is a uniform convergent series of continuous functions f′j(x) in |x − a|¡r1.
Then
F ′(x) = f′0(x) + f
′
1(x) + f
′
2(x) + · · · :
(II) A power series with a nonzero radius of convergence R is uniformely convergent in every
circular disk |x − a|6 r1 of radius r1¡R.
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These two statements allow us to di$erentiate a convergent power series term by term.
Inserting (3) and (4) and their derivatives into (6), then splitting o$ the ;rst term of every series,
we ;nd
(2 − 1)a0(r) +
∞∑
n=1
[(n+ )2 − 1]an(r)n+
− k


(1 + )a0(r)+1 − k

∞∑
n=2
(n+ )an−1(r)n+
= %2b0(r)% +
∞∑
n=1
(n+ %)2bn(r)n+%
+
k
( + k)
%b0(r)%+1 +
k
( + k)
∞∑
n=2
(n+ %− 1) bn−1(r)n+%
− 2k

2
b0(r)%+2 − 2k
2
∞∑
n=3
bn−2(r)n+%: (7)
Treating (6) as an inhomogeneous di$erential equation in v, the right-hand side of (7) is the per-
turbation function of (6) represented by power series. Since, by assumption a0 =0, the coe<cient
of the lowest power of r on the left-hand side of (7) will be equated to zero. In this way we ;nd
the indicial equation
2 − 1 = 0
for the v-series. Analogically, we obtain the indicial equation for the -series
%2 = 0:
The roots of these two indicial equations are
1 = 1; 2 =−1 and %= 1%2 = 0: (8)
3. Computation of the coecients an and bn
The recurrence formulas we obtain by substituting the power series of v(r); (r) and their deriva-
tives into the di$erential Eqs. (1) and (2). Simplifying the resulting relations, we write (1) as
∞∑
n=0
[(n+ )2 − 1]an(r)n+ = k + k
1

∞∑
n=2
(n+ %− 2)bn−2(r)n+%−1: (9)
With (2) we ;nd

∞∑
n=0
(n+ %)2bn(r)n+%−1 − 2k

1

∞∑
n=2
bn−2(r)n+%−1 =−k

∞∑
n=0
(n+ + 1)an(r)n+: (10)
1−2 =2 is a positive integer. A series solution in the form of (3) and (4), without any logarithm,
surely exists if we take 1 = 1 and %= 0, because 1¿2.
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3.1. Particular solution corresponding to %= 0 and the smaller root 2 =−1
Solving the ordinary di$erential Eq. (5), we can observe that if the di$erence 1 − 2 between
the roots of the indicial equation is a positive integer, it is sometimes possible to obtain the general
solution using the smaller one, without bothering to ;nd explicitly the solution corresponding to
the larger one. So we use 2 = −1 and % = 0. Inserting these indices into (9) and (10) we get by
comparison of coe<cients
a1 = 0; n(n− 2)an = k + k
1

(n− 2)bn−2; n¿ 2; (11)
and
b1 =−k

1

a1;
k


nan =
2k


1

bn−2 − n2bn; n¿ 2: (12)
For eliminating an we multiply (12) by −k−1
(n − 2) and add the recurrence relations (11) and
(12). This yields the recurrence formula
(n− 2)n2bn − 12
k


(
2 + k
 + k
)
(n− 2)bn−2 = 0; n¿ 2:
Now we de;ne
1
2
k


(
2 + k
 + k
)
:=1 resp:  : =
[
k


(
2 + k
 + k
)]1=2
: (13)
Thus,
(n− 2)n2bn = (n− 2)bn−2; bn = bn(2; %); n¿ 2: (14)
Since a1 = 0, the ;rst relation in (12) implies b1 = 0. With the above recursion formula we ;nd
successively from this that for n odd
b3 = b5 = b7 = · · ·= b2j+1 = · · ·= 0:
Letting n= 2 in (14), we obtain with b0 =0
0 · b2 = 0
and hence
b2 · · · arbitrary:
Thus b2 is independent of the arbitrary constant b0. It is a second arbitrary constant. From now on
we can write
bn =
1
n2
bn−2; n¿ 4
instead of formula (14). For n even,
b4 =
1
42
b2; b6 =
1
62
b4 =
1
4262
b2
and in general
b2j =
1
426282 · · · (2j)2 b2; j¿ 2 resp: b2j =
1
22j−2(j!)2
b2; j¿ 1:
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Substituting these coe<cients into the power series of (r) in (4) and adding 4b2 − 4b2, we get the
solution = 1(r)
1(r) = b0 − 4b2 + 4b2
∞∑
j=0
1
j!j!
(
2r2
4
)j
= b0 − 4b2 + 4b2I0(r): (15)
I0 represents the modi6ed Bessel function of the 6rst kind of order zero.
Now we wish to ;nd a homogeneous particular solution v(r). Replacing n by n + 2 in (11),
expressing nbn explicitly from the resulting relation and (n − 2)bn−2 from (11), putting these two
terms into (12) which we multipled by (n− 2), we ;nd by using (13),
(n− 2)n2(n+ 2)an+2 = (n− 2)nan;
a−1 = 0; n=−1; 0; 1; 2; : : : : (16)
Starting with a1 = 0 from (11), it follows from this recurrence formula that
a3 = a5 = · · ·= a2j+1 = · · ·= 0:
Since a0 =0, (16) implies with n= 0 that
0 · a2 = 0:
This yields
a2 · · · arbitrary:
We obtain from (16) by taking n= 2
0 · a4 = 0
and, therefore,
a4 · · · arbitrary:
For the smaller root 2 =−1 and %= 0 the recurrence relation (16) now becomes
an+2 =
1
n(n+ 2)
an; n¿ 4:
So
a6 =
1
4 · 6a4;
a8 =
1
6 · 8a6 =
1
4 · 62 · 8a4;
a10 =
1
8 · 10a8 =
1
4 · 62 · 82 · 10a4
and generally
a2j =
a4
4 · 62 · 82 · 102 · · · (2j − 2)2 · 2j ; j¿ 4 resp: a2j =
16a4
22j−1(j − 1)!j! ; j¿ 2:
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These coe<cients imply the solution v= v1(r)
v1(r) =
1
r
[a0 + a2(r)2] + 16a4
∞∑
j=2
1
(j − 1)!j!
(
r
2
)2j−1
:
Replacing j − 1 by j and adding 16a4r=2− 8a4(r), this solution may be written as
v1(r) =
a0

1
r
+ (a2 − 8a4)r + 16a4
∞∑
j=0
1
j!(j + 1)!
(
r
2
)2j+1
=
a0

1
r
+ (a2 − 8a4)r + 16a4I1(r); (17)
where I1 denotes the modi6ed Bessel function of the 6rst kind of order one.
4. Construction of a fundamental system of the di erential Eqs. (1) and (2)
Now we try to express the arbitrary coe<cients a2 − 8a4 and 16a4 in (17) by bn, because in
relation (15) b0 and b2 are used. Letting n=2 and n=4 in recurrence relation (12) we obtain with
b4 = 16−1b2 from (14)
a2 − 8a4 = 1 (b0 − 4b2) and 16a4 =
4

k
 + k
b2:
Inserting these relations into (17) yields
v1(r) =
a0

1
r
+ (b0 − 4b2)r + 4
k
 + k
b2I1(r): (18)
Comparing this result with solution (15)
1(r) = b0 − 4b2 + 4b2I0(r);
we see, that we already have three arbitrary constants of integration which are independent of each
other. Thus we de;ne
C1 = b0 − 4b2; C2 = a0 ; C3 = 4b2:
Now the particular solutions (18) (resp. (17)) and (15) become
v1(r) = C1r + C2
1
r
+
1

k
 + k
C3I1(r) (19)
and
1(r) = C1 + C3I0(r): (20)
But we still need a v solution which is linearly independent of (19) (resp. (17)). Furthermore, we
have to ;nd a  solution which is linearly independent of (20) (resp. (15)). These family of solutions
must have the form
v3(r) = CI1(r) ln r +
∞∑
n=0
An(r)n+1; C =0 (21)
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and
3(r) = I0(r) ln r +
∞∑
n=0
Bn(r)n: (22)
Such a linearly independent solution v3(r) or 3(r) may be found by the method of Reduction of
Order.
Remark 3. If we are correct; we have to write ln(r) in (21) and (22). But
Ip(r) ln(r) = Ip(r) ln  + Ip(r) ln r; p= 0; 1:
The factor Ip(r) of the ;rst additive term on the right-hand side of this relation represents a
particular solution; already obtained in (15) (resp. (20)) and (17) (resp. (19)). So we may omit it.
Since I1 in (19) and I0 in (20) possess the same arbitrary constant C3, they only di$er by a factor,
we also can expect this from (21) and (22), but with a new fourth arbitrary constant. The coupled
system of second-order di$erential Eqs. (1) and (2) allows exactly four independent integration
constants for the general solution.
Remark 4. We take the particular solutions
1;1(r) = C1 and v1;1(r) = C1r + C2
1
r
:
Substituting the constant 1;1(r) = C1 into (1) we get the Euler–Cauchy equation
r2v′′ + rv′ − v= 0;
which is identically satis;ed by v1;1(r). 1;1(r) and v1;1(r) satisfy Eq. (2) also identically.
Looking at the di$erential equations (1) (resp. (2)) we see that the ;rst and second derivatives
in the brackets are exactly the same as these of the modi;ed Bessel equations of order one (resp.
zero). So it is obvious that our second linearly independent solution (21) and (22) is represented
by the modi6ed Bessel functions of the second kind
v3(r) = K1(r) =
[
ln
(
r
2
)
+ 
˜
]
I1(r) +
1
r
−
∞∑
j=0
1
j!(j + 1)!
(
r
2
)2j+1 [
"(j) +
1
2(j + 1)
]
(23)
and
3(r) = K0(r) =−
[
ln
(
r
2
)
+ 
˜
]
I0(r) +
∞∑
j=0
1
j!j!
(
r
2
)2j
"(j): (24)
Here "(j) is de;ned by
"(j) = 1 +
1
2
+
1
3
+ · · ·+ 1
j
; "(0) = 0:

˜ is the so-called Euler–Mascheroni constant, which is de;ned as the following limit:

˜= lim
n→∞
(
1 +
1
2
+ · · ·+ 1
n
− ln n
)
= 0:5772156 : : : :
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The Kn are also called MacDonald functions.
Let us assume a general solution of the form
v(r) = C1r + C2
1
r
+
1

k
 + k
C3I1(r) + AC4K1(r) (25)
and
(r) = C1 + C3I0(r) + C4K0(r): (26)
We determine the arbitrary constant A by inserting the particular solution
v3;1 = AK1(r) and 3;1 = K0(r)
into the given di$erential equation (1). By using the relation K ′0(x) =−K1(x) we obtain
A=−1

k
 + k
:
Thus we may give the following result:
Proposition 5. The velocity of the suspension v(r) and the microrotational velocity (r) may be
written as
v(r) = C1r + C2
1
r
+
1

k
 + k
[C3I1(r)− C4K1(r)] ; r ¿ 0 (27)
and
(r) = C1 + C3I0(r) + C4K0(r); r ¿ 0 (28)
with
 =
⌈
k


(
2 + k
 + k
)⌉1=2
:
These formulas express the general series solution (3) and (4)
v= (r)
∞∑
n=0
an(r)n and = (r)%
∞∑
n=0
bn(r)n
(corresponding to 2 = 1 and %= 0) and (23) and (24)
v3(r) = CI1(r) ln r +
∞∑
n=0
An(r)n+1; C =0;
3(r) = I0(r) ln r +
∞∑
n=0
Bn(r)n
(corresponding to 1 =−1 and %= 0) of the coupled system (1) and (2)
( + k)[r2v′′ + rv′ − v]− kr2′ = 0;

[r′′ + ′] + k(vr)′ − 2kr= 0
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in closed form. I0 and I1 represent the modi6ed Bessel functions of the 6rst kind of order zero
resp. one. K0 and K1 are the modi6ed Bessel functions of the second kind of order zero resp.one.
Proof. Our ;nal solution; (27) and (28); satis;es the second-order system identically.
5. Boundary values
Let us consider the case of the motion of suspension when the suspension cleaves down the walls
of the cylinders, so that the boundary conditions for the velocity v(r) and the microrotational velocity
(r) are
r = R1 : v= 0; = 0; (29)
r = R2 : v= R2; = 0: (30)
Applying the boundary conditions to (27) and (28), we obtain an inhomogeneous linear system.
Computing the constants we have
C1 =
R22
H
[I0(a2)K0(a1)− I0(a1)K0(a2)];
C2 =
R1R22
H
[[I1(a1)(K0(a1)− K0(a2)) + K1(a1)(I0(a1)− I0(a2))]
+R1(I0(a1)K0(a2)− I0(a2)K0(a1))];
C3 =
R22
H
[K0(a2)− K0(a1)];
C4 =
R22
H
[I0(a1)− I0(a2)]; aj = Rj; j = 1; 2
with
H = (R21 − R22)(I0(a1)K0(a2)− I0(a2)K0(a1)) + [(K0(a1)− K0(a2))(R1I1(a1)− R2I1(a2))
+ (I0(a1)− I0(a2))(R1K1(a1)− R2K1(a2))]:
6. Conclusion
The classical case of suspension motion is obtained if the material constant k of the micropolar
suspension is equalized with zero. In that case, the relation for the velocity of suspension motion is
reduced to the well-known form
v=

R22 − R21
(
R22r −
R21R
2
2
r
)
; = 0:
This velocity v(r) we had gotten if we had solved this technical problem with laws of the classical
physics.
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