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Abstract—Computer systems are increasingly driven by work-
loads that reflect large-scale social behavior, such as rapid
changes in the popularity of media items like videos. Capacity
planners and system designers must plan for rapid, massive
changes in workloads when such social behavior is a factor. In this
paper we make two contributions intended to assist in the design
and provisioning of such systems. We analyze an extensive dataset
consisting of the daily access counts of hundreds of thousands of
YouTube videos. In this dataset, we find that there are two types
of videos: those that show rapid changes in popularity, and those
that are consistently popular over long time periods. We call
these two types rarely-accessed and frequently-accessed videos,
respectively. We observe that most of the videos in our data set
clearly fall in one of these two types. For each type of video
we ask two questions: first, are there relatively simple models
that can describe its daily access patterns? And second, can we
use these simple models to predict the number of accesses that a
video will have in the near future, as a tool for capacity planning?
To answer these questions we develop two different frameworks
for characterization and forecasting of access patterns. We show
that for frequently-accessed videos, daily access patterns can be
extracted via principal component analysis, and used efficiently
for forecasting. For rarely-accessed videos, we demonstrate a
clustering method that allows one to classify bursts of popularity
and use those classifications for forecasting.
I. INTRODUCTION
Video sharing is one of the most popular applications on
the Internet. The largest video sharing site is YouTube, owned
by Google Inc. According to [10], approximately 2 billion
videos are watched and hundreds of thousands of new videos
are uploaded every day. Today, Google generates 6−10% of all
Internet traffic and its largest contributor is YouTube [9]. This
level of demand makes system design and capacity planning
important issues for such sites.
Despite the importance of these issues, very little work has
characterized the dynamics of individual video accesses over
time. To help fill this gap, this paper makes two contributions.
First, we characterize a workload that consists of user accesses
to individual videos. Second, we show how to use these
characterizations to predict future demand.
To do so, we analyze a dataset consisting of the daily time
series of 100,000 YouTube videos. In this dataset, we find that
there are two types of videos: those that show rapid changes
in popularity, and those that are consistently popular over long
time periods. We call these two types of videos rarely-accessed
and frequently-accessed videos, respectively. We observe that
most of the videos in our data set fall clearly into one of these
two classes. Using this dataset we study two questions: first,
are there relatively simple models that can describe the daily
access patterns of these two kinds of videos? And second, can
we use these simple models to predict the number of accesses
that a video will have in the near future as a tool for capacity
planning?
Our results show that there are small sets of common
patterns that describe frequently-accessed and rarely-accessed
videos respectively. We also show how to leverage these small
sets of common patterns in order to predict future daily views
for individual videos.
For frequently-accessed videos, we show that common
patterns can be extracted via principal component analysis.
We show that approximately 20 principal components are
sufficient to summarize the most popular 1000 videos. We
then use these principal components in order to efficiently
predict future daily views for each video using autoregressive
models. In this way, we show how to efficiently forecast next-
day access counts for with low absolute relative error.
For rarely-accessed videos, we employ a clustering method
to classify bursts of popularity. We show that approximately
10 classes are sufficient to represent most short-time bursts.
Based on these clusters, we introduce a method that combines
receiver operating characteristics (ROC) analysis with likeli-
hood ratio testing in order to classify access patterns online,
and forecast future access counts. We show that this method
can achieve low relative error in forecasting next-day accesses
for rarely-accessed videos.
The rest of the paper is organized as follows. We describe
our dataset in Section II. We then introduce four key methods
in Section III. In Section IV and V we present our main
results on frequently-accessed and rarely-accessed videos,
respectively. In Section VI we review related work and we
summarize our contributions in Section VII.
II. DATASET
One of the strengths of our study derives from our dataset.
We obtained it directly from Google, and it represents a
global view of video accesses observed at YouTube servers.
In contrast to datasets used in YouTube characterization to
date, our data set is not restricted by video category (e.g.
entertainment or sports) nor by the recommendation system
of YouTube. The entire dataset is 326 GB in size and consists
of millions of videos. From this large dataset, we select a
subset consisting of the most popular 100,000 videos on April
1st, 2008. For each video, the available information is a one
year long time series of daily views (from February 25th 2008
to February 25th 2009) and a unique identifier that does not
reveal the video’s actual name or category. Hence, no metadata
on videos is available.
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Fig. 1: Histogram of the number of days that have nonzero
views.
As already mentioned, we find two different behaviors in
video access time series: some videos are consistently popular
over long time periods, while the others show rapid changes
in terms of popularity and are viewed only on a small number
of days. Based on this observation we divide our dataset into
two categories: frequently-accessed videos and rarely-accessed
videos, respectively.
Figure 1 illustrates the number of days a video has at least
one view. Based on Figure 1, we separate videos into two
categories: those that have at least one access on more than
half of the days in the year (frequently-accessed) and those that
are accessed on less than half of the days in the year (rarely-
accessed). Figure 2 shows some examples illustrating the
difference between frequently-accessed and rarely-accessed
videos. The differences suggest that different characterization
and forecasting techniques may work better for each category,
which in fact we show in the following sections.
III. METHODS
In this section, we briefly introduce the methods used for
characterization and forecasting video time series.
A. Singular Value Decomposition (SVD)
For any m × n real matrix X , there exists a factorization
of the following form:
X = UΣV T =
min(m,n)∑
i=1
σiuiv
T
i
where U and V are orthonormal matrices such that UUT = I
and V V T = I . Let ui and vi be the ith columns of U and
V respectively. Matrix Σ is a m × n diagonal matrix where
each diagonal entry is a singular value, σi. The matrix Σ is
arranged in such a way that σi ≥ σi+1. This factorization is
called the Singular Value Decomposition (SVD) of X .
One of the most popular applications of SVD is matrix
approximation, i.e. approximating a matrix X with another
matrix X˜ of lower rank r. To find a matrix X˜ with rank r
that minimizes ||X − X˜||F , once can use the SVD of X as
follows:1
X˜ = U Σ˜V T =
r∑
i=1
σiuiv
T
i
There are two pre-processing steps that may be applied on
matrix X prior to SVD. The first one is mean centering, i.e.
subtracting the column mean from each entry. The second is
to normalize each entry by the l2-norm of its column.
B. Autoregressive Moving Average Model
An Autoregressive Moving Average (ARMA) model is one
of the most popular methods for modeling and predicting
future values of a time series [1]. It consists of two parts:
an Autoregressive (AR) model and a Moving Average (MA)
model. Given a time series Y , an AR model of order p is
defined as:
Yt =
p∑
i=1
αiYt−i + ǫ (1)
where α1, ..., αp are the parameters of the model and ǫ is a
white noise error term. An MA model of order q is defined
as follows:
Yt = ǫt +
q∑
j=1
θjǫt−j (2)
where θ1, ..., θq are the parameters of the model and ǫt, ..., ǫ1
are again white noise error terms. Combining Equations (1)
and (2), an ARMA model of order (p, q) is written as follows:
Yt =
p∑
i=1
αiYt−i + ǫt +
q∑
j=1
θjǫt−j (3)
The error terms, ǫt, are generally assumed to be Gaussian i.i.d.
random variables with zero mean and constant variance.
C. Hierarchical Clustering
Clustering is an unsupervised learning technique. It groups
data objects in such a way that the objects in the same cluster
are more similar than are objects in different clusters. There
are a variety of clustering algorithms in the literature; popular
choices are hierarchical clustering and K-means [8]. In this
work, we use hierarchical clustering.
Hierarchical clustering creates a tree of clusters where the
root represents the set of all objects and each leaf represents
an individual object. In this work, we use bottom-up (agglom-
erative) strategy: starting at the leaves, clusters are merged
successively based on pairwise similarity between objects in
each cluster. The number of clusters at which merging stops
is a tunable parameter. When clustering time series, similarity
can be defined in terms of the metrics such as Euclidean or
Cosine distance. We use Euclidean distance for clustering, but
also make use of Cosine distance (as described below).
1 The Frobenius norm of an m × n matrix M is ||M ||F =qPm
i=1
Pn
j=1 M
2
ij
.
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Fig. 2: Example time series of video accesses: rarely-accessed (top row) and frequently-accessed (bottom row). The x axis is
time (in days) and the y axis is the number of daily views.
D. ROC Analysis
A Receiver Operating Characteristics (ROC) plot is a visual-
ization of the performance of a classifier. ROC graphs depict
the trade-off between true positives and false positives as a
detection threshold is varied. We mostly use standard ROC
analysis [6] with the only unusual aspect being the extension
to multi-class detection. Let c1, ..., cn be the classes to which
instances are to be mapped. For each class ci a separate ROC
plot is generated as follows: Any instance that is classified
ci is considered positive and any instance that is classified to
any other class is considered negative. Further discussion of
multi-class ROC plots is available in [6].
IV. FREQUENTLY ACCESSED VIDEOS
We these tools in hand, we can now describe our main
results. In this section we analyze frequently-accessed videos,
and in the next section we analyze rarely-accessed videos. As
mentioned above, frequently-accessed videos are those that are
continuously popular during the year, i.e. viewed almost every
day. For this analysis, we concentrate on the most popular
1000 videos as measured by the total number of views.
A. Characterization
Our characterization focuses on (1) understanding common
patterns in data, and (2) using that understanding as an aid to
prediction.
We observe that there are temporal correlations in our
frequently-accessed data set. By employing SVD, we decom-
pose the time series into their main constituents. Let X be
a 366 × 1000 matrix, where each column of X is a 366-
day time series of a video. Prior to SVD, we mean center
and normalize X as explained in Section III-A. Figure 3a
demonstrates the magnitudes of the singular values of X . In
this figure, it is seen that there is a knee around the 20th
singular value. To be more accurate, 88% of energy level is
achieved by largest 20 singular values, where total energy is
defined as a function of singular values, σ, of X as follows:∑366
i=1 σ
2
i . This suggests that there is a considerable structure
and only 20 principal components are enough to approximate
our collection of videos.
The largest three principal components are presented in the
top row of Figure 4. The first principal component shows a
steady increase during the year. The second principal com-
ponent shows increase until the middle of the year and then
decrease. The third component shows two fluctuations during
the year. One common behavior in these principal components
is that they all show distinct 7-day fluctuations.
In the next section, we show that this compact representation
helps efficiently predict the daily accesses that videos receive
in the future.
B. Forecasting
As described in Section III-B, one of the most popular
techniques for time series ARMA modeling. To assess the
utility of ARMA modeling for our data, we first apply this
method on each video individually. To set the order of the
model (p, q), we use one-day-ahead ARMA predictions with
order values ranging from (4, 4) to (12, 12). We find that (7, 7)
is the smallest order that yields good results. This suggests that
using observations of one week past is sufficient for modeling
the behavior of the next day. In fact, this is understandable in
light of the weekly fluctuations seen in our time series.
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Fig. 3: Video access characterization and forecasting accuracy.
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Fig. 4: The largest three principal components (upper) and their ARMA predictions (lower). The x axis is the time (in days)
and the y axis is the magnitude of the principal component.
For each time series, we use the first half of the year as the
training set for generating an ARMA model. Then for each of
the remaining 183 days, we forecast one day ahead.2
To define an error metric, let Xij be the true view count and
Xˆij be the predicted view count on day i for video j. Then,
average absolute relative error is defined as 1
N
∑N
j=1
|Xˆij−Xij |
Xij
and average root mean squared error (RMSE) is defined as
1
N
√∑N
j=1 (Xˆij −Xij)
2
, where N is the number of videos.
We find that ARMA modeling works successfully for fore-
casting future daily accesses. The dashed line in Figure 3b and
Figure 3c illustrate average absolute relative error, and average
RMSE, respectively. Errors are averaged over all videos from
day 184 to 366. The average absolute relative error is below
2 Note that forecasting more than one day ahead is possible, albeit with
less accuracy. We omit this analysis for lack of space.
0.15 and RMSE is below 200 for most days.
While this method shows good accuracy, its computational
cost is unfortunately high, and scales with the number of
videos to forecast, because it requires generating a model for
each video separately. Our strategy for making cost managable
combines the two observations made so far: approximation
via PCA and forecasting with ARMA models. Our approach
is to apply ARMA modeling on the principal components of
the data instead of the individual time series. In other words,
instead of directly forecasting the individual time series, we
forecast the principal components, an approach we call PC
forecasting. Just as for individual time series forecasting, in
PC forecasting we use the first 183 days as the training
set to generate ARMA models with order (7, 7) and predict
one-day ahead for the rest of the year. The bottom row
of Figure 4 shows the ARMA predictions of the first three
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Fig. 5: Examples of one-day ahead PC forecasting. Dashed lines are actual time series and solid lines are PC forecasts.
principal components. As can be seen, ARMA (7, 7) models
can accurately forecast the principal components.
However, our main goal is predicting not the principal
components but the original daily views. This requires trans-
forming PC forecasts into the individual forecasts. Let X1:t
be the rows of X from day 1 to day t and X˜1:t be the pre-
processed form of X1:t prior to SVD (see Section III-A).
X˜1:t is decomposed into its U1:t, Σ′, and V ′ after SVD is
applied. The columns of U1:t are the principal components of
matrix X˜1:t and U˜1:t represents the first 20 columns of U1:t.
Initially, an ARMA model is generated for each column of
U˜1:183. Then, by using these models, on any day t, U˜t+1 can
be computed. At this point, we can approximate X˜1:t+1 as
the product of U˜1:t+1Σ′V ′T . The last step is to reverse the
pre-processing prior to SVD, by converting X˜1:t+1 to X1:t+1.
Figure 5 shows some examples of time series and their PC
forecasts. It shows that PC forecasting can be very successful
in predicting the next day’s accesses. To obtain a sense of
overall error, Figures 3b and 3c compare the performance of
PC forecasting and individual forecasting. In both figures, the
dashed line represents the day by day error in individual fore-
casting and the solid line represents error in the PC forecasting.
The x-axis starts from day 184, since we start forecasting on
day 183. In Figure 3b, for both individual and PC forecasting,
the absolute relative error is quite low. The mean absolute
relative error is around 0.12 for individual forecasting and
0.14 for PC forecasting. Figure 3c shows the RMSE on each
day. The mean RMSE is about 130 for individual forecasting
and 117 for PC forecasting. These values are low given that
the daily views of the videos range between the scale of 104
- 107.
While the increase in error due to PC forecasting is small,
the improvement in scalability is large. PC forecasting requires
training only 20 ARMA models, a number that is not expected
to change significantly as the number of videos modeled
grows. Even for only 1000 videos, this is a considerable saving
in running time. For example, on a four processor 2.66GHz
Intel with 4GB of RAM, running 64-bit Linux, individual
forecasting takes 844 seconds, whereas PC forecasting takes
150 seconds to finish. Thus, for our set of 1000 videos, PC
forecasting is about 5.5 times faster than individual forecast-
ing.
In sum, we see that exploiting the structure inherent in the
data means that, instead of constructing thousands of ARMA
models, one only needs to construct a small number of models.
This provides a significant improvement in scalability, with
very little penalty in accuracy.
V. RARELY ACCESSED VIDEOS
Rarely-accessed videos are those that are viewed during
a small portion of the year, e.g. a couple of days, weeks
or months. Approximately 50,000 videos (half of the videos
in our data set) fall into this category. Among these 50,000
videos, we randomly choose 10,000 of them as the training
set and we use the remaining 40,000 videos as our test set for
the methods developed in the next sections.
A. Characterization
Rarely-accessed videos typically show short-time popularity
bursts. These bursts may occur for a variety of reasons
including information dissemination in social networks (since
YouTube is a socially-driven system, and its content can
be embedded in online social networking sites). For that
reason, identifying the shape of popularity bursts is particularly
important. Unlike the time series in the frequently-accessed
videos, PCA is not suitable for characterizing rarely-accessed
videos since these time series have large amount of zero-
valued daily views. Moreover, we are interested in the shape
of the bursts themselves instead of the principal components
that generate the time series. Hence, in order to reveal these
shapes, we use turn to a different dimensionality-reduction
method: clustering.
Before clustering, we extract a time window of 64 days
from each video around its maximum daily view. We select
the maximum (peak) value of each time series as its central
value and take the first 31 values before and 32 values after
the center, so that maximum value of all time series appears
on day 32. Moreover, we normalize each time series by its
maximum value so that all maximum values are equal to 1.
After this preprocessing, we cluster time series using hierar-
chical clustering with the Euclidean distance metric. In order
to choose the right number of clusters, we look at how the
average standard deviation of time series in the same cluster
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Fig. 6: Average within-cluster standard deviation vs. number
of clusters.
varies with different numbers of clusters. Figure 6 shows that
approximately 10 clusters are enough to achieve relatively low
clustering error.
We use our training set of 10,000 time series to extract
the clusters. In Figure 7, the solid lines are the mean of each
cluster and the dashed lines show ± one standard deviation.
These clusters represent the shapes of typical bursts in video
views. For example, clusters 2, 1, and 4 represent videos
that are popular only during a couple of days, one week and
one month, respectively. In cluster 5, the constant zero views
after day 32 may reflect the removal of video from YouTube.
Likewise, cluster 7 may represent the group of videos which
receives the largest number of views on the day it is uploaded.
Unlike other clusters, 10 shows a more stable popularity with
only weekly fluctuations. Another notable property is that
many of the clusters are approximately pairwise reflections.
Clusters 5 and 7, 6 and 8, and 4 and 9 are examples of pairwise
reflections. In the next section, we use these clusters as the
base models for predicting the future number of daily views
for individual videos.
B. Forecasting
In order to use these clusters as a basis for forecasting, we
adopt a two-step process. The first step is to map the video
to one of the clusters introduced above and the second step is
to predict the next day view count based on the mean of the
mapped cluster.
1) Mapping to Clusters: Let A be the time series of daily
views vector of video x, and let A1:t denote the portion of
this time series from day 1 to day t. Our aim is to forecast the
number of views that the video x will receive on day t + 1,
denoted by At+1.
In order to predict At+1, we start by mapping x to one
of the clusters. Let Y be the mean time series of the cluster
ci. Because of the normalization applied to time series before
clustering, Y and A will typically be of different scale. Hence
we can not simply map A1:t to the cluster whose mean time
series returns the minimum Euclidean distance. Instead, we
use a metric that is insensitive to absolute magnitude: cosine
distance. Treating A1:t and Y1:t as two vectors in t-dimensions
we calculate the angle between them, θi, via the following
equation:
θi = arccos (
A1:t
|A1:t|
×
Y T1:t
|Y1:t|
) (4)
Given the angle between A1:t and Y1:t for each cluster, we
seek the cluster to which video x most likely belongs. In order
to do that, we use a likelihood ratio test. First, for each cluster,
we construct the empirical distribution of the angle between
the mean of the cluster and each training set time series
mapped to it. Likewise, we also construct the distribution of
the angles between the mean of the cluster and each training
set time series that is not mapped to it. Then, given a video
that has angle α with cluster ci, we compute the likelihood
ratio for assigning the video to that cluster as:
l(i, α) =
p(v has angle α with the mean of ci | v ∈ ci)
p(v has angle α with the mean of ci | v 6∈ ci)
(5)
Having computed likelihood ratios for all clusters, we assign
video x to the cluster ci that maximizes l(i, α).
For any given video, cluster assignment based on Equa-
tion (5) can be be performed for each day t. However, as new
daily view values become known, the cluster that a video is
mapped to may change. In particular when t is small the results
of the likelihood ratio test may not be reliable, resulting in a
high false positive rate. To address this, we can put a threshold
τ on l(i, α) values so that any cluster which returns a value of
l(i, α) less than τ is considered to be an unreliable mapping
and can be ignored. We would like to compute values of τ
such that for any mapping, the false positive rate is below
some acceptable limit; in what follows, we choose the false
positive rate limit to be 0.1. The appropriate value of τ will
vary with t since as more daily views become known, mapping
becomes more accurate. The goal is to bound the false alarm
rate, which is most likely to be large for small t.
To compute the proper threshold τ , we use ROC analysis.
For a given cluster ci and threshold τ , the videos whose true
cluster is ci are the set of total positives (having size P )
and those whose true cluster is not ci constitute the set of
total negatives (having size N ). As already mentioned, videos
having l(i, α) values less than the corresponding τ are not
mapped to cluster ci, even if ci is the cluster that maximizes
l(i, α) — i.e., such videos are ignored because insufficient
evidence exists to map them to any cluster. Among those that
have l(i, α) ≥ τ , the videos whose true clusters are ci form
the set of true positives (having size TP ) and those whose true
clusters are not ci, are the set of false positives (of size FP ).
Then true positive rate tp is TP/P , and the false positive rate
fp is FP/N .
Figure 8 shows the ROC graphs for clusters 6, 8 and 10 as
an example. In each ROC plot, there are curves for t values of
5, 25, 30, 35, and 60. Each point on a curve uses a different
value of τ ; values of τ vary from 0 to 10. The figure shows
that as t increases the ratio tp/fp increases, confirming that
more accurate mapping is possible with increasing t. By using
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Fig. 8: ROC plot examples for cluster 6 (left), 8 (middle) and 10 (right).
this style of ROC analysis for each cluster ci and day t, we
find the threshold value τ that limits the fp rate to be less
than 0.1.
Having extracted the appropriate threshold values via ROC
analysis, we can now map each video to the cluster that
yields the maximum likelihood ratio among all those that are
above thresholds. Figure 9a shows the percentage of correct
mappings of videos to clusters. The x-axis is t, the number
of days used for prediction. The solid line corresponds to the
training set and the dashed line to the test set. The percentage
of correct predictions starts around 10% when we only use the
first 5 days of video access counts, and increases up to 90%
when most of the time series is used.
We consider a particularly important problem to be com-
puting a forecast for a video’s access count just before its
peak. Around day 32, the percentage of correct predictions is
around 45%. This is in fact a reasonable success rate for a
couple of reasons. First of all, given that we have 10 clusters,
random assignment would yield a success rate of only 10%.
More importantly, the main reason for the observed success
rate is similarity between cluster shapes. For instance, clusters
1, 4 and 7 show very similar trends up until day 32, and are
clearly distinguishable from each other only after day 32. The
same situation holds for clusters 5, 6, and 10 and also for
clusters 8 and 9. Thus, for any t < 32 it is reasonable that
a video that belongs to cluster 1 may be mapped to cluster
4 or 7. Since we are interested in one-day-ahead forecasting,
incorrect mappings to clusters with the similar shape up to the
current day does not strongly affect forecasting success.
2) Next Day Forecasting: After mapping video x to cluster
ci on day t, the next step is predicting the number of views of
the next day (At+1) by using the scaled mean of the cluster
ci, i.e. Y . Note that Y is computed from the time series which
are normalized by their maximum values. Thus the daily view
values of Y are in range [0,1], whereas the daily view values
in A1:t are the true number of views. In order to bring Y and
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Fig. 9: Success rate and resulting forecasting error for cluster mapping.
A to the same scale, we need to estimate a scaling factor.
This scaling factor is calculated by using the least squares
approach. The scaling factor is a constant a that minimizes
||Y1:t − aA1:t||2. Having found the scaling factor a, At+1 is
then predicted as At+1 = Yt+1/a.
Figure 10 shows some examples of the original videos and
their predictions for different values of t. In the figure, the
dashed line is the original time series and the solid line is its
prediction. The dot indicates the day on which the forecasting
was done. The forecasts are done on day 25, 30 and 35 from
top to bottom row respectively. In the figure, instead of only
one day ahead forecasting, the examples show the prediction of
the rest of the time series, i.e. 64−t day ahead forecasting. This
results in a less accurate forecasting compared to the one-day
ahead version in which we compute a new cluster and scaling
factor on each day. However, even with this less-accurate
version of forecasting, Figure 10 illustrates the success of our
forecasting method.
Finally, Figures 9b and 9c show the performance of one-
day ahead forecasts in terms of mean absolute relative error
and RMSE for both the training and the test sets. The figure
shows that the days around the peak value are the most
difficult to predict accurately. This is to be expected, as
the cluster standard deviation is typically higher around the
peaks (see Figure 7). The average absolute relative error is
0.56 and 0.65 for training and test sets, respectively. Given
that the videos in the test set are not used for constructing
the clusters, generating the ROC curves, or computing the
thresholds, absolute relative error difference of 0.09 is very
low. The average RMSE is 50 and 29 for training and test
sets, respectively. The lower RMSE in test set is due to the
fact that there are more videos in test set (40,000) than in the
training set (10,000) and the few outlier videos that do not fit
well in the clusters are averaged out in the test set.
VI. RELATED WORK
Our works relates to a broad spectrum of topics, from
workload characterization to compact representation of large
data streams. In this section, we briefly mention related work
on these topics.
A number of studies have examined the characteristics of
user-generated video sharing systems. Among these studies,
some specifically focus on YouTube [2], [3], [4], [7]. In [2],
Cha et al. analyze the popularity distribution of YouTube
videos and how users’ requests are distributed across popular
and unpopular videos. They also analyze the popularity evo-
lution of videos, i.e., the change in popularity as the videos
get older. They show that an unpopular video is unlikely
to get popular as it ages. Based on these observations, they
suggest that future popularity of videos could be predicted
but do not provide a way doing so. In [3], Cheng et al.
study statistical properties of YouTube videos such as the
distribution across different video categories (e.g. music, sports
etc.), video lengths, active life span of videos, and growth trend
in uploading new videos. One finding in that paper related to
ours is that most videos have a short active life span. This is
consistent with the fact that almost 50% of the videos in our
dataset are in the rarely accessed category. In [7], Gill et al.
characterize YouTube usage from an edge network perspective
by studying characteristics such as file size, video durations,
video bit rates and usage patterns within a campus network.
Our work differs from these works in several aspects.
First, we use a complete and global dataset observed at
YouTube servers. Our collection of videos is not biased by the
recommendation system of YouTube, a specific group of users,
or video categories (e.g. entertainment or sports). Second, our
work does not depend on meta information, such as the long it
has been since the video was uploaded, its rankings, etc. Most
importantly, these previous studies do not propose a framework
that can be used for quantitative forecasting.
There are also studies that focus on the social networking
aspects of YouTube. In [4] Cheng et al. propose a peer-to-peer
short video sharing framework that leverages social networks.
In [5], Crane et al. investigate how a social system responds
to bursts of exogenous and endogenous activity by using the
time series of daily views of YouTube videos, and they find
four different shapes for bursts. Their models are relatively
simple compared to our clustering-based results, which reveal
more complex shapes.
Finally, another set of related work concerns representing
large data streams with smaller-sized approximations. This
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Fig. 10: Prediction Examples: x axis is time in days and y axis is the number of daily accesses. The dot corresponds to the
day on which forecasting is made.
is a well studied topic with wide application in the field of
data mining. Two typical examples are [11] in which Korn
et al. use SVD for data compression of large data sets, and
[12] in which Papadimitriou et al. summarize the key trends
in data streams by extracting their principal components. In
both cases, however, these results are not used as tool for
forecasting, but rather as a general form of data compression.
VII. CONCLUSION
In this paper, we have analyzed a large dataset consisting
of daily access counts of hundreds of thousands of YouTube
videos. We find that there are two types of videos: those show-
ing rapid changes in popularity, and those that are consistently
popular over long time periods. Our study shows that, for both
types of videos, there are relatively simple models that can
describe the daily access patterns and these simple models
can be effectively used to predict the number of accesses
that a video will have in the near future. We show that for
frequently-accessed videos, daily access patterns can be ex-
tracted via principal component analysis, and used efficiently
for forecasting via autoregressive models. For rarely-accessed
videos, we demonstrate a clustering method that allows one to
classify bursts of popularity and use this clustering with ROC
analysis for forecasting. Keeping in mind the importance of
video-sharing as a traffic driver and workload type in today’s
Internet, our results represent a useful step towards efficient
and effective forecasting for video-sharing sites.
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