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ABSTRACT 
 
Nonlinear dynamics of two biomolecules is studied. These are a 
microtubule and DNA molecule. Two mathematical procedures are 
explained, yielding to three kinds of solitary waves moving through the 
systems. These waves are kinks, modulated solitary waves called 
breathers and bell-type solitons. 
 
1. Introduction 
 
Biomolecules are nonlinear systems due to inevitable presence of weak 
chemical bonds. Namely, strong interactions yield to small amplitudes 
and we can assume that intensities of attractive and repulsive forces are 
equal. This means that these interactions can be modelled by harmonic 
potential energies, i.e. by functions of the type 2)( kxxf  , where 
const.k  Its first derivative is a force, obviously a linear function, 
which brings about a linear differential equation (DE). As for weak 
interactions, they should be modelled by enharmonic potential energies, 
which yield to nonlinear DEs. 
Two examples are studied in this article. These are microtubule 
(MT) and DNA. The structure of DNA is known. It consists of two 
mutually interacting strands. Each strand is a series of covalently 
interacting nucleotides. A covalent bond is the strongest chemical 
interaction, which means that the strands are linear structures.  
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The strands are connected by weak hydrogen interactions and, of course, 
DNA as a whole is a nonlinear system. 
MT is a long hollow cylindrical polymer structure that spreads 
between a nucleus and cell membrane [1,2]. Its surface is usually formed 
out of 13 long structures called protofilaments (PFs), as shown in Fig. 1. 
Each PF represents a series of electric dipoles called dimers, whose mass 
and length are m = 1.8 x 10
-22 
kg and l = 8nm, respectively [3,4]. The 
lengths of MTs vary from a few hundred nanometers up to meters in long 
nerve axons [5]. The longitudinal, tangential and radial components of 
electric dipole moment are: 337Debyezp  , 198Debyep   and 
1669Debyerp   , respectively [6]. Hence, zp  is in the direction of MT. 
 
 
 
Fig. 1. Microtubule 
 
A head-to-tail binding of dimers, resulting in PFs, appear to be much 
stronger than those between adjacent PFs [7,8]. This means that a single 
PF can be seen as a linear system and modelled by the harmonic potential 
energy. On the other hand, the interaction with the remaining dimers is 
usually modelled by the function of the type cxbxaxxF  42)( , 
where 0a , 0b  and 0c  are assumed. For 0c , the function 
)(xF  is symmetric, corresponding to so-called W-potential energy. 
Therefore, MT as a whole is a nonlinear system.  
It was pointed out that the two biological systems are studied in this 
paper. To model them, two mathematical procedures will be used. They 
are semi-discrete approximation (SDA) and continuum approximation 
(CA). The combinations MT-SDA and DNA-CA are explained in 
Sections 2 and 3, respectively. In Section 4, we deal with DNA-RNA 
transcription, where SDA is used, while Section 5 is devoted to 
concluding remarks. It is interesting that the final results, i.e. the 
solutions of the mentioned DEs, depend on the used mathematical 
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method rather than on the studied system. The SDA yields to modulated 
solitary waves called breathers, while the common solution 
corresponding to the CA is a kink soliton, or kink for short.  
A general procedure is equal for both systems and both mathematical 
procedures. The first step is Hamiltonian. This is nothing but a collection 
of energies, describing existing interactions. We use generalized 
coordinates and well-known Hamilton`s equations to obtain dynamical 
equation of motion. The terms in this equation are forces. Finally, we 
solve this equation using aforementioned mathematical approximations. 
 
2. Tangential model of microtubules and semi-discrete 
approximation 
 
There are a couple of models describing nonlinear MT dynamics. 
Depending on a coordinate which determines a dimer`s displacement 
they can be either longitudinal or angular. Of course, two component 
models are also possible. We can monitor a certain evolution of the 
models through papers [9-17]. Ref. [9] describes the first model, a 
longitudinal one, where W-potential energy was introduced. Its improved 
version, which we call u-model, was described in Refs. [10-12]. It was 
shown that Morse potential may be used instead of the W-one [13]. An 
angular so-called  -model, that does not comprise the W-potential 
energy, was introduced in Refs. [14] and [15], while its improved 
version, including this term, is called a general model [16].  
This section is based on a recently introduced two component model 
that we call a tangential model (TM) [17]. The first that should be 
clarified is the W-potential energy, modelled by the function )(xF , as 
explained above. This function obviously has two minima, which means 
that there are two directions of electric field around which the dimer can 
oscillate. Let the appropriate electric field strengths be 1E

 and 2E

. A 
resultant internal electric field 1 2E E E  , coming from all dimers, is in 
the direction of MT. In principle, the dimer can oscillate around this 
direction, but any displacement would move it towards the directions of 
either 1E

 or 2E

. This means that the dimer’s position in the direction of 
E

 is not stable and corresponds to the maximum of the W-potential 
energy. 
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Fig. 2 shows oscillation of the dimer around 1E

 only. The orientation 
of this field is determined by 001   , which is the angle between the 
direction of the PF and 1E

. A coordinate determining a displacement 
from the direction of 1E

 is  , while the dimer`s position with respect to 
the direction of the PF is  . It is obvious that  
 
  0  . (1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. A schematic representation of the dimer’s oscillation 
 
The three components of the electric dipole moment of the single 
dimer were defined above. They are in the direction of the MT ( zp

), 
radial direction (
rp ) and in tangential one ( p ). The model assumes that 
oscillation of the dimer is in the tangential, that is z   plane, which 
means that 021  EpEp rr

 and the relevant moment, used in this 
paper, is 
2 2 391Debyezp p p    [17]. 
The Hamiltonian for a MT can be written as [17] 
  





 
n
nnnnnnn pEC
BAkI
H  cos
4222
1
422
1
2 , (2) 
where n determines a position of the dimer. The first term is kinetic 
energy, the dot means the first derivative with respect to time and 
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I  is a moment of inertia of a single dimer. The second term is the 
potential energy of the interaction between adjacent dimers belonging to 
the same PF in the nearest neighbour approximation, where k  
is the inter-dimer stiffness parameter. The next three terms in Eq. (2) 
represent a non-symmetric W-potential energy, where 0A , 0B  and 
0C  are assumed. This potential determines the directions around 
which the dimer can oscillate. The very last term in Eq. (2) comes from 
the fact that the dimer is an electric dipole existing in the field of all other 
dimers. Of course, p  is an electric dipole moment, while 1E  is our 
arbitrary choice. It is assumed that 0p  and 01 E . 
From Eqs. (1) and (2) and using generalized coordinate nnq   and 
momentum nn Ip  ,  as well as Hamilton’s equations of motion 
n n
q H p   , n np H q   , we straightforwardly obtain the following 
dynamical equation of motion: 
  0
3
0
2
0011 2 DBCAkI nnnnnnn    , (3) 
where 1
2
00 3 pEBAA   , 610 pEBB  , 00 3 BC   and 
0
3
000  CBAD   [17].  
As was mentioned above, we solve Eq. (3) using the SDA [18]. This 
mathematical procedure was explained including a lot of details in Ref. 
[19]. Its mathematical basis is a multiple-scale method or a derivative-
expansion method [20,21]. 
According to the SDA, we assume small oscillations, i.e. 
n n   ,     1 ,  (4) 
 which changes Eq. (3) into 
  30
22
0011 2 nnnnnnn BCAkI    . (5) 
A key point in the procedure is that we expect the solution to be a 
modulated wave, i.e. in the form  
  )O(cc)()()()(Φ 2220    nn iin eFFeFt , (6) 
),( tnl   ,        tnqln   ,  (7) 
where ( )F   and nie   represent an envelope and a carrier components, 
respectively. The function nie
  obviously includes discreteness, while the 
envelope will be treated in a continuum limit. As the frequency of the 
carrier wave is much higher than the frequency of the envelope, we need 
two time scales, t  and t , for those two functions. Of course, the same 
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holds for the coordinate scales. In Eqs. (6) and (7),   is the optical 
frequency of the linear approximation, 2q  is the wave number, cc 
stands for complex conjugate terms and 0F  is real.  
A rather tedious mathematics [17] shows that the functions 0F  and 2F  
can be expressed through F , that is 
2
0 =F F  and 
2
2 =F F , while F  is 
a solution of nonlinear Schrödinger equation (NLSE). The expressions 
for   and   are given in Ref. [17]. All this brings about a final result 








 





 

L
tVnl
Atnl
L
tVnl
At een sech)cos(sech2)(     
             









 ))(2cos(
2
tnl

, (8) 
where 
ege UVV  ,            
   









 ge qV
Pq
qq
P
U 

 2
12
1
1
. (9) 
The parameters P  and Q  are the dispersion coefficient and coefficient of 
nonlinearity, respectively. They are given in Ref. [17], as well as the 
expressions for A , L ,   and  . The second expression in Eq. (9) was 
obtained based on the idea of a coherent mode (CM) [15,17], assuming 
that the envelope and carrier wave velocities are equal, that is eV . 
Due to the equality of these velocities, the function )(tn  is the same at 
any position n. This tempting idea has been used for years. However, 
recent numerical calculations show that this might not always be the case 
[17]. This interesting problem certainly requires further research. The 
meaning of the parameter   was explained in Ref. [15]. Its allowed 
interval is   
5.00  .  (10) 
To plot the function )(tn  the values of all parameters should be 
known or estimated. This rather tedious job was performed in Ref. [17]. 
The function is shown in Fig. 3 for a certain allowed combination of the 
parameters. This is obviously a localized modulated wave. One can see 
that, for the chosen values of the parameters, the angle   takes the 
values from about  6  to 8 , while the wave covers about 112 dimers. 
The solitonic speed, corresponding to this example, is sm445eV  [17]. 
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Fig. 3. The function )(tn  as a function of n  for ns50t , eV12k , 
lq 7  and 495.0 . The CM is assumed 
     
As a conclusion, we should point out that the model explained here is 
a two component one in a sense that the variable   describes the 
oscillation of the dimer around the direction of the electric field, while   
determines the orientation of the field. The used SDA assumes a 
continuum limit [17]. A question if MT is predominantly discrete or 
continuum system was studied in Ref. [22]. 
The model explained here is obviously a mechanical one, but this does 
not mean that MTs are mechanical systems only. There are experiments 
which indicate electrodynamic activity of variety of cells in the 
frequency region from kHz to GHz, expecting MTs to be the source of 
this activity [4,23]. Therefore, MTs are both mechanical and electrical 
systems and, regarding their modelling, the best that should be done is to 
work towards more component models taking both characteristics into 
consideration. One such attempt is the model introduced in Ref. [24].  
 MTs can also be modelled as nonlinear RLC transmission lines [25-
27]. Electrical activities of MTs are very important in fighting some 
diseases [28]. It is known that MTs can behave as biomolecular 
transistors capable of amplifying electrical information [29]. This may 
affect some crucial neuronal computational capabilities, such as memory 
and consciousness [29,30]. 
 Finally, it might be interesting to mention kinocilium, a component of 
vestibular hair cells of the inner ear, comprising 10 pairs of MTs [31]. 
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This is a sensory apparatus that receives the environmental signals and 
transmit them via collectively excited conformational changes in MTs 
[31]. Of course, this is possible due to the fact that MTs are capable of 
specific type of wave propagation, as explained above. 
  
 
3. Kinks and bell-type solitons in DNA 
 
There are a lot of models describing complex DNA dynamics [32,33]. 
The first nonlinear one was introduced in 1980, suggesting that nonlinear 
effects may focus the vibration energy of DNA into localized soliton-like 
excitations [34].  
In this section, we rely on the well-known helicoidal Peyrard-Bishop 
(HPB) model for DNA dynamics [19,35]. This is an extended version of 
the PB model, which does not take helicoidal structure into consideration 
[36]. It might be important to mention that, in some papers, the HPB 
model is called Peyrard-Bishop-Dauxois (PBD) model. However, there is 
a similar model [37,38] called the PBD one and, consequently, it is more 
convenient to name it the HPB model. 
As was explained above, the first step is Hamiltonian, from which we 
obtain the dynamical equation of motion. In Section 2, we demonstrated 
the SDA for solving it, the method that has been used for years to study 
DNA dynamics [19,35]. However, the CA was used recently [39] and 
this is what we explain in this section.   
Fig. 4 shows a segment of DNA chain. Interactions along the strands 
are strong and the longitudinal displacements are neglected. The relevant 
ones at the position n are 
nu  and nv , obviously along the weak hydrogen 
bonds. Keeping all this in mind, we can write the Hamiltonian as 
[19,35,39] 




  ])()[(
2
)(
2
2
1
2
1
22
nnnnnn vvuu
k
vu
m
H         
        



 
2)(22 ]1[])()[(
2
nn vua
hnnhnn eDvuvu
K
, (11)  
where kg104.5 25m  is the average nucleotide mass, a dot means the 
first derivative with respect to time, the parameters k  and K  are 
coupling constants of the harmonic longitudinal and helicoidal springs, 
respectively. The first term obviously represents kinetic energy, the 
 
 
 
 
168 S. ZDRAVKOVIĆ 
second one is the potential energy of the covalent bond, while the third 
term describes helicoidal interactions. Namely, due to the helicoidal 
structure, a nucleotide belonging to one strand at the position n  comes 
close to the hn   nucleotide from the other strand. We assume 5h  
because the helix has a helical pitch of about 10 base pairs per turn [40]. 
The last term in Eq. (11) is Morse potential energy, describing the weak 
interaction, where the parameters D  and a  are the depth and inverse 
width of the Morse potential well, respectively. 
 
Fig. 4. A short portion of DNA molecule 
 
It is convenient to introduce new coordinates ( ) / 2n n nx u v   and 
2/)( nnn vuy  , representing the in-phase and out-of-phase 
transversal displacements, respectively. In other words, ( )nx t  describes 
oscillation of the centre of mass of the nucleotide pair, while )(tyn  
represents their stretching. From a point of view of DNA activity 
(breathing, transcription, replication,…) the pair stretching is crucial, 
which means that we should see DNA molecule as a collection of 
nucleotide pairs rather than a collection of single nucleotides. 
As was explained above, we use Eq. (11) and the Hamilton`s 
equations of motion, which brings about the following two completely 
decoupled dynamical equations of motion [19,35,39] 
1 1( 2 ) ( 2 )n n n n n h n h nmx k x x x K x x x         , (12) 
)2()2( 11 nhnhnnnnn yyyKyyykym       
          
2 2
2 2 ( 1)n n
a y a y
aD e e
   . (13) 
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The first dynamical equation is a standard linear discrete equation, whose 
solution is a linear wave (phonon). So, in what follows, we solve Eq. (13) 
to which we add a viscosity force 
ny  on the right side, where   is a 
viscosity coefficient [9,39,41-44]. We use both the CA ),()( txytyn   
and appropriate series expansions, which yields to the following 
nonlinear partial DE  
  02
2
2
22
2
2









t
y
ByAy
x
y
Khkl
t
y
m  , (14) 
where 

A4.3l  is a distance between the two neighbouring nucleotides 
in the same strand,  DaKA 24   and DaB 326  [39]. 
It is well known that, for a given wave equation, a travelling wave 
)(y  is a solution which depends upon x  and t  through a unified 
variable tx   , where   and   are constants. This brings about 
the following ordinary DE [39] 
02   ,        d d    , (15) 
where 
)( BAy  ,  
 
A
Khklm 2222 


 ,  
A

  . (16) 
     There are many procedures for solving Eq. (15). Some of them are: 
standard procedure [9,45], modified extended tanh-function (METHF) 
method [46-48], method of factorization [49-51], procedure based on 
Jacobian elliptic functions [52,53], the simplest equation method (SEM) 
[54-56], modified SEM [57],
 
exponential function procedure [58,59],  
( GG )-expansion method [60,61], etc. Except the standard procedure 
and method of factorization, in all mentioned methods the function   is 
expected to be a seriеs of known functions. However, the series 
expansion in terms of unknown functions is also possible [62,63]. In this 
section, we explain METHF method, probably the simplest procedure 
representing series expansions in terms of known functions. According to 
this procedure, we look for possible solutions of Eq. (15) in the form  
 


M
i
i
i
i
i baa
1
0 ,   (17) 
where the function )(  is a solution of the well-known Riccati 
equation [46-48] 
2 b .  (18) 
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The parameters 
0a , ia , ib  and b  are real constants that should be 
determined, as well as the cut off integer M . One can easily show that, 
for Eq. (15), 2M  [39]. We are looking for the solutions having 
physical sense and assume 
 bb  tanh ,      0ib , (19) 
which is the solution of Eq. (18) for 0b . 
According to Eqs. (17) and (18), we obtain expressions for   ,    
and 2  and Eq. (15) becomes 00
4
4
3
3
2
21  AAAAA , 
where 
iA , 0,...,4i  , are coefficients depending on the parameters b , 
0a , 1a , 2a  and   [39]. Of course, this equation is satisfied if all these 
coefficients are simultaneously equal to zero, which gives a system of 
five equations. This system brings about the following two solutions [39]  
41)1(0 a , 256
2)1(   , 43)2(0 a , 256
2)2(   , )(
)(
2 6
iia  ,(20) 
while the remaining parameters are common for both of them, i.e.  
5
6
1

a ,        0
144
25
2


b . (21) 
Finally, according to Eqs. (17), (19), (20) and (21), we easily obtain the 
solutions we are looking for 
 ww 21 tanhtanh21
4
1
)(  ,   ww 22 tanhtanh23
4
1
)(  ,(22) 
where )12(5 w . These functions are shown in Fig. 5 for 125 . 
Numerically and analytically derived kink profiles nicely fit to each 
other. The numerical solutions were generated applying the simple 
Runge-Kutta procedure to Eq. (15), which was firstly transformed into 
the set of two ordinary first order DEs [56]. One can show that 1  
describes a supersonic kink, while 2  corresponds to subsonic one [39]. 
This is related to the parameter  . Namely, Eq. (16) can be written as  
  AcVm 222   ,        mKhklc 222  , (23) 
where V  and c  are the solitonic and linear sound velocities, 
respectively. As A  in Eq. (23) is positive, we conclude that the negative 
  corresponds to the subsonic soliton and vice versa. Some estimations 
of the velocities V  and c  can be found in Ref. [39]. 
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Fig. 5. Solutions )(1   (blue) and )(2   (red) for 125 . The solid 
and dotted lines correspond to the numerically and analytically derived 
kinks, respectively 
 
     It might be interesting to study the solutions of Eq. (15) when 
viscosity is neglected. Applying the same procedure as above for 0  
we obtain the following two solutions [39] 
















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)1(
2
2
10
2
3
tanh31
2
1
)(
a
,       0)1(2 a , (24) 
















 
)2(
2
2
20
2
3
tanh1
2
3
)(
a
,         0)2(2 a . (25) 
Obviously, these solutions are expressed through the parameters )1(2a  and 
)2(
2a , and they are shown for 
(1) (2)
2 2 3 2a a    in Fig. 6. These are bell-
type solitons. The numerical solutions were generated applying the same 
procedure as for Fig. 5. The functions )(10   and )(20   represent the 
supersonic and subsonic solitons, respectively. 
What has been shown so far is that the kinks and bell-type solitons 
may exist in DNA under certain conditions. A key question is which one 
really, or, at least, very likely exists. In other words, we should deal with 
stability of the mentioned solutions. We have performed a series of 
numerical simulations of Eq. (13) with and without viscosity term [39]. 
Eqs. (22), (24) and (25) represent initial conditions and the system was 
checked during 10ps  [39].  Fig. 7 shows the function )(1 y  
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corresponding, of course, to )(1   in Fig. 5. The function )(2 y  is 
almost indistinguishable from )(1 y , as expected from Fig. 5. Basically, 
this numerical solution matches analytical one but the obtained kink 
decreases in time. 
 
 
Fig. 6. Solutions )(10   (blue) and )(20   (red) for 23
)(
2 
ia , 2,1i . 
The solid and dotted lines correspond to the numerically and analytically 
derived solitons, respectively 
      
 
Fig. 7. Solution )(1 y  for 
122.8 10 kg s    
 
When viscosity is neglected, the solutions (24) and (25) completely 
change their structures in time. An example is shown in Fig. 8. The 
solution 
20( )y  , as well as 10 ( )y  , is obviously unstable. This should not 
bother us because these functions describe non-realistic case when 
viscosity is neglected. Therefore, if we compare Figs. 7 and 8 we can 
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conclude that the solitons )(1 y  and 2( )y   are acceptable, while 10 ( )y   
and 
20( )y   are not. This certainly shows that viscosity is crucial for the 
wave stability. However, our positive attitude towards Fig. 7 should be 
discussed. First of all, the soliton decreases in time, which means that it 
is not stable, at least it is not mathematically stable. However, it exists 
during a certain period of time and, from biological point of view, a 
question is if it can perform a required biological task during its lifetime. 
Let us assume that the kink 1y  lives about ps5.1 , which is suggested by 
Fig. 7. Its speed was estimated to be sm13502 V  [39]. During this 
period of time the kink passes over the distance of about 6 nucleotide 
pairs. This value can be compared with the experimental value for 
RNA:DNA hybrid, which is about 8 pairs [64]. These two values match 
rather well, which means that the kinks )(1 y  and 2( )y   are biologically 
acceptable. We are going to return to the RNA:DNA hybrid in the next 
section. 
 
Fig. 8. Solution 
20( )y    
    
4. Demodulated standing solitary wave and DNA-RNA transcription 
 
In the previous two sections, we studied two biological systems and two 
mathematical methods. The combinations were MT-breather and DNA-
kink. In this section, we study DNA using the SDA, i.e. the combination 
DNA-breather. Our goal is to study DNA-RNA transcription and it 
turned out that it may be possible within the idea of existence of the 
breathers in the chain [65].  We rely on the HPB model again and follow 
Ref. [65]. 
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    It is known that the transcription occurs at the segments of DNA chain 
that are surrounded by RNA polymerase molecules (RNAP), which is 
shown in Fig. 9 [66,67]. Let us call these segments transcription 
segments (TSs). One can see that one of the two DNA strands serves as a 
template for synthesis of a new RNA strand. It is important to know that 
the transcription is possible because DNA molecule opens locally at 
these segments, which implies significantly smaller coupling between 
base pairs. It was shown that the local opening could be seen as DNA 
breathing mode with extremely high amplitude [68], which, otherwise, 
can be conceived as a resonance mode [69].   
 
 
Fig. 9. DNA-RNA transcription (Taken from Ref. [66]). 
 
The main goal of this section is to study DNA breathing at TSs in the 
context of two ideas. We explain why it would be biologically 
convenient if the soliton were demodulated at TSs. Our second idea is 
that the soliton becomes a standing one at the TSs. Hence, we can talk of 
demodulated standing solitary (DSS) mode. We believe that this mode 
decreases probability for genetic mistakes and yields to successful 
transcription. 
Therefore, we deal with DNA and Eqs. (11) and (13) hold again. We 
use the SDA explained in Section 2, which means that we assume small 
oscillations (
n ny   , 1 ) as well as Eqs. (6) and (7). The final 
result is the function  








 





 

L
tVnl
Atnl
L
tVnl
Aty een sech)cos(sech2)(   
             









 ))(2cos(
2
tnl

, (26) 
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which is, practically, the same as Eq. (8) except that )(tn  has been 
replaced by ( )ny t . Of course, the expressions for P , Q ,   and   are 
different and given in Ref. [65], while Eqs. (9) and (10) hold again. 
Let us get back to transcription and study a certain TS. When DNA 
gets copied into RNA, RNAP attaches itself to one of the two DNA 
strands, as shown in Fig. 9. This means that RNAP pulls nucleotides out 
of solution and form RNA according to DNA order of basis. Therefore, 
we can talk of DNA and RNA nucleotides.  
Let us concentrate on one DNA adenine, for example. Normally, it is 
bonded with DNA thymine belonging to other strand but also interacts 
with RNA nucleotides, as can be seen from Fig. 9. The final positioning 
of RNA nucleotides should be a certain copy of the DNA segment, which 
means that our DNA adenine should attract a certain RNA uracile and 
repel the remaining RNA nucleotides [65]. This can be efficiently done 
only if the DNA adenine is far enough from its DNA partner during 
transcription, which is really the case due to the local opening.   
We argued that the local opening is necessary but not sufficient 
condition for successful transcription [65]. The stretching of DNA, i.e. 
the distance between the DNA nucleotides belonging to the same pair, is 
described by Eq. (26). This obviously means that the respective DNA 
thymine and adenine are far from each other only during short periods of 
time and the chosen adenine does not have enough time to attract one 
RNA uracile. The carrier wave is crucial for soliton movement along 
DNA chain but is redundant when transcription occurs. Also, it makes 
sense to believe that only the envelope of Eq. (26) corresponds to local 
opening. All this suggests that the breather should be demodulated when 
it reaches a TS. This, practically, means that we should get rid of the 
cosine functions in Eq. (26), which means that the conditions 
0 ,             0  (27)  
should be satisfied at TSs [65]. A crucial question is how demodulation 
happens at these segments. A simple explanation is that RNAP changes 
chemical milieu for DNA nucleotides, i.e. the values of relevant 
parameters, especially D  and a , which yields to the values 
accommodating Eq. (27). That DNA surrounding, which is, practically, 
viscosity, can lead to demodulation was shown in Ref. [70]. This section 
could be understood as a mathematical analysis of this discovery. 
One more idea was suggested recently [65]. Both local opening and 
demodulation increases time during which the DNA and RNA 
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nucleotides interact. This is probably not enough but there is one more 
mechanism to increase this time. Namely, this time is bigger if the soliton 
velocity is smaller. Hence, biologically convenient soliton is the one 
which is as slow as possible at the TSs and we have proposed the idea 
that the soliton wave becomes a standing one at these segments. By the 
standing wave we assume the one for which the envelope velocity is 
equal to zero, that is 
0eV .   (28) 
There have been some suggestions how to experimentally determine 
the soliton speed, width and even its character [71,72]. They are based on 
micromanipulation experiments on the single DNA molecule [73-81]. 
Unfortunately, the expressions (27) and (28) have been neither approved 
nor disapproved so far. What theoreticians can do is to study if the DSS 
mode is possible [65]. In particular, we investigate if there exists a 
certain value of q  satisfying Eqs. (27) and (28). We introduce new 
parameters x  and p  defined as kxK   and pkDa 2  [65] and use 
5h , as explained earlier. Both x  and p  should be much less than one 
because k  determines the strong covalent interaction. There are a couple 
of requirements that should be satisfied, such as 5.0 , 0P , 0Q , 
etc. [65]. For each of them we find intervals for ql  satisfying it. For 
example, we plot the function )(qlP  for different values of x  and 
determine the accepted intervals for ql . In the end, we compare all these 
intervals and obtain the final result, which is [65] 











801for77.0
,501for81.047.0
,301for84.065.0
and578.0577.0
xql
xql
xql
ql
. (29) 
One can notice an extremely narrow interval for 301x . Such intervals 
do not exist for  7.391x  [65]. Also, the lower limit for ql  does not 
exist for 5.621x  [65].  
Two examples are shown in Fig. 10 for eV07.0D  and mN12k  
[19]. We see the demodulated waves whose amplitudes are  

A1.61 A  
and 

A6.12 A . The appropriate wave widths are l81   and 
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l8.72  , respectively [65]. This means that these waves cover about 8 
base pairs, which perfectly matches the experimental value for the 
DNA:RNA hybrid [64]. Notice close result regarding the kinks in the 
previous section. The big amplitudes are in agreement with the local 
opening of the chain. The solitons in Fig. 10 have almost equal widths 
but their amplitudes vary remarkably. This is so because the amplitude 
depends on the arbitrary and still unknown parameter k . An idea how to 
experimentally determine k  was offered in Ref. [65]. 
-4 -2 0 2 4
0
10
20
30
40
 
 
n 
y 
(Å
)
 
Fig. 10. Demodulated solitary wave for rad47.0ql , 501x  (blue) 
and rad15.0ql , 801x  (orange) 
 
Therefore, we showed that the values for ql , satisfying our postulates 
explained above,  exist. The results are in excellent agreement with the 
experimental values. A patient reader may have noticed that the big 
amplitudes are not in agreement with the HPB model, which assumes 
small amplitudes. This means that the used model predicts the local 
opening but is not adequate for quantitative analysis. Also, viscosity has 
been neglected in this section 
 
5. Conclusion 
Nonlinear dynamics of biological nanosystems is very interesting and 
developing branch of science. We here studied two of them and 
explained two mathematical methods. Nonlinearity has been manifested 
through the solitary waves.  
Internal structures of nucleotides and dimers were neglected. As these 
are relatively big particles, classical physics was used. However, if their 
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internal structures are taken into consideration then quantum mechanics 
becomes relevant. A common example could be ab initio calculations. 
Also, if we study charge transfer processes in these systems we should 
use quantum mechanical approach [82,83]. 
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