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Abstract
We consider null controllability of systems described by difference-
differential equations in a Banach Space with the controls norm confined to a
set which contains zero in its interior. A sufficient condition for exactly
null controllability is given. Furthermore, related results and applications
are discussed.
21. Introduction and preliminaries
There have been a good deal of research focused on the controllability
of linear control systems with delays. Most of them dealt with the problem
n
in R with the assumption that the admissible controls constitute a space,
that is, they are unconstrained. However, in practice, controls are usually
subject to physical limitations. Therefore, it is necessary to study
constrainted control problems. But until now, very few literatures have
ever appeared in discussing such problem in Rn (see, for example [21) and
to the author's knowledge, no result has been reported on the constrained
controllability of difference-differential equations in Banach space.
In this note we initiate such study.
The idea of our work comes from [2] where Chukwu showed that if the
uncontrolled system is uniformly asymptotically stable and completely
controllable when u is unconstrained, the system may be driven to zero by
means of a constrained control. Here, a result similar to Chukwu's is
obtained from a different approach such that the argument may be applied in
a general Banach Space setting.
We split this note into four parts. In the first part we prove the
uniqueness and existence of solutions of linear difference-differential
equations on Banach space. The work here is based on Datko [1]. With the
representation formula for the solutions of these equations in hand, ttiwe
derive a sufficient condition of exactly null-controllability. The last
two parts are devoted to discussion and comparisons with other results as
well as examples.
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Definition 1.1 X, U represent Banach spaces and the symbol L(U, X)
is defined to be the Banach space of all bounded linear operators from U
into X. R° represents the set of all nonnegative real numbers.
Definition 1.2 L2([o) t] U) is a Banach space of all equivalent classes
of Bochner square integrable functions from the interval [o, t] into U
with norm
Definition 1. 3
is an open ball around zero
in the Banach space X
Definition 1.4
is a Banach space with norm defined
by
where 0<hi <........<hm =h
1 m
Definition 1.5 A strongly continuous evolutionary process with exponential
growth is a family of mappings {T(t)} from R to L(X) X) with the
following properties:
(1) T(t+ s)= T(t) T(s) 0 s t
(ii) There exist constants M? 1 and w 0 such tha t
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(iii) T(t) is strongly continuous for t 0 and
T(t) = 0
for t 3
Definition 1.6 is an element
The following Theorem will be used or referred in the sequels.
Theorem 1.1 (The open mapping theorem)
Suppose
(a) X is an F-space,
(b) Y is an topological vector space,
(c) A: X Y is continuous and linear, and
(d) A(X) is of the second category in Y
Then
(i) fl(X) Y
(ii) A is an open mapping and
Y is an F-space.
(see, for example, [3]).
5For the purpose of developing a representation formula for the solution
of a differential-difference equation in a Banach space, we need a family of




where {T(t)} is a strongly continuous evolutionary process with
exponential growth
is a family of linear operators from
Such that
62. Representation for solutions of linear difference---differential
equations
We develop in this section a representation formula of solutions of
difference-differential equations on Banach space. Specifically, proposition
2. 1 states the properties of the family of Mappings {S(t)), and Theorem 2. 1
and 2.2 prove the uniqueness and the existence of solutions of linear
difference-differential equations. The presentation of the proof of these
two theorems are based on the work of Datko in [ii.
Proposition 2. 1
Let (O) E X, S(t) has the following properties:
(i) S(t)W) is continuous on [0, w)
c11) lim S(t)q (Q)= go)
Proof: By definition
For t s [0, h1], the second term of the equation vanishes. we have
S(tW0)= T(t) (0)
Thus properties (i) and (ii) of S comes from the corresponding
properties of T(t).
Suppose that for t [0, nhI, S(t) satisfies (i).
Consider
7The continuity of S follows from that of T and the integral.
QED.





X is Bochner.in.te rab le
We would like to prove the uniqueness of solutions of system (2.1).
The proof of the existence part may be found in [l]
Theorem 2.1




the system (2.2) has unique solution for all t > 0
8
Proof: Since T(t) is a strongly continuous evolutionary process with




We have, for all
for some (2.4)
Now, we would like to see the relationship between the initial function






( 2 . 5
F urther, from( 2 . 4 )




( 2 . 7
T his inequalityshows the relationshipbetweenthe ' one - step '
ahead solutionof system( 2 . 2 ) and its initial function.
C onsequently, we may chooseas the initial functionon [ 0 , h 1 ]
and solvethe integralequation( 2 . 2 a ) on [ hl , 2 h 1 ] .
S imilarly, we have, from( 2 . 7 ) that
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Suppose that there are two solutions of system (2.3), say x I (t)) and
x2(t, ). Then their difference x1(t, )- x2(t) also satisfies
(2.3) with zero initial function. The inequality (2.9) shows that
xl(t,¢)= x2(t) for all t 0
Q.E.1)
The following theorem gives an explicit representation of solutions of
system (2.2) which is the analogue of the representation of solutions
developed in finite dimensional setting.
Theorem 2.2
In terms of the family of mappings {S(t)} T2(X, X), all
solutions of (2.2) can be written in the form
for all t 0 (2.10)






We prove the theorem by induction
Hence the formula (2.10) is true for t [0, h1]
Now, observe that for
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(2.11)











after grouping terms, (2.14) becomes
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Hence (2.10) holds for all t s [0, (n+1)h,] and the proof is completed
QED.
The following corrollary is obtained immediately from Theorem 2.1 and
Theorem 2.2.
Corollary 2.1 Each solution of system (2.1) can be described uniquely
by the equation
where x(t, 0) is a solution of system (2.2)
and x(t, 0, f) is a solution of system (2.1)
with zero initial function.
QED.
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3. A sufficient condition for Exact null-controllabilit1
on Banach Space.
In this section a sufficient condition for Exactly null-controllability of
systems governed by differential equations with delays on Banach space is
established. The construction of such condition depends on the representation
formula of difference-integral equations developed in the last section.
However, we would like to see the relationship between the difference-
differential equations and the difference-integral equations first.
Consider the following control problem
(3. la)
(3. lb)
where A is the infinitesimal generator of a strongly continuous semi-group
{T(t)} on X Aj's are bounded operator on X and B is a bounded operator
from U to X, u: [0, oo) U is Bochner integrable,
When Ac L (X, X), (3. l.) is equivalent to the following system





where {T(t)} is a strongly continuous semi-group with A as its
infinitesimal generator.
If A is an unbounded operator, it can be shown that (see[ 1
Theorem 2.11) there exists a dense set D in X such that for D
and t? 0, the solutions of (3.2) are solutions of (3.1). Hence for
general purpose, we choose to work with system (3.2). From theorem 2.2,
we know that solutions of (3.2) may be written in the form
for all (3.3




Definition 3.1. Let Q be a non-empty subset of R0 and contains zero
in its interior. The controls u c L2([O) ti U) satisfy the condition
IJUJI E Q are called admissible at time t.
Definition 3.2. The reachable set of system (3.2) at time t is defined by
u aamisslble at time tt
Definition 3.3. The control system (3.2) is called Exactly null controllable if
there exists an admissible control u and t
0 such that x(t, u)= 0
for all dtd X.
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Lemma 3. 1 The mapping Ft : L2(0, t] U)X defined by
is a bounded operator
Proof: Taking X norm on both sides, we havE
Lne last inequality comes from Proposition 2.1.
QED
Lemma 3.2. If Range Ft= X, the bounded oDeratnr
is an open mapping,
Proof: Applying theorem 1. 1, the result follows immeci atA1,
QED.
Lemma 3.3 If Range Ft X, then the reachable set at time t
18
R(t)
u admissible at time t}
contains zero in its interY
Proof: Since 0 contains zero in its interior, we may assume that there
is a 6 0 such that
consider the set of all admissible controls
Hence
Now Ft: L2([0, t] U)-} X is an open mapping by lemma 3.2.
Hence R(ut(s)) contains zero in its interior.
In fact,
u admissible}
this shows that R(t) contains zero in its interinr.
QED.
Remark: It is obvious that if Range Ft= X for some t 0, then
Range F= X for all t.
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Uetinition 3.4. The domain D of null-controllability of (3.2) is the sPr
of all functions in for which the solution
of system (3.2) with as initial function can hp ctPrpri
to zero at some time t, oo by using an admissible control




rrom corollary 2.1 and Theorem 2.2, the solution of (3.4) is Given by
(3.5
Definition 3.5. System (3.4) is said to be uniformly exponentially stable
if there exists a constant M? 1 and Q 0 such that
If we can show that D contains zero in its interior, then under the
assumption that (3.4) is uniformly exponentially stable, we can first use the
zero control to drive the system into D, and then steer the state to zero.
Theorem 3.1. If Range Ft= X, for some t 0, then the domain D
of null-controllability contains zero in its interior.
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moot: By definition of D, we know that
Suppose on the contrary that Int D
lrien there exists a family of functions such that
Now, fix t and consider
for all admissible u
Observe that
for some
Therefore I I ynII-* 0 in X-norm.
We claim that for sufficiently large n n R(t)
In fact, if yn R(t) for some large n, then -yn R(t) as R(t)
contains zero in its interior. Further,
21
for some admissible u
Hence
Contradicting
Now, we have constructed a sequence in X with the following nronerties
for all sufficiently large n
DUE En's is impossible as R(t) contains zero in its interior.
0 Fn
we are now ready to prove the main result of this thesis.
Theorem 3.2.
Suppose
(i) Ft is surjective for some t 0
(ii) System (3.4) is uniformly exponentially stable,
i.e. There exists a constant M? 1 and a 0 such that
Then
System (3. 2) is exactly null-controllable.
Proof: Since Ft is surjective for some t 0, Theorem 3.1
guarantees that the domain D of null-controllability contains an
open ball for Some
22
Given any initial function we apply the
zero control u1(t)- 0 first. Then the underlying system is (3.4) rather





For it can be seen that
Hence there is t, 0 such that
for all t t1 , where C)
tlNow xt1 as an intial function, can be steered to zero in finite time
t2 by means of an admissible control u2.0
Define




In this section, we would like to discuss the relationship between
the results we have obtained and others. Further, we shall give a brief
survey on the problems concerned.
(1) The sufficient condition on the exactly null-controllability on
Banach space given in previous section is a generalization of the corresponding
R obtained by Chukwu in [2]. He showed that when the uncontrolled
system is uniformly asymptotically stable and the integrand of F is proper
(see definition 4.1), then the system is exactly null controllable. As we shalt.
discuss later, the idea of his proof is an important factor in our investigation
but the same argument as in [2] cannot be applied directly on a general Banach
space.
When the system has no delays and the state space is Rn, the
null-controllability problem has been extensively studied by many authors,
including Lee and Markus [7], J. Dauer [8], W.E. Schmitendorf and B.R.
Barmish [9]. However, most authors tackled the problem in light of the
Seperating Hyperplane theorem and hence the assumptions of the compactness
and convexity on the constraint set are inevitable.




Then the solution of (4.1) is given by
(4.2)




lie inition 4.1. The system (4.I) is said to be proper in Rn on an interval
implies




(2) System (4.1) is proper on [0, t)
Proof: (2) (1)
If there exists a nonzero vector c in Rn such Char
then we may choose each component of u equal to the sign of the














Proposition 4.2. R(t) c R(t) for sump
Proof: Consider
then
Hence we may choose
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From proposition 4.1 and 4.2, we see that the only difference between our
result and Chukwu's is the restraint condition. We cannot show by applying
our argument that R(t) contains zero in its interior and hence our theory
applied to R is not as nice as that of Chukwu's.
However, the proof of theorem (3.2) in [21 hinges on the technique of
componentwise selection of u(a) just as what we use in the proof of
proposition 4.1. In a general Banach space, the functions involved are abstract
and such selection is impossible. On the other hand, the constraint set equals
to Cm is essential in [2] since seperating hyperplane theorem, which requires
the set compact and convex, is employed.
(3) The condition that F be surjective in Theorem 3.2 is equivalent to
the exactly global controllability of the system. From this point of view,
our assumption on F seems to be strong. However, this assumption is used
to guarantee that F is open. Hence such assumption may be relaxed to a loose
one such as 'Range F is of second category'. But such a condition is quite
difficult to check for practical purpose.
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5. Application
In this section, we shall give two examples to illustrate the
applications of our result. The first example is similar to the example
given in [2] and is formulated in finite dimensional vector space. The
2
second example is in . However, since controllability problem of partial
differential equations may be formulated in infinite dimensional vector space,






with b q , h 0
It can be shown that the homogeneous system
x (t)= Ax(t)+ A1x(t- h) is uniformly asymptotically stable and the system
(5.1) is proper (see, [2]). Then by proposition 4.1 and Theorem 3.2, we may
conclude that system (4.1) is exactly null-controllable.
Example 5.2.
Consider the following system.
28
(5.2)
where is defined by
is given by
for Some
Fact: If a 0 and
then the solution of the first-order
delay differential eouati nn
is bounded
Further
see, tor example R.D. Driver [6])





Since -a + anc by assumption. in whirh
case Yn is bounded and
where
Property 2. The maping F : L2([0, t];2 2 defined by
ca is surjective for all t h











Now for any given
we may define
where sgn





System (5.2) is exactly null-controllable by Theorem 3.2
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