Abstract. We are interested in viscous scalar conservation laws with a white-in-time but spatially correlated stochastic forcing. The equation is assumed to be one-dimensional and periodic in the space variable, and its flux function to be locally Lipschitz continuous and have at most polynomial growth. Neither the flux nor the noise need to be non-degenerate. In a first part, we show the existence and uniqueness of a global solution in a strong sense. In a second part, we establish the existence and uniqueness of an invariant measure for this strong solution.
1. Introduction 1.1. Stochastic viscous scalar conservation law. We are interested in the existence, uniqueness, regularity and large time behaviour of solutions of the following viscous scalar conservation law with additive and time-independent stochastic forcing
where (W k (t)) t≥0 , k ≥ 1, is a family of independent Brownian motions. Here, T denotes the one-dimensional torus R/Z, meaning that the sought solution is periodic in space. The flux function A is assumed to satisfy the following set of conditions. Assumption 1 (on the flux function). The function A : R → R is C 2 on R, its first derivative has at most polynomial growth: (2) ∃C 1 > 0, ∃p A ∈ N * , ∀v ∈ R, |A ′ (v)| ≤ C 1 (1 + |v| pA ) , and its second derivative A ′′ is locally Lipschitz continuous on R.
The parameter ν > 0 is the viscosity coefficient. In order to present our assumptions on the family of functions g k : T → R, k ≥ 1, which describe the spatial correlation of the stochastic forcing of (1), we first introduce some notation. For any p ∈ [1, +∞], we denote by L , and the associated scalar product ·, · H m 0 (T) , it is a separable Hilbert space. On the one-dimensional torus, the Poincaré inequality implies that H Let (Ω, F , P) be a probability space, equipped with a normal filtration (F t ) t≥0 in the sense of [8, Section 3.3], on which (W k ) k≥1 is a family of independent Brownian motions. Under Assumption 2, the series Thus, almost surely, t → W Q (t) is continuous in H 2 0 (T) and for all u ∈ H 2 0 (T), the process ( W Q (t), u H 2 0 (T) ) t≥0 is a real-valued Wiener process with variance
2 H 2 0 (T) .
1.2.
Main results and previous works. First, we are interested in the well-posedness in the strong sense of Equation (1) . In particular, we look for solutions that admit at least a second spatial derivative in order to give a classical meaning to the viscous term, in the sense of the following definition:
Definition 1 (Strong solution to (1)). Let u 0 ∈ H 2 0 (T). Under Assumptions 1 and 2, a strong solution to Equation (1) with initial condition u 0 is an (F t ) t≥0 -adapted process (u(t)) t≥0 with values in H 2 0 (T) such that, almost surely:
(1) the mapping t → u(t) is continuous from [0, +∞) to H 2 0 (T); (2) for all t ≥ 0, the following equality holds: (7) u(t) = u 0 + t 0 (−∂ x A (u(s)) + ν∂ xx u(s)) ds + W Q (t).
In the above definition, the first condition ensures that the time integral in Equation (7) is a well-defined Bochner integral in L 2 0 (T). For a careful introduction of the general concepts of random variables and stochastic processes in Hilbert spaces, the reader is referred to the third and fourth chapters of the reference book [8] .
Our first result is the following:
Theorem 1 (Well-posedness). Let u 0 ∈ H 2 0 (T). Under Assumptions 1 and 2, there exists a unique strong solution (u(t)) t≥0 to Equation (1) with initial condition u 0 . Moreover, the solution depends continuously on initial data in the following sense: if (u Similar results have already been established: the case where the flux A is strictly convex is treated in [3, Appendix A], and the case where A is globally Lipschitz continuous is treated in [19] . Furthermore, the case of mild solutions (in L p spaces) has been looked at in [18] . Here, no global Lipschitz continuity assumption nor restrictions on the convexity of the flux function are made. We can also point out that the well-posedness of stochastically forced conservations laws in the inviscid case (i.e. when ν = 0) has been under a great deal of investigation in the recent years. In this "hyperbolic" framework, the appearance of shocks prevents the solutions to be smooth enough to be considered in a strong sense as in our present work. Therefore, the 2 study of entropic solutions [17] or kinetic solutions [11] to the SPDE have been the two main approaches, both of which rely on a vanishing viscosity argument: the entropic or kinetic solution is sought as the limit of its viscous approximation as the viscosity coefficient tends to 0.
Let C b (H 2 0 (T)) denote the set of continuous and bounded functions from H 2 0 (T) to R. As a consequence of Theorem 1, we can define a family of functionals (P t ) t≥0 on C b (H 2 0 (T)) by writing
, where the notation E u0 indicates that the random variable u(t) is the solution to (1) at time t starting from the initial condition u 0 . Corollary 1. Under Assumptions 1 and 2, the family (P t ) t≥0 is a Feller semigroup and the process (u(t)) t≥0 is a strong Markov process in H 2 0 (T) with semigroup (P t ) t≥0 . Proof. The uniqueness of a strong solution and the fact that, for all t ≥ 0, the processes (W Q (t + s) − W Q (t)) s≥0 and (W Q (s)) s≥0 have the same distribution, ensure that (P t ) t≥0 is a semigroup, and therefore that (u(t)) t≥0 is a Markov process. The Feller property is a straightforward consequence of the result of continuous dependence on initial conditions given in Theorem 1, whereas it is a classical result that the strong Markov property of (u(t)) t≥0 follows from the Feller property of (P t ) t≥0 (see for instance the proof of [6, Theorem 16.21 
]).
Let B(H 2 0 (T)) denote the Borel σ-algebra of the metric space H 2 0 (T), and P(H 2 0 (T)) refer to the set of Borel probability measures on H 2 0 (T). The Markov property allows us to extend the notion of strong solution to (1) by considering not only a deterministic initial condition but any F 0 -measurable random variable u 0 on H 2 0 (T). In this perspective, we define the dual semigroup (P * t ) t≥0 of (P t ) t≥0 by
In particular, P * t α is the law of u(t) when u 0 is distributed according to α. Definition 2 (Invariant measure). We say that a probability measure µ ∈ P(H 2 0 (T)) is an invariant measure for the semigroup (P t ) t≥0 (or equivalently for the process (u(t)) t≥0 ) if and only if ∀t ≥ 0, P * t µ = µ. Theorem 2 (Existence, uniqueness and estimates on the invariant measure). Under Assumptions 1 and 2, the process (u(t)) t≥0 solution to the SPDE (1) admits a unique invariant measure µ.
A few similar results exist in the literature. Da Prato, Debussche and Temam [7] have studied the viscous Burgers equation (which corresponds to the flux function A(u) = u 2 /2) perturbed by an additive space-time white noise whereas Da Prato and Gatarek [23] studied the same equation but with a multiplicative white noise. Both showed the well-posedness of the equation as well as the existence of an invariant measure. These results are moreover put in a much detailed context in the two reference books [8, 9] . Boritchev [2, 3, 4] showed the existence and uniqueness of an invariant measure for the viscous generalised Burgers equation (which corresponds to the case of strictly convex flux function) perturbed by a white-in-time and spatially correlated noise. E, Khanin, Mazel and Sinai [16] showed the existence and uniqueness of an invariant measure for the inviscid Burgers equation with a white-in-time and spatially correlated noise. Debussche and Vovelle [12] generalised this last result by extending it to non-degenerate flux functions (roughly speaking, there is no non-negligible subset of R on which A is linear). Besides, the fact that these results from [16, 12] also hold when ν = 0 makes them quite powerful: it shows indeed that the presence of a viscous term is not a necessary condition for the solution to be stationary.
The stochastic Burgers equation is mainly studied as a one-dimensional model for turbulence. By showing a stable behaviour at large times, this model manages, to some extent, to fit the predicitions of Kolmogorov's "K41" theory about the universal properties of a turbulent flow [21, 20] . Whether it is modelled by the Burgers equation or a by more general process such as Equation (1), turbulence is then described through the statistics of some particular small-scale quantities in the stationary state [14, 15] . Sharp estimates were given by Boritchev for these small-scale quantities [3] , which were furthermore shown to be independent of the viscosity coefficient. One of the purposes of this paper is to lay the groundwork for the numerical analysis of Equation (1) . In a companion paper [5] , we introduce a finite-volume approximation of (1) which allows to approximate the invariant measure µ. Generating random variables with distribution µ shall eventually lead us to compute said small-scale quantities and analyse the development of turbulence in the model established by Equation (1).
1.3.
Outline of the article. The proofs of Theorems 1 and 2 are respectively detailed in Sections 2 and 3.
Well-posedness and regularity
This section is dedicated to the proof of Theorem 1. This proof is decomposed as follows. In Subsection 2.1, we introduce a weaker formulation of Equation (1), the so-called mild formulation. In Subsection 2.2, we show that Equation (1) is well-posed locally in time both in the mild and in the strong sense. In Subsection 2.3, we give higher bounds for the Lebesgue and Sobolev norms of this local solution. Eventually, these estimates allow us to extend the local solution to a global-in-time solution, and thus to prove Theorem 1 in Subsection 2.4.
2.1.
Mild formulation of (1). In this subsection, we collect preliminary results which shall enable us to provide a mild formulation of Equation (1), for which we prove the existence and uniqueness of a solution on a small interval. The proofs of several results are postponed to Subsection 2.5.
∞ on T and ∂ xx e m = λ m e m . With respect to this basis, we define the fractional Sobolev space
We take from [3, Appendice A] the following proposition and adapt it to our case of a flux function satisfying Assumption 1:
is bounded on bounded subsets of H two finite constants such that:
Heat kernel. Let us denote by (S t ) t≥0 the semigroup generated by the operator ν∂ xx :
Some of its properties are gathered in the following proposition.
Proposition 2 (Properties of the heat kernel). The semigroup (S t ) t≥0 satisfies the following properties.
The proof of Proposition 2 is postponed to Subsection 2.5.
2.1.3. Stochastic convolution and mild formulation of (1). Let (F t ) t≥0 be a normal filtration on the probability space (Ω, F , P) and (W Q (t)) t≥0 be a Q-Wiener process in H 2 0 (T) with respect to this filtration. Given that the orthonormal basis (e m ) m≥1 of the space L 2 0 (T) satisfies ∂ xx e m = λ m e m , the family (e m /λ m ) m≥1 is an orthonormal basis of H 2 0 (T). We set
so that by (6), (W m (t)) t≥0 is a real-valued Brownian motion with variance k≥1 g k , e m /λ m 2 H 2 0 (T)
. Next, we write
, and its sum defines an (F t ) t≥0 -adapted, H 2 0 (T)-valued process (w(t)) t≥0 almost surely continuous.
The proof of Proposition 3 is postponed to Subsection 2.5. The process (w(t)) t≥0 is called the stochastic convolution associated to the Q-Wiener process (W Q (t)) t≥0 .
In the sequel, we let τ be a (F t ) t≥0 -stopping time, almost surely finite. We shall say that a process (u(t)) t∈[0,τ ] is (F t ) t≥0 -adapted if for all t ≥ 0, the random variable u(t)1 t≤τ is F t -measurable. 
The combination of Propositions 1 and 2 ensures that all terms of the identity (11) are well-defined. We now clarify the relationship between the notions of mild and strong solutions.
Proposition 4 (Mild and strong solutions). Under the assumptions of Definition
Conversely, any H 2 0 (T)-valued, (F t ) t≥0 -adapted process (u(t)) t∈[0,τ ] satisfying these two conditions almost surely is a mild solution to (10) 
The proof of Proposition 4 is postponed to Subsection 2.5. 
where we recall that the constant C 4 is defined in Proposition 2, the constants C are defined after Proposition 1, and the constant C 1 is defined in (2) .
Notice that τ m 0 (W Q ) ∈ (0, +∞), almost surely.
In the spirit of [7, 3] , we obtain the existence and uniqueness of a mild solution to (10) on the "small" interval [0, τ m0 (W Q )] by a fixed-point argument.
Lemma 1 (Local existence and uniqueness). Let u 0 and m 0 be two F 0 -measurable random variables taking values respectively in H Proof. Let us introduce the random set
Thanks to Propositions 2 and 3, we may define the random operator G : 
On the one hand, by the first assertion of Proposition 2,
on the other hand, we know thanks to the second assertion of Proposition 2 that
. Thus,
By definition of τ , it follows that Gv ∈ Σ whenever v ∈ Σ.
We now take
where we have used the same arguments as above. Using now the Lipschitz continuity result in Proposition 1 and the definition of τ , we get for all t ∈ [0, τ ],
meaning that G is a contraction mapping on Σ, which is complete. Then, by the Banach fixed-point theorem, G admits a unique fixed point (u(t)) t∈[0,τ ] in Σ. To show that this solution to Equation (11) is unique among all the H 1 0 (T)-valued continuous processes, let us first notice that our choice of τ implies
Assume that there is another solution ( u(t)) t∈[0,τ ] of (11) not belonging almost surely to Σ. Then we have with positive probability
This means that the double inequality
holds on some non-negligible event. On this event, the fixed-point argument also holds in the set
which is formally a subset of Σ. Thus, by uniqueness of the fixed point, we have
, which is absurd. As a consequence, (u(t)) t∈[0,τ ] is the only H 1 0 (T)-valued process with continuous trajectories satisfying Equation (11) 
Finally, let v (0) = 0 and define the sequence of processes
. It is clear from the definition of the operator G and from Proposition 3 that each process (v (j) (t)1 t≤τ ) t≥0 is (F t ) t≥0 -adapted. On the other hand, the Banach fixed-point theorem asserts that almost surely, the
. As a consequence, for any t ≥ 0, the sequence of F t -measurable random variables 1 t≤τ v (j) (t) converges almost surely to 1 t≤τ u(t), which makes this limit also F t -measurable. Thus, the process (1 t≤τ u(t)) t≥0 is (F t ) t≥0 -adapted. (1) . In this subsection, we use the notions introduced in Subsection 2.1 to prove the following existence and uniqueness result for (1).
Construction of a maximal solution to
Lemma 2 (Existence and uniqueness result of a maximal solution to (1)). Under Assumptions 1 and 2, for any u 0 ∈ H 1 0 (T), there exists a pair (T * , (u(t)) t∈[0,T * ) ) such that:
(1) for any (F t ) t≥0 -stopping time T such that almost surely, T < +∞ and
The random time T * is called the explosion time and the process (u(t)) t∈[0,T * ) is called the maximal solution to (1).
. We now define the filtration (F
and recall that the process
t ) t≥0 . Therefore, applying Lemma 1 again with this Q-Wiener process, and initial condition u
) and m (1) ). It is then easily checked that
We now proceed by induction and set for all n ≥ 1,
where at each iteration we use Lemma 1 to extend the process (u(t)) t∈[0,T (n) ] to the unique mild solution of
satisfies the first assertion of Lemma 2.
Since the sequence of integers (m
< +∞ if and only if there exists
Hence, we can write
However, by the strong Markov property, for any m ≥ 0, the random variables
, n ≥ 1, are independent and identically distributed, and by the definition of τ m (·), they are almost surely positive. As a consequence, by Borel's 0-1 law,
As the countable union of negligible events is still negligible, we get
This implies that almost surely, if T * < +∞ then sup n≥0 m (n) 0 = +∞, so that lim sup n→∞ u(T (n) ) H 1 0 (T) = +∞, which is the wanted result.
Estimates on the maximal solution. Let
) be the maximal solution to Equation (1) given by Lemma 2. By Proposition 4, (u(t)) t∈[0,T * ) is a continuous H 2 0 (T)-valued process. Besides, Lemma 2 allows us to define, for any r ≥ 0, the stopping time
In the sequel, we shall prove that lim r→∞ T r = +∞, which shall imply that T * = +∞, almost surely.
Lemma 3. Under Assumptions 1 and 2, for any p ∈ 2N * and for all t ≥ 0, we have:
ds .
Moreover, there exist two constants C
6 > 0 depending only on ν, p and D 0 such that
. Since this process writes
, the standard formulation of Itô's formula in Hilbert spaces [8, Theorem 4 .32] requires at least F p to be continuous on L 2 0 (T), which is not the case for p > 2 here. Hence, we shall proceed to approximate F p with a sequence of smooth functions F M,p , M ≥ 1, apply Itô's formula to the functions F M,p and then take the limit M → +∞.
Step 1 
The first differential DF M,p and the second differential
Step 2. Itô's formula. First, let us notice that the process (W Q (t)) t≥0 can be seen as an
so that we can apply Itô's formula [8, Theorem 4 .32] for the real-valued process (F M,p (u(t))) t∈[0,T * ) , which leads to
is bounded uniformly in time, the third term of the right-hand side is a square integrable martingale [8, Theorem 4 .27]. Thus, for t ≥ 0, integrating in time up to t ∧ T r and taking the expectation, we get
Step 3. Passing M → +∞. We want now to pass to the limit M → +∞. Regarding the left-hand side in the above equation, the family of functions φ M is non-decreasing with respect to M , so that the monotone convergence theorem yields
For the flux term, we have almost surely, for all s ∈ [0, t∧T r ] and for all (3) and (16))
Thus, the dominated convergence theorem applies and yields
We now integrate by parts the viscous term:
and this last integrand is dominated uniformly in M by (∂ x u(s))
, where κ = sup R |ρ|. Furthermore, thanks to (16), we have
Thus, we get from the dominated convergence theorem,
With similar computations, for the noise term, we have
Letting M go to +∞ in (19) , (20), (21) and (22), we get
It turns out that the flux term disappears:
As regards the noise coefficients, we have
thanks to (3) and (4) . As a consequence, we get from (23) the inequality
Rewriting the integrand in the left-hand side, we get
Since u(s) has a zero space average and is continuous in space (because it belongs to H 1 0 (T)), almost surely the function u(s) p/2 vanishes somewhere on the torus. Thus, we can apply the Poincaré inequality on the left-hand side which leads, after multiplying by p/(4ν(p − 1)) on both sides, to the inequality
11
For p = 2, we get
and the claimed result for arbitrary p ∈ 2N * follows by induction and from the inequalities u 0
and E[t ∧ T r ] ≤ t.
Remark 1. By Jensen's inequality, the bound (18) also holds for any real number p ≥ 2.
Lemma 4. Under Assumptions 1 and 2, there exist two constants C 7 , C 8 > 0 depending only on ν, p A , C 1 and D 0 , such that for all t ≥ 0 and all r ≥ 0,
Proof. We want to apply Itô's formula to the squared H 1 0 (T)-norm of the process (u(t)) t∈[0,T * ) . As for the proof of Lemma 3, we proceed by truncation of this function.
Step 1. Approximation of the
The first differential DG M and the second differential
Step 2. Itô's formula. Itô's formula applied to G M yields almost surely and for all r ≥ 0,
We first check that the third term of the right-hand side is a square-integrable martingale:
Thus, taking the expectation, the stochastic integral disappears and we get
12
On one hand, we can rewrite the viscous term as follows:
On the other hand, applying Young's inequality on the flux term, we get
Injecting (30) and (31) into (29), we get the inequality (32)
Step 3. Passing M → +∞. From Proposition 1, for any r ≥ 0, there is a constant L r such that for all
Thus, we can use the dominated convergence theorem to let M go to infinity in (32) and we get
Since from Assumption 1, A ′ has polynomial growth, we can bound the second term of the right-hand side: using (2) and (17) with p = 2 and p = 2p A + 2, we get
13
Applying now Lemma 3, we get
t .
Injecting this last bound in (33), we get the wanted result.
Corollary 2 (Limit of T r ). Under Assumptions 1 and 2, T r → +∞ almost surely, and thus T * = +∞ almost surely.
Proof. Let t ≥ 0. Writing
we get from Markov's inequality,
. We apply now Lemma 4 to get
Since t has been chosen arbitrarily, it follows that almost surely, T r tends to +∞ as r → +∞. Then, since T r ≤ T * , we have T * = +∞ almost surely.
Proof of Theorem 1.
Under Assumptions 1 and 2, let u 0 ∈ H 2 0 (T), and (T * , (u(t)) t∈[0,T * ) ) be the maximal solution to Equation (1) given by Lemma 2. By Corollary 2, T * = +∞ almost surely. Therefore, (u(t)) t≥0 is the unique (global) mild solution to Equation (1), and by Proposition 4, it is also the unique (global) strong solution to this equation. It remains to check that this solution depends continuously on u 0 .
Lemma 5 (Continuous dependence on initial conditions). If
then, denoting by (u (j) (t)) t≥0,j≥1 the family of associated solutions, for any T ≥ 0, we have almost surely
Proof. Let us fix a time horizon T > 0. Subtracting the mild formulations of (u(t)) t≥0 and (u (j) (t)) t≥0 given by Proposition 4 and taking the H 2 0 (T)-norm, we get by the triangle inequality and Proposition 2, for all t ∈ [0, T ],
Now, for any M > 0, we define the stopping times 
ds.
In the next step, we iterate this last inequality and apply the Fubini theorem on the double time integral:
However, by a change of variable, we have t∧τM ∧τ
M − r)(r − s)
Hence, Grönwall's lemma yields the following control
It follows from this inequality that lim inf j→∞ τ (j)
M ≥ τ M ∧ T . Indeed, assuming the opposite, we would have (along a subsequence)
which would imply
Hence, necessarily, beyond a certain rank j, we have
Since the solutions of (7) do not explode, the stopping time τ M tends almost surely to +∞ as M tends to +∞. As a consequence, there exists M T > 0 such that T < τ MT almost surely, so that for all t ∈ [0, T ],
Hence the result. 
T) are bounded from above by M . We write
By Assumption 1, A ′ and A ′′ are locally Lipschitz continuous on R (and thus locally bounded). Hence, there exist constants C M and L M such that
, where we used (3) thrice in the last line.
Proof of Proposition 2. The equations (8) and (9) yield the immediate estimate
which ensures that S t v ∈ H s 0 (T) and then implies the first assertion of Proposition 2 thanks to the dominated convergence theorem.
The second assertion is proved in [3, 24, 7] . We now detail the proof of the third assertion, part of which can also be found in [3, Lemma A.0.6]. Let
Thanks to the second assertion of Proposition 2, we get a bound over the second term of the right-hand side:
as well as for the first term:
Using (8) and (9), we write for all r ∈ [0, T ],
< +∞, and thus, we can apply the dominated convergence theorem which yields
= 0.
To pass to the limit t 2 − t 1 → 0 in (35), we use the dominated convergence theorem once again: injecting (36) and (37) into (35), we get
from which we derive the wanted result.
Proof of Proposition 3. For any m ≥ 1, the process (w m (t)) t≥0 is an Ornstein-Uhlenbeck process. In particular, it is the solution of the stochastic differential equation:
As such, it satisfies the inequality
where we fixed a time horizon T > 0. Thus, for all t ∈ [0, T ], we get 
In a similar way, from the inequality
we deduce that
Combining (39) and (40), we get
Taking the supremum in time, the expectation and applying Doob's inequality, recalling (6), we have
. (43) We deduce from (38) that
and therefore it follows from (41), (42), (43) that
As a consequence, for any M ≥ 1, we have We prove this last equality using (44):
.
Recall that thanks to Assumption 2 combined with the fact that the family (e m /λ m ) m≥1 is an orthonormal basis of
Hence, (45) is proven. Moreover, (w(t)) t≥0 is (F t ) t≥0 -adapted as the limit of the sequence of (F t ) t≥0 -adapted processes m≥1 w m e m /λ m .
Proof of Proposition 4.
We first show that the assumption that u 0 ∈ H 2 0 (T) ensures that t → u(t) is a continuous, H 
and by the first assertion of Proposition 2 as well as Proposition 3, so are the mappings t → S t u 0 and t → w(t). Therefore, (11) 
We now show that (u(t)) t∈[0,τ ] satisfies the strong formulation of (10) 
Multiplying on each side by e −νλmt , we get the decomposition:
Then, the Itô formula yields
Since for all s ∈ [0, t], u(s) belongs to H 2 0 (T), it is possible to perform an integration by parts on the viscous term in the following way:
, e m L 2 0 (T) ds. Equation (46), after being injected with the above equality, multiplied by e m and summed over m, becomes the strong formulation of (10).
The converse statement follows from the same computations.
Invariant measure
This section is dedicated to the proof of Theorem 2. The existence of an invariant measure is proven in Subsection 3.2 using the Krylov-Bogoliubov theorem, whereas the uniqueness is addressed through a coupling argument relying on the L 1 0 (T)-contraction property established in Proposition 5. The proof of existence of an invariant measure we provide in the next subsection relies plainly on the presence of viscosity. Indeed, the viscous term provides the process u(t) with a dissipative -and thus a more stable -behaviour. Still, it has to be borne in mind that when the flux term is nonlinear enough, the presence of a viscous term is not a necessary condition for the stability of the underlying stochastic process. On the physical side, in his theory of turbulent flows [21, 20] , Kolmogorov already predicted this idea: the statistical distribution of scales of intermediate size in turbulence are not determined by the viscosity coefficient. On the theoretical side, the same idea was validated theoretically by powerful results on the invariant measure for the inviscid stochastic Burgers' equation [16] and, quite a few years later, for inviscid stochastic conservation laws with "non-degenerate" flux [12] . However, our framework differs substantially from the inviscid case in the sense that our stability results are driven by regularity issues which cannot be tackled without viscosity.
3.1. Preliminary results. By Definition 2, an invariant measure for Equation (1) is a Borel probability measure on H 2 0 (T). Our proofs of existence and uniqueness however involve estimates in various spaces, namely
In particular, we shall manipulate and identify Borel probability measures on these spaces. We first clarify the relation between the associated Borel σ-fields thanks to the following result. For any metric space E, we respectively denote by B(E) and P(E) the Borel σ-field and the set of Borel probability measures on E. Proof. Let q ∈ [1, 2] and s ≥ 1. The set T defined by
Since I is continuous, and therefore Borel measurable, we have T ⊂ B(H s 0 (T)). Thus, for any µ ∈ P(H s 0 (T)), the pushforward measure µ defined by
is a Borel probability measure on L q 0 (T). Under Assumptions 1 and 2, let (u(t)) t≥0 and (v(t)) t≥0 be two strong solutions of (1) starting from different initial conditions u 0 and v 0 . Then, almost surely and for every 0 ≤ s ≤ t, we have
We define a continuous approximation of the sign function by setting for all η > 0,
which gives rise to the following continuously differentiable approximation of the absolute value function:
(where we used the Fubini theorem and an integration by parts) 
Thus, we get from the dominated convergence theorem:
As for the left-hand side of (47), noticing that | · | η increases to | · | as η decreases, we have from the monotone convergence theorem
Hence, (47) yields the wanted result.
3.2. Existence. From the semigroup (P t ) t≥0 introduced in Subsection 1.2, we define its time-averaged semigroup (R T ) T ≥0 by R 0 = Id, and for all T > 0,
Following the first part of Lemma 6, for any α ∈ P(H 2 0 (T)) and T ≥ 0, we denote by R * T α the Borel probability measure on L Proof. Let u 0 ∈ H 2 0 (T). From the inequality (17) with p = 2, we can pass to the limit r → +∞ (which we recall implies that T r → +∞ almost surely), and we get for all T ≥ 0,
Applying now the Markov inequality when T ≥ 1, we have for all ε > 0,
we know from the compact embedding 
Besides, the probability measure µ ∈ P(H 2 0 (T)) associated with µ by the second part of Lemma 6 is invariant for the semigroup (P t ) t≥0 .
Proof. We start to show that the measure µ ∈ P(L 
Let (v n ) n≥1 be a sequence of H 
is lower semi-continuous on L 1 0 (T), we get from Portemanteau's theorem:
In particular, v ∈ H 2 0 (T) almost surely, and thus µ gives full weight to H 2 0 (T). We now show that for any
Once again, we use Portemanteau's theorem and the lower semi-continuity, this time of
and the wanted result follows.
To prove the invariance of the measure µ with respect to (P t ) t≥0 , we wish to apply the Krylov-Bogoliubov theorem [9, Theorem 3.1.1]. However, (P t ) t≥0 is a Feller semigroup on the space H 
It follows from the L 
and (v (j) (t)) t≥0 , j ≥ 1, be the strong solutions of (1) respectively with initial conditions v 0 and v (j) 0 , j ≥ 1. From Proposition 5, we get almost surely and for all t ≥ 0,
Since ϕ is bounded and continuous with respect to the L 1 0 (T)-norm, we have
so that P t ϕ is continuous with respect to the L 1 0 (T)-norm. As a consequence, from Lemma 7, we have for all t ≥ 0
For any t ≥ 0, P * t µ gives full weight to H 2 0 (T) and therefore, following the first part of Lemma 6, we can define the associated Borel probability measure on L 1 0 (T) by P * t µ = P * t µ(· ∩ H 2 0 (T)). From Equation (51) and the above sequence of computations, it follows that for all t ≥ 0,
Given that ϕ has been chosen arbitrarily in C b (L 1 0 (T)), this last equality says that P * t µ = µ. The second part of Lemma 6 now ensures that P * t µ = µ.
3.3.
Uniqueness. The proof of the uniqueness part of Theorem 2 follows the ideas of the "small-noise" coupling argument from Dirr and Souganidis [13] . On one hand, due to the dissipative nature of the drift, two solutions of (1) perturbed by the same noise and starting from different initial conditions are driven to balls of L 2 0 (T) with small radius whenever this noise is small over sufficiently long time intervals. On the other hand, the L 1 0 (T)-contraction property ensures that when these two solutions get close to one another they stay close forever. Hence, each time the noise gets small enough, the two solutions get closer and closer and eventually, they show the same asymptotical behaviour. This idea allows to show that the law of two solutions have the same limit as the time goes to infinity. Therefore, starting from two invariant measures leads to the equality of these measures. The same kind of argument was used in [12] for the invariant measure of kinetic solutions of inviscid scalar conservation laws and in [10] for the stochastic Navier-Stokes equations.
Let (u(t)) t≥0 and (v(t)) t≥0 be two solutions of (1) driven by the same Q-Wiener process (W Q (t)) t≥0 . For all R > 0, we define the stopping time: Proof. We can use here, from the statement of Lemma 3, the inequality (17) with p = 2. In this case, we get
from which we deduce, by definition of the stopping time τ R , that
The following result asserts that when the coupled processes (u(t)) t≥0 and (v(t)) t≥0 start from deterministic initial conditions inside some ball of L 
, and let us define
To prove the lemma, we are going to compare the trajectories of (u(t)) t≥0 and (v(t)) t≥0 with the trajectories of their noiseless counterparts (u(t)) t≥0 and (v(t)) t≥0 , defined by ∂ t u(t) = −∂ x A (u(t)) + ν∂ xx u(t) u(0) = u 0 ∂ t v(t) = −∂ x A (v(t)) + ν∂ xx v(t) v(0) = v 0 .
Recall that the viscosity yields energy dissipation: and we can now apply Grönwall's lemma:
With our choice of t ε,M , the above inequality means that as soon as t ≥ t ε,M , we have u(t)
≤ ε/4. Furthermore, it is a consequence of Lemma 4 that (u(t)) t≥0 satisfies u(t) Indeed, when all the noise coefficients g k are equal to zero, the constant C 8 in the statement of Lemma 4 can also be taken equal to zero. Since the same inequality also applies to (v(t)) t≥0 , we have u(t) .
We focus now on the trajectories of the random processes (u(t)) t≥0 and (v(t)) t≥0 . We introduce the stopping time
Following Proposition 4, we may use the expressions of (u(t)) t≥0 and (u(t)) t≥0 in the mild sense. From these mild formulations, we write Iterating this inequality and using the same arguments as in the proof of Lemma 5, we get for all t ≤ t ε,M ∧ τ M ,
Using now Grönwall's lemma, we deduce
Since the same arguments apply for the processes (v(t)) t≥0 and (v(t)) t≥0 , and given Equation (3), we have shown that for all t ≤ τ M ∧ t ε,M ,
and the general case follows by induction: assuming that inequality (54) is true for some J ∈ N * , we have P (u0,v0) ∀j = 1, . . . , J + 1,
0 (T) > ε = E (u0,v0) P (u0,v0) ∀j = 1, . . . , J + 1, u(T j + t ε,R ) Taking the limit when J goes to infinity, we get
and consequently, Moreover, for any t ≥ 0, we have almost surely |φ(u(t)) − φ(v(t))| ≤ 2 sup |φ|. Thus, we may apply the dominated convergence theorem, which yields 
According to Lemma 6, let µ 1 and µ 2 be the probability measures on P(L 1 0 (T)) associated to µ 1 and µ 2 respectively. Equation (57) rewrites
so that µ 1 = µ 2 and thus, by Lemma 6, µ 1 = µ 2 .
Proof of Theorem 2. It follows from Lemmas 8 and 11.
