Word-based embedding approaches such as Word2Vec capture the meaning of words and relations between them, particularly well when trained with large text collections; however, they fail to do so with small datasets. Extensions such as fastText reduce the amount of data needed slightly, however, the joint task of learning meaningful morphology, syntactic and semantic representations still requires a lot of data. In this paper, we introduce a new approach to warm-start embedding models with morphological information, in order to reduce training time and enhance their performance. We use word embeddings generated using both word2vec and fastText models and enrich them with morphological information of words, derived from kernel principal component analysis (KPCA) of word similarity matrices. This can be seen as explicitly feeding the network morphological similarities and letting it learn semantic and syntactic similarities. Evaluating our models on word similarity and analogy tasks in English and German, we find that they not only achieve higher accuracies than the original skip-gram and fastText models but also require significantly less training data and time. Another benefit of our approach is that it is capable of generating a high-quality representation of infrequent words as, for example, found in very recent news articles with rapidly changing vocabularies. Lastly, we evaluate the different models on a downstream sentence classification task in which a CNN model is initialized with our embeddings and find promising results.
Introduction
Continuous vector representations of words learned from unstructured text corpora are an effective way of capturing semantic relationships among words. Approaches to computing word embeddings are typically based on the context of words, their morphemes, or corpus-wide cooccurrence statistics. As of this writing, arguably the most popular approaches are the Word2Vec skip-gram model (Mikolov et al., 2013a) and the fastText model (Bojanowski et al., 2017) . The skip-gram model generates embeddings based on windowed word contexts. While it incorporates semantic information, it ignores word morphology. Yet, the latter might be beneficial especially for morphologically rich languages such as German and Turkish. Bojanowski et al. (2017) therefore introduced fastText which builds on the Word2Vec approach but also incorporates morphology by considering sub-word units and representing a word by a sum of its character n-grams as well as the word itself.
To learn high-quality embeddings, Word2Vec requires huge text corpora with billions of words and still fails to generate high-quality vector representations for less frequent or unknown words. Although fastText improves the results by incorporating subword information, it still fails in many cases. This is particularly evident in the news domain where frequently new words such as names occur over time which, in turn, impacts the performance of downstream applications. In this paper, we therefore propose an alternative approach which not only makes use of morphological information but also performs well when trained on smaller datasets or domains with rapidly changing vocabulary. Research questions we answer in this paper are:
1. Can high-quality word embeddings be trained on small datasets?
2. Can high-quality embeddings be generated for infrequent words?
3. Can the use of morphological information increase the efficiency of learning semantic and syntactic similarities? 2 Related work Mikolov et al. (2013a) proposed log-bilinear models to learn vector representations of words from the context in which they appear in large corpora. These are the Continuous Bag-of-Words Model (CBOW) and the Continuous Skip-gram Model (skip-gram) which predict target words from source context words and source context words from target words, respectively. An extension proposed by Mnih and Kavukcuoglu (2013) involves training lightweight log-bilinear language models with noise-contrastive estimation and achieves results comparable to the best previous models with one quarter of the training data and in less computing time.
There are some recent works which try to incorporate morphological structures into the computation of embeddings. Soricut and Och (2015) learn vector representation of morphological transformations and are able to obtain representations for unseen words. Cotterell et al. (2016) presented a morpheme-based post-processor for word embeddings. They proposed a Gaussian graphical model which can be extended to continuous representations for unknown words as well as helps in smoothing the representations of the observed words in the training dataset. Bhatia et al. (2016) proposed a new unified probabilistic framework in which they combine morphological and distributional information. The word embeddings act as a latent variable for which morphological information provides a prior distribution. This in turn condition a likelihood function over an observed dataset. Bojanowski et al. (2017) proposed fastText, an extension of the skip-gram model, which learns word representations by in-cluding sub-word information. This is achieved by not only representing words with vectors but also the subword parts they consist of. Word vector representations are finally built as the sum of their sub-word vectors and their own representation.
KPCA-based skip-gram and fastText models
In this section, we propose a general extension to word embedding methods which we evaluate on the skip-gram model as well as on the fast-Text model. We propose pre-training embeddings with a kernel PCA computed on word similarity matrices, generated using a string similarity function, for words in a vocabulary and then injecting the pre-trained embeddings in the Word2Vec and fastText embeddings by initializing them with the KPCA word and subword embeddings. This seamlessly incorporates sub-word structures in Word2Vec and yields a better starting point for fastText training. It is especially useful for morphologically rich languages because their semantically similar words often share some common morphemes such as roots, affixes, and syllables.
Kernel PCA on string similarities
Embedding words according to morphological similarities can be seen as a clustering problem in a higher dimensional feature space which can be tackled using Kernel PCA (Schölkopf et al., 1997) , a nonlinear form of principal component analysis. Suppose a vocabulary V of words w i , a string similarity measure S (e.g. the n-gram similarity (Brito et al., 2017) ), and a non-linear kernel function K (e.g. the Gaussian) to be given. This allows us to compute a |V | × |V | word similarity matrix K where
Centering this kernel matrix (Schölkopf et al., 1997 ) yields a feature space representation of words in V , because column vector k i of K can be seen as a |V |-dimensional representation of w i . Performing PCA in this feature space then allows for selecting the first d < |V | nonlinear principal components v i which, in turn, allow for projecting word vectors into lower dimensional spaces. Using projection matrix,
generated by selecting d eigenvectors v 1 to v d corresponding to the highest eigenvalues, λ 1 to λ d , the d-dimensional projections are
Models with KPCA embeddings
Computing Kernel PCA for a large vocabulary is computationally demanding. We thus restrict our vocabulary V to contain only the most frequent words of a text corpus. For any new or out of vocabulary word s new not contained in V , we can compute its kernel vector
and obtain a lower dimensional representation as
Note that word embeddings computed this way only encode morphological similarity. To incorporate semantic similarities, we initialize Word2Vec and fastText models with the pre-trained KPCA embeddings. We train the Word2Vec skip-gram model with negative sampling (Mikolov et al., 2013b) on our morphological embeddings using the C implementation of Word2vec package 1 .
To initialize the fastText model with morphological embeddings, we also compute the KPCA vectors for the subword units in the dictionary, as fastText also has vector representations for character n-grams contained in words. We train the fastText model initialized with our morphological embeddings using the C++ implementation of fastText 2 . After training both the models, we obtain embeddings encoded with semantic, syntactic and morphological similarities whose practical merits we evaluate in the next section.
Experimental Results
To evaluate our models' performance when trained on datasets of different sizes, we consider English and German datasets such as Text8 3 , 20 News groups 4 , English Wiki 2016 and German news 2013 5 for training. Each dataset contains articles crawled from news websites or Wikipedia. These raw text corpora contain a large amount of irrelevant text and are pre-processed using a script by Mahoney 6 . In Table 1 , we list all the datasets that we have used to train the models.
Baseline
One of our main results is the observation that the KPCA fastText model and the KPCA skipgram model generate high-quality word embeddings even when trained only on small datasets when compared to fastText or skip-gram model respectively. To compare how well our models perform in comparison to the original skip-gram model and fastText model, we consider both of them as the baselines in all our experiments and use the same parameters and datasets for generating and evaluating embeddings for all models.
Evaluation
We evaluate our models using intrinsic evaluation tasks which assess how well the vectors capture meanings of and relationships between words. In particular, we evaluate all the models with respect to work for subsequent processing steps such as a sentence classification task (Kim, 2014) .
Word similarity Evaluation
Word similarity tasks evaluate word embeddings in terms of their k-nearest neighbors. For selected words, we show nearest neighbors according to cosine similarity for vectors trained using the proposed models as well as the baseline models. Here we illustrate how the models performed for frequent as well as for infrequent words. Table 2 presents examples for all the models obtained after being trained for an epoch on the small Text8 dataset.
The table illustrates that for the frequent words, all the models learn a good representation and are able to produce relevant nearest neighbors. For the infrequent words, the skip-gram did not learn a very good representation as there are not enough examples for the word to learn from. In these cases the nearest neighbor of the skip-gram model are not very meaningful, e.g. it places firecracker close to "prochnow", while the KPCA fastText model places it closer to "cracker" and "fire" related words. Since the fast-Text model uses sub-word information, it achieves better performance at this task compared to the skip-gram model. It finds meaningful neighbors for "placental", however it fails for words such as "cruel". KPCA skip-gram gets a warm start with the morphological information learned from KPCA, which helps in learning a better representation for scarce words, thus producing better knearest neighbors for words such as "cruel".
When we compare KPCA skip-gram with KPCA fastText, we observe that KPCA fastText generally generates better neighbors. We assume this is because of the fact that it benefits from the fastText approach of jointly refining subword and word representations. Comparing fastText with the better initialized KPCA fastText model, KPCA produces decidedly better neighbors, especially for "scrubbing", "firecracker", "linguistically" and "cruel". In figure 1, we can visualize the t-SNE 2-D representation of the nearest neighbors for the word "linguistically". 
Word Analogy Evaluation
Pre-trained word vectors are available for a dataset of 100 billion words from Google News. Mikolov et al. (2013a) observed that, when word vectors are trained on such a large dataset, they are able to answer very subtle relationships between words. Yet, for the news data or for a small dataset such results cannot be achieved. Warm-starting the models with our KPCA embeddings, however, yields good performance in such settings, too.
To assess accuracies in the word analogy task, we use a comprehensive test set provided by Mikolov et al. (2013a) . This test consists of semantic and syntactic similarity questions which include relationships like adjective-to-adverb, currency, plural-verbs, city-in-state, comparative, superlative relationships, and others. A question is assumed to be correctly answered only if the closest word to the vector is exactly the same as the correct word in the question; synonyms are considered as mistakes. In order to use this evaluation to compare our models' results to those of the skip-gram and the fastText models, we train the models on the different datasets shown in Table 1 . Results are reported in Tables 3, 4, 5 and 6.
A comparison of 300-dimensional and 128dimensional embeddings on the analogy tasks on the text8 and 20-Newsgroups datasets showed that all models (including baselines) perform best when we picked 128-dimensional embeddings. For the sake of simplicity we used 128-dimensions in all tasks. From Table 4 , it is evident that our KPCA fastText model outperforms the skip-gram as well as the fastText model when trained on a small dataset. KPCA skip-gram as well as KPCA fastText models have better accuracies for both semantic and syntactic questions in the initial epochs compared to their cold-start counterparts. One question arising in this context is whether the skip-gram or the fastText models can also learn from smaller datasets. The answer for the 20 Newsgroup as well as for the text8 datasets is "yes", but only if they are trained for several epochs.
The results for the 20 Newsgroups dataset in Table 4 also show that the skip-gram models completely fail to learn analogies on this dataset. The KPCA fastText embeddings benefit from their warm-start and show a quicker convergence rate. We make the following observations from the accuracies obtained after each epoch of training. During the 1 st epoch, the skip-gram and the fast-Text model do not perform well. However, after the 2 nd epoch, the fastText model starts performing better on the syntactic questions. Meanwhile KPCA skip-gram and KPCA fastText models still achieve higher accuracies than the respective skipgram and fastText models. Hence, considering accuracies from the initial epochs, we can conclude that training of our model converges faster than the training of the fastText model and the skip-gram model.
From Table 3 , we observe that the skip-gram model always seems to perform better on the semantic questions but when we compare these accuracies with the nearest neighbors results from Table 2 , it can be observed that although KPCA models seem to work badly on semantic tasks, they generate better k-nearest neighbors than the respective skip-gram and fastText models.
We also compare the accuracies achieved by the models when trained for one epoch on a large data set, namely English Wikipedia dataset. The results in Table 5 , illustrate the performance of the different models when training them on a large training dataset size. When compared to fast-Text, KPCA skip-gram performs better on semantic questions, but worse on syntactic questions. Noticeably KPCA fastText performs better on semantic questions than all the other models. However plain fastText outperforms it on the syntactic questions. The overall accuracy of fastText is also slightly higher than for KPCA fastText model.
We also report accuracies for the analogy task when the models are trained on the German news dataset for morphologically rich German language. We use the German version of the semantic/syntactic analogy dataset, introduced by (Köper et al., 2015) for evaluation. Table 6 shows how different models perform on the analogies tasks. We note that morphological information significantly improves the syntactic tasks when we compare KPCA fastText and fastText with KPCA skip-gram and skip-gram. While the semantic accuracy degrades for both KPCA fastText and fast-Text. Initializing the skip-gram and fastText with KPCA embeddings has improved the performance of both the models. The KPCA skip-gram model shows the overall best performance. This shows that the initialization of the models with morphological information, is beneficial for the German language as well.
Evaluation of performance on downstream applications
Finally, we investigate how well the embeddings obtained from the different models and different datasets perform on a downstream task in a neural network architecture. We choose the convo-lutional neural network proposed in (Kim, 2014) and evaluate it with the embeddings in a sentence classification task. We initialize the CNN with the embeddings obtained from the different embedding models and keep the embeddings static during training. Initializing the word vectors with the pre-trained word embeddings instead of random embeddings improves the performance as noted by (Collobert et al., 2011) and (Iyyer et al., 2014) . In our experiment, the classification task is a sentiment classification task, i.e. detecting whether reviews are positive or negative. The dataset used for it, consists of movie reviews 7 with one sentence per review. We use embeddings generated by training the embedding models on the 20 Newsgroups and English Wikipedia datasets. The CNN network is trained for 10 epochs.
In Table 7 , we list the accuracies for the model trained with different embeddings obtained from the two datasets. In both cases, the model initialized with embeddings generated using KPCA skip-gram model and the KPCA fastText outperform the models initialized with the respective cold-start embeddings, albeit with a small margin. The models initialized with the KPCA skip-gram model achieve the best results in both cases.
Conclusion
In this paper, we explored a simple method to improve models for computing word embeddings and evaluated it with the popular skip-gram and fastText models.
Our approach relies on string similarity matrices computed from small vocabularies which, in a first step, are subjected to kernel PCA (KPCA) in order to generate non-linear, morphologically informed word embeddings. In a second step, the KPCA-based vector representations of words are used as input to the skip-gram model in order to obtain embeddings that also account for word contexts.
In practical experiments, we evaluated the quality of our embeddings using intrinsic measures such as word similarity and word analogy. In our experiments the KPCA skip-gram and KPCA fastText were found to outperform the original continuous skip-gram and fastText model. In particular, we found that the continuous skipgram model can learn similarity among words only when it has seen a sufficiently large number of examples. When feeding the models with morphologically informed vector representations of words, they seem to be able to learn from a better starting point when computing semantically informed embeddings. Using KPCA fastText or KPCA skip-gram model, we found that it is possible to obtain high-quality word vectors even when training with small datasets and fewer epochs.
Future Work
Future work concerns deeper analysis of how to choose words in the vocabulary to construct the projection matrix used to generate Kernel PCA embeddings. We would like to explore different string similarity functions which would help in creating better clusters of the similar words. We would also like to extend our experiments to different embeddings such as GloVe as well as to further downstream tasks such as Named Entity Recognition or Relation Extraction.
