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Transparency and Opacity in AI 
Systems: An Overview 
Abstract 
Artificial Intelligence (AI) systems act as blackboxes,
concealing their inner workings from the human 
operator. However, the level of opacity varies from one 
system category to another. We provide an overview of 
the level of opacity of these AI systems.
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Introduction
Artificial Intelligence (AI) systems span a wide 
spectrum of applications. They can be perceived as a
standalone system as found in robots, or as a major 
component of an autonomous vehicle or smart watch. 
AI systems typically adopt a blackbox approach,
wherein the inner workings are concealed from the 
human interface, limiting the hu
to fully comprehend the reasoning process in 
decision-making. We highlight the various categories of 
AI systems based on their levels of transparencies and 
opacity in terms of human interaction. 
Transparency vs Opacity
Transparent systems typically provide software 
developers with visualizations of the system execution 
process. This facilitates a better understanding of the 
inner workings of the system, but often degrades
system speed and performance [5]. AI systems differ 
from conventional software systems as they are more 
opaque in their execution, allowing software developers 
to focus on the software development process without 
concerning themselves with transparency 
enhancements. In addition, opacity ascertains that the 
system is hard to replicate; safeguarding their 
Intellectual Property and retaining their 
competitiveness in market.  
Whilst AI systems are developed to improve process 
efficiencies in the industry, the current lack of 
transparency restricts clear understanding of the 
decision. This impacts liability and hinders preventative 
maintenance by human actors. Consider the application 
of AI by the judicial system. Such systems bear 
publicly-available data. The process of reaching a 
decision by an AI system is not always deterministic 
and as such it is almost impossible to challenge an 
outcome. As an example, an investigation conducted by 
ProPublica prompted the drafting and enactment of 
New Yor
confirm that the COMPAS (Correctional Offender 
Management Profiling for Alternative Sanctions) [4] risk 
assessments were more likely to erroneously identify 
black defendants as presenting a high risk for repeating 
offences, at almost twice the rate as white defendants 
(43% vs 23%). Due to the opaque nature of the AI 
system , neither 
defendants nor the court systems utilizing COMPAS had 
visibility into why such assessments yielded significant 
rates of mislabeling based on race.  
Whilst opacity is popularly adopted as a property in AI 
system design, incorporating an element of 
transparency in these systems would facilitate efficient 
testing and debugging, albeit with degraded AI system
performance [5]. The movement to transparent AI is 
enforced through the introduction of the General Data 
Protection Regulation (GDPR) [2]. This regulation 
restricts AI systems that require large volumes of input 
data to train, from accessing data elements that hold 
privacy concerns. The GDPR further mandates that 
data-driven algorithms explain how the data has been 
processed to reach decisions [2]. Consequently, it is 
expected to see an increasing number of transparent AI 
systems in the market in the near future. In this 
Transparency: The quality 
of being open in meaning, in 
such a way that it is easy for 
others to see what actions 
are being performed.  
Opacity:  The quality of 
being obscure in meaning; 
also, lacking transparency.
instance, transparency is regarded as a tool to achieve 
accountability. For example, the COMPAS AI system 
was challenged in the Craig Loomi criminal case [1]. In 
his defense, the defendant pointed out that the 
COMPAS system was gender-biased because it 
considered his gender as a factor to compute an
assessment score. The decision would not have been 
contested if there was transparency. 
AI Opacity Levels Explained 
Figure 1 illustrates the opacity levels of various types of 
AI systems: neural networks, metaheuristics, machine 
learning and fuzzy logic. There are differences between 
algorithms within each category in terms of the level of 
opacity at different levels.  
Neural networks typically receive the input as-is from a
data set. The input stage is therefore transparent. 
Metaheuristics such as the Genetic Algorithm start out 
with a random initialization of inputs, such as the initial 
population. Thus, the process is colored opaque. 
Machine learning systems are typically operating on 
preprocessed data; already subject to feature 
engineering or normalization. As the inputs are not 
entirely raw, the opacity levels are colored grey. Fuzzy 
logic on the other hand involves opaque modification of 
the fuzzy inputs based on a certain membership 
function, and a transparent output. For the operations 
stage, machine learning includes regression or 
classification techniques, which are transparent; 
decision trees and support vector machine operations 
are transparent, as they are based on explicit 
mathematical equations. Fuzzy logic, neural networks
and metaheuristics are also opaque in the way they 
update their results through modification or evaluation, 
before producing an output whereas, machine learning 
outputs are classes, clusters or coefficients; which fall 
between fully opaque and fully transparent. 
Explainable AI 
Since the concept of AI is often difficult to explain 
through easily understood principles, the human 
thoughts related to the domain of human made 
synthetic knowledge and intelligent decision making 
capabilities in itself depict a large blackbox with few 
relatable real-world explanations. As such, various 
schools of thought exist to categorize AI systems into 
opaque or transparent [6]. Each of these schools have 
a different thought pattern to make it easier for 
humans to mentally grasp the scope and capabilities of 
AI. By enabling humans to understand and visualize the 
inner workings of AI systems, they become better 
equipped to perceive the range of AI capabilities and 
enable facilitation of magnitude-scale and complex 
decision-making that the human mind cannot otherwise 
easily fathom.
The Logical School assumes intelligence is synonymous 
to logic and an AI system is composed of a list of 
Figure 1: Opacity levels of AI algorithms at different stages (light
blocks are transparent, grey blocks are semi-transparent/opaque, 
dark blocks are opaque)
predicates and logical operations. The system is not 
opaque and though it encompasses complex
relationships, it is still interpretable. Similarly, the 
Bayesian School assumes that solutions to any problem 
can be reached probabilistically. Though randomness 
exists in the process, the inner functions are expressed 
through mathematical functions and as such they are 
not opaque. The Machine Learning School is based on 
statistical concepts and essentially is not opaque for 
small data sets. However, for improved precision and 
accuracy, a machine learning system requires large 
volume data sets, with many dimensions. These two 
factors make it difficult to interrupt the inner workings 
of such a system, making them opaque. Deep Neural 
Networks are extremely opaque, as the underlying 
mathematics associated with back propagation and 
weight interactions is very complex and the large 
number of nodes, layers and interconnecting structures 
make the system uninterpretable.
In order to classify AI systems according to their 
transparency, we define a taxonomy in Figure 2. The 
most transparent system (Level 1) is easy to 
understand, has a simple architecture and runs for a 
few iterations. In contrast, systems that incorporate 
randomization and comprise a complex processing 
architecture based on hard mathematical concepts, 
regardless of the number of iterations, are considered 
opaque and they serve as the fundamental definition of 
a blackbox (Level 8).
Conclusion
We have identified several categories of AI systems 
based on their levels of opacity (or transparency). The 
recent shift towards more transparent AI systems will 
ensure a better comprehension in terms of the logic 
and attributions that enable the system to make 
automated intelligent decisions, guided by human 
intelligence. 
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Figure 2: Transparency levels of 
AI systems (most to least 
transparent top to bottom)
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