On the spectrum of positive finite-rank operators with a partition of
  unity property by Nagler, Johannes
ar
X
iv
:1
40
3.
45
22
v1
  [
ma
th.
CA
]  
18
 M
ar 
20
14
On the spectrum of positive finite-rank operators
with a partition of unity property
Johannes Nagler
Fakulta¨t fu¨r Informatik und Mathematik, Universita¨t Passau, Germany
Abstract
We characterize the spectrum of positive linear operators T : X → Y , where X and Y are complex Banach
function spaces with unit 1, having finite rank and a partition of unity property. Then all the points in the
spectrum are eigenvalues of T and σp(T ) ⊂ B(0, 1) ∪ {1}. The main result is that 1 is the only eigenvalue
on the unit circle.
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We study positive linear operators that have finite-rank on some general infinite-dimensional complex
Banach function spaces X,Y with unit 1. In addition, we assume that the positive finite-rank operator
T : X → Y is unitary in the sense that T 1 = 1. This work generalized some results of the manuscript
of Nagler, Cerejeiras, and Forster [1], where the spectral properties has been shown concretely for the
Schoenberg operator in order to prove the limit of iterates and lower bounds. Since the result is established
in a more general setting it is of interest of its own, as it is applicable to positive operators e. g., on the space
of continuous functions as well as on the space of integrable functions. The results shown might serve as a
starting point and can be used as in [1] to prove the convergence of iterates by using spectral properties or
to prove lower bounds for the approximation error of other finite-rank operators.
1. The spectrum of positive finite-rank operators
We will discuss the positive finite-rank operator T : X → Y for f ∈ X defined as
Tf =
n∑
k=1
α∗k(f) · ek, f ∈ X, (1)
where 0 ≤ ek ∈ X are positive functions of X and α
∗
k are positive linear functionals with ‖α
∗
k‖ = α
∗
k(1) = 1
for k ∈ {1, . . . , n}. In addition, let the basis functions ek form a partition of unity, i.e.,
n∑
k=1
ek = 1. (2)
The following theorem is our main result.
Theorem 1.1 (The spectrum of T ). The spectrum of the operator T , defined by (1), consists only of the
point spectrum and is characterized by
σ(T ) = σp(T ) ⊂ B(0, 1) ∪ {1} .
A more precise characterization of the spectrum gives the next corollary.
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Corollary 1. The positive finite-rank operator T ∈ B(X,Y ) has the following properties:
1. 1 ∈ ker(T − I), i. e., 1 is an eigenvalue of T , and
2. σp(T ) = σ(T ) ⊂ B(0, 1) ∪ {1}.
I.e., the only eigenvalue in the peripheral spectrum is 1.
Before we prove these, we first give some examples where our main result can be applied.
Example 1.1 (C([0, 1]) and point evaluations). The Riesz representation theorem gives a characterisa-
tion of positive linear functionals on C([0, 1]). Namely, for every positive linear functional a∗ : C([0, 1])→ C,
there is a unique positive Radon measure ν such that
a∗(f) =
∫
1
0
fdν for every f ∈ C([0, 1]).
A classical example of a positive linear functional on C([0, 1]) is the Dirac measure at a point x ∈ [0, 1]
defined for f ∈ C([0, 1]) by
δx(f) = f(x).
Given a partition ∆n = {xk}
n
k=1 of [0, 1] satisfying
0 = x1 < x2 < . . . < xn = 1,
then a popular choice for the functionals are a∗k = δxk for k ∈ {1, . . . , n}. Then the positive finite-rank
operator can be written for x ∈ [0, 1] as
Tf(x) =
n∑
k=1
f(xj) · ek(x), ek ∈ C([0, 1]).
Operators of this kind are often used to approximate continuous functions by only a finite number of samples.
Using Theorem 1.1 we obtain that σ(T ) ⊂ B(0, 1) ∪ {1}.
Example 1.2 (Kantorovicˇ operator on L1([0, 1])). The Weierstrass approximation theorem says that
every continuous function can be uniformly approximated by polynomials. An often used technique to prove
this theorem are the classical Bernstein polynomials and the corresponding Bernstein operator. This result
can be transfered to the space of integrable functions using the so called Kantorovicˇ operators. In 1930,
Kantorovicˇ [2] has defined a sequence of operators Kn : L
1([0, 1])→ C([0, 1]) as
Knf(x) = (n+ 1)
n∑
k=0
(
n
k
)
xk(1− x)n−k
∫ k+1
n+1
k
n+1
f(t)dt, f ∈ L1([0, 1]).
In fact, Kn1 = 1 holds and each of the operators Kn is positive and has finite-rank. Using the main result,
we can characterize the spectrum of these operators: σ(Kn) ⊂ B(0, 1) ∪ {1}.
2. Notation
In the following let X and Y be Banach spaces with topological duals X∗ and Y ∗. We denote the space
of bounded linear operators from X to Y by B(X,Y ) equipped with the usual operator norm ‖·‖op. With
I we denote the identity operator on B(X,Y ). For T ∈ B(X,Y ), we denote by σ(T ) the spectrum of T ,
σ(T ) = {λ ∈ C : T − λI is not invertible} .
By σp(T ), we denote the point spectrum of T ,
σp(T ) = {λ ∈ C : T − λI is not one-to-one} ,
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which contains all the eigenvalues of T . The open ball of radius r > 0 at the point z ∈ C in the complex
plane will be denoted by B(z, r) := {λ ∈ C : |λ− z| < r} and its closure by B(z, r). For M ⊂ X we denote
by
M⊥ = {x∗ ∈ X∗ : x∗(x) = 0 for every x ∈M} ⊂ X∗,
the annihilator of M , whereas the pre-annihilator of the set Λ ⊂ X∗ will be denoted by
Λ⊥ = {x ∈ X : x
∗(x) = 0 for every x∗ ∈ Λ} ⊂ X.
The annihilator set M⊥ contains all continuous linear functionals on X that vanish on M , while Λ⊥ is the
subset of X on which every bounded functional from Λ is zero. For properties of annihilators we refer to
the book of Rudin [3].
3. Basic properties of positive finite-rank operators
This section discusses properties that characterize the positive finite-rank operator T . The next lemma
states the positivity of T and the ability to reconstruct constants.
Lemma 3.1. The linear operator T , defined by (1), is positive and reproduces constants.
Proof. As the α∗k are linear positive functionals and ek ≥ 0, we conclude for f ∈ C([0, 1]), f ≥ 0,
Tf =
n∑
k=1
α∗k(f)ek ≥ 0.
And we obtain by applying the preconditions on T that
T 1 =
n∑
k=1
α∗k(1)ek =
n∑
k=1
ek = 1.
Lemma 3.2. The operator T : X → Y is bounded and ‖T ‖op = 1.
Proof. Let f ∈ X such that ‖f‖ = 1. Then
‖Tf‖ =
∥∥∥∥∥
n∑
k=1
α∗k(f) · ek
∥∥∥∥∥ ≤ maxk |α∗k(f)| ·
n∑
k=1
‖ek‖ ≤ ‖f‖ ·max
k
‖α∗k‖ = 1,
where we used the partition of unity (2) and that ‖α∗k‖ = 1. Using that T 1 = 1, we conclude that ‖T ‖op = 1.
Now we will proof that the operator T is indeed a finite-rank operator and give additional basic properties.
Lemma 3.3. The linear operator T has finite rank. Thus, the operator T is compact.
Proof. As Im(Tf) = span {
∑n
k=1 α
∗
k(f) · ek : f ∈ X}, the image can be written as a linear combination
of the n basis functions ek and hence, dim(Im(Tf)) ≤ n. Therefore, the linear operator T has finite rank.
It follows that the operator T is compact.
Theorem 3.4. The adjoint T ∗ : Y ∗ → X∗ of T is a finite-rank operator. It is given for x∗ ∈ Y ∗ as
T ∗x∗(f) =
n∑
k=1
x∗(ek)α
∗
k(f), f ∈ X.
Proof. We calculate
x∗(Tf) = x∗(
n∑
k=1
α∗k(f) · ek) =
n∑
k=1
α∗k(f)x
∗(ek) = T
∗x∗(f).
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4. Proof of the main result
Since ‖T ‖op = 1, the inequality
|λ| ≤ ‖T ‖ = 1
holds for each λ ∈ σ(T ). Therefore, σ(T ) ⊂ B(0, 1).
In the following, we show that σ(T ) ⊂ B(0, 1)∪ {1}, i.e., if λ ∈ σ(T ) with |λ| = 1 then λ = 1 and all the
spectral values are eigenvalues of T .
The proof is organized as follows: first, we prove that 0 ∈ σp(T ). Then, we will show that 1 ∈ σp(T ).
Finally, we consider eigenvalues λ ∈ σp(T ) \ {0, 1} and we show that in this case |λ| < 1 holds.
Note that for compact operators it is known that every λ 6= 0 in the spectrum is contained in the point
spectrum. This classical result is stated, e.g., in Rudin [3, Theorem 4.25]. Therefore, if 0 ∈ σp(T ), then it
follows already that
σ(T ) = σp(T ).
Step 1: In order to prove that 0 ∈ σp(T ) we show ker(T ) 6= {0}. Using Rudin [3, Theorem 4.12], we
obtain that ker(T ) = Im(T ∗)⊥. As Im(T ) is closed in Y , so is Im(T
∗) weak∗-closed in X∗. Suppose
now that ker(T ) = {0}. It follows that Im(T ∗)⊥ = {0} and therefore, (Im(T
∗)⊥)
⊥ = X∗. This
requires that Im(T ∗) is weak∗-dense in X∗. This gives a contradiction as Im(T ∗) = span {α∗
1
, . . . , α∗n}
is weak∗-closed and X∗ 6= span {α∗
1
, . . . , α∗n}, because X
∗ is infinite-dimensional. We conclude that
ker(T ) 6= {0} and the finite-rank operator T is not one-to-one, i. e., 0 ∈ σp(T ).
Step 2: We have 1 ∈ σ(T ), because of the partition of the unity property and the function f(x) = 1 is an
eigenfunction of T corresponding to the eigenvalue 1.
Step 3: Now we prove that for all the other eigenvalues λ ∈ σ(T ), we have
|λ| < 1.
Let λ ∈ σ(T ) \ {0}. As the operator maps continuous functions to finite dimensional space Im(T ), the
eigenfunctions have to be in this space, too. Let p ∈ Im(T ), p =
∑n
k=1 cjek, be such an eigenfunction
for the eigenvalue λ. Then
Tp = λp
⇐⇒
n∑
k=1
n∑
j=1
cjα
∗
k(ej)ek(x) = λ
n∑
k=1
cjek(x)
⇐⇒
n∑
k=1

 n∑
j=1
cjα
∗
k(ej)− λck

 ek(x) = 0
⇐⇒
n∑
j=1
cjα
∗
k(ej) = λck, for all k ∈ {0, . . . , n} .
Thus, λ 6= 0 is an eigenvalue of the operator T , if and only if λ is an eigenvalue of the matrixM ∈ Rn×n,
M =


α∗
1
(e1) α
∗
1
(e2) · · · α
∗
1
(en)
α∗
2
(e1) α
∗
2
(e2) · · · α
∗
2
(en)
...
α∗n(e1) α
∗
n(e2) · · · α
∗
n(en)

 .
This matrix M is nonnegative as ek ≥ 0 and α
∗
k are positive linear functionals. Moreover, every row
sums up to one because of the partition of unity property. To see this, we calculate for some fixed row
k ∈ {1, . . . , n}
n∑
i=1
α∗k(ej) = α
∗
k(
n∑
j=1
ej) = α
∗
k(1) = 1. (3)
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Therefore, by the Theorem of Gershgorin [4], we have that the eigenvalues are contained in the union
of circles
λ ∈
n−1⋃
j=−k
Dj,
with
Dk =

λ ∈ C : |λ− α∗k(ek)| ≤
n∑
j=1,j 6=k
α∗k(ej)

 .
Using the partition of unity property (2), it follows that
n⋃
k=1
Dk ∩ {λ ∈ C : |λ| = 1} = {1} .
Finally, we obtain σp(T ) = σ(T ) ⊂ B(0, 1) ∪ {1}.
✷
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