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Couplage de modèles en foresterie :
quels sont les pièges ?
S uˆrement parce que la gestiondes foreˆts implique des pas detemps longs au regard de
l’homme, les mode`les sont utilise´s
depuis longtemps en foresterie
(Stoyan et Penttinen, 2000). Les mode`-
les permettent d’infe´rer le comporte-
ment a` long terme de la foreˆt (sur
plusieurs sie`cles) a` partir d’observa-
tions faites pendant quelques anne´es
ou quelques dizaines d’anne´es dans
les dispositifs expe´rimentaux. Un
mode`le peut eˆtre vu de manie`re un
peu simpliste comme une boıˆte noire
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Résumé
Les mode`les pre´dictifs sont couramment utilise´s en foresterie pour optimiser la gestion des
foreˆts. Unmode`le peut eˆtre vu demanie`re simpliste comme une boıˆte noire qui calcule des
variables de sortie a` partir de variables d’entre´e. Il est alors tentant d’assembler diffe´rentes
boıˆtes noires pour construire des mode`les de plus en plus complexes. En s’appuyant sur
une revue bibliographique des mode`les en foresterie, cette e´tude a pour objectif
d’identifier les limites du couplage de mode`les. Le couplage de mode`les peut induire un
biais de pre´diction, en particulier lorsque les mode`les couple´s interagissent re´tro-
activement. Le couplage entraıˆne e´galement une propagation des erreurs et peut se
traduire par une perte de pre´cision des pre´dictions. Le couplage implique e´galement un
e´quilibrage du niveau de de´tails pris en compte dans les mode`les assemble´s. En
conclusion, il est pre´fe´rable, lorsque le niveau de complexite´ du mode`le le permet,
d’ajuster conjointement l’ensemble des composantes d’un mode`le, plutoˆt que de le
de´composer en sous-mode`les ajuste´s inde´pendamment les uns des autres.
Mots cle´s : dynamique des populations ; foreˆt naturelle ; me´thode statistique ;
mode´lisation environnementale ; pre´diction.
The`mes : foreˆts ; me´thodes et outils.
Abstract
Coupling models in forestry: What are the limitations?
Predictive models are commonly used in forestry to manage forests. A model can be seen
as a black box that predicts output variables from input variables. Hence, a simple way to
build models for systems of increasing complexity consists in combining black boxes.
Based on a bibliographical review of forestry models, this study aims at identifying the
limitations of coupling models. Model-coupling can bring a prediction bias, especially
when the coupled models have a feedback effect on each other. Coupling also has an
incidence on error propagation and can bring the precision of predictions down. Coupling
requires that the level of detail in each coupled model be balanced. Finally, when the level
of complexity of the model is manageable, fitting the model as a whole is a better option
than breaking it down into components that are independently fitted and then coupled.
Key words: environmental modelling; natural forests; population dynamics; prediction;
statistical methods.
Subjects: forestry; tools and methods.
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Étude originale
qui calcule des variables de sortie (les
pre´dictions) a` partir de variables
d’entre´e (les variables explicatives).
En suivant ce point de vue, une
solution pour re´pondre a` des ques-
tions de plus en plus complexes
consiste a` assembler diffe´rentes boıˆtes
noires pour construire des mode`les
e´galement de plus en plus complexes.
Bien souvent, les mode`les de dyna-
mique forestie`re se sont effectivement
de´veloppe´s en combinant diffe´rents
mode`les relatifs a` diffe´rents niveaux
de description de la foreˆt. Partant de
l’arbre et en allant de manie`re descen-
dante vers le bourgeon, le couplage de
mode`les a permis de remplacer une
description empirique de certaines
fonctions internes de l’arbre par des
processus plus explicatifs, fonde´s sur le
fonctionnement physiologique de
l’arbre (Deleuze, 1995). Aux indices
decompe´titionpourlalumie`re,ontainsi
succe´de´ lesmode`les de transfert radiatif
(Pacalaetal.,1993) ;auxprobabilite´sde
mourir, a succe´de´ la description me´ca-
niste des chutes des arbres et des
ouvertures de la canope´e (Bossel et
Krieger, 1991) ; a` la croissance en
diame`tre de l’arbre, a succe´de´ l’alloca-
tion de biomasse entre les diffe´rents
compartiments de l’arbre (Poorter et
Nagel, 2000). Le point d’aboutissement
de cette vision re´ductionniste serait
l’adaptation a` la foreˆt d’un flight
simulator, inte´grant re´alisme pousse´
et interactivite´ (Parrott et Lange, 2004).
En allant au contraire de manie`re
ascendante de l’arbre vers l’e´cosys-
te`me, le couplage de mode`les a
permis d’inte´grer les dynamiques des
arbres avec d’autres dynamiques (des
e´le´ments mine´raux, du climat, de
composantes ve´ge´tales autres que
les arbres) afin de pre´dire l’e´volution
de syste`mes dont le peuplement
arbore´ n’est qu’une composante
(Lauenroth et al., 1993 ; Claussen,
1994 ; Keith et al., 2008). Des mode`les
couplant mode`le de dynamique
d’acteurs et mode`le de dynamique
de ve´ge´tation permettent e´galement
de pre´dire l’e´volution des affectations
du territoire (Bommel et al., 2010 ;
E´tienne et al., 2010).
Assembler des boıˆtes noires de´termi-
nistes sans se soucier des proprie´te´s
statistiques du mode`le re´sultant n’est
cependant pas sans danger. Dans les
relations qui lient les variables
d’entre´e d’un mode`le a` ses pre´dic-
tions, interviennent des parame`tres
qui sont estime´s a` partir d’observa-
tions, lors de la phase d’ajustement du
mode`le. L’estimation des parame`tres
confe`re une nature statistique aux
pre´dictions du mode`le, dont deux
proprie´te´s importantes sont le biais
(e´cart entre la moyenne des pre´dic-
tions et la moyenne des observations)
et la variance (dispersion des pre´dic-
tions autour de leur moyenne). Les
me´thodes d’ajustement des mode`les
assurent le plus souvent l’absence de
biais. Mais lorsque l’on couple des
mode`les ajuste´s inde´pendamment les
uns des autres, un biais de pre´diction
peut s’introduire. Le couplage de
mode`les peut induire d’autres pro-
ble`mes statistiques.
Assembler des mode`les pour re´pon-
dre a` des questions de plus en plus
complexes est un premier cas de
figure de couplage de mode`les. Il en
existe un second, qui est syme´trique
du premier : pour estimer l’ensemble
des parame`tres d’un mode`le trop
complexe pour que ces parame`tres
soient estime´s conjointement, une
solution consiste a` de´sassembler le
mode`le en sous-mode`les ajuste´s se´pa-
re´ment, puis a` coupler a posteriori ces
sous-mode`les. Meˆme si c’est la pre´-
diction qui motive le premier cas de
figure alors que c’est l’estimation qui
motive le second cas, d’un point de
vue statistique, les proble`mes pose´s
sont les meˆmes.
Bien que les proble`mes de pre´diction
re´sultant du couplage demode`les aient
e´te´ releve´s par de nombreux mode´li-
sateurs, peu d’e´tudes spe´cifiques y ont
e´te´ consacre´es. L’objectif de cette
synthe`se bibliographique est d’illus-
trer, a` partir d’exemples tire´s de la
litte´rature forestie`re, les de´fauts de
pre´diction qui peuvent re´sulter du
couplage de mode`les. Lorsqu’un
mode`le pre´dit l’e´tat d’un syste`me A
tandis qu’un autre pre´dit l’e´tat d’un
syste`me B, le couplage de ces deux
mode`les constitue-t-il la meilleure
option pour pre´dire l’e´tat du syste`me
re´unissant A et B ?Quels outils peuvent
eˆtre utilise´s pour e´valuer la pertinence
d’un couplage ? Meˆme si les exemples
pre´sente´s sont tous relatifs a` la foreste-
rie, on cherchera a` donner a` cette
analyse une porte´e qui de´passe les
sciences forestie`res, car la question du
couplage de mode`les se pose de
manie`re tre`s semblable en e´cologie
ou en agronomie, et de manie`re
transversale au type de mode`le.
Méthode
Un mode`le est de´fini ici comme une
fonction f multivarie´e permettant de
pre´dire un vecteur de variables nume´-
riques de sortie y a` partir de variables
d’entre´e x et de parame`tres u : y =
f (x ; u). Les parame`tres u sont estime´s
a` l’aide d’un jeu de donne´es compor-
tant n observations. Chaque observa-
tion i consiste enundoublet (xi,yi) des
variables d’entre´e et de sortie du
mode`le, sans aucune hypothe`se a` ce
stade sur la structure des donne´es
(c’est-a`-dire, les corre´lations entre
elles). E´tant donne´ un second mode`le
g qui pre´dit v en fonction de u a` l’aide
de parame`tres h estime´s a` partir de m
observations (ui, vi), la notion de
couplage des deux mode`les f et g
renvoie a` la fac¸ondont les parame`tresu
et h sont estime´s. Par de´finition, il y a
couplage entre les deux mode`les f et g
lorsque :
(i) les parame`tres u de f sont estime´s
inde´pendamment de g a` l’aide des
observations (xi, yi) ;
(ii) les parame`tres h de g sont estime´s
inde´pendamment de f a` l’aide des
observations (ui, vi) ;
(iii) il existe une fonction h combi-
nant f et g qui pre´dit z = h(x, u ; u, h),
ou` les estimations de u et h sont celles
obtenues aux e´tapes (i) et (ii).
A` l’inverse, si les parame`tres u et h de
h sont conjointement estime´s a` partir
de l’ensemble des observations {(xi,
yi), (ui, vi)}, on conside´rera qu’il n’y a
pas de couplage (mais simplement
ajustement du mode`le h).
Sans pre´tention a` l’exhaustivite´, il est
pratique dedistinguer quatremodes de
couplage de deux mode`les (figure 1) :
– dans le couplage additif (figure 1A),
les variables de sortie de chacun des
mode`les sont ajoute´es et cette somme
constitue la variable de sortie du
couplage ;
– dans la composition de mode`les
(figure 1B), la variable de sortie du pre-
mier mode`le sert comme variable d’en-
tre´e du second mode`le, et la variable
de sortie du second mode`le constitue
alors la variable de sortie du couplage ;
– le couplage re´troactif (figure 1C) est
semblable a` la composition demode`le,
a` cela pre`s que la variable de sortie du
second mode`le est elle-meˆme une des
variables d’entre´e du premier mode`le ;
– dans le couplage hie´rarchique
(figure 1D), il y a un effet ale´atoire
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sur le parame`tre du premier mode`le et
cet effet ale´atoire est mode´lise´ graˆce
au second mode`le ; la sortie du
couplage s’identifie a` la variable de
sortie du premier mode`le.
La pertinence du couplage h de deux
mode`les f et g sera e´value´e par
rapport a` l’ajustement direct du
mode`le h. Cette comparaison sera
effectue´e sur la base du biais des
pre´dictions et de leur variabilite´.
Partant du principe que l’ajustement
d’un mode`le a` des observations
n’engendre aucun biais de pre´dic-
tion, le biais lie´ au couplage pourra
eˆtre calcule´ comme l’e´cart entre la
moyenne des pre´dictions du cou-
plage et la moyenne des pre´dictions
du mode`le h lorsqu’il est directement
ajuste´ aux observations. La variabilite´
des pre´dictions peut avoir diverses
origines, mais on se focalisera ici sur
la variabilite´ d’e´chantillonnage, en
supposant implicitement que les
autres sources de variabilite´ ont e´te´
pre´alablement inte´gre´es. E´tant donne´
un jeu de donne´es de n observations,
l’ajustement d’un mode`le f consiste a`
de´finir un estimateur θdes parame`tres
u de f, c’est-a`-dire une fonction des
observations. Les observations e´tant
distribue´es selon une loi donne´e,
l’estimateur θ est une variable ale´a-
toire. Il en re´sulte que toute pre´dic-
tion f(x ; θ) du mode`le est elle-meˆme
une variable ale´atoire dont la loi
de´coule de celle des observations.
La variance de cette variable ale´atoire
est, par de´finition, la variabilite´
d’e´chantillonnage.
Il arrive fre´quemment que l’on ait un
compromis biais/variance, c’est-a`-dire
que l’on puisse re´duire le biais au prix
d’une variance plus forte, ou inverse-
mentque l’onpuisse re´duire la variance
en introduisant un biais. C’est pour-
quoi, on pourra e´valuer le couplage de
mode`les soit du point de vue du biais
de pre´diction, soit du point de vue de la
variance, soit encore du point de vue
de l’erreur quadratique moyenne qui
cumule le biais au carre´ et la variance.
Résultats de l'analyse
bibliographique
Couplage additif
Le couplage additif intervient lorsque
le syste`me mode´lise´ re´sulte du cumul
de plusieurs sous-syste`mes (voir par
exemple Rastetter et al., 1992). Un
exemple est celui des tarifs de bio-
masse, c’est-a`-dire des e´quations per-
mettant de pre´dire la biomasse d’un
arbre a` partir de variables dendrome´-
triques plus faciles a` mesurer telles que
son diame`tre ou sa hauteur. La bio-
masse d’un arbre est ge´ne´ralement
de´compose´e en plusieurs composan-
tes (Saint-Andre´ et al., 2005) : bio-
masse ae´rienne, d’une part, qui inclut
la biomasse du feuillage, des branches
mortes, des branches vivantes, de
l’e´corce et du tronc sans e´corce, et
biomasse souterraine, d’autre part, qui
inclut la biomasse de la souche, des
grosses racines, des racines moyennes
et des racines fines. Bien que ces
biomasses s’ajoutent, le meilleur ajus-
tement du mode`le a` une grandeur
totale ne coı¨ncide ge´ne´ralement pas
avec la somme des meilleurs ajuste-
ments des mode`les a` chacune de ses
composantes (Chambers et al., 2001 ;
Saint-Andre´ et al., 2005 ; Nogueira
et al., 2008). Meˆme si la somme des
re´sidus ei = yi  f(xi ; u) est nulle et
que la somme des re´sidus e0i = vi  g
(ui ; h) est nulle, de sorte que la
somme des re´sidus associe´s au mode`le
f + g est e´galement nulle, le mode`le h
ajuste´ a` y + v sera ge´ne´ralement
diffe´rent de f + g. Cette diffe´rence
s’explique par la non-line´arite´ des
mode`les, qui n’est pas compatible avec
l’additivite´ de la variable de sortie, ou
par le fait que ce ne sont pas force´ment
les meˆmes variables explicatives qui
sont se´lectionne´es au niveau de
chaque mode`le. Le mode`le puissance,
par exemple :
B = αDβ 
ou` D de´signe le diame`tre de l’arbre et
(a, b)  u de´signe les parame`tres du
mode`le, qui est fre´quemment utilise´
pour les tarifs de biomasse (Nogueira
et al., 2008), constitue une famille
d’e´quations qui n’est pas stable par
l’addition (la somme de deux mode`les
puissance n’est pas un mode`le puis-
sance). Une alternative au mode`le
puissance, qui est e´galement fre´quem-
ment utilise´e (Chambers et al., 2001),
est le mode`le polynoˆmial sur les
donne´es log-transforme´es :
ln(B) = α + β ln(D) + γ [ln(D)]2 + δ [ln(D)]3
Ce mode`le e´tant line´aire, et pour peu
que les meˆmes variables explicatives
ln(D), ln(D)2 et ln(D)3 soient syste´ma-
tiquement utilise´es pour chacune des
composantes de la biomasse, le biais
de pre´diction lie´ au couplage additif
des tarifs sera nul (en raisonnant sur les
donne´es log-transforme´es). Cepen-
dant, meˆme dans ce cas, la variance
des pre´dictions ne sera ge´ne´ralement
pas la meˆme selon que l’on ajuste les
tarifs se´pare´ment pour chacune des
composantes, ou globalement pour
l’ensemble des composantes, car les
diffe´rentes composantes de la bio-
masse d’un arbre ont ge´ne´ralement
des erreurs re´siduelles corre´le´s entre
elles (Chaubert et al., 2008).
y = f(x; θ)
v = g(u; η)
y + v
A B
C D
y = f (x; θ)
y
v = g (u,y; η)
v
y = f(x,v; θ)
y
v = g(u,y; η)
v
v
θ = g (u; η) y
y = f(x; θ)
Figure 1. Différents modes de couplage de deux modèles f et g : A) couplage additif ; B) composition de
modèles ; C) couplage rétroactif ; D) couplage hiérarchique.
Figure 1. Different coupling modes for two models, f and g: A) additive coupling; B) composition of models;
C) feedback coupling; D) hierarchical coupling.
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Composition de modèles
Dans la composition de mode`les, la
pre´diction du second mode`le n’a
aucune influence sur le premier : cela
correspond donc a` un forc¸age externe
de la variable y sur le mode`le g.
Implicitement, la fonction g est non
line´aire ; autrement, on est ramene´ au
cas d’un couplage additif. Un exemple
d’un tel forc¸age externe est fourni par
certains mode`les combinant pre´dic-
tion du climat (ou, plus ge´ne´ralement,
de l’environnement) et pre´diction de
la dynamique forestie`re pour voir
l’influence des changements climati-
ques sur la ve´ge´tation, de`s lors que le
climat influence la ve´ge´tation sans
effet re´ciproque (Flannigan et al.,
1998 ; Keith et al., 2008).
La composition de mode`les a une
incidence a` la fois sur le biais et la
variance des pre´dictions du second
mode`le g. En l’absence de couplage,
lorsque lemode`legest conside´re´ seul, la
variable d’entre´emultivarie´ey est consi-
de´re´e comme connue de fac¸on cer-
taine ; la seulevariabilite´ despre´dictions
de´coule de la variabilite´ d’e´chantillon-
nage lie´e a` l’estimationdesparame`tresh
de g. Le couplage avec un mode`le f qui
pre´dit la variable y fait que celle-ci
devientunevariableale´atoire : ilyaalors
propagation des erreurs du mode`le f au
mode`le g et apparition d’un terme de
variance additionnel pour v (Chave
et al., 2004). Tant que la variabilite´ de
y reste petite, le biais et le terme de
variance additionnel que y induit sur v
peuvent eˆtre approche´s en faisant un
de´veloppement de Taylor a` l’ordre 2 et
1 de g et g2, respectivement :
(1) E(vi) − gi[E(y)] ≈     vec[Var(y)]T12
vec[Hgi (E( y))]
(2) Var(v) ≈ Jg[E(y)]T Var(y) Jg[E(y)]
ou` vi (respectivement gi) est le i
e
e´le´ment du vecteur v (respectivement
g), vec est l’ope´rateur qui transforme
une matrice n  p en un vecteur de
longueur np en stockant ses colonnes
les unes en dessous des autres, Var
de´signe la matrice de variance-cova-
riance, T de´signe la transpose´e d’une
matrice ou d’un vecteur, Hgi est la
matrice hessienne de gi (c’est-a`-dire la
matrice des de´rive´es partielles secon-
des de gi par rapport aux e´le´ments de
y), et Jg est la matrice jacobienne de g
(c’est-a`-dire la matrice des de´rive´es
partielles de chaque e´le´ment de g par
rapport aux e´le´ments de y). Ainsi, en
premie`re approximation, si la de´rive´e
seconde de g est nulle (ce qui est, en
particulier, le cas lorsque le mode`le g
est line´aire vis-a`-vis de y), le biais de
pre´diction lie´ au couplage est nul au
premier ordre. Par ailleurs, si la
de´rive´e premie`re de g est supe´rieure
en valeur absolue a` un, la variance de
y sera amplifie´e par le mode`le g. Il est
souvent utile, dans les mode`les
complexes, de re´aliser une analyse
de sensibilite´ locale pour identifier les
variables qui influencent beaucoup la
pre´diction v du mode`le g (Saltelli
et al., 2000). Cette analyse de sensibi-
lite´ locale, qui repose sur la de´rive´e
premie`re de g, est tre`s lie´e a` la
propagation des erreurs.
Dans certains cas, la variabilite´ induite
par le premier mode`le a un inte´reˆt en
soi. Par exemple, en analyse de
viabilite´ de population, le risque
d’extinction d’une population de´pend
non seulement de la valeur moyenne
du taux de mortalite´ de la population,
mais e´galement de la variabilite´ de ce
taux de mortalite´. Donc, si on e´tudie
l’impact d’un changement climatique
sur le risque d’extinction d’une popu-
lation d’arbres, il importe de prendre
en compte non seulement la relation
moyenne entre le climat et le taux de
mortalite´, mais aussi les fluctuations
climatiques et les fluctuations du taux
de mortalite´ qu’elles induisent (Jiang
et Shao, 2004 ; Ruokolainen et al.,
2007). La mode´lisation stochastique
peut, dans ce cas apporter, une solu-
tion inte´ressante au couplage, en
conside´rant explicitement la variable
ydans lemode`le g commeune variable
ale´atoire dont la distribution de´coule
du mode`le f (Zhou et Buongiorno,
2004 ; Fortin et Langevin, 2012). Alter-
nativement, des simulations de Monte
Carlo peuvent jouer le meˆme roˆle. Les
diffe´rences de pre´diction entre le
mode`le stochastique et le mode`le
de´terministe peuvent eˆtre importantes
et, comme pour la composition de
mode`le, la non-line´arite´ du mode`le
g y joue un roˆle pre´ponde´rant (Zhou et
Buongiorno, 2004).
Dans d’autre cas, cependant, la varia-
bilite´ induite par le premier mode`le est
plus une nuisance qu’un apport. C’est
le cas, par exemple, si on souhaite
e´tudier la re´action de la ve´ge´tation a` un
gradient environnemental en tant que
tel, la pre´cision d’estimation de ce
gradient e´tant d’un inte´reˆt secondaire
(Bugmann et Solomon, 1995 ; Talkkari
et al., 1999). Dans ce cas, il est le´gitime
de sedemander si le couplagedesdeux
mode`les a un inte´reˆt. En termes
d’erreur quadratique moyenne, il peut
eˆtre pre´fe´rable de laisser les deux
mode`les de´connecte´s et d’approcher
g(u, y ; h) par g(u, E(y) ; h)  g(u,
n
i =1n
1 Σ yi ; h), un biais sans variance
valant mieux qu’une absence de biais
avec une variance forte.
Couplage rétroactif
Dans le couplage re´troactif, lemode`le g
re´troagit sur le mode`le f de la meˆme
manie`re que f agit sur g. De manie`re
ascendante, on le trouve quand il s’agit
de mode´liser a` la fois l’impact de
l’environnement sur la ve´ge´tation et la
re´troaction de la ve´ge´tation sur l’envi-
ronnement (Lauenroth et al., 1993 ;
Claussen, 1994 ; Keith et al., 2008). De
manie`re descendante, le couplage
re´troactif intervient lorsqu’il s’agit de
de´crire les interrelations entre les dif-
fe´rentes composantes de la dynamique
forestie`re, telles que le recrutement, la
croissanceet lamortalite´ (ClarketClark,
1984 ; He et Duncan, 2000).
Le couplage re´troactif conduit e´gale-
ment a` une propagation des erreurs,
mais d’une fac¸on diffe´rente de la
composition de mode`les. Illustrons-
le par un exemple the´orique simple. Il
existe une relation de´croissante dans
les peuplements forestiers entre la
densite´ du peuplement (c’est-a`-dire,
le nombre de tiges a` l’hectare) et le
diame`tre quadratique moyen (c’est-a`-
dire, le diame`tre de l’arbre dont la
surface terrie`re – la surface de la
section horizontale du tronc de l’arbre
a` 1,30 m au-dessus du sol – est e´gale a`
la surface terrie`re moyenne du peu-
plement). Cette relation traduit la loi
d’auto-e´claircie. E´tant donne´ m peu-
plements forestiers pour lesquels on a
mesure´ a` la fois le diame`tre quadra-
tique moyen vi et la densite´ yi, on peut
donc eˆtre amene´ a` ajuster un mode`le
yi = f(vi) pour mode´liser une loi
d’auto-e´claircie. Inversement, si on
adopte le point de vue que le diame`tre
quadratique moyen traduit la produc-
tion du peuplement, laquelle de´pend
de la croissance, qui est elle-meˆme
corre´le´e ne´gativement a` la densite´ du
peuplement, alors on peut chercher a`
mode´liser la densite´-de´pendance de la
production par un mode`le vi = g(yi)
qui pre´dit le diame`tre quadratique
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moyen en fonction de la densite´ du
peuplement. Parce que le mode`le g
ajuste´ aux observations (yi, vi) est
ge´ne´ralement diffe´rent de l’inverse
du mode`le f ajuste´ aux observations
(vi, yi) (figure 2), le couplage re´troactif
des mode`les f et g (figure 1C) va
amener a` pre´dire le diame`tre quadra-
tique moyen en fonction de lui-meˆme
demanie`re ite´rative. Quel que soit v, la
pre´diction du couplage prendra une
valeur unique v0 qui ve´rifie a` la fois
y = f(v0) et v0 = g(y), c’est-a`-dire l’abs-
cisse du point d’intersection des cour-
bes (v, f(v)) et (g(y), y). Cependant, la
fonction h qui pre´dit le diame`tre
quadratique moyen en fonction de lui-
meˆme n’est autre que l’identite´ : en
l’absencedecouplage, lapre´dictiondev
est v lui-meˆme. Lorsque le mode`le f est
line´aire, v0 coı¨ncide avec la moyenne
des vi (figure 2A), ce qui signifie que le
biais de pre´diction lie´ au couplage est
nul.Lorsquelemode`le festnon line´aire,
la pre´diction du couplage re´troactif ne
coı¨ncide plus avec la moyenne des vi
(figure2B).Unde´calage importantpeut
meˆme se produire entre les deux
(Gallant, 1987, chapitre 8).
D’une manie`re ge´ne´rale, le couplage
re´troactif de mode`les ame`ne les pre´-
dictions a` glisser vers un point d’e´qui-
libre, s’il existe, tel que :
y = f(x, g(u, y ; η) ; θ)ˆ ˆ
v = g(u, f (u, v ; θ) ; η)ˆ ˆ
Ce point d’e´quilibre peut eˆtre e´loigne´
de l’e´tat stationnaire du syste`me tel
qu’il a e´te´ observe´ dans les donne´es
qui ont conduit aux estimations θ et ηˆ
des parame`tres des mode`les. Ce
de´calage entre la valeur que l’on
attendrait pour v d’apre`s l’ajustement
de g (inde´pendamment de f) et la
valeur que l’on obtient effectivement
pour v une fois que les deux mode`les
sont couple´s est bien connu des
mode´lisateurs de la dynamique fores-
tie`re. Il a e´te´ observe´ dans les mode`les
matriciels densite´-de´pendants (Lin et
Buongiorno, 1997 ; Favrichon, 1998 ;
Zhao et al., 2005) comme dans les
mode`les individu-centre´s densite´-
de´pendants (Gourlet-Fleury, 1997).
Le biais de pre´diction lie´ au couplage
re´troactif requiert une phase de ve´ri-
fication du mode`le ou` les pre´dictions
du couplage sont confronte´es aux
observations. Si l’e´cart entre pre´dic-
tions et observations est trop grand, un
ajustement a posteriori des valeurs des
parame`tres u et h peut s’ave´rer
ne´cessaire (Solomon et al., 1986 ;
Favrichon, 1998), quand bien meˆme
il paraıˆt arbitraire. Une solution plus
satisfaisante consisterait a` utiliser des
estimateurs qui tiennent compte de ce
biais duˆ a` la re´troaction, en introdui-
sant une e´tape interme´diaire ou` les
valeurs observe´es sont remplace´es par
leur pre´diction respective (Gallant,
1987).
Couplage hiérarchique
Le couplage hie´rarchique peut eˆtre
confondu avec la composition de
mode`les ou le couplage re´troactif, car
ces approches peuvent eˆtre utilise´es
pour traiter des questions semblables.
De´taillons l’exemple des mode`les
matriciels densite´-de´pendants, ou` la
croissance, le recrutement et la morta-
lite´ sont lie´s aux caracte´ristiques du
peuplement. Dans plusieurs de ces
mode`les (Buongiorno et al., 1995 ;
Favrichon, 1998), le taux de transition
u d’une classe de diame`tre donne´e
dans la classe supe´rieure est mode´lise´
comme une fonction line´aire de la
surface terrie`re B du peuplement :
u = a + bB.Pour estimer lesparame`tres
(a, b)  h, un jeu de donne´es {(Ni, Fi,
Bi), i = 1, . . ., m} est utilise´, ou` l’unite´
statistique (indexe´e par i) est une
parcelle forestie`re, m est le nombre
de parcelles, et Ni (respectivement Fi)
est le nombre d’arbres dans la classe de
diame`tre (respectivement, le nombre
d’arbres qui passent dans la classe
supe´rieure) dans la ie parcelle. Il y a
couplagehie´rarchique lorsque lespara-
me`tres (a, b) sont estime´s en deux
temps (Solomon et al., 1986 ;
Buongiorno et al., 1995 ; Zhao et al.,
2005) :
– le nombre d’arbres Fi qui passe dans
la classe de diame`tre supe´rieure suit
v
y
f
g
v
y
f g
A B
Figure 2. Régression de y par rapport à v (trait plein) et régression de v par rapport à y (trait pointillé), montrant que l'un n'est pas l'inverse de l'autre.
Figure 2. Regression of y with respect to v (solid line) and regression of v with respect to y (dotted line), showing that the latter is not the reverse of the former.
Les points sont les observations, le carre indique l'intersection des deux regressions, et les tirets indiquent les valeurs moyennes de v (trait vertical) et de y (trait horizontal). En (A),
regressions lineaires y= f(v) = a+ bv et v= g(y) = a+ by ; en (B), regressions non lineaires y= f(v) = a exp(bv) et v= g(y) = a ln(by).
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une loi binomiale dont la probabilite´
de succe`s s’estime par θi = Fi /Niˆ ;
– les parame`tres a et b sont estime´s
par la re´gression line´aire :
θi = α + βBi + εiˆ (3) 
ou` les ei sont inde´pendamment et
identiquement distribue´s selon une loi
normale centre´e d’e´cart type s (cette
hypothe`se est en soi contestable car
elle peut amener θiˆ a` sortir de l’inter-
valle [0,1] mais c’est bien l’hypothe`se
faite par les auteurs cite´s).
En l’absencede couplagehie´rarchique,
conditionnellement au taux de transi-
tion ui, Fi suit une loi binomiale de
parame`tre Ni et ui ; en marginalisant
cette loi binomiale par rapport a` ui, la
vraisemblance Ldu jeudedonne´es {(Ni,
Fi, Bi), i = 1, . . ., m} est :
L(α, β) =
n
i =1
Fi Fi
Ni iC∏∫ (1–θi)Ni –Fiθ10
ξ(θi  ; α + βBi, σ) dθi (4) 
ou` j(m, s) de´signe la densite´ de
probabilite´ de la loi normale de
moyenne m et d’e´cart type s tronque´e
sur [0,1]. La loi de (Ni, Fi, Bi) corres-
pond a` un me´lange de lois binomiales
avec une loi normale comme loi
me´langeante. Les estimateurs dumaxi-
mum de vraisemblance de a et b sont
les valeurs de a et b qui maximisent L.
On peut s’assurer qu’ils diffe`rent des
estimateurs de a et b de´finis par (3).
Meˆme si la plupart des mode`les
matriciels densite´-de´pendants repo-
sent sur un couplage hie´rarchique
pour l’estimation de leurs parame`tres,
il n’en reste pas moins que l’estimateur
du maximum de vraisemblance des
parame`tres est aussi utilise´ (Gross
et al., 2006 ; Zetlaoui et al., 2008).
L’exemple des mode`les matriciels den-
site´-de´pendants se ge´ne´ralise et l’esti-
mateur de u qui de´coule du couplage
hie´rarchique des mode`les f et g est
ge´ne´ralement diffe´rent de l’estimateur
du maximum de vraisemblance de u
pour le mode`le inte´gre´ h. L’estimateur
du maximum de vraisemblance e´tant
asymptotiquement efficace, cela signi-
fie que l’approche hie´rarchique
conduit ge´ne´ralement a` une perte de
pre´cision par rapport a` l’approche
inte´gre´e (du moins de`s que le nombre
d’observationsest suffisamment e´leve´).
Discussion
Le couplage de mode`les conside´re´s
comme des boıˆtes noires inde´pendan-
tes peut sembler une solution oppor-
tune pour mode´liser un syste`me
complexe qui se de´compose en sous-
syste`mes plus simples. Mais les pro-
prie´te´s statistiques des pre´dictions sont
affecte´es par ce couplage (Rastetter
et al., 1992). Dans le cas du couplage
re´troactif, c’est principalement le biais
de pre´diction qui pose proble`me ;
pour la composition de mode`les ou
le couplage hie´rarchique, c’est plutoˆt la
pre´cision des pre´dictions qui est affec-
te´e, meˆme si un biais peut e´galement
eˆtre pre´sent. La non-line´arite´ des
mode`les joue un roˆle majeur dans la
ge´ne´ration du biais de pre´diction, les
mode`les line´aires e´tant beaucoup
moins susceptibles aux biais lors des
couplages.Dans lamesure dupossible,
et pour garantir des proprie´te´s statisti-
ques acceptables dumode`le, il est donc
pre´fe´rable de conside´rer le mode`le
comme un tout inte´gre´.
Le niveau de complexite´ d’un mode`le
conditionne bien souvent la possibilite´
de le conside´rer comme un tout. E´crire
la vraisemblance de l’ensemble d’un
mode`le complexe (dans un contexte
fre´quentiste), puis la maximiser par
rapport a` l’ensemble des parame`tres
peut tourner a` l’e´preuve de force.
Dans le cas d’une imbrication hie´rar-
chique de mode`les, l’approche baye´-
sienne est une alternative qui peut
s’ave´rer efficiente (Conti et al., 2005 ;
Dietze et al., 2008). De´sassembler le
mode`le en sous-mode`les ajuste´s se´pa-
re´ment les uns des autres reste une
solution par de´faut. Une e´tape impor-
tante dans ce cas est la ve´rification du
mode`le, pour ve´rifier que les pre´dic-
tions du mode`le recompose´ par le
couplage de ses sous-mode`les restent
cohe´rentes avec les observations.
Le couplage de mode`les sert parfois a`
mettre en relation des mode`les faisant
des pre´dictions de nature diffe´rente,
par exemple, un mode`le climatique et
un mode`le de dynamique de ve´ge´ta-
tion, afin d’e´largir la porte´e de l’un. De
la meˆme fac¸on, il peut eˆtre tentant de
remplacer une fonction synthe´tique
dans un mode`le (le recrutement des
arbres a` 10 cm de diame`tre ; la
croissance en diame`tre) par des
sous-mode`les plus de´taille´s qui
conduisent a` la meˆme pre´diction
(mode`le de re´ge´ne´ration, depuis la
graine jusqu’au juve´nile de 10 cm de
diame`tre ; mode`le d’allocation de la
biomasse dans les diffe´rentes compo-
santes de l’arbre). Les mode`les ainsi
obtenus fournissent des de´tails tre`s
pointus et peuvent donner l’illusion
qu’ils imitent la re´alite´. Mais si le de´tail
est pousse´ trop loin, au prix de
l’introduction d’un grand nombre de
parame`tres, lemode`le devient difficile a`
manipuler et son comportement a`
comprendre : remplacer une re´alite´
complexe par une repre´sentation vir-
tuelle tout aussi complexe n’a gue`re
d’inte´reˆt (Mohren et Burkhart, 1994 ;
Korzukhin et al., 1996).
La question de la pertinence du
couplage de mode`les se de´place alors
vers une question qui lui est intime-
ment lie´e : quel est le degre´ de de´tail
requis pour mode´liser la dynamique
forestie`re de fac¸on pertinente (Daniels
et Burkhart, 1988 ; Deutschman et al.,
1999) ? La the´orie de l’agre´gation
(O’Neill et Rust, 1979 ; Ritchie et
Hann, 1997) et la the´orie de l’informa-
tion (Burnham et Anderson, 2002)
fournissent un cadre pour traiter cette
question. De`s lors que le mode`le
agre´ge´ apporte autant d’information
que le mode`le de´taille´, et que le
niveau de description agre´ge´ est celui
qui fait sens pour l’utilisateur, il n’y a
nul besoin de suivre une approche
re´ductionniste et de coupler des sous-
mode`les. C’est une question de
compromis entre la quantite´ d’infor-
mation apporte´e par le mode`le et le
nombre de parame`tres qu’il comporte,
ou principe de parcimonie.
Une question corollaire est celle du
couplage de mode`les qui ne reposent
pas sur le meˆme niveau de de´tail. Cela
aurait-il un sens, par exemple, de
coupler un mode`le climatique extreˆ-
mement de´taille´ avec un mode`le de
dynamique de ve´ge´tation tre`s gros-
sier ? Tant que les mode`les sont
conside´re´s comme des boıˆtes noires
de´terministes, la question ne peut pas
eˆtre traite´e ; mais de`s lors que les
proprie´te´s statistiques de l’ensemble
du syste`me sont conside´re´es, la ques-
tion se pose. On peut conjecturer que
des crite`res d’information tels que
l’AIC (Akaike information criterion)
ou le BIC (Bayesian information
criterion) conduiraient, au niveau de
l’ensemble du syste`me, a` un re´e´quili-
brage du niveau de de´tails entre ses
diverses composantes. Au biais et a` la
variabilite´ des pre´dictions, s’ajouterait
donc un troisie`me crite`re pour e´valuer
la qualite´ d’un couplage de mode`les :
l’ade´quation du niveau de de´tails entre
les diffe´rents mode`les couple´s.
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Pour finir, un paralle`le peut eˆtre e´tabli
entre le couplage de mode`les et
d’autres questions apparente´es. Une
premie`re question apparente´e est
celle de la combinaison de mode`les
concurrents : lorsque l’on dispose de
plusieurs mode`les qui pre´disent la
meˆme variable de sortie, on peut soit
chercher a` se´lectionner le meilleur
mode`le parmi ces concurrents (avec le
risque de ne pas se´lectionner le
meilleur), soit au contraire combiner
ces mode`les concurrents en une
unique pre´diction moyenne. Cette
seconde solution, que l’on peut obte-
nir a` l’aide de la moyenne baye´sienne
de mode`les (Li et al., 2008 ; Picard
et al., 2012), s’apparente a` un cou-
plage hie´rarchique de mode`les, a` cela
pre`s que le me´lange infini (4) devient
un me´lange fini.
Un second exemple de question
apparente´e est celle du biais de
pre´diction lorsque l’on change de
taille de placettes pour calculer les
variables d’entre´e du mode`le. La
plupart des variables d’entre´e des
mode`les forestiers sont calcule´es sur
des placettes d’e´chantillonnage de
taille donne´e et leurs proprie´te´s sta-
tistiques de´pendent de cette taille de
placette. Lorsque la taille des placettes
utilise´es pour ajuster le mode`le diffe`re
de la taille des placettes utilise´es pour
la pre´diction, il apparaıˆt un biais de
pre´diction qui peut atteindre 20 %
(Salas Gonza´lez et al., 1993). Cette
question s’apparente a` une composi-
tion de mode`les et le biais de pre´dic-
tion re´sultant du changement de taille
de placette peut eˆtre approche´ par une
formule semblable a` (1).
En conclusion, assembler des mode`-
les initialement conc¸us de manie`re
inde´pendantes pour re´pondre a` des
questions plus complexes paraıˆt
rarement une approche convain-
cante pour la pre´diction. De manie`re
syme´trique, de´sassembler en sous-
mode`les un mode`le trop complexe
pour que l’ensemble de ses parame`-
tres puisse eˆtre estime´ conjointement
peut eˆtre une solution par de´faut
pour l’estimation. Dans tous les cas,
le couplage de mode`les doit eˆtre fait
en toute conscience des proble`mes
statistiques que cela pose. Peut-
eˆtre que cette conscience renforce´e
permettra d’apporter de nouvelles
solutions a` des proble`mes pour
lesquels peu de solutions existent
aujourd’hui. &
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