Two processors output correlated sequences using the help of a coordinator with whom they individually share independent randomness. For the case of unlimited shared randomness, we characterize the rate of communication required from the coordinator to the processors over a broadcast link. We also give an achievable trade-off between the communication and shared randomness rates.
I. INTRODUCTION
We study the following problem, shown in Figure 1 : two processors wish to output correlated random variables X and Y , respectively. In particular, they should output n (approximately) independent and identically distributed (i.i.d.) samples (X n , Y n ) from a given joint distribution q(x, y) of (X, Y ). They are assisted in this by a coordinator, who shares two independent rate-limited sources of randomness, one with each processor. The coordinator can send a rate limited common message to the processors to help them generate (X n , Y n ). Given a distribution q(x, y) we are interested in the trade-off among the achievable rates.
Broadly, this problem belongs to a rich class of problems, widely studied in the literature, in which two or more agents connected through a network generate correlated random variables. An early work of this kind is due to Wyner [1] who characterized the minimum rate of common randomness required for two processors to produce (approximately) i.i.d. samples from a given joint distribution q(x, y) of correlated random variables X, Y ; this rate is known as Wyner's common information of the random variables X, Y . Bennett et al. [2] and Cuff [3] studied a processor observing i.i.d. X n that sends a message to another processor to approximate a noisy channel q Y |X between them. Cuff et al. [4] studied several two node and three node networks, where the nodes try to produce correlated random variables. The problem of generating correlated random variables via interactive communication has been studied by Gohari and Anantharam [5] and Yassaee et al. [6] . A previous work [7] by the last two authors of this paper studied a distributed sampling problem in which two processors observing correlated sources receive rate limited help from an omniscient genie to output correlated sequences.
In our problem, the coordinator has access to two independent random variables W 1 and W 2 each of which is shared with only one processor: we call these shared randomness (SR). The processors want to generate sequences X n and Y n such that they are (approximately) distributed according to the desired distribution; we are interested in a notion which has been called strong coordination [4] . We characterize the optimal transmission rate under unlimited shared randomness. It is easy to infer from the literature [1] - [3] that a rate
Generating correlated random variables via shared randomness. W i is shared between coordinator K and processor P i , for i = 1, 2. W 1 is independent of W 2 and the goal is to produce (X n , Y n ) whose induced marginal distribution is close to i.i.d. sampling from a given q(x, y). When W 1 , W 2 are absent, this reduces to a model considered in [1] .
Wyner's common information [1] . To this end, on one hand, note that shared randomness can be converted to common randomness by the coordinator sending the XOR of two individually shared random strings producing 2 bits of common randomness for every bit sent. Then, Wyner's result [1] gives us that 0.5C(X; Y ) is achievable. On the other hand, note that using their shared randomness, coordinator and processor P 1 can sample X n i.i.d. with distribution q X . We can treat coordinator and processor P 1 as a single entity (encoder) having an input i.i.d. X n , which sends a message M to processor P 2 (decoder), which has to produce Y n according to the desired distribution, implying that I(X; Y ) is achievable [2] , [3] . Our new achievable scheme builds on these two ideas while strictly improving over min {0.5C(X; Y ), I(X; Y )}. In fact, our scheme gives a trade-off between the communication and shared randomness rates which turns out to be tight in two additional settings: 1) when the shared randomness rates approach zero, as expected, the optimal transmission rate required turns out to be equal to Wyner's common information [1] , and 2) when X and Y are equal, we can completely characterize the rate region.
II. PROBLEM DEFINITION
Notation: Four random variables (X, Y, Z, W ) are said to form a Markov chain denoted by X − Y − Z − W if the probability distribution p(x, y, z, w) satisfies p(x, y, z, w) = p(y, z)p(x|y)p(w|z). We use a capital letter (e.g., P X ) to denote a random p.m.f. (see e.g., works [8] , [3] ). For any two sequences of random p.m.f.'s {P X (n) : n ∈ N} and {Q X (n) : n ∈ N} on a sequence of sets {X (n) : n ∈ N} (where X (n) is arbitrary and can differ from the Cartesian product X n ), we write P X (n) ≈
Our model consists of a coordinator K, two processors P 1 & P 2 and a rate limited common communication link from the coordinator to the two processors. The coordinator has two independent sources of randomness each of which is shared with a different processor as shown in Figure 1 . Here, W 1 , W 2 are independent, uniform random variables distributed over alphabets [1 : 2 nR1 ] and [1 : 2 nR2 ] respectively. On observing W 1 and W 2 , the coordinator K produces a message M ∈ [1 : 2 nR ] according to a random map p(m|w 1 , w 2 ) and sends it over the common communication link to the two processors. Processor P 1 on observing W 1 and M produces X n ∈ X n according to a random map p(x n |m, w 1 ). Similarly, processor P 2 produces y n ∈ Y n according to p(y n |m, w 2 ). The goal is to produce X n and Y n such that they are (approximately) distributed according to q
The joint distribution of (W 1 , W 2 , M, X n , Y n ) and induced distribution
is said to be achievable for q(x, y), if there exists a sequence of (n, 2 nR , 2 nR1 , 2 nR2 ) simulation codes such that
(1)
The simulation rate region R is the closure of the set of all achievable rate triplets (R, R 1 , R 2 ).
Definition 3 (Optimal transmission rate under unlimited shared randomness). R UL−SR opt
is the infimum of all the rates R such that there exist R 1 and R 2 so that (R, R 1 , R 2 ) ∈ R.
Definition 4 (Optimal transmission rate under no shared randomness). R NO−SR opt is the infimum of all the rates R such that (R, 0, 0) ∈ R.
III. RESULTS
Let R ach be the set of all non-negative rate triplets
Theorem 1 (Achievable region). R ach ⊆ R.
We show this to be tight in some settings. When the shared randomness rates R 1 and R 2 are sufficiently large, we can characterize the optimal transmission rate.
Theorem 2 (Unlimited shared randomness).
where the minimum is over all conditional p.m.f.'s p(u|x, y) with |U | ≤ |X ||Y| + 2.
Let C(X; Y ) denote Wyner's common information [1] , defined by
As expected, when the shared randomness rates approach zero, the optimal transmission rate is equal to Wyner's common information, C(X; Y ) as stated in the following theorem.
For the case when X and Y are equal, we can completely characterize the simulation rate region as follows.
Theorem 4. Suppose the random variables X = Y almost surely. Then the simulation rate region is given by set of all non-negative rate triplets (R,
IV. DISCUSSION
In this section, we discuss the intuition behind our achievability part by focusing on Theorem 2. The discussion here will be informal. See Section V for precise details. As we discuss below, results from the literature [1] - [3] imply that when the shared randomness rates are large enough, a rate R of min {0.5C(X; Y ), I(X; Y )} is achievable, where C(X; Y ) is Wyner's common information. Our achievability scheme builds on the ideas behind this and we show by an example that our results strictly improve over min {0.5C(X; Y ), I(X; Y )}.
We treat W 1 and W 2 each as an nR-length bit string. Let the coordinator transmit the bit string M = W 1 ⊕ W 2 ('⊕' denotes bit-wise XOR) over common communication link to both the processors. Note that rate of transmission is R. From this both the processors can recover (W 1 , W 2 ) which is a common random variable uniformly distributed on [1 : 2 n(2R) ]. Then, Wyner's result [1] shows
is achievable: Using their shared randomness, the coordinator and processor P 1 sample X n i.i.d. with distribution q X . Now, one can treat the coordinator and the processor P 1 together as a single entity (encoder) which on observing i.i.d. X n transmits a message M of rate R to the processor P 2 (decoder), which has to produce Y n to be distributed according to q (n) Y |X . Notice that both encoder and decoder have access to a sufficiently large amount of common randomness W 2 . This is the channel simulation problem [2] , [3] , whose results imply that a rate R of I(X; Y ) is achievable.
. . . length bit strings m 01 and m 02 , where m 0i is obtained from shared randomness w i , for i = 1, 2. Index b i which is independent of m 0 and uniformly distributed on [1 : 2 nR i ] is also obtained from shared randomness w i , for i = 1, 2. Note that m 0 , b 1 , b 2 are mutually independent of each other. The coordinator finds an m * inside the bin indexed by m 0 , such that (u n (m 0 , m * ), x n (m 0 , m * , b 1 ), y n (m 0 , m * , b 2 )) is consistent with high probability. Loosely, R * > I(X; Y |U ) ensures that there exists such an m * . The coordinator then sends (m 01 ⊕ m 02 , m * ) as a common message to the processors at a rate R = R 0 2 +R * . Note that P i has access to m 0i and recovers m 0 . The processors P 1 and P 2 output x n (m 0 , m * , b 1 ) and y n (m 0 , m * , b 2 ), respectively. Roughly, R 0 + R * > I(X, Y ; U ) ensures that the output is according to the desired distribution. Since R = R 0 2 + R * , the above rate constraints imply that max I(X; Y |U ), 1 2 I(X; Y |U ) + I(U ; X, Y ) is achievable when the shared randomness rates are large enough.
Our achievable scheme builds on these two ideas. While the complete technical details are deferred to an extended version [9] of this paper, a proof sketch can be found in Section V with an intuitive explanation given in Figure 2 .
It is easy to see that
To see this, consider the second expression for R UL−SR opt in Theorem 2. Choosing U to be a minimizer in (3) The distribution p * (u|x, y) was found by Wyner [1] :
are calculated under p t (u|x, y): a) . It is easy to notice that f (0) = 0.5C(X; Y ) and f (1) = I(X; Y ). We find a t * such that I p t * (X, Y ; U ) = I p t * (X; Y |U ), i.e., t * such that
For any a ∈ (0, 0.5), we can numerically see that Figure 3 illustrates this fact for a = 0.1 and a = 0.2) implying that
. Moreover, we conjecture that p t * (u|x, y) (with t * as identified above) is an optimizer for the expressions of R UL−SR opt in Theorem 2. The conjecture is supported by the fact that, it can be numerically checked that p t * (u|x, y) is a minimizer among all the conditional p.m.f.'s p(u|x, y) with |U | = 2. 
V. PROOFS
Proof sketch of Theorem 1: Here we give a proof sketch (a detailed proof can be found in the extended version [9] ) which formalizes the intuition in Figure 2 and gives a trade-off among all the rates (i.e., without any assumption on the shared randomness rates). The proof is based on the OSRB (Output Statistics of Random Binning) framework developed by Yassaee, Aref and Gohari in [8] . Let (U n , U n 1 , U n 2 , X n , Y n ) be i.i.d. with distribution p(u, u 1 , u 2 , x, y) such that X −(U, U 1 )−(U, U 2 )− Y is a Markov chain. Bin indices m 0 , f, m * , f 1 , b 1 , f 2 , b 2 with respective rates R 0 ,R 0 , R * ,R 1 ,R 1 ,R 2 ,R 2 are created from (U n , U n 1 , U n 2 ) in a way that can be understood from the following joint probability distribution:
Further, we use Slepian-Wolf decoders to estimate (u n , u n i )
Now, we impose a series of constraints on the rates (for details, see the extended version [9] ). The first set of constraints ensure that b 1 , b 2 , f 1 , f 2 , m 0 , f are approximately (i.e., with vanishing total variation distance) uniformly distributed and mutually independent of each other [8, Theorem 1] . The second set of constraints guarantees the success of Slepian-Wolf decoders with high probability [8, Lemma 1] . Thus, under these two sets of rate constraints, the random p.m.f. comprising (5) and Slepian-Wolf decoders becomes approximately close to the p.m.f. below.
(2) ,û n 2 |f 2 , b 2 , m 0 , f, m * )p(y n |û n (2) ,û n 2 ) (6) The above p.m.f. is related to, but not exactly the same as that of our original problem due to the presence of conditional random p.m.f.'s and extra shared randomness. The connection between this p.m.f. and the original problem is described below. In p.m.f. (6) we generate b 1 , b 2 , f 1 , f 2 , m 0 , f independently and uniformly from the respective alphabets. We treat 'm 0 ' as an nR-length string of bits i.e., a concatenation of two messages m 01 , m 02 , each consisting of nR0 2 bits. For i = 1, 2, we treat m 0i and b i together as the shared randomness w i that is shared between coordinator and processor P i . In addition, we have extra shared randomness f, f 1 and f 2 (to be eliminated later), where f is shared among coordinator and both the processors and f i is shared between coordinator and processor P i , for i = 1, 2. The coordinator on observing b 1 , b 2 , f 1 , f 2 , m 0 , f produces u n , u n 1 , u n 2 according to random p.m.f. P (u n , u n 1 , u n 2 |b 1 , b 2 , f 1 , f 2 , m 0 , f ) of (5) and sends (m 01 ⊕ m 02 , m * (u n )) as a common message m to both the processors, where m * (u n ) is produced according to P (m * |u n ) of (5). Thus, both the processors can recover 'm 0 ' exactly since P i already has access to m 0i , for i = 1, 2. Then processor P i uses (random) Slepian-Wolf decoder P SW (û n (i) ,û n i |f i , b i , m 0 , f, m * ) of (5) to obtain (û n (i) ,û n i ) as an estimate of (u n , u n i ), for i = 1, 2. Then the processors produce x n and y n according to p(x n |û n (1) ,û n 1 ) and p(y n |û n (2) ,û n 2 ), respectively.
To eliminate the extra shared randomness without disturbing the desired i.i.d. distribution on X, Y , we need a third set of constraints on rates. Under these constraints below, (X n , Y n ) and (F, F 1 , F 2 ) are approximately independent [8, Theorem 1] . All these three sets of rate constraints guarantee the existence of a particular realization of random binning (so that we can replace P with p in (6) and denote the resulting p.m.f. byp) such that
which further implies that there exists instances f * , f * 1 , f * 2 of F, F 1 , F 2 such that, p(x n , y n |f * 1 , f * 2 , f * ) ≈ p(x n , y n ).
Note that above equation is the required correctness condition. Elimination of extra shared randomness ratesR 0 ,R 1 andR 2 from all the rate constraints discussed above gives us,
Noting that R = 0.5R 0 +R * and R i =R i +0.5R 0 , for i = 1, 2,
Proof of Theorem 2: For achievability, when rates R 1 , R 2 are large enough, Theorem 1 implies that a rate of max I(U 1 ; U 2 |U ), 1 2 For the converse, suppose a rate triplet (R, R 1 , R 2 ) is achievable for q(x, y). Fix an ǫ ∈ (0, 1 4 ). Then there exists an (n, 2 nR , 2 nR1 , 2 nR2 ) simulation code such that
for large enough n. First, we show that there exists a p.m.f.
where lim ǫ↓0 g(ǫ) = 0. We will show (11) along the lines of Wyner [1] . To obtain (10), we will first show that nR ≥ I(X n ; Y n |M ). In Wyner's model [1] , the term I(X n ; Y n |M ) is precisely zero. This is not the case here, in general, because of the presence of shared random variables W 1 and W 2 . We will further lower bound the term I(X n ; Y n |M ) by a single-letter form to obtain (10) .
where (12) and (13) follow from the Markov chain X n − (M,
Let T be a random variable uniformly distributed over [1 : n] and independent of all other variables. Then, by continuing (15), we have
where (16) follows by defining U i = (M, X i−1 , Y i−1 ). Following Wyner [1] , we lower bound R in another fashion,
In (18) and (19), ǫ ′ , δ → 0 as ǫ → 0. We show these steps using (9) (details are in the extended version [9] ). In (20), g(ǫ) := ǫ ′ + δ, so g(ǫ) → 0 as ǫ → 0. Now, we claim that we can find a γ X,Y,U such that 
This directly follows from an application of Convex Cover Method [10, Appendix C] along the same lines as Cuff [3, Lemma VI.1]. Note that
where (25) follows from [3, Lemma VI.2]. Let S ǫ , for ǫ ≥ 0 be defined as the set of all non-negative rates R such that
for some p.m.f. p(x, y, u) satisfying (24) and p X,Y −q X,Y 1 ≤ ǫ with g ′ (ǫ) = g(ǫ), for ǫ > 0 and g ′ (0) = 0. Thus, for every ǫ > 0, it follows from (17), (20) and (21)-(25) that, R ∈ S ǫ . Using the continuity of total variation distance and mutual information in the probability simplex, we can show that 
