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Abstract
The continuation method of topological degree is used to investigate the existence of periodic
solutions for ordinary differential equations with sublinear impulsive effects. The applications of the
abstract approach include the generalizations of some classical nonresonance theorem for impulsive
equations, for instance, the existence theorem for asymptotically positively homogeneous differential
systems and the existence theorem for second order equations with Landesman–Lazer conditions.
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1. Introduction
Impulsive differential equations serve as basic models to study the dynamics of
processes that are subject to sudden changes in their states. We refer to classical mono-
graphs [6,7,12] for the general aspects of impulsive differential equations. Recently, there
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periodic boundary value problems

x ′ = f (t, x), t ∈ [0, T ], t = tj ,
∆x(tj ) = Ij (x(tj − 0)), j = 1, . . . , k,
x(0) = x(T ),
(1.1)
where 0 < t1 < · · · < tk < T , ∆x(tj ) = x(tj + 0) − x(tj − 0), j = 1, . . . , k, f : [0, T ] ×
R → R is a Carathéodory function such that for every j = 1, . . . , k and x ∈ R the limits
lim
t→tj−0
f (t, x) = f (tj , x), lim
t→tj+0
f (t, x)
exist and the impulses Ij : R → R, j = 1, . . . , k, are continuous and have sublinear growth.
See, for instance, Nieto [9–11] by impulsive Green function and fixed point theorem,
Dong [2] by topological degree arguments.
In this paper, we consider further the existence of the solutions with periodic boundary
value problems for vector impulsive differential equations, that is, we assume in (1.1) that
f : [0, T ] × Rn → Rn and Ij : Rn → Rn, j = 1, . . . , k.
By the topological degree arguments in [8], we transform problem (1.1) to a fixed point
equation in abstract space. The advantage of this equation is that we can deal with the im-
pulsive terms separately. From this observation we can extend many classical nonresonance
results for ordinary differential equations to the case with sublinear impulsive effects.
In Section 2, we will present the fixed point approach for impulsive differential equa-
tions. This approach will be applied to prove the existence of periodic solutions for im-
pulsive problems with asymptotically positively homogeneous differential equations in
Section 3. Finally, in Section 4, we prove the existence of periodic solutions for second
order impulsive equation with sharp Landesman–Lazer nonresonance conditions.
2. A fixed point approach for impulsive differential equations
For the Banach space
X = {x : [0, T ] → Rn: x(t) is continuous for t = tj , x(tj + 0), x(tj − 0) exist,
and x(tj − 0) = x(tj ), j = 1, . . . , k, x(0)= x(T )
}
,
we define the norm as
‖x‖X = sup
t∈[0,T ]
(
n∑
i=1
xi(t)
2
)1/2
.
Define Z = L1[0, T ] × Rnk and for z = (y, c) ∈ Z, use the norm ‖z‖Z = max{|y|1, |c|}.
Let
L : D(L) ⊂ X → Z, x → (x ′,∆x(t1), . . . ,∆x(tk)),
N :X → Z, x → (f (t, x), I(x(t1)), . . . , I(x(tk))).
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Lx = Nx, x ∈ D(L) ⊂ X. (2.1)
We will prove that L is a linear Fredholm operator of index zero and N is an
L-completely continuous mapping. We have
KerL = {x: x(t) ≡ c ∈ Rn},
ImL = {(y, a1, . . . , ak): x ′(t) = y(t) for t = tj , ∆x(tj ) = aj , j = 1, . . . , k,
x(t) ∈ D(L)}.
From the problem{
x ′ = y(t), t ∈ [0, T ], t = tj ,
∆x(tj ) = aj , j = 1, . . . , k, (2.2)
we have
x(t) =
t∫
0
y(s) ds +
∑
t>tj
aj + d, d ∈ Rn,
thus the assumption x(0)= x(T ) implies that
T∫
0
y(s) ds +
k∑
j=1
aj = 0,
and then
ImL =
{
(y, a1, . . . , ak):
T∫
0
y(s) ds +
k∑
j=1
aj = 0
}
∩ Z.
Use the projections
P :X → X, x → x(0),
Q :Z → Z, z = (y, a1, . . . , ak) →
(
1
T
( T∫
0
y(s) ds +
k∑
j=1
aj
)
,0, . . . ,0
)
.
We obtain that ImP = KerL, KerQ = ImL. Thus
dim(Z/ ImL) = dim ImQ = n = dim KerL,
moreover ImL is a closed subspace of Z. Therefore L is a Fredholm operator of index
zero. Let
KP : ImL → D(L)∩ KerP, z →
t∫
0
y(s) ds +
∑
t>tj
aj
be the inverse of the operator L : D(L)∩ KerP → ImL. We obtain
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t∫
0
f
(
sx(s)
)
ds − t
T
( T∫
0
f
(
s, x(s)
)
ds +
k∑
j=1
Ij
(
x(tj − 0)
))
+
∑
t>tj
Ij
(
x(tj − 0)
)
for x ∈ X. (2.3)
Since f (t, x) is a Carathéodory function, we can prove that, for bounded open set Ω ⊂ X,
QN(Ω¯) is bounded and KP (I − Q)N :Ω → X is compact by using Arzela–Ascoli theo-
rem. Therefore N is L-completely continuous.
Now let isomorphism
J : ImQ → KerL, (c,0, . . . ,0) → T c,
and define
Fx = Px + JQNx + KP (I − Q)Nx, x ∈ X.
Then the operator equation (2.1) is equivalent to the following fixed point equation:
x = Fx, x ∈ X, (2.4)
according to the arguments in Mawhin [8]. Moreover, if f (t, x) = g(t, x) + h(t, x) then
F = G+ H , where
G(x) = x(0)+ T − t
T
T∫
0
g
(
s, x(s)
)
ds +
t∫
0
g
(
s, x(s)
)
ds,
H(x)= T − t
T
(
k∑
j=1
Ij
(
x(tj − 0)
)+
T∫
0
h
(
s, x(s)
)
ds
)
+
k∑
t>tj
Ij
(
x(tj − 0)
)+
t∫
0
h
(
s, x(s)
)
ds.
Hence we can separate the impulsive term (which is included in H ) from right terms in the
fixed point equation. From this observation we can extend many classical nonresonance
results for ordinary differential equations to the case with sublinear impulsive effects.
3. Asymptotically positively homogeneous differential systems with sublinear
impulsive effects
Let SC([0, T ] × Rn,Rn) be the collection of all those Carathéodory functions from
[0, T ] × Rn to Rn which satisfy that, for each h ∈ SC([0, T ]), the limits
lim
t→t −0h(t, x)= h(tj , x), limt→t +0h(t, x)j j
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lim sup
|x|→∞
|h(t, x)|
|x| = φ(t), uniformly in a.e. t ∈ [0, T ].
For c 0, define
SCc
([0, T ] × Rn,Rn) := {h ∈ SC([0, T ] × Rn,Rn): |φ|1  c}.
Then for any ε > 0, there is ψε(t) ∈ L1[0, T ], such that∣∣h(t, x)∣∣ (φ(t) + ε)|x| + ψε(t)
for all x ∈ Rn and a.e. t ∈ [0, T ]. We recall following definitions (see [4] and [14]).
Definition 3.1. Let X be a normed space, a map F :X → X is called positively homoge-
neous if
F(kx) = kF (x)
for all k > 0 and all x ∈ X.
Definition 3.2. We say a function f (t, x) is an asymptotically positively homogeneous
nonlinearity, if f (t, x) can be decomposed into the following form:
f (t, x)≡ (A+(t, x)x+ + A−(t, x)x−)+ h(t, x),
where x+ = (x+1 , ·, x+n ), x− = (x−1 , . . . , x−n ), x+j = max{xj ,0}, x−j = min{xj ,0}, j =
1, . . . , n, h ∈ SC0([0, T ] × Rn,Rn) and A±(t, x) are Carathéodory (n × n) matrix-valued
functions from [0, T ] × Rn to Rn such that there are (n × n) matrix-valued functions
B±(t),C±(t) ∈ L1(0, T ;Rn×n) satisfying that
B±(t)A±(t, x) C±(t)
for all x ∈ Rn and all t ∈ [0, T ]. Here the ordering  for matrixes is defined component-
wise, namely
A = (ai,j ) B = (bi,j ) ⇔ ai,j  bi,j for all i, j.
Definition 3.3. Let B±(t),C±(t) ∈ L1(0, T ;Rn×n) be (n × n) matrix-valued functions
such that
B±(t)C±(t) for all t ∈ [0, T ].
We say that the pairs (B±,C±) have property (P), if for any (n×n) matrix-valued function
A± ∈ L1(0, T ;Rn×n) satisfying
B±(t)A±(t)C±(t) for all t ∈ [0, T ],
the positively homogeneous equation
x ′ = A+(t)x+ + A−(t)x−
has only the trivial T -periodic solution x ≡ 0.
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continuous and maps bounded sets to relatively compact sets. Let M be a sequentially
compact space. We say that a mapping F :M×X → X is uniformly completely continuous
if
(i) F is continuous on M ×X; and
(ii) for any sequence {pm,xm} in M × X such that {xm} is bounded in X, the sequence
{F(pm,xm)} has a convergent subsequence in X.
In [14] (see also [13]), Zhang obtained following theorem.
Theorem 3.1. Let X be a normed space and M a sequentially compact space. Let F :M ×
X → X be a uniformly completely continuous mapping. Assume that, for each p ∈ M ,
F(p, ·) is positively homogeneous and the equation
x − F(p,x) = 0
has only the trivial solution x = 0 in X. Then there exists a constant c0 > 0 such that∥∥x − F(p,x)∥∥ c0‖x‖
for all p ∈ M and x ∈ X.
Let B±(t), C±(t) ∈ Y = L1(0, T ;Rn×n) be (n× n) matrix-valued functions such that
B±(t)C±(t) for all t ∈ [0, T ].
Define
M = {(A+,A−) ∈ Y × Y : B±(t)A±(t) C±(t), t ∈ [0, T ]}.
Then we can prove that M is a sequentially compact subset of Y × Y in weak topology.
Now consider the operator F0 :M ×X → X as
F0(A
+,A−, x)(t) = x(0)+ T − t
T
T∫
0
(
A+(s)x+(s)+ A−(s)x−(s))ds
+
t∫
0
(
A+(s)x+(s)+ A−(s)x−(s))ds,
where X is as defined in last section. Then by using Theorem 3.1, we can prove, similar to
that in [14], following lemmas.
Lemma 3.1. The mapping F0 :M × X → X is uniformly completely continuous and
F0(A+,A−, ·) is positively homogeneous for each (A+,A−) ∈ M .
Lemma 3.2. If (B±(t),C±(t)) have property (P), then there exists c0 > 0, such that∥∥x − F0(A+,A−, x)∥∥X  c0‖x‖X
for all (A+,A−) ∈ M and all x ∈ X.
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
x ′ = f (t, x) ≡ (A+(t, x)x+ + A−(t, x)x−)+ h(t, x), t ∈ [0, T ], t = tj ,
∆x(tj ) = Ij (x(tj − 0)), j = 1, . . . , k,
x(0) = x(T ),
(3.1)
where h ∈ SCc([0, T ] × Rn,Rn). We have following continuation theorem.
Theorem 3.2. Let B±(t),C±(t) ∈ L1(0, T ;Rn×n) and
B±(t)A±(t, x) C±(t) for all x ∈ Rn, t ∈ [0, T ].
Assume that
(i) (B±(t),C±(t)) have the property (P);
(ii) There exists A±0 (t) ∈ M , such that
degLS
(
I − F0
(
A+0 ,A
−
0 , ·
)
,Br ,0
) = 0
for any r sufficient large, where Br = {x ∈ X: ‖x‖X < ∞};
(iii) ‖Ij (x)‖∞  aj‖x‖X + bj , j = 1, . . . , k, x ∈ X, where aj , bj ∈ (Rn)+, j = 1, . . . , k,
and
∑k
j=1 aj + c < 12c0, c is as in problem (3.1) and c0 is as in Lemma 3.2.
Then the problem (3.1) has at least one solution in X.
Proof. Consider following homotopy problem:

x ′ = (1 − λ)(A+0 (t)x+ + A−0 (t)x−)+ λf (t, x), t ∈ [0, T ], t = tj ,
∆x(tj ) = λIj (x(tj − 0)), j = 1, . . . , k,
x(0) = x(T ) for λ ∈ [0,1].
(3.2)
From the arguments in last section, this problem is equivalent to the operator equation
x = Gλ(x)+ Hλ(x), x ∈ X, (3.3)
where
Gλ(x)= x(0)+ T − t
T
T∫
0
[(
(1 − λ)A+0 (s)+ λA+
(
s, x(s)
))
x+(s)
+ ((1 − λ)A−0 (s)+ λA−(s, x(s)))x−(s)]ds
+
t∫
0
[(
(1 − λ)A+0 (s)+ λA+
(
s, x(s)
))
x+(s)
+ ((1 − λ)A−0 (s)+ λA−(s, x(s)))x−(s)]ds,
Hλ(x) = λ
(
T − t
T
k∑
Ij
(
x(tj − 0)
)+ k∑
t>t
Ij
(
x(tj − 0)
)
j=1 j
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T
T∫
0
h
(
s, x(s)
)
ds +
t∫
0
h
(
s, x(s)
)
ds
)
for λ ∈ [0,1]. Let x(t) be the solution of Eq. (3.3). For simplicity, denote A±(t) =
(1 − λ)A±0 (t)+ λA±(t, x(t)). Then x(t) satisfies that
x = F0(A+,A−, x)+ Hλ(x). (3.4)
By using Lemma 3.2 there exists c0 > 0, such that∥∥x − F0(A+,A−, x)∥∥X  c0‖x‖X. (3.5)
Note that h ∈ SCc([0, T ] × Rn,Rn), then for any ε > 0, there exist φ,ψε(t) ∈ L1[0, T ],
such that∣∣h(t, x)∣∣ (φ(t) + ε)|x| + ψε(t)
for all x ∈ Rn and a.e. t ∈ [0, T ]. Thus
∥∥Hλ(x)∥∥X  sup
t∈[0,T ]
∣∣∣∣∣T − tT
k∑
j=1
Ij
(
x(tj − 0)
)+ k∑
t>tj
Ij
(
x(tj − 0)
)
+ T − t
T
T∫
0
h
(
s, x(s)
)
ds +
t∫
0
h
(
s, x(s)
)
ds
∣∣∣∣∣
 2
(
‖φ‖1 + T ε +
k∑
j=1
aj
)
‖x‖X + 2‖ψε‖1 + 2
k∑
j=1
bj .
From Eq. (3.4), we have
c0‖x‖X  2
(
‖φ‖1 + T ε +
k∑
j=1
aj
)
‖x‖X + 2‖ψε‖1 + 2
k∑
j=1
bj ,
which implies that(
c0 − 2
(
‖φ‖1 + T ε +
k∑
j=1
aj
))
‖x‖X  2‖ψε‖1 + 2
k∑
j=1
bj .
Hence we can choose ε > 0 small enough and then r large enough, such that there exist no
any solution of Eq. (3.4) in ∂Br . The Leray–Schauder continuation theorem implies that
degLS(I − G1 − H1,Br ,0) = degLS(I − G0,Br ,0)
= degLS
(
I − F0
(
A+0 ,A
−
0 , ·
)
,Br ,0
) = 0.
Therefore the problem (3.1) has at least one solution in X. 
In the following we will give two examples of applications for above continuation the-
orem.
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
x ′ = Ax + h(t, x), t ∈ [0, T ], t = tj ,
∆x(tj ) = Ij (x(tj − 0)), j = 1, . . . , k,
x(0) = x(T ).
(3.6)
Assume that h and the impulses have sublinear growth, that is there exist a ∈ L1[0, T ],
b, aj , bj ∈ R and α,αj ∈ [0,1), j = 1, . . . , k, such that∣∣h(t, x)∣∣ a(t)+ b|x|α, ∣∣Ij (x)∣∣ aj + bj |x|αj , j = 1, . . . , k,
for all x ∈ Rn and a.e. t ∈ [0, T ]. Moreover, A is a constant matrix without zero eigenvalue
and pure imaginary number eigenvalue of the form i 2π
T
. Then the linear system
x ′ = Ax
has no nontrivial T -periodic solution. Let B±(t) = C±(t) = A±0 (t) = A and F0 are as in
Theorem 3.2. Then
degLS
(
I − F0
(
A+0 ,A
−
0 , ·
)
,Br ,0
)= sign detA = 0
by using the reducing theorem from Leray–Schauder degree to Brouwer degree in [1].
Thus all the assumptions in Theorem 3.2 are satisfied. Hence we obtain the existence of
the solution for problem (3.6). Note that we extend Theorem 3.3 in Nieto [9] from scalar
equations to vector equations.
Application 2 (Nonresonance for second order vector equations). Consider second order
impulsive periodic value problem

u′′ + g(t, u) = 0, t ∈ [0, T ], t = tj ,
∆u(tj ) = Ij (u(tj − 0), u′(tj − 0)),
∆u′(tj ) = Jj (u(tj − 0), u′(tj − 0)), j = 1, . . . , k,
u(0) = u(T ), u′(0)= u′(T ).
(3.7)
Assume that g is a Carathéodory function and Ij , Jj , j = 1, . . . , k, are continuous and
sublinear for u,u′. Moreover, write
g(t, u) = Q(t,u)u+ h(t, u)
with Q(t,u) an n × n symmetric matrix and h(t, u) sublinear. We assume that there exist
symmetric matrices A, B , γ (t) and Γ (t) with
A γ (t)Q(t,u) Γ (t) B for all u ∈ Rn and a.e. t ∈ [0, T ],
A <
1
T
T∫
0
γ (s) ds  1
T
T∫
0
Γ (s) ds < B,
and the eigenvalues αj and βj of the matrices A and B are such that, for some positive
integers Nj  1,(
2(Nj − 1)π )2  αj  βj 
(
2(Nj )π
)2
, j = 1, . . . , n.
T T
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γ (t)D(t) Γ (t), the system
u′′ + D(t)u = 0
has no nontrivial T -periodic solution, which implies that the pairs(
B±(t) =
(
0 I
−γ (t) 0
)
,C±(t) =
(
0 I
−Γ (t) 0
))
have the property (P). Let
A±0 =
(
0 I
−diag{a0,1, . . . , a0,n} 0
)
,
where
a0,j = 12
((
2(Nj − 1)π
T
)2
+
(
2(Nj )π
T
)2)
, j = 1, . . . , n,
and F0 is as in Theorem 3.2. Similar to that in Application 1, we can prove, with some
modifications, that all the assumptions in Theorem 3.2 are satisfied. Hence we obtain the
existence of the solution for problem (3.7). The result without any impulse is the classical
nonresonance theorem for second order vector periodic boundary value problems (see [5]).
4. Landesman–Lazer nonresonance conditions for asymmetric nonlinear
differential equation with sublinear impulsive effects
We can also use the fixed point equation (2.4) to deal with the sublinear impulsive prob-
lem in which the operator F is not the perturbation of a positively homogeneous operator.
We recall following simple continuation theorem.
Theorem 4.1. Let X be a normed space and F = F0 + Fδ with F0,Fδ completely contin-
uous maps from X to X. Assume that there exists Br = {x ∈ X: ‖x‖X < r} ⊂ X such that
there is no any solution for the equation
x = F0(x)+ λFδ(x)
for λ ∈ [0,1], x ∈ ∂Br and
degLS(I − F0,Br ,0) = 0.
Then the fixed point equation x = F(x) has at least one solution in Br .
Consider following periodic boundary value problem for second order impulsive equa-
tion: 

u′′ + f (t, u) = 0, t ∈ [0, T ], t = tj ,
∆u(tj ) = Ij (u(tj − 0), u′(tj − 0)),
∆u′(tj ) = Jj (u(tj − 0), u′(tj − 0)), j = 1, . . . , k,
′ ′
(4.1)u(0) = u(T ), u (0)= u (T ),
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u′(tj − 0), j = 1, . . . , k, f : [0, T ] × R → R is a Carathéodory function such that for every
j = 1, . . . , k and u ∈ R the limits
lim
t→tj−0
f (t, u) = f (tj , u), lim
t→tj+0
f (t, u)
exist and the impulses Ij , Jj , j = 1, . . . , k, are continuous. We call the equation
u′′ + f (t, u) = 0 (4.2)
satisfies Landesman–Lazer conditions for periodic boundary value problem if there are
a±, b± with
1√
a+
+ 1√
a−
= T
nπ
,
1√
b+
+ 1√
b−
= T
(n + 1)π (4.3)
and a function h ∈ L2[0, T ] such that the following inequalities hold:
f (t, u)− a+u−h(t) for all u 0 and a.e. t ∈ [0, T ], (4.4)
f (t, u)− b+u h(t) for all u 0 and a.e. t ∈ [0, T ], (4.5)
f (t, u)− a−u h(t) for all u 0 and a.e. t ∈ [0, T ], (4.6)
f (t, u)− b−u−h(t) for all u 0 and a.e. t ∈ [0, T ]. (4.7)
Moreover, for any nontrivial solution φ of the problem{
u′′ + a+u+ − a−u− = 0,
u(0) = u(T ), u′(0) = u′(T ), (4.8)
the inequality
0 <
∫
φ>0
(
lim inf
u→+∞
(
f (t, u)− a+u
))
φ(t) dt +
∫
φ<0
(
lim sup
u→−∞
(
f (t, u)− a−u
))
φ(t) dt
holds. And for any nontrivial solution ψ of the problem{
u′′ + b+u+ − b−u− = 0,
u(0) = u(T ), u′(0) = u′(T ), (4.9)
the inequality
0 >
∫
ψ>0
(
lim inf
u→+∞
(
f (t, u)− b+u
))
ψ(t) dt +
∫
ψ<0
(
lim sup
u→−∞
(
f (t, u)− b−u
))
ψ(t) dt
holds.
We have the following
Theorem 4.2. Assume that Eq. (4.2) satisfies Landesman–Lazer condition for periodic
boundary value problem and the impulses Ij , Jj , j = 1, . . . , k, are sublinear for u and u′.
Then the problem (4.1) has at least one solution.
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express the problem as a operator equation with the operator the perturbation of a positively
homogeneous operator from M ×X to X, where M a sequentially compact space.
We rewrite problem (4.1) to the form of first order system

x ′ = g(t, x), t ∈ [0, T ], t = tj ,
∆x(tj ) = I˜j (x(tj − 0)), j = 1, . . . , k,
x(0) = x(T ),
(4.10)
where
x =
(
u
u′
)
, g(t, x) =
(
u′
−f (t, u)
)
,
I˜j
(
x(tj − 0)
)= ( Ij (u(tj − 0), u′(tj − 0))
Jj (u(tj − 0), u′(tj − 0))
)
.
By the arguments in Section 2, problem (4.10) is equivalent to the operator equation
x = F0(x)+ Fδ(x) (4.11)
in X, where X is basically defined in Section 2 (use u′(tj − 0) instead of u′(tj ), j =
1, . . . , k) and
F0(x) = x(0)+ T − t
T
T∫
0
g0
(
x(s)
)
ds +
t∫
0
g0
(
x(s)
)
ds,
Fδ(x) = T − t
T
(
k∑
j=1
I˜j
(
x(tj − 0)
)+
T∫
0
(
g
(
s, x(s)
)− g0(x(s)))ds
)
+
k∑
t>tj
I˜j
(
x(tj − 0)
)+
t∫
0
(
g
(
s, x(s)
)− g0(x(s)))ds,
where
g0(x) =
(
u′
−p+u+ + p−u−
)
and
p+ = a+ + b+2 , p− =
a− + b−
2
which implies that
2
n + 1 <
1√
p+
+ 1√
p−
<
2
n
.
It is easy to show that degLS(I − F0,Br ,0) = 0 for r sufficient large. Then the theorem
will be proven if we can find a priori bounds in X for the solution of the equation
x = F0(x)+ λFδ(x)
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
u′′ + (1 − λ)(p+u+ − p−u−)+ λf (t, u) = 0, t ∈ [0, T ], t = tj ,
∆u(tj ) = λIj (u(tj − 0), u′(tj − 0)),
∆u′(tj ) = λJj (u(tj − 0), u′(tj − 0)), j = 1, . . . , k,
u(0) = u(T ), u′(0)= u′(T ), λ ∈ (0,1),
(4.12)
where
C˜1(0, T ) = {u : [0, T ] → R: u(t) is C1 for t = tj , u(tj ± 0), u′(tj ± 0) exist
and u(tj − 0) = u(tj ), j = 1, . . . , k,
u(0)= u(T ), u′(0)= u′(T )}.
To get the priori bounds we recall firstly some lemmas in [5].
Lemma 4.1. Let f : [0, T ]×R → R is a Carathéodory function and satisfies the conditions
(4.4)–(4.7). Then we have
f (t, u) = uγ (t, u)+ r(t, u),
where
a+  γ (t, u) b+ for all u 0 and a.e. t ∈ [0, T ],
a−  γ (t, u) b− for all u 0 and a.e. t ∈ [0, T ],∣∣r(t, u)∣∣ h(t) for all u and a.e. t ∈ [0, T ].
Lemma 4.2. Assume u ∈ H 2(0, T ) satisfies T -periodic condition
u(0) = u(T ), u′(0) = u′(T ).
Moreover, u2(t)+u′2(t) > 0, for all t ∈ [0, T ]. Then there exists an integer k such that, for
all µ> 0, we have
k = µ
2π
T∫
0
−uu′′ + u′2
µ2u2 + u′2 ,
k
2
= µ
2π
∫
u>0
−uu′′ + u′2
µ2u2 + u′2 =
µ
2π
∫
u<0
−uu′′ + u′2
µ2u2 + u′2 ,
where k is the number of revolutions of the curve t → (u(t), u′(t)) in the phase plane.
Lemma 4.3. Assume that the problem{
u′′ + θ(t)u = 0,
u(0) = u(T ), u′(0) = u′(T ),
has nontrivial solution u, where θ ∈ L2(0, T ) satisfies that
a+  θ(t) b+ a.e. t ∈ I+ :=
{
t ∈ [0, T ]: u(t) > 0},
a−  θ(t) b− a.e. t ∈ I− :=
{
t ∈ [0, T ]: u(t) < 0},
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θ(t) = a+ a.e. t ∈ I+ and θ(t) = a− a.e. t ∈ I−
or
θ(t) = b+ a.e. t ∈ I+ and θ(t) = b− a.e. t ∈ I−
hold.
Next we will prove that there is a priori bound in C˜1(0, T ) (denote its norm as ‖ · ‖1)
for the solution of Eq. (4.12), independently of λ ∈ (0,1). By contradiction, suppose that
there exist sequences {ui}, {λi} with ‖ui‖1 → ∞, λi ∈ (0,1), such that ui is a solution of
(4.12) for λ = λi . Let vi = ui/‖ui‖1 then vi satisfies the problem

v′′i + (1 − λi)(p+v+i − p−v−i )+ λi f (t,ui)‖ui‖1 = 0, t ∈ [0, T ], t = tj ,
∆vi(tj ) = λi Ij (u(tj−0),u
′(tj−0))
‖ui‖1 ,
∆v′i (tj ) = λi Jj (u(tj−0),u
′(tj−0))
‖ui‖1 , j = 1, . . . , k,
vi(0) = vi(T ), v′i (0) = v′i (T ).
(4.13)
By Lemma 4.1, we have

v′′i + (1 − λi)(p+v+i − p−v−i )+ λiγ (t, ui)vi + λi r(t,ui)‖ui‖1 = 0,
t ∈ [0, T ], t = tj ,
∆vi(tj ) = λi Ij (u(tj−0),u
′(tj−0))
‖ui‖1 ,
∆v′i (tj ) = λi Jj (u(tj−0),u
′(tj−0))
‖ui‖1 , j = 1, . . . , k,
vi(0) = vi(T ), v′i (0) = v′i (T ).
(4.14)
From the properties of γ, r and integrate above equation in [0, t], we have that the se-
quences {vi}, {v′i} are bounded and equicontinuous on (0, t1), (t1, t2), . . . , (tk, T ). Thus,
we can prove, similar to Arzela–Ascoli theorem, that there exists a subsequence, we still
denote it {vi}, converges in C˜1(0, T ) to a function v with ‖v‖1 = 1. Without loss of gener-
ality, we assume that λi converges to λ ∈ [0,1]. By Lemma 4.1, we have that the function
γ (·, ui(·)) are essentially bounded in [0, T ] with a common bound. So we can assume
that they converge weakly in L2(0, T ) to some function Γ (·). Passing to the weak limit
in (4.14), we obtain
v′′ + (1 − λ)(p+v+ − p−v−)+ λΓ (t) = 0 (4.15)
for t ∈ [0, T ], and t = tj ; j = 1, . . . , k. Moreover, using the sublinear growth of Ij , Jj for
u,u′, j = 1, . . . , k. We have
∆v(tj ) = 0, ∆v′(tj ) = 0, j = 1, . . . , k,
which implies that v ∈ C1(0, T ) and v is a T -periodic solution, in the sense of
Carathéodory, of Eq. (4.15). On the other hand, we can prove, similar to that in [3], Γ (t)
satisfies
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{
t ∈ [0, T ]: v(t) > 0},
a−  Γ (t) b− a.e. t ∈ I− :=
{
t ∈ [0, T ]: v(t) < 0}.
Consequently, by Lemma 4.3, we have either
λ = 0, Γ (t) = a+ a.e. t ∈ I+, Γ (t) = a− a.e. t ∈ I−
or
λ = 0, Γ (t) = b+ a.e. t ∈ I+, Γ (t) = b− a.e. t ∈ I−.
Therefore, the curve t → (v(t), v′(t)) will make n or n+ 1 revolutions in the phase plane.
Next we consider first possibility in the sequel. By Lemma 4.2, we obtain
n
2
=
√
a+
2π
∫
v>0
−vv′′ + v′2
a+v2 + v′2 .
Note that vi converges strongly in C˜1(0, T ) to v and vi = ui/‖ui‖1, we have
n
2
+ εi 
√
a+
2π
∫
I+,i
(1 − λi)(p+u2i )+ λif (t, ui)ui + (u′i )2
a+u2i + (u′i )2
(4.16)
for sufficient large i , where I+,i := {t ∈ [0, T ]: ui(t) > 0 and t = t1, . . . , tk}, εi → 0 as
i → ∞. Using the fact that p+  a+, we have, from (4.16),
n
2
+ εi 
√
a+
2π
mes
{
t ∈ [0, T ]: ui(t) > 0
}
+ λi
√
a+
2π
∫
I+,i
[f (t, ui)− a+ui ]ui
a+u2i + (u′i )2
. (4.17)
Combining the above relation with the corresponding result obtained by working on the
set {t ∈ [0, T ]: ui(t) < 0 and t = t1, . . . , tk}, we get
(
1√
a+
+ 1√
a−
)
n
2
+ 2εi  T2π +
λi
2π
T∫
0
[f (t, ui) − a+u+i a−u−i ]ui
a+(u+i )2 + a−(u−i )2 + (u′i )2
which follows that
lim inf
i→∞
T∫
0
[f (t, ui)− a+u+i a−u−i ]vi
a+(v+i )2 + a−(v−i )2 + (v′i )2
 0.
Moreover, using inequalities (4.4), (4.6) and Fatou’s lemma, we have
T∫
0
lim inf
i→∞
[f (t, ui)− a+u+i a−u−i ]vi
a+(v+i )2 + a−(v−i )2 + (v′i )2
 0
which implies that
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∫
v>0
(
lim inf
u→+∞
[
f (t, u)− a+u
])
v(t) dt
+
∫
v<0
(
lim sup
u→−∞
[
f (t, u)− a−u
])
v(t) dt  0, (4.18)
taking into account that a+(v+)2 + a−(v−)2 + (v′)2 is a positive constant on [0, T ]. In-
equality (4.18) contradicts Landesman–Lazer conditions. This end the proof in the case of
v is a nontrivial solution of (4.8). The other case will be proven similarly. 
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