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We study magnetism in simple models for rare earth quasicrystals, by considering Ising spins
on a quasiperiodic tiling, coupled via RKKY interactions. Computing these interactions from a
tight-binding model on the tiling, we find that they are frustrated and strongly dependent on the
local environment. Although such features are often associated with spin glass behaviour, we show
using Monte Carlo simulations that the spin system has a phase transition to a low-temperature
state with long-range quasiperiodic magnetic order.
PACS numbers: 75.50.Kj, 71.15.-m
Understanding how the magnetic properties of com-
plex materials arise from their atomic structure repre-
sents one of the fundamental challenges of condensed
matter physics. In the context of quasicrystals [1] this
leads to the question of how their magnetism [2, 3] is
influenced by their unusual electronic properties, which
include a pseudogap at the Fermi energy [4, 5], multifrac-
tal wave functions [6] and anomalous electronic transport
[7, 8]. Magnetic rare earth (R) quasicrystals in particular
serve to motivate simple models, as they contain well-
defined local moments at concentrations of 5-10% inter-
acting via long-range RKKY interactions [9, 10]. Ex-
amples of these quasicrystals [3] include the icosahedral
i-ZnMgR [9] and i-AgInR [11] materials, as well as some
decagonal d-ZnMgR materials [12] and the recently dis-
covered binary phases i-RCd [10].
In this paper we take a two-step theoretical approach
to studying such systems. First, we compute RKKY in-
teractions from a tight-binding Hamiltonian defined on
a two-dimensional quasiperiodic tiling. Second, we ex-
amine the statistical mechanics of Ising spins with these
interactions, using extensive Monte Carlo simulations.
While there has been much previous work studying spin
models for magnetic quasicrystals [13–20], it has been
based on choices of interaction (nearest neighbour ex-
change [13, 14], dipolar and further neighbour exchange
[15–17], or RKKY interactions with a form taken from
periodic systems [18–20]) that do not incorporate the
unique coupling of electronic to magnetic properties that
is to be expected in quasicrystals. Our model is designed
to address this aspect of the physics in a simple way.
We find substantial differences between RKKY inter-
actions on a quasiperiodic tiling and those in simple met-
als [21]. While both ferromagnetic and antiferromagnetic
interactions arise in the tiling, they have no well-defined
spatial period since there is no Fermi wavevector. And
as there is no translational invariance, the RKKY cou-
pling between pairs of sites is a function not only of
their separation, but is also strongly dependent on the
local environment. One might expect that the combina-
tion of frustration and aperiodicity would lead to spin
freezing [22], and in other settings quasiperiodic systems
are known to behave like random ones [23]. Our results,
however, exclude canonical spin glass behaviour, via the
scaling of domain wall energy with length. We demon-
strate that instead there is quasiperiodic spin order at
low temperature, by examining the Fourier transform of
spin configurations.
We model conduction electrons by a pure hopping
Hamiltonian Hel =
∑
〈l,m〉 |l〉 〈m| with one orbital per
site and equal hopping amplitudes between all nearest
neighbours of a quasiperiodic tiling (see fig. 1). This ap-
proach takes the multifractallity of the electronic states
into account [24, 25]. Introducing Ising spins σl at some
of the sites l of the tiling, the spin Hamiltonian has the
form HRKKY = λ
2χl,mσlσm. Here, λ represents the cou-
pling of the local moment to conduction electrons, and
the local susceptibility for zero temperature and Fermi
energy EF is ([26]; for a review see [27])
χl,m =
1
pi
∫ ∞
−∞
= [Gl,mGm,l] sign(E − EF)dE, (1)
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FIG. 1. Ammann Beenker tiling (top left corner) and RKKY
interactions χl,m (threshold |χl,m| > 0.004) for magnetic mo-
ments at sites with coordination number z = 4 and EF = 1.95.
ar
X
iv
:1
40
7.
58
68
v2
  [
co
nd
-m
at.
str
-el
]  
24
 Fe
b 2
01
5
2where Gl,m ≡ 〈l|G |m〉 is a matrix element of the re-
tarded Green function G ≡ [E + i0−Hel]−1 for the con-
duction electrons.
To compute the Green function we use a continued
fraction expansion, which has been employed previously
for quasiperiodic tilings [26, 28]. It has advantages over
the alternatives: direct diagonalization is limited to rel-
atively small sample sizes, while an expansion of the
Green function in Chebyshev polynomials, employed in
Ref. [29], has the drawback of producing artefacts for the
spiky density of states (DOS) that is a typical feature of
quasicrystals (see fig. 2a).
The computation of the off-diagonal Green function el-
ements Gl,m in eq. (1) can be reduced to the evaluation of
three diagonal elements using the identity 2Gl,m = (1 +
i) 〈Ψ+|G |Ψ+〉+ (−1 + i) 〈Ψ−|G |Ψ−〉− 2i 〈Ψim|G |Ψim〉 ,
where |Ψ±〉 = 1√
2
(|l〉 ± |m〉) and |Ψim〉 = 1√
2
(|l〉+ i |m〉).
Each of the diagonal elements GXX ≡ 〈ΨX |G |ΨX〉 can
be expanded as a continued fraction
GXX =
1
E − a1 − b1
E−a2− b2E−a3−...
. (2)
The terms an and bn are obtained by the tridiagonaliza-
tion of the Hamiltonian Hel. Finite system size limits the
number of possible tridiagonalization steps, and to take
the infinite environment into account, we approximate
the tiling beyond a certain distance (roughly the size of
the periodic approximant) by an average structure [30].
For an infinite system with a gapless and symmetric DOS
we can use a∞ = 0 and b∞ = E2max/4. The continued
fraction expansion yields a smoothed version of the Green
functions and the susceptibility [26], which is reasonable
because disorder and finite temperatures also lead to a
smoothing of the sharp peaks of the Green functions in
quasiperiodic tilings.
The approach can be applied to general tight-binding
models. For a particular model we have to specify three
features: (i) the tiling; (ii) the positions of the magnetic
sites; and (iii) the value of EF. Here we study the Am-
mann Beenker tiling (see fig. 1), which models the struc-
ture of octagonal quasicrystals [31]. It possesses 6 differ-
ent local environments with 3 to 8 nearest neighbours.
We consider the 4th and 5th approximant with 1393 and
8119 sites respectively. To take into account the high de-
gree of order in stable quasicrystals [7], we place magnetic
moments at the subset of sites with a specified coordina-
tion number z.
Our results for the local susceptibility χl,m are shown
in Figs. 1 and 2 [32]. There is a clear dependence of
the susceptibility on EF and on the local environment,
where bonds of similar strength occur at the same local
pattern of the tiling as shown in fig. 1. This is expected
since χl,m is generally large if the local DOS at EF is
large, and the local DOS is known to vary significantly
with local environment [26]. Correspondingly, interac-
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FIG. 2. Results for Ammann Beenker tiling with 1393 sites:
(a) DOS of the conduction electrons, (b) distribution of local
susceptibility χl,m for z = 4 and EF = 1.95, and average local
susceptibility for different z for (c) EF = 0 and (d) EF = 1.95.
tions are also smaller when EF lies in a pseudogap. In
general, we find small interaction strengths for local en-
vironments with high coordination number, and oscilla-
tions between ferromagnetic and antiferromagnetic inter-
actions as a function of site separation r, measured along
the shortest bond path (see fig. 2). This behaviour differs
significantly from that in periodic systems with a spher-
ical Fermi surface, where interactions oscillate within a
power-law envelope that varies as r−d. Even with pa-
rameters for which the average 〈χl,m〉 is reasonably well
described by this power law, individual interactions in
quasiperiodic tilings can be considerably larger, and we
usually observe a hierarchy of interaction strengths at
each r (fig. 2b), which results in a quasi-random contri-
bution to the magnetic interactions due to the many local
environments in a quasicrystal.
We focus on two specific values: EF = 0 and EF =
1.95. The first is an example of a bipartite lattice at
half-filling, and RKKY interactions are therefore antifer-
romagnetic (χl,m > 0) between sites on opposite sublat-
tices and ferromagnetic (χl,m < 0) on the same sublattice
[33], as indeed found in fig. 2c. The second choice locates
the Fermi energy at the minimum of the most prominent
pseudogap in the DOS, a typical feature of quasicrystals.
In this case χl,m oscillates much less with r.
In the second part of this paper we study the statisti-
cal mechanics of the spin Hamiltonian HRKKY. We use
Monte Carlo simulations with parallel tempering, em-
ploying multiple copies of the system at different temper-
atures Ti to reduce correlation times [34, 35]; simulation
3parameters will be reported in detail elsewhere [36]. Im-
portant observables are the energy E =
∑
l,m χl,mσlσm
and the magnetization M =
∑N
l=1 σl. Indications of
a phase transition may come from the heat capacity
per spin C = 1NT 2
[〈E2〉 − 〈E〉2] and the susceptibil-
ity χ = 1NT
[〈M2〉 − 〈M〉2]. To probe a hidden anti-
ferromagnetic order we also compute the magnetization
Mgs =
∑N
l=1 ξlσl compared to the ground state con-
figuration {ξl} and the associated order parameter sus-
ceptibility χop =
1
NT
[〈M2gs〉 − 〈|Mgs|〉2]. In addition,
some quantities originally introduced for the study of
spin glasses are useful as probes that are sensitive to
a variety of ordering patterns. Specifically, we consider
the overlap q = 1N
∑N
l=1 σ
1
l σ
2
l , obtained from the simu-
lations of two independent replicas with the same inter-
actions and temperature. We compute the Binder cu-
mulant BSG =
1
2 (3 − 〈q4〉/〈q2〉2), which is a good tool
to identify order, whether it is (anti)ferromagnetic or
spin-glass-like, as is clear from a consideration of limiting
cases. At high temperature, when spins are uncorrelated,
we expect q ∼ N−1/2 and BSG = 0. Conversely, at low
temperature, if only a pair of ground states related by a
global spin inversion are accessible, one has q = ±1 and
BSG = 1.
We have carried out simulations for 18 different param-
eter sets on the Ammann Beenker tiling, varying EF and
the local environment of magnetic moments. In all cases
we find the same qualitative picture of a phase transi-
tion to a state with local antiferromagnetic correlations
and broken Ising symmetry. We show below that this
low-temperature state has quasiperiodic Ne´el order.
To illustrate the transition to a quasiperiodic Ne´el
state, we present in fig. 3 the simulation results for
N = 478 Ising spins at sites with coordination number
z = 4 on the approximant of fig. 1, taking EF = 1.95
and λ = 1. The heat capacity C and susceptibility χ
have peaks near Tf ≈ 0.03, and the Binder cumulant
BSG approaches 1 below this temperature. This suggests
that the system is paramagnetic for T > Tf , and that
at Tf a macroscopic fraction of spins lock together into
a state with long-range rigidity. The peak in the order
parameter susceptibility χop at Tf is associated with the
spontaneous breaking of the global Ising symmetry of
the spin model when spins order into a low-temperature
phase with zero magnetization M but non-zero Mgs.
A key question is what type of order characterises
the low-temperature phase. Short-distance correlations
are readily apparent in the ground state spin config-
uration (fig. 3b right), which contains many octagons
with an antiferromagnetic spin configuration forming on
the 8-fold stars of the Ammann Beenker tiling. Long
range order results from a tendency of neighbouring clus-
ters to anti-align due to strong antiferromagnetic bonds
between the clusters. The nature of this order is re-
vealed to be quasiperiodic by the diffraction intensity
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FIG. 3. Simulation results for the Ammann Beenker tiling
with z = 4 and EF = 1.95: (a) different observables; (b) low-
est energy spin configuration (red and blue circles for up and
down spins) with strongest bonds according to fig. 1 (right)
and corresponding diffraction pattern amplitude
√
M(k) with
overlaid Ammann Beenker tiling (left); (d) intensity distribu-
tion in diffraction patterns of the ground state, the ferromag-
netic state, and a random state.
M(k) =
∣∣∑
l e
2pii·krlσl
∣∣2 of the low-temperature spin con-
figurations. In contrast to periodic systems, quasicrys-
tals do not posses a Brillouin zone. Instead, long-range
quasiperiodic order leads to Bragg peaks in a pattern that
forms a reciprocal-space Ammann Beenker tiling with
a length scale of 1/(2b) in units of the real-space bond
length b [37, 38]. Numerical results for M(k) in fig. 3b
(left) indeed show a pattern of high-intensity peaks which
can be overlaid by an Ammann Beenker tiling with the
expected length scale. A possible concern is whether the
quasiperiodic site locations by themselves might be suffi-
cient to generate these features in the diffraction pattern,
without magnetic order. To test this we have computed
the diffraction pattern for a random spin configuration on
the tiling: its amplitude fluctuations are Gaussian and its
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FIG. 4. Scaling of the energy costs of a domain wall with its
length for different parameter sets on the Ammann Beenker
tiling.
intensity distribution (fig. 3c) does not show the high in-
tensity peaks that are present for the ground state and
for a ferromagnetic one. This clearly indicates that the
observed pattern is due to the long-range magnetic order
and not due to the atomic order.
As another probe for the long-range order of the low
temperature state, we also investigate the ground state
energy cost of introducing a domain wall, and its scaling
with system size, an approach that has a long history
in the study of spin glasses [39–41]. The cost should
diverge with system size in an ordered state that is sta-
ble at finite temperature. The fact that it instead falls
towards zero in two-dimensional models of short-range
spin-glasses with a continuous distribution of interaction
strengths is evidence against a finite freezing tempera-
ture in those systems. To examine this behaviour in our
models we cut a strip of width M (in units of the bond
length b) from an approximant of length L. To introduce
a domain wall across the strip, we compare the effects
of periodic and antiperiodic boundary conditions along
the length, with free boundary conditions at the sides,
by determining the lowest energies Ep and Eap in each
case using parallel tempering. The energy cost of the
domain wall is ∆E = |Eap − Ep|. We average over dif-
ferent strips for each ratio R = L/M . The results for
the 4th and 5th approximant are shown in fig. 4. We
obtain to a good approximation ∆E ∝ M . Inspecting
individual spin configurations, we find that this reflects
the formation of fairly straight domain walls that avoid
the strongly-coupled clusters in the system. Our results
correspond to a stiffness exponent of θ ≈ 1, in stark con-
trast to the value θ < 0 for conventional spin glasses in
two dimensions [41].
There are two main limitations to our simulations.
First, while finite size scaling is a valuable tool for study-
ing phase transitions, it is difficult to employ it using the
Ammann Beenker tiling with periodic boundary condi-
tions, as the system size of the successive periodic approx-
imants are in the ratio τ = 3 + 2
√
2. For this reason the
results described above are restricted to only two system
sizes. Second, although dynamic behaviour (specifically
the difference between field-cooled and zero field-cooled
magnetisation) is an important experimental probe, we
cannot access it in our parallel tempering simulations be-
cause this method is specifically designed to reduce cor-
relation times.
The model we have introduced has some distinctive
features in addition to those arising from ordering. It is
notable that RKKY interactions generate strongly cou-
pled spin clusters in all of the considered systems, as
illustrated in fig. 3b. For a given choice of magnetic site
and EF the most prominent clusters have a fixed form
and occur at the same local pattern of the tiling. As an-
ticipated from Conway’s theorem that any local pattern
of linear dimension L is repeated in a distance O(L) for
each quasiperiodic tiling [42], the strongly coupled spin
clusters repeat frequently. This feature appears consis-
tent with experimental observations of the formation of
ordered spin clusters at low temperatures [43, 44].
So far quasiperiodic magnetic order (rather than spin
freezing at low temperature) has not been reported for
rare earth quasicrystals [3]. Experimental data show a
spin-glass-like separation between field-cooled and zero-
field-cooled magnetic susceptibility below a freezing tem-
perature Tf [2, 3, 10]. The Weiss temperature Θ is neg-
ative in most cases, indicating predominantly antiferro-
magnetic interactions, and large values (5−10) of −Θ/Tf
imply strong frustration [9, 10]. However, some 1/1 cubic
approximants (e.g. Cd6R [45], AuSiGd [46]) show antifer-
romagnetic or ferromagnetic order for samples with suffi-
ciently low site disorder of the rare earth atoms. We note
that site disorder is very common in quasicrystals, and
may be the reason for spin-glass behaviour rather than
long-range magnetic order. Moreover, even disorder re-
stricted to non-magnetic sites will influence the couplings
between spins. We find in preliminary work that RKKY
interactions computed in our model show a high sensi-
tivity to a weak random on-site potential.
In summary, we have used tight binding models and
spin models defined on quasiperiodic tilings to exam-
ine how the unusual electronic properties of quasicrys-
tals influence their magnetism. Despite the occurrence of
strong frustration and quasi-random noise for the mag-
netic interactions, the spin models show a phase tran-
sition towards a quasiperiodic Ne´el state with a hidden
long-range antiferromagnetic order instead of a canonical
spin-glass transition. In addition, we find that RKKY
interactions computed from the multifractal electronic
states of a quasiperiodic tiling lead to the emergence of
small, strongly coupled clusters of spins.
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