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成技術である Poisson Image Editing やテクスチャ合成技術を組合せ，ユーザが選択した複数の小
袖屛風の模様画像から各模様の特徴をもった新しい模様画像を自動生成する手法を開発した。提案




















































Poisson Image Editing ［3, 4］は画像の勾配情報を利用した画像合成技術であり，厳密にオブジェ
クトを切り出さなくても，オブジェクトと背景の境界が自然な合成画像を生成することができる。




クトの画素値を与える関数を g，その勾配を v，貼り付け先の画像の画素値を与える関数を f ＊，合
成画像のΩ上の画素値を与える関数を f とする。合成画像中のオブジェクト領域Ωの境界 Ωでは
貼り付け先画像の画素 f ＊を保存しつつ，オブジェクト内の勾配∇f は元のオブジェクトの勾配 vに






ここで，fp は合成画像の画素 pの画素値，Np は p の上下左右の隣接する画素集合，|Np| は Np の
画素数を表す。また，vpq は貼り付けオブジェクトの画素値の勾配を表現しており，貼り付けオブ
ジェクトにおける注目画素 pの画素値 gp と隣接画素の値 gq の差（vpq = gp － gq）で求めることがで
きる。式（1）で定義される多次元一次元方程式は，一次連立方程式を繰り返すことで解を求めるガ
ウスザイデル法によって解くことができる。




































合成画像 Sの各画素 S [p] は，色情報ではなく見本画像の座標を値としてもつ (S [p] ∈ ２) 。ここで
は簡単のため，見本画像が１枚の場合について説明を行うが，複数枚の見本画像を用いる場合は，
合成画像の各画素 S [p] の値に何枚目の画像の座標かという情報を加えれば良い（つまり，S [p] ∈ ３
となる）。この表記を用いると，合成画像 S上の画素のRGB値はE [S [p]] で得られる。
テクスチャ画像の合成では，階層的に画像ピラミッド S０, S１, ・・・, (SL = S ), L = log２mを作成し，
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各ピラミッドレベルで，Upsampling, Jitter, Correction の３ステップからなる処理を行うことで，
徐々に鮮明な画像を合成していく。これによって，最終的に，見本画像に類似のテクスチャ画像が
得られる。
各レベルで画像を合成するために，見本画像も各レベルでE０, E１, ・・・, (EL = E ) と用意する。文
献［11］では一般的な Gaussian ピラミッドを利用するかわりに，元の見本画像をGaussian フィル







ここで，hl = ２L－l である。
Jitter　Jitter ステップでは合成画像に摂動を加える。具体的には次のように合成画像がもつ座標情
報を変更する。
ここで， は決定的なランダム性を加えるためのハッシュ関数 : ２ → [－1, 1]２であり，rl（０

































ここで，重みw (ri ) は領域 ri 中の画素の数であり，Dr (rk , ri ) は２領域間の色の距離である。重み
w (ri ) によって，より大きな領域ほど顕著値への影響が大きくなる。これは，小さな領域よりも大
きな領域とのコントラストの方が注視への影響が大きいと考えられるからである。また，ある２つ
の領域 r１と r２間の色の距離Dr (r１, r２) は次式で定義される。
ここで，f (ck , i ) は領域 rk に含まれる nk 個の色のうち i 番目の色 ck , i の割合を表し，D (c1, i , c2, j )











ここで，Ds (rk , ri ) は領域 rk と領域 ri の空間的な距離を表し，σs をパラメータとし，２領域が離

































テクスチャ合成の Jitter ステップで使用するランダム性を制御するパラメータ rl は，すべての l に






前ステップで作成した背景画像Cに，模様画像Bと B′の模様を Poisson Image Editing によって
合成することで，同じ背景に異なる模様が存在する画像DとEを作成する。Poisson Image Editing に
おいて画像B, B′中の貼り付け模様の領域を指定するために，前ステップと同様にCheng らの RC
マップを利用して得られる二値マスク画像を使用する。
単純な Poisson Image Editing では，模様を合成した際に，貼り付けた画像の色味が全体的に変
化してしまい，模様本来の色味が失われてしまう問題が生じることを予備実験から確認している。
そこで本研究では，Poisson Image Editing で作成した画像と，模様領域を背景画像に単純に貼り付
けた画像をさらに合成することで，模様本来の色味が残る合成を行う。
Poisson Image Editing によって作成された画像をK，単純な貼り付けによって作成された画像を







しきい値 t はグラデーションの範囲を変化させるパラメータであり，t が大きくなると０～ 255 の中









図６（a）に単純な貼り付けによって作成された画像 J，（b）に Poisson Image Editing によって作成
された画像K，（c）に画像 Jと Kをグラデーションマスク画像を使って合成した画像 Iの例を示す。
図６（c）は，図６（b）と比較すると，Poisson Image Editing による合成結果よりも模様本来の色味が








テクスチャ合成の Jitter ステップでのランダム性を制御するパラメータ rl を 0.0, 0.2, 0.5, 1.0 と変
更した場合の合成画像の生成例を図７に示す。パラメータ rl  = 0.0 の場合は，Jitter ステップでのラン
ダム性がないため，模様の形状やレイアウトが崩れていない。一方，rl = 0.5 や rl = 1.0 では，合成し
た模様の形状がやや崩れてしまっているのが確認できる。これらのことから，本研究ではパラメー











者に与え，画像編集ソフトAdobe Photoshop Elements 13 を使用して，入力画像から教示画像にで
きるだけ近い画像を作成してもらう。入力画像数は提案手法の入力に２枚の画像を使う場合と３枚
の画像を使う場合を考え，模様の細かさは粗く大きい模様と細かい詳細な模様の２通りを用意した。
ただし，画像編集ソフトに対する慣れの問題を回避するために，10 名２グループ，合計 20 名の被
験者により実験を行った .
各被験者グループに対する入力画像数と模様画像の細かさの組合せを表１にまとめる。以下，表１
における４通りの設定をそれぞれ設定 I～ IVと参照する。また，図８～ 11 にそれぞれの設定にお
ける入力画像と提案手法で生成した合成画像を示す。入力画像と合成画像のサイズはすべて 512×
512 であり，提案手法はDELL Precision T3500， CPU: Intel Xeon W3520（２コア，2.67GHz，８MB
















































画像の作成を完了できなかった被験者は，設定 Iで１名，II で２名，III で０名，IVで１名であった。
表３より，入力画像数がともに２枚である設定 Iと III では，提案手法は粗い模様の方に多くの時
間を要していることがわかる。入力画像数が３枚である設定 II と IV の場合でも同じ傾向がみられ










と回答した被験者数は，設定 Iで 10 名，設定 II で３名，設定 III で２名，設定 IVで６名であった。
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Pattern Image Synthesis Using Kosode Byobu Images
SHIRAKAWA Shinichi, IDA Yuuka, OHARA Kouzou and TOYOTA Tetsuya
Recently, the digital archive technology of historical materials enables us to use precious 
historical materials on computers easily. With this situation, advanced studies such as the highly-
intelligent applications using historical materials and unique exhibits with the latest technologies, 
such as computer graphics and virtual reality, are actively conducted. This research focuses on the 
digital data of Kosode Byobu. Kosode Byobu is a historical material in which the real Kosode 
(Japanese clothes) is pasted up on Byobu. The various patterns in Kosode are one of the reasons for 
visitors’ interests. Therefore, if we realize a method for easily generating the user’s original pattern 
images based on the existing patterns in Kosode Byobu, it would lead to a new Kosode Byobu 
display system using digital data. Because of this situation, this research attempts to construct a 
method that automatically generates a new pattern image from existing ones in Kosode Byobu 
selected by a user. Since our target users are the public visitors to the museum, a complicated 
operation, such as image editing, should not be included in the pattern generation procedure. In 
this research, based on image editing and texture synthesis technologies, we develop a method that 
automatically generates a new pattern image with pattern image features in Kosode Byobu as 
selected by a user. In the proposed method, the user is only required to select several images to be 
synthesized. The proposed method consists of following three steps: (1) make the background 
fabric image, (2) paste the patterns into the background fabric image using Poisson image editing, 
and (3) generate the synthetic pattern image by texture synthesis. Furthermore, we conduct an 
experiment in which the subjects create a similar pattern image with the one generated by the 
proposed method using image-editing software. The experimental result showed that the proposed 
method could generate the pattern images in a shorter time without depending on the number of 
input images, compared to the case in which the subjects manually create the synthetic image.
Key words: Kosode Byobu Image, Texture Synthesis, Image Blending
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