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  Zusammenfassung-Abstract 
  i 
Zusammenfassung-Abstract 
In den letzten Jahren hat sich die Nachfrage nach mehr Bandbreite in Telekommunikations-
netzwerken erheblich erhöht. Dieser Trend wird sich erwartungsgemäß auch in den nächsten 
Jahren nicht ändern, da neue Dienstleistungen im Multimedia-Bereich immer mehr Bandbreite 
benötigen werden. Um eine zunehmende Bandbreite der optischen Faser auszunutzen, werden 
sowohl Wellenlängenmultiplex- (WDM, wavelength division multiplexing) als auch 
Zeitmultiplex-Verfahren (TDM, time division multiplexing) angewandt. Bei beiden 
grundlegenden Techniken spielen Wellenlängenkonverter (wavelength converters), die 
eintreffende optische Signale einer Wellenlänge auf eine zweite aufprägen, eine wichtige 
Rolle. Ein Wellenlängenkonverter muss insbesondere effizient in Hinblick auf fehlerfrei 
kovertierte Signale bei möglichst geringen optischen Eingangsleistungen sein. 
Wellenlängenkonverter sollen zudem kompakt, einfach aufgebaut und damit kostengünstig 
herstellbar sein.  
Für Wellenlängen-Konversion werden heutzutage optisch-elektrisch-optische (O-E-O) 
Wandlungen durchgeführt. Die Konverter sind voluminös und weisen eine hohe 
Leistungsaufnahme auf. Der Hauptvorteil eines elektrischen Anteils in der Wandlung ist die 
gleichzeitig erzielbare Signal “3R“-Regeneration: Re-amplification, Re-shaping, Re-timing 
(Verstärkung, Wiederherstellung einer Formtreue, und Resynchronisierung). Dabei werden 
gängige und bewährte elektronische Schaltkreise eingesetzt. Trotz grosser Fortschritte der 
letzten Jahre ist komplexe Elektronik mit >100 Mbit/s Datendurchsätzen sehr teuer. 
Von voll-optischen (all-optical) Wellenlängenkonvertern verspricht man sich durch eine 
Konversion direkt im Optischen, und Vermeiden einer elektrischen Konversion 
kostengünstigere, kompaktere und bei Datenraten mit >100 Mbit/s funktionierende 
Komponenten. Damit können Einschränkungen durch die Blockierung von 
Wellenlängenkanälen (“blocking“) in transparenten Netzwerken im Optischen überwunden 
werden, bei Wieder-Allozierbarkeit ursprünglicher Wellenlängen. Flexibles Routing und 
Schalten zwischen globalen und lokalen Netzwerken werden durchführbar durch verschiedene 
Konzepte, die optische Schalter, optische Burst- und Paket-Vermittlung (“optical labeling“) 
sowie phasensensitive Formate mit Interferometern nutzen. 
Eine für voll-optische Wandlung zentrale Komponente ist der optische 
Halbleiterverstärker SOA (semiconductor optical amplifier). SOA-basierte 
Wellenlängenkonverter sind kompakt, haben niedrige Leistungsaufnahmen, und können bei 
höchsten Übertragungsgeschwindigkeiten verwendet werden. Wellenlängenkonversion im 
Optischen mit 320 Gbit/s wurden bereits demonstriert. SOAs enthalten in ihrer 
Funktionsweise auch elektronische Anteile: Jedoch laufen Transport- und 
Rekombinationsprozesse bei der genutzten stimulierten Emission von Photonen sehr schnell 
ab (typisch <100 ps), unter anderem durch Beschränkung auf kleine aktive Volumina. Diese 
sind bestimmt durch die sehr kleinen Abmessungen von wellenleitenden Kernen und ihrer 




Die SOA-basierte Wellenlängenkonversion basiert zentral auf einer Veränderung des 
lokalen Verstärkungsfaktors (“gain“) für ein optisches Signal in der aktiven Region in 
Verbindung mit einer Modulation des Brechungsindexes bei Änderung der lokalen 
Konzentration freier Ladungsträger. Mehrere optische Signale können gleichzeitig durch den 
SOA propagieren mit der Möglichkeit einer gezielten gegenseitigen Beeinflussung und 
Wellenlängenkonversion. Im SOA finden eine Vielzahl dynamischer Prozesse während der 
Modulation statt. Von Interesse sind insbesondere Zeitkonstanten für Inter- und Intraband-
Ladungsträgerprozesse bezüglich genutzter elektronischer Valenz- und Leitungszustände. 
Weiter führen verschiedene konkrete Abfolgen von Signal-Bit-Mustern (“bit patterns“) zu 
verschiedenen, jedoch deterministischen gewandelten Signalverläufen (“pattern effect“).  
In dieser Dissertation werden Modelle zu SOA-basierten, voll-optischen 
Wellenlängenkonvertern vorgestellt. Mit Hilfe von Simulationen werden generische SOAs  
charakterisiert wie auch Optimierungen von SOAs für spezialisierte Anwendungen 
durchgeführt. Besonderes Augenmerk gelten signal-verschlechternden “pattern effects“, die es 
zu verstehen und minimieren gilt. Simulations-theoretische Modelle werden in Einklang 
gebracht mit experimentellen Ergebnissen an ausgewählten realen Bauteilen (“devices“) unter 
Laborbedingungen in einem “optical test loop“.  
Die Dissertation ist wie folgt strukturiert: In Kapitel 1 wird eine Einleitung zu optisch 
verstärkenden und wellenlängenschiebenden Halbleiterverstärkern SOAs gegeben. 
In Kapitel 2 stellt numerische Modelle und Verfahren zur Pulspropagation in SOAs vor, 
mit Fokus auf Gewinnsättigung (“gain saturation“) und Zeitkonstanten für Intra- und 
Interband-Ladungsdynamiken 
Kapitel 3 führt Experimente zur Kreuzgewinnmodulation XGM (cross-gain-modulation) 
und Kreuzphasenmodulation XPM (cross-phase-modulation) und deren Erklärung mit 
Simulationsmodellen vor. 
Kapitel 4-6 geben einen Überblick über unterschiedliche Schemata und Aufbauten zur 
Realisierung von Wellenlängenkonversion. In Kapitel 4 wird eine Verminderung des 
optischen Pattern-Effects mit Hilfe eines speziellen optischen Filteraufbaus PROF (pulse 
reformatting optical filter) in einer Delay-Interferometer-Konfiguration diskutiert. In Kapitel 5 
kommt ein SOA-integrierender Sagnac-Ring zum Einsatz. In Kapitel 6 wird die 
konventionelle direkten Modulation im OOK-Verfahren (on-off-keying) erweitert um phasen-
enkodierende Elemente in DPSK-Verfahren (differential-phase-shift-keying). 
Kapitel 7 beschliesst die Dissertationsarbeit mit einer Zusammenfassung und Vorschlägen 
für zukünftige weitere Forschungsgesichtspunkte. 
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Abstract 
The demand for bandwidth in telecommunication network has been increasing significantly in 
the last few years. It is to be expected that also in the next few years multimedia services will 
further increase the bandwidth requirement. To utilize the entire bandwidth of the optical fi-
bre, wavelength division multiplexing (WDM) and time-division multiplexing (TDM) tech-
niques have been applied. In these two primary techniques, wavelength converters that trans-
late optical signals of one wavelength into optical signals of another wavelength have become 
key devices. In general, a wavelength converter has to be efficient, meaning that with low 
signal powers an error free converted signal can be obtained. Also, the wavelength converters 
have to be small, compact, and as simple (cheap) as possible. 
Presently, large footprint optical-electrical-optical (o-e-o) translator units with large power 
consumption are used to perform wavelength conversion in optical cross-connects. Advan-
tages of o-e-o methods are their inherent 3R (re-amplification, re-shaping, re-timing) regen-
erative capabilities and maturity. Conversely, the promise of all-optical wavelength conver-
sion is the scalability to very high bit rates. All-optical wavelength converters can overcome 
wavelength blocking issues in next generation transparent networks and make possible reuse 
of the local wavelengths. All-optical wavelength converters can also enable flexible routing 
and switching in the global and local networks, e.g. optical circuit-switching, optical burst-
switching and optical packet-switching. 
Semiconductor optical amplifiers (SOA) are closest to practical realization of all-optical 
wavelength converters. SOA-based all-optical wavelength converters are compact, have low 
power consumption, and can be possibly operated at high speed. Indeed, a 320 Gbit/s SOA-
based all-optical wavelength conversion has already been demonstrated. The advantages of 
using SOAs arise from the large number of stimulated emitted photons and free carriers, 
which are confined in a small active volume.  
The SOA-based wavelength conversion works mostly via the variation of the gain and re-
fractive index induced by an optical signal in the active region. The optical signal incident 
into the active region modifies the free carrier concentration. Thus, the optical gain and the 
refractive index within the active region are modulated. Other optical signals propagating si-
multaneously through the SOA also see these modulations of the gain and refractive index. 
Thus, the information is transferred to another wavelength. In SOAs, a rich variety of dy-
namic processes drive the operation. These processes include the carrier dynamics between 
conduction band and valence band (interband dynamics) as well as inside of conduction band 
or valence band (intraband dynamics). They both affect the gain and the refractive index of 
the SOA, and thus the operation of the SOA-based wavelength converter. In addition, the fact 
that each of these effects has a specific lifetime leads to pattern dependent effects in the proc-
essed signals. It is therefore very important to develop numerical models for the SOA to un-
derstand its behavior in wavelength conversion. 
In this dissertation, an SOA model is developed to investigate high-speed SOA-based all-




SOA and optimization of SOA in different schemes are performed. In particular, the model 
has been used to investigate and introduce new SOA pattern effect mitigation techniques.  The 
theoretical predictions are supported and verified by experiments. 
The dissertation is structured as follows: In Chapter 1, an introduction to the SOA and 
SOA-based wavelength converters is given. Chapter 2 is dedicated to the numerical modeling 
of the pulse propagation, gain saturation, interband and intraband carrier dynamics inside the 
SOA. In Chapter 3, the SOA gain and phase responses in the cross-gain modulation experi-
ments are shown and discussed with the help of the simulation using the SOA model. Differ-
ent wavelength conversion schemes are discussed in Chapter 4-6. In Chapter 4 we discuss 
optical filter-assisted wavelength conversion. We first discuss a pattern effect mitigation tech-
nique by using a delay interferometer filter after an SOA. We then discuss pattern effect miti-
gation techniques by using a general pulse reformatting optical filter, which reformats the 
output signal after the SOA into a new signal with a predetermined shape. The pattern effect 
mitigation technique in wavelength conversion schemes using an SOA-based Sagnac loop is 
discussed in Chapter 5.  While the former Chapters discuss wavelength conversion schemes 
for on-off keying (OOK) optical signals, Chapter 6 proposes the wavelength conversion 
scheme for differential phase-shift keying (DPSK) modulated signal. A summary of the work 
and an outlook on future research are given in Chapter 7.   
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1 Introduction 
1.1 All-Optical Wavelength Conversion with Semiconductor Op-
tical Amplifiers 
A wavelength converter is a device which transforms information on an optical carrier at one 
wavelength onto another optical carrier at a new wavelength. It is a critical function in future 
optical network. It may overcome wavelength contention issues1 in next generation transpar-
ent networks [90]. In general a wavelength converter has to be efficient, meaning that with 
low signal powers an error free converted signal can be obtained. From a usual operator point 
of view, the wavelength converters have to be small, compact, and as simple (cheap) as possi-
ble.  
In future high speed networks, signal processing functionalities will have to be solved all-
optically to overcome the electronics bottleneck. Some all-optical approaches utilizing nonlin-
ear interactions in highly nonlinear media have been proposed. The nonlinear medium can be 
for example a semiconductor optical amplifier (SOA) [10], [12], [30], [43], [71], [75], or a 
piece of highly nonlinear fibre (HNLF) [67], [83], or a nonlinear waveguide using other mate-
rials [1], [34], [74]. Among them, SOA devices provide stronger nonlinear interactions there-
fore allowing for short device lengths.  
In the following, we will discuss the fundamentals of all-optical wavelength conversion 
using SOAs. The basic schemes using SOAs will be introduced. 
1.1.1 What is a Semiconductor Optical Amplifier? 
Semiconductor optical amplifiers (SOAs) are amplifiers which use a semiconductor as the 
gain medium. These amplifiers have a similar structure to Fabry-Perot laser diodes but with 
anti-reflection elements at the end faces. SOAs are typically made from group III-V com-
pound direct bandgap semiconductors such as GaAs/AlGaAs, InP/InGaAs, InP/InGaAsP and 
InP/InAlGaAs. Such amplifiers are often used in telecommunication systems in the form of 
fiber-pigtailed components, operating at signal wavelengths between 0.85 μ m and 1.6 μ m. 
SOAs are potentially less expensive than erbium doped fiber amplifier (EDFA) and can be 
integrated with semiconductor lasers, modulators, etc. However, the drawbacks of SOAs are 
challenging polarization dependences and a higher noise figure. Practically, the polarization 
dependence in the SOA can be reduced by an optimum structural design [68].  
A schematic diagram of a heterostructure SOA is given in Fig. 1.1. The active region, im-
parting gain to the input signal, is buried between the p- and n-doped layers, while the length 
of the active region is L. An external electrical current injects charge carriers into the active 
                                                 
1 A wavelength contention problem can arise when two different channels of data from two input fibers are car-
ried by input optical lights of identical or similar wavelengths, and the application requires sending both channels 




region and provides a gain to the optical input signal. An SOA typically has an amplifier gain 
of up to 30 dB. 
Fig. 1.1. Schematic diagram of an SOA. 
Semiconductor amplifiers interact with the light, i.e. photons, in terms of electronic transi-
tions. The transition between a high energy level W2 in the conduction band (CB) and a lower 
energy level W1 in the valence band (VB) can be radiative by emission of a photon with en-
ergy hf = W2 – W1 ( h : Planck’s constant, f: frequency), or non-radiative (such as thermal vibra-
tions of the crystal lattice, Auger recombination). Three types of transitions, namely stimu-
lated absorption, spontaneous emission and stimulated emission, are the basic mechanisms for 
all lasers and optical amplifiers. They are.  
• Stimulated absorption: If an electromagnetic field exists, a photon with energy hf = 
W2 – W1 can be absorbed. Meanwhile, an electron can make an upwards transition from the 
lower energy level W1 to the higher energy level W2. The stimulated absorption rate de-
pends on the electromagnetic energy density, and on the number of the electrons in the CB 
and the number of holes in the VB.  
• Spontaneous emission: An electron in the CB can with a certain probability undergo 
a transition to the lower energy level W1 spontaneously, while emitting a photon with en-
ergy hf = W2 – W1, or loosing the transition energy through phonons or collisions. Obvi-
ously, the probability of the spontaneous emission is dependent on the number of the elec-
tron and hole pairs. These “spontaneously” emitted photons will be found with equal 
probability in any possible modes of the electromagnetic field. Thus a spontaneously emit-
ted photon is regarded as a noise signal, since it represents a field with a random phase and 
a random direction.  
• Stimulated emission: An incident photon can also induce with a certain probability a 
transition of the electron from the high energy level W2 to the low energy level W1. In this 
process a second photon is created. In contrast to spontaneous emission processes, this 
second photon is identical in all respects to the inducing photon (identical phase, fre-
quency and direction). As does the stimulated absorption, the stimulated emission rate also 
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The SOA shows high nonlinearity with fast transient time. However, the high nonlinearity 
in the SOA is also accompanied with phase changes, which can distort the signals. This 
nonlinearity presents a most severe problem for optical communication applications, if the 
SOAs are used as “linear” optical amplifiers. Yet, high optical nonlinearity makes SOAs at-
tractive for all-optical signal processing like all-optical switching and wavelength conversion. 
Indeed, the nonlinear gain and phase effects in an SOA, usually termed as cross-gain modula-
tion (XGM) and cross-phase modulation (XPM), are widely used to perform wavelength con-
version.  
The XGM and XPM effects in an SOA are schematically shown in Fig. 1.2. 
 
Fig. 1.2. XGM and XPM effects in an SOA. As an optical pulse of the input control signal at λ2 is 
launched in the SOA, XGM and XPM effects are visualized by a cw probe signal at λ1 at the out-
put of the SOA, see left and right y-axes of the output signal. 
• XGM: As a strong control signal is launched into an SOA, it depletes the carriers in-
side the SOA and saturates the gain of the SOA. If a weak probe signal (usually at a 
new wavelength) is also present in the SOA, the amplification of the probe signal is af-
fected by the strong control signal, see the output power in Fig. 1.2. Thereby, the 
probe signal is modulated by the control signal. This effect is called cross-gain modu-
lation (XGM).  
• XPM: As the control signal causes a change of the carrier density inside the SOA, it 
also induces a change of the refractive index and a phase shift of the probe signal 





cross-phase modulation (XPM). The XPM effect is usually measured in an interfer-
ometric configuration.  
In an SOA, the XGM and XPM are related phenomenologically by a linewidth enhance-
ment factor2 αΗ, also called Henry factor [27]. The αΗ -factor is defined as the ratio between 
the changes of the gain and the refractive index. In most publications [1], [27] and [57], the 
αΗ -factor is assumed to be constant. This simplification indeed is valid only over a limited 
spectral range and for sufficiently small carrier density modulations in the SOA. 
After the control signal has died out, carriers recover. The carrier recovery process in-
cludes inter- and intraband carrier dynamics3. The interband carrier dynamics limits the opera-
tion speed of the SOA. Especially, when subsequent control pulses are launched into a slow 
SOA (with a large carrier recovery time), the carrier density is progressively reduced. It re-
covers back to different levels and the amplifier gain also varies for different pulses, depend-
ing on the bit pattern seen by the SOA. This effect is usually called “pattern effect”. 
In this work, we will analyze the various schemes using SOAs to perform all-optical 
wavelength conversion. In particular, pattern effect mitigation techniques are investigated and 
implemented to operate SOA-based wavelength converters successfully (with bit-error prob-
ability (BER) down to 10−9) at a speed above 40 Gbit/s.  
1.1.2 All-Optical Wavelength Conversion Schemes Using SOAs 
All-optical wavelength conversion with SOAs in interferometric configurations [12], [38], 
[43], [44], [47], [50], [75], [78] have been successfully demonstrated, e.g. at a speed up to 320 
Gbit/s [50]. In addition to demonstrations of high speed, reference [38] showed an ideal ex-
tinction ratio, reference [44] showed 2R (re-amplification, re-shaping) property over a 16,800 
km transmission and reference [43] showed 3R (re-amplification, re-shaping and re-timing) 
regenerative capabilities. We now discuss four generic configurations, namely an SOA-based 
Mach-Zehnder interferometer (MZI), an SOA-based Sagnac interferometer, an SOA followed 
by a delay interferometer (DI), and an SOA-based wavelength converter assisted by an optical 
filter.  
SOAs in Mach-Zehnder Interferometer 
An all-optical wavelength converter using a symmetric MZI is depicted in Fig. 1.3. The 
MZI comprises two equally biased SOAs (SOA1 and SOA2), which ideally provide identical 
gains. The respective coupler introduces the control signal into the SOA section on the MZI 
arms. In the switched-off state, when the control signal is absent, the probe signal is directed 
towards the sum output port P∑, supposing that the symmetric phase relations are correctly 
adjusted. In the switched-on state, a control signal Pin at the wavelength λ1 saturates SOA1 
and induces a gain and refractive index change. A probe signal Pcnv at a new wavelength λ2 
                                                 
2 This factor is termed as a linewidth enhancement factor, because the spectral width Δf of a single-mode semi-
conductor laser is proportional to (1+αH2) [27]. 
3The word “interband” is used for the carrier dynamics between the conduction band and the valence band, while 
the word “intraband” is used for the carrier dynamics inside the conduction band or the valence band. 
Introduction 
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experiences a phase shift. If the phase shift equals π, the probe signal is redirected from the 
sum output port to the difference output port PΔ.  
Fig. 1.3. All-optical wavelength converter based on a Mach-Zehnder interferometer configuration 
comprising two equally biased SOAs.  
The MZI scheme can be operated in a differential mode. The differential operation scheme 
of a MZI allows for short switching windows, which are only determined by the fast refractive 
index change from carrier depletion and not affected by the slow carrier recovery time of the 
SOAs. The pattern effect related to the slow carrier recovery time is then mitigated. As shown 
in [69], the switching window with maximum transmission has been found to be limited to 
about 1.5 ps. 
The SOAs on the MZI arms need to be optimized to obtain an optimum extinction ratio 
between different states with and without a control signal. Because the gain in SOA1 (see Fig. 
1.3) changes while the gain of SOA2 (see Fig. 1.3) remains unchanged, the “off” state at the 
output port PΔ is not optimal. Thus, to improve the extinction ratio, the current supplying 
SOA2 needs to be reduced. Further, an additional phase-shifting is required to compensate the 
undesired phase shifts that occur when differently biasing the SOAs. This method was pre-
sented in the reference [38]. 
Two SOAs are used in the MZI. This increases the expense. Next, schemes using a single 








SOA in Sagnac Interferometer 
Fig. 1.4 depicts the setup of a Sagnac loop with an asymmetrically placed SOA. It consists 
of a directional coupler C1 (mostly a 50:50 coupler4) with two branches connected to a loop. 
The loop contains a polarization control (PC2) and an SOA. A probe signal Pcnv at the wave-
length λ2 is split in the coupler into two parts. As shown in Fig. 1.4, the part traveling in 
clockwise direction is indexed with a superscript “c”, ccnvP . Another part traveling in counter-
clockwise direction is indexed with a superscript “cc”, cccnvP . A control signal Pin at the wave-
length λ1 is launched into the loop by another coupler C2, see Fig. 1.4. The signal Pin modu-
lates the gain and the refractive index of the SOA. Both signal, ccnvP  and 
cc
cnvP , experience the 
gain modulation and phase modulations. While the SOA output signals’ shape is distorted due 
to the slow carrier recovery, the Sagnac interferometer is used to differentiate the SOA’s out-
put. The differentiation works as follows. As shown in Fig. 1.4, the SOA is asymmetrically 
placed in the loop. With respect to the center of the SOA, the modulated co-propagating signal 
c
cnvP  reaches the coupler C1 first and the modulated counter-propagating signal 
cc
cnvP  arrives 
later by a time ΔΤ. At the transmission port of the coupler C1, the phase difference between 
c
cnvP  and 
cc
cnvP  is π. This is because from the input to the remission the probe signal crosses the 
coupler C1 twice, while each cross coupling is accompanied with a π/2 phase shift. The phase 
difference in this time window ΔΤ then leads to the differentiation between two signals ccnvP  
and cccnvP , and restores the shape of the incident signal. 
Fig. 1.4. All-optical wavelength converter based on a Sagnac loop with an asymmetrically placed 
SOA. PC1 and PC2 are polarization controllers before and in the Sagnac loop respectively. 
                                                 
4 A 50:50 coupler has 50:50 power splitting ratios for the bar and cross transmissions. It is also called as a  3 dB 
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SOA followed by a delay interferometer 
The wavelength conversion scheme comprising an SOA followed by a delay interferome-
ter (DI) is shown in Fig. 1.5. The longer arm of the DI provides a time delay of ΔΤ and the 
shorter contains a phase shifter. The control signal Pin at the wavelength λ1 modulates the gain 
of the SOA and thereby the phase of the probe signal Pcnv at wavelength λ2. The DI is then 
used to transform the phase-modulation into amplitude modulation as follows. As the modu-
lated signal Pinv is guided into the DI, it is split into two paths. The duplicate on the shorter DI 
arm (lower arm in Fig. 1.5) reaches the coupler first. If the induced phase in the Pinv signal is 
∼ π, the phase difference between the signals on the DI arms then opens the switching window 
for the output port Pcv. A time ΔΤ later, when the second duplicate on the longer (upper) DI 
arm reaches the coupler, the phase difference is reset and the switching window closes. Ad-
justing the phase shifter on the shorter DI arm can also control and optimize the output signal 
after the DI. Details of the operation of this device will be given later in Chapter 4. 
Fig. 1.5. All-optical wavelength converter based on an SOA followed by a delay interferometer.  
SOA followed by an optical filter 
Recently, a new approach of a wavelength converter with an SOA followed by an optical 
filter was introduced and discussed, Fig. 1.6. For all-optical wavelength conversion, the input 
data signal Pin and the probe (cw) light Pcnv are launched into the SOA. In the SOA, the input 
data signal encodes the signal information by means of cross-gain and cross-phase modulation 
onto the cw signal. As a result, we obtain after the SOA an inverted signal Pinv at the wave-
length of the cw light. The purpose of the subsequent passive optical filter with an appropriate 





Several filters have been proposed. These are the pulse-reformatting optical filter (PROF) 
[45] and [46], the red-shift optical filter (RSOF) [44], the blue-shift optical filter (BSOF) 
[44],[49], [50] and [62], and a delay interferometer (DI) filter scheme [41], [47]. 
Fig. 1.6. All-optical wavelength converter based on an SOA followed by an optical filter.  
The PROF scheme can be understood as follows. As seen Fig. 1.6 the probe signal Pcnv is 
cross-phase modulated by the control signal Pin, the Pinv signal after the SOA comprises a 
leading red-chirped (negative frequency variation with respect to time) component followed 
by a trailing blue-chirped (negative frequency variation with respect to time) component due 
to SOA carrier recovery.  The Pinv signal also has a cw tone from the Pcnv signal. The PROF 
suppresses the cw tone and splits off the red and blue-chirped spectral components, which are 
subsequently recombined. This leads to a beating between the two signals that results in a 
strong and narrow converted pulse if the temporal delay between the two pulses is adapted 
correctly. A schematic of the filter is depicted in Fig. 1.7(a) and the passband of the filter 
around the cw frequency fcw is shown in the right part of Fig. 1.7(a).  
The RSOF and BSOF schemes are similar to the PROF scheme, as shown in Fig. 1.7(b) 
and (c). Yet, either the red-chirped or the blue-chirped spectral components from the con-
verted signals are selected by the respective filter, while the blue-chirped or the red-chirped 
spectral components are blocked as indicated by a symbol “X” in Fig. 1.7(b) and (c). Indeed, 
the DI filter in Fig. 1.5 can also be used to perform regenerative wavelength conversion, either 
as a red-shift optical filter [45] or a blue-shift optical filter [49], [50] and [63]. With a proper 
choice of the BSOF’s or RSOF’s shape, the output signal Pcv shows a predetermined pulse 
shape. Details of the PROF, BSOF, and RSOF schemes are given in Chapter 4. 
The PROF, RSOF, and BSOF schemes exploit the fast chirp effects in the converted signal 
after the SOA, and are successful in performing high-speed wavelength conversion [44], [45], 
[46], [49], [50] and [62]. However, so far it is not clear, if these schemes with optical filters 
can successfully overcome pattern effects at highest speed. In this work, we will investigate 
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Fig. 1.7. Three different optical filter concepts for performing wavelength conversion. In the 
PROF scheme (a), the red- and blue-chirped spectral components are selected and combined with 
a proper temporal delay Δt between two paths. In the RSOF scheme (b), the red-chirped spectral 
component is selected and the blue-chirped spectral component is blocked (indicated with a sym-
bol “X”). In the BSOF scheme (c), the blue-chirped spectral component is selected and the red-
chirped spectral component is blocked. 
1.2 Achievements in this Work 
• An SOA model has been established. The SOA model is based on a rather simple set 
of rate equations for inter- and intraband carrier dynamics. The intraband carrier dy-
namics are CH and SHB. The rate equations are simplified by assuming charge neu-
trality and neglecting the longitudinal and transverse carrier diffusions. The traveling 
wave equations are used to describe the pulse propagation through the SOA.  
The SOA model has been validated by simulating the (power) gain and phase re-
sponses of an SOA in a wavelength conversion experiment. Proper phase response is 
modeled by using individual linewidth enhancement factors, also α-factors, for indi-
vidual carrier dynamics. Especially, a novel parameterization for the α-factor corre-
sponding interband carrier dynamics was introduced. Inclusion of this model leads to 




(a) Pulse reformatting optical filter (PROF)
(b) Red-shift optical filter (RSOF)






















tally validated model is then implemented in an optical communication system simula-
tor, namely OptSim from RSoft [94].  
• An effective α-factor was introduced and its dynamics in a cross-gain modulation 
experiment was investigated. The effective α-factor relates the total phase change 
with the measured gain change of the output signal out of an SOA. In the experiment 
and simulation, this effective α-factor varies strongly with time, different to a constant 
α-factor assumed in [27]. It even takes on negative values for short periods of time. As 
a consequence, XPM effects usually lag behind XGM effects by several picoseconds. 
This delay has important consequences for operation of all-optical devices based on 
SOAs.  
• Return-to-zero (RZ) to non-return-to-zero (NRZ) wavelength conversion at 160 
Gbit/s was achieved by using an SOA followed by a delay interferometer filter. 
Experimental results from this scheme, as shown in Fig. 1.5, fit to the simulation re-
sults very well and to a degree not possible before.  
• Wavelength conversion with an SOA followed by a pulse reformatting optical fil-
ter was investigated. In this work, we will show that the PROF scheme indeed and ef-
fectively mitigates SOA patterning. An experimental implementation at 40 Gbit/s 
shows a signal quality factor improvement of 7.9 dB and 4.8 dB if compared to a blue- 
or red-shifted optical filter assisted wavelength converter scheme, respectively. This 
technique is also supported by simulation.  
• Wavelength conversion in an SOA-based Sagnac loop was investigated, espe-
cially, for non-return-to-zero (NRZ) modulation. A few NRZ wavelength conver-
sions with a SOA-based Sagnac loop have been successfully demonstrated at 10 Gbit/s 
[87] and at 42.7 Gbit/s [30]. However, the influence of the SOA properties, especially 
the SOA carrier recovery time, on the performance of the wavelength conversion has 
been neither discussed nor been well understood. In this work, we discuss how opera-
tion speed and SOA dynamics are related. We found that SOA recovery times can be 
neither too fast nor too slow for a particular operation speed. An optimal carrier recov-
ery time is between two and three times of one bit slot duration. We also found that 
shorter SOAs are preferred in this wavelength conversion scheme.  
• Wavelength conversion for differential phase-shift keying (DPSK) modulation 
was demonstrated in an SOA based MZI scheme. Its regenerative properties as well 
as the cascadability has been discussed, where the cascaded configuration is built up 
with a number of identical DPSK wavelength converters.  
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2 Semiconductor Optical Amplifier: Theory and Model-
ing 
This Chapter describes the light propagation through the semiconductor optical amplifier 
(SOA) and the interaction between the light and the gain medium. While the light propagation 
can be modeled through the wave equations, the interaction between the gain medium and the 
input light is modeled by rate equations accounting for carrier dynamics in the gain medium. 
The carrier dynamics include either interband or intraband processes in the gain medium. In-
terband processes comprise spontaneous recombination, stimulated radiative recombination 
and carrier transport, whereas intraband processes include carrier heating (CH) and spectral-
hole burning (SHB). The carrier dynamics includes also two-photon absorption (TPA) proc-
ess. These dynamic processes affect both gain and refractive index of an SOA. In addition, to 
describe the phase dynamics of the optical signal, a novel parameterization of the linewidth 
enhancement factor, i.e. α-factor, is introduced. To solve the equations, a multi-section nu-
merical algorithm is implemented. The basic characteristics of the SOA, e.g. gain characteris-
tics and spatial carrier distribution inside the SOA, are simulated and shown in this Chapter.  
2.1 Pulse Propagation and Gain Saturation 
2.1.1 Pulse Propagation and Amplification 
Since the optical pulse also experiences power amplification along the SOA, the material 
property of the SOA needs to be discussed first. In this work, the material in the SOA is as-
sumed to be isotropic (this is a valid assumption also in most practical cases). For such a ma-
terial, as discussed in [2], [22], the medium response to the electric field can be described by a 
medium susceptibility χ , since the higher order susceptibilities are usually weak in the semi-
conductor material. The complex relative dielectric constant ε  and the complex refractive 
index n  are given by:  
 ( ) ( ) ( ) 1 ( ) 1 ( ) ( )r ri r ij jε ω ε ω ε ω χ ω χ ω χ ω= − = + = + + ,   (2.1) 
 ( ) ( ) ( )r in n jnω ω ω= − ,       (2.2) 
 2( ) ( ) ,nε ω ω=        (2.3) 
where rε , rχ , rn  and riε , iχ , in  are the real and imaginary parts of the dielectric constant, 
the medium susceptibility and the refractive index, respectively. 0 02k f cπ= /  is the 
wavenumber in vacuum.  
In an isotropic SOA, we can use a scalar wave equation to describe the pulse propagation 
through an SOA. In the Cartesian coordinate system, we consider a linearly polarized plane 
wave propagating along the z-axis, shown in Fig. 1.1, while the x-y plane is perpendicular to 
the propagation direction. So by choosing the transverse-electric (TE) orientation of polariza-
tion parallel to the x-axis, we only consider the Ex component of the electric field vector E . 
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We also assume that the spectral range of interest is sufficiently narrow around the optical 
carrier (angular) frequency 0 02 fω π= . The dielectric constant ε  and also the complex refrac-
tive index n  in this range are constant and can be represented by their values at frequency ω0. 
Note that, by taking account of the waveguide structure and the material property of the SOA, 
the dielectric constant 0( )ε ω  and the refractive index nr(ω0) are effective values. Thus, the 






( )( ) 0EE t
c t
ε ω ∂
∇ − = ,
∂
      (2.4) 
where the x -subscript for the electric field is dropped. 
For fields passing through an SOA, it is convenient as in [1] and [2] to write the dielectric 
function ε  in terms of an effective refractive index nr and an effective susceptibility effχ , 
which represents the contribution from the charge carriers inside the active region of the am-
plifier. Naturally, the susceptibility effχ  is a function of the carrier density N. Therefore, the 
susceptibility effχ  is further expressed by the power gain g  and the change of the refractive 
index Δnr, which are both functions of the carrier density N. In total, we have 
 2 2 0
0
( ) [2 ( ) j ( )] ,rr eff r r
nn N n k n N g N
k
ε χ= + ≈ + Δ +    (2.5) 
 
0
( )( ) j .
2r r
g Nn n n N
k
= + Δ +       (2.6) 
















Δ , are ne-
glected in Eq. (2.5), since they are practically small. From the power gain g(N) determined by 
the present carrier density N, a power gain change Δg can be calculated with respect to a ref-
erence value gref at a stationary state  
 ref  ( ) ( ) .g N g N gΔ = −        (2.7) 
If only one optical signal propagates through the SOA, as discussed in [1], the value at the 
stationary state gref is then 0 and ( ) ( )g N g NΔ = . In the case of an XPM, another control sig-
nal is introduced into the SOA and induces the gain and phase changes on the probe signal. 
The reference value gref in Eq. (2.7) is then the stationary state value before the incidence of 
the control signal.  
In reality, the refractive index and the material gain or absorption are related by the Kra-
mers-Kronig (KK) integral expressions [36] and [37]. Phenomenologically, a linewidth en-
hancement factor αΗ, also called Henry factor [27] is used to relate the changes of the refrac-
tive index Δnr and the power gain Δg [1] and [27]. The linewidth enhancement factor αΗ is 
defined as the ratio between the real and the imaginary part of n  :  
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n N n Nk n N g N
n N g N k
αα ∂ /∂ ∂ /∂= = − , Δ ≈ − Δ .
∂ /∂ ∂ /∂
   (2.8) 
Note that the second equation in (2.8) is an approximation by replacing the derivatives with 
the respective differences. The alpha-factor αΗ is then dependent on the wavelength, the cur-
rent density, and the material used for the SOA’s. In most publications [1], [27] and [57], the 
αΗ -factor of an SOA is assumed to be constant. This simplification indeed is valid only over a 
limited spectral range and for sufficiently small carrier density modulations in the SOA. Still, 
this concept of using the αΗ -factor rather than the KK relations has shown to be useful for 
performing fast and efficient device simulations [2].  
Eq. (2.4) and (2.5) can provide the description of the propagation of optical pulses in 
semiconductor optical amplifier. To simplify the analysis of the light propagation in the SOA, 
a few practical assumptions can be made:  
• Only a single waveguide mode exists in the active region of the traveling-wave ampli-
fier. The linearly polarized electrical field remains linearly polarized during propaga-
tion.  
• The bias current is assumed to pass through the active region and not through the sur-
rounding region. Furthermore a uniform distribution of bias current across the active 
region width is assumed.  
• For the moment, the carrier distribution inside the SOA is assumed in quasi-
equilibrium. The quasi-equilibrium means the equilibration of the carriers within their 
bands, namely CB and VB, but not among bands. The quasi-equilibrium is character-
ized by the quasi-Fermi levels Wfc and Wfv in the CB and the VB, respectively. The 
quasi-equilibrium distribution occurs when an external voltage is applied to the device 
of interest, or by applying a sufficient strong optical field.  
• From the above assumption, the intraband relaxation effects, which would modify the 
value of the αΗ -factor, are not taken into account. Later in this work, the variation of 
the α -factor will be discussed in details.  
In Cartesian coordinates, we express the traveling electric field inside the amplifier as:  
 [ ]0 0
1( ) ( ) exp( j ) ( ) exp( j )
2 x r
E x y z t F x y t A z t k n z c ce ω, , , = , , − + . . .   (2.9) 
The term xe  is the polarization unit vector of the transverse-electric (TE) field. The term 
F(x,y) is the mode distribution. With an assumption of a plane wave, F(z,t) is a real value and 
normalized as 2( ) d d 1F x y x y
+∞
−∞
| , | =∫ . The term A(z,t) is the slowly-varying envelope of the 
traveling wave5. The variable z, also the coordinate, lies along the propagation direction 
through the SOA with its origin at the input facet. The term c.c. indicates the complex conju-
                                                 
5The slowly-varying envelope approximation is valid with respect to the time scale of the optical carrier f0, so 
that 2 2[ ( )]A z t z∂ , /∂  << 0 [ ( )]k A z t z∂ , /∂ . 
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gate. For a causal system, the part 0 0( ) exp( j ) ( ) exp( j )rF x y t A z t k n zω, , −  is an analytic signal. 
This analytic signal part alone is sufficient to describe the optical field. Thus, the conjugate 
complex part c.c. is dropped away in the following.  
The envelope function A(z,t) is related to the signal power P(z,t) and the phase shift 
Δϕ(z,t) as 
 j ( )( ) ( ) e z tA z t P z t ϕΔ ,, = , .     (2.10) 
In MKS system of units, the signal power P is further related to the photon density S as 
 egP h f v A S= .      (2.11) 
h is the Planck constant. vg is the group velocity. Ae is the effective area calculated from the 
cross section area A of the active region by Ae = A / Γ, where Γ is the field confinement factor. 
This field confinement factor Γ describes the fractional contribution of the mode in the active 
region. For an active region with a width w and a height d (The cross section of the active 





( ) d d
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( ) d d
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    (2.12)  
The phase shift Δϕ  is the difference between the instantaneous phase ϕ with respect to a 
reference value ϕref at stationary state. From Eq. (2.6) and (2.9), the phase shift Δϕ  at a posi-
tion z can be calculated from the change of the refractive index Δnr. 
 ( )ref 0 0( , ) ( , ) ( ', ) d ' .
z
rz t z t k n N z t zϕ ϕ ϕΔ = − = − Δ∫    (2.13) 
The reference value ϕref at stationary state can be assumed to be 0 for the sake of simplicity. 
As seen in Eq. (2.13), the change of the refractive index is dependent on the carrier concentra-
tion N and thus implicitly on the incident signal power P, since the incident power also modi-
fies the carrier concentration in the active region. 
Substituting the electrical field from Eq. (2.9) in the wave equation (2.4) and integrating 
over the transverse dimensions (x, y) will lead to one equation for the envelope function A(z,t), 
[1] and [2], 
 ( ) 1 ( ) 1 [ j ( ) ( )] ( ).
2 Hg
A z t A z t g z t g z t A z t
z v t
α∂ , ∂ ,+ = Δ , + , ,
∂ ∂
  (2.14) 
The terms g and Δg are also dependent on position and time, due to the interaction between 
the gain medium and the optical input signal. Note that to derive Eq. (2.14) the high-order 
derivatives of A(z,t) over the position z and the time t are neglected6. Details of the derivation 
of Eq. (2.14) can be found in [2].  
                                                 
6Neglecting the high-order derivatives of A(z,t) over the time t means that the group velocity dispersion is not 
taken into account. Including the croup velocity dispersion can be referred to in [28]. 
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The active medium of an SOA provides the gain, which is determined by the carrier den-
sity inside the active region. This gain coefficient is thus given as a material gain gm. How-
ever, only a fraction of the mode resides in the active region. Thus, taking into account the 
field confinement and the internal loss αint, the power amplification for a mode is given by a 
modal gain g, 
 m int( ( , )) ( ( , )) ( , ) .g N z t g N z t z tα= Γ −    (2.15) 
For the material gain and the material loss, in this work, there are a few assumptions:  
• The SOA modal gain is polarization independent. This can be obtained by optimizing 
the structure of the active layer in the SOA [26]. 
• The transverse variations in the carrier density are negligible. This assumption is prac-
tically valid because of the narrow active region of SOA.  
2.1.2 Gain Saturation 
When an ultra-short but strong optical pulse propagates through the SOA, the intraband ef-
fects take place for a short period of time. The intraband effects considered in this work are 
spectral hole burning (SHB), carrier heating (CH), and carrier cooling. These intraband effects 
also modify the carrier distributions within the band, while the interband effect (e.g. stimu-
lated emission) modifies the carrier distributions in both conduction and valance bands.   
The temporal evolution of the carrier distribution, when an ultra-short optical pulse is in-
jected in an SOA, is qualitatively illustrated in terms of the electron density versus the elec-
tron energy in the CB in Fig. 2.1. 
Fig. 2.1. Evolution of the spectral carrier density distribution versus energy in the conduction 
band, when an optical pulse is introduced in the SOA.  The areas under the solid lines are the local 
carrier concentrations in the conduction band.  
Fig. 2.1(a) shows the carrier distribution in the conduction band at quasi-equilibrium, 
which means the equilibration of the carriers within the conduction band (CB) but not among 
the CB and valance band. As an ultrashort optical pulse is injected in the SOA, the induced 
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tral hole in the carrier distribution, seen in Fig. 2.1(b). Obviously, the carrier distribution in 
Fig. 2.1(b) is not at quasi-equilibrium described by a Fermi distribution with the help of a 
quasi-Fermi level. The Fermi distribution at quasi-equilibrium is restored via intraband carrier 
scattering, as shown in Fig. 2.1 (c). The parameter to characterize the carrier scattering proc-
ess is called SHB relaxation time constant. Now, the average carrier temperature is now 
higher than that of the lattice. In fact, the carrier depletion takes place mostly for the “cooler” 
carriers near the band edge, and therefore the average temperature of the carrier increases. In 
addition, free carrier absorption (FCA) effect also contributes to the increase of carrier tem-
perature [57] and [86], where a free carrier absorbs a photon and jumps to a higher energy 
level. After the optical pulse leaves the SOA, the hot carriers release their excess energy via 
phonon emission. The time constant associated with this hot-carrier relaxation process is de-
noted as carrier-heating relaxation time constant or as temperature relaxation time constant. 
As the carriers cool down, the carrier distribution evolves to the Fermi distribution character-
ized by the lattice temperature, seen in Fig. 2.1(d). However, the total carrier number is less 
than that in the stationary state in Fig. 2.1(a). Then, the carriers are injected from external 
electrical circuit and refilled in the respective bands. Finally, the carrier distribution recovers 
to the quasi-equilibrium state, seen in Fig. 2.1(e).  
Fig. 2.2. Evolution of the power gain in a cross-gain modulation experiment. Solid and dashed 
lines are the measurement and simulation results, respectively. TPA: two-photon absorption; 
SHB: spectral hole burning; CH: carrier heating. From [82]. 
The temporal evolution of the carrier distribution also determines the temporal evolution 
of the material gain. Concretely, the carrier distribution in Fig. 2.1(a), (d) or (e) determines the 
material gain at quasi-equilibrium, while the non-equilibrium carrier distributions according 
to SHB and CH in Fig. 2.1 (b)-(c) lead to so called nonlinear gain compression. Practically, 
the temporal evolution of the power gain can be seen in a cross gain modulation (XGM) ex-
periment, where the input pulse width is shorter or at least comparable to the intraband scat-
tering times. Typical XGM responses from a measurement and a simulation [82] are shown as 
solid and dashed lines in Fig. 2.2. Details of this experiment will be given in Chapter 3.  
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The evolution of the gain recovery in Fig. 2.2 indicates the dominant nonlinear effects in 
the respective regimes. At first, the input pulse depletes the carriers. At the pulse peak power, 
the carrier depletion reaches its maximum and the power gain is the lowest. Afterwards, the 
carrier recovers. We now discuss the carrier recovery processes separately. First, if enough 
photons are present in the SOA, two-photon absorption (TPA) may take place, i.e. two pho-
tons are simultaneously absorbed and an electron is transferred from the VB to the CB. TPA 
is considered to be an instantaneous process as discussed in [26], [54], [58]. So, in Fig. 2.2, 
TPA can be seen at the lowest gain point. On the next hundred femtoseconds time scale after 
the lowest gain point, see Fig. 2.2, the dominant nonlinear effect is SHB. Afterwards, as dis-
cussed in [24] and [54], CH effect is dominant for a time scale of ~1 ps, see Fig. 2.2, to rees-
tablish the Fermi carrier distribution in the CB and VB. The last time regime in Fig. 2.2 is the 
carrier refilling (recovery) process, which may take a time scale from some tens of picosec-
onds to a few nanoseconds, depending on the dimension of the active region, the material 
used in the active region and the SOA operation conditions.  
If the input pulse width is much longer than the intraband scattering times, the CH and 
SHB effects can be observed as nonlinear gain compressions at stationary state (e.g. Fig. 2.1 
(d)) with the instantaneous value of the field, [1], [57], [70], [86]. In this case, the nonlinear 
gain compressions are included phenomenologically in the material gain gm for a stationary 









    (2.16) 
The term mg  is the material gain without the gain compression, and totε  is the total nonlinear 
gain compression factor. It should be noticed that Eq. (2.16) may hide the fact that the nonlin-
ear gain compression is determined by the carrier density not the photon density directly. As 
discussed in [70], the gain compression expression totSε  in Eq. (2.16) is actually connected to 
a stationary carrier density N above the transparency carrier density N0. The transparency car-
rier density N0 is the carrier density level, where the material gain is 0 and the SOA is then a 
transparent device for the input signal.  
The nonlinear gain compression factor totε  includes the contributions due to CH and SHB 
[57] 








= +∑     (2.17) 
where the subscript β indicates the conduction band (β = c) or valence band (β = v). Details of 
the nonlinear gain compression factors are given in Appendix A. 
In ultrafast SOA-based all-optical wavelength converters, the input pulse width becomes 
comparable to the intraband scattering times. In this case, the nonlinear gain compressions 
                                                 
7The gain compression in [86] is expressed as m totm (1 )g g Sε= − . This expression is equivalent to Eq. (2.16) for 
tot 1Sε << . 
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determined by using Eq. (2.16) are not proper any more. To model the material gain accu-
rately, not only the carrier dynamics in the quasi-equilibrium has to be included, but also the 
dynamics of CH and SHB. The description will be given in the following.  
2.2 SOA Modeling 
In the section, we discuss the SOA modeling used in this work. In this model, we describe the 
carrier dynamics in the active region of the amplifier by using a rather simple set of rate equa-
tions for the carrier density and nonlinear gain compression terms related to CH and SHB, 
respectively. As given in [2], [4], [57], these rate equations have been derived from semi-
classical density matrix equations by adiabatical elimination of the interband polarization (off-
diagonal elements of the density matrix [8]8) of the carrier. The derivation of the rate equa-
tions can be found in the literatures mentioned above. Thus, it is not repeated here.  
The rate equation for the carrier density is important, since the carrier density inside the 
active region determines the material gain in quasi-equilibrium. To calculate the material gain 
coefficient, we implement a parameterization for SOAs with InGaAsP/InP material from [40], 
which models the material gain coefficient as a polynomial function of the total carrier density 
and the wavelength. This parameterization has been validated experimentally and can reduce 
the calculation time efficiently.  
To take into account the bidirectional propagations, we extend the definition of the travel-
ing electric field from Eq. (2.9) as  
 0
0 0
1( ) { ( ) exp( j )
2
( ) exp( j ) ( ) exp ( j ) } 
x
r r
E x y z t F x y te
A z t k n z A z t k n z c c
ω
+ −
, , , = ,
⎡ ⎤× , − + , + . . ,⎣ ⎦
 (2.18) 
where A+(z,t) and A-(z,t) are envelope functions of the forward and backward traveling waves, 
distinguished by the superscripts “ + ” and “ − ”. The forward-wave travels from the input facet 
at position z = 0 to the output facet at position z = L in Fig. 1.1. From Eq. (2.10) and (2.11), the 
envelopes A+(-)(z,t) are related to the photon densities S+(-) as: 
 j ( ) j ( )( ) ~ ( ) e ( ) ~ ( ) ez t z tA z t S z t A z t S z tϕ ϕ
+ −+ + Δ , − − Δ ,, , , , , .    (2.19) 
The terms Δϕ +(z,t) and Δϕ -(z,t) are the nonlinear phase shifts as the waves propagate to the 
position z inside the SOA. They are the differences between the instantaneous phases and the 
phases at the stationary state, following the definition in Eq. (2.13). The respective equations 
for the photon density and the phase shift will be given in this section.  
2.2.1 Material Gain and Nonlinear Gain Compression 
Contributions to the material gain coefficient gm at a wavelength λ come from the “linear” 
material gain term mg , the nonlinear SHB gain compression term gβ and the nonlinear CH 
gain compression term gT,β  
                                                 
8 The off-diagonal terms are sometimes called the “coherences“, because they describe superposition of states. 
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 m m( , ) ( ) T
c v
g N N g gg β β
β
λ λ ⎡ ⎤⎢ ⎥,⎣ ⎦
= ,
= , + + .∑    (2.20) 
The subscript β = c,v  refer to the CB and VB respectively. In the positive gain range 
m( ) 0Ng λ, > , the gain compression terms gβ and gβ take a negative value. The input probe 
and control signals experience an extra gain reduction due to TPA in the active region which 
adds another term. More precisely, the various contributions are:  
1) Linear gain term mg  depends on the carrier densities in the CB and VB at the quasi-
equilibrium and is evaluated at the lattice temperature ΤL for a given carrier density. For prac-
tical calculations, this term needs to be parameterized. In this work, a parameterization for 
SOAs with InGaAsP/InP material is used. It is based on a polynomial model composed of a 
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 (2.21) 
At the peak wavelength λp, the linear material gain mg  has the maximum value gp. The de-
pendence of λp on the carrier density is expressed by b0. gp is also dependent on the carrier 
density N through the differential gain constant a0 around the transparency carrier density N0. 
Parameters a1 and b1 are used to fit the measurement in [40]. λz is the carrier-density depend-
ent bandgap wavelength, where λz,0 is the value of λz at the transparency carrier density N0, 
and the constant z0 defines the dependency of λz on the carrier density N. The material gain 
mg  modeled for various wavelengths and various carrier densities is shown in Fig. 2.3. Seen 
in Fig. 2.3, increase of the carrier density moves the gain peak to a lower wavelength (high 
frequency). This is because at a low carrier density the low energy levels are first filled and 
the high energy levels are filled at a high carrier density.  
Fig. 2.3 also shows a gain coefficient m'g  for stimulated transitions from the CB to the 
VB, obtained by subtracting the stimulated absorption from the linear material gain mg  [9]. In 
fact, the spontaneous transitions from the CB to the VB have the same spectral shape as the 
gain coefficient m'g  [9] and [89]. As discussed in [2], [9] and [20], the gain coefficients mg  












    (2.22) 
where kB is the Boltzmann constant and Τ is the absolute temperature. In Fig. 2.3, the quasi-
Fermi level separation (Wfc − Wfv) corresponds to the transparency wavelength point λ0, where 
m 0g = .  
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Fig. 2.3. Spectra of net material gain coefficient mg  and the gain coefficient m'g . They are con-
nected via Eq. (2.22). At a given carrier density, the symbol “X” indicates the peak wavelength λp 
and the circle indicates the transparency wavelength λ0, where m 0g = . Here the gain compression 
is not included and the value of all the parameters can be found in Appendix B. 
2) Gain compression terms gT,β and gβ have a spectral dependency. We calculate its values 
at the peak gain wavelength λp and then bring in the spectral dependence through a weighting 
factor. For a pulse width comparable to the temperature relaxation time constants τ T,β in the 
CB and VB (~1 ps) but much larger than the SHB relaxation time (~100 fs), the gain com-
pression terms are calculated [57] with the respective gain compression factors εCH,β and 
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∑ ∑   (2.24) 
where m m ( )i ig g λ, ≡  and m m ( )k kg g λ, ≡ . The index k extends over all the longitudinal modes 
due to amplified spontaneous emission (ASE) and skASE stands for the corresponding photon 
density. The index i extends over all the input signals and Si stands for the photon density of 
the input signal. For instance, in the case of wavelength conversion shown in Fig. 1.2, the 
symbol i with “cnv” and “in” represents the probe signal and control signal. Si is related to the 
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When reflecting facets are present, the spontaneously emitted noise will show the presence 
of longitudinal cavity modes9 in the spectral range of interest, i.e. the optical bandwidth of the 





Δ = .       (2.25) 
The mode frequency ASEkf  of the k-th longitudinal mode due to ASE is given as in [9]  
 ASE ASEc c for 0 1kf f f k f k N= + Δ + Δ , = ,..., − ,   (2.26) 
where the cut-off frequency fc is the frequency point, at which the modal gain falls to zero for 
increasing λ. Δfc is a frequency offset used to match ASE0f  to a longitudinal mode 
ASEN  is the 
number of the longitudinal modes within the linewidth of the SOA, i.e. the spontaneous emis-
sion spectrum as same as the curve of m'g  in Fig. 2.3.   
Eq. (2.24) is an expression derived from the corresponding rate equation in [57] (also 
given in Eq. (A.13) in Appendix A). This is done by assuming that the pulse width is much 
larger than the SHB relaxation time (~100 fs) and the SHB gain compression is at quasi-
equilibrium. Under such an assumption, using Eq. (2.24) is sufficient to calculate the SHB 
gain compression.  
The spectral dependence of gT,β and gβ is due to the spectral dependence of the nonlinear 
gain compression factors CH βε ,  and SHB βε ,  [57]. To calculate the gain compression gT,β and gβ 
for other wavelengths, rather than bringing in this dependence through various gain compres-
sion factors, we multiply the results from Eq. (2.23) and (2.24) with the weighting factors. For 











=     (2.27) 
The spectral dependence of gT,β is similar to that of the gain coefficient m'g , shown in Fig. 
2.3. It can be obtained by multiplying ( )T pg β λ,  from (2.23) with a normalization factor based 




( ) ( )  .







=     (2.28) 
The choice of the weighting factors for the respective compression terms ensures that ( )gβ λ  
for SHB has the inverse sign as the linear gain term m( )g λ , while the gain compression due 
to CH does not [86]. 
                                                 
9A longitudinal mode of a resonant cavity is a particular standing wave pattern formed by waves confined in the 
cavity. The longitudinal modes correspond to the wavelengths of the wave which are reinforced by constructive 
interference after many reflections from the cavity’s reflecting surfaces. All other wavelengths undergo destruc-
tive interference and are suppressed. 
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Using Eq. (2.23), (2.24), (2.27) and (2.28), we can calculate the nonlinear gain compres-
sion of each mode of interest, e.g. the input signals and the ASE noise. The modeling results 
are illustrated in Fig. 2.4.   











(carrier heating) at stationary state, where the subscript c vβ = ,  refer to the CB and VB respec-
tively. The symbols “X” on the x-axis indicates the peak point λp of the material gain. The circles 
indicate the transparency wavelength λ0, where m 0g = . Modeling is made based on [86]. Values 
of all the parameters can be found in Appendix B. 
3) Two Photon Absorption terms contributing to the gain compression are included in the 
gain terms of the input signals only - not in terms with ASE. In case of wavelength conver-
sion, where there are one probe signal and one control signal, we only consider two types of 
two-photon absorption. The first case is the absorption of one photon from the probe signal 
and one photon from the control signal. The second case is the absorption of two photons 
from the control signal. As described in [29], [58], and [59], the TPA gain compression can be 
calculated empirically by using a TPA coefficient β2 (in units of m2):  
 TPA cnv 2 in TPA in 2 in2g S g Sβ β, ,= − , = − .    (2.29) 
The factor 2 in the TPA gain compression for the probe signal represents the cross coupling 
between the probe signal and the control signal [58]. The slight dependence of TPA coeffi-
cient β2 on material and wavelength [80] is neglected here, i.e., β2 is assumed to be constant in 
the wavelength range of interest. Note that the TPA terms will be added phenomenologically 
to the gain terms of the input signals - but not to terms with ASE. The reason is that the ASE 
photon densities in the longitudinal modes are still weak, while TPA becomes only important 
at relative high photon densities [59].  
4) Single Pass Gain and Other Parameters  
From Eq. (2.20), (2.21),,(2.23) and (2.24), the material gain is implicitly dependent on the 
input power, since the input power changes the carrier density N in the active region. Practi-














































(a) For an input cw-power 5 dBm (b) For an input cw-power 10 dBm
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cally, a single pass gain is defined as the power ratio between the SOA input and output sig-
nal. It is also implicitly dependent on the input power and can be calculated as  
m int TPA,0 0
( , ) exp ( ) exp ( ( ) )
L L
s i i i i i iG N g N dz g N g dzλ α, ,⎡ ⎤ ⎡ ⎤= = Γ − + ,⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫  (2.30) 
where ( )i ig g λ≡  is the net modal gain of the input signal indexed with a subscript i  and 
m m ( )i ig g λ, ≡ , ( )i iλΓ ≡ Γ , int int ( )i iα α λ, ≡  and TPA, TPA ( )i ig g λ≡ . Indeed, the confinement fac-
tor Γ and the internal loss αint are also modeled as functions of the carrier density N and wave-
length λ.  
A) Confinement factor Γ defined in Eq. (2.12) depends on the transversal mode profile. 
However, the exact calculation of the transversal mode profile consumes extraordinary com-
puter time. Instead, a simple approximation given in [65] is used in this work. Also, the con-
finement factor Γ is modeled to be linearly dependent on the carrier density N and wavelength 
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Γ , = Γ + − + − .
∂ ∂
  (2.31) 
Γ0 is the value of Γ at the fitting point. The parameterization is shown in Fig. 2.5(a), and the 
fitted parameters are given in Appendix B. 
Fig. 2.5. Parameterizations of (a) the confinement factor Γ and (b) the internal loss coefficient αint. 
Parameters are given in Appendix B. 
 B) Internal loss αint is modeled to be linearly dependent on the wavelength λ, based on 
the measurement shown in [39], 
 int 1 0 int 0( ) ( )pKα λ λ λ α, ,= − + ,    (2.32) 

















(a) Confinement factor parameterization
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where αint,0 is the value of αint at peak wavelength λp,0 at transparency. This wavelength inde-
pendent internal loss is due to scattering loss at the hetero-interface in the waveguide [72]. K1 
gives the dependence of αint on the wavelength. The parameterization is shown in Fig. 2.5(b), 
and the fitted parameters are given in Appendix B. 
2.2.2 Rate Equation for Carrier Density 
The dynamics of the carrier distribution is obtained by solving a simple rate equation of 
the total carrier density N. As we assume charge neutrality, N accounts for both electrons and 
hole. In the following, we also neglect the longitudinal and transverse carrier diffusion and 
assume a uniform distribution of the bias current Ibias across the active region width. The vol-
ume of the active region is Vact = AL, where A and L are the cross section area and the length 
of the active region.  




( ) 2 ( ) [( )( )]ig k k k g i i i
k i i
gIN z t R v g s s v g S S
t qV
,,+ ,− + −
, ,
∂ ,
= − − + − + + ,
∂ Γ∑ ∑     (2.33) 
where q is the elementary charge.  
The first term on the right hand side of Eq. (2.33) describes the carrier injection from the 
applied current bias, the second term Rtot is the total spontaneous recombination rate, the third 
term is the stimulated emission caused by amplified spontaneous emission (ASE), and the 
fourth term is the stimulated emission caused by the input signal. The factor 2 before the third 
term takes into account the two mutually orthogonal polarizations (TE or TM). This factor 
does not appear before the fourth term, because we have assumed that the polarized field re-
mains linearly polarized during propagation. The free-carrier generation due to TPA in the 
active region [58] is expressed via a gain compression term gTPA. The product TPA i
g S
Γ
 in Eq. 
(2.33) is equivalent to a product TPA ig P , see Eq. (2.11), which tells that TPA takes place not 
only in the active region.  
The spontaneous recombination rate Rtot in Eq. (2.33) is  
 2 3 5 5tot SRH BB Aug leakNR N A N B N C N D Nτ
.= / = + + + ,   (2.34) 
where τΝ is the carrier lifetime. ASRH is the Schockley-Read-Hall recombination coefficient 
due to traps in the semiconductor material [20], BBB is the radiative band-to-band recombina-
tion coefficient, CAug is the Auger recombination coefficient [20], and Dleak takes into account 
the carrier leakage through the buried active region [35], while the exponent “5.5” was fit 
from the experiment.  
2.2.3 Equations for Photon Density and Phase Shift 
Equations for photon density of input signals 
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The propagation of the forward and backward traveling waves in Eq. (2.18) is now de-
scribed by equations for the photon densities (i.e. signal power) and equations for the nonlin-
ear phase changes. The reason to do so is that the nonlinear effects, e.g. band-filling, SHB and 
CH, influence the power amplification and nonlinear phase change differently. This difference 
will be discussed later in Chapter 3.  
Following Eq. (2.14), one gets equations for the photon densities of the forward and 
backward traveling waves, ( )S z t+ ,  and ( )S z t− , , 
 m int TPA
( ) ( )1 ( ) ( )i i i i i i i
g
S z t S z t g g S z t
z v t




∂ , ∂ ,
+ = Γ − + , ,
∂ ∂
   (2.35) 
 m int TPA
( ) ( )1 ( ) ( )i i i i i i i
g
S z t S z t g g S z t
z v t




∂ , ∂ ,
− = − Γ − + , ,
∂ ∂
  (2.36) 
where the index i extends over all the input signals. Note that the material gain gm from Eq. 
(2.20) is used, which includes the “linear” material gain term mg , the nonlinear SHB gain 
compression term gβ and the nonlinear CH gain compression term gT,β. In addition, the gain 
compression term due to TPA gTPA is also added.  
Equations for nonlinear phase shift of input signal 
To properly model the evolution of phase shifts ( )z tϕ +Δ ,  and ( )z tϕ −Δ ,  defined in 
Eq. (2.19), the α-factor arising from the various effects must be included [57] and [65], incor-
porating the appropriate time constants. We first define individual α-factors associated with 
band-filling, CH, SHB and TPA. They are labeled with the subscripts N, T, SHB and TPA, 
respectively, 




α Δ= − ,
Δ
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      (2.39) 




α Δ= − .
Δ
    (2.40) 
The quantities ( ) ( ) (TPA)N Tn β β, , , ,Δ  and ( ) ( ) (TPA)N Tg β β, , , ,Δ  are the respective changes of the refrac-
tive index and of the gain due to band-filling, CH, SHB and TPA. Note that, for the sake of 
simplicity, we assume that α -factors associated with CH and SHB are same for the CB and 
the VB. So the subscripts “β ” of αT,β and αSHB,β are dropped in the following.  
The factors αT, αSHB and αTPA are chosen empirically from our experiments, which will be 
shown in Chapter 3. The factor αT, depends on the carrier energy inside the band [14] and 
varies especially near the band edge, where the depletion of “cooler” carriers takes place. 
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However, usually in the experiment, the signal photon energies influence carriers well inside 
the band. So, αT, may be approximated by a constant. The spectral-hole burning (SHB) effect 
hardly contributes to the refractive index near the peak wavelength. This is because SHB hap-
pens symmetrically around the central wavelength, and the corresponding Kramers-Kronig 
integral will be essentially nearly anti-symmetric [57] and [60]. As a result, the integration 
over the whole spectrum is nearly zero and the change of the refractive index is then very 
small. This leads to SHB 0α ≈ . The TPA-induced factor αTPA can be related to the conventional 
Kerr coefficient n2 [60] and [80], where n2 is assumed to be constant over the spectral range of 
interest, i.e. the linewidth of SOA.  
Fig. 2.6. Measured and parameterized values of the linewidth enhancement factor αΝ as a function 
of (a) carrier density and (b) wavelength. The symbols represent the measured results [39]. The 
parameterized curves are plotted from Eq. (2.41) with the parameters given in Appendix B. 
The factor αΝ related to the band-filling needs more discussion. As there is no model that 
would cover both the spectral range of interest and the strong carrier density variation, we 
introduce a new parameterization for αΝ. This parameterization is in agreement both with the-
ory [66], [79], [85] and with the measurements [39]. The αΝ introduced here depends both on 
the wavelength λ and the carrier density N,  
 












    (2.41) 
The bandgap wavelength λz is given in Eq. (2.21). As discussed in [85], the quantity αΝ be-
comes infinite at λz, because the change of the gain (with respect to N) becomes zero due to 
strict momentum conservation under the assumption of parabolic bands. The parameter λα 
depends on the bandgap wavelength. It needs to be adapted to the bandgap wavelength of the 
sample under test. λα is parameterized around the transparency point N0,  
 0 0( )c N Nα α αλ λ= + − .      (2.42) 
The quantity cα defines the dependency of λα from the carrier density N. It can be shown that 
Eq. (2.41) corresponds to a first order Taylor series expansion of the numerator in Eq. (2) 
(a) (b)





















   
Semiconductor Optical Amplifier: Theory and Modeling 
 
  27 
from [85] with physical parameters derived from experiment [39]. The αN modeled is shown 
in Fig. 2.6.  
Applying Eq. (2.20), (2.21), (2.23) and (2.24) together with the appropriate α-factors al-
lows us to determine the phase evolution in a wavelength conversion. Following Eq. (2.14) 
and using Eq. (2.19), the respective equations for the nonlinear phase shifts of the forward and 
backward traveling waves, ( )i z tϕ
+Δ ,  and ( )i z tϕ
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 (2.44) 
where m m( )iig g λ, ≡  and ( )T i T ig gβ β λ, , ,≡ . Note that we implicitly assume in Eq. (2.43) and 
(2.44) that the nonlinear phase shift in the stationary state is zero, e.g., before the control sig-
nal arrives. The difference terms Δ(X) in Eq. (2.43) and (2.44) stand for the respective change 
of the linear modal gain, the CH gain compression and the TPA gain compression. They are 
calculated from their instantaneous values with respect to their values in the stationary state.  
Equations for spontaneous emission photon density 
Besides the input signals present in the SOA, there are noise signals which are also ampli-
fied along the SOA, namely the noise due to amplified spontaneous emission (ASE). The ASE 
signals also obey the same traveling-wave equation. When reflecting facets are present, the 
spontaneously emitted noise will visualize the presence of longitudinal modes in the spectral 
range of interest, i.e. the linewidth of SOA. For this reason, it may be assumed that noise pho-
tons only exist at discrete frequencies, which have an equidistant longitudinal mode spacing 
Δf in Eq. (2.25). All the longitudinal ASE modes available in the spectral range of interest, 
i.e., the linewidth of SOA, are indexed with k. They are also decomposed into forward- and 
backward-propagating waves with respect to the z  direction, and can be expressed similarly 
as Eq. (2.19). However, it is sufficient to describe the spontaneous emission in terms of 
power. The reason is because the phases between adjacent longitudinal ASE modes are ran-
dom. Similar to Eq. (2.35) and (2.36), the photon densities of the forward ASE waves 
ASE ( )ks z t
, + ,  and the backward ASE waves ASE ( )ks z t
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 (2.46) 
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The term Rsp,k in (2.45) and (2.46) is the spontaneous radiative recombination. This term is 
discussed in the following.  
Radiative Spontaneous Emission  
The radiative spontaneous emission Rsp,k in Eq. (2.45) and (2.46) describes the coupling of 
all the spontaneously emitted photons within the frequency spacing Δf, see Eq. (2.25), into the 
k-th longitudinal ASE mode. We assume that the spontaneously emitted photons spread uni-
formly over this frequency spacing Δf. The spontaneous term Rsp,k can be calculated by using 
a quantum-mechanical expression [9] and [84], with the help of the inversion factor nsp and 















= = ,    (2.47) 
where actV AL=  is the volume of the active region.  
2.2.4 Multi-Section Numerical Algorithm to Solve Rate Equations 
As differential equations (2.33), (2.35), (2.36), (2.45) and (2.46) are coupled and cannot be 
solved analytically, a numerical algorithm should be implemented under consideration of the 
boundary conditions imposed at the amplifier facets.  
   
Fig. 2.7. m-th section of the SOA model. The photon densities of the input signals and the sponta-
neous emission signals are evaluated at the section boundaries, while the carrier density is calcu-
lated at the center of the section. 
The numerical algorithm is built in the following way: Along the propagation direction, 
the SOA is divided into a number of sections with a length of gz t vΔ = Δ ⋅ , where tΔ  is the 
time step used to solve the rate equation for the carrier density. The m-th section is illustrated 
in Fig. 2.7. It can be seen that, for each time step n, the photon densities of the input signals 
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and ( 1)m z− ⋅Δ , while the carrier density is estimated at the center of the section 
( 1 2)m z− / ⋅Δ . For the first and the last section, the photon densities of the input signals and 
the spontaneous emission signals are subject to the boundary conditions 
 ASE ASE0 1 1 0 0 1 0(1 )i i i k kS R S R S s R S
+ + − ,+ ,−
, , , ,= − + , = ,   (2.48) 
 ASE ASEend 2 2 end end 2 end(1 )
i
i i i k kS R S R S s R s
−, − + ,− ,+
, , , ,= − + , = ,   (2.49) 
where R1 and R2 are power reflectivities at the left and right facets. In this work, they take a 
value of 10-4. iS
+  and iS
−  are the forward and backward input photon densities to the left and 
right facets. 
Because the differential equations for carrier density and gain compression terms, Eq. 
(2.23) and (2.33), are stiff, a predictor-corrector method is implemented to obtain an implicit 
Euler’s solution with a residual error in the order of ( )O zΔ . Details of this predictor-corrector 
method are given in Appendix C.  
The calculation of a numerical XGM experiment shown in Fig. 1.2 is performed as fol-
lows. First, a preliminary calculation was carried out without the control signal to get a sta-
tionary spatial profile, which includes the longitudinal distribution of the carrier density, the 
photon densities of longitudinal ASE modes and the photon density of the input probe signal 
along the SOA. After the preliminary calculation, the input control signal is then added.  
2.3 Simulation Results of Basic SOA Characteristics 
The numerical model presented in section 2.2 is now used to analyze the SOA gain char-
acteristics and the spatial distributions of the carrier density inside the SOA. To probe the gain 
of the SOA, a single continuous wave (cw) signal is launched in the SOA.  
2.3.1 Gain Characteristics 
When a single cw signal is present in an SOA, the increase of the signal power increases 
the carrier depletion, leading to a decrease of the amplifier gain. This limits the achievable 
gain when the SOA is used in wavelength conversion.   
Typical SOA gain (fiber-to-fiber gain) characteristics versus input and output signal power 
are shown in Fig. 2.8(a) and (b). In the simulation, the input power of the cw signal varies 
from -30 to 5 dBm, while the cw wavelength is 1550 nm, 1560 nm and 1570 nm. To qualify-
ing gain saturation, we use a parameter input saturation power, which is defined as the input 
power at which the amplifier gain is 3 dB less than the small signal gain. For instance, read 
from Fig. 2.8(a), the input saturation power for a cw wavelength of 1550 nm is about -15 dBm 
while the amplifier gain decreases from ~19 dB to ~16 dB. We can also use a parameter out-
put saturation power, which is defined as the output power at which the amplifier gain is 3 dB 
less than the small signal gain. For instance, read from Fig. 2.8(b), the output saturation power 
for a cw wavelength of 1550 nm is about 1 dBm. Simulation parameters are given in Appen-
dix B. 
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Fig. 2.8(c) shows the gain saturation characteristic versus the bias current. We see that the 
amplifier gain at a longer wavelength first goes into saturation with respect to the increase of 
the bias current, e.g. the amplifier gain at 1570 nm in Fig. 2.8(c). The simulation results coin-
cide with the fact that the low (high) levels inside the conduction (valence) band are first filled 
by the electrical pumping. 
Fig. 2.8. Simulated fiber-to-fiber gain characteristics of an SOA with a length of 2.6 mm. (a) and 
(b) Characteristics of the gain saturation with respect to the input and output cw power at a wave-
length of 1550 nm, 1560 nm and 1570 nm. The bias current is 400 mA. (c) Characteristics of the 
gain saturation with respect to the bias current, while the input cw power is -35 dBm at a wave-
length of 1550 nm, 1560 nm and 1570 nm. (d) Gain spectra with respect to the wavelength, while 
the bias currents are 400 mA, 350 mA and 300 mA, respectively. Note that the ASE noise is not in-
cluded in the calculation. 
The small signal gain spectra for different bias currents are simulated and shown in Fig. 
2.8(d). Increase of the current bias moves the gain peak to a lower wavelength (high fre-
quency) in the spectrum. This result can be understood as follows. At a low carrier density, 
low energy levels in the bands are first filled. As the carrier density increases along with the 
increase of the bias current, high energy levels will be filled. As a consequence, the gain peak 
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moves to a high frequency (high energy, lower wavelength). However, as the bias current 
further increases, the available amplifier gain is clamped due to the gain saturation 
2.3.2 Spatial Carrier Distribution inside an SOA 
 
Fig. 2.9. Simulated spatial distribution with respect to position z inside an SOA. (a) and (c) are the 
spatial carrier density distributions with an input cw signal power of -30 dBm and 5 dBm, respec-
tively. (b) and (d) are the spatial distributions of total forward and backward propagating ASE 
photon densities with an input cw signal power of -30 dBm and 5 dBm, respectively. (b) and (d) 
also show the propagation for the input cw photon density along the SOA.  
Using the SOA model above, we can also analyze the spatial distributions of the carrier 
density, ASE photon densities and necessarily the photon densities of input signals inside an 
SOA. These characteristics are not measurable in the experiment. Fig. 2.9(a) and (b) show 
these distributions inside an SOA for a low input cw signal power of − 30 dBm. At such a 
lower cw power, the carrier density has a symmetrical spatial distribution showing a peak at 
the center of the SOA and decreasing toward the input facet (position 0= mm) and output 
facet (position 2 6= . mm), Fig. 2.9(a). This is because the ASE photon densities are highest in 
regions near the facets as shown in Fig. 2.9(b). The input cw power is amplified along the 
SOA. At a high input cw signal power of 5 dBm, the carrier density spatial distribution be-
comes more asymmetrical, Fig. 2.9(c). The peak moves toward the input facet, as the more 
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carriers are depleted along with the amplification of the input signal. The signal photon den-
sity also dominates over ASE photon densities, especially of the forward propagating ones, 
Fig. 2.9(d). Note that, as the facet reflectivities are low (10-4), no ripples can be observed in 
the carrier density distributions, Fig. 2.9(a) and (c). 
Analysis of SOA characteristics is useful in designing an SOA. This also helps us to oper-
ate the SOA properly in wavelength conversion. The results given in Fig. 2.8 and Fig. 2.9 
show the SOA characteristics, as only one cw signal is present. In the next Chapter we discuss 
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3 Cross-Gain and Cross-Phase Modulation 
The wavelength conversion experiments, investigating the SOA response both to a single 
Gaussian pulse as well as to bit patterns at 160 Gbit/s, are shown and compared with the simu-
lations. The temporal dynamics of the effective α-factor is also investigated in this Chapter. 
Unlike a constant α-factor assumed in literature, this effective α-factor during cross-gain 
modulation (XGM) experiments varies strongly with time. It even takes on negative values for 
short periods of time. As a consequence, cross-phase modulation (XPM) effects usually lag 
behind XGM effects by several picoseconds.  
3.1 Experimental Scheme 
The setup used for the cross-gain modulation (XGM) experiment [82] is shown schematically 
in Fig. 3.1(a). The SOA under test has a length of 1.6 mm and tilted facets with reflectivities 
below 10-4. A control signal Pin, Gaussian pulse having a full-width at half maximum 
(FWHM) of 3 ps from a mode-locked laser, is launched into the SOA together with a continu-
ous wave (cw) probe signal Pcnv. They are combined in an optical coupler having a 50:50 
splitting ratio.  
Fig. 3.1. (a) Schematic cross-gain modulation experiment setup. OSA: optical spectrum analyzer. 
(b) illustrates the power and phase of an output probe signal modulated by an input control signal 
with a power Pin of 5 dBm. In (b) we also plot the hypothetical phase evolution (dashed line), ob-
tained with a device having a constant α-factor of 7. This phase evolution is significantly off from 
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In the XGM experiment, the cw probe signal experiences also a cross-phase modulation 
(XPM). At the SOA output, the gain and phase dynamics of the probe signal are determined 
by using the method of spectrograms [11]. In this method, the modulated probe signal is char-
acterized by measuring its optical spectrum as a function of the optical frequency and relative 
delay between the control and probe signal [32]. The complete information of the signal, the 
amplitude and the phase, is then retrieved from this two-dimensional spectrogram [77]. Ex-
emplary output power and the phase shift relaxation are shown on the left and right axis in 
Fig. 3.1(b).  
It is noticeable that the measured phase evolution is far off from that obtained from a hy-
pothetical constant α-factor of 7, dashed line in Fig. 3.1(b). While the phase evolution derived 
from a constant α-factor does show a fast recovery, the true phase evolution in the experiment 
shows hardly any fast recovery effects. Therefore, the α-factor during the XGM experiment is 
not constant. Next, we will analyze the gain and phase dynamics with the help of the simula-
tion, and assess the dynamic behavior of the α-factor.  
3.2 Gain, Phase and Alpha-Factor Dynamics 
 
Published by  J. Wang, A. Maitra, C. G. Poulton, W. Freude, and J. Leuthold, “Temporal dynamics of the alpha factor in 
semiconductor optical amplifiers,” IEEE J. Lightw. Technol., vol. 25, pp. 891-900, Mar. 2007.   
3.2.1 Experimental Results for a Single Input Pulse 
We first investigate the SOA gain and phase response to a single input pulse. Gaussian 
pulses (control signal Pin) of + 5, 0 and − 5dBm at a central wavelength of 1558 nm are 
launched into the SOA together with a cw probe signal Pcnv at 1550 nm. All power levels are 
measured in the fiber before the coupler. Measured power and phase evolutions of the cw sig-
nal at the output of the SOA are plotted on the left and right axes in Fig. 3.2(a) for a cw power 
of 10 dBm, and in Fig. 3.2(b) for a cw power of -2.4 dBm.   
Fig. 3.2. Output power (left axis) and phase (right axis) in cross-gain modulation experiment for 
control signal Pin of + 5, 0 and -5 dBm, while the cw-probe powers Pcnv were 10 dBm in (a) and     -
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It can be seen in Fig. 3.2, that after launching the Gaussian pulse into the SOA the cw sig-
nal is first strongly suppressed and then relaxes back to the initial level. For pump signals with 
moderate power, one notices first a fast gain recovery followed by a slower gain recovery. 
The fast effect is due to ultra-fast processes such as spectral hole burning (SHB), carrier heat-
ing (CH) and two photon absorption (TPA). The slower relaxation time is due to the carrier 
recovery in the conduction and valence band. The ripples on the slow-recovery part of the 
curve are caused by residual reflectivities on the SOA’s facets.  
Different to the fast gain recovery, the measured phase evolution shows hardly any fast 
phase recovery effects. While fast nonlinear effects such as CH, SHB, and TPA contribute 
significantly to the intensity modulation, their contributions to the phase modulation are 
hardly seen in Fig. 3.2. Thereafter, slow carrier recovery dominates in the phase evolution. 
Next we relate the gain and phase dynamics via an α-factor.  
To assess the dynamic behavior of the α-factor during a XGM experiment, we use the 
definition of an effective α-factor of a device. It relates the change of the single pass gain 
Gs(t) (Eq. (2.30)) and the phase shift Δϕ (t) (Eq. (2.13)) of a signal after an SOA. For an SOA 
with a length of L, the single pass gain Gs(t) is defined in Eq. (2.30). The phase shift Δϕ (t) 
defined in Eq. (2.13) is the difference between the instantaneous phase ϕ (t) and the phase ϕcnv 
in the stationary state. The phase shift Δϕ (t) is related to the change of refractive index Δnr, 
which includes all the contributions due to band filling, CH, SHB and TPA. As discussed in 
Eq. (2.13) and (2.15), the change of the refractive index Δnr and the change of the gain are 
implicitly dependent on the input power. From Eq. (2.43) and (2.37)-(2.40), the phase shift 
Δϕ (t) at the output can be calculated as 
 ( )cnv 0 0( ) ( ) ( , ) d .
L
rt t k n N t z zϕ ϕ ϕΔ = − = − Δ∫   (3.1) 
We can assume that the phase ϕcnv in the stationary state takes a value of 0. This leads us to an 
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Eq. (3.2) actually relates the spatially averaged nonlinear refractive index change along the 
SOA to the spatially averaged net modal gain change. For small variations of the carrier den-
sity N, this effective α-factor will be constant in time.  
Applying Eq. (3.2) on the results in Fig. 3.2, we obtain the evolution of the effective α-
factor and display them in Fig. 3.3 for a time window of 50 ps. In the calculation, we have 
assumed that the phase in the stationary state is 0. Thus, the phase shift is then the temporal 
variation part of the signal phase. The α-factors for cw powers of 10 dBm and -2.4 dBm, re-
spectively, are compared in Fig. 3.3(a) and (b). We see that the effective α-factor varies 
strongly. It can be seen that the temporal α-factor evolution is almost identical – independent 
of the cw or control signal power applied. This can be understood from the fact that the gain 
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and phase relaxation are mainly governed by the various carrier relaxation times. As these 
relaxation times are material constants, the evolution of the α-factor does not change too 
much either. 
Fig. 3.3. Evolution of the effective α-factor in the cross-gain modulation experiment for control 
signal Pin of +5, 0 and -5 dBm, while the cw-probe powers Pcnv were 10 dBm in (a) and -2.4 dBm in 
(b). Results are obtained by applying Eq. (3.2) to the data from Fig. 3.2. 
The origin of the strong time dependence of the effective α-factor lies in various physical 
effects, with different time constants. The first few picoseconds during a XGM experiment are 
governed by fast nonlinear effects such as CH, SHB, and TPA. While they contribute signifi-
cantly to the intensity modulation, they hardly contribute to the phase modulation. In fact, the 
α-factor arising from these effects is usually small and therefore the phase of the probe signal 
hardly changes. During the XGM experiment, ultrafast carrier depletion and bandgap shrink-
age effects take place as well. Subsequently, the carriers recover. While the carrier depletion 
and the bandgap shrinkage are fast, carrier recovery takes more time and dominates thereafter. 
The α-factor related to band-filling (i.e. carrier depletion and carrier recovery) is not constant 
as usually assumed. It strongly depends on the carrier density itself. As a matter of fact, since 
the α-factor is quite small for low carrier densities, it contributes little to phase modulation 
during the first few picoseconds.  
The experiment also shows a time delay td between the minimum of the transmission and 
the peak of the phase shift of the modulated cw signal. This delay has been predicted in [57] 
and been observed previously in [32]. Details of this time delay will be discussed in next sec-
tion with the help of a simulation.  
Finally we observe oscillations in the intensity relaxation curve approximately 6 ps after 
the main Gaussian pulse. These oscillations have their origin in a ghost pulse that follows the 
main pulse from the mode-locked laser used in the experiment. As a consequence we also 
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3.2.2 Simulation Results and Comparison 
Applying the SOA model from Chapter 2, the XGM experiment was simulated. The simu-
lated output power and phase evolution are compared with the experimental results and shown 
in Fig. 3.4. Fig. 3.4(a) and (b) are the results in a time window of 100 ps for a control signal of 
0 dBm and 5 dBm, respectively, while the cw signal power is 10 dBm. Note that we plot the 
phase shift instead of the optical phase in Fig. 3.4, as we assume that the phase in the station-
ary state is 0. We find good agreement between simulated (dashed lines) and measured results 
(solid lines).  
Fig. 3.4. Simulated output power (left axis) and phase relaxation (right axis), dashed lines, are 
compared with experiment results, solid lines, for (a) Pin = 0 dBm and (b) Pin = 5 dBm, while the 
cw-probe power Pcnv = 10 dBm. Simulated and experiment results are in good agreement. 
A phase variation over the time means a variation of the instantaneous frequency, i.e. a 
frequency chirp. The frequency chirp is defined as 







Δ = = .
∂ ∂
    (3.3) 
Note that the phase ϕcnv in Eq. (3.1) takes a value of 0. Thus the optical phase ϕ is replaced by 
the phase shift Δϕ  in Eq. (3.3). Applying Eq. (3.3) on the simulated phase evolutions in Fig. 
3.4(a) and (b), we get the frequency chirps and display them in Fig. 3.5.  
Fig. 3.5 shows that there are two regimes of the frequency chirp. As the phase decreases 
the output signal experiences a red chirp (decrease of the frequency). At the maximum phase 
shift, the frequency chirp is 0. In the phase recovery regime, there is a blue chirp (increase of 
the frequency). Comparing Fig. 3.5(a) and (b), we see that a stronger input power induces a 
larger frequency chirp. In both input powers, the maximum red chirp is larger than the maxi-
mum blue chirp. The reason lies on the different carrier concentrations at these two points. At 
the maximum blue chirp, the carrier concentration has not yet recovered and the material gain 
is smaller than that at the maximum red chirp. The material gain in turn determines the carrier 
depletion (recovery) rate. With an amplitude-phase coupling via a linewidth enhancement 
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Fig. 3.5. Calculated frequency chirp in cross-gain modulation. Results are obtained by applying 
Eq. (3.3) to Fig. 3.4. The control signal powers Pin were (a) 0 dBm and (b) 5 dBm, while the cw-
probe power Pcnv = 10 dBm. 
 
3.2.3 Time Delay between Cross-Gain and Cross-Phase Modulation 
It is worth discussing the time delay observed in both experiment and simulation. This 
leads to a better understanding of the temporal evolution of the effective α-factor. We look at 
a magnified time window of 18 ps from Fig. 3.4(b) and Fig. 3.3. The evolution of output 
power and phase are shown in Fig. 3.6 and the evolution of the effective α-factor is shown in 
Fig. 3.7. In order to simplify the discussion we have split the time interval into 4 windows.   
Our discussion starts with window A, when the control signal is launched into the SOA. In 
this window the amplitude of the cw signal is suppressed because of carrier depletion in the 
bands but also because of the fast compression effects such as SHB and CH. The phase on the 
other hand is basically effected by the carrier depletion – and only to a small extent by the 
gain compression effects. As a result we obtain a positive and increasing effective α-factor 
due to strong gain depletion with simultaneous weak phase shift. The signal is red-shifted.  
Window B: As the gain saturation becomes strong, carrier depletion slows down. At one 
point, the carrier depletion will be exactly compensated for by the much faster reallocation of 
hot carriers due to SHB and CH. As a result, the gain change becomes zero – while the red-
chirped phase effect still continues because of a slower but ongoing carrier depletion effect. In 
this time window, the α-factor increases, and approaches infinity at precisely that point when 
the change in gain vanishes. 
Window C: As the gain recovers, the α-factor comes back from negative infinity. When 
the phase shift peaks around 2 ps after the transmission minimum (for a given pulse width 
(FWHM) of 3 ps), there is no further phase shift for a short moment, i.e. a zero frequency 
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Fig. 3.6 Snapshot of probe signal dynamics in a time window of 18 ps at the SOA output for 
Pin = 5 dBm and Pcnv = 10 dBm. Calculated (dashed) and experiment results (solid) both show that 
the phase change lags the power transmission by a time td. A, B, C and D are respective time win-
dows. 
Fig. 3.7. Simulation results of the effective factor evolution in the cross-gain modulation experi-
ment. Snapshots of calculated (dashed) and experiment results (solid) in a time window of 18 ps 
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Window D: After the Gaussian pulse has left the SOA, the band-filling dominates. As the 
electrical pumping is refilling the bands, the α-factor increases as discussed by Eq. (2.41). The 
fast effects hardly contribute any longer. The oscillation in the experimental curve of the α-
factor around the position of 18 ps, seen in Fig. 3.7, has its origin in a ghost pulse that follows 
the main control pulse of our mode locked laser.  
The contributions of each effect to the total phase shift are plotted in Fig. 3.8. In this fig-
ure, δϕ is the phase difference at a particular time between the output cw wave and the input 
cw wave through an SOA. Fig. 3.8 shows the contributions from the band-filling effect (solid 
line), the carrier heating (dashed lines) and the two photon absorption (dotted lines.). The cal-
culations confirm that the effects from the ultrafast nonlinearities, CH and TPA, onto the 
phase are quite small.  
Fig. 3.8. Proportionate contributions of the various effects to the phase shift passed on to the cw 
probe signal during an XGM experiment. The fast CH and TPA effects contribute only little to the 
total phase shift, while the band-filling effect dominates. In this simulation, Pin = 5 dBm and 
Pcnv = 10 dBm. 
Fig. 3.6 also shows a time delay td between the maximum of the XGM and the maximum 
of the XPM. This delay is due to the aforementioned discrepancies of the ultrafast effects con-
tributing considerably to the gain changes but only little to the phase changes. Fig. 3.9 shows 
the absolute time delay between XGM and XPM (in picoseconds on the left axis) and the rela-
tive delay with respect to the FWHM of the input signal for different FWHMs of input pulses. 
The input powers are 5 dBm (solid lines) and 0 dBm (dashed lines), respectively, while the 
cw-power is 10 dBm. While absolute delay becomes smaller with shorter pulses, the relative 
delay increases dramatically. For instance, in an experiment with input-pulses of a FWHM of 
3 ps the XPM will peak 2 ps after the signal has passed the SOA. The value of time delay 
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Fig. 3.9. Left axis: Simulated time delay td between the maximum gain suppression (maximum 
XGM) and the maximum phase shift (maximum XPM) as a function of the control signal FWHM. 
Right axis: Ratio between td and the FWHM of respective control signal pulse. The control signal 
powers Pin were 5 dBm (solid lines with round marker) and 0 dBm (dashed lines with square 
marker), while the cw-probe power Pcnv = 10 dBm.  
The delay is particularly worrisome with regard to the usage of the XPM effect for ul-
trafast signal processing. At higher speed, the time delay of the phase in XPM-based devices 
will not only be of minor importance. It can also translate into a timing jitter. This might re-
quire a rethinking of simulations that have been performed in the past with regards to the us-
age of purely XPM based devices for high-speed all-optical communications. 
 
3.3 Characteristics of Cross-Gain Modulation 
The XGM experiment conditions have a great influence on the gain and phase dynamics. The 
gain and phase dynamics are practically characterized by a carrier recovery time. A large car-
rier recovery time of an SOA means that the SOA is slow. In a XGM, a very slow SOA shows 
a pattern effect, which is a serious problem in high-speed all-optical communications. In the 
following, we describe the relationship of the carrier lifetime to the experiment conditions, 
e.g. the bias current and the SOA length. We will also compare the carrier recovery in a con-
figuration, in which a cw-probe signal co-propagates and a second cw-probe signal counter-
propagates with respect to the control signal. Finally, the pattern effect will be discussed.  
3.3.1 Carrier Recovery Time 
Influences of the SOA bias and input power 
The influences of the bias current and the probe power are investigated here. In an SOA-
based experiment, the bias current is needed for two major purposes. It first electrically pumps 
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due to input signal, the bias current refills the bands. The refilling process is characterized by 
a carrier recovery time. The recovery time discussed here is the 10% to 90% phase recovery 
times of the SOAs and not the gain recovery times. The reason that we choose the phase re-
covery times for reference is that the gain dynamics usually comprises both the ultrafast dy-
namics associated with SHB and CH as well as the slower band-filling effect – whereas the 
phase recovery mostly is influenced by the band-filling dynamics. 
XGM simulations have been run under different bias currents and different cw-probe 
powers. In the simulation, the SOA length is 2.6 mm. The respective carrier recovery times 
are retrieved and depicted as a function of the cw-probe powers for three different bias cur-
rents in Fig. 3.10. The relation between the bias current and the recovery time is clearly dem-
onstrated in Fig. 3.10. It can be seen that an increase of the bias current, i.e. an increase of 
carrier density in the active region, leads to a decrease of the recovery time. Also, a decrease 
of the recovery time is observed with an increase of the cw-probe power, i.e. an increase of 
the photon number inside the active region. Both methods increase the carrier-photon interac-
tion, thus the speed of the SOA. However, with a high bias current e.g. 500 mA, the SOA is 
saturated even at low cw-probe power. Thus, as shown in Fig. 3.10, the recovery time versus 
the cw-probe power is almost a flat line. 
Fig. 3.10. Carrier lifetimes as a function of input cw-probe powers, launched in an SOA with a 
length of 2.6 mm. The bias currents for the SOA are 300 mA (with square markers), 400 mA (with 
triangle markers) and 500 mA (with round markers), respectively.  
Influence of the SOA length 
The influence of the SOA length on the recovery time is of a practical interest. One needs 
to know how long an SOA should be before it is fabricated. Simulations were run for SOAs 
having a length of 1.6 mm and 2.6 mm. Other parameters are found in Appendix B. Their 
recovery times are compared in Fig. 3.11(a) and (b) for applying a same current density of 
10.26 kA/cm or a same bias current of 400 mA. For a same current density applied, a shorter 
SOA exhibits a smaller amplifier gain for a same input cw power. This leads to a less photon 
number inside the shorter SOA, and thus a larger recovery time. The similar phenomenon has 
been observed in an experiment [16] and in a simulation [15]. In Fig. 3.11(a), almost a two 
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to a longer SOA of a length of 2.6 mm. For a same bias current, the current density becomes 
larger in the 1.6 mm long SOA. The amplifier gain becomes comparable large to that of 
2.6 mm long SOA. In Fig. 3.11(b), these two SOAs exhibit almost same recovery times. 
Fig. 3.11. Carrier lifetimes as a function of input cw-probe powers, launched in SOAs with a 
length of 1.6 mm (with square marker) and 2.6 mm (with triangle marker). Results are compared 
for (a) a same current density of 10.26 kA/cm and (b) a same current of 400 mA. 
 
3.3.2 Comparison between Co- and Counter-Propagating Signals 
In an XGM experiment, the probe signal can either co- or counter-propagate with the con-
trol signal. However, the carrier dynamics in these two configurations are different. A scheme 
having both co- and counter-propagating probe signals, with respect to a control signal at a 
wavelength λin, is shown in Fig. 3.12. Both probe signals at a wavelength λcnv  are cw signals. 
Practically, circulators can be used to separate the output probe signals.  
Fig. 3.12. Schematic cross-gain modulation experiment, where one probe signal co-propagates 
with a control signal (from left to right) through the SOA and another probe signal counter-
propagates (from right to left) with the control signal. 
The output XGM signals are compared in Fig. 3.13(a) for a 2.6 mm long SOA and in Fig. 
3.13(b) for a 0.6 mm long SOA. The control signal is a Gaussian pulse with a FWHM of 25/3 
ps. For a longer SOA in Fig. 3.13(a), the output power and phase shift of the co- and counter-
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propagating signal takes place earlier and affects longer that that for a co-propagating signal. 
However, the asymmetric gain and phase responses are not obvious in a shorter SOA, Fig. 
3.13(b).  
The asymmetric gain saturation and phase shift of two counter-propagating probe signals 
must dependent on the length of the SOA. As discussed in [31], the gain saturation and phase 
shift for the co-propagating signal is proportional to the integral over the input control signal. 
However, also discussed in [31], the gain saturation and phase shift for the counter-
propagating signal are not only proportional to the integral over the input control signal, but 
also proportional to the integral over the SOA length. In other words, the gain saturation for 
the counter-propagating signal is averaged over the input control signal and the SOA length. 
As a consequence, the gain saturation process for counter-propagating signal affects over a 
larger time span. Also, after the control signal passes, the carrier recovery takes place. Since 
the carrier refilling is mainly material and bias dependent, the recovery process does not ex-
hibits dependence on the signal propagation direction, Fig. 3.13(a) and (b).   
Fig. 3.13. Comparisons between co-propagating (solid line) and counter-propagating (dashed line) 
XGM signals after an SOA with a length of (a) 2.6 mm or (b) 0.6 mm, where the left and right col-
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3.3.3 Pattern Effect 
Pattern effect in gain and phase dynamics 
Fig. 3.14. Results of cross-gain modulation experiment with a bit pattern (a) 1111000000000000, 
(b) 1011010000000000, and (c) 1010001010000000. Output power (left axis) and phase relaxation 
(right axis) are compared between experiment (solid lines) and simulation (dashed lines). 
As subsequent control pulses are launched into a slow SOA, the carrier density is depleted 
continually. It recovers back to different levels and the amplifier gain also varies for different 
pulses, depending on the former bit pattern seen by the SOA. This effect is usually called as 
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ent bit patterns were launched into an SOA with a length of 1.6 mm. The output powers and 
phase shifts are compared in Fig. 3.14(a) for a bit pattern “1111000000000000”, in Fig. 
3.14(b) for a bit pattern “1011010000000000”, and in Fig. 3.14(c) for a bit pattern 
“1010001010000000”.  
We see that the pattern effect will be a serious problem in high-speed signal processing. 
As shown in Fig. 3.14(a), the phase shift of subsequent bits increases but the relative phase 
shift between two subsequent bits is different. Sometimes, the pattern effect can be so strong 
that one bit “0” can not be recognized from bit “1”s, e.g. bit “0” in the bit pattern “1101” in 
Fig. 3.14(b).  
Reducing pattern effect in an SOA can make SOA-based all-optical processing schemes 
working at high speed. Throughout this work, rather than decreasing the SOA recovery time 
by proper material design [92] or choice of new fast materials [73], the main attention will be 
paid to mitigate pattern effect by optimum operation conditions and careful configuration de-
sign.  
Pattern effect in XPM-induced chirp 
Now we investigate the pattern effects in the XPM-induced red and blue chirp of the in-
verted signal. Simulated frequency chirp for an input control signal with a bit pattern “01111” 
are given in Fig. 3.15, left y-axis. As a reference, the power gain under this bit pattern is also 
plotted on the right y-axis in Fig. 3.15. The gain decreases with the leading edge of each input 
pulse, accompanied with a red chirp, and recovers with the falling edge of each pulse, accom-
panied with a blue chirp. Further, as the SOA gain gradually saturates for each subsequent bit, 
seen in Fig. 3.15, also the phase shift saturates. The variation of the phase shift per time in-
crement, i.e. the frequency chirp defined in Eq. (3.3), also undergoes the pattern effect. As we 
will discuss below, the red and blue chirps have complementary pattern dependences.   
Fig. 3.15. Calculated frequency chirp and power gain, left and right y-axes, in cross-gain modula-
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We start for the red chirp. For the first “1” bit in the pulse train, a strong carrier depletion 
and a large gain reduction take place. This gives a large red chirp on the leading edge, Fig. 
3.15. For subsequent “1” pulses, the SOA does not fully recover. The gain of these subsequent 
“1” pulses is smaller than for the first “1” bit, seen in Fig. 3.15. Therefore, from Eq. (2.33), 
the carrier depletion rate and also the gain reduction rate decrease. As the gain reduction rate 
decreases, the induced red chirp decreases as well, low part of Fig. 3.15.  
The pattern dependence of the blue chirp in the converted signal can be understood as fol-
lows. The gain recovers with the trailing edge of the first “1” pulse, creating a blue chirp. 
With subsequent bits launched into the SOA, the SOA is further saturated and the amplifier 
gain decreases with following “1” bits. In turn, the carrier depletion due to stimulated emis-
sion is now weaker while the current injection is unchanged. As a consequence, the carrier 
recovery rate is faster for subsequent pulses. This leads to a stronger blue chirp as depicted in 
the upper part of Fig. 3.15.  
In Chapter 4, we will show how to utilize the pattern effect of the red and blue chirp in the 
wavelength conversion process. It is realized via the frequency-amplitude conversion at the 
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4 Pattern Effect Mitigation Techniques in Wavelength 
Converters Assisted by an Optical Filter 
 
The slow gain recovery in semiconductor optical amplifier (SOA) induces unwanted pattern 
effects in the converted signal and limits its implementation at high speed. The most practical 
approach to overcome pattern effects is to decrease the SOA recovery time by proper design 
[92], optimum operation conditions [16], an additional assisting light [52], and choice of new 
fast materials [73]. Other approaches to mitigate the pattern effects are cascading several 
SOAs [5] and [53] or by using SOAs in a differential interferometer arrangement. Among 
them, the differential Mach-Zehnder interferometer (MZI) [75], the differential Sagnac loop 
[12], the ultrafast nonlinear interferometer (UNI) [25] and the delay interferometer (DI) con-
figurations [41], [47] and [78], which exploit the XPM effect enable speeds beyond the limit 
due to the SOA carrier recovery times.  
Recently, a new wavelength converter with an SOA followed by a single pulse reformat-
ting optical filter (PROF) has been introduced [45] and [46]. The PROF scheme exploits the 
fast chirp effects in the converted signal after the SOA. The PROF filter basically represents 
an optimum filter for the SOA response with the potential for highest speed operation. How-
ever, so far it is not clear, if these schemes with optical filters can successfully overcome pat-
tern effects at highest speed. In this Chapter, we will investigate the pattern effect mitigation 
techniques in these schemes. 
4.1 Pattern Effect Mitigation Using a Delay Interferometer Filter 
In this section, we will first introduce the configuration of the SOA followed by a delay inter-
ferometer (DI). Also, we will give the transfer function of the DI filter. We then discuss the 
operation principle of the differential DI scheme, where the DI mainly performs the differen-
tial operation on the cross-phase modulated (XPM) signal after the SOA. This differential 
scheme is extremely efficient in speeding up the performance of the SOA, i.e. in mitigating 
pattern effects.  
Similarly to DI scheme for improving XPM there is a technique based on the DI to en-
hance the performance of XGM. The scheme relies on the fact, that SOA nonlinearities show 
both XPM and XGM nonlinear effects. We will discuss the idea and theory of this concept in 
section 4.1.3. After discussion of the operation principle, we show with experiment and simu-
lation results how a return-to-zero (RZ) signal through this SOA-DI configuration is wave-
length-converted into a non-return-to-zero (NRZ) signal at a speed as high as 160 Gbit/s. This 
speed is far exceeding the speed limitation due to the slow SOA recovery time.  
4.1.1 Configuration and Description of a Delay Interferometer Filter 
Configuration 
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The SOA-DI configuration is shown in Fig. 4.1. It comprises an SOA followed by a DI fil-
ter. A bandpass filter (BPF) is used between the SOA and the DI, but it can also be positioned 
after the DI. In such a configuration, an incoming signal Pin at a wavelength λin is used for 
gating the SOA-DI device. It is gated such that the device is open in the absence of the input 
signal but switched off when the input signal is launched into the device. A probe signal, usu-
ally a continuous wave (cw), on a new wavelength λcnv is used to visualize the gating opera-
tion. It will be shown that a fast switching is realized by using the DI filter.  
Fig. 4.1. All-optical wavelength converter based on an SOA followed by a delay interferometer 
(DI) filter. The input control signal Pin at a wavelength λin is converted to a signal Pinv at the wave-
length λcnv after the SOA. Pcnv is reshaped by the DI-filter to a signal Pcv,1 and a signal Pcv,2. Their 
shapes depend on the parameters of the DI-filter, namely, the time delay ΔΤ and the phase shift 
Δφ. 
Transfer Function of a Delay Interferometer Filter 
To understand the operation principle of the SOA-DI scheme, we start from the descrip-
tion of the DI filter in terms of transfer functions. For a DI filter shown in Fig. 4.1, we assume 
that two input signals to the lower and upper input ports of the DI filter are centered at the 
frequency 0f  and can be expressed by in 1 0( ) exp( j2 )A t f tπ,  and in 2 0( ) exp( j2 )A t f tπ, , respec-
tively. in 1( )A t,  and in 2 ( )A t,  are the respective envelope functions. out 1( )A t,  and out 2 ( )A t,  are the 
envelope functions of the output signals at the lower and upper output ports. Thus, the signal 
invP  in Fig. 4.1 corresponds to the signal in 1A ,  and the signal cv 1P ,  corresponds to the signal 
out 1A , . For these envelope functions, we define a baseband angular frequency Ω, which is the 
signal angular frequency ω = 2πf demodulated from the optical carrier angular frequency 
ω0 = 2πf 0 
 02 ( ).f fπΩ = −     (4.1) 
The input and output couplers are 2 2×  directional couplers, whose bar power transmis-
sion is s  (cross transmission 1−s). The longer arm, i.e. the upper arm, of the delayed interfer-
ence section provides a time delay of TΔ  and the shorter arm, i.e. the lower arm, contains a 
tunable phase-shifter described by ejΔφ.  
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We can use an impulse response matrix h(t) to describe a DI filter. Following [42], we re-
late the input and output signals through a DI filter as   
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The first and third matrices on the right hand side of Eq. (4.2) are describing the input and 
output directional couplers, where a phase factor j is added to a signal that couples into the 
cross output. The diagonal elements of the middle matrix are the impulse response functions 
of the time delay function on the upper and of the phase shift ejΔφ on the lower arm. Note that 
these two impulse response functions are defined with respect to the envelope functions10. A 
phase factor 0j2 f Tπ Δ  is also added on the “long” arm, to take account of the additional phase 
shift on the optical carrier. The time delay TΔ  of the “long” arm is adjusted such that TΔ  
approximates the bit period Tb, while 0f TΔ  is an integer number.  
From Eq. (4.2) and with the power transmission of the coupler s = ½ (i.e. a 3 dB coupler), 
the Fourier transforms of the output signal envelopes, out,1( )A Ω  and out 2 ( )A , Ω , are then  
 
out 2 in 2
out 1 in 1
j j j j
in 2
j j j j
in 1
( ) ( )
( )
( ) ( )
( )j j1 ,






Ae e e e





− ΩΔ Δ Δ − ΩΔ⎛ ⎞
⎜ ⎟ ,
⎜ ⎟
Δ − ΩΔ Δ − ΩΔ⎜ ⎟⎜ ⎟ ,⎝ ⎠
⎛ ⎞ ⎛ ⎞Ω Ω
= Ω⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟Ω Ω⎝ ⎠ ⎝ ⎠
⎛ ⎞Ω− +
= ⎜ ⎟⎜ ⎟Ω+ − ⎝ ⎠
   (4.3) 
where H(Ω) is the transfer function matrix describing the frequency response of the DI filter, 
and in,1( )A Ω and in 2 ( )A , Ω  are the Fourier transforms of  input signal envelopes,  
 j j j jout 1 in 1 in 2
1( ) ( ) ( ) ( j j ) ( )
2
T TA e e A e e Aφ φΔ − ΩΔ Δ − ΩΔ, , ,⎡ ⎤Ω = − Ω + + Ω ,⎣ ⎦   (4.4) 
 j j j jout 2 in 1 in 2
1( ) ( j j ) ( ) ( ) ( ) .
2
T TA e e A e e Aφ φΔ − ΩΔ − ΩΔ Δ, , ,⎡ ⎤Ω = + Ω + − Ω⎣ ⎦   (4.5) 
                                                 
10In the electrical engineering definition, the Fourier transform of an ideal time delay function δ (t−ΔΤ) is 
exp(−jωΔΤ). The Fourier transform of 0( ) exp( j )t T Tδ ω− Δ Δ  is then exp[−j(ω−ω0)ΔΤ]
 = exp[−jΩΔΤ]. With Ω = 
ω-ω0 and in,1 in,1( ) ( ) ( )T A t A t Tδ τ τ− Δ − = − Δ , the  Fourier transform of in 1 0( ) exp[ j ( )]A t T t Tω, − Δ − Δ  is 
in 1 0 in 1 0 0
in 1 0
( ) exp[ j ( )]exp( j )d ( ) exp( j( ) ) exp( j )d
( ) exp( j )exp( j ) ,
A t T t T t t A t T t T t
A T T




− Δ − Δ − = − Δ − − − Δ
= Ω − ΩΔ − Δ
∫ ∫  
and  Fourier transform of 0 in 1 0exp( j ) ( ) exp[ j ( )]T A t T t Tω ω,Δ − Δ − Δ  is 
0 in 1 0 in 1exp( j ) ( ) exp[ j ( )]exp( j )d ( )exp( j ) .T A t T t T t t A Tω ω ω, ,Δ − Δ − Δ − = Ω − ΩΔ∫  
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If the input signal in 2 ( )A , Ω  is zero, which is the case in Fig. 4.1, the transfer functions from 
the input signal in 1( )A , Ω  to the output signals are   
 out,1 j j j( ) 2DI 1
in,1
( ) 1( ) ( ) j sin
2 2( )
T TA TH e e e
A
φ φ φΔ − ΩΔ Δ −ΩΔ /
,
Ω Δ + ΩΔ⎛ ⎞Ω = = − = ,⎜ ⎟Ω ⎝ ⎠
  (4.6) 
 out,2 j j j( ) 2DI 2
in,1
( ) j( ) ( ) j cos
2 2( )
T TA TH e e e
A
φ φ φΔ − ΩΔ Δ −ΩΔ /
,
Ω Δ + ΩΔ⎛ ⎞Ω = = + = .⎜ ⎟Ω ⎝ ⎠
  (4.7) 
The modulus square of respective transfer functions are connected to the power transmission.  
The power transmission characteristics of a DI filter for various phase shifts and various 
time delays are depicted in Fig. 4.2(a) and (b), respectively. As the phase shift Δφ becomes 
2π/ , the half of the center spectral component of the signal can pass the DI filter, seen in Fig. 
4.2(a). As shown in Fig. 4.2(b), varying the time delay on the DI longer arm can give different 
transmission spectra. In the following, with the experiment and simulation results, we will 
explain how the DI filter mitigates the pattern effect in the SOA-based wavelength conver-
sion. 
Fig. 4.2. Power transmission characteristics of a delay interferometer filter for (a) various phase 
shifts and (b) various time delays with a zero phase offset, where the x-axis is the envelope fre-
quencies. 
4.1.2 Operation Principle of Differential Delay Interferometer Scheme 
The working principle is explained first in time domain. We assume that the optical sig-
nals experience mainly the cross-phase modulation (XPM). The input signal Pin, e.g. a pulse 
in Fig. 4.3(a), modulates the gain of the SOA and thereby the probe signal phase. The phase 
shift invϕ  of the output signal Pinv after the SOA is depicted in Fig. 4.3(b). The falling regime 
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ery process of the invϕ  relaxes with the slower carrier recovery time. To suppress the slower 
recovery part of the signal after the SOA, the delay interferometer (DI) is used to perform a 
differential operation on this signal as follows. The signal invP  is guided into the DI and split 
onto the two arms of the interferometer. The one on the longer arm of the DI is delayed by 
TΔ  with respect to that on the shorter arm, before they are recombined in the output coupler 
of the DI. The respective phases inv 1ϕ ,  and inv 2ϕ ,  are shown in Fig. 4.3(c), where the phase 
difference inv 1 inv 2ϕ ϕ, ,−  is given Fig. 4.3(d). Note that the phase shift φΔ  in Fig. 4.1 is as-
sumed to be 0. In the absence of the input signal, the coupler directs the signal invP  into the 
output port cv 2P ,  in Fig. 4.1. In the presence of an input pulse, the signal on the lower arm car-
rying the phase shift inv 1ϕ ,  first reaches the coupler. This phase shift inv 1ϕ ,  (i.e. 
inv 1 inv 2 0ϕ ϕ, ,− ≠ ) opens the switching window and the coupler directs the signal invP  into the 
output port cv 1P , . Later, when the signal on the upper arm reaches the coupler, the phase differ-
ence inv 1 inv 2ϕ ϕ, ,−  is reset to 0 and the switching window in the cv 1P ,  port closes.   
Fig. 4.3. Forming a switching window in output port Pcv,1 of the delay interferometer, when a con-
trol pulse is launched into SOA. The input pulse Pin (a) induces a phase change ϕinv (b) on the out-
put signal Pinv after the SOA. As shown in (c), the phase shift ϕinv,2 on longer arm is delayed with 
respect to the phase shift ϕinv,1 on shorter arm of the DI, Fig. 4.1. The difference between ϕinv,1 and 
ϕinv,2 forms a switching window for the signal through the DI.  
We now explain the working principle in frequency domain. From the spectral point of 
view, the transfer function of the SOA, also called as carrier density response (CDR) [63] to 
XGM and XPM, HCDR(Ω) shows a kind of low-pass characteristic, seen in Fig. 4.4. This 
means that the frequency component at the optical carrier will be more amplified than the 
baseband signal, i.e. the modulation of the signal envelope. Note that only the blue part of the 
response functions (for the spectrum higher than the optical carrier) is shown in Fig. 4.4. Such 
a low-pass characteristic of the carrier density response can be understood as follows. As a 
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of the probe signal is decreased. As the control signal dies out, a carrier recovery and a gain 
recovery for the probe signal take place. While the carrier depletion is a fast process, the gain 
recovery process is slow. The speed of the gain recovery is limited by the SOA carrier relaxa-
tion time. Now, for 0φΔ = , the DI filter works as a differentiator for the signal in the output 
port Pcv,1, see Fig. 4.1. So the DI filter shows a high-pass characteristic as shown in Fig. 
4.2(a). Note that only the right part of the DI filter in Fig. 4.2 is shown. As we add (in dB 
scale) the DI filter spectrum |HDI(Ω)| on the SOA response function |HCDR(Ω)|, shown in Fig. 
4.4, the transfer function of the wavelength converter is equalized. This explains the reason 
why the DI filter can enhance the performance of the SOA-based wavelength converters. 
Fig. 4.4. Schematic description of the transfer function of an SOA |HCDR|, also called as carrier 
density response, the transfer function of the DI filter |HDI|, and the equalized magnitude response 
of the wavelength converter. Note that the x-axis is the baseband frequency. 
In the above discussion for a zero phase shift φΔ , the output signal Pcv,1 is non-inverted to 
the control signal. However, the switching windows for the output pulses in Pcv,1 are opened 
when there are input control pulses. The input pulses always induce gain saturation and lead 
to a low extinction ratio in the output signal. The output signal with an inverted11 waveform 
has a good extinction ratio. To achieve an inverted signal, the phase offset of the DI is used 
for this purpose and will be discussed in next section. 
4.1.3 Delay Interferometer Filter Used in Cross-Gain Modulation Based 
RZ-to-NRZ Wavelength Conversion 
 
Published by J. Wang, A. Maitra, C. G. Poulton, W. Freude, and J. Leuthold, “Temporal dynamics of the alpha factor in 
semiconductor optical amplifiers,” IEEE J. Lightw. Technol., vol. 25, pp. 891-900, Mar. 2007. 
 
As we discussed in section 4.1.2, the delay interferometer (DI) performs a differential op-
eration on the cross-phase modulated (XPM) signal after the SOA, while cross-gain modula-
tion plays a minor role. However, as the SOA operates at ultrafast speed e.g. 160 Gbit/s, the 
cross-gain modulation (XGM) on the one hand determines the performance of the wavelength 
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converters. On the other hand, as a filter, the DI utilizes the XPM in the output signal after the 
SOA and performs a fast switching on the signal.  
Very recently, an SOA based all-optical wavelength conversion experiments with real sig-
nal regeneration was demonstrated. In the corresponding reference [47], the amplitude and 
phase responses for a short bit sequence were also recorded. With the model from Chapter 2, 
we now explain the operation principle and the experimental results as follows. It is noticed 
that the experiment and the theory are matched to a degree not possible before, even under 
situations where pattering occurs.  
The wavelength converter comprises an SOA followed by a delay interferometer (DI), Fig. 
4.1(a). The SOA had an active layer length of 2.6 mm, and had the gain and phase recovery 
dynamics similar to the device shown in Fig. 3.2 and Fig. 3.14. The delay in the interferome-
ter is ΔΤ = 6.25 ps and matches the duration of one bit. 
Fig. 4.5. (a) Transmission window of the delay interferometer (DI) filter and the Gaussian filter 
(note that the position of the Gaussian filter in [82] was wrong). For a good “on” state, the phase 
(Δφ) of the DI filter is detuned such, that the minimum of the transmission window is offset by 45 
degrees from the cw-frequency ƒ0, where T is the duration of one bit. The converter is switched 
“off”, when the gain of the SOA is suppressed due to XGM or the inverted signal is strongly red-
chirped on the falling slope. As the cw frequency component and the blue-chirped part are equal-
ized by this DI, the converted signal after the SOA (before the DI), dashed line in (b), is reshaped 
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Fig. 4.5(a) shows the power transmission characteristic of the DI versus the optical fre-
quency. The device is operated in an inverting mode. A bit “1”, high power level, or a series 
of bit “1” introduced into the device is actually converted into a bit “0”, low power level, or a 
series of bit “0”s by means of the XGM and XPM effect. The converter is switched off. If a 
“0” is launched into the device, the device switches back into the “ON” state. This turning-on 
needs to happen fast and should not be limited by the slow SOA carrier recovery time. For 
improving the speed of the device we use a trick. The trick is as follows. In its switched “ON” 
state, the device is not fully switched on. Actually, the DI filter is detuned in such a way that 
in its switched “ON” state only 20% of the total power of the cw signal at ƒ0 transmits. 
Through the DI filter, the transmissions of the cw frequency component and the blue-chirped 
part are equalized, while the red-chirped part is blocked. The converted signal after the SOA 
(before the DI), dashed line in Fig. 4.5(b), is reshaped to the signal depicted as solid line in 
Fig. 4.5(b). The details of the scheme will be explained below. 
For the experiment, we have launched a “0001011010000000” sequence into the device. 
The measured output power of the converted signal is depicted as a solid line in Fig. 4.6(d). 
The experiment shows a nice NRZ signal pulse shape with steep transients between “0”s and 
“1”s. These steep transients are hard to interpret because the device has a much longer carrier 
recovery time. As shown in Fig. 4.6(a), the output signal after the SOA has neither good low-
level “0”s nor well-formed high-level “1”s.   
Yet, the amplitude and phase response shown in Fig. 4.6(a) and (b) show the origin of this 
favorable behavior, while Fig. 4.6(c) also gives the temporal evolution of the αeff-factor and 
the chirp experienced by the CW signal in the SOA. At first the device is switched “on” and 
20% of the cw signal passes through the DI. When the device is switching from “on” to “off”, 
then the amplitude is suppressed due to fast XGM effects, see Fig. 4.6(a). The device switches 
off. Yet, the switching off does not last long, since XGM is dominated to a considerable ex-
tent by the fast gain compression effects which only last for 1 to 2 ps. Now with a 2 ps delay a 
negative phase shift sets in, see Fig. 4.6(b), accompanied with a red-chirp, Fig. 4.6(c). From 
the position of the filter in Fig. 4.5(a), one now can see that a red-chirp on top of a cw fre-
quency at ƒ0 detunes the center frequency to the left – where the transmission of the DI filter 
is in its “OFF” state. After the pulse has passed, the device switches back to the “ON” state. 
This in part happens due to the gain recovery. To another part this relaxing back to the “ON” 
state is strongly supported by the phase recovery. Fig. 4.6(e) shows that the phase switches 
back and even overshoots. From Fig. 4.6(c) one can see that this overshooting really leads the 
device into the blue-chirped region where the DI filter is open. 
Fig. 4.6(d) and (e) also show that the simulations (dashed lines) are in good agreement 
with the experiments (solid lines). For the simulations we used the same parameters as in the 
experiment reported in [47], also given in Appendix B. For instance, the SOA had an active 
layer length of 2.6 mm. The average power of the pulse train over 100 ps was 2.9 dBm, while 
the cw signal had a power level of 12.6 dBm. The splitting ratio of the optical coupler before 
the SOA was 30:70 for the cw and the pulse train signal, respectively. Other parameters are 
given in Appendix B. 
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Fig. 4.6. Wavelength converted bit-sequence. (a) and (d) are power transmissions after the SOA 
and after the DI filter. (b) and (e) are phase changes after the SOA and after the DI filter. The in-
put bit sequence was 0001011010000000. In (d) and (e) we show measured (solid) and calculated 
(dashed) curves. The plots in (c) show the calculated αeff and chirp of the converted signal after 
the SOA but before DI. 
As mentioned before, only 20% of the total power of the cw signal at f0 transmits through 
the DI. The remaining 80% of the power are used to overcome pattern effects. To illustrate 
this point, we have plotted the simulated output powers at two output ports in Fig. 4.7. We see 
that clear level “1”s appear in the output port cv 1P , , while most power is guided into the output 
port cv 2P , . Also, as cv 1P ,  signal has as low as possible power at level “0”s, the residual power is 
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Fig. 4.7. Simulated 160 Gbit/s output signals at two output ports of a DI filter. The output signal 
Pout,1 is obviously a NRZ signal. The DI filter has a time delay of one bit delay, namely 6.25 ps, and 
a phase shift of π/4. 
We note that an inverted NRZ signal will not be available, when the time delay TΔ  is 
smaller with respect to the pulse width. With a time delay TΔ  of one half or one bit duration, 
we performed the system simulations for the wavelength conversion at 160 Gbit/s. The input 
RZ pseudo random bit sequence (PRBS) has a length of 212−1. To qualify the output signal, 
we use a signal quality factor, i.e. Q-factor. Considering the optimum decision threshold, the 
Q-factor (in dB) is defined as 
( )
2
21 0 1 0
lin 10 lin 10
1 0 1 0
, 10 log 10log ,m m m mQ Q Q
σ σ σ σ
⎛ ⎞− −
= = = ⎜ ⎟+ +⎝ ⎠
   (4.8) 
where m1 and m0 are the mean optical powers at high (bit “1”) and low (bit “0”) levels, σ1 and 
σ0 are the standard deviation of the respective optical powers. Sometimes, the Q-factor (in 
dB) is also called as Q2-factor, since it is obtained by taking the square of the linear Qlin-
factor. The eye diagram and Q-factor of the inverted signal after the SOA are shown in Fig. 
4.8(a). The signal after the SOA has a bad quality. The eye diagrams of converted signals after 
the DI having respective time delays are compared in Fig. 4.8(b) and (c). Both, with the DI 
having a time delay TΔ  of 3.125 ps or 6.25 ps, converted signals at 160 Gbit/s have open 
eyes and thus good quality. In other words, the pattern effect originating from the SOA carrier 
dynamics can be mitigated by applying the DI. However, the signal in Fig. 4.8(b) is inverted 
but “return-to-one”, while the signal in Fig. 4.8(c) is inverted and NRZ. 
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Fig. 4.8. Eye-diagrams of simulated wavelength converted signals at 160 Gbit/s after a SOA-DI 
wavelength conversion scheme. (a) shows the signal after the SOA, (b) and (c) show the output 
signals after the DI filter having a half bit delay and a one bit delay, namely 3.125 ps and 6.25 ps, 
respectively. While the signal in (b) is an inverted "RZ" with opened eye, the signal in (c) is an in-
verted NRZ signal with opened eye. The phase shifts of the DI in both cases are 45 degree. 
 
As a conclusion for this section, an SOA-DI based wavelength conversion has been inves-
tigated. We showed that, by properly detuning the differential time delay in the DI, a RZ to 
NRZ wavelength conversion can be achieved at high speed. This is achieved by utilizing the 
relative temporal lag of the XPM, which is comparable with respect to the pulse width. 
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4.2 Pattern Effect Mitigation Using a Pulse Reformatting Optical 
Filter 
 
Since the delay interferometer is, in fact, just a filter, it is interesting to extend the investiga-
tion to see if other types of filters can perform similar operations. This type of study has been 
presented for a fiber Bragg grating (FBG) [91], which optimized the frequency response of an 
SOA-based wavelength converter. Recently, wavelength conversion schemes using an SOA 
followed by a single red-shift optical filter [44], or a blue-shift optical filter [49] and [62] or 
finally a pulse reformatting optical filter (PROF) [46] have been introduced.  
The PROF scheme demonstrated wavelength conversion at 40 Gbit/s in [46], with record 
low input data signal powers of −8.5 and −17.5 dBm for non-inverted and inverted operation. 
This is almost two orders of magnitudes less than typically reported for 40 Gbit/s wavelength 
conversions. The reason for the good conversion efficiency lies in the design of the filter. The 
scheme explicitly takes into account both SOA XGM and XPM effects. Indeed, this scheme 
provides the best possible conversion efficiency for an SOA-based wavelength converter or 
regenerator. The PROF scheme can offer advantages as follows:  
• Simultaneous all-optical wavelength conversion, switching, power equalization 
and output format conversion.  
• Possible multi-wavelength conversion of WDM signals, if a multiplexer and a 
channel interleaver are used as [44]. 
• Transparency to bit-rates as long as the filter has the passband for both low and 
high speed and the speed limitation of the nonlinear element is not exceeded.  
 
4.2.1 Configuration and Operation Principle 
Configuration 
The all-optical wavelength converter comprises an SOA and a pulse reformatting optical 
filter (PROF) schematically shown in Fig. 4.9. For all-optical wavelength conversion, the in-
put data signal Pin and the probe signal Pcnv are launched into the SOA. In the SOA, the input 
data signal encodes the signal information by means of XGM and XPM onto the probe signal. 
As a result, we obtain at the SOA output a chirped and inverted signal Pinv at the wavelength 
of the probe signal λcnv. The purpose of the subsequent passive optical filter with appropriate 
amplitude and phase responses is to reformat the signal Pinv into a new output-signal Pcv with 
a determined shape. However, the inverted signal normally has a strong pattern effect. Hence, 
in order to reduce the pattern effect and convert the inverted signal into the non-inverted one, 
an optimum optical filter should be designed and then approached.  
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Fig. 4.9. All-optical wavelength converter comprising an SOA and a pulse reformatting optical fil-
ter (PROF). In this scheme, the input signal Pin is mapped by means of SOA cross-gain and cross-
phase modulation into an inverted pulse Pinv at the probe wavelength. A filter, namely PROF, then 
reformats the signal Pinv into an output signal with the desired pulse shape of Pcv. 
Description of a Pulse Reformatting Optical Filter 
A linear filter, such as a PROF, can be described by the frequency response function 
HPROF(Ω), where Ω  is the baseband angular frequency,  
 [ ]PROF PROF PROF( ) ( ) exp j ( )HΗ ϕΩ =| Ω | Ω ,    (4.9) 
 PROFPROF
PROF






Ω = ⎜ ⎟Ω⎝ ⎠
    (4.10) 
PROF ( )H| Ω |  and PROF ( )ϕ Ω  stand for the spectral magnitude and phase of filter. According to 
Fig. 4.9, the transfer function of the PROF can be calculated by applying optical filter theory 
[51]. Accordingly, the Fourier transform of the target output signal cv ( )A Ω  (corresponding to 
Pcv in Fig. 4.9) is divided by the Fourier transform of the inverted signal inv ( )A Ω  (correspond-










     (4.11) 
Another important parameter of a linear filter is group delay τg, which is defined as the 
first order derivation of the spectral phase with respect to frequency  
 PROFd ( )
dg
ϕτ Ω= − .
Ω
    (4.12) 
From the physical point of view, and particularly in optics, the group delay has the meaning 
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We have simulated a wavelength conversion in the SOA with a 40 Gbit/s pseudo random 
bit sequence (PRBS) control signal Pin and got an inverted signal Pinv, whose spectrum is 
shown in Fig. 4.10(a). By applying Eq. (4.11) to a desired 40 Gbit/s PRBS signal Pcv, whose 
spectrum is shown in Fig. 4.10(b), a typical PROF power transmission 2PROF ( )H| Ω |  is shown 
as solid line in Fig. 4.10(c). The corresponding group delay gτ  is depicted as solid line in Fig. 
4.10(d).  
Fig. 4.10. Power spectra of (a) an inverted PRBS signal after an SOA and (b) a desired PRBS sig-
nal. By applying Eq. (4.11), an ideal PROF transmission is gotten and plotted as a solid line in (c), 
where the dashed line is an approximation with two Gaussian filters. (d) is the calculated group 
delay of the PROF (solid line) and its linear fit (dashed line). 
In Fig. 4.10(c) and (d), we can see that the calculated filter transmission and group delay 
have complicated shapes and are not easily realizable. Nevertheless, we can approximate in-
tuitively such a calculated PROF by means of two individual filters as depicted by the dashed 














































(a) Inverted signal spectrum after SOA
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slices. Individual attenuation and group delay (shown as dashed line in Fig. 4.10(d)) to each of 
the spectral slices are introduced before recombining two spectral slices into a single synthe-
sized filter.  
The above discussion allows us to analyze the principal of PROF from the physical point 
of view. The physical processes taking place in the SOA are not only the XGM but also the 
XPM. As seen in Fig. 3.5, the XPM can be split into a red-chirped and a blue-chirped part. 
According to the calculated PROF transmission and its group delay, what the PROF does ac-
tually is splitting the red-chirped part away from the blue-chirped part. Then, we can get the 
reconstructed red-chirped signal and blue-chirped signal separately. Finally, the blue-chirped 
signal is combined with the red-chirped signal which is delayed by the group delay time. In-
deed, the best result is obtained when the red-chirped and blue-chirped signals have the simi-
lar amplitudes. The group delay can not be neglected because different delay times correspond 
to different phase shifts. As a matter of fact, we change the time delay in order to change the 
red and blue part spectrums. Therefore after a mode-beating12 (spectrum superposition) con-
figuration for red and blue part spectral components, we can regulate the shape of the com-
bined signal and finally get the optimized reconstructed signal  
Realization Scheme 
Following the general designing concept of a PROF, we can realize it by using a red-shift 
optical filter (RSOF) and a blue-shift optical filter (BSOF) and including proper relative at-
tenuation and time delay between two filters, shown in Fig. 4.11.  
Fig. 4.11. Realization scheme of a pulse reformatting optical filter (PROF), reshaping an inverted 
signal Pinv after an SOA to a recombined signal with desired shape Pcv,1.  The PROF consists of a 
red shifted optical filter and a blue shifted optical filter. A delay line and attenuators are used to 
construct a good recombined signal. 
For such a scheme in Fig. 4.11, the transfer function of the PROF is expressed by using 
the transfer functions of the respective filters and adding the proper relative attenuation and 
                                                 
12 Note that the terminology of mode beating used in [46] is not referring to the beating between different propa-
gation modes. In fact, this terminology is referring to the superposion of different spectral components. 
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time delay between two filters. We define the transfer functions of the RSOF and the BSOF as 
( )RH Ω  and ( )BH Ω  
 ( ) ( ) exp[ j ( )] ( ) ( ) exp[ j ( )]R R R B B BH H H Hϕ ϕΩ = Ω Ω , Ω = Ω Ω ,   (4.13) 
where RH  and BH  are the spectral magnitude, Rϕ  and Bϕ  are the spectral phase of the re-
spective filters. The attenuators after the RSOF and the BSOF have power attenuations of 
2( )RA  and 
2( )BA , respectively, where ( ) 1R BA ≤ . The delay line on the RSOF arm induces a 
time delay of Δt corresponding a Fourier transform exp(−jΩΔt) with respect to baseband fre-
quency. Assuming that the output signal after the SOA is inv ( )A Ω  and two couplers are 3 dB 
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  (4.14) 
The transfer function of the PROF filter between the output signal cv,1( )A Ω  (recombined sig-
nal Pcv,1 in Fig. 4.11) and the input signal inv ( )A Ω (inverted signal Pinv in Fig. 4.11) is then 
[ ]PROF PROF PROF
cv,1
inv
( ) ( ) exp j ( )
( ) j [ ( ) exp( j ) ( )]
2( ) R R B B
H H
A
A H t A H
A
ϕΩ =| Ω | Ω
Ω
= = Ω − ΩΔ + Ω .
Ω
 (4.15) 
Fig. 4.12. Calculated PROF transmission and group delay, solid lines in (a) and (b), by applying 
Eq. (4.15) with the measured transfer functions of BSOF and RSOF and the fitted relative at-
tenuation and group delay between BSOF and RSOF. Calculation results coincide with the ex-
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To calculate the transfer function of the PROF shown in Fig. 4.11, we can substitute the 
measured transfer functions of RSOF and BSOF into Eq. (4.15). We can also apply Eq. (4.15) 
to estimate the relative power attenuation 1020 log ( )B RA A⋅ /  and the relative group delay Δt 
between the BSOF and the RSOF. An example result is shown in Fig. 4.12, where the calcula-
tion results (solid lines) match the experimental results (dashed lines) quite well.  
Equalizing of Frequency Response 
Now we explain the operation principle of the PROF in the frequency domain by means of 
an equalization of frequency response.  
Fig. 4.13. Schematic description of the transfer function of an SOA |HCDR|, also called as carrier 
density response, the transfer function of the PROF filter |HPROF|, and the equalized magnitude 
function of the wavelength converter. The x-axis is the modulation frequency. Note that only the 
right parts of the transfer functions are given. 
As discussed in former section, the carrier density response (CDR) HCDR(Ω) of the SOA to 
XGM and XPM shows a kind of low-pass characteristic, seen in Fig. 4.13. This means that the 
frequency component at the optical carrier will be more amplified than the sidebands, i.e. the 
modulation of the baseband signal. Note that only the blue part of the response functions is 
shown in Fig. 4.13. Therefore, the task of a PROF is actually to suppress the transmission of 
the optical carrier and simultaneously equalize the low-pass characteristic of CDR. The result 
of the equalization means a flat frequency response for the whole wavelength converter, in-
cluding the SOA, seen in Fig. 4.13.  
 
Mode Beating (Spectrum Superposition)13 
The PROF filter concept can also be understood intuitively by means of mode beating. In 
Fig. 4.10, we have plotted a linear fit for the calculated group delay, since we concern our-
selves with the group delay difference not the exact group delay values of red and blue-shifted 
part. In accordance with Fig. 4.11, we split off the red-chirped from the blue-chirped part, 
delay the leading red-chirped part by a time delay of Δt with respect to the trailing blue 
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chirped part, and then recombine them. The effect of splitting off and recombining the two 
spectral components while introducing different time delays are plotted schematically in Fig. 
4.14. Fig. 4.14(a) to (c) show the combined signal (solid line) obtained when recombining the 
red chirped (dashed line) and the blue-chirped (dotted line) signals after time delays of 0 ps, 
10 ps and 20 ps. The best result is obtained when the red and blue-chirped signals have similar 
amplitudes and when the red chirped signal is delayed by 10 ps. Note that the 10 ps time delay 
is in accordance with the calculated group delay in Fig. 4.10(d). Fig. 4.14 shows that the 
scheme given in Fig. 4.11 is as a matter of fact a mode-beating (spectrum superposition) con-
figuration for the red and blue spectral components. 
Fig. 4.14. Illustration of the mode beating (spectrum superposition). The split-off red chirped 
(dashed) and blue chirped (dotted) spectral parts of the inverted signal are recombined with time 
delays of 0, 10 and 20 ps. A new signal (solid line) is produced. An almost ideal RZ signal with 
narrow Full-Width Half Maximum is obtained if the leading red-chirped spectrum is delayed by 
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4.2.2 Pattern Effect Mitigation Experiment  
 
Published by J. Wang, A. Marculescu, J. Li, P. Vorreau, S. Tzadok, S. Ben Ezra, S. Tsadka, W. Freude, J. Leuthold, “Pattern 
effect removal technique for semiconductor optical amplifier-based wavelength conversion,” IEEE Photon. Technol. Lett., 
vol. 19, no. 24, pp. 1955-1957, Dec. 2007. / Proc. 33th European Conf. Opt. Commun. (ECOC’07), paper Tu3.4.6, Berlin, 
Germany, Sept. 16-20, 2007.   
 
The PROF scheme basically represents an optimum filter for the SOA response with the 
potential for highest speed operation [63]. An experiment implementing a PROF based on 
MEMS technology demonstrated wavelength conversion at 40 Gbit/s [46], with record low 
input data signal powers of −8.5 and −17.5dBm for non-inverted and inverted operation. 
However, while the PROF scheme has been shown to work, it is so far not clear if the scheme 
can overcome pattern effects so that it might be used at highest speed as well.  
In this section, we will show that the PROF scheme indeed and effectively mitigates SOA 
pattern effect. The pattern effect mitigation technique demonstrated here is based on the fact 
that the red chirp (decreasing instantaneous frequency) and the blue chirp (increasing instan-
taneous frequency) in the inverted signal behind an SOA have complementary pattern effects. 
If the two spectral components are superimposed by means of the PROF, then pattern effects 
can be successfully suppressed. An experimental implementation at 40 Gbit/s shows a signal 
quality factor improvement of 7.9 dB and 4.8 dB if compared to a blue or red shifted optical 






Pattern Effect Removal Experiment at 40 Gbit/s 
The scheme for the all-optical wavelength conversion with simultaneous pattern effect re-
moval is shown in Fig. 4.15. The setup comprises an SOA followed by a pulse reformatting 
optical filter (PROF). The current PROF is built with discrete components, so that any pa-
rameters can be detuned and optimized individually. The PROF consists of a blue shifted op-
tical filter (BSOF) and a red shifted optical filter (RSOF). An OD and a VOA were added 
after the RSOF. A conventional band-pass filter (BPF) has been added at the output of the 
PROF to curtail the spectrum of the converted signal to the ITU channel passband.   
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Fig. 4.15. Wavelength conversion scheme with an SOA followed by a pulse reformatting optical 
filter (PROF), which transfers an inverted signal with strong pattern effect to non-inverted and 
pattern dependency removed signal. OD: optical delay, VOA: variable optical attenuator. 
Fig. 4.16. Wavelength conversion experiment results, bit pattern (left column), eye diagram (mid-
dle column) and spectra with the filter shape (right column). Spectra are centered at the CW car-
rier frequency fcw. (a) Inverted converted signal after SOA, (c)-(d) RS, BS and combined signal. 
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The wavelength conversion with simultaneous pattern effect removal works as follows. A 
data signal modulates both the gain and the refractive index of the SOA, thereby impressing 
the information in an inverted manner onto another continuous wave (cw) signal. Fig. 4.16(a) 
shows the pattern and power spectrum of the inverted cw signal behind the SOA. The leading 
edges of the converted light pulses are spectrally red-shifted (RS) whereas the trailing edges 
are blue-shifted (BS). In our scheme we now split off the RS and the BS spectral components. 
The respective pattern and spectra are depicted in Fig. 4.16(b) and (c). It can be noticed that 
the two signals have complimentary pattern effects. The signal qualities of the respective sig-
nals are 13.0 and 7.9 dB. While the RS pattern shows an overshoot in the first bit in a se-
quence of “1”s, the BS pattern undershoots particularly the first bit in a long sequence of “1”s. 
When the two signals are combined – after introducing a proper delay and attenuation onto the 
RS signal – the two complimentary patterns compensate to each other, resulting in a non-
inverted signal with a signal quality of as much as 17.8 dB. The pattern, eye diagram and the 
spectrum of the combined, wavelength converted signal are shown in Fig. 4.16(d).  
In the experiment, a 33% RZ data signal at a bit rate of 40 Gbit with an average power Pin 
between − 5 and 12.7 dBm and a carrier wavelength λin = 1530 nm is launched into the SOA. 
The pseudo-random data with a sequence length of 112 1−  has a quality factor Q2 = 19.8 dB. A 
cw signal with Pcw between − 4 and 16 dBm and cw 1536 1nmλ = .  is coupled into the SOA. It 
becomes the wavelength converted signal. The bulk SOA of length L = 2.6 mm was biased at 
I = 750 mA. The non-saturated and saturated gain was 23 and 3 dB. The SOA recovery time 
(10% to 90% ) is ∼45 ps and the polarization sensitivity is 0.5 dB. The plots in Fig. 4.16 have 
been recorded with a signal input power of 12.7 dBm and a cw power of 16 dBm. However, 
the input dynamic range of the device is large and similar results (Q2-factors of 16 dB) were 
obtained with input and cw signals of − 4 dBm. We will discuss this result later. This is not yet 
as good as in [46] but also, the current setup is built with lossy discrete components.  
For this experiment we used two thin-film optical filters to realize the PROF. The parame-
ters of the detuned filters are given in Table 4.1, and the filter passbands are also depicted in 
Fig. 4.16(b) and (c).   
Table 4.1. Parameters of filters used. PMD: polarization mode dispersion. 
Filter  Center λ  [nm]  0.5 dB bandwidth 30 dB bandwidth [nm]  PMD [ps] 
RSOF  1536.683  1.002  2.121  ≤  0.10  
BSOF  1535.352  1.035  2.148  ≤  0.10  
 
The optimum mode beating between red- and blue-chirped signals is obtained when two 
signals have similar amplitudes and the time delay between the red- and blue-chirped signals 
vanishes [46]. In our case, we attenuated and delayed the red-chirped signal by ∼ 5 dB and 
~10 ps with respect to the blue-chirped signal. The transfer function of the optimized PROF 
has been measured. In Fig. 4.17(a) and (b), the transmission spectrum and group delay spec-
trum are depicted as solid lines. The ideal PROF filter transmission spectrum as derived from 
a calculation (Eq. (4.11)) is plotted into the same figure (dashed lines). The PROF filter used 
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in the experiment and the ideal filter are fairly similar. The Q2-factors reported in Fig. 4.16 
were recorded for the best combined signal. In our case, by varying the position of the filters, 
the Q2-factor of the BS signal can be as good as 9.9 dB, while the Q2-factor of the RS signal 
can not be improved beyond the 13dB reported above.  
Fig. 4.17. (a) Transmission spectrum of PROF (dashed lines: calculated; solid line: used in ex-
periment). (b) Group delay of the PROF used in experiment. The dashed line is obtained from lin-
ear fit. 
Complementary Pattern Effects in the XPM-induced Chirp 
Now we investigate the complementary pattern effects in the XPM-induced red and blue 
chirp of the inverted signal. The complementary pattern effects have their origin in the carrier 
dynamics of the SOA. We therefore used an SOA model from Chapter 2 that encompasses 
both slow and fast carrier recovery effects. The parameters in Appendix B were adapted for 
the current SOA and validated experimentally. Two second-order Gaussian filters with a 3dB 
bandwidth of 120 GHz were used as the RSOF and the BSOF in the simulation to select the 
spectral components. Simulation results are given in Fig. 4.18. An exemplary input data signal 
with a bit pattern “0111”, Fig. 4.18(a), is launched into the SOA. Fig. 4.18(b) shows the gain 
evolution with time. The gain decreases with the leading edge of each input pulse and recov-
ers with the falling edge of each pulse. Further, with each sub-sequent bit the SOA gain 
gradually saturates. Due to Kramers-Kronig relation, a gain change is always accompanied by 
a phase-shift ΔφNL, whose variation per time increment Δt in consequence determines the in-
stantaneous frequency shift Δf (i.e. chirp, see formula of Fig. 4.18(c)). The leading edges of 
the input pulses induce a red chirp, while the trailing edges induce a blue chirp, Fig. 4.18(c). 
As we will see below, these two chirps have different pattern dependences. 
We first study the pattern dependence of the signal after the RSOF. The first “1” bit in the 
pulse train induces a strong carrier depletion and a large gain reduction Fig. 4.18(b). A strong 
carrier-depletion induces a large phase-shift ΔφNL and consequently a large red chirp on the 
leading edge, Fig. 4.18(c). For subsequent “1” pulses, the SOA does not fully recover. The 
gain for subsequent “1” pulses is smaller than for the first “1” bit. Therefore the carrier deple-
tion decreases. As the gain reduction due to the carrier depletion decreases, the induced red 
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of the RSOF filter transfer function (see 1,2,3 in Fig. 4.18(d)), and the increasing gain satura-
tion create a bit pattern with decreasing power level, shown in Fig. 4.18(e) bottom.  
Fig. 4.18. Complementary pattern effects by frequency-amplitude conversion through differently 
centered filters. (a) Input data pulse train. (b) Simulated gain evolution in SOA and (c) induced 
frequency chirp in the inverted signal. (d) Schematic filter shape of the BSOF and the RSOF. (e) 
Pattern dependence in blue and red-spectral components after sending signal (b) with chirp (c) 
through filter plotted in (d). Dashed lines in (a), (b) and (c) indicate the time positions of the input 
three pulses. 
 
The bit pattern of the signal behind the BSOF can be understood as follows. The gain re-
covers with the trailing edge of the first “1” pulse, creating a blue chirp. With subsequent bits 
launched into the SOA, the SOA is further saturated and the overall gain G decreases with 
following “1” bits. In turn the carrier depletion due to stimulated emission is now weaker 
while the current injection is unchanged. As a consequence, the carrier recovery rate is faster 
for subsequent pulses. This leads to a stronger blue-chirp as also observed in the simulation 
depicted in Fig. 4.18(c). By positioning the strongest blue-chirped signals closest to the center 
of the BSOF passband, Fig. 4.18(d), transmission of the strongest chirped pulse is favored. 
This leads to an increasing power level for the tails of longer patterns, shown in Fig. 4.18(e) 
top. The coherent superposition of the red- and blue-shifted signal with opposite patterns then 
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as the frequency-amplitude conversion at the slope of the BSOF can overcompensate the gain 
saturation. Simulations show that results do not change for a 3 dB filter bandwidth of 80 to 
220 GHz.  
Large Power Dynamic Range and Wavelength Tolerance 
The PROF scheme uses both the red- and blue-shifted spectral components, thus keeps all 
the information in the spectrum. This advantage leads a to a large input power dynamic range, 
in which a good signal quality is kept. In our experiments, we obtained a Q2-factor of 15.8 dB 
with an input power (λin = 1530 nm) of as low as − 4.3 dBm while a cw power (λcw = 1536.1 
nm) is − 4 dBm. At an input data power of 12.9 dBm, which is the available maximum in our 
experiment, and a cw power of 14.7 dBm, we also got a Q2-factor of 18.2 dB. In fact, 
throughout this input power dynamic range of at least 17.2 dB with an adjustment of the cw 
power, we always got Q2-factors above 15.6 dB, shown in Fig. 4.19. Note that the cw power 
adjustment for respective input data powers was stopped as long as we have a Q2-factor above 
15.6 dB. All of Q2 values were measured with a bit-error rate test (BERT) and then interpo-
lated from the inverse complementary error function. Yet, as it is not clear on what noise dis-
tribution we have after an all-optical wavelength conversion operation. The Q2 values may 
differ based on the method used. However, the quantitative values given here are still indica-
tive for the quality of the signal.  
 
Fig. 4.19. Signal qualities of the converted signal for various input data powers without adaptation 
of filter parameters but with adaptation of the cw input power levels, while λin = 1530 nm and λcw = 
1536.1 nm. Eye diagram for Pin = − 4.3 dBm and 9.9 dBm are given in (a) and (b) respectively. 
Except a large input power dynamic range, the PROF scheme features a large tolerance of 
the operating wavelength. In the experiment, we kept the input power Pin = 12.9 dBm at λin = 
1530 nm and the cw power Pcw = 14.7 dBm, while the operating wavelength of the cw signal 
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Fig. 4.20. We see that a wavelength tolerance for a Q2-factor above 15.6 dB is about 0.29 nm. 
Eye diagram for λcw = 1536.05 nm, 1536.15 nm and 1536.3  nm are given in Fig. 4.20(a), (b) 
and (c) respectively. All the eyes are clean and open.  
 
Fig. 4.20. Signal qualities of the converted signal for various cw wavelengths without adaptation of 
filter parameters, while the cw power Pcw = 14.7 dBm and the input power Pin = 12.9 dBm at 
λin = 1530 nm. Eye diagrams for λcw = 1536.05 dBm, 1536.15 dBm and 1536.3 nm are given in (a), 
(b) and (c) respectively. 
We now look more closely at the converted signals in this 0.29 nm operation range. Ex-
emplary patterns and spectra of the converted signals at λcw = 1536.05 nm, 1536.15 nm and 
1536.3 nm are given in the right and left columns of Fig. 4.21(a), (b) and (c). At λcw = 1536.15 
nm, Fig. 4.21(b), the pattern effect is almost totally suppressed, while the spectrum is more or 
less alike an on-off keying (OOK) signal. At λcw = 1536.05 nm in Fig. 4.21(a), there is still a 
residual pattern effect, especially at the first bit “1” after some “0”s. At λcw = 1536.3 nm in 
Fig. 4.21(c), the pattern effect is also not observable. However, it is obtained at the expense of 
part of the spectrum. We can see in Fig. 4.21(c) that the blue part of the signal spectrum is 
suppressed. This leads to a broadening of the output pulses and a limited transmission dis-
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Fig. 4.21. Bit pattern and spectra of wavelength converted signals for different center wavelengths 
λcw after a fixed pulse reformatting optical filter (PROF). Note that the spectra are plotted on the 
demodulated frequency axis, with a modulation wavelength 1536.1 nm. The dashed lines in right 
figures are one band-pass filter (BPF) with a 1 nm FWHM-bandwidth. 
Last but not least, we look at how the mode beating effect influences the combined sig-
nals. With respect to the red-shifted signals, Fig. 4.22(a), the blue-shifted signals are delayed 
from −20 ps to 20 ps, Fig. 4.22(b). Note that all of the time delays are the relative values to 
the optimum time delay for the results shown in Fig. 4.16. The combined signal, Fig. 4.22(c), 
still shows a Q2-factor of 15.6 dB for a relative time delay of − 10 ps. This is the case, where 
there is almost no absolute time delay between the red- and blue-shifted signals, since the op-
timum time delay for Fig. 4.16 is ∼10 ps. However, the pulse width in this case is wider. This 
observation confirms the discussion in section 4.2.1.  
 
(a) λcw = 1536.05 nm
 (b) λcw = 1536.15 nm
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Fig. 4.22. Results from (a) red-shifted signals and (b) blue-shifted signals with different time de-
lays in-between to (c) combined signals, where all of the time delays are the deviations from the 
optimum time delay. 
 
4.3 Pattern Effect Mitigation Technique Using Red or Blue-Shift 
Optical Filters 
The PROF scheme exploits the fast chirp effects in the converted signal after the SOA and 
uses both the red- and blue-shifted spectral components, while schemes with a single red- or 
blue-shift filter [44], [49] and [62] reject part of the spectrum. This leads to a low power level 
of the filtered signal, which limits the signal quality if a receiver is applied. From an informa-
tion technological point of view, rejection of spectral components with information should be 
also avoided.  
Nevertheless, the schemes with single blue-shift or red-shift filter are attractive due to 
their demonstrations at a transmission speed as high as 320 Gbit / s [50] and their long-haul 
transmission over 42 Nodes and 16,800 km [44]. Indeed, as pointed out before, the opposite 
pattern effect between blue chirp and gain saturation can be utilized as pattern mitigation 
technique as well [49] and [62]. However, so far it is not clear, how a red-shift filter sup-
presses the pattern effect in SOA-based wavelength conversion.  
In the following, we will first discuss the schemes using a blue- or red-shift optical filter. 
Then we will compare the results by using three types of filters.  
4.3.1 Scheme with a Blue or Red Shifted Optical Filter 
Working Principle 
(a) Red shifted signal
(b) Blue shifted signal detuned by:
(c) Combined signal with a bit pattern: 01010001111001000101 







Eye: Q2 = 15.6 dB
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We first consider the wavelength conversion assisted by a blue-shift optical filter (BSOF). 
We show that by detuning the BSOF to different positions inverted or non-inverted converted 
signals are achievable. The working principle is explained in Fig. 4.23.  
Fig. 4.23. Working principle of using differently centered blue-shift optical filters (BSOFs) to re-
shape (a) an inverted pulse after SOA into (c, case I) an improved inverted pulse and (c, case II) a 
non-inverted pulse. Seen in (b, case I), the blue-chirped component passes through the filter, the 
optical carrier is slightly attenuated and the red-chirped component is mostly blocked. Seen in (b, 
case II), the blue-chirped component passes through the filter, while other spectral components 
are blocked. 
Fig. 4.23(a) illustrates the intensity and the frequency chirp of the output signal after an 
SOA. As the BSOF is detuned to the position (I), left figure in Fig. 4.23(b), the blue-shifted 
spectral component passes the filter, while the red-shifted spectral component is mostly 
blocked and the center spectral component is attenuated slightly. Therefore the signal at dif-
ferent times sees different transmission of the filter. In the carrier depletion regime, the signal 
experiences a red chirp, Fig. 4.23(a). The broadened signal spectrum is now out of the pass-
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regime, a blue chirp is imposed onto the signal. So the signal passes. In an ideal case, the un-
modulated signal (not-chirped spectral component) is attenuated so that the output intensity 
after the filter is equalized to the blue-chirped one. The output signal, as case (I) in Fig. 4.23 
(c), is then an inverted signal but with an improved extinction ratio.   
Positioning of the BSOF into higher frequency range can also make a non-inverted output 
signal be possible. In the case (II) in Fig. 4.23(b), both center and red-chirped spectral compo-
nents are blocked by the BSOF. Only the blue-chirped spectral component can pass. As a re-
sult, the output signal after the BSOF has a non-inverted waveform, case (II) in Fig. 4.23(c).  
The working principle of using a red-shift optical filter (RSOF) is same to that of using a 
BSOF, Fig. 4.23, except the center frequency of the RSOF is now lower than the cw fre-
quency.  
Experimental Results 
The discussion above was confirmed with experiments. The BSOF experiment setup is 
almost same to the PROF scheme in Fig. 4.15, except the upper RSOF part is blocked. The 
two 50:50 couplers were kept, in order to compare results by using the BSOF, the RSOF and 
the PROF. In Fig. 4.24, we plotted the wavelength conversion results after differently posi-
tioned BSOFs. The wavelength offset of the BSOF λ′0,B – λ0,B varies from – 0.3 nm to 0.3 nm, 
(a)-(g) in Fig. 4.24(I). Note that the BSOF center wavelength λ0,B, i.e. λ′0,B – λ0,B = 0, was cho-
sen for a best non-inverted output signal. Fig. 4.24(II) and (III) are evolution of the waveform 
polarities and eye diagrams of the converted signals. As expected, a good inverted signal was 
also got at λ′0,B – λ0,B = 0.3 nm, at which the center spectral component passes through the 
BSOF. Note that detuning λ′0,B was realized by detuning the cw center wavelength λcw.   
Fig. 4.24. (I) Wavelength offset of the blue-shift optical filter (BSOF), λ′0,B – λ0,B, from – 0.3 nm to 
0.3 nm. (II) and (III) are evolution of the waveform polarities and eye diagrams of the converted 
signal. 
Pattern Effect Mitigation Techniques in Wavelength Converters Assisted by an Optical Filter 
 
78 
Fig. 4.25. (I) Wavelength offset of the red-shift optical filter (RSOF), λ′0,R – λ0,R, from − 0.4 nm to 
0.2 nm. (II) and (III) are evolution of the waveform polarity and eye diagrams of the converted 
signal. 
We now discuss the evolution of the signal waveforms after a RSOF. The experiment 
setup was changed by blocking the lower BSOF part in Fig. 4.15. Either inverted or non-
inverted converted signal were also got in the experiment, shown in Fig. 4.25. The wavelength 
offset of the RSOF λ′0,R – λ0,R varies from − 0.4 nm to 0.2 nm, (a)-(g) in Fig. 4.25(I). Fig. 
4.25(II) and (III) are evolution of the waveform polarity and eye diagrams of the converted 
signal. The offset λ′0,B – λ0,B = 0 is the position, where a good non-inverted signal was got. A 
good inverted signal was then got as λ′0,B – λ0,B = − 0.40 nm, which means that the cw spectral 
component moves into the RSOF passband.  
 
4.3.2 Comparison of Pattern Effect Mitigation Techniques Using Optical 
Filters 
Pattern effect mitigation using a blue-shift optical filter 
We now focus on the quality of the non-inverted signal after the filter. In the BSOF ex-
periment, we varied the cw center wavelength λcw, effectively detuning the BSOF. The Q2-
factors were only measurable as λcw varies between 1536.0 nm and 1536.15 nm, and are com-
pared in Fig. 4.26. Eye diagrams for λcw = 1535.95 nm, 1536.05 nm, and 1536.15 nm are given 
in Fig. 4.26(a), (b) and (c). The corresponding patterns and spectra of the converted signals 
are given in the right and left columns of Fig. 4.27(a), (b) and (c). The power transmissions of 
the fixed BSOF and the 1 nm wide bandpass filter (BPF) centered at λcw = 1536.1 nm are also 
plotted in Fig. 4.27. Note that the spectra are plotted on the baseband frequency axis, with a 
modulation wavelength 1536.1 nm.  
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Fig. 4.26. Signal qualities of the blue-shifted signal for various cw wavelengths without adaptation 
of filter parameters, while the cw power Pcw =14.7 dBm and the input power Pin =12.9 dBm for λin = 
1530 nm. Eye diagrams for λcw = 1535.95 nm, 1536.05 nm and 1536.15 nm are given in (a), (b) and 
(c) respectively. 
We see that the largest Q2-factor in Fig. 4.26 is only 9.5 dB. This is mostly because the 
blue-chirped spectral component is usually weak, seen in right figure of Fig. 4.16(a). This 
limits the extinction ratio of the non-inverted converted signal after the BSOF. We also see 
that the pattern effect is more or less mitigated for the decreasing λcw, Fig. 4.27(I,c)-(I,a). 
However, as the converted signal moves into the passband of the BSOF, the data polarity 
transforms from the non-inverted to the inverted format. At a wavelength λcw = 1536.05 nm 
and λcw = 1536.15 nm in Fig. 4.27(I,b) and (I,c), the frequency-amplitude conversion at the 
slope of the BSOF overcompensated the gain saturation effect. This is exactly the effect which 
we utilized in the PROF scheme. For the BSOF scheme, the overcompensated pattern effect 
tells that the BSOF slope close to the cw wavelength is too steep. So, if a less steep BSOF is 
used, the frequency-amplitude conversion at the slope of the BSOF can compensate the gain 
saturation effect. The pattern effect is then mitigated after the BSOF. 
(a) cw = 1535.95 nm
(b) cw = 1536.05 nm
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Fig. 4.27. Pattern effects and spectra of the blue-shifted signal with different center wavelengths 
λcw after a fixed red shift optical filter (BSOF) and a 1 nm wide bandpass filter (BPF) centered at 
λcw = 1536.1 nm. The pattern effect is mitigated for the decreasing λcw, as the converted signal 
moving into the passband of the BSOF, but the data polarity transforms from the non-inverted to 
the inverted format. Note that the spectra are plotted on the demodulated frequency axis, with a 
modulation wavelength 1536.1 nm. 
Pattern effect mitigation using a red-shift optical filter 
We now consider the wavelength conversion assisted by a RSOF. By varying the cw cen-
ter wavelength λcw between 1536.0 nm and 1536.4 nm, which effectively detunes the BSOF, 
we measured the Q2-factors and compare them in Fig. 4.28. We can see a wavelength toler-
ance of ∼ 0.2 nm for a Q2-factor above 15.6 dB. Eye diagrams for λcw = 1536.05 nm, 1536.3 
nm, and 1536.4 nm are given in Fig. 4.28(a), (b) and (c). The corresponding exemplary pat-
terns and spectra of the converted signals are given in the right and left columns of Fig. 
4.29(a), (b) and (c). The power transmissions of the fixed BSOF and the 1 nm wide bandpass 
filter (BPF) centered at λcw = 1536.1 nm are also plotted in Fig. 4.29. Note that the spectra are 
plotted on the demodulated frequency axis, with a modulation wavelength 1536.1 nm. 
(a) λcw = 1535.95 nm
 (b) λcw = 1536.05 nm
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Fig. 4.28. Signal qualities of the red-shifted signal for various cw wavelengths without adaptation 
of filter parameters, while the cw power Pcw = 14.7 dBm and the input power Pin = 12.9 dBm for λin 
= 1530 nm. Eye diagrams for λcw = 1536.0 nm, 1536.1 nm and 1536.3 nm are given in (a), (b) and 
(c) respectively. 
While the RSOF is mainly used to suppress the center spectral component, to have a non-
inverted waveform, the pattern effect compensation at λcw = 1536.3 nm is achieved by utiliz-
ing the 1 nm wide BPF. From the filter transmission spectra (dashed lines) shown in Fig. 
4.29(II), the strongest red-chirped signals always experience the lowest transmission. As 
shown in Fig. 4.18(c), the strongest chirp happens in the leading pulse of a long pattern. Such 
a long pattern also experiences a pattern effect in the gain, decreasing over the time shown in 
Fig. 4.18(b). The superposition of opposite pattern effect between the red-chirp induced fre-
quency-amplitude conversion at the slope of the BPF and the gain saturation then leads to the 
pattern effect compensated output, as λcw = 1536.3 nm in Fig. 4.29(b), and also an open eye, 
Fig. 4.28(b). This leads to a Q2-factor of 17.1 dB, as given in left part of Fig. 4.28. 
Now, the frequency-amplitude conversion at the slope of the BPF can be clearly compared 
by varying the position of the red chirp on the filter slope. As shown in Fig. 4.29(a), the red 
chirps still locate on the relative flat slope. This leads a weak frequency-amplitude conversion 
due the red chirp. The output signal still shows a pattern effect due to the gain. On the other 
hand, if the red chirp is on the more steep slope of the filter, the output signal is even over-
compensated, Fig. 4.29(c).  
Thus, a practical RSOF reshaping the converted signal and compensating the pattern effect 
simultaneously should comprise two optical filters. The first filter should suppress the center 
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such that the strongest red chirp experiences the minimum transmission, to induces an oppo-
site pattern effect to the gain saturation. As a result, a non-inverted signal appears after the 
filter, and the pattern effect can also be mitigated. 
Fig. 4.29. Pattern effects and spectra of the red-shifted signal with different center wavelengths λcw 
after a fixed red shift optical filter (RSOF) and a 1 nm wide bandpass filter (BPF) centered at λcw 
= 1536.1 nm. The pattern effect is compensated at (b) λcw = 1536.3 nm, while not compensated at (a) 
λcw = 1536.1 nm and over-compensated at (c) λcw = 1536.4 nm. In addition, the DC component in 
the converted signals increases for the increasing λcw, as the converted signal moves into the pass-
band of the RSOF. Note that the spectra are plotted on the demodulated frequency axis, with a 
modulation wavelength 1536.1 nm. 
Comparison to the scheme using a pulse reformatting optical filter 
In summary, the quality factors of the red-shifted (RS) signals after a RSOF, the blue-
shifted (BS) signals after a BSOF and the combined signals after a PROF are compared in 
Fig. 4.30(I). Fig. 4.30(II) shows the signal spectra for λcw = 1536.05 nm, 1536.15 nm and 
1536.3 nm. We see that a good signal with a center wavelength above 1536.2 nm is mainly 
contributed by the red-shifted signal. This is also confirmed by the signal spectrum for λcw = 
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Q2-factor of the red-shifted signal decreases below 10 dB. However, the combined signal still 
has a Q2-factor of ∼ 16 dB. This is thanks to the pattern compensation technique utilizing the 
complementary pattern effects between the red and blue chirp. This technique is realized by 
using a PROF and a bandpass filter. This scheme gives a wavelength tolerance of about 0.29 
nm for a Q2-factor above 15.6 dB. Note that the blue-shifted signals got in our experiment 
were not good. The measurable Q2-factors for λcw from 1536.0 nm to 1536.15 nm were below 
10 dB. This is due to the weak blue-chirped component got from the XPM in the SOA. If a 
strong blue chirp is got and a BSOF is carefully selected as in [49], we expect a larger wave-
length tolerance by combining the red-shifted and blue-shifted signal in the PROF scheme.  
Fig. 4.30. Signal qualities of the converted signal for various cw wavelengths without adaptation of 
filter parameters, while the cw power Pcw = 14.7 dBm and the input power Pin = 12.9 dBm at λin = 
1530 nm. Spectra of combined signals for λcw = 1536.05 nm, 1536.15 nm and 1536.3 nm are given 
in (a), (b) and (c) respectively. In comparison, the spectra of blue-shifted part (BSP) and red-
shifted part (RSP) before they are combined are also plotted in the respective figures. Note that 







































(b) cw = 1536.15 nm





(I) Q 2 vs detuning cw
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5 Wavelength Conversion Using an SOA-based Sagnac 
Loop 
All-optical wavelength converters based on the Sagnac interferometer configuration with a 
semiconductor optical amplifier (SOA) are very well suited for non-return-to-zero (NRZ) 
wavelength conversion [19], [30] and [87]. The NRZ modulation format gains interests due to 
the simplicity of this transmission format, its reasonable dispersion tolerance and spectral ef-
ficiency. As an interferometric configuration, the Sagnac loop can output signal with a good 
extinction ratio, [12] and [31].  
The SOA-related pattern effect can also be mitigated by using the Sagnac loop. The idea 
behind is simple [19]: The SOA’s output power and phase are proportional to a moving aver-
age (i.e. an integral) over the input power. The SOA is integrated in a Sagnac interferometer. 
If the phase relation in the loop is correctly set, the Sagnac interferometer is to differentiate 
the SOA’s output and to restore the shape of the incident signal. This working principle is 
similar to the usage of a delay interferometer (DI) after the SOA in Chapter 4, where the low-
pass characteristic of the SOA is equalized by the high-pass characteristics of the DI.  
Operating with the SOA in the Sagnac loop also offers one advantage: The SOA can oper-
ate at a relatively slow speed, and since the output is proportional to the integral over the input 
signal high frequencies, noise is washed out. This integration over the input signal leads a 
signal regeneration. The expression of the output with an integral over the high-frequency 
component of the input signal has been given in [19] and [31], and is outlined in Appendix E.  
The operation principle of the NRZ wavelength conversion using the Sagnac loop has 
been discussed in [19] and [88]. Yet, good performance is only obtained if an SOA with 
proper physical characteristics, such as the XGM and XPM, is selected. In those references 
[19] and [88], the influence of the SOA properties, especially the SOA carrier recovery time, 
on the performance of the wavelength conversion has neither been discussed nor been well 
understood.  
In this Chapter, we show how operation speed and SOA dynamics are related. Most sur-
prisingly we find in the simulation that SOA recovery times should neither be too fast nor be 
too slow for a particular operation speed. More specifically, it is shown that a carrier recovery 
time between 2 and 3 times of one bit duration will give an optimum output NRZ signal. Fur-
ther, the influence of the SOA length on the performance is discussed. We find that short 
SOAs are preferred to be used in the Sagnac loop.  
5.1 Theory 
In this section, we introduce the configuration and operation principle of the wavelength con-
version using the Sagnac loop. We start from a Sagnac interferometer working as a nonlinear 
fiber-loop mirror. The introduction is then extended to the wavelength conversion using a 
Sagnac loop. 
 





Fig. 5.1 shows schematically how a fiber coupler can be used to make a Sagnac interfer-
ometer. It is made by connecting a piece of long fiber to the two output ports of a fiber cou-
pler to form a loop. The input optical signal is spit into two counterpropagating parts that 
propagate through the same optical path and interfere at the coupler coherently. These two 
counterpropagating parts are also termed as a clockwise propagating signal and a counter-
clockwise propagating signal. The relative phase difference between these two counterpropa-
gating signals determines whether an input signal is reflected or transmitted by the Sagnac 
interferometer. Ideally, if a 3-dB fiber coupler is used, any input is totally reflected. In this 
case, the Sagnac loop acts as a perfect mirror. For this reason, such a device is called as a fi-
ber-loop mirror.  
A Sagnac loop can be also used as a fiber-loop reflector, if a birefringent element is inte-
grated in the loop. The birefringent element introduces a phase difference between two coun-
terpropagating signals. Thus, the input signal passing through the Sagnac loop can be guided 
to the transmission port or to the reflection port in Fig. 5.1, depending on the choice of the 
birefringent element. The configuration and principle are given in Appendix D. 
Fig. 5.1. Scheme of a Sagnac interferometer working as a nonlinear fiber-loop mirror. 
A Sagnac interferometer can also be used to realize all-optical wavelength conversion, if a 
nonlinear element such as an SOA is integrated in the Sagnac interferometer. A probe signal 
launched in the input port is split into counterpropagating parts passing through the nonlinear 
element. In this nonlinear element, either cross-gain or cross-phase modulation effects can be 
exploited. These nonlinear effects are induced by another input signal, also called as control 
signal. The transmission of the probe signal from the input port to the transmission port is 
then controlled by the control signal. In other words, the wavelength conversion is performed.  
Wavelength converter using a Sagnac loop 
The wavelength conversion scheme using a Sagnac loop is shown in Fig. 5.2. An SOA is 
asymmetrically arranged in the Sagnac loop, offset by a time delay ΔΤ / 2 away from the cen-
ter of the Sagnac loop. A coupler C1 splits a continuous wave (CW) signal with wavelength 
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λ1 into two counter-propagating CW waves. They are termed as clockwise propagating wave 
c
cwP  and counter-clockwise propagating wave 
cc
cwP , with superscripts “c” and “cc”
14, respec-
tively. Another coupler C2 introduces an input data signal at a wavelength λ2 into the Sagnac 
loop. This input signal induces nonlinear amplitude and phase changes on the two counter-
propagating waves through the SOA. The two counter-propagating waves combine in the 
coupler C1 and form a wavelength converted signal Pout. A bandpass filter centered at λ1 is 
then used at the output to block the transmitted input data signal. A polarization controller 
PC1 is used to control the polarization of the CW signal. Another polarization controller PC2 
is connected on the right-hand side of the Sagnac loop and close to the coupler C1.   
Fig. 5.2. All-optical wavelength conversion scheme by applying an SOA-based Sagnac loop. An 
SOA is asymmetrically located in the Sagnac loop, offset by a time delay of ΔΤ / 2. PC1 and PC2 
are polarization controllers, and C1 and C2 are couplers. By exploiting the cross-gain and cross-
phase modulation effects, an input signal Pin at the wavelength λ2 is converted to an output signal 




cwϕΔ  are the power and phase of the CW signals inside of the Sagnac loop, where the 
superscripts “c” and “cc” denote the clockwise and counter-clockwise propagating cw signal re-
spectively. 
To understand the operation principle of this type of wavelength converter, the polariza-
tion controller PC2 needs more explanations. The polarization controller PC2 is a birefringent 
device, which adds a phase difference ψ between the two counter-propagating waves, [19] 
and [88]. The polarization controller PC2 works similar to the phase shifter used in the Mach-
Zehnder interferometer [38] or in the delay interferometer [42]. It is often that the polarization 
controller PC2 is a waveplate15, which has a retardation φ and an orientation θ. In the Carte-
                                                 
14Note that the superscript “cc” is not the term c.c. used in Eq. (2.9), which indicates the complex conjugate field 
component. 
15Waveplates – also known as retardation plates – are optical elements that create a phase shift in the transmitted 
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sian coordinate system, the orientation θ is the angle of the fast axis e with respect to the y-
polarization direction of the complex field, seen in Fig. 5.3. The retardation φ is the phase lead 
of the field component on the fast axis e with respect to the field component on the slow axis 
o of the birefringent medium (in a so-called half waveplate, the phase lead is 180°).   
Fig. 5.3. The orientation θ of the fast axis e with respect to the y-axis. 











= ,     (5.1) 
where the elements of the Jones matrix are16:   
 2 2exp( j )sin cosxxJ φ θ θ= + ,    (5.2) 
 [exp( j ) 1]cos sinxy yxJ J φ θ θ= = − ,    (5.3) 
 2 2exp( j ) cos sinyyJ φ θ θ= + .    (5.4) 
Here the polarization dependent losses are neglected. Details of Jones matrix for a waveplate 
can be found in Appendix D.  
5.1.2 Wavelength Conversion for Non-Return-to-Zero Modulation Signal 
In the section, we explain how an SOA-based Sagnac loop performs wavelength conver-
sion for a non-return-to-zero (NRZ) modulation signal. The optical field at an angular fre-
quency ω0, or at the wavelength λ, is denoted by 0 0( ) ( )exp[ j( )]E z t A z t t zω β, = , − , where 
0 2 rnβ π λ= /  is the real propagation constant and rn  is the refractive index. 
( ) ( ) exp[ j ( )]A z t P z t z tϕ, = , Δ ,  is the slowly-varying envelope associated with the optical 
power ( )P z t,  and the optical phase shift Δϕ(z,t). By assuming the optical phase in the station-
                                                 
16Neglecting the polarization dependent losses in the waveplate, the elements of a Jones matrix fulfill the unitary 
condition 2 2 2 21 1 0xx yx xy yy xx xy yx yyJ J J J J J J J
∗ ∗| | + | | = ,| | + | | = , + = .  
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ary state is zero, Δϕ(z,t) is then the nonlinear phase shift picked up by the signal when propa-
gating to the position z inside the SOA. For an SOA with a length of L, the phase shift Δϕ at 
the output z = L is thereby related to the refractive index change Δnr (as a function of the car-
rier density N) by ( )
0
( ) ( 2 ) ( ) d
L
rt n N z t zϕ π λΔ = − / Δ ,∫ . Similarly, the single pass gain17 G(t) of 
an SOA is related to the net gain g by ( )
0
( ) exp( ( ) d )
L
G t g N z t z= ,∫ . Note that the change of 
the refractive index Δnr and the gain G are dependent on the input power. The power gains for 
the clockwise and counter-clockwise propagating CW signals are ccwG  and 
cc
cwG , and the phase 
shifts of these two signals after the SOA are ccwϕΔ  and 
cc
cwϕΔ , see Fig. 5.2. As derived in [88], 
the intensity transmission T of the CW signal from the input port to the transmission port of 
the coupler C1, Fig. 5.2, is given as  
 ( )c cc c cc cc ccw cw cw cw cw cw1 2 cos4T G G G Gγ ϕ ϕ ψ
⎡ ⎤= + − Δ − Δ + ,⎣ ⎦   (5.5) 
where   
 2 2 2 2[cos (2 ) cos sin (2 )] [sin sin(2 )sin(2 )]γ θ φ θ φ α θ= + + ,   (5.6) 
 1 2 2
sin sin(2 )sin(2 )tan
cos (2 ) cos sin (2 )
φ α θψ
θ φ θ
− ⎛ ⎞= .⎜ ⎟+⎝ ⎠
    (5.7) 
In Eq. (5.6) and (5.7) the coefficient α is the absorption of the fiber link in the Sagnac loop. 
Note that the coupling loss through the coupler C2 can be included in the fiber link loss. As 
seen in Eq. (5.5), ψ is the phase offset for the transmission. By carefully adjusting retardation 
φ and orientation θ, one can control this phase offset [55] and also the relative phase between 
two counter-propagating signals.  
With Eq. (5.5)-(5.7), we now can discuss the operation principle of the wavelength con-
version for NRZ signals, shown in Fig. 5.4. The input data signal carrying information, Fig. 
5.4(a), induces nonlinear changes of the gain and the refractive index in the SOA. Both 
clockwise and counter-clockwise propagating signals, due to cross-gain modulation (XGM) 
and cross-phase modulation (XPM), pick up the nonlinear change of the gain and also experi-
ence the phase shift. The powers ccwP  and 
cc
cwP  and the phase shifts 
c
cwϕΔ  and 
cc
cwϕΔ  of two 
counterpropagating signals entering the coupler C1 are shown as dotted and dash-dotted lines 
in Fig. 5.4(b) and (c), respectively. We assume that the gain/phase fully reduce (with a hypo-
thetical 0 output power after a full gain reduction) or recover with the same time constant, e.g. 
2 times of one bit slot duration Τb, as shown in Fig. 5.4(b) and (c). Also, for the convenience 
of discussion, we assume that the gain/phase saturate and recover with a constant slope, while 
with an exponential slope in reality. In view of the asymmetrically located SOA in the Sagnac 
loop, Fig. 5.4(b) and (c) also show that the counter-clockwise propagating signal is delayed by 
ΔΤ with respect to the clockwise propagating signal, when they enter the coupler C1.  
                                                 
17 The subscript “s“ of Gs(t) in Eq.(2.30) is omitted. 
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Fig. 5.4. Illustration of the wavelength conversion for NRZ signals through a Sagnac loop shown 
in Fig. 5.2. For an input signal (a), the ccwP  and 
cc
cwP  and the phase shifts 
c
cwϕΔ  and 
cc
cwϕΔ  of two 
counterpropagating signals entering the coupler C1 are schematically shown as dotted and dashed 
lines in (b) and (c), respectively. In view of the asymmetrically located SOA in the Sagnac loop, the 
modulated counter-clockwise signal cccwP  is delayed by a time offset ΔΤ with respect to the modu-
lated clockwise signal ccwP , when they entering the coupler C1. By detuning the polarization con-
troller PC2, see Eq. (5.5), a proper phase offset ψ is added onto the clockwise propagating signal, 
solid line c
c w( ) 'ϕΔ  in (c). (d) shows phase difference between two counter-propagating signals 
without and with the phase offset ψ, dotted and solid lines. (e) shows output NRZ signals, where 
dotted and solid lines are results without and with the phase offset ψ. Τb is one bit slot duration.  
c c
cw cw( ) 'ϕ ϕ ψΔ = Δ −
cc c
cw cwϕ ϕΔ − Δ
c cc
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In the following, we explain how both XGM and XPM are utilized to form a nice wave-
length converted inverted NRZ signal. The inverted operation means that a bit 1 (mark) is 
converted to a bit 0 (space), or vice versa. 
We first look at the phase difference inside the loop and the output signal out of the loop 
when there is not a phase offset ψ  between two counter-propagating signals, dotted lines in 
Fig. 5.4(d) and (e). We have split the time interval between t /Τb = 1 to 7 into 4 time windows. 
In time windows A and C, where there are gain/phase saturation or recovery, the phase differ-
ence cc ccw cw 0ϕ ϕΔ − Δ ≠  due to the time delay between two counter-propagating signals. As 
shown in from Eq. (5.5), this non-zero phase differences leads to constructive interferences 
and to non-zero output pulses, dotted line in Fig. 5.4(e). In time windows B and D, where 
gain/phase saturation or recovery finishes, the phase difference cc ccw cw 0ϕ ϕΔ − Δ = . The output 
NRZ signal is then zero.  
Now, we discuss the fact that with a phase offset ψ this wavelength conversion scheme 
can output an inverted NRZ signal. The phase difference and the output signal are depicted as 
solid lines in Fig. 5.4(d) and (e), respectively. An ideal phase offset ψ from PC2 should be set 
as follows. 1) On the one hand, the phase difference cc c cc ccw cw cw cw( ) 'ϕ ϕ ϕ ϕ ψΔ − Δ = Δ − Δ +  during 
the gain/phase saturation regime (e.g. time window A in Fig. 5.4(d)) should be compensated to 
be zero. 2) On the other hand, the phase difference cc ccw cw( ) 'ϕ ϕΔ − Δ  during the gain/phase re-
covery regime (e.g. time window C in Fig. 5.4(d)) is enlarged as well as the constructive inter-
ference is enhanced.  
To output a nice inverted NRZ signal, the phase relation (i.e. XPM) should cooperate with 
the XGM effect. On the transitions depicted in Fig. 5.4(e), these two phase relations can per-
form a fast switching operation, while the gain saturations and the phase shifts depicted in 
Fig. 5.4(b) and (c) show much slower dynamics. In addition, as seen in time windows B and 
D in Fig. 5.4(d), the phase differences cc ccw cw( ) 'ϕ ϕΔ − Δ  are not zero any more. In fact, the 
phase difference is reset to the phase offset ψ. However, the output power in time window B 
is low due to the strong gain saturation, as shown in Fig. 5.4(b), while the output power in 
time window D is high since the gain is fully recovered. In total, the output signal is an in-
verted NRZ signal, Fig. 5.4(e), with respect to the input signal.  
We should mention that a non-inverted NRZ signal can also be output from the Sagnac 
loop. It is achieved by detuning the phase offset such that the phase difference cc ccw cw( ) 'ϕ ϕΔ − Δ  
is zero for the low level input pulses, e.g. time window C in Fig. 5.4(c). From Eq. (5.5), this 
phase detuning gives a destructive interference and in turn a low level output signal. On the 
other hand, the interference in the case of high level input pulse is now constructive and will 
give a relatively high level output signal. So a non-inverted signal is resulted. However, due to 
the gain saturation in the SOA for the high level input pulses, the extinction ratio of the non-
inverted output signal is not as good as for the inverted signal.  
The discussion above excludes the realistic carrier recovery dynamics, which plays an im-
portant role in the converting process in the SOA. In the realistic case, the ideal phase setting 
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condition, where cc ccw cwϕ ϕ ψΔ − Δ +  is zero for input bit ones, is not hold either for multiple 
input pulses or even during a single bit period. In the following, to determine the requirements 
on an SOA to provide best results from a Sagnac loop, we have to include the carrier recovery 
dynamics.  
5.2 Results with SOAs Having Various Carrier Recovery Times 
The carrier recovery time of an SOA is related to the low-pass characteristics of the SOA. A 
larger carrier recovery time represents a smaller bandwidth of the SOA transfer function. A 
Sagnac interferometer is to differentiate the SOA’s output and to restore the shape of the inci-
dent signal. At a required bit rate, a fixed Sagnac interferometer can only compensate the low-
pass characteristics of SOAs with certain carrier recovery time. Intuitively, a Sagnac interfer-
ometer may not compensate the low-pass characteristics of a very slow SOA, and it may 
overcompensate the low-pass characteristics of a very fast SOA.  
In this section, we will investigate the quality of the wavelength conversion using SOAs 
having various carrier recovery times in the Sagnac loop. The discussion is performed by us-
ing the SOA model given in Chapter 2. Thus, we take into account slow interband filling as 
well as fast intraband gain compression effects, e.g. spectral-hole burning (SHB), carrier heat-
ing (CH), and two-photon absorption (TPA), in the gain and phase dynamics.  
5.2.1 Characteristics of Various SOAs 
Applying the numerical SOA model from Chapter 2, we selected three SOAs with 10:90 
carrier recovery times of ∼ 76 ps, ∼ 52ps and ∼ 34 ps – but with identical gain spectra.  
The carrier recovery time is derived from the pump-probe experiment schematically 
shown in Fig. 5.5(a). A cw-probe signal and a pump pulse at another wavelength are launched 
into the SOA. The recovery times cited above really are the phase recovery times of the SOAs 
and not the gain recovery times. The reason that we choose the phase recovery times for refer-
ence is because the gain dynamics usually comprises both the ultrafast dynamics associated 
with SHB and CH as well as the slow band-filling effect – whereas the phase recovery mostly 
is influenced by the band-filling dynamics. The slow band-filling effect is the relevant process 
in our case at 40 Gbit/s. Thus, the factor αΝ associated with the band-filling effect in Eq. 
(2.37) is of importance.  
The respective SOAs, SOA1, SOA2 and SOA3 with 10:90 band-filling recovery times of 
∼ 76 ps, ∼ 52 ps and ∼ 34 ps have been obtained by varying the differential gain and bias cur-
rent of a generic SOA, Fig. 5.5(b). The cw-probe signal is at 1550 nm with a power level of 5 
dBm and The pump pulse is at 1558 nm with a peak power of 14.77 dBm (30 maw) and a 
pulse width of 8.33 ps (full-width at half maximum). The length of the active region of the 
SOAs is 1 mm and other SOA parameters are based on experimental data. Details of the pa-
rameters are given in Appendix B – except for αN that has been chosen to be a constant value 
5.  
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Fig. 5.5. (a) Schematic pump-probe experiment setup. (b) Phase recovery dynamics of three pre-
pared SOAs. (c) Gain spectra and (d) gain saturation characteristics. The CW power in (c) is −30 
dBm, while the wavelength of input CW signal in (d) is at 1550 nm. 
While these three SOAs have different phase recovery times, their gain spectra are identi-
cal, Fig. 5.5(c). Further, associated with the recovery time, these three SOAs show different 
gain saturation characteristics, shown in Fig. 5.5(d). The input saturation power gradually 
increases from SOA1 to SOA3. This observation coincides with the definition of the satura-
tion power in [2].  
 
5.2.2 Wavelength Conversion at 40 Gbit/s 
In this section, we will analyze the wavelength conversion with three respective SOAs at 
40 Gbit/s. Their performances are analyzed by launching a noise loaded PRBS signal in the 
Sagnac loop and by evaluating the best Q-factors at the optimum operation point of each 
wavelength converter. We observed that the best 40 Gbit/s wavelength conversion is obtained 
with SOA2, having a recovery time of 52 ps.  
Since the main interest in this work is the influence of the SOA dynamics, the power split-
ting ratios of the couplers used in the simulation are then fixed. Accordingly to those in an 
experiment [30], the power splitting ratio was chosen to be 50:50 for the coupler C1, while 
80:20 for the coupler C2 (co-propagating signal transmission 80%, input data signal transmis-
sion 20%). The deviation of these ratios in the respective couplers may modify the require-
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The input data signal used in the simulation is a noisy NRZ signal at an optical carrier of 
1558 nm, which is modulated with a PRBS sequences of 28 - 1 at 40 Gbit/s. The input data 
signal has an average power of 12 dBm and the CW signal has a power level of 3 dBm. The 
time delay ΔΤ has been set to 2 ps. All simulations have been carried out with the optical 
communication system simulator OptSim from RSoft, while the SOA model from Chapter 2 
has been implemented.  
Results with an SOA Having Moderate Recovery Speed 
Now we give our simulation results with the SOA2, which has a moderate recovery speed 
shown in Fig. 5.5. An input signal launched into a Sagnac loop, Fig. 5.6(a), generates a trans-
mitted and reflected signal at the respective outputs; see solid and dashed lines in Fig. 5.6(d). 
Note that only snapshots between 0.4 ns and 1.2 ns are shown. The transmitted signal is in-
verted with respect to the input signal and the transitions between marks and spaces are fast 
and follow the bit rate of the input signal.  
The quality of the transmitted signal depends on the output powers and relative phase dif-
ference of the co- and counter-propagating signals, which we now look at more precisely. 
Note that the output signals in Fig. 5.6(b) are delayed with respect to the input signal in Fig. 
5.6(a), because the signal transit time through the SOA is included in Fig. 5.6(b). Solid and 
dashed lines in Fig. 5.6(b) show the respective powers of the clockwise propagating signal 
c
cwP  and of the counter-clockwise propagating signal 
cc
cwP , when they enter the coupler C1. 
One can see a strong pattern effect due to the slow recovery time. The nonlinear phase shift 
induced by the input signal onto the co- and counter-propagating signals are depicted on the 
upper half of Fig. 5.6(c). The amount of power that is mapped onto the output really depends 
on the phase difference cc ccw cw( ) 'ϕ ϕΔ − Δ , which is depicted on the right y-axis of  Fig. 5.6(c). It 
can be noted that, at each time when the input signal transits from 0 → 1 (e.g. the time point 
(I) in Fig. 5.6(c)), the phase difference is becoming close to zero. On the other hand, at each 
time when the input signal transits from 1 → 0 (e.g. the time point (II) in Fig. 5.6(c)), the 
phase difference is larger. Whereas in all other cases, when there are a series of 0s or multiple 
1s, the phase difference approaches the phase offset ψ  set by PC2, shown as a dotted line in 
Fig. 5.6(c).  
To set cc ccw cw( ) ' 0ϕ ϕΔ − Δ ≈  as the input signal transits from 0 → 1, e.g. at the time point (I) 
in Fig. 5.6, the phase offset ψ is chosen such that   
( )c cccw cwmin , : 0 1.inPψ ϕ ϕ= − Δ − Δ ∀ →    (5.8) 
This phase offset from Eq. (5.8) ensures that the strongest gain depletion and in turn the larg-
est phase shift induced by the input signal results in the lowest output power after the Sagnac 
loop. Except for this, the parameter γ in Eq. (5.6) is simplified to be 1 [55]. 
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Fig. 5.6. Wavelength conversion from an input signal (a) to output signals (d) through a Sagnac 
loop with an SOA2, whose characteristics are referred to in Fig. 5.5. (b) shows the output power of 
the clockwise propagating signal ccwP , solid line, and of the counter-clockwise propagating signal 
cc
cwP , dashed line, after the SOA2. Note that the output signals in (b) are delayed with respect to 
the input signal in (a), due to the transit time through the SOA. Left and right y-axes of (c) are the 
nonlinear phase shifts and the phase difference of two counter-propagating signals after the 
SOA2.  The dotted line in (c) gives the phase offset ψ  set by the PC2. All the signals are snapshots 
between 0.4 ns and 1.2 ns, where the solid lines and dashed lines in (d) are the transmitted and re-
flected signal powers respectively. 
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We now go into details of the fast switching processes. First we examine the situation 
when the output signal at the transmission port transits from a bit one to a bit zero, e.g. at the 
time point (I) in Fig. 5.6(d). At this time the phase difference cc ccw cw( ) ' 0ϕ ϕΔ − Δ ≈  ensures a 
destructive interference and switches off the device as from Eq. (5.5). Accompanying with the 
switch-off for the transmission port, the rest power of ccwP  and 
cc
cwP  are guided to the reflection 
port, shown as the dashed line in Fig. 5.6(d). As subsequent input bits stay on the high level, 
e.g. the time slot between (I) and (II), the SOA gets more and more depleted and the device 
stays switched off. Meanwhile, the phase difference cc ccw cw( ) 'ϕ ϕΔ − Δ  gradually relaxes back to 
the initial phase offset ψ from Eq. (5.8), indicated with a dotted line in Fig. 5.6(c). However, 
even the device is gradually reset to the switch-on state; there is not much power at the output 
due to the strongly suppressed gain in the SOA. In short, the device now works mostly in the 
XGM mode.  
Next, we examine the output signal at the transmission port transits from a bit zero to a bit 
one, e.g. at the time point (II) in Fig. 5.6. During this transition, the SOA recovers at a speed 
characterized by a carrier recovery time, which is usually longer than the duration of one bit. 
However, the phase difference cc ccw cw( ) 'ϕ ϕΔ − Δ  is almost − 2 radians at this time point (II), 
seen in Fig. 5.6(c), and switches on the device. As a consequence, as shown in Fig. 5.6(d), 
most powers from ccwP  and 
cc
cwP  are directed into the transmitted port (solid lines), thus speed-
ing up the recovery. Further, as the SOA relaxes back to the initial carrier density level, the 
phase difference cc ccw cw( ) 'ϕ ϕΔ − Δ  also relaxes back to the initial phase offset ψ. Again, part of 
power from ccwP  and 
cc
cwP  are directed into the reflection port. However, as seen in Fig. 5.6(d), 
not all the available power from ccwP  and 
cc
cwP  are needed to give an ideal “1” state in the 
transmitted signal.  
In summary, the Sagnac interferometer provides speed-up by means of XPM whenever 
there is a transition 0 → 1 or 1 → 0, but it operates as a pure XGM device in all other situa-
tions when there are long series of 0s or 1s in the output signal. In the stationary states after 
long series of 0s or 1s, we can see that the respective transmission T0(1) from Eq. (5.5) be-
comes 
 ( )
( ) ( )0 10 1 1 cos ,2
G
T γ ψ= −⎡ ⎤⎣ ⎦     (5.9) 
where G0 and G1 are the stationary state gains after long series of 0s and 1s in the output sig-
nal, and G1 > G0. So, the extinction ratio between the bit 0 and the bit 1 of the output signal is 
ultimately determined by the XGM.  
Comparison between SOAs Having Different Recovery Times 
Both SOA XGM and XPM effects are related to the SOA carrier recovery dynamics. In-
deed, a very fast SOA does not perform a good NRZ wavelength conversion through the 
Sagnac loop. The output signals from the Sagnac loop using a slower SOA1 and a faster 
SOA3 are shown in Fig. 5.7(a) and (b), respectively, where the solid lines and dashed lines are 
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the transmitted and reflected signals. Except using different SOAs, same input signals are 
used and other parameters stayed unchanged.  
Fig. 5.7. Wavelength conversion through a Sagnac loop with (a) a “slow” SOA1 and (b) a “fast” 
SOA3, referred to in Fig. 5.5. All the signals are snapshots between 0.4 ns and 1.2 ns, where the 
solid lines and dashed lines in (a) and (b) are the transmitted and reflected output signals respec-
tively. 
1) When a slow SOA1 is used, the XPM effect is dominant. As the multiple input bit 0s 
comes in, the phase difference cc ccw cw( ) 'ϕ ϕΔ − Δ  relaxes slowly back to the initial phase offset 
ψ. This slow phase recovery gives a quite constant power level in the transmitted signal; see 
the solid line after the time point (II) in Fig. 5.7(a). However, if a single input bit 0 comes in, 
e.g. corresponding to an output bit 1 (solid line) at the time point (III) in Fig. 5.7(a), the pat-
tern effect due to the slow carrier recovery dynamics is still the problem.  
2) When a fast SOA3 is used, the XGM effect is dominant. Since the carrier density re-
covers back to its initial level quickly, the pattern effect does not trouble the single output bit 
1, see solid line at the time point (III) in Fig. 5.7(b). However, as multiple input bit 0s set in, 
corresponding to the output 1s (solid line) after the time point (II) in Fig. 5.7(b), the phase 
difference cc ccw cw( ) 'ϕ ϕΔ − Δ  relaxes back much quickly (with respect to the case using SOA2 or 
SOA1) to the initial phase offset ψ. As a consequence, more than enough light is guided to the 
reflection port. Thus, in total, the output NRZ signal is not well formed.  
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Next, we want to find out the operation range of the input powers for three SOAs with 
various carrier recovery times. We vary the CW signal power Pcw from −3 to 9 dBm and the 
input data signal power Pin from 6 to 18 dBm. Along with the power variations, we set the 
time delay ΔΤ  to be 2 ps. In fact, we found that this 2 ps time delay is an optimum.  
Note that in reality the noise in the output wavelength converted signal originates mainly 
from SOA amplified spontaneous emission (ASE). In our simulation, instead of adding rate 
equations for ASE photon densities in the SOA model, an additive noise is included in the 
output signal via a linear booster amplifier behind the Sagnac loop. The noise figure18 of this 
linear booster amplifier is set to be 5 dB. Other parameters stay unchanged.  
As a performance judgement criterion, we use the Q-factor measurement. This measure-
ment is an effective estimation of the bit-error rate (BER), which requires costly equipments 
in the practice and also needs much longer computational time in the simulation. We extract 
the Q-factor from eye diagram of the detected signal. We calculate the Q-factor improvement 
between the input data signal and the output wavelength converted signal, while the input data 
signal has a constant Q-factor of 15.9 dB. A positive Q-factor improvement (in dB) represents 
signal regeneration. Comparing this Q-factor improvement for different SOAs can lead to a 
fair judgement on their performances. The results are given as contour figures with respect to 
input powers in Fig. 5.8(a), (b) and (c) for the “moderate fast” SOA2, the slow SOA1 and the 
fast SOA3, respectively.  
Comparing the results among for different SOAs in Fig. 5.8, we have following observa-
tions for  
1) Different CW power. The SOA2 with a moderate recovery time has a best performance 
in the wavelength conversion, Fig. 5.8(a). It is also known that the effective carrier recovery 
time changes along with changing the CW power Pcw. So, for a very high or very low CW 
power, the SOA2 carrier recovery time is not proper for the NRZ wavelength conversion at 40 
Gbit/s.  
Increasing the CW power in the SOA1 or decreasing the CW power in the SOA3 can also 
make their effective carrier recovery time approaching that of SOA2. This could lead to a 
good performance. For the SOA3, as the CW power decreases to −3 dBm, the carrier recovery 
time increases to about 44 ps. The Q-factor improvement also reaches 1 dB, seen in Fig. 
5.8(b). However, the ASE noise for low CW powers in the SOA3 should become higher in the 
reality and the noise figure will be above 5 dB as assumed for Pcw = 3 dBm. This 1 dB Q-
factor improvement is then doubtful. For the SOA1, the available gain for the input signal is 
limited at high CW powers and the Q-factor improvement is also bad, seen in Fig. 5.8(c). 
                                                 
18 All amplifiers degrade the signal-to-noise ratio (SNR) of the amplified signal because of spontaneous emission 
that adds noise to the signal during its amplification. The noise figure Fn of an amplifier is defined as the ratio 




F = , where SNR refers to the 
electric power generated when the optical signal is converted into an electrical current. The output ASE power 
PASE in a bandwidth Δf is then ASE ( 1)nP F G hf f= − Δ , where G is the amplifier gain of the booster amplifier [94].  
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Fig. 5.8. Q-factor improvement of the 40 Gbit/s wavelength converted signals output from a 
Sagnac loop, using (a) a “moderate fast” SOA2, (b) a “slow” SOA1 and (c) a “fast” SOA3. The 
time offset ΔΤ in the Sagnac loop is 2 ps. The CW signal power Pcw varies from − 3 to 9 dBm and 
the input data signal power Pin varies from 6 to 18 dBm. The Q-factor of the input data signal is 
15.9 dB. In (a), the eye diagrams are shown for Pin = 6, 12 and 18 dBm, respectively, and Pcw = 3 
dBm.  
2) Different input data power. Again, XGM and XPM induced by the input data signal Pin 
are of importance. On the one hand, a weak XGM and in turn a weak XPM at low input data 
power are not sufficient to perform the wavelength conversion. On the other hand, very high 
input data powers induce strong gain saturation in SOAs. The phase shift ccwϕΔ  and 
cc
cwϕΔ  also 
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see this saturation effect and are equalized at very high input data power. In the consequence, 
the difference between ccwϕΔ  and 
cc
cwϕΔ  disappears above certain input data powers. The larg-
est phase difference cc ccw cwϕ ϕΔ − Δ , determining the phase offset ψ, happens as the input signal 
transits from a “0” to a “1” state. We found that, as the input signal power increases from 6 to 
18 dBm while CW power is 3 dBm in Fig. 5.8(a), the phase difference cc ccw cwϕ ϕΔ − Δ  first in-
creases and then decreases. The peak value of cc ccw cwϕ ϕΔ − Δ  happens at the input power of 12 
dBm, which gives the best output signal as indicated in Fig. 5.8(a). In addition, if we take the 
carrier density dependent αΝ -factor from Eq. (2.41) into consideration, the phase shift further 
decreases for very low carrier density. 
Influence of the Linewidth Enhancement Factor 
Now, we discuss the influence of the SOA linewidth enhancement αΝ -factor (related the 
band-filling effect) on the wavelength conversion operation, since other linewidth enhance-
ment factors accounting for SHB and CH play minor role in the phase dynamics. An ideal αΝ 
-factor is such that the phase difference cc ccw cwϕ ϕ ψΔ − Δ +  is nearly 0 for a single output bit 
zero or multiple output bit zeros (destructive interference), and nearly π for a single output bit 
one or multiple output bit ones (constructive interference). However, the phase difference 
cc c
cw cwϕ ϕ ψΔ − Δ +  for multiple bit zeros or ones is not a constant. In fact, due to the carrier 
recovery dynamics, the phase difference resets to the phase offset ψ, see Fig. 5.6(c). So, there 
is an optimum phase offset ψ, which has to balance the destructive and constructive interfer-
ence for multiple bit zeros and ones.  
Fig. 5.9. Q-factor improvement of the output wavelength converted signals as a function of the 
SOA αΝ -factor. 
We run the simulations for different SOA αΝ-factors. The time delay between the two 
counter-propagating waves is set to be 2.5 ps, while the CW signal power Pcw is 3 dBm and 
the input data signal power Pin = 12 dBm. We plot the Q-factor improvement of the output 
wavelength converted signal as a function the αΝ -factor in Fig. 5.9. We see that at the chosen 
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5.2.3 Wavelength Conversion at 80 Gbit/s 
Now we analyze the wavelength conversion at 80 Gbit/s with the SOA2 and SOA3 in the 
Sagnac loop, respectively. The CW signal power Pcw varies from −3 to +9 dBm and the input 
data signal power Pin varies from 6 to 18 dBm, whose Q-factors are fixed to about 14.8 dB. At 
80 Gbit/s, the data pulse width (a FWHM of 4.17 ps) is narrower and the pulse slope is steeper 
than that at 40 Gbit/s. As a consequence, a smaller time offset ΔΤ is enough to give a required 
phase difference between two counter-propagating signals. In fact, in the simulation, we found 
that the optimum time offset ΔΤ decreases now to be 1 ps. Other parameters stay unchanged. 
The SOA2 and SOA3 have a recovery time (10% to 90%) of ∼ 52 ps and ∼ 34 ps, respectively, 
as shown in Fig. 5.5(b). Both recovery times are larger than the double of the bit duration 
(12.5 ps at 80 Gbit/s), so these two SOAs are not fast enough for the operation at 80 Gbit/s. 
However, we can still find how the SOA carrier lifetime influences the wavelength conversion 
result.  
Fig. 5.10. Q-factor improvement of the output wavelength converted signals after a Sagnac loop at 
80 Gbit/s, using (a) a “moderate fast” SOA2, (b) a “fast” SOA3. The time delay ΔΤ in the Sagnac 
loop is 1 ps. The CW signal power Pcw varies from − 3 to 9 dBm and the input data signal power 
Pin varies from 6 to 18 dBm. The Q-factor of the input data signal is14.8 dB. 
The Q-factor improvements of the 80 Gbit/s wavelength converted signals are given in the 
contour figures in Fig. 5.10, where (a) is using a “moderate fast” SOA2 and (b) using a “fast” 
SOA3. From the results in Fig. 5.10, we hardly see any positive Q-factor improvements in a 
large power range. However, for a Pcw = 9 dB and Pin = 16 dB, a Q-factor improvement of 0 
dB is observed by using SOA3. This is due to the fact that the recovery time of SOA3 is sped 
up to about 30 ps for Pcw = 9 dB. So, if an SOA with a recovery time of 25 ps is used, larger 
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5.3 Results with Differently Long SOAs 
As discussed in section 3.3.2, the gain saturation characteristics for two counter-propagating 
waves through a longer SOA are considerably different. Thus, a Sagnac interferometer may 
compensate the SOA low-pass characteristics for one output signal after the SOA, but not for 
the counter-propagating one. In this section, we will compare the wavelength conversion re-
sults with differently long SOAs used in the Sagnac loop.  
5.3.1 Characteristics of Various SOAs 
Fig. 5.11. Characteristic of SOAs with a length of 0.6 mm, 1 mm and 2 mm. (a) Phase recovery 
dynamics of prepared SOAs from simulation shown in Fig. 5.5(a). (b) Gain spectra and (c) gain 
saturation characteristic. The CW power in (b) is − 30 dBm, while the wavelength of input CW 
signal in (c) is at 1550 nm. 
In the numerical experiment shown in Fig. 5.5(a), we prepared two more SOAs having an 
active region length of 0.6 mm and 2 mm respectively. In the following we term the 0.6 mm 
long SOA as SOA4 and 2 mm long SOA as SOA5. Fig. 5.11 shows the characteristics of 
these two SOAs. They are compared with the characteristics of the SOA2 having an active 
region length of 1 mm. For same input powers used in section 1, the carrier recovery times of 
three SOAs are kept to be ∼ 52 ps, Fig. 5.11(a). The same carrier recovery time is achieved by 
varying the bias current applied, according to SOA lengths. However, the gain spectra of these 
three SOAs are different. In fact, a long SOA can be understood as a cascading of several 
short SOAs. Thus, as shown in Fig. 5.11(b), the longer the SOA, the narrow the gain spectrum 
is. In addition, Fig. 5.11(c) compares the gain saturation characteristics of these three SOAs. 
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We can observe that for same saturation levels, a weaker input power is needed for a longer 
SOA, i.e. a longer nonlinear interaction length.  
5.3.2 Wavelength Conversion at 40 Gbit/s 
With SOA4 and SOA5 prepared above, we simulate the wavelength conversion at 40 
Gbit/s. Results are shown in Fig. 5.12. The solid and dashed lines in Fig. 5.12(a) are the 
clockwise and counter-clockwise propagating signals ccwP  and 
cc
cwP  after SOA4 or SOA5, re-
spectively.  
Fig. 5.12. (a) shows the output power of the clockwise and counter-clockwise propagating signals 
c
cwP , solid line, and 
cc
cwP , dashed line, after the SOA4 or the SOA5, which has an active length of 
0.6mm and 2 mm respectively. (b) shows the nonlinear phase shift and the phase difference of two 
counter-propagating signals after the SOA. (c) Wavelength converted signals through the Sagnac 
loop. The solid and dashed lines in (c) are the transmitted and reflected signals respectively.  







































(b) Nonlinear phase shifts of counter-propagating cw signals with:
(i) SOA4 (0.6 mm long)      (ii) SOA5 (2 mm long)
(a)  Counter-propagating cw signals in Sagnac loop with:
(i) SOA4 (0.6 mm long)      (ii) SOA5 (2 mm long)
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(c) Output signals after Saganc loop with:
(i) SOA4 (0.6 mm long)      (ii) SOA5 (2 mm long)
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Fig. 5.12(b) shows the nonlinear phase shift ( )ccw 'ϕΔ and cccwϕΔ  of two counter-propagating 
signals after the SOA, and the phase difference in-between (right y-axis). Fig. 5.12(c) shows 
wavelength converted signals through the Sagnac loop, where the solid and dashed lines are 
the transmitted and reflected signals at the output port of the coupler C1 shown in Fig. 5.2, 
respectively. All the signals are snapshots between 0.4 ns and 1.2 ns. The input data signal has 
an average power of 14 dBm for SOA4 and 10 dBm for SOA5. The CW power is 3 dBm. The 
time offset ΔΤ is 2 ps and the αΝ -factor is 5. Other parameters are unchanged. 
 Comparing the output signals by using SOA2 (Fig. 5.6(d)), SOA4 and SOA5 (Fig. 
5.12(c)), we find that using a longer SOA5 is not a good choice for the Sagnac loop based 
wavelength conversion. The reason lies in the asymmetric gain saturation and phase shift of 
two counter-propagating signals after the SOA. On one hand, the clockwise propagating sig-
nal ccwP  co-propagates with the input data signal through the SOA and experiences the XGM 
and the XPM, which are proportional to the integral over the input data signal [19] and [31]. 
This proportionality is also given in Appendix E. On the other hand, the gain saturation and 
phase shift for the counter-clockwise propagating signal cccwP  are not only proportional to the 
integral over the input data signal, but also proportional to the integral over the SOA length 
[31]. Indeed, in a longer SOA, the gain saturation for cccwP  affects over a large time scale. For 
instance, dashed lines at the time point (IV) in right figure of Fig. 5.12(a) and (b), the power 
gain and the phase shift of cccwP  have not yet recovered, as the next pulse comes. As a conse-
quence, the output power for such a bit (time point (IV)) is also low, see in right figure of Fig. 
5.12(c). Note that the time points (IV) for SOA4 and SOA5 in Fig. 5.12(c) are at different 
times, due to different signal transit times through SOA4 and SOA5.  
The advantage by using a shorter SOA is also verified by evaluating the Q-factor im-
provements of the wavelength converted signals, shown in Fig. 5.13(a) for SOA4 (0.6 mm 
long) and Fig. 5.13(b) for SOA5 (2 mm long). The input powers vary as given by the axes. In 
Fig. 5.13(a) for SOA4, there is a larger area of a Q-factor improvement above 1 dB, and even 
Q-factor improvements above 1.5 dB is also gotten. In comparison with the case of using 
SOA2 (1mm long, Fig. 5.8(a)), the performance by using the SOA4 is better. Also, as shown 
in Fig. 5.13(b), there is not any positive Q-factor improvement by using the longer SOA5.  
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Fig. 5.13. Q-factor improvement of the wavelength converted signals after a Sagnac loop using (a) 
a shorter SOA4 (0.6 mm long), (b) a longer SOA5 (2 mm long). The time delay ΔΤ in the Sagnac 
loop is 2 ps. The CW signal power Pcw varies from − 3 to 9 dBm and the input data signal power 
Pin varies from 6 to 18 dBm. The Q-factor of the input data signal is 15.9 dB. 
In conclusion, we analyzed the wavelength conversion process in the SOA-based Sagnac 
loop. From more accurate simulations, we found that there are optimums for the CW power, 
the input data signal power and the SOA carrier recovery time. The XGM and XPM effects in 
the SOA should collaborate in a proper way for the NRZ wavelength conversion. The simula-
tion result also reveals that an SOA with a carrier recovery time between 2 and 3 times of one 
bit duration gives a best output NRZ signal. Beside this carrier recovery time requirement, 
short SOAs are rather preferred in the Sagnac loop. This observation lies in the fact that mate-
rial responses experienced by the signals from different directions become symmetric in short 
SOAs.  
Even the operation speeds analyzed in this work are 40 Gbit/s and 80 Gbit/s, the criteria of 
choosing a proper SOA is applicable at higher speed NRZ wavelength conversion based on 
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6 Wavelength Conversion for Differential Phase-Shift 
Keying Signal 
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Differential phase-shift keying (DPSK) seems to be the most promising phase-modulation 
format in point-to-point and next generation meshed transparent networks, because of its ro-
bustness towards nonlinear impairments [18]. Especially, when a balanced detection is used, 
DPSK signal requires about 3 dB lower optical signal-to-noise ratio (OSNR) than an on-off-
keying (OOK) to reach a given bit-error probability, also called as bit-error rate (BER). This 
advantage directly turns out to be a doubled transmission distance.  
In view of the significance of the DPSK format for next generation systems, it would be 
highly desirable to have small-footprint, low power-consuming all-optical DPSK regenerators 
and wavelength converters. Indeed, solutions exploiting fiber-nonlinear effects [17] or the 
four-wave mixing (FWM) effect in semiconductor optical amplifiers (SOAs) [48] have been 
tested. Unfortunately, all of these solutions only offer a restricted wavelength conversion 
range and require high input power levels. Recently, a Sagnac [21] and a Mach-Zehnder inter-
ferometer (MZI) device [33] exploiting the more efficient SOA-based cross-phase modulation 
effect have been demonstrated and their regenerative potential has been shown. Yet, none of 
these solutions also showed retiming regeneration, neither the cascadability. This is of particu-
lar importance, since the DPSK format is most likely to be used in systems at bit rate of 40 
Gbit/s and above, where retiming is an issue.  
In this Chapter, we will introduce an SOA based MZI all-optical DPSK wavelength con-
verter and discuss how these devices can be cascaded an arbitrary number of times. We also 
demonstrate in an experiment the feasibility and limits of this type of DPSK wavelength con-
verter.  
6.1 Configuration and Operation Principle 
The DPSK wavelength conversion system is shown in Fig. 6.1. This setup comprises a DPSK 
transmitter, followed by the wavelength converter and the balanced receiver with differential 
decoding. The wavelength converter consists of a delay interferometer (DI) stage and a MZI 
stage with SOAs in the two arms, and an optical source with a target wavelength cnvλ  to 
which the DPSK signal at inλ  will be converted.  
The operation principle of the all-optical wavelength converter is visualized in Fig. 6.1. 
An incoming DPSK formatted signal Ein at λin is transformed by the DI stage into an on-off 
keying (OOK) data Eup and an inverted OOK data Elow. These on-off signals are then used for 
controlling the SOAs. They are injected with exact time correlation into the two control inputs 
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of a Mach Zehnder interferometer (MZI) with integrated SOAs [76]. A converting (i.e. probe) 
signal Ecnv at a wavelength λcnv (a clock signal or continuous wave (cw)) is introduced into the 
MZI and split up into the two arms of the MZI. The two signals on the respective arms are 
Ecnv,up and jEcnv,low. Note that a phase factor j will be added to the signal that couples into the 
cross output of the coupler. The relative phase and amplitude between Ecnv,up and jEcnv,low is 
then controlled by the mark and space bit of the OOK and the inverse OOK via the SOA, very 
similar to the push-pull operation of electrically controlled MZI modulators used in DPSK 
transmitters [17]. 
Fig. 6.1. Scheme of DPSK wavelength conversion with SOAs in the Mach-Zehnder interferometer 
(MZI) arms. The DPSK signal Ein is demodulated in the delay interferometer (DI, time delay 
equals the bit period Tb) resulting in an OOK and an inverse OOK signal. A phase factor j will be 
added to a signal that couples into the cross output of the 4-port couplers of the MZIs. A signal 
Ecnv at a new “converted” wavelength λcnv passes both SOAs resulting in the fields Ecnv,up and 
jEcnv,low in the upper and lower MZI arms. At the difference output port Δ a filter selects the con-
verted wavelength λcnv resulting in a signal Eout, which is sketched along with Ecnv,up and Ecnv,low.  
Fig. 6.1 shows schematically how the two amplitudes Ecnv,up and Ecnv,low in the upper and 
lower arm of the MZI change when an input OOK signal is introduced into the upper or lower 
arm of the MZI. For instance, if the input OOK signal is strong enough to induce a π phase 
shift, the amplitude of the converted signal in the respective arm is not only suppressed due to 
XGM, but also its phase is flipped due to XPM. The modulated Ecnv,up and jEcnv,low are recom-
bined at the difference output port Δ of the MZI. The output signal of the MZI passes a filter 
centered at λcnv. This results in a wavelength-converted output signal Eout at λcnv. For the logi-
cal levels “1” and “0” in the input DPSK signal, the converted signals have identical magni-
tudes, but opposite signs. In fact, the converted signal is a PSK-encoded signal. This means 





























Interferometric DPSK wavelength converter
Eout = Ecnv,up + j(jEcnv,low)
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new encoding, not only a balanced receiver at the output but a differential receiver with a dif-
ferential encoder should be used. This is usually in the electrical domain.  
6.2 Experiment Setup and Results near 40 Gbit/s 
The wavelength conversion experimental setup and results are depicted in Fig. 6.2. The setup 
comprises a push-pull DPSK transmitter, followed by the all-optical wavelength converter and 
a balanced receiver with a differential encoding stage.   
 
Fig. 6.2. Setup with DPSK transmitter, all-optical wavelength converter and balanced receiver 
with encoder, [81]. The two eye diagrams show the DPSK signal entering and leaving the all-
optical wavelength converter. For the demonstration we reduced the bit rate to 31 Gbit/s because 
of pattern dependence at 40 Gbit/s. 
For the experiment we used a 3 dBm input signal at λ = 1545 nm. The clock signal was set 
to λ = 1563 nm with a power level of 12.5 dBm. All powers are measured in the fiber in front 
of the device. A PRBS sequence of 72 1−  was chosen.  
A 31 bit sequence and the eye diagrams at the various stages of the setup are shown at the 
bottom of Fig. 6.2. The eye diagrams of the DPSK signal before and behind the all-optical 
wavelength converter are clear and open. The converted signal shows some pattern dependent 
noise which is due to the limited recovery time of the SOAs. This pattern dependence limited 
operation to 40 Gbit/s. While error free operation at 40 Gbit/s was possible, the pattern de-
pendence decreased when reducing the bit rate to 31 Gbit/s and it completely disappeared for 
a bit rate of 25 Gbit/s. The bit-error rate versus received signal is plotted in Fig. 6.3. A small 
penalty of 1 dB for DPSK wavelength conversion is found at 31 Gbit/s. No error floor was 
observed. 
The eye pattern and the bit sequences at the bottom of Fig. 6.2 show how the input pattern 
undergoes various transitions. The NRZ input-pattern is plotted on the left side. It is then dif-
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ferentially encoded in order to produce the 33%-RZ-DPSK signal at the output of the trans-
mitter stage.  
 
Fig. 6.3. Bit-error rate of the wavelength converted DPSK signal at 31 Gbit/s. 
In the wavelength converter, the signal is first guided into the DI, which produces an OOK 
and inverse OOK pattern at the outputs. The new phase-encoded and wavelength converted 
signal is then formed in the MZI-stage. The phase and amplitude information – as annotated at 
the bottom of the eye diagrams before and after the converter in Fig. 6.2 – shows that the all-
optical wavelength converter changes the coding scheme. In order to undo this new encoding 
we not only use a simple balanced receiver at the output but a differential receiver with a dif-
ferential encoder. This provides exactly the same output pattern as fed into the system (see bit 
patterns in Fig. 6.2). 
 
6.3 Cascadability 
Due to the various bit-pattern transformations at different stages shown at the bottom of Fig. 
6.2, it is not obvious if cascading the all-optical DPSK wavelength converter signal is possible 
at all. Here we show that an arbitrary number of all-optical wavelength converters can be cas-
caded. What matters is that there are an identical number of delay interferometer stages and 
differential encoders in the transmission link. The two elements, however, can be arranged in 
any order.  
To prove this statement we first note, that the DI performs the inverse operation of the dif-
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Fig. 6.4. (a) Logic operation performed by the differential encoder (typically an electronic device 
built into the receiver or transmitter). (b) Operation performed by optical delay interferometer 
(DI) and its logic analogue. 
Mathematically, the differential encoder and the delay interferometer perform the follow-
ing operations 
 1 1kk k k k kb b a a b b− −= + ; = + ,      (6.1) 
with the “+” obeying a modulo 2 algebra, i.e. 
 0 1 1 0 1 and 0 0 1 1 0,+ = + = + = + =     (6.2) 
and ka , kb , ka , {0 1}kb ∈ , . One now can show by substitution, that the output of a differential 
encoder followed by a DI returns identity if kb  is identical to kb , 
 11 1k k k kk k kb a aa b b b−− −= + = + + = .     (6.3) 
The same is true for the reverse. Now, as in a transmission link with an arbitrary order of 
differential encoders and DIs one can always form consecutive pairs, that cancel each others 
operation. It thus follows that one always gets identity as long as there are the same number of 
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7 Summary and Outlook 
 
Summary 
This work investigates the pattern effect mitigation techniques used in wavelength conver-
sion with semiconductor optical amplifiers (SOAs). To understand the SOA behavior in 
wavelength conversion, an SOA model was established based on a rather simple set of rate 
equations for inter- and intraband carrier dynamics. The intraband carrier dynamics modeled 
in this work are carrier heating and spectral hole burning. The rate equations are simplified by 
assuming charge neutrality and neglecting the longitudinal and transverse carrier diffusion. 
Also, the group velocity dispersion was not taken into account. The traveling wave equations 
were used to describe the bi-directional pulse propagations through the SOA.  
In most publications, while the gain dynamics are modeled via the rate equations, the 
phase dynamics in an SOA are modeled with the help of a constant linewidth enhancement 
factor, also called α-factor. However, the constant α-factor is valid only over a limited spec-
tral range and for sufficiently small carrier density modulations in the SOA. In a wavelength 
conversion experiment, we observed that the cross-gain modulation (XGM) showed a differ-
ent evolution to that of cross-phase modulation (XPM). First of all, the phase evolution in the 
experiment showed hardly any fast recovery effects, while the phase evolution derived from a 
constant α-factor did show a fast recovery. Therefore, the α-factor during the XGM experi-
ment is not constant. Second, we also observed that the XPM lags behind the XGM by ~2 
picoseconds for an input pulse width of 3 picoseconds. So, to properly model the phase dy-
namics in wavelength conversion, we used α-factors for individual carrier dynamics. Espe-
cially, a novel parameterization for the α-factor related to interband carrier dynamics were 
introduced. Inclusion of this model leads to excellent simulation results in agreement with 160 
Gbit/s experiment results.  
To relate the total phase change with the measured gain change of the output signal after 
an SOA, we introduced an effective α-factor. Its dynamics in wavelength conversion experi-
ments were investigated. In the experiment and simulation, this effective α -factor varies 
strongly with time, different to a constant α-factor assumed in [27]. It even takes on negative 
values for short periods of time. The period of a negative effective α-factor is related to the 
lag of XPM behind XGM. This delay has important consequences for ultrafast operation of 
all-optical devices based on SOAs. It actually means that not each scheme will be suited for 
ultrafast operation. However, the lag of the XPM can also be made use of as a pattern effect 
mitigation technique in wavelength conversion.  
Firstly, a delay interferometer (DI) filter is used to mitigate the SOA-related pattern effect. 
The DI filter performs a differential operation to overcome the speed limitation due to slow 
carrier recovery in the SOA. In this work, a return-to-zero signal to non-return-to-zero (NRZ) 
signal wavelength conversion at 160 Gbit/s was achieved by using an SOA followed by a DI 
filter. Experiment results of this SOA-DI scheme fit to the simulation results very well. The 
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choice of the DI filter presents a passband to the blue-shifted spectral component, while par-
tially suppressing the red-shifted spectral component. As a result, both the signal in the gain 
saturated regime and the red-chirped signal in the gain recovery regime experience a low 
transmission through the SOA-DI. Thus, an inverted NRZ signal can be gotten.  
Extending the optical filtering technique, we investigated the pattern effect mitigation 
techniques in wavelength conversion with an SOA followed by a pulse reformatting optical 
filter (PROF). The PROF scheme exploits the fast chirp effects in the converted signal after 
the SOA and uses both the red- and blue-shifted spectral components. With a careful design of 
the PROF, we demonstrated a non-inverted wavelength conversion in an experiment at 40 
Gbit/s, while the pattern effect due to the slow carrier recovery in the SOA was successfully 
mitigated. The pattern effect mitigation technique demonstrated here is based on the fact that 
the red chirp and the blue chirp in the inverted signal behind an SOA have complementary 
pattern effects. If the two spectral components are superimposed by means of the PROF, then 
pattern effects can be successfully suppressed.  
The SOA-related pattern effect can also be mitigated by using the Sagnac loop, whose role 
is to differentiate the SOA’s output and to restore the shape of the incident signal. In this 
work, NRZ to NRZ wavelength conversion in an SOA-based Sagnac loop was also investi-
gated. We discussed how operation speed and SOA properties, especially the SOA carrier 
recovery time, are related. We found that SOA recovery times can be neither too fast nor too 
slow for a particular operation speed. An optimal carrier recovery time is between two and 
three times of one bit slot duration. We also found that shorter SOAs are preferred in this 
wavelength conversion scheme.  
As differential phase-shift keying (DPSK) signal seems to be the most promising phase-
modulation format in next generation meshed transparent networks, all-optical DPSK wave-
length converters are of high interest. In this work, we proposed a DPSK wavelength conver-
sion scheme comprising a DI and an SOA based Mach-Zehnder interferometer (MZI). A re-
generative wavelength conversion experiment for DPSK signal was demonstrated in the 40 
Gbit/s range. A small penalty of 1 dB for DPSK wavelength conversion was found at 31 
Gbit/s. Its cascadability was also discussed.  
 
Outlook 
The work described in this thesis can be extended in the following aspects:  
1) The numerical model can be improved. As SOA-based all-optical wavelength conver-
sions will be used at highest speed, e.g. above 320 Gbit/s, the pulse width of the opti-
cal signal is comparable short with respect to ultrafast nonlinear effects. For this in-
stance, group velocity dispersion may need to be taken into account. Also, polarization 
dependent effects can be taken into account, possibly by introducing the polarization 
dependent confinement factor. As amplified spontaneous emission (ASE) is unavoid-
able in the SOA, to obtain more accurate quantitative agreements with the experimen-
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tal results, the modeling for the ASE noise should be also improved in the current 
model.  
2) In principle, the PROF scheme discussed in Chapter 4 can work at bit rates higher than 
40 Gbit/s. In fact, the PROF scheme demonstrated wavelength conversion at 40 Gbit/s, 
with record low input signal powers. So, successful experimental demonstrations at 
high bit rates are very probable and well worth a try.  
3) While the work presented in this thesis is based on cross-gain modulation and cross-
phase modulation, four-wave mixing (FWM) effect in the SOA can also be utilized to 
perform wavelength conversion. Accordingly, the SOA model needs to be extended to 
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Appendix A Nonlinear Gain Compression 
The application of semiconductor optical amplifier in all-optical network should combine a 
high gain but large and ultrafast material nonlinearities. In the work of Mecozzi and Mørk in 
[56] and [57], the dynamics of carrier heating (CH) and spectral-hole burning (SHB) are taken 
into account in the evolution of the gain saturation.  
Following [56], [57] and [59], the rate equations for the local carrier densities nβ  
( c vβ = ,  for conduction band (CB) and valence band (VB), respectively), carrier density N , 
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  (A.3) 
The parameters are: Fermi densities n β , group velocity gv , material gain mg , photon density 
S , intraband scattering times 1βτ , temperature relaxation times hβτ , carrier lifetime sτ , cur-
rent I , elementary charge e , active region volume V , energy density Uβ , free-carrier ab-
sorption coefficient βσ , Planck constant h , optical frequency 0f , transition energy 0Wβ , , lat-
tice temperature LT . The Fermi densities n β  appeared in (A.1) are defined through the Fermi 
function f  evaluated at the instantaneous value of carrier density and temperature: 
 0 0( )N f W N Tn β β β,= ; , ,     (A.4) 
where 0N  is the density of available states in the optically coupled region.  
For pulse widths much longer than the scattering times 1 βτ ,  and h βτ , , i.e., several picosec-
onds long, the rate equations for the local carrier densities (A.1) can be solved under the adia-
batic limit, which means the dephasing time of the dipole is sufficiently shorter than the other 
characteristic times, 
 1 mgn v g Sn ββ βτ= − ,     (A.5) 
where n β  can be separated into the equilibrium term for given carrier density at the lattice 
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The temperature change LT T Tβ βΔ = −  obeys also the rate equation (A.3) 
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   (A.8) 
where the free-carrier absorption coefficient βσ  is set to be 0.  
Following [57], the material gain coefficient mg  for non-equilibrium situation can be writ-
ten as 
 m m( ) ( ) ( )L hg N T N T c v g gg β βλ λ β ,, , = , , + = , Δ + Δ ,∑   (A.9) 
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Here N ga v/  is the gain cross section and 0a  is the differential gain and trN  is the carrier den-
sity at transparency. Practically, the material gain coefficient mg  at quasi-equilibrium can be 
evaluated at given carrier density N  and a wavelength λ  with an appropriate model [40]. 
Then, the dynamics of the coefficient mg  is determined via (A.2). Other contributions to gain 
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The nonlinear gain suppression factors due to carrier heating (CH) and spectral hole burning 
(SHB) are defined as 
 mCH N h g h
n ga K v K
T T
β
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and 1yββ =∑ .  
The local carrier densities 
LTn β ,  are the quasi-equilibrium densities evaluated at the lattice 
temperature. Following [57] they can be calculated with Fermi’s golden rule as 
 ( ) ( )
L
c
c T c cW
f W W dWn ρ
∞
, = ,∫      (A.18) 
 ( ) ( )v
L
W
v T v vf W W dWn ρ, −∞= ,∫      (A.19) 
where ( )Wβρ  are the densities of states and ( )f Wβ  are the occupation probabilities in CB 
and VB. cW  and vW  are the bandedges of the CB and VB. With the assumption of a non-
degenerate semiconductor (even it is not a usual case for practical SOAs) and the simplifica-
tion of the parabolic band structure, 
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where Bk  is the Boltzmann constant. cfW  and vfW  are the quasi-Fermi levels. cN  and cP  are 
the effective densities of states in the CB and VB respectively, and given by 
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where em  is the effective mass of electron in the CB and vm  is the effective mass of hole in 
the VB. vm  can be evaluated from the effective mass of a heavy hole hhm  and the effective 
mass of a light hole lhm  in the VB,  
Reference [56] also shows that Eq. (A.13) and (A.14) can reduce to the well-known ex-
pression for the amplifier gain for pulses much longer that the intraband scattering times 1βτ  
and hβτ . Under this condition, nβΔ  and hnβ ,Δ , and hence gβΔ  and hgβ ,Δ , can be assumed in 
quasi-equilibrium with the instantaneous value of the field. Therefore, the derivatives in Eq. 
(A.13) and (A.14) can be neglected. This assumption then leads to 
 SHB m ( )hg g S t zβ βε, ,Δ = − , ,      (A.23) 
 SHB m ( ) .hg g S t zβ βε, ,Δ = − ,      (A.24) 
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with 
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 tot CH SHB( )c v β βε β ε ε, ,= = , + .∑  (A.26) 
The Eq. (A.2), (A.14) and (A.23) are implemented in Chapter 2 to model the dynamics of 
the material gain in an SOA.  
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Appendix B Parameters used in SOA Modeling 
 
Table B. 1. Parameters for material gain parameterization, derived from [39]. The value 
marked with (*) is for an SOA with a length of 1.6 mm 
Symbol Parameter  Value  Unit   
N0 Transparency carrier density  237 8 10. ⋅   m-3   
0a  Differential gain constant  205 0 10−. ⋅   m
2   
1a  Fitting parameter  1 2.   −    
λp,0 Peak wavelength λp at N0  1 585 1608\. *  μm   
b0 Derivative of λp with respect to N  266 85 10−. ⋅   m3 μm   
b1 Fitting parameter  513 5 10−− . ⋅   m6 μ m   
λz,0 Bandgap wavelength at N0  1 670.   μ m  
z0 Derivative of λz with respect to N  271 5 10−− . ⋅   m3 μm   
 
 
Table B. 2. Parameters for αΝ  parameterization derived from the measurement results in [39]. 
Symbol  Parameter  Value  Unit   
λα,0  Wavelength fitting parameter in αΝ 1.549  μ m   
cα   Derivative of αλ  with respect to N  269 31 10−− . ×   m
3 μ m   
0N
α   Nα  at 0N  and 0αλ   3.8  −    
1N
α   Dependence of Nα  on N  and λ   18  −    
 
 
Table B. 3. Parameters for internal loss parameterization derived from the measurement re-
sults in [39]. The value marked with (*) is for an SOA with a length of 1.6 mm. 
Symbol  Parameter  Value  Unit   
int 0α ,   Total internal loss at 0pλ ,   7000 \ 9500*  1m−    
1K  Derivative of  intα with respect to λ  8100−   ( ) 1m mμ −⋅  




Table B. 4.  Parameters for confinement factor parameterization, derived from the measured 
results in [39]. 
Symbol  Parameter  Value  Unit   
0
NΓ   Fitting carrier density  242 2 10. ⋅   3m−    
0
λΓ   Fitting wavelength  1550  mμ   












Derivative of Γ  with respect to N  275 7 10−− . ⋅   3m   
 
 
Table B. 5. Other SOA parameters used in the calculation derived from the cross-gain ex-
periment results. 
Symbol  Parameter  Value  Unit   
σ   Active cross section  0.225   2mμ    
L   SOA Length  2.6 \1.6*   mm   
gn   Effective group refractive index  3.57   −    
SRHA   Nonradiative recombination  813.5 10⋅  1s−    
BBB   Bimolecular recombination  165 6 10−. ⋅   3 1m s−  
AugC   Auger recombination  401 5 10−. ⋅   6 1m s−    
leakD  Leakage recombination  1005 10−⋅   13.5 1m s−   
2β   TPA coefficient  214 10−⋅   2m    
,T cτ   CH time constant in CB  700  fs   
,T vτ  CH time constant in VB  500  fs   
CH,cε   CH gain suppression factor in CB  231.45 10−⋅  3m    
CH,vε   CH gain suppression factor in VB  231.03 10−⋅   3m   
SHB,cε   SHB gain suppression factor in CB  232.11 10−⋅   3m   
SHB,vε   SHB gain suppression factor in VB  231.50 10−⋅   3m   
Tα  α -factor for CH  0.7  - 
TPAα   α -factor for TPA  3−  -  
1R & 2R  Facet reflectivities  410−   -  
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Appendix C Predictor-Corrector Method 
Because the differential equations for carrier density and gain compression terms, Eq. (2.23) 
and (2.33), are stiff, a predictor-corrector method is implemented to obtain an implicit solu-
tion. This method is following reference [13]  
Problem: 
 d ( )[ ( ) ( )] ( ) 0
d y
y f t x yf t x t y t f t x y
t y
∂ , ,
= , , , , , = < .
∂
  (C.1) 
All the variables sampled at the time step it  are ix  and iy .  
Predictor for ( 1)i + −  step calculation with a step size 1i it t t+Δ = − : 
 (0)1 ( )i i i i iy y t f t x y+ = + Δ , , .     (C.2) 
( 1)v + − Corrector: 
 ( 1) ( 1) ( ) ( 1)1 1 1 1 1 1( ) for 0
v v v v
i i i i i i iy y t f t x y y y v
+ + +
+ + + + + += + Δ , , = + Δ , ≥ ,  (C.3) 
With 
 ( 1) ( ) ( 1) ( )1 1 1 1 1 1 1 1 1 1( ) ( ) ( )
v v v v
i i i i i i i y i i if t x y f t x y y f t x y
+ +
+ + + + + + + + + +, , ≈ , , + Δ , , ,  (C.4) 
 
( ) ( 1)
( ) 1 1 1 1 1 1
1 1 1 ( ) ( 1)
1 1
( ) ( )( )
v v
v i i i i i i
y i i i v v
i i
f t x y f t x yf t x y
y y
−
+ + + + + +
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 ( 1) ( 1)1 1 1 1( ) ( )i i i i i i i if t x y f t x y y y
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+| Δ |≤ .                                                (C.9) 
Result:  
 ( 1)1 1 with residual error ( )
v
i iy y O tε
+
+ += , = Δ .                     (C.10) 























This is equivalent to the improved Euler’s method (or 2nd Runge-Kutta method [93])  
 1 ( )i i i i iy y h f t x y
∗
+ = + , , ,       (C.12) 
 1 1 1 1[ ( ) ( )]2i i i i i i i i
hy y f t x y f t x y∗+ + + += + , , + , , ,     (C.13) 
which is of second order accuracy with a rest error 2(( ) )O tε = Δ .  
 
Example: 
 3 1 21Problem ( ) with an exact solution
2
dy f t y y y t
dt
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 ( 1) ( 1)1 1 1Result , for
v v
i i iy y y ε
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Appendix D Fiber Loop Reflector 
Calculation of Jones Matrix for a Waveplate 
 
Fig. D. 1 Calculation of Jones matrix coefficients. 
Calculation of Jones matrix for a waveplate having the retardation φ  and orientation θ  
can be explained by using Fig. D. 1. Orthogonal field components xE  and yE  imping on a 
birefringent medium having fast and slow axes (e and o) orientated at an angle θ  with respect 
to the y and x axes, shown in Fig. D. 1(a). The components of field along the e and o axes are 
then: 
 sin cose x yE E Eθ θ= + ,     (D.1) 
 cos sino x yE E Eθ θ= − .     (D.2) 
These fields propagate through the medium with different velocities and possibly different 
attenuation. If we assume the o component field has a zero relative phase shift with respect to 
the phase lead of the e component field, then the exit fields eE
′  and oE
′ , Fig. D. 1(b), are given 
by 
 exp( )e e e o o oE E T j E E Tφ
′ ′= ; = ,     (D.3) 
where the retardation φ  is the phase lead of the field component on the fast axis e  with re-
spect to the field component on the slow axis o of the birefringent medium (in a so-called half 
waveplate, the phase lead is 180 ).  
eT  and oT  are the amplitude transmission coefficients for the e and o components. The 
output fields xE
′  and yE
′  are therefore given by:  
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 cos sinx o eE E Eθ θ
′ ′ ′= + ,     (D.4) 
 cos siny e oE E Eθ θ
′ ′ ′= − .     (D.5) 
Substituting (1), (2) and (3) into (4) and (5) we can obtain  
 2 2[ exp( )sin cos ] [ exp( ) cos sin sin cos ]x e o x e o yE T j T E T j T Eφ θ θ φ θ θ θ θ
′ = + + − ,  (D.6) 
 2 2[ exp( )sin cos sin cos ] [ exp( ) cos sin ]y e o x e o yE T j T E T j T Eφ θ θ θ θ φ θ θ
′ = − + − .  (D.7) 





′⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟′ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠ ⎝ ⎠⎝ ⎠
= ,     (D.8) 
where the Jones matrix elements can be determined as  
 2 2exp( )sin cosxx e oJ T j Tφ θ θ= + ,     (D.9) 
 [ exp( ) ]cos sinxy yx e oJ J T j Tφ θ θ= = − ,    (D.10) 
 2 2exp( )cos sinyy e oJ T j Tφ θ θ= + .     (D.11) 
For 1e oT T= = , there are no attenuation for the e  and o  components. In this lossless case, the 
elements of the Jones matrix fulfill the unitary condition 
 2 2 2 21 1 0xx yx xy yy xx xy yx yyJ J J J J J J J
∗ ∗| | + | | = ,| | + | | = , + = .   (D.12) 
 
Propagation of a Field through a Fiber Loop Reflector with a Bi-
refringent Device 
We consider the effects of birefringence in the fiber loop, Fig. D. 2. For clarity of explana-
tion it is assumed in the following discussion that the birefringence occurs near the coupler, 
between (f) and (c) and on the right side of Fig. D. 2. Birefringence causes a variation of opti-
cal path length with polarization angle. For example, light incident polarized along the fast 
axis of a discrete half wave plate will suffer a π  phase difference with respect to light inci-
dent along the orthogonal slow axis. If this discrete half wave plate (or a fiber loop polariza-
tion controller set as a half wave plate) were placed in the loop, with its fast axis at θ , then 
light incident to the loop at an angle η  will produce two counter propagating fields incident to 
the waveplate at angles of +η  and η− . These two field vectors are then both rotated in the 
same direction such that on exit from the waveplate their field vectors both point inside the 
loop at angles of ( 2 )π θ η− − +  and ( 2 )π θ η− − −  as shown by the vectors of (c) and (f). Note 
that from b → f’ and c → g, there exists a π  change of observation angle. When these fields 
reenter the coupler, there is no phase shift for f → if and there is a π  phase shift for g → ig, 
since a → c’ and g → ig passes the coupler twice. Meanwhile, from f → hf and g → hg both have 
a 2π/  phase shift. Now, between vectors if and ig, there is a relative phase difference of 
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4π θ− , while there is a relative phase difference of 4θ  between vectors hf and hg. For in-
stance, if the orientation θ  of the half wave plate with respect to the y -axis is 4π/ , it would 




















































































Approximation of the Output Phase after an SOA 
  137 
Appendix E Approximation of the Output Phase after an 
SOA 
In this appendix, the approximation of the phase of SOA’s output is given from [19]. The 
notations of the variables in [19] have been adapted according to those used in this disserta-
tion.  
 
Fig. E. 1 Schematic representation of the SOA in a cross-gain–phase operation. 
The general configuration of a SOA wavelength converter is presented in Fig. E. 1. The 
incident signal modulated on the carrier wavelength 1λ  and a cw beam at wavelength λ2 enter 
the SOA from opposite directions (see Fig. E. 1). The SOA dynamics can be described by 
three equations: the spatial derivative (with respect to the longitudinal coordinate z ) of the 




α∂ = − ,
∂





ϕ α∂ = − ,
∂








     (E.3) 
where sE  is the saturation energy, intα  is the distributed loss (it will be ignored in the follow-
ing discussion, but this conjecture is not a restrictive one), P  is the light power according to 
in( 0 ) ( )P z Pτ τ= , =  and out( ) ( )P z L Pτ τ= , = , L  is the SOA’s length, ϕ  is the phase, Hα  is 
the linewidth enhancement factor, and cτ  is the spontaneous carrier lifetime.  
The solution to the set of equations (E.1)-(E.3) of the converted beam (and only at the 
converted wavelength) is 
 out 0( ) exp[ ( )]P P hτ τ= ,     (E.4) 
 out in
1( ) ( ) ( )
2 H
hϕ τ ϕ τ α τ= − ,     (E.5) 
where 
0
( ) ( )
L
h g z dzτ τ= ,∫  solves the ordinary differential equation 
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 0 in ( )d [exp( ) 1]
d c s





= − − .    (E.6) 
Note that the function h(τ) is different to that used in Chapter 4. Assume that the SOA is 
short enough (shorter than the length that a single bit transits) and in 0 ( )P P p τ= + , where 0P  is 
the input cw power at the conversion wavelength and p  is the modulation power for the input 
wavelength. When the SOA operates in the weak modulation regime, 0( )p Pτ <<  for every τ . 
Also, it is assumed that 0( ) ( )h h hτ δ τ= + , where 0 0h hδ <<  for every τ .  
Therefore 0h  solves the transcendental equation 0 0 0[exp( ) 1]g L h h− = Φ −  , where 
0 c sP EτΦ ≡ /  and hδ  satisfies 
 d ( )
d e
h h p Cδ δ τ
τ τ
+ = − ,     (E.7) 
where 0 01 1 ( )exp( )e c sP E hτ τ/ ≡ / + /  is the reciprocal of the effective relaxation time and 
0[exp( ) 1] sC h E≡ − /  is a constant that depends on the working-point parameters. The solution 
to Eq. (E.7) is straightforward: 
 exp( ) ( )exp( )e eh C p d
τ
δ τ τ ξ ξ τ ξ
−∞
= − − / / .∫    (E.8) 
For a relatively long relaxation time this integral can be simplified to 
 dc ac[ ( ) ]eh C p p d
τ
δ τ ξ ξ
−∞
≅ − + ,∫     (E.9) 
where dc ac( ) ( )p p pξ ξ= +  is separated into its dc and ac parts. Thus in the first approximation 
the phase of the SOA’s output is proportional to an integration over the ac component of the 
incident signal acp : 
 out in dc ac
1( ) ( ) [ ( ) ]
2 H e
C p p d
τ
ϕ τ ϕ τ α τ ξ ξ
−∞
= + + .∫   (E.10) 
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