Abstract. Suppose that G is a finite group and A Ă G has no non-trivial solutions to xz " y 2 . We shall show that |A| " |G|{plog log |G|q Ωp1q .
Introduction
Suppose that G is a group and A Ă G. We say that A contains a solution to xz " y 2 if there is a triple px, y, zq P A 3 such that xz " y 2 ; we say the solution is non-trivial if x ‰ y. This paper is concerned with the following result of Bergelson, McCutcheon and Zhang.
Theorem 1.1 ([BMZ97, Corollary 6.5]). Suppose that G is a finite group and A Ă G contains no non-trivial solutions to xz " y 2 . Then |A| " op|G|q.
Note that if G is Abelian then xz " y 2 and x ‰ y if and only if px, y, zq " px, x`d, x`2dq for some d ‰ 0 i.e. if any only if px, y, zq is a non-trivial three-term arithmetic progression. With this observation in hand it is a short argument to get Roth's celebrated theorem on three-term arithmetic progressions [Rot52, Rot53] from Theorem 1.1 in the special case when G is a cyclic group. This should should give some idea of why Theorem 1.1 might be of interest. Theorem 1.1 was proved in the case when G is Abelian (and of odd order) in [FGR87, Theorem 1], in which paper the authors attribute the result to [BB82] . The odd order condition here is a technical convenience which can be ignored on a first reading. Frankl, Graham, and Rödl's proof goes by the triangle removal lemma of Ruzsa and Szemerédi [RS78] , and it was noted by Král, Serra, and Vena, in the course of a wider generalisation, that the removal lemma can also be used to prove Theorem 1.1 [KSV09, Corollary 3] .
The removal lemma suffers from notorious poor dependencies and the reader is directed to [CF12] for a discussion of this and related matters. For our purposes it suffices to know that the best are due to Fox [Fox11] and inserting his work into the proof of [KSV09, Corollary 3] would give (1.1) |A| " |G| exppΩplog˚|G|qq when A is a set satisfying the hypotheses of Theorem 1.1 (and G is a group of odd order). Here for R P N we define log˚R to be the minimal n P N 0 such that n times hkkkkkkkkkikkkkkkkkkj log 2 plog 2 . . . plog 2 Rqq ď 1. This function grows more slowly than any finite composition of logarithms. It is the purpose of this paper to improve on the bound (1.1) by showing the following. Theorem 1.2. Suppose that G is a finite group and A Ă G contains no non-trivial solutions to xz " y 2 . Then |A| " |G| plog log |G|q Ωp1q .
For various classes of Abelian groups there has been considerable work improving the bounds in Theorem 1.2. The best known arguments are due to Bloom [Blo14] , although he concentrates on the case of initial segments of the integers, he uses the framework of Bourgain [Bou99] and so the argument easily extends to finite Abelian groups to show the following. Theorem 1.3. Suppose that G is a finite Abelian group and A Ă G contains no non-trivial solutions to x`z " 2y. Then
|A| "
|G| log 1´op1q |G| .
A small amount of additional care is needed to avoid restricting attention to groups of odd order, but it will be useful to avoid this restriction in the remaining discussion.
It is worth noting that when G is non-Abelian there are two possible notions of threeterm arithmetic progression. The first is triples px, y, zq such that xz " y 2 ; the second is triples px, y, zq such that z " yx´1y. This second notion is, perhaps, more natural since it is left (and so by symmetry right) invariant meaning that if px, y, zq has z " yx´1y then pax, ay, azq has az " aypaxq´1ay. The first notion is notion is not, in general, left or right invariant. (This does not, however, lead to the problems that non-translation invariant equations have in Abelian groups. For example, if G " Z{2NZ then the odd numbers form a subset of G of density 1 2 not containing any solutions to x`y " z.) Nevertheless our proof is iterative and the lack of translation invariance does present issues. These are discussed in more detail at the start of §4.
In the same way as before we say that a solution to z " yx´1y is non-trivial if x ‰ y. The next result is a slight variant of [Sol13, Theorem 2.5] also communicated to the author personally by Ernie Croot, and is included for comparison with Theorem 1.2. Theorem 1.4. Suppose that G is a finite group and A Ă G contains no non-trivial solutions to z " yx´1y. Then
Proof. By a result of Pyber [Pyb97] every finite group G contains an Abelian subgroup H of size exppΩp a log |G|qq. (This is essentially best possible.) Averaging, there is some t P G such that
Since solutions to z " yx´1y are left invariant we conclude that H X t´1A contains no non-trivial solutions to z " yx´1y. However, this set is a subset of H which is an Abelian group and so we can apply Bloom's result (Theorem 1.3) to see that
p1q |G| , which can be rearranged to give the claimed bound.
We shall prove Theorem 1.2 by proving the following.
Theorem 1.5. Suppose that G is a finite group, and A Ă G has size α|G| and distinct squares i.e. a 2 ‰ b 2 if a, b P A are distinct. Then the number of triples px, y, zq P A 3 such that xz " y 2 is expp´exppα´O p1|G| 2 .
Theorem 1.2 follows immediately from this.
Proof of Theorem 1.2. If a, b P A have a 2 " b 2 and a ‰ b, then pa, b, aq is a triple with aa " b 2 and a ‰ b and we are done. It follows that we may assume A has distinct squares and so we have a lower bound on the number of triples px, y, zq P A 3 such that xz " y 2 . By hypothesis we know that in this case x " y whence x " z and so the number of such triples is |A| and hence α|G| " |A| ě expp´exppα´O p1|G| 2 which can be rearranged to give the result.
The remainder of the paper is concerned with proving Theorem 1.5.
Notation
Given a finite set Z we write MpZq for the set of complex-valued measures on Z and put }µ} :" ż d|µ| for all µ P MpZq.
Suppose that µ is a non-negative measure supported on Z. We write L p pµq for the space of functions f : Z Ñ C endowed with the (semi-)norm
with the usual convention when p " 8. Of course L 2 pµq is a Hilbert space we we denote the inner product inducing the norm }¨} L 2 pµq by xf, gy L 2 pµq " ż f pxqgpxqdµpxq for all f, g P L 2 pµq.
We shall often take µ to be the uniform probability measure supported on Z which we denote µ Z .
Throughout the paper we work with sets in some finite group G. The group structure will be encoded by the left and right regular representations defined on functions f : G Ñ C by λ x pf qpyq :" f px´1yq for all y P G; and ρ x pf qpyq :" f pyxq for all y P G. This extends to (complex-valued) measures, µ on G, where for each x P G we write ρ x pµq for the measure induced by ż f dρ x pµq " ż ρ x´1 pf qdµ for all f : G Ñ C, and similarly for λ x pµq. Thus, ρ x pµqpAq " µpAxq and λ x pµqpAq " µpxAq for all x P G, A Ă G.
Given a (complex-valued) measure µ on G, and a function f : G Ñ C we define xf, µy :" ż f dµ and xµ, f y :"
similarly define the convolution of f and µ to be f˚µpxq :" ż f pxy´1qdµpyq and µ˚f pxq "
It is worth noting that if A Ă G is non-empty then
i.e. f˚µ A pxq is the average value of f on xA´1. Similarly, µ A˚f pxq is the average value of f on A´1x.
We shall also look to convolve two measures: suppose that µ and ν are such. Then we define their convolution to be the measure induced by ż f pzqdpµ˚νqpzq "
Here it is worth noting that if A, A 1 Ă G are non-empty then
Finally, for f : G Ñ C define thẽ f pxq :" f px´1q for all x P G, and similarly for measures. Note that if A Ă G is non-empty then Ă µ A " µ A´1 where A´1 :" ta´1 : a P Au.
We introduced the last piece of notation because it captures the adjoint operation. In particular, the adjoint of µ Þ Ñ f˚µ is ν Þ Ñf˚ν i.e. xf˚µ, νy " xµ,f˚νy for all measures µ, ν, and, again, similarly for convolution with measures. One can also use this notation to capture convolution:
f˚µpxq " xρ x pµq,f y and µ˚f pxq " xρ x pf q,μy for all x P G, and, similarly for λ.
Multiplicative systems
Since the work of Roth [Rot52, Rot53] the standard approach to problems of the type considered in this paper has been inductive. As often happens with inductive arguments they become possible when we enlarge the class we are working over. In this case we shall prove our result not just for large subsets of groups, but for large subsets of certain group-like objects which we shall call multiplicative systems.
There is nothing particularly novel about the multiplicative systems presented in this paper and there are numerous essentially equivalent definitions extracting the key properties of a group which we require. In the Abelian setting this has been explored extensively since the pioneering work of Bourgain [Bou99] . It may be worth noting that Gowers and Wolf use some nice notation in [GW11] and Bloom [Blo14] takes as basic a structure which is pretty close to ours.
Two of the axioms a group satisfies are particularly easy to guarantee for subsets of a group: we say that a set A Ă G is a symmetric neighbourhood of the identity if it contains the identity and is closed under taking inverses i.e. 1 G P A and x P A implies x´1 P A. What is harder to capture is closure under multiplication and, indeed, we have to make do with a sort of 'approximate' closure. Given r P N and ǫ P r0, 1s we say that B " pB 0`, B 0 , B 0´; B 1`, B 1 , B 1´; . . . ; B r`, B r , B r´; B r`1 q is an pr`1q-step ǫ-closed multiplicative system if (i) (Symmetric neighbourhoods) B r`1 , and B i`, B i , and B i´, are symmetric neighbourhoods of the identity for all 0 ď i ď r; (ii) (Nesting) we have
and the estimates 1 1`ǫ |B i`| ď |B i | ď p1`ǫq|B i´| for all 0 ď i ď r.
Note here that since the B i s and B i˘s contain the identity, a number of the inclusions in nesting follow from closure. The idea here is that an r-step system in enough to multiply group elements together about 'r times'. The parameter ǫ captures the error each time we do this. While we have set these systems up quite generally we shall only make use of systems with r small, typically 1 or 2.
When we need more than one multiplicative system they will be denoted B 1 , B 2 etc. with the obvious convention that is an pr`1q-step 0-closed multiplicative system. This example, and in fact the special case when H 0 " H r`1 is a very useful example to have in mind on a first reading of many of the results below.
In a 1-step multiplicative system B we think of B 1 as 'acting on' B 0 , and there are many examples of multiplicative systems resulting from trivial action sets.
Example 3.2 (Trivial action set). For any symmetric neighbourhood of the identity A, we have that pA, A, A; t1 G uq is a 1-step 0-closed system.
The point of this example is just to emphasise that we shall be interested in the case when B i`1 is not too much smaller than B i .
To get a sense of how the various parameters behave it is useful to record some basic properties of multiplicative systems.
Lemma 3.3 (Basic properties of multiplicative systems). Suppose that B and B 1 are pr`1q-step (resp. pr 1`1 q-step) ǫ-closed multiplicative systems. Then (i) (Monotonicity) B is an pr`1q-step ǫ 2 -closed multiplicative system for all ǫ 2 ě ǫ; (ii) (Truncation) for 0 ď l ď m ď r and any symmetric neighbourhood of the identity B˚Ă B m`1 , pB l`, B l , B l´; . . . ; B m`, B m , B m´; B˚q is an pm´l`1q-step ǫ-closed multiplicative system;
At this stage we have not given any examples of multiplicative systems that are not either trivial or endowed with the far stronger structure of being a nested sequence of subgroups. In Abelian groups we have a rich set of examples provided by Bohr sets.
Example 3.4 (Bohr sets). Throughout this example suppose that G is an Abelian group and use additive rather than multiplicative notation for the group operation. Suppose that Γ is a set of d characters on G, and δ P p0, 2s. We define the Bohr set with frequency set Γ and width δ to be the set BohrpΓ, δq :" tx P G : |γpxq´1| ď δ for all γ P Γu.
Some fairly straight-forward arguments which can be found in e.g. [TV06, Lemma 4.19] show that for l P N we have
and an easy application of the triangle inequality shows us that l BohrpΓ, δ{lq :" l times.
hkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkj BohrpΓ, δ{lq`¨¨¨`BohrpΓ, δ{lq Ă BohrpΓ, δq.
The ability to dilate Bohr sets lets us use them to produce multiplicative systems. In particular, we have l BohrpΓ, δ{lq`BohrpΓ, δq Ă BohrpΓ, 2δq
and so by the pigeonhole principle there is some j ă l such that
For any ǫ P p0, 1s (the closure parameter of the system) we can pick l " Opdǫ´1q such that exppOpd{lqq ď 1`ǫ, and so we have two sets
It is a short step from here to defining a 2-step ǫ-closed multiplicative system. 1 Crucially this multiplicative system satisfies
In fact in the case of Bohr sets a structure somewhat stronger than a multiplicative system can be constructed: we can arrange for a nested sequence of so-called regular Bohr sets. This was originally done in [Bou99] ; an exposition may be found around [TV06, Definition 4.23].
There are natural analogues of Bohr sets in general finite groups, but they tend to describe only normal subsets of a group and that is not rich enough for our purposes. We shall take a different approach to find a supply of multiplicative systems motivated by a result of Bogolioúboff [Bog39] .
Bogolioúboff showed that if A is a symmetric subset of an Abelian group of density α then 4A :" A`A`A`A contains a large Bohr set. Turning this around, in a general group we shall look for our multiplicative systems inside four-fold product set of large subsets of G. Bogolioúboff's lemma was improved by Chang in [Cha02] , and recently Croot and Sisask discovered a generalisation of Chang's argument to non-Abelian groups.
The following result is essentially [CS10, Corollary 1.4] extended to functions. We only need the version for sets here as it happens, but the proof for functions is no harder. (We shall have to examine this later in Lemma 3.14 when we establish a version of the Croot-Sisask Lemma for multiplicative systems.) Lemma 3.5 (The Croot-Sisask Lemma). Suppose that f P L p pµ G q for some p P r2, 8q, X Ă G has density δ :" µ G pXq ą 0, and η P p0, 1s is a parameter. Then the set of x such that
is a symmetric neighbourhood of the identity and has density expp´Opη´2p log 2δ´1qq.
We shall now use this to establish a Bogolioúboff-type lemma in general groups. Before diving in, we should say that this result is just a variant of [CS10, Theorem 1.6].
Lemma 3.6. Suppose that X Ă G is a symmetric neighbourhood of the identity of density δ :" µ G pXq ą 0, and k P N is a parameter. Then there is a symmetric neighbourhood of the identity S such that
Proof. Let p ě 2 and η P p0, 1s be parameters to be chosen later and apply Lemma 3.5 with f " 1 X 2 to get a symmetric neighbourhood of the identity S such that
By the triangle inequality we have that
for all x P S k , and so by Hölder's inequality we see that
so we can take p " Oplog 2δ´1q and η " Ωp1{kq such that
But then the result follows since
and supp 1 X˚1X 2˚µ X Ă X 4 .
If G were Abelian, and X a Bohr set then it would be possible to take S with |S| ě expp´Opplog 2kqplog 2δ´1qqq, and so the δ-dependence in the above is not too bad even though the k dependence is rather poor. Fortunately in our applications k will tend to be fixed, while δ will decrease. Finally we can use this lemma to produce some multiplicative systems. The argument is essentially the same pigeon-hole as we did with Bohr sets in Example 3.4, replacing the nice properties of dilates of Bohr sets by applications of Lemma 3.6. Corollary 3.7. Suppose that X is a symmetric neighbourhood of the identity in G with δ :" µ G pXq ą 0, and r P N 0 and ǫ P p0, 1s are parameters. Then there is an pr`1q-step ǫ-closed multiplicative system B and some symmetric neighbourhood of the identity S such that B 0`Ă X 4 , S 4 Ă B r`1 and µ G pSq ě expp´Oppǫ´2 log 2δ´1q 4 r`1 qq.
Proof. First apply Lemma 3.6 to get a symmetric neighbourhood of the identity S 0 such that S 9 0 Ă X 4 and µ G pS 0 q ě expp´Oplog 2 2δ´1qq.
We shall now proceed inductively to construct sequences ppB l`, B l , B l´r l"0 and pS l q r`1 l"0 with S
and, writing δ i :" µ G pS i q, such that
Suppose we have constructed S i , but not B i`, B i , B i´o r S i`1 . Apply Lemma 3.6 to the set S i with a natural l i to be chosen later to get a symmetric neighbourhood of the identity
i`1 q ď 1 " δ´1 i µ G pS i q, and so, by telescoping products,
Thus we can take l i " Opǫ´1 log 2δ´1 i q so that there is some 0 ă j ă tl i {18u with
and note that B i`, B i and B i´a re all symmetric neighbourhoods of the identity and
, and δ i`1 ě expp´Opǫ´2 log 4 2δ´1 i qq.
We complete the construction by putting S :" S r`1 and B r`1 :" S 4 , and initialise the construction with S 0 as described above. The result follows on working out the bounds for δ r`1 .
It is possible to relate X to a much more rigid structure called a coset nilprogression. These are somewhat complicated to define and the interested reader is directed to the paper [BGT10] Breuillard, Green and Tao, where this and related matters are addressed although at the expense of bounds.
At this stage we have established the results we shall need for the generation of suitable multiplicative systems and we can turn to tools for using them. First note the simple observation that conjugation preserves multiplicative systems.
Lemma 3.8 (Conjugation of multiplicative systems). Suppose that B is an pr`1q-step ǫ-closed multiplicative system and g P G. Then pgB 0`g´1 , gB 0 g´1, gB 0´g´1 ; . . . ; gB r`g´1 , gB r g´1, gB r´g´1 ; gB r`1 g´1q
is also an pr`1q-step ǫ-closed multiplicative system.
As will be clear from what we have already written, we shall find our multiplicative systems inside four-fold product sets. The following lemma will help us combine this with conjugation.
Lemma 3.9. Suppose that S Ă G is a symmetric set with density σ :" µ G pSq ą 0 and g, h P G. Then there is a symmetric neighbourhood of the identity, X, such that X 4 Ă pgS 4 g´1q X phS 4 h´1q and µ G pXq ě expp´Oplog 2 2σ´1qq.
Proof. We apply Lemma 3.6 to get a symmetric neighbourhood of the identity R, such that R 8 Ă S 4 , and µ G pRq ě expp´Oplog 2 2σ´1qq. Now note that
and so
On the other hand
and pgR 2 g´1q X phR 2 h´1q is also a symmetric neighbourhood of the identity. The result follows on letting X be this set.
At this point we turn to analysis on multiplicative systems. Just as analysis on finite groups begins with Haar measure -the unique translation invariant probability measure on G -analysis on multiplicative systems begins with an approximate version of this.
Lemma
The result is proved.
We shall need a number of results in both a left and right hand form. Typically we shall prove the right hand version and simply state the left hand version after it, the proof being essentially the same. where 0 ď i ď r.
Our arguments will involve finding (smaller and smaller) multiplicative systems on which our original set has larger and larger density. There are various different ways of doing this in Abelian groups and many of them have analogues in our setting. We shall use the energy increment technique developed by Heath-Brown and Szemerédi in [HB87] and [Sze90] and record an appropriate version now.
Lemma 3.12. Suppose that B is a 1-step ǫ-closed multiplicative system; A Ă Z :" gB 0 has density α :" µ Z pAq ą 0; and
Then there is some z P Z such that
Proof. This is just a calculation. First note that
Now Lemma 3.10 and the integral triangle inequality tell us that
and similarly
Inserting these into (3.1) we get
On the other hand we have
In exactly the same way we have a left hand version of the above.
Lemma 3.13. Suppose that B is a 1-step ǫ-closed multiplicative system; A Ă Z :" B 0 h´1 has density α :" µ Z pAq ą 0; and
We shall ultimately be interested in examining some fairly thin subsets of multiplicative systems. In Abelian groups the tool for doing this is Chang's lemma [Cha02] ; as we mentioned before, in non-Abelian groups the tool is the Croot-Sisask Lemma. We shall actually need a version for functions on multiplicative systems, where the proof is a minor variant on that of Lemma 3.5 with a few technicalities resulting from the fact that ρ is not an isometry when restricted to multiplicative systems.
Lemma 3.14 (The (right hand) Croot-Sisask Lemma for multiplicative systems). Suppose that B is a 2-step ǫ-closed multiplicative system, X is a symmetric neighbourhood of the identity and X 8 Ă B 2 , f P L 8 pµ B 0`q , A Ă B 0´h as density α :" µ B 0 pAq ą 0, and η P p0, 1s and p P r2, 8q are parameters. Then there is a symmetric neighbourhood of the identity T Ă X 2 with µ G pT q ě expp´Opη´2p log 2α´1qqµ G pXq such that }ρ t´1 pf˚µ A q´f˚µ A } Lppµ B 1 q ď ηp1`Opǫ{pqq}f } L8pµ B 0`q for all t P T 4 .
Proof. Let z 1 , . . . , z k be independent uniformly distributed A-valued random variables, and for each y P B 1`d efine Z i pyq :" ρ z´1 i pf qpyq´f˚µ A pyq. For fixed y, the variables Z i pyq are independent and have mean 0, so it follows by the Marcinkiewicz-Zygmund inequality and then Hölder's inequality that
Integrating over y P B 1`a nd interchanging the order of summation we get
On the other hand,
by the triangle inequality and the fact that A Ă B 0´. Dividing (3.2) by k p and inserting the above and the expression for the Z i s we get that ż żˇˇˇˇˇ1
Pick k " Opη´2pq such that the right hand side is at most pη}f } L8pµ B 0`q {16q p and write L for the set of x P Aˆ¨¨¨ˆA (where the product is k-fold) for which the integrand above is at most pη}f } L8pµ B 0`q {8q p . By averaging µ k A pL c q ď 2´p and so µ k A pLq ě 1´2´p ě 3{4. Now, put ∆ :" tpx, . . . , xq : x P Xu and note
We let T Ă X 2 be the set of t such that Ă 1 L˚µL pt, . . . , tq ą 0. Then µ ∆˚Ă µ ∆ ptpt, . . . , tq : t P T uq ě 3 4 µ B 0 pAq k , and so µ G pT q ě
Now suppose that t 1 , t 2 , t 3 , t 4 P T . Then for each 1 ď j ď 4 there are elements zpt j q, ypt j q P L such that ypt j q i " zpt j q i t j for all 1 ď i ď k. Now, suppose that x P T 3 and t P T . Then
However, since t P T and x P T 3 we have x, tx P T 4 Ă X 8 Ă B 2 , hence ρ x pµ B 1 q ď p1`Opǫqqµ B 1`a nd so
The last inequality is from the definition of L. Inserting this bound into (3.3) gives us the required result.
Lemma 3.15 (The (left hand) Croot-Sisask Lemma for multiplicative systems). Suppose that B is a 2-step ǫ-closed multiplicative system, X is a symmetric neighbourhood of the identity and X 8 Ă B 2 , f P L 8 pµ B 0`q , A Ă B 0´h as density α :" µ B 0 pAq ą 0, and η P p0, 1s and p P r2, 8q are parameters. Then there is a symmetric neighbourhood of the identity T Ă X 2 with µ G pT q ě expp´Opη´2p log 2α´1qqµ G pXq such that }λ t pµ A˚f q´µ A˚f } Lppµ B 1 q ď ηp1`Opǫ{pqq}f } L8pµ B 0`q for all t P T 4 .
The iteration lemmas
Having set up the basic machinery in the previous section, this section is devoted to establishing the key iteration lemmas that are specific to the problem we are considering here. All of the results will have the form of a dichotomy: either we shall find some sort of density increment on a new multiplicative system; or we shall be able to ensure some good behaviour.
There are two key results, Proposition 4.1 and Proposition 4.5. These results correspond roughly to making some relative versions of the U 1 -norm and U 2 -norm small respectively. The first of these is rather easy and in the Abelian case is essentially [Bou99, §5] . This (in the application of Lemma 4.4 inside the proof of Proposition 4.1) is where the requirement that the elements of A have distinct squares comes from.
To understand the argument it may be useful to consider a model example. Meshulam's proof for Roth's Theorem in F Suppose that A Ă gHk´1 for some H ď G and elements g, k P G has size α|H|. Write K :" gHg´1 X kHk´1. It is possible to show by averaging that (either we have a density increment or) the set S :" ta P A : µ K˚1Agk´1 pakg´1q « α and 1 gk´1A˚µK pgk´1aq « αu, has |S| « α|H|. This is the application of Lemmas 4.2 and 4.3 below.
By a slightly more complicated averaging argument (Lemma 4.4) there is some a P S such that sK " aK and Ks " Ka for at least |K| 2 |KS||SK| |S| elements s P S.
Since |KS| ď |H| and |SK| ď |H| it follows that
and then we see that A 1 :" Aa´1 X K, A 2 :" a´1A X K and T :" a´1ts 2 : s P Aua´1 X K have |A 1 | « α|K|, |A 2 | « α|K| and |T | Á αˆ| K| |H|˙, and we have an injection from triples pa 1 , a 2 , tq P A 1ˆA2ˆT with a 2 a 1 " t to triples pa 1 a, aa 2 , ataq P AˆAˆts 2 : s P Au with paa 2 qpa 1 aq " ata.
Counting triples pa, b, cq P AˆBˆC such that ab " c is actually rather well understood in simple groups as was shown by Gowers in [Gow08] , but in Abelian groups it leads to a dichotomy: either the count of triples is about right or else there is a structure (for us a multiplicative system) on which at least one of the sets has increased density. This dichotomy also holds for general groups and is out Proposition 4.5.
The tool for proving the analogue of Proposition 4.5 in the Abelian setting is the Fourier transform (and Chang's theorem) and for us here we require the Croot-Sisask Lemma (as mentioned in §3).
Proposition 4.1. Suppose that B and B 1 are 1-step ǫ-closed multiplicative systems with B 1 0 Ă gB 1 g´1 X hB 1 h´1; A Ă Z :" gB 0 h´1 has α :" µ Z pAq ą 0 (and distinct squares); X is a symmetric neighbourhood of the identity with δ :" µ G pXq ą 0 such that X 4 Ă B 1 1 ; and η P p0, 1s is a parameter. Then (i) either there is some a P gB 0 h´1 such that
(ii) or there is some z P gB 0 h´1 such that
(iii) or there is some z P gB 0 h´1 such that
First we have two lemmas (which are left and right versions of each other) which will be used in producing the second and third outcomes above.
Lemma 4.2. Suppose B and B 1 are 1-step ǫ-closed multiplicative systems with B 1 0 Ă hB 1 h´1; and A Ă Z :" gB 0 h´1 has density α :" µ Z pAq ą 0; and η P p0, 1s is a parameter. Then (i) either we have
(ii) or there is some z P Z such that
Proof. Write f pzq :"
Since
by the closure properties of B 1 , and ρ x´1 p1 Z qpzq " 1 Z pzq for all x P B 1 1 and z P gB 0´h´1 (since B 1 1 Ă B 1 0 Ă hB 1 h´1), we have |ρ x´1 pf qpzq´f pzq| " Opǫq for all z P gB 0´h´1 and x P B 1 1 .
It follows that
We conclude that if we are not in the first case of the lemma then we have
and hence that
Applying the Cauchy-Schwarz inequality to the first inner product, and nesting of norms to }f } L 1 pµ Z q this then tells us that
and we arendone by Lemma 3.12 applied to the 1-step ǫ-closed system phB 0`h´1 , hB 0 h´1, hB 0´h´1 ; B 1 1 q and A Ă gh´1phB 0 h´1q. Thus we may suppose that (4.2) does not hold and so by (4.1) we have
} " Opǫq and so
On the other hand by the convexity of }¨} L 2 pµ Z q (and the fact that B 1 0 Ă hB 1 h´1 and Z " gB 0 h´1 so |ZB 1 0 | ď p1`ǫq|Z|) we have
from which it follows that
But our lower bound on the left hand side then tells us that
The result follows again on application of Lemma 3.12.
We also have the left analogue of the above.
Lemma 4.3. Suppose B and B 1 are 1-step ǫ-closed multiplicative systems with B 1 0 Ă gB 1 g´1; and A Ă Z :" gB 0 h´1 has density α :" µ Z pAq ą 0; and η P p0, 1s is a parameter. Then (i) either we have
The previous two lemmas will provide us with a left and right translate of some suitable multiplicative system on which A has the 'right' density. We now turn to ensuring that the squares of the elements in A have not-too-small density. This is the lemma for which we need A to have distinct squares.
Lemma 4.4. Suppose that B is a 1-step, ǫ-closed multiplicative pair, S Ă gB 0 h´1 has distinct squares, and X Ă pgB 1 g´1q X phB 1 h´1q is a symmetric neighbourhood of the identity. Then there is some s 1 P S such that
Proof. We consider the sum ÿ
The summands on the left hand side are at most |X| 2 , and so by averaging there is some s 1 P S such that for at least |X| 2 |SX||XS| |S| elements s P S we have sX X s 1 X ‰ H and Xs X Xs 1 ‰ H.
It remains to note that since X Ă pgB 1 g´1q X phB 1 h´1q and S Ă gB 0 h´1 we have that XS Ă gB 1 B 0 h´1 Ă gB 0`h´1 and SX Ă gB 0 B 1 h´1 Ă gB 0`h´1 from which we get the result.
Proof of Proposition 4.1. Apply Lemmas 4.2 and 4.3 with parameter η{4 and the set B 0 , to see that either we are in the second or third cases of the proposition (and we are done) or else
It follows that µ A pSq ě 1{2. Now apply Lemma 4.4 to the set S Ă gB 0 h´1 and
0 Ă gB 1 g´1 X hB 1 h´1 to get that there is some a P S such that
Since a P S we have that 1 A˚µB 1 0 paq ě αp1´ηq and µ B 1 0˚1 A paq ě αp1´ηq, and since S Ă A and X 4 Ă B 1 1 we have µ aB 1 1 a pts 2 : s P Auq " Ωpαδ 2 q, and the result is proved.
We now turn to the companion result to Proposition 4.1 which explains how to use the output in the first case of that result.
Proposition 4.5. Suppose that B is a 2-step ǫ-closed multiplicative system; that there is a symmetric neighbourhood of the identity X of density δ :" µ G pXq ą 0 such that X 4 Ă B 2 ; and that U, V Ă B 0´h ave µ B 0 pUq " µ B 0 pV q " α ą 0 and W Ă B 1´h as µ B 1 pW q " ω ą 0.
(ii) or there is a 1-step ǫ-closed multiplicative system B L and a symmetric neighbourhood of the identity
Op1and some z P B 0 with µ B L 0 z pUq ě µ B 0 pUqp1`Ωp1qq´Opǫα´1q; (iii) or there is a 1-step ǫ-closed multiplicative system B R and a symmetric neighbourhood of the identity S R such that S 4 R Ă B R 1 and µ G pS R q ě expp´Opǫ´1α´1 log 2ω´1 log 2δ´1q
Op1and some z P B 0 with
Proof. Begin by applying Lemma 3.6 to get a symmetric neighbourhood of the identity T such that T 8 Ă X 4 and µ G pT q ě expp´Oplog 2 2δ´1qq. Let η :" ǫα P p0, 1s and p P r2, 8q be a parameter to be chosen later (it will be apparent that it only depends on data available at this stage of the proof) and apply Lemma 3.14 to get that there is a symmetric neighbourhood of the identity R Ă T 2 with µ G pRq ě expp´Opη´2p log 2µ G pV q´1`log 2 2δ´1qq
such that for all t P R 4 we have
Apply Corollary 3.7 to get a 1-step ǫ-closed multiplicative system B R and symmetric neighbourhood of the identity S R such that
By integrating we have
U˚µV } Lppµ B 1 q " Opηq. It follows from linearity and Hölder's inequality (writing p 1 for the conjugate index of p) that
pW q 1´1{p and so taking p " 2`log µ B 1 pW q´1 we see that
Since U Ă B 0´w e see that 1 U˚µB 0 pxq " µ B 0 pUq for all x P B 1 and so
On the other hand, if we write f :
Now we can apply Lemma 3.15 (with the same parameters as before) to get that there is a symmetric neighbourhood of the identity L Ă T 2 with µ G pLq ě expp´Opη´2p log 2µ G pUq´1`log 2 2δ´1qq
such that for all t P L 4 we have
and argue as before. Apply Corollary 3.7 to get a 1-step ǫ-closed multiplicative system B L and symmetric neighbourhood of the identity S L such that
U˚f´µU˚f } Lppµ B 1 q " Opηq. Our choice of p ensures that
Since V Ă B0 we see that for all x P B 1 we have
U´µB 0 q so that ν˚hpxq " xρ x phq,gy L 2 pµ B 0 q for all h : G Ñ C. With these definitions, (4.4) and (4.3) give
We conclude that either we are in the first case of the lemma or else there is some x P B 1 such that |ν˚f pxq| ě 1 2 µ B 0 pUqµ B 0 pV qp1´Opǫqq (since η " ǫα). Now, by the Cauchy-Schwarz inequality we have
In the first instance we apply Lemma 3.13 to the 1-step ǫ-closed multiplicative system pB 0`, B 0 , B 0´; B L 0 q and the set U Ă B 0 to get that there is some z P B 0 such that
We are in the second case of the proposition with the system B L . In the second instance above (4.5) we apply Lemma 3.12 and are in the third case of the proposition. The result is proved.
Proof of the main result
We are now in a position to prove out main theorem.
Proof of Theorem 1.5. We fix two parameters ǫ " c 1 α 2 and η " c for some absolute constants c, c 1 ą 0 whose precise value will become clear later in the argument. All of the multiplicative systems we consider will be ǫ-closed.
We shall proceed iteratively. At stage i of the iteration we suppose that we have the following data:
(i) B piq a 1-step (ǫ-closed) multiplicative system; (ii) X i , a symmetric neighbourhood of the identity with density
We initialise with the 1-step ǫ-closed multiplicative system B p0q :" pG, G, G; Gq, X 0 :" G, g 0 , h 0 " 1 G and A 0 :" A so that α 0 " α ą 0 and δ 0 " 1 ą 0.
At some stage i 0 the iteration will terminate but for all 0 ď i ă i 0 we shall have α i ě αp1`Ωp1qq i and δ i ě expp´Opα´1q exppOpi.
At stage i of our iteration apply Lemma 3.9 to the set X i and elements g i and h i to get a symmetric neighbourhood of the identity Y i such that If we are in the second two cases of Proposition 4.1 then we have some 2 q and X i`1 :" S i so that we have
It follows by the inductive hypothesis and the value of ǫ that
If (5.1) holds then take g i`1 " 1 G , h i`1 " z´1 i , so so that µ B piq 1 1´p W i q " Ωpα i µ G pS i q 2 q " Ωpα i expp´Opǫ´1 log 2δ´1 i q Op1.
We apply Proposition 4.5 to the system B piq 1 , the symmetric neighbourhood of the identity S i which has S If we are in the second case of Proposition 4.5 then let B pi`1q be the multiplicative system, and X i`1 the given symmetric neighbourhood of the identity so that δ i`1 ě expp´Opǫ´1pα i p1´ηq´Opǫqq´1 log 2µ B 1 pW q´1 log 2δ´1 i q Op1" expp´Opǫ´1α´1 log 2δ i q Op1" expp´Opα´1q exppOppi`1. pUqp1`Ωp1qq´Opǫα´1 i q ě α i p1`Ωp1q´ηq´Opǫα´1q " α i p1`Ωp1q´c´Opc 1" α i p1`Ωp1qq provided c and c 1 are sufficiently small absolute constants. If we are in the third case of Proposition 4.5 then let B pi`1q be the multiplicative system, and X i`1 the given symmetric neighbourhood of the identity so that δ i`1 ě expp´Opǫ´1pα i p1´ηq´Opǫqq´1 log 2µ B 1 pW q´1 log 2δ´1 i q Op1" expp´Opǫ´1α´1 log 2δ i q Op1" expp´Opα´1q exppOppi`1.
We are given an g i such that pV qp1`Ωp1qq´Opǫα´1 i q ě α i p1`Ωp1q´ηq´Opǫα´1q " α i p1`Ωp1q´c´Opc 1" α i p1`Ωp1qq, again provided c and c 1 are sufficiently small absolute constants. In either of the above cases α i`1 ě p1`Ωp1qqα i ě αp1`Ωp1qq i`1 .
Since α i ď 1 for all i it follows that the iteration terminates at some step i 0 with 1 ě αp1`Ωp1qq i 0 ,
i.e. at some stage i 0 " Oplog 2α´1q. It follows from this that δ i 0 ě expp´exppα´O p1. triples in px, y, zq P AˆAˆA with xz " y 2 as claimed.
