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Abstract—The maximum rate at which classical information
can be reliably transmitted per use of a quantum channel
strictly increases in general with N , the number of channel
outputs that are detected jointly by the quantum joint-detection
receiver (JDR). This phenomenon is known as superadditivity
of the maximum achievable information rate over a quantum
channel. We study this phenomenon for a pure-state classical-
quantum (cq) channel and provide a lower bound on CN/N , the
maximum information rate when the JDR is restricted to making
joint measurements over no more than N quantum channel
outputs, while allowing arbitrary classical error correction. We
also show the appearance of a superadditivity phenomenon—
of mathematical resemblance to the aforesaid problem—in the
channel capacity of a classical discrete memoryless channel
(DMC) when a concatenated coding scheme is employed, and the
inner decoder is forced to make hard decisions on N -length inner
codewords. Using this correspondence, we develop a unifying
framework for the above two notions of superadditivity, and
show that for our lower bound to CN/N to be equal to a given
fraction of the asymptotic capacity C of the respective channel, N
must be proportional to V/C2, where V is the respective channel
dispersion quantity.
Index Terms—Pure-state classical input-quantum output (cq)
channel, Holevo capacity, superadditivity of capacity, joint mea-
surement, concatenated codes.
I. BACKGROUND AND MOTIVATION
How many classical bits per channel use can be reliably
communicated over a quantum channel? This has been a
central question in quantum information theory in an effort
to understand the intrinsic limit on the classical capacity of
physical quantum channels such as optical fiber or free-space
optical channels. The Holevo limit of a quantum channel is an
upper bound to the Shannon capacity of the classical channel
induced by pairing the quantum channel with any specific
transmitted states, modulation format, and the choice of a
receiver measurement [3], [4]. The Holevo limit is in principle
also an achievable information rate, and is known for several
important practical channels, such as the lossy-noisy bosonic
channel [5], [6]. However, a receiver that attains the Holevo
capacity, must in general make joint (collective) measurements
over long codeword blocks. Such measurements cannot be
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realized by detecting single modulation symbols followed by
classical post processing.
The phenomenon that a joint-detection receiver (JDR) is
able to yield a higher information rate (in error-free bits
communicated per use of the quantum channel) than what
is possible by any single-symbol receiver measurement is
known as superadditivity in the classical capacity of a quantum
channel [7], [8]. We would like to clarify that the more
prevalent use of the term superadditivity of capacity refers
to the scenario when a quantum channel has a higher classical
communication capacity when using transmitted states that
are entangled over multiple channel uses [9]. For the bosonic
channel, it was shown that entangled inputs at the transmitter
cannot get a higher capacity [5]. However, one can get a
higher capacity on the bosonic channel—as compared to what
is possible by any optical receiver that measures one channel
output at a time—by using joint-detection measurements at the
receiver. As the number of symbols over which the receiver
jointly acts increases, the capacity steadily increases. In this
paper, we use the term superadditivity in this latter context,
and provide a general lower bound on the scaling of the
capacity with the length of the joint measurement. This usage
of the term was first adopted by Sasaki et al. [7], and the
phenomenon of superadditivity was demonstrated in [7], [8],
[10], for example, by showing a gap between the Holevo
capacity and the maximum information rate achievable with
the optimal single-symbol receiver measurement.
There are several JDR measurements that are known to
achieve the Holevo capacity—the square-root measurement
(SRM) [3], the Yuen-Kennedy-Lax (YKL) minimum probabil-
ity of error measurement [11], [12], the sequential-decoding
measurement [13], [14], [15], [16], the successive-cancellation
decoder for the quantum polar code [17], [18], a two-stage
near-unambiguous-detection receiver [19], and a bisection-
decoding protocol [20]. There are a few characteristics that are
common to each one of these measurements. First, the size of
the joint-detection measurement is tied to the blocklength of
the code, i.e., the measurement must act on the entire code-
word and hence its size must increase with the length of the
codeword. Second, none of these measurement specifications
translate readily into a realizable receiver in the context of
optical communication. Since it is known that a simple laser-
light (coherent-state) modulation achieves the Holevo capacity
of the lossy bosonic channel [5], almost all the complexity in
achieving the ultimate limit to the reliable communication rate
lies at the receiver. Finally, none of these capacity-achieving
measurements tell us how the achievable information rate
increases exclusively with the size of the receiver measurement
ar
X
iv
:1
31
0.
37
93
v3
  [
cs
.IT
]  
31
 Ju
l 2
01
6
2(while imposing no constraint whatsoever on the classical
coding complexity).
The complexity of implementing a joint quantum measure-
ment over N channel symbols in general grows exponentially
with N [21]. This is because a general length-N projective
measurement can always be realized by a (quantum) unitary
transformation on the N channel outputs followed by product
single-symbol measurements on each output of the unitary.
Even though it is possible that this worst-case exponential
scaling of resources with N may be averted for codes with
specific symmetries [22], the sheer physical complexity of
realizing joint operations—which would involve highly non-
classical transformations of the received optical field within
an optical receiver—, and the fact that no JDR realization
that can even in principle outperform conventional optical
receivers exists, make it of great practical interest to find how
the maximum achievable information rate (error-free bits per
channel use) scales with the size of the JDR.
In this paper, we shed some light on this problem, for
classical communication over a quantum channel whose out-
puts are pure quantum states—the so-called pure-state classical
input-quantum output (cq) channel. The lossy bosonic channel
is an important practical example of such a channel, since
transmitting a coherent state (the quantum description of ideal
laser light), which is a pure state, results in an attenuated (pure)
coherent state at the channel output. We prove a general lower
bound on the finite-measurement-length capacity of a pure-
state cq channel.
Finally, we would like to remark on an important difference
between our setup in this paper and the setups in [23], [24],
[25] to find the finite-blocklength rate over a cq-channel
and second-order asymptotics (channel dispersion). The latter
papers explore how the achievable quantum channel coding
rate (log2MN,)/N (bits per channel use), at a given decod-
ing error threshold , increases when both the code length
and the measurement length increase together1. We consider
the asymptotic capacity CN/N (error-free bits per channel
use) [27], while imposing a constraint on the receiver to
make collective measurements over N channel outputs, but
with no restriction on the complexity of any classical outer
code that may be used on the classical channel induced by
the N -length joint quantum measurement. In other words,
we impose the length restriction only on the front end of
receiver that acts on the quantum channel outputs (e.g., an N -
symbol block of optically-modulated laser pulses received at
the receiver) thereby producing a classical output (e.g., an elec-
trical photocurrent), which in turn could be post-processed by
an arbitrarily complex, including soft-information-processing,
classical algorithm.
1MN, is the maximum number of messages that can be transmitted over
a finite number (N ) of uses of the quantum channel with average error
probability  (with no further outer coding permitted). log2MN, can also
be thought of as the one-shot classical capacity of the N -fold tensor product
quantum channel (the amount of classical information that can be transmitted
through a single use of the tensor product channel) such that the error
probability is below  [26].
II. REVIEW OF CONCATENATED CODING AND PROBLEM
STATEMENT
In order to separate the complexity of the quantum receiver
and the complexity of the classical decoder, it is natural for
us to consider a concatenated coding scheme over a quantum
channel, which we describe below. The idea of concatenated
coding, which is comprised of an inner code and an outer
code, was first introduced by Forney in [28], as a coding
scheme for classical channels to reduce classical decoding
complexity while achieving reliable communication up to the
Shannon capacity C(c) of a classical channel. In Section II-A,
we start by reviewing Forney’s concatenated coding concept
over a classical channel. We then show in Section II-B how
this structure can be adopted for quantum channels to separate
the complexity of the quantum receiver and that of the classical
post processing. Under the concatenated coding structure,
the quantity CN/N is defined as the maximum achievable
information rate with N being the length of an inner code
on which the quantum (joint) receiver acts, while the length
of the outer code may go to infinity. In Section II-C, we
revisit concatenated coding over a classical DMC and pose
the question of how the maximum achievable (error-free)
information rate increases with the size N of the inner-code
blocklength, in the asymptotic limit of the length of the overall
codeword going to infinity. This setup is different compared
to Forney’s original analysis where both the inner code and
the outer-code blocklengths are assumed to increase without
bound. We define the quantity C(c)N /N as the maximum
information rate transmissible over a classical channel with
a concatenated coding scheme under the constraints that the
number of the inner-code messages does not exceed eNC
(c)
and the inner decoder is forced to make hard decisions
on N -length inner codewords. In Section VII, we discuss
the operational meanings of both of the aforesaid quantities
(CN/N for a pure-state cq-channel, and C
(c)
N /N for a classical
DMC), and develop a unifying framework to address their
properties. We explain the organization of the rest of this paper
in Section II-D.
Before we proceed, let us recall that all classical DMC
models employed in optical (or microwave) frequency com-
munications are obtained by first starting from an underlying
physical (quantum) channel, then picking a specific product-
state modulation format which induces a cq channel, and fi-
nally picking a receiver measurement that detects one quantum
channel output (i.e., optically-modulated pulses) at a time, pro-
ducing an electrical output, which in turn induces a classical
DMC. Most of the ‘noise’ in the DMC results from the last
step, that of the receiver converting the modulated symbol in
the electromagnetic domain to the electrical (classical) domain.
Because of the progression of restrictions employed above, it
is clear that the regularized Holevo capacity of the underlying
physical quantum channel is in general greater than the Holevo
capacity of the induced cq channel, which in turn is in general
greater than the capacity of the induced classical DMC. The
Shannon capacity C(c) of this DMC should therefore satisfy:
C
(c)
N /N ≤ C(c) ≤ C1 ≤ CN/N ≤ C, where C is the
Holevo capacity of the cq channel. However, the mathematical
3similarity of C(c)N /N and CN/N , and their unifying treatment
we develop in this paper, need not be tied to the above context
of a DMC being induced by a cq channel paired with a single-
symbol receiver. Our unified treatment may help translate
any future development in quantifying the superaddivity—
potentially better than what we do in this paper—for one prob-
lem, to the other; both problems being practically important
in their own right.
A. Concatenated Coding over a Classical Channel
Let us first review a block coding scheme for a classical
DMC. For a classical channel with the transition probability
PY |X(y|x) with inputs x ∈ X and outputs y ∈ Y , a block
coding scheme for N uses of the channel is specified by an
encoder and a decoder. The encoder maps some finite message
set J into length-N sequences in XN . The elements of J are
called messages, and the images of the messages under the
encoding map are called codewords. The rate R of such a
code is R = 1N log |J |. When one of the messages, j ∈ J , is
chosen, the length-N codeword xj = (xj,1, . . . , xj,N ) ∈ XN
is transmitted by N uses of the channel. The probability
that a length-N output sequence y = (y1, . . . , yN ) ∈ YN
is observed is characterized by the product of the transition
probabilities, PY N |XN (y|xj) :=
∏N
i=1 PY |X(yi|xj,i). Given
the channel outputs, the decoder processes the output sequence
and maps it into an element in a set K. Commonly the
observer wants to know which message was transmitted. For
such a case, K = J and the decoder outputs an estimate
k ∈ J of the transmitted message. When this decoding map
is deterministic, we can define the set of the length-N output
sequences y ∈ YN that are decoded to the message j, and
denote the set as Yj ⊂ YN . The probability of decoding error
depends on the encoder, channel, and decoder. If it is assumed
that all messages are equally likely, the average decoding error
probability is defined as
pe = e
−NR
eNR∑
j=1
∑
y/∈Yj
PY N |XN (y|xj). (1)
Once the block coding scheme for a DMC is specified, for
each message j ∈ J , the probability that the decoder outputs
an estimate k ∈ K is specified. For a good block coding
scheme with N large, for each message j the estimate k would
generally match the transmitted message. But for a finite N ,
the error probability pe may not be close to 0. The encoder,
N uses of the DMC, and decoder, collectively form a discrete
memoryless superchannel, whose transition probabilities are
given by: p(N)k|j :=
∑
y∈Yk PY N |XN (y|xj) for j ∈ J and
k ∈ K.
For such a superchannel, it is possible to design another
layer of block code of length n and rate r. Such a code
over the superchannel is called the outer code, whereas the
aforementioned block code that forms the superchannel is
called the inner code. An outer encoder maps each message
m ∈ {1, . . . , enr} into a length-n outer codeword jm =
(jm,1, jm,2, . . . , jm,n) ∈ J n where J ∈ {1, . . . , eNR}. Each
symbol jm,i ∈ J , i = 1, . . . , n, can be regarded as an
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Fig. 1. Concatenated coding over a classical DMC.
inner-code message, and it is mapped to a length-N inner
codeword xjm,i ∈ XN by an inner encoder of length N and
rate R. Upon transmission of this codeword through N uses
of the channel, the inner decoder receives a length-N output
sequence, and after processing the sequence it provides an
estimate ki ∈ K of the inner-code message. After collecting
n outputs k = (k1, . . . , kn) ∈ Kn of the inner decoder,
the outer decoder processes those to generate an estimate
mˆ ∈ Mˆ of the outer-code message m. The total length of
the concatenated code is thus Nc = nN and the rate of the
code is Rc = 1nN log e
nr = rN . A concatenated code over a
DMC PY |X is illustrated in Fig. 1.
In [28], it was demonstrated that there exist concatenated
codes that can achieve the capacity of the DMC with the
decoding complexity increasing only linearly in a small power
of the overall blocklength Nc = nN , when both the inner-code
blocklength N as well as the outer-code blocklength n go to
infinity. The idea is to use an inner code with the maximum
likelihood inner decoder, paired with an algebraic outer code
that admits an efficient decoding algorithm whose complexity
is proportional to a small power of the outer-code blocklength.
Even when there exists a loss of information at the inner
decoder due to a hard estimate of the inner-code message,
by designing the inner code based on the channel coding
scheme that achieves the capacity as N → ∞, the loss of
information does not hurt the overall rate of the concatenated
codes in the asymptotic regimes of N and n. Moreover,
even though the complexity of the maximum-likelihood inner
decoder increases exponentially in the inner-code blocklength
N , by increasing n and N with a significantly different
order, e.g., n = eNR, the overall complexity of the decoding
algorithms becomes proportional to a small power of the
overall blocklength Nc = nN . Here the decoding complexity
is measured by the increasing rate of the number of classical
computations such as a comparison of likelihoods, in terms of
the overall blocklength Nc. In the next section, we show how
this concatenated coding scheme can be adopted to analyze the
maximum achievable information rate over a quantum channel,
while separating the complexity of the quantum detection and
that of classical processing.
B. Concatenated Coding over a Classical Input-Quantum
Output Channel and Superadditivity of CN
In a future optical communication system that can employ
joint detection and achieve an information rate higher than the
Shannon capacities associated with any of the conventional
optical receivers, the number N of channel symbols jointly
detected (using quantum-limited detection on an N -symbol
block of received modulated pulses) will likely be much
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Fig. 2. Concatenated coding over a pure-state classical input-quantum output
(cq) channel.
harder to scale up compared to the length of any classical
code that may be employed. It is therefore hard to motivate
analyzing quantum communication systems where both the
blocklength of the channel code and the length of the joint-
detection receiver increase together asymptotically. Instead,
we consider the practically relevant model where the two
infinities are decoupled via a concatenated coding scheme
over a quantum channel, as depicted in Fig. 2. In this model,
the quantum joint-detection receiver acts on finite-blocklength
(length N ) modulated (quantum) inner codewords, while the
overall codeword length Nc = nN goes to infinity, as the
classical outer-code length n goes to infinity.
It is instructive to compare the concatenated coding scheme
for the cq channel shown in Fig. 2 with the concatenated
coding scheme over a DMC, shown in Fig. 1. At the core
of Fig. 2 is a cq channel W : x → |ψx〉 for inputs
x ∈ X , and the box marked “Quantum detector” is the
inner decoder that acts on a product-state modulated inner
codeword—a sequence of N pure states each chosen from
{|ψx〉}. Similar to the classical case, after an outer encoder
maps each message m ∈ {1, . . . , enr} into a length-n outer
codeword jm = (jm,1, jm,2, . . . , jm,n) ∈ J n where J ∈
{1, . . . , eNR}, each symbol jm,i ∈ J is mapped to a length-
N inner codeword xjm,i ∈ XN by the inner encoder of
length N and rate R. The length-N inner codeword xjm,i
is then mapped to a length-N sequence of quantum states
by N uses of the quantum channel. The quantum detector
jointly measures each length-N sequence of quantum states
and generates a classical output ki ∈ K for i = 1, . . . , n where
K is the set of possible outcomes from the quantum detector.
In general, K ⊃ J = {1, . . . , eNR}. When K = J , the
quantum detector (inner decoder) basically gives an estimate
of the encoded inner-code message jm,i. After the classical
outer decoder collects n outputs of the quantum detector
k = (k1, . . . , kn) ∈ Kn, it processes the sequence of outputs
to find an estimate of the transmitted message.
The inner encoder, N uses of the cq channel, and the quan-
tum joint-detection receiver, collectively form a discrete mem-
oryless superchannel, with transition probabilities p(N)k|j :=
Pr(K = k|J = j) where J and K indicate the input and
the output random variables of the superchannel, respectively.
Note that both the input and the output of this superchannel
are classical, even though quantum operations happen inside
the superchannel—which may comprise non-standard physical
(e.g., optical) means to convert the quantum state of a length-
N inner codeword (e.g., a train of N modulated laser-light
pulses) to one classical output ki, via a joint-detection method
that is not even physically describable as a sequence of
detections of each of the N channel symbols followed by
classical (such as soft-information) post processing.
We define the maximum mutual information of this super-
channel, over all choices of inner encoders of blocklength N
and rate 0 ≤ R ≤ log |X |, and over all choices of quantum
detectors that jointly measure the length-N output quantum
states as:
CN := maxpj ,
j∈{1,...,|X |N}
max{
N -symbol inner encoder-
measurement pairs
} I(pj , p(N)k|j ) (2)
where the mutual information I(pj , p
(N)
k|j ) :=∑
j∈{1,...,|X |N} pj
(∑
k∈K p
(N)
k|j log
p
(N)
k|j(∑
j′∈{1,...,|X|N} p
′
jp
(N)
k|j′
))
is evaluated with the input distribution pj := Pr(J = j),
j ∈ {1, . . . , |X |N}, and the superchannel distribution
p
(N)
k|j = Pr(K = k|J = j), k ∈ K, which is determined by
the N -symbol inner encoder-measurement pairs.
Note that, in general, in order to attain this maximum mutual
information of the superchannel induced by the inner encoder-
measurement pair, the number of outputs of the quantum
detector, |K|, may need to be greater than |X |N [29], [30].
In fact, it is known that the number of outputs of the quantum
detector that maximizes the mutual information for M linearly
independent pure states, grows as O(M2) [29]. In our case,
M = |{j ∈ {1, . . . , |X |N} : p∗j > 0}| for p∗j being the input
distribution that maximizes the mutual information in (2). But
by considering the case when the output of the inner decoder
makes a hard decision on the inner-code message, we can
find a lower bound on CN , which gives practically important
results as will be discussed later in this paper.
A classical channel coding scheme that achieves the max-
imum mutual information of a DMC can be used to design
outer codes that reliably communicate information through
this superchannel at a rate arbitrarily close to the maximum
mutual information CN as the outer code length n→∞. By
Shannon’s coding theorem, for any rate r < CN , there exists
an outer code of length n and rate r that can be decoded by
classical processing with arbitrarily small decoding error prob-
ability as n → ∞. Since the rate of the overall concatenated
code is Rc = r/N , the maximum information rate achievable
by the concatenated code per use of the quantum channel can
approach CN/N for a finite N .
From the definition of CN , superadditivity of the quantity,
i.e., CN1 + CN2 ≤ CN1+N2 , can be shown. In [31], Holevo
showed that the limit limN→∞ CN/N exists and is equal to
the ultimate capacity of the quantum channel, which is also
equal to the Holevo capacity [4], [32], as defined in (5) in
Section III.
The question we want to answer is: How does the maximum
achievable information rate CN/N change as the length of the
quantum measurement, N , increases? Or more precisely, how
5does maxm∈{1,2,...,N}{Cm/m} increase with N?2
Since quantum processing occurs only at the inner de-
coder, the complexity of the quantum processing only depends
on N , but not on the outer code length n. Therefore, the
trade-off between the rate and the (quantum) complexity
of the measurement device can be captured by how fast
maxm∈{1,2,...,N}{Cm/m} increases in N . It is known that for
some examples of classical input-quantum output channels,
strict superadditivity of CN , i.e., CN1 + CN2 < CN1+N2 ,
holds [33], [27], [34]. However, the calculation of CN , even
for a pure-state binary alphabet, is extremely hard for N > 1
because the complexity of the optimization increases exponen-
tially with N .
Instead of aiming to calculate CN exactly for a specific cq
channel, in this paper, we derive a lower bound on CN/N ,
which becomes tight for N large enough. Using this bound,
we will show that it is possible to calculate the inner-code
blocklength N at which a given fraction of the ultimate
(Holevo) capacity is achievable.
C. Concatenated Codes over a Classical DMC with a Finite
Blocklength Inner Code
In this section, we revisit concatenated coding over a
classical channel and define the asymptotic capacity C(c)N /N
of a classical DMC—analogously to CN/N in (2) for a cq
channel—with the condition now being that the inner decoder
has to make hard decisions on the inner-code message encoded
by length-N (inner) codewords of rates 0 ≤ R ≤ C(c) where
C(c) is the capacity of the DMC. In a later section of this
paper, we will establish a lower bound on C(c)N /N , which can
be treated in a unifying framework with the lower bound on
CN/N of a classical-quantum channel.
In [28], when Forney analyzed the performance of concate-
nated codes, he first investigated the coding-theoretical limits
on the attainable mutual information of superchannels induced
by an inner code of length N and rate 0 ≤ R ≤ C(c) under
different assumptions on the inner decoder outputs, without
any restrictions on the complexity of outer codes. It is obvious
that when the inner decoder generates a sufficient statistic
of the channel output and forwards it to the outer decoder,
there is no loss of information, so that the performance of the
concatenated code can be as good as an optimal code, even
with the restricted structure of code concatenation. Despite
the fact that the performance remains intact, for this case, the
decoding complexity increases exponentially with the overall
length of the code. On the other hand, even if there is some
loss of information at the inner decoder by making a hard
decision on the message of the inner code, as the inner-
code blocklength N as well as the outer-code blocklength
n go to infinity, the capacity of the underlying classical
DMC can be achieved with the concatenated code. This was
2The superadditivity of CN , i.e., CN1 + CN2 ≤ CN1+N2 , implies that
for any positive integers m and k such that m/k is an integer, Cm is
greater than or equal to kCm/k , i.e., Cm/(m) ≥ Cm/k/(m/k). Therefore,
maxm∈{1,2,...,N}{Cm/m} can be simplified by removing the elements
that are smaller than or equal to Cm/m, i.e., {Cm/k/(m/k) : k ∈
{1, . . . ,m− 1},m/k ∈ N}, from the maximization, starting from m = N
and continuing in the decreasing order.
demonstrated in [28] by analyzing a lower bound on the
maximum mutual information of superchannels where the
inner decoder makes a hard decision on the transmitted inner
codeword. As N → ∞, the maximum mutual information of
the superchannel approaches NC(c) where C(c) is the capacity
of the DMC. Moreover, the average decoding error probability
pe of the inner code, defined in (1), decreases exponentially in
N , for any rate R < C(c) of the inner code. These properties
of the superchannel were essential in achieving the capacity of
a DMC using concatenated coding, even after the outer code
was restricted to algebraic codes that enable a simple decoding
algorithm.
Even though concatenated coding allows reliable commu-
nications up to the capacity of a DMC with a much improved
decoding complexity, this coding scheme results in a great
delay to decode the message, since the outer-code block-
length n increases on the order of eNR with the inner-code
blocklength N → ∞. The delay issue is critical in modern
data communications, especially in wireless communications.
Therefore, it is of great interest to study trade-offs between
information rate and delay in communication systems.
We study one aspect of this trade-off by asking the following
question for the concatenated code over a classical DMC,
similar to the one we asked for the quantum channel but with
additional assumptions: Assume that the cardinality of the set
of inner-code messages at a finite blocklength N does not
exceed beNC(c)c and the inner decoder makes a hard estimate
on the messages of the inner code at a finite blocklength
N . Under these conditions, what is the asymptotic capacity
(error-free bits per use of the underlying classical DMC) at a
fixed inner-code blocklength N as the outer-code blocklength
n → ∞ (i.e., with no restriction on the complexity of the
outer code)? When the inner decoder makes a hard estimate for
the inner-code message encoded in length-N inner codewords,
even though the estimate may contain errors, it still allows an
observer to receive a rough estimate of the inner-code message
after every N transmissions. After the outer decoder collects
a length-n output sequence of the hard-decision inner decoder
and processes the output sequence to decode the outer-code
message, the erroneous information can be corrected and the
outer-code message can also be reliably decoded.
With the inner decoder that makes a hard decision at a
finite blocklength N for the inner code of rate R ≤ C(c),
the maximum achievable information rate by the concatenated
code is defined to be C(c)N /N where,
C
(c)
N = maxpj ,
j∈{1,...,beNC(c)c}
max{
N-symbol inner encoder-
hard-decision decoder pairs
} I(pj , p(N)k|j )
(3)
for the input distribution pj , j ∈ {1, . . . , beNC(c)c}, and
the superchannel distribution p(N)k|j between the inner-code
message j and hard-decision inner decoder output k. Let M
denote the cardinality of the set of inner-code messages with a
positive probability, i.e., M = |{j ∈ {1, . . . , beNC(c)c} : pj >
0}|. In the maximization on the right hand side of (3), we
consider only an inner encoder with messages of cardinality
M ≤ beNC(c)c and a decoder whose output set has the same
6cardinality as that of the inner-code messages. Note that when
we defined CN in (2) for a quantum channel we imposed
the similar length-N constraints on the inner codeword and
on the quantum detector but did not restrict the rate of the
inner code nor the cardinality of the outputs of the quantum
detector. These additional constraints in the definition of C(c)N
are to develop mathematical analogy between CN and C
(c)
N
based on the fact that the length-N quantum detector in the
quantum case is analogous to the inner decoder making hard
decisions on length-N inner codewords in the classical case,
which will be discussed in more details in Section VII. We
will use this analogy to provide a general lower bound on
CN/N .
Without the two additional constraints on the cardinality of
the inputs and outputs of the superchannel in the definition
of C(c)N for a classical DMC, one can easily define an inner
encoder that is a trivial one-to-one mapping from the message
set J = {1, . . . , |X |N} of rate R = log |X | ≥ C(c) to XN
and an inner decoder that is also a one-to-one mapping from
YN to K = {1, . . . , |Y|N}, and show that
C
(c)
N = max
PXN
I(XN ;Y N ) = NC(c) (4)
for any finite N . But this C(c)N does not say how much
information about the inner-code message can be extracted
by the inner decoder at a finite blocklegnth N , since the
probability of getting a correct estimate of the inner-code
message can never converge to 0 even when N → ∞.
Therefore, to exclude the trivial encoders and decoders of
one-to-one mappings and to justify the operational meaning
of C(c)N , we restrict ourselves to look at only an inner code of
rate 0 ≤ R ≤ C(c) with a hard decision decoder, along with
the definition of C(c)N as in (3).
Moreover, these constraints on the cardinality of the inner
encoder and decoder make C(c)N exhibit non-trivial superad-
ditivity. From the definition of C(c)N , superadditivity of the
quantity, i.e., C(c)N1 +C
(c)
N2
≤ C(c)N1+N2 , can be shown. Moreover,
Shannon’s coding theorem implies that the limit of C(c)N is
limN→∞ C
(c)
N = NC
(c) where C(c) is the Shannon capacity
of a classical DMC. For a finite N , on the other hand,
the quantity C(c)N might be strictly smaller than NC
(c). For
example, consider a binary symmetric channel BSC(δ) with
a flipping probability δ = 0.1. The Shannon capacity of the
BSC(δ) is C(c) = log 2+(δ log δ+(1−δ) log(1−δ)) = 0.368
nats/channel use. At N = 1, we have C(c)1 = 0 since the max-
imum cardinality of the input set that satisfies the condition
M ≤ beC(c)c is only 1. At N = 2, the maximum cardinality
of the input set is 2. By having {00, 11} as codewords for
the two messages and by using the hard-decision decoder that
maps the outputs {00, 01, 10} to the input message {00} and
the output {11} to the input message {11} we can achieve the
maximum information rate of C(c)2 /2 ≈ 0.205 at the optimal
input distribution p1 ≈ 0.55, p2 = 1 − p1. Therefore, for a
BSC(0.1), we demonstrated the strict superadditivity of C(c)N
by showing C(c)1 < C
(c)
2 /2 < limN→∞ C
(c)
N /N = C
(c).
We are interested in how maxm∈{1,2,...N}{C(c)m /m} in-
creases in N for a classical DMC. In this paper, we provide
a lower bound on C(c)N /N for a fixed N and show a close
mathematical connection between this bound and the lower
bound on CN/N of a cq channel.
D. Organization of the Paper
The rest of this paper is organized as follows. In Section III,
we introduce the notation, some fundamentals of classical
input-quantum output (cq) channels, and the Holevo capac-
ity of these channels. In Section IV, examples of quantum
channels where strict superadditivity C1 < C holds, will be
demonstrated. Our main theorem, which states a lower bound
on CN/N , which strictly increases with N , will be stated in
Section V with examples to show how to use the theorem
to calculate a blocklength N to achieve a given constant
fraction of the Holevo capacity. This theorem will be proved
in Section VI. Thereafter in Section VII, we will provide a
lower bound on C(c)N /N for a classical DMC and will compare
it with the lower bound on CN/N of a cq channel under a
unifying framework. An approximation of the lower bounds
on CN/N and on C
(c)
N /N will also be provided by introducing
quantum and classical versions of channel dispersion V . Some
future directions on the study of strict superadditivity will be
discussed in Section VIII.
III. CLASSICAL INPUT-QUANTUM OUTPUT CHANNEL
The classical capacity of a quantum channel is defined as
the maximum number of information bits that can be sent
per use of the quantum channel, by encoding a message
into a transmitted modulated quantum state (which could be
entangled over many uses of the channel), and decoding the
message at the channel’s output by applying any measurement
permissible by quantum mechanics. In this paper, we will
restrict our attention to a pure-state memoryless classical-
quantum (cq) channel W : x→ |ψx〉, which takes a classical
input x ∈ X at the input of the channel and maps it to a
quantum (pure) state |ψx〉 ∈ H, where H is a complex Hilbert
space.
As a concrete example of a pure-state cq channel, the
transmission of an ideal laser light pulse over a lossy optical
channel can be modeled as a pure-state cq channel Nη : α →
|√ηα〉, where α ∈ C is the complex field amplitude (of the
coherent state |α〉) at the input of the channel, η ∈ (0, 1] is
the transmissivity (the fraction of input power that appears at
the output), and |√ηα〉 is a coherent state at the channel’s
output.3 The coherent state |α〉 is the quantum description
of an ideal laser-light pulse in a given field mode, of mean
photon number |α|2, and a carrier-phase offset given by the
phase of α. The coherent state is a pure state given by
3It is important to note here the difference between a classical channel
and a classical-quantum channel. There is no physical measurement that can
noiselessly measure the output amplitude
√
ηα. Any specific choice of an
optical receiver—such as homodyne, heterodyne or direct-detection—induces
a specific discrete memoryless classical channel p(β |α) between the input α
and the measurement result β . The Shannon capacity of this induced classical
channel, for any given measurement choice at the receiver, is strictly smaller
than the Holevo capacity of the measurement-unrestricted cq channel Nη . As
discussed above, for a receiver’s performance to asymptotically approach the
Holevo capacity, it must make a joint-detection measurement over an infinite
codeword, which in this case is a block of modulated laser pulses.
7|α〉 = e−|α|2/2∑∞n=0 (αn/√n!) |n〉, where |n〉, n = 0, 1, . . .,
the photon number states, form a complete orthonormal basis
for the state space of a single optical mode.
In [3], it was shown that the classical capacity of a pure-
state cq channel W is given by
C = max
PX
Tr(−ρ log ρ), (5)
where ρ =
∑
x∈X PX(x)|ψx〉〈ψx|. This capacity is called
Holevo capacity. The states |ψx〉, x ∈ X , are normalized
vectors in a complex Hilbert space H, 〈ψx| is the Hermi-
tian conjugate vector of |ψx〉, and ρ is a density operator,
a linear combination of the outer products |ψx〉〈ψx| with
weights PX(x). The Holevo capacity can also be written as
C = maxPX S(ρ), where S(ρ) = Tr(−ρ log ρ) is the von
Neumann entropy of the density operator ρ.
A length-Nc block code for Nc uses of a pure-state cq
channel W with input set X and output set {|ψx〉} for
x ∈ X consists of an encoder and a quantum measure-
ment. The encoder maps some finite message set M into
elements of XNc . For an input codeword (x1, · · · , xNc) ∈
XNc , the sequence of outputs of the quantum channel W
can be written as a tensor product state, |Ψx1,...,xNc 〉 :=|ψx1〉 ⊗ · · · ⊗ |ψxNc 〉 ∈ {|ψx〉}⊗Nc ⊂ H⊗Nc . When the
received codeword is measured by an orthogonal projective
measurement, {|Φk〉}, k ∈ K, which resolves the identity, i.e.,∑
k |Φk〉〈Φk| = 1, inH⊗Nc , the classical output k is observed
with probability equal to |〈Φk|Ψx1,...,xNc 〉|2, the magnitude
squared of the inner product between the received codeword
state and the measurement vector corresponding to the output
k. When the received quantum codeword is measured by
a more general Positive Operator Valued Measure (POVM)
measurement, {Πk} such that Πk ≥ 0 and
∑
k Πk = 1 in
H⊗Nc , we observe the classical output k with probability equal
to 〈Ψx1,...,xNc |Πk|Ψx1,...,xNc 〉. The quantum measurement is
designed to decode the received codewords with as small an
error probability as possible. For any rate R < C, there exists
a block code of length Nc and rate R that can be decoded with
an arbitrarily small average probability of error as Nc → ∞
by an appropriate quantum measurement acting jointly on the
received codeword in H⊗Nc [3], [4].
To achieve this capacity, however, a joint-detection receiver
(JDR) needs to be implemented, which can measure the
length-Nc sequence of states jointly and decode it reliably
among eNcR possible messages. The number of measurement
outcomes thus scales exponentially with the length of the
codeword Nc, and the complexity of physical implementation
(in terms of number of elementary finite-length quantum
operations) of the receiver in general also grows exponentially
with Nc.
Considering this growth in complexity, in Section II-B,
we proposed to limit the maximum length N ≤ Nc of
the sequence of states to be jointly detected at the receiver,
independent of the length of the codeword Nc, and to analyze
the asymptotic capacity CN/N in (2) at a fixed length N of
joint measurement. When we denote pxN := Pr(XN = xN )
as an input distribution over all possible length-N inner
codewords xN = (x1, . . . , xN ) ∈ XN and denote the most
general form of a length-N quantum measurement (POVM)
in H⊗N as {Πk} for k ∈ K, CN defined in (2) is equivalent
to
CN = max
pxN
max
{Πk}
I(pxN , pk|xN ) (6)
where pk|xN := Pr(K = k|XN = xN ) =
〈Ψx1,··· ,xN |Πk|Ψx1,··· ,xN 〉. This form of definition for CN was
first provided by Holevo in [27].
It is known that quantum measurements of fixed block-
lengths cannot achieve the capacity of the quantum channel.
Moreover, it was shown that for some examples of quantum
channels, as the number N of channel outputs jointly measured
increases, the maximum number of information bits extracted
per use of the quantum channel increases [33], [7]. In the next
section, we show examples of quantum channels where strict
superadditivity can be demonstrated by showing that C1 < C.
IV. STRICT SUPERADDITIVITY OF CN
Before investigating how maxm∈{1,2,...,N}{Cm/m} in-
creases with N for a classical input-quantum output channel,
we will show examples where strict superadditivity of CN can
be shown by C1 < C where C1 is the maximum achievable
information rate with symbol-by-symbol detection and C is the
ultimate capacity with quantum joint-detection receiver over
infinite blocklength codewords. As discussed before, given
a set of output quantum states {|ψx〉}, x ∈ X , C can be
calculated from Holevo’s result by finding the optimal input
distribution that maximizes the von Neumann entropy S(ρ) =
Tr(−ρ log ρ) where ρ = ∑x PX(x)|ψx〉〈ψx|. Calculating C1,
on the other hand, requires finding a set of measurements as
well as an input distribution to maximize the resulting mutual
information, where the measurement acts on one channel
symbol at a time. For general output quantum states, this
is a hard optimization problem, since the measurement that
maximizes C1 may not be a projective measurement, and could
be a Positive Operator Valued Measure (POVM)—the most
general description of a quantum measurement—and further-
more the optimal POVM could have up to |X | (|X |+ 1) /2
outcomes [29], [30].
However, for binary pure states {|ψ0〉, |ψ1〉}, as shown
in [27], C1 and C can be calculated as simple functions of
the inner product γ = |〈ψ0|ψ1〉|, and strict superadditivity can
be shown. We will summarize this result of strict superaddi-
tivity in binary pure-state classical input-quantum output (cq)
channels in Section IV-A.
We also consider the strict superadditivity of pure-state cq
channels with an input constraint, in the context of optical
communication, in Section IV-B. The constraint will be the
average energy of quantum states. A coherent state |α〉 is the
quantum description of a single spatio-temporal-polarization
mode of a classical optical-frequency electromagnetic (ideal
laser-light) field, where α ∈ C is the complex amplitude, and
|α|2 is the mean photon number of the mode. Since the energy
of a photon with angular frequency ω is E = ~ω where ~ is
the reduced Planck constant, the average energy (in Joules) of
the coherent state |α〉 of center frequency ω, is ~|α|2ω. Note
that the mean photon number |α|2 is a dimensionless quantity.
8Therefore, for propagation at a fixed center frequency ω, an av-
erage energy constraint on the quantum states (or equivalently,
an average power constraint with a fixed time-slot width) can
be represented as a constraint on the mean photon number per
transmitted mode. For example, for continuous output quantum
states {|α〉} where α ∈ C, an average energy constraint ~ωE
per transmitted mode can be expressed as a constraint on the
prior distribution p(α), with
∫ |α|2p(α)dα ≤ E , where E is
the constraint on the mean photon number per mode.
The important question of how many bits can be reliably
communicated per use (i.e., per transmitted mode) of a pure-
loss optical channel of power transmissivity η ∈ (0, 1], under
the constraint on the average photon number per transmitted
mode E , was answered in [5]. It was also shown that product
coherent-state inputs are sufficient to achieve the Holevo
capacity of this quantum channel. Since a coherent state |α〉
of mean photon number E = |α|2 transforms into another
coherent state |√ηα〉 of mean photon number ηE over the
lossy channel, we will henceforth, without loss of generality,
subsume the channel loss in the energy constraint, and pretend
that we have a lossless channel (η = 1) with a mean photon-
number constraint E[|α|2] ≤ E per mode (or per ‘channel
use’). The capacity of this channel is given by [5]
C(E) = (1 + E) log(1 + E)− E log E [nats/mode], (7)
and it is achievable with a coherent-state random code with
the amplitude α chosen from a circulo-complex Gaussian
distribution with variance E , i.e., p(α) = exp[−|α|2/E ]/(piE).
However, achieving this ultimate capacity requires a joint-
detection receiver that can jointly measure the infinite-length
quantum codeword. Therefore, to understand the trade-offs
between the maximum achievable information rate and the
complexity of joint-detection receiver with an input constraint,
we again consider a concatenated coding scheme with a finite-
length quantum joint measurement as in Fig. 2. We define
CN (E) as the maximum achievable information rate with the
optimal inner encoder and joint measurements of length-N
under the mean photon-number constraint of E ,
CN (E) :=
max
{p(αN ):∫ (∑Ni=1 |αi|2)p(αN )dαN≤N ·E}max{Πy} I(p(α
N ), p(y|αN )),
(8)
where p(αN ) is an input distribution over αN =
(α1, . . . ,αN ) ∈ CN and p(y|αN ) = 〈αN |Πy|αN 〉 for
a POVM {Πy} in H⊗N . We are interested in how
maxm∈{1,...,N}{Cm(E)/m} increases with N . Even though
C1(E) cannot be explicitly calculated because of the similar
difficulties as in calculating C1 for a general set of quantum
states, by restricting the cardinality of the quantum states to
be binary, or by further restricting it to be a specific binary
constellation, we can observe the strict superadditivity of pure-
state cq channels under the mean photon-number constraint.
In the analysis of the capacity under the mean photon-
number constraint, we will use the o(·) and O(·) notations to
describe the behavior of functions of the mean photon number
E in the regime of E → 0. A function described as o(f(E))
and that described as O(f(E)) satisfies
lim
E→0
∣∣∣∣∣o(f(E))f(E)
∣∣∣∣∣ = 0, lim supE→0
∣∣∣∣∣O(f(E))f(E)
∣∣∣∣∣ <∞, (9)
respectively.
A. Strict Superadditivity for Binary Pure-State Channels
The first step to calculate C for the binary pure-state cq
channel W : x→ |ψx〉, x ∈ {0, 1}, is to find the eigenvalues
of ρ under an input distribution {1 − q, q}. For ρ = (1 −
q)|ψ0〉〈ψ0|+ q|ψ1〉〈ψ1|, the eigenvectors of ρ have a form of
|ψ0〉+ β|ψ1〉 with some β that satisfies
ρ(|ψ0〉+ β|ψ1〉) = σ(|ψ0〉+ β|ψ1〉) (10)
with eigenvalues σ. By solving this equation, we obtain the
two eigenvalues as:
σ1 =
1
2
(
1−
√
1− 4q(1− q)(1− γ2)
)
, and
σ2 =
1
2
(
1 +
√
1− 4q(1− q)(1− γ2)
)
,
(11)
where γ = |〈ψ0|ψ1〉|. The resulting von Neumann entropy is
S(ρ) = Tr(−ρ log ρ) = −σ1 log σ1 − σ2 log σ2. (12)
From this equation, it can be shown that S(ρ) for the binary
inputs is maximized at q = 1/2, and the resulting capacity of
the binary cq channel is
C = max
PX
S(ρ) = −1− γ
2
log
1− γ
2
− 1 + γ
2
log
1 + γ
2
.
(13)
For the binary channel, C1 is attained by the equiprior input
distribution and a binary-valued projective measurement in
the span of {|ψ0〉, |ψ1〉}—the same measurement that mini-
mizes the average error probability of discriminating between
equally-likely states |ψ0〉 and |ψ1〉. The derivation of C1 for
the binary case can be found in [27], and is given by:
C1 =
1−
√
1− γ2
2
log
(
1−
√
1− γ2
)
+
1 +
√
1− γ2
2
log
(
1 +
√
1− γ2
)
.
(14)
The capacity C is strictly greater than C1 for all 0 < γ < 1,
which demonstrates the strict superadditivity of CN for all
binary pure-state cq channels with any output quantum states
{|ψ0〉, |ψ1〉}.
B. Strict Superadditivity for Binary Coherent-State Channels
with a Mean Photon-Number Constraint
The number of information bits that can be reliably commu-
nicated per received photon at the channel output—the photon
information efficiency (PIE)—under a mean photon-number
constraint per mode, E , is given by C(E)/E (nats/photon).
From (7), it can be shown that in order to achieve high PIE,
E must be small. In the E → 0 regime, the capacity (7) can
be approximated as
C(E) = E log 1E + E + o(E), (15)
9which shows that C(E)/E ∼ − log E for E  1. Thus there is
no upper limit in principle to the photon information efficiency.
We will now show that in the high-PIE (low-photon-
number) regime, the ultimate capacity (15) of optical channels
under the mean photon-number constraint E is achievable
closely even with a simple Binary Phase Shift Keying (BPSK)
coherent-state constellation {|√E〉, |−√E〉}, which satisfies
the energy constraint with any prior distribution. The in-
ner product between the two coherent states {|α〉, |β〉} is,
γ = |〈α|β〉| = exp[−|α − β |2/2]. Therefore, |〈√E |−√E〉| =
exp[−2E ]. By plugging γ = exp[−2E ] into (13), we obtain
the capacity of the BPSK-input constellation, which is denoted
as CBPSK(E),
CBPSK(E) = E log 1E + E + o(E), (16)
which is equal to C(E) for the first- and second-order terms
in the limit E → 0. Therefore, in the low-photon-number
limit, when N → ∞, a binary constellation is enough to
achieve C(E) up to the first two dominant terms of the capacity
expansion.
For BPSK-output quantum states, the maximum achievable
rate at N = 1, which is denoted as C1,BPSK(E), can be
calculated by using (14) as
C1,BPSK(E) = 2E + o(E). (17)
Thus, PIE of the BPSK channel caps off at 2 nats/photon for
N = 1, while for N large, achievable PIE →∞ as E → 0. It
would therefore be interesting to ask how large a JDR length
N is needed to bridge the gap between (17) and (16) in the
BPSK cq channel.
We now ask, for arbitrary binary coherent states under the
same constraint on the mean photon number E per mode, how
high an information rate is achievable when each mode is
detected one-by-one, i.e., N = 1. The maximum capacity
of binary coherent-state channel at N = 1 under the mean
photon-number constraint of E will be denoted as C1,Binary(E).
This value C1,Binary(E) can be calculated in the regime E → 0
by finding the optimal binary states {|α0〉, |α1〉} and the input
distribution {1 − q, q} that satisfies the mean photon-number
constraint,
(1− q)|α0|2 + q|α1|2 ≤ E . (18)
The following lemma summarizes the result.
Lemma 1: The optimal binary inputs for N = 1, are α0 =√E · q∗/(1− q∗) and α1 = −√E · (1− q∗)/q∗ with
q∗ =
E
2
log
1
E , (19)
and the resulting C1,Binary(E) is
C1,Binary(E) = E log 1E − E log log
1
E +O(E). (20)
Proof: Appendix A.
We conjecture that for C1(E), a binary constellation is
optimal in the low-photon-number limit. In other words, using
an M -ary constellation, and a single-symbol receiver, one
cannot beat the C1,Binary(E). We state it as the following
conjecture.
Conjecture 1: When restricted to single-symbol measure-
ments, the maximum achievable information rate under
the mean photon-number constraint of E is the same as
C1,Binary(E) up to the first two dominant terms, i.e.,
C1(E) = E log 1E − E log log
1
E +O(E). (21)
Compared to the ultimate capacity (15), the first-order term
of C1,Binary(E) in (20) is the same as that of C(E). But, the
difference in the second-order term shows how much less
capacity is achievable at N = 1 even with the optimized
binary-output quantum states. In [35], we showed that (20) can
be achieved even using an on-off keying modulation {|0〉, |α〉}
and a simple on-off direct-detection (photon counting) re-
ceiver. Therefore, in the context of optical communication in
the high-PIE regime, the difference between the second-order
terms of Eqs. (15) and (20) captures all of the performance
gain from the complex quantum processing in the JDR. Even
though C1,Binary(E) and C(E) have the same leading term,
in practice, the two performances have significant difference.
For example, if one wishes to achieve a photon efficiency
of 10 bits/photon, one can solve for EHolevo that satisfies
C(E)/E = 10, and for E1,Binary that satisfies C1,Binary(E)/E =
10 bits/photon, respectively, and get EHolevo ≈ 0.0027 and
E1,Binary ≈ 0.00010. This means that for N = 1, after sending
the average of 0.00010 photons, a new input symbol should
be modulated to achieve a photon efficiency of 10 bits/photon;
whereas, for N = ∞ (Holevo limit) it is enough to transmit
a new input symbol for every 0.0027 photons to achieve
the same photon efficiency. Therefore, the resulting spectral
efficiencies differ by more than 1 order of magnitude. This
example says that although (15) and (20) have the same limit
as E → 0, the rates at which this limit is approached are
quite different, which is of practical importance. As a result,
the second term in the capacity results cannot be ignored.
Therefore, it is important to know how large a JDR length
N can bridge the gap in the second-order terms. We provide
an answer for such questions in the following section.
V. A LOWER BOUND ON CN
In this section, a lower bound is derived for the maximum
achievable information rate at a finite blocklength N of quan-
tum measurements. Using this bound, it is possible to calculate
a blocklength N at which a given fraction 0 < α ≤ 1 of the
Holevo capacity of a pure-state cq channel can be achieved.
Therefore, this result provides a framework to understand the
trade-off between the (rate) performance and the (quantum)
receiver complexity, for reliable transmission of classical in-
formation over a quantum channel.
Theorem 1: For a pure-state classical input-quantum output
(cq) channel W : x→ |ψx〉, x ∈ X , the maximum achievable
information rate using quantum measurements of blocklength
N , which is CN/N as defined in (2), is bounded below as
CN
N
≥ max
R
((
1− 2e−NE(R)
)
R− log 2
N
)
, (22)
where
E(R) = max
0≤s≤1
(
max
PX
(− log Tr(ρ1+s))− sR) , (23)
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with ρ =
∑
x∈X PX(x)|ψx〉〈ψx|.
By using this theorem, for the previously introduced BPSK
{|√E〉, |−√E〉} cq channel, a blocklength N can be calculated
at which the lower bound of (22) exceeds certain targeted
rates below the capacity. In the previous section, it was shown
that there is a great gap between C1,BPSK(E)/E in (17) and
CBPSK(E)/E in (16) as E → 0:
C1,BPSK(E)
E = 2 + o(1),
CBPSK(E)
E = log
1
E + 1 + o(1).
We saw that the capacity of the BPSK alphabet is as good
as that of the optimal continuous Gaussian-distributed input
as N goes to infinity, i.e., CBPSK(E) is the same as C(E)
in the first two dominant terms. However, at the measurement
blocklength N = 1, a BPSK constellation cannot even achieve
the maximum mutual information of the optimal binary cq
channel, C1,Binary(E) in (20), and the PIE caps off at 2
nats/photon. This means that the BPSK is far from the optimal
constellation for N = 1. Therefore, the performance of the
BPSK channel depends significantly on the regime of N . We
will now find how much quantum processing is sufficient in
order to communicate using the BPSK alphabet at rates close
to its capacity.
Note that for the BPSK quantum states {|√E〉, |−√E〉},
any input distribution satisfies the mean photon-number con-
straint of E . Consequently, we can apply Theorem 1 to
the BPSK channel—while automatically satisfying the mean
photon-number constraint—even though the theorem itself
does not assume any energy constraint. Let CN,BPSK(E) be
the maximum achievable rate of BPSK cq channel under
the mean photon-number constraint of E when the received
quantum states are jointly measured by length-N quantum
measurements.
Theorem 2: For the coherent-state BPSK channel with the
mean photon-number constraint of E ≤ 0.01, when the length
of joint measurement N ≥ E−1 (log(1/E)), we obtain
CN,BPSK(E)
N
≥
((
1− 2e−NE˜(R∗)
)
R∗ − log 2
N
)
, (24)
where
R∗ = E log 1E
(
1−
√
log (NE log(NE))
NE
)
+ E ,
E˜(R) = − log
((
1 + e−2E
2
)1+s∗
+
(
1− e−2E
2
)1+s∗)
,
− s∗R,
with s∗ =
log log(1/E)− log(R− E)
log(1/E) − 1.
Proof: Appendix B.
Using this theorem, the following corollary can also be
shown.
Corollary 1: For the coherent-state BPSK channel with the
mean photon-number constraint of E → 0, at the measurement
length of
N = 2E−1 (log(1/E))2 (log log(1/E))−1 , (25)
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Fig. 3. A lower bound on photon information efficiency of the BPSK channel
CN,BPSK(E)/(NE) at E = 0.01 for the finite blocklength N .
we can obtain
CN,BPSK(E)
N
≥ E log 1E − E log log
1
E + o
(
E log log 1E
)
.
(26)
Moreover, at
N = E−1 (log(1/E))2 (log log(1/E))2 , (27)
we can obtain the ultimate limit of PIE up to the first two
dominant terms,
CN,BPSK(E)
N
≥ E log 1E + E + o(E). (28)
Proof: Appendix C.
Remark 1: Note that this corollary shows that at the value
of N specified in (25), the coherent-state BPSK channel can
attain the PIE at least as high as C1,Binary(E)/E for the first-
and second-order terms, which is the maximum achievable PIE
at N = 1 with the optimal binary-input satisfying the mean
photon-number constraint E . Furthermore, at N of (27), the
lower bound already approaches CBPSK(E) and C(E) (to the
first two order terms), which are the maximum information
rates achievable with an arbitrarily large length of quantum
processing for BPSK channel and for optimal continuous-input
channel, respectively. It means that in order to achieve the
ultimate limit of PIE, we do not need to incorporate any further
complicated quantum processing of which the measurement
length is larger than N in (27).
Let us apply these results for the case when the average pho-
ton number transmitted per symbol, E , is 0.01. For E = 0.01,
the inner product γ := |〈√E |−√E〉| = exp[−2E ] = e−0.02.
By plugging γ into (13) and (14), and dividing the resulting
capacities by E , the PIE at an arbitrarily large N is 5.55
nats/photon, and at N = 1, is 1.97 nats/photon. Therefore,
as N increases from 1 to ∞, the gain in PIE from a joint
measurement of an arbitrarily large length can be maximally
3.58 nats/photon.
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The photon information efficiency achievable by the BPSK
channel at a finite measurement blocklength N , the right hand
side of (24), is plotted as a function of N at E = 0.01 in Fig.
3. From the lower bound on PIE in Fig. 3, it can be seen that
at N = 2400, a PIE of 3.0 nats/photon can be achieved, and
at N = 9100, 4.0 nats/photon is achievable. The lower bound
is not tight in the regime of very small N , but it gets tighter
as N increases, and approaches the ultimate limit of PIE as
N →∞.
Let us compare these results with the approximations from
the scaling laws as E → 0. From the approximations in (16),
(17) and (20), a few reference points of PIE are calculated at
E = 0.01:
CBPSK(E)/E ≈ log(1/E) + 1 = 5.61 nats/photon,
C1,BPSK(E)/E ≈ 2.00,
C1,Binary(E)/E ≈ log(1/E)− log log(1/E) = 3.08.
(29)
We can see that these approximations of PIE for the BPSK
channel at N = 1 and N = ∞ are very close to the exact
calculations. Moreover, it shows that when the optimal binary
input for N = 1 is used rather than the BPSK, the PIE of about
3.1 nats/photon is achievable even at N = 1. The estimated
length of N to make the lower bound on CN,BPSK(E) be equal
to the first two order terms of C1,Binary(E) is N = 2777 from
(25), and N to make the lower bound equal to the first two
order terms of CBPSK(E) is N = 4946 from (27). In Fig. 3, we
showed that at N = 2400, a PIE of 3.00 nats/photon, which is
close to C1,Binary(E)/E , is achievable. Therefore, the estimate
of N from (25) is quite accurate at E = 0.01. However, at
N = 4946, the achievable PIE from the lower bound of PIE
is still 3.67 nats/photon, which is 1.88 nats/photon away from
the maximum achievable PIE with an arbitrarily large length
of quantum processing. Therefore, the estimate of N in (27)
is not very tight for E on the order of 10−2. It gets tighter for
smaller E since the scaling laws are calculated in the limit of
E → 0.
VI. PROOF OF THEOREM 1
Theorem 1 will be proved based on two lemmas that will be
introduced in this section. Note that in the definition of CN
in (2), both the choice of the N -symbol inner encoder-JDR
measurement pair, from which the superchannel distribution
p
(N)
k|j is determined, as well as the probability distribution over
the inputs of the superchannel must be optimized, in order to
find the maximum mutual information of the superchannel.
The complexity of this optimization increases exponentially
in N , and hence this optimization problem is intractable.
Instead of trying to calculate the exact CN , in Section IV,
we provided a lower bound on CN in the finite regime of N ,
which can be written as a simple optimization over single-
letter input distribution. Therefore, we can easily calculate the
lower bound on CN/N for any finite N .
The proof of Theorem 1 is based on two ideas: First, instead
of tracking the exact superchannel distribution p(N)k|j , which
depends on the detailed structure of the length-N inner code-
words and joint measurement, we focus on one representative
quantity derived from p(N)k|j that can be easily analyzed and
optimized. Second, among superchannels that have the same
value of this representative quantity, we find a superchannel
whose mutual information is the smallest. The representative
quantity is the average decoding error probability of the inner
code with a uniform distribution over the inner codewords
and under the assumption that the cardinality of outputs of a
quantum joint-detection receiver is equal to that of the inner-
code messages. The average decoding error probability of the
inner code is thus
pe = e
−NR
eNR∑
j=1
∑
k 6=j
p
(N)
k|j , (30)
where R is the rate of the inner code. We first summarize
previous works that investigated an upper bound and a lower
bound on pe over N -symbol inner encoder and JDR measure-
ment pairs. We then provide a lower bound on the maximum
mutual information of superchannel with a fixed pe. Theorem
1 will be proved by combining these two results.
A. Achievability and Converse Results on the Average Proba-
bility of Error
In ref. [27], Holevo showed the existence of a length-N and
rate-R code that can achieve an pe exponentially decreasing
in N .
Lemma 2: For a pure-state classical input-quantum output
(cq) channel W : x → |ψx〉, x ∈ X , there exists a block
code of length N and rate R that can be decoded by a set of
measurements with the average probability of error satisfying
pe ≤ 2 exp[−NE(R)], (31)
where, for ρ =
∑
x PX(x)|ψx〉〈ψx|,
E(R) = max
0≤s≤1
[
max
PX
(− log Tr (ρ1+s))− sR] . (32)
Note that this result holds for any positive integer N . More-
over, the exponentially decreasing rate of this upper bound on
pe is characterized by the exponent E(R) that is independent
of N and that can be calculated from the optimization over
the single-letter input distribution PX .
Let us discuss the tightness of this upper bound on pe
in terms of the exponentially decreasing rate of the bound
as N → ∞. For a classical discrete memoryless channel
(DMC), a lower bound on the average decoding error proba-
bility of block coding was first derived by Shannon-Gallager-
Berlekamp in [36], and the bound is termed sphere packing
bound. The sphere packing bound decreases exponentially
with the blocklength N , and the exponent is tight at high rates
below the capacity of the channel.
For quantum channels, an explicit lower bound on pe had
not been established until very recently. In [37], a quantum
analogue of the sphere packing bound was first provided based
on the idea of Nussbaum-Szkola mapping, introduced in [38]
as a tool to prove the converse part of the quantum Chernoff
bound for binary hypothesis testing between two quantum
states. The main result of [37] is summarized below.
Lemma 3 (Sphere packing bound for quantum channels):
When we transmit classical information over a pure-state
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classical input-quantum output (cq) channel W : x → |ψx〉,
x ∈ X , for every length-N and rate-R code, the average
probability of error
pe ≥ exp[−N(Esp(R− ) + o(1))] (33)
for every  > 0, where, for ρ =
∑
x PX(x)|ψx〉〈ψx|,
Esp(R) = sup
s≥0
(
max
PX
(− log Tr (ρ1+s))− sR) . (34)
From the lower bound in (31) and the upper bound in (33),
we can see that when E(R) = Esp(R), the exponent gets
tight. It can be checked that E(R) = Esp(R) in R0 ≤ R ≤ C
where R0 is the rate at which the optimal s achieving Esp(R0)
in (34) is equal to 1. Therefore, at high rates of R where
R0 ≤ R ≤ C,
lim sup
N→∞
− 1
N
log pe = E(R). (35)
B. Equierror Superchannel
Now, among superchannels p(N)k|j that have the same value
of pe defined in (30), we find a superchannel whose mutual
information is the smallest. An equierror superchannel, which
was first introduced in [28], is defined with the following
distribution:
p
(N)
k|j :=
{
1− pe, k = j ;(
eNR − 1)−1 pe, k 6= j. (36)
Note that this equierror superchannel satisfies (30). This
channel assumes that the probability of making a decoding
error for the inner code is equal for every input j, and when
an error occurs, all wrong estimates k 6= j can be observed
with equal probabilities. Therefore, this channel is symmetric
between inputs, and is symmetric between outputs except
for the right estimate, i.e., k = j. Due to the symmetry,
the input distribution that maximizes the mutual information
of this channel is uniform. The resulting maximum mutual
information of this equierror superchannel,
max
pj
I(pj , p
(N)
k|j ) = NR− pe log
(
eNR − 1)−HB(pe)
> (1− pe)NR− log 2,
(37)
where HB(p) = −p log p− (1− p) log(1− p).
We will now show that the mutual information of this
equierror superchannel is smaller than that of any other
superchannels with the same value of the average decoding
error probability, pe.
Lemma 4: For any p(N)k|j with a fixed pe defined in (30),
max
pj
I
(
pj , p
(N)
k|j
)
≥ max
pj
I
(
pj , p
(N)
k|j
)
(38)
for the equierror superchannel, p(N)k|j with the same pe.
Proof: For a random variable X that is uniformly dis-
tributed over eNR inputs, and the conditional distribution
PY |X(k|j) := p(N)k|j ,
max
pj
I
(
pj , p
(N)
k|j
)
≥ I(X;Y ) = NR−H(X|Y ). (39)
From the Fano’s inequality, we have
H(X|Y ) ≤ HB (Pr(X 6= Y )) + Pr(X 6= Y ) log(eNR − 1)
= HB(pe) + pe log
(
eNR − 1) .
By combining the above two inequalities, we get
max
pj
I
(
pj , p
(N)
k|j
)
≥ NR− pe log
(
eNR − 1)−HB(pe)
= max
pj
I
(
pj , p
(N)
k|j
)
.
(40)
Then, by the definition of CN in (2) and Lemma 4, when
there exists an inner code of length N and rate R that can be
decoded by a set of length-N measurements with an average
decoding error probability pe, it can be shown that
CN
N
≥ max
pj
I
(
pj , p
(N)
k|j
)
N
> (1− pe)R− log 2
N
. (41)
By combining Lemma 2 with (41), we get
CN
N
≥
((
1− 2e−NE(R)
)
R− log 2
N
)
, (42)
with E(R) in (32) for any R > 0. By maximizing the right
hand side over the rate R, we get Theorem 1.
VII. A UNIFYING FRAMEWORK FOR CN OF A QUANTUM
CHANNEL AND C(c)N OF A CLASSICAL CHANNEL
In Section IV, we demonstrated strict superadditivity of
CN by showing that C1 < C for binary pure-state quantum
channels with and without an energy constraint. We provided
a general lower bound on CN/N for a fixed N in Theorem 1,
which made it possible for us to understand the trade-off
between the maximum achievable information rate and the
complexity of quantum processing at the receiver as N , the
length of the joint measurement, increases.
The superadditivity of CN of a cq channel is traditionally
interpreted in the following way. A set of length-N joint-
detection quantum measurements can induce a classical su-
perchannel whose transition probability matrix does not factor
into a product conditional distribution over the N uses of
the quantum channel, despite the fact that the inputs to the
underlying cq channel, and the action of the cq channel itself
are independent over each channel use. The Shannon capacity
of this induced classical superchannel can be higher than N -
times the Shannon capacity of the classical channel induced by
pairing the memoryless cq channel with the optimal symbol-
by-symbol receiver measurement. This capability of inducing a
classical superchannel by harnessing the optimally-correlated
quantum noise in the N -fold Hilbert space of the product-
state quantum codeword is what increases the number of
information bits extractable per modulation symbol, when a
longer block of symbols is detected collectively while the
modulated symbols of the N -length codeword are still in
the quantum (optical) domain. This is an example of what
is known as non-locality without entanglement in quantum
mechanics [39], where “non-local” (or, joint) measurements
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can perform better despite the fact that the systems being
measured are in a product (non-entangled) quantum state.
Despite the fact that the above intuition of why super-
additivity appears in the capacity of quantum channels is
somewhat satisfying, this does not provide enough quantitative
insight to analyze how CN increases with the length N of
a joint measurement. In this section, we will introduce a
quantitative insight to interpret the lower bound on CN/N of
a cq channel provided in Theorem 1 by establishing a similar
type of lower bound on C(c)N /N of a classical DMC, where
C
(c)
N /N is the asymptotic capacity of a classical DMC where
the inner decoder is restricted to making hard estimates at a
finite blocklength N for the inner-code messages of cardinality
M ≤ beNC(c)c. This latter setting requires a generalization of
previous work by Forney [28] to the case of a fixed inner-code
blocklength N .
We will see in this section that a quantum receiver having
to produce a classical output by jointly detecting up to
an N -length modulated codeword block at the output of a
cq channel is mathematically analogous to a classical inner
decoder having to make a hard decision on messages encoded
into N -channel-use-long codewords. Our formulation lends
a quantitative insight on both problems, which allows us to
calculate a lower bound on CN/N as stated in Theorem 1,
as well an analogous lower bound for the analogous classical
problem, which we discuss next.
A. A Lower Bound on C(c)N /N
In this section, we examine the asymptotic capacity C(c)N /N
in (3) of a classical DMC with superposition coding at a finite
inner-code blocklength N where the inner decoder makes a
hard decision for the inner-code message, which is selected
from the set of cardinality M ≤ beNC(c)c. More specifically,
we provide a lower bound on C(c)N /N for a finite N . This result
will then be corroborated with the lower bound on CN/N of
a cq channel under a unified framework.
In [28], Forney showed that even if there is some loss of
information at the inner decoder by making a hard decision on
the message of the inner code, as the inner-code blocklength
N as well as the outer-code blocklength n go to infinity, the
capacity of the underlying classical DMC can be achieved
with concatenated coding. This result was proved by analyz-
ing a lower bound on the maximum mutual information of
superchannels where the outputs of the superchannel are the
estimate of the inner-code message. To get the lower bound,
the equierror superchannel defined in (36), whose mutual
information is smaller than that of any other superchannel with
the same pe, was used. The average probability of decoding
error p(c)e for the inner-code message over a classical DMC
can be analyzed by using the error exponent of the classical
DMC PY |X in [40]. By using the random coding arguments,
it can be shown that there exists an inner code of length N
and rate R with the average decoding error probability p(c)e as
low as
p(c)e = exp[−N(E(c)(R) + o(1))] (43)
for N →∞, when
E(c)(R) = max
0≤s≤1
(
max
PX
(
E
(c)
0 (s, PX)
)
− sR
)
(44)
with
E
(c)
0 (s, PX) := − log
∑
y
[∑
x
PX(x)PY |X(y|x)
1
1+s
]1+s
.
(45)
Here the superscript (c) stands for classical channels to avoid
confusion with the previous result of quantum channels. By
using the p(c)e in (43) for analyzing the maximum mutual
information of the equierror channel, it can be shown that the
capacity of the DMC, which is C(c) = maxPX I(PX , PY |X),
is achievable by the concatenated code as both the inner-
code blocklength N and the outer-code blocklength n go to
infinity, even when the inner decoder makes hard decisions
on estimating the inner-code messages, and discards all the
rest of the information about the channel output. The loss
of information at the inner decoder, however, degrades the
achievable error exponent over all rates below capacity.
We now establish a lower bound on C(c)N /N in (3) for a
fixed inner-code blocklength N . By using Lemma 4, it can
also be shown that when there exists a code of length N and
rate R whose probability of decoding error is p(c)e ,
C
(c)
N
N
> (1− p(c)e )R−
log 2
N
. (46)
Moreover, in [40], it is shown that for the classical DMC
PY |X , there exists a code of length N and rate R whose
probability of error p(c)e is bounded above as
p(c)e ≤ exp[−NE(c)(R)] (47)
with E(c)(R) in (44). By combining (46) and (47), the
following theorem can be demonstrated.
Theorem 3: With a fixed inner-code blocklength N ,
C
(c)
N
N
≥ max
R
((
1− e−NE(c)(R)
)
R− log 2
N
)
, (48)
with E(c)(R) as defined in (44).
Note that the lower bound on C(c)N /N in (48) strictly
increases with N and approaches C(c) as N →∞. Moreover,
it has exactly the same form as that of the quantum channel
in (22) except for the difference in E(c)(R) and a constant
multiplying e−NE
(c)(R). The reason why C(c)N /N is strictly
smaller than the Shannon capacity C(c) for a finite inner-
code blocklength N is because the hard decision at the inner
decoder results in a significant amount of loss of information,
which hurts the communication rate. As N increases, the
quality of the hard decision is improved, which makes it
possible to achieve a progressively higher information rate.
An analogous line of reasoning could also be applied to
provide a lower bound on CN/N in the quantum channel as
stated in Theorem 1, by replacing the role of inner decoder
with a quantum joint-detection receiver that necessarily makes
a classical output on finite blocks of quantum states. Therefore,
as opposed to the original explanation of superadditivity,
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which regards it as a gain from joint measurement of quantum
states, our formulation rather focuses on the information
loss resulting from the quantum joint detection at a finite
blocklength N in order to derive a useful general lower bound
on CN/N for a fixed N .
One thing that would be good to note here is that the
quantum JDR acting on the N -length inner (quantum) code-
word does not have to generate a hard-decision output on
the inner-code message. In fact, it is known that the number
of outcomes in the POVM that maximizes the accessible
information for M linearly independent pure states, grows as
O(M2) [29]. In our case, M = eNR. In recent years, some
quantum decoding techniques have been developed—such
as the sequential decoder [14] and the quantum successive-
cancellation decoder for a quantum polar code [17], [18]—
that achieve the Holevo capacity, which make weak (partially-
destructive) measurements on the received codeword, and re-
tain the post-measurement states for further conditional quan-
tum processing. Recently Wilde et al. used a quantum version
of the likelihood ratio test, originally proposed by Fuchs and
Caves [41]—another non-destructive quantum measurement—
in an attempt to build an efficient decoder for the quantum
polar code [42]. However, all these weak non-destructive
quantum measurements are very hard to realize in practice.
B. An Approximation of the Lower Bounds on CN/N and on
C
(c)
N /N
We will simplify the lower bounds on CN/N in (22)
and on C(c)N /N in (48) by finding an approximation of the
error exponent E(R) in (23) for the quantum channel and
E(c)(R) in (44) for the classical DMC, respectively. Using
the simplified lower bounds, it will be possible to compare the
quantum channel and the classical channel by calculating the
inner-code blocklength N sufficient to achieve a given fraction
of the ultimate capacity of each channel. To avoid confusion,
from this point on, a function for the quantum channel will be
written with a superscript (q) and that for the classical DMC
with a superscript (c); for example, E(q)(R) and E(c)(R).
The error exponent of the classical DMC, E(c)(R) in (44),
can be approximated by the Taylor expansion at the rate R
close to the capacity C(c) as
E(c)(R) =
1
2V (c)
(
R− C(c)
)2
+O
((
R− C(c)
)3)
, (49)
with a parameter V (c), where
V (c) =
∑
x,y
pxpy|x

log py|x
py
−
∑
x′,y′
px′py′|x′ log
py′|x′
py′
2
 ,
(50)
for the capacity achieving input distribution px := P ∗X(x) and
the corresponding capacity achieving output distribution py :=
P ∗Y (y) according to the channel py|x := PY |X(y|x). In (50),
V (c) is the variance of log(py|x/py) under the distribution
pxpy|x, and was termed the channel dispersion in [43].
Similarly, the error exponent of the quantum channel,
E(q)(R) in (23), can be approximated with a parameter V (q),
which is a characteristic of the quantum channel similar to
the channel dispersion of the classical DMC. The definition
of V (q) depends on the average density operator ρ, which
fully characterizes the classical capacity of the pure-state
quantum channel. For a set of quantum states {|ψx〉}, when
P ∗X is the optimal input distribution that attains the capacity
of the quantum channel C(q) = maxPX Tr(−ρ log ρ) where
ρ =
∑
x PX(x)|ψx〉〈ψx|, the parameter V (q) is defined by
the eigenvalues of the density operator ρ at PX = P ∗X . Let
us denote the eigenvalues of ρ by σi, i = 1, . . . , D, where
D is the dimension of the space spanned by the quantum
states {|ψx〉}. From the fact that ρ is a positive operator and
Tr(ρ) = 1, it can be shown that each σi ≥ 0 for all i and∑D
i=1 σi = 1. Then, V
(q) is defined as a variance of the
random variable (− log σ) where σ ∈ {σi} with probability
distribution {σ1, . . . , σD}, i.e.,
V (q) =
D∑
i=1
σi(− log σi)2 −
(
D∑
i=1
σi (− log σi)
)2
. (51)
This quantity was first defined in [25]. By the Taylor expansion
of E(q)(R) in (23) at the rate R close to C(q), it can be shown
that
E(q)(R) =
1
2V (q)
(
R− C(q)
)2
+O
((
R− C(q)
)3)
. (52)
Therefore, both the error exponent of the classical DMC
and that of the quantum channel can be approximated as a
quadratic term in the rate R with the quadratic coefficient in-
versely proportional to the dispersion of the channel. Since the
lower bounds on C(q)N and on C
(c)
N as well as the approximated
error exponents of E(q)(R) and of E(c)(R) have similar forms,
it is possible to compare the classical DMC and the quantum
channel by a common simplified lower bound on C(q)N and on
C
(c)
N , which can be written with the parameters
(
V (q), C(q)
)
and
(
V (c), C(c)
)
, respectively, as follows.
Theorem 4: For both a classical DMC for which
(CN , V, C) =
(
C
(c)
N , V
(c), C(c)
)
and a pure-state classical-
quantum channel for which (CN , V, C) =
(
C
(q)
N , V
(q), C(q)
)
,
when the channel dispersion V and the capacity C satisfy i)√
V
NC2 → 0 as N →∞ and ii) V · C is finite, the maximum
achievable information rate at the inner-code blocklength N
is bounded below as
CN
N
≥ C ·
(
1−
√
V
NC2
log
(
NC2
V
))
− log 2
N
+O
(√
V
N log(NC2/V )
log log
(
NC2
V
))
.
(53)
Proof: The quadratic approximation of E(R) can be used
to find a simplified form for a lower bound on CN/N . Both for
the quantum channel and the classical channel, CN is lower
bounded by
CN
N
≥ max
R
((
1− 2e−NE(R)
)
R− log 2
N
)
, (54)
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from Theorems 1 and 3. Then, for a fixed rate
R∗ = C ·
(
1−
√
V
NC2
log
(
NC2
V
log
NC2
V
))
, (55)
the approximated error exponent at R∗ is
E(R∗) =
1
2N
log
(
NC2
V
log
NC2
V
)
+O
(
V C
N
√
V
NC2
(
log
(
NC2
V
log
NC2
V
))3/2)
(56)
from (49) for a classical DMC and (52) for a quantum channel,
respectively. It can be checked that under the assumptions of
i)
√
V
NC2 → 0 and ii) V · C being finite, the term in O(·) in
(56) approaches 0 as N →∞, which results in
e−NE(R
∗) =
√
V
NC2 log (NC2/V )
(1 + o(1)) . (57)
By plugging (55) and (57) into the lower bound (54), CN/N
can be bounded below as shown in (53).
Remark 2: From the lower bound of Theorem 4, we can
see that the inner-code blocklength N at which the lower
bound is equal to a given constant fraction of the capacity is
proportional to V/C2. In [43], a different problem of analyzing
the maximal channel coding rate for a classical DMC at a
given blocklength N and error probability  was investigated.
With M (c)N, denoting the maximum number of messages that
can be transmitted over a finite number (N ) of channel uses
with average error probability , it was shown that
logM
(c)
N,
N
= C
(
1−Q−1()
√
V
NC2
)
+O
(
logN
N
)
(58)
where Q−1 is the inverse of the Q-function, the tail probability
of the standard normal distribution. This result shows that to
achieve a η-fraction of the capacity C with error probability
, the required block length N is again proportional to V/C2.
Therefore, even though C(c)N /N (error-free bits per channel
use) and (logM (c)N,)/N (channel coding rate with error proba-
bility ) consider different scenarios, the quantity V/C2 appear
for both of the problems as a parameter that governs the
second-order asymptotics of the channel behavior.
Since the same bound on CN/N as in (53) holds both for
the quantum and the classical channels, using the parameter
V/C2, we can compare the behavior of the quantum channel
and of the classical DMC. For the BPSK quantum channel,
by using the two eigenvalues of ρ at P ∗X , which are σ1 =
(1− e−2E)/2 and σ2 = (1 + e−2E)/2, the channel dispersion
in (51) and the capacity can be calculated as
V
(q)
BPSK = E
(
log
1
E
)2
(1 +O(E)), and
C
(q)
BPSK = E log
1
E + E + o(E).
(59)
Then, V (q)BPSK/(C
(q)
BPSK)
2 ≈ 1/E for the low-photon-number
regime where E → 0. For the classical additive white Gaus-
sian noise (AWGN) channel in the low-power regime where
SNR → 0, V (c)AWGN/(C(c)AWGN)2 can be calculated by using the
result of [43], and it is 4/SNR. For both channels, V/C2
is thus inversely proportional to the energy to transmit the
information per channel use. This means that as the energy
per channel use decreases, in order to make the lower bound
meet a targeted fraction of capacity, it is necessary to adopt a
longer inner code.
VIII. DISCUSSIONS
The Holevo capacity of a classical-quantum (cq) channel,
i.e., the ultimate rate of reliable communication for sending
classical data over a quantum channel using product-state
codewords, is a doubly-asymptotic result; meaning the achiev-
ability of the capacity C has been proven so far for the case
when the transmitter is allowed to code over an arbitrarily large
sequence of quantum states (spanning Nc channel uses), and
when the receiver is assumed to be able to jointly measure
quantum states of the received codewords, also over Nc
channel uses, while Nc →∞. The assumption that arbitrarily
large number of quantum states can be jointly measured
(using a potentially very complicated quantum joint operation)
is impractical for realizations of joint-detection receivers—
particularly in the context of optical communication. Our
goal in this paper was to separate these two infinities: the
coding blocklength Nc (a relatively inexpensive resource),
and the length of the joint-detection receiver, N ≤ Nc
(a far more expensive resource), and to evaluate how the
capacity CN , constrained to length-N joint measurements
(but no restrictions on the classical code complexity), grows
with N . We analyzed superadditivity in capacity of a pure-
state classical input-quantum output channel while focusing
on the quantitative trade-off between reliable-rate performance
and quantum-decoding complexity. In order to analyze this
trade-off, we adopted a concatenated coding scheme where
a quantum joint-detection receiver acts on finite-blocklength
quantum codewords (viz., a train of N modulated laser-light
pulses) of the inner code, and we found a lower bound on the
maximum achievable information rate CN/N as a function of
the length N of the quantum measurement that decodes the
inner code.
We also defined and studied the information rate C(c)N /N
achievable over a classical discrete memoryless channel
(DMC), when a concatenated coding scheme is employed
with the inner decoder forced to make hard decisions on
N -length inner codewords (with no restriction on the block
length of the outer code) when the cardinality of the inner-
code message set is limited to M ≤ beNC(c)c. We showed
that this information rate C(c)N also exhibits superadditivity.
The superadditivity in the case of the classical problem arises
due to a loss of information from the hard decisions at the
inner decoder made on finite blocklength inner codes as well
as the limited cardinality of the input set. Even though the
superadditivity in the quantum channel is not all due to the
loss of information, this viewpoint could also be applied for
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the quantum channel in order to provide a general lower
bound on CN/N . We developed a unifying framework, within
which the superadditivity in capacity of the classical DMC and
that of the pure-state classical input-quantum output channel
can both be quantified by a parameter V/C2 (where V is
the channel dispersion, and C the channel capacity, of the
respective problem), in the sense that it is proportional to the
inner-code measurement length N that is sufficient to achieve
a given fraction of the respective asymptotic capacity.
In this paper, when we discussed the superadditivity of
coherent-state channels with the photon-number constraint,
we focused our discussion on the low-photon-number regime.
It is known that coherent-state (ideal laser light) modulation
is sufficient to achieve the Holevo capacity at any power
(photon number) regime, using a coherent-state random code
constructed by choosing the coherent-state amplitude of each
symbol of each codeword from a circularly-symmetric com-
plex Gaussian distribution. The above was proven for pure-
loss channels in Ref. [5], and was recently extended to the
case of the lossy-noisy bosonic channel in Ref. [6]. For the
pure-loss channel, the gap between the Holevo capacity and
the Shannon capacities associated with various conventional
optical receivers (viz., homodyne, heterodyne, and direct-
detection) widens in the low-photon-number regime (see Fig. 6
of [44]). In the high-photon-number regime on the other hand,
heterodyne detection is known to be asymptotically capacity
optimal. In other words, limE→∞(C(E)/ log(1 + E)) = 1,
where C(E) is the Holevo capacity in bits per mode for the
pure-loss channel with E photons received per mode, and the
Shannon capacity achieved by an ideal (local-oscillator shot-
noise-limited) Heterodyne detection is log(1 + E) bits per
mode. Therefore, given heterodyne detection makes symbol-
by-symbol measurements, there is not much gap between
C1(E) and C(E) in the high-photon-number regime, and
hence there is not much room for superadditivity in capacity.
However, in the high-photon-number regime, non-standard,
but single-symbol measurements may outperform standard
optical receivers in the error exponent in discriminating sym-
bols of a modulation constellation (in other words achieve a
significantly lower channel dispersion), which would translate
to a superior finite blocklength rate achievable by these
non-standard receivers, even though heterodyne detection is
capacity-optimal in this regime [45].
Finally, we hope that the problem setup proposed in this
paper, which motives the study of classical communication
over quantum channels with a finite-length joint measurement,
will spur further developments to find tighter bounds on
CN/N , which might reveal more quantitative insights to fully
understand the superadditivity phenomenon. In this paper, in
order to provide a lower bound on CN/N we focused on the
information loss caused by the finite-length joint measurement
that generates hard estimates on the inner-code message.
This perspective allowed us to develop a unifying framework
between a quantum channel and a classical DMC when we
analyzed lower bounds on CN/N of a quantum channel and
on C(c)N /N of a classical DMC. Even though this connection
provided us a useful lower bound on CN/N , this lower bound
does not capture unique properties of quantum channels that
never appear in classical DMCs. Therefore, as one of the
reviewers of this paper has suggested, it would be very inter-
esting if future studies can find new bounds on CN/N , which
would shed some additional light on how fast this quantity
approaches the Holevo limit C as N increases in terms of some
measure of “non-classicality” of the quantum channel. In this
paper, we studied the superadditivity in capacity of a pure-state
cq channel for a particular example of such a channel, which
maps a complex input number to a coherent state. This channel
is relevant in practice for quantum optical communications.
However, it would be more interesting if one can extend
the study of CN/N for a general classical input-quantum
output channel. Lastly, we hope that our problem setup will
not only motivate further analysis of CN/N with N -mode
joint measurements, but also lead us to better understand the
mathematical structure of such N -length joint measurements
to turn them into recipes for structured designs for optical
joint-detection receivers.
APPENDIX A
PROOF OF LEMMA 1
We denote C1,Binary(E) as the maximum achievable infor-
mation rate of a binary cq channel paired with the optimal
measurement of length 1, under the mean photon-number
constraint of E . Binary quantum states {|α0〉, |α1〉} with input
distribution {1− q, q} should satisfy the mean photon-number
constraint of (1 − q)|α0 |2 + q|α1 |2 ≤ E . For this binary cq
channel, the number of outcomes of the optimal POVM can
be restricted to two without hurting the maximum mutual
information [29], and as shown in [46] the maximum mutual
information of the resulting binary-input binary-output channel
with the optimal length-1 POVM can be written as
C1,Binary(E) =
max
{(q,α0,α1):(1−q)|α0 |2+q|α1 |2=E}
(HB(q)−HB(p(q,α0 ,α1)))
(60)
where HB(x) = −x log x− (1− x) log(1− x), and
p(q,α0 ,α1) =
1−
√
1− 4q(1− q)e−|α0−α1|2
2
. (61)
In [47], an approximation of C1,Binary(E) was calculated up to
the first dominant term. Here we first summarize the result
of [47], which shows the process of finding the optimal
{|α0〉, |α1〉} for a fixed q. After that, we provide a more
accurate approximation of C1,Binary(E) than that of [47] up
to the first two dominant terms by finding the optimal q.
Let us first find the optimal output states {|α0〉, |α1〉} for
a fixed q. To minimize HB(p(q,α0 ,α1)) for a fixed q, we
need to maximize |α0−α1|2 under the energy constraint (1−
q)|α0 |2 + q|α1 |2 ≤ E . To maximize |α0 − α1|2, α0 and α1
should have a relationship such that
α1 = −kα0 (62)
for a real number k ≥ 0 satisfying
(1− q)|α0|2 + q|α1|2 = (1− q + k2 · q)|α0|2 = E . (63)
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The reason why we can restrict k to be a real number is simple.
For two coherent states, we can alway choose an axis passing
through them and consider it as a real axis, which makes it
possible to assume α0,α1 as well as k to be real numbers
without loss of generality.
The optimal k that maximizes f(k) := |α0 − α1|2 = (1 +
k)2|α0|2 =
(
(1 + k)2E) /(1 − q + k2 · q) is equal to k∗ =
(1− q)/q. By plugging this k∗ into (62) and (63), the optimal
states are
α∗0 =
√
E · q/(1− q),
α∗1 = −
√
E · (1− q)/q.
(64)
The maximum mutual information C1,Binary(E) with these
optimal states can be written as
C1,Binary(E) = max
q
(HB(q)−HB(p∗(q))) , (65)
for 0 ≤ q ≤ 1/2, where
p∗(q) := p(q,α0∗,α1∗)
=
(
1−
√
1− 4q(1− q) exp
(
− E
q(1− q)
))
/2.
(66)
Note that this p∗(q) ≤ q for every E ≥ 0.
Now we want to find q∗ that maximizes the right hand side
of (65), which is defined as I(q) := HB(q)−HB(p∗(q)). The
derivative of I(q) is
∂I(q)
∂q
= log
1− q
q
−
(
log
1− p∗(q)
p∗(q)
)(
1− 2q
1− 2p∗(q)
)
×(
1 +
E
q(1− q)
)
exp
(
− E
q(1− q)
)
.
(67)
A closed form solution of q∗ that makes ∂I(q)/∂q|q=q∗ = 0
cannot be found, but instead we will show that for any 0 ≤
q ≤ 1/2,
I(q) ≤ E log(1/E)− E log log(1/E) +O(E) (68)
as E → 0, and the equality can be met at q = (E/2) log(1/E),
i.e.,
I(q)|q= E2 (log 1E ) = E log(1/E)−E log log(1/E)+O(E). (69)
This will imply that
C1,Binary(E) = E log(1/E)− E log log(1/E) +O(E). (70)
Consider the following non-overlapping sub-intervals of 0 ≤
q ≤ 1/2:
1) 0 ≤ q < 0.9E ,
2) 0.9E ≤ q < (E/2)√log(1/E),
3) (E/2)√log(1/E) ≤ q < (E/2)(log(1/E))2,
4) (E/2)(log(1/E))2 ≤ q < 1/(log(1/E)),
5) 1/(log(1/E)) ≤ q < 1/2− 1/√log(1/E),
6) 1/2− 1/√log(1/E) ≤ q ≤ 1/2,
for a sufficiently small E . We will show that the optimal q∗
that maximizes I(q) and thus achieves C1,Binary(E) is in the
sub-interval 3), and I(q) in the rest of the five sub-intervals
are smaller than C1,Binary(E).
In the sub-interval 3), the probability q → 0 as E → 0 and
p∗(q) in (66) can be approximated as
p∗(q) = q exp
(
− E
q(1− q)
)
+O(q2)
= q
(
1− E/q + E2/(2q2))+O(E3/q2). (71)
Using this and the approximation of the binary entropy
HB(x) = −x log x+ x+O(x2) as x→ 0,
HB(p
∗(q)) = −q log q+E log q− (E2 log q)/(2q)+q+O(E),
(72)
and thus
I(q) = HB(q)−HB(p∗(q))
= −E log q + (E2 log q)/(2q) +O(E). (73)
By writing q in this sub-interval as q = E2
(
log 1E
)α
with a
parameter α varying in 1/2 ≤ α ≤ 2,
I(q) = E log 1E − E
(
log
1
E
)1−α
− αE log log 1E +O(E).
(74)
The derivative of I(q) in α is
∂I(q)/∂α = −E log log 1E
(
1−
(
log
1
E
)1−α)
. (75)
Since ∂I(q)/∂α ≤ 0 for 1/2 ≤ α ≤ 1, ∂I(q)/∂α ≥ 0 for
1 ≤ α ≤ 2 and ∂I(q)/∂α = 0 when α = 1, the optimal q
maximizing I(q) is q∗ = E2
(
log 1E
)
. At α = 1, I(q) in (74)
becomes
I(q)|q= E2 (log 1E ) = E log
1
E − E log log
1
E +O(E). (76)
We next show that in the rest of the five sub-intervals,
I(q) ≤ E log(1/E)− E log log(1/E) +O(E).
In the first sub-interval of 0 ≤ q < 0.9E ,
I(q) = HB(q)−HB(p∗(q))
≤ HB(q) ≤ HB(q)|q=0.9E
= 0.9E log 1E +O(E)
< E log(1/E)− E log log(1/E) +O(E).
(77)
To bound I(q) for the rest of the four sub-intervals, we will
use the mean value theorem, which shows that there exists a
r ∈ [p∗(q), q] satisfying
I(q) = HB(q)−HB(p∗(q)) =
(
∂
∂p
HB(p)
) ∣∣∣∣∣
p=r
(q − p∗(q))
(78)
where
∂
∂p
HB(p) = log
(
1
p
− 1
)
. (79)
Since the derivative of entropy HB(p) is a decreasing function
in 0 ≤ p ≤ 1/2 and p∗(q) ≤ q by the definition of p∗(q) in
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(66), (
∂
∂p
HB(p)
) ∣∣∣∣∣
p=r∈[p∗(q),q]
≤
(
∂
∂p
HB(p)
) ∣∣∣∣∣
p=p∗(q)
= log
(
1
p∗(q)
− 1
)
.
(80)
We next find an upper bound on log (1/p∗(q)− 1) and an
upper bound on (q − p∗(q)) in each sub-interval to show that
I(q) in (78) is smaller than C1,Binary(E).
In the second sub-interval of 0.9E ≤ q < (E/2)√log(1/E),
p∗(q) in (66) can be approximated as
p∗(q) = q exp
(
− E
q(1− q)
)
+O(q2), (81)
and thus
q − p∗(q) = q
(
1− exp
(
− E
q(1− q)
))
+O(q2). (82)
By using 1− exp(−x) ≤ x− x2/2 + x3/6 for x ≥ 0,
q − p∗(q) ≤ E
(1− q) −
E2
2q(1− q)2 +
E3
6q2(1− q)3 +O(q
2)
= E − E
2
2q
+
E3
6q2
+O
(Eq + q2) .
(83)
Moreover, from (81),
1/p∗(q) ≤ (1/q) (1 +O (E/q)) . (84)
By using this, it can be shown that(
∂
∂p
HB(p)
) ∣∣∣∣∣
p=r∈[p∗(q),q]
≤ log (1/p∗(q)− 1)
≤ log(1/q) +O (E/q) = log(1/q) +O(1)
= log(1/E) + log(E/q) +O(1).
(85)
By using (83), (85) and (78),
I(q) ≤ E log 1E + E log
E
q
− E
2
2q
(
1− E
3q
)
log
1
E
− E
2
2q
(
1− E
3q
)
log
E
q
+O (E) .
(86)
In the interval 0.9E ≤ q < E2
√
log(1/E), the second term in
the right hand side of (86) can be bounded as
E log(E/q) < E . (87)
Moreover, since 0.6 < (1− E/(3q)) < 1, it can be shown that
I(q)
≤ E log 1E − 0.3
E2
q
log
1
E −
E2
2q
(
1− E
3q
)
log
E
q
+O(E)
= E log 1E − 0.2
E2
q
log
1
E
− 0.1E
2
q
(
log
1
E + 5
(
1− E
3q
)
log
E
q
)
+O(E)
(88)
Note that the term in the parenthesis of the right hand side is
positive, i.e.,(
log
1
E + 5
(
1− E
3q
)
log
E
q
)
> log
1
E + 5
(
1− E
3q
)(
−1
2
log log
1
E
)
> log
1
E − 2.5 log log
1
E > 0
(89)
as E → 0. By using this fact, I(q) in (88) can be further
bounded above as
I(q) ≤ E log 1E − 0.2
E2
q
log
1
E +O(E)
≤ E log 1E − 0.4E
√
log
1
E +O(E),
< E log 1E − E log log
1
E +O(E).
(90)
In the fourth sub-interval of (E/2)(log(1/E))2 ≤ q <
1/(log(1/E)), by using
1− 4q(1− q) exp
(
− E
q(1− q)
)
= 1− 4q(1− q) + 4E +O
(E2
q
)
= (1− 2q)2
(
1 +
4E
(1− 2q)2 +O
(E2
q
))
,
(91)
it can be shown that p∗(q) in (66) is
p∗(q) =
1
2
(
1− (1− 2q)
(
1 +
2E
(1− 2q)2 +O
(E2
q
)))
= q − E
1− 2q +O
(E2
q
)
= q − E
1− 2q +O
( E
(log(1/E))2
)
.
(92)
Then, (q − p∗(q)) can be bounded as
q − p∗(q) = E
1− 2q +O
( E
(log(1/E))2
)
≤ E
1− 2log(1/E)
+O
( E
(log(1/E))2
)
= E + 2E
log(1/E) +O
( E
(log(1/E))2
)
.
(93)
Moreover, in this region,(
∂
∂p
HB(p)
) ∣∣∣∣∣
p=r∈[p∗(q),q]
≤ log
(
1
p∗(q)
− 1
)
= log
 1
q
(
1− q−p∗(q)q
) − 1

≤ log 1
q
+O
(
q − p∗(q)
q
+ q
)
≤ log 2E (log(1/E))2 + o(1).
(94)
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From (93), (94) and (78),
I(q) ≤
(
log
2
E − 2 log log
1
E
)(
E + 2E
log(1/E)
)
+ o(E)
≤ E log 1E − 2E log log
1
E +O(E),
< E log 1E − E log log
1
E +O(E).
(95)
In the fifth sub-interval of 1/(log(1/E)) ≤ q < 1/2 −
1/
√
log(1/E), by using
1− 4q(1− q) exp
(
− E
q(1− q)
)
= 1− 4q(1− q) + 4E +O
(E2
q
)
= (1− 2q)2
(
1 +
4E
(1− 2q)2 +O
( E2
q(1− 2q)2
))
,
(96)
it can be shown that p∗(q) in (66) is
p∗(q) = q − E
1− 2q +O
( E2
(1− 2q)4 +
E2
q(1− 2q)2
)
. (97)
Moreover, in this sub-interval,
O
( E2
(1− 2q)3 +
E2
q(1− 2q)2
)
= O
(
E2 (log(1/E))3/2
)
.
(98)
Thus, the difference between q and p∗(q) in this region can
be bounded as
q − p∗(q) = E
1− 2q +O
(
E2 (log(1/E))3/2
)
≤ 1
2
E
√
log(1/E) +O
(
E2 (log(1/E))3/2
)
.
(99)
Moreover,(
∂
∂p
HB(p)
) ∣∣∣∣∣
p=r∈[p∗(q),q]
≤ log
(
1
p∗(q)
− 1
)
= log
 1
q
(
1− q−p∗(q)q
) − 1

≤ log 1
q
+O
(
q − p∗(q)
q
+ q
)
< log log(1/E) +O(1).
(100)
From (99), (100) and (78), in the fifth sub-interval,
I(q) ≤ 1
2
E
√
log(1/E) (log log(1/E)) +O
(
E
√
log(1/E)
)
,
< E log 1E − E log log
1
E +O(E).
(101)
Finally, we consider the sixth sub-interval, 1/2 −
1/
√
log(1/E) ≤ q ≤ 1/2. When we denote q := 1/2 − δ
for 0 ≤ δ ≤ 1/√log(1/E), by using
1− 4q(1− q) exp
(
− E
q(1− q)
)
≤ 1− (1− 4δ2)
(
1− 4E
(1− 4δ2)
)
= 4δ2 + 4E ,
(102)
which is from e−x ≥ 1−x, it can be shown that p∗(q) in (66)
is
p∗(q) ≥ 1
2
(
1−
√
4δ2 + 4E
)
= q −
(
1
2
− δ
)
+
1
2
(
1−
√
4δ2 + 4E
)
= q +
(
δ − 1
2
√
4δ2 + 4E
)
.
(103)
From this, we can write an upper bound on
q − p∗(q) ≤ 1
2
√
4δ2 + 4E − δ (104)
Moreover,(
∂
∂p
HB(p)
) ∣∣∣∣∣
p=r∈[p∗(q),q]
≤ log
(
1
p∗(q)
− 1
)
≤ log
(
2
1−√4δ2 + 4E − 1
)
= log
(
1 + 2
√
4δ2 + 4E +O(4δ2 + 4E)
)
≤ 2
√
4δ2 + 4E +O(4δ2 + 4E)
(105)
where the last inequality is from log(1 + x) ≤ x.
By combining (104), (105) and (78),
I(q) ≤
(
2
√
4δ2 + 4E
)(1
2
√
4δ2 + 4E − δ
)
+O
((
4δ2 + 4E)(1
2
√
4δ2 + 4E − δ
))
≤ 4δ2 + 4E − 2δ
√
4δ2 + 4E
+O
((
4δ2 + 4E)(1
2
√
4δ2 + 4E − δ
))
= 2δ
(
2δ −
√
4δ2 + 4E
)
+ 4E
+O
((
4δ2 + 4E)(1
2
√
4δ2 + 4E − δ
))
.
(106)
Since
(
2δ −√4δ2 + 4E) ≤ 0,
2δ
(
2δ −
√
4δ2 + 4E
)
+ 4E ≤ 4E . (107)
By using this,
I(q) ≤ 4E + o(E),
< E log 1E − E log log
1
E +O(E).
(108)
In summary, we showed that in all the sub-intervals of 0 ≤
q ≤ 1/2, I(q) ≤ E log 1E−E log log 1E+O(E), and the equality
is achieved at q∗ = E2 log
1
E .
APPENDIX B
PROOF OF THEOREM 2
From Theorem 1, CN/N is bounded below as
CN
N
≥ max
R
((
1− 2e−NE(R)
)
R− log 2
N
)
, (109)
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where
E(R) = max
0≤s≤1
(
max
PX
(− log Tr(ρ1+s))− sR) , (110)
with ρ =
∑
x∈X PX(x)|ψx〉〈ψx|. We use this result to derive a
lower bound on CN,BPSK(E)/N for the BPSK {|
√E〉, |−√E〉}
cq channel. Note that the inner product between the two states
is equal to γ = |〈√E |−√E〉| = e−2E .
Let us first analyze the error exponent E(R) of this cq chan-
nel. For the BPSK quantum states {|√E〉, |−√E〉} with input
probabilities {1 − q, q}, the two eigenvalues of the resulting
density operator ρ = (1− q)|√E〉〈√E |+ q|−√E〉〈−√E| are
σ1 =
(
1−
√
1− 4q(1− q)(1− e−4E)
)
/2,
σ2 =
(
1 +
√
1− 4q(1− q)(1− e−4E)
)
/2,
(111)
as shown in (11). It can be easily checked that the optimal q
that maximizes
− log Tr(ρ1+s) = − log (σ1+s1 + σ1+s2 ) (112)
is equal to 1/2. When σ1 and σ2 at q = 1/2 are denoted as
σ∗1 and σ
∗
2 , respectively,
σ∗1 = (1− e−2E)/2,
σ∗2 = (1 + e
−2E)/2.
(113)
Then, the error exponent E(R) for the BPSK inputs can be
written in terms of σ∗1 and σ
∗
2 as
E(R) = max
0≤s≤1
(
max
PX
(− log Tr(ρ1+s))− sR)
= max
0≤s≤1
(− log ((σ∗1)1+s + (σ∗2)1+s)− sR) . (114)
To write E(R) in terms of the mean photon number E and
the rate R, we need to find the solution for the optimization
in the right hand side of (114) over 0 ≤ s ≤ 1. But, a closed
form solution for s cannot be found. Instead, by choosing s∗
from the approximation of the optimization as E → 0, we can
find a lower bound on E(R), denoted as E˜(R),
E(R) ≥ E˜(R) :=
(
− log
(
(σ∗1)
1+s∗ + (σ∗2)
1+s∗
)
− s∗R
)
,
(115)
where
s∗ :=

log log(1/E)−log(R−E)
log(1/E) − 1, Rc ≤ R ≤ C,
1, R < Rc,
0, R > C,
(116)
for Rc := E + E2 log(1/E) and C := E log(1/E) + E . Note
that in Rc ≤ R ≤ C, the defined s∗ is in 0 ≤ s∗ ≤ 1.
Since E(R) ≥ E˜(R) for every R > 0, the lower bound on
CN/N in (109) can be further bounded below by using E˜(R)
as follows,
CN,BPSK(E)
N
≥ max
R
(
(1− 2e−NE˜(R))R− log 2
N
)
. (117)
A closed form solution for the optimal R that maximizes the
lower bound in (117) cannot be found. Instead, we choose
R∗ = E log 1E
(
1−
√
log (NE log(NE))
NE
)
+ E (118)
in the region of the blocklength N ≥ E−1 log(1/E). We will
show that for E ≤ e−2 ≈ 0.13, the chosen rate R∗ is in
Rc ≤ R∗ ≤ C when N ≥ E−1 log(1/E). This implies that, at
R = R∗, s∗ in (116) belongs to the first case. To show this,
we use the fact that when NE ≥ 2,
0 ≤
√
log (NE log(NE))
NE ≤ 0.85, (119)
which can be validated by numerical computations using a
computer. Under the assumption of N ≥ E−1 log(1/E), if
log(1/E) ≥ 2, i.e., E ≤ e−2, then NE ≥ 2. Therefore, when
N ≥ E−1 log(1/E) and E ≤ e−2, R∗ in (118) is in the range
of
0.15
(
E log 1E
)
+ E ≤ R∗ ≤ E log 1E + E . (120)
Moreover, since E ≤ e−2 < 0.15,
E + E2 log(1/E) ≤ 0.15
(
E log 1E
)
+ E ≤ R∗ ≤ E log 1E + E ,
(121)
and thus Rc ≤ R∗ ≤ C.
In summary, for E ≤ e−2 and N ≥ E−1 log(1/E),
CN,BPSK(E)
N
≥ (1− 2e−NE˜(R∗))R∗ − log 2
N
. (122)
Furthermore, by numerical calculations, it can be shown that
the lower bound in (122) strictly increases with N if E ≤ 0.01.
APPENDIX C
PROOF OF COROLLARY 1
The result in Corollary 1 can be derived by approximating
the lower bound in Theorem 2 under the assumption of E →
0. Let us first find the approximation of E˜(R) in (115). For
0 < s < 1, by using the Taylor expansions,
(σ∗1)
1+s = ((1− e−2E)/2)1+s = E1+s +O(E2+s),
(σ∗2)
1+s = ((1 + e−2E)/2)1+s = 1− (1 + s)E +O(E2),
(123)
as E → 0. By using these approximations and the Taylor
expansion of log(1 + x) = x+O(x2) as x→ 0,
−log ((σ∗1)1+s + (σ∗2)1+s) = (1+s)E−E1+s+O(E2). (124)
Then, for s = s∗ in (116), in the range of Rc ≤ R ≤ C,
E˜(R) = (1 + s∗)E − E1+s∗ − s∗R+O(E2)
=
(R− E)
log(1/E)
(
log(R− E) + log 1E − log log
1
E − 1
)
+ E +O(E2).
(125)
Now, at R = R∗ in (118), which was shown to be Rc ≤ R∗ ≤
C in Appendix B,
E˜(R∗) = E ·
(√
f(N, E) + log
(
1−
√
f(N, E)
)
−
√
f(N, E) log
(
1−
√
f(N, E)
))
+O(E2)
(126)
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where
f(N, E) := log (NE log(NE))
NE . (127)
In the range of N ≥ E−1 log(1/E), i.e., NE ≥ log(1/E),
as E → 0 the resulting NE → ∞, and thus f(N, E) → 0.
Therefore, in this regime of N ≥ E−1 log(1/E), E˜(R∗)
in (126) can be further approximated as
E˜(R∗) = (E · f(N, E))/2 + o(E · f(N, E)) +O(E2). (128)
If we further restrict the range of N such that
E−1 log(1/E) ≤ N ≤ E−2, i.e., log(1/E) ≤ NE ≤ E−1,
since E2 ≤ 1/N , E˜(R∗) becomes
E˜(R∗) =
E
2
· log (NE log(NE))
NE + o
(
log (NE log(NE))
N
)
.
(129)
Therefore, in the range of E−1 log(1/E) ≤ N ≤ E−2,
NE˜(R∗) = log
√
NE log(NE) + o(log
√
NE log(NE)),
e−NE˜(R
∗) = O
(
1√
NE log(NE)
)
.
(130)
By using this result, the lower bound on CN,BPSK(E)/N in
(122) can be simplified as
CN,BPSK(E)
N
≥ E log 1E
(
1−
√
log (NE log(NE))
NE
)
+ E +O
(
E log(1/E)√
NE log(NE) +
E
log(1/E)
)
(131)
in the range of N such that E−1 log(1/E) ≤ N ≤ E−2. More-
over, in a narrower region of N such that E−1(log(1/E))2 ≤
N ≤ E−2, the term O
(
E log(1/E)√
NE log(NE) +
E
log(1/E)
)
can be
simplified as o(E), and thus
CN,BPSK(E)
N
≥ E log 1E
(
1−
√
log (NE log(NE))
NE
)
+ E + o(E).
(132)
From (131), it can be shown that at
N = 2E−1 (log(1/E))2 (log log(1/E))−1 , (133)
CN,BPSK(E)
N
≥ E log 1E − E log log
1
E + o
(
E log log 1E
)
.
(134)
Moreover, from (132), it can be shown that at
N = E−1 (log(1/E))2 (log log(1/E))2 , (135)
CN,BPSK(E)
N
≥ E log 1E + E + o(E). (136)
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