Abstract. In this paper we prove that two calculus lemmas, which are used in the method of moving sphere for classifying certain constant curvature equation, also hold on Heisenberg group H n .
Introduction
The Heisenberg group H n consists of the set C n ×R = (z,t) : z = (z 1 ,··· ,z n ) ∈ C n , t ∈ R with the multiplication law (z,t)•(z ′ ,t ′ ) = (z+z ′ ,t+t ′ +2Im(z·z ′ )),
where z·z ′ = ∑ n j=1 z j z ′ j . As usual, we write z j = x j + √ −1y j . The Lie algebra is spanned by the left invariant vector fields
The sub-Laplacian is defined by
In this paper, we shall study the following semilinear subelliptic equation
where and throughout the paper we always assume that p > 1. This equation is closely related to the study of the CR Yamabe problem. The CR Yamabe problem on a strictly pseudonconvex CR manifold is analogous to the original Yamabe problem on compact manifolds. As the first step, Jerison and Lee [8] proved a sharp Sobolev inequality on the CR sphere S 2n+1 . Moreover they classified all extremal functions of the sharp Sobolev inequality. Since S 2n+1 is CR equivalent to the Heisenberg group via the Cayley transform, their classification can be stated as following. 
where µ ∈ C n , λ ∈ C, and Imλ > |µ| 2 /4.
The proof hinges on a complicated and remarkable identity they discovered with the help of a computer program. It is motivated by Obata's classic work [16] in the Riemannian case. When restricted on R n , Obata's theomem has the following version. and suppose u(x) = O(|x| 2−n ) for large |x|. Then
, for some λ > 0 and x 0 ∈ R n .
We recall that there is another completely different approach to such classification problems. This is the method of moving plane initiated by Gidas, Ni and Nirenberg [6] . In particular they reproved the above theorem using this method. Later, Caffarelli, Gidas and Spruck [4] classified all positive solutions to equation (1.3) by sharpening the method of moving plane. Their result plays a crucial role in establishing the compactness results for the solution set to Yamabe problem, see, e.g., Schoen [17] , Li and Zhu [14] , Li and Zhang [11] [12] [13] , Kuri, et al. [9] , Brendle [3] . More recently Li and Zhu developed moving sphere method and gave a simpler proof of this classification result. Moving sphere method is essentially equivalent to moving plane method, but is more convenient. In particular, a simpler alternative proof for the result of Caffarelli, Gidas and Spruck via the method of moving sphere was given in Li's lecture note [10] , and first appeared in Zhu's thesis [19] . In this proof via the method of moving sphere, one fully explores the conformal invariance of the equation and obtains certain conformally invariant identity with respect to any point. Solutions to equation (1.3) can then be derived directly from the identity via two key calculus lemmas (refered as Li-Zhu lemmas [15] ).
It is natural question if one can adapt moving plane method or moving sphere method on the Heisenberg group. Such a method might enable us to classify all positive solutions of (1.1) without any integrability condition or growth condition at infinity. More specifically, we have the following conjecture.
where µ ∈ C n , λ ∈ C, and Imλ > |µ| 2 /4;
There have been attepmpts by several mathematicians in the direction. The method of moving plane was adapted by Birindelli and Prajapat [2] to study equation (1.1). Under the assumption of cylindrical symmetry (i.e. u only depends on |z| and t), they proved that the only nonnegative solution to equation (1.1) for subcritical power 1 < p < Q+2 Q−2 is the trivial one. The method of moving plane does not work for the general case since it only yields partial invariant properties of solutions. Other partial results for subcritical case were obtained by Birindelli et al. [1] , Garofalo and Lanconelli [5] and Xu [18] .
Here we shall use the approach based on the method of moving sphere for the conjecture.
For any ξ = (z,t) ∈ H n , the norm function ρ(ξ) is defined as
The study of the equation (1.1) when p = (Q+2)/(Q−2) must use its invariance under contact transformations on
θ, where J Φ > 0 is the Jacobian determinant of Φ, and u is a solution of (1.1), then so is
. Modulo U (n), all the contact transformations of H n are generated by
We first exam the solution to (1.1) for p = (Q+2)/(Q−2) with center at the origin:
Using the left translation operator L ξ 0 , we can obtain the following more general solution
Using the inversion T and dialation, we know that
is also a solution. We compute
where
In summary, we have proved
.
In this paper, we will show the converse.
holds for a fixed parameter ν, then u ≡ const.
Theorem 1.4.
Assume that u ∈ C 1 (H n ) attaines its maximal value at the origin, and satisfies: for any ξ 0 = (z 0 ,t 0 ) ∈ H n and ξ ′ 0 be given by (1.5), there exist a positive constant λ = λ(ξ 0 ) such that
holds for a fixed parameter ν, then u(ξ) is given by the following form
where C is a constant. 
Proof
We first note, by the triangle inequality, that
as ρ(ξ) → ∞. We also have
Proof of Theorem 1.4. Using (1.7), we define
If D = 0, then u ≡ 0, and we are done. Without loss of generality, we assume D = 1. Further, if ν =0, then u ≡ D, and we are done. On the other hand, the case ν <0 can easily be reduced to the case of ν > 0 by using a reversed CR inversion. We thus assume that ν > 0 in the following proof. Taking ξ 0 = 0 yields
As u attains its maximum at the origin, we have for ξ large
Moreover,
Subtracting (2.4) from (2.3), and using (2.1) and (2.2), we have
Taking ξ = (z 0 e iθ 0 ,t) in (2.5), we have
Multiplying both sides by ρ(ξ) ν+2 and letting t → +∞, we obtain
It follows that there exists a function φ(z,z) such that
Consequently, we know that ∂u ∂t (z,z,0) = 0. On the other hand, let ξ 0 = (z 0 ,z 0 ,0) = (x 0 ,y 0 ,0) and ξ = (z,z,0) = (x,y,0) in (2.5), we have
Choose y = 0 in (2.7). Multiplying both sides by ρ(ξ) ν+1 , and sending x → +∞, we get
Similarly, choosing x = 0 in (2.7), we obtain
Combining (2.8) with (2.9), we have
This yields, that φ(z,z) in (2.6) satisfies
Therefore, we conclude that there exists a constant C * such that
In fact, from (2.2), we know C * = λ(0) 2 .
Proof of Theorem 1.3.
Step I: We first show that u(ξ) = u(z,z), that is, function u(ξ) is independent of variable t. For any given t,τ ∈ R (t = τ) and any b > 1, let ξ = (z 0 ,z 0 ,t), ζ = (z 0 ,z 0 ,τ) ∈ H n ,
where ξ 0 = (0,0,t 0 ) and ξ ′ 0 = (0,0,−t 0 ). A direct computation leads to
Thus, we know, via (1.6), that
Noting that
we obtain, by letting b → +∞ in (2.10), that
For any t 1 ,t 2 ∈R, we choose t 3 ∈R such that t 1 +t 3 >0 and t 2 +t 3 >0. Repeating the above process, we have
Thus, u is independent on the variable t because of the arbitrariness of t 1 and t 2 .
Step II: We show u(ξ) = u(|z|e iθ ,|z|e −iθ ,t) = u(e iθ ,e −iθ ) := ϕ(θ). Thus (using the fact s > 1) Step III: Finally, we show ϕ(θ) ≡ const. By (1.6), we know that, for any two positive constants r, t satisfying r 4 +t 2 ≥ λ 4 > 0, Since r, t are arbitrary , we conclude that ϕ(θ) ≡ const.
