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Abstract
Online customer reviews on large-scale e-
commerce websites, represent a rich and var-
ied source of opinion data, often providing
subjective qualitative assessments of product
usage that can help potential customers to dis-
cover features that meet their personal needs
and preferences. Thus they have the poten-
tial to automatically answer specific queries
about products, and to address the problems
of answer starvation and answer augmenta-
tion on associated consumer Q & A forums,
by providing good answer alternatives. In this
work, we explore several recently successful
neural approaches to modeling sentence pairs,
that could better learn the relationship between
questions and ground truth answers, and thus
help infer reviews that can best answer a ques-
tion or augment a given answer. In particular,
we hypothesize that our adversarial domain
adaptation-based approach, due to its ability
to additionally learn domain-invariant features
from a large number of unlabeled, unpaired
question-review samples, would perform bet-
ter than our proposed baselines, at answer-
ing specific, subjective product-related queries
with reviews. We validate this hypothesis us-
ing a small gold standard dataset of question-
review pairs evaluated by human experts, sur-
passing our chosen baselines. Moreover, our
approach, using no labeled question-review
sentence pair data for training, gives perfor-
mance at par with another method utilizing
labeled question-review samples for the same
task.
1 Introduction
General question-answering (QA), in the context
of opinion and qualitative assessments available to
consumers via Q & A forums on product-based e-
commerce websites, is a challenging open prob-
lem. For example, consider a real-world ques-
tion such as: “Is the Canon EOS Rebel T5i worth
the extra $200+ dollars to get as a starter cam-
era, or should I just go with the cheaper T3i?”.
Many such questions cannot be answered directly
using knowledge bases constructed from product
descriptions alone (McAuley and Yang, 2016), but
clearly rely on personal experiences of others, for
a satisfactory answer. Some questions, especially
on newer items may not be immediately answered
– which can lead to “answer starvation”. Many
questions have short, unrelated, or incomplete an-
swers – these are candidates for “answer augmen-
tation”, via plausible answer alternatives.
Product-related question answering (PRQA)
has emerged as a new research area, different from
traditional QA and community question answering
(CQA) tasks, owing to the immense popularity of
e-commerce websites, where answers to potential
customer questions often involve opinions and ex-
periences from different users, found in the plenti-
ful customer reviews that can help discover prod-
ucts or features for a more personalized experience
(Yu and Lam, 2018; Wan and McAuley, 2016).
Besides a binary “good” or “bad” assessment,
product reviews tend to provide a wide range of :
(i) personal experiences; (ii) subjective qualitative
assessments, (iii) unique use-cases or failure sce-
narios. Moreover, massive volume and range of
opinions makes review systems difficult to navi-
gate (Wan and McAuley, 2016). This opinion data
raises two interesting questions: (i) How can we
help users navigate massive volumes of consumer
opinions to address “specific queries”? (ii) How
can we build an end-to-end system that simultane-
ously leverages the labeled question-answer data
from QA forums, with abundant unlabeled reviews
that may carry valuable information that can an-
swer a specific product-related question? Thus, in-
spired by Wan and McAuley (2016) and McAuley
and Yang (2016), and a plethora of available archi-
tectures, we define the task of learning to answer
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product-related questions with reviews as:
“To be able to respond to specific, subjective,
product-related queries automatically with re-
views, to address problems such as answer starva-
tion and answer augmentation by providing suit-
able answer alternatives, leveraging available sig-
nal from answer sentence data to enable learn-
ing of relevant review sentences that can address
a question, with minimal supervision.”
Given recent advances in sentence pair model-
ing and question answering (Sharp et al., 2016;
Rockta¨schel et al., 2015; Yin et al., 2015) via end-
to-end neural approaches (Rajpurkar et al., 2016;
Nguyen et al., 2016; Sukhbaatar et al., 2015), we
attempt to adapt an architecture that is most suit-
able for our problem setting. One key idea to note
in the two types of user-generated sentences used
in our task is that answer sentences and review
sentences, though both capable of addressing user
questions, are both created with very different in-
tent and purpose. The former is specifically tar-
geted toward some or all aspects of a question,
and the latter providing some personal experiences
and qualitative assessments regarding a product
that may or may not satisfy some user question.
Thus answer and review sentences come from two
very different distributions. We hypothesize there-
fore, that being able to automatically learn the no-
tion of a “good” or “correct” answer, i.e. learn
features that constitute such an answer by lever-
aging the commonalities between correct answers
and suitable review sentences, might be key to our
solution. In this context, we propose an adversar-
ial product review–based question answering ap-
proach for our task in a minimally supervised set-
ting, inspired by neural domain adaptation due to
Ajakan et al. (2014) and Ganin et al. (2016). To
our knowledge, we are the first to address product-
related question answering by identifying answers
from unlabeled review data with no supervision
signal on the reviews and deriving only weak su-
pervision from labeled question-answer data, in an
adversarial neural domain adaptation setting.
2 Background and Related Work
2.1 Addressing subjective product-related
queries with reviews
“Mixture-of-Experts” frameworks combine sev-
eral weak learners by aggregating their outputs
with weighted confidence scores. In their 2016
work, McAuley & Yang show that such a model
can be adapted to simultaneously identify rele-
vant reviews and combine them to answer com-
plex queries, by treating reviews as experts that
either support or oppose a particular response. Bi-
linear models (Chu and Park, 2009) can help to
address the issue of questions and reviews being
from different domains drawing from very differ-
ent vocabularies, by learning complex mappings
between words in one corpus and words in an-
other (or more generally between arbitrary fea-
ture spaces), which can be regarded as a form of
domain adaptation. (McAuley and Yang, 2016)
thus develop a “mixture-of-experts”-based bilin-
ear model, called MoQA, to simultaneously learn
which customer opinions are relevant to the query,
as well as a prediction function that allows each
review opinion to ’vote’ on the response, in pro-
portion to its relevance. These relevance and pre-
diction functions are learned automatically from
large corpora of training queries and reviews .
Yu and Lam (2018) develop an answer pre-
diction framework which consists of two compo-
nents, viz., an aspect analytics model and a pre-
dictive answer model. Given a product category,
the aim of the aspect analytics model is to detect
and capture latent aspects from a collection of re-
view texts in an unsupervised manner. To this end
they employ a 3-order Autoencoder to model as-
pects from review texts in the same product cate-
gory and learn aspect-specific embeddings for re-
views. This aspect analytics model generates as-
pect distributions and embeddings of reviews cap-
turing hidden semantic features associated with
certain aspects. The predictive answer model cap-
tures intricate relationships among question texts,
review texts, and yes-no answers reporting answer
prediction numbers surpassing to (McAuley and
Yang, 2016). However, this work caters only to
yes/no questions in the dataset being considered,
which is the same as ours, and does not involve
learning matching features for open-ended ques-
tions, which may have subjective, opinion-based
answers, which are the main focus in our work.
Chen et al. (2019) propose an answer iden-
tification framework from reviews which em-
ploys a multi-task attentive network, called
QAR-net, leveraging both large-scale user gener-
ated question-answer data and manually labeled
question-review data to achieve this goal. Multi-
task learning can be an effective learning paradigm
for boosting the performance of tasks with insuf-
ficient training instances by training jointly with
related tasks having abundant training data, and
they couple this paradigm with Attention to obtain
a network that allows a “question focus” to attend
to various “answer patterns” across answer and re-
view sentences. However they utilize manually
labeled question-review samples for training pur-
poses; thus it is not a completely unsupervised ap-
proach. Our work, however, being similar in set-
ting to (Chen et al., 2019), differs from works like
MoQA in that MoQA uses reviews as supporting
data for answer prediction (i.e. uses review sen-
tences as supporting experts for Yes or No binary
questions; ranking answers before non-answers
for open-ended questions), and does not try to ac-
tually identify potential answers from review sen-
tences. Another recent work, AdaMRC (Wang
et al., 2019), for the related task of machine read-
ing comprehension (MRC), where only unlabeled
passages are available in the target domain, lever-
ages domain adaptation to more effectively alle-
viate noise arising from a data augmentation step.
Here, synthetic question-answer pairs are first gen-
erated for passages in the target domain before ad-
versarially training a domain classifier on pseudo-
generated question-answers and human annotated
question-answer pairs, outperforming state-of-the-
art MRC systems such as SAN (Liu et al., 2017)
and BiDAF (Tuason et al.) on various datasets.
2.2 Choices for Modeling Sentence Pairs
Text pairs can exhibit various relations, including
paraphrase, entailment, question-answer, transla-
tion and more. Early systems designed to model
these relations based on lexical overlap or word
pairs often fail to generalize to unseen word pairs,
and can have difficulty learning synonymy effec-
tively due to sparse features. Neural networks
with dense text embeddings can more effectively
learn synonymy and other relations, with attention
helping to extend learning beyond word pairs to
phrasal pairs (Bahdanau et al., 2014).
2.2.1 BiCNN and ABCNN-3
Convolutional neural networks (CNNs) have been
used effectively for a variety of natural language
processing tasks (Kim, 2014), following earlier
successes in image recognition (Krizhevsky et al.,
2012). The hierarchic nature of language is a natu-
ral parallel to local structure in image data, where
nearby words often form meaningful phrases in
the way nearby pixels form meaningful sub-units
of the complete image.
The ABCNN (Yin et al., 2015) set of models is
known to be effective at modeling sentence pair re-
lations for tasks including answer selection, para-
phrase identification, and textual entailment. In
our work, the most effective reported versions of
ABCNN without and with attention viz. BiCNN
and ABCNN-3 are selected for use as a base-
line for answer- or review-selection. The baseline
BiCNN used in this work consists of two weight-
sharing CNNs, each processing one of the two sen-
tences, and a final logistic regression layer at the
top that solves the sentence pair task by making a
sentence pair binary labeling decision.
While the non-attention-based BiCNN model
is shown to have performance comparable to the
full ABCNN models with fewer parameters, we
choose ABCNN-3 as an additional baseline to
evaluate against, as it combines the strengths of
their other two attention-based models ABCNN-1
and ABCNN-2, allowing the attention mechanism
to operate both on the convolution and on the pool-
ing parts of a convolution-pooling block in this ar-
chitecture. We adapt these models for our work
from a third-party implementation1.
2.2.2 Reasoning for Textual Entailment
Attention-based neural networks have recently
demonstrated success in a wide range of tasks
ranging from handwriting synthesis (Graves,
2013), machine translation (Bahdanau et al.,
2014), to image captioning (Xu et al., 2015), and
speech recognition (Chorowski et al., 2015) to
sentence summarization (Rush et al., 2015). The
idea is to allow the model to attend over past out-
put vectors, thereby mitigating the LSTMs cell
state bottleneck. More precisely, an LSTM with
attention for recognizing textual entailment (RTE)
does not need to capture the whole semantics of
the premise in its cell state. Instead, it is suffi-
cient to output vectors while reading the premise
and accumulating a representation in the cell state
that informs the second LSTM which of the out-
put vectors of the premise it needs to attend over,
to determine the RTE class (Rockta¨schel et al.,
2015). We believe that this type of sentence
pair model lends itself well to a QA task set-
ting such as ours, where a potential answer may
bear some degree of an entailment relation with a
question. Hence we choose the RTE model due
1http://github.com/galsang/ABCNN
to (Rockta¨schel et al., 2015) as another baseline
model to evaluate against.
2.3 Neural Domain Adaptation
Top-performing deep neural architectures are
trained on massive amounts of labeled data. In the
absence of labeled data for a certain task, how-
ever, domain adaptation (DA) often provides an
attractive option given that labeled data of simi-
lar nature but from a different domain (e.g. syn-
thetic images) are available. As the training pro-
gresses, the approach promotes the emergence of
“deep” features that are (i) discriminative for the
main learning task on the source domain and (ii)
invariant with respect to the shift between the do-
mains. This adaptation behavior could be achieved
in almost any feed-forward model by augmenting
it with few standard layers and a simple new gra-
dient reversal layer, according to works on this
architecture, due to (Ajakan et al., 2014; Ganin
and Lempitsky, 2015). The resulting augmented
architecture is thus trained using standard back-
propagation. While this approach has not tradi-
tionally been used in the literature for modeling
sentence pairs, it presented an interesting choice,
given our particular task setting of candidate an-
swer sentences from two different but related data
distributions, with one having human-generated
labels and the other unlabeled with respect to cus-
tomer questions. Given that this model was a good
fit for the domain variance aspect of our problem,
we considered how this model could be adapted to
our particular sentence pair modeling scenario.
3 Adversarial Product Review–based
Question Answering
Given our task of predicting relevant reviews that
can answer a specific product-related question, or
provide additional detail for it, we hypothesize
that our task is well-suited for and can benefit from
domain adaptation, in which the data at training
and test time come from similar but different dis-
tributions. In our case, these distributions corre-
spond to ground truth answers and unlabeled re-
views, and here, we want to employ a represen-
tation learning approach for effective transfer of
information in reviews that is “related” or “well-
matched”, to “good answers” to specific questions.
For such transfer to be achieved, predictions must
be made based on features that cannot discriminate
between the training (source) and test (target) do-
mains. Thus our proposed model for this work is
the one adapted from (Ganin et al., 2016) but with
the input as sentence-pair data, i.e. question-
answer and question-review pairs, and we expect
this model to do better than our other chosen sen-
tence pair baselines. In our experiments the la-
beled answer sentences to questions represent the
source domain data and unpaired (unlabeled) re-
views represent the target domain data. Our
proposed approach to domain adaptation is thus
to train on large amounts of labeled data from
the source domain (labeled Q-A pairs) and large
amount of unlabeled (previously unpaired) data
from the target domain, i.e reviews, as no labeled
target domain data is necessary (Ganin and Lem-
pitsky, 2015). Our experiences with this model is
further described in the Experiments section.
3.1 Domain Adversarial Neural Network
The Domain Adversarial Neural Network
(DANN) of (Ajakan et al., 2014; Ganin et al.,
2016) performs domain adaptation by optimizing
a minimax training objective that simultane-
ously learns to do well at task-specific label
prediction while doing poorly at domain label
prediction. This is motivated by the theory on
domain adaptation (Ben-David et al., 2010) that a
transferable feature is one for which an algorithm
cannot learn to identify the domain of origin of
the input observation. In the DANN model this
is achieved by adversarial training of a domain
classifier by reversing the gradient from it during
backpropagation. Our adaptation of this model
passes in labeled question-answer (QA) pairs and
unlabeled question-review (QR) pairs thereby
learning to answer a question and learning the
domain-invariant features between two domains,
i.e. review sentences and answer sentences, at the
same time. To be specific, there is an encoder to
learn the vector representation for the question
and the answer/review separately. Afterwards,
the representations are concatenated together to
represent the paired data (“question + review”
and “question + answer”). Only “question +
answer” pairs are input into the label predictor
which in our case is the QA classifier, to predict
whether the answer could really answer the
question. Both of “question + answer” pairs and
“question + review” pairs are input into a Domain
classifier to predict whether the current input is a
answer or a review. Both, the QA classifier and
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Figure 1: Architecture of our model for Question-Answer/Review sentence pairs, adapted from the Domain Ad-
versarial Neural Network due to (Ajakan et al., 2014; Ganin et al., 2016)
Domain classifier use cross entropy loss for back-
propagation. The main idea of domain adaptation
here is reversal of the gradient coming from the
domain classifier as shown in Figure 1. That is
to say, when the gradients of domain classifier
are back-propagated to the encoder, their negative
values are actually used to update the parameters
of the encoder. The point is to eliminate the influ-
ence of domain-specific features learned by the
domain classifier and keep the domain-invariant
features. Thus, in the inference stage, when a
review is input into the QA classifier, the encoder
will learn some features which are similar to
answer domain and the QA classifier will predict
whether the review can answer the question or
not. We hypothesize that this approach can greatly
help with answering open-ended product-related
questions with reviews.
Our implementation of the DANN model uses
separate bidirectional LSTMs to encode question
and answer or review sentence separately to get
their vector representation Vq, Va/r and concate-
nates them to get the vector representation for the
pair, [Vq;Va/r]. The inputs to the model are the
300 dimensional GloVe vectors with random uni-
form sampled vectors for unknown words. The
hidden state for the paired LSTM is also 300-
dimensional. The QA classifier and domain clas-
sifier are each two-layer (512-256) feed forward
fully-connected networks. A gradient flip layer is
added before the domain classifier. When calculat-
ing the loss, we use a mask operation to calculate
the softmax loss of the QA classifier only for QA
pair inputs.
4 Dataset
We use the newer Q & A dataset made publicly
available by (McAuley and Yang, 2016)2, the au-
thors of the original work on answering product-
related questions with reviews, which was devel-
oped off of the original SNAP dataset for Ama-
zon product reviews and ratings 3. This dataset
consists of paired questions and answers and de-
duplicated product reviews on Amazon, across 24
different product categories. The question and
answer data, total around 1.4 million answered
questions. 56.1% of the questions are binary, i.e.
having “Yes” or “No” answers, and the rest con-
stitute “Open-Ended” questions with more sub-
jective or specific answers. For our work we se-
lect only the set of Open-Ended (OE) questions
that may include multiple answers to each ques-
tion, from 6 product categories, viz. Automo-
tive, Baby, Electronics, Home & Kitchen, Sports
& Outdoors and Tools and Home Improvement.
Product reviews and metadata from Amazon, total
142.8 million spanning May 1996 - July 2014, and
includes reviews (e.g. ratings, text, helpfulness
votes), and product metadata (e.g. descriptions,
category). After cleaning and matching by prod-
uct id (ASIN), we have a total of 128K unique
ASINs, that match a total of 1,06,1402 OE Q & A
pairs, with 2,852,954 reviews, as shown in Table
1. Important to note here is that the datasets of QA
pairs are created in a way such that review answer
sentences are only selected from the matching sub-
set of reviews corresponding to the same prod-
uct from the category that the question belongs
to. We also have a small hand-labeled dataset of
1725 Question-Review pairs acquired from the
authors of the original work (McAuley and Yang,
2http://jmcauley.ucsd.edu/data/amazon/
3https://snap.stanford.edu/data/web-Amazon.html
Category Q-A pairs Reviews
Automotive 18,214 20,474
Baby 40,429 160,793
Electronics 472,678 1,689,189
Home & Kitchen 283,637 551,683
Sports & Outdoors 140,120 296,338
Tools & Home 106,324 134,477
Total 1,061,402 2,852,954
Table 1: Dataset Statistics for Open-Ended, Multi-
Answer Q-A Pairs and Reviews matched on 128K
unique ASINs from the Amazon product review dataset
(McAuley and Yang, 2016).
2016) that corresponds to approximately 300 pairs
for each of these 6 categories. This data was gener-
ated by human experts for evaluating their models,
which we use for automated target domain-only
evaluation of our models.
5 Experiments
In order to evaluate the hypothesis that domain
adaptation improves candidate review sentence
answer selection, this work evaluates a variety
of models for our defined task, with and without
domain adaptation. Two baselines for sentence
pair modeling are evaluated. These include: (1)
a CNN-based Siamese network architecture due
to (Yin et al., 2015) – we experiment with both,
their non-attentional BiCNN and attention-based
ABCNN-3 models, and (2) a Reasoning for Tex-
tual Entailment (RTE) model employing a con-
ditional encoding-based attentive LSTM architec-
ture (Rockta¨schel et al., 2015). Question-answer
data and a small set of question-review data from
(McAuley and Yang, 2016) are used to train and
evaluate the models respectively. Given gold an-
swers and reviews for product-related queries, the
answers are taken as the Source domain and re-
views are taken as the Target domain. Since our
datasets for training and evaluation are fairly bal-
anced, we report the best accuracy for evaluations
with each of our models. Table 2 shows the pro-
portion of 0/1 labels in each of our datasets. Each
system was trained on labeled question-answer
pairs for Auto, Baby and Electronics product cat-
egories and a larger Combined dataset involving
each of the 6 categories listed in Table 1, for a to-
tal of 4 trained models per system, and scored on 4
sets of evaluations, one each on source and target
domain test sets for each model.
6 Results and Discussion
6.1 ABCNN models: BiCNN and ABCNN-3
ABCNN results provide a baseline evaluation for
question answering that does not involve domain
adaptation. Because labeled sentence pairs are re-
quired for training, there is no easy way to in-
corporate unlabeled review data, which is plenti-
ful but not targeted to any specific question. Re-
sults for both the BiCNN and ABCNN-3 models
in Table 3 show strong performance when evalu-
ated on the in-domain answer data, but a marked
decrease when evaluated on out-of-domain review
data, with BiCNN still giving the best perfor-
mance on target domain evaluation for the Com-
bined dataset at 64.0%.
6.2 Attentive LSTM for RTE model
For modeling sentence pairs using textual entail-
ment, we adapt the version of the conditional
encoding-based attentive LSTM neural architec-
ture of (Rockta¨schel et al., 2015), that uses the en-
coding for the question representation learnt by the
first LSTM, with the cell state of the first LSTM,
as conditional input into the second LSTM that
models the answer or review sentence, and which
then learns an attended representation over the
conditional input to generate the final representa-
tion for QA classification4 5. Table 3 outlines the
results from the experiments with this model by
individual category and also with the Combined
training dataset for the source-only and target-
only task, using the conditional encoding-based
LSTM with attention adapted from the reasoning
for textual entailment task. Our experiments show
that the RTE model gives the best performance on
target-domain review data for each individual cat-
egory, getting 66.67%, 61.33% and 66.67% on
Auto, Baby and Electronics categories, but with
ABCNN models doing much better on target do-
main evaluations for the Combined dataset. It is
perhaps worth noting that the RTE model consis-
tently fares worse on the source domain task when
4Our implementation of this model is taken from a third-
party implementation – https://github.com/shyamupa/snli-
entailment for the same, and adapted to work for our dataset,
and QA-based class labels instead of entailment.
5In order to run our experiments with this model, we
tweaked the format of our dataset to get it to resemble SNLI
format, but in our case we only had binary ’entailment’ and
’contradiction’ labels to represent ’yes’ and ’no’ answers and
had no ’neutral’ class label in the data. Both question-answer
and question-review pairs were prepared in this way for pas-
sage through this model.
Category Training Set Eval Source Data Eval Target Data
Auto 49.93%/50.07% 50.01%/49.99% (300 total); 66.67%(0)/33.33%3(1)
Baby 49.86%/50.14% 49.86%/50.14% (300 total); 66.67%(0)/33.33%(1)
Electronics 49.84%/50.16% 49.85%/50.15% (252 total); 66.67%(0)/33.33%(1)
Combined 80.22%/19.78% 50%/50% (1725 total); 77.22%(0)/22.78%(1)
Table 2: Label Proportions (0/1 for unrelated/related) in each dataset for a total number of instances.
Model on Train Eval Attn. LSTM BiCNN ABCNN-3
Data Data Data Accuracy Accuracy Accuracy
Auto (Eval on Source) Source Source 50.12% 70.0% 70.0%
Auto (Eval on Target) Source Target 66.67%* 53.0% 52.9%*
Baby (Eval on Source) Source Source 50.37% 71.0% 71.4%
Baby (Eval on Target) Source Target 61.33% 54.0%* 51.4%
Electronics (Eval on Source) Source Source 60.41% 74.0% 72.08%
Electronics (Eval on Target) Source Target 66.67%* 53.0% 52.05%
Combined (Eval on Source) Source Source 52.34% 69.0% 70.55%
Combined (Eval on Target) Source Target 53.73% 64.0%* 61.44%*
Table 3: Results from Experiments with the Baseline Sentence-Pair models: Conditional-encoding-based Attentive
LSTM, BiCNN and ABCNN-3. Bold indicate best performance in that row of results while * indicates best
performing for a particular model on target domain evaluation across individual categories or combined.
trained on source domain data as compared to out-
of-domain target classification task, across cate-
gories, with no domain adaptation. This indicates
perhaps that the conditional attention-based mech-
anism of this RTE model is able to better general-
ize for the out-of-domain task in the absence of
domain adaptation.
6.3 DANN model
The results from experiments with running the
DANN model are listed in Table 4. When we
do not use domain adaptation, the DANN is
simply a binary QA classification system to an-
swer product-related queries, trained only on Q-A
pairs. When using domain adaptation, the model
is trained on both Q-A and Q-R pairs, indicated
by the red dotted box in Figure 1. We evalu-
ate our final model on source and target test sets,
for Q-A pairs and Q-R pairs. As we can see
from the Table 4, after using domain adaptation,
the performance on Q-R pairs is improved greatly
which demonstrates that adding Q-R pairs via do-
main adversarial training can help answer product
queries using out-of-domain review sentences. As
seen in the experimental results from our base-
line sentence pair models and our proposed ver-
sion of the DANN model in Tables 3 and 4, we see
that the DANN model outperforms the baselines
on the out-of-domain Q-R pair classification task,
validating our original hypothesis. The best per-
forming ABCNN model evaluated on the source
domain classification task gets a 70.55% accu-
racy on a held out test set of 10K Q-A samples,
and 64.0% on Q-R classification with our human-
labeled evaluation-only dataset from McAuley et
al., of 1740 samples. Somewhat surprising is
that our best performing RTE-based model gave a
best accuracy of 66.67% for Electronics and Auto
categories on out-of-domain Q-R classification,
with Q-R classification significantly surpassing Q-
A classification performance on all categories in-
cluding Combined when trained on source domain
data for RTE. Our DANN-based model was able
to beat both of these baselines with an accuracy of
77.17% on Q-R classification, with large amount
of unlabeled reviews incorporated into the do-
main adversarial training. Table 5 shows some
examples from Q-R inference using the DANN
model, where it learned to correctly classify rel-
evant review sentences that can answer a question.
In addition, as seen in Table 6, when compared
with the QAR-Net system (Chen et al., 2019) for
the same task, our method gives comparable per-
formance on F-1 score and significantly higher
precision, but for a combined dataset (1 million+
samples with all the categories) and trained with
DANN Model on Data Train Data Eval Data Accuracy
Auto (Eval on Source) Source (QA pairs) Source 64.55%
Auto (Eval on Target) Source (QA pairs) Target 37.33%
Baby (Eval on Source) Source (QA pairs) Source 72.19%
Baby (Eval on Target) Source (QA pairs) Target 35.66%
Electronics (Eval on Source) Source (QA pairs) Source 75.19%
Electronics (Eval on Target) Source (QA pairs) Target 40.47%
Combined (No domain-adapt) Source (QA pairs) Source 83.28%
Combined (No domain-adapt) Source (QA pairs) Target 50.11%
Combined (Domain-adapt) Source, Target (QA, QR pairs) Source 73.95%*
Combined (Domain-adapt) Source, Target (QA, QR pairs) Target 77.17%*
Table 4: Results from experiments with the DANN model. Bold * indicate best results with domain adaptation on
target domain evaluations
unlabeled question-review samples using domain
adaptation, compared to data from only Electron-
ics and Cellphones & Accessories categories for
QAR-Net, which uses labeled question-review in-
stances for training. We believe this demonstrates
the suitability and promise of our approach com-
pared to other methods for this task.
7 Conclusion and Future work
Our proposed adversarial domain adaptation ap-
proach for question-answer/review sentence pair
classification via domain adversarial training
shows good results for learning to answer specific
Question Review Sentence
Since the hooks attach
with velcro, do they
slide or do they stay in
place ?
“I originally purchased the
Mommy Hooks for our stroller
and loved the durability of the
metal, but ended up hating how
big and clunky they are, and
they are not stationary, always
sliding around.”
Is this fit with 2002
Camry 2.4 L ?
“This filter was a drop in re-
placement for the air filter in
my 2002 Camry LE, V6.”
Does this device offer
sure protection ? Can it
be attached to a surge
protector ? Any prob-
lems using a power-
strip with it ( for elec-
tronics) ?
“I mean this should go di-
rectly to your outlet and you
can plug the surge protector
power strip into this item and
all of your devices into the
surge protector strip.”
Table 5: Examples of Q-R target-only inference on pos-
itive examples that the DANN model gets right.
System Precision Recall F-1 score
QAR-Net 53.85% 60.67% 57.05%
DANN 64.11% 52.46% 56.23%
Table 6: Comparison of QAR-Net system with the
DANN model for PRQA.
customer questions with product reviews. It is able
to leverage plentiful unlabeled review data during
training to better generalize to review data at in-
ference time, significantly outperforming numer-
ous baseline models that cannot easily incorporate
such data. Future work may involve incorporat-
ing unsupervised objectives on review data to fur-
ther improve the model. Our novel approach to
the PRQA task thus leverages previously unused
data without requiring explicit supervision, us-
ing domain adaptation to identify specific product-
related answers from product reviews.
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