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EQUIVALENCES OF EQUIVARIANT DERIVED
CATEGORIES
ANDREAS KRUG AND PAWEL SOSNA
Abstract. We investigate conditions for a Fourier-Mukai transform
between derived categories of coherent sheaves on smooth projective
stacks endowed with actions by finite groups to lift to the associated
equivariant derived categories. As an application we give a condition
under which a global quotient stack cannot be derived equivalent to a
variety. We also apply our techniques to generalised Kummer stacks
and symmetric quotients.
1. Introduction
If Z is a smooth projective variety and Db(Z) its bounded derived cate-
gory of coherent sheaves, it is interesting to understand the group of autoe-
quivalences of Db(Z) or to investigate when Db(Z) is equivalent to Db(Z ′)
for some other variety Z ′. If the latter holds, it is reasonable to try and
study what happens to the equivalence if we pass from Z and Z ′ to varieties
which are closely connected to them geometrically.
As an example, we can consider a smooth projective variety with torsion
canonical bundle of order n = ord(ωX) and its canonical cover pX : X˜ → X,
where X˜ = Spec(OX ⊕ωX⊕ . . .⊕ω
n−1
X ); see [BM98] or Section 4 for details.
There is a free action of G = Z/nZ = 〈τX〉 on X˜ such that X˜/G = X. If
Y is a second smooth projective variety with torsion canonical bundle of
the same order, Bridgeland and Maciocia, see [BM98], show the following
theorem:
Any equivalence F : Db(X) ∼= Db(Y ) lifts to an equivalence Db(X˜) ∼=
Db(Y˜ ). Conversely, if F˜ : Db(X˜) ∼= Db(Y˜ ) is an equivariant equivalence,
that is, there exists an integer k coprime to n such that τk∗Y ◦ F˜
∼= F˜ ◦ τ∗X ,
then F˜ descends.
In [LP13], there is a similar statement where the canonical bundle is
replaced by a torsion bundle L ∈ Pic0(X).
In this paper we generalise the above results by using a strictly equivari-
ant approach to lift and descent. In Section 3 we first forget about the
geometric situation of coverings and give criteria for an equivalence between
the derived categories of smooth projective stacks associated to normal pro-
jective varieties with only quotient singularities (compare [Kaw04]) to lift to
an equivalence between the categories linearised by certain finite subgroups
of the groups of standard autoequivalences, see Theorem 3.16. These results
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are achieved by a straightforward generalisation of the theory of equivariant
Fourier-Mukai transforms as developed in [Plo07] and they translate to the
following statement (which combines Propositions 4.2 and 4.3 with Remark
4.4) for descent and lift along quotients of smooth projective stacks by group
actions generalising the criteria of [BM98] and [LP13]. See Definitions 3.5,
3.17, 3.18 and Section 4 for the notions used.
Theorem 1.1. Let π : X˜ → X and π : Y˜ → Y be Galois covers of smooth
projective stacks with groups of deck transformations H and H ′, respectively.
Let Φ = FMP : D
b(X˜ ) → Db(Y˜) be a Fourier-Mukai transform. If P ∈
Db(X˜ × Y˜) is µ-linearisable for some isomorphism µ : H ∼= H ′, then there
is a µˆ-equivariant descent Ψ: Db(X ) → Db(Y). In addition, if Φ is an
equivalence or fully faithful, so is Ψ. If Φ is spherical or Pn satisfying a
technical assumption, then the same holds for Ψ. If H and H ′ are abelian,
there is an analogous criterion for lift of Fourier-Mukai transforms along the
Galois covers. If H and H ′ are cyclic, the condition that P is µ-linearisable
can be replaced by the condition that Φ is µ-equivariant.
The paper is organised as follows. In Section 2 we collect background ma-
terial on group actions, equivariant categories and Fourier-Mukai transforms.
Section 3 is devoted to the study of lifts of FM transforms to equivariant
categories. The achieved results are interpreted geometrically in Section 4.
In Section 5 we give more specific applications. For instance, we describe
conditions under which global quotient stacks cannot be derived equivalent
to a smooth variety; see Proposition 5.6. Furthermore, we study the derived
category of symmetric quotients and closely related stacks. In the appendix
we investigate necessary conditions for lifts.
Conventions. Varieties or stacks are assumed to be smooth and projec-
tive unless stated otherwise and to be defined over the complex numbers.
All functors between derived categories are assumed to be derived although
this will not be reflected in the notation.
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2. Preliminaries
2.1. Group actions on categories. Let G be a finite group and T a
category. A categorical action of G on T is the data of an autoequivalence
g∗ : T → T for every g ∈ G together with isomorphisms g∗h∗ ∼= (hg)∗
satisfying a natural cocycle condition (see [Del97] or [Sos12] for details).
Given such an action, a G-linearised (or G-equivariant) object is an object
E ∈ T together with a collection of isomorphisms λg : E → g
∗E for g ∈ G
such that λe = idE and such that the composition
E
λg
−→ g∗E
g∗λh−−−→ g∗h∗E ∼= (hg)∗E
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equals λhg for every pair g, h ∈ G. Given two G-linearised objects (E,λ)
and (F, µ) we have a G-action on HomT (E,F ) given by ϕ ·g := µ
−1
g ◦g
∗(ϕ)◦
λg. We define the morphisms in the category of G-linearised objects T
G,
sometimes also denoted by TG, to be the invariants under this action, i.e.
HomT G((E,λ), (F, µ)) := Hom(E,F )
G(1)
consists of morphisms ϕ : E → F commuting with the linearisations.
Let a finite group G act on a C-linear category T via C-linear autoe-
quivalences. Then the group of characters Gˆ = Hom(G,C∗) acts on T G by
tensor product. This means that a G-equivariant object (E,λ) is sent to
(E,λ)⊗χ := (E,λ′) with λ′g = χ(g) ·λg . The action on morphisms is trivial.
For the proof of the following duality see [Ela14]. Recall that a category
is called Karoubian if all idempotents have kernels.
Proposition 2.1. If G is a finite abelian group acting on a Karoubian C-
linear category T , then there is an equivalence T ∼= (T G)Gˆ. 
We say that an object E ∈ T is linearisable if it admits a linearisation.
There is also the weaker notion of a G-invariant object E ∈ T . This means
that there are isomorphisms E ∼= g∗E without requiring any condition on
their compositions. The relationship of the two notions for simple objects
is as follows.
Lemma 2.2 ([Plo07]). Let G act on a C-linear category T by C-linear
automorphisms and let E ∈ T be a simple object, i.e. Hom(E,E) = C. Then
there exists a group cohomology class [E] ∈ H2(G,C∗) with the property that
E is linearisable if and only if [E] = 0. Furthermore, if [E] = 0, then the
set of isomorphism classes of G-linearisations of E is a free Gˆ-orbit under
the Gˆ-action described above.
Proof. This result is stated and proved in [Plo07, Lem. 1] in the special case
that T = Db(X) for a smooth projective variety X and G ⊂ Aut(X). The
proof of the general result is exactly the same. 
Remark 2.3. If G = Z/nZ is cyclic, then H2(G,C∗) = 0. Thus, in this case
every G-invariant simple object is automatically linearisable.
There exist natural functors between the category T and the equivariant
category T G. Dropping the linearisations gives the restriction (also called
the forgetful) functor Res : T G → T , (E,λ) 7→ E.
Let T = A be an additive (abelian) category and let the autoequiva-
lences g∗ all be additive (exact). Then AG is again an additive (abelian)
category (see [Sos12, Prop. 3.2]). In this case there exists the inflation func-
tor Inf : A → AG defined as follows: For E ∈ A we have
Inf(E) =
⊕
g∈G
g∗E
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equipped with the linearisation given by permuting the direct summands. If
G′ ⊂ G is a subgroup, there is also the partial restriction functor ResGG′ : T
G →
T G
′
as well as a relative version of the inflation functor, namely
InfGG′ : A
G′ → AG, E 7→
⊕
[g]∈G/G′
g∗E
and the linearisation can be described explicitly; see [Plo07].
Lemma 2.4. The functor InfGG′ is left and right adjoint to Res
G
G′.
Proof. See [Ela14, Lem. 3.7] for the case that G′ = 1. The general case is
similar. 
Remark 2.5. If A is a symmetric monoidal category (see [ML98, Ch. VII]),
that is, there is a bifunctor ⊗ satisfying the usual properties, and if the
group G acts by monoidal equivalences, then AG inherits a monoidal struc-
ture. Indeed, if (A,λ) and (B,µ) are linearised objects, then λ⊗ µ gives a
linearisation of A⊗B, since λg ⊗ µg : A⊗B ∼= g
∗(A)⊗ g∗(B) ∼= g∗(A⊗B).
If, in addition, there is a unit with respect to ⊗ and g∗ sends the unit to
itself for all g ∈ G, then AG also inherits a unit.
Remark 2.6. If A is abelian with enough injective objects, a categorical
action of G on A induces a categorical action of G on Db(A). These actions
are compatible in the sense that the categories Db(AG) and Db(A)G are
equivalent; see [Che14] or [Ela14]. Note that if G acts on a triangulated
category T , there is a priori no reason for T G to be a triangulated category
since cones are not functorial and there is no canonical way to define a
linearisation of a cone of a morphism between equivariant objects in T ;
see [Sos12] and [Ela14] for an approach to circumvent this problem using
differential graded enhancements.
2.2. Smooth projective stacks and Fourier-Mukai transforms. The
spaces we will work with are smooth projective stacks satisfying the as-
sumptions of [Kaw04]. This means that whenever we speak of a smooth
projective stack in the following, we mean a stack X which is naturally as-
sociated with a normal projective variety with only quotient singularities;
see [Kaw04, Sect. 4] for details.
Let X and Y be smooth projective stacks. For any object P ∈ Db(X ×Y)
there is the associated Fourier-Mukai transform
FMP := prY∗
(
pr∗X ( )⊗ P
)
: Db(X )→ Db(Y).
Let Z be a third smooth projective stack and Q ∈ Db(Y × Z). Then
FMQ ◦FMP ∼= FMQ⋆P , where
Q ⋆ P := prXZ∗(pr
∗
YZ Q⊗ pr
∗
XY P )
is the convolution product.
Note that the kernel P also induces a second Fourier-Mukai transform
Db(Y) → Db(X ) in the opposite direction. To avoid the risk of confusing
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the two FM transforms we will sometimes write them as FMX→YP : D
b(X )→
Db(Y) and FMX←YP : D
b(Y)→ Db(X ), respectively.
Lemma 2.7. Let X1, X2, Y1, and Y2 be smooth projective stacks, and let
R ∈ Db(X1×X2) and Pi ∈ D
b(Xi×Yi) for i = 1, 2 be arbitrary. We consider
the exterior tensor product P1 ⊠ P2 ∈ D
b((X1 × X2) × (Y1 × Y2)) and set
S := FMP1⊠P2(R) ∈ D
b(Y1 × Y2). Then
FMY1→Y2S
∼= FMX2→Y2P2 ◦FM
X1→X2
R ◦FM
X1←Y1
P1
.
Proof. For varieties this is [Orl03, Prop. 2.1.6]. The proof in the case of
stacks is exactly the same. 
Remark 2.8. Any stack in our sense is actually a global quotient stack of
the form [X/G], where X is a quasi-projective scheme and G a reductive
algebraic group acting linearly; see, for example, [Kre09, Prop. 5.1]. Note
that sheaves on such a quotient stack are the G-equivariant sheaves on X.
However, since G is not necessarily finite, the condition to be equivariant
has to be reformulated, see, for instance, [HL97, Subsect. 4.2].
In all of our applications, the stacks will even be global finite quotient
stacks, that is, smooth projective stacks of the form X = [X/G] for X
a smooth projective variety and G ⊂ Aut(X) a finite subgroup. In this
case there are equivalences Coh(X ) ∼= CohG(X) and, accordingly, D
b(X ) ∼=
DbG(X) := D
b(CohG(X)). Under these equivalences, the Fourier-Mukai
transforms are given by the equivariant Fourier-Mukai transforms of [Plo07].
3. Lifts of equivalences to equivariant categories
3.1. Linearisations by standard autoequivalences. Let X be a smooth
projective stack. Every automorphism ϕ ∈ Aut(X ) (note that this is re-
ally a group in our setting and not a possibly more complicated cate-
gorical object as for general stacks) gives the pull-back autoequivalence
ϕ∗ : Coh(X ) → Coh(X ). Furthermore, every line bundle L ∈ Pic(X ) in-
duces the autoequivalence ML := ( )⊗ L : Coh(X )→ Coh(X ).
We set A(X ) := Pic(X ) ⋊ Aut(X ). The product structure in A(X ) is
given by (L, ϕ) · (K, ψ) = (ψ∗L ⊗K, ϕ ◦ ψ).
Definition 3.1. There is an automorphism c of A(X ) defined as follows. If
h = (L, ϕ) ∈ A(X ), then c(h) := h¯ := (L−1, ϕ). We say that a subgroup
H ⊂ A(X ) is c-invariant if H¯ = H. Furthermore, for h = (L, ϕ), we set
p(h) := (O, ϕ).
Remark 3.2. For L ∈ Pic(X ) the FM kernel of ML is given by the push-
forward along the diagonal ∆∗L ∈ D
b(X × X ) and for ϕ ∈ Aut(X ) the
FM kernel of the pushforward ϕ∗ is the structure sheaf of the graph OΓϕ ∈
Db(X × X ). Note that the FM tranform in the opposite direction FMX←X∆∗L
is again ML, while FM
X←X
OΓϕ
is given by ϕ∗, the inverse of ϕ∗. This different
behaviour can be seen as the reason for the occurrence of the automorphism
c.
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In the following we will consider finite c-invariant subgroups H ⊂ A(X )
and assume that they act categorically on Coh(X ). With this we mean that
there is a categorical action of H on Coh(X ) such that h∗ = ML ◦ϕ
∗ for
h = (L, ϕ) ∈ H. Clearly, any H ⊂ Aut(X ) acts categorically, since the
isomorphisms ϕ∗ ◦ ψ∗ = (ψ ◦ ϕ)∗ satisfy cocycle conditions. One can also
check that every H ⊂ Pic(X ) acts categorically; compare [Ela14] and note
that the proof given there works for line bundles on smooth projective stacks
as well.
In the applications we will always have either H ⊂ Aut(X ) or H ⊂
Pic(X ). The main reason that we nevertheless choose to work with general
c-invariant subgroups acting categorically is to avoid dealing with two cases.
Given a c-invariant subgroupH ⊂ A(X ) acting categorically, we denote by
CohH(X ) := Coh(X )
H the H-equivariant category. Its objects are sheaves
E ∈ Coh(X ) together with a linearisation λ consisting of isomorphisms
λh : E
∼=
−→ h∗E = L ⊗ ϕ∗E for h = (L, ϕ) ∈ H.
3.2. Fourier-Mukai transforms of µ-type. Let X and Y be smooth pro-
jective stacks and H ⊂ A(X ) and H ′ ⊂ A(Y) be finite subgroups. There is
an induced H ×H ′-action on Db(X × Y) given for h ∈ H and h′ ∈ H ′ by
(h× h′)∗ := ML⊠L′ ◦(ϕ × ϕ
′)∗.
Definition 3.3. A group isomorphism µ : H → H ′ is called a c-isomorphism
if c ◦ µ = µ ◦ c. Note that if H ⊂ Aut(X ) and H ′ ⊂ Aut(Y) or H ⊂ Pic(X )
and H ′ ⊂ Pic(Y) every isomorphism µ : H → H ′ is a c-isomorphism.
Given such a c-isomorphism, we let h ∈ H act on Coh(X × Y) by (h¯ ×
µ(h))∗. We denote the category of sheaves linearised with respect to this
H-action by Cohµ(X × Y) and its derived category by D
b
µ(X × Y). The
objects in these categories are called µ-linearised.
For P = (P, ν) ∈ Dbµ(X ×Y) there is an associated Fourier–Mukai trans-
form of µ-type given by
FM
µ
P := prY∗ (pr
∗
X ( )⊗P) : D
b
H(X )→ D
b
H′(Y).
For E = (E,λ) ∈ DbH(X ), and h
′ ∈ H ′ there are the isomorphisms
αh′ := pr
∗
X λµ−1(h′)⊗ νµ−1(h′) : pr
∗
X E⊗P
∼=
−→ (p ◦µ−1(h′)×h′)∗(pr∗X E⊗P ).
Pushing forward by prY∗ gives the H
′-linearisation of prY∗(P ⊗ pr
∗
X E) =
FM
µ
P(E).
The sheaf O∆X ∈ D
b(X × X ) has a canonical idH -linearisation so that
the identity id: DbH(X )→ D
b
H(X ) is a Fourier-Mukai transform of idH -type.
We denote O∆X equipped with this linearisation by O
can
∆X . Here, one can
see the need to let h act by (h¯ × h)∗ and not by (h × h)∗. More generally,
for a character ̺ ∈ Hˆ, the tensor product M̺ : D
b
H(X )→ D
b
H(X ) is the FM
transform of idH -type with kernel O
can
∆X ⊗ ̺.
Let µ′ : H ′ → H ′′ be another c-isomorphism with H ′′ ⊂ A(Z) for a third
smooth projective stack Z. Then for P ′ ∈ Dbµ′(Y × Z) the composition
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FM
µ′
P ′ ◦FM
µ
P is a Fourier-Mukai transform of µ
′ ◦ µ-type with kernel given
by the convolution product
P ′ ⋆ P = prXZ∗(pr
∗
XY P ⊗ pr
∗
YZ P
′) ∈ Dbµ′◦µ(X × Z) .(2)
Definition 3.4. Let F : Db(X ) → Db(Y) and F˜ : DbH(X ) → D
b
H′(Y) be
exact functors. Then F˜ is called a lift of F if the following two conditions
hold
F ◦ Res ∼= Res ◦F˜ : DbH(X )→ D
b(Y),
Inf ◦F ∼= F˜ ◦ Inf : Db(X )→ DbH′(Y).
Definition 3.5. Let β : Hˆ ′ → Hˆ be an isomorphism of groups. A lift
F˜ : DbH(X ) → D
b
H′(Y) of F : D
b(X ) → Db(Y) is called β-equivariant if F˜ ◦
Mβ(̺′)
∼= M̺′ ◦F˜ for all ̺
′ ∈ Hˆ ′. Here, M̺′ denotes the tensor product by
the character in the equivariant category.
By the very construction of the FM transforms of µ-type one gets the
following
Lemma 3.6. Let P = (P, ν) ∈ Dbµ(X × Y) for some isomorphism µ : H →
H ′. Then F˜ = FMµP : D
b
H(X ) → D
b
H′(Y) is a µˆ-equivariant lift of F =
FMP : D
b(X )→ Db(Y). 
Before we state our next result, which is a generalisation of [Plo07, Lem.
5], recall that every P ∈ Db(X × Y) has a right and a left adjoint kernel
given by PL := P∨ ⊗ pr∗Y ωY [dimY] and P
R := P∨ ⊗ pr∗X ωX [dimX ]; see
[CW10].
Proposition 3.7. Let P = (P, ν) ∈ Dbµ(X × Y) for some isomorphism
µ : H → H ′, F = FMP , and F˜ = FM
µ
P . Then
(i) F is fully faithful =⇒ F˜ is fully faithful.
(ii) F is an equivalence =⇒ F˜ is an equivalence.
Proof. The right adjoint kernel PR = P∨⊗pr∗X ωX [dimX ] ∈ D
b(Y×X ) has
an induced µ−1-linearisation ν˜ given by ν˜µ(h) = (ν
∨
h )
−1 ⊗ pr∗X λp(h)[dimX ]
where λ is the natural p(H)-linearisation of the canonical bundle given by the
pushforward of dimX -forms. We denote PR equipped with this linearisation
by Q ∈ Dbµ−1(Y × X ). The convolution product (2) is compatible with the
restriction functor. So if F is fully faithful, we have Res(Q ⋆P) = PR ⋆P =
O∆X . We have Hom(O∆X ,O∆X ) ∼= Γ(X ,OX ) = C which means that O∆X
is simple. Thus, Q ⋆ P = Ocan∆X ⊗ ̺ for some ̺ ∈ Hˆ by Lemma 2.2. Hence,
FM
µ−1
PR
◦F˜ = M̺ is an equivalence which proves that F˜ is fully faithful. If F
is an equivalence, we get similarly that F˜ ◦ FMµ
−1
PR
is an equivalence, too. It
follows that F˜ is an equivalence. 
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3.3. Monoidal and X-linear autoequivalences. The reason that the
calculus of Fourier-Mukai transforms of µ-type works for subgroups of A(X )
is that the pushforwards along automorphisms are monoidal, i.e. F (A⊗B) ∼=
F (A) ⊗ F (B) and F (OX) = OX for F = ϕ∗, and tensor products by line
bundles are X -linear, i.e. G(A⊗B) = G(A) ⊗B for G = ML.
If we consider varieties for simplicity, these are actually the only monoidal
and linear autoequivalences:
Proposition 3.8. Let X and Y be smooth projective varieties.
(i) Every X-linear autoequivalence of Db(X) is of the form ML[m] for
some L ∈ PicX and m ∈ Z.
(ii) Every monoidal equivalence Db(X) ∼= Db(Y ) is of the form ϕ∗ for
some isomorphism ϕ : X → Y .
Proof. Let G ∈ Aut(Db(X)) be X-linear, x ∈ X, and E := G(k(x)). For
x 6= x′ ∈ X we have E ⊗ k(x′) ∼= G(k(x)⊗ k(x′)) ∼= 0. Thus, suppE = {x};
see [Huy06, Ex. 3.30]. Since E is point-like, we have E = k(x)[m] for some
m ∈ Z; see [Huy06, Lem. 4.5]. It follows that G = ML[m] for some line
bundle L ∈ PicX; see [Huy06, Cor. 5.23 & 6.14].
Let F : Db(X) → Db(Y ) be a monoidal equivalence, x ∈ X, and E :=
F (k(x)). For every A ∈ Db(X) we have k(x) ⊗ A ∼= k(x) ⊗C V for some
graded vector space V ∈ Db(C) (namely V = i∗xE where ix is the embedding
of the point). It follows for every B ∈ Db(Y ) that
E ⊗B ∼= F (k(x) ⊗ F−1(B)) ∼= F (k(x)⊗C V ) ∼= E ⊗C V
for some V ∈ Db(C). In particular, for every B ∈ Db(Y ) we have supp(E ⊗
B) = suppE or supp(E ⊗ B) = 0. Since supp(E ⊗ k(y)) ⊂ {y} for y ∈ Y ,
the support of E consist of a single point. Again, since E is point-wise,
E = k(y)[m] for some y ∈ Y and m ∈ Z. It follows again by [Huy06, Cor.
5.23 & 6.14] that F = ML ◦ϕ∗[m] for some L ∈ PicX and some isomorphism
ϕ : X → Y . Since F is monoidal, F (OX) ∼= OY . Thus, L = OY and
m = 0. 
Remark 3.9. Part (ii) of the above Proposition gives a quick proof that the
derived category of a smooth projective variety together with its monoidal
structure determines the variety (up to isomorphism); see [Bal05] for a con-
structive proof and a more general statement.
3.4. Lifts of adjunctions.
Definition 3.10. Let P ∈ Dbµ(X × Y) and Q ∈ D
b
µ−1(Y × X ). Then Q is
said to be a right adjoint kernel of P (or, equivalently, P is a left adjoint
kernel of Q), in short P ⊣ Q, if there are morphisms η : Ocan∆X → Q ⋆ P and
ε : P ⋆Q → Ocan∆Y with (ε⋆ idP)◦(idP ⋆η) = idP and (idQ ⋆ε)◦(η⋆ idQ) = idQ.
The morphisms η and ε are called the unit and counit of the adjunction.
Clearly, an adjunction of kernels induces an adjunction between the asso-
ciated Fourier-Mukai transforms FMµP ⊣ FM
µ−1
Q .
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Let Z be a third smooth projective stack, H ′′ ⊂ A(Z), and µ′ : H ′′ ∼= H
a c-isomorphism. Let P ⊣ Q be as in the definition. For E ∈ Dbµ′(Z × X )
and F ∈ Dbµ◦µ′(Z × Y) the unit and counit of the adjunction P ⊣ Q induce
an isomorphism
HomDb
µ◦µ′
(Z×Y)(P ⋆ E ,F)
∼= HomDb
µ′
(Z×X )(E ,Q ⋆F) .(3)
In particular, there is the formula
HomDbµ(X×Y)(P,P)
∼= HomDbidH (X×X )
(Ocan∆X ,Q ⋆ P) .(4)
Lemma 3.11. Let P ∈ Db(X×Y) be simple. Then for every µ-linearisation
ν of P , there exist µ−1-linearisations νL and νR of PL and PR such that
PL := (PL, νL) ⊣ P := (P, ν) ⊣ PR := (PR, νR).
Proof. Let η : O∆X → P
R ⋆P and ε : P ⋆PR → O∆Y be the unit and counit
of the adjunction P ⊣ PR and let ν be a linearisation of P . Note that P
being simple is equivalent to Hom(O∆X , P
R ⋆ P ) = C by (4). Furthermore,
PR is always µ−1-linearisable; see the proof of Proposition 3.7. Let ν ′ be
any µ−1-linearisation of PR.
Consider the H-action on Hom(O∆X , P
R ⋆P ) = C induced by the canoni-
cal linearisation of O∆X and the linearisation ν
′ ⋆ν of PR ⋆P . The H-action
is given by some character ̺ ∈ Hˆ. Thus, after replacing ν ′ by νR := ν ′ ⊗ ̺,
the H-action on Hom(O∆X , P
R ⋆ P ) becomes trivial which allows us to set
η˜ := η : Ocan∆X → P
R ⋆ P. We also set ε˜ = 1|H|
∑
h′∈H′ h
′ · ε where h′ · ε is
the image of ε under the H ′-action on Hom(P ⋆ PR,O∆Y) induced by the
linearisation ν⋆νR and the canonical linearisation of O∆Y . The equivariance
of η and idP yield
(ε˜ ⋆ idP) ◦ (idP ⋆η˜) =
1
|H|
∑
h∈H
(µ(h) · ε ⋆ idP) ◦ (idP ⋆η)
=
1
|H|
∑
h′∈H′
h′ · [(ε ⋆ idP) ◦ (idP ⋆η)]
=
1
|H|
∑
h′∈H′
h′ · idP
= idP .
Similarly, we get (idPR ⋆ε˜) ◦ (η˜ ⋆ idPR) = idPR . The proof of the existence
of an adjunction PL ⊣ P is analogous. 
3.5. Lifts of spherical and Pn-functors.
Definition 3.12. An object P ∈ Dbµ(X × Y) with left and right adjoints
PL and PR is said to be a spherical kernel if the cone C = cone(η) of the
unit is the kernel of an equivalence, called the cotwist kernel of F = FMµP ,
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and the composition
ϕ : PR
PR⋆ηL−−−−→ PR ⋆ P ⋆ PL
β⋆PL
−−−→ C ⋆ PL ,(5)
(where ηL is the counit of the adjunction P
L ⊣ P, β is from the triangle
Ocan∆X
η
−→ PR ⋆ P
β
−→ C and we abuse notation by writing PR for idPR and
similarly for PL) is an isomorphism.
If P is spherical, the associated twist T = cone(ε) ∈ DbidH′
(Y × Y) given
by the counit of the adjuction P ⊣ PR is the kernel of an autoequivalence;
see [Rou06], [Add11], [AL12].
Furthermore, following [Add11] we have
Definition 3.13. An object P ∈ Dbµ(X ×Y) is a P
n-kernel if the following
three conditions hold:
(i) There is an isomorphism α : PR ⋆P ∼= Ocan∆X ⊕D ⊕D
⋆2 ⊕ . . .⊕D⋆n
for some autoequivalence kernel D ∈ DbidH (X × X ) which is then
called the P-cotwist kernel. The components of the isomorphism α
are denoted by αi : P
R ⋆ P → D⋆i.
(ii) The composition
ψ : PR
PR⋆ηL
−−−−→ PR ⋆ P ⋆ PL
αn⋆PL−−−−→ D⋆n ⋆ PL ,(6)
is an isomorphism.
(iii) The compositions
cij : D ⋆D
⋆i−1
α−11 ⋆α
−1
i−1
−−−−−−→ PR ⋆ P ⋆ PR ⋆ P
PR⋆ε⋆P
−−−−−→ PR ⋆ P
αj
−→ D⋆j
are isomorphisms for i = j and zero for i < j (and arbitrary for
i > j).
For Pn-kernels there also is an associated twist which is an autoequivalence
of DbH′(Y); see [Add11, Sect. 3.3]. Clearly, the above definitions include the
case thatH = H ′ = 1. The Fourier-Mukai transforms associated to spherical
and Pn-kernels are called spherical and Pn-functors, respectively.
In Proposition 3.15 below we will assume that our spherical and Pn-
functors satisfy the conditions
Hom(Ocan∆X , C) = 0 for P a spherical kernel,(7)
Hom(Ocan∆X ,D
⋆i) = 0 ∀ 1 ≤ i ≤ n for P a Pn-kernel.(8)
These conditions are satisfied by all spherical and Pn-kernels the authors
are aware of. Note that every spherical kernel satisfying (7) as well as every
Pn-kernel satisfying (8) is simple by (4). Furthermore, under condition (8)
it is automatic that cij = 0 for i < j.
Remark 3.14. The above axiom (ii) appears to be slightly stronger than
in [Add11] where it is only required that there is any isomorphism PR ∼=
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D⋆n ⋆PL (and in the spherical case it is only required that there is any iso-
morphism PR ∼= C ⋆PL). However, if P is simple and satisfies the condition
Hom(Ocan∆X , C) = 0 = Hom(C
⋆−1, C) for P a spherical kernel(9)
Hom(D⋆i,D⋆n) = 0 ∀ − n ≤ i ≤ n− 1 for P a Pn-kernel(10)
(where C⋆−1 denotes the kernel of the autoequivalence which is inverse to C)
as most known spherical and Pn-functors do, both definitions are equivalent.
Note that there are spherical functors satisfying 8 but 10. Indeed, let P ∈
Dbµ(X ×Y) satisfy axiom (i) of a P
n-functor and let there be an isomorphism
ϑ : PR ∼= D⋆n ⋆ PL. Then, for ψ : PR → D⋆n ⋆ PL to be an isomorphism
it is sufficient that ψ is non-zero because PR is simple. For i < j set
D⋆[i,j] := D⋆i ⊕D⋆i+1 ⊕ . . .⊕D⋆j and consider the triangle
D⋆[0,n−1] ⋆ PL → PR ⋆ P ⋆ PL
αn⋆PL−−−−→ D⋆n ⋆ PL .
Under the assumption ψ = (αn ⋆ P
L) ◦ (PR ⋆ ηL) = 0 it would follow that
PR ⋆ ηL factors over D
⋆[0,n−1] ⋆ PL. Thus, the identity idPR⋆P = (P
R ⋆ P ⋆
εL) ◦ (P
R ⋆ ηL ⋆ P) would factor over
D⋆[0,n−1] ⋆ PL ⋆ P ∼= D⋆[0,n−1] ⋆D⋆−n ⋆ PR ⋆ P ∼= D⋆[0,n−1] ⋆D⋆−n ⋆D⋆[0,n]
which is impossible by condition (10).
Proposition 3.15. Let P ∈ Db(X×Y) be a spherical kernel satisfying (7) (a
Pn-kernel satisfying (8)) which allows a µ-linearisation ν. Then P := (P, ν)
is again a spherical (Pn-) kernel and also satisfies the respective condition.
Proof. We give the proof only in the case that P is a Pn-kernel since the
proof in the spherical case is similar. Let P be a Pn-kernel with P-cotwist
kernel D and an isomorphism α : PR ⋆ P ∼= O∆X ⊕ D ⊕ . . . ⊕ D
⋆n and
let ν be a µ-linearisation of P . For i < j and h ∈ H there do not ex-
ist non-zero morphisms D⋆i → (h¯ × µ(h))∗D⋆j. Indeed, applying (h¯−1 ×
µ(h)−1)∗ ◦ ⋆D⋆−i to such a morphism would yield a non-zero morphism
O∆X ∼= (h¯
−1×µ(h−1))∗O∆X → D
⋆j−i contradicting (8). It follows that the
linearisation νR ⋆ν of PR ⋆P (see Lemma 3.11) induces via the isomorphism
α linearisations of the D⋆i. We set P := (P, ν), PR := (PR, νR), and denote
for i = 1, . . . , n the D⋆i equipped with the induced linearisations by Di, so
that α gives an isomorphism PR ⋆P ∼= Ocan∆X ⊕D1⊕ . . .⊕Dn in D
b
idH
(X ×X ).
The Di are equivalence kernels by Proposition 3.7(ii). By the definition of
the linearisations of the D⋆i the projections αi : P
R ⋆ P → D⋆i are equi-
variant. Since the cii are given by a composition of the αi, their inverses,
and counits of adjunctions, the cii are equivariant, too. Hence, they can be
seen as isomorphisms cii : D1 ⋆ Di−1 ∼= Di in D
b
idH
(X × X ). This shows by
induction that Di ∼= D
⋆i, where D := D1, so that P satisfies condition (i)
of a Pn-kernel. It also shows that condition (iii) of a Pn-kernel holds. The
morphism ψ associated to P is just the same as the morphism ψ associated
to P , since also the isomorphism α is the same in the equivariant and the
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non-equivariant case. In particular, ψ is an isomorphism and P fulfils condi-
tion (ii) of a P-functor. Finally, Hom(Ocan∆X ,D
⋆i) ⊂ Hom(O∆X ,D
⋆i) so that
condition (8) is still satisfied. 
Summarising the results of this section, we have
Theorem 3.16. Let X and Y be smooth projective stacks, let H ⊂ A(X ) and
H ′ ⊂ A(Y) be finite subgroups acting categorically and let P ∈ Db(X × Y).
If P admits a µ-linearisation ν for some isomorphism µ : H → H ′, then
F = FMP : D
b(X ) → Db(Y) lifts to F˜ = FMµ(P,ν) : D
b
H(X ) → D
b
H′(Y). If
F is fully faithful (an equivalence, a spherical kernel satisfying (7) or a
Pn-kernel satisfying (8)), then the same holds for F˜ .
Proof. This is just a combination of Lemma 3.6 together with Propositions
3.7 and 3.15. 
3.6. Equivariance of functors vs. equivariance of kernels.
Definition 3.17. Let µ : H → H ′ be a c-isomorphism and P ∈ Db(X ×Y).
We say that P is µ-linearisable if it admits a µ-linearisation, i.e. if there
is an object P = (P, ν) ∈ Dbµ(X × Y) such that ResP = P . There is
also the weaker notion of µ-invariance of P which means that there are for
h ∈ H isomorphisms P ∼= (h¯×µ(h))∗P not necessarily satisfying the cocycle
condition.
Lemma 3.6 asserts that F = FMP lifts as soon as its kernel P is µ-
linearisable for some µ.
Definition 3.18. We say that an exact functor F : Db(X ) → Db(Y) is
µ-equivariant if F ◦ h∗ = µ(h)∗ ◦ F for all h ∈ H.
Note that by [CS07, Rem. 4.1] a functor F : Db(X ) → Db(Y) with a left
adjoint is a Fourier-Mukai transform with kernel unique up to isomorphism
if the following condition holds
HomDb(Y)(F (A), F (B)[j]) = 0 for all A,B ∈ Coh(X ) and all j < 0.(11)
Lemma 3.19. Let P ∈ Db(X × Y) and F = FMP : D
b(X )→ Db(Y).
(i) P is µ-linearisable =⇒ P is µ-invariant.
(ii) If P is simple and H is cyclic, the converse of (i) holds.
(iii) P is µ-invariant =⇒ F is µ-equivariant.
(iv) If F satisfies condition (11), the converse of (iii) holds.
Proof. The first assertion follows directly by definition and (ii) is Remark
2.3. For (iii) we use Lemma 2.7. It asserts in our situation that
µ(h)∗ ◦ F ◦ (h∗)−1 ∼= FM(h¯×µ(h))∗P for all h ∈ H;(12)
compare Remark 3.2. Thus, the existence of an isomorphism P ∼= (h¯ ×
µ(h))∗P implies the µ-equivariance of F . Finally, if F satisfies condition
(11), then µ(h)∗ ◦F ◦ (h∗)−1 does too. Thus, (iv) follows from (12) together
with [CS07, Rem. 4.1]. 
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Remark 3.20. Let P ∈ Db(X × Y) be a kernel of an equivalence, a fully
faithful functor, a spherical kernel satisfying (7), or a Pn-kernel satisfying (8).
Then P is simple by formula (4) together with the fact that O∆X is simple;
compare [Plo07, Lem. 4]. Thus, if H is cyclic, the functor F = FMP lifts as
soon as it is µ-equivariant. Furthermore, note that in this case P has exactly
|Hˆ| different µ-linearisations. The induced lifts F˜ : DbH(X )→ D
b
H′(Y) differ
by M̺ for ̺ ∈ Hˆ.
4. Geometric Interpretation
By a Galois cover with group of deck transformations H of smooth projec-
tive stacks we mean a quotient morphism π : X˜ → X := [X˜ /H] for a finite
subgroup H ⊂ Aut(X˜ ). For details on quotients of stacks by group actions,
we refer to [Rom05].
Definition 4.1. Let π : X˜ → X and π′ : Y˜ → Y be Galois covers with groups
of deck transformation H and H ′, respectively, and F˜ : Db(X˜ )→ Db(Y˜) and
F : Db(X )→ Db(Y) be exact functors. Then F is called a descent of F˜ (and,
equivalently, F˜ is called a lift of F ) if the following two conditions hold
F ◦ π∗ ∼= π
′
∗ ◦ F˜ : D
b(X˜ )→ Db(Y), π′∗ ◦ F ∼= F˜ ◦ π∗ : Db(X )→ Db(Y˜).
By [Rom05, Thm. 4.1], the cover π : X˜ → X = [X˜ /H] is an H-torsor.
Thus, Coh(X ) ∼= CohH(X˜ ); see [Vis05, Thm. 4.46]. Under this isomor-
phism, π∗ corresponds to Res and π∗ corresponds to Inf. Of course, similar
considerations apply to Y. Thus, for a functor F : Db(X˜ )→ Db(Y˜) a descent
Db(X )→ Db(Y) in the sense of Definition 4.1 is the same as an equivariant
lift DbH(X˜ ) → D
b
H′(Y˜) in the sense of Definition 3.4. Furthermore, the ob-
jects OcanX ⊗̺ for ̺ ∈ Hˆ correspond to the line bundles on [X˜/H] which are in
the kernel of π∗ : Pic([X˜ /H])→ Pic(X˜ ); compare [Mum70, Sect. 7]. Hence,
we can identify Hˆ with the subgroup ker(π∗) ⊂ Pic([X˜/H]). Combining the
above with Theorem 3.16 immediately gives
Proposition 4.2. Let X˜ → X and Y˜ → Y be Galois covers with groups
of deck transformations H and H ′, respectively. Let Φ = FMP : D
b(X˜ ) →
Db(Y˜) be a Fourier-Mukai transform. If P ∈ Db(X˜ × Y˜) is µ-linearisable
for some isomorphism µ : H ∼= H ′, then there is a µˆ-equivariant descent
Ψ: Db(X ) → Db(Y). In addition, if Φ is an equivalence (fully faithful,
spherical satisfying (7), Pn satisfying (8)), the same holds for Ψ. 
If π : X˜ → X is a Galois cover with an abelian group of deck transforma-
tions H, we also have Coh(X˜ ) ∼= CohHˆ(X ) by Proposition 2.1. Note that in
this situation π∗ is Res and π
∗ is Inf. The results of the previous subsection
again apply and give
Proposition 4.3. Let π : X˜ → X and π′ : Y˜ → Y be Galois covers with
abelian groups of deck transformations H and H ′, respectively. Let Φ =
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FMP : D
b(X ) → Db(Y) be a Fourier-Mukai transform. If P ∈ Db(X × Y)
is µ-linearisable for some isomorphism µ : Hˆ ∼= Hˆ ′, there is a µˆ-equivariant
lift Ψ: Db(X˜ ) → Db(Y˜). In addition, if Φ is an equivalence (fully faithful,
spherical satisfying (7), Pn satisfying (8)), the same holds for Ψ. 
Remark 4.4. If H and H ′ are cyclic and P is simple, which is always the
case if the associated FM transform Φ is fully faithful, one can replace the
condition that P is µ-linearisable in Propositions 4.2 and 4.3 by the weaker
condition that Φ is µ-equivariant; see Lemma 3.19.
Conversely, let X be a smooth projective stack and H ⊂ PicX a finite
subgroup. Let XH := Spec(AH) where AH = ⊕L∈HL is an OX -algebra with
multiplication given by tensor product. The group of characters Hˆ acts on
AH . The action of ̺ ∈ Hˆ is multiplication by ̺(L) on the summands L of
A. The induced action on XH satisfies [XH/Hˆ] ∼= X , so that XH → X is a
Galois cover with Hˆ as the group of deck transformations.
In particular, if the canonical bundle of X is torsion of order n, there is
the canonical cover X˜ := Xω := X〈ωX〉. It is a cyclic Galois cover of order n
of X with trivial canonical bundle.
Note that if Y is another smooth projective stack together with an equiv-
alence Db(X ) ∼= Db(Y), then the canonical bundle of Y is also torsion of
order n. This follows from the fact that equivalences commute with Serre
functors; compare [Huy06, Prop. 1.30].
Corollary 4.5. If X and Y are smooth projective stacks with torsion canon-
ical bundles, then every equivalence Φ: Db(X ) → Db(Y) lifts to an equiva-
lence Ψ: Db(X˜ )→ Db(Y˜) between the canonical covers.
Proof. Since the equivalence Φ commutes with the Serre functors and shifts,
we have Mωi
Y
◦Φ ∼= Φ ◦ Mωi
X
for every i ∈ Z. This means that Φ is µ-
equivariant where µ : 〈ωX 〉 ∼= 〈ωY〉 is the isomorphism sending ωX to ωY .
The assertion follows by Proposition 4.3 and Remark 4.4. 
Remark 4.6. Note that if X = X is a variety, the quotient [X/H] is a
variety (namely the quotient variety) if and only if H acts freely on X.
Thus, for varieties our notion of Galois covers agrees with the usual one. In
particular, the criteria of [BM98] and [LP13] for descent and lift along cyclic
covers are obtained as special cases of Propositions 4.2 and 4.3, respectively.
5. Applications
5.1. Hochschild homology. Let G be a finite group acting faithfully on a
smooth projective variety X of dimension d, let X = [X/G] be the associated
global quotient stack and write ω∆X for ∆∗ωX . Let ΣX := ω∆X [d] ∈ D
b(X×
X ) be the kernel of the Serre functor.
The Hochschild homology HH∗(X ) = Hom
∗(Σ−1X ,O∆X ) decomposes as
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HH∗(X ) ∼=
⊕
g∈conj(G)
HH∗(X
g)C(g) ;(13)
see, for example, [Pop13, Sect. 3]. Here conj(G) denotes the set of conjugacy
classes in G, C(g) := CG(g) is the centraliser of g in G, and X
g ⊂ X is
the fixed point locus. The decomposition can be obtained by the following
computation, in which we use the notation G∆ for the diagonal action of
G on X × X and the fact that the centraliser of an element g ∈ G is its
stabiliser with respect to the conjugation action of G on itself. Note that
HomDbid(X×X)
(−,−) ∼= HomDb
G∆
(X×X)(−,−).
Hom∗Db(X×X )(ω
−1
∆X ,O∆X )
∼= HomDb
G×G
(X×X)(Inf
G×G
G∆
ω−1∆X , Inf
G×G
G∆
O∆X)
∼= HomDbid(X×X)
(ω−1∆X ,Res Inf O∆X)
∼= HomDb(X×X)(ω
−1
∆X ,⊕g∈G (g, 1)
∗O∆X)
G
∼=
⊕
g∈conj(G)
HomDb(X×X)(ω
−1
∆X ,OΓg )
C(g) .
(14)
Another computation, which we skip since it is not used in the following,
shows that HomDb(X×X)(ω
−1
∆X [−d],OΓg )
∼= HH∗(X
g). Note that in (14) we
did not start with the Hochschild homology since we omitted the shift.
Let Y = [Y/H] be a second smooth projective global quotient stack and
P ∈ Db(X × Y). Note that the left and right adjoint kernels are given by
PL = P∨ ⋆ΣY and P
R = ΣX ⋆P
∨. The pull-back P∗ : HH∗(Y)→ HH(X ) on
Hochschild homology along the kernel P is defined by sending ν ∈ HH∗(Y ) =
Hom∗(Σ−1Y ,O∆Y ) to the composition
Σ−1X
Σ−1
X
η
−−−→ Σ−1X ⋆ P
R ⋆ P ∼= P∨ ⋆ ΣY ⋆ Σ
−1
Y ⋆ P
P∨ΣYνP
−−−−−−→ P∨ ⋆ ΣY ⋆ P ∼= P
L ⋆ P
ε
−→ O∆X
(15)
(here the shift by the degree of ν is omitted in the notation); see [CW10, Sect.
4.3]. If F = FMP satisfies condition (11) (so that the FM kernel is unique),
it makes also sense to speak of the pull-back F ∗ := P∗ : HH∗(Y)→ HH∗(X )
along F instead.
Let U ⊳G be a normal subgroup. Then conj(U) ⊂ conj(G).
Lemma 5.1. Under the isomorphism (13), the only non-zero components of
the pull-back Inf∗ : HH∗([X/G]) → HH∗([X/U ]) along the inflation functor
InfGU : D
b
U (X)→ D
b
G(X) are those of the form
HH∗(X
u)CG(u) → HH∗(X
u)CU (u) for u ∈ U.
These components are given by the embedding of invariants.
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Proof. The FM kernel of Inf = InfGU is given by
P = InfU×GU∆ O∆X = ⊕g∈GOΓg ∈ D
b
U×G(X ×X) .
The adjoint kernels are the same as P just considered as an object of
DbG×U (X × X) instead, that is, P
L = PR = ⊕g∈GOΓg ∈ D
b
G×U (X × X).
Hence, in our case the composition (15) is given by
⊕
u∈U
ω−1Γu [−d]→
⊕
g∈G
ω−1Γg [−d]
PLνP
−−−−→
⊕
g∈G
OΓg →
⊕
u∈U
OΓu .
The first morphism is the inclusion of the summands indexed by U and the
last morphism is the projection to the summands indexed by U . This follows
from the fact that these are, up to multiplication by a scalar, the only non-
vanishing U × U -equivariant morphisms. Thus, the components of Inf∗(ν)
coincide with the components of PLνP on the summands indexed by U .
Now, the assertion of the lemma can be confirmed by following an element
ν ∈ Hom∗(ω−1∆X [−d],OΓg )
C(g) ∼= HH∗(X
g)C(g) ⊂ HH∗([X/G]) through the
isomorphisms of (14). 
Corollary 5.2. The pull-back Inf∗ : HH∗([X/G])→ HH∗([X/U ]) is injective
if and only if all elements of G \ U act freely on X.
Proof. If all g ∈ G \ U act freely, the corresponding fixed point loci Xg
are empty and thus all the components HH∗(X
g)C(g) in the kernel of Inf∗
vanish. Conversely, if g ∈ G \ U does not act freely, by the Hochschild-
Kostant-Rosenberg isomorphism
HH∗(X
g)C(g) ∼= H∗(Xg,C)C(g) ∼= H∗(Xg/C(g),C) 6= 0
(note that the HKR isomorphism is not graded in the usual sense but this
does not cause problems since we only need the non-vanishsing). 
Remark 5.3. The case U = 1 says that Inf : HH∗([X/G]) → HH∗(X) is
injective if and only if the quotient stack [X/G] agrees with the quotient
variety X/G. Note that in this case Inf corresponds to the pushforward
π∗ : D
b(X) → Db(X/G) along the quotient morphism π : X → X/G under
the equivalence DbG(X)
∼= Db(X/G).
5.2. Galois coverings induced by characters. Let G be a finite group
acting on a smooth projective variety X. For a character ̺ ∈ Gˆ, let U :=
U̺ := ker(̺ : G→ C
∗). Then U⊳G is a normal subgroup of index n := ord ̺
and the canonical morphism [X/U ]→ [X/G] is the Galois covering induced
by the line bundle OX ⊗ ̺ ∈ Pic([X/G]).
Proposition 5.4. Let Y be a smooth projective variety and Φ: Db([X/G])→
Db(Y ) an equivalence. Let ̺ ∈ Gˆ be a character, U = ker(̺ : G→ C∗), and
assume that there is an element of G \ U that does not act freely on X.
Then the induced autoequivalence Φ ◦ M̺ ◦Φ
−1 of Db(Y ) is not given by
tensor product with a line bundle on Y .
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Proof. Assume that Φ ◦ M̺ ◦Φ
−1 ∼= ML for some line bundle L ∈ Pic(Y )
and let π : YL → Y be the associated Galois cover. Clearly, ord(L) = ord(̺)
so that there is the isomorphism µ : 〈̺〉 ∼= 〈L〉. Our assumption says that
the equivalence Φ is µ-equivariant. Thus, by Proposition 4.3 it lifts to an
equivalence Db([X/U ]) ∼= Db(YL) which means that there is a commutative
diagram
Db([X/U ])
∼=
//
Inf

Db(YL)
π∗

Db([X/G])
∼=
// Db(Y ).
Corollary 5.2 says that Inf∗ : HH∗([X/G]) → HH∗([X/U ]) is not injective
while (π∗)
∗ : HH∗(Y ) → HH∗(YL) is injective by Remark 5.3. Considering
the commutative diagram (5.2), this contradicts the functoriality of the pull-
back in Hochschild homology; see [CW10, Thm. 6]. 
Remark 5.5. When the action of G on X satisfies the assumptions of
the Bridgeland-King-Reid theorem [BKR01], the above yields non-standard
autoequivalences of the crepant resolution Y = HilbG(X) of the quotient
variety X/G. Indeed, let ̺ ∈ Gˆ be a character and let F̺ := Φ ◦M̺ ◦Φ
−1
where Φ: Db([X/G]) ∼= Db(Y ) is the BKR equivalence. Assume that F̺ is
standard, that is F̺ = ML ◦ϕ∗[m] for some L ∈ Pic(Y ), ϕ ∈ Aut(Y ), and
m ∈ Z. There is an open subset U ⊂ Y such that skyscraper sheaves of
points on U correspond under Φ to skyscraper sheaves of free orbits. Since
skyscraper sheaves of free orbits lie in the image of the inflation functor,
they are invariant under M̺. It follows that F̺(C(u)) = C(u) for u ∈ U
which shows that ϕ = id and m = 0. Thus, we are left with F̺ = ML which
is ruled out (in the case that G \ U̺ does not act trivially) by the above
proposition.
The above also works in the more general setting of G-constellations, see,
for instance, [CI04] for this notion.
5.3. Stacks with characters as canonical bundles.
Proposition 5.6. Let X be a smooth projective variety with trivial canon-
ical bundle and G ⊂ Aut(X) a finite subgroup such that the canonical bun-
dle is not trivial as a G-bundle, that is, ω[X/G] ∼= OX ⊗ ̺ for some non-
trivial character ̺. Then there is no smooth projective variety Y such that
Db([X/G]) ∼= Db(Y ).
Proof. Assume that there exists a smooth projective variety Y and an equiv-
alence Φ: Db([X/G]) ∼= Db(Y ). Since any equivalence commutes with shifts
and Serre functors, we have Φ ◦M̺ ◦Φ
−1 ∼= MωY which contradicts Proposi-
tion 5.4. 
Remark 5.7. In some very weak sense, this can be seen as a converse of
the Bridgeland-King-Reid theorem [BKR01] which gives sufficient conditions
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for [X/G] to be derived equivalent to a special smooth variety, namely the
Nakamura G-Hilbert scheme. One of the two conditions is that ωX is locally
trivial as a G-bundle. The above says that, under the additional assumption
that ωX is trivial as a non-equivariant bundle, this condition is also neccesary
for [X/G] to be derived equivalent to any smooth variety.
5.4. Symmetric quotients and generalised Kummer stacks. We in-
troduce our two main example series. Let X be any smooth projective vari-
ety and n ≥ 2. The symmetric group Sn acts on X
n by permutation of the
factors. We call the corresponding global quotient stack SnX := [Xn/Sn]
the symmetric quotient stack. The most relevant case is the one when X is
a surface, where SnX is derived equivalent to the Hilbert scheme X [n] of n
points on X by [BKR01] and [Hai01]; see Subsection 5.6 for details.
In the case that X = A is an abelian variety, An contains the Sn-invariant
subvariety
Nn−1A := {(a1, . . . , an) | a1 + . . .+ an = 0} ∼= A
n−1.
We call Kn−1A := [Nn−1A/Sn] the generalised Kummer stack. The reason
for the name is that in the case that A is an abelian surface, Kn−1A is
derived equivalent to the generalised Kummer variety Kn−1A ⊂ A
[n]; see
[Mea12, Lem. 6.2].
If ωX is trivial, the canonical bundle of the product ωXn ∼= ω
⊠n
X is trivial
too. Similarly, for any abelian variety A, the canonical bundle of Nn−1A is
trivial.
There is the following fundamental difference depending on the parity
of the dimensions of X and A. Namely, in the even dimensional case also
the equivariant canonical bundles ωSnX ∈ Coh(S
nX) ∼= CohSn(X
n) and
ωKn−1A ∈ Coh(Kn−1A)
∼= CohSn(Nn−1A) are trivial.
But in the odd dimensional case we have
Lemma 5.8. If dimX and dimA are odd, we have ωSnX ∼= OXn ⊗ a and
ω[Nn−1A/Sn]
∼= ONn−1A ⊗ a where a denotes the sign representation of Sn,
that is, the unique non-trivial character.
Proof. By Lemma 2.2 there are only two possible linearisations of ωXn so
that the linearisation of the canonical bundle is determined by the Sn-
action on the fibre ωXn(p) over a point p = (x, . . . , x) on the small diagonal.
We denote by C{1,...,n} the permutation representation of Sn and by ̺n
the standard representation, that is the quotient of C{1,...,n} by the one
dimensional invariant subrepresentation, so that C{1,...,n} ∼= ̺n⊕C. We have
detC{1,...,n} ∼= det ̺n ∼= a; see [FH91, Prop. 2.12]. Furthermore, ΩXn(p) ∼=
(C{1,...,n})⊕d as Sn-representations where d = dimX. Thus, ωXn(p) ∼=
detΩXn(p) ∼= a
⊗d. Similarly, ΩNn−1A(p)
∼= ̺⊕dn and thus also ωNn−1A(p)
∼=
a
⊗d for d = dimA. 
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Proposition 5.9. (i) Let X be a smooth projective variety of odd di-
mension with trivial canonical bundle and n ≥ 2. Then the sym-
metric quotient stack SnX = [X/Sn] is not derived equivalent to
any smooth projective variety.
(ii) Let A be an abelian variety of odd dimension and n ≥ 2. Then
the generalised Kummer stack Kn−1A = [Nn−1A/Sn] is not derived
equivalent to any smooth projective variety.
Proof. This follows from Proposition 5.6 together with Lemma 5.8. 
5.5. Kummer stacks. Let us consider the generalised Kummer stack in the
case n = 2. Then N1A ⊂ A
2 is just the anti-diagonal and thus isomorphic
to A. Under the isomorphism N1A ∼= A the non-trivial element of S2 acts
by ι : A→ A, x 7→ −x. The global quotient stack [A/ι] ∼= K1A is called the
Kummer stack associated to A. Note that if A is an abelian surface, there
is the derived McKay correspondence Dbι ([A])
∼= Db([A/ι]) ∼= Db(K(A))
where K(A) is the Kummer K3 surface associated to A. It is proven in
[Ste07] that for every derived equivalence Db(A) ∼= Db(B) between abelian
varieties there is a derived equivalence Db([A/ι]) ∼= Db([B/ι]). In the case
that dimA = dimB is odd, also the converse holds:
Proposition 5.10. Let A and B be abelian varieties of odd dimension.
Then Db([A/ι]) ∼= Db([B/ι]) implies Db(A) ∼= Db(B).
Proof. As discussed in the previous subsection, the canonical bundle of [A/ι]
is torsion of order 2 and the canonical cover is π : A→ [A/ι]. Hence, this is
just a special case of Corollary 4.5. 
5.6. Enriques quotients of Hilbert schemes. Let X be a smooth pro-
jective surface and n ∈ N. Recall that there is the Bridgeland-King-Reid,
Haiman (in the following abbreviated as BKR-H) equivalence
Φ = FMOInX : D
b(X [n])
∼=
−→ DbSn(X
n) ∼= Db(SnX)
where InX = (X [n] ×SnX X
n)red ⊂ X
[n] × Xn is the isospectral Hilbert
scheme; see [BKR01] and [Hai01]. The fibre product is given by the quo-
tient morphism π : Xn → SnX := Xn/Sn and the Hilbert–Chow morphism
HC : X [n] → SnX.
Any automorphism ϕ ∈ Aut(X) induces automorphisms ϕ[n] ∈ Aut(X [n]),
ϕ×n ∈ Aut(Xn), and Snϕ ∈ Aut(SnX). The morphisms HC and π commute
with these induced automorphisms. It follows that InX is invariant under
ϕ[n] × ϕ×n.
Let ϕ be of finite order. Then ϕ[n] and ϕ×n are of the same order and
there is the isomorphism µ : 〈ϕ[n]〉 ∼= 〈ϕ×n〉 given by sending one generator
to the other. Since InX is invariant under ϕ[n] × ϕ×n, the object OInX
carries a canonical µ-linearisation. Thus, Proposition 4.2 gives
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Corollary 5.11. The BKR-H equivalence Φ: Db(X [n])
∼=
−→ Db(SnX) de-
scends to an equivalence
Φˇ : Db([X [n]/ϕ[n]])
∼=
−→ Db([SnX/ϕ×n])
between the derived categories of the quotient stacks. 
Another important functor occurring in the setup of Hilbert schemes of
points on surfaces is the Fourier-Mukai transform Fn = FMIΞ : D
b(X) →
Db(X [n]) along the universal ideal sheaf IΞ. Clearly, the universal family
Ξ ⊂ X ×X [n] is invariant under ϕ×ϕ[n]. Hence, IΞ ∈ D
b(X ×X [n]) carries
a canonical ϕ× ϕ[n]-linearisation. Therefore, we get
Corollary 5.12. For any surface X the Fourier-Mukai transform F =
FMIΞ with the structure sheaf of the universal family as kernel descends
to a functor Fˇn : D
b([X/ϕ])→ Db([X [n]/ϕ[n]]). 
There are derived category versions of the Nakajima operators as defined
in [Kru14] given by Fourier-Mukai transforms
Hℓ,n : D
b(X ×X [n]) ∼= DbSℓ(X ×X
ℓ)→ DbSn+ℓ(X
n+ℓ) ∼= Db(X [n+ℓ]) .
Basically, they are constructed using pushforwards along the closed embed-
dings δI : X ×X
ℓ → Xn+ℓ onto the partial diagonals ∆I = {(x1, . . . , xn) |
xi = xj∀i, j ∈ I} for I ⊂ {1, . . . , n + ℓ} with |I| = n. The graph of δI is
invariant under the morphism ϕ× ϕ×ℓ × ϕ×n+ℓ. Hence, we get
Corollary 5.13. The Nakajima operators Hℓ,n descend to
Hˇℓ,n : D
b
(
[
X ×X [n]
ϕ× ϕ[ℓ]
]
)
∼= DbSℓ
(
[
X ×Xℓ
ϕ× ϕ×ℓ
]
)
→ DbSn+ℓ
(
[
Xn+ℓ
ϕ×n+ℓ
]
)
∼= Db
(
[
X [n+ℓ]
ϕ[n+ℓ]
]
)
.
For n ≥ max{ℓ, 2} the Hℓ,n are P
n−1-functors satisfying (8); see [Kru14].
Therefore, the descents Hˇℓ,n are P
n−1-functors too. 
Let X˜ be a K3 surface with a fixed point free involution τ : X → X and
let X = X˜/τ be the corresponding Enriques surface. For n ∈ N an odd
number, the induced automorphism Snτ : SnX˜ → SnX˜ is a fixed point free
involution. Hence, the same holds for τ [n] and τ×n. The quotient X[n] :=
X˜ [n]/τ [n] is the first example of a higher dimensional Enriques manifold
in the sense of [OS11]. Note that τ×n commutes with the Sn-action on
X˜n. Thus there is an induced Sn-action on Xn := X˜
n/τ×n. By the above
discussion, we get an equivalence
Φˇ : Db(X[n])
∼=
−→ DbSn(Xn) .
In fact, this itself is a special case of the BKR theorem. Indeed, one can
show quite easily that X[n] ∼= Hilb
Sn(Xn).
In [Add11] it is proved that for a K3 surface X˜ the Fourier-Mukai trans-
form Fn : D
b(X˜) ∼= Db(X˜ [n]) is a Pn−1-functor. Therefore, the descent
Fˇn : D
b(X)→ Db(X[n]) is again a P
n−1-functor by Proposition 4.2.
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Further examples of Enriques manifolds are given by quotients of gener-
alised Kummer varieties; see [OS11], [BNWS11]. Again, the quotients come
from fixed point free automorphisms of finite order on the Kummer vari-
eties which are naturally induced by automorphisms of the abelian surface.
Therefore, the BKR-H equivalence descends to the corresponding quotients.
Furthermore, the Fourier-Mukai transform along the universal ideal sheaf
is a Pn-functor for generalised Kummer varieties; see [Mea12]. It descends
to a Pn-functor from the derived category of the hyperelliptic quotient of
the abelian surface to the derived category of the Enriques quotient of the
generalised Kummer variety.
5.7. Calabi–Yau covers of Hilbert schemes. Let X be a smooth pro-
jective surface. The line bundle L⊠n ∈ Pic(Xn) carries a canonical Sn-
linearisation. There is also the induced line bundle Ln := HC
∗((π∗L
⊠n)Sn)
(here we use notation from the previous subsection). Writing again Φ for
the BKR-H equivalence, we have
Φ ◦MLn
∼= ML⊠n ◦Φ: D
b(X [n])→ DbSn(X
n) ;(16)
see, for example, [Kru, Lem. 9.2].
Let now L be of finite order. By (16) together with Proposition 4.3 and
Remark 4.4 it follows that Φ lifts to an equivalence
Φ˜ : Db((X [n])Ln)
∼=
−→ DbSn((X
n)L⊠n)
∼= Db((SnX)L⊠n) .
Again, this equivalence is a special case of the BKR theorem as (X [n])Ln
∼=
HilbSn((Xn)L⊠n).
Also, there is the relation ML⊠(n+ℓ) ◦Hℓ,n
∼= Hℓ,n ◦MLn⊠L⊠ℓ . This shows
that for ℓ ≥ 1 there is a lift to a Pn−1-functor
H˜ℓ,n : D
b((X ×X [ℓ])Ln⊠Lℓ)→ D
b(X
[n+ℓ]
Ln+ℓ
) .
Remark 5.14. Probably the most interesting special case is when X is an
Enriques surface and L = ωX is the canonical bundle. We have (ωX)n =
ωX[n] and the canonical cover CYn(X) := X˜
[n] := X
[n]
ω
X[n]
is a Calabi–Yau
variety; see [NieW09, Prop. 1.6].
There is a second 2n-dimensional Calabi-Yau variety induced by an En-
riques surface X. Namely, the canonical cover C˜Yn(X) := X˜n of the Carte-
sian product. Indeed, a smooth projective variety M is Calabi-Yau if and
only if OM is a spherical object. Furthermore, OXn = O
⊠n
X is exceptional
and hence O
X˜n
= π∗OXn is spherical; see [ST01, Prop. 3.13] or [KS14, Rem.
3.11]. We have Db(CYn(X)) ∼= D
b(C˜Yn(X))
Sn .
More generally, let X1, . . . ,Xm be smooth projective varieties with tor-
sion canonical bundles of order 2 such that the structure sheaves OXi are
exceptional. Then OX1×...×Xm is again exceptional and thus the canonical
cover C˜Y(X1, . . . ,Xm) := ˜X1 × . . . ×Xm is Calabi-Yau.
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Going the other way around, there are Calabi-Yau varieties with fixed
point free involutions, so the quotient has canonical bundle of order 2 and
its structure sheaf is an exceptional object, see [BNWS11, Subsect. 4.3].
Appendix A. Necessary condition for lifts
In this section we will prove a converse of Theorem 4.3, namely
Proposition A.1. Let π1 : X˜ → X and π2 : Y˜ → Y be Galois covers of
smooth projective stacks with abelian groups of deck transformations G and
G′, respectively, and let Φ = FMP : D
b(X ) → Db(Y) be a fully faithful
functor. Then, for Φ to lift to a fully faithful functor Ψ: Db(X˜ )→ Db(Y˜) it
is necessary that the FM kernel P ∈ Db(X × Y) is µ-linearisable for some
isomorphism µ : Gˆ ∼= Gˆ′.
Note that for L ∈ Gˆ ⊂ Pic(X ) the FM kernel of the autoequivalence ML
is given by ∆∗L ∈ D
b(X × X ).
Lemma A.2. For L1 6= L2 ∈ Gˆ we have HomDb(X×X )(∆∗L1,∆∗L2) = 0.
Proof. We have Hom(∆∗L1,∆∗L2) ∼= Hom(L1,L2) ∼= Γ(X ,L
−1
1 ⊗L2). Since
L−11 ⊗L2 is a non-trivial torsion line bundle, it does not have non-zero global
sections. 
Lemma A.3. Let P ∈ Db(X × Y) such that Φ = FMP : D
b(X ) → Db(Y)
is fully faithful. Then HomDb(X×Y)((L1 ⊠ O) ⊗ P, (L2 ⊠ O) ⊗ P ) = 0 for
L1 6= L2 ∈ Gˆ.
Proof. Since Φ ◦ML1 is fully faithful, its FM kernel is unique up to isomor-
phism. Thus, by Lemma 2.7 we have P ⋆∆∗L1 ∼= (L1 ⊠O)⊗ P . Since Φ is
fully faithful, PR ⋆ P ∼= O∆X . By (3) together with the previous lemma
Hom((L1 ⊠O)⊗ P, (L2 ⊠O)⊗ P ) ∼= Hom(P ⋆∆∗L1, P ⋆∆∗L1)
∼= Hom(∆∗L1,∆∗L2) = 0 . 
Proof of Proposition A.1. Let Ψ: Db(X˜ ) → Db(Y˜) be a lift of Φ with FM
kernel Q ∈ Db(X˜ × Y˜). By the definition of a lift, we have Φπ1∗π
∗
1
∼=
π2∗Ψπ
∗
1
∼= π2∗π
∗
2Φ. The functor Φπ1∗π
∗
1
∼= ⊕L∈GˆΦ ◦ ML satisfies (11) so
that its FM kernel is unique up to isomorphism. By Lemma 2.7 the FM
kernels of π2∗Ψπ
∗
1 and π2∗π
∗
2Φ are Q := (π× π)∗Q and ⊕L′∈Gˆ′(O⊠L
′)⊗P ,
respectively. Hence,
Q ∼= ⊕L′∈Gˆ′(O ⊠ L
′)⊗ P .(17)
Because of the identification Db(X˜ × Y˜) ∼= Db
Gˆ×Gˆ′
(X × Y), the object Q
carries a Gˆ× Gˆ′-linearisation ν. By Lemma A.3, for every L ∈ Gˆ there is a
unique µ(L) ∈ Gˆ′ such that the isomorphism ν(L−1,O) : Q→ (L
−1 ⊠O)⊗Q
restricts under (17) to an isomorphism
P → (L−1 ⊠O)⊗ (O ⊠ µ(L))⊗ P ∼= (L−1 ⊠ µ(L))⊗ P .(18)
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By the uniqueness of µ(L), the map µ is a homomorphism and (18) defines
a µ-linearisation of P . 
Analogously, one can prove a partial converse of Theorem 4.2.
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