In this paper, we propose a novel selective image encryption scheme using a one-way coupled map lattice (CML) consisting of logistic maps and a selector constructed by two variants of a cyclic shift register (VCSR). The initial conditions and the coupling constant of CML in our scheme are influenced by all the contents of the plain image. Moreover, the selector is closely related to the nonencrypted part of the plain image. In addition, we select only a portion of image data to encrypt via a wheel-switch scheme governed by the selector. Users can select an appropriate proportion to encrypt the plain image for their different demands of security and efficiency. Experimental results and theoretical analysis show that the cryptosystem is effective and can resist various typical attacks.
Introduction
With the rapid development of computer network technology, a lot of sensitive information is transmitted over the network, and information security becomes more and more important. Image encryption is different from text encryption due to some inherent features such as bulk data capacity and high correlation among pixels. Therefore, traditional cryptographic techniques such as data encryption algorithm (DES), international data encryption algorithm (IDES), and RSA (a public-key cryptography, proposed by Rivest, Shamir, and Adleman) are no longer suitable for image encryption. Chaotic systems have several significant features, such as sensitive dependence on initial conditions, pseudo-randomness and ergodicity [1] . These features characterize good properties of diffusion and confusion, which make it very suitable for image encryption. Lots of image encryption methods are proposed using chaotic systems in this era [2 -7] .
However, up to now, most of them are proved to be insecure [8 -13] . The most serious problem in individual chaotic systems is that the chaotic dynamics degrade rapidly when they are realized with finite precisions in digital computers [14] . Coupled map lattice (CML) based spatiotemporal chaotic systems possess excellent chaotic dynamical properties and could maintain much longer periodicity [15] , which as a result are widely used in chaotic cryptography in recent years [5, 16 -20] . In our scheme, the keystream is generated from the CML.
In order to achieve a good tradeoff between security and efficiency, selective encryption, in which only partial image data are encrypted, has been introduced to image encryption [21 -25] . Compared to traditional encryption schemes, the speed of selective encryption scheme is faster than that of them using the same or similar encryption algorithm. In our scheme, we select only a portion of image data to encrypt. Experiment results and security analysis show that the scheme not only can achieve good encryption results, but also can resist against common attacks.
The remaining of the paper is organised as follows. In Section 2, the CML and the selector used in the proposed algorithm are introduced, and in Section 3, the encryption and decryption algorithms are described. Section 4 provides simulation results. Performance analysis is given in Section 5. Finally, this paper is concluded in Section 6.
Preliminary Materials

Description of CML
CML is a dynamical system with discrete-time and discrete-space. It consists of nonlinear maps called as local maps on the lattice sites. Each local map is coupled with other local maps governed by certain coupling rules. Because of the intrinsic nonlinear dynamics of each local map and the diffusion due to the spatial coupling among the local maps, a CML exhibits spatiotemporal chaos [16] . CML is described as
where n is the time index, j is the lattice site index, ε ∈ (0, 1) is the coupling constant, and L is the lattice length. x n ( j) represents the state variable for the jth site at time n. The periodic boundary conditions
is a local map given by
which is chaotic when µ > 3.57. µ and L are both set to 4 throughout this paper.
Description of the Selector
The selector used in our scheme is constructed with two variants of cyclic shift registers (VCSRs). The cyclic shift register (CSR) is a sequence of bits. Each time a bit is needed, all of the bits in the CSR are shifted one bit to the right, and simultaneously the right-most bit is shifted to the left-most position. Figure 1 shows the VCSR used in our scheme. As can be seen from this figure, before shifting, the right-most bit b 1 is replaced by the XORed result of a particular bit and itself, otherwise, the VCSR is identical to a CSR. The selector is used to govern the wheel-switch scheme according to the two bits produced from two VCSRs. In the following, we will introduce the rule to obtain the particular bit and how the selector governs the wheel-switch scheme in detail.
The Proposed Image Cryptosystem
Selective Image Encryption
We know a bit can contain different amounts of information depending on its position in the pixel [26] . For example, a "1" at the 8th bit of a pixel represents 128 (2 7 ), but it only represents 1 (2 0 ) at the first bit. The percentage of information p(i) provided by the ith bit is given by
p(i) is shown in Table 1 . We can find that the higher 4 bits (8th, 7th, 6th, and 5th) carry 94.125% of the total information of the image, but the lower 4 bits (4th, 3rd, 2nd, and 1st) carry less than 6% of the image information. Moreover, we select the image "Lena" of size 256 × 256 with 256 grey levels shown in Figure 2a , divide it into 8 bitplain images according to the bit locations within a pixel. Figure 2b -i show these 8 bitplain images obtained by collecting the 8th bit to the 1st bit of all the pixels, respectively. It is clearly revealed that the higher bits portray the skeleton of "Lena", as illustrated in Figure 2b -e, while those lower ones just look like random noise shown in Figure 2f -i. The visibility of the image gradually degrades with the decreasing of bit index.
Based on this fact, we choose to encrypt only a portion of higher bits (8th, 7th, 6th, and 5th or more) in each pixel. As these bits depict the skeleton of an image, if they are encrypted, the whole image will become unrecognizable. How many bits are selected to encrypt is decided by users for their different demands of security and efficiency.
Encryption Scheme
Confusion and diffusion processes in cryptography proposed by Shannon [27] have been applied in image encryption successfully. Most of the encryption schemes are composed of both of the two processes.
However, in our cryptosystem we omit the confusion phase, just as the flowchart of our encryption process shown in Figure 3 . The diffusion process is implemented via a wheel-switch scheme governed by a selector. In more details, for an M × N plain image P, the encryption process maybe summarized as follows:
Step 1: Let y 0 (1), y 0 (2), y 0 (3), y 0 (4), and σ serve as the secret keys. We calculate the average value δ (serving as the secret key) of all the pixels in P, which is used to generate the initial conditions x 0 (1), x 0 (2), x 0 (3), x 0 (4), and the coupling constant ε of CML by using the following formulas:
Initialize CML with x 0 ( j) (1 ≤ j ≤ 4) and ε, then iterate CML 500 +M × N times, discard the former 500 values to avoid harmful effect. Each lattice generates M × N values, so the chaotic system generates M × N × 4 values totally.
Step 2:
we write it in a binary representation:
We select v (4 ≤ v ≤ 7 and serves as the secret keys) higher bits, e.g., through p 8 to p 8−v+1 from each pixel. In order to facilitate the following discussion, we use P m (i) to denote the m higher bits of P(i) as given by
and let P n (i) denote the nth bit of P(i), that is p n .
Step 3:
denote the output value of CML for the jth lattice at time i. 
where "x mod y" returns the remainder of x divided by y, x rounds x to the nearest integer less than or equal to x.
Step 4: Use x i ( j) and x i ( j) to diffuse P v (i) via a wheel-switch scheme governed by the selector, the sketch diagram of which is illustrated in Figure 4 . As shown in Figure 4 , initial vectors, i.e., IV 1 and IV 2 , must be set properly and serve as the secret keys. IV 1 is the initial vector of VCSR 1 , IV 2 is the initial vector of VCSR 2 . The highest bit of the nonencrypted part of P(i)
(ii) Ifb 1 = 0 and b 2 = 1, then
where ⊕ represents XOR operation.
(iii) Ifb 1 = 1 and b 2 = 0, then
where ROR(a, b) performs the b-bit right cyclic shift on the binary sequence a.
(iv) Ifb 1 = 1 and b 2 = 1, then
where ROL(a, b) performs the b-bit left cyclic shift on the binary sequence a.
What should be noted is that C v (0) = 0. Repeat Step 4 until each P v (i) is encrypted.
After diffusions, C v (i) serves as the v higher bit of C(i) and the nonencrypted part of P(i) as the lower part; C(i) is the final ciphered pixel. 
Decryption Scheme
The decryption procedure is reverse to that of the encryption procedure illustrated above.
We can obtian P v (i) from C v (i) and C 8−v (i) following Step 4 of the encryption phase, except that we should use (15) - (18) to replace (11) - (14) and that the particular bit of VCSR 1 and VCSR 2 is C 8−v (i):
Simulation Results
We have used Microsoft Visual C++ 6.0 to run the encryption and decryption programs in a personal computer with a Pentium 4 CPU 1.70 GHz, 256 MB RAM and 60 GB hard-disk capacity, and the operation system is Microsoft Windows XP. Our simulation results are shown in Figure 5 . The 256 × 256 grey-scale image "Lena" sized 65.0 kB (Fig. 2a) is used as the plain image. 
Performance Analysis
A good encryption scheme should be robust against all kinds of cryptanalytic, statistical, and brute-force attacks and have higher efficiency. Some performance analysis has been performed on the proposed image encryption scheme.
Key Space Analysis
The size of the key space characterizes the capability of resisting brute-force attack. A short key means that the best encryption algorithm can be broken by exhaustive search (also known as brute-force attacks) in a reasonable amount of time, while the reverse is not true. In our algorithm, IV 1 (32 bits), IV 2 (32 bits), v, y 0 (1), y 0 (2), y 0 (3), y 0 (4), δ , and σ are used as secret keys. The key space is large enough for common applications to resist brute-force attack.
Histogram Analysis
The distribution of the ciphered image is a major concern. A histogram is often defined as a graph that shows the distribution of pixel values of an image. If it is not flat enough, certain amount of information can be guessed by the statistical attack opponent. This makes cipher-only attack easier through analyzing the statistic property of ciphered image. Therefore, a flat distribution is desirable in cryptography. Figure 6 illustrates the histograms of ciphered images when v takes different values.
It is clear from Figure 6 that the proposed scheme results in very flat distributions of ciphered images, which can resist cipher-only attack.
Information Entropy Analysis
Information entropy is the most important feature of randomness. Let m be the information source then the formula for calculating information entropy is where p(m i ) represents the probability of symbol m i . Assume that there are 2 8 states of the information source and they appear with the same probability. According to (19) , we can get the ideal H(m) = 8, which shows that the information is completely random. The information entropy of the ciphered image should be close to 8 after encryption. The more it gets close to 8, the less possible for the scheme to divulge information. Information entropy of the plain image is 7.5683. The test results of information entropy of the ciphered images when v takes different values are presented in Table 2 .
The results are very close to 8 with v being equal to 4, 5, 6, and 7; we can conclude that the ciphered images using the proposed scheme could hardly divulge information for any eligible v.
Correlation Analysis
Correlation indicates the strength and direction of a linear relationship between two random variables. In image processing, it is usually employed to investigate the relationship between two adjacent pixels. The correlation between adjacent pixels is usually high in a recognizable image. The less the correlation of two adjacent pixels is, the safer the image is. In order to investigate the confusion effect of ciphered images, the correlation coefficients between two horizontally adjacent pixels, two vertically pixels and two diagonally adjacent pixels are tested, respectively. The following equation calculates the correlation coefficient of two adjacent pixels:
where
As there are three kinds of adjacent directions as mentioned above, we randomly select 2000 pairs of adjacent pixels in each direction from the plain image and its ciphered images when v takes different values. Their correlation coefficients are then calculated. The correlation coefficients of the plain image are horizontally 0.9743, vertically 0.9300, and diagonally 0.9502, respectively. The correlation coefficients of the ciphered images are listed in Table 3 . From the results, we know that there is a strong correlation between adjacent pixels of each direction in the plain image since the correlation coefficients are all greater than 0.9. While in the ciphered images, these values are all smaller than 0.1 for any eligible v, which indicate that the ciphered images encrypted using the proposed scheme are safe with a negligible correlation between adjacent pixels. 
NPCR and UACI Analysis
The abbreviation NPCR stands for the number of pixels change rate while one pixel of the plain image changes. The more NPCR gets close to 100%, the more sensitive is the cryptosystem to the changing of plain image, and the more sensitive for the cryptosystem to resist plaintext attack. The unified average changing intensity (UACI) stands for the average intensity of differences between the plain image and the ciphered image. The bigger UACI is, the more sensitive for the cryptosystem to resist differential attack. Here are the formulas to calculate NPCR and UACI:
where W and H represent the width and height of the image, respectively, C 1 and C 2 are respectively the ciphered images before and after one pixel of the plain image is changed. For the pixel at position (i, j), if
In our test, only a lowest bit of one pixel of the plain image is changed. The test results of NPCR and UACI when v takes different values are shown in Table 4. As depicted in Table 4 , NPCRs are all greater than 90% and UACI are all greater than 33%, indicating that the proposed cryptosystem could resist plaintext attack and differential attack effectively. Moreover, from Table 4 we can see that the larger v is, the larger NPCR is and the safer the cryptosystem is. Therefore, users can choose appropriate v for their different demand of security.
Sensitivity
An excellent cryptosystem should be sensitive to the secret keys as well as the plaintext. In order to test the sensitivity of our encryption scheme, several tests have been performed. We set the secret keys as: Our scheme is sensitive to the plaintext, because on one hand the initial conditions x 0 (1), x 0 (2), x 0 (3), and x 0 (4) and the coupling constant ε of CML are influenced by all the contents of the plain image by using (4) -(6) , on the other hand the selector is closely related to the nonencrypted part of the plain image. The high sensitivity to plaintext ensures the cryptosystem could resist chosen plaintext attack.
Cost and Speed Analysis
The proposed algorithm is easy to realize. The time used for encryption on the image "Lena" when v takes different values is listed in Table 5 . Table 5 indicates that the encryption speeds when v takes different values are all very fast. In addition, the smaller v is, the faster the encryption speed is. Users can select appropriate v for their different demands of security and efficiency.
Conclusion
This paper proposes a novel selective image encryption system using CML and a selector. We can see that the proposed cryptosystem can process any size of image. Users can select appropriate proportion to encrypt for their different demands of security and efficiency. Experiment results and security analysis show that the scheme not only can achieve good encryption results and large key space, but also can resist against common attacks.
