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THE PROJECTIVE DIMENSION OF PROFINITE MODULES
FOR PRO-P GROUPS
TH. WEIGEL
Abstract. The homology groups introduced by A. Brumer can be used to
establish a criterion ensuring that a profinite Fp[[G]]-module of a pro-p group
G has projective dimension d < ∞ (cf. Thm. A). This criterion yields a new
characterization of free pro-p groups (cf. Cor. B). Applied to a semi-direct
factor G
τ
→ Zp
σ
→ G isomorphic to Zp which defines a non-trivial end in the
sense of A.A. Korenev one concludes that the closure of the normal closure of
the image of σ is a free pro-p subgroup (cf. Thm. C). From this result we will
deduce a structure theorem (cf. Thm. D) for finitely generated pro-p groups
with infinitely many ends.
1. Introduction
In an abelian categoryA with enough projective objects the projective dimension
prdim(A) of an object A ∈ ob(A) is the minimal length of a projective resolution
of A (cf. (2.3)). Moreover, it is well known that
(1.1) prdim(A) = min({ d ∈ N0 | Ext
d+1
A (A, ) = 0 } ∪ {∞})
(cf. [21, Lemma 4.1.6]). The main purpose of this paper is to show that in the
abelian category of profinte left Fp[[G]]-modules for a pro-p group G less information
is necessary in order to detect the projective dimension of an object, and to discuss
several consequences of this fact. The first main result can be stated as follows (cf.
Thm. 4.21).
Theorem A. Let G be a pro-p group, and let B be a basis of neighbourhoods of
1 ∈ G consisting of open subgroups of G. Assume further that M is a profinite left
Fp[[G]]-module satisfying Hd(G,M) 6= 0. Then the following are equivalent.
(i) prdim(M) = d;
(ii) corG,U : Hd(G,M) −→ Hd(U, res
G
U (M)) is injective for all U ∈ B.
Here H•(G, ) denote the homology groups introduced in [4], and the mapping
corG,U : Hd(G,M) −→ Hd(U, res
G
U (M)) is the corestriction mapping. For a pro-
p group G we denote by Φ(G) = cl(Gp[G,G]) its Frattini subgroup, and define
Gab,el = G/Φ(G) to be its maximal elementary abelian quotient. For d = 1 and the
trivial left Fp[[G]]-module Fp one deduces the following consequence of Theorem A
(cf. Cor. 4.22).
Corollary B. Let G be a pro-p group, and let B be a basis of neighbourhoods of
1 ∈ G consisting of open subgroups of G. Then the following are equivalent:
(i) G is a free pro-p group;
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(ii) trG,U : G
ab,el → Uab,el is injective for all U ∈ B;
(iii) the canonical map jEl : G
ab,el → D1(Fp) is injective.
Here trG,U : G
ab,el → Uab,el denotes the transfer from G to U , and
(1.2) D1(Fp) = lim−→U⊆◦G
H1(U,Fp)
∨ ≃ lim
−→U⊆◦G
H1(U,Fp) ≃ lim−→U⊆◦G
Uab,el,
is the abelian group introduced by J. Tate in his letter to J-P. Serre (cf. [12, §I,
App. 1]). Note that the inverse limits in (1.2) are taken over all open subgroups of
G and the maps are given by transfer. The map jEl : G
ab,el → D1(Fp) is just the
canonical map.
Let G be a pro-p group, and let τ : G → Zp be a surjective (continuous) homo-
morphism of pro-p groups. Since Zp is a free pro-p group, there exists a continuous
section σ : Zp → G, i.e., τ ◦ σ = idZp . For short we call a surjective homomorphism
τ : G → Zp with a section σ : Zp → G a semi-direct factor isomorphic to Zp. A
semi-direct factor G
τ
→ Zp
σ
→ G isomorphic to Zp will be called an Fp-direction, if
jEl(σ(1)) 6= 0. For a pro-p group with an Fp-direction one has the following (cf.
Thm. 5.1).
Theorem C. Let G be a pro-p group, and let G
τ
→ Zp
σ
→ G be an Fp-direction.
Then N = cl(〈 gΣ | g ∈ G 〉), Σ = im(σ), is a free normal subgroup, and one has an
isomorphism Nab,el ≃ Fp[[G/N ]] of profinite left Fp[[G]]-modules. Moreover, if G is
countably based, then the induced extension
(1.3) {1} // Nab,el // G/Φ(N) // G/N // {1}
of pro-p groups splits.
An extension of pro-p groups
(1.4) {1} // N
ι
// G
π
// G¯ // {1}
G¯ = G/N , will be called special, if
(i) N is a free pro-p group;
(ii) Nab,el is a projective profinite left Fp[[G¯]]-module;
(iii) the induced extension of pro-p groups
(1.5) {1} // Nab,el
ι◦
// G/ι(Φ(N))
π◦
// G¯ // {1}
splits.
If the special extension (1.4) of pro-p groups splits, then one has an isomorphism
G ≃ F
∐
G¯ for some free pro-p group F , where
∐
denotes the free product in
the category of pro-p groups (cf. Thm. 5.2). Although the authors do not know
of any non-split special extension of pro-p groups, the authors cannot prove their
non-existence either.
In [7], A.A. Korenev initiated a theory of ends for pro-p groups. For a finitely
generated pro-p group G the number of ends is given by
(1.6) E(G) =
{
1 + dim(D1(Fp)) for |G| =∞,
0 for |G| <∞.
In [24], we will modify this definition slightly. In order to distinguish between the
number of ends defined in [24] and the number E(G), we will call E(G) from now
on the number of Fp-ends of G. A.A. Korenev showed that the only possible values
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of E(G) are 0, 1, 2 or ∞, Moreover, E(G) = 0 holds if, and only if, G is finite, and
E(G) = 2 holds if, and only if, G is infinite and virtually cyclic. However, as he
mentioned, an analogue of Stallings’ decomposition theorem (cf. [13]) is missing in
this context. The existence of non-split special extensions of pro-p groups might
be an obstacle for proving such a theorem in this context. Nevertheless, from
Theorem C one conludes the following result (cf. Thm. 5.7).
Theorem D. Let G be a finitely generated pro-p group with E(G) = ∞. Then
there exists an open normal subgroup U which is a special extension of rank 1, i.e.,
U has a closed normal subgroup N , N 6= U , such that
(1.7) {1} // N
ι
// U
π
// U/N // {1}
is a special extension, and Nab,el is isomorphic to Fp[[U/N ]] as profinite left Fp[[U/N ]]-
module.
In [24] we will introduce the number of Zp-ends. It will be shown that in this con-
text there holds an analogue of Stalling’s decomposition theorem (cf. [24, Thm. B]).
The proof of this decomposition theorem will make use of Theorem C in an essential
way.
The proof of Theorem A and Theorem C is based on several facts concerning co-
homological Mackey functors for profinite groups and, in particular, pro-p groups.
Since these techniques have never been applied before in this context, a consid-
erable part of this paper is dealing with the machinery of cohomological Mackey
functors. The section cohomology groups introduced in section 4 will allow us to
establish certain injectivity criteria for natural transformations of cohomological
Mackey functors for pro-p groups (cf. §4.6). These injectivity criteria will be an
essential tool in the proof of Theorem C.
2. Profinite modules
For a prime number p we denote by Fp the finite field with p elements, by Zp
the ring of p-adic integers, and by Qp the field of p-adic numbers.
2.1. Abelian pro-p groups. By Fpprf and Zpprf we denote the abelian cate-
gories of profinite Fp-vector spaces and abelian pro-p groups, respectively. These
categories are full subcategories of the category of topological Zp-modues. The
Pontryagin duality functor ∨ = Homcts
Zp
( ,Qp/Zp) is exact and induces natural
equivalences
(2.1)
∨ : Fpprf
op −→ Fpdis,
∨ : Fpdis
op −→ Fpprf ,
∨ : Zpprf
op −→ Zptor,
∨ : Zptor
op −→ Zpprf ,
where Fpdis is the abelian category of Fp-vector spaces, and Zptor denotes the
abelian category of discrete Zp-torsion modules. By f .g.Zpmod we denote the full
subcategory of Zpprf the objects of which are finitely generated Zp-modules. From
Pontryagin duality one concludes easily that M ∈ ob(Zpprf) is projective if, and
only if, M is torsion free. By tor(M) ⊆M we denote the closure of the Zp-torsion
elements in M , i.e., M is torsion free if, and only if, tor(M) = 0.
For M ∈ ob(Zpprf ) we put M/p = M/pM . Then /p : Zpprf → Fpprf is an
additive right exact functor, and one has the following straightforward fact.
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Fact 2.1. Let φ : M → Q be a continuous homomorphism of abelian pro-p groups.
Then φ is surjective if, and only if, φ/p : M/p → Q/p is surjective.
Let A ∈ ob(Zpprf) be an abelian pro-p group, and let gr•(A) denote the graded
Fp[t]-module associated to the p-adic filtration (p
k.A)k≥0. Then every homogeneous
component grk(A) is a compact Fp-vector space, i.e., grk(A) ∈ ob(Fpprf) for all
k ≥ 0. Moreover, A is torsion free if, and only if, gr•(A) is a free Fp[t]-module.
Let φ : A → B be a homomorphism of abelian pro-p groups. Then φ induces a
homomorphism of Fp[t]-modules gr•(φ) : gr•(A) → gr•(B), and grk(φ) : grk(A) →
grk(B) is continuous. One has the following fact.
Fact 2.2. Let φ : A → B be a homomorphism of finitely generated, torsion free
Zp-modules. Then φ is split-injective if, and only if, gr0(φ) : gr0(A) → gr0(B) is
injective.
2.2. Profinite modules for profinite groups. Let G be a profinite group. Then
(2.2) Fp[[G]] = lim←−U⊳◦G
Fp[G/U ] and Zp[[G]] = lim←−U⊳◦G
Zp[G/U ],
where the inverse limits are running over all open normal subgroups of G, will
denote the completed Fp-algebra and completed Zp-algebra of G, respectively. By
Fp[[G]]prf we denote the abelian category of profinite
1 left Fp[[G]]-modules, and by
Zp[[G]]prf the abelian category of profinite left Zp[[G]]-modules. Note that Fp[[G]]prf is
the Pontryagin dual of Fp[[G]]dis, the abelian category of discrete left Fp[[G]]-modules,
and that Zp[[G]]prf is the Pontryagin dual of Zp[[G]]dis, the abelian category of discrete
left Zp[[G]]-modules. The categories Fp[[G]]dis and Zp[[G]]dis are closed with respect to
direct limits. Moreover, the proof given in [8, §III.11] can be transferred verbatim
in order to show that they admit minimal injective envelopes. Thus by Pontryagin
duality one has the following.
Fact 2.3. The abelian categories Fp[[G]]prf and Zp[[G]]prf are closed with respect to
inverse limits and admit minimal projective covers.
Let M ∈ ob(Fp[[G]]prf ) be a profinite left Fp[[G]]-module, and let rad(M) denote
the intersection of all maximal closed submodules ofM . Then hd(M) = M/ rad(M)
- the head of M - is the Pontryagin dual of the socle of the Pontryagin dual of M .
Moreover, hd : Fp[[G]]prf → Fp[[G]]prf is an additive right exact functor. By the usual
standard argument (cf. [1, proof of Cor. 2.5.4]) one concludes the following.
Fact 2.4. Let M ∈ ob(Fp[[G]]prf ), and let (P•, ∂•, εM ), εM : P0 →M , be a minimal
projective resolution of M in Fp[[G]]prf . Then (hd(P•), hd(∂•)) is a chain complex
with 0-differentials, i.e., hd(∂k) = 0 for all k ∈ Z.
Let (P•, ∂•, εM ), εM : P0 →M , be a projective resolution ofM in Fp[[G]]prf . The
minimal number n ∈ N0 ∪{∞} such that Pn+j = 0 for all j ≥ 1 is called the length
of (P•, ∂•, εM ) and will be denoted by ℓ(P•, ∂•, εM ). The projective dimension of
M is defined by
(2.3) prdim(M) = min{ ℓ(P•, ∂•, εM ) | (P•, ∂•, εM ) projective resolution of M }.
This number coincides with the length of a minimal projective resolution of M .
For further details concerning profinite Fp[[G]]- and Zp[[G]]-modules the reader may
consult [4], [10], [11] and [14].
1In this context the word profinite has to be read as pro(finite and discrete).
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2.3. Homology. Let prf
Fp[[G]] and prfZp[[G]] denote the abelian categories of right
profinite Fp[[G]]-modules and right profinite Zp[[G]]-modules, respectively. The com-
pleted tensor product
(2.4)
⊗̂G : prfFp[[G]] × Fp[[G]]prf −→ Fpprf ,
⊗̂G : prfZp[[G]] × Zp[[G]]prf −→ Zpprf ,
introduced by A. Brumer in [4] is a right/right-exact additive bifunctor. Their left
derived functors will be denoted by TorGk ( , ), k ≥ 0. Homology with coefficients
in the profinite left Zp[[G]]-module M is defined by
(2.5) H•(G,M) = Tor
G
• (Zp,M).
Let G be a pro-p group. Then Fp ∈ ob(Fp[[G]]prf ) - the trivial left Fp[[G]]-module
- is the only simple profinite left Fp[[G]]-module up to isomorphism. In particular,
for any profinite left Fp[[G]]-module M one has a canonical isomorphism hd(M) ≃
Fp ⊗̂GM of profinite left Fp[[G]]-modules. Thus from Fact 2.4 one concludes the
following.
Fact 2.5. Let G be a pro-p group, let M ∈ ob(Fp[[G]]prf ), and let (P•, ∂•, εM ),
εM : P0 →M , be a minimal projective resolution of M in Fp[[G]]prf . Then the chain
complex (Fp ⊗̂G P•,Fp ⊗̂G ∂•)) has 0-differentials, i.e., Fp ⊗̂G ∂k = 0 for all k ∈ Z.
2.4. Continuous cochain cohomology groups. Let G be a profinite group.
For M ∈ ob(Zp[[G]]prf) we denote by Ext
k
G( ,M) the left derived functors of
HomG( ,M). Then
(2.6) Hkcts(G,M) = Ext
k
G(Zp,M)
coincides with the kth-continuous cochain cohomology group with coefficients in the
topological Zp[[G]]-moduleM . These cohomology groups were introduced by J. Tate
in [15]. In general, the functors Hkcts(G, ) will not commute with inverse limits.
Nevertheless, one has the following property for countable inverse limits.
Proposition 2.6. Let G be a profinite group, and let M = lim
←−i≥0
Mi with M and
Mi, i ≥ 0, profinite left Zp[[G]]-modules. Then one has a short exact sequence
(2.7)
0 // lim
←−
1
i≥0
Hk−1cts (G,Mi) // H
k
cts(G,M) // lim←−i≥0
Hkcts(G,Mi) // 0.
for all k ≥ 1.
Proof. Let αi : Mi → Mi−1 denote the maps in the inverse system. As Zp[[G]]prf
has exact inverse limits, one has a short exact sequence
(2.8) 0 // M //
∏
i≥0Mi
δ
//
∏
i≥0Mi
// 0,
where δ((mi))j = mj − αj+1(mj+1). Since
∏
commutes with (co-)homology, and
as one has a natural isomorphism
(2.9) HomG(Q,
∏
i≥0Mi) ≃
∏
i≥0 HomG(Q,Mi),
the long exact sequence associated to (2.8) can be written as
(2.10)∏
i≥0H
k−1(G,Mi) // H
k(G,M) //
∏
i≥0H
k(G,Mi)
Hk(δ)
//
∏
i≥0H
k(G,Mi)
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Since ker(Hk(δ)) = lim
←−i≥0
Hk(G,Mi) and as coker(H
k(δ)) = lim
←−
1
i≥0
Hk(G,Mi),
this yields the claim. 
Remark 2.7. (a) Since Mi are abelian pro-p groups, H
0
cts(G,Mi) = M
G
i are also
abelian pro-p groups. Hence lim
←−
1
i≥0
H0(G,Mi) = 0, and
(2.11) H1cts(G,M) // lim←−i≥0
H1cts(G,Mi)
is an isomorphism.
(b) Suppose that G is a finitely generated profinite group. Then |H1cts(G,A)| <∞
for every finite, discrete left Zp[[G]]prf -module A. By (a), for every countably
based profinite left Zp[[G]]prf -module M , the Zp-module H
1
cts(G,M) carries nat-
urally the structure of an abelian pro-p group. Moreover, if φ : M → Q is a con-
tinuous homomorphism of countably based profinite left Zp[[G]]prf -modules, then
H1cts(φ) : H
1
cts(G,M) → H
1
cts(G,Q) is continuous. Thus, if M = lim←−i≥0
Mi, where
Mi are countably based profinite left Zp[[G]]prf -modules, then lim←−
1
i≥0
H1(G,Mi) = 0.
Hence for such a Zp[[G]]prf -module M one has an isomorphism
(2.12) H2cts(G,M) // lim←−i≥0
H2cts(G,Mi)
Let G be a profinite group, and let τ : G˜ → G be an extension of G by some
abelian pro-p group K = ker(τ), i.e., one has a short exact sequence of profinite
groups
(2.13) s : {1} // K
ι
// G˜ τ
//// G //
θ
uu ❯❴✐
{1}
and K ∈ ob(Zp[[G]]prf). By [12, Prop. I.1.2], there exists a section θ : G → G˜
in the category of profinite sets, i.e., θ is a continuous mapping of profinite sets
satisfying τ ◦ θ = idG. Hence using the same procedure as for discrete groups
(cf. [3, §IV.3]), one can show that one has a (canonical) one-to-one correspondence
between the equivalence classes of short exact sequences of profinite groups [s] (cf.
(2.13)) and elements in the group H2cts(G,K). So, if convenient, we will identity
the equivalence class of short exact sequences [s] with its corresponding element in
H2cts(G,K). From Remark 2.7(b) one concludes the following property.
Proposition 2.8. Let G be a finitely generated profinite group, and let τ : G˜→ G
be an extension of G by some abelian pro-p group K = ker(τ), which is a countably
based profinite left Zp[[G]]prf -module. Let {Ki | i ≥ 1 } be a decreasing countable
basis of K consisting of open Zp[[G]]prf -modules. Suppose that the induced extensions
τi : G˜/Ki → G split for all i ≥ 1. Then τ : G˜→ G is a split extension.
Proof. Let ρi : H
2
cts(G,K) → H
2
cts(G,K/Ki) denote the canonical maps. By Re-
mark 2.7(b), the map
(2.14) ρ =
∏
i≥1 ρi : H
2
cts(G,K) −→ lim←−i≥1
H2cts(G,K/Ki)
is an isomorphism. Let s denote the short exact sequence associated to τ (cf.
(2.13)). By hypothesis, ρi([s]) = 0. Hence ρ([s]) = 0, and τ : G˜ → G is split
surjective.
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2.5. Profinite modules for finite p-groups. Let G be a finite p-group, and
let M ∈ ob(Fp[G]prf). Then every element g ∈ G acts on M by a continuous
automorphism. In particular, soc(M) = MG is a closed Fp[G]-submodule of M .
Moreover, if M is non-trivial, then soc(M) is non-trivial. From this property one
concludes the following.
Fact 2.9. Let G be a finite p-group, and let M ∈ ob(Fp[G]prf) be a non-trivial,
profinite left Fp[G]-module. Let B ⊆ M be a closed Fp[G]-submodule satisfying
B ∩ socG(M) = 0. Then B = 0.
3. Cohomological Mackey functors for profinite groups
The notion of Mackey functors for a finite group was introduced by A. Dress
in [5]. The theory of Mackey functors has been developed and applied to the
representation theory a finite group by several authors (cf. [2], [16], [17], [18],
[19], [20]). Cohomological Mackey functors satisfy the additional identity (cMF7),
which is responsable for the existence of an intrinsic cohomology theory, the section
cohomology which will be introduced in section 4. The definition of a cohomological
Mackey functor for a profinite G is in analogy to the definition for a finite group.
However, new phenomena arise, e.g., there are two restriction functors tres and
ires, which might be different, and, even more, the restriction functor tres does not
have to be exact in general (cf. §3.6). For the convenience of the reader we discuss
in this section the principal features of cohomological Mackey functors for profinite
groups.
3.1. Mackey systems. Let G be a profinite group. A non-empty set M of open
subgroups of G will be called a G-Mackey system, if
(MS1) for all g ∈ G and U ∈M one has
gU = gUg−1 ∈ M, and
(MS2) for all U, V ∈M one has U ∩ V ∈M.
For a profinite group G there are two principal G-Mackey systems: The G-Mackey
system of all open subgroups
G♯ = {U ⊆ G | U an open subgroup of G },(3.1)
and the G-Mackey system of all open, normal subgroups
G♮ = {U ⊆ G | U an open, normal subgroup of G }.(3.2)
If G is finite, one has also the G-Mackey system
G◦ = {{1}, G}.(3.3)
By definition, any non-trivial subset of G♮ is a G-Mackey system. Such a Mackey
system will be called normal. Every G-Mackey system M contains a maximal
normal G-Mackey system M♮ = M∩ G♮. A G-Mackey system M will be called
a G-Mackey basis, if
⋂
U∈M U = {1}. Hence in this case M forms a basis of
neighbourhoods of 1 ∈ G. If M is a G-Mackey system and U, V ∈ M such that V
is normal in U , then we call (U, V ) a normal section in M.
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3.2. Cohomological Mackey functors. Let G be a profinite group, and letM⊆
G♯ be a G-Mackey system. A cohomological M-Mackey functor X is a family of
abelian groups (XU )U∈M together with group homomorphisms
(3.4)
iXU,V : XU −→ XV ,
tXV,U : XV −→ XU ,
cXg,U : XU −→ XgU ,
for all U, V ∈ M, V ⊆ U , g ∈ G, which satisfy the following identities:
(cMF1) i
X
U,U = t
X
U,U = c
X
u,U = idXU for all U ∈M and all u ∈ U ;
(cMF2) i
X
V,W ◦ i
X
U,V = i
X
U,W and t
X
V,U ◦ t
X
W,V = t
X
W,U for all U, V,W ∈ M and W ⊆
V ⊆ U ;
(cMF3) c
X
h,gU ◦ c
X
g,U = c
X
hg,U for all U ∈ M and g, h ∈ G;
(cMF4) i
X
gU,gV ◦ c
X
g,U = c
X
g,V ◦ i
X
U,V for all U, V ∈M and g ∈ G;
(cMF5) t
X
gV,gU ◦ c
X
g,V = c
X
g,U ◦ t
X
V,U for all U, V ∈ M and g ∈ G;
(cMF6) i
X
U,W ◦t
X
V,U =
∑
g∈W\U/V t
X
gV ∩W,W ◦c
X
g,V ∩Wg ◦i
X
V,V∩Wg , whereW
g = g−1Wg
for all subgroups U, V,W ∈ M and V,W ⊆ U ;
(cMF7) t
X
V,U ◦ i
X
U,V = |U : V |. idXU for all subgroups U, V ∈M, V ⊆ U .
From now on we will follow the convention used in [20] and omit the domain in
the notation of the morphisms cg,U , g ∈ G. Note that (cMF1) and (cMF3) imply
that for U, V ∈ M, V normal in U , XV carries naturally the structure of a left
Z[U/V ]-module. In this case (cMF6) reduces to the simple identity
(3.5) iXU,V ◦ t
X
V,U = NU/V ,
where NU/V =
∑
x∈U/V x.
A homomorphisms of cohomologicalM-Mackey functors φ : X→ Y is a family
of group homomorphisms φU : XU → YU , U ∈ M, which commute with all the
mappings i.,., t.,. and cg,., g ∈ G. For any abelian subcategory C ⊆ Zmod we denote
by cMFG(M, C) the abelian category of all cohomologicalM-Mackey functors with
coefficients in the category C.
Example 3.1. Let G be a profinite group, let M be a G-Mackey system, and let A
be an abelian group.
(a) By T = T(G,A) we denote the cohomological M-Mackey functor satisfying
TU = A, for U ∈ M, i
T
U,V = idA for V ∈ M, V ⊆ U , all mappings cg, g ∈ G, are
equal to the identity, and tTV,U = |U : V |. idA. It is straightforward to verify that T
satisfies the axioms (cMF1) - (cMF7).
(b) Similarly, one defines the cohomological M-Mackey functor Υ = Υ(G,A) by
ΥU = A, U ∈ M, t
S
V,U = idA, V ∈ M, V ⊆ U , all mappings cg, g ∈ G, are equal
to the identity, and iΥU,V = |U : V |. idA.
3.3. Discrete permutation modules. There are three alternative descriptions of
cohomological Mackey functors of a profinite group G in terms of additive functors
on certain additive categories.
LetM be a G-Mackey system, and let Ω be a finite, discrete left G-set. We call Ω
a left (G,M)-set, if stabG(ω) ∈M for all ω ∈ Ω, and Z[Ω] a finitely generated, left
Z[G,M]-permutation module. Let f .g.perm(G,M) denote the additive category
of finitely generated Z[G,M]-permutation modules. For U ∈ M and g ∈ G one
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has an isomorphism
(3.6) ρUg : Z[G/
gU ] −→ Z[G/U ], ρUg (xgUg
−1) = xgU, x ∈ G.
Moreover, if V ∈M, V ⊆ U , one has homomorphisms of discrete left Z[G]-modules
iV,U : Z[G/V ] −→ Z[G/U ], iV,U (xV ) = xU,(3.7)
tU,V : Z[G/U ] −→ Z[G/V ], tU,V (xU) =
∑
r∈R xrV ,(3.8)
where x ∈ G and R ⊆ U is any system of coset representatives of U/V . One has a
natural equivalence
(3.9) Add(f .g.perm(G,M)op, Zmod) ≃ cMFG(M, Zmod),
where Add(., .) denotes the category of (covariant) additive functors, which is achie-
ved by assigning to the additive functor Xˇ ∈ ob(Add(f .g.perm(G,M)op, Zmod))
the cohomologicalM-Mackey functor X ∈ ob(cMFG(M, Zmod)) satisfying
(3.10) XU = Xˇ(Z[G/U ]), c
X
g,U = Xˇ(ρ
U
g ), i
X
U,V = Xˇ(iV,U ), t
X
V,U = Xˇ(tU,V ),
for U, V ∈M, V ⊆ U , and g ∈ G.
The additive category f .g.perm(G,M) is naturally equivalent to its opposite
category f .g.perm(G,M)op, i.e.,
(3.11) ∗ = HomZ( ,Z) : f .g.perm
op −→ f .g.perm
is a natural equivalence. Hence one has also a natural equivalence
(3.12) Add(f .g.perm(G,M), Zmod) ≃ cMFG(M, Zmod)
by assigning the additive functor Xˆ ∈ ob(Add(f .g.perm(G,M), Zmod)) the coho-
mological M-Mackey functor X satisfying
(3.13) XU = Xˆ(Z[G/U ]), c
X
g,U = Xˆ(ρ
gU
g−1), i
X
U,V = Xˆ(tU,V ), t
X
V,U = Xˆ(iV,U ),
Let perm(G,M) denote the category of left Z[G,M]-permutation modules, i.e.,
M ∈ ob(perm(G,M)) if M contains a family of finitely generated Z[G,M]-
submodules Mi ∈ ob(f .g.perm(G,M)), i ∈ I, such that M = lim−→i∈I
Mi. Then
one has a natural equivalence
(3.14) Add(f .g.perm(G,M)op, Zmod) ≃ Add
−(perm(G,M)op, Zmod),
where Add−(perm(G,M)op, Zmod) denotes the category of additive functors com-
muting with inverse limits, i.e., for Xˇ ∈ ob(Add−(perm(G,M)op, Zmod)) and M
as above, one has Xˇ(M) = lim
←−i∈I
Xˇ(Mi). In a similar fashion one obtains a natural
equivalence
(3.15) Add(f .g.perm(G,M), Zmod) ≃ Add
+(perm(G,M), Zmod),
where Add+(perm(G,M), Zmod) denotes the category of additive functors com-
muting with direct limits.
Remark 3.2. Let G be a profinite group, let M be a G-Mackey system, and let
X ∈ ob(cMFG(M, Zpprf)). Then X
∨ given by (cf. §2.1)
(3.16) (X∨)U = (XU )
∨, iX
∨
U,V = (t
X
V,U )
∨, tX
∨
V,U = (i
X
U,V )
∨, cX
∨
g,U = (c
X
g−1,gU )
∨,
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for U, V ∈M, V ⊆ U , g ∈ G, defines a cohomologicalM-Mackey functor with val-
ues in the abelian category Zptor, i.e., X
∨ ∈ ob(cMFG(M, Zptor)). It is straight-
forward to verify that Pointryagin duality induces natural equivalences
(3.17)
∨ : cMFG(M, Zpprf )
op −→ cMFG(M, Zptor),
∨ : cMFG(M, Zptor)
op −→ cMFG(M, Zpprf ).
and
(3.18)
∨ : cMFG(M, Fpprf)
op −→ cMFG(M, Fpdis),
∨ : cMFG(M, Fpdis)
op −→ cMFG(M, Fpprf).
3.4. Basic restriction functors. There are several restriction functors for coho-
mological Mackey functors for profinite groups. Some of these functors arise simply
by restricting the Mackey system; others are more complicated (cf. §3.6).
Let G be a profinite group, let L andM be G-Mackey systems, L ⊆M, and let
X ∈ ob(cMFG(M, Zmod)). Restricting the functor X to open subgroups which
are contained in L yields a restriction functor
(3.19) resML ( ) : cMFG(M, Zmod) −→ cMFG(L, Zmod).
Let O ∈M. ThenM(O) = {U ∈ M | U ⊆ O} is a O-Mackey system. Restricting
a functor X ∈ ob(cMFG(M, Zmod)) to open subgroups U ∈ M contained in O
yields a restriction functor
(3.20) resMM(O)( ) : cMFG(M, Zmod) −→ cMFO(M(O), Zmod).
Let N be a closed, normal subgroup of G, and MN = {U/N | U ∈ M, N ⊆ U }.
ThenMN is a G/N -Mackey system. Restricting a functor X to subgroups U ∈ M
containing N yields a restriction functor
(3.21) defMMN ( ) = res
M
MN ( ) : cMFG(M, Zmod) −→ cMFG/N (MN , Zmod)
which can also be considered as a deflation functor. All these restriction functors
are additive and exact, and we will use the abbreviation res for any composition of
these functors. In particular, for U, V ∈ M, V normal in U , one has a restriction
functor
(3.22) resM(U/V )◦( ) : cMFG(M, Zmod) −→ cMFU/V ((U/V )
◦, Zmod)
(cf. (3.3)).
3.5. The induction functor. Let G be a profinite group, and let H ⊆ G be a
closed subgroup of G. For every finitely generated, discrete left Z[G]-permutation
moduleM , resGH(M) is a finitely generated, discrete left Z[H ]-permutation module.
Let X ∈ ob(cMFH(H
♯, Zmod)). Then Y = ind
G♯
H♯(X) is the cohomological G
♯-
Mackey functor satisfying
(3.23) YU = Xˇ(res
G
H(Z[G/U ])) = Xˆ(res
G
H(Z[G/U ]))
for U ∈ G♯.
Example 3.3. Let H be a closed subgroup of the profinite group G.
(a) Let T = T(H,Z) ∈ ob(cMFH(H
♯, Zmod)) be the cohomological H
♯-Mackey
functor described in Example 3.1(a). Let Y = indG
♯
H♯(T), and let U ∈ G
♯. Then
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YU = Z[H\G/U ]. For V ∈ G
♯, V ⊆ U , let πV,U : H\G/V → H\G/U denote the
canonical map. Then for r, s, g ∈ G one has
cYg,U (HrU) = Hrg
−1gU,(3.24)
iYU,V (HrU) =
∑
HxV ∈π−1(HrU)
HxV,(3.25)
tYV,U (HsV ) = |H ∩
sU : H ∩ sV | ·HsU.(3.26)
(b) Let Υ = Υ(H,Z) ∈ ob(cMFH(H
♯, Zmod)) be the cohomological H
♯-Mackey
functor described in Example 3.1(b), and Z = indG
♯
H♯(Υ). As before one has for
U ∈ G♯ that ZU = Z[H\G/U ]. For r, s, g ∈ G one has
cZg,U (HrU) = Hrg
−1gU,(3.27)
iZU,V (HrU) =
∑
HxV ∈π−1(HrU)
|H ∩ rU : H ∩ xV | ·HxV,(3.28)
tZV,U (HsV ) = HsU.(3.29)
3.6. The restriction functors tres and ires. Let H be a closed subgroup of the
profinite group G. The coinduction functor
(3.30) coindGH( ) : Hdis −→ Gdis,
coindGH(M) = CH(G,M) (cf. [12, §I.2.5]), M ∈ ob(Hdis), is the right adjoint to
the restriction functor resGH( ) : Gdis → Hdis. The adjunction is achieved by the
counit and unit
(3.31)
ε : resGH(coind
G
H( )) −→ idHdis,
η : id
Gdis −→ coind
G
H(res
G
H( )),
where εM (f) = f(1), f ∈ CH(G,M), M ∈ ob(Hdis), and ηQ(q)(g) = g.q, q ∈ Q,
g ∈ G, Q ∈ ob(Gdis), i.e.,
(3.32)
idresGH(Q) = εresGH(Q) ◦ res
G
H(ηQ),
idcoindGH(M) = coind(εM ) ◦ ηcoindGH (M),
(cf. [9, §IV.1, Thm. 1]). Let X ∈ ob(cMFG(G
♯, Zmod)) be a cohomological G
♯-
Mackey functor, let Xˇ ∈ ob(Add(f .g.perm(G,G♯)op, Zmod)) denote the associated
contravariant additive functor, and Xˆ ∈ ob(Add(f .g.perm(G,G♯), Zmod)) the as-
sociated covariant additive functor. One has the restriction functors
(3.33)
tresG
♯
H♯( ) : cMFG(G
♯, Zmod) −→ cMFH(H
♯, Zmod),
tresG
♯
H♯(X)H0 = Xˇ(coind
H
H0(Z[H/H0])), H0 ∈ H
♯,
iresG
♯
H♯( ) : cMFG(G
♯, Zmod) −→ cMFH(H
♯, Zmod),
iresG
♯
H♯(X)H0 = Xˆ(coind
H
H0(Z[H/H0])), H0 ∈ H
♯;
e.g.,
(3.34)
tresG
♯
H♯(X)H0 = lim←−
U⊇H0
(XU , t
X
V,U ),
iresG
♯
H♯(X)H0 = lim−→
U⊇H0
(XU , i
X
U,V ).
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Note that if H is open in G one has natural isomorphisms
(3.35) tresG
♯
H♯( ) ≃ ires
G♯
H♯( ) ≃ res
G♯
H♯( )
(cf. (3.20)). This is the reason why in [17] there occurs only one restriction functor.
One has the following.
Proposition 3.4. Let G be a profinite group, let H be a closed subgroup of G, and
let X ∈ ob(cMFH(H
♯, Zmod)), Y ∈ ob(cMFG(G
♯, Zmod)). Then one has natural
isomorphisms
HomG♯(ind
G♯
H♯(X),Y) ≃ HomH♯(X, tres
G♯
H♯(Y)),(3.36)
HomG♯(Y, ind
G♯
H♯(X)) ≃ HomH♯(ires
G♯
H♯(Y),X),(3.37)
i.e., tres is the right-adjoint of ind, and ires is the left-adjoint of ind.
Proof. LetH0 ∈ H
♯, U ∈ G♯,X ∈ ob(cMFH(H
♯, Zmod)),Y ∈ ob(cMFG(G
♯, Zmod)).
The adjunction (3.31) yields homomorphisms of abelian groups
(3.38)
εX(H0) : Xˇ(Z[H/H0]) −→ Xˇ(res
G
H(coind
G
H(Z[H/H0]))),
ηY(U) : Yˇ(coind
G
H(res
G
H(Z[G/U ]))) −→ Yˇ(Z[G/U ]),
which are natural in H0 and U , respectively. Thus they yield morphisms of coho-
mological Mackey functors
(3.39)
ε˜X : X −→ tres
G♯
H♯(ind
G♯
H♯(X)),
η˜Y : ind
G♯
H♯(tres
G♯
H♯(Y)) −→ Y,
which are natural in X and Y, respectively, i.e.,
(3.40)
ε˜ : idcMFH (H♯,Zmod) −→ tres
G♯
H♯(ind
G♯
H♯( ))
η˜ : indG
♯
H♯(tres
G♯
H♯( )) −→ idcMFG(G♯,Zmod)
are natural transformations of functors. By the first line of (3.32), the composite
of the maps of cohomological G♯-Mackey functors
(3.41) indG
♯
H♯(X)
ind(ε˜X)
// indG
♯
H♯(tres
G♯
H♯(ind
G♯
H♯(X)))
η˜ind(X)
// indG
♯
H♯(X)
is the identity on indG
♯
H♯(X); while the second line of (3.32) yields that the composite
of
(3.42) tresG
♯
H♯(Y)
ε˜tres(Y)
// tresG
♯
H♯(ind
G♯
H♯(tres
G♯
H♯(Y)))
tres(η˜Y)
// tresG
♯
H♯(Y)
is the identity on tresG
♯
H♯(Y). Hence ε˜ is the unit, and η˜ is the counit of the adjuction
(3.36). The adjunction (3.37) can be proved by a similar argument. 
3.7. From modules to cohomological Mackey functors and vice versa. Let
G be a profinite group, and let Gdis denote the abelian category of discrete left
G-modules (cf. [12, §I.2.1]). ForM ∈ ob(Gdis) let h
0(M) denote the cohomological
G♯-Mackey functor given by
(3.43) h0(M)U =M
U ,
where for U, V ∈ G♯, V ⊆ U , i
h0(M)
U,V is the canonical injection. Let R ⊆ U be
a system of coset representatives of U/V . Then t
h0(M)
V,U =
∑
r∈R r : M
V → MU is
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given by the transfer, and for g ∈ G, c
h0(M)
g,U : M
U →M
gU is given by multiplication
with g.
Let p be a prime number. For U ∈ G♯ let ωU = ker(Zp[[U ]] → Zp) denote the
augmentation ideal of the completed Zp-algebra of U . Let Q ∈ ob(Zp[[G]]prf). Then
h0(Q) ∈ ob(cMFG(G
♯, Zpprf )) will denote the cohomological G
♯-Mackey functor
given by
(3.44) h0(Q)U = QU = Q/ωU .Q ≃ Zp[U\G] ⊗̂GQ.
For U, V ∈ G♯, V ⊆ U , the map t
h0(Q)
V,U : QV → QU is just the canonical map,
and c
h0(Q)
g,U : QU → QgU is the map induced by multiplication with g ∈ G, while
i
h0(Q)
U,V : QU → QV is given by
(3.45) i
h0(Q)
U,V (q + ωU .Q) = (
∑
r∈R r
−1.q) + ωV .Q.
Example 3.5. Let G be a profinite group, and let H be a closed subgroup of G.
(a) Let Zp ∈ ob(Gdis) denote the discrete, left G-module isomorphic to Zp. Then
one has a canonical isomorphism h0(Zp) ≃ T(G,Zp) (cf. Ex. 3.1(a)).
(b) Let Zp ∈ ob(Zp[[G]]prf) denote the profinite, left Zp[[G]]-module isomorhic to Zp.
Then one has a canonical isomorphism h0(Zp) ≃ Υ(G,Zp) (cf. Ex. 3.1(b)).
(c) From Example 3.3 one concludes that one has canonical isomorphisms
(3.46)
indG
♯
H♯(T(H,Zp)) ≃ h
0(coindGH(Zp)),
indG
♯
H♯(Υ(H,Zp)) ≃ h0(ind
G
H(Zp)),
where indGH = Zp[[G]] ⊗̂H : Zp[[H]]prf → Zp[[G]]prf is the profinite induction functor
(cf. §2.2).
For X ∈ ob(cMFG(G
♯, Zmod)), the abelian group ires(X) = ires
G♯
{1}♯(X) carries
naturally the structure of a discrete, left G-module. Moreover, for M ∈ ob(Gdis)
one has a canonical isomorphism
(3.47) ires(h0(M)) ≃M.
For Y ∈ ob(cMFG(G
♯, Zpprf)), the abelian pro-p group tres(Y) = tres
G♯
{1}♯(Y)
carries naturally the structure of a profinite, left Zp[[G]]-module. Furthermore, for
Q ∈ ob(Zp[[G]]prf) one has a canonical isomorphism
(3.48) tres(h0(Q)) ≃ Q.
Note that h0 : Gdis → cMFG(G
♯, Zmod) is the right-adjoint of the exact functor
ires: cMFG(G
♯, Zmod) → Gdis; while h0 : Zp[[G]]prf → cMFG(G
♯, Zpprf ) is the
left-adjoint of the exact functor tres( ) : cMFG(G
♯, Zpprf)→ Zp[[G]]prf .
3.8. Homology as cohomological Mackey functor. LetQ ∈ ob(Zp[[G]]prf ), and
let (P•, ∂•, εQ) be a projective resolution of Q in Zp[[G]]prf . Then (h0(P•),h0(∂•))
is a chain complex in cMFG(G
♯, Zpprf) concentrated in positive degrees. The co-
homological G♯-Mackey functor
(3.49) hk(Q) = Hk(h0(P•),h0(∂•))
is independent of the choice of the projective resolution (P•, ∂•, εQ), and one has
(3.50) hk(Q)U ≃ Tor
U
k (Zp, res
G
U (Q)) = Hk(U, res
G
U (Q)).
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The homology functor commutes with inverse limits. Thus from (3.34) one con-
cludes the following.
Fact 3.6. Let G be a profinite group, let H be a closed subgroup of G, and let Q
be a profinite Zp[[G]]-module. Then for all k ≥ 0 one has a canonical isomorphism
(3.51) tresG
♯
H♯(hk(Q)) ≃ hk(res
G
H(Q)).
Note that Fact 3.6 implies that tresG
♯
{1}♯(hk(Q)) = 0 for all k ≥ 1, and for any
Q ∈ ob(Zp[[G]]prf ) which is a torsion free abelian pro-p group. Moreover, Fact 3.6
can be seen as a Pontryagin dual version of the fact that for any discrete left G-
module M and any closed subgroup H of G one has
(3.52) Hk(H, resGH(M)) = lim−→H⊆U
Hk(U, resGU (M))
(cf. [12, §I.2.1, Prop. 8]), where the inverse system is running over all open subgroup
of G containing H .
4. Section cohomology of cohomological Mackey functors
In this section we discuss an intrinsic cohomology theory one can define for a
single cohomological Mackey functor of a profinite group G. Elementary properties
of this theory can be used to study the injectivity of a homomorphism φ : X→ Y
of cohomological Mackey functors (cf. §4.6), and they also provide an effective
criterion to calculate the projective dimension of a profinite, left Fp[[G]]-module M
in case that G is a pro-p group (cf. Thm. 4.21). Several issues of these cohomology
groups were discussed in [19] and [22].
4.1. Cohomological Mackey functors for finite groups. Let G be a finite
group, let G◦ = {G, {1}}, and let X ∈ ob(cMFG(G
◦, Zmod)). Define
(4.1)
k0(G,X) = ker(iXG,{1}), k
1(G,X) = XG{1}/ im(i
X
G,{1}),
c0(G,X) = coker(t
X
{1},G), c1(G,X) = ker(t
X
{1},G)/ωGX{1},
where ωG = ker(Z[G]→ Z) is the augmentation ideal of the Z-group algebra of G.
The following properties were established in [22, §2.4].
Proposition 4.1. Let G be a finite group, and let X ∈ ob(cMFG(G
◦, Zmod)).
(a) The canonical maps yield an exact sequence
(4.2) 0 // c1(G,X) // Hˆ
−1(G,X{1}) // k
0(G,X) // . . .
. . . // c0(G,X) // Hˆ
0(G,X{1}) // k
1(G,X) // 0
where Hˆ•(G, ) denote the Tate cohomology groups.
(b) Let 0 // X
φ
// Y
ψ
// Z // 0 be a short exact sequence of coho-
mological G◦-Mackey functors. Then one has exact sequences
(4.3) 0 // k0(G,X)
k0(φ)
// k0(G,Y)
k0(ψ)
// k0(G,Z) // . . .
. . . // k1(G,X)
k1(φ)
// k1(G,Y)
k1(ψ)
// k1(G,Z)
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and
(4.4) c1(G,X)
c1(φ)
// c1(G,Y)
c1(ψ)
// c1(G,Z) // . . .
. . . // c0(G,X)
c0(φ)
// c0(G,Y)
c0(ψ)
// c0(G,Z) // 0.
4.2. Cohomological Mackey functors for profinite groups. Let G be a profi-
nite group, let M be a G-Mackey system, and let U, V ∈ M, V normal in U . The
restriction functor (cf. (3.22))
(4.5) resM(U/V )◦( ) : cMFG(M, Zmod) −→ cMFU/V ((U/V )
◦, Zmod)
is exact. For k = 0, 1 we put (cf. §3.1)
(4.6)
ck(U/V,X) = ck(U/V, res
M
(U/V )◦(X)), k
k(U/V,X) = kk(U/V, resM(U/V )◦(X)).
Recall that
(4.7)
tres(X) = lim
←−U∈M
(XU , t
X
V,U ),
ires(X) = lim
−→U∈M
(XU , i
X
U,V ).
In particular, ires(X) is a discrete left G-module, and
(4.8) ires( ) : cMFG(M, Zmod) −→ Gdis
is an exact functor. If G ∈M, we denote by
(4.9) jX : XG → ires(X)
the canonical map. If X ∈ ob(cMFG(M, Zpprf )), then tres(X) is a profinite left
Zp[[G]]-module, and
(4.10) tres( ) : cMFG(M, Zpprf ) −→ Zp[[G]]prf
is an exact functor. For X ∈ ob(cMFG(M, Zmod)) the higher derived functors
(4.11) Rk tres(X) = lim
←−
k
U∈M
(XU , t
X
V,U )
k ≥ 1, might not be trivial (cf. [6]).
4.3. Cohomological Mackey functors of type H0. Let G be a profinite group,
let M be a G-Mackey system, and let X be a cohomological M-Mackey functor.
If iXU,V : XU → XV is injective for all U, V ∈ M, V ⊆ U , we call X i-injective. If
Y is a subfunctor of an i-injective, cohomologicalM-Mackey functor X, then Y is
also i-injective. The following fact is straightforward.
Fact 4.2. Let G be a profinite group, and let M be a G-Mackey system. The
cohomological M-Mackey functor X is i-injective if, and only if, k0(U/V,X) = 0
for every normal section (U, V ) in M.
For profinite Fp[[G]]-modules (resp. Zp[[G]]-modules) of finite projective dimen-
sion one has the following.
Fact 4.3. Let G be a profinite group, and let M be a profinite, left Fp[[G]]-module
(resp. Zp[[G]]-module) of projective dimension d <∞. Then hd(M) is i-injective.
Proof. By hypothesis, the additive functor TorGd ( ,M) is left exact. For U, V ∈ G
♯,
V ⊆ U , the map i
hd(M)
U,V coincides with Tor
G
d (Fp[U\G],M) → Tor
G
d (Fp[V \G],M)
which is induced by the injection Fp[U\G]→ Fp[V \G]. This yields the claim. 
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For i-injective cohomological Mackey functors one has also the following.
Fact 4.4. Let M be a G-Mackey system of the profinite group G, and let X be
an i-injective cohomological M-Mackey functor. Then ires(X) = 0 is equivalent to
X = 0.
If M contains G and iXG,U : XG → XU is injective for all U ∈ M, then we say
that X is terminally i-injective, i.e., X is terminally i-injective if, and only if, the
canonical map
(4.12) jX : XG −→ ires(X)
is injective.
The cohomological M-Mackey functor X is said to be of type H0 (or to satisfy
Galois descent), if X is i-injective, and for every normal section (U, V ) in M, one
has k1(U/V, resM(U/V )◦(X)) = 0; e.g., for M ∈ ob(Gdis), h
0(M) (cf. (3.43)) is a
cohomological G♯-Mackey functor of type H0. Moreover, one has the following.
Fact 4.5. Let G be a profinite group, let M be a G-Mackey system, and let X be
a cohomological M-Mackey functor of type H0. Then one has a canonical isomor-
phism
(4.13) X ≃ resG
♯
M(h
0(ires(X))).
From Fact 4.2 one concludes the following.
Fact 4.6. Let G be a profinite group, and let M be a G-Mackey system. The
cohomological M-Mackey functor X is of type H0 if, and only if, kk(U/V,X) = 0
for all U, V ∈ M, V ⊳ U , k = 0, 1.
Suppose that M contains G. If the cohomological M-Mackey functor X is i-
injective and satisfies k1(G/U,X) = 0 for all U ∈ M♮ =M ∩G♮, then we say that
X is terminally of type H0. The following property will turn out to be useful for
our purpose.
Fact 4.7. Let G be a pro-p group, let M be a G-Mackey system containing G, and
let X ∈ ob(cMFG(M, Fpprf)) be terminally of type H
0. Then for every U ∈ M♮
one has im(iXG,U ) = socG/U (XU ).
Proof. As G is a pro-p group, G/U is a finite p-group. Since X is terminally of
type H0, one has im(iXG,U ) = (XU )
G/U = socG/U (XU ) (cf. §2.5). 
4.4. Hilbert ’90 cohomological Mackey functors. Let G be a profinite group,
and letM be a G-Mackey system. The cohomologicalM-Mackey functor X is said
to be Hilbert ’90, if X is of type H0 and for every normal section (U, V ) in M one
has H1(U/V,XV ) = 0.
Let G be a finite group, and let Ω be a finite set with a left G-action. Then
Ω =
⊔
1≤j≤r Ωi, where
⊔
denotes disjoint union and Ωj are the G-orbits on Ω. Let
ωj ∈ Ωj , and let Gj = stabG(ωj) denote the stabilizer of ωj in Gj . For the left
Zp[G]-permutation module Zp[Ω] one has isomorphisms
(4.14) Zp[Ω] ≃
∐
1≤j≤r
Zp[Ωj ] ≃
∐
1≤j≤r
indGGj (Zp) ≃
∐
1≤j≤r
coindGGj(Zp).
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Hence, by the Eckmann-Shapiro lemma, one has that
(4.15) H1(G,Zp[Ω]) ≃
∐
1≤j≤r
H1(Gj ,Zp) =
∐
1≤j≤r
Homgr(Gj ,Zp) = 0.
This fact has the following consequence.
Fact 4.8. Let G be a profinite group, and let H be a closed subgroup of G. Then
the cohomological G♯-Mackey functor indG
♯
H♯(T(H,Zp)) is Hilbert ’90.
Proof. Let X = indG
♯
H♯(T(H,Zp)). From the isomorphism X ≃ h
0(coindGH(Zp)) (cf.
Ex. 3.5(c)) one concludes that X is of type H0. Let (U, V ) be a normal section
in G♯, and let W ∈ G♯, W ⊆ V , which is normal in G. Then XW is a transitive
Zp[G/W ]-permutation module, i.e., XW ≃ Zp[Ω] for some finite transitive left
G/W -set Ω. Let Ω =
⊔
1≤j≤r Ωi denote the decomposition of Ω in V/W -orbits,
and put Ξ = {Ωi | 1 ≤ i ≤ r }. As U/W ⊆ NG/W (V/W ), Ξ is a left U/W -set, and
one has an isomorphism of left Zp[U/V ]-modules XV ≃ Zp[Ξ]. Hence, by (4.15),
H1(U/V,XV ) = 0 and X is Hilbert ’90. 
The Hilbert ’90 property has also the following consequence.
Fact 4.9. Let G be a profinite group, let M be a G-Mackey system, and let X ∈
ob(cMFG(M, Zpprf )) be a Hilbert ’90 cohomological M-Mackey functor such that
XU is torsion free for all U ∈M. Then X/p = X/pX is of type H
0.
Proof. By hypothesis, one has a short exact sequence
(4.16) 0 // X
p.
// X // X/p // 0
of cohomological M-Mackey functors. Let U, V ∈ M, V normal in U . By Propo-
sition 4.1(b), one has k0(U/V,X/p) = 0. Hence by Fact 4.2, X/p is i-injective. As
X is Hilbert ’90, the buttom row in the diagram
(4.17) 0 // XU //
i˜XU,V

XU //
i˜XU,V

(X/p)U //
i˜
X/p
U,V

0
0 // X
U/V
V
// X
U/V
V
// (X/p)
U/V
V
// 0
is exact. As X is of type H0, i˜XU,V is an isomorphism. Hence the snake lemma
implies that i˜
X/p
U,V is an isomorphism. This yields the claim. 
4.5. Cohomological Mackey functors of type H0. Let G be a profinite group,
let M be a G-Mackey system, and let X be a cohomological M-Mackey functor.
We will say that X is t-surjective, if tXV,U : XV → XU is surjective for all U, V ∈ M,
V ⊆ U . If Y is the homomorphic image of a t-surjective, cohomologicalM-Mackey
functor X, then Y is also t-surjective. The following fact is straightforward.
Fact 4.10. Let G be a profinite group, and let M be a G-Mackey system. The
cohomological M-Mackey functor X is t-surjective if, and only if, c0(U/V,X) = 0
for all U, V ∈ M, V ⊳ U .
From Fact 2.1(a) one concludes the following.
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Fact 4.11. Let G be a profinite group, let M be a G-Mackey system, and X ∈
ob(cMFG(M, Zpprf )). Then X is t-surjective if, and only if X/p = X/pX is t-
surjective.
Applying Pontryagin duality (cf. Rem. 3.2) to Fact 4.4 yields the following.
Fact 4.12. Let G be a profinite group, let M be a G-Mackey system, and let
X ∈ ob(cMFG(M, Fpprf )) (resp. X ∈ ob(cMFG(M, Zpprf ))). Then tres(X) = 0
implies X = 0.
The cohomological M-Mackey functor X is said to be of type H0 (or to satisfy
Galois codescent), if X is t-surjective, and for every normal section (U, V ) in M,
one has c1(U/V,X) = 0, e.g., for Q ∈ ob(Zp[[G]]prf) the cohomological G
♯-Mackey
functor h0(Q) (cf. (3.44)) is of type H0. Furthermore, one has the following.
Fact 4.13. Let G be a profinite group, let M be a G-Mackey system, and let
X ∈ ob(cMFG(M, Zpprf)) be a cohomological M-Mackey functor of type H0. Then
one has a canonical isomorphism
(4.18) X ≃ resG
♯
M(h0(tres(X))).
Remark 4.14. Note that tres : cMFG(M, Zpprf )→ Zp[[G]]prf is the right-adjoint of
resG
♯
M ◦h0 : Zp[[G]]prf → cMFG(M, Zpprf). Let
(4.19) ε : resG
♯
M ◦h0 −→ idcMFG(M,Zpprf)
denote the counit of the adjunction. Then X is of type H0 if, and only if, εX is an
isomorphism.
By Fact 4.10, one has also the following.
Fact 4.15. Let G be a profinite group, and let M be a G-Mackey system. The
cohomological M-Mackey functor X is of type H0 if, and only if, c0(U/V,X) =
c1(U/V,X) = 0 for all U, V ∈ M, V ⊳ U .
For projective, profinite left Zp[[G]]-modules or Fp[[G]]-modules the following is
true.
Fact 4.16. Let G be a profinite group, and let Q be a projective, profinite left
Fp[[G]]-module (resp. Zp[[G]]-module). Then h0(Q) is a cohomological G
♯-Mackey
functor which is also of type H0.
Proof. By definition and Fact 4.10, it suffices to show that h0(Q) is of type H
0. Let
(U, V ) be a normal section in G♯. As restriction maps projectives to projectives,
resGU (Q) is a projective, profinite left Fp[[U ]]-module. Since V = Fp[U/V ] ⊗̂U is
the left-adjoint of the inflation functor infUU/V ( ), it maps projectives to projectives
(cf. [21, Prop. 2.3.10]). Therefore h0(Q)V = QV is a projective left Fp[U/V ]-
module, and thus Hˆ−1(U/V,QV ) = Hˆ
0(U/V,QV ) = 0. As h0(Q) is of type H0,
one has
(4.20) c0(U/V, res
G♯
(U/V )◦(h0(Q))) = c1(U/V, res
G♯
(U/V )◦(h0(Q))) = 0.
The exact 6-term sequence (4.2) implies that
(4.21) k0(U/V, resG
♯
(U/V )◦(h0(Q))) = k
1(U/V, resG
♯
(U/V )◦(h0(Q))) = 0.
Thus Fact 4.6 yields the claim. The proof for projective, profinite left Zp[[G]] can
be transferred verbatim. 
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Remark 4.17. Let G be a profinite group, letH be a closed subgroup of G, and letN
be a closed normal subgroup of G containing H . Put G¯ = G/N . Let T = T(H,Fp)
be the cohomological H♯-Mackey functor described in Example 3.1(a), and put
X = indG
♯
H♯(T). Then one has an isomorphism
(4.22) X ≃ h0(coindGH(Fp))
(cf. Ex. 3.5(c)). In particular, X is of type H0. Let Y = resG
♯
G¯♯
(X) (cf. (3.21)).
For any open subgroup U of G containing N , one has XU = Fp[G/U ] (cf. Ex. 3.3).
Moreover, if V is an open subgroup of G such that N ⊆ V ⊆ U , one has H ∩ sU =
H ∩ sV = H for all s ∈ G, i.e., tXV,U : XV → XU is the canonical map (cf. (3.26)).
Hence Y ≃ h0(Fp[[G¯]]). In a similar fashion one shows that
(4.23) resG
♯
G¯♯(ind
G♯
H♯(T(H,Zp))) ≃ h0(Zp[[G¯]]).
4.6. Injectivity criteria. For a pro-p group G there are very useful criteria ensur-
ing that a homomorphism φ : X→ Y of cohomological Mackey functors with values
in the category Fpprf or Zpprf is injective. For cohomological Mackey functors with
values in Fpprf one has the following.
Lemma 4.18. Let G be a pro-p group, and letM be a G-Mackey system containing
G. Suppose that for φ : X→ Y ∈ mor(cMFG(M, Fpprf)) one has that
(i) jY ◦ φG : XG → ires(Y) is injective (cf. (4.12)), and
(ii) X is terminally of type H0.
Then φ is injective.
Proof. By hypothesis (i), iYG,U ◦ φG : XG → YU is injective for all U ∈ M. First
we show that resMM♮(φ) : res
M
M♮(X) → res
M
M♮(Y) is injective. For V ∈ M
♮ one has
a commutative diagram
(4.24) XG
φG
//
iXG,V

YG
iYG,V

XV
φV
// YV
As X is terminally of type H0, im(iXG,V ) = socG/V (XV ) (cf. Fact 4.7). Since
φV ◦ i
X
G,V = i
Y
G,V ◦ φG is injective, φV |socG/V (XV ) : socG/V (XV )→ YV is injective.
In particular, one has ker(φV ) ∩ socG/V (XV ) = 0 which implies that ker(φV ) = 0
(cf. Fact 2.9). Thus φV is injective.
Let U ∈M. There exists V ∈ M♮ such that V ⊆ U , and one has a commutative
diagram
(4.25) XU
φU
//
iXU,V

YU
iYU,V

XV
φV
// YV
Thus as iXU,V and φV are injective, φU is injective. This yields the claim. 
Another version of Lemma 4.18 is the following.
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Corollary 4.19. Let G be a pro-p group, and let M be a G-Mackey system con-
taining G. Let φ : X → Y ∈ mor(cMFG(M, Fpprf )) be a homomorphism of coho-
mological M-Mackey functors satisfying:
(i) φG : XG → YG is injective;
(ii) Y is terminally i-injective;
(iii) X is terminally of type H0.
Then φ is injective.
Proof. As Y is terminally i-injective, the canonical map jY : YG → ires(Y) is
injective. The claim is therefore a direct consequence of Lemma 4.18. 
From Fact 2.2 one concludes the following criterion for split-injectivity.
Lemma 4.20. Let G be a pro-p group, and let M be a G-Mackey system con-
taining G. Let φ : X → Y ∈ mor(cMFG(M, f .g.Zpmod)) be a homomorphism of
cohomological M-Mackey functors with values in the category of finitely generated
Zp-modules with the following properties:
(i) XU and YU are torsion free Zp-modules for every U ∈M;
(ii) gr0(X) is terminally of type H
0;
(iii) the canonical map jgr0(Y) ◦ gr0(φG) : gr0(XG)→ ires(gr0(Y)) is injective.
Then φU : XU → YU is split-injective for every U ∈M.
Proof. By hypothesis (ii) and (iii), gr0(φ) : gr0(X) → gr0(Y) satisfies the hypoth-
esis of Lemma 4.18, and thus is injective. Let U ∈ M and k > 0. Then one has a
commutative diagram
(4.26) gr0(XU )
gr0(φU )
//
tk.

gr0(YU )
tk.

grk(XU )
grk(φU )
// grk(YU )
where the vertical maps are isomorphisms by hypothesis (i). Hence grk(φU ) is
injective for all k ≥ 0. Thus, by Fact 2.2, φU : XU → YU is split-injective. 
4.7. A dimension theorem. For a pro-p group G one has the following theorem.
Theorem 4.21. Let G be a pro-p group, let B be a basis of neighbourhoods of
1 ∈ G consisting of open subgroups of G, and let M be a profinite left Fp[[G]]-module
satisfying Hd(G,M) 6= 0, d ≥ 0. Then the following are equivalent.
(i) prdim(M) = d;
(ii) corG,U : Hd(G,M) −→ Hd(U, res
G
U (M)) is injective for all U ∈ B.
Proof. By Fact 4.3, it suffices to show that (ii) implies (i). Since B is a basis,
(ii) implies that corG,U : Hd(G,M) −→ Hd(U, res
G
U (M)) is injective for every open
subgroup U of G. Let (P•, ∂•, εM ) be a minimal projective resolution of M in
Fp[[G]]prf (cf. Fact 2.3). Then (h0(Pk),h0(∂k)) is a chain complex of cohomological
G♯-Mackey functors with values in Fpprf . Furthermore, for all k ≥ 0 one has the
short exact sequences of cohomological G♯-Mackey functors
(4.27) 0 // ker(h0(∂k))
ιk
// h0(Pk)
πk
// im(h0(∂k)) // 0;
0 // im(h0(∂k+1))
αk
// ker(h0(∂k))
βk
// hk(M) // 0;
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where ιk is given by inclusion. By Fact 4.16, h0(Pk) is of type H
0 and H0. Hence
ker(h0(∂k)) is i-injective for all k ≥ 0 (cf. §4.3).
As (P•, ∂•, εM ) is a minimal projective resolution, (h0(Pk)G,h0(∂k)G) is a chain
complex with values in Fpprf with trivial differential (cf. Fact 2.5). Thus ι
k
G and
βkG are isomorphisms for all k ≥ 0.
Let U be an open normal subgroup of G. As h0(Pd) is of type H
0, and since ιdG
is an isomorphism, one has
(4.28)
SU = socG/U (h0(Pd)U ) = im(i
h0(Pd)
G,U )
= im(i
ker(h0(∂d))
G,U ) = socG/U (ker(h0(∂d))U ).
Suppose that U ∈M and consider the commutative diagram
(4.29) ker(h0(∂d))G
βdG
//
i
ker(h0(∂d))
G,U

hd(M)G
i
hd(M)
G,U

ker(h0(∂d))U
βdU
// hd(M)U .
By hypothesis, i
hd(M)
G,U is injective. Furthermore, i
ker(h0(∂d))
G,U is injective, and β
d
G is
an isomorphism. Thus by (4.29), βdU |SU : SU → hd(M)U must be injective. Hence
ker(βdU ) has trivial intersection with SU , and thus ker(β
d
U ) = 0 (cf. Fact 2.9), i.e.,
βdU is injective. From the exact diagram (4.27) one concludes that α
d
U = 0. In
particular, tres(αd) = 0.
Since tres( ) is exact (cf. §4.2), one concludes that tres(im(h0(∂d+1))) = 0.
Moreover, as im(h0(∂d+1)) is a homomorphic image of h0(Pd+1), the cohomological
G♯-Mackey functor im(h0(∂d+1)) is t-surjective (cf. §4.5). Hence im(h0(∂d+1)) = 0
(cf. Fact 4.12), i.e., h0(∂d+1) : h0(Pd+1)→ h0(Pd) is the 0-map. Thus
(4.30) tres(h0(∂d+1)) = ∂d+1 : Pd+1 → Pd
is the 0-map (cf. Rem. 4.14). The minimality of (P•, ∂•, εM ) then implies that
Pd+k = 0 for all k ≥ 1. 
4.8. Free pro-p groups. For a pro-p group G we denote by El = El(G) the
cohomological G♯-Mackey functor h1(Fp), i.e., ElU = U
ab,el for all U ∈ G♯. As a
consequence of Theorem 4.21 one has the following characterization of free pro-p
groups.
Corollary 4.22. Let G be a pro-p group, and let B be a basis of neighbourhoods of
1 ∈ G consisting of open subgroups of G. Then the following are equivalent:
(i) G is a free pro-p group.
(ii) iElU,V : U
ab,el → V ab,el is injective for all U, V ∈ G♯, V ⊆ U .
(iii) iElG,U : G
ab,el → Uab,el is injective for all U ∈ B.
(iv) The canonical map jEl : G
ab,el → D1(Fp) is injective.
Proof. A non-trivial pro-p group G is free if, and only if, cdp(G) = 1 (cf. [12,
§I.4.2, Cor. 2]). For a profinite group the cohomological p-dimension coincides
with the projective dimension of the trivial profinite Fp[[G]]-module Fp (cf. [11,
Prop. 7.1.4]). The implication (i)⇒(ii) follows from Fact 4.3, (ii)⇒(iii) is trivial,
and (iii)⇒(i) follows from Theorem 4.21. The equivalence (iii)⇔(iv) is a direct
consequence of the definition of D1(Fp) (cf. (1.2)). 
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5. Ends and directions
In this section we will denote by 1Zp ∈ Zp a fixed generator of the additive group
of the p-adic integers.
5.1. Pro-p groups with an Fp-direction. For a pro-p group with an Fp-direction
one has the following.
Theorem 5.1. Let G be a pro-p group with an Fp-direction G
τ
→ Zp
σ
→ G. Let
Σ = im(σ), and let N = cl(〈 gΣ | g ∈ G 〉) denote the closure of the normal closure
of Σ. Then one has the following:
(a) N is a free pro-p group.
(b) Let G¯ = G/N . Then one has a canonical isomorphism
(5.1) N/Φ(N) ≃ Fp[[G¯]]
of profinite, left Fp[[G¯]]-modules.
(c) The extension of pro-p groups
(5.2) {1} // N/Φ(N)


// G/Φ(N) // // G¯ // {1}
splits.
Proof. (a) LetT = T(Σ,Fp) (cf. Ex. 3.1(a)), and let φ : T→ El(Σ) = tres
G♯
Σ♯ (El(G))
(cf. Fact 3.6) be the isomorphism of cohomological Σ♯-Mackey functors induced by
s = σ(1Zp), i.e., for Ξ ∈ Σ
♯, |Σ : Ξ| = ph, one has φΞ(1Fp) = s
phΦ(Ξ).
Let φ˜ : indG
♯
Σ♯ (T) → El(G) be the mapping induced by φ (cf. (3.36)), i.e., with
the notation established in Example 3.3(a) one has for U ∈ G♯, G =
⊔
r∈RΣrU ,
R ⊆ G a system of coset representatives for Σ\G/U and |Σ: Σ∩rUr−1| = ph
r
that
(5.3) φ˜U (ΣrU) = (r
−1sp
hr
r)Φ(U).
As indG
♯
Σ♯ (T) ≃ h
0(coindGΣ(Fp)) (cf. (3.46)), ind
G♯
Σ♯ (T) is of type H
0. Moreover,
jEl(φ˜G(Σ1G)) = jEl(sΦ(G)) 6= 0, i.e., jEl ◦ φ˜G is injective. Thus by Lemma 4.18,
φ˜ is injective. Put Z = im(φ˜) ⊆ El(G). Then Z is an i-injective cohomological
G♯-Mackey subfunctor of El(G) (cf. §4.3).
Since G is a pro-p group, M = {V ∈ N ♯ | V normal in G } is a normal N -
Mackey basis (cf. §3.1). Suppose that N is not free, i.e., cdp(N) > 1. Thus by
Corollary 4.22(iii), there exists an element n ∈ N \ Φ(N), and an open subgroup
W◦ ∈ M such that i
El
N,W◦
(nΦ(N)) = 0. Hence iElN,W (nΦ(N)) = 0 for all W ∈ W
♯
◦ .
Since n 6∈ Φ(N), there exists an open subgroup V◦ of G containing N such that
n 6∈ Φ(V◦) (cf. [11, Prop. 2.8.9]). Hence n 6∈ Φ(V ) for all open subgroups V of V◦
containing N .
Let U be an open normal subgroup of G, such that U ∩N ⊆W◦ and U ⊆ V◦. In
particular, NU ⊆ V◦. As NU/U and N/(N ∩ U) are canonically isomorphic, one
has a commutative diagram
(5.4) N/Φ(N)
α
//
i
El(N)
N,N∩U

γ
))
NU/Φ(NU)
i
El(G)
NU,U

(N ∩ U)/Φ(N ∩ U)
β
// U/Φ(U),
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where α and β are the canonical maps. Let γ denote the diagonal map. Since
NU ⊆ V◦, α(n.Φ(N)) 6= 0. As N is generated as normal subgroup by Σ, one has
im(α) = ZNU . As i
El(G)
NU,U |ZNU = i
Z
NU,U is injective, one has γ(nΦ(N)) 6= 0. Since
N ∩ U is an open subgroup of W◦, one has i
El(N)
N,N∩U(nΦ(N)) = 0; in particular,
γ(nΦ(N)) = 0, a contradiction. Thus N is a free pro-p group.
(b) As N is generated as normal subgroup by Σ, one has an isomorphism of profinite
left Fp[[G¯]]-modules
(5.5) N/Φ(N) = lim
←−N⊆U⊆◦G
ZU .
Let Y = resG
♯
G¯♯
(Z). Then Y ≃ h0(Fp[[G¯]]) (cf. Rem. 4.17). In particular, one has
an isomorphism lim
←−N⊆U⊆◦G
ZU = tresG¯♯(Y) ≃ Fp[[G¯]]. (cf. Rem. 4.14).
(c) Since Fp[[G¯]] is a profinite, projective left Fp[[G¯]]-module, Y = res
G♯
G¯♯
(Z) is also
of type H0 (cf. Fact 4.16), i.e., Y ≃ h0(coindG¯
♯
{1}(Fp)). The functor
(5.6) iresG¯♯ : cMFG¯(G¯
♯, Fpdis) −→ Fp[[G¯]]dis
is the left-adjoint of the functor
(5.7) h0( ) :
Fp[[G¯]]dis −→ cMFG¯(G¯
♯, Fpdis).
As iresG¯♯ is exact, h
0( ) is mapping injective, discrete left Fp[[G¯]]-modules to in-
jectives functors in cMFG¯(G¯
♯, Fpdis) (cf. [21, Prop. 2.3.10]). In particular, Y is
injective in cMFG¯(G¯
♯, Fpdis). Since A = res
G♯
G¯♯
(El(G)) ∈ ob(cMFG¯(G¯
♯, Fpdis)),
there exists a cohomological G¯♯-subfunctor B of A such that A = B⊕Y.
Let M¯ be a normal G¯-Mackey basis, and let π : G → G¯ denote the canonical
projection. For U¯ ∈ M¯ let U = { u ∈ G | π(u) ∈ U¯ }, and put G˜U¯ = G/Φ(U).
Then one has canonical projections π˜U¯ : G˜U¯ → G/U for all U¯ ∈ M¯. Moreover, for
V¯ ∈ M¯ with V¯ ⊆ U¯ one has a commutative diagram
(5.8) {1} // AV¯
tA
V¯ ,U¯

ι˜V¯
// G˜V¯
π˜V¯
//
µ˜V¯ ,U¯

G/V
νV,U

// {1}
{1} // AU¯
ι˜U¯
// G˜U¯
π˜U¯
// G/U // {1}
with exact rows, where µ˜V¯ ,U¯ : GV¯ → GU¯ and νV,U : G/V → G/U are the canonical
maps. We also assume that ι˜U¯ is given by inclusion. Put GU¯ = G˜U¯/BU¯ , and let
πU¯ : : GU¯ → G/U denote the canonical projection. Then one has a commutative
diagram
(5.9) tV¯ : {1} // YV¯
tY
V¯ ,U¯

// GV¯
πV¯
//
µV¯ ,U¯

G/V
νV,U

// {1}
tU¯ : {1} // YU¯ // GU¯
πU¯
// G/U // {1}
with exact rows, where µV¯ ,U¯ : GV¯ → GU¯ is the induced map. Let ρU¯ : G → GU¯
denote the canonical projection, and put KU¯ = ker(ρU¯ ). By construction, one has
Φ(U) ⊆ KU¯ ⊆ U . In particular, for K =
⋂
U¯∈M¯KU¯ , one has
(5.10) Φ(N) ⊆ K ⊆ N
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(cf. [11, Prop. 2.8.9]). By construction, one has N/K ≃ Fp[[G]], and - thus by (b) -
K = Φ(N). Let
(5.11) s : {1} // N/Φ(N) // G/Φ(N) // G¯ // {1}
denote the short exact sequence associated to the extension G/Φ(N) → G¯, and
let [sU¯ ] denote the image of [s] in H
2
cts(G¯,Fp[G¯/U¯ ]). Then - by construction -
[sU¯ ] = inf
G¯
G/U ([tU¯ ]), where inf
G¯
G/U ( ) is the inflation map
(5.12) infG¯G/U ( ) : H
2(G/U,Fp[G¯/U¯ ]) −→ H
2
cts(G¯,Fp[G¯/U¯ ]),
and tU¯ is given as in (5.9). As Fp[G¯/U¯ ] is an injective Fp[G¯/U¯ ]-module, one has
[tU¯ ] = 0, and therefore [sU¯ ] = 0. Hence, by Proposition 2.8, one has [s] = 0, and
this yields the claim. 
5.2. Special extensions of pro-p groups. The following theorem shows that
the splitting of a special pro-p extension implies the decomposition of the extension
group G as a free product.
Theorem 5.2. Let {1} // N
ι
// G π
//// G¯ //
θ
uu
{1} be a split special pro-
p extension, i.e., π ◦ θ = idG¯. Then there exists a closed free pro-p subgroup F ⊆ N
such that G is isomorphic to F
∐
G¯.
Proof. As G¯ is a pro-p group, every projective profinite left Fp[[G¯]]-module is free,
i.e., there exists a profinite set Y and an isomorphism of left Fp[[G¯]]-modules
(5.13) ψ : Fp[[G¯]] ⊗̂Fp[[Y]] −→ N/Φ(N).
Let s : N/Φ(N) → N be a continuous section of the canonical projection (cf. [12,
Prop. I.1.2]). Then X = s(ψ(1 ⊗̂Y)) ⊂ N is a closed subset and thus profinite.
Let F (X) be the free pro-p group defined over the profinite set X. Then one has a
canonical homomorphism of pro-p groups φ : F (X) → N . Put F = im(φ). Then -
as F is a closed subgroup of N - F is free. By construction, the induced morphism
of profinite Fp-vector spaces
(5.14) φ˜ : F (X)/Φ(F (X)) −→ F/Φ(F )
is an isomorphism. Thus φ◦ : F (X) → F is an isomorphism, and F is free over
the profinite set φ◦(X). Let ι◦ : F → G be the mapping induced by inclusion.
Then one has a homomorphism of pro-p groups β = ι◦
∐
θ : F
∐
G¯ −→ G. Put
M = cl(〈gF | g ∈ G〉) and consider the commutative diagram with exact rows
(5.15) {1} // M
α

// F
∐
G¯ //
β

G¯ // {1}
{1} // N // G // G¯ // {1}.
By construction, the induced map α◦ : M/Φ(M)→ N/Φ(N) is an isomorphism of
profinite Fp-vector spaces. As M and N are free, α is an isomorphism. From the
snake lemma one concludes that β is an isomorphism. 
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5.3. The number of Fp-ends. Let G be a profinite group, and let H ⊆ G be a
closed subgroup of G. Then one can define an index |G : H | of H in G which is
a supernatural number (cf. [11, Prop. 2.3.2(c)]). The fixed points of the transitive
permutation modules Fp[[G/H ]] and Zp[[G]] are related to this index as follows.
Proposition 5.3. Let G be a profinite group, and let H ⊆ G be a closed subgroup
of G. Then
(5.16) HomG(Fp,Fp[[G/H ]]) ≃
{
Fp if p
∞ does not divide |G : H |,
0 if p∞ divides |G : H |,
and
(5.17) HomG(Zp,Zp[[G/H ]]) ≃
{
Zp if p
∞ does not divide |G : H |,
0 if p∞ divides |G : H |.
Proof. Let U and V be open normal subgroups in G, V ⊆ U . Then one has a
commutative diagram
(5.18) Zp

β
// Zp

Zp[G/HV ]
G
αV,U
// Zp[G/HU ]
G
where the vertical maps are isomorphisms, αV,U is the canonical map, and β is
given by multiplication with |HU/HV |. This shows (5.17). The isomorphism
(5.16) follows by a similar argument. 
For a pro-p group G, A.A. Korenev defined in [7] the number of Fp-ends by
(5.19) E(G) = 1− dimFp(H
0
cts(G,Fp[[G]])) + dimFp(H
1
cts(G,Fp[[G]])).
If G is countably based, one has an isomorphism
(5.20) D1(Fp)
∨ ≃ lim
←−U⊆◦G
H1(U,Fp) ≃ H
1
cts(G,Fp[[G]]).
Hence, by Proposition 5.3, for an infinite finitely generated pro-p group G one has
E(G) = 1 + dim(D1(Fp)). Let G be a finitely generated pro-p group. Then G is
called FAb2 if Uab = U/ cl([U,U ]) is finite for every open subgroup U of G. The
following theorem has been proved in [23].
Theorem 5.4. Let G be a FAb pro-p group. Then H1cts(G,Fp[[G]]) = 0. In parti-
cular, if G is infinite, then E(G) = 1.
From Theorem 5.4 one concludes the following.
Theorem 5.5. Let G be a finitely generated pro-p group with E(G) > 1. Then
there exists an open normal subgroup U of G with an Fp-direction U
τ
→ Zp
σ
→ U .
Proof. By Theorem 5.4, there exists an open subgroup U of G such that Uab is an
infinite, finitely generated Zp-module. Since V
ab is infinite for any open subgroup
V of U , the open subgroup U can be chosen to be normal in G. As D1(Fp) =
lim
−→U⊆◦G
Uab,el, we may also assume that the map jEl,U : U
ab,el → D1(Fp) is non-
trivial. There exists a non-trivial torsion free Zp-submodule C of U
ab satisfying
2This is an abbreviation for finite abelianizations.
26 TH. WEIGEL
Uab = tor(Uab) ⊕ C. Let η : Uab → Uab,el denote the canonical map. We may
consider two cases separately.
Case 1: jEl,U (η(C)) 6= 0. In this case there exists c ∈ C such that jEl,U (η(c)) 6= 0.
As c 6∈ pC ⊆ Φ(Uab), Zpc is a direct summand of C isomorphic to Zp, and thus
also a direct summand of Uab. Let c˜ ∈ U be such that c = c˜ cl([U,U ]), and let V
be a Zp-submodule of U
ab such that Uab = Zpc ⊕ V . Define the homomorphism
τ˜ : Uab → Zp by τ˜ (c) = z, V = ker(τ˜ ), and let τ : U → Zp be the induced map;
define σ : Zp → U by σ(z) = c˜. It is straightforward to verify that U
τ
→ Zp
σ
→ U is
an Fp-direction.
Case 2: jEl,U (η(C)) = 0. By hypothesis, there exists an element x ∈ tor(U
ab)
satisfying jEl,U (η(x)) 6= 0, and c ∈ C, c 6∈ pC. Let C◦ ⊆ C be such that C =
Zpc ⊕ C◦. Then y = x + c is an element generating a submodule isomorphic to
Zp, and C
′ = Zpy ⊕ C◦ is a complement of tor(U
ab) in Uab. By construction,
jEl,U (η(C
′)) 6= 0 and one can proceed as in Case 1. 
Remark 5.6. Let G be a finitely generated, infinite pro-p group. Then either
E(G) = 1, or G contains an open subgroup U with an Fp-direction U
τ
→ Zp
σ
→ U
(cf. Thm. 5.5). Put Σ = im(σ). If |U : Σ| < ∞, then G is virtually cyclic, and -
as dim(D1(p)) = 1 - one has E(G) = 2. Assume that |U : Σ| = ∞. By the proof
of Theorem 5.1(a), D1(Fp) contains the subgroup iresU♯(Z) which is isomorphic
to coindUΣ(Fp). Hence dim(D1(Fp)) = ∞, and therefore E(G) = ∞. Hence The-
orem 5.1 and Theorem 5.5 provide an alternative proof of the fact that the only
possible values for E(G) are 0, 1, 2 and ∞ (cf. [7]).
Finally we obtain the following structural result for finitely generated pro-p
groups with infinitely many ends (cf. Thm. 5.1, Thm. 5.5).
Theorem 5.7. Let G be a finitely generated pro-p group satisfying E(G) = ∞.
Then G contains an open normal subgroup U and a closed subgroup N , N 6= U ,
with the following properties:
(a) N is normal in U ;
(b) N is a non-trivial free pro-p subgroup;
(c) Nab,el ≃ Fp[[U/N ]] as profinite left Fp[[U/N ]]-module;
(d) the extension {1} → Nab,el → U/Φ(N)→ U/N → {1} splits.
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