Introduction
Splice junctions are points on a DNA sequence at which 'superfluous' DNA is removed during the process of protein synthesis in higher organisms (Green, 1986) . The problem posed is to recognize, given a sequence of DNA, the boundaries between exons (the parts of the DNA sequence retained after splicing) and introns (the parts of the DNA sequence that are spliced out), i.e. donor and acceptor sites. This problem can also be posed as to find a classification rule: given a position in the middle of a window of DNA sequence elements (nucleotides), decide whether this is an 'intron → exon' boundary (IE), 'exon → intron' boundary (EI), or neither (N). Since this is the basis of coding and intron region prediction of uncharacterized genomic DNA, many methods and algorithms have been suggested for this task (Staden, 1984; Lapedes et al., 1988; Brunak et al., 1991; Solovyev et al., 1994) . At present, the most successful splice site prediction techniques, whose use is established in gene-prediction systems worldwide, are based on back propagation neural networks (Brunak et al., 1991) and discriminant analysis (Solovyev et al., 1994) . However, the best of these prediction methods shows high accuracy [a known bad indicator of predictive performance (Brunak et al., 1991) ], but low correlation coefficients (0.63 and 0.47) for the splice-junction recognition problem (Solovyev et al., 1994) . Its successful application for internal exon prediction is due to further steps, incorporating knowledge on intron and exon characteristics.
Our aim is to perfect the first segmentation step, and in this paper we combine the classical discriminant analysis with a new machine learning algorithm, called the BRAIN (Batch Relevance-based Artificial INtelligence) algorithm in the following, for binary (two class) classification rules, to recognize, given a sequence of DNA, the boundaries between exons and introns. In the machine learning approach, a learning algorithm receives a set of training examples, each labeled as belonging to a particular class. The algorithm's goal is to produce a classification rule (hypothesis) for correctly assigning new examples to these classes (Dietterich and Shaving, 1990 ). This process is called inductive inference (Michalski, 1983) . Additional constraints are incorporated in the algorithm, for choosing an appropriate hypothesis. These constraints are called biases (Dietterich and Shaving, 1990) . Bias typically takes two forms: restricted hypothesis space bias and preference bias. The former restricts the search of the unknown classification rule in a specific hypothesis space, where the hypotheses are defined in terms of their representations. Logical formulae remains the traditional means of representation both in formal AI systems (McCarthy and Hayes, 1969) and in actual applications, in spite of the difficulty in writing consistent theories, and of the computational problems (Kautz et al., 1995) . In the BRAIN algorithm, the hypothesis space consists of logical formulae in disjunctive normal form (DNF). The main advantage of this representation with respect to other methods is that we can derive explicit splicing rule description. Furthermore, as evidenced by Solovyev et al. (1994) , splice junctions that do not contain AG or GT indicate the existence of special mechanisms to recognize them. So the DNF hypothesis space is restricted to GT-or AG-containing splice sites. Most of the preference biases attempt to minimize some measure of the hypothesis syntactic complexity. This follows Occam's razor: the simpler of two competing hypotheses should always be preferred. A theoretical explanation of why Occam's razor is successful has been presented by Blumer et al. (1987) . As preference bias, the BRAIN algorithm tries to minimize the syntactic complexity of the hypothesis by means of a preference value called relevance. The performance of the learning algorithm is measured in terms of the hypothesis classification accuracy on previously unseen sequences, and of the computational effort required to produce the hypothesis. While theoretical analysis can provide bounds on the number of examples needed to guarantee a given level of confidence in the accuracy of learning, these bounds are based on worst-case arguments, and hence they tend not to be useful in practice. On the other hand, experimental methods based on the training set/test set methodology can provide good assessments of the accuracy of learned classification rules (Weiss and Kapouless, 1989) . This technique has been widely employed in actual applications (Brunak et al., 1991; Solovyev et al., 1994) , and this is the technique we apply here. The computational effort the BRAIN algorithm requires to produce the hypothesis is bounded by a polynomial in the length of the DNA window, and in the number of examples. To improve the classification accuracy, we also used a neural network, a feed-forward one (Bishop, 1996) , on the functions produced by BRAIN. The method is then combined with a classical discriminant analysis procedure. We show that the resulting achieved error rates and related correlation coefficients are 0.0002 and 0.83 for donor, and 0.0003 and 0.81 for acceptor splice sites. Although application of inductive inference to the space of binary sequences of fixed length has undergone a tremendous explosion of interest [Dietterich and Shaving (1990) is an excellent collection of papers on the matter], our algorithm appears to be novel. The general methodology used in developing the learning algorithm is related to the STAR technique of Michalski (1983) , to the candidate-elimination method introduced by Mitchell (1982) , and to the work of Haussler (1988) . About its application, past usage of the same DNA datasets in machine learning can be found in Noordewier et al. (1991) , Towell et al. (1991) , Brunak et al. (1991) , and Towell and Shavlik, (1992) , and in the StatLog project (http://www.ncc.up.pt/liacc/ML/statlog). Our results compare favorably with the biological literature (Brunak et al., 1991; Solovyev et al., 1994) and further show explicit description of splicing rules.
Systems and methods

The data
Two different sets of data are used in this study. The former referring material is the Irvine Primate splice-junction database, called IPData in the following. While this dataset is very out of date, its past use in the StatLog project allows comparisons with many machine learning algorithms, including both back propagation and discriminant analysis. There are 767 donor splice sites and 765 acceptor splice sites, where eight donor and four acceptor sites do not have the GT and AG conserved dinucleotide in flanking positions. As carried out by Brunak et al. (1991) , in the experiments the symbolic variables representing the nucleotides (A,G,T,C) are replaced by four binary indicator variables:
The DNA sequence is then divided into windows of 60 nucleotides, corresponding to 240 binary attributes. Each window is labeled to belong to one of the three categories EI, IE and N. Categories EI and IE include every 'split-gene' for primates in Genbank 64.1, and non-splice (N) examples are taken from sequences known not to include a splicing site. According to the StatLog usage, there are 3186 examples, divided into training (2000) and test (1186) examples. Each class is indicated by a number: Brunak et al. (1991) in the NetGene assessment. [One sequence (HUMALBGC) was not included in the set provided by Brunak, and one sequence (HUMACCYBA) includes many unspecified bp (X). A known dataset annotation error (HUMAK1, 10517) has been corrected.] There are 630 donor splice sites and 630 acceptor splice sites, where one donor and one acceptor sites do not have the GT and AG conserved dinucleotide in flanking positions. As in the original study, the dataset is divided into two parts: a training set including 63 of all sequences (362 829 bp) and a test set containing the remaining ones (190 987 bp). Table 2 shows the example distribution over the classes. 
Problem description
So our problem is: given a window of n binary values, in the following called instance w, decide whether this belongs to class 1, 2 or 3. The problem can be further subdivided to find three Boolean classification rules
such that f c (w) = 1 if w belongs to the class c, and f c (w) = 0 otherwise, for c = 1, …3. While f 3 may be considered redundant, it will be used in the classification refinement, as we will see in Results.
Formulae and properties
Since our hypothesis space consists of Boolean formulae, for the sake of clearness, we report some basic definitions. A Boolean classification rule (briefly, function) f c on n variables
each one taking only the values 1 or 0, is a mapping from the n-dimensional instance space {0, 1} n to {0, 1}
An instance can be viewed as a value assignment to the variables in f c . An instance is positive, and it is indicated as the vector
if f c (w
p . An instance is negative, and it is indicated as the vector
if f c (w . A Boolean function is consistent with a set of instances if, and only if, it matches every positive instance and no negative instance in the set. A variable is in true form, and it is indicated as the literal x k , if it assumes value 1 when it is assigned to 1, and 0 otherwise. On the contrary, a variable is in negated form, and it is indicated as the literal x k , if it assumes value 0 when x k is assigned to 1, and 1 otherwise. A term m is the conjunction of any subset of the n variables x l , x 2 , …, x n , each one in true or negated form. A term is made true by an instance if each of its variables is 1 by assigning the corresponding instance values. In the same way, a term is not made true by an instance if at least one of its variables is 0 by assigning the corresponding instance values. A Boolean function is expressed as a DNF formula if it is expressed as a disjunction (or) of terms. Given an instance, it assumes value 1 if at least one term of the function is made true by the assignment, and it assumes value 0 otherwise. An L-term DNF function can be represented as:
Example 2 
Algorithm
Our aim is to infer a consistent DNF classification rule of minimum syntactic complexity from a set of instances. Here, the minimum syntactic complexity means the minimum number of terms, each one with the minimum number of variables.
One-to-one
Let us start finding a DNF formula that is consistent both with a positive instance and a negative one. Given a couple of instances (w 
It can be immediately seen that, given the set of instances {w
where v k is the kth variable in true or negated form, is consistent with the set and of minimum size. 
One-to-many
Now let us consider having one positive instance and q negative ones:
In this case, different variables can disagree on different pairs (w ) 1 , w * j ). Then a term, to be consistent with the given instances, needs to include at least one variable for each set
Furthermore, as preference bias, we require a term of the smallest total size. This can be viewed as a set covering problem (Cormen et al., 1990) , and while the problem is NP-hard (Cormen et al., 1990) , an approximate solution can be found by a generalized greedy method (Johnson, 1974) , as applied in machine learning by Haussler (1988 
where I Si,j (v k ) is the characteristic function of the S i,j set, i.e. it is 1 if v k ∇ S i,j and 0 otherwise, then we call relevance of a variable v k in the q S i,j sets the value:
So, given the S i, j sets, we repeatedly compute the relevances, choosing the variable with the greatest one, and erasing the sets including that variable, until there are no more sets.
Example 4: Given the instances w ) 1 = (1, 0, 0, 1), w * 1 = {1, 0, 1, 1} and w * 2 = {1, 1, 0, 0}, we have S 1,1 = {x 3 }, S 1,2 = {x 2 ,x 4 }. The initial non-zero relevances are R 1 (x 2 ) = ¼, R 1 (x 3 ) = ½, R 1 (x 4 ) = ¼. The variable x 3 has the maximum relevance, and, once we have selected it, we erase the set S 1,1 only, leaving S 1,2 = {x 2 , x 4 ). The new non-zero relevances are R 1 (x 2 ) = ½, R 1 (x 4 ) = ½. We can choose any of the two variables in S 1,2 , and then all the S i,j sets are erased. So a possible output is x 2 x 3 .
Many-to-many
Now let us consider having p positive instances and q negative ones:
Not necessarily the formula contains just a term. In the general case, a consistent DNF formula will be a disjunction of a set of terms. Each positive instance satisfies at least one term and none of the terms is satisfied by any negative instance. As in the one-to-many case, for each couple ( w i , there is a term that contains at least a variable in each S i,j set. While the problem of finding the minimal consistent DNF formula is NP-hard (Kearns et al., 1987) , an approximate solution can also be found by a generalized greedy method as applied by Haussler (1988) . Given the instances, it consists of choosing the term that is made true by the greatest number of positive instances and it is not made true by all the negative ones, and erasing such positive instances, until there are no more positive instances. Unfortunately, such a method is impractical because the term selection step has high cost. It can be argued that it is possible to use an approximate solution for the term selection, as we will do in this paper, but a general performance evaluation is actually an open problem. What we do is to extend the relevance evaluation to take into account the relative frequency of a variable in the S i,j sets, for i = 1, … p and build the function terms in the iterative way of a one-to-many case. For each couple ( w ) i , w * j ), let us consider the sets:
that we collect as
and the relevances
To take into account the relative frequencies, we extend the relevance to all the S i,j s, so having:
By using this extended relevance, the greedy approximation algorithm is applied at the same time both to cover the greatest number of positive instances, and to select the least possible number of variables.
GT/AG bias
Finally, for class 1 and 2, we limit ourselves to the data having the GT and AG conserved dinucleotide in flanking positions. This is done by testing the presence of: The remainder of the procedure is the classical greedy approximation. This procedure can be sketched as follows:
BRAIN Algorithm
Step 1: Input: n = variable number, c = class, G = {w Step 2: While there are positive instances in G 2.1 S i,j -sets: Build from G the sets S i,j and collect them in S i s.
Start a new term:
Set m = φ. 
Build the term:
Add the term:
f c ← f c + {m∪mBIAS c }.
Update instances:
Erase from G the positive instances satisfying m.
Step 3: Output: f c
The resulting f c is the inferred formula. It is easy to see that the algorithm has polynomial time complexity, upper bounded by O(n 2 t 3 ), where n is the variable number on which f c is defined and t is the number of examples seen.
Implementation
The BRAIN algorithm has been implemented both in C and Pascal. The experiments in C were carried out on a SUN/OS SPARK II workstation. The Pascal version runs on Intelbased PCs.
Results
Evaluation measures
We will use as indicators of the predictive performance the error number, i.e. the number of patterns in the test set erroneously classified, the error rate, i.e. the ratio between the error number and the test set size, and the correlation coefficient, a measure that takes the relationship between correctly predicted positives and negatives as well as false positives and negatives:
where P c and N c are the correctly predicted splicing and notsplicing sites for class c, respectively, and P c and N c are similarly the incorrectly predicted sites. In the experiments on real sequences, we also report the accuracy, i.e. the percentage of correctly predicted splice sites.
Base results
We applied the BRAIN algorithm on the IPData training set, building a formula f c for each class. For each class, the training set consists of 2000 instances, and the test set of 1186 (see Table 3 ). The number of patterns in the test set erroneously classified, the error rate and the correlation coefficient are reported, for each class, in Table 4 . 
Restricted window
The dataset documentation indicates that much better performance is generally observed if attributes closest to the junction are used. In our case, this means restricting the window to 20 nucleotides by using binary attributes 81-160 only. Following this hint, we achieved the results reported in Table 5 . Figure 1 reports the corresponding splicing rules. (In the figure, lowercase letters mean variables in negated form, i.e. there is not a nucleotide represented by the corresponding uppercase letter in that position. For example, given a sequence of 20 nucleotides, there is an EI junction in the middle according to rule 3 if nucleotide 2 is not C or T, nucleotides 11, 12, 13 are G, T, A, respectively, and nucleotide 14 is not T.) Further experimented restrictions (10-15 nucleotides) decrease the recognition performance.
Cross-validation
The results achieved by using a '10-fold cross-validation' methodology (Weiss and Kapouless, 1989) on 1000 examples randomly selected from the complete set of 3190 are reported in Table 6 . We should point out that there is very little variance between the results of each experiment, i.e. the algorithm has very stable behavior. In the same table, there are the error rates produced by various machine learning algorithms on the same dataset and in the same experimental conditions (all experiments, except BRAIN, carried out at the University of Wisconsin) (Noordewier et al., 1991; Towell et al., 1991; Towell and Shavlik 1992) . 
Neural network hybrid approach
To refine the classification accuracy, we used the output of the three functions as input to a single-layer feed-forward neural network with just two neurons (Bishop, 1996) . Each neuron has sigmoidal activation. The net input are the four binary values f 1 (w), f 2 (w), f 3 (w), 1, where w is the example to be classified, f 1 (w), …, f 3 (w) are the DNF functions computed by BRAIN for each class, and 1 is a bias coefficient. The two outputs are labeled as the classes 1 and 2, and the greatest one over a fixed threshold indicates the classification. If the outputs are both under the threshold, we recognize a not-splicing site. The net training has been by means of a delta rule (Bishop, 1996) . Since the functions error is zero on the training set, the net training is made on the half of the test set, using the rest as test. Then a new random 2000 + 1186 set is selected, and, after BRAIN has been completed, the net is applied to the output. The network main rule is to solve ambiguous cases, and in fact it reduces the number of false donor and acceptor sites. The neural network hybrid approach results on base and restricted window data are reported in Tables 7 and 8 , respectively. The overall error rate, given by the global number of misclassified patterns over the data set size, is reported in Table 9 . In the same table, there are the corresponding values of some StatLog Project experimented systems. For the StatLog systems description, we refer to the StatLog documentation. 
BRAIN/discriminant combination
The BRAIN algorithm is then combined with a discriminant analysis methodology. The idea behind this process is quite simple. A discriminant analysis technique, based on a strong domain knowledge (Mural et al., 1990; Solovyev and Laurence, 1993; Solovyev et al., 1994) , easily splices out most of the not-splicing sites (method details are reported in the Appendix). Nevertheless, its decision boundaries are hyperplanar (Bishop, 1996) , and it can misclassify borderline examples, unless the border is moved, so reducing the error rate while decreasing correlation. On the other hand, DNF functions are sums of hypercubes, and while they can easily treat non-linearities, they may partially fill the instance space, especially when the ratio between positive and nega-tive examples is <0.015, as in DNA sequences. However, since the two systems divide the instance space differently, they tend to fail on different instances. So we arrange them in a cascade. The first system is applied on the data, so obtaining a number of misclassified negative patterns (false positives) comparable to the positive instances. Then, the BRAIN functions are applied to reduce the false positives.
BruData results
We train the discriminant analysis method on the BruData training set, while the NN BRAIN functions are derived from the IPData. Attention has been paid to not overlapping the 2000 IPData training instances with the BruData test set material. After the systems training has been completed, the discriminant method is applied on the BruData test set. We apply an observation window of 110 bp, for each nucleotide, from the start +55 to the end -55 of each gene, and each window is coded as (1) and labeled as (2). After the analysis has been completed, the residual instances (the windows corresponding to splice sites correctly classified, and to false positives, i.e. all the instances where the discriminant analysis answers EI or IE) are reduced to 20/60 bp and given as input to the trained NN BRAIN. The results obtained in the restricted window case are reported in Table 10 . In Table 11 , we report the overall results of the combined method. 
Discussion
The problem addressed in this paper is to recognize, given a sequence of DNA, the boundaries between exons and introns. This is done by means of the BRAIN algorithm, inferring Boolean formulae from examples, and by considering the splicing rules as DNF formulae. The formula terms are computed in an iterative way, by identifying from the training set a relevance coefficient for each attribute. The result is refined by means of a neural network and combined with a discriminant analysis method. The major advantages of the proposed approach are the low error rates and high correlation measures, better than other 'stand-alone' methods, the explicit splicing rules description as a DNF formula, a polynomial computational complexity, and robust and stable 'one shot' learning. Furthermore, from a theoretical point of view, the computational learning approach (Dietterich and Shaving, 1990) shows that the hypotheses acquired from examples are approximately correct with a degree of probability that grows with the size of the training example. Similar results have been achieved in the field of pattern recognition under a variety of problem settings (Saitta and Bergadano, 1993) . This means that the results obtained using the very limited IPData can be further improved by a larger and more precise set of data. As carried out by other authors, for exon prediction it is possible to combine the splicing method with the characteristics describing the 5-intron region, coding region and 3-intron region, and it will be the subject of a future study.
