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近年,グリッドコンピューティング技術や P2P技術が注目を集
めている．本稿では P2P 環境における PC グリッド実現のため
の P2P グリッド実行基盤を提案する．提案実行基盤では分散的
に計算機資源を管理するため，P2P 方式による資源管理機構を
構成する．実行基盤の利用ピアは自身の資源情報を管理機構に登
録し,共有資源とする．ここでは，実行基盤を利用して構成する
計算グリッドや分散ストレージを本稿ではサービスと呼び，提案
管理機構はサービスの稼働状況に従って，登録情報を元にサービ
スにピアを割当てる. 本手法の有効性を確認するため，資源管理
機構のシミュレーション，計算グリッドサービスの試作と評価を
行う．
Researches on Grid computing and P2P systems are gain-
ing focuses recently. This paper proposes a PC grid platform
in P2P settings. In this platform, PC's are managed distribu-
tively in a P2P manner by the resource management mecha-
nism proposed in this paper. Peers on the platform register
their resource information to this mechanism, and share their
resources. We consider Processing Grid and Distributed Stor-
age as services in this platform. When the services request the
resources, the resourcemanagementmechanism assigns the ser-
vices to peers according to the registered information. The au-
thors have constructed a prototype, and have simulated to ob-
serve the eects on the resource management mechanism.
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1. はじめに
近年，ネットワーク上に分散した様々な計算機資源を仮想的に
統合して利用するグリッドコンピューティング技術が注目を集め
ている [1] ．特に PC によって構成されるグリッドは PC グリッ
ドと呼ばれ，多数の PC の CPU 空き時間を有効活用する PC グ
リッドプロジェクトが進められている [2]．しかし，これらの PC
グリッドプロジェクトは PCの余剰資源を特定組織や企業が利用
する方式として設計されており，PC の計算機資源を共有し，個
人が利用する技術の研究はまだ少ない [3]．
本稿では，P2P環境において PCグリッドを実現することを目
的とし，資源管理機構を備えた P2P グリッド実行基盤を提案す
る．本実行基盤を利用する PC(ピア)は自律的な処理により P2P
オーバーレイネットワークを生成し，計算グリッドによる分散処
理や分散ストレージを実現する．本稿ではこれらの計算グリッド
や分散ストレージをサービスと呼ぶ．実行基盤利用者はサービス
を自由に作成し，任意に利用可能となる．資源管理機構は P2P技
術で用いられる空間管理手法を応用して，参加ピアの資源情報を
分散的に管理する．P2P方式を用いた本実行基盤により個人間で
資源を融通し合うことにより，計算機資源として共有される PC
の管理や検索に対しスケーラビリティが得られるものと考える．
2. P2Pグリッド実行基盤
2.1 P2P方式を用いた実行基盤の構成
本項では, 提案実行基盤上で動作する PC グリッドの仕組みと
特徴について述べる

図 1(a)

．
リソースプール:本実行基盤ではまず参加者の CPU性能と HD
容量を提供される計算機資源として考える．ここでは提供された
計算機資源を集積する論理空間を用いる．これをリソースプール
と呼ぶ．参加者から提供された計算機資源は一旦リソースプール
に集められる．
サービス:サービスとは本実行基盤で動作する計算グリッドや
分散ストレージを指す．ネットワーク上に分散している計算機資
源を利用するため，サービス利用者の PC とサービスに利用さ
れる計算機資源を持つ PCはオーバーレイネットワークを構成す
る．サービスはリソースプールから必要な計算機資源を取り出し
利用する．参加者が既存のサービスを利用する場合は自身の PC
上でもサービスを起動し，サービスのネットワークに参加する．
もし必要なサービスが存在しない場合，自身でサービスのネット
ワークを生成する．計算機資源をさらに必要とする場合，サービ
スはリソースプール上の計算機資源であるピアをサービスのネッ
トワークに参加させる．
一般的に PCグリッドでは，構成 PCの頻繁な参加・離脱が想
定される．本実行基盤ではサービスが計算機資源の利用主体であ
るため，サービスに参加している一部のピアが離脱してもサービ
ス自体は他のピアにより存続する．
利用者の様々な要求に応じるため，本実行基盤は多種多様な
サービスに対応可能であることが求められる．未知のサービスに
対しても既存部分の変更を行わず利用できるようにするため，実
装においての設計指針としてサービスを独立させる．サービスと
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図 1 (a)提案実行基盤上の PCグリッド，(b)ネットワークの多重構造
Fig. 1 (a)System concept, (b)Overlaid network structure
実行基盤の核となるミドルウェア部分の依存関係がなるべく小さ
くするような設計とする．これにより利用者がそれぞれの目的に
あったサービスを大きな制約を受けず作成できる．図 1(b) に示
すようにサービスはそれぞれが独立したオーバーレイネットワー
クを構成するため，サービス毎に独自のネットワークトポロジや
ルーティング方式を設定できる．そのため，ネットワークの特性
を生かしたサービスの開発が可能となる．
2.2 実行基盤の概要
本稿では計算機資源の管理を行う仕組みを資源管理機構と呼
び，計算機資源の管理やサービスへの計算機資源を割当てを行
う．多数の参加者を想定している本実行基盤において資源管理機
構には参加する PC数の増加に対するスケーラビリティが必要で
ある．そこで資源管理機構は参加ピアの中の任意のピアによる
P2P型分散ストレージとして構築する．分散ストレージを構成す
るピアを資源管理ピアと呼ぶ．全参加ピアは資源管理機構に自身
の資源情報を登録する．資源管理ピアは管理資源情報の登録ピア
に，自身の IPアドレスを送信する．送信された IPアドレスによ
り，各参加ピアは自身の資源を登録した資源管理ピアとの間にリ
ンクを張る．本稿ではピアが相互に IP アドレスを保持し，互い
に通信可能である状態をリンクを張ることと定義する．
3. 資源管理機構
3.1 機能と要件
資源管理機構を P2P方式で実現する際の要件を以下に示す．ま
ず，サービスが要求する計算機資源の条件が単一とは限らないた
め，複数属性をキー値とした格納・検索の仕組みが必要である．
また利用可能な資源と要求が完全一致しない場合に，要求に近い
資源情報を検索するため範囲検索も必要となる．P2P方式での実
現を考慮した際には，検索クエリの到達性が保証されていること
に加えクエリ転送負荷や応答時間を軽減するため，検索に要する
ホップ数がピア数 N に対して O(logN)程度に抑えられることが
望ましい．また，特定のピアに負荷が集中することを避け，負荷
均衡を良好に保つ仕組みが必要である．
3.2 パラメータ空間の構成
管理機構は資源情報を配置するため，参加する PCの性能値を
座標系に用いた n次元パラメータ空間を生成し，P2P方式による
分散管理を行う．本稿では簡単のため CPU性能と HD容量のみ
図 2 空間分割と索引付け，領域検索
Fig. 2 Space Division and Indexing, Range Search
図 3 BATON上での部分領域管理
Fig. 3 Partial region management with BATON
を座標系に用いた２次元パラメータ空間について議論するが，一
般の n 次元についても以下に述べる Z 曲線の性質により同様に
扱うことができる．実際には PC の性能としては，主記憶容量，
通信速度，ディスク速度等がある．
空間はピアの新規参加や負荷均衡処理の実行に合わせて，再帰
的に４等分割される．分割の形状は空間全体を根とした４分木状
になる．分割された部分領域には代表的な空間充填曲線である Z
曲線 [4]に従って ID(z値)を与える．付与した z値は空間索引と
して用いる．部分領域のセルが管理単位となる．
図 2に６ピアの資源情報を配置した空間分割と索引付けの例を
示す．全体領域が分割され，更に左下の領域が再分割されている．
3.3 ネットワーク構造
ピア間のオーバーレイネットワーク構造には BATON[5] を用
い，資源管理ピアがパラメータ空間を分散管理する．
[部分領域セルの配置]
図 3 に図 2 のセルを BATON に配置した例を示す．zID:0000
から 11までのセルが z曲線に沿ってネットワーク上の左のピア
から順に割当てられている．ピア dの場合，0000と 0001の zID
の範囲を管理する．
基本的なピアの参加・離脱・負荷均衡アルゴリズムは BATON
に従い，管理範囲の受け渡し部分を提案機構に合わせて変更す
る．参加時に新規ピアの親となるピアは自身が管理するセルの半
数をデータと共に新規ピアに委譲する．左の子の場合は左半分，
右の子は右半分を委譲する．管理するセルが１つの際は，その領
域セルを分割する．
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3.4 領域検索
資源管理機構を構成するピアはサービスの要求に従い，論理空
間上に写像された資源情報から適合する情報を発見するため領域
検索を行う．
空間索引構造に従い，検索時は n 次元の検索領域を 1 次元の
z 値範囲 [zL,zH] に変換する．z 曲線による索引付けでは検索領
域の左下座標の z値が最小値 (zL)，右上が最大値 (zH)となる．z
値範囲に対応する領域は検索領域を包含する．範囲内には検索領
域との重なりが存在しないセルも含まれるため，単一計算機での
処理の場合は初めに重なりが存在するセルを計算し，クエリを複
数の z値範囲に分割する．しかし，提案機構では領域分割の深さ
が一定では無く，各ピアは領域全体の分割の形状を知らないため
発信者が予めクエリを分割することができない．
上記の制約に対応するため，[6]で提案されている領域検索ア
ルゴリズムを利用する．クエリ発信者は検索領域の左下，右上座
標を管理セルの分割レベルを基に z値 (zL,zH)に変換し，[zL,zH]
をクエリの z値範囲として用いる．クエリを受け取ったピアは管
理範囲がクエリ z値範囲と重なっているならば，検索領域との重
なりをチェックする．その後，自身の持つ情報から次に検索領域
と重なる zL(zH)を計算し，クエリ z値範囲を修正する．ピアの
管理範囲が [zL,zH]に包含されている場合，クエリを２つに分割
し z値の増加・減少方向に転送する．
3.5 負荷均衡処理
ピアの負荷はデータ保持量やクエリ処理量等で測定され，各ピ
アはリンク先ピアの負荷情報を保持している．これらの負荷が特
定のピアに集中することを防ぐため，管理セルの受け渡しにより
負荷均衡処理を行う．
まず，負荷均衡処理を行うピアはリンク先ピアの負荷情報から
全体の負荷を推定する．自負荷が平均を超えているならば隣人ピ
アのうち，負荷の軽い側を均衡相手とする．その後，相手と負荷
が均等になるまで管理セルを委譲する．管理セルが１つならば領
域分割を行う．また，セルが委譲単位であるため１つのセルに大
量のデータが格納されていると均衡量以上に相手に負荷を委譲し
てしまう可能性がある．よって予めセルに分割閾値を設定してお
き，委譲セルに閾値を超えるデータが格納されている場合，分割
して委譲単位を小さくする．
基本的な隣人間での均衡処理に加え，委譲相手も平均負荷を
超えており，かつ自身が葉ノードである場合，左右ルーティング
テーブルから最も負荷の軽いピアを選択し，自身の子として再参
加させる処理を行う．全ピアが定期的に隣人間の均衡処理を実行
することで負荷均衡は可能であるが，再参加処理により，負荷が
均衡するまでの処理回数が抑えられる．また，再参加処理により
木のバランスが崩れた場合，通常の平衡２分木と同様にローテー
ションを行いバランスを保つ．
4. 評価
4.1 資源管理機構シミュレーション
シミュレータにより資源管理機構の検索処理と負荷均衡処理
を評価する．データを配置する論理空間は倍精度の [0; 500] 
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[0; 500]の正方領域に設定した．
検索処理：検索処理に関するスケーラビリティを評価するため，
点検索と領域検索に要するホップ数を計測した．点検索はデー
タ数を 100000 で固定し，全ピアが 10 回ずつランダムな位置を
検索する設定でピア数を 1000-10000まで変化させピア毎の平均
ホップ数を計測した．領域検索は点検索と同様の設定で 5050
のサイズのランダムな位置に対するクエリを生成し，クエリが分
割された場合は最大値をその検索のホップ数とした．
計測結果の平均値と最大値を図 4に示す．図より点検索ではピ
ア数の増加に対する平均ホップ数の増加が抑えられていることが
分かる．また，最大ホップ数にも大きな増加は見られない．
領域検索に関しては，点検索に比べて増加の割合が上昇してい
る．理由としては検索領域の大きさを固定しているため，ピア数
の増加に伴い検索領域内のピア数が増加したことも影響している
と考えられる．しかしながら領域検索の場合もピア数の増加に対
してホップ数の増加は抑えられている．
負荷均衡処理：負荷均衡処理に伴う負荷均衡の向上を評価する
ため，データ配置が偏りがある場合を想定し，シミュレーショ
ンを行った．ここでピアの負荷はデータ保持数とする．データ
は [0,10][0,10] の範囲に集中させた．ピア数 10000, データ数
100000，分割閾値 5で実行し，データ保持数を計測した．シミュ
レーション結果を図 5に示す．ここで均衡処理回数は各ピアがア
ルゴリズムを実行した回数であり，再参加が発生した場合はそれ
が終了するまでを１回としている．
負荷均衡処理前の時点で BATON 上の左端のピアがほぼ全て
のデータを保持しており，負荷均衡に必要な処理回数が最も多く
なると考えられる．図 5 に示す結果では，負荷均衡処理を 5000
回実行することで最大値が 32，分散が 28まで減少した．処理に
伴って確実に負荷均衡が向上しており，１万程度のピア数ならば
最悪の場合でもピア数の半分程度の処理回数で良好な状態になる
ことが分かる．
4.2 パラメータ数の増加による影響
このシミュレーションの評価は CPU 性能，HD 容量の 2 次元
パラメータ空間の場合の結果である．パラメータの数（論理空間
の次元数）が増加した場合にも同様に対応することができる．
パラメータ空間の次元数が ｎ 次元になった場合も，同様にＺ
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表 1 分割ピア数に対する処理時間
Table 1 Processing time with respect to the number of peers
分割ピア数
1 2 3 4
2106 2.0秒 1.7秒 1.2秒 1.0秒
2107 40.8秒 26.3秒 18.6秒 13.8秒
2108 1137.0秒 729.2秒 504.2秒 392.2秒
曲線を用いて空間を１次元的に順番付けるため [6]，ホップ数は
次元数に独立である．領域検索については，次元数が増加すると
ホップ数も増加するが，本機構で利用する場合，PCの各性能を
パラメータとして用いるので次元数が爆発的に増えるということ
は考えられない．よって範囲検索のホップ数も実用的な範囲に収
まると考えられる．したがって，本機構は，次元数が増えた場合
でも十分に実用に堪えうると考えられる．
4.3 計算グリッドサービス
本実行基盤の資源割当を用いて試作した計算グリッドの動作
検証を行う．ここでは試作した計算サービスのタスクとして素
数判定を行う．即ち，判定対象である整数 n に対し，m 2 M =
f2g [ f2k + 1 j k 2 N; k  1; 2k + 1  pngである全ての mで n  0
(mod m)の判定を行う．計算サービスでは nを 2から 106，107，
108 の間を判定範囲として変化させ，繰り返し素数判定を行い素
数である整数を列挙する．
実験は WindowsXP，CeleronM 1.73GHz，HD 容量 40GB の
PC を 4 台 LAN で接続し行う．資源管理機構へ要求する PC 台
数を変化させ，資源要求から素数判定の終了までに要した処理時
間を計測する (表 1)．判定範囲が 2から 106 は他の判定範囲に比
べて，分割ピア数の増加による処理時間の短縮が大きく見られな
い．これは表 1に示すように 2から 106 の場合ごく短時間に処理
が完了しており，素数判定に要した時間に対して資源要求やピア
間での通信に掛かる時間が大きく影響していると考えられる．
タスクの大きさにより処理時間の短縮に差はあったが，全ての
場合において処理時間が短縮しており，本実行基盤が分散処理を
行う計算グリッドのために機能していることを示す．
5. おわりに
P2P環境における PCグリッド実行基盤を提案し試作による評
価を行った．シミュレーションにより資源管理機構の検索と負荷
均衡処理に関するスケーラビリティ，実機環境での実験で提案実
行基盤及び試作した計算サービスの有効性を確認した．
今後の課題として，動的なタスクの分割・配分，処理時間に与
える通信遅延の影響を考慮する等があげられる．また多数の PC
へ資源管理機構を実装した場合の検索や負荷均衡処理の評価や計
算サービスの評価も今後の課題である．
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