Abstract. We describe the supersingular locus of a GU(2, 2) Shimura variety at a prime inert in the corresponding quadratic imaginary field.
Introduction
This paper contributes to the theory of integral models of Shimura varieties, and, in particular, to the problem of explicitly describing the basic locus in the reduction modulo p of a canonical integral model. In many cases where this integral model is a moduli space of abelian varieties with additional structures, the basic locus coincides with the supersingular locus, i.e. with the subset of the moduli in positive characteristic where the corresponding abelian variety is isogenous to a product of supersingular elliptic curves. The first investigations of a higher dimensional supersingular locus were for the Siegel moduli space, and are due to Koblitz, Katsura-Oort, and Li-Oort. See the introduction of [23] for these and other references. More recently, such explicit descriptions for certain unitary and orthogonal Shimura varieties have found applications to Kudla's program relating arithmetic intersection numbers of special cycles on Shimura varieties to Eisenstein series; this motivated further study, as in [12, 13, 14, 15] and [24] .
In this paper, we study the supersingular locus of the special fiber of a GU(2, 2) Shimura variety at an odd prime inert in the corresponding imaginary quadratic field. Our methods borrow liberally from Vollaard [23] and Vollaard-Wedhorn [24] , who considered the GU(n, 1) Shimura varieties at inert primes, and RapoportTerstiege-Wilson [18] , who considered the GU(n, 1) Shimura varieties at ramified primes. If one attempts to directly imitate the arguments of [18, 23, 24] to study the general GU(r, s) Shimura variety, the method breaks down at a crucial point. The key new idea for overcoming this obstacle is to exploit the linear algebra underlying a twisted version of the exceptional isomorphism SU(2, 2) ≅ Spin (4, 2) corresponding to the Dynkin diagram identity A 3 = D 3 . As such, we do not expect our methods to extend to unitary groups of other signatures (although we do hope that our result will eventually help to predict the shape of the answer in the general case). The problem of understanding the supersingular locus of the GU(3, 2) Shimura variety, for example, remains open.
However, our methods should extend to the family of GSpin(n, 2) Shimura varieties. Work of Kisin [10] and Madapusi Pera [17] (see also the papers of Vasiu) provides us with a good theory of integral models for these Shimura varieties, and Date: May 29, 2014. G.P. is partially supported by NSF grant DMS-1102208. B.H. is partially supported by NSF grant DMS-1201480. 1 recent work of W. Kim [9] gives a good theory of Rapoport-Zink spaces as well. An extension of our results in this direction would have applications to Kudla's program, for example by allowing one to generalize the work of Kudla-Rapoport [13, 14] from GSpin(2, 2) and GSpin(3, 2) Shimura varieties to the general GSpin(n, 2) case. Using the isomorphism between GSpin(6, 2) and the similitude group of a fourdimensional symplectic module over the Hamiltonian quaternions [6] , one could also expect to generalize Bültel's results [4] on the supersingular locus of the moduli space of polarized abelian eightfolds with an action of a definite quaternion algebra. More ambitiously, one could hope to exploit the connection between polarized K3 surfaces and the GSpin(19, 2) Shimura variety in order to study the moduli space of supersingular K3 surfaces. Some of these topics will be pursued in subsequent papers.
As this paper was being prepared, Görtz and He were conducting a general study of basic minuscule affine Deligne-Lusztig varieties for equicharacteristic discrete valued fields. The preprint [8] provides a list of cases where these affine DeligneLusztig varieties can be expressed as a union of usual Deligne-Lusztig varieties, and that list contains an equicharacteristic analogue of the GU(2, 2) Rapoport-Zink space considered here. These results of Görtz and He in the equicharacteristic case are analogous to our mixed characteristic results.
The authors would like to thank M. Rapoport for many useful suggestions, and X. He for communicating his joint results with U. Görtz.
1.1. The local result. Our main result concerns the structure of the RapoportZink space parametrizing quasi-isogenies between certain p-divisible groups with extra structure. Fix an algebraically closed field k of characteristic p > 2, let W be the ring of Witt vectors over k, and let E Q p be an unramified degree two extension. Consider the family of triples (G, ι, λ), defined over W -schemes S on which p is locally nilpotent, consisting of a supersingular p-divisible group G with an action ι ∶ O E → End(G) and a principal polarization λ ∶ G → G ∨ . We require that the action ι and the polarization λ be compatible in the sense of (2.1), and that the action of O E on Lie(G) satisfy the signature (2, 2) determinant condition of (2.2). A choice of one such triple (G, ι, λ) over k as a basepoint determines the RapoportZink space, M , parametrizing quadruples (G, ι, λ, ̺) in which ̺ ∶ G × S S 0 → G × k S 0 is an O E -linear quasi-isogeny under which λ pulls back to a Q ⊎ M (1) as a fundamental domain. In fact the action of p Z extends to a larger group J which acts transitively on the set {M The type t Λ ∈ {2, 4, 6} of Λ is the dimension of Λ Λ ∨ . To each point (G, ι, λ, ̺) of N , the quasi-isogeny ̺ allows us to view Λ as a lattice of quasi-endomorphisms of G. Let N Λ ⊂ N be the locus of points where Λ ⊂ End(G) (i.e. the locus where these quasi-endomorphisms are integral). It is a closed formal subscheme of N , whose underlying reduced k-scheme we denote by N Λ . We show that the underlying reduced subscheme N red of N is covered by these closed subschemes:
and that
where the left hand side is understood to mean the reduced subscheme underlying the scheme-theoretic intersection (we suspect that the scheme-theoretic intersection is already reduced, but are unable to provide a proof). Section 3 is devoted to understanding the structure of
Λ is a projective, smooth, and irreducible k-scheme of dimension d Λ − 1. In fact,
The irreducible components of N ± are precisely the closed subschemes N ± Λ indexed by the type 6 vertex lattices. From this we deduce the following theorem.
red is a smooth k-scheme of dimension 2, isomorphic to the Fermat hypersurface
If two irreducible components intersect nontrivially, the reduced scheme underlying their scheme-theoretic intersection is either a point or a projective line.
See Sections 3.5 and 3.6 for a more detailed description of M red .
1.2. The global result. In Section 4 we consider the global situation. Let E be a quadratic imaginary field, and let p > 2 be inert in E. Let O ⊂ E be the integral closure of Z (p) , and let V be a free O-module of rank 4 endowed with a perfect O-valued Hermitian form of signature (2, 2). Let G = GU(V ) be the group of unitary similitudes of V , a reductive group over
, which we assume is sufficiently small, and define
Using this data we define a scheme M U , smooth of relative dimension 4 over Z (p) , as a moduli space of abelian fourfolds, up to prime-to-p-isogeny, with additional structure, in such a way that the complex fiber of M U is the Shimura variety
Here D is the Grassmannian of negative definite planes in V ⊗ O C.
Let k be an algebraically closed field of characteristic p, and denote by M ss U the reduced supersingular locus of the geometric special fiber M U × Z (p) k. The uniformization theorem of Rapoport and Zink expresses M ss U as a disjoint union of quotients of the scheme M red described above. As a consequence we obtain the following result. 
Notation.
We use the following notation throughout Sections 2 and 3. Fix an odd prime p and an unramified quadratic extension E of the field of p-adic numbers Q p . The nontrivial Galois automorphism of E is denoted α ↦ α. Let k be an algebraically closed field of characteristic p. Its ring of Witt vectors W = W (k) is a complete discrete valuation ring with residue field k = W pW and fraction field W Q . Label the two embeddings of O E into W as
and denote by σ both the absolute Frobenius x ↦ x p on k and its unique lift to a ring automorphism of W . Denote by ǫ 0 , ǫ 1 ∈ O E ⊗ W the orthogonal idempotents characterized by
Moduli spaces and lattices
In this section we recall the Rapoport-Zink space of a GU(2, 2) Shimura variety, and define a stratification of the underlying reduced scheme.
2.1. The Rapoport-Zink space. Let Nilp W be the category of W -schemes on which p is locally nilpotent. We wish to parametrize triples (G, ι, λ) over objects S of Nilp W in which
We further require that every α ∈ O E satisfies both the O E -linearity condition
and the signature (2, 2)-condition
. The signature (2, 2) condition is equivalent to each of the O S -module direct summands in Lie(G) = ǫ 0 Lie(G) ⊕ ǫ 1 Lie(G) being locally free of rank 2. Fix one such triple (G, ι, λ) over k as a base point, and let M be the functor on Nilp W sending S to the set of isomorphism classes of quadruples (G, λ, i, ̺) over S where (G, ι, λ) is as above, and
Here S 0 is the k-scheme S ⊗ W k. The functor M is represented by a formal scheme locally of finite type over Spf(W ) by [19] . There is a decomposition M = ⊎ ℓ∈Z M (ℓ) into open and closed formal subschemes, where M (ℓ) is the locus of points where ord p (c(̺)) = ℓ.
The group J acts on M in an obvious way:
As usual, the group J is the Q p -points of a reductive group over Q p . In fact, by [23, Remark 1.16] this reductive group is the group of unitary similitudes of the split Hermitian space of dimension 4 over E. In particular the derived subgroup J der is isomorphic to the special unitary group, and the similitude character ν ∶ J → Q × p is surjective. Note that the action of any g ∈ J with ord p (ν(g)) = 1 defines an isomorphism
. As a special case of this action, the group p Z acts on M by p ⋅ (G, ι, λ, ̺) = (G, ι, λ, p̺), and the quotient
be the open and closed formal subschemes of N on which ord p (c(̺)) is even and odd, respectively. By the previous paragraph there is an isomorphism N + ≅ N − , and we will see later in Theorem 3.12 that N + and N − are precisely the connected components of N .
Special endomorphisms.
In this subsection we will define a Q p -subspace
is not quite canonical; it will depend on the auxiliary choice of a certain tensor ω in the top exterior power of the Dieudonné module of G.
Denote by D the covariant Dieudonné module of G, with its induced action of O E and induced alternating form
⟨x, y⟩, which in turn induces a Hermitian form on every exterior power
This Hermitian form identifies each lattice
In order to make explicit calculations, we now put coordinates on D Q . 
and the σ-semi-linear operator F satisfies 
Thus ̺ may be further modified to ensure that c(̺) = 1.
Fixing a basis as in Lemma 2.1, we must have
for some integers k 0 and k 1 . The self-duality of
implies that each of the summands on the right has dimension 2 over W pW , and hence the cokernels of
are each of length 2 as W -modules. Using
we deduce that k 1 and k 2 are equal, and hence both are equal to 0. It follows that
A simple calculation shows that ⟨ω, ω⟩ = 1 and F ω = p 2 ω, proving the existence part of the lemma. The uniqueness part of the claim is obvious. 
The Hodge operator satisfies (αx)
and we obtain inclusions L ⊂ ⋀ (
In particular,
induced by the inclusion L ⊂ End W (D) is an isomorphism. Under this isomorphism, the even Clifford algebra is identified with the subalgebra of O E -linear endomorphisms in End W (D).
Proof. Fix a basis of D Q as in Lemma 2.1, and suppose first that ω is given by (2.5 ). An easy calculation shows that (2.8)
. Indeed, it suffices to prove this when x and y are pure tensors of the form e i ∧ e j and f i ∧ f j , and this can be done by brute force. Of course (2.8) immediately implies (2.6) for all x ∈ L, proving the second claim for ω. The validity of (2.8) for any other ω ′ follows by the reasoning of the previous paragraph. For the third claim, note that the quadratic form Q(x) = −⟨x, x⟩ 2 on L extends to a quadratic form on ⋀ 2 E D by the same formula (using the standing hypothesis that p is odd), with associated bilinear form
and that there is an orthogonal decomposition
The self-duality of ⋀ 2 E D under ⟨⋅, ⋅⟩ implies its self-duality under [⋅, ⋅], which then implies the self-duality of the orthogonal summand L. The Hodge star operator acts on the W -module
of rank 12 by interchanging the two summands on the right, and hence its submodule of fixed points, L, has rank 6.
∨ , and so equality holds throughout.
For the fourth claim, the self-duality of L implies that L pL is the unique nondegenerate k-quadratic space of dimension 6, and so its Clifford algebra is isomorphic to M 8 (k). This means that the induced map
is a homomorphism between central simple k-algebras of the same dimension, and hence is an isomorphism. It now follows from Nakayama's lemma that
and hence the composition of any two elements of L is O E -linear. This implies that the even Clifford algebra is contained in End O E ⊗W (D), and equality holds because both are
The operator
As Φ commutes with the Hodge star operator, it stabilizes the subspace L Q and makes L Q into a slope 0 isocrystal. In this way we obtain inclusions of Q p -vector spaces
where the Φ superscripts denote the subspaces of Φ-fixed vectors. Endow L Φ Q with the quadratic form Q(x) = x ○ x, and the associated bilinear form
On the other hand, the 6-dimensional Q p -vector space L Φ Q depends on the choice of ω, and so does not have a similar interpretation in terms of λ and ι alone.
While the subspace L Φ Q ⊂ End(G) Q depends on the choice of ω, the following proposition shows that its isomorphism class as a quadratic space does not. Denote by H the hyperbolic Q p -quadratic space of dimension 2. 
Proof. First suppose that ω is defined by (2.5). In this case the relations (2.7) show that the vectors
form a basis of L Q . In this basis the operator Φ takes the block diagonal form
and the matrix of Q is
Fix any nonsquare ∆ ∈ Z × p and let u ∈ W × be a square root of ∆. The vectors
, from which one easily computes the determinant −∆ and Hasse invariant (−p,
As a nondegenerate quadratic space over Q p is determined by its rank, determinant, and Hasse invariant, the remaining claims are easily checked for this special choice of ω. = αx ⋆ , it is easy to see that the function x ↦ ηx defines an isomorphism of quadratic spaces
In particular, there is a basis of L ′Φ Q such that the quadratic form Q ′ is given by ηη times the matrix of (2.10). The Hasse invariant and determinant (modulo squares) of the matrix in (2.10) are unchanged if the matrix is multiplied by any element of Z 
Using this formula one checks that the action of the subgroup GU
with the Hodge star operator on ⋀ 2 E D Q , and so preserves the subspace L Q .
is the even Clifford algebra. From [1] or [20] we have the exact sequence
There is an isomorphism
compatible with the action of both groups on L Q . In particular, the action of GU (2.12) . Note that every element x ∈ L, viewed as an endomorphism of D, satisfies ⟨xa, b⟩ = −⟨a, xb⟩ (indeed, this already holds for every
where the second equality follows from (2.11). On the other hand, the Hodge star operator fixes x, and so
This proves that g ∈ GU 0 (D Q ), and completes the proof of (2.12).
The similitude character ν ∶ GU
Remark 2.8. The group J defined in Section 2.1 is characterized by
and we define a subgroup
The isomorphism (2.12) restricts to an isomorphism GSpin(L Φ Q ) ≅ J 0 , and hence there is an exact sequence 2.4. Dieudonné lattices and special lattices. In this subsection we show that the k-points of N can be identified with the set of homothety classes of certain lattices in D Q , which we call Dieudonné lattices. We then use the inclusion
to construct a bijection between the set of homothety classes of Dieudonné lattices and a set of special lattices in the slope 0 isocrystal L Q . Thus the points of N (k) are parametrized by these special lattices.
In fact, the proof of Theorem 3.9 below requires that we establish such a bijection not just over k, but over any extension field k 
Here the superscript ∨ denotes dual lattice with respect to the symplectic form λ, or, equivalently, with respect to the Hermitian form ⟨⋅, ⋅⟩. (D)) = D. In particular, the condition
, and so one could replace (3) in the definition of Dieudonné lattice by
is Lagrangian with respect to the nondegenerate symplectic form cλ, and every α ∈ O E acts on D D 1 with characteristic polynomial
Proof. For any a, b ∈ D 1 we have
This shows that D 1 pD is isotropic. It is maximal isotropic, as D 1 pD has dimension 4. Lemma 2.1 implies that
The same argument shows that ǫ 0 D ǫ 0 D 1 has dimension 2, and (2.13) follows.
′ then this is immediate from the equivalence of categories between Dieudonné modules and p-divisible groups: to any point (G, ι, λ, ̺) ∈ M (k) we let D be the Dieudonné module of G, viewed as a lattice in D Q using the isomorphism of isocrystals ̺ ∶ D Q ≅ D Q . For general k ′ the argument is the same, using Zink's theory of windows [25] in place of Dieudonné modules.
The proof of Theorem 2.12 will be given in the next subsection.
Obviously any pair of self-dual lattices (L, L ♯ ) appearing in Theorem 2.12 is determined by its first element, and in fact the function L ↦ (L, Φ * (L)) establishes a bijection between the set of special lattices and the set of pairs of self-dual lattices
L has length 1. The only thing to check
and L is self-dual. The following corollary is now simply a restatement of Theorem 2.12. 
. By rescaling g we may arrange to have D = gD ′ , and the self-duality of
♯ is any nonzero isotropic vector, viewed as an endomorphism of D pD using (2.14), the kernel of x is an O E -stable Lagrangian subspace with respect to cλ.
as left C(L )-modules. If x ∈ L is any nonzero isotropic vector, the kernel and image of left multiplication by x on C(L ) are equal, and hence the kernel and image of x ∈ End(D) are also equal. In particular ker(x) has dimension 4. The relation αx = xα for all α ∈ O E shows that ker(x) is O E -stable, and the relation (cλ)(xs, t) = (cλ)(s, xt) implies that ker(x) = xD is totally isotropic.
If x, y ∈ L are nonzero isotropic vectors with ker(x) = ker(y) then, from the discussion above, ker(x) = yD and ker(y) = xD. In particular [x, y] = x○y +y ○x = 0. If x and y are not colinear then (after possibly extending scalars) we can find a z ∈ L such that k 
♯ , and equality must hold as
By Proposition 2.10 the k-subspace D 1 pD ⊂ D pD is O E -stable and Lagrangian, and so it follows from Lemma 2.16 that
has length 1. Now suppose we start with a pair
L has length 1. By Lemma 2.15 there are unique (up to scaling)
is the W -subalgebra generated by L 0 , and so
This implies C(L
, and so we must have
As the lattice C(L
and
shows that in fact F * (D 1 ) = pD. The relations 
where D 1 = V D. Moreover, Theorem 2.12 implies that the special lattice
The next step is to show that the special lattices come in natural families, indexed by certain vertex lattices in the Q p -quadratic space L Φ Q . Using this and the bijection (2.17), we will then express the reduced scheme underlying N as a union of closed subvarieties indexed by vertex lattices.
Lemma 2.18. The type of a vertex lattice is either 2, 4, or 6.
Proof. Let Λ be a vertex lattice. Proposition 2.6 implies that ord p (det(Λ)) is even, from which it follows that the type of Λ is also even. If Λ has type 0 then Λ is self-dual, and hence admits a basis such that the matrix of Q is diagonal with diagonal entries in Z The proof of the following proposition is identical to that of Proposition 4.1 of [18] . See also Lemma 2.1 of [23] . Proposition 2.19. Let L ⊂ L Q be a special lattice, and define
There is an integer d ∈ {1, 2, 3} such that 
In other words, the locus where the quasi-endomorphisms
, and let N Λ be the reduced k-scheme underlying N Λ . The bijection (2.17) identifies
The same proof used in [18, Proposition 4.3] shows that
where the left hand side is understood to mean the reduced subscheme underlying the scheme-theoretic intersection.
Proposition 2.20. Each k-scheme N Λ is projective.
Proof. Let R Λ be the W -subalgebra of End W (D Q ) generated by Λ ∨ , and letR Λ be a maximal order in End W (D Q ) containing R Λ . It follows from the isomorphism
, and henceR Λ R Λ is killed by some power of p, say p M . Up to scaling by powers of p, there is a unique An obvious corollary of Proposition 2.19 is that every special lattice L contains some Λ ∨ (take Λ = Λ L ), and hence
where the subscript red indicates the underlying reduced scheme. This union is not disjoint, as
By analogy with [18] , [23] , and [24] , we call the decomposition (2.19) the Bruhat-Tits stratification of N red . This terminology should be taken with a grain of salt: unlike in loc. cit. the strata in (2.19) are not in bijection with the vertices in the Bruhat-Tits building of the group J der . See Sections 2.7 and 3.6 below.
Remark 2.21. One could also define an E-vertex lattice to be an
where the dual lattice is taken with respect to ⟨⋅, ⋅⟩. The rule Λ ↦ O E ⋅ Λ establishes a bijection between vertex lattices and Evertex lattices, with inverse
Φ , and induces an action of J on the set of all E-vertex lattices. In particular, J acts on the set of all vertex lattices. This action is compatible with the action of J on N defined in Section 2. [22, 1.16 ]. We will translate this description into the language of our vertex lattices. Consider the set V adm of all vertex lattices Λ of type 2 or 6. We call such vertex lattices admissible, and define an adjacency relation ∼ in V adm as follows: distinct admissible vertex lattices are adjacent (Λ ∼ Λ ′ ) if either
or, Λ and Λ ′ are both type 6 and
If Λ and Λ ′ are of type 6 and are adjacent, then Λ ∩ Λ ′ is a vertex lattice of type 4 (so is not admissible). We construct an abstract simplicial complex with set of vertices 
Here L * is the dual lattice of L with respect to the quadratic form Q 0 . The isomorphism BT ≅ V adm now follows from the description and properties of the affine building of SO(L Φ Q ) ≅ SO(V 0 ) found in [7, 20.3] . If Λ is a type 4 vertex lattice, the latttice We can also construct a simplicial complex V with vertices the set of all vertex lattices as follows (compare to [18, §3] ). We call two distinct vertex lattices Λ and 
Deligne-Lusztig varieties and the Bruhat-Tits strata
In this section we show that, for any vertex lattice Λ, the varieties
of Section 2.6 can be identified with varieties over k defined purely in terms of the linear algebra of the k-quadratic space Ω = (Λ Λ ∨ ) ⊗ Fp k.
Deligne-Lusztig varieties.
Let us recall the general definition of DeligneLusztig varieties. Suppose that G 0 is a connected reductive group over the finite field F p , and set G = G 0 ⊗ Fp k. We will also use the symbol G to denote the abstract group of k-valued points of G 0 . Denote by Φ ∶ G → G the Frobenius moprhism. By Lang's theorem G 0 is quasi-split, and so we may choose a maximal torus T ⊂ G and a Borel subgroup containing T , both defined over F p . The Weyl group W that corresponds to the pair (T, B) is acted upon by Φ, and the group W with its Φ-action does not depend on our choices. In fact, in [5] a Weyl group W with Φ-action is defined as a projective limit over all choices of pairs (T, B), without having to assume that these pairs are Φ-stable.
Let ∆ * = {α 1 , . . . , α n } be the set of simple roots corresponding to the pair (T, B), and consider the corresponding simple reflections s i = s αi in the Weyl group W . For I ⊂ ∆ * , let W I be the subgroup of W generated by {s i ∶ i ∈ I}, and consider the corresponding parabolic subgroup P I = BW I B. The quotient G P I parametrizes parabolic subgroups of G of type I. Suppose J ⊂ ∆ * is another subset with corresponding standard parabolic P J . Since
we have a bijection
Definition 3.1. For w ∈ W I W W Φ(I) , the Deligne-Lusztig variety X P I (w) is the locally closed reduced subscheme of G P I with k-points
The variety X P I (w) is actually defined over the unique extension of degree r of F p in k, where r is the smallest positive integer for which Φ r (I) = I.
Proposition 3.2. The Deligne-Lusztig variety X
, where w I is the longest element in W I , and ℓ I (w) is the maximal length of an element in W I wW I . Taking I = ∅, the variety X B (w) is irreducible of dimension dim X B (w) = ℓ(w).
Proof. This is standard. See [24, Section 3.4], for example. Denote by OGr(r) the scheme whose functor of points assigns to a k-scheme S the set of all totally isotropic local O S -module direct summands L ⊂ Ω ⊗ k O S of rank r. In particular, OGr(d) is the moduli space of Lagrangian subspaces of Ω. Denote by OGr(d − 1, d) the scheme whose functor of points assigns to a kscheme S the set of all flags of totally isotropic local O S -module direct summands In other words, the forgetful map
is a two-to-one cover. In fact, the Grassmannian OGr(d − 1, d) has two connected components, which are interchanged by the action of any orthogonal transformation of determinant −1. Each of the two components maps isomorphically to OGr(d − 1) under the forgetful map. Label the two components as
in such a way that the flags
Denote by X ⊂ OGr(d) the reduced closed subscheme with k-points
There is a closed immersion
and the open and closed subvariety X ± = X ∩ OGr Our choice of basis of Ω determines a maximal Φ-stable torus T ⊂ G. Set • t − interchanges e d−1 with f d , f d−1 with e d , and fixes the other basis elements.
Notice that Φ(s i ) = s i , and Φ(t ± ) = t ∓ , and so the products
are Coxeter elements: products of exactly one representative from each Φ-orbit in the set of simple reflections above. More generally, define w 0 = 1, w ± 1 = t ∓ , and
Define parabolic subgroups
, and for 0 ≤ r ≤ d − 2 let P r be the parabolic corresponding to the set {s 1 , . . . , s d−(r+2) }. Define P ± to be the maximal parabolic corresponding to {s 1 , . . . , s d−2 , t ± }. One can easily check that P 0 is the stabilizer in
More generally, P r is the stabilizer of the standard isotropic flag
Similarly, P ± is the stabilizer of the Lagrangian subspace F ± d , and so (3.6)
Proposition 3.6. The isomorphism (3.6) identifies X ± with the Deligne-Lusztig variety X P ± (1). In particular, X ± is projective, irreducible, and smooth of dimension d − 1.
Proof. Note that P 0 = P + ∩ P − , and that the Frobenius Φ interchanges P + and P − . The two projections G P 0 → G P ± combine to give closed immersions
while the Frobenius induces morphisms Φ ∶ G P + → G P − and Φ ∶ G P − → G P + with graphs Γ
The isomorphisms (3.5) and (3.6) identify the intersection of Γ ± Φ and the image of i ± with the set of flags
intersection is isomorphic to X + . All of the claims now follow from Remark 3.3, together with the dimension formula
It is also useful to view X ± as a closure of a Deligne-Lusztig variety in the flag variety G P 0 .
Lemma 3.7. The isomorphism OGr
with the closure in G P 0 of the Deligne-Lusztig variety
Proof. Using (3.3), we may characterize the k-points of X ± by
Recalling the standard isotropic flags of (3.4), the rule g ↦ gF
while the same rule defines an isomorphism
Thus X ± is the disjoint union of X P0 (1) and X P0 (t ∓ ). Elementary properties of the Bruhat order (see Section 8.5 of [21] , for example) imply that
completing the proof.
The following proof is essentially the same as [18, Proposition 5.5].
Proposition 3.8. There is a stratification
of X ± into a disjoint union of locally closed subvarieties. The stratum X Pr (w ± r ) is smooth of pure dimension r, and has closure
The highest dimensional stratum
is irreducible, open, and dense.
Proof. Suppose L is a k-point of X ± ⊂ Gr(d), and define
An inductive argument using
),
Recalling that the parabolic subgroup P r is the stabilizer of the standard isotropic flag F 
3.3.
A few special cases. We continue to let G 0 = SO(Ω 0 ), where Ω 0 is the nonsplit quadratic space over F p of dimension 2d, Ω = Ω 0 ⊗ k, and G = SO(Ω). In the applications we will only need to consider d ≤ 3, and in these cases the structure of the k-variety X (with its F p 2 -structure of Remark 3.5) can be made more explicit. a) First suppose d = 1. In this case X ± is a single point, defined over F p 2 . b) Now suppose d = 2. In this case P 1 = P 0 = B, and the stratification of Proposition 3.8 is
where X B (1) is a 0-dimensional closed subvariety, and the open stratum X B (t
This isomorphism restricts to an isomorphism of algebraic groups
over k, which in turn determines an isomorphism of k-varieties G P 0 ≅ P 1 ×P 1 in such a way that the Frobenius morphism on the left corresponds to (x, y) ↦ (Φ(y), Φ(x)) on the right. The subvarieties X ± ⊂ G P 0 are identified with
Therefore, both X + and X − are isomorphic (over F p 2 ) to P 1 . The closed stratum X B (1) corresponds to the F p 2 -rational points of P 1 . c) Finally, suppose d = 3. In this case (3.8)
The open stratum X B (t ∓ s 1 ) has dimension 2, the stratum X B (t ∓ ) is locally closed of dimension 1, and the closed stratum X P0 (1) has dimension 0. To continue, we will use the Dynkin diagram isomorphism D 3 = A 3 , corresponding to an isomorphism between the adjoint forms of G and a unitary group in 4 variables, as in Proposition 2.7 and Remark 2.8. Let V 0 be the 4-dimensional F p 2 -vector space with basis e 1 , e 2 , e 3 , e 4 , endowed with the split F p 2 F p -Hermitian form defined by ⟨e i , e 5−j ⟩ = δ ij . Denote by U 0 the unitary group of V 0 , an algebraic group over F p , so that
p a), and denote by ǫ 0 and ǫ 1 the idempotents that correspond to (1, 0) and (0, 1), so that
The action of U on ǫ 0 V defines an isomorphism U ≅ GL 4 . The diagonal torus and the standard Borel subgroup of upper triangular matrices in GL 4 give a maximal torus and a Borel subgroup of U , both defined over F p . Given 0 ≤ r, s with r + s = 4, the pair (r, s), viewed as an ordered partition of 4, defines a parabolic subgroup P (r,s) containing B with Levi component GL r ×GL s . The parabolic subgroup P (r,s) is defined over F p 2 and satisfies Φ(P (r,s) ) = P (s,r) . Let Gr(r) be the Grassmanian of r-planes in ǫ 0 V. The above isomorphism U ≅ GL 4 induces an isomorphism U P (r,s) ≅ Gr(r) defined over F p 2 , and the Frobenius morphism Φ ∶ U P (r,s) → U P (s,r) corresponds to a morphism (3.10) Φ ∶ Gr(r) → Gr(s)
which can be described, as in [23] , as follows. Consider the k-valued form ⟨⟨⋅, ⋅⟩⟩ on (3.9) defined by ⟨⟨x ⊗ a, y ⊗ b⟩⟩ = ⟨x, y⟩ ⊗ ab p .
It is k-linear in the first variable but Frobenius semi-linear in the second. For a subspace U ⊂ ǫ 0 V, denote by U ⌞ the perpendicular of U for the form ⟨⟨⋅,
= s, and, according to [23, Lemma 2.12] , the morphism (3.10) is given by Φ(U) = U ⌞ on k-valued points. Using this description of Φ, the unitary Deligne-Lusztig variety X P (r,s) (1) ⊂ Gr(r) is seen to be
By Remark 3.3 these Deligne-Lusztig varieties are projective and smooth.
By inspecting the Dynkin diagram identity D 3 = A 3 we can see that the exceptional isomorphism between the adjoint forms of G and U can be chosen so that the parabolic subgroups P + , P − and P 0 of G correspond to P (1, 3) , P (3,1) and P (1,3) ∩ P (3, 1) of U ≅ GL 4 respectively. Therefore, the Deligne-Lusztig variety X + is isomorphic to the unitary Deligne-Lusztig variety
Similarly X − is isomorphic to the unitary Deligne-Lusztig variety
Therefore, both X + and X − are isomorphic over F p 2 to the smooth hypersurface in P 3 given by the homogeneous equation:
In fact, since all nondegenerate Hermitian forms on V 0 = F 4 p 2 are isomorphic we can also determine equations for the unitary Deligne-Lusztig varieties using the Hermitian form given by the identity matrix I 4 . This gives the Fermat hypersurface
which is isomorphic to the surface above.
The stratification (3.8) of X + now corresponds to the stratification of the unitary Deligne-Lusztig variety X P (1, 3) (1) studied in [23, Theorem 2.15] . The Frobenius σ ∶ k → k defines an operator on V, which interchanges the two summands V = ǫ 0 V ⊕ ǫ 1 V. Thus we obtain an operator τ = σ 2 on ǫ 0 V.
The open 2-dimensional stratum of X P (1, 3) (1) has k-valued points corresponding to lines U such that
The 1-dimensional stratum has k-valued points corresponding to lines U such that dim k (U + τ (U)) = 2 and U + τ (U) is τ -invariant (i.e. F p 2 -rational). Finally, the 0-dimensional stratum consists of k-valued points corresponding to lines U which are τ -invariant. In other words, the 0-dimensional stratum of X + is just the set of F p 2 -rational points. For a k-valued point U on the 1-dimensional statum, set
. This is an F p 2 -rational plane with U
The irreducible components of the 1-dimensional stratum are parametrized by such planes. Indeed, also conversely, given an F p 2 -rational plane U ′ which is isotropic U ′ = U ′⊥ , we obtain a closed subscheme of X P (1, 3) (1) with points corresponding to all lines U with U ⊂ U ′ . This subscheme is isomorphic to P 1 and gives the Zariski closure of the corresponding irreducible component of the 1-dimensional stratum.
We can now also determine the number of components of the strata: The same discussion applies to X − .
3.4. Deligne-Lusztig varieties and the Bruhat-Tits stratification. Now we relate the varieties X studied above to the varieties N Recall from Section 3.2 the reduced closed subscheme X = X Λ ⊂ OGr(d) whose k-points are the Lagrangian subspaces L ⊂ Ω with
The Lagrangian subspaces of Ω are in bijection with the W -lattices L ⊂ L Q satisfying L = L ∨ and Λ ∨ ⊂ L, and the condition (3.11) is equivalent to L being a special lattice. Combining this with (2.18), we obtain bijections Proof. Let R be a reduced k-algebra of finite type. Given an R-valued point (G, ι, λ, ̺) ∈ N Λ (R) there is an induced map of Z p -modules
Let D be the covariant Grothendieck-Messing crystal of G, evaluated at the trivial divided power thickening Spec(R) → Spec(R), so that D is a locally free R-module sitting in an exact sequence
The formation of the pair D 1 ⊂ D is functorial in G, and so there are induced morphisms of R-modules
with ker(ψ) ⊂ ker(ψ 1 ). Given x ∈ ker(ψ 1 ) and y ∈ (Λ ∨ pΛ
is trivial. Thus ker(ψ 1 ) is contained in the radical of the quadratic space (
When R = k the point (G, ι, λ, ̺) corresponds to some Dieudonné lattice D with
and so
♯ is totally isotropic of dimension d, and K has dimension d + 1. Moreover, the quadratic space K K ⊥ is a hyperbolic plane, and so has precisely two isotropic lines. One of them is L ♯ , and the other is the subspace
For a general reduced R of finite type, it follows from the previous paragraph (use Exercise X.16 of [16] and the fact that R is a Jacobson ring) that L ♯ is a totally isotropic rank d local direct summand of Ω ⊗ k R, and K is a rank d + 1 local direct summand. By Lemma 3.4 there is a unique totally isotropic rank
As N Λ is itself reduced and locally of finite type, the construction (G, ι, λ, ̺) ↦ L defines a morphism of k-schemes
inducing the desired bijection N Λ (k) ≅ X Λ (k) on k-valued points. As the arguments of Section 2.4 were all done over an arbitrary extension of k, the above morphism induces a bijection 
where, as before, the left hand side is understood to mean the reduced scheme underlying the scheme-theoretic intersection. In other words, the combinatorics of the intersections are controlled by the combinatorics of the simplicial complex V of Section 2.7.
Theorem 3.10. The k-variety N ± Λ is projective, smooth, and irreducible of di-
Proof. Combine Theorem 3.9 with the discussion of Section 3.3.
Theorem 3.11. Under the isomorphism X ± Λ ≅ N ± Λ , the stratification of Proposition 3.8 and the stratification
of Section 2.6 are related by Proof. For each special lattice L we defined, in Proposition 2.19, a sequence of lattices
by L The bijection (2.18) identifies N ± Λ (k) with the set of special lattices L with Λ L ⊂ Λ, and the k-points of the right hand side of (3.12) correspond to those L for which Λ L has type 2r + 2; in other words, those L for which
If we instead define
In the proof of Proposition 3.8, this is the same as the condition defining the strata X Pr (w ± r ). 3.6. Hermitian vertex lattices. As in [18] , [23] , and [24] , it is possible to describe the stratification of N in terms of the Bruhat-Tits building of the special unitary group J der , although in our setting the description in these terms is slightly convoluted. Recall from Remark 2.8 the central isogeny J der → SO(L Φ Q ). Using [3, 4.2.15] we see that this gives an identification of the building BT of SO(L Φ Q ), which was described in Section 2.7, with the building of J der . Therefore, using [23] and J der ≅ SU(T ), we can see that the underlying simplicial complex of the building BT can also be described using O E -lattices Ξ in the split Hermitian space T of dimension 4 over E.
We say that an O E -lattice Ξ ⊂ T is a Hermitian vertex lattice if
The type of Ξ is dim F p 2 (Ξ ∨ Ξ); the type can be 0, 2 or 4. As in [23] , these Hermitian vertex lattices correspond bijectively to the vertices of the Bruhat-Tits building of SU(T ). The action of the group SU(T ) preserves the vertex type and is transitive on the set of vertices of a given type. The simplicial structure of the building of SU(T ) is generated, as above, using a notion of adjacency, in which Ξ and Ξ The following theorems are simply restatements in this new language of some results of the previous subsection. red . These connected components are all isomorphic and are of pure dimension 2.
(1) There is a stratification of M 
