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A LITTELMANN PATH MODEL FOR CRYSTALS OF GENERALIZED
KAC-MOODY ALGEBRAS.
ANTHONY JOSEPH AND POLYXENI LAMPROU
Abstract. A Littelmann path model is constructed for crystals pertaining to a not neces-
sarily symmetrizable Borcherds-Cartan matrix. Here one must overcome several combinato-
rial problems coming from the imaginary simple roots. The main results are an isomorphism
theorem and a character formula of Borcherds-Kac-Weyl type for the crystals. In the sym-
metrizable case, the isomorphism theorem implies that the crystals constructed by this path
model coincide with those of Jeong, Kang, Kashiwara and Shin obtained by taking q → 0
limit in the quantized enveloping algebra.
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1. Introduction
1.1. The original proof of the Weyl character formula given in 1925 by Weyl following the
work of Schur for gl(n) underwent a number of simplifications with a particularly notable
one due to Bernstein, Gelfand and Gelfand [1]. This proof was shown by Kac [8] to extend to
integrable modules for Kac-Moody algebras obtained from a symmetrizable Cartan matrix.
For affine Lie algebras the corresponding Weyl denominator formula spectacularly recovered
and generalized sum-product identities from number theory due to Fermat, Gauss and Jacobi.
More recently Borcherds [2] showed that the Kac-Moody theory extends with equally
beautiful results when imaginary simple roots are permitted. In particular the Bernstein-
Gelfand-Gelfand method gives a character formula, somewhat more complicated than the
Weyl-Kac formula for unitarizable highest weight modules.
1.2. In 1986, Drinfeld and Jimbo independently introduced quantized enveloping algebras
involving a parameter q. A little later, Lusztig [16] and Kashiwara [11] considered a q → 0
limit of these algebras and the integrable modules over them. In the Kashiwara theory
q was interpreted as the temperature and the modules were deemed to “crystallize” into
a simpler form. Kashiwara, drawing in part an observation of Date, Jimbo and Miwa [11,
Introduction], required that the tensor product be without sums or coefficients different from
0 or 1, leading to a tight combinatorial structure. Naturally an integrable highest weight
module gives rise to a normal highest weight crystal (which can be viewed as a rather special
graph). Since much structure is lost in the process the latter are not uniquely defined by
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their highest weights. However using the tensor structure, one obtains a unique closed (under
tensor product) family of normal highest weight crystals. More recently Jeong, Kang and
Kashiwara [4] have extended this theory to include simple imaginary roots (as in Borcherds)
but still with the assumption that the Cartan matrix is symmetrizable (which is needed for
quantization).
1.3. Shortly after Kashiwara introduced crystals, Littelmann [14, 15] found a purely combi-
natorial path model for them based on the Cartan matrix which was no longer required to be
symmetrizable. He constructed a closed family of normal highest weight crystals and com-
puted their characters. This was based on Lakshmibai-Seshadri paths, themselves described
by Bruhat sequences in the Weyl group together with an intregrality condition.
1.4. In this paper we extend Littelmann’s path model to include imaginary simple roots.
Specifically this means proving Proposition 6.3.5 and Theorems 7.4.2, 8.2.1 and 9.1.3, which
we describe qualitatively below. This involves a number of combinatorial complications.
Instead of the Weyl group we use a monoid with generators defined by both the real and the
imaginary simple roots. Here the presence of non-invertible elements ultimately means that
the normal highest weight crystals are not strict subcrystals of the full crystal defined by
all possible paths. Besides they are normal only with respect to the real simple roots. This
makes it more difficult to show that “generalized” Lakshmibai-Seshadri paths describe the
required normal highest weight crystals, which is the content of Proposition 6.3.5. It becomes
correspondingly more difficult to show that this set of crystals is closed with respect to tensor
product. However this being achieved (Theorem 7.4.2) we recover in the symmetrizable case,
the Kashiwara crystals by the crystal embedding theorem 8.2.1 and the resulting uniqueness
(Theorem 3.3.2). Here we remark that the embedding theorem is valid also in the non-
symmetrizable case extending thereby the work of Jeong, Kang and Kashiwara [4]. Finally
we prove (Theorem 9.1.3) a version of Littelmann’s combinatorial character formula for the
crystals in this family. Unlike [4], this does not need the Cartan matrix to be symmetrizable,
though in any case a very similar formula to that of Borcherds is obtained.
1.5. Unfortunately Littelmann’s combinatorial formula does not recover the Weyl denom-
inator formula (known to hold in the non-symmetrizable totally real case by independent
work of Kumar [13] and Mathieu [17]). The question this entails and many others remain
open.
Acknowledgements. This work started when the second author was visiting the Univer-
sity of Cologne as a Liegrits predoc. She would like to take the opportunity to thank P.
Littelmann for his hospitality and his guidance during her stay.
2. Preliminaries
2.1. Generalized Kac-Moody algebras. Unless otherwise specified all numerical values
are assumed rational. In particular, all vector spaces are over Q. We denote by N the set of
natural numbers and we set N+ := N \ {0}.
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2.1.1. Let I be a countable index set. We call A = (aij)i,j∈ I a Borcherds-Cartan matrix if
the following are satisfied :
(1) aii = 2 or aii ∈ −N for all i,
(2) aij ∈ −N, for all i 6= j,
(3) aij = 0 if and only if aji = 0.
We call an index i real if aii = 2 and we denote by I
re the set of real indices. Otherwise, we
call an index i imaginary and we denote by I im = I \ Ire the set of imaginary indices.
If I = Ire and is finite, then A is a generalized Cartan matrix in the language of [7, Section
1.1]. The matrix A is called symmetrizable if there exists a diagonal matrix S = diag{si ∈
N+ | i ∈ I} such that SA is symmetric.
2.1.2. Let g be the generalized Kac-Moody algebra associated to a Borcherds-Cartan matrix
A, h a fixed Cartan subalgebra of g, Π = {αi | i ∈ I} ⊂ h
∗ the set of simple roots,
Π∨ = {α∨i | i ∈ I} ⊂ h the set of simple coroots such that α
∨
i (αj) = aij and ∆ the root
system of g (for more details see [2, 3]).
2.1.3. Let P = {λ ∈ h∗ |α∨i (λ) ∈ Z, for all i ∈ I} be the weight lattice of g, Q =
⊕
i∈ I
Zαi
be the root lattice and Q+ =
⊕
i∈ I
Nαi. Of course ∆ ⊂ Q ⊂ P . Set P
+ = {λ ∈ P |α∨i (λ) ≥
0, for all i ∈ I}.
2.1.4. Define a partial order in Q by setting β ≻ γ if and only if β − γ ∈ Q+. Let
∆+ = {β ∈ ∆ | β ≻ 0} be the set of positive roots and ∆− = −∆+ the set of negative roots.
One has that ∆ = ∆+ ⊔∆−.
2.1.5. For all i ∈ I let ri be the linear map ri : h
∗ → h∗ defined by
ri(x) = x− α
∨
i (x)αi.
Note that ri is a reflection (and thus r
2
i = id) if and only if i ∈ I
re. Otherwise, if i ∈ I im, ri
has infinite order. Set T = 〈ri | i ∈ I〉 to be the monoid generated by all the ri, i ∈ I and
denote by id its neutral element. LetW be the group generated by the reflections ri, i ∈ I
re
and call it the Weyl group of g. Then of course W lies in T . For any τ ∈ T we may write
τ = ri1ri2 · · · riℓ where ij ∈ I, for all j with 1 ≤ j ≤ ℓ. We call this a reduced expression if
ℓ takes its minimal value which we define to be the reduced length ℓ(τ) of τ .
2.1.6. For all i ∈ I, we define ri on h by :
ri(h) = h− h(αi)α
∨
i .
One checks that if i ∈ Ire then (rih)(riλ) = h(λ) for all h ∈ h and all λ ∈ h
∗.
2.1.7. Set C = {µ ∈ h∗ |α∨i (µ) ≥ 0, for all i ∈ I
re}, the set of dominant elements of h∗.
(Notice that we consider only real indices). We call a weight in C a dominant weight. One
has that P+ ⊂ C. Notice that −αi ∈ P
+ ⊂ C for all i ∈ I im. By [7, Proposition 3.12],
for all λ ∈ C one has Wλ ∩ C = {λ} and wλ ∈ λ − N∆+re. Choose ρ ∈ h
∗ such that
α∨i (ρ) =
1
2
aii. Then ρ ∈ C, but in general ρ /∈ P
+.
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2.1.8. Let λ ∈ C and denote by Wλ the stabilizer of λ in W . Then Wλ is generated by the
simple reflections which stabilize λ, that is Wλ = 〈ri ∈ W | riλ = λ〉. Even when |I
re| =∞,
the proof is as in [7, Proposition 3.12].
2.1.9. Denote by Πre = {αi | i ∈ I
re} and by Πim = {αi | i ∈ I
im} the sets of real and
imaginary simple roots respectively.
Lemma. Take αi, αj ∈ Π and w, w˜ ∈ W . If wαi = w˜αj, then wα
∨
i = w˜α
∨
j .
Proof. If αi, αj ∈ Πre, the assertion obtains from [7, Section 5.1]. Suppose αi ∈ Πim. Since
wαi ∈ αi + NΠre, the hypothesis forces αi = αj. It then suffices to prove the assertion for
w˜ = id and w ∈ StabW (αi). Since −αi ∈ C, by section 2.1.8, we can write w = ri1 · · · rik ,
with α∨it(αi) = 0, for all t, with 1 ≤ t ≤ k. Then α
∨
i (αit) = 0, for all t, with 1 ≤ t ≤ k, so
w ∈ StabW (α
∨
i ), as required. 
Definition. By the above lemma, we may define β∨ ∈ h, for all β ∈ WΠ, through
β∨ = wα∨i , given β = wαi.
2.1.10. Take i ∈ Ire. Through [7, Lemma 3.8] we obtain ri(∆
+ \ {αi}) ⊂ ∆
+ \ {αi}. In
particular, ∆ isW -stable. Call a root β ∈ WΠ real if β∨(β) = 2 and imaginary if β∨(β) ≤ 0.
Set ∆re = WΠre and ∆im = WΠim. Define also ∆
+
re = ∆re ∩ ∆
+, ∆−re = −∆
+
re and notice
that ∆im ⊂ ∆
+. In general ∆re ⊔ (∆im ⊔ −∆im) ⊂ ∆ is a strict inclusion. However, its
complement in ∆ does not play any role in our analysis.
2.1.11. One could roughly say that everything we know about the Weyl group and the
real roots in the Kac-Moody case, also holds for the generalized Kac-Moody algebras. The
imaginary roots need some attention. The following result will be repeatedly used in the
sequel.
Lemma. Take i ∈ I im, then
(1) β∨(αi) ≤ 0, for all β ∈ ∆
+
re ⊔∆im,
(2) α∨i (β) ≤ 0, for all β ∈ Q
+.
Proof. Indeed, for (1) take β = wαj; then β
∨(αi) = α
∨
j (w
−1αi) and w
−1αi ∈ αi + NΠre,
because −αi ∈ C. Hence the assertion for αj ∈ Πim. For αj ∈ Πre, one must show that
(wαj)
∨ ∈ NΠ∨re. This is stated in [7, Section 5.1]. Finally, (2) is an immediate consequence
of the properties of the matrix A. 
2.2. Dominant elements in Tλ. In this section we give a characterization of the dominant
weights in the T -orbit Tλ of a weight λ ∈ P+.
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2.2.1. Lemma. For all λ ∈ P+ one has that Tλ ⊂ λ−Q+. In particular, α∨i (µ) ≥ 0 for
all µ ∈ Tλ and all i ∈ I im.
Proof. We will prove by induction on ℓ(τ) that
τλ ∈ Wλ− N∆im.
Then since Wλ ⊂ λ − N∆+re and ∆im ⊂ ∆
+ by section 2.1.10, we will have that Tλ ⊂
λ− N∆+ = λ−Q+.
For τ = id the statement is obvious. Let τλ = wλ − β = λ − γ, with β ∈ N∆im and
γ ∈ N∆+. Take i ∈ I im, then since by lemma 14 (2), α∨i (λ− γ) ≥ 0 one has
riτλ ∈ τλ− Nαi ⊂ Wλ− N∆im.
Take i ∈ Ire. By section 2.1.10 we have that ri∆im ⊂ ∆im and so
riτλ ∈ riwλ− N∆im ⊂Wλ− N∆im.
Hence the assertion. 
2.2.2. Lemma. The stabilizer of λ ∈ P+ in T is generated by the ri, i ∈ I which stabilize
λ, that is StabT (λ) = 〈ri |α
∨
i (λ) = 0〉.
Proof. Set S := 〈ri |αi(λ) = 0〉. Clearly, S ⊂ StabT (λ). Let τ ∈ StabT (λ); we will show
that τ ∈ S. We argue by induction on ℓ(τ). If τ = ri, for i ∈ I, the assertion is clear. Let
τ ∈ StabT (λ) be such that ℓ(τ) > 1 and write τ = riτ
′, with ℓ(τ ′) < ℓ(τ). Then, by the
previous lemma riτ
′λ = ri(wλ− β) = ri(λ− γ), with β ∈ N∆im and γ ∈ N∆
+.
If i ∈ I im, α∨i (τ
′λ) ≥ 0, which forces τ ′λ = λ and α∨i (τ
′λ) = 0. In particular, α∨i (λ) = 0
and τ ′ ∈ StabT (λ). Then τ
′ ∈ S, by the induction hypothesis and ri ∈ S, hence τ ∈ S.
If i ∈ Ire, λ = riτ
′λ = riwλ− riβ, hence β = 0 and riw ∈ Wλ ⊂ S. Then τ
′λ = wλ = λ,
so by the induction hypothesis τ ′ ∈ S and since ri ∈ S, we get τ ∈ S. Hence the
assertion. 
2.2.3. Let λ ∈ P+ and recall section 2.1.5. One would like to know which elements in Tλ
are dominant. Here we remark that by lemma 2.2.1 one has that Tλ ∩ P+ = Tλ ∩ C. By
section 2.1.7, for all w ∈ W , with w /∈ Wλ, wλ is not dominant. On the other hand, notice
that for all dominant µ ∈ Tλ and all i ∈ I im, riµ is also dominant. Indeed, for all j ∈ I we
have that α∨j (riµ) = α
∨
j (µ) − α
∨
i (µ)aji ≥ 0, since µ is dominant and aji ≤ 0. In particular,
ri1ri2 · · · rikλ is dominant for all i1, i2, . . . , ik ∈ I
im.
Lemma. Let µ ∈ Tλ∩P+ and i ∈ I im and assume that riwµ /∈ P
+ for some w 6= id in W .
Then riwµ = rjriw
′µ, for some j ∈ Ire with w′ := rjw and ℓ(w
′) = ℓ(w)− 1. Consequently
there exist w1, w2 ∈ W such that w = w1w2 and ℓ(w) = ℓ(w1) + ℓ(w2), with riw1 = w1ri.
Moreover, µ′ := riw2µ is dominant and riwµ = w1µ
′.
Proof. By assumption, riwµ is not dominant, hence there exists a j ∈ I
re such that
α∨j (riwµ) < 0. This gives
α∨j (wµ)− α
∨
i (wµ)aji < 0,
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hence
(1) α∨j (wµ) < α
∨
i (wµ)aji.
Now since µ ∈ Tλ, one has that rjwµ ∈ Tλ and so, by lemma 2.2.1, α
∨
i (rjwµ) ≥ 0 which
in turn gives :
(2) α∨i (wµ)− α
∨
j (wµ)aij ≥ 0,
Suppose that aji (and so aij) is not equal to zero and hence aij, aji < 0. Then equations (1)
and (2) give
α∨i (wµ)(1− aijaji) > 0.
But this is impossible since 1 − aijaji ≤ 0 and again by lemma 2.2.1, α
∨
i (wµ) ≥ 0. We
conclude that aij = aji = 0, which implies that ri and rj commute and α
∨
j (riwµ) = α
∨
j (wµ) <
0. Since µ ∈ P+, the last inequality forces w = rjw
′, for some w′ ∈ W with ℓ(w′) = ℓ(w)−1.
Finally, riw = rirjw
′ = rjriw
′. By repeating the procedure for riw
′µ, the last assertion
follows. 
2.2.4. Lemma. Let µ ∈ P+ and τ ∈ T . If α∨j (τµ) < 0, for some j ∈ I
re, then
ℓ(rjτ) < ℓ(τ).
Proof. Let
(3) τ = w0ri1w1 · · ·wk−1rikwk,
with wt ∈ W, 0 ≤ t ≤ k and is ∈ I
im, 1 ≤ s ≤ k be a reduced expression of τ . By the
previous lemma, we can write rikwkµ as w
′
kµ
′, with µ′ = rikw
′′
kµ ∈ P
+, rikw
′
k = w
′
krik and
(4) ℓ(wk) = ℓ(w
′
k) + ℓ(w
′′
k).
Thus we get a new expression for τ :
τ = w0ri1w1 · · · rik−1w
′
k−1rikw
′′
k ,
where w′k−1 = wk−1w
′
k. By (4) and since the expression (3) of τ is reduced we get ℓ(w
′
k−1) =
ℓ(wk−1) + ℓ(w
′
k). Repeating this procedure, we obtain τµ = w
′
0ν and ν = τ
′µ ∈ P+, with
ℓ(τ) = ℓ(w′0) + ℓ(τ
′). Let j ∈ Ire. Then α∨j (τµ) < 0 implies that α
∨
j (w
′
0ν) < 0 and so
ℓ(rjw
′
0) < ℓ(w
′
0) which in turn gives that ℓ(rjτ) = ℓ(rjw
′
0τ
′) < ℓ(w′0τ
′) = ℓ(τ). 
2.2.5. For any µ ∈ Tλ, λ ∈ P+, call τλ a minimal representative of µ if µ = τλ and for
every τ ′ such that µ = τ ′λ one has that ℓ(τ) ≤ ℓ(τ ′). We have the following result :
Corollary. An element µ 6= λ in Tλ is dominant if and only if every minimal representative
of µ is of the form riτλ, for τ ∈ T, i ∈ I
im.
Proof. Suppose that µ = τλ is a minimal representative of µ. As in the proof of lemma 2.2.4
one can write µ = w0ν, with ν = riτ
′λ ∈ P+, i ∈ I im, τ ′ ∈ T and τ = w0riτ
′, where
lengths add. If µ is dominant, then w0 ∈ Wν . But then µ = w0riτ
′λ = riτ
′λ which implies
that w0 = id, hence every minimal representative of µ starts with some ri with i ∈ I
im. If
PATH MODEL FOR GENERALIZED KAC-MOODY ALGEBRAS 7
µ is not dominant, then by lemma 2.2.3, there exists a minimal representative of µ starting
with rj, where j ∈ I
re. Hence the assertion. 
2.2.6. We may express this consequence of lemma 2.2.4 in the following fashion. Write
τ ∈ T as in equation (3). Call τ a dominant reduced expression if τ is reduced and
successively the ℓ(wk), ℓ(wk−1), . . . , ℓ(w0) take their minimal values. Set τ
′ = ri1w1 · · · rikwk.
Then for all µ ∈ P+, τ ′µ is dominant and τµ is dominant if and only if w0 ∈ StabW (τ
′µ). In
particular, if w0 = id in a dominant reduced expression of τ , then τµ ∈ P
+ for all µ ∈ P+.
2.2.7. Lemma. Let λ, µ ∈ P+. Then, for all τ ∈ T one has that β∨(τµ) > 0 implies
β∨(τλ) ≥ 0, for all β ∈ WΠ ∩∆+.
Proof. Since β = wαi ∈ WΠ one has β
∨(τµ) = α∨i (w
−1τµ) which reduces us to the case
β = αi ∈ Π. For αi ∈ Πim one always has that α
∨
i (τλ) ≥ 0, by lemma 2.2.1. Suppose that
αi ∈ Πre. Take τ ∈ T and let τ = w0ri1w1ri2 · · · rikwk be a dominant reduced expression
of τ ; then ri1w1ri2 · · · rikwk is a dominant reduced expression for τ
′, where τ = w0τ
′. By
Section 2.2.6, one has that τ ′λ, τ ′µ ∈ P+.
Suppose that α∨i (w0τ
′µ) > 0, then (w−10 αi)
∨(τ ′µ) > 0, which implies that w−10 αi ∈ ∆
+,
since τ ′µ ∈ P+. Then (w−10 αi)
∨(τ ′λ) ≥ 0, since τ ′λ ∈ P+ and so α∨i (τλ) ≥ 0. 
Remark. We prove in Lemma 7.3.7 a general fact about “Bruhat sequences” in T which
generalizes a well-known result for W . For technical reasons this is postponed for the mo-
ment.
3. Generalized crystals
3.1. The notion of a crystal.
3.1.1. Definition. A generalized crystal B is a set endowed with the maps wt : B → P ,
εi, ϕi : B → Z ∪ {−∞}, ei, fi : B → B ∪ {0} satisfying the rules :
(1) For all i ∈ I and all b ∈ B, ϕi(b) = εi(b) + α
∨
i (wt b).
(2) For all i ∈ I if b, eib ∈ B, then wt(eib) = wt b+ αi.
(3) For all i ∈ I if b, eib ∈ B, then εi(eib) = εi(b) − 1 if i ∈ I
re and εi(eib) = εi(b) if
i ∈ I im.
(4) For all i ∈ I and all b, b′ ∈ B one has b′ = eib if and only if fib
′ = b.
(5) If for b ∈ B, i ∈ I, ϕi(b) = −∞, then eib = fib = 0.
3.1.2. Remarks.
(1) The axioms imply the following further properties. First ϕi(eib) = ϕi(b) + 1, if
i ∈ Ire and ϕi(eib) = ϕi(b) + aii, if i ∈ I
im. Second (a) wt fib = wt b − αi, (b)
εi(fib) = εi(b) + 1, if i ∈ I
re and εi(fib) = εi(b), if i ∈ I
im, (c) ϕi(fib) = ϕi(b)− 1 if
i ∈ Ire and ϕi(fib) = ϕi(b)− aii if i ∈ I
im.
(2) The crystal graph of a crystal B is the colored graph having vertices the elements of
B and arrows b
i
→ b′ if fib = b
′.
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(3) This definition is due to Jeong, Kang, Kashiwara and Shin [5]. We omit the term
“generalized” in the sequel.
3.1.3. For any µ ∈ P set Bµ = {b ∈ B | wt b = µ}. If b ∈ Bµ, we say that b is of weight
µ. If all Bµ are finite, define the formal character of B to be
char B :=
∑
b∈ B
ewt b =
∑
µ∈ P
|Bµ | e
µ
Call a crystal B upper normal if εi(b) = max {n ∈ N | e
n
i b 6= 0} for all i ∈ I
re, lower
normal if ϕi(b) = max {n ∈ N | f
n
i b 6= 0} for all i ∈ I
re and normal if it is both upper and
lower normal.
Denote by F the monoid generated by the fi; i ∈ I. A crystal B is called a highest weight
crystal of highest weight λ if there exists an element bλ ∈ Bλ, such that B = Fbλ. Notice
that this implies that eibλ = 0 for all i ∈ I, but the converse can fail. Despite the obvious
analogy to highest weight modules, this condition is rather weak (see also remark in section
3.2.1). Indeed, given a crystal B and an element bλ ∈ Bλ, we obtain a highest weight
subcrystal Fbλ of B, simply by declaring eib
′ = 0, whenever eib
′ /∈ Fbλ.
3.1.4. Let B be the set of crystals B which for all b ∈ B and all i ∈ I im satisfy :
(1) α∨i (wt b) ≥ 0,
(2) εi(b) = 0 and consequently ϕi(b) = α
∨
i (wt b),
(3) fib 6= 0 if and only if ϕi(b) > 0.
3.1.5. Lemma. Let B ∈ B and take i ∈ I im, b ∈ B. If α∨i (wt b) ≤ −aii, then eib = 0. In
particular, eib = 0 if α
∨
i (wt b) = 0.
Proof. Suppose that eib 6= 0, then fi(eib) 6= 0 by 3.1.1 (4), and so 0 < ϕi(eib) = α
∨
i (wt eib).
By 3.1.1 (2), wt eib = wt b+ αi and so α
∨
i (wt eib) > 0 implies that α
∨
i (wt b) > −aii. 
Remark. The converse of the above lemma is false.
3.1.6. Definition. A morphism ψ of crystals B1, B2 is a map
ψ : B1 −→ B2 ∪ {0}
such that:
(1) wt(ψ(b)) = wt b, εi(ψ(b)) = εi(b), ϕi(ψ(b)) = ϕi(b) for all i ∈ I.
(2) ψ(fib) = fi(ψ(b)), if fib 6= 0.
Notice that if ψ is a crystal morphism, then also ψ(eib) = eiψ(b) if eib 6= 0. One says that
B1 is a subcrystal of B2 if ψ is an embedding. An embedding is said to be strict, if fi and
ei commute with ψ for all i ∈ I. If ψ is a strict embedding, then B1 is said to be a strict
subcrystal of B2. The crystal graph of a subcrystal B1 of B2 is obtained by removing the
arrows between vertices of B1 and vertices of B2 \B1 in the crystal graph of B2.
3.2. Crystal tensor product.
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3.2.1. Definition. Let B1, B2 be two crystals. Their tensor product B1 ⊗ B2 is B1 × B2
as a set, with crystal operations defined as follows. Set b = b1 ⊗ b2 with b1 ∈ B1, b2 ∈ B2.
Then :
(1) wt b = wt b1 + wt b2.
(2) εi(b) = max{εi(b1), εi(b2)− α
∨
i (wt b1)}.
(3) ϕi(b) = max{ϕi(b1) + α
∨
i (wt b2), ϕi(b2)}.
(4) For all i ∈ I,
(a) fib =
{
fib1 ⊗ b2, if ϕi(b1) > εi(b2),
b1 ⊗ fib2, if ϕi(b1) ≤ εi(b2).
(5) For all i ∈ Ire,
(b) eib =
{
eib1 ⊗ b2, if ϕi(b1) ≥ εi(b2),
b1 ⊗ eib2, if ϕi(b1) < εi(b2),
and for all i ∈ I im we set
(c) eib =
 eib1 ⊗ b2, if ϕi(b1) > εi(b2)− aii,0, if εi(b2) < ϕi(b1) ≤ εi(b2)− aii,
b1 ⊗ eib2, if ϕi(b1) ≤ εi(b2).
It is straightforward to verify that B1 ⊗ B2 endowed with the above operations is indeed
a crystal [5, Lemma 2.10]. Moreover, as in the Kac-Moody case, the tensor product of two
normal crystals is a normal crystal.
Remark. If Fbλ and Fbµ are highest weight crystals, it is not obvious that F(bλ ⊗ bµ) is a
strict subcrystal of Fbλ ⊗ Fbµ.
3.2.2. Let B1, B2 be crystals in B, form their tensor product B := B1 ⊗ B2 and let b :=
b1 ⊗ b2 ∈ B. Take i ∈ I
im. The formulae 3.2.1 (a) and (c) simplify as follows :
(a’) fib =
{
fib1 ⊗ b2, if ϕi(b1) > 0,
b1 ⊗ fib2, if ϕi(b1) = 0,
and
(c’) eib =
{
eib1 ⊗ b2, if ϕi(b1) > 0,
b1 ⊗ eib2, if ϕi(b1) = 0.
Indeed, equation (a’) above immediately obtains from 3.2.1 (a) since ϕi(b1) ≥ 0 = εi(b2). For
eib notice that the only case where equation 3.2.1 (c) and equation (c’) above can differ is
when 0 < ϕi(b1) ≤ −aii. But then by lemma 3.1.5 one has that eib1 = 0 and so ei(b1⊗b2) = 0
by either (c) or (c’).
We show that B ∈ B and thus the set B is closed under tensor products. Indeed notice
that α∨i (wt b) = α
∨
i (wt b1) + α
∨
i (wt b2) ≥ 0 and εi(b) = max{εi(b1), εi(b2) − α
∨
i (wt b1)} = 0.
Now if ϕi(b) > 0, then either ϕi(b1) > 0 and fib = (fib1) ⊗ b2 6= 0 or ϕi(b1) = 0, ϕi(b2) > 0
and fib = b1 ⊗ fib2 6= 0. On the other hand, if ϕi(b) = 0, then ϕi(b1) = ϕi(b2) = 0 which
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implies that fib1 = fib2 = 0 and so fib = 0. We conclude that fib 6= 0 if and only if ϕi(b) > 0
as required.
3.3. The crystal B(∞).
3.3.1. For any index i ∈ I we define the elementary crystal Bi [5, Example 2.14] to be the
set Bi = {bi(−n) |n ∈ N} with crystal operations:
wt bi(−n) = −nαi,
eibi(−n) = bi(−n + 1), fibi(−n) = bi(−n− 1)
ejbi(−n) = fjbi(−n) = 0, if i 6= j
εi(bi(−n)) = n, ϕi(bi(−n)) = −n, if i ∈ I
re
εi(bi(−n)) = 0, ϕi(bi(−n)) = −naii, if i ∈ I
im
εj(bi(−n)) = ϕj(bi(−n)) = −∞, if i 6= j,
where we have set bi(−n) = 0 for all n < 0.
3.3.2. Theorem. There exists a unique (up to isomorphism) crystal, denoted by B(∞),
with the properties :
(1) There exists an element b0 ∈ B(∞) of weight zero.
(2) The set of weights of B(∞) lies in −Q+.
(3) For any element b ∈ B(∞) with b 6= b0, there exists some i ∈ I such that eib 6= 0.
(4) For all i ∈ I there exists a unique strict embedding Ψi : B(∞) −→ B(∞) ⊗ Bi,
sending b0 to b0 ⊗ bi(0).
The description of B(∞) which results is given in section 3.3.4 below.
3.3.3. Let J = {i1, i2, . . . } where ij ∈ I is a countable sequence with the property that for
all i ∈ I and all j ∈ N+, there exists k > j such that ik = i. It is convenient to assume that
ij 6= ij+1 for all j ∈ N
+. Set B(k) = Bik ⊗ · · · ⊗ Bi1 and for k ≤ l, let ψk,l : B(k) → B(l)
be the map b 7→ bil(0)⊗ · · · ⊗ bik+1(0)⊗ b. Let BJ(∞) be the inductive limit of the family
{B(k)}k≥1. Then BJ(∞) is the crystal in which an element b takes the form
b = · · · ⊗ bi2(−m2)⊗ bi1(−m1),
with mk ∈ N and mk = 0 for k ≫ 0.
3.3.4. Let B be a crystal satisfying properties (1)-(4) of theorem 3.3.2. Then b0 is the
unique element of weight zero in B. Indeed, if b 6= b0 and wt b = 0 then eib 6= 0 for some
i ∈ I. But then wt eib = αi /∈ −Q
+ contradicting property (2). It follows that B = Fb0.
Iterating (4) we have a strict embedding :
B →֒ B ⊗Bi1 →֒ B ⊗ Bi2 ⊗Bi1 →֒ · · · →֒ B ⊗Bir ⊗ · · · ⊗ Bi2 ⊗ Bi1 ,
for all r > 0. There exists N > 0 such that any element b ∈ B takes the form
b0 ⊗ biN (−mN )⊗ · · · ⊗ bi1(−m1).
Associating · · · ⊗ biN+1(0) ⊗ biN (−mN ) ⊗ · · · ⊗ bi1(−m1) to b we obtain a strict embedding
B →֒ BJ(∞). Now BJ(∞) admits a unique element b∞ of weight zero given by taking all
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the mk = 0 for all k ∈ N
+. Then B is the strict subcrystal of BJ(∞) generated by b∞. We
conclude that a crystal satisfying (1)-(4) of theorem 3.3.2 is unique.
3.3.5. Remark. For A symmetrizable and aii ∈ −2N
+ if i ∈ I im, theorem 3.3.2 is due to
Jeong, Kang and Kashiwara [5, Theorem 4.1]. Their proof is not combinatorial. We shall
prove it combinatorially and in general by constructing a path model. Moreover, the crystal
structure of BJ(∞) is given explicitly in [5, Example 2.17]. We describe it in section 9.3,
where some further properties of BJ(∞) are discussed .
4. A path model for crystals defined by a Borcherds-Cartan matrix
According to our general conventions, all intervals are considered in Q, that is we write
[a, b] for {c ∈ Q | a ≤ c ≤ b}. Let X be a topological space. A function π : [0, 1] → X is
said to be continuous (or just a path) if it is the restriction of a continuous function on the
real interval. Actually, we shall mainly use piecewise linear functions.
Let P be the set of paths π : [0, 1] → QP such that π(0) = 0 and π(1) ∈ P . We
consider two paths π, π′ ∈ P equivalent if π = π′ up to parametrization, i.e. if there exists
a non-decreasing continuous function φ : [0, 1] → [0, 1] such that π(φ(t)) = π′(t) for all
t ∈ [0, 1].
4.1. The operators fi, ei.
4.1.1. For all π ∈ P and all i ∈ I, set hπi (t) := α
∨
i (π(t)), t ∈ [0, 1] and let m
π
i be the
minimal integral value of the function hπi , that is
mπi = min{h
π
i (t) ∩ Z|t ∈ [0, 1]}.
(Notice that since π(0) = 0, one has that hπi (0) = 0, hence the function h
π
i attains integral
values.) The action of fi, ei for i ∈ I is defined in the following sections.
4.1.2. Let f i+(π) ∈ [0, 1] be maximal such that h
π
i (f
i
+(π)) = m
π
i . If f
i
+(π) = 1, set
fiπ = 0. Otherwise, since π(1) ∈ P and so h
π
i (1) ∈ Z, it follows that the function h
π
i
attains the value mπi in the interval [f
i
+(π), 1]. Let f
i
−(π) ∈ [f
i
+(π), 1] be minimal such that
hπi (f
i
−(π)) = m
π
i + 1. Then define (fiπ)(t) to be the path :
(fiπ)(t) =
 π(t), t ∈ [0, f
i
+(π)],
π(f i+(π)) + ri(π(t)− π(f
i
+(π))), t ∈ [f
i
+(π), f
i
−(π)],
π(t)− αi, t ∈ [f
i
−(π), 1].
4.1.3. Take i ∈ Ire, and let ei+(π) ∈ [0, 1] be minimal such that h
π
i (e
i
+(π)) = m
π
i . If
ei+(π) = 0, set eiπ = 0. If e
i
+(π) > 0 and since h
π
i (0) = 0, the function h
π
i attains the
value mπi + 1 in the interval [0, e
i
+(π)]. Let e
i
−(π) ∈ [0, e
i
+(π)] be maximal such that
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hπi (e
i
−(π)) = m
π
i + 1. The path eiπ is then defined by :
(eiπ)(t) =
 π(t), t ∈ [0, e
i
−(π)],
π(ei−(π)) + ri(π(t)− π(e
i
−(π))), t ∈ [e
i
−(π), e
i
+(π)],
π(t) + αi, t ∈ [e
i
+(π), 1].
4.1.4. Take i ∈ I im. Define r−1i : h
∗ → h∗ to be the map :
r−1i (x) = x+
1
1− aii
α∨i (x)αi.
One checks that rir
−1
i = r
−1
i ri = id. Recall the number f
i
+(π) defined in section 4.1.2
and set ei−(π) := f
i
+(π). If e
i
−(π) = 1 or h
π
i (t) < m
π
i + 1 − aii for all t ∈ [e
i
−(π), 1], set
eiπ = 0. Otherwise let e
i
+(π) ∈ [e
i
−(π), 1] be minimal such that h
π
i (e
i
+) = m
π
i + 1 − aii.
If hπi (t) ≤ m
π
i −aii for some t ∈ [e
i
+(π), 1], set eiπ = 0. Otherwise, define eiπ to be the path :
(eiπ)(t) =
 π(t), t ∈ [0, e
i
−(π)],
π(ei−(π)) + r
−1
i (π(t)− π(e
i
−(π))), t ∈ [e
i
−(π), e
i
+(π)],
π(t) + αi, t ∈ [e
i
+(π), 1].
4.1.5. Remarks.
(1) The definition of fi, ei for i ∈ I
re is as in [14, Section 2]. Notice that in [14] the
condition under which Littelmann sets fiπ = 0 is that h
π
i (1)− h
π
i (f
i
+(π)) < 1. This
is equivalent to equality in hπi (1) ≥ m
π
i and so to f
i
+(π) = 1 if we consider only paths
with endpoint in P .
(2) Littelmann gave a different and more involved definition for the root operators in
[15]. These operators were compatible with the “stretching of paths”, an essential
tool in the proof of his Isomorphism Theorem. However, for the paths appearing in
this paper (namely, integral and monotone paths, see sections 5.3.7 and 5.3.9) the
two definitions coincide. In order to prove an analogue of Littelmann’s Isomorphism
theorem for generalized Kac-Moody algebras, one would have to consider more gen-
eral paths and hence use the definitions of [15]. We note here that the Isomorphism
theorem is equivalent to the tensor product decomposition, proven in [4] for crystal
bases, if paths admit “stretching”.
(3) It is easy to verify that for ei, fi, i ∈ I defined above, fiπ = π
′ if and only if eiπ
′ = π.
For i ∈ Ire, this is done in [15].
(4) If fiπ 6= 0, one has that (fiπ)(1) = π(1) − αi. Similarly, if eiπ 6= 0 then (eiπ)(1) =
π(1) + αi.
4.1.6. Lemma. Take i ∈ I and let π ∈ P be such that fiπ 6= 0.
(1) If i ∈ I im, then mfiπi = m
π
i and f
i
+(fiπ) = f
i
+(π), whereas f
i
−(fiπ) ≤ f
i
−(π), with
equality if and only if aii = 0. In particular, f
k
i π 6= 0, for all k ≥ 0.
(2) If i ∈ Ire, then mfiπi = m
π
i − 1 and f
i
+(fiπ) = f
i
−(π). In particular, since h
fiπ
i (1) =
hπi (1)− 2, there exists k ∈ N such that f
k
i π = 0
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Proof. Consider (1) and let i ∈ I im. By definition, hπi (t) ∩ Z ≥ h
π
i (f
i
+(π)) = m
π
i and this
inequality is strict for t > f i+(π). We will compute the function h
fiπ
i (t). Recall definition
4.1.2. One has that for t ∈ [0, f i+(π)]
(5) hfiπi (t) = h
π
i (t).
Now, for t ∈ [f i+(π), f
i
−(π)],
(6) hfiπi (t) = h
π
i (t)− aii(h
π
i (t)− h
π
i (f
i
+(π))) ≥ h
π
i (t).
Finally, for t ∈ [f i−(π), 1],
(7) hfiπi (t) = h
π
i (t)− aii ≥ h
π
i (t).
By equations (5), (6), (7), we conclude that hfiπi (t) ≥ h
π
i (t) for all t ∈ [0, 1] and so h
fiπ
i (t)∩
Z ≥ mπi . Since also h
fiπ
i (f
i
+(π)) = h
π
i (f
i
+(π)) = m
π
i , we conclude that m
fiπ
i = m
π
i . Also
hfiπi (t) ∩ Z > m
π
i for t > f
i
+(π) and thus f
i
+(fiπ) = f
i
+(π). By (6) we obtain that f
i
−(fiπ) ≤
f i−(π) with equality if and only if aii = 0. Finally, since fiπ = 0 if and only if f
i
+(π) = 1 and
f i+(fiπ) = f
i
+(π), one has that fiπ 6= 0 implies that f
2
i π 6= 0 and inductively, f
k
i π 6= 0 for all
k ≥ 0. Hence (1).
Statement (2) which we have included for comparison is implicit in [14, Proposition 1.5].
It may be similarly verified by substituting aii = 2 in the first parts of equations (6) and
(7). 
4.2. The Crystal structure of P.
4.2.1. We will endow P with a normal crystal structure. We define the operators fi, ei, i ∈ I
as in sections 4.1.2, 4.1.3, 4.1.4. We set wt π = π(1). For i ∈ Ire we set εi(π) = −m
π
i . For
i ∈ I im, we set εi(π) = 0. Then ϕi can be recovered by the formula ϕi(π) = εi(π)+α
∨
i (wt π).
From section 4.1.5 and lemma 4.1.6 one checks the following:
Lemma. The set of paths P together with the maps ei, fi, εi, ϕi, wt for all i ∈ I defined
above, is a normal crystal.
4.2.2. Concatenation of paths. We define the tensor product of π1, π2 ∈ P to be the con-
catenation of the two paths :
(π1 ⊗ π2)(t) =
{
π1(t/s), t ∈ [0, s],
π1(1) + π2(
t−s
1−s
), t ∈ [s, 1],
for any rational number s ∈ [0, 1].
Lemma. The crystal operations on P⊗P ⊂ P satisfy the crystal tensor product rules defined
in section 3.2.1.
Proof. This is straightforward; a point to remark is that (π1 ⊗ π2)(s) ∈ P , otherwise the
insertion of ei or fi will simultaneously change both π1 and π2. 
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5. Generalized Lakshmibai-Seshadri paths
5.1. Distance of two weights in Tλ. Notation is as in sections 2.1.1-2.1.10.
5.1.1. Let λ ∈ P+ and let µ, ν ∈ Tλ be two weights in the T orbit of λ. We write
µ > ν if there exists a sequence of weights µ := λ0, λ1, . . . , λs−1, λs := ν and positive roots
β1, . . . , βs ∈ WΠ ∩∆
+ = ∆+re ⊔∆im such that λi−1 = rβiλi and β
∨
i (λi) > 0, for all i, with
1 ≤ i ≤ s. Note that µ = rβν, with β ∈ WΠ ∩∆
+, one has µ > ν if and only if β∨(ν) > 0.
We call the distance of µ and ν and write dist (µ, ν) the maximal length of such sequences.
If µ = rβν > ν and dist (µ, ν) = 1 we write ν
β
← µ. Since β is uniquely determined by the
pair (µ, ν), we can omit it and write ν ← µ.
5.1.2. Remarks.
(1) If βi ∈ ∆
+
re for all i, 1 ≤ i ≤ s then id ← rβs ← · · · ← rβ1rβ2 · · · rβs is a Bruhat
sequence in W/Wλ, where recall that Wλ stands for the stabilizer of λ in W .
(2) Let µ = riν and α
∨
i (ν) > 0. Then dist (µ, ν) = 1. Indeed, note that
ν := λs
βs
← λs−1 · · ·
β2
← λ1
β1
← λ0 =: µ
with βi ∈ ∆
+ means that ν = µ +
s∑
t=1
ntβt, with nt ∈ N
+. Note that µ > ν implies
that µ ≺ ν. The converse fails.
5.1.3. The following is exactly as in [15, Lemma 4.1].
Lemma. Let αi ∈ Πre be a simple real root and let µ ≥ ν be two weights in Tλ with
λ ∈ P+. Then :
(1) If α∨i (µ) < 0 and α
∨
i (ν) ≥ 0, then riµ ≥ ν and dist (riµ, ν) < dist (µ, ν).
(2) If α∨i (µ) ≤ 0 and α
∨
i (ν) > 0, then µ ≥ riν and dist (µ, riν) < dist (µ, ν).
(3) If α∨i (µ)α
∨
i (ν) > 0, then riµ ≥ riν and dist (riµ, riν) = dist (µ, ν).
5.1.4. Lemma. Let µ ≥ ν ∈ Tλ be such that ν := νs
βs
← νs−1
βs−1
← · · ·
β2
← ν1
β1
← ν0 =: µ where
βj ∈ WΠ∩∆
+ with 1 ≤ j ≤ s and let i ∈ I im. Then α∨i (µ) ≥ α
∨
i (ν) and α
∨
i (µ) = α
∨
i (ν) if
and only if ri commutes with rβj for all j with 1 ≤ j ≤ s.
Proof. Since µ = ν −
s∑
j=1
β∨j (νj)βj ∈ ν −
s∑
j=1
N+βj and α
∨
i (βj) ≤ 0 for all j, with 1 ≤ j ≤ s,
we conclude that α∨i (µ) ≥ α
∨
i (ν) and equality holds if and only if α
∨
i (βj) = 0 for all j, with
1 ≤ j ≤ s. The latter is equivalent to rirβj = rβjri for all j, with 1 ≤ j ≤ s. 
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5.1.5. Lemma. Let αi ∈ Πim be a simple imaginary root and let µ ≥ ν be two weights in
Tλ with λ ∈ P+. If α∨i (µ) = α
∨
i (ν) ≥ 0, then riµ ≥ riν and dist (riµ, riν) = dist (µ, ν).
Proof. Set dist (µ, ν) = s ≥ 1, then
ν := νs
βs
← νs−1
βs−1
← · · ·
β2
← ν1
β1
← ν0 =: µ,
for some βj ∈ WΠ ∩ ∆
+, where 1 ≤ j ≤ s. Since by assumption α∨i (µ) = α
∨
i (ν), lemma
5.1.4 gives that ri commutes with rβj for all j, with 1 ≤ j ≤ s. Notice that this means that
riµ = rβ1 · · · rβsriν and β
∨
j (rβj+1 · · · rβsriν) = β
∨
j (rβj+1 · · · rβsν) > 0. Hence riµ ≥ riν and
dist (riµ, riν) ≥ s. Suppose that dist (riµ, riν) > s. This means that there exist positive
roots γj, with 1 ≤ j ≤ t and t > s, such that
riν := ν
′
t
γt
← ν ′t−1
γt−1
← · · ·
γ2
← ν ′1
γ1
← ν ′0 =: riµ.
But our hypothesis α∨i (µ) = α
∨
i (ν) also implies that α
∨
i (riµ) = α
∨
i (riν). By lemma 5.1.4,
ri commutes with rγj for all j, with 1 ≤ j ≤ t. This gives us riµ = rirγ1 · · · rγtν and so
µ = rγ1 · · · rγtν, therefore dist (µ, ν) ≥ t > s, which is a contradiction. 
5.2. Generalized Lakshmibai-Seshadri paths.
5.2.1. Let a with 0 < a ≤ 1 be a rational number and let µ > ν be two weights in Tλ. An
a-chain for the pair (µ, ν) is a sequence of weights in Tλ :
ν := νs
βs
← νs−1
βs−1
← · · ·
β2
← ν1
β1
← ν0 =: µ,
such that for all i with 1 ≤ i ≤ s :
(a) aβ∨i (νi) ∈ N
+, if βi ∈ ∆
+
re.
(b) aβ∨i (νi) = 1, if βi ∈ ∆im.
Observe that if a = 1, then condition (a) is automatically satisfied.
For the above a-chain one has
(8) a(µ− ν) =
s−1∑
i=0
a(νi − νi+1) = −
s−1∑
i=0
aβ∨i (νi)βi ∈ −Q
+.
5.2.2. Suppose we have :
(1) λ = (λ1 > λ2 > · · · > λs), a sequence of elements in Tλ,
(2) a = (a0 = 0 < a1 < · · · < as = 1), a sequence of rational numbers,
and set π := (λ, a) to be the path :
(9) π(t) =
j−1∑
i=1
(ai − ai−1)λi + (t− aj−1)λj , aj−1 ≤ t ≤ aj .
A Generalized Lakshmibai-Seshadri path π = (λ, a) of shape λ is the path given in (9) such
that :
(a) there exists an ai-chain for (λi, λi+1) for all i with 1 ≤ i ≤ s,
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(b) if λs 6= λ there exists a 1-chain for (λs, λ).
We sometimes write
π = (λ, a) = (λ1, λ2, . . . , λs ; a0 = 0, a1, . . . , as−1, as = 1).
For short, we write GLS path for Generalized Lakshmibai-Seshadri path.
5.2.3. Remarks.
(1) Equation (9) of π can be also written as follows. Let t ∈ [aj−1, aj ], then :
(10) π(t) =
j−1∑
i=1
(ai − ai−1)λi + (t− aj−1)λj =
j−1∑
i=1
ai(λi − λi+1) + tλj .
(2) By equation (10) we have that
wt π = π(1) =
s∑
i=1
(ai − ai−1)λi =
s−1∑
i=1
ai(λi − λi+1) + λs.
Now by equation (8), we have ai(λi − λi+1) ∈ −Q
+ for all i with 1 ≤ i ≤ s − 1 and
λs ∈ λ−Q
+. In particular, wt π is an integral weight in the intersection of λ−Q+ and the
convex hull of Tλ.
5.2.4. Example. Let A = (−k) with k ≥ 0 be an 1 × 1 matrix, g the associated generalized
Kac-Moody algebra, α the unique simple (imaginary) root, r := rα. Let λ be a dominant
weight in the weight lattice of g such that α∨(λ) = m > 0. One checks that the only GLS
paths of shape λ are :
π0 = (λ; 0, 1),
π1 = (rλ, λ; 0,
1
m
, 1),
π2 = (r
2λ, rλ, λ; 0, 1
m(1+k)
, 1
m
, 1),
π3 = (r
3λ, r2λ, rλ, λ; 0, 1
m(1+k)2
, 1
m(1+k)
, 1
m
, 1),
........
πs = (r
sλ, rs−1λ, . . . , rλ, λ; 0, 1
m(1+k)s−1
, 1
m(1+k)s−2
, . . . , 1
m(1+k)
, 1
m
, 1),
........
Recall section 4.1.2 and set f := fα. One further checks that πi = f
iπλ. Notice that the
linear path (rλ)t = (rλ; 0, 1) is not always a GLS path unlike the Kac-Moody case. One sees
that (rλ)t is a GLS path if and only if m = 1. Again one sees that (rsλ)t is a GLS path for
all s ∈ N, if and only if m = 1 and k = 0.
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5.2.5. For all λ ∈ P+ we denote by Pλ the set of all GLS paths of shape λ. It is proven
in [14] that when I im = ∅ the set Pλ is stable under the action of the root operators
fi, ei, i ∈ I defined in sections 4.1.2, 4.1.3 and Pλ = Fπλ, where πλ is the linear path
πλ(t) = λt = (λ; 0, 1).
Recall sections 3.1.3, 3.1.6 and 4.2.1; the above imply that Pλ is a highest weight crystal
and a strict subcrystal of P. Furthermore, it is proven in [6] that Pλ is isomorphic (as
a crystal) to the crystal associated with the crystal basis of the (unique) highest weight
module V (λ) of highest weight λ over the quantized enveloping algebra of a Kac-Moody
algebra g. Finally, by [15, Section 9] char V (λ) = charPλ.
Our aim is to prove analogous results in the generalized Kac-Moody case. However, this is
not straightforward. Already Pλ will not be a strict subcrystal of P. This results in a number
of complications, in particular to show that it is a highest weight crystal and with respect to
the joining of paths (section 7.3). The latter is needed to prove that the Pλ, λ ∈ P
+ form
a closed family of highest weight crystals and as a consequence that this family is unique
(section 8). The proof of the character formula (section 9) poses some particular challenges
and is significantly more complicated.
5.3. Some integrality properties of the Generalized Lakshmibai-Seshadri paths.
In order to study the action of the operators ei, fi, i ∈ I on the set of GLS paths Pλ we
need certain preliminary results which we give in this section.
5.3.1. Recall sections 4.1.1-4.1.4.
Lemma. Suppose that π = (λ1, λ2, . . . , λs ; 0, a1, . . . , as−1, 1) is a Generalized Lakshmibai-
Seshadri path of shape λ ∈ P+ and let i ∈ I im. Then the function hπi is increasing, m
π
i = 0
and one of the following is true :
(1) f i+(π) = 0, fiπ 6= 0 and h
π
i is strictly increasing in a neighbourhood of 0,
(2) f i+(π) = 1, fiπ = 0 and h
π
i = 0.
Moreover, eiπ = 0 if and only if α
∨
i (wt π) < 1− aii.
Proof. Take i ∈ I im; by lemma 2.2.1 and since the λj are in Tλ, one has that α
∨
i (λj) ≥ 0,
for all j with 1 ≤ j ≤ s. Since λj > λj+1, by lemma 5.1.4 we obtain α
∨
i (λ1) ≥ α
∨
i (λ2) ≥
· · · ≥ α∨i (λs) ≥ 0. Substitution in (10) shows that h
π
i is increasing in [0, 1]. Since h
π
i (0) = 0,
we have that mπi = 0.
Moreover, either α∨i (λ1) > 0, in which case h
π
i increases strictly in [0, a1], or α
∨
i (λ1) = 0
and so hπi (t) = 0 for all t ∈ [0, 1]. In the first case f
i
+(π) = 0 and fiπ 6= 0. In the second
case f i+(π) = 1 and so, by definition, fiπ = 0.
Since hπi is increasing and m
π
i = 0, one obtains eiπ = 0 if and only if h
π
i (1) = α
∨
i (wt π) <
1− aii. 
5.3.2. Lemma. Let ν := νs
βs
← νs−1
βs−1
← · · ·ν1
β1
← ν0 =: µ and take αi ∈ Πre. If riµ < µ
and riν ≥ ν or riµ ≤ µ and riν > ν, then αi = βℓ for some ℓ, with 1 ≤ ℓ ≤ s.
18 ANTHONY JOSEPH AND POLYXENI LAMPROU
Proof. Assume that riµ < µ and riν ≥ ν and recall that νt = rβt+1νt+1 for all t, with
0 ≤ t ≤ s− 1. By the hypothesis, there exists ℓ with 1 ≤ ℓ ≤ s such that riνt < νt for all t,
with 1 ≤ t ≤ ℓ− 1 and riνℓ ≥ νℓ, so then α
∨
i (νℓ) ≥ 0. By lemma 5.1.3 (1) with ν = νℓ and
µ = νℓ−1, one has that dist (riνℓ−1, νℓ) < dist (νℓ−1, νℓ) = 1. This implies that νℓ−1 = riνℓ
and αi = βℓ. The second case follows similarly using lemma 5.1.3 (2). 
5.3.3. The following lemma is similar to [15, Lemma 4.3]. We will give the proof in order
to outline the fact that the real operators behave exactly as in the purely real case.
Lemma. Let i ∈ Ire and let (µ, ν) be a pair of weights in Tλ, with µ > ν.
(1) If riµ < µ and riν ≥ ν, then riµ ≥ ν and if there exists an a-chain for (µ, ν), there
exist one for the pair (riµ, ν).
(2) If riµ ≤ µ and riν > ν, then µ ≥ riν and if there exists an a-chain for (µ, ν), there
exist one for the pair (µ, riν).
Proof. Let
ν := νs
βs
← νs−1
βs−1
← · · · ν1
β1
← ν0 =: µ
be an a-chain for (µ, ν) and suppose that riµ < µ and riν ≥ ν. By lemma 5.3.2 there exists
ℓ, with 1 ≤ ℓ ≤ s such that αi = βℓ. We will prove that :
ν := νs
βs
← νs−1
βs−1
← · · ·
βℓ+1
← νℓ = riνℓ−1
β′
ℓ−1
← riνℓ−2 · · · riν1
β′
1← riν0 =: riµ,
where β ′t = riβt for all t, with 1 ≤ t ≤ ℓ− 1, is an a-chain.
First of all, since rβ′t = rirβtri we have that rβ′triνt = rirβtνt = riνt−1. Again by lemma
5.3.2, riνt < νt for all t with 1 ≤ t ≤ ℓ − 1, so lemma 5.1.3 (3) gives dist (riνt−1, riνt) =
dist (νt−1, νt) = 1 for all t, with 1 < t ≤ ℓ− 1. Finally aβ
′∨
t (riνt) = a(riβt)
∨(riνt) = aβ
∨
t (νt)
and βt ∈ ∆im if and only if β
′
t ∈ ∆im which imply that the number aβ
′∨
t (riνt) is an integer
and is equal to 1 if β ′t is imaginary. The proof of the second statement is similar. 
5.3.4. Corollary. Let i ∈ Ire and let (µ, ν) be a pair of weights in Tλ such that µ > ν.
(1) If riµ < µ and riν < ν, then riµ ≥ riν and if there exists an a-chain for (µ, ν), there
exist one for the pair (riµ, riν).
(2) If riµ > µ and riν > ν, then riµ ≥ riν and if there exists an a-chain for (µ, ν), there
exist one for the pair (riµ, riν).
Proof. This follows by the proof of lemma 5.3.3. For example, to prove (1) take ν = νℓ−1 in
the previous lemma. 
5.3.5. Lemma. Suppose µ, ν ∈ Tλ with µ > ν and i ∈ I im. If α∨i (µ) = α
∨
i (ν),
then riµ > riν and if there exists an a-chain for the pair (µ, ν), then there exists one for
(riµ, riν).
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Proof. Let
ν := νs
βs
← νs−1
βs−1
← · · · ν1
β1
← ν0 =: µ
be an a-chain for (µ, ν) and i ∈ I im. Suppose that α∨i (µ) = α
∨
i (ν) ≥ 0. If equality holds, then
riµ = µ, riν = ν and so there is nothing to prove. Thus we can assume α
∨
i (µ) = α
∨
i (ν) > 0.
By lemma 5.1.4, ri commutes with rβj for all j with 1 ≤ j ≤ s. Hence
riν = riνs
βs
← riνs−1
βs−1
← · · · riν1
β1
← riν0 = riµ
is an a-chain for (riµ, riν). Indeed, riνj−1 = rβjriνj and aβ
∨
j (riνj) = aβ
∨
j (νj) for all j with
1 ≤ j ≤ s. Finally, dist (riνj , riνj+1) = dist (νj , νj+1) = 1 by lemma 5.1.5. 
5.3.6. Call a path π integral if for all i ∈ I, the minimal value of the function hπi is an
integer, i.e. min {hπi (t) | t ∈ [0, 1]} ∈ Z for all i ∈ I. In other words, π is integral, if
mπi := min {h
π
i (t) ∩ Z | t ∈ [0, 1]} = min {h
π
i (t) | t ∈ [0, 1]}. We will prove that a GLS path
is integral. For this we need the following preliminary result :
Lemma. Suppose that ν := νs
βs
← νs−1
βs−1
← · · ·ν1
β1
← µ := ν0 is an a-chain. For all
t, 1 ≤ t ≤ s one has that aβ∨t (µ) ∈ Z.
Proof. We will prove the assertion by induction on dist (µ, ν). First, if dist (µ, ν) = 1 and
hence µ = rβν, the assertion follows by the definition of an a-chain. In the general case we
have that µ = rβ1rβ2 . . . rβsν. That aβ
∨
1 (µ) ∈ Z follows again by definition. It remains to
prove that aβ∨i (µ) ∈ Z for i 6= 1. Indeed, one has :
aβ∨i (rβ1rβ2 . . . rβsν) = aβ
∨
i (rβ2 . . . rβsν)− aβ
∨
1 (rβ2 . . . rβsν)β
∨
i (β1).
Notice that aβ∨i (rβ2 . . . rβsν) ∈ Z by the induction hypothesis to a strictly shorter a-chain in
which ν1 replaces ν0 and since aβ
∨
1 (rβ2 . . . rβsν) ∈ Z by the definition of an a-chain. Finally,
of course β∨i (β1) ∈ Z and hence the result. 
5.3.7. Let π be a GLS path. A key fact is that if hπi attains a local minimum at t0 ∈ [0, 1],
then hπi (t0) ∈ Z. Since π(0) = 0 and π(1) ∈ P , it is enough to consider t0 ∈ ]0, 1[ and then
by lemma 5.3.1 to take i ∈ Ire. We say that hπi attains a left local minimum at t0 ∈ ]0, 1[, if
there exists ε > 0 such that hπi is strictly decreasing in [t0−ε, t0] and increasing in [t0, t0+ε].
Presenting π as in equation (9) it is obvious that t0 = aj for some j, with 0 < j < s.
Moreover, α∨i (λj) < 0 and α
∨
i (λj+1) ≥ 0 (equivalently, riλj < λj and riλj+1 ≥ λj+1).
Lemma. Let π be a Generalized Lakshmibai-Seshadri path of shape λ and t0 a left local
minimum of hπi , for i ∈ I
re. Then hπi (t0) ∈ Z.
Proof. By the first part of lemma 5.3.2 and the hypothesis one obtains αi = βt for some βt
in the aj-chain for the pair (λj, λj+1). Then ajα
∨
i (λj) = ajβ
∨
t (λj) ∈ Z, by lemma 5.3.6.
Conclude by substituting into equations (8) and (10). 
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Remark. Define a right local minimum by shifting “strict” to the right in the definition of
a left local minimum. Using the second part of lemma 5.3.2 we obtain as in lemma 5.3.7
above that if hπi , with i ∈ I
re, attains a right local minimum at t0 ∈ ]0, 1[, then h
π
i (t0) ∈ Z.
In the sequel, a local minimum means a right or left local minimum.
5.3.8. The lemma below immediately follows by definition of a GLS path and equation (10) :
Lemma. Let π = (λ, a) be a Generalized Lakshmibai-Seshadri path and let t0 ∈ [0, 1] with
ak < t0 ≤ ak+1 and i ∈ I. Then h
π
i (t0) ∈ Z if and only if t0α
∨
i (λk+1) ∈ Z. In particular,
if f i+(π) = aj and ap < f
i
−(π) ≤ ap+1 then ajα
∨
i (λj+1), f
i
−α
∨
i (λp+1) ∈ Z.
5.3.9. Call a path π(t) monotone if for all i ∈ I such that fiπ 6= 0, the function h
π
i is
strictly increasing in [f i+(π), f
i
−(π)] and for all t > f
i
−(π) one has that h
π
i (t) ≥ m
π
i + 1.
Lemma. A Generalized Lakshmibai-Seshadri path is monotone.
Proof. By definition of f i+(π), f
i
−(π) and by continuity, the function h
π
i does not attain
integral values in the interval ]f i+(π), f
i
−(π)[. If h
π
i is not increasing in [f
i
+(π), f
i
−(π)] and since
hπi (f
i
+(π)) < h
π
i (f
i
−(π)) it follows that h
π
i attains a local minimum at some t0 ∈ ]f
i
+(π), f
i
−(π)[.
But then by lemma 5.3.7, hπi (t0) ∈ Z which contradicts our first observation.
The second part is similar. We can assume f i−(π) < 1 and then h
π
i (1) ≥ m
π
i + 1 =
hπi (f
i
−(π)), by definition of f
i
+(π). If h
π
i (t) < m
π
i + 1 for some t ∈ ]f
i
−(π), 1[, we obtain a
local minimum t0 in this interval, with h
π
i (t0) < m
π
i + 1, forcing h
π
i (t0) = m
π
i by integrality,
and so contradicting the definition of f i+(π). 
6. The crystal structure of the set of Generalized Lakshmibai-Seshadri
paths
6.1. The action of the fi, i ∈ I. In this section we will show that Pλ is stable under the
action of the root operators fi, i ∈ I.
6.1.1. Let π = (λ, a) = (λ1, λ2, . . . , λs ; 0, a1, . . . , as−1, as = 1) be a GLS path of shape λ,
and recall sections 4.1.1, 4.1.2. In this section it is convenient for brevity to just suppose
λ1 ≥ λ2 ≥ · · · ≥ λs and 0 = a0 ≤ a1 ≤ · · · ≤ as−1 ≤ as = 1. We recover strictness by just
dropping some terms in the expression for π.
For simplicity in the the rest of this section we set f i− := f
i
−(π) and f
i
+; = f
i
+(π).
6.1.2. Proposition. Let i ∈ Ire and π as above and such that fiπ 6= 0. Then f
i
+ = at, for
some t, with 1 ≤ t < s and ap−1 < f
i
− ≤ ap for some p, with t + 1 ≤ p ≤ s. The path fiπ is
equal to
fiπ = (λ1, . . . , λt, riλt+1, . . . , riλp, λp, . . . λs; a0, a1, . . . , ap−1, f
i
−, ap, . . . , as),
and is a Generalized Lakshmibai-Seshadri path of shape λ. In particular, the set of General-
ized Lakshmibai-Seshadri paths of shape λ is stable under the action of fi, i ∈ I
re.
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Proof. The proof of this proposition is exactly as in [15, Proposition 4.7], but we still give
the proof for completeness. The fact that f i+ = at for some t, with 1 ≤ t < s follows by
the integrality of π proven in lemma 5.3.7-then it is clear that the resulting path is of the
above form. The only thing one has to check is that conditions (a), (b) of section 5.2.2 still
hold for this new path. By monotonicity of π (see lemma 5.3.9) one has that riλk > λk for
all k, with t < k ≤ p and so by corollary 5.3.4 (2) there exists an ak-chain for (riλk, riλk+1)
for all k, with t < k < p. On the other hand, riλt ≤ λt and lemma 5.3.3 implies that there
exists an at-chain for (λt, riλt+1). Finally, since h
π
i (f
i
−) ∈ Z, there exists an f
i
−-chain for
(riλp, λp). 
6.1.3. Proposition. Let i ∈ I im, π as in Section 6.1.1 and such that fiπ 6= 0. Then
f i+ = 0 and ap−1 < f
i
− ≤ ap, for some p with 1 ≤ p ≤ s and the path fiπ is equal to :
fiπ = (riλ1, . . . , riλp, λp, . . . , λs; a0, a1, . . . , ap−1, f
i
−, ap, . . . , as),
with α∨i (λj) = α
∨
i (λj+1) for all j, with 1 ≤ j ≤ p − 1 and is a Generalized Lakshmibai-
Seshadri path. In particular, the set of Generalized Lakshmibai-Seshadri paths of shape λ is
stable under the action of fi, i ∈ I
im.
Proof. By lemma 5.3.1, since fiπ 6= 0, then f
i
+ = a0 = 0. Let p, with 1 ≤ p ≤ s be such
that ap−1 < f
i
− ≤ ap. By lemma 5.3.1 and the definition of f
i
−, the function h
π
i is strictly
increasing in the interval [0, f i−]. Thus riλp > λp ≥ λp+1 and so the resulting path will be of
the above form. We need to prove that fiπ is a GLS path. For this purpose it is sufficient
to show the following :
(1) For all j with 1 ≤ j ≤ p− 1 there exists an aj-chain for the pair (riλj, riλj+1).
(2) There exists an f i−-chain for the pair (riλp, λp).
Recall equation (10); one has that
π(f i−) =
p−1∑
k=1
ak(λk − λk+1) + f
i
−λp,
so that
1 = hπi (f
i
−) =
p−1∑
k=1
akα
∨
i (λk − λk+1) + f
i
−α
∨
i (λp).
Since λk > λk+1 for all k with 1 ≤ k ≤ p−1, by lemma 5.1.4 we have that α
∨
i (λk−λk+1) ≥ 0.
On the other hand, f i−α
∨
i (λp) ∈ Z by lemma 5.3.8 and is strictly positive by monotonicity.
This forces α∨i (λk) = α
∨
i (λk+1) for all k with 1 ≤ k ≤ p − 1. Hence by lemma 5.3.5 and
since there exists an ak-chain for (λk, λk+1), there exists one for (riλk, riλk+1) for all k with
1 ≤ k ≤ p− 1 and (1) follows.
Finally, lemma 5.3.8 gives that f i−α
∨
i (λp) ∈ Z and so there exists an f
i
−-chain for (riλp, λp)
and (2) follows. 
6.2. The action of the ei, i ∈ I. In this section we study the action of the root operators
ei, i ∈ I on the set Pλ of GLS paths of shape λ.
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6.2.1. Let π be as in section 6.1.1, i ∈ Ire and recall section 4.1.3. By lemma 5.3.7, we
have that ei+ := e
i
+(π) = ak for some k with 1 ≤ k ≤ s. Then eiπ 6= 0 if and only if e
i
+ > 0.
Let eiπ 6= 0, then we can assume that e
i
− := e
i
−(π) is such that aq−1 ≤ e
i
− < aq, for some q
with 0 ≤ q ≤ k. The proof of the proposition below is similar to the proof of proposition
6.1.2 and so we omit it.
Proposition. Assume that i ∈ Ire and that eiπ 6= 0. Then e
i
+ > 0 and hence the number
ei− ∈ [0, e
i
+] is defined. Let e
i
+ = ak and aq−1 ≤ e
i
− < aq for 1 ≤ q < k. Then the path eiπ
is equal to :
eiπ = (λ1, . . . , λq, riλq, . . . , riλk, λk+1, . . . λs; a0, . . . , aq−1, e
i
−, aq, . . . , as),
and is a Generalized Lakshmibai-Seshadri path of shape λ. In particular, the set of General-
ized Lakshmibai-Seshadri paths of shape λ is stable under the action of ei, i ∈ I
re.
6.2.2. Let π ∈ Pλ and i ∈ I
im. It can happen that eiπ ∈ P \ Pλ. Indeed, let λ be such
that α∨i (λ) ≥ 1 − aii. Recall that for all π ∈ Pλ one has that wt π ∈ λ − Q
+ and so
α∨i (wt π) ≥ α
∨
i (λ) ≥ 1− aii. Then by lemma 5.3.1 we obtain that eiπ 6= 0 for all π ∈ Pλ. In
particular, eiπλ 6= 0. But wt eiπλ = λ+ αi and so eiπ /∈ Pλ.
6.3. Crystal Structure of Pλ.
6.3.1. For all i ∈ I we set eiπ = 0 if and only if eiπ /∈ Pλ. For real indices, eiπ /∈ Pλ is
equivalent to eiπ = 0 in P. Notice that this means that the “only if” of the last statement
of lemma 5.3.1 will henceforth be violated. Recall the notation of section 5.2.5. Our aim is
to show that Pλ = Fπλ.
6.3.2. Recall that P has a crystal structure with crystal operations wt, ei, fi, εi, ϕi for all
i ∈ I defined in section 4.2.1. Consider the embedding ψ : Pλ →֒ P. Then Pλ is a subcrystal
of P. However, it is not a strict subcrystal of P. Indeed, by propositions 6.1.2, 6.1.3 and
6.2.1, the map ψ commutes with all the crystal operations except the ei, i ∈ I
im, though we
still have eiψ(π) = ψ(eiπ) if eiπ 6= 0, by definition 3.1.1 (4) and because fi commutes with
ψ.
6.3.3. Take i ∈ I im. Recall that we have set εi(π) = 0 (section 4.2.1). By remark 5.2.3 (2)
one has that wt π ∈ λ−Q+ and so α∨i (wt π) ≥ 0. Finally,
fiπ = 0⇔ f
i
+(π) = 1⇔ α
∨
i (wt π) = 0⇔ ϕi(π) = 0.
We conclude that Pλ ∈ B (see section 3.1.4).
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6.3.4. We will show that Pλ is a highest weight crystal (proposition 6.3.5). For this we need
the following preliminary lemma.
Given a reduced decomposition w = ri1ri2 · · · rit of w ∈ W , set Supp(w) = {αik , | 1 ≤
k ≤ t}. As is well-known it is independent of the choice of reduced decomposition.
Lemma. Let µ, ν ∈ Tλ with λ, µ ∈ P+ and suppose that ν
β
← µ. Then β is a simple
imaginary root.
Proof. By hypothesis µ = rβν for some β ∈ WΠ ∩ ∆
+ with β∨(ν) > 0. Then µ being
dominant implies that β ∈ WΠim.
Let β = wαi and i ∈ I
im and suppose that w /∈ StabW (αi). Then µ = rβν = wriw
−1ν.
By corollary 2.2.5, and since µ is dominant, every minimal representative of µ starts with
rj , j ∈ I
im. In particular, w ∈ StabW (riw
−1ν). Recalling that riw
−1ν is dominant, this by
[7, Proposition 3.12] implies that for every root αj in Supp(w) one has that α
∨
j (riw
−1ν) = 0.
Then
α∨j (riw
−1ν) = α∨j (w
−1ν)− α∨i (w
−1ν)aji = 0,
and since α∨i (w
−1ν) = β∨(ν) > 0 we must have that α∨j (w
−1ν) ≤ 0 for all αj ∈ Supp(w).
Let w = rkw1, with ℓ(w) = ℓ(w1) + 1. If α
∨
k (ν) = 0 then w
−1ν = w−11 ν and since rkµ = µ
we can choose β = w1αi.
In the above manner, we are reduced to the case where α∨k (ν) 6= 0. Note that w
−1
1 αk ∈ ∆
+
and that we can write (w−11 αk)
∨ =
∑
αj∈ Supp(w)
njα
∨
j with nj ≥ 0 for all j. Then :
α∨k (ν) = (w
−1αk)
∨(w−1ν) = −(w−11 αk)
∨(w−1ν) = −
∑
αj∈ Supp(w)
njα
∨
j (w
−1ν) ≥ 0,
which by assumption on rk forces α
∨
k (ν) > 0 and so rkν > ν. Set β1 = w1αi, then β
∨
1 (rkν) =
α∨i (w
−1ν) > 0 and consequently rβ1rkν = w1riw
−1ν = µ > rkν. We conclude that µ >
rkν > ν, which implies that dist(µ, ν) ≥ 2 which contradicts our hypothesis. Hence w = id,
mod StabW (αi) and β = αi ∈ Πim. 
6.3.5. Let E be the monoid generated by the ei, i ∈ I and set P
E
λ = {π ∈ Pλ | eiπ =
0, for all i ∈ I}.
Proposition. Let π ∈ Pλ. Then eiπ = 0 for all i ∈ I if and only if π = πλ, that is
PEλ = {πλ}. Moreover, Pλ = Fπλ.
Proof. It is clear that eiπλ = 0 for all i ∈ I, since for all π ∈ Pλ, one has that wt π ≺ λ.
Let
π = (λ1, λ2, . . . , λs : 0, a1, . . . , as−1, as = 1)
be a path in Pλ and notice that π = πλ if and only if λ1 = λ. Suppose that eiπ /∈ Pλ, for
all i ∈ I. Since for i ∈ Ire, the ei preserve the set Pλ our assumption implies that eiπ = 0
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for all i ∈ Ire. This means that α∨i (λ1) ≥ 0, for all i ∈ I
re, that is λ1 is dominant (and
different from λ). On the other hand, by definition of a GLS path there exists an a1-chain
λ2 := νs
βs
← · · · ν1
β1
← ν0 =: λ1.
(If a1 = 1 we set λ2 = λ.) Then by lemma 6.3.4 we must have that β1 = αi for some i ∈ I
im.
Hence a1α
∨
i (ν1) = 1 and applying proposition 6.1.3 we have that
π′ = (ν1, λ2, . . . , λs; 0, a1, . . . , as = 1) ∈ Pλ
is such that fiπ
′ = π and so eiπ ∈ Pλ. We conclude that the only path in Pλ killed by all
the ei, i ∈ I is πλ.
We will prove now that Pλ = Fπλ. Since πλ = (λ; 0, 1) ∈ Pλ and Pλ is stable under
the action of the fi, i ∈ I by propositions 6.1.2 and 6.1.3, one obtains Fπλ ⊂ Pλ. For the
reverse inclusion it is enough by definition 3.1.1 (4) to show that πλ ∈ Eπ, for all π ∈ Pλ.
Since wt π ∈ λ−Q+ and wt(eiπ) = wt π + αi, we obtain Eπ ∩ P
E
λ 6= ∅ and so the assertion
follows from the first part. 
7. Closed Families of Highest Weight Crystals
Call a family {B(λ)|λ ∈ P+} of highest weight crystals closed under tensor products or
simply closed if for all λ, µ ∈ P+ the element bλ ⊗ bµ of B(λ) ⊗ B(µ) generates a crystal
isomorphic to B(λ+ µ). Our aim now is to prove that the family {Pλ | λ ∈ P
+} is closed.
Let λ, µ ∈ P+ and set ν := λ+µ ∈ P+. We need to show that the crystals generated by
πλ ⊗ πµ and πν are isomorphic. As in [15], the proof involves deforming the path πλ ⊗ πµ to
πν without changing the crystal graph it generates. To do this we need to introduce some
operations on P. The fact that the crystals Pλ and the crystal generated by πλ ⊗ πµ are not
strict subcrystals of P causes some significant extra difficulty.
7.1. Deformations of paths.
7.1.1. The join of two paths. Let s ≤ s′ be two rational numbers in [0, 1], θ the trivial path
defined by θ(t) = 0 for all t ∈ [0, 1] and let π, π′ ∈ P. Define π ∗ θs
′
s ∗ π
′ to be the path:
(π ∗ θs
′
s ∗ π
′)(t) =
 π(t), t ∈ [0, s],π(s), t ∈ [s, s′],π(s) + π′(t)− π′(s′), t ∈ [s′, 1].
It is the concatenation of the truncated paths πs(t) : [0, s] → QP, π′s′(t) : [s
′, 1] → QP and
the trivial path θ. Clearly, if s = s′ and π = π′, then π ∗ θs
′
s ∗ π
′ = π. The reason for
introducing this operation is explained in the section below.
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7.1.2. Take λ, µ ∈ P+. We recall that by our conventions [0, 1] ⊂ Q. Let x ∈ [0, 1]
and set πx = (1 − x)πλ ⊗ πµ + xπν . Then π
x ∈ P with wt πx = ν for all x ∈ [0, 1]
and π0 = πλ ⊗ πµ, π
1 = πν . One can write π
x = πδ ⊗ πδ′ , where δ = (1 − x)λ +
1
2
xν and
δ′ = (1−x)µ+ 1
2
xν. Of course δ+δ′ = ν, but δ, δ′ are not in general in the weight lattice and
thus πδ, πδ′ are not in P. However, one can find a positive integer r, such that rδ, rδ
′ ∈ P .
Then πx = πrδ ∗ θ
1−1/r
1/r ∗ πrδ′ up to parametrization.
In section 7.2 we give sufficient conditions for any two paths π, π′ to generate isomorphic
crystals. Then, in sections 7.3 and 7.4, we show that the set of paths {πx, x ∈ Q} satisfies
these conditions, and in particular that F(πλ⊗πµ) is a highest weight crystal isomorphic to
Fπν = Pν .
7.2. Distance of paths.
7.2.1. Let A denote the monoid generated by the ei, fi ∈ I and let J ⊂ I be a finite
subset of I. Denote by AJ , FJ the monoids generated by the ei, fi, i ∈ J and fi, i ∈ J
respectively. Clearly, AJ ⊂ A and FJ ⊂ F . Set cJ = max{|aij|, i, j ∈ J}. For all π, π
′ ∈ P,
define their J-distance dJ(π, π
′) to be :
dJ(π, π
′) = max{|α∨i (π(t)− π
′(t))|, t ∈ [0, 1], i ∈ J}.
7.2.2. The following lemma is the initial step in establishing the isomorphism theorem.
Lemma. Let π, π′ be integral and monotone paths such that dJ(π, π
′) < ǫ < 1. Then for
all i ∈ J one has :
(1) mπi = m
π′
i and α
∨
i (wt π) = α
∨
i (wt π
′).
(2) If fiπ 6= 0, then fiπ
′ 6= 0 and dJ(fiπ, fiπ
′) < 2cJǫ.
(3) For i ∈ Ire ∩ J , if eiπ 6= 0, then eiπ
′ 6= 0. If eiπ, eiπ
′ 6= 0 then dJ(eiπ, eiπ
′) < 2cJǫ.
Proof. Statement (1) is an immediate consequence of the definitions and integrality. By
section 4.2.1 and (1) we obtain εi(π) = εi(π
′) and ϕi(π) = ϕi(π
′) and thus the first part of
(2) and (3) follow by normality for i ∈ Ire. For i ∈ I im the first part of (2) follows by
(1) and section 6.3.3. The second part of (2) follows exactly as in [6, Lemma 6.4.25]. A
key point is to show that the intervals [f i+(π), f
i
−(π)] and [f
i
+(π
′), f i−(π
′)] have non-empty
intersection. A similar comment applies to the second part of (3). 
Remark. Notice that we do not obtain that eiπ 6= 0 implies eiπ
′ 6= 0 as it does for real
indices since the “only if” of lemma 5.3.1 is violated (see section 6.3.1). This leads to an
extra difficulty ultimately resolved by lemma 7.3.8.
7.3. Joining Generalized Lakshmibai-Seshadri paths. Throughout this section fix
λ, µ ∈ P+.
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7.3.1. Recall the definition of an a-chain 5.2.1. We call the a-chain in 5.2.1 weak, if aβ∨i (νi) ∈
N+, for all i, with 1 ≤ i ≤ s. Clearly, an a-chain is also a weak a-chain. Note that the
condition of being a weak 1-chain is empty. We denote by P̂λ the set of paths given by (9)
such that there exists a weak ai-chain for (λi, λi+1), for all i, with 1 ≤ i ≤ k. Notice that
since λs ∈ Tλ, λs ≥ λ. Clearly, Pλ ⊂ P̂λ.
The set P̂λ is stable under the fi, i ∈ I. To show this one may first note that the only
possible change is when i ∈ I im. Recall Sections 4.1.1-4.1.2 the definition of the function hπi
and the action of fi on a path π. Since we still retain Bruhat sequences in the definition of
P̂λ, it follows that the function t 7→ h
π
i (t) for π ∈ P̂λ is increasing for i ∈ I
im as in Lemma
5.3.1. Thus even for these more general paths we must still have hπi (f
i
−(π)) = 1 and it was
this we required to obtain Proposition 6.1.3.
7.3.2. Recall section 7.1.1. We will join under certain conditions paths in P̂λ with paths in
P̂µ.
Let τ ∈ T and suppose that τµ > µ. By definition we may write τµ = rβ1 · · · rβsµ
with β∨t (rβt+1 · · · rβsµ) > 0, for all t, with 1 ≤ t ≤ s. By Lemma 2.2.7, one has that
β∨t (rβt+1 · · · rβsλ) ≥ 0 for all t and so rβt · · · rβsλ ≥ rβt+1 · · · rβsλ. In the expression τλ =
rβ1 · · · rβsλ, omit the rβt if β
∨
t (rβt+1 · · · rβsλ) = 0, that is if rβt ∈ StabT (rβt+1 · · · rβsλ),
and denote by τ the new element in T . One has τλ = τλ and τλ ≥ λ. Notice that if
τ1τ2µ > τ2µ > µ then τ 1τ 2λ = τ1τ2λ ≥ τ 2λ ≥ λ.
7.3.3. Definition. Fix two rational numbers 0 < s ≤ s′ < 1 and let
π = (λ1, . . . , λk; 0, a1, . . . , ak−1, 1) ∈ P̂λ, π
′ = (µ1, . . . , µℓ; 0, b1, . . . , bℓ−1, 1) ∈ P̂µ,
be such that ak−1 < s ≤ s
′ < b1. Observe that by equation (10), π(t) is a translate of
(t− ak−1)λk in [ak−1, s] and π
′(t) = tµ1 in [s
′, b1].
We will allow bt = bt+1 if necessary, so that dist (µt, µt+1) = 1 for all t, with 1 ≤ t ≤ ℓ− 1;
we may assume that µt = rβtµt+1 with µℓ = µ and thus get a sequence of positive roots
β1, β2, . . . , βℓ−1. Note that one may be able to write the path π
′ in different ways, which
will give different sequences of positive roots. For any such sequence, set τ = rβ1rβ2 · · · rβℓ−1 .
Then µ1 = τµ ≥ µ. We say that the paths π, π
′ can be properly joined across [s, s′] if there
exists a sequence β1, β2, . . . , βℓ−1 as above for which the following two conditions hold :
(1) λk ≥ τλ and if λk > τλ there exists an s-chain for the pair (λk, τλ).
(2) For all t, with 1 ≤ t ≤ ℓ− 1, if βt ∈ ∆im one has that sβ
∨
t (rβt+1 · · · rβℓ−1λ) < 1.
We call (1) and (2) the joining conditions. Note that it is enough to consider the second
condition for the roots βt appearing in τ , that is rβt /∈ StabT (rβt+1 · · · rβℓ−1λ). We may write
(11) π ∗ θs
′
s ∗ π
′ = (λ1, λ2, . . . , λk, 0, µ1, µ2, . . . , µℓ; 0, a1, . . . , ak−1, s, s
′, b1, . . . , bℓ−1, 1),
where we interpret the right hand side as a path using (9). We denote by P̂λ ∗ θ
s′
s ∗ P̂µ the
set of paths π ∗ θs
′
s ∗ π
′ were π ∈ P̂λ, π
′ ∈ P̂µ can be properly joined across [s, s
′] and are
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such that π ∗ θs
′
s ∗ π
′(1) ∈ P . Of course if λ = µ and s = s′, the set P̂λ ∗ θ
s′
s ∗ P̂µ is equal to
P̂λ.
Remark. Let µℓ
βℓ−1
← µℓ−1 · · ·µ2
β1
← µ1 and suppose that the second joining condition holds
with τ = rβ1rβ2 · · · rβℓ−1 as specified above. Assume i ∈ I
re.
(1) If riµt > µt for all t, with 1 ≤ n ≤ t ≤ m ≤ ℓ and riµn−1 ≤ µn−1, then
µℓ
βℓ−1
← µℓ−1 · · ·µm
αi← riµm
riβm−1
← · · · riµn+1
riβn
← riµn = µn−1 · · ·µ2
β1
← µ1.
As above, this specifies the element τ˜ = rβ1 · · · rβn−2rβ′n · · · rβ′m−1rirβm · · · rβℓ−1, where β
′
t =
riβt, for all t, with n ≤ t ≤ m − 1, relative to which the second joining condition holds
because no new scalar products appear.
(2) If riµt < µt for all t, with 1 ≤ n ≤ t ≤ m ≤ ℓ and riµm+1 ≥ µm+1, then
µℓ
βℓ−1
← µℓ−1 · · ·µm+1 = riµm
riβm−1
← · · · riµn+1
riβn← riµn
αi← µn · · ·µ2
β1
← µ1.
Similarly, relative to τ˜ = rβ1 · · · rβn−1rirβ′n · · · rβ′m−1rβm+1 · · · rβℓ−1, where β
′
t = riβt, for all t,
with n ≤ t ≤ m− 1, the second joining condition holds.
7.3.4. The subsets P̂λ∗θ
s′
s ∗P̂µ of P are more general than the sets of Generalized Lakshmibai-
Seshadri paths and they still have their nice properties as we show in the following lemmata.
Recall (see section 5.3.6) what is meant by an integral path. We alter the definition of a
monotone path (section 5.3.9) by requiring hπi to be increasing and not necessarily strictly
increasing in [f+i (π), f
−
i (π)].
Lemma. A path π ∈ P̂λ ∗ θ
s′
s ∗ P̂µ is integral and monotone.
Proof. Let π ∈ P̂λ, π
′ ∈ P̂µ, s, s
′ ∈ [0, 1] be as in section 7.3.3 and assume that π∗θs
′
s ∗π
′ ∈
P̂λ ∗ θ
s′
s ∗ P̂µ.
Set hi := h
π∗θs
′
s ∗π
′
i and mi := m
π∗θs
′
s ∗π
′
i . Since the path π ∗ θ
s′
s ∗ π
′ is piecewise linear, a
local minimum of the function hi is attained at some ax, 0 ≤ x ≤ k − 1 or by, 1 ≤ y ≤ ℓ or
at s, s′. If a local minimum of hi is attained at t ≤ ak−1 or at t ≥ b1 then this number is an
integer by lemma 5.3.7, since π, π′ are (weak) Generalized Lakshmibai-Seshadri paths and
by the imposed condition that π ∗ θs
′
s ∗ π
′(1) ∈ P .
It remains to examine the case where min{hi(t)|t ∈ [0, 1]} = hi(s) = hi(s
′). This will
mean that α∨i (λk) ≤ 0 and α
∨
i (µ1) ≥ 0. If one of these numbers is zero, then hi(s) = hi(ar)
for some r, 1 ≤ r ≤ k − 1 or hi(s) = br′ for some r
′, 1 ≤ r′ ≤ ℓ and is an integer.
Assume then that α∨i (λk) < 0 and α
∨
i (µ1) > 0. Since we have µ1 = τµ, lemma 2.2.7 gives
that α∨i (τλ) = α
∨
i (τλ) ≥ 0. By assumption, there exists an s-chain for the pair (λk, τλ)
τλ := νt
βt
← νt−1 · · · ν1
β1
← ν0 =: λk,
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and so by lemma 5.3.2 one has that αi = βm, for some m with 1 ≤ m ≤ t. Then lemma
5.3.6 gives sα∨i (λk) = sβ
∨
m(λk) ∈ Z. Yet π ∗ θ
s′
s ∗ π
′(s) =
k∑
j=1
aj(λj − λj+1) + sλk and since
π1 is a GLS path, remark 5.2.3 gives aj(λj − λj+1) ∈ Q for all j with 1 ≤ j ≤ k. Hence
hi(s) ∈ Z. We conclude that the path π ∗ θ
s′
s ∗ π
′ is integral.
Now if f−i (π) < s or f
+
i (π) > s
′ monotonicity follows by lemma 5.3.9. In the case where
f+i (π) ≤ s ≤ s
′ ≤ f−i (π) the path is monotone in the weaker sense (since hi(s) = hi(s
′)). 
7.3.5. Lemma. Let λ ∈ P+. The set P̂λ ∗ θ
s′
s ∗ P̂µ is stable under the action of fi, i ∈ I.
Proof. Let π∗θs
′
s ∗π
′ ∈ P̂λ∗θ
s′
s ∗P̂µ and write it as in (11). We will show that if fi(π∗θ
s′
s ∗π
′) 6= 0
then fi(π ∗θ
s′
s ∗π
′) ∈ P̂λ ∗θ
s′
s ∗ P̂µ. First, note that since fi(π ∗θ
s′
s ∗π
′)(1) = π ∗θs
′
s ∗π
′(1)−αi
and π ∗ θs
′
s ∗ π
′(1) ∈ P , we obtain that fi(π ∗ θ
s′
s ∗ π
′)(1) ∈ P .
In this proof we set f i+ := f
i
+(π ∗ θ
s′
s ∗ π
′), f i− := f
i
−(π ∗ θ
s′
s ∗ π
′) and hi := h
π∗θs
′
s ∗π
′
i . If
i ∈ Ire and f i− < s or f
i
+ > s
′, then the first joining condition follows trivially and the
second one trivially in the first case and by the remark in section 7.3.3 in the second case.
Then fi(π ∗ θ
s′
s ∗ π
′) = π1 ∗ θ
s′
s ∗ π
′
2 with π1 ∈ P̂λ and π
′
2 ∈ P̂µ as in [16, Proposition 5.6]. On
the other hand, if i ∈ I im and since hi is increasing in [0, s] and [s
′, 1] and is constant in
[s, s′], hence increasing in [0, 1], then f i+ = 0 or s
′. If f i+ = 0 and f
i
− < s, then as in the case
of real indices discussed above, the joining conditions follow trivially. Hence the only cases
which need to be checked are the following :
(1) Suppose that f i− = s; then
fi(π ∗ θ
s′
s ∗ π
′) = (λ1, . . . , , λt−1, riλt, . . . riλk, 0, µ1, . . . , µℓ; 0, a1, . . . , ak−1, s, s
′, b1, . . . , bℓ−1, 1),
with t = 1, if i ∈ I im.
We will show that fi(π ∗ θ
s′
s ∗ π
′) is the join of the paths
(12) π1 = (λ1, . . . , , λt−1, riλt, . . . riλk; 0, a1, . . . , ak−1, 1) ∈ P̂λ
(where t = 1 if i ∈ I im) and π′ ∈ P̂µ.
We first show that π1 is in P̂λ. Indeed, the existence of an at−1-chain for (λt−1, riλt) and of
an-chains for the pairs (riλn, riλn+1) for all n with 1 ≤ n ≤ k − 1 follows as in Propositions
6.1.2, 6.1.3. Note that π1 is not necessarily in Pλ, since there might not exist an 1-chain for
(riλk, λ) for imaginary i.
It remains to show that π1 and π
′ can be properly joined across [s, s′]. Since hi(s) =
mi + 1 ∈ Z, by Lemma 5.3.8 one has that sα
∨
i (λk) ∈ N
+ and as in Proposition 6.1.3 this
number equals 1 if i ∈ I im, so there exists an s-chain for (riλk, λk). Combined with the
given chain for (λk, τλ), we obtain an s-chain for (riλk, τλ). Since here τ is unchanged, the
second joining condition immediately follows from the second condition on the starting path.
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(2) Suppose now that f i+ < s and f
i
− > s
′ and say bm−1 < f
i
− ≤ bm, with 1 ≤ m ≤ ℓ. Then
fi(π ∗ θ
s′
s ∗ π
′) = (λ1, . . . , , λt−1, riλt, . . . riλk, 0, riµ1, . . . , riµm, µm, . . . , µℓ;
0, a1, . . . , ak−1, s, s
′, b1, . . . , bm−1, f
i
−, bm, . . . , bℓ−1, 1),
with t = 1, if i ∈ I im. One has that α∨i (λk) > 0 and α
∨
i (µ1) > 0.
We will show that fi(π ∗ θ
s′
s ∗ π
′) is the join of the paths π1 given in (12) (with t = 1 if
i ∈ I im) and
(13) π′2 = (riµ1, . . . , riµm, µm, . . . , µℓ; 0, b1, . . . , bm−1, f
i
−, bm, . . . , bℓ−1, 1) ∈ P̂µ.
Suppose first that i ∈ I im. As in the previous case, we have that the path π1 is in P̂λ.
We will show that π′2 ∈ P̂µ.
From the constraint imposed by the identity hi(f
i
−) = α
∨
i (π∗θ
s′
s ∗π
′(f i−)) = 1, we obtain as
in say Proposition 6.1.3 that α∨i (λ1) = . . . = α
∨
i (λk) and α
∨
i (µ1) = . . . = α
∨
i (µm) ≥ α
∨
i (µm+1).
Then this identity becomes
(14) sα∨i (λk) + (f
i
− − s
′)α∨i (µm) = 1.
It follows by Lemma 5.3.5 that there exist bq-chains for (riµq, riµq+1) for all q, with 1 ≤
q ≤ m − 1. We need to show that there exists a weak f i−-chain for (riµm, µm), i.e. that
f i−α
∨
i (µm) is a positive integer.
Since hi(f
i
−) = 1 by definition and hi(1) ∈ N, π ∗ θ
s′
s ∗ π
′(1) being an integral weight, one
has that hi(1) − hi(f
i
−) ∈ N that is α
∨
i (π ∗ θ
s′
s ∗ π
′(1)) − α∨i (π ∗ θ
s′
s ∗ π
′(f i−)) ∈ N, whilst it
also equals
−f i−α
∨
i (µm) +
ℓ−1∑
j=m
bjα
∨
i (µj − µj+1) + µℓ.
Now bj(µj−µj+1) ∈ −Q
+ for all j, with m ≤ j ≤ ℓ−1, by the condition that π′ ∈ P̂µ and
equation (8) and so
ℓ−1∑
j=m
bjα
∨
i (µj − µj+1) ∈ N. On the other hand, the weight µℓ is integral.
So necessarily f i−α
∨
i (µm) ∈ N and π
′
2 ∈ P̂µ (recall that α
∨
i (µm) > 0 by monotonicity).
We prove next that π1 and π
′
2 satisfy the joining conditions. Recall that there exists an
s-chain for (λk, τλ). By equation (8) we obtain s(λk−τλ) ∈ −Q
+ and so sα∨i (λk−τλ) ∈ N,
by Lemma 2.1.11 (2). Yet sα∨i (τλ) ≥ 0, by Lemma 2.2.1, whilst sα
∨
i (λk) < 1, since f
i
− > s,
that is :
(15) 0 ≤ sα∨i (τλ) ≤ sα
∨
i (λk) < 1.
This forces α∨i (λk) = α
∨
i (τλ). By Lemma 5.3.5 there exists an s-chain for (riλk, riτλ) and
hence for (riλk, riτλ).
Recall that µℓ
βℓ−1
← µℓ−1 · · ·µ2
β1
← µ1. Observe from Proposition 6.1.3 that fi(π ∗ θ
s′
s ∗ π
′)
being specified as above means that α∨i (βt) = 0 for all t, with 1 ≤ t ≤ m and µℓ
βℓ−1
←
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µℓ−1 · · ·µm
αi← riµm
βm−1
← riµm−1 · · · riµ2
β1
← riµ1. Then riτ = rβ1 · · · rβmrirβm+1 · · · rβℓ−1 and
the second joining condition reduces to sα∨i (τλ) < 1, verified in (15).
Suppose that i ∈ Ire. We show as in the first case that π1 ∈ P̂λ. On the other hand,
π′2 ∈ P̂µ; the existence of bq-chains for (riµq, riµq+1) for all q with 1 ≤ q ≤ m− 1 follows by
Corollary 5.3.4 and the fact that f i−α
∨
i (µm) is an integer follows by a similar computation
(the only difference being that hi(f
i
−) is not necessarily 1).
We finally prove that the joining conditions hold for π1, π
′
2. Since α
∨
i (τµ) > 0, we
obtain by Lemma 2.2.7 that α∨i (τλ) ≥ 0. However, the latter inequality is strict. In-
deed, notice that since π ∈ P̂λ and there exists an s-chain for (λk, τλ), the path πˆ :=
(λ1, . . . , λk, τλ; 0, a1, . . . , ak−1, s, 1) is also a path in P̂λ. If α
∨
i (τλ) = 0, and since sα
∨
i (λk) /∈ Z,
one would get πˆ(1) /∈ P , which is a contradiction. So we must have α∨i (τλ) > 0. Again
α∨i (λk) > 0 and so there exists an s-chain for (riλk, riτλ) by Corollary 5.3.4 (1). The second
joining condition in this case follows by the remark of Section 7.3.3.
(3) Finally suppose that f i+ = s
′ < f i−. Then
fi(π ∗ θ
s′
s ∗ π
′) = (λ1, . . . , λk, 0, riµ1, . . . , riµm, µm, . . . , µℓ;
0, a1, . . . , ak−1, s, s
′, b1, . . . , bm−1, f
i
−, bm, . . . , bℓ−1, 1).
We will show that fi(π ∗ θ
s′
s ∗ π
′) is the join of π ∈ P̂λ and π
′
2 ∈ P̂µ, where π
′
2 is given by
(13). The fact that π′2 ∈ P̂µ follows exactly as in the previous case. Notice that equation
(14) becomes (i ∈ I im)
(16) (f i− − s
′)α∨i (µm) = 1.
We will prove that the joining conditions hold for π, π′2.
Suppose that i ∈ I im. Then, we have that α∨i (λk) = 0 and so α
∨
i (τλ) = 0 and α
∨
i (µ1) > 0.
But then riτλ = τλ so there exists an s-chain for (λk, riτλ). The second joining condition
follows by the vanishing of α∨i (τλ).
Suppose now that i ∈ Ire. We have that α∨i (λk) ≤ 0 and α
∨
i (µ1) = α
∨
i (τµ) > 0. Lemma
2.2.7 gives α∨i (τλ) ≥ 0; if the latter inequality is strict, by Lemma 5.3.3 we obtain an s-chain
for (λk, riτλ), hence the first joining condition holds. If α
∨
i (τλ) = 0, then riτλ = τλ and
there is nothing to prove. Finally, the second one follows by the remark of Section 7.3.3.
Then fi(π ∗ θ
s′
s ∗ π
′) = π ∗ θs
′
s ∗ π
′
2, where π
′
2 is as in (13). The assertion follows.

7.3.6. Our aim now is to prove that A(πλ ⊗ πµ) is a highest weight crystal generated by
πλ ⊗ πµ over F (see lemma 7.3.8). The following two lemmata are preliminary results for
this purpose.
Lemma. Let ν := νs
βs
← νs−1
βs−1
← · · ·
β2
← ν1
β1
← ν0 =: µ be an a-chain for (µ, ν), such that
βl = wαi, where i ∈ I
im for some l, with 1 ≤ l ≤ s. Suppose further that aα∨i (µ) = 1− aii.
Then βl = αi, µ = riµ
′ and there exists an a-chain for (µ′, ν).
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Proof. Suppose that βl = wαi 6= αi. Since −αi is dominant, we obtain βl = αi + β ∈
αi + NΠre and α
∨
i (β) ≤ −1. By the hypothesis,
(17) aα∨i (µ) = 1− aii.
On the other hand,
(18) aα∨i (µ) = aα
∨
i (νl)− aβ
∨
l (νl)α
∨
i (βl)−
l−1∑
q=1
aβ∨q (νq)α
∨
i (βq).
Now aβ∨l (νl) = 1 by 5.2.2 (b), whereas α
∨
i (βl) = α
∨
i (αi + β) ≤ aii − 1. Then (17) and (18)
give that :
(19) 0 ≥ aα∨i (νl)︸ ︷︷ ︸
≥ 0
−
l−1∑
q=1
aβ∨q (νq)α
∨
i (βq)︸ ︷︷ ︸
≤ 0
,
which means that all the summands in (19) are equal to zero so α∨i (νl) = 0 and α
∨
i (βl) =
aii − 1. This on one hand means that α
∨
i (βq) = 0 for all q, with 1 ≤ q ≤ l − 1 and
so ri commutes with all rβq with 1 ≤ q ≤ l − 1. On the other hand we can write βl =
wαi = w1rkαi = w1(αi − α
∨
k (αi)αk), with w1αk = αk + β1 and moreover w1αi = αi + β2,
with β1, β2 ∈ NΠre. Yet α
∨
i (βl) = aii − 1, which forces α
∨
i (β1) = 0, α
∨
i (β2) = 0 and
α∨i (αk)α
∨
k (αi) = 1. The second condition forces w1αi = αi and α
∨
i (αk) = α
∨
k (αi) = −1.
Then γ := w1αk is such that βl = wαi = rγαi. Note that γ
∨(αi) = α
∨
k (αi) = −1 and
α∨i (γ) = α
∨
i (αk) = −1. Also βl = w1rkαi = αi + γ. Then
(20) 1 = aβ∨l (νl) = aα
∨
i (rγνl) = −aγ
∨(νl)α
∨
i (γ) = aγ
∨(νl),
since α∨i (νl) = 0 and α
∨
i (γ) = aik = −1. Again,
(21) a(rirγνl − νl) = −aγ
∨(νl)riγ = −(γ + αi) = −βl,
whilst
a(rβlνl − νl) = −βl.
Then νl−1 = rβlνl = rirγνl > rγνl > νl and so dist (νl−1, νl) ≥ 2, which contradicts our
hypothesis. Then necessarily βl = αi and ri commutes with rβq for all q, with 1 ≤ q < l.
It then follows that ν := νs
βs
← νs−1
βs−1
← · · · νl+1
βl+1
← ν ′l
βl−1
← ν ′l−1 · · ·
β1
← ν ′1
αi← ν0 =: µ is
an a-chain, where riν
′
q = νq for all q, with 1 ≤ q ≤ l and so there exists an a-chain for
(ν ′1, ν). 
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7.3.7. Lemma. Let λ, µ ∈ P+ and suppose that µ := µℓ
βℓ← µℓ−1
βℓ−1
← · · ·µ1
β1
← µ0. Set
τ = rβ1rβ2 · · · rβℓ. If α
∨
i (τλ) < 0 for some αi ∈ Πre, then also α
∨
i (τµ) < 0.
Proof. By lemma 2.2.7, one has that α∨i (τµ) ≤ 0; we need to show that this number is
strictly negative. As in Section 2.2.6, we may write τ in its dominant reduced expression
τ = wτ ∗, where w ∈ W and τ ∗ ∈ T is such that for all ν ∈ P+, τ ∗ν ∈ P+.
Set µ∗ := τ ∗µ; if α∨j (wµ
∗) < 0 for some αj ∈ Πre, one has that ℓ(rjw) < ℓ(w) and so
w = rjw
′ with w′ ∈ W and ℓ(w) = ℓ(w′) + 1.
We write w as w = ri1ri2 · · · rinw˜ where w˜µ
∗ = µ∗, ℓ(w) = ℓ(w˜)+n and α∨it(rit · · · rinµ
∗) <
0, for all t, with 1 ≤ t ≤ n. We set w′ := ri1ri2 · · · rin . We also set w
′
t = rit · · · rin and
wˆt = w
′w′−1t , for all t, with 1 ≤ t ≤ n.
Let S(w−1) denote the set of positive roots which become negative if we apply w−1; one
has S(w′−1) = {γt := wˆtαit | 1 ≤ t ≤ n} ⊂ S(w
−1). Then w′−1γt = w
′−1
t αit and so
γ∨t (wµ
∗) = γ∨t (w
′µ∗) = (w′−1γt)
∨(µ∗) = (w′−1t αit)
∨(µ∗) = α∨it(w
′
tµ
∗) < 0
and in particular non-zero. Since α∨i (τλ) < 0, we have that αi ∈ S(w
−1) but by the above
αi /∈ S(w
′−1).
On the other hand, α∨i1(τµ) < 0 and α
∨
i1(µ) ≥ 0; by Lemma 5.3.2 it follows that αi1 is
equal to βk for some k with 1 ≤ k ≤ ℓ.
Then one has that
(22) α∨i1(µk) > 0, α
∨
i1(µk−1) < 0.
Let us assume k is minimal having the above property (which is equivalent to βk = αi1).
Set β ′s := ri1βs, for all s = 1, 2, . . . , k − 1; they are positive roots by the minimality
of k. Then (β ′s)
∨(rβ′s+1 · · · rβ′k−1µk) = β
∨
s (µs) > 0 and τµ = ri1rβ′1 · · · rβ′k−1rβk+1 · · · rβℓµ =
ri1ri2 · · · rinµ
∗ and so we may cancel ri1 and get
rβ′
1
· · · rβ′
k−1
rβk+1 · · · rβℓµ = ri2 · · · rinµ
∗.
We continue in the same way and obtain an expression:
µ∗ = w˜µ∗ = rβ˜1 · · · rβ˜tµ,
where β˜j ∈ ∆
+ ∩WΠ and such that β˜∨j (rβ˜j+1 · · · rβ˜tµ) > 0 and w˜ ∈ StabW (µ
∗).
Thus we are reduced to the situation where τµ is dominant and τ = wτ ∗ with w ∈
StabW (µ), τ
∗ ∈ T . Since the stabilizer of a dominant weight is the product of simple reflec-
tions each of which stabilizes it, it is enough to obtain a contradiction with w = ri.
Notice that in the above we may assume ℓ ≥ 1. By lemma 6.3.4 and since τµ ∈ P+ we
necessarily have that β1 ∈ Πim. Then by Lemma 2.2.3 α
∨
i (τλ) < 0 implies that ri and rβ1
commute, which means that α∨i (β1) = 0.
Then ri still stabilizes τ2µ := rβ2 · · · rβℓµ and α
∨
i (τ2λ) < 0. Thus we can replace τ by
τ2. Again we can write τ2 = w2τ
∗
2 , such that τ
∗
2λ, τ
∗
2µ are dominant and as before we
may further cancel r′βts, so that we are reduced to the situation where τ2µ is dominant and
w2 ∈ StabW (τ
∗
2µ). This procedure will have to stop, hence we get a contradiction.
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
7.3.8. Lemma. Let λ, µ ∈ P+. A path in A(πλ ⊗ πµ) is integral and monotone and the
only path killed by the ei, i ∈ I is πλ ⊗ πµ. In particular, A(πλ ⊗ πµ) = F(πλ ⊗ πµ).
Proof. We can write πλ⊗πµ = π2λ ∗ θ
1/2
1/2 ∗π2µ ∈ P̂2λ ∗ θ
1/2
1/2 ∗ P̂2µ, since the joining conditions
become trivial.
By lemma 7.3.5 the set P̂2λ ∗ θ
1/2
1/2 ∗ P̂2µ is stable under the action of fi, i ∈ I, hence
F(πλ ⊗ πµ) ⊂ P̂2λ ∗ θ
1/2
1/2 ∗ P̂2µ. Note that F(πλ ⊗ πµ) ⊂ Pλ ⊗ Pµ ⊂ P̂λ ⊗ P̂µ. Set P :=
Pλ ⊗ Pµ ∩ P̂2λ ∗ θ
1/2
1/2 ∗ P̂2µ; by the above, F(πλ ⊗ πµ) ⊂ P. Since both sets P̂2λ ∗ θ
1/2
1/2 ∗ P̂2µ
and Pλ ⊗ Pµ are F -stable, P is also F -stable. We will show that as a subset of Pλ⊗ Pµ, the
set P is stable under the action of ei, i ∈ I and that the only path in P killed by all the
ei, i ∈ I is the path πλ ⊗ πµ. This will give P = A(πλ ⊗ πµ) = F(πλ ⊗ πµ). Finally the
integrality and monotonicity of the paths in F(πλ ⊗ πµ) will follow by lemma 7.3.4.
We first show that P is ei stable in the above sense for all i ∈ I. Let π˜ = π ∗ θ
1/2
1/2 ∗ π
′
be as in paragraph 7.3.3. We will show that if eiπ˜ 6= 0, then eiπ˜ ∈ P̂2λ ∗ θ
1/2
1/2 ∗ P̂2µ. Since
π˜ ∈ P, then π ∈ P2λ and π
′ ∈ P2µ. On the other hand π˜ ∈ Pλ ⊗ Pµ, hence π˜ = π1 ⊗ π2 with
π1 ∈ Pλ, π2 ∈ Pµ
Since π˜(1/2) ∈ P , we can only have either ei(π1 ⊗ π2) = (eiπ1) ⊗ π2 or ei(π1 ⊗ π2) =
π1⊗(eiπ2) the choice depending on the crystal tensor product rules (section 3.2.1). It remains
to check the joining condition for the new paths.
(1) Suppose first that ei(π1 ⊗ π2) = (eiπ1)⊗ π2 6= 0.
If ei+(π1) < 1 (and so e
i
+(π˜) < 1/2), λk, µ1 are unchanged, so there is nothing to check.
Suppose then that ei+(π1) = 1, equivalently e
i
+(π˜) = 1/2.
Since µ1 is unchanged we only need to show that there exists an 1/2-chain for (ri2λk, τ2λ).
This is equivalent to the existence of an 1-chain for (riλk, τλ).
Let i ∈ Ire.
By the definition of ei+(π˜), one has that α
∨
i (λk) < 0 and α
∨
i (τµ) ≥ 0. Then, by lemma
7.3.7 we have that α∨i (τλ) = α
∨
i (τλ) ≥ 0 and so by lemma 5.3.3 there exists an 1-chain for
(riλk, τλ), since there exists one for (λk, τλ).
Let now i ∈ I im.
This means that there exists a path π′1 ∈ Pλ with π
′
1 = (λ
′
1, . . . , λ
′
k; 0, a1, . . . , ak−1, 1) such
that fiπ
′
1 = π1, which in turn gives λt = riλ
′
t for all t, with 1 ≤ t ≤ k. Let
τλ := νs
γs
← νs−1
γs−1
← · · ·
γ2
← ν1
γ1
← ν0 =: λk,
with γj ∈ WΠ ∩ ∆
+ for all j, with 1 ≤ j ≤ s, be an 1-chain for (λk, τλ). We need
to show that there also exists an 1-chain for (λ′k, τλ). By the second joining condition, if
τ = rβ1 · · · rβn, then β
∨
t (rβt+1 · · · rβnλ) < 1 for all t such that βt ∈ ∆im. This forces τ ∈ W
which in turn implies that γl = wαi for some l, with 1 ≤ l ≤ s and some w ∈ W . By
assumption that ei+(π1) = 1, we obtain α
∨
i (λk) = 1 − aii. Then the assertion follows by
lemma 7.3.6.
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(2) Suppose that ei(π1 ⊗ π2) = π1 ⊗ (eiπ2) 6= 0.
If ei−(π1) > 0 (and so e
i
−(π˜) > 1/2), then since the λk, µ1 are unchanged, the first joining
condition is trivial. The second one follows by the remark of section 7.3.3.
Suppose then that ei−(π2) = 0 and so e
i
−(π˜) = 1/2.
Suppose that i ∈ Ire.
We have that α∨i (λk) ≤ 0 and α
∨
i (τµ) < 0, which implies that α
∨
i (τλ) ≤ 0. If the latter is
zero, the first joining condition trivially follows. If not, then riτλ
αi← τλ and so there exists
an 1-chain for (λk, riτλ). The second joining condition follows by the remark of section 7.3.3.
Suppose now that i ∈ I im.
Then α∨i (λk) = 0, and so since λk ≥ τλ, by lemma 5.1.4 we obtain that α
∨
i (λk) = α
∨
i (τλ) =
0. There exists a path π′2 ∈ Pµ, such that π2 = fiπ
′
2. Then by Proposition 6.1.3 π
′
2 will be of
the form
π′2 = (µ
′
1.µ
′
2, . . . , µ
′
t, µ
′
t+2, . . . , µℓ; 0, b1, . . . , bt−1, bt+1, . . . , bℓ−1, 1),
with µk = riµ
′
k, for all k, with 1 ≤ k ≤ t, f
−
i (π
′
2) = bt and µ
′
t = µt+1. Again by Proposition
6.1.3 rirβk = rβkri and τ = riτ
′. Since 0 = α∨i (τλ) = α
∨
i (riτ
′λ) = (1− aii)α
∨
i (τ
′λ), it follows
that the second joining condition holds and τ ′λ = τλ, hence there exists an 1-chain for
(λk, τ ′λ). We conclude that π1, eiπ2 can be properly joined.
We finally show that πλ ⊗ πµ is the only path in P killed by ei, i ∈ I. For this we first
show that every π ∈ Pλ ⊗ Pµ, killed by the ei, i ∈ I, takes the form π = πλ ⊗ π
′, with
π′ ∈ Pµ and λ+ π
′(1) ∈ P+.
Recall the tensor product crystal operations of section 3.2.1. Take π = π1⊗ π2 ∈ Pλ⊗Pµ
and assume that eiπ = 0 for all i ∈ I. Let i ∈ I
re. If εi(π2) > ϕi(π1) one has that
ei(π1 ⊗ π2) = π1 ⊗ eiπ2 6= 0 by normality. So we must have
(23) ϕi(π1) ≥ εi(π2), for all i ∈ I
re.
But then eiπ = eiπ1 ⊗ π2 and consequently, we must have eiπ1 = 0, for all i ∈ I
re. Now
take i ∈ I im and recall lemma 5.3.1. One has that ϕi(π1) > −aii ⇔ α
∨
i (wt π1) ≥ 1− aii ⇔
eiπ = eiπ1⊗π2. On the other hand, if α
∨
i (π1) < 1− aii, then eiπ1 = 0 again by lemma 5.3.1.
In both cases eiπ1 = 0. We conclude that eiπ = 0 for all i ∈ I, only if eiπ1 = 0 for all i ∈ I
which forces π1 = πλ. Notice also by (23) one has that
(24) α∨i (λ+ wt π2) ≥ 0, for all i ∈ I,
that is λ+ π2(1) ∈ P
+. Set J = {i ∈ I |α∨i (λ) = 0} and assume that ei(πλ ⊗ π) = 0 for all
i ∈ I. Then eiπ = 0 for all i ∈ J . A path in P killed by all the ei, i ∈ I will then be of
the form π˜ = π2λ ∗ θ
1/2
1/2 ∗ π, where
π = (µ1, . . . , µℓ; 0, b1, . . . , bℓ−1, 1)
is a GLS path of shape µ with 1/2 < b1 and µ1 = τµ. Now the first joining condition forces
τ ∈ StabT (λ). If we set µr = τrµ with 1 ≤ r ≤ ℓ, then since µr > µr+1 we will have that
τr ∈ StabT (λ) for all r with 1 ≤ r ≤ ℓ. Take i ∈ I \ J . Then since StabT (λ) = 〈ri | i ∈ J〉
by lemma 2.2.2, we have that wt π ∈ µ −
∑
j∈ J
Nαj and so eiπ = 0, for i ∈ I \ J since
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the set of weights of Pµ lies in µ − Q
+. Combined with our previous result, namely that
eiπ = 0 for all i ∈ J , this forces µ1 = µ and the only path in P annihilated by all the ei is
π2λ ∗ θ
1/2
1/2 ∗ π2µ = πλ ⊗ πµ. 
7.4. The isomorphism theorem. Recall the family {πx, x ∈ [0, 1]} of section 7.1.2, which
deforms the path πλ ⊗ πµ to πν . We will show that Fπ
0 ≃ Fπ1 and then that πλ ⊗ πµ and
πν generate isomorphic crystals.
7.4.1. By the construction of 7.1.2 and proposition 7.3.4 it follows that fπx is integral and
monotone for all x ∈ [0, 1] and all f ∈ F .
Lemma. Let x, y ∈ [0, 1] and let πx, πy be the paths defined in section 7.1.2. Then
Fπx ≃ Fπy.
Proof. Let J be a finite subset of I. By a direct computation, for all i ∈ J we obtain:
dJ(π
x, πy) = max
i∈ J,t∈ [0,1]
|α∨i (π
x(t))− α∨i (π
y(t))| =
= |x− y| max
i∈ J,t∈ [0,1]
|α∨i ((πλ ⊗ πµ)(t))− α
∨
i (πλ+µ(t))| = |x− y|dJ(πλ ⊗ πµ, πν).(25)
We reduce the distance of x and y so that dJ(π
x, πy) < (1/2cJ)
n, which by lemma 7.2.2
implies that FnJ π
x ≃ FnJ π
y. Since n and J are arbitrary the assertion follows. 
7.4.2. Recall that λ, µ ∈ P+ and consider πλ⊗πµ ∈ Pλ⊗Pµ, πλ+µ ∈ Pλ+µ. The following
obtains by combining lemmata 6.3.5, 7.3.8 and 7.4.1.
Theorem. The crystals generated by πλ ⊗ πµ and πλ+µ are isomorphic.
Remark. The crystals generated by πλ ⊗ πµ and πλ+µ viewed as paths in P need not
be isomorphic. For example, take i ∈ I im, with aii = −1 and λ ∈ P
+, with α∨i (λ) = 1.
Then by definition, eiπλ = 0 in P and so ei(πλ ⊗ πλ) = 0, by the tensor product rules. On
the other hand, eiπ2λ 6= 0, again by lemma 5.3.1. Of course eiπ2λ = 0 in P2λ.
8. Crystal Embedding Theorem
We proved that the family of path crystals {Pλ | λ ∈ P
+} is closed. We will now define the
limit P∞ of the family {Pλ | λ ∈ P
+} and show that it is isomorphic to B(∞) (see theorem
3.3.2).
8.1. The limit P∞.
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8.1.1. Let λ, µ ∈ P+ be two dominant weights and let π ∈ Pλ. Denote by ψλ,λ+µ the
application ψλ,λ+µ : Pλ → Pλ ⊗ Pµ which sends π to π ⊗ πµ.
Lemma. The application ψλ,λ+µ commutes with the ei, i ∈ I, wt(πλ ⊗ π) = wt π + µ
and if fiπ 6= 0, then fiψλ,λ+µ(π) = ψλ,λ+µ(fiπ). Thus ψλ,λ+µ is a crystal embedding up to
translation of weight by µ.
Proof. One has that εi(πµ) = 0 ≤ ϕi(π), for all i ∈ I. If ϕi(π) = 0, then fiπ = 0, for all
i ∈ I, by section 3.1.4 (3). If i ∈ I im and ϕi(π) = 0, then eiπ = 0 by lemma 3.1.5. Then
apply the tensor product rules of sections 3.2.1 and 3.2.2. 
8.1.2. As a set P∞ is the inductive limit of the Pλ with respect to the above embeddings. We
will endow P∞ with a crystal structure. Let π ∈ P∞, then π ∈ Pλ for some λ ∈ P
+. Define
eiπ in P∞ as eiπ in Pλ. Define fiπ again as in Pλ but we put fiπ = 0 only if fiψλ,λ+µ(π) = 0
for all µ ∈ P+. Finally, we define the weight of π to be −µ if π ∈ (Pλ)λ−µ. This is clearly
well defined. There is a unique element of weight zero, since πλ is also unique in (Pλ)λ. We
will denote this element by π∞. It satisfies eiπ∞ = 0 for all i ∈ I. Notice that we may
now forget about the path crystal and consider any closed family of highest weight crystals
{B(λ)|λ ∈ P+}.
8.2. The embedding theorem.
8.2.1. Recall the elementary crystals Bi, i ∈ I defined in section 3.3.1.
Theorem. For all i ∈ I there exists a unique strict embedding Ψi : P∞ −→ P∞ ⊗ Bi,
sending π∞ to π∞ ⊗ bi(0).
Proof. Fix i ∈ I and f ∈ F . Call f ′ a submonomial of f , if f ′ obtains from f by erasing
some of its factors. We say f ′ is an i-submonomial of f if it obtains by erasing some of the
factors fi in f . Let λ ∈ P
+ be such that α∨i (λ) = 0 and α
∨
j (wt f
′πλ) > 0 for all j ∈ I \ {i}
and for all submonomials f ′ of f . Let µ ∈ P+ be such that α∨j (µ) = 0, for all j ∈ I \ {i}.
We will show that there exists an integer m ≥ 0 and an i-submonomial f ′′ of f such that
f(πλ ⊗ πµ) = f
′′πλ ⊗ f
m
i πµ. We argue by induction on the length of f .
For f = id the assertion is obvious. Let it be true for f and set f(πλ⊗πµ) = f
′′πλ⊗f
m
i πµ.
First notice that
fi(f
′′πλ ⊗ f
m
i πµ) =
{
fif
′′πλ ⊗ f
m
i πµ, ϕi(f
′′πλ) > εi(f
m
i πµ),
f ′′πλ ⊗ f
m+1
i πµ, ϕi(f
′′πλ) > εi(f
m
i πµ),
which is of the required form.
Now for j ∈ I \ {i} by assumption we have that ϕj(f
′′πλ) ≥ α
∨
j (wt f
′′πλ) > 0. On the
other hand, εj(f
m
i πµ) = 0. Indeed, for j ∈ I
im this follows by definition. For j ∈ Ire, since
µ−mαi + αj /∈ ν −Q
+, one has that ejf
m
i πµ = 0, hence by normality εj(f
m
i πµ) = 0. Then
fj(f
′′πλ ⊗ f
m
i πµ) = fjf
′′πλ ⊗ f
m
i πµ which is also of the required form.
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By section 8.1.2 :
ϕi(f
′′πλ) = εi(f
′′πλ) + α
∨
i (wt f
′′πλ) = εi(f
′′π∞) + α
∨
i (wt f
′′π∞) + α
∨
i (λ) = ϕi(f
′′π∞),
which means that ϕi(f
′′πλ) is independent of λ.
Finally one has εi(bi(−m)) = εi(f
m
i πµ) (and equal tom for real indices and 0 for imaginary
ones) and εj(bi(−m)) = −∞ < ϕj(f
′′πλ), so that if f(πλ ⊗ πµ) = f
′′πλ ⊗ f
m
i πµ then also
f(π∞ ⊗ bi(0)) = f
′′π∞ ⊗ bi(−m). 
8.2.2. Corollary. The crystal P∞ is isomorphic as a crystal to B(∞).
Proof. Notice that P∞ has properties (1)-(4) of definition 3.3.2. Indeed the first three fol-
low by construction and (4) follows by theorem 8.2.1. Then the assertion follows by the
uniqueness of B(∞). 
9. The Character Formula
9.1. Weyl-Kac-Borcherds character formula.
9.1.1. Assume the Borcherds-Cartan matrix A to be symmetrizable. Recall ρ ∈ h∗ of
section 2.1.7. Let P(Πim) denote the set of all finite subsets F of Πim such that α
∨
i (αj) = 0
for all αi, αj ∈ F . For all λ ∈ P
+ set
P(Πim)
λ = {F ∈ P(Πim) |α
∨
i (λ) = 0, for all αi ∈ F}.
Given F ∈ P(Πim), let |F | denote its cardinality and s(F ) the sum of its elements. Then the
character of the unique irreducible integrable highest weight module of g of highest weight
λ ∈ P+ is given by the following formula known as the Weyl-Kac-Borcherds character
formula :
(26) char V (λ) =
∑
w∈ W
∑
F∈ P(Πim)λ
(−1)ℓ(w)+|F |ew(λ+ρ−s(F ))∑
w∈ W
∑
F∈ P(Πim)
(−1)ℓ(w)+|F |ew(ρ−s(F ))
.
9.1.2. Remark. It is not known if the above holds when A fails to be symmetrizable. For
Π = Πre of finite cardinality, Kumar [13] and Mathieu [17] independently showed that the
right hand side is the correct character formula for the largest integrable quotient of the
Verma module of highest weight λ.
9.1.3. Drop the assumption that the Borcherds-Cartan matrix A is symmetrizable. Notice
that the right hand side of (26) is still defined in this case. Define the character of Pλ by
char Pλ =
∑
π∈ Pλ
eπ(1).
Our main result is the following :
Theorem. The character of Pλ is given by the Weyl-Kac-Borcherds formula, that is to say
the right hand side of (26).
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The rest of the section is devoted to the proof of this theorem.
9.2. The action of the Weyl group. For all i ∈ Ire define r˜i on π ∈ Pλ as follows :
r˜iπ =
{
f
α∨i (π(1))
i π, if α
∨
i (π(1)) ≥ 0,
e
−α∨i (π(1))
i π, if α
∨
i (π(1)) ≤ 0.
Then by [15, Section 8] one has that ri 7→ r˜i extends to a representation W → EndZ Pλ and
w(π(1)) = (wπ)(1). Here we note that P = Πint in the sense of [15] and the root operators
ei, fi, i ∈ I
re are defined as in [15].
9.3. The Kashiwara function. Recall the crystal BJ(∞) of section 3.3.3 and that any
element in BJ(∞) takes the form
(27) b = · · · ⊗ bi2(−m2)⊗ bi1(−m1),
with mk ∈ N and mk = 0 for k ≫ 0.
9.3.1. Define the Kashiwara functions on BJ(∞) through
(28) rki (b) = εi(bik(−mk))−
∑
j>k
α∨i (wt bij (−mj)) = εi(bik(−mk)) +
∑
j>k
mjai,ij ,
noting that this sum is finite since mj = 0 for j ≫ 0. Observe that r
k
i (b) ∈ {0,−∞} for
k ≫ 0. Set Ri(b) = maxk{r
k
i (b)}. From the definition of J it follows that Ri(b) ≥ 0 for all
i ∈ I and all b ∈ BJ(∞), and Ri(b) = 0 for all i ∈ I
im and all b ∈ BJ(∞). Note that if
Ri(b) = r
k0
i (b) for some k0, then ik0 = i.
9.3.2. The Kashiwara function determines at which place ei (resp. fi) enters when com-
puting eib (resp. fib). Let ℓi(b) (resp. si(b)) be the largest (resp. smallest) value of k such
that rki (b) = Ri(b). Exactly as in the Kac-Moody case one has the following lemma :
Lemma. For all b ∈ BJ(∞) one has :
(1) εi(b) = 0 if and only if Ri(b) = 0 for all i ∈ I
re and εi(b) = 0 for i ∈ I
im.
(2) For all i ∈ I, fi enters at the si(b)th place.
(3) For all i ∈ Ire, ei enters at the ℓi(b)th place.
(4) For all i ∈ I im, ei enters at the si(b)th place.
Remark. It can happen that ℓi(b) = +∞ for i ∈ I
re, but then simply eib = 0.
9.3.3. Lemma. Let b, b′ ∈ BJ(∞) be such that fib = fjb
′ for i, j ∈ I im and i 6= j. Then
fi, fj commute and there exists b
′′ ∈ BJ(∞) such that b = fjb
′′.
Proof. Write b, b′ as in (27) with mk replaced by m
′
k for the latter. Suppose that fi enters b
at the ℓth place and fj enters b
′ at the ℓ′th place. Since i 6= j we have that ℓ 6= ℓ′. We can
assume that ℓ′ < ℓ interchanging i, j if necessary. Note that fib = fjb
′ forcesm′ℓ = mℓ+1 > 0.
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We have rℓ
′
j (b
′) = εj(biℓ(−m
′
ℓ)) +
∑
s>ℓ′
m′sα
∨
i (αis) = Rj(b
′) ≥ 0. Since j = iℓ′ one has
that εj(biℓ(−m
′
ℓ)) = 0. On the other hand m
′
s ≥ 0 and α
∨
i (αis) ≤ 0 for all s > ℓ
′, forcing
m′sα
∨
i (αis) = 0 for all s > ℓ
′. In particular, since iℓ = i, ℓ > ℓ
′, m′ℓ > 0 we obtain that
α∨j (αi) = 0, that is aji = 0 and so aij = 0.
Take c ∈ BJ (∞). Since α
∨
j (αi) = 0, one has r
k
j (c) = r
k
j (fic), for all c ∈ BJ(∞), and all
k ∈ N+. Then si(fjc) = si(c). Similarly sj(fic) = sj(c) and so fifjc = fjfic, as required.
On the other hand, since fib = fjb
′ we have that mℓ′ = m
′
ℓ′ + 1 > 0. By lemma 9.3.2, ej
enters b at the ℓ′th place and ejb 6= 0. Set ejb = b
′′, then b = fjb
′′. Yet fjb
′ = fib = fifjb
′′ =
fjfib
′′ and so b′ = fib
′′. 
9.3.4. Corollary. Let π, π′ be two paths in Pλ for λ ∈ P
+ such that fiπ = fjπ
′ for
i, j ∈ I im and i 6= j. Then fi, fj commute and there exists π
′′ ∈ Pλ such that π = fjπ
′′.
Proof. Embed Pλ in BJ(∞) :
Pλ
ψ1
→֒ B(∞)
ψ2
→֒ BJ(∞).
Then if we assume fiπ = fjπ
′ 6= 0 in Pλ fi, fj commute with ψ1 and ψ2 so that fiψ2ψ1(π) =
fjψ2ψ1(π
′). The assertions follow by lemma 9.3.3. We note here that ψ1 does not in general
commute with fi, fj that is why we have to assume fiπ = fjπ
′ 6= 0 (see lemma 8.1.1). 
9.4. Proof of theorem 9.1.3.
9.4.1. Recall section 9.1; we will show that the character of Pλ is given by the Weyl-Kac-
Borcherds formula. We need to show that :
(29)∑
π∈ Pλ
∑
w∈ W
∑
F∈ P(Πim)
(−1)ℓ(w)+|F |ew(ρ−s(F ))+π(1) =
∑
w∈ W
∑
F∈ P(Πim)λ
(−1)ℓ(w)+|F |ew(λ+ρ−s(F )).
9.4.2. For all µ ∈ P set O(µ) = {(w, F, π) ∈ W × P(Πim) × Pλ |w(ρ − s(F )) + π(1) =
µ}. By section 9.2 we have an action of W on O(µ) by w(w′, F, π) = (ww′, F, wπ), where
wO(µ) = O(wµ). Moreover, since ℓ(ww′) = ℓ(w) + ℓ(w′) mod 2, the sum
S(µ) :=
∑
(w,F,π)∈ O(µ)
(−1)ℓ(w)+|F |
satisfies S(wµ) = (−1)ℓ(w)S(µ). Now the left hand side of (29) becomes
(30)
∑
µ∈ P
S(µ)eµ =
∑
w∈ W
∑
µ∈ P+
(−1)ℓ(w)S(µ)ewµ.
Then we can assume µ := w(ρ− s(F )) + π(1) to be dominant and in this case it remains to
show that S(µ) = 0, unless O(µ) = {id} × P(Πim)× {πλ}.
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9.4.3. Since µ is dominant and t 7→ π(t) is continuous, either
(1) there exists some t ∈ [0, 1] such that w(ρ− s(F )) + π(t) is dominant but not regular
or
(2) w(ρ− s(F )) + π(t) is regular and dominant for all t ∈ [0, 1].
Thus define
O1(µ) := {(w, F, π) ∈ O(µ) |w(ρ−s(F ))+π(t) is dominant but not regular for some t ∈ [0, 1]},
and
O2(µ) := {(w, F, π) ∈ O(µ) |w(ρ− s(F )) + π(t) is dominant and regular for all t ∈ [0, 1]}.
9.4.4. In case (1) exactly as in [15, Theorem 9.1] we obtain that∑
(w,F,π)∈ O1(µ)
(−1)ℓ(w)+|F |eµ = 0.
In case (2), w(ρ− s(F )) + π(t) being dominant at t = 0, implies w = id. Thus we define
O˜2(µ) := {(F, π) ∈ P(Πim)× Pλ | (id, F, π) ∈ O2(µ)}.
The formula we have to prove becomes :
(31)
∑
µ∈ P+
∑
(F,π)∈ O˜2(µ)
(−1)|F |eρ−s(F )+π(1) =
∑
F⊂P(Πim)λ
(−1)|F |eρ−s(F )+λ.
9.4.5. For all (F, π) ∈ P(Πim)× Pλ set
(32) S(F, π) := {αi ∈ Πim \ F |α
∨
i (s(F )) = 0 and eiπ 6= 0}.
Take i, j ∈ I im distinct. Notice that if αi, αj ∈ S(F, π), then aij = aji = 0. In particular,
F ∪S(F, π) ∈ P(Πim). Indeed, since eiπ, ejπ 6= 0, one has π = fiπ1 = fjπ2, for π1, π2 ∈ Pλ,
and the assertion follows by lemma 9.3.4. We call a pair (F, π) ∈ P(Πim)× Pλ minimal, if
S(F, π) = ∅.
For any subset S = {αi1, αi2 , . . . αik} ⊂ P(Πim), set fS := fi1fi2 · · · fik and similarly
eS := ei1ei2 · · · eik . Notice that since the fij (resp. eij ) mutually commute, the monomial
fS (resp. eS) does not depend on the order of the indices. Suppose that π ∈ Pλ satisfies
eiπ 6= 0, for all αi ∈ S. Then eSπ 6= 0. Indeed this follows from lemmata 9.3.2 and 8.1.1.
Again if fiπ 6= 0 for all αi ∈ S, then fSπ 6= 0. This follows from lemma 14 (2) and section
6.3.3.
9.4.6. For all (F, π) ∈ P(Πim)× Pλ, set (F0, π0) = (F ∪ S(F, π), eS(F,π)π). Clearly (F0, π0)
is minimal. For a minimal element (F0, π0) define F
π0
0 := {S ⊂ F0 | ∀αi ∈ S, fiπ 6= 0}. Then
set
Ω(F0, π0) = {(F0 \ S, fSπ0)|S ∈ F
π0
0 }.
The following is straightforward.
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Lemma. The only minimal element in Ω(F0, π0) is (F0, π0). Moreover, if (F, π) = (F0 \
S, fSπ0) ∈ Ω(F0, π0), for S ∈ F
π0
0 , then S(F, π) = S.
An immediate consequence of the above is that for any two minimal elements (F0, π0) 6=
(F ′0, π
′
0), one has Ω(F0, π0) ∩ Ω(F
′
0, π
′
0) = ∅.
Remark. Note that for all (F, π) ∈ Ω(F0, π0), the weight −s(F )+π(1) is fixed (but it does
not uniquely define Ω(F0, π0)!).
9.4.7. We show in section 9.4.10 that if Ω(F0, π0) ∩ O˜2(µ) 6= ∅, then Ω(F0, π0) ⊂ O˜2(µ).
Then if we set Ω(µ) = {(F0, π0) |Ω(F0, π0) ⊂ O˜2(µ)} we have
(33) O˜2(µ) =
∐
(F0,π0)∈ Ω(µ)
Ω(F0, π0).
Admit 9.4.10, so then (33) holds. We have :
(34)
∑
(F,π)∈ O˜2(µ)
(−1)|F | =
∑
(F0,π0)∈ Ω(µ)
 ∑
(F,π)∈ Ω(F0,π0)
(−1)|F |
 .
We will compute the following sum :
(35) Σ :=
∑
(F,π)∈ Ω(F0,π0)
(−1)|F |eρ−s(F )+π(1).
9.4.8. Lemma. If |Ω(F0, π0)| > 1, then the sum Σ above is zero.
Proof. Write F0 as F0 = F
′
0 ⊔ F
′′
0 , where F
′
0 := {αi ∈ F0 |α
∨
i (π(1)) 6= 0} (equivalently, by
5.3.1, F ′0 := {αi ∈ F0 | fiπ 6= 0}). Our hypothesis that |Ω(F0, π0)| > 1 implies that F
′
0 6= ∅.
Set |F ′0| = n ≥ 1. Then the cardinality of Ω(F0, π0) is equal to the number of subsets of F
′
0.
Moreover, the coefficient of eρ−s(F )+π(1) in Σ is
(−1)|F
′′
0
|((−1)n + (−1)n−1
(
n
1
)
+ (−1)n−2
(
n
2
)
+ · · ·+ (−1)
(
n
n− 1
)
+ 1) = 0.

9.4.9. Lemma. If |Ω(F0, π0)| = 1, then π0 = πλ and F0 ∈ P(Πim)
λ.
Proof. Let Ω(F0, π0) = {(F0, π0)} be a singleton and recall section 6.3.3. Then for all αj ∈
F0, one has that α
∨
j (π0(1)) = 0. In particular, if π0 = fiπ for some π ∈ Pλ and i ∈ I, then
α∨i (s(F0)) = 0 and α
∨
j (π(1)) = 0, for all αj ∈ F0.
Assume that π0 6= πλ. Then we may write π0 = fiπ as above. Suppose that i ∈ I
im,
then eiπ0 6= 0 and by the above remark α
∨
i (s(F0)) = 0. By the minimality of (F0, π0), this
implies that αi ∈ F0. Yet π0 = fiπ implies fiπ0 6= 0 by lemma 4.1.6 and so (F0 \ {i}, fiπ0) ∈
Ω(F0, π0), which contradicts the hypothesis.
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Let now i ∈ Ire. Then α∨i (ρ− s(F0) + π0(t)) = 1 + α
∨
i (π0(t)) = 1 + h
π0
i (t). But eiπ0 6= 0
which means (by definition) that hπ0i (t) takes integral values ≤ −1. Hence ρ− s(F0) + π0(t)
is not regular for all t ∈ [0, 1], again a contradiction.
We obtain that π0 = πλ and F0 ∈ P(Πim)
λ. 
By lemmata 9.4.8, 9.4.9 the only remaining terms in the left hand side of (31) is the right
hand side. Thus to complete the proof of theorem 9.1.3 it remains to prove (33). As we
noted in section 9.4.7, this follows by the lemma below.
9.4.10. Lemma. Let Ω(F0, π0) ∩ O˜2(µ) 6= ∅. Then Ω(F0, π0) ⊂ O˜2(µ).
Proof. Fix (F, π) ∈ Ω(F0, π0) ∩ O˜2(µ).
Assume that (F ∪ {αi}, eiπ) ∈ Ω(F0, π0). This means that αi /∈ F , α
∨
i (s(F )) = 0 and
eiπ 6= 0. We show that (F ∪ {αi}, eiπ) ∈ O˜2(µ).
By definition of eiπ, there exists a piecewise linear function c(t) with 0 ≤ c(t) ≤ 1 for
all t ∈ [0, 1] such that eiπ(t) = π(t) + c(t)αi. Then since ρ − s(F ) + π(t) is regular and
dominant for all t ∈ [0, 1] and αi is anti-dominant, we obtain that ρ−s(F ∪{αi})+eiπ(1) =
ρ− s(F )− αi + π(t) + c(t)αi = ρ− s(F ) + π(t) + (c(t)− 1)αi is also regular and dominant
for all t ∈ [0, 1], as required.
Now suppose that (F \ {αi}, fiπ) ∈ Ω(F0, π0). It follows that αi ∈ F and fiπ 6= 0. We
show that (F \ {αi}, fiπ) ∈ O˜2(µ).
Set F ′ = F \ {αi}, then F = F
′ ∪ {αi}. By assumption, M(t) := ρ − s(F ) + π(t) =
ρ − s(F ′) − αi + π(t) is regular and dominant for all t ∈ [0, 1]. We need to show that
M ′(t) := ρ − s(F ) + αi + (fiπ)(t) = ρ − s(F
′) + (fiπ)(t) is regular and dominant for all
t ∈ [0, 1]. Now for t ∈ [f i−(π), 1] one has fiπ(t) = π(t) − αi and so M
′(t) = M(t), hence
M ′(t) is regular and dominant for all t ∈ [f i−(π), 1].
Suppose that for some t ∈ [0, f i−(π)], M
′(t) = ρ − s(F ′) + (fiπ)(t) is not regular. This
means that there exists j ∈ Ire such that α∨j (M
′(t)) = 0, for some t ∈ [0, f i−(π)[. In this
region, (fiπ)(t) = riπ(t), hence
(36)
hj(t) := α
∨
j (M
′(t)) = hfiπj (t) + α
∨
j (ρ− s(F
′)) = α∨j (π(t))− α
∨
i (π(t))aji + α
∨
j (ρ− s(F
′)) = 0,
for some t ∈ [0, f i−(π)]. On the other hand hj(0) = α
∨
j (ρ − s(F
′)) > 0 and hj(f
i
−(π)) =
α∨j (M
′(f i−(π))) = α
∨
j (M(f
i
−(π))) > 0, hence the function hj attains a local minimum at
some t0 ∈ ]0, f
i
−(π)[ and consequently h
fiπ
j attains a local minimum at t0.
Let π = (λ1, λ2, . . . , λs; 0, a1, a2 . . . , as = 1) and recall proposition 6.1.3, choosing p as
defined there. One has ap−1 < f
i
−(π) ≤ ap and
fiπ = (riλ1, riλ2, . . . , riλp, λp, . . . , λs; 0, a1, . . . , ap−1, f
i
−(π), ap, . . . , as = 1).
By lemma 5.3.7, we must have t0 = ak for some k ≤ p − 1 and so either α
∨
j (λk) ≤ 0 and
α∨j (λk+1) > 0, or α
∨
j (λk) < 0 and α
∨
j (λk+1) ≥ 0, depending on whether the minimum at t0
is right or left. Then by lemma 5.3.2, if λk+1
βt
← · · ·
β1
← λk, we obtain βℓ = αj for some ℓ,
with 1 ≤ ℓ ≤ t. On the other hand, by proposition 6.1.3, α∨i (λk) = α
∨
i (λk+1), for all k, with
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1 ≤ k ≤ p − 1 and so α∨i (βs) = 0 for all s, with 1 ≤ s ≤ t. In particular aij = 0 and so
hj(t) = α
∨
j (M(t)) which is strictly positive by assumption. This contradiction proves that
M ′(t) is regular for all t ∈ [0, 1]. 
References
[1] I. N. Bernstein, I. M. Gelfand, S. I. Gelfand, Structure of representations that are generated by vectors
of higher weight (Russian), Funckcional. Anal. i Prilozˇen. 5 (1971), no. 1, 1–9.
[2] R. E. Borcherds, Generalised Kac-Moody algebras, J. Algebra 115 (1988), 501–512.
[3] R. E. Borcherds, Monstrous moonshine and monstrous Lie superalgebras, Invent. Math. 109 (1992),
405–444.
[4] K. Jeong, S.-J. Kang, M. Kashiwara, Crystal bases for quantum generalised Kac-Moody algebras, Proc.
Lond. Math. Soc. (3) 90 (2005), 395–438.
[5] K. Jeong, S.-J. Kang, M. Kashiwara, D.-U. Shin, Abstract crystals for quantum generalised Kac-Moody
algebras, Int. Math. Res. Not. IMRN, no 1, Art. ID mm001.
[6] A. Joseph, Quantum Groups and their Primitive Ideals, Springer-Verlag, 1995.
[7] V. G. Kac, Infinite dimensional Lie algebras, Cambridge : Cambridge University Press, 1985.
[8] V. G. Kac, Infinite-dimensional Lie algebras and the Dedekind η-function (Russian), Funkcional. Anal.
i Prilozˇen. 8 (1974), no. 1, 77–78.
[9] S.-J. Kang, Quantum deformations of generalized Kac-Moody algebras and their modules, J. of Algebra
175 (1995), 1041–1066.
[10] S.-J. Kang, O. Schiffmann, Canonical bases for quantum generalized Kac-Moody algebras, Adv. Math.
200 (2006), no. 2, 455–478.
[11] M. Kashiwara, Crystallizing the q-analogue of universal enveloping algebras, Comm. Math. Phys. 133
(1990) 249–260.
[12] M. Kashiwara, On crystal bases of the q-analogue of universal enveloping algebras, Duke Math. J. 63
(1991) 465–516.
[13] S. Kumar, Bernstein-Gelfand-Gelfand resolution for arbitrary Kac-Moody algebras, Math. Ann. 286
(1990), no. 4, 709–729.
[14] P. Littelmann, A Littlewood-Richardson rule for symmetrizable Kac-Moody algebras, Inv. Math. 166
(1994), 329–346.
[15] P. Littelmann, Paths and root operators in representation theory, Annals of Math. 142 (1995), 499–525.
[16] G. Lusztig, Canonical bases arising from quantized enveloping algebras, J. Amer. Math. Soc. 3 (1990),
no. 2, 447–498.
[17] O. Mathieu, Formules de caracte`res pour les alge`bres de Kac-Moody ge´ne´rales, (French) [Character
formulas for general Kac-Moody algebras] Aste´risque No. 159–160 (1988).
