In order to compute a representation of an object's size within a 3D scene, the visual system must scale retinal size by an estimate of the distance to the object. Evidence from size discrimination and visual search studies suggests that we have no access to the representation of retinal size when performing such tasks. In this study we investigate whether observers have early access to retinal size prior to scene size. Observer performance was assessed in a visual search task (requiring search within a 3D scene) in which processing was interrupted at a range of short presentation times. If observers have access to retinal size then we might expect to find a presentation time before which observers behave as if using retinal size and after which they behave as if using scene size. Observers searched for a larger or smaller target object within a group of objects viewed against a textured plane slanted at 0°or 60°. Stimuli were presented for 100, 200, 400 or 800 ms and immediately followed by a mask. We measured the effect of target location within a stimulus (near vs. far) on task performance and how this was influenced by the background slant. The results of experiments 1 and 2 suggest that background slant had a significant influence on performance at all presentation times consistent with the use of scene size and not retinal size. Experiment 3 shows that this finding cannot be explained by a 2D texture contrast effect. Experiment 4 indicates that contextual information learned across a block of trials could be an important factor in such visual search experiments. In spite of this finding, our results suggest that distance scaling may occur prior to 100 ms and we find no clear evidence for explicit access to a retinal representation of size.
Introduction
An increase in distance between an object and an observer produces a corresponding decrease in the projected size of the object on the retina. However, as observers we are largely unaware of this variation in size due to the phenomenon of size constancy; the visual system takes into account the distance to an object when recovering an objective estimate of its size in the scene (Epstein, Park, & Casey, 1961; Gogel, 1969; Gregory, 1998; Ittelson, 1951; Kilpatrick & Ittelson, 1953) . The discovery of this phenomenon is thought to date back as far as Ptolomy and was also considered by Alhazen (1083 , see Howard (1996 , for a discussion).
In spite of the fact that it must be present at some stage in the process, the evidence to date suggests that we do not have direct access to the 'pre-constancy' representation of size for the performance of visual tasks. That is, there is little evidence that observers are able to make judgements based on the retinal image size without taking distance into account. For example, Burbeck (1987) measured spatial frequency discrimination for gratings presented at different distances, and found performance to be based on object frequency and not retinal frequency. Furthermore, McKee and Welch (1992) demonstrated that thresholds for retinal size discriminations increased significantly when stimulus distance varied compared to when distance was constant, indicating that explicit judgements of retinal size are influenced by depth information. This result suggests that we do not have access to a pure representation of retinal size independent of depth information.
However, the conclusions of these studies do not necessarily generalise to other visual tasks. The process of scaling retinal size in order to estimate size within the scene must take time. As a consequence it may be the case that retinal information would be used in tasks requiring very rapid visual processing, for example in visual search.
In visual search tasks, observers are presented with a group of items with the task of rapidly determining the presence or absence of a target which differs from the other items (the distracters). It is proposed that if the time to detect the target is unrelated to the number of distracters, then focussed attention is not required to identify the target, and hence the feature defining the target is classed as pre-attentive (Julesz, 1984) . Early theories of visual search suggested that only simple, 2D, image-based properties could be processed pre-attentively (Julesz, 1981; Treisman & Gelade, 1980) . However, later evidence showed that 3D scene properties, such as surface reflectance (Enns & Rensink, 1990; Sun & Perona, 1996) , 3D shape (Champion & Adams, 2007; Nakayama, 1992 Nakayama, , 1995 Kleffner & Ramachandran, 1992) and motion (Morvan & Wexler, 2005; Rushton, Bradshaw, & Warren, 2007) , can also be processed in this pre-attentive fashion.
Within the domain of size processing, Treisman and Gormican (1988) demonstrated that 2D size operates as a pre-attentive feature. However, consistent with the evidence of rapidly processed scene information, a number of studies have demonstrated that rapid visual search performance appears to be based on a scene-size representation rather than one of retinal size (Aks & Enns, 1996; Humphreys, Keulers, & Donnelly, 1994) . In their study, Aks and Enns (1996) measured reaction times for the detection of a larger or smaller target cylinder among a group of uniformly sized distracter cylinders. The cylinders were placed against a textured background which was slanted at either 0°or 60°. Their results showed that target detection was modified by the slant of the background; in the 0°condition there was no effect of target location on performance, however, in the 60°condition target detection was best when the target size was inconsistent with its location in the image, i.e. large targets were easiest to detect in a 'far' location, since large distant targets look even larger after size scaling, and small targets were easiest to detect in a 'near' location, since small nearby targets look even smaller after size scaling. In addition, reaction times were faster in the 0°condition, regardless of location, demonstrating that the slanted background was detrimental to performance. These results suggested that target detection was influenced by the apparent size of the target, given its location in the 3D scene. They therefore demonstrate not only that visual search operates on a scene-based representation of size but also that use of this representation is disadvantageous to task performance when variations in distance must be taken into account.
The above evidence suggests that even in rapid visual processing observers do not use a retinal-size representation. This finding could be interpreted as suggesting that we do not have access to such a representation, however, an alternative interpretation could be that we do have access to a retinal representation, but only at a very early stage of processing, prior to a scene-based representation being computed. Once the scene-based representation is available, the retinal representation can no longer be accessed. Evidence in support of the latter interpretation comes from a number of studies, investigating other scene attributes, which have used visual search tasks with limited presentation times and interruption masking. Morvan and Wexler (2005) used this method to demonstrate that visual search for a target moving at a different speed to distracters is based on a retinal representation of motion prior to 130 ms, but after this a scene-based representation of motion is used, following compensation for eye-movements. Similarly, Rauschenberger and Yantis (2001) demonstrated that, in visual search for 2D shape, at 100 ms a retinally-based representation of shape is used, but at 250 ms an amodally-completed representation of shape is used for task performance.
In Aks and Enns' size study, reaction times were in the region 600-800 ms. When considered in the light of Morvan and Wexler's and Rauschenberger and Yantis' findings that retinal representations are accessible only up to 100-150 ms, it is not surprising that Aks and Enns found that performance was based on a scene-size representation. Here we use the method of limiting presentation time and interruption masking to investigate whether a representation of retinal size may be accessed in visual search if processing is interrupted before scaling by distance has taken place.
We investigated visual search performance for target objects which differed either in terms of retinal-size or scene-size relative to the distracters. As in Aks and Enns' study, objects were presented against a textured background which simulated either a frontoparallel or a slanted surface (Fig. 1) . Stimulus presentation time was limited to 100, 200, 400 or 800 ms and was immediately followed by a mask to interrupt processing (Enns & Di Lollo, 2000) .
We measured the effect of target location on target detection and propose that if a retinal representation is being used, the slant of the background should have no effect on performance, whereas if a scene-based representation is used, the background should have a significant effect on performance. We hypothesised that at shorter presentation times performance would be based on a representation of retinal size and at longer presentation times performance would be based on a representation of scene size.
General methods

Participants
Experiments 1 and 2 each included 18 participants, experiment 3 included 22 participants and experiment 4 included 36 participants. All participants were staff or students at Cardiff University. Two participants in experiment 1 were authors, all other participants were naïve to the purposes of the experiment and no participant took part in more than one experiment. All had normal or corrected to normal vision. All gave informed consent and the experiments were approved by the Cardiff University ethics committee. Fig. 1 . Example stimuli used in experiment 1 for each of the four object-background conditions. Stimuli simulate a 3D scene consisting of a group of objects against a textured background. The examples shown are for the large target stimuli with a leftward slant. Targets positioned on the left were classed as 'far' and targets on the right were classed as 'near'. For rightward slant stimuli the opposite classification was used.
Apparatus
Stimuli were generated using OpenGL and presented on a luminance calibrated CRT monitor (a 22 00 Viewsonic p225f). The participant's head was kept stationary at a viewing distance of 57 cm by a chin rest and participants wore an eye patch over one eye to eliminate binocular depth cues. The experiment was carried out in darkness.
Stimuli
The stimuli simulated a 3D scene viewed under perspective projection (Fig. 1) . The scene consisted of an array of 16 objects positioned against or upon a plane with a regular grid texture. The objects had one of two depth configurations: either along an invisible frontoparallel or slanted plane. In the slanted object condition, object size varied in a way that was consistent with being positioned on a plane slanted at 60°about a vertical axis. 1 In the frontoparallel object condition, objects were positioned as if on a frontoparallel plane. The objects had the same orientation relative to the frontoparallel plane in all conditions and were arranged as an inner ring of 6 objects and an outer ring of 10 objects, with radii of 2.5°and 5°, respectively, in both frontoparallel and slanted conditions. The position on the ring was jittered slightly in the x and y direction to limit the use of symmetry as a cue. The textured grid also took 1 of 2 depth arrangements: either frontoparallel or slanted at 60°about a vertical axis. Object slant and background slant were varied independently, creating 4 conditions: condition [0, 0]: objects and background both frontoparallel; condition [0, 60] : objects frontoparallel, background slanted; condition [60, 0] objects slanted, background frontoparallel and condition [60, 60] objects and background both slanted. Henceforth we refer to these as the object-background conditions.
Target objects were a factor of 1.4 times larger or smaller than the size of distracters at the same depth in the scene. In the large target stimuli, in the objects frontoparallel conditions ([0, 0] and [0, 60] ) distracters subtended 0.9°and targets subtended 1.26°. In the objects slanted conditions ([60, 0] and [60, 60] ) at the nearest position distracters and targets subtended 1.1°and 1.54°, respectively, and at the furthest positions distracters and targets subtended 0.65°and 0.9°, respectively. For small target stimuli, targets were the same size as the distracters from the large target stimuli and distracters were the same size as the targets from the large target stimuli.
The scene was viewed through a square frame, outer dimensions 26.6°and inner dimensions 22.3°. This frame was displayed continuously throughout the experiment. In the frontoparallel texture condition grid lines filled the frame, in the slanted grid condition the grid terminated 4.5°from the left-(or right-) hand edge of the frame Following stimulus presentation a mask was displayed which consisted of a chequerboard pattern, further details of the stimuli will be provided in the descriptions of the individual experiments.
Procedure
On each trial participants were presented with a fixation cross for 500 ms, followed by the stimulus for 100, 200, 400 or 800 ms, then the mask for 500 ms and finally the empty frame. Participants were instructed to judge the presence or absence of an 'odd-one-out' from within the group of objects, which was bigger/smaller than the other objects within the 3D scene. Participants then responded 'target present' or 'target absent' via key presses. Targets were present on 50% of trials.
Analysis
D-prime (d 0 ) scores were calculated for each participant. Any participant who did not achieve a d 0 of 1 in all four object-background conditions at all presentation times was excluded from further analysis.
2 Use of this criterion ensured that in no conditions were participants performing at chance levels. (Note it was not necessarily the case that participants achieved a d 0 greater than 1 at all target locations). To investigate the effect of target location on visual search performance we calculated d 0 for the near and far target locations separately as:
where z(Hits far ) and z(Hits near ) included trials on which targets appeared at the three leftmost or three rightmost positions. The same z(False Alarms) score was used for both near and far location measures since individual false alarm rates cannot be calculated for different target locations.
To facilitate the comparison of the effect of location across object-background conditions we calculated the difference in d 0 between near and far target locations. Henceforth this metric will be referred to as the 'location effect'. As the results of Aks and Enns demonstrate, we expect an opposite effect of location for large and small target stimuli. Therefore, in order to average over the target sizes we combine [large, far] 
In the above equations 'far' and 'near' refer to the simulated distance of the target in conditions [0, 60] , [60, 0] and [60, 60] . For condition [0, 0] , in which there was no simulated variation in depth this measure is not well defined. However, in experiment 1, in which slant direction was constant within an observer, near and far were substituted for left and right for rightward slants (right end away), or vice versa for leftward slants (left end away). In experiments 2 and 3 it was not possible to analyse the [0, 0] condition in this manner, since observers saw both leftward and rightward slant conditions within a block. More details of how the results of this condition were analysed are provided in the specific experimental sections.
Predictions
The predicted pattern of the location effect in the four object-background conditions varies depending on whether a retinal-size or a scene-size representation is used to perform the task. This pattern of predictions is depicted in Fig. 2 . For the purpose of explaining our predictions we will focus on the example of stimuli with large targets and a leftward slant (as shown in Fig. 1) , however, the predictions generalise to the other cases.
Predicted performance based on a retinal representation
If a retinal-size representation is used to perform the task we would expect no effect of background slant.
Condition [0, 0] : the distracters are homogenous in retinal size, therefore, there should be no effect of target location: it is equally easy to detect a target on the left or the right of the stimulus. Hence, we predict a location effect of zero. Condition [0, 60] : when a retinal representation is used we expect no effect of background, therefore we predict the same performance for this condition as for [0, 0] : a location effect of zero. Condition [60, 0] : the distracter retinal size decreases towards the far side (or the left side) of the stimulus, therefore a large target that is far will be similar in retinal size to distracters that are near, whereas a large target that is near will be larger than all distracters. Hence, targets in a near position should be easier to detect than targets in a far position, thus producing a negative location effect in this case. Condition [60, 60] : again, we expect no effect of background and hence we predict the same performance as for condition [60, 0] : near targets will be better detected than far, producing a negative location effect.
1 Slants about the vertical axis were used due to findings by Aks and Enns (1996) that when horizontal slants were used, elevation provided a strong cue to distance even in frontoparallel conditions.
2 This criterion was not used in experiment 4, see experiment 4 methods for further details. [60, 60] (open circles)) as a function of presentation time. Predictions are based on the hypothesis that at short presentation times a retinal-size representation will be used to perform the task and at longer presentation times a scene-size representation will be used to perform the task.
Predicted performance based on a scene representation
If a scene-size representation is used to perform the task we would expect an influence of background slant on task performance, consistent with the distance information provided by the background being used to scale retinal size.
Condition [0, 0] : all distracters are homogeneous in terms of simulated scene size as both retinal size and simulated depth are constant across locations. We therefore predict no effect of target location and hence a location effect of zero. Condition [0, 60] : distracters are homogenous in retinal size, however, the slanted background means that simulated depth and therefore simulated scene size increases towards the far side of the stimulus. In this case a large target that is near is similar in scene size to distracters that are far, whereas a large target that is far is larger than all distracters. Hence, we predict that targets at a far location will be easier to detect than targets at a near location, thus producing a positive location effect in this condition. Condition [60, 0] : distracter retinal size decreases towards the far side of the stimulus and, due to the frontoparallel background indicating no variation in depth, the simulated scene size of the distracters also decreases towards the far side of the stimulus. We therefore make the same predictions as those made for the retinal representation of this condition: that targets will be easier to detect in the near location than the far, producing a negative location effect. Condition [60, 60] : distracter retinal size decreases towards the far side of the stimulus, but the slanted background indicates a simultaneous increase in distance. Hence, the simulated scene size of the distracters is homogenous across locations and therefore we predict zero location effect.
Experiment 1
Methods
In experiment 1, the 3D objects simulated were cubes with visible faces coloured red, blue and green (see Fig. 1 ). The textured grid consisted of grey lines against a black background. Grid lines were spaced at 0.75°intervals in the frontoparallel condition and ranged from 0.2°to 0.9°in the x direction and 0.45°to 1.15°in the y direction for the slanted plane condition. The outer frame was coloured grey. The mask consisted of a chequerboard made up of a random pattern of squares, of size 0.8°Â 0.8°, of the same colour as the cube faces. Targets were presented in each of the 16 cube locations, but were presented twice as many times at the 3 far left and 3 far right locations to increase the proportion of trials that were included in the analysis.
Altogether participants completed 1408 trials (16 + 6 target locations Â 4 object-background conditions Â 4 presentations times Â 2 sizes Â 2 present/absent). Small and large targets were blocked, but all other combinations of stimulus variables were presented in a pseudo-random order. Leftward and rightward slants were counter-balanced across participants. Target size of the first block was also counter-balanced.
Results
The results of experiment 1 are shown in Fig. 3 . Fig. 3a-d 3 In each figure the difference between the two lines indicates the effect of target location (the location effect). This is summarised in Fig. 3e showing the mean location effect in the four object-background conditions as a function of presentation time. This figure shows that the object frontoparallel conditions produced positive location effects and the object slanted conditions produced negative locations effects. Differences between conditions [0, 0] and [0, 60] and between conditions [60, 0] and [60, 60] demonstrate the effects of background slant, which can be seen to have an increasing effect as presentation time increases. A three-way repeated measures ANOVA (factors: object slant, background slant and presentation time) revealed significant main effects of object slant (F(1, 17) = 350, p < .001), background slant (F(1, 17) = 16.1, p < .005) and presentation time (F(3, 15) = 3.9, p < .05). In addition significant interactions of object slant Â presentation time (F(3, 51) = 9.0, p < .001) and background slant Â presentation time (F(3, 51) = 6.8, p < .005) were found. To compare the slanted and frontoparallel background conditions in more depth we averaged over object slant conditions (this is justified by a non-significant interaction of object slant Â background slant, F(1, 17) = 2.0, p = .18) and performed four post-hoc t-tests at the four presentation times (applying a Bonferroni correction). The results of this analysis showed significant differences at 400 ms (t(17) = 2.9, p < .01) and 800 ms (t(17) = 4.6, p < .001), but not 100 ms (t(17) = 0.8, p = .43) or 200 ms (t(17) = 1.1, p = .29).
Discussion
The results of experiment 1 provide some support for our predictions; we found a main effect of background slant and an interaction of background slant and presentation time. However, other aspects of the results did not support our predictions: (1) for the slanted object conditions we did not find constant or decreasing absolute location effects; (2) the location effect for condition [60, 60] at the longest presentation time did not approach zero; (3) for conditions [0, 0] and [0, 60] we found positive location effects at all presentation times. These findings will be discussed in turn below.
In agreement with our predictions, we found a main effect of background slant on location. This result is also in agreement with the findings of Aks and Enns, and suggests that background slant influences visual search for size. In addition, the interaction between background slant and presentation time also agrees with our predictions. The effect of background slant on the location effect increases as presentation time increases, with background slant having no effect on search performance at the shortest presentation times, but a significant effect at longer presentation times.
Whilst these results provide support for the hypothesis that the task is based on a representation of retinal size at short presentation times and scene size at longer presentation times, this interpretation should be regarded with caution, given the following results which were inconsistent with our predictions. First, was the change in location effect over time in the slanted object conditions ([60, 60] and [60, 0] ). These conditions produced negative location effects, as predicted, however, the magnitude of this location effect increased over time, contrary to the predictions of a constant location effect in condition [60, 0] and a decrease in the absolute value of the effect in condition [60, 60] . These results contribute to the significant main effect of presentation time. This increase in the magnitude of the location effect is most likely to be due to a floor effect in both conditions for the large-far and small-near targets at the shortest presentation times (performance in both conditions was at 54% correct, this can also be seen in the low d 0 values in Fig. 3c and d) . Floor performance will limit the magnitude of the location effect that can be achieved and therefore causes a reduced location effect at shorter presentation times. Given this result, the lack of a difference in location effect between the two slanted object conditions at 100 ms may also be explained by poor performance masking any effect of location rather than by the use of a retinal representation of size.
Secondly, the location effect for condition [60, 60] was predicted to approach zero at 800 ms. Fig. 3e shows this was not the case. A score of zero would indicate that perfect size constancy and metric depth scaling had been achieved, for which an accurate estimate of the simulated distance is required. The fact that there were a number of depth-cue conflicts in the stimulus (i.e. 'flatness' cues such as accommodation, blur, residual motion parallax) is likely to explain why full size constancy was not achieved, and hence this result is not at odds with our interpretation that a scene-size representation is used at 800 ms.
Finally, unexpected results were found in the frontoparallel object conditions ([0, 0] and [0, 60] ) in which positive location effects were found at 100 ms, when no effect was predicted. In the case of condition [0, 60] , this positive effect is consistent with size scaling occurring prior to 100 ms. However, the same result is found for condition [0, 0] in which size scaling should not be occurring since there is no information in the stimulus indicating a variation in depth. This result could have arisen as an artefact of the slant being always in the same direction for each participant. We chose to counterbalance slant direction across rather than within participants as this is a direct replication of the design used by Aks and Enns (1996) . Although no such effect was reported by Aks and Enns we propose that in the present experiment participants may have learned the direction of the slant and used this in the interpretation of all stimuli, even those that didn't simulate a variation in depth, i.e. condition [0, 0] . This explanation would suggest that distance scaling is occurring prior to 100 ms, however, it would also suggest that scaling is not necessarily based on information in the stimulus itself but instead could depend upon learning of the depth relations over the course of the experiment.
In summary, the interaction between background slant and presentation time found in experiment 1 is consistent with our hypothesis that at the shortest presentation times task performance is based on a representation of retinal size and at the longer presentation times performance is based on a representation of scene size. However, other aspects of the results shed some doubt on this interpretation, in particular the positive score in the object frontoparallel conditions, suggesting a potential early influence of learned contextual depth relations. This is investigated further in experiment 2.
Experiment 2
Experiment 2 sought to further investigate the positive location effects obtained in the object frontoparallel conditions of experiment 1 by eliminating the association between image side and depth. This was achieved by counterbalancing left and right slants within each observer. We also replaced the cube objects with spheres so that the objects themselves gave no cue as to the direction of slant. In addition, the background texture was changed to a grey surface with black and white texture lines, to remove any change in the average luminance of the background with simulated distance.
Methods
In experiment 2 the simulated objects were spheres with a black and red chequerboard texture mapped onto the surface as shown in Fig. 4 . Objects were presented against a grey background, with alternate black and white texture lines at intervals of 0.55°in the 0°slant condition. The colour of the frame was changed to black, to distinguish it from the grey background. The mask following each stimulus presentation consisted of a random pattern of red, black and white squares of size 0.3°Â 0.3°.
All stimuli were repeated in both leftward and rightward slant configurations. To compensate for this increase in the number of conditions targets were only presented in the 10 locations of the outer ring, and hence participants completed 1280 trials in total (10 target locations Â 4 object-background conditions Â 4 presentation times Â 2 slant directions Â 2 sizes Â 2 present/absent). Small and large targets were blocked, but all other combinations of stimulus variables were presented in a pseudo-random order.
The analysis of the results from experiment 2 was modified due to the implication of randomising leftward and rightward slants on the analysis of condition [0, 0]. As 'near' and 'far' were no longer always associated with 'left' and 'right' (or vice versa), we could not analyse condition [0, 0] by substituting 'left' and 'right' for 'near' and 'far', and therefore this condition could not be included in an ANOVA as in experiment 1. Nevertheless, this condition did allow us to estimate the variability in the mean location effect when no effect of location is predicted. In all other conditions, a target appears at each location twice, once when it is in a near location and once when in a far location. In condition [0, 0] the two presentations at each location are identical, however, for each participant we randomly assigned one presentation to near and the other to far, then calculated the location effect. We then averaged over all participants to calculate a group mean. This random assignment process was repeated 1000 times to compute the average group mean location effect and the 95% confidence intervals on this measure.
Results
The results of experiment 2 are shown in Fig. 5 . show that only a limited range of effects could be explained purely by random variation within and between participants. Condition [0, 60] shows a similar pattern of results to that found in experiment 1, with a positive location effect at all presentation times. One sample t-tests (applying a Bonferroni correction) confirmed that these results were significantly different from zero at all presentation times (100 ms: t(17) = 4.3, p < .001; 200 ms: t(17) = 3.5, p < .005; 400 ms: t(17) = 5.0, p < .001; 800 ms: t(17) = 3.7, p < .005).
The results in the object slanted conditions ([60, 0] and [60, 60] ) also show a similar pattern to the results obtained in experiment 1. The location effects are negative, and at short presentation times the location effects for the two conditions are similar but at longer presentation times the effects are quite different showing an increasing effect of background with increasing presentation time. A two-way repeated measures ANOVA, confirmed a significant main effect of the background slant (F(1, 17) = 18.5, p < .001) and a significant interaction between background slant Â presentation time (F(3, 51) = 7.3, p < .001), but no significant main effect of presentation time (F(3, 51) = 0.5, p = .7). Four post-hoc paired samples t-tests were performed at the four presentation times (applying a Bonferroni correction). The results of this analysis showed significant differences at 400 ms (t(17) = 3.7, p < .005) and 800 ms (t(17) = 4.9, p < .001), borderline significance at 200 ms (t(17) = 2.6, p = .02) and no significant difference at 100 ms (t(17) = 0.29, p = .77). 
Discussion
Experiment 2 aimed to eliminate any potential biases in performance induced by presenting a constant slant direction within participants. This was achieved, as demonstrated by the zero location effects found in condition [0, 0] . With respect to our predictions of the location effects in the three other conditions ([0, 60] , [60, 0] and [60, 60] ) our results are mixed. For condition [0, 60] we predicted no location effects at the shortest presentation times, but an increasing effect of location as presentation time increased. However, the results indicated a significant location effect at all presentation times. This pattern of results is consistent with a scene-size representation being used for tasks at all presentation times and hence suggests that size scaling occurs before 100 ms.
In contrast, in the case of the object slanted conditions, the results are consistent with our predictions, demonstrating no effect of background slant at the shortest presentation times, but an increasing effect as presentation time increases. This result is consistent with our hypothesis that a retinal-size representation is being used to perform the task at shorter presentation times, where we see no effect of background slant, and a scene-size representation being used at longer presentation times, where we see an influence of the background slant. However, as discussed previously, the lack of difference between the slanted object conditions at the shorter presentation times may be a consequence of floor performance in these conditions (in particular condition [60, 0] ) masking the effect of background on performance.
An alternative explanation for the discrepancy in findings between the frontoparallel object and slanted object conditions is that the positive effect in condition [0, 60] at 100 ms is artificially high. Could this be caused by a 2D artefact present in the stimulus? Although experiment 2 controlled for any biases to left or right and removed any change in average luminance across the stimulus, one factor that may have influenced our results is the effect of local texture contrast. The results found in condition [0, 60] would be expected if small targets are easier to detect against a coarse versus a fine texture (and vice versa for large targets). Aks and Enns (1996) considered this issue by presenting stimuli against a range of textures of different scales. They found that this 2D effect contributed to their results, but did not explain the whole effect. Experiment 3 investigated the contribution of texture contrast to location effects.
Experiment 3
To further investigate the cause of the positive location effect in condition [0, 60] , experiment 3 sought to control for any texture contrast effects. We introduced a third type of background, labelled [0, C], which was composed of half coarse and half fine texture where both halves simulated a frontoparallel plane (Fig. 6 ). This background controlled for changes in texture scale at near and far locations, however, the depth cues of perspective and texture compression had been removed and therefore no depth scaling would be predicted.
We predicted that if the positive location effect in condition [0, 60] in experiment 2 was due to a texture contrast effect, then conditions [0, 60] and [0, C] should produce similar results. If, however, condition [0, C] produces a location effect that significantly differs from that of [0, 60] , this would indicate that the positive location effect found for [0, 60] in experiment 2 was not a result of 2D texture contrast effects.
Methods
Simulated objects were identical to the spheres used in experiment 2 and had a simulated object slant of 0°in all conditions. Three background conditions were tested; [0, 0] and [0, 60] were identical to those from experiment 2. The third background condition, [0, C], simulated a frontoparallel surface similar to [0, 0], however, the spacing of the texture lines was manipulated so that the surface consisted of two halves, divided vertically, which contained different sized texture elements. In one half the elements created a finer texture, with a gridline separation of 0.25°. In the other half was a coarser texture with a gridline separation of 0.55°. The scale of each texture was chosen so that the 2D area of each texture element matched the 2D area covered by the elements in condition [0, 60] at the near and far object locations. In the analysis, to maintain consistency in labelling, 'course texture' locations are classed as 'near' locations and 'fine texture' locations are classed as 'far' locations.
Stimuli were presented for 100, 200 or 400 ms. The total number of trials per observer was 720 (10 target locations Â 3 objectbackground conditions Â 3 presentation times Â 2 slant directions Â 2 sizes Â 2 present/absent). Small and large targets were blocked and all other combinations of stimulus variables were presented in a pseudo-random order.
Results
The results of experiment 3 are shown in Fig. 7 . 
Discussion
The main effect of background obtained in experiment 3 suggests that the location effects found for condition [0, 60] cannot be explained by a texture contrast effect. This therefore lends more weight to the proposal that these location effects are due to size scaling and not due to a 2D artefact in the stimulus.
An additional finding to emerge from experiment 3 is the decrease in the size of the location effect in condition [0, 60] compared to experiment 2 (compare Fig. 7d to Fig. 5e ). The most significant change in the method of experiment 3 compared to experiment 2 was that the slanted object conditions were not included, as we were solely interested in condition [0, 60] . It appears that the inclusion of these conditions somehow increased the size of the effect of the background in experiment 2. This finding is consistent with that of experiments 1 and 2 which indicate that the presence or absence of trials including depth relations over an experimental session can affect size scaling on a trial-by-trial basis. An anonymous reviewer suggested that we investigate this finding further by conducting another experiment in which the objectbackground conditions were blocked.
Experiment 4
The results of condition [0, 60] in experiment 2 as compared to experiment 3 suggest that intermixing trials from different objectbackground conditions within blocks has an influence on the size of the location effect produced. We investigated this influence further by blocking the conditions rather than randomly intermixing them. Hence, in experiment 4 we conducted a between-participants experiment, in which participants took part in only one of the conditions [0, 60] , [60, 0] or [60, 60] .
Methods
Stimuli for conditions [0, 60] , [60, 0] and [60, 60] were identical to those used in experiment 2. Participants were randomly allocated to one of the three object-background conditions. Stimuli were presented for 100, 200 or 400 ms and each stimulus was repeated twice. The total number of trials per observer was 480 (10 target locations Â 3 presentation times Â 2 slant directions Â 2 sizes Â 2 present/absent Â 2 repetitions). Small and large targets were blocked and all other combinations of stimulus variables were presented in a pseudo-random order.
Analysis of d 0 for each presentation time across all target locations revealed that detection performance was reduced compared to previous experiments, particularly in conditions [60, 0] and [60, 60] . This is likely to be because participants took part in fewer trials and hence had less practice at the task overall. The between participants design used made it difficult to impose a criterion for participant data inclusion since performance varied significantly between conditions. For this reason we chose to remove the inclusion criterion used in the previous experiments (i.e. all participants tested were included in the analysis).
Results
The results of experiment 4 are shown in Fig. 8 . Fig. 8a-c shows mean d 0 as a function of presentation time for the two target size/ location combinations for conditions [0, 60] , [60, 0] and [60, 60] . Average performance in terms of d 0 ranged from 0.42 to 4.91 and in terms of percent correct from 56% to 97%. Fig. 8d shows the mean location effect as a function of presentation time, obtained in the three object-background conditions. Condition [0, 60] shows a reduced location effect compared to the results of experiment 2. One sample t-tests (applying a Bonferroni correction) found no significant difference from zero at all presentation times (100 ms: t(11) = 0.97, p = .35; 200 ms: t(11) = 1.18, p = .26; 400 ms: t(11) = 2.0, p = .07). This reduced effect of location is consistent with the findings of experiment 3 and shows that removing the intermixing of conditions appears to reduce and even eliminate the effect of location.
Conditions [60, 0] and [60, 60] show a negative location effect as found in experiment 2, however, the size of the effect is reduced in comparison, (this is particularly the case for condition [60, 0] ). In addition a one repeated-measures one independent-measures ANOVA demonstrated that there was no main effect of background slant (F(1, 22) = 0.57, p = .46), no main effect of time (F(2, 44) = 0.74, p = .48) and no interaction (F(2, 44) = 0.47, p = .63), thus indicating that the finding from experiment 2 of a significant influence of background slant in the object slanted conditions is not produced when conditions are not intermixed.
Discussion
The results of experiment 4 demonstrate that the location effect is reduced in magnitude for all object-background conditions compared to experiment 2. In addition, no significant effect of background on location effect was found. On first inspection these data appear inconsistent with the data from our first two experiments. However, it should be noted that for the object slanted conditions the results obtained could be explained in terms of Rosenholtz's saliency model of visual search (Rosenholtz, 1999) . The Rozenholtz saliency model has been shown to predict results from visual search experiments with motion stimuli. Briefly, the key concept of target saliency is defined for a given attribute as the distance between the target attribute level and the mean attribute level of the distracters. This distance is expressed in units of distracter attribute standard deviation. For the size attribute investigated in the present study we accordingly define target saliency, D, as:
Here, S is the size of the target, S D is the mean size of distracters and r D is the standard deviation of distracter size. Clearly, under this scheme, saliency depends upon the difference in size between the target and distracters (the greater the difference the higher the saliency) as well as the standard deviation of the distracter size (the greater the variance the lower the saliency). We assume that the location effect metric used in the present study can be thought of as a difference in saliency dD between targets in the near and far locations. This quantity clearly depends on the difference in size of the targets in these locations:
We infer that a location effect should be found in cases in which there is a difference between the perceived size of targets in the near and far locations. Furthermore, the size of this location effect should depend upon:
1. the magnitude of the difference in perceived size À the larger the difference in perceived size the larger the location effect; 2. the variance in size of the distracters À the smaller the variance the larger the location effect.
We note that blocking and intermixing conditions could have an important influence on the size of the location effect if distracter variance is estimated across trials within a block. For example, if the distracter variance increases in a particular blocked condition compared to the intermixed blocks then we would expect a decrease in the size of the location effect, and vice versa for decreases in variance.
This model can explain the reduction in location effect for conditions [60, 0] , and [60, 60] in experiment 4 (blocked) relative to experiment 2 (intermixed). In the blocked experiment the variance in distracter size for these slanted object conditions is relatively large, whereas in the intermixed experiment the variance will be decreased since in half the trials the distracters are of identical retinal size.
In experiment 4 no difference was found between the location effect in the [60, 0] and [60, 60] conditions (in contrast to experiment 2). One interpretation of this result is that no size scaling has occurred since there is no effect of background on location effect (although note that this disagrees with the findings of experiment 2). An alternative explanation also invokes the saliency model described above. If increased size scaling does occur in condition [60, 60] relative to condition [60, 0] then it would cause a decrease in the perceived size difference of near and far targets, however, there would also be a corresponding decrease in the variance of distracter size. Consequently, we might predict very little change in the saliency difference (and hence little change in the location effect). Note that in an intermixed design (such as experiment 2), the distracter size variance used in any [60, 0] or [60, 60] trial is likely to be similar and so, under the saliency model, any difference in location effects between these conditions must be due to differences in perceived size.
Unfortunately, the saliency model cannot explain the decrease in location effect found for condition [0, 60] . In this condition the blocked variance is likely (assuming partial but incomplete depth scaling) to be smaller than when calculated over trials in an intermixed design and so we should expect an increase in location effect relative to experiment 2. The reduced effect may suggest that when blocked (i.e. presented in isolation from stimuli with varying distracter retinal size), in this particular condition participants are less likely to perceive the objects as varying in depth within the scene. We propose that the inclusion of the slanted object conditions ([60, 0] , [60, 60] ) may encourage a percept of varying object depth in the scene in all conditions, including [0, 60] .
General discussion
The aim of this study was to address the question of whether observers have early, explicit access to the retinal size of an object or whether automatic size scaling prevents this. To address this question we investigated whether a retinal representation of size is used for a visual search task when size processing is interrupted by the presentation of a mask. We assessed the influence of the slant of a background plane (defined by perspective cues) on visual search for a target object that differed in size from the distracter objects. We proposed that any influence of background slant would indicate that a scene-based rather than a retinally-based representation of size was being used for task performance. We manipulated presentation time and predicted that at very short presentation times visual search performance would be based on a representation of retinal size and at longer presentation times performance would be based on a representation of scene size.
The results of experiments 1 and 2 demonstrate that background slant has a significant effect on visual search performance. This replicates the results of Aks and Enns (1996) and suggests that a scene-based representation of size is used for visual search for size. In experiment 2 we demonstrated that, in stimuli in which distracter objects are homogenous in retinal size but the background simulates a slanted plane (condition [0, 60] ), there is a significant effect of background slant at all presentation times, even at 100 ms. This result is consistent with a scene-based representation of size being used for the task at even very short presentation times and hence may suggest that size scaling occurs prior to 100 ms. Experiment 2 also demonstrated that in stimuli in which the retinal size of the distracters was heterogeneous (i.e. stimuli simulating homogeneously sized objects slanted in depth-the [60, 0] and [60, 60] conditions), there is an influence of background slant at all except the shortest presentation time. This pattern of results conflicts with the results of the homogenous retinal size conditions. We believe that the lack of influence of background depth at 100 ms is likely to be due to floor performance being achieved in condition [60, 0] , in which objects are slanted but background is not, which would mask any influence of background on performance.
In summary, our results suggest that background slant has an effect on visual search performance even at 100 ms and this result is consistent with size scaling occurring prior to 100 ms. However, could this effect also be explained purely in terms of the 2D features in the image without recourse to a 3D explanation? We argue against this interpretation for the following reasons. Firstly, experiment 3 demonstrated that the effect of background cannot be explained by a 2D texture contrast effect; a control condition with a background which replicated the texture scale at near and far locations of condition [0, 60] but which had no perspective cues, failed to replicate the effects of background found in condition [0, 60] . Secondly, the results of experiment 1 demonstrated that when the slant direction was constant within participants results consistent with size scaling are produced even when no distance information is present in the stimulus (i.e. condition [0, 0] produces a positive location effect instead of the predicted zero location effect). This result is hard to explain based on 2D properties of the stimulus, but is consistent with observers using knowledge (or perhaps expectations) of the depth relations acquired during the experiment to interpret all stimuli, even when no depth information was present.
Experiment 4 investigated the effect of blocking rather than intermixing trials from each condition. We found that blocking appeared to reduce the location effect and largely to eliminate the effect of background slant. We argue that this is due to two different effects of blocking. First, for the slanted object conditions the results may be explained by changes in within-block distracter variance (in line with the model of Rosenholtz (1999) ). Second, for the frontoparallel object condition [0, 60] , the results may be due to absence of the slanted object conditions, whose presence may encourage participants to perceive more depth variation of objects in the scene.
Clearly then the experimental design used in experiment 4 has impacted upon the location effect results. This is an interesting finding that indicates that expectations of depth relations in the scene can play a strong role in such circumstances (and hence is consistent with our interpretation of the result in experiment 1 of a non-zero location effect for condition [0, 0], as discussed above). However, the two blocking effects described above do not suggest that the results of experiment 2 were in fact due to low-level 2D features in the stimulus. Consequently, we do not believe that experiment 4 impacts upon our interpretation of results from experiment 2, i.e. scene size can be used as early as 100 ms.
Our results are consistent with the findings of Burbeck (1987) and McKee and Welch (1992) who demonstrated that a pure estimate of retinal size, independent of distance information, could not be accessed in a size discrimination task. In addition, our results support the conclusions of Aks and Enns (1996) and Humphreys et al. (1994) , who found that even in visual search tasks, requiring rapid visual processing, a scene-size representation is used rather than a retinal-size representation. Our study has further demonstrated that this rapid distance scaling may occur prior to 100 ms.
It is interesting that we did not find a similar pattern of results to those reported by Morvan and Wexler (2005) or Rauschenberger and Yantis (2001) , who found that retinal representations of motion and shape, respectively, were used in visual search tasks at around 100 ms and scene-based representations were used at longer presentation times. The interpretation of our results in the light of these findings suggest that the recovery of a scene-based representation of size occurs more rapidly than for motion or shape. In the case of motion this is perhaps to be expected since in Morvan and Wexler's task, a scene-based representation of motion required compensation for extra-retinal eye-movement signals. In our task, however, compensation for distance requires only retinal information. Our results cannot determine whether it is the case that a retinal representation is available if processing is interrupted prior to 100 ms and this possibility remains. Testing in this region using the present paradigm is problematic since observers are close to floor performance and consequently it becomes difficult to distinguish retinal size processing from difficulty in completing the task.
In summary, we have provided further, complimentary evidence to Aks and Enns (1996) suggesting that in visual search for object size, observers appear to use a scene-size representation rather than a retinal-size representation. Furthermore, we have demonstrated that the scaling of size by an estimate of distance may occur prior to 100 ms. Finally, we have found no evidence to suggest that a retinal-size representation is accessible prior to the computation of scene size.
