The probability that a multiprocessor computer system has faults arises as the cardinality of the system grows. The subsystem reliability in a system, defined as the probability that there exists a faultfree subsystem of a specified cardinality when the system has faults. In this paper, we derive an upper bound and a lower bound on the probability of a (n − 1)-dimensional subgraph being fault-free in a ndimensional balanced hypercube under the probabilistic fault model. Numerical simulations indicate that these two analytical results we get are in good consistency, especially when the value of node reliability goes low.
I. INTRODUCTION
It is well known that the study of a multiprocessor computer system has been an important research area in the field of parallel and distribute systems. Typically, the topology of a multiprocessor computer system is often modeled by a connected graph G where the nodes represent processors and the edges represent communication links between the processors. One fundamental criterion in the design of multiprocessor computer systems is reliability [1] , [2] . In spite of designers' best efforts, a system will probably fail to fulfill what the users expect. Reliability evaluation is a prominent tool which handles these concerns [3] - [10] . A fundamental measure of reliability evaluation is the network reliability [11] , defined as the probability that all nodes in the system are available and connected. Others are terminal reliability [12] , defined as the probability that given two nodes are available and connected, task-based dependability [13] , [14] , defined as probability that some minimum number of connected nodes are operational for the execution of a task, and subsystem reliability [15] , defined as the probability that a subsystem of a certain cardinality is operational in the system. Since
The associate editor coordinating the review of this manuscript and approving it for publication was Yongquan Sun . the subsystem reliability can effectively quantify how likely a smaller fault-free network is to remain operational in a destroyed system. Therefore, this paper mainly focuses on subsystem reliability.
A typical method to evaluating subsystem reliability is to decompose the system into some smaller subsystems using a graph theory model where nodes and/or edges are postulated to fail independently with a given probability. Das and Kim [13] initially proposed a combinatorial reliability model, the random fault model, deriving a precise expression for subcube reliability with f faults randomly distributed in a hypercube. In addition, Chang and Bhuyan [15] put forward a new combinatorial reliability model, the probability fault model, to evaluate the subcube reliability of hypercubes. In particular, they also showed the equivalence between two models, but the probability fault model is computationally more efficient than random fault model for computing subcube reliability. Recently, Kung et al. [16] derive the exact formulations for the localized first-order subcube reliability in an n-dimensional hypercube under the random fault model and the probability fault model, respectively.
There are many results related to the subsystem reliability under the probability fault model besides the hypercube network. Since the total number of subsystem grows in terms of the system dimensionality, it is difficult to calculate the precise value of the subsystem reliability. Two schemes were proposed by Wu and Latifi [17] to analyze the sub-star reliability in the star-graph network under the probability fault model: one scheme is to establish an upper bound of the substar reliability by considering the intersection of no more than a certain number of subgraphs, and another one is to derive an approximation by completely neglecting any intersection among the sub-stars. Recently, Li et al. [8] , Huang et al. [18] , Kung and Hung [19] , Kung et al. [20] , and Lin et al. [21] also applied these two schemes to analyze the subgraph reliability of the (n, k)-star graph, the arrangement graph, the bubblesort graph, the split-star graph and the alternating group graph under the probability fault model, respectively.
The balanced hypercube, as a variant of hypercube, was proposed by Huang and Wu [22] which keeps numerous desirable properties of the hypercube such as regularity, high connectivity, recursive structure, edge-transitivity and vertex-transitivity [23] , [24] . It possesses some new properties including having smaller diameter than the hypercube, and each vertex has a backup vertex that shares the same neighborhood [23] . Thus, tasks running on a faulty vertex can be easily converted to its backup vertex [23] , which shows a natural fault-tolerance ability of the balanced hypercube that the hypercube does not have. For more properties about the balanced hypercubes, please refer to [25] - [29] .
Inspired by the above results, in this paper, we analyze the subsystem reliability of the balanced hypercube under the probabilistic fault model. The numerical simulations show that these analytical reliability results we establish are in good agreement, which indicates that our estimation is close to the exact subsystem reliability.
The remainder of this paper is organized as follows. Section II introduces basic structure of the balanced hypercube and the fundamental of the probability fault model. Section III analyses the reliability for a (n − 1)-dimensional subgraph of the balanced hypercube. Section IV shows some numerical results based on simulated data. Section V concludes this paper with some final remarks.
II. PRELIMINARIES A. THE STRUCTURE OF BALANCED HYPERCUBE
Let n be a positive integer. Define n − 1 as the set {1, 2, . . . , n − 1}. The n-dimensional balanced hypercube, denoted by BH n , has 2 2n nodes, each labeled by a string (a 0 , a 1 , . . . , a n−1 ), where a i ∈ {0, 1, 2, 3} for all 0 ≤ i ≤ n−1. An arbitrary node (a 0 , a 1 , . . . , a i−1 , a i , a i+1 , . . . , a n−1 ) is adjacent to the following 2n nodes:
(1) ((a 0 ± 1) mod 4, a 1 , . . . , a i−1 , a i , a i+1 , . . . , a n−1 ) where i ∈ n − 1 ,
(2) ((a 0 ± 1) mod 4, a 1 , . . . , a i−1 , (a i + (−1) a 0 ) mod 4, a i+1 , . . . , a n−1 ) where i ∈ n − 1 .
In BH n , the first coordinate a 0 of the node (a 0 ,a 1 ,. . . ,a n−1 ) is called the inner index, and other coordinate a i (i ∈ n−1 ) is called the i dimensional index. The two balanced hypercubes of dimension one and dimension two are presented in Fig.1 . Let
for i ∈ n − 1 and x ∈ {0, 1, 2, 3}. {V i:x n |x ∈ {0, 1, 2, 3}} forms a partition of V (BH n ) for a fixed position i ∈ n − 1 . Let BH i:x n denote the subgraph of BH n induced by V i:x n . It can be checked that BH i:x n is isomorphic to BH n−1 , we use BH n−1 n to denote BH i:x n . Thus, BH n can be decomposed into four disjoint subgraphs BH i:x n s along the ith dimension: BH i:0 n , BH i:1 n , BH i:2 n , BH i:3 n . For instance, Fig.1 presents a partition of BH 2 , where the black squares are BH 1:x 2 s with x ∈ {0, 1, 2, 3}. Fixed m(m > 1) positions, we can get smaller subgraphs of BH n , and let BH n−m n denote such an (n − m)-dimensional subgraph of BH n . The number of distinct BH n−m n in a BH n is n−1 m 4 m , since there are n−1 m ways to select m different positions and each position has four choices to select one code to put. Each subgraph can be uniquely labeled as a string of symbols over the set {0, 1, 2, 3, Z }, called its address, where Z is a Don't Care symbol.
B. SUBSYSTEM RELIABILITY UNDER THE PROBABILITY FAULT MODEL
The probability fault model was first proposed by Chang and Bhuyan [15] to estimate the subsystem reliability of the hypercube. Under this model, the probability that there exists a fault-free subgraph can be showed in terms of the reliability of individual node in the graph. Under this probability fault model, the probability that a subgraph BH n−1 n in a n-dimensional balanced hypercube BH n is operational is denoted by R n−1 n (p), where p is reliability of individual node. The probability that a fault-free subgraph BH n−1 n exists is high (low) if R n−1 n (p) is high (low). Moreover, the calculation of the R n−1 n (p) can be expressed as the union of the probabilistic events that all possible BH n−1 n s are operational. Because some BH n−1 n s have shared nodes, these events are not all mutually disjoint, we refer to it as intersection. The fundamental method adopted to obtain mutual disjointness of events in the probability fault model is the Principle of Inclusive-Exclusion (PIE) [30] .
Let R i (p) be the reliability of the ith subgraph, i.e., the probability that the ith subgraph is fault-free given the node reliability p; let R (i 1 ,i 2 ) (p) be the conjunctive reliability of the i 1 th and i 2 th subgraph, i. e., the probability that the two subgraphs put together are fault-free; similarly, let R (i 1 ,i 2 ,i 3 ) (p) be the conjunctive reliability of the i 1 th, i 2 th and i 3 th subgraph; and so on.
There are 4 n−1 1 = 4(n − 1) distinct BH n−1 n s in a BH n . Then, according to the Principle of Inclusive-Exclusion (PIE) [30] , R n−1 n (p) can be expressed as
According to the whole PIE expression for R n−1 n (p), the precise calculation of R n−1 n (p) depends upon every possible intersection pattern among all subgraphs BH n−1 n . The more subgraphs to consider, the more disparate and intricate their intersection patterns will be. Hence we can derive an alternative, approximate calculation of R n−1 n (p) by neglecting all intersections among subgraphs. Under the circumstances, these probabilistic events that all possible BH n−1 n s are operational are mutually disjoint. Since every subgraph BH n−1 n has 4 n−1 nodes, the probability that the subgraph has fault is 1 − p 4 n−1 , where p is the given node reliability. There are 4 n−1
Based on the PIE, the whole expression is the accurate probability that a operational subgraph BH n−1 n in a BH n exists. We can establish an upper bound of R n−1 n (p) by taking the first three terms of the PIE expression.
We will discuss the intersection patterns of two and three BH n−1 n s in the following.
For convenience, we say a pair of two subgraphs just a 2subgraph pair. According to their intersection patterns, two types of pairs can be classified, which are called A-type and B-type.
(1) A-type subgraph pair : two subgraphs don't intersect, where the occupied position is the same, but the digits at that position are different. For instance, there is no common node (i.e., empty intersection) between ZZ . . . Z 0 and ZZ . . . Z 2 in a BH n ; or between ZZ . . . 1Z and ZZ . . . 2Z . There are n − 1 positions; for any occupied position, there are 4 2 ways to select a pair of different digits from {0, 1, 2, 3}. Therefore, there are (n − 1) 4 2 pairs of A-type subgraphs and the total number of distinct nodes in the A-type subgraph pair is 2 · 4 n−1 .
(2) B-type subgraph pair : two subgraphs intersect where the occupied positions are different. For instance, between ZZ . . . Z 0 and ZZ . . . 2Z in a BH n ; or between ZZ . . . 1Z and Z 1 . . . ZZ . Note that the intersecting nodes of a B-type subgraph pair form an BH n−2 n . For example, the intersecting nodes of ZZ . . . (1) A-type subgraph pair: 6(n − 1)p 2·4 n−1 ;
(2) B-type subgraph pair: (2) Each subgraph BH n−1 n has 4 n−1 nodes. The m subgraphs are mutually intersecting, that is, they have common nodes. The common nodes between any two subgraphs of the m subgraphs form a BH n−2 n , and there are m 2 different 2-subgraph pairs; the common nodes among any three subgraphs of the m subgraphs form a BH n−3 n , and there are m 3 different 3-subgraph groups; and so on. Therefore according to the PIE, the number of distinct nodes in a mBH n−1 s is
For convenience, we call groups of m subgraph BH n−1 n s just m(m ≥ 3)-subgraph groups.
In general, for three subgraphs, there are four intersection patterns. However, note that two subgraphs intersect where the occupied positions are distinct, two subgraphs don't intersect where the occupied position is the same in a BH n . It is impossible that two subgraph intersect and the third one intersects with neither of the two in 3-subgraph groups. Based on their intersection patterns, three types of groups can be classified, which are called A-type, B-type and C-type.
(1) A-type 3-subgraph group: three subgraphs are nonintersecting, where the occupied position of three subgraphs is the same, but the digits at this position are different. There are n − 1 positions; for any occupied position, there are 4 3 ways to select three different digits from {0, 1, 2, 3}. Therefore, there are (n − 1) 4 3 = 4(n − 1) A-type 3-subgraph groups and the total number of distinct nodes in the A-type 3-subgraph group is 3 · 4 n−1 .
(2) B-type 3-subgraph group: three subgraphs are allintersecting, where the occupied positions of these three subgraphs are different. By Lemma 1, there are 64 n−1 3 B-type 3-subgraph groups and the total number of distinct nodes in the B-type 3-subgraph group is
C-type 3-subgraph group: two of them intersect and the third one intersects with only one of the two, where the occupied position of two subgraphs is the same, but the digits at that position are distinct. There are n−1 2 ways to select two positions to occupied, say r i , r j . We can let position r i or position r j place two different digits. There are 4 2 ways to select two different digits from {0, 1, 2, 3} putting the same occupied position. Moreover, there are 4 1 ways to select one digit from {0, 1, 2, 3} putting the another occupied position. Thus, there are n−1 2 × 2 × 4 2 × 4 1 = 48 n−1 2 C-type 3subgraph groups and the total number of distinct nodes in the C-type 3-subgraph group is 3 · 4 n−1 − 2 · 4 n−2 = 10 · 4 n−2 . The respective probability that all 3-subgraph groups are fault-free are given in the following.
(1) A-type 3-subgraph group: 4(n − 1)p 3·4 n−1 ;
(2) B-type 3-subgraph group:
C-type 3-subgraph group: 48 n−1 2 p 10·4 n−2 . Theorem 1: Suppose that p denotes the homogeneous node reliability of a balanced hypercube BH n , an upper bound on R n−1 n (p) can be given as follows:
Proof: Based on the PIE, the probability of having a fault-free BH n−1 n is expressed as
..,4(n−1)) (p) The whole expression is the precise value of reliability. We can derive an upper bound by considering the first three terms of PIE expression for R n−1 n (p). Combining the results of the previous analysis, the proof is completed.
We will discuss the intersection patterns of four BH n−1 n s in this section.
We show all 4×(n−1) distinct BH n−1 n s in the following n− 1 by 4 rectangles to help identifying all distinct intersection patterns,:
We can use a (n − 1) × 4 matrix to represent a 4-subgraph group selected from the above: a 0 or 1 entry in the matrix represents whether the subgraph at the corresponding position is selected, 0 means ''not selected'', 1 means ''selected''. Clearly, such a matrix should have exactly 4 entries being ''1''. For instance, the matrix Note that the above example is just one particular case of one pattern. Similar grouping can also take place between any two rows, as shown below: (3), (4) and (5) correspond to the same one intersection pattern: from row's perspective, the four subgraphs are from two different rows -two from one row, two from another row. We use a notation to represent this intersection pattern: R(2, {2, 2}). In general, we denote by R(s, {r 1 , r 2 , . . . , r s }) an intersection pattern, where s is the number of rows containing ''1''s, and r 1 , r 2 , . . . , r s are the number of ''1''s in these s rows. Clearly, for all intersection patterns, r 1 +r 2 +· · ·+r s = 4. Using this notation, we can systematically distinguish the following five intersection patterns for 4-subgraph groups. Note that any two subgraphs at different rows have intersection, otherwise they have no intersection. (1) R(1, {4}) . One example of matrix is given below. There will be no intersection among the 4 subgraphs. Since they are all in the same row. (2) R(2, {3, 1}). One example of matrix is given below. The intersection pattern is shown in Fig.2 : the subgraph at the second row intersects with 3 subgraphs at the first row.
(3) R(2, {2, 2}). One example of matrix is given below. The intersection pattern is shown in Fig.3 : the 2 subgraphs at the second row intersects with 2 subgraphs at the first row. (3, {2, 1, 1}) . One example matrix is given below. The intersection pattern is shown in Fig.4 : the 2 subgraphs at the first row intersect with 2 subgraphs at the 2nd and 3rd rows, the subgraph at the 2nd row intersects with the subgraph at the 3rd row.  {1, 1, 1, 1}) . One example matrix is given below. The intersection pattern is shown in Fig.5 : all subgraphs intersect pairwise.
Next we will calculate how many different ways to select 4 subgraphs subject to each preceding intersection pattern.
Lemma 2: There are n − 1 ways to select 4 subgraphs subject to R(1, {4})-type.
Proof: Observe the example matrix for this type of distribution in Case (1):
There is one row having ''1''s: the row has four ''1''s. For the number of groupings of the manner:
1) There are n−1 1 ways to select one row. 2) There is 4 4 way to select four columns to put four ''1''s. Putting 1) and 2) above together, the number of 4subgraphs combination is
Lemma 3: There are 32 n−1 2 ways to select 4 subgraphs subject to R(2, {3, 1})-type.
Proof: Observe the example matrix for this type of distribution in Case (2):
There are two rows having ''1''s: one row has three ''1''s and another row has one ''1''. For the number of groupings of the manner:
1) There are n−1 2 ways to select two rows i and j. 2) We can let either row i or row j have three ''1''s.
3) For the row with three ''1''s, there are 4 3 ways to select three columns to put them. 4) For the row with a single ''1'', there are 4 1 ways to select one column to put it.
Putting 1) -4) above together, the number of 4-subgraphs combination is n − 1 2 × 2 × 
There are two rows having ''1''s: two rows both have two ''1''s. For the number of groupings of the manner:
1) There are n−1 2 ways to select two rows i and j. 2) For each row with two ''1''s, there are 4 2 ways to select two columns to put them.
Putting 1) and 2) above together, the number of 4subgraphs combination is 
There are three rows having ''1''s: one row has two ''1''s and two rows has one ''1''. For the number of groupings of the manner: 1) There are n−1 3 ways to select three rows i, j and k. 2) We can let either row i, or row j, or row k have two ''1''s. 3) For the row with two ''1''s, there are 4 2 ways to select two columns to put them. 4) For each row with a single ''1'', there are 4 1 ways to select one column to put it.
Putting 1) -4) above together, the number of 4-subgraphs combination is
Lemma 6:
There are 256 n−1 4 ways to select 4 subgraphs subject to R(4, {1, 1, 1, 1})-type.
Proof: Observe the example matrix for this type of distribution in Case (5):
There are four rows having ''1''s: each row has one ''1''. For the number of groupings of the manner:
1) There are n−1 4 ways to select four rows. 2) For each row with a single ''1'', there are 4 1 ways to select one column to put it.
Putting 1) and 2) above together, the number of 4subgraphs combination is
n − 1 4 .
Lemma 7:
The total number of distinct nodes in a 4subgraph group for each following type of intersection is as follows.
(1) R(1, {4}): four subgraphs are mutually disjoint. The total number of distinct nodes is 4 × 4 n−1 = 4 n .
(2) R(2, {3, 1}) (see Fig.2 ): three pairwise intersections should be subtracted, and the number is (4) R(3, {2, 1, 1}) (see Fig.4 ): there are two all-intersecting 3-subgraph group, so the number is
all-intersecting 3-subgraph group
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first three terms of the PIE expression, as given in Theorem 1.
Combining the results of the previous analysis, the proof is completed.
IV. NUMERICAL SIMULATIONS
In this section, we will plot and compare the numerical results for the evaluation of R n−1 n (p) obtained by section III with the simulation. The node reliability p should be dynamic; for example, p may vary as time passes by. We adopt a node failure distribution from [17] , which the node reliability p(t) is assumed to be homogeneous and follows an exponential distribution with a constant failure rate a (failures/hour), that is,
Because the number of faulty nodes increases over time, in [15] , [17] , [21] , the expected number of faulty nodes at moment t, denoted by f (t), is determined using f (t) = N (1 − e −at ), where N is the total number of nodes in a network. Accordingly, the node reliability function at moment t, denoted by p(t), can be estimated by the following formula:
which is identical to the above equation. Fig.6 plots the curves of three estimates (the upper bound, the lower bound and the approximation) of the R n−1 n (p) for a variety of n and a. Consistent phenomenon can be observed: when p is higher, the approximation of the R n−1 n (p) is between the upper and lower bounds, while the curve of three estimates eventually merge with each other, especially when the node reliability p is at a relatively low level. In fact, all three estimates of the R n−1 n (p) will approach the actual reliability as time elapses, because the effect of the omitted terms as p goes smaller and smaller.
V. CONCLUDING REMARKS
In this paper, two scheme were presented to analyse the reliability of (n − 1)-dimensional subgraph BH n−1 n in a BH n under the probability fault model, which derived three estimates of the reliability: the approximation, upper bound and lower bound. Numerical simulation results reveal that all three analytical results are in good agreement especially when the node reliability p is low. Moreover, as we mentioned in Section 1, there are many reliability evaluation measures. One direction of our future work could be hammered at comparing subsystem reliability with the other measures based on the balanced hypercube. 
