This paper focuses on the problem of script identification in scene text images. Facing this problem with state of the art CNN classifiers is not straightforward, as they fail to address a key characteristic of scene text instances: their extremely variable aspect ratio. Instead of resizing input images to a fixed aspect ratio as in the typical use of holistic CNN classifiers, we propose here a patch-based classification framework in order to preserve discriminative parts of the image that are characteristic of its class.
Introduction
Script and language identification are important steps in modern OCR systems designed for multi-language environments. Since text recognition algorithms are language-dependent, detecting the script and language at hand allows selecting the correct language model to employ [1] . While script identification has been widely studied in document analysis, it remains an almost unexplored problem for scene text. In contrast to document images, scene text presents a set of specific challenges, stemming from the high variability in terms of perspective distortion, physical appearance, variable illumination and typeface design. At the same time, scene text comprises typically a few words, contrary to longer text passages available in document images.
Current end-to-end systems for scene text reading [2, 3, 4] assume single script and language inputs given beforehand, i.e. provided by the user, or inferred from available meta-data. The unconstrained text understanding problem for large collections of images from unknown sources has not been considered up to very recently [5, 6, 7, 8] . While there exists some previous research in script identification of text over complex backgrounds [9, 10] , such methods have been so far limited to video overlaid-text, which presents in general different challenges than scene text.
This paper addresses the problem of script identification in natural scene images, paving the road towards true multi-lingual end-to-end scene text understanding. Multi-script text exhibits high intra-class variability (words written in the same script vary a lot) and high inter-class similarity (certain scripts resemble each other). Examining text samples from different scripts, it is clear that some stroke-parts are quite discriminative, whereas others can be trivially ignored as they occur in multiple scripts. The ability to distinguish these relevant stroke-parts can be leveraged for recognising the corresponding script. Figure 2 shows an example of this idea. The use of state of the art CNN classifiers for script identification is not straightforward, as they fail to address a key characteristic of scene text instances: their extremely variable aspect ratio. As can be seen in Figure 3 , scene text images may span from single characters to long text sentences, and thus resizing images to a fixed aspect ratio, as in the typical use of holistic CNN classifiers, will deteriorate discriminative parts of the image that are characteristic of its class. The key intuition behind the proposed method is that in order to retain the discriminative power of stroke parts we must rely in powerful local feature representations and use them within a patchbased classifier. In other words, while holistic CNNs have superseded patch-based methods for image classification, we claim that patch-based classifiers can still be essential in tasks where image shrinkage is not feasible. In previously published work [8] we have presented a method combining convolutional features, extracted by sliding a window with a single layer Convolutional Neural Network (CNN) [11] , and the Naive-Bayes Nearest Neighbour (NBNN) classifier [12] with promising results. In this paper we demonstrate far superior performance by extending our previous work in two different ways: First, we use deep CNN architectures in order to learn more discriminative representations for the individual image patches; Second, we propose a novel learning methodology to jointly 2 learn the patch representations and their importance (contribution) in a global image to class probabilistic measure. For this, we train our CNN using an Ensemble of Conjoined Networks and a loss function that takes into account the global classification error for a group of N patches instead of looking only into a single image patch. Thus, at training time our network is presented with a group of N patches sharing the same class label and produces a single probability distribution over the classes for all them. This way we model the goal for which the network is trained, not only to learn good local patch representations, but also to learn their relative importance in the global image classification task. Experiments performed over two public datasets for scene text classification demonstrate state-of-the-art results. In particular we are able to reduce classification error by 5 percentage points in the SIW-13 dataset. We also introduce a new benchmark dataset, namely the MLe2e dataset, for the evaluation of scene text end-to-end reading systems and all intermediate stages such as text detection, script identification and text recognition. The dataset contains a total of 711 scene images covering four different scripts (Latin, Chinese, Kannada, and Hangul) and a large variability of scene text samples.
Related Work
Script identification is a well studied problem in document image analysis. Gosh et al. [13] has published a compehensive review of methods dealing with this problem. They identify two broad categories of methods: structure-based and visual appearance-based techniques. In the first category, Spitz and Ozaki [14, 15] propose the use of the vertical distribution of upward concavities in connected components and their optical density for page-wise script identification. Lee et al. [16] , and Waked et al. [17] among others build on top of Spitz seminal work by incorporating additional connected component based features. Similarly, Chaudhuri et al. [18] use the projection profile, statistical and topological features, and stroke features for classification of text lines in printed documents. Hochberg et al. [19] propose the use of cluster-based templates to identify unique characteristic shapes. A method that is similar in spirit with the one presented in this paper, while requiring textual symbols to be precisely segmented to generate the templates.
Regarding segmentation-free methods based on visual appearance of scripts, i.e. not directly analyzing the character patterns in the document, Wood et al. [20] experimented with the use of vertical and horizontal projection profiles of full-page document images. More recent methods in this category have used texture features from Gabor filters analysis [21, 22] or Local Binary Patterns [23] .
All the methods discussed above are designed specifically with printed document images in mind. Structure-based methods require text connected components to be precisely segmented from the image, while visual appearance-based techniques are known to work better in bilevel text. Moreover, some of these methods require large blocks of text in order to obtain sufficient information and thus are not well suited for scene text which typically comprises a few words.
Contrary to the case of printed document images, research in script identification on non traditional paper layouts is scarce, and has been mainly dedicated to video overlaid-text until very recently. Gllavatta et al. [9] , in the first work dealing with this task, proposed a method using the wavelet transform to detect edges in overlaid-text images. Then, they extract a set of low-level edge features, and make use of a K-NN classifier.
Sharma et al. [24] have explored the use of traditional document analysis techniques for video overlaid-text script identification at word level. They analyze three sets of features: Zernike moments, Gabor filters, and a set of hand-crafted gradient features previously used for handwritten 3 character recognition. They propose a number of pre-processing algorithms to overcome the inherent challenges of video overlaid-text. In their experiments the combination of super resolution, gradient features, and a SVM classifier perform significantly better that the other combinations. Phan et al. [25] propose a method for combined detection of video text overlay and script identification. They propose the extraction of upper and lower extreme points for each connected component of Canny edges of text lines and analyse their smoothness and cursiveness.
Shivakumara et al. [26, 10] rely on skeletonization of the dominant gradients They analyze the angular curvatures [26] of skeleton components, and the spatial/structural [10] distribution of their end, joint, and intersection points to extract a set of hand-crafted features. For classification they build a set of feature templates from train data, and use the Nearest Neighbor rule for classifying scripts at word [26] or text block [10] level.
As said before, all these methods have been designed (and evaluated) specifically for video overlaid-text, which presents in general different challenges than scene text. Concretely, they mainly rely in accurate edge detection of text components and this is not always feasible in scene text.
More recently, Sharma et al. [27] explored the use of Bag-of-Visual Words based techniques for word-wise script identification in video-overlaid text. They use Bag-Of-Features (BoF) and Spatial Pyramid Matching (SPM) with patch based SIFT descriptors and found that the SPM pipeline outperforms traditional script identification techniques involving gradient based features (e.g. HoG) and texture based features (e.g. LBP).
In 2015, the ICDAR Competition on Video Script Identification (CVSI-2015) [28] challenged the document analysis community with a new competitive benchmark dataset. With images extracted from different video sources (news, sports etc.) covering mainly overlaid-text, but also a few instances of scene text. The top performing methods in the competition where all based in Convolutional Neural Networks, showing a clear difference in overall accuracies over pipelines using hand-crafted features (e.g. LBP and/or HoG).
The first dataset for script identification in real scene text images was provided by Shi et al.in [5] , where the authors propose the Multi-stage Spatially-sensitive Pooling Network (MSPN) method. The MSPN network overcomes the limitation of having a fixed size input in traditional Convolutional Neural Networks by pooling along each row of the intermediate layers' outputs by taking the maximum (or average) value in each row. Their method is extended in [6] by combining deep features and mid-level representations into a globally trainable deep model. They extract local deep features at every layer of the MSPN and describe images with a codebookbased encoding method that can be used to fine-tune the CNN weights.
Nicolaou et al. [7] has presented a method based on texture features producing state of the art results in script identification for both scene or overlaid text images. They rely in hand-crafted texture features, a variant of LBP, and a deep Multi Layer Perceptron to learn a metric space in which they perform K-NN classification.
In our previous work [8] we have proposed a patch-based method for script identification in scene text images. We used Convolutional features, extracted from small image patches, and the Naive-Bayes Nearest Neighbour classifier (NBNN). We also presented a simple weighting strategy in order to discover the most discriminative parts (or templates patches) per class in a fine-grained classification approach.
In this paper we build upon our previous work [8] by extending it in two ways: On one side, we make use of a much deeper Convolutional Neural Network model. On the other hand, we replace the weighted NBNN classifier by a patch-based classification rule that can be integrated 4 in the CNN training process by using an Ensemble of Conjoined Networks. This way, our CNN model is able to learn at the same time expressive representations for image patches and their relative contribution to the patch-based classification rule. From all reviewed methods the one proposed here is the only one based in a patch-based classification framework. Our intuition is that in cases where holistic CNN models are not directly applicable, as in the case of text images (because of their highly variable aspect ratios), the contribution of rich parts descriptors without any deterioration (either by image distortion or by descriptor quantization) is essential for correct image classification. In the experimental section we demonstrate that our approach improves the state-of-the-art in the SIW-13 [6] dataset for scene text script classification by a large margin of 5 percentage points, while performs competitively in the CVSI-2015 [28] video overlaid-text dataset.
Patch-based classification with Ensembles of Conjoined Networks
In our patch-based classification method an input image is represented as a collection of local descriptors, from patches extracted following a certain sampling strategy. Those local features are then fed into a global classifier rule, that makes a decision for the input image.
Convolutional Neural Network for image-patch classification
Given an input scene text image (i.e. a pre-segmented word or text line) we first resize it to a fixed height of 40 pixels, but retaining its original aspect ratio. Then, we densely extract patches at two different scales, 32 × 32 and 40 × 40, by sliding a window with a step of 8 pixels. The choice of these two particular scales is justified as follows: the 40 × 40 patch, covering the full height of the resized image, is a natural choice in our system because it provides the largest squared region we can crop; the 32 × 32 patches are conceived for better scale invariance of the CNN model, similarly as the random crops typically used for data augmentation in CNN-based image classification [29] . Figure 4 shows the patches extracted from a given example image. This way we build a large dataset of image patches that take the same label as the image they were extracted from. With this dataset of patches we train a CNN classifier for the task of individual image patch classification.
We use a Deep Convolutional Neural Network to build the expressive image patch representations needed in our method. For the design of our network we start from the CNN architecture proposed in [5] as it is known to work well for script identification. We then iteratively do random search to optimize the following CNN hyper-parameters: number of convolutional and fully connected layers, number of filters per layer, kernel sizes, and featuremap normalisation schemes. conv1 -pool1
conv2 -pool2 conv3 -pool3 conv4 fc5 fc6 fc7
Figure 5: Network architecture of the CNN trained to classify individual image patches. The network has three convolutional+pooling stages followed by an extra convolution and three fully connected layers.
The CNN architecture providing better performance in our experiments is shown in Figure 5 . Our CNN consists in three convolutional+pooling stages followed by an extra convolution and three fully connected layers. Details about the specific configuration and parameters are given in section 4.2. At testing time, given a query scene text image the trained CNN model is applied to image patches following the same sampling strategy described before. Then, the individual CNN responses for each image patch can be fed into the global classification rule in order to make a single labeling decision for the query image.
Training with an Ensemble of Conjoined Networks
Since the output of the CNN for an individual image patch is a probability distribution over class labels, a simple global decision rule would be just to average the responses of the CNN for all patches in a given query image:
where an image I takes the label with more probability in the averaged softmax responses (y (I) ) of their n I individual patches {x 1 , ..., x n I } outputs on the CNN.
The problem with this global classification rule is that the CNN weights have been trained to solve a problem (individual patch classification) that is different from the final goal (i.e. classifying the whole query image). Besides, it is based in a simplistic voting strategy for which all patches are assumed to weight equally, i.e. no patches are more or less discriminative than others. To overcome this we propose the use of an Ensemble of Conjoined Nets in order to train the CNN for a task that resembles more the final classification goal.
An Ensemble of Conjoined Nets (ECN), depicted in Figure 6 , consists in a set of identical networks that are joined at their outputs in order to provide a unique classification response. At training time the ECN is presented with a set of N image patches extracted from the same image, thus sharing the same label, and produces a single output for all them. Thus, to train an ECN we must build a new training dataset where each sample consists in a set of N patches with the same label (extracted from the same image).
ECNs take inspiration from Siamese Networks [30] but, instead of trying to learn a metric space with a distance-based loss function, the individual networks in the ECN are joined at their last fully connected layer (fc7 in our case), which has the same number of neurons as the number 6 of classes, with a simple element-wise sum operation and thus we can use the standard crossentropy classification loss. This way, the cross-entropy classification loss function of the ECN can be written in terms of the N individual patch responses as follows:
where M is the number of input samples in a mini-batch,p m is the probability distribution over classes provided by the softmax function, l m is the label of the m'th sample, N is the number of conjoined networks in the ensemble, K is the number of classes, and x mnk ∈ [−∞, +∞] indicates the response (score) of the k'th neuron in the n'th network for the m'th sample.
As can be appreciated in equation 2, in an ECN network a single input patch contributes to the backpropagation error in terms of a global goal function for which it is not the only patch responsible. For example, even when a single patch is correctly scored in the last fully connected layer it may be penalized, and induced to produce a larger activation, if the other patches in its same sample contribute to a wrong classification at the ensemble output.
At test time, the CNN model trained in this way is applied to all image patches in the query image and the global classification rule is defined as:
where an image I takes the label with the highest score in the sum (y (I) ) of the fc7 layer responses of the n I individual patches {x 1 , ..., x n I }. This is the same as in Equation 1 but using the fc7 layer responses instead of the output softmax responses of the CNN. Notice that still the task for which the ECN network has been trained is not exactly the same defined by this global classification rule, as the number of patches n I is variable for each image and usually different than the number of conjoined networks N. However, it certainly resembles more the true final classification goal. The number of conjoined networks N is an hyper-parameter of the method that is largely dependent on the task to be solved and is discussed in the experimental section.
Experiments
All reported experiments were conducted over three datasets, namely the Video Script Identification Competition (CVSI-2015) dataset 1 , the SIW-13 dataset 2 , and the MLe2e dataset 3 . The CVSI-2015 [28] dataset comprises pre-segmented words in ten scripts: English, Hindi, Bengali, Oriya, Gujrathi, Punjabi, Kannada, Tamil, Telegu, and Arabic. The dataset contains about 1000 words for each script and is divided into three parts: a training set ( 60% of the total images), a validation set (10%), and a test set (30%). Text is extracted from various video sources (news, sports etc.) and, while it contains a few instances of scene text, it covers mainly overlay video text.
The SIW-13 datset [6] comprises 16291 pre-segmented text lines in thirteen scripts: Arabic, Cambodian, Chinese, English, Greek, Hebrew, Japanese, Kannada, Korean, Mongolian, Russian, Thai, and Tibetan. The test set contains 500 text lines for each script, 6500 in total, and all the other images are provided for training. In this case, text was extracted from natural scene images from Google Street View.
The MLe2e dataset
This paper introduces the first dataset available up to date for the evaluation of multi-lingual scene text end-to-end reading systems and all intermediate stages: text detection, script identification, and text recognition. The Multi-Language end-to-end (MLe2e) dataset has been harvested from various existing scene text datasets for which the images and groundtruth have been revised in order to make them homogeneous. The original images come from the following datasets: Multilanguage(ML) [31] and MSRA-TD500 [32] contribute Latin and Chinese text samples, Chars74K [33] and MSRRC [34] contribute Latin and Kannada samples, and KAIST [35] contributes Latin and Hangul samples.
In order to provide a homogeneous dataset, all images have been resized proportionally to fit in 640 × 480 pixels, which is the default image size of the KAIST dataset. Moreover, the groundtruth has been revised to ensure a common text line annotation level [36] . During this process human annotators were asked to review all resized images, adding the script class labels and text transcriptions to the groundtruth, and checking for annotation consistency: discarding images with unknown scripts or where all text is unreadable (this may happen because images were resized); joining individual word annotations into text line level annotations; discarding images where correct text line segmentation is not clear or cannot be established, and images where a bounding box annotation contains more than one script (this happens very rarery e.g. in trademarks or logos) or where more than half of the bounding box is background (this may The MLe2e dataset contains a total of 711 scene images covering four different scripts (Latin, Chinese, Kannada, and Hangul) and a large variability of scene text samples. The dataset is split into a train and a test set with 450 and 261 images respectively. The split was done randomly, but in a way that the test set contains a balanced number of instances of each class (aprox. 160 text lines samples of each script), leaving the rest of the images for the train set (which is not balanced by default). The dataset is suitable for evaluating various typical stages of end-to-end pipelines, such as multi-script text detection, joint detection and script identification, end-to-end multi-lingual recognition, and script identification in pre-segmented text lines. For the latter, the dataset also provides the cropped images with the text lines corresponding to each data split: 1178 and 643 images in the train and test set respectively.
While being a dataset that has been harvested from a mix of existing datasets it is important to notice that building it has supposed an important annotation effort: since some of the original datasets did not provide text transcriptions, and/or where annotated at different granularity levels. Moreover, despite the fact that the number of languages in the dataset is rather limited (four scripts) it is the first public dataset that covers the evaluation of all stages of multi-lingual end-to-end systems for scene text understanding in natural scenes. We think this is an important contribution of this paper and hope the dataset will be useful to other researchers in the community.
Implementation details
In this section we detail the architectures of the network models used in this paper, as well as the different hyper-parameter setups that can be used to reproduce the results provided in following sections. In all our experiments we have used the open source Caffe [37] framework for deep learning running on commodity GPUs. Compatible Caffe models are made publicly available 4 . The basic CNN model for individual image patch classification described in section 3.1 and Figure 5 has the following per layer configuration:
• Input layer: single channel 32 × 32 image patch.
• conv1 layer: 96 filters with size 5 × 5. Stride=1, pad=0. Output size: 96 × 28 × 28.
• pool1 layer: kernel size=3, stride=2, pad=1. Otput size: 96 × 15 × 15.
• conv2 layer: 256 filters with size 3 × 3. Stride=1, pad=0. Output size: 256 × 13 × 13.
• pool2 layer: kernel size=3, stride=2, pad=1. Otput size: 256 × 7 × 7.
• conv3 layer: 384 filters with size 3 × 3. Stride=1, pad=0. Output size: 384 × 5 × 5.
• pool3 layer: kernel size=3, stride=2, pad=1. Otput size: 384 × 3 × 3.
• conv4 layer: 512 filters with size 1 × 1. Stride=1, pad=0. Output size: 512 × 3 × 3.
• fc5 layer: 4096 neurons.
• fc6 layer: 1024 neurons.
• fc7 layer: N neurons, where N is the number of classes.
• SoftMax layer: Output a probability distribution over the N class labels.
The total number of parameters of the network is ≈ 24M for the N = 13 case in the SIW-13 dataset. All convolution and fully connected layers use Rectified Linear Units (ReLU). In conv1 and conv2 layers we perform normalization over input regions using Local Response Normalization (LRN) [38] . At training time, we use dropout [39] (with a 0.5 ratio) in fc5 and fc6 layers.
To train the basic network model we use Stochastic Gradient Descent (SGD) with momentum and L2 regularization. We use mini-batches of 64 images. The base learning rate is set to 0.01 and is decreased by a factor of ×10 every 100k iterations. The momentum weight parameter is set to 0.9, and the weight decay regularization parameter to 5 × 10 −4 . When training for individual patch classification, we build a dataset of small patches extracted by dense sampling the original training set images, as explained in section 3.1. Notice that this produces a large set of patch samples, e.g. in the SIW-13 dataset the number of training samples is close to half million. With these numbers the network converges after 250k iterations.
In the case of the Ensemble of Conjoined Networks the basic network detailed above is replicated N times, and all replicas are tied at their fc7 outputs with an element-wise sum layer which is connected to a single output SoftMax layer. All networks in the ECN share the same parameters values.
Training the ECN requires a dataset where each input sample is composed by N image patches. We generate this dataset as follows: given an input image we extract patches the same way as for the simple network, then we generate random N−combinations of the image patches, allowing repetitions if the number of patches is < N. Notice that this way the number of samples can be increased up to very large-scale numbers because the number of possible different N−combinations is M N when the number of patches in a given image M is larger that the number of conjoined nets N, which is the usual case. This is an important aspect of ECNs, as the training dataset generation process becomes a data augmentation technique in itself. We can see this data augmentation process as generating new small text instances that are composed from randomly chosen parts of their original generators.
However, it is obviously non-practical to use all possible combinations for training; thus, in order to get a manageable number of samples, we have used the simple rule of generating 2 × M samples per input, which for example in the SIW-13 dataset would produce around one million samples.
In terms of computational training complexity, the ECN has an important drawback compared to the simple network model: the number of computations is multiplied by N in each forward pass, similarly the amount of memory needed is linearly increased by N. To overcome this limitation, we use a fine-tuning approach to train ECNs. First, we train the simple network model, and then we do fine-tuning on the ECN parameters starting from the values learned using the simple net. When fine-tuning, we have found that starting from a fully converged network in the single-patch classification task we reach a local minimum of the global task, thus providing zero loss in most (if not all) the iterations and not allowing the network to learn anything new. In order to avoid this local minima situation we start the fine-tuning from a non-converged network (more or less at about 90/95% of the attainable individual patch classification accuracy).
Using fine-tuning with a base learning rate of 0.001 (decreasing ×10 every 10k iterations) the ECN converges much faster, in the order of 35k iterations. All other learning parameters are set the same as in the simple network training setup.
The number of nets N in the ensemble can be seen as an extra hyper-parameter in the ECN learning algorithm. Intuitively a dataset with larger text sequences would benefit from larger N values, while on the contrary in the extreme case of classifying small squared images (i.e. each image is represented by a single patch) any value of N > 1 does not make sense. Since our datasets contain text instances with variable length a possible procedure to select the optimal value of N is by using a validation set. We have done experiments in the SIW-13 dataset by dividing the provided train set and keeping 10% for validation. Classification accuracy on the validation set for various N values are shown in Figure 7 . As can be appreciated the positive impact of training with an ensemble of networks is evident for small values of N, and mostly saturated for values N > 9. In the following we use a value of N = 10 for all the remaining experiments.
Script identification in pre-segmented text lines
In this section we study the performance of the proposed method for script identification in pre-segmented text lines. Table 1 shows the overall performance comparison of our method with the state-of-the-art in CVSI-2015, SIW-13, and MLe2e datasets. Figure 8 shows the confusion matrices for our method in all three datasets with detailed per class classification results.
In Table 1 we also provide comparison with three well known image recognition pipelines using Scale Invariant Features [40] quantized visual words, and for BoW 2,048 vector quantized visual words histograms. The step size and number of visual words were set to similar values to our method when possible in order to offer a fair evaluation. These three pipelines have been implemented with the VLFeat [41] and liblinear [42] Table 1 : Overall classification performance comparison with state-of-the-art in three different datasets: SIW-13 [6] , MLe2e, and CVSI [28] .
As shown in Table 1 the proposed method outperforms state of the art and all baseline methods in the SIW-13 and MLe2e scene text datasets, while performing competitively in the case of CVSI video overlay text dataset. In the SIW-13 dataset the proposed method significantly outperforms the best performing method known up to date by more than 4 percentual points.
The contribution of training with ensembles of conjoined nets is significant in SIW-13 and MLe2e datasets, as can be appreciated by comparing the first two columns of Table 1 which correspond to the nets trained with the ensemble (first column) and the simple model (second column).
Our interpretation of the results in CVSI dataset in comparison with the ones obtained in SIW-13 and MLe2e relates to its distinct nature. CVSI overlaid-text variability and clutter is rather limited compared with that found in the scene text of MLe2e and SIW-13. As can be appreciated in Figure 9 overlaid-text is usually bi-level without much clutter. Figure 10 shows another important characteristic of CVSI dataset: since cropped words in the dataset belong to very long sentences of overlay text in videos, e.g. from rotating headlines, it is common to find a few dozens of samples sharing exactly the same font and background both in the train and test sets. This particularity makes the ECN network not really helpful in the case of CVSI, as the data augmentation by image patches recombinations is somehow already implicit on the dataset.
Furthermore, the CVSI-2015 competition winner (Google) makes use of a deep convolutional network but applies a binarization pre-processing to the input images. In our opinion this binarization may not be a realistic preprocessing in general for scene text images. As an example of this argument one can easily see in Figure 9 that binarization of scene text instances is not trivial as in overlay text. Similar justification applies to other methods performing better than ours in CVSI. In particular the LBP features used in [7] , as well as the patch-level whitening used in our previous work [8] , may potentially take advantage of the simpler, bi-level, nature of text instances in CVSI dataset. It is important to notice here that these two algorithms, corresponding to our previous works in script identification, have close numbers to the Google ones in CVSI-2015 (see Table 1 ) but perform quite bad in SIW-13.
Joint text detection and script identification in scene images
In this experiment we evaluate the performance of a complete pipeline for detection and script identification in its joint ability to detect text lines in natural scene images and properly recognizing their scripts. The key interest of this experiment is to study the performance of the proposed script identification algorithm when realistic, non-perfect, text localisation is available.
Most text detection pipelines are trained explicitly for a specific script (typically English) and generalise pretty badly to the multi-script scenario. We have chosen to use here our previously published script-agnostic method [44] , which is designed for multi-script text detection and generalises well to any script. The method detects character candidates using the Maximally Stable Extremal Regions (MSER) [45] algorithm, and builds different hierarchies where the initial regions are grouped by agglomerative clustering, using complementary similarity measures. In such hierarchies each node defines a possible text hypothesis. Then, an efficient classifier, using incrementally computable descriptors, is used to walk each hierarchy and select the nodes with larger text-likelihood.
In this paper script identification is performed at the text line level, because segmentation into words is largely script-dependent, and not meaningful in Chinese/Korean scripts. Notice however that in some cases, by the intrinsic nature of scene text, a text line provided by the text detection module may correspond to a single word, so we must deal with a large variability in the length of provided text lines. The experiments are performed over the new MLe2e dataset.
For evaluation of the joint text detection and script identification task in the MLe2e dataset we propose the use of a simple two-stage evaluation framework. First, localisation is assessed based on the Intersection-over-Union (IoU) metric between detected and ground-truth regions, as commonly used in object detection tasks [46] and the recent ICDAR 2015 Robust Reading Competition 5 [47] . Second, the predicted script is verified against the ground-truth. A detected bounding box is thus considered correct if it has a IoU > 0.5 with a bounding box in the groundtruth and the predicted script is correct. The localisation-only performance, corresponding to the first stage of the evaluation, yields an F-score of 0.63 (Precision of 0.57 and Recall of 0.69). This defines the upper-bound for the joint task. The two stage evaluation, including script identification, of the proposed method compared with our previous work is shown in Table 2 Table 2 : Text detection and script identification performance in the MLe2e dataset.
Intuitively the proposed method for script identification is effective even when the text region is badly localised, as long as part of the text area is within the localised region. To support this argument we have performed an aditional experiment where our algorithm is applied to cropped regions from pre-segmented text images. For this, we take the SIW-13 original images and calculate the performance of our method when applied to cropped regions of variable length, up to the minimum size possible (40 × 40 pixels). As can be appreciated in Figure 11 the experiment demonstrates that the proposed method is effective even when small parts of the text lines are provided. Such a behaviour is to be expected, due to the way our method treats local information to decide on a script class. In the case of the pipeline for joint detection and script identification, this extends to regions that did not pass the 0.5 IoU threshold, but had their script correctly identified. This opens the possibility to make use of script identification to inform and / or improve the text localisation process. The information of the identified script can be used to refine the detections.
End-to-end multi-lingual recognition in scene images
In this section we evaluate the performance of a complete pipeline for end-to-end multilingual recognition in scene images. For this, we combine the pipeline used in the previous [48] . Similar pipelines [49, 50, 51] using off-the-shelf OCR engines have demonstrated state-of-theart end-to-end performance in english-only datasets up to very recently, provided that the text detection module is able to produce good pixel-level segmentations of text.
The setup of the OCR engine in our pipeline is minimal: given a text detection hypothesis from the detection module we set the recognition language to the one provided by the script identification module, and we set the OCR to interpret the input as a single text line. Apart from that we use the default Tesseract parameters.
The recognition output is filtered with a simple post-processing junk filter in order to eliminate garbage recognitions, i.e. sequences of identical characters like "IIii" that may appear as the result of trying to recognize repetitive patterns in the scene. Concretely, we discard the words in which more than half of their characters are recognized as one of "i", "l", "I", or other special characters like: punctuation marks, quotes, exclamation, etc. We also reject those detections for which the recognition confidence provided by the OCR engine is under a certain threshold.
The evaluation protocol is similar to the one used in other end-to-end scene text recognition datasets [52, 47] . Ideally, in end-to-end word recognition, a given output word is considered correct if it overlaps more than 0.5 with a ground-truth word and all its characters are recognized correctly (case sensitive). However, since in the case of the MLe2e dataset we are evaluating text lines instead of single words, we relax a bit this correctness criteria by allowing the OCR output to to make 1 8 character level errors. This relaxation is motivated by the fact that for a given test sentence with more than 8 characters (e.g. with two words) having only one character mistake may still produce a partial understanding of the text (e.g. one of the words is correct), and thus must not be penalized the same way as if all characters are wrongly recognized. This way, a given output text line is considered correct if overlaps more than 0.5 with a ground-truth text line and their edit distance divided by the number of characters of the largest is smaller than Table 3 : End-to-end multi-lingual recognition performance in the MLe2e dataset. Table 3 shows a comparison of the proposed end-to-end pipeline by using different script identification modules: the method presented in this paper, our previously published work, and Tesseract's built-in alternative. Figure 12 shows the output of our full end-to-end pipeline for some images in the MLe2e test set.
Tesseract method in Table 3 refers to the use of Tesseract's own script estimation algorithm [1] . We have found that Tesseract's algorithm is designed to work with large corpuses of text (e.g. full page documents) and does not work well for the case of single text lines.
Results in Table 3 demonstrate the direct correlation between having better script identification rates and better end-to-end recognition results. The final multi-lingual recognition f-score obtained (0.21) is far from the state-of-the art in end-to-end recognition systems designed for English-only environments [2, 3, 4] . As a fair comparison, a very similar pipeline using the Tesseract OCR engine [50] achieves an f-score of 0.40 in the ICDAR English-only dataset. The lower performance obtained in MLe2e dataset stems from a number of challenges that are specific to its multi-lingual nature. For example, in some scripts (e.g. Chinese and Kannada) glyphs are many times non single-body regions, composed by (or complemented with) small strokes that in many cases are lost in the text segmentation stage. In such cases having a bad pixel-level segmentation of text would make it practically impossible for the OCR engine to produce a correct recognition.
Our pipeline results represent the first reference result for multi-lingual scene text recognition and a first benchmark from which better systems can be built, e.g. replacing the off-the-shelf OCR engine by other recognition modules better suited for scene text imagery.
Cross-domain performance and confusion in single-language datasets
In this experiment we evaluate the cross-domain performance of learned CNN weights from one dataset to the other. For example, we evaluate on the MLe2e and CVSI test sets using the network trained with the SIw-13 train set, by measuring classification accuracy only for their common script classes: Arabic, English, and Kannada in CVSI; Chinese, English, Kannada, and Korean in MLe2e. Finally, we evaluate the misclassification error of our method (trained in different datasets) over two single-script datasets. For this experiment we use the ICDAR2013 [53] and ALIF [54] datasets, which provide cropped word images of English scene text and Arabic video overlaid text respectively. Table 4 shows the results of these experiments.
Notice that results in Table 4 are not directly comparable among rows because each classifier has been trained with a different number of classes, thus having different rates for a random choice classification. However, the experiment serves as a validation of how good a given classifier is in performing with data that is distinct in nature to the one used for training. Table 4 : Cross-domain performance of our method measured by training/testing in different datasets.
of CVSI and subsequently applied to scene text images (SIW-13, MLe2e, and ICDAR). On the contrary, models trained on scene text datasets are quite stable in other scene text data, as well as in video overlaid text (CVSI and ALIF). In fact, this is an expected result, because the domain of video overlay text can be seen as a subdomain of the scene text domain. Since the scene text datasets are richer in text variability, e.g. in terms of perspective distortion, physical appearance, variable illumination, and typeface designs, script identification on these datasets is a more difficult problem, and their data is more indicated if one wants to learn effective cross-domain models. This demonstrates that our method is able to learn discriminative stroke-part representations that are not dataset-specific, and provides evidence to the claims made in section 4.3 when interpreting the obtained results in CVSI dataset comparing with other methods that may be more engineered to the specific CVSI data but not generalizing well in scene text datasets.
Conclusion
A novel method for script identification in natural scene images was presented. The method is based on the use of ensembles of conjoined convolutional networks to jointly learn discriminative stroke-part representations and their relative importance in a patch-based classification scheme. Experiments performed in three different datasets exhibit state of the art accuracy rates in comparison to a number of state-of-the-art methods, including the participants in the CVSI-2015 competition and three standard image classification pipelines.
In addition, a new public benchmark dataset for the evaluation of all stages of multi-lingual end-to-end scene text reading systems was introduced.
Our work demonstrates the viability of script identification in natural scene images, paving the road towards true multi-lingual end-to-end scene text understanding.
