Abstract-The task of modeling the distribution of a large number of earthquake events with frequent tremors detected prior to a main shock presents us unique challenges to model a robust classifier tool for rapid responses are needed in order to address victims. We have designed using a relational database for running a geophysical modeling application after connecting database record of all clusters of foreshock events from (1998-2010) for a complete catalog of seismicity analysis for the Himalayan basin. by Nath et al,2010. This paper develops a reduced rough set analysis method and implements this novel structure and reasoning process for foreshock cluster forecasting. In this study, we developed a reusable information technology infrastructure, called Efficient Machine Readable for Emergency Text Selection(EMRETS). The association and importance of precursory information in reference to earthquake rupture analysis is found out through attribute reduction based on rough set analysis. Secondly, find the importance of attributes through information entropy is a novel approach for high dimensional complex polynomial problems predominant in geo-physical research and prospecting. Thirdly, we discuss the reducible indiscernible matrix and decision rule generation for a particular set of geographical co-ordinates leading to the spatial discovery of future earthquake having prior foreshock. This paper proposes a framework for extracting, classifying, analyzing, and presenting semi-structured catalog data sources through feature representation and selection.
I. Introduction
The issue of correlating, integrating and presenting related information to issue early warning to impending natural disasters by categorizing documents with the aid of knowledge-based features leverages information cannot be deduced from the documents alone. This also involves query based search based on machine learning methods that improves the acquisition of natural disaster data like earthquake. Data mining algorithms for earthquake and its precursor concept of digitizing data records measuring earthquake involves massive data-set analysis. Descriptive mining tasks describe the data in the database through knowledge acquisition we present the architecture and evaluation of EMRETS, a machine learning oriented database processing output system that automatically extracts information from earthquake catalog and offline data for offline information retrieval system. This system is entirely based on a machine learning approach and its architecture consists of a set of components that, firstly, identify the texts related to natural disasters based on the approach by [1] and subsequently, extract the relevant data for populating a relational database. The evaluation shows its effectiveness for detecting the relevant documents about natural disasters (reaching an F-measure of 98%), and for extracting relevant facts to be inserted into a given database (reaching an Fmeasure of 76%). The general characteristics of the main model types include: class / None to characterize and differentiate, correlation analysis, cluster points. Predictive mining task is to push the current data analysis for forecasting, including neuro fuzzy classifier [2] , spatial association mining [3] , time series outlier analysis [4] , partial error detection [5] and rough set attribute reduction [6] method.The objective achieved by defining empirical laws can be broken down as follows: inductive learning (decision trees, association rules, sequential pattern, etc.) for base learning. With observation and statistical analysis to identify the relationships that exist between precursors regression analysis (multiple regression, auto-regressive etc.), independent discriminant analysis(IDA) Bayesian discriminant, Fisher Discrimination ,Non-parametric discriminant, cluster analysis, exploratory analysis (principal component analysis, the relevant subAnalysis method), fuzzy set and rough set. In observational seismology we encounter two opposing situations with respect to data availability in which the use of Machine Learning and IDA-techniques may not only prove to be beneficial but may be even regarded as essential or indispensable. the 2nd area of high interest for the application of machine ML-, DM-and IDAtechniques are those areas of observational seismology where one has to deal with the problem of making inferences from sparse and partially missing data. The former is Attribute reduction involving removal of excess property and extracting useful information; The latter is mainly rule acquisition, namely the use of rough set to record the attributes weather can be reduced, 0 express can reduced, otherwise is 1; Direct access to the rules set by the value reduction method involves the set of instances. In general this large amount of data is difficult to obtain, while the objective of the world there are a lot of vague processing target, the traditional method of processing data will be error, or Uncertainties, thereby resulting in the data system results. Many systems only implement a few aspects of the correlation process, such as the fusion of alerts that represent the detection of the same prediction system by different pre detection systems or the identification of multistep detection that represent a sequence of actions performed by the same system. Seismic hazard analysis involves a number of catalog measures of relevant / damaging earthquakes are small when it comes down to estimate ground motions attenuation models; in information extraction, uncertainty comes from the inherent ambiguity in natural-language text model the uncertainty inherent in information extraction outputs, PDB consists of two key components: (1) a collection of incomplete relations R with missing or uncertain data, and (2) a probability distribution F on all possible database instances, which we call possible worlds, and denote pw (PDB). The field of earthquake prediction classification such as seismic anomaly with the distinction of normal data, shock-like division of the earthquake samples distinction earthquake sequence type and so on. There are two main reasons why an attribute value is missing: either the value was lost (e.g., was erased) or the value was not important (such values are also called "do not care" conditions).
The spatial distribution of foreshocks is predicted to migrate toward the main shock occurrence with time by the mechanism of a cascade of seismic triggering leading to a succession of failures in the tectonic environment [7, 8, 9] . The components of the proposed database framework include query interface (QI) which is used to accept user's queries and search catalogs through user's queries; information extraction (IE) which is used to extract and classify the data sets obtained from QI and convert the extracted and classified event tags in classical form and named Entity Event Tag Recognition Analyzer (ETRA) which is a classifier used to determine the relevant information extracted from IE. The system applies a traditional machine learning method with traditional decision tree techniques studied by Moore in semantic processing of multiple spatial resolution data due to inaccuracies. In section 2, identification of particular features of foreshock data that are salient to classification and general design of the database framework for classifying the catalog data has been analyzed based on related work. In Section 3, we give a brief overview of the robust natural language processing algorithm for a Efficient Machine Readable for Emergency Text Selection EMRETS. In section 4,experimental results using weka tool, random forest with bagging and the various metrics are explained .Conclusion and directions for future work through development of a relational database framework is presented in Section 5.
II. Related Work
One of the main functions of this kind of repository of catalogs and periodicals require background information for accurate classification: users should be able to discover new information when exploring the options of text mining methods for event recognition. Learning algorithms for natural language based processing usually with limited success. In particular, representations based on phrases [10, 11] , named entities [12] , and term clustering [13, 14, 15] has been explored.We dig spatial data through tunneling is extracted from the spatial database users are interested in space. Patterns and characteristics in spatial and nonspatial data and the general relationship is induced based on implicit in some of the universal database data characteristics. Data between the discovery and transformation of nature having application of spatial data mining research is a cause for concern. Rough set theory has a few feature generation theory integrated automatically, using machine-readable hierarchical repositories of knowledge such as the Open Directory Project (ODP), Yahoo, Web Directory, and the Wikipedia encyclopedia. Information extraction (IE) is the discipline whose goal is to automatically extract structured information, i.e., categorized and contextually and semantically well-defined data from a certain domain, from unstructured machine-readable documents.First, we perform an analysis of a twelve year archive of earthquake data in order to extract nature of foreshock patterns prior to an earthquake event by studying the frequency of tremors that are not confirmed by analysts as main shock occurrence. phenomena. This paradigm of heterogeneous network consists of resource constrained sensing nodes which sense and report the observed events and resource rich actuating nodes which collect the raw event reports, make an intelligent decision and perform action on the environment.
III. Proposed Information Extraction System

Pre-processing Data
The SQLite [16] is a C library that provides a lightweight disk-based database that doesn't require a separate server process and allows accessing the database(check reference). SQlite provides a compact relational database framework working with a single executable file supporting cross-platform, single database file system having variable length records. In the proposed work, SQLite is implemented with python involving a series of procedural tasks like querying the database for frequency of foreshock analysis and finally create the output module for information retrieval. There are two tasks that are essential for building an information extraction system [17, 18] first by detecting the set of information units that will be extracted; and then to find the information patterns for the system. A search and information retrieval system involves automatic discovery of the extraction patterns [19, 20, 21, 22] .Finding the production rules is proposed for additional productions to P.If V is empty, add simple grammar rules so that every token in the system is converted to a variable. We do the adding of simple rules that connect the last layers of A to the output to find merge that doesn't have a rule already.Accept updates if G parses x_i_plus but no string in D_minus.
Proposed Robust Natural Language Processing Based Classifier Algorithm
First step in creating a classifier is deciding what features of the input are relevant, and how to encode those features involving named entity recognition of the word "-shock". For forecasting earthquakes lead times of up to three months the foreshock and magnitude above a magnitude of 1.5 are used as input to the models, and the output of the models using sqlite3 in a relational database. Find the location of the string shock in text 'text'.Create a random database classifier to find features of the input that are relevant, and encode those features through corresponding class labels for applying the proposed processing algorithms. There is a need to focus on the choice of features that are used to represent short text messages in a multi-label setting. Constructing a single list that contains the features of every instance (eg: foreshocks in Himalaya basin when main shock occurred in latitude and longitude) that can use up a large amount of memory; for a catalog description; we begin by constructing a list of the 50 most frequent words in the overall corpus to define a feature extractor that simply checks whether each of these words is present in a given document. Defined our feature extractor, we can use it to train a new "decision tree" classifier through a list of examples and corresponding class labels for pattern-oriented trend detection and tracking. Unlike traditional keywordbased search, topic mining provides information upon an event based point of view and helps to adjust the various interpretations of data for geo-science. "Event" means a certain thing that happens at a certain point of time. The semantic metadata management system includes rule-based reasoning to capture the dependencies between related classification tasks using joint classifier models by choosing an appropriate labeling for a collection of related inputs. In the case of event tagging, a variety of sequence classifier models can be used to jointly choose event based tags for all the similar records in a given sequence. Subdivide the errors through modeling the linguistic data found in corpora can help us to understand linguistic patterns, and can be used to make predictions about new language data for classification of '-fore', '-main' and 'after'. A network weather service for measuring the effects of protocol and buffer processing on each end of a connection, we expected aggregate packet behavior to dominate in those settings where network paths include many heavily congested gateways. The servers pass around a token which contains the right to conduct a single experiment. When holding the token, each server is free to choose the experiment that it wishes to conduct. The token assures that at most one server may be conducting a communication experiment at any given time. Applying supervised classifiers use labeled training corpora to build models that predict the label of an input based on specific features of that input. Look for exact match, overlapping, and mutually disjoint for set of tokens saved in the array and Attr (DB). Extract set of tokens by matching with Sub_Attr (DB) and (ii) extract G_Sub (WP) by matching with each G_Sub (DB). Identify the index number of Attr (DB) that is matched and group the extracted attributes and subattributes based on the index number. Identify the index number of Attr (DB) that is matched through information extraction for the Attr (WP), Sub_Attr (WP), and value of Sub_Attr (WP) and later identifies the index of Attr (DB) that is matched. Based on the index number we apply the measured foreshock frequency as high, low, medium. Train the set of metalearners using weka model using 10 fold cross validation to evaluate the best classifier model the decision based algorithm to find degree of similarity between instances in the test set and those in the development set. Apply for training data and checked that the random forest with bagging decision learner has classified the unknown data set and serves as the best classifier model as evaluated from comparative results as in Table 1 . 
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IV. Experimental Results
Classification by keywords is a simple technique for automatic classification. During classification, each example is assigned to a particular class if it contains at least one keyword from the set of keywords for that class.In the experiments performed in this work we used the evaluation technique for 10-fold cross-validation which consists of randomly dividing the data into 10 equally-sized subgroups and performing different experiments. We separated one group along with their original labels as the validation set; another group was considered as the test set; from the remaining data a random selection had been done. The effectiveness of the decision algorithms by studying a series of metrics for fitness in a relational database framework. In Table  1 , we summarize the results for test data attributes and found that found that random forest using bagging is the best decision based classifier for foreshock analysis.
Reduced Rough Set analysis
Let U be a nonempty set, and let R be an indiscernible relation or equivalence relation on U. Let R be a finite universe equivalence relation on U (reflexive,Symmetry and transitivity). Domain U with x ∈ v has a collection of equivalence relation R, denoted [x] R = {y ∈ U | (x, y) ∈ R}. U / R represents all equivalence classes of R(U, R) is called a Pawlak [27] approximation space. Let the concept X be a subset of U, the lower approximation of X in (U, R), denoted as, XCreate Knowledge system .The characteristic relation for a completely specified decision table is reduced to the ordinary indiscernibility relation U.Each element of A denoted by al(l≤m) describes an attribute.F being the set of relations between U and A. Let S = (U, A, V, f) be a knowledge system with rough set theory, C is called a set of conditional attribute, D is called a set of decision attribute and C∩D where Vi is the range of al(l≤m) where d is the decision information.U= {1, 2, 3, 4 }.Rough set theory is based on the uncertainty of the upper and lower approximation. Let R be a domain U equivalence relation on the set together, even on (RX, RX ． ． ) called X in the approximation space (U,R) on a rough approximation, which xi is an information function. Vi is a range domain of attribute xi. T = (U, A, C, D) be a decision table. T is called as a decision system or decision table.
If for instance we use a knowledge system, where U = {1, 2, …, 45}, D= {fore, main, after }={1, 2, 3 }, A = {C, D}, C ={ X{fore, main, after} = {1, 2, 3}. X1, X2, X3, X4, X5, X6, X7, X8 , X9 , X10 , X11 , X12}. Let Xi be denoted as order 1, 2, 3, i.e. Xi .For every minimum set B (B1, x2,… x4, y}, C = { x1, x2,… x4}, D= {y}, C∩D = ij is called as the ith conditional attribute with jth sample value, yj is called jth(φ).RX, RX are called X, R lower and upper approximation. Collection bnR (X) = RX-RX called X, R boundary region.Rough Sets Definition: At the time, the RX = RX ． ． , said the exact set of X is R; was that RX ≠ RX, R X is called rough sets. Q and P is defined on U for equivalence between clusters and, if Q independent and ind (P) =ind (Q), then Q is the equivalence relation P is a family of absolute reduction, denoted as: red (P). P is the set of all known relationships absolutely necessary nuclear family P equivalence relation, is denoted by core (P). These precursory items reflect the time, space and intensity characteristics of earthquake activities from different aspects. finite nonempty set of attributes, C={ak | k=1,2,...,m } is the set of the condition attributes, D={d} is the set of the decision attributes, d € C, U=(x1, x2, . . ., xn) is a finite nonempty set of objects. earthquake precursory item is recorded in the earthquake case, its value equals 1, else 0. Choosing geological parameters for establishing evidence collectivity and efficient analysis.Attribute reduction for direct analysis of the data for elimination of redundant and unnecessary attributes in getting attribute core for analysis.Eliminate redundant values and extract rules to choose geological parameters and establish evidence collectivity.
If rock alteration=yes and structure =unconformity and fault then rate of foreshocks is high. If lithology=other and rock alteration=yes then foreshock value is low. If structure=conformity and no fault then aftershock=high. In any earthquake sequence we introduce a sequence of attributes as precursors whose values are assigned 1 or 0 is produced as an object in the decision table as seismic belt (band), seismic gap (segment), seismicity pattern (temporal,spacial, quiescence or activation), precursory earthquake (or swarm), swarm activity, index of seismic activity (comprehensive index A, seismic entropy, degree of seismic activity and fuzzy degree of seismic activity), seismic magnitude factor Mf-value, fractal dimension of capacity, strain release (energy release), earthquake frequency, b value, seismic window, foreshock,seismic concentration (concentration degree, spacial concentration degree, recurrence time between earthquakes, stress drop of earthquake, down dip associated with faults seismic coda wave total area of fault plane (Σ(t)), regulatory ratio of small earthquakes, seismic inhomogenous degree (GL value), Algorithmic Complexity (C(n), Ac), parameter of seismic gap, area of earthquake coverage (A value), η value, D value. If one of the prediction type is reported, its corresponding binary digit is assigned to 1, or 0.attributes reduction aims to find the redundant (unimportant) attributes and then delete them. The Record the reduce attribute traces involves Attribute reduction, removal of excess property and extracting useful information; The latter is mainly rule acquisition, namely the use of rough set for direct access to the rules set by the value reduction method by the set of instances to record every rows' result of comparing the row array with the matrix .Using the unmatched and unbalanced training data and test data, shows the best overall prediction accuracy level at 98.4%, when using the rough set theory based on information entropy. Inclusion of prior information into the data learning and data analysis processes.treatment of high abstraction layer provides a convenient; fuzzy Set (Fuzzy Set) theory need to rely on a priori knowledge of the uncertainty .The decisionmaking table, which gives the application of rough set method brings great convenience; Second, the rules in the real world uncertainty The uncertainty. Inaccuracy is discovered from the database Qualitative knowledge for the use of force and the rough set method Land; Third, from the data abnormal exclude knowledge discovery. The use of rough set method is used for knowledge discovery. Statistical methods assume that the training set to obey a Statistical distribution model F, and then with a significance test to define And found isolated points. The main drawback of the method is the vast majority of Number of tests for a single property, while many data mining found in the multidimensional space of isolated points; The application of rough set theory can be classified as two types of tasks: Analysis of the decision-making and decision analysis. This prior information may be either knowledge about the data structure like distributional information or some particular expert knowledge regarding the underlying, potentially complex, process which has generated the observed data . The classification of unseen points is done by voting while bagging is used to create the training set of data items for each individual tree. The number of features randomly chosen (from n total) at each node is a parameter of this approach. Each tree gives a vote that indicates the tree's decision about the class of the object. The available data is split into a training subset, a validation subset, and a testing subset (Stone 1974). The training subset, the first eleven tropical storm events with 378 set data (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) , is devoted to adjusting the parameters and weights of the network. The descriptive statistics of chosen events are briefly provided in Table 1 . For the purpose of comparison, the conceptual IUH is used to simulate the runoff during tropical storms. IUH, which is an impulse response function, is a hydrograph with unit amount of excess rainfall and infinitesimally small duration. The IUH can be determined by mathematical methods, for example, The dataset for foreshock classification may belong to multiple categories (i.e., multi-label problem) there may be possible errors in the manually generated labels of the training sets (i.e., categories) of future tremors likelihood , which can impact the performance of learning algorithms. Random inputs and random features produce good results in classification-less so in regression. For larger data sets, we can gain accuracy by combining random features with bagging.
Early Warning Module
The decision tree for identifying the class attribute for the foreshock occurrence is classified using a voting algorithm. If we have an infinite number of independent training sets, test instance can be classified and a single answer determined for the majority vote by means of a bias variance decomposition. Bias is the mean square error expected when averaging over models built from all possible training sets of the fixed size and variance is the expected error of single model built from particular training data. The above classification method generates a ensemble of classifiers thus giving excellent results. Sensors would sense tremors, strain energy accumulated in Earth and temperature of surrounding air. The flow of signals would be from outer circle to inner circle ending at the base station. Peripheral layers of sensors would just sense and for-ward signals, inner sophisticated layers of sensors would show some discretion in forwarding the signals. The inner layers of sensors would process the signal as critical or noncritical, if critical then the signal is forwarded and if non-critical, then the signal is stored for some definite time. A classifier tool will add mobility to the prism by communicating the central server of the proposed Heterogeneous system to make direct satellite communication, through the satellites various government and private rescue facilities can be alerted and evacuation missions can be carried out before the Earthquake hits. Fig 1: Labels fed into the machine learning algorithm to generate a model using feature extractor is used to convert unseen inputs to feature sets for government facilities
Metrics
To measure the performance of a classification method we use four metrics: precision, recall, aggregate precision, and f measure. The precision of an algorithm is the ratio of True Positives over the sum of True Positives and False Positives .Recall is the ratio of True Positives over the sum of True Positives and False Negatives, or the percentage of flows in an application class that are correctly identified. Aggregate precision is the ratio of the sum of all True Positives to the sum of all the True Positives and False Positives for all classes. The two former metrics to evaluate the quality of classification results for each application class and the latter metric to characterize the overall accuracy of a classifier on the whole trace set. Finally, F-Measure combines precision and recall into a single metric for test accuracy by taking their harmonic mean; 2×precision×recall/ (precision + recall). We use this metric to compare and rank per-application performance of machine learning algorithms[ Table 1 ] included in weka. The error levels when applying the classifier to the training data gives error levels during a 10-fold cross-validation. For our purposes the most important figures here are the numbers of correctly and incorrectly classified instances. The study intends to investigate how the system can incorporate modeling techniques which require a computationally intensive "fitting" phase. The ARIMA models described in [23] , the self-similarity analysis outlined in [24] , and the semi-nonparametric techniques discussed in [25] , all provide immediately promising avenues of investigation. We would like to discern the relationship between the computational complexity devoted to making a forecast its accuracy. We also plan to integrate other sensory mechanisms such as those described in [26] , and to investigate how groups of forecasts may be composed to yield higher-level performance characteristics. 
V. Discussion
This paper presented some ideas for enhancing the acquisition process of natural disaster based foreshock data. Data granularity uncertainty coarse expression providing rough set theory is introduced into the direction of the relationship between the expression proposed direction. Rough expression, expression method and variable precision to enhance the accuracy and processing and analysis capabilities, and the ability for cutting objects and fine direction relations between objects into a unified framework. In particular, a system is proposed that automatically populates a natural disaster database by extracting information from offline catalog data and information retrieval based system. Better results can be achieved by use of new and enhanced features, and especially by the use of costsensitive learning to bias the categorizer towards lowering the false positive rate at the expense of the false negative rate for a classification tree algorithm reflect actual monitoring system goals. Future work will fall under three main areas: identification of additional features to help inform categorization; improved categorization algorithms suited for specific task and events and the use of cost-sensitive learning to help improve results. The need for an real time dynamic resource description framework is needed to implement our classification tree. A large number of real mapping data automatically into the new system for the establishment of database, saving a lot of costs and time costs. With System database data constantly full, and greatly enhanced listings mapping data utilization, but also for severity management analysis can be done in detail. The sharing of virtual servers updated real time can be used to tag events across different data sets. Machine learning algorithm can be used to give causal relationships between those features and patterns in natural language processing can test for statistical inference (fig 2) . Length unit generates the time interval corresponding to the size of the package. This is a random integer, calculated in accordance with the size of the package as in table. strategies is the fact that the model provides continuity in the design and development process and is used to test optimizations and get bottlenecks for proposed system.
Characteristic function needs to be set up to estimate nature of the fracture point directly for quantification of the region of interest.Geographic objects having topological relations provides use of rough set theory proposed for the identification and description of fuzzy region or regional targets spatial relationships between expansion modules. Our future work will be mainly focused on the solution of these two inconveniences. In addition, it will consider the collection of a bigger training set and the construction of a set of binary classifiers, one for each kind of desired data.
