We consider the following partial integro-differential equation (Allen-Cahn equation with memory):
Introduction
Phase-field models are known as an effective mathematical tool for investigation of nonlinear dynamics in phase transition problems. In classical phase-field models [1] [2] [3] , the order parameter field and other relevant fields (e.g., the temperature field) are governed by partial differential equations that are local in time and space. However, if the physical process is characterized by some additional internal (hidden) variables, which relax in time slowly, the apparent dynamics is non-local. A typical example is the glass transition [4] , where a slow structural relaxation leads to a temporal non-locality (memory) of heat conduction [5] . The phase separation in polymer mixtures near a glass transition is characterized by a memory effect in the connection between the chemical potential µ(t) and the order parameter φ(x, t) [6] [7] [8] which can be written in a general form as µ(t) = t −∞ A(t − t )(δF /δφ)(t ) dt , whereF is a normalized free energy of the system. Some more details on the possible physical mechanisms of the memory effect are presented in [9] . In the case where the memory effect is modelled by a single-exponent kernel, the phase transition dynamics can be described by a local, higher order differential equation [10] . Generally, the single-exponent approximation is not sufficient [4] , and the memory effect is unavoidably described by integro-differential equations.
In this paper, we consider two related problems. The first one is
where φ(x, t) is a field, called an order parameter, defined in Ω × [0, T ], where Ω ⊂ R 2 and T > 0, with Dirichlet and Neumann boundary conditions. The parameter is assumed to be small, 1, f (φ) is a real odd function with a positive maximum equal to φ * , a negative minimum equal to −φ * and precisely three zeros in the closed interval [−b, b] located at 0 and ±b, where b is a positive constant. The operator ∆ is the Laplace operator. The kernel a is assumed to be a piecewise continuous, differentiable at the origin and scalar-valued function on (0, ∞) satisfying additional conditions to be described later. Using the notation of convolution
The second problem, the phase-field equations with memory, is
defined in Ω× [0, t] , where Ω ⊂ R 2 and T > 0 with Dirichlet and Neumann boundary conditions for the temperature field, u(x, t), and the order parameter, φ(x, t), respectively, and for u vanishing initially. The parameters and f (φ) are as for (1) and the kernels a 1 and a 2 are similar to a. Eq. (1) can be thought of as a phenomenological equation based on energetic penalization driving the evolution of the system toward equilibrium states, where the response of the system to force driving phase change is delayed. More specifically, let us call
, the free energy of the system. The functional derivative of the free energy, δF (φ)/δφ is considered as a generalized force indicative of the tendency of the free energy to decay towards a minimum. The equation is obtained by assuming that the response of φ to the tendency of the free energy to decay towards a minimum is given by [10, 11] 2 φ t = −a * δF δφ .
Specific cases of Eq. (1) are a(t) = δ(t), the Allen-Cahn equation
which is the simplest model of phase transition with a non-conserved order parameter, and the damped Klein-Gordon equation (used, e.g., in the theory of long Josephson junctions)
which is obtained for an exponentially decreasing kernel of type [10] a(t) = e −γ t .
The phase-field equations with memory (2) describe the process of phase transitions with memory effects. The first equation in (2) is a heat equation for a non-Fourier heat transfer process [14, 15] . The second equation is obtained in a similar way as Eq. (1) [11] . For a 1 (t) = a 2 (t) = δ(t), system (2) gives rise to the classical phase-field equations with a non-conserved order parameter
When a i (t) = α i e γ i t , i = 1, 2, with α i and γ i being non-negative constants, the following hyperbolic phase-field equations with a non-conserved order parameter are obtained by differentiating Eq. (2) and appropriate rescaling:
In what follows, we assume that there exists a solution φ(x, t) of (1) or {u(x, t), φ(x, t)} of (2) defined for all small , every x ∈ Ω and every t ∈ [0, T ] which contains an internal layer. We also assume, for such solutions, that for all small ≥ 0 and all t ∈ [0, T ], the domain Ω can be divided into two open regions Ω + (t; ) and Ω − (t, ) with a curve Γ (t; ), separating between them. This interface defined by
is assumed to be smooth, which implies that its curvature and its velocity are bounded independently of . The function φ is assumed to vary continuously across the interface, far from the interface tending to 1 as goes to 0 when x ∈ Ω + (t; ), tending to −1 as goes to 0 when x ∈ Ω − (t, ), with rapid spatial variation close to the interface. The problem is to derive a closed equation for the evolution of the interface asymptotically valid as → 0. The latter problem has been studied formerly by means of formal asymptotic analysis for PDEs (3) and (4) [2, 3, 16] , as well as for systems (6) and (7) [10, 17] . For (3) and (6), fronts evolve according to the mean curvature flow equation [18] [19] [20] 
where v is the normal velocity of the interface and κ its curvature. If y = S(x, t) is the Cartesian description of the interface, Eq. (9) reads
For the undamped Klein-Gordon equation (4) with γ = h = 0, Neu [17] proved that the evolution of the interface is governed by the Born-Infeld equation
For (4) with γ > 0 and for (7) Rotstein and Nepomnyashchy [10] and Rotstein [11] (for other possible formulations see [1, 12, 13] ) showed that fronts move according to an extended version of the Born-Infeld equation given by
where the parameters ν (proportional to h in (4)) and α are defined later. In local (geometric) coordinates Eq. (11) reads
where v, v t and κ are the normal velocity, normal acceleration and curvature of the interface, respectively. Eq. (11) or (12) has been studied in [11] , and in [17] for γ = ν = 0.
The case of integro-differential equations (1) and (2) is still less investigated. For (2) and for kernels which are Laplace transforms of suitable functions satisfying
whereᾱ(s) is the inverse Laplace transform of a(t), Rotstein [11] and Rotstein et al. [21] showed that the equation governing the motion of the interface is also (11) where in this case
Note that conditions (13) are equivalent to inequalities a(0) < ∞ and a (0) < ∞.
In the present paper, we show that in the asymptotic limit studied and for kernels satisfying (13), Eq. (1) is equivalent to (4) from the point of view of fronts motion; i.e., the evolution of interfaces is described by the same Eq. (11) with
(p) dp (p)p dp .
We also find the equivalence between (2) and (7) [21] for a more general class of kernels, described below. In Section 2, we describe the class of kernels considered in this work, given some examples and explain our strategy in dealing with them. In Section 3, we derive the equation of front motion for (1). We present the derivation treating the equation in Cartesian coordinates and representing the kernel as a Laplace transform of a suitable function.
For kernels represented as a Fourier transform of suitable functions the derivation is similar adapting conditions (13) . In our derivation we assume that the interface has no oscillations in the sense that there are no points on the interface for which the velocity vanishes; i.e., the front is an advancing front. This assumption is not necessary for the case of exponentially decreasing kernels; i.e., for (4) . In Section 4, we derive the equation of front motion for (2) in the case where kernels are inverse Fourier transforms of suitable functions. Here, we treat the problem in local coordinates. The reason for the choice of different techniques in Sections 3 and 4 is not the difference between two problems but our desire to demonstrate different techniques, while both problems could be generally solved by the same technique.
Description of the class of kernels considered
In order to deal with the memory integral in deriving the equations of front motion for either (1) or (2), we represent the kernels as Laplace transforms of suitable functions; i.e.,
−pt dp.
Adding the index i to a(t) andᾱ(p), we get the expression for the kernels in (2) . In what follows we will use the notationê p = e −pt . Substituting (14) into (1), rearranging terms and defining
where it is understood that χ is also a function of the space variable x and it is defined for all x ∈ Ω, we obtain
for all p ∈ [0, ∞). Note that χ satisfies χ(0, p) = 0 for all x ∈ Ω and for all p ∈ [0, ∞). For the phase-field equations with memory, substituting (14) with the index i for i = 1, 2 into (2), rearranging terms and calling
where, again, it is understood that χ and v are also functions of the space variable x and are defined for all x ∈ Ω, we obtain
for all p ∈ [0, ∞). 
In the latter case we can define for k = 1, 2, . . . , n
and substitute into (1) obtaining
for k = 1, 2, . . . , n. It is clear that (21) is a particular (discrete) case of (16) and the simplest generalization of (4). This discussion can be easily adapted to system (2). The approach discussed up to now in this section allows us to consider kernels which are not necessarily exponentially decreasing. Examples are, for positive α, β and γ : a(t) = 1/(γ t +α), for whichᾱ(p) = 1/γ exp(−(α/γ )t) or more generally, a(t) = 1/(γ t+α) n (with n a positive integer), for whichᾱ(p) = 1/(γ n (n−1)!)p n−1 exp(−(α/γ )t); a(t) = β/((γ t +α) 2 +β 2 ) and a(t) = (γ t +α)/((γ t +α) 2 +β 2 ) for whichᾱ(p) = 1/γ 2 exp(−(α/γ )t) sin(βp) and α(p) = 1/γ 2 exp(−(α/γ )t) cos(βp), respectively. A class of kernels not included in (14) is a(t) = α e −γ t cos(βt), or equivalently,
From a slightly different point of view, kernels of the type a(t) = α e −γ t cos(βt) can be represented as Fourier transforms of suitable functions
wherê
In this case the function a(t) is understood to be defined for all t and being equal to zero for t < 0. Substituting (22) into (1), rearranging terms and defining
where it is understood that χ is a function of the space variable x ∈ Ω, we obtain an expression identical to (16) with p changed by w, with i multiplying the second term in the right-hand side part of the second equation and with the lower limit of integration changed from 0 to −∞ in both integrals. The same can be done for the phase-field equations memory defining
v(t; w) =ê −iw * ∆u.
Note that the result, i.e., the equation of front motion, will be independent of the form that we choose to describe the kernels.
The Allen-Cahn equation with memory -asymptotic analysis in Cartesian coordinates
For points outside the interface and for > 0, we expand φ as follows:
and substitute into (1) obtaining the O(1) and O( ), respectively, where * stands for convolution
whose solution is f (φ 0 ) = 0 (or φ 0 = ±1), and
giving f (φ 0 )φ 1 + h = 0. Thus, for points which have not yet been reached by the moving front, we have
for all p ∈ [0, ∞). For the asymptotic analysis using Cartesian coordinates the interface is represented by y = S(x, t, ) for sufficiently small and assume S t = 0 for all x ∈ Ω and all t ≥ 0. We define a new variable
which is assumed to be O(1) as → 0 near the interface. We call Φ the asymptotic form of φ as → 0 with z fixed; i.e.,
The field equations (16) in (z, x, t) coordinates, after differentiating the first equation with respect to t and calling χ = Υ (x, z, t; p, ), become (see [10] for the coordinate transformation)
The asymptotic expansion of Φ is assumed to have the form
Substituting into (29) and equating coefficients of the corresponding powers of , we obtain the following problems for O(1), O( ) and O( 2 ), respectively,
z ] dp,
for all p ∈ [0, ∞). From (26) and (27), we have
From (31), we have Υ 0 z (x, z, t; p) = 0 for all p ∈ [0, ∞). Integrating with respect to z and applying condition (34) (assuming S t = 0) yields
for all p ∈ [0, ∞). Substituting (36) into (32) the second equation becomes
We see that Υ 1 z does not depend on p. We multiply the second equation in (32) by α(p) and integrate with respect to p. We obtain
(p) dp, since Φ and S do not depend on p. We call
(p) dp
obtaining
From (37), we have that S t Υ 1 z = −αS 2 t Φ 0 zz . Integrating with respect to z and applying condition (35), we obtain
In order to solve (39) we define a new variable
In terms of ξ , Eq. (39) reads
whose solution is
Multiplying the second equation in (33) by α(p), integrating with respect to p, replacing (40) into (33), and rearranging terms we obtain
Setting
(p)p dp .
In terms of ξ , x and t Eq. (44) reads (see [10] for the coordinate transformation)
It is straightforward to check that Ψ (ξ ) satisfies the homogeneous equation
This implies that the operator Λ defined by
has a simple eigenvalue at the origin with Ψ as the corresponding eigenfunction. Now the solvability condition for Eq. (46) gives
A simple calculation shows that
Defining
Substituting (50) and (51) into (49), multiplying Eq. (49) by (1 + S 2 x − α 2 S 2 t ) 3/2 and rearranging terms we obtain (11) . Note that for f (φ) = 
The phase-field equations with memory -asymptotic analysis in local coordinates

Assumptions and definitions
For the asymptotic analysis, using local coordinates, we set x = (x 1 , x 2 ) and call d(x) the distance from x to Γ ; i.e., d(x) = dist(x, Γ ). We next define a local orthogonal coordinate system (r, s) in a neighbourhood of Γ in the following way:
and s(x, t; ), a smooth function of t, such that on Γ (t; ) it measures arc-length from some point which moves normally to Γ as t varies. The assumed initial smoothness of Γ (t; ) implies that r is a smooth function, at least, in a sufficiently small neighbourhood of Γ . The outer expansions of φ and u are assumed to have the form
In order to determine the inner expansions we first define the inner variable
and then assume the inner expansions to be given by
The very definition of Γ requires Φ(0, s, t; ) = 0. In what follows we will use the following notation to refer to any variable g evaluated by approaching Γ from either side (r > 0 or r < 0):
The following relations between the inner and outer variables obtained in [3] are assumed to hold as ρ → ±∞:
Derivation of the equations of motion
Let us look at the system (2) assuming that u = 0 initially and along the boundary.
Outer problems
Substituting (53) and (54) into (2) and equating coefficients of the corresponding powers of , we obtain the O(1) and O( ) outer problems, respectively, for points where the interface has not yet arrived
The solution of (62), given the assumed initial and boundary conditions for u, is u 0 ≡ 0, φ 0 = ±1. The solution of (63) is u 1 ≡ 0, φ 1 ≡ 0.
Inner problems
From the solution of the outer problems (62) and (63) and for points where the moving front has not yet arrived, we have
for all x ∈ Ω and w ∈ (−∞, ∞). System (2), after replacing the kernel by its inverse Fourier expansion, expressed in the (z, s, t) coordinates, after differentiating the first and third equations with respect to t and calling v = V (z, s, t; w, ) and χ = Υ (z, s, t; w, ), becomes
for w ∈ (−∞, ∞). From (64) and (65) we have
Substituting (56) and (57) 
Substituting (77) into the third and fourth equations in (71), multiplying the fourth equation byᾱ 2 and integrating with respect to w yields
where
Eq. (79) expressed in the (ξ, s, t) coordinate system reads
It is straightforward to check that Ψ (ξ ) satisfies the homogeneous equation 
Taking into consideration that on the interface ∆r = κ, the curvature of the interface, and that r t = −v, its normal velocity [16] , Eq. (83) becomes (12).
Conclusions
In this paper, we showed that to the leading order and for a large class of kernels a, a 1 and a 2 under suitable assumptions on them, the law governing the evolution of interfaces for the integro-differential equation (1) is the same as for the differential equation (4) . It is easy to see that γ is given by γ = − a (0) (a(0)) 2 .
For Eq. (2) the result is similar with γ and a changed by γ 2 and a 2 . Our derivation is only valid for advancing fronts; i.e., non-oscillating fronts in the sense that there exist points on the interface with vanishing velocity. This restriction prevent us from analysing the system where those oscillations may be relevant. This assumption is not necessary when the kernels are exponentially decreasing [9, 10] .
To solve the O( ) problem for Eq. (2), we have assumed that |r t | = √ α 1 . On the other hand, assuming that 1 − α 2 v 2 > 0 initially and that there is no change of sign in this direction during the evolution, a fact which is true for the circular case, we can easily see from Eq. (12) that |r t | < 1/ √ α 2 . Therefore, if α 1 α 2 ≥ 1 the former assumption does not add further restrictions on the interfacial motion.
