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ABSTRACT
Understanding ice shelf–ocean interaction is fundamental to projecting the Antarctic ice sheet response to a warming climate. Numerical ice shelf–ocean models
are a powerful tool for simulating this interaction, yet are limited by inherent model weaknesses and scarce observations, leading to parameterisations that
are unverified and unvalidated below ice shelves. We explore how different models simulate ice shelf–ocean interaction using the 2nd Ice Shelf–Ocean Model
Intercomparison Project (ISOMIP+) framework. Vertical discretisation and resolution of the ocean model are shown to have a significant effect on ice shelf
basal melt rate, through differences in the distribution of meltwater fluxes and the calculation of thermal driving. Z-coordinate models, which generally have
coarser vertical resolution in ice shelf cavities, may simulate higher melt rates compared to terrain-following coordinate models. This is due to the typically
higher resolution of the ice–ocean boundary layer region in terrain following models, which allows better representation of a thin meltwater layer, increased
stratification, and as a result, better insulation of the ice from water below. We show that a terrain-following model, a z-level coordinate model and a hybrid
approach give similar results when the effective vertical resolution adjacent to the ice shelf base is similar, despite each model employing different paradigms
for distributing meltwater fluxes and sampling tracers for melting. We provide a benchmark for thermodynamic ice shelf–ocean interaction with different model
vertical coordinates and vertical resolutions, and suggest a framework for any future ice shelf–ocean thermodynamic parameterisations.

1. Introduction
Understanding the magnitude and distribution of basal melting
beneath ice shelves is critical to assessing current mass loss from
Antarctica and projecting the contribution from grounded ice to future
sea level rise. Basal melting is the largest source of mass loss (1516±106
Gt yr −1 ; Liu et al., 2015) from the Antarctic ice sheet, and affects the
grounded portions of the ice sheet through the reduction of buttressing
of tributary glaciers (Schoof, 2007). Hence, ice loss through basal
melting of the floating portions of the ice sheet can lead to glacier
acceleration and an increased contribution to sea level. Uncertainty
exists in the magnitude of recent Antarctic contribution to global mean
sea level rise (Church et al., 2013), with recent estimates of total
contribution over the period 1992–2017 being 4.6 ± 1.2 mm (Shepherd
et al., 2019) to 7.6 ± 3.9 mm (Shepherd et al., 2018). However, projections of Antarctic contributions under future warming scenarios contain
significantly higher uncertainty due to poorly understood processes that
might drive rapid ice discharge (e.g. Weertman, 1974; DeConto and
Pollard, 2016). In order to reduce uncertainty in current contributions

and improve projections of future contributions from Antarctica, we
require a better understanding of basal melting.
Numerical models that include the thermodynamic interaction between the ocean and the ice sheet provide the best option for investigating current and future sea level contributions from Antarctica, for
example see ROMS: Dinniman et al. (2007); MITgcm: Losch (2008);
FESOM: Timmermann et al. (2012); HIM/MOM6: Goldberg et al.
(2012a); COCO: Kusahara and Hasumi (2013); FVCOM: Zhou and
Hattermann (2020) and NEMO: Mathiot et al. (2017). These models provide wide spatial coverage and fine temporal resolution. Fully
coupled ocean–ice sheet models will allow full investigation of how
ocean-driven basal melting affects Antarctica, but are as yet still in their
infancy for large realistic domains. Ice shelf–ocean models which neglect ice dynamics and assume a steady-state ice geometry are therefore
the best current option. These models are based on widely used numerical ocean models, but with modifications to allow for pressure exerted
on the water column from the ice, and thermodynamic exchange of
heat and freshwater. Ice shelf–ocean models allow this data-poor environment to be explored by simulating both small-scale processes
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ice–ocean simulations with different models may respond differently to
this vertical resolution dependency.
Turbulence generated by velocity shear in the momentum boundary
layer is important for exchanging heat and salt to the base of the ice
shelf. However, the shape that this momentum boundary layer takes is
largely unconstrained except for a few sparse observations and recent
high resolution modelling efforts (see Section 4.2). Almost all ice–ocean
models adopt a simple parameterisation of the boundary layer, namely
that the surface shear stress (𝜏0 ) that drives turbulence is a quadratic
function of a representative water velocity (𝑈 ), 𝜏0 = 𝜌𝑠𝑤 𝐶𝐷 𝑈 2 , where
𝐶𝐷 is a dimensionless drag coefficient and 𝜌𝑠𝑤 is the ocean density. This
‘quadratic drag parameterisation’ can be written in terms of the friction
velocity 𝑢∗ as 𝑢2∗ = 𝐶𝐷 𝑈 2 . While the form of this parameterisation
can be used for predicting stress using a variety of representative
velocities (see Soulsby, 1983), the drag coefficient will be different for a
different representative velocity (e.g. ‘free stream velocity’ at the edge
of the boundary layer, depth averaged velocity, velocity at a specific
depth). The location for the sampling of the representative velocity is
unclear, and may also introduce a resolution dependency. For example,
the ‘free stream velocity’ should be sampled at the edge of the boundary
layer beyond the influence of interface friction, but this will change for
different roughnesses and for different water velocities. In the presence
of a strong upslope buoyant plume, which modifies the vertical velocity
profile (e.g. Jenkins, 2016), the relevance of the free stream velocity
to surface stress is also unclear. Likewise, while a ‘depth-averaged
velocity’ (across the entire water column) may be feasible in shallow
shelf seas, it is clearly not appropriate for overturning flow within an
ice shelf cavity. Sampling the velocity at a chosen depth (which most
models currently do) is susceptible to vertical resolution dependencies
and should likely be acquired within the log-layer ((1) m; Davis
and Nicholls, 2019) requiring both a high vertical resolution at the
ice–ocean interface and a 𝐶𝐷 that is a function of distance from the
interface.
Almost all ice–ocean models, including those used here, do not
currently implement more complex controls on how momentum exchange is calculated (such as varying where the representative velocity
is sampled due to surface roughness and ambient flows such as buoyant plumes) and so we note that this dependency exists but do not
investigate it in more detail.
Results presented in this article were obtained using the experimental setup from the second Ice Shelf–Ocean Model Intercomparison
Project, ISOMIP+ (Asay-Davis et al., 2016). However, this article is
neither intended to be a detailed overview of ISOMIP+, nor a comprehensive overview of the main results from the ISOMIP+ experiment (see
Asay-Davis et al., 2016). Instead, this article will explain key differences between a terrain-following vertical coordinate model (ROMS),
a z-coordinate model (COCO) and an Arbitrary-Lagrangian–Eulerian
vertical coordinate model (MPAS-O) within the ISOMIP+ framework.
The effect of vertical resolution on melt rate, and the effect of implicitly and explicitly parameterised vertical mixing on ice–ocean models
will also be investigated in the context of ISOMIP+ and ice–ocean
modelling as a whole. This article will improve understanding of the
differences in simulations that results from different model platforms.
Recommendations will be made for future modelling and observational
studies. However, this study, like ISOMIP+, is not designed to provide
the correct answer for ‘How ice–ocean interaction occurs and who
is simulating this correctly’. Section 2 provides a brief overview of
the ISOMIP+ common resolution and parameter (COM) experiments,
and models participating in this study. Section 3 summarises selected
ISOMIP+ results to illustrate the differences between different model
configurations, while the impact of chosen vertical resolution is demonstrated across different model frameworks. In Section 4, the dependence
on model vertical resolution is linked to vertical mixing processes and
the implications for understanding modelling studies and designing
future model simulations are discussed.

and the large-scale spatial and temporal evolution of Antarctic basal
melting. This is critical to improving estimates of Antarctic mass loss.
Furthermore, thermodynamic interaction between ice shelves and the
ocean can also modify broad-scale ocean circulation by freshening
affecting Antarctic Bottom Water formation and meridional overturning
circulation (Jacobs and Giulivi, 2010); and, potentially impact ecosystems by affecting the supply of the micronutrient dissolved iron in the
euphotic zone (Arrigo et al., 2015).
Limitations exist in the models however, principally in the parameterisations that drive the thermodynamic exchange between seawater
and ice. Thermodynamic interaction is typically parameterised with the
‘three-equation parameterisation’ (Hellmer and Olbers, 1989; Holland
and Jenkins, 1999), which can be formulated as:
𝜕𝑇 |
𝜌𝑓 𝑤 𝑚𝑤 𝐿𝑖 = 𝜌𝑖 𝑐𝑖 𝜅𝑖 - 𝑖 || − 𝜌𝑠𝑤 𝑐𝑠𝑤 𝑢∗ 𝛤𝑇 (𝑇𝑏 − 𝑇𝑀 )
𝜕𝑧 |𝑏

(1)

𝜌𝑓 𝑤 𝑚𝑤 𝑆𝑏 = −𝜌𝑠𝑤 𝑢∗ 𝛤𝑆 (𝑆𝑏 − 𝑆𝑀 )

(2)

𝑇𝑏 = 𝑎𝑆𝑏 + 𝑏 + 𝑐𝑝𝑏

(3)

𝑢2∗ = 𝐶𝐷 𝑢′𝑀

2

(4)

Here, 𝑚𝑤 is the melt rate (water equivalent), 𝑢∗ is the friction
velocity, 𝑇𝑏 , 𝑆𝑏 and 𝑝𝑏 are the temperature, salinity and pressure at the
ice base, 𝑇𝑀 , 𝑆𝑀 and 𝑢𝑀 are the temperature, salinity and velocity at
some specified distance from the ice base. In this ISOMIP+ application,
the heat diffusivity into ice (𝜅𝑖 ) is set to zero (insulating ice), and the
water speed explicitly includes a constant tidal offset, 𝑢′𝑀 2 = 𝑢2𝑀 +
𝑢2𝑡𝑖𝑑𝑎𝑙 . The turbulent exchange coefficients for temperature, 𝛤𝑇 , and
salt, 𝛤𝑆 , will be discussed throughout this paper. Other parameters are
constants, as defined in Jenkins et al. (2010), with subscripts 𝑓 𝑤 and
𝑠𝑤 referring to freshwater and seawater, respectively.
This approach sees widespread use and is the most commonly applied parameterisation (see for example Dinniman et al., 2015; GaltonFenzi et al., 2012; Kusahara et al., 2017; Gwyther et al., 2014). The
three-equation parameterisation divides the interface region into ice,
ice–ocean interface and far-field ocean, and describes a conservation
of heat equation (Eq. (1)) and salt equation (Eq. (2)) with fluxes across
each boundary. The linearised freezing point temperature (Eq. (3)), a
function of in situ salinity and pressure, closes the parameterisation
and allows the equations to be solved for melt rate (as well as the
temperature and salinity) at the ice–ocean interface. Turbulent processes that mix heat and salt from the ocean below to the ice interface
are parameterised as turbulent exchange rates or velocities. The description of turbulent exchange is based on empirical evidence: sea
ice observations (e.g. McPhee et al., 1987; McPhee, 1992) and laboratory experiments (Kader and Yaglom, 1972). Evidence from below the
Ronne-Filchner Ice Shelf supports the three-equation parameterisation,
but also suggests that a simplified parameterisation would fit the data
equally well (Jenkins et al., 2010). Observations of double diffusive
staircases beneath George VI Ice Shelf are an example where the threeequation parameterisation has been shown to not accurately solve for
melt rate (Kimura et al., 2015). Davis and Nicholls (2019) showed
that the law of the wall assumption, inherent in the three-equation
parameterisation, does not hold at weak flow speeds.
This parameterisation has been applied to many ice–ocean models
with different vertical configurations. Typically, the parameterisation
is applied between the top model cell and the ice, and hence the location where the temperature to drive melting is sampled changes as a
function of the vertical resolution. Likewise, the depth over which heat
and freshwater fluxes from melt are released will change depending on
vertical resolution. As a result, the simulated melt rate is often a direct
function of vertical resolution. However, as will be discussed below,
the temperature to drive melting can also be computed as an average
over a model ‘mixed layer’ that may include more than one vertical
grid cell, in which case the simulated melt may be a more complicated
function of vertical resolution. Since the practical implementation of
these parameterisations differs across model frameworks, the results of
2
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2. Experimental setup

full grid cell, but could be set to be several cells below, or indeed could
be set to be independent of vertical resolution (e.g. MPAS-O). Likewise,
the choice of where to sample the far-field temperature is generally at
a certain depth below the ice shelf base (Kimura et al., 2013) or as the
average down to the mixed layer depth. In this comparison, COCO and
MPAS-O each employ unique boundary layer schemes, with MPAS-O
using a modified Losch-style scheme. ROMS is configured to sample
temperature and salinity at the top grid cell (generally ∼1 m thick)
and release meltwater into the top model cell, allowing the vertical
mixing scheme to parameterise the transport of momentum and tracers
downwards. More details of the boundary layer mixing schemes for
each model are given in Table 1, Table A.1, and at relevant locations
through the text.
Most modern models use transfer rates (turbulent exchange velocities for temperature 𝛾𝑇 and salinity 𝛾𝑆 ) that vary as a complex
function of velocity amongst other parameters, following McPhee et al.
(1987). ISOMIP+ specifies a velocity-dependent formulation where the
exchange velocities, 𝛾𝑇 and 𝛾𝑆 are linear functions of the friction
velocity 𝑢∗ , such that 𝛾𝑇 ∕𝑆 = 𝑢∗ 𝛤𝑇 ∕𝑆 , where the turbulent heat and salt
transfer coefficients for temperature and salt, 𝛤𝑇 and 𝛤𝑆 , are assumed
to be constant. Observations of turbulent exchange below sea ice offer
support for this assumption (McPhee and Kottmeier, 1999). In the
parameter studies that follow, we vary the transfer coefficient between
experiments, to assess the impact of weaker to stronger turbulence.

The Marine Ice Sheet–Ocean Model Intercomparison Project (MISOMIP; A Climate and Cryosphere Project targeted activity1 ) describes
a semi-idealised fjord-like bathymetry with a glacier and ice shelf. The
intercomparison project will consist of an ice sheet component and an
ice shelf–ocean component (ISOMIP+ Asay-Davis et al., 2016). The aim
of MISOMIP is to aid in the validation and development of fully coupled
ice sheet–ocean models, together with their constituent stand-alone
components.
ISOMIP+ follows the precedent established by several previous idealised ice shelf–ocean modelling studies (Grosfeld et al., 1997; Holland
et al., 2008; Losch, 2008; Little et al., 2008, 2009; Goldberg et al.,
2012a,b; Kimura et al., 2013; Dansereau et al., 2014; Gwyther et al.,
2015, 2016), and the original ISOMIP (Hunter, 2006). The aim of
these experiments is to provide a test case for development of ice
shelf–ocean model applications; explore and better understand ice–
ocean interaction; and, compare different modelling frameworks and
parameters. The specifications for ISOMIP+ outline five experiments
with different initial and boundary forcing conditions, as well as (in two
experiments) a time-varying ice geometry. ISOMIP+ is chosen as the
experimental framework so as to facilitate easier comparison to results
from other models in ISOMIP+, and those developed in the future.
The first three experiments in ISOMIP+, Ocean0, Ocean1 and
Ocean2, use a steady-state ice geometry. They are designed to examine
the response of basal melting and circulation within the ice shelf cavity
to far-field ocean forcing. The first experiment, Ocean0, uses warm
initial conditions throughout the cavity and continually restores at the
northern boundary to the same initial conditions. Ocean1 is designed to
examine the response to a warming ocean, and hence is initialised with
cold oceanic conditions and has restoring at the northern boundary to
warm conditions. Ocean2 is designed to examine the response to a cooling ocean, and hence is initialised with warm oceanic conditions and
has restoring to cool conditions at the northern boundary. The details
for these experiments are covered at length in Asay-Davis et al. (2016).
In this study, the experiment Ocean0 is chosen as the base of comparison for the different models. This is because the initial and restoring
conditions allow for faster model spin-up than Ocean1 or Ocean2, with
ocean conditions typically reaching a quasi-steady state in one to two
years. However, in Section 3.4 we use the same geometry, but with cold
initial condition and cold restoring conditions to simulate a cold cavity
environment, with details given in Asay-Davis et al. (2016).
In ISOMIP+, interior vertical mixing is similar for each model with
constant values of vertical diffusivity and viscosity. If the local stratification is unstable, vertical diffusivity and viscosity are increased to
larger constant values. The experimental design excludes more complex
parameterisations of vertical mixing, for example K-Profile Parameterisation (KPP Large et al., 1994) which includes a non-local surface
boundary layer and instability from resolved vertical shear, unresolved
double diffusivity and internal waves in the calculation of interior
diffusivity and viscosity.
Vertical mixing at the ice shelf–ocean boundary region must be
considered separately. For the z-coordinate models in ISOMIP+, the
vertical resolution may not resolve the ice shelf–ocean boundary layer,
particularly where melting produces a stably stratified and thin boundary layer (e.g. 12 m beneath melting sites on Pine Island Glacier; Stanton
et al., 2013). This is also true for z-coordinate models in realistic applications, where computational efficiency does not allow for sufficient
vertical resolution to resolve the ice–ocean boundary layer. As the
boundary layer is not resolved, a separate parameterisation is generally
employed. ISOMIP+ prescribes the boundary layer method similar
to that described in Losch (2008). This is achieved by distributing
meltwater released by basal melting down to a prescribed depth below
the ice–ocean interface, which in Losch (2008) was equivalent to one
1

2.1. Model descriptions
The Regional Ocean Modeling System (ROMS) is a 3D numerical
ocean model developed for coastal ocean modelling studies (Shchepetkin and McWilliams, 2005). It uses a terrain-following vertical coordinate configured to provide higher resolution at the ocean surface and at
the bathymetry (‘‘𝑠-coordinate’’), to better resolve surface and bottom
boundary layers, and lower resolution in the mid-depths. Modifications
to ROMS allow for ice shelves (following Dinniman et al., 2007; GaltonFenzi et al., 2012), with ice–ocean thermodynamic interaction from the
three-equation melting/freezing parameterisation (Hellmer and Olbers,
1989; Holland and Jenkins, 1999). The geometry and chosen vertical
scaling coordinate produced top-layer cells of thickness 0.5 m near the
grounding line, 3 m at mid-ice shelf and 5 m near the ice front.
The Center for Climate System Research Ocean Component Model
(COCO) is a z-coordinate, coupled ocean-sea ice model developed in
partnership between the Japan Agency for Marine-Earth Science and
Technology and the Atmosphere and Ocean Research Institute, the University of Tokyo. Like ROMS, COCO solves the primitive equation under
the Boussinesq and hydrostatic approximations, and includes a steadystate ice shelf component (Kusahara and Hasumi, 2013). It has been
used for modelling ocean-cryosphere interactions over the Southern
Ocean (Kusahara and Hasumi, 2013, 2014; Kusahara et al., 2017). In
the ISOMIP+ framework, COCO used a full-step representation for ice
shelf draft, instead of a partial-step treatment (Adcroft et al., 1997).
The full-step representation was used so that sampling of tracers and
momentum is computed in the centre of each cell at a known, constant
distance from the ice; with partial cells, this sampling would occur
at arbitrary distances depending on the thickness of each partial cell.
As configured for ISOMIP+ experiments, the vertical resolution was
chosen as 20 m, and temperature and salinity in the uppermost grid
cell were used to calculate basal melt rate. Meltwater fluxes were
distributed by complete mixing with original tracer properties down to
the prescribed depth; in the ISOMIP+ COM configuration, this is chosen
as 20 m, equivalent to the vertical resolution. In this study, we also
utilised COCO with higher vertical resolution of 2 m to examine the
dependence of basal melt rate on vertical resolution and thickness of
the prescribed mixed layer for fluxes. More details on the distribution
of meltwater over the prescribed distance are given in the Appendix.
The Model for Prediction Across Scales: Ocean (MPAS-O; Ringler
et al., 2013) is a Boussinesq, finite-volume primitive equation ocean

http://www.climate-cryosphere.org/activities/targeted/misomip
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Table 1
Model platforms compared in this study, and their respective vertical resolution dependencies.
Model

Flux mixing thickness

Tracer sampling distance

Resultant vertical resolution dependency

ROMS
COCO
MPAS-O

Top layer
Prescribed depth
Prescribed depth

Top layer
Top layer
Prescribed depth

Sampling and distributing fluxes both function of vertical resolution
Sampling function of vertical resolution; flux over prescribed ‘mixed layer’ depth
Averaging and distribution of fluxes over prescribed distance

model based on a horizontal mesh composed of Voronoi tesselation
of near-regular hexagons, and an Arbitrary–Lagrangian–Eulerian (ALE)
vertical coordinate (Petersen et al., 2014). In the ISOMIP+ experiments,
the coordinate is z* (Adcroft and Campin, 2004) in the open ocean
while beneath ice shelves it follows the ice draft (but not the seafloor,
where layers are instead dropped as they intersect the bathymetry in a
manner similar to z-level coordinates). Similar to Losch (2008), in most
experiments, temperature and salinity for calculating thermal driving
are found by averaging over cells within 10 m of the ice, and melt fluxes
(heat and freshwater) are distributed based on an exponential profile,
with a decay length scale of 10 m. Unless otherwise stated, the MPASO experiments presented in this paper are performed with 120 vertical
levels (corresponding to 6-m resolution in the open ocean and 2–3 m
below the ice shelf in the deeper parts of the cavity).
The ISOMIP+ specifications suggest tuning of the turbulent heat
transfer coefficient 𝛤𝑇 such that the spatial mean melt rates are
∼ 30 m yr −1 . As a result, the Ocean0 results shown here are conducted
with 𝛤𝑇 ,ROMS = 0.05, 𝛤𝑇 ,COCO = 0.025 and 𝛤𝑇 ,MPAS-O = 0.0194. In the
remainder of the text, values of 𝛤𝑇 are assumed to be these values
unless otherwise explicitly stated.
Note that in this study we will refer to ROMS configurations as
having high vertical resolution within the ice shelf cavities and zlevel models as having lower vertical resolution. We acknowledge that
vertical resolution of either coordinate system can be refined to high
or low resolution, but typically, resolutions are chosen in the aforementioned configuration. The benefit of terrain-following coordinate
models for ice shelf–ocean modelling is that they can be easily configured to simulate thin cells near to the ice–ocean interface without losing
computational efficiency. However, the remapping of the primitive
equations to a sigma-coordinate system can produce errors in the horizontal pressure gradient (Shchepetkin and McWilliams, 2003), leading
to spurious flows near steeper changes in water column thickness such
as at the ice front (Galton-Fenzi, 2009). Generally, sigma-coordinate
models employ smoothing to reduce this issue, which can remove finer
details in bathymetry and ice draft. Z-level models do not suffer from
this type of error. Lower vertical resolution in z-level models is chosen
to maintain computational efficiency — to obtain high resolution at
the ice shelf–ocean boundary layer, thin levels must be chosen from
near the surface of the ocean down to at least 2500 m. However, an
issue with z-level models is the misrepresentation of vertical mixing
near step-like topography (as a result of a coarse z-coordinate), which
is known to degrade bottom boundary layer plumes (Ezer and Mellor,
2004) but could also affect buoyant meltwater plumes. The impact of
different representations of the meltwater plume (and how that affects
horizontal properties of the plume) on the results presented here is
unclear.

this original parameterisation to calculate the amount of heat available
for melting, the thermal driving. Here we refer to the thermal driving
as the difference between the in situ freezing point at the ice–ocean
interface and the temperature some depth below the ice–ocean interface which represents the ‘ambient ocean’. This thermal driving will
also be modified by fresh meltwater feeding back on the freezing point,
and as such, is also implicitly a function of the ambient ocean salinity.
This has led to problems such as where to sample the temperature and
salinity that drive melting. In ROMS, these values are sampled in the
top ocean cell, which may or may not match the original design of
the three-equation parameterisation, depending on how thick the top
ocean cell is compared to any ice–ocean boundary layer. In z-coordinate
models that employ partial thickness cells, a simple boundary layer
scheme calculates the thermal driving with the mean temperature
over a prescribed distance from the ice (Losch, 2008). This prescribed
distance likely does not match the ice–ocean boundary-layer thickness.
As a result, resolution dependency exists in the method for calculating the thermal driving and the method by which meltwater is
released back into the model. The calculation of the thermal driving
typically involves either sampling of temperature and salinity in the
top model cell, or averaging across multiple cells. Meltwater fluxes
can likewise be applied into the top model layer, or distributed (via
mixing or fluxes) into a prescribed depth. We have chosen to refer to
the depth over which tracers are sampled or averaged in the calculation
of melt rate as the ‘tracer sampling distance’ (TSD), while the depth
over which meltwater fluxes are mixed or distributed will be referred
to as the ‘flux mixing thickness’ (FMT). The purpose of the rest of this
paper is investigate how the parameterisation choices made for the
tracer sampling distance and flux mixing thickness impact melt rate in
different model frameworks.
In Table 1, the vertical-resolution dependencies for model platforms
in this paper are shown, with more details given in Table A.1. In ROMS,
thermal driving is sampled and meltwater fluxes are distributed into
the top model layer. As a result, mixing immediately below the ice–
ocean interface must be dealt with by the internal vertical mixing
scheme. In COCO, meltwater fluxes are distributed over a prescribed
depth, but thermal driving is sampled in the top layer. In MPAS-O,
both the averaging of tracers for thermal driving and distribution of
meltwater fluxes is over a chosen prescribed depth. In reality, tracer
and momentum boundary layer thickness are a function of ocean and
interface properties and thus will vary in space and time. It seems
unlikely that they can be represented realistically by any fixed value.

2.2. Resolution dependencies in the ice–ocean thermodynamic parameterisation

The ISOMIP+ results of ROMS, COCO and MPAS-O are directly
compared, to highlight similarities and differences. A metric for model
comparison proposed for ISOMIP+ from Asay-Davis et al. (2016) was
the area-averaged melt rate where the ice draft (the ice–ocean interface) is deeper than 300 m. We use this metric throughout the rest of
the study focusing on the region below 300 m depth with areal extent
shown by the black outlines in Fig. 1. In ISOMIP+, specifications called
for the turbulent heat exchange coefficient 𝛤𝑇 to be tuned such that the
area-averaged melt rate was ∼ 30 m yr −1 , however even for very high
𝛤𝑇 , ROMS could not reach an area-averaged melt rate of 30 m yr −1 .
Melting is lower in ROMS by a factor of two compared to COCO and
MPAS-O (Fig. 1) with approximate steady state melting of 13.5 m yr −1

3. Results
3.1. Differences in melting

There are multiple vertical resolution dependencies in parameterisations of thermodynamic exchange in ice shelf–ocean models. All of
these dependencies relate to how heat is moved between the ocean
and ice, and the vertical distance over which this occurs. The Holland
and Jenkins (1999) parameterisation assumes an ice–ocean boundary
layer above an ocean mixed layer. The ocean mixed layer is assumed
to be well mixed and to have well defined properties such as layer
thickness and tracer quantities, as found in isopycnal models (e.g.
Holland and Jenkins, 2001). Subsequent models have generally adapted
4
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for ROMS, 30.9 m yr −1 for COCO, and 28.3 m yr −1 for MPAS-O. The
similar spatial patterns and mean magnitude of melt rates between
COCO and MPAS-O (compare Fig. 1b and c) is unsurprising given that
ISOMIP+ models were purposefully tuned (by adjusting 𝛤𝑇 ) to reach a
mean melt of 30 m yr −1 . The fact that ROMS (Fig. 1a) displays less than
half the mean melting of the other models will be shown to relate to
its higher vertical resolution.
The spatial distribution of thermal driving (𝑇∗ ≡ 𝑇𝑤 − 𝑇𝑓 ; difference
between the ambient ocean water temperature (see definition for each
model in Table 1), 𝑇𝑤 and the in situ pressure freezing point 𝑇𝑓 ) at
the end of the run shows similar differences (Fig. 2). ROMS again
displays much weaker 𝑇∗ across the ice shelf compared to both COCO
and MPAS-O.
A vertical transect (at 𝑦 = 40 km) through each model shows
temperature conditions for the cavity and open ocean area (Fig. 3). The
temperature distribution for each cavity is similar. The meltwater layer
is easily observable in the COCO and MPAS-O results as it is relatively
thick (see Fig. 3 insets). In ROMS, the meltwater layer adjacent to the
ice shelf is thin and cold (for example at x = 500 km, −2 ◦ C compared
to −1.3 ◦ C and −1.8 ◦ C for COCO and MPAS-O, respectively). As we
explore in the next section, the combination of the fact that ROMS computes melt based on ocean properties in the cells immediately below the
ice and the low vertical mixing prescribed in ISOMIP+ for the ambient
water column lead to lower thermal driving and reduced melting in
ROMS compared to COCO or MPAS-O. Even after adding additional
sources of mixing, including tides and a more complex vertical mixing
scheme (KPP), vertical mixing near the ice–ocean interface was not
strong enough to break down stratification and increase melt rates to
match z-level models (‘Typical configuration’ experiments in ISOMIP+,
which are not shown here).

By decreasing the vertical resolution in ROMS, accomplished by
reducing the number of vertical layers, melting increases. The ISOMIP+
experiments prescribe a low, constant rate of vertical mixing under
stable stratification (𝜅stab = 5×10−5 m2 s−2 for temperature and salinity).
Because of this prescription, the mixed layer depth is effectively the
thickness of the top model grid cell. As the average top cell thickness
is increased, through 𝛥𝑧TopAv = 1.1 m (orange line; Fig. 4), 2.3 m (black
line), and 4.8 m (yellow line), melting increases for any given 𝛤𝑇 value.
Above approximately 𝛤𝑇 = 0.01, melting only weakly varies with
increasing 𝛤𝑇 , but across all 𝛤𝑇 , melting increases with coarser vertical
resolution.
In ROMS, any mixing from the top cell into the ocean below results
from the internal mixing scheme. If there is limited mixing of heat from
below and lateral advection of heat from upstream, the dependence
of melt on resolution results from a lower total heat content being
available to the base of the ice shelf with a thinner top layer.
To further explain why ROMS has lower melt rates, we present
results where ROMS’ vertical mixing parameterisation has been modified to mimic the lower resolution and the boundary layer scheme
used in the ISOMIP+ z-level models. This modification adjusts vertical
tracer diffusivity to a constant, high value (identical to the unstable
convective adjustment diffusivity 𝜅unstab = 0.1 m2 s−2 ) from the ice
surface down to a chosen prescribed distance (20 m in this case) below
the ice surface (dashed curves in Fig. 4). Below this depth, diffusivity
returns to the specified background rate 𝜅stab . As a result, tracer values
sampled in the top cell will represent the mean value over the entire
tracer sampling distance; in practice this is imposing prescribed tracer
sampling distances and flux mixing thicknesses of 20 m, similar to
the Losch-style scheme common in z-level models. Momentum diffusivity is left unmodified. While these results provide only qualitatively
similar results to ISOMIP+ z-level models, they do show how ROMS
simulates melting with lower vertical resolution near the boundary
layer, while maintaining the same resolution through the rest of the
model.
The modified vertical mixing configuration (dashed lines; Fig. 4)
displays higher melting than the standard ISOMIP+ ROMS configuration (solid lines; Fig. 4). With the modified vertical mixing scheme, melt
rates match the magnitude of melt rates of the predominately z-level

3.2. ROMS melt rates as a function of vertical resolution
Here we show that weaker melting in ROMS is due to the thickness
of the top layer over which thermal driving is calculated and meltwater
is distributed by simulating melt rate at different vertical resolutions
and across a range of heat transfer coefficients, 𝛤𝑇 .
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models in ISOMIP+ (which are tuned to 30 m yr −1 ) for 𝛤𝑇 ∼ 0.06. Below
melt rates of 8 m yr −1 (or 𝛤𝑇 = 2.5×10−2 ), melt rates simulated with the
default and modified mixing schemes follow the same dependency on
𝛤𝑇 . This suggests that it is only at higher melt rates (above 8 m yr −1
in this case), that lower vertical resolution and the boundary layer
scheme of Losch (2008) increase vertical heat transport from below
into the top, relatively thin, ROMS model layer. At higher melt rates,
the meltwater layer is spread out over the entire 20 m mixed layer by
the modified mixing scheme, similar to the thicker prescribed depth
in the Losch-style boundary layer scheme, but the higher turbulent

transfer rate more effectively delivers this heat to the ice than in the
case of low 𝛤𝑇 and low melting. Note also that in the case of the
modified mixing experiments, where both the flux mixing thickness and
tracer sampling distance are set constant but 𝛥𝑧 (vertical resolution) is
changed, dependency of melting on vertical resolution is reduced (as
we will also see in Section 3.5).
Lower melt rates in ISOMIP+ (e.g. as simulated by ROMS) are
not as a result of a cooler cavity environment on the whole (see
Section 3.1), rather, they result from the parameterisation of vertical
mixing processes. For the same constant vertical diffusivity, deeper
6
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shelf reduces melt rates (cf. black and yellow lines; Fig. 5a). Likewise,
sampling thermal driving at 2 m and distributing fluxes within 2 m of
the ice shelf (×10 the vertical resolution of the ISOMIP+ configuration) leads to much lower melt rates in COCO. In Fig. 5b, a similar
experiment is performed in MPAS-O where tracer sampling distance
and flux mixing thickness are explicitly varied with vertical resolution
held fixed at 120 vertical layers (∼2–3 m, see Section 2.1). The results
are similar: decreasing the tracer sampling distance reduces melting
(in fact, more so than in COCO) and additionally decreasing the fluxdistribution depth further decreases melting. The blue line shows an
additional experiment that was not possible in COCO. Tracers are
sampled over the top 20 m but fluxes are distributed in the top 2 m,
leading to an increase in melt rates. This increase likely results from
a (partial) decoupling of melt fluxes and ambient tracers, where there
is little feedback from melting at the ice–ocean interface on ambient
properties far below, given the weak mixing. Furthermore, in the
Ocean0 experiment, the deeper the ambient temperature is sampled for
thermal driving, the warmer it will be because of the prescribed vertical
profile of temperature (Fig. 3).
To further explore the dependency on flux mixing thickness, we
ran a suite of experiments in COCO and MPAS-O with a constant
tracer sampling distance (2 m) but with different imposed flux mixing
thicknesses and 𝛤𝑇 values, as shown in Fig. 6. In both models, a flux
mixing thickness thinner than 10 m limits melting to a maximum of
∼ 30 m yr −1 , even with high 𝛤𝑇 values. The small 𝛤𝑇 regime, where
increasing the flux mixing thickness has negligible impact on melting,
is larger for COCO (𝛤𝑇 < 0.03) compared to MPAS-O (𝛤𝑇 < 0.01),
indicating the impact that different model frameworks have in the
simulation of melting. However, for both models, choosing a thinner
flux mixing thickness generally will reduce melt rates, and likewise
for decreasing the turbulent heat transfer 𝛤𝑇 . As in Fig. 5, there are
qualitative similarities in the response of melting simulated by COCO
and MPAS-O to changes in 𝛤𝑇 and the FMT, but differences in the
details are likely due to the different application of boundary layer
schemes.
Through decreasing the flux mixing thickness, vertical fluxes in the
z-level model COCO and the ALE model MPAS-O are made to resemble
that of a terrain-following coordinate model. At high resolution with
a thin mixed layer depth (2 m for both), increasing the turbulent
heat flux 𝛤𝑇 was insufficient to transport heat to the ice surface and
reach the melt rates (∼ 30 m yr −1 ) simulated by z-level models with
coarse resolution for the same experiment. These results also show the
complex and covariant impact that the flux mixing thickness and tracer
sampling distance have in governing melt rates.
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mixing of fluxes and tracers will result in the ice–ocean interface being
exposed to deeper and warmer waters, and thus higher melting. This
is evidenced by the reduction of melt rates shown by COCO (a z-level
model) if the z-levels and the pre-defined FMT are made nearly as thin
as ROMS levels (see Section 3.3).
3.3. Impact of vertical resolution in other models
We utilised COCO with two vertical resolutions (a 2 m high resolution configuration, and the 20 m ISOMIP+ COM configuration) in
order to examine the dependency of basal melt rate on the vertical
resolution, thickness of the boundary layer, and the turbulent heat
transfer rate, 𝛤𝑇 . COCO employs a boundary layer scheme that is
quite different from a Losch-style boundary layer scheme. In the case
of COCO, tracers for melting are taken from the values in the top
model cell. Meltwater flux is distributed uniformly over a Losch-style
prescribed depth (though this depth is not necessarily identical to the
vertical resolution), and the added meltwater is mixed completely with
the original tracer properties.
The Ocean0 experiment with a one year integration is used to
assess the dependency of basal melt on vertical resolution as simulated
in COCO. We also performed a series of numerical experiments with
the high vertical resolution configuration, changing 𝛤𝑇 from 0.01 to
0.20, and the thickness of the simplified boundary layer over which
meltwater is distributed (flux mixing thickness) from 2 to 40 m. The
higher vertical resolution experiments were conducted to examine the
dependency of basal melt on the FMT thickness, somewhat similar to
that conducted with ROMS in Section 3.2.
The standard ISOMIP+ vertical resolution and mixed layer depth
used by z-level models (black curves in Fig. 5) lead to strong melting
that increases with 𝛤𝑇 , as follows from the three-equation parameterisation where melt rate increases for increasing turbulent heat transfer.
The relationship plateaus at high 𝛤𝑇 , as increasing turbulence does
not increase the maximum rate at which heat is delivered from the
ocean interior (below the boundary layer). Comparing the standard
ISOMIP+ configuration of COCO to a similar configuration but with
tracers sampled at 2 m and fluxes distributed over a 20 m flux mixing
thickness (yellow line) shows that sampling tracers closer to the ice

3.4. Resolution dependency in a cold cavity environment
The vertical resolution dependency existent in the melt parameterisation is not a function of the magnitude of thermal driving. However,
given that many ice shelves interact with a colder ocean cavity, it is
important to investigate how strongly the dependency manifests in a
variety of different cavity environments.
Cold cavity simulations show that all three model platforms perform
similarly in response to different vertical resolution settings (Fig. 7),
with an increase in the flux mixing thickness and tracer sampling
distance leading to increased melting in ROMS, COCO and MPAS-O.
Again, a larger TSD than FMT (blue line; Fig. 7c) acts to partially
decouple the calculation of melting from release of meltwater.
The main difference from a warm cavity environment is the lower
magnitude of melting, which is to be expected for a reduced thermal
driving. Also noticeable is a reduced spread in melt rates for different
resolutions. This suggests that while the impact of vertical resolution
dependency is in the same direction for a warm or cold cavity, the
latter will exhibit a lower sensitivity to model choices. This could
be expected from other modelling studies, where a warmed cavity
exhibited disproportionately higher melting (e.g. Gwyther et al., 2016).
In this study we focus on warm cavities, as the phenomenon we are
studying is most impactful in this regime, but it is also important to
quantify the effect for cold cavities.
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Fig. 9. Mean melt rate as a function of vertical resolution in MPAS-O for five
experiments: tracer sampling distances and flux mixing thicknesses fixed at 10 m
(black); TSD (yellow), FMT (blue) or both (green) varying in proportion to the mean
vertical resolution (i.e. inversely to the number of layers (N) from 10 m at 36 layers to
3 m at 120 layers); and both TSD and FMT only covering the top layer (red). By default,
COCO and most z-level models participating in ISOMIP+ behave like the green curve
as vertical resolution varies, explaining why melt rates are a strong function of vertical
resolution in these models. ROMS behaves more like the red curve (which asymptotes
to the green curve at higher resolution), and MPAS-O also shows substantially lower
melting in this configuration.

3.5. Separating the resolution-dependent response
MPAS-O employs a modified Losch-style boundary layer scheme,
though it differs in details to Losch (2008). Similar to Losch (2008),
MPAS-O samples tracers by averaging over a prescribed depth, but the
distribution of meltwater fluxes into the prescribed depth is with an
exponential profile (see details in Appendix), rather than uniformly as
in Losch (2008). MPAS-O is uniquely able to separate out the impact
of the flux mixing thickness and tracer sampling distance, as both
parameters can be prescribed independently while holding the vertical
resolution fixed (whereas the tracer sampling distance is implicitly
linked to the vertical resolution in COCO).
Fig. 8 shows that, in MPAS-O, the dependence of melting on the
tracer sampling distance is much stronger than it is on flux mixing
thickness (Fig. 6b). Assuming this strong dependence also holds for
z-level models like COCO, this makes it difficult to compute melt
fluxes that are independent of vertical resolution, given that the tracer
sampling distance is constrained by the (typically coarse) vertical resolution, as we discuss in Section 4.1. When tracer sampling distances are
comparable to (or less than) flux mixing thicknesses (20 m in Fig. 8),
meltwater mixes deep enough to feed back on the thermal driving,
thereby throttling melting. At large tracer sampling distances compared
to the flux mixing thickness, parameterised melt processes do not mix
deep enough to feed back on the thermal driving, leading to melt rates
that are likely unrealistically large.
To get a better handle on how melt rates vary with vertical resolution, we also performed a series of experiments where we varied
the number of vertical layers in MPAS-O between 36 and 120 with
various choices of how the tracer sampling distances and flux mixing
thicknesses varied with resolution (Fig. 9). In one experiment (the
black curve), both TSD and FMT were held fixed at 10 m. In three
of the remaining experiments, the tracer sampling distance (yellow),
flux mixing thickness (blue) or both (green) vary in proportion to
the resolution (from 10 m at 36 layers to 3 m at 120 layers). In the
final experiment, both depths cover only the top layer (similar to the
typical approach in ROMS). The first interesting conclusion from these
experiments is that a melt rate with little sensitivity to resolution can
be achieved in MPAS-O with the tracer sampling distance held fixed
and the flux mixing thickness either held fixed or varied in proportion
to resolution. As we will discuss in Section 4.1, this solution on its own

is not very satisfactory because there are not clear, physical grounds
for choosing a single, spatially constant value for these depths.
These results are consistent with those from ROMS shown in Fig. 4.
By default in the Ocean0 experiment, ROMS’ behaviour is similar to the
red curve: melt rates are small and are further reduced with increasing resolution because both tracer sampling distance and flux mixing
thickness cover only the top cell. With mixing modified to mimic lower
vertical resolution and the Losch-style boundary layer scheme, ROMS
behaves more like the black curve, showing melt rates that are nearly
independent of resolution. Z-level models like COCO tend to follow
the green curve as resolution varies (the coarse-resolution limit for the
COCO experiments is shown by the black curve in Fig. 5a, while the
high-resolution limit is shown in orange). A major difference is that
ROMS is typically used at resolutions comparable to the right-hand
side of Fig. 9 while COCO and other z-level models typically operate
at resolutions even coarser than MPAS-O on the left-hand side.
4. Discussion
4.1. Relationship between dz and melt
In Section 3.1, we have shown large differences in basal melt rate
among the models, particularly with COCO (a z-coordinate model) and
MPAS-O (with its terrain-following top coordinate) compared to ROMS
(with its terrain-following coordinate). However, in Fig. 3 the broadscale distribution of heat within the cavity is approximately similar.
The markedly different melt rates displayed by ROMS compared to
COCO and MPAS-O are as a result of cooler conditions confined to the
boundary layer region (see insets in Fig. 3).
In realistic simulations, melt rates can be tuned to match observations, meaning that fundamentally different models could simulate the
same mean melt rate with different tuning and model set up. Even in
such cases, melt rates could evolve quite differently between models
in response to changes in ocean forcing or ice-shelf geometry, as will
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be explored in analysis of the full set of ISOMIP+ results. This study
explored changes in ocean forcing only in a limited way and used only
three models, so we are not able to make broad claims about how model
resolution and other modelling choices might affect sensitivity to ocean
forcing. Nevertheless, our results suggest a strong sensitivity of melt
rates to the choice of vertical resolution, discretisation and boundarylayer parameterisation that could reasonably be expected to affect the
sensitivity of melt rate to changes in ocean forcing. As shown in Fig. 2,
these choices likely also affect the pattern of melting, with implications
for coupled ice sheet–ocean dynamics, processes that will be explored
in analysis of the MISOMIP1 experiments (Asay-Davis et al., 2016). One
option for tuning models to the same mean melt rate is by varying the
turbulent exchange coefficients. It seems plausible that models tuned
with very different turbulent exchange coefficients to arrive at the same
mean melt rate would have significantly different sensitivity to changes
in thermal driving and/or ocean velocity.
The basal melt dependence on vertical discretisation results from
the treatment of the distribution of meltwater and the calculation of
the thermal driving. Given that these choices are often fixed in the
model code, it follows that the choice of model framework will have a
large impact on simulated melting. In the z-level models following the
ISOMIP+ COM configuration, melt fluxes are distributed over a specified and fixed ‘mixed layer depth’ following Losch (2008), equivalent to
at least one full vertical grid cell thickness (∼10–20 m). Likewise, the
temperature and salinity used to calculate the basal melting are also
averaged over this prescribed depth. In a terrain-following model, the
thickness of the layer along the ice shelf base depends on the water
column thickness, and so the typical thickness for the uppermost cell
in the grounding line region is less than a few meters. In ROMS, the
meltwater is distributed into the thin, top layer of the model. Since
basal meltwater is fresh and less dense, it stabilises the water column
under the ice shelf. Stable vertical profiles of temperature and salinity
reduce the magnitude of basal melting through regulating turbulent
upward heat flux to the uppermost grid cell where thermal driving is
calculated.
The distribution of meltwater into the upper water column is
the first vertical-resolution dependency in both ROMS and COCO. In
ISOMIP+, mixing from the ice–ocean boundary layer into the ocean
below is described by distributing tracer fluxes either into the top
layer or over a predefined mixed layer depth. Heat and freshwater
are distributed into the top layer (as in ROMS) or are fluxed into the
flux mixing thickness (20 m for models with a Losch-style scheme in
ISOMIP+), with a chosen profile (e.g. exponentially decaying as in
MPAS-O or evenly mixed over the flux mixing thickness as in COCO).
ROMS experiments simulating a lower vertical resolution boundary
layer selectively increased mixing rates for heat and meltwater across
the top 20 m of ocean, effectively producing the uniform properties
of the top cell in a coarse resolution model. The increased vertical
diffusivity mixes more heat into the cell closest to the ice shelf, reduces
stratification from a meltwater layer and drives stronger melting.
In idealised (e.g. ISOMIP experiments with MITGCM; Losch, 2008)
and realistic (e.g. circum-Antarctic experiments in MITGCM; Schodlok
et al., 2016) z-level models, maximum melt rates have been shown
to increase with coarser vertical resolution, which is attributed to
increased vertical mixing, decreased representation of the meltwater
layer, and more heat closer to the ice shelf (Losch, 2008; Schodlok
et al., 2016). In contrast, a terrain-following coordinate model that
distributes meltwater fluxes into the thin, top model layer relies on the
ocean vertical mixing parameterisation to mix meltwater downwards
from the interface. Any well mixed layer will be calculated internally by
a choice of vertical mixing scheme such as KPP. In the ISOMIP+ ROMS
experiments, with constant interior vertical mixing and the absence of
other sources of mixing (e.g. tides or increased surface energy input
due to stress between the ice shelf base and a rapidly moving buoyant
plume), meltwater released into the top model layer forms a buoyant
insulating layer, leading to lower melt rates than in the case of other
ISOMIP+ models despite broadly similar cavity environments.

The sampling depth of tracers for the calculation of melting is the
second vertical-resolution dependency. The calculation of the thermal
driving requires the sampling or averaging of temperature and salinity
tracers. The location at which these tracers are sampled will impact
the thermal driving. In a model with a Losch-style scheme (e.g. most
z-coordinate models), thermal driving is usually calculated based on the
average temperature and salinity values down to a prescribed mixed
layer depth, typically equal to the vertical cell thickness (chosen as
20 m in ISOMIP+). In contrast, ROMS calculates thermal driving with
the temperature and salinity in the top model layer. This produces a
dampening of thermal driving due to sampling these tracers in the
region where meltwater is also released. Conversely, when fluxes are
distributed close to the ice but thermal driving is sampled over a larger
depth, the feedback between meltwater release and thermal driving
becomes partially decoupled. In this scenario and with low vertical
mixing (such as these ISOMIP+ experiments), thermal driving will be
increased and melt rates will be higher (e.g. blue curve in Fig. 5b).
In a warm cavity, the nonlinear relationship between thermal driving and melting (as a result of feedback processes like increasing
buoyant overturning) leads to an exaggerated response to changes in
resolution. The cold cavity regime is more linear, and the melting
responds as a weaker function of the length scales introduced into the
parameterisation. Modellers studying warm cavity ice shelves should
therefore be particularly aware of the vertical resolution dependency,
and how it might manifest with each vertical coordinate system.
In order to represent physical processes on a discrete grid, choices
must be made about vertical resolution. A coarser grid will result in a
greater depth being represented by a single tracer value, meaning that
a coarser resolution is roughly equivalent to a strong vertical mixing
over the thickness of the cell if that same thickness was represented
by multiple layers. In other words, implicit mixing or homogenisation
of fine-scale features within the cell thickness results from the vertical
discretisation process. A higher vertical resolution and thinner layers
will result in less implicit mixing. In the context of ISOMIP+, a high
resolution ROMS simulation with thin vertical layers will represent
a thin meltwater layer, and warmer water below. Given the choices
of FMT and TSD in ROMS, this will lead to a lower melt rate than
if a coarser resolution were used that homogenised the meltwater
layers with warmer water below. In contrast, a z-coordinate model with
coarser resolution (e.g. 20 m vertical cells) will homogenise meltwater
with water below, leading to a higher melt rate. Models like MPAS-O
that average ‘‘far-field’’ tracers for the ice–ocean boundary conditions
and distribute fluxes over several vertical layers essentially treat the
ice–ocean boundary layer as if the model had a coarser resolution,
leading to melt rates comparable to z-level models. It does not seem
possible to tune ROMS to reach the specified 30 m yr −1 mean melt
rate, with the forcing conditions and tuning parameters prescribed in
ISOMIP+, without a coarser vertical resolution or implementation of
a new boundary layer scheme. It is in this sense that the melt rate
in ROMS is lower than in other models, however, this comparison is
given with caution, as the correct value for melting is unknown. Further
observations are required to improve understanding of the boundary
layer beneath ice shelves under different topographic, oceanographic
and buoyancy conditions.
4.2. Towards vertical resolution independent parameterisations
Limitations in the current treatment of the ice shelf–ocean boundary layer that lead to resolution dependency in melt rates are well
known (Dinniman et al., 2016; Schodlok et al., 2016; Asay-Davis et al.,
2016). While we have demonstrated more thoroughly the reasons and
limits of this dependency, there remains much uncertainty in how the
impact of vertical-resolution dependency will manifest in more realistic
models of ice shelf–ocean interaction. Given the important role of
ice shelf–ocean models in forming accurate projections for future sea
level rise, this major uncertainty must be addressed. Furthermore, as
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has been shown not to be related to the flow speed by a constant
coefficient (Davis and Nicholls, 2019), as the quadratic drag law would
predict. Further, it is likely that the constant value for 𝐶𝐷 used in
the MISOMIP experiments and many other ice–ocean models, is not
consistent with the sampling location for velocity at either low or high
vertical resolution.
Laboratory experiments show that features present at sub-grid scales
such as variability in ice slope will impact melting (McConnochie and
Kerr, 2018), but melt rates will depend on whether the ice–ocean
boundary layer is turbulent or still largely laminar in nature (Magorrian
and Wells, 2016; Gayen et al., 2016). One key feature that has been diagnosed in both laboratory experiments and high resolution modelling,
is that assumptions made about the viscous sublayer (present within
(1 mm) from the ice) in Holland and Jenkins (1999) may not hold in
all cases. Experimental testing has shown that there is a transition from
a convectively controlled sublayer at lower water speeds to a shearcontrolled sublayer. In the case of the former, melting is independent
of fluid velocity, and an empirical relationship is proposed to describe
this regime (McConnochie and Kerr, 2017). High resolution modelling
and laboratory studies can help to improve ice shelf–ocean models
through providing more appropriate parameterisations for the different
turbulence regimes.
The importance of the transition from laminar to a turbulent boundary layer regime has also been shown in high resolution modelling.
The nearly laminar regime is characterised by lower fluid velocity,
higher stratification and hence lower melt rates as compared to the
turbulent regime where higher turbulence (formed through strong velocity shear or buoyant flow along a steeply sloping ice shelf base)
drives a well mixed boundary layer and higher melting. The degree
of ice shelf slope, basal roughness, stratification and velocity shear
will control the formation of a turbulently mixed boundary layer and
hence whether the three-equation parameterisation produces representative results (Mondal et al., 2019; Vreugdenhil and Taylor, 2019).
While modified melt rate parameterisations have been suggested for
the regime transition from laminar and intermediately turbulent to
fully turbulent, the application into regional ocean models needs to be
more carefully considered. This is primarily due to the coupled nature
of the problem, where ocean conditions drive melting which in turn
influences the ocean conditions, and the demonstrated sensitivity to
model choices such as where to sample tracers for thermal driving
and where to release meltwater. Again, high resolution modelling is
critical for providing parameterisations, independent of vertical resolution, that describe heat and salt transfer to the ice interface. These
parameterisations must include the viscous sublayer and transport
across the remainder of the boundary layer under a range of buoyancy
conditions (stably stratified from melting or unstable convection from
refreezing) and turbulence conditions (including diffusive–convective
layers, laminar flow or fully developed turbulence).
However it is not enough to just provide new values (or even functional forms) of vertical heat and salt fluxes, 𝛤𝑇 and 𝛤𝑆 . Rather, a new
parameterisation needs to feed into the vertical mixing scheme used in
the ocean interior (e.g. KPP) by modifying the vertical diffusivities and
viscosities in the sub-ice shelf boundary layer. Critically, for there to be
no vertical resolution dependency, there must be a smooth transition
between the parameterised unresolved boundary layer diffusivities and
those used in the vertical mixing scheme for the resolved portion of the
boundary layer.

computational power increases, there will likely be a move to higher
vertical resolution. However, until the full spectrum of turbulent processes can be explicitly resolved, parameterisations of processes in the
surface boundary layer will need to evolve with the increasing vertical
resolution. While this article is not the appropriate forum to introduce
a new parameterisation, we can indicate future research directions that
may lead to improved simulation of the ice shelf–ocean boundary layer.
Understanding the structure and mechanisms that govern thermodynamic and momentum exchange at the ice shelf–ocean boundary
layer are limited by the paucity of observations and the spatial heterogeneity of ice shelf–ocean interactions. Using turbulence, velocity
and temperature observations beneath Larsen C Ice Shelf, Davis and
Nicholls (2019) showed that in weak flow conditions the log-layer
(the inner region where the ‘law of the wall’ applies) is relatively
thin (<2.5 m thick). As a result, sampling velocity outside of the loglayer, such as in models with thick vertical layers ((10) m), while
still using a quadratic drag parameterisation (that employs a 𝐶𝐷 tuned
for sampling within the log-layer), will lead to a significant difference
in the magnitude of the friction velocity and melt rates (Davis and
Nicholls, 2019). Even in models with high vertical resolution, the use
of constant values of 𝐶𝐷 (e.g. Jenkins et al., 2010) is not appropriate
when velocities are sampled within the log-layer, in which 𝐶𝐷 should
depend on the distance from the ice–ocean boundary. Beneath Pine
Island Glacier, within a channelised region of high basal melting,
there was an observed mismatch between the altimeter measure of
ice retreat and that inferred from salt fluxes (Stanton et al., 2013).
This possibly indicates the presence of strong lateral advection moving salt fluxes from upstream, but it should also be noted that the
nature of turbulent mixing at the ice shelf–ocean interface remain
unknown and unquantified. Beneath McMurdo Ice Shelf, temperature
and salinity measurements indicate a complex and varying vertical
tracer profile (Robinson et al., 2010), contrary to a ‘mixed layer’ which
provides the ambient properties for calculating thermal driving in the
three-equation parameterisation. Beneath Ross Ice Shelf, a co-located
ice penetrating radar site and a mooring allowed a robust assessment
of the parameterisation, showing that in the situation with a tracer
boundary layer which displays a thermal gradient (‘less well mixed’),
the melt rate dependency on temperature, as expected from Holland
and Jenkins (1999), degrades (Stewart, 2017). Beneath George VI
Ice Shelf, observations of diffusive–convective thermohaline staircases
directly contradict assumptions of a turbulent boundary layer (Kimura
et al., 2015). Furthermore, in complex conditions of supercooling, basal
freezing, and a destabilising buoyancy flux, the robustness of current
parameterisations is even less well known as suggested in observations (e.g. Robinson et al., 2014) and modelling studies (e.g. Rees
Jones and Wells, 2018). Likewise, basal roughness (from microscale
scallops (e.g. Bushuk et al., 2019) to sub-grid scale channels) affects
a stress though the upper ocean to form a momentum boundary layer
and impact melting. Observations of the sub-ice shelf surface are limited (e.g. Robinson et al., 2017) and the impact on melting has not been
explored extensively (e.g. Gwyther et al., 2015).
The three-equation formulation assumes only vertical fluxes (across
the boundary layer and into the ice shelf) without any net horizontal
fluxes. However, simplified theoretical models by Jenkins (2016) show
that, with a sloping interface and a buoyant plume, a steady state in
the boundary layer could only be reached if spatial gradients were
present in properties such as temperature or horizontal velocity. This,
in turn, impacts assumptions of zero net horizontal heat and salt
fluxes with further implications for how vertical transport through the
boundary layer is parameterised. The three-equation parameterisation
also assumes low stratification and a simple relationship between flow
in the boundary layer and stress at the surface (quadratic drag law).
However, in reality, observations suggest that complex stratification
can exist below ice shelves (Kimura et al., 2015). Also, the optimum
choices of 𝑈 and 𝐶𝐷 in the quadratic drag parameterisation are unclear.
In a weak flow regime beneath Larsen C Ice Shelf, the friction velocity

5. Conclusions
We have demonstrated how the commonly used parameterisation
for ice shelf–ocean thermodynamic interaction performs under different
model frameworks. The methods for implementing this parameterisation, in particular how the tracers that drive melting are sampled and
how meltwater fluxes are distributed, vary between different frameworks. Some models assume a relatively thick (e.g. ∼20 m) ‘mixed
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Appendix. Details of model configuration

layer’ with a prescribed, non-varying thickness, while others using
finer vertical resolution rely on explicit mixing from vertical mixing
schemes such as KPP. However, though the methods for implementing
this parameterisation vary between models, all either suffer from one
of two problems; either an implicit dependency between melting and
the vertical resolution of the model, or an arbitrary, constant choice of
the flux mixing and tracer sampling distances with no physical basis.
These results also illustrate that previous modelling studies must
be understood in the context of the chosen modelling framework and
choices for how the melting parameterisation is implemented (i.e. flux
mixing thickness and tracer sampling distance). The results above
suggest that for a similar ocean environment and vertical turbulence
parameterisation, ROMS may produce lower melt rates than a coarser
resolution, z-level or ALE model. The most ‘realistic’ result is still
unknown, as we have such limited observations of the sub-ice shelf
environment.
Further investigation is required to understand the physics and
processes that govern this transfer of heat and salt from the ocean
outside the boundary layer into the ice. The parameterisations that
develop from the improved understanding of this region must better
capture the transfer of heat and salt across the unresolved portion
of the ice–ocean boundary region, without a resolution dependency.
Furthermore, it must achieve a physically based representation of the
vertical heat and salt fluxes in the boundary layer that smoothly match
with the fluxes imposed by the sub-grid-scale vertical mixing scheme in
the resolved portion of the upper water column. This will be achieved
through laboratory experiments and high-resolution modelling studies (e.g. Large Eddy Simulations or Direct Numerical Simulations) in
combination with observations under a variety of basal conditions of
the nature of turbulence and the rates of heat and salt transfer in the
boundary layer.

ROMS
ROMS uses an Arakawa C-Grid, with u- and v-velocities located on the
cell east/west and north/south faces, respectively, and tracers located
in the center of each grid cell (rho-point). Velocities at rho-points
are calculated as the average of the velocities at adjacent u-/v-points.
The momentum boundary condition is a quadratic drag law, which
computes a friction velocity from the velocity magnitude in the top
model layer.
Thermal driving is calculated (following Eqs. (1)–(4)) using temperature and salinity in the top model layer. Likewise, melt water release
is captured through a ‘virtual’ salt flux into the top model layer. ROMS
uses a terrain-following vertical coordinate where the distribution of
layers here has been selected to provide a sigmoidal distribution. As a
result there is an increased layer density at the top and bottom of each
water column. Beneath the ice shelf, typical top layer thickness values
are shown in Supplementary Table A.1.
COCO
COCO uses an Arakawa B-Grid and the u- and v-velocities are defined
at the four corners. The tracer point is located in the centre of each
grid cell. Velocities at rho-points are calculated as the average of the
velocities at the adjacent velocity points.
COCO uses the temperature and salinity in the uppermost grid cell
to estimate basal melt rate, and thus TSD is linked to the vertical
resolution. After diagnosing the basal melt rate, COCO distributes the
) to the
basal meltwater (in the form of a tracer tendency e.g. 𝑑𝑇
𝑑𝑡
prescribed layers (FMT) to conserve heat, salinity, and freshwater,
following Eq. (A.1) with parameter values from Table 4 in Asay-Davis
et al. (2016). The re-estimated tracer values, 𝜙′ , are calculated as
∑ ′
(𝜂 + 𝛥𝑧𝑘𝑡𝑜𝑝 )𝜙𝑘𝑡𝑜𝑝 + 𝑘𝑘=𝑘𝑡𝑜𝑝+1 𝛥𝑘 𝜙𝑘 + 𝛼
,
(A.1)
𝜙′ =
∑ ′
𝜂 + 𝛥𝜂 + 𝑘𝑘=𝑘𝑡𝑜𝑝 𝛥𝑧𝑘
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𝛥𝜂(𝑇𝑓 −
0

𝐿
)
𝑐𝑤

(𝜙 ∶ temperature)
(𝜙 ∶ salinity)

Here, 𝜙 is the original tracer (temperature and salinity), 𝛥𝑧 is the
vertical grid thickness, 𝑘 is the grid index of the uppermost cell under
the ice shelf, 𝑘′ is the grid index of the bottom cell in the FMT,
𝜂 is sea level height, and 𝛥𝜂 is sea level change caused by basal
melting/freezing.
In the lower resolution COM simulations, the FMT is the same as
the cell size of the uppermost grid cell (20 m). In the series of higher
vertical resolution experiments, we change the prescribed distance over
which fluxes distributed from 2 m to 40 m to see the dependency on
the basal melting, while TSD is kept to the uppermost grid size of 2 m.
Other parameters used are listed in Supplementary Table A.1.
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MPAS-O
MPAS-O uses an Arakawa C-Grid, with normal velocities located on
the edges of polygonal cells (typically hexagons). Velocity magnitudes
at cell centres are computed based on an area-weighted average of
the square of the normal velocities on edges in the top model layer.
The momentum boundary condition at the ice-shelf base is a quadratic
drag law, which uses a friction velocity computed from the velocity
magnitude in the top model layer.
Layer thicknesses in MPAS-O are initialised to maintain a Haney
Number (Haney, 1991) below 5. This is accomplished by thickening
layers in regions of steep ice slope, notably the calving front, but
otherwise allowing them to thin as the water column thins. Unlike
ROMS, the bottom coordinate in MPAS-O does not follow the terrain.
Instead, layers are ‘dropped’ where they fall below the bathymetry in
a similar fashion to z-level models. Layer thicknesses are a minimum
1 m, and the water column is not allowed to become thinner than
three layers (therefore 3 m) thick. Layer thicknesses vary with the
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Table A.1
Further details of model setups are given. 𝛥𝑧 is the range of thicknesses of the top layer (for the under-ice region) for different model configurations. 𝜈 is the vertical tracer
viscosity for both stable (stab ) and unstable (unstab ) stratification. Likewise, 𝜅 is the vertical tracer diffusivity for both stable (stab ) and unstable (unstab ) stratification. Details of the
FMT and TSD schemes are given, as well as the manner in which 𝑢∗ (friction velocity) is calculated. The momentum boundary condition parameterisation for each model is given,
along with the corresponding drag coefficient, 𝐶𝐷 .
ROMS

COCO

MPAS-O

Grid type

C-grid

B-grid

C-grid

𝛥𝑧 range
(COM experiments)

mean: 4 m, min: 0.3 m, max: 9 m (21 layers)

20 m (36 levels)

mean: 10.8 m, min: 1.2 m, max: 19 m (36
layers)

𝛥𝑧 range
(other config)

mean: 19 m, min: 1 m, max: 43 m (6 layers);

2 m (360 levels)

mean: 8.2 m, min: 1.1 m, max: 15 m (48
layers);

mean: 9 m, min: 0.6 m, max: 19 m (11 layers);

mean: 5.8 m, min: 1.1 m, max: 14 m (72
layers);

mean: 2 m, min: 0.1 m, max: 5 m 41 layers)

mean: 4.9 m, min: 1.1 m, max: 14 m (90
layers);
mean: 4.1 m, min: 1.1 m, max: 14 m (120
layers)

1 × 10−3 m2 s−1

𝜈,stab

5×

𝜅,stab

10−5

m2 s−1

2 −1

0.1 m s

𝜈,unstab

2 −1

1 × 10−3 m2 s−1
5×

10−5

1 × 10−3 m2 s−1

m2 s−1

5 × 10−5 m2 s−1

2 −1

0.1 m2 s−1

2 −1

0.1 m s

𝜅,unstab

0.1 m s

0.1 m s

0.1 m2 s−1

FMT details

Fluxes distributed into top cell

Fluxes distributed into top cell for COM
config); and, over prescribed depth (2 m to
40 m) for other configurations, with equal
distribution with depth

Fluxes distributed over prescribed depth;
Decreasing exponential distribution with depth

TSD details

Tracers sampled from top grid cells

Tracers sampled from top grid cells

Tracers averaged over fixed depth

u* sampling
distance

Velocities averaged from the u-/v-points (cell
edges) to the top model layer rho-points (center
of each cell)

Velocity at the tracer point (center of each cell)
estimated from the velocity points (vertices)

Normal velocities at edges in the top model
layer used to reconstruct velocity magnitude
and 𝑢∗ at cell centres

Momentum BC

Quadratic drag law

Quadratic drag law

Quadratic drag law

𝐶𝐷

2.5 × 10−3

2.5 × 10−3

2.5 × 10−3
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(
)
𝑄1 = 𝑄surf 1 − 𝑒−ℎ1 ∕𝜁 ,

(A.2)

𝑅1 = 𝑄surf − 𝑄1 ,
(
)
𝑄𝑘 = 𝑅𝑘−1 1 − 𝑒−ℎ𝑘 ∕𝜁 ,

(A.3)

𝑅𝑘 = 𝑅𝑘−1 − 𝑄𝑘 ,

(A.5)

(A.4)

where 𝑄surf is the total surface flux, 𝑄𝑘 is the flux into layer 𝑘 and 𝑅𝑘 is
a ‘residual’ flux at the bottom of layer 𝑘 that is available for distribution
into lower layers. This scheme is not used for momentum fluxes.
The ‘far-field’ tracer values used in the 3-equation boundary conditions (Eqs. (1)–(3)) are computed by a simple weighted average over
the TSD (ℎTS ):
(∑ ′
)
𝑘 −1
′
𝑘=1 ℎ𝑘 𝑇𝑘 + ℎ𝑘′ 𝑇𝑘′
𝑇𝑤 =
,
ℎTS
ℎ′𝑘′ = ℎTS −

′ −1
𝑘∑

ℎ𝑘 ,

(A.6)
(A.7)

𝑘=1

and similarly for 𝑆𝑤 , where 𝑘′ is the index of the deepest layer with a
top interface that is within a distance ℎTS of the ice-shelf base.
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