All levels of cell activity are coordinated directly or indirectly by transcription factors (TFs). In turn, the functioning of TFs relies on their ability to recognize and bind specific DNA sequences to regulate the expression of specific genes. How exactly this specificity is achieved is still not fully understood. Although often supposed to execute a binary decision to bind or not bind at a target sequence, in much the same way that a restriction enzyme cuts or not at its restriction site, most TFs, rather than binding to a unique sequence, in reality bind with various affinities to a range of related sequences. This molecular recognition is achieved through complementary interactions between protein and DNA surfaces and their functional groups. These interactions must provide enough information both to define the binding site sequence and to discriminate authentic binding sites from a cloud of related sites that might be made accessible by thermal fluctuations (1). To capture these interactions, genome-wide prediction of TF-binding sites and their affinities (or, ideally, binding free energies) rely chiefly on quantitative models based on experimentally/empirically determined or computationally predicted binding sites. Many of these models are mechanistically agnostic, simply exploiting the statistical enrichment of sequences recovered from in vivo or in vitro binding experiments irrespective of the detailed chemistry and physics of site recognition. These quantitative models of TF binding can also be used for predicting disease-causing mutations. The simplest model of TF binding assumes that the preference for any nucleotide within a DNA binding site is independent of the nucleotides in the remaining positions. Such independent position models are typically represented by position weight matrices (PWMs), which report, for each nucleotide at every position, this nucleotide's contribution to the total TF binding affinity score (2) . Although such models have been very successful, they are known to be nonperfect. In PNAS, Zhou et al. (3) show that information about DNA shape can improve TF-binding models significantly.
High-throughput experimental techniques, such as protein-binding microarrays (PBMs) (4) or high-throughput systematic evolution of ligands by exponential enrichment (HT-SELEX) (5-8), have provided opportunities for constructing more accurate but necessarily more complex models. As natural extensions of the independent contribution PWM model (see ref. 9 for a recent review), new models often assume that the contribution of any nucleotide at a given position depends not only on the identity of this nucleotide but also on the identity of one or more preceding nucleotides (10) . Consequently, the algorithms to build these models often estimate the contribution of dimers, trimers, and generally k-mers to the total binding affinity. Unfortunately, the number of features used in such higher-order models often increases exponentially with k while yielding, as shown by DERAM5 challenge (11), only modest gain. At the same time, large numbers of features become problematic, especially when the experimental data used for training are not so abundant, because it increases the risk of overtraining. Therefore, it is important to zoom in on the most informative of features.
Although the complementarity between TFs and their binding sites are obviously dependent on the local features shaping the DNA molecule in 3D (12), such as the major and minor grove surfaces, DNA bending, etc. (Fig. 1) , until recently there has not been much effort to include explicitly such DNA features into TF-binding prediction models. It has been assumed that that the specification of the individual bases encapsulates and captures the interaction chemistry implicitly. However, these local shape properties are sequence dependent and thus vary and can be modeled based on the linear DNA sequence information (13) . This, in turn, provides the opportunity to expand binding models to include features describing the propensity to adopt a local 3D shape (Fig. 2) . Zhou et al. demonstrate that the improvement obtained by extending the independent model by including such shape-describing features is comparable to the improvement gained by including the first-order dependencies (dimers). However, using shape required a significantly smaller number of additional features. The flexibility and thermal dynamics of double-stranded DNA likely ensure that closely related binding sites populate overlapping distributions of structures; to resolve these distributions requires either a theoretically justifiable chemical-structural principle or sufficiently dense data sampling to establish their relative probabilities. DNA shape provides one such principle. The shape vector itself may be considered to constrain implicitly the vectors that partially reflect electrostatics, base stacking, hydration, etc.
An important advantage of including DNA shape among predictive features, in addition to reducing the number of features, is its biological interpretability. The propensity of a DNA fragment for a particular shape summarizes the cooperative contribution of the sequence neighborhood to that shape. A natural way for DNA shape to impact TF binding is through the free-energy differences imposed upon the double helix to conform to the shape that facilitates binding. Importantly, high-throughput in vitro measurements can also be used to model binding free energy by relating the probability of binding to interaction energies via FermiDirac distribution (14, 15) . Specifically, the probably of TF binding to a nucleotide fragment S, pðSÞ, depends on the binding free energy EðSÞ and the chemical potential μ, which is a function of the TF's concentration: pðSÞ = 1 e ðEðSÞ−μÞ=KBT + 1 .
In the independent model, the energy EðSÞ is assumed to be the sum of the binding energies of the individual bases of S. A k-mer-based, higher-order model includes "corrections" for unspecified interactions or binding cooperativity of consecutive bases (14) . Replacing such corrections with an additive contribution from DNA shape has the potential to provide a more biologically interpretable model. Such a model can potentially allow for an estimation of the contribution of shape to the energy of binding under the assumptions of this model.
Notably, Zhou et al. observe that the gain that the shape features provide over the PWM model was not uniform for all TFs. For some TF families, like bHLH, the method showed consistent improvement whereas for others, including zinc fingers (ZFs), the benefits were limited. Thus, features representing additional binding parameters might be in play. In addition, for the TFs with multiple binding domains, the sequence propensity of a given domain might be context dependent.
For example, it has been found that, for ZF arrays, the binding propensities of individual fingers depend on their order (16) . In vivo, additional context dependency can be imposed by changes in DNA conformation in response to transcription as exemplified by far upstream element (FUSE) binding protein (FBP) binding to the MYC FUSE (17), suggesting that the role of DNA topology in DNA binding goes beyond the static shape properties. In the case of FUSE, the DNA binding site comprises a single-stranded region in which DNA shape defined by sequence may become conflated with many alternative secondary structures. In instances where DNA structure is distorted by torsional or flexural stress, DNA shape as defined under relaxed conditions may become less predictive unless accounting for structural strain. Such longrange dependencies would be difficult to capture based on local sequence information only. dynamic response of upstream DNA to transcription-generated torsional stress. Nat Struct Mol Biol 11(11):1092-1100. Fig. 2 . Incorporating DNA shape features for construction of sequence based TF binding models. The model (four-color cylinder) is trained on experimentally tested sequences, s 1 , s 2 . . . s n (blue), using feature vector extracted from these sequences (blue boxes) and corresponding biding affinity measurements, b 1 , b 2 . . . b n (red). The features extracted from each sequence (Right Inset) are of two types: sequence features and shape features. Sequence features are obtained directly from the sequence such as 1-mers, 2-mers, etc., whereas DNA shape features are obtained from each sequence by using DNAshape method (13) . Each blue cylinder represents an application of a shape-type-specific (minor groove width, propeller twist, roll, or helix twist) DNAshape model to the given input sequence.
