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Abstract
We have searched for evidence of  production in 3.5 million hadronic Z decays
collected by the L3 detector at LEP in 1991-1995. No signals are observed for




(` = e; ), therefore upper limits at the 95%
condence level are set on the following Z branching fractions:
Br (Z! (1S)X)< 5:5 10
 5
;
Br (Z! (2S)X)< 13:9 10
 5
;
Br (Z! (3S)X)< 9:4 10
 5
.
(Submitted to Physics Letters B)
Introduction
Recent theoretical predictions for 
1)
production in hadronic Z decays [1] suggest that each

















. Such an observation would support the novel colour-
octet models which have been invoked to explain the anomalously high  production rates
observed by the CDF Collaboration [2].
This paper describes the search for  production at LEP using the L3 detector, which is
described elsewhere [3, 4]. The analysis uses a sample of approximately 3.5 million hadronic Z





Simulation of  Production and Backgrounds
We have considered ve distinct mechanisms for the production of (unpolarised) 's in Z decays,
as shown in Fig. 1. of Ref. 5. Table 1 shows the predicted branching ratios, Br (Z! X),
for the colour-singlet (1{3) and colour-octet (4{5) processes. To study the sensitivity of the




b (b-quark fragmentation) 1.6 [6, 7]
2. Z! qqgg (gluon fragmentation) 0.07 [8, 9]
3. Z! gg (gluon radiation) 0.05 [10{12]
4. Z! qq (gluon fragmentation) 4.1 [1]
5. Z! g (gluon radiation) 0.1 [1]
Combined model 5.9
Table 1:  production mechanisms in Z decays and their predicted branching ratios.









events, for each of these ve production mechanisms using the OPAL implementation [5,13] of
the dierential cross sections. The JETSET Monte Carlo program [14, 15] is used to simulate
the subsequent parton showering, hadronisation, and particle decays. The 's are required to




. Table 2 shows the masses and leptonic branching ratios of the
(1S), (2S), and (3S) which are assumed in this analysis [16]. A \combined model" sample
is also used, which is the sum of the ve distinct samples weighted according to the production
rates predicted by the theory.









(1S) 9.460 2:52 0:17 2:48 0:07










Table 2: Properties of the (1S), (2S), and (3S) assumed in this analysis.
1)
Throughout this paper, we use  to denote the three states (1S), (2S), and (3S).
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b 37:4 0:6 5:0 21:2 0:5 2:6
2. Z! qqgg 25:5 0:6 3:4 14:3 0:5 1:7
3. Z! gg 32:1 0:6 4:3 19:6 0:5 2:4
4. Z! qq 33:2 0:6 4:4 21:2 0:5 2:6
5. Z! g 41:5 0:6 5:5 33:3 0:6 4:1




. The rst error in each case is statistical
and the second is systematic.
For the background studies a sample of approximately seven million hadronic events is
generated using JETSET, not including the production of 's. In addition, samples of 1000









qq, where ` = e;  and q = u; d; s; c; b.
All the simulated events produced are passed through the GEANT-based L3 detector sim-
ulation program [18] and reconstructed using the same algorithms as for the data.
Event Selection
Hadronic events are selected by making use of their characteristic energy distributions and
high multiplicity [19]. A total of N
had
= 3 453 780 events pass the selection with an eciency,
determined from Monte Carlo, of "
had
= 0:99 0:01.
Candidate electrons with energies of more than 4 GeV are selected within j cos j < 0:97,
where  is the polar angle. An electron is characterised by an isolated energy cluster in the
BGO electromagetic calorimeter with a shower shape consistent with that of electromagnetic
particles. To reject photons, the cluster is required to match with a charged track to within
5mrad in the plane transverse to the beam direction. The transverse momentum of the track
must be compatible with the cluster energy. Muon candidate tracks in the muon spectrometer,
with momenta of more than 3 GeV, are required to be within j cos j < 0:8. The tracks must
have hits in at least two of the three r layers and at least one of the two z layers. Backgrounds
from punchthrough hadrons, decays in ight, and cosmic rays are suppressed by requiring the
muon chamber track to point towards the primary vertex. To reject residual background from





the closest jet, which may in some cases include another electron (muon) candidate. The event
is required to contain either two electrons or two muons which satisfy these selection criteria.




Figure 1 shows the expected dilepton invariant mass distributions for the \combined model"









. The shapes of the distributions for each individual  sample are









decays. Table 3 shows the eciencies
for each  production mechanism and decay mode, as determined from the  Monte Carlo










channel. This variation is accounted for in the analysis.
The systematic errors on the eciencies are estimated by comparing the data and Monte Carlo
distributions of the selection variables with various less stringent values for the cuts applied.
Since no signicant discrepancies are observed, the systematic errors are assigned according to
the statistical accuracies of the comparisons. Uncertainties in the theoretical modelling which
aect the eciencies are treated explicitly, as described below.









. No evidence is seen for  production in either of the decay modes
considered. The dashed line represents the background contribution which is estimated from





background is dominated by hadronic events in which a fake electron is paired with a genuine




channel the background events are predomi-
nantly genuine muon pairs from the four-fermion process. The average number of background









sample, where the rst error is due to the Monte Carlo
statistics and the second is systematic. The number of events observed in the data are ve and








samples respectively, which is consistent with the background.
Determination of Upper Limits on Br (Z! X)
Given the absence of a signal, upper limits on the branching fractions Br (Z! X) are obtained




invariant mass distributions. The likelihood
function is given by:


















































denote the expected numbers

















































= 0:6990 0:0015 [16] is the Z branching fraction to hadrons.
Separate limits are derived for each of the ve production mechanisms considered and for
each  state, assuming conservatively in each case that there is zero contribution from the
other mechanisms and  states. Limits are also determined using the \combined model"
sample. To facilitate comparison with other experiments, which do not resolve the (1S),
(2S), and (3S) states, we also derive limits for the production of an \average " which is an
admixture of (1S), (2S), and (3S). The range of relative fractions considered is discussed
below. In deriving combined limits for dierent  states and theoretical models, the separate
likelihoods are combined. The systematic errors, which are propagated numerically allowing
for correlations, include contributions from the following sources:
 reconstruction eciencies
The eciencies are varied within the errors shown in Table 3. The statistical errors are uncor-
related for each model of a given sample. The systematic errors for a given decay mode are
4
completely correlated for all ve models. The eciency errors do not include uncertainties in
the modelling which are treated explicitly, as described below.
 branching ratios




















The uncertainties on the background for a given nal state include statistical and systematic
uncertainties for both the hadronic and the four-fermion components, as discussed above. The
systematic uncertainties for the hadronic components are estimated by relaxing the selection
cuts and comparing the data and Monte Carlo distributions of the selection variables. A
common systematic error of 5% is assumed for the theoretical uncertainty on the four-fermion
cross sections [17].
Number of Z events
The Z hadronic branching fraction, R
had
= 0:6990  0:0015, and the hadronic event selection
eciency, "
had
= 0:99 0:01, are varied within their errors.
Invariant mass scale, resolution, t range, and binning








mass spectra are used to verify the di-lepton invariant









nal states, respectively, which are consistent with the current world average of
m
J








invariant mass resolutions for data are 72 10MeV
and 118 13MeV, respectively, which are in agreement with the Monte Carlo expectations of
66  7MeV and 107  11MeV. The  results are insensitive to changes of the mass scale or
resolution, compatible with these measurements, and to the range and binning of the invariant
mass distributions.
 polarisation
Since the  polarisation is unknown, we account for the changes in the eciencies when going
from the nominal at distribution in cos 












distribution the eciencies are relatively
lower with respect to the nominal values shown in Table 3 by between 6% and 13%, depending
on the  production mechanism and decay mode.
Feed-down from higher-mass  and 
b
states
Feed-down decays from higher-mass  and 
b
states, with typical Q-values of less than 1GeV,
tend to soften the  momentum spectra. To estimate the impact on the reconstruction e-
ciency, we consider a scenario in which all 's originate from higher states which decay with
an average Q-value of 0.5GeV. The resulting eciencies are relatively lower by up to 4% with
respect to the nominal values shown in Table 3.
Relative fractions of (1S), (2S), and (3S) states
The relative fractions of (1S), (2S), and (3S) which are assumed for the denition of the
\average " depend on the amount of feed-down from the (2S), (3S), and 
b
states. The
eect of feed-down is to enhance the contribution of the lower-mass 's compared to the higher-









initial admixture of (1S), (2S), and (3S), the relative
proportions after allowing only for measured  decays [16] are approximately 0.46:0.27:0.27.
5
Since the decay modes and relative production rates of the various  and 
b
states are poorly










Table 4 summarises the upper limits obtained at the 95% condence level (C.L.). The
upper limit of Br (Z! X) < 7:6  10
 5
is consistent with the theoretical prediction of
Br (Z! X) = 5:9  10
 5
, shown in Table 1, and previous less stringent upper limits from




 production Upper limit on Br (Z! X) 10
5
at the 95% C.L.
mechanism (1S) (2S) (3S) Average 
1. Z! b

b 5.4 13.5 9.0 7.4
2. Z! qqgg 7.8 16.3 13.0 10.5
3. Z! gg 6.0 14.1 9.9 8.0
4. Z! qq 5.5 14.0 9.5 7.6
5. Z! g 3.9 10.3 6.9 5.4
Combined model 5.5 13.9 9.4 7.6
Table 4: Upper limits on the branching ratios for the process Z! X, at the 95% condence
level. The \Average " is an admixture of (1S), (2S), and (3S), as described in the text.
The \combined model" corresponds to the sum of the ve  production mechanisms, weighted
according to their predicted rates and reconstruction eciencies.
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d) L3































; the dashed lines show the background predicted by the Monte Carlo. The number of
selected dilepton candidates in a given bin is denoted by n
``
(` = e; ) while N
``
denotes the
total number in the sample.
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