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A bit-quantum map relates probabilistic information for Ising spins or classical bits to quantum
spins or qubits. Quantum systems are subsystems of classical statistical systems. The Ising spins
can represent macroscopic two-level observables, and the quantum subsystem employs suitable ex-
pectation values and correlations. We discuss static memory materials based on Ising spins for which
boundary information can be transported through the bulk in a generalized equilibrium state. They
can realize quantum operations as the Hadamard or CNOT-gate for the quantum subsystem. Clas-
sical probabilistic systems can account for the entanglement of quantum spins. An arbitrary unitary
evolution for an arbitrary number of quantum spins can be described by static memory materials
for an infinite number of Ising spins which may, in turn, correspond to continuous variables or fields.
We discuss discrete subsets of unitary operations realized by a finite number of Ising spins. They
may be useful for new computational structures. We suggest that features of quantum computa-
tion or more general probabilistic computation may be realized by neural networks, neuromorphic
computing or perhaps even the brain. This does neither require small isolated entities nor very low
temperature. In these systems the processing of probabilistic information can be more general than
for static memory materials. We propose a general formalism for probabilistic computing for which
deterministic computing and quantum computing are special limiting cases.
I. Introduction
Quantum computing is based on a sequence of unitary
operations acting on the wave function or the density ma-
trix ρ for a number of quantum spins or qubits [1–4]. The
unitarity of the operations is rooted in the unitary time
evolution of ρ for isolated quantum systems. For a quan-
tum computation the continuous time evolution is well ap-
proximated by a series of discrete steps or operations. The
actual continuity of the time evolution of ρ is no longer im-
portant. Quantum gates change ρ “instantaneously”, while
the evolution inbetween gates is neglected. A typical com-
putation is a sequence of gates, ordered by some variable t,
that transforms the initial density matrix ρ(tin) to ρ(t) at
larger t = tin + n. Quantum computations are inherently
probabilistic. The initial probabilistic information at tin
is transformed to the probabilistic information at t in the
form of ρ(t). This is done in discrete steps from t to t+ .
The unitary transformations U(t) associated to quantum
gates depend on t,
ρ(t + ) = U(t)ρ(t)U†(t). (1)
“Classical computing” uses bits or Ising spins that can
only take two values. A computation is again a series of op-
erations on the bits. These are generally viewed as deter-
ministic operations, with probabilistic aspects associated
to “errors”. Still, conceptually a sequence of classical op-
erations on bits transforms the probabilistic information
about the bits at tin to the one at t, proceeding in discrete
steps from t to t + . The individual discrete operations
do not commute - the order in the sequence matters. This
non-commutative aspect is similar for classical and quan-
tum computation.
In this paper we propose that quantum operations or
gates can be performed by Ising spins or classical bits,
within a classical statistical setting. We also investigate
first questions about possible realizations of quantum op-
erations by classical bits. Three central issues need to be
addressed. The first concerns the probabilistic nature of
quantum computing which has to be implemented by clas-
sical bits. Classical systems realizing quantum computing
have to be truly probabilistic. Not all macroscopic two-
level observables or Ising spins can have fixed values - only
probabilistic information as expectation values or correla-
tions is available. The second issue concerns the embedding
of the quantum subsystem into the classical statistical sys-
tem. The choice of the bit-quantum map, which defines
the quantum subsystem, is crucial for assessing which type
of operations can be performed. Finally a third topic in-
volves the practical realization of the unitary transforma-
tions needed for quantum gates.
The physical nature of the ordering variable t for the
sequence of quantum gates does not matter. One obvious
possibility is a sequence of time steps. As an interesting
alternative, one may conceive t as a spatial variable, or-
dering qubits on a chain. On each location t = tin + n of
the chain one may realize Q qubits. The local probabilistic
information about the qubits at t is then encoded in the
hermitian 2Q×2Q-density matrix ρ(t). Quantum gates re-
late ρ(t + ) to ρ(t) according to eq. (1). They can be
realized by coupling the spins at t to the ones at t + . The
relations between ρ(t + ) and ρ(t) for characteristic gates
may be realized, for example, in the ground state of the
system. They do not need to involve the use of an explicit
time evolution. Such a chain should be constructed such
that the relations between ρ(t + ) and ρ(t) depend on t,
e.g. realizing different gates U(t) for different t. A chain
with several t-layers can perform rather complex quantum
operations U(t)U(t−) . . . U(tin+)U(tin), even for simple
individual gates U(t).
A similar setting on a chain can be realized for the gates
of classical computing. At every location of the chain one
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2places M Ising spins. Gates map the probabilistic infor-
mation at t to the one at t + . As one possibility, this
can be realized by generalized Ising models with interac-
tions between the Ising spins at t and at t + . Again,
we are interested in different interactions for different t,
such that a sequence of different “classical gates” can be
realized. The transport of probabilistic information from
tin to t can be achieved in a generalized equilibrium state
where the local probabilistic information at t depends on
the boundary condition at tin. No explicit time depen-
dence is needed, and the generalized Ising models can be
considered as static in this respect, justifying the naming
of “static memory materials”.
We also may associate the different locations t on the
chain with layers of a neural network. Generalized Ising
models can be considered as models for certain aspects of
neural networks, which treat the input information at tin,
computing output information at t > tin. Neural networks
may allow for a transport of probabilistic information be-
tween layers at t and t +  that is more general than the
one allowed for the “equilibrium states” of generalized Ising
models. We develop a formalism for probabilistic comput-
ing beyond the restriction of static memory materials. An
important aspect of neural networks is learning - the pa-
rameters for the transmission of information between lay-
ers can be adapted in the learning process. We do not deal
with this aspect in the present paper.
Neural networks have been proposed for performing in-
termediate tasks for quantum computing [5–10], as finding
the optimal decomposition of a unitary matrix in terms of
some “basis matrices” or optimizing an ansatz for multi-
qubit wave functions. Our purpose is more general. We
propose that quantum operations can directly be per-
formed by neural networks. Since neural networks operate
classically, this amounts to realizing quantum statistics by
classical statistical systems. Neuromorphic computing [11–
17], or computational steps in our brain, may also realize
quantum operations based on classical statistics. Learning
by evolution, living systems may be able to perform quan-
tum computational steps without realizing conditions that
are often assumed to be necessary for quantum mechanics,
as the presence of small and well isolated systems or low
temperature.
Quite generally, the Ising spins should be viewed as some
macroscopic observables that can take two values. An ex-
ample may be a spiking neuron either in the active or re-
fractory state [11, 14], or the value of some macroscopic
variable being above or below a given threshold. General-
izations to observables that can take more than two possi-
ble values, or continuous observables, are rather straight-
forward by composing them from several or infinitely many
Ising spins. The key features of our argument can be
seen with Ising spins, and we concentrate the discussion
on this case. For a direct construction of quantum gates
the macroscopic observables should be known. For ques-
tions of general structure, as the possibility of quantum
computing by neural networks or the brain, only the exis-
tence of the macroscopic two-level observables matters. It
may not always be easy to identify them explicitly in such
systems. Learning may be partly associated to the identifi-
cation of suitable relevant macroscopic observables by the
network.
Static generalized Ising models offer the advantage that
the probabilistic aspects of a quantum computation can be
implemented directly. The relevant macroscopic “spin vari-
ables” are identified explicitly and the probabilistic aspects
follow directly from a standard equilibrium probability dis-
tribution or partition function. Generalized Ising models
are therefore prime examples for understanding important
aspects of probabilistic computing. For generalized Ising
models the transport of information from a layer at t to a
neighboring layer at t +  proceeds according to the prob-
abilistic rules of classical statistics for generalized equilib-
rium systems, while the input information at tin may be
given in the form of probabilistic information about expec-
tation values and correlations of Ising spins at tin.
Generalized Ising models of this type can be useful for
computations if at least part of the information at the
boundary tin is transported effectively into the “bulk” at
t - a key issue for the understanding of memory and com-
puting structures [18–27]. A formalism for the transport of
information in classical statistical systems can be based on
the stepwise information transport from t to t +  [28, 29].
This work has proposed “static memory materials” [28–
30] for which part of the boundary information is indeed
available in the bulk. The present work investigates the
use of such static memory materials for performing steps
of quantum computing.
The appropriate theoretical framework for the transport
of probabilistic information is the quantum formalism for
classical statistics [28, 29]. It can be based on the “clas-
sical density matrix” ρ′(t), whose diagonal elements are
the “local” probabilities p(t) at t. In contrast to the local
probabilities, the change from ρ′(t) to a neighboring layer
ρ′(t + ) obeys a simple linear evolution law
ρ′(t + ) = S(t) ρ′(t)S−1(t) . (2)
Here S(t) is the step evolution operator at t, which corre-
sponds to a particular normalization of the transfer matrix
[31–33]. In the occupation number basis the step evolution
operator for generalized Ising models is a real non-negative
matrix [28, 29]. This restriction may be removed for more
general forms of probabilistic computing.
The structural similarity between classical gates (2) and
quantum gates (1) is striking. In both cases one can realize
sequences of gates by simple matrix multiplication. Both
for quantum computations and classical computations the
product of different matrices U(t + )U(t) or S(t + )S(t)
is not commutative. Our basic ansatz is a “bit-quantum
map” from the classical density matrices ρ′ to quantum
density matrices ρ. The map ρ = f(ρ′) or shortly ρ(ρ′) is
not invertible, such that part of the probabilistic informa-
tion in ρ′ is lost for ρ. This classifies the quantum system
described by ρ as a subsystem of the classical statistical
system described by ρ′. As often for subsystems, the sta-
tistical information of the subsystem is incomplete in the
sense that not all classical correlation functions for the Ising
spins at t are computable from ρ(t).
3ρ′ (t)
S(t)
ff
ρ(t) U(t)
ρ′ (t + ϵ)
ρ(t + ϵ)
classical  Ising spins
qubits
FIG. 1. Schematic representation of the bit-quantum map f .
The map ρ(ρ′) induces a map from the step evolution
operator S(t) to a corresponding evolution operator for the
quantum subsystem. This holds provided that ρ(t + ) can
be expressed in terms of ρ(t), i.e., the information in the
quantum subsystem at t is sufficient for the computation
of the properties of the quantum subsystem at t + .
If, in addition, pure quantum states at t are mapped to
pure quantum states at t + , the evolution operator of
the quantum system is given by the unitary transformation
(1). In this case the map ρ(ρ′) induces a map from S(t) to
U(t), see Fig. 1.
We will discuss which unitary quantum operations can be
realized by the processing of probabilistic information for
classical Ising spins. If one allows for arbitrary changes of
classical statistical probability distributions between t and
t + , arbitrary unitary transformations can be realized
for suitable quantum subsystems. This follows from the ba-
sic requirement of completeness for a quantum subsystem,
namely that every possible density matrix for the subsys-
tem can be realized by a suitable probability distribution
of the classical statistical system. In general, this realiza-
tion is not unique. In short, universal quantum computa-
tion can be realized for every complete bit-quantum map
if the required transformations of classical statistical prob-
ability distributions can be implemented. Specializing to
static memory materials the possibilities will be restricted
by the properties of classical statistical step evolution oper-
ators. The answer will now depend on the generalized Ising
model, and on the selection of the quantum subsystem. For
a given number of qubits a large variety of quantum gates
can be realized by a finite number of Ising spins.
Quantum subsystems are realized only for a subset of
classical density matrices ρ′(t). The local probabilistic
state at t has to obey certain “quantum conditions“. The
quantum conditions guarantee the positivity of the den-
sity matrix ρ(t). The classical statistical evolution with
S(t) has to be compatible with the quantum conditions.
In particular, for pure quantum states ρ′ has to obey pure
state quantum conditions. If S is compatible with these
conditions, this will imply a unitary evolution of the quan-
tum subsystem. In this paper we only discuss briefly the
preparation of quantum states by an initial sequence of step
evolution operators. We focus on the realization of unitary
quantum gates.
An important issue for quantum computing are the scal-
ing properties with the number of qubits Q. The density
matrix for Q qubits has 22Q − 1 independent elements.
If each element is represented by the expectation value
of an independent macroscopic two-level observable, the
number of needed observables would increase very rapidly.
We argue that this increase can be reduced dramatically if
correlations between classical Ising spins are used for the
determination of the elements of ρ. We propose a “correla-
tion map” for which a modest number of 3Q classical bits
is sufficient for the description of Q qubits. In this case
suitable n-point correlation functions with n ≤ Q have to
be employed for Q qubits. Limiting the degree n of the
correlation functions makes the reduction in the needed
macroscopic observables less dramatic, but still very sub-
stantial.
In sect. II we present a simple generalized Ising model
with only three bits or Ising spins, sk(t) = ±1, k = 1, 2, 3,
at every layer t. This realizes discrete quantum gates for
a single qubit. Many characteristic features of quantum
mechanics are already visible for this simple classical sta-
tistical model: unitary evolution, complex structure, rep-
resentation of observables as hermitian non-commuting op-
erators, quantum rule for the computation of expectation
values, relation between eigenvalues of operators and out-
comes of possible measurements. We proceed in sect. III
to the realization of two entangled qubits by fifteen Ising
spins.
Sect. IV discusses more generally the possible bit-
quantum maps for an arbitrary number of quantum spins.
We establish the correlation map that reduces greatly the
number of needed classical bits by employing correlations
of the Ising spins. Properties of this map are further dis-
cussed in appendix A. In sect. V we discuss the realiza-
tion of unitary transformations for quantum subsystems
by maps between classical statistical probability distribu-
tions. We establish that for every complete bit-quantum
map every unitary transformation of the quantum subsys-
tem can be realized by a suitable, in general non-linear,
transformation of the classical probability distribution for
the Ising spins. If these non-linear transformations can be
realized, universal quantum computing can be performed
with a finite number of classical bits. We also discuss re-
stricted transformations of the classical probability distri-
bution, as computing with random operations and cellular
automata. For these linear transformations universal quan-
tum computing needs an infinite number of classical bits.
In sects II-V we only employ the local probabilities pτ (t)
to find a given spin configuration τ at t. They correspond
to the diagonal elements of the classical density matrix.
This setting will be extended to the classical density matrix
in the subsequent sections. We also concentrate in sects II-
V on deterministic bit-operations that map each given spin
configuration at t to precisely another spin configuration
at t + . The corresponding particular “unique jump
step evolution operators” are a type of cellular automata.
They are a special case of more general probabilistic step
evolution operators that will be discussed in the following
sections.
4In sect. VI we turn to possible realizations of quantum
gates by static memory materials. We introduce the clas-
sical density matrix ρ′(t) and discuss the partial loss of
information as one proceeds from the boundary at tin to a
location in the bulk at t. We construct linear bit-quantum
maps from classical density matrices to quantum density
matrices. In general, the information in the classical prob-
ability distribution is not sufficient for the computation
of the quantum density matrix for the subsystem, such
that probabilistic information in the classical density ma-
trix beyond its diagonal elements is needed. Sect. VII ad-
dresses probabilistic computing by static memory materials
or other stochastic systems. Manipulations of classical bits
are no longer deterministic, but follow probabilistic laws.
We propose a general formalism that goes far beyond the
limitations of standard Markov chains. It includes static
memory materials, stochastic chains, quantum computing
or deterministic computing as special cases.
Sect. VIII discusses possible realizations of quantum
computers by classical Ising spins. A moderate number
of classical bits can implement a rich structure of uni-
tary quantum gates already by simply spin transforma-
tions. Not all arbitrary unitary transformations can be
implemented, however, by a finite number of classical bits
in this way. Arbitrary unitary transformations need an
infinite number of classical bits. This “infinity” may cor-
respond to continuous variables. In sect. IX we consider
classical statistical variables that are real numbers. Real
variables admit indeed an infinite number of yes/no ob-
servables or macroscopic Ising spins. We construct explicit
probability distributions over real numbers in R3 that ac-
count for all aspects of a single quantum spin. In sect. X we
discuss more systematically an infinite (continuous) num-
ber of Ising spins, analogous to the infinite number of bits
needed for the precise location of a point on a circle. In this
limit arbitrary unitary operations for an arbitrary number
of quantum spins can be realized by generalized Ising mod-
els. This demonstrates the embedding of quantum mechan-
ics in classical statistics. The discussion of our results in
sect. ?? points to interesting directions for further devel-
opments in the realization of novel computing structures,
models for neural networks or the brain, and foundations
of quantum mechanics.
II. Quantum jumps in classical statistical
systems
In this section we discuss the three-spin chain for Ising
spins [29]. The three classical bits sk(t) = ±1 at every
layer t realize a quantum density matrix ρ(t) for a single
quantum spin. Suitable unique jump step evolution op-
erators induce a discrete unitary evolution of the density
matrix. The operations between layers discussed in this
section are deterministic. The probabilistic aspects appear
here only through the probability distributions at a given
layer on which the operations act. Despite its simplicity ba-
sic properties of quantum mechanics as non-commutativity,
particle-wave duality and quantum correlations can already
be found in this system. It also demonstrates the relation
between the quantum subsystem and its environment, both
embedded into a common classical statistical system.
1. Quantum density matrix for classical statistical
ensemble of Ising spins
The key idea for realizing quantum operations by clas-
sical statistical systems consists in the identification of a
suitable quantum subsystem [34, 35]. At every t the classi-
cal probabilistic information is mapped to a quantum den-
sity matrix. In turn, the statistical information contained
in the density matrix defines the quantum subsystem. In
general, the map is not invertible, such that part of the
classical probabilistic information is lost for the subsystem.
The probabilistic information of the classical statistical en-
semble that goes beyond the one in the subsystem concerns
the environment of the subsystem and will play no role. In
consequence, a probabilistic description of the subsystem
deals with “incomplete statistics” [35, 36].
As a simple example we consider three Ising spins sk =
±1, k = 1, . . . , 3. They stand for arbitrary macroscopic
observables that can take two different values. At every t
the system is described by a classical statistical ensemble
with eight classical states labeled by τ = 1, . . . , 8, corre-
sponding to the 23 = 8 possibilities to have three spins up
or down. The probability distribution associates to each
state a probability pτ ,
pτ ≥ 0 ,
∑
τ
pτ = 1. (3)
Classical observables A have a fixed value Aτ in each state
τ , with expectation value
〈A〉 =
∑
τ
Aτpτ . (4)
We may number the states by (0, 0, 0), (0, 0, 1), (0, 1, 0),
(0, 1, 1), (1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1), where 1 denotes
spin up and 0 stands for spin down. The expectation value
of s3 is then given by 〈s3〉 = −p1 + p2− p3 + p4− p5 + p6−
p7 + p8, or for A = s1s2 one has 〈s1s2〉 = p1 + p2 − p3 −
p4 − p5 − p6 + p7 + p8. We denote the expectation values
of the three spins by ρz, z = 1, . . . , 3,
ρz = 〈sz〉 , −1 ≤ ρz ≤ 1. (5)
(At this stage there is no difference between the indices z
and k. We employ here z for the purpose of compatibility
with a later more general labeling.)
The density matrix is a complex 2×2 matrix, constructed
as
ρ =
1
2
(1 + ρzτz) , ρ
† = ρ , tr(ρ) = 1 , (6)
with τz the three Pauli-matrices. (Summation over re-
peated indices is implied unless stated otherwise.) It can be
used to compute the expectation values of the three spins
5⟨s1⟩
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FIG. 2. Schematic embedding of the quantum subsystem within
the classical statistical system in the space of correlation func-
tions. The inner region (red) comprises the quantum subsys-
tem, and the outer region (green) constitutes the environment.
In contrast, a “classical subsystem” would eliminate s1, con-
sisting of the correlations 〈s2〉, 〈s3〉 and 〈s2s3〉. The quantum
subsystem is clearly not of this type.
according to the usual quantum rule. For this purpose, we
associate to the three spins sz the operators Lz = τz,
〈sz〉 = tr (Lzρ) = ρz. (7)
The subsystem describes a single quantum spin or qubit,
with spin operators Sˆk in the three directions given by τk.
2. Quantum subsystem and environment
The statistical information contained in the density ma-
trix involves only three linear combinations of classical
probabilities,
ρ1 = −p1 − p2 − p3 − p4 + p5 + p6 + p7 + p8 ,
ρ2 = −p1 − p2 + p3 + p4 − p5 − p6 + p7 + p8 ,
ρ3 = −p1 + p2 − p3 + p4 − p5 + p6 − p7 + p8. (8)
They constitute the only statistical information available
for the subsystem. Out of the seven independent probabili-
ties the subsystem employs only the information contained
in three independent numbers. Since the subsystem con-
tains only reduced statistical information, it is not surpris-
ing that this information is insufficient for the computation
of all expectation values of classical observables. For exam-
ple, the classical correlations as 〈s1s2〉 cannot be computed
from the subsystem. They need information about the en-
vironment. The subsystem realized by the three numbers
ρz is a simple example for “incomplete statistics” [34, 35].
We note that it cannot be obtained by simply omitting one
or two of the three spins.
One may visualize the quantum subsystem as a sub-
manifold in the space of correlation functions. For the
⟨s1⟩ ⟨s2⟩
⟨s3⟩
FIG. 3. Quantum condition. For a quantum subsystem the
expectation values 〈sz〉 must be inside or on the Bloch sphere.
Points on the Bloch sphere are pure quantum states. Points
outside the Bloch sphere correspond to classical statistical prob-
ability distributions that do not realize a quantum subsystem.
Corners of the cube have |〈sk〉| = 1 for all k and are not com-
patible with the quantum subsystem. The Bloch sphere touches
the cube at the points indicated at the center of its surfaces.
three classical Ising spins one can define seven independent
correlation functions 〈sk〉, 〈sksl〉 for l 6= k, and 〈s1s2s3〉.
They correspond to the seven independent probabilities.
The quantum subsystem consists of 〈sk〉, while 〈sksl〉 and
〈s1s2s3〉 constitute the environment. We have depicted this
setting in Fig. 2.
3. Quantum condition
A quantum mechanical density matrix has to obey the
positivity condition that all eigenvalues λα must be positive
definite, λα ≥ 0. In particular, all diagonal elements have
to obey ραα ≥ 0. This imposes the “quantum condition“
ρzρz ≤ 1. (9)
Indeed, with tr(ρ) = 1 the positivity condition for a 2 × 2
matrix is met if det(ρ) > 0. With det(ρ) = (1/4)(1−ρzρz)
this coincides with the condition (9). We conclude that the
quantum subsystem cannot be realized for arbitrary classi-
cal probability distributions, but only for a subset obeying
the quantum condition. For example ,the classical prob-
ability distribution pτ = δτ1 leads to ρ1 = −1, ρ2 = −1,
ρ3 = −1 and therefore violates the condition (9). The up-
per boundary of eq. (9), ρzρz = 1, corresponds to a pure
quantum state with ρ2 = ρ. For classical probability dis-
tributions obeying the quantum condition the expectation
values 〈sz〉 are on or inside the Bloch sphere, as depicted
in Fig. 3. Points outside the Bloch sphere correspond still
to valid classical statistical probability distributions, but
do not realize a quantum subsystem.
64. Quantum operations
Quantum operations are realized by unitary transforma-
tions of the density matrix,
ρ→ UρU† , U†U = 1. (10)
For pure quantum states they act in the space of expecta-
tion values 〈sk〉 as rotations on the Bloch sphere, see Fig. 3.
This extends to mixed quantum states, with length of the
rotated vector now smaller than one.
For example, the Hadamard gate is given by
UH =
1√
2
(
1 1
1 −1
)
. (11)
The corresponding transformation for the coefficients ρz
reads
ρ1 → ρ3 , ρ2 → −ρ2 , ρ3 → ρ1. (12)
On the level of the classical spins it can be realized by the
exchange s1 ↔ s3, s2 → −s2. This translates on the level
of the classical probabilities pτ to
p1 ↔ p3 , p2 ↔ p7 , p4 ↔ p5 , p6 ↔ p8 , (13)
realizing eq. (12). The transformation (13) is a unique
jump operation where each state τ jumps precisely to an-
other state τ ′. It can obviously be performed by a deter-
ministic manipulation of the Ising spins.
There are other unique jump operations among the pτ
that realize suitable unitary transformations of the density
matrix. We list a few simple ones that we specify by their
(deterministic) action on the classical spins
s1 → s2 , s2 → −s1 : ρ1 → ρ2 , ρ2 → −ρ1 : U12 =
(
1 0
0 −i
)
,
s3 → s1 , s1 → −s3 : ρ3 → ρ1 , ρ1 → −ρ3 : U31 = 1√
2
(
1 1
−1 1
)
,
s1 → −s1 , s2 → −s2 : ρ1 → −ρ1 , ρ2 → −ρ2 : UZ =
(
1 0
0 −1
)
,
s1 → −s1 , s3 → −s3 : ρ1 → −ρ1 , ρ3 → −ρ3 : UY =
(
0 1
−1 0
)
,
s2 → −s2 , s3 → −s3 : ρ2 → −ρ2 , ρ3 → −ρ3 : UX =
(
0 1
1 0
)
. (14)
The group structure of the unit jump operations is pre-
served. For example, performing first the transformation
UX yields ρ
′
2 = −ρ2, ρ′3 = −ρ3. Applying subsequently
the transformation U31, ρ
′′
1 = −ρ′3 = ρ3, ρ′′3 = ρ′1 = ρ1,
ρ′′2 = ρ
′
2 = −ρ2, results in the transformation (12), as re-
flected by the corresponding matrix multiplication yielding
eq. (11), UH = U31UX . One realizes U
2
12 = UZ , U
2
31 = UY ,
UX = UZUY . With (U31U12)
3 = (1 + i)/
√
2 one finds that
the transformation U31U12 has period three, noting that
the overall phase does not matter. The transformations
U12 or U31 have period four.
A particular unique jump operation
s2 → −s2 , ρ2 → −ρ2 , ρ→ ρ∗ (15)
transforms the density matrix into its complex conjugate.
This operation cannot be expressed as a unitary trans-
formation (10). We may combine it with transforma-
tions of the type (14). We observe that not every unit
jump operation is reflected by a unitary transformation
(10). For example, the exchange p1 ↔ p3, p2 ↔ p4, cor-
responds to a conditional change of s2. It is flipped if
s1 = −1, and left invariant for s1 = 1. This transfor-
mation leaves ρ1 and ρ3 invariant, while ρ2 changes to
ρ′2 = +p1+p2−p3−p4−p5−p6+p7+p8. The latter cannot
be expressed in terms of ρ1, ρ2 and ρ3, resulting therefore
in an environment dependent change of the density matrix
rather than a quantum operation.
Every unitary transformation (10) can be expressed (in
a non-unique way) by some transformation among the clas-
sical probabilities pτ . This follows from the simple obser-
vation that for every set of 〈sk〉 which admits a quantum
subsystem at t one can find a classical statistical prob-
ability distribution {pτ (t)} realizing it. The same holds
for the set of 〈sk〉 at t +  with associated probability
transformation {pτ (t + )}. Thus arbitrary ρ(t) and ar-
bitrary ρ(t + ) can be realized by suitable {pτ (t)} and
{pτ (t + )}, respectively. Any arbitrary unitary transfor-
mation ρ(t) → ρ(t + ) can be implemented by a corre-
sponding map {pτ (t)} → {pτ (t + )}. Neither the proba-
bility distributions {pτ (t)}, {pτ (t + )}, nor the map are
unique. The map needs not to be linear.
Only a subset of transformations of probability distri-
butions corresponds, however, to the unique jump opera-
tions which form the discrete eight-dimensional permuta-
tion group. Maps among probability distributions respect-
ing the quantum condition correspond to maps of points
7inside or on the Bloch sphere in Fig. 3. They are not nec-
essarily unitary operations, since the length of the rotated
vector can change. If, however, a map between probabil-
ity distributions maps every pure quantum state to a pure
quantum state, the associated map ρ(t) → ρ(t + ) is
unitary. In this case the vector (〈s1〉, 〈s2〉, 〈s3〉) is rotated,
with length preserved.
5. Non-commuting observables in the quantum
system
The three operators Sˆk for a single quantum spin in the
x, y and z direction are given by τ1, τ2 and τ3. With the
quantum rule for expectation values,
〈Sk〉 = tr(ρSˆk) = ρk = 〈sk〉 , (16)
the expectation values of the quantum spin in each of the
three directions coincides with the expectation value of a
particular classical Ising spin, that we may associate to the
same direction.
The three operators Sˆk = τk do not commute. This
may be surprising at first sight, since classical statistics
is often believed to be commutative, and no sign of non-
commutativity is visible directly for the three Ising spins
sk. The non-commutative operator representation of the
observables is a property of the subsystem. Incomplete
statistics [36, 37] for the subsystem does not permit the
computation of classical correlations as 〈s1s2〉. In other
words, the probabilistic information in the density matrix
characterizing the subsystem is not sufficient for the deter-
mination of simultaneous probabilities to find a given value
±1 for s1 and to find a value ±1 for s2. This lack of in-
formation enforces non-commutative operators. If Sˆ1 and
Sˆ2 would commute, the simultaneous probabilities would
be computable from ρ.
6. Particle-wave duality
The discreteness of quantum mechanics, e.g. the associ-
ation of the possible outcomes of measurements with the
discrete eigenvalues of the quantum operators Sˆk, follows
directly from the discreteness of the classical Ising spins.
The possible measurement values correspond indeed to the
spectrum of the associated operators. Also the quantum
rule (16) for the computation of expectation values follows
directly from the standard classical statistical setting (4).
On the other hand, expectation values are continuous,
and the density matrix involves continuous variables as
well. For pure quantum states the density matrix can be
expressed as a bilinear in the quantum wave function ψ,
ρij = ψiψ
∗
j . The wave function is continuous. Unitary
transformations ψ(t)→ ψ(t + ) are described by a linear
(discrete) Schro¨dinger equation. In this sense particle-wave
duality is nothing else than the compatibility of discrete
measurement values (particle aspect) with a continuous
probabilistic description by ψ or ρ (wave aspect).
7. Measurements and conditional probabilities
Even though the issue of measurements is somewhat be-
sides the main topic of this paper and not needed for our
purposes, a brief discussion may be useful for an under-
standing why no conflict with Bell’s inequalities arises in
our approach. A valid measurement at t of a given Ising
spin, say s1, with measurement value s1 = 1, will set af-
ter the measurement the probability of finding s = −1
to zero. This does not yet tell what happens during the
measurement to the two other spins s2 and s3. Different
measurement procedures for a measurement of s1 will, in
general, result in different outcomes for the probability dis-
tribution concerning s2 and s3. We define an ideal quan-
tum measurement as a measurement that is compatible
with the quantum subsystem. If the probability distribu-
tion obeys the quantum condition before the measurement,
it should still obey the quantum condition after an ideal
quantum measurement. The combination of 〈s1〉 = 1 and
the quantum condition fixes the state after the ideal quan-
tum measurement as a pure quantum state with 〈s1〉 = 1,
〈s2〉 = 〈s3〉 = 0.
For a sequence of two measurements one is interested
in conditional probabilities, say the probability to find at
t +  s2 = +1 or −1 after s1 has been measured at t
to be +1. We denote the conditional probabilities to find
s2(t + ) = 1 or −1 by (w2+)1+ and (w2−)1+ respectively,
and similarly by (w2+)
1
− and (w
2
−)
1
− if s1(t) was measured to
be −1. The conditional probabilities for an ideal quantum
measurement obey
(w2+)
1
+ + (w
2
−)
1
+ = 1 ,
(w2+)
1
+ − (w2−)1+ = tr
[
τ2 U(t) ρ(1+)U
−1(t)
]
, (17)
with defining U(t) the unitary evolution of the density ma-
trix from t to t +  and ρ(1+) = (1 + τ1)/2 the density
matrix for a quantum state with 〈s1(t)〉 = 1. Similar re-
lations hold for (w2+)
1
− and (w
2
−)
1
−, with ρ(1+) replaced by
ρ(1−) = (1 − τ1)/2. The expectation value of 〈s2(t + )〉
under the condition that s1(t) was measured to be +1 is
given by the second equation (17). It can be obtained by
the “reduction of the density matrix“ to ρ(t) = ρ1+ after
s1(t) = 1 has been measured, a subsequent time evolution
from ρ(t) to ρ(t + ) and finally evaluating the expecta-
tion value 〈s2(t + )〉 according to eq. (16). If we define
ideal quantum measurements by the conditional probabil-
ities (17), the “reduction of the density matrix“ can be
seen as a pure mathematical prescription for an efficient
computation of the conditional probabilities. It does not
need to be implemented by an actual physical change of
the quantum subsystem by the measurement.
The measurement correlation weighs the expectation val-
ues 〈s2(t + )〉± after s1(t) has been found to be +1 or −1
with the probabilities that s1(t) is found to be +1 or −1 in
the state characterized by ρ(t), and with the corresponding
value of s1(t),
〈s2(t + )s1(t)〉m =
[
(w2+)
1
+ − (w2−)1+
] 1 + 〈s1(t)〉
2
− [(w2+)1− − (w2−)1−] 1− 〈s1(t)〉2
=
1
2
tr
({
Sˆ2H(t + ) Sˆ1H(t)
}
ρ
)
.
(18)
8Here Sˆ1H(t) = τ1 and Sˆ2H(t + ) = U
†(t) τ2 U(t) are the
operators for s1(t) and s2(t + ) in the Heisenberg picture
(with reference point t) and we employ the identities
2(1± 〈s1〉) ρ1± = (1± τ1) ρ (1± τ1) . (19)
The relation (18) is precisely the quantum correlation in-
volving the operator product. (For more details on condi-
tional probabilities and measurement correlations see [35].)
8. Bell’s inequalities
The classical Ising spins sk may be considered as hidden
variables. The classical correlation functions 〈sksl〉 have
therefore to obey Bell’s inequalities. These classical corre-
lation functions are, however, part of the environment, as
visible in Fig. 2. The values of the classical correlations
can be computed in the classical statistical system only
if the full probabilistic information is available. They are
not properties of the quantum subsystem, and their values
cannot be computed from the incomplete statistical infor-
mation of the quantum subsystem. Classical probability
distributions with different values of the classical correla-
tion 〈sksl〉 are mapped to the same quantum subsystem.
In contrast, the measurement correlation for ideal quan-
tum measurements are properties of the quantum subsys-
tem. They can be computed from the information con-
tained in ρ(t) and its evolution with t. The measurement
correlations do not have to obey Bell’s inequalities. The
simple reason why our setting is not in conflict with Bell’s
inequalities is that these equalities apply to quantities that
are of no interest in our context. In the following we will
not consider intermediate measurements or sequences of
measurements. We concentrate on sequences of quantum
gates, assuming that necessary measurements of the out-
come are performed at the end of the sequence.
III. Two entangled quantum spins
As a next step we want to realize quantum operations on
a system of two entangled quantum spins. Two qubits are
described by a hermitian 4×4 density matrix with elements
ραβ , α, β = 1, . . . , 4. Hermiticity and the normalization
tr(ρ) = 1 imply that ρ is characterized by 15 independent
elements. In the present section we realize the two-qubit
quantum subsystem by 15 independent classical bits. In
the next section we discuss a realization employing only
six classical bits. Some elements of the density matrix will
then be defined by classical correlation functions.
A typical quantum operation is the CNOT-gate, corre-
sponding to
UC =
(
1 0
0 τ1
)
= U†C . (20)
It has the property that it maps a direct product state to
an entangled state. The CNOT-gate, together with the
Hadamard gate UH and a pi/8-rotation in Hilbert space
(to be discussed in sect. VIII), form a basic set of quantum
gates from which all unitary transformations for two qubits
can be obtained by suitable sequential applications. We
will discuss which classical statistical systems can realize
this quantum gate, as well as other quantum gates.
1. Quantum density matrix
For the density matrix,
ρ =
1
4
(1 + ρzLz) =
1
4
(1 + ρµνLµν) , (21)
we need 15 numbers ρz in a suitable basis for the generators
Lz of SU(4). We first realize this system by fifteen classical
Ising spins sµν , µ, ν = 0, 1, 2, 3, with s00 omitted. For this
realization we define σµν = sµν for (µ, ν) 6= (0, 0), and
σ00 = 0. Later, we will discuss other expressions of σµν in
terms of Ising spins. Similar to eq. (5) we define
ρz = ρµν = 〈σµν〉 . (22)
(Recall that ρ00 does not figure among the fifteen ρz.) We
label the SU(4) generators Lz by
Lz = Lµν = τµ ⊗ τν , (23)
with Pauli matrices τk and τ0 = 1. (Again L00 = 1 is not
part of the Lz.) We observe the relations
tr(Lµν) = 0 , L
†
µν = Lµν ,
tr(LµνLρλ) = 4δµρδνλ , (24)
implying
tr(Lµνρ) = ρµν = 〈σµν〉. (25)
We can therefore represent the observables σµν by the op-
erators Lµν . The eigenvalues of Lµν are ±1, corresponding
to the possible measurement values σµν = ±1 in the 215
states τ of the classical statistical ensemble.
The quantum condition for the positivity of the density
matrix requires now
ρzρz ≤ 3 . (26)
This ensures tr(ρ2) ≤ 1, according to
tr(ρ2) =
1
16
tr (1 + 2ρzLz + ρzρyLzLy)
=
1
4
(1 + ρzρz) . (27)
Pure quantum states with ρ2 = ρ have to obey ρzρz = 3.
Indeed, for pure states one needs tr(ρ2) = 1, such that
ρzρz = 3 is a necessary requirement. This condition is,
however, not sufficient [35]. For mixed quantum states one
has ρzρz < 3.
A pure state density matrix can be written in terms of
a complex wave function ψ,
ραβ = ψαψ
∗
β , ψαψ
∗
α = 1 . (28)
The particular pure state
ρ
(0)
αβ = δα1δβ1 , ψ
(0)
α = δα1 (29)
9corresponds to ρ30 = ρ03 = ρ33 = 1, with all other ρµν
vanishing. It obeys ρzρz = 3. An arbitrary pure state
can be obtained from ψ
(0)
α by a unitary transformation,
V †V = 1,
ψ = V ψ(0) , ρ = V ρ(0)V † . (30)
Unitary transformations do not change tr(ρ2), leaving
therefore ρzρz = 3 unchanged. The manifold of ρz cor-
responding to pure states is obtained from eq. (30) and
corresponds to the complex projective space CP4. This is a
submanifold of the space S15 defined by ρzρz = 3. The lat-
ter condition is therefore not sufficient for the realization of
a positive quantum density matrix. The “pure state con-
dition” involves additional restrictions on the ρµν , which
can be formulated as the condition ρ2 = ρ. Pure state
density matrices have one eigenvalue equal to one and all
others zero, and are therefore positive. The positivity ex-
tends to mixed quantum states for which the density ma-
trix is a weighted sum of pure states density matrices ρ(i),
ρ =
∑
i wiρ
(i), 0 ≤ wi ≤ 1,
∑
i wi = 1.
2. Quantum operations on two qubits
We may take the three components of the first quan-
tum spin operator to correspond to Lk0 = τk ⊗ 1, while
the operators associated to the second quantum spin are
given by L0k = 1 ⊗ τk. The classical Ising spins are la-
beled as σk0 = s
(1)
k , σ0k = s
(2)
k , such that the expectation
values of the two quantum spins in the three cartesian di-
rections coincide with the ones for the classical Ising spins
s
(i)
k . Unitary transformations acting only on the spin one
are represented by U = U (1) ⊗ 1, while those acting on
spin two read U = 1 ⊗ U (2). Here U (1), U (2) are unitary
2× 2 matrices, given by eq. (14). On the level of the clas-
sical spins they are realized by the same transformations
of the s
(i)
k as in sect. II, while σkl transforms the same
way as s
(1)
k s
(2)
l . For example, the Hadamard gate for spin
one corresponds to σ10 ↔ σ30, σ20 ↔ −σ20, σ0k invari-
ant, σ1k ↔ σ3k, σ2k ↔ −σ2k. Similarly, the Hadamard
gate for spin two is realized by σ01 ↔ σ03, σ02 ↔ −σ02,
σk0 invariant, σk1 ↔ σk3, σk2 ↔ −σk2. These transfor-
mations constitute unique mappings between the states τ ,
and correspondingly between the 215 probabilities pτ . The
transformation
Lµν = (τµ ⊗ τν)→
(
1⊗ U (2)
)
(τµ ⊗ τν)
(
1⊗ (U (2))†)
(31)
implies that the Lk0 are invariant, while Lµk →
τµ ⊗ U (2) τk U (2)†. Thus the above transformations of
σµν , and correspondingly of ρµν , indeed realize the unitary
transformations for spin two.
A transformation acting on both spin one and spin two
is the exchange s
(1)
k ↔ s(2)k , accompanied by skl ↔ slk. It
results in ρµν ↔ ρνµ. The corresponding unitary transfor-
mation has therefore to obey
USLµνU
†
S = Lνµ, (32)
as realized by the swap gate
US =
 1 0 0 00 0 1 00 1 0 0
0 0 0 1
 = U†S . (33)
The swap gate maps unitary operations on the first spin to
unitary operations acting on the second spin, e.g.
US U
(1)
12 US = U
(2)
12 . (34)
Combination with the operations (14) permits unitary
transformations with period eight, e.g.(
U
(1)
12 US
)2
= diag(1,−i,−i,−1) ,
(
U
(1)
12 US
)8
= 1 .
(35)
We next turn to the CNOT gate (20). For the wave
function of a pure state we may choose four basis functions
ψ1 = (1, 0, 0, 0) = |↑↑〉 , ψ2 = (0, 1, 0, 0) = |↑↓〉 ,
ψ3 = (0, 0, 1, 0) = |↓↑〉 , ψ4 = (0, 0, 0, 1) = |↓↓〉 , (36)
where the arrows denote, as usual, eigenvalues of L30 and
L03. The CNOT-operation (20) exchanges ψ3 ↔ ψ4. It
switches the second spin if the first one is down, and leaves
the second spin invariant if the first one is up. It can be
seen as a conditional quantum spin flip. Starting from a
product state
ψin =
1√
2
(|↑〉 − |↓〉) |↓〉 = 1√
2
(|↑↓〉 − |↓↓〉) (37)
=
1√
2
(0, 1, 0,−1) ,
the CNOT-gate produces an entangled state
ψf = UCψin =
1√
2
(|↑↓〉 − |↓↑〉) = 1√
2
(0, 1,−1, 0) . (38)
While ψin corresponds to fixed values s
(1)
1 = −1, s(2)3 = −1,
σ13 = 1, with all other expectation values vanishing, the
non-vanishing expectation values for ψf are σ11 = σ22 =
σ33 = −1. In the entangled state ψf the correlations rather
than the individual spins take sharp values.
The unitary transformation (20) of the CNOT-gate, ρ→
U ρU†, is realized by the map
ρ10 ↔ ρ11 , ρ20 ↔ ρ21 , ρ13 ↔ −ρ22 ,
ρ02 ↔ ρ32 , ρ03 ↔ ρ33 , ρ23 ↔ ρ12 ,
ρ30, ρ01, ρ31 invariant. (39)
On the level of the classical Ising spins this is simply real-
ized by the corresponding map between the sµν . This con-
stitutes a direct proof that entangled quantum spin states,
and operations changing product quantum states to entan-
gled states, can be represented by classical Ising spins and
operations among them [34].
More generally, exchanges and sign changes of spins,
ρµν → ρ′µν = ±ρµ′ν′ , can be realized by unitary trans-
formations provided that ρ′ = (1 + ρ′µνLµν)/4 = (1 +
10
ρµνL
′
µν)/4, L
′
µν = ULµνU
†. (We occasionally use primes
for maps, e.g. ρ → ρ′ stands for ρ(t) → ρ(t + ). In
this case ρ′ should not be confounded with the classical
density matrix.) Generators L′ and L related by a unitary
transformation have to obey the consistency condition for
operator products
LµνLτρ = CµντρλσLλσ ⇒ L′µνL′τρ = CµντρλσL′λσ. (40)
For example, this property is responsible for the important
minus sign in ρ13 ↔ −ρ22. Indeed, from L13 = L10L03
one infers L′13 = L
′
10L
′
03 = L11L33 = (τ1 ⊗ τ1)(τ3 ⊗ τ3) =
τ1τ3 ⊗ τ1τ3 = −τ2 ⊗ τ2 = −L22.
IV. Bit-quantum maps
The bit-quantum maps map the probabilistic informa-
tion for classical Ising spins to a quantum density matrix
for quantum spins. In our context these maps are per-
formed for every t-layer separately. In the present section
the probabilistic information about the Ising spins concerns
their expectation values and correlation functions. In turn,
they are given by the probabilities to find different spin
combinations. In sect. VI we will extend this to a more
general formulation in terms of the classical density matrix.
The bit-quantum maps are not unique. We first extend
the construction of sects II, III to an arbitrary number of
quantum spins and subsequently address possible other re-
alizations that employ suitable correlation functions of the
Ising spins in addition to their expectation values. Further
bit-quantum maps will be discussed in sects VIII, X. The
question which quantum gates can be realized by classical
Ising spins depends on the choice of the bit-quantum map.
For a given generalized Ising model the quantum den-
sity matrix ρ defines the quantum-subsystem. Different
bit-quantum maps correspond to different choices of sub-
systems. On the other hand, for a given ρ the different
bit-quantum maps for different generalized Ising models ac-
count for the different possibilities to realize a given quan-
tum subsystem by generalized Ising models.
A particularly interesting bit-quantum map is the “corre-
lation map“. It realizes a quantum subsystem for Q qubits
by 3Q classical Ising spins. If this map can be exploited for
practical applications, it leads to highly attractive scaling
properties of classical statistical realizations of quantum
operations. The key element of the correlation map is the
association of some of the elements of ρ to correlations of
classical Ising spins s
(i)
k . For Q qubits one exploits n-point
functions up to the degree n = Q. The rapid increase of
the number of n-point functions with n matches the rapid
increase of the number of independent elements of ρ with
Q. The establishment of this map is the key topic of this
section.
1. Arbitrary number of qubits
Quantum operations realized by classical Ising spins can
be extended to an arbitrary number of quantum spins. As
a first possibility we may consider a realization of Q quan-
tum spins by M = 22Q−1 independent classical Ising spins
σµ1µ2...µQ = sµ1µ2...µQ , with σ00...0 = 0. The density ma-
trix is given by
ρ = 2−Q
(
1 + ρµ1...µQLµ1...µQ
)
, ρµ1...µQ = 〈σµ1...µQ〉 ,
(41)
with SU(2Q)-generators
Lµ1µ2...µQ = τµ1 ⊗ τµ2 ⊗ . . .⊗ τµQ . (42)
(The unit matrix L00...0 is not a generator of SU(2
Q).)
Single spin quantum operations are realized by transfor-
mations of the Ising spins where σµ1µ2...µQ transforms in
the same way as the product σµ10...0σ0µ2...0 · · ·σ00...µQ .
Similarly, operators acting on a pair of quantum spins
i and j, as the CNOT-gate or the permutation i ↔ j
(SWAP gate), are realized if σµ1...µiµj ...µQ transforms as
σµ10...0 · · ·σ0...µiµj ...0 · · ·σ00...µQ . (This extends to orders
of spins where i and j are not neighboring.)
In particular, one can use the permutation of two spins,
Pij : i↔ j, for a cyclic transport of the spin states to spins
at neighboring “sites” on a spin chain S(1)S(2) . . . S(Q).
The “transport”
P+ = PQ−1,Q PQ−2,Q−1 · · ·P3,4 P2,3 P1,2 (43)
effectively transforms S(1) . . . S(Q) to S(2)S(3) . . . S(Q)S(1).
The corresponding unitary transformation acting on the
density matrix (or quantum wave function for pure states)
obtains by matrix multiplication of matrices US , cf.
eq. (33), for the pairs corresponding to Pij . It is clear that
a great number of quantum operations can be realized in
this way by operations on classical Ising spins. The prize
to pay is the very rapid increase of the number of classical
Ising spins with the number Q of quantum spins. Already
for Q = 20 quantum spins 240 Ising spins are needed.
2. Correlation map
For a practical use of the realization of quantum opera-
tions by Ising spins it would be a great advantage if the fast
increase of M with Q could be avoided. We next explore
the possibility to use only M = 3Q classical Ising spins
s
(m)
k , m = 1, . . . , Q. For two quantum spins (Q = 2) one
has to realize the density matrix by probabilistic informa-
tion about six Ising spins s
(1)
k , s
(2)
k . For this purpose we
use in eq. (21) the classical correlation function 〈s(1)k s(2)l 〉,
namely
ρk0 = 〈s(1)k 〉 , ρ0k = 〈s(2)k 〉 , ρkl = 〈s(1)k s(2)l 〉 . (44)
The elements σkl in eq. (22) are now products of spins,
σkl = s
(1)
k s
(2)
l , while σk0 = s
(1)
k , σ0k = s
(2)
k . We ob-
serve that only part of the classical correlation functions
are used for the quantum subsystem. Correlation func-
tions as 〈s(i)k s(i)l 〉 or three point correlations belong to the
environment in a suitable generalization of Fig. 2.
The generalization to Q quantum spins is straightfor-
ward. Elements ρµ1µ2...µQ with s indices ki = 1, . . . , 3
and t = Q − s indices 0 are given by s-point correlations
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〈s(m1)k1 s
(m2)
k2
. . . s
(ms)
ks
〉, where mi denotes the position of in-
dex ki. (An example is ρ0kl0m = 〈s(2)k s(3)l s(5)m 〉.) Employing
s
(m)
0 = 1 we can write
ρ =
1
2Q
(
1 + 〈s(1)µ1 s(2)µ2 . . . s(Q)µQ 〉Lµ1µ2...µQ
)
. (45)
We note that the classical spins appearing in the corre-
lations used for the quantum subsystem are all different.
Eq. (45) defines the correlation map for Q qubits, involving
3Q classical bits.
The quantum condition on ρ is essential for the possibil-
ity to realize arbitrary density matrices by classical corre-
lation functions. The main point may be demonstrated for
Q = 2 by a matrix with ρ30 = 1, ρ03 = 1, ρ33 = −1, with
all other ρµν vanishing. Obviously, it cannot be realized
by classical correlation functions since 〈s(1)3 s(2)3 〉 = −1 is
incompatible with 〈s(1)3 〉 = 1, 〈s(2)3 〉 = 1. While ρzρz = 3
is obeyed, the matrix ρ = diag(1, 1, 1,−1)/2 has a nega-
tive eigenvalue and therefore does not obey the quantum
condition.
It is important that the operator Lkl = Lk0 · L0l can be
associated with a matrix product of commuting quantum
operators. The expectation value tr(Lklρ) = tr(Lk0L0lρ)
can be seen as the quantum correlation of the quantum
observables S
(1)
k and S
(2)
l . (We use sk for classical spins
and Sk for quantum spins.) Quantum correlations for non-
commuting observables may violate Bell’s inequality. In
this case they cannot be represented by classical correla-
tion functions. Since ρkl involves different quantum spins
the associated quantum spin operators Lk0 and L0l indeed
commute, such that Bell’s inequalities are obeyed for this
pair. In contrast, quantum correlations for different com-
ponents of the same spin, as 〈S(1)k S(1)l 〉, k 6= l, involve
a noncommuting operator product Lk0Ll0. These quan-
tum correlations are not represented by classical correla-
tion functions. We conclude that correlation map (45) is
not in conflict with Bell’s inequalities. Inversely, the in-
formation on the classical correlation function 〈s(1)k s(1)l 〉,
k 6= l, cannot be computed from ρ. The necessary statis-
tical information involves the environment and is not part
of the quantum subsystem. Similar to Fig. 2 this classical
correlation lies outside the quantum subsystem. It obeys
Bell’s inequalities, but is of no relevance for the quantum
subsystem.
The realization of the correlation map (45) as a valid
bit-quantum map needs completeness, as discussed below.
While the reduction to 3Q classical bits for Q qubits is
striking, the reader should keep in mind that the cost is
not trivial. For the exact representation of a density matrix
one needs 22Q−1 correlation functions. If all of them have
to be stored in memory during a calculation, the needed
memory space increases dramatically for large Q. One may
hope, however, that not all details of the density matrix are
relevant for practical computations, making some approx-
imation to ρ sufficient. If the correlation map is complete,
and if efficient algorithms for the handling of correlations
for 3Q classical bits can be found, it is not excluded that
the BPP computational complexity class contains the BQP
class, which would be striking. This issue is beyond the
scope of this paper.
3. Restrictions on classical correlations and
quantum condition
A key ingredient for the realization of a bit-quantum map
is completeness. Every possible density matrix ρ needs to
have at least one realization in terms of the probabilistic
information for the classical statistical system. Complete-
ness ensures that all possible states of the quantum system
can be reached in principle. If, in addition, all unitary op-
erations can be realized for a given number Q of qubits,
the classical statistical system can perform universal quan-
tum computations for this number of qubits. For the bit-
quantum map (45) completeness requires that all values of
elements
ρµ1µ2...µQ = 〈s(1)µ1 s(2)µ2 . . . s(Q)µQ 〉 (46)
that are consistent with the quantum condition can in-
deed be realized by the corresponding classical correlation
functions. Since classical correlation functions obey restric-
tions, this property is not automatic. We will present ar-
guments that the correlation map (45) is indeed complete,
while a formal proof is not yet achieved.
We start with Q = 2 and generalize subsequently to
arbitrary Q. Classical correlation functions of two Ising
spins s1 and s2 have to be realized by a positive proba-
bility distribution. They obey the necessary and sufficient
conditions
|〈s1〉| ≤ 1 , |〈s2〉| ≤ 1 , |〈s1s2〉| ≤ 1 ,
− 1 + |〈s1〉+ 〈s2〉| ≤ 〈s1s2〉 ≤ 1− |〈s1〉 − 〈s2〉| . (47)
In our setting this translates to bounds for the coefficients
ρµν . For all pairs (k, l) they have to obey
|ρk0| ≤ 1 , |ρ0l| ≤ 1 , |ρkl| ≤ 1 ,
− 1 + |ρk0 + ρ0l| ≤ ρkl ≤ 1− |ρk0 − ρ0l| . (48)
We want to show that every density matrix (21) which
obeys the quantum condition automatically obeys the in-
equalities (48) for every pair (k, l). There is therefore no
obstruction from relations of the type (47) to realize an
arbitrary density matrix by a suitable probability distribu-
tion for the Ising spins.
The proof uses the possibility to make basis changes for
quantum systems. In every basis all diagonal elements ραα
of a positive density matrix obey ραα ≥ 0. This can be
exploited to establish the inequalities (48). Let us consider
for an arbitrary pair (k, l) the three generators Lk0, L0l
and Lkl. They commute and can therefore be diagonalized
simultaneously. The entries of these diagonal matrices are
the eigenvalues ±1. In the basis where both Lk0 and L0l
(and therefore also Lkl) are diagonal, the diagonal elements
of ρ can be associated with the probabilities p++, p+−,
p−+, p−− to find for (Lk0, L0l) the eigenvalues (++), (+−),
(−+) and (−−). Indeed, p++ is defined as the sum over
all diagonal elements ραα for which Lk0 and L0l both have
the eigenvalue one, and similar for the other combinations.
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The positivity of the density matrix implies ραα ≥ 0 for
every α separately - it is at this place where the quantum
condition enters crucially. Thus p++, p+−, p−+ and p−−
are all positive semidefinite. The normalization tr(ρ) = 1
implies p++ + p+− + p−+ + p−− = 1, such that the set
(p++, p+−, p−+, p−−) has all properties of a probability
distribution. In this diagonal basis eq. (25) yields
ρk0 = tr(Lk0 ρ) = p++ + p+− − p−+ − p−− ,
ρ0l = tr(L0l ρ) = p++ − p+− + p−+ − p−− ,
ρkl = tr(Lkl ρ) = p++ − p+− − p−+ + p−− . (49)
The relations (48) follow from eq. (49) for every probability
distribution (p++, p+−, p−+, p−−).
For six Ising spins the constraints (47) on the two-point
correlation functions and expectation values have to hold
for any arbitrary pair of spins. This is indeed guaranteed
by the positivity of the density matrix. The question arises
if the constraints (47) are the only ones on the level of ex-
pectation values and two-point correlations. (There will
be additional constraints involving higher order correla-
tion functions that are not important for Q = 2.) In other
words, this question asks if the constraints (47) for arbi-
trary spin pairs are sufficient in the sense that for every
choice of correlation functions obeying these constraints at
least one associated probability distribution can be found
that realizes those expectation values and correlations. If
the constraints (47) are sufficient, the completeness of the
correlation map is established. On the other hand, if fur-
ther constraints on the level of expectation values and two-
point functions would exist, the completeness of the cor-
relation map may involve further properties of the density
matrix, or may not be given. For the time being we have
not found such additional constraints on the classical cor-
relation functions, but we have not proven either that the
constraints are sufficient. Our working hypothesis is that
the correlation map is complete.
It is straightforward to construct explicitly classical
probability distributions realizing particular entangled
quantum states, as the maximally entangled state (38).
This can be found in Appendix A where we explicitly es-
tablish the classical probability distributions for selected
families of entangled quantum states, and discuss further
a few general aspects of the correlation map.
The setting generalizes in a straightforward way to an ar-
bitrary number Q of quantum spins. The classical n-point
functions employed in eq. (46) obey constraints similar to
eq. (47), translating to constraints on the elements of the
density matrix analogous to eq. (48). One has to establish
that the positivity of the density matrix ensures these con-
straints. All constraints on the classical correlation func-
tions arise from the requirement of an underlying positive
probability distribution. On the other hand, every set of
classical correlation functions obeying the constraints can
be realized by a suitable probability distribution. For finite
M there is an invertible map between the space of prob-
ability distributions and the space of classical correlation
functions.
It is sufficient to show that the positivity of the density
matrix allows for the definition of suitable positive proba-
bility distributions such that the elements ρµ1...µQ can be
obtained as appropriate correlations computed from these
probability distributions. Then the constraints on classical
correlation functions are obeyed by ρµ1...µQ . In analogy
to eq. (47) for Q = 2 we concentrate on the correlation
function 〈s(1)k1 s
(2)
k2
. . . s
(Q)
kQ
〉 for a given set (k1, k2, . . . , kQ),
together with the sets of correlation functions for which
some of the s
(i)
ki
are replaced by one. All constraints for
this particular set arise from the necessary positive prob-
ability distributions determining these correlations. It is
sufficient that a positive probability distribution exists for
the classical subsystem for which all Ising spins different
from the selected s
(i)
ki
are integrated out.
In analogy to Q = 2 we show that these constraints are
obeyed for all correlations corresponding to a positive den-
sity matrix. For any arbitrary given set (k1, k2, . . . , kQ) one
chooses a basis where all Q generators Lk100...0, L0k20...0,
..., L0...0kQ (one index ki = 1, 2, 3, all other indices 0) are
diagonal. This is possible since these generators commute.
In the same basis all products of these generators are di-
agonal as well. The diagonal elements ραα in this basis
permit the definition of probabilities to find for these Q
selected operators the values +1 or −1. The positivity of
ραα ensures again the positivity of these probabilities. In
consequence, the elements ρµ1µ2...µQ with µi either zero or
ki obey the constraints for the correlation functions of the
selected set of Q two-level observables.
These constraints are necessary constraints for the classi-
cal correlation functions 〈s(1)µ1 s(2)µ2 . . . s(Q)µQ 〉 with µi = 0 or ki.
This follows by “integrating out“ the spins s
(i)
l for l 6= ki,
thereby establishing positive probability distributions for
classical subsystems consisting of Q classical spins. Since
the choice of Q generators by the set (k1 . . . kQ) is arbitrary,
one establishes a set of constraints for n-point functions for
Q spins with n ≤ Q, and arbitrary selections of the spins
s
(1)
k1
, s
(2)
k2
, ..., s
(Q)
kQ
. These constraints hold both for the set
of correlation functions for the sets of Q classical spins and
for the associated elements of the density matrix.
In order to show completeness of the correlation map
one finally needs to establish that the sets of constraints
on n-point function for arbitrary subsets (k1 . . . kQ) of se-
lected spins are sufficient for the existence of an “overall
probability distribution“ for 3Q classical spins that real-
izes all these correlations. For the time being a proof of
the sufficiency of the discussed constraints on the classical
level is not available. We will in the following assume that
for every positive density matrix the correlation functions
(46) can be realized by a classical probability distribution.
Typically, this overall classical probability distribution will
not be unique since correlation functions for m spins with
m > Q are not specified. It is sufficient to establish the
existence of at least one possible overall probability distri-
bution.
4. Properties of bit-quantum maps
Our construction defines a “bit-quantum-map” as a map
from a subset of probability distributions for Ising spins
13
to a positive quantum density matrix. The subset is de-
fined by suitable expectation values and classical correla-
tions obeying the quantum condition. The bit-quantum
map should be complete. It is, however, not invertible
- different probability distributions for Ising spins realize
the same density matrix. On the other hand, for a com-
plete map every quantum density matrix can be realized
by a suitable probability distribution for Ising spins. The
bit-quantum map is a map from the probabilistic informa-
tion about classical bits or Ising spins to the probabilistic
information about qubits or quantum spins, as encoded in
the quantum density matrix. It is possible whenever the
most general quantum density matrix can be constructed
from classical expectation values and correlations which
obey the restrictions of the type (47).
More precisely, a general map from the probability dis-
tribution for Ising spins to the density matrix ρ is defined
by eq. (41), with σµ1µ2...µQ observables that can be ex-
pressed in terms of classical Ising spins. This map is a
bit-quantum map if arbitrary ρµ1µ2...µQ consistent with the
quantum condition can be realized by expectation values
of the observables σµ1µ2...µQ for suitable classical probabil-
ity distributions. Different bit-quantum maps are distin-
guished by different associations of observables σµ1...µQ to
Ising spins or products thereof. Examples are the correla-
tion map (45) and the map (41) for independent spins for
each σµ1...µQ .
There are many intermediate possibilities of bit-quantum
maps between the correlation map and the map associating
each σµ1...µQ to an independent Ising spin. For example,
we may replace in the correlation map for Q = 2 for some
of the σkl the correlation function 〈s(1)k s(2)l 〉 by an inde-
pendent Ising spin skl. If the correlation map is complete,
this defines a new bit-quantum map, since the condition
|〈skl〉| ≤ 1 is weaker than the restriction on the classical
correlation function. Not every map that defines ρ by ex-
pectation values of σµ1µ2...µQ is a bit-quantum map. For
example, we can define for two quantum spins a different
map by replacing in the map ρµν = 〈s(1)µ s(2)ν 〉 the element
ρ22 by −〈s(1)2 s(2)2 〉, while leaving all other elements as be-
fore. This is not a bit-quantum map since the matrix ρ
defined in this way is not positive. Positivity requires that
for ρ20 = 1, ρ02 = 1 only ρ22 = 1 is possible. For classical
Ising spins the expectation values 〈s(1)2 〉 = 1, 〈s(2)2 〉 = 1
require for the classical correlation 〈s(1)2 s(2)2 〉 = 1. This
contradicts the association ρ22 = −〈s(1)2 s(2)2 〉.
V. Unitary transformations by maps of
probability distributions
This section discusses maps of classical statistical proba-
bility distributions for Ising spins that realize unitary trans-
formations for the density matrix of appropriate quantum
subsystems. If the quantum conditions for the subsystem
are obeyed, arbitrary unitary transformations can be in-
duced by non-linear transformations of the probability dis-
tributions. Linear transformations of the probability dis-
tributions only realize a subset of unitary transformations.
As particular examples for linear transformations of proba-
bility distributions we discuss the standard computing with
random operations, as well as unique jump operations or
cellular automata. We emphasize that the transformation
of the probability distribution between layers of a neural
network needs not to be linear, such that restrictions aris-
ing from the linearity of the transformation do not apply
in general.
1. Unitary quantum transformations by maps of
probability distributions for classical bits
Unitary transformations are compatible with the quan-
tum condition. For ρ(t) obeying the quantum condition,
also ρ(t + ) = Uρ(t)U† obeys the quantum condition.
For a complete bit-quantum map every quantum density
matrix ρ(t) can be obtained from suitable probability dis-
tributions {pτ (t)} for Ising spins. As a consequence, every
U can be realized by a map from a probability distribution
{pτ (t)} realizing ρ(t), to a different probability distribution
{pτ (t + )} which realizes ρ(t + ). The existence of the
map from {pτ (t)} to {pτ (t + )} can be visualized from
Fig. 1 if one replaces the classical density matrices ρ′ by
probability distributions (that consist of the diagonal ele-
ments of ρ′, see sect. VI), and interprets S(t) as this map.
The map between probability distributions is not unique,
since the probability distributions {pτ (t + )} realizing a
given ρ(t + ) are not unique.
The possible realization of an arbitrary unitary trans-
formation by a suitable map of classical probability dis-
tributions is a central finding of the present work. For all
bit-quantum maps, which allow to obtain arbitrary ρ obey-
ing the quantum condition from suitable classical statisti-
cal probability distributions, all unitary transformations of
ρ can be realized by suitable maps of classical probability
distributions. If the required maps of the classical prob-
ability distributions can be realized in practice, universal
quantum computing can be performed.
In particular, we can construct the space of ρµν which
realize pure quantum states by starting from a given pure
state density matrix ρ(0) and applying unitary transforma-
tions. For ρ(0) we may take the pure state ρ30 = 〈s(1)3 〉 = 1,
ρ03 = 〈s(2)3 〉 = 1, ρ33 = 〈s(1)3 s(2)3 〉 = 1, with all other ρµν
vanishing. This correlation function is realized if pτ = 0 for
all states with s
(1)
3 = −1 or s(2)3 = −1, and equal probabili-
ties for all states with s
(1)
3 = s
(2)
3 = 1, see appendix A. (This
construction of ρ(0) is easily generalized to an arbitrary
number of qubits Q.) All pure state wave functions can
be obtained from the one associated to ρ(0) by a suitable
U . This holds up to the overall phase of the wave function
ψ which drops out in ρ, and up to a discrete transforma-
tion ψ → ψ∗, ρ → ρ∗, which in turn can be represented
by a map among the classical probabilities. Thus, up to
complex conjugation, one can obtain all pure state density
matrices by unitary transformations from ρ(0). Since ev-
ery pure state density matrix can be realized by a suitable
classical probability distribution for Ising spins, there ex-
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ist maps between probability distributions that realize an
arbitrary unitary transformation of a pure quantum state.
At this stage we have established the existence of a map
pτ (t) → pτ (t + ) for any arbitrary unitary transforma-
tion of the quantum subsystem. We have not specified its
properties. In general, it may be a complicated non-linear
map. In some cases, as for artificial neural networks learn-
ing the map, knowledge of its precise form is not needed
and may not be of much interest. On the other hand, one
may want to derive particular maps between probability
distributions that realize tasks of quantum computing. In
the following we will concentrate on maps between classical
statistical probability distributions that have a clear pre-
scription for their realization. We first discuss the standard
approach to probabilistic computing in terms of transition
probabilities. In the next section we discuss static memory
materials which open a wider approach for the transmission
of probabilistic information by computational steps.
2. Computing with random operations
One way of probabilistic computing transforms a given
spin configuration τ to another spin configuration σ with
a probability Wστ ,
Wστ ≥ 0 ,
∑
σ
Wστ = 1 . (50)
In practice this may be done by using some type of random
number, whose value decides to which state σ a given state
τ is transformed. If at t the probability to find a state τ is
given by pτ (t), the probability distribution at t +  obeys
the linear relation
pρ(t + ) = Wρτ (t) pτ (t) . (51)
For positive transition probabilities Wρτ the positivity of
pρ(t + ) is guaranteed for arbitrary positive pτ (t). For
restricted pτ (t) positive pρ(t + ) may be compatible with
negative elements Wτρ, but the interpretation as transi-
tion probabilities is lost and a practical realization is not
obvious.
We are interested in the question which unitary trans-
formations for a quantum subsystem can be realized by a
random operation of the type (51). A unitary transforma-
tion of the density matrix amounts to a linear map for the
coefficients
ρ′z = bzyρy , (52)
where ρ′z stands for ρz(t + ) and ρy for ρy(t) (and similar
for p′ρ and pτ ). A matrix b representing a unitary trans-
formation obeys constraints - if the ρy obey the conditions
for a pure quantum state, this has to hold for ρ′z as well.
Our question asks which bzy obeying these constraints can
be realized by the linear map
p′ρ = Wρτpτ . (53)
With
ρz = dzτpτ , ρ
′
z = d
′
zτpτ = dzρp
′
ρ (54)
the transition probabilities Wρτ and the matrix elements
of b have to obey
d′zτ = dzρWρτ = bzydyτ . (55)
For those unitary transformations that can be realized
by eq. (53) the relation (55) does not fix Wρτ uniquely.
A suitable Wρτ can be inferred by extending the sets of
correlation functions ρz and ρ
′
z to complete full sets of cor-
relation functions by adding, rather arbitrarily, a sufficient
number of additional correlations. The map between a
complete set of correlation functions and the probabilities
pτ is invertible, such that the coefficients Wρτ are uniquely
fixed in this case. The large freedom in the choice of Wρτ
arises from the large variety of possible extensions to com-
plete sets of correlation functions.
The class of unitary transformations that can be realized
by the “random computation steps” (53) is restricted by
the properties of the matrix W . The transition probabili-
ties Wτρ are elements of a nonnegative matrix W , and for
a finite number of Ising spins M the matrix W has finite
dimension 2M . Finite-dimensional nonnegative matrices
have a largest set of eigenvalues λi. The second equation
(50) implies
∑
τ p
′
τ =
∑
τ pτ , such that the largest eigen-
values obey |λi| = 1. Indeed, if the largest eigenvalues
would be |λi| < 1, the transformation p(m)τ = (Wm)τρ pρ
would lead to vanishing p
(m)
τ = 0 for m → ∞. Similarly,
for |λi| > 1 some p(m)τ would exceed one or become nega-
tive for large enough m. This contradicts the fact that the
p
(m)
τ form a valid probability distribution for all m.
If all eigenvalues of W are maximal eigenvalues with
|λi| = 1, one concludes that W is an orthogonal matrix
and therefore a unique jump operation. The operation is
then deterministic rather than probabilistic - for every ρ
one element Wτρ = Wτ(ρ),ρ equals one, whereas all other
elements Wτρ for τ 6= τ(ρ) are zero. The configuration ρ
is mapped uniquely to the configuration τ(ρ). This is the
type of operations that we have discussed in sects II and
III.
For genuine probabilistic operations some of the eigen-
values of W have absolute magnitude smaller than one. By
suitable regular transformations one may render W block
diagonal, one block with eigenvalues |λi| = 1, and the other
block with eigenvalues |λk| < 1. By arguments similar to
the ones above only the first block is involved for unitary
transformations of the quantum subsystems. The maximal
eigenvalues obey λ = exp(2piiki/hi), 0 ≤ ki ≤ hi, with pe-
riods hi. The maximal period h¯ = N = 2
M can only be
realized by unique jump operators. Only unitary transfor-
mations with at most the maximal period can be achieved.
We conclude that linear random maps between probabil-
ity distributions that realize unitary transformations with
period larger than 2M can only be implemented by lin-
ear transformations (53) with some of the coefficients Wτρ
being negative, or by non-linear transformations. Linear
transformations (57) involving some negative elements Wτρ
do not yield a valid positive probability distribution {p′ρ}
for arbitrary probability distributions {pτ}. They could,
however, map an arbitrary probability distributions {pτ}
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obeying the quantum conditions to other probability dis-
tributions {p′ρ} obeying the quantum conditions.
For positive W the linear transformations (51) are stan-
dard Markovian chains. The unitary transformations that
can be realized by such chains can be classified to be a
subset of those that can be realized by cellular automata.
These are transformations that have a maximal period 2M ,
as described in some detail in refs. [28, 29]. This is in
contrast to more general transformations for which arbi-
trary unitary transformations can be realized. We empha-
size that the more general transformations do not involve
memory effects. Knowledge of the probabilities pτ (t) at t
is sufficient for determining at t +  the probabilities ac-
cording to any one of the (non-unique) maps that realize a
given quantum operation.
3. Unitary transformations by unique jump
operations
While for every bit-quantum map arbitrary transforma-
tions of ρ can be realized by maps between classical proba-
bility distributions, which are a general form of probabilis-
tic computing, this does not hold for deterministic manip-
ulations of the Ising spins. In particular, the realization of
matrix elements ρz by correlation functions imposes new
restrictions which unitary quantum operators can be real-
ized by deterministic Ising spin operations.
Let us first consider simple permutations and sign
changes of the Ising spins. Maps on Ising spins induce cor-
responding maps on correlation functions. For the example
of two quantum spins the map s
(1)
1 ↔ s(1)3 induces the map
ρ10 ↔ ρ30 as well as 〈s(1)1 s(2)k 〉 ↔ 〈s(1)3 s(2)k 〉 or ρ1k ↔ ρ3k.
For maps consistent with this restriction we can take over
the previous discussion in sect. III by replacing the spins
skl by products s
(1)
k s
(2)
l . Both skl and s
(1)
k s
(2)
l can only take
values ±1, such that σkl = s(1)k s(2)l can be considered as a
composite Ising spin.
The single-spin quantum operations (14) are consistent
with this “compositeness restriction“. Indeed, for Q = 2
the transformation of σkl is the same as s
(1)
k s
(2)
l . The same
holds for the permutation s
(1)
k ↔ s(2)k . This extends to
Q spins. These quantum operations can be realized in a
simple way by transformations on the 3Q classical Ising
spins s
(m)
k .
The issue of a possible realization of the CNOT-gate (20)
by operations on the statistical information for six classi-
cal Ising spins is more complicated. As for any unitary
transformation we have shown above that maps between
probability distributions for Ising spins exist that realize
eq. (39) and therefore the CNOT gate. For our economical
realization of the Q-qubit density matrix by probabilities
for 3Q Ising spins and appropriate correlation functions we
can answer positively the conceptual question if the CNOT-
gate or arbitrary unitary transformations of the quantum
system can be realized by a change of the probability dis-
tribution for Ising spins. The crucial practical question
remains if such a change of probability distributions can
be realized in a practical way.
We investigate in appendix B the question if the CNOT-
gate can be realized by a unique jump operation which
amounts to a deterministic manipulation of Ising spins. A
direct investigation finds that no unique jump operation
exists that realizes the map (38) for arbitrary probability
distributions. The question if such an operation is possible
on the restricted set of probability distributions obeying
the quantum constraint has not yet found a full answer.
We discuss this issue in appendix B as well.
4. Infinitesimal unitary transformations and
Hamilton operator
It is instructive to consider for Q = 2 infinitesimal uni-
tary transformations (ε˜µν real)
U = 1 + iε˜µνLµν , (56)
inducing an infinitesimal change of the density matrix
UρU† = ρ+
i
4
ε˜µνρτρ [Lµν , Lτρ]
= ρ− 1
2
ε˜µνρτρ f˜µντρλσ Lλσ . (57)
Here the real coefficients f˜ are related to the structure
constants of SU(4) by
[Lµν , Lτρ] = 2if˜µντρλσ Lλσ. (58)
Eq. (57) determines the infinitesimal change of the coeffi-
cients δρλσ.
If we express ρλσ by expectation values of correlation
functions this amounts to a map of correlation functions.
In turn, for arbitrary real infinitesimal ε˜µν the infinitesimal
change of the expectation values and correlations,
δρλσ = δ〈s(1)λ s(2)σ 〉 = −2ε˜µν f˜µντρλσ ρτρ
= −2ε˜µν f˜µντρλσ 〈s(1)τ s(2)ρ 〉 , (59)
needs to be expressed by a suitable change of the prob-
ability distribution. The non-vanishing components of f˜
read
f˜kµl0mν = f˜µk0lνm = f˜k0lµmν = f˜0kµlνm
= f˜kµlνm0 = f˜µkνl0m = εklmδµν . (60)
The changes required for a unitary transformation of ρ are
therefore
δ〈s(1)j 〉 = −2εklj
(
ε˜k0〈s(1)l 〉+ ε˜km〈s(1)l s(2)m 〉
)
,
δ〈s(2)j 〉 = −2εklj
(
ε˜0k〈s(2)l 〉+ ε˜mk〈s(1)m s(2)l 〉
)
,
δ〈s(1)i s(2)j 〉 = −2εklj
(
ε˜0k〈s(1)i s(2)l 〉+ ε˜ik〈s(2)l 〉
)
− 2εkli
(
ε˜k0〈s(1)l s(2)j 〉+ ε˜kj〈s(1)l 〉
)
. (61)
The quantum condition for the expectation values 〈s(1)k 〉,
〈s(2)l 〉 and 〈s(1)k s(2)l 〉 guarantees that 〈s(1)k + δs(1)k 〉, 〈s(2)l +
δs
(2)
l 〉 and 〈(s(1)k +δs(1)k )(s(2)l +δs(2)l )〉 also obey the quantum
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condition. The latter ones therefore obey the constraints
(47) or (48). This is not easily visible directly from eq. (61).
If the ratio ε˜µν/ remains finite as the distance between
steps  = t′− t goes to zero, the continuum limit yields the
von Neumann equation
∂tρ =
1
2
(ρ(t + )− ρ(t− )) = −i [H(t), ρ(t)] , (62)
with Hamiltonian operator
H = − ε˜µν

Lµν . (63)
For ε˜µν → 0 the period of U diverges to infinity. Infinites-
imal transformations can therefore be realized by random
operations of the type (51), or by the subclass of unique
jump operations, only for an infinite number of Ising spins
M → ∞. This may not be surprising, since non-trivial
continuous functions require an infinite number of bits for
their precise characterization. On the other hand, for any
complete bit-quantum map infinitesimal unitary transfor-
mations can be realized for finite M if arbitrary changes
of the classical probability distributions are admitted. In
this case the continuous change of functions exploits the
continuous probability distributions.
VI. Static memory materials
Concerning practical realizations of quantum jumps by
classical Ising spins we have so far mainly discussed deter-
ministic operations on the Ising spins that are associated
to unique jump operations. (An exception are the stochas-
tic chains (51).) We have not yet discussed the general
realization of the probabilistic aspects, as the probabilistic
quantum constraints or probabilistic operations for com-
putational steps. For a quantum computer the dynamical
behavior of quantum spins in time or space realizes au-
tomatically these probabilistic aspects. In the same way,
classical statistical systems can also implement the proba-
bilistic aspects of a computation by the dynamical behavior
of Ising spins. This may happen for the time evolution of
Ising spins, or for generalized equilibrium states with t a
position variable. In this way no explicit random number
generator is needed for probabilistic computation. Nature
does this job by being probabilistic itself.
In this section we begin the discussion of probabilistic
computing operations by investigating static memory ma-
terials. These are generalized Ising models for which part
of the boundary information is transported into the bulk.
The variable t corresponds then to the position of hyper-
surfaces. The transport of probabilistic information from
one hypersurface to the next one is governed by the transfer
matrix or step evolution operator [28, 29].
The generalized Ising models in a static (generalized
equilibrium) state are by far not the only possible imple-
mentations of probabilistic computing. They offer, how-
ever, a definite framework since all aspects can be treated
by standard methods of equilibrium classical statistics, or
be numerical simulations [30]. More general settings for
probabilistic computing could be realized, for example,
by artificial neural networks. They will be discussed in
sect. VII.
1. Generalized Ising models
A possible way to realize a change of classical probabil-
ity distributions employs the change of local probabilities
in generalized Ising models. We take discrete t-points on
a one-dimensional lattice with lattice distance . On each
point t we place M classical Ising spins sγ(t), γ = 1, . . . ,M .
The probability for an arbitrary configuration of all classi-
cal spins {sγ(t)} is given by
w[s] = exp (−Scl[s]) b(sin, sf ) , (64)
with normalized partition function
Z =
∫
Dsw[s] = 1 . (65)
The classical action
Scl[s] =
tf−∑
t=tin
L (sγ(t+ ), sγ(t); t) (66)
describes interactions between spins on neighboring t-
layers. The boundary term b involves only the spins at
the initial boundary sγ,in = sγ(tin) and final boundary
sγ,f = sγ(tf ), where tin ≤ t ≤ tf . If b is positive for
all configurations of sin and sf , the probabilities w[s] are
all positive semidefinite for real Scl. The “functional in-
tegral”
∫ Ds denotes the sum over all spin configurations,
such that eq. (65) ensures the proper normalization of the
probability distribution w.
A given L(t) will be associated with a quantum gate
at t. A sequence of different quantum gates will employ
different L(t) on different t-layers. The factor exp(−Scl)
can be written as a product of factors exp(−L(t)). This
will be reflected in the multiplication of transformations
performed by different gates. As an example, for a given t
the factor exp(−L(t)) can represent a restricted Boltzmann
machine withM visible andM hidden nodes, provided that
L(t) is of the form
L(t) = −aγ(t)sγ(t + )− bγsγ(t)−Wγδ(t)sγ(t + )sδ(t) .
(67)
The generalized Ising model represents then a chain of
such Boltzmann machines coupled sequentially, with vis-
ible nodes of one layer playing the role of the hidden nodes
at the next layer. We do not discuss here a possible learn-
ing of the coefficients a, b, W for the optimization of given
tasks, but rather consider fixed values (that may be the
result of a training process). Another example are cellu-
lar automata for which L(t) diverges for all neighboring
spin configurations that do not correspond to the particu-
lar map of configurations of the automaton at t. We will
not impose here any restrictions on the form of L(t).
A “local probability distribution” at t obtains by “inte-
grating out” all spins at sites t′ 6= t
p(t) = p[sγ(t)] =
∏
t′ 6=t
∏
γ
∑
sγ(t′)=±1
w[s] . (68)
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It associates to each configuration of local spins [sγ(t)] a
probability, with
Z =
∏
γ
∑
sγ(t)=±1
p[sγ(t)] = 1 . (69)
If the local probability distribution p(t) obeys the quantum
constraint, we can associate to it a quantum density matrix
ρ(t) according to eq. (44).
Consider now the local probability distribution p(t + )
on a neighboring t-layer. If it obeys again the quantum
condition we define the quantum density matrix ρ(t + ).
The map from p(t) to p(t+) is a map between probability
distributions for Ising spin configurations, as discussed in
the preceding sections. It induces a map between density
matrices, ρ(t)→ ρ(t+ ), provided the quantum condition
is preserved. This map will depend on the choice of L(t) in
eq. (66). We are interested in models where the transfor-
mation is unitary, ρ(t + ) = U(t)ρ(t)U†(t). Such models
can realize “static memory materials” [28, 29]. If the den-
sity matrix ρ(tin) at the initial boundary is non-trivial, the
information in ρ(tin) cannot be lost by a unitary evolu-
tion. It is still present in ρ(t) for arbitrary positions t. The
“bulk” keeps memory of the boundary conditions.
2. Unitary quantum operations by static memory
materials
For simplicity, we restrict the discussion here to two
quantum spins, Q = 2, and to the bit-quantum map in-
volving classical correlations (44). Extensions to arbitrary
Q are conceptually straightforward.
We consider a chain of Ising spins s
(m)
k (t) = sγ(t), with
six Ising spins sγ(t) = (s
(1)
k (t), s
(2)
k (t)) at every point t on
the chain. Simple deterministic spin operations can be re-
alized by L(t) inducing unique jumps. As an example we
consider
L(t) = −β
{
s
(1)′
1 s
(1)
3 + s
(1)′
3 s
(1)
1 − s(1)′2 s(1)2
+
∑
k
s
(2)′
k s
(2)
k − 6
}
, (70)
where s′γ stands for sγ(t+ ) and sγ for sγ(t). For
s
(1)′
1 = s
(1)
3 , s
(1)′
3 = s
(1)
1 , s
(1)′
2 = −s(1)2 , s(2)′k = s(2)k
(71)
one has L(t) = 0. If s′γ deviates from the values (71) one
has
L(t) = 2mβ , (72)
with m a positive (non-zero) integer. Consider now the
limit β → ∞. For all configurations of (s′γ , sγ) for which
m > 0 the factor exp(−L(t)) in eqs (64), (66) vanishes.
The probability w[s] for such a configuration is zero, such
that all configurations with non-zero probability must in-
deed obey eq. (71). This realizes the single-spin unitary
Hadamard gate (11), (12) for S(1).
For β → ∞ the generalized Ising model therefore re-
alizes a “unique jump operation” which associates to ev-
ery configuration of spins at t a unique configuration of
spins at t+ , similar to cellular automata [38–41]. If p(t)
obeys the quantum condition such that ρ(t) is positive,
ρ(t+) = U(t)ρ(t)U†(t) obtains by the map of probabilities
p(t) → p(t + ) induced by the spin transformations (71).
Other simple spin transformations can be constructed in a
similar way. For example, the spin exchange s
(1)
k = s
(2)
k ,
s
(2)
k = s
(1)
k corresponding to the unitary transformation
(33) is realized, for β →∞, by
L(t) = −β
(
s
(1)′
k s
(2)
k + s
(2)′
k s
(1)
k − 6
)
. (73)
A sequence of unitary transformations U3U2U1 can be re-
alized by a sequence L1(t), L2(t + ), L3(t + 2) realizing
U1, U2 and U3, respectively.
The limit β →∞ may be associated to the zero temper-
ature limit (limit of vanishing ratio temperature/excitation
gap). This limit does not lead to unique jump operations
for arbitrary forms of L(t). As an example we may consider
L(t) = −β
{
s
(1)′
3 s
(2)′
3 s
(2)
3 + s
(2)′
3 s
(1)
3 s
(2)
3
+ s
(1)′
3 s
(2)′
2 s
(2)
2 + s
(2)′
2 s
(1)
3 s
(2)
2
+ s
(1)′
1 s
(2)′
1 s
(1)
1 + s
(1)′
1 s
(1)
1 s
(2)
1
+ s
(1)′
2 s
(2)′
1 s
(1)
2 + s
(1)′
2 s
(1)
2 s
(2)
1 (74)
+ γ
(
s
(1)′
1 s
(2)′
2 s
(1)
2 s
(2)
3 + s
(1)′
2 s
(2)′
3 s
(1)
1 s
(2)
2
− s(1)′2 s(2)′2 s(1)1 s(2)3 − s(1)′1 s(2)′3 s(1)2 s(2)2
)
+ s
(1)′
3 s
(1)
3 + s
(2)′
1 s
(2)
1 + δs
(1)′
3 s
(2)′
1 s
(1)
3 s
(2)
1 −∆
}
.
It is chosen to resemble in some aspects the CNOT gate
(20), (39). We observe that not all fifteen terms in the sum
can equal one. This is due to the minus sign for the eleventh
and twelfth term. Having the ninth and eleventh term both
equal requires s
(1)′
1 s
(1)
2 = −s(1)′2 s(1)1 . On the other hand, the
fourteenth term can only equal one if s
(2)′
1 = s
(2)
1 , such that
in turn setting the fifth and seventh term equal one requires
s
(1)′
1 s
(1)
1 = s
(1)′
2 s
(1)
2 = s
(2)
1 . Multiplying our first relation
with s
(1)
1 yields s
(1)′
1 s
(1)
1 s
(1)
2 = −s(1)′2 , and further multi-
plication with s
(1)
2 results in s
(1)′
1 s
(1)
1 = −s(1)′2 s(1)2 , contra-
dicting the requirement from the fifth and seventh term.
Interactions of the type (74) may be called frustrated since
not all terms can be minimized simultaneously. The ad-
ditive constant ∆ reflects this fact. It is chosen such that
L(t) = 0 for the spin values for which L(t) is minimal.
For γ = 0 and δ = 1 eq. (71) represents a unique jump
operation that realizes the conditional C-transformation
discussed in appendix B. If s
(1)
3 = −1 the signs of s(2)2 and
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s
(2)
3 are flipped, and if s
(2)
1 = −1 one changes the sign of s(1)1
and s
(1)
2 . One has ∆ = 11 in this case. The same operation
is realized for γ = 1, δ = 1, again with ∆ = 11. For γ = 0, 1
the value of δ does actually not matter if ∆ = 10 + δ. For
γ = 2, δ = 0, ∆ = 10 eq. (74) no longer represents a unique
jump operation. For a given configuration sγ(t) there are
now three different configurations sγ(t + ) that all lead
to a minimal value L(t) = 0. All three possibilities are
attained with equal probability, such that the interaction
(74) realizes genuine probabilistic computing. We need a
formalism for describing this type of situation. This also
holds for finite β. Even for a fixed configuration of sγ(t)
the probabilities for many configurations of sγ(t + ) do
not vanish.
3. Classical density matrix
For unique jump operations the computation of p(t+ )
from p(t) is easy - every state τ at t corresponds precisely
to one state τ ′ at t+ , inducing a map pτ ′(t+ ) = pτ (t).
The generalization to arbitrary L(t) needs an “evolution
law” how p(t + ) is related to p(t). In general, no simple
form of such an evolution law can be formulated in terms of
the local probabilities alone. The appropriate formulation
is the quantum formalism for classical statistics [28, 29].
It extends the local probabilistic information to a classi-
cal density matrix ρ′(t) with elements ρ′τρ(t). Similar to
quantum mechanics the local probabilities are the diago-
nal elements of ρ′, pτ (t) = ρ′ττ (t). We consider here an
arbitrary number M of Ising spins sγ(t), γ = 1, . . . ,M ,
such that the number of “classical states” τ is given by
2M , and ρ′ is a real 2M × 2M -matrix. The classical density
matrix obeys a linear evolution law
ρ′(t+ ) = S(t)ρ′(t)S−1(t) , (75)
with the step evolution operator S(t) corresponding to the
transfer matrix in a particular normalization. The step
evolution operator can be computed from L(t).
In order to briefly recapitulate this quantum formalism
for classical statistics we consider in eq. (64) a boundary
term of the product form
b(sin, sf ) = fin(sin) f¯f (sf ) . (76)
The classical wave function f(t) obtains by integrating out
the Ising spins at t′ < t,
f(t) =
∫
Ds(tin ≤ t′ < t) exp
(
−
∑
t′<t
L(t′)
)
fin(sin) .
(77)
This wave function depends only on the local spins sγ(t).
It obeys a linear evolution law
f(t+ ) =
∫
Ds(t) exp (−L(t)) f(t) . (78)
Similarly, for the conjugate classical wave function f¯(t) one
integrates out the spins at t′ > t
f¯(t) =
∫
Ds(t < t′ ≤ tf ) exp
−∑
t′≥t
L(t′)
 f¯f (sf ) .
(79)
Again, it depends on sγ(t) and obeys a linear evolution law
f¯(t− ) =
∫
Ds(t) exp (−L(t− )) f¯(t) . (80)
The local probability distribution is a bilinear of the clas-
sical wave functions
p(t) = f(t)f¯(t) . (81)
We may distinguish the argument of f¯(t) from the one of
f(t), choosing s¯(t) for f¯(t). The classical density matrix
ρ˜(t) = f(s(t)) f¯(s¯(t)) (82)
depends then on the two sets of local spins s and s¯. With
this differentiation the density matrix is associated to an
integration of all spins at t′ ≤ t, and we can reinstore gen-
eral boundary conditions b(sin, sf ). The local probability
distribution p(t) obtains from the “diagonal elements” of
ρ˜(t) for which s¯(t) is identified with s(t).
In the occupation number basis [28] we can define basis
functions hτ (s) that equal one precisely for the spin con-
figuration that corresponds to τ , and are zero otherwise.
The classical wave functions are expanded as
f(s(t)) = q˜τ (t)hτ (s(t)) ,
f¯(s¯(t)) = q¯(t)hτ (s¯(t)) . (83)
Bilinears can be expanded as
ρ˜(t) = hτ (s) ρ
′
τρ(t)hρ(s¯) ,
L(t) = hτ (s(t+ ))Mτρ(t)hρ(s(t)) . (84)
This yields the transfer matrix S¯
exp (−L(t)) = hτ (s(t+ )) S¯τρ(t)hρ(s(t)) , (85)
with positive semidefinite elements
S¯τρ(t) = exp (−Mτρ(t)) . (86)
We choose the additive normalization in L(t) such that
the largest absolute value of eigenvalues of S¯(t) equals one.
With this normalization S(t) becomes the step evolution
operator. From eq. (86) we infer the important restriction
that S(t) is a nonnegative matrix. All matrix elements Sτρ
are positive real numbers or vanish.
In the occupation number basis the evolution laws for
the wave vectors q˜ and q¯ are linear matrix equations
q˜(t+ ) = S(t)q˜(t) ,
q¯(t) = q¯(t+ )S(t) . (87)
Solutions obey the superposition principle familiar from
quantum mechanics. Initial conditions of the type (76)
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realize “pure classical states” with a product form of the
classical density matrix
ρ′τρ = q˜τ (t) q¯ρ(t) . (88)
Translating eqs (78), (80), (82) to the occupation number
basis yields the matrix equation (75) which generalizes to
arbitrary initial conditions. This linear evolution equation
will be the basic equation for our approach to probabilis-
tic computation. It requires local probabilistic information
beyond the local probabilities pτ (t). In general, the com-
putation of pτ (t + ) requires knowledge of diagonal as
well as off-diagonal elements of ρ′(t).
A unique jump step evolution operator S(t) has precisely
one element equal to one in each row and column, while all
other elements vanish. This is realized, for β → ∞, by
our examples (70) and (73), or by eq. (71) for γ = 0, 1.
Unique jump evolution operators are orthogonal matrices,
STS = 1. They do not change the length of the classical
wave vector,
q˜τ (t+ ) = Sτρ(t)q˜ρ(t) , (89)
by mapping each element q˜τ (t) to precisely one element
q˜τ ′(t + ), and similar for the conjugate wave function.
Correspondingly, each local probability pτ (t) = ρ
′
ττ (t) =
q˜τ (t)q¯τ (t) (no sum over τ here) is mapped to precisely one
pτ ′(t+ ).
4. Loss of memory
For a discussion of step evolution operators that are not
unique jump operations we first investigate a system with
four states τ , M = 2, and consider the particular step
evolution operator
SP =
1
2
 0 1 1 01 0 0 11 0 0 1
0 1 1 0
 . (90)
The eigenvalues of SP are
λ1 = 1 , λ2 = −1 , λ3 = λ4 = 0 , (91)
with (unnormalized) eigenfunctions
q(1) =
 111
1
 , q(2) =
 1−1−1
1
 ,
q(3) =
 100
−1
 , q(4) =
 01−1
0
 . (92)
For an arbitrary wave function q˜(t) the wave function
q˜(t + ) = S(t)q˜(t) is a linear combination of only
q(a) = 12 (q
(1) + q(2)) and q(b) = 12 (q
(1) − q(2)). The mem-
ory of information contained in the subspace spanned by
the two combinations q(3)(t) and q(4)(t) is erased. Ap-
plying once more S(t + ) = SP one obtains a jump
q(a)(t + 2) = q(b)(t + ), q(b)(t + 2) = q(a)(t + ). This
amounts to a unique jump operation for a subspace.
The erase of memory is a limiting case of a more smooth
loss of memory of boundary conditions. For
S =
 0 w u 0u 0 0 ww 0 0 u
0 u w 0
 , w = 1− u , 0 ≤ u ≤ 1 , (93)
the eigenvalues are λ1,2 = ±1, λ3,4 = ±i(1 − 2u). After
P -steps with equal S, q˜(t+P) = SP q˜(t), the eigenvectors
to λ3 and λ4 are suppressed by a factor (1 − 2u)P . For
u not too close to the boundaries at u = 0, 1, and suffi-
ciently large P , the part of the memory of boundary con-
ditions stored in the corresponding eigenvectors q(3) and
q(4) is effectively lost, and only the memory in the space
of eigenvectors q(1) and q(2) survives. For u 6= 1/2 the
step evolution operator S is invertible. We may consider
eq. (90) as the limit of eq. (93) for u approaching 1/2. In
this limit S acts as a projector on a subspace, combined
with an exchange of q˜(a) and q˜(b).
In the other limit of u close to zero or one the loss of in-
formation is only slow. Many steps with equal S would be
needed before a substantial part of the boundary informa-
tion is lost. The small quantities u or w may be considered
as “errors” in a deterministic computation. This extends to
more general “approximate unique jump operators”. Our
approach may be used as a formalism to deal with a prob-
abilistic error in deterministic computations.
The matrix SP can be used for a simple demonstration
that knowledge of the local probabilities pτ (t) is insufficient
for the computation of pτ (t + ). Let us assume that
S(t) is given by SP , while S(t
′ < t) and S(t′ > t) are
unknown step evolution operators. The loss of memory
also occurs for the conjugate wave function q¯, such that
q¯(t) = q¯a(t)q
(a) + q¯b(t)q
(b) or q¯4(t) = q¯1(t), q¯3(t) = q¯2(t).
At t the four probabilities are
p1(t) = q¯1(t)q˜1(t) ,
p2(t) = q¯2(t)q˜2(t) ,
p3(t) = q¯2(t)q˜3(t) ,
p4(t) = q¯1(t)q˜4(t) , (94)
while at t+  one has
p1(t+ ) = q¯1(t+ )(q˜2(t) + q˜3(t))/2 ,
p2(t+ ) = q¯2(t+ )(q˜1(t) + q˜4(t))/2 ,
p3(t+ ) = q¯3(t+ )(q˜1(t) + q˜4(t))/2 ,
p4(t+ ) = q¯4(t+ )(q˜2(t) + q˜3(t))/2 . (95)
In general, pτ (t+ ) cannot be computed from pτ (t) alone
– the four components q¯τ (t + ) are needed. Only if we
assume q¯1(t + ) = q¯4(t + ) and q¯2(t + ) = q¯3(t + ),
induced, for example, by a factor S(t+) given by eq. (90),
the situation changes. Now q¯(t+) is computable from q¯(t),
q¯1(t+) = q¯4(t+) = q¯2(t), q¯2(t+) = q¯3(t+) = q¯1(t). In
this case the step evolution operator (90) generates a map
20
of probabilities
p1(t+ ) = p4(t+ ) =
1
2
(p2(t) + p3(t))
p2(t+ ) = p3(t+ ) =
1
2
(p1(t) + p4(t)) . (96)
More generally, for invertible S, as for eq. (93), the com-
putation of pτ (t+ ) from the local statistical information
at t needs knowledge of all elements of the classical density
matrix according to eq. (75). Information about the local
probabilities pτ (t) is not sufficient.
Classical statistical systems with a complete or partial
transport of boundary information into the bulk may ap-
pear somewhat unfamiliar. They correspond to step evolu-
tion operators for which a certain number of elements van-
ishes. We have concentrated on those S that actually can
be used for purposes of computing. There are, of course,
also many statistical systems for which the boundary in-
formation is rapidly lost in the bulk. An example is given
by the step evolution operator
S =
1
3
 1 1 1 01 1 0 11 0 1 1
0 1 1 1
 . (97)
The eigenvalues are λ1 = 1, λ2 = λ3 = 1/3, λ4 = −1/3. A
sequence SP projects for large P onto the unique equipar-
tition state q˜ ∼ (1, 1, 1, 1), amounting to a complete loss
of boundary information. The interaction (74) with γ = 2,
δ = 0, ∆ = 10 realizes a block diagonal step evolution
operator, with blocks given by eq. (97).
5. Preparation of quantum conditions
For a quantum subsystem the associated classical statis-
tical probability distribution {pτ} has to obey the quan-
tum conditions. The general solution of the quantum con-
straints are genuinely probabilistic, i.e. some probabilities
pτ differ from one or zero. The question arises how to real-
ize in practice a genuinely probabilistic distribution pτ (t).
One possibility involves the use of many different initial
conditions with occurrence determined by random num-
bers, such that appropriate weights determine the wanted
expectation values for the initial quantum density matrix
ρ(tin). Another, perhaps more interesting, possibility en-
forces a single distribution τin of Ising spins at tin. At
tin the probability distribution obeys then pτin(tin) = 1,
pτ 6=τin(tin) = 0. For t > tin further inside the bulk a gen-
uinely probabilistic {pτ (t)} may then be achieved by the
probabilistic nature of the information transport encoded
in the step evolution operator S. This requires S to be
different from a unique jump operator.
For a given computational purpose one may “initialize”
the system by preparing at t¯in > tin a quantum density
matrix ρ(t¯in) by a sequence of step evolution operators
Sin = S(t¯in − ) . . . S(tin + )S(tin), starting from a fixed
probability distribution {pτ (tin)}. The latter may reflect
a single spin configuration at tin. The role of Sin can be
twofold. First, it may enforce that {pτ (t¯in)} obeys the
quantum conditions even if this does not hold for {pτ (tin)}.
Second, it may realize a genuinely probabilistic distribution
{pτ (t¯in)} even if {pτ (tin)} corresponds to a single spin con-
figuration τin. The second part is automatic whenever Sin
is not a chain of unique jump operators. For the first role
we present next a simple example.
One may employ the projector SP in eq. (90) for “prepar-
ing” a quantum state at t+  even if {pτ (t)} does not obey
the quantum conditions. Consider three Ising spins and
the 8× 8 matrices
S(t+ ) = S(t) = SˆP , SˆP =
(
SP 0
0 SP
)
. (98)
One obtains q˜3(t + ) = q˜2(t + ), q˜4(t + ) = q˜1(t + ),
q˜7(t + ) = q˜6(t + ), q˜8(t + ) = q˜5(t + ), and similar
relations for q¯τ (t+ ). This results in relations for the local
probabilities
p3(t+ ) = p2(t + ) , p4(t+ ) = p1(t + ) ,
p7(t+ ) = p6(t + ) , p8(t+ ) = p5(t + ) . (99)
Using the numbering of states after eq. (4), and the quan-
tum density matrix defined by eqs (6), (5), this yields
ρ1(t + ) = p+(t + )− p−(t + ) ,
p+ = p5 + p6 + p7 + p8 , p− = p1 + p2 + p3 + p4 , (100)
and
ρ2(t + ) = ρ3(t + ) = 0. (101)
The quantum condition ρzρz ≤ 1 is obeyed since 0 ≤ p+ ≤
1, 0 ≤ p− ≤ 1 implies
|ρ1(t + )| ≤ 1 . (102)
This holds for arbitrary boundary conditions. A pure state
is realized for q˜1(t) = q˜2(t) = q˜3(t) = q˜4(t) = 0 or q˜5(t) =
q˜6(t) = q˜7(t) = q˜8(t) = 0, such that either p+(t + ) or
p−(t + ) equals one. Other quantum states, e.g. with
|ρ3| ≤ 1 or |ρ2| ≤ 1, can be prepared by similar projection
operators.
As an example, we may start at tin with a fixed spin
configuration s1(tin) = 1, s2(tin) = s3(tin) = −1, or
p5(tin) = 1, pτ 6=5(tin) = 0, e.g. τin = 5. According to
eq. (8) one has ρ1(tin) = 1, ρ2(tin) = ρ3(tin) = −1. At
tin one has ρzρz = 3, and the quantum condition (9) for
a single quantum spin is violated. In the next step, at
t¯in = tin + , the probabilities p
′
τ = pτ (tin + ) read
p′6 = p
′
7 =
1
2
, p′1 = p
′
2 = p
′
3 = p
′
4 = p
′
5 = p
′
8 = 0 . (103)
This implies ρ2(t¯in) = ρ3(t¯in) = 0, ρ1(t¯in) = 1. The quan-
tum condition (9) is obeyed at t¯in. Thus, Sin = S(tin) =
S¯P “prepares a pure quantum state, starting at tin from a
classical probability distribution that does not describe a
quantum subsystem. The role of S¯P is easy to understand.
It does not change the value of s1. If s2 and s3 have the
same sign, it produces equal probabilities for the configu-
ration |↑↑〉 and |↓↓〉 for s′2 and s′3 at t + , independently
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of the relative weight for |↑↑〉 and |↓↓〉 for s2 and s3 at t.
Similarly, if the sign of s2 and s3 is opposite at t, it pro-
duces at t +  equal probabilities for |↑↓〉 and |↓↑〉. In
short, S¯P erases the memory of the difference between the
states |↑↑〉 and |↓↓〉, as well as |↑↓〉 and |↓↑〉, for s2 and
s3. This loss of memory prepares the quantum state, with
the associated uncertainty relations appropriate for a sin-
gle quantum spin. We observe that S¯P maps an arbitrary
fixed spin configuration at t to a pure quantum state for
the quantum subsystem at t + .
Replacing SP by S(u) in eq. (93), with u not too far away
from 1/2, results after a few steps in a similar loss of mem-
ory and (approximate) preparation of a quantum subsys-
tem. Such an approximate preparation of a quantum sub-
system may be used by nature for quantum computations
by neurons, or by artificial neuronal networks. “Learning”
may enhance the capabilities of producing quantum sub-
systems and performing unitary operations if parameters
in the step evolution operators can be adapted according
to success or failure of trials.
6. Bit-quantum map for density matrices
For general step evolution operators the information in
the classical density matrix ρ′(t) is needed for a compu-
tation of the quantum density matrix at t + . If the
off-diagonal elements of ρ′(t) play a role for the compu-
tation of the probabilities pτ (t + ), the formulation of
the bit-quantum map should be based on the classical den-
sity matrix ρ′, rather than invoking only the local classical
probabilities pτ .
The parameters ρz, which parametrize the quantum den-
sity matrix, can be computed from the classical density
matrix as
ρz(t) = tr
(
A′(z)ρ
′(t)
)
, (104)
with A′(z) appropriate “classical” operators. For the exam-
ple of a single qubit realized by three classical Ising spins,
the three operators A′(z) are diagonal,
A′(1) = diag(−1,−1,−1,−1, 1 , 1 , 1 , 1 ) ,
A′(2) = diag(−1,−1, 1 , 1 ,−1,−1, 1 , 1 ) ,
A′(3) = diag(−1, 1 ,−1, 1 ,−1, 1 ,−1, 1 ) , (105)
where we use the numbering of sect. II for the eight classical
states τ . The trace sums over τ .
We define a linear bit-quantum map from the classical
density matrix ρ′ to the quantum density matrix ρ by
ρ = 2−Q
[
1 + Lz tr
(
A′(z)ρ
′
)]
= ρ(ρ′) . (106)
Eq. (106) defines the map ρ′ = f(ρ) shown in Fig. 1. If
this map is complete, arbitrary unitary transformations of
ρ can be realized if one admits arbitrary transformations
of ρ′, as easily visible from Fig. 1. One the other hand,
if the transformations of ρ′ are restricted by eq. (75), the
possible realizations of unitary quantum transformations
are limited by the properties of S.
For M classical bits and Q qubits this is a linear map
from real 2M×2M -matrices to hermitian 2Q×2Q-matrices,
ρ(αρ′1 + βρ
′
2) = αρ(ρ
′
1) + β ρ(ρ
′
2) . (107)
If ρ′1 is some “classical realization” of the quantum den-
sity matrix ρ1, ρ(ρ
′
1) = ρ1, and similarly ρ(ρ
′
2) = ρ2, a
classical realization for the linear combination αρ1 +βρ2 is
provided by αρ′1 +βρ
′
2. We recall that the map ρ(ρ
′) is not
invertible - many classical realizations of a given quantum
density matrix exist. In appendix C we briefly discuss some
consequences of the linearity of the bit-quantum map for
the realization of unitary quantum operations by suitable
step evolution operators.
While the map (106) can be defined for arbitrary ρ′, a
positive quantum density matrix is obtained only for those
ρ′ for which the quantum condition holds. If ρ1 and ρ2 obey
the quantum constraint, the linear combination αρ1 + βρ2
obeys the quantum constraint only under restrictions for
the coefficients, e.g. 0 ≤ α ≤ 1, β = 1− α.
Incidentally, the quantum subsystem is an example for a
subsystem in classical statistics that is not obtained by sim-
ply integrating out some of the states τ . The construction
(106) can be extended to subsystems of quantum systems.
Replacing ρ′ by a density matrix in quantum mechanics
constitutes an example for a subsystem in quantum me-
chanics that is not obtained by a partial trace.
The definition (104) yields for the quantum density ma-
trix at t + 
ρz(t + ) = tr
(
A′(z) ρ
′(t + )
)
= tr
(
A′(z) S(t) ρ
′(t)S−1(t)
)
= tr
(
S−1(t)A′(z) S(t) ρ
′(t)
)
= tr
(
B′(z)ρ
′
)
.
(108)
Here we have used eq. (75) and
B′(z) = S
−1(t)A′(z) S(t) . (109)
In general, the operators B′(z) are not diagonal even for
diagonal A′(z), such that off-diagonal elements of the clas-
sical density matrix ρ′(t) are needed for a determination
of ρz(t + ). This clearly demonstrates the need to go
beyond the local probabilities pτ (t) and underlines the key
role of the classical density matrix.
VII. Probabilistic computing
In this section we propose a general formalism for proba-
bilistic computing. It is based on the concept of the classi-
cal density matrix. This formalism goes beyond the usual
procedure of performing different possible deterministic op-
erations with certain probabilities, e.g. realized by random
number generators, as described by the random operations
or Markov chains in eq. (51). Deterministic computing and
quantum computing correspond to particular limits of our
formalism. More general cases may provide models for im-
portant aspects of neural networks, neuromorphic comput-
ing or computing by biological processes as for the brain.
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A first central ingredient for the formalism are sequences of
computational steps, either in time or in space or in some
abstract space as layers of neural networks. The second
central ingredient is a description of individual computa-
tional steps by a linear equation for the classical density
matrix which contains the probabilistic information. Sys-
tems with these ingredients cover a large space of compu-
tational possibilities. They are not the most general ones,
however. Non-linear transformations of the classical den-
sity matrix are not included in the approach of this section.
1. Formalism for probabilistic computing
The basic quantity for our formalism of probabilistic
computing is the classical density matrix ρ′(t). It contains
the probabilistic information available at a given value of
the variable t which orders the sequence of computational
steps. The initial information is encoded in ρ′(tin), and we
label the steps by t = tin+n with positive integers n. We
may set  = 1, or equal to a basic time interval or position
spacing if we want to use other units for t. A computa-
tional step maps ρ′(t) to ρ′(t + ). After a certain number
of steps the probabilistic information is read out from ρ′(t)
at some particular t. We work with M classical bits or
Ising spins at each location t. The classical density matrix
is then a real 2M × 2M -matrix, with matrix elements ρ′τρ,
τ , ρ = 1, . . . , 2M . We associate the basis states τ with the
2M configurations of Ising spins, but the use of some other
basis is possible as well [29]. The local probabilities pτ (t)
are given by the diagonal elements ρ′ττ (t),
pτ (t) = ρ
′
ττ (t) ≥ 0 , tr (ρ′(t)) =
∑
τ
pτ (t) = 1 . (110)
The positivity of the diagonal elements and the normal-
ization (110) have to hold for all t. We have seen in the
preceding section how the classical density matrix arises
naturally in generalized Ising models. Using the occupa-
tion number basis for the generalized Ising models all ele-
ments of ρ′(t) obey ρ′τρ ≥ 0. In this section we take a more
general approach and only require the property (110).
A computational step is a linear map from ρ′(t) to
ρ′(t + ) as specified by the step evolution operator S(t),
ρ′(t + ) = S(t)ρ′(t)S−1(t) . (111)
We consider here regular matrices S(t), taking singular ma-
trices as limiting cases. Different computational steps or
“gates” are realized by different S(t). For convenience, the
step evolution operator is normalized such that the leading
eigenvalues obey |λi| = 1. (The overall multiplicative nor-
malization of S drops out in eq. (111).) We observe that
tr(ρ′(t)) = 1 is preserved for arbitrary regular S, while the
conditions ρ′ττ (t) ≥ 0, ρ′ττ (t + ) ≥ 0 impose restrictions on
the possible form of S. These restrictions guarantee that
a local probability distribution pτ (t) is mapped to another
local probability distribution pτ (t + ), as characteristic for
a typical step in probabilistic computing. For generalized
Ising models in the occupation number basis the evolution
equation (111) arises naturally, with S(t) a nonnegative
matrix. We will be here more general and admit arbitrary
linear maps of probability distributions (111), only requir-
ing compatibility of S(t) with the condition (110) for all
t.
While generalized Ising models constitute simple real-
izations of probabilistic computing, there is no need to as-
sume this setting for the general case. For example, there
is no good reason why in a neural network the transport
of information from one layer to the next should follow the
restrictions of a generalized Ising models. In particular, for
time dependent processes many forms of maps of probabil-
ity distributions can be imagined.
Within the general class of step evolution operators that
respect the condition (110) we can identify simple limit-
ing cases. Deterministic computing is realized if S(t) are
unique jump operators. All unique jump operators are
compatible with eq. (110). We also may consider the par-
ticular case where ρ′(t) is a positive matrix (all eigenvalues
λ ≥ 0). The eigenvalues of ρ′(t) are not changed by the
evolution (111), such that the condition (110) is maintained
for arbitrary regular S(t). The special case of orthogonal
S(t), STS = 1, realizes generalized quantum computing.
The familiar unitary transformations correspond to a uni-
tary subgroup of SO(2M ) which is specified by some ap-
propriate complex structure. Unique jump operators are
orthogonal. Approximate unique jump operators can ac-
count for errors in a deterministic computation. In general,
they will not be orthogonal anymore.
For a general step evolution operator S(t) the map of
the probabilistic information ρ′(t) → ρ′(t + ) cannot
be expressed as a map of local probabilities {pτ (t)} →
{pτ (t + )}. Let two different ρ′1(t) and ρ′2(t), which have
the same diagonal elements pτ (t) = ρ
′
1 ττ (t) = ρ
′
2 ττ (t), be
mapped by eq. (111) to ρ′1(t + ) and ρ
′
2(t + ), respec-
tively. The diagonal elements of ρ′1(t + ) can differ from
the diagonal elements of ρ′2(t + ). In general, the off-
diagonal elements of ρ′(t) matter for the computation of
the diagonal elements of ρ′(t + ), excluding the existence
of a map of local probabilities. Maps of local probabilities
require step evolution operators for which the diagonal el-
ements of ρ′(t + ) only depend on the diagonal elements
of ρ′(t). This is realized for (no index sums here)
Sτρ(t)S
−1
στ (t) = Wτρ(t)δρσ , (112)
such that
pτ (t + ) = Wτρ(t)pρ(t) . (113)
The condition (112) is sufficient for implementing the map
(113) for arbitrary pρ(t). Summing eq. (112) over τ yields∑
τ
Wτρ = 1 , (114)
which, in turn, ensures the normalization∑
τ pτ (t + ) = 1. All unique jump operators
obey eq. (112). For general step evolution operators S(t)
the matrices A(τ), which have for fixed τ the elements
A(τ)σρ = SτρS
−1
στ , (115)
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are not diagonal. Then
pτ (t + ) = ρ
′
ττ (t + ) = tr
(
A(τ)ρ′(t)
)
(116)
involves the off-diagonal elements of ρ′(t) and cannot be
written in the form (51).
2. Subsystems
One often encounters situations where the information
processing in subsystems becomes largely independent of
the “environment”. Only partial information from ρ′(t) is
used for the subsystem. This is typical for the computing
in biological systems. Having as input a very large number
of pixels from “pictures taken by the eye”, the information
used for decision making has to be highly concentrated.
We model this concentration process by the density ma-
trix ρ for subsystems, generalizing the bit-quantum map
(106). The possible density matrices for the subsystem are
spanned by traceless R×R-matrices Lz,
ρ = R−1 (1 + ρzLz) , (117)
where the set of Lz is assumed to be complete in the sense
that every density matrix of the subsystem can be writ-
ten in the form (117) for suitable real coefficients ρz. (For
quantum subsystems one has R = 2Q and Lz are the her-
mitian generators of SU(2Q).) We require that for all z the
diagonal elements of ρ can be associated with probabilities
in the subsystem,
p¯α(t) = ραα(t) ≥ 0 , tr(ρ(t)) = 1 . (118)
The map from ρ′(t) to ρ(t) associates the coefficients
ρz(t) to expectation values of suitable classical operators
A′(z),
ρz(t) = tr
{
A′(z)ρ
′(t)
}
. (119)
The set of these expectation values specifies the subsystem.
For a given set A′(z) the condition (118) imposes constraints
on the classical density matrices ρ′(t) that are compatible
with the subsystem. They correspond to the quantum con-
ditions discussed previously, but are weaker if we do not
demand that ρ is a positive matrix. It is sometimes con-
venient to extend the set of Lz, L¯z = Lz/R for z 6= 0,
L0 = 1/R. With tr(ρ
′) = 1, eq. (117) can be written
equivalently as
ρ = ρ¯zL¯z , (120)
where the sum includes now z = 0, with ρ¯0 = 1, ρ¯z = ρz
for z 6= 0.
The construction (117), (119) defines a wide class of pos-
sible subsystems. The often encountered partial traces of ρ′
are a particular case. Partial tracing is possible if the index
τ can be written as a double index, τ = (α, λ), ρ = (β, σ).
A possible subsystem is defined by a partial trace
ραβ =
∑
σ
ρ′ασ,βσ . (121)
This subsystem corresponds in eq. (120) to
L¯z = L¯ab , (L¯ab)αβ = δaαδbβ , (122)
and
(A¯′(ab))αλ,βσ = δaβδbαδλσ , (123)
where the R2 generators L¯z are labeled by A¯ab, and similar
for A¯′(z). One infers
ρ¯ab = tr
(
A¯′(ab)ρ
′
)
= δaβδbαδλσ (ρ
′)βσ,αλ
= ρ′aσ,bσ , (124)
such that eq. (120) yields indeed the subtrace (121). Sub-
traces correspond to summations over “unobserved” spin
configurations. Our setting for subsystems is more general.
The step evolution transfers from ρ′ to ρ,
ρ(t + ) = R−1
[
1 + Lz tr
{
A′(z)(t)ρ
′(t + )
}]
= R−1
[
1 + Lz tr
{
A′(z)(t)S(t)ρ
′(t)S−1(t)
}]
= R−1
[
1 + Lz tr
{
B′(z)(t)ρ
′(t)
}]
(125)
= R−1 [1 + ρz(t + )Lz] , (126)
with
B′(z)(t) = S
−1(t)A′(z)(t)S(t) , (127)
and
ρz(t + ) = tr
{
B′(z)(t) ρ
′(t)
}
= 〈B′(z)(t)〉 . (128)
The subsystem is closed, in the sense that its evolution
needs no information from the environment, if ρz(t + )
can be expressed in terms of the coefficients ρz(t). Step
evolution operators compatible with a closed subsystem
permit to express 〈B′(z)(t)〉 in terms of 〈A′(z)(t)〉. We may
assume that this relation is linear
〈B′(z)(t)〉 =
∑
y
czy(t)〈A′(y)(t)〉 . (129)
This translates directly to
ρz(t + ) = czy(t) ρy(t) . (130)
If, furthermore, a regular matrix D(t) exists with
Lzczy(t) = D(t)LyD
−1(t) , (131)
one can infer for the subsystem
ρ(t + ) = D(t)ρ(t)D−1(t) . (132)
Without loss of generality we can normalize D(t) such that
its leading eigenvalues are normalized as |λi| = 1. In sum-
mary, this procedure maps the step evolution operator S(t)
to a step evolution operator D(t) for the subsystem. The
quantum evolution described in the preceding section is a
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special case where the Lz are hermitian and D(t) = U(t)
are unitary. More generally, subsystems for which the ab-
solute value of all eigenvalues of D(t) equals one or is close
to one are of particular interest. The information in these
subsystems can be transported without loss.
We observe that the step evolution operators D(t) for the
subsystem need not to have the same properties as S(t).
For example, a nonnegative matrix S(t) can be mapped to
a real matrix D(t) that has also negative elements. We
have seen this in the previous sections for the quantum
subsystems. The hermitian 2Q × 2Q-matrix ρ can be writ-
ten as a real symmetric 2Q+1× 2Q+1-matrix by combining
the real and imaginary part of the complex 2Q-component
wave function into a real 2Q+1-component vector, and ac-
cordingly for ρ. The unitary evolution matrix becomes in
this basis an orthogonal 2Q+1 × 2Q+1-matrix D. It has
no definite sign for its elements. This is a simple way of
avoiding in practice the constraints from the nonnegative
character of S in generalized Ising models.
A wide class of models with interesting subsystems can
be constructed along these lines. In the preceding section
we have seen in a simple example that suitable step evolu-
tion operators can dynamically implement conditions for a
closed subsystem, even if for initial steps of the evolution
the subsystem is not closed, cf. eqs (98)-(102). The con-
centration of relevant information could proceed by a se-
quence of dynamically realized subsystems with decreasing
dimension, following maps S → D1 → D2 etc. This could
reflect different layers of computing in neural networks. It
seems likely that the subsystems are not obtained by sim-
ply omitting part of the configurations as for the subtracing
procedure. Our general setting for subsystems permits to
reshuffle the information at every concentration step. The
learning of a neural network could be associated to the
learning which observables A′(z) define useful subsystems
at different stages of the concentration of the relevant in-
formation.
We will not explore here further all the rich properties
of general subsystems. In appendix C we discuss as a con-
crete example the two qubit quantum system realized by
six classical bits with ρkl given by correlation functions.
We ask what are the properties of S needed to realize the
CNOT-gate for this subsystem.
VIII. Quantum computing
The possibilities for universal quantum computing de-
pend on the question which transformations of the classi-
cal statistical information can be employed. If arbitrary
non-linear transformations of the probability distribution
or arbitrary step evolution operators are available, univer-
sal quantum computing can be achieved for an arbitrary
number of qubits by a finite number of classical bits. If
we restrict ourselves to linear stochastic changes of prob-
ability distributions, positive step evolution operators or
deterministic classical bit operations, the realization of uni-
versal quantum computation needs an infinite number of
classical Ising spins. We demonstrate in the next section
how this infinite number of macroscopic yes/no decisions
can be realized by a finite number of real variables. If we
want to associate a classical observable to each quantum
observable with eigenvalues ±1 (e.g. quantum spins in ev-
ery direction), such that the possible measurement values
and expectation values of the quantum and classical ob-
servables coincide, one needs anyhow an infinite number
of two-level observables. We also realize this aspect in the
next section.
For a finite number of Ising spins only restricted classes
of quantum operations can be realized. This is somewhat
similar to the situation for Majorana wires [42–44]. The
present section is devoted to the case of a finite number of
classical bits, arguing that even for a restricted set of quan-
tum operations rather rich new computational possibilities
may open up.
The operations of universal quantum computing can be
constructed from three elementary gates: the Hadamard
gate, the CNOT gate and the pi/4-gate. More precisely,
there exist efficient approximations of any unitary opera-
tion in terms of products of such gates [45, 46]. The pi/4-
gate or T -gate (often called pi/8-rotation) is represented by
a unitary transformation of a single spin
UT =
(
1 0
0 e
ipi
4
)
, (133)
according to ρ′ = UρU†,
ρ′1 =
1√
2
(ρ1−ρ2) , ρ′2 =
1√
2
(ρ1 +ρ2) , ρ
′
3 = ρ3 . (134)
In quantum mechanics it corresponds to a rotation of the
spin in the 1-2-plane by an angle pi/4. It is the square root
of the transformation UZU12, U
2
T = UZU12 and has period
eight, U8T = 1.
Following the discussion in sect. V, the map of classi-
cal probabilities realizing the T -gate cannot be realized by
random operations (51) with positive transition probabil-
ities (50). We can, however, perform the map by a linear
transformation obeying eqs (53)-(55), if we admit some of
the coefficients Wτρ to be negative. Let us define the linear
combinations of the probabilities pτ defined in sect. II by
p1278 = p1+p2−p7−p8 , p3456 = p3+p4−p5−p6 , (135)
with
ρ1 = −p1278 − p3456 , ρ2 = −p1278 + p3456 . (136)
The pi/4-rotation (134) is realized by
p′1278 =
1√
2
(p1278 + p3456) ,
p′3456 =
1√
2
(−p1278 + p3456) , (137)
provided the linear combination ρ′3 = ρ3 in eq. (8) is not
changed. For example, we can employ transformations that
leave the differences p1−p2, p3−p4, p5−p6, p7−p8 invariant.
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For linear transformations realizing eq. (137) some of the
coefficients Wτρ are negative. (Nevertheless, all probabili-
ties remain positive.) In this section we demonstrate how
to realize negative coefficients Wτρ by adding additional
Ising spins for the classical statistical system realizing a
single qubit. If one wishes, the additional spins may at the
end be integrated out in order to realize an effective system
for the three classical bits sk.
We will establish in section X that all quantum opera-
tions can be realized by a static memory material for an
infinite number of Ising spins. On the other hand, it is
not possible to realize simultaneously the Hadamard gate
and the T -gate precisely by a generalized Ising model for a
finite number of classical bits. This finding is highly inter-
esting from a conceptual point of view. Indeed, one finds
that quantum systems for an arbitrary number of qubits
can be obtained as subsystems of generalized Ising models
with an infinite number of discrete two-level variables. For
a practical realization of quantum operations, however, an
infinite number of bits is not available and we have to in-
vestigate what is possible with a finite number of bits. The
issue is somewhat analogous to the description of a contin-
uous classical rotation by bits. An infinite number of bits
is needed for the precise description of the location of a
point on a circle. As for classical rotations, one is inter-
ested in possible approximations by a finite number of bits.
We will see that for a single qubit a rather large number of
quantum operations can be realized by a moderate number
of Ising spins.
We concentrate in this paper on the possible realizations
of quantum gates. Other important aspects of quantum
computing, as the preparation of the initial state and the
read out, are not covered here.
1. Unitary transformations for a single qubit
Both the Hadamard gate and the T -gate are operations
for a single qubit. We therefore concentrate first on the
possible realizations of a single qubit by M Ising spins. By
consecutive multiplications of UH and UT one can gener-
ate arbitrary unitary transformations. With U2T = UZU12,
U4T = UZ , U12 = U
6
T , U
2
TUHU
2
T = U23 = (1 + iτ1)/
√
2,
U223 = iUX etc., we can construct the transformations (14).
New transformations can be obtained by sequences of pi/4-
rotations and pi/2-rotations around different axes. Every
unitary transformation can be approximated with a given
precision by products of UH and UT with a sufficient num-
ber of factors. As a consequence, with step evolution op-
erators SH and ST realizing UH and UT , one can realize
arbitrary unitary transformations by suitable products of
SH and ST . For static memory materials this is only pos-
sible for M →∞.
The proof of the argument that SH and ST cannot be
realized by finite M relies on the fact that the step evo-
lution operators for M Ising spins are real nonnegative
N × N -matrices, N = 2M . Indeed, all matrix elements
obey Sτρ ≥ 0 by virtue of eq. (86). Step evolution opera-
tors can realize unitary transformations only in the sector
of leading eigenvalues |λi| = 1. For eigenvectors of sub-
leading eigenvalues |λj | < 1 the norm decreases ∼ |λj |P
if S is applied P -times, contradicting the conservation of
the norm for unitary transformations. The possible spectra
of leading eigenvalues of nonnegative N × N matrices are
limited by the Perron-Frobenius theorem. Possible leading
eigenvalues λ = eiα have to obey α = 2piki/hi, with posi-
tive integers hi and ki in the range 0 ≤ ki < hi,
∑
i hi ≤ N .
This describes one or several sets, labeled by i, with respec-
tive period hi. The upper bound on
∑
i hi simply reflects
that the total number of leading eigenvalues cannot exceed
N . If there is only a single period h one concludes Sh = 1.
This generalizes to Sh¯ = 1 for finite h¯.
If both SH and ST are nonnegative N × N matrices,
also any arbitrary product of factors SH and ST is a non-
negative N × N matrix with corresponding restriction on
the spectrum of leading eigenvalues. One concludes that
there exists a finite h¯ with Sh¯ = 1. This contradicts the
realization of arbitrary unitary matrices as products of SH
and ST . For any finite h¯ there exist unitary matrices with
U h¯ 6= 1.
2. Two component single quantum spin
A finite number M of Ising spins can realize suitable
finite subgroups of U(2). Central issues can already be un-
derstood for a two-component quantum spin, with quan-
tum spin operators τ1 and τ3. In this case ρ is a real 2× 2
matrix, setting ρ2 = 0 in eq. (6). The unitary transfor-
mations are now O(2)-rotations in the plane of the two
components. We focus on the continuous part SO(2). We
have already seen how to realize with two Ising spins s1
and s3 the pi/2-rotations. They can be implemented by
the unique jump operation leading to U31 in eq. (14). We
next want to realize pi/4-rotations,
ρ′1 =
1√
2
(ρ1 − ρ3) , ρ′3 =
1√
2
(ρ1 + ρ3) . (138)
The corresponding unitary matrix U
(31)
pi/4 obeys
(
U
(31)
pi/4
)2
=
U31, and therefore has period four,
(
U
(31)
pi/4
)4
= 1, as given
by
U
(31)
pi/4 =
(
cos(pi/4) sin(pi/4)
− sin(pi/4) cos(pi/4)
)
= cos(pi/4) + i sin(pi/4)τ2 = e
ipi4 τ2 . (139)
For M = 2 the only matrices S with period four involve
necessarily the correlation s1s3. It cannot be expressed as
a transformation acting only on ρ1 = 〈s1〉 and ρ3 = 〈s3〉,
and therefore cannot realize U
(31)
pi/4 .
For four Ising spins (M = 4) we employ, in addition to
s1 and s3, the spins s13+ and s13−. For these two Ising
spins we require that their expectation values correspond
to the diagonal directions of the quantum spin,
ρkl± = 〈skl±〉 = 〈 1√
2
(Sk ± Sl)〉 = 1√
2
tr (ρ(τk ± τl))
=
1√
2
(ρk ± ρl) . (140)
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Together with eq. (5) this relates the expectation values of
skl± and sk,
〈skl±〉 = 1√
2
(〈sk〉 ± 〈sl〉) . (141)
This realization of a single qubit by four Ising spins extends
the quantum constraint. Beyond 〈s1〉2 + 〈s3〉2 ≤ 1 the
probability distributions that can describe the quantum
system have also to obey eq. (141).
With four bits obeying the constraint (141) the realiza-
tion of eq. (138) and therefore of the pi/4-rotation U
(31)
pi/4 is
a simple unique jump operation
s1 → s13− → −s3 → −s13+ → −s1 . (142)
The 16 × 16 matrix S is easily constructed by perform-
ing corresponding transformations on the correlation func-
tions. The transformation S31, which realizes the pi/2-
rotation, acts on s13± as
s13+ ↔ −s13− . (143)
The generalization to rotations by smaller angles is
straightforward. For the pi/8 rotation one employs four
additional Ising spins. They are “situated” at intermedi-
ate directions in the sense that the quantum constraint
identifies their expectation values to the expectation val-
ues of the quantum spin in the corresponding directions.
This can be continued - the finer the angular resolution,
the more Ising spins and the more relations for the quan-
tum constraint are needed. Arbitrary rotations require an
infinite number of classical bits.
The whole construction is very parallel to the determina-
tion of an angle by yes/no decisions - the finer the angular
resolution, the larger the number of yes/no decisions or bits
needed. One may associate the Ising spins with yes/no de-
cisions in which half of a circle a “particle” is situated,
with “angle of the half circle” given by the “direction of
the spin”. This has an analogue by the binning of real
numbers. Admitting instead of discrete Ising spins con-
tinuous real numbers as the classical variables over which
a classical probability distribution is defined, one can real-
ize arbitrary rotations of the two-component quantum spin
by static memory materials. A simple example is given in
appendix E.
3. Three component single quantum spin
A straightforward generalization to a three component
quantum spin is not possible. This is related to restrictions
limiting the finite subgroups of the rotation group SO(3).
For the realization of any pi/4-rotation one needs to define
the pi/4-rotations around all three axes in the 1, 2 and 3
directions. This is required by compatibility with the pi/2-
rotations around these three axes. If the pi/4-rotation in
the 1−3 plane is defined, we can obtain pi/4-rotations in the
other planes by multiplication with suitable pi/2-rotations.
We could try to introduce four further Ising spins s12± and
s23±, in order to realize the pi/4-rotations in the 1− 2 and
2−3 planes similar to eq. (142). However, in the 1−2 plane
at ρ3 = 1/
√
2 we have now only two spins with the four
directions s13+, −s13−, s23+, −s23−. A pi/4-rotation in the
1−2 plane at the level ρ3 = 1/
√
2 needs four spins or eight
directions. If we add bits at the missing positions, new bits
would be needed at other positions in order to realize the
other pi/4-rotations. This process does not close. Suitable
products of pi/4-rotations around different axes can gener-
ate an arbitrary SO(3)-rotation with any wanted precision.
For static memory materials this needs an infinite number
of bits.
For a closed realization of rotations by a finite number
of bits these rotations have to form a discrete subgroup
of SO(3). If rotations in different planes are included, a
maximal set of six bits can realize the symmetry group of
the icosahedron, which is the maximal non-abelian discrete
subgroup of SO(3). We denote these six spins by sk±, and
associate their expectation value to ρz as
〈s1±〉 = aρ1 ± bρ3 ,
〈s2±〉 = aρ2 ± bρ1 ,
〈s3±〉 = aρ3 ± bρ2 , (144)
with
a =
(
1 +
√
5
2
√
5
)1/2
, b =
(
2
5 +
√
5
)1/2
, (145)
such that
b =
2a
1 +
√
5
, a2 + b2 = 1 . (146)
These expectation values are the same as for a quantum
spin in the six directions (a, 0,±b), (±b, a, 0) and (0,±b, a),
that correspond to six of the corners of the icosahedron.
(The other corners correspond to the negative of the six
direction vectors.) The corresponding spin operators Sk±
are
Sk± = aτk ± bτ˜k , (147)
with τ˜3 = τ2, τ˜2 = τ1, τ˜1 = τ3. The reflections correspond-
ing to UX , UY and UZ in eq. (14) can still be realized
by appropriate exchanges of Ising spins. For example, the
transformation UY , ρ1 → −ρ1, ρ3 → −ρ3, ρ2 → ρ2, is now
realized by
UY : s1± → −s1± , s2+ ↔ s2− , s3+ ↔ s3− . (148)
The pi/2-rotations U12, U31, or the Hadamard gate UH ,
however, can no longer be realized by appropriate step
evolution operators. They are replaced by 2pi/5-rotations
around appropriate axes. This allows for a larger discrete
subgroup of the SO(3)-rotations. The quantum condition
places additional restrictions beyond ρzρz ≤ 1, since six ex-
pectation values are given by three numbers ρz in eq. (144).
An example is
ρ1 =
1
2a
(〈s1+〉+ 〈s1−〉) = 1
2b
(〈s2+〉 − 〈s2−〉) , (149)
which relates
〈s2+〉 − 〈s2−〉 = 2
1 +
√
5
(〈s1+〉+ 〈s1−〉) . (150)
27
4. Two quantum spins
We next ask which unitary operations for two qubits
can be realized by a finite number of Ising spins or clas-
sical bits. We discuss here the particular question which
unitary transformations can be realized by unique jump
step evolution operators for a finite number of Ising spins.
This is to a large extent an issue of group theory for fi-
nite groups. First of all, for a finite number of Ising spins
we can only realize a discrete subgroup D of SU(4). The
first step therefore consists in a classification of the finite
subgroups of SU(4) [47]. We are interested in discrete sub-
groups D that contain a suitable subgroup D1×D2, where
each factor Di acts on a single qubit. The discrete group
D may or may not contain the CNOT-gate.
For classical Ising spins the unique jump operations form
the group P (2M ) of all possible permutations between the
2M states τ . If D is realized by unique jump operations,
it has to be a subgroup of P (2M ). (If we want to real-
ize D by simple maps between the M Ising spins, it has
to be a subgroup of the much smaller permutation group
P (M).) Only part of the permutations P (2M ) constitute
maps within the space of expectation values of spins and
correlations employed for the definition of the coefficients
ρz. We may call this subgroup P¯ (2
M ). In other words,
P¯ (2M ) should be a map of the coefficients ρz → ρ′z for ev-
ery classical probability distribution that leads to a given
set of ρz obeying the quantum constraint. The determina-
tion of P¯ (2M ) does not seem to be a simple task. Obviously
the permutations P (M) of the M spins belong to P¯ (2M ),
but things get more complicated once maps between expec-
tation values of spins and correlations are involved. The
discrete transformation group D has to be simultaneously
a subgroup of SU(4) and of P¯ (2M ).
We have not yet investigated the problem which is the
minimal number of Ising spins needed to realize a given
subgroup D of SU(4) by unique jump operations. On the
other hand, for a sufficient number M of classical bits any
subgroup D can be realized by static memory materials.
One places spins at all points of the geometric figure related
by the discrete transformations D. Then appropriate maps
between spins at those points, belonging to P (M), consti-
tute unique jump operations realizing D for the quantum
subsystem. The quantum constraints identify the expec-
tation values of all Ising spins with the expectation values
of quantum operators Aˆ, Aˆ2 = 1, tr(Aˆ) = 0, associated
to the subgroup D of SU(4) by D-transformations of a
given selected operator Aˆ0. The whole construction paral-
lels the icosahedron for a single qubit, with SU(2) replaced
by SU(4).
IX. Real classical variables
In this section we consider classical statistical systems
for which the variables are real numbers instead of discrete
Ising spins. The probability distribution is p(x) ≥ 0, with∫
x
p(x) = 1, and x denoting a (possibly multi-component)
continuous variable. For applications to computing this
may play a role for neuromorphic computing where the ac-
tion potentials of neurons and similar quantities are given
by real numbers. Also for traditional computers real num-
bers can actually be represented with high precision by a
moderate number of bits. Any real number admits an in-
finite number of classical two-level observables or classical
bits. They correspond to the infinite number of finer and
finer binning, with yes/no decisions if the number is within
a bin or outside.
It is rather obvious that arbitrary unitary transforma-
tions for Q qubits can be performed by classical statistical
systems with a sufficient number of real variables. For the
example of a single qubit three classical real variables xk,
k = 1, 2, 3, can clearly realize arbitrary ρk. The interesting
question is rather if all quantum two-level observables can
be associated to two-level classical observables, and if this
association remains simple enough for practical purposes.
We demonstrate this issue by two examples. The first are
Gaussian probability distributions over x = (x1, x2, x3).
We can easily define three classical spins sk such that the
quantum system is determined by ρk = 〈sk〉. Arbitrary
unitary transformations are no problem and can be realized
by deterministic unique jump operations. The quantum
spins in directions different from the axes find, however,
no correspondence in simple classical two-level observables.
This shortcoming is remedied in our second example where
we construct a family of classical probability distributions
such that every quantum two-level observable can be asso-
ciated with a corresponding classical two-level observable.
Only for the second example all properties of quantum me-
chanics are realized by the classical statistical ensemble.
1. Gaussian probability distribution
Consider first a Gaussian probability distribution for
three real variables xk ∈ R, k = 1, 2, 3, a > 0,
p(x) = (a
√
pi)−3 exp
{
− 1
a2
∑
k
(xk − x¯k)2
}
. (151)
It is normalized, ∫
d3x p(x) = 1 , (152)
and depends on four parameters x¯k and a. Three classical
Ising spins are defined by
sk = θ(xk)− θ(−xk) . (153)
The values for these spin-observables are sk(x) = 1 for
xk > 0 and sk(x) = −1 for xk < 0. They have discrete
values ±1 for all classical states defined by {x1, x2, x3}
and correspond to yes/no decisions if xk is positive or not.
The classical expectation value of sk is given by
〈sk〉 =
∫
d3x p(x)sk(x)
=
1
a
√
pi
{∫ ∞
0
dxk exp
(
− (xk − x¯k)
2
a2
)
−
∫ 0
−∞
dxk exp
(
− (xk − x¯k)
2
a2
)}
. (154)
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Using
yk =
xk − x¯k
a
(155)
one finds
〈sk〉 = 1√
pi
{∫ ∞
−x¯k/a
dyk e
−y2k −
∫ −x¯k/a
−∞
dyk e
−y2k
}
=
2√
pi
∫ x¯k/a
0
dyk e
−y2k . (156)
The result is the error function
〈sk〉 = erf
( x¯k
a
)
, (157)
and therefore 〈sk〉 = ±1 for x¯k/a → ±∞ and 〈sk〉 = 0 for
x¯k = 0.
One can obviously realize arbitrary ρk = 〈sk〉 by prob-
ability distributions with suitable x¯k. In general, these
probability distributions do not constitute a quantum sub-
system, however. For quantum subsystems an additional
quantum constraint has to be obeyed. Defining the “pu-
rity”
P =
∑
k
〈sk〉2 =
∑
k
(
erf
( x¯k
a
))2
, (158)
the quantum condition P ≤ 1 restricts a as function of x¯k.
In particular, pure quantum states are realized by P = 1,
fixing uniquely a(x¯). For example, the pure state ρ1 =
ρ2 = 0, ρ3 = 1 corresponds to x¯ = (0, 0, 1) and the limit
distribution characterized by a(0, 0, 1) = 0. Another pure
state with ρ1 = ρ2 = 1/
√
2, ρ3 = 0 can be realized by
x¯ = (1/
√
2, 1/
√
2, 0) with a(x¯) obeying
erf
(
1√
2a
)
=
1√
2
. (159)
The two states are related by a rotation of the vectors
(ρ1, ρ2, ρ3) or (x¯1, x¯2, x¯3). The function a(x¯) is, however,
not rotation invariant since its value depends on the di-
rection of x¯. Inserting a(x¯) the probability distribution
(151) depends only on the three variables x¯. Due to the
lack of rotation invariance of a(x¯) it is not invariant under
a simultaneous rotation of x and x¯. We observe a clash
between rotation invariance of p(x) for constant a and the
pure state condition with a(x¯). Nevertheless, arbitrary uni-
tary SU(2)-transformations of the quantum subsystem can
be achieved by rotations of x¯ accompanied by correspond-
ing changes of a(x¯). The drawback of the lack of rotation
invariance of the classical probability distribution is that
rotated classical spins do not correspond to rotated quan-
tum spins.
2. Real classical variables and infinitely many clas-
sical spins
We can define a continuum (infinitely many) of classical
spin observables s(e) = s(Ω) which depend on the direction
of a unit vector e or the corresponding angle Ω on the
sphere. For a given e we divide the space of all classical
states x, e.g. R3, into two halves, I+(e) and I−(e), with
x ∈ I+(e) if x · e > 0, and x ∈ I−(e) for x · e < 0. The
spin observable s(e) takes the value one for x ∈ I+(e) and
minus one for x ∈ I−(e),
s(e;x) =
{
1 for x · e > 0
−1 for x · e < 0 , (160)
e.g.
s(e;x) = θ(x · e)− θ(−x · e) . (161)
The three spins sk in eq. (153) are particular examples for
e = (1, 0, 0), (0, 1, 0) and (0, 0, 1). For continuous classical
states the definition of infinitely many different classical
spin observables or classical Ising spins is rather straight-
forward.
With classical states characterized by real numbers the
need of infinitely many classical spin observables for the
realization of a quantum spin finds a natural setting. For
the quantum spin an infinite number of yes/no decisions
can be taken by arbitrary directions e of the spin opera-
tor. The same holds for classical spin variables if the clas-
sical states correspond to real numbers. One should not
be scared by the formal appearance of an infinite number
of spins. Real numbers can be characterized by an infi-
nite number of possibilities of binning. Different binnings
lead to different possibilities for realizing macroscopic spin
variables or yes/no decisions. One such binning is the bit
representation of real numbers in conventional computers.
This demonstrates that for efficient precision computations
a rather modest number of bits is sufficient, even though
formally an infinite number of bits is needed for an ar-
bitrarily accurate real number. Most likely the situation
is similar for those classical systems that realize quantum
subsystems.
Arbitrary unitary transformations of the quantum den-
sity matrix (6) can be performed by changes of the prob-
ability distribution (151), i.e. by rotating the vector x¯ ac-
companied by a change of a(x¯). Nevertheless, for an ar-
bitrary direction e the quantum spin in direction e does
not correspond to the classical spin observable s(e) given
by eq. (161). For both the quantum spin and the classical
spin the possible measurement values are ±1. The expec-
tation values, and therefore the associated probabilities to
find one or minus one, differ, however.
This is easily demonstrated for a pure quantum state
with ρ1 = ρ2 = 0, ρ3 = 1, as realized by the classical
probability distribution
p(x) = lim
a→0
(a
√
pi)−3 exp
{
− 1
a2
(
x21 + x
2
2 + (x3 − 1)2
)}
= δ(x1)δ(x2)δ(x3 − 1) . (162)
For the quantum spin in the direction e, given by the op-
erator
Sˆ(e) = ekSˆk = ekτk , (163)
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the expectation value is given by
〈Sˆ(e)〉 = ekρk . (164)
For our particular state one has
〈Sˆ(e)〉 = e3 . (165)
In contrast, for the classical spin it only matters if the point
(0, 0, 1) lies in I+(e) or in I−(e). It lies in I+(e) if e3 > 0,
and otherwise in I−(e). For this particular classical state
the classical expectation values are
〈s(e)〉 = θ(e3)− θ(−e3) . (166)
For a probability distribution of the type (162) it is not sur-
prising that classical spins have sharp values. An exception
are the directions for which e3 = 0. In this case the limiting
procedure yields 〈s(e)〉 = 0. We conclude that only for the
particular directions e = (0, 0, 1) or e = (cosφ, sinφ, 0)
the expectation values of the classical spins coincide with
the ones of the quantum spin in the same direction.
The case of a point-like probability distribution with
sharp values of the classical spins may seem somewhat par-
ticular. The clash between quantum and classical expec-
tation values persists, however, for other states for which
p(x) is a smooth distribution. For the pure quantum state
ρ1 = ρ2 = 1/
√
2, ρ3 = 0, realized by eq. (151) with
x¯1 = x¯2 = 1/
√
2, x¯3 = 0 and a obeying eq. (159), the
expectation value of the quantum spin Sˆ(e) reads
〈Sˆ(e)〉 = 1√
2
(e1 + e2) . (167)
We may first look at the direction e = (1, 0, 0) with
〈Sˆ(e)〉 = 1/√2, which corresponds to the particular classi-
cal spin s1 in eq. (153), and therefore
〈s(e)〉 = erf
(
1√
2a
)
=
1√
2
. (168)
As it should be by construction, the quantum and classical
expectation values agree. Consider next the quantum spin
with sharp value, e1 = e2 = 1/
√
2, where 〈Sˆ(e)〉 = 1. For
the classical spin the region I+ is given by x1 + x2 > 0,
while all points with x1 + x2 < 0 lie in I−. Since a differs
from zero the probability distribution p(x) does not vanish
in I−. This implies for the expectation value of the classical
spin s(e) that it has to be smaller than one. Indeed, one
has for the difference from one
1− 〈s(e)〉 = 2
∫
I−(e)
dx p(x) . (169)
In conclusion, the Gaussian probability distributions
(151) can realize arbitrary unitary transformations of a
quantum subsystem characterized by the expectation val-
ues of three particular classical spins s1, s2, s3. For these
particular spins the expectation values of the quantum
spins agree with the expectation values of the classical spins
in these particular directions. Because of the x¯-dependence
of a(x¯) this agreement does not hold for arbitrary direc-
tions.
If one wants to achieve the identification of possible
outcomes of quantum measurements of the quantum spin
Sˆk(e) with the measurements of classical spin observables
s(e) given by eq. (161) one has to realize classical proba-
bility distributions for which
〈s(e)〉 = ekρk = ek〈sk〉 (170)
for arbitrary ek. Here 〈sk〉 are the expectation values
of three classical spins in the particular directions e =
(1, 0, 0), (0, 1, 0), (0, 0, 1). The relation (170) relates the
expectation values of classical spin observables in arbitrary
directions to the expectation values of three particular clas-
sical spins.
3. Classical probability distribution for one-qubit
quantum state
Consider the classical Ising spins s(e, x) defined by
eq. (161). We want to find a family of probability dis-
tributions p(ρ, x) that is characterized by a vector ρ, such
that the expectation values of the classical spins obey
〈s(e)〉 =
∫
d3x p(ρ, x)s(e, x) = ρ · e . (171)
In particular, the three spins s1, s2, s3 corresponding to
e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1) obey 〈sk〉 = ρk.
They define the density matrix for the quantum subsystem
by eq. (6). We require the quantum condition
∑
k ρ
2
k ≤ 1.
For probability distributions obeying eq. (171) the quan-
tum expectation values of the quantum spins Sˆ(e) in ar-
bitrary directions e coincide with the classical expectation
values of the classical spins s(e) in the same directions.
This holds for arbitrary ρ obeying |ρ| ≤ 1. We will con-
centrate on pure quantum states for which ρ is a unit vec-
tor and ρ · e = cosϑ involves the relative angle ϑ between
the unit vectors ρ and e. Mixed quantum states pose no
additional problem.
Let us parameterize the variable x by its length r and
direction given by a unit vector f ,
x = rf , |f | = 1 . (172)
We find a family of probability distributions realizing the
quantum condition (171), given by
p(ρ, x) = p˜(r) (ρ · f) θ(ρ · f) . (173)
The detailed form of p˜(r) ≥ 0 is not important, being only
restricted by the normalization condition
∫
x
p(x) = 1. The
probability distribution (173) is positive for all x since it
vanishes whenever the scalar product ρ · f is negative. It
differs from zero only in one half-space determined by ρ.
We can equivalently write it as
p(ρ, x) =
p˜(r)
r
(ρ · x) θ(ρ · x) . (174)
A rather smooth behavior at r = 0 may be obtained by
p˜(r → 0) ∼ r3 or similar.
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For a proof of the relation (171) we employ the fact that
the probability distribution is invariant under simultaneous
rotations of ρ and x or ρ and f . This contrasts with the
Gaussian probability distribution (151), for which x¯k plays
a similar role as ρk. For the present case there is no longer a
clash between the quantum constraint and combined rota-
tion invariance. Without loss of generality we can therefore
take a pure state characterized by ρ = (0, 0, 1) for which
the probability distribution is given by
p = p˜(r) f3 θ(f3) . (175)
We can further choose an arbitrary direction of e in the
(x1, x2) plane and we take (e1 > 0)
e = (e1, 0, e3) . (176)
In consequence, the classical expectation value of s(e) reads
〈s(e)〉 =
∫
d3x p˜(r)
x3 θ(x3)
r
× [θ(e1x1 + e3x3)− θ(−e1x1 − e3x3)] . (177)
With R2 = x21 + x
2
3 = r
2 − x22 we can perform the x2-
integration
〈s(e)〉 =
∫
dx1 dx3 h(R)x3 θ(x3)
× [θ(e1x1 + e3x3)− θ(−e1x1 − e3x3)] , (178)
with r2 = R2 + x22 and
h(R) =
∫
dx2
p˜(r)
r
. (179)
We next choose
x1 = R sinα , x3 = R cosα ,
e1 = sinϕ , e3 = cosϕ , (180)
such that
〈s(e)〉 =
∫ ∞
0
dRh(R)R2
∫ pi/2
−pi/2
dα cosα
× [θ (cos(α− ϕ))− θ (− cos(α− ϕ))]
=
1
2
{∫ pi/2
ϕ−pi/2
dα cosα−
∫ ϕ−pi/2
−pi/2
dα cosα
}
.
(181)
Here we have employed the normalization condition∫ ∞
0
dRh(R)R2 =
1
2
, (182)
which follows from∫
x
p(x) =
∫
dx1 dx3 h(R)x3 θ(x3) = 1 . (183)
The trivial angular integral (181) yields indeed
〈s(e)〉 = cosϕ = e3 = ρ · e . (184)
We can rotate the vector e around the x3-axis without
changing s(e). The choice (176) for e is therefore with-
out loss of generality. For an integration of states charac-
terized by a different unit vector ρ we employ invariance
under simultaneous rotations of ρ, f and e, as manifest
by the formulation of p and s in terms of scalar products.
This implies eq. (171) for arbitrary unit vectors ρ and e
and concludes the proof. The family of normalized classi-
cal probability distributions (173) describes completely all
aspects of pure states for a single quantum spin.
It is rather obvious that the state of a qubit can be de-
scribed by three real numbers ρk, further reduced to two for
pure states by the condition |ρ| = 1. All unitary transfor-
mations can be achieved by manipulations of these three
numbers, e.g. rotations of the vector ρ. What our con-
struction in terms of probability distributions p(ρ) and
classical spin observables s(e) brings in addition is the cru-
cial property that individual measurements of the quantum
spin in an arbitrary direction yields only the discrete val-
ues ±1, and the possibility to perform this measurement by
measuring classical two-level observables. The continuous
wave aspect of quantum mechanics only involves ρ, while
the discrete particle side needs a probabilistic setting sim-
ilar to the one given here.
X. Quantum mechanics
In this section we discuss the realization of full quantum
mechanics by suitable classical statistical probability dis-
tributions for Ising spins. We consider an arbitrary number
Q of quantum spins and want to realize arbitrary unitary
transformations (1) for the hermitian 2Q× 2Q-density ma-
trix ρ. As we have argued before, an infinite number of
Ising spins is needed in order to realize for suitable quan-
tum subsystems all unitary transformations by static mem-
ory materials. We have seen in the preceding section how
infinitely many classical spins can arise from continuous
real variables. In the present section we work on a more
abstract level for which it does not matter how the in-
finitely many classical bits are realized by a given system.
Quantum subsystems of classical statistical systems can be
realized on different levels, depending on the observables
for which a direct correspondence between quantum and
classical observables exists, and depending on the way the
classical probability distributions have to change for the
realization of arbitrary unitary transformations (1).
On the first level we only demand that an arbitrary pos-
itive density matrix ρ, ρ† = ρ, tr(ρ) = 1, can be realized by
the expectation values of a suitable number of Ising spins
according to eqs (41), (42). The density matrix defines
the quantum subsystem. Since ρ is specified by 2Q − 1
real quantities in the range −1 ≤ ρµ1µ2...µQ ≤ 1, one
needs the expectation values 〈σµ1µ2...µQ〉 of 2Q − 1 classi-
cal two-level observables with possible measurement values
±1. Those classical two-level observables need not be in-
dependent Ising spins. One also can use suitable classical
correlation functions of Ising spins. In this case some of the
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two-level observables σµ1µ2...µQ are products of “fundamen-
tal” Ising spins. A minimal number of fundamental Ising
spins needed to realize arbitrary ρ is given by M = 3Q.
At this first level only the quantum observables that corre-
spond to the generators Lµ1µ2...µQ have a direct correspon-
dence to classical observables σµ1µ2...µQ . They have the
same possible measurement values ±1 and the same ex-
pectation values, and therefore also the same probabilities
to find a given possible measurement value.
At the second level we impose the positivity of ρ(t).
This defines a first “quantum constraint” for the classi-
cal probability distributions that are compatible with such
a quantum subsystem. The positivity of ρ(t) guarantees
that arbitrary hermitian operators Aˆ(t) can be associated
with quantum observables A(t). The possible measurement
values of the quantum observables are given by the eigen-
values of Aˆ(t), and the probabilities to find these values
can be computed from ρ(t). Since an arbitrary positive
ρ(t) can be realized by some suitable classical probability
distribution pτ (t), and the same holds for t + , one can
realize an arbitrary map ρ(t) → ρ(t + ) by some suit-
able (non-unique) map of classical probability distributions
pτ (t)→ pτ (t + ). This includes arbitrary unitary trans-
formations (1). At this level there is no guaranty that a
suitable map can be realized by a static memory material or
a deterministic unique jump operation. At the second level
a general quantum observable A(t) has no direct correspon-
dence to a classical observable. This direct correspondence
remains restricted to the quantum observables correspond-
ing to the generators Lµ1µ2...µQ , or to linear combinations
of commuting generators.
At the third level the correspondence between quantum
observables and classical observables is extended to a larger
set of observables. We will require that arbitrary quantum
observables corresponding to operators Aˆ with Aˆ2 = 1,
tr(Aˆ) = 0, can be identified with suitable two-level classical
observables. The requirement that the expectation values
of these quantum observables, as computed from the den-
sity matrix by the usual quantum rule, coincide with the
classical expectation values, computed from the classical
probability distribution, imposes a second set of quantum
constraints on the classical probability distributions realiz-
ing this type of subsystem. On the third level continuous
symmetries as rotations can be realized simultaneously on
the quantum and classical level. This requires an infinite
number of Ising spins, or “continuous Ising spins”, corre-
sponding to the infinite number of bits needed for a pre-
cise localization of a point on a sphere. The third level
greatly enhances the possibilities to realize arbitrary uni-
tary transformations by static memory materials or unique
jump operations.
In the present section we are mainly concerned with the
third level. We construct quantum subsystems for which
all unitary transformations can be realized by unique jump
operations. In appendix F the discussion is extended to the
case of “composite” classical two-level observables where
part of the classical observables is expressed by products of
“fundamental” Ising spins. We pay attention to the ques-
tion under which circumstances the quantum constraint on
the third level is sufficient to ensure the positivity of the
density matrix.
1. Continuous family of Ising spins
For a representation of arbitrary unitary operations on
a single qubit by static memory materials or unique jump
operations one needs an infinite number of classical bits.
We may consider a continuous family of Ising spins, or
“continuous Ising spins”,
s(Ω) = s(e) = s(ek) , ekek = 1 , s
2(Ω) = 1 , (185)
one for each point e = (e1, e2, e3) on a unit sphere, or
for each direction characterized by the angle Ω. (More
precisely, we take only half of the unit sphere, identifying
s(−e) = −s(e).)
We start with a two-component qubit where Ω is re-
placed by the angle ϕ on a circle, e = (e1, e3), e
2
1 + e
2
3 = 1.
The quantum condition is imposed such that the expec-
tation value of the Ising spin s(ϕ) equals the one of the
quantum spin S(ϕ) in the direction characterized by ϕ
〈s(ϕ)〉 = 〈S(ϕ)〉 = tr {ρ(cos(ϕ)τ1 + sin(ϕ)τ3)} . (186)
Here we assume (for a given t) a probability distribution
p[s(ϕ)] for the Ising spins with direction ϕ,
〈s(ϕ)〉 =
∫
Ds(ϕ) p[s(ϕ)] s(ϕ) (187)
where ∫
Ds(ϕ) =
∏
ϕ
∑
s(ϕ)=±1
. (188)
(More generally, the expectation value 〈s(ϕ)〉 is computed
from the (t-local) classical density matrix. In the occu-
pation number basis s(ϕ) is a diagonal classical operator
such that the probabilities p[s(ϕ)] correspond to the diago-
nal elements of the classical density matrix.) The quantum
constraint expresses the expectation values of all Ising spins
s(ϕ) in terms of the two numbers ρ1 and ρ3,
〈s(ϕ)〉 = cos(ϕ)ρ1 + sin(ϕ)ρ3 . (189)
This is a strong constraint on the probability distribu-
tions p[s(ϕ)] that are compatible with this quantum subsys-
tem. Infinity many expectation values are given in terms
of two real numbers. Let us first concentrate on a pure
state with ρ21 + ρ
2
3 = 1,
ρ1 = cos(ψ) , ρ3 = sin(ψ) . (190)
The quantum condition takes the simple form
〈s(ϕ)〉 = cos(ϕ− ψ) . (191)
The expectation values 〈s(ϕ)〉 have to follow a simple har-
monic function, being invariant under a simultaneous shift
of ϕ and ψ. This generalizes to arbitrary mixed quantum
states for which we can always write (r ≥ 0)
ρ1 = r cos(ψ) , ρ3 = r sin(ψ) ,
〈s(ϕ)〉 = r cos(ϕ− ψ) . (192)
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The quantum condition requires 0 ≤ r ≤ 1, such that
|〈s(ϕ)〉| ≤ 1 holds for arbitrary ϕ.
The quantum conditions for the finite number of Ising
spins discussed previously obtain for particular choices of
ϕ. The spins s1 and s3 correspond to ϕ = 0 and ϕ = pi/2,
respectively, reproducing eq. (5). Similarly, the spins s13+
and s13− are realized for ϕ = pi/4 and ϕ = −pi/4, such that
eq. (189) implements the quantum conditions (140), (141).
Rotations on the circle by an arbitrary angle α can now
be realized by unique jump operations s(ϕ)→ s(ϕ− α),
〈s′(ϕ)〉 = 〈s(ϕ− α)〉 = r cos(ϕ− α− ψ)
= cos(ϕ)ρ′1 + sin(ϕ)ρ
′
3 , (193)
with
ρ′1 = r cos(ψ + α) , ρ
′
3 = r sin(ψ + α) . (194)
In particular, for α = ω we can take the continuum limit
 → 0. This is one of the simplest classical systems that
can realize a continuous unitary evolution for a quantum
subsystem [28].
For infinitely many Ising spins the generalization to a
three-component qubit is straightforward. Characterizing
the direction of the Ising spin by a unit vector (e1, e2, e3),
and the direction of the quantum spin by the vector
(ρ1, ρ2, ρ3), the quantum condition reads [48]
〈s(e)〉 = ekρk . (195)
Since |〈s(e)〉| ≤ 1 for arbitrary e we infer, in particular,
the constraint ρkρk ≤ 1, cf. eq. (9). The setting with
three classical bits corresponds to the particular unit vec-
tors (1, 0, 0), (0, 1, 0) and (0, 0, 1), while for the discrete
setting with six Ising spins the unit vectors e correspond
to corners of the icosahedron. Arbitrary SO(3)-rotations
on the unit sphere can now be realized by unique jump
operations
s′(e) = s(e′) , e′k = elOlk , O
TO = 1 . (196)
With
〈s′(e)〉 = e′kρk = ekρ′k , (197)
this transfers to
ρ′k = Oklρl . (198)
The unitary transformation of the quantum density matrix,
ρ′ =
1
2
(1 + ρ′kτk) =
1
2
(
1 + ρlO
T
lkτk
)
=
1
2
(
1 + ρl Uτl U
†) = UρU† , (199)
reflects that SO(3) is a subgroup of U(2), with appropriate
unitary matrices U associated to O according to
Uτl U
† = OTlkτk . (200)
The overall phase of U , corresponding to the abelian U(1)-
factor of U(2), plays no role for ρ.
Our system of a continuous family of Ising spins s(e)
is set up as a probabilistic ensemble in classical statistics.
The transfer matrices or the step evolution operators S
are even deterministic unique jump operators, similar to
cellular automata. Depending on the choice of S(t) an
arbitrary unitary evolution of a single quantum spin can
be described, both for pure and mixed states. If for an
infinitesimal step from t to t+  the rotation s(e)→ s(e′)
is infinitesimal, the unitary transformation of the density
matrix is also infinitesimal
ρ(t+ ) = U(t)ρ(t)U†(t) , U(t) = exp (−iH(t)) , (201)
with hermitian Hamiltonian H(t). The dependence of ex-
pectation values on the location on the chain t is mapped
to the time evolution in quantum mechanics. This includes
t-dependent Hamiltonians. The possible measurement val-
ues ±1 of the quantum spin in arbitrary directions cor-
respond to the possible measurement values of the classi-
cal Ising spin in the same direction. Expectation values
of the quantum spin in an arbitrary direction are com-
putable from the standard rules of classical statistics. The
issue of the correct choice of a correlation function for a
sequence of ideal measurements is discussed in detail in
refs. [34, 35, 48]. This correlation function is obtained by
the multiplication of quantum operators. Our discussion
establishes the realization of an arbitrary evolution of a
single quantum spin as a particular classical statistical sys-
tem.
2. Arbitrary unitary transformations for two qubits
Arbitrary unitary transformations for two qubits can be
realized by a continuous family of Ising spins s(eµν), with
eµν = ez the components of a 15-dimensional unit vector
which obeys additional constraints. Here we employ µ, ν =
(0, 1, 2, 3) and omit e00. The quantum condition reads
〈s(e)〉 = 〈s(eµν)〉 = eµνρµν = ezρz , (202)
with ρµν = ρz the coefficients defining the complex 4 × 4
density matrix ρ by eq. (21). We identify s(−eµν) =
−s(eµν) and use s(ez), s(eµν) and s(e) synonymously. If
we only impose the condition ezez = 1, the vectors e span
half the unit sphere S14. Arbitrary SO(15)-rotations can
be realized as unique jump operations in this case. This
includes the SU(4) subgroup of SO(15) which is embedded
in SO(15) such that the 15-dimensional fundamental repre-
sentation of SO(15), that can be associated to eµν and ρµν ,
transforms as the 15-dimensional adjoint representation of
SU(4). The embedding is precisely provided by eq. (21),
with
UρU† =
1
4
(1 +Oµν,τσρτσLµν) , (203)
and O an orthogonal 15× 15-matrix.
Imposing only the constraint ezez = 1, ez = eµν , and
demanding the condition (202) for all spins s(ez), real-
izes a 15-component single qubit rather than two three-
component qubits. Indeed, the conditions |〈s(eµν)〉| ≤ 1
for all eµν on S
14 would require ρzρz ≤ 1, not compatible
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with the relation ρzρz = 3 for a pure quantum state of
two qubits. For a description of two qubits further con-
straints on ez have to be imposed. They will be of a form
such that the subgroup of SU(4)-transformations can still
be obtained as unique jump operations, corresponding to
transformations on the manifold spanned by eµν .
The basic principle for the selection of the Ising spins
s(ez) requires that a classical bit is associated to each trace-
less two-level observable Aˆ in the quantum system. Such
two-level observables obey Aˆ2 = 1, tr(Aˆ) = 0, and Aˆ has
therefore an equal number of eigenvalues +1 and −1. As
for any hermitian traceless operator, Aˆ can be written as
a linear combination of the generators Lz
Aˆ(ez) = ezLz . (204)
Our classical statistical system of Ising spins is chosen such
that every Aˆ(ez) corresponds to a classical bit s(ez), and
vice versa, with
〈s(ez)〉 = 〈Aˆ(ez)〉 = tr
(
ρAˆ(ez)
)
= ezρz . (205)
Here 〈s(ez)〉 is determined by the classical statistical en-
semble, while 〈Aˆ(ez)〉 is the expectation value in the quan-
tum system. (We identify Aˆ(−ez) = −Aˆ(ez), s(−ez) =
−s(ez).) The condition Aˆ2 = 1 requires
ezez = 1 , dzywezey = 0 , (206)
where dzyw are the symmetric coefficients defined by
{Lz, Ly} = 2δzy + 2dzywLw . (207)
This follows from the condition
Aˆ2 =
1
2
ezey {Lz, Ly} = ezez + dzywezeyLw = 1 . (208)
The second part of the constraint (206) constitutes the ad-
ditional conditions on the unit vectors ez alluded to above.
The manifold of vectors e obeying the condition (206) is
closely related to the homogeneous space SU(4)/SU(2) ×
SU(2) × U(1). This space has eight real dimensions, such
that the second condition (206) amounts to six constraints
selecting an eight-dimensional subspace of S14. The con-
nection to SU(4) becomes apparent from the fact that
any hermitian 4 × 4-matrix with two eigenvalues +1 and
two eigenvalues −1 can be diagonalized by some particular
SU(4) transformation U(30)(ez)
Aˆ(ez) = U(30)(ez)L30 U
†
(30)(ez) . (209)
On the other hand, L30 is left invariant by unitary transfor-
mations of the subgroup SU(2)× SU(2)× U(1), implying
that U(30)(ez) is specified only modulo SU(2) × SU(2) ×
U(1)-transformations.
The SU(4)-transformation acting on the space of vectors
e is uniquely determined if we specify the transformation
of a sufficient number of independent vectors e. Its em-
bedding into SO(15) is analogous to eq. (203). A unique
jump operation acts on the Ising spins as s(ez) → s(e′z),
e′z = eyOyz, O
TO = 1. Here the orthogonal matrices O
belong to the SU(4) subgroup according to
Aˆ′ = e′zLz = ey OyzLz = ey U
†Ly U . (210)
For the quantum subsystem this corresponds to a transfor-
mation of the density matrix according to
〈s(e′z)〉 = e′zρz = ezρ′z , ρ′z = Ozyρy , (211)
or
ρ′ =
1
4
(1 + ρ′zLz) = UρU
† . (212)
Correspondingly, one has
〈Aˆ′〉 = tr(ρAˆ′) = ez tr
(
UρU†Lz
)
= tr(ρ′Aˆ) = ezρ′z = 〈s(e′z)〉 . (213)
We conclude that a classical statistical system of contin-
uous Ising spins s(ez), with ez obeying eq. (206), admits
a quantum subsystem provided the quantum constraint
(202) holds for all s(ez) and the density matrix (21) is
positive. If the spins s(ez) are independent, arbitrary uni-
tary transformations for the quantum subsystem can be
realized by unique jump operations on the classical spins.
It is also conceivable to construct quantum subsystems for
two qubits if some of the s(ez) are composite, given by
products of other spins. We discuss this in appendix F.
3. Quantum constraints for two qubits
We next investigate the remaining part of the quantum
constraint for ρ resulting from the requirement of positiv-
ity. While for a single qubit the positivity of ρ follows
automatically if eq. (195) holds for all e on S2, for two
or more qubits it may need additional restrictions on the
space of ρz and therefore on the classical probability dis-
tributions that can realize the quantum subsystem. We
will see that the constraint (202) is indeed not sufficient to
ensure the positivity of ρ. Thus the requirement of posi-
tive eigenvalues of ρ imposes additional constraints on the
allowed expectation values ρµν .
We concentrate on the quantum condition for a pure
state, ρ2 = ρ. This requires
1
16
(1 + ρzLz)
2
=
1
16
(1 + ρzρz + 2ρzLz + dzywρzρyLw)
=
1
4
(1 + ρzLz) , (214)
and therefore imposes on the allowed ρz the conditions
ρzρz = 3 , dzywρzρy = 2ρw . (215)
The space of ρz obeying the condition (215) is closely re-
lated to the projective space CP4 in four complex dimen-
sions, or to the homogeneous space SU(4)/SU(3) × U(1)
[34, 35, 48–50]. A pure state density matrix has one eigen-
value one, and all other eigenvalues zero. It can therefore
34
be obtained from ρ¯ = diag(1, 0, 0, 0) by a suitable unitary
SU(4)-transformation U¯ ,
ρ = U¯ ρ¯ U¯† . (216)
Since ρ¯ is invariant under a subgroup SU(3) × U(1), this
specifies the homogeneous space SU(4)/SU(3) × U(1).
Thus the values of ρz corresponding to a pure quantum
state belong to a manifold with six real dimensions. It is
a submanifold of S14, where the second condition (215)
imposes eight additional constraints. We observe that the
vectors ez and ρz belong to different manifolds.
The pure state condition (215) guarantees the positivity
of ρ. This implies for all traceless two-level observables
Aˆ(ez), Aˆ
2 = 1, the bound
|〈Aˆ(ez)〉| ≤ 1 . (217)
One can diagonalize Aˆ = diag(1, 1,−1,−1) such that in
this basis 〈Aˆ〉 = ρ11 + ρ22 − ρ33 − ρ44. Since all diag-
onal elements of ρ obey 0 ≤ ραα ≤ 1,
∑
α ραα = 1,
eq. (217) follows. The bound (217) guarantees that pure
quantum states can indeed be realized by Ising spins obey-
ing eq. (205). This statement extends easily to mixed quan-
tum states.
In the opposite direction, the quantum constraint (202),
(206) implies eq. (205) and therefore the bound (217) for
all traceless two-level observables Aˆ, tr(Aˆ) = 0, Aˆ2 = 1.
This bound is not strong enough to guarantee the posi-
tivity of ρ, however. Without loss of generality we can
take ρ diagonal (by an appropriate choice of basis), ρ =
diag(ρ11, ρ22, ρ33, ρ44). For Aˆ = eµνLµν only e30, e03 and
e33 contribute to
〈Aˆ〉 = tr(ρAˆ) = ρ11(e30 + e03 + e33) + ρ22(e30 − e03 − e33)
+ ρ33(−e30 + e03 − e33) + ρ44(−e30 − e03 + e33) .
(218)
For the example ρ11 = ρ22 = ρ33 = 7/20, ρ44 = −1/20 one
finds
〈Aˆ〉 = 2
5
(e30 + e03 − e33) . (219)
For arbitrary eµν obeying eµνeµν ≤ 1 this implies |〈Aˆ〉| ≤
2
√
3/5 ≤ 1, in accordance with eq. (217). On the other
hand the density matrix of our example is not positive.
We have therefore found Ising spins ez obeying eq. (206)
with expectation values obeying the constraint (202), that
lead to a non-positive ρ. We conclude that the positivity of
ρ has to be imposed as a quantum constraint on the classi-
cal statistical probabilities which can realize the quantum
subsystem, in addition to the constraint (202).
Classical statistical probability distributions obeying
both quantum constraints (202) and (215) realize a quan-
tum subsystem for two qubits. One can implement arbi-
trary unitary evolutions of the density matrix by suitable
unique jump operations. These unique jump operations
preserve the quantum constraints. We have therefore es-
tablished a classical statistical representation of quantum
systems with two spins. This includes entanglement [34].
4. Quantum mechanics for an arbitrary number of
spins
The generalization to an arbitrary number Q of qubits is
straightforward. The continuous family of Ising spins de-
pends on an (22Q−1)-dimensional unit vector s(eµ1µ2...µQ),
µi = 0, 1, 2, 3, again with e00...0 omitted. The quantum
condition for the expectation values reads
〈s(e)〉 = 〈s(eµ1µ2...µQ)〉 = eµ1µ2...µQρµ1µ2...µQ , (220)
with ρµ1µ2...µQ defining the hermitian 2
Q× 2Q density ma-
trix by eq. (41). Arbitrary SO(22Q − 1)-rotations of the
unit vector eµ1µ2...µQ can be realized as unique jump opera-
tions. They can equivalently be described by SO(22Q−1)-
rotations of the coefficients ρµ1µ2...µQ . The subgroup of
SU(2Q)-rotations, under which the fundamental vector
representation of SO(22Q−1) transforms as the adjoint rep-
resentation of SU(2Q), performs unitary transformations
of the density matrix. Since the overall phase, correspond-
ing to the abelian U(1)-factor of U(2Q), does not matter,
this classical statistical system realizes an arbitrary unitary
evolution of Q quantum spins.
Similar to the case of two qubits we have to constrain
the vectors ez = eµ1µ2...µQ such that all density matrices
compatible with the positivity constraint can be realized
by eq. (220). The construction (204)-(208) is valid for ar-
bitrary Q. The manifold of ez is SU(2
Q)/SU(2Q−1) ×
SU(2Q−1)×U(1). We also impose the positivity constraint
for ρ. This construction demonstrates that quantum me-
chanics corresponds to a particular subsystem of a classical
statistical ensemble - in our case specified by the quantum
conditions - and a particular unitary evolution law - in our
case given by the unique jump step evolution operators.
XI. Discussion
In this paper we discuss the bit-quantum map which de-
fines the embedding of a quantum subsystem within a wider
classical statistical system. Both classical statistical sys-
tems and quantum subsystems can be defined “locally” for
every (discrete) point t on a chain corresponding to time,
space, or layers in neural networks. The bit-quantum map
should be complete in the sense that every quantum den-
sity matrix for the subsystem can be realized. If arbitrary
transformations of the classical statistical information from
t to t +  are allowed, universal quantum computing for
an arbitrary number of qubits can be realized by a finite
number of macroscopic classical two-level observables. We
have discussed a correlation map that represents Q qubits
in terms of 3Q classical bits. If this map can be shown
to be a complete bit-quantum map, general probabilistic
operations on 3Q classical bits are sufficient to realize, in
principle, arbitrary unitary operations on Q qubits.
We have worked out several examples how quantum
gates can be implemented within the classical statistical
setting of generalized Ising models or static memory mate-
rials. For an infinite number of Ising spins, or continuous
Ising spins, arbitrary quantum operations for an arbitrary
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number of qubits can be realized. In particular, this infi-
nite number of classical bits can arise from a finite number
of continuous real variables. For generalized Ising mod-
els a finite number of classical bits can only implement a
discrete subgroup of the most general unitary evolution of
a quantum system. These subgroups can be rather dense,
however, allowing for a rich spectrum of quantum computa-
tional steps to be executed by classical statistical systems.
For a given finite number of classical bits further quantum
operations can be performed by a more general transport
of probabilistic information between layers of a classical
statistical system.
We advocate that a general theoretical framework for
computing is given by the quantum formalism for classi-
cal statistics, which is based on a classical density matrix
instead of a local probability distribution. This covers clas-
sical deterministic computing, classical probabilistic com-
puting and quantum computing. In particular, we believe
that interesting aspects of neural networks can be imple-
mented.
A general computational step is associated to the evolu-
tion of the classical density matrix (2) between neighboring
t-layers. The ordering variable t may be time, position of
points or hypersurfaces in space, or the layers in a neural
network, perhaps even in the brain. The evolution law (2)
is linear, such that the superposition principle for solutions,
familiar from quantum mechanics, applies.
Consecutive steps of a computation correspond to the
non-commutative matrix multiplication of step evolution
operators S(t + )S(t). Different realizations of comput-
ing correspond to different properties of S. For generalized
Ising models in the occupation number basis S is a non-
negative matrix. For steps of quantum computing S is or-
thogonal such that no information is lost. In the presence
of a complex structure orthogonal step evolution operators
S are mapped to unitary operators. For deterministic com-
puting or cellular automata S is a unique jump operator.
These properties need not to hold for the evolution steps
of the full density matrix ρ′(t). It is sufficient that they are
realized for suitable subsystems ρ(ρ′), as for the quantum
subsystem.
For deterministic classical computing or cellular au-
tomata the “gates” S(t) are unique jump operators. Also
the initial data given by ρ′(tin) single out one particular
spin configuration. Its processing by a sequence of gates
S(t)S(t− ) . . . S(tin + )S(tin) results in a single spin con-
figuration at t, which is the output of the computation.
For probabilistic computing either S is not a unique jump
operation, or ρ′(tin) is truly a probabilistic initial state,
given by a probability distribution for the initial spin con-
figurations that differs from zero for more than one spin
configuration. For quantum computing the initial density
matrix is probabilistic, such that quantum computing is
always probabilistic computing. This holds even if S is a
unique jump operation. More precisely, the probabilistic
information contained in ρ′(t), or in the local probabil-
ity distribution {pτ (t)}, has to obey quantum conditions
in order to realize a suitable quantum subsystem. These
quantum conditions enforce a truly probabilistic state for
every t.
Deterministic computation is a special limiting case of
probabilistic computation. Already the errors in determin-
istic computations are described by probabilistic computa-
tion. In this case S is not precisely a unique jump operation
- the entries accounting for the “wrong output” differ from
zero. The noncommutativity familiar from quantum me-
chanics is characteristic for all forms of computing. Neural
networks are typical cases of probabilistic computing. Only
part of the initial information is relevant for layers at larger
t - the essential information is concentrated in appropriate
subsystems. The statistical information available for the
subsystem is necessarily truly probabilistic.
Our findings and formalism open interesting directions
for future research. The first concerns new computing ar-
chitectures. One avenue are static memory materials for
which t is realized as a position in space. First simulations
[30] show that the information loss for suitable generalized
Ising models may be moderate enough to permit even al-
most deterministic computations. Interesting classical in-
terference structures for input information at two different
boundaries may be exploited. Another avenue may employ
the discrete unitary transformations that can be realized
by a finite number of Ising spins. Even though this is not
full quantum computing, powerful algorithms using new
non-commutative structures may be developed.
A second direction of research may ask if the new non-
commutative structures and probabilistic computing are
already realized by neural networks or neuromorphic com-
puting, perhaps even in our brain. Probabilistic aspects
seem to be genuine for this type of computing. This is
certainly the case for biological systems that cannot real-
ize error-free deterministic computation steps. Even if the
overall steps for neural networks or neuromorphic comput-
ing are realized in a deterministic manner, the effect on
relevant subsystems will typically become probabilistic. As
we have discussed, the probabilistic nature of the compu-
tation, or the noise or “errors” in deterministic steps, may
even be an important ingredient for the achievement of
computational goals.
The third direction addresses questions of the founda-
tions of quantum mechanics. Once one realizes that quan-
tum systems can be implemented as suitable subsystems
of classical statistical systems [51], several interesting ques-
tions emerge. Is time an ordering concept [49] in a general
probabilistic ensemble covering the universe from the “in-
finite past” to the “infinite future”? Why and how do the
quantum conditions necessary for the realization of quan-
tum subsystems arise in the ubiquitous way observed in
nature? What is the precise nature of measurements and
the associated measurement correlations?
The perhaps most important outcome of this work is the
notion that quantum properties are not restricted to the
microscopic, to very well isolated systems or to low temper-
ature. They may play a role for macroscopic probabilistic
systems. Perhaps they can even influence open systems as
life.
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Appendices
A. Correlation map for two qubits
In this appendix we discuss details of the correlation map
from six classical Ising spins to two qubits. We present ex-
plicit classical probability distributions that realize families
of entangled states for the quantum system. This is one by
use of the normalized classical wave function. We employ
the wave function in order to discuss how unitary transfor-
mations in the quantum system are realized by transfor-
mations of classical probability distributions.
We consider here pure quantum states for two qubits
(Q = 2). We concentrate on the correlation map for which
the classical system employs M = 3Q = 6 Ising spins s
(1)
k ,
s
(2)
k . There are 2
6 = 64 classical states τ with associated
probabilities pτ . The task is to find the probability distri-
butions {pτ} that induce the wanted pure state quantum
density matrix by virtue of the correlation map (44).
1. Normalized classical wave function
A useful tool is the normalized classical wave function q
[53]. It is a real 64-component vector with components qτ
obeying
pτ = q
2
τ . (221)
This wave function can be seen as a classical probability
amplitude. It is defined by the probabilities pτ up to signs,
qτ = στ
√
pτ , στ = ±1. From
∑
τ pτ = 1 one infers that q
is a vector on the unit sphere S63,
qτqτ = 1 . (222)
(The normalized classical wave function q can be con-
structed from the classical wave function q˜ and q¯ of sect. VI
by a non-linear transformation [28].)
The classical Ising spins s
(i)
k can be represented as com-
muting classical operators sˆ
(i)
k , such that
〈s(i)k 〉 = qτ
(
sˆ
(i)
k
)
τρ
qρ = 〈q|sˆ(i)k |q〉 . (223)
For diagonal operators (sˆ
(i)
k )τρ = (s˜
(i)
k )τ δτρ one has
〈s(i)k 〉 =
∑
τ
q2τ (s˜
(i)
k )τ =
∑
τ
pτ (s˜
(i)
k )τ , (224)
and therefore associates (s˜
(i)
k )τ with the value that the clas-
sical spin s
(i)
k takes in a given classical state τ .
We may use a direct product representation,
sˆ
(i)
1 = t
(i)⊗1⊗1 , sˆ(i)2 = 1⊗t(i)⊗1 , sˆ(i)3 = 1⊗1⊗t(i) , (225)
with 4× 4-matrices
t(1) =
 1 1 −1
−1
 , t(2) =
 1 −1 1
−1
 .
(226)
An arbitrary vector q can be constructed as a linear combi-
nation of basis states that we take as direct products of four
component vectors, α, β, γ, α¯, β¯, γ¯ = 1, . . . , 4, τ = (α, β, γ),
b(α¯,β¯,γ¯)τ = b
(α¯,β¯,γ¯)
α,β,γ = b
(1,α¯)
α b
(2,β¯)
β b
(3,γ¯)
γ (227)
with
b(k,α¯)α = δ
α¯
α . (228)
In this basis sˆ
(i)
1 acts on the first factor, sˆ
(i)
2 on the second
and sˆ
(i)
3 on the third. The basis states are eigenstates of
the classical spin operators sˆ
(i)
k with eigenvalues ±1.
An arbitrary classical wave function is expanded in this
basis with coefficients qα¯,β¯,γ¯ ,
qτ = qα,β,γ = qα¯,β¯,γ¯ b
α¯,β¯,γ¯
α,β,γ . (229)
The classical spin operators act as
(sˆ
(i)
1 )
α′β′γ′
αβγ qα′β′γ′ = (t
(i))α
′
α qα′βγ ,
(sˆ
(i)
2 )
α′β′γ′
αβγ qα′β′γ′ = (t
(i))β
′
β qαβ′γ ,
(sˆ
(i)
3 )
α′β′γ′
αβγ qα′β′γ′ = (t
(i))γ
′
γ qαβγ′ , (230)
with diagonal (t(i))α
′
α = t
(i)
α δα
′
α . Expectation values of the
classical spins and therefore the quantum density matrix
can be computed directly from the classical wave function.
For example, one has
〈s(2)2 〉 = ρ02 =
∑
αγ
(
q2α1γ − q2α2γ + q2α3γ − q2α4γ
)
(231)
or
〈s(1)1 s(2)3 〉 = ρ13 =
∑
αβγ
t(1)α t
(2)
γ q
2
αβγ . (232)
Classical wave functions for some simple quantum states
can easily be established. For the example of the pure
quantum state with 〈s(1)3 〉 = 〈s(2)3 〉 = 1, and therefore
〈s(1)3 s(2)3 〉 = 1, 〈s(1)k s(2)l 〉 = 〈s(1)k s(2)3 〉 = 〈s(1)3 s(2)l 〉 = 0,
〈s(1)k 〉 = 〈s(2)l 〉 = 0 for k, l = 1, 2, a possible classical wave
function obeys
q0 = q
(1)
0 ⊗ q(2)0 ⊗ q(3)0 , (233)
with
t(1)q
(3)
0 = t
(2)q
(3)
0 = q
(3)
0 , (234)
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and
〈q(1)0 |t(i)|q(1)0 〉 = 〈q(2)0 |t(i)|q(2)0 〉 = 0 . (235)
This is realized by
q
(3)
0 =
 100
0
 , q(1)0 = 1√
2(a2 + b2)
 ab±b
±a
 ,
q
(2)
0 =
1√
2(c2 + d2)
 cd±d
±c
 . (236)
Due to the different choices of a, b, c, d the wave function
is not unique. Further solutions of eq. (234) may take the
more general form q0 = b0 ⊗ q(3)0 , with 16 × 16 matrix b0
not taking the direct product form q
(1)
0 ⊗ q(2)0 . As a result,
we obtain a whole family of probability distributions that
realize this quantum state.
2. Classical probability distributions for pure en-
tangled quantum states
It is instructive to construct explicitly the classical prob-
ability distributions for selected entangled quantum states.
The realization of entangled quantum states poses no par-
ticular problem. The maximally entangled state (38) obeys
〈s(1)1 s(2)1 〉 = 〈s(1)2 s(2)2 〉 = 〈s(1)3 s(2)3 〉 = −1, while 〈s(i)k 〉 = 0,
〈s(1)k s(2)l 〉 = 0 for k 6= l. It can be realized by a classical
wave function in direct product form,
qen = q
(1)
en ⊗ q(2)en ⊗ q(3)en , (237)
obeying
sˆ
(1)
k sˆ
(2)
k q
(k)
en = −q(k)en , (238)
and
〈q(k)en |sˆ(i)k |q(k)en 〉 = 0 . (239)
The solution,
q(k)en =
1√
2
 01±1
0
 , (240)
corresponds for every k-sector to equal probabilities p+− =
p−+ = 1/2, while p++ = p−− = 0. Taking things together,
the eight probabilities pτ for which s
(1)
k and s
(2)
k are oppo-
site for all k take all the value 1/8. The other 56 proba-
bilities, for which at least for one k the spins s
(1)
k and s
(2)
k
take the same value, vanish.
Wave functions that can be written in the direct product
form
qϑ = q
(1)
ϑ ⊗ q(2)ϑ ⊗ q(3)ϑ (241)
imply the relations
ρk0 = 〈s(1)k 〉 = 〈q(k)|t(1)|q(k)〉 ,
ρ0k = 〈s(2)k 〉 = 〈q(k)|t(2)|q(k)〉 ,
ρkk = 〈s(1)k s(2)k 〉 = 〈q(k)|t(1)t(2)|q(k)〉 , (242)
(243)
and, for k 6= l,
ρkl = 〈s(1)k s(2)l 〉 = 〈q(k)|t(1)|q(k)〉 〈q(l)|t(2)|q(l)〉
= ρk0ρ0l . (244)
A family of pure quantum states for which these condi-
tions hold is given by the wave function
ψϑ =
 0cos(ϑ)sin(ϑ)
0
 . (245)
We will construct explicitly classical wave functions and
the classical probability distribution for this family of pure
quantum states. For these classical wave functions the non-
vanishing coefficients ρµν or expectation values of classical
spins have to obey
ρ30 = −ρ03 = cos2(ϑ)− sin2(ϑ) , ρ33 = −1 ,
ρ11 = ρ22 = 2 cos(ϑ) sin(ϑ) . (246)
For q(1) one infers (with ε1, ε2 = ±1)
q(1) =
 abε2b
ε1a
 , a2 + b2 = 1
2
, (247)
and
a2 − b2 = cos(ϑ) sin(ϑ) . (248)
Up to signs, this implies
a =
1
2
(cos(ϑ) + sin(ϑ)) , b =
1
2
(cos(ϑ)− sin(ϑ)) . (249)
The same relation holds for q(2). In the sectors with k =
1, 2 one therefore as p++ = p−− = a2, p+− = p−+ = b2.
For q(3) one finds
q(3) =
 0± cos(ϑ)± sin(ϑ)
0
 , (250)
such that in the k = 3 sector p+− = cos2(ϑ), p−+ =
sin2(ϑ), p++ = p−− = 0. For cos(ϑ) = − sin(ϑ) = 1/
√
2 we
recover the maximally entangled state (38). The probabili-
ties in a given sector k are independent of the probabilities
in the other sectors. All probabilities pτ are therefore spec-
ified. We have established a family of classical probabil-
ity distributions which realize the entangled pure quantum
state (245).
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3. Representation of unitary transformations by
changes of classical probability distributions
The realization of arbitrary pure states by the correla-
tion map for two qubits comes in pair with the possibil-
ity to realize arbitrary unitary SU(4)-transformations on
a given pure state. It is instructive to understand how
unitary transformations in the quantum subsystem are re-
lated to transformations of the classical wave function for
the classical system. The quantum wave function of an
arbitrary pure quantum state obtains (up to an irrelevant
overall phase) by a unitary SU(4)-transformation U from
some arbitrary fixed pure state ψ0,
ψ = Uψ0 . (251)
Similarly, an arbitrary classical wave function can be ex-
pressed as an orthogonal SO(64) transformation O from
an arbitrary fixed wave function q0,
q = O q0 . (252)
The simple relation (252) is an important advantage of the
use of classical wave functions, since the expression of a
general transformation between probabilities is a compli-
cated object, while the rotations (252) realize directly the
normalization condition
∑
τ pτ =
∑
τ q
2
τ = 1 and obey a
group structure.
Let us now consider a pair (ψ0, q0) such that the pure
state density matrix ρ(0) constructed from ψ0 is the corre-
lation map of the probability distribution associated to q0.
The coefficients defining the density matrix ρ0 obey
ρ(0)µν = 〈ψ0|Lµν |ψ0〉 , (253)
with Lµν the fifteen generators of SU(4). By our choice
they coincide with the expectation values of the fifteen di-
agonal classical operators Mµν ,
ρ(0)µν = 〈q0|Mµν |q0〉 , (254)
where
Mk0 = sˆ
(1)
k , M0k = sˆ
(2)
k , Mkl = sˆ
(1)
k sˆ
(2)
l . (255)
Completeness of the correlation map is established if for
every U one can find O such that
ρµν = 〈ψ0|U†Lµν U |ψ0〉 = 〈q0|OTMµνO|q0〉
= 〈ψ|Lµν |ψ〉 = 〈q|Mµν |q〉 . (256)
While the unitary quantum transformations U are de-
fined as linear transformations on ψ0, this linearity needs
not to hold for the orthogonal transformations O acting
on q. We will see that the transformations of the classical
wave functions realizing the correlation map are necessarily
non-linear. The matrices O needed to realize a given U will
depend on the wave function q. Assume that two quantum
wave functions ψ1 and ψ2 are transformed by the same
U . This does not hold for the associated classical wave
functions q1 and q2. On the classical level the orthogonal
transformations O1 and O2, that realize a given unitary
transformation of the quantum subsystem by transforma-
tions of q1 and q2, are different.
4. Transformations of classical wave functions for a
single qubit
Let us first discuss the simpler problem for a single qubit,
Q = 1, where ψ has two components, q has eight compo-
nents, Lµν is replaced by τk and Mµν by sˆk,
sˆ1 = τ3⊗1⊗1 , sˆ2 = 1⊗τ3⊗1 , sˆ3 = 1⊗1⊗τ3 . (257)
In this case we have already established that arbitrary
quantum states can be realized by appropriate classical
probability distributions. Therefore orthogonal transfor-
mations of the classical wave function exist for every ar-
bitrary unitary transformation in the quantum subsystem.
We will see that already for a simple qubit the transforma-
tion of the classical wave function is a non-linear orthogonal
transformation. The non-linearity is genuine for the corre-
lation map and extends to an arbitrary number of qubits.
An arbitrary pure quantum state,
ρk = 〈sk〉 = 〈q|sˆk|q〉 , ρkρk = 1 , (258)
can be realized by
q = q(1) ⊗ q(2) ⊗ q(3) , (259)
with q(k) being two-component real unit vectors. With the
representation (257) the expectation values of the classical
spins have a simple form,
ρk = 〈q(k)τ3q(k)〉 . (260)
We can parameterize q(k) as
q(k) =
(
ak
bk
)
, a2k =
1 + ρk
2
, b2k =
1− ρk
2
. (261)
For suitable ak, bk any pure quantum state with
∑
k ρ
2
k = 1
can be realized.
We first demonstrate explicitly that the classical wave
functions realizing a given initial quantum state can be
transformed suitably in order to realize any arbitrary uni-
tary transformation of this quantum state. We choose an
initial state with 〈s3〉 = 1, 〈s1〉 = 〈s2〉 = 0,
q3 =
1
2
(
1
1
)
⊗
(
1
1
)
⊗
(
1
0
)
, ψ3 =
(
1
0
)
. (262)
We want to show that an orthogonal matrix exists that
rotates q3 to q as given by eqs (259), (261). We can take a
direct product
O = O(1) ⊗O(2) ⊗O(3) ,
O(k) =
(
cos(ϑk) sin(ϑk)
− sin(ϑk) cos(ϑk)
)
, (263)
with
cos(ϑ1) sin(ϑ1) =
ρ1
2
, cos(ϑ2) sin(ϑ2) =
ρ2
2
, (264)
cos(ϑ3) = a3 =
√
1 + ρ3
2
, sin(ϑ3) = −b3 =
√
1− ρ3
2
.
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One can verify by explicit computation that arbitrary ρk
for a pure quantum state can be obtained by this orthogo-
nal transformation. Since every initial and final pure quan-
tum states admits associated normalized classical wave
functions (261), it is not surprising that orthogonal trans-
formation between the classical wave functions can be
found.
We next show that the transformations of classical wave
functions that realize unitary quantum transformations
cannot be linear. For this purpose we consider two dif-
ferent quantum states ψ1 and ψ2 and show that the matrix
O that is associated to a given unitary transformation U
of the quantum system depends on the associated wave
functions q1 and q2. Consider first the quantum state ψ1
which is an eigenstate of s3, and the unitary transformation
U = τ1,
ψ1 =
(
1
0
)
, U1 = τ1 , U1ψ1 =
(
0
1
)
. (265)
This corresponds in eq. (263) to ϑ1 = ϑ2 = 0, ϑ3 = −pi/2,
or
O1 = 1⊗ 1⊗
(
0 −1
1 0
)
. (266)
Applying O1 to a direct product wave function,
q = q(1) ⊗ q(2) ⊗
(
a
b
)
, (267)
leaves q(1) and q(2) invariant,
O1q = q
(1) ⊗ q(2) ⊗
( −b
a
)
. (268)
After the transformation ρ1 and ρ2 have not changed.
In contrast, if we next apply U1 to an eigenstate of τ2,
ψ2 =
1√
2
(
1
i
)
, U1ψ2 =
1√
2
(
i
1
)
, (269)
the unitary transformation U1 = τ1 reverses the sign of
ρ2, ρ2 = 1 → ρ2 = −1. This is not compatible with the
transformation O1 in eq. (268). We therefore need a differ-
ent matrix O˜2 to represent the action of U1 on a classical
wave function representing ψ2. This demonstrates the nec-
essary non-linearity of the orthogonal transformations of
the classical wave functions.
We conclude that the matrix O realizing a given U can-
not be found by embedding SU(2) as a subgroup of SO(8).
The relation between U and O cannot be realized on the
operator level. For the latter it would be necessary to find
for an arbitrary SU(2)-matrix U an SO(8)-matrix O such
that
U†τkU = bklτl (270)
implies for the same coefficients bkl
OT sˆkO = bklsˆl . (271)
Then eqs (251), (252) would hold for every (ψ0, q0) obeying
eqs (253), (254), in contrast to the findings above. The
impossibility to realize the pair (270), (271) can be seen
easily for infinitesimal transformations,
U = 1 + iαmτm , (272)
for which
bkl = δkl + 2αmεmkl . (273)
For
Oτρ = δτρ + βτρ , βτρ = −βρτ , (274)
one has
OT sˆkO = sˆk − [β, sˆk] . (275)
The commutator of an antisymmetric matrix β with a diag-
onal matrix sˆk has all diagonal elements vanishing, making
a relation [β, sˆk] = −2αmεmklsˆl impossible.
The lesson of this simple exercise is that no linear trans-
formation of classical wave functions exists that realizes
arbitrary unitary transformations for the quantum subsys-
tem. Just as for the probabilities, arbitrary unitary trans-
formations require non-linear transformations of the nor-
malized classical wave functions. This statement holds for
many quantum bit maps that realize quantum density ma-
trices by expectation values of classical spins. It generalizes
to Q = 2 or a higher number of qubits.
B. Unique jump realizations of the
CNOT-gate
The possible realization of the CNOT-gate by a unique
jump operation depends on the number of classical Ising
spins or classical bits used. For two qubits (Q = 2) and fif-
teen classical bits we have discussed a simple unique jump
operation in sect. III. In this appendix we concentrate on
Q = 2 and the correlation map with six classical bits s
(1)
k ,
s
(2)
k , as discussed in sect. IV. We will first show that no
unique jump operation exists that realizes the map (38)
for the corresponding correlation functions for arbitrary
probability distributions {pτ}. It would be sufficient, how-
ever, to realize eq. (38) for those probability distributions
that obey the quantum condition. This is a more complex
question that has not yet found a complete answer. We
describe the issue by the discussion of a concrete example
of a particular unique jump operation.
1. CNOT-gate with six Ising spins
The transformation (39) is no longer a simple transfor-
mation among Ising spins. For example, the exchange
ρ03 ↔ ρ33 exchanges the expectation values 〈s(2)3 〉 and
the correlation function 〈s(1)3 s(2)3 〉. As an example, the ex-
change
〈s(2)3 〉 ↔ 〈s(1)3 s(2)3 〉 (276)
40
can be realized by a conditional switch of s
(2)
3 : it changes
sign if s
(1)
3 is negative, and remains invariant if s
(1)
3 is pos-
itive. This conditional switch is, however, not the only
possibility to realize ρ03 ↔ ρ33. For an assessment which
type of transformations of the classical probability distri-
bution {pτ} can realize the CNOT-gate we have to proceed
to a more systematic study, for which we detail a typical
step in the following.
We may label the 26 = 64 states τ by (+ + ρ˜), (+− ρ˜),
(−+ ρ˜), (−− ρ˜), where the two signs stand for the values
of s
(1)
3 and s
(2)
3 , and the collective index ρ˜ denotes the 16
possibilities for the remaining spins s
(1)
1 , s
(1)
2 , s
(2)
1 and s
(2)
2 .
With similar notations for the probabilities pτ this yields
〈s(2)3 〉 =
∑
ρ˜
(p++ρ˜ − p+−ρ˜ + p−+ρ˜ − p−−ρ˜) ,
〈s(1)3 s(2)3 〉 =
∑
ρ˜
(p++ρ˜ − p+−ρ˜ − p−+ρ˜ + p−−ρ˜) . (277)
The transformation (47) therefore corresponds to
X + Y ↔ X − Y (278)
with
X =
∑
ρ˜
(p++ρ˜ − p+−ρ˜) , Y =
∑
ρ˜
(p−+ρ˜ − p−−ρ˜) .
(279)
The conditional switch of s
(2)
3 if s
(1)
3 = −1 leaves X invari-
ant while Y changes sign. It is obvious that this is not the
only transformation among the pτ that realizes eq. (278).
If we combine eq. (276) with the invariance of ρ30 =
〈s(1)3 〉, the condition (278) is supplemented by the invari-
ance of Z
Z =
∑
ρ˜
(p++ρ˜ + p+−ρ˜ − p−+ρ˜ − p−−ρ˜) . (280)
Using the normalization condition,∑
ρ˜
(p++ρ˜ + p+−ρ˜ + p−+ρ˜ + p−−ρ˜) = 1 , (281)
we infer the invariance of
b30 = A
33
++ +A
33
+− , (282)
where we denote
A33αβ =
∑
ρ˜
pαβρ˜ . (283)
This leaves us with two variables A33++ and A
33
−−, with
A33+− = b30 −A33++ , A33−+ = 1− b30 −A33−− , (284)
and
X = 2A33++ − b30 , Y = 1− b30 − 2A33−− . (285)
Insertion into eq. (49) yields
A33++ +A
33
−− ↔ A33++ −A33−− + 1− b30 . (286)
Again, the conditional switch, which corresponds to invari-
ant A33++ and A
33
−− ↔ A33−+ = 1−b30−A33−−, is not the only
possibility to realize eq. (286).
This type of considerations can be continued in order to
establish the conditions for the other relations in eq. (38).
Using arbitrary maps among the probabilities pτ it is in-
deed possible to realize the CNOT-gate with six Ising spins.
This follows from the fact that arbitrary values of ρµν obey-
ing the quantum constraint can be obtained for suitable
probability distributions {pτ}.
2. Unique jump operation
We will next show that the map (38) underlying the
CNOT-gate cannot be realized by a unique jump opera-
tion for arbitrary probability distributions. Unique jump
operations map each state τ to precisely one other state
τ ′, with a corresponding map pτ → pτ ′ . For this purpose
we first observe that the 64 states τ can be divided into
four blocks of 16 probabilities each, such that the CNOT-
transformation acts within each block separately. Indeed,
the invariance of ρ30, ρ01 and ρ31 implies that the sum of
probabilities pσ1σ2++ρ2ρ3 for states with both s
(1)
3 = 1 and
s
(2)
1 = 1 remains invariant under the transformation. Here
σk = ±1 and ρk = ±1 denote the values of s(1)k and s(2)k
in the corresponding state τ . (We use shorthands +,−
for +1 and −1.) If unique jump operations are realized
for arbitrary probabilities, the CNOT-transformation can-
not exchange probabilities from the block pσ1σ2++ρ2ρ3 with
probabilities in the other blocks pσ1σ2+−ρ2ρ3 , pσ1σ2−+ρ2ρ3
and pσ1σ2−−ρ2ρ3 , for which (s
(1)
3 , s
(2)
1 ) takes values (+,−),
(−,+) and (−,−), respectively. A unique jump realization
of the CNOT-gate can only exchange probabilities within
each given block.
As a consequence, each block can be discussed separately
and we concentrate on the one with (s
(1)
3 , s
(2)
1 ) = (+,+).
Realizing the transformation ρ03 ↔ ρ33 within this block
requires the relation (276) now restricted to sums over
probabilities within this block. Since s
(1)
3 = 1, both ρ03
and ρ33 are the same and therefore remain invariant under
the transformation. A unique jump operation can therefore
only exchange states within each subblock with s
(2)
3 = 1 or
s
(2)
3 = −1 separately. This defines two invariant subblocks
with eight states each. Applying the same argument to the
exchanges ρ02 ↔ ρ32, ρ10 ↔ ρ11, ρ20 ↔ ρ21 the sixteen
states are divided into subblocks in different ways. One
ends with eight invariant subblocks with eight states each.
The remaining transformations ρ23 ↔ ρ12 and ρ13 ↔ −ρ22
have to be realized by an exchange of states that respects
the invariant subblocks. This is not possible, and we con-
clude that no transformation among the 64 states τ is pos-
sible that realizes the map (38) for arbitrary probability
distributions.
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3. Conditional jumps
The issue gets more complicated if we restrict the prob-
ability distributions {pτ} to those that obey the quantum
constraint. As an example we discuss a unique jump oper-
ation that realizes only part of the map (38) for arbitrary
{pτ}. The question arises if the missing relations can be
enforced by the quantum constraints on {pτ}. We investi-
gate the conditional jump C,
C :
{
if s
(1)
3 = −1, flip sign of s(2)2 and s(2)3 ,
if s
(2)
1 = −1, flip sign of s(1)1 and s(1)2 .
(287)
This is a simple map between classical spins and their cor-
relations. The spins s
(1)
3 and s
(2)
1 remain unchanged, while
s
(1)
1 ↔ s(1)1 s(2)1 , s(1)2 ↔ s(1)2 s(2)1 ,
s
(2)
2 ↔ s(1)3 s(2)2 , s(2)3 ↔ s(1)3 s(2)3 . (288)
This ensures in eq. (38) the relations
ρ10 ↔ ρ11 , ρ20 ↔ ρ21 , ρ02 ↔ ρ32 , ρ03 ↔ ρ33 ,
ρ30, ρ01, ρ31 invariant. (289)
The situation is less simple for ρ12, ρ13, ρ22 and ρ23. The
conditional jump C transforms
s
(1)
1 s
(2)
2 ↔ s(1)1 s(1)3 s(2)1 s(2)2 , s(1)1 s(2)3 ↔ s(1)1 s(1)3 s(2)1 s(2)3 ,
s
(1)
2 s
(2)
2 ↔ s(1)2 s(1)3 s(2)1 s(2)2 , s(1)2 s(2)3 ↔ s(1)2 s(1)3 s(2)1 s(2)3 .
(290)
Correspondingly, for a general probability distribution
{pτ} the two.point functions ρ12, ρ13, ρ22 and ρ23 are
mapped to four-point functions. These four-point func-
tions are not directly contained in the incomplete statisti-
cal information of the quantum subsystem. The relations
(38) do not need to hold, however, for arbitrary probability
distributions. It is sufficient that C maps a probability dis-
tribution obeying the quantum condition to another prob-
ability distribution obeying the quantum condition, and
that eq. (38) holds for these particular pairs of probability
distributions.
A classical state τ can be characterized by the values of
the six Ising spins, τ = (σ1, σ2, σ3, ρ1, ρ2, ρ3), with σ1 = 1
for all states with s
(1)
1 = 1 while σ1 = −1 if s(1)1 = −1,
and similar for all σk, ρk. Correspondingly, we denote the
classical probabilities pτ by pσ1σ2σ3ρ1ρ2ρ3 . We often will use
the shorthands + or − for a given σk = +1 or σk = −1.
With this notation one has
ρ13 =
∑
σ2,σ3,ρ1,ρ2
(
p+σ2σ3ρ1ρ2+ + p−σ2σ3ρ1ρ2−
− p+σ2σ3ρ1ρ2− − p−σ2σ3ρ1ρ2+
)
, (291)
or
ρ22 =
∑
σ1,σ3,ρ1,ρ3
(
pσ1+σ3ρ1+ρ3 + pσ1−σ3ρ1−ρ3
− pσ1+σ3ρ1−ρ3 − pσ1−σ3ρ1+ρ3
)
. (292)
The map C defines a map pσ1σ2σ3ρ1ρ2ρ3 → p′σ1σ2σ3ρ1ρ2ρ3
which associates to each set (σ1, σ2, σ3, ρ1, ρ2, ρ3) a unique
set (σ′1, σ
′
2, σ
′
3, ρ
′
1, ρ
′
2, ρ
′
3). For a general classical probability
distribution {pτ} is is easy to see that C does neither map
ρ13 to ρ
′
13 = −ρ22, nor ρ12 to ρ′12 = ρ23. The question is
if the map (38) holds if we impose the quantum condition
on the classical probability distribution.
Let us illustrate this issue for a set of four pure state
density matrices with ρ30 = ±1, ρ01 = ±1. These states
correspond to fixed values s
(1)
3 = ±1, s(2)1 = ±1. For these
fixed values the map (290) reads
ρ′12 = ±ρ12 , ρ′13 = ±ρ13 , ρ′22 = ±ρ22 , ρ′23 = ±ρ23 ,
(293)
with signs depending on the values of s
(1)
3 and s
(2)
1 . For
this state also ρ31 = ±1 assumes a fixed value. For ρ230 +
ρ201 + ρ
2
31 = 3 we conclude that the quantum condition
requires ρµν = 0 for all pairs (µ, ν) except (3, 0), (0, 1)
and (3, 1). The relations (289), (293) ensure then ρ′µν = 0
except ρ′30 = ρ30, ρ
′
01 = ρ01, ρ
′
31 = ρ31. This obeys the map
(38) and we conclude that for this particular quantum state
eq. (38) is indeed realized by the map C.
Our next example considers pure state density matrices
with ρ30 = ±1, ρ03 = ±1. Since the spins s(1)3 and s(2)3 as-
sume fixed values for this quantum state, also ρ33 = ρ30ρ03
is fixed in this case. In consequence, the condition ρzρz = 3
is already saturated by ρ30, ρ03 and ρ33, such that the quan-
tum condition requires ρµν = 0 for all pairs (µ, ν) except
(3, 0), (0, 3) and (3, 3). For fixed values of s
(1)
3 , s
(2)
3 = ±1
the map (290) implies
ρ′13 = ±ρ11 , ρ′23 = ±ρ21 (294)
and
ρ′12 = ±〈s(1)1 s(2)1 s(1)2 〉 , ρ′22 = ±〈s(1)2 s(2)1 s(2)2 〉 . (295)
The map (38) is realized for this state if ρ′µν = 0 for all
(µ, ν) except (3, 0), (0, 3), (3, 3). This holds for ρ′13 and ρ
′
23
according to eq. (294). The map (38) therefore holds for
this quantum state if the three-point functions in eq. (295)
vanish.
Consider first the three conditions ρ10 = 0, ρ01 = 0,
ρ11 = 0,
ρ10 =
∑
σ2σ3ρ1ρ2ρ3
(
p+σ2σ3ρ1ρ2ρ3 − p−σ2σ3ρ1ρ2ρ3
)
= 0 ,
ρ01 =
∑
σ1σ2σ3ρ2ρ3
(
pσ1σ2σ3+ρ2ρ3 − pσ1σ2σ3−ρ2ρ3
)
= 0 ,
ρ11 =
∑
σ2σ3ρ2ρ3
(
p+σ2σ3+ρ2ρ3 + p−σ2σ3−ρ2ρ3
− p+σ2σ3−ρ2ρ3 − p−σ2σ3+ρ2ρ3
)
= 0 . (296)
Together with the normalization of the probability distri-
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bution this implies∑
σ2σ3ρ2ρ3
p+σ2σ3+ρ2ρ3 =
∑
σ2σ3ρ2ρ3
p+σ2σ3−ρ2ρ3
=
∑
σ2σ3ρ2ρ3
p−σ2σ3+ρ2ρ3 =
∑
σ2σ3ρ2ρ3
p−σ2σ3−ρ2ρ3 =
1
4
.
(297)
The quantities in eq. (297) are the probabilities to find
for (s
(1)
1 , s
(2)
1 ) the values (+,+), (+,−), (−,+) and (−,−),
respectively. For 〈s(1)1 〉 = 0, 〈s(2)1 〉 = 0, 〈s(1)1 s(2)1 〉 = 0 they
have to be all equal.
For equal probabilities for the eight possible values of
three spins the three-point correlation vanishes. This sit-
uation is, however, not necessarily realized for all proba-
bility distributions obeying the quantum condition. Let
us impose first for three spins si the conditions 〈si〉 = 0,
〈sisj〉 = 0. The eight probabilities have to obey
p+−− = p−−+ = p−+− = p++ ,
p−−− = p++− = p+−+ = p−++ =
1
4
− p+++ , (298)
with
〈s1s2s3〉 = 4 (p+++ − p−−−) . (299)
Depending on the value of p+++, 0 ≤ p+++ ≤ 1/4,
the three point function 〈s1s2s3〉 can assume all values
between −1 and +1. We conclude that the conditions
ρ10 = ρ01 = ρ11 = ρ20 = ρ21 = 0 cannot be sufficient
to enforce 〈s(1)1 s(2)1 s(1)2 〉 = 0. They are even weaker than
the conditions 〈si〉 = 0, 〈sisj〉 = 0, since no relation for the
correlation 〈s(1)1 s(1)2 〉 is imposed.
This situation does not change if we impose the addi-
tional relations ρ02 = 0, ρ22 = 0, ρ12 = 0. Consistent
with all these constraints one can realize non-zero values
of 〈s(1)1 s(2)1 s(1)2 〉. For example, one has 〈s(1)1 s(2)1 s(1)2 〉 = 1
for the choice p++++ = p+−++ = p++−− = p+−−− =
p−++− = p−−+− = p−+−+ = p−−−+ = 1/8 and p+++− =
p+−+− = p++−+ = p+−−+ = p−+++ = p−−++ =
p−+−− = p−−−− = 0, where pσ1σ2ρ1ρ2 denotes probabil-
ities for the spins (s
(1)
1 , s
(1)
2 , s
(2)
1 , s
(2)
2 ). Since for the con-
sidered state the spins s
(1)
3 and s
(2)
3 take fixed values ±1
one has ρ30 = ±ρ01, ρ32 = ±ρ02, ρ13 = ±ρ10, ρ23 = ±ρ20.
Thus ρ31, ρ32, ρ13 and ρ23 vanish automatically for vanish-
ing ρ01, ρ02, ρ10 and ρ20. We conclude that the quantum
condition is not sufficient for C to realize the CNOT gate
(38) for arbitrary quantum states.
This discussion shows that the action of unique jump
operations on quantum states needs a careful discussion of
the role of the quantum constraint. So far we have not
yet found a definite answer if a unique jump operation can
realize the CNOT-gate for six classical bits.
We also recall that the question if the CNOT-gate can
be realized by unique jump operations or not depends on
the number of Ising spins used. For the 22Q− 1 Ising spins
discussed at the beginning of this section a unique jump
realization of the CNOT-gate is obvious. One may con-
sider intermediate cases, as for even Q a number of 15Q/2
independent classical spins. They are ordered in pairs of
neighboring quantum spins. For each pair one uses fifteen
classical bits or Ising spins and realizes the CNOT-gate
within a pair by the unique jump operation discussed in
sect. (III). While unitary transformations exchanging pairs
of quantum spins are easy to realize as unique jump opera-
tions, it is now the exchange of a single quantum spin with
another single quantum spin belonging to a different pair
for which the unique jump operation poses a difficulty.
C. CNOT-gate in probabilistic computing
In this appendix we discuss the quantum subsystem for
two qubits, realized by six Ising spins using correlation
functions as discussed in sect. IV. We want to see what
type of step evolution operators can realize the CNOT-
gate. We employ the formalism for probabilistic com-
puting in sect. VII. There are fifteen classical observables
A′(z) = A
′
(µν), µ, ν = 0, 1, 2, 3, A
′
00 omitted, whose expecta-
tion values determine the density matrix ρ(t)
ρµν(t) = tr
(
A′(µν)ρ
′(t)
)
. (300)
We label here the observables by the classical operators
A′(µν), realized by diagonal 64 × 64 matrices appropriate
for M = 6 classical bits. The density matrix at t +  ob-
tains from the expectation values of transformed classical
observables B′(µν) = S
−1A′(µν)S according to
ρµν(t + ) = tr
(
B′(µν)ρ
′(t)
)
= tr
(
S−1A′(µν)Sρ
′(t)
)
.
(301)
The CNOT-gate can be realized if one can find a suitable
step evolution operator S such that ρµν(t + ) is related
to ρµν(t) by eq. (39) for all ρ
′(t) obeying the quantum
constraint.
A sufficient condition for realizing the map ρµν → ρ′µν =
±ρρτ is given by a relation on the operator level B′(µν) =
S−1A′(µν)S = ±A′(ρτ). For the weaker necessary condition,
however, the relation of the type B′(µν) = ±A′(ρτ) has to
hold only once multiplied with arbitrary ρ′ obeying the
quantum constraint, and after performing the trace. This
admits more possibilities than a map A′(µν) → B′(µν) on the
operator level.
It is straightforward to show that the CNOT-gate cannot
be realized on the operator level. A realization on the
operator level would require relations of the type (39) on
the level of the classical operators B′(µν) and A
′
(µν), which
amounts to
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[S,A′(30)] = [S,A
′
(01)] = [S,A
′
(31)] = 0 ,
SA′(11) = A
′
(10)S , SA
′
(10) = A
′
(11)S , SA
′
(21) = A
′
(20)S , SA
′
(20) = A
′
(21)S ,
SA′(33) = A
′
(03)S , SA
′
(03) = A
′
(33)S , SA
′
(32) = A
′
(02)S , SA
′
(02) = A
′
(32)S ,
SA′(22) = −A′(13)S , SA′(13) = −A′(22)S , SA′(12) = A′(23)S , SA′(23) = A′(12)S . (302)
Eq. (302) requires that S2 commutes with all A′(µν).
The fifteen diagonal classical operators (A′(µν))τρ =
(A′(µν))ττδτρ obey (A
′
(µν))ττ = 1 for states τ for which
the product of Ising spins s
(1)
µ s
(2)
ν takes the values one, and
(A′(µν))ττ = −1 for states where s(1)µ s(2)ν = −1. We empha-
size the different product structure for classical operators
A′(µν) and quantum operators Lµν . While the classical op-
erators A′(µν) all commute, this does not hold for the quan-
tum operators. On the level of operator relations no step
evolution obeying all relations (302) exists. The relations
[S,A′(30)] = 0, [S,A
′
(01)] = 0 imply that S must be block
diagonal, with 16× 16 blocks acting separately in the sec-
tors of fixed s
(1)
3 and s
(2)
1 . The remaining relations have
to hold for each sector separately. In the particular sector
s
(1)
3 = 1, s
(1)
1 = 1 there is no difference between A
′
(11) and
A′(10), A
′
(21) and A
′
(20), A
′
(33) and A
′
(03), or A
′
(32) and A
′
(02).
In this sector A′(10), A
′
(20), A
′
(02) and A
′
(03) commute with
S, such that S has to be the unit matrix in this sector.
This contradicts the last four relations (302).
For a first exploration of the weaker condition (301) we
discuss settings where eq. (301) holds for particular states,
corresponding to particular classical density matrices ρ′
obeying the quantum constraint. If eq. (301) holds for all
basis states discussed in appendix D, and for all ρ′ realizing
these basis states, the CNOT gate is realized by the step
evolution operator S. Consider the pure quantum states
ρ30 = ρ01 = ρ31 = ±1, for which the quantum condition
requires for all (µ, ν) except (3, 0), (0, 1) and (3, 1)
ρµν = tr
(
A′(µν)ρ
′
)
= 0 . (303)
This restricts suitable sums of diagonal elements of ρ′. We
consider factorizing boundary conditions (76) such that
ρ′τρ = q˜τ q¯ρ. One possible realization of these pure quan-
tum states is obtained by partial equipartition in the Ising
spins s
(1)
1 , s
(1)
2 , s
(2)
2 and s
(3)
2 ,
q˜σ1σ2σ3ρ1ρ2ρ3 =
1
4
q˜′σ3ρ1 , q¯σ1σ2σ3ρ1ρ2ρ3 =
1
4
q¯′σ3ρ1 , (304)
with q˜′σ3ρ1 and q¯
′
σ3ρ1 equal to one for one particular com-
bination (σ3, ρ1), and zero otherwise. For example, q˜
′
+− =
q¯′+− = 1 realizes the pure state ρ30 = 1, ρ01 = −1,
ρ31 = −1. The corresponding classical density matrix is
block diagonal
ρ′ =
1
16
Eσ′1σ′2ρ′2ρ′3σ1σ2ρ3Rσ′3ρ′1σ3ρ1 , (305)
with partial equipartition matrix E having all entries equal
to one, and
Rσ′3ρ′1σ3ρ1 = δσ′3σ3δρ′1ρ1 q˜σ3ρ1 . (306)
More generally, the equipartition matrix E has all ele-
ments equal to one, Eσρ = 1, where σ and ρ may stand
for collective indices. The expectation values of classical
operators A′ vanish if the sum of all elements A′ρσ vanishes
〈A〉 = tr(A′E) =
∑
ρσ
A′ρσ = 0 . (307)
In particular, this holds if A′ is diagonal and traceless, as
the classical spin and correlation operators A′(µν).
The equipartition matrix is left invariant by transforma-
tions with a matrix T ,
TE T−1 = E , (308)
provided T obeys for all (τ, ω)∑
ρσ
TτρT
−1
σω = 1 . (309)
In particular, transformations obeying∑
ρ
Tτρ = 1 ,
∑
σ
(T−1)σω = 1 , (310)
do not change the equipartition matrix. (In turn, the rela-
tions (310) imply also
∑
τ Tτρ = 1,
∑
ω (T
−1)σω = 1.) The
T -matrices include all unique jump operations, but span a
much larger space.
By step evolution operators involving partial T -matrices
one can easily realize the CNOT-gate for the particular
pure states ρ30 = ρ01 = ρ31 = ±1. Subsequently, one
could proceed to other basis states. As discussed already in
appendix B the issue of a realization of the CNOT gate by
suitable nonnegative step evolution operators remains open
for the quantum subsystem defined by the use of classical
correlations.
D. Maps for basis states
On the level of the classical density matrices the bit-
quantum map is linear, cf. (106), (107). If one can real-
ize this map for a suitable basis set of quantum density
matrices, one may use this linearity in order to prove the
bit-quantum map for arbitrary quantum density matrices.
The basis set should permit to construct arbitrary ρ as
linear combinations of basis matrices.
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1. Basis set of pure state density matrices
An arbitrary hermitian matrix ρ can be expressed as a
linear combination of pure state quantum density matrices
ρεk. In particular, this holds for an arbitrary pure state
density matrix ρ. The basis set {ρεk} is typically redun-
dant in the sense that it contains more basis matrices than
linearly independent matrices ρ.
Consider first a single qubit, Q = 1. The basis set con-
tains six pure state density matrices
ρεkk =
1
2
(1 + εkτk) , εk = ±1 . (311)
An arbitrary hermitian 2× 2-matrix ρ can be written as
ρ =
1
2
(ρ0 + ρzτz) =
∑
k
∑
εk
αεkk ρ
εk
k , (312)
with
ρ0 =
∑
k
∑
εk
αεkk , (313)
and
ρz = α
+
z − α−z . (314)
For tr(ρ) = 1 one requires
∑
k,εk
αεkk = 1, and a pure state
quantum density matrix obtains for∑
z
(
α+z − α−z
)2
= 1 . (315)
We recall that a linear combination of two pure state den-
sity matrices ρ1 and ρ2, e.g., ρ = ωρ1 + (1 − ω)ρ2, obeys
the quantum condition only for 0 ≤ ω ≤ 1. For ω 6= 0, 1
it is a mixed state density matrix. Expressing arbitrary
pure state density matrices as a linear combination of ρεk
from the basis set therefore involves more than two coeffi-
cients αεkk to be different from zero (except trivial limiting
cases). One can, of course, express eq. (312) as a linear
combination of two matrices ρ1 and ρ2 which are defined
as partial sums. In this case ρ1 and ρ2 no longer are pure
state density matrices.
For Q = 2 the basis set contains 36 pure state density
matrices, εk,l = ±1,
ρεkεlkl =
1
4
(1 + εkLk0 + εlL0l + εkεlLkl) . (316)
They correspond to simultaneous eigenstates of the quan-
tum spins S
(1)
k and S
(2)
l with eigenvalues εk and εl, re-
spectively. Since S
(1)
k and S
(2)
l commute, Lkl = Lk0L0l,
these states are also eigenstates of the product S
(1)
k S
(2)
l .
An arbitrary hermitian 4× 4-matrix can be written as
ρ =
1
4
(ρ0 + ρµνLµν) =
∑
k,l
∑
εk,εl
αεkεlkl ρ
εkεl
kl , (317)
with
tr(ρ) = ρ0 =
∑
k,l
∑
εk,εl
αεkεlkl . (318)
For the coefficients ρµν one has
ρk0 =
∑
l
∑
εl
(
α+εlkl − α−εlkl
)
,
ρk0 =
∑
k
∑
εk
(
αεk+kl − αεk−kl
)
,
ρkl =
∑
εk,εl
εkεlα
εkεl
kl . (319)
For a given pair (k, l) the linear combinations
α++kl + α
+−
kl + α
−+
kl + α
−−
kl ,
α++kl + α
+−
kl − α−+kl − α−−kl ,
α++kl − α+−kl + α−+kl − α−−kl ,
α++kl − α+−kl − α−+kl + α−−kl , (320)
that contribute to ρ0, ρk0, ρ0l and ρkl, respectively, can be
considered as independent coefficients, such that an arbi-
trary ρ can indeed be realized. The choice of αεkεlkl realizing
a given ρ is not unique, reflecting the redundancy of the
basis set. Generalizations to a higher number of qubits are
straightforward.
2. Bit-quantum map for basis set
The linearity of the bit-quantum map (107) can be ex-
ploited for the realization of quantum gates by suitable
step evolution operators acting on classical density matri-
ces. Assume that for two given classical density matrices ρ′1
and ρ′2 the evolution with some step evolution operator S
results in a unitary quantum evolution U for the associated
quantum density matrices,
ρ(ρ′a) = ρa , ρ
(
Sρ′aS
−1) = UρaU†. (321)
This entails the same unitary evolution for linear combina-
tions,
ρ
(
S(α1ρ
′
1 + α2ρ
′
2)S
−1) = α1ρ (Sρ′1S−1)+ α2ρ (Sρ′2S−1)
= α1Uρ1U
† + α2Uρ2U†
= U(α1ρ1 + α2ρ2)U
†. (322)
If for a suitable set of classical density matrices ρ′ εkεlkl the
step evolution operator induces the unitary transformation
for all associated quantum density matrices ρεkεlkl in the
basis set, this set of classical density matrices can be used
to realize the quantum operation U for arbitrary quantum
density matrices. If all classical density matrices ρ′ obeying
ρ(ρ′) = ρεkεlkl obey eq. (321), the step evolution operator S
realizes the quantum operation U for all ρ′ that obey the
quantum condition.
E. Continuous classical probability distri-
butions for the two-component quan-
tum spin
The basic relation for the quantum subsystem is consti-
tuted by the identification of expectation values of classical
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two-level observables with quantum two-level observables
by eqs (195), (202). The precise realization of the classical
expectation values is secondary. The two-level observables
may be associated to yes-no-decisions which can be “over-
lapping” as we demonstrate by a simple example.
Consider a continuous probability distribution p(α)
for the presence of a “particle” at a point on a circle
parametrized by the angle α. We define two-level observ-
ables s(ϕ) or occupation numbers n(ϕ) by a yes-no-decision
if a particle is found in a half-circle with “direction” ϕ. This
is like a trigger giving one if the particle is in the half-circle,
and zero if not,
n(ϕ, α) =
{
1 for α− pi2 ≤ ϕ ≤ α+ pi2
0 else .
(323)
The corresponding Ising spin is s(ϕ) = 2n(ϕ) − 1. The
expectation values reads (with periodic α)
〈n(ϕ)〉 =
∫ pi
−pi
p(α)n(ϕ;α) dα
=
∫ ϕ+pi2
ϕ−pi2
p(α) dα . (324)
For the probability distribution we take
p(α) =
1
2
cos(α− ψ) θˆ(α− ψ) , (325)
with
θˆ(α− ψ) =
{
1 for − pi2 ≤ α− ψ ≤ pi2
0 else.
(326)
Insertion into eq. (324) yields
〈n(ϕ)〉 = 1
2
(1 + cos(ϕ− ψ)) (327)
or
〈s(ϕ)〉 = cos(ϕ− ψ) . (328)
The probability distribution (325) obeys the quantum
condition (191). It therefore realizes a pure quantum state
for a single two-component qubit. The quantum state is
an eigenstate to the quantum spin in the ψ-direction
〈s(ψ)〉 = 〈S(ψ)〉 = 1 , (329)
with ψ determined by the classical statistical probability
distribution p(ψ;α) according to eq. (325). This normal-
ized probability distribution depends on a single parameter
ψ. Spin rotations by an angle γ can be achieved for
p(t) = p(ψ;α) , p(t + ) = p(ψ + γ;α) . (330)
This can be realized by a deterministic unique jump oper-
ation in the space of possible particle positions α(t). We
may take N discrete values α(t) on a circle and take the
limit N →∞ at the end. Then L(t) in eq. (66) becomes a
function of α(t) and α(t + ). Correspondingly, the step
evolution operator S(t) is an N ×N -matrix. The rotation
by γ is achieved for β →∞ with
L(t) = −β
∑
α(t + )
∑
α(t)
{δ(α(t + ), α(t) + γ)− 1} .
(331)
As an alternative to the particle on a circle, we can as-
sociate N = 2M the N different values of α(t) with N
different configurations of M Ising spins.
F. Two-qubit quantum subsystem with
classical correlation functions
It is an interesting question if arbitrary positive den-
sity matrices and unitary transformations for two quantum
spins can be realized by two families of Ising spins s(1)(e
(1)
k )
and s(2)(e
(2)
k ). For the contributions to the density matrix
proportional to Lk0 or L0k this parallels the discussion for
a single qubit. Contributions ∼ Lkl have to be expressed
by correlations of classical spins rather than be expectation
values of additional Ising spins as in sect. X.
1. Two continuous Ising spins for two qubits
The spins s(1) and s(2) are “continuous Ising spins” in
the sense discussed in sect. X. Each one consists of a family
of an infinite number of Ising spins, one for each point on
a sphere. The quantum condition involves in this case the
classical correlations of s(1) and s(2),
〈s(1)(e(1)k )〉 = e(1)k ρk0 , 〈s(2)(e(2)k )〉 = e(2)k ρ0k ,
〈s(1)(e(1)k )s(2)(e(2)l )〉 = e(1)k e(2)l ρkl . (332)
As a consequence, the expectation values of quantum spins
and correlations between commuting quantum spins are re-
lated to expectation values of classical spins and appropri-
ate correlations,
〈e(1)k Lk0〉 = 〈s(1)(e(1)k )〉 , 〈e(2)k L0k〉 = 〈s(2)(e(2)k )〉 ,
〈e(1)k e(2)l Lkl〉 = 〈e(1)k Lk0 e(2)l L0l〉 = 〈s(1)(e(1)k ) s(2)(e(2)l )〉 .
(333)
No similar relations for correlations of non-commuting
quantum operators exist, such that the quantum subsystem
continues to be an incomplete statistical ensemble. The re-
quirement that the quantum operators e
(1)
k Lk0 and e
(2)
k L0k
have eigenvalues ±1 restricts e(1)k and e(2)k to be unit vectors
of S2,
e
(1)
k e
(1)
k = 1 , e
(2)
k e
(2)
k = 1 . (334)
With these constraints, the discrete possible measurement
values as well as the expectation values of the quantum
spins are directly inferred from the corresponding proper-
ties of the classical Ising spins.
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The spins s
(1)
k and s
(2)
k in sect. IV correspond to partic-
ular choices of e
(1)
k and e
(2)
k , e.g.
s
(a)
1 = s
(a)(1, 0, 0) , s
(a)
2 = s
(a)(0, 1, 0) , s
(a)
3 = s
(a)(0, 0, 1).
(335)
Eq. (44) yields then simple expressions for the coefficients
ρµν .
2. Quantum constraints and positivity of density
matrix
The condition (332) could be sufficient to ensure the pos-
itivity of the quantum density matrix, in contrast to the
condition (202). As compared to the setting (202) we now
have only six unit vectors e
(1)
k , e
(2)
k , instead of the fifteen
unit vectors eµν in sect. X. The spins s(ekl) in sect. X are
composite, expressed as products of the spins s(1)(e
(1)
k ) and
s(2)(e
(2)
l ),
s(ekl) = s
(1)(e
(1)
k ) s
(2)(e
(2)
l ) . (336)
This leads to additional constraints on their expectation
values of the type (44). They could ensure the positivity
of ρ.
We first discuss families of density matrices for which
positivity indeed follows from the quantum constraint
(332). We start by relating suitable quantum operators,
as M33 = diag(1, 1, 1,−3), to the Ising spins, thus restrict-
ing the range for their expectation values through the range
of expectation values of classical observables. In turn, this
will yield restrictions on ρ. We exploit that linear combi-
nations of two commuting quantum spin operators can be
directly related to linear combinations of classical spins
αS1 + βS2 =ˆ αs1 + βs2 , (337)
where 〈S1〉 = 〈s1〉 and 〈S2〉 = 〈s2〉. In our setting the asso-
ciated quantum operators Sˆ1 and Sˆ2 have eigenvalues ±1,
such that the combination αSˆ1 + βSˆ2 has the four eigen-
values ±α ± β. These are also the possible measurement
values of the classical combination αs1 + βs2. (Note that
this property does not hold for non-commuting Sˆ1 and Sˆ2.)
Consider now the commuting operators L30, L03 and L33,
and the linear combination
M33 = L30 + L03 − L33 = diag(1, 1, 1,−3) . (338)
By use of the quantum constraint (333) the expectation
value is given by a sum of expectation values of Ising spins
〈M33〉 = 〈s(1)(0, 0, 1)+s(2)(0, 0, 1)+s(1)(0, 0, 1)s(2)(0, 0, 1)〉 ,
(339)
and therefore in the range
− 3 ≤ 〈M33〉 ≤ 1 . (340)
The expression of 〈M33〉 in terms of the quantum density
matrix involves the diagonal elements ραα,
〈M33〉 = ρ11 + ρ22 + ρ33 − 3ρ44 = 1− 4ρ44 . (341)
The quantum constraint (340) requires ρ44 ≥ 0. By suit-
able other combinations this can be extended to all diago-
nal elements, ραα ≥ 0. We conclude that in a given basis
where L30, L03 and L33 are diagonal all diagonal elements
of ρ are positive. If, furthermore, ρ is diagonal in this basis,
it is positive.
Consider next the family of quantum density ma-
trices that can be diagonalized by SU(2)I × SU(2)II -
transformations, where SU(2)I acts on the first quantum
spin, and SU(2)II on the second. There exist classical
Ising spins s(1)(e
(1)
k ), s
(2)(e
(2)
k ) that can be brought by cor-
responding rotations of e
(1)
k and e
(2)
k to s
(1)(0, 0, 1) and
s(2)(0, 0, 1). One concludes that in the basis where ρ is
diagonal all ραα must be positive. For such density ma-
trices the positivity follows from the constraint (332). In
other words, the constraint (332) ensures that all density
matrices that can be diagonalized by SU(2)I × SU(2)II -
transformations are positive.
There is no straightforward generalization to arbitrary ρ
for which SU(4) transformations not belonging to SU(2)I×
SU(2)II are needed for the diagonalization. At this stage it
remains open if the quantum constraint (332) is sufficient,
or if an additional constraint ensuring the positivity of ρ
is needed. If the quantum constraint (332) is not sufficient
for guaranteeing positive ρ, we impose eq. (215) for pure
states, or a corresponding generalization for mixed states,
as a separate quantum constraint.
3. Unitary transformations
With the quantum constraints (332), (334), (215) ar-
bitrary positive ρ can be realized by suitable probability
distributions for classical Ising spins. As a consequence,
arbitrary SU(4) transformations can be realized by suit-
able maps between classical probability distributions.
We are interested if arbitrary SU(4)-transformations can
be realized by static memory materials. This restricts the
maps between classical statistical probability distributions
to those that can be realized by non-negative step evolu-
tion operators. We first consider unique jump operations
transforming the Ising spins s(1)(e
(1)
k ) and s
(2)(e
(2)
k ) into
other Ising spins of this family. A continuous transforma-
tion group can be realized by rotations of e(1) and e(2),
similar to the single qubit case. This SO(3)×SO(3)-group
can account for separate unitary transformations of each
of the two quantum spins. It is not large enough, however,
to perform arbitrary SU(4)-transformations.
We conclude that a realization of arbitrary SU(4)-
rotations by unique jump operations requires for the set-
ting (332) transformations involving the classical correla-
tion functions. Since the Hadamard- and T -gates for single
qubits are realized, the full SU(4)-transformations can be
realized if the CNOT-gate can be realized. The large possi-
bilities of unique jump operations involving both the Ising
spins and suitable correlation functions remain to be inves-
tigated.
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