Ž .
X III dim A s dim A s 1, and A is generated by A and A .
" 1, 0 0, " 1 " 1, 0 0
The main result of the paper is the classification of these algebras. More Ž . precisely, A is isomorphic to a simple Block algebra L a which has basis Ä Ž . ÄŽ . Ž .44 e N i, j g Z = Z _ y1ra, 0 , y2ra, 0 and subject to the bracket i, j ai q 1 j w x e , e s e i , j k, j i qk , jql ak q 1 l Ä 4 for some suitable constant a g F _ 0, " 1, " 2 , or is isomorphic to a one-or Ž . Ä 4 two-dimensional central extension of L a with a g F _ 0, " 1, " 2 , or A is Ž . Ž . isomorphic a one-dimensional derivation extension of L "1 and L "2 , or a Ž . two-dimensional extension of L "1 by a center element and a derivation. 
It is clear that L a s [
Fe is a subalgebra. If 1ra is Ž .
where a , a g F, and not all of them are 0. Ž . Ž . Ž .
i , j i y1, j Ž . which leads to the Lie algebra L 1 q FD. Then the derivation defined in Ž . 1.6 can be extended to a derivation of the one-dimensional central Ž . extension L 1 q Fc, where
. Ž . It is easy to verify that algebras L "2 , L a with a / "1 or "2, and Ž . Ž . Ž . the central extensions of L a with a / "1 or "2 defined in 1.2 ᎐ 1.5 , Ž . Ž . and the extensions L "1 q FD and L "1 q FD q Fc satisfy the hypotheses on A given above. For more details about Block algebras, we w x refer the reader to DZ . In the present paper we show that the above Ž . Ž . Ž . algebras are the only ones satisfying conditions I , II , and III .
We state our result more formally: 
In Section 2 we review some results about Virasoro modules that we will need later, and we also establish some new results. In Section 3 we determine the structure of A X as A X -modules. Then in Sections 4 and 5 
Ž .
i k kqi Ž . It is well known that V ␣, ␤ is reducible if and only if one of the following holds: 
and where B B b s [ F¨with action
We establish now the more general result on Virasoro modules we need later. We shall not assume that F is algebraically closed, but only that it has characteristic 0. 
It is well known that any submodule of a Z-graded module is still Z-graded.
Claim 1. V has no finite dimensional Vir-submodule of dimension ) 1.
Suppose, to the contrary, that U is a finite dimensional Vir-submodule of V of dimension ) 1. Since each weight space of V with respect to d 0
. vector space direct sum , where i ) i and dim U s i y i q 1. We see
This claim implies that if U is a subquotient of V then dim U s 1 or ϱ.
Ž . Claim 2. V has no highest or lowest weight vector except the possible one-dimensional trivial submodule. Suppose, to the contrary, that V is a highest weight vector space, and i 0 V is not a trivial submodule. Let U be the Vir-submodule generated by
Ž . we consider U as an sl -module, we have two cases: i U is irreducible; Ž . an irreducible Vir-module, contradicting Theorem 2.1. In case ii , Claim 1 implies that U is not a Vir-module, and Theorem 2.1 yields that U is not 1 2 a Vir-module. Thus U is an irreducible Vir-module, contradicting Theorem 2.1. So Claim 2 is true. We shall determine V case by case.
There exists i so that d¨/ 0 for all i G i . We may assume that
We can deduce that ␤ ␤ y 1 , y2 ␤ ␤ y 1 ␤ y 2 g F. Thus we get ␤ g F. Therefore if we replace¨with c¨for all i g Z, then¨g V and
Case 2. V is reducible.
From Claims 1 and 2 we know that dim
From the structure of V as an sl -module it is clear that there exist 
where bi g Z. Thus we can choose ␤ s 0 or ␤ s 1. In other cases ␤ is
Next we shall determine b.
so that
Now we choose w such that
Ž . By Lemma 2.4 and II , we can normalize the elements w for all i g Z i, 1 such that
Ž . We define c by w , w s c w . From II and 3.7 we know
, and using 3.8 , we obtain
which leads to the relation
Three special cases of 3.10 which are allowed are
In the remainder of the proof we shall Ä Ž .4 suppose that i, j, k ) max 0, f "1 if the range of i, j, k is not men-Ž . tioned. Replacing k by j and i by k in 3.12 gives
Combining 3.11 and 3.14 to eliminate c , we obtain
Ž . Using 3.13 to modify the above equation yields
If for at least three values of k we have
then b s 0 and
Ž . From 3.6 we deduce that b s 0 s 2 q ␤ q ␤ , and the conclusion of 1 y1 the proposition is true. We may assume for the remainder of the proof that
for at most two values of k. 
for all odd k ) 2 k . Then if odd j and even k are greater than 2 k , using 0 0 Ž . Ž . 3.17 , from 3.15 we obtain that
i.e.,
Ž . for all odd j ) 2 k and even k ) 2 k . So 3.18 holds for all j, k g Z. 
This follows by applying Case 1 to the algebra A with gradation
Ž . Case 3. Either f 1 s 1 or f y1 s 1.
Ž .
Ž . The cases f y1 s 1 and f 1 s 1 are identical, so we shall consider Ž . only the case f 1 s 1.
Ž . w x Ž . Since II gives w , w / 0, from f 1 s 1 and Theorem 2.3 we 
Ž . This contradiction ensures f y1 / y1. We now know that f "1 / y1. Using Case 2 we see that b s 0. This completes the proof of this proposition.
From this proposition we see that f i s 0 or yϱ for any i g Z.
Ž . PROPOSITION 3.2. a If f "1 s yϱ, we can choose ␤ g F and " 1 w for all j g Z so that ␤ q ␤ q 2 s 0, and
and one of the following holds: Ž . b1 ␤ s 1, ␤ s y3, and
and one of the following holds: Ž . c1 ␤ s y3, ␤ s 1, and
c2 ␤ s y2, ␤ s 0, and
Proof. a Suppose f b q 1 s yϱ. Then, using the part of the argu-Ž . ment in the proof of Proposition 3.1 which starts with 3.15 , and setting
Ž . implies the relation in a .
Ž . Ž . b Suppose f 1 s 0. We can choose ␣ g F and w for all j g Z 1, j satisfying 1 q 2 ␣ / 0 and
Here we have set ␤ s 1.
1
Ž . Claim 1. f y1 s yϱ.
Ž .
X Suppose f y1 s 0. Then we can find ␣ g F and w for all j g Z y1, j satisfying 1 q 2 ␣ X / 0 and Ž . that f y1 s 0, verifying Claim 1.
It follows from Claim 1 that ␤ / 0 or 1. Fix w such that
By Claim 1 we can choose w so that Ž . Ž .
to get the relations
Setting i s 0 in the above two equations yields
Combining 3.29 and 3.31 to eliminate c , we obtain
Ž . Using 3.30 to modify the above equation yields
Ž . for all j, k. By setting j s k in 3.32 we deduce that consider the case where ␣ s y1 and ␤ s y2. If we replace w with y1 1 , j Ž . jw for j / 0, and w with 1r2 w , we see that 
for all odd k ) 2 k . Then if odd j and even k are greater than 2 k , using 0 0 Ž . Ž . Ž . 3.26 and 3.34 we obtain from 3.32 that
Since this is a polynomial, this equation is true for all j, k g Z, which is impossible. Ž . Ž . c This case is symmetric to b .
Ž . Ž .
X
In the cases of Proposition 3.2 a , b1 , and c1 , we have A ,
; in the case of Proposition 3.2 b2 , we have A , V 0, ␤
Ž . Ž .
y1
We shall divide the proof of Theorem 1.1 into two cases in Sections 4 and 5.
Ž . In this section we shall consider the cases a , b1 , and c1 of Proposition 3.2. We have a / "1 and
Ž . Note that 4.1 is independent of f "1 . For convenience we define the 
Ž . i s j s y1, k s 1. Thus we have shown that c X s 0 for y1 F i, j F 1.
i, j
By induction on the positive integer K it is not difficult to show that c X s 0 for yK F i, j F K. Thus Claim 1 has been shown.
We are now ready to use induction on the positive integer n to establish
From Claim 1 we know that Statement E 1 is true. We assume Ž . that Statement E n holds for some n G 1, and we shall establish State-Ž . Ž . Ž . ment E n q 1 . Let a g F, where j / f n , i q j / f n q 1 , be defined i, j w x Ž . by w , w s a w . Then by Statement E n we have
For j s 1 y i, we obtain that there exists a constant ␣ g F such that
Ž . f n y 1 . Since a s 1 q a / 0 by 3.7 , we deduce that ␣ s 1 y a and 0, 1 a s 1 y 2 i q a y ai n q 1 ,
Ž . Ž . with f n / 1 y i / f n y 1 .
Ž . w x First let us prove E1 . Applying ad w to w , w s a w and
4.6 Ž .
Ž .Ž . Ž . Ž . for all i, j g Z with j 1 y i i q j / 0. Applying 4.6 to 4.5 , then Ž . applying 4.4 to the resulting equation we get
q j q i q j y 1 1 q na 1 q a y i n q 1 a q 2 , 4.7
Ž . implied by the restrictions of Eqs. 4.4 and 4.6 . But since 4.7 is a Ž . polynomial equation, in fact 4.7 holds for all i, j, k g Z. By setting i s 0, Ž . j s k s 1 in 4.7 , we obtain that y 1 q a 2 q a nq 1 a q 1 y na q 2 q na y1 q a y n q 1 a
y na 1 q a 2 n q 1 a q 3 y na q 3 q na 1 q a
and simplify it to give 1 q a ␤ q 1 q a q na ␤ y 2 y a y na s 0.
Ž . trying to show. We suppose ␤ / y 1 q a q na , so that ␤ s 2 q a q na.
4 . 8 Ž .
Ž . By setting i s 0, k s 1 in 4.7 , we deduce that j y j y 1 ␤ Ž . Ž .
= y 1 q a 1 q j 1 q a j nq 1 a q 2 y na y 1
Simplifying it yields
ŽŽ . . Ž . y n q 1 a q 1 . Thus E1 is also true in this case. We have shown that Ž . E1 is always true.
Claim 2. We have a s for all i, j g Z with j / f n and
Ž .
For any i, j g Z with i q j s 1, our claim follows from 4.4 except for Ž . Ž . w x a if f n y 1 s 0. Applying ad w to w , w s a w and
Ž . using E1 , we obtain that
Ž . follows from 3.1 that a s is a solution to 4.9 . It suffices to an q 1 j i, j Ž . show that 4.9 has only one solution.
. From f n q 1 s 0 we deduce that ␤ s y n q 1 a q 1 s 0 or 1. Ž . can be determined by choosing k in 4.9 . Thus Claim 2 holds in this case.
Case 2. f n s 0.
Ž
. Ž . The same argument as in Case 1 shows that f n y 1 f n q 1 / 0. Ž . Ž . From f n q 1 / 0 we know that a n q 1 q 1 / 0. By setting k s 1 y i Ž . y j in 4.9 we can uniquely solve a , except for a with j / 0 and i, j 1, j except for a with i q j s k , where k is the possible integer such that
Then a with i q j s k can be determined by choosing suitable k with
Ž . in 4.9 . Thus Claim 2 holds in this case.
An argument similar to that in Case 1 yields Claim 2 except for a if 1, 0 Ž . Ž . f n y 1 s 0. By setting i s 1, j s 0 and choosing large k in 4.9 we can solve a s yan y 1. This completes the proof of Claim 2.
From Claim 2, we know that
Ž . with j / f n and i q j / f n q 1 . From 3.8 and E1 , we have w x w , w s yj n q 1 a q 1 w , ᭙ j, k g Z, 4.11 Ž . and 3.1 we have the following calculation: 
y1 , k nq1, j n , kqj a n q 1 q 1 j Ž .
a q 1 i Ž . Ž . for j / f n q 1 and j q k / f n . Next we suppose that s 0 an q 1 j y i Ž . for all i g Z. It follows that j s 0 and n q 1 a q 2 s 0. So ␤ s nq 1 ŽŽ . . Ž . Ž X . y n q 1 a q 1 s 1. This shows that f n q 1 s 0, so 4.12 is true in Ž . Ž . this case. This completes the proof of E n q 1 . Hence the statement E n is true for all positive n.
Ž .
Similar to Statement E n , for positive integer n we have
we can choose ␤ such that ␤ s y 1 q ia , 
Ž . Applying Statement E n to A, we get Statement E n .
We are now ready using induction on the positive integer n to establish Ž . STATEMENT C n . For i, k G yn with i q k G yn, and for j, l g Z with
Ž . Proof. Statement E ensures that C 1 is true. We assume that C n Ž . holds for some n G 1, and we will establish C n q 1 . In view of Statement Ž . X Ž . Ž . E n and Statement E n , in order to show Statement C n q 1 , it suffices to verify that, for any i ) 1,
Ž . Ž . Ž . with j / f i , l / f yn y 1 , and j q l / f yn y 1 q i . We shall show Ž . Ž . 4.14 by induction on i G 1. Since 4.14 is true for i s 1, we suppose i ) 1.
By using Statements E n q 1 and E n q 1 , we deduce
Ž . So 4.14 holds in this case.
Ž . We deduce that j s 0 and yia y 1 s 1. It follows that f i s 0. By Ž . Case 1 we see that 4.14 is true. Ž . Ž . Thus 4.14 holds. Therefore Statement C n is true for all positive integers n.
Ž
. We have proved that a " 1 / 0, ␤ s y ia y 1 , and and there is at most one i such that ␤ s 1. We also know that ␤ / 0.
We shall consider several cases to conclude the proof. Ž . k ) 0. If we combine this with 5.6 , we obtain c s 2 k for all k ) 0. jq i␤ w , so we get a r j q i␤ s a rj for ij i q j / 0. 
Ž .
E4 are true for i s k s 1. Using this and Jacobian identity we can easily Ž . Ž . get E2 for i s y1 and k s 2. Therefore Statement E 2 holds.
Next we can suppose n G 2. Ž . For j s 1 y i, we obtain from 5.9 that there exists a nonzero constant ␣ g F such that a s n y 1 i␣ , for i / 0, 1 y i / f n . In the proof of Statement E in Section 4, we replace w's with w's, and so Ž . Ž . on. Then we have 4.7 with a s 1. 4.7 with a s 1, i s 0, j s k s 1 gives ␤ q 2 q n ␤ y 3 y n s 0.
Ž
.Ž .
