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a b s t r a c t
In this work the simulation of velocity and temperature distributions inside a refriger-
ated vehicle is evaluated. For this purpose a 3D double distribution lattice Boltzmann
method (LBM) with the Bhatnagar–Gross–Krook (BGK) collision operator is coupled by
the buoyancy force calculated with the Boussinesq approximation. This LBM is extended
by a Smagorinsky subgrid method, which numerically stabilizes the BGK scheme for low
resolutions and high Reynolds and Rayleigh numbers. Besides validation against the two
benchmark cases porous plate and natural convection in a square cavity evaluated at resolu-
tions of y+ ≈ 2 for Ra numbers between 103 and 1010, the method and its implementation
are tested via comparisonwith experimental data for a refrigerated vehicle at Re ≈ 53 000.
The aim of the investigation is to provide a deeper understanding of the refrigerated
vehicle’s insulation processes including its thermal performance under turbulent flow con-
ditions. Therefore, we extend this method by the half lattice division scheme for conjugate
heat transfer to simulate in the geometry of a refrigerated vehicle including its insulation
walls. This newly developed method combination enables us to accurately predict velocity
and temperature distributions inside the cooled loading area, while spatially resolving the
heat flux through the insulation walls. We simulate the time dependent heating process of
the open door test and validate against measurements at four characteristic velocity and
13 temperature positions in the truck.
1. Introduction
Global efforts to reduce carbon dioxide emissions as well as prospectively rising prices of fossil fuels lead to continuous
development and efficiency improvements of insulation methods. In residential construction, heating energy requirements
are progressively minimized by improving building insulation since 1977 [1]. In the sector of refrigerated transports, which
usually derive their cooling performance from gas powered refrigeration units in order to maintain the cooling chain of
the hauled product, only little attention has been directed to improve efficiency by enhanced insulation. Reasons for this
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are complex material requirements which, in addition to the insulation, include static stability, load securing as well as
resistance against vibrational stress.
According to Smale [2] most simulations and models for the representation of a velocity and temperature distribution
in the field of applied cooling of geometries between 1974 and 2006 have shown low accuracy and large deviations from
experimental data. Tabsoba et al. [3] studied the influence of the k-ϵ turbulence model against the Reynolds stress model,
where they indicated the k-ϵmodel to fail at the prediction of certain flow characteristics in ventilated enclosures. Ambaw [4]
summarized studies on the cooling of harvested food, indicating some progress beingmade between 2006 and 2013with the
accuracy of the models. With simulations mainly based on Reynolds averaging turbulence models as the k-ϵ or shear stress
transport (SST) model [5–8], he also came to the conclusion, that a clear increase in the accuracy of turbulent 3D simulations
within complex cooled geometries compared with experimental data has still to come.
According to James [9] first simulations of the open door tests have been carried out by Tso et al. [10]. Tso’s simulated
temperatures deviate from experimental recordings by up to 4K at a temperature difference of about 26K. Son [11]
showed an approximation to the validation data up to 1.13K in the simulation of the velocity and temperature distribution
in the interior of a filled warehouse, while a very slow velocity and a temperature difference of just 7K was chosen.
Hao [12] implemented a constant heat flow over the walls in a cooled container, but no experimental data was analyzed
for verification. Akdemir [13] simulated a cold store and reached a relative error of the temperature of 13% against the
validation data while neglecting heat transfer through the walls.
By considering heat transfer through the walls by particular boundary conditions, Hoang [14] showed good agreement
in the temperature distribution in the simulation of a filled cooling room, but found averaged relative errors for the velocity
distribution of partly compassing 50%. Cardinale [15] simulated a transport container with a similar method, assuming a
constant heat conduction coefficient for the walls and a constant outside temperature of 20 ◦C, revealing deviations in the
temperature distribution of at least 3K against measurements at temperature differences of about 43K. A mean relative
error of 26% and 18% in the prediction of the velocity and temperature fields, respectively, was achieved in the simulation
of a cooled shipping container according to Getahun [16].
In conclusion, this strongly suggests two strategies to increase the accuracy of cooled geometry simulations:
(a) replacement of the Reynolds averaging turbulence model with a large eddy turbulence model and
(b) integration of heat transport through the insulation walls.
Although large eddy simulations (LES) predict flow and temperature fields with higher accuracy, they have not been applied
to cooled geometry simulations, yet. This is a consequence of fine computational grids needed for LES, leading to high
computational effort and challenging mesh generation. To reduce the increased computational cost of the LES, an efficient
and scalable Lattice Boltzmannmethod is used in this study. In addition, LBMutilizes cartesian grids, which greatly simplifies
the mesh generation [17,18]. Although (a) might not be absolutely necessary for the geometry and operation setup used
in this study, it will be in upcoming studies, where more complex geometries with resolved cargo and spatially different
insulation materials are considered. Up to now, modeling of the wall’s heat transfer was restricted to spatially constant heat
flux boundary conditions. Regarding (b) we show, that resolving the flow field, the refrigerated vehicle’s walls and their
conjugate heat transfer arrives at much closer accordance to measured data from the open door test.
With its remarkable scalability on parallel computer hardware, the LBM gained attention for turbulent flow simulations,
especially in conjunction with LES in the last years [19]. The first LBM–LES model based on standard Smagorinsky eddy
viscosity was proposed by Hou et al. [20]. Teixeira [21] further discussed incorporation methods for the k-ϵ and RNG
turbulence models into the lattice Boltzmann algorithm. Dong and Sagaut [22] extended Hou’s approach by to be inertial
range-consistent and laterMalaspinas and Sagaut [23] proposed consistent subgrid closures for the BGKBoltzmann equation.
Studies using Thermal Lattice Boltzmann Method (TLBM) have been carried out on the natural convection in square or
cubic enclosures, but only few researchers used applications to show the possibilities in a turbulent regime. Khan et al. [24]
used the lattice Boltzmann method (LBM) and compared it to a CFD-based large eddy simulation, studying the turbulent
air flow and temperature field in a four-bed hospital room. At an urban scale, Obrecht et al. [25] carried out simulations of
a small village and the velocity and temperature distributions between single houses. Tiftikci and Kocar [26] investigated
heat distribution inside a 7-pin Indian Prototype Fast Breeder Reactor by LBM simulations, comparing their findings with
experimental data. Yuan et al. [27] used GPU computations on 250 million grid points to examine the thermal comfort of
indoor air flows. Most of these authors use the multiple relaxation time (MRT) collision operator for turbulent flows as the
BGK collision operator is described as unstable in this flow regime.
In this work, we investigate the employability of the double distribution TLBM to the simulation of a refrigerated vehicle’s
insulation. For this purpose we examine the BGK-type collision and its extension of a Smagorinsky-type subgrid scale model
on up to 2,000 CPU-Cores. For the first time, we show its proper stability and accuracy in the benchmark case natural
convection in a square cavity for relaxation times as low as τ = 0.5001 with Ra numbers up to 1010.
This paper is organized in eight sub-sections. The first four present the governing equations, the turbulence model,
applied boundary conditions and the conjugate heat flux method. The following section presents and discusses results of
two benchmark cases and shows the model’s application to cooling vehicle simulation. A conclusion is given in the final
section.
2. Mathematical modeling and numerical method
In order to simulate the incompressible air flow within the Boussinesq approximation we apply a double distribution
BGK-LBM as described in [28]. Two different distribution functions – f for momentum and g for temperature – are solved.
2.1. Lattice Boltzmann equations
The Lattice Boltzmann Equation (LBE) including a force term Fi (x, t) is given by
fi (x+ ci∆t, t +∆t)− fi (x, t) = ∆t
(
Ωf ,i (x, t)+ Fi (x, t)
)
, (1)
where fi denotes the discrete probability function and x denotes the space coordinate, t the time coordinate, i the discrete
direction and ci the discrete velocity in direction i. The collision operator Ωi(x, t) is given by the Bhatnagar–Gross–Krook
(BGK) operator [28], which is also known as a Single Relaxation Time operator (SRT),
Ωf ,i (x, t) = − 1
τf
(
fi (x, t)− f eqi (x, t)
)
. (2)
In this equation, τf represents the relaxation time and f eq the equilibrium distribution given by
f eqi (ρ, u) = wiρ
(
1+ u · ci
c2s
+ (u · ci)
2
2c4s
− u · u
2c2s
)
. (3)
With wi denoting the weights of the discrete directions and cs denoting the speed of sound. The macroscopic density ρ and
velocity u are obtained from the distribution function’s moments
ρ(x, t) =
∑
i
fi(x, t) and u = 1
ρ
∑
i
cifi(x, t) (4)
Through the Chapman–Enskog analysis, as described e.g. by Krüger [28], a relationship between viscosity and relaxation
time is obtained as
τf = νc2s
+ 1
2
. (5)
Since in this paper not only the previously described LBE is used for the computation of the isothermal and incompressible
fluid properties pressure and velocity, but also for different temperatures, the convection–diffusion-equation is solved as
well. Analogous to the LBM for fluid properties, the discrete representation of the convection–diffusion equation in the
means of LBM is given as (see e.g. [29])
gi (x+ ci∆t, t +∆t)− gi (x, t) = ∆tΩg,i (x, t) , (6)
Eq. (7) shows the collision operator for the Convection–Diffusion Equation (CDE), using the relaxation time τg for thermal
consideration.
Ωg,i (x, t) = − 1
τg
(
gi (x, t)− geqi (x, t)
)
(7)
The equilibrium distribution is given by
geqi (x, t) =
ωiT
4
(
1+ 2u · ci
c2s
)
, (8)
where the macroscopic velocities are obtained from (4) and macroscopic temperature T and heat flux q are given by the
zeroth and first moment, respectively:
T (x, t) =
∑
i
gi(x, t) and q(x, t) = τg −
1
2
τg
∑
i
cigi(x, t) (9)
A Chapman–Enskog analysis according to Mohamad [29] again leads to a relation between the relaxation time of the
temperature distribution and the fluid’s thermal conductivity κ given by
τg = κc2s
+ 1
2
. (10)
Discrete velocity directions are used in the LBM. These directions are usually denoted by DdQq, d denoting the velocity
space’s dimensions and q the discrete directions. Fig. 1 shows the schematic representation of the D3Q19 and D3Q7 discrete
velocity combinations used for the purpose of this paper. Depending on the direction ofmotion, predefinedweighting factors
Fig. 1. Schematic representation of speed directions according to D3Q19 and D3Q7.
wi – distinguished by different colors in Fig. 1 – is expressed in (11) for D3Q19 and in (12) for D3Q7. Note that the speed of
sound in lattice units is cs =
√
1
3 in the D3Q19 lattice and cs =
√
1
4 in the D3Q7 lattice.
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2
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D3Q7: wi =
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1
8
, green direction
(12)
To couple the two fields, the force term according to (1) is used. The Boussinesq buoyancy force is given by
F (x, t) = −ρ0βg (T (x, t)− T0) , (13)
where β denotes the expansion coefficient of the fluid and g the gravitational acceleration. We use the forcing method
described by Guo et al. [30], where from we obtain the lattice forcing term Fi from F .
Our algorithm combines these two discretized equations for velocity and temperature distributions with coupling via the
Boussinesq approximation. This essentially combines a collision step and a streaming step. We
• conduct the stream and collide step in the momentum lattice f with the last time step’s force term,
• then collide and stream in the temperature lattice g with the last time step’s velocity values.
• Subsequently, we execute the coupling process by updating the momentum lattice’s forcing term and
• communicating the macroscopic velocity to the temperature lattice.
So, values from the last time step are used, instead of communicating newly calculated values between the two lattices. Only
locally available cell data is accessed during the collision step. This proves to be computationally more efficient.
2.2. Smagorinsky subgrid scale model
To efficiently simulate the flow field in the turbulent regime and the flow field’s characteristics, we use the Smagorinsky
subgrid-scale model [20]. In this method the effective viscosity νeff is treated as the sum of molecular ν0 and eddy viscosity
νt as
νeff = ν0 + νt = ν0 + (CS∆)2
√
2
∑
α,β
SαβSαβ , (14)
where the strain rate Sαβ is locally computed using the non-equilibrium stress tensorΠ
(neq)
α,β by
Sαβ = − 12ρτ ∗c2s
Π
(neq)
α,β = −
1
2ρτ ∗c2s
∑
q
ei,αei,β (fi − f (eq)i ). (15)
With τ ∗ = νeff
c2s
+ 12 is denoting the modified relaxation time as a function of νeff.
Analogous to the calculation of νeff, the effective thermal diffusivity is calculated by
αeff = α0 + αt = α0 + νtPrt , (16)
where the turbulent thermal diffusivity αt is calculated by the turbulent Prandtl number
Prt = νt
αt
. (17)
Although this approach is broadly used in simulations and described in the literature [31], there is up to now no consent
on how to chose Prt correctly, as values vary from 0.3 in experiments to 0.86 derived theoretically up to 1.0 and even larger
in some regions close to the wall in DNS simulations [32–34]. We state the applicability of this approach and accuracy in
combination with our SRT-LBM and with a fixed Prt = 0.86 in Section 3.1.2 by comparing results from the well known
benchmark case for natural convection in a square cavity against values from the literature.
2.3. Boundary conditions
For pressure and velocity boundary conditions, we use the regularized boundary approach as described by Latt [35]. The
Dirichlet-type temperature boundary condition is implemented as described in [28] and the Neumann-type boundary for
temperature is used as recommended by Junk and Yang [36]. Simple bounce back [37] is used for no-slip and adiabatic
boundaries.
2.4. Conjugate heat transfer
To simulate heat transfer between a solidmaterial and a fluid streaming around it, we use the half lattice division scheme
described by Wang [38]. The diffusion equation for the solid’s temperature distribution and the convection–diffusion-
equation for the fluid’s temperature distribution are solved on a single mesh. Different temperature conductivities are taken
into account through space variant relaxation times τg,solid and τg,fluid. This approach is valid in a strictly sense only for steady
state problems and ρsolidcp,solid = ρfluidcp,fluid, where ρ denotes the density and cp denotes the specific heat capacity. By
choosing the lattice units as ρ∗fluid = 1 and ρ∗solid = ρ∗fluid cp,fluidcp,solid the latter condition is fulfilled.
3. Results and discussion
In this section we show results for two benchmark cases, where we compare results from our present model to analytic
solution and literature results, respectively. Subsequently, themodel is applied to the simulation of a refrigerated vehicle. All
simulations are conducted in the open source software packageOpenLB (openlb.net) [39]. The LBM for the flow field including
the Smagorinsky subgrid model and the LBM for the temperature field are implemented and extend by the Smagorinsky
subgrid model for the temperature. Due to its generic approach based on C++ templates, OpenLB has been used for several
applications in math, engineering and medicine, see for example [40,41,18,42,43].
3.1. Benchmarks
3.1.1. Porous plate problem
To verify the present model’s grid convergence for different lattice relaxation times τf and τg , we conduct simulations
of the porous plate problem [44,45], which – to the knowledge of the authors –has not been done before with a 3D LBM.
The porous plate problem describes a channel flow, where the upper cool plate moves with a constant velocity and through
the bottom warm plate a constant normal flow is injected and withdrawn at the same rate at the upper plate. At the left
and right hand side as well as at the front and the back of the domain, periodic boundary conditions are applied. Constant
velocity and temperature boundary conditions are applied to the top and bottom plates according to Fig. 2.
An analytic solution for this steady state problem is given for the velocity and temperature distributions by [44]:
ux(y) = ux,0( e
Re·y/L − 1
eRe − 1 ) (18)
T (y) = T0 +∆T = ( e
Pr·Re·y/L − 1
ePr·Re − 1 ) (19)
Fig. 2. Schematic representation of the simulation setup of the porous plate problem including its boundary conditions.
Fig. 3. Relative error for velocity Eu and temperature ET plotted logarithmically over the resolution: Negative slope of about two shows themethod’s second
order accuracy.
where ux,0 denotes the upper plate’s velocity, Re = uy,0Lν the Reynolds number depending on the injected velocity uy,0, the
fluid’s viscosity ν and the channel length L and Pr = ν
α
the Prandtl number. The temperature difference between the hot and
cold plate is given by ∆T = Th − Tc . For the grid independence study, we choose Re = 5, Pr = 0.71 and Rayleigh number
Ra = gβ
να
∆TL3 = 100. The relaxation time is varied as τ = 1.2, 1.0, 0.8 and 0.503 and resolution is varied as the number of
grid cells in x and y direction N = 16, 32, 64, 128 and 256.
Relative global errors in temperature and velocity fields are shown logarithmically in Fig. 3 with the relative global error
defined by
Eφ =
√
∆x3
∑
x |φ(x)− φa(x)|2√
∆x3
∑ |φa(x)|2 , (20)
where summation goes over the entire flowdomain,φ denotes the quantity of interest, either the velocity or the temperature,
and φa is the analytic solution given by (18) and (19).
Fig. 3 shows clearly that this three dimensional model and its present implementation is of second order in space for
both velocity and temperature. It is shown, that the double distribution BGK scheme is accurate for several values of τf and
is stable for values as low as τf = 0.503.
3.1.2. Natural convection in a square cavity
To obtain evidence for the turbulence modeling approach and implementation the principle of static buoyancy is used
within a square cavity, which has been numerically studied bymany authors [46–48]. In this case, air in a three-dimensional
cavity with different, but constant temperatures on the vertical walls is simulated. The horizontal walls of the geometry are
considered adiabatic as shown in Fig. 4. In z direction the domain is three grid points deep and considered periodic.
Since the walls of the cavity are considered to be fluid-impermeable regions, the illustrated edges obtain the no-slip
condition. The initial velocity in the entire cavity is set to u = 0. The parameters of air were obtained from Hortmann [49]
and are shown in Table 1.
Fig. 4. Schematic representation of the simulation domain for the natural convection in a square cavity including its boundary conditions.
Table 1
Properties of air from Hortmann [49] used for the validation of the natural
convection in a cavity.
Properties of air
λ 2.5684 ·10−2 W/(m K)
ν 1.5126 ·10−5 m2/s
ρ 1.19 kg/m3
β 3.41 ·10−3 1/K
cp 1.01309 ·103 J/(kg K)
Table 2
Obtained values by simulating the natural convection in a square cavity geometry for different Rayleigh numbers and the results of De Vahl Davis [47].
Ra 103 104 105 106
Grid used (64× 64× 3) (128× 128× 3) (256× 256× 3) (512× 512× 3)
ymax [47] 0.813 0.823 0.855 0.850
Present 0.828 0.828 0.859 0.852
ux,max [47] 3.649 16.178 34.730 64.630
Present 3.500 16.210 34.792 64.957
xmax [47] 0.178 0.119 0.066 0.038
Present 0.172 0.125 0.063 0.039
uy,max [47] 3.697 19.617 68.590 219.360
Present 3.760 19.438 68.413 219.537
Nu0 [47] 1.117 2.238 4.509 8.817
Present 1.116 2.216 4.503 8.772
The natural convection developing within the cavity is analyzed for different Rayleigh numbers of Ra = 103, 104, 105 and
106 for the laminar regime and Ra = 107, 108, 109 and 1010 for the turbulent regime by means of the following quantities:
• the maximum vertical velocity ux,max on the horizontal mid-plane of the cavity and its position ymax,
• the maximum horizontal velocity uy,max on the vertical mid-plane of the cavity and its position xmax,
• the average Nusselt number N¯u on the boundary of the cavity at x = 0.
For the laminar cases up to Ra = 106 we chose the lattice Mach number asMa = umaxcs = 0.1, where umax is the expected
maximum velocity from the literature results and we chose the respective resolutions as shown in Table 2. Convergence
is assumed, when the relative standard deviation of five following Ra numbers calculated each 1000 time steps is below
ϵ = 10−5. Table 2 shows the results of the present scheme as well as the relative errors against the values of De Vahl
Davis [47], which have already been considered by various authors as a comparative solution using different numerical
methods.
To visualize the flow inside the cavity and the resulting differences for the simulated Rayleigh numbers, streamlines and
isotherms are shown in Figs. 5 and 6. The vortex at the middle, which develops with a Rayleigh number of Ra = 103, can be
seen clearly and is based on buoyancy of heated and sinking of cold air. On account of the temperature differences of the two
walls, a Rayleigh number of Ra = 103 results in the displacement of the mean vertical isotherms, where the temperature
gradients are approaching further into the direction of the vertical walls. As the Rayleigh number increases, the vortex at
the middle changes into an ellipse shape and from a Rayleigh number of Ra = 105 finally divides into two partial vortices,
which drift horizontally in the direction of the adiabatic walls.
Fig. 5. Converged velocity distributions for the natural convection in a square cavity with Rayleigh numbers Ra = 103 , 104 , 105 and 106 (left to right)
colored analogous to the dimensionless velocity magnitude: red indicates high, blue indicates low.
Fig. 6. Converged temperature distributions for the natural convection in a square cavity with Rayleigh numbers Ra = 103 , 104 , 105 and 106 (left to right)
colored analogous to the dimensionless temperature: red indicates high, blue indicates low.
Beginning with a Rayleigh number of Ra = 105, the isotherms are found to be approximately horizontal to the cavity
geometry, limiting fluidmovement in the vertical direction. Themain heat exchange is noweffected only by convection in the
region of the edges, with high temperature gradients and subsequently high acceleration in the fluid. At a Rayleigh number
of Ra = 106, the displacement of the partial vortices occurs in the corners of the cavity, whereupon a third vortex is formed
in the middle, which also rotates clockwise. The velocity and temperature fields compare very well with the illustrations in
the literature by De Vahl Davis, Guo or Peng [47,44,45].
For the turbulent cases from Ra = 107 to 1010 we use the Double Smagorinsky Subgrid Scaling Method (DSSSM) as
described in Section 2.2. Again, we choose the lattice Mach number to beMa = 0.1 for all cases and a convergence residuum
of ϵ = 10−3. To further assure a reasonable fine mesh for the large and medium large eddies to be resolved, we introduce a
dimensionless wall spacing y+ [50] with
y+ = ∆xuτ
ν
, (21)
where
uτ = umax
√
0.026
2
(
ν
umaxdwall
)
(22)
denotes the friction velocity. Here, dwall is the distance from the position of the maximum velocity to the wall. Table 3
compares the results of the present model against values from [48,51,46] for y+ = 2.
As turbulence is a chaotic state, the calculated values are time dependent and relative deviation is not necessarily a
miscalculation itself. Within this constraint, the present model obtains values very close to those from comparative studies,
especially for the relatively small resolutions used here. Maximum velocities’ deviations are occurring close to the cavities’
walls. Implementing a turbulent wall boundary condition could surely achieve closer results. Such a boundary condition
for the turbulent temperature boundary layer is not yet incorporated in the LBM and is subject to the author’s subsequent
publication. The instantaneous velocity and temperature fields in Figs. 7 and 8 compare very well against the illustrations in
the literature by Dixit [46], although he used time averaged values for his visualizations.
3.2. Application to refrigerated vehicles
The validation of a realistic mapping of flow and the temperature distributions in the interior of a refrigerated transport
structure is of crucial importance for simulations of various wall structures and loading cases. Hence, high priority is
Table 3
Simulated values of turbulent cases of natural convection in a square cavity geometry for different Rayleigh numbers and the results of [48,51,46].
Ra 107 108 109 1010
Grid used (47× 47× 3) (139× 139× 3) (392× 392× 3) (1138× 1138× 3)
ymax [48] – 0.941 – 0.9625
[51] 0.879 0.928 – –
[46] 0.851 0.937 0.966 0.9402
Present 0.905 0.945 0.950 0.907
ux,max [48] – 514.3 – 2323
[51] 148.58 321.9 – –
[46] 164.236 389.877 503.24 2323
Present 130.221 280.674 2277.140 2967.5
xmax [48] – 0.0135 – 0.0055
[51] 0.021 0.012 – –
[46] 0.020 0.0112 0.0064 0.4907
Present 0.042 0.014 0.008 0.004
uy,max [48] – 1812 – 21463
[51] 699.236 2222.39 – –
[46] 701.922 2241.374 6820.07 21463
Present 467.976 1860.270 6124.420 20533
Nu0 [48] – 32.045 – 156.85
[51] 16.523 30.225 – –
[46] 16.79 30.506 57.350 103.663
Present 16.987 32.076 52.260 102.034
Fig. 7. Instantaneous velocity distributions for the natural convection in a square cavity with Rayleigh numbers Ra = 107 , 108 , 109 and 1010 (left to right)
colored analogous to the dimensionless velocity magnitude: red indicates high, blue indicates low.
Fig. 8. Instantaneous temperature distributions for the natural convection in a square cavity with Rayleigh numbers Ra = 107 , 108 , 109 and 1010 (left to
right) colored analogous to the dimensionless temperature: red indicates high, blue indicates low.
attributed to the validation of the cooling construction and an experimental measurement is carried out for a verification of
the results of the simulation. Section 3.2.1 shows the design of the geometry of the structure for measurements of air speed
and temperature values, as well as the transferred and implemented geometry within which the simulation is to take place.
The comparison between experimental data and the corresponding simulation of the speed and temperature fields is given
in Section 3.2.2.
Fig. 9. Schematic representation of the cooling system and the built-in air conditioning system with registered speed (blue) and temperature measuring
points (red), as well as their numbering. The air conditioning’s outlet and suction side are shown in green and orange, respectively. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
Table 4
Used properties for air from the literature according to VDI-Wärmeatlas,
as well as the data of the insulation, geometry and required numerical
parameters.
Properties of air Properties of insulation
λ 2.262 ·10−2 W/ (mK) λ 2.3 ·10−2 W/ (mK)
ρ 1.3782kg/ m3 ρ 3.950 ·101 kg/ m3
cp 1.0068 ·103 J /(kgK) cp 1.400 ·103 J K/kg
β 3.974 ·10−3 1/K
ν 1.1766 ·10−5 m2/ s
3.2.1. Simulation and measurement set-up
The geometry models a CoolerBox 2.0 TK 3500 HS refrigerated transporter of the company Kress Fahrzeug GmbH with a
two-winged door. This transporter uses a Carrier Xarios 500T cooling unit, which can be used for both heating and cooling
purposes. The energy supply of the transport cooling system can be provided either by means of the diesel engine of the
vehicle during journeys, or by 400V three-phase current during longer periods of rest. The manufacturer’s specifications
for the cooling system state a full-load volume flow of V˙ = 990m3/h and a heating and cooling capacity of Q˙ = 950W.
This full-load volume flow results in a maximum inlet velocity of uinlet = 5.587m/s and a corresponding Reynolds number
of Re = uinletdh
ν
= 52959 with the hydraulic diameter dh = 0.1115m. Dimensions of the overall structure and the air
conditioner with air inflow and outflow are given in Fig. 9.
To simulate in this geometry, we choose a resolution of 253.8 millions cells and a maximum lattice velocity u∗ = 0.1. We
use OpenLB’s OpenMPI-based domain decomposition method [17] to efficiently parallelize to a total number of 2000 CPU
cores achieving approximately 3200 mega lattice updates per second (MLUPs) for the present coupled model.
To determine the temporal temperature distribution, 13 temperature measuring devices were installed in the cooler
construction according to Fig. 9 plus one temperature measuring device underneath the cooling transporter to determine
the ambient temperature. The velocity distribution of the air flowwas recorded at four characteristicmeasuring points using
a hand held anemometer with the vehicle’s built-in air conditioner working at full power. In the simulation, these velocity
and temperature measuring points were realized, analogously to Fig. 9, through spheres with a diameter of dmp = 0.05m,
within which the simulated quantities were spatially averaged.
All parameters used for the description of flowing air aswell as insulation used are listed in Table 4. It should be noted that
the insulation is a three-layer structure consisting of two layers of glass–fiber-reinforced plastic sheets and a polyurethane
hard foam layer with glass fiber admixture. The corresponding mean values of the simulated wall structure are shown in
Table 4, as well.
Since only parameters relating to the cooling capacity and the volume flows at full load can readily be taken from the
parameters of the air-conditioning system, a door test, whose experimental sequence is explained in more detail in the
following section, is used as a validation case for the cooling construction.
3.2.2. Comparison with open door test measurements
In a door test, the rear door of the cooling compartment is opened for two minutes in order to effect an air exchange
with the surroundings, following the closing of the door and the start of the air conditioning system. This is a frequent
Fig. 10. Measurements of the refrigerated vehicle’s temperatures during the heating operation with winter outside conditions. The door test with its
individual phases and 13 temperature measuring points is shown. Higher and lower acceptance limits are displayed in red and the outside temperature is
displayed in blue. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
application when delivering refrigerated goods or when loading and unloading a refrigerated transporter. Fig. 10 shows the
temperature time measurements of the aforementioned thermocouples during a door test with the opening of the door
at position 1, the closing of the door and the start of the air conditioning system at position 2. Since the air conditioner
determines a temperature below the chosen acceptance limit by means of a sensor, it starts the heating of the indoor space
under full power. After 2 min, at position 3, a temperature above the acceptance limit is reached and the air conditioning
changes back to the cyclical mode.
The described sequence starting at position 2 for a time of one minute is simulated using the previously presented
geometry and is used as a validation case. For this purpose, a polynomial approach profile to themaximum speed and a plug-
flow profile in the outlet, due to an upstream lattice in the real device, is implemented. The heating output is coupled into
the system via an energy balance, whereby the volumetric flow into the device, its density and temperature are determined
from the moments (4) and (9), and the new outlet temperature is calculated from these values with the values of the outlet
volume flow, the density and the predetermined heating output. The specific heat capacity of air is assumed to be constant
due to the low temperature dependence in the required range.
After one simulatedminute, the results of the simulation are output from the individual implementedmeasuring spheres
for speed and temperature and compared with the results of the experimental measurements. Fig. 11 shows streamline
representations of the flow induced by the air conditioner (AC). The air streams out of the AC parallel to the ceiling. After
hitting the back wall it is spread along the wall and directed downwards. From the vehicle’s floor it is sucked into the AC
again. Fig. 12 shows the velocity and the temperature fields of the simulated refrigerated vehicle.
The listed results for the individual measuring regions of the experimental measurements, the validation simulation
and their absolute errors are given in Table 5. With absolute errors of below 0.4m/s for the velocities and below 1K for
the temperatures these are very good agreement with our measurements. Other simulations (e.g. [10,14,15]) have found
differences up to 50% for the velocities and between 3K and 4K for the temperatures in very similar geometries and
measurement setups. This shows the advantage of the used method: By resolving a larger part of the turbulent energy
spectrum compared to k-ϵ turbulent models and by spatially resolving the walls heat flux instead of modeling it as constant
heat flux boundary conditions, better agreement between measurements and simulation data is achieved.
Although, considering the high computation time and hardware requirements for following simulations, incorporating
a turbulent wall function into the method could allow lower resolutions while maintaining high accuracy. Turbulent wall
functions for the TLBM have not yet been shown in the literature.
3.2.3. Heat flux through insulation walls
An important measurement in order to optimize cooling efficiency of a refrigerated vehicle is the conductive heat flux
through the insulation walls. By resolving the insulation walls as a structure of specific materials in our simulations, we are
able to calculate the spacial heat transfer in normal direction through the walls for every grid point. Fig. 13 shows the heat
influx in the outermost plane of the insulation walls. Note, that we make the assumption of quasi steady state heat transfer
through the insulation walls.
High differences between the edges of the refrigerated bodywith Q˙ = 0W to 4W and the walls with Q˙ = 10W to 13.6W
are recognized. Additionally, the wall thickness’ influence can be seen as the thinner side walls induce a higher heat flow
compared to the thicker ceiling, front and back side.
With Nusselt correlations taken from the VDI-Wärmeatlas [52], an expected value is calculated in order to obtain an
estimation of the incoming heat flow of this insulation concept. For this purpose, the correlation for the overflow of planar
Fig. 11. Streamline representation of the simulated air flow inside the refrigerated vehicle.
Table 5
Experimental measurements and simulated results of the velocity and temperature recordings in the cooling stage after t = 0 s and 60 s including absolute
deviations for t = 60 s.
time in s Measurement Simulation Deviation
0 60 0 60 60
V1 in m /s 0 5.0± 0.2 0 4.92 0.08
V2 in m /s 0 4.3± 0.2 0 3.94 0.36
V3 in m /s 0 2.2± 0.2 0 2.17 0.03
V4 in m /s 0 1.3± 0.2 0 1.22 0.08
T1 in K 283.95± 0.20 286.95± 0.30 284.45 287.38 0.43
T2 in K 283.85± 0.20 286.95± 0.30 284.45 287.03 0.08
T3 in K 284.15± 0.20 287.15± 0.30 284.45 287.19 0.04
T4 in K 284.45± 0.20 287.25± 0.30 284.45 286.93 0.32
T5 in K 285.25± 0.20 287.95± 0.30 284.45 287.76 0.19
T6 in K 284.55± 0.20 287.35± 0.30 284.45 287.31 0.04
T7 in K 283.65± 0.20 287.45± 0.30 284.45 287.49 0.04
T8 in K 285.35± 0.20 287.65± 0.30 284.45 286.99 0.66
T9 in K 285.55± 0.20 287.85± 0.30 284.45 288.33 0.48
T10 in K 285.65± 0.20 287.85± 0.30 284.45 288.68 0.83
T11 in K 283.85± 0.20 287.15± 0.30 284.45 288.09 0.94
T12 in K 284.95± 0.20 287.85± 0.30 284.45 287.99 0.14
T13 in K 282.55± 0.20 286.85± 0.30 284.45 287.28 0.43
Fig. 12. Velocity and temperature field in x–y-plane at z = 0.995m of the simulated air and the insulated walls.
Fig. 13. Heat flux through the insulation of the refrigerated vehicle.
plates is used for the interior space on all internal walls separately and averagely. For each wall, a specific Reynolds number
is calculated using the experimentally determined velocities from the validation, a laminar Nusselt number according to
(23), as well as a turbulent Nusselt number according to (24).
Nulam =
(
2
1+ 22 · ν·ρ·cp
λ
) 1
6
·
√
Re · ν · ρ · cp
λ
(23)
Nuturb = 0.037 · Re
0.8 · ν·ρ·cp
λ
1+ 2.443 · Re−0.1 ·
(( ν·ρ·cp
λ
) 2
3 − 1
) (24)
Nu =
√
Nu2lam + Nu2turb (25)
With the help of the wall-specific heat transfer coefficients, an insulation kPUR = 0.275W/(m 2 K) for pure hard foam can
be obtained, so for a temperature difference of∆T = 50 K. A total incoming heat flow of Q˙PUR = 479W is determined. The
simulated heat influx through the walls sums up to a value of Q˙PUR = 458W and thus shows a relative deviation from the
Nusselt correlation of only 4.38%. The simulation arrives within the deviation of the Nusselt correlation, which has a general
discrepancy due to the semi-empirical determination by measured values.
With the method shown, in contrast to averaged total heat currents, spatially resolved heat flows can be determined,
which can be used as a valuable basis for customized insulation optimization at positions of higher heat flow.
4. Conclusions
In this paper, we extend a double distribution BGK-based LBM by the Smagorinsky turbulence model for both velocity
and temperature distribution functions. This method is found stable for a coarse discretization (τ ≈ 0.5001) with high Re
and Ra numbers and accurate for the turbulent natural convection in a square cavity with Ra ≤ 1010. Due to the relatively
small resolutions of y+ ≈ 2 used here, the boundary layer is not completely resolved. Therefore, a turbulent wall function
implementation should further improve the accuracy of the model for wall bounded turbulence, which will be inspected in
a planned publication.
Simulation of the flow field and heat transfer within a given cooling truck shows very good agreementwithmeasurement
results. By resolving the truck’s insulation walls in a conjugate heat transfer model, the model is able to predict the heat flux
through the walls close to Nusselt correlations, but spatially resolved. This allows new insights to the refrigerated vehicle’s
heat transfer, which is essential for the optimization process of the wall materials and structures considering economic
conditions.
Therefore we conclude this simulation model as being able to accurately describe the insulation effect in a refrigerated
vehicle with turbulent cold air flows including spatially resolved heat flux through the vehicle’s walls.
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