In this paper we extend earlier results on Invariance Control to the special class of nonlinear control input affine systems with relative degree two. A switching strategy for control parameters and an easy to calculate invariance region together form an intelligent switching Invariance Controller, achieving asymptotic stability for the controlled dynamics and positive invariance of a prescribed bounded state space region. Experiments with an underactuated robot show the applicability of the proposed theory.
Introduction
Many important control systems have more degrees of freedom than actuators. Some examples are the Vertical Take Off and Landing (VTOL) plane, motor vehicles, marine vessels, combustion systems, and underactuated robots. Amongst existing nonlinear control methods some are suitable to control systems with reduced relative degree, e.g. passivity based control [2, 14] , backstepping [4] , etc. Output regulation has been addressed by [1, 5] . Discontinuous feedback control algorithms have been proposed by [3, 10] . The novel method Invariance Control, keeps a prescribed state space region positively invariant and guarantees in addition asymptotic stability of the controlled dynamics. Choosing such an invariance region in the right way enables a control designer to take pre-specified state space constraints into account, to achieve internal stability, and to guarantee robustness with respect to system parameter perturbations and control input limitations. Having discussed Invariance Control for a general class of control input affine nonlinear systems in earlier work [7, 8] we now focus on the special class of nonlinear control input affine systems with relative degree two for the following two reasons:
1. A lot of underactuated systems belong to the class of mechanical or mechatronic systems. In the case of a SISOsystem feedback linearization leads to a double integrator subsystem. Hence, in spite of considering a general rtime integrator subsystem it makes sense to focus on the special case r = 2, i.e. on a double integrator subsystem.
2. In the case of a relative degree two system, the design process of Invariance Control can be simplified, compared with the general case. The paper is organized as follows: The system class and the control design goal is defined in Section 2. Then the main result consisting of an Invariance Control design method is presented in Section 3. Finally we illustrate the proposed theory by an experiment with an underactuated robot in Section 4.
System Class and Control Design Goal
In this paper we consider nonlinear SISO-systems of the forṁ
with the system internal state z ∈ R n−2 and the controlled state
T , a drift and control input vector field f , g ∈ C 1 with f , g : R n → R n−2 . The control input u is assumed to be unlimited.
Note that this class of system usually results from a normal form feedback linearization; thus the considered system class covers many practically relevant nonlinear systems.
Assumption 1 There exists a differentiable, radially unbounded function
This means that the zero-dynamics manifold of system (1)- (3) with respect to an output function h = x 1 = const, with
, is supposed to be at least locally stable in the sense of Lyapunov.
The control design goal is as follows: Given a state space region G ⊆ R n , find a controller u(x, z) such that with (x(0), z(0)) ∈ G we obtain for the controlled system (1)-(3) asymptotic stability
and positive invariance of G
A control method that is able to fulfill both goals is called Invariance Control [7] ; the region G is called an invariance region. Due to (5) subsystem (1)- (2) is called controlled dynamics and (3) internal dynamics.
It is well known that the above formulated semiglobal stability goal is not possible if system (1)- (3) is non-minimum phase [15] . In this case only local results can be achieved. Therefore we modify our control goal to: Find a large region G ⊆ R n and a controller u(x, z) such that with (x(0), z(0)) ∈ G the two goals (5) and (6) hold for controlled system (1)- (3) . In this case standard linear control methods achieve small regions of attraction only. Existing nonlinear methods based on e.g. backstepping [4] or feedback passivation [12] do not apply for systems of the form (1)- (3) . Therefore the main contribution of this paper is to solve the local stabilizing control problem with the invariance region G as a large region of attraction without the need of a control Lyapunov-function (clf) for the overall system (1)-(3).
Invariance Control
First necessary and sufficient conditions for a state space region to be positively invariant are given. We consider regions G defined implicitly by
where Φ ∈ C 1 is referred to as the invariance function [8] . The boundary of G is given by ∂G = {(x, z)| Φ(x, z) = 0}. With this representation a necessary and sufficient condition for G to be positively invariant is that the time derivative of Φ along the trajectory of system (1)-(3) must not increase on the boundary ∂G, i.e.
where the ∇-operator is used as the total derivative d/d(x, z), resulting in a row vector. In case ∇Φ[0 1 g T ] T = 0 we can always find appropriate values for u ∈ R so that the invariance condition (8) holds. Points where the control input vector field
T of the overall system (1)-(3) lies in the tangent space of G and where in addition the term ∇Φ[
T is positive are called escape points [7] as there, no value of u can keep the state (x, z) inside G. Thus not every region is suitable to be controlled positively invariant.
In [8] , design methods for Invariance Regions are presented for the case of a general r-time integrator subsystem. In these approaches, one has to find a function fulfilling a time decreasing condition along trajectories of a system of n − 1 1st order differential equations. A major simplification of the invariance region design process can be achieved when considering the case of relative degree two as in this case we only need a decreasing condition along the zero-dynamics of (1)- (3) w.r.t. x 1 = const, x 2 = 0. Beyond these savings of analytic computation the zero-dynamics are often already well examined in a preceding system analysis step, hence a first integral for the zero-dynamics, which is part of the invariance function, is often known in advance.
Switching Linear Controller
The linear subsystem (1)- (2) is controlled by the switched PDcontroller
with a piecewise constant switching velocity gain k d (t) > 0, a piecewise constant switching desired value x * 1 (t), and a constant proportional gain
In this section we present a switching algorithm for x * 1 (t) and k d (t) that achieves asymptotic stability for the linear subsystem (1)-(2). In Section 3.2 we show that the freedom of changing the transient behavior of the linear subsystem (1)- (2) by switching the control parameter k d (t) and the desired value x * 1 (t) can be used to solve the invariance problem (8).
The parameter switching algorithm for x * 1 (t) and k d (t) is presented as a hybrid automaton with state transitions trani and actions acti. The basic functionality of Algorithm 1 is as follows: in the initial state of the controller ini the initial settings x * 1 (t) ≤ 0 and k ini d are specified. In the controller state approach we have x *
, hence the linear subsystem converges asymptotically towards the origin x = 0. In the controller state wait, the damping of the linear subsystem is increased by switching k d (t) to a higher value k inv d . Moreover x * 1 (t) is set temporarily to the actual value of x 1 (t). Therefore after a short transient behavior to the new desired value x * 1 (t) the convergence of the linear subsystem is stopped at the actual position x * 1 and due to a special choice of Φ the internal state z runs along a stable trajectory (x 1 = x * 1 (t), z(t)) of the zero dynamics until the transition condition tran4 is fulfilled and the controller changes back into the state approach.
As will be explained in detail later on it is important for keeping G invariant to constrain the transient behavior of the controlled Proceedings of the European Control Conference 2001 linear subsystem to aperiodic behavior. This is achieved by demanding
for the switching parameter k d (t).
Therefore the linear subsystem (1)- (2) controlled by (9) has two real eigenvalues λ 1 , λ 2 with a minimum eigenvalue λ min . We now state a proposition on the transient behavior of the controlled linear subsystem, which is an important intermediate result for the following main theorem. (1)- (2) controlled by the switching linear controller (9) . We assume without loss of generality x 1 (0) ≤ 0. If the initial state x(0) fulfills the condition
Proposition 1 Consider the linear subsystem
k d (t) and x * 1 (t) are switched as determined by Algorithm 1 and k d (t) fulfills the aperiodic constraint (10) , then x 2 (t) ≥ 0 for all times t ≥ 0.
Proof : Without loss of generality we assume λ 1 < λ 2 . As both eigenvalues are real, we obtain by standard calculus the real solution x 2 (t) = c 1 λ 1 e λ1t + c 2 λ 2 e λ2t with two real constants
State approach: The switching velocity gain is
With constraint (11) for x 2 (0) we obtain c 2 ≤ 0 and −c 2 ≥ c 1 . From this we can conclude c 1 λ 1 ≥ 0 and hence x 2 (t) ≥ 0 in the case c 1 ≤ 0. If c 1 > 0 the relation −c 2 λ 2 ≤ c 1 λ 1 follows from −c 2 > c 1 , yielding −c 2 λ 2 e λ2t ≤ c 1 λ 1 e λ1t and hence x 2 (t) ≥ 0.
State wait: The switching desired value is x * 1 (t) = x 1 (t) and the switching velocity gain k d (t) is calculated so that (8) holds. If x 2 = 0 we again switch x * 1 (t) = x 1 (t) (tran3, act3), resulting in x 1 (t) = const, x 2 (t) = 0 until the system changes back to the state approach. Thus we have x 2 (t) ≥ 0 during the active time of the state wait. The above point i) can always be fulfilled since by Assumption 1 the zero-dynamics are at least locally stable. Point ii) is needed to assure that the state (x, z) of system (1)- (3) (1)- (2) controlled by (9) while the controller state approach is active calculates aṡ
Proof :
2 . We will next show that with each passing through the state wait, the function V is non-increasing: Let t i denote the time when the state approach becomes passive and t i+1 the time when it becomes active again. Due to Assumption 2 the time t i+1 − t i is finite. Both possible actions act2 and act3 which may occur during the passive time of state approach are so that the inequality conditions
. Therefore, with each passing through the state wait the Lyapunov-like function V does not increase. Due to Assumption 2 the controller state approach remains active at least as long as the system state (x(t), z(t)) is located in the region χ, guaranteeing a minimum time of stay within the controller state approach. Hence after each switching to approach a minimum time of convergence of the linear subsystem follows, assuring a minimum amount |ΔV min | ≥ γ||x||, γ > 0 of decrease of V during the active time of approach. As shown e.g. in [6] this is enough argument to prove asymptotic stability of the switched linear subsystem.
Main Theorem
Consider the invariance function
Assumption (1) assures that with the switching linear controller described in Section 3.1 for the linear subsystem (1)-(2) no escape points exist.
In order to compensate the influence of the control input u on the internal dynamics (3) we calculate a positive γ * by the constraint optimization problem
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with a constant Θ > 1. As Φ is radially unbounded by definition, there always exists a solution for γ * . (x(t), z(t) ) hits ∂G the invariance conditioṅ 
Proof : i)
The time derivativeΦ along the trajectory of system (1)- (2) controlled by (9) follows with our choice of an invariance function (12) and with γ * from (13) tȯ
with u defined by (9) . Due to (13) we have
This and the fact that x 2 ≥ 0 due to Proposition 1 allows to conclude that whenever the system state hits the set ∂G ∩{x 2 > 0}, there exists a suitable velocity gain k inv d (t) and x * 1 (t) so that the invariance condition (8) holds.
ii) Asymptotic stability follows directly from Proposition 2.
Remark 1 It is possible to compute a set of parameters
holds and G is positively invariant with constant 
Experiments with R2D1
The theory developed in the preceding sections is now applied to control the underactuated SCARA-type robot R2D1 shown in Fig. 1 . The first joint is actuated by a direct-drive motor while the second joint is unactuated. The moving plane is inclined versus the gravitational field by an angle α = −π/6. As there is one control input only, but two degrees of freedom, just one joint may be position controlled, while the second one remains uncontrolled and causes internal dynamics. Here, the control goal is to stabilize asymptotically the unactuated joint angle θ 2 at a desired position θ d 2 . Therefore an output function y = θ 2 is defined with the desired value
2 anḋ θ 2 → 0 the internal dynamics approach the zero-dynamics, which mostly include unstable trajectories as shown in Fig. 2 . Therefore R2D1 with y = θ 2 belongs to the class of nonlinear non-minimum phase systems.
Dynamics and Control Goal
The dynamic equations of R2D1 are given by T . The dynamic parameters of (16) are
with driftf = [f i ] and control input vector fieldĝ = [ĝ i ], i ∈ {1, . . . , 4}.
The output function is defined as h(ξ) = ξ 3 with the desired value ξ
In order to feedback linearize system (17) to 1 Note that the gravitational torque is marked by an asterisk * to distinguish it from the control input vector field g(x, z).
normal form, the invertible coordinate transformation (x, z) = Ψ(ξ) and its inverse ξ = Ψ −1 (x, z) with
is used to transform (17) to a global normal form. Applying the state feedback linearizing control law τ = (u − b(ξ))a(ξ)
, we obtain the cascadeẋ
with
The above feedback linearization is valid only if strong inertial coupling holds [13] , i.e. m 12 = 0. With the present system configuration this yields |θ 2 | < 166
• .
Note that the normal form coordinates z still all have a meaningful physical interpretation since z 1 = ξ 3 = θ 2 and z 2 =θ 1 −θ 2ĝ2 /ĝ 4 (θ 2 ) represents the momentum acting on the second joint divided by the term m 12 .
The coordinate transformation (1) is such that LĝΨ i = 0, i ∈ {3, 4}. Therefore the control input u does not affect the internal dynamics in normal form coordinates (x, z), i.e. (18)-(21) is in cascaded form. As a consequence the optimization (13) is not necessary anymore as γ may be set to any positive number. See also related work by [9] for normal forms of underactuated mechanical systems.
Invariance Region Design
As shown in Fig. 2 there exist stable and unstable phase-curves of the zero-dynamics separated by a homoclinic orbit. We obtain a suitable function Φ 0 by the implicit solution for the phase curves of the zero-dynamics of R2D1 with μ ∈ (0; π) as a free parameter measuring the distance between the unstable equilibrium point P u and the stable phase curve. See Fig. 2 (a) for two examples of phase curves with two different values μ 1 and μ 2 . For constant x 1 = x * 1 (t) we choose the boundary ∂G 0 such that it coincides with a stable phase curve of the zerodynamics. The whole boundary ∂G 0 is put together from stable phase curves for a constant μ and x 2 = 0, see also Fig. 2 (b) for a 3D-vision of ∂G 0 . Numerical calculations have shown, that a suitable region χ fulfilling (2) is the surrounding of the line between the stable and the unstable equilibrium point P s and P u , i.e. the surrounding of {(z 2 = 0) ∧ (−x 1 − π < z 1 < −x 1 )}.
Discussion of Experimental Results
The controller gains were set to k p = 180, k the shape of the invariance region were chosen as μ = 1 and |γ| = 0.5. The sign of the desired value is toggled between ±75
• (see the red line in Fig. 3 ).
Note that if x 2 < 0 due to the negative desired value θ d 2 < 0 the parameter γ must also be negative. As can be seen in Fig. 3 (a) the controlled state x converges asymptotically towards the desired value while the internal dynamics z remain stable. As shown in Fig. 3 (b) , the switching Invariance Controller keeps the region G invariant on all points. This is the merit of switching x * 1 (t) and k d (t) as shown in the last two plots of Fig. 3 (b) . When the system trajectory hits the boundary of G, i.e. Φ = 0, the parameters x * 1 (t) and k d (t) are switched such thatΦ < −20 and the trajectory moves back into the interior of G. This can be seen at the point marked with 1 in Fig. 3 (b) . As shown in [11] robustness with respect to uncertain physical parameters can be achieved by demandingΦ < − with > 0 instead ofΦ ≤ 0, where the size of depends upon the amount of perturbations. Moreover the method can easily be made robust w.r.t. time discrete implementation by introducing a distance to the boundary ∂G such that the invariance control detects the state-entering into a small boundary-layer, i.e. Φ ≥ −0.1 instead of Φ = 0. See also http://www.invariancecontrol.de for a movie of this experiment and further information on Invariance-Control. 
Conclusions and Outlook
The main result of this paper is an intelligent switching strategy for control parameters and an invariance region design method which requires only the analytic knowledge of phase curves of the zero-dynamics. This is a major simplification compared with the Invariance Control design method for more general classes of systems, as the zero-dynamics are often well known from a preceding system analyzing step. Thus for a large class of underactuated systems with relative degree two, Invariance Control can be applied. The invariance region forms together with the switching strategy an intelligent switching control which is able to trade off between convergence of the controlled linear subsystem and invariance of a region. The proposed theory has shown its applicability and robustness in an underactuated robot experiment. Furthermore it can be shown that robustness of invariance w.r.t. limited control input can be achieved by changing the geometric shape design parameters μ and γ.
Future work is to address the question if the assumption of a region χ for the system under consideration is necessary for the system to be stabilizable at all.
