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The conversion of energy is one of the most fundamental aspects of physics that we
encounter everyday. The efficiency, i.e., the ability to steer available energy into the
desired outcome, plays thus a crucial role in every technological area. Strategies to
control the energy flow in the desired manner are therefore of fundamental impor-
tance. A good example is a solar-cell where an optical excitation is transformed
into electrical energy. Here, electron-hole pairs are generated by the absorption of
photons and subsequently separated in the p-n junction. The maximum theoretical
efficiency of such a solar cell is given by the so-called Shockley–Queisser limit [1]
and routes to move beyond it are highly sought-after [2]. Possible mechanisms to
do so include:
i) The generation of multiple carriers after absorption of a single photon (carrier
multiplication (CM)) induced by, e.g., impact excitation (IE) [3–5], multiple
exciton generation (MEG) [6–8], or singlet fission [9–11].
ii) The slow down of thermalization of the generated carriers towards the band
bottom. This can be achieved by trapping the excited carriers in a long-lived
state [12–15], i.e., by suppressing available relaxation channels.
All these processes desribed above necessitate an understanding of the optical
excitation and subsequent relaxation and dissipation of the charge carriers, which
can be described as scattering within and between several interacting subsystems
present in the material. These subsystems are commonly described as the orbital-,
spin-, lattice-, and charge degrees of freedom (see figure 1.1 (a)).
These subsystems and their interactions do not only determine the microscopic
pathway of energy flow (e.g., after optical excitation), but they can also result in
effects of technological importance (e.g., superconductivity, colossal magnetoresis-
tance (CMR) and many more). Gaining access to the dynamics in these subsystems
and their interactions is therefore of utter scientific importance and necessitates ex-
periments that are able to approach the relevant energy-, length-, and timescales
(see 1.1 (b)).
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Figure 1.1.: (a) Interplay between the spin- charge- lattice- and orbital degrees of
freedom in a material. (b) Typical time scales and respective line widths
of excitations and relaxations processes in solid materials. Sketched
after [16], whereby the lattice has been rendered using VESTA [17].
In general, pump-probe measurement are considered the method of choice to track
dynamics from atto- to nanosecond timescales. Thereby, the material system is
subject to an excitation (pump) and subsequent induced changes in it’s properties
are tracked (probed) dynamically. The plethora of choices for pump and probe
results in many different approaches, with their distinctive dis- and advantages, e.g.,
(without any valuation): time-resolved Raman spectroscopy [18, 19], time-resolved
crystallography [20, 21], time-resolved magneto-optical Kerr effect (MOKE) [22, 23],
transient absorption spectroscopy [24, 25], ultrafast low energy-electron diffraction
(ULEED) [26, 27] and transmission electron microscopy (UTEM) [28, 29], and many
more.
The method of choice within this thesis is time- and angle-resolved photoemission
spectroscopy (trARPES) which allows to follow an optical excitation and subsequent
relaxation within the electronic band structure (i.e., the charge subsystem) of a
solid-state material on femto- to attosecond timescales. Thereby, an ultrashort laser
pulse is used to excite the material and another time-delayed (∆t) pulse is used to
photoemit electrons from the sample which are subsequently analyzed. In order to
access the full spectroscopic information on the electronic band structure in- and
out-of-equilibrium, time-resolved measurement of multiple observables is required,
i.e., the photoelectron’s energy (E), momentum (k = kx, ky, kz), and spin (↑, ↓) are
desirable [30, 31].
At present, trARPES experiments mostly rely on hemispherical analysers and are
performed utilizing kHz visible, high-harmonic-generation (HHG) or synchrotron
(free-electron laser (FEL)) radiation [32–45], whereby commonly only the energy
(E) and one in-plane momentum direction (kx or ky) within the surface Brilluoin
zone can be measured at once. Other detection schemes, employing time-of-flight
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detectors as the ARTOF or THEMIS machines can measure the energy (E) and both
in-plane momenta (kx,ky) simultaneously but are limited due to their comparatively
low acceptance angle on the order of ±20° [46–50].
New electron spectrometers termed momentum microscopes can circumvent this
issue and measure the full kx, ky resolved photoelectron distribution with an accep-
tance angle of ±90° for typical extreme ultraviolet (EUV) energies. They have been
used so far mostly in static (and spin-resolved) bandmapping employing vacuum
ultraviolet (VUV), HHG or synchroton radiation [31, 51–63], whereby time-resolved
measurements where hindered initially due to the overall low (kHz) repetition rates
and thereof resulting signal distortions due to space charge [64–67]. Different energy
filtering schemes employing hemispherical or time-of-flight (ToF) devices are in use,
whereby ToF necessitates a pulsed and synchronized excitation light source but of-
fers access to all kinetic energies at once, i.e., the full 3D photoelectron distribution
I(E, kx, ky) can be measured.
In terms of light source development, free electron lasers (FELs) and high-harmonic
generation (HHG) are promising EUV sources, which offer ultrashort pulses and
allow to access the electronic bandstructure on femtosecond or even attosecond
timescales within the whole surface Brillouin zone (SBZ) with high (kHz-MHz) rep-
etition rates [68–81].
These recent developments in laser technology and electron spectrometers allow
nowadays for the build-up of a new generation of trARPES experiments, which
grants time-resolved access to the photoelectron’s energy (E) and both inplane-
momenta (kx, ky) simultaneously within the whole SBZ as depicted in figure 1.2.
In this thesis, such a new generation of a trARPES experiment has been suc-
cessfully built up from scratch combining the advantages of a ToF momentum
microscope, i.e., the simultaneous acces to the full 3D photoelectron distribution
I(E, kx, ky), with a lab-based HHG source delivering, femtosecond EUV pulses, and
a flexible pump-beamline all operating at the exceptional repetition rate of 1 MHz.
Thus, this setup allows to track an optical excitation and the subsequent relax-
ation and dissipation with femtosecond time resolution within the whole 3D surface
Brillouin zone.
The first time-resolved momentum microscopy experiments have been demon-
strated recently employing FEL radiation [82, 83], visible light (400 nm) within a
two-photon-photoemission (2PPE) experiment [84] and within this thesis [77–80]
and other works [81, 85–87]) using a lab-based high harmonic generation (HHG)
source, thereby defining the current state-of-the-art in time-resolved momentum
microscopy (trMM) worldwide.
The newly built trMM setup has been benchmarked (chapter 4) and successfully
applied to study the role of Auger recombination in the electron-electron scattering
of graphene (chapter 5), the generation of light-dressed electron energy spectra on
a Au(111) surface (chapter 6), and orbital imaging from a PTCDA monolayer on
Ag(110) [77].
The thesis is structured as follows, in chapter 2 the theoretical background for
the upcoming discussion is introduced. Here, a short overview over time- and angle-
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Figure 1.2.: Energy- and in-plane-momentum resolved photoemission data showing
the electron dynamics at the K-point (i.e., at the edge of the SBZ) of
graphene upon illumination by an infrared femtosecond laser pulse at
an time-delay (∆t) of 10 fs. After [80].
resolved photoemission spectroscopy, light-dressed bandstructures, high-harmonic
generation and selected properties of graphene is given.
Subsequently, the experimental setup and data handling is discussed in detail in
chapter 3 and benchmarked in chapter 4 with emphasis on the capabilities for trMM.
In chapter 5, to the best of my knowledge, the first direct experimental evidence
and quantification of ultrafast Auger recombination in the non-thermal dynamics of
graphene is presented. Here it could be shown that highly excited charge carriers are
generated by Auger recombination right after optical excitation of n-doped graphene
with IR laser pulses on an ultrafast 10 fs timescale.
Floquet engineering is the subject of chapter 6, thereby the material properties are
coherently controlled by periodic driving from, e.g., the electric field of a laser pulse
[88, 89]. This additional time-periodicity results in the creation of Floquet-states,
the temporal analogue of the well-known Bloch states [90, 91]. Such a creation
of a light-matter coupled state represents a coherent modification of the material’s
properties. Commonly, trARPES is seen as the method of choice to identify such
light-dressed states, which will results in so called "sidebands", which are replica
features of the bandstructure spaced by the driving photon energy ~ω. Thereby,
the creation of Floquet-(Bloch) states have to be discerned from the laser-assisted
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photoelectric effect (LAPE), i.e., the dressing of the free electron final states in the
vacuum, which does not represent a coherent modification of the material but also
leads to the generation of sidebands spaced by ~ω [92–95]. In chapter 6 the time-
dependent light-dressed photoelectron distributions from a Au(111) crystal have
been measured exceeding the first surface Brillouin zone to disentangle the envisaged
Floquet-Bloch states from the laser-assisted photoelectric effect (LAPE). Thereby,
the screening of the electric field at the vacuum metal interface has been identified
to hinder the build-up of Floquet-Bloch bands.
The thesis finishes with a short summary discussing the newly built momentum-
microscopy setup and the results gained therewith. Here, the orbital imaging project
is briefly mentioned but not further detailed within this thesis. The interested
reader is refereed to the published manuscript [77]. Subsequently, not yet realized
experimental possibilities are presented and an outlook towards direct control on





Within this chapter, the theoretical background for the upcoming scientific work
is outlined. At first, a general description of the main experimental technique,
i.e., photoemission spectroscopy (PES), is given. Light-dressed bandstructures as
observables in time- and angle-resolved photoemission spectroscopy (trARPES) are
introduced subsequently and are further discussed in chapter 6. Afterwards, the
extreme ultraviolet (EUV) generation scheme, i.e., the high-harmonic generation
(HHG) used for the photoemission spectroscopy is briefly presented. This chapter
finishes with the static and dynamic properties of graphene which were investigated
in chapters 4 and 5.
2.1. Photoemission spectroscopy
Photoemission spectroscopy (PES) is based on the photoelectric effect [96], which
was first observed by Hertz in 1887 [97]. In a simple photoemission experiment
monochromatized light is used to photoemit electrons from a sample, which are
subsequently analyzed. The kinetic energy of the photoemitted electron upon de-
tection is thereby given by [30]:
Ekin = ~ω − φ− EB, (2.1)
with the photon energy ~ω, the sample’s workfunction φ ,and the binding energy of
the electron EB.
Additionally, the electron momentum (k = kx, ky, kz) is a desirable observable to
gain information on the electronic bandstructure EB(k). Therefore, in angle-resolved
photoemission spectroscopy (ARPES) the angles θk, φk, under which the electron
leaves the surface, are measured, which are related to the in-plane momentum k‖,i







Thus, the electronic band structure (E, kx, ky) of the material in equilibrium, i.e.,
the occupied part of the bandstructure1 as given by the Fermi-Dirac distribution,
can be investigated. This results in the well known paraboloid Ekin(k‖,i) describing
the photoemission horizon, i.e., the maximum k‖,i that is accessible for a certain
binding energy of the electrons Ekin and thus depends on the workfunction φ and

























Figure 2.1.: Simplified sketch of a trARPES experiment. a) A photon source de-
livers pump and probe pulses, which are used to excite (pump) the
bandstructure and subsequently photoemit (probe) the electrons within
their out-of-equilibrium distribution stroboscopically. Typically, the an-
gles θk, φk and the kinetic energy Ekin of the photoemitted electrons are
measured by the detector, but also additional information (e.g., the
spin) can be gathered. b) Excitation diagram sketched for a linearly
dispersing bandstructure (grey). The pump (red) photoexcites carriers
into the formerly unocuppied region above the Fermi energy EF, which
can be photoemitted by the time-delayed (∆t) probe (blue).
From this simple picture already several important statements can be deduced
and connected to the trMM setup built-up in this thesis
i) The used photon energy ~ωprobe determines the maximum accessible k‖,i and
EB. Moving to higher photon energies, e.g., using extreme ultraviolet light
(EUV) as delivered by the high-harmonic generation in this thesis, allows to
access the whole surface Brillouin zone (SBZ) and deeper lying electronic states
(higher EB).
ii) The acceptance angle, i.e., the accessible range for θk of the used photoelelec-
tron detector, restricts the visible part of the photoemission horizon, whereby
the momentum microscope allows to measure θk = ±90° for the used photon
energies within this thesis (compare section 3.2).
1 Strictly speaking, only the spectral function A(εi, ki) is directly measured (see section 2.1.1).
Thus, for introductory purpose, we assume here a non-interacting system.
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iii) The parallel detection scheme of the momentum microscope allows to measure
k‖,i for all φk = 0− 360° simultaneously. Thus the full photoemission horizon
is directly imaged, whereas common hemispherical analysers are restricted
to certain φk = const. therefore requiring a rotation of the measurement
geometry.
So far only static ARPES has been discussed, i.e., the equilibrium bandstructure
as defined by the Fermi-Dirac distribution, is probed. To access the unoccupied
part of the bandstructure, i.e., the out-of-equilibrium bandstructure, a pump-probe
scheme is used within this thesis and now further detailed, but also other possibilities
exist, see, e.g., inverse photoemission spectroscopy (IPES) [30].
In a pump-probe photoemission measurement (see figure 2.1 a)) a light source is
used to deliver pump laser pulses to excite the sample, and time-delayed (∆t) probe
pulses are used to measure the subsequent changes in the electronic bandstructure
stroboscopically. The pump thereby brings the material into an excited state which
can, but does not have to, involve an electronic dipole transition as depicted in
figure 2.1 b). Subsequently, the probe pulse photoemitts electrons from the out-
of-equilibrium state and via shifting the controlled time-delay (∆t) snapshots of
the electronic bandstructure during excitation, relaxation, and dissipation can be
measured.
Commonly, the pump photon energy is chosen such that it is much smaller in
comparison to the workfunction of the material (~ωpump  φ) to prevent a strong
background by pump-induced photoelectrons (due to multi-photon photoemission).
First pump-probe photoemission measurements have been performed in the 1980s
[98, 99] within the framework of time-resolved two-photon photoemission (tr2PPE)
and thereby laid the foundation for the interpretation of trARPES, pioneered by
Haight et al. [100, 101], and trMM spectra.
In the following the main theoretical aspects of photoemission will be presented, a
more detailed discussion can be found in the respective literature (see, e.g., [30, 102–
107]).
2.1.1. Photoemission theory
In general the photoemission process can be described by Fermi’s golden rule be-





∣∣∣〈ΦNf |Hint|ΦNi 〉∣∣∣2 δ(ENf − ENi − ~ω), (2.3)
and a small perturbation by the interaction Hamiltonian Hint:
Hint =
e





A · p̂, (2.4)
here A is the vector potential of the incident electromagnetic wave, p̂ = i~~∇ is
the momentum operator and the δ-function ensures energy conservation upon the
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transition from the initial energy ENi to the final energy ENf of the N-electron state.
The commutation relation leads to (A · p̂ + p̂ · A = 2A · p̂ + i~(~∇ · A)), whereby
commonly the terms i~~∇ ·A (surface photoemission; see, e.g., [108]) and A2 (two
photon process) are neglected. Additionally, for typical wavelengths λ used in pho-
toemission the dipole approximation is justified since it is much larger compared to
the inter atomic distances.
Commonly, photoemission is discussed within in the so-called sudden approximation
(for a discussion beyond the sudden approximation see, e.g., [109]), which assumes
that the response of the system to the creation of the photoinduced hole is instan-
taneous and that the interaction of the escaping photoelectron and the remaining
system is negligible. Thus the final state
∣∣∣ΦNf 〉 can be written as [30]:∣∣∣ΦNf 〉 = ∣∣∣φf,E,kf〉∑
s
∣∣∣ΦN−1f,s 〉 , (2.5)
where ∑s ∣∣∣ΦN−1f,s 〉 are the s final states of the interacting (N-1) remaining electrons
within the system and
∣∣∣φf,E,kf〉 is the single-particle wavefunction of the photoemit-
ted electron with energy E and momentum kf . This can be viewed as the read-
justment of the (N-1) electrons in s different configurations to minimize the overall
energy upon creation of the photohole. In a similar way, one can use a single-particle
view for the initial state
∣∣∣ΦNi 〉, i.e.:∣∣∣ΦNi 〉 = ∣∣∣φi,ki〉 ∣∣∣ΦN−1i 〉 , (2.6)
with the single-particle initial state wavefunction
∣∣∣φi,ki〉. The photocurrent I (in-
tensity) of electrons with kinetic energy E and momentum kf reaching the detector
can be written to:






δ(ENf − ENi − ~ω)︸ ︷︷ ︸
energy conservation




whereby the summation is over all possible initial states i and excited final states s
of the (N-1) electron system. This equation can be further simplified with definition
of the matrix element |Mfi|2 [30]:
|Mfi|2 =
∣∣∣〈φf,E,kf |Hint|φi,ki〉∣∣∣2 , (2.8)
and: ∑
s
∣∣∣〈ΦN−1f,s |ΦN−1i 〉∣∣∣2 = A(εi, ki)f(εi), (2.9)
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with the definition of the spectral function A(εi, ki) and the distribution function
f(εi), which are evaluated at the photoelectron’s initial state energy εi. In thermal
equilibrium the distribution function f(εi) is given by the Fermi-Dirac distribution.
In total the photocurrent can be written as:
I(E, kf ) ∝
∑
i
|Mfi|2 f(εi)A(εi, ki) δ(ENf − ENi − ~ω)︸ ︷︷ ︸
energy conservation
δ(E − ENf + φ)︸ ︷︷ ︸
detection
, (2.10)
i.e., the measured photocurrent is directly related to the spectral function A(εi, ki)
of the sample, weighted by the matrix element |Mfi|2 and the distribution func-
tion f(εi), which in principle can all show a time-dependence after excitation [110].
Commonly today, time-reversed LEED states are used in the description of the
photoemission process for the final state in a one-step model (see, e.g., [104–106]),
which give good results compared to experimental band mapping. Within this thesis
however, the focus lies on the excitation and subsequent relaxation of the electronic
system and no high-resolution band mapping is performed. Therefore, throughout
this thesis the simpler three-step model is used, which is presented in the subsequent
section.
2.1.2. The three step model
Berglund and Spicer have developed the so-called three-step model [111], which is
used for the interpretation of photoemission experiments. The main idea of the
three-step model is depicted in figure 2.2, whereby the photoemission process is di-
vided into three independent parts, which will be briefly discussed in the subsequent
sections:
1 The photoexcitation of an electron within the solid by an absorbed photon.
2 The propagation of the quasi-free electron towards the surface.
3 The transition of the electron into the vacuum.
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Figure 2.2.: Schematic depiction of the three step model, whereby the photoemission
process is divided into three independent steps. (1) The photoexcitation
within the solid by a photon of energy ~ω. (2) Transport of the excited
electron towards the surface, thereby the measured spectrum changes
due to the concomitant build up of secondaries as shown. (3) If the
momentum of the electron perpendicular to the surface is high enough
to overcome the work function φ it refracts and escapes into the vac-
uum. Reprinted/adapted by permission from Springer Nature Customer
Service Centre GmbH: Springer Nature, Photoelectron Spectroscopy by
Stefan Hüfner ©(2003) [30].
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1st Step: Photoexcitation
The photoexcitation is again modelled with Fermi’s golden rule, assuming a small
pertubation by the interaction Hamiltonian Hint ≈ emcA · p̂. The matrix element
is now evaluated between initial- (φBlochi ) and final-Bloch states (φBlochf ) within the
solid to:
|Mfi|2 =
∣∣∣〈φBlochi |Hint|φBlochf 〉∣∣∣2 . (2.11)
2nd step: Propagation
The excited electrons travel towards the surface, whereby concomitant elastic and
inelastic scattering events occur resulting in a tail of secondaries (scattered) elec-
trons. Therefore, the inelastic mean free path of the electrons gives rise to the surface
sensitivity of PES, especially in the UV/EUV regime (see figure 2.3). One can notice
that for a significant range of kinetic energies the mean free path is only on the order
of several Å and quite material independent2, meaning that with EUV light only the
surface can be probed without a significant contribution by secondary (scattered)
electrons. The universal behaviour of the mean free path is related to the binding
energy of the electrons, i.e., for Ekin  EB the electrons can be approximately
described by a free-electron gas, resulting in a similar (electron-electron)-scattering
behaviour and thus a comparable mean free path [30].
Figure 2.3.: Electron mean free path as a function of their kinetic energy for various
materials. The data shows a minimum around kinetic energies Ekin of
50 - 100 eV on the order of 2-5 Å. Reprinted/adapted by permission
from Springer Nature Customer Service Centre GmbH: Springer Nature,
Photoelectron Spectroscopy by Stefan Hüfner ©(2003) [30].
2 Therefore, the electron mean free path is sometimes referred to the universal curve.
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3rd step: Penetration
If the electron’s momentum perpendicular to the surface k⊥ is sufficiently high to
overcome the workfunction φ the electron refracts and escapes into the vacuum [111]
(otherwise it will be totally reflected). The work function thereby depends on the
sample’s surface chemistry and the present interactions (see, e.g., [112–115]). Within
this process the in-plane momentum vector k‖ is conserved up to an reciprocal lattice
vector G‖ due to the translational invariance along the surface. This process is
depicted in figure 2.4 and allows in ARPES measurements to discern the in-plane






with the kinetic energy of the free electron in the vacuum Ekin. The conservation of
the in-plane momentum results also in the so-called photoemission horizon, which
depicts the maximal in-plane momentum for a given kinetic energy. This can easily
be seen if we rearrange eq. 2.12 and use k‖,i =
√





resulting in the well known paraboloid describing the photoemission horizon. One
has to note that since k⊥ is not conserved across the surface it’s determination is












Figure 2.4.: a) Momentum relations at the crystal-vacuum interface, whereby the
momentum component parallel to the surface is conserved up to an
reciprocal lattice vector G‖ due to the translational invariance. This
allows to connect the measured angle θ with the momentum information
k‖,i in the initial state of the measured electron (eq. 2.12). b) Schematic
depiction of the photoemission horizon (paraboloid), which shows the
maximum k‖,i for a given kinetic energy Ekin.
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2.2. Light-dressed bandstructures
Femtosecond engineering of bandstructures and subsequent related properties in con-
densed matter can be envisaged by so-called Floquet engineering [88, 89]. Thereby,
the quantum system is shaped by a periodic driving of, e.g., an intense laser pulse,
which results in Floquet states (the temporal analogue of the well known Bloch
states) [90, 91]. Here trARPES is the method of choice to probe such light-dressed
bandstructures, due to its capability to map out-of-equilibrium bandstructures on
femto- to attosecond timescales. For a clear identification of Floquet-(Bloch) bands,
the laser-assisted photoelectric effect (LAPE) has to be considered additionally [92,
93], since both effects lead to replica photoemission lines, whereby only the Floquet-
(Bloch) bands represent a coherent modification of the quantum system (compare
figure 2.5). In this section a brief introduction will be given to Floquet physics and
LAPE induced by a driving infrared (IR) light pulse, which was used throughout
this thesis. A more detailed description can be found in chapter 6, where the scat-
tering between LAPE and Floquet sidebands and the effect of screening is modelled




















Figure 2.5.: Schematics for the electromagnetic dressing with IR light of (a) Bloch
bands, yielding Floquet-Bloch bands, and (b) quasi-free electrons, lead-
ing to LAPE. In both scenarios, sidebands (n±1, dashed line) of the
main photoemission spectral feature (n0, solid line) are observed in the
photoemission experiment. (c) Both processes terminate at the same
final state energy, requiring the consideration of scattering amplitude
between both processes. Taken from [79].
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2.2.1. Floquet theory
Within this brief discussion of Floquet theory the concept of sidebands, as observable
by trARPES, should be introduced. The interested reader is referred to additional
articles on the subject (see, e.g., [93, 120–125]). The starting point of the discussion
is a time periodic Hamiltonian H with period T describing the light-matter coupled
system:
H(t) = H(t+ T ). (2.14)
Floquet theory states that steady state solutions to the time-dependent Schrödinger
equation:
H(t) |ψ(t)〉 = i~∂t |ψ(t)〉 , (2.15)
can be written as [121]:
|ψ(t)〉 = |uα(t)〉 e−
i
~ εαt. (2.16)
These states ψ(t) are the so-called Floquet states with eigenvalues (quasienergies)
εα and time-periodic Floquet modes |uα(t)〉 = |uα(t+ T )〉. Note the similarity to a
Bloch state [126] ψBloch(r) = eikru(r), where u(r) = u(r+R) is periodic with respect
to a lattice vector R.
The quasienergies εα are only uniquely defined up to integer multiples n of ~ω, with
ω = 2π
T
(Note that within Floquet theory one often also find Ω instead of ω.), since:
uα′ = e−inωtuα = uαn (2.17)
yields the identical solution with shifted quasienergy εα′ = εα +n~ω = εαn. Thus all
solutions can be mapped into a first Floquet- or Brillouin zone obeying −~ω/2 ≤
εα ≤ ~ω/2. The quasienergy spectrum can then be copied at intervals of ~ω to yield
the full quasienergy spectrum. The solutions |ψ(t)〉 can be written in a discrete




e−i(εα+n~ω)t/~ |n〉 , (2.18)










From equation 2.18 an intuitive picture can be gained [123], i.e., the steady state
solutions |ψ(t)〉 can be written as a linear combination of states with energies
εα+n~ω and probability (or occupation) 〈n|n〉. Further insight can be gained from a
schematic picture within the 2D Dirac Hamiltonian (compare figure 2.6). Following
the work by Farrel et al. [123]: We start from a periodic driving with frequency ω
but negligible amplitude, i.e., the electrons are in the eigenstate of the static Hamil-
tonian. Turning on the periodic driving leads the electrons to develop probability
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to emit/absorb photons and their formerly unit probability of being found in a cer-
tain Floquet zone is smeared out into adjacent Floquet zones. These copies of the
formerly undriven bandstructure with seperations of ~ω are theso-called sidebands
that can be observed in trARPES [123]. Interesting effects occur when states of
different photon order n hybridize, which can lead to band gap openings and allows
for Floquet engineering of quantum material.
Figure 2.6.: Upon driving, the original Dirac cone is split into sidebands (corre-
sponding to different Floquet zones), whereby their probability is color
coded (less intense = less probability). If there is no hybridization
between the different photon orders only sidebands appear with separa-
tion ~Ω = ~ω. On the other hand if they hybridize, the bandstructure is
modified and additional band gaps open up. Adapted with permission
from Ref. [123]. Copyrighted by the American Physical Society.
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2.2.2. Laser-assisted photoelectric effect
The laser-assisted photoelectric effect (LAPE) is a final state effect in photoemission
[94, 95, 127], which leads to the generation of so-called sidebands, i.e., replicas of
the main photoemission lines separated by the driving light photon energy. From a
theoretical point of view it can be understood by considering a Volkov wave φV (r, t)
[128] as the final state in photoemission [93, 95, 129, 130]:















with the ponderomotive potential UP = e
2E20
4meω2IR
, the eigenenergy of the state ~ωf ,
the generalized Bessel function Jn and the LAPE parameter α:
α = e
meω2IR
E · k. (2.21)
For the typical IR driver conditions used throughout this thesis the pondermotive
potential is only on the order of 10 meV is therefore neglected in the following3.
The transition from an initial state to a final state in photoemission is here calcu-
lated within first-order time-dependent perturbation theory (Born approximation
[93, 129]) employing a scattering matrix description. The transition rate from an
initial state φi = φi(r)e−
i
~ (~ωit) to a final Volkov state reads:















with the photoemission matrix element Mfi=〈φf (r)|A · p̂ |φi(r)〉 generated by the
spatial parts of the wavefunction. The photoemission intensity of the n-th sideband
is thereby given as:
In ∝ |Mfi|2 Jn(α)2. (2.23)
Note that the Bessel function obeys: J−n(α) = (−1)nJn(α) for integer n so that
the intensity of the sidebands In = I−n. Moreover, one can approximate the Bessel






One can directly see that the intensity of the first sideband follows directly the
intensity (compare 2.21) of the driving light pulse and scales with 1
ω4IR
. Thus, it
can be used in a trARPES experiment to estimate the cross-correlation between
3 Thereby the generalized Bessel function reduces to the ordinary Bessel function of the first kind.
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pump and probe pulses [32, 35, 46, 94, 131]. Additionally, LAPE was successfully
utilized to study femto- to attosecond-dynamics [69, 132–137] and recently the first
observation of LAPE from liquid surfaces has been made [138].
2.3. High-harmonic generation
High-harmonic generation was utilized in this thesis to generate EUV pulses, which
were used to probe the out-of-equilibrium bandstructure of solids. In this section a
very brief summary of the high-harmonic generation process should familiarize the
unaccustomed reader with this EUV generation scheme. Much more details can be
found in the literature and the interested reader is referred to review articles on the
topic, e.g., [139, 140].
Three-step model of high harmonic generation
High harmonic generation can occur when an atom is subject to an intense laser
pulse, which results in coherent EUV/XUV bursts and was first oberseved in 1987/88
[141, 142]. The three-step model of high-harmoinc generation, a semiclassical model
to understand the microscopic processes behind the HHG, has been developed by
Corkum and Kulander et al. [143, 144] and will be presented in this section (a
full quantum mechanical description is also available, see, e.g., [145]). A schematic
depiction of the three-step model is shown in figure 2.7. At first (1) the intense laser
pulse disturbs the Coulomb potential of the atom, allowing for a tunnel ionization4
of an electron. Subsequently (2), the free electron is accelerated in the electric field
of the laser pulse, while accumulating kinetic energy Ekin. The oscillatory behavior
of the electric field allows for trajectories of the electron returning to it’s parent ion
(see fig. 2.8) and therefore for a certain probability of the electron recombining with
it’s parent ion (3). The excess energy in this process, i.e., the ionization potential
Ip and the accumulated kinetic energy Ekin in the electric field, is set free in form
of a photon.
Depending on the time of ionization ti the electron follows different trajectories,
which can be calculated classically only taking into account the electric field of the
laser pulse. In this calculation, moreover, the initial velocity v and position x of the
electron upon ionization are assumed to coincide with the parent atom, i.e., v(ti)=0
and x(ti) = 0 [150–152]. The result is shown in figure 2.8, where the y-axis shows the
time-dependent position of the electron and the x-axis describes the time in terms of
the laser period T . The excess kinetic energy in the moment of recombination (i.e.,
4 Assuming a Keldysh parameter γ =
√
Ip
2Up  1 [146], where tunnel ionization dominates. For
γ ≈ 1 the multiphoton ionization has to be taken into account additionally, which is usually
relevant for short-wavelength driving laser pulses [147, 148]. For extreme laser parameters the
Keldysh parameter is no good measure of the ionization process any more and additional care has
to be taken [149].
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Figure 2.7.: Schematic depiction of the three step model. (1) The intense laser field
disturbs the Coulomb potential so that an electron can tunnel into the
continuum. (2) The electron is accelerated in the electric field, therby
accumulating kinetic energy Ekin, which is subsequently released (3)
upon recombination in form of an EUV/XUV photon. Adapted with
permission from Ref. [139]. Copyrighted by the American Physical
Society.
when crossing y=0) is colorcoded from red (lowest) to blue (highest). Moreover, one
can notice that electrons which are ionized too early do no reencounter it’s parent ion
and thus they do not contribute to the HHG process. The maximum excess kinetic
energy upon recombination can be calculated classically or quantum mechanically
to be Emax = 3.17 UP , with the ponderomotive potential UP = e
2E20
4mew2 describing the
average kinetic energy of a free electron in an oscillatory electric field. Therefore,
the cut-off energy is defined to be Ecut−off = Ip + 3.17 UP as the maximum photon
energy reachable by the HHG process.
The macroscopic high-harmonic spectrum
In a reasonable description of the macroscopic high-harmonic spectrum, i.e., from
several atoms and generated over several laser cycles, additional aspects have to be
taken into account. At first, since the generation of high-harmonics occurs twice
per laser cycle it results in a spectrum of harmonics spaced by two times the laser
frequency 2ω. This can easily be seen by considering the Fourier transform from the
time- to the spectral domain. Additionally, only the odd harmonics make up the
HHG spectrum, due to the inversion symmetry between upper- and lower half-cycles
leading to destructive interference of the even orders.
Considering the macroscopic response of all gas atoms in the presence of the in-
tense laser pulse the resulting EUV/XUV light from different atoms needs to add
up coherently, i.e., the phase velocity of the driving laser has to match the phase
velocity of the required harmonic. This is termed phase matching condition and can
be expressed by the wave vector mismatch (∆k = 0) between the driver and the
harmonic. In the HHG process the wave vector mismatch can be described by:
∆k = ∆kn + ∆kg + ∆kp + ∆kq, (2.25)
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Figure 2.8.: Top: Classical trajectories of the electrons upon ionization at different
times ti in comparison to the optical cycle of the laser pulse (solid grey
line). The excess kinetic energy upon recombination with the parent
ion is colorcoded in units of the ponderomotive potential Up. Bottom:
The time of ionization (red) and recombination (blue) and their kinetic
energies showing the long- (long-dashed) and short-trajectories (short-
dashed). Adjusted from [150].
with contributions from the dispersion of the neutral gas ∆kn and the generated
plasma ∆kp, the phase-mismatch due to the generation geometry ∆kg, and the
phase-mismatch due to the single-atom dipole phase ∆kq, i.e., the phase the elec-
tron picks up while travelling in the continuum. A more detailed description of
the different contributions can be found, e.g., in [139, 151–154]. Moreover, the reab-
sorption of the generated EUV/XUV light in the medium has to be considered [151].
2.4. Static properites of graphene
Graphene is the main topic in chapters 4 and 5, where it was used to benchmark the
newly built trMM setup and to study the role of band-crossing Auger recombina-
tion in it’s dynamics after optical excitation. The static and dynamical properties
of graphene will be briefly discussed here, with an emphasis on the dynamical prop-
erties, i.e., the optical excitation and subsequent relaxation of the electronic system.
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2.4.1. Introduction
Graphene is an allotrope of carbon, where the atoms form a two dimensional hexag-
onal lattice (see fig. 2.9), which has first been isolated (2004) and subsequently
studied by the group of A. Geim. and K. Novoselov [155]. Both of them were
awarded with the nobel prize in physics (2010) for their groundbreaking experi-
ments. Graphene shows a manifold of interesting properties, e.g., the extraordinary
mechanical strength [156, 157], the ultrahigh carrier mobility [158, 159] and the huge
thermal conductivity [160, 161], which among others have sparked immense research
and commercial interest.
2.4.2. Structure
The hexagonal lattice structure of graphene is described by a two-atom basis (A and
B in figure 2.9) with lattice unit vectors a1 = a2(3,
√
3) and a2 = a2(3,−
√
3), where
a describes the carbon-carbon distance of a ≈ 1.42 Å [162–164]. Each carbon atom
is sp2 hybridized, resulting in the trigonal planar structure of σ-bonds, which are
responsible for the extraordinary mechanical strength [156]. These states are fully
occupied and form a deep valence band. The residual electrons in the pz orbitals
compose the delocalised π- and π∗-bands, which are responsible for most of the
striking electronic properties of graphene [165].
Figure 2.9.: Left: Real space structure of graphene, showing the two triangular sub-
lattices A & B (colored in blue and yellow) with the lattice unit vec-
tors a1, a2. The vectors δ1, δ2, δ3 point towards the nearest-neighbours.
Right: Brillouin zone of graphene with reciprocal lattice vectors b1, b2.
Reprinted figure with permission from A. H. Castro Neto, et al., The
electronic properties of graphene, Rev. Mod. Phys., 81:109–162, 2009,




The tight-binding description for graphene, first done by P.R. Wallace [166] (1947),
is quite successful in explaining the bandstructure and many of it’s associated in-
teresting properties. Since it will be the foundation for upcoming sections it will

















considering hopping between nearest and next-nearest neighbours with their respec-
tive energies t and t′. The operator a†σ,i (bσ,i) creates (annihilates) an electron with
spin σ = (↑, ↓) on site Ri within sublattice A (B). The solutions to the single-particle
Schrödinger equation have the form:
E±(kx, ky) = ±t
√
3 + f(kx, ky)− t′f(kx, ky), (2.27)
with f(kx, ky):
f(kx, ky) = 2 cos(
√










The eigenenergies E± as a function of the momenta kx, ky describe the bandstructure,
where - (+) applies to the lower (upper) π(π∗)-band. The dispersion relation is
shown in figure 2.10 for t = 2.7 eV and t′ = 0.2 t. The hopping energies can be
inferred from first-principles calculations[167–169] or by comparision to experiments
[170, 171]. The touching points between the π- and π∗-band are located at K and
K’ points (see figure 2.9) and usually referred to as Dirac points due to their linear
band disperion in their vicinity (see section 2.4.4).
2.4.4. The 2D Dirac Hamiltonian of graphene
All electronic excitations at low energies happen close the Dirac points in graphene.
It is therefore sufficient to describe the bandstructure close to the K and K’ points in
most of the cases. We start with the beforehand derived bandstructure of graphene
in the tight-binding model. Expanding equation 2.27 around the K point for small
momenta q (i.e., k = K + q) up to second order in qK reads [162]:








with the Fermi velocity νF = 3ta2 ≈ 1 · 10
6 m






Fermi velocity is in first order independent of energy and momentum, which is a
direct consequence of the linear dispersion relation. Moreover, a threefold symmetry
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Figure 2.10.: Bandstructure E(k = (kx, ky)) for graphene, which follows from the
tight-binding Hamiltonian in equation 2.26. The hopping energies
are chosen to t = 2.7 eV and t′ = -0.2 t. The energy axis is in
units of t. A close up near one of the Dirac points is shown, em-
phasizing the linear dispersion relation in it’s vicinity. Reprinted
figure with permission from A. H. Castro Neto, et al., The elec-
tronic properties of graphene, Rev. Mod. Phys., 81:109–162, 2009,
DOI:https://doi.org/10.1103/RevModPhys.81.109 [162]. ©2021 by the
American Physical Society.
(sin(3θq)) in momentum space is obvious, which results in the so-called trigonal
warping. This is shown in figure 2.11.
Similarly, the Hamiltonian around the K-point can be expressed for t′ = 0 as (for
the derivation see, e.g., [162, 173]):
H = ~νF q · σ, (2.30)
with the Pauli matrices σ = (σx, σy) resulting in the famous 2D Dirac equation in
the vicinity of the K point:
~νF q · σ φ(q) = E φ(q), (2.31)









for the corresponding eigenenergies E = λ~νF = ±~νF for the upper- and lower half
of the Dirac cone. These eigenstates are also termed spinors (or spinor wave func-
tion) due to their similarity with spinor wavefunctions in Quantum electrodynamics
(QED) [162, 174]. The derivation for the solutions and eigenenergies around the K’
points follows the same routine and is therefore omitted here.
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Figure 2.11.: (a) Fermi-surface map of graphene grown on SiC. The dotted line repre-
sents the boundary of the Brillouin zone. The arrows depict the recip-
rocal lattice vectors. (b) Fermi surface near the K point. The dashed
line represents an ideal Dirac band, whereas the solid line shows the
correction due to warping. (c) A schematic of the ARPES intensity,
which is endcoded in the thickness of the line. The different inten-
sity along the Dirac cone can be described with the dark corridor (see
section 2.4.5). Reprinted figure with permission from C. Kim, et al.,
Imaging the electron density in solids by using multi-brillouin-zone an-
gle resolved photoelectron spectroscopy, Phys. Rev. B, 82:235105, Dec
2010, DOI:https://doi.org/10.1103/PhysRevB.82.235105 [172]. ©2021
by the American Physical Society.
Pseudospin in graphene
The eigenstates in graphene can be characterized according to their helicity, which
is defined as [162]:








which makes the helicity a good quantum number (within the 2D Dirac Hamilto-
nian). The pseudospin (λ2 ) thereby points either in (λ = +1) or against (λ = −1)
the direction of momentum q (Note, that q is defined with respect to the K point
and not the Γ point). The concept of the pseudospin can be best understood within
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a Bloch sphere (see figure 2.12) [175, 178]. The pseudospin thereby points in the






= cos(φ/2)ΨA(q) + eiθ sin(φ/2)ΨB(q). (2.35)
Here the state |Ψ〉 has been written out in the form of the two Bloch waves on
the sublattices A and B (see, e.g., [162, 175–177] for the construction of the Bloch
waves). A pseudospin pointing up (down) corresponds to a Bloch state having
only sublattice ΨA (ΨB) character, whereas the in-plane angle θ corresponds to the
relative phase between the two Bloch waves on the sublattices A and B [175, 178].
Within the description of graphene by the 2D Dirac hamiltonian (eq. 2.30) the
pseudospin only points in the equatorial plane (rotates only along θ), i.e., both
Bloch waves (on sublattices A and B) have always the same weight and only the
respective phase changes. The pseudospin can aid in the description of several
effects, i.e., the photoexcitation within the 2D Dirac Hamiltonian can be described
as pseudospin-flip excitation [179] (see section 2.5.1) and Coloumb scattering can be
seen as predominately pseudospin conserved (due to the coherence factor, see sec.
2.5.2).
Figure 2.12.: Left: Bandstructure of graphene at the K-point with it’s pseudospin
orientation (depicted by the arrows). Middle: The pseudospin orienta-
tion is only dependent on the relative momentum and not the energy
(sketched by the dashed circles). Right: The pseudospin representation
on the Bloch sphere. Within the 2D Dirac Hamiltonian the pseudospin
only rotates in the equatorial plane. This figure is taken from [178].
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2.4.5. Dark corridor in graphene
The dark corridor in graphene describes the photoemission matrix element effect,
which turns part of the Dirac cone invisible in photoemission (corresponding |Mfi,λ|2 ≈
0, see figure 2.11) and depends on the used photon energy and polarization of the
probe beam [175, 180–183]. It can be understood within the three-step model with
a final Bloch state expressed as [175, 181]:










∣∣∣〈φBlochf (qf ) |Hint|φλ(qi)〉∣∣∣2∑
s
∣∣∣〈ΦN−1f,s |ΦN−1i,λ 〉∣∣∣2
δ(ENf − ENi − ~ω)︸ ︷︷ ︸
energy conservation








(σxAx + σyAy). (2.38)
Seperating the spectral function into parts of the π and π∗ band (corresponding to




∣∣∣〈φBlochf (qf ) |Hint|φλ(qi)〉∣∣∣2︸ ︷︷ ︸
|Mfi,λ|2
A(εi,qi, λ)f(εi)
δ(ENf − ENi − ~ω)︸ ︷︷ ︸
energy conservation




The matrix element |Mfi,λ|2 results in:
|Mfi,λ|2 =
〈
φBlochf (qf ) |Hint|φλ(qi)
〉 〈



















2(1 + λ cos(θq − 2θA)).
(2.40)
The approximation of a final Bloch state seems to be justified for the used photon
energy of 26.5 eV in this thesis. Only for higher photon energies ~ω > 40 eV
deviations were observed, as has been nicely shown by Gierz et al. [180], where they
were able to illuminate the dark corridor for ~ω = 52 eV (s-pol.). This behavior was
understood by taking into account time-reversed spin-polarized low-energy electron
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diffraction (SPLEED) states for the final state in photoemission.
2.5. Dynamical properties of graphene
Whenever an electronic system is brought out-of-equilibrium by, e.g., an optical ex-
citation, the overall dynamics are governend by the different interactions present.
These many-body interactions play also an important role in the following dynamics
of graphene. From previous experimental- as well as theoretical studies a descrip-
tion of the hot charge carrier dynamics in graphene has evolved (see figure 2.13).
At first, the optical excitation in graphene creates an asymmetric distribution of
electrons and holes in the Dirac cone, which is described by an angle dependent
transition probability [179, 184–191]. After that a hot Fermi-Dirac distribution is
established within the electron (e−) and the hole (h+) system on several tens of fem-
toseconds by Coulomb scattering, however with momentum-dependent temperatures
[4, 36, 179, 192–200]. Subsequently, the isotropisation, thermalization in-between
the e−- and h+-system, and cooling of the electronic system is dominated by scat-
tering with optical phonons on a timescale of ∼ 200 fs [185, 189, 201–206]. Finally,
cooling via acoustic phonons/supercollisions brings the system back to equilibrium
on ps timescales [201, 205, 207–214]. Obviously, the overall dynamics and timescales
depend on several conditions (doping, screening, pump fluence, ...) and a clear sep-
aration between all the temporally overlapping processes is not always possible.
In the following part the different steps describing the hot charge carrier dynamics


















Figure 2.13.: Dynamics in graphene after an optical excitation. The excitation by
light leads to an anisotropic carrier distribution which thermalizes on
several tens of fs towards a quasi-equilibrium with still a momentum de-
pendent temperature. Further isotropization and thermalization leads
to a homogeneous hot-equilibrium (i.e., described by a single Fermi-
Dirac distribution), which cools back towards the cold-equilibrium on
ps timescales. After [175].
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2.5.1. Optical excitation
The anisotropic distribution after an optical excitation has been predicted for graphite
[186] and subsequently for graphene [184, 185] and was experimentally observed by
several groups[179, 187–191, 215]. It can be easily understood by taking into account
the two-dimensional Dirac Hamiltonian and Fermi’s golden rule. The transition rate




|〈φf (qf ) |Hint|φi(qi)〉|2 δ(Ef − Ei − ~ω), (2.41)
with φf , φi being the final- and initial state wavefunction and Hint the interaction
Hamiltonian, while δ(Ef − Ei − ~ω) ensures energy conservation. The momentum
transfer from the photon can be neglected since kphoton  qi,qf , resulting in a
vertical transition: qi = qf = q. The interaction Hamiltonian has already been





∣∣∣∣evFc (−iAx sin(θq) + iAy cos(θq))
∣∣∣∣2 .
Using polar coordinates for the vector potential, i.e., Ax = A cos(θA) and Ay =







From here the anisotropic excitation can directly be seen. It is maximal in the
direction perpendicular to the vector potential (or electric field), whereas there is
no excitation in the direction parallel to it as shown in figure 2.14 [175, 188, 216].
Depending on the scattering dynamics the optical excitation can saturate due to an
increased state blocking (Pauli blocking) which becomes increasingly important for
fluences in the mJ/cm2-range [216].
E Eky 0
0 0
kx-K  kx-K  
𝞹*







Figure 2.14.: a) The optical excitation (red arrows) leads to anisotropic distribution
of carriers (shaded blue) where the resonance condition is fulfilled (E =
ER). b) Optical interband transition rate (shaded blue) for different
directions of the electric field vector (red arrow). After [175].
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2.5.2. Electron-electron scattering
The Coulomb mediated scattering processes dominate the dynamics in graphene for
the first 0 − 50 fs and their interplay determine effects like, i.e., the carrier mul-
tiplication [4, 192–194] and the population inversion [36, 194, 195], both of which
have sparked immense research interest due to the possible application in optoelec-
tronics [217]. While in general the Coulomb interaction is long range it is subject
to screening by mobile charge carriers in solid state physics, leading to an effec-
tive short range interaction. In graphene, however, screening can be substantially
reduced by it’s dimensionality and the vanishing density of states near the Dirac
point [218, 219].
In this section, the main aspects of Coulomb mediated scattering mechanisms in
graphene will be discussed briefly within the linear dispersing bands (see, e.g., [220–
222] for a discussion about additional effects, like the trigonal warping or band
renormalization on the scattering). In figure 2.15 the different two body Coulomb
mediated scattering mechanisms for an n-doped graphene sample are sketched. The
scattering events can occur in the same band as intraband scattering or between
different bands as interband scattering, whereby the Auger-like processes increase
(Impact excitation, short: IE) or decrease (Auger Recombination, short: AR) the











Figure 2.15.: Sketch of two body Coulomb-mediated scattering events in photoex-
cited n-doped graphene. The Fermi edge is denoted by the dotted line
and the arrows mark the transition from the initial state to the final
state in the scattering process. The scattering events can occur in the
same band as intraband scattering and between bands as interband
scattering. The Auger-like processes increase (Impact excitation; IE)
or decrease (Auger recombination; AR) the number of carriers in the
conduction band.
The transition rate per unit time for an electron with momentum k1 scattering
30








δ(k1 + k′1 + q)δ(k′2 − k2 − q)︸ ︷︷ ︸
momentum conservation




with the momentum transfer q, the occupation function fk2 , the coherence factor
Fk2,k′2 (sometimes also referred to as chirality- or Dirac factor) and the screened
Coulomb potential Ṽq given as [185, 223, 224]:
Ṽq =
Vq




Whereby, εeff describes the effective static dielectric constant (due to the substrate
environment) and ε̃(q) describes the corrections due to screening, which can be
included statically [185, 225] or dynamically [223, 226–228].
The coherence factor Fk2,k′2 arises due to projection of initial onto final spinor states






cos(θk2 − θk′2)), (2.44)
with λ = 1(−1) for the upper (lower) half of the Dirac cone, as derived in section
2.4.4. From this point of view already some major statements can be made about
Coulomb scattering in graphene:
i The dielectric environment rescales the coulomb interaction and therefore di-
rectly influences the observed dynamics in graphene [230].
ii The intervalley (K to K’) scattering is suppressed with increasing momentum
transfer q and is therefore neglected in the following discussion [185, 231, 232].
iii The electron-electron dynamics show a strong fluency [189, 193, 216, 233, 234],
pump photon energy [189, 233], and doping dependence [235], which can be
understood due to the difference in available phase space (due to the occu-
pation functions fk) for the respective scattering pathways. In general with
increasing fluency faster dynamics can be expected [189, 193, 216, 233, 234],
whereby even Pauli blocking [195, 197] can occur and influence the dynamics.
Intraband scattering
Intraband scattering is a process where k1,k′1,k2,k′2 are within the same band
(λk1 = λk′1 = λk2 = λk′2). From the coherence factor we can see that:
Fk2,k′2 =
1





thus scattering is pronounced in the collinear direction (θk2 = θk′2), whereas backscat-
tering is forbidden (cos(∆θk2,k′2 = π) = −1) [185, 189, 204].
Interband scattering
The interband scattering describes a scattering event between the two bands, where
the number of carriers in each band stays the same, in contrast to Auger scattering.
Also here, the coherence factor leads to predominately collinear scattering, take for
example k1,k′2 in the π-band (λk1 = λk′2 = 1) and k
′
1,k2 in the π∗-band (λk1 =
λk′2 = −1). The coherence factor then reads:
Fk2,k′2 =
1




which results in cos(∆θk2,k′2 = π) = −1 for a maximal transition rate. Note that
now a scattering process is described, where the Dirac point was crossed, resulting
in a collinear scattering with ∆θk2,k′2 = π across the two bands.
Auger processes
The Auger processes impact excitation (IE) and Auger recombination (AR) are the
only two-body coulomb mediated scattering processes that change the number of
carriers in between the two bands [232]. Let us assume an impact excitation (IE)
process with k1,k′1,k′2 in the π∗-band and k2 in the π-band. From energy- and
momentum conservation within the linear dispersing bands we get:
~vF |k1| − ~vF |k2| =~vF |k′1|+ ~vF |k′2|
k1 + k2 =k′1 + k′2,
(2.47)
which can only be fulfilled at the same time if k1,k′1,k2,k′2 lie on the same line [196,
229]. Ergo, Auger processes within the linear dispersing bands are strictly collinear.
IE and AR affect the energetic spectrum of the carriers differently, which will be
used in chapter 5 to distinguish the different processes. This is shown in figure 2.16,
where the carrier spectrum is plotted for three different scattering pathways (AR,
IE and intraband scattering). Intraband scattering leads to a symmetric smearing
of the initially excited carrier distribution, whereas IE (AR) leads to a shift to lower
(higher) energies.
The interplay between Auger recombination and impact excitation influences the
carrier multiplication on short time scales (0 - 50 fs) and is obviously doping and
fluency dependent, whereby in general n-doping and higher fluencies favour Auger
recombination [235, 236]. A first direct evidence of impact excitation by tr-ARPES
has been found by Gierz et al. in p-doped graphene [200]. For Auger recombination
the first direct evidence is still missing, which was the motivation for the study
conducted in chapter 5.
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Figure 2.16.: Two-body Coulomb mediated scattering processes and their influence
on the carrier spectrum. (a) Impact excitation (IE) accumulates
carriers at lower energies and redshifts the optically excited occupa-
tion, (b) intraband scattering leads to a spectral broadening around
the excitation energy, and (c) Auger recombination (AR) leads to
a blueshift of the excited carriers. Reprinted figure with permis-
sion from E. Malic, et al., Experimentally accessible signatures of
auger scattering in graphene, Phys. Rev. B, 94(23):235430, Dec
2016, DOI:https://doi.org/10.1103/PhysRevB.94.235430 [236]. ©2021
by the American Physical Society.
2.5.3. Electron-phonon scattering & supercollisions
The scattering with optical phonons influences the ultrafast (50 - 200 fs) thermaliza-
tion and isotropization of the electron and hole distributions, as well as the overall
cooling of the electronic system on timescales of 0.5 − 2 ps [185, 189, 201–206],
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whereby mostly the twofold-degenerate5 E2g mode with 48 Thz (≈ 200 meV) at
the Γ-point and the A′1 mode at the K-point with 39 THz (≈ 160 meV) participate
(see figure 2.17) [201, 208, 237, 238]. This strong coupling can lead to a steplike
relaxation of the carrier distribution (in steps of ~ω) [185], which has already been
seen in graphite by trARPES as so-called phonon-induced replica (PIR) [239].
The overall cooling slows down when the carrier and optical phonon temperatures
become nearly identical (also termed hot optical phonon bottleneck) and further
decelerates when the carriers do not have enough energy to emit an optical phonon
(optical phonon energy bottleneck) [201, 205, 207–210]. Subsequently, the system
cools down via the anharmonic decay of optical phonons into acoustic ones [201, 211],
direct emission of acoustic phonons (constrained by the small Fermi surface and mo-
mentum conservation) [207, 208, 212] and disorder-assisted electron-phonon scat-
tering (also termed supercollisions)[207, 213, 214]. The cooling of graphene and
graphite and the role of the different relaxation pathways has been studied by many
groups from theoretical and experimental side and is still an ongoing research area.
Figure 2.17.: Calculated phonon dispersion curve for Graphene (red lines) and ex-
perimental data (open circles, from [237, 240]). Mostly the E2g and
the A′1 mode participate in the relaxation of the electronic system.
Adapted from [241].




The main topic of this thesis was the successful build-up of the 1 MHz time-resolved
momentum microscopy (trMM) setup, which will be explained in the subsequent
sections. Apart from benchmarking of the system (chapter 4) first results on scat-
tering dynamics in graphene (chapter 5), light-dressed bandstructures (chapter 6)
and orbital imaging [77] could be gained. Parts in this chapter are reprinted from
the publication: M.Keunecke, et al.:"Time-Resolved Momentum Microscopy with a
1 MHz High-Harmonic Extreme Ultraviolet Beamline", Review of Scientific Instru-
ments, 91(6):063905, 2020 [78] with the permission of AIP Publishing. The author
of this thesis contributed as follows: The author had a significant contribution in
planning and building up the trMM setup (except for the high-harmonic generation,
which was planned and build up by Christina Möller, Marie Gutberlet and Amelie
Schulte). He performed the corresponding measurements, data analysis, and in-
terpretation mainly together with David Schmitt, and took part in writing of the
manuscript.
3.1. The femtosecond 1 MHz EUV beamline
We start our discussion with the light source, which has to fulfill several key require-
ments with respect to the photon energy, intensity, repetition rate, pulse width and
spectral bandwidth. The photon energy should be at least in the EUV regime in
order to access the full Brillouin zone of the electronic band structure (see equation
2.13). For a maximal detection rate of a time-of-flight detector, like it was used
throughout this thesis, with minimal distortions due to space-charge effects, a MHz
repetition rate light source with a moderate number of photons per pulse is desir-
able. Also, time-resolution and spectral bandwidth, which are connected via the
time-bandwidth product, need to be adapted to the envisaged experiments. The
light source should also provide synchronized pump pulses with tunable wavelength,
pulse duration and intensity. In this section, such a beamline based on a table-top,
high repetition-rate fiber amplifier laser is described. A schematic layout of the
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system is shown in figure 3.1.
 
Figure 3.1.: Schematic layout of the experimental setup consisting of the 1 MHz EUV
beamline, the pump line and the momentum microscope. A detailed
description is given in the respective sections. Taken from [78].
3.1.1. High repetition rate fiber amplifier system
Throughout this thesis an ytterbium (Yb)-doped fiber amplifier (Active Fiber Sys-
tems) which delivers 100 µJ pulses at a repetition rate of 1 MHz centered around
1030 nm with a pulse length of approximately 250-300 fs (Gaussian) was used. These
pulses are spectrally broadened through self-phase modulation in a 1 m hollow-core
fiber (HCF) filled with 12 bar krypton gas and compressed with a pair of chirped
mirrors resulting in a pulse duration of ∼35-40 fs (Gaussian, central pulse) at 50 µJ
pulse energy [242, 243]. An exemplary spectrum and an intensity autocorrelation
(AC) measurement of the compressed pulses can be found in figure 3.2. Note that
the autocorrelation measurement cannot be well described by a Gaussian pulse shape
due to an additional post-pulse which is delivered by the fiber amplifier. Therefore,
an additional frequency-resolved optical gating (FROG) measurement has been done
to further characterize the post-pulse, which is presented in the subsequent section.
A more detailed description of the fiber amplifier system can be found in, e.g.,
[244, 245]. Overall, the fiber amplifier system was thereby one of the key devel-
opments necessary for the trMM setup, due to the possibility of generating high
harmonics with MHz repetition rate and thus preventing a strong pump and space
charge induced secondary background and reducing the necessary integration times
compared to kHz (e.g., Ti:sapphire lasers) systems.
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Figure 3.2.: (a) Measured spectrum after broadening in the HCF through self-phase
modulation. (b) Autocorrelation measurement of the compressed pulses
(blue dots) and a Gaussian fit (light blue) which does not well describe
the autocorrelation, indicating a non-Gaussian pulse shape.
3.1.2. Pulse reconstruction from frequency-resolved optical
gating (FROG)
A frequency resolved-optical gating (FROG) [246, 247] measurement has been per-
formed to characterize the post-pulse in the fundamental of the laser amplifier sys-
tem and is subsequently used in section 4.4 and figure 4.5 to determine the time-
resolution of the experiment, as well as to estimate the pulse duration of the EUV
probe. Briefly, in a FROG measurement the pulse is split into two beam paths where
one of them is delayed in time by a delay stage. Both beams are then focussed onto a
nonlinear-crystal and the resulting spectrum of the nonlinear signal is measured as a
function of the time-delay ∆t between the two beams. Additional information about
FROG can be found in, e.g., [246]. In our case, second-harmonic-generation (SHG)
FROG has been used, i.e., the second harmonic (515 nm) of our fundamental (1030
mn) was generated, but also other configurations are possible (see, e.g., [246]). The
resulting FROG traces are shown in figure 3.3 (a), together with the reconstructed
pump pulse shape (b), which confirms an additional pulse around 60-70 fs. The
FWHM of the central pulse measures ≈ 37 fs, assuming a Gaussian pulse shape. The
post-pulse structure has been confirmed by several measurements/reconstructions.
For fitting the time-dependence of the sideband generation in figure 4.5 the recon-
structed pulse shape with the lowest FROG error of G= 0, 0075 was used (shown in
figure 3.3 (b)). G measures the root mean square (RMS) difference of the measured
and reconstructed trace [246], a value of G< 1% can be regarded as a reasonable
reconstruction [246, 248]. Note, however, that from the FROG measurement alone
one cannot distinguish between a post- or a pre-pulse. If one takes into account the







































Figure 3.3.: (a) Measured and reconstructed FROG trace. From the measured
FROG trace an additional pulse around 60-70 fs can be seen. (b) The
reconstructed pulse shape from the FROG measurement showing an
additional pulse at around 60-70 fs (FROG error of G= 0, 0075).
3.1.3. High harmonic generation and EUV monochromatization
The high harmonic generation (HHG) and EUV monochromatization scheme has
been built up by Christina Möller, Marie Gutberlet [153] and Amelie Schulte [245].
It was utilized in this thesis for a time-resolved optical pump and EUV probe mo-
mentum microscopy experiment. A very detailed characterisation of the HHG source
can be found in [153].
The high harmonic generation setup
For the HHG setup the compressed pulses of the fiber amplifier are used, and
frequency-doubled in a beta barium borate crystal (β-BBO) to 515 nm (10 µJ pulse
energy) before being focused in an argon gas jet to generate high harmonics [44].
Considering the high repetition rate of 1 MHz and the resulting low pulse energies,
high harmonics are generated in the tight-focusing regime with a 75 mm focal length
lens [33, 249]. The resulting focal spot measures 12 µm full-width at half maximum.
The pulse duration is measured by intensity autocorrelation to be 65 fs (Gaussian),
mainly due to dispersion in the thin lens and the entrance window (see section A.1 in
the appendix for a typical spectrum and an intensity autocorrelation measurement).
This corresponds to a peak intensity of 5 · 1013 W cm-2 in the focus. The nozzle
38
for the gas jet is mounted on a high precision 3-axes position system to optimize
the gas jet position relative to the laser focus. Efficient HHG has been observed at
an argon backing pressure of 2 bar for a gas nozzle diameter of 100 µm, which was
used throughout this thesis (for the characterisation of different nozzle diameters
see [153]). The gas nozzle is placed 150 µm behind the laser focus where a dominant
contribution from the short HHG trajectory is expected [33]. The acceptance angle
of the system corresponds to a full-angle divergence of 20 mrad whereas the EUV
divergence is slightly higher. In order to limit reabsorption of the generated EUV
light, the system is pumped with turbomolecular pumps backed by a multi-stage
root pump. The resulting pressure with argon gas load (2 bar backing pressure) in
the EUV generation and monochromatization chambers, which are separated by a
differential pumping stage, is 2 · 10−3 mbar and 5 · 10−5 mbar, respectively.















Figure 3.4.: Normalized high harmonic spectrum generated in an argon gas jet with a
10 µJ, 515 nm driver operating at 1 MHz. The 11th harmonic at 26.5 eV
with a bandwidth of 140 meV is used for photoemission spectroscopy in
the momentum microscope. Taken from [78].
The HHG spectrum shown in Fig. 3.4 is measured by placing a gold mirror into
the beam path just before the multilayer mirrors. The home-built spectrometer
[153] consists of a toroidal mirror, a 500 lines/mm grating mounted in the off-axis
geometry [250] and an EUV CCD camera. Harmonics are generated between 20 and
32 eV, separated by 4.8 eV – twice the photon energy of the HHG driver beam. The
11th harmonic at 26.5 eV has a bandwidth of ≈ 140 meV for the above specified
parameters of the HHG pump pulses, which corresponds to a relative bandwidth
of ∆E/E = 5.3 · 10−3. Correcting for the CCD efficiency, spectrometer and filter
transmission, an average generated power of 11.5 µW was estimated for the 11th
harmonic. This corresponds to 2.7 · 1012 generated photons per second and a con-
version efficiency of 1.5 · 10−6.
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In the everyday measurement routine the phase-matching conditions were adjusted
briefly to optimize the photoelectron yield in the momentum microscope and no
spectrum of the used harmonics was measured due to time-constraints. This proce-
dure has the drawback of a possible fluctuating bandwidth, which might deteriorate
the energy- and momentum resolution of the momentum microscope (MM).
The EUV monochromatization
The EUV light is separated from the HHG driver by a pair of so-called grazing
incidence plates (GIP) [251], which consist of a fused-silica substrate with an anti-
reflection coating for 515 nm and a top-layer of SiO2. This allows for high reflection
of the high harmonics (50% for 26.5 eV) at a grazing incidence angle of 10° with
simultaneous high transmission for the HHG driver. In order to avoid overlapping
photoemission spectra excited by neighboring high harmonics, the selection of one
single harmonic is necessary. This is achieved using a double mirror monochroma-
tor with two multilayer mirrors (optiX fab GmbH), which reflect the 11th harmonic
around 46.6 nm in a 5 nm bandwidth. This configuration preserves the pulse du-
ration, in contrast to single-grating monochromatization schemes which suffer from
spatial chirp. The monochromator has a total transmission of 9% at 5° angle of
incidence on the mirrors. An extinction ratio of ∼1:470 with respect to the 13th
harmonic has been measured.
One has to note that the reflectance and thereby also the monochromatization
properties of these mirrors are altered by carbon contamination, which is a well-
known problem for EUV and X-ray beamlines [252, 253]. Regular ozone cleaning
with the help of an UV lamp avoids the reduction of the EUV flux [254]. The last
multilayer mirror has a radius of curvature of 1200 mm and is positioned such that
the EUV beam is focused onto the sample in the momentum microscope. A 200 nm
thick, free-standing aluminum foil1 is used to block residual light from the funda-
mental beam and has a measured transmission of 12 % for the 11th harmonic, limited
by thin oxidation layers on the aluminum surface. The aluminum foil is mounted in
a vacuum valve, thereby separating the ultrahigh, < 5 · 10−10 mbar vacuum in the
momentum microscope from the high vacuum in the preceding chambers. In total,
it is expected that 0.3% of the generated 26.5 eV photons reach the sample in the
momentum microscope resulting in 8.5 · 103 photons per pulse at the sample. One
has to note that other schemes of the monochromatization, e.g., with metal filters
only [44], can be considerably more efficient. However, the generated flux with this
beamline is more than sufficient to photoemit > 1 electron/pulse, which corresponds
to the limit of the detection rate of the time-of-flight-based momentum microscope.
1 For the measurements in chapter 6 a 100 nm thick aluminium foil has been used. This results
in a higher throughput of EUV flux.
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3.1.4. A versatile pump beamline
A versatile pump beamline with tunable wavelength, pulse duration, polarization,
and intensity enables pump-probe photoelectron spectroscopy on a wide range of
sample systems, addressing, for example, resonant transitions in many different
materials. The pump pulses are derived from the fiber laser system using a 90:10
beam splitter, positioned after the nonlinear pulse compression. The 90% output is
used for HHG as described above in section 3.1.3. The residual 10% is guided around
the EUV generation and monochromatization chambers onto a delay stage to control
the relative pump-probe timing. An attenuator and a λ/2 waveplate in the pump
beamline allow for manipulation of the polarization and beam intensity. Different
pump wavelengths can be achieved through various nonlinear frequency conversion
stages that can be inserted in the beamline, providing intense, femtosecond pump
pulses at the fundamental wavelength (1030 nm) and its higher harmonics (515 nm,
343 nm, 258 nm). Furthermore, a part of the uncompressed, 300 fs laser pulses
can be split off to pump an optical parametric amplifier (OPA, Orpheus-F/HP from
Light Conversion). This allows to excite at wavelengths ranging from 310 nm up to
16 µm. One has to note that in the current setup, for efficient usage of the OPA,
the fiber laser has to be operated at 500 kHz. After the aluminium filter, the pump
beam is coupled into the MM by a mirror positioned such that the angle of the pump
beam with respect to the EUV beamline is less than 1° (Fig. 3.1). This prevents
loss of temporal resolution due to non-collinear pump and probe beams, and ensures
optimal time-resolution limited only by the individual pulse durations.
3.2. The time-of-flight momentum microscope
The outstanding potential of the time-of-flight momentum microscope lies in the
simultaneous detection of three-dimensional data sets exceeding the first Brillouin
zone and containing energy- and in-plane-momentum-resolved information on the
detected photoelectrons [52, 61, 82, 85, 255, 256]. In this section, the general working
principle of the time-of-flight momentum microscope will be explained (see figure
3.5). We start with a discussion of the objective lens system and the first real-space
and k-space image. Subsequently the transfer lens system and the time-of-flight
measurement scheme together with the delay line detector are clarified.
3.2.1. The objective lens system
The objective lens (see fig. 3.6) consists of the sample itself (cathode), with distance
dA ≈ 4 mm to the extractor (anode), and focussing electrodes. A high voltage
between the extractor and the sample of up to UA=29 kV is applied to facilitate the
collection of photoelectrons with emission angles of up to ±90◦ for photoelectron
kinetic energies up to 70 eV. Electrons that are photoemitted from the sample with

















Figure 3.5.: Schematic depiction of the momentum microscope. Electron trajecto-
ries (green,red,blue) are sketched for the objective lens system which
origin from different positions on the sample (After [51]). The objec-
tive lens system collects the photoemitted electrons by a high voltage
between extractor (anode) and sample (cathode) (kV/mm) and forms
the first momentum- and real space image in the backfocal- and image
plane respectively. The transfer lens system maps and magnifies either
the momentum- or real space image through the drift tube (ToF) onto
a position- and time-sensitive delay-line-detector (DLD). The field-free
drift section thereby ensures a temporal spread of the electrons (corre-
sponding to a dispersion in energy), which can be resolved by the DLD.
The lateral and temporal position of the photoelectrons is recorded in
a 3D histogram (x,y,t).








2me/~2 under the condition of a homogeneous electric field distribu-
tion between sample and extractor. The photoemitted electrons are only acceler-
ated along the optical axis, conserving the parallel momentum k‖ in the process
[31, 51, 257]. The first momentum image is formed in the backfocal plane of the
objective lens, where different contrast apertures (CA) can be inserted into the
beam path. These selections can be used to strongly enhance the contrast in the
subsequent real space image, by, e.g., selecting a specific momentum feature. The
lateral distance from the optical axis in the momentum image corresponds to a lin-
ear k‖-scale independent on the kinetic energy of the electrons [31, 51, 61]. This can
be understood by a short shift to classical optics. Considering a light beam which
enters a lens with focal length f under an angle α′, it is focussed in the momen-
tum plane in a distance d = f tan(α′) from the optical axis [51]. For small angles
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Figure 3.6.: Schematic depiction of the objective lens together with electron tra-
jectories, which origin from different positions on the sample, adjusted
from [51].
tan(α′) ≈ sin(α′) and therefore we can rewrite the distance d using eq. 3.1 to:





In the approximation eUA  Ekin, i.e., a much high extractor voltage compared
to the kinetic energy of the photoemitted electrons, the linear achromatic k‖-scale
becomes obvious [31, 51, 257]. Details on the momentum calibration, i.e., the trans-
formation from the lateral position on the detector to momentum coordinates, can
be found in section 3.3.3.
The subsequent real space image is formed in the image plane, where different field
apertures (FA) can be inserted into the electron beam, selecting certain regions of
interest in the real-space image of the sample. This allows for the easy investiga-
tion of inhomogenous sample systems (see µ-APRES in chapter 7), as well as, for
an easy spatial and temporal alignment of the pump-probe setup (see sec. 4.4).
Furthermore, octupole stigmators are situated in the image- and backfocal plane to
realign the electron beam centric on the optical axis and correct for astigmatism.
Electron optical simulation identified the objective lens to be the main source of
image aberration2 in the momentum microscope which can be improved using high
extractor voltages [51]. Moreover, since the sample is part of the objective lens, it
exemplifies how critical the alignment of the sample towards the optical axis of the
extractor is. Therefore, the sample is mounted onto a motorized hexapod, which
2 Additional information about lens errors can be found in, e.g., [67, 258–261].
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can be moved in all three directions (x,y,z) and slightly tilted (<5°) with respect
to the electrostatic lens system of the microscope. Additionally, a continuous-flow
cryostat is integrated to facilitate cooling of the sample to below 20 K.
3.2.2. Transfer lens system and time-of-flight measurement
Subsequently, a compound lens system decelerates the electron beam towards the
drift voltage UToF , used in the time-of-flight tube, and maps either the momentum-
or the real space image through the drift tube onto a position- and time-sensitive
delay-line-detector (DLD4040 R2.55, Surface Concept) with adjustable magnifica-
tion. Additionally, three sets of coils (two at the end of the compound lens system
and one before the ToF-tube), can be used to translate the electron beam and center
it onto the detector.
The kinetic energy of the photoemitted electrons is deduced from a time-of-flight
measurement, which is started by a transistor-transistor logic (TTL) signal from the
fiber laser system, synchronized to it’s repetition rate. Whenever an electron is de-
tected by the delay-line detector it’s lateral position of incidence, as well as, the time
information in comparison to the starting signal are stored in a 3D (x,y,t) histogram
[262]. The overall travel time of the photoemitted electrons is thereby predomi-
nately determined by the used drift voltage UToF . From simulations, performed by
Dr. Martin Ellguth (Surface Concept), the energy resolution of the time-of-flight
measurement can be estimated. In this simulation only the drift tube was consid-
ered and a time resolution of the delay-line-detector of 200 ps was assumed. The
resulting energy resolution ∆E as a function of the used drift voltage UToF is shown
in figure 3.7 (b). Obviously, this time-of-flight measurement scheme necessitates a
pulsed light source, synchronized with the momentum microscope. In addition to
the energy resolution, the chromatic aberration induced by the electrostatic lenses





with the chromatic aberration coefficient, the energetic spread ∆Ekin of the electrons
centred around Ekin and α′ the entrance angle of the electrons into the electrostatic
lens. From here it is obvious, that the chromatic aberration will rise and the depth
of focus (i.e., the sharp region in energy) will be lower for a high energetic spread
∆Ekin at low kinetic energies Ekin, as induced by a small ToF voltage. This effect
can be partially corrected by restricting α′ using smaller apertures [85], which have
to still fit to the used pump and probe beam sizes. In general, a good trade off
between the used apertures, lens settings, ToF voltage and pump and probe spot
sizes has to be made and customized to envisaged experiment.
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3.2.3. Delay-line-detector
The delay-line detector (DLD4040 R2.55, Surface Concept) used in this experiment
has a typical time resolution <180 ps, a dead time on the order of 6 − 20 ns, and
can resolve up to 1402x1402 spatial pixels. The general working principle of the
delay-line-detectors is shown in fig. 3.7 (a). At first, the incoming photoelectrons
traverse a chevron stack (see, e.g., [263] for additional information), consisting out
of two multichannel plates, to amplify the signal. Subsequently, the lateral, and
temporal positions of the electron cloud are reconstructed from the travel times
(∆tx,∆ty) of the induced electrical signal in the different meandering delaylines (x,y)
and recorded in a 3D histogram (x,y,t) [262]. Thus, by limiting the detection to one
photoelectron per excitation light pulse, for each individual detected photoelectron
full (E, kx, ky)-information can be gathered after calibration. Moreover, the single
counting detection scheme allows to additionally record any pulse-to-pulse variations
for each individual measured photoelectron, like, e.g., a timing jitter which can be
used in the post-processing of the data. However, one has to note that in contrast
to measurements at free-electron lasers (FELs) [82], such major post-processing is













Figure 3.7.: (a) Schematic depiction of the delay-line detector (DLD). The incoming
photoelectrons are multiplied in a chevron stack to amplify their signal.
Subsequently the electron cloud induces an electrical pulse in both me-
andering delaylines (x,y), which travels to both ends of each of them.
The run-time difference corresponds to the lateral position (x,y) of im-
pact. Additionally the time-stamp t referenced to an external clock (in
our case the TTL-trigger of the laser amplifier system) is recorded. Af-
ter [264]. (b) Energy resolution of the momentum microscope extracted
from simulations by Dr. Martin Ellguth (Surface Concept). In this sim-
ulation only the drift tube was considered and a time resolution of the
delay-line-detector of 200 ps was assumed.
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3.2.4. Analysis- and preparation chamber
The surface sensitivity of photoelectron spectroscopy, especially in the EUV range
(see fig. 2.3), necessitates an UHV chamber where samples can be prepared an
checked for their surface quality. Therefore separate analysis and preparation cham-
bers are connected to the momentum microscope which are equipped with a wide
range of surface science tools for specimen preparation and characterization, in-
cluding sputtering and annealing, evaporators, and low energy electron diffraction
(LEED). The preparation chamber is also equipped with a load lock for fast sample
exchange. Moreover, a sample storage, where multiple samples can be safely stored
in UHV, has been added for a fast sample exchange. Additional information on the
analysis- and preparation chamber can be found in [244, 265].
3.3. Data post-processing
The 3D detection scheme of the momentum microscope allows an unprecedented
information depth but also poses the challenge to store and examine the data ade-
quately, which can be seen from a simple example. Consider the size of a single data
set within a time resolved measurement. One timestep (∆t) corresponds roughly to:
1402︸ ︷︷ ︸
x




≈ 1 · 109 px · 32 bit ≈ 4GB. (3.4)
Therefore, a full time-resolved measurement run (e.g., 40 time steps) can easily take
up 160 GB of space or more. New tools and software had to be realized for a fast
and efficient data analysis and post-processing without missing on information. This
was mainly achieved within the master thesis of Hendrik Nolte [266], who developed
the analysis program MommyViz. In this section the data structure and some of the
main steps in the data analysis are briefly introduced. For additional information
about the program MommyViz see [266]. Furthermore, recent articles focussed on
multidimensional photoemission spectroscopy and the subsequent data processing,
which can give further insight into the topic [60, 267–269].
3.3.1. Data structure
The read-out of the time- and position sensitive delay-line detector (i.e., the photo-
electron counts I(x,y,t)) are stored for each measurement in the .tif format consisting
of the lateral position (x,y) and temporal position (t) of the detected photoelectron
in discretized steps (pixels). The .tif format thereby allows for a more efficient
data handling (i.e., smaller data size) compared to the single event counting, which
is a reasonable procedure in our case since no strong pulse-to-pulse variations are
observed (see section 3.2.3). Additional metadata like laser power, delay stage po-
sition, microscope lens voltages, and driving light polarization are stored separately
for each measurement run (see section A.2 in the appendix for a full overview). The
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conversion to physical quantities (E,kx,ky) is presented in the subsequent sections.
3.3.2. Energy calibration
The energy calibration is inferred from the time-of-flight information of the detected
photoelectrons. In principle the functional relationship between time-of-flight t and
energy E can found by, e.g., finite element simulations [67]. Here, a Taylor approxi-
mation scheme is used to find the transform between time-of-flight t and energy E.
Therefore, the energetic spectrum of the photoelectrons is shifted by known amounts
in energy via an applied sample voltage USample and the time-of-flight distribution
of the photoelectrons is recorded. The conversion from time-of-flight t to energy E
can then be expressed as (up to 3rd order):
E(t) = E0 + a0 · t + (a1 · t)2 + (a2 · t)3 + USample. (3.5)
The coefficients a0, a1, a2 are found by matching characteristic features in the pho-
toelectron spectrum and the coefficient E0 references the overall energy axis to, e.g.,
the Fermi energy EF, which can be estimated from a Fermi-Dirac-distribution fit to
the data. This procedure is shown in figure 3.8, exemplary for one Au(111) measure-
ment (see chapter 6). Measurements with different sample voltages were performed
(USample = 17 V,18 V, 19 V, 20 V, 21 V) with an integration time of 300 s each. Since
this conversion is nonlinear in nature it results in non-linear pixel sizes in energy,
i.e., the beforehand equally spaced time-of-flight axis is transformed to an unequally





Table 3.1.: Table showing the parameters (a0, a1, a2,E0) used for the energy calibra-
tion. The conversion from time-of-flight t to kinetic energies E using
these parameters can be seen in figure 3.8.
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Figure 3.8.: (Left) Raw spectra integrated over the full x,y range for the different
sample voltages. Each temporal pixel corresponds to a time window of
55 ps. (Right) Spectra for the different sample voltages after performing
the conversion to kinetic energies using the parameters in table 3.1. All
spectra lie reasonably well on top of each other, showing that a good
transformation has been found. Note that small intensity differences
between the different measurements can be observed due to fluctuations
in the HHG yield.
3.3.3. Momentum calibration
The conversion from the lateral position (x,y) on the delay-line detector to momen-
tum coordinates k‖ is usually performed by utilizing the known size and symmetry
of the surface Brillouin zone (SBZ) of the material under investigation. In this pro-
cedure the SBZ (dashed line in figure 3.9) is adjusted to the measured photoelectron
distribution at a constant energy (momentum map) and known distances of high
symmetry directions are compared with the measured ones (in px). This is shown
in figure 3.9. Since this functional relationship is, without lens errors, achromatic
(see section 3.2.1), it has to be done only once per measurement. If the SBZ is
unknown, the photoemission horizon can be used to calibrate the momentum axis
instead [244], whereby in a comparison between different calibration techniques for
Au(111) the surface Brillouin zone method resulted in the smallest error compared
to literature [244] and is therefore commonly used.





2a is used to
determine the conversion factor κ from px to Å−1, using the lattice constant of Au
aAu = 4.065 Å[270]. The distance ΓM measured = 87 px in the momentum map
(figure 3.9), so that the conversion factor can be calculated to κ = 0.015 Å−1/px.
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M=  87 px
Figure 3.9.: (kx, ky)-resolved momentum map extracted from the three-dimensional
momentum microscopy data on Au(111) (see chapter 6). The high-
symmetry points Γ, K, M and the surface Brillouin zone (dashed) are
marked. The conversion factor κ from px to Å−1 can be determined
from the distance ΓM = 87 px.
3.3.4. Temporal calibration
The temporal calibration, i.e., obtaining the time-delay ∆t which corresponds to the
perfect pump-probe overlap, can be found by utilizing an effect which follows directly
the excitation by the driving light pulse, like, e.g., the sideband generation which
is used throughout this thesis. Within temporal overlap between pump and probe,
replica features of the photoemission spectrum separated by the pump photon energy
are generated by the laser-assisted photoelectric effect (LAPE) and/or Floquet-
Bloch physics (see section 2.2). The intensity of the first order sideband thereby
corresponds to the cross-correlation between the pump- and probe pulses [94, 95]
independent of their physical origin and can be used to estimate the overall time
resolution [32, 35, 46, 131] and the individual pulse lengths (see sec. 4.4), as well as
the general time-delay, which corresponds to the perfect overlap (∆t = 0 fs). This is
shown in figure 3.10 for the Au(111) measurement (chapter 6). In the end, after all
calibrations have been performed, the individual 3D data sets for each time step are
combined to a 4D data set (E,kx, ky,∆t) representing the time-dependent evolution
of the energy- and in-plane-momentum-resolved photoelectron distribution.
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Delaystage position p [mm](a) (b)
Figure 3.10.: Schematic depiction of temporal calibration of the 4D data stacks,
exemplary for the Au(111) measurement (chapter 6). (a) The time-
dependent intensity from the generated sideband (marked black region
in (b)) is plotted vs. the delaystage position p (top) and the corre-
sponding time delay ∆t (bottom) after calibration. The calibration is
performed by fitting a Gaussian to the data, whereby it’s maximum
is considered to be the perfect pump/probe overlap (∆t = 0 fs). The
time resolution is usually inferred from the FWHM of the Gaussian
to be in this case ≈ 44 fs. A more detailed analysis, deconvolut-
ing the cross-correlation with a measured pump pulse shape can be
found in section 4.4 for a graphene measurement. (b) The (E, ky)-
resolved ARPES spectrum is retrieved by slicing the experimentally
obtained three-dimensional data set in ky direction and integrating
over a 0.13 Å−1 large region in kx direction. Characteristic features
like the surface state (SS) and the sp-band transition in the region be-
low the Fermi energy EF are marked in the spectrum. A clear replica
structure (sideband) is visible above the Fermi edge. Additionally a
shift-correction has been performed on this data set (see sec. D.1.3).
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3.3.5. Artefact correction
Artefacts in the obtained 4D data sets can result from an imperfect alignment of
the momentum microscope, electric or magnetic stray fields, spatial drifts (hexa-
pod or pump/probe beams), fluctuations of the laser amplifier or the HHG process,
space charge and many more. Therefore, it is important to carry out a correction
scheme adapted to each individual measurement to reduce the experimental imper-
fections without introducing additional errors by the post-processing. Examples on
the artefact correction can be found in the respective sections for the individual
measurements (see section D.1.3 for a momentum shift correction, D.3.1 for the
background correction of the 13th harmonic and section B.3.2 for the symmetriza-
tion of the momentum maps). Overall, only the normalization of the time-resolved
data to fluctuations in the HHG yield has been performed for all measurements
and is presented here. The normalization is done by estimating the change in the
measured photoemission intensity due to the fluctuating HHG, from the one-photon
photoemission below the Fermi edge EF at an normalization energy Enorm. Thereby
the normalized intensity Inorm(kx, ky, E,∆t) is calculated by:







I(kx′ , ky′ , E = Enorm,∆t)
) , (3.6)
with the raw measured intensity I(kx, ky, E,∆t). This normalization scheme as-
sumes that no other dynamics are present at the normalization energy Enorm, which
has to be chosen very carefully. The effect of the normalization is exemplified in
figure 3.11 for a graphene (for details on the measurement see chapter 5). An
overview over different correction routines can be found in the literature, e.g., in
[67, 267, 269, 271].
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t = 0 fs
1.2 eV
*
Figure 3.11.: Influence of normalization on the time-dependent dynamics. (a) The
time-dependent intensity from the marked region in (b) with and with-
out normalization is shown. For clarity the curves are shifted along the
y-axis and their maxima are normalized to 1. Without the normaliza-
tion to fluctuations in the HHG, the hole dynamics are barely visible
(green curve). After normalization the clear time-dependent behavior
can be observed (blue curve). (b) The (E, kx)-resolved spectra from
graphene (for details on the measurement see chapter 5) are retrieved
by slicing the experimentally obtained three-dimensional data set in
kx direction and integrating over a 0.08 Å−1 large area in ky direction.
The region marked by the black rectangle is chosen such that it directly
maps the holes which are created by the resonant transition from the
lower (π) band to the upper (π∗) band induced by the 1.2 eV pump






The aim of this chapter is to benchmark the newly built trMM setup and discuss
it’s advantages and disadvantages. Parts in this chapter are reprinted from the
publication: M.Keunecke, et al.:"Time-Resolved Momentum Microscopy with a 1
MHz High-Harmonic Extreme Ultraviolet Beamline", Review of Scientific Instru-
ments, 91(6):063905, 2020 [78] with the permission of AIP Publishing. The author
of this thesis contributed as follows: The author had a significant contribution in
planning and building up the trMM setup (except for the high-harmonic generation,
which was planned and build up by Christina Möller, Marie Gutberlet and Amelie
Schulte). He performed the corresponding measurements, data analysis, and in-
terpretation mainly together with David Schmitt, and took part in writing of the
manuscript.
4.1. Introduction
In this chapter the capabilities of the novel trMM setup, i.e., the combination of
the table-top HHG beamline and the flexible pump beamline together with the
momentum microscope, are demonstrated. We start the discussion with a charac-
terisation of the real-space resolution, obtained from photoemission electron micro-
copy (PEEM) on a chessy test specimen. Subsequently the capabilities of the setup
for static and time-resolved momentum microscopy are shown based on exemplary
pump-probe measurements on monolayer graphene. This chapters end with a short
summary and a discussion on the limitations of the trMM setup.
The performed calibrations for all the data shown in this chapter can be found in
the appendix (sections B.3 & B.4).
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4.2. Real-space resolution
The real-space resolution of the trMM setup has been determined with the help of
a chessy test specimen, which consists of a regular pattern of Au-squares on top of
a Si substrate (with it’s native surface oxidation layer SiO2) in form of a four-fold
chequerboard (see figure 4.1). Such a sample is commonly used, e.g., in scanning
electron microscopes (SEM) to calibrate the magnification and check for image dis-
tortions. The chequerboard pattern has been imaged using a mercury-vapor lamp
Figure 4.1.: Schematic depiction of the chessy test specimen. It consists of Au-
squares in form of a four-fold chequerboard from 10 mm in size down to
10 µm on top of a Si substrate (with it’s native surface oxidation layer
SiO2). The image has been taken from [244].
at an extractor voltage of 20 kV facilitating a high real-space magnification. The re-
sulting image is shown in figure 4.2 (a), it displays the smallest chequerboard pattern
with a field of view (FoV) of approximately 10 µm. The size of the chequerboard
pattern has been used to calibrate the data. A selected line profile across the edge
of one Au square is shown in figure 4.2 (b). From the line profile one can estimate





where I(x) is the measured position sensitive intensity, I1, I0 account for the intensity
at the bottom and top level, x∗ is the position of the edge and σ describes the spatial
resolution. From the fit one estimates σ = 33±7 nm, i.e., the FWHM spatial resolu-
tion of the momentum microscopy setup is at least 78±17 nm (FWHM=2
√
2 ln 2σ).
One has to note that this number is an upper limit for the resolution, since it as-
sumes a perfect edge of the Au square, which is obviously not true. Moreover, no
chromatic aberration of the electrons has been taken into account, which results
56
from the spectral width of the mercury-vapor lamp. In figure 4.2 (c) the line pro-
file on top of one Au square is plotted. Here one can notice substantial intensity
oscillations which result from the architecture of the delay line detector (DLD) (see
section 3.2.3). This feature can be corrected by applying a notch filter (filtering the


























Figure 4.2.: (a) Real space image of the chessy test specimen with a FoV of around
10 µm. The dark squares correspond to the Au squares with a high
intensity. The known size of the pattern has been used to calibrate the
image dimensions. Line profiles 1 and 2 from the raw data were taken
and are shown in (b) and (c) respectively, their line width corresponds
to the integration area used. (b) Data from the line profile 1 (blue dots)
and I(x) fit to the data (grey line). From the fit we can estimate a
real space resolution of 78 ± 17 nm. (c) In line profile 2 (lightblue)
strong oscillations of the intensity are resolved which origin from the
architecture of the DLD (see section 3.2.3).
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4.3. Static momentum microscopy
The EUV beamline combined with the momentum microscope is a versatile tool for
mapping the equilibrium band structure of solid state materials as it enables the
simultaneous measurement of (E, kx, ky)-resolved photoelectron distributions (see
section 3.2). Very high energy- and momentum-resolution better than <15 meV
and <0.01 Å-1 have already been achieved using a hemisphere-based momentum
microscope in combination with a helium-discharge light source [51] (note that the
same electrostatic lens system is used in our setup in combination with a time-of-
flight detector). In this work, the momentum and energy resolution is limited by the
bandwidth of the photoemission light source, the precise settings of the electrostatic
optics, and the used drift energy. An estimate of the energy-resolution of the setup
in operation is presented at the end of this section.
Exemplary measurements on an n-doped graphene monolayer on a 4H-SiC (0001)
substrate (10 mm x 5 mm) were performed, which was prepared by the polymer-
assisted sublimation growth technique [272, 273] and cleaned by subsequent heating
cycles up to 600 K in ultra-high vacuum. Fig. 4.3 shows band mapping data from
photoemission with 26.5 eV photons to illustrate the overall performance of the
setup. Satisfying signal quality within the full (E, kx, ky)-stack is achieved in an
integration time of 15 min when the experiment is carried out at 1 MHz repetition
rate in p-polarized excitation geometry. The bottom-left plot shows a (kx, ky)-
resolved energy slice taken at E − EF =2.1 eV; the first Brillouin zone of graphene
can be identified by the observation of six Dirac cones at the K and K’ points, for
which the so-called dark corridor is clearly resolved [180, 274].
Interestingly, the observed opening of the Dirac cones is not explained by the
simple photoemission matrix element (Compare section 2.4.5), which points towards
a final state effect similar to [180] or other possibilities. So far this topic is not yet
finalized and will not further be discussed in this thesis.
From the (E, kx, ky)-resolved data stacks, arbitrary cuts in the (E, kx)- and
(E, ky)-directions can be extracted; Fig. 4.3 (b,c) shows such cuts along the K-
K’ and K’-K’ directions. The data in Fig. 4.3 has been corrected for distortions
arising from the electrostatic lens system. This is achieved using a set of stretching
and shearing matrices which optimize the known hexagonal symmetry of the Dirac
points [267] (see section B.3.2 in the appendix). The plane of incidence of the p-
polarized EUV beam is aligned along the horizontal axis of the microscope, but 10°
off with respect to the Γ-K direction of the graphene sample; this twist between
detector-coordinates and Γ-K is post-corrected in the data shown in Fig. 4.3. The
distortion-corrected band structure agrees well with the band structure predicted
by a tight-binding calculation [162]. The presented analysis highlights that the
momentum microscope in operation with the table-top pulsed EUV beamline is well
suited for band mapping.
For studies that concentrate on smaller in-plane momentum regions, counting
statistics can be significantly improved by changing the electrostatic lens system
such that only the desired region of interest is mapped onto the detector. This
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Figure 4.3.: Static photoemission spectroscopy at room temperature with 26.5 eV
photons showing the band structure of n-doped graphene. (a) Photo-
electron momentum distribution at E−EF =2.1 eV. (b,c) Selected cuts
through the 3D data in (E, kx) and (E, ky) direction. (d) Measurement
with higher magnification settings and focus on a single Dirac cone,
showing the dark corridor to the right. Taken from [78].
allows for an increase of EUV flux while staying below the detection limit of the
delayline detector, effectively measuring more photoelectrons in a reduced region of
interest. Fig. 4.3 (d) shows exemplary data for such a scenario, where the right-most
K point is mapped in a ∼ 1 x 1 Å−2 window.
From the measurements, the energy resolution of the setup is estimated by fitting
photoelectron spectra with a Fermi-Dirac distribution convolved with a Gaussian
function (see section B.4.4 in the appendix). In the daily measurement routine, a
FWHM of 200±30 meV is extracted for the Gaussian broadening. This broadening is
composed of the linewidth of the EUV light (fig. 3.4) as well as the energy resolution
of the MM, which is mainly determined by the used drift energy in the ToF (fig.
3.7).
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4.4. Time-resolved momentum microscopy
The experiment is designed for the study of ultrafast non-equilibrium dynamics in
the whole Brillouin zone. The performance of this combined setup is demonstrated
using graphene as a model system. A brief description of the alignment of the
optical-pump-EUV probe experiment is provided, and the temporal resolution of
the setup is characterized.
Initial alignment of the system is performed in a microscope setting where the
real-space image of the sample is projected onto the detection plane. In such an
experiment, the effective beam diameters of the 1030 nm pump and the EUV probe
pulses are determined to be approximately 100 µm x 230 µm and 600 µm x 900 µm,
respectively (see sec. B.1 in the appendix). The elliptical shapes arise due to
oblique angle-of-incidence of the beams combined with astigmatism in the EUV
beamline. The real-space mapping then allows the convenient optimization of the
spatial overlap of the pump and EUV beams. Within the microscope, furthermore,
a field aperture can be placed into the real-space image to isolate a region where
spatial overlap of the pump and probe beams is guaranteed. Temporal overlap of
the infrared pump and EUV probe beams can be optimized in a two-step process:
First, while scanning the delay between the pump and the HHG driver beam, the
multi-photon photoemission yield is monitored and optimized for maximum count
rate (see sec. B.2 in the appendix). Second, temporal overlap between the pump
and the EUV light is verified by optimizing the photoelectron count rate in the
unoccupied states above EF.
In the following, exemplary femtosecond trMM data obtained on graphene is pre-
sented. The hot charge-carrier dynamics of graphene, as well as of its bulk analogue
graphite, have been studied in detail using time- and angle-resolved photoelectron
spectroscopy (trARPES) [36, 179, 197, 198, 275–278]. Typically, these experiments
have been performed with hemispherical electron analyzers mapping energy- and
kx- or ky-resolved photoelectron distributions onto two-dimensional imaging detec-
tors. Subsequent scanning of the samples azimuth angle provides access to (kx,















Figure 4.4.: Time-resolved momentum microscopy of graphene. (a) The ARPES
spectra are obtained by slicing the 3D data cube at the K point in
ky direction and integrating over 0.03 Å-1 along kx. The two dotted
lines indicate the position of the momentum cuts shown in (b) and (c)
respectively. At temporal overlap (∆t = 0 fs) a clear signature of the
sideband is seen, shifted in energy by the pump photon energy of 1.2
eV. Also, the anisotropic distribution of excited charge carriers within
the Dirac cone [179, 180] and its relaxation dynamics is clearly visible.
Taken from [78].
The trMM experiment provides simultaneous access to the non-equilibrium dy-
namics occurring in the energy and in-plane momentum dispersive π- and π∗-bands
of graphene. It has been performed in the same in-plane momentum (kx, ky) area
as in static spectroscopy (Fig. 4.3), as illustrated in Fig. 4.4. Fig. 4.4 shows selected
delay-dependent (E, ky)- and (kx, ky)-cuts through the measured data. In these
experiments, graphene was excited with the compressed output of the fiber laser
(1.2 eV, 6.5 mJ/cm2, p-polarized), and probed by a time-delayed EUV light pulse
(26.5 eV, p-polarized). Two dynamical processes can be identified in the data: i)
Resonant excitation from the occupied into the unoccupied part of the Dirac cone
leads to a non-equilibrium distribution of hot electrons, as indicated in the excitation
diagram in Fig. 4.4. The thermalization of the hot charge carriers can be followed in
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real-time. ii) In temporal overlap of the pump and probe pulses, sidebands spaced
by one pump photon energy from the main photoemission spectral feature are re-
solved. In the following, a brief description of both processes is presented, focussing
on the capabilities of the trMM experiment and pointing towards related references
that treat the observed phenomena.
As the ultrafast thermalization of hot charge carriers in the Dirac cone of graphene
has been studied in detail by several groups [36, 179, 197, 198, 215, 275–278], no
quantitative analysis of the delay-dependent dynamics of the data is presented at this
point (see chapter 5). However, a qualitative descriptions of the multi-dimensional
MM data for selected time delays will be given to indicate the experimental capa-
bilities offered by the setup (Fig. 4.4): In temporal overlap, photoexcitation with
1.2 eV pump pulses creates an asymmetric distribution of electrons and holes in
the Dirac cone, as defined by the pseudospin of the Dirac electrons with respect to
the polarization of the impinging pump light [179, 215]; the time-dependent ther-
malization of these quasiparticles and their underlying scattering processes can be
followed in real-time with high energy and momentum resolution. For excitation
with p-polarized light, enhanced population of the initially unoccupied Dirac bands
is localized around kx − K ≈ 0 Å-1 (Fig. 4.4 (b), ∆t =0 fs). With increasing ∆t,
azimuthal thermalization is observed (∆t =40 fs), leading to a more homogeneous
charge carrier distribution that decays by electron-phonon scattering [36].
Replicated photoemission spectral features separated by the pump photon en-
ergy from the main photoemission line are of particular interest in the framework
of light-induced band structure engineering, also known as Floquet engineering;
the equilibrium band structure of solid state materials might be interfered by the
time-periodic driving field, potentially manipulating band curvatures and even band
topology [279]. However, the separation of Floquet-Bloch bands from laser assisted
photoemission (LAPE) [95] is not trivial, as has been shown in trARPES data ob-
tained on topological insulators at the Γ̄-point [92, 93]. Here, these sidebands at
large in-plane momenta can be resolved at the edges of the Brillouin zone with good
(E, kx, ky)-resolution (Fig. 4.4). Such data facilitates the separation of Floquet
and LAPE contributions to these sidebands by following the routes discussed in
Refs. [92, 93] (see chapter 6).
At this point, it has to be noted that the generation of EUV light with the
second harmonic [44] of the amplifier system is advantageous for trMM. Although
the neighbouring 9th and 13th harmonics are filtered in the EUV beamline by the
multilayer mirrors, residual intensity does lead to photoelectrons that are detected in
our experiment. This results in replicas of the main photoemission spectral features
at higher energies, spaced by 2× the driving laser frequency (not shown). For the
current setup, 0.25% of the total photoemission signal is due to the 13th harmonic.
The advantage of a higher HHG driving frequency, here the second harmonic, is
therefore twofold: it reduces the bandwidth requirement for the multilayer mirrors
and it guarantees a maximal energetic separation of the photoemission spectral
features, facilitating background free band mapping [44]. Such considerations are
especially important when studying sideband formation, whose comparably weak
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photoemission signal might be overlapped with signal from a neighboring harmonic.
















Figure 4.5.: Time-dependence of the sideband generation (blue dots), along with the
independently measured pump pulse (dashed grey line) and a fit to the
data (green line), in which a Gaussian probe pulse is convolved with
the pump pulse. This yields a probe pulse duration of 21 ± 5 fs. The
inset shows the measured ARPES spectrum at ∆t = 0 fs. The box
indicates the area over which the sideband signal is integrated. Note
that an additional measurement has been carried out here, where the
pump pulse duration has been determined and optimized using FROG
(see sec. 3.1.2). Taken from [78].
Finally, one can make use of the sideband generation to characterize the time-
resolution of the trMM experiment. The intensity of the sidebands, independent of
their physical origin, follows the intensity of the pump laser pulse (compare section
2.2). Therefore, one can measure the cross-correlation between the IR pump and
the EUV probe pulse by integrating the photoemission signal from the sideband as
shown in Fig. 4.5. The asymmetry in the time-trace arises from weak post-pulses in
the pump pulse, which has been confirmed using a frequency-resolved optical gating
(FROG) measurement [246, 247]. The convolution of a Gaussian probe pulse and
the measured pump pulse is fitted to the measured sideband intensity. From this a
full-width at half maximum of 21±5 fs for the EUV probe is extracted.
4.5. Summary
In summary, a novel setup combining the capabilities of a momentum microscope
with a table-top HHG, and a versatile pump beamline, all operated at 1 MHz rep-
etition rate has been presented. Their capabilities have been demonstrated for
real space imaging (PEEM), static band mapping, as well as for femtosecond time-
resolved momentum microscopy with access to dynamics in the full Brillouin zone
of a material.
63
The trMM setup follows up on preceding experiments using trARPES, where
typically the photoelectron energy and in-plane momentum in one direction is mea-
sured. Momentum microscopes combined with time-of-flight analyzers thus offer
new perspectives, because of their simultaneous measurement of the photoelectron
energy and complete in-plane momentum. However, due to the novel photoelectron
detection scheme, new challenges arise as well. In the following the limitations of
the setup will be discussed.
4.5.1. Limitations of the trMM setup
Limitations of the momentummicroscopy have been reviewed by multiple groups [51,
52, 61, 67, 82, 85, 280–283]. Generally, the count rate and the signal-to-noise ratio
of the momentum microscope are limited by the photoelectron detection scheme.
Within the dead time of the delay line detector (DLD), it is not possible to detect
more than one photoelectron, generally limiting the count rate to one photoelectron
per laser pulse. It has been shown that segmented detectors composed of multiple
DLDs can be used to increase the count rate [82]. Alternatively, it is beneficial to
increase the repetition rate of the excitation light source to improve the count rate.
However, it is necessary to also consider aging of the multichannel plates (MCP),
which becomes increasingly relevant above 106 counts per second for the used MCP
in the DLD. The typical lifetime of a state-of-the-art MCP is > 5000 h at 106 cps
equally distributed. In terms of integral load on the MCP a doubling of the repetition
rate, while maintaining the one electron per pulse regime, will thus lead to a halved
lifetime. Additionally, pump-induced secondaries at small momenta can lead to an
inhomogeneous degradation of the MCP, which might shorten the lifetime further.
Therefore, running the experiment at 1 MHz repetition rate with slightly less than
1 photoemitted electron/pulse is a good trade off between maximum electron count
rate and detector lifetime. Also, for instrument settings where all photoemitted
electrons are detected, single-electron counting on the DLD naturally avoids space-
charge effects, a common cause of signal distortion in photoemission spectroscopy
[64–67].
The momentum microscope is designed such that each photoelectron leaving the
surface region enters the electrostatic lens system. While this is desirable in order
to measure the full width of the photoemission horizon, it as well intrinsically lim-
its the signal-to-noise ratio if only a narrow (E, kx, ky)-region is of interest in the
experiment; the maximum accessible 106 cps are distributed over a larger energy
and in-plane momentum region. The effective useful count rate can be improved
by aligning the microscope such that only the desired momentum region is pro-
jected onto the MCP, as done for the measurement of the K-point of graphene in
Fig. 4.3 (b). Complementary, the application of an energy barrier in the electro-
static lens system can block photoelectrons with low kinetic energies before they
enter the time-of-flight detector [282]. In these scenarios, however, space-charge ef-
fects may arise due to the increased photoelectron density at the sample and in the
electrostatic lens system up to the filtering mechanism.
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Signal distortions due to space-charge effects become even more serious when the
pump pulses lead to significant photoemission. This is most-relevant with infrared to
visible frequencies at higher pump fluences, where only a few photons are necessary
to overcome the work function and lead to additional photoemitted electrons. Pho-
toelectrons thus generated via the process of multi-photon photoemission [95, 284],
being possibly plasmonically enhanced [285, 286], contribute to the overall count
rate, limiting the effectively useful count rate in the region of interest. Furthermore,
electrons emitted via secondary scattering processes or by field emission due to the
large extractor voltage can give strong background signals. Those photoelectrons
are typically localized at small kinetic energies and in-plane momenta and might be
suppressed by placing apertures or high-pass filters, as discussed above.
Similarly, it is possible to select a different high harmonic to optimize the use-
ful count rate. The momentum microscope collects all photoelectrons within the
photoemission horizon, as defined by Eq. 2.13. Thus, by reducing the EUV energy,
the counts are distributed over a smaller energy-momentum volume, facilitating
an increased signal-to-noise ratio for the desired region of interest. For example,
when considering an imaginary sample with a (E, kx, ky)-independent flat density
of states, non-dispersive bands in k⊥-direction, and a ~ω-independent dipole ma-
trix element, photoexcitation with the 9th harmonic compared to the 11th harmonic
would distribute the count rate over a 43% smaller overall (E, kx, ky)-volume due
to a smaller photoemission horizon. Note of course, that still the EUV energy has
to be chosen sufficiently high to reach the in-plane momentum of the spectroscopic
feature.
In pump-probe spectroscopy, it is commonly assumed that the probed system
returns to the ground state well before the next pair of pump and probe pulses
arrive to the sample. With increasing repetition rate of the experiment, it becomes
more important to validate that assumption. In the experiments on graphene, the
charge-carrier dynamics is reversible when driven at 1 MHz. However, a significant
heating of the sample can be observed due to the average incident power of the pump
pulses used for the excitation of the sample. This is detected using a temperature
sensor which is incorporated in the copper heatsink on which the sample is mounted,
meaning that the measured 60℃ increase is most likely an underestimate of the real
temperature at the active surface area for our settings. Depending on the sample
under investigation, it might therefore be necessary to reduce the pump-induced





Ultrafast Auger recombination in graphene
This chapter deals with the ultrafast Auger recombination process in graphene which
has so far, to the best of my knowledge, not been experimentally observed and
quantized. Thereby, the new trMM setup offers simultaneous access to all relevant
energies, momenta and timescales to observe and analyse the Coulomb mediated
scattering processes. Significant parts in this chapter are replicated from the pre-
print "Direct Access to Auger recombination in Graphene" [80], whereby the author
of this thesis contributed as follows: The author performed the corresponding mea-
surements and data analysis, mainly together with David Schmitt, and took part in
the interpretation of the data and in writing of the manuscript.
5.1. Introduction
Non-equilibrium light-matter interaction in graphene has been studied as a pro-
totype system for fundamental energy dissipation channels of non-thermal and hot
charge carriers in two-dimensional systems [36, 179, 184, 185, 189, 194, 196–198, 200–
202, 205, 206, 213, 223, 224, 229, 235, 236, 239, 277, 278]. In order to access these
out-of-equilibrium properties on the femtosecond timescale, the optically-excited
non-thermal charge carrier distribution is commonly probed using ultrafast opti-
cal [185, 189, 196, 201, 202, 205, 213, 215] and photoemission [36, 179, 197, 198,
200, 239, 277, 278] spectroscopy. Due to the linear-dispersive bands with a vanish-
ing density of states at the Dirac point combined with the weak screening of the
Coulomb interaction in the two-dimensional material sheet, many-particle electron-
electron interactions are especially strong (compare section 2.5.2). As a result, the
excited charge carriers thermalize to a hot Fermi-Dirac distribution on the ≈50 fs
timescale [196, 197, 278]. Concurrently, scattering with optical phonons leads to an
azimuthal thermalization and further cooling of the Fermi-Dirac distribution on a
timescale of 200 femtoseconds to a few picoseconds. Of particular interest in these
carrier thermalization and cooling dynamics in graphene are impact excitation (IE)
and Auger recombination (AR) band-crossing processes, whose interplay determine
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effects like carrier multiplication and population inversion. Both of them highlight
the outstanding potential of graphene for optoelectronic devices [217, 287]. However,
while IE has been clearly identified experimentally [200, 233], a direct experimental
verification and analysis of AR processes remains elusive.
In this chapter, direct experimental evidence for Auger recombination (AR) on
timescales as short as 10 fs is provided, which induces an energy- and momentum-
dependent population far above the excitation energy. Moreover, depending on
the efficiency of AR vs. other scattering processes, distinct temporal shifts are
found of the transient energy- and momentum-dependent carrier populations in the
conduction (π∗) band. In addition, these findings are fully supported by model
calculations of two-body Coulomb scattering processes in graphene performed by
Marius Weber and Hans Christian Schneider (University of Kaiserslautern).
For this study an n-doped graphene sample has been selected to maximize the
impact of Auger recombination on the observed scattering dynamics in the case of
strong optical excitation (compare section 2.5.2 and [194, 235, 236]). Congruously,
the Dirac cone is located 400 meV below the Fermi-level. Therefore, the excitation
with 1.2 eV photons results in a non-equilibrium electron distribution with its peak
located at 0.2 eV above the Fermi-level due to resonant optical excitation (=̂ 600
meV above the Dirac point). During and subsequent to this excitation with a ∼
37 fs laser pulse, multiple carrier-carrier scattering processes evolve and redistribute
the population in energy and momentum.
Figure 5.1 illustrates the optical excitation (black arrows) and concurrent two-
body Coulomb scattering processes. Here, it is important for the following discus-
sion to distinguish in (a) band-crossing Auger recombination (AR) and multiple and
inter- and intraband scattering in (b). Both scattering channels are able to generate
population at energies higher than the initial optical excitation, which is the experi-
mental signature we are going to follow, and are therefore relevant for the following
discussion.
For the illustrated Auger recombination process (Fig. 5.1 (a)), an electron in the
conduction band (π∗) recombines with a hole in the valence band (π), and another
electron in the conduction band (π∗) gains the excess energy. Typical energies
that can be reached in such a band-crossing Auger recombination for the scattering
partner electron are ∼1.2 eV above the Fermi level, if this electron originated from
energies around the Fermi-level [see red arrows in Fig. 5.1 (a)]. Thus, if AR is indeed
of importance for the non-equilibrium dynamics in graphene [194, 235, 236], such
high-energy electrons are expected to be a detectable signature of AR in this time-
resolved momentum microscopy experiment. Moreover, the temporal evolution of
such a high-energy electron population will give quantitative information on the the





















Figure 5.1.: Possible two-body e-e scattering events of non-thermal charge carriers in
n-doped graphene that are able to create population at energies higher
than reached by the excitation itself. Excitation with 1.2 eV pump pho-
tons (black arrows) resonantly populates states around E−EF = 0.2 eV
(black dots). Two processes are distinguished: (a) Band-crossing scat-
tering processes via Auger recombination. Here, one electron bridges
the valence and the conduction band and the other involved electron
gains the energy of the recombination process and can reach energies
up to about 1.2 eV above the Fermi level. (b) Multiple inter- and intra-
band scattering processes (green and blue arrows, respectively), which
can occupy higher energies in the conduction via cascaded scattering
processes. Taken from [80].
However, the identification of high-energy electrons above the excitation energy
might not be sufficient proof for the presence of Auger recombination processes.
Upon a strong optical non-equilibrium excitation, as in this experiment, the elec-
tronic system will will instantly start to thermalize back to a Fermi-Dirac distri-
bution, which involves multiple scattering processes, of which cascaded intra- and
interband scattering processes [green and blue arrows in Fig. 5.1 (b)] are also able
to generate population at higher energies in the conduction band (π∗). The most
important aspect is now to realize that the build-up of high-energy electron popu-
lations by multiple cascaded scattering processes versus direct band-crossing Auger
recombination exhibits distinct temporal structures. In the former case, build-up
of population at higher energies requires more and more individual intra- and in-
terband scattering processes: the higher the energy, the longer it takes to create
population. In contrast, for AR, energies up to about 1.2 eV can be reached within
a single Auger scattering event, and potentially at much earlier times than expected
when cascaded multiple intra- and interband scattering events are necessary to reach
these energies. In total, while all these processes are possible, the available phase
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space for them critically depends on the evolution of the Dirac carrier dynamics and
leads to distinct temporal, energetic and momentum signatures in the non-thermal
carrier distribution.
5.2. Measurement details
With the goal to study electron dynamics above the excitation energy on a sub-
50-fs timescale (i.e., within the timescale of the excitation pulse itself), the novel
trMM setup is used to gain access to all relevant parallel momenta and kinetic
energies to track the time evolution of the photoexcited charge carriers in n-doped
graphene. The setup was discussed beforehand in detail in chapter 3 and 4. In
this experiment, the 11th harmonic, corresponding to 26.5 eV, is used to probe the
photoexcited carrier distribution (p-pol.). Pump pulses with p- and s-polarization
(1.2 eV, ∼ 37 fs) were used with 6.5 mJ/cm2 and 17.3 mJ/cm2 respectively, to
excite the dynamics. Additionally, a fluence dependent measurement (p-pol., 1.5 -3.5
mJ/cm2) has been carried out (see sec. 5.4.2 in the appendix). The measurements
were performed with an extractor voltage of 12 kV, whereby only one K point,
located approximately in the plane of incidence of the impinging light, is imaged
onto the detector facilitating an increased signal/noise ratio. A drift voltage of 40 V
results in an overall energy resolution of ≈ 220 meV (see figure B.7). The n-doped
graphene sample on 4H-SiC(0001) was grown by the polymer-assisted sublimation
growth technique [272, 273] and cleaned by subsequent heating cycles up to 600 K
prior to measurement. All measurements have been performed at room temperature.
5.3. Results
5.3.1. p-pol. pump
An exemplary time-resolved measurement is shown in Fig. 5.2 (a), which illustrates
an (E, kx, ky)-resolved data set that is collected at ∆t = +10 fs after the maximum
intensity of the pump pulse (p-polarized, 1.2 eV, 6.5 mJ/cm2, ∼ 37 fs) is reached.
Clearly visible is the linear-dispersive band structure of the Dirac cone (black dashed
lines as a guide to the eye) below the Fermi-level, and also (at lower intensity) above
the Fermi-level due to excitation with the 1.2 eV pump pulse [compare also with
the E(k)-map in Fig. 5.3 (a)]. Note that in photoemission, some parts of the
Dirac cone are not visible due to the so-called "dark corridor of graphene" (marked
with "DC", check section 2.4.5 and [180, 182]). In addition, it is known and also
seen in our experiment, that an excitation with 1.2 eV laser pulses is anisotropic
(indicated with black arrows for better visibility), which can be explained by a
polarization-dependent matrix element for the optical excitation (compare sec. 2.5.1
and [179, 184, 204, 215]). All replica features marked with "SB" for sideband are
induced by the pump pulse, as discussed beforehand in chapter 4. These features
are used here to directly determine the pump-probe overlap (i.e., ∆t = 0 fs) and do
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not contribute significantly to the observed dynamics (see discussion in sec. 5.4.1).
Figure 5.2.: Time-of-flight momentum microscopy data obtained on the Dirac cone
of n-doped graphene when excited with p-polarized IR pump pulses
and probed with EUV light (∆t = 10 fs). (a) 3D illustration of the
collected dataset, showing the linear-dispersive valence (π) and conduc-
tion (π∗) bands (marked by dashed lines), the dark corridor (DC), the
anisotropic optical excitation (black arrows), and the photon-dressed
sideband (SB). The shape of the Dirac cone is indicated by a dotted
line. (b) Selected (kx, ky)-momentum maps at E − EF = −1.0 eV,
0.2 eV, and 1.1 eV that show cutouts from the multidimensional data
set in (a). The momentum-anisotropic charge carrier distribution is con-
served up to highest resolved energies E − EF = 1.1 eV (black arrows),
implicating collinear e-e scattering events to reach these high energies.
Taken from [80].
Next, the highest density of charge carriers is found in the conduction band above
EF at E − EF = 0.2 eV, as expected, because of resonant excitation by 1.2 eV
light pulses [Fig. 5.2 (b), middle panel]; as a result, the carrier distribution strongly
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deviates from a hot Fermi-Dirac distribution, both in its energy and momentum
distribution. Most interestingly for our analysis is, however, that population in the
conduction band is also observed for energies far above the excitation energy, i.e., up
to E − EF ≈ 1.1 eV [Fig. 5.2 (b), top panel]. Even more, these high-energy charge
carriers are also distributed anisotropically in momentum space (indicated again by
black arrows). From this observation, one can already draw several conclusions:
i) As these high-energy charge carriers cannot be directly generated by the op-
tical excitation (from the fluence dependence in the appendix sec. 5.4.2 any
nonlinear contribution can be excluded), it follows that very efficient scattering
events within the timescale of the pump and probe pulses must be responsible
for the observation.
ii) The replication of the anisotropic distribution in momentum space is a clear
signature that collinear scattering processes must dominate the generation of
these high-energy electrons (black arrows).
iii) From primarily collinear scattering, as well as, the temporal and energetic
region a considerable contribution of electron-phonon scattering is ruled out.
As outlined above, the sub-50-fs temporal structure of these high-energy popula-
tions is now analysed in detail (Fig. 5.3), which should be distinct for AR vs. inter-
and intraband scattering. The analysis is performed on a momentum slice for which
kx = 0, where the conduction band is directly populated in ±ky-direction by the
optical excitation [compare black arrows in Fig. 5.2]. In Fig. 5.3 (a), the respec-
tive (E, ky)-cut is shown and the respective regions-of-interest (ROIs) are indicated
with colored boxes that are further evaluated in Fig. 5.3 (b). At this point, the
p-polarized pump light is used that generates photon-dressed sidebands (SB) and
thus provides a direct calibration of the time axis (compare sec. 4): An analysis of
the SB intensity yields a direct cross-correlation of the pump and probe pulses, im-
plicating that maximum SB intensity is reached when they are in temporal overlap
[i.e., ∆t = 0 fs, grey trace in Fig. 5.3 (b)]. Note that the sideband structure and
the main Dirac cone cross in the energy- and momentum-region where the resonant
optical excitation occurs [black box in Fig. 5.3 (a)]. However, as detailed in sec.
5.4.1, a significant contribution of this sideband yield to the measured dynamics can
be ruled out.
The occupation of the conduction band as a function of ∆t is evaluated separately
for each ROI indicated in Fig. 5.3 (a). Interestingly, already for E − EF = 0.2 eV
(black ROI), where the optical excitation proceeds resonantly, maximum signal is
not observed for ∆t = 0 fs, but occurs delayed at ∆tmax ≈ 8 ± 1 fs. This delayed
response of the photoelectron yield can be attributed to finite lifetimes [288], mainly
determined by e-e scattering processes which redistribute the carrier density already
during the pump pulse excitation, which is in agreement with earlier reports [236].
When evaluating these time traces for increasing energies above the resonant ex-
citation peak, the maximum population is reached at even larger ∆tmax (blueish
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traces). At first glance, this is counter-intuitive in terms of excited state lifetimes,
considering the relaxation of carriers towards the Fermi level, e.g,. Refs. [289, 290].
However, this behaviour must indeed be expected for the generation of this popu-
lation via cascaded intra- and interband scattering: because of energy conservation
and the phase space that is available for inter- and intraband scattering events,
more and more scattering events are necessary to reach higher and higher energies.
Consequently, ∆tmax must steadily increase towards higher energies.
In contrast, however, at the highest energies where population is still detected,
∆tmax decreases again (green and red trace). Therefore, these charge carriers can-
not have been excited to these energies predominately via multiple scattering events.
Instead, they mostly have been excited to these energies in a single scattering event,
which, because of energy conservation, strongly points towards AR. The time to
reach maximum population for the highest measured energy can be used for a quan-
titative estimation of the average Auger recombination time, where at the highest
evaluated energy (Emax−EF = 1.1 eV) a time of ∆tmax = 10±1 fs is evaluated. This
value serves as an upper limit, because the observed maximum might additionally
be delayed due to finite lifetimes at the respective electron energies. Consequently,
the AR time is extremely fast with τAR < 10 ± 1 fs as inferred from the analysis.
In Ref. [200], it was found that the maximum carrier multiplication due to IE was
reached within 26 fs of the optical excitation. This requires the average scattering
time for IE to be well below this value, placing it also on the 10th of fs timescale.
Although a direct comparison with Ref. [200] is hindered by the many parameters
which influence Auger scattering times (e.g., phase space, Pauli blocking, ...), a
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Figure 5.3.: Temporal structure of high-energy populations in the conduction band
of graphene. (a) (E, ky)-cut through the multidimensional data for
kx = 0. The ROIs evaluated in (b) and (c) are indicated by colored
boxes. The dotted line at E − EF = 0.8 eV indicates the threshold
energy that can be reached with a single inter- or intraband scattering
event. Higher energies can only be reached by a single AR or multiple
inter- and intraband events. (b) The photoemission yield in the ROIs as
a function of pump-probe delay. The time of maximum charge carrier
occupation (∆tmax), obtained by Gaussian fitting of the time traces in
the respective ROI between -20 fs and +30 fs, is indicated by colored
arrows (see section C.2). (c) Energy-dependence of ∆tmax; error bars
correspond to the 1σ standard deviation of the fit. For increasing E−EF,
∆tmax first increases, saturates, and finally decreases again for energies
where AR is expected to become the dominant scattering event. The
brown dashed line is a guide to the eye through the data. From [80].
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5.3.2. s-pol. pump
A similar picture as above can be gained for the data obtained with the s-polarized
(1.2 eV, 17.3 mJ/cm2) pump light as shown in figure 5.4. The data is evaluated
as done in section 5.3.1 for the p-polarized case (the maxima determination is dis-
cussed in section C.2). Consistently, a distinct shift of ∆tmax = 9 ± 1 for the high
energetic carriers (1.1 eV) is observed, which is interpreted as a direct evidence for
AR. The overall shift of tmax shows qualitatively and quantitatively a similar energy
dependence (within error bars). Note, that now in (a) a cut along the kx direction
is shown, to follow again the direct excitation by the pump beam (which is rotated
by 90° from p- to s-polarization) and additionally only one arm of the Dirac cone
is nicely visible along this direction in photoemission due to the dark corridor (see
section 2.4.5).
The overall levelling in the data (i.e., the flat plateau around ∆t = 0 fs) can be
attributed to increased Pauli-blocking (state-blocking) due to the higher fluence in
this measurement (17.3 mJ/cm2  6.5 mJ/cm2), which fits also to the theoretical
expectations (compare section 2.5.1). This hampers slightly the determination of
the maximum population leading to higher errors in this measurement (see section
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Figure 5.4.: Identification of AR in the ultrafast, energy- and momentum-resolved,
redistribution of non-thermal charge carriers in the conduction band
of graphenet for s-polarized pump light. (a) (E, kx)-cut at ky = 0.
The regions of interest evaluated in (b) and (c) are indicated by colored
boxes. The dotted line at E−EF = 0.8 eV indicates the threshold energy
that can be reached with a single inter- or intraband scattering event.
(b) The photoemission yield in the ROIs is evaluated as a function of
pump-probe delay. The time of maximum charge carrier occupation
(∆tmax) in the respective ROI is indicated with a colored arrow. Note
that the SB labelled time trace is obtained from a weak sideband signal.
(c) Energy-dependence of ∆tmax obtained by Gaussian fitting of the
time traces between -20 fs and +30 fs; error bars correspond to the 1σ
standard deviation of the fit. The sideband trace (grey) is used for the
calibration of the time-axis (note that its plotting on the E − EF-axis
is not physical and therefore marked with a ∗). For increasing E − EF,
∆tmax first increases, saturates, and finally decreases again. The brown
dashed line is a guide to the eye through the data. Taken from [80].
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5.3.3. Model calculations
Simulations of two-body Coulomb scattering processes in graphene were carried
out by Marius Weber and Hans-Christian Schneider (see appendix C.4 for details).
Results of these simulations are shown in Fig. 5.5. To keep the simulation and
comparison simple, the dynamics in the simulation were initiated (∆t = 0 fs) by
anisotropically redistributing the charge carriers between the conduction and the
valence band. The resulting imbalance of electrons and holes at E−EF = 0.2 eV and
−1.0 eV corresponds to the experimental excitation, as shown in the inset of Fig. 5.5.
The main part of Fig. 5.5 shows transient electron populations for E−EF > 0.8 eV
calculated for two cases: (i) including all Coulomb-mediated e-e scattering pathways,
and (ii) for an artificial case neglecting all scattering events in which one carrier
crosses bands. Thus in scenario (ii), AR processes are excluded in the simulation.
The simulation shows that the total carrier density at E − EF > 0.8 eV, i.e., at
energies beyond those reached by the pump pulse rises after the excitation to a value
that is only a small fraction of the total carrier density in both cases. A subsequent
decrease of the density in this energy range is not observed because electron-phonon
interactions are not included that would lead to such a “cooling” behavior. However,
the direct comparison clearly shows that AR processes play a large enough role at
high energies such that its signatures can be picked up by the experiment. While the
timescales are slightly longer than those in the experiment due to the choice of the
screening parameter, it can be concluded from the calculations that it is the large
influence of AR processes on the high-energy dynamics that makes them detectable,









Figure 5.5.: Computed time-dependent carrier densities integrated over the energy
range E − EF > 0.8 eV corresponding to the experimentally accessi-
ble population of high-energy electrons. The density is normalized to
the total density of electrons in the conduction band. The red solid
line is computed including all scattering channels and the dashed line
excluding Auger processes. Taken from [80].
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5.4. Discussion
5.4.1. Excluding the influence of sideband intensities on the
carrier scattering analysis (p-polarized pump light)
From Fig. 5.3 (a), one can see that the sideband trace crosses the main Dirac cone
where optical excitation proceeds resonantly (black ROI). The temporal overlap
between pump and probe (∆t = 0 fs) is calibrated in the energy- and momentum-
region where the sideband does not overlap with the main Dirac cone (grey ROI). In
Fig. 5.3 (b,c), the grey ROI and the black ROI have distinctly different ∆tmax. Such
a scenario is not be expected if significant contributions of the black ROI would
stem from sideband yield; instead, the dynamics measured in the black ROI are
dominantly determined by the charge carrier dynamics in the conduction band. If
still considering minor contributions of the sideband to the black ROI, ∆tmax =
8± 1 fs has to be treated as the lower limit.
Moreover in the s-pol. measurement only a vanishing sideband intensity is de-
tected. This can be understood, due to probing of the Dirac cone approximately
located in the optical plane, and thus for s-polarized pumping, no contributions
from the laser-assisted photoelectric effect (LAPE) are expected (compare sections
2.2 and 6). The fact that the s-polarized data and analysis in Fig. 5.4 shows the a
similar energy-dependent delay further supports that the intensity of the sideband
in the p-polarized case does not contribute significantly to the analysis procedure.
5.4.2. Excluding higher-order nonlinear contributions
Fluence dependent measurements have been performed with the p-polarized pump
beam to rule out strong nonlinear contributions for the electrons at higher energies
(≥ 0.8 eV), i.e., a two photon absorption or higher order sideband generation. Here,
the observed sideband is used as an additional check, since it is expected to scale
linearly with pump fluence (compare sec. 2.2). In figure 5.6 (a) the momentum map
centred at 0.8 eV (obtained by integrating from 0.7 eV - 0.9 eV) for the measurement
with a fluence of ∼ 3.5 mJ/cm2 is shown together with the corresponding integration
areas for the carriers in the π∗ band (blue) where a resonant two photon absorption
can expected. Note, that the integration area has been enlarged compared to figures
5.3 and 5.4 to account for a reduced signal/noise ratio, especially at lower fluencies.
In (b) the fluence dependence of the sideband generation (0.8 eV - 1.4 eV), the
carriers at high energies in the π∗ band (due to AR, 0.8 eV - 1.4 eV) and the carriers
at the energy for the resonant two photon absorption (0.7 eV - 0.9 eV) in temporal
overlap (∆t = 0 fs) are shown in a log-log plot. The corresponding intensities have
been corrected for background counts by selecting a similar ROI with the same
area at the same energy in the background. The intensities in all three areas follow
approximately a linear fluence dependence ruling out strong non-linear contributions
by high-order processes. As expected, the sideband intensity scales with a slope of
1.0±0.1, confirming the linear dependence and verifying the background correction.
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Figure 5.6.: Fluence dependence of the charge carrier occupation in the conduction
band obtained with p-polarized pump light. (a) Excitation diagram for
possible two-photon processes (crossed arrows) that would terminate at
E −EF = 0.8 eV. (b) Momentum map centred at E −EF = 0.8 eV (0.7
eV - 0.9 eV) showing the anisotropic population of the conduction band
at ∆t = 0 fs, as well as the contribution of the sideband (SB) centered
at the K-point. The colored box indicates the regions of interest for the
two-photon resonance. (c) Fluence dependence of the photoemission
yield in the sideband (black, 0.8 eV - 1.4 eV), the two-photon resonance
(blue, 0.7 eV - 0.9 eV), and in the area where AR was identified (0.8 eV
- 1.4 eV). Taken from [80].
5.5. Concluding remarks
In conclusion, to the best of my knowledge, the first direct observation and analysis
of Auger recombination in n-doped graphene has been shown by trMM on an ultra-
fast 10 fs timescale by analyzing the energy and momentum distribution of excited
charge carriers. Thereby the strong optical excitation of resulted in a macroscopic
number of highly excited charge carriers at energies higher than reached by the op-
tical excitation itself. Depending on the dominant scattering processes, a distinct
temporal structure on a sub-50-fs timescale has been identified and can be used
in the future for further studies on primary thermalization events in graphene (see
section 7).
The estimated timescale of AR in this work seems to be reasonable compared to
the IE process observed by Gierz et al. [200] which evolves on a similar timescale
even though the different experimental parameters (doping, fluence, ...) make a
quantitative comparison difficult.
Contributions from any higher order non-linear effect (2-photon absorption or
higher-order sideband generation) can be safely ruled out to the observed dynmics,
due to the distinct time-delays and from the fluence dependent measurement, as
discussed beforehand (section 5.4.2). Moreover, the post-pulse (see section 4), which
is also present in this measurement does not influence the scattering dynamics in
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the first 10th of femtoseconds, but definitely changes the non equilibrium response
of the system at longer timescales, as further elucidated in the appendix (sec. C.3).
For this reason, no further analysis of the long-term dynamics (i.e., the cooling of
the hot Fermi-Dirac distribution) is presented within this thesis.
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Chapter 6
Electromagnetic dressing of the electron
energy spectrum of Au(111) at high
momenta
The aim of this chapter is to study the electromagnetic dressing, i.e., the sideband
generation, in the full photoemission horizon of a Au(111) crystal to determine the
contribution of Floquet-Bloch and LAPE (laser-assisted-photoelectric effect) physics
to the overall sideband yield. The content of this chapter reproduces significant
parts of the publication "Electromagnetic dressing of the electron energy spectrum
of Au(111) at high momenta" [79] and includes additional evaluation and discus-
sion. Thereby, the author contributed as follows: The author took part in planning
the overall experiment and worked together with Alexander Osterkorn, Tridev A.
Mishra, Salvatore R. Manmana and Stefan Kehrein for the moddeling of the data.
The measurements and data analysis were performed mainly by the author together
with David Schmitt. The author took part in the interpretation of the data and in
writing of the manuscript.
6.1. Introduction
On-demand engineering of the quantum-mechanical properties of condensed mat-
ter has great potential for technological innovation. Possible control tactics, to
steer a quantum material in a desired state of mater, are therefore highly sought-
after [291, 292].
One pathway is the so called "Floquet engineering", manipulating the quantum sys-
tem with a periodic driving [88, 89] by, e.g., an oscillating electric field, which can
be delivered using the femtosecond light pulses of modern laser-amplifier systems.
By changing the electric field strength E, the frequency ω, the pulse duration τ , or
the polarization of the light field, novel phases of matter can be created, which was
already realized for selected examples [92, 293, 294].
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The external light-field induces an additional time-periodicity onto the system,
which results in Floquet states [90, 91], the temporal analogue to the well known
Bloch states in solid state physics [295]. The eigenstates of the equilibrium system
are then said to be dressed and the full light-matter-coupled system can be described
by Floquet-Bloch states (compare section 2.2).
Time- and angle-resolved photoelectron spectroscopy (trARPES) is largely consid-
ered as the method of choice for the unambiguous identification of such light-dressed
eigenstates [92, 175, 293].
In a trARPES experiment, an intense, long-wavelength, pump pulse spanning
multiple optical cycles is used to dress the equilibrium band structure, while a sec-
ond, delayed, ultraviolet (UV) or extreme ultraviolet (EUV) pulse is used to probe
the induced dynamics. For a clear identification of Floquet-Bloch bands, the laser-
assisted photoelectric effect (LAPE) has to be considered additionally [92, 93, 294].
Both processes, i.e., Floquet-Bloch bands as well as LAPE, are evident in trARPES
experiments as so-called sidebands, replica features of the main photoemission lines
separated by the pump laser photon energy (see figure 6.1).
However, while Floquet-Bloch bands represent a coherent modification of the initial
state band structure, LAPE is a final state effect, in which the photoemitted elec-
tron interacts with the electric field of the pump pulse [94, 95, 127]. Even though
LAPE has no direct effect on the material’s properties it was successfully utilized to
study femto- to attosecond-dynamics [69, 132–137]. Recently, the first observation
of LAPE from liquid surfaces has been made [138].
A seminal work on the topological insulator Bi2Se3 showed that Floquet-Bloch
and LAPE states can occur simultaneously, with potential scattering amplitude be-
tween both (see figure 6.1) [92, 93]. These studies focused on electronic bands
located at the surface Brillouin center (Γ-point, kx,y ≈ 0 Å−1), where electrons are
photoemitted nearly perpendicular to the surface. This was used as an approxi-
mation in the subsequent modelling. However, in order to probe, for example, the
dynamical creation of a Floquet topological insulator on graphene [125], electronic
bands at the edge of the Brillouin zone have to be accessed. Using EUV light, such
photoelectrons would leave the surface region under a large photoemission angle
and the approximation of perpendicular emission from the surface does not hold
any more.
In this chapter, the generation of sidebands at high in-plane momenta is bench-
marked on the exemplary metallic surface Au(111). By employing a momentum
microscope that maps the full momentum of all photoelectrons leaving the sur-
face [61, 78], the formation of sidebands extending over the 1st Brillouin zone
(BZ) is investigated. From theory, based on work by Madsen et al. and others
[93, 95, 129, 130], we expect a strong azimuthal modulation of the sideband inten-
sity determined by the angle-of-incidence and polarization of the pump pulse. How-
ever, such a signature is absent in our collected photoemission data. The presented
analysis shows that on metal surfaces, the sideband formation is largely determined
by LAPE and further that not the impinging electric field strength of the driving





















Figure 6.1.: Schematics for the electromagnetic dressing with IR light of (a) Bloch
bands, yielding Floquet-Bloch bands, and (b) quasi-free electrons, lead-
ing to LAPE. In both scenarios, sidebands (n±1, dashed line) of the
main photoemission spectral feature (n0, solid line) are observed in the
photoemission experiment. (c) Both processes terminate at the same
final state energy, requiring the consideration of scattering amplitude
between both processes. Taken from [79].
of the studied material defines the electric field strength available for dressing the
electromagnetic energy spectrum, which can be crucially different for Floquet and
LAPE that occur within and in front of the crystal, respectively.
6.2. Theoretical description
The theoretical modelling for the dressed photoelectron spectrum of Au(111) is
presented in this section, where an inital state dressing (Floquet), a final state
dressing (LAPE) and scattering between both is considered (compare sec. 2.2).
This work was performed in close cooperation with A. Osterkorn, T. A. Mishra, S.
R. Manmana and S. Kehrein.
The theoretical description of the sideband generation follows precedent work by
Madsen et al. and others [93, 95, 129, 130]. The starting point is a linear polarized
















, the in-plane angle of the electric field (compare figure 6.3)
and φ the polarization angle (φ = 0° (90°) corresponds to a p(s)-polarzied pump
beam). The later description can be seen as the transition to the laboratory frame
with an incidence angle of 68° as it is used in section 6.4.
6.2.1. Model for the final state
In the framework of the laser-assisted-photoelectric effect the dressing is considered
in the final state in photoemission. In general, photoemission final states are free
electron states in the vacuum that become distorted at the surface and are matched
to high-lying Bloch waves giving rise to so-called time-inverted LEED states [296].
For metals a common simple surface model is a step potential model, the so-called
"jellium" model [130]. Here, the final states are modelled as plane waves parallel to
the surface and exponentially damped waves normal to the surface. The dressing by
the laser field, however, can be treated in an approximate way by using the phase
of free electron states dressed by a driving laser field [130, 297], which are known as
Volkov waves [128, 129]. Also plain Volkov waves have proven to be useful as final
states for analytical photoemission calculations [93]. Hence, the model for the final
state is













where φkz(z) is the surface-normal part of the wave function, ~ωf (k) is the eigenen-
ergy of the state. UP = e
2E20
4meω2IR
is the ponderomotive potential and Jn are generalized
Bessel functions. The LAPE parameter α is described by:
α = e
meω2IR
E · k, (6.3)
where k is the momentum in the final state.
6.2.2. Model for the initial state
The initial state in photoemission is generically a complicated Bloch wave. How-
ever, in the case of the sp band transition in Au the in-plane dispersion is well




xy when measured with respect
to EFermi. This is in the spirit of the free electron approximation for noble metals
[295], which is a common simple but often quite predictive approximation for many
quantities. Note that kxy of the inital and final states coincide due to conservation
of in-plane momentum in the photoemission process.
A realistic modelling of the perpendicular momentum dispersion is more com-
plicated. Estimating the initial state kinz from the photoemission energies reveals
that for a probing photon energy of 26.5 eV, kinz is typically close to the bulk Γ-
point where the dispersion is flatter than at high momenta, i.e., close to the L point
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(see band structure calculation and photon energy dependent photoemission data
in Ref. [298] and [299]). For flat dispersions, a strong suppression of the sideband
generation is expected since the dressing field couples to the momentum-dependent
part of the dispersion. This is consistent with the picture of a parabolic dispersion
with high effective mass in that direction.
Furthermore, the initial state dressing is subject to screening, which is further
outlined in section 6.5.1. Therefore, the dressing is modelled as due to an averaged
damped electric field Ein because of screening inside the metal as a first approx-




Einxy · kxy + βz(EIR,inz , kinz ) (6.4)
instead of the LAPE parameter α.
The occupied part of the Shockley surface state (SS) has a two-dimensional
parabolic dispersion with an effective massm∗SS ≈ 0.26me [300]: ESS(kxy) = −ESS0 +
~2
2m∗SS
kxy2. At the same level of modelling as above one can hence use a Floquet pa-
rameter similar to (6.4) but with me → m∗SS and possibly a different average electric
field.
6.2.3. Photoemission amplitude
The transition in photoemission from the initial state to the final state is calculated
within first order time-dependent perturbation theory (Born approximation [93,
129]) employing a scattering matrix description. The transition amplitude from an
initial state φi to a final state φf reads:





dt 〈φf |AEUV · p̂|φi〉 , (6.5)
with the vector potential of the EUV probe AEUV = A02 exp(−iωEUVt), where dipole
and the rotating wave approximation were used. In this experiment, a driving laser
fluence of F = 5 mJ/cm2 is used with a pulse duration of τ = 37 fs, resulting in an






≈ 1 · 109 V/m. The ponderomotive
potential UP = e
2E20
4mew2IR
is then of the order of 10 meV and the term UP2~ωIR ≈ 0 and
can therefore be safely neglected. The generalized Bessel function reduces to the
ordinary Bessel function of the first kind.
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Plugging the model for the sp wave functions into (6.5) yields

















































is the photoemission matrix element generated by the spatial parts of the wave func-
tion [130]. Within this chapter only the relative k-space structure of the sidebands
is studied and therefore the role of the matrix element is neglected in the following.


















The Dirac-δ in (6.6) describes energy conservation during photoemission and re-
stricts the final momentum k in addition to the momentum conservation parallel to
the surface. The photoemission intensity of the m-th order sideband is:






βxy − αxy + βz − αz
)2
. (6.9)
Note that the Bessel function obeys: J−m(β − α) = (−1)mJm(β − α) for integer
m so that the intensity of the sidebands Im = I−m. The Bessel function J1 can be
approximated for small parameters |β−α| 
√




4 (β − α)
2 . (6.10)
This is justified in our case with an incident electric field E0 = 1 · 109 V/m yielding
a maximum LAPE parameter of αmax = 1.28 and only small corrections due to β
because of the efficient screening (compare section 6.5.1), i.e., β ≈ 0. Generically,




· kxy the sideband generation for the sp band
states due to the in-plane electric fields will be suppressed if the electric field in the
metal is only weakly screened.
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6.2.4. Consequences of strong screening
Since a strong damping of the electric fields is anticipated, which is further under-
pinned by a Fresnel equation estimation (see section 6.5), the special case βxy, βz → 0
of pure LAPE is considered, leading to a sideband amplitude:
|am|2 ∼ Jm(α)2. (6.11)
In previous works [92, 93] the in-plane component of the electric field was typi-
cally neglected if all electrons are photoemitted nearly perpendicular to the surface
(kz  kx, ky). Here this approximation is a priori not valid, because electrons are
photoemitted under large photoemission angles and thus high in-plane momenta. If
the in-plane components of the electric field are taken into account, the result yields













with θk = arctan kxky (see figure 6.3). The same approximate form of the Bessel
function can be used as above such that the sideband amplitude for the first sideband

















Here, one can notice that the sideband amplitude and hence also the sideband
intensity (m = 1) scales with 1
ω4IR
. In general, the in-plane electric field components
are conserved across the metal-vacuum interface. In the case of screening, one










In conclusion, the sideband amplitude of the first sideband |a1|2 has been derived
with and without screening, i.e., Exy = 0 and Exy 6= 0 (see figure 6.2). As one
will later see in the results section (6.4) the experimental data can be explained by
an efficient screening of the in-plane electric field component Exy ≈ 0. A detailed
















Figure 6.2.: (a,b) Calculated in-plane momentum distributions of the LAPE side-
band amplitude |a1|2 after Eq. 6.12 for p- and s-polarized light impinging
along kx in an oblique angle of incidence; the white arrow indicates the
direction of the in-plane electric field component. Sideband yield can be
expected for LAPE in both polarizations. (c,d) If the in-plane electric
field components are screened (Exy = 0), no sidebands are expected for
s-polarized light. In p-polarized driving, |a1|2 is symmetric around the
kxy = 0. Note that all plots are visualized on the same color scale, in the
full accessible photoemission horizon. The calculations were performed
for an incidence angle of 68°. Taken from [79].
6.3. Measurement details
The experimental setup is sketched in Fig. 6.3. A detailed description of the system
was already given in chapter 4. Here, the fundamental at 1.2 eV with a pulse duration
of ≈37 fs and a fluence F of 5 mJ/cm2 is utilized to generate the sidebands. The 11th
harmonic at 26.5 eV with a pulse duration of 21 fs is used to probe the light-driven
bandstructure of the Au(111) surface. The polarization of the probe beam was fixed
at p-polarization.
The measurements were performed with an extractor voltage of 12 kV facilitating
access to the full 1st Brillouin zone of Au(111) while minimizing the field-emission. A
drift voltage of 40 V results in an overall energy resolution of ≈ 200 meV (see figure
D.3). The Au(111) crystal was cleaned by subsequent heating and Ar-sputtering



























Figure 6.3.: Simplified sketch of the time-resolved momentum microscopy setup. A
pump-probe approach is used to follow the the bandstructure dynamics
of the Au(111) surface. The pump (1.2 eV) and probe (26.5 eV) beams
have an incidence angle of ≈ 68°. The time-of-flight momentum micro-
scope detects all photoemitted electrons up to photoemission angles of
± 90° and allows to measure the whole 3D information (kx, ky, EKin)











measure the in-plane angle of the electric field and
the photoelectron momentum respectively. Taken from [79].
First, a time-resolved measurement from ∆t = −100 fs to ∆t = +100 fs was
performed to estimate the perfect pump/probe overlap with a nearly p-polarized
pump beam1 (shown in the appendix figure D.2). Subsequently, the delay was fixed
at ∆t = 0 fs and the polarization of the pump beam was rotated in 10° steps and the
driven ARPES spectra were recorded. The integration time for each polarization
step was 2h. Details on the raw-data post processing, e.g., the correction for lense
errors and the energy calibration can be found in the appendix D.
1 The polarization of the pump beam was not perfectly adjusted at the start of the experiment
(φ ≈ 10°; compare 6.4 (b)). In the following we refer to it as p-polarized pump.
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6.4. Results
Selected momentum maps of the three-dimensional momentum microscopy data sets
are shown in figure 6.4. The main spectral features are the parabolic Shockley sur-
face state (SS) at the Γ point with a binding energy of 390 meV and the dispersing
sp-bands at the edge of the first surface Brillouin zone. At higher in-plane momen-
tum (kx, ky) the sp-band transition in the second surface Brillouin zone is visible
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Figure 6.4.: (a) (kx, ky)-resolved momentum maps extracted from the three-
dimensional momentum microscopy data obtained with p-polarized
EUV light and p- (left column) and s- (right column) polarized IR
driving light in temporal overlap. The top row shows momentum maps
taken close to the the Fermi-level that we label as the zero-photon-order
sideband n0. The high-symmetry points Γ, K, M, and the Shockley sur-
face band (SS) as well as the sp-band tranitions (sp) are indicated. The
black arrow represents the direction of light incidence. The bottom row
shows the first order sideband intensity (n1) around E−EF = +1.1 eV
above the Fermi-level for driving with p- (left) and s-polarized (right) IR
light. (b) Systematic evaluation of the momentum integrated intensity
of the first-order sideband n1 when rotating from p- to s-polarized light.
The data is well approximated with Eq. 6.14, implicating that the in-
plane electric field components are screened (Exy = 0). (c) Azimuthal
dependence of the sideband intensity of the SS band and the sp-band
transition (details on the data handling are provided in the appendix
D). The data can be fitted with Eq. 6.14, indicating that the in-plane
component of the electric field is efficiently screened. Taken from [79].
band and the sp-band transition 1.2 eV above the original structures are observed
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(6.4 (a), bottom left). In the following, the sideband intensities are further evaluated
throughout the full measured 3D data set.
First, the polarization angle φ of the driving laser field has been systematically
varied from p- to s-polarization, keeping all other parameters fixed. The in-plane
momentum-integrated photoemission yield of the first order sideband, I1(kxy, θk, E−
EF ≈ +1.1 eV), is shown in Fig. 6.4 (b). The intensity of the IR driving-induced
sideband features drops systematically when the out-of-plane field component is re-
duced by rotating to overall s-polarization. The associated momentum maps for
p- and s-polarized driving light are shown in Fig. 6.4 (a), bottom left and right.
Strikingly, no distinct photoemission spectral features of the sidebands are resolved
for s-polarized driving light within the noise level (which is slightly increased due
to photoemission with residual light of a neighboring harmonic with ~ω = 31.4 eV,
see chapter 4 and in the appendix D). Based on the calculations shown in Fig. 6.2,
this observation is unexpected at first: For kxy > 2 Å−1 and Θk = 0° and 180°, i.e.,
close to the edge of the photoemission horizon and perpendicular to the plane of
incidence of the driving light, sideband intensitites should be resolved.
This observation can be understood, however, when taking screening of the IR elec-
tromagnetic field in front of the high-electron density Au(111) crystal into account.
At the metallic surface, in-plane electric field components with driving frequencies
below the plasmon frequency are reflected with near unity; the local in-plane elec-
tric field strength within the crystal and in front of the surface is close to zero as
evidenced further by the Fresnel equations estimation (see section 6.5). Thus, at the
metallic surface, Eq. 6.14 is valid (compare figure 6.2 bottom row). In agreement
with experiment, no sideband amplitude is present in s-polarized driving. Follow-
ing this reasoning, the polarization dependent photoemission yield in Fig. 6.4 (b) is
fitted with Eq. 6.14, which nicely describes the experimental results (blue fit). In
contrast, if the in-plane field components are included, i.e., use Eq. 6.13, the data is
not described to a satisfactory level (grey dashed line).
Having identified the absence of sidebands caused by in-plane field components of
the driving laser, it is insightful to study the p-polarized driving light that contains
both in-plane and out-of-plane field components. Since the surface normal compo-
nent of the electric field (Ez) is not effectively screened in front of the surface, LAPE
sidebands must be expected. Indeed, they are clearly observed (Fig. 6.4 (a), bottom
left), and now analyzed in our experimental data to verify either the asymmetric
or symmetric intensity fingerprint as shown in Fig. 6.2 (a) or 6.2 (c). Therefore,
in Fig. 6.4 (c) the measured relative sideband intensity I(n1)/I(n0) of the SS band
and the sp transition is plotted as a function of azimuthal angle Θk. For both cases,
I(n1)/I(n0) is not modulated with Θk (for analysis details see appendix section D).
For the SS band located at the Γ-point, this is expected as kxy ≈ 0.15 Å−1 and
thus negligible small; Eq. 6.13 and Eq. 6.14 would yield similar sideband intensities
even with contributions from Exy 6= 0. However, the sp band transition is probed
at kxy ≈ 1 Å−1 , but is still not modulated with θk. Thus, as well under p-polarized
driving, we can identify the screening of the in-plane electric field components as
they do not contribute to the electromagnetic dressing of the energy spectrum of
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the metallic surface at high momenta.
As an additional test of the screening model, one can check for the kz dependence
that is expected from equation 6.14. A similar analysis is performed as done in
Fig. 4 (c) and the momentum maps are divided into areas 1 to 4 as shown in Fig. 6.5
(note that here the full θk-range is integrated). As discussed in the appendix in sec-
tion D, the contribution of the 13th harmonic is corrected in the integration process;
region 1, that contains photoemission from the surface band is used as a reference.
From the value of the in-plane momentum kxy centered in the different areas 1 to 4,






and the normalized intensity is plotted as a function of kz momentum (see Fig. 6.5).
As expected from Eq. 6.14, the intensity can be described by a k2z dependence, which
is in accordance to the screening picture.
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Figure 6.5.: kz-dependence of the sideband intensity of the SS band, the sp tran-
sition, and the outer part of the second surface Brillouin zone in p-
polarized driving, as indicated by the areas 1 to 4 in the inset. When
considering screening of the in-plane electric field components, the in-
tensity follows a k2z behavior as expected from Eq. 6.14 (blue line). In
contrast, Eq. 6.13 (without screening) does not describe the data satis-
factorily (grey dashed line). Taken from [79].
tion in the sideband. The expected momentum maps of the sideband are generated
by taking the zero-order sideband n0 in the undriven case as a reference and subse-
quently the sidebands n1 are calculated with (equation 6.14, Exy = 0) and without
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screening (equation 6.13, Exy 6= 0) of the in-plane electric field (see Fig. 6.6). A
comparison between the calculated momentum maps and the measured momentum
map of the sideband n1 agrees well for the screened case, whereas one can notice
substantial differences between the unscreened calculated sideband and the mea-
sured one (as highlighted by the black arrows).
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=
Figure 6.6.: Pictorial illustration of the sideband momentum distribution with
(Exy = 0) and without (Exy 6= 0) screening. From left to right, the
zero-order sideband in s-polarized driving, the calculated first order
sidebands with (bottom) and without (top) screening, and the mea-
sured first-order sideband in p-polarized driving are shown. The black
arrows mark characteristic points of the momentum distributions.
(a) Driving with s-polarized light should create LAPE sidebands with increasing
intensity towards the photoemission horizon [see Fig. 6.2 (b)].
(b) If the studied material system is highly reflective for the applied driving fre-
quency, like the Au(111) crystal for IR light, the in-plane electric field com-
ponents are effectively screened in the bulk and in front of the surface; only
surface normal field components can lead to the formation of sidebands.
The determination of the local electric fields in the Frensel picture (i.e., the
screened electric fields) and possible contributions from Floquet-Bloch states will
be elucidated in the following section 6.5 with emphasis on the role of screening in
the framework of Floquet engineering.
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6.5. Discussion
6.5.1. Calculation of the screened electric fields using Fresnel
equations
In a simple model an abrupt metal-vacuum interface is used that is described by
Frensel equations with the dieletric function for Au [301] (ε1 = −44.252, ε2 =
2.0375). The orientation of the axis are defined so that the plane of incidence is
the xz-plane and the surface of the metal is the xy plane. The electric fields along x-
and y-direction, corresponding to an p- and s- polarized incident electric field, can
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with the incident electric field amplitude E0, the angle of incidence θd, the vacuum
dielectric constant εd and
S = (ε1 − εd sin(θd)2 + ε22), (6.18)
u = (S1/2 + (ε1 − εd sin(θd))1/2. (6.19)
The electric field in z-direction can be calculated below the metal-vacuum interface
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√






(ε21 + ε22) cos(θd)2 + S1/2εd
+
√
2 cos(θd)uε1/2d (S1/2 + εd sin(θd)2)
. (6.21)
Since the sideband amplitude scales with E2 it is insightful to compare the squared
electric fields below the surface (E2z−) and in-plane (E2x, E2y) to it’s value above the
surface (E2z+). From these equations above one can determine that the squared
electric field drops to ≈ 0.05% inside of the metal E2z− in comparison to it’s value
above the interface E2z+ using an angle of incidence of 68°, i.e., the electric field inside
the metal is nearly perfectly screened as expected. For the in-plane component in
the p-polarized case one can derive that E2x/E2z+ ≈ 1.74%, so that also here the out-
of plane component clearly dominates. In the s-polarized case, the whole electric
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field lies in-plane but is still effectively screened in the Fresnel picture, so that
E2y/E
2
0 ≈ 1.35%. Here, it is compared to the incident electric field E0 since no out-
of-plane component exists (Ez+ = Ez− = 0). In total, the electric field and therefore
also the dressing is dominated by the electric field above the interface (Ez+).
6.5.2. Estimation of the relative contribution of LAPE and
Floquet-Bloch states to the sideband yield
The open question is whether Floquet-Bloch contributions can be identified to the
measured sideband yield in the two-color photoemission data obtained on Au(111).
Therefore, it is insightful to look at the calculated β (compare eq. 6.4) and thus
the expected momentum fingerprint of the Floquet sideband amplitude. In the the-
oretical description, the form of β has been approximated, which depends on the
initial state momentum dispersion, for the two-dimensional, parabolic surface band
(the SS band) and a bulk band transition with a more complex dispersion relation
(the sp band transition). Therefore, in the case of perfectly parabolic bands, inter-
ference between Floquet-Bloch and LAPE bands can induce complete destructive
interference, i.e., no sidebands would be observable in photoemission.
However, in the case of Au(111), the Floquet contribution is in any case negligi-
ble, and the measured photoemission yield of the sidebands in Fig. 6.4 (a) is caused
mainly by LAPE electrons, as can be understood by considering screening of the
driving electromagnetic field at the metallic surface. First, when considering the in-
plane field components, like discussed above, no Floquet-Bloch sideband amplitude
can be expected as Exy ≈ 0 due to screening. Importantly, this statement is inde-
pendent of the explicit form of the β parameter, and thus true for all initial states,
independent on their momentum dispersion. Second, for electromagnetic dressing
with the out-of-plane field component (Ez), the situation is slightly more complex.
Both, in front of the surface and in the bulk material, the electric field can couple
to the kz component of the initial (Floquet) and the final state (LAPE); the relative
strength of the Floquet contribution will then depend on the explicit dispersion of
the initial state. Here, the contribution of the initial state dispersion is neglected and
only the relative strength of Ez is estimated as follows: LAPE is considered to occur
close to the crystal, where the surface can act as a sink for momentum conservation
in the light-dressing process (i.e., Ez+). In contrast, Floquet-Bloch bands would be
created within the bulk material; the electric field has to penetrate into the crystal
(Ez−). In such a simple approach, considering an abrupt metal-vacuum interface
that could be described via Fresnel equations, the surface normal field component
discontinuously drops at the surface barrier. From the estimation above (section
6.5.1), one already knows that the dressing is dictated by the electric field above
the interface (Ez+), which clearly illustrates that the measured sideband yield is
dominated by LAPE physics. In addition, it exemplifies how critical the screening
capabilities of the material have to be considered, if photoemission band mapping
is the method of choice for the investigation and identification of light-engineered
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electronic band structures. Even though, a light-induced coherent manipulation of
the electronic band structure from a metal surface is possible and also has recently
been observed using interferometric photoemission techniques [304].
6.5.3. Screening beyond the Fresnel picture
One has to note that the Fresnel equations might not properly describe the electric
fields here even though they are widely used in ARPES experiments [305–307] to
describe the electric field interacting with a system. It was pointed out early by
Feibelman [308–310] that this treatment of the electric field close to the surface of a
metal is insufficient and experimental deviations were observed [311]. Even today, it
is still questionable how accurate Fresnel equations describe the electric field close to
a metal surface. In a recent RABBIT experiment on Cu(111) [312], it was concluded
that the macroscopic Fresnel equations can still properly describe the experiment
on atomic length- and attosecond timescale, whereas a different result was obtained
in an attosecond streaking experiment [136], where good agreement with theory was
found employing an exponentially damped electric field at the surface (arguing that
the Fresnel equations cannot be applied).
Considering in detail the streaking experiment by Neppl et al. one can note that
also there the electric field vanishes quickly inside of the metallic surface, this is
shown in figure 6.7. They studied the dynamics of photoelectrons emitted from a
W(110) crystal with varying Mg-overlayers on top using 450 as XUV pulses (118
eV) and a NIR driver (500 nm - 1000 nm, <5 fs). The spatial variance of the electric
field (red) predicted by time-dependent density-functional theory (TDDFT) is still
reasonably close to step-function behaviour as it is expected for the Fresnel equa-
tions. This decay of the electric field needs to be connected to the probed region,
which is related to the mean free path of the emitted electrons (the universal curve;
see figure 2.3). In our case this would results in λ(≈20 eV ) ≈ 10 Å, thus the Fresnel
equations seem to be still a sufficient approximation2. A better understanding of
the electric field close to the surface can be gained by, e.g., time-dependent density
functional theory like in [136, 313].
Another way to estimate the driving electric field has been shown in [314], where
it was directly reconstructed from the streaking of the photoelectrons. This experi-
mental approach can not be easily transferred to our setup3 but is still an interesting
experiment to conduct.
2 In the work by Neppl et al. the kinetic energy of the photoelectrons, in the region of interest,
ranged from ≈ 70 − 110 eV close to the minimum of the mean-free path. Therefore, they likely
needed to consider the spatial variance of the electric field. 3 In this work they streaked photo-
electrons using a THz electric field on ps timescales and probed the system with 100 fs UV pulses.
In our case that would translate to an attosecond streaking experiment.
96
Figure 6.7.: The upper panel illustrates the different screening scenarios for the out-
of-plane component EL(z, t) of the electric field, considered for the ex-
ample of 2 Mg adlayers (orange shading) on W(110) (grey shading). The
green lines denote different exponential screening lengths (0 Å, 1.3 Å,
2.6 Å, 3.9 Å, 5.2 Å). The red line is the spatial variation of EL(z, t) at
the interface predicted by TDDFT. The lower panel is a snapshot of the
NIR-induced charge density at the metal–vacuum interface at the max-
imum of the laser pulse derived by TDDFT (magenta line).The position
of the dynamic image plane zim is indicated as a vertical blacksolid line.
The lattice potential (averaged parallel to the crystal surface) employed
in the DFT calculations is shown as a dotted black line. The positions
of the Mg and W atoms at the interface along the surface normal are
indicated as black dots. Reprinted by permission from Springer Nature
Customer Service Centre GmbH: Springer Nature, Nature, Direct ob-
servation of electron propagation and dielectric screening on the atomic
length scale by S. Neppl et al. ©(2015).
6.5.4. Concluding remarks
In conclusion, a systematic evaluation of the electromagnetic dressing of the electron
energy spectrum at high in-plane momenta, i.e., within the full measured photoemis-
sion horizon has been presented. In contrast to photoemission experiments focusing
on features close to the Γ-point (kxy ≈ 0 Å−1) [92, 94, 95], for kxy near the photoe-
mission horizon, the in-plane electric field components Exy can, in principle, induce
light-dressing of free electron states, i.e., LAPE. However, the analysis shows that
not the external electric field strength defines the dressing response, but that the
local electric field strength at the crystal has to be considered. Thus, depending
on the frequency dependent dielectric tensor, sideband yield can be largely sup-
pressed (and potentially enhanced) in the two-color photoemission experiment. Our
analysis further shows that the distinct separation of Floquet-Bloch and LAPE con-
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tributions in a two-color photoemission experiment is challenging. From modelling
of the expected momentum fingerprints for bands with specific initial state momen-
tum dispersions, such as done for two-dimensional linear bands in Ref. [92, 93], and
carried out for parabolic bands here, further insight can be gained. Especially for the
case of 3D dispersive bulk bands, further theoretical work is needed. Additionally, a
more detailed theoretical study including the spatial dependence of the electric fields
in comparision to the probability distributions of the involved initial states might
be necessary to gain a better understanding of the role of screening. Beyond the
macroscopic material properties that define the local electric field strength that can
potentially build up Floquet-Bloch (and LAPE) sidebands, further theory efforts
suggest that also the time scale of decoherence of the optical excitation [315–317],
and the pulse duration of the driving field in relation to the optical cycle duration
[318, 319] can hinder the creation of light-engineered band structures, even so suf-
ficient electric field strength is available for efficient dressing. Based on the results
gained here and those predictions, several implications follow for the on-demand
creation and detection of light-engineered band structures. One has to consider the
macroscopic material properties, and choose driving conditions that guarantee a




The summary and outlook given here may partially overlap with the corresponding
parts in the relevant publications for this thesis, i.e., [78–80].
7.1. Summary
In this thesis a new generation of a time- and angle-resolved photoemission exper-
iment has been built-up from scratch and benchmarked [78]. Additionally, first
key experiments have been conducted to study the role of Auger recombination
in graphene [80], and the generation of light-dressed electron energy spectra on a
Au(111) crystal [79].
The trMM setup consists of a momentum microscope together with a lab-based
high harmonic generation setup and a synchronized variable pump beam line all
operating at the exceptional repetition rate of 1 MHz. It’s outstanding poten-
tial lies in the acquisition of 4D data sets, containing the time-dependent evolu-
tion of the energy- and in-plane-momentum-resolved photoelectron distributions
(I(E, kx, ky,∆t)) within the whole surface Brillouin zone. First, a general classifica-
tion of the tr-momentum microscopy setup, built in this thesis, is performed within
the current state-of-the-art of time- and angle-resolved photoemission experiments.
The first time-resolved momentum microscopy experiments have been demon-
strated recently employing FEL radiation [82, 83] and visible light (400 nm) within
a 2PPE experiment [84], and within this thesis (chapters 4,5 and 6) and other works
[81, 85–87]) using a lab-based high harmonic generation (HHG) source, thereby
defining the current state-of-the-art in time-resolved momentum microscopy world-
wide. Such setups offer new perspectives and advantages, but, due their distinct
detection scheme new challenges and limitations arise as well, as discussed in sec-
tion 4.5.1. The large amount of data, together with additional signal distortions
from different sources, necessitates new ways of data storage, handling and correc-
tion schemes as discussed in [60, 85, 267, 269] and section 3.3. Both hemispherical
detectors and momentum microscopes have their distinct dis-/advantages and, de-
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pending on the envisaged experiment, one of the systems is more advantageous to
use, which is nicely described in [85].
In chapter 5 the ultrafast scattering dynamics in graphene have been evaluated
and the process of Auger recombination could be discerned from other scattering
events by employing the new momentum microscopy setup. This is an important
step in designing and controlling charge carrier multiplication in graphene and pos-
sible applications thereof [4, 185, 192, 196, 320]. Here, multiple charge carriers are
generated by impact excitation after an absorption of a single photon. The driving
process, i.e., impact excitation, has been studied recently by trARPES on ultra-
fast timescales [200], whereas the counteracting process, i.e., Auger recombination,
has been elusive so far. This experimental gap in the non-thermal evolution of the
charge carrier dynamics in graphene has been tackled within this thesis.
The engineering by light, i.e., employing so-called "Floquet Engineering" to tailor
the properties of a solid [88, 89], has been studied in chapter 6. Thereby, the appli-
cation of a periodic electric field, delivered from, e.g., an ultrashort laser pulse, is
used to manipulate the material’s properties. By changing the electric field strength
E, the frequency ω, the pulse duration τ , or the polarization of the light field, novel
phases of matter can be created and the subsequent changes in the bandstructure
are mapped by ARPES in a time-resolved experiment [92, 175, 293]. Here, one
has to discern the dressing of the free-electron final states in photoemission (LAPE
= laser-assisted photoelectric effect) and the direct dressing of the bandstructure
of the material (Floquet-Bloch states) [92, 93, 294]. The momentum microscopy
setup has been used to measure the time-dependent dressing of the photoelectron
spectrum from a Au(111) crystal in the whole surface Brillouin zone (SBZ) to dis-
tinguish LAPE from the generation of Floquet-Bloch states. Thereby, the screening
of the electric field at the vacuum metal interface has been identified to hinder the
build-up of Floquet-Bloch bands. This result, even though slightly disappointing, is
still an important step towards "Floquet engineering" and can in combination with
other works explain that so far light-dressed bandstructures have only been realized
for selected examples [92, 293, 294], even so the first experimental confirmation has
been performed in 2013. Thereby, further theoretical works suggest that the pulse
duration in relation to the optical cycle duration [318, 319] and the decoherence of
the excitation [315–317] can hinder the creation of Floquet-Bloch bands.
100
7.2. Outlook
In the end, I would like to point out possibilities offered by the momentum mi-
croscopy setup, which have so far not (or only partially) been realized. Additionally
a short scientific outlook for the projects in chapter 5 and 6 is given separately.
Obviously, the overall experimental setup is still relatively young and a lot of im-
provements can still be done. Concerning stability, it is most promising to further
stabilize the laser-amplifier and the high harmonic generation scheme, which will
reduce the need of post-processing of the data. In terms of energy and temporal res-
olution a variable driver for the HHG process is envisaged to tailor the probe pulses
to the experimental needs (i.e., time resolution vs. energetic width). Furthermore,
one can make use of the Fano resonance in Argon to reduce the energetic width of
the EUV pulses and increase their yield if needed [321].
The momentum microscope offers a real-space mode identical to a photoemission
electron microscope (PEEM), it is therefore possible to place apertures in the real-
space image and thus select regions of interest down to a few µm in size. This enables
the measurement of photoelectron spectroscopy data from microscopic regions on the
surface of the sample [81, 322] and is commonly termed µ-ARPES. Such experiments
are useful for samples that are only available in microscopic sizes, such as stacked
(twisted) transition metal dichalcogenides or graphene [323, 324]. First results in
this direction were gained recently, where a monolayer graphene flake in the size
of a few tens of µm (fabricated by the Weitz group [324, 325]), has been measured
successfully employing µ-ARPES with our setup.
Conversely, it is also possible to place apertures in the Fourier-plane in order
to record real-space microscopy images at specific photoelectron momenta. This
brings dark-field imaging capabilities to photoelectron microscopy, which can help,
e.g., to clearly distinguish different regions for an inhomogeneous sample system.
Additionally, the real-space imaging combined with the ToF allows energy-filtered
detection of real-space images. In a pump-probe approach, such experiments might
be used to observe charge transfer processes across interfaces in real-time [326] and
they are able to study the creation, propagation and interference of surface plasmon
polaritions and thereof resulting vortex structures [327–329].
In general, moving to longer wavelength with the driver allows to generate high
harmonics with energies capable to access deeper lying core levels (compare sec. 2.3)
which can further increase the information depth and can be utilized in photoelectron
diffraction measurement, thereby giving access to the surface/adsorbate structures
and relaxations [283, 330–333].
The creation of circular high-harmonics which was realized recently [334–336] and
could offer x-ray magnetic circular dichroism (XMCD) contrast to the momentum
microscope setup and subsequently allows to study magnetic domain structures,
domain wall motion and skyrmions on surfaces in a time-resolved manner [337–341].
In similar fashion the x-ray magnetic linear dichroism [342] can be utilized, e.g., to
study magnetocrystalline anisotropy and the switching behavior of antiferromagnetic
domains [343–346].
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Furthermore, the combination of the trMM setup with an imaging spin-filter al-
lows for efficient and simultaneous detection of multi-dimensional spin-resolved data
sets [31, 62, 280], which, e.g., will allow for spin-resolved orbital imaging. In an
optical-pump - EUV-probe excitation scheme [347–349], the simultaneous access to
ultrafast energy-momentum-spin-resolved charge carrier dynamics is within reach.
Two-photon photoemission experiments (2PPE), as performed in [84], can also be
easily transferred to our setup to study the unoccupied states above the Fermi edge.
In fact, first static two-photon photoemission measurements, employing the optical
parametric amplifier have already been realized together with Andi Li from the group
of H. Petek (University of Pittsburgh). Here, the two-photon photemission spectra
from a Ag(110) crystal were detected in the whole accessible (E, kx, ky) region in a
wavelength dependent manner. The analysis of the data is still ongoing and is not
further presented in this thesis.
The information depth from 2PPE can further be increased if the experiment is
performed interferometrically [304, 350, 351]. This is especially helpful in the context
of light-dressed bandstructures, where the dressing dynamics might be overshadowed
by the time-integrated spectra, and thus can become distinctive by probing the direct
coherent response of the system [304]. An interferometric 2PPE setup will also be
integrated into the lab soon.
The trMM setup proved to be beneficial for projects like orbital tomography
and orbital imaging, where the photoelectron distribution I(E, kx, ky) from an or-
dered absorbed molecular layer on a surface is mapped out to gain further informa-
tion on molecular geometries, chemical bonds and energetic ordering of molecular
states [352–355]. From the photoelectron distribution, under suitable conditions, the
molecular orbitals in real space can be reconstructed with the help of phase-retrieval
algorithms. The simultaneous access to I(E, kx, ky) within the whole photoemission
horizon, as offered by the trMM setup, is thereby a significant improvement com-
pared to other works where 2D detectors were used, which require an additional
scanning of either the momentum or energy direction.
In a first experiment, orbital tomography and orbital imaging was performed on
an absorbed PTCDA monolayer in a brick wall ordering on Ag(110) (see figure 7.1)
[77], which brings time-resolved orbital imaging in reach. Recently, time-resolved
orbital tomography has been shown employing a momentum microscopy setup [87].
For details on our work the interested reader is refereed to the published manuscript
[77].
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Figure 7.1.: Overview of the photoemission momentum microscopy measurement of
PTCDA/Ag(110). a): Angle-integrated view of the photoelectron spec-
trum obtained after 2 h of measurement. b): Typical photoemission
transfer function (matrix element) |A·k| for our system. c), d), e):
Photoelectron momentum maps (by amplitude) of the occupied LUMO
of the first monolayer, HOMO of the first monolayer and HOMO of
a partial second monolayer respectively. These momentum maps were
retrieved by fitting a Gaussian with fixed position and width to the
photoemission spectrum measured at individual pixels. f): Simulated
HOMO and LUMO orbital of PTCDA in free space as calculated using
the ORCA quantumchemistry package [356]. Taken from [77].
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7.2.1. Ultrafast Auger recombination in graphene
Concerning the results gained in chapter 5; due to the in-depth access to the energy-
and momentum-resolved scattering dynamics, it will be highly interesting to system-
atically vary, for example, the doping level, fluence, excitation energy or the dielec-
tric screening within the experiment in order to control and quantify the relative
contribution of AR, IE or other scattering processes to the ultrafast charge carrier
dynamics. In addition, beyond such static approaches to tailor the scattering events,
dynamical control seems desirable: The pump-probe photoemission experiment has
the potential to first tailor material properties, for example, via manipulation of the
Coulomb interaction due to strong photodoping [36, 202], via transiently changing
the electron-phonon coupling [357], or via time-periodic dressing of the electronic
band structure via Floquet engineering [89], and second to probe their influence onto
the scattering dynamics.
7.2.2. Electromagnetic dressing of the electron energy spectrum
of Au(111) at high momenta
Realizing Floquet engineering seems to be a challenging task, apart from the screen-
ing behaviour which defines the available local electric field to dress the material’s
properties, the decoherence time of the exciation has to be considered as well [315–
317]. Moreover, the transient changes have to be experimentally accessible, which
for trARPES is further constrained by the pump-, probe- and optical-cycle-durations
to fulfil the Floquet limit (time periodicity) and thereof resulting energy resolution
[318, 319]. All these restrictions point towards a smart material choice with relatively
long decoherence times and small screening. Here the material class of the transition
metal dichalcogenides (TMDCs) seems to be useful [358], where first observations
in WSe2 point towards the successful generation of Floquet-Bloch states [175, 294].
This can be seen as a good starting point to study the beforehand discussed de-
pendencies for Floquet engineering, which together with the analysis presented in
chapter 6 allows to clearly discern Floquet-Bloch from LAPE states.
Additionally, the screening behaviour itself is still not resolved in a satisfactory
manner as pointed out in section 6.5.3. Here, additional experimental and theoretical
efforts are needed to clarify the local electric fields available for the dressing of
different states. Especially surface or image potential states, localized at/above
the surface, might show a different response due to their different spatial extend in
comparison to bulk states.
Moving towards attosecond timescales would allow to further characterize the
subcycle micromotions [120, 175, 359, 360], i.e., the build-up of Floquet-Bloch-states,
which will be useful to gain additional insight in the beforehand discussed constraints
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Supplementary information for chapter 3
A.1. Spectrum and autocorrelation of the HHG driver
A typical spectrum and an intensity autocorrelation measurement of the HHG driver
at the generation point (i.e., after the lens and entrance window) is shown in figure
A.1 confirming pulse duration of 65 fs (Gaussian).
















Figure A.1.: (a) Measured spectrum after frequency-doubling in a beta barium bo-
rate crystal (β-BBO). (b) Autocorrelation measurement of the pulses
(blue dots) and a Gaussian fit (light blue) which results in a FWHM
≈ 91 fs, which corresponds to pulse duration of 65 fs (Gaussian).
A.2. Metadata handling
The additional metadata that is saved in each measurement run is summarized in
figure A.2 showing the user sheet which is stored with each measurement run. Ad-
ditionally, a startup and shutdown procedure are recommended. The main light
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source parameters are saved, i.e., the used photon energies ~ω, polarizations, mea-
sured pulse durations τ , delay stage positions (plus expected temporal overlap t0),
and used powers P .
From the momentum microscope the hexapod and aperture positions (FA= field
aperture, CA= contrast aperture) are important parameters to reproduce a certain
measurement geometry. The overall lens setting and in addition the most important
lens voltages (i.e., extrator voltage UExt., time-of-flight voltage UToF, sample voltage
USample and resulting k-space magnifiation) are saved. Furthermore, the temperature
T at the back of the hexapod (related to the sample temperature) is kept.
The detector parameters, i.e., the used binnings in x,y,t (xb, yb, tb), as well as, the
time offset and -size (tb offset and tsize, i.e., the area in binned time pixels which are
saved in the .tif file) are stored likewise.
A general notes section, and one for each individual measurement allow to keep any
additional important oberservations, comments, information with each measurement
run.
User:
MCP/DLD ok? (darkrate < 10 cps)
Max. UExt. without field emission [kV]
pressur p [mbar]
Light Source: Momentum microscope:
ћω [eV] pol. τ [fs] T [K]
Probe UExt. [kV]
Pump UToF [V]
Hexapod position [mm]: FA IN [mm]
z-left-up z-right: x-down
Measurement:
















Startup procedure: Shutdown procedure: General notes:
Date:
delaystage [mm] tInt. [s] Notes
Figure A.2.: Metadata sheet that is stored with each measurement run. The details
are clarified in the text.
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Appendix B
Supplementary information for chapter 4
B.1. Pump and probe spot sizes estimated by
photoemission electron microscopy (PEEM)
Pump and probe spot sizes were determined by using photoemission electron mi-
croscopy (PEEM). Therefore, again the chessy test specimen was used (compare
sec. 4.2) to calibrate the lateral dimensions. The resulting images are shown in fig-
ure B.1 for (a) the pump beam (1030 nm), and (b) the EUV probe (13th harmonic











Figure B.1.: Real space images of the chessy test specimen showing the IR pump
(a) and EUV probe (b) beams on the sample. The elliptical shaps are
evident for both beams, but due to astigmatism in the EUV beam path
it is more pronounced there. Moreover, the image of the EUV beam
(b) is blurred due to the energetic width of the 13th harmonic.
oblique angle of incidence and additional astigmatism in the EUV beampath. From
these images the beamsizes have been estimated to be approximately 600 x 900 µm
for the EUV probe and 100 x 230 µm for the pump beam. For the pump beam
path this value is likely an underestimate since the signal arises due to multi-photon
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photoemission. Moreover, it is obvious that the image of the EUV beam (b) is not
so clear compared to (a) due to the energetic bandwidth of the EUV beam.
B.2. Optimization of spatial and temporal overlap in
the momentum microscope
The real space imaging allows for convenient optimization of the spatial overlap
and placement of field apertures. This is shown exemplary in figure B.2 (b) where
the driver of the HHG (515 nm, shown in the inset) is overlapped spatially with
the pump beam (compare figure B.1 (a)). The field aperture (dashed black line)
is placed so that only regions of good overlap are measured. This procedure can
be used to get a fast estimate of the temporal overlap by scanning the delay stage
while monitoring the multi-photon photoemission from the driver of the HHG plus
the pump beam (figure B.2 (a)). The temporal width of 98 ± 1 fs (Gaussian) is
related to the pulse lengths of both the pump beam and driver of the HHG and
can be used as a fast check for the time resolution. Even though one has to note
that this number is workfunction and therefore also sample dependent, due to the
non-linearity in the photoemission process.























Figure B.2.: (a) Estimation of the temporal overlap by monitoring the mulit-photon
photoemission yield of the pump beam and the driver of the HHG
in spatial overlap (b) while scanning the delay (∆t) between the two
beams. (b) Real-space image of both beams on the chessy test specimen
to optimize the spatial overlap. A field aperture is used (dashed black
line) to isolate the region of good spatial overlap. The inset shows only
the driver of the HHG.
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B.3. Calibration of the static photoemission
spectroscopy data
B.3.1. Energy calibration
The energy calibration has been performed like described in section 3.3.2, i.e., mea-
surements with different sample voltages were performed (USample = 19 V, 20 V, 21
V, 22 V). The conversion from time-of-flight t to the corresponding energies E has
been found by matching characteristic features in the spectra as shown in figure B.3,
the resulting parameters are shown in table B.1.
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Figure B.3.: (Left) Raw spectra integrated over the full accessible kx, ky range for
different sample voltages. Each temporal pixel corresponds to a time
window of 27.5 ps. (Right) Spectra for the different sample voltages
after performing the conversion to kinetic energies using the parame-
ters in table B.1. All spectra lie reasonably well on top of each other,






Table B.1.: Table showing the parameters (a0, a1, a2,EF) used for the energy cali-
bration. The conversion from time-of-flight t to kinetic energies E using
these parameters can be seen in figure B.3.
B.3.2. Symmetrization of the momentum maps
The measured 4D data sets from graphene have been symmetrized to it’s known
hexagonal symmetry by a set of rotation, stretching and shearing matrices [269].
R(α) =








 0 xShear 0yShear 0 0
0 0 0
 (B.3)
This has been performed by David Schmitt and is briefly introduced here. At first,
the measured momentum map at the Dirac point energy E −EF = -0.4 eV is taken
and smoothed by a Gaussian filter. Subsequently the six Dirac points positions1
(xi, yi, i = 0...5) are found by using a peak determination routine based on the
DAOFIND algorithm [361, 362]. The hexagonal symmetry restricts the distances
ΓK = ΓK′ = K′K, which can expressed by cost function G(x0, y0, ... , x5, y5, xc, yc):







(dc(xi, yi, xx, yc)−mdc)2/mdc ,
(B.4)
with the distances between the Dirac point positions d(xi, yi):
d(xi, yi) =
∣∣∣(x(i+1) mod 6 − xi)2 + (y(i+1) mod 6 − yi)2∣∣∣ , (B.5)
1 Similarly, the six replicas around one K,K’ point can be used in a measurement with a higher







the distances between the Dirac point positions (xi, yi) and the Γ point position
(xc, yc):
dc(xi, yi, xc, yc) =




i=0(dc(xi, yi, xc, yc)
6 . (B.8)
The cost function is calculated for discretized steps of α, (xStretch, yStretch), (xShear, yShear)
whereby it’s minimum yields the best paramter set to fulfil the hexagonal symmetry,
which is subsequently used to symmetrize all measurements in the 4D data set. The
raw measurement and the symmetrized data set is shown exemplary in figure B.4.
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Figure B.4.: Momentum maps taken at E−EF = -0.4 eV to visualize the outcome of
the symmetrization procedure. The positions of the K and K’ points,
determined by the peak determination routine (black dots), as well as
the Γ point are marked. The raw measurement (left) shows a distorted
symmetry, as evidenced by the different distances ΓK 6= ΓK′ 6= K′K.




The momentum calibration for the symmetrized 4D data set is performed according
to section 3.3.3. The distances ΓK = ΓK′ = K′K can be gained directly from
the symmetrization procedure to be ≈ 215 px (see figure B.4), which results in a




3a and a carbon-carbon distance of a ≈ 1.42 Å[162–164].
B.4. Calibration of the time-resolved photoemission
spectroscopy data
B.4.1. Energy calibration
The energy calibration has been performed like described in section 3.3.2, i.e., mea-
surements with different sample voltages were performed (USample = 18 V,19 V, 20
V, 21 V, 22 V). The conversion from time-of-flight t to the corresponding energies
E has been found by matching characteristic features in the spectra as shown in
figure B.5, the resulting parameters are shown in table B.2.
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Figure B.5.: (Left) Raw spectra integrated over the full accessible kx, ky range for
different sample voltages. Each temporal pixel corresponds to a time
window of 27.5 ps. (Right) Spectra for the different sample voltages af-
ter performing the conversion to kinetic energies using the parameters
in table B.2. All spectra lie reasonably well on top of each other, show-
ing that a good conversion has been found. Note that small intensity
differences between the different measurements can be observed due to
fluctuations in the HHG yield. The corresponding Fermi-Dirac-fit is







Table B.2.: Table showing the parameters (a0, a1, a2,EF) used for the energy cali-
bration. The conversion from time-of-flight t to kinetic energies E using
these parameters can be seen in figure B.5.
B.4.2. Symmetrization of the momentum maps
The measured 4D data sets for a single Dirac cone have been symmetrized like
described above, whereas now the six replicas around each dirac cone are used to





3R30°) reconstruction between the SiC(0001) substrate and
the graphene layer [172, 274, 363–368], whereby a carbon-rich buffer layer is formed
in between them. The definitive explanation of the replicas as an intial- [367, 369] or
final state [364] effect in photoemission is still an unresolved question [364] and won’t
be discussed further within this thesis. The measured- and symmetrized momentum
maps at the dirac point energy are shown in figure B.6.
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Figure B.6.: Momentum maps taken at E − EF = -0.4 eV to visualize the outcome
of the symmetrization procedure. The position of the K point and the
replicas, determined by the peak determination routine (black dots)
are marked. The raw measurement (left) shows a distorted symmetry.
After symmetrization (right), the replica show the hexagonal symmetry
as expected.
B.4.3. Momentum calibration
Similarly, the momentum calibration for the symmetrized 4D data set can be per-
formed using the distance of the six replicas towards the K point which measures
≈ 232 px. The conversion factor can therefore be calculated to κ = 0.0019 Å−1/px







The normalization has been performed according to section 3.3.5 with a normaliza-
tion energy of Enorm = −4.9 eV resulting in a clear time trace for the generated
sideband, which can be connected to the pump pulse shape (see figure 4.5).
Energy resolution
The energy resolution of the experiment can be estimated from the data obtained
out of temporal overlap (shown in B.7 (a), ∆t = −200 fs) by fitting a Fermi-Dirac
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distribution (300 K) convoluted with a Gaussian broadening to the measured Fermi
edge (shown in B.7 (b)). The integration area used to extract the spectrum from
the measured data, as well as, the upper and lower limit used in the fit procedure
area pictured. The energy resolution is commonly defined as the FWHM of the
Gaussian broadening which results in FWHM ≈ 220 meV for this experiment. As
described in the main text this energy resolutionis related to the bandwidth of the
EUV probe and the energy resolution of the momentum microscope (mostly defined

























Figure B.7.: (a) Momentum cut at E−EF=0 eV out of temporal overlap (∆t = −200
fs) showing the integration area in kx, ky which was used to estimate
the energy resolution of the experiment. (b) The energy resolution is
extracted by fitting the convolution of a Fermi-Dirac distribution (300
K) and a Gaussian broadening to measured Fermi edge (∆t = −200
fs, integration area shown in (a)). The upper and lower limit of the
datapoints which were used to fit the convolution are marked with an




Supplementary information for chapter 5
C.1. s-polarized measurement
C.1.1. Calibration
The calibration has been performed similar to section B.4 and the respective con-







Table C.1.: Table showing the parameters (a0, a1, a2,EF and κ) used for the calibra-
tion.
C.2. Data normalization and maxima determination
The timetraces obtained from the colored regions in figure 5.3 (a) and figure 5.4
(a) have been normalized to their respective minimum and maximum value within
the whole tr- measurement, i.e., their intensity is normalized from 0 to 1. The
respective maxima positions have been determined by fitting a Gaussian (solid line)
to the centred peak of the timetrace in the data range from -20 to +30 fs. This
is shown in figure C.1. Additionally, an increased levelling of the data around the
temporal overlap (∆t = 0 fs) can be seen in the measurement with the s-polarized
pump beam, which can be understood as state blocking (Pauli-blocking) due to
higher fluency [216] and results in a less precise determination of tmax (as evidenced
by the errorbars).
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Figure C.1.: Timetraces for p-pol. (left) and s-pol. (right) for the different marked
regions in the respective figures 5.3 and 5.4. The maxima positions are
determined by a Gaussian fit (solid line) to the data (dots) in the time
interval from ∆t = -20 to +30 fs. For clarity, all spectra are shifted
along the y-axis in accordance to their energetic distance. One can
notice, that the fitting procedure works better in the p-polarized case,
since there a clear peak can be observed, whereas in the s-polarized
measurement a levelling is seen, which results in a less clear maxima
determination (evidenced by the errorbars in figure 5.4).
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C.3. Influence of the post-pulse to the observed
dynamics
The post-pulse, which was already observed in chapter 4, is also present in the
temporal dynamics of the hot charge-carriers but does not influence their scattering
behaviour closely around the temporal overlap. This can be evidenced from the
thermal energy of the carriers shown in C.2 (b), which is determined by fitting hot
Fermi-Dirac distributions to the spectra obtained in the direction of photoexcitation
for the p-polarized pump beam (using the same integration areas as in figure 5.3).
The spectra for selected time-delays (data points) together with their hot Fermi-
Dirac fits are shown in C.2 (a), whereby the inset shows the high energetic tail of the
distribution (0.7-1.3 eV). One can directly observe that the carriers are not nicely
described by a hot Fermi-Dirac distribution closely around the temporal overlap
(∆t = 0 fs) from the increasing error in the thermal energy1 in (b) and the drop
in the coefficient of determination R2 of the fit (inset in (b)). The post-pulse is
evidenced by an additional increase in thermal energy closely centred around 60−70
fs together with a drop in the coefficient of determination R2. From their width and
from the FROG measurement (see section 3.1.2) one can estimate that the dynamics
around the temporal overlap up to +30 fs are not strongly influenced by the post-
pulse. On longer timescales ≥ 100 fs the carriers are again nicely described by a hot
Fermi-Dirac distribution and one can follow the cooling of the system.
1 Obviously, the thermal energy is not nicely defined if the electrons are not described by a hot
Fermi-Dirac distribution.
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Figure C.2.: (a) Spectrum of the charge carriers in the direction of photoexcitation
for the p-pol. measurement for selected time delays (using the same
integration areas as in figure 5.3), together with the fitted hot Fermi-
Dirac distributions. The inset shows a close up of the high energetic tail
of the distribution. (b) Thermal energy as estimated from the Fermi-
Dirac fit as a function of delay (∆t). Around the temporal overlap the
distribution does not follow a hot Fermi-Dirac distribution as evidenced
by the errorbars and the drop in the coefficient of determination R2
(inset). The post-pulse arriving at a time delay of 60− 70 fs results in
an additional increase of thermal energy and a drop in the R2 value.
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C.4. Details on the simulation
In the following details on the simulations performed by Marius Weber and Hans-
Christian Schneider are presented.
C.4.1. Boltzmann Scattering
The general treatment of electron-electron scattering for a solid in the single particle
picture is outlined here. The time evolution of the electronic distribution functions





























which describes the two-fermion scattering transition l → l + q and k + q → k
mediated by the screened Coulomb interaction. The energy difference ∆E between
initial and final states enters here via


















where Γ is the imaginary part of the self-energy. This expression approaches Υ →
~δ(∆E) at longer times and for Γ→ 0, which conserves kinetic energy, but at short
times it leads to an increase of the kinetic energy of our system during the building
up of correlations [371]. In order to have a computationally feasible model, the self
energy will be assumed as constant Γ. A finite constant Γ also leads to an increase
in energy and we choose Γ = 0.001meV to keep this effect small for the duration
of our simulations. Equation (C.1) can be derived from a self-consistent quantum
kinetic Boltzmann equation by integrating over retardation effects [370, 372].
C.4.2. Graphene
For the numerical solution of the dynamical equation for the distribution some sim-
plifications are employed, which are described below. The bandstructure is linearized
around the Γ point [373] with a slope of 650meV/nm. The matrix elements are cal-
culated using the linearized dispersions. The Coulomb matrix elements can then be
written as:





and a statically screened Coulomb potential V 2Dq is used. It is assumed that an
additional momentum dependent factor in Eq. (C.3) can be dropped, [373]. A
background dielectric constant of 4 is used and a constant screening parameter of
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The prefactor ca,b equals 1 for a = b (intraband processes) and −1 for a 6= b (inter-




x+ky). These matrix elements describe all
scattering channels near the Dirac cone. To quantify the impact of Auger processes
we are interested in index combinations µ1 = µ2 = µ3 6= ν and all their permuta-
tions. Within these eight possible combinations, Auger recombination and impact
excitation are included, both types of Auger scattering having basically the same
strength.
Two further important simplifications were made: In order to focus on electron-
electron scattering, electron-phonon scattering processes are not included, which
would result in a decrease of the kinetic energy. The excitation is included in a
purely phenomenological way by instantaneously creating the excited carrier density.
C.4.3. Numerical Details
Finally, a short review of the used numerical scheme and the boundary conditions
is provided. Eq. (C.1) is implemented for a Cartesian k grid, which has the advan-
tage that it does not introduce numerical errors in the carrier density conservation.
Therefore, we are able to calculate the scattering properties of the complete 2D
k-space with an arbitrary excitation. Due to the numerical costly right-hand side of
Eq.(C.1) we used a parallelization techniques and and a Dormand-Prince differential
equation solver with an adaptive step size. Finally the k-space was sampled with
51 grid points in each direction and with a maximal momentum of kmax = 2.5nm−1.
This approach using a Cartesian k grid conserves carrier density by construction,
which is important as we are looking relatively small effects at high energies (> 800
meV). On the other hand, it is numerically quite costly. The initial distribution is
chosen as a Fermi-Dirac distribution f eq± = 1/(1 + e[(E±−µ)/(kBT )]) with a chemical
potential of 400 meV to model the relaxed electrons introduced by doping.
An instantaneous excitation is assumed of the form
δf = Ae− 1b (k−ke)2| sin(kx)| (C.5)
with the amplitude A, the width of the excitation b and the center of the excitation
ke, which follows the spacial shape of the measured excitation and the calculations
from Ref. [234]. In order to distinguish between scattering effects and building up of
correlations, we let the system with the doped carrier density relax and then initialize
the calculation by changing the electronic distributions by ±δf in the upper/lower
band with positive/negative energy dispersion.
To eliminate Auger type processes, the Coulomb matrix elements relevant for these
transitions are excluded by setting gµ,νµ,µ = 0. Thus the scattering dynamics with and
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(a) (b)
Figure C.3.: Distribution functions after 300 fs, for the full calculation (a), and the
calculation without Auger processes. The red/blue part corresponds to
the lower/upper band. The full calculation reaches a quasi-equilibrium
with a chemical potential of about 300 meV. Neglecting Auger pro-
cesses in the calculation prevents the system from reaching a quasi
equilibrium. Taken from [80].
without Auger processes can be compared. In order to replicate the photoemission
experiments to some extent, we integrate the time-dependent distributions over the
(0, ky) axis for the energy interval 0.8-1.3 eV to obtain the time dependent density
traces shown in Fig. 4 in the main text. A numerical test case of the dynamics is
presented in Fig. C.3, where the energy-dependent distributions obtained 300 fs after
the instantaneous excitation are compared. If all scattering processes are included
the system reaches a Fermi-Dirac distribution with a higher temperature and a
different chemical potential, as the excitation increases the kinetic energy of carriers,
and electron-electron scattering does not dissipate this energy. Switching the Auger





Supplementary information for chapter 6
D.1. Raw-data post processing
D.1.1. Calibration of the energy axis
The energy calibration for the Au(111) measurement is shown in section 3.3.2. The
conversion from time-of-flight t to the corresponding energies E has been found by
matching characteristic features in the spectra, the resulting parameters are shown
in table 3.1.
D.1.2. Momentum calibration
The momentum calibration has been performed exemplary in section 3.3.3.
Normalization
The normalization has been performed according to section 3.3.5 with a normaliza-
tion energy of Enorm = −2.4 eV resulting in a clear time trace for the generated
sideband (see Fig. D.2).
D.1.3. Shift-correction of the momentum maps
A small momentum shift between the occupied bandstructure n0 and the generated
sideband n1, induced by a non-perfect alignment of the momentum microscope, was
post-corrected by assigning the Γ-point in the middle of the SS and it’s replica
and linearly interpolating this momentum shift in energy. Selected corrected and
uncorrected ARPES spectra (E, ky) are shown in figure D.1 as a comparison. This
correction was applied to all 3D data sets in the corresponding measurement.
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Figure D.1.: Corrected (left) and uncorrected (right) ARPES spectra obtained with
the nearly p-pol. driver in temporal overlap (∆t = 0 fs). The uncor-
rected image shows a clear momentum shift, which was post-corrected
as described in the text. The (E, ky)-resolved spectra are retrieved
by slicing the experimentally obtained three-dimensional data set in ky
direction and integrating over a 0.13 Å−1 large region in kx direction.
The surface state (SS) and the sp-band transition are marked in the
spectra. Taken from [79].
D.2. Time- and energy resolution
The setup facilitates the real-time measurement of the temporal evolution of the
ultrafast charge carrier dynamics with full energy and in-plane momentum resolu-
tion [78]. This is evident in Fig. D.2 where exemplary (E, ky) and (kx, ky) cuts
are shown for various delays (∆t) of the driving IR and the probing EUV pulse.
By scanning the delay, ∆t = 0 fs is determined at the position where maximum
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Figure D.2.: Temporal evolution of the sideband yield for selected ∆t. (a) The
(E, ky)-resolved spectra are retrieved by slicing the experimentally ob-
tained three-dimensional data set in ky direction and integrating over a
0.13 Å−1 large region in kx direction. The dashed and solid lines depict
the momentum cut shown in (b) and the Fermi level, respectively. (b)
Likewise, the data can be plotted in a (kx, ky)-resolved manner. The
integration time for each ∆t is 15 min. Sideband yield is maximum in
temporal overlap and follows the electric field strength of the driving
laser field. Taken from [79].
From this data, the temporal and the energetic resolution of the experiment is
estimated to 44±2 fs (FWHM of the cross-correlation) and ≈ 200 meV, respectively
(see Fig. D.3).
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Figure D.3.: Time- and energy-resolution of the time-resolved momentum mi-
croscopy experiment. (a) The time-resolution is extracted in a cross
correlation experiment by considering the photoemission yield of the
first-order sideband following instantaneously the applied electric field
strength of the driving laser. A Gaussian fit to the data yields a FWHM
of 44±2 fs. (b) The energy resolution is extracted by fitting the convo-
lution of a Fermi-Dirac distribution (300 K) and a Gaussian broadening
to the measured Fermi edge of Au(111) (for the ∆t = −100 fs case).
The FWHM of the Gaussian broadening is in the range of ≈ 200 meV.
Details on the time- and energy-resolution of the experiment are dis-
cussed in chapter 4. Taken from [79].
D.3. Details on the data analysis and background
treatment
D.3.1. Contributions to the photoelectron background signal
The HHG beamline is optimized for EUV light with ~ωEUV = 26.5 eV (11th-
harmonic). However, as detailed in chapter 4 and Ref. [78], the extinction ratio
to the neighboring 13th-harmonic is estimated to 1:470. In consequence, spectral
contributions of the 13th-harmonic have to be carefully considered in the evaluations
presented in Fig. 6.4,6.5 of the main text. In Fig. D.4, energy distribution curves
(EDCs) are shown for the nearly p- and s-polarized driving light. In addition, an
EDC obtained away from temporal overlap of the two-color light field is shown
(∆t = −100 fs; scaled to match the intensity). The EDC are obtained by integrat-
ing the photoelectron counts over the full photoemission horizon. The dressing of
the Au(111) band structure is evident for nearly p-polarized light, whereas in the
s-polarized case, no evidence of sidebands is observed. The grey shaded area depicts
the integration area used in the analysis in Fig. 6.4 of the main text for the first (n1,
E − EF = 0.9− 1.2 eV) and the zero-order sideband (n0, E − EF = −0.3− 0 eV).
Residual photoelectron counts that mainly limit the resolution are induced in
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linear photoemission by the 13th harmonic. These photoelectron counts dominate
the measured signal for energies higher than E − EF > 1.2 eV, as is evident by the
nearly overlapped EDCs in Fig. D.4. The handling of this background counts in the
analysis of the main text is discussed in the next section.
−2 −1 0 1 2 3 4 5
















∆t = −100 fs
Figure D.4.: Momentum integrated energy distribution spectra for p- and s-polarized
driving laser pulses; in addition, an EDC is shown for ∆t = −100 fs
(scaled) where no sidebands are expected. The integration windows
for the zero- and first-order sidebands used in Fig. 6.4 of the main
text are indicated by grey vertical areas. For, E − EF > 1.2 eV, major
photoelectron counts are induced by linear photoemission with the 13th
harmonic. Taken from [79].
D.3.2. Intensity normalization
In Fig. 6.4 (c) of the main text, the θk dependence of the normalized sideband yield










In this data handling, the initial observation is used that s-polarized driving light
does not generate sidebands and can thus be used as a reference to normalize the
p-polarized case that we are interested in. The momentum maps are divided into
areas as shown in Fig. D.5 (a) and all counts are integrated in this area to generate
the respective intensity I(θk). First, contributions from the 13th harmonic (see
section D.3.1) are considered by subtracting Is13th from the first-order sideband yield
Ipn1(θk). Is13th is generated by integrating all photoelectron counts in a (E − EF =
0.9 − 1.2 eV) interval for the s-polarized measurement [see Fig. D.5 (b)]. Second,
this difference is normalized onto the θk-dependent intensity Isn0(θk) of the undressed
system [see Fig. D.5 (c)]. This normalization takes care of the initial asymmetry
of the undriven momentum distributions due to alignment of the microscope and
matrix element effects. The denominator of Eq. D.1 then references all intensities to
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the area with highest sideband yield (θk,0 is the area in Fig. D.5 (a) labelled with an














































Figure D.5.: Momentum maps that are used in the analysis in Fig. 6.4 (c) of the main
text. We divide the momentum maps into areas as indicated by the
blue lines and integrate all photoelectrons within the region of interest.
The reference area is indicated by an arrow. From (a) to (c), we show
the first-order sideband (p-polarized driving), the (non-existing) first
order sideband (s-polarized driving), and the zero-order sideband (s-
polarized driving). The energy of the momentum maps is given in the
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