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Abstract
We simplify the nonlinear equations of motion of charged particles in an external
electromagnetic field that is the sum of a plane travelling wave Fµνt (ct−z) and a static
part Fµνs (x, y, z): by adopting the light-like coordinate ξ = ct−z instead of time t
as an independent variable in the Action, Lagrangian and Hamiltonian, and deriving
the new Euler-Lagrange and Hamilton equations accordingly, we make the unknown
z(t) disappear from the argument of Fµνt . We study and solve first the single particle
equations in few significant cases of extreme accelerations. In particular we obtain a
rigorous formulation of a Lawson-Woodward-type (no-final-acceleration) theorem and
a compact derivation of cyclotron autoresonance, beside new solutions in the presence
of uniform Fµνs . We then extend our method to plasmas in hydrodynamic conditions
and apply it to plane problems: the system of (Lorentz-Maxwell+continuity) partial
differential equations may be partially solved or sometimes even completely reduced to
a family of decoupled systems of ordinary ones; this occurs e.g. with the impact of the
travelling wave on a vacuum-plasma interface (what may produce the slingshot effect).
Our method can be seen as an application of the light-front approach. Since Fourier
analysis plays no role in our general framework, the method can be applied to all kind
of travelling waves, ranging from almost monochromatic to socalled “impulses”, which
contain few, one or even no complete cycle.
1 Introduction
In the general form the equation of motion of a charged particle in an external electromagnetic
field F µν =∂µAν−∂νAµ is non-autonomous and highly nonlinear in the unknowns x(t),p(t):
p˙(t) = qE[ct,x(t)] +
p(t)√
m2c2+p2(t)
∧ qB[ct,x(t)],
x˙(t) =
cp(t)√
m2c2+p2(t)
,
(1)
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Here m, q,x,p are the rest mass, electric charge, position and relativistic momentum of
the particle, E = −∂tA/c − ∇A0 and B = ∇∧A are the electric and magnetic field,
(Aµ) = (A0,−A) is the electromagnetic (EM) potential 4-vector (Ei = F i0, B1 = F 32, etc.;
we use Gauss CGS units). Usually, the analytical study of (1) is somewhat simplified under
one or more of the following physically relevant conditions: F µν are constant (i.e. static
and uniform EM field) or vary “slowly” in space or time; F µν are “small” (so that nonlinear
effects in the amplitudes are negligible); F µν are monochromatic waves or slow modulations
of the latter; the motion remains non-relativistic.1 The amazing developments of laser tech-
nologies (especially chirped pulse amplification [5, 6, 7]) have made available compact sources
of extremely intense (up to 1023 W/cm2) coherent EM waves; the latter can be also concen-
trated in very short laser pulses (tens of femtoseconds), or superposed to very strong static
EM fields. Even more intense and short laser pulses will be produced in the near future
through new technologies (thin film compression, relativistic mirror compression, coherent
amplification networks [8, 9]). One of the main motivation behind these developments is the
enhancement of the Laser Wake Field Acceleration (LWFA) mechanism2 [10, 11, 12], with
a host of important applications (ranging from cancer therapy, to X-ray free electron laser,
radioisotope production, high energy physics, etc.; see e.g. [13, 9] for reviews). Extreme con-
ditions occur also in a number of violent astrophysical processes (see e.g. [9] and references
therein). The interaction of isolated electric charges or continuous matter with such coherent
waves (and, possibly, static EM fields) is characterized by so fast, huge, highly nonlinear and
ultra-relativistic effects that the mentioned simplifying conditions are hardly fulfilled, and
the standard approximation schemes are seriously challenged. Alternative approaches are
therefore desirable.
Here we develop an approach that is especially fruitful when the wave part of the EM
field can be idealized as an external plane travelling wave F µνt (ct−z) (where x=xi+yj+zk,
with suitable cartesian coordinates) in the spacetime-region Ω of interest (i.e., where we are
interested to follow the worldlines of the charged particles). This requires that the initial
wave be of this form and radiative corrections, curvature of the front, diffraction effects
be negligible in Ω. Normally these conditions can be fulfilled in vacuum; sometimes also
in low density matter (even in the form of a plasma, see section 4) for short times after
the beginning of the interaction with the wave.3 The starting point is the (rather obvious)
observation that, since no particle can reach the speed of light, the function ξ˜(t) = ct−z(t) is
strictly growing and therefore we can adopt ξ = ct−z as a parameter on the worldline of the
particle. Integrating over ξ in the particle action functional, applying Hamilton’s principle
and the Lejendre transform we thus find Lagrange and Hamilton equations with ξ as the
1In particular, standard textbooks of classical electrodynamics like [1, 2, 3] discuss the solutions only
under a constant or a slowly varying (in space or time) Fµν ; in [4] also under an arbitrary purely transverse
wave (see section 3.1), or a Coulomb electrostatic potential.
2In the LWFA laser pulses in a plasma produce plasma waves (i.e. waves of huge charge density variations)
via the ponderomotive force (see section 3.1); these waves may accelerate electrons to ultrarelativistic regimes
through extremely high acceleration gradients (such as 1GV/cm, or even larger).
3Causality helps in the fulfillment of these requirements: We can assign the initial conditions for the
system of dynamic equations on the t = t0 Cauchy hyperplane St0 , where t0 is the time of the beginning of
wave-matter interaction. In a sufficiently small region Dx ⊂ St0 around any point x of the wave front the EM
wave is practically indistinguishable from a plane one Ft. Therefore the solutions induced by the real wave
and by its plane idealization Ft will be practically indistinguishable within the future Cauchy development
D+(Dx) of Dx.
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independent variable. Since the unknown xˆ(ξ) = x(t) no more appears in the argument of
the wave part Ft of the EM field
Fˆ µν(ξ, xˆ) = F µνt (ξ) + F
µν
s (xˆ),
Ft(ξ) acts as a known forcing term, and these new equations are simpler than the usual
ones, where the unknown combination ct−z(t) appears as the argument in F µνt [ct−z(t)].
The light-like relativistic factor s = dξ/d(cτ) (light-like component of the momentum, in
normalized units) plays the role of the Lorentz relativistic factor γ = dt/dτ in the usual
formulation and has remarkable properties: all 4-momentum components are rational func-
tions of it and of the transverse momentum; if the static electric and magnetic fields have
only longitudinal components then s is practically insensitive to fast oscillation of Ft. s was
introduced somehow ad hoc in [?, 15] (see also [16, 17]); here we clarify its meaning and
role. We shall see that the dependence of the dynamical variables on ξ allows a more direct
determination of a number of useful quantities (like the momentum, energy gain, etc) of
the particle, either in closed form or by numerical resolution of the simplified differential
equations; their dependence on t can be of course recovered after determining zˆ(ξ).
The use of a light-like coordinate instead of t as a possible ‘time’ variable was first
suggested by Dirac in [18] and is at the base of what is often denoted as the light-front
formalism. The latter is today widely used in quantum field theory, and in particular in
quantum electrodynamics in the presence of laser pulses; in the latter context it was first
introduced in [19]. Its systematic use in classical electrodynamics is less common, though it
is often used in studies of radiation reaction (see e.g. [20, 21]), but almost exclusively with
EM fields F µν consisting just of a travelling plane wave F µνt (ξ); the motion of a classical
charged particle in a generic external field of this type has been determined in [4] by solving
the Hamilton-Jacobi equation (see section 3.1). A recent exception is Ref. [22], where some
interesting superintegrable motions based on symmetric EM fields F µν not reducing to F µνt (ξ)
are determined. In other works ξ has been adopted ad hoc to simplify the equation of motion
of the particle in a particular EM field, e.g. in [23, 24] a monochromatic plane wave and
a longitudinal magnetic field (what leads to the phenomenon of cyclotron autoresonance).
The main purpose of this paper is therefore a systematic description and development of the
lightfront formalism in classical electrodynamics, both in vacuum and in plasmas; a number
of significant applications are presented as illustrations of its advantages. Among the latter,
also a few new general solutions in closed form in the presence of uniform static EM fields.
The plan of the paper is as follows. In section 2 we first formulate the method for a single
charged particle under a general EM field; the Hamiltonian and the Hamilton equations turn
out to be rational in the unknowns xˆ, pˆ⊥, sˆ. Then we apply it to the case that the EM field is
the sum F = Ft+Fs of a static part and a traveling-wave part (section 2.1) or to the case that
the EM potential is independent of the transverse coordinates (section 2.2). In either case
we prove several general properties of the solutions; in particular, we show that in the case
of section 2.2 integrating the equations of motion reduces to solving a Hamiltonian system
with one degree of freedom; this can be done in closed form or numerically (depending on the
cases) in the wave-particle interaction region, and by quadrature outside (as there energy is
conserved). In section 3 we illustrate the method and these properties while determining the
explicit solutions under a general EM wave superposed to various combinations of uniform
static fields; these examples are exactly integrable and pedagogical for the issue of extreme
3
accelerations. More precisely: we (re)derive in few lines the solutions [4, 25, 26] when
the static electric and magnetic fields Es,Bs are zero (section 3.1), or have only uniform
longitudinal components (one or both: sections 3.2, 3.3, 3.4), or beside the latter have
uniform transverse components fulfilling B⊥s = k ∧ E⊥s (section 3.5); here ⊥ denotes the
component orthogonal to the direction k of propagation of the pulse. Section 3.1 includes
a rigorous statement (Corollary 2) and proof of a generalized version [28] of the socalled
Lawson-Woodward no-go theorem [29, 30, 31, 32, 33]; the latter states that the final energy
variation of a charged particle induced by an EM pulse is zero under some rather general
conditions (motion in vacuum, zero static fields, etc), in spite of the large energy variations
during the interaction. To obtain large final energy variations one has thus to violate one
of these general conditions. The case treated in section 3.3 yields the known and already
mentioned phenomenon of cyclotron autoresonance, which we recall in appendix 5.5; we
solve in few lines the equation of motion without the β ' 1 and the monochromaticity
assumptions of [23, 24], i.e. in a generic plane travelling wave. Whereas we have not found
in the literature our general solutions for the cases treated in sections 3.2, 3.4, 3.5. In
section 4 we show how to extend our approach to multi-particle systems and plasmas in
hydrodynamic conditions. In section 4.1 we specialize it to plane plasma problems; two
components of the Maxwell equations can be solved in terms of the other unknowns, and
if the plasma is initially in equilibrium we are even able to reduce the system of partial
differential equations (PDEs), for short times after the beginning of the interaction with the
EM wave, to a family (parametrized - in the Lagrangian description - by the initial position
X of the generic electrons fluid element) of decoupled systems of Hamiltonian ODEs with one
degree of freedom of the type considered in section 2.2; the latter can be solved numerically.
The solutions of section 4.1 can be used to describe the initial motion of the electrons at the
interface between the vacuum and a cold low density plasma while a short laser pulse (in the
form of a travelling wave) impacts normally onto the plasma. In particular one can derive
the socalled slingshot effect [34, 15, 16], i.e. the backward acceleration and expulsion of high
energy electrons just after the laser pulse has hit the surface of the plasma; we illustrate these
solutions in the simple case of a step-shaped initial plasma density. Finally, in the appendix
we also show (section 5.3) that the change of ‘time’ t 7→ ξ induces a generalized canonical
(i.e. contact) transformation and determine (section 5.4) rigorous asymptotic expansions
in 1/k of definite integrals of the form
∫ ξ
−∞ dy f(y)e
iky; the leading term is usually used
to approximate slow modulations of monochromatic waves. However we stress that, since
Fourier analysis and related notions play no role in the general framework, our method can
be applied to all kind of travelling waves, ranging from (almost) monochromatic to so-called
“impulses”, which contain few, one or even no complete cycle.
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2 General formulation of the single particle dynamics
By (1b) the particle cannot reach the speed of light, |x˙|<c. Given a solution x(t) of (1) let
ξ(t) :=ct−z(t), ⇒ ξ˙(t) = c− z˙(t) > 0. (2)
The inequality follows from |x˙| < c and implies that we can use the light-like coordinate
ξ=ct−z instead of t as the independent (or ‘time’) variable. In other words, this is possible
because the particle worldline intersects every ξ =cost hyperplane in Minkowski spacetime
exactly once (see fig. 1 left). If Aµ(x) [we abbreviate x = (ct,x)] contains a travelling
wave part αµ(ct− z), then E,B in (1) contain terms α′µ[ct− z(t)] which depend on the
unknown combination ct−z(t) generally in a highly nonlinear way. If |α′′µ ∆z| |α′µ| (non-
relativistic regime) we can simplify the equations approximating α′µ[ct−z(t)] by the known
time-dependent force α′µ(ct−z0), so that the unknown z(t) no more appears in the argument.
Otherwise, we can obtain the same result by the change t 7→ ξ, which makes the argument of
α′µ(ξ) an independent variable. Let xˆ(ξ) be the position as a function of ξ, i.e. the position of
the intersection (in Minkowski spacetime) of the worldline λ with the hyperplane ct− z = ξ
(see fig. 1 left); in other words, this function is determined by the condition xˆ[ξ(t)] ≡ x(t).
More generally we shall put a caret to distinguish the dependence of a dynamical variable
on ξ rather than on t, e.g. pˆ[ξ(t)] ≡ p(t), and fˆ(ξ, xˆ) := f [(ξ+zˆ)/c, xˆ] for any given function
f(t,x). Moreover we shall abbreviate every total derivative with respect to t, ξ by a dot and
a prime, respectively. By construction, the variables x,p, ... take the values xˆ(ξ), pˆ(ξ), ... at
the spacetime point where a value αµ(ξ) of αµ reaches the particle; if e.g. αµ has a maximum
at ξ¯ then xˆ(ξ¯) is the value of xˆ where (and when) such a maximum αµ(ξ¯) reaches the particle.
5
Figure 1: Left: any time-like worldine can be parametrized by the lightlike coordinate
ξ = ct−z because it intersects any hyperplane ξ =const exactly once. Right: for a plasma
in hydrodynamic conditions no two different fluid elements’ worldlines can intersect.
The inverse tˆ(ξ) of ξ(t) and its derivative are given by
ctˆ(ξ) = ξ + zˆ(ξ), ctˆ′(ξ) = 1 + zˆ′(ξ) > 0. (3)
We denote Minkowski spacetime points as x≡ (ct,x). Given points x0, x1 with x1 in the
causal cone of x0, let Λ be the set of time-like curves from x0 to x1. Given a λ ∈ Λ, we can
use in the corresponding action functional of the particle either t or ξ as a parameter on λ:
S(λ) = −
∫
λ
mc2dτ + qA(x) = −
t1∫
t0
dt
mc2+quµAµ
γ︸ ︷︷ ︸
L[x,x˙,t]
= −
ξ1∫
ξ0
dξ
c
mc2+quˆµAˆµ
sˆ︸ ︷︷ ︸
L[xˆ,xˆ′,ξ]
. (4)
Here A(x) = Aµ(x)dx
µ = A0(x)cdt−A(x) · dx is the EM potential 1-form (the dot is the
scalar product in Euclidean R3; we raise and lower greek indices by the Minkowski metric
ηµν = η
µν , with η00=1, η11=−1, etc.), (cdτ)2 = (cdt)2−dx2 is the square of the infinitesimal
Minkowski distance (τ is the proper time of the particle), dt/dτ = γ = 1/
√
1−β2 (with
β ≡ x˙/c) is the Lorentz relativistic factor, u= (u0,u)≡ (γ,γβ) =
(
p0
mc2
, p
mc
)
is the 4-velocity,
i.e. the dimensionless version of the 4-momentum, and
s ≡ dξ
d(cτ)
= γ− uz = u− = γ(1− βz) > 0 (5)
is the light-like component u− of u, as well as the Doppler factor experienced by the particle,
and is positive-definite [the first = in (5) follows from γ=dt/dτ , pz =mdz/dτ ]. We name s
the light-like relativistic factor, or shortly the s-factor. In terms of the “hatted” coordinates
and their derivatives4
1
sˆ
=
√
1+2zˆ′−xˆ⊥′2. (6)
4In fact,
1
sˆ
=
dτ
dt
d(ct)
dξ
=
1
γ
d(ct)
dξ
=
√
1−
(
dx
cdt
)2
d(ct)
dξ
=
√(
cdt
dξ
)2
−
(
dx
dξ
)2
(3)
=
√
(1+zˆ′)2−xˆ′2 =
√
1+2zˆ′−xˆ⊥′2.
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Here and throughout the paper ⊥ stands for the component orthogonal to the direction k
of propagation of the EM wave. The change of Lagrangian L 7→ L in (4) amounts to the
replacements γ 7→ s and t 7→ ξ as an independent variable. One easily checks that γˆ, uˆz, βˆ, xˆ′
can be expressed as the following rational functions of uˆ⊥, sˆ,
γˆ=
1+uˆ⊥2+sˆ2
2sˆ
, uˆz= γˆ−sˆ, βˆ= uˆ
γˆ
, (7)
xˆ⊥′ =
uˆ⊥
sˆ
, zˆ′ =
1+uˆ⊥2
2sˆ2
− 1
2
(8)
(the first three relations hold also without the caret), i.e. square roots no longer appear
in these purely kinematical relations. In the nonrelativistic regime s' 1; whereas ±uz √
1+u⊥2 respectively imply s1, s1. More explicitly L,L read
L[x, x˙, t] = −mc2
√
1− x˙
2
c2
− q
[
A0(x)−A(x)· x˙
c
]
, (9)
L[xˆ, xˆ′, ξ] = (1+zˆ′) L
[
xˆ,
cxˆ′
1 + zˆ′
,
ξ+zˆ
c
]
= −mc2
√
1+2zˆ′−xˆ⊥′2 − q (1+zˆ′) Aˆ0 + qxˆ′ ·Aˆ (10)
where we have used (3b). By Hamilton’s principle, any extremum λ∈Λ of S is the worldline
of a possible motion of the particle with initial position x0 at time t0 and final position x1
at time t1; hence it fulfills both Euler-Lagrange equations
(1) ⇔ d
dt
∂L
∂x˙
− ∂L
∂x
= 0 ⇔ d
dξ
∂L
∂xˆ′
− ∂L
∂xˆ
= 0. (11)
Having solved (11c), we obtain the solution of (11) by setting x(t) = xˆ[ξ(t)], where ξ(t) is
obtained inverting (3a).
Incidentally, the presence of additional forces (beside the electromagnetic ones) can be
incorporated in the formalism modifying all right-hand sides of (11), see Appendix 5.1.
We can rephrase (11c) in Hamiltonian form. The derivatives appearing in (11c) read
∂L
∂xˆ
= −(1+zˆ′)q∂Aˆ
0
∂xˆ
+ q
∂Aˆi
∂xˆ
·xˆi′,
∂L
∂xˆ⊥′
= mc2uˆ⊥+ qAˆ⊥,
∂L
∂zˆ′
= −mc2sˆ− q(Aˆ0−Aˆz).
The Legendre transform gives the Hamiltonian Hˆ := xˆ′·∂L/∂xˆ′−L = γˆmc2+qAˆ0; expressing
this as functions of xˆ, Πˆ := ∂L/∂xˆ′ we obtain
Hˆ(xˆ,Πˆ;ξ) = mc2
1+sˆ2+uˆ⊥2
2sˆ
+qAˆ0(ξ, xˆ), where

uˆ⊥=
Πˆ⊥−qAˆ⊥(ξ, xˆ)
mc2
sˆ=−Πˆ
z+q[Aˆ0−Aˆz](ξ, xˆ)
mc2
,
(12)
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and we find as usual that the Lagrange equations (11c) are equivalent to the Hamilton ones
xˆ′ =
∂Hˆ
∂Πˆ
, Πˆ′ = −∂Hˆ
∂xˆ
. (13)
Remarks 2. Note that, while the usual Hamiltonian H(x,P , t)=
√
m2c4+(cP−qA)2+qA0
is the square root of a polynomial in the generalized momenta P =∂L/∂x˙=p+qA/c, Hˆ is a
rational function of Πˆ or, equivalently, of sˆ, uˆ⊥. In (12) the caret over H is justified because
Hˆ coincides with H(x,P , t) when Aµ,x,P are expressed as functions of ξ; hence, along the
solutions of (13) Hˆ gives the particle energy expressed as a function of ξ. In appendix 5.3
we show that the map (x,P , t) 7→ (x,Π/c, ξ/c) is a generalized canonical (i.e., contact)
transformation. In general the new equations can be obtained from the old ones by putting
a caret on all dynamical variables and replacing d/dt 7→ (csˆ/γˆ)d/dξ.
In appendix 5.2 we prove
Proposition 1 Eq. (1), or equivalently the Hamilton equations (13), amount to (8) and
uˆ⊥′ =
q
mc2 sˆ
[
γˆEˆ+uˆ∧Bˆ
]⊥
,
sˆ′ =
q
mc2
[
uˆ⊥
sˆ
·Eˆ⊥−Eˆz− (uˆ
⊥∧Bˆ⊥)z
sˆ
] (14)
with γˆ as given in (7). Along their solutions
dHˆ
dξ
=
∂Hˆ
∂ξ
. (15)
We define the energy gain of the particle in the interval [ξ0, ξ1] as E := [Hˆ(ξ1)−Hˆ(ξ0)]/mc2
(we have normalized it so that it is dimensionless).
Corollary 1 Hˆ is conserved in a spacetime region where Aµ is independent of t. More
generally, if A0, Az are independent of t then the dimensionless energy gain is given by
E =
∫ ξ1
ξ0
dξ
2sˆ(ξ)
∂vˆ
∂ξ
[xˆ(ξ),Πˆ(ξ);ξ], vˆ := uˆ⊥2. (16)
Proof: in the first case Aˆµ has no direct dependence on ξ, hence ∂Hˆ/∂ξ=0; in the second Hˆ
depends directly on ξ only through vˆ, hence ∂Hˆ/∂ξ=(∂vˆ/∂ξ)/2sˆ(ξ), and the claim follows.
2.1 Dynamics under travelling waves and static fields Es,Bs
We are especially interested in problems in which the EM field is the sum of a transverse
travelling wave (the ‘pump’) and a purely x-dependent (i.e. static) part:
E(x) = ⊥(ct−z) +Es(x), B(x) = k ∧ ⊥(ct−z) +Bs(x). (17)
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This can be obtained adopting an electromagnetic potential of the same form:
Aµ(x) = αµ(ct−z) + Aµs (x) ⇔ Aˆµ(ξ, xˆ) = αµ(ξ) + Aµs (xˆ). (18)
Choosing the Landau gauges (∂µA
µ = 0) implies that As must fufill the Coulomb gauges
(∇·As = 0), and it must be αz ′ = α0′, ⊥ =−α⊥′, Es =−∇A0s, Bs =∇∧As. We shall
set αz = α0 = 0, as they appear neither in the observables E,B nor in the equations of
motion. If we assume that the pump ⊥(ξ) is continuous (at least piecewise) and
either a) ⊥ has a compact support,
or a’) ⊥ ∈ L1(R),
(19)
we can choose the (unique) α⊥(ξ) going to zero as ξ → −∞:
α⊥(ξ) = −
∫ ξ
−∞
dξ′⊥(ξ′); (20)
note that if ⊥(ξ) vanishes for ξ ≤ ξ0, so does α⊥(ξ). The so defined α⊥ is a physical
observable (the gauge freedom has been completely fixed). Condition (19a) implies E=Es
outside the strip 0 ≤ct−z≤ l, if the interval [0, l] contains the support of ⊥; (19a’) implies
E→Es as z→∞ at every fixed t, or equivalently as t→−∞ at every fixed x.
The present approach allows to treat on the same footing all such ⊥, namely very different
travelling waves, regardless of their Fourier analysis. In particular:
1. A modulated monochromatic wave
⊥(ξ)=(ξ)⊥o(ξ), 
⊥
o(ξ)= ia1 cos(kξ+ϕ1)+ja2 sin(kξ+ϕ2) (21)
with some wave number k (not to be confused with the unit vector k in the direction
of propagation of the wave, in boldface!), modulating amplitude (ξ) ≥ 0 fulfilling
(19) and elliptic polarization determined by some ah, ϕh ∈ R (with a21+a22 = 1). Let
⊥p :=−⊥o ′/k. In particular we shall consider
⊥o(ξ)= i cos kξ, 
⊥
p(ξ)= i sin kξ (linearly polarized), or
⊥o(ξ)= i cos kξ+j sin kξ, 
⊥
p(ξ)= i sin kξ−j cos kξ (circularly polarized).
(22)
In appendix 5.4 we show that under rather general assumptions
α⊥(ξ) = −(ξ)
k
⊥p(ξ) +O
(
1
k2
)
' −(ξ)
k
⊥p(ξ), (23)
giving upper bounds for the involved remainder O(1/k2). For slow modulations (i.e.
|′| |k| almost everywhere on the support) - like the ones characterizing most con-
ventional applications, like radio broadcasting, ordinary laser pulses, etc. - the right
estimate is very good. Consequently, if (ξ) goes to zero also as ξ→∞, then α⊥(ξ), vˆ(ξ)
approximately do as well. Given a modulating amplitude 0(ξ) of such a type, consider
the rescaled one
(ξ; η) := 0(ξ/η); (24)
in the scaling limit η → ∞ the ' in (23) becomes a strict equality and ⊥ becomes
monochromatic.
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2. A superposition of several waves of the previous kind.
3. At the antipodes, a wave with very few cycles [35], or even an ‘impulse’ [36, 37, 38, 8],
i.e. a wave with one, a ‘fraction’ of a cycle (such waves are emitted e.g. during
transients, like electric discharges, or can be manufactured [8] even with high intensity
and frequency).
Proposition 2 In an EM field (17) the equations of motion (13) amount to (8) and
uˆ⊥′=
q
mc2
[
(1+zˆ′)Eˆ⊥s +(xˆ
′∧Bˆs)⊥+⊥(ξ)
]
,
sˆ′ =
−q
mc2
[
Eˆzs − xˆ⊥′ ·Eˆ⊥s + (xˆ⊥′∧Bˆ⊥s )z
]
;
(25)
on a solution the energy gain (16) is obtained integrating the expression
Hˆ ′ =
mc2
2sˆ
∂vˆ
∂ξ
=
uˆ⊥
sˆ
·q⊥ = q xˆ⊥′ ·⊥ (26)
The proof is a straightforward computation. As evident, the argument of the rapidly varying
function ⊥ does no longer contain the unknown z(t), but is the independent variable ξ. In
particular, if Es,Bs=const then eq. (25) are immediately integrated to yield
uˆ⊥ =
q
mc2
[K⊥−α⊥(ξ)+ (ξ+zˆ)E⊥s + (xˆ∧Bs)⊥] ,
sˆ =
−q
mc2
[Kz+ ξEzs − xˆ⊥ ·E⊥s + (xˆ⊥∧Bs)z]
(27)
(the integration constants Kj are fixed by the initial conditions), or more explictly
uˆx = wx(ξ)+(ex−by)zˆ+byˆ,
uˆy = wy(ξ)+(ey+bx)zˆ−bxˆ,
sˆ = wz(ξ)+(ex−by)xˆ+(ey+bx)yˆ
(28)
[here we have introduced the dimensionless functions w⊥(ξ) := q [K⊥−α⊥(ξ)+ ξE⊥s ] /mc2,
wz(ξ) :=−q(Kz+ξEzs )/mc2 and the constants e⊥ :=qE⊥s /mc2, b⊥+bk :=qBs/mc2]. Hence,
Proposition 3 If the EM field is of the form (17), then solving the Hamilton equations (13)
amounts to solving the system of three first order ODEs in rational form in the unknowns
xˆ, yˆ, zˆ which is obtained replacing (28) in (8).
To start illustrating the advantages of the present approach let us compare these equations
with the usual Hamilton equations x˙ = ∂H/∂P , P˙ = −∂H/∂x. The former amount to
x˙ = u/
√
1+u2, which have no rational form, and
u˙(t) =
q
mc
{
Es+
(
x˙
c
∧Bs
)
+
(
x˙⊥
c
· ⊥[ct−z(t)]
)
k− 1
c
d
dt
α⊥[ct−z(t)]
}
. (29)
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Contrary to (25), the unknown ct− z(t) appears in the argument of the rapidly varying
function ⊥,α⊥. Moreover, if Es,Bs =const then, although the transverse components of
eq. (29) are also immediately integrated to yield a relation equivalent to (27a)
u⊥ =
q
mc2
{K⊥−α⊥[ct−z(t)]+ ctE⊥s + (x∧Bs)⊥} ,
the right-hand side is nonlinear in the unknown z(t) [while the right-hand side of (27a) is
linear in the unknown xˆ(ξ)], and the longitudinal component of eq. (29) is not integrated in
any trivial and general way. Also the determination of the energy gain as a function of t is
quite more complicated.
2.2 Dynamics under Aµ independent of the transverse coordinates
Further advantages of our approach can be disclosed also whenever the gauge potential is
independent of x⊥, Aµ=Aµ(t, z). Then ∂Hˆ/∂xˆ⊥=0, and the transverse component of (14b)
implies qK⊥≡Πˆ⊥=const, i.e. the known result
uˆ⊥ =
q
mc2
[
K⊥−Aˆ⊥(ξ, zˆ)
]
; (30)
this expresses uˆ⊥ in terms of Aˆ⊥(ξ, zˆ) andK⊥, which is determined by the initial conditions5.
Eq. (30) applies in particular when E,B are of the form (17) with Es=kE
z
s(z) (longitudinal
field), Bs =B
⊥
s (z) [we can choose the static part (18) of the gauge potential independent
of x⊥ as well, Aµs =A
µ
s (z)]. Replacing (30) in the longitudinal component of (13) we obtain
(see appendix 5.2)
zˆ′ =
1+vˆ
2sˆ2
− 1
2
, mc2sˆ′ = −qEzs (zˆ)−
mc2
2sˆ
∂vˆ
∂zˆ
. (31)
This is a system of two first order ODEs in the unknowns zˆ(ξ), sˆ(ξ). Having solved (31),
expressing uˆ, γ in terms of sˆ(ξ), zˆ(ξ), Aˆ⊥[ξ, zˆ(ξ)] through (7), (30), and integrating over ξ,
one determines in closed form also tˆ(ξ), xˆ⊥(ξ), and thus the whole xˆ(ξ):
xˆ(ξ) = x0 + Yˆ(ξ), where Yˆ(ξ)≡
∫ ξ
ξ0
dζ
uˆ(ζ)
sˆ(ζ)
, (32)
ctˆ(ξ) = ξ + zˆ(ξ) = ct0 + Ξˆ(ξ), where Ξˆ(ξ)≡
∫ ξ
ξ0
dζ
γˆ(ζ)
sˆ(ζ)
=ξ−ξ0+Yˆ z(ξ). (33)
Clearly Ξˆ(ξ) is strictly increasing. Inverting (33) we find ξ(t) = Ξˆ−1(ct−ct0) and setting
x(t) = xˆ[ξ(t)] we finally obtain the original unknown:
x(t) = x0 + Yˆ
[
Ξˆ−1(ct−ct0)
]
. (34)
Summarizing, we have shown
5Under the above assumptions A⊥s is recovered from B
⊥
s through A
⊥
s (z) =
∫ z
z0
dz′B⊥s(z
′)∧k + a⊥, so it
is determined up to the additive constant a⊥ (residual gauge freedom). (K⊥−a⊥)q/mc2 is determined by
the initial conditions, so that the physical observable uˆ⊥ is independent of the choice of a⊥, as it must be.
Similarly, A0s(z) = −
∫ z
z0
dz′Ezs(z
′)+const, whereas in the Coulomb gauge Azs can be chosen as zero.
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Proposition 4 If Aµ are independent of x
⊥ the resolution of the equations of motion is
reduced to solving the 1-dimensional system (31). The other unknowns are then obtained
from formulae (30), (32-34).
2.2.1 Dynamics under travelling waves and z-dependent Es = E
‖
s
If in addition Bs≡ 0, then in (18) we can assume As≡ 0 without loss of generality (by the
Coulomb gauge). In the notation introduced after (28), eq. (30) becomes uˆ⊥(ξ) =w⊥(ξ)
and vˆ= uˆ⊥2, i.e. they are already known. Equations (31), (12), (15) reduce to
zˆ′ =
1+vˆ
2sˆ2
− 1
2
, mc2sˆ′ = −qEzs (zˆ), (35)
Hˆ(zˆ, sˆ; ξ) = mc2
1+sˆ2+vˆ(ξ)
2sˆ
+ qA0s(zˆ), Hˆ
′ =
vˆ′
sˆ
, (36)
Since (zˆ, Πˆz/c) 7→(zˆ,−mcsˆ) is a canonical transformation, here we can adopt also (zˆ,−mcsˆ)
as canonical coordinates. It is now straightforward to prove the following
Remarks 2.2.1 (General properties of the solutions):
1. In a region where ⊥(ξ)=0 then vˆ(ξ)=vc=const and:
(a) Hˆ is conserved, the solution (zˆ(ξ), sˆ(ξ)) moves along the corresponding energy
level curve CE of equation Hˆ(sˆ, zˆ)=E and can be determined by quadrature.
(b) If the electrostatic potential energy U(z)≡ qA0s(z) is bounded from below, then
there exist sm, sM such that 0<sm≤s(ξ)≤sM .
(c) If U(z) has a minimum U0 at some z = z0, then for sufficiently low E > U0 +
mc2
√
1+vc all CE are cycles around (zˆ, sˆ)=(z0,
√
1+vc) (longitudinal oscillations).
2. The maximal domain of any solution is of the type ξ ∈] −∞, ξf [. If U(z) is bounded
from below as z → ∞, what is always the case in reality, then ξf = ∞ and tf =
[ξf + zˆ(ξf )]/c=∞. Furthermore, even if we allow U such that U(z)→−∞ as z→∞
(this is convenient if e.g. we wish to study the particle motion in a region V where
qEzs is a positive constant, without specifying how large V is), then ξf may be finite
and (zˆ(ξ), sˆ(ξ)) → (∞, 0) as ξ → ξf [see e.g. eq. (42)]; but also in such cases tf =
[ξf+zˆ(ξf )]/c=∞, and the solution (z(t), s(t)) is defined for all t∈R, as expected.
3. The final transverse momentum is mcu⊥f , where u
⊥
f := uˆ
⊥(ξf )=w
⊥(ξf ). If 
⊥ is slowly
modulated and ⊥(ξf ) = 0, then u
⊥
f ' qK⊥/mc2; in particular, if u⊥ = 0 before the
wave-particle interaction, then K⊥= 0 and u⊥f ' 0 as well (cf. appendix 5.4), i.e. the
final transverse momentum and velocity approximately vanish.
4. The energy gain (16) becomes
E =
∫ ξ1
ξ0
dξ
vˆ′(ξ)
2sˆ(ξ)
Acta =
∫ ξ1
ξ0
dξ
vˆ(ξ)sˆ′(ξ)
2sˆ2(ξ)
+
vˆ(ξ1)
2sˆ(ξ1)
− vˆ(ξ0)
2sˆ(ξ0)
. (37)
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In the last expression: the last term vanishes if ξ0 ≤ 0, ξ0 =−∞, respectively (resp.)
in the cases (19a), (19a’); by 3., also the second term can be neglected in the case
of a slowly modulated wave (21) with (ξ1) = 0. Then, since vˆ/sˆ
2 is positive definite,
the energy gain will be automatically positive (resp. negative) if sˆ(ξ) is growing (resp.
decreasing) for all ξ0<ξ<ξ1. Correspondingly, the interaction with the pump can be
used to accelerate (resp. decelerate) the particle. Choosing ξ1 = ξf the last two terms
in (37) vanish and we obtain the final energy gain Ef across the whole wave-particle
interaction.
5. sˆ(ξ) is least sensitive to fast oscillations of the ‘pump’ ⊥: from (35) it follows
zˆ(ξ) = z0+
∫ ξ
ξ0
dζ
vˆ(ζ)
2sˆ2(ζ)
+
∫ ξ
ξ0
dζ
[
1
2sˆ2(ζ)
− 1
2
]
, sˆ(ξ) = s0−
∫ ξ
ξ0
dζ
qEzs [zˆ(ζ)]
mc2
.
The fast oscillations of vˆ [e.g. vˆ(ξ)∼(1−cos 2kξ)2(ξ)/2 if ⊥ is a slowly modulated,
linearly polarized wave (21-22) andK⊥=0] induce by the first integration much smaller
relative oscillations of zˆ, because vˆ/sˆ2 ≥ 0 and its integral is a growing function of
ξ; the last integration averages the residual small oscillations of Ezs [zˆ(ξ)] to yield an
essentially smooth sˆ(ξ). The functions γˆ(ξ), βˆ(ξ), uˆ(ξ), ..., which are recovered through
(7), obviously do not share the same remarkable property, nor do γ(t),β(t),u(t), ... See
the graphs of the examples treated below.
These general properties play a role e.g. in the cases considered in sections 3.2, 4.1.
3 Exact solutions under travelling waves and uniform
static fields Es,Bs
In this section we illustrate the power of our approach solving the equations: i) when Es =
Bs = 0 (section 3.1); ii) when Es = E
z
sk =const, Bs = 0 (section 3.2); iii) when Es = 0,
Bs = B
zk =const; iv) when Es = E
zk, Bs = B
zk are both nonzero constants (section 3.4);
v) when Es,Bs are constant fulfilling the only condition B
⊥
s =k ∧E⊥s (section 3.5).
3.1 Es = Bs = 0, and the Lawson-Woodward theorem
In the simplest case, Aµs ≡0, not only Πˆ⊥, but also Πˆz, and therefore sˆ, are constant, and
(31-35) are solved by integration. The solution reads
uˆ⊥(ξ)=
q[K⊥−α⊥(ξ)]
mc2
, sˆ(ξ)=s0,
γˆ(ξ)=
1+uˆ⊥2(ξ)+s20
2s0
, uˆz(ξ)= γˆ(ξ)−s0,
zˆ(ξ)=z0+
1−s20
2s20
(ξ−ξ0)+
∫ ξ
ξ0
dζ
uˆ⊥2(ζ)
2s20
,
xˆ⊥(ξ)= xˆ⊥0 +
∫ ξ
ξ0
dζ
uˆ⊥(ζ)
s0
, tˆ(ξ)=ξ+zˆ(ξ).
(38)
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These formulae can be obtained also solving the Hamilton-Jacobi equation [4, 25, 26]6 in
terms of the auxiliary parameter ξ, rather than on t; see also [14, 27]. In appendix 5.3 we
re-derive this result promoting ξ to the new time variable, after having slightly generalized
the machinery of canonical transformations to allow changes of the latter.
If the particle is at rest at the origin before the interaction with the wave, then s0 = 1,
x0=K
⊥=0, and (38) become
sˆ≡1, uˆ⊥=−qα
⊥
mc2
, uˆz=
uˆ⊥2
2
, γˆ=1+uˆz
zˆ(ξ)=
∫ ξ
ξ0
dζ
uˆ⊥2(ζ)
2
, xˆ⊥(ξ)=
∫ ξ
ξ0
dζ uˆ⊥(ζ), tˆ(ξ)=ξ + zˆ(ξ).
(39)
Remarks 3.1: As uz ≥ 0, the longitudinal motion is in all cases purely forward [the
transverse one is oscillatory if ⊥ is of the type 2.2.1.1, see formula (21), or of the type
2.2.1.2]. Moreover, the maximum energy is attained at the maximum of α⊥; by (23), if the
pump is slowly modulated this means approximately at the maximum of . Note also that
if we rescale ⊥ 7→ a⊥ the transverse variables xˆ⊥, uˆ⊥ scale like a, whereas the longitudinal
variables zˆ, uˆz scale like a2. The positive longitudinal drift and its quadratic scaling originate
from the magnetic force qβ ∧B (incidentally, the mean value of the latter over a cycle of
carrier monochromatic wave is called the ponderomotive force): if e.g. E = ⊥ = xi, then
the motion is initially purelly oscillatory in the x direction, but as the velocity grows then the
magnetic force due to the magnetic field B = xj deviates it also in the positive z direction,
so that the motion takes place in the xz plane. Due to the mentioned scalings the trajectory
goes to a straight line in the limit a→∞.
In fig. 2 we plot the solutions induced by a pulse modulated by a gaussian (ξ) =
a exp[−ξ2/2σ] for a couple of values of a, σ, and the corresponding trajectories.
Proposition 5 If ⊥(ξ) goes to zero as ξ→±∞ the final 4-velocity and energy gain read
u⊥f = uˆ
⊥(∞), uzf = Ef =
u⊥f
2
2
, γf = 1 + Ef ; (40)
if ⊥(ξ) = 0 for ξ≥ l these values are attained for all ξ≥ l.
If ⊥ is of the type (21) then u⊥f is a combination of the Fourier transform ˜(k), ˜(−k).
Therefore if  is of the form (24) then u⊥f →0 as η→∞ (by the Riemann-Lebesgue lemma,
after integrating by parts); in particular, if 0 ∈ S(R), i.e. 0 is smooth and fast decaying,
then also ˜(k),u⊥f ∈S(R) and the decay as η→∞ is fast. From (40) it follows the
Corollary 2 If the electromagnetic field is a combination of terms of the form
E(x) = ⊥(ct−z), B(x) = k ∧ ⊥(ct−z), ⊥(ξ)=(ξ)⊥o(ξ), (41)
with polarization vectors ⊥o of the form (21) and modulating amplitudes (ξ) going to zero
as ξ→±∞ [in either form (19)], then the final energy gain Ef and variation (∆u)f of u go
to zero if we rescale all  as in (24) and let η →∞.
6Our q, z, ξ,x⊥, s0,K
⊥,α⊥ are respectively denoted as e, x, cξ, r, γ/mc, cf/q,A at pp. 128-129 of [4].
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Figure 2: Left: the solution (39), (32) of (35), (8) (up, center) and the corresponding tra-
jectory in the zx plane (down) induced by a linearly polarized modulated pump (21-22)
with wavelength λ = 2pi/k = 0.8µm, gaussian enveloping amplitude (ξ) = a exp[−ξ2/2σ]
with σ= 20.3µm2 and |q|a√2/kmc2 = 0.8, zero static fields (Es =Bs = 0) and trivial initial
conditions (x0 =β0 = 0). Right: the solution (39), (32) (up, center) and the corresponding
trajectory in the zx plane (down) induced by a pump differing from the previous one only
in the following parameter: |q|a√2/kmc2 = 3.3. If the charged particle is an electron such
parameters, or even sharper ones, can be easily achieved with present-day lasers. Corre-
spondingly, the electron experiences huge accelerations: over distances of the order of half a
micron, or - equivalently - over times of the order of 1 femtosecond, the x-component of the
velocity changes from almost the velocity of light c to almost the opposite −c, and viceversa;
whereas the z component changes form almost c to zero, and viceversa.
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Proof. If the initial conditions are trivial the claim follows from (40), (23) and the results
of appendix 5.4; if they are nontrivial it follows from the validity of the claim with respect
to the inertial frame where the initial conditions are trivial.
We add that with respect to the latter frame (for sufficiently fast decay of u⊥) the
longitudinal displacement admits a finite limit (∆z)f = limξ→∞
∫ ξ
−ξ dy uˆ
⊥2(y)/2. Note also
that all  can be made slowly varying (i.e. |′| |k|) by a sufficiently large (but finite) η;
the corresponding small Ef , (∆u)f can be estimated by the results of appendix 5.4.
The above corollary is essentially the generalized Lawson-Woodward theorem of [28]7. This
is partly more and partly less general than the so-called Lawson-Woodward (LW) or (General)
Acceleration Theorem [29, 33, 31, 30, 32] (an outgrowth of the original Woodward-Lawson
Theorem [41, 42]). The LW theorem states that, in spite of the large energy variations during
the interaction, the final energy gain of a charged particle interacting with an electromagnetic
field in vacuum is zero if:
1. the electromagnetic field is in vacuum with no static (neither electric or magnetic)
part;
2. the particle is highly relativistic (v ' c) along its whole path;
3. no walls or boundaries are present;
4. nonlinear (in the amplitude) effects due to the magnetic force qβ∧B are negligible;
5. the power radiated by the charged particle is negligible.
Condition 2 ensures that the motion is along a straight line (chosen as the ~z-axis) with
constant velocity c, independently of E; the theorem was proven extending the claim from a
monochromatic plane wave E to general E by linearity (the work done by the total electric
force was the sum of the works done by its Fourier components), which was justified by
condition (4). The claim can be justified also invoking quantum arguments (impossibility
of absorption of a single real photon by 4-momentum conservation [32]), without need of
assuming condition 2.
Our Corollary 2 says that if we relax conditions 2, 4, but the electromagnetic field is
a plane travelling wave, namely a superposition of very slowly modulated monochromatic
ones, then we reach the same conclusion (no final energy or momentum variation).
To obtain a non-zero energy gain we need to violate one of the other conditions of the
theorem, as we will do next.
3.2 Es = E
‖
s =const, Bs = 0: acceleration, deceleration on a ‘slope’
Proposition 6 If Es = E
z
sk =const, Bs = 0 and 
⊥(ξ) = 0 for ξ /∈]0, l[, then (35) is solved
by
sˆ(ξ) = s0−κ ξ, zˆ(ξ) = z0+ 1
2
∫ ξ
0
dζ
{
1+vˆ(ζ)
[s0−κζ]2−1
}
, (42)
7In [28] φ, κ,A⊥ play the role of our ξ, sˆ,u⊥. Their assumption limφ→∞A⊥(φ) = 0 (in our words, u⊥f = 0)
is to be understood as a physical statement valid with very good approximation in concrete experimental
conditions [39, 40], rather than as a strict mathematical theorem. As an additional result, in [28] also the
lowest correction to the above solution is computed using the Dirac-Lorentz equation.
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where κ := qEzs/mc
2 and for simplicity we have chosen ξ0 = 0. The other unknowns are
obtained from formulas (30), (32-34).
If κ>0, (42) is well-defined only for ξ <ξf := s0/κ, because (zˆ(ξ), sˆ(ξ)) → (∞, 0) as ξ→ ξf ;
but also in this case (z(t), s(t)) is defined for all t (see remark point 2. in Remarks 2.2.1).
Since sˆ′ ≡ −κ, the energy gain (37) from the beginning of the wave-particle interaction
becomes
E =
∫ ξ1
0
dξ
vˆ′(ξ)
2(s0−κξ) =
∫ ξ1
0
dξ
−κvˆ(ξ)
2(s0−κξ)2 +
vˆ(ξ1)
2(s0−κξ1) . (43)
The last term is negligible if ⊥ is a slowly modulated wave (21) and (ξ) = 0 for ξ ≥ ξ1;
hence E is positive if κ < 0, negative if κ > 0. Choosing ξ1 = ξf in (43) we obtain the
final energy gain Ef as a function of κ. If κ ≤ 0 it is interesting to ask about the κM , if
any, maximizing Ef for a given pump ⊥. If the latter is of the type (21), and  varies
slowly, has a unique maximum and vanishes at ξf , then there is a unique κM ≡ qEzsM/mc2,
determined by the equation dEf/dκ=0 (cf. fig. 3 left down). One can approximately realize
an acceleration device of this kind as in fig 3 right: the particle initially lies at rest with
z0. 0, just at the left of a metallic grating G contained in the z= 0 plane and set at zero
electric potential; another metallic grating P contained in a plane z=zp>0 is set at electric
potential V = Vp. Then E
z
s (z) ' 0 for z < 0, Ezs (z) ' −Vp/zp for 0 < z < zp. A short
laser pulse ⊥ hitting the particle boosts it into the latter region through the ponderomotive
force; choosing qVp > 0 implies κ = −qVp/zpmc2 < 0, and a backward longitudinal electric
force. If we choose zp> (∆z)f (or V large enough to avoid contact with P ), then z(t) will
reach a maximum smaller than zp, thereafter the particle will be accelerated backwards and
will exit the grating with energy Ef and negligible transverse momentum, by point 3. in
Remarks 2.2.1. In other words, we obtain the same result as after kicking a ball initially
at rest on a horizontal plane towards a hill: after climbing part of the slope the ball comes
back to the initial position with nonzero velocity and flees away in the opposite direction.
A large Ef requires very short and energetic laser pulses and extremely large |Vp|. With the
presently available ultra-short and ultra-intense laser pulses the required Ezs to maximize Ef
is far beyond the material breakdown threshold (namely, sparks between the plates arise and
rapidly reduce their electric potential difference), what prevents its realization as a static
field. Therefore in this form such an acceleration mechanism is little convenient from the
practical viewpoint. A way out is to make the pulse itself generate such large |Ezs | within a
plasma at the right time, as sketchily explained in section 4.1.
Similarly, one can approximately realize a deceleration device of this kind as in fig 3 down-
right: the particle initially moves backwards (uz < 0, s0> 1), towards a metallic grating G
contained in the z = 0 plane and set at zero electric potential; another metallic grating P
contained in a plane z=−zp<0 is set at electric potential V = Vp . Then Ezs (z)'0 for z>0,
whereas Ezs (z)' Vp/zp for −zp < z < 0. Choosing qVp > 0 implies κ= qVp/zpmc2 > 0, and
a forward longitudinal electric force will brake the particle in the region −zp < z < 0; if in
addition a short laser pulse ⊥ hits the particle inside the latter region, then the deceleration
will be increased, due to the negative energy gain.
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Figure 3: The solution (42), (32) (left up, left center) of (35), (8) induced by a linearly
polarized modulated pump (21-22) with wavelength λ= 2pi/k= 0.8µm, gaussian enveloping
amplitude (ξ) = a exp[−ξ2/2σ] with σ = 20.3µm2 and |q|a√2/kmc2 = 6.6, trivial initial
conditions, Bs = 0, Es = kE
z
M , where E
z
Mq' 37GeV/m; right: the corresponding trajectory
in the zx plane within an hypothetical acceleration device based on a laser pulse and metallic
gratings G,P at potentials V = 0, Vp, with qVp/zp ' 37GeV/m. The chosen value EzM '
37GV/m yields the maximum energy gain Ef ' 1.5, as the graph of Ef vs. Ez (left down)
shows. Right down: hypothetical deceleration device based on a laser pulse and metallic
gratings G,P at potentials V =0, Vp, with qVp > 0.
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3.3 Es = 0, Bs = B
‖
s =const, and cyclotron autoresonance
Here we consider the case Es=B
⊥
s =0. By (27) sˆ(ξ) = s0 and eq. (8) become
xˆ′=
uˆx
s0
=wx+byˆ, yˆ′=
uˆy
s0
=wy−bxˆ, zˆ′= 1+uˆ
⊥2
2s20
− 1
2
, (44)
where b :=qBz/s0mc
2, w⊥(ξ) :=[K⊥−α⊥(ξ)]q/s0mc2. If we combine the first two equations
into the complex one
(xˆ+ iyˆ)′ = −ib(xˆ+ iyˆ) + (wx + iwy), (45)
we immediately find the solution of the associated Cauchy problems; then uˆ, zˆ are found by
derivation and integration using (44). Thus we arrive at
Proposition 7 If Es=0, Bs=B
z
sk=const the solution of the equations of motion reads
(xˆ+ iyˆ)(ξ) = (xˆ+ iyˆ)(ξ0) +
∫ ξ
ξ0
dζ e−ib(ξ−ζ)(wx + iwy)(ζ).
sˆ(ξ) = s0, uˆ
⊥=s0xˆ
⊥′, uˆz = s0zˆ′=
1+uˆ⊥2
2s0
− s0
2
, (46)
zˆ(ξ)= zˆ(ξ0) +
∫ ξ
ξ0
dζ
[
1+uˆ⊥2(ζ)
2s20
− 1
2
]
.
Formulae (46) give the exact solution. Using (44) one easily finds that ∂vˆ/∂ξ= vˆ′,
vˆ′− ∂vˆ
∂ξ
= uˆ⊥ ·
(
uˆ⊥′− ∂uˆ
⊥
∂ξ
)
= uˆx(byˆ)′+uˆy(−bxˆ)′= b
s0
(uˆxuˆy−uˆyuˆx)=0,
so that the exact energy gain is E(ξ) = ∫ ξ
ξ0
dy vˆ′(y)/2s0 = [vˆ(ξ)−vˆ(ξ0)]/2s0. In particular,
if the particle starts at rest from the origin at t=0, then x(0)=0=u(0)=K⊥, s0≡1, and
(xˆ+iyˆ)(ξ) =
∫ ξ
0
dζ e−ib(ξ−ζ)(wx+iwy)(ζ), uˆ⊥= xˆ⊥′,
uˆz= zˆ′=
uˆ⊥2
2
= E(ξ) = γˆ(ξ)− 1, zˆ(ξ)=
∫ ξ
0
dζ
uˆ⊥2(ζ)
2
.
(47)
In appendix 5.5 we show that in the limit of a monochromatic pump our solution (47)
reduces to the approximate one found in [23, 24, 45] and (up to our knowledge) in the rest
of the literature. We also recall how to tune Bs = B
zk so that the acceleration by the pulse
becomes resonant, and the quantitative features of this mechanism (cyclotron autoresonance).
We emphasize that instead our solution (47) is exact for all pumps ⊥, and with it one can
also determine the deviations from autoresonance due to an arbitrary modulation (21-22) of
the monochromatic pulse.
3.4 Constant longitudinal Es = E
‖
s, Bs = B
‖
s
If also Ezs 6= 0, then by (27) sˆ(ξ)=s0−κξ and eq. (8) become
xˆ′=
uˆx
sˆ
=
wx+byˆ
sˆ
, yˆ′=
uˆy
sˆ
=
wy−bxˆ
sˆ
, zˆ′=
1+uˆ⊥2
2sˆ2
− 1
2
, (48)
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where again κ := qEzs/mc
2, b := qBz/mc2, w⊥(ξ) := [K⊥−α⊥(ξ)]q/mc2. Arguing as before
we can prove
Proposition 8 If Es=E
z
sk, Bs=B
z
sk are constant the solution of the equations of motion
reads
(xˆ+ iyˆ)(ξ) = (s0−κξ)ib/κ
[
(xˆ+ iyˆ)(ξ0)
(s0−κξ0)ib/κ +
∫ ξ
ξ0
dζ
(wx + iwy)(ζ)
(s0−κζ)1+ib/κ
]
,
sˆ(ξ) = s0−κξ, uˆz(ξ)= 1
2(s0−κξ) + (s0−κξ)
xˆ⊥′2(ξ)− 1
2
,
uˆ⊥(ξ)=(s0−κξ) xˆ⊥′(ξ), γˆ(ξ)= s0−κξ+uˆz(ξ),
zˆ(ξ)= zˆ(ξ0) +
∫ ξ
ξ0
dζ
2
[
1
(s0−κζ)2 +xˆ
⊥′2(ζ)−1
]
.
(49)
Note that this reduces to (46) in the limit κ→0, and again ∂vˆ/∂ξ= vˆ′. In the case of initial
conditions x(0)=0=u(0) then (49) becomes
(xˆ+ iyˆ)(ξ) = (1−κξ)ib/κ
∫ ξ
0
dζ
(wx + iwy)(ζ)
(1−κζ)1+ib/κ , sˆ(ξ) = 1−κξ,
zˆ(ξ)=
∫ ξ
0
dζ
2
[
1
(1−κζ)2 +xˆ
⊥′2(ζ)−1
]
, uˆ⊥(ξ)=(1−κξ) xˆ⊥′(ξ),
uˆz(ξ)=
1
2(1−κξ) + (1−κξ)
xˆ⊥′2(ξ)−1
2
, γˆ(ξ)= 1−κξ+uˆz(ξ).
(50)
3.5 Adding constant E⊥s and B
⊥
s =k ∧E⊥s to E‖s, B‖s
Proposition 9 If Es,Bs are constant fulfilling the only condition B
⊥
s = k ∧ E⊥s then the
solutions take the form (49-50), with w⊥(ξ) := q [K⊥−α⊥(ξ)+ ξE⊥s ] /mc2, b := qBzs/mc2,
κ :=qEzs/mc
2. In particular, if Ezs = 0 then sˆ = s0 =const and they reduce to (46-47).
Proof: Choosing the reference frame so that E⊥s = iE
⊥
s , B
⊥
s = jE
⊥
s , (28) yields
uˆ⊥ = w⊥(ξ) + b (iyˆ−jxˆ), sˆ(ξ) = −q
mc2
[Kz+ ξEzs ] ≡ s0 − κξ (51)
These formulas show that eq. (8) take again the linear form (48). Then eq. (49-50) apply.
In particular if Ezs = 0 then sˆ =const and eq. (46-47) apply.
Up to our knowledge the solutions with E 6= 0 have not appeared in the literature before.
4 Plasmas in the hydrodynamic approximation
For a system of many charged particles in an external EM field the Action and the Lagrangian
take the form
Sˆm =
∫ ξ1
ξ0
dξ
c
∑
α
L[xˆα, xˆ′α, ξ;mα, qα], (52)
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where index α enumerates the particle, and mα, qα are the mass and charge of the α-th
particle. If the number of particles of the same species in every macroscopic volume element
dV in the physical x-space is huge, and these particles approximately have the same velocity
- as within a plasma in hydrodynamic conditions - we can macroscopically describe these
particles by a fluid. In the Lagrangian description the previous formula then becomes
Sm =
∫ ξ1
ξ0
dξ
c
∫
dX Lˆm[{xˆh(ξ,X)}, {xˆ′h(ξ,X)}; ξ], (53)
Lˆm :=
∑
h
n˜h0(X)
[
−mhc2
√
1+2zˆ′h−xˆ⊥h ′2 − qh(1+zˆ′h)A0(ξ+zˆh,xˆh) + qhxˆ′h ·A(ξ+zˆh,xˆh)
]
.
Here h enumerates the particle species, mh, qh are the h-th rest mass and charge, the prime
denotes now partial differentiation with respect to ξ, X is an auxiliary vector variable (like
the initial position) used to distinguish the material fluid elements, n˜h0(X) is the associated
density (number of particles per unit volume dX) of the h-th fluid; together with the EM
field, the n˜h0(X) are part of the assigned data. xh(t,X) is the position at time t of the
material element (of the h-th fluid) identified by X, xˆh(ξ,X) the position of the same
material element as a function of ξ. The function xh is required to have continuous second
derivatives (at least piecewise) and for every t the restriction xh(t, ·) : X 7→ x is required
to be one-to-one. Equivalently, xˆh is required to have continuous second derivatives (at
least piecewise) and for every ξ the map xˆh(ξ, ·) : X 7→ x is required to be one-to-one; the
equivalence holds because both conditions of “being one-to-one” amount to the condition
that “no two different particle-worldlines intersect” (see fig. 1 right). For every t we denote
as Xh(t, ·) : x 7→X the inverse of xh(t, ·), and for every ξ we denote as Xˆh(ξ, ·) : x 7→X
the inverse of xˆh(ξ, ·). Clearly,
Xh(t,x) = Xˆh(ct−z,x), det
(
∂Xh
∂x
)
= det
(
∂Xˆh(ct−z,x)
∂x
)
. (54)
The Jacobians Jh := det
(
∂xh
∂X
)
, Jˆh := det
(
∂xˆh
∂X
)
are the inverses of the left and right de-
terminants (expressed in terms of the appropriate independent variables), respectively. We
denote as nh(t,x) the Eulerian density of the h-fluid. In the (ξ-parametrized) Lagrangian
and in the (t-parametrized) Eulerian description the conservation of the number of particles
of the h-th fluid in every material volume element dX respectively amount to
nˆh(ξ,X)Jˆh(ξ,X) = n˜h0(X) ⇔ nh(t,x) =
{
n˜h0
[
Xˆh(ξ,x)
]
Jˆ−1h (ξ,x)
}
ξ=ct−z
, (55)
which allow to compute nˆh(ξ,X), nh(t,x) after having solved the other equations.
The Hamiltonian expressed as a function of the xˆh, Πˆh := ∂Lm/∂xˆ
′
h reads
Hˆ
(
{xˆh}, {Πˆh}; ξ
)
=
∫
dX
∑
h
n˜h0(X) Hˆ(xˆh,Πˆh, ξ;mh, qh), (56)
with Hˆ as defined in (12). The unknowns xˆh(ξ,X), uˆh(ξ,X) fulfill the associated Hamilton
equations, which are a family (parametrized by the index h and the argument X) of systems
of equations of the form (8), (14).
21
To generalize our framework to a generic plasma according to kinetic theory one should
consider X as a vector in 6-dim phase space [X could be the pair of the initial (xˆ, Πˆ)],
introduce corresponding densities in phase space and
∫
dX as integration over the latter.
If the back-reaction of the charged fluids on the EM is not negligible, then Aµ (or better its
non-gauge, physical degrees of freedom) become unknown themselves, ruled by the Maxwell
equations
Aν − ∂ν(∂µAµ) = ∂µF µν = 4pijν , (57)
which can be obtained as Euler-Lagrange equations by variation with respect to Aµ of the
action
S = Sm + SA, SA =
∫
dΩ
1
16pi
F µνFµν (58)
(SA is the action of the EM field, dΩ is the volume element in Minkowski space ), or the
equivalent associated Hamilton equations for the unknowns B,E. Eq. (57) couple the EM
field to the fluid motion through the current density (jµ) =
∑
h(j
µ
h ) =
∑
h(j
0
h, jh), given by
j0h=qhnh, jh=qhnhvh/c=qhnhβh, with the nh as defined in (55) and
βh(t,x) = βˆh
[
ct−z, Xˆh(ct−z,x)
]
. (59)
Each current density jµh , and therefore also the total one j
µ, are conserved: ∂µj
µ
h = 0, etc.
In the Landau gauge (57) simplifies to Aν = 4pijν . In the Eulerian description the action
functional (58) takes the form
S =
∫
dΩ
[
−
∑
h
mhc
2 nh
γh
+ jµAµ +
1
16pi
F µνFµν
]
≡
∫
dΩL(x) (60)
4.1 Plane problems. EM wave hitting a plasma at equilibrium
The above formalism is useful in plane problems, i.e. if all the initial (or t→ −∞ asymptotic)
data [velocities, densities, EM fields of the form (17)] do not depend on the transverse
coordinates. Then also the solutions for B,E,uh, nh, the displacements ∆xh(t,X) and
their hatted counterparts will not depend on them.
Here we consider more specifically the problem of the impact of an EM plane wave on
a plasma initially in equilibrium. We therefore assume that for t ≤ 0: all fluids are at rest
with densities vanishing in the region z < 0 and summing up to a vanishing total electric
density everywhere; that the EM field is of the form (17) with zero static electric field (for
simplicity), constant static magnetic field Bs, and pump (19a) with support contained in
some interval [0, l], so that at t= 0 the wave (travelling in the positive z direction) has not
reached the plasma yet. This amounts to assume as t = 0 initial conditions
uh(0,x)=0, nh(0,x)=0 if z≤0, j0(0,x) =
∑
hqhnh(0,x) ≡ 0,
E(0,x) = ⊥(−z), B(0,x)=k ∧ ⊥(−z) +Bs, ⊥(ξ) = 0 if ξ /∈]0, l[.
(61)
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These are compatible with the following initial conditions for the gauge potential:
∂tA(0,x) = −c⊥(−z), A(0,x) = α⊥(−z)+Bs∧x/2, (62)
with α⊥ as defined in (20); α⊥(ξ) = 0 if ξ≤0. We chooseX ≡ (X, Y, Z) as the (t = 0) initial
position of the generic material element of the h-th fluid; xh(t,X) will be its position at time
t, etc. Consequently, n˜h0(Z) =nh(0, Z). We denote as xh ≡ (xh, yh, zh), xˆh ≡ (xˆh, yˆh, zˆh),
Xh ≡ (Xh, Yh, Zh), Xˆh ≡ (Xˆh, Yˆh, Yˆh) the components of these functions and of their
inverses in the i, j,k basis.
Due to the dependence only on the longitudinal coordinate, (54) yields Zh(t, z) = Zˆh(ct−
z, z), ∂z[Zˆh(ct−z, z)] = ∂zZh(t, z), and (55b) simplifies to
nh(t, z) = nh0(t, z) ∂zZh(t, z), where nh0(t,z) := n˜h0
[
Zˆh(ct−z,z)
]
. (63)
∂tZ = 0 in the Eulerian description becomes
dZh
dt
= ∂tZh + v
z
h∂zZh = 0, which by (63) gives
nh0 ∂tZh+nhv
z
h = 0. (64)
Another important simplification is that we can solve [14] the Maxwell equations
∇ ·E = ∂zEz = 4pij0, ∂0Ez + 4pijz = (∇∧B)z = 0 (65)
for Ez explicitly in terms of the assigned initial densities and of the unknowns Zh(t, z);
thereby the number of unknowns is reduced. In fact, let N˜h(Z) :=
∫ Z
0
dZ ′n˜h0(Z ′) be the
number of particles of the h-th species per unit surface in the layer 0≤Z ′≤Z. Note that
from (61) it follows
∑
h qhN˜h(Z) ≡ 0. Setting Nh(t, z) := N˜h[Zh(t, z)], by (63-64) one
immediately finds8
∂zNh = nh, ∂tNh = −nhvzh. (66)
This implies that (Proposition 1 in [14]) eq. (65), (61) are solved by
Ez(t, z) = 4pi
∑
h
qhN˜h[Zh(t, z)], N˜h(Z) :=
∫ Z
0
dZ ′ n˜h0(Z ′). (67)
By (61-62) and causality it follows that xh(t,X) = X, A
⊥(t,x) ≡ Bs∧x/2 if ct≤ z,
and j≡ 0 if ct≤ |z|; the transverse component of eq. (57) and (62) are equivalent to the
integral equation (for t ≥ 0)
A⊥(t,x)−α⊥(ct−z)− Bs
2
∧x = 4pic
∫
dt′dz′G(t−t′, z−z′)θ(t′)j⊥(t′,z′)
= 2pic
∫
T∩Dt,z
dt′dz′ j⊥(t′,z′); (68)
here 2G(t, z) = θ(ct−|z|) (the characteristic function of the 2-dim causal cone T ={(t,z) |ct>
|z|}) is used to express the Green function of the d’Alembertian ∂20−∂2z , and Dt,z={(t′,z′) |ct−
8In fact, ∂zNh(t, z) = (∂zZh) ∂ZN˜h[Zh(t, z)] = (∂zZh) n˜h0[Zh(t, z)] = nh(t, z), ∂tNh(t, z) =
(∂tZh) ∂ZN˜h[Zh(t, z)]=(∂tZh) n˜h0[Zh(x
0, z)]=−(nhvh)(t, z).
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Figure 4: The 2-dim future causal cone T = {(t,z) | ct > |z|} of the origin, the past causal
cone Dt,z={(t′,z′) | ct−ct′> |z−z′|} of the point (t, z) ∈ T , and their intersection.
ct′> |z−z′|}. Dt,z∩T is empty if t≤ 0 or ct≤ z, a rectangle as in fig. 4 otherwise. If α⊥ is
large (or the densities are small) we can neglect the right-hand side of (68) and thus consider
A⊥=α⊥+Bs∧x/2 and E,B of the form (17) also for small positive times; the spacetime
region in which such an approximation is acceptable can be determined a posteriori. Then
the equations of motion for the fluids take the form of the families - parametrized by the
argument Z and the index h - (8), (25), where E⊥s = 0, Bs =const and E
z
s is replaced by
(67); the latter introduces a coupling among the motions of the different fluids.
For small times we can also neglect the motion of ions with respect to that of the much
lighter electrons, and therefore consider their densities as static. By the initial electric
neutrality of the plasma the initial proton density (due to ions of all kinds) equals the
initial electron density, which we denote simply as n˜0(Z). The longitudinal electric field thus
depends on t (resp. on ξ) only through the longitudinal coordinates of the electrons, and
(67) becomes
Ez(t, z)=4pie{N˜(z)−N˜ [Ze(t, z)]} ⇔ Eˆz(ξ, Z)=4pie{N˜ [zˆe(ξ, Z)]−N˜(Z)} (69)
with N˜(Z) :=
∫ Z
0
dZ ′ n˜0(Z ′), and the longitudinal electric force acting on the Z electrons is
F˜ ze (t,Z)≡F ze [ze(t,Z),Z] (resp. Fˆ ze (ξ,Z)≡F ze [zˆe(ξ,Z),Z]), where
F ze (z,Z) :=−eEz(z, Z)=−4pie2
{
N˜(z)−N˜(Z)
}
. (70)
Therefore it is conservative, as it depends on t only through ze(t,Z) (resp on ξ only through
zˆe(ξ,Z)), and has the opposite sign with respect to the displacement ∆ := z−Z (like an
elastic force); the associated potential energy is convex and with a minimum at z = Z for
every Z and reads
U(z;Z)=4pie2
[
N˜(z)−N˜(Z)−N˜(Z)(z−Z)
]
, N˜ (Z) :=
Z∫
0
dζ N˜(ζ)=
Z∫
0
dζ n˜0(ζ) (Z−y). (71)
Defining U we have fixed the free additive constant so that U(Z,Z)≡ 0, i.e. the minimum
value is zero. It is remarkable that the collective effect of the ions and of the other electrons
amounts to a conservative and spring-like longitudinal force.
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The Hamilton equations for the electron fluid amount to (8) and (25), where the latter
now become
sˆ′e =
e
mc2
{
4pie
[
N˜(zˆe)−N˜(Z)
]
+ (xˆ⊥e
′∧Bˆ⊥s )z
}
, uˆ⊥e
′=
−e
mc2
[
(xˆ′e∧Bˆs)⊥−α⊥′
]
. (72)
We emphasize that they make up a family (parametrized by Z) of decoupled ODEs. As said,
from (61) and causality it follows that xh(t,X)=X, ue(t,X)=0 if ξ=ct−z≤0, whence
xˆe(0,X) = X, uˆe(0,X) = 0; (73)
these can be adopted as the (X-parametrized family of) initial conditions for these ODEs.
Replacing the solution in the right-hand side of (68) one obtains a first correction to A⊥.
The procedure can be iterated: replacing in (72) α⊥ by the improved A⊥ one obtains an
improved system of ODEs to determine the electrons motion, and so on.
As an illustration, we now briefly report some results of the numerical resolution, for
small Z, t and Bs = 0, of the decoupled Cauchy problems (72-73). As in section 2.2.1, (72b)
is solved by uˆ⊥e (ξ) =w
⊥(ξ), and vˆ= wˆ⊥2. The Hamiltonian and the Hamilton equations [in
the unknowns zˆe(ξ,Z), sˆ(ξ,Z)] for the Z electrons become [15]
H(zˆe,sˆ;ξ,Z) ≡ mc2γ(sˆ, ξ) + U(zˆe;Z), γ(s, ξ)≡ s
2+1+v(ξ)
2s
, (74)
zˆ′e =
1+vˆ
2sˆ2
− 1
2
, sˆ′ =
4pie2
mc2
{
N˜ [zˆe]−N˜(Z)
}
(75)
U(·, Z) plays the role of qA0 in (36). Once these equations are solved then (8a) is solved
by quadrature as in (32). If in particular the initial density is constant, n˜0(Z) =n0, then in
terms of the displacement ∆:=z−Z (70-71) become Z-independent
F ze (z, Z)=−4pin0e2∆, U(∆;Z)=2pin0e2∆2, (76)
whence (75) reduce for all Z to the same system of two first order ODEs
∆ˆ′ =
1+vˆ
2sˆ2
− 1
2
, sˆ′ = M∆ˆ, (77)
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Figure 5: Normalized pump ⊥ as in fig. 2
right, u⊥ and solution of the electron equa-
tions (75) with X = 0 and zero initial veloc-
ity in the interval from the beginning of the
laser plasma interaction (ξ = 0) to shortly af-
ter the expulsion from the plasma bulk, as-
suming the initial density is n˜0(Z) = n0θ(Z),
with n0=21× 1017cm−3.
(∆ˆ(ξ, Z) := zˆe(ξ, Z) − Z, M ≡
4pin0e
2/mc2 = ω2p/c
2, where ωp is the
plasma frequency) with the same trivial
intial conditions, ∆ˆ(0, Z) = 0, sˆ(0, Z) = 1;
hence, every Z-layer of electrons behaves
as an independent copy of the same rel-
ativistic harmonic oscillatora. If n˜0(Z) =
n0θ(Z) (step-shaped initial density) then
(76), (77b) hold only for z ≥ 0, whereas
for z < 0 F ze (z, Z) = 4pin0e
2Z =const and
sˆ′ = −MZ, as in the previous subsec-
tion. In fig. 5 we plot the ⊥ of a suitable
ultra-short and ultra-intense laser pulse
(the “pump”) and the first part of the
corresponding solution of (75) with zero
initial velocity and Z = 0: tuning the
electron density in the range where the
plasma oscillation period is about twice
the pulse duration, the Z=0 electrons are
first boosted into the bulk by the positive
part of the ponderomotive force F zp due
to the pulse, then are accelerated back by
the negative force due to the charge dis-
placements and the negative part of F zp .
Note how smooth sˆ(ξ) is, regardless of
the fast and intense oscillations of ⊥,α⊥;
this is explained by remark 2.2.1.5. This
motion is at the basis of the prediction
of the slingshot effect, i.e. of the back-
ward expulsion of high energy electrons
just after a very short and intense laser
pulse has hit the surface of a low den-
sity plasma[34, 15, 16]; the expelled elec-
trons belong to the most superficial layer
(smallest Z) of the plasma. The motion
of the more internal electrons, leading to
the formation of a plasma wave, will be
studied in [43].
aWhen vˆ=0 then (77) implies ∆ˆ′′=−M∆ˆ/sˆ3.
In the nonrelativistic regime sˆ ' 1 and this
becomes the nonrelativistic harmonic equation
∆ˆ′′=−∆ˆω2p/c2 with period 2pi/ωp in t.
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5 Appendix
5.1 Lagrange equations in the presence of additional forces
If some additional force Q(x, x˙, t) [e.g. a friction term Q = −βf(β), f(β)≥ 0] acts on the
particle then the usual Lagrange equations of motions read
d
dt
∂L
∂x˙
− ∂L
∂x
= Q. (78)
Proposition 10 The Lagrange equations (78) are equivalent to the new ones
d
dξ
∂L
∂xˆ′
− ∂L
∂xˆ
= Qˆ (79)
where Qˆ⊥(xˆ, xˆ′, ξ) :=(1+zˆ′)Q⊥
(
xˆ, cxˆ
′
1+zˆ′ ,
ξ+zˆ
c
)
, Qˆz(xˆ, xˆ′, ξ) :=Qz
(
xˆ, cxˆ
′
1+zˆ′ ,
ξ+zˆ
c
)−xˆ⊥′·Q⊥(xˆ, cxˆ′
1+zˆ′ ,
ξ+zˆ
c
)
.
Radiative losses could be accounted for by introducing in Q the Lorentz-Dirac term [44],
which depends on higher t-derivatives of x; correspondingly, Qˆ will depend also on on higher
ξ-derivatives of xˆ.
Proof: For any function f(x, x˙, t) we abbreviate f |R(xˆ, xˆ′, ξ) :=f [xˆ, cxˆ′/(1+zˆ′), (ξ+zˆ)/c].
Using d/dξ = (1+zˆ′)d/d(ct) and (78) we find
∂L
∂xˆ⊥′
= c
∂L
∂x˙⊥
∣∣∣∣
R
,
∂L
∂xˆ⊥
= (1+zˆ′)
∂L
∂x⊥
∣∣∣∣
R
,
d
dξ
∂L
∂xˆ⊥′
− ∂L
∂xˆ⊥
= (1+zˆ′)
[
d
dt
∂L
∂x˙⊥
− ∂L
∂x⊥
]
R
= (1+zˆ′) Q⊥|R =: Qˆ⊥(xˆ, xˆ′, ξ) ,
∂L
∂zˆ
= (1+zˆ′)
[
∂L
∂z
+
1
c
∂L
∂t
]
R
,
∂L
∂zˆ′
=
[
L− cxˆ
′
1+zˆ′
· ∂L
∂x˙
+ c
∂L
∂z˙
]
R
=
[
L+ c
∂L
∂z˙
− x˙ · ∂L
∂x˙
]
R
,
d
dξ
∂L
∂zˆ′
− ∂L
∂zˆ
= (1+zˆ′)
{
d
dt
[
L
c
+
∂L
∂z˙
− x˙
c
· ∂L
∂x˙
]
−
[
∂L
∂z
+
1
c
∂L
∂t
]}
R
=(1+zˆ′)
{
Qz+
[
d
dt
− ∂
∂t
]
L
c
− d
dt
x˙
c
· ∂L
∂x˙
}
R
=(1+zˆ′)
{
Qz+
x˙
c
· ∂L
∂x
+
x¨
c
· ∂L
∂x˙
−
[
x¨
c
· ∂L
∂x˙
+
x˙
c
· d
dt
∂L
∂x˙
]}
R
= (1+zˆ′)
[
Qz− x˙
c
·Q
]
R
= (1+zˆ′)
[(
1− z˙
c
)
Qz− x˙
⊥
c
·Q⊥
]
R
= [Qz− xˆ⊥′ ·Q⊥]R =: Qˆz(xˆ, xˆ′, ξ) .
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5.2 Proof of Proposition 1 and of eq. (31)
Proving that (13a) amount to (8) is straightforward. As for (13b), from the definition
fˆ(ξ, xˆ) := f [(ξ+zˆ)/c, xˆ] applied to Aˆµ and its derivatives it follows
dAˆµ
dξ
=
d
dξ
Aµ
[
ξ+zˆ(ξ)
c
, xˆ(ξ)
]
=
1+zˆ′
c
∂̂tAµ + xˆ
i′∂̂iAµ =
1
sˆ
[
γˆ
c
∂̂tAµ + uˆ
i∂̂iAµ
]
,
∂Aˆµ
∂zˆ
= ∂̂zAµ +
1
c
∂̂tAµ,
∂Aˆµ
∂xˆa
= ∂̂aAµ, a, b ∈ {1, 2}, i, j ∈ {1, 2, 3}.
(80)
Setting A− = A0−Az and using the relations between Aµ and E,B as well as (7) we find
0 = Πˆa′ +
∂Hˆ
∂xˆa
= mc2uˆa′ + q
dAˆa
dξ
+ q
∂Aˆ0
∂xˆa
− q uˆ
b
sˆ
∂Aˆb
∂xˆa
+
q
2
[
1+uˆ⊥2
sˆ2
− 1
]
∂Aˆ−
∂xˆa
= mc2uˆa′ +
q
sˆ
[
uˆi∂̂iAa +
γˆ
c
∂̂tAa
]
+ q∂̂aA0 − q uˆ
b
sˆ
∂̂aAb + q
uˆz
sˆ
(
∂̂aA0 − ∂̂aAz
)
= mc2uˆa′ +
q
sˆ
uˆb
(
∂̂bAa − ∂̂aAb
)
+
q
sˆ
uˆz
(
∂̂zAa − ∂̂aAz
)
+
qγˆ
csˆ
∂̂tAa + q
(
1+
uˆz
sˆ
)
∂̂aA0
= mc2uˆa′ − q
sˆ
εabzuˆbBˆz − q
sˆ
εazbuˆzBˆb +
qγˆ
sˆ
(
1
c
∂̂tAa + ∂̂aA0
)
= mc2uˆa′ − q
sˆ
εaijuˆiBˆj − qγˆ
sˆ
Eˆa = mc2uˆa′ − q
sˆ
[uˆ ∧ Bˆ + γˆEˆ]a, a = x, y,
0 = Πˆz ′ +
∂Hˆ
∂zˆ
= −mc2sˆ′ − qdAˆ
−
dξ
+ q
∂Aˆ0
∂zˆ
− q uˆ
a
sˆ
∂Aˆa
∂zˆ
+ q
uˆz
sˆ
∂Aˆ−
∂zˆ
= −mc2sˆ′ − q
sˆ
[
γˆ
c
∂̂tA− + uˆi∂̂iA−
]
+ q
uˆz
sˆ
(
∂̂zA− +
1
c
∂̂tA−
)
+ q
∂Aˆ0
∂zˆ
− q uˆ
a
sˆ
∂Aˆa
∂zˆ
= −mc2sˆ′ − q
sˆ
[
γˆ−uˆz
c
∂̂tA− + uˆa∂̂aA−
]
+ q
∂Aˆ0
∂zˆ
− q uˆ
a
sˆ
∂Aˆa
∂zˆ
= −mc2sˆ′− q
c
(
∂̂tA0−∂̂tAz
)
− q
sˆ
uˆa
(
∂̂aA0−∂̂aAz
)
+q
(
∂̂zA0+
∂̂tA0
c
)
−q uˆ
a
sˆ
(
∂̂zAa+
∂̂tAa
c
)
= −mc2sˆ′ + q
(
1
c
∂̂tAz+∂̂zA0
)
− q
sˆ
uˆa
(
∂̂aA0+
1
c
∂̂tAa
)
+ q
uˆa
sˆ
(
∂̂aAz−∂̂zAa
)
(81)
= −mc2sˆ′ − qEˆz + q
sˆ
uˆaEˆa − q
sˆ
εzabuˆaBˆb = −mc2sˆ′ − qEˆz + q
sˆ
[uˆ⊥ ·Eˆ⊥ − (uˆ⊥ ∧ Bˆ⊥)z],
as claimed. (14) can be obtained also directly from (11b), using the relation d/dt =
(csˆ/γˆ)d/dξ. Eq. (15) is obtained as usual from dHˆ/dξ = (∂Hˆ/∂xˆi)xˆi′+(∂Hˆ/∂Πˆi)Πˆi′+∂Hˆ/∂ξ
and (13).
If Aµ = Aµ(t, z), then ∂aA
µ = 0, and from (81), (30) it follows (31), as claimed:
0 = −mc2sˆ′ − qEˆz− q
sˆ
uˆa
(
1
c
∂̂tAa+∂̂zAa
)
= −mc2sˆ′ − qEˆz− q
sˆ
uˆa
∂Aˆa
∂zˆ
= −mc2sˆ′ − qEˆz+mc
2
2sˆ
∂uˆ⊥2
∂zˆ
.
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5.3 Generalized canonical transformations
Given a Hamiltonian system, a generalized canonical (or contact) transformation can be
defined as a transformation of coordinates (Q,P, t) 7→ (Θ,Π, T ) in extended phase space
which preserves the Hamiltonian form of the equations of motion. Since the latter can be
formally derived from Hamilton’s principle - written in the form δS = δ
∫
(
∑
i PidQ
i−Hdt) =
0 - by varying Q,P independently (see e.g. [46], p. 140), there must exist a function F such
that
dF =
∑
i PidQ
i −Hdt− (∑i ΠidΘi −KdT ) , (82)
so that the old and the new actions differ only by a constant (the difference of F at the
integration endpoints), which does not contribute to the variation. Here T,K stand for
the new “time” and Hamiltonian, respectively; dT/dt must be positive-definite. If T = t
we obtain the usual formula, eq. (45.6) in [46]. If (Q,Θ, t) are a set of coordinates in
the extended phase space we name the transformation as free with (first-type) generating
function F (Q,Θ, t), and P,Π, H are determined by
Pi =
∂F
∂Qi
−K ∂T
∂Qi
, Πi = − ∂F
∂Θi
+K
∂T
∂Θi
, H = K
∂T
∂t
− ∂F
∂t
.
As in the usual setting, the identical transformation is not free. Eq. (82) is equivalent to
d (F+
∑
i ΠiΘ
i) =
∑
i (PidQ
i+ΘidΠi)−Hdt+KdT ; (83)
if (Q,Π, t) are a set of coordinates in the extended phase space, we can express the argument
of the left differential as a function Φ(Q,Π, t), and P,Θ, H are determined by
Pi =
∂Φ
∂Qi
−K ∂T
∂Qi
, Θi =
∂Φ
∂Πi
−K ∂T
∂Πi
, H = K
∂T
∂t
− ∂Φ
∂t
. (84)
We name Φ the second-type generating function of the transformation. The identical one
has generating function Φ =
∑
i ΠiQ
i. As in the usual theory, also generating functions
depending on different sets of old and new coordinates can be introduced; each of the latter
needs to be a set of coordinates in extended phase space. If T = t we obtain the usual
formulae9. Identifying Qi ≡ xi (i = 1, 2, 3) and T ≡ ξ/c, the transformation introduced in
section 2 (x,P , t) 7→ (x,Π/c, T ), with
P ⊥ = Π⊥, P z = Πz +H, Θi = xi, K = H
(here we have removed the caret, which is only added to distinguish the dependence of a
dynamical variable on ξ rather than on t), by construction is generalized canonical with
F ≡ 0 [because the action (4) in terms of the old and new variables is the same]; it is
generated by Φ =
∑
i Πix
i.
9Comparing our results e.g. with section 45 of [46] we find that our (84) yields (45.8) of [46],
Pi =
∂Φ
∂Qi
, Θi =
∂Φ
∂Πi
, K = H +
∂Φ
∂t
.
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We recall that for fixed initial position Q0 at time t0 the action function S(Q, t) is defined
as the value of the action functional S(λ) along the worldline λe connecting (Q0, t0) with
(Q, t) and fulfilling δS|λe = 0; S(Q, t) fulfills the Hamilton-Jacobi equation
−∂S
∂t
= H
(
Q,
∂S
∂Q
, t
)
.
For the problem considered here H(x,P , t)=
√
m2c4+(cP−qA)2 +qA0. Choosing A(x) =
α⊥(ct−z) · dx⊥ as in subsection 3.1 and taking the square, the equation for S(x, t) becomes(
∂S
∂t
)2
= m2c4+[c∇S−qα⊥(ct−z)]2 . (85)
The function
Φ(x, t; Π) =
Π
c
· x+ 1
2cΠz
ct−z∫
ξ0
dζ
{
m2c4+[Π−qα⊥(ζ)]2} = Π
c
· x−
ct−z∫
ξ0
dζ
c
Hˆ[x⊥, ζ,Π] (86)
(Hˆ depends on ζ through the argument of α⊥) is a complete integral of (85), i.e. a solution
depending on three additional constants Πi. We can interpret them as the conjugate variables
of the xi, since in subsection 3.1 we have shown that the latter are constant. According to
general principles, also the Θi = c∂Φ/∂Πi must be constant. Replacing (38) in (9) we find
by a straightforward calculation that in fact these are the initial conditions: Θi = xi0. We
find the same result more directly using the Hamilton equations:
Θi = c
∂Φ
∂Πi
= xˆi(ξ)−
∫ ct−z
ξ0
dζ
∂Hˆ
∂Πi
[x⊥(ζ), ζ,Π] = xˆi(ξ)−
∫ ξ
ξ0
dζ xˆi′(ζ) = xˆi(ξ0) = xi0.
Summing up, (86) is the generating function of the generalized canonical transformation
(x,P , t) 7→ (x0,Π/c, ξ/c). Up to the notation, it coincides with the one introduced at page
128 of [4].
5.4 Estimates of oscillatory integrals
Given f ∈ S(R) (the Schwartz space), integrating by parts we find for all n ∈ N∫ ξ
−∞
dζ f(ζ)eikζ = − i
k
f(ξ)eikξ +Rf1(ξ) (87)
= ... = −
n−1∑
h=0
(
i
k
)h+1
f (h)(ξ) eikξ +Rfn(ξ) (88)
where
Rf1(ξ) :=
i
k
∫ ξ
−∞
dζ f ′(ζ) eikζ =
(
i
k
)2 [
f ′(ξ) eikξ +
∫ ξ
−∞
dζ f ′′(ζ) eikζ
]
,
Rfn(ξ) :=
(
i
k
)n ∫ ξ
−∞
dζ f (n)(ζ) eikζ =
(
i
k
)n+1 [
f (n)(ξ) eikξ +
∫ ξ
−∞
dζ f (n+1)(ζ) eikζ
]
.
(89)
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Hence we find the following upper bounds for the remainders Rf1 , and more generally R
f
n:∣∣∣Rf1(ξ)∣∣∣ ≤ 1|k|2
[
|f ′(ξ)|+
∫ ξ
−∞
dζ |f ′′(ζ)|
]
≤ ‖f
′‖∞ + ‖f ′′‖1
|k|2 , (90)
∣∣Rfn(ξ)∣∣ ≤ 1|k|n+1
[
f (n)(ξ)+
∫ ξ
−∞
dζ |f (n+1)(ζ)|
]
≤ ‖f
(n)‖∞ + ‖f (n+1)‖1
|k|n+1 . (91)
It follows Rf1 =O(1/k
2), and more generally Rfn =O(1/k
n+1), so that (88) are asymptotic
expansions in 1/k. All inequalities in (90-91) are useful: the left inequalities are more
stringent, while the right ones are ξ-independent.
Equations (87), (90) and Rf1 = O(1/k
2) hold also if f ∈ W 2,1(R) (a Sobolev space),
in particular if f ∈ C2(R) and f, f ′, f ′′ ∈ L1(R), because the previous steps can be done
also under such assumptions. Equations (87) will hold with a remainder Rf1 =O(1/k
2) also
under weaker assumptions, e.g. if f ′ is bounded and piecewise continuous and f, f ′, f ′′ ∈
L1(R), although Rf1 will be a sum of contributions like (89) for every interval in which f ′ is
continuous. Similarly, (88), (91) and/or Rfn =O(1/k
n+1) hold also under analogous weaker
conditions.
Letting ξ →∞ in (87), (90) we find for the Fourier transform f˜(k) :=
∫ ∞
−∞
dζ f(ζ)e−iky of f(ξ)
|f˜(k)| ≤ ‖f
′‖∞ + ‖f ′′‖1
|k|2 , (92)
hence f˜(k) = O(1/k2) as well. Actually, for functions f ∈ S(R) the decay of f˜(k) as
|k| → ∞ is much faster, since f˜ ∈ S(R) as well. For the gaussian f(ξ) = exp[−ξ2/2σ] it is
f˜(k) =
√
piσ exp[−k2σ/2].
To prove approximation (23) now we just need to choose f =  and note that every
component of α⊥ will be a combination of (88) and (88)k 7→−k.
5.5 Cyclotron autoresonance
Under the assumption of a slowly modulated monochromatic pulse (21-22), (19a) we can tune
Bs = B
zk so that the acceleration by the pulse becomes resonant (cyclotron autoresonance).
We can obtain a straightforward good estimate applying approximation (23). We consider
first the case of circular polarization: wx(ξ)+iwy(ξ)' eikξw(ξ), where w(ξ) := q(ξ)/kmc2
(normalized modulating amplitude; it is dimensionless). Hence eq. (47a) becomes
(xˆ+ iyˆ)(ξ) ' ie−ibξ
∫ ξ
0
dζ w(ζ) ei(b+k)ζ (93)
If b 6=−k then
(xˆ+ iyˆ)(ξ) ' w(ξ)e
ikξ
b+k
; (94)
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hence xˆ⊥, as well as uˆ⊥'w⊥|k|/|b+k|, vˆ∼w2k2/(b+k)2, leading to small accelerations. On
the contrary, b=−k leads to
(xˆ+ iyˆ)(ξ) ' ieikξW (ξ), (uˆx+iuˆy)(ξ) ' eikξ[iw(ξ)−kW (ξ)] ' −keikξW (ξ),
zˆ′=
uˆ⊥2
2
' k
2
2
W 2, zˆ(ξ) ' k
2
2
∫ ξ
0
dζ W 2(ζ) where W (ξ) :=
∫ ξ
0
dζ w(ζ)>0
(95)
and therefore to a large longitudinal acceleration, because W (ξ) increases monotonically.
This is the so-called cyclotron autoresonance found in Ref. [23, 24] (see also [45]). In
particular if ⊥(ξ)=0 for ξ≥ l≡pulse length then for such ξ
uˆz(ξ) = zˆ′(ξ)' k
2
2
W 2(l),
|xˆ⊥′(ξ)|
zˆ′(ξ)
' 2
kW (l)
 1; (96)
the final collimation is very good by the second formula. The final energy gain and the
longitudinal displacement at the end of the interaction are
Ef = vˆ(l)
2
' k
2
4
W 2(l), (∆z)f ' k
2
2
∫ l
0
dζ W 2(ζ). (97)
The effect leads to remarkable accelerations if the amplitude  of the pump is large, as it can
be produced by modern lasers. In reality, no laser pulse can be considered as a plane wave,
because it has a finite spot radius (i.e. transverse size); moreover, the latter is not constant
along the path, and therefore the amplitude w cannot be considered as a function of ξ only.
As known, if at x = 0 (say) the pulse has minimum spot radius R (i.e. maximal focalization),
for z > 0 the spot radius increases monotonically with z and is
√
2R at x = zRk, where
zR=kR
2/2 is the Rayleigh length. Eq. (95) and (97) are reliable only if
l λ= 2pi
k
, (∆z)f . zR =
k
2
R2, W (l) ' |xˆ⊥(l)| . R. (98)
The first is a condition for slow modulation, the second guarantees that during the pulse-
particle interaction we can consider the spot radius as approximately constant (and equal to
R), so that the normalized amplitude w can be approximated as a function of ξ only, while
the third guarantees that during the whole interaction the EM wave “seen” by the particle
can be approximated as a plane travelling wave. Then the pulse EM energy is approximately
E =
∫
dV
E⊥2t +B
⊥2
t
8pi
'R
2
4
∫ l
0
dξ 2s(ξ) =
[
mc2 k R
2q
]2∫ l
0
dξ w2(ξ). (99)
The main limitation of the above acceleration mechanism is that magnetic fields above 105
Gauss are hardly achievable. Setting Bz = 105G we find k = b ' 60cm−1 (i.e. λ' 1mm)
if the charge particle is the electron (laser pulses with such carrier wave number can be
produced e.g. by free electron lasers). We can obtain the order of magnitude of the effect
by assuming the rough, simplifying Ansatz w(ξ) = w0 θ(ξ)θ(l−ξ), whence
W (l) = w0l, (∆z)f ' (kw0)
2l3
6
, E ' l
[
mc2 kw0R
2q
]2
, Ef' (kw0l)
2
4
(100)
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Eq. (98) is fulfilled only if R&w0l
√
kl/3. We tune R = w0l
√
kl/3 to obtain the maximum
amplitude; correspondingly, E'(mc2 w20 l2)2k3/12q2. In terms of E, k we find w0l and
R'
[
4q2E l2
3m2c4 k
]1/4
, Ef' |q|
√
3kE
mc2
, (∆z)f ' Ef 2l
3
. (101)
For electrons Ef exceeds 1, and therefore electrons become relativistic, when E exceeds
1.5×10−3J. E = 5J gives Ef = γf−1 ' 28.5 corresponding to electrons with a final energy
of about 14.5 MeV (independently of l). Choosing l = 2cm, we find R'1cm, (∆z)f'37cm
as the length of the accelerator, a result better than, but comparable with, the results
achievable with traditional radio-frequency based accelerators (the latter typically produce
an energy increase of 10 MeV per meter). The corresponding approximate electron solution
(95) is depicted in fig. 6. A higher Ef requires higher E or Bz. Of course, the energy gain
for protons or other ions is much lower with presently available pulse energies, due to their
much larger masses.
Figure 6: The approximate electron solution (95) (and the zx-projection of the corresponding
trajectory) induced in a longitudinal magnetic field Bz = 105G by a circularly polarized
modulated pump (21-22) with wavelength λ' 1mm, b= k ' 58.6cm−1, gaussian enveloping
amplitude (ξ) = a exp[−ξ2/2σ] with σ=3cm2 and e a/kmc2=0.15, trivial initial conditions
(x0=β0=0), giving Ef'28.5.
The results are completely analogous if the polarization of the pump is linear.
For strictly monochromatic waves ≡const and all ' above clearly become strict equal-
ities. Up to our knowledge, [23, 24, 45] and the rest of the literature have determined the
solution of the equations of motion [in the form (94)] and proved the autoresonance for all
k = −b only in such a case.
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