SUMMARY One important question for quantum computing is whether a computational gap exists between models that are allowed to use quantum effects and models that are not. Several types of quantum computation models have been proposed, including quantum finite automata and quantum pushdown automata (with a quantum pushdown stack). It has been shown that some quantum computation models are more powerful than their classical counterparts and others are not since quantum computation models are required to obey such restrictions as reversible state transitions. In this paper, we investigate the power of quantum pushdown automata whose stacks are assumed to be implemented as classical devices, and show that they are strictly more powerful than their classical counterparts under the perfect-soundness condition, where perfect-soundness means that an automaton never accepts a word that is not in the language. That is, we show that our model can simulate any probabilistic pushdown automata and also show that there is a non-context-free language which quantum pushdown automata with classical stack operations can recognize with perfect soundness. key words: quantum pushdown automata, quantum computation model, context-free-language
Introduction
One important question for quantum computing is whether a computational gap exists between models that are allowed to use quantum effects and models that are not. Several types of quantum computation models have been proposed, including quantum finite automata, quantum counter automata, and quantum pushdown automata. Quantum finite automata [1] , [6] , [9] are the simplest model of quantum computation, and have been investigated intensively. Especially in [1] , quantum-classical hybrid model is proposed. Our pushdown automaton model is based on their model. Quantum pushdown automata were first proposed in [9] , but there authors actually deal with the generalized quantum pushdown automata whose evolution does not have to be unitary. Then M. Golovkins proposed quantum pushdown automata including unitarity criteria [3] , and he shows that quantum pushdown automata can recognize every regular language and some non-context-free languages. However, it is still open whether quantum pushdown automata are more powerful than probabilistic pushdown automata or not. The Manuscript received January 17, 2005. Manuscript revised July 11, 2005 . † The author is with the Graduate School of Information Science, Nara Institute of Science and Technology, Ikoma-shi, 630-0192 Japan.
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a) E-mail: m-naka@is.naist.jp DOI: 10.1093/ietisy/e89-d. 3 .1120 quantum pushdown automaton model introduced in [3] has a quantum tape head and a quantum stack, and needs O(n) qubits for realization, where n is the execution time.
The other models similar to quantum pushdown automata are quantum counter automata and quantum multistack machines. Quantum counter automata were first proposed in [7] . Comparison between 1-way quantum 1-counter automata and 1-way classical 1-counter automata is discussed in [2] , [12] . Two-way quantum one-counter automata and 1-way quantum k-counter automata are investigated in [13] . Also in [10] , quantum multi-counter machines and quantum multi-stack machines are investigated in terms of simulation of quantum Turing machines.
In this paper, we introduce another model of quantum pushdown automata, called quantum pushdown automata with classical stack operations (QCPDA), whose stack is assumed to be implemented as a classical device. This means that a QCPDA needs log m qubits to specify the position of the head, where m is an input length, in addition to a constant number of qubits for representing a finite state control. We show that QCPDAs can simulate any (even non-reversible) probabilistic pushdown automata with the same acceptance probability as the original probabilistic pushdown automata. This implies that QCPDAs are at least as powerful as probabilistic pushdown automata.
We also show that QCPDAs are strictly more powerful than their classical counterparts under the perfect-soundness condition. That is, we show that there is a language which a QCPDA can recognize with perfect soundness. We also show that this language cannot be recognized by nondeterministic pushdown automata; it is not a context-free language. This implies that it cannot be recognized by probabilistic pushdown automata with perfect soundness, either. This paper is organized as follows: In Sect. 2, we define quantum pushdown automata with classical stack operations and probabilistic pushdown automata. Then we show that QCPDAs can simulate any probabilistic pushdown automata. In Sect. 3, we show that quantum pushdown automata with classical stack operations can recognize a certain language L 1 with perfect soundness. We also show that L 1 is not a context-free language. Sect. 4 concludes this paper.
Preliminaries
In this section, we describe quantum pushdown automata with classical stack operations (QCPDA). A QCPDA has an Copyright c 2006 The Institute of Electronics, Information and Communication Engineers input tape to which a quantum head is attached and a classical stack to which a classical stack top pointer is attached. A QCPDA has a quantum finite state control. The quantum finite state control reads the stack top symbol pointed by the classical stack top pointer and the input symbol pointed by the quantum head. Stack operations are determined solely by the results of observations of a quantum finite state control. In [1] , the classical portion of a two-way finite automaton with quantum and classical states is controlled by the result of an observation of the quantum portion. Our idea of controlling a classical stack is based on their scheme. We define QCPDAs formally as follows. 
where Q is a set of states, Σ is a set of input symbols including the left and the right endmarkers {| c, $} respectively, Γ is a set of stack symbols including the bottom symbol Z, δ is a quantum state transition function (δ :
+ ) is a finite set and (Γ \ {Z}) + is the set of all nonempty strings from alphabet Γ \ {Z}, Q acc (⊆ Q) is a set of accepting states, and Q rej (⊆ Q) is a set of rejecting states, where Q acc ∩ Q rej = ∅. We restrict that for all
δ(q, a, b, q , D) = α means that the amplitude of the transition from q to q moving the quantum head to D (D = 1 means 'right' and D = 0 means 'stay') is α when reading input symbol a and stack symbol b. The configuration of the quantum portion of a QCPDA is a pair (q, k), where k is the position of the quantum head and q is in Q. It is obvious that the number of configurations of the quantum portion is n|Q|, where n is an input length.
A superposition of the configurations of the quantum portion of a QCPDA is any element of l 2 (Q × Z Z n ) of unit length, where Z Z n = {0, 1, . . . , n −1}. For each configuration, we define a column vector |q, k as follows:
• |q, k is an n|Q| × 1 column vector.
• The row corresponding to (q, k) is 1, and the other rows are 0.
For input word x (i.e., the string on the input tape between | c and $) and stack symbol a, we define a time evolution operator U x a as follows:
where x(k) is the k-th input symbol of input x. If U x a is unitary (for any a ∈ Γ and for any input word x), that is,
where U x † a is the transpose conjugate of U x a , then the corresponding QCPDA is well-formed. A well-formed QCPDA is considered valid in terms of the quantum theory. We consider only well-formed QCPDAs.
We define the notion of "words accepted by a QCPDA" in the following. For that purpose, we first describe how the quantum portion and the classical stack of a QCPDA work.
Let the initial quantum state and the initial position of the head be q 0 and '0' respectively. We define |ψ 0 as |ψ 0 = |q 0 , 0 . We also define E w , E acc and E rej as follows:
We define observable O as O = ⊕ j E j , where j is w ∈ G ∪ {−, pop}, 'acc', or 'rej'. For notational simplicity, we define the outcome of an observation corresponding to E j as j.
A QCPDA computation proceeds as follows: For input word x, the quantum portion works as follows: ('rej', resp.) then it outputs 'accept' ('reject', resp.), and the computation halts. If j is '−', then the stack is unchanged. If j is 'pop', then the stack top symbol is popped. Otherwise ( j is a word in G in this case), word j is pushed. Then, go to (a) and repeat.
We call the above (a), (b), and (c) 'one step' collectively. For language L, if there exists a constant ε (0 ≤ ε < 1) that does not depend on inputs, a QCPDA accepts any word in L with a probability greater than 1 − ε, and it rejects any word that is not in L with certainty, then we say that L is recognized by the QCPDA with perfect soundness.
To check well-formedness, we show the following theorem.
Theorem 1:
A QCPDA is well-formed if the quantum state transition function satisfies the following conditions for any a ∈ Γ:
where δ(·, ·, ·) is the conjugate of δ(·, ·, ·).
(Proof)
A matrix U x a is unitary if and only if vectors U x a |q, k are orthonormal. Equivalently,
Condition (a) is equivalent to the following condition:
By case q 1 = q 2 of condition (1), (a ) holds. Condition (b) is equivalent to the following condition:
We consider the following two cases.
In this case, x(k 1 ) = x(k 2 ). Thus, the above condition is equivalent to the following condition:
By case q 1 q 2 of condition (1), the above condition holds. Case 2 k 1 k 2 We assume that k 1 > k 2 without loss of generality. If
For simplicity, we handle only a subclass of QCPDAs, called simplified QCPDAs, such that we can decompose the quantum state transition function into two functions: one for changing states and the other for moving the quantum head. For a ∈ Σ and b ∈ Γ, we adopt a linear operator V a,b : l 2 (Q) −→ l 2 (Q) for changing states and a function ∆ : Q −→ {0, 1} for moving the quantum head. In simplified QCPDAs, the direction of the movement of the head is determined solely by the state to which the current state makes a transition. Then transition function δ is described as follows:
where q | V a,b |q is the coefficient of |q in V a,b |q . Then, it is straightforward to prove the following theorem from Theorem 1.
Theorem 2:
A simplified QCPDA is well-formed if, for any a ∈ Σ and b ∈ Γ, the linear operator V a,b satisfies the following condition:
Probabilistic pushdown automata are defined in several papers such as [4] , [5] , [8] . They are equivalent except for acceptance conditions (bounded error or unbounded error). In this paper, we define probabilistic pushdown automata as follows, which is also equivalent to them.
Definition 2:
A Probabilistic Pushdown Automaton (PPA) is defined as the following 7-tuple:
where Q is a set of states, Σ is a set of input symbols including the left and the right endmarkers {| c, $} respectively, Γ is a set of stack symbols including the bottom symbol Z, δ is a state transition function (δ :
is a finite set and (Γ \ {Z})
+ is the set of all nonempty strings from alphabet Γ \ {Z}, q 0 is an initial state, Q acc (⊆ Q) is a set of accepting states, and Q rej (⊆ Q) is a set of rejecting states, where Q acc ∩ Q rej = ∅. We restrict that for all q, q , a, D, δ(q, a, Z, q , D, pop) = 0.
δ(q, a, b, q , D, w) = α means that the probability of the transition from q to q moving the head to D with stack operation w is α when reading input symbol a and stack symbol b. Note that for each input symbol and each stack symbol, the sum of the weights (i.e. the probabilities) of outgoing transitions of a state must be 1. Computation halts when it enters the accepting or rejecting states.
For language L, if there exists a constant ε (0 ≤ ε < 1) that does not depend on inputs, a PPA accepts any word in L with a probability greater than 1 − ε, and it rejects any word that is not in L with certainty, then we say that L is recognized by the PPA with perfect soundness.
We define a special kind of PPAs in the following. A PPA is a post-state-dependent type if the words to be pushed and the direction of the head movement are determined solely by the next state rather than by the triple of a (current) state, an input symbol, and a stack top symbol, where the next state is the state after transition. More specifically, if δ (q 1 , a 1 , b 1 , q, D 1 , w 1 ) 0 and δ(q 2 , a 2 , b 2 , q, D 2 , w 2 ) 0, then w 1 = w 2 and
We have the following lemma, whose brief proof is given for completeness.
Lemma 1:
Any PPA can be converted to a PPA of the poststate-dependent type. 
(Proof)
Let M = (Q, Σ, Γ, δ, q 0 , Q acc , Q rej ) be a PPA. To obtain a pushdown automaton of the post-state-dependent type, augmenting the definition of the set of states (and the definition of transition function accordingly) suffices. A new state is a 3-tuple of (q, w, D) such that q ∈ Q, w ∈ G ∪ {−, pop} and D ∈ {0, 1}. The corresponding transition function δ is defined as follows. δ ((q, w, D), c, d, (q , w , D ) ,
We illustrate an example of augmenting the definition of the set of states in Fig. 1 . The word to be pushed (w ) and the direction of the head movement (D ) are determined by the new next state (q , w , D ) because it contains w and D . The set of accepting (resp. rejecting) states of the converted automaton is defined as the set of states that contains an accepting (resp. rejecting) state of the original automaton as the first element of the 3-tuple. It is straightforward to see that the computation based on δ is the same as that based on δ.
Now we show that QCPDAs can simulate any PPAs with the same acceptance probability as the original PPAs.
Theorem 3:
A QCPDA can simulate any PPA with the same acceptance probability as the original PPA.
(Proof)
Let M = (Q, Σ, Γ, δ, q 0 , Q acc , Q rej ) be a PPA. By Lemma 1, any PPA can be converted to a PPA of the poststate-dependent type. We assume that M is a post-statedependent type without loss of generality.
We make M into a reversible PPA by adding extra states and stack symbols, where reversible means that each state has at most one incoming transition for each stack symbol. Suppose that state q has multiple incoming transitions for stack symbol a, that is, there are at least two distinct transitions, δ(q 1 , x 1 , a, q, D, w) = p 1 (p 1 0) and
. We consider the case of w ∈ G. The other cases are similar. For each such incoming transition t : δ(q , x, a, q, D, w) = p (p 0), we define a new state q t . We add a new stack symbol s t to Γ and define δ as δ(q , x, a, q t , 0, ws t ) = p and δ(q t , x, s t , q, D, pop) = 1, where ws t is a concatenation of w and s t . Then we remove the original transition, that is, we define δ (q , x, a, q, D, w) as  δ(q , x, a, q, D, w) = 0. We illustrate an example of adding new states in Fig. 2 . The revised PPA is reversible. Note that the revised PPA is also a post-state-dependent type. Also note that a post-state-dependent type PPA can be viewed as a special case of simplified QCPDAs since the direction of the head movement and the word to be pushed of a simplified QCPDA are determined solely by the next state. Since each state has at most one incoming transition for each stack symbol, it is straightforward to see that the revised reversible PPA can be converted to a QCPDA, that is, the corresponding time evolution operator U x a can be unitary by properly defining thus far undefined transitions.
The Power of QCPDAs with Perfect Soundness
In this section, we show that QCPDAs can recognize the following language L 1 with perfect soundness but probabilistic pushdown automata cannot with perfect soundness. 
The underlying idea of this language is that if |u| = |v| = |w| = |x|, then the length of u and x can be used as hints for a QCPDA to check whether v = w. That is, a QCPDA can obtain the information of the length of v and w twice (before and after it reads v and w). Also to check (y = v The state transition diagrams of components M 1 , M 2 , and M 3 are illustrated in Fig. 4 . It is straightforward to see that the corresponding time evolution operators can be extended to be unitary by properly determining thus far undefined transitions by Theorem 2.
We show that a nondeterministic pushdown automaton cannot recognize L 1 , that is, L 1 is not a context-free language. It is straightforward to see that this means that a probabilistic pushdown automaton cannot recognize L 1 with perfect soundness.
Theorem 5:
A nondeterministic pushdown automaton cannot recognize L 1 .
We use Ogden's lemma [11] to prove Theorem 5.
Ogden's Lemma
For any context-free language L, ∃n ∈ IN, such that ∀z ∈ L, if d positions in z are "distinguished," with d > n, then ∃u, v, w, x, y such that z = uvwxy and:
1. vx contains at least one distinguished position; 2. if r is the number of distinguished positions in vwx, then r ≤ n;
(Proof of Theorem 5)
Suppose that L 1 is a context-free language. We consider word z = p#q r s%t = a n!+n #a n a n!+n a n!+n %a n ∈ L 1 . Let each symbol in q be distinguished. Then we consider a decomposition of z in Ogden's lemma as z = uvwxy. We show that each case to be considered leads to a contradiction.
Case 1 Either v or x contains a separator.
If either v or x contains a separator (#, , , %), then z = uv 2 wx 2 y L 1 . This is a contradiction. Case 2 Neither v nor x contains a separator.
Note that vx contains at least one 'a' in q. We consider the following two subcases. We assume that v contains c 'a's and cd = n!.
Thus L 1 is not a context-free language.
By Theorems 3, 4, and 5, we can conclude that QCPDAs with perfect soundness are strictly more powerful than probabilistic pushdown automata with perfect soundness.
Conclusion
We have shown that QCPDAs can recognize a non-contextfree language with perfect soundness. Since the class of languages recognized by PPAs with perfect soundness is contained in the class of non-context-free languages, L 1 cannot be recognized by a PPA with perfect soundness. Thus, QCPDAs are strictly more powerful than PPAs under the perfect-soundness condition. Our conjecture is that L 1 cannot be recognized by probabilistic pushdown automata even with two-sided error, which implies that QCPDAs (with two-sided error) are strictly more powerful than probabilistic pushdown automata. The reason why our result cannot be easily extended to the two-sided error model is that we require a new proof technique for impossibility of two-sided error PPA recognizing L 1 since the non-deterministic argument based on Ogden's lemma can be applied only to the perfect-soundness version. 
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