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Abstract
In [Linear Algebra Appl. 173 (1992) 115] M. Fiedler and T.L. Markham studied a partition
of Z-matrices. Here, a transformational characterization is given for Z-matrices in general as
well as for each member of the Fiedler–Markham partition. This characterization general-
izes the transformational characterization of nonsingular M-matrices given by C.R. Johnson
and the author in (Linear Algebra Appl., to appear). © 2001 Elsevier Science Inc. All rights
reserved.
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1. Introduction
Throughout, we deal with n× n Z-matrices, which are square matrices whose off-
diagonal entries are nonpositive. Following the notation of Fiedler and Pták [5] we
let K and K0 denote the class of nonsingular M-matrices and the class of M-matrices,
respectively. Recall that a nonsingular M-matrix (respectively, M-matrix) is a matrix
of the form
A = tI − B (1)
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in which B  0 and t > ρ(B) (respectively, t  ρ(B)), where ρ(B) is the spectral
radius of B. Further, following Fan [3], let N denote the class of matrices of the form
(1) in which ρn−1(B) < t < ρ(B), where ρn−1(B) is the maximum of the spectral
radii of all (n− 1)× (n− 1) principal submatrices of B. An extension of the latter
matrices was studied by Johnson [7]; specifically, he studied the class N0 of matrices
of the form (1) in which ρn−1(B)  t < ρ(B). Further, Johnson showed that A ∈ N0
if and only if det A < 0 and all proper principal submatrices belong to K0 and noted
that N0-matrices are irreducible. Johnson also studied matrices of the form (1) for
n  3, in which ρn−2(B)  t < ρn−1(B), where ρn−2(B) denotes the maximum of
the spectral radii of all (n− 2)× (n− 2) principal submatrices of B. The latter two
classes of matrices were also studied by Chen [2] and Smith [8].
In [4], Fiedler and Markham generalized these notions by defining an n× n ma-
trix A to be an Lk-matrix, k = 1, 2, . . . , n, if A has the form (1) in which B  0 and
ρk(B)  t < ρk+1(B), where ρk(B) denotes the maximum of the spectral radii of
all k × k principal submatrices of B (for completeness, ρn+1(B) is defined to be ∞
and A is defined to be an L0-matrix if A has the form (1) and t < ρ1(B)). Notice that
ρn(B) = ρ(B) and hence Ln-matrices are simply M-matrices while Ln−1-matrices
are N0-matrices. The classes Lk , k = 0, 1, . . . , n, form a partition of the Z-matrices.
For 1  k  n− 1, Fiedler and Markham [4] let Lˆk denote the class of n× n Z-
matrices with the property that all principal submatrices of order k belong to K0, but
there exists a principal submatrix of order k + 1 which is not in K0 (and hence is in
N0). They defined Lˆ0 (Lˆn) to be L0 (Ln) and proved that Lˆk = Lk , k = 0, 1, . . . , n.
Nonsingular M-matrices are the examples of P-matrices [5], which are n× n real
matrices with positive principal minors. Let ◦ denote the Hadamard (entry-wise)
product of two matrices or vectors. We will make use of the fact that an n× n real
matrix A is a P-matrix if and only if for each 0 /= x ∈ Rn, x and Ax satisfy x ◦
Ax 
 0 [5, Theorem 3.3].
In [6] a transformational characterization of nonsingular M-matrices was given.
While there are numerous characterizations of M-matrices [1], there are relative-
ly few characterizations of Lk-matrices. In this paper we give a transformational
characterization for the class of Z-matrices as well as for each of the classes Lk ,
k = 0, 1, . . . , n.
2. Main results
Suppose 0 /= x ∈ Rn and y ∈ Rn. Let P be the permutation matrix chosen so that
Px =

X1X2
X3


in which X1 > 0, X2 < 0, and X3 = 0 (entry-wise) and suppose that
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Py =

Y1Y2
Y3


is partitioned conformally with x. (Since Lk-matrices are closed under permutation
similarity, k = 0, 1, . . . , n, we may assume any pair of vectors 0 /= x ∈ Rn and y ∈
Rn have the partitioned form of Px and Py.) Except for X1 and X2, any one or two
of X1, X2, and X3 may be empty. Consider the following properties:
(P1) If X1 is empty and X3 is not, then Y3  0 and if X2 is empty and X3 is not,
then Y3  0.
(P2) X1 ◦ Y1 
 0 and X2 ◦ Y2 
 0.
(P3) X1 ◦ Y1 
< 0 and X2 ◦ Y2 
< 0.
We say that x and y are doubly sign related [6] if (P1) and (P2) hold and x and
y are doubly closed-sign related if (P1) and (P3) hold. In [6] it was shown that the
n× n real matrix A is a nonsingular M-matrix if and only if for each 0 /= x ∈ Rn, x
and Ax are doubly sign related. Implicit in the proof is the following lemma.
Lemma. Let A ∈ Mn(R). Then A ∈ Z if and only if for each 0 /= x ∈ Rn, x and Ax
satisfy (P1).
Proof. Let A ∈ Mn(R). If n = 1, the result is clear. Assume henceforth that n  2.
In order to prove necessity, assume that A ∈ Z and
0 /= x =

X1X2
X3

 ∈ Rn
in which X1 > 0, X2 < 0, and X3 = 0. If X1 is empty and X3 is not, then, partition-
ing y and A conformally with x, we have
y =
[
Y2
Y3
]
=
[
A22 A23
A32 A33
] [
X2
X3
]
= Ax (since x /= 0, X2 is nonempty).
Thus, Y3 = A32 X2  0. Similarly, if X2 is empty and X3 is not, it follows that
Y3  0. Thus, x and Ax satisfy (P1).
To prove sufficiency, assume the contrary, say aij > 0 some i /= j . If x = −ej ,
then X1 is empty and X3 is not. But Y3 
 0, which contradicts (P1) and completes
the proof of the lemma. 
We next give a transformational characterization of M-matrices.
Theorem 1.1. Let A ∈ Mn(R). Then A ∈ K0 if and only if for each 0 < x ∈ Rn, x
and Ax are doubly closed-sign related.
Proof. Let A ∈ Mn(R). Since the result is clear for n = 1, we assume that n  2.
For sufficiency, assume that for every 0 /= x ∈ Rn, x and Ax are doubly closed-sign
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related. Let 0 /= x ∈ Rn. Then x and Ax satisfy (P1) and (P3). Hence, applying the
Lemma, A ∈ Z. Further, since x /= 0, (P3) implies that there is a subscript i such that
xi /= 0 and xiyi  0. This, in turn, implies that A is an M-matrix [1, Theorem 4.6].
Conversely, suppose that A is an M-matrix, 0 /= x ∈ Rn, and y = Ax. Then,A∈Z
and it follows from the Lemma that (P1) holds. Writing x in partitioned form and
partitioning y and A conformally with x, we have
Y1Y2
Y3

 =

A11 A12 A13A21 A22 A23
A31 A32 A33



X1X2
X3


in which X1 > 0, X2 < 0, and X3 = 0. Thus, assuming X1 is nonempty, we have
Y1 = A11X1 + A12X2 or A11X1 = Y1 − A12X2. Now, if Y1 < 0, it follows that
A11X1 < 0. Thus, there is ε > 0 such that (A11 + εI)X1 < 0. But this contradicts
the fact that A11 + εI is a nonsingular M-matrix and hence a P-matrix. Thus, Y1 
< 0
and hence X1 ◦ Y1 
< 0. So (P3) holds, completing the proof of the theorem. 
For A an n× n matrix and α ⊆ N = {1, 2, . . . , n}, we let A(α) (respectively,
A[α]) denote the submatrix of A obtained by deleting (respectively, selecting) the
rows and columns indexed by α. We abbreviate A({i}) by A(i).
The following transformational characterization for N0-matrices together with
that for M-matrices will allow us to characterize all Z-matrices.
Theorem 1.2. Let A ∈ Mn(R). Then, A ∈ N0 if and only if
(i) for each 0 < x ∈ Rn−1 and every i ∈ N, x and A(i)x are doubly closed-sign
related and
(ii) there is a vector 0 < xˆ ∈ Rn such that Axˆ < 0.
Proof. Let A ∈ Mn(R). If A ∈ N0, then each proper principal submatrix is an M-
matrix and it follows from Theorem 1.1 that (i) holds. Now A = tI − B in which
B  0 is irreducible and ρn−1(B)  t < ρ(B). By the Perron–Frobenius theorem
[5], there is a positive vector xˆ ∈ Rn such that Bxˆ = ρ(B)xˆ. Thus, Axˆ = (tI −
ρ(B))xˆ < 0.
Conversely, suppose that A satisfies (i) and (ii), say Axˆ = y < 0. Then, there
is ε > 0 such that (A+ εI)xˆ = z < 0. Since (i) holds, A ∈ Z and it follows from
Theorem 1.1 that all principal submatrices of order n− 1 are M-matrices. Thus, A is
either an M-matrix or anN0-matrix. If A is an M-matrix, thenA+ εI is a nonsingular
M-matrix [1, Theorem 4.6] and hence (A+ εI)−1  0. Hence, xˆ = (A+ εI)−1z <
0, a contradiction. Thus, A is an N0-matrix, which completes the proof. 
We can apply Theorems 1.1 and 1.2 to obtain a transformational charcterization
of the other Z-matrices with nonnegative main diagonal.
Theorem 1.3. Let A ∈ Mn(R) in which n  3. For k = 1, 2, . . . , n− 2, A ∈ Lk if
and only if
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(i) for each 0 /= x ∈ Rk and every α ⊆ N with |α| = k, x and A[α]x are doubly
closed sign-related and
(ii) there is β ⊆ N with |β| = k + 1 and a vector 0 < xˆ ∈ Rk+1 such that
A[β]xˆ < 0.
Proof. Let A ∈ Mn(R) and k ∈ {1, 2, . . . , n− 2}. If A ∈ Lk , then each proper prin-
cipal submatrix of order k is an M-matrix and it follows from Theorem 1.1 that (i)
holds. Further, there is β ⊆ N with |β| = k + 1 such that A[β] is an (irreducible)
N0-matrix, say A[β] = tI − B in which B  0 and ρk(B)  t < ρk+1(B) = ρ(B).
Let xˆ be the Perron vector associated with ρ(B). Then A[β]xˆ = (t − ρ(B))xˆ < 0.
Conversely, suppose that A satisfies (i) and (ii) for some k ∈ {1, 2, . . . , n− 2},
say A[β]xˆ = y < 0 in which β ⊆ N with |β| = k + 1. Since (i) holds, A ∈ Z and
it follows from Theorem 1.1 that all proper principal submatrices of order k or less
are M-matrices. Then it follows from Theorem 1.2 that A[β] is an N0-matrix. Thus,
A ∈ Lk . 
It remains to provide a transformational characterization for those Z-matrices
which do not have nonnegative main diagonal.
Theorem 1.4. Let A ∈ Mn(R). Then, A ∈ L0 if and only if
(i) for every 0 /= x ∈ Rn, x and Ax satisfy (P1) and
(ii) for every k ∈ N, there is 0 /= x ∈ Rk and α ⊆ N with |α| = k such that x ◦
A[α]x  0.
Proof. Let A ∈ Mn(R) and k ∈ N . If A ∈ L0, then A ∈ Z and (i) follows from the
Lemma. Further, A has at least one negative diagonal entry, say ajj . Then, for each
α ⊆ N with |α| = k and j ∈ α, A[α]ej  0, where ej denotes the jth standard basis
vector. Thus, ej ◦ A[α]ej  0, which establishes necessity.
Conversely, suppose (i) and (ii) hold. Since (i) holds, A ∈ Z. And, in light of the-
orems 1.1–1.3, (ii) implies that A 
∈ Lk for k ∈ N . Thus, A ∈ L0, which completes
the proof. 
Equivalently, (ii) may be stated as: for every integer k, 1  k  n, there is a
principal submatrix A[α] of order k and 0 /= x ∈ Rk such that x and A[α]x do not
satisfy (P2).
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