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Abstract
Let Lmp (Rn), 1 ≤ p ≤ ∞, be the homogeneous Sobolev space, and let E ⊂ Rn be a closed
set. For each p > n and each non-negative integer m we give an intrinsic characterization of
the restrictions {DαF|E : |α| ≤ m} to E of m-jets generated by functions F ∈ Lm+1p (Rn). Our
trace criterion is expressed in terms of variations of corresponding Taylor remainders of m-jets
evaluated on a certain family of “well separated” two point subsets of E. For p = ∞ this result
coincides with the classical Whitney-Glaeser extension theorem for m-jets.
Our approach is based on a representation of the Sobolev space Lm+1p (Rn), p > n, as a
union of Cm,(d)(Rn)-spaces where d belongs to a family of metrics on Rn with certain “nice”
properties. Here Cm,(d)(Rn) is the space of Cm-functions on Rn whose partial derivatives of
order m are Lipschitz functions with respect to d. This enables us to show that, for every
non-negative integer m and every p ∈ (n,∞), the very same classical linear Whitney extension
operator as in [33] provides an almost optimal extension of m-jets generated by Lm+1p -functions.
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1. Introduction.
1.1. Main definitions and main results.
Given m ∈ N and p ∈ [1,∞], let Lmp (Rn) be the homogeneous Sobolev space of all (equivalence
classes of) real valued functions f ∈ L1,loc(Rn) whose distributional partial derivatives on Rn of
order m belong to Lp(Rn). Lmp (Rn) is seminormed by
‖ f ‖Lmp (Rn) :=
∑
|α|=m
‖Dα f ‖Lp(Rn) . (1.1)
As usual, we let Wmp (Rn) denote the corresponding Sobolev space of all functions f ∈ Lp(Rn)
whose distributional partial derivatives on Rn of all orders up to m belong to Lp(Rn). This space is
normed by
‖ f ‖Wmp (Rn) :=
∑
|α|≤m
‖Dα f ‖Lp(Rn).
We recall that, by the Sobolev imbedding theorem, every function f ∈ Lmp (Rn), p > n, can be
redefined, if necessary, on a set of Lebesgue measure zero so that it belongs to the space Cm−1(Rn).
(See e.g., [24], p. 73.) Thus, for p > n, we can identify each element f ∈ Lmp (Rn) with its unique
Cm−1-representative on Rn. This will allow us to restrict our attention to the case of Sobolev Cm−1-
functions.
Given a function F ∈ Cm(Rn) and x ∈ Rn, we let
T mx [F](y) =
∑
|α|≤m
1
α! D
αF(x)(y − x)α, y ∈ Rn,
denote the Taylor polynomial of F of degree m at x. By Pm(Rn) we denote the space of all polyno-
mials of degree at most m defined on Rn.
In this paper we study the following
2
Problem 1.1 Let p ∈ [1,∞], m ∈ N, and let E be a closed subset of Rn. Suppose that, for each
point x ∈ E, we are given a polynomial Px ∈ Pm−1(Rn). We ask two questions:
1. How can we decide whether there exists a function F ∈ Lmp (Rn) such that T m−1x [F] = Px for
all x ∈ E ?
2. Consider the Lmp (Rn)-norms of all functions F ∈ Lmp (Rn) such that T m−1x [F] = Px on E. How
small can these norms be?
This problem is a variant of a classical extension problem posed by H. Whitney in 1934 in his
pioneering papers [33, 34], namely: How can one tell whether a given function f defined on an
arbitrary subset E ⊂ Rn extends to a Cm-function on all of Rn? Over the years since 1934 this
problem, often called the Whitney Extension Problem, has attracted a lot of attention, and there
is an extensive literature devoted to different aspects of this problem and its analogues for various
spaces of smooth functions. Among the multitude of results known so far we mention those in the
papers [1, 4–6, 10–18, 22, 27–30, 35, 36]. We refer the reader to all of these papers and references
therein, for numerous results and techniques concerning this topic.
In [28] we solved Problem 1.1 for m = 1, n ∈ N and p > n. In the present paper we give a
complete solution to Problem 1.1 for arbitrary m, n ∈ N and p > n.
Note that, for the case p = ∞, Problem 1.1 was solved by Whitney [33] and Glaeser [18]. In
that case the space Lm∞(Rn) can be identified with the space Cm−1,1(Rn) of all Cm−1-functions on Rn
whose partial derivatives of order m − 1 all satisfy Lipschitz conditions.
We recall the statement of the classical Whitney [33]-Glaeser [18] extension theorem: Let E be
an arbitrary closed subset of Rn. There exists a Cm−1-function F ∈ Lm∞(Rn) such that T m−1x [F] = Px
for every x ∈ E if and only if
sup
x,y∈E, x,y
∑
|α|≤m−1
|DαPx(x) − DαPy(x)|
‖x − y‖m−|α|
< ∞ . (1.2)
Theorem 1.3, our main contribution in this paper, generalizes this result to the case n < p < ∞.
Let us prepare the ingredients that are needed to formulate this theorem. We shall always use the
word “cube” to mean a closed cube in Rn whose sides are parallel to the coordinate axes. Q(c, r)
will denote the cube in Rn centered at c with side length 2r. Given λ > 0 and a cube Q, λQ will
denote the dilation of Q with respect to its center by a factor of λ. (Thus λ Q(c, r) = Q(c, λr).) The
Lebesgue measure of a measurable set A ⊂ Rn will be denoted by |A|.
Let P = {Px : x ∈ E} be a family of polynomials of degree at most m indexed by points of a
given closed subset E of Rn. (Thus Px ∈ Pm(Rn) for every x ∈ E.) Following [16] we refer to P as
a Whitney m-field defined on E.
We say that a function F ∈ Cm(Rn) agrees with the Whitney m-field P = {Px : x ∈ E} on E, if
T mx [F] = Px for each x ∈ E. In that case we also refer to P as the Whitney m-field on E generated
by F or as the m-jet generated by F. We define the Lmp -“norm” of the m-jet P = {Px : x ∈ E} by
‖P‖m,p,E := inf
{
‖F‖Lmp (Rn) : F ∈ L
m
p (Rn), T m−1x [F] = Px for every x ∈ E
}
. (1.3)
We also need the following notion:
Definition 1.2 Let γ ≥ 1 and let A = {{xi, yi} : i ∈ I} be a family of two point subsets of Rn. We
say that the family A is γ-sparse if there exists a collection {Qi : i ∈ I} of pairwise disjoint cubes
in Rn such that
xi, yi ∈ γ Qi and diam Qi ≤ γ‖xi − yi‖ for all i ∈ I. (1.4)
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We can now explicitly formulate the above mentioned main result of this paper.
Theorem 1.3 Let m ∈ N, p ∈ (n,∞), and let E be a closed subset of Rn. There exists an absolute
constant γ ≥ 1 for which the following result holds:
Suppose we are given a family P = {Px : x ∈ E} of polynomials of degree at most m − 1 indexed
by points of E. There exists a Cm−1-function F ∈ Lmp (Rn) such that
T m−1x [F] = Px for every x ∈ E (1.5)
if and only if the following quantity
Nm,p,E(P) := sup

k∑
i=1
∑
|α|≤m−1
|DαPxi(xi) − DαPyi(xi)|p
‖xi − yi‖(m−|α|)p−n

1/p
(1.6)
is finite. Here the supremum is taken over all finite γ-sparse collections {{xi, yi} : i = 1, ..., k} of two
point subsets of E.
Furthermore,
‖P‖m,p,E ∼ Nm,p,E(P) . (1.7)
The constants of equivalence in (1.7) depend only on m, n and p.
We refer to this result as a variational criterion for the traces of Lmp -jets.
The variational criterion describes the structure of the linear space
J(Lmp (Rn))|E := {P = {T m−1x [F] : x ∈ E} : F ∈ Lmp (Rn)}
of all Whitney (m − 1)-fields on E generated by Cm−1-functions belonging to Lmp (Rn). We refer to
the space J(Lmp (Rn))|E as the trace jet-space of Lmp (Rn) to E. The functional ‖ · ‖m,p,E defined above
is a seminorm on J(Lmp (Rn))|E.
When E = Rn we simply write J(Lmp (Rn)) instead of J(Lmp (Rn))|E.
The criterion (1.6) and equivalence (1.7) show which properties of P on E control its almost
optimal extension to a jet generated by a function from Lmp (Rn). At first sight, this criterion seems
to be extremely difficult to check “in practice” even when E is a finite set. The statement of
Theorem 1.3 indicates that this check requires one to verify a very large number of conditions,
a number which is very much larger than the cardinality of E. (It is the number of all γ-sparse
families of two point subsets of E.)
However an examination of our proof for a finite set E shows that, after all, it is only necessary
to deal with just one of these families of two point subsets of E. This is a certain special γ-sparse
family which is constructed by a particular step in the proof. It is enough to examine the behavior
of given field P only on this particular family. Furthermore, this special family of two point subsets
of E generates a certain graph structure on E with rather nice properties.
Definition 1.4 Let γ ≥ 1 and let Γ be a graph whose set of vertices belongs to Rn. The set of edges
of Γ defines a family A of two point subsets of E consisting of all pairs of points which are joined
by an edge. We say that the graph Γ is γ-sparse if the family A defined in this way is γ-sparse, in
the sense of Definition 1.2.
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In other words, Γ is γ-sparse if there exists a family
{Qxy : x, y are vertices of Γ joined by an edge}
of pairwise disjoint cubes Qxy such that x, y ∈ γ Qxy and diam Qxy ≤ γ ‖x − y‖ whenever x and y
are two arbitrary vertices joined by an edge in the graph Γ.
The following theorem provides a refinement of the variational criterion given in Theorem 1.3
for finite subsets of Rn.
Theorem 1.5 Let E be a finite subset of Rn. There exists a constant γ = γ(n) ≥ 1 and a connected
γ-sparse graph ΓE whose set of vertices coincides with E which has the following properties:
(i). The degree of each vertex of ΓE is bounded by a constant C = C(n);
(ii). Let m ∈ N, n < p < ∞, and let P = {Px : x ∈ E} be a Whitney (m − 1)-field on E. Then
‖P‖m,p,E ∼

∑
x,y∈E, x↔
ΓE
y
∑
|α|≤m−1
|DαPx(x) − DαPy(x)|p
‖x − y‖(m−|α|)p−n

1
p
(1.8)
where the first sum is taken over all points x, y ∈ E joined by an edge in the graph ΓE (x ↔
ΓE
y).
The constants in this equivalence depend only on m, n and p.
Remark 1.6 Using some obvious modifications of the proof of Theorem 1.5 we can also obtain
an analogue of (1.8) for p = ∞, namely that the equivalence
‖P‖m,∞,E ∼ sup
x,y∈E, x↔y
∑
|α|≤m−1
|DαPx(x) − DαPy(x)|
‖x − y‖m−|α|
(1.9)
holds, for every finite set E, and every Whitney (m − 1)-field P on E. As the notation indicates,
here the supremum is taken over all points x, y ∈ E joined by an edge in ΓE. The constants in this
equivalence depend only on m, n and p. C.f., (1.2). ⊳
Combining the result of Theorem 1.5 with Theorem 1.3 we obtain the following
Theorem 1.7 Let m ∈ N, p ∈ (n,∞), and let E be a closed subset of Rn. Let γ = γ(n) ≥ 1 and
C = C(n) ≥ 1 be the same as in Theorem 1.5. Then the following result holds:
Suppose we are given a family P = {Px : x ∈ E} of polynomials of degree at most m − 1 indexed
by points of E. There exists a Cm−1-function F ∈ Lmp (Rn) such that T m−1x [F] = Px for every x ∈ E if
and only if the following quantity
N˜m,p,E(P) := sup
Γ

∑
x↔
Γ
y
∑
|α|≤m−1
|DαPx(x) − DαPy(x)|p
‖x − y‖(m−|α|)p−n

1
p
(1.10)
is finite. Here the supremum is taken over all finite connected γ-sparse graphs Γ with vertices in E
and with the degree of each vertex bounded by C. The first sum in (1.10) is taken over all vertices
x, y of a graph Γ joined by an edge in Γ (x ↔
Γ
y).
Furthermore, ‖P‖m,p,E ∼ N˜m,p,E(P) with the constants of equivalence depending only on m, n and
p.
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See Remark 7.8.
The next theorem gives another characterization of Lmp -jets on E expressed in terms of Lp-norms
of certain maximal functions. For each family P = {Px ∈ Pm−1(Rn) : x ∈ E} of polynomials we let
P♯
m,E denote a certain kind of “sharp maximal function” associated with P which is defined by
P♯
m,E(x) := sup
y,z∈E, y,z
|Py(x) − Pz(x)|
‖x − y‖m + ‖x − z‖m
, x ∈ Rn. (1.11)
Theorem 1.8 Let m, p, E and P = {Px ∈ Pm−1(Rn) : x ∈ E} be as in the statement of Theorem 1.3.
Then there exists a Cm−1-function F ∈ Lmp (Rn) such that T m−1x [F] = Px for every x ∈ E if and only
if P♯
m,E ∈ Lp(Rn).
Furthermore,
‖P‖m,p,E ∼ ‖P♯m,E‖Lp(Rn) (1.12)
with the constants in this equivalence depending only on m, n, and p.
Remark 1.9 Let us note two interesting results related to the equivalence (1.12).
First, one can show that (1.12) becomes an equality whenever m = 1 and p = ∞, i.e,
‖P‖1,∞,E = ‖P♯1,E‖L∞(Rn).
This easily follows from the McShane extension theorem [26] which states that every function
f ∈ Lip(E) extends to a function F ∈ Lip(Rn) such that ‖F‖Lip(Rn) = ‖ f ‖Lip(E). (Recall that L1∞(Rn) =
Lip(Rn).)
Secondly, we can express a deep and interesting result proved by Le Gruyer [23] in our notation
here by the formula
‖P‖2,∞,E = 12 ‖P
♯
2,E‖L∞(Rn).
For further results related to the equivence (1.12) for the case m = 1, 2 and p = ∞ we refer the
reader to papers [20, 21, 32] and references therein. ⊳
The case m = 1 merits particular attention. Theorems 1.3 and 1.8 immediately imply the fol-
lowing characterization of the trace space L1p(Rn)|E.
Theorem 1.10 Let p ∈ (n,∞), and let E be a closed subset of Rn. Let f be a function defined on
E. Then the following three statements are equivalent:
(i). f extends to a continuous function F ∈ L1p(Rn);
(ii). The following quantity
Φp,E( f ) := sup

k∑
i=1
| f (xi) − f (yi)|p
‖xi − yi‖p−n

1/p
is finite. Here the supremum is taken over all finite γ-sparse collections {{xi, yi} : i = 1, ..., k} of two
point subsets of E, and γ ≥ 1 is a certain absolute constant;
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(iii). The following quantity
Ψp,E( f ) :=

∫
Rn
sup
y,z∈E, y,z
| f (y) − f (z)|p
‖x − y‖p + ‖x − z‖p
dx

1/p
< ∞ .
Furthermore,
‖ f ‖L1p(Rn)|E ∼ Φp,E( f ) ∼ Ψp,E( f ) (1.13)
where
‖ f ‖L1p(Rn)|E := inf
{
‖F‖L1p(Rn) : F ∈ L
1
p(Rn) ∩C(Rn), F |E = f
}
.
The constants of equivalences in (1.13) depend only on n and p.
As we have mentioned above, the restrictions of L1p(Rn)-functions to subsets of Rn, p > n, have
been studied in [28]. The trace criteria given in part (ii) and (iii) of Theorem 1.10 are improvements
of Theorem 1.1 and Theorem 1.4, part (i), of [28].
Our next result, Theorem 1.11, states that there is a solution to Problem 1.1 which depends
linearly on the initial data, i.e., the families of polynomials {Px ∈ Pm−1(Rn) : x ∈ E}.
Theorem 1.11 For every closed subset E ⊂ Rn and every p > n there exists a continuous linear
operator
F : J(Lmp (Rn))|E → Lmp (Rn)
such that for every Whitney (m− 1)-field P = {Px : x ∈ E} ∈ J(Lmp (Rn))|E the function F (P) agrees
with P on E, i.e.,
T m−1x [F (P)] = Px for every x ∈ E.
Furthermore, the operator norm of F is bounded by a constant depending only on m, n, and p.
Remark 1.12 Actually we show, perhaps surprisingly, that the very same classical linear Whitney
extension operator
FW : J(Cm−1(Rn))|E → Cm−1(Rn) ,
which was introduced in [33] for the spaceJ(Cm−1(Rn))|E of Whitney (m−1)-fields on E generated
by Cm−1-functions, has the properties described in Theorem 1.11. See Remark 1.17.
In fact, this “universality” of the Whitney extension operator for the scale of (m − 1)-jets ge-
nerated by the spaces Lmp (Rn) for all p > n is the consequence of another result which will be
formulated below, namely that it is possible to represent the space Lmp (Rn) as a union (see (1.22)
below) of Cm−1-spaces with certain specific Lipschitz properties of higher partial derivatives of
order m − 1. ⊳
Our results mentioned so far deal only with homogeneous Sobolev spaces. But we also wish
to treat the non-homogeneous (normed) case. We defer doing this to Section 8. There we present
analogues of Theorems 1.3 and 1.11 for spaces of (m − 1)-jets generated by functions from the
normed Sobolev space Wmp (Rn). See Theorems 8.1, 8.2, and 8.12.
1.2. Our approach: Sobolev-Poincare´ inequality and Cm,(d)(Rn)-spaces.
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Let us briefly describe the main ideas of our approach. Let d be a metric on Rn and let Lip(Rn; d)
be the space of functions on Rn satisfying the Lipschitz condition with respect to the metric d.
Lip(Rn; d) is equipped with the standard seminorm
‖F‖Lip(Rn;d) := sup
x,y∈Rn , x,y
|F(x) − F(y)|
d(x, y) .
Definition 1.13 Let Cm,(d)(Rn) be a space of Cm-functions on Rn whose partial derivatives of order
m are Lipschitz continuous on Rn with respect to d. This space is seminormed by
‖F‖Cm,(d)(Rn) :=
∑
|α|=m
‖DαF‖Lip(Rn;d).
The main ingredient of our approach is a representation of the Sobolev space Lmp (Rn), p ∈ (n,∞),
as a union of Cm−1,(d)-spaces where d belongs to a certain family D of metrics on Rn:
Lmp (Rn) =
⋃
d∈D
C m−1,(d)(Rn). (1.14)
See (1.22).
We obtain this representation using a slight modification of the classical Sobolev-Poincare´ in-
equality for Lmp -functions. More specifically, our aim is to reformulate the Sobolev-Poincare´ in-
equality for p > n in the form of a certain Lipschitz condition for partial derivatives of order m − 1
with respect to a certain metric on Rn.
For functions F ∈ Lmp (Rn) it is convenient to use the notation
∇mF(x) :=

∑
|α|=m
(DαF(x))2

1
2
, x ∈ Rn,
so that
‖F‖Lmp (Rn) ∼ ‖∇
mF‖Lp(Rn)
with constants depending only on n,m and p. See (1.1).
We recall a variant of the Sobolev-Poincare´ inequality for Lmp (Rn)-functions which holds when-
ever p > n:
Let q ∈ (n, p) and let F ∈ Lmp (Rn). Then for every cube Q ⊂ Rn, every x, y ∈ Q and every
multiindex β, |β| ≤ m − 1, the following inequality
|DβF(x) − Dβ(T m−1y [F])(x)| ≤ C (diam Q)m−|β|
 1|Q|
∫
Q
(∇mF(u))qdu

1
q
(1.15)
holds. Here C > 0 is a constant depending only on n,m and q. See, e.g. [24], p. 61, or [25], p. 55.
In particular, for every α which satisfies |α| = m − 1,
|DαF(x) − DαF(y)| ≤ C ‖x − y‖
 1|Qxy|
∫
Qxy
(∇mF(u))q du

1
q
, x, y ∈ Rn,
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where
Qxy := Q(x, ‖x − y‖).
Hence
|DαF(x) − DαF(y)| ≤ ‖x − y‖ sup
Q∋x,y
 1|Q|
∫
Q
hq(u) du

1
q
, x, y ∈ Rn, (1.16)
where h = C(n,m, q)‖∇mF‖.
Let h ∈ Lp(Rn) be an arbitrary non-negative function. Inequality (1.16) motivates us to introduce
the function
δq(x, y : h) = ‖x − y‖ sup
Q∋x,y
 1|Q|
∫
Q
hq(u) du

1
q
, x, y ∈ Rn. (1.17)
By (1.16), for each p ∈ (n,∞), q ∈ (n, p), and every F ∈ Lmp (Rn) there exists a non-negative
function h ∈ Lp(Rn) such that ‖h‖Lp(Rn) ≤ C(n, p, q)‖F‖Lmp (Rn) and
|DαF(x) − DαF(y)| ≤ δq(x, y : h) for all α, |α| = m − 1, and x, y ∈ Rn. (1.18)
As we prove below, see Theorem 1.15, the converse statement is also true: Let n < q < p < ∞
and let F be a Cm−1-function on Rn. Suppose that there exists a non-negative function h ∈ Lp(Rn)
such that (1.18) holds. Then F ∈ Lmp (Rn) and ‖F‖Lmp (Rn) ≤ C‖h‖Lp(Rn) with C depending only on
n,m, p and q.
Thus we have an alternative equivalent definition of the homogeneous Sobolev space Lmp (Rn)
in terms of the “Lipschitz-like” conditions (1.18) with respect to the functions δq(h) whenever
h ∈ Lp(Rn).
Of course, these observations lead us to the desired representation (1.14), provided δq(h) is a
metric on Rn.
However, in general, δq(h) is not a metric. Nevertheless, we prove that the geodesic distance
dq(h) associated with the function δq(h) is equivalent to δq(h). Recall that, given x, y ∈ Rn this
distance is defined by the formula
dq(x, y : h) := inf
m−1∑
i=0
δq(xi, xi+1 : h) (1.19)
where the infimum is taken over all finite sequences of points {x0, x1, ..., xm} in Rn such that x0 = x
and xm = y. In Section 2 we prove the following
Theorem 1.14 Let n ≤ q < ∞ and let h ∈ Lq,loc(Rn) be a non-negative function. Then for every
x, y ∈ Rn the following inequality
dq(x, y : h) ≤ δq(x, y : h) ≤ 16 dq(x, y : h) (1.20)
holds.
This leads us to the following result which enables us to explicitly describe the family of metrics
D which provides the representation in (1.14).
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Theorem 1.15 Let m ∈ N and let n < q < p < ∞. A Cm−1-function F belongs to Lmp (Rn) if and
only if there exists a non-negative function h ∈ Lp(Rn) such that for every multiindex α, |α| = m−1,
and every x, y ∈ Rn the following inequality
|DαF(x) − DαF(y)| ≤ dq(x, y : h) (1.21)
holds. Furthermore,
‖F‖Lmp (Rn) ∼ inf ‖h‖Lp(Rn).
The constants of this equivalence depend only on m, n, q, and p.
We prove this theorem in Section 2. By this result, for each p ∈ (n,∞) and each q ∈ (n, p), the
space Lmp (Rn) can be represented in the form
Lmp (Rn) =
⋃
d∈Dp,q(Rn)
C m−1,(d)(Rn) (1.22)
where
Dp,q(Rn) := {dq(h) : h ∈ Lp(Rn), h ≥ 0}. (1.23)
In particular, this implies the following representation of the space L1p(Rn):
L1p(Rn) =
⋃
d∈Dp,q(Rn)
Lip(Rn; d) .
Representation (1.22) motivates us to study an analog of Problem 1.1 for the spaces Cm,(d)(Rn)
whenever d ∈ Dp,q(Rn). The following theorem provides a solution to this problem.
Theorem 1.16 Let n < q < p < ∞, m ∈ N, and let d ∈ Dp,q(Rn). Let
P = {Px ∈ Pm(Rn) : x ∈ E}
be a Whitney m-field defined on a closed set E ⊂ Rn. There exists a function F ∈ Cm,(d)(Rn) which
agrees with P on E if and only if the following quantity
Lm,d(P) := sup
x,y∈E, x,y
∑
|α|≤m
|DαPx(x) − DαPy(x)|
‖x − y‖m−|α| d(x, y)
is finite. Furthermore,
Lm,d(P) ∼ inf
{
‖F‖Cm,(d)(Rn) : F ∈ Cm,(d)(Rn), F agrees with P on E
}
(1.24)
with constants of equivalence depending only on n, p, q, and m.
Remark 1.17 When d is the Euclidean metric this result of course coincides with the Whitney-
Glaeser extension theorem. See (1.2).
Theorem 1.16 is also well-known for the space Cm,ω(Rn) := Cm,(dω)(Rn) where
dω(x, y) = ω(‖x − y‖), x, y ∈ Rn,
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and ω is a concave non-decreasing continuous function on [0,∞) such that ω(0) = 0. See [31],
Ch. 6, §2.2.3 and §4.6.
We refer to any function ω with these properties as a “modulus of continuity”, and we let MC
denote the family of all “moduli of continuity”. It should be noted that, for each ω ∈ MC, the
metric space (Rn, dω) is known in the literature as the metric transform of Rn by ω or the ω-metric
transform of Rn.
In [31] it is shown that the classical Whitney extension operator FW constructed in [33] maps
the space T (Cm,ω(Rn))|E into the space Cm,ω(Rn) in such a way that, for every Whitney m-field
P = {Px ∈ Pm(Rn) : x ∈ E}
belonging to T (Cm,ω(Rn))|E, the function FW(P) agrees with P. Furthermore, the operator norm of
FW satisfies the inequality
‖FW‖ ≤ C(n,m).
We prove that the same statement is true for an arbitrary metric d ∈ Dp,q(Rn). Our proof
of this property of FW mainly follows the classical scheme used in [31] for the metric dω with
ω ∈ MC. As we show below, see Proposition 2.2, the fact that the proofs of Theorem 1.16 for dω
and for arbitrary d ∈ Dp,q(Rn) are similar to each other can be explained by the following important
property of metrics in Dp,q(Rn): for each d ∈ Dp,q(Rn) there exists a mapping Rn ∋ x 7→ ωx ∈ MC
such that
d(x, y) ∼ ωx(‖x − y‖) , x, y ∈ Rn, (1.25)
with constants of equivalence depending only on n, p, and q. This equivalence motivates us to refer
to the metric space (Rn, d) as a variable metric transform of Rn.
Property (1.25) and the representation (1.14) also explain the above-mentioned phenomenon of
the universality of the Whitney extension operator for the scale of Lmp (Rn)-spaces when p > n. See
Remark 2.3. ⊳
The proof of Theorem 1.8 is given in Section 5. It is a consequence of Theorem 1.16 and the
representation (1.14).
Theorem 1.3 is proven in Sections 6 and 7. The difficult part of its proof is the sufficiency, which
relies on a modification of the Whitney extension method [33] used in the author’s paper [29]. The
main feature of that modification is that, instead of treating each Whitney cube separately, as is
done in the original extension method in [33], we deal simultaneously with all members of certain
families of Whitney cubes. We refer to these families of Whitney cubes as lacunae. See Section 6.
Finally, direct calculations of the Lmp -norm of the extension obtained by the lacunary extension
method lead us to criterion (1.6) whiich proves the sufficiency part of Theorem 1.3.
Acknowledgements. I am very thankful to M. Cwikel for useful suggestions and remarks.
The results of this paper were presented at the “Whitney Problems Workshop” in Luminy,
France, October 2015. I am very grateful to all participants of this conference for stimulating
discussions and valuable advice.
I am also pleased to thank P. Hajłasz who kindly drew my attention to several important papers
and results related to Theorems 1.14 and 1.15.
11
2. Metrics on Rn generated by the Sobolev-Poincare´ inequality.
Let us fix additional notation. Throughout the paper γ, γ1, γ2..., and C,C1,C2, ... will be generic
positive constants which depend only on parameters determining function spaces (m, n, p, q, etc).
These constants can change even in a single string of estimates. The dependence of a constant on
certain parameters is expressed, for example, by the notation C = C(n, p, q). We write A ∼ B if
there is a constant C ≥ 1 such that A/C ≤ B ≤ CA.
Given x = (x1, x2, ..., xn) ∈ Rn by ‖x‖ := max{|x1|, |x2|, ..., |xn|} we denote the uniform norm in
Rn. Let A, B ⊂ Rn. We put diam A := sup{‖a − a′‖ : a, a′ ∈ A} and
dist(A, B) := inf{‖a − b‖ : a ∈ A, b ∈ B}.
For x ∈ Rn we also set dist(x, A) := dist({x}, A). We put dist(A, B) = +∞ and dist(x, B) = +∞
whenever B = ∅. For each pair of points z1 and z2 in Rn we let (z1, z2) denote the open line segment
joining them. Given a cube Q in Rn by cQ we denote its center, and by rQ a half of its side length.
(Thus Q = Q(cQ, rQ).)
Finally, given a function g ∈ L1,loc(Rn) we let M[g] denote its Hardy-Littlewood maximal func-
tion:
M[g](x) := sup
Q∋x
1
|Q|
∫
Q
|g|dx, x ∈ Rn.
Here the supremum is taken over all cubes Q in Rn containing x.
2.1. The geodesic distance dq(h): a proof of Theorem 1.14.
Clearly, by definition (1.19), dq(x, y : h) ≤ δq(x, y : h). Prove that
δq(x, y : h) ≤ 16 dq(x, y : h). (2.1)
Let w be a weight on Rn, i.e., a non-negative locally integrable function. Let q > 0 and let
ϕq(w) : Rn × Rn → R+ be a function defined by the formula
ϕq(x, y : w) := ‖x − y‖ sup
Q∋x,y
 1|Q|
∫
Q
w(u) du

1
q
, x, y ∈ Rn. (2.2)
Proposition 2.1 Let n ≤ q < ∞. Then for every x, y ∈ Rn and every finite family of points
x0 = x, x1, ...xm−1, xm = y in Rn the following inequality
ϕq(x, y : w) ≤ 16
m−1∑
i=0
ϕq(xi, xi+1 : w) (2.3)
holds.
Proof. Let K be an arbitrary cube in Rn and let x, y ∈ K. Prove that
‖x − y‖
 1|K|
∫
K
w(u) du

1
q
≤ 16
m−1∑
i=0
ϕq(xi, xi+1 : w). (2.4)
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Let
Q˜ = Q(x, 2‖x − y‖) = 2 Qxy.
Consider two cases.
The first case. Suppose that there exists j ∈ {0, ...,m − 1} such that x j ∈ 2 Qxy, but
x j+1 < 4 Qxy.
Hence ‖x − x j‖ ≤ 2‖x − y‖ and ‖x − x j+1‖ ≥ 4‖x − y‖ so that
‖xi − x j+1‖ ≥ 2‖x − y‖. (2.5)
Since x, y ∈ K, we have diam K ≥ ‖x − y‖ which easily implies the inclusion
2 Qxy ⊂ 5K. (2.6)
Hence x j ∈ 2 Qxy ⊂ 5K.
Consider the following two subcases. First let us assume that
x j+1 ∈ 8K.
Since x j ∈ 2 Qxy ⊂ 5K, we have x j, x j+1 ∈ 8K. Hence, by (2.5) and definition (2.2) of ϕq, we obtain
‖x − y‖
 1|K|
∫
K
w(u)du

1
q
≤ ‖x j − x j+1‖
 1|K|
∫
K
w(u)du

1
q
≤ 8
n
q ‖x j − x j+1‖
 1|8K|
∫
8K
w(u)du

1
q
≤ 8
n
qϕq(x j, x j+1 : w).
Since n ≤ q, we have
‖x − y‖
 1|K|
∫
K
w(u)du

1
q
≤ 8ϕq(x j, x j+1 : w)
proving (2.4) in the case under consideration.
Now consider the second subcase where
x j+1 < 8K.
Since x j ∈ 5K, we conclude that ‖x j − x j+1‖ ≥ 3rK.
Let Q := Q(x j, 2‖x j − x j+1‖). Since x j ∈ 5K, for every z ∈ K we have
‖x j − z‖ ≤ ‖x j − cK‖ + ‖cK − z‖ ≤ 5rK + rK = 6rK ≤ 2‖x j − x j+1‖ = rQ
proving that Q ⊃ K. Clearly, rK ≤ rQ and Q ∋ x j, x j+1.
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Hence
‖x − y‖
 1|K|
∫
K
w(u) du

1
q
= 2
n
q ‖x − y‖r
− nq
K

∫
K
w(u) du

1
q
≤ 2
n
q ‖x − y‖r
− nq
K

∫
Q
w(u) du

1
q
.
Since x, y ∈ K, we have ‖x − y‖ ≤ diam K = 2rK. Combining this with inequality rK ≤ rQ , we
obtain
‖x − y‖
 1|K|
∫
K
w(u) du

1
q
≤ 2
n
q+1r
1− nq
K

∫
Q
w(u) du

1
q
≤ 2
n
q+1r
1− nq
Q

∫
Q
w(u) du

1
q
= 2
2n
q +1rQ
 1|Q|
∫
Q
w(u) du

1
q
.
Since rQ = 2 ‖x j − x j+1‖ and nq ≤ 1, we have
‖x − y‖
 1|K|
∫
K
w(u) du

1
q
≤ 24‖x j − x j+1‖
 1|Q|
∫
Q
w(u) du

1
q
.
But x j, x j+1 ∈ Q so that, by definition (2.3),
‖x − y‖
 1|K|
∫
K
w(u) du

1
q
≤ 24ϕq(x j, x j+1 : w)
proving (2.4).
The second case. Suppose that the assumption of the first case is not satisfied, i.e., for each
i ∈ {0, ...,m − 1} such that xi ∈ 2 Qxy we have xi+1 ∈ 4 Qxy.
Let us define a number j ∈ {0, 1, ...,m − 1} as follows. If
{x0, x1, ..., xm} ⊂ 2 Qxy,
we put j = m − 1. If
{x0, x1, ..., xm} * 2 Qxy,
then there exists j ∈ 0, 1, ...,m − 1, such that
{x0, x1, ..., x j} ⊂ 2 Qxy but x j+1 < 2 Qxy.
Note that, by the assumption, x j+1 ∈ 4 Qxy.
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Prove that
‖x − y‖
 1|K|
∫
K
w(u) du

1
q
≤ 16
j∑
i=0
ϕq(xi, xi+1 : w).
In fact, since x j+1 < 2 Qxy = Q(x, 2‖x − y‖) we have
‖x0 − x j+1‖ = ‖x − x j+1‖ ≥ 2‖x − y‖
so that
j∑
i=0
‖xi − xi+1‖ ≥ ‖x0 − x j+1‖ ≥ 2 ‖x − y‖. (2.7)
Recall that, by (2.6), 2 Qxy ⊂ 5K so that 10K ⊃ 4 Qxy. Hence
x0, x1, ..., x j, x j+1 ∈ 10K. (2.8)
By (2.7),
‖x − y‖
 1|K|
∫
K
w(u) du

1
q
≤
1
2

j∑
i=0
‖xi − xi+1‖

 1|K|
∫
K
w(u) du

1
q
≤
(10) nq
2

j∑
i=0
‖xi − xi+1‖

 1|10K|
∫
10K
w(u) du

1
q
.
Since 10
n
q ≤ 10, we obtain
‖x − y‖
 1|K|
∫
K
w(u) du

1
q
≤ 5

j∑
i=0
‖xi − xi+1‖

 1|10K|
∫
10K
w(u) du

1
q
.
But, by (2.8), xi, xi+1 ∈ 10K for every 0 ≤ i ≤ j, so that
‖xi − xi+1‖
 1|10K|
∫
10K
w(u) du

1
q
≤ ϕq(xi, xi+1 : w).
Hence
‖x − y‖
 1|K|
∫
K
w(u) du

1
q
≤ 5
j∑
i=0
ϕq(xi, xi+1 : w) ≤ 5
m−1∑
i=0
ϕq(xi, xi+1 : w)
proving inequality (2.4).
Thus (2.4) is proven for an arbitrary family of points x0 = x, x1, ..., xm = y in Rn. Taking
the supremum in this inequality over all cubes K ∋ x, y, we finally obtain the statement of the
proposition. 
Clearly, applying this proposition to w := hq we obtain the required inequality (2.1). The proof
of Theorem 1.14 is complete. 
2.2. Variable metric transforms.
In this subsection we present several important properties of metrics from the family Dp,q(Rn).
See (1.23).
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Proposition 2.2 Let n ≤ q ≤ p < ∞ and let a metric d ∈ Dp,q(Rn). Then:
(a). There exists a mapping Rn ∈ x → ωx ∈ MC such that
1
2
d(x, y) ≤ ωx(‖x − y‖) ≤ 32 d(x, y) for every x, y ∈ Rn; (2.9)
(b). Let x, y, z ∈ Rn and let λ ≥ 1 be a constant such that ‖y − z‖ ≤ λ‖x − z‖. Then
d(y, z) ≤ 32 λ d(x, z) (2.10)
and
d(x, z)
‖x − z‖
≤ 32λ d(y, z)
‖y − z‖
; (2.11)
(c). For every x, y ∈ Rn and z ∈ (x, y) the following inequality
d(x, z) + d(y, z) ≤ 64 d(x, y)
holds.
Proof. (a). Since d ∈ Dp,q(Rn), there exists a non-negative function h ∈ Lp(Rn) such that
d = dq(h). Given x ∈ Rn we let vx denote a function on R+ defined by the formula
vx(t) := t sup
s≥t
 1|Q(x, s)|
∫
Q(x,s)
hq(u) du

1
q
, t ≥ 0. (2.12)
Prove that d(x, y) ∼ vx(‖x − y‖). In fact, since y ∈ Q(x, s) whenever s ≥ ‖x − y‖, by (1.17),
vx(‖x − y‖) ≤ δq(x, y : h).
On the other hand, for every cube Q = Q(a, r) ∋ x, y we have diam Q = 2r ≥ ‖x − y‖. Further-
more, Q(a, r) ⊂ Q˜ = Q(x, 2r) and |Q˜| = 2n|Q|. Hence
‖x − y‖
 1|Q|
∫
Q
hq(u) du

1
q
≤ 2
n
q ‖x − y‖
 1|Q˜|
∫
Q˜
hq(u) du

1
q
≤ 2vx(‖x − y‖)
proving that δq(x, y : h) ≤ 2vx(‖x − y‖).
Combining these inequalities with inequality (1.20) of Theorem 1.14, we obtain:
1
2
d(x, y) ≤ vx(‖x − y‖) ≤ 16 d(x, y). (2.13)
Prove that vx is equivalent to a “modulus of continuity” ωx ∈ MC. Clearly, by (2.12), the
function vx(t)/t is non-increasing. Let us show that vx is a non-decreasing function.
Let 0 ≤ t1 ≤ t2. Then vx(t1) = max{I1, I2} where
I1 := t1 sup
s≥t2
 1|Q(x, s)|
∫
Q(x,s)
hq(u) du

1
q
and I2 := t1 sup
t1≤s<t2
 1|Q(x, s)|
∫
Q(x,s)
hq(u) du

1
q
.
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Since t1 ≤ t2, by (2.12), I1 ≤ vx(t2). On the other hand,
I2 ≤ t1
 1|Q(x, t1)|
∫
Q(x,t2)
hq(u) du

1
q
= 2−
n
q t
1− nq
1

∫
Q(x,t2)
hq(u) du

1
q
.
Hence
I2 ≤ 2−
n
q t
1− nq
2

∫
Q(x,t2)
hq(u) du

1
q
= t2
 1|Q(x, t2)|
∫
Q(x,t2)
hq(u) du

1
q
≤ vx(t2)
so that
vx(t1) = max{I1, I2} ≤ vx(t2).
Let ωx be the least concave majorant of vx. Since vx and t/vx(t) are non-decreasing, for every
t > 0 the following inequality
vx(t) ≤ ωx(t) ≤ 2vx(t)
holds. Combining this inequality with (2.13) we obtain the required inequality (2.9).
(b). In part (a) we have proved that for each z ∈ Rn the functions vz is non-decreasing and the
function vz(t)/t is non-increasing. Hence vz(λt) ≤ λvz(t) provided λ ≥ 1. Therefore, by (2.13),
d(y, z) ≤ 2vz(‖y − z‖) ≤ 2vz(λ‖x − z‖) ≤ 2λvz(‖x − z‖) ≤ 32 λd(x, z)
proving (2.10). On the other hand, by the first inequality in (2.13),
d(x, z)
‖x − z‖
≤
2vz(‖x − z‖)
‖x − z‖
≤ 2λ
vz(‖y − z‖/λ)
‖y − z‖
≤ 2λ
vz(‖y − z‖)
‖y − z‖
so that, by the second inequality in (2.13),
d(x, z)
‖x − z‖
≤ 32λ d(y, z)
‖y − z‖
proving (2.11).
(c). Since z ∈ (x, y), we have ‖y − z‖, ‖x − z‖ ≤ ‖x − y‖ so that by part (b)
d(x, z) ≤ 32 d(x, y) and d(y, z) ≤ 32 d(x, y)
proving the statement (c) and the proposition. 
Remark 2.3 Equivalence (2.9) motivates us to refer to the metric space (Rn, d) where d ∈ Dp,q(Rn)
as a variable metric transform of Rn; see Remark 1.17. This equivalence shows that given x ∈ Rn
the local behavior of the metric d is similar to the behaviour of a certain regular metric transform
dωx := ωx(‖ · ‖) where ωx ∈ MC is a “modulus of continuity”. The function ωx varies from point to
point, and this is the main difference between a regular metric transform (where ωx is “constant”,
i.e., the same “modulus of continuity” ω for all x ∈ Rn) and a variable metric transform.
Nevertheless, in spite of ωx changes, the metric d ∈ Dp,q(Rn) preserves several important pro-
perties of regular metric transforms.
For instance, let E ⊂ Rn be a closed set and let x ∈ Rn \ E. Let x˜ ∈ E be an almost nearest point
to x on E with respect to the Euclidean distance, i.e., ‖x − x˜‖ ∼ dist(x, E). Then x˜ is an almost
nearest to x point with respect to the variable majorant d as well.
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Another example is the standard Whitney covering of Rn \ E by a family of Whitney’s cubes.
See, e.g. [31]. It is well known that this covering is universal with respect to the family
MT = {(Rn, dω), ω ∈ MC}
of all metric transforms, i.e., it provides an almost optimal Whitney type extension construction
for the family of Lipschitz spaces with respect to metric transforms. As we shall see below, the
same property also holds for variable metric transforms.
Thus there exists a more or less complete analogy between extension methods for regular and
variable metric transforms. In the next sections we present several applications of this approach to
extensions of jets generated by Sobolev functions. ⊳
3. Sobolev Lmp -space as a union of Cm−1,(d)-spaces.
In this subsection we prove Theorem 1.15.
(Necessity). The necessity part directly follows from inequality (1.18) and inequality (1.20) with
h = C(n, p, q) ‖∇mF‖.
(Sufficiency). Let F be a Cm−1-function. Suppose there exists a non-negative function h ∈ Lp(Rn)
such that inequality (1.21) holds for every multiindex α, |α| = m − 1. Prove that F ∈ Lmp (Rn) and
‖F‖Lmp (Rn) ≤ C(n, p, q)‖h‖Lp(Rn).
Our proof relies on a result of Caldero´n [7] which characterizes Sobolev functions in terms of
certain sharp maximal functions. See also [8]. Let us recall this characterization of Sobolev spaces.
Given a cube Q ⊂ Rn and a function f ∈ Lq(Q), 0 < q ≤ ∞, we let Em( f ; Q)Lq denote the
normalized local best approximation of f on Q in Lq-norm by polynomials of degree at most
m − 1. More explicitly, we define
Em( f ; Q)Lq := infP∈Pm−1(Rn)
 1|Q|
∫
Q
| f − P|q dx

1
q
.
Given a locally integrable function f on Rn, we define its sharp maximal function f ♯m by letting
f ♯m(x) := sup
r>0
r−m Em( f ; Q(x, r))L1 .
Caldero´n [7] proved that a locally integrable function f ∈ Lmp (Rn), 1 < p < ∞, if and only if f ♯m
is in Lp(Rn). Furthermore, the following equivalence
‖ f ‖Lmp (Rn) ∼ ‖ f ♯m‖Lp(Rn) (3.1)
holds with constants depending only on n,m and p.
Let us show that F♯m ∈ Lp(Rn). Our proof of this fact relies on series of auxiliary lemmas. To
formulate the first of them we introduce the following notion.
We say that a metric d on Rn is pseudoconvex if there exists a constant λd ≥ 1 such that for every
x, y, z ∈ Rn, z ∈ (x, y), the following inequality
d(x, z) + d(z, y) ≤ λd d(x, y) (3.2)
holds.
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Lemma 3.1 Let d be a pseudoconvex metric on Rn. Then for every F ∈ Cm,(d)(Rn) and every
multiindex β with |β| ≤ m the following inequality
|DβF(x) − Dβ
(
T my [F]
)
(x)| ≤ C‖F‖Cm,(d)(Rn)‖x − y‖m−|β|d(x, y), x, y ∈ Rn,
holds. Here C = C(m, λd).
Proof. For |β| = m the lemma follows from Definition 1.13, so we can assume that |β| < m.
Our proof for this case relies on the following well known identity: Let m > 0 and let F be a
Cm-function on Rn. Then for every x, y ∈ Rn the following equality
F(x) = T my [F](x) + m
∑
|α|=m
1
α!(x − y)
α
∫ 1
0
(1 − t)m−1(DαF(x + t(x − y)) − DαF(y))dt
holds.
Let us apply this identity to DβF. We obtain
DβF(x) = T m−|β|y [DβF](x) + (m − |β|)
∑
|α|=m−|β|
1
α! (x − y)
α
·
∫ 1
0
(1 − t)m−|β|−1
{
Dα(DβF)(x + t(x − y)) − Dα(DβF)(y)
}
dt .
Since
T m−|β|y [DβF](x) = Dβ
(
T my [F]
)
(x) for every x, y ∈ Rn,
we have
DβF(x) − Dβ(T my [F])(x) = (m − |β|)
∑
|α|=m−|β|
1
α! (x − y)
α
·
∫ 1
0
(1 − t)m−|β|−1
{
Dα+βF(x + t(x − y)) − Dα+βF(y)
}
dt.
Hence
|DβF(x) − Dβ(T my [F])(x)| ≤ m
∑
|α|+|β|=m
‖x − y‖|α| sup
z∈[x,y]
|Dα+βF)(z) − Dα+βF)(y)|.
Combining this inequality with Definition 1.13 we obtain
|DβF(x) − Dβ(T my [F])(x)| ≤ m‖x − y‖m−|β|‖F‖Cm,(d)(Rn) sup
z∈[x,y]
d(z, y).
Since d is pseudoconvex, by (3.2),
|DβF(x) − Dβ(T my [F])(x)| ≤ λd m ‖x − y‖m−|β| ‖F‖Cm,(d)(Rn) d(x, y)
proving the lemma. 
Let us apply this result to metrics from the familyDp,q(Rn) whenever q ∈ (n, p), see (1.23). Note
that, by part (c) of Proposition 2.2, every metric d ∈ Dp,q(Rn) is pseudoconvex. This property of d
and Lemma 3.1 imply the following
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Proposition 3.2 Let d ∈ Dp,q(Rn) where q ∈ (n, p). Then for every F ∈ Cm,(d)(Rn), every x, y ∈ Rn
and every β, |β| ≤ m, the following inequality
|DβF(x) − Dβ(T my [F])(x)| ≤ C‖F‖Cm,(d)(Rn)‖x − y‖m−|β|d(x, y)
holds. Here C = C(m, n, q, p).
We are in a position to finish the proof of the sufficiency part of Theorem 1.15. First recall that,
by (1.21), for every α, |α| = m − 1,
|DαF(x) − DαF(y)| ≤ d(x, y), x, y ∈ Rn,
where d = dq(h). Thus, by Definition 1.13,
F ∈ C m−1,(d)(Rn) and ‖F‖C m−1,(d)(Rn) ≤ C(m, n).
Furthermore, since h ≥ 0 and h ∈ Lp(Rn), the metric d ∈ Dp,q(Rn), see (1.23), so that, by Proposi-
tion 3.2, for every x, y ∈ Rn the following inequality
|F(x) − (T my [F])(x)| ≤ C‖x − y‖m−1 d(x, y)
holds. Here C = C(m, n, q, p).
Hence, by Theorem 1.14 and definition (1.17),
|F(x) − (T my [F])(x)| ≤ C‖x − y‖m sup
Q∋x,y
 1|Q|
∫
Q
hq(u) du

1
q
, x, y ∈ Rn,
which leads to the following inequality
|F(x) − (T my [F])(x)| ≤ C‖x − y‖m (M[hq])
1
q (y), y ∈ Rn.
Let Q = Q(y, r) be a cube in Rn centered in y. Then, by the latter inequality, for every y ∈ Rn,
sup
Q
|F − T my [F]| ≤ C rm (M[hq])
1
q (y),
so that
r−mEm(F; Q)L1 = r−m infP∈Pm−1(Rn)
1
|Q|
∫
Q
|F − P| du ≤ r−m 1
|Q|
∫
Q
|F − T my [F]| du
≤ C (M[hq]) 1q (y).
Hence
F♯m(y) = sup
r>0
r−mEm(F; Q(y, r))L1 ≤ C (M[hq])
1
q (y).
Since p > q, by the Hardy-Littlewood maximal theorem,
‖F♯m‖Lp(Rn) ≤ C

∫
Rn
M[hq] pq du

1
p
≤ C

∫
Rn
(hq) pq du

1
p
= C ‖h‖Lp(Rn),
so that, by (3.1), F ∈ Lmp (Rn) and ‖F‖Lmp (Rn) ≤ C‖h‖Lp(Rn).
The proof of Theorem 1.15 is complete. 
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4. Extensions of jets generated by Cm,(d)(Rn)-functions.
In this section we prove Theorem 1.16.
Necessity. Suppose that there exists a function F ∈ Cm,(d)(Rn) which agrees with the Whitney
m-field P = {Px ∈ Pm(Rn) : x ∈ E}, i.e., T mx [F] = Px for every x ∈ E. Then, by Proposition 3.2,
Lm,d(P) :=
∑
|α|≤m
sup
x,y∈E, x,y
|DαPx(x) − DαPy(x)|
‖x − y‖m−|α| d(x, y) ≤ C ‖F‖Cm,(d)(Rn)
where C = C(m, n, p, q). This proves the necessity and the inequality
Lm,d(P) ≤ C inf
{
‖F‖Cm,(d)(Rn) : F ∈ Cm,(d)(Rn), F agrees with P on E
}
.
(Sufficiency.) Let P = {Px ∈ Pm(Rn) : x ∈ E} be a Whitney m-field on E and let λ := Lm,d(P).
Suppose that λ < ∞. Thus for every multiindex α, |α| ≤ m, and every x, y ∈ E the following
inequality
|DαPx(x) − DαPy(x)| ≤ ‖x − y‖m−|α| d(x, y) λ (4.1)
holds.
Prove the existence of a function F ∈ Cm,(d)(Rn) such that T mx [F] = Px for every x ∈ E, and
‖F‖Cm,(d)(Rn) ≤ C λ where C is a positive constant depending only on m, n, p, and q.
We construct F with the help of a slight modification of the classical Whitney extension method
which we present below.
Since E is a closed set, the set Rn \ E is open so that it admits a Whitney covering by a family
WE of non-overlapping cubes. See, e.g. [31], or [19]. These cubes have the following properties:
(i). Rn \ E = ∪{Q : Q ∈ WE};
(ii). For every cube Q ∈ WE we have
diam Q ≤ dist(Q, E) ≤ 4 diam Q. (4.2)
We are also needed certain additional properties of Whitney’s cubes which we present in the next
lemma. These properties easily follow from constructions of the Whitney covering given in [31]
and [19].
Given a cube Q ⊂ Rn let Q∗ := 98 Q.
Lemma 4.1 (1). If Q, K ∈ WE and Q∗ ∩ K∗ , ∅, then
1
4
diam Q ≤ diam K ≤ 4 diam Q ;
(2). For every K ∈ WE there are at most N = N(n) cubes from the family W∗E := {Q∗ : Q ∈ WE}
which intersect K∗;
(3). If Q, K ∈ WE, then Q∗ ∩ K∗ , ∅ if and only if Q ∩ K , ∅.
Let ΦE := {ϕQ : Q ∈ WE} be a smooth partition of unity subordinated to the Whitney decompo-
sition WE. Recall the main properties of this partition.
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Lemma 4.2 The family of functions ΦE has the following properties:
(a). ϕQ ∈ C∞(Rn) and 0 ≤ ϕQ ≤ 1 for every Q ∈ WE;
(b). suppϕQ ⊂ Q∗(:= 98 Q), Q ∈ WE;
(c).
∑
{ϕQ(x) : Q ∈ WE} = 1 for every x ∈ Rn \ S ;
(d). For every cube Q ∈ WE, every x ∈ Rn and every multiindex β, |β| ≤ m, the following
inequality
|DβϕQ(x)| ≤ C(n,m) (diam Q)−|β|
holds.
Let θ ≥ 1 be a constant. Let Q ∈ WE be a Whitney cube and let A ∈ E be a point such that
dist(A, Q) ≤ θ dist(Q, E). (4.3)
We refer to A as a θ-nearest point to the cube Q.
Clearly, a point A ∈ E is a nearest point to Q on E if and only if A is a 1-nearest point to Q. Also
it can be readily seen that
A ∈ (8θ + 1) Q (4.4)
provided A ∈ E is a θ-nearest point to a Whitney cube Q ∈ WE. Conversely, if A ∈ (γQ)∩E where
Q ∈ WE and γ > 0 is a constant, then
A is a γ + 1
2
− nearest point to Q. (4.5)
Suppose that to every cube Q ∈ WE we have assigned a θ-nearest point AQ,θ ∈ E. For the sake
of brevity we denote this point by aQ; thus aQ = AQ,θ. In particular, by (4.3) and (4.4),
dist(aQ, Q) ≤ θ dist(Q, E) and aQ ∈ (8θ + 1) Q for every Q ∈ WE. (4.6)
By P(Q) we denote the polynomial PaQ . Finally, we define the extension F by the Whitney
extension formula:
F(x) :=

Px(x), x ∈ E,∑
Q∈WE
ϕQ(x)P(Q)(x), x ∈ Rn \ E. (4.7)
Let us note that the metric d is continuous with respect to the Euclidean distance, i.e., for every
x ∈ Rn
d(x, y) → 0 as ‖x − y‖ → 0. (4.8)
In fact, since d ∈ Dp,q(Rn), by definition (1.23), d = dq(h) for some non-negative function
h ∈ Lp(Rn). Then, by Theorem 1.14,
d(x, y) ∼ δq(x, y : h) = ‖x − y‖ sup
Q∋x,y
 1|Q|
∫
Q
hq(u) du

1
q
.
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Since n ≤ q, h ∈ Lq,loc(Rn) and diam Qxy = 2 ‖x − y‖ → 0 as ‖x − y‖ → 0, we have d(x, y) → 0
proving (4.8).
Clearly, if a cube Q ∋ x, y, then |Q| ≥ ‖x − y‖n. (Recall that we measure the distance in the
uniform metric.) Since n < q < p, we obtain
d(x, y) ≤ C ‖x − y‖ sup
Q∋x,y
 1|Q|
∫
Q
hq(u) du

1
q
≤ C ‖x − y‖ sup
Q∋x,y
 1|Q|
∫
Q
hp(u) du

1
p
≤ C ‖x − y‖ ‖x − y‖−
n
p ‖h‖Lp(Rn) = C ‖x − y‖
1− np ‖h‖Lp(Rn) → 0
as ‖x − y‖ → 0.
Hence, by (4.1), for every multiindex β, |β| ≤ m, we have
DβPx(x) − DβPy(x) = o(‖x − y‖m−|β|), x, y ∈ E,
so that the m-jet P = {Px ∈ Pm(Rn) : x ∈ E} satisfies the hypothesis of the Whitney extension
theorem [33]. In this paper Whitney proved that, whenever θ = 1 (i.e., aQ is a point nearest to Q
on E) the extension F : Rn → R defined by formula (4.7) is a Cm-function which agrees with the
Whitney m-field P, i.e.,
DβF(x) = DβPx(x) for every x ∈ E and every β, |β| ≤ m. (4.9)
Stein [31], p. 172, noticed that the approach suggested by Whitney in [33] works for any map-
ping
WE ∋ Q 7→ aQ ∈ E
provided aQ is a θ-nearest point to Q ∈ WE. In particular, the property (4.9) holds for such a choice
of the point aQ.
Prove that ‖F‖Cm,(d)(Rn) ≤ Cλ, i.e., for every multiindex α, |α| = m, and every x, y ∈ Rn the
following inequality
|DαF(x) − DαF(y)| ≤ Cλ d(x, y) (4.10)
holds. Here C = C(m, n, p, θ).
Consider four cases.
The first case: x, y ∈ E. Since Py ∈ Pm(Rn), for every multiindex α of order m the function DαPy
is a constant function. In particular, DαPy(x) = DαPy(y). Hence, by (4.9),
|DαF(x) − DαF(y)| = |DαPx(x) − DαPy(y)| = |DαPx(x) − DαPy(x)|
so that, by (4.1),
|DαF(x) − DαF(y)| ≤ λ d(x, y)
proving (4.10) in the case under consideration.
The second case: x ∈ E, y ∈ Rn \ E. Given a Whitney cube K ∈ WE let
T (K) := {Q ∈ WE : Q ∩ K , ∅} (4.11)
be a family of all Whitney cubes touching K.
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Lemma 4.3 Let K ∈ WE be a Whitney cube and let y ∈ K∗ = 98 K. Then for every multiindex α thefollowing inequality
|DαF(y) − DαPaK (y)| ≤ C
∑
Q∈T (K)
∑
|ξ|≤m
(diam K)|ξ|−|α| |DξPaQ(aK) − DξPaK (aK)|
holds. Here C is a constant depending only on n,m, α and θ.
Proof. Note that, by part (2) of Lemma 4.1, #T (K) ≤ N(n), and, by part (3) of this lemma,
T (K) = {Q ∈ WE : Q∗ ∩ K∗ , ∅}.
Recall that P(Q) = PaQ and aQ ∈ 9Q for every Q ∈ WE. Let us estimate the quantity
I := |DαF(y) − DαPaK (y)|.
By formula (4.7) and by part (c) of Lemma 4.1,
F(y) − PaK (y) =
∑
Q∈WE
ϕQ(y)(P(Q)(y) − PaK (y))
so that, by part (b) of Lemma 4.1 and by definition (4.11),
F(y) − PaK (y) =
∑
Q∈T (K)
ϕQ(y)(P(Q)(y) − PaK (y)).
Hence
I := |DαF(y) − DαPaK (y)| ≤
∑
Q∈T (K)
|Dα(ϕQ(y)(P(Q)(y) − PaK (y)))|
so that
I ≤
∑
Q∈T (K)
AQ(y;α) (4.12)
where
AQ(y;α) := |Dα(ϕQ(y)(P(Q)(y) − PaK (y)))|.
Let Q ∈ T (K). Then
AQ(y;α) ≤ C
∑
|β|+|γ|=|α|
|DβϕQ(y)| |Dγ(P(Q)(y) − PaK (y))|
so that, by part (d) of Lemma 4.2,
AQ(y;α) ≤ C
∑
|β|+|γ|=|α|
(diam Q)−|β| |Dγ(P(Q)(y) − PaK (y))|.
Since Q ∩ K , ∅, by part (1) of Lemma 4.1, diam Q ∼ diam K so that
AQ(y;α) ≤ C
∑
|β|+|γ|=|α|
(diam K)−|β| |Dγ(P(Q)(y) − PaK (y))|. (4.13)
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Let us estimate the distance between aQ and y. By (4.2) and (4.6),
‖aQ − y‖ ≤ diam K∗ + diam Q + dist(aQ, Q)
≤ 2 diam K + diam Q + θ dist(Q, E)
≤ 2 diam K + (1 + 4θ) diam Q.
Since Q ∩ K , ∅, by part (1) of Lemma 4.1,
‖aQ − y‖ ≤ 2 diam K + 4(1 + 4θ) diam K ≤ 22 θ diam K. (4.14)
Let
P˜Q := P(Q) − PaK = PaQ − PaK .
Let us estimate the quantity |DγP˜Q(y)|. Since P˜Q ∈ Pm(Rn), we can represent this polynomial in
the form
P˜Q(z) =
∑
|ξ|≤m
1
ξ!
DξP˜Q(aK) (z − aK)ξ.
Hence
DγP˜Q(z) =
∑
|γ|≤|ξ|≤m
1
(ξ − γ)! D
ξP˜Q(aK) (z − aK)ξ−γ
so that
|DγP˜Q(y)| ≤ C
∑
|γ|≤|ξ|≤m
|DξP˜Q(aK)| ‖y − aK‖|ξ|−|γ| ≤ C
∑
|γ|≤|ξ|≤m
(diam K)|ξ|−|γ| |DξP˜Q(aK)|.
Combining this inequality with (4.13) we obtain
AQ(y;α) ≤ C
∑
|β|+|γ|=|α|
(diam K)−|β| |DγP˜Q(y)|
≤ C
∑
|β|+|γ|=|α|
(diam K)−|β|
∑
|γ|≤|ξ|≤m
(diam K)|ξ|−|γ| |DξP˜Q(aK)|
≤ C
∑
|ξ|≤m
(diam K)|ξ|−|α| |DξP˜Q(aK)|.
Hence, by (4.12),
I ≤ C
∑
Q∈T (K)
∑
|ξ|≤m
(diam K)|ξ|−|α| |DξP˜Q(aK)|
proving the lemma. 
Let us apply Lemma 4.3 to an arbitrary multiindex α of order m + 1. Since DαP = 0 for every
polynomial P ∈ Pm(Rn), we obtain the following statement.
Lemma 4.4 Let K ∈ WE be a Whitney cube and let y ∈ K∗ = 98 K. Then for every multiindex α,
|α| = m + 1, the following inequality
|DαF(y)| ≤ C
∑
Q∈T (K)
∑
|ξ|≤m
(diam K)|ξ|−m−1 |DξPaQ(aK) − DξPaK (aK)|
holds. Here C is a constant depending only on m, n, and θ.
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Lemma 4.5 Let x ∈ E and let K ∈ WE be a Whitney cube. Then for every y ∈ K and every
α, |α| = m, the following inequality
|DαF(x) − DαF(y)| ≤ C {|DαPx(x) − DαPaK (x)|
+
∑
Q∈T (K)
∑
|ξ|≤m
(diam K)|ξ|−m |DξPaQ(aK) − DξPaK (aK)|}
holds. Here C is a constant depending only on n,m and θ.
Proof. We have
|DαF(x) − DαF(y)| ≤ |DαF(x) − DαPaK (y)| + |DαPaK (y) − DαF(y)| = I1 + I2.
Since PaK ∈ Pm(Rn) and |α| = m, the function DαPy is a constant function so that
DαPaK (y) = DαPaK (x).
Since x ∈ E, by (4.9), DαF(x) = DαPx(x) so that, by (4.1),
I1 := |DαF(x) − DαPaK (y)| = |DαPx(x) − DαPaK (x)|.
It remains to apply Lemma 4.3 to I2 := |DαF(y) − DαPaK (y)|, and the lemma follows. 
Let us prove inequality (4.10) for arbitrary x ∈ E, y ∈ Rn \ E and α, |α| = m. Let y ∈ K for some
K ∈ WE. By Lemma 4.5,
|DαF(x) − DαF(y)| ≤ C{J1 + J2}
where
J1 := |DαPx(x) − DαPaK (x)|
and
J2 :=
∑
Q∈T (K)
∑
|ξ|≤m
(diam K)|ξ|−m |DξPaQ (aK) − DξPaK (aK)|
First let us estimate J2. By (4.1), for every ξ, |ξ| ≤ m, and every Q ∈ T (K), we have
|DξPaQ(aK) − DξPaK (aK)| ≤ λ ‖aQ − aK‖m−|ξ|d(aQ, aK).
Hence
J2 ≤ λ
∑
Q∈T (K)
∑
|ξ|≤m
(diam K)|ξ|−m‖aQ − aK‖m−|ξ|d(aQ, aK).
But, by (4.14),
‖aQ − aK‖ ≤ ‖aQ − y‖ + ‖y − aK‖ ≤ (22θ + 1) diam K (4.15)
proving that
J2 ≤ C(n,m, θ) λ
∑
Q∈T (K)
d(aQ, aK). (4.16)
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Now prove that for some constant C = C(n, p, q, θ)
d(aQ, y) ≤ C d(x, y) for every Q ∈ T (K). (4.17)
In fact, by (4.14), ‖aQ − y‖ ≤ 22θ diam K. Since x ∈ E and y ∈ K, by (4.2),
diam K ≤ 4 dist(K, E) ≤ 4‖x − y‖
so that ‖aQ − y‖ ≤ 88θ‖x − y‖. Hence, by part (b) of Proposition 2.2, see inequality (2.10),
d(aQ, y) ≤ C d(x, y) proving (4.17).
Now we have
d(aQ, aK) ≤ d(aQ, y) + d(y, aK) ≤ C d(x, y)
so that, by (4.16),
J2 ≤ C λ #T (K) d(x, y) ≤ C λ d(x, y).
See part (2) of Lemma 4.1.
On the other hand, by (4.1) and (4.17),
J1 := |DαPx(x) − DαPaK (x)| ≤ λ d(x, aK) ≤ λ(d(x, y) + d(y, aK)) ≤ C λ d(x, y).
Finally,
|DαF(x) − DαF(y)| ≤ C {J1 + J2} ≤ Cλ d(x, y).
The third case: y ∈ K, K ∈ WE and x ∈ Rn \ K∗.
Since K∗ = 98 K and x < K
∗
, we have
‖x − y‖ ≥ 116 diam K.
Let a ∈ E be a point nearest to x on E. Then
‖a − x‖ = dist(x, E) ≤ dist(y, E) + ‖x − y‖ ≤ dist(K, E) + diam K + ‖x − y‖
so that, by (4.2),
‖a − x‖ ≤ 4 diam K + diam K + ‖x − y‖ ≤ 81‖x − y‖.
Hence, by part (b) of Claim 2.2, see (2.10), d(a, x) ≤ C d(x, y).
We have
‖y − a‖ ≤ ‖x − y‖ + ‖x − a‖ ≤ 82‖x − y‖
so that again, by (2.10), d(y, a) ≤ C d(x, y). We obtain
|DαF(x) − DαF(y)| ≤ |DαF(x) − DαF(a)| + |DαF(a) − DαF(y)|
so that, by the result proven in the second case,
|DαF(x) − DαF(y)| ≤ C λ (d(x, a) + d(y, a)) ≤ C λ d(x, y).
The fourth case: y ∈ K, x ∈ K∗ where K ∈ WE. The proof of inequality (4.10) in this case is
based on the next
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Lemma 4.6 Let K ∈ WE be a Whitney cube and let x, y ∈ K∗. Then for every multiindex α, |α| = m,
the following inequality
|DαF(x) − DαF(y)| ≤ C ‖x − y‖
∑
Q∈T (K)
∑
|ξ|≤m
(diam K)|ξ|−m−1 |DξPaQ(aK) − DξPaK (aK)|
holds. Here C is a constant depending only on n,m and θ.
Proof. Note that the function F |Rn\E ∈ C∞(Rn \ E), see formula (4.7), so that, by the Lagrange
theorem, for every α, |α| = m, there exists z ∈ [x, y] such that
|DαF(x) − DαF(y)| ≤ C‖x − y‖
∑
|β|=m+1
|DβF(z)|. (4.18)
Since x, y ∈ K∗, the point z ∈ K∗ as well.
Combining this inequality with Lemma 4.4 we obtain the statement of the lemma. 
We are in a position to prove inequality (4.10) for arbitrary y ∈ K and x ∈ K∗. By inequality
(4.1), for every cube Q ∈ T (K) and every ξ, |ξ| ≤ m,
|DξPaQ(aK) − DξPaK (aK)| ≤ λ d(aQ, aK)(diam K)m−|ξ|
so that, by Lemma 4.18,
I := |DαF(x) − DαF(y)|
≤ C ‖x − y‖diam K
∑
Q∈ T (K)
∑
|ξ|≤m
(diam K)|ξ|−m |DξPaQ(aK) − DξPaK (aK)|
≤ C ‖x − y‖diam K
∑
Q∈ T (K)
∑
|ξ|≤m
(diam K)|ξ|−m (λ d(aQ, aK)(diam K)m−|ξ|)
≤ Cλ ‖x − y‖diam K
∑
Q∈ T (K)
d(aQ, aK).
Note that, by (4.15) and (4.2),
‖aQ − y‖ ≤ ‖aQ − aK‖ + ‖aK − y‖ ≤ 23 diam K + diam K + dist(K, E)
≤ 23 · 4 dist(K, E) + 4 dist(K, E) + dist(K, E)
= 97 dist(K, E) ≤ 97 ‖y − aK‖.
Hence, by part (b) of Claim 2.2, see (2.10), d(aQ, y) ≤ C d(y, aK) so that
d(aQ, aK) ≤ d(aQ, y) + d(y, aK) ≤ C d(y, aK).
This implies the following inequality
I ≤ Cλ (#T (K)) ‖x − y‖diam K d(y, aK).
But, by part (2) of Lemma 4.1, #T (K) ≤ N(n) so that
I ≤ Cλ ‖x − y‖diam K d(y, aK).
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Since x, y ∈ K∗, the distance ‖x − y‖ ≤ diam K∗ = 98 diam K. But
diam K ≤ 4 dist(K, E) ≤ 4‖y − aK‖
so that ‖x − y‖ ≤ 5‖y − aK‖. Therefore, by part (b) of Proposition 2.2, see (2.11),
‖x − y‖
‖y − aK‖
d(y, aK) ≤ C d(x, y).
On the other hand,
‖y − aK‖ ≤ diam K + dist(aK , K) = diam K + dist(K, E)
≤ diam K + 4 diam K = 5 diam K.
Finally,
I ≤ Cλ ‖x − y‖diam K d(y, aK) ≤ 5 Cλ
‖x − y‖
‖y − aK‖
d(y, aK) ≤ Cλ d(x, y).
The proof of Theorem 1.16 is complete. 
Remark 4.7 For m = 0 the statement of Theorem 1.16 is true for an arbitrary metric d on Rn. In
fact, in this case C0,(d)(Rn) = Lip(Rn; d). By the McShane extension theorem [26], every function
f ∈ Lip(E; d) extends to a function F ∈ Lip(Rn; d) such that ‖F‖Lip(Rn;d) = ‖ f ‖Lip(E;d). This ex-
tension property of Lipschitz functions coincides with the statement of Theorem 1.16 for m = 0.
(Furthermore, in this case the equivalence (1.24) is actually an equality).
We also note that, by the McShane extension formula, the function F can be chosen in the form
F(x) = inf
y∈E
{ f (y) + d(x, y)}, x ∈ Rn. (4.19)
This observation enables us to simplify considerably an almost optimal algorithm for extension
of functions from the Sobolev space L1p(Rn). See Remark 5.1. ⊳
5. Extensions of Lmp (Rn) -jets: a proof of Theorem 1.8.
(Necessity.) Let P = {Px : x ∈ E} be a Whitney (m − 1)-field so that Px ∈ Pm−1(Rn) for every
x ∈ E. Let F ∈ Lmp (Rn) be a Cm−1-function such that T m−1x [F] = Px for all x ∈ E. Prove that
‖P♯
m,E‖Lp(Rn) ≤ C‖F‖Lmp (Rn) with C = C(m, n, p).
Let q = (p + n)/2, and let Q be a cube in Rn. Let y, z ∈ Q ∩ E and let P˜ := Py − Pz. Let
IQ :=
 1|Q|
∫
Q
(∇mF(u))qdu

1
q
.
Then, by inequality (1.15), for every multiindex α, |α| ≤ m − 1, the following inequality
|DαP˜(y)| (diam Q)|α|−m ≤ C IQ (5.1)
holds. Here C = C(m, n, p).
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Prove that for every x ∈ Q
|P˜(x)| (diam Q)−m ≤ C IQ. (5.2)
In fact, since P˜ ∈ Pm−1(Rn),
P˜(x) =
∑
|α|≤m−1
1
α! D
αP˜(y) (x − y)α
so that
|P˜(x)| ≤ C
∑
|α|≤m−1
|DαP˜(y)| ‖x − y‖|α| ≤ C
∑
|α|≤m−1
|DαP˜(y)| (diam Q)|α|.
Combining this inequality with (5.1), we obtain the required inequality (5.2).
Let us apply this inequality to the cube Q = Q(x,R) where R := ‖x − y‖ + ‖x − z‖. (Clearly,
Q ∋ y, z.) We obtain that for every y, z ∈ E and every x ∈ Rn
|Py(x) − Pz(x)|
‖x − y‖m + ‖x − z‖m
≤ C
 1|Q(x,R)|
∫
Q(x,R)
(∇mF(u))qdu

1
q
≤ C (M[(∇mF)q]) 1q (x).
Hence
P♯
m,E(x) ≤ C (M[(∇mF)q])
1
q (x),
see (1.11), so that
‖P♯
m,E‖Lp(Rn) ≤ C ‖(M[(∇mF)q])
1
q ‖Lp(Rn).
Since 1 < q < p, by the Hardy-Littlewood maximal theorem,
‖P♯
m,E‖Lp(Rn) ≤ C

∫
Rn
[(∇mF)q]) pq du

1
p
= C ‖∇mF‖Lp(Rn) ∼ ‖F‖Lmp (Rn)
proving the necessity.
(Sufficiency.) Let P = {Px : x ∈ E} be a Whitney (m − 1)-field such that P♯m,E ∈ Lp(Rn). Prove
the existence of a function F ∈ Lmp (Rn) such that T m−1x [F] = Px for all x ∈ E, and
‖F‖Lmp (Rn) ≤ C(m, n, p) ‖P♯m,E‖Lp(Rn).
Let x, y ∈ E, and let q := (n + p)/2. Let h1 := P♯m,E and let P˜ := Px − Py. Prove that for every
multiindex α, |α| ≤ m − 1,
|DαP˜(x)| ≤ C ‖x − y‖m−1−|α| δq(x, y : h1) (5.3)
where C = C(m, n, p). See definition (1.17).
Let u ∈ Qxy := Q(x, ‖x − y‖). Then ‖u − x‖, ‖u − y‖ ≤ 2‖x − y‖, so that, by definition (1.11), the
following inequality
|P˜(u)| ≤ (‖u − x‖m + ‖u − y‖m) P♯
m,E(u) ≤ 4m ‖x − y‖m P♯m,E(u) = 4m ‖x − y‖m h1(u)
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holds. Hence
|P˜(u)|q ≤ C ‖x − y‖mq hq1(u) for every u ∈ Qxy.
Integrating this inequality over Q with respect to u we obtain the following:∫
Qxy
|P˜(u)|q du ≤ C ‖x − y‖mq
∫
Qxy
hq1(u) du.
Hence  1|Qxy|
∫
Qxy
|P˜(u)|q du

1
q
≤ C ‖x − y‖m
 1|Qxy|
∫
Qxy
hq1(u) du

1
q
≤ C ‖x − y‖m sup
Q∋x,y
 1|Q|
∫
Q
hq1(u) du

1
q
= C‖x − y‖m−1δq(x, y : h1).
Since P˜ ∈ Pm−1(Rn),
sup
u∈Qxy
|P˜(u)| ≤ C(m, n, q)
 1|Qxy|
∫
Qxy
|P˜(u)|q du

1
q
.
On the other hand, by Markov’s inequality,
sup
u∈Qxy
|DαP˜(u)| ≤ C(m, n) (diam Qxy)−|α| sup
u∈Qxy
|P˜(u)| ≤ C(m, n) ‖x − y‖−|α| sup
u∈Qxy
|P˜(u)|.
Hence,
|DαP˜(x)| ≤ sup
u∈Qxy
|DαP˜(u)| ≤ C(m, n) ‖x − y‖−|α|
 1|Qxy|
∫
Qxy
|P˜(u)|q du

1
q
≤ C ‖x − y‖m−|α|−1δq(x, y : h1)
proving (5.3).
This inequality and Theorem 1.14 imply the following:
|DαPx(x) − DαPy(x)| ≤ C ‖x − y‖m−1−|α| dq(x, y : h1). (5.4)
By definition (1.23), the metric d = dq(h1) belongs to the family Dp,q(Rn). Furthermore, by the
latter inequality,
Lm−1,d(P) :=
∑
|α|≤m−1
sup
x,y∈E, x,y
|DαPx(x) − DαPy(x)|
‖x − y‖m−1−|α| d(x, y) ≤ C = C(m, n, p),
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so that, by Theorem 1.16, there exists a function F ∈ Cm−1,(d)(Rn) which agrees with P on E (i.e.,
T m−1x [F] = Px for all x ∈ E) and
‖F‖Cm−1,(d)(Rn) ≤ C(m, n, p)Lm−1,d(P) ≤ C(m, n, p).
Thus,
|DαF(x) − DαF(y)| ≤ dq(x, y : h2) for all α, |α| = m − 1,
where h2 = C(m, n, p) h1, so that, by Theorem 1.15,
‖F‖Lmp (Rn) ≤ C ‖h2‖Lp(Rn) ≤ C‖h1‖Lp(Rn) = C ‖P
♯
m,E‖Lp(Rn). (5.5)
Theorem 1.8 is completely proved. 
Remark 5.1 Note that Theorem 1.16 is the main ingredient of the proof of the sufficiency pre-
sented above. As we have noted in Remark 4.7, for the space L1p(Rn) we can replace Theorem
1.16 with the McShane’s extension formula (4.19) which simplifies essentially the proof of the
sufficiency part of Theorem 1.8.
Actually we obtain a new (non-linear) algorithm for extension of L1p(Rn)-functions whenever
p > n. Let us describe the main steps of this algorithm.
Let q = (n + p)/2 and let f be a continuous function defined on E.
Step 1. We introduce the “sharp maximal function” associated with f by
f ♯E(x) := sup
y,z∈E
| f (x) − f (y)|
‖x − y‖ + ‖y − z‖
, x ∈ Rn.
Step 2. We introduce a “pre-metric” δq( f ♯E) associated with the function f ♯E, i.e., a function
δq(x, y : f ♯E) = ‖x − y‖ supQ∋x,y
 1|Q|
∫
Q
( f ♯E)q(u) du

1
q
, x, y ∈ Rn.
See (1.17).
Step 3. Using formula (1.19) we construct the geodesic distance d = dq(x, y : f ♯E) associated
with the “pre-metric” δq( f ♯E):
dq(x, y : f ♯E) := inf
m−1∑
i=0
δq(xi, xi+1 : f ♯E)
where the infimum is taken over all finite sequences of points {x0, x1, ..., xm} in Rn such that x0 = x
and xm = y.
Step 4. Using the McShane’s formula (4.19) we construct a function
F(x) := inf
y∈E
{
f (y) + 48 dq(x, y : f ♯E)
}
, x ∈ Rn. (5.6)
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Repeating the proof of the sufficiency part of Theorem 1.8 (for m = 1), we are able to show
that the function F provides an almost optimal extension of the function f to a function from the
Sobolev space L1p(Rn) provided f ∈ L1p(Rn)|E. In fact, by (5.4),
| f (x) − f (y)| ≤ 48 dq(x, y : f ♯E)
for every x, y ∈ Rn, so that, by the McShane’s formula, the function F is an extension of f from E
on all of Rn. Following the proof of the sufficiency part of Theorem 1.8 we conclude that inequality
(5.5) holds whenever m = 1 and F is defined by (5.6). Thus ‖F‖L1p(Rn) ≤ C ‖ f ♯E‖Lp(Rn).
On the other hand, by (1.13), ‖ f ♯E‖Lp(Rn) ∼ ‖ f ‖L1p(Rn)|E . Hence ‖F‖L1p(Rn) ≤ C ‖ f ‖L1p(Rn)|E proving that
F provides an almost optimal extension of f to a function from L1p(Rn). ⊳
6. Lacunae of Whitney’s cubes and a lacunary extension operator.
We prove the sufficiency part of Theorem 1.3 with the help of a modification of the classical
Whitney extension method [33] used in the author’s paper [29]. As we have noted in Introduction,
the main idea of this approach is that, instead of treating each Whitney cube separately, as is done
in [33], we deal simultaneously with all members of certain families of Whitney cubes. We refer
to these families of Whitney cubes as lacunae.
In Subsection 6.1 we present main definitions related to this notion, and main properties of the
lacunae. For the proof of these results we refer the reader to [29], Sections 4-5.
6.1. Lacunae of Whitney’s cubes.
Let E be a closed subset of Rn and let WE be a Whitney covering of its complement Rn \ E
satisfying inequality (4.2). This inequality implies the following property of Whitney’s cubes:
(9Q) ∩ E , ∅ for every Q ∈ WE. (6.1)
By LWE we denote a subfamily of Whitney cubes satisfying the following condition:
(10Q) ∩ E = (90Q) ∩ E. (6.2)
Then we introduce a binary relation ∼ on LWE : for every Q1, Q2 ∈ LWE
Q1 ∼ Q2 ⇐⇒ (10Q1) ∩ E = (10Q2) ∩ E. (6.3)
It can be easily seen that ∼ satisfies the axioms of equivalence relations, i.e., it is reflexive,
symmetric and transitive. Given a cube Q ∈ LWE by
[Q] := {K ∈ LWE : K ∼ Q}
we denote the equivalence class of Q. We refer to this equivalence class as a true lacuna with
respect to the set E.
Let
L˜E = LWE/ ∼= {[Q] : Q ∈ LWE}
be the corresponding quotient set of LWE by ∼ , i.e., the set of all possible equivalence classes
(lacunae) of LWE by ∼ .
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Thus for every pair of Whitney cubes Q1, Q2 ∈ WE which belong to a true lacuna L ∈ L˜E we
have
(10Q1) ∩ E = (90Q1) ∩ E = (10Q2) ∩ E = (90Q2) ∩ E. (6.4)
By VL we denote the associated set of the lacuna L
VL := (90Q) ∩ E. (6.5)
Here Q is an arbitrary cube from L. By (6.4), any choice of a cube Q ∈ L provides the same set VL
so that VL is well-defined. We also note that for each cube Q which belong to a true lacuna L we
have VL = (10Q) ∩ E.
We extend the family L˜E of true lacunae to a family LE of all lacunae in the following way.
Suppose that Q ∈ WE \ LWE , see (6.2), i.e.,
(10Q) ∩ E , (90Q) ∩ E.
In this case to the cube Q we assign a lacuna L := {Q} consisting of a unique cube - the cube Q
itself. We also put VL := (90Q) ∩ E as in (6.5).
We refer to such a lacuna L := {Q} as an elementary lacuna with respect to the set E. By ˆLE we
denote the family of all elementary lacunae with respect to E:
ˆLE := {L = {Q} : Q ∈ WE \ LWE}. (6.6)
In [29] we prove that for every elementary lacuna L = {Q} ∈ ˆLE we have
diam Q ≤ 2 diam VL = 2 diam((90Q) ∩ E). (6.7)
Finally, by LE we denote the family of all lacunae with respect to E:
LE = L˜E ∪ ˆLE.
Let us present several important properties of lacunae.
Let L ∈ LE and let UL := ∪{Q : Q ∈ L}. We say that L is a bounded lacuna if UL is a bounded
set.
In [29], Section 4, we prove that for every lacuna L ∈ LE there exists a cube QL ∈ L such that
diam QL = inf {diam Q : Q ∈ L}
provided diam VL > 0. We also prove that for every bounded lacuna L ∈ LE there exists a cube
Q(L) ∈ L such that
diam Q(L) = sup {diam K : K ∈ L}. (6.8)
For the proof of the following four propositions we refer the reader to [29], Sections 4 and 5.
Proposition 6.1 (i). If E is an unbounded set, then every lacuna L ∈ LE is bounded;
(ii). If E is bounded, then there exists the unique unbounded lacuna Lmax ∈ LE. The lacuna Lmax
is a true lacuna for which VLmax = E.
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Proposition 6.2 (i). For every bounded true lacuna L the following inequalities
40 diam Q(L) ≤ dist(VL, E \ VL) ≤ γ1 diam Q(L) (6.9)
hold;
(ii). For every lacuna L with diam VL > 0
diam QL ≤ γ1 diam VL . (6.10)
Here γ1 > 0 is an absolute constant.
Proposition 6.3 Let L ∈ LE be a lacuna and let Q ∈ L. Suppose that there exist a lacuna L′ ∈ LE,
L , L′, and a cube Q′ ∈ L′ such that Q ∩ Q′ , ∅. Then:
(i). If L is a true lacuna, then L′ is an elementary lacuna ;
(ii). Either diam Q(L) ≤ τ diam Q or diam Q ≤ τ diam QL where τ is a positive absolute con-
stant.
This proposition motivates us to introduce the following
Definition 6.4 Let L, L′ ∈ LE be lacunae, L , L′. We say that L and L′ are contacting lacunae if
there exist cubes Q ∈ L and Q′ ∈ L′ such that Q ∩ Q′ , ∅. We refer to the pair of such cubes as
contacting cubes.
We write
L ⇔ L′ for contacting lacunae L, L′ ∈ LE.
Proposition 6.5 Every lacuna L ∈ LE contacts with at most M lacunae. Furthermore, L contains
at most M contacting cubes. Here M = M(n) is a positive integer depending only on n.
6.2. A lacunary projector and centers of lacunae.
One of the main ingredient of the lacunary approach is a mapping PRE : LE → E whose
properties are described in Theorem 6.6 below. We refer to this mapping as a “projector” from LE
into the set E. Also given L ∈ LE we refer to the point PRE(L) ∈ E as a center of the lacuna L.
Theorem 6.6 is a refinement of a result proven in [29], Section 5.
Theorem 6.6 There exist an absolute constant γ˜ ≥ 1 and a mapping PRE : LE → E such that:
(i). For every lacuna L ∈ LE and every cube Q ∈ L we have
PRE(L) ∈ (˜γ Q) ∩ E ; (6.11)
(ii). Let L, L′ ∈ LE be two distinct lacunae such that PRE(L) , PRE(L′). Then for every two
cubes Q ∈ L and Q′ ∈ L′ such that Q ∩ Q′ , ∅ the following inequality
diam Q + diam Q′ ≤ γ˜ ‖PRE(L) − PRE(L′)‖ (6.12)
holds;
(iii). For every point A ∈ E
#{L ∈ LE : PRE(L) = A} ≤ C
where C = C(n) is a constant depending only on n.
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Proof. We define the projector PRE : LE → E in several steps. First consider a true lacuna
L ∈ LE such that diam VL = 0, i.e., VL = {a} for some a ∈ E. In this case we put PRE(L) := a.
Let now diam VL > 0. Fix points AL, BL ∈ VL such that
‖AL − BL‖ = diam VL.
By iL ∈ Z we denote an integer such that
2iL < diam VL = ‖AL − BL‖ ≤ 2iL+1. (6.13)
In what follows we will be needed a result proven in [29], Section 4, which states the following:
There exists a non-increasing sequence of non-empty closed sets {Ei}i∈Z, Ei+1 ⊂ Ei ⊂ E, i ∈ Z, such
that for every i ∈ Z the following conditions are satisfied:
(i). The points of the set Ei are 2i-separated, i.e.,
‖z − z′‖ ≥ 2i for every z, z′ ∈ Ei ; (6.14)
(ii). Ei is a 2i+1-net in E, i.e.,
for every x ∈ E there exists z ∈ Ei such that ‖x − z‖ ≤ 2i+1 . (6.15)
Let us apply this statement to the points AL and BL. Since EiL−2 is a 2iL−1-net in E, there exist
points A˜L, B˜L ∈ EiL−2 such that
‖AL − A˜L‖ ≤ 2iL−1 and ‖BL − B˜L‖ ≤ 2iL−1. (6.16)
Since A˜L, B˜L ∈ EiL−2, by (6.15), ‖A˜L − B˜L‖ ≥ 2iL−2.
Prove that A˜L , B˜L and
{A˜L, B˜L} ∩ (EiL−2 \ EiL+2) , ∅. (6.17)
In fact, by (6.16),
‖AL − BL‖ ≤ ‖AL − A˜L‖ + ‖A˜L − B˜L‖ + ‖B˜L − BL‖ ≤ 2iL−1 + ‖A˜L − B˜L‖ + 2iL−1
so that
‖A˜L − B˜L‖ ≥ ‖AL − BL‖ − 2iL .
But, by (6.13), ‖AL − BL‖ > 2iL proving that A˜L , B˜L.
Prove that the set {A˜L, B˜L} * EiL+2. In fact, if {A˜L, B˜L} ⊂ EiL+2 then ‖A˜L − B˜L‖ ≥ 2iL+2, see (6.14).
But, by (6.13) and (6.16),
‖A˜L − B˜L‖ ≤ ‖A˜L − AL‖ + ‖AL − BL‖ + ‖BL − B˜L‖ ≤ 2iL−1 + 2iL+1 + 2iL−1 = 3 · 2iL < 2iL+2,
a contradiction.
Since A˜L, B˜L ∈ EiL−2, the statement (6.17) follows. Thus there exists a point CL ∈ E such that
CL ∈ {A˜L, B˜L} ∩ (EiL−2 \ EiL+2).
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Note that, by (6.16), CL ∈ [VL]δ with δ = 2iL−1. Here given δ > 0 the sign [·]δ denotes the open
δ-neighborhood of a set. Hence, by (6.13),
CL ∈ [VL]ε ∩ (EiL−2 \ EiL+2) (6.18)
with ε = 12 diam VL.
We turn to definition of PRE(L) whenever L is a bounded lacuna satisfying the following condi-
tion:
diam Q(L) ≤ σ diam VL (6.19)
where
σ := 33τ. (6.20)
Recall that τ is the constant from part (ii) of Proposition 6.3.
In this case we define PRE(L) by
PRE(L) := CL. (6.21)
In particular, by (6.7), each elementary lacuna L ∈ ˆLE, see (6.6), satisfies inequality (6.19), so
that
PRE(L) := CL for every elementary lacuna L ∈ ˆLE. (6.22)
It remains to define PRE(L) whenever L is a true lacuna satisfying inequality
diam Q(L) > σ diam VL. (6.23)
First suppose that L is a true bounded lacuna. In this case the cube Q(L) is well defined, see
(6.8). Let jL ∈ Z be an integer such that
2 jL−1 < 1
σ
diam Q(L) ≤ 2 jL . (6.24)
Recall that, by (6.9),
40 diam Q(L) ≤ dist(VL, E \ VL)
so that, by (6.24),
dist(VL, E \ VL) ≥ 40σ (diam Q(L)/σ) ≥ 40σ 2 jL−1 > 2 jL+2 . (6.25)
On the other hand, by (6.23) and (6.24),
diam VL < 1σ diam Q(L) ≤ 2 jL . (6.26)
In particular, by (6.25) and (6.26), diam VL < dist(VL, E \ VL) which implies that
CL ∈ VL. (6.27)
In fact, by (6.18), CL ∈ [VL]ε with ε = 12 diam VL so that CL < E \ VL.
Let us consider now the set E jL ⊂ E. We know that ‖z − z′‖ ≥ 2 jL for all z, z′ ∈ E jL , and that for
each x ∈ E there exists z ∈ E jL such that ‖x − z‖ ≤ 2 jL+1.
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Prove that the set VL ∩ E jL is a singleton. Let us fix a point x0 ∈ VL. Then there exists a point
z0 ∈ E jL such that ‖x0 − z0‖ ≤ 2 jL+1. Prove that z0 ∈ VL.
In fact, if z0 ∈ E \ VL, then, by (6.25),
‖x0 − z0‖ ≥ dist(VL, E \ VL) > 2 jL+2,
a contradiction.
Prove that {z0} = VL∩E jL . In fact, if there exists a point z1 ∈ VL∩E jL , z1 , z0, then ‖z0−z1‖ ≥ 2 jL
so that
diam VL ≥ ‖z0 − z1‖ ≥ 2 jL
which contradicts (6.26).
We denote this unique point of the intersection VL ∩ E jL by DL; thus
{DL} = VL ∩ E jL . (6.28)
We are now in a position to define PRE(L) for an arbitrary bounded lacuna satisfying inequality
(6.23). In this case we put
PRE(L) :=
{
DL, if DL ∈ E jL \ E jL+k,
CL, otherwise.
(6.29)
Here
k := [log2(360σ)] + 2. (6.30)
It remains to define PRE(L) for an unbounded lacuna L ∈ LE. By Proposition 6.1, such a lacuna
exists if and only if E is a bounded set. Furthermore, by part (ii) of this proposition, such a lacuna
is unique, and VL = E.
In this case we define PRE(L) by the formula (6.21). Thus
PRE(L) := CL provided the lacuna L is unbounded. (6.31)
We have defined the projector PRE on all of the family LE of lacunae of the set E. Prove that
this mapping satisfies properties (i)-(iii) of the theorem.
Proof of part (i) of the theorem. Let us prove (i) with any γ˜ ≥ 180. By formulae (6.21), (6.29)
and (6.31), PRE(L) ∈ {CL, DL} for every lacuna L ∈ LE. Note that DL ∈ VL. Since VL = (90Q) ∩ E
for each Q ∈ L, we conclude that VL ⊂ 90Q proving that DL ∈ 90Q.
By (6.18), CL belongs to the ε-neighborhood of VL with ε = 12 diam VL. But VL ⊂ 90Q so that
CL belongs to the ε˜-neighborhood of 90Q with ε˜ = 45 diam Q. Hence, CL ∈ γ˜Q provided γ˜ ≥ 180.
Proof of part (ii) of the theorem. Let L, L′ ∈ LE be two distinct lacunae such that their “projec-
tions” PRE(L) and PRE(L′) are distinct as well. Thus L , L′ and PRE(L) , PRE(L′). Prove that
under these conditions inequality (6.12) holds with some absolute constant γ˜ > 0.
First we note that, by part (1) of Lemma 4.1,
1
4
≤ diam Q/ diam Q′ ≤ 4 . (6.32)
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By part (i) of Proposition 6.3, either L or L′ is an elementary lacuna. Thus, without loss of
generality, we may assume that L′ is an elementary lacuna.
Then, by (6.7),
diam Q′ ≤ 2 diam VL′ . (6.33)
We also recall that, by (6.5),
diam VL ≤ 90 diam Q and diam VL′ ≤ 90 diam Q′ . (6.34)
We know that in this case PRE(L′) = CL′ . See (6.22).
Recall that
CL′ ∈ EiL′−2 \ EiL′+2 (6.35)
where iL′ is an integer such that
2iL′ < diam VL′ ≤ 2iL′+1. (6.36)
See (6.18) and (6.13).
The next lemma shows that, under certain restriction on the cube Q the inequality (6.12) holds.
Lemma 6.7 Suppose that PRE(L) = CL and diam Q ≤ θ diam VL where θ is a positive constant.
Then
diam Q + diam Q′ ≤ C θ ‖PRE(L) − PRE(L′)‖
where C is an absolute constant.
Proof. Let m ∈ Z be an integer such that 2m−1 < θ ≤ 2m. Then, by (6.36), (6.34) and (6.32),
2iL′ ≤ diam VL′ ≤ 90 diam Q′ ≤ 360 diam Q ≤ 360 θ diam VL.
Hence, by (6.13),
2iL′ ≤ 360 θ 2iL+1 ≤ 2iL+m+9
proving that j := iL′ − m − 9 ≤ iL.
Since CL ∈ EiL , CL′ ∈ EiL′ , we conclude that CL,CL′ ∈ E j. But CL = PRE(L), CL′ = PRE(L′), and
PRE(L) , PRE(L′) so that CL and CL′ are two distinct points of E j. Therefore, by (6.14), these two
points are 2 j-separated, i.e.,
‖PRE(L) − PRE(L′)‖ ≥ 2 j = 2−(m+10) 2iL′+1 ≥ 2−11 2iL′+1/θ.
Hence, by (6.36),
diam VL′ ≤ 211 θ ‖PRE(L) − PRE(L′)‖
so that, by (6.33),
diam Q′ ≤ 212θ ‖PRE(L) − PRE(L′)‖ .
Finally, by (6.32),
diam Q + diam Q′ ≤ 5 diam Q′ ≤ 215θ ‖PRE(L) − PRE(L′)‖
proving the lemma. 
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We turn to the proof of the property (ii) of the theorem in general case. We do this in several
steps. First we prove (6.12) for the lacuna L satisfying inequality (6.19). In this case, by (6.21),
PRE(L) = CL so that the conditions of Lemma 6.7 are satisfied. This lemma implies inequality
(6.12) with a constant γ˜ = C σ where C > 0 is an absolute constant.
Let now L be an unbounded lacuna . By part (i) of Proposition 6.1, in this case the set E is
bounded. Furthermore, L coincides with the unique unbounded lacuna Lmax which is a true lacuna
such that VL = VLmax = E.
By (6.32) and (6.33),
diam Q ≤ 4 diam Q′ ≤ 8 diam VL′ ≤ 8 diam E
so that diam Q ≤ 8 diam VL. Furthermore, by (6.31), PRE(L) = CL. Thus the conditions of Lemma
6.7 are satisfied so that inequality (6.12) for the unbounded lacuna L holds with some absolute
constant γ˜ > 0.
It remains to prove (6.12) for a bounded lacuna L satisfying inequality (6.23). By part (ii) of
Proposition 6.3, it suffices to consider two case.
The first case: for the cubes Q and Q(L) the following inequality
diam Q(L) ≤ τ diam Q (6.37)
holds.
Prove that
jL + 2 < iL′ < jL + k − 2. (6.38)
(Recall that jL, iL′ and k are defined by (6.24), (6.36) and (6.29) respectively.)
We begin with the proof of the inequality jL + 2 < iL′ . By (6.24), (6.37) and (6.32),
2 jL−1 ≤ diam Q(L)/σ ≤ τ diam Q/σ ≤ 4τ diam Q′/σ
so that, by (6.33) and (6.36),
2 jL−1 ≤ 2τ diam VL′/σ ≤ 2τ2iL′+1/σ .
Since σ > 32τ, see (6.20), we obtain the required inequality jL + 2 < iL′ .
Prove that iL′ < jL + k − 2. By (6.36), (6.34), (6.32) and (6.24),
2iL′ < diam VL′ ≤ 90 diam Q′ ≤ 360 diam Q ≤ 360 diam Q(L) ≤ 360σ 2 jL .
Since 360σ ≤ 2k−2, see (6.20) and (6.30), the required inequality iL′ < jL + k − 2 follows.
We recall that, by (6.22), PRE(L′) = CL′ where CL′ is a point satisfying (6.35). Prove that
CL′ ∈ E \ VL.
Suppose that this is not true, i.e., CL′ ∈ VL. By (6.35), CL′ ∈ EiL′−2. But, by (6.38), iL′ − 2 > jL
so that CL′ ∈ E jL ∩VL (because EiL′−2 ⊂ E jL). On the other hand, by (6.28), the set E jL ∩VL = {DL}
is a singleton so that CL′ = DL.
Note that, by (6.35), CL′ < EiL′+2. Since iL′ + 2 < jL + k, see (6.38), E jL+k ⊂ EiL′+2 proving that
{DL} = CL′ ∈ E jL \ E jL+k.
But, by definition (6.29), in this case PRE(L) = DL so that
PRE(L) = DL = CL′ = PRE(L′).
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This contradicts our assumption that PRE(L) , PRE(L′) proving the required imbedding
CL′ = PRE(L′) ∈ E \ VL.
Let us now estimate from below the distance between the points PRE(L) and PRE(L′). We note
that, by (6.27) and (6.28), CL, DL ∈ VL. But the point PRE(L) ∈ {CL, DL} proving that PRE(L) ∈ VL
as well. Since PRE(L′) ∈ E \ VL, we have
‖PRE(L) − PRE(L′)‖ ≥ dist(VL, E \ VL)
so that, by part (i) of Proposition 6.2,
40 diam Q(L) ≤ ‖PRE(L) − PRE(L′)‖.
Since diam Q ≤ diam Q(L), by (6.32),
diam Q + diam Q′ ≤ 5 diam Q ≤ 5 diam Q(L) ≤ ‖PRE(L) − PRE(L′)‖
proving (6.12) with γ˜ = 1.
The second case:
diam Q ≤ τ diam QL . (6.39)
Clearly, in this case diam VL > 0 so that, by part (ii) of Proposition 6.2,
diam QL ≤ γ1 diam VL for some absolute constant γ1 > 0.
Hence
diam Q ≤ τ γ1 diam VL. (6.40)
By definition (6.29), PRE(L) = CL provided the point DL < E jL \ E jL+k. In this case, by (6.40),
the conditions of Lemma 6.7 are satisfied. By this lemma inequality (6.12) holds with a constant
γ˜ = C τ γ1 where C > 0 is an absolute constant.
Let now DL ∈ E jL \ E jL+k so that, by (6.29), PRE(L) = DL. Prove that in this case iL′ ≤ jL + m
where m := [log2 γ2] and γ2 := 360τ γ1.
By (6.36), (6.34) and (6.32),
2iL′ ≤ diam VL′ ≤ 90 diam Q′ ≤ 360 diam Q
so that, by (6.39) and (6.10),
2iL′ ≤ 360 τ diam QL ≤ 360 τγ1 diam VL = γ2 diam VL ≤ 2 jL+m
proving the required inequality iL′ ≤ jL + m.
Recall that PRE(L) = DL ∈ E jL and PRE(L′) = CL′ ∈ EiL′−2, see (6.35). Hence
PRE(L), PRE(L′) ∈ EiL′−m
so that PRE(L) and PRE(L′) are 2iL′−m-separated points, i.e.,
‖PRE(L) − PRE(L′)‖ ≥ 2iL′−m.
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We also recall that, by (6.36), diam VL′ ≤ 2iL′+1 so that
diam VL′ ≤ 2m+1‖PRE(L) − PRE(L′)‖ ≤ 4γ2‖PRE(L) − PRE(L′)‖.
Combining this inequality with (6.33), we obtain
diam Q′ ≤ 8γ2‖PRE(L) − PRE(L′)‖
so that, by (6.32),
diam Q + diam Q′ ≤ 5 diam Q′ ≤ 40γ2‖PRE(L) − PRE(L′)‖.
This completes the proof of part (ii) of the theorem.
Proof of part (iii) of the theorem. Let A ∈ E and let
PR
−1
E (A) := {L ∈ LE : PRE(L) = A}.
By Proposition 6.1, the set PR−1E (A) contains at most one unbounded lacuna so that, without loss
of generality, we may assume that all lacunae from PR−1E (A) are bounded.
Let us also note that if A is an isolated point of E, then there exists a unique lacuna LA ∈ LE
such that {A} = VLA . (Of course, LA is a true lacuna.) Conversely, if {A} = VL for some L ∈ LE,
then A is an isolated point of E so that L = LA. This elementary remark enables us to assume that
diam VL > 0 for each lacuna L ∈ PR−1E (A).
Now, by definition (6.21) and (6.29), the point PRE(L) coincides either with the point CL, see
(6.18), or with the point DL, see (6.28).
Note that if PRE(L) = CL, by (6.18),
PRE(L) ∈ EiL−2 \ EiL+2.
(Recall that iL ∈ Z is an integer determined by inequalities (6.13).) Hence, by (6.23) and (6.5),
diam QL ∼ 2iL with absolute constants in this equivalence.
Let now PRE(L) = DL for some lacuna L ∈ PR−1E (A). Then, by (6.29),
PRE(L) ∈ E jL \ E jL+k.
See (6.30). Furthermore, by (6.24), diam Q(L) ∼ 2 jL with absolute constants.
Summarizing these properties of PRE(L) we conclude that for each lacuna L ∈ PR−1E (A) there
exists an integer mL ∈ Z and a cube KL ∈ L such that
PRE(L) ∈ EmL \ EmL+k (6.41)
and
1
C1 2
mL ≤ diam KL ≤ C1 2mL . (6.42)
Here C1 > 0 is an absolute constant, and k is defined by (6.30).
Now let L, L′ ∈ PR−1E (A), i.e., PRE(L) = PRE(L′) = A. Then, by (6.41),
A < EmL+k and A ∈ EmL′
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so that EmL+k + EmL′ . Hence EmL+k ⊂ EmL′ proving that mL′ ≤ mL + k. In the same fashion we prove
that mL ≤ mL′ + k, so that |mL − mL′ | ≤ k.
We also note that, by inequality (6.42) (which we apply to L′), we have
1
C1 2
mL′ ≤ diam KL ≤ C1 2mL′ .
Hence,
diam KL ≤ C1 2mL ≤ C12k2mL′ ≤ C212k diam KL′ .
In the same way we obtain that diam KL′ ≤ C212k diam KL. Thus
C−21 2−k ≤ diam KL/ diam KL′ ≤ C212k. (6.43)
We recall that KL ∈ L and KL′ ∈ L′ so that KL , KL′ provided L , L′. Thus the family
KA := {KL : L ∈ PR−1E (A)}
consists of pairwise disjoint cubes. We also note that, by part (i) of the theorem (proven earlier),
A ∈ γ˜KL for every L ∈ PR−1E (A)
with γ˜ = 180. Hence, ⋃
KL∈KA
KL ⊂ (2γ˜)Kmax
where Kmax is a cube from KA of the maximal diameter.
Note that the cubes of the family KA are pairwise disjoint, and the diameters of these cubes are
equivalent to the diameter of the cube Kmax, see (6.43). Consequently, the number of these cubes,
the quantity #KA, is bounded by a constant C = C(n) depending only on n. But #KA = # PR−1E (A)
which proves part (iii) of the theorem.
The proof of Theorem 6.6 is complete. 
Let us note several simple and useful properties of the projector PRE for a finite set E.
Proposition 6.8 Let E be a finite subset of Rn and let x ∈ E. There exists a unique lacuna L(x)
such that VL(x) = {x}. Furthermore, L(x) is a true lacuna, and
PRE
(
L(x)
)
= x . (6.44)
Proof. We define L(x) by
L(x) := {Q ∈ WE : (90Q) ∩ E = {x}} . (6.45)
Let ε˜ := dist(x, E \ {x})/180 and let 0 < ε < ε˜. Then each cube Q ∈ WE such that Q ⊂ Q(x, ε)
belongs to L(x). In fact,
(90Q) ⊂ Q(x, 90ε) ⊂ Q(x, 90ε˜) = Q(x, 12 dist(x, E \ {x})) .
Hence (90Q) ∩ E = {x} proving that Q ∈ L(x).
In particular, L(x) , ∅. Furthermore, every cube Q ∈ L(x) is a lacunary cube, i.e., (6.2) is satisfied.
In fact, by (6.1), (9Q) ∩ E , ∅. Since (90Q) ∩ E = {x}, we have
(10Q) ∩ E = (90Q) ∩ E = {x},
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i.e., (6.2) holds. This equality also shows that L(x) is a true lacuna, i.e., an equivalence class with
respect to the binary relation ∼, see (6.3), on the family LWE of all lacunary cubes. In addition,
VL(x) = (90Q) ∩ E = {x}, see (6.5). Also note that the uniqueness of L(x) directly follows from
definitions (6.45) and (6.5).
Prove (6.44). By part (i) of Theorem 6.6, PRE(L(x)) ∈ (˜γ Q) ∩ E for every Q ∈ L(x) where γ˜ ≥ 1
is an absolute constant.
Let ε0 := ε˜/(2γ˜), and let Q ⊂ Q(x, ε0). We know that Q ∈ L(x). But
γ˜Q ⊂ Q(x, γ˜ε0) = Q(x, ε˜/2)
so that
(˜γQ) ∩ E ⊂ Q(x, ε˜/2) ∩ E = {x} .
Hence PRE(L(x)) ∈ (˜γ Q) ∩ E = {x} proving the proposition. 
Theorem 6.6 enables us to compare the number of lacunae with the number of points of a finite
set E ⊂ Rn.
Proposition 6.9 Let E be a finite subset of Rn. Then
#E ≤ #LE ≤ C(n) #E.
Proof. By Proposition 6.8, E ∋ x → L(x) ∈ LE is a one-to-one mapping, so that #E ≤ #LE. On
the other hand, by part (iii) of Theorem 6.6, the projector PRE : LE → E is “almost” one-to-one,
i.e., for each x ∈ E the number of its sources {L ∈ LE : PRE(L) = x} is bounded by a constant
C = C(n). Hence #LE ≤ C(n) #E proving the proposition. 
6.3. The graph ΓE and its properties.
The lacunary projector constructed in Theorem 6.6 generates a certain (undirected) graph with
vertices in E which we denote by ΓE.
Definition 6.10 We define the graph ΓE as follows:
• The set of vertices of the graph ΓE coincides with E;
• Two distinct vertices A, A′ ∈ E, A , A′, are joined by an edge in ΓE (we write A ↔ A′) if
there exist contacting lacunae L, L′ ∈ LE, L ⇔ L′, such that
A = PRE(L) and A′ = PRE(L′).
More specifically, notation A ↔ A′ means that A , A′ and there exist lacunae L, L′ ∈ LE and
cubes Q ∈ L and Q′ ∈ L′ such that Q ∩ Q′ , ∅, A = PRE(L) and A′ = PRE(L′). See Definition 6.4.
Let us note two important properties of the graph ΓE.
Proposition 6.11 For every closed set E ⊂ Rn the graph ΓE has the following properties:
(i). ΓE is a γ-sparse graph where γ = γ(n) ≥ 1 is a constant depending only on n;
(ii). deg
ΓE
(x) ≤ C(n) for each vertex x of the graph ΓE.
Proof. (i). We let Ed denote the family of edges of the graph ΓE. Let u ∈ Ed and let Au and A′u
be the ends of u. (We write u = (Au, A′u).) Thus Au , A′u and Au ↔ A′u in ΓE.
By Definition 6.10, there exit distinct contacting lacunae Lu, L′u ∈ LE, Lu ⇔ L′u, and cubes
Qu ∈ Lu, Q′u ∈ L′u such that
Au = PRE(Lu) and A′u = PRE(L′u) (6.46)
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and Qu ∩ Q′u , ∅.
Since Au = PRE(Lu) , PRE(L′u) = A′u, by part (ii) of Theorem 6.6,
diam Qu + diam Q′u ≤ γ˜ ‖Au − A′u‖ (6.47)
where γ˜ ≥ 1 is an absolute constant. Note that, by part (i) of this theorem, Au ∈ γ˜Q and A′u ∈ γ˜Q′.
Since Qu ∩ Q′u , ∅, by part (i) of Lemma 4.1, Q′u ⊂ 5 γ˜Q. Hence,
Au, A′u ⊂ 5 γ˜Q. (6.48)
Furthermore, by (6.47),
diam Qu ≤ γ˜ ‖Au − A′u‖. (6.49)
Now let us consider a mapping T : Ed → WE defined by
T (u) := Qu, u ∈ Ed .
In general, this mapping is not one-to-one. Prove that T is “almost” one-to-one, i.e., for each
Q ∈ WE the set of its sources
T−1(Q) := {u ∈ Ed : T (u) = Q}
has the cardinality
# T−1(Q) ≤ M = M(n). (6.50)
Let u = (Au, A′u) ∈ T−1(Q). In other words, u ∈ Ed is an edge of the graph ΓE with the ends at
points Au and A′u.
Let L(Q) ∈ LE be a lacuna containing Q. Then, by (6.46),
Au = PRE(L(Q)) for every u ∈ T−1(Q)
proving that Au depend only on Q and does not depend on u ∈ T−1(Q). We denote this common
value of Au by A(Q).
Thus u = (A(Q), A′u) for every u ∈ T−1(Q). We know that A′u = PRE(L′u) where L′u ∈ LE is a
lacuna contacting to L(Q) (L′u ⇔ L(Q)), see Definition 6.4. But, by Proposition 6.5, the number of
such lacunae is bounded by a constant M = M(n) proving the required estimate (6.50).
Let MQ := # T−1(Q). We know that MQ ≤ M for every Q ∈ WE. Let us enumerate the elements
of T−1(Q):
T−1(Q) = {u(1)Q , ..., u
(MQ)
Q }.
Consider a partition of Q into Mn equal cubes {H(1)Q , ..., H(M
n)
Q } of diameter diam Q/M. To each
edge u = u(i)Q ∈ T−1(Q) we assign a cube
Ku := 12 H
(i)
Q .
Let u = (Au, A′u), i.e., the points Au, A′u ∈ E are the ends of the edge u. Clearly, diam Ku ≤ diam Q
so that, by (6.49),
diam Ku ≤ γ˜‖Au − A′u‖.
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It is also clear that Q ⊂ λKu for some constant λ = λ(n) ≥ 1. Hence, by (6.48), Au, A′u ∈ 5λ γ˜Ku.
Finally, it remains to note that the cubes of the family
{ 12 H
(i)
Q : Q ∈ WE, 1 ≤ i ≤ MQ}
are pairwise disjoint proving that the cubes of the family {Ku : u ∈ Ed} are pairwise disjoint as
well.
These properties of the family {Ku : u ∈ Ed} show that the graph ΓE satisfies conditions of
Definition 1.4 with a constant γ = 5λ γ˜ proving that ΓE is a γ-sparse graph.
(ii). Let A ∈ E. We have to prove that the set Ad(A) := {A′ ∈ E : A′ ↔ A} of vertices adjacent
to A consists of at most C = C(n) elements.
By Definition 6.10, for every A′ ∈ Ad(A) there exist contacting lacunae L, L′ ∈ LE (L ⇔ L′)
such that A = PRE(L) and A′ = PRE(L′) so that # Ad(A) is bounded by the cardinality of the set of
lacunae
I = {L′ ∈ LE : A′ = PRE(L′) and ∃ L ∈ LE such that L ⇔ L′ and PRE(L) = A}.
But, by part (iii) of Theorem 6.6, #{L ∈ LE : PRE(L) = A} ≤ C1(n), and, by Proposition 6.5,
# {L′ ∈ LE : L′ ⇔ L} ≤ C2(n). Hence
deg
ΓE
(A) = # Ad(A) ≤ #I ≤ C1(n)C2(n)
proving part (ii) of the proposition.
The proof of the proposition is complete. 
7. The lacunary extension operator: a proof of the variational criterion.
7.1. The variational criterion: necessity.
As we have mentioned above, in [28] we have proved a criterion which provides a charac-
terization of the trace space L1p(Rn)|E it terms of certain local oscillations of functions on subsets
of the set E. Theorem 1.3 which we prove in this section refines and generalizes this criterion to
the case of jet-spaces generated by Lmp (Rn)−functions, m ≥ 1, p > n.
Proof. (Necessity.) We prove a slightly more general result which immediately implies the
necessity part of Theorem 1.3.
Proposition 7.1 Let n < p < ∞. Let F ∈ Cm−1(Rn) ∩ Lmp (Rn) and let Px = T m−1x [F], x ∈ E.
Then for every constant γ ≥ 1, every family {Qi : i ∈ I} of pairwise disjoint cubes in Rn, every
collection of points xi, yi ∈ (γQi) ∩ E, i ∈ I, and every multiindex β, |β| ≤ m − 1, the following
inequality ∑
i∈I
|DβPxi(xi) − DβPyi(xi)|p
(diam Qi)(m−|β|)p−n ≤ C ‖F‖
p
Lmp (Rn)
holds. Here C is a constant depending only on m, n, p and γ.
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Proof. Let q = (n+ p)/2. Let Q be a cube in Rn and let K := γQ. Fix two points x, y ∈ K. Recall
that Qxy = Q(x, ‖x− y‖) so that Qxy ⊂ 2K. By inequality (1.15), for every multiindex β, |β| ≤ m−1,
|DβPx(x) − DβPy(x)| ≤ C ‖x − y‖m−|β|
 1|Qxy|
∫
Qxy
(∇mF(u))qdu

1
q
≤ C ‖x − y‖m−|β|−
n
q

∫
Qxy
(∇mF(u))qdu

1
q
.
Since |β| ≤ m − 1 and n < q, we have m − |β| − nq > 0. Hence
|DβPx(x) − DβPy(x)| ≤ C (diam Q)m−|β|
 1|2K|
∫
2K
(∇mF(u))qdu

1
q
where C is a constant depending only on m, n, p and γ. By this inequality,
|DβPx(x) − DβPy(x)|p ≤ C (diam Q)p(m−|β|) (M[∇mFq](z))
p
q
for arbitrary z ∈ Q. Integrating this inequality over Q (with respect to z) we obtain the following:
|DβPx(x) − DβPy(x)|p
(diam Q)(m−|β|)p−n ≤ C
∫
Q
(M[∇mFq](z)) pq dz.
Hence,
Iβ :=
∑
i∈I
|DβPxi (xi) − DβPyi(xi)|p
(diam Qi)(m−|β|)p−n ≤ C
∑
i∈I
∫
Qi
(M[∇mFq](z)) pq dz
≤ C
∫
Rn
(M[∇mFq](z)) pq dz
so that, by the Hardy-Littlewood maximal theorem,
Iβ ≤ C
∫
Rn
(∇mF)p(z) dz ≤ C ‖F‖pLmp (Rn)
proving the proposition. 
Let us prove the necessity part of the theorem. Let P = {Px : x ∈ E} be a family of polynomials
of degree at most m − 1 indexed by points of E. Suppose there exists a Cm−1-function F ∈ Lmp (Rn)
such that T m−1x [F] = Px for every x ∈ E.
Let γ ≥ 1 and let {{xi, yi} : i = 1, ..., k} be an arbitrary finite γ-sparse collection of two point
subsets of E. Then, by Definition 1.2, there exists a family {Qi, i = 1, ..., k} of pairwise disjoint
cubes in Rn satisfying condition (1.4), so that, by Proposition 7.1,
k∑
i=1
∑
|α|≤m−1
|DαPxi(xi) − DαPyi(xi)|p
(diam Qi)(m−|α|)p−n ≤ C ‖F‖
p
Lmp (Rn).
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Here C is a constant depending only on m, n, p, and γ.
But, by (1.4), diam Qi ≤ γ‖xi − yi‖, i = 1, ..., k, so that
k∑
i=1
∑
|α|≤m−1
|DαPxi(xi) − DαPyi(xi)|p
‖xi − yi‖(m−|α|)p−n
≤ γmp−n C ‖F‖pLmp (Rn) .
Hence Nm,p,E(P) ≤ γm−n/p C1/p ‖F‖Lmp (Rn), see (1.6), and the proof of the necessity is complete.
7.2. The variational criterion: sufficiency.
Let γ := 104γ˜ where γ˜ is the constant from Theorem 6.6. Let P = {Px ∈ Pm−1(Rn) : x ∈ E} be a
Whitney (m − 1)-field on E.
Let λ := Nm,p,E(P)p, see (1.6). Suppose that λ < ∞. Then, by (1.6), for every finite γ-sparse
collection {{xi, yi} : i = 1, ..., k} of two point subsets of E the following inequality
k∑
i=1
∑
|α|≤m−1
|DαPxi(xi) − DαPyi(xi)|p
‖xi − yi‖(m−|α|)p−n
≤ λ (7.1)
holds.
Let us introduce the lacunary modification of the Whitney extension method. Let L ∈ LE be a
lacuna. For every cube Q ∈ L we put
aQ := PRE(L). (7.2)
Here PRE : LE → E is the “projector” from Theorem 6.6.
Note that, by property (i) of this theorem,
aQ = PRE(L) ∈ γ˜Q for every Q ∈ L. (7.3)
Hence, by (4.5), for each Q ∈ L
aQ is a θ − nearest point to Q with θ = (˜γ + 1)/2. (7.4)
Then we construct a function F on Rn using the Whitney extension formula (4.7).
Let us prove that the function F satisfies the following conditions:
(i). F is a Cm−1-function such that T m−1x [F] = Px for every x ∈ E ;
(ii). F ∈ Lmp (Rn) and
‖F‖Lmp (Rn) ≤ C λ
1
p
where C is a constant depending only on m, n and p.
Prove (i). For every multiindex β, |β| ≤ m − 1, and every x, y ∈ E, by (7.1),
|DβPx(x) − DβPy(x)|p
‖x − y‖(m−|β|)p−n
≤ λ.
Hence
|DβPx(x) − DβPy(x)| ≤ C λ
1
p ‖x − y‖m−|β|−1 · ‖x − y‖1−
n
p .
48
Since n < p,
DβPx(x) − DβPy(x) = o(‖x − y‖m−|β|−1) as y → x, y ∈ E.
Thus the Whitney (m − 1)-field P = {Px ∈ Pm−1(Rn) : x ∈ E} satisfies the hypothesis of the
Whitney extension theorem [33]. Recall that in Section 4 we have constructed the function F
using a modification of the Whitney extension method where for each Q ∈ WE the point aQ is
θ-nearest to Q with θ = 5.5. See (7.4). As we have noted in Section 5, see a remark after (4.9),
such a modification provides the statement (i) as well.
We turn to the proof of statement (ii). Let us fix a multiindex β of order |β| = m − 1 and prove
that
DβF ∈ L1p(Rn) and ‖DβF‖L1p(Rn) ≤ C λ
1
p . (7.5)
The proof of this inequality is based on two auxiliary statements. The first of them is the following
combinatorial
Theorem 7.2 ( [3, 9]) Let A = {Q} be a collection of cubes in Rn with covering multiplicity
M(A) < ∞. Then A can be partitioned into at most N = 2n−1(M(A) − 1) + 1 families of disjoint
cubes.
Recall that covering multiplicity M(A) of a family of cubes A is the minimal positive integer M
such that every point x ∈ Rn is covered by at most M cubes from A.
The second auxiliary result which we are needed for the proof of the sufficiency is a certain
variational description of the space L1p(Rn) in terms of local oscillations. This result follows from
a description of Sobolev spaces obtained in [2].; see there § 4, subsection 3◦.
Theorem 7.3 Let p > n and let τ > 0. Let G be a continuous function on Rn satisfying the
following condition: There exists a constant A > 0 such that for every finite family {Qi : i = 1, ..., k}
of pairwise disjoint equal cubes in Rn of diameter diam Qi ≤ τ and every xi ∈ Qi the following
inequality
k∑
i=1
|G(xi) −G(cQi)|p
(diam Qi)p−n ≤ A
holds. Then G ∈ L1p(Rn) and ‖G‖L1p(Rn) ≤ C(n, p) A
1
p
.
Proof. For the case τ = ∞ this criterion follows from a description of Sobolev spaces obtained
in [2].; see there § 4, subsection 3◦.
Prove the result for 0 < τ < ∞. Using a result from [2] related to an atomic decomposition of
the modulus of smoothness in Lp, see there § 2, subsection 2◦, Theorem 4, and the theorem’s hypo-
thesis, we conclude that the first modulus of continuity of G in Lp(Rn), the function Ω1(G, t)Lp(Rn),
satisfies the following inequality:
Ω1(G, t)Lp(Rn) ≤ C(n, p) A
1
p t for every t ∈ (0, τ].
But the function Ω1(G, t)Lp(Rn)/t is a quasi-monotone function on R+, i.e.,
Ω1(G, t2)Lp(Rn)/t2 ≤ CΩ1(G, t1)Lp(Rn)/t1 for every 0 < t1 < t2,
where C > 1 is an absolute constant.
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Hence,
Ω1(G, t)Lp(Rn)/t ≤ CΩ1(G, τ)Lp(Rn)/τ ≤ C(n, p) A
1
p for every t > τ
so that
Ω1(G, t)Lp(Rn) ≤ C(n, p) A
1
p t for every t > 0.
It is shown in [2], § 4, Subsection 3◦, that this property implies that G ∈ L1p(Rn) and that
‖G‖L1p(Rn) ≤ C(n, p) A
1
p
. The proof of the lemma is complete. 
We turn to the proof of the statement (7.5). We will do this by applying Theorem 7.3 to a
function G := DβF. Basing on the following three lemmas we show that this function satisfies the
hypothesis of Theorem 7.3.
Let Q = {Q1, ..., Qk} be a family of pairwise disjoint equal cubes in Rn. Let ci := cQi , i = 1, ..., k,
be the center of the cube Qi.
Lemma 7.4 Suppose that
dist(ci, E) ≤ 40 diam Qi for all i = 1, ..., k. (7.6)
Then for every β, |β| = m − 1, and every xi ∈ Qi the following inequality
k∑
i=1
|DβF(xi) − DβF(ci)|p
(diam Qi)p−n ≤ C λ .
Here C > 0 is a constant depending only on m, n, and p.
Proof. First we will prove the lemma for the case ci ∈ E, i = 1, ..., k. Let
I1(F) :=
∑ {
|DβF(xi) − DβF(ci)|p
(diam Qi)p−n : i ∈ {1, ..., k}, xi ∈ E, xi , ci
}
. (7.7)
Prove that I1(F) ≤ λ.
Let us consider a collection of two point sets
A := {{xi, ci} : i = 1, ..., k, xi ∈ E, xi , ci}.
Prove that A is a 1-sparse collection, see Definition 1.2. In fact, since xi, ci ∈ Qi, there exists a
cube Ki such that xi, ci ∈ Ki ⊂ Qi and diam Ki = ‖xi−ci‖. Since the cubes {Qi} are pairwise disjoint,
the same is true for the cubes {Ki} proving that A is 1-sparse. By (1.5), DβF(xi) = DβPxi(xi) and
DβF(ci) = DβPci(ci). But DβPxi is a constant function whenever |β| = m − 1 so that DβF(xi) =
DβPxi(ci). Hence, by the theorems hypothesis (with |β| = m − 1), see (7.1),
I1(F) ≤
∑ {
|DβPxi(ci) − DβPci(ci)|p
‖xi − ci‖p−n
: i ∈ {1, ...k}, xi ∈ E, xi , ci
}
≤ λ. (7.8)
Let
I2(F) :=
∑ {
|DβF(xi) − DβF(ci)|p
(diam Qi)p−n : i ∈ {1, ...k}, xi ∈ R
n \ E
}
. (7.9)
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Let
Q := {Qi : xi ∈ Rn \ E}.
This family consist of at most k pairwise disjoint cubes.
We recall that by γ˜ we denote the constant from Theorem 6.6. Let us introduce a family of cubes
Q˜ := {5γ˜ Q : Q ∈ Q}.
Clearly, the covering multiplicity MC(Q˜) ≤ C(n) so that, by Theorem 7.2, this family can be
partitioned into at most N(n) subfamilies of pairwise disjoint cubes. Therefore in this proof without
loss of generality we can assume that the family Q˜ itself consists of pairwise disjoint cubes.
Fix a cube Q ∈ Q. Thus Q = Qi for some i ∈ {1, ..., k}. Let xQ = xi. Thus xQ < E and cQ ∈ E for
every Q ∈ Q. Note also that DβF(cQ) = DβPcQ (cQ).
Since xQ < E, there exists a Whitney cube
KQ ∈ WE which contains xQ. (7.10)
Recall that given a lacuna L ∈ LE and a cube H ∈ L we have aH = PRE(L), see (7.2). We also
recall that by T (KQ) we denote the family of Whitney’s cubes intersecting KQ. See (4.11).
For the sake of brevity let us introduce the following notation:
S (Q) := |DβF(xQ) − DβF(cQ)|
and
V(Q) := |DβPcQ (cQ) − DβPaKQ (cQ)|.
Also given H ∈ T (KQ) and a multiindex ξ with |ξ| ≤ m − 1 let
L(ξ : H, Q) := |DξPaH (aKQ) − DξPaKQ (aKQ)|.
Then, by Lemma 4.5,
S (Q) ≤ C
V(Q) +
∑
H∈T (KQ)
∑
|ξ|≤m−1
L(ξ : H, Q)
(diam KQ)m−1−|ξ|
 .
Since #T (KQ) ≤ N(n), see Lemma 4.1, we have
S (Q)p
(diam Q)p−n ≤
C V(Q)p
(diam Q)p−n + C
∑
H∈T (KQ)
∑
|ξ|≤m−1
(diam KQ
diam Q
)p−n L(ξ : H, Q)p
(diam KQ)(m−|ξ|)p−n .
Prove that aKQ ∈ 5γ˜ Q. In fact, since xQ ∈ KQ ∩ Q, we have
diam KQ ≤ 4 dist(KQ, E) ≤ 4 dist(xQ, E) ≤ 4‖xQ − cQ‖ ≤ 2 diam Q (7.11)
Hence, for every y ∈ KQ,
‖y − cQ‖ ≤ ‖y − xQ‖ + ‖xQ − cQ‖ ≤ diam KQ + rQ ≤ 2 diam Q + rQ = 5rQ
proving that
KQ ⊂ 5Q. (7.12)
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On the other hand, by (7.3), aKQ ∈ γ˜KQ so that
aKQ ∈ 5γ˜ Q. (7.13)
In particular, by inequality (7.11),
S (Q)p
(diam Q)p−n ≤ C

V(Q)p
(diam Q)p−n +
∑
H∈T (KQ)
∑
|ξ|≤m−1
L(ξ : H, Q)p
(diam KQ)(m−|ξ|)p−n
 .
Prove that aH ∈ γKQ whenever H ∈ T (KQ). Since H ∩ KQ , ∅, by Lemma 4.1, we have
diam H ≤ 4 diam KQ so that H ⊂ 9KQ. On the other hand, by Theorem 6.6, aH ∈ γ˜H. Hence
aH ∈ 9γ˜ KQ for every H ∈ T (KQ) (7.14)
proving that
aH ∈ γKQ. (7.15)
(Recall that γ := 104γ˜, see the beginning of this subsection.)
By HQ we denote a cube H ∈ T (KQ) for which the quantity∑
|ξ|≤m−1
L(ξ : H, Q)p
(diam KQ)(m−|ξ|)p−n is maximal on T (KQ). (7.16)
Since #T (KQ) ≤ N(n), we obtain the following inequality
S (Q)p
(diam Q)p−n ≤ C

V(Q)p
(diam Q)p−n +
∑
|ξ|≤m−1
L(ξ : HQ, Q)p
(diam KQ)(m−|ξ|)p−n
 .
Hence
I2(F) :=
∑
Q∈Q
S (Q)p
(diam Q)p−n
≤ C

∑
Q∈Q
V(Q)p
(diam Q)p−n +
∑
|ξ|≤m−1
∑
Q∈Q
L(ξ : HQ, Q)p
(diam KQ)(m−|ξ|)p−n

= C {I(1)2 (F) + I(2)2 (F)}.
Prove that
I(1)2 (F) :=
∑
Q∈Q
V(Q)p
(diam Q)p−n ≤ λ. (7.17)
In fact, we know that aKQ ∈ Q˜ := 5γ˜ Q and cQ = cQ˜, and the squares of the family Q˜ = {Q˜}
are pairwise disjoint. This enables us to use the same approach as in the proof of the inequality
I1(F) ≤ λ. This implies the required estimate I(1)2 (F) ≤ λ.
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Prove that I(2)2 (F) ≤ C λ.
Let K := {KQ : Q ∈ Q}. We know that KQ ⊂ 5Q ⊂ Q˜ = 5γ˜ Q so that the cubes of the family K
are pairwise disjoint. We also recall that, by (7.15), aHQ , aKQ ∈ γKQ for every Q ∈ Q. Furthermore,
we know that HQ ∩ KQ , ∅ and that aKQ = PRE(L), aHQ = PRE(L′) where L and L′ are lacunae
containing KQ and HQ respectively. Therefore, by part (ii) of Theorem 6.6,
diam KQ ≤ γ˜ ‖aKQ − aHQ‖ ≤ γ ‖aKQ − aHQ‖
provided aKQ , aHQ . Thus the family{{aKQ, aHQ} : Q ∈ Q} of two point subsets of E is γ-sparse.
See Definition 1.2. (We also note that diam KQ ∼ ‖aKQ − aHQ‖.)
Recall that
I(2)2 (F) :=
∑
|ξ|≤m−1
∑
Q∈Q
|DξPaHQ (aKQ) − DξPaKQ (aKQ)|p
(diam KQ)(m−|ξ|)p−n . (7.18)
Then, by assumption (7.1),
I(2)2 (F) ∼
∑
|ξ|≤m−1
∑
Q∈Q
|DξPaHQ (aKQ) − DξPaKQ (aKQ)|p
‖aKQ − aHQ‖
(m−|ξ|)p−n ≤ λ
proving the required inequality I(2)2 (F) ≤ C λ.
We turn to the proof of the lemma in the general case, i.e., for an arbitrary family of equal
cubes {Qi : i = 1, ..., k} satisfying inequality (7.6). Let ui be a nearest point on E to the square Qi,
i = 1, ..., k. By (7.6),
‖ui − ci‖ ≤ dist(ci, E) ≤ 40 diam Qi.
so that
‖ui − y‖ ≤ 41 diam Qi for every y ∈ Qi. (7.19)
Let
ˆQi := Q(ui,Ri) where Ri = 41 diam Qi. (7.20)
Then, by (7.19), ˆQi ⊃ Qi. Also it can be readily seen that ˆQi ⊂ γ′Qi with γ′ = 122. Since the cubes
{Qi} are pairwise disjoint, the family ˆQ = { ˆQi : i = 1, ..., k} has covering multiplicity M( ˆQ) < C(n).
Therefore, by Theorem 7.2, ˆQ can be partitioned into at most N(n) subfamilies each consisting
of pairwise disjoint cubes. This enables us to assume that the family ˆQ itself consists of pairwise
disjoint cubes.
We obtain
J :=
k∑
i=1
|DβF(xi) − DβF(ci)|p
(diam Qi)p−n
≤ C

k∑
i=1
|DβF(xi) − DβF(ui)|p
(diam ˆQi)p−n
+
k∑
i=1
|DβF(ci) − DβF(ui)|p
(diam ˆQi)p−n

= C{J1 + J2}.
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But now ui = c ˆQi ∈ E, so that the problem is reduced to the case proven above. Thus J1, J2 ≤ Cλ
where C = C(m, n, p). Hence J ≤ C λ proving the lemma. 
Lemma 7.5 Suppose that
dist(ci, E) > 40 diam Qi, i = 1, ..., k. (7.21)
Then for every β, |β| = m − 1, and every xi ∈ Qi the following inequality
k∑
i=1
|DβF(xi) − DβF(ci)|p
(diam Qi)p−n ≤ C λ
holds. Here C = C(m, n, p).
Proof. For every cube Q ∈ Q, by (7.21), dist(cQ, E) > 40 diam Q > 0 so that Q ⊂ Rn \E. Let KQ
be a Whitney cube which contains cQ. Prove that Q ⊂ K∗Q = 98 KQ.
In fact,
diam Q < 140 dist(cQ, E) ≤ 140{diam KQ + dist(KQ, E)}
so that
diam Q ≤ 140{diam KQ + 4 diam KQ} = 18 diam KQ . (7.22)
Hence for every z ∈ Q we have
‖z − cKQ‖ ≤ ‖z − cQ‖ + ‖cQ − cKQ‖ ≤
1
2 diam Q + 12 diam KQ
≤ 12 ·
1
8 diam KQ +
1
2 diam KQ =
(
1
8 + 1
)
rKQ
so that Q ⊂ 98 KQ = K∗Q. In particular, xQ = xi ∈ K∗Q provided Q = Qi.
Let K ∈ WE and let
Q(K) := {Q ∈ Q : cQ ∈ K}.
Let
K := {K ∈ WE : Q(K) , ∅}.
Then for each K ∈ K , by Lemma 4.6,
|DβF(xQ) − DβF(cQ)| ≤ C‖xQ − cQ‖
∑
H∈T (K)
∑
|ξ|≤m−1
|DξPaH (aK) − DξPaK (aK)|
(diam K)m−|ξ| .
By (7.15),
aK, aH ∈ γK for every H ∈ T (K). (7.23)
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Now we have
IK :=
∑
Q∈Q(K)
|DβF(xQ) − DβF(cQ)|p
(diam Q)p−n
≤ C

∑
Q∈Q(K)
(
‖xQ − cQ‖
diam Q
)p
|Q|


∑
H∈T (K)
∑
|ξ|≤m−1
|DξPaH (aK) − DξPaK (aK)|
(diam K)m−|ξ|

p
≤ C

∑
Q∈Q(K)
|Q|


∑
H∈T (K)
∑
|ξ|≤m−1
|DξPaH (aK) − DξPaK (aK)|
(diam K)m−|ξ|

p
≤ C |K|

∑
H∈T (K)
∑
|ξ|≤m−1
|DξPaH (aK) − DξPaK (aK)|
(diam K)m−|ξ|

p
.
Since #T (K) ≤ N(n), see Lemma 4.1, we obtain
IK ≤ C
∑
H∈T (K)
∑
|ξ|≤m−1
|DξPaH (aK) − DξPaK (aK)|p
(diam K)(m−|ξ|)p−n .
Let ˆK ∈ T (K) be a cube such that the quantity∑
|ξ|≤m−1
|DξPaH (aK) − DξPaK (aK)|p
(diam K)(m−|ξ|)p−n takes the maximal value on T (K). (7.24)
Then
IK ≤ C
∑
|ξ|≤m−1
|DξPa
ˆK
(aK) − DξPaK (aK)|p
(diam K)(m−|ξ|)p−n .
This enables us to estimate I as follows:
I :=
k∑
i=1
|DβF(xi) − DβF(ci)|p
(diam Qi)p−n ≤
∑
K∈K
IK
so that
I ≤ C
∑
K∈K
∑
|ξ|≤m−1
|DξPa
ˆK
(aK) − DξPaK (aK)|p
(diam K)(m−|ξ|)p−n . (7.25)
As in the proof of the previous lemma, using Theorem 7.2 we can assume that the cubes of the
family K are pairwise disjoint. Furthermore, by (7.2) and by part(ii) of Theorem 6.6,
diam K ≤ γ˜ ‖a ˆK − aK‖ ≤ γ ‖a ˆK − aK‖
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provided a ˆK , aK . (Recall that γ = 104γ˜.) In particular, this inequality and (7.23) imply the
following:
1
γ
diam K ≤ ‖a ˆK − aK‖ ≤ γ diam K. (7.26)
Hence
I ≤ C
∑
K∈K
∑
|ξ|≤m−1
|DξPa
ˆK
(aK) − DξPaK (aK)|p
‖a ˆK − aK‖
(m−|ξ|)p−n . (7.27)
Note that, by (7.23), a ˆK , aK ∈ γ K. Combining this with (7.26) and Definition 1.2 we conclude
that the family {{a ˆK, aK} : K ∈ K} of two point subsets of E is γ-sparse. (Recall that K consists
of pairwise disjoint cubes.) This enables us to apply assumption (7.1) to the right hand side of the
above inequality. By this assumption, I ≤ C λ, and the proof of the lemma is complete. 
Combining Lemma 7.4 and Lemma 7.5 with the criterion (7.3), we conclude that F ∈ Cm−1(Rn),
and for every multiindex β of order m − 1 the function DβF ∈ L1p(Rn) and ‖DβF‖L1p(Rn) ≤ C λ
1
p
.
Since weak derivatives commute, the function F ∈ Lmp (Rn) and ‖F‖Lmp (Rn) ≤ C λ
1
p
.
The proof of Theorem 1.3 is complete. 
7.3. A refinement of the variational criterion for finite sets.
In this subsection we prove Theorem 1.5. Our proof is based on the following useful property
of the lacunary extension operator.
Proposition 7.6 Let E be a closed set and let P = {Px : x ∈ E} be a Whitney (m − 1)-field on E.
Let F be the function obtained by the lacunary modification (7.2) of the Whitney extension formula
(4.7). Then the following inequality
∑
|α|=m
‖DαF‖Lp(Rn\E) ≤ C

∑
x,y∈E, x↔y
∑
|β|≤m−1
|DβPx(x) − DβPy(x)|p
‖x − y‖(m−|β|)p−n

1
p
holds. Here the first sum is taken over all distinct points x and y in E joined by an edge in the
graph ΓE. (In this section we use the notation x ↔ y.)
The constant C in this inequality depends only on m, n, and p.
Proof. Let a cube K ∈ WE and let u ∈ K. Then, by Lemma 4.4, for every multiindex α, |α| = m,
|DαF(u)| ≤ C
∑
Q∈T (K),aQ,aK
∑
|ξ|≤m−1
(diam K)|ξ|−m |DξPaQ(aK) − DξPaK (aK)|
where C = C(n,m). See (7.4).
We recall that F |Rn\E ∈ C∞(Rn \ E), T (K) is the family of Whitney’s cubes touching K, see
(4.11), and aQ is defined by (7.2). We also recall that # T (K) is bounded by C(n), see Lemma 4.1.
Integrating the latter inequality on K (with respect to u) we obtain∫
K
|DαF(u)|p du ≤ C
∑
Q∈T (K), aQ,aK
∑
|ξ|≤m−1
(diam K)(|ξ|−m)p+n |DξPaQ(aK) − DξPaK (aK)|p
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where C = C(n,m, p).
Let us fix a cube Q ∈ T (K); thus Q ∩ K , ∅. Let L(Q) and L(K) be lacunae containing Q and K
respectively. We know that
aQ = PRE(L(Q)) and aK = PRE(L(K)),
see (7.2), so that, by part (ii) of Theorem 6.6,
diam Q + diam K ≤ γ˜ ‖aQ − aK‖
provided aQ , aK. Recall that γ˜ is an absolute constant. Hence∫
K
|DαF(u)|p du ≤ C
∑
Q∈T (K), aQ,aK
∑
|ξ|≤m−1
|DξPaQ(aK) − DξPaK (aK)|p
‖aQ − aK‖(m−|β|)p−n
so that, by Definition 6.10,∫
K
|DαF(u)|p du ≤ C
∑
Q∈WE , aQ↔aK
∑
|ξ|≤m−1
|DξPaQ(aK) − DξPaK (aK)|p
‖aQ − aK‖(m−|β|)p−n
.
This estimate implies the following inequality
I :=
∫
Rn\E
|DαF(u)|p du ≤ C
∑
K∈WE
∑
Q∈WE , aQ↔aK
∑
|ξ|≤m−1
|DξPaQ (aK) − DξPaK (aK)|p
‖aQ − aK‖(m−|β|)p−n
so that
I ≤ C
∑
Q,K∈WE , aQ↔aK
∑
|ξ|≤m−1
|DξPaQ(aK) − DξPaK (aK)|p
‖aQ − aK‖(m−|β|)p−n
.
In turn, this inequality implies the following one:
I ≤ C
∑
x,y∈E, x↔y
# R(x, y)
∑
|ξ|≤m−1
|DξPx(x) − DξPy(x)|p
‖x − y‖(m−|ξ|)p−n
. (7.28)
Here given x, y ∈ E, x ↔ y, by R(x, y) we denote a subset of WE ×WE consisting of all pairs (Q, K)
of contacting Whitney’s cubes Q and K, Q ∩ K , ∅, such that there exist lacunae L(Q), L(K) ∈ LE,
L(Q) ∋ Q and L(K) ∋ K, for which
x = PRE(L(Q)) and y = PRE(L(K)) .
But, by Theorem 6.6,
# {L : PRE(L) = x} ≤ C1(n) and # {L : PRE(L) = y} ≤ C1(n).
Furthermore, by Proposition 6.5, each lacuna contains at most M(n) contacting cubes. Finally,
each Whitney’s cube has common points with at most N(n) Whitney’s cubes, see Lemma 4.1.
Hence,
# R(x, y) ≤ C1(n) M(n)2
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so that, by (7.28),
I ≤ C2
∑
x,y∈E, x↔y
∑
|ξ|≤m−1
|DξPx(x) − DξPy(x)|p
‖x − y‖(m−|ξ|)p−n
where C2 := C C1(n) M(n)2.
The proof of the proposition is complete. 
Proof of Theorem 1.5. Let E be a finite set and let P = {Px : x ∈ E} be a Whitney (m − 1)-field
on E. Let
I :=
∑
x,y∈E, x↔y
∑
|β|≤m−1
|DβPx(x) − DβPy(x)|p
‖x − y‖(m−|β|)p−n
.
Since ΓE is a γ-sparse graph with γ = γ(n), see part (i) of Proposition 6.11, by Definition 1.4
and Proposition 7.1, for every Cm−1-function F ∈ Lmp (Rn) such that T m−1x [F] = Px for all x ∈ E the
following inequality
I ≤ C(m, n, p) ‖F‖pLmp (Rn)
holds. This proves that I ≤ C ‖P‖m,p,E, see (1.3).
Prove that ‖P‖m,p,E ≤ C I. In fact, since E is a finite set, the function F obtained by the Whitney
extension formula (4.7) belongs to C∞(Rn). Hence
‖F‖Lmp (Rn) = ‖F‖Lmp (Rn\E) =
∑
|α|=m
‖DαF‖Lp(Rn\E) .
Let F be the function obtained by the lacunary modification of the Whitney extension formula.
See (7.2). Then, by Proposition 7.6, ‖F‖pLmp (Rn\E) ≤ C I so that ‖F‖
p
Lmp (Rn) ≤ C I. Hence, by (1.3),
‖P‖m,p,E ≤ C I, and the proof of the theorem is complete. 
Let us note the following useful property of the graph ΓE.
Proposition 7.7 Let E be a finite subset of Rn. Then ΓE is a connected graph.
Furthermore, for every x¯, y¯ ∈ E there is a path {z0, ..., zm} joining x¯ to y¯ in ΓE (i.e., z0 = x¯, zm = y¯,
and zi ↔ zi+1, i = 0, ...,m − 1) such that
m−1∑
i=0
‖zi − zi+1‖ ≤ C(n) ‖x¯ − y¯‖.
Proof. Let f be a function on E. We know that L1∞(Rn) is isometrically isomorphic to Lip(Rn).
On the other hand, by McShane’s theorem [26], ‖ f ‖Lip(E) = ‖ f ‖Lip(Rn)|E so that ‖ f ‖Lip(E) = ‖ f ‖L1∞(Rn)|E .
Hence, by (1.9),
‖ f ‖Lip(E) ∼ sup
x,y∈E, x↔y
| f (x) − f (y)|
‖x − y‖
(7.29)
with the constants in this equivalence depending only on n.
Using this equivalence prove that ΓE is a connected graph. Otherwise there exists a non-empty
subset E′ ⊂ E, E′ , E, such that x = y for every x ∈ E′ and y ∈ E \ E′. Let f := χE′ . Then
‖ f ‖Lip(E) > 0, while the right hand side of (7.29) equals 0, a contradiction.
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Prove the second statement of the proposition, i.e., the equivalence of the Euclidean and the
geodesic metrics in the graph ΓE. As usual the geodesic metric dΓE is defined by the formula
dΓE (x, y) := inf
m−1∑
i=0
‖zi − zi+1‖
where the infimum is taken over all paths {z0, ..., zm} joining x to y in ΓE. (Thus z0 = x, zm = y, and
zi ↔ zi+1 for all i = 0, ...,m − 1.)
Let f (z) := dΓE (z, x¯), z ∈ E. Then for every x, y ∈ E, x ↔ y,
| f (x) − f (y)| = |dΓE (x, x¯) − dΓE (y, x¯)| ≤ dΓE (x, y) ≤ ‖x − y‖
so that, by (7.29), ‖ f ‖Lip(E) ≤ C(n). Hence,
dΓE (x¯, y¯) = | f (x¯) − f (y¯)| ≤ C(n) ‖x¯ − y¯‖
proving the proposition. 
Remark 7.8 Note that Theorem 1.7 easily follows from Theorems 1.3 and 1.5. In fact, the neces-
sity part of Theorem 1.7 and the inequality N˜m,p,E(P) ≤ C ‖P‖m,p,E directly follow from Definition
1.4 and the necessity part of Theorem 1.3. Let us prove the sufficiency.
Let P = {Px : x ∈ E} be a Whitney (m − 1)-field on E such that N˜m,p,E(P) < ∞. See (1.10).
Let γ ≥ 1 be the same as in Theorem 1.3, and let A = {{xi, yi} : i = 1, ..., k} be an arbitrary finite
γ-sparse collections of two point subsets of E. By S we denote a subset of E defined by
S A :=
⋃
i=1,...,k
{xi, yi} .
Since S A is finite, by Theorem 1.5 there exists a connected tree ΓS A whose set of vertices coincide
with S A such that the conditions (i) and (ii) of this theorem are satisfied. Hence, by the assumption,
(1.10) and the equivalence (1.8), there exists a function F˜ ∈ Cm−1(Rn) which agrees with P on S A
such that ‖F˜‖Wmp (Rn) ≤ C N˜m,p,E(P).
We again apply the necessity part of Theorem 1.3 to the set S A and the function F˜, and obtain
the following inequality:
k∑
i=1
∑
|α|≤m−1
|DαPxi (xi) − DαPyi(xi)|p
‖xi − yi‖(m−|α|)p−n

1/p
≤ C ‖F˜‖Wmp (Rn) ≤ C N˜m,p,E(P).
Since A is arbitrary, by (1.6), Nm,p,E(P) ≤ C N˜m,p,E(P) so that, by (1.7), ‖P‖m,p,E ≤ C N˜m,p,E(P).
This completes the proof of Theorem 1.7. ⊳
8. Wmp (Rn) -jets on closed subsets of Rn.
In this section we prove an analogue of Theorem 1.3 for the normed Sobolev space, i.e., a
variational criterion for jets generated by Wmp (Rn)-functions.
Let E be a closed subset of Rn, and let P = {Px : x ∈ E} be a family of polynomials of degree at
most m − 1 indexed by points of E. We define the Wmp -“norm” of P by
‖P‖∗m,p,E := inf
{
‖F‖Wmp (Rn) : F ∈ W
m
p (Rn), T m−1x [F] = Px for every x ∈ E
}
. (8.1)
In this section given ε > 0 we let Eε denote the ε-neighborhood of E.
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Theorem 8.1 Let m ∈ N, p ∈ (n,∞), and let εˆ > 0. Fix a number θ ≥ 1 and let V : Eεˆ → E be a
measurable mapping such that
‖V(x) − x‖ ≤ θ dist(x, E) for every x ∈ Eεˆ. (8.2)
There exists a constant γˆ ≥ 1 depending only on θ for which the following result holds:
Suppose we are given a family of polynomials P = {Px ∈ Pm−1(Rn) : x ∈ E}. There exists a
Cm−1-function F ∈ Wmp (Rn) such that
T m−1x [F] = Px for every x ∈ E (8.3)
if and only if the function
P(V) := PV(x)(x), x ∈ Eεˆ, (8.4)
belongs to Lp(Eεˆ), and the quantity N∗(P) = N∗(P : m, n, p, E, εˆ) defined by
N∗(P) := sup

k∑
i=1
∑
|α|≤m−1
|DαPxi(xi) − DαPyi(xi)|p
(diam Qi)(m−|α|)p−n

1/p
(8.5)
is finite. Here the supremum is taken over all finite families {Qi : i = 1, ..., k} of pairwise disjoint
cubes contained in Eεˆ, and all choices of points xi, yi ∈ (γˆQi) ∩ E.
Furthermore,
‖P‖∗m,p,E ∼ ‖P(V)‖Lp(Eεˆ) +N∗(P). (8.6)
The constants of this equivalence depend only on m, n, p, εˆ and θ.
See also Remark 8.10. Note that for the case m = 1, i.e., for the space W1p(Rn), this result has
been proven in [28].
Now given a closed E ⊂ Rn we define a special mapping VE : Rn → E which will enable
us to refine the result of Theorem 8.1. This mapping is generated by the lacunary projector PRE
constructed in Subsection 6.2, see Theorem 6.6.
We define VE as follows. We put
VE(x) := x for every x ∈ E. (8.7)
Let now x ∈ Rn \ E and let Q ∈ WE be a Whitney cube containing x. By L(Q) we denote the
(unique) lacuna which contains Q. See Subsection 6.1. Then we define VE(x) by letting
VE(x) := PRE(L(Q)). (8.8)
Clearly, VE is a measurable mapping which is well defined on the set
S := E
⋃  ⋃
Q∈WE
int(Q)
 .
It is also clear that the Lebesgue measure of the set Rn \ S is zero, so that VE is well defined a.e.
on Rn. Note that, by property (4.2) of Whitney’s cubes and by property (i) of Theorem 6.6, the
mapping V = VE satisfies inequality (8.2) with some absolute constant θ.
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Theorem 8.2 Let m ∈ N, p ∈ (n,∞), ε > 0. There exists an absolute constant γ ≥ 1 for which the
following result holds:
Suppose we are given a family P = {Px : x ∈ E} of polynomials of degree at most m − 1 indexed
by points of E. There exists a Cm−1-function F ∈ Wmp (Rn) such that (8.3) is satisfied if and only if
the function
P(VE) := PVE(x)(x), x ∈ Eε , (8.9)
belongs to Lp(Eε) and the quantity N ♭(P) = N ♭(P : m, n, p, ε, E) defined by
N ♭(P) := sup

k∑
i=1
∑
|α|≤m−1
|DαPxi(xi) − DαPyi(xi)|p
‖xi − yi‖(m−|α|)p−n

1/p
(8.10)
is finite. Here the supremum is taken over all finite γ-sparse collections {{xi, yi} : i = 1, ..., k} of two
point subsets of E with ‖xi − yi‖ ≤ ε, i = 1, ..., k.
Furthermore,
‖P‖∗m,p,E ∼ ‖P(VE)‖Lp(Eε) +N ♭(P). (8.11)
The constants of this equivalence depend only on m, n, p, and ε.
See also Remark 8.11.
We turn to the proofs of Theorems 8.1 and 8.2.
(Necessity.) The proof of the necessity relies on the following auxiliary lemma.
Lemma 8.3 Let F ∈ Wmp (Rn) ∩ Cm−1(Rn). Then the function P˜ := T m−1V(x) [F](x), x ∈ Eε, belongs to
Lp(Eε) and
‖P˜‖Lp(Eε) ≤ C‖F‖Wmp (Rn). (8.12)
Here C = C(m, n, p, θ, ε).
Proof. By (8.2), V(x) = x on E so that P˜(x) = T m−1x [F](x) = F(x) for every x ∈ E. Hence
‖P˜‖Lp(Eε) ≤ ‖F‖Lp(Eε) + ‖F − P˜‖Lp(Eε) = ‖F‖Lp(Eε) + ‖F − P˜‖Lp(Eε\E). (8.13)
Let q := (p + n)/2. Prove that for every x ∈ Eε the following inequality
|F(x) − P˜(x)| ≤ C1 (M[(∇mF)q](x))
1
q (8.14)
holds. In fact, let Q = Q(x, ‖x − V(x)‖). Since x ∈ Eε, we have dist(x, E) ≤ ε so that, by (8.2),
diam Q ≤ 2θε.
Let us apply to x and y = V(x) the Sobolev-Poincare´ inequality (1.15) with β = 0. By this
inequality,
|F(x) − P˜(x)| = |F(x) − T m−1V(x) [F](x)| ≤ C (diam Q)m
 1|Q|
∫
Q
(∇mF(u))qdu

1
q
≤ C (2θε)m
 1|Q|
∫
Q
(∇mF(u))qdu

1
q
≤ C1 (M[(∇mF)q](x))
1
q
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proving (8.14). Here C1 is a constant depending only on m, n, p, θ, and ε.
Hence,
‖F − P˜‖Lp(Eε\E) ≤ C1 ‖(M[(∇mF)q])
1
q ‖Lp(Eε\E) ≤ C1 ‖(M[(∇mF)q])
1
q ‖Lp(Rn).
Since q < p, by the Hardy-Littlewood maximal theorem,
‖F − P˜‖Lp(Eε\E) ≤ C2 ‖∇mF‖Lp(Rn) ≤ C2 ‖F‖Wmp (Rn).
Combining this inequality with (8.13) we obtain the required inequality (8.12). 
Now the necessity part of Theorem 8.1 and Theorem 8.2 and the inequalities
‖P(V)‖Lp(Eεˆ) +N
∗(P) ≤ C ‖P‖∗m,p,E and ‖P(VE)‖Lp(Eε) +N ♭(P) ≤ C ‖P‖∗m,p,E
directly follow from Lemma 8.3, Proposition 7.1 and definition (8.1).
Proof of the sufficiency part of Theorem 8.2. The proof of the sufficiency is based on a slight
modification of the lacunary extension method suggested in Subsection 7.2.
Let L ∈ LE be a lacuna and let a cube Q ∈ L. We recall that
aQ := PRE(L) and P(Q) := PaQ .
See (7.2).
Let ε > 0 and let δ := 10−5ε. Let P = {Px : x ∈ E} be a Whitney (m − 1)-field on E. Given a
cube Q ∈ WE we let P(Q,ε) denote a polynomial of degree at most m − 1 defined by the following
formula:
P(Q,ε) :=
{
P(Q), if diam Q < δ,
0, if diam Q ≥ δ. (8.15)
Finally, we define the extension Fε = F(x; ε,P), x ∈ Rn, by
Fε(x) :=

Px(x), x ∈ E,∑
Q∈WE
ϕQ(x)P(Q,ε)(x), x ∈ Rn \ E. (8.16)
Let F be the extension operator constructed in Subsection 7.2, i.e., the operator given by the
Whitney extension formula
F(x) :=

Px(x), x ∈ E,∑
Q∈WE
ϕQ(x)P(Q)(x), x ∈ Rn \ E. (8.17)
Let us note two properties of the function Fε.
Lemma 8.4 (i). If dist(x, E) < δ/4, then Fε(x) = F(x);
(ii). supp Fε ⊂ Eτ where τ = 20δ.
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Proof. (i). Clearly, by (8.16) and (8.17), Fε(x) = F(x) on E.
Suppose that 0 < dist(x, E) < δ/4. Let
Ax := {Q ∈ WE : Q∗ ∋ x}.
Recall that Q∗ := 98 Q. Then, by property (c) of Lemma 4.2 and by (8.17) and (8.16),
F(x) =
∑
Q∈Ax
ϕQ(x)P(Q)(x) and Fε(x) =
∑
Q∈Ax
ϕQ(x)P(Q,ε)(x). (8.18)
Let K ∈ WE and let x ∈ K. Then, by (4.2),
diam K ≤ dist(K, E) ≤ dist(x, E) < δ/4.
Since Q∗ ∩ K , ∅ for each Q ∈ Ax, by property (1) of Lemma 4.1, diam Q ≤ 4 diam K, so that
diam Q < δ for every Q ∈ Ax.
Hence, by (8.15), P(Q,ε) = P(Q) for all Q ∈ Ax. Combining this property with (8.18) we obtain the
statement of part (i) of the lemma.
(ii). Let dist(x, E) ≥ 20δ. Prove that Fε(x) = 0.
By (8.15) and (8.18), it suffices to show that diam Q ≥ δ for every Q ∈ Ax.
Let K ∈ WE and let x ∈ K. (Clearly, K ∈ Ax.) Then, Q∗ ∩ K , ∅ for each Q ∈ Ax so that, by part
(3) of Lemma 4.1, Q ∩ K , ∅. Hence, by part (1) of this lemma, diam Q ≥ 14 diam K. But K ∈ WE
so that
20δ ≤ dist(x, E) ≤ dist(K, E) + diam K ≤ 5 diam K.
Hence diam K ≥ 4δ proving the required inequality diam Q ≥ δ. 
Let γ ≥ 1 be the same absolute constant as in Theorem 1.3. Suppose that the Whitney (m − 1)-
field P = {Px : x ∈ E} satisfies the conditions of the sufficiency part of Theorem 8.2. Thus:
(i) The function P(VE) belongs to Lp(Eε). See (8.9) and (8.8);
(ii) Let λ˜ := N ♭(P)p, see(8.10). Then λ˜ < ∞ so that for every finite γ-sparse collection {{xi, yi} :
i = 1, ..., k} of two point subsets of E with
‖xi − yi‖ ≤ ε, i = 1, ..., k, (8.19)
the following inequality
k∑
i=1
∑
|α|≤m−1
|DαPxi(xi) − DαPyi(xi)|p
‖xi − yi‖(m−|α|)p−n
≤ λ˜ (8.20)
holds.
In Section 7 we have proved that the function F defined by the formula (8.17) belongs to
Cm−1(Rn) and agrees with P on E, i.e., (8.3) holds. Since, by Lemma 8.4, Fε coincides with F
on an open neighborhood of E, and Fε ∈ C∞(Rn \ E), the function Fε has similar properties, i.e.,
Fε ∈ Cm−1(Rn) and Fε agrees with P on E.
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Prove that
‖P‖∗m,p,E ≤ C {˜λ
1
p + ‖P(VE)‖Lp(Eε)} (8.21)
where C is a constant depending only on m, n, p, and ε.
We will estimate the Lmp -seminorm of Fε using the scheme of the proof suggested in Subsection
7. More specifically, in Lemmas 8.5 and 8.7 we will prove analogues of Lemmas 7.4 and 7.5 for
the function Fε. Finally, in Lemma 8.9 we will estimate the Lp-norm of Fε.
Let η := δ/˜γ where γ˜ is the constant from Theorem 6.6. Let Q = {Q1, ..., Qk} be a family of
pairwise disjoint equal cubes in Rn such that
diam Qi ≤ η for every i = 1, ..., k. (8.22)
Let ci := cQi , i = 1, ..., k, be the centers of these cubes.
Lemma 8.5 Suppose that the family Q satisfies the condition (7.6).
Then for every β, |β| = m − 1, and every xi ∈ Qi the following inequality
k∑
i=1
|DβFε(xi) − DβFε(ci)|p
(diam Qi)p−n ≤ C λ˜
holds. Here C > 0 is a constant depending only on m, n, p and ε.
Proof. By Lemma 8.4, Fε(x) = F(x) for x ∈ Eδ′ where δ′ = δ/4. Hence
DβFε(x) = DβF(x) for every β, |β| = m − 1, and every x ∈ Eδ′ .
Following the proof of Lemma 7.4 we first consider the case where ci ∈ E for each i = 1, ..., k.
Let I1(Fε) be the quantity defined by (7.7). Prove that I1(Fε) ≤ λ˜.
In fact, since xi ∈ Qi and diam Qi ≤ η, the point xi ∈ Eη. Hence, by part (i) of Lemma 8.4,
DβF(xi) = DβFε(xi) and DβF(ci) = DβFε(ci) for every β, |β| = m − 1, and every i = 1, ..., k. Hence
I1(Fε) = I1(F).
Since xi, ci ∈ Qi and
diam Qi ≤ η < δ/4 < ε,
we conclude that ‖xi − ci‖ < ε as it is required in (8.19). Now, using the same argument as in the
proof of Lemma 7.4, we obtain the desired inequality I1(Fε) ≤ λ˜. C.f. (7.8).
Let I2(Fε) be the quantity defined by (7.9). Prove that I2(Fε) ≤ C λ˜.
Again we will follow the proof given in Lemma 7.4 for a similar estimate of I2(F).
Using the same argument as for the case of I1(F), we conclude that I2(Fε) = I2(F). Then we
literally follow the proof of Lemma 7.4 after the definition (7.9) of I2(F). This leads us to the
corresponding estimate
I2(Fε) ≤ C {I(1)2 (Fε) + I(2)2 (Fε)}
where I( j)2 (Fε), j = 1, 2, are defined in the same way as I( j)2 (F). See (7.17) and (7.18).
By repeating the argument of Lemma 7.4 we show that I(1)2 (Fε) ≤ λ˜. The unique additional
requirement which we have to check is the inequality ‖aKQ − cQ‖ ≤ ε. See (8.19).
But we know that aKQ ∈ 5γ˜ Q, see (7.13), and diam Q ≤ η, see (8.22). Hence
‖aKQ − cQ‖ ≤ 5γ˜ diam Q ≤ 5γ˜ η = 5 δ. (8.23)
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Recall that δ = 10−5ε so that ‖aKQ − cQ‖ ≤ ε.
We turn to estimates of I(2)2 (Fε). Following the proof of the inequality I(2)2 (F) ≤ C λ in Lemma
7.4, we obtain the required inequality I(2)2 (Fε) ≤ C λ˜ provided
‖aHQ − aKQ‖ ≤ ε. (8.24)
See (8.19). We recall that the cubes KQ and HQ are determined by (7.10) and (7.16) respectively.
But in the proof of this lemma we show that KQ ⊂ 5Q, aHQ ∈ 9γ˜KQ, and aKQ ∈ 5γ˜ Q. See (7.12),
(7.13) and (7.14). Hence aHQ , aKQ ∈ 45γ˜Q so that
‖aHQ − aKQ‖ ≤ 45γ˜ diam Q ≤ 45γ˜ η = 45 δ ≤ ε. (8.25)
This proves the required inequality (8.24).
Finally we turn to the general case, i.e., to an arbitrary family of {Qi : i = 1, ..., k} of equal cubes
of diameter at most η satisfying inequality (7.6). We again follow the proof of this part of Lemma
7.4. This enables us to reduce the proof to the case of the family ˆQ = { ˆQi : i = 1, ..., k} of cubes
defined by (7.20). These cubes are centered at E so the proof is reduced to the previous cases
proven above.
Also we know that
diam ˆQi ≤ γ′ diam Qi ≤ γ′η
where γ′ := 122. Thus the proof is actually reduced to the known case but with η′ = γ′η instead of
η.
We recall that η = δ/˜γ. We use equality in inequalities (8.23) and (8.25) to prove that the left
hand side of these inequalities are bounded by ε. Clearly, the same is true whenever the constant
η in these inequalities is replaced by η′ satisfying the equality η′ = γ′δ/˜γ. In fact, in this case the
right hand sides of (8.23) and (8.25) are bounded by 5γ′δ and 45γ′δ respectively. Since δ = 10−5ε,
in the both cases the right hand side does not exceed ε which proves the lemma. 
The following properties of polynomials are well known.
Lemma 8.6 Let P ∈ Pm(Rn) and let 1 ≤ p < ∞. Let Q, Q˜ be two cubes in Rn such that Q ⊂ Q˜.
Then
sup
Q˜
|P| ≤ C (diam Q˜/ diam Q)m sup
Q
|P|
and
sup
Q˜
|P| ≤ C

1
|Q|
∫
Q
|P(x)|p dx

1
p
.
Furthermore, for every ξ, |ξ| ≤ m, the following inequality
sup
Q
|DξP| ≤ C (diam Q)−|ξ| sup
Q
|P|
holds. Here C is a constant depending only on m and n.
Lemma 8.7 Suppose that the family Q satisfies the condition (7.21).
Then for every β, |β| = m − 1, and every xi ∈ Qi the following inequality
k∑
i=1
|DβFε(xi) − DβFε(ci)|p
(diam Qi)p−n ≤ C
{˜
λ + ‖P(VE)‖pLp(Eε)
}
holds. Here C > 0 is a constant depending only on m, n, p and ε.
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Proof. We literally follow the proof of Lemma 7.5 until the inequality (7.27). But before to
continue the proof from this point let us make the following remark: Let Q ∈ Q and, as in the
proof of this lemma, let KQ be a cube such that cQ ∈ KQ. Note that if Q ⊂ Rn \ Eτ, then, by part
(ii) of Lemma 8.4, Fε|Q ≡ 0. This enables us to assume that dist(Q, E) ≤ τ = 20δ.
Now, by (4.2) and (7.22),
diam KQ ≤ dist(KQ, E) ≤ dist(cQ, E) ≤ dist(Q, E) + diam Q ≤ τ + 18 diam KQ
proving that diam KQ ≤ 8τ/7 ≤ 24 δ. Then, by part (1) of Lemma 4.1,
diam H ≤ 4 · 24 δ = 96 δ for every cube H ∈ WE such that H ∩ KQ , ∅. (8.26)
We will use this estimate at the end of the proof.
We continue the proof of the lemma as follows. Let
K (1) := {K ∈ K : diam K ≤ η} and let K (2) := {K ∈ K : diam K > η}.
be a partition of the family K . Then
I :=
k∑
i=1
|DβFε(xi) − DβFε(ci)|p
(diam Qi)p−n ≤ C {I
(1)
+ I(2)} (8.27)
where
I( j) :=
∑
K∈K ( j)
∑
|ξ|≤m−1
|DξPa
ˆK
(aK) − DξPaK (aK)|p
‖a ˆK − aK‖
(m−|ξ|)p−n , j = 1, 2.
Recall that ˆK is a cube touching K and satisfying (7.24).
Let us prove that
I(1) ≤ Cλ˜ with C = C(m, n, p, ε). (8.28)
In fact, literally following the proof of Lemma 7.5 after the inequality (7.25), we obtain (8.28)
provided ‖a ˆK − aK‖ ≤ ε. But, by (7.14), the points a ˆK , aK ∈ 9γ˜ K so that
‖a ˆK − aK‖ ≤ 9γ˜ diam K ≤ 9γ˜ η = 9δ ≤ ε.
Let us estimate I(2). Let K ∈ K (2). Since ‖a ˆK − aK‖ ∼ diam K, see (7.26),
I(2) ≤ C
∑
K∈K (2)
∑
|ξ|≤m−1
|DξPa
ˆK
(aK) − DξPaK (aK)|p
(diam K)(m−|ξ|)p−n .
We know that aK ∈ K˜ := γ˜ K, see part (i) of Theorem 6.6. Since diam ˆK ≤ 4 diam K and
ˆK ∩ K , ∅, the cube ˆK ⊂ 9K so that ˆK ⊂ K˜.
Now, by Lemma 8.6, for every ξ, |ξ| ≤ m − 1, the following inequality
|DξPa
ˆK
(aK)| ≤ sup
K˜
|DξPa
ˆK
| ≤ C sup
ˆK
|DξPa
ˆK
| ≤ C (diam ˆK)−|ξ| sup
ˆK
|Pa
ˆK
|
≤ C (diam K)−|ξ|

1
| ˆK|
∫
ˆK
|Pa
ˆK
(x)|p dx

1
p
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holds. Hence,
|DξPa
ˆK
(aK)|p
(diam K)(m−|ξ|)p−n ≤ C
p (diam K)−mp
∫
ˆK
|Pa
ˆK
(x)|p dx.
Since K ∈ K2, its diameter is at least η so that
|DξPa
ˆK
(aK)|p
(diam K)(m−|ξ|)p−n ≤ C
p η−mp
∫
ˆK
|Pa
ˆK
(x)|p dx ≤ C1
∫
ˆK
|Pa
ˆK
(x)|p dx
where C1 is a constant depending only on m, n, p, and ε. (Recall that η := δ/˜γ depends on ε.)
By (8.8) and (8.9), Pa
ˆK
(x) = PVE(x)(x) = P(VE)(x) for every x ∈ ˆK, so that
|DξPa
ˆK
(aK)|p
(diam K)(m−|ξ|)p−n ≤ C1
∫
ˆK
|P(VE)(x)|p dx.
In the same way we prove that
|DξPaK (aK)|p
(diam K)(m−|ξ|)p−n ≤ C1
∫
K
|P(VE)(x)|p dx.
Let us now introduce a family A of cubes by letting
A := {K, ˆK : K ∈ K (2)}.
Clearly, by Lemma 4.1, the covering multiplicity of A is bounded by a constant C = C(n).
We have
I(2) ≤ C
∑
K∈K (2)
∑
|ξ|≤m−1
|DξPa
ˆK
(aK)|p + |DξPaK (aK)|p
(diam K)(m−|ξ|)p−n
≤ C2
∑
K∈A
∫
K
|PaK (x)|p dx = C2
∑
K∈A
∫
K
|P(VE)(x)|p dx
with C2 = C2(m, n, p, ε). Since the covering multiplicity of A is bounded by C(n), we obtain
I(2) ≤ C2
∫
UA
|P(VE)(x)|p dx
where UA := ∪{K : K ∈ A}.
Prove that UA ⊂ Eε. In fact, by (8.26), diam K ≤ 96 δ for every K ∈ A. Since each cube K ∈ A
is a Whitney cube, for every y ∈ K we have
dist(y, E) ≤ dist(K, E) + diam K ≤ 5 diam K ≤ 480 δ = 480 · 10−5ε < ε (8.29)
proving that K ⊂ Eε. Hence UA ⊂ Eε so that
I(2) ≤ C
∫
UA
|P(VE)(x)|p dx ≤ C
∫
Eε
|P(VE)(x)|p dx = ‖P(VE)‖pLp(Eε).
Combining this inequality with (8.28) and (8.27) we obtain the statement of the lemma. 
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Corollary 8.8 The function Fε belongs to the space Lmp (Rn) and its seminorm in this space satisfies
the following inequality:
‖Fε‖Lmp (Rn) ≤ C {˜λ
1
p + ‖P(VE)‖Lp(Eε)}. (8.30)
Here C is a constant depending only on m, n, p, and ε.
Proof. Theorem 7.3, Lemma 8.5 and Lemma 8.7 imply the following property of Fε: the
function Fε is a Cm−1-function such that for every multiindex β of order m − 1 the function
DβFε ∈ L1p(Rn) and
‖DβFε‖L1p(Rn) ≤ C {˜λ
1
p + ‖P(VE)‖Lp(Eε)}.
Since weak derivatives commute, the function Fε ∈ Lmp (Rn) and inequality (8.30) holds. 
Lemma 8.9 The following inequality
‖Fε‖Lp(Rn) ≤ C ‖P(VE)‖Lp(Eε) (8.31)
holds. Here C = C(m, n, p, ε).
Proof. We recall that, by (8.7), VE(x) = x on E so that, by (8.16), P(VE )(x) = Fε(x), x ∈ E. Also,
by Lemma 8.4, supp Fε ⊂ Eτ with τ = 20 δ. Hence
‖Fε‖pLp(Rn) = ‖P
(VE)‖pLp(E) + ‖Fε‖
p
Lp(Rn\E) = ‖P
(VE)‖pLp(E) + ‖Fε‖
p
Lp(Eτ\E). (8.32)
Fix a point y ∈ Eτ \ E. Let y ∈ K where K ∈ WE is a Whitney cube. Let us apply Lemma 4.3 to
y, the cube K, the function Fε and α = 0. By this lemma,
|F(y) − PaK (y)| ≤ C
∑
Q∈T (K)
∑
|ξ|≤m−1
(diam K)|ξ| |DξPaQ(aK) − DξPaK (aK)|
so that
|F(y) − PaK (y)| ≤ C
∑
Q∈T (K)
∑
|ξ|≤m−1
(diam K)|ξ| |DξPaQ(aK)| .
We know that aK ∈ K˜ := γ˜K, see Theorem 6.6, so that, by Lemma 8.6, for every Q ∈ T (K)
(diam K)|ξ| |DξPaQ(aK)| ≤ (diam K)|ξ| sup
K˜
|DξPaQ | ≤ C sup
K˜
|PaQ |.
Since Q ⊂ 9K (recall that Q and K are touching Whitney cubes) and γ˜ > 9, we have Q ⊂ K˜.
Again, applying Lemma 8.6 we get
(diam K)|ξ| |DξPaQ(aK)| ≤ C sup
K˜
|PaQ | ≤ C sup
Q
|PaQ | ≤ C

1
|Q|
∫
Q
|PaQ(x)|p dx

1
p
provided Q ∈ T (K) and |ξ| ≤ m − 1. The same lemma implies the following inequality
|PaK (y)| ≤ C
 1|K|
∫
K
|PaK (x)|p dx

1
p
.
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Hence, for every y ∈ K
|Fε(y)|p ≤ 2p{|Fε(y) − PaK (y)|p + |PaK (y)|p} ≤ C
∑
Q∈T (K)

1
|Q|
∫
Q
|PaQ(x)|p dx

1
p
so that ∫
K
|Fε(y)|p dy ≤ C
∑
Q∈T (K)
|K|
|Q|
∫
Q
|PaQ |
p dx
≤ C
∑
Q∈T (K)
∫
Q
|PaQ |
p dx = C
∑
Q∈T (K)
∫
Q
|P(VE)|p dx.
Let us introduce a family A of cubes by letting
A := {Q ∈ T (K) : K ∩ Eτ , ∅}.
Prove that Q ⊂ Eε for every Q ∈ A. In fact, let K ∩ Eτ , ∅, and let Q ∈ T (K). Then
diam(K, E) ≤ τ, so that diam K ≤ dist(K, E) ≤ τ. Therefore for each Q ∈ T (K)
diam Q ≤ 4 diam K ≤ 4τ = 80δ.
Using the same idea as in the proof of (8.29), we obtain the required inclusion Q ⊂ Eε.
We also note that the covering multiplicity of the family A is bounded by a constant C = C(n).
This easily follows from Lemma 4.1.
Finally, we obtain∫
Eτ\E
|Fε(y)|p dy ≤ C
∑
Q∈A
∫
Q
|P(VE )(x)|p dx ≤ C
∫
UA
|P(VE)(x)|p dx
where UA := ∪{Q : Q ∈ A}.
Since Q ⊂ Eε for each Q ∈ A, we conclude that UA ⊂ Eε so that∫
Eτ\E
|Fε(y)|p dy ≤ C
∫
Eε
|P(VE)(x)|p dx.
Combining this inequality with inequality (8.32), we obtain (8.31) proving the lemma. 
We are in a position to finish the proof of the sufficiency part of Theorem 8.2. We know that the
function Fε agrees with the Whitney (m − 1)-field P = {Px : x ∈ E} so that, by (8.1),
‖P‖∗m,p,E ≤ ‖Fε‖Wmp (Rn).
It is well known, see, e.g. [24], p. 21, that for every F ∈ Wmp (Rn) the following equivalence
‖F‖Wmp (Rn) ∼ ‖F‖Lmp (Rn) + ‖F‖Lp(Rn)
holds with constants depending only on m, n, and p. Hence,
‖P‖∗m,p,E ≤ C {‖Fε‖Lmp (Rn) + ‖Fε‖Lp(Rn)}.
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Combining this inequality with Corollary 8.8 and Lemma 8.9, we obtain (8.21).
The proof of Theorem 8.2 is complete. 
Proof of the sufficiency part of Theorem 8.1. Let γˆ := γ˜ + 12θ where γ˜ is the constant from
inequality (6.11). Let γ be the same constant as in Theorem 8.2. (Recall that γ coincides with the
constant from Theorem 1.3.)
Suppose that a Whitney (m − 1)-field P = {Px : x ∈ E} satisfies the conditions of the sufficiency
part of Theorem 8.1. Thus:
(a) The function P(V) belongs to Lp(Eε). See (8.4);
(ii) Let λ := N∗(P)p, see(8.5). Then λ < ∞ so that for every finite family {Qi : i = 1, ..., k} of
pairwise disjoint cubes contained in Eεˆ, and every choice of points xi, yi ∈ (γˆQi)∩ E the following
inequality
k∑
i=1
∑
|α|≤m−1
|DαPxi(xi) − DαPyi(xi)|p
(diam Qi)(m−|α|)p−n ≤ λ (8.33)
holds.
Prove that P = {Px : x ∈ E} satisfies the hypothesis of the sufficiency part of Theorem 8.2 with
ε := εˆ/(2γ2). (8.34)
More specifically, we will prove that the function P(VE) defined by (8.9) belongs to Lp(Eε), and for
every finite γ-sparse collection {{xi, yi} : i = 1, ..., k} of two point subsets of E with ‖xi − yi‖ ≤ ε,
i = 1, ..., k, the inequality (8.20) holds with
λ˜ := γmp−nλ. (8.35)
Furthermore, we will show that
‖P(VE )‖Lp(Eε) ≤ C {‖P(V)‖Lp(Eεˆ) + λ
1
p }. (8.36)
Here C > 0 is a constant depending only on m, n, p, εˆ and θ.
Let {{xi, yi} : i = 1, ..., k} be a finite γ-sparse collection of two point subsets of E with ‖xi−yi‖ ≤ ε,
i = 1, ..., k. Then, by Definition 1.2, there exists a collection {Qi : i = 1, ...k} of pairwise disjoint
cubes in Rn such that xi, yi ∈ γQi and
diam Qi ≤ γ‖xi − yi‖, i = 1, ..., k. (8.37)
Hence, diam Qi ≤ γε. Since xi ∈ γQi, we have ‖xi − cQi‖ ≤ γ diam Qi/2, so that for every y ∈ Qi
the following inequality
dist(y, E) ≤ ‖y − cQi‖ + dist(cQi , E) ≤ diam Qi/2 + ‖xi − cQi‖ ≤ γ diam Qi ≤ γ2ε.
Since ε < εˆ/γ2, see (8.34), we have dist(y, E) < εˆ proving that Qi ⊂ Eεˆ for every i = 1, ...k.
Therefore, by the assumption, the inequality (8.33) holds for the collection {{xi, yi} : i = 1, ..., k}.
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Hence, by (8.37),
I :=
k∑
i=1
∑
|α|≤m−1
|DαPxi (xi) − DαPyi(xi)|p
‖xi − yi‖(m−|α|)p−n
≤
k∑
i=1
γ(m−|α|)p−n
∑
|α|≤m−1
|DαPxi (xi) − DαPyi(xi)|p
(diam Qi)(m−|α|)p−n ,
so that, by (8.33), I ≤ γmp−n λ = λ˜.
This proves inequality (8.20) with λ˜ and ε defined by (8.35) and (8.34) respectively.
Prove inequality (8.36). We know that P(VE)|E = P(V)|E = fP where
fP(x) := Px(x), x ∈ E.
Hence,
‖P(VE)‖pLp(Eε) = ‖ fP‖
p
Lp(E) + ‖P
(VE)‖pLp(Eε\E) ≤ ‖P
(V)‖pLp(Eεˆ) + ‖P
(VE)‖pLp(Eε\E) .
Let
Aε := {Q ∈ WE : Q ∩ Eε , ∅}.
Note that for every Q ∈ Aε there exists a point y ∈ Q such that dist(y, E) < ε. Hence we have
dist(Q, E) < ε so that, by (4.2),
diam Q ≤ dist(Q, E) < ε for every Q ∈ Aε. (8.38)
Now let x ∈ Q. Then
dist(x, E) ≤ dist(y, E) + ‖x − y‖ ≤ dist(y, E) + diam Q.
Since Q ∈ WE,
dist(x, E) ≤ dist(y, E) + dist(Q, E) ≤ 2 dist(y, E) < 2ε
proving that Q ⊂ E2ε. In particular,
Q ⊂ Eεˆ for every Q ∈ Aε. (8.39)
See (8.34).
We obtain
‖P(VE )‖pLp(Eε\E) ≤
∑
Q∈Aε
‖P(VE)‖pLp(Q) ≤ 2
p

∑
Q∈Aε
‖P(V)‖pLp(Q) + I

where
I :=
∑
Q∈Aε
‖P(VE) − P(V)‖pLp(Q).
Hence,
‖P(VE)‖pLp(Eε\E) ≤ 2
p
{
‖P(V)‖pLp(Uε) + I
}
where Uε := ∪{Q : Q ∈ Aε}. By (8.39), Uε ⊂ Eεˆ so that
‖P(VE)‖pLp(Eε\E) ≤ 2
p
{
‖P(V)‖pLp(Eεˆ) + I
}
. (8.40)
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Prove that I ≤ C(ε) λ.
Without loss of generality we may assume that the family Aε is finite, i.e.,
Aε = {Qi : i = 1, ..., k}
for some positive integer k. Furthermore, since the covering multiplicity of Aε is a bounded by
a constant C = C(n) (recall that Aε ⊂ WE), we may assume that the cubes of the family Aε are
pairwise disjoint. See Theorem 7.2.
We recall that, by definition of P(VE ), see (8.8) and (8.9), for every cube Q ∈ Aε
P(VE )(x) = PaQ for every x ∈ Q. (8.41)
Here aQ := PRE(L(Q)) and L(Q) is the (unique) lacuna containing Q. We know that aQ ∈ γ˜ Q, see
(6.11).
Let Q = Qi ∈ Aε and let
τQ = τQi := 2
− ipλ
1
p |Q|− 1p , i = 1, ..., k.
By xQ = xQi we denote a point in Q such that
ess supQ |P(VE) − P(V)| ≤ |P(VE )(xQ) − P(V)(xQ)| + τQ .
Then
‖P(VE) − P(V)‖pLp(Q) ≤ (|P(VE )(xQ) − P(V)(xQ)| + τQ)p |Q|
≤ 2p |P(VE)(xQ) − P(V)(xQ)|p |Q| + 2pτpQ |Q|.
Combining this inequality with (8.41) and (8.4), we obtain
‖P(VE) − P(V)‖pLp(Q) ≤ 2
p |PaQ(xQ) − PbQ(xQ)|p |Q| + 2p−iλ (8.42)
provided Q = Qi. Here bQ := V(xQ).
By (8.2), ‖bQ − xQ‖ ≤ θ dist(xQ, E) so that
‖bQ − cQ‖ ≤ ‖bQ − xQ‖ + ‖xQ − cQ‖ ≤ θ dist(xQ, E) + diam Q ≤ θ dist(Q, E) + 2 diam Q.
But Q ∈ WE so that dist(Q, E) ≤ 4 diam Q. Hence
‖bQ − cQ‖ ≤ 4θ diam Q + 2 diam Q ≤ 6θ diam Q
proving that bQ ∈ 12θ Q. (Recall that θ ≥ 1.)
Let HQ := PaQ − PbQ . Since HQ ∈ Pm−1(Rn),
HQ(x) =
∑
|α|≤m−1
1
α! D
αHQ(aQ) (x − aQ)α, x ∈ Rn.
Since xQ ∈ Q and aQ ∈ γ˜Q, we have ‖xQ − aQ‖ ≤ γ˜ diam Q so that
|HQ(xQ)| ≤
∑
|α|≤m−1
|DαHQ(aQ)| ‖xQ − aQ‖|α| ≤ γ˜m
∑
|α|≤m−1
|DαHQ(aQ)| (diam Q)|α|
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Now, by (8.42),
‖P(VE) − P(V)‖pLp(Q) ≤ C
∑
|α|≤m−1
|DαHQ(aQ)|p (diam Q)|α|p+n + 2p−iλ
where Q = Qi. Hence,
I =
∑
Q∈Aε
‖P(VE ) − P(V)‖pLp(Q)
≤ C
∑
Q∈Aε
∑
|α|≤m−1
|DαHQ(aQ)|p (diam Q)|α|p+n + 2p λ
k∑
i=1
2−i .
By (8.38), diam Q < ε so that
I ≤ Cεmp
∑
Q∈Aε
∑
|α|≤m−1
|DαHQ(aQ)|p
(diam Q)(m−|α|)p−n + 2
p+1λ.
Recall that aQ ∈ γ˜Q and bQ ∈ (12θ)Q so that aQ, bQ ∈ (˜γ + 12θ)Q = γˆ Q.
Hence, by (8.33),
I ≤ Cεmp λ + 2p+1λ.
proving the required inequality I ≤ C(ε)λ.
Combining this inequality with inequality (8.40), we conclude that inequality (8.36) holds. Thus
all conditions of the hypothesis of Theorem 8.2 are satisfied (with λ˜ defined by (8.35)). By this
theorem there exists a Cm−1-function F ∈ Wmp (Rn) which agrees with P on E (i.e., (8.3) holds).
Furthermore, by (8.11),
‖P‖∗m,p,E ≤ C {‖P(VE)‖Lp(Eε) + λ˜
1
p }
so that, by (8.36),
‖P‖∗m,p,E ≤ C {‖P(V)‖Lp(Eεˆ) + λ
1
p + (γmp−nλ) 1p }
proving the required inequality
‖P‖∗m,p,E ≤ C {‖P(V)‖Lp(Eεˆ) + λ
1
p }.
The proof of Theorem 8.1 is complete. 
Remark 8.10 The equivalence (8.6) and Lemma 8.6 imply the following “discrete” version of the
result of Theorem 8.1: Let Q ∈ WE be a Whitney cube with diam Q ≤ εˆ. Let zQ ∈ Q be an arbitrary
point in Q and let tQ := V(zQ). Finally, let fP(x) := Px(x), x ∈ E.
Then for every Whitney (m − 1)-field P = {Px : x ∈ E} on E the following equivalence
‖P‖∗m,p,E ∼ ‖ fP‖Lp(E) +N∗(P) +

∑
Q∈WE ,
diam Q≤ εˆ
∑
|α|≤m−1
(diam Q)|α|p+n |DαPtQ(tQ)|p

1
p
holds. The constants of this equivalence depend only on m, n, p, εˆ, and θ. ⊳
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Remark 8.11 Using the result of Theorem 8.2, Lemma 8.6 and properties of lacunae described in
Subsections 6.1 and 6.2, we also obtain a corresponding “discrete” version of the criterion (8.11):
Let L ∈ LE be a lacuna, and let diam L := sup{diam Q : Q ∈ L}. Let sL := PRE(L),
Then for every Whitney (m − 1)-field P = {Px : x ∈ E}
‖P‖∗m,p,E ∼ ‖ fP‖Lp(E) +N ♭(P) +

∑
L∈LE
∑
|α|≤m−1
min{ε, diam L}|α|p+n |DαPsL(sL)|p

1
p
.
The constants in this equivalence depend only on m, n, p and ε. ⊳
Our last result is an analogue of Theorem 1.11 for the normed Sobolev space Wmp (Rn), p > n.
Let ε = 1. We know that the operator J(Wmp (Rn))|E ∋ P → Fε defined by formula (8.16)
provides an almost optimal “extensions” of (m − 1)-jets generated by Sobolev Wmp (Rn)-functions.
Since this operator is linear, we obtain the following
Theorem 8.12 For every closed subset E ⊂ Rn and every p > n there exists a continuous linear
operator F˜ : J(Wmp (Rn))|E → Wmp (Rn) such that for every Whitney (m − 1)-field
P = {Px : x ∈ E} ∈ J(Wmp (Rn))|E
the function F˜ (P) agrees with P on E.
Furthermore, the operator norm of F˜ is bounded by a constant depending only on m, n, and p.
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