Abstract-Sufficient conditions for the existence and convergence to zero of numeric approximations to solutions of asymptotically stable homogeneous systems are obtained for the explicit and implicit Euler integration schemes. It is shown that the explicit Euler method has certain drawbacks for the global approximation of homogeneous systems with non-zero degrees, whereas the implicit Euler scheme ensures convergence of the approximating solutions to zero.
I. INTRODUCTION
The problems of stability/performance analysis and control design for continuous-time dynamical systems are very popular and important nowadays. If the system model is linear, then the theory is very-well developed and plenty of approaches exist to solve these problems. In many cases, due to inherited nonlinearity of the plant dynamics, or due to complex quality restrictions imposed on the controlled system, the closed-loop stays nonlinear. Analysis and design methods for such systems are demanded in many applications and are quickly developing the last decades.
Homogeneous dynamical systems become popular since they take an intermediate place between linear and nonlinear systems [1] . They possess some properties of linear ones (e.g. the scalability of trajectories), while being described by essentially nonlinear differential equations, which add such qualities as robustness to measurement noises, exogenous disturbances and delays, or an increased rate of convergence to the goal invariant set.
Frequently for a continuous-time system, after the analysis or design have been performed, for verification or implementation, the system solutions have to be calculated in a computer or in a digital controller (e.g. in a state observer). For these purposes different numerical methods and discretization schemes are used [2] . Since homogeneous systems theory is expanding, there are many control or estimation algorithms proposed recently, which possess an increased rate of convergence with respect to linear systems (finite-time or fixed-time convergences [1] , [3] ), that is why implementation and derivation of solutions for such homogeneous systems need an additional attention.
This paper opens a series of works devoted to application of various discretization schemes for approximation of solutions of homogeneous stable dynamical systems. Different conditions for the existence and convergence to zero of solutions for the explicit and implicit Euler integration schemes are obtained for homogeneous systems. It is shown that application of the explicit Euler method for the global approximation of solutions of homogeneous systems with non-zero degree has some obstructions (see also [4] ), and the implicit Euler scheme has a better perspective (see also [5] , [6] ). However, it is worth to stress that the implicit Euler method has higher computational complexity than the explicit one. Several conditions are proposed, which guarantee existence and convergence to zero of approximations derived by the implicit Euler approach. The obtained results can be taken into account regarding implementations of various fixed-time or finite-time control and estimation algorithms [7] , [8] , [9] , [10] , [11] , [12] , [13] , [3] .
The outline of this paper is as follows. The notation and preliminary results are introduced in sections II and III. Some basic properties and relations between solution approximations are studied in Section IV. The convergence and divergence conditions are established in Section V. Some simple illustrating examples are considered in Section VI.
II. NOTATION Through the paper the following notation is used:
• R + = {x ∈ R : x ≥ 0}, where R is the set of real number.
• | · | denotes the absolute value in R, . denotes the Euclidean norm on R n .
• A continuous function α : R + → R + belongs to the class K if α(0) = 0 and the function is strictly increasing. The function α : R + → R + belongs to the class K ∞ if α ∈ K and it is increasing to infinity.
• The identity matrix of dimension n×n is denoted as I n , and diag{r i } n i=1 is a diagonal matrix with the elements on the main diagonal equal r i .
• A sequence of integers 1, 2, ..., n is denoted by 1, n.
III. PRELIMINARIES
In this work the following nonlinear system is considered:
where x(t) ∈ R n is the state, f : R n → R n ensures forward existence and uniqueness of the system solutions at least locally, f (0) = 0. For an initial condition x 0 ∈ R n define the corresponding solution by X(t, x 0 ) for any t ≥ 0 for which the solution exists. If f is discontinuous, then the solutions are understood in the Filippov's sense [14] .
Following [15] , [16] , [3] , let Ω be an open neighborhood of the origin in R n .
Definition 1.
At the steady state x = 0 the system (1) is said to be (a) stable if there exists such Ω that for any x 0 ∈ Ω the solution X(t, x 0 ) is defined for all t ≥ 0, and for any > 0 there is δ > 0 such that for any x 0 ∈ Ω, if x 0 ≤ δ then X(t, x 0 ) ≤ for all t ≥ 0; (b) asymptotically stable if it is stable and for any κ > 0 and > 0 there exists T (κ, ) ≥ 0 such that for any
(c) finite-time stable if it is stable and finite-time converging from Ω, i.e. for any x 0 ∈ Ω there exists 0 ≤ T < +∞ such that X(t, x 0 ) = 0 for all t ≥ T . The function T 0 (x 0 ) = inf{T ≥ 0 : X(t, x 0 ) = 0 ∀t ≥ T } is called the settling time of the system (1); (d) fixed-time stable if it is finite-time stable and sup x0∈Ω T 0 (x 0 ) < +∞.
The set Ω is called the domain of stability/attraction.
If Ω = R n , then the corresponding properties are called global stability/asymptotic stability/finite-time/fixed-time stability of (1) at x = 0.
Similarly, the stability notions can be defined with respect to a compact set, by replacing the distance to the origin in Definition 1 with the distance to an invariant set.
A. Weighted homogeneity
Following [17] , [1] , [18] , for strictly positive numbers r i , i = 1, n called weights and λ > 0, define:
• the vector of weights r = (r 1 , . . . , r n )
T , r max = max 1≤j≤n r j and r min = min 1≤j≤n r j ;
, note that ∀x ∈ R n and ∀λ > 0 we have
• the r-homogeneous norm x r = (
• the sphere and the ball in the homogeneous norm S r (ρ) = {x ∈ R n : x r = ρ} and B r (ρ) = {x ∈ R n : x r ≤ ρ} for ρ ≥ 0.
Definition 2. A function g : R n → R is r-homogeneous with degree µ ∈ R if ∀x ∈ R n and ∀λ > 0 we have:
A vector field f : R n → R n is r-homogeneous with degree ν ∈ R, with ν ≥ −r min if ∀x ∈ R n and ∀λ > 0 we have:
, which is equivalent for i-th component of f being a r-homogeneous function of degree r i + ν.
System (1) is r-homogeneous of degree ν if the vector field f is r-homogeneous of the degree ν.
Theorem 1.
[17], [19] For the system (1) with r-homogeneous and continuous function f the following properties are equivalent:
• the system (1) is (locally) asymptotically stable;
• there exists a continuously differentiable r-homogeneous Lyapunov function V : R n → R + such that
∀x ∈ R n and ∀λ > 0, for some α 1 , α 2 ∈ K ∞ and α ∈ K. The requirement on continuity of the function f has been relaxed in [20] (the function V can still be selected smooth).
IV. EULER SCHEMES
If it comes to calculate solution X(t, x 0 ) of the system (1) for some initial state x 0 ∈ R n , then different discretization schemes are used, where the most popular one is the discretization obtained by applying the Euler method (explicit or implicit) [2] . To this end, define a sequence of time instants t i = ih for i = 0, 1, . . . and h > 0 (the discretization step), and denote by x i = X(t i , x 0 ) the value of the solution of (1) at the corresponding time instant (i.e. x 0 = x(t 0 ) = x(0)), then its approximation calculated in accordance with the explicit Euler method is given by [2] :
for i = 0, 1, . . . , while the approximation calculated by the implicit Euler method comes from [2] :
for i = 0, 1, . . . Note that formally a different notation should be used in (2) and (3) for the exact solution X(t i , x 0 ) and its approximation x i , but since in this work the problem of approximation accuracy is not considered, and it is well known fact that with h → 0 both methods approach the real solution [2] , then the same symbol will be used in the sequel, where the problem of convergence to zero of the approximations derived in (2) and (3) is studied for stable and homogeneous system (1): Assumption 1. Let (1) be r--homogeneous with a degree ν and globally asymptotically stable.
To proceed we need to establish some properties of solutions in (2) and (3).
A. Existence of approximations
Existence of some x i+1 ∈ R n for any x i ∈ R n in the explicit case (2) is straightforward, but it is not the case of (3) . From homogeneity property we can obtain the following result. Proposition 1. Let system (1) be r--homogeneous with a degree ν = 0. Let for any x 0 ∈ S r (1) and all h > 0 there exist sequences {x i } ∞ i=0 obtained by (2) or (3) with initial state x 0 . Then for any discretization step h > 0 and for any y 0 ∈ R n there exist sequences {y i } ∞ i=0 generated by (2) or (3) with the step h and the initial state y 0 .
All proofs are excluded due to space limitations. Thus, if there exist sequences x i , i ≥ 0 generated by (2) or (3) with initial state x 0 ∈ S r (1) for any h > 0, then some sequences y i , i ≥ 0 will exist for any y 0 ∈ R n and any step h > 0, but it is hard to make a conclusion about boundedness or convergence of these sequences y i , i ≥ 0.
In general case, it is difficult to provide some simple conditions for existence and uniqueness of solution of the equation (3) . Homogeneity simplifies some derivations.
Proposition 2.
If the function f : R n → R n is continuously differentiable outside the origin, r--homogeneous of degree ν = 0 and there exists h 0 > 0 such that det I n − h 0 ∂f (x) ∂x = 0 for all x ∈ R n \{0}, then for n ≥ 2 the equation (3) has a solution with respect to x i+1 ∈ R n for any x i ∈ R n and for any h > 0, additionally, for n ≥ 3 the solution is unique.
B. Relations between approximations obtained for different steps and initial conditions
The main result is as follows.
Proposition 3. Let system (1) be r--homogeneous with a degree ν. If {x i } ∞ i=0 is a sequence generated by (2) or (3) with the step h and the initial state x 0 , then for any λ > 0, y i = Λ r (λ)x i is a sequence obtained by (2) or (3), respectively, with the step λ −ν h and the initial state y 0 = Λ r (λ)x 0 .
Note that y i is an approximation of the exact solution X(λ −ν hi, y 0 ) for shifted instants of time. The following corollaries can be established. obtained by (2) or (3) with the step h > 0 and the initial state x 0 possessing one of the following properties:
Then for any y 0 ∈ R n there exist sequences y i , i ≥ 0 generated by (2) or (3) with the step h and the initial state y 0 possessing the same property.
Corollary 2. Let system (1) be r--homogeneous with a degree ν = 0. Let there exist ρ 0 > 0 and h 0 > 0 such that for any x 0 ∈ S r (ρ 0 ) the sequences {x i } ∞ i=0 obtained by (2) or (3) with the step h 0 and the initial state x 0 possess one of the following properties:
Then for any y 0 ∈ R n the sequences obtained by (2) or (3) with
For the case ν = 0 the properties of approximation x i depend on size of the step h, while for ν = 0 if a scheme provides approximation of solutions for some h, then similar properties can be obtained for any initial condition with a properly scaled step h . Then for any discretization step h > 0 and for any y 0 ∈ R n there exist sequences {y i } ∞ i=0 generated by (2) or (3) with the step h and the initial state y 0 possessing the same property.
Thus, for ν = 0 if a scheme provides approximation of solutions globally for some h, then similar properties can be obtained for any step h . The latter is impossible in general, thus using only homogeneity a global result for the case ν = 0 cannot be obtained for (2) According to Theorem 1 (see [19] , [20] ), under Assumption 1 for the system (1) there is a twice continuously differentiable and r--homogeneous Lyapunov function V :
A. Convergence of explicit Euler scheme (2)
Let us take the discretization step h > 0 and consider the behavior of V on the sequence generated by (2) . For this purpose define x i = Λ r (λ)y i with y i ∈ S r (1) and λ = x i r :
for ξ = y i + λ ν f (y i ) with ∈ [0, h] and the mean value theorem has been used on the last step. Note that
Therefore, the condition of convergence for (2) is
where in the right-hand side all constants are independent on the discretization approach. If (5) is satisfied, then V (x i+1 ) < V (x i ), or x i+1 r < (c −1
The following results can be easily obtained next. (a) x i r < γ x 0 r for all i ≥ 0 for some γ ≥ 1; (b) there exists i x0 > 0 such that x ix 0 ∈ B r (ρ).
As follows from Theorem 3, in the case ν < 0 for any h > 0 the explicit Euler scheme provides for the global convergence into some homogeneous ball B r (ρ), and ρ → 0 as h → 0. A similar result from [18] also states that the radius ρ is proportional to h −1/ν .
Theorem 4. Let Assumption 1 be satisfied with ν > 0, then for any ρ > 0 there exists the discretization step h ρ > 0 such that the sequences {x i } ∞ i=0 obtained by (2) for any initial state x 0 ∈ B r (ρ) with a step h ≤ h ρ possess the following properties:
(a) x i r < γ x 0 r for all i ≥ 0 for some γ ≥ 1; (b) lim i→+∞ x i = 0.
As follows from Theorem 4, in the case ν > 0 for any h > 0 the explicit Euler scheme provides for the asymptotic convergence to zero in some B r (ρ), and ρ → ∞ as h → 0. It can be shown that the radius ρ is proportional to h −1/ν .
B. Convergence of implicit Euler scheme (3)
Exactly the same results can be obtained for (3) . Defining x i+1 = Λ r (λ)y i+1 with y i+1 ∈ S r (1) and λ = x i+1 r , we obtain
with ∈ [0, h] after application of the mean value theorem on the last step. Next, similarly σ( ξ r ) ≤ σ(1) + g x i+1 ν r h, and
Let k > 0 be the Lipschitz constant of
and (5) is the condition of convergence for (3). More advantageous conditions can be obtained by imposing some additional but mild restrictions (we also assume that solutions exists, i.e. the conditions of Proposition 2 are satisfied).
Theorem 5. Let Assumption 1 hold, V : R n → R + be a continuously differentiable r--homogeneous Lyapunov function of degree µ for the system (1). Then for the sequence {x i } ∞ i=0 generated by the implicit scheme (3) with any step h > 0 and any x 0 ∈ R n , the sequence {V (
is monotonously decreasing to zero provided that
for x = y such that x, y ∈ {z ∈ R n : V (z) = 1}.
It is easy to show that if the level set of the Lyapunov function V is convex the condition (6) of this theorem holds.
Note that a time-varying step can be used in the theorem conditions.
C. Divergence of explicit Euler scheme (2)
A consequence of corollaries 2 and 3 is that the Euler methods cannot be used for approximation of solutions of r--homogeneous systems (1) for a degree ν > 0 far outside and for ν < 0 close to the origin. This fact also can be proven rigorously (see also [4] ). obtained by (2) 
Remark 1. Note that in the proof of Theorem 6, for the case ν > 0, a divergence to infinity is shown for any h > 0 for all x 0 / ∈ B r (ρ h ) with properly selected ρ h > 0. The divergence rate can be estimated as follows for any i ≥ 0:
which is exponential if ς > c2 c1 ≥ 1 (in general, a finite-time escape is possible, but it is not obtained). The result of this theorem can also be reformulated as that for any ρ h > 0 there exist the discretization step h > 0 such that the trajectories diverge for x 0 / ∈ B r (ρ h ) if ν > 0 and for
Theorems 3, 4 and 6 provide a complete characterization of properties of the explicit Euler method (2): for the case ν = 0 the Explicit method cannot be applied globally (for the original system the origin is globally attractive and stable, but for {x i } ∞ i=0 obtained by (2) these global properties are lost for any ν = 0). Theorem 5 shows that actually under (6) the implicit Euler method (3) can be used.
VI. EXAMPLES
The series of obtained mathematical results can be illustrated as follows.
Example 1. Consider a scalar stable linear systeṁ
which is homogeneous of degree ν = 0 for r = 1. Its discretizations (2) and (3) can be written as follows:
Thus, the scheme (3) is always converging in this example (by Theorem 5, since the system has a Lyapunov function V = x 2 for which the condition (6) is satisfied), but (2) is diverging for any h > 2 (an illustration for Corollary 1).
Example 2. Consider a scalar stable nonlinear systeṁ
which is homogeneous of degree ν = 2 > 0 for r = 1, with its corresponding discretizations (2) and (3):
Then the explicit scheme (2) is converging for any h > 0 with |x i | < 2h −1 (theorems 4 and 6), while the implicit one (3) is converging globally (by Theorem 5 with V = x 2 ).
Example 3. Consider another scalar stable nonlinear systeṁ
which is homogeneous of degree ν = −0.5 < 0 for r = 1, with its corresponding discretizations (2) and (3):
Then the explicit scheme (2) is converging for any h > 0 with |x i | > 0.25h 2 (theorems 3 and and 6), while the implicit one (3) is converging globally (by Theorem 5 with V = x 2 ).
VII. CONCLUSIONS
In this work a set of results has been obtained devoted to application of the explicit and implicit Euler methods for discretization of asymptotically stable homogeneous systems. The paper main contributions can be summarized as follows:
• Basic properties deduced for implicit and explicit Euler methods by homogeneity for different values of homogeneity degree ν: -Homogeneity simplifies analysis of properties of the obtained discrete approximations of solutions, and there is a certain scalability between approximations calculated for different initial conditions and discretizations steps (Proposition 3). -For the case of ν = 0 the properties of solution approximations are dependent on the discretization step value, and convergence to zero of the scheme for one value of the step does not imply the same property for another one (Theorem 2). However, verification of a global convergence can be performed on a sphere, if for the given discretization step the approximation converges to the origin for all initial conditions on the sphere, then the convergence is preserved for any initial conditions (Corollary 1). -For the case ν = 0, convergence to the origin or boundedness of approximations obtained for all initial conditions on a sphere implies the same property for any initial condition with a properly selected discretization step (Corollary 2). * In the case of ν < 0 it has been proved that the approximations globally converge to some vicinity of the origin (Theorem 3). The vicinity contracts to 0 as the Euler step tends to 0. * For the case ν > 0, it has been proved that for sufficiently small steps the approximations locally converge to zero in some vicinity of the origin (Theorem 4). The vicinity covers all state space as step tends to 0.
• For the case ν = 0 global application of the explicit Euler scheme is troublesome since for any value of the step it becomes unstable for sufficiently small (ν < 0) or big (ν > 0) initial conditions (Theorem 6). Of course, for ν < 0 convergence to a vicinity of the origin, which is shrinking when discretization step approaches zero [18] , can be accepted in many applications, while global divergence for ν > 0 should be strictly avoided.
• For the implicit Euler scheme it has been proved, under an additional mild condition, that solutions always exist for any initial conditions and discretization steps (Proposition 2). In addition, the approximations are converging to zero for any initial conditions and discretization steps if the level set of the Lyapunov function of the system is convex (Theorem 5). However, the implicit Euler method has a higher computational complexity than the explicit method, which is the price to pay for all its advantages. Thus, for ν < 0 and for a sufficiently small discretization step the explicit Euler method can be a reliable choice. • For ν < 0 the explicit Euler method can be used outside of a vicinity of the origin and next switching to the implicit Euler methods is reasonable, in order to demonstrate convergence to the origin (initial application of the explicit method is motivated by its lower computational complexity). Future directions of research will include analysis of applicability of Euler methods for locally homogeneous systems, as well as analysis of properties of other methods for approximation of solutions of homogeneous systems.
