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Introduction
Intriguing open questions of gauge field theory lie in the range of higher-spin gauge
fields. These fields arise naturally in the classification of particles propagating in flat
space-time. Indeed, as was shown by Bargmann and Wigner around the forties [1,2],
group theory imposes that such particles should correspond to irreducible represen-
tations of the Poincare´ group1. In four space-time dimensions, these are completely
characterized by a mass and a representation of the little group. In the massless case,
to which we restrict in this thesis, these representations are labeled by the “spin”, a
positive integer or half-integer without further restriction.2
For some time, the main problem involving higher spins under investigation was
the construction of free Lagrangians for fields of increasing spin [4–8], sometimes
with the help of auxilliary fields. This task was more or less completed by the end
of the seventies. In the eighties, a new approach to higher spins was developped
by Fradkin and Vasiliev [9, 10], based on a generalization of the vielbeins and spin
connections of Mac Dowell and Mansouri [11]. The aim of this approach, appealing
by its geometrical structure, was to be able to couple gravity described by spin-2 fields
to higher-spin fields. At the same time, a promising theory for a unified description
of the fundamental forces and particles, string theory, prompted a revived interest in
higher spin fields. The fundamental objects of this theory are one-dimensional objects
that move in space-time and vibrate like the strings of a violin. It was noticed that
the spectrum of the vibration modes of the strings includes an infinite number of
fields of arbitrary increasing spin.
With the advent of string theory, one was also confronted with the fact that some
theories require the space-time to have more than four dimensions. Indeed, string
theories can be consistently quantized perturbatively only in 10 or 26 dimensions.
This observation triggered investigations in a new domain of higher-spin fields. The
exciting fact is that new kinds of fields are allowed in field theories that live in those
higher-dimensional space-times. Indeed, more general representations of the Poincare´
1For a pedagogical review on the irreducible representations of the Poincare´ group, in four and
higher dimensions, we suggest the thesis by Nicolas Boulanger [3].
2Actually, there also exist “continuous spin” massless representations which have an infinite
number of components. They are not considered here.
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group exist when the space-time dimension n is larger than four. Spin is no longer
sufficient to characterize the new representations, therefore it is replaced by a Young
diagram in the classification. The word “spin” is still used in the higher-dimensional
context, where it now denotes the length of the first row of the Young diagrams for
bosons, and this length plus one half for fermions. The usual completely symmetric
spin-s field that appears in four dimensions then corresponds to the simplest Young
diagrams of spin s , i.e. a one-row diagram with s boxes. The new fields include
antisymmetric p-form fields (which correspond to one-column Young diagrams), and
mixed-symmetry fields, the indices of which are neither completely symmetric, nor
completely antisymmetric. The latter fields are also called “exotic”.
In the last two decades, two aspects of higher-spin gauge theories have been mainly
studied: duality and interactions. We will consider both in this thesis, focussing on
massless fields of integer spin s.
(i) Duality
The first question addressed in this thesis is whether different higher-spin fields
are related by dualities. In other words, is it possibler that fields corresponding to
different irreducible representations be actually describing the same physical object?
Dualities that relate the components of a same field are considered as well. These
dualities are also important because they often relate theories that are in different
coupling regimes, e.g. a strongly coupled and a weakly coupled theory.
These issues have already been the focus of a great interest [12–27]. Dualities were
found that relate different representations of the same spin. In most of these works
however, duality is studied at the level of the equations of motion only (notable
exceptions being Ref. [12–14], which deal with the spin-2 case in four space-time
dimensions). One can wonder whether there exists a stronger form of duality, valid
for all spins and in all space-time dimensions, which would relate the corresponding
actions. This is indeed the case: in specific dimensions, the free theory for completely
symmetric spin-s fields is dual at the level of the action to the free theory of some
mixed-symmetry fields [15]. The proof of this statement is presented in this thesis
for fields propagating in a flat space-time. It relies on the first-order formulation of
the action. The proof can be generalized to Anti-de Sitter space-time (AdS) [28],
and probably also to mixed-symmetry gauge fields, provided one constructs their
first-order action.
Other dualities of field theories are symmetries “within” a same theory. String
theory exhibits many such dualities. The earliest example of such a duality though is
the electric-magnetic duality of electromagnetism. The almost symmetric role of the
electric and magnetic fields led Maxwell to complete the symmetry by introducing
the “displacement current”. In this way, he wrote down the correct equations of elec-
tromagnetism. In the absence of sources, these equations are invariant under duality
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transformations mixing the electric and the magnetic fields. However, because no
isolated magnetic charges have been observed in Nature, the usual equations are not
invariant in the presence of sources. It is nevertheless possible to construct a theory
symmetric that is under duality in the presence of sources, by assuming the existence
of magnetic monopoles. This was done by Dirac in Ref. [29,30]. In these papers, Dirac
also showed that the existence of magnetic monopoles has a dramatic consequence.
Indeed, the presence of a single magnetic monopole implies the quantization of the
electric charges. If a magnetic monopole could be found, this would provide a very
elegant explanation of why the electric charges of the elementary particles are related
by integer factors. Indeed, within the Standard Model, no reason explains why the
charges of the “up” and “down” quarks, u and d, are related to the charge of the
electron by the simple ratios Qu : Qd : Qe = 2 : −1 : −3 (and similarly for the
other families of elementary particles).
Later, the idea of electric-magnetic duality was analysed in the context of non-
Abelian gauge theories in [31, 32], and more recently it has been generalized to ex-
tended objects and p-form gauge fields in [33]. The charge quantization condition
becomes more exotic in the latter case. For example, it is antisymmetric for p-dyons
of even spatial dimension p, and symmetric for odd p [34]: eg¯ ± ge¯ = 2πn~, where
(e, g) and (e¯, g¯) are the electric and magnetic charges of two dyons and n is an inte-
ger. Another feature is that, since in dimensions higher than four duality can relate
different kinds of fields, the quantization condition then involves the charges of dif-
ferent fields, like the electric charge of a vector field and the magnetic charge of a
(n− 3)-form.
Finally, magnetic sources and the electric-magnetic duality can be implemented
in free higher-spin gauge field theories [35], as we show in this thesis for n = 4.
The quantization condition now involves the four-momenta of the sources. Thus, for
instance for spin-2, the quantized quantity is the product of the energy-momentum
four-momenta of the sources, and not the product of the “electric” and “magnetic”
masses. A limitation of this generalization is however that, because only the lin-
ear theory is considered, the sources are strictly external and their trajectories in
space-time are not affected by the backreaction from the higher-spin fields. These
results were obtained for completely symmetric gauge fields, but we expect that the
same implementation can also be used in higher dimensions to determine the cou-
pling of magnetic sources to mixed-symmetry fields, and to relate their charges by a
quantization condition.
(ii) Interactions
The second part of the thesis is related to the following question. Why do the
fields that we see in Nature all have spins lower or equal to two? A possible answer
could be that there is no consistent interacting theory in flat space-time for fields of
spin higher than two. There is actually a general belief that this is indeed the case,
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unless the spectrum of the theory contains an infinite set of higher-spin fields. This is
for example what happens in string theory: an infinite number of higher-spin gauge
fields appear in the tower of massive states of this theory, where they even play an
important role in the quantum behavior.
Let us first explain more precisely the present status. The theory describing the
free motion of massless fields of arbitrary spin is by now well established. Several
elegant formulations are known, for the completely symmetric fields [6, 8, 20–23, 36]
as well as for the mixed-symmetry fields [24, 25, 36–46]. However, the problem of
constructing consistent interactions among higher-spin gauge fields is not completely
solved. The first attempts to tackle this problem were reported in Ref. [8, 47–57],
among which some progress was achieved. These results describe consistent interac-
tions at first order in a deformation parameter g and involve more than two deriva-
tives. In the light-cone gauge, first-order three-point couplings between completely
symmetric3 gauge fields with arbitrary spins s > 2 were constructed in [47–49]. For
the spin-3 case, a first-order cubic vertex was obtained in a covariant form by Berends,
Burgers and van Dam [50]. However, no-go results soon demonstrated the impossi-
bility of extending these interactions to the next orders in powers of g for the spin-3
case [51–53]. On the other hand, the first explicit attempts to introduce interactions
between higher-spin gauge fields and gravity encountered severe problems [59].
Very early, the idea was proposed that a consistent interacting higher-spin gauge
theory could exist, provided the theory contains fields of every possible spin [6]. In
order to overcome the gravitational coupling problem, it was also suggested to perturb
around a curved background, like for example AdSn. In such a case, the cosmological
constant Λ can be used to cancel the positive mass dimensions appearing with the
increasingly many derivatives of the vertices. Interesting results have indeed been
obtained in those directions: consistent nonlinear equations of motion have been found
(see [60–62] and references therein), the lowest orders of the interacting action have
also been computed [10], but the complete action principle is still missing. Infinite
towers of higher-spin fields are also studied in the context of the tensionless limit of
string theory [63], where the massive modes become massless.
To tackle the problem of interactions involving a limited number of fields, a new
method [64, 65] has been developed in the last decade. It allows for an exhaustive
treatment of the consistent local interaction problem while, in the aforementioned
works [47–56], classes of deformation candidates were rejected ab initio from the
analysis for the sake of simplicity. For example, spin-3 cubic vertices containing more
than 3 derivatives were not considered in the otherwise very general analysis of [50].
This ansatz was too restrictive since another cubic spin-3 vertex with five derivatives
exists in dimensions higher than four (it is written explicitly in Section 6.7.3). In
3Light-cone cubic vertices involving mixed-symmetry gauge fields were computed in dimensions
n = 5, 6 [58].
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the approach of [64], the standard Noether method (used for instance in [52]) is
reformulated in the BRST field-antifield framework [66–68], and consistent couplings
define deformations of the solution of the master equation. Let us mention that some
efforts are still pursued in the light-cone formalism [78].
The BRST formulation has been used recently in different contexts [69–77], two of
which are presented in this thesis: interactions among exotic spin-2 fields [72–75] and
interactions among symmetric spin-3 fields [76, 77]. It is found that no non-Abelian
interaction can be built for exotic spin-2 fields. There is thus no analogue to Einstein’s
gravity for these fields. Nevertheless, some examples of consistent interactions that
do not deform the gauge transformations can be written. For spin-3 fields, non-
Abelian first-order vertices exist. On top of the two above-mentioned vertices (the
vertex of Berends, Burgers and van Dam and the five-derivative vertex), two extra
parity-violating vertices are found, which live in three and five space-time dimensions
respectively. However, two of those vertices are obstructed at second order in the
coupling constant and further work is needed to check whether the two remaining
vertices can be extended to all orders. It would also be interestiong to determine
whether some of these vertices might be related to the nonlinear equations of Vasiliev
[60–62].
Overview of the thesis
This thesis is organized as follows.
In Chapter 1, we give a review of the free theory of massless bosonic higher-spin
gauge fields [6]. The concepts presented include gauge invariance, the equations of
motion, the action, as well s aconserved charges and the coupling of external electric
sources.
In Chapter 2, we introduce the first-order reformulation of higher-spin gauge
field theories, which has been developped by Vasiliev [9]. In this framework, we prove
the duality, at the level of the action, of the free theory of completely symmetric
spin-s fields with the free theory of some mixed-symmetry spin-s fields, in specific
dimensions [15].
In four space-time dimensions, the duality procedure of Chapter 2 relates the free
theory of a completely symmetric spin-s field with itself. Moreover, the duality inter-
changes the “electric” and “magnetic” components of the field. We use this result in
Chapter 3 to couple external magnetic sources to higher-spin fields. Furthermore,
we show that the “electric” and “magnetic” conserved charges are required to satisfy
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a quantization relation [35]. The latter involves the “electric” and “magnetic” cou-
plings, as well as the four-momenta of the sources. It is a generalization of the Dirac
quantization condition for electromagnetism, which constrains the product of electric
and magnetic charges.
We then turn to the problem of consistent interactions. In Chapter 4, we in-
troduce the framework in which we will work, the BRST field-antifield formalism
developped by Batalin and Vilkovisky [66–68]. We first analyse the general structure
of gauge field theories. Then we show how this structure is encoded in the field-
antifield formalism. In particular, the consistency of the gauge structure is contained
in the master equation. Finally, we address the problem of constructing consistent
local interactions. This is done by deforming the master equation, as was proposed
in [64, 65].
The theoretical recipes of Chapter 4 are applied to specific examples in the next
two chapters. In Chapter 5, we study the self-interactions of exotic spin-two fields
[72–75]. The symmetries of the indices of these fields are described by Young tableaux
made of two columns of arbitrary length p and q (with p ≥ q). We require p >
1 to exclude the well-studied usual symmetric spin-two field, the graviton. After
computing several cohomology groups, we prove a no-go theorem on interactions
with a non-Abelian gauge algebra. We also constrain the interactions that deform
the gauge transformations without deforming the algebra.
In Chapter 6, we perform the same analysis for completely symmetric spin-
three fields [76, 77]. The computation of some cohomology groups is complicated
with respect to the spin-2 case by the additional condition of vanishing trace on the
gauge parameter. At first order in the deformation parameter, we find four consistent
deformations of the free Lagrangian and gauge transformations, among which the
vertex found by Berends, Burgers and van Dam. The latter deformation and another
one are shown to be obstructed at second order by the requirement that the algebra
should close.
After brief Conclusions, some appendices follow. An introduction to Young
tableaux is given in Appendix A. In Appendix B, we present a generalization
of Chapline-Manton interactions that involves exotic spin-two fields or spin-s fields.
Appendix C is devoted to the first-order formulation of the free theory for exotic
spin-two fields. The lengthy proof of a theorem stated in Chapter 5 is given in
Appendix D, as well as technicalities involving Schouten identities, which are needed
in Chapter 6.
Chapter 1
Free higher-spin gauge fields
In this section we review the free theory of bosonic higher-spin gauge fields. A wider
recent review on this topic can be found in [23].
1.1 Spin-s field and gauge invariance
A massless bosonic spin-s field can be described by a gauge potential which is a totally
symmetric tensor hµ1µ2···µs subject to the “double-tracelessness condition” [6],
hµ1µ2···µs = h(µ1µ2···µs), hµ1µ2µ3µ4···µsη
µ1µ2ηµ3µ4 = 0 .
The gauge transformation reads
hµ1µ2···µs → hµ1µ2···µs + ∂(µ1ξµ2···µs) , (1.1.1)
where the gauge parameter ξµ2···µs is totally symmetric and traceless,
ξµ2µ3···µsη
µ2µ3 = 0 .
The trace condition on the gauge parameter appears for spins ≥ 3, while the double
tracelessness condition on the field appears for spins ≥ 4.
From the field hµ1µ2···µs , one can construct a curvature Rµ1ν1µ2ν2···µsνs that contains
s derivatives of the field and that is gauge invariant under the transformations (1.1.1)
even if the gauge parameter is not traceless,
Rµ1ν1µ2ν2···µsνs = −2 h[µ1[µ2···[µs,νs]···ν2]ν1] , (1.1.2)
where one antisymmetrizes over µk and νk for each k. This is the analog of the
Riemann tensor of the spin-2 case. The curvature Rµ1ν1µ2ν2···µsνs has the symmetry
characterized by the Young tableau
µ1
ν1
µ2
ν2
· · ·
· · ·
µs
νs (1.1.3)
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i.e. it is symmetric for the exchange of pairs of indices µiνi and antisymmetrization
over any three indices yields zero. The curvature also fulfills the Bianchi identity
∂[αRµ1ν1]µ2ν2···µsνs = 0 . (1.1.4)
Conversely, given a tensor Rµ1ν1µ2ν2···µsνs with the Young tableau symmetry (1.1.3)
and fulfilling the Bianchi identity (1.1.4), there exists a “potential” hµ1µ2···µs such
that Eq.(1.1.2) holds. This potential is determined up to a gauge transformation
(1.1.1) where the gauge parameter ξµ2···µs is unconstrained (i.e. its trace can be
non-vanishing) [79].
1.2 Equations of motion
The trace conditions on the gauge parameter for spins ≥ 3 are necessary in order to
construct second-order invariants – and thus, in particular, gauge invariant second-
order equations of motion. One can show that the Fronsdal tensor
Fµ1µ2···µs = ✷hµ1µ2···µs − s∂(µ1∂
ρhµ2···µs)ρ +
s(s− 1)
2
∂(µ1µ2h
ρ
µ3···µs)ρ
,
which contains only second derivatives of the potential, transforms under a gauge
transformation (1.1.1) into the trace of the gauge parameter
Fµ1µ2···µs → Fµ1µ2···µs +
(s− 1)(s− 2)
2
∂(µ1µ2µ3ξ
ρ
µ4···µs)ρ
,
and is thus gauge invariant when the gauge parameter is requested to be traceless.
The Fronsdal tensor is related to the curvature by the relation
Rµ1ν1µ2ν2···µsνsη
ν1ν2 = −
1
2
Fµ1µ2[µ3[···[µs,νs]··· ]ν3] . (1.2.5)
The equations of motion that follow from a variational principle are
Gµ1µ2···µs = 0 , (1.2.6)
where the “Einstein” tensor is defined as
Gµ1µ2···µs = Fµ1µ2···µs −
s(s− 1)
4
η(µ1µ2F
ρ
µ3···µs)ρ
. (1.2.7)
These equations are derived from the Fronsdal action
S[hµ1···µs(x)] =
∫
d4x L , (1.2.8)
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where
L = −1
2
∂λhµ1···µs∂
λhµ1···µs + s
2
∂λhλµ2···µs∂ρh
ρµ2···µs + s(s−1)
2
∂λρhλρµ3···µsh
αµ3···µs
α
+ s(s−1)
4
∂λh
α
αµ3···µs∂
λh βµ3···µsβ +
s(s−1)(s−2)
8
∂λhααλµ4···µs∂ρh
βρµ4···µs
β .
Indeed, one can check that δL
δhγ1···γs
= Gγ1···γs . Furthermore, these equations of motion
obviously imply
Rµ1ν1µ2ν2···µsνsη
ν1ν2 = 0 , (1.2.9)
and the inverse implication is true as well [24]. Indeed, Eq.(1.2.9) implies that the
Fronsdal tensor has the form Fµ1µ2···µs = ∂(µ1µ2µ3Σµ4···µs), which can be made to vanish
by a gauge transformation with an unconstrained gauge parameter (see [21] for a
discussion of the subtleties associated with the double tracelessness of the spin-s field
hµ1···µs). The interest of the equations (1.2.9) derived from the Einstein equations
is that they contain the same number of derivatives as the curvature. Thus, they
are useful to exhibit duality, which rotates the equations of motion and the cyclic
identities on the curvature.
1.3 Fixing the gauge
Let us check that when the gauge is completely fixed the right degrees of freedom
remain.
If the theory at hand describes a completely symmetric massless spin-s field, then
there should be a completely fixed gauge in which the field is transverse to a timelike
direction uα and traceless. We prove in this section that this is indeed the case. We
first give the gauge conditions, then we check that they can be obtained by gauge
transformations and that they completely fix the gauge.
The appropriate gauge conditions are
(i) Hµ1...µs−1 ≡ s ∂
αhαµ1...µs−1 −
s(s− 1)
2
∂(µ1h
α
µ2...µs−1)α
= 0 ,
(ii) h αµ1...µs−2 α = 0 ,
and (iii) the vanishing of the components with at least one “minus” index and the
other indices transverse.
The gauge variation ofHµ1...µs−1 is δHµ1...µs−1 = ✷ ξµ1...µs−1 . The gauge in which the
condition (i) is satisfied can thus be attained by performing a gauge transformation
such that
ξµ1...µs−1 = −
1
✷
Hµ1...µs−1 .
In this gauge, there is a residual gauge invariance. Indeed, gauge transformations
with parameters satisfying ✷ ξµ1...µs−1 = 0 are still allowed, as they do not modify
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condition (i). The solution of this equation is
ξµ1...µs−1 = s
∫
dnk Re[−i cµ1...µs−1(k) exp(ikαx
α)] ,
where kαk
α = 0 and cµ1...µs−1(k) is an arbitrary function of kα.
We now perform a Fourrier expansion of the field and all the gauge conditions.
So, e.g. hµ1...µs =
∫
dnk Re[ ĥµ1...µs exp(ikαx
α)] . Quite generally, we can consider
each Fourrier component separately, which we will do in the sequel.
Without loss of generality, we can choose kα = (k+, 0 . . . 0) and
uα = (1, 0 . . .0) . We first use the residual invariance to cancel the traces of the field
(gauge condition (ii)). Their gauge transformation is
δhµ1...µs−2α
α = δ
(
Re[ ĥµ1...µs−2α
α exp(ikβx
β)]
)
= 2
s
∂αξαµ1...µs−2 = Re[−2 k
+c+µ1...µs−2 exp(ikβx
β)] ,
so by a gauge transformation with c+µ1...µs−2 =
1
2k+
ĥ αµ1...µs−2α one can make the traces
of the field vanish. The tracelessness condition of the gauge parameter, ξννµ3...µs−1 = 0
implies that 2η+−c+−µ3...µs−1 + c
i
iµ3...µs−1
= 0 , which means that all the transverse
traces of c are fixed by the above gauge transformation. Indeed, further gauge trans-
formations with non-vanishing transverse traces would spoil the gauge condition (ii).
The gauge condition (i) now reads
∂αhαµ1...µs−1 = Re[ ik
+ĥ+µ1...µs−1 exp(ikβx
β)] = 0 .
Thus, when (i) and (ii) are satisfied, all the field components with at least one “plus”
and all the traces of the field vanish. To reach the transverse traceless gauge, the
residual gauge invariance must be used to cancel the components with at least one
“minus”. The latter components h−m1...ms−1 , where m ∈ {−, i}, are not all indepen-
dent because of the tracelessness of the field. Indeed, it implies that their transverse
traces are given by
h i− im1...ms−3 = −2η
+−h−+−m1...ms−3 .
It is thus enough to cancel the transverse-traceless part of h−m1...ms−1 . The gauge
transformation of h−m1...ms−1 reads
δh−m1...ms−1 = Re[ δĥ−m1...ms−1 exp(ikβx
β)]
= ∂(−ξm1...ms−1) = Re[ k−cm1...ms−1 exp(ikβx
β)] .
By the choice of a gauge transformation with cm1...ms−1 being the transverse-traceless
part of− 1
k−
ĥ−m1...ms−1 we attain the desired goal. As we have now used all components
of cµ1...µs−1 , the gauge is completely fixed. QED.
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It is interesting to study the form of the Lagrangian as one fixes the gauge. Upon
gauge fixing, the Fronsdal Lagrangian becomes the gauge fixed Lagrangian
LGF =
1
2
(hGFi1...is✷h
GF i1...is − s(s−1)
4
h′GFi1...is−2✷h
′GF i1...is−2) .
It is obvious that by a mere redefinition of the form h˜ = h+ η h′ one gets the action
LGF =
1
2
h˜GFi1...is✷ h˜
GF i1...is ,
which yields the Klein-Gordon equations of motion for h˜GFi1...is . (Remember that the
double trace of the field vanishes.)
From another point of view, by relaxing the gauge fixing conditions one can gen-
erate the Fronsdal Lagrangian from the Klein-Gordon equations of motion. To prove
this, let us consider the completely fixed gauge. Since the equations of motion for
the physical degrees of freedom are the Klein-Gordon equations, ✷hGFi1...is = 0 , the
Lagrangian must be
LGF = a (hGFi1...is✷h
GF i1...is + b h′GFi1...is−2✷h
′GF i1...is−2) ,
where a and b are some a priori arbitrary constants. The constant a is actually just
an overal factor, which we take equal to 1
2
.
Relaxing the gauge conditions (ii) and (iii) does not change the structure of the
Lagrangian, it basically widens the range of values that the indices can take. One has
L =
1
2
(hGFµ1...µs✷h
GF µ1...µs + b h′GFµ1...µs−2✷h
′GF µ1...µs−2) ,
where hGFµ1...µs satisfies the gauge condition (i). To reach the gauge (i) from the covari-
ant theory, one had to perform a gauge transformation
hGFµ1...µs = hµ1...µs + ∂(µ1ξµ2...µs) (1.3.10)
with parameter
ξµ1...µs−1 = −
1
✷
Hµ1...µs−1 = −
1
✷
(
s ∂αhαµ1...µs−1 −
s(s−1)
2
∂(µ1hµ2...µs−1)α
α
)
.
We now “reverse” this gauge transformation by inserting the expression (1.3.10) for
hGFµ1...µs into the above Lagrangian, substituting for ξµ1...µs−1 its expression in terms of
the field hµ1...µs . Because the guage transformation is not local, non-local terms appear
in the Lagrangian. To cancel them, one must impose that b = −s(s−1)
4
. It turns out
that the obtained Lagrangian now exactly matches the Fronsdal Lagrangian (1.2.8).
1
1This procedure to generate the Lagrangian can be generalized to fields with mixed symmetry.
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1.4 Dual curvature
The dual of the curvature tensor is defined by
Sµ1ν1µ2ν2···µsνs = −
1
2
εµ1ν1ρσR
ρσ
µ2ν2···µsνs ,
and, as a consequence of the equations of motion (1.2.9), of the symmetry of the cur-
vature and of the Bianchi identity (1.1.4), it has the same symmetry as the curvature
and fulfills the equations Sµ1ν1µ2ν2···µsνsη
ν1ν2 = 0, ∂[αSµ1ν1]µ2ν2···µsνs = 0.
1.5 Conserved charges
Non-vanishing conserved charges can be associated with the gauge transformations
(1.1.1) that tend to Killing tensors at infinity (“improper gauge transformations”).
They can be computed from the Hamiltonian constraints [80] or equivalently from the
knowledge of their associated conserved antisymmetric tensors k
[αβ]
ξ . These generalize
the electromagnetic Fµν and have been computed in [81]. Their divergence vanishes in
the absence of sources. The corresponding charge is given by Qξ =
1
2
∫
S
⋆kξ [αβ] dx
α ∧
dxβ, where the integral is taken at constant time, over the 2-sphere at infinity. The
tensors k
[αβ]
ξ read
k
[αβ]
ξ = ∂
αhβµ1···µs−1ξµ1···µs−1 +
(s− 1)
2
∂βh ρµ1···µs−2ρ ξ
α
µ1···µs−2
+(s− 1)∂ρh
ραµ1···µs−2ξβµ1···µs−2 −
(s− 1)2
2
∂(αh µ1···µs−2)ρρ ξ
β
µ1···µs−2
−(α↔ β) + · · · ,
where the dots stand for terms involving derivatives of the gauge parameters.
Of particular interest are the charges corresponding to gauge transformations that
are “asymptotic translations”, i.e. ξµ1···µs−1 →r→∞ ǫµ1···µs−1 for some traceless con-
stant tensor ǫµ1···µs−1 . For these transformations, the charges become, using Stokes’
New features for the latter are the reducibility of the gauge transformations and the presence of
several gauge parameters (if one considers irreducible parameters).
Let us sketch how to proceed in the simplest case, for a 2-form Aµν . The gauge fixed Lagrangian
is LGF = AGFµν ✷A
GF µν . The gauge transformation reads δξAµν = ∂νξµ−∂µξν , and is reducible, i.e.
δξAµν = 0 for parameters ξµ = ∂µλ . To fix the reducibility, one can ask that only gauge parameters
that satisfy the Lorentz condition ∂νξν = 0 be allowed. The equivalent of the condition (i) is the
Lorentz condition Hν ≡ ∂
µAµν = 0 . Since δξHν = ∂ν∂
ρξρ−✷ξν = −✷ξν , the gauge transformation
to be “undone” in LGF is AGFµν = Aµν + δξAµν where ξν =
1
✷
∂µAµν . As expected, the resulting
Lagrangian is the usual one.
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theorem and the explicit expression for k
[αβ]
ξ ,
Qǫ = ǫµ1···µs−1
∫
V
G0µ1···µs−1d3x.
As these charges are conserved for any traceless ǫµ1···µs−1 , the quantities P
µ1···µs−1
defined as the traceless parts of
∫
V
G0µ1···µs−1d3x are conserved as well. In the spin-2
case, P µ is the energy-momentum 4-vector.
1.6 Electric sources
In the presence of only electric sources, a new term is added to the action (1.2.8),
S[hµ1···µs(x), t
µ1···µs ] =
∫
d4x ( L+ tµ1···µshµ1···µs ) .
The tensor tµ1···µs is called the electric “energy-momentum” tensor. It is conserved and
thus divergence-free, ∂µ1t
µ1···µs = 0 . Since the spin-s field hµ1···µs is double-traceless,
it couples only to the double-traceless part of tµ1···µs , which we denote by Tµ1···µs .
The equations of motion then read:
Gµ1µ2···µs + Tµ1µ2···µs = 0 , (1.6.11)
or equivalently
Rµ1ν1µ2ν2···µsνsη
ν1ν2 =
1
2
T¯µ1µ2[µ3[···[µs,νs]··· ]ν3] (1.6.12)
where T¯µ1µ2···µs = Tµ1µ2···µs −
s
4
η(µ1µ2T
′
µ3···µs)
and primes denote traces, T ′µ3···µs =
Tµ1···µsη
µ1µ2 . The curvature tensor has the Young symmetry (1.1.3) and fulfills the
Bianchi identity (1.1.4), as in the case without sources.
On the other hand, while the trace of the dual curvature tensor still vanishes,
the latter has no longer the Young symmetry (1.1.3) and its Bianchi identity gets
modified as well. The new symmetry is described by the Young tableau
µ1
ν1
µ2
ν2
· · ·
· · ·
µs
νs
⊗ , (1.6.13)
as the dual curvature now satisfies
S[µ1ν1µ2]ν2···µsνs = −
1
6
εµ1ν1µ2ρT¯
ρ
ν2[µ3[···[µs,νs]··· ]ν3]
,
while the Bianchi identity becomes
∂[αSµ1ν1]µ2ν2···µsνs =
1
3
εαµ1ν1ρT¯
ρ
[µ2[µ3[···[µs,νs]··· ]ν3]ν2]
.
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Chapter 2
Spin-s duality
In this section, we prove that some free theories for higher-spin gauge fields are con-
nected by a form of duality that goes beyond equivalence at the level of the equations
of motion, because it relates their corresponding actions. A familiar example in which
duality goes beyond mere on-shell equivalence is given by the set of a free p-form gauge
field and a free (n− p− 2)-form gauge field in n space-time dimensions. The easiest
way to establish the equivalence of the two theories in that case is to start from a first-
order “mother” action involving simultaneously the p-form gauge field Aµ1···µp and the
field strength Hµ1···µn−p−1 of the (n− p − 2)-form Bµ1···µn−p−2 treated as independent
variables
S[A,H ] ∼
∫
dA ∧H −
1
2
H ∧∗H (2.0.1)
The field H is an auxiliary field that can be eliminated through its own equation of
motion, which reads H = ∗dA. Inserting this relation in the action (2.0.1) yields the
familiar second-order Maxwell action ∼
∫
dA ∧∗dA for A. Conversely, one may view
A as a Lagrange multiplier for the constraint dH = 0, which implies H = dB. Solving
for the constraint inside (2.0.1) yields the familiar second-order action ∼
∫
dB ∧∗dB
for B.
Following Fradkin and Tseytlin [82], we shall reserve the terminology “dual theo-
ries” for theories that can be related through a “parent action”, referring to “pseudo-
duality” for situations when there is only on-shell equivalence. The parent action
may not be unique. In the above example, there is another, “father” action in which
the roles of A and B are interchanged (B and F are the independent variables, with
S ∼
∫
dB∧F− 1
2
F ∧∗F and F = dA on-shell). That the action of dual theories can be
related through the above transformations is important for establishing equivalence of
the (local) ultraviolet quantum properties of the theories, since these transformations
can formally be implemented in the path integral [82].
Recently, dual formulations of massless spin-2 fields have attracted interest in
connection with their possible role in uncovering the hidden symmetries of gravita-
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tional theories [83–89]. In these formulations, the massless spin-2 field is described
by a tensor gauge field with mixed Young symmetry type. The corresponding Young
diagram has two columns, one with n − 3 boxes and the other with one box. The
action and gauge symmetries of these dual gravitational formulations have been given
in the free case by Curtright [36]. The connection with the more familiar Pauli-Fierz
formulation [4] was however not clear and direct attempts to prove equivalence met
problems with trace conditions on some fields. The difficulty that makes the spin-1
treatment not straightforwardly generalizable is that the higher-spin (s ≥ 2) gauge
Lagrangians are not expressed in terms of strictly gauge-invariant objects, so that
gauge invariance is a more subtle guide. One of the results of this chapter is the
explicit proof that the Curtright action and the Pauli-Fierz action both come from
the same parent action and are thus dual in the Fradkin-Tseytlin sense. The analysis
is carried out in any number of space-time dimensions and has the useful property,
in the self-dual dimension four, that both the original and the dual formulations are
described by the same Pauli-Fierz Lagrangian and variables.
We then extend the analysis to higher-spin gauge fields described by completely
symmetric tensors. The Lagrangians for these theories, leading to physical second-
order equations, have been given long ago in [6] and are reviewed in Section 1. We
show that the spin-s theory described by a totally symmetric tensor with s indices
and subject to the double-tracelessness condition is dual to a theory with a field of
mixed symmetry type [n−3, 1, 1, · · · , 1] (one column with n−3 boxes, s−1 columns
with one box; cf Appendix A), for which we give explicitly the Lagrangian and gauge
symmetries. This field is also subject to the double tracelessness condition on any
pair of pairs of indices. A crucial tool in the analysis is given by the first-order
reformulation of the Fronsdal action due to Vasiliev [9], which is in fact our starting
point. We find again that in the self-dual dimension four, the original description and
the dual description are the same.
2.1 Spin-2 duality
2.1.1 Parent actions
We consider the first-order action [85]
S[eab, Y
ab|
c] = −2
∫
dnx
[
Y ab|c∂[aeb]c −
1
2
Yab|cY
ac|b +
1
2(n− 2)
Y bab| Y
ac|
c
]
(2.1.1)
where eab has both symmetric and antisymmetric parts and where Y
ab|
c = −Y
ba|
c
is a once-covariant, twice-contravariant mixed tensor. Neither e nor Y transform
in irreducible representations of the general linear group since eab has no definite
symmetry while Y
ab|
c is subject to no trace condition. Latin indices run from 0 to
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n − 1 and are lowered or raised with the flat metric, taken to be of “mostly plus”
signature (−,+, · · · ,+). The space-time dimension n is ≥ 3. The factor 2 in front of
(2.1.1) is inserted to follow the conventions of [9].
The action (2.1.1) differs from the standard first-order action for linearized gravity,
in which the vielbein eab and the spin connection ωab|c are treated as independent
variables, by a mere change of variables ωab|c → Y
ab|
c such that the coefficient of
the antisymmetrized derivative of the vielbein in the action is just Y
ab|
c , up to the
inessential factor of −2. This change of variables reads
Yab|c = ωc|a|b + ηacω
i
|b|i − ηbcω
i
|a|i; ωa|b|c = Ybc|a +
2
n− 2
ηa[bY
d
c]d| .
It was considered (for full gravity) previously in [85].
By examining the equations of motion for Y
ab|
c, one sees that Y
ab|
c is an auxiliary
field that can be eliminated from the action. The resulting action is
S[eab] = 4
∫
dnx
[
C aca| C
cb|
b −
1
2
Cab|cC
ac|b −
1
4
Cab|cC
ab|c
]
(2.1.2)
where Cab|c = ∂[aeb]c. This action depends only on the symmetric part of eab (the
Lagrangian depends on the antisymmetric part of eab only through a total derivative)
and is a rewriting of the linearized Einstein action of general relativity (Pauli-Fierz
action).
From another point of view, eab can be considered in the action (2.1.1) as a
Lagrange multiplier for the constraint ∂aY
ab|
c = 0. This constraint can be solved
explicitely in terms of a new field Y
abe|
c = Y
[abe]|
c, as Y
ab|
c = ∂eY
abe|
c. The action then
becomes
S[Y abe|c] = 2
∫
dnx
[
1
2
Yab|cY
ac|b −
1
2(n− 2)
Y bab| Y
ac|
c
]
(2.1.3)
where Y ab|c must now be viewed as the dependent field Y ab|c = ∂eY
abe|c. The field
Y
abe|
c can be decomposed into irreducible components: Y
abe|
c = X
abe|
c+ δ
[a
c Zbe], with
X
abc|
c = 0, X
abe|
c = X
[abe]|
c and Zbe = Z [be]. A direct but somewhat cumbersome
computation shows that the resulting action depends only on the irreducible compo-
nent X
abe|
c, i.e. it is invariant under arbitrary shifts of Zab (which appears in the
Lagrangian only through a total derivative). One can then introduce in n ≥ 4 dimen-
sions the field Ta1···an−3|c =
1
3!
εa1··· an−3efgX
efg|
c with T[a1··· an−3|c] = 0 because of the
trace condition on X
efg|
c, and rewrite the action in terms of this field1. Explicitly,
1For n = 3, the field X
efg|
c is identically zero and the dual Lagrangian is thus L = 0. The duality
transformation relates the topological Pauli-Fierz Lagrangian to the topological Lagrangian L = 0.
We shall assume n > 3 from now on.
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one finds the action given in [36, 37]:
S[Ta1···an−3|c] =
−1
(n− 3)!
∫
dnx
[
∂eT b1...bn−3|a∂eTb1...bn−3|a − ∂eT
b1...bn−3|e∂fTb1...bn−3|f
−(n− 3)[−3∂eT
eb2...bn−3|a∂fTfb2...bn−3|a
−2T b2...bn−3|gg ∂
efTeb2...bn−3|f − ∂
eT b2...bn−3|gg ∂eT
f
b2...bn−3|f
+(n− 4)∂eT
eb3...bn−3|g
g ∂
hT f
hb3...bn−3|f
]
]
. (2.1.4)
By construction, this dual action is equivalent to the initial Pauli-Fierz action for
linearized general relativity. We shall compare it in the next subsections to the Pauli-
Fierz (n = 4) and Curtright (n = 5) actions.
One can notice that the equivalence between the actions (2.1.2) and (2.1.3) can
also be proved using the following parent action:
S[Cab|c, Yabc|d] = 4
∫
dnx
[
−
1
2
Cab|c∂dY
dab|c + C aca| C
cb|
b
−
1
2
Cab|cC
ac|b −
1
4
Cab|cC
ab|c
]
, (2.1.5)
where Cab|c = C[ab]|c and Yabc|d = Y[abc]|d. The field Yabc|d is then a Lagrange multiplier
for the constraint ∂[aCbc]|d = 0, this constraint implies Cab|c = ∂[aeb]c and, eliminating
it, one finds that the action (2.1.5) becomes the action (2.1.2). On the other hand,
Cab|c is an auxiliary field and can be eliminated from the action (2.1.5) using its
equation of motion, the resulting action is then the action (2.1.3).
2.1.2 Gauge symmetries
The gauge invariances of the action (2.1.2) are known: δeab = ∂aξb+∂bξa+ωab, where
ωab = ω[ab]. These transformations can be extended to the auxiliary fields (as it is
always the case [90]) leading to the gauge invariances of the parent action (2.1.1):
δξeab = ∂aξb + ∂bξa, (2.1.6)
δξY
ab|
d = − 6 ∂c ∂
[aξbδ
c]
d (2.1.7)
and
δωeab = ωab, (2.1.8)
δωY
ab|
d = 3 ∂c ω
[abδ
c]
d . (2.1.9)
Similarly, the corresponding invariances for the other parent action (2.1.5) are:
δξCab|c = ∂c∂[aξb], (2.1.10)
δξY
abc|
d = − 6 ∂
[aξbδ
c]
d (2.1.11)
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and
δωCab|c = ∂[aωb]c, (2.1.12)
δωY
abc|
d = 3ω
[abδ
c]
d . (2.1.13)
These transformations affect only the irreducible component Zbe of Y
abe|
c. [Note that
one can redefine the gauge parameter ωab in such a way that δeab = ∂aξb + ωab. In
that case, (2.1.6) and (2.1.7) become simply δξeab = ∂aξb, δξY
ab|
d = 0.]
Given Y
ab|
c, the equation Y
ab|
c = ∂eY
abe|
c does not entirely determine Y
abe|
c. Indeed
Y
ab|
c is invariant under the transformation
δY abe|c = ∂f (φ
abef |
c) (2.1.14)
of Y
abe|
c, with φ
abef |
c = φ
[abef ]|
c. As the action (2.1.3) depends on Y
abe|
c only through
Y
ab|
c, it is also invariant under the gauge transformations (2.1.14) of the field Y abe|c.
In addition, it is invariant under arbitrary shifts of the irreducible component Zab,
δωY
abc|
d = 3ω
[abδ
c]
d .
The gauge invariances of the action (2.1.4) involving only X
abe|
c (or,
equivalently, Ta1···an−3|c) are simply (2.1.14) projected on the irreducible component
X
abe|
c (or Ta1···an−3|c).
It is of interest to note that it is the same ω-symmetry that removes the antisym-
metric component of the tetrad in the action (2.1.2) (yielding the Pauli-Fierz action
for e(ab)) and the trace Z
ab of the field Y
abe|
c (yielding the action (2.1.4) for Ta1···an−3|c
(or X
abe|
c)). Because it is the same invariance that is at play, one cannot eliminate si-
multaneously both e[ab] and the trace of Y
ab|
c in the parent actions, even though these
fields can each be eliminated individually in their corresponding “children” actions
(see [91] in this context).
2.1.3 n=4: “Pauli-Fierz is dual to Pauli-Fierz”
In n = 4 space-time dimensions, the tensor Ta1··· an−3|c has just two indices and is
symmetric, Tab = Tba. A direct computation shows that the action (2.1.4) then
becomes
S[Tab] =
∫
d4x [∂aT bc∂aTbc − 2∂aT
ab∂cTcb − 2T
a
a ∂
bcTbc − ∂aT
b
b ∂
aT cc ] (2.1.15)
which is the Pauli-Fierz action for the symmetric massless tensor Tab. At the same
time, the gauge parameters φ
abef |
c can be written as φ
abef |
c = εabefγc and the gauge
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transformations reduce to δTab ∼ ∂aγb + ∂bγa, as they should. Our dualization pro-
cedure possesses thus the distinct feature, in four space-time dimensions, of mapping
the Pauli-Fierz action on itself. Note that the electric (respectively, the magnetic)
part of the (linearized) Weyl tensor of the original Pauli-Fierz field hab ≡ e(ab) is
equal to the magnetic (respectively, minus the electric) part of the (linearized) Weyl
tensor of the dual Pauli-Fierz Tab, as expected for duality [16,92]. More precisely, the
curvatures Rab|ce(h) = 2∂[ahb][c,e] and Rab|ce(T ) = 2∂[aT b][c,e] are related on-shell by
the simple expression Kab|ce(h) ∝ εabghKgh|ce(T ) .
An alternative, interesting, dualization procedure has been discussed in [14]. In
that procedure, the dual theory is described by a different action, which has an
additional antisymmetric field, denoted ωab. This field does nontrivially enter the
Lagrangian through its divergence ∂aωab .
2
2.1.4 n=5: “Pauli-Fierz is dual to Curtright”
In n = 5 space-time dimensions, the dual field is Tab|c =
1
3!
εabefgX
efg|
c , and has the
symmetries Tab|c = T[ab]|c and T[ab|c] = 0. The action found by substituting this field
into (2.1.3) reads
S[Tab|c] =
1
2
∫
d5x [∂aT bc|d∂aTbc|d − 2∂aT
ab|c∂dTdb|c − ∂aT
bc|a∂dTbc|d
−4T b|aa ∂
cdTcb|d − 2∂aT
c|b
b ∂
aT d c|d + 2∂aT
a|b
b ∂
cT d c|d]
It is the action given by Curtright in [36] for such an “exotic” field.
The gauge symmetries also match, as can be seen by redefining the gauge param-
eters as ψgc = −
1
4!
εabefgφ
abef |
c. The gauge transformations become
δTab|c = −2∂[aSb]c −
1
3
[∂aAbc + ∂bAca − 2∂cAab], (2.1.16)
where ψab = Sab + Aab, Sab = Sba, Aab = −Aba. These are exactly the gauge transfor-
mations of [36].
It was known from [16] that the equations of motion for a Pauli-Fierz field were
equivalent to the equations of motion for a Curtright field, i.e. that the two theories
were “pseudo-dual”. We have established here that they are, in fact, dual. The
duality transformation considered here contains the duality transformation on the
curvatures considered in [16]. Indeed, when the equations of motion hold, one has
Rµναβ [h] ∝ εµνρστR
ρστ
αβ [T ] where Rµναβ [h] (respectively Rρσταβ [T ]) is the linearized
curvature of hab ≡ e(ab) (respectively, Tab|c).
2In the Lagrangian (27) of [14], one can actually dualize the field ωab to a scalar Φ (i.e. (i) replace
∂aωab by a vector kb in the action; (ii) force kb = ∂
aωab through a Lagrange multiplier term Φ∂
aka
where Φ is the Lagrange multiplier; and (iii) eliminate the auxiliary field ka through its equations
of motion). A redefinition of the symmetric field h˜ab of [14] by a term ∼ ηabΦ enables one to absorb
the scalar Φ, yielding the Pauli-Fierz action for the redefined symmetric field.
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2.2 Vasiliev description of higher-spin fields
In the discussion of duality for spin-two gauge fields, a crucial role is played by the
first-order action (2.1.1), in which both the (linearized) vielbein and the (linearized)
spin connection (or, rather, a linear combination of it) are treated as independent
variables. This first-order action is indeed one of the possible parent actions. In
order to extend the analysis to higher-spin massless gauge fields, we need a similar
description of higher-spin theories. Such a first-order description has been given in [9].
In this section, we briefly review this formulation, alternative to the more familiar
second-order approach of [6] (see Section 1 for the latter). We assume s > 1 and
n > 3.
2.2.1 Generalized vielbein and spin connection
The set of bosonic fields introduced in [9] consists of a generalized vielbein
eµ|a1...as−1 and a generalized spin connection ωµ|b|a1...as−1 . The vielbein is completely
symmetric and traceless in its last s − 1 indices. The spin connection is not only
completely symmetric and traceless in its last s−1 indices but also traceless between
its second index and one of its last s− 1 indices. Moreover, complete symmetrization
in all its indices but the first gives zero. Thus, one has
eµ|a1...as−1 = eµ|(a1...as−1) , e
b
µ| b...as−1
= 0 ,
ωµ|b|a1...as−1 = ωµ|b|(a1...as−1) , ωµ|(b|a1...as−1) = 0 ,
ω cµ|b| c...as−1 = 0 , ω
b
µ| |b...as−1
= 0 . (2.2.1)
The first index of both the vielbein and the spin connection may be seen as a space-
time form-index, while all the others are regarded as internal indices. As we work at
the linearized level, no distinction will be made between both kinds of indices and they
will both be labelled either by Greek or by Latin letters, running over 0, 1, · · · , n− 1.
The action was originally written in [9] in four dimensions as
Ss[e, ω] =
∫
d4x εµνρσ εabcσ ω
b|ai1...is−2
ρ|
(
∂µe
c
ν|i1...is−2 − 1/2ω
c
µ|ν|i1...is−2
)
. (2.2.2)
By expanding out the product of the two ε-symbols, one can rewrite it in a form valid
in any number of space-time dimensions,
Ss[e, ω] = −2
∫
dnx
[
(Ba1[ν|µ]a2...as−1 −
1
2(s− 1)
Bνµ|a1...as−1)K
µν|a1...as−1
+(2Bρ
µ|a2...as−1ρ
+ (s− 2)Bρ
a2|a3...as−1µρ
)Kµν|a2...as−1ν
]
(2.2.3)
where
Bµb|a1...as−1 ≡ 2ω[µ|b]|a1...as−1 (2.2.4)
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and where
Kµν|a1...as−1 = ∂[µeν]|a1...as−1 −
1
4
Bµν|a1...as−1 . (2.2.5)
The field Bµb|a1...as−1 is antisymmetric in the first two indices, symmetric in the last
s− 1 internal indices and traceless in the internal indices,
Bµb|a1...as−1 = B[µb]|a1...as−1 , Bµb|a1...as−1 = Bµb|(a1...as−1), B
as−2
µb|a1...as−2
= 0 , (2.2.6)
but it is otherwise arbitrary : given B subject to these conditions, one can always
find an ω such that (2.2.4) holds [9].
The invariances of the action (2.2.2) are [9]
δeµ|a1...as−1 = ∂µξa1...as−1 + αµ|a1...as−1 , (2.2.7)
δωµ|b|a1...as−1 = ∂µαb|a1...as−1 + Σµ|b|a1...as−1 , (2.2.8)
where the parameters αµ|a1...as−1 and Σµ|b|a1...as−1 possess the following algebraic prop-
erties
αν|(a1...as−1) = αν|a1...as−1 , α(ν|a1...as−1) = 0 , α
ν
|νa2...as−1
= 0 , α bν|a1...as−3b = 0,
Σµ|b|a1...as−1 = Σ(µ|b)|a1...as−1 = Σµ|b|(a1...as−1) , Σµ|(b|a1...as−1) = 0 ,
Σb|b|a1...as−1 = 0 , Σ
b
|c|ba2...as−1
= 0 , Σ cµ|b|a1...as−3c = 0 . (2.2.9)
Moreover, the parameter ξ is traceless and completely symmetric.
The invariance under the transformation with the parameter ξ can easily be
checked in the action (2.2.2). Indeed, the latter involves the vielbein only through its
antisymmetrized derivative ∂[µeν]|a1...as−1 , which is invariant under the given transfor-
mation.
The parameter α generalizes the Lorentz parameter for gravitation in the vielbein
formalism. To show that the action is invariant under the transformation related to
it, one must notice that the term bilinear in ω is symmetric under the exchange of
the ω’s:
εµνρσ εabcσ ω
1
ρ|
b|ai1...is−2ω2µ|ν|i1...is−2
c = εµνρσ εabcσ ω
2
ρ|
b|ai1...is−2ω1µ|ν|i1...is−2
c . (2.2.10)
A way to prove this property is to expand the product of ε-symbols and compare both
sides of the equation. Schematically, the variation of the action (2.2.2) then reads
δαS
s =
∫
d4x [δαω (∂e−
1
2
ω) + ω δα(∂e−
1
2
ω)]
=
∫
d4x [δαω∂e+ ω δα(∂e− ω)] =
∫
d4x [−∂(δαω) e+ ω δα(∂e− ω)] .
We used (2.2.10) for the second equality, and, for the last equality, we supposed that
there is no border term. The first term vanishes because the explicit derivative is
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antisymmetrized with the derivative in δαω. The second term vanishes because the
variation of ∂e is exactly the variation of ω .
To understand the invariance involving the parameter Σ, let us decompose the
fields ω, B and Σ into their traceless irreducible components. One has (see Appendix
A)
µ
a1
b
· · · as−1
ωµ|b|a1...as−1 ∼ ⊗
=
· · · s-1
⊕ · · · s-1⊕ · · · s ⊕ · · · s-2⊕ · · · s-1 ,
ν
µ
a1 · · · as−1Bµν|a1...as−1 ∼ ⊗
=
· · · s-1
⊕ · · · s ⊕ · · · s-2⊕ · · · s-1 ,
Σµ|b|a1...as−1 ∼ µ
a1
b
a2 · · · as−1
.
The field B is defined as a projection of ω. The decomposition into irreducible
components shows that B contains all the irreducible components of ω, except the
one that has the symmetry of Σ, which we call ωΣ . Conversely, all components of
ω except the latter can be expressed in terms of B . Since the action (2.2.2) can
be written in terms of only B as (2.2.3), it is thus invariant under any shift of the
component ωΣ . since this is exactly how the transformation with parameter Σ acts,
the action (2.2.2) is invariant under these transformations.
In the Vasiliev formulation, the fields and gauge parameters are subject to the
tracelessness conditions contained in (2.2.1) and (2.2.9). It would be of interest to
investigate whether these conditions can be dispensed with as in [20, 21].
2.2.2 Equivalence with the standard second-order formula-
tion
Since the action (2.2.3) depends on ω only through B, extremizing it with respect to
ω is equivalent to extremizing it with respect to B. Thus, we can view Ss[e, ω] as
Ss[e, B]. In the action Ss[e, B], the field Bµν|a1...as−1 is an auxiliary field. Indeed, the
field equations for Bµν|a1...as−1 enable one to express B in terms of the vielbein and
its derivatives as,
Bµν|a1...as−1 = 2∂[µeν]|a1...as−1 (2.2.11)
(the field ω is thus fixed up to the pure gauge component related to Σ.) When
substituted into (2.2.3), (2.2.11) gives an action Ss[e, B(e)] invariant under (2.2.7).
The field eµ|a1...as−1 can be represented by
eµ|a1...as−1 = hµa1...as−1 +
(s− 1)(s− 2)
2s
[ηµ(a1h
′
a2...as−1)
− η(a1a2h
′
µa3...as−1)
]
+ βµ|a1...as−1 , (2.2.12)
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where hµa1...as−1 is completely symmetric, h
′
a2...as−1
= hµµ...as−1 is its trace, and the
component βµ|a1...as−1 possesses the symmetries of the parameter α in (2.2.7) and
thus disappears from Ss[e, ω(e)]. Of course, the double trace hµνµν...as−1 of hµa1...as−1
vanishes. The action Ss[e(h)] is nothing but the one given in [6] for a completely
symmetric and double-traceless bosonic spin-s gauge field hµa1...as−1 , i.e. the action
(1.2.8).
In the spin-2 case, the Vasiliev fields are eµ|a and ων|b|a with ων|b|a = −ων|a|b. The
Σ-gauge invariance is absent since the conditions Σν|b|a = −Σν|a|b, Σb|c|a = Σc|b|a imply
Σν|a|b = 0. The gauge transformations read
δeν|a = ∂νξa + αν|a, δων|b|a = ∂ναb|a (2.2.13)
with αν|a = −αa|ν . The relation between ω and B is invertible and the action (2.2.3)
is explicitly given by
S2[e, B] =−2
∫
dnx
[
(Ba[ν|µ] −
1
2
Bνµ|a)(∂
[µeν]|a −
1
4
Bµν|a) + 2Bρ
µ|ρ(∂
[µeν]|ν −
1
4
Bµν|ν)
]
(2.2.14)
Up to the front factor −2, the coefficient Yµν|a of the antisymmetrized derivative
∂[µeν]|a of the vielbein is given in terms of B by
Yµν|a = Ba[µ|ν] −
1
2
Bµν|a − 2ηa[µB
b
ν]b| . (2.2.15)
This relation can be inverted to yield B in terms of Y ,
Bµν|a = 2Ya[µ|ν] −
2
n− 2
ηa[µY
b
ν]b| . (2.2.16)
Re-expressing the action in terms of eµa and Yµνa gives the action (2.1.1) considered
previously.
2.3 Spin-3 duality
Before dealing with duality in the general spin-s case, we treat in detail the spin-3
case.
2.3.1 Arbitrary dimension ≥ 4
Following the spin-2 procedure, we first rewrite the action (2.2.3) in terms of eν|ρσ
and the coefficient Yµν|ρσ of the antisymmetrized derivatives of eν|ρσ in the action. In
terms of ωµ|ν|ρσ, this field is given by
Yµν|ρσ = 2[ωρ|[ν|µ]σ + ωσ|[ν|µ]ρ − 2ω
λ
|[λ|µ](ρησ)ν + 2ω
λ
|[λ|ν](ρησ)µ]
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or, equivalently,
Yµν|a1a2 = Ba1µ|νa2 −
1
4
Bµν|a1a2 + 2ηµa1B
λ
ν|λa2 + ηµa1B
λ
a2|λν (2.3.1)
where antisymmetrization in µ, ν and symmetrization in a1, a2 is understood. The
field Yµν|ρσ fulfills the algebraic relations Yµν|ρσ = Y[µν]|ρσ = Yµν|(ρσ) and Y
β
µν|β = 0.
One can invert (2.3.1) to express the field Bµν|ρσ in terms of Yµν|ρσ. One gets
Bµν|ρσ =
4
3
[
Yµν|ρσ + 2[Yρ[µ|ν]σ + Yσ[µ|ν]ρ] +
2
n−1
[−2ηρσY λλ[µ|ν] + Y
λ
ρ|λ[νηµ]σ + Y
λ
σ|λ[νηµ]ρ]
]
When inserted into the action, this yields
S(eµ|νρ, Yµν|ρσ) = −2
∫
dnx { Yµν|ρσ∂
µeν|ρσ
+
4
3
[
1
4
Y µν|ρσYµν|ρσ − Y
µν|ρσYρν|µσ +
1
n− 1
Y ρµ|νρY
λ
λν|µ ] } .
The generalized vielbein eν|ρσ may again be viewed as a Lagrange multiplier since
it occurs linearly. Its equations of motion force the constraints
∂µYµν|ρσ = 0 (2.3.2)
The solution of these equations is Yµν|ρσ = ∂
λYλµν|ρσ where Yλµν|ρσ = Y[λµν]|ρσ =
Yλµν|(ρσ) and Y
ρ
λµν|ρ = 0. The action then becomes
S(Yλµν|ρσ) =
8
3
∫
dnx [−
1
4
Y µν|ρσYµν|ρσ + Y
µν|ρσYρν|µσ −
1
n− 1
Y ρµ|νρY
λ
λµ|ν ] ,
where Yµν|ρσ must now be viewed as the dependent field Yµν|ρσ = ∂
λYλµν|ρσ .
One now decomposes the field Yλµν|ρσ into irreducible components,
Y λνµ|ρσ = X
λνµ|
ρσ + δ
[λ
(ρZ
µν]
σ) (2.3.3)
with X
λνµ|
ρµ = 0, X
λνµ|
ρσ = X
[λνµ]|
ρσ, X
λνµ|
ρσ = X
λνµ|
(ρσ) and Z
µν
σ = Z
[µν]
σ. Since
Zµν σ is defined by Eq.(2.3.3) only up to the addition of a term like δ
[µ
σ kν] with kν
arbitrary, one may assume Zµν ν = 0.
The new feature compared to spin 2 is that the field Zµν σ is no longer entirely pure
gauge. However, the component of Zµν σ that is not pure gauge is entirely determined
by X
λνµ|
ρσ. Indeed, the tracelessness condition Y
λνµ|
ρσηρσ = 0 implies
Z [λµ|ν] = −Xλνµ| ρση
ρσ (2.3.4)
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One can further decompose Zλµ|ν = Φλµν +
4
3
Ψ[λ|µ]ν with Φλµν = Φ[λµν] = Z[λµ|ν]
and Ψλ|µν = Ψλ|(µν) = Zλ(µ|ν). In addition, Ψ(λ|µν) = Z(λµ|ν) = 0 and Ψλ|µνη
µν =
Zλµ|νη
µν = 0. Furthermore, the α-gauge symmetry reads δZλµ|ν = α[λ|µ]ν i.e, δΦλµν =
0 and δΨλ|µν =
3
4
αλ|µν . Thus, the Ψ-component of Z can be gauged away while its
Φ-component is fixed by X . The only remaining field in the action is X
λνµ|
ρσ, as in
the spin-2 case.
Also as in the spin-2 case, there is a redundancy in the solution of the constraint
(2.3.2) for Yνα|βγ, leading to the gauge symmetry (in addition to the α-gauge symme-
try)
δY λµν|a1a2 = ∂ρψ
ρλµν|
a1a2
(2.3.5)
where ψ
ρλµν|
a1a2 is antisymmetric in ρ, λ, µ, ν and symmetric in a1, a2 and is traceless
on a1, a2, i.e. ψ
ρλµν|
a1a2η
a1a2 = 0. This gives, for X ,
δXλµν| a1a2 = ∂ρ
(
ψρλµν| a1a2 +
6
n− 1
δ
[λ
(a1
ψ
µν]ρσ|
a2)σ
)
(2.3.6)
2.3.2 n = 5 and n = 4
One can then trade the field X for a field T obtained by dualizing on the indices λ, µ,
ν with the ε-symbol. We shall carry out the computations only in the case n = 5 and
n = 4, since the case of general dimensions will be covered below for general spins.
Dualising in n = 5 gives X
λνµ|
ρσ =
1
2
ελνµαβTαβ|ρσ and the action becomes:
S(Tµν|ρσ) =
2
3
∫
d5x[−∂λTµν|ρσ∂
λT µν|ρσ + 2∂λTλν|ρσ∂µT
µν|ρσ + 2∂ρTµν|ρσ∂λT
µν|λσ
+8Tµν|ρσ∂
µρT
ν|λσ
λ + 2Tµν|ρσ∂
ρσT
µν|λ
λ + 4∂ρT
ν|λσ
λ ∂
ρT µ
ν|µσ
−4∂νT
ν|λσ
λ ∂
ρT µ
ρ|µσ + 4∂σT
ν|λσ
λ ∂
ρT µ
ρν|µ + ∂λT
µν|ρ
ρ∂
λT σµν|σ ]
with Tµν|ρσ = Tµν|(ρσ) = T[µν]|ρσ and T[µν|ρ]σ = 0. The gauge symmetries of the T field
following from (2.3.5) are
δTµν|ρσ = −∂[µϕν]|σρ +
3
4
[∂[µϕν|σ]ρ + ∂[µϕν|ρ]σ] , (2.3.7)
where the gauge parameter ϕα|ρσ ∼ εαλµντψ
λµντ |
ρσ is such that ϕα|ρσ = ϕα|(ρσ) and
ϕ ρ
α|ρ = 0. The parameter ϕα|ρσ can be decomposed into irreducible components:
ϕα|ρσ = χαρσ +φα(ρ|σ) where χαρσ = ϕ(α|ρσ) and φαρ|σ =
3
4
ϕ[α|ρ]σ . The gauge transfor-
mation then reads
δTµν|ρσ = ∂[µχν]ρσ +
1
8
[−2∂[µφν]ρ|σ + 3φµν|(σ,ρ)] , (2.3.8)
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and the new gauge parameters are constrained by the condition χ ρ
α|ρ + φ
ρ
α|ρ = 0.
These are the action and gauge symmetries for the field Tµν|ρσ dual to e(µνρ) in
n = 5 ; they coincide with the ones given in [24, 40, 42, 93].
In four space-time dimensions, dualization reads Tαρσ = ελµναX
λµν|
ρσ. The field
Tαρσ is totally symmetric because of X
λνµ|
ρµ = 0. The action reads
S(Tµνρ) = −
4
3
∫
d4x
[
∂λTµνρ∂
λT µνρ − 3∂µTµνρ∂λT
λνρ − 6T λµλ ∂
νρTµνρ
−3∂λT
µν
µ ∂λT
ρν
ρ −
3
2
∂λT
λµ
µ∂νT
νρ
ρ
]
(2.3.9)
The gauge parameter ψ
ρλµν|
a1a2 can be rewritten as ψ
ρλµν|
a1a2 = (−1/2)ε
ρλµνka1a2
where ka1a2 is symmetric and traceless. The gauge transformations are, in terms of T ,
δTρσα = ∂ρkσα + ∂σkαρ + ∂αkρσ. The dualization procedure yields back the Fronsdal
action and gauge symmetries [6]. Note also that the gauge-invariant curvatures of
the original field hµνρ ≡ e(µνρ) and of Tµνρ, which now involve three derivatives [8,94],
are again related on-shell by an ε-transformation Rαβµνρσ[h] ∝ εαβα′β′ Rα
′β′
µνρσ[T ], as
they should.
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The method for dualizing the spin-s theory follows exactly the same pattern as for
spins two and three:
• First, one rewrites the action in terms of e and Y (coefficient of the antisym-
metrized derivatives of the generalized vielbein in the action);
• Second, one observes that e is a Lagrange multiplier for a differential constraint
on Y , which can be solved explicitly in terms of a new field with one more index;
• Third, one decomposes this new field into irreducible components; only one com-
ponent (denoted X) remains in the action; using the ε-symbol, this component
can be replaced by the “dual field” T .
• Fourth, one derives the gauge invariances of the dual theory from the redun-
dancy in the description of the solution of the constraint in step 2.
We now implement these steps explicitly.
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2.4.1 Trading B for Y
The coefficient of ∂[νeµ]|a1...as−1 in the action (2.2.3) is given by
Yµν|a1...as−1 = Ba1µ|νa2...as−1 −
1
2(s− 1)
Bµν|a1...as−1 + 2ηµa1B
λ
ν|λa2...as−1
+ (s− 2)ηµa1B
λ
a2|λνa3...as−1 , (2.4.1)
where the r.h.s. of this expression must be antisymmetrized in µ, ν and symmetrized
in the indices ai. The field Yµν|a1...as−1 is antisymmetric in µ and ν, totally symmetric
in its internal indices ai and traceless on its internal indices. One can invert Eq.(2.4.1)
to express Bµν|a1...as−1 in terms of Yµν|a1...as−1 . To that end, one first computes the trace
of Yµν|a1...as−1. One gets
Y λµ|λa2···as−1 =
n+ s− 4
2(s− 1)
(
2Bλ µ|λa2···as−1 + (s− 2)B
λ
(a2|a3···as−1)λµ
)
⇔ Bλ µ|λa2···as−1 =
2(s− 1)2
s(n+ s− 4)
(
Y λµ|λa2···as−1 −
(
s− 2
s− 1
)
Y λ(a2|a3···as−1)λµ
)
Using this expression, one can then easily solve Eq.(2.4.1) for Bµν|a1...as−1,
Bµν|a1...as−1 = 2
(s− 1)
s
[
(s− 2)Yµν|a1...as−1 − 2(s− 1)Yµa1|νa2...as−1
+ 2
(s− 1)
(n+ s− 4)
[(s− 2)ηa1a2Y
ρ
µρ|νa3...as−1
− (s− 2)ηa1µY
ρ
a2ρ|νa3...as−1
+ (s− 3)ηa1µY
ρ
νρ|a2...as−1
]
]
(2.4.2)
where the r.h.s. must again be antisymmetrized in µ, ν and symmetrized in the indices
ai. We have checked Eq.(2.4.2) using FORM (symbolic manipulation program [95]).
The action (2.2.3) now reads
Ss = −2
∫
dnx
[
Yµν|a1...as−1∂
[νeµ]|a1...as−1 + (s−1)
2
s
[
− Yµν|a1...as−1Y
µa1|νa2...as−1
+ (s−2)
2(s−1)
Yµν|a1...as−1Y
µν|a1...as−1 + 1
(n+s−4)
[(s− 3)Y µ
µν|a1...as−2
Y
νρ|a1...as−2
ρ
− (s− 2)Y µ
µν|a1...as−2
Y a1ρ|νa2...as−2ρ]
]]
. (2.4.3)
It is invariant under the transformations (2.2.7) and (2.2.8)
δeν|a1...as−1 = ∂µξa1...as−1 + αν|a1...as−1
δY µν|a1...as−1 = 3∂λδ
[λ
(a1
α
µ|ν]
a2...as−1)
Remember that αν|a1...as−1 satisfies the relations
α(ν|a1...as−1) = 0 , α
ν
|νa2...as−1 = 0 , α
b
ν|a1...as−3b = 0 . (2.4.4)
while ξa1...as−1 is completely symmetric and traceless.
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2.4.2 Eliminating the constraint
The field equations for eµ|a1...as−1 are constraints for the field Y ,
∂νYνµ|a1...as−1 = 0 , (2.4.5)
which imply
Yµν|a1...as−1 = ∂
λYλµν|a1...as−1 , (2.4.6)
where Yλµν|a1...as−1 = Y[λµν]|a1...as−1 = Yλµν|(a1...as−1) and Y
λµν|a
aa3...as−1 = 0 . If one
substitutes the solution of the constraints inside the action, one gets
S(Yλµν|a1...as−1) = −2
(s−1)2
s
∫
dnx
[
− Yµν|a1...as−1Y
µa1|νa2...as−1
+ (s−2)
2(s−1)Yµν|a1...as−1Y
µν|a1...as−1 + 1
(n+s−4) [(s− 3)Y
µ
µν|a1...as−2
Y
νρ|a1...as−2
ρ
−(s− 2)Y µ
µν|a1...as−2
Y a1ρ|νa2...as−2 ρ]
]
, (2.4.7)
where Yµν|a1...as−1 ≡ ∂
λYλµν|a1...as−1. This action is invariant under the transformations
δY λµν|a1...as−1 = 3 δ
[λ
(a1
α
µ|ν]
a2...as−1)
, (2.4.8)
where αν|a1...as−1 satisfies the relations (2.4.4), as well as under the transformations
δY λµν|a1...as−1 = ∂ρψ
ρλµν|
a1...as−1
. (2.4.9)
that follow from the redundancy of the parametrization of the solution of the con-
straints (2.4.5). The gauge parameter ψ
ρλµν|
a1...as−1 is subject to the algebraic con-
ditions ψ
ρλµν|
a1...as−1 = ψ
[ρλµν]|
a1...as−1 = ψ
ρλµν|
(a1...as−1)
and
ψρλµν| a1a2...as−1η
a1a2 = 0 .
2.4.3 Decomposing Yλµν|a1...as−1 – Dual action
The field Yλµν|a1...as−1 can be decomposed into the following irreducible components
Y λµν|a1...as−1 = X
λµν|
a1...as−1
+ δ
[λ
(a1
Z
µν]|
a2...as−1)
(2.4.10)
where X
λµν|
λa2...as−1
= 0 , Z
µν|
µa3...as−1 = 0. The condition Y
λµν|a
aa3...as−1 = 0 implies
Zµν|a aa4...as−1 = 0 , (2.4.11)
Z [µν|λ] a3...as−1 = −
(s− 1)
2
Xµνλ|a aa3...as−1 . (2.4.12)
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The invariance (2.4.8) of the action involves only the field Z and reads
δXλµν| a1...as−1 = 0
δZµν|a1...as−2 = α[µ|ν]a1...as−2 (2.4.13)
Next, one rewrites Zµν|a1...as−2 as
Zµν|a1...as−2 =
3(s− 2)
s
Φµν(a1 |a2...as−2) +
2(s− 1)
s
Ψ[µ|ν]a1...as−2 (2.4.14)
with Φµνa1|a2...as−2 = Z[µν|a1]a2...as−2 and Ψµ|νa1...as−2 = Zµ(ν|a1...as−2). So the irreducible
component Φµνa1|a2...as−2 of Z can be expressed in terms of X by the relation (2.4.12),
while the other component Ψµ|νa1...as−2 is pure gauge by virtue of the gauge symmetry
(2.4.13), which does not affect Φµνa1|a2...as−2 and reads δΨµ|νa1...as−2 = (1/2)αµ|νa1...as−2
(note that Ψµ|νa1...as−2 is subject to the same algebraic identities (2.4.4) as αµ|νa1...as−2).
As a result, the only independent field appearing in S(Y λµν|a1...as−1) is X
λµν|
a1...as−1.
Performing the change of variables
Xλµν| a2...as =
1
(n− 3)!
ελµνb1...bn−3Tb1...bn−3|a2...as , (2.4.15)
the action for this field reads
S = −
2(s− 1)
s(n− 3)!
∫
dnx
[
∂eT b1...bn−3|a2...as∂eTb1...bn−3|a2...as
−(n− 3)∂eT
eb2...bn−3|a2...as∂fTfb2...bn−3|a2...as
+(s− 1)[−∂eT
b1...bn−3|ea3...as∂fTb1...bn−3|fa3...as
−2(n− 3)T b2...bn−3|ga3...asg ∂
efTeb2...bn−3|fa3...as
−(s− 2)T b1...bn−3|c a4...asc ∂
efTb1...bn−3|efa4...as
−(n− 3)∂eT b2...bn−3|ga3...asg ∂eT
f
b2...bn−3|fa3...as
−
1
2
(s− 2)∂eT b1...bn−3|c a4...asc ∂eT
d
b1...bn−3|d a4...as
+(n− 3)(n− 4)∂eT
eb3...bn−3|ga3...as
g ∂
hT f
hb3...bn−3|fa3...as
−(s− 2)(n− 3)∂eT
b2...bn−3|gea4...as
g ∂
fT cfb2...bn−3|c a4...as
+
1
4
(s− 2)(n− 3)∂eT
eb2...bn−3|c a4...as
c ∂
fT dfb2...bn−3|d a4...as
−
1
4
(s− 2)(s− 3)∂eT
b1...bn−3|c ea5...as
c ∂
fT db1...bn−3|d fa5...as]
]
. (2.4.16)
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The field Tb1...bn−3|a2...as fulfills the following algebraic properties,
Tb1...bn−3|a2...as = T[b1...bn−3]|a2...as ,
Tb1...bn−3|a2...as = Tb1...bn−3|(a2...as) ,
T[b1...bn−3|a2]...as = 0 ,
Tb1...bn−3|a2a3a4a5...asη
a2a3ηa4a5 = 0 ,
Tb1...bn−3|a2a3a4...asη
b1a2ηa3a4 = 0 ,
the last two relations coming from Eqs.(2.4.12) and (2.4.11).
Conversely, given a tensor Tb1...bn−3|a2...as fulfilling the above algebraic conditions,
one may first reconstruct X
λµν|
a2...as such that X
λµν|
a2...as = X
[λµν]|
a2...as, X
λµν|
a2...as =
X
λµν|
(a2...as)
and X
λµν|
νa3...as = 0. One then gets the Φ-component of Z
µν|
a2...as−1
through Eq.(2.4.12) and finds that it is traceless thanks to the double tracelessness
conditions on Tb1...bn−3|a2...as.
The equations of motion for the action (2.4.16) are
Gb1...bn−3|a2...as = 0 , (2.4.17)
where
Gb1...bn−3|a2...as = Fb1...bn−3|a2...as −
(s− 1)
4
[
2(n− 3)ηb1a2F
c
b2...bn−3|ca3...as
+(s− 2)ηa2a3F
c
b1...bn−3|c a4...as
]
,
and
Fb1...bn−3|a2...as = ∂c∂
cTb1...bn−3|a2...as
− (n− 3)∂b1∂
cTcb2...bn−3|a2...as − (s− 1)∂a2∂
cTb1...bn−3|ca3...as
+ (s− 1)
[
(n− 3)∂a2b1T
c
b2...bn−3|ca3...as +
(s−2)
2
∂a2a3T
c
b1...bn−3|c a4...as
]
,
and where the r.h.s. of both expressions has to be antisymmetrized in b1...bn−3 and
symmetrized in a2...as.
2.4.4 Gauge symmetries of the dual theory
As a consequence of (2.4.9), (2.4.10) and (2.4.15), the dual action is invariant under
the gauge transformations:
δTb1...bn−3|a2...as = ∂[b1φb2...bn−3]|a2...as +
(s− 1)(n− 2)
(n + s− 4)
∂fφc1...cn−4|ga3...asδ
[fgc1...cn−4]
[a2b1...bn−3]
,
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where the r.h.s. must be symmetrized in the indices ai and where the gauge parameter
φb1...bn−4|a2...as ∼ εb1...bn−4ρλµνψ
ρλµν|
a2...as is such that
φb1...bn−4|a2...as = φ[b1...bn−4]|a2...as = φb1...bn−4|(a2...as) ,
and φ ab1...bn−4| aa4...as = 0.
This completes the dualization procedure and provides the dual description, in
terms of the field Tb1...bn−3|a2...as, of the spin-s theory in n space-time dimensions.
Note that in four dimensions, the field Tb1|a2...as has s indices, is totally symmetric
and is subject to the double tracelessness condition. In that case, one gets back the
original Fronsdal action, equations of motion and gauge symmetries.
2.5 Comments on interactions
We have investigated so far duality only at the level of the free theories. It is well
known that duality becomes far more tricky in the presence of interactions. The point
is that consistent, local interactions for one of the children theories may not be local
for the other. For instance, in the case of p-form gauge theories, Chern-Simons terms
are in that class since they involve “bare” potentials. An exception where the same
interaction is local on both sides is given by the Freedman-Townsend model [96] in
four dimensions, where duality relates a scalar theory (namely, a nonlinear σ-model)
to an interacting 2-form theory.
It is interesting to analyse the difficulties at the level of the parent action. We
consider the definite case of spin 2. The second-order action S[eab] (Eq.(2.1.2)) can
of course be consistently deformed, leading to the Einstein action. One can extend
this deformation to the action (2.1.1) where the auxiliary fields are included (see
e.g. [85]). In fact, auxiliary fields are never obstructions since they do not contribute
to the local BRST cohomology [72,90]. The problem is that one cannot go any more
to the other single-field theory action S[Y ]. The interacting parent action has only
one child. The reason why one cannot get rid of the vielbein field eaµ is that it is
no longer a Lagrange multiplier. The equations of motion for eaµ are not constraints
on Y . Rather, they mix both e and Y . One is thus prevented from “going down” to
S[Y ] (the possibility of doing so is in fact prevented by the no-go theorem of [72]).
At the same time, the other parent action corresponding to (2.1.5) does not exist
once interactions are switched on. By contrast, in the Freedman-Townsend model,
the Lagrange multiplier remains a Lagrange multiplier.
Chapter 3
Spin-s electric-magnetic duality
Since duality can be defined for higher spins, and since conserved external electric-
type sources can easily be coupled to them, one might wonder whether magnetic
sources can be considered as well. This chapter solves positively this question for
all spins at the linearized level and provides additional insight in the full nonlinear
theory for spin 2.
We show that conserved external sources of both types can be coupled to any
given higher (integer) spin field within the context of the linear theory. The presence
of magnetic sources requires the introduction of Dirac strings, as in the spin-1 case.
To preserve manifest covariance, the location of the string must be left arbitrary
and is, in fact, classically unobservable. The requirement that the Dirac string is
unobservable quantum-mechanically forces a quantization condition of the form
1
2π~
Qγ1···γs−1(v)P
γ1···γs−1(u) ∈ Z . (3.0.1)
Here, the symmetric tensor P γ1···γs−1(u) is the conserved electric charge associated
with the asymptotic symmetries of the spin-s field, while Qγ1···γs−1(v) is the corre-
sponding “topological” magnetic charge. For s = 1, the asymptotic symmetries are
internal symmetries and, actually, just constant phase transformations. The con-
served charge P is the electric charge q while Q is the magnetic charge g, yielding
the familiar Dirac quantization condition for the product of electric and magnetic
charges. For s = 2 the conserved charges have a space-time index and the quan-
tization condition reads (after rescaling the conserved quantities so that they have
dimensions of mass)
4GPγQ
γ
~
∈ Z . (3.0.2)
The quantity Pγ is the “electric” 4-momentum associated with constant linearized
diffeomorphisms (translations), while Qγ is the corresponding magnetic four-
momentum. For a point particle source, Pγ = Muγ where M is the “electric” mass
34 Spin-s electric-magnetic duality
and uγ the 4-velocity of the electric source. Similarly, Qγ = Nvγ where N is the
“magnetic” mass and vγ the 4-velocity of the magnetic source.
All this is just a generalization of the familiar spin-1 case, although the explicit
introduction of the Dirac string is more intricate for higher spins because the gauge
invariance is then more delicate to control. Indeed, there is no gauge invariant object
that involves first derivatives of the fields only (s > 1). Hence, the Lagrangian is not
strictly gauge invariant, contrary to what happens for electromagnetism, but is gauge
invariant only up to a total derivative.
A serious limitation of the linear theory for s > 1 is that the sources must move
on straight lines. This follows from the strict conservation laws implied by the field
equations, which are much more stringent for s > 1 than they are for s = 1. Thus
the sources must be treated as externally given and cannot be freely varied in the
variational principle. One cannot study the backreaction of the spin-s field on the
sources without introducing self-interactions. This problem occurs already for the
spin-2 case and has nothing to do with the introduction of magnetic sources.
We do not investigate the backreaction problem for general spins s > 2 since
the nonlinear theory is still a subject of investigation even in the absence of sources.
We discuss briefly the spin-2 case, for which the nonlinear theory is given by the
Einstein theory of gravity. The remarkable Taub-NUT solution [97], which represents
the vacuum exterior field of a gravitational dyon, indicates that Einstein’s theory can
support both electric and magnetic masses.
This chapter is organized as follows. In Section 3.1, we consider in detail the
linearized spin-2 case with point particle electric and magnetic sources. We introduce
Dirac strings and derive the quantization condition. We then extend the formalism
to higher spins (Section 3.2), again with point particle sources. In Section 3.3 we
comment on the extension of magnetic sources and the quantization condition to the
nonlinear context.
3.1 Linearized gravity with electric and magnetic
masses
3.1.1 Electric and magnetic sources
The equations of motion for linearized gravity coupled to both electric and magnetic
sources are naturally written in terms of the linearized Riemann tensor Rαβλµ, here-
after just called “Riemann tensor” for simplicity. This is the physical, gauge-invariant
object analogous to the field strength Fµν of electromagnetism. How to introduce the
“potential”, i.e. the symmetric spin-2 field hµν = hνµ will be discussed below. The
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dual to the Riemann tensor is defined as
Sαβλµ = −
1
2
εαβγδR
γδ
λµ.
We denote the “electric” energy-momentum tensor by T µν and the “magnetic”
energy-momentum tensor by Θµν . These are both symmetric and conserved, T µν =
T νµ, Θµν = Θνµ, T µν, ν = 0, Θ
µν
, ν = 0. It is also useful to define T¯
µν = T µν − 1
2
ηµν T ,
Θ¯µν = Θµν − 1
2
ηµν Θ where T and Θ are the traces. We assume that T µν and Θµν
have the units of an energy density. We set c = 1 but keep G.
The form of the equations in the presence of both types of sources is fixed by:
(i) requiring duality invariance with respect to the SO(2)-rotations of the curvatures
and the sources [26],
R′αβλµ = cosαRαβλµ + sinαSαβλµ, S
′
αβλµ = − sinαRαβλµ + cosαSαβλµ,
T ′αβ = cosαTαβ + sinαΘαβ, Θ
′
αβ = − sinαTαβ + cosαΘαβ ,
and, (ii) using the known form of the equations in the presence of electric masses
only. One finds explicitly the following:
• The Riemann tensor is antisymmetric in the first two indices and the last two
indices, but in general is not symmetric for the exchange of the pairs, i.e.
Rαβλµ = −Rβαλµ, Rαβλµ = −Rαβµλ with Rαβλµ 6= Rλµαβ (in the presence of
magnetic sources).
• In the presence of magnetic sources the cyclic identity is 1
Rαβλµ +Rβλαµ +Rλαβµ = 8πG ǫαβλν Θ¯
ν
µ . (3.1.1)
This enables one to relate Rαβλµ to Rλµαβ through
Rαβγδ − Rγδαβ = 4πG
(
εαβγλΘ¯
λ
δ − εαβδλΘ¯
λ
γ + εβγδλΘ¯
λ
α − εαγδλΘ¯
λ
β
)
. (3.1.2)
It follows that the Ricci tensor is symmetric, Rλµ = Rµλ. The Einstein tensor
Gλµ = Rλµ − (1/2)ηλµR is then also symmetric.
• The Bianchi identity is
∂ǫRαβγδ + ∂αRβǫγδ + ∂βRǫαγδ = 8πG εǫαβρ(∂γΘ¯
ρ
δ − ∂δΘ¯
ρ
γ) . (3.1.3)
Although there is now a right-hand side in the Bianchi identity, the contracted
Bianchi identities are easily verified to be unaffected and still read
Gλµ, µ = 0 . (3.1.4)
1In terms of the Riemann tensor, this “identity” is a nontrivial equation and not an identity.
It becomes an identity only after the Riemann tensor is expressed in terms of the spin-2 field hµν
introduced below. We shall nevertheless loosely refer to this equation as the (generalized) cyclic
identity. A similar remark holds for the Bianchi identity below.
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• The Einstein equations are
Gλµ = 8πGT λµ , (3.1.5)
or equivalently, Rλµ = 8πG T¯ λµ, and force exact conservation of the sources
because of the contracted Bianchi identity, as in the absence of magnetic mass.
The equations are completely symmetric under duality. Indeed, one easily checks
that one gets the same equations for the dual curvature Sαβλµ with the roles of the
electric and magnetic energy-momentum tensors exchanged. In the course of the
verification of this property, the equation
∂µRµργδ = 8πG
(
∂γ T¯ρδ − ∂δT¯ργ
)
,
which follows from Eqs.(3.1.2), (3.1.3) and the conservation of Θµν is useful. Further-
more, in the absence of magnetic sources, one recovers the equations of the standard
linearized Einstein theory since the cyclic and Bianchi identities have no source term
in their right-hand sides.
The formalism can be extended to include a cosmological constant Λ. The relevant
curvature is then the MacDowell-Mansouri curvature [11] linearized around (anti) de
Sitter space [27]. In terms of this tensor, the equations (3.1.1), (3.1.3) and (3.1.5)
take the same form, with ordinary derivatives replaced by covariant derivatives with
respect to the (anti) de Sitter background.
3.1.2 Decomposition of the Riemann tensor - Spin-2 field
We exhibit a variational principle from which the equations of motion follow. To that
end, we first need to indicate how to introduce the spin-2 field hµν .
Because there are right-hand sides in the cyclic and Bianchi identities, the Rie-
mann tensor is not directly derived from a potential hµν . To introduce hµν , we split
Rλµαβ into a part that obeys the cyclic and Bianchi identities and a part that is fixed
by the magnetic energy-momentum tensor. Let Φαβγ be such that
∂α Φ
αβ
γ = 16πGΘ
β
γ , Φ
αβ
γ = −Φ
βα
γ . (3.1.6)
We shall construct Φαβγ in terms of Θ
β
γ and Dirac strings below. We set
Rλµαβ = rλµαβ +
1
4
ελµρσ
(
∂αΦ¯
ρσ
β − ∂βΦ¯
ρσ
α
)
, (3.1.7)
with
Φ¯ρσα = Φ
ρσ
α +
1
2
(δραΦ
σ − δσαΦ
ρ) , Φρ ≡ Φρσσ .
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Using ∂α Φ¯
αβ
γ = 16πG Θ¯
β
γ−∂γΦ¯
β , Φ¯β = −1
2
Φβ, one easily verifies that the cyclic and
Bianchi identities take the standard form when written in terms of rαβλµ, namely,
rαβλµ + rβλαµ + rλαβµ = 0, ∂ǫrαβγδ + ∂αrβǫγδ + ∂βrǫαγδ = 0.
Hence, there exists a symmetric tensor hµν such that rαβλµ = −2∂[βhα][λ, µ].
If one sets yλµγ = ε
λµρσ∂ρhσγ = −yµλγ , one may rewrite the curvature as
Rλµαβ =
1
4
ελµρσ
(
∂αY¯
ρσ
β − ∂βY¯
ρσ
α
)
, (3.1.8)
with
Y ρσβ = y
ρσ
β + Φ
ρσ
β = −Y
σρ
β, Y¯
ρσ
α = Y
ρσ
α +
1
2
(δραY
σ − δσαY
ρ) , Y ρ ≡ Y ρσσ ,
(3.1.9)
(note that y¯ρσα = y
ρσ
α and that ∂ρy
ρσ
α = 0).
3.1.3 Dirac string
We consider point particle sources. The particles must be forced to follow straight
lines because of the conservation equations T µν,ν = 0 and Θ
µν
,ν = 0. If u
µ is the
4-velocity of the electric source and vµ the 4-velocity of the magnetic source, one has
T µν =Muν
∫
dλδ(4)(x− z(λ))z˙µ, Θµν = Nvν
∫
dλδ(4)(x− z¯(λ)) ˙¯zµ , (3.1.10)
where zµ(λ) and z¯µ(λ)) are the worldlines of the electric and magnetic sources re-
spectively, e.g. uµ = dzµ/ds. Performing the integral, one finds
T µν =
uµuν
u0
δ(3)(~x− ~z(x0)), Θµν =
vµvν
v0
δ(3)(~x− ~¯z(x0)) .
The tensor Φαβγ introduced in Eq.(3.1.6) can be constructed a` la Dirac [30], by
attaching a Dirac string yµ(λ, σ) to the magnetic source, yµ(λ, 0) = z¯µ(λ). (The
parameter σ varies from 0 to ∞ .) One has explicitly
Φαβγ = 16πGNvγ
∫
dλdσ(y′αy˙β − y˙αy′β)δ(4)(x− y(λ, σ)) , (3.1.11)
where
y˙α =
∂yα
∂λ
, y′α =
∂yα
∂σ
.
One verifies exactly as for electromagnetism that the divergence of Φαβγ is equal to
the magnetic energy-momentum tensor (up to the factor 16πG). What plays the role
of the magnetic charge g in electromagnetism is now the conserved product Nvµ of
the magnetic mass of the source by its 4-velocity. This is the magnetic 4-momentum.
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3.1.4 Variational principle
Action
When the curvature is expressed in terms of hµν as in Eq.(3.1.8), the expressions
(3.1.1) and (3.1.3) are identically fulfilled and the relations (3.1.5) become equations
of motion for hµν . These equations can be derived from a variational principle which
we now describe.
The action that yields (3.1.5) is
S[hµν(x), y
µ(λ, σ)] =
1
16πG
∫
1
4
(
Y¯αβγY¯
αγβ − Y¯αY¯
α
)
d4x+
1
2
∫
hµνT
µνd4x . (3.1.12)
One varies the fields hµν and the coordinates y
µ of the string (with the condition that
it remains attached to the magnetic source), but not the trajectories of the sources,
which are fixed because of the conservation laws ∂µT
µν = 0 and ∂µΘ
µν = 0. This is
a well known limitation of the linearized theory, present already in the pure electric
case. To treat the sources as dynamical, one needs to go beyond the linear theory.
If there is no magnetic source, the first term in the action reduces to
SPF =
1
16πG
∫
d4x
1
4
(
−∂λhαβ∂
λhαβ + 2∂λh
λα∂µhµα − 2∂
λh∂µh
µλ + ∂λh∂
λh
)
,
which is the Pauli-Fierz action. Its variation with respect to hαβ gives −
1
16πG
times
the linearized Einstein tensor Gαβ . It is straightforward to verify that the variation of
the first term in the action with respect to hαβ still gives −
1
16πG
times the linearized
Einstein tensor Gαβ with correct Φµνα contributions even in the presence of magnetic
sources. So, the equations of motion that follow from (3.1.12) when one varies the
gravitational field are the Einstein equations (3.1.5).
Extremization with respect to the string coordinates does not bring in new con-
ditions provided that the Dirac string does not go through an electric source (Dirac
veto).
The action (3.1.12) was obtained by using the analysis of source-free linearized
gravity in terms of two independent fields given in Section 2.1 [15], which enables one
to go from the electric to the magnetic formulations and vice-versa, by elimination
of magnetic or electric variables. As one knows how to introduce electric sources
in the electric formulation, through standard minimal coupling, one can find how
these sources appear in the magnetic formulation by eliminating the electric variables
and keeping the magnetic potentials. So, one can determine how to introduce electric
poles in the magnetic formulation, or, what is equivalent, magnetic poles in the electric
formulation.
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Gauge invariances
Diffeomorphism invariance
The action (3.1.12) is invariant under linearized diffeomorphisms and under dis-
placements of the Dirac string (accompanied by appropriate transformations of the
spin-2 field). The easiest way to show this is to observe that the first term in the
action (3.1.12) is invariant if one shifts Y µνα according to
Y µνα → Y
µν
α + δ
µ
α∂ρz
νρ − δνα∂ρz
µρ + ∂αz
µν , (3.1.13)
where zµν = −zνµ is arbitrary. This is most directly verified by noting that under
(3.1.13), the tensor Y¯ µνα defined in Eq.(3.1.9) transforms simply as
Y¯ µνα → Y¯
µν
α + ∂αz
µν (3.1.14)
and this leaves invariant the first term in (3.1.12) up to a total derivative. Note that
the Riemann tensor (3.1.8) is strictly invariant. The transformation (3.1.13) can be
conveniently rewritten as
Y µνα → Y
µν
α + ε
µνρσ∂ρaσα , (3.1.15)
where aσα = −aασ is given by aσα =
1
2
εσαβγz
βγ .
A (linearized) diffeomorphism
hµν → hµν + ∂µξν + ∂νξµ (3.1.16)
(with the string coordinates unaffected) modifies Y µνα as in (3.1.15) with aσα = ∂αξσ−
∂σξα (note that the term ∂σξα in aσα does not contribute because ∂[ρ∂σ]ξα = 0). Hence,
the first term in the action (3.1.12) is invariant under diffeomorphisms. The minimal
coupling term is also invariant because the energy-momentum tensor is conserved. It
follows that the complete action (3.1.12) is invariant under diffeomorphisms.
Displacements of the Dirac string
An arbitrary displacement of the Dirac string,
yα(τ, σ)→ yα(τ, σ) + δyα(τ, σ) (3.1.17)
also modifies Y µνα as in (3.1.15) provided one transforms simultaneously the spin-2
field hµν appropriately. Indeed, under the displacement (3.1.17) of the Dirac string,
the quantity Φµνα changes as Φ
µν
α → Φ
µν
α + k
µν
α where k
µν
α can be computed from
δyα(τ, σ) through (3.1.11) and has support on the old and new string locations. Its
explicit expression will not be needed. What will be needed is that it fulfills
∂µk
µν
α = 0 , (3.1.18)
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because the magnetic energy-momentum tensor is not modified by a displacement of
the Dirac string. The field Y µνα changes then as
Y µνα → Y
µν
α + ε
µνρσ∂ρδhσα + k
µν
α (3.1.19)
where δhσα is the sought for variation of hσα. By using Eq.(3.1.18), one may rewrite
the last term in Eq.(3.1.19) as ∂ρt
µνρ
α for some t
µνρ
α = t
[µνρ]
α. Again, we shall not
need an explicit expression for tµνρα, but only the fact that because k
µν
α has support
on the string locations, which do not go through the electric sources (Dirac veto), one
may choose tµνρα to vanish on the electric sources as well. In fact, one may take t
µνρ
α
to be non-vanishing only on a membrane supported by the string. Decomposing tµνρα
as tµνρα = ε
µνρσ (sσα + aσα), sσα = s(σα), aσα = a[σα] and taking hσα to transform as
hσα → hσα−sσα one sees from Eq.(3.1.19) that the variation of Y µνα takes indeed the
form (3.1.15). The first term in the action is thus invariant. The minimal coupling
term is also invariant because the support of the variation of the spin-2 field does not
contain the electric worldlines.
One can also observe that the variation δrαβρσ vanishes outside the original and
displaced string locations. This implies δhαβ = ∂αξβ + ∂βξα except on the location of
both strings, where ξα induces a delta function contribution on the string (“singular
gauge transformation”). The explicit expressions will not be given here.
Identities
The identities which follow from the invariance (3.1.13), or (3.1.15), of the first
term
L =
1
64πG
(
Y¯αβγY¯
αγβ − Y¯αY¯
α
)
in the action may be written as
∂ρ
(
∂L
∂Y αβγ
)
εαβρσ = ∂ρ
(
∂L
∂Y αβσ
)
εαβργ . (3.1.20)
They imply that
−
1
16πG
Gαβ =
δL
δhαβ
= −∂ρ
(
∂L
∂Y µνβ
)
εµνρα (3.1.21)
= −∂ρ
(
∂L
∂Y µνα
)
εµνρβ , (3.1.22)
from which the contracted Bianchi identities are easily seen to indeed hold.
The expression (3.1.8) of the Riemann tensor in terms of Y¯ µνα makes it clear that
it is invariant under (3.1.14) and thus, invariant under both diffeomorphisms and
displacements of the Dirac string.
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3.1.5 Quantization condition
Because of the gauge invariances just described, the Dirac string is classically un-
observable. In the Hamiltonian formalism, this translates itself into the existence of
first-class constraints expressing the momenta conjugate to the string coordinates in
terms of the remaining variables. Demanding that the string remains unobservable in
the quantum theory imposes a quantization condition on the charges, which we now
derive. The argument follows closely that of Dirac in the electromagnetic case [30].
Working for simplicity in the gauge y0 = λ (which eliminates y0 as an independent
variable), one finds the constraints
πm = −32πGNy
′n vγ
∂L
∂Y mnγ
. (3.1.23)
The right-hand side of Eq.(3.1.23) generates the change of the gravitational field that
accompanies the displacement of the Dirac string. It is obtained as the coefficient of
the variation of y˙m in the action.
In the quantum theory, the wave functional ψ must therefore fulfill
~
i
δψ
δym(σ)
= −32πGNy′n vγ
∂L
∂Y mnγ
ψ .
We integrate this equation as in [30], along a path in the configuration space of the
string that encloses an electric source. One finds that the variation of the phase of
the wave functional is given by
∆Ψ = −
16πGN vγ
~
∫
∂L
∂Y mnγ
(y˙my′n − y˙ny′m) dσdλ , (3.1.24)
where the integral is taken on the two-dimensional surface enclosing the electric
source. Using the Gauss theorem, this can be converted to a volume integral,
∆Ψ = −
16πGN vγ
~
∫
d3x εmnp ∂p
(
∂L
∂Y mnγ
)
.
Because εmnp∂p
(
∂L
∂Ymnγ
)
= δL
δh0γ
, the variation of the phase becomes, upon use of the
constraint (initial value) Einstein equations G0γ = 8πGT 0γ,
∆Ψ =
8πGN vγ
~
∫
d3x T 0γ =
8πGN M vγu
γ
~
.
For the wave functional to be single-valued, this should be a multiple of 2π. This
yields the quantization condition
4NMGvγu
γ
~
= n, n ∈ Z . (3.1.25)
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Introducing the conserved charges P γ, Qγ associated with the spin-2 theory (electric
and magnetic 4-momentum), this can be rewritten as
4GPγQ
γ
~
∈ Z . (3.1.26)
It is to be stressed that the quantization condition is not a condition on the electric
and magnetic masses, but rather, on the electric and magnetic 4-momenta. In the
rest frame of the magnetic source, the quantization condition becomes
4GEN
~
∈ Z , (3.1.27)
where E is the (electric) energy of the electric mass. Thus, it is the energy which is
quantized, not the mass.
We have taken above a pure electric source and a pure magnetic pole. We could
have taken dyons, one with charges (P γ, Qγ), the other with charges (P¯ γ, Q¯γ). Then
the quantization condition reads
4G
(
PγQ¯
γ − P¯γQγ
)
~
≡
4GεabQ
a
γQ¯
bγ
~
∈ Z , (3.1.28)
since the sources are pointlike (0-dyons). Here Qaγ ≡ (Pγ , Qγ), a, b = 1, 2 and εab is
the SO(2)-invariant Levi-Civita tensor in the 2-dimensional space of the charges.
3.1.6 One-particle solutions
Electric mass
We consider a point particle electric mass at rest at the origin of the coordinate
system. The only non-vanishing component of its electric energy momentum tensor
is T 00(x0, ~x) = Mδ(3)(~x) while Θµν vanishes. There is no Dirac string since there is no
magnetic mass. The metric generated by this source is static. The linearized Einstein
equations are well known to imply in that case the linearized Schwarzschild solution,
namely in polar coordinates
h00 =
2GM
r
= hrr, other components vanish ,
or in Cartesian coordinates
h00 =
2GM
r
, hij =
2GM
r3
xixj , other components vanish.
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Indeed, one then finds
R0s0b = M
(
−
3xsxb
r5
+
δsb
r3
+
4π
3
δsb δ(~x)
)
R0sab = 0 = Rab0s ,
Rpqab = (δpaδqb − δpbδqa)
(
2M
r3
+
8π
3
δ(~x)
)
,
−3M
(
δpa
xbxq
r5
− δqa
xbxp
r5
− δpb
xaxq
r5
+ δqb
xaxp
r5
)
,
and thus R00 = 4πGMδ
3(~x), Rab = 4πGM δab δ
3(~x). The solution can be translated
and boosted to obtain a moving source at an arbitrary location.
Magnetic mass
We now consider the dual solution, that is, a point magnetic mass sitting at the
origin. We have Θ00(x0, ~x) = Nδ(3)(~x) as the only non-vanishing component of the
magnetic energy-momentum tensor. Furthermore, T µν = 0. The solution is linearized
Taub-NUT [97], with only magnetic mass, i.e. , in polar coordinates,
h0ϕ = −2N(1 − cos θ), other components vanish.
With this choice of h0ϕ the string must be taken along the negative z-axis in order
to cancel the singularity at θ = π. The tensor Φαβλ is given by
Φ0z 0 = −16πNθ(−z)δ(x)δ(y) (other components vanish).
One then finds the only non-vanishing components (in Cartesian coordinates)
Y¯ ′0s0 = −2N
xs
r3
, Y¯ ′rsc = 2N
(
δrc
xs
r3
− δsc
xr
r3
)
.
Here, Y¯ ′αβγ differs from Y¯
αβ
γ by a gauge transformation (3.1.14) with z
lm = εlmph0p,
z0m = 0, and hence gives the same curvature. Dealing with Y¯ ′αβγ rather than Y¯
αβ
γ
simplifies the computations. It follows that the curvature is given by
R0s0b = 0, Rlmab = 0,
Rlm0b = Nεlms
(
3xbxs
r5
−
δbs
r3
−
4π
3
δbs δ(~x)
)
,
R0mab = 2Nεabm
(
1
r3
+
4π
3
δ(~x)
)
− 3N
(
εmak
xbxk
r5
− εmbk
xaxk
r5
)
,
which satisfies the equations of motion, Rαβ = 0 , and
R0ijk +Rij0k +Rj0ik = 4πNεijkδ(~x) = −8πε0ijλΘ¯
λ
k .
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Finally, one easily checks that the linearized Riemann tensor of linearized Taub-
NUT is indeed dual to the linearized Riemann tensor of linearized Schwarschild. In
that respect, the reason that it was more convenient to work with Y¯ ′αβγ instead of
Y¯ αβγ above is that it is Y¯
′αβ
mag γ that is dual to Y¯
αβ
Schw γ . While the curvatures are dual,
the original quantities Y¯ αβγ are dual up to a gauge transformation (3.1.14).
3.2 Magnetic sources for bosonic higher spins
We now indicate how to couple magnetic sources to spins greater than two. The
procedure parallels what we have just done for spin 2 but the formulas are somewhat
cumbersome because of the extra indices on the fields and the extra trace conditions
to be taken into account. The formalism describing higher spin fields in the absence
of magnetic sources has been recalled in Section 1.
The spin-s curvature Rµ1ν1µ2ν2···µsνs is the gauge invariant object in terms of which
we shall first write the equations of the theory. Its index symmetry is described by
the Young tableau
µ1
ν1
µ2
ν2
· · ·
· · ·
µs
νs
⊗ , (3.2.1)
i.e. ,
Rµ1ν1···µiνi···µsνs = −Rµ1ν1···νiµi···µsνs, i = 1, · · · , s (3.2.2)
and
Rµ1ν1···[µiνiµi+1]···µsνs = 0, i = 2, · · · , s− 1 . (3.2.3)
Its dual, defined through
Sµ1ν1µ2ν2···µsνs = −
1
2
εµ1ν1ρσR
ρσ
µ2ν2···µsνs ,
has the same symmetry structure. Note that, just as in the spin-2 case, this does not
define an irreducible representation of the linear group. But, also as in the spin-2
case, we shall find that only the irreducible part described by
µ1
ν1
µ2
ν2
· · ·
· · ·
µs
νs (3.2.4)
(i.e. , fulfilling also Eq.(3.2.3) for i = 1) corresponds to the independent degrees of
freedom (the rest being determined by the sources).
The electric and magnetic energy-momentum tensors will be denoted by
tµ1µ2···µs and θµ1µ2···µs . They are conserved, i.e. divergence-free,
∂µt
µν1···νs−1 = 0 , ∂µθ
µν1···νs−1 = 0 .
Their double traceless parts are written Tµ1µ2···µs and Θµ1µ2···µs , and are the tensors
that actually couple to the spin-s field.
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3.2.1 Electric and magnetic sources
The equations in the presence of both electric and magnetic sources are determined
again by the requirements: (i) that they reduce to the known equations with electric
sources only when the magnetic sources are absent, and (ii) that they be invariant
under the duality transformations that rotate the spin-s curvature and its dual, as
well as the electric and magnetic sources.
Defining Θ¯µ1µ2···µs = Θµ1µ2···µs −
s
4
η(µ1µ2Θ
′
µ3···µs)
, and T¯µ1µ2···µs similarly, one finds
the following set of equations for the curvature:
Rµ1ν1µ2ν2···µsνsη
ν1ν2 =
1
2
T¯µ1µ2[µ3[···[µs,νs]··· ]ν3] , (3.2.5)
R[µ1ν1µ2]ν2···µsνs =
1
6
εµ1ν1µ2ρΘ¯
ρ
ν2[µ3[···[µs,νs]··· ]ν3]
, (3.2.6)
∂[αRµ1ν1]µ2ν2···µsνs = −
1
3
εαµ1ν1ρΘ¯
ρ
[µ2[µ3[···[µs,νs]··· ]ν3]ν2]
. (3.2.7)
The first equation is the analog of the Einstein equation (3.1.5), the second is the
analog of the modified cyclic identity (3.1.1), while the third is the analog of the mod-
ified Bianchi identity (3.1.3). It follows from these equations that the dual curvature
obeys similar equations,
Sµ1ν1µ2ν2···µsνsη
ν1ν2 =
1
2
Θ¯µ1µ2[µ3[···[µs,νs]··· ]ν3] , (3.2.8)
S[µ1ν1µ2]ν2···µsνs = −
1
6
εµ1ν1µ2ρT¯
ρ
ν2[µ3[···[µs,νs]··· ]ν3]
, (3.2.9)
∂[αSµ1ν1]µ2ν2···µsνs =
1
3
εαµ1ν1ρT¯
ρ
[µ2[µ3[···[µs,νs]··· ]ν3]ν2]
, (3.2.10)
exhibiting manifest duality symmetry.
3.2.2 Decomposition of the curvature tensor
As in the spin-2 case, the curvature tensor can be expressed in terms of a completely
symmetric potential hµ1···µs and of a tensor Φ
ρσ
µ1···µs−1 fixed by the magnetic energy-
momentum tensor, so that the cyclic and Bianchi identities do indeed become true
identities.
Let Φρσ µ1···µs−1 be such that
∂ρΦ
ρσ
µ1···µs−1 = θ
σ
µ1···µs−1 , (3.2.11)
and let Φˆρσ µ1···µs−1 be the part of Φ
ρσ
µ1···µs−1 that is traceless in the indices µ1 · · ·µs−1.
For computations, it is useful to note that
∂ρΦˆ
ρσ
µ1···µs−1 = Θ
σ
µ1···µs−1 −
(s− 2)
4
η(µ1µ2Θ
′σ
µ3···µs−1) ,
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where primes denote traces. The expression of the tensor Φρσ µ1···µs−1 in terms of the
Dirac string is given below. The appropriate expression of the curvature tensor in
terms of the spin-s field and the Dirac string contribution is
Rµ1ν1µ2ν2···µsνs = −
1
2
εµ1ν1ρσY¯
ρσ
[µ2[µ3[···[µs,νs]··· ]ν3]ν2]
, (3.2.12)
where
Y¯ ρσ µ1···µs−1 = Y
ρσ
µ1···µs−1 +
2(s− 1)
s
δ
[ρ
(µ1
Y
σ]τ
µ2···µs−1)τ
, (3.2.13)
Y ρσ µ1···µs−1 = ∂τX
ρστ
µ1···µs−1 + Φˆ
ρσ
µ1···µs−1 ,
Xρστ µ1···µs−1 = ε
ρστλhλµ1···µs−1 −
3(s− 1)(s− 2)
2s
ηα(µ1δ
[ρ
µ2
εστ ]αβh′µ3···µs−1)β .
The split of Y ρσ µ1···µs−1 into an X-part and a Φ-part defines a split of the Riemann
tensor analogous to the split (3.1.7) introduced for spin 2. The Dirac string contribu-
tion (Φ-term) removes the magnetic terms violating the standard cyclic and Bianchi
identities, leaving one with a tensor rµ1ν1µ2ν2···µsνs that fulfills
r[µ1ν1µ2]ν2···µsνs = 0, ∂[αrµ1ν1]µ2ν2···µsνs = 0 ,
and thus derives from a symmetric potential (the spin-s field hµ1···µs) as
rµ1ν1µ2ν2···µsνs = −2 h[µ1[µ2···[µs,νs]···ν2]ν1] (3.2.14)
(see Section 1). The X-term in the curvature is a rewriting of (3.2.14) that is con-
venient for the subsequent analysis. The potential hµ1···µs is determined from the
curvature up to a gauge transformation with unconstrained trace. The fact that only
Φˆρσ µ1···µs−1 appears in the curvature and not Φ
ρσ
µ1···µs−1 is a hint that only the double
traceless part Θµ1···µs of the magnetic energy-momentum tensor plays a physical role.
3.2.3 Equations of motion for the spin-s field
In terms of the potential, the remaining equation (3.2.5) is of order s. In the sourceless
case, one replaces it by the second-order equation written first by Fronsdal [6]. This
can be done also in the presence of both electric and magnetic sources by following
the procedure described in [21, 24]. The crucial observation is that the curvature is
related as in Eq.(1.2.5), namely,
Rµ1ν1µ2ν2···µsνsη
ν1ν2 = −
1
2
Fµ1µ2[µ3[···[µs,νs]··· ]ν3] , (3.2.15)
to the generalized Fronsdal tensor given by
Fγ1···γs = −
1
2
εγ1µνλ
(
∂λY¯ µνγ2···γs − (s− 1) ∂(γ2 Y¯
µνλ
γ3···γs)
)
, (3.2.16)
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so that Eq.(3.2.5) is equivalent to Fµ1µ2[µ3[···[µs,νs]··· ]ν3] + T¯µ1µ2[µ3[···[µs,νs]··· ]ν3] = 0. This
implies Fµ1µ2µ3···µs + T¯µ1µ2µ3···µs = ∂(µ1µ2µ3Λµ4···µs) for some Λµ4···µs [43, 79, 98]. By
making a gauge transformation on the spin-s field, one can set the right-hand side of
this relation equal to zero (see Section 1), obtaining the field equation
Fµ1µ2µ3···µs + T¯µ1µ2µ3···µs = 0 , (3.2.17)
which fixes the trace of the gauge parameter. When s = 3 this is the end of the story.
For s ≥ 4 additional restrictions are necessary, namely, we shall demand that the
gauge transformation that brings the field equation to the form (3.2.17) eliminates at
the same time the double trace of the field hµ1···µs (see [21] for a discussion).
In terms of the generalized Einstein tensor defined as in (1.2.7), i.e.
Gµ1µ2···µs = Fµ1µ2···µs −
s(s− 1)
4
η(µ1µ2F
ρ
µ3···µs)ρ
, (3.2.18)
the equations become
Gµ1µ2µ3···µs + Tµ1µ2µ3···µs = 0. (3.2.19)
We shall thus adopt (3.2.19), with the Einstein tensor, Fronsdal tensor and Y -
tensor defined as in (3.2.18), (3.2.16) and (3.2.13), respectively, as the equations of
motion for a double traceless spin-s field hµ1···µs . These equations imply Eqs.(3.2.5)
through (3.2.10) and define the theory in the presence of both electric and magnetic
sources. It is these equations that we shall derive from a variational principle.
3.2.4 Point particles sources - Dirac string
For point sources, the tensors that couple to the spin-s field read
tµν1···νs−1 = Muν1 · · ·uνs−1
∫
dλδ(4)(x− z(λ))z˙µ = M
uµuν1 · · ·uνs−1
u0
δ(3)(~x− ~z(x0))
and
θµν1···νs−1 = Nvν1 · · · vνs−1
∫
dλδ(4)(x− z¯(λ)) ˙¯zµ = N
vµvν1 · · · vνs−1
v0
δ(3)(~x− ~¯z(x0)) .
One can check that they are indeed conserved.
A tensor Φαβγ1···γs−1 that satisfies Eq.(3.2.11) can again be constructed by attaching
a Dirac string yµ(λ, σ) to the magnetic source, yµ(λ, 0) = z¯µ(λ). One has
Φαβγ1···γs−1 = Nvγ1 · · · vγs−1
∫
dλdσ(y′αy˙β − y˙αy′β)δ(4)(x− y(λ, σ)) .
48 Spin-s electric-magnetic duality
One can compute explicitly the conserved charges associated with asymptotic
symmetries for electric point sources (see Section 1). Using the equations of motion,
they read
P µ1···µs−1 =Mfµ1···µs−1(u) ,
where fµ1···µs−1(u) is the traceless part of uµ1 · · ·uµs−1 . It reads
fµ1···µs−1(u) =
∑
l
αl η
(µ1µ2 · · · ηµ2l−1µ2luµ2l+1 · · ·uµs−1)|u|2l ,
where the sum goes over l = 0, 1, · · · such that 2l ≤ s − 1, α0 = 1 and αl+1 =
− (s−1−2l)(s−2−2l)
4(l+1)(s−1−l) αl .
The dual magnetic charges
Qµ1···µs−1 = Nfµ1···µs−1(v)
are also conserved.
3.2.5 Variational Principle
Action
The second-order equations of motion Gγ1···γs + Tγ1···γs = 0 equivalent to Eq.(3.2.5),
are the Euler-Lagrange derivatives with respect to hγ1···γs of the action
S[hµ1···µs(x), y
µ(λ, σ)] =
∫
d4x (L+ hµ1···µst
µ1···µs) , (3.2.20)
where
L = −
(s− 1)
2
Yµνα1···αs−1
[
− Y µα1να2···αs−1 +
(s− 2)
2(s− 1)
Y µνα1···αs−1
+
(s− 3)
s
ηµα1Y νρα2···αs−1ρ −
(s− 2)
s
ηµα1Y α2ρνα3···αs−1ρ
]
.
One can check that this action reduces to the usual action (1.2.8) in the absence of
sources. As in the spin-2 case, the trajectories of the electric and magnetic sources are
kept fixed, i.e. , the sources are not dynamical. The magnetic coupling in the action
was obtained by introducing the familiar minimal electric coupling in the “parent ac-
tion” (2.4.3) of the preceding chapter, which contains two potentials, and determining
what it becomes in the dual formulation.
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Gauge invariances
We now verify that the action (3.2.20) is invariant under the gauge symmetries (1.1.1)
of the spin-s field as well as under displacements of the Dirac string (accompanied by
an appropriate redefinition of hµ1···µs).
To that end, we first observe that the first term in the action (3.2.20) is invariant
under the following shifts of Y µν α1···αs−1 :
δY µνα1···αs−1 = ∂ρδ
µ
(α1
zνρ
α2···αs−1)
− ∂ρδ
ν
(α1
zµρ
α2···αs−1)
+ ∂(α1z
µν
α2···αs−1)
, (3.2.21)
where zµνα1···αs−2 = z
[µν]
α1···αs−2 = z
µν
(α1···αs−2)
is an arbitrary traceless tensor that
satisfies ηα1[λz
µν]
α1···αs−2 = 0 when s > 2. Under this transformation, Y¯
µν
α1···αs−1
transforms as δY¯ µνα1···αs−1 = ∂(α1z
µν
α2···αs−1)
, which makes it obvious that the curva-
ture and the Fronsdal tensor are invariant under (3.2.21).
The transformation (3.2.21) can be conveniently written
δY µνα1···αs−1 = ε
µνρσ∂ρaσα1α2···αs−1 , (3.2.22)
where aσα1α2···αs−1 = −aα1σα2···αs−1 = aσα1(α2···αs−1) is given by
aσα1α2···αs−1 =
1
2
εσβγα1z
βγ
α2···αs−1 , (3.2.23)
is traceless and satisfies a[σα1α2]α3···αs−1 = 0 when s > 2.
Standard spin-s gauge invariance
Direct computation shows that the gauge transformation (1.1.1) of the spin-s field
acts on Y µνα1···αs−1 as the transformation (3.2.22) with
aρσ(α1···αs−2) = −2
(s− 1)
s
∂[ρξσ]α1···αs−2
+
(s− 1)(s− 2)
s2
[
ηρ(α1∂
λξα2···αs−2)λσ − ησ(α1∂
λξα2···αs−2)λρ
]
.
It follows from this fact and the conservation of the energy-momentum tensor that
the action (3.2.20) is invariant under the standard gauge transformation (1.1.1) of
the spin-s field.
Displacements of the Dirac string
The displacements of the Dirac string change Φµνα1···αs−1 as
δΦµνα1···αs−1 = k
µν
α1···αs−1 , where ∂µk
µν
α1···αs−1 = 0 . The latter equation implies that
kµνα1···αs−1 = ∂λK
µνλ
α1···αs−1 , where K
µνλ
α1···αs−1 = K
[µνλ]
α1···αs−1 . Let Kˆ
µνλ
α1···αs−1 be
the part of Kµνλα1···αs−1 that is traceless in α1 · · ·αs−1; it can be decomposed as
Kˆµνλ α1···αs−1 = x
µνλ
α1···αs−1 + δ
[λ
(α1
y
µν]
α2···αs−1)
,
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where xµνλ α1···αs−1 and y
µν
α2···αs−1 satisfy
xµνλ α1···αs−1 = x
[µνλ]
α1···αs−1 = x
µνλ
(α1···αs−1)
, xµνλ α1···αs−1δ
α1
λ = 0 ,
yµνα2···αs−1 = y
[µν]
α2···αs−1 = y
µν
(α2···αs−1)
, yµνα2···αs−1δ
α2
ν = 0 ,
ηα1[λyµν]α1···αs−1 = −
(s−1)
2
xµνλ α1···αs−1η
α1α2 , yµν α1···αs−1η
α1α2 = 0 .
For the action to be invariant under displacements of the string, the variation of
Φµνα1···αs−1 has to be supplemented with an appropriate transformation of hα1···αs .
This transformation reads δhα1···αs =
1
6
εµνλ(α1 x
µνλ
α2···αs)
. Indeed, when one performs
both variations, Y µνα1···αs−1 transforms as in (3.2.21), so the first term in the action
is invariant. Furthermore, the electric coupling term is invariant as well because the
support of the variation of the spin-s field does not contain the electric worldlines.
Identities
The identities that follow from the invariance (3.2.21) – or (3.2.22) – of the first
term L in the action may be written conveniently in terms of
Aσγ1···γs−1 = εσµνλ∂λ
(
∂L
∂Y µν γ1···γs−1
)
,
and its trace A′γ2···γs−1 = Aσγ1···γs−1ησγ1 . They read
0 = Aσγ1···γs−1 −A(γ1γ2···γs−1)σ −
s− 2
s
(
ησ(γ1A′γ2···γs−1) − η(γ1γ2A′γ3···γs−1)σ
)
.
Using these identities, one checks the following relation,
Gγ1···γs =
δL
δhγ1···γs
= A(γ1γ2···γs) +
(s− 1)(s− 2)
2s
η(γ1γ2A′γ3···γs)
= Aγ1γ2···γs +
(s− 1)(s− 2)
2s
η(γ2γ3A′γ4···γs)γ1 , (3.2.24)
which will be used in the following section.
3.2.6 Quantization condition
As for spin 2, the unobservability of the Dirac string in the quantum theory leads to
a quantization condition. The computation proceeds exactly as in the spin-2 case.
In the gauge y0 = λ, the unobservability constraints read
πm = −2Ny
′n fγ1···γs−1(v)
∂L
∂Y mnγ1···γs−1
.
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In the quantum theory, the wave functional ψ must thus fulfill
~
i
δψ
δym(σ)
= −2Ny′n fγ1···γs−1(v)
∂L
∂Y mnγ1···γs−1
ψ .
Integrating this equation along a path that encloses an electric source, one finds the
following variation of the phase of the wave functional
∆Ψ = −
N
~
fγ1···γs−1(v)
∫
∂L
∂Y mnγ1···γs−1
(y˙my′n − y˙ny′m) dσdλ ,
where the integral is taken on the two-dimensional surface enclosing the electric
source. Using the Gauss theorem, this can be converted into a volume integral,
∆Ψ = −
N
~
fγ1···γs−1(v)
∫
d3x εmnp∂p
(
∂L
∂Y mnγ1···γs−1
)
.
Using the relations (3.2.24), one checks that
εmnp∂p
(
∂L
∂Y mnγ1···γs−1
)
=
δL
δh0γ1···γs−1
+ · · · ,
where the dots stand for terms of the form η(γ1γ2Xγ3···γs−1). Upon use of the Einstein
equations G0γ1···γs−1 = −T 0γ1···γs−1 , the variation of the phase becomes,
∆Ψ =
N
~
fγ1···γs−1(v)
∫
d3x T 0γ1···γs−1 =
MN
~
fγ1···γs−1(v)f
γ1···γs−1(u) .
For the wave functional to be single-valued, this should be a multiple of 2π. This
yields the quantization condition
MN
2π~
fγ1···γs−1(v)f
γ1···γs−1(u) = n, n ∈ Z . (3.2.25)
Introducing the conserved charges P γ1···γs−1 , Qγ1···γs−1 , this can be rewritten as
1
2π~
Qγ1···γs−1(v)P
γ1···γs−1(u) ∈ Z . (3.2.26)
3.3 Beyond the linear theory for spin two
We have seen that magnetic sources can be introduced for linearized gravity and
linearized higher-spin theories, and that an appropriate generalization of the Dirac
quantization condition on the sources must hold. However in the linear theory the
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treatment is already unsatisfactory since the sources must be external. In the full
nonlinear theory even the introduction of external sources is not possible. For spin 2
the difficulty stems from the fact that the source must be covariantly conserved and
for spins ≥ 2 the formulation of the nonlinear theory is still incomplete.
Nevertheless, we shall comment on the issue of duality in the spin-2 case, for which
the nonlinear theory in the absence of sources is the vacuum Einstein theory of grav-
itation. This is the “electric” formulation. Electric sources are coupled through their
standard energy-momentum momentum tensor. We do not know whether magnetic
sources should appear as independent fundamental degrees of freedom (the complete
action with these degrees of freedom included is unknown and would presumably be
non-local, as the results of [99] suggest) or whether they should appear as solitons
somewhat like in Yang-Mills theory [32].
Whatever the answer, there are indications that duality invariance and quanti-
zation conditions are valid beyond the flat space, linear regime studied above. One
indication is given by dimensional reduction of the full Einstein theory, which reveals
the existence of “hidden symmetries” that include duality [100]. Another indica-
tion that nonlinear gravity enjoys duality invariance is given by the existence of the
Taub-NUT solution [97], which is an exact solution of the vacuum Einstein theory
describing a gravitational dyon. The Taub-NUT metric is given by
ds2 = −V (r)[dt+ 2N(k − cos θ) dφ]2 + V (r)−1dr2 + (r2 +N2)(dθ2 + sin2 θ dφ2) ,
with
V (r) = 1−
2(N2 +Mr)
(r2 +N2)
=
r2 − 2Mr −N2
r2 +N2
,
where N and M are the magnetic and electric masses as follows from the asymptotic
analysis of the metric and our discussion of the linear theory. A pure magnetic
mass has M = 0. The quantization condition on the energy of a particle moving in
the Taub-NUT geometry is a well known result which has been discussed by many
authors [101] and which can be viewed as a consequence of the existence of closed
timelike lines [102]. For further discussions on this topic, see [35].
Chapter 4
Field-Antifield Formalism
The purpose of this chapter is to provide an introduction to the field-antifield formal-
ism for gauge field theories, as well as to the construction of consistent interactions for
these fields. An excellent review on the field-antifield formalism, also called BRST,
antibracket or Batalin-Vilkovisky formalism, is [103]. The content of the first sections
is based on this reference, which we refer to for further details. The problem of finding
consistent interactions in the BRST formalism has been developped in [64,65]. As we
will show, it is related to the consistent deformations of the BRST master equation.
In this chapter, we first review the structure of general gauge field theories in
Section 4.1. Then we introduce the ghosts and the antifields, as well as relevant
mathematical tools in Section 4.2. Finally, we present the deformation technique in
Section 4.3.
4.1 Structure of Gauge Theories
The most familiar example of a gauge theory is the one associated with a non-
Abelian Yang-Mills theory [104], namely a compact Lie group. The gauge structure
is then determined by the structure constants of the corresponding Lie algebra, which
satisfy the Jacobi identity.
In more general theories, the transformation rules can involve field-dependent
structure functions. The determination of the gauge algebra (called “soft algebra”
[105]) is then more complicated than in the Yang-Mills case. The Jacobi identity
must be appropriately generalized [66,106]. Furthermore, new structure tensors1 may
appear which then need to obey new consistency identities. In other types of theories,
1Throughout the section, we will call the objects that characterize the gauge structure “tensors”,
which they are not strictly speaking. The reason we use this terminology is because they have indices
that behave like covariant and contravariant indices under linear transformations of the fields, gauge
parameters, etc.
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the generators of the gauge transformations are not independent. This occurs when
there is “a gauge invariance” for gauge transformations. One says that the system
is reducible. Yet another complication occurs when the commutator of two gauge
transformations produces a term that vanishes only on-shell, i.e. when the equations
of motion are used.
In this section we discuss the above-mentioned complications for a generic gauge
theory. The main issues are to find the relevant gauge-structure tensors and the
equations that they need to satisfy.
4.1.1 Gauge Transformations
This subsection introduces the notions of a gauge theory and a gauge transfor-
mation. It also defines notations.
Consider a dynamical system governed by a classical action S0[φ], which depends
on N different fields φi(x), i = 1, · · · , N . The index i can label the space-time
indices µ, ν of tensor fields, the spinor indices of fermionic fields, and/or an index
distinguishing different types of generic fields.
The action is invariant under a set of m0 (m0 ≤ N) nontrivial gauge transforma-
tions, which, when written in infinitesimal form, read
δφi(x) =
(
Riα(φ)ε
α
)
(x) , where α = 1, 2, . . . m0 . (4.1.1)
Here, εα(x) are infinitesimal gauge parameters, that is, arbitrary functions of the
space-time variable x, and Riα are the generators of gauge transformations. These gen-
erators are operators that act on the gauge parameters. In kernel form, (Riα(φ)ε
α) (x)
can be represented as
∫
dy Riα (x, y) ε
α (y) , where
Riα (x, y) = r
i
αδ(x− y) + r
iµ
α δ,µ (x− y) + · · ·+ r
iµ1...µs
α δ,µ1...µs (x− y)
and riα, r
iµ
α , . . . are functions of x and φ(x).
One often adopts the compact notation [107] where the appearance of a discrete
index also indicates the presence of a space-time variable. Summation over a discrete
index then also implies integration over the space-time variable. With this convention,
the transformation laws become
δφi = Riαε
α =
∑
α
∫
dy Riα (x, y) ε
α (y) . (4.1.2)
Let S0,i (φ, x) denote the Euler-Lagrange variation of the action with respect to
φi(x):
S0,i (φ, x) ≡
δRS0[φ]
δφi(x)
, (4.1.3)
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where the supscript R indicates that the derivative is to be taken from the right.
The statement that the action is invariant under the gauge transformation in
Eq.(4.1.1) means that the Noether identities∫
dx
N∑
i=1
S0,iR
i
α (x, y) (x) = 0 (4.1.4)
hold, or equivalently, in compact notation,
S0,iR
i
α = 0 . (4.1.5)
Eq.(4.1.4) (or Eq.(4.1.5)) is derived by varying S0 with respect to the right variations
of the φi given by Eq.(4.1.1). It sometimes vanishes because the integrand is a total
derivative. We assume that surface terms can be dropped in such integrals – this is
indeed the case when Eq.(4.1.4) is applied to gauge parameters that fall off sufficiently
fast at spatial and temporal infinity.
Notice that the gauge generators are not unique, one can take linear combinations
of them to form a new set and the gauge-structure tensors will depend on this choice.
Another source of non-uniqueness is the presence of trivial gauge transformations
defined by
δµφ
i = S0,jµ
ji , µji = −(−1)ǫiǫjµij , (4.1.6)
where µji are arbitrary functions and ǫi is the parity of φ
i. It is easily demonstrated
that, as a consequence of the symmetry properties of µji, the transformations (4.1.6)
leave the action invariant. These transformations are of no physical interest and lead
to no conserved currents. However, in studying the structure of the gauge trans-
formations, it is necessary to take them into consideration. Indeed, in general the
commutator of two nontrivial gauge transformations can produce trivial gauge trans-
formations.
4.1.2 Irreducible and Reducible Gauge Theories
To determine the independent degrees of freedom, it is important to know any
relations among the gauge generators. The simplest gauge theories, for which all
gauge transformations are independent, are called irreducible. When dependences
exist, the theory is reducible. In reducible gauge theories, there is a “gauge invariance
for gauge transformations”, called “level-one” gauge invariance. If the level-one gauge
transformations are independent, then the theory is called first-stage reducible. This
may not happen. Then, there are “level-two” gauge invariances, i.e. gauge invariances
for the level-one gauge invariances and so on. This leads to the concept of an L-th stage
reducible theory. In what follows we let ms denote the number of gauge generators at
the s-th stage regardless of whether they are independent.
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Let us define the above concepts with equations. Assume that all gauge invari-
ances of a theory are known and that some regularity conditions (see [103]) are sat-
isfied. Then, the most general solution of the Noether identities (4.1.5) is a gauge
transformation, up to terms that vanish when the equations of motion are satisfied:
S0,i λ
i = 0⇔ λi = Ri0α0λ
′α0 + S0,j T
ji , (4.1.7)
where T ij must satisfy the graded symmetry property
T ij = −(−1)ǫiǫjT ji . (4.1.8)
The Ri0α0 are the gauge generators in Eq.(4.1.1), to which we added the subscripts 0 to
indicate the level of the gauge transformation. The second term S0,jT ji in Eq.(4.1.7)
is a trivial gauge transformation. The first term Ri0α0λ
′α0 in Eq.(4.1.7) is similar to
a nontrivial gauge transformation of the form of Eq.(4.1.1) with εα0 = λ′α0 . The key
assumption to have Eq.(4.1.7) is that the set of functionals Ri0α0 exhausts on-shell
the relations among the equations of motion, namely the Noether identities. In other
words, the gauge generators form a complete set on-shell.
Let us consider a reducible theory, i.e. there are dependences among the gauge
generators. If m0 − m1 of the generators are independent on-shell, then there are
m1 linear combinations of them that vanish on-shell. In other words, there exist m1
functionals Rα01α1 such that
Ri0α0R
α0
1α1
= S0,jV
ji
1α1
, α1 = 1, . . . , m1 , (4.1.9)
for some V ji1α1 satisfying V
ij
1α1 = −(−1)
ǫiǫjV ji1α1 . The R
α0
1α1 are the on-shell null vectors
for Ri0α0 since R
i
0α0
Rα01α1
∣∣
Σ
= 0 , where Σ is the surface on which the equations of
motion hold. Notice that, if εα = Rα1α1ε
α
1 for any ε
α
1 , then δφ
i in Eq.(4.1.2) is zero
on-shell, so that no gauge transformation is produced. In Eq.(4.1.9) it is assumed that
the reducibility of the Ri0α0 is completely contained in R
α0
1α1
, i.e. Rα01α1 also constitute
a complete set
Ri0α0λ
α0 = S0,j M
ji
0 ⇒ λ
α0 = Rα01α1λ
′α1 + T jα00 , (4.1.10)
for some λ′α1 and some T jα00 .
If the functionals Rα01α1 are independent on-shell, then the theory is called first-
stage reducible. If the functionals Rα01α1 are not all independent on-shell, relations exist
among them and the theory is second-or-higher-stage reducible. Then, the on-shell
null vectors of Rα01α1 and higher R-type tensors must be found.
Most generally, a theory is L-th stage reducible [68] if there exist functionals
Rαs−1sαs , αs = 1, . . . , ms , s = 0, . . . , L , (4.1.11)
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such that Ri0α0 satisfies Eq.(4.1.5), i.e. S0,iR
i
0α0
= 0, and such that, at each stage,
the Rαs−1sαs constitute a complete set, i.e.
Rαs−1sαs λ
αs = S0,j M
jαs−1
s ⇒ λ
αs = Rαss+1,αs+1λ
′αs+1 + S0,j T
jαs
s ,
R
αs−2
s−1,αs−1R
αs−1
sαs
= S0,i V
iαs−2
sαs
, s = 1, . . . , L ,
where we have defined R
α−1
0α0
≡ Ri0α0 and α−1 ≡ i. The R
αs−1
sαs
are the on-shell null
vectors for R
αs−2
s−1αs−1 .
4.1.3 The Gauge Structure
In this section we restrict ourselves to the simplest case of irreducible gauge the-
ories. The same developpements can be performed for gauge theories with reducibil-
ities, but the number of equations and structure tensors increases rapidly while the
philosophy stays the same. To avoid cumbersome notation, we use Riα for R
i
0α0 , so
that the index α0 corresponds to α.
The general strategy to obtain the gauge structure is as follows [108]. The first
gauge-structure tensors are the gauge generators themselves, and the first gauge-
structure equations are the Noether identities (4.1.5). One computes commutators,
commutators of commutators, etc., of gauge transformations. These are still gauge
transformations, so they must also verify the Noether identity. Generic solutions are
obtained by exploiting the consequences of the completeness of the set of gauge trans-
formations. In this process, additional gauge-structure tensors appear. They enter
in higher-order identity equations like the Jacobi identity, produced by the graded
symmetrization of commutators of commutators, etc. The completeness is again used
to solve these equations and introduces new tensors. The process is continued until
it terminates.
Consider the commutator of two gauge transformations of the type (4.1.1). On
one hand, a direct computation leads to
[δ1, δ2]φ
i =
(
Riα,jR
j
β − (−1)
ǫαǫβRiβ,jR
j
α
)
εβ1ε
α
2 ,
where ǫα is the Grassman parity of ε
α. (Note that the Grassman parity of Rjα is
ǫj+ ǫα .) On the other hand, this commutator is also a gauge symmetry of the action.
So it satisfies the Noether identity. Factoring out the gauge parameters εβ1 and ε
α
2 ,
one may write
S0,i
(
Riα,jR
j
β − (−1)
ǫαǫβRiβ,jR
j
α
)
= 0 .
Taking into account the completeness property (4.1.7), the above equation implies
the following important relation among the generators
Riα,jR
j
β − (−1)
ǫαǫβRiβ,jR
j
α = R
i
γT
γ
αβ − S0,jE
ji
αβ , (4.1.12)
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for some gauge-structure tensors T γαβ and E
ji
αβ . This equation defines T
γ
αβ and E
ji
αβ .
Restoring the dependence on the gauge parameters εβ1 and ε
α
2 , the last two equa-
tions imply
[δ1, δ2]φ
i ≡ RiγT
γ
αβε
β
1ε
α
2 − S0,jE
ji
αβε
β
1ε
α
2 , (4.1.13)
where T γαβ are known as the “structure constants” of the gauge algebra. The words
structure constants are in quotes because in general the T γαβ depend on the fields of
the theory and are not “constant”.
The possible presence of the Ejiαβ term is due to the fact that the commutator of
two gauge transformations may give rise to trivial gauge transformations [66,108,109].
The gauge algebra generated by the Riα is said to be open if E
ij
αβ 6= 0, whereas the
algebra is said to be closed if Eijαβ = 0. Moreover, Eq.(4.1.12) defines a Lie algebra if
the algebra is closed, Eijαβ = 0, and the T
γ
αβ do not depend on the fields φ
i.
The next step determines the restrictions imposed by the Jacobi identity. In
general, it leads to new gauge-structure tensors and equations [106, 110–112]. The
identity ∑
cyclic over 1, 2, 3
[δ1, [δ2, δ3]] = 0 ,
implies the following relations among the tensors R, T and E :∑
cyclic over 1, 2, 3
(
RiδA
δ
αβγ − S0,jB
ji
αβγ
)
εγ1ε
β
2ε
α
3 = 0 , (4.1.14)
where we have defined
3Aδαβγ ≡
(
T δαβ,kR
k
γ − T
δ
αηT
η
βγ
)
+
(−1)ǫα(ǫβ+ǫγ)
(
T δβγ,kR
k
α − T
δ
βηT
η
γα
)
+ (−1)ǫγ(ǫα+ǫβ)
(
T δγα,kR
k
β − T
δ
γηT
η
αβ
)
, (4.1.15)
and
3Bjiαβγ ≡
(
Ejiαβ,kR
k
γ − E
ji
αδT
δ
βγ − (−1)
ǫiǫαRjα,kE
ki
βγ + (−1)
ǫj(ǫi+ǫα)Riα,kE
kj
βγ
)
+(−1)ǫα(ǫβ+ǫγ)
(
r.h.s. of above line with α→β , β→γ , γ→α
)
+(−1)ǫγ(ǫα+ǫβ)
(
r.h.s. of first line with α→γ , β→α , γ→β
)
. (4.1.16)
For an irreducible theory, the on-shell independence of the generators and their
completeness (4.1.7) lead to the following solution of Eq.(4.1.14) :
Aδαβγ = S0,jD
jδ
αβγ , (4.1.17)
where Djδαβγ are new structure functions. (Were the theory reducible, other new
structure tensors could be present in the solution.) On the other hand, using this
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solution in the original equation (4.1.14), one obtains the following condition on the
Djδαβγ : ∑
cyclic over ε1, ε2, ε3
S0,j
(
Bjiαβγ − (−1)
ǫj(ǫi+ǫδ)RiδD
jδ
αβγ
)
εγ1ε
β
2ε
α
3 = 0 (4.1.18)
or, equivalently,∑
cyclic over ε1, ε2, ε3
S0,j
(
Bjiαβγ + (−1)
ǫiǫδRjδD
iδ
αβγ − (−1)
ǫj(ǫi+ǫδ)RiδD
jδ
αβγ
)
εγ1ε
β
2ε
α
3 = 0 ,
where we have added vanishing terms. Again, the completeness of the generators
implies that the general solution of the preceding equation is of the form
Bjiαβγ + (−1)
ǫiǫδRjδD
iδ
αβγ − (−1)
ǫj(ǫi+ǫδ)RiδD
jδ
αβγ = −S0,kM
kji
αβγ . (4.1.19)
The reason to include the “trivial” second terms is to have nice symmetry properties
for the indices i, j of Mkjiαβγ .
In this way, the Jacobi identity leads to the existence of two new gauge-structure
tensors Djδαβγ and M
kji
αβγ which, for a generic theory, are different from zero and must
satisfy Eqs.(4.1.17) and (4.1.19).
New structure tensors with increasing numbers of indices are obtained from the
commutators of more and more gauge transformations. These tensors are called the
structure functions of the gauge algebra and they determine the nature of the set of
gauge transformations of the theory. In the simplest gauge theories, such as Yang-
Mills, they vanish.
For reducible theories, the same procedure as above is also applied to the reducibil-
ity transformations, which produces more structure functions and more equations to
be satisfied for consistency.
Having in mind the problem of constructing consistent interactions, it is obvious
that this formalism is highly inadequate to investigate the most general theories, given
the number of structure functions and equations that they should satisfy. In the next
section, we will see that the BRST formalism [66–68] is far more convenient. Indeed,
the generic gauge-structure tensors then correspond to coefficients of the expansion
of a generating functional in terms of auxiliary fields. Furthermore, a single simple
equation, when expanded in terms of auxiliary fields, generates the entire set of gauge-
structure equations.
4.2 Fields and Antifields
Consider the classical system defined in Section 4.1, described by the action S0[φi]
and having gauge invariances. The field-antifield formalism was developed to achieve
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the quantization of this theory in a covariant way. However, at the classical level, it
can also be used for the classification of consistent deformations of the theory. As
we are interested in the latter, we present only the field-antifield formalism at the
classical level.
The ingredients of the field-antifield formalism are the following: (i) The original
configuration space, consisting of the φi, is enlarged to include additional fields such
as ghost fields, ghosts for ghosts, etc. One also introduces antifields for these fields.
(ii) On the space of fields and antifields, one defines an odd symplectic structure ( , )
called the antibracket. (iii) The classical action S0 is extended to W0, which includes
ghosts and antifields. (iv) The classical master equation is defined to be (W0, W0) = 0
and the solution starting as S0 is determined.
The action W0 is the generating functional for the structure functions and the
master equation generates all the equations relating them. Hence, the field-antifield
formalism is a compact and efficient way of obtaining the gauge structure derived in
Section 4.1.
4.2.1 Fields and Antifields
For an irreducible theory with m0 gauge invariances, one introduces m0 ghost
fields. Hence, the field set ΦA is ΦA = {φi, Cα00 } where α0 = 1, . . . , m0. If the
theory is first-stage reducible, there are gauge invariances for gauge invariances and
one introduces ghosts for ghosts. If there are m1 first-level gauge invariances then, to
the above set of fields, one adds the ghost-for-ghost fields Cα11 where α1 = 1, . . . , m1.
In general for an L-th stage reducible theory, the total set of fields ΦA is
ΦA =
{
φi, Cαss ; s = 0, . . . , L; αs = 1, . . . , ms
}
. (4.2.20)
A graduation called ghost number is assigned to each of these fields. The fields φi
are assigned ghost number zero, whereas ordinary ghosts have ghost number one.
Ghosts for ghosts, i.e. level-one ghosts, have ghost number two, etc. So a level-s
ghost has ghost number s + 1. Similarly, ghosts have statistics opposite to those of
the corresponding gauge parameter, but ghosts for ghosts have the same statistics as
the gauge parameter, and so on, with the statistics alternating for higher-level ghosts.
More precisely,
gh [Cαss ] = s+ 1 , . (4.2.21)
Next, one introduces an antifield Φ∗A for each field Φ
A. The antifields do not have
any direct physical meaning. They can however be interpreted as source coefficients
for BRST transformations (see e.g. [103] for more details).
The ghost number of Φ∗A is
gh [Φ∗A] = −gh
[
ΦA
]
− 1 , (4.2.22)
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and its statistics is opposite to that of ΦA.
One also defines the “antifield number” antif by antif = 0 for the fields ΦA, and
antif = −gh for the antifields. Finally the “pureghost number” puregh is defined by
puregh = gh for the fields (including ghosts) and puregh = 0 for the antifields.
4.2.2 The Antibracket
In the space of fields and antifields, an antibracket is defined by [66, 113]
(X, Y ) ≡
δRX
δΦA
δLY
δΦ∗A
−
δRX
δΦ∗A
δLY
δΦA
. (4.2.23)
Many properties of (X, Y ) are similar to those of a graded version of the Poisson
bracket, with the grading of X and Y being ǫX + 1 and ǫY + 1 instead of ǫX and ǫY .
The antibracket satisfies
(Y,X) = −(−1)(ǫX+1)(ǫY +1)(X, Y ) ,
((X, Y ) , Z) + (−1)(ǫX+1)(ǫY +ǫZ) ((Y, Z) , X) + (−1)(ǫZ+1)(ǫX+ǫY ) ((Z,X) , Y ) = 0 ,
gh[(X, Y )] = gh[X ] + gh[Y ] + 1 ,
ǫ[(X, Y )] = ǫX + ǫY + 1 (mod 2) . (4.2.24)
The first equation says that ( , ) is graded antisymmetric. The second equation shows
that ( , ) satisfies a graded Jacobi identity. The antibracket “carries” ghost number
one and has odd statistics.
The antibracket (X, Y ) is also a graded derivation with ordinary statistics for X
and Y :
(X, Y Z) = (X, Y )Z + (−1)ǫY ǫZ(X,Z)Y ,
(XY,Z) = X(Y, Z) + (−1)ǫXǫY Y (X,Z) . (4.2.25)
The antibracket defines an odd symplectic structure because it can be written as
(X, Y ) =
∂RX
∂za
ζab
∂LY
∂zb
, where ζab ≡
(
0 δAB
−δAB 0
)
, (4.2.26)
when one groups the fields and antifields collectively into za = {ΦA,Φ∗A}. The ex-
pression for the antibracket in Eq.(4.2.26) is sometimes useful in abstract proofs.
One defines canonical transformations as the transformations that preserve the
antibracket. They mix the fields and antifields as ΦA → Φ¯A and Φ∗A → Φ¯
∗
A, where
Φ¯A and Φ¯∗A are functions of the Φ and Φ
∗. Similarly to the result of Hamiltonian
mechanics, the infinitesimal canonical transformations [66] have the form
Φ¯A = ΦA + ε
(
ΦA, F
)
+O(ε2) , Φ¯∗A = Φ
∗
A + ε (Φ
∗
A, F ) +O(ε
2) , (4.2.27)
where F is an arbitrary function of the fields and antifields, with gh[F ] = −1 and
ǫ(F ) = 1.
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4.2.3 Classical Master Equation
Let W0[Φ,Φ
∗] be an arbitrary functional of the fields and antifields, with the
dimensions of an action, and with ghost number zero and even statistics: ǫ(W0) = 0
and gh[W0] = 0. The equation
(W0,W0) = 2
δRW0
δΦA
δLW0
δΦ∗A
= 0 (4.2.28)
is called the classical master equation.
One can regard W0 as an action for the fields and antifields. The variations of W0
with respect to ΦA and Φ∗A are the equations of motion:
δLW0
δΦA
= 0 ,
δLW0
δΦ∗A
= 0 . (4.2.29)
Not every solution of Eq.(4.2.28) is of interest. Usually, only solutions for which
the number of independent nontrivial gauge invariances is the number of antifields
are interesting. They are called proper solutions (for a precise definition, see [103]).
To make contact with the original theory, one looks for a proper solution W0 that
contains the original action S0[φ] as its antifield-independent component:
W0 [Φ,Φ
∗]|Φ∗=0 = S0 [φ] . (4.2.30)
An additional requirement is
δLδRW0
δC∗s−1,αs−1δC
αs
s
∣∣∣∣∣
Φ∗=0
= Rαs−1sαs (φ) , s = 0, . . . , L , (4.2.31)
where C∗s−1,αs−1 is the antifield of C
αs−1
s−1 : C
∗
s,αs
≡ (Cαss )
∗ . For notational convenience,
we have defined Cα−1−1 ≡ φ
i , C∗−1,α−1 ≡ φ
∗
i , with α−1 = i . Actually, Eq.(4.2.31)
does not need to be imposed as a separate condition. Although it is not obvious,
the requirement of being proper and the condition (4.2.30) necessarily imply that
a solution W0 must satisfy Eq.(4.2.31) [112]. Comments on the unicity of such a
solution follow below.
4.2.4 The Proper Solution and the Gauge Algebra
The proper solution W0 is the generating functional for the structure functions of
the gauge algebra. Indeed, all relations among the structure functions are contained
in Eq.(4.2.28), thereby reproducing the equations of Section 4.1.3 and generalizing
them to the generic L-th stage reducible theory. Let us sketch the connection between
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the proper solution of the classical master equation, the gauge-structure tensors and
the equations that the latter must satisfy.
The proper solution W0 can be expanded as a power series in the ghosts and
antifields. Given the conditions (4.2.30) and (4.2.31), the expansion necessarily begins
as
W0 [Φ,Φ
∗] = S0 [φ] +
L∑
s=0
C∗s−1,αs−1R
αs−1
sαs
Cαss +O(C
∗2) . (4.2.32)
For the further terms, let us consider an irreducible theory, for which the set of fields
is φi and Cα00 (which we call C
α). Most generally, one has
W0 [Φ,Φ
∗] = S0 [φ] + φ
∗
iR
i
αC
α + C∗αT
α
βγC
γCβ
+φ∗iφ
∗
jE
ji
αβC
βCα + C∗δφ
∗
iD
iδ
αβγC
γCβCα
+φ∗iφ
∗
jφ
∗
kM
kji
αβγC
γCβCα + . . . , (4.2.33)
where, with the exception of Riα which is fixed by (4.2.31), the tensors T
γ
αβ , E
ji
αβ ,
etc. in Eq.(4.2.33) are a priori unknown. However, inserting the above expression for
W0 into the classical master equation (4.2.28), one finds that the latter is satisfied if
the tensors, T γαβ, E
ji
αβ , etc. in Eq.(4.2.33) are the ones of Section 4.1.3 (up to some
irrelevant signs and numerical factors). In other words, Eq.(4.2.33) with the tensors
identified as the ones of Section 4.1.3 is a proper solution of the master equation. The
result is similar for gauge theories with reducibilities.
The reason why one equation (W0,W0) = 0 is able to generate many equations is
that the coefficients of each ghost and antifield term must vanish separately. Sum-
marizing, the antibracket formalism using fields and antifields allows a simple deter-
mination of the relevant gauge structure tensors. The proper solution to the classical
master equation provides a compact way of expressing the relations among the struc-
ture tensors.
One might wonder whether there always exists a proper solution to the classical
master equation and whether the proper solution is unique. Given reasonable condi-
tions, there always exists a proper solution with the required ghost-independent piece.
This was proved in [112, 114] for the case of an irreducible theory and in [115] for a
general L-th stage reducible theory. Furthermore, as was shown in [112, 114, 115],
given the set of fields (4.2.20), the proper solution of the classical master equation is
unique up to canonical transformations. Indeed, if one has found a proper solution
W0 such that (W0,W0) = 0 and performs an infinitesimal canonical transformation,
the transformed proper solution W ′0 =W0+ε(W0, F )+O(ε
2) also satisfies the master
equation and the condition (4.2.30) up to field redefinitions (see Section 4.3). Actu-
ally, canonical transformations correspond to the freedom of redefining the fields and
the gauge generators, which was already mentionned in the end of Section 4.1.1.
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4.2.5 The Classical BRST Symmetry
Via the antibracket, the proper solutionW0 is the generator of the so-called BRST
symmetry s. Indeed, one defines the BRST transformation of a functional X of fields
and antifields by
sX ≡ (W0, X) . (4.2.34)
The transformation rule for fields and antifields is therefore
sΦA = −
δRW0
δΦ∗A
, sΦ∗A =
δRW
δΦA
. (4.2.35)
The field-antifield action W0 is BRST-symmetric
sW0 = 0 (4.2.36)
as a consequence of (W0,W0) = 0.
The BRST-operator s is a nilpotent graded derivation: Given two functionals X
and Y ,
s (XY ) = (sX)Y + (−1)ǫXXsY .
and
s2X = 0 . (4.2.37)
The nilpotency follows from two properties of the antibracket: the graded Jacobi
identity and the graded antisymmetry (see Eq.(4.2.24)).
4.2.6 Algebraic structure
The algebraic structure of the field-antifield formalism is related to two crucial in-
gredients of the BRST-differential: the Koszul-Tate resolution δ, generated by the
antifields, which implements the equations of motion in (co)homology; and the lon-
gitudinal exterior derivative γ, which implements gauge invariance. These operators
are the first components in the decomposition of the BRST-differential s according
to the antifield number:
s = δ + γ + s1 + ”higher order” ,
where δ has antif = −1, γ has antif = 0, s1 has antif = 1 and ”higher order” has
antif ≥ 1. The complete action of the operators δ and γ on the fields and antifields
can be found in [116]; let us just mention to illustrate the above statements that
δφ∗i =
δL
δφi
, γφi = RiαC
α
1 .
Explicit examples of these operators will be given in the chapters 5 and 6.
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From the nilpotency of s, one deduces that the Koszul-Tate resolution is a differ-
ential, δ2 = 0 . Furthermore,
γδ + δγ = 0 (4.2.38)
γ2 = −(δs1 + s1δ) . (4.2.39)
4.2.7 Definitions and general theorems
In this section, we provide definitions and introduce some further notations. We
also state useful general theorems, the proof of which can be found in [116, 117] and
references therein. They concern the cohomology groups involving the total derivative
d and the Koszul-Tate differential δ.
One of the key assumption used in the sequel is locality. A local function of some
set of fields φi is a smooth function of the fields φi and their derivatives ∂φi, ∂2φi, ...
up to some finite order, say k, in the number of derivatives. Such a set of variables φi,
∂φi, ..., ∂kφi will be collectively denoted by [φi]. Therefore, a local function of φi is
denoted by f([φi]). A local p-form (0 ≤ p ≤ n) is a differential p-form the components
of which are local functions:
ω =
1
p!
ωµ1...µp(x, [φ
i]) dxµ1 ∧ · · · ∧ dxµp .
A local functional is the integral of a local n-form.
If A is a local functional that vanishes for all allowed field configurations, A =∫
a = 0, then, the n-form a is a “total derivative”, a = dj, where d is the space-
time exterior derivative (see e.g. [116], Chapter 12). That is, one can “desintegrate”
equalities involving local functionals but the integrands are determined up to d-exact
terms.
Let us now recall the definition of a cohomology group. Consider operators O,P
acting within a space E , and let e, f be elements of E.
• Elements e that are annihilated by O, Oe = 0 , are called cocycles, or O-
cocycles.
• Elements e that are in the image of O, e = Of , are called coboundaries, or
O-coboundaries. They are also said to be O-exact.
• The cohomology group of O in the space E, denoted H(O, E), is the group of
equivalence classes of cocycles of E, where two elements are equivalent if they
differ by a coboundary:
H(O, E) = {e ∈ E | Oe = 0 , e ∼ e +Of , f ∈ E} .
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When the space E in which the operators act is unambiguous, the reference to
E is often dropped: H(O, E) is written H(O) .
• If a cohomology group is denoted H(O|P, E), then all relations are “up to
P-exact terms”:
H(O|P, E) = {e ∈ E | Oe = Pf , e ∼ e+Of + Pg , f, g ∈ E} .
We now turn to the general theorems. The space in which these cohomology groups
are computed is the space of local forms depending on the space-time coordinates,
the fields and the antifields. The supscript p of a cohomology group Hpk(. . .) denotes
the form-degree, while the subscript k denotes the antifield number.
Theorem 4.1. (Acyclicity): The cohomology of the Koszul-Tate differential is triv-
ial in strictly positive antifield number:
Hk(δ) = 0 , k > 0 . (4.2.40)
Theorem 4.2. (Algebraic Poincare´ lemma): The cohomology of d in the algebra
of local p-forms is given by
H0(d) ≃ R,
Hk(d) = 0 for k 6= 0, k 6= n,
Hn(d) ≃ space of equivalence classes of local n− forms, (4.2.41)
where two local n-forms α = fdx0 . . . dxn−1 and α′ = f ′dx0 . . . dxn−1 are equivalent if
and only if f and f ′ have identical Euler-Lagrange derivatives with respect to all the
fields and antifields,
δ(f − f ′)
δφA
= 0 =
δ(f − f ′)
δφ∗A
⇐⇒ α and α′ are equivalent. (4.2.42)
Note that if one does not allow for explicit coordinate dependencies, then the groups
Hk(d) no longer vanish for k 6= 0 and k 6= n . Indeed, in that case, constant forms
are not d-exact; so Hk(d) is isomorphic to the set of constant k-forms.
Theorem 4.3. : In the algebra of local forms,
Hk(δ|d) = 0 (4.2.43)
for k > 0 and pureghost number > 0.
Theorem 4.4. : if p ≥ 1 and k > 1, then
Hpk(δ|d) ≃ H
p−1
k−1(δ|d). (4.2.44)
4.2 Fields and Antifields 67
Theorem 4.5. : if p ≥ 1 and k ≥ 1 with (p, k) 6= (1, 1), then
Hpk(δ|d) ≃ H
p−1
k−1(d|δ) (4.2.45)
Furthermore,
H11 (δ|d) ≃ H
0
0 (d|δ)/R. (4.2.46)
If one does not allow for an explicit x-dependence in the local forms, then, (4.2.45)
must be replaced by Hp1 (δ|d) ≃ H
p−1
0 (d|δ)/{constant forms} for k = 1 .
Theorem 4.6. : For a linear gauge theory of reducibility order r, one has,
Hnj (δ|d) = 0, j > r + 2 (4.2.47)
whenever j is strictly greater than r + 2 (we set r = −1 for a theory without gauge
freedom).
Theorem 4.7. : for linear gauge theories, there is no nontrivial element of Hn2 (δ|d)
that is purely quadratic in the antifields φ∗i and their derivatives. That is, if µ is
quadratic in the antifields φ∗i and their derivatives and if δµ+db = 0 then µ = δC+dV .
Let us now introduce some definitions and notations related to H(γ), the space
of solutions of γa = 0 modulo trivial coboundaries of the form γb. Elements of
H(γ) are called “invariants” and often denoted by Greek letters. To understand the
terminology, remember that the operator γ implements the gauge invariance in the
field-antifield formalism.
Let
{
ωI
}
be a basis of the algebra of polynomials in the ghosts of H(γ). Any
element of H(γ) can be decomposed in this basis, hence for any γ-cocycle α
γα = 0 ⇔ α = αI ω
I + γβ (4.2.48)
where the αI depend only on (a subset of) the field φ, the antifields and their deriva-
tives. If α has a finite ghost number and a bounded number of derivatives, then the
αI are polynomials. For this reason, the αI are often referred to as invariant polyno-
mials. An obvious property is that αIω
I is γ-exact if and only if all the coefficients
αI are zero
αIω
I = γβ, ⇔ αI = 0, for all I. (4.2.49)
Other useful concepts are the D-differential and the D-degree. The differential D
acts on the field φ and on the antifields in the same way as d, while its action on the
ghosts is determined by the two following conditions: (i) the operator D coincides
with d up to γ-exact terms and (ii) DωJ = AJIω
I for some matrix AJI that involves
the dxµ. A grading is associated with the D-differential, the D-degree. The D-degree
is chosen to be zero for elements that do not involve derivatives of the ghosts. It is
defined so that it is increased by one by the action of the D-differential on ghosts.
Explicit examples of the D-differential and the D-degree will follow in Chapters 5
and 6.
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4.3 Construction of interactions
The purpose of this section is to analyse the problem of constructing consistent lo-
cal interactions among fields with a gauge freedom in the light of the antibracket
formalism. This formulation has been used to solve the question of consistent self-
interactions in flat background in several cases: for vector gauge fields in [69], for
p-forms in [70], for Fierz-Pauli in [71], for [p, q]-fields (p > 1 ) in [72–75] and for spin-3
fields in [76, 77] . The results for the latter [p, q]-fields (p > 1 ) and spin-3 fields are
presented in the chapters 5 and 6.
The problem of constructing consistent local interactions can be economically
reformulated as a deformation problem, namely that of deforming consistently the
master equation. Consider the “free” action S0[φi] with “free” gauge symmetries
δεφ
i =
(0)
R
i
α ε
α, (4.3.50)
(0)
R
i
α
δS0
δφi
= 0 . (4.3.51)
One wishes to introduce consistent interactions, i.e. to modify S0
S0 −→ S = S0 + gS1 + g
2S2 + ... (4.3.52)
in such a way that one can consistently deform the original gauge symmetries,
(0)
R
i
α−→ R
i
α =
(0)
R
i
α +g
(1)
R
i
α +g
2
(2)
R
i
α +.... (4.3.53)
The deformed gauge transformations δεφ
i = Riαε
α are called “consistent” if they are
gauge symmetries of the full action (4.3.52),
(
(0)
R
i
α +g
(1)
R
i
α +g
2
(2)
R
i
α +...)
δ(S0 + gS1 + g2S2 + ...)
δφi
= 0 . (4.3.54)
This implies automatically that the modified gauge transformations close on-shell for
the interacting action (see [116], Chapter 3). If the original gauge transformations
are reducible, one should also demand that (4.3.53) remain reducible. Indeed, the
deformed theory should possess the same number of (possibly deformed) independent
gauge symmetries, reducibility identities, etc., as the system one started with, so that
the number of physical degrees of freedom is unchanged.
The deformation procedure is perturbative: one tries to construct the interactions
order by order in the deformation parameter g .
A trivial type of consistent interactions is obtained by making field redefinitions
φi −→ φ¯i = φi + gF i + ... . One gets
S0[φ
i] −→ S[φ¯i] ≡ S0[φ
i[φ¯i]] = S0[φ¯
i − gF i + ...] = S0[φ¯
i]− g S0,i F
i + ... . (4.3.55)
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Since interactions that can be eliminated by field redefinitions are usually thought of
as being no interactions, one says that a theory is rigid if the only consistent defor-
mations are proportional to S0 up to field redefinitions. In that case, the interactions
can be summed as
S0 −→ S = (1 + k1g + k2g
2 + ...)S0 (4.3.56)
and simply amount to a change of the coupling constant in front of the unperturbed
action.
The problem of constructing consistent interactions is a complicated one because
one must simultaneously modify S0 and
(0)
R
i
α in such a way that (4.3.54) is valid order
by order in g. One can formulate economically the problem in terms of the solution
W0 of the master equation. Indeed, if the interactions can be consistently constructed,
then the solution W0 of the master equation for the free theory can be deformed into
the solution W of the master equation for the interacting theory,
W0 −→W =W0 + gW1 + g
2W2 + ... (4.3.57)
(W0,W0) = 0 −→ (W,W ) = 0. (4.3.58)
The master equation (W,W ) = 0 guarantees that the consistency requirements on S
and Riα are fulfilled.
The master equation for W splits according to the deformation parameter g as
(W0,W0) = 0 (4.3.59)
2(W0,W1) = 0 (4.3.60)
2(W0,W2) + (W1,W1) = 0 (4.3.61)
... .
The first equation is satisfied by assumption, while the second implies that W1 is a
cocycle for the free BRST-differential s ≡ (W0, ·).
Suppose that W1 is a coboundary, W1 = (W0, T ). This corresponds to a trivial
deformation because S0 is then modified as in (4.3.55)
S0 −→ S0 + g [(W0, T )]Φ∗=0 = S0 + g
[δRW0
δΦA
δLT
δΦ∗A
−
δRW0
δΦ∗A
δLT
δΦA
]
Φ∗=0
= S0 + g
δRS0
δφi
[δLT
δφ∗i
]
Φ∗=0
(4.3.62)
(the other modifications induced by T affect the terms with ghosts, i.e. the higher-
order structure functions which carry some intrinsic ambiguity [118]). Trivial de-
formations thus correspond to s-exact quantities, i.e. trivial elements of the coho-
mological space H(s) of the undeformed theory in ghost number zero. Since the
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deformations must be s-cocycles, nontrivial deformations are thus determined by the
equivalence classes of H(s) in ghost number zero.
The next equation, Eq.(4.3.61), implies that W1 should be such that (W1,W1) is
trivial in H(s) in ghost number one.
We now wish to implement locality in the analysis. The deformation of the gauge
transformations, etc., must be local functions, as well as the field redefinitions. If
this were not the case, the deformation procedure would not provide any constraint
(see [64, 65]).
Let Wk =
∫
Lk where Lk is a local n-form, which thus depends on the field
variables and only a finite number of their derivatives. We also denote by (a, b) the
antibracket for n-forms, i.e. ,
(A,B) =
∫
(a, b) (4.3.63)
if A =
∫
a and B =
∫
b. Because (A,B) is a local functional, there exists (a, b) such
that Eq.(4.3.63) holds, but (a, b) is defined only up to d-exact terms. This ambiguity
plays no role in the subsequent developments. The equations (4.3.60-4.3.61) for Wk
read
2sL1 = dj1 (4.3.64)
sL2 + (L1,L1) = dj2 (4.3.65)
...
in terms of the integrands Lk. The equation (4.3.64) expresses that L1 should be
BRST-closed modulo d and again, it is easy to see that a BRST-exact term modulo
d corresponds to trivial deformations. Nontrivial local deformations of the master
equation are thus determined by Hn,0(s|d), the cohomology of the BRST-differential
s modulo the total derivative d , in maximal form-degree n and in ghost number 0 .
4.3.1 Computation of Hn,0(s| d)
The purpose of this section is to show how to compute Hn,0(s| d). Although this
cohomology depends on the theory at hand, one can provide a general framework
to compute it, assuming some properties that have to be proved separately for each
theory. They are the following:
(i) The BRST-differential decomposition in antifield number reads s = γ + δ , i.e.
all higher-order components vanish. The operator γ then satisfies the nilpotency
relation
γ2 = 0 . (4.3.66)
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(ii) If a has strictly positive antifield number (and involves possibly the ghosts), the
equation γa + db = 0 is equivalent, up to trivial redefinitions, to γa = 0. That
is, if antif(a) > 0 , then
γa + db = 0⇔ a = a′ + dc , γa′ = 0 . (4.3.67)
(iii) At given pureghost number, there is an upper bound on the D-degree defined
at the end of Section 4.2.7.
If the above properties are verified by the theory at hand, one can compute Hn,0(s| d)
in the following way.
One must find the general solution of the cocycle condition
san,0 + dbn−1,1 = 0, (4.3.68)
where an,0 is a topform of ghost number zero and bn−1,1 a (n−1)-form of ghost number
one, with the understanding that two solutions of Eq.(4.3.68) that differ by a trivial
solution should be identified
an,0 ∼ an,0 + smn,−1 + dnn−1,0
as they define the same interactions up to field redefinitions (4.3.55). The cocycles
and coboundaries a, b,m, n, . . . are local forms of the field variables (including ghosts
and antifields)
Let an, 0 be a solution of Eq.(4.3.68) with ghost number zero and form-degree
n. For convenience, we will frequently omit to write the upper indices. One can
expand a(= an, 0) as a = a0 + a1 + . . . + ak where ai has antifield number i. The
expansion can be assumed to stop at some finite value of the antifield number under
the sole hypothesis of locality [117,119] or Chapter 12 of [116]. One can also expand
b according to the antifield number: b = b0 + b1 + ... + bj . This expansion also stops
at some finite antifield number by locality.
Using the decomposition of the BRST-differential as s = γ+ δ and separating the
components of different antifield number, the equation sa+ db = 0 is equivalent to
δa1 + γa0 + db0 = 0 ,
δa2 + γa1 + db1 = 0 ,
...
δak + γak−1 + dbk−1 = 0 ,
γak = 0 . (4.3.69)
Without loss of generality, we have assumed that bj = 0 for j ≥ k. Indeed, if j > k
the last equation is dbj = 0 and implies bj = dcj by the algebraic Poincare´ lemma
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(Theorem 4.2), as b is a (n − 1)-form. One can thus absorb bj into a redefinition of
b. If j = k, the last equation is γak + dbk = 0. Using the property (4.3.67), it can be
rewritten as γak = 0 modulo a field redefinition of a: a→ a+ dc for some c.
The next step consists in the analysis of the term ak with highest antifield number
and the determination of whether it can be removed by trivial redefinitions or not.
We here show that the terms ak (k > 1) may be discarded one after another from
the aforementioned descent if the cohomology group H invk (δ|d) vanishes. (The group
H invk (δ|d) ≡ Hk(δ|d,H(γ)) is the space of invariants ak of antifield number k that are
solutions of the equation δak + db = 0, modulo trivial coboundaries δm + dn where
m and n are invariants.) This result is independent of any condition on the number
of derivatives or of Poincare´ invariance.
The last equation of the descent (4.3.69) implies that ak = αJ ω
J where αJ is an
invariant polynomial and ωJ is a polynomial in the ghosts of H(γ), up to a trivial
term γc that can be removed by the trivial redefinition a→ a− sc .
One now considers the next equation of the descent, δak + γak−1 + dbk−1 = 0 .
Acting with γ on it and using γ2 = 0, one gets dγbk−1 = 0, which, by the Poincare´
lemma and (4.3.67), implies that bk−1 is also invariant: bk−1 = βJ ω
J . Substituting
the expressions for ak and bk−1 into the equation yields δ(αJ ω
J)+D(βJ ω
J) = γ(. . .) ,
or, using (4.2.49),
δ(αJ)ω
J +D(βJ ω
J) = 0 .
To analyze this equation, one expands it according to the D-degree. The term of
degree zero reads
δ(αJ0) + d(βJ0) = 0 ,
where Ji labels the ω
J ofD-degree i. If the cohomology groupH invk (δ|d) vanishes, then
the solution to this equation is αJ0 = δµJ0 + dνJ0 , where µJ0 and νJ0 are invariants.
The D-degree zero component of ak, denoted a
0
k, then reads
a0k = (δµJ0 + dνJ0)ω
J0 .
This is equal to s(µJ0ω
J0) + d(νJ0ω
J0) up to terms arising from dωJ0, which can be
written as dωJ0 = DωJ0 + γuJ0 = AJ0J1ω
J1 + γuJ0 . The term νJ0A
J0
J1
ωJ1 has D-degree
one and can be removed by redefining a1k. The term νJ0γu
J0 differs from s(νJ0u
J0) by a
term of lower antifield number (∼ δ(νJ0)u
J0), it can thus be removed by a redefinition
of ak−1 .
With the same procedure, one can successively remove all the terms with higher
D-degree, until one has completely redefined away ak . One might wonder if the
number of redefinitions needed is finite, but this is secured by the fact that at given
pureghost number there is an upper limit for the D-degree. Remember that one
should check the latter property for the theory at hand.
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We stress that the crucial ingredient for the removal of ak is the vanishing of the
cohomology group H invk (δ|d) . More precisely, if one looks for Poincare´-invariant the-
ories, it is enough that there be no nontrivial elements without explicit x-dependence
in H invk (δ|d) . Indeed, the Lagrangian (i.e. a0) of a Poincare´-invariant theory should
not depend explicitely on x and it can be shown [116] that then the whole cocycle
a = a0 + a1 + . . . + ak satisfying sa + db = 0 can be chosen x-independent (modulo
trivial redefinitions).
The next steps depend too much on the studied theory to be explained here. They
are left for the next chapters, in which particular cases are treated.
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Chapter 5
Interactions for exotic spin-2 fields
In this chapter, we address the problem of switching on consistent self-interactions
in flat background among exotic spin-2 tensor gauge fields, the symmetry of which
is characterized by the Young diagram [p, q] with p > 1 . We do not consider the
case p = q = 1 , which corresponds to the usual graviton. The physical degrees
of freedom of such theories correspond to a traceless tensor carrying an irreducible
representation of O(n − 2) associated with the Young diagram [p, q]. Therefore, we
work in space-time dimension n ≥ p+q+2 . Indeed, there are no propagating degrees
of freedom when n < p+q+2 . We use the BRST-cohomological reformulation of the
Noether method for the problem of consistent interactions, which has been developped
in Section 4.3. For an alternative Hamiltonian-based deformation point of view, we
suggest the reference [120].
The main (no-go) result [72–75] proved in this chapter can be stated as follows,
spelling out explicitly the assumptions:
In flat space and under the assumptions of locality and translation invariance,
there is no consistent smooth deformation of the free theory for [p, q]-type tensor gauge
fields with p > 1 that modifies the gauge algebra, which remains Abelian. Furthermore,
for q > 1, when there is no positive integer s such that p+2 = (s+1)(q+1), there exists
no smooth deformation that alters the gauge transformations either. Finally, if one
excludes deformations that involve more than two derivatives in the Lagrangian and
that are not Lorentz-invariant, then the only smooth deformation of the free theory is
a cosmological-constant like term for p = q .
One can reformulate this result in more physical terms by saying that no analogue
of Yang-Mills nor Einstein theories seems to exist for more exotic fields (at least not
in the range of local perturbative theories).
Without the extra condition on the derivative order, one can e.g. introduce Born-
Infeld-like interactions that involve powers of the gauge-invariant curvatures K , but
modify neither the gauge algebra nor the gauge transformations. When involving
other fields, nontrivial interactions are also possible. Indeed, one can build interac-
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tions that couple [p, q]-fields and p′-forms generalizing the Chapline-Manton interac-
tion among p-forms (see Appendix B). The latter interactions do not modify the gauge
transformations of the spin-2 field but those of the p′-form. No general systematic
analysis has yet been done about interactions modifying the gauge transformations
of the exotic spin-2 field when coupling them with different [p, q]-type fields (where
“different” means e.g. [p1, q1] 6= [p2, q2]), or with other types of fields.
This chapter is organized as follows. In Section 5.1, we review the free theory of
[p, q]-type tensor gauge fields. In Section 5.2, we construct the BRST spectrum and
differentials for the theory. Sections 5.3 to 5.7 are devoted to the proof of cohomolog-
ical results. We compute H(γ) in Section 5.3, an invariant Poincare´ lemma is proved
in Section 5.4, the cohomologies Hnk (δ|d) and H
n, inv
k (δ|d) are computed respectively
in Sections 5.6 and 5.7, and partly in the appendix D.1. The self-interaction question
is answered in Section 5.8.
5.1 Free theory
As stated above, we consider theories for mixed tensor gauge fields φµ1...µp|ν1...νq whose
symmetry properties are characterized by two columns of arbitrary lengths p and q,
with p > 1. These gauge fields thus obey the conditions (see Appendix A)
φµ1...µp|ν1...νq = φ[µ1...µp]|ν1...νq = φµ1...µp|[ν1...νq] ,
φ[µ1...µp|ν1]ν2...νq = 0 ,
where square brackets denote strength-one complete antisymmetrization. We consider
the second-order free theory. There also exists a first-order formulation of the theory,
which can be found in the appendix C.
5.1.1 Lagrangian and gauge invariances
The Lagrangian of the free theory is
L = −
1
2 (p+ 1)! q!
δ
[ρ1...ρqµ1...µp+1]
[ν1...νqσ1...σp+1]
∂[σ1φσ2...σp+1]|ρ1...ρq ∂[µ1φ
ν1...νq
µ2...µp+1]|
,
where the generalized Kronecker delta has strength one: δµ1...µnν1...νn ≡ δ
[µ1
[ν1
. . . δ
µn]
νn]
. This
Lagrangian was obtained for [2, 1]-fields in [36], for [p, 1]-fields in [37] and, for the
general case of [p, q]-fields, in [25].
The quadratic action
S0[φ] =
∫
dnxL(∂φ) (5.1.1)
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is invariant under gauge transformations with gauge parameters α(1,0) and α(0,1) that
have respective symmetries [p−1, q] and [p, q−1] . In the same manner as for p-forms,
these gauge transformations are reducible, their order of reducibility growing with p.
We identify the gauge field φ with α(0,0), the zeroth order parameter of reducibility.
The gauge transformations and their reducibilities are1
δα
(i,j)
µ[p−i]|ν[q−j]
= ∂[µ1α
(i+1,j)
µ2...µp−i]| ν[q−j]
(5.1.2)
+ bi,j
(
α
(i,j+1)
µ[p−i]| [ν[q−j−1],νq−j ]
+ ai,j α
(i,j+1)
ν[q−j][µq−j+1...µp−i|µ[q−j−1],µq−j ]
)
where i = 0, ..., p− q and j = 0, ..., q . The coefficients ai,j and bi,j are given by
ai,j =
(p− i)!
(p− i− q + j + 1)! (q − j)!
, bi,j = (−)
i (p− q + j + 2)
(p− i− q + j + 2)
.
To the above formulae, we must add the convention that, for all j , α(p−q+1,j) =
0 = α(j,q+1) . The symmetry properties of the parameters α(i,j) are those of Young
diagrams with two columns of lengths p− i and q − j :
α
(i,j)
µ1...µp−i|ν1...νq−j
= α
(i,j)
[µ1...µp−i]|ν1...νq−j
= α
(i,j)
µ1...µp−i|[ν1...νq−j ]
,
α
(i,j)
[µ1...µp−i|µp−i+1]ν2...νq−j
= 0 . (5.1.3)
More details on the reducibility parameters α
(i,j)
µ1...µp−i| ν1...νq−j
will be given in Section
5.2.1.
The fundamental gauge-invariant object is the field strength or curvature K ,
which is the [p + 1, q + 1]-tensor defined as the double curl of the gauge field:
Kµ1...µp+1| ν1...νq+1 ≡ ∂[µ1φµ2...µp+1] | [ν1...νq , νq+1] .
By definition, it satisfies the Bianchi (BII) identities
∂[µ1Kµ2...µp+2]| ν1...νq+1 = 0 , Kµ1...µp+1 | [ν1...νq+1,νq+2] = 0 . (5.1.4)
Its vanishing implies that φµ1...µp|ν1...νq is pure gauge [17].
The most general gauge-invariant object depends on the field φµ1...µp|ν1...νq and its
derivatives only through the curvature K and its derivatives.
5.1.2 Equations of motion
The equations of motion are expressed in terms of the field strength:
Gµ1...µp|ν1...νq ≡
δL
δφ
ν1...νq
µ1...µp|
=
1
(p+ 1)!q!
δ
[ρ1...ρq+1µ1...µp]
[ν1...νqσ1...σp+1]
Kσ1...σp+1|ρ1...ρq+1 ≈ 0 ,
1We introduce the short notation µ[p] ≡ [µ1 . . . µp] . A comma stands for a derivative: α,ν ≡ ∂να.
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where a weak equality “≈” means “equal on the surface of the solutions of the equa-
tions of motion”. This is a generalization of the vacuum Einstein equations, linearized
around the flat background. Taking successive traces of the equations of motion, one
can show that they are equivalent to the tracelessness of the field strength
ησ1ρ1Kσ1...σp+1| ρ1...ρq+1 ≈ 0 . (5.1.5)
This equation generalizes the vanishing of the Ricci tensor (in the vacuum), and is
nontrivial only when p + q + 2 ≤ n. Together with the “Ricci equation” (5.1.5), the
Bianchi identities (5.1.4) imply [16]
∂σ1Kσ1...σp+1| ρ1...ρq+1 ≈ 0 ≈ ∂
ρ1Kσ1...σp+1| ρ1...ρq+1 . (5.1.6)
The gauge invariance of the action is equivalent to the divergenceless of the tensor
Gµ[p]|ν[q], that is, the latter satisfies the Noether identities
∂σ1Gσ1...σp+1| ρ1...ρq+1 = 0 = ∂
ρ1Gσ1...σp+1| ρ1...ρq+1 . (5.1.7)
These identities are a direct consequence of the Bianchi ones (5.1.4). The Noether
identities (5.1.7) ensure that the equations of motion can be written as
0 ≈ Gµ1...µp| ν1...νq = ∂αH
αµ1...µp| ν1...νq ,
where
Hαµ1...µp|ν1...νq =
1
(p+ 1)!q!
δ
[ρ1...ρqαµ1...µp]
[ν1...νqβσ1...σp]
∂[βφσ1...σp]|ρ1...ρq .
The symmetries of the tensor H correspond to the Young diagram [p + 1, q] . This
property will be useful in the computation of the local BRST cohomology.
5.2 BRST construction
In this section, we apply the rules of Section 4.2 to build the field-antifield formulation
of the theory of free [p, q]-fields. We introduce the new fields and antifields in Section
5.2.1, and the BRST transformation in Section 5.2.2.
5.2.1 BRST spectrum
According to the general rules of the field-antifield formalism, we associate with each
gauge parameter α(i,j) a ghost, and then with any field (including ghosts) a corre-
sponding antifield of opposite Grassmann parity. More precisely, the spectrum of
fields (including ghosts) and antifields is given by
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• the fields: A(i,j)
µ[p−i]| ν[q−j]
, where A(0,0) is identified with φ ;
• the antifields: A∗(i,j) µ[p−i]| ν[q−j] ,
where i = 0, ..., p − q and j = 0, ..., q . The symmetry properties of the fields
A
(i,j)
µ[p−i]| ν[q−j]
and antifields A∗(i,j) µ[p−i]| ν[q−j] are those of Young diagrams with two
columns of lengths p − i and q − j . With each field and antifield are associated
a pureghost number and an antifield number. The pureghost number is given by i+ j
for the fields A(i,j) and 0 for the antifields, while the antifield number is 0 for the
fields and i + j + 1 for the antifields A∗(i,j) . The Grassmann parity is given by the
pureghost number, resp. the antifield number, modulo 2 for fields and antifields. All
this is summarized in Table 5.1.
Young pureghost antifield Parity
A(i,j) [p− i, q − j] i+ j 0 i+ j
A∗(i,j) [p− i, q − j] 0 i+ j + 1 i+ j + 1
Table 5.1: Symmetry, pureghost number, antifield number and parity of the
(anti)fields.
One can visualize the whole BRST spectrum in vanishing antifield number as well
as the procedure that gives all the ghosts starting from φµ[p] | ν[q] on Figure 5.1, where
the pureghost number increases from top down, by one unit at each line. The fields
are represented by the Young diagram corresponding to their symmetry.
At the top of Figure 5.1 lies the gauge field φµ[p] | ν[q] with pureghost number zero.
At the level below, one finds the pureghost number one gauge parameters A
(1,0)
µ[p−1]| ν[q]
and A
(0,1)
µ[p]| ν[q−1]
whose respective symmetries are obtained by removing a box in the
first (resp. second) column of the Young diagram [p, q] corresponding to the gauge
field φµ[p] | ν[q] .
1 1
q
p
−→
1 1
q
⊕
1 1
p
.
φ[p,q] A
(1,0)
[p−1,q] A
(0,1)
[p,q−1]
The rules that give the (i+ 1)-th generation ghosts from the i-th generation ones
can be found in [17, 39]. In short, the Young diagrams of the ghosts are obtained by
removing boxes from the Young diagrams of the ghosts with lower pureghost number,
with the rule that one is not allowed to remove two boxes from the same row.
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Figure 5.1: Antifield-zero BRST spectrum of [p, q]−type gauge field.
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Some ghosts that play a particular role arise at pureghost level p − q, q and p.
They correspond to the edges of the figure.
In pureghost number p− q, the set of ghosts contains A(p−q,0)µ[q]ν[q] ∼ [q, q] . The Young
diagram corresponding to the latter ghost is obtained by removing p− q boxes from
the first column of [p, q]. Removing any box from this diagram yields [q, q − 1].
At the pureghost level q, one finds the p-form ghost A
(0,q)
µ[p] ∼ [p , 0] , obtained from
the field by removing all the boxes of the second column of [p, q] in order to empty it
completely. For this ghost there is also only one way to remove a box.
The procedure terminates at pureghost number p with the q-form ghost
A
(p−q,q)
µ[q] ∼ [q, 0] . There are no ghosts Aµ[r]|ν[s] with r, s < q , since it would mean that
two boxes from a same row would have been removed from [p, q].
The antifield sector has exactly the same structure as the ghost sector of Figure
5.1, where each ghost A(i,j) is replaced by its antifield A∗(i,j).
5.2.2 BRST-differential
The BRST-differential s of the free theory (5.1.1), (5.1.2) is generated by the func-
tional
W0 = S0[φ] +
∫
dnx
[ p−q∑
i=0
q∑
j=0
(−)i+j A∗(i,j) µ1...µp−i| ν1...νq−j
×(∂[µ1A
(i+1,j)
µ2...µp−i]| ν1...νq−j
− bi+1,j A
(i,j+1)
µ1...µp−i| [ν1...νq−j−1,νq−j ]
)
]
,
with the convention that A(p−q+1,j) = A(i,q+1) = A∗(−1,j) = A∗(i,−1) = 0 . More
precisely, W0 is the generator of the BRST-differential s of the free theory through
sA = (W0, A) ,
where the antibracket ( , ) is defined by Eq.(4.2.23). The functional W0 is a solution
of the master equation
(W0,W0) = 0 .
The BRST-differential s decomposes into s = γ+δ . The first piece γ , the differential
along the gauge orbits, increases the pureghost number by one unit, whereas the
Koszul-Tate differential δ decreases the antifield number by one unit. These gradings
are related to the ghost number by
gh = pureghost− antifield .
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The action of γ and δ on the fields and antifields is zero, except in the following cases:
γA
(i,j)
µ[p−i]| ν[q−j]
= ∂[µ1A
(i+1,j)
µ2...µp−i]| ν[q−j]
+ bi,j
(
A
(i,j+1)
µ[p−i]| [ν[q−j−1],νq−j ]
+ ai,jA
(i,j+1)
ν[q−j][µq−j+1...µp−i|µ[q−j−1],µq−j ]
)
δA∗(0,0) µ[p]| ν[q] = Gµ[p]| ν[q]
δA∗(i,j) µ[p−i]| ν[q−j] = (−)i+j
(
∂σA
∗(i−1,j) σµ[p−i]| ν[q−j]
−
1
p− i+ 1
∂σA
∗(i−1,j) ν1µ[p−i]|σν2...νq−j
)
+(−)i+j+1bi+1,j−1∂σA
∗(i,j−1) µ[p−i]| ν[q−j]σ ,
where the last equation holds only for (i, j) different from (0, 0).
One can check that
δ2 = 0 , δγ + γδ = 0 , γ2 = 0 . (5.2.8)
For later computations, it is useful to define a unique antifield for each antifield
number:
C
∗ µ1...µq| ν1...νj
p+1−j =
j∑
k=0
ǫk,jA
∗(p−q−j+k,q−k) µ1...µq[νk+1...νj | ν1...νk]
for 0 ≤ j ≤ p , and, in antifield number zero, the following specific combination of
single derivatives of the field
C
∗ µ1...µq | ν1...νp+1
0 = ǫq,p+1H
µ1...µq [νq+1...νp+1| ν1...νq] ,
where ǫk,j vanishes for k > q and for j−k > p− q , and is given in the other cases by:
ǫk,j = (−)
pk+j(k+p+q)+
k(k+1)
2
(kp+1) (
k
j )
(kq)
where (mn ) are the binomial coefficients (n ≥ m). Some properties of the new variables
C∗k are summarized in Table 5.2.
Young diagram pureghost antifield Parity
C∗k [q]⊗ [p+ 1− k]− [p+ 1]⊗ [q − k] 0 k k
Table 5.2: Young diagram, pureghost number, antifield number and parity of the
antifields C∗k .
The symmetry properties of C∗k are denoted by
[q]⊗ [p + 1− k] − [p + 1]⊗ [q − k]
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which means that this field has the symmetry properties corresponding to the tensor
product of a column [q] by a column [p + 1 − k] from which one should substract
(when k ≤ q) all the Young diagrams appearing in the tensor product [p+1]⊗ [q−k].
The antifields C
∗ µ[q]| ν[p+1−k]
k have been defined in such a way that they obey the
following relations:
δC
∗ µ1...µq | ν1...νj
p+1−j = ∂σC
∗ µ1...µq | | ν1...νjσ
p−j for 0 ≤ j ≤ p ,
δC
∗ µ1...µq | ν1...νp+1
0 = 0 . (5.2.9)
We further define the inhomogeneous form
H˜µ1...µq ≡
p+1∑
j=0
C
∗n−j µ1...µq
p+1−j ,
where
C
∗n−j µ1...µq
p+1−j ≡ (−)
jp+
j(j+1)
2
1
j!(n− j)!
C
∗ µ1...µq | ν1...νj
p+1−j ǫν1...νndx
νj+1 . . . dxνn .
Then, as a consequence of Eqs.(5.2.9), any polynomial P (H˜) in H˜µ1...µq satisfies
(δ + d)P (H˜) = 0 . (5.2.10)
The polynomial H˜ is not invariant under gauge transformations. It is therefore
useful to introduce another polynomial, H˜ , with an explicit x-dependence, that is
invariant. H˜ is defined by
H˜µ[q] ≡
p+1∑
j=1
C∗n−p−1+jj µ[q] + a˜ ǫ[µ[q]σ[p+1]τ[n−p−q−1]]K
q+1σ[p+1]xτ1dxτ2 . . . dxτn−p−q−1 ,
where a˜ = (−)
p(p−1)+q(q−1)
2
1
q!q!(p+q+1)!(p+1−q)!(n−p−q−1)! . One can check that H˜ = H˜ +
dmn−p−20 for some m
n−p−2
0 . This fact has the consequence that polynomials in H˜ also
satisfy (δ + d)P (H˜) = 0.
5.3 Cohomology of γ
We hereafter give the content of H(γ), i.e. the space of solutions of γa = 0 modulo
trivial coboundaries of the form γb. Subsequently, we explain the procedure that we
followed in order to obtain that result.
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Theorem 5.1. The cohomology of γ is isomorphic to the space of functions depending
on
• the antifields and their derivatives [A∗(i,j)] ,
• the curvature and its derivatives [K] ,
• the p -th generation ghost A(p−q,q) and
• the curl D0µ1...µp+1 ≡ (−)
q∂[µ1A
(0,q)
µ2...µp+1]
of the q -th generation ghost A(0,q).
H(γ) ≃
{
f
(
[A∗(i,j)], [K], A(p−q,q), D0µ1...µp+1
)}
.
Proof : The antifields and all their derivatives are annihilated by γ . Since they
carry no pureghost degree by definition, they cannot be equal to the γ -variation of
any quantity. Hence, they obviously belong to the cohomology of γ .
To compute the γ -cohomology in the sector of the field, the ghosts and all their
derivatives, we split the variables into three sets of independent variables obeying
respectively γuℓ = vℓ , γvℓ = 0 and γwi = 0 . The variables uℓ and vℓ form so-called
“contractible pairs” and the cohomology of γ is therefore generated by the variables
wi (see e.g. [116], Theorem 8.2).
We decompose the spaces spanned by the derivatives ∂µ1...µkA
(i,j) , k ≥ 0 , 0 ≤ i ≤
p − q , 0 ≤ j ≤ q , into irreps of GL(n,R) and use the structure of the reducibility
conditions (see Figures 2. and 3.) in order to group the variables into contractible
pairs.
A(i,j−1)
d{2}
_
_
_
A(i−1,j)
d{1}
?
?
?
A(i,j)
d{2} _
_
_
_
A(i,j)
d{1}
?
?
? d{2}
_
_
_
d{2}
_
_
_
_
A(i+1,j) A(i,j+1)
Figure 2 Figure 3
We use the differential operators d{i} , i = 1, 2, ... (see [17] for a general definition)
that act, for instance on Young-symmetry type tensor fields T[2,1], as follows:
T ∼ −→
d{1}
∂
, −→
d{2} ∂
, −→
d{3}
∂ , etc.
For fixed i and j the set of ghosts A(i,j) and all their derivatives decompose into
four types of independent variables:
[A(i,j)] ←→ OA(i,j+1) , Od{1}A(i,j+1) , Od{2}A(i,j+1) , Od{1}d{2}A(i,j+1)
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where O denotes any operator of the type
∏
m≥3 d
{m} or the identity.
Different cases arise depending on the position of the field A(i,j) in Figure 1. We
have to consider fields that sit in the interior, on a border or at a corner of the
diagram.
• Interior
In this case, all the ghosts A(i,j) and their derivatives form uℓ or vℓ variables.
The general relations involving γ to have in mind are (for any k, l, provided the
A’s are nonvanishing):
γA(k,l) ∝
[
d{1}A(k+1,l) + d{2}A(k,l+1)
]
,
γ
[
d{1}A(k+1,l) + d{2}A(k,l+1)
]
= 0 ,
γ
[
d{1}A(k+1,l) − d{2}A(k,l+1)
]
∝ d{1}d{2}A(k+1,l+1) ,
γ
[
d{1}d{2}A(k+1,l+1)] = 0 ,
and that O commutes with γ. [Note that the linear combinations of
d{1}A(k+1,l) and d{2}A(k,l+1) are schematic, we essentially mean two linearly inde-
pendent combinations of these terms that satisfy the above relations.] According
to these relations, the following couples form contractible pairs uℓ ↔ vℓ:
OA(i,j) ↔ O
[
d{1}A(i+1,j) + d{2}A(i,j+1)] )
O
[
d{1}A(i,j) − d{2}A(i−1,j+1)] ↔ Od{1}d{2}A(i,j+1)
O
[
d{1}A(i+1,j−1) − d{2}A(i,j)] ↔ Od{1}d{2}A(i+1,j)
O
[
d{1}A(i,j−1) − d{2}A(i−1,j)] ↔ Od{1}d{2}A(i,j)
Consequently, one can perform a change of variable within the sets [A(k,l)],
mixing Od{1}A(k,l) and Od{2}A(k−1,l+1), so that the ghosts A(i,j) in the interior
and all their derivatives do not appear in H(γ) .
• Lowest corner
On the one hand, we have γA
(p−q,q)
[q,0] = 0 . As the operator γ introduces a
derivative, A
(p−q,q)
[q,0] cannot be γ-exact. As a result, A
(p−q,q)
[q,0] is a w
i-variable and
thence belongs to H(γ) . On the other hand, we find ∂νA
(p−q,q)
µ1...µq = γ
[
A
(p−q−1,q)
νµ1...µq +
(−)p−q q
p+1
A
(p−q,q−1)
µ1...µq | ν
]
, which implies that all the derivatives of A(p−q,q) do not
appear in H(γ) .
• Border
If a ghost A(i,j) stands on a border of Figure 1, it means that either (i) its
reducibility relation involves only one ghost (see e.g. Fig. 2), or (ii) there exists
only one field whose reducibility relation involves A(i,j) (see e.g. Fig. 3):
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(i) Suppose A(i,j) stands on the left-hand (lower) edge of Figure 1. We have
the relations
γA(i,j) ∝ d{2}A(i,j+1) , γ
[
d{2}A(i,j+1)
]
= 0 ,
γ
[
d{1}A(i,j)
]
∝ d{1}d{2}A(i,j+1) , γ
[
d{1}d{2}A(i,j+1)
]
= 0 ,
γA(i,j−1) ∝ d{2}A(i,j) , γ
[
d{2}A(i,j)
]
= 0 ,
so that the corresponding sets [A(i,j)] on the left-hand edge do not con-
tribute to H(γ). We reach similar conclusion if A(i,j) lies on the right-hand
(lower) border of Figure 1, substituting d{1} for d{2} when necessary.
(ii) Since, by assumption, A(i,j) does not sit in a corner of Fig. 1 (but on
the higher left-hand or right-hand border), its reducibility transformation
involves two ghosts, and we proceed as if it were in the interior. The only
difference is that Od{1}d{2}A(i,j) will be equal to either γOd{1}A(i,j−1) or
γOd{2}A(i−1,j) , depending on whether the field above A(i,j) is A(i−1,j) or
A(i,j−1) .
• Left-hand corner
In this case, the ghost A(i,j) is characterized by a rectangular-shape Young
diagram (it is the only one with this property). Its reducibility transforma-
tion involves only one ghost and there exists only one field whose reducibility
transformation involves A(i,j) . Because of its symmetry properties, d{2}A(i,j) ∼
d{1}A(i,j) . Better, d{2} is not well-defined on A(i,j) , it is only well-defined
on d{1}A(i,j) . Therefore, the derivatives ∂µ1...µkA
(i,j) decompose into OA(i,j) ,
Od{1}A(i,j) and Od{1}d{2}A(i,j) . The first set OA(i,j) and the second set
Od{1}A(i,j) form uℓ-variables associated withOd{2}A(i,j+1) andOd{1}d{2}A(i,j+1)
respectively. The third one forms vℓ-variables with Od{2}A(i−1,j) .
• Top corner
In the case where A(i,j) is the gauge field, we proceed exactly as in the “In-
terior” case, except that the variables Od{1}d{2}A(i,j) = 0 are not grouped
with any other variables any longer. They constitute true wi-variables and
are thus present in H(γ) . Recalling the definition of the curvature K , we have
Od{1}d{2}A(i,j) ∝ [K] .
• Right-hand corner
In this case, the field A(i,j) is the p-form ghost A
(0,q)
[p] . We have the (u, v)-pairs
(A(0,q), d{1}A(1,q)) , (Od{2}A(0,q),Od{1}d{2}A(1,q)) and
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(Od{1}A(0,q−1),Od{1}d{2}A(0,q)) . The derivative d{1}A(0,q)[p] ∝ D
0
[p+1] is a w
i-
variable since it is invariant and no other variable ∂µ1...µkA
(i,j) possesses the
same symmetry.
✷
Let us recall (Section 4.2.7) that the polynomials α([K], [A∗]) in the curvature, the
antifields and all their derivatives are called “invariant polynomials”. Furthermore, let{
ωI
(
A(p−q,q), D0
)}
be a basis of the algebra of polynomials in the variables A
(p−q,q)
[µ1...µq]
and D0[µ0...µp]. Any element of H(γ) can be decomposed in this basis, hence for any
γ-cocycle α
γα = 0 ⇔ α = αI([K], [Φ
∗]) ωI
(
A(p−q,q), D0
)
+ γβ (5.3.11)
where the αI are invariant polynomials. Moreover, αIω
I is γ-exact if and only if all
the coefficients αI are zero
αIω
I = γβ, ⇔ αI = 0, for all I. (5.3.12)
We will denote by N the algebra generated by all the ghosts and the non-invariant
derivatives of the field φ. The entire algebra of the fields and antifields is then
generated by the invariant polynomials and the elements of N .
5.4 Invariant Poincare´ lemma
The space of invariant local forms is the space of (local) forms that belong to H(γ).
The algebraic Poincare´ lemma (Theorem 4.2) tells us that any closed form is exact2.
However, if the form is furthermore invariant, it is not guaranteed that the form is
exact in the space of invariant forms. The following lemma tells us more about this
important subtlety, in a limited range of form degree.
Lemma 5.1 (Invariant Poincare´ lemma in form degree k < p + 1). Let αk be
an invariant local k-form, k < p + 1 .
If dαk = 0 , then αk = Q(Kq+1µ1...µp+1) + dβ
k−1 ,
where Q is a polynomial in the (q + 1)-forms
Kq+1µ1...µp+1 ≡ Kµ1...µp+1| ν1...νq+1dx
ν1 . . . dxνq+1 ,
and βk−1 is an invariant local form.
A closed invariant local form of form-degree k < n and of strictly positive antifield
number is always exact in the space of invariant local forms.
The proof is directly inspired from the one given in [121] (Theorem 6).
2except for the constants, which are closed without being exact, and the topforms, which are
closed but not necessarily exact.
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5.4.1 Beginning of the proof of the invariant Poincare´
lemma
The second statement of the lemma (i.e. the case antifield(αk) 6= 0) is part of a
general theorem (see e.g. [122]). It will not be reviewed here. Let us stress that it
holds for any form-degree except the maximal degree n.
We will thus assume that antifield(αk) = 0, and prove the first part of Lemma
5.1 by induction:
Induction basis: For k = 0, the invariant Poincare´ lemma is trivially satisfied:
dα0 = 0 implies that α0 is a constant by the usual Poincare´ lemma.
Induction hypothesis: The lemma holds in form degree k′ such that 0 ≤ k′ < k .
Induction step: We will prove in the sequel that under the induction hypothesis,
the lemma holds in form degree k.
Because dαk = 0 and γαk = 0, we can build a descent as follows
dαk = 0⇒ αk = dak−1,0 (5.4.13)
0 = γak−1,0 + dak−2,1 (5.4.14)
...
0 = γak−j,j−1 + dak−j−1,j (5.4.15)
0 = γak−j−1,j , (5.4.16)
where ar,i is a r-form of pureghost number i . The pureghost number of ar,i
lies in the range 0 ≤ i ≤ k − 1 . Of course, since we assume k < p + 1 , we
have i < p . The descent stops at Eq.(5.4.16) either because k − j − 1 = 0 or
because ak−j−1,j is invariant. The case j = 0 is trivial since it gives immediately
αk = dβk−1 , where βk−1 ≡ ak−1,0 is invariant. Accordingly, we assume from
now on that j > 0 .
Since we are dealing with a descent, it is helpful to introduce one of its building
blocks, which is the purpose of the next subsection. We will complete the
induction step in Section 5.4.3.
5.4.2 A descent of γ modulo d
Let us define the following differential forms built up from the ghosts
Dlµ1...µp+1 ≡ (−)
l(q+1)+q∂[µ1A
(0,q−l)
µ2...µp+1]| ν1...νl
dxν1 . . . dxνl ,
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for 0 ≤ l ≤ q . It is easy to show that these fields verify the following descent:
γ(D0µ1...µp+1) = 0 , (5.4.17)
γ(Dl+1µ1...µp+1) + dD
l
µ1...µp+1
= 0 , 0 ≤ l ≤ q − 1 ,
dDqµ1...µp+1 = K
q+1
µ1...µp+1
. (5.4.18)
It is convenient to introduce the inhomogeneous form
Dµ1...µp+1 =
q∑
l=0
Dlµ1...µp+1
because it satisfies a so-called “Russian formula”
(γ + d)Dµ1...µp+1 = K
q+1
µ1...µp+1
, (5.4.19)
which is a compact way of writing the descent (5.4.17)–(5.4.18).
Let ω(s,m) be a homogeneous polynomial of degree s in K and of degree m in D.
Its decomposition is
ω(s,m)(K,D) = ω
s(q+1)+mq,0 + ... + ωs(q+1)+j,mq−j + ... + ωs(q+1),mq
where ωs(q+1)+j,mq−j has form degree s(q+1)+ j and pureghost number mq− j. Due
to Eq.(5.4.19), the polynomial satisfies
(γ + d)ω(s,m) = K
q+1
µ1...µp+1
∂Lω(s,m)
∂Dµ1...µp+1
, (5.4.20)
the form degree decomposition of which leads to the descent
γ(ωs(q+1),mq) = 0 ,
γ(ωs(q+1)+j+1,mq−j−1) + dωs(q+1)+j,mq−j = 0 , 0 ≤ j ≤ q − 1
γ(ωs(q+1)+q+1,(m−1)q−1) + dωs(q+1)+q,(m−1)q = Kq+1µ1...µp+1
[ ∂Lω
∂Dµ1...µp+1
]s(q+1),(m−1)q
(5.4.21)
where [ ∂ω
∂D
]s(q+1),(m−1)q denotes the component of form degree s(q + 1) and pureghost
equal to (m−1)q of the derivative ∂ω
∂D
. This component is the homogeneous polynomial
of degree m− 1 in the variable D0,[ ∂ω
∂Dµ1...µp+1
]s(q+1),(m−1)q
=
∂ω
∂Dµ1...µp+1
|D=D0 .
The right-hand side of Eq.(5.4.21) vanishes if and only if the right-hand side of
Eq.(5.4.20) does.
Two cases arise depending on whether the r.h.s. of Eq.(5.4.20) vanishes or not.
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• The r.h.s. of Eq.(5.4.20) vanishes: then the descent is said not to be obstructed
in any strictly positive pureghost number and goes all the way down to the
bottom equations
γ(ωs(q+1)+mq,0) + dωs(q+1)+mq+1,1 = 0 , 0 ≤ j ≤ q − 1
d(ωs(q+1)+mq,0) = 0 .
• The r.h.s. of Eq.(5.4.20) is not zero : then the descent is obstructed after q
steps. It is not possible to find an ω˜s(q+1)+q+1,(m−1)q−1 such that
γ(ω˜s(q+1)+q+1,(m−1)q−1) + dωs(q+1)+q,(m−1)q = 0 ,
because the r.h.s. of Eq.(5.4.21) is an element of H(γ). This element is called
the obstruction to the descent. One also says that this obstruction cannot be
lifted more than q times, and ωs(q+1),mq is the top of the ladder (in this case it
must be an element of H(γ)).
This covers the general type of ladder (descent as well as lift) that do not contain the
p -th generation ghost A(p−q,q).
5.4.3 End of the proof of the invariant Poincare´ lemma
As j < p, Theorem 5.1 implies that the equation (5.4.16) has nontrivial solutions only
when j = mq for some integer m
ak−mq−1,mq =
∑
I
αk−mq−1I ω
0,mq
I , (5.4.22)
up to some γ-exact term. The αk−mq−1I ’s are invariant forms, and {ω
0,mq
I } is a basis
of polynomials of degree m in the variable D0. The ghost A(p−q,q) are absent since
the pureghost number is j = mq < p.
The equation (5.4.15) implies dαk−mq−1I = 0. Together with the induction hypoth-
esis, this implies
αk−mq−1I = PI(K
q+1
µ1...µp+1
) + dβk−j−2 , (5.4.23)
where the polynomials PI of order s are present iff k−mq−1 = s(q+1). Inserting the
expression (5.4.23) into Eq.(5.4.22) we find that, up to trivial redefinitions, ak−j−1,j
is a polynomial in Kq+1µ1...µp+1 and D
0
µ1...µp+1
.
From the analysis performed in Section 5.4.2, we know the two types of lifts that
such an ak−j−1,j can belong to. In the first case, ak−j−1,j can be lifted up to form
degree zero but the resulting ak vanishes. The second type of lift is obstructed after q
steps. Therefore, since j = mq , ak−j−1,j belongs to a descent of type (5.4.13)–(5.4.16)
only if j = q . Without loss of generality we can thus take ak−q−1q = P (K
q+1
µ1...µp+1
, D0)
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where P is a homogeneous polynomial with a linear dependence in D0 (since m = 1).
In such a case, it can be lifted up to Eq.(5.4.13). Furthermore, because ak−1,0 is
defined up to an invariant form βk−1,0 by the equation (5.4.14), the term dak−1,0 of
Eq.(5.4.13) must be equal to the sum
dak−1,0 = P (Kq+1, Kq+1)︸ ︷︷ ︸
≡Q(Kq+1µ1...µp+1)
+dβk−1,0
of a homogeneous polynomial Q in Kq+1 (the lift of the bottom) and a form d-exact
in the invariants.
5.5 General property of H(γ|d)
The cohomological space H(γ|d) is the space of equivalence classes of forms a such
that γa+ db = 0, identified by the relation a ∼ a′ ⇔ a′ = a+ γc+ df . We shall need
properties of H(γ|d) in strictly positive antifield number.
The second part of Lemma 5.1, in the particular case were one deals with d-closed
invariant forms that involve no ghosts (one considers only invariant polynomials), has
the following useful consequence on general γ-mod-d-cocycles with antifield > 0 , but
possibly pureghost 6= 0 .
Consequence of Lemma 5.1
If a has strictly positive antifield number (and involves possibly the ghosts), the
equation γa+ db = 0 is equivalent, up to trivial redefinitions, to γa = 0. That is,
γa+ db = 0,
antigh(a) > 0
}
⇔
{
γa′ = 0 ,
a′ = a + dc
. (5.5.24)
Thus, in antifield number > 0, one can always choose representatives of H(γ|d) that
are strictly annihilated by γ. For a proof, see [117, 119] or the proof of a similar
statement in the spin-3 case (Section 6.4).
5.6 Cohomology of δ modulo d : Hnk (δ| d)
In this section, we compute the cohomology of δ modulo d in top form-degree and
antifield number k, for k ≥ q . We will also restrict ourselves to k > 1 . The group
Hn1 (δ| d) describes the infinitely many conserved currents and will not be studied here.
Let us first recall that by the general theorem 4.6 of Section 4.2.7, since the theory
at hand has reducibility order p− 1,
Hnk (δ| d) = 0 for k > p+ 1 . (5.6.25)
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The computation of the cohomology groups Hnk (δ| d) for q ≤ k ≤ p + 1 follows
closely the procedure used for p-forms in [121]. It relies on the following proposition
and theorem:
Proposition 5.1. Any solution of δan + dbn−1 = 0 that is at least bilinear in the
antifields is necessarily trivial.
This is a trivial rewriting of Theorem 4.7.
Theorem 5.2. A complete set of representatives of Hnp+1(δ| d) is given by the anti-
fields C∗np+1µ1...µq , i.e.
δanp+1 + da
n−1
p = 0 ⇒ a
n
p+1 = λ
µ[q]C∗np+1µ[q] + δb
n
p+2 + db
n−1
p+1 ,
where the λ[µ1...µq ] are constants.
Note that representatives with an explicit x-dependence are not considered in the
latter theorem, because they would not lead to Poincare´-invariant deformations.
Proof : Candidates: any polynomial of antifield number p+ 1 can be written
anp+1 = Λ
[µ1...µq]C∗np+1 [µ1...µq ] + µ
n
p+1 + δb
n
p+2 + db
n−1
p+1 ,
where Λ does not involve the antifields and where µnp+1 is at least quadratic in the
antifields. The cocycle condition δanp+1 + da
n−1
p = 0 then implies
−Λ[µ1...µq ]dC∗n−1
p [µ1...µq ]
+ δ(µnp+1 + db
n−1
p+1) = 0 .
By taking the Euler-Lagrange derivative of this equation with respect to
C∗p [µ1...µq ]| ν , one gets the weak equation ∂
νΛ[µ1...µq ] ≈ 0 . Considering ν as a form
index, one sees that Λ belongs to H00 (d| δ). The isomorphism H
0
0 (d| δ)/R
∼= Hnn(δ| d)
(see [117]) combined with the knowledge of Hnn(δ| d)
∼= 0 (by Eq.(5.6.25)) implies
Λ[µ1...µq ] = λ[µ1...µq ] + δν
[µ1...µq ]
1 where λ
[µ1...µq ] is a constant. The term
δν
[µ1...µq ]
1 C
∗n
p+1 [µ1...µq ]
can be rewritten as a term at least bilinear in the antifields up
to a δ-exact term. Inserting anp+1 = λ
[µ1...µq]C∗np+1µ1...µq + µ
n
p+1+ δb
n
p+2 + db
n−1
p+1 into the
cocycle condition, we see that µnp+1 has to be a solution of δµ
n
p+1 + db
n−1 = 0 and is
therefore trivial by Proposition 5.1.
Nontriviality: It remains to show that the cocycles anp+1 = λC
∗n
p+1 are nontrivial.
Indeed one can prove that λC∗np+1 = δu
n
p+2 + dv
n−1
p+1 implies that λC
∗n
p+1 vanishes. It
is straightforward when unp+2 and v
n−1
p+1 do not depend explicitly on x: δ and d bring
in a derivative while λC∗np+1 does not contain any. If u and v depend explicitly on
x, one must expand them and the equation λC∗np+1 = δu
n
p+2 + dv
n−1
p+1 according to the
number of derivatives of the fields and antifields to reach the conclusion. Explicitly,
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unp+2 = u
n
p+2, 0 + . . . + u
n
p+2, l and v
n−1
p+1 = v
n−1
p+1, 0 + . . . + v
n−1
p+1, s. If s > l, the equation
in degree s + 1 reads 0 = d′vn−1p+1, s where d
′ does not differentiate with respect to
the explicit dependence in x. This in turn implies that vn−1p+1, s = d
′v˜n−1p+1, s−1 and can
be removed by redefining vn−1p+1 : v
n−1
p+1 → v
n−1
p+1 − dv˜
n−1
p+1, s−1. If l > s, the equation in
degree l + 1 is 0 = δunp+2, l and implies, together with the acyclicity of δ, that one
can remove unp+2, l by a trivial redefinition of u
n
p+2 . If l = s > 0, the equation in
degree l + 1 reads 0 = δunp+2, l + d
′vn−1p+1, l . Since there is no cohomology in antifield
number p+2, this implies that unp+2, l = δu¯
n
p+3, l−1+ d
′u˜n−1p+2, l−1 and can be removed by
trivial redefinitions: unp+2 → u
n
p+2−δu¯
n
p+3, l−1 and v
n−1
p+1 → v
n−1
p+1 −du˜
n−1
p+2, l−1 . Repeating
the steps above, one can remove all unp+2, l and v
n−1
p+1, s for l, s > 0 . One is left with
λC∗np+1 = δu
n
p+2,0+d
′vn−1p+1, 0 . The derivative argument used in the case without explicit
x-dependence now leads to the desired conclusion.
Theorem 5.3. The cohomology groups Hnk (δ| d) (k > 1) vanish unless k = n− r(n−
p−1) for some strictly positive integer r . Furthermore, for those values of k , Hnk (δ| d)
has at most one nontrivial class.
Proof : We already know that Hnk (δ| d) vanishes for k > p + 1 and that H
n
p+1(δ| d)
has one nontrivial class. Let us assume that the theorem has been proved for
all k’s strictly greater than K (with K < p + 1) and extend it to K. With-
out loss of generality we can assume that the cocycles of HnK(δ| d) take the form
(up to trivial terms) aK = λ
µ1...µp+1−K | ν1...νqC∗K ν1...νq|µ1...µp+1−K + µ, where λ does
not involve the antifields and µ is at least bilinear in the antifields. Taking the
Euler-Lagrange derivative of the cocycle condition with respect to C∗K−1 implies that
λp+1−Kν1...νq ≡ λµ1...µp+1−K | ν1...νqdx
µ1 . . . dxµp+1−K defines an element of Hp+1−K0 (d| δ). If λ
is d-trivial modulo δ, then it is straightforward to check that λC∗n−p−1+KK is trivial
or bilinear in the antifields. Using the isomorphism Hp+1−K0 (d| δ)
∼= Hnn−p−1+K(δ| d),
we see that λ must be trivial unless n− p− 1 +K = n− r(n− p− 1) , in which case
Hnn−p−1+K(δ| d) has one nontrivial class. Since K = n − (r + 1)(n− p− 1) is also of
the required form, the theorem extends to K.
Theorem 5.4. Let r be a strictly positive integer. A complete set of representatives
of Hnk (δ| d) (k = n − r(n − p − 1) ≥ q) is given by the terms of form-degree n in
the expansion of all possible homogeneous polynomials P (H˜) of degree r in H˜ (or
equivalently P (H˜) of degree r in H˜).
Proof : It is obvious from the definition of H˜ and from Eq.(5.2.10) that the term of
form-degree n in P (r)(H˜) has the right antifield number and is a cocycle of Hnk (δ| d).
Furthermore, as H˜ = H˜ + d(. . .), P (r)(H˜) belongs to the same cohomology class as
P (r)(H˜) and can as well be chosen as a representative of this class. To prove the
theorem, it is then enough, by Theorem 5.3, to prove that the cocycle P (r)(H˜)| nk is
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nontrivial. The proof is by induction: we know the theorem to be true for r = 1 by
Theorem 5.2, supposing that the theorem is true for r − 1, (i.e. [P (r−1)(H˜)]nk+n−p−1
is not trivial in Hnk+n−p−1(δ|d)) we prove that [P
(r)(H˜)]nk is not trivial either.
Let us assume that [P (r)(H˜)]nk is trivial: [P
(r)(H˜)]nk = δ(uk+1d
nx) + dvn−1k . We
take the Euler-Lagrange derivative of this equation with respect to C∗k,µ[q]|ν[p+1−k]. For
k > q, it reads:
αµ[q]| ν[p+1−k] = (−)
kδ(Z1 µ[q]| ν[p+1−k])− Z0 µ[q]| [ν[p−k],νp+1−k] , (5.6.26)
where
αµ[q]| ν[p+1−k]d
nx ≡
δL[P (r)(H˜)]nk
δC
∗ µ[q]| ν[p+1−k]
k
,
Zk+1−j µ[q]| ν[p+1−j] ≡
δLuk+1
δC
∗ µ[q]| ν[p+1−j]
j
, for j = k, k + 1 .
For k = q, there is an additional term:
αµ[q]| ν[p+1−q] = (−)
qδ(Z1 µ[q]| ν[p+1−q])
−(Z0 µ[q]| [ν[p−q],νp+1−q] − Z0 [µ[q]| ν[p−q],νp+1−q]) . (5.6.27)
The origin of the additional term lies in the fact that C
∗ µ[q]| ν[p+1−q]
q does not possess
all the irreducible components of [q] ⊗ [p + 1 − q] : the completely antisymmetric
component [p + 1] is missing. Taking the Euler-Lagrange derivative with respect to
this field thus involves projecting out this component.
We will first solve the equation (5.6.26) for k > q, then come back to Eq.(5.6.27)
for k = q.
Explicit computation of αµ[q]| ν[p+1−k] for k > q yields:
αµ[q]| ν[p+1−k] = [H˜
ρ1
[q]]0, σ1
[n−p−1]
. . . [H˜
ρr−1
[q] ]0, σr−1
[n−p−1]
aµ[q]|ρ1[q]|...|ρ
r−1
[q]
δ
[σ1
[n−p−1]
...σr−1
[n−p−1]
]
ν[p+1−k] ,
where a is a constant tensor and the notation [A]k, ν[p] means the coefficient Ak, ν[p],
with antifield number k, of the p-form component of A =
∑
k,lAk, ν[l]dx
ν1 . . . dxνl.
Considering the indices ν[p+1−k] as form indices, Eq.(5.6.26) reads:
αp+1−kµ[q] = [H˜
ρ1
[q] ]n−p−10 . . . [H˜
ρr−1
[q] ]n−p−10 aµ[q]|ρ1[q]|...|ρ
r−1
[q]
=
[ (r−1)∏
i=1
H˜ρ
i
[q]
]p+1−k
0
aµ[q]|ρ1[q]|...|ρ
r−1
[q]
= (−)kδ(Zp+1−k1 µ[q] ) + (−)
p−k+1dZp−k0 µ[q] .
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The latter equation is equivalent to
[ (r−1)∏
i=1
H˜
ρi
[q]
]n
n−p−1+k
aµ[q]|ρ1[q]|...|ρ
r−1
[q]
= δ(. . .) + d(. . .) ,
which contradicts the induction hypothesis. The assumption that [P (r)(H˜)]nk is trivial
is thus wrong, which proves the theorem for k > q.
The philosophy of the resolution of Eq.(5.6.27) for k = q goes as follows [74]: first,
one has to constrain the last term of Eq.(5.6.27) in order to get an equation similar
to the equation (5.6.26) treated previously, then one solves this equation in the same
way as for k > q.
Let us constrain the last term of Eq.(5.6.27). Eq.(5.6.27) and explicit computation
of αµ[q]| ν[p+1−k] imply
∂[νp+1−qαµ[q]| ν[p−q]]λ = (−)
qδ(∂[νp+1−qZ1 µ[q]| ν[p−q]]λ)− b ∂[νp+1−qZ0 µ[q]| ν[p−q]],λ
≈ b ∂λ([H˜
ρ1
[q]]0, σ1
[n−p−1]
. . . [H˜
ρr−1
[q] ]0, σr−1
[n−p−1]
δ
[σ1
[n−p−1]
...σr−1
[n−p−1]
]
[ν[p+1−k]
×aµ[q]]|ρ1[q]|...|ρ
r−1
[q]
)
where b = q
(p+1)(p+1−q) . By the isomorphism H
0
0 (d|δ)/R
∼= Hnn (δ|d)
∼= 0 , the latter
equation implies
Z0 [µ[q]| ν[p−q],νp+1−q] ≈ −[H˜
ρ1
[q] ]0, σ1
[n−p−1]
. . . [H˜ρ
r−1
[q] ]0, σr−1
[n−p−1]
×aµ[q]|ρ1[q]|...|ρ
r−1
[q]
δ
[σ1
[n−p−1]
...σr−1
[n−p−1]
]
ν[p+1−k]
(the constant solutions are removed by considering the equation in polynomial degree
r − 1 in the fields and antifields.). Inserting this expression for
Z0 [µ[q]| ν[p−q],νp+1−q] into Eq.(5.6.27) and redefining Z1 in a suitable way yields
Eq.(5.6.26) for k = q. The remaining of the proof is then the same as for k > q.
These theorems give us a complete description of all the cohomology group
Hnk (δ| d) for k ≥ q (with k > 1 ).
5.7 Invariant cohomology of δ modulo d
In this section, we compute the set of invariant solutions ank (k ≥ q) of the equation
δank + db
n−1
k−1 = 0, up to trivial terms a
n
k = δb
n
k+1 + dc
n−1
k , where b
n
k+1 and c
n−1
k are in-
variant. This space of solutions is the invariant cohomology of δ modulo d, H invk (δ| d).
We first compute representatives of all the cohomology classes of H invk (δ| d), then we
sort out the cocycles without explicit x-dependence.
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Theorem 5.5. For k ≥ q, a complete set of invariant solutions of the equation
δank + db
n−1
k−1 = 0 is given by the polynomials in the curvature K
q+1 and in H˜ (modulo
trivial solutions):
δank + db
n−1
k−1 = 0⇒ a
n
k = P (K
q+1, H˜)| nk + δµ
n
k+1 + dν
n−1
k ,
where µnk+1 and ν
n−1
k are invariant forms.
Proof : From the previous section, we know that for k ≥ q the general solution
of the equation δank + db
n−1
k−1 = 0 is a
n
k = Q(H˜)|
n
k + δm
n
k+1 + dn
n−1
k where Q(H˜) is a
homogeneous polynomials of degree r in H˜ (it exists only when k = n− r(n−p−1)).
Note that mnk+1 and n
n−1
k are not necessarily invariant. However, one can prove the
following theorem (the lengthy proof of which is provided in the appendix D.1):
Theorem 5.6. Let αnk be an invariant polynomial (k ≥ q). If α
n
k = δm
n
k+1 + dn
n−1
k ,
then
αnk = R
(s,r)(Kq+1, H˜)| nk + δµ
n
k+1 + dν
n−1
k ,
where R(s,r)(Kq+1, H˜) is a polynomial of degree s in Kq+1 and r in H˜, such that the
strictly positive integers s, r satisfy n = r(n− p− 1)+ k+ s(q+1) and µnk+1 and ν
n−1
k
are invariant forms.
As ank and Q(H˜)|
n
k are invariant, this theorem implies that
ank = P
(s,r)(Kq+1, H˜)| nk + δµ
n
k+1 + dν
n−1
k ,
where P (s,r)(Kq+1, H˜) is a polynomial of non-negative degree s in Kq+1 and of strictly
positive degree r in H˜. Note that the polynomials of non-vanishing degree in Kq+1
are trivial in Hnk (δ| d) but not necessarily in H
n inv
k (δ| d).
Part of the solutions found in Theorem 5.5 depend explicitely on the coordinate
x, because H˜| 0 does. Therefore the question arises whether there exist other repre-
sentatives of the same nontrivial equivalence class [P (s,r)(Kq+1, H˜)| nk ] ∈ H
n inv
k (δ | d)
that do not depend explicitly on x. The answer is negative when r > 1. In other
words, we can prove the general theorem:
Theorem 5.7. When r > 1, there is no nontrivial invariant cocycle in the equivalence
class [P (s,r)(Kq+1, H˜)| nk ] ∈ H
n inv
k (δ | d) without explicit x-dependence.
To do so, we first prove the following lemma:
Lemma 5.2. Let P (Kq+1, H˜) be a homogeneous polynomial of order s in the curvature
Kq+1 and r in H˜. If r ≥ 2, then the component P (Kq+1, H˜)|nk always contain terms
of order r − 1( 6= 0) in H˜| 0.
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Proof : Indeed, P (Kq+1, H˜) can be freely expanded in terms of H˜| 0 and the un-
differentiated antifield forms. The Grassmann parity is the same for all terms in the
expansion of H˜, therefore the expansion is the binomial expansion up to the overall
coefficient of the homogeneous polynomial and up to relative signs obtained when
reordering all terms. Hence, the component P (Kq+1, H˜)|nk always contains a term
that is a product of (r− 1) H˜| n−p−10 ’s, a single antifield C
∗n−p−1+k
k and s curvatures,
which possesses the correct degrees as can be checked straightforwardly.
Proof of Theorem 5.7: Let us assume that there exists a non-vanishing invari-
ant x-independent representative αn , invk of the equivalence class
[P (s,r)(Kq+1, H˜)|nk ] ∈ H
n inv
k (δ | d), i.e.
P (s,r)(Kq+1, H˜)|nk + δρ
n
k+1 + dσ
n−1
k = α
n , inv
k , (5.7.28)
where ρnk+1 and σ
n−1
k are invariant and allowed to depend explicitly on x.
We define the descent map f : αrm → α
r−1
m−1 such that δα
r
m + dα
r−1
m−1 = 0, for
r ≤ n. This map is well-defined on equivalence classes of H inv(δ|d) when m > 1 and
preserves the x-independence of a representative. Hence, going down k − 1 steps, it
is clear that the equation (5.7.28) implies:
P (s,r)(Kq+1, H˜)|n−k+11 + δρ
n−k+1
2 + dσ
n−k
1 = α
n−k+1 , inv
1 ,
with αn−k+1 , inv1 6= 0.
We can decompose this equation in the polynomial degree in the fields, antifields,
and all their derivatives. Since δ and d are linear operators, they preserve this degree;
therefore
P (s,r)(Kq+1, H˜)|n−k+11, r+s + δρ
n−k+1
2, r+s + dσ
n−k
1, r+s = α
n−k+1 , inv
1, r+s , (5.7.29)
where r + s denotes the polynomial degree. The homogeneous polynomial
αn−k+1 , inv1, r+s of polynomial degree r + s is linear in the antifields of antifield number
equal to one, and depends on the fields only through the curvature.
Finally, we introduce the number operator N defined by
N = r ∂ρ1 . . . ∂ρrφµ1...µp | ν1...νq
∂
∂(∂ρ1 . . . ∂ρrφµ1...µp | ν1...νq)
+ (r + 1) ∂ρ1 . . . ∂ρrΦ
∗
A
∂
∂(∂ρ1 . . . ∂ρrΦ
∗
A)
− xµ
∂
∂xµ
where {Φ∗A} denotes the set of all antifields. It follows immediately that δ and d are
homogeneous of degree one and the degree of H˜ is also equal to one,
N(δ) = N(d) = 1 = N(H˜) .
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Therefore, the decomposition in N -degree of the equation (5.7.29) reads in N -degree
equal to m = r + 2s,
P (s,r)(Kq+1, H˜)|n−k+11, r+s + δρ
n−k+1
2, r+s, r+2s−1 + dσ
n−k
1, r+s, r+2s−1 = α
n−k+1 , inv
1, r+s, r+2s (5.7.30)
and, in N–degree equal to m > r + 2s,
δρn−k+12, r+s,m−1 + dσ
n−k
1, r+s,m−1 = α
n−k+1 , inv
1, r+s,m .
The component αn−k+1 , inv1, r+s, r+2s of N -degree equal to r + 2s is x-independent, depends
linearly on the (possibly differentiated) antifield of antifield number 1, and is of order
r+ s−1 in the (possibly differentiated) curvatures. Direct counting shows that there
is no polynomial of N -degree equal to r+2s satisfying these requirements when r ≥ 2.
Indeed, one would have N ≥ 2r + 2s− 1 , which is compatible with N = r + 2s only
for r ≤ 1. Thus for r ≥ 2 the component αn−k+1 , inv1, r+s, r+s vanishes, and then the equation
(5.7.30) implies that P (s,r)(Kq+1, H˜)|n−k+11, r+s is trivial (and even vanishes when s = 0,
by Theorem 5.4).
In conclusion, if P (Kq+1, H˜) is a polynomial that is quadratic or more in H˜, then
there exists no nontrivial invariant representative without explicit x-dependence in
the cohomology class [P (Kq+1, H˜)] of H inv(δ|d).
This leads us to the following theorem:
Theorem 5.8. The invariant solutions ank (k ≥ q) of the equation δa
n
k + db
n−1
k−1 = 0
without explicit x-dependence are all trivial in H invk (δ| d) unless k = p+ 1− s(q + 1)
for some non-negative integer s. For those values of k, the nontrivial representatives
are given by polynomials that are linear in C∗ n−p−1+kk and of order s in K
q+1.
Proof : By Theorem 5.5, invariant solutions of the equation δank + db
n−1
k−1 = 0 are
polynomials in Kq+1 and H˜ modulo trivial terms. When the polynomial is quadratic
or more in H˜, then Theorem 5.7 states that there is no representative without explicit
x-dependence in its cohomology class, which implies that it should be rejected. The
remaining solutions are the polynomials linear in H˜| k = C
∗ n−p−1+k
k and of arbitrary
order in Kq+1. They are invariant and x-independent, they thus belong to the set of
looked-for solutions.
5.8 Self-interactions
The proof is given for a single [p, q]-field φ but extends trivially to a set {φa} containing
a finite number n of them (with fixed p and q) by writing some internal index a =
1, . . . , N everywhere.
It was shown in Section 4.3 that the first-order nontrivial consistent local interac-
tions are in one-to-one correspondence with elements a of the cohomology Hn,0(s| d)
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of the BRST-differential s modulo the total derivative d , in maximum form-degree n
and in ghost number 0 . Let us recall (Section 4.2.4) that (i) the antifield-independent
piece is the deformation of the Lagrangian; (ii) the terms linear in the ghosts contain
the information about the deformation of the reducibility conditions; (iii) the other
terms give the information about the deformation of the gauge algebra.
The general procedure to compute Hn,0(s| d) has been explained in Section 4.3.1.
One can check that the assumptions stated in the latter section are satisfied by the
theory we are dealing with. Indeed, the BRST-differential splits as the sum of the
differentials γ and δ given in Section 5.2.2 ; the property (4.3.67) is the consequence
of Lemma 5.1, i.e. (5.5.24) ; finally, one defines the action of the differential D as
giving zero except for
DA(0,q)µ1...µp = dx
µ0∂[µ0A
(0,q)
µ1...µp]
= (−)qdxµ0D0µ0...µp ,
and the D-degree is the number of D0µ0...µp . This number is obviously bounded at
given pureghost number.
Let us summarize the computation of Section 4.3.1 . A solution a of sa + db = 0
can be decomposed according to the antifield number as a = a0+a1+ . . .+ak, where
ai has antifield number i and satisfies the descent
δa1 + γa0 + db0 = 0 ,
δa2 + γa1 + db1 = 0 ,
...
δak + γak−1 + dbk−1 = 0 ,
γak = 0 . (5.8.31)
The last equation of this descent implies that ak = αJ ω
J where αJ is an invariant
polynomial and ωJ is a polynomial in the ghosts of H(γ): A
(p−q,q)
µ[q] and D
0
µ[p+1]
. Insert-
ing this expression for ak into the second equation from the bottom leads to the result
that αJ should be an element of H
n, inv
k (δ| d)
3. Furthermore, if αJ is trivial in this
group, then ak can be removed by trivial redefinitions. The vanishing of H
n, inv
k (δ| d)
is thus a sufficient condition to remove the component ak from a. It is however not a
necessary condition, as we will see in the sequel.
5.8.1 Computation of ak for k > 1
Nontrivial interactions correspond to nontrivial elements of Hn, invk (δ| d). The require-
ment that the Lagrangian should be translation-invariant implies that we can restrict
3To be precise, the last statement applies to the component of αJ of lowest D-degree.
100 Interactions for exotic spin-2 fields
ourselves to x-independent elements of this group. By Theorem 5.8, Hn, invk (δ| d)
contains nontrivial x-independent elements only if k = p + 1 − s(q + 1) for some
non-negative integer s. The form of the nontrivial elements is then
αnk = C
∗n−p−1+k
k (K
q+1)s . In order to be (possibly) nontrivial, ak must thus be a
polynomial linear in C∗n−p−1+kk , of order s in the curvature K
q+1 and of appropriate
orders in the ghosts A
(p−q,q)
µ[q] and D
0
µ[p+1]
.
As ak has ghost number zero, the antifield number of ak should match its pureghost
number. Consequently, as the ghosts A
(p−q,q)
µ[q] and D
0
µ[p+1]
have pureghost = p and q
respectively, the equation k = rp+mq should be satisfied for some positive integers
r and m. If there is no couple of integers r,m to match k, then no ak satisfying the
equations of the descent (5.8.31) can be constructed and ak thus vanishes.
In the sequel, we will suppose that r and m satisfying k = rp+mq can be found
and classify the different cases according to the value of r and m: (i) r ≥ 2, (ii) r = 1,
(iii) r = 0, m > 1, and (iv) r = 0, m = 1. We will show that the corresponding
candidates ak are either obstructed in the lift to a0 or that they are trivial, except
in the case (iv). In that case, ak can be lifted but a0 depends explicitly on x and
contains more than two derivatives.
(i) Candidates with r ≥ 2 : The constraints k ≤ p+ 1 and k = rp+mq have no
solutions4.
(ii) Candidates with r = 1 : The conditions k = mq+p ≤ p+1 are only satisfied
for q = 1 = m. As shown in a particular case and guessed in general in [72], the lift
of these candidates is obstructed after one step without any additionnal assumption.
Let us be more explicit. Given the constraints on r, q qnd m, one has k = p + 1
and s = 0. The candidate thus reads
anp+1 = C
∗n
p+1µA
(p−1,1)
ν D
0
ρ[p+1]
fµ|ν|ρ[p+1] ,
where f is some covariantly constant tensor that contracts the indices, i.e. it is build
out of metrics and Levi-Civita densities. Since p > 1 and n > p+2 by assumption, f
must be the Levi-Civita density: fµ|ν|ρ[p+1] ∼ εµνρ[p+1] and the space-time dimension
must be n = p+ 3. One can easily lift anp+1 a first time. The lift a
n−1
p is of the form
an−1p ∼ C
∗n−1
p µ
(
A(p−1,1)ν D
1
ρ[p+1]
+ [A(p−2,1)νσ + A
(p−1,0)
νσ ]dx
σD0ρ[p+1]
)
εµνρ[p+1] ,
up to some signs and factors irrelevant for our argument.
However, there is an obstruction to the construction of an−2p−1 . Let us first as-
sume that p > 2 . Using dD1 = K2 , one computes that δan−1p is proportional to
4There is a solution in the case previously considered in [71], where p = q = 1, r = 2. The latter
solution gives rise to Einstein’s theory of gravity.
5.8 Self-interactions 101
C∗n−2p−1 µA
(p−1,1)
ν K2ρ[p+1]ε
µνρ[p+1] , modulo d- and γ-coboundaries. This term is not γ-
exact modulo d .5 The whole candidate must thus vanish.
In the case p = 2 , the same obstruction is present, as well as another one. In-
deed, the δ-variation of the second term of an−1p now involves the nontrivial term
C∗n−2p−1 µD
0
νστdx
σdxτD0ρ[3]ε
µνρ[3] . Obviously, it does not cancel the first obstruction, so
the conclusion stays the same.
(iii) Candidates with r = 0, m > 1 : For a nontrivial candidate to exist at k =
mq, Theorem 5.8 tells us that p and q should satisfy the relation p+1 = mq+s(q+1)
for some positive or null integer s. The candidate then has the form
anmq = C
∗n−p−1+mq
mq ν[q]
ω
ν[q]
(s,m)(K,D
0) ,
where ω(s,m) is a polynomial of order s in the curvature form and of order m in the
ghost D0 (see Section 5.4.2 for further details about this ω and the ones that appear
later in the descent).
We will show that these candidates are either trivial or that there is an obstruction
to lift them up to an0 after q steps.
It is straightforward to check that, for 1 ≤ j ≤ q, the terms
anmq−j = C
∗n−p−1+mq−j
mq−j ω
s(q+1)+j,mq−j
satisfy the descent equations, since, as m > 1, all antifields C∗n−p−1+mq−jmq−j are invari-
ant. The set of summed indices ν[q] is implicit as well as the homogeneity degree of
the generating polynomials ω(s,m). We can thus lift a
n
mq up to a
n
(m−1)q . As m > 1, this
is not yet a0 .
However, unless anmq is trivial, there is no a
n
(m−1)q−1 such that
γ(an(m−1)q−1) + δa
n
(m−1)q + dβ
n−1
(m−1)q−1 = 0 . (5.8.32)
Indeed, we have
δan(m−1)q = −γ(C
∗n−(s+1)(q+1)
(m−1)q−1 ω
(s+1)(q+1), (m−1)q−1)
+(−)n−mq C∗n−(s+1)(q+1)(m−1)q−1 K
q+1
[∂Lω
∂D
]s(q+1),(m−1)q
.
Without loss of generality, we can suppose that
an(m−1)q−1 = C
∗n−(s+1)(q+1)
(m−1)q−1 a¯
(s+1)(q+1)
0 + a¯
n
(m−1)q−1 ,
5This is easily seen by a reasoning similar to the one used at the end of Section 6.7.2.
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where there is an implicit summation over all possible coefficients a¯
(s+1)(q+1)
0 , and most
importantly the two a¯’s do not6 depend on C∗(m−1)q−1. Taking the Euler-Lagrange
derivative of Eq.(5.8.32) with respect to C∗(m−1)q−1 yields
γ(a¯
(s+1)(q+1)
0 − ω
(s+1)(q+1), (m−1)q−1) ∝ Kq+1
[∂Lω
∂D
]s(q+1),(m−1)q
.
The product of nontrivial elements of H(γ) in the r.h.s. is not γ-exact and constitutes
an obstruction to the lift of the candidate, unless it vanishes. The latter happens only
when the polynomial ω(s,m) can be expressed as
ω
ν[q]
(s,m)(K,D) = K
q+1µ[p+1]
∂Lω˜
ν[q]
(s−1,m+1)(K,D)
∂Dµ[p+1]
,
for some polynomial ω˜
ν[q]
(s−1,m+1)(K,D) of order s−1 in K
q+1 and m+1 in D. However,
in this case, anmq can be removed by the trivial redefinition
an → an + s(H˜ν[q]ω˜
ν[q]
(s−1,m+1)|
n) .
This completes the proof that these candidates are either trivial or that their lift
is obstructed. As a consequence, they do not lead to consistent interactions and can
be rejected. Let us stress that no extra assumptions are needed to get this result. In
the particular case q = 1, this had already been guessed but not been proved in [72].
(iv) Candidates with r = 0 , m = 1 : These candidates exist only when the
condition p+ 2 = (s+ 1)(q + 1) is satisfied, for some strictly positive integer s . It is
useful for the analysis to write the indices explicitly:
anq = g
ν[q]‖µ
1
[p+1]
| ...|µs+1
[p+1] C∗n−p−1+qq ν[q]
(
s∏
i=1
Kq+1
µi
[p+1]
)
D0
µs+1
[p+1]
,
where g is a constant tensor.
We can split the analysis into two cases: (i) g → (−)qg under the exchange
µs[p+1] ↔ µ
s+1
[p+1], and (ii) g → (−)
q+1g under the same transformation.
In the case (i), anq can be removed by adding the trivial term sm
n where mn =∑2q
j=qm
n
j and
mnj = (−)
n−q 1
2
g
ν[q]‖µ
1
[p+1]
| ...|µs+1
[p+1] C∗n−p−1+j
j ν[q]
(
s−1∏
i=1
Kq+1
µi
[p+1]
)[
Dµs
[p+1]
Dµs+1
[p+1]
]2q+1−j
.
6This is not true in the case — excluded in this paper — where p = q = 1 and m = 2 : since
C∗(m−1)q−1 ≡ C
∗
0 has antifield number zero, the antifield number counting does not forbid that the
a¯’s depend on C∗0 . Candidates arising in this way are treated in [123] and give rise to a consistent
deformation of Fierz-Pauli’s theory in n = 3.
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This construction does not work in the case (ii) where the symmetry of g makes mn
vanish.
In the case (ii), the candidate anq can be lifted up to a
n
0 :
an0 ∝ f
σ[p+1]‖µ
1
[p+1]
| ...|µs+1
[p+1]
τ[n−p−q−1] x
τ1dxτ2 . . . dxτn−p−q−1 Kq+1σ[p+1]
(
s∏
i=1
Kq+1
µi
[p+1]
)
Dq
µs+1
[p+1]
,
where the constant tensor f is defined by
f
σ[p+1]‖µ
1
[p+1]
| ...|µs+1
[p+1]
τ[n−p−q−1] ≡ g
ν[q]‖µ
1
[p+1]
| ...|µs+1
[p+1] ǫ
σ[p+1]
ν[q]τ[n−p−q−1] .
Let us first note that this deformation does not affect the gauge algebra, since it is
linear in the ghosts.
The Lagrangian deformation an0 depends explicitly on x, which is not a contra-
diction with translation invariance of the physical theory if the x-dependence of the
Lagrangian can be removed by adding a total derivative and/or a δ-exact term. If it
were the case, an0 would have the form a
n
0 = xG(. . .) + x
αd(. . .)α. We have no proof
that an0 does not have this form, but it is not obvious and we think it very unlikely.
In any case, this deformation is ruled out if one requires that the deformation of the
Lagrangian contains at most two derivatives.
So far, we have considered all the possible deformations that involve terms ak with
k ≥ 2 and we have checked whether they have a Lagrangian counterpart. We now
turn to the deformations that stop at antifield number one or zero.
5.8.2 Computation of a1
The term a1 vanishes without any further assumption when q > 1 . Indeed, when
q > 1 , the vanishing of the cohomology of γ in puregh 1 implies that there is no
nontrivial a1 .
This is not true when q = 1, as there are some nontrivial cocycles with pureghost
number equal to one. However, it can be shown [72] that any nontrivial an1 leads to
a deformation of the Lagrangian with at least four derivatives.
5.8.3 Computation of a0
This leaves us with the problem of solving the equation γan0 +d b
n−1
0 = 0 for a
n
0 . Such
solutions correspond to deformations of the Lagrangian that are invariant up to a
total derivative. Their Euler-Lagrange derivatives δa0
δC
must be gauge invariant and
must satisfy Bianchi identities of the type (5.1.7) (because of the gauge invariance
of
∫
a0). Asking that a0 should not contain more than two derivatives, we obtain
that δa0
δC
must be at most linear in the curvature K . These three conditions together
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completely constrain a0 and have only two Lorentz-invariant solutions. The first one
is a cosmological-constant-like term that exists only when p = q:
a0 = Ληµ1ν1 . . . ηµpνpC
µ1...µp|ν1...νp . (5.8.33)
The second one, where δa0
δC
are linear in the curvature K, is the free Lagrangian
itself [25].
So we conclude that, apart from a cosmological-constant-like term, the deforma-
tion only changes the coefficient of the free Lagrangian and is not essential.
5.8.4 Results and discussion
We have investigated in flat space and under the assumptions of locality and Poincare´
invariance the possibility of introducing interactions consistently.
We have shown that there is no consistent smooth deformation of the free theory
for [p, q]-type tensor gauge fields with p > 1 that modifies the gauge algebra. The
algebra thus always remains Abelian, which is unlike the case p = q = 1 of linearized
gravity, since the latter can be consistently deformed into the non-Abelian Einstein
theory.
This result can be compared to a similar result for vector fields and p-forms.
The Maxwell theory of the electromagnetic field can be deformed into non-Abelian
Yang-Mills theories, while there are no non-Abelian theories for p-forms (p > 1 ) [70].
The constraint on the deformations that modify the gauge transformations but
leave them Abelian is very restrictive as well. Indeed, for q > 1, there exists no such
deformation when there is no positive integer r such that p+2 = (r+1)(q+1). In that
case, there might exist a consistent deformation of the gauge transformations but it
is not obvious whether the corresponding deformation of the Lagrangian is invariant
under translations or not. For q = 1, there is no strong constraint. In all cases, the
deformations lead to Lagrangians that have at least four derivatives.
One can again compare this result with the corresponding result for p-forms. It is
interesting to notice that the potential deformation for q > 1 has the same structure
as the Chapline-Manton deformation of theories with several p-forms (see Appendix
B). However, in the [p, q]-case, the ghost number zero element of H is not gauge
invariant as it is for p-forms, and it is not known whether there is a gauge invariant
element without explicit x-dependence in its equivalence class in H(δ|d) . This is the
reason for the doubt on the invariance under translations of the candidate.
One can also consider interactions that do not modify the gauge transformations.
If one excludes deformations that involve more than two derivatives in the Lagrangian,
one finds only a cosmological constant-like term for p = q.
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No complete analysis has been done for the case where more derivatives are al-
lowed. One can however say that any polynomial in the curvature is an acceptable
deformation. Furthermore, analogues of Chern-Simons terms also exist, like the term
a0 = ∂[µ1φµ2...µp+1]|[ν1...νq,νq+1]∂
[µ1φµ2...µp+1]|νq+2...ν2q+1 dx
ν1 . . . dxν2q+1
in n = 2q + 1 and with q odd.
If one introduces other fields, then new possibilities arise. For example, one can
couple [p, q]-fields to p′-forms by a generalization of the Chapline-Manton interac-
tion (Appendix B). The gauge transformations of the p′-form are deformed by this
interaction, but not those of the [p, q]-field.
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Chapter 6
Interactions for spin-3 fields
In this chapter, the problem of introducing consistent interactions among spin-3
gauge fields [76,77] is analysed in Minkowski space-time Rn−1,1 (n ≥ 3) using BRST-
cohomological methods. Under the assumptions of locality and Poincare´ invariance,
all the perturbative, consistent deformations of the Abelian gauge algebra are deter-
mined, together with the corresponding deformations of the quadratic action, at first
order in the deformation parameter. Conditions for the consistency of the algebra at
second order are examined as well.
Following the cohomological procedure, we first classify all the possible first-order
deformations of the spin-3 gauge algebra. Then, we investigate whether these algebra-
deforming terms give rise to consistent first-order vertices. The parity-preserving and
the parity-breaking terms are considered separately. In both cases, two deformations
are found that make the algebra non-Abelian. All these algebra-deforming terms lead
to nontrivial deformations of the quadratic Lagrangian, modulo some constraints on
the structure constants.
When parity invariance is demanded, on top of the covariant cubic vertex of
Berends, Burgers and van Dam [50], a cubic vertex is found which corresponds to a
non-Abelian gauge algebra related to an internal, non-commutative, invariant-normed
algebra (like in Yang-Mills’s theories). This new cubic vertex brings in five derivatives
of the field: it is of the form L1 ∼ g[abc](h
a∂2hb∂3hc + ha∂hb∂4hc). At second order,
the Berends-Burgers-van Dam vertex is ruled out by a first test of consistency, which
the five-derivative vertex passes.
In the parity-breaking case, non-Abelian deformations of the spin-3 algebra exist
in space-time dimensions n = 3 and n = 5 , and lead to consistent vertices. The first
one, in dimension n = 3, is defined for spin-3 gauge fields that take value in an internal,
anticommutative, invariant-normed algebra A, while the second one is defined in a
space-time of dimension n = 5 for fields that take value in a commutative, invariant-
normed internal algebra B. However, as we demonstrate, consistency conditions at
second order in the coupling imply that the algebras A and B must also be nilpotent
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of order three and associative, respectively. In turn, this means that the n = 3 parity-
breaking deformation is trivial while the algebra B is a direct sum of one-dimensional
ideals — provided the metrics which define the norms in A and B are positive-definite,
which is required by the positivity of energy. Essentially, this signifies that we may
consider only one single self-interacting spin-3 gauge field in the n = 5 case, similarly
to what happens in Einstein gravity [71].
The chapter is organized as follows. In Section 6.1, we review the free theory
of massless spin-3 gauge fields represented by completely symmetric rank-3 tensors.
The sections 6.2 to 6.6 gather together the main BRST results needed for the ex-
haustive treatment of the interaction problem: The BRST spectrum of the theory
is presented in Section 6.2. Some cohomological results have already been obtained
in [124], such as the cohomology H∗(γ) of the gauge differential γ and the so called
characteristic cohomology Hnk (δ|d) in antifield number k ≥ 2. We recall the content of
these groups in Sections 6.3 and 6.5. Section 6.4 is devoted to the invariant Poincare´
Lemma and to H(γ|d) . The calculation of the invariant characteristic cohomology
Hnk (δ|d,H(γ)) constitutes the core of the BRST analysis and is achieved in Section
6.6. Several technicalities related to Schouten identities left to the appendix D.2.
The self-interaction question is finally answered in Sections 6.7 and 6.8, for parity-
invariant and parity-breaking deformations respectively. To conclude, we summarize
the results and discuss them in Section 6.9.
Let us stress that the computations of the cohomology groups are not merely trivial
generalizations of the corresponding computations for spin two. Indeed, an important
feature of spin-3 fields, which is absent from the spin-2 case, is the tracelessness
condition on the gauge parameter. Quadratic non-local actions [20, 21] have been
proposed in order to get rid of this trace constraint, but we do not discuss the non-
local formulation here because an important hypothesis of the BRST procedure is
locality. 1
1Notice that by introducing a pure gauge field (sometimes refered to as “compensator”), it is
possible to write a local (but higher-derivative) action for spin-3 [20, 21] that is invariant under
unconstrained gauge transformations. Very recently, this action was generalized to the arbitrary
spin-s case by further adding an auxiliary field [22] (see also [125] for an older non “minimal”
version of it).
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6.1 Free theory
The local action for a collection {haµνρ} of N non-interacting completely symmetric
massless spin-3 gauge fields in flat space-time is [6] (see Chapter 1)
S0[h
a
µνρ] =
N∑
a=1
∫
dnx
[
−
1
2
∂σh
a
µνρ∂
σhaµνρ +
3
2
∂µhaµρσ∂νh
aνρσ +
3
2
∂µh
a
ν∂
µhaν +
3
4
∂µh
aµ∂νh
aν − 3 ∂µh
a
ν∂ρh
aρµν
]
,(6.1.1)
where haµ := η
νρhaµνρ . The Latin indices are internal indices taking N values. They
are raised and lowered with the Kronecker delta’s δab and δab. The Greek indices are
space-time indices taking n values, which are lowered (resp. raised) with the “mostly
plus” Minkowski metric ηµν (resp. η
µν).
The action (6.1.1) is invariant under the gauge transformations
δλh
a
µνρ = 3 ∂(µλ
a
νρ) , η
µνλaµν ≡ 0 , (6.1.2)
where the gauge parameters λaνρ are symmetric and traceless. Curved (resp. square)
brackets on space-time indices denote strength-one complete symmetrization (resp.
antisymmetrization) of the indices. The gauge transformations (6.1.2) are Abelian
and irreducible.
The field equations read
δS0
δhaµνρ
≡ Gµνρa = 0 , (6.1.3)
where
Gaµνρ := F
a
µνρ −
3
2
η(µνF
a
ρ) (6.1.4)
is the “Einstein” tensor and F aµνρ the Fronsdal (or “Ricci”) tensor
F aµνρ := ✷h
a
µνρ − 3 ∂
σ∂(µh
a
νρ)σ + 3 ∂(µ∂νh
a
ρ) . (6.1.5)
We denote Fµ = η
νρFµνρ . The Fronsdal tensor is gauge invariant thanks to the
tracelessness of the gauge parameters. Because the action is invariant under the
gauge transformations (6.1.2),
0 = δλS0[h
a
µνρ] = −3
N∑
a=1
∫
dnx
[
∂ρGaµνρ −
1
n
ηµν∂
ρGaρ
]
λaµν ,
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where Gaρ := η
µνGaµνρ, the Einstein tensor G
a
µνρ satisfies the Noether identities
∂ρGaµνρ −
1
n
ηµν∂
ρGaρ ≡ 0 . (6.1.6)
These identities have the symmetries of the gauge parameters λaµν ; in other words,
the l.h.s. of Eq.(6.1.6) is symmetric and traceless.
The gauge symmetries enable one to get rid of some components of haµνρ , leaving
it on-shell with Nn3 independent physical components, where N
n
3 is the dimension of
the irreducible representation of the “little group” O(n − 2) (n ≥ 3) corresponding
to a completely symmetric rank 3 traceless tensor in dimension n − 2. One has
Nn3 =
n3−3n2−4n+12
6
. Of course, N43 = 2 for the two helicity states ±3 in dimension
n = 4 . Note also that there is no propagating physical degree of freedom in n = 3
since N33 = 0 . This means that the theory in n = 3 is topological.
An important object is the curvature (or “Riemann”) tensor [8, 94, 126]
Kaαµ|βν|γρ := 8∂[γ∂[β∂[αh
a
µ]ν]ρ]
which is antisymmetric in αµ , βν , γρ and invariant under gauge transformations
(6.1.2), where the gauge parameters λaµν are however not necessarily traceless.
Its importance, apart from gauge invariance with unconstrained gauge parameters,
stems from the fact that the field equations (6.1.3) are equivalent2 to the following
equations
ηαβKaαµ|βν|γρ = 0 . (6.1.7)
This was proved in the work [24,127] by combining various former results [20,21,43,
94, 98].
There exists another field equation for completely symmetric gauge fields in the
unconstrained approach, which also involves the curvature tensor but is non-local [20]
(see also [21]). The equivalence between both unconstrained field equations was
proved in [24]. One of the advantages of the non-local field equation of [20] is that it
can be derived from an action principle. The equation (6.1.7) is obtained from the
general n-dimensional bosonic mixed symmetry case [24] by specifying to a completely
symmetric rank-3 gauge field and is [127] a generalization of Bargmann-Wigner’s
equations in n = 4 [2]. However, it cannot be directly obtained from an action
principle. For a recent work in direct relation to [20, 21], see [22].
Notice that when n = 3, the equation (6.1.7) implies that the curvature vanishes
on-shell, which reflects the “topological” nature of the theory in the corresponding
2As usual in field theory, we work in the space S of C∞ functions that, together with all their
derivatives, decrease to zero at infinity faster than any negative power of the coordinates. In par-
ticular, polynomials in xµ are forbidden.
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dimension. This is similar to what happens in 3-dimensional Einstein gravity, where
the vacuum field equations Rµν := R
α
µαν ≈ 0 imply that the Riemann tensor R
α
µβν is
zero on-shell. The latter property derives from the fact that the conformally-invariant
Weyl tensor identically vanishes in dimension 3 , allowing the Riemann tensor to be ex-
pressed entirely in terms of the Ricci tensor Rµν . Those properties are a consequence
of a general theorem (see [128] p. 394) which states that a tensor transforming in
an irreducible representation of O(n) identically vanishes if the corresponding Young
diagram is such that the sum of the lengths of the first two columns exceeds n .
Accordingly, in dimension n = 3 the curvature tensor Kaαµ|βν|γρ can be written [94]
as
Kaαµ|βν|γρ ≡
4
3
(Saαµ|[β[γηρ]ν] + S
a
βν|[γ[αηµ]ρ] + S
a
γρ|[α[βην]µ]) , (6.1.8)
where the tensor Saαµ|νρ is defined, in dimension n = 3, by
Saαµ|νρ = 2∂[αF
a
µ]νρ −
3
2
[
2∂[αF
a
µ] ηνρ − ∂ρF
a
[α ηµ]ν − ∂νF
a
[α ηµ]ρ + ∂αF
a
(ν ηρ)µ − ∂µF
a
(ν ηρ)α
]
.
It is antisymmetric in its first two indices and symmetric in its last two indices. For
the expression of Saαµ|νρ in arbitrary dimension n ≥ 1 , see [94] where the curvature
tensor Kaαµ|βν|γρ is decomposed under the (pseudo-)orthogonal group O(n − 1, 1) .
The latter reference contains a very careful analysis of the structure of Fronsdal’s
spin-3 gauge theory, as well as an interesting “topologically massive” spin-3 theory in
dimension n = 3 .
6.2 BRST construction
According to the general rules of the BRST-antifield formalism (Section 4.2), a
Grassmann-odd ghost Caµν is introduced, which accompanies each Grassmann-even
gauge parameter λaµν . In particular, it possesses the same algebraic symmetries as
λaµν : it is symmetric and traceless in its space-time indices. Then, to each field
and ghost of the spectrum, a corresponding antifield is added, with the same al-
gebraic symmetries but the opposite Grassmann parity. A Z-grading called ghost
number (gh) is associated with the BRST differential s, while the antifield num-
ber (antifield) of the antifield Z∗ associated with the field (or ghost) Z is given
by antifield(Z∗) ≡ gh(Z) + 1 . More precisely, in the theory under consideration,
the spectrum of fields (including ghosts) and antifields together with their respective
ghost and antifield numbers is given by
• the fields haµνρ , with ghost number 0 and antifield number 0;
• the ghosts Caµν , with ghost number 1 and antifield number 0;
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• the antifields h∗µνρa , with ghost number −1 and antifield number 1;
• the antifields C∗µνa , with ghost number −2 and antifield number 2 .
The BRST differential s of the free theory (6.1.1), (6.1.2) is generated by the func-
tional
W0 = S0[h
a] +
∫
dnx (3 h∗µνρa ∂µC
a
νρ) .
More precisely, W0 is the generator of the BRST differential s of the free theory
through
sA = (W0, A)
where the antibracket ( , ) has been defined by Eq.(4.2.23). The functional W0 is a
solution of the master equation
(W0,W0) = 0 . (6.2.9)
In the theory at hand, the BRST-differential s decomposes into
s = γ + δ . (6.2.10)
The first piece γ , the differential along the gauge orbits, is associated with another
grading called pureghost number (pureghost) and increases it by one unit, whereas the
Koszul-Tate differential δ decreases the antifield number by one unit. The differential
s increases the ghost number by one unit. Furthermore, the ghost, antifield and
pureghost gradings are not independent. We have the relation
gh = pureghost− antifield . (6.2.11)
The pureghost number, antifield number, ghost number and Grassmann parity of
the various fields are displayed in Table 6.1.
Z puregh(Z) antifield(Z) gh(Z) parity (mod 2)
haµνρ 0 0 0 0
Caµν 1 0 1 1
h∗µνρa 0 1 −1 1
C∗µνa 0 2 −2 0
Table 6.1: pureghost number, antifield number, ghost number and parity of the
(anti)fields.
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The action of the differentials δ and γ gives zero on all the fields of the formalism
except in the few following cases:
δh∗µνρa = G
µνρ
a ,
δC∗µνa = −3(∂ρh
∗µνρ
a −
1
n
ηµν∂ρh
∗ρ
a ) ,
γhaµνρ = 3 ∂(µC
a
νρ) .
Let us draw attention on the right-hand side of the second equation. It is built from
the Noether identities (6.1.6) for the equations of motion by replacing the latter by
the antifield h∗µνρa . It thus exhibits the tracelessness property of the gauge parameter.
6.3 Cohomology of γ
In the context of local free theories in Minkowski space for massless spin-s gauge
fields represented by completely symmetric (and double traceless when s > 3) rank
s tensors, the groups H∗(γ) have recently been calculated [124]. We only recall the
latter results in the special case s = 3 and introduce some new notations.
Proposition 1. The cohomology of γ is isomorphic to the space of functions depend-
ing on
• the antifields h∗µνρa , C
∗µν
a and their derivatives, denoted by [Φ
∗i] ,
• the curvature and its derivatives [Kaαµ|βν|γρ] ,
• the symmetrized derivatives ∂(α1 . . . ∂αkF
a
µνρ) of the Fronsdal tensor,
• the ghosts Caµν and the traceless parts of ∂[αC
a
µ]ν and ∂[αC
a
µ][ν,β].
Thus, identifying with zero any γ-exact term in H(γ), we have
γf = 0
if and only if
f = f
(
[Φ∗i], [Kaαµ|βν|γρ], {F
a
µνρ}, C
a
µν , T̂
a
αµ|ν , Û
a
αµ|βν
)
where {F aµνρ} stands for the completely symmetrized derivatives ∂(α1 . . . ∂αkF
a
µνρ) of the
Fronsdal tensor, while T̂ aαµ|ν denotes the traceless part of T
a
αµ|ν := ∂[αC
a
µ]ν and Û
a
αµ|βν
the traceless part of Uaαµ|βν := ∂[αC
a
µ][ν,β] .
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This proposition provides the possibility of writing down the most general gauge-
invariant interaction terms. Such higher-derivative Born-Infeld-like Lagrangians were
already considered in [57]. These deformations are consistent to all orders but they do
not deform the gauge transformations (6.1.2). Also notice that any function involving
the Fronsdal tensor or its derivatives corresponds to a field redefinition since it is
proportional to the equations of motion (cf. (4.3.55)).
Let {ωI} be a basis of the space of polynomials in the Caµν , T̂
a
αµ|ν and Û
a
αµ|βν (since
these variables anticommute, this space is finite-dimensional). If a local form a is
γ-closed, we have
γa = 0 ⇒ a = αJ([Φ
i∗], [K], {F})ωJ(Caµν , T̂
a
αµ|ν , Û
a
αµ|βν) + γb , (6.3.12)
If a has a fixed, finite ghost number, then a can only contain a finite number of
antifields. Moreover, since the local form a possesses a finite number of derivatives,
we find that the αJ are polynomials. Such polynomials αJ([Φ
i∗], [K], {F}) are called
invariant polynomials .
Remark 1: Because of the Damour-Deser identity [94]
ηαβKαµ|βν|γρ ≡ 2 ∂[γFρ]µν ,
the derivatives of the Fronsdal tensor are not all independent of the curvature tensor
K. This is why, in Proposition 1, the completely symmetrized derivatives of F appear,
together with all the derivatives of the curvature K. However, from now on, we will
assume that every time the trace ηαβKαµ|βν|γρ appears, we substitute 2∂[γFρ]µν for
it. With this convention, we can write αJ([Φ
i∗], [K], [F ]) instead of the unconvenient
notation αJ([Φ
i∗], [K], {F}).
Remark 2: Proposition 1 must be slightly modified in the special n = 3 case. As
we said in the section 6.1, the curvature tensor K can be expressed in terms of the
first partial derivatives of the Fronsdal tensor, see Eq.(6.1.8). Moreover, the ghost
variable Ûaαµ|βν identically vanishes because it possesses the symmetry of the Weyl
tensor. Thus, in dimension n = 3 we have
γa = 0 ⇒ a = αJ([Φ
i∗], [F ])ωJ(Caµν , T̂
a
αµ|ν) + γb . (6.3.13)
Another simplifying property in n = 3 is that the variable T̂ aαµ|ν can be replaced by
its dual
T˜ aαβ := ε
µν
αT̂
a
µν|β (T̂
a
µν|ρ = −
1
2
ε αµν T˜
a
αρ) (6.3.14)
which is readily seen to be symmetric and traceless, as a consequence of the symme-
tries of T̂ aαµ|ν ;
T˜ aαβ = T˜
a
βα , η
αβT˜ aαβ = 0 . (6.3.15)
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Remark 3: It is possible to make a link with the variables occurring in the frame-
like first-order formulation of free massless spin-3 fields in Minkowski space-time [9]
(see Section 2.2). In this context, the spin-3 field is represented off-shell by a frame-
like object eµ|ab, symmetric and traceless in the internal indices (a, b). The spin-3
connection ωµ|b|a1a2 is traceless in the internal latin indices, symmetric in (a1, a2)
and obeys ωµ|(b|a1a2) ≡ 0. The gauge transformations are δeµ|ab = ∂µξab + αµ|ab,
δωµ|b|a1a2 = ∂µαb|a1a2 + Σµ|b|a1a2 , where the parameter ξab is symmetric and traceless
in (a, b), the generalized Lorentz parameter αµ|ab is completely traceless, symmetric
in (a, b) and satisfies the identity α(µ|ab) ≡ 0, so that it belongs to the o(n − 1, 1)-
irreducible module labeled by the Young tableau
a b
µ . Finally, the parameter Σµ|a|bc
transforms in the o(n − 1, 1) irreducible representation associated with the Young
tableau b
c
a µ , in the manifestly symmetric convention. By choosing the generalized
Lorentz parameter appropriately, it is possible to work in the gauge where the frame-
field eµ|ab is completely symmetric, eµ|ab = e(µ|ab) ≡ hµab. Then, it is still possible to
perform a gauge transformation with parameters αµ|ab and ξab, provided the trace-
less component of ∂[µξa]b be equal to −α[µ|a]b. The traceless component of ∂[µξa]b is
nothing but the variable T̂µα|β in the BRST conventions. Furthermore, in the 1.5
formalism where the connection is still present in the action, but viewed as a func-
tion of eµ|a1a2 , consistency with the “symmetric gauge” eµ|ab = e(µ|ab) ≡ hµab implies
that the traceless component of the second derivative ∂[aξb][c,µ] be entirely determined
by Σµ|b|ac. The traceless component of ∂[aξb][c,µ] is the variable Ûαβ|γµ in the BRST
language. The relations T̂µα|β ←→ αµ|ab and Ûαβ|γµ ←→ Σµ|b|ac are now manifest
(note that we work in the manifestly antisymmetric convention, as opposed to the
choice made in [9]). The variables {Cµν , T̂µα|β, Ûαβ|γµ} ∈ H(γ) in the ghost sector
are in one-to-one correspondence with the gauge parameters {ξµν , αµ|ab,Σµ|b|ac} of the
first-order formalism [9].
6.4 Invariant Poincare´ lemma and property of H(γ|d)
We shall need several standard results on the cohomology of d in the space of invariant
polynomials.
Proposition 2. In form degree less than n and in antifield number strictly greater
than 0, the cohomology of d is trivial in the space of invariant polynomials. That is
to say, if α is an invariant polynomial, the equation dα = 0 with antifield(α) > 0
implies α = dβ where β is also an invariant polynomial.
The latter property is called Invariant Poincare´ Lemma; it is rather generic for gauge
theories (see e.g. [71] for a proof), as well as the following:
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Proposition 3. If a has strictly positive antifield number, then the equation γa+db =
0 is equivalent, up to trivial redefinitions, to γa = 0. More precisely, one can always
add d-exact terms to a and get a cocycle a′ := a + dc of γ, such that γa′ = 0.
Proof: Along the lines of [71], we consider the descent associated with γa + db = 0:
from this equation, one infers, by using the properties γ2 = 0, γd + dγ = 0 and the
triviality of the cohomology of d, that γb+ dc = 0 for some c. Going on in the same
way, we build a “descent”
γa+ db = 0
γb+ dc = 0
γc+ de = 0 ,
... (6.4.16)
γm+ dn = 0 ,
γn = 0 .
in which each successive equation has one less unit of form-degree. The descent ends
with γn = 0 either because n is a zero-form, or because one stops earlier with a
γ-closed term. Now, because n is γ-closed, one has, up to trivial, irrelevant terms,
n = αJω
J . Inserting this into the previous equation in the descent yields
d(αJ)ω
J ± αJdω
J + γm = 0. (6.4.17)
In order to analyse this equation, we introduce a new differential.
Definition (differential D): The action of the differential D on haµνρ, h
∗µνρ
a , C
∗µν
a
and all their derivatives is the same as the action of the total derivative d, but its
action on the ghosts is given by :
DCaµν =
4
3
dxα T̂ aα(µ|ν) ,
DT̂ aµα|β = dx
ρ Ûaµα|ρβ ,
D(∂(ρC
a
µν)) = 0 ,
D(∂ρ1...ρtC
a
µν) = 0 if t ≥ 2. (6.4.18)
The above definitions follow from
∂αC
a
µν =
1
3
(γhaαµν) +
4
3
T aα(µ|ν) ,
∂ρTµα|β = −
1
2
γ(∂[αhµ]βρ) + Uµα|ρβ ,
∂ρUµα|νβ =
1
3
γ(∂[µhα]ρ[β,ν]) . (6.4.19)
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The operator D thus coincides with d up to γ-exact terms.
It follows from the definitions that DωJ = AJ Iω
I for some constant matrix AJ I
that involves dxµ only. One can rewrite Eq.(6.4.17) as
d(αJ)ω
J ± αJDω
J︸ ︷︷ ︸
=(dαJ ±αIAIJ )ωJ
+γm′ = 0 (6.4.20)
which implies,
d(αJ)ω
J ± αJDω
J = 0 (6.4.21)
since a term of the form βJω
J (with βJ invariant) is γ-exact if and only if it is zero.
It is also convenient to introduce a new grading.
Definition (D-degree): The number of T̂αµ|ν ’s plus twice the number of Ûαµ|βν ’s
is called the D-degree. It is bounded because there is a finite number of T̂αµ|ν ’s and
Ûαµ|βν ’s, which are anticommuting. The operator D splits as the sum of an operator
D1 that raises the D-degree by one unit, and an operatorD0 that leaves it unchanged.
D0 has the same action as d on hµνρ, h
∗µνρ, C∗αβ and all their derivatives, and gives 0
when acting on the ghosts. D1 gives 0 when acting on all the variables but the ghosts
on which it reproduces the action of D.
Let us expand Eq.(6.4.17) according to the D-degree. At lowest order, we get
dαJ0 = 0 (6.4.22)
where J0 labels the ω
J that contain no derivative of the ghosts (DωJ = D1ω
J contains
at least one derivative). This equation implies, according to Proposition 2, that
αJ0 = dβJ0 where βJ0 is an invariant polynomial. Accordingly, one can write
αJ0ω
J0 = d(βJ0ω
J0)∓ βJ0Dω
J0 + γ-exact terms. (6.4.23)
The term βJ0Dω
J0 has D-degree equal to 1. Thus, by adding trivial terms to the
last term n(= αJω
J) in the descent (6.4.16), we can assume that it does not contain
any term of D-degree 0. One can then successively remove the terms of D-degree 1,
D-degree 2, etc, until one gets n = 0. One then repeats the argument for m and the
previous terms in the descent (6.4.16) until one gets b = 0, i.e. , γa = 0, as requested.
6.5 Cohomology of δ modulo d : Hnk (δ| d)
In this section, we review the local Koszul-Tate cohomology groups in top form-
degree and antifield numbers k ≥ 2 . The group HD1 (δ| d) describes the infinitely
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many conserved currents and will not be studied here.
Let us first recall that by the general theorem 4.6, since the free spin-3 theory has
no reducibility,
Hnp (δ| d) = 0 for p > 2 . (6.5.24)
We are thus left with the computation of Hn2 (δ| d) . The cohomology H
n
2 (δ| d) is given
by the following theorem.
Proposition 4. A complete set of representatives of Hn2 (δ|d) is given by the antifields
C∗µνa , up to explicitly x-dependent terms. In detail,
δan2 + db
n−1
1 = 0 ,
an2 ∼ a
n
2 + δc
n
3 + dc
n−1
2
}
⇐⇒
{
an2 = L
a
µν(x)C
∗µν
a d
nx+ δbn3 + db
n−1
2 ,
Laµν(x) = λ
a
µν + A
a
µν|ρx
ρ +Baµν|ρσx
ρxσ .
The constant tensor λaµν is symmetric and traceless in the indices µν, and so are the
constant tensors Aaµν|ρ and B
a
µν|ρσ. Moreover, the tensors A
a
µν|ρ and B
a
µν|ρσ transform
in the irreducible representations of GL(n,R) labeled by the Young tableaux
µ ν
ρ and
µ ν
ρ σ , meaning that
Aaµν|ρ = A
a
νµ|ρ , A
a
(µν|ρ) ≡ 0 ,
Baµν|ρσ = B
a
νµ|ρσ = B
a
µν|σρ , B
a
(µν|ρ)σ = 0 . (6.5.25)
Together with the tracelessness constraints on the constant tensors Aaµν|ρ and
Baµν|ρσ , the Gl(n,R) irreducibility conditions written here above imply that the tensors
λaµν, A
a
µν|ρ and B
a
µν|ρσ respectively transform in the irreducible representations of O(n−
1, 1) labeled by the Young tableaux µ ν ,
µ ν
ρ and
µ ν
ρ σ .
The proof of Proposition 4 in the general spin-s case has been given in [124] (see
also [81]). The spin-3 case under consideration was already written in [129].
6.6 Invariant cohomology of δ modulo d
We have studied above the cohomology of δ modulo d in the space of arbitary local
functions of the fields haµνρ, the antifields Φ
∗i, and their derivatives. One can also
study Hnk (δ|d) in the space of invariant polynomials in these variables, which involve
haµνρ and its derivatives only through the curvature K, the Fronsdal tensor F , and
their derivatives (as well as the antifields and their derivatives). The above theorems
remain unchanged in this space, i.e. Hn,invk (δ| d)
∼= 0 for k > 2 . This very nontrivial
property is crucial for the computation of Hn,0(s| d) and is a consequence of
6.6 Invariant cohomology of δ modulo d 119
Theorem 6.1. Assume that the invariant polynomial apk (p = form-degree, k =
antifield number) is δ-trivial modulo d,
apk = δµ
p
k+1 + dµ
p−1
k (k ≥ 2). (6.6.26)
Then, one can always choose µpk+1 and µ
p−1
k to be invariant.
To prove the theorem, we need the following lemma, a proof of which can be found
e.g. in [71].
Lemma 6.1. If a is an invariant polynomial that is δ-exact, a = δb, then, a is δ-exact
in the space of invariant polynomials. That is, one can take b to be also invariant.
The next three subsections are devoted to the proof of Theorem 6.1. As the proof
for the space-time dimension n = 3 is slightly different, we first consider the general
case n > 3 and afterwards the particular case n = 3.
6.6.1 Propagation of the invariance in form degree
We first derive a chain of equations with the same structure as Eq.(6.6.26) [119].
Acting with d on Eq.(6.6.26), we get dapk = −δdµ
p
k+1. Using the lemma and the fact
that dapk is invariant, we can also write da
p
k = −δa
p+1
k+1 with a
p+1
k+1 invariant. Substituting
this into dapk = −δdµ
p
k+1, we get δ
[
ap+1k+1 − dµ
p
k+1
]
= 0. As H(δ) is trivial in antifield
number > 0, this yields
ap+1k+1 = δµ
p+1
k+2 + dµ
p
k+1 (6.6.27)
which has the same structure as Eq.(6.6.26). We can then repeat the same operations,
until we reach form-degree n,
ank+n−p = δµ
n
k+n−p+1 + dµ
n−1
k+n−p. (6.6.28)
Similarly, one can go down in form-degree. Acting with δ on Eq.(6.6.26), one gets
δapk = −d(δµ
p−1
k ). If the antifield number k − 1 of δa
p
k is greater than or equal to one
(i.e. , k > 1), one can rewrite, thanks to Proposition 2, δapk = −da
p−1
k−1 where a
p−1
k−1 is
invariant. (If k = 1 we cannot go down and the bottom of the chain is Eq.(6.6.26)
with k = 1, namely ap1 = δµ
p
2 + dµ
p−1
1 .) Consequently d
[
ap−1k−1 − δµ
p−1
k
]
= 0 and, as
before, we deduce another equation similar to Eq.(6.6.26) :
ap−1k−1 = δµ
p−1
k + dµ
p−1
k−1. (6.6.29)
Applying δ on this equation the descent continues. This descent stops at form degree
zero or antifield number one, whichever is reached first, i.e. ,
either a0k−p = δµ
0
k−p+1
or ap−k+11 = δµ
p−k+1
2 + dµ
p−k
1 . (6.6.30)
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Putting all these observations together we can write the entire descent as
ank+n−p = δµ
n
k+n−p+1 + dµ
n−1
k+n−p
...
ap+1k+1 = δµ
p+1
k+2 + dµ
p
k+1
apk = δµ
p
k+1 + dµ
p−1
k
ap−1k−1 = δµ
p−1
k + dµ
p−2
k−1
...
either a0k−p = δµ
0
k−p+1
or ap−k+11 = δµ
p−k+1
2 + dµ
p−k
1 (6.6.31)
where all the ap±ik±i are invariants.
Let us show that when one of the µ’s in the chain is invariant, we can actually
choose all the other µ’s in such a way that they share this property. In other words,
the invariance property propagates up and down in the ladder. Let us thus assume
that µc−1b is invariant. This µ
c−1
b appears in two equations of the descent :
acb = δµ
c
b+1 + dµ
c−1
b ,
ac−1b−1 = δµ
c−1
b + dµ
c−2
b−1 (6.6.32)
(if we are at the bottom or at the top, µc−1b occurs in only one equation, and one
should just proceed from that one). The first equation tells us that δµcb+1 is invariant.
Thanks to Lemma 6.1 we can choose µcb+1 to be invariant. Looking at the second
equation, we see that dµc−2b−1 is invariant and by virtue of Proposition 2, µ
c−2
b−1 can
be chosen to be invariant since the antifield number b is positive. These two µ’s
appear each one in two different equations of the chain, where we can apply the same
reasoning. The invariance property propagates then to all the µ’s. Consequently, it
is enough to prove the theorem in form degree n.
6.6.2 Top form-degree
Two cases may be distinguished depending on whether the antifield number k is
greater than n or not.
In the first case, one can prove the following lemma:
Lemma 6.2. If ank is of antifield number k > n, then the “µ”s in Eq.(6.6.26) can be
taken to be invariant.
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Proof for k > n : If k > n, the last equation of the descent is a0k−n = δµ
0
k−n+1. We
can, using Lemma 6.1, choose µ0k−n+1 invariant, and so, all the µ’s can be chosen to
have the same property.
It remains therefore to prove Theorem 6.1 in the case where the antifield number
satisfies k ≤ n. Rewriting the top equation (i.e. Eq.(6.6.26) with p = n) in dual
notation, we have
ak = δbk+1 + ∂ρj
ρ
k , (k ≥ 2). (6.6.33)
We will work by induction on the antifield number, showing that if the property
expressed in Theorem 6.1 is true for k + 1 (with k > 1), then it is true for k. As we
already know that it is true in the case k > n, the theorem will be proved.
Inductive proof for k ≤ n : The proof follows the lines of [119] and decomposes
into three parts. First, all Euler-Lagrange derivatives of Eq.(6.6.33) are computed.
Second, the Euler-Lagrange (E.L.) derivative of an invariant quantity is also invariant.
This property is used to express the E.L. derivatives of ak in terms of invariants only.
Third, the homotopy formula is used to reconstruct ak from his E.L. derivatives.
(i) Let us take the E.L. derivatives of Eq.(6.6.33). Since the E.L. derivatives with
respect to the C∗α commute with δ, we get first :
δLak
δC∗αβ
= δZαβk−1 (6.6.34)
with Zαβk−1 =
δLbk+1
δC∗
αβ
. For the E.L. derivatives of bk+1 with respect to h
∗
µνρ we obtain,
after a direct computation,
δLak
δh∗µνρ
= −δXµνρk + 3∂
(µZ
νρ)
k−1. (6.6.35)
where Xµνρk =
δLbk+1
δh∗µνρ
. Finally, let us compute the E.L. derivatives of ak with respect
to the fields. We get :
δLak
δhµνρ
= δY µνρk+1 + G
µνρ|αβγXαβγ|k (6.6.36)
where Y µνρk+1 =
δLbk+1
δhµνρ
and Gµνρ|αβγ(∂) is the second-order self-adjoint differential oper-
ator appearing in the equations of motion (6.1.3):
Gµνρ = Gµνρ|αβγ hαβγ .
The hermiticity of G implies Gµνρ|αβγ = Gαβγ|µνρ.
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(ii) The E.L. derivatives of an invariant object are invariant. Thus, δ
Lak
δC∗
αβ
is invari-
ant. Therefore, by Lemma 6.1 and Eq.(6.6.34), we have also
δLak
δC∗αβ
= δZ ′αβk−1 (6.6.37)
for some invariant Z ′αβk−1. Indeed, let us write the decomposition Z
αβ
k−1 = Z
′αβ
k−1+ Z˜
αβ
k−1,
where Z˜αβk−1 is obtained from Z
αβ
k−1 by setting to zero all the terms that belong only to
H(γ). The latter operation clearly commutes with taking the δ of something, so that
Eq.(6.6.34) gives 0 = δZ˜αβk−1 which, by the acyclicity of δ, yields Z˜
αβ
k−1 = δσ
αβ
k where
σαβk can be chosen to be traceless. Substituting δσ
αβ
k + Z
′αβ
k−1 for Z
αβ
k−1 in Eq.(6.6.34)
gives Eq.(6.6.37).
Similarly, one easily verifies that
δLak
δh∗µνρ
= −δX ′µνρk + 3∂
(µZ
′νρ)
k−1 , (6.6.38)
where Xµνρk = X
′µνρ
k + 3∂
(µσ
νρ)
k + δρ
µνρ
k+1. Finally, using G
µνρ
αβγ ∂
(ασβγ)k = 0 due to
the gauge invariance of the equations of motion (σαβ has been taken traceless), we
find
δLak
δhµνρ
= δY ′µνρk+1 + G
µνρ
αβγX
′αβγ
k (6.6.39)
for the invariants X ′µνρk and Y
′µνρ
k+1 . Before ending the argument by making use of the
homotopy formula, it is necessary to know more about the invariant Y ′µνρk+1 .
Since ak is invariant, it depends on the fields only through the curvature K, the
Fronsdal tensor and their derivatives. (We remind the reader of our convention of
Section 6.3 to substitute 2∂[γFρ]µν for η
αβKαµ|βν|γρ everywhere.) We then express the
Fronsdal tensor in terms of the Einstein tensor (6.1.4): Fµνρ = Gµνρ −
3
n
η(µνGρ), so
that we can write ak = ak([Φ
∗i], [K], [G]) , where [G] denotes the Einstein tensor and
its derivatives. We can thus write
δLak
δhµνρ
= GµνραβγA
′αβγ
k + ∂α∂β∂γM
′αµ|βν|γρ
k (6.6.40)
where
A′
αβγ
k ∝
δak
δGαβγ
and
M ′
αµ|βν|γρ
k ∝
δak
δKαµ|βν|γρ
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are both invariant and respectively have the same symmetry properties as the “Ein-
stein” and “Riemann” tensors.
Combining Eq.(6.6.39) with Eq.(6.6.40) gives
δY ′µνρk+1 = ∂α∂β∂γM
′αµ|βν|γρ
k + G
µνρ
αβγB
′αβγ
k (6.6.41)
with B′αβγk := A
′αβγ
k − X
′αβγ
k . Now, only the first term on the right-hand side of
Eq.(6.6.41) is divergence-free, ∂µ(∂αβγM
′αµ|βν|γρ
k ) ≡ 0, not the second one which in-
stead obeys a relation analogous to the Noether identities (6.1.6).3 As a result, we
have δ
[
∂µ(Y
′µνρ
k+1 −
1
n
ηνρY ′µk+1)
]
= 0 , where Y ′µk+1 ≡ ηνρY
′µνρ
k+1 . By Lemma 6.1, we
deduce
∂µ(Y
′µνρ
k+1 −
1
n
ηνρY ′
µ
k+1) + δF
′νρ
k+2 = 0 , (6.6.42)
where F ′νρk+2 is invariant and can be chosen symmetric and traceless. Eq.(6.6.42)
determines a cocycle of Hn−1k+1 (d|δ), for given ν and ρ. Using the general isomorphisms
Hn−1k+1 (d|δ)
∼= Hnk+2(δ|d)
∼= 0 (k ≥ 1) [117] gives
Y ′
µνρ
k+1 −
1
n
ηνρY ′
µ
k+1 = ∂αT
αµ|νρ
k+1 + δP
µνρ
k+2 , (6.6.43)
where both T
αµ|νρ
k+1 and P
µνρ
k+2 are invariant by the induction hypothesis. Moreover,
T
αµ|νρ
k+1 is antisymmetric in its first two indices. The tensors T
αµ|νρ
k+1 and P
µνρ
k+2 are both
symmetric-traceless in (ν, ρ). This results easily from taking the trace of Eq.(6.6.43)
with ηνρ and using the general isomorphisms H
n−2
k+1 (d|δ)
∼= Hn−1k+2 (δ|d)
∼= Hnk+3(δ|d)
∼= 0
[117] which hold since k is positive. From Eq.(6.6.43) we obtain
Y ′
µνρ
k+1 = ∂α[T
αµ|νρ
k+1 +
1
n− 1
ηνρT
α|µ
k+1] + δ[P
µνρ
k+2 +
1
n− 1
ηνρP µk+2] , (6.6.44)
where T
α|µ
k+1 ≡ ηνρT
αν|ρµ
k+1 and P
µ
k+2 ≡ ηνρP
νρµ
k+2 . Since Y
′µνρ
k+1 is symmetric in µ and ν, we
have also ∂α[T
α[µ|ν]ρ
k+1 +
1
n−1
T
α|[µ
k+1 η
ν]ρ] + δ[P
[µν]ρ
k+2 +
1
n−1
ηρ[νP
µ]
k+2] = 0 . The triviality of
Hnk+2(d|δ) (k > 0) implies again that (P
[µν]ρ
k+2 +
1
n−1η
ρ[νP
µ]
k+2) and (T
α[µ|ν]ρ
k+1 +
1
n−1T
α|[µ
k+1 η
ν]ρ)
are trivial, in particular,
T
α[µ|ν]ρ
k+1 +
1
n− 1
T
α|[µ
k+1 η
ν]ρ = ∂βS
βα|µν|ρ
k+1 + δQ
αµνρ
k+2 (6.6.45)
3This is were the computation for spin 3 starts to diverge from the computation for lower spins.
In the latter case, the second term on the right-hand side of Eq.(6.6.41) is also divergenceless. For
spins higher than two, only the traceless part of its divergence vanishes, which complicates the
subsequent calculations.
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where S
βα|µν|ρ
k+1 is antisymmetric in (β, α) and (µ, ν). Moreover, it is traceless in µ, ν, ρ
as the left hand side of the above equation shows. The induction assumption allows
us to choose S
βα|µν|ρ
k+1 and Q
αµνρ
k+2 invariant. We now project both sides of Eq.(6.6.45) on
the symmetries of the Weyl tensor. For example, denoting by W
β|µν|αρ
k+1 the projection
Wµ ν α ρµ′ν′α′ρ′S
βα′|µ′ν′|ρ′
k+1 of S
βα|µν|ρ
k+1 , we have
W
β|µν|αρ
k+1 = W
β|αρ|µν
k+1 = −W
β|νµ|αρ
k+1 = −W
β|µν|ρα
k+1 ,
W
β|µ[ν|αρ]
k+1 = 0 , ηµαW
β|µν|αρ
k+1 = 0 .
As a consequence of the symmetries of T
αµ|νρ
k+1 , the projection of Eq.(6.6.45) on the
symmetries of the Weyl tensor gives
0 = ∂βW
β|µν|αρ
k+1 + δ(. . . ) (6.6.46)
where we do not write the (invariant) δ-exact terms explicitly because they play
no role in what follows. Eq.(6.6.46) determines, for given (µ, ν, α, ρ), a cocycle of
Hn−1k+1 (d|δ,H(γ)). Using again the isomorphisms [117] H
n−1
k+1 (d|δ)
∼= Hnk+2(δ|d)
∼= 0
(k ≥ 1) and the induction hypothesis, we find
W
β|µν|αρ
k+1 = ∂γφ
γβ|µν|αρ
k+1 + δ(. . . ) (6.6.47)
where φ
γβ|µν|αρ
k+1 is invariant, antisymmetric in (γ, β) and possesses the symmetries of
the Weyl tensor in its last four indices. The δ-exact term is invariant as well. Then,
projecting the invariant tensor 4φ
γβ|µν|αρ
k+1 on the symmetries of the curvature tensor
Kγβ|µν|αρ and calling the result Ψ
γβ|µν|αρ
k+1 which is of course invariant, we find after
some rather lengthy algebra (which takes no time using Ricci [130])
Y ′
µνρ
k+1 = ∂α∂β∂γΨ
αµ|βν|γρ
k+1 + G
µνρ
αβγX̂
αβγ
k+1 + δ(. . .) , (6.6.48)
with
X̂αβγ|k+1 :=
2
n− 2
Yστραβγ
(
− Sµ
σ|µτ |ρ k+1 +
1
n
ηστ [S
µν
µν| |ρ k+1 + S
µ ν
µν| ρ| k+1]
)
(6.6.49)
where Yστραβγ = Y
(στρ)
(αβγ) projects on completely symmetric rank-3 tensors.
(iii) We can now complete the argument. The homotopy formula
ak =
∫ 1
0
dt
[
C∗αβ
δLak
δC∗αβ
+ h∗µνρ
δLak
δh∗µνρ
+ hµνρ
δLak
δhµνρ
]
(th , th∗ , tC∗) (6.6.50)
enables one to reconstruct ak from its E.L. derivatives. Inserting the expressions
(6.6.37)-(6.6.39) for these E.L. derivatives, we get
ak = δ
(∫ 1
0
dt [C∗αβZ
′αβ
k−1 + h
∗
µνρX
′µνρ
k + hµνρY
′µνρ
k+1 ](t)
)
+ ∂ρk
ρ. (6.6.51)
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The first two terms in the argument of δ are manifestly invariant. To prove that the
third term can be assumed to be invariant in Eq.(6.6.51) without loss of generality,
we use Eq.(6.6.48) to find that
hµνρ Y
′µνρ
k+1 = −Ψ
αµ|βν|γρ
k+1 Kαµ|βν|γρ +GαβγX̂
αβγ
k+1 + ∂ρℓ
ρ + δ(. . .) ,
where we integrated by part thrice to get the first term of the r.h.s. while the her-
miticity of Gµνρ|αβγ was used to obtain the second term.
We are left with ak = δµk+1 + ∂ρν
ρ
k , where µk+1 is invariant. That ν
ρ
k can now
be chosen invariant is straightforward. Acting with γ on the last equation yields
∂ρ(γν
ρ
k) = 0 . By the Poincare´ lemma, γν
ρ
k = ∂σ(τ
[ρσ]
k ) . Furthermore, Proposition
3 on H(γ| d) for positive antifield number k implies that one can redefine νρk by the
addition of trivial d-exact terms such that one can assume γνρk = 0 . As the pureghost
number of νρk vanishes, the last equation implies that ν
ρ
k is an invariant polynomial.
This ends the proof for n > 3.
6.6.3 Special case n = 3
Let us point out the place where the proof of Theorem 6.1 must be adapted to
n = 3 [76]. It is when one makes use of the projector on the symmetries of the Weyl
tensor. Above, the equations (6.6.44) and (6.6.45) are used to obtain (6.6.48) and
(6.6.49). During this procedure, one had to project ∂βS
βα|µν|ρ
k+1 on the symmetries of
the Weyl tensor. In dimension 3, this gives zero identically.
If we denote by W
β|µν|αρ
k+1 the projection W
µ ν α ρ
µ′ν′α′ρ′S
βα′|µ′ν′|ρ′
k+1 of S
βα|µν|ρ
k+1 on the sym-
metries of the Weyl tensor, we have of course W
β|µν|αρ
k+1 = 0. Then, obviously
0 =
2
3
∂α∂β
[
W
µ|αν|βρ
k+1 +W
µ|αρ|βν
k+1 +W
ν|αµ|βρ
k+1 +W
ν|αρ|βµ
k+1 +W
ρ|αµ|βν
k+1 +W
ρ|αν|βµ
k+1
]
.
Substituting forW
µ|αν|βρ
k+1 its expression in terms of S
αβ|γδ|ρ
k+1 and using Eqs.(6.6.44) and
(6.6.45) we find 0 = Y µνρk+1 −G
µνρ
αβγX̂
αβγ
k+1 + δ(. . .) , where X̂
αβγ
k+1 is still given by
Eq.(6.6.49). The result (6.6.48) is thus recovered except for the first Ψ -term. This is
linked to the fact that, in n = 3, an invariant polynomial depends on the field hµνρ
only through the Fronsdal tensor F µνρ, see Eq.(6.1.8). The Eqs.(6.6.40) and (6.6.41)
are changed accordingly. The proof then proceeds as in the general case n > 3, where
one sets Ψ to zero.
6.7 Parity-invariant self-interactions
As explained in Section 4.3, nontrivial consistent interactions are in one-to-one cor-
respondance with elements of Hn,0(s|d), i.e. solutions a of the equation
sa+ db = 0 , (6.7.52)
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with form-degree n and ghost number zero, modulo the equivalence relation
a ∼ a+ sp + dq .
Moreover, one can quite generally expand a according to the antifield number, as
a = a0 + a1 + a2 + . . . ak , (6.7.53)
where ai has antifield number i. The expansion stops at some finite value of the
antifield number by locality, as was proved in [119]. Let us recall (see also Section
4.2.4) the meaning of the various components of a in this expansion. The antifield-
independent piece a0 is the deformation of the Lagrangian; a1, which is linear in
the antifields h∗µνρ, contains the information about the deformation of the gauge
symmetries, given by the coefficients of h∗µνρ; a2 contains the information about
the deformation of the gauge algebra (the term C∗CC gives the deformation of the
structure functions appearing in the commutator of two gauge transformations, while
the term h∗h∗CC gives the on-shell closure terms); and the ak (k > 2) give the
informations about the deformation of the higher-order structure functions and the
reducibility conditions.
Using the cohomological theorems of the previous sections and the reasoning of
Section 4.3.1, one can remove all components of a with antifield number greater than
2. Indeed, the properties required to use the analysis of Section 4.3.1 are satisfied: (i)
is just Eq.(6.2.10), (ii) is Proposition 3, and (iii) is true since there are only a finite
number of ghosts in H(γ) at given pureghost number (see Proposition 1). Then the
key point in the analysis is that the invariant characteristic cohomology Hn,invk (δ|d)
controls the obstructions to the removal of the term ak from a and that all H
n,inv
k (δ|d)
vanish for k > 2 by 6.5.24 and Theorem 6.1. This proves the first part of the following
theorem:
Theorem 6.2. Let a be a local topform that is a nontrivial solution of the equation
(6.7.52). Without loss of generality, one can assume that the decomposition (6.7.53)
stops at antifield number two, i.e.
a = a0 + a1 + a2 . (6.7.54)
If the last term a2 is parity and Poincare´-invariant, then it can always be written
as the sum of
a22 = f
a
bc C
∗µν
a (T
b
µα|βT
c
να|β − 2T
b
µα|βT
c
νβ|α +
3
2
Cb αβU cµα|νβ) d
nx (6.7.55)
and
a42 = g
a
bc C
∗µν
a U
b
µα|βλU
c
να|βλ d
nx , (6.7.56)
where fabc and g
a
bc are some arbitrary constant tensors that are antisymmetric under
the exchange of b and c. Furthermore a42 vanishes when n = 3, 4 .
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This most general parity and Poincare´ invariant expression for a2 is computed in
Section 6.7.1.
Let us note that the two components of a2 do not contain the same number of
derivatives: a22 and a
4
2 contain respectively two and four derivatives. This implies that
a22 and a
4
2 lead to Lagrangian vertices with resp. three and five derivatives. The first
kind of deformation (three derivatives) was studied in [50], however the case with five
derivatives has never explicitly been considered before in flat space-time analyses.
Another consequence of the different number of derivatives in a22 and a
4
2 is that the
descents associated with both terms can be studied separately. Indeed, the operators
appearing in the descent equations to be solved by a2, a1 and a0 (see Eqs.(6.7.57)-
(6.7.59) in the next subsection) are all homogeneous with respect to the number of
derivatives, which means that one can split a into eigenfunctions of the operator
counting the number of derivatives and solve the equations separately for each of
them. After the proof of Theorem 6.2 in Section 6.7.1, when we conpute the gauge
transformations and the vertices associated with the deformations of the algebra, we
thus split the analysis: the descent starting from a22 is analysed in Section 6.7.2, while
the descent associated with a42 is treated in Section 6.7.3.
6.7.1 Most general term in antifield number two
As has been shown in Section 4.3.1, similarly to the finiteness of the decomposition of
a, Eq.(6.7.53), one can assume that the antifield number decomposition of b is finite.
Furthermore, since a stops at antifield number 2, without loss of generality one has
b = b0 + b1 . Inserting the expansions of a and b into Eq.(6.7.52) and decomposing s
as s = δ + γ yields
γa0 + δa1 + db0 = 0 , (6.7.57)
γa1 + δa2 + db1 = 0 , (6.7.58)
γa2 = 0 . (6.7.59)
The general solution of Eq.(6.7.59) is given by Proposition 1. The latter implies that,
modulo trivial terms, a2 has the form a2 = αIω
I , where αI is an invariant polynomial,
depending thus on the field φ, the antifields and all their derivatives, while the {ωI}
provide a basis of the polynomials in Cµν , T̂µνρ, Ûµνρσ (see Section 6.3). Let us stress
that, as a2 has ghost number zero and antifield number two, ω
I must have ghost
number two.
The further constraints on a2 follow from the results obtained in Sections 6.4-6.6,
applied to the equation (6.7.58).
Acting with γ on Eq.(6.7.58) and using the triviality of d, one gets that b1 should
also be an element of H(γ), i.e., modulo trivial terms, b1 = βIω
I , where the βI are
invariant polynomials.
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Let us further expand a2 and b1 according to the D-degree defined in the proof of
Proposition 3 in Section 6.4. The D-degree is related to the differential D and counts
the number of T̂ ’s plus twice the number of Û ’s. One has
a2 =
M∑
i=0
ai2 =
M∑
i=0
αIiω
Ii , b1 =
M∑
i=0
bi1 =
M∑
i=0
βIiω
Ii ,
where ai2, b
i
1 and ω
Ii have D-degree i and M is the maximal D-degree in pureghost
number two. Since the action of the differential D is the same as the action of the
exterior derivative d modulo γ-exact terms, the equation (6.7.58) reads∑
i
δ[αIiω
Ii] +
∑
i
D[βIiω
Ii] = γ(. . .) ,
or equivalently, remembering that DωIi = AIiIi+1ω
Ii+1 ,∑
i
δ[αIi]ω
Ii +
∑
i
d[βIi]ω
Ii ±
∑
i
βIiA
Ii
Ii+1
ωIi+1 = γ(. . .) ,
where the ± sign is fixed by the parity of βIi . This implies
δ[αIi ] + d[βIi]± βIi−1A
Ii−1
Ii
= 0 (6.7.60)
for each D-degree i, as the elements of the set {ωI} are linearly independent nontrivial
elements of H(γ).
We now analyse this equation for each D-degree.
D-degree decomposition:
• degree zero : In D-degree 0, the equation reads δ[αI0 ] + d[βI0] = 0, which
implies that αI0 belongs to H2(δ|d). In antifield number 2, this group has
nontrivial elements given by Proposition 4, which are proportional to C∗µνa .
The requirement of translation-invariance restricts the coefficient of C∗µνa to be
constant. Indeed, it can be shown [116] that if the Lagrangian deformation a0
is invariant under translations, then so are the other components of a. On the
other hand, in D-degree 0 and ghost number 2, we have ωI0 = CbµρC
c
νσ. To
get a parity and Lorentz-invariant a02, ω
I0 must be completed by multiplication
with C∗µνa and some parity-invariant and covariantly constant tensor, i.e. a
product of ηµν ’s. The only a
0
2 that can be thus built is a
0
2 = C
∗µν
a C
b
µρC
cρ
ν f
a
bcd
nx,
where fabc is some constant tensor that parametrizes the deformation. From this
expression, one computes that b01 = βI0ω
I0 = −3 (h∗µναa −
1
n
ηµνh∗αa )C
b
µρC
cρ
ν f
a
bc ∗
(dxα) , where ∗(dxα) =
1
(n−1)!
ηαµ1...µn−1dx
µ1 . . . dxµn−1 .
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• degree one : We now analyse Eq.(6.7.60) in D-degree 1, which reads
δ[αI1] + d[βI1 ] + βI0A
I0
I1
= 0 . (6.7.61)
The last term can be read off βI0A
I0
I1
ωI1 ∝ (h∗µναa −
1
n
ηµνh∗αa )f
a
bcd
nx T̂ bα(µ|ρ)C
cρ
ν ,
and should be δ-exact modulo d for a solution of Eq.(6.7.61) to exist. However,
the coefficient of T̂ bα(µ|ρ)C
cρ
ν is not δ-exact modulo d. This is easily seen in the
space of x-independent functions, as both δ and d bring in one derivative while
the coefficient contains none. As βI1 is allowed to depend explicitely on x
µ, the
argument is actually slightly more complicated: one must expand βI1 according
to the number of derivatives of the fields in order to reach the conclusion. The
detailed argument can be found in the proof of Theorem 7.3 in [121]. As βI0A
I0
I1
is not δ-exact modulo d, it must vanish if Eq.(6.7.61) is to be satisfied. This
implies that fabc vanishes, so that a
0
2 = 0 and b
0
1 = 0 . One thus gets that
αI1 is an element of H2(δ|d). However, there is no way to complete it in a
Poincare´-invariant way because the only ωI1 is ωI1 = T̂ bµν|ρC
c
αβ, which has an
odd number of Lorentz indices, while αI1 ∝ C
∗µν
a has an even number of them.
Thus a12 = 0 = b
1
1.
• degree two : The equation (6.7.60) in D-degree 2 is then δ[αI2 ] + d[βI2] = 0,
which implies that αI2 belongs to H2(δ|d). One finds, most generally when
n > 3, that
a22 = C
∗µν
a (T̂
b
µα|βT̂
c
να|βf
a
[bc] + T̂
b
µα|βT̂
c
νβ|αg
a
[bc] + C
b αβÛ cµα|νβk
a
bc)d
nx , (6.7.62)
b21 = −3 (h
∗µνρ
a −
1
n
ηµνh∗ρa )
×(T̂ bµα|β T̂
c
να|βf
a
[bc] + T̂
b
µα|βT̂
c
νβ|αg
a
[bc] + C
b αβÛ cµα|νβk
a
bc) ∗ (dxρ) ,
where fa[bc], g
a
[bc] and k
a
bc are three a priori independent constant tensors. When
n = 3, there are linear dependences that slightly modify the analysis for this
candidate, this case will be treated at the end of the proof.
• degree three : Now, in the equation for a32, we have
βI2A
I2
I3
ωI3 ∝
[
h∗µνρa Û
b
µα|ρβT̂
c α|β
ν (f
a
[bc] + g
a
[bc] −
2
3
kacb)
−
1
n
h∗ρa Û
b
µα|ρβT̂
c α|β
µ (f
a
[bc] +
1
2
ga[bc])
]
dnx ,
which implies, when n > 3, that ga[bc] = −2 f
a
[bc] and k
a
bc =
3
2
fa[bc] , since the
coefficients of Û bµα|ρβT̂
c α|β
ν and Û bµα|ρβT̂
c α|β
µ are not δ-exact modulo d . We thus
obtained the component (6.7.55) of a2, which is the expression a
2
2 found here
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modulo trivial terms. Provided that the above conditions are satisfied, αI3
must be in H2(δ|d). But no Poincare´-invariant a32 can be built because ω
I3 =
T̂ bµα|βÛ
c
νρ|στ has an odd number of Lorentz indices, so a
3
2 = 0.
• degree four : Repeating the same arguments for a42, one gets
a42 = g
a
bc C
∗µν
a Û
b
µα|βλÛ
c
να|βλd
nx
and b41 = −3 (h
∗µνρ
a −
1
n
ηµνh∗ρa )Û
b
µα|βλÛ
c
να|βλg
a
bc ∗
(
dxρ
)
, for some constant struc-
ture function gabc. It is important to notice that a
4
2 vanishes in dimension less
than five because of the Schouten identity
0 ≡ C∗ν1µ1 Û
b ν2ν3
µ2µ3|
Û c ν4ν5
µ4µ5|
δ
[µ1
[ν1
. . . δ
µ5]
ν5]
∝ C∗µνÛ bµα|βλÛ
c
να|βλ .
No condition is imposed on gabc by equations in higher D-degree because D1b
4
1 =
0. We now obtained the component (6.7.56).
• degree higher than four : Finally, there are no ai2 for i > 4 because there is
no ghost combination ωIi of ghost number two and D-degree higher than four.
Summarizing, we have almost proved the second part of Theorem 6.2: it remains
to show that the component of D-degree two, a22, in space-time dimension n = 3
can be chosen with the same form as in the other dimensions. So let us return
to the analysis of Eq.(6.7.60) in D-degree two when n = 3. One can again write
the most general a22 as (6.7.62). However the second term is linearly dependent
on the first one and the last one vanishes, because of Schouten identities. These
identities are due to the fact that one cannot antisymmetrize over more indices than
the number of space-time dimensions; they read 0 = C∗ν1µ1 T̂
b ν2
µ2µ3|
T̂
cν3ν4|
µ4δ
[µ1
[ν1
. . . δ
µ4]
ν4]
∝
C∗µν(2T̂ bµα|βT̂
c
να|β−T̂
b
µα|βT̂
c
νβ|α) , 0 = C
∗ν1
µ1
Cν2µ2Û
ν3ν4
µ3µ4|
δ
[µ1
[ν1
. . . δ
µ4]
ν4]
∝ C∗µνCαβÛµα|νβ .We
can however also take the above form for a22 in n = 3, keeping in mind that in this
case ga[bc] and k
a
bc are arbitrary, provided g
a
[bc] 6= −
1
2
fa[bc] so that a
2
2 is nonvanishing.
In D-degree 3, βI2A
I2
I3
ωI3 now vanishes by Schouten identities. We can then use the
arbitrarity of ga[bc] and k
a
bc to impose the above conditions and have the same result
as in higher dimensions.
This completes the proof of Theorem 6.2.
6.7.2 Berends–Burgers–van Dam’s deformation
In this section, we consider the deformation related to a22 given by (6.7.55). As
explained above, a2 = a
2
2 must now be completed into a solution a of sa + db = 0
by adding terms with lower antifield number. The complete solution a provides then
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the first-order deformation term W1 =
∫
a of an interacting theory. The next step is
to check that higher-order terms W2, W3, etc. can be built to get the full interacting
theory.
In the case considered here, we show that a first-order interaction term W1 can be
constructed; however, there is an obstruction to the existence of W2, which prevents
its completion into a consistent interacting theory.
Existence of a first-order deformation
In this section, the descent equations (6.7.57) and (6.7.58), i.e. γa0 + δa1 + db0 = 0
and γa1 + δa2 + db1 = 0, are solved for a1 and a0.
The latter of these equations admits the particular solution
ap1 = −
3
2
[
(h∗µνρa −
1
n
ηµνh∗ρa )
×
(
2∂[µh
b
α]βρ(T
c
να|β − 2T
c
νβ|α) + h
b
αβρU
c
µα|νβ − 3C
bαβ∂[νh
c
β]ρ[α,µ]
)
+
1
n
h∗ρa T
b
ρα|β(∂σh
c σαβ − ∂αhc β − ∂βhc α)
]
fabc d
nx .
To this particular solution, one must add the general solution a¯1 of γa¯1 + db1 = 0 , or
equivalently (by Proposition 3) of γa¯1 = 0. In ghost number zero, antifield number
one and with two derivatives, this solution is, modulo trivial δ-, γ- and d-exact terms,
a¯1 = h
∗ a
µνρG
b µν
σ C
c ρσl1(ab)c + h
∗a
µ G
b
νC
c µν l2(ab)c + h
∗a µGbµνρC
c νρl3abc ,
where l1(ab)c, l
2
(ab)c and l
3
abc are some arbitrary constants. For future convenience, we
also add to ap1 + a¯1 the trivial term γb1 where
b1 = f
a
bch
∗
aµνρ(−
3
2
hbµστ∂νhcρστ − 2h
bµστ∂σh
cνρ
τ + 3h
bµ∂νhcρ − 3hbσ∂
µhcνρσ
+2hbσ∂
σhcµνρ)
+fabch
∗a
µ (2h
bµνρ∂νh
c
ρ − h
bµνρ∂σhcνρσ + 3h
bµ∂σhcσ −
1
2
hbνρσ∂
µhcνρσ + 6hbν∂ρh
cµνρ) .
In short, up to trivial terms, the most general a1, solution of γa1 + δa2 + db1 = 0, is
a1 = a
p
1 + a¯1 + γb1 .
The next step is to find a0 such that γa0 + δa1 + db0 = 0 . A cumbersome but
straightforward computation shows that necessary (and, as we will see, sufficient)
conditions for a solution a0 to exist are (i) f
a
[bc] is totally antisymmetric, or more pre-
cisely δadf
d
[bc] = f[abc], (ii) l
1
(ab)c = l
2
(ab)c = 0 and (iii) l
3
abc = −
9
8
f[abc] . This computation
follows the lines of an argument developped in [71], which considers the most general
a0 and matches the coefficients of the terms with the structure Ch
′h′, where h′ de-
notes the trace of h. In three and four dimensions, one must take into account that
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some of these terms are related by Schouten identities (see Appendix D.2 for a defini-
tion); however, this does not change the conclusions. Once the conditions (i) to (iii)
are satisfied, one can explicitly build the solution a0, which corresponds to the spin-3
vertex found in [50], in which the structure function fabc has been replaced by −
3
8
fabc .
The explicit deformation a0 of the Lagrangian will be given shortly for completeness.
It is unique up to solutions a¯0 of the homogeneous equation γa¯0 + db0 = 0 .
We have thus proved by a new method that the spin-3 vertex of [50] is the only
consistent nontrivial first-order deformation of the free spin-3 theory with at most4
three derivatives in the Lagrangian, modulo deformations a¯0 of the latter that are
gauge-invariant up to a total derivative, i.e. such that γa¯0 + db0 = 0 . However, as
is known from [52], this deformation cannot be completed to all orders, as is proved
again below.
Explicit first-order vertex and gauge transformation
For completeness, we provide here the explicit first-order vertex and gauge transfor-
mation of the Berends–Burgers–van Dam cubic interaction.
The deformation of the vertex is∫
a0 = f[abc] S
abc ; Sabc[hdµνρ] = −
3
8
∫
LabcBBvD d
nx ,
where
LabcBBvD = −
3
2
haαhbβ, γhcβ, αγ + 3 h
aα, βhbγhcγ, αβ + 6 h
aαβγ, δhbαh
c
β, γδ
+
1
2
haαhbβγδ, ηhcβγδ, αη + h
aα
, αβh
b
γδηh
cγδη, β + haα, βhbγδηhcγδη, αβ
−3 haαβγh
bαβ
δ, ηh
cδ, γη − 3 haαβγh
bαβδ, γηhcδ, η + 3 h
a
αβγ, δh
bαβηhc , γδη
+3 ha , γδαβγ h
bαβηhcη, δ −
9
4
haα, βγh
bβhcγ, α −
1
4
haα, βh
bβ, γhc , αγ
−3 haαβγh
bδ, αhc , βγδ −
3
2
ha , αα h
bβ, γhc , δβγδ + 3 h
a
αh
b
β, γh
c βγ, αδ
δ
+
3
2
ha , αβα h
bγ, δhcβγδ + 3 h
a
α, βh
b
γ, δh
cβγδ, α −
3
2
haαh
b , β
βγδ h
c γδ, αη
η
−6 ha , αδαβγ h
bβ, ηhcδη
γ + 6 ha , αδαβγ h
bβhc γ, ηδη − 2 h
a
αβγ, δh
b αδ, η
λ h
c λβ,γ
η
+haαβγh
b , α
δηλ h
c δηλ, βγ − 3 haαβγ
, αhb βγ, ηδ h
c
ηλ
δ, λ
+3 ha , αδαβγ h
bβγη, λhcηδλ + 6 h
a
αβγ, δh
bαβη, λhcηλ
δ, γ ,
4The developments above prove the three-derivatives case. For less derivatives, it follows from
above that a2 = 0, which implies that γa1 = 0 by Eq.(6.7.58); however there is no such parity and
Poincare´-invariant a1 with less than two derivatives, so a1 = 0 as well.
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where we remind that indices after a coma denote partial derivatives.
The first-order deformation of the gauge transformations is given by
δ1λh
a
µνρ = f
a
bc Φ
bc
µνρ ,
where Φbcµνρ is the completely symmetric component of
φbcµνρ = 6 h
bσλcµσ,νρ − 3 h
bσλcµν,ρσ + 6 h
b
µ,νλ
c ,σ
σρ − 6 h
b
µλ
c σ
σν,ρ
−
15
4
hbµστ,νλ
cσ,τ
ρ +
31
4
hbστµ λ
c
νσ,τρ +
9
4
hbµνσ,ρτλ
cστ −
11
2
hb σ,τµν λ
c
σ(τ,ρ)
−6 hbµνσ,ρλ
cστ
,τ −
3
4
hbµστ,νλ
cστ
,ρ −
9
8
hbµστ,νρλ
cστ +
9
8
hbστµ λ
c
στ,νρ
−
1
2
hbµνσ,τλ
cτ,σ
ρ +
13
8
hbστµ λ
c
νρ,στ + 4 h
b
µνρ,σλ
cστ
,τ −
9
8
hb ,στµνρ λ
c
στ
+ηµν
( 9
4
(hbσ,ττλ
c
ρσ − h
b
σ,ρτλ
cστ − hb ,ησηστ λ
cτ
ρ ) +
9
8
(hb ,στσ λ
c
ρτ + h
bηστ
,ηρλ
c
στ )
+6 (hb ,σσ λ
c ,τ
ρτ − h
bσλc τστ,ρ − h
bσλc τσρ,τ − h
b
σλ
c ,στ
ρτ − h
b
ρλ
c ,στ
στ + 2 h
b ,σ
ρστ λ
cτ,η
η )
+
3
2
(hbηστλcστ,ηρ − h
b
ηστ,ρλ
c στ,η) + (1−
3
4n
)(2 hbσ,τλcστ,ρ − h
bστ,η
η λ
c
στ,ρ)
+(2 +
3
4n
)(hbσ,τλ
cσ,τ
ρ + h
b
σ,τλ
cτ,σ
ρ − h
bτη,σ
σ λ
c
ρτ,η − h
b
ρστλ
cσ,τη
η +
1
2
hbστρ λ
c η
στ,η )
+
9
8
(1−
1
n
)(−hb ηρστ,η λ
cστ + 2 hb τ,ησρσ λ
c
ητ − h
b ,στ
ρ λ
c
στ )
)
.
This expression is equivalent to that of [50] modulo field redefinitions.
Obstruction for the second-order deformation
In the previous subsections, we have constructed a first-order deformation W1 =∫
(a0 + a1 + a2) of the free functional W0 . As explained in Section 4.3, a consistent
second-order deformation W2 must satisfy the condition (4.3.61), i.e.
(W1,W1) = −2sW2 . (6.7.63)
Expanding (W1,W1) according to the antifield number, one finds
(W1,W1) =
∫
dnx (α0 + α1 + α2) ,
where the term of antifield number two α2 comes from the antibracket of a2 with
itself.
If one also expandsW2 according to the antifield number, one gets from Eq.(6.7.63)
the following condition on α2 (it is easy to see that the expansion ofW2 can be assumed
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to stop at antifield number three, W2 =
∫
dnx(c0 + c1 + c2 + c3) and that c3 may be
assumed to be invariant, γc3 = 0)
α2 = −2(γc2 + δc3) + ∂µb
µ
2 . (6.7.64)
Explicitly,
α2 =
1
2
fabcf
c
deC
∗a
µν
(
− 4T̂ bµα|βT̂ dνρ|σÛeαρ|βσ + 5T̂
bµα|βT̂ dνρ|σÛeασ|βρ
−3T̂ bµα|βT̂ dαρ|σÛ
eσν|ρ
β + T̂
bµα|βT̂ dβρ|σÛ
eρν|σ
α + T̂
bµα|βT̂ dβρ|σÛ
eσν|ρ
α
−
3
2
Û bµα|νβT̂ dαρ|σT̂
e ρ|σ
β + 3Û
bµα|νβT̂ dαρ|σT̂
e σ|ρ
β
+
9
4
Û bµα|νβCdρσÛeασ|βρ +
3
2
CbαβÛ
dρµ|σαÛe ν|βρ σ
−
3
4
CbαβÛ
dρµ|σαÛe ν|βσ ρ +
3
4
CbαβÛdρα|σβÛ
eρµ|σν
)
+ γ(. . .) .
It is impossible to get an expression with three ghosts, one C∗ and no fields, by
acting with δ on c3, so we can assume without loss of generality that c3 vanishes,
which implies that α2 should be γ–exact modulo total derivatives.
However, α2 is not a mod-d γ-coboundary unless it vanishes. Indeed, suppose we
have
α2 = γ(u) + ∂µk
µ .
Both u and kµ have antifield number two and we can restrict ourselves to their
components linear in C∗ without loss of generality (so that the gauge algebra closes
off-shell at second order). We can also assume that u contains C∗ undifferentiated,
since derivatives can be removed through integration by parts. As the Euler derivative
of a divergence is zero, we can reformulate the question as to whether the following
identity holds,
δLα2
δC∗aµν
=
δL(γu)
δC∗aµν
= −γ
( ∂Lu
∂C∗aµν
)
.
since γC∗ = 0 and C∗ appears undifferentiated in u. On the other hand, δ
Lα2
δC∗aµν
is a sum
of nontrivial elements of H(γ); it can be γ-exact only if it vanishes. Consequently, a
necessary condition for the closure of the gauge transformations (c2 may be assumed
to be linear in the antifields) is α2 = 0.
Finally, α2 vanishes if and only if either n = 3, since Û
a
µν|ρσ vanishes identically in
this dimension because of its symmetry, or fabcf
c
de = 0 (nilpotency of the algebra).
The latter condition implies the vanishing of fabc (by Lemma 6.3), and thus of the
whole deformation candidate. So, the deformation is obstructed at second order when
n > 3 .
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Let us note th at originally, in the work [52], the obstruction to this first-order
deformation appeared under the weaker form fabcf
c
de = fadcf
c
be (associativity). It
was also obtained by demanding the closure of the algebra of gauge transformations
at second order in the deformation parameter.
6.7.3 Five-derivative deformation
We now consider the deformation related to a2 = a
4
2, written in Equation (6.7.56). In
this case, the general solution a1 of γa1 + δa2 + db1 = 0 is, modulo trivial terms,
a1 = −2 (h
∗µνρ
a −
1
n
ηµνh∗ρa )∂[µh
b
α]ρ[β,λ]U
c
να|βλg
a
[bc] d
nx+ a¯1 , (6.7.65)
where a¯1 is an arbitrary element of H(γ) .
When the structure constant is completely antisymmetric in its indices, δadg
d
[bc]
= g[abc] , a Lagrangian deformation a0 such that γa0+ δa1+db0 = 0 can be computed.
Its expression is quite long and is given later in this section. We used the symbolic
manipulation program FORM [95] for its computation.
This nontrivial first-order deformation of the free theory had not been found in
the previous spin-three analyses, which is related to the assumption usually made
that the Lagrangian deformation should contain at most three derivatives, while it
contains five of them in this case. However, it would be very interesting to see whether
the cubic vertex could be related to the flat space limit of the higher-spin vertices
of the second reference of [10]. At first order in the deformation parameter, it is
possible to take some flat space-time limit of the (A)dSn higher-spin cubic vertices.
An appropriate flat limit must be taken: the dimensionless coupling constant g of the
full higher-spin gauge theory should go to zero in a way which compensates the non-
analyticity ∼ 1/Λm in the cosmological constant Λ of the cubic vertices, i.e. such that
the ratio g/Λm is finite. The spin-3 vertices could then be recovered in such a limit
from the action of [131] by substituting the linearized spin-3 field strengths for the
nonlinear ones at quadratic order and replacing the auxiliary and extra connections by
their expressions in terms of the spin-3 gauge field obtained by solving the linearized
torsion-like constraints, as explained in [10, 61, 62] (and references therein). Such a
relation would provide a geometric meaning for the complicated expression of the
five-derivative vertex.
The next step is to find the second-order components of the deformation. Similarly
to the previous case, it can easily be checked that we can assume c3 = 0. However, no
obstruction arises from the constraint α2 ≡ (a2, a2) = −2γc2+∂mkµ. If this candidate
for an interacting theory is obstructed, the obstructions arise at some later stage, i.e.
beyond the (possibly on-shell) closure of the gauge transformations.
For completeness, one should check whether γa0+ δa1+db0 = 0 admits a solution
a0 when the structure constant g
d
bc = g
d
[bc] is not completely antisymmetric but has
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the “hook” symmetry property δd[ag
d
bc] = 0. However, the computations involved are
very cumbersome and we were not able to reach any conclusion about the existence
of such an a0.
We now give the deformation a0 related to the element a
4
2 with completely antisym-
metric structure constants. It satisfies the equation γa0+ δa1+db0 = 0 for a1 defined
by Eq.(6.7.65), in which a¯1 = 0. The deformation is
∫
a0 = g
[abc] Tabc ; Tabc[h
d
µνρ] =
1
2
∫
Labc d
nx , where
Labc = h
µνρ
a
(
−74 ∂µνh
λστ
b ∂ρστhcλ −
1
4 ∂µνh
λστ
b ∂ρη∂
ηhcλστ −
1
2 ∂µνh
λ
b ∂ρλσh
σ
c
−34 ∂µνh
λ
b ∂ρστh
στ
cλ −
5
3 ∂µh
λστ
b ∂νρληh
η
cστ +
1
2 ∂µh
λστ
b ∂νρη∂
ηhcλστ
+23 ∂µh
λ
b ∂νρστh
στ
cλ −
4
3 ∂µh
λ
b ∂νρσ∂
σhcλ +
5
4 ∂στh
στλ
b ∂µνρhcλ
−53 ∂στh
σλη
b ∂µνρh
τ
cλη +
3
4 ∂σ∂
σh
λητ
b ∂µνρhcλητ +
1
2 ∂στh
σ
b ∂µνρh
τ
c
+2312 ∂στh
λ
b ∂µνρh
στ
cλ −
4
3 ∂σ∂
σhλb ∂µνρhcλ −
51
16 ∂µνhbρ∂στ∂
σhτc
−118 ∂µh
στ
bν ∂ρστλh
λ
c +
5
4 ∂µhbνστ∂ρλη∂
τhσληc −
3
8 ∂µhbνστ∂ρλ∂
λτhσc
+94 ∂µhbνστ∂ρλη∂
ηhστλc −
1
12 ∂µhbν∂ρλστh
λστ
c −
3
2 ∂µhbν∂ρλσ∂
σhλc
−1116 ∂λh
στ
bµ ∂νρστh
λ
c −
1
4 ∂ληhbµστ∂νρ∂
τhλησc +
3
4 ∂λ∂
λhτbµσ∂νρτh
σ
c
+74 ∂ηλhbµ∂νρ∂
ηh λc −
19
16 ∂η∂
ηhbµ∂νρλh
λ
c +
11
4 ∂µλh
λσ
bν ∂στηh
τη
cρ
+34 ∂µhbνστ∂
στληhcρλη +
7
8 ∂µhbνστ∂
στλ∂λhcρ +
3
2 ∂µhbνστ∂
σλ∂ληh
τη
cρ
− ∂µhbνστ∂
λη∂ληh
στ
cρ + ∂µhbν∂λ∂
λστhcρστ +
7
4 ∂
σhbµστ∂
τλη∂νhcρλη
−98 ∂
σhbµστ∂
τλ∂νλhcρ +
1
4 ∂
λh στbµ ∂νστηh
η
cρλ −
3
4 ∂
λh στbµ ∂νστλhcρ
+2 ∂λτhbµλσ∂ντηh
ση
cρ −
1
4 ∂τhbµλσ∂νη∂
ληh στcρ +
3
4 ∂
τhλbµσ∂νλτηh
ση
cρ
+∂λhbµστ∂νλη∂
ηh στcρ −
1
4∂
στhbµστ∂η∂
ηλhcνρλ−
3
4∂
σhbµστ∂η∂
τηλhcνρλ
+34 ∂
λhbµστ∂η∂
στηhcνρλ +
3
2 ∂λhbµστ∂
λστηhcνρη −
1
4 ∂
λhbµ∂στ∂
στhcνρλ
+34 ∂
λhbµλη∂στ∂
στhηcνρ +
3
2 ∂στhbµλη∂
λστhηcνρ +
1
3 ∂µhbνρλ∂
λστηhcστη
−154 ∂µhbνρλ∂
λστ∂σhcτ −
11
4 ∂µhbνρλ∂
στη∂σh
λ
cτη +
1
2 ∂µhbνρλ∂
στ∂στh
λ
c
+12 ∂ηhbµνλ∂
λ∂ρστh
ηστ
c −
1
2 ∂ηhbµνλ∂
λσ∂ρσh
η
c − ∂σhbµνλ∂
λσ∂ρηh
η
c
−34 ∂
η∂ηhbµνλ∂ρστh
λστ
c +
1
2 ∂
στhbµνλ∂ρστh
λ
c +
7
4 ∂
λhbµνλ∂ηστ∂
ηh στcρ
−14 ∂
λhbµνλ∂στ∂
στhcρ −
3
2 ∂
ηhbµνλ∂σ∂
λστhcρητ − 2 ∂ηhbµνλ∂
ηλστhcρστ
+12 ∂ηhbµνλ∂
ηλσ∂σhcρ +
1
4 ∂ηhbµνλ∂
στ∂στh
ηλ
cρ +
1
2 ∂ηhbµνλ∂
ηστ∂σh
λ
cρτ
−14 ∂ηhbµνρ∂λστ∂
λhηστc −
3
8 ∂ηhbµνρ∂λσ∂
λσhηc −
1
2 ∂ηhbµνρ∂
ηλ∂λσh
σ
c
−2716 ∂µνhbλ∂
λστhcρστ +
15
16 ∂µνhbλ∂
λσ∂σhcρ −
1
8 ∂µνhbλ∂
σ∂σηh
λη
cρ
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+13 ∂µh
λστ
b ∂νλστhcρ +
1
2 ∂µλh
λ
b ∂νσ∂
σhcρ −
33
16 ∂µh
λ
b ∂νλστh
στ
cρ
−234 ∂µ∂
σhλb ∂νλσhcρ +
5
8 ∂µh
λ
b ∂νσ∂
στhcρλτ − 3 ∂µh
λστ
b ∂νλη∂
ηhcρστ
−14 ∂λh
λστ
b ∂µνστhcρ −
3
2 ∂
λσhbλ∂µν∂
τhcρστ +
11
4 ∂
λσhbλ∂µνσhcρ
−1516 ∂
στhλb ∂µνλhcρστ +
43
16 ∂
σ∂σh
λ
b ∂µνλhcρ −
11
4 ∂
στhλb ∂µνσhcρλτ
+198 ∂
σ∂σh
λ
b ∂µντh
τ
cρλ +
9
4 ∂ηλh
ηστ
b ∂µνσh
λ
cρτ +
3
4 ∂ηh
λστ
b ∂µνστh
η
cρλ
+154 ∂λh
λστ
b ∂µνη∂
ηhcρστ − 3 ∂
ηhλστb ∂µνηλhcρστ −
1
2 ∂µhbλστ∂
λστηhcνρη
−194 ∂µhbλ∂
λση∂σhcνρη +
1
2 ∂µh
λ
b ∂
στ∂στhcνρλ −
5
2 ∂µ∂
ηhλστb ∂ηστhcνρλ
−214 ∂µh
λστ
b ∂
η∂ηστhcνρλ +
1
6 ∂λh
λστ
b ∂µστ∂
ηhcνρη −
1
2 ∂
ηhλστb ∂µλστhcνρη
−5 ∂ληhbλ∂µησh
σ
cνρ −
1
2 ∂
σηhλb ∂µηλhcνρσ −
9
2 ∂
η∂ηh
λ
b ∂µλ∂
σhcνρσ
−12 ∂
σ∂σh
λ
b ∂µη∂
ηhcνρλ + ∂
στhλb ∂µστhcνρλ −
11
2 ∂
η∂σh
λστ
b ∂µτηhcνρλ
+34 ∂
η∂ηh
λστ
b ∂µστhcνρλ −
1
4 ∂λh
λστ
b ∂στη∂
ηhcµνρ +
1
2 ∂
ηhλστb ∂λστηhcµνρ
−78 ∂λh
λ
b ∂στ∂
στhcµνρ −
7
4 ∂
στhλb ∂λστhcµνρ
)
+ hµa
(
1
2 ∂µh
λστ
b ∂λστρh
ρ
c −
13
16 ∂µh
στλ
b ∂στνρh
νρ
cλ +
9
16 ∂µh
στλ
b ∂στν∂
νhcλ
+12 ∂µλh
λνρ
b ∂
στ∂σhcνρτ −
3
4 ∂µh
λνρ
b ∂λσ∂
στhcνρτ + ∂µh
λνρ
b ∂
στ∂στhcλνρ
+12 ∂µhbλ∂
λνρσhcνρσ −
1
2 ∂µh
λ
b ∂λνρ∂
νhρc +
3
16 ∂µh
λ
b ∂
νρσ∂σhcλνρ
+14 ∂µh
λ
b ∂
ρσ∂ρσhcλ − ∂λh
λρσ
b ∂µρστh
τ
c +
1
2 ∂τh
λρσ
b ∂µλρσh
τ
c
+2316 ∂λh
λνρ
b ∂µνστh
στ
cρ −
3
4 ∂λh
λνρ
b ∂µνσ∂
σhcρ −
5
8 ∂
λh
νρσ
b ∂µνρτh
τ
cλσ
+254 ∂λh
λνρ
b ∂µσ∂
στhcνρτ + ∂
ηh
λνρ
b ∂µλσ∂
σhcηνρ − 6 ∂
ηh
λνρ
b ∂µηλσh
σ
cνρ
− ∂ηhλνρb ∂µησ∂
σhcλνρ −
1
4 ∂
λνhbλ∂µνρh
ρ
c −
1
2 ∂νh
λ
b ∂µλρσh
νρσ
c
+14 ∂
ρνhλb ∂µλρhcν −
1
2 ∂
ρ∂ρh
λ
b ∂µλνh
ν
c +
5
4 ∂
ρ∂ρh
λ
b ∂µν∂
νhcλ
− ∂νρhλb ∂µνρhcλ −
5
12 ∂λh
λνρ
b ∂νρστh
στ
cµ +
1
3 ∂λh
λνρ
b ∂νρσ∂
σhcµ
+23 ∂σh
λνρ
b ∂λνρτh
στ
cµ − ∂
σh
λνρ
b ∂λνρσhcµ +
9
16 ∂λh
λ
b ∂νρσ∂
νh ρσcµ
+18 ∂λh
λ
b ∂νρ∂
νρhcµ −
3
8 ∂νh
λ
b ∂λρσ∂
σh νρcµ +
3
8 ∂
νhλb ∂λνρσh
ρσ
cµ
−14 ∂
νhλb ∂
ρσ∂ρσhcµνλ +
1
4 ∂
νhλb ∂
ρσ∂νρhcµλσ −
1
8 ∂λh
λνρ
b ∂
στ∂νσhcµρτ
−34 ∂
λh
νρσ
b ∂νρτ∂
τhcµλσ + 2 ∂
λh
νρσ
b ∂λνρτh
τ
cµσ −
1
4 ∂λh
λρσ
b ∂
ντ∂ντhcµρσ
+12 ∂νh
λρσ
b ∂
ντ∂λτhcµρσ +
1
4 ∂
νhbµνρ∂
ρλστhcλστ −
1
2 ∂
λhbµνρ∂
νρστhcλστ
+ 316 ∂
λhbµνρ∂
νρσ∂σhcλ −
3
4 ∂νhbµρσ∂
νρσλhcλ +
9
4 ∂
νλhbµνρ∂
στ∂σh
ρ
cλτ
+32 ∂
νλhbµνρ∂
στ∂λh
ρ
cστ +
7
8 ∂
νhbµνρ∂
λστ∂λh
ρ
cστ −
1
2 ∂
νhbµνρ∂στ∂
στhρc
+12 ∂λhbµνρ∂στ∂
ντhλρσc +
5
4 ∂λhbµνρ∂
νλ∂στh
ρστ
c +
1
2 ∂λhbµνρ∂
νλσ∂σh
ρ
c
+14 ∂λhbµνρ∂στ∂
στhλνρc −
1
2 ∂λhbµνρ∂στ∂
λτhνρσc +
1
2 ∂λhbµ∂νρσ∂
σhλνρc
+16 ∂
λhbµ∂λνρσh
νρσ
c +
1
8 ∂λhbµ∂νρ∂
νρhλc −
1
4 ∂
λhbµ∂λνρ∂
νhρc
)
.
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6.8 Parity-breaking self-interactions
In this section, we first compute all possible parity-breaking and Poincare´-invariant
first-order deformations of the Abelian spin-3 gauge algebra. We find that such de-
formations exist in three and five dimensions. We then proceed separately for n = 3
and n = 5. We analyse the corresponding first-order deformations of the quadratic
Lagrangian and find that they both exist. Then, consistency conditions at second
order are obtained which make the n = 3 deformation trivial and which constrain the
n = 5 deformation to involve only one single gauge field.
6.8.1 Most general term in antifield number two
The first part of Theorem 6.2 is stil true for parity-breaking deformations, as the
property of parity-invariance is not needed to prove it. If one allows for parity-
breaking interactions, the second part must be completed by the following statement:
Theorem 6.3. Let a = a0+ a1+ a2 be a local topform that is a nontrivial solution of
the equation sa+db = 0 . If the last term a2 is parity-breaking and Poincare´ invariant,
then it is trivial except in three and five dimensions. In those cases, modulo trivial
terms, it can be written respectively
a2 = f
a
[bc]η
µνρC∗αβa C
b
µα∂[νC
c
ρ]|βd
3x (6.8.66)
and
a2 = g
a
(bc)ε
µνρστC∗αa µ∂[νCρ]
b β∂α[σC
c
τ ]βd
5x . (6.8.67)
The structure constants fa[bc] define an internal, anticommutative algebra A while the
structure constants ga(bc) define an internal, commutative algebra B .
Proof : The proof differs from the corresponding proof in the parity-invariant case
by new terms arising in the D-degree decomposition of a2. We refer to Section 6.7
for the beginning of the proof and turn immediately to the resolution of Eq.(6.7.60),
i.e.
δαIi + dβIi ± βIi−1A
Ii−1
Ii
= 0 (6.8.68)
for each D-degree i. The results depend on the dimension, so we split the analysis
into the cases n = 3, n = 4, n = 5 and n > 5.
D-degree decomposition:
Dimension 3
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• degree zero : In D-degree 0, the equation (6.8.68) reads δαI0 + dβI0 = 0,
which implies that αI0 belongs to H2(δ|d). In antifield number 2, this group
has nontrivial elements given by Proposition 4, which are proportional to C∗µνa
. The requirement of translation-invariance restricts the coefficient of C∗µνa to
be constant. On the other hand, in D-degree 0 and ghost number 2, we have
ωI0 = CbµρC
c
νσ. To get a parity-breaking but Lorentz-invariant a
0
2, a scalar
quantity must be build by contracting ωI0, C∗µνa , the tensor ε
µνρ and a product
of ηµν ’s. This cannot be done because there is an odd number of indices, so a
0
2
vanishes: a02 = 0. One can then also choose b
0
1 = 0.
• degree one : We now analyse Eq.(6.8.68) in D-degree 1. It reads δαI1+dβI1 =
0 and implies that αI1 is an element of H2(δ|d). Therefore the only parity-
breaking and Poincare´-invariant a12 that can be built is
a12 = f
a
bcε
µνρC∗αβa C
b
αµT
c
νρ|βd
3x . Indeed, it should have the structure εC∗CT̂
(or εC∗CT , up to trivial terms), contracted with η’s. In an equivalent way, it
must have the structure C∗CT˜ , contracted with η’s, where the variable T˜ has
been introduced in Eq.(6.3.14). Due to the symmetry properties (6.3.15) of T˜
which are the same as the symmetries of Caµν and C
∗µν
a , there is only one way of
contracting T˜ , C and C∗ together: fabcC
∗µν
a C
b ρ
µ T˜
c
νρ . No Schouten identity (see
Appendix D.2) can come into play because of the number and the symmetry
of the fields composing fabcC
∗µν
a C
b ρ
µ T˜
c
νρ . The latter term is proportional to
a12 = f
a
bcε
µνρC∗αβa C
b
αµT
c
νρ|βd
3x , up to trivial terms. One can now easily compute
that b11 = −3 f
a
bcε
µνρ(h∗αβλa −
1
3
ηαβh∗λa )C
b
αµT̂
c
νρ|β
1
2
ελστdx
σdxτ .
• degree two : The equation (6.8.68) in D-degree 2 is δαI2 + dβI2 − βI1A
I1
I2
= 0,
with
−βI1A
I1
I2
ωI2 = 3 fabcε
µνρ(h∗αβλa −
1
3
ηαβh∗λa )(
4
3
T̂ bη(α|µ)T̂
c
νρ|β)
1
2
ελστdx
ηdxσdxτ
= 2 fa(bc)ε
µνρ(h∗αβλa −
2
3
ηαβh∗λa )T̂
b
λµ|αT̂
c
νρ|β d
3x .
The latter equality holds up to irrelevant trivial γ-exact terms. It is obtained
by using the fact that there are only two linearly independent scalars having the
structure εh∗T̂ T̂ . They are εµνρh∗αβγ T̂µν|αT̂ρβ|γ and ε
µνρh∗αT̂ β
µν| T̂ρβ|α . To prove
this, it is again easier to use the dual variable T˜ instead of T̂ . One finds that
the linearly independent terms with the structure εh∗T˜ T˜ are fa(bc)ε
µνρh∗aµT˜
b α
ν T˜
c
ρα
and fa(bc)ε
µνρh∗a αβµ T˜
b
ναT˜
c
ρβ ; they are proportional to f
a
(bc)ε
µνρh∗αβγa T̂
b
µν|αT̂
c
ρβ|γ and
fa(bc)ε
µνρh∗αa T̂
b β
µν| T̂
c
ρβ|α .
Since the expression for βI1A
I1
I2
is not δ-exact modulo d , it must vanish: fabc =
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fa[bc] . One then gets that αI2 belongs to H2(δ|d). However, no such parity-
breaking and Poincare´-invariant a22 can be formed inD-degree 2, so a
2
2 = 0 = b
2
1 .
• degree higher than two : Finally, there are no ai2 for i > 2. Indeed, there is
no ghost combination ωIi of ghost number two and D-degree higher than two,
because Û identically vanishes when n = 3.
Dimension 4
There is no nontrivial deformation of the gauge algebra in dimension 4.
• degree zero : The equation (6.8.68) reads δαI0 + dβI0 = 0. It implies that
αI0 belongs to H
4
2 (δ|d), which means that αI0 is of the form k
a
bcε
µνρσC∗αβa d
4x
where kabc are some constants. It is obvious that all contractions of αI0 with two
undifferentiated ghosts C in a Lorentz-invariant way identically vanish. One can
thus choose a02 = 0 and b
0
1 = 0.
• degree one : The equation in D-degree 1 reads δαI1+dβI1 = 0. The nontrivial
part of αI1 has the same form as in D-degree 0. It is however impossible to
build a nontrivial Lorentz-invariant a12 because ωI1 ∼ CT has an odd number
of indices. So a12 = 0 and b
1
1 = 0.
• degree two : In D-degree 2, the equation δαI2 + dβI2 = 0 must be studied.
Once again, one has αI2 = k
a
bcε
µνρσC∗αβa d
4x. There are two sets of ωI2’s :
T̂ bµν|αT̂
c
ρσ|β and C
b
αβÛ
c
µν|ρσ . A priori there are three different ways to contract the
indices of terms with the structure εC∗T̂ T̂ , but because of Schouten identities
(see Appendix D.2.1) only two of them are independent, with some symmetry
constraints on the structure functions. No Schouten identities exist for terms
with the structure εC∗CÛ . The general form of a22 is thus, modulo trivial terms,
a22 =
(1)
ka[bc] ε
µνρσ C∗αβa T̂
b
µν|α T̂
c
ρσ|βd
4x+
(2)
ka(bc) ε
µνρσ C∗αa µ T̂
b β
νρ| T̂
c
σα|βd
4x
+
(3)
kabc ε
µνρσ C∗aµα C
b
νβ Û
c αβ
ρσ| d
4x ,
and b21 is given by
b21 = −3 ε
µνρσ
[
(h∗λαβa −
1
4
h∗λa η
αβ)
(1)
ka[bc] T̂
b
µν|α T̂
c
ρσ|β
+(h∗λαa µ −
1
4
h∗λa δ
α
µ)(
(2)
ka(bc) T̂
b β
νρ| T̂
c
σα|β+
(3)
kabc C
b
νβ Û
c β
ρσ|α )
]
1
3!
ελρστdx
ρdxσdxτ .
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• degree three : Eq.(6.8.68) now reads δαI3 + dβI3 + βI2A
I2
I3
= 0 , with
βI2A
I2
I3
ωI3 = −
3
2
(1)
ka[bc] ε
µνρσh∗λa T̂
b α
µν| Û
c
λα|ρσd
4x
−3
(2)
ka(bc) ε
µνρσh∗αλa µ
(
T̂ b β
να| Û
c
λβ|ρσ − T̂
b β
νρ| Û
c
λβ|σα
)
d4x
+4
(3)
kabc ε
µνρσh∗αλa µT̂
b
λ(β|ν)Û
c β
ρσ|α d
4x
=
(
− 3
2
(
(1)
ka[bc] +
(2)
ka(bc))ε
βγρσh∗µa η
αν
−(6
(2)
ka(bc) +4
(3)
kabc)ε
µνλβh∗γρa λη
ασ
)
T̂ bβγ|αÛ
c
µν|ρσd
4x
The latter equality is obtained using Schouten identities (see Appendix D.2.2).
It is obvious that the coefficient of ωI3 = T̂ bβγ|αÛ
c
µν|ρσ cannot be δ-exact modulo
d unless it is zero. This implies that
(1)
ka[bc]=
(2)
ka(bc)=
(3)
kabc= 0. So a
2
2 is trivial and
can be set to zero, as well as b21. One now has δαI3 + dβI3 = 0, which has the
usual solution for αI3, but there is no nontrivial Lorentz-invariant a
3
2 because
there is an odd number of indices to be contracted.
• degree higher than three : Eq.(6.8.68) is δαI4 + dβI4 = 0, thus αI4 is of
the form labcε
µνρσC∗αβa d
4x. There are two different ways to contract the indices
: εµνρσC∗αβa Û
b
µν|αγÛ
c γ
ρσ|β and ε
µνρσC∗aµαÛ
b
νρ|βγÛ
cα|βγ
σ , but both functions vanish
because of Schouten identities (see Appendix D.2.3). Thus a42 = 0 and b
4
2 = 0.
No candidates ai2 of ghost number two exist inD-degree higher than four because
there is no appropriate ωIi.
Dimension 5
• degree zero : In D-degree 0, the equation (6.8.68) reads δαI0 + dβI0 = 0 ,
which means that αI0 belongs to H
5
2 (δ|d). However, a
0
2 cannot be build with
such an αI0 because the latter has an odd number of indices while ω
I0 has an
even one. So, αI0 and βI0 can be chosen to vanish.
• degree one : In D-degree 1, the equation becomes δαI1 + dβI1 = 0, so αI1
belongs to H52 (δ|d). However, it is impossible to build a non-vanishing Lorentz-
invariant a12 because in a product C
∗CT̂ there are not enough indices that can
be antisymmetrised to be contracted with the Levi-Civita density. So αI1 and
βI1 can be set to zero.
• degree two : The equation (6.8.68) reads δαI2 + dβI2 = 0. Once again, there
is no way to build a Lorentz-invariant a22 because of the odd number of indices.
So αI2 = 0 and βI2 = 0.
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• degree three : In D-degree 3, the equation is δαI3+dβI3 = 0, so αI3 ∈ H
5
2 (δ|d).
This gives rise to an a2 of the form ”gεC
∗T̂ Ûd5x”. There is only one nontrivial
Lorentz-invariant object of this form :
a2 = g
a
bcε
µνρστC∗aµαT̂
b
νρ|βÛ
cαβ|
στd
5x .
It is equal to (6.8.67) modulo a γ-exact term. One has
b31 =βI3ω
I3 =−3gabcε
µνρστ (h∗ λaµα −
1
5
ηµαh
∗λ
a )T̂
b
νρ|βÛ
cαβ
|στ
1
4!
ελγδηξdx
γdxδdxηdxξ .
• degree four : The equation (6.8.68) reads δαI4 + dβI4 − βI3A
I3
I4
, with
βI3A
I3
I4
ωI4 = −3ga[bc]ε
µνρστh∗αλa µÛ
b
λβ|νρÛ
c β
α |στd
5x
The coefficient of ωI4 ∼ Û Û cannot be δ-exact modulo d unless it vanishes,
which implies that gabc = g
a
(bc). One is left with the equation δαI4 + dβI4 = 0,
but once again it has no Lorentz-invariant solution because of the odd number
of indices to be contracted. So αI4 = 0 and βI4 = 0.
• degree higher than four: There is again no ai2 for i > 4, for the same reasons
as in four dimensions.
Dimension n > 5
No new a2 arises because it is impossible to build a non-vanishing parity-breaking
term by contracting an element of Hn2 (δ|d), i.e. C
∗µν , two ghosts from the set
{Cµν , T̂ µν|ρ, Ûµν|ρσ}, an epsilon-tensor εµ1...µn and metrics ηµν .
Let us finally notice that throughout this proof we have acted as if αI ’s trivial
in Hn2 (δ|d) lead to trivial a2’s. The correct statement is that trivial a2’s correspond
to αI ’s trivial in H
n
2 (δ|d,H(γ)) (see Section 4.3 for more details). However, both
statements are equivalent in this case, since both groups are isomorphic (Theorem
6.1).
This ends the proof of Theorem 6.3.
6.8.2 Deformation in 3 dimensions
In the previous section, we determined that the only nontrivial first-order deformation
of the free theory in three dimensions deforms the gauge algebra by the term (6.8.66).
We now check that this deformation can be consistently lifted and leads to a consistent
first-order deformation of the Lagrangian. However, we then show that obstructions
arise at second order, i.e. that one cannot construct a corresponding consistent
second-order deformation unless the whole deformation vanishes.
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First-order deformation
A consistent first-order deformation exists if one can solve Eq.(6.7.57) for a0, where
a1 is obtained from Eq.(6.7.58). The existence of a solution a1 to Eq.(6.7.58) with
a2 = a
1
2 is a consequence of the analysis of the previous section. Indeed, the a2’s of
Theorem 6.3 are those that admit an a1 in Eq.(6.7.58). Explicitely, a1 reads, modulo
trivial terms,
a1 = f
a
[bc]η
µνρ
[
3 (h∗αβλa −
1
3
ηαβh∗λa ) (
1
3
hbαµλT
c
νρ|β +
1
2
Cbαµ∂[ρh
c
ν]βλ)
+
1
3
h∗λa T
b
λν|µh
c
ρ + h
∗
aµC
b α
ν (−
1
2
∂λhcλαρ + ∂(αh
c
ρ))
]
d3x .
On the contrary, a new condition has to be imposed on the structure function
for the existence of an a0 satisfying Eq.(6.7.57). Indeed a necessary condition for
a0 to exist is that δadf
d
[bc] = f[abc], which means that the corresponding internal
anticommutative algebra A is endowed with an invariant norm. The internal metric
we use is δab, which is positive-definite. The condition is also sufficient and a0 reads,
modulo trivial terms,
a0 = f[abc]η
µνρ
[1
4
∂µh
a
ναβ∂
αhbβhcρ +
1
4
∂µh
a
ναβ∂
αhbβγδhcργδ −
5
4
∂µh
a
ναβ∂
αhbγhcβργ
−
3
8
∂µh
a
ν∂
αhbαh
c
ρ +
1
4
∂µh
aαβ
ν ∂
γhbγh
c
ραβ − ∂µh
a
ν∂
γhbαβγh
cαβ
ρ
+
1
2
∂µh
a
ναβ∂
γhbαγδh
cβδ
ρ + 2∂µh
a
ν∂
βhbγhcβγρ −
1
4
∂µh
a
ναβ∂
γhbαβδhcργδ
−
1
4
∂µh
a
ναβ∂
γhbβhc αργ −
5
8
∂µh
a
ν∂ρh
bβhcβ +
7
8
∂µh
a
ναβ∂ρh
bαβγhcγ
+
1
4
∂µh
a
ναβ∂γh
bαγ
ρ h
cβ +
1
4
∂µh
a
ν∂
αhbραβh
cβ −
1
4
∂µh
a
ναβ∂
γhbργδh
cαβδ
−
1
8
∂µh
a
ν∂
αhbρh
c
α −
1
8
∂µh
a
ναβ∂
γhbαβρ h
c
γ
]
d3x .
To prove these statements about a0, one writes the most general a0 with two deriva-
tives, that is Poincare´-invariant but breaks the parity symmetry. One inserts this a0
into the equation to solve, i.e. δa1+γa0 = db0, and computes the δ and γ operations.
One takes an Euler-Lagrange derivative of the equation with respect to the ghost,
which removes the total derivative db0. The equation becomes
δ
δCαβ
(δa1 + γa0) = 0,
which we multiply by Cαβ. The terms of the equation have the structure εC∂
3hh or
εC∂2h∂h. One expresses them as linear combinations of a set of linearly independent
quantities, which is not obvious as there are Schouten identities relating them (see
Appendix D.2.4). One can finally solve the equation for the arbitrary coefficients in
a0, yielding the above results.
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Second-order deformation
Once the first-order deformationW1 =
∫
(a0+a1+a2) of the free theory is determined,
the next step is to investigate whether a corresponding second-order deformation
W2 exists. This second-order deformation of the master equation is constrained to
obey sW2 = −
1
2
(W1,W1) , (see Section 4.3). Expanding both sides according to the
antighost number yields several conditions. The maximal antighost number condition
reads
−
1
2
(a2, a2) = γc2 + δc3 + df2
where we have taken W2 =
∫
d3x (c0 + c1 + c2 + c3) and antigh(ci) = i . It is easy to
see that the expansion of W2 can indeed be assumed to stop at antighost number 3
and that c3 may be assumed to be invariant.
The calculation of (a2, a2), where a2 = f
a
[bc]ε
µνρC∗αβa C
b
µα∂νC
c
ρβ , gives
(a2, a2) = 2
δRa2
δC∗αβa
δLa2
δCaαβ
= γµ+ dν + 2fabcfeadε
µνρεαλτ
[ 1
2
C∗eσξCb αµ T̂
c
νρ|σT̂
dλτ |
ξ
+
1
2
C∗eσξCbµσT̂
c α
νρ| T̂
dλτ |
ξ −
1
3
C∗eαξCbσµ T̂
c
νρ|σT̂
dλτ |
ξ −
2
3
C∗eσξT̂ bλ(µ|α)T̂
c
νρ|σC
d τ
ξ
−
2
3
C∗eσξT̂ bλ(µ|σ)T̂
c α
νρ| C
d τ
ξ +
4
9
C∗eαξT̂ bλ(µ|σ)T̂
c σ
νρ| C
d τ
ξ
]
. (6.8.69)
It is impossible to get an expression with three ghosts, one C∗ and no field, by
acting with δ on c3 . We can thus assume without loss of generality that c3 vanishes,
which implies that (a2, a2) should be γ -exact modulo total derivatives.
The use of the variable T˜αβ := ε
µν
αT̂µν|β instead of T̂µν|ρ(= −
1
2
εαµνT˜αρ) simplifies
the calculations. We find, after expanding the products of ε-densities,
(a2, a2) = γµ+ dν + f
a
bcfeadC
∗eστ
[
CbµαT˜ cµσT˜
d
ατ + C
bµ
σT˜
c
µαT˜
dα
τ
−
2
3
CbµαT˜ cµαT˜
d
στ + C
dµ
σT˜
b
µαT˜
c α
τ −
1
3
Cdστ T˜
bαµT˜ cαµ
]
. (6.8.70)
We then use the only possible Schouten identity
0 ≡ C∗e τ[σ C
b µ
α T˜
c σ
µ T˜
dα
τ ]
=
1
24
[
− C∗eστCbµαT˜ cστ T˜
d
µα + 2C
∗eστCbµαT˜ cσµT˜
d
ατ + 2C
∗eστCbσµT˜
c
ταT˜
dαµ
−C∗eστCbστ T˜
c
µν T˜
dµν − C∗eστCbµνT˜ cµν T˜
d
στ + 2C
∗eστCb µσ T˜
c
µαT˜
dα
τ
]
(6.8.71)
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in order to substitute in Eq.(6.8.70) the expression of C∗eστCbµαT˜ cµσT˜
d
ατ in terms of
the other summands appearing in Eq.(6.8.71). Consequently, the following expression
for (a2, a2)a.b. contains only linearly independent terms:
(a2, a2) = γµ+ dν + C
∗eστ
[
1
2
fabcfdeaC
bµαT˜ cστ T˜
d
µα +
1
6
fabcfdeaC
bµαT˜ dστ T˜
c
µα
+2fac(bfd)eaC
b µ
σ T˜
c
ταT˜
dα
µ +
1
2
fab[cfd]eaC
b
στ T˜
c
µαT˜
dµα + 1
3
fabcfdeaC
d
στ T˜
c
µαT˜
bµα
]
,
where we used that the structure constants of A obey fabc ≡ δadf
d
bc = f[abc].
Therefore, the above expression is a γ -cobounday modulo d if and only if fabcfdea =
0, meaning that the internal algebra A is nilpotent of order three. In turn, this
implies5 that fabc = 0 and the deformation is trivial.
6.8.3 Deformation in 5 dimensions
Let us perform the same analysis for the candidate in five dimensions.
First-order deformation
First, a1 must be computed from a2 (given by (6.8.67)), using the equation δa2 +
γa1 + db1 = 0 :
δa2 = −3ga(bc)ε
µνρστ∂λh
∗αλ
a µ∂[νC
b
ρ]β∂α[σC
cβ
τ ] d
5x
= −db1 + 3ga(bc)ε
µνρστh∗αλa µ
[
∂λ[νC
b
ρ]β∂α[σC
cβ
τ ] + ∂[νC
b
ρ]β∂λα[σC
cβ
τ ]
]
d5x
We recall that it is a consequence of Theorem 6.3 that gabc is symmetric in its lower
indices, thereby defining a commutative algebra. Therefore the first term between
square bracket vanishes because of the symmetries of the structure constants gabc of
the internal commutative algebra B . We finally obtain, modulo trivial terms,
a1 =
3
2
ga(bc)ε
µνρστh∗αλa µ∂[νC
b β
ρ]
[
∂β[σh
c
τ ]λα − 2∂λ[σh
c
τ ]αβ
]
d5x .
The element a1 gives the first order deformation of the gauge transformations. By
using the definition of the generalized de Wit–Freedman connections [8], we get the
following simple expression for a1:
a1 = g
a
(bc)ε
µνρστh∗αβa µ∂[νC
b λ
ρ] Γ
c
λ[σ;τ ]αβd
5x , (6.8.72)
5The internal metric δab being Euclidean, the condition f
a
bcfaef ≡ δadf
a
bcf
d
ef = 0 can be seen
as expressing the vanishing of the norm of a vector in Euclidean space (fix e = b and f = c), leading
to fabc = 0.
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where Γcλσ;ταβ is the second spin-3 connection
Γcλσ;ταβ = 3 ∂(τ∂αh
c
β)λσ + ∂λ∂σh
c
ταβ −
3
2
(
∂λ∂(τh
c
αβ)σ + ∂σ∂(τh
c
αβ)λ
)
transforming under a gauge transformation δλh
a
µνρ = 3 ∂(µλ
a
νρ) according to
δλΓ
c
ρσ;ταβ = 3 ∂τ∂α∂βλ
c
ρσ .
The expression (6.8.72) for a1 implies that the deformed gauge transformations are
(1)
δλ h
a
µαβ = 3 ∂µλ
a
αβ + g
a
(bc) ε
νρστ
µ Γ
b
γν;ραβ ∂σλ
c γ
τ , (6.8.73)
where the right-hand side must be completely symmetrized over the indices (µαβ) .
The cubic deformation of the free Lagrangian, a0, is obtained from a1 by solving
the top equation δa1 + γa0 + db0 = 0.
Again, we consider the most general cubic expression involving four derivatives
and apply γ to it, then we compute δa1. We take the Euler-Lagrange derivative with
respect to Cαβ of the sum of the two expressions, and multiply by Cαβ to get a sum of
terms of the form εC∂4h∂h or εC∂3h∂2h. These are not related by Schouten identities
and are therefore independent; all coefficients of the obtained equation thus have to
vanish. When solving this system of equations, we find that gabc ≡ δadgdbc must
be completely symmetric. In other words, the corresponding internal commutative
algebra B possesses an invariant norm. As for the algebra A of the n = 3 case,
the positivity of energy requirement imposes a positive-definite internal metric with
respect to which the norm is defined.
Finally, we obtain the following solution for a0:
a0 =
3
2
g(abc)ε
µνρστ
{
−
1
8
∂µ✷h
a
ν∂ρh
b
σh
c
τ +
1
2
∂3µαβh
a
ν∂ρh
bαβ
σ h
c
τ +
1
4
∂µ✷h
aαβ
ν ∂ρh
b
σαβh
c
τ
+
3
8
∂µ✷h
a
ν∂ρh
bαβ
σ h
c
ταβ −
1
2
∂µ✷h
aαβ
ν ∂ρh
b
σαγh
c γ
τβ −
1
2
∂3αβµ h
a
ν∂ρh
b
σαγh
c γ
τβ
−
1
2
∂3αβµ h
a
ναγ∂ρh
b
σh
c γ
τβ −
1
4
∂3αβµ h
a
ναβ∂ρh
bγδ
σ h
c
τγδ −
1
2
∂3αβµ h
a
νγδ∂ρh
b
σαβh
cγδ
τ
+∂3αβµ h
a
νβγ∂ρh
bγδ
σ h
c
ταδ +
1
2
∂2µαh
aαβ
ν ∂
2γ
ρ h
b
σh
c
τβγ − ∂
2
µαh
a
νβγ∂
2
ρδh
bαβ
σ h
cγδ
τ
}
d5x .
Second-order deformation
The next step is the equation at order 2 : (W1,W1) = −2sW2. In particular, its
antighost 2 component reads (a2, a2) = δc3 + γc2 + df2 . The left-hand side is directly
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computed from Eq.(6.8.67) :
(a2, a2) = −gabcgdeaε
µ¯ν¯ρ¯σ¯τ¯ε νρστµ δ
(µ
τ¯ δ
α)
δ
[
4∂µ¯C
∗dγ
ν¯ ∂γρ¯C
eδ
σ¯ + 2∂γµ¯C
∗dγ
ν¯ ∂ρ¯C
eδ
σ¯
]
× ∂νC
bβ
ρ ∂ασC
c
τβ
= −12gab[cgd]eaC
∗bαβÛ c γ|µνα Û
d |ρσ
βγ Û
e
µν|ρσ + γc2 + ∂µj
µ
2 .
The first term appearing in the right-hand side of the above equation is a nontriv-
ial element of H(γ|d) . Its vanishing implies that the structure constants g(abc) of
the commutative invariant-normed algebra B must obey the associativity relation
ga b[cgd]ea = 0. As for the spin-2 deformation problem (see [71], Sections 5.4 and
6), this means that, modulo redefinitions of the fields, there is no cross-interaction
between different kinds of spin-3 gauge fields provided the internal metric in B is
positive-definite — which is demanded by the positivity of energy. The cubic vertex
a0 can thus be written as a sum of independent self-interacting vertices, one for each
field haµνρ , a = 1, . . . , N . Without loss of generality, we may drop the internal index
a and consider only one single self-interacting spin-3 gauge field hµνρ .
6.9 Results and discussion
In this chapter we carefully analysed the problem of introducing consistent interac-
tions among a countable collection of spin-3 gauge fields in flat space-time of arbitrary
dimension n ≥ 3 . For this purpose we used the powerful BRST cohomological de-
formation techniques, in order to be as exhaustive as possible. Let us underline that
most of the cohomologies that we computed for the intermediate steps are interesting
for their one sake. For example, the cohomology of δ modulo d provides a complete
list of the conserved forms.
The results proved in Sections 6.7 and 6.8 constitute strong yes-go and no-go
theorems that generalize previous works on spin-3 self-interactions. We summarize
them in this section, considering separately the parity-invariant and parity-breaking
deformations. We also provide the explicit first-order gauge transformations.
Let us first recall the results for parity-invariant deformations of the gauge algebra
and transformations.
Theorem 6.4. Let haµνρ be a collection of spin-3 gauge fields (a = 1, . . . , N) described
by the local and quadratic action of Fronsdal.
At first order in some smooth deformation parameter, the nontrivial consistent
local deformations of the (Abelian) gauge algebra that are invariant under parity and
Poincare´ transformations, may always be assumed to be closed off-shell and are in
one-to-one correspondence with the structure constant tensors
Cabc = −C
a
cb
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of an anticommutative internal algebra, that may be taken as deformation parameters.
Moreover, the most general gauge transformations deforming the gauge algebra at
first order in C = (f, g) are equal to
δλh
a
µνρ = 3 ∂(µλ
a
νρ) + f
a
bc Φ
bc
µνρ + g
a
bc (Ψ
bc
µνρ −
1
n
η(µνΨ
bc
ρ)) +O(C
2) , (6.9.74)
up to gauge transformations that either are trivial or do not deform the gauge algebra
at first order, where Φbcµνρ and Ψ
bc
µνρ are bilinear local functions of the gauge field h
a
µνρ
and the traceless gauge parameter λaµν . The expression for Φ is lengthy and has been
given in Section 6.7.2, while
Ψbcµνρ = −
1
3
ηαβ∂[µh
b
α]ν[σ,τ ]∂[ρλ
c σ,τ
β] + perms , (6.9.75)
where a coma denotes a partial derivative6 and “perms” stands for the sum of terms
obtained via all nontrivial permutations of the indices µ , ν , ρ from the first term of
the r.h.s.
The structure constant tensors fabc and g
a
bc are some arbitrary constant tensors that
are antisymmetric in the indices bc. In mass units, the coupling constant fabc has
dimension −n/2 and gabc has dimension −2− n/2.
Both of these deformations exist in any dimension n ≥ 5. In the cases n = 3, 4 ,
the structure constant tensor gabc vanishes.
In the parity-breaking case, one finds the following deformations of the gauge
algebra and transformations:
Theorem 6.5. Let haµνρ be a collection of spin-3 gauge fields (a = 1, . . . , N) described
by the local and quadratic action of Fronsdal.
At first order in some smooth deformation parameter, the nontrivial consistent
local deformations of the (Abelian) gauge algebra that are invariant under Poincare´
transformations but not under parity transformations, may always be assumed to be
closed off-shell and exist only in 3 or in 5 space-time dimensions. They are in one-to-
one correspondence with the structure constant tensors fabc = −facb of an anticom-
mutative internal algebra in three dimensions and with the structure constant tensors
gabc = g
a
cb of commutative internal algebra in five dimensions.
Moreover, the most general gauge transformations deforming the gauge algebra at
first order are equal to
δλh
a
µνρ = δ
3
n f
a
bc
(
Ψbcµνρ −
1
n
η(µνΨ
bc
ρ) + η(µνΦ
bc
ρ)
)
+ δ5n g
a
bcΩ
bc
µνρ , (6.9.76)
6For example Φi, α ≡ ∂αΦ
i.
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up to gauge transformations that either are trivial or do not deform the gauge algebra
at first order, where Ψbcµνρ , Φ
bc
ρ and Ω
bc
µνρ are given by
Ψbcµνρ = ε
αβγ(
1
3
hbµνα∂[βλ
c
γ]ρ −
1
2
λbµα∂[βh
c
γ]νρ) + perms
Φbcρ = ε
αβγ[−
1
3
∂[ρλ
b
α]βh
c
γ + ηραλ
bσ
β (−
1
2
∂λhcγσλ + ∂(σh
c
γ))]
Ωbcµνρ =
1
3
εµ
αβγλ∂[αλ
b
β]σΓ
cσ
[γ,λ]νρ + perms (6.9.77)
and “perms” stands for the sum of terms obtained via all nontrivial permutations of
the indices µ , ν , ρ of the r.h.s.
Let us make two remarks. Firstly, without imposing any restriction on the maximal
number of derivatives (as was implicit in most former works) we prove that the allowed
possibilities are extremely restricted.
Secondly, the first parity-invariant deformation of the gauge symmetries (corre-
sponding to the coefficients fabc) corresponds to the first-order interaction of Berends–
Burgers–van Dam [50], while the other deformations had not been explicitely found
in previous analyses of spin-3 self-interactions (involving no other type of fields). An
intriguing question is whether these gauge algebra deformations can be obtained from
an appropriate flat space-time limit of the (A)dSn higher-spin algebras containing a
finite-dimensional non-Abelian internal subalgebra (studied in details by Vasiliev and
collaborators [132]). An indication that this might be the case is provided by the
deformation of the gauge transformations (6.9.74) involving the tensor Ψabµνρ. The
presence of the term ∂[µh
b
α]ν[σ,τ ] in (6.9.75) is reminiscent of the second frame-like
connection (see e.g. the second reference of [62]). They both involve two derivatives
of the spin-3 field and have the gl(n)-symmetry corresponding to the Young diagram
. More comments in that direction are given in Sections 6.3 and 6.7.3.
An important physical question is whether or not these first-order gauge symmetry
deformations possess some Lagrangian counterpart, i.e. if there exist vertices that
are invariant under (6.9.74) and (6.9.76) at first order in the deformation parameters.
The following theorem provides a sufficient condition for that in the parity-invariant
case:
Theorem 6.6. Let the constant tensor Cabc = (fabc, gabc) be completely antisymmet-
ric, where Cabc := δadC
d
bc . Then,
• The quadratic local action (6.1.1) admits a first-order consistent deformation
S[haµνρ] = S0 + fabc S
abc + gabc T
abc + O(C2) , (6.9.78)
which is gauge invariant under the deformed gauge transformations (6.9.74) at first
order in the deformation parameters. Furthermore, this antisymmetry condition on
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the tensor fabc is necessary for the existence of the corresponding deformation of the
action.
• The vertices in the first-order deformations are determined uniquely by the struc-
ture constants fabc and gabc, modulo vertices that do not deform the gauge algebra. The
corresponding local functionals Sabc[hdµνρ] and T
abc[hdµνρ] are cubic in the gauge field
and respectively contain three and five derivatives. Actually, there are no other non-
trivial consistent vertices containing at most three derivatives that deform the gauge
transformation at first order.
• At second order in C, the deformation of the gauge algebra can be assumed to
close off-shell without loss of generality, but it is obstructed if and only if fabc 6= 0 .
The first-order covariant cubic deformation Sbca[h
d
µνρ] is the Berends–Burgers–van
Dam vertex [50] (reviewed for completeness in Section 6.7.2) while the other cu-
bic deformation T bca[h
d
µνρ] is written in Section 6.7.3. The antisymmetry condition
gabc = g[abc] on the structure constant of the second deformation is only sufficient for
the existence of a consistent vertex at first order. It would be interesting to establish
whether a constant tensor ga[bc] with the “hook” symmetries δd[ag
d
bc] = 0 might not
also give rise to a consistent first-order vertex. If this first-order non-Abelian defor-
mation turned out to exist, then there would be no other one, under the assumptions
stated above.
It is possible to provide a more intrinsic characterization of the conditions on the
constant tensors. Let A be an anticommutative algebra of dimension N with a basis
{Ta} . Its multiplication law ∗ : A2 → A obeys a ∗ b = −b ∗ a for any a, b ∈ A,
which is equivalent to the fact that the structure constant tensor Cabc defined by
Tb ∗ Tc = Cabc Ta is antisymmetric in the covariant indices: Cabc = −Cacb. Moreover,
let us assume that the algebra A is a Euclidean space, i.e. it is endowed with a
scalar product 〈 , 〉 : A2 → R with respect to which the basis {Ta} is orthonormal,
〈 Ta , Tb 〉 = δab. For an anticommutative algebra, the scalar product is said to be
invariant (under the left or right multiplication) if and only if 〈 a ∗ b , c 〉 = 〈 a , b ∗ c 〉
for any a, b, c ∈ A , and the latter property is equivalent to the complete antisymmetry
of the trilinear form
C : A3 → R : (a, b, c) 7→ C(a, b, c) = 〈 a , b ∗ c 〉
or, in components, to the complete antisymmetry property of the covariant tensor
Cabc := δad C
d
bc.
The gauge algebra inferred from the Berends–Burgers–van Dam vertex is incon-
sistent at second order [51, 52] and no corresponding quartic interaction can be con-
structed [53]. Originally, consistency of the Berends–Burgers–van Dam deformation
at second order was shown to require that f decf
e
ab = f
d
aef
e
bc [52], which means that
the corresponding internal algebra is associative (a ∗ b) ∗ c = a ∗ (b ∗ c). In Section
6.7.2, we actually obtain a stronger condition from consistency: f decf
e
ab = 0, i.e. the
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internal algebra is nilpotent of order three: (a ∗ b) ∗ c = 0. In any case, to derive that
the Berends–Burgers–van Dam vertex is inconsistent at order two, one may use the
following well-known lemma
Lemma 6.3. If an anticommutative algebra endowed with an invariant scalar product
is associative, then the product of any two elements is zero (in other words, the algebra
is nilpotent of order two).
Proof : Under the hypotheses of Lemma 6.3, one gets 〈 a∗b , b∗a 〉 = 〈 a , b∗(b∗a) 〉 =
〈 a , (b ∗ b) ∗ a 〉 = 0 which implies a ∗ b = 0 for any a, b ∈ A.
An exciting result is that the second deformation corresponding to gabc = g[abc]
passes the gauge algebra consistency requirement where the vertex of Berends, Burgers
and van Dam fails. It would be very interesting to investigate whether there exist
second-order gauge transformations that are consistent at this order and whether
the deformation of the Lagrangian could then be extended to higher orders in the
deformation parameter. Unfortunately, the lengthy nature of the five-derivative cubic
vertex makes further analysis very tedious.
Let us now turn to the existence of first-order Lagrangians for the deformations
that do not preserve the parity invariance.
Theorem 6.7. The quadratic local action (6.1.1) admits a first-order consistent
parity-breaking deformation
S[haµνρ] = S0 + δ
3
nf[abc] U
abc + δ5n g(abc) V
abc + O(f 2, g2) , (6.9.79)
which is gauge invariant under the deformed gauge transformations (6.9.76) at first
order in the deformation parameters. Furthermore, the complete antisymmetry and
symmetry conditions on the tensors f[abc] := δadf
d
bc and g(abc) := δadg
d
bc are neces-
sary for the existence of the corresponding deformation of the action. The explicit
expressions of the latter can be found in Sections 6.8.2 and 6.8.3 respectively.
• The vertices in the first-order deformations are determined uniquely by the struc-
ture constants f[abc] and g(abc), modulo vertices that do not deform the gauge algebra.
The corresponding local functionals Uabc[hdµνρ] and V
abc[hdµνρ] are cubic in the gauge
field and respectively contain two and four derivatives.
• At second order in f and g, the deformation of the gauge algebra can be assumed
to close off-shell without loss of generality, but it is obstructed if and only if fabc 6= 0 .
Furthermore, the algebra associated with g must be associative.
By relaxing the parity invariance requirement, one thus obtains two more con-
sistent non-Abelian first-order deformations that lead to a cubic vertex in the La-
grangian. The first one, defined in n = 3, involves a multiplet of gauge fields haµνρ
taking values in an internal, anticommutative, invariant-normed algebra A . The
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fields of the second one, living in a space-time of dimension n = 5, take value in an
internal, commutative, invariant-normed algebra B . Taking the metrics which define
the inner product in A and B positive-definite (which is required for the positivity
of energy), the n = 3 candidate gives rise to inconsistencies when continued at per-
turbation order two, whereas the n = 5 one passes the test and can be assumed to
involve only one kind of self-interacting spin-3 gauge field hµνρ, bearing no internal
“color” index.
Remarkably, the cubic vertex of the n = 5 deformation is rather simple. Fur-
thermore, the Abelian gauge transformations are deformed by the addition of a
term involving the second de Wit–Freedman connection in a straightforward way,
cf. Eq.(6.8.73). The relevance of this second generalized Christoffel symbol in rela-
tion to a hypothetical spin-3 covariant derivative was already stressed in [51].
It is interesting to compare the results of the present spin-3 analysis with those
found in the spin-2 case first studied in [123]. There, two parity-breaking first-order
consistent non-Abelian deformations of Fierz-Pauli theory were obtained, also living
in dimensions n = 3 and n = 5. The massless spin-2 fields in the first case bear
a color index, the internal algebra A˜ being commutative and further endowed with
an invariant scalar product. In the second, n = 5 case, the fields take value in an
anticommutative, invariant-normed internal algebra B˜. It was further shown in [123]
that the n = 3 first-order consistent deformation could be continued to all orders in
powers of the coupling constant, the resulting full interacting theory being explicitly
written down 7. However, it was not determined in [123] whether the n = 5 candidate
could be continued to all orders in the coupling constant. Very interestingly, this
problem was later solved in [135], where a consistency condition was obtained at
second order in the deformation parameter, viz the algebra B˜ must be nilpotent of
order three. Demanding positivity of energy and using the results of [123], the latter
nilpotency condition implies that there is actually no n = 5 deformation at all: the
structure constant of the internal algebra B must vanish [135]. Stated differently, the
n = 5 first-order deformation candidate of [123] was shown to be inconsistent [135]
when continued at second order in powers of the coupling constant, in analogy with
the spin-3 first-order deformation written in [50].
In the present spin-3 case, the situation is somehow the opposite. Namely, it
is the n = 3 deformation which shows inconsistencies when going to second order,
whereas the n = 5 deformation passes the first test. Also, in the n = 3 case the
fields take values in an anticommutative, invariant-normed internal algebraA whereas
the fields in the n = 5 case take value in a commutative, invariant-normed algebra
B . However, the associativity condition deduced from a second-order consistency
7Since the deformation is consistent, starting from n = 3 Fierz-Pauli, the complete n = 3 inter-
acting theory of [123] describes no propagating physical degree of freedom. On the contrary, the
topologically massive theory in [133,134] describes a massive graviton with one propagating degree
of freedom (and not two, as was erroneously typed in [123].
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condition is obtained for the latter case, which implies that the algebra B is a direct
sum of one-dimensional ideals. We summarize the previous discussion in Table 6.2.
s = 2 s = 3
n = 3 A˜ commutative A anticommutative,
and invariant-normed invariant-normed and
nilpotent of order 3
n = 5 B˜ anticommutative, B commutative,
invariant-normed and invariant-normed and
nilpotent of order 3 associative
Table 6.2: Internal algebras for the parity-breaking first-order deformations of spin-2
and spin-3 free gauge theories.
It would be of course very interesting to investigate further the n = 5 deformation
exhibited here, since if the deformation can be consistently continued to all orders
in powers of the coupling constant, this would give the first consistent interacting
Lagrangian for a single higher-spin gauge field.
It would also be of interest to enlarge the set of fields to spin 2, 3 and 4 and see
if this allows to remove some previous obstructions at order two. A hint that this
might be sufficient comes from the fact that the commutator of two spin-3 generators
produces spin-2 and spin-4 generators for the bosonic higher-spin algebra of [61].
Let us finally comment on the Abelian interactions of spin-3 fields. To constrain
these interactions, one should compute the cohomology of δ modulo d in antighost
number one, Hn1 (δ|d) , which corresponds to the conserved currents. This has never
been done, so no complete list of the Abelian interactions can be given. Nevertheless,
let us mention three kinds of interactions that involve spin-3 fields, without modifying
their gauge transformations. The most obvious one is any polynomial in the curvature.
Other possible deformations of the Lagrangian are related to Chern-Simons-like terms,
e.g. in n = 3 ,
a0 = Kµ1µ2|ν1ν2|ρ1ρ2∂
[µ1hµ2]ρ3[ν1,ν2]dxρ1dxρ2dxρ3 .
Finally, if one introduces p-forms, one can build Chapline-Manton-like interactions
that couple them to the spin-3 fields. This generalization is presented in the Appendix
B. It leaves the gauge transformations of the spin-3 field unchanged while deforming
those of the p-form.
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Conclusions
In this thesis, we have studied two aspects of higher-spin gauge field theories: dualities
and interactions.
The first aspect is related to the presence of dualities, i.e. “hidden” symmetries
among gauge field theories. We considered the question of whether two higher-spin
theories corresponding to different irreducible representations of the Poincare´ group
can have the same physical content. Duality relations were already known at the
level of the equations of motion and Bianchi identities, here we proved that these
dualities hold also at the level of the action. As a consequence, the dual theories are
formally equivalent. Our main result is that the free theory of a completely symmetric
gauge fields is dual at the level of the action to the free theory of mixed-symmetry
“hook” fields of the same spin, in specific dimensions. For example, in five space-
time dimensions the spin-two theory of Pauli and Fierz is dual to the theory of a
mixed-symmetry spin-two field written by Curtright.
In four space-time dimensions the duality exchanges the electric and magnetic
degrees of freedom of the field. This property led us to introduce external magnetic
sources for higher-spin fields, thereby generalizing to arbitrary spin the work of Dirac
on the coupling of magnetic monopoles to the electromagnetic field. Similarly to the
quantization condition on the product of the electric and magnetic charges for electro-
magnetism, there is a quantization condition on the product of conserved “electric”
and “magnetic” charges for higher spins.
The second aspect of higher-spin gauge field theories that has been analysed in this
thesis is the problem of interactions. Self-interactions of exotic spin-two gauge fields
have been studied, as well as self-interactions of completely symmetric spin-three
fields. This was done in the BRST field-antifield formalism developped by Batalin
and Vilkovisky, using the technique of consistent deformations of the master equation
proposed by Barnich and Henneaux.
For the exotic spin-two fields, we obtained a strong no-go result against the de-
formation of the Abelian algebra of gauge transformations. No Einstein-like theory
thus exists for spin-two fields other than the graviton.
On the other hand, in the spin-three case, we found two deformations of the gauge
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algebra that are consistent at first-order in the deformation parameter and fulfill some
second-order consistency conditions. An open question is whether they are related to
the nonlinear equations written by Vasiliev [60–62] in the limit where the cosmological
constant vanishes. It would also be most interesting to investigate further whether
they can be consistently continued to higher orders. They would then constitute the
first consistent interactions of higher-spin gauge fields that do not involve an infinite
tower of higher-spin fields.
Appendix A
Young Tableaux
In this appendix1, we introduce the Young diagrams and Young tableaux. Their
importance stems from the fact that they completely characterize the irreducible
representations of gl(M) and o(M).
A Young diagram [n1, n2, . . . np] is a diagram which consists of a finite number
p > 0 of columns of identical squares. The lengths of the columns are finite and do not
increase: n1 ≥ n2 ≥ . . . ≥ np ≥ 0. The Young diagram [n1, n2, . . . np] is represented
as follows:
n1
n2
...
· · ·
np−1
np
A Young tableau is a filled Young diagram, i.e. it is constituted by a Young diagram
and a set of values assigned to each box of the Young diagram.
Let us consider covariant tensors of gl(M): Aa b c... where a, b, c, . . . = 1, 2, . . .M .
Simple examples of these are the symmetric tensor ASa|b such that A
S
a|b −A
S
b|a = 0, or
the antisymmetric tensor AAab such that A
A
ab + A
A
ba = 0.
A complete set of covariant tensors irreducible under gl(M) is given by the tensors
Aa11...a1n1 | ... | a
p
1 ...a
p
np
(ni ≥ ni+1) that are antisymmetric in each set of indices {a
i
1 . . . a
i
ni
}
with fixed i and that vanish when one antisymmetrizes the indices of a set {ai1 . . . a
i
ni
}
with any index ajl with j > i. If one requires that the tensor be also irreducible under
o(M), then it must be traceless.2 The properties of these irreducible tensors can
be conveniently encoded into Young tableaux. The Young diagram [n1, n2, . . . np] is
1This appendix is based on the introduction to Young tableaux of the second reference of [62].
2For proofs of these statements, we recommand the reference [128].
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associated with the tensor Aa11...a1n1 , ... , a
p
1...a
p
np
. Each box of the Young diagram is related
to an index of the tensor, boxes of the same column corresponding to antisymmetric
indices. So, in a natural way, the components of the tensor correspond to Young
tableaux. Finally, the property that antisymmetrization over a set of indices and an
additional index vanishes is translated into the rule that the antisymmetrization of
all the indices of a column with an index from any column to the right vanishes. For
example, the irreducible tensors ASa|b and A
A
ab are associated with the Young tableaux
ba and
a
b , respectively.
In the notation developed here, the irreducible tensors are manifestly antisym-
metric in groups of indices. This is a convention: one could as well choose to have
manifestly symmetric groups of indices of non-increasing length, corresponding to
rows of the Young tableau. The irreducibility condition is then that the symmetriza-
tion of all indices of a row and an index of a lower row must vanish. The choice of
convention depends very much on the context, i.e. the tensors at hand. In this thesis,
we always use the antisymmetric convention.
To end this introduction to Young diagrams, we give some “multiplication rules”
of one or two box(es) with an arbitrary Young tableau.
Let us start with the tensor product of a vector (characterized by one box) with an
irreducible tensor under gl(M) characterized by a given Young tableau. It decomposes
as the direct sum of irreducible tensors under gl(M) corresponding to all possible
Young tableaux obtained by adding one box to the initial Young tableau, e.g.
⊗ ∗ ≃ ∗ ⊕
∗
⊕
∗
.
The decomposition of the tensor product of an antisymmetric two-form (characterized
by one column of two boxes) with the same kind of tensors is computed in a similar
way: one sums all the possible Young tableaux obtained by adding two boxes to the
initial Young tableau, provided one never adds both boxes on the same line. E.g.
⊗
∗
∗ ≃ ∗
∗
⊕
∗
∗
⊕ ∗
∗
⊕
∗
∗
.
For the tensor product of a symmetric tensor with two indices (characterized by a
two-box row), the two boxes added must belong to different columns:
⊗ ∗∗ ≃ ∗
∗
⊕
∗
∗
⊕ ∗
∗
⊕ ∗ ∗
.
For the (pseudo)orthogonal algebras o(M −N,N), the tensor product of a vector
(characterized by one box) with a traceless tensor characterized by a given Young
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tableau decomposes as the direct sum of traceless tensors under o(M − N,N) cor-
responding to all possible Young tableaux obtained by adding or removing one box
from the initial Young tableau (a box can be removed as a result of contraction of
indices), e.g.
⊗ ≃ ⊕ ⊕ ⊕ ⊕ .
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Appendix B
Chapline-Manton for exotic spin-2
fields and spin-s fields
In this appendix, we generalize the Chapline-Manton interactions among p-forms to
interactions that couple [p, q]-fields to p′-forms, as well as higher-spin gauge fields
and p-forms. These interactions deform the gauge transformation for the p-forms and
leave the gauge transformation of the higher-spin fields unchanged.
B.1 Chapline-Manton interaction
Let us first introduce the usual Chapline-Manton interaction [136], which couples
different kinds of p-forms.
One considers a p-form Aρ1...ρp and a q-form Bρ1...ρq , which read in form nota-
tion Ap = Aρ1...ρp dx
ρ1 . . . dxρp and Bq = Bρ1...ρq dx
ρ1 . . . dxρq . Their respective field
strengths are F p+1 = dAp and Hq+1 = dBq. The dual ∗F n−p−1 of F p+1 is defined by
∗F n−p−1 = 1
(n−p−1)!Fρ1...ρp+1 ε
ρ1...ρn dxρp+2 . . . dxρn .
The action for the free theory describing these forms is
S =
∫
(F p+1∗F n−p−1 +Hq+1∗Hn−q−1 ) .
It is invariant under the gauge transformations
δΛA
p = dΛp−1 , δΩB
q = dΩq−1 .
The Chapline-Manton coupling exists when p and q satisfy p + 1 = q + k(q + 1)
for some positive integer k. (One can of course invert the role of p and q.) It consists
in the following deformation of the field strength F p+1 :
F p+1 → F˜ p+1 ≡ dAp + g BqHq+1 . . .Hq+1 ,
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where there are k factors Hq+1 , and g is an arbitrary constant. The interacting action
is
S =
∫
( F˜ p+1∗F˜ n−p−1 +Hq+1∗Hn−q−1 ) ,
which is invariant under the deformed gauge transformations
δΛ,ΩA
p = dΛp−1 − gΩq−1Hq+1 . . . Hq+1
δΛ,ΩB
q = dΩq−1 .
Indeed, it is easy to check that the deformed field strength F˜ p+1 is invariant under
this transformation.
B.2 [p, q]-fields and p′-forms
The Chapline-Manton-like interaction can be generalized to couple a [p, q]-field
φµ1...µp|ν1...νq and a r-form Aρ1...ρr . In this case, q and r must be related by r + 1 =
q + k(q + 1) for some strictly1 positive integer k.
The interacting Lagrangian is again obtained from the sum of the free Lagrangians
for φ and A by replacing the curvature of the r-form by a deformed curvature. This
deformed curvature F˜ r+1 ≡ F˜ρ1...ρr+1 dx
ρ1 . . . dxρr+1 is now defined by
F r+1 → F˜ r+1 = dAr +Kq+1
µ1
[p+1]
. . .Kq+1
µk
[p+1]
Dqρ[p+1]f
µ1
[p+1]
|...|µk
[p+1]
|ρ[p+1] , (B.2.1)
where
Dqρ[p+1] = ∂[ρ1φρ2...ρp+1]|ν1...νqdx
ν1 . . . dxνq ,
Kq+1µ[p+1] = ∂[µ1φµ2...µp+1]|[ν1...νq,νq+1]dx
ν1 . . . dxνq+1 ,
f is a constant tensor such that2
fµ
1
[p+1]
|...|µk
[p+1]
|ρ[p+1] = (−)q+1fµ
1
[p+1]
|...|µk−1
[p+1]
|ρ[p+1]|µ
k
[p+1]
and where we have used the short notation µ[p] to denote a collection of p antisym-
metric indices [µ1 . . . µp] .
1The case k = 0 is absent because there is no covariantly constant tensor f with p+ 1 antisym-
metric indices to contract the free indices of Dq in (B.2.1).
2When fµ
1
[p+1]|...|µ
k
[p+1]|ρ[p+1] = (−)qfµ
1
[p+1]|...|µ
k−1
[p+1]
|ρ[p+1]|µ
k
[p+1] , the deformation of the curvature is
a total derivative and can be removed by a redefinition of A.
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The deformed curvature and thus the new Lagrangian are invariant under the
deformed gauge transformation γ defined by:
γAr = dΛr−1 + (−)qKq+1
µ1
[p+1]
. . .Kq+1
µk
[p+1]
Dq−1ρ[p+1]f
µ1
[p+1]
|...|µk
[p+1]
|ρ[p+1] ,
γφµ1...µp|ν1...νq = ∂[µ1A
(1,0)
µ2...µp]|ν1...νq
+A
(0,1)
µ1...µp|[ν1...νq−1,νq]
+
p!
(p− q + 1)!q!
A
(0,1)
ν1...νq[µq+1...µp|µ1...µq−1,µq]
,
where Dq−1ρ1...ρp+1 = ∂[ρ1A
(0,1)
ρ2...ρp+1]|ν1...νq−1
dxν1 . . . dxνq−1 . (See Chapter 5 for more details
bout the undeformed spin-2 gauge transformation parameters).
B.3 Higher-spin gauge fields and p-forms
In a similar way, one can construct Chapline-Manton-like interactions coupling com-
pletely symmetric higher-spin gauge fields to p-forms with even p = 2k > 0.
The deformed lagrangian is the sum of the Fronsdal Lagrangian for the completely
symmetric gauge field φ(µ1...µs) and the free Lagrangian for the p-form A[ρ1...ρp], where
the curvature of the p-form has been replaced by a deformed curvature F˜ .
We define
D1
µ11µ
1
2|...|µ
s−1
1 µ
s−1
2
= ∂[µs−12 . . . ∂[µ
2
2
∂[µ12φµ11]µ12]...µ
s−1
1 ]ν
dxν
K2
µ11µ
1
2|...|µ
s−1
1 µ
s−1
2
= dD1
µ11µ
1
2|...|µ
s−1
1 µ
s−1
2
(B.3.2)
where the antisymmetrizations in the r.h.s. are over the pairs [µi1µ
i
2]. Note that K
2
is just the usual spin-s curvature where two indices are considered as form-indices.
The deformed curvature for the p-form is then defined as follows:
F˜ p+1 ≡ dAp +K2 . . . K2D1f (B.3.3)
where there are k factors K2, and the constant tensor f contracts the free indices of
the curvatures K2 and D1. In order for the deformation to be nontrivial, f should be
symmetric under the exchange of the indices ofD1 with those of anyK2. Indeed, if f is
antisymmetric under this exchange, then the deformation of F p+1 is a total derivative
and can be removed by a redefinition of the field Ap. Of course, the interactions exist
for a given k only if an appropriate tensor f can be found.
The new Lagrangian is invariant under the deformed gauge transformations
γAp = dΛp−1 +K2 . . .K2Ωf
γφµ1...µs = ∂(µ1ωµ2...µs)
where Ωµ11µ12|...|µ
s−1
1 µ
s−1
2
≡ ∂[µs−12 . . . ∂[µ22∂[µ12ωµ11]µ21]...µs−11 ] .
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Appendix C
First-order formulation of the free
exotic spin-2 theory
We consider a theory describing the free propagation of a gauge field φµ1...µp|ν1...νq , the
symmetry properties of which are characterized by two columns of arbitrary lengths
p and q, with p ≥ q. These gauge fields thus obey the conditions
φµ1...µp|ν1...νq = φ[µ1...µp]|ν1...νq = φµ1...µp|[ν1...νq] ,
φ[µ1...µp|ν1]ν2...νq = 0 ,
The action (5.1.1) describing their free motion given in Section 5 is of second order
in the derivatives of the fields. As is shown in Section 2.2, higher-spin gauge field
theories can be formulated either in a second-order formalism, or in a first-order one.
This is also the case for spin-2 field theories. We review their first-order formulation
in this appendix. In the particular case of a symmetric spin-2 field, the first-order
formulation is simply the linearization of the formulation of gravity by Mac-Dowell
and Mansouri [11]. The simple cases of [2, 1]-, [2, 2]- and [3, 1]-fields have been written
in [44]. The first-order formulation of mixed symmetry fields has also been considered
in AdS in [45].
The first-order theory is formulated in terms of the generalized vielbein
eµ1...µp|ν1...νq and of the generalized spin connection ωµ1...µq|ν1...νp+1, which are both
antisymmetric in each of their sets of indices,
eµ1...µp|ν1...νq = e[µ1...µp]|ν1...νq = eµ1...µp|[ν1...νq] ,
ωµ1...µq |ν1...νp+1 = ω[µ1...µq]|ν1...νp+1 = ωµ1...µq|[ν1...νp+1] .
They satisfy no further identity.
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Let us define Tµ1...µp+1|ν1...νq by Tµ1...µp+1|ν1...νq = ∂[µ1eµ2...µp+1]|ν1...νq . The first-order
Lagrangian then reads
L = δ
[ρ1...ρqµ1...µp+1]
[τ1...τqν1...νp+1]
ω
ν1...νp+1
ρ1...ρq |
(
T
τ1...τq
µ1...µp+1|
−
1
2
ω
τ1...τq
[µ1...µq |µq+1...µp+1]
)
.
As the Lagrangian depends on the vielbein only through its antisymmetrized
derivative T , it is obviously invariant under the gauge transformation
δξeµ1...µp|ν1...νq = ∂[µ1ξµ2...µp]|ν1...νq , δξωµ1...µq |ν1...νp+1 = 0 ,
with ξµ1...µp−1|ν1...νq antisymmetric in its two sets of indices,
ξµ1...µp−1|ν1...νq = ξ[µ1...µp−1]|ν1...νq = ξµ1...µp−1|[ν1...νq] .
The following gauge invariance of the action is less obvious:
δχeµ1...µp|ν1...νq = χ[µ1...µq−1|µq+1...µp]ν1...νq , (C.0.1)
δχωµ1...µq |ν1...νp+1 = ∂[µ1χµ2...µq ]|ν1...νp+1 ,
where χµ1...µq−1|ν1...νp+1 is also antisymmetric in both sets of indices,
χµ1...µq−1|ν1...νp+1 = χ[µ1...µq−1]|ν1...νp+1 = χµ1...µq−1|[ν1...νp+1] .
To prove that the action is invariant under this transformation, one must notice that
δ
[ρ1...ρqµ1...µp+1]
[τ1...τqν1...νp+1]
ω
1 ν1...νp+1
ρ1...ρq |
ω
2 τ1...τq
[µ1...µq |µq+1...µp+1]
is symmetric for the exchange of ω1 and ω2. This can be checked by expanding the
product of δ’s. The proof of the gauge invariance then follows rapidly.
Let us now make contact with the second-order formulation. The last symmetry
property can be used to derive an elegant expression of the equations of motion for
ω, which reads
T
τ1...τq
µ1...µp+1|
= ω
τ1...τq
[µ1...µq |µq+1...µp+1]
.
They imply that one can express ω in terms of derivatives of the vielbein, i.e. that
ω is an auxilliary field. Indeed, all ireducible components of ω are constrained by
this equation. Inserting the expression ω(e) into the action, one gets a two-derivative
action depending only on the vielbein e . Furthermore, the analysis of the gauge in-
variance of this action shows that it depends only on the irreducible component of
the vielbein that has the symmetry represented by the Young diagram [p, q] . Indeed
the invariance under the gauge transformation (C.0.1) implies that all other compo-
nents are pure gauge. Defining φ to be the irreducible component of the vielbein
with symmetry [p, q] , the action becomes the second-order action (5.1.1), up to some
irrelevant overall constant factor.
Appendix D
Technical appendix
D.1 Proof of Theorem 5.6
We now give the complete (and lengthy) proof of Theorem 5.6. The proof is by
induction and follows closely the steps of the proof of similar theorems in the case of
1-forms [117, 119], p-forms [121] or gravity [71].
There is a general procedure to prove that the theorem 5.6 holds for k > n, that
can be found e.g. in [71] and will not be repeated here. We assume that the theorem
has been proved for any k
′
> k, and show that it is still valid for k .
The proof of the induction step is rather lengthy and is decomposed into several
steps:
• the Euler-Lagrange derivatives of ak with respect to the fields φ and C∗j (1 ≤
j ≤ p + 1) are computed in terms of the Euler-Lagrange derivatives of bk+1
(Section D.1.1);
• it is shown that the Euler-Lagrange derivatives of bk+1 can be replaced by in-
variant quantities in the expression for the Euler-Lagrange derivative of ak with
the lowest antifield number, up to some additionnal terms (Section D.1.2);
• the previous step is extended to all the Euler-Lagrange derivatives of ak (Section
D.1.3);
• the Euler-Lagrange derivative of ak with respect to the field φ is reexpressed in
terms of invariant quantities (Section D.1.4);
• an homotopy formula is used to reconstruct ak from its Euler-Lagrange deriva-
tives (Section D.1.5).
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D.1.1 Euler-Lagrange derivatives of ak
We define
Zk+1−j µ[q]| ν[p+1−j] =
δLbk+1
δC
∗ µ[q]| ν[p+1−j]
j
, 1 ≤ j ≤ p+ 1 ,
Y
µ[p]| ν[q]
k+1 =
δLbk+1
δφµ[p]| ν[q]
.
Then, the Euler-Lagrange derivatives of ak are given by
δLak
δC
∗ µ[q]
p+1
= (−)p+1δZk−p µ[q] , (D.1.1)
δLak
δC
∗ µ[q]| ν[p+1−j]
j
= (−)jδZk+1−j µ[q]| ν[p+1−j] − Zk−j µ[q]| [ν[p−j],νp+1−j] , q < j ≤ p ,
δLak
δC
∗ µ[q]| ν[p+1−j]
j
= (−)jδZk+1−j µ[q]| ν[p+1−j] − Zk−j µ[q]| [ν[p−j],νp+1−j]| symof C∗j ,
1 ≤ j ≤ q ,
δLak
δφµ[p]| ν[q]
= δYk+1 µ[p]| ν[q] + βDµ[p]| ν[q]| ρ[p]| σ[q]Z
σ[q]| ρ[p]
k , (D.1.2)
where β ≡ (−)(q+1)(p+
q
2
) (p+1)!
q!(p−q+1)! , and D
µ[p]| σ[q]
ν[q]| ρ[p]|
≡ 1
(p+1)!q!
δ
[σ[q]αµ[p]]
[ν[q]βρ[p]]
∂α∂
β is the
second-order self-adjoint differential operator defined by
Gµ[p]| ν[q] ≡ Dµ[p]| ν[q]| ρ[p]|σ[q]C
ρ[p]| σ[q] .
As in the proof of Theorem 5.4, the projection on the symmetry of the indices of
C∗j is needed when j ≤ q, since in that case the variables C
∗
j do not possess all the
irreducible components of [q] ⊗ [p + 1 − j] , but only those where the length of the
first column is smaller or equal to p . When j > q, the projection is trivial.
D.1.2 Replacing Z by an invariant in the Euler-Lagrange
derivative of ak with the lowest antifield number
We should first note that, when k < p+1 , some of the Euler-Lagrange derivatives of
ak vanish identically: indeed, as there is no negative antifield-number field, ak cannot
depend on C∗j if j > k. Some terms on the r.h.s. of Eqs.(D.1.1)-(D.1.2) also vanish:
Zk+1−j vanishes when j > k+1 . This implies that the p+1− k top equations of the
system (D.1.1)-(D.1.2) are trivially satisfied: the p − k first equations involve only
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vanishing terms, and the (p− k + 1)th involves in addition the δ of an antifield-zero
term, which also vanishes trivially. The first nontrivial equation is then
δLak
δC∗
k µ[q]| ν[p+1−k]
= (−)kδ(Z1 µ[q]| ν[p+1−k])− Z0 µ[q]| [ν[p−k],νp+1−k]| symof C∗k . (D.1.3)
Let us now define [T qρ[p+1] ]ν[q] ≡ (−)
q∂[ρ1φρ2...ρp+1]|ν[q]. We will prove the following
lemma for k ≥ q :
Lemma D.1. In the first nontrivial equation of the system (D.1.1)-(D.1.2) (i.e.
Eq.(D.1.1) when k ≥ p+ 1 and Eq.(D.1.3) when p+ 1 > k ≥ q), respectively Zk−p or
Z1 satisfies
Zl µ[q]| ν[p+l−k] = Z
′
l µ[q]| ν[p+l−k]
(D.1.4)
+ (−)k−lδβl+1 µ[q]| ν[p+l−k] + βl µ[q]| [ν[p+l−k−1],νp+l−k]| symof C∗k−l+1
+ Al
[
P (t)µ[q](H˜) +
1
s
T qρ[p+1]
∂LR
(s,r)
µ[q] (K
q+1, H˜)
∂Kq+1ρ[p+1]
]
l, ν[p+l−k]
| symof C∗
k−l+1
,
where Z ′l is invariant, the βl’s are at least linear in N and possess the same symmetry
of indices as Zl−1 , Al ≡ (−)
lp+p+1+ l(l+1)
2 , P (t) is a polynomial of degree t in H˜ and
R(s,r) is a polynomial of degree s in Kq+1 and r in H˜. The polynomials are present
only when p− k = t(n− p− 1) or p+ 1− k = s(q + 1) + r(n− p− 1) respectively.
Moreover, when p+ 1 > k ≥ q, the first nontrivial equation can be written
δLak
δC∗
k µ[q]| ν[p+1−k]
= (−)kδZ ′1µ[q]| ν[p+1−k] − Z
′
0µ[q]| [ν[p−k],νp+1−k]
| symof C∗
k
+
(
[Q(m)µ[q] (K
q+1)]ν[p+1−k] + (−)
k[R(s,r)µ[q] (K
q+1, H˜)]0, ν[p+1−k]
)
| symof C∗
k
,
where Z ′0 is an invariant and Q
(m)
µ[q] (K
q+1) is a polynomial of degree m in Kq+1, present
only when p+ 1− k = m(q + 1).
The lemma will be proved now respectively for the cases k ≥ p+1 , q < k < p+1
and k = q .
Proof of Lemma D.1 for k ≥ p+ 1:
As k − p > 0 , there is no trivially satisfied equation and we start with the top
equation of the system (D.1.1)–(D.1.2).
The lemma D.1 is a direct consequence of the well-known Lemma D.2 (see e.g. [71]
):
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Lemma D.2. Let α be an invariant local form that is δ-exact, i.e. α = δβ . Then
β = β ′ + δσ , where β ′ is invariant and we can assume without loss of generality that
σ is at least linear in the variables of N .
Proof of Lemma D.1 for q < k < p+ 1:
The first nontrivial equation is (as k > q ):
δLak
δC∗
k µ[q]| ν[p+1−k]
= (−)kδ(Z1 µ[q]| ν[p+1−k])− Z0 µ[q]| [ν[p−k],νp+1−k] . (D.1.5)
We will first prove that Z1 has the required form, then we will prove the the first
nontrivial equation can indeed be reexpressed as stated in Lemma D.1.
First part: Defining α0 µ[q]|ν[p+1−k] ≡
δLaq
δC∗
q µ[q]| ν[p+1−q]
, the above equation can be
written as
αp+1−k0 = (−)
kδ(Zp+1−k1 ) + (−)
p+1−kdZp−k0 , (D.1.6)
where we consider the indices ν[p+1−k] as form-indices and omit to write the indices
µ[q]. Acting with d on this equation yields dα
p+1−k
0 = (−)
k+1δ(dZp+1−k1 ). Due to
Lemma D.2, this implies that
αp+2−k1 = dZ
p+1−k
1 + δZ
p+2−k
2 , (D.1.7)
for some invariant αp+2−k1 and some Z
p+2−k
2 . These steps can be reproduced to build
a descent of equations ending with
αnn−p−1+k = dZ
n−1
n−p−1+k + δZ
n
n−p+k ,
where αnn−p−1+k is invariant. As n − p− 1 + k > k, the induction hypothesis can be
used and implies
αnn−p−1+k = dZ
′ n−1
n−p−1+k + δZ
′ n
n−p+k + [R(K
q+1, H˜)]nn−p−1+k ,
where Z ′ nn−p+k and Z
′ n−1
n−p−1+k are invariant, and R(K
q+1, H˜) is a polynomial of order s
in Kq+1 and r in H˜ (with r, s > 0), present when p+ 1− k = s(q +1)+ r(n− p− 1).
This equation can be lifted and implies that
αp+2−k1 = dZ
′ p+1−k
1 + δZ
′ p+2−k
2 + [R(K
q+1, H˜)]p+2−k1 ,
for some invariant quantities Z ′ p+1−k1 and Z
′ p+2−k
2 . Substracting the last equation
from Eq.(D.1.7) yields
d
(
Zp+1−k1 − Z
′ p+1−k
1 −
1
s
T q
[∂LR(Kq+1, H˜)
∂Kq+1
]p+1−k−q
1
)
+ δ(. . .) = 0 .
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As Hp+1−k1 (d| δ)
∼= Hnn−(p−k)(δ| d), by Theorem 5.4 the solution of this equation is
Zp+1−k1 =Z
′ p+1−k
1 +
1
s
T q
[∂LR(Kq+1, H˜)
∂Kq+1
]p+1−k−q
1
+ dβp−k1 + δβ
p+1−k
2
+[P (t)(H˜)]p+1−k1 ,
where the last term is present only when p− k = t(n− p− 1).
This proves the first part of the induction basis, regarding Z1.
Second part: We insert the above result for Z1 into Eq.(D.1.6). Knowing that
δ([P (H˜)]p+1−k1 ) + d([P (H˜)]
p−k
0 ) = 0 and defining
W p−k0 = (−)
k+1
(
(−)pZp−k0 + δβ
p−k
1 + [P
(t)(H˜)]p−k0 +
1
s
T q
[∂LR(Kq+1, H˜)
∂Kq+1
]p−k−q
0
)
,
we get
αp+1−k0 = (−)
kδ(Z ′ p+1−k1 ) + d(W
p−k
0 ) + (−)
k[R(Kq+1, H˜)]p−k0 .
Thus d(W p−k0 ) is an invariant and the invariant Poincare´ Lemma 5.1 then states that
d(W p−k0 ) = d(Z
′ p−k
0 ) +Q(K
q+1)
for some invariant Z ′ p−k0 and some polynomial in K
q+1, Q(Kq+1). This straightfor-
wardly implies
αp+1−k0 = (−)
kδ(Z ′ p+1−k1 ) + d(Z
′ p−k
0 ) +Q(K
q+1) + (−)k[R(Kq+1, H˜)]p−k0 ,
which completes the proof of Lemma D.1 for q < k < p+ 1.
Proof of Lemma D.1 for k = q:
The first nontrivial equation is
δLaq
δC∗
q µ[q]| ν[p+1−q]
= (−)qδ(Z1 µ[q]| ν[p+1−q])− (Z0 µ[q]| [ν[p−q],νp+1−q] − Z0 [µ[q]| ν[p−q],νp+1−q]) .
(D.1.8)
This equation is different from the equations treated in the previous cases because
the operator acting on Z0 cannot be seen as a total derivative, since it involves the
projection on a specific Young diagram. The philosophy of the resolution of the latter
problem goes as follows [74]:
(1) one first constrains the last term of Eq.(D.1.8) to get an equation similar to
Eq.(D.1.3) treated previously,
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(2) one solves it in the same way as for q < k < p+ 1 .
We need the useful lemma D.3 [74].
Lemma D.3. If α10 is an invariant polynomial of antifield number 0 and form degree
1 that satisfies
α10 = δZ
1
1 + dW
0
0 , (D.1.9)
then, for some invariant polynomials Z ′11 and W
′0
0 ,
Z11 = Z
′1
1 + δφ
1
2 + dχ
0
1 , (D.1.10)
W 00 =W
′0
0 + δχ
0
1 . (D.1.11)
Proof: Using standard techniques, one gets the following descent
α21 = δZ
2
2 + dZ
1
1 (D.1.12)
...
αnn−1 = δZ
n
n + dZ
n−1
n−1 ,
where all the αii−1 are invariant. As n− 1 ≥ q + 1, by the induction hypothesis (i.e.
Theorem 5.6 has been proved for k > q) we can choose Znn and Z
n−1
n−1 invariant. The
invariance property propagates up until α21 = δZ
′2
2 + dZ
′1
1, where Z
′2
2 and Z
′1
1 have
been chosen invariant. Substracting the latter equation from Eq.(D.1.12) and knowing
that H11 (δ|d)
∼= Hnn(δ|d) vanishes, we get Eq.(D.1.10). Substituting Eq.(D.1.10) in
Eq.(D.1.9) and acting with γ, we find d(γ(W 00 − δχ
0
1)) = 0 . Using the algebraic
Poincare´ lemma and the fact that there is no constant with positive pureghost number,
this implies γ(W 00 − δχ
0
1) = 0 , which in turn gives Eq.(D.1.11), as there exists no
γ-exact term of pureghost number 0 .
As explained above, we now constrain the last term of Eq.(D.1.8). The latter
equation implies
∂[ρα0 µ[q]| ν[p−q]]νp+1−q = (−)
qδ(∂[ρZ1 µ[q]| ν[p−q]]νp+1−q)− b ∂[ρZ0 µ[q]| ν[p−q]],νp+1−q ,
where b ≡ q
(p+1)(p+1−q) . Defining
α˜10 [ρµ[q]ν[p−q]] = ∂[ρα0 µ[q]| ν[p−q]]νp+1−qdx
νp+1−q ,
Z˜11 [ρµ[q]ν[p−q]] = (−)
q∂[ρZ1 µ[q]| ν[p−q]]νp+1−qdx
νp+1−q ,
W˜ 00 [ρµ[q]ν[p−q]] = −a ∂[ρZ0 µ[q]| ν[p−q]] ,
and omitting to write the indices [ρµ[q]ν[p−q]], the above equation reads α˜
1
0 = δZ˜
1
1 +
dW˜ 00 . Lemma D.3 then implies that W˜
0
0 = I
′ 0
0 + δm
0
1 for some invariant I
′ 0
0 . By the
definition of W˜ 00 , this statement is equivalent to
∂[ρZ0 µ[q]| ν[p−q]] = I
′
0 [µ[q]ν[p−q]ρ]
+ δm1 [µ[q]ν[p−q]ρ] .
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Inserting this result into Eq.(D.1.8) yields
α0 µ[q]| ν[p+1−q] − I
′
0 [µ[q]ν[p+1−q]]
= δ((−)qZ1 µ[q]| ν[p+1−q] +m1 [µ[q]ν[p+1−q]])
−Z0 µ[q]| [ν[p−q],νp+1−q] .
This equation has the same form as Eq.(D.1.5) and can be solved in the same way to
get the following result:
Z1 µ[q]| ν[p+1−q] = (−)
q+1m1 [µ[q]ν[p+1−q]] + Z
′
1 µ[q]| ν[p+1−q]
+β1 µ[q]| [ν[p−q],νp+1−q] + δβ2 µ[q]| ν[p+1−q]
+
1
s
[
T qρ[p+1]
∂LRµ[q](K
q+1, H˜)
∂Kq+1ρ[p+1]
]
1, ν[p+1−q]
+ [P (H˜)]1, ν[p+1−k] ,
α0 µ[q]| ν[p+1−q] = I
′
0 [µ[q]| ν[p+1−q]]
+ (−)qδ(Z ′1 µ[q]| ν[p+1−q]) + Z
′
0 µ[q]| [ν[p−q],νp+1−q]
+[Qµ[q](K
q+1)]ν[p+1−q] + (−)
k[R(Kq+1, H˜)]0, ν[p+1−q] .
Removing the completely antisymmetric parts of these equations yields the desired
result.
This ends the proof of Lemma D.1 for k ≥ q .
D.1.3 Replacing all Z and Y by invariants
We will now prove the following lemma:
Lemma D.4. The Euler-Lagrange derivatives of ak can be written
δLak
δC
∗ µ[q]
p+1
= (−)p+1δ(Z ′k−p µ[q]) ,
δLak
δC
∗ µ[q]| ν[p+1−j]
j
= (−)jδ(Z ′k+1−j µ[q]| ν[p+1−j])− Z
′
k−j µ[q]| [ν[p−j],νp+1−j]
,
q < j ≤ p ,
δLak
δC
∗ µ[q]| ν[p+1−j]
j
= (−)jδ(Z ′k+1−j µ[q]| ν[p+1−j])− Z
′
k−j µ[q]| [ν[p−j],νp+1−j]
| symof C∗j ,
1 ≤ j ≤ q ,
δLak
δφµ[q]| ν[q]
= δ(Y ′k+1 µ[q]| ν[q]) + βDµ[q]| ν[q]| ρ[p]|σ[q]Z
′σ[q]| ρ[p]
k ,
where Z ′l (k − p ≤ l ≤ k) and Y
′
k+1 are invariant polynomials, except in the following
cases. When k = p + 1 −m(q + 1) for some strictly positive integer m , there is an
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additionnal term in the first nontrivial equation:
δLak
δC
∗ µ[q]| ν[p+1−k]
k
= (−)kδZ ′1 µ[q]| ν[p+1−k] − Z
′
0 µ[q]| [ν[p−k],νp+1−k]
+[Qµ[q](K
q+1)]ν[p+1−k]| symof C∗k ,
where Q is a polynomial of degree m in Kq+1. Furthermore, when k = p+ 1− r(n−
p− 1)− s(q + 1) for a couple of integer r, s > 0, then there is an additional term in
each Euler-Lagrange derivative:
δLak
δC
∗ µ[q]| ν[p+1−j]
j
= (−)jδ(Z ′k+1−j µ[q]| ν[p+1−j])− Z
′
k−j µ[q]| [ν[p−j],νp+1−j ]
| symof C∗j
+(−)k+p+1Ak−j[Rµ[q](K
q+1, H˜)]k−j ν[p+1−j]| symof C∗j
δLak
δφµ[q]| ν[q]
= δ(Y ′k+1 µ[q]| ν[q]) + βDµ[q]| ν[q]| ρ[p]|σ[q]Z
′σ[q]| ρ[p]
k
+Aδ
[σ[q]αµ[p]ξ]
[ν[q]βρ[p+1]]
∂α∂
β(xξ [Rσ[q](K
q+1, H˜)]
ρ[p+1]
k ) ,
where A = β p+q+2
(n−p−q−1)(p+1)!q!Ak(−)
p+k+1.
Proof: By Lemma D.1, we know that the Z’s involved in the first nontrivial equa-
tion satisfy Eq.(D.1.4) and that this equation has the required form. We will proceed
by induction and prove that when Zk−j (where k − j ≥ 1) satisfies Eq.(D.1.4), then
the equation for δ
Lak
δC∗j
also has the desired form and Zk−j+1 also satisfies Eq.(D.1.4).
Let us assume that Zk−j satisfies Eq.(D.1.4) and consider the following equation:
δLak
δC∗
j µ[q]| ν[p+1−j]
= (−)jδ(Z
µ[q]| ν[p+1−j]
k+1−j )− Z
µ[q]| [ν[p−j],νp+1−j ]
k−j | symof C∗j . (D.1.13)
Inserting Eq.(D.1.4) for Zk−j into this equation yields
δLak
δC∗
j µ[q]| ν[p+1−j]
= (−)jδ
(
Z
µ[q]| ν[p+1−j]
k+1−j − β
µ[q]| [ν[p−j],νp−j+1]
k−j+1 | symof C∗j
)
(D.1.14)
+(−)k+pak−jδ
[
P µ[q](H˜) +
1
s
T qρ[p+1]
∂LRµ[q](Kq+1, H˜)
∂Kq+1ρ[p+1]
]ν[p+1−j]
k−j+1
| symof C∗j
−
(
Z
′ µ[q]| [ν[p−j],νp+1−j]
k−j + (−)
p+kAk−j[R
µ[q](Kq+1, H˜)]
ν[p+1−j]
k−j
)
| symof C∗j .
Note that one can omit to project on the symmetries of C∗j+1 when inserting Eq.(D.1.4)
into Eq.(D.1.13). Indeed the Young components that are removed by this projection
would be removed later anyway by the projection on the symmetries of C∗j .
D.1 Proof of Theorem 5.6 175
Defining the invariant
Z
′ µ[q]| ν[p+1−j]
k+1−j ≡ Z
µ[q]| ν[p+1−j]
k+1−j | N=0
+(−)k+p+jAk−j
[
P µ[q](H˜) + 1
s
T qρ[p+1]
∂LRµ[q](Kq+1, H˜)
∂Kq+1ρ[p+1]
]ν[p+1−j]
k−j+1
| symof C∗j | N=0
and setting N = 0 in the last equation yields, as βk−j+1 is at least linear in N ,
δLak
δC∗
j µ[q]| ν[p+1−j]
= (−)jδ(Z
′ µ[q]| ν[p+1−j]
k+1−j )− Z
′ µ[q]| [ν[p−j],νp+1−j ]
k−j | symof C∗j
+(−)p+k+1Ak−j[R
µ[q](Kq+1, H˜)]
ν[p+1−j]
k−j | symof C∗j . (D.1.15)
This proves the part of the induction regarding the equations for the Euler-Lagrange
derivatives. We now prove that Zk−j+1 verifies Eq.(D.1.4).
Substracting Eq.(D.1.15) from Eq.(D.1.14), we get
0 = (−)jδ
(
Z
µ[q]| ν[p+1−j]
k+1−j − Z
′ µ[q]| ν[p+1−j]
k+1−j − β
µ[q]| [ν[p−j],νp+1−j ]
k+1−j | symof C∗j
+(−)j+k+pAk−j
[
P µ[q](H˜) +
1
s
T qρ[p+1]
∂LRµ[q](Kq+1, H˜)
∂Kq+1ρ[p+1]
]ν[p+1−j]
k+1−j
| symof C∗j
)
.
As k + 1− j > 0, this implies
Z
µ[q]| ν[p+1−j]
k+1−j = Z
′ µ[q]| ν[p+1−j]
k+1−j + (−)
j−1δβ
µ[q]| ν[p+1−j]
k−j + β
µ[q]| [ν[p−j],νp+1−j ]
k−j+1 | symof C∗j
+Ak+1−j
[
P µ[q](H˜) +
1
s
T qρ[p+1]
∂LRµ[q](Kq+1, H˜)
∂Kq+1ρ[p+1]
]ν[p+1−j]
k+1−j
| symof C∗j ,
which is the expression (D.1.4) for Zk+1−j.
Assuming that Zk−j satisfies Eq.(D.1.4) , we have thus proved that the equation
for δ
Lak
δC∗j
has the desired form and that Zk+1−j also satisfies Eq.(D.1.4). Iterating this
step, one shows that all Z’s satisfy Eq.(D.1.4) and that the equations involving only
Z’s have the desired form.
It remains to be proved that the Euler-Lagrange derivative with respect to the
field takes the right form. Inserting the expression (D.1.4) for Zk into Eq.(D.1.2) and
some algebra yield
δLak
δφµ[q]| ν[q]
= δ(Y˜k+1 µ[q]| ν[q] | symof φ) + βDµ[q]| ν[q]| ρ[p]|σ[q]Z
′σ[q]| ρ[p]
k
+Aδ
[σ[q]αµ[p]ξ]
[ν[q]βρ[p+1]]
∂α∂
β(xξ [Rσ[q](K
q+1, H˜)]
ρ[p+1]
k )| symof φ ,
176 Technical appendix
where
Y˜k+1 µ[q]| ν[q] ≡ Yk+1 µ[q]| ν[q] + βDµ[q]| ν[q]| ρ[p]| σ[q]β
σ[q]| ρ[p]
k+1
+ c δ
[σ[q]αµ[p]]
[ν[q]βρ[p]]
∂α
[
Pσ[q](H˜) +
1
s
T qλ[p+1]
∂LRσ[q](Kq+1, H˜)
∂Kq+1λ[p+1]
][ρ[p]β]
k+1
+(−)k+q+1Aδ
[σ[q]αµ[p]ξ]
[ν[q]βρ[p+1]]
∂α(xξ [Rσ[q](K
q+1, H˜)]
[ρ[p+1]β]
k+1 )
and c ≡ β 1
(p+1)!q!
Ak(−)p+k+1. Defining Y ′k+1 µ[p]| ν[q] ≡ Y˜k+1 µ[q]| ν[q]| symof φ|N=0 and
setting N = 0 in the above equation completes the proof of Lemma D.4.
D.1.4 Euler-Lagrange derivative with respect to the field
In this section, we manipulate the Euler-Lagrange derivative of ak with respect to the
field φ .
We have proved in the previous section that it can be written in the form
δLak
δφµ[p]| ν[q]
= δ(Y
′
k+1 µ[p]| ν[q]
) + βDµ[p]| ν[q]| ρ[p]|σ[q]Z
′ σ[q]| ρ[p]
k
+Aδ
[σ[q]αµ[p]ξ]
[ν[q]βρ[p+1]]
∂α∂
β(xξ [Rσ[q](K
q+1, H˜)]
ρ[p+1]
k )| symof φ .
As ak is invariant, it can depend on φµ[p]| ν[q] only through Kµ[p]α| ν[q]β , which im-
plies that δ
Lak
δφ
µ[p]| ν[q]
= ∂αβX[µ[p]α]| [ν[q]β] , where X has the symmetry of the curva-
ture. This in turn implies that δ(Y
′
k+1 µ[p]| ν[q]
) = ∂αβWµ[p]α| ν[q]β for some W with
the Young symmetry [p + 1, q + 1] . Let us consider the indices µ[p] as form indices.
As Hn−pk+1 (δ| d)
∼= Hnp+1+k(δ| d)
∼= 0 for k > 0, the last equation implies
Y
′
k+1 µ[p]| ν[q]
= δAk+2 µ[p]| ν[q] + ∂
λTk+1 [λµ[p]]| ν[q] . (D.1.16)
By the induction hypothesis for p + 1 + k , we can take Ak+2 and Tk+1 invariant.
Antisymmetrizing Eq.(D.1.16) over the indices µq . . . µpν1 . . . νq yields
0 = δAk+2 µ1...µq−1[µq...µp| ν1...νq] + ∂
λTk+1 λµ1...µq−1[µq...µp| ν1...νq] .
The solution of this equation for Tk+1 is
Tk+1µ0...µq−1[µq ...µp| ν1...νq] =
[
U
(u)
[µq ...µpν1...νq]
(H˜)
]ρ[n−q]
k+1
εµ0...µq−1ρ[n−q]
+δQk+2µ0...µq−1| [µq ...µpν1...νq] + ∂
αSk+1αµ0...µq−1| [µq...µpν1...νq] ,
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where U (u) is a polynomial of degree u in H˜, present when k+q+1 = n−u(n−p−1)
for some strictly positive integer u. As T and U (u)(H˜) are invariant, we can use the
induction hypothesis for k′ = k + 1 + q. This implies
Tk+1µ0...µq−1[µq...µp| ν1...νq] = δQ
′
k+2µ0...µq−1| [µq ...µpν1...νq] (D.1.17)
+∂αS ′k+1αµ0...µq−1| [µq...µpν1...νq]
+
[
U
(u)
[µq ...µpν1...νq]
(H˜) + V (v,w)[µq...µpν1...νq](K
q+1, H˜)
]ρ[n−q]
k+1
εµ0...µq−1ρ[n−q] ,
where Q′k+2 and S
′
k+1 are invariants and V
(v,w) is a polynomial of order v and w in
Kq+1 and H˜ respectively, present when n − q = v(q + 1) + w(n− p − 1) + k + 1 for
some strictly positive integers v, w.
We define the invariant tensor Eαµ[p]|βν[q] with Young symmetry [p + 1, q + 1] by
Eαµ[p]|βν[q] =
q+1∑
i=0
αiS
′
k+1 ρ0...ρi−1[νi...νq|βν1...νi−1]ρi...ρpδ
[ρ0...ρp]
[αµ[p]]
where αi = α0
(q+1)!
(q+1−i)! i! and α0 = (−)
pq ((p+1)!)
2
(p−q)! (q!)2 (p−q+1) (p+2)
∑q
j=0
(p−j)!
(q−j)!
.
Writing ∂αβEk+1 αµ[p]|βν[q] in terms of S
′
k+1 and using Eqs.(D.1.17) and (D.1.16)
yields
Y
′
k+1 µ[p]| ν[q]
= ∂αβEk+1 αµ[p]|βν[q] + δFk+2 µ[p]| ν[q]
+ ∂α
q∑
i=0
βi
[
V
(v,w)
[αν[i]µi+1...µp]
(Kq+1, H˜)
]ρ[n−q]
k+1
εµ[i]νi+1...νqρ[n−q] , (D.1.18)
where Fk+2 is invariant, βi ≡ α0
(p+2)q!
(p+1) i! (q−i)! and v is allowed to take the value v = 0
to cover also the case of the polynomial U (w)(H˜).
D.1.5 Homotopy formula
We will now use the homotopy formula to reconstruct ak from its Euler-Lagrange
derivatives:
ank =
∫ 1
0
dt
[
φµ[p]| ν[q]
δLak
δφµ[p]| ν[q]
+
p+1∑
j=1
C∗j µ[q]| ν[p+1−j]
δLak
δC∗
j µ[q]| ν[p+1−j]
]
dnx .
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Inserting the expressions for the Euler-Lagrange derivatives given by Lemma D.4
yields
ank =
∫ 1
0
dt
[
δ(φµ[p]| ν[q] Y
′ µ[p]| ν[q]
k+1 ) +
p+1∑
j=1
δ(C∗j µ[q]| ν[p+1−j]Z
′ µ[q]| ν[p+1−j]
k+1−j )
+
k∑
j=1
C∗j µ[q]| ν[p+1−j](−)
k+p+1Ak−j[R
µ[q](Kq+1, H˜)]
ν[p+1−j]
k−j
+φµ[p]| ν[q]Aδ
[σ[q]αµ[p]ξ]
[ν[q]βρ[p+1]]
∂α∂
β(xξ [Rσ[q](K
q+1, H˜)]
ρ[p+1]
k )
+C∗k µ[q]| ν[p+1−k][Q
(m) µ[q](Kq+1)]ν[p+1−k]
]
dnx+ dnn−1k .
Using the result (D.1.18) for Y ′k+1 and some algebra, one finds
ank =
∫ 1
0
dt
[
δ(Kµ[p+1]|ν[q+1]E
µ[p+1]|ν[q+1]
k+1 d
nx) + avK
q+1
µ[p+1]
[V (v,w)µ[p+1](Kq+1, H˜)]n−q−1k
+
p+1∑
j=1
δ(C∗j µ[q]| ν[p+1−j]Z
′ µ[q]| ν[p+1−j]
k+1−j d
nx) + ar[H˜
σ[q] Rσ[q](K
q+1, H˜)]nk
+aq [H˜
σ[q] ]
n−m(q+1)
k Q
(m)
σ[q]
(Kq+1)
]
+ dn¯n−1k ,
where av = (−)k(q+1)
∑q
i=0 βi
i!(p−i)!
p!
, ar = (−)n(p+k+1)+
p(p+1)+k(k+1)
2 and
aq = (−)kar . In short,
ank = [P (K
q+1, H˜)]nk + δµ
n
k+1 + dn¯
n−1
k
for some invariant µnk+1, and some polynomial P of strictly positive order in K
q+1
and H˜.
We still have to prove that n¯n−1k can be taken invariant.
Acting with γ on the last equation yields d(γn¯n−1k ) = 0. By the Poincare´ lemma,
γn¯n−1k = d(r
n−2
k ). Furthermore, a well-known result on H(γ| d) for positive antifield
number k (see e.g. Appendix A.1 of [71]) states that one can redefine n¯n−1k in such
a way that γn¯n−1k = 0. As the pureghost number of n¯
n−1
k vanishes, the last equation
implies that n¯n−1k is an invariant polynomial.
This completes the proof of Theorem 5.6 for k ≥ q.
D.2 Schouten identities
The Schouten identities are identities due to the fact that in n dimensions the anti-
symmetrization over any n + 1 indices vanishes. These identities obviously depend
on the dimension and relate functions of the fields.
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The solving of equations in the sections 6.7 and 6.8 requires the knowledge of
bases for several kinds of functions. When Schouten identities come into play, these
bases are not obvious. This appendix is thus devoted to finding these bases, which
depend on the structure of the functions at hand and the number of dimensions.
Note that we write the internal indices only when it is necessary.
D.2.1 Functions of the structure εC∗T̂ T̂ in n = 4
In order to achieve the four-dimensional study of the algebra deformation in D-degree
2, a list of the Schouten identities is needed for the functions of the structure εC∗T̂ T̂ .
The space of these functions is spanned by
T bc1 = ε
µνρσ C∗αµ T̂
b β
νρ| T̂
c
σα|β , T
bc
2 = ε
µνρσ C∗αµ T̂
b β
νρ| T̂
c
σβ|α ,
T
[bc]
3 = ε
µνρσ C∗αβ T̂ bµν|α T̂
c
ρσ|β .
There are two Schouten identities. Indeed, one should first notice that all Schouten
identities are linear combinations of identities with the structure
δ
[αβγδη]
[µνρστ ]ε
µνρσC∗T̂ T̂ = 0 ,
where the indices αβγδητ are contracted with the indices of the ghosts and where
δ
[αβγδη]
[µνρστ ] = δ
[α
[µδ
β
ν δ
γ
ρδ
δ
σδ
η]
τ ] . Furthermore, there are only two independent identities of this
type:
δ
[αβγδη]
[µνρστ ]ε
µνρσC∗τα T̂
b
βγ|λT̂
c λ
δη| = 0 , δ
[αβγδη]
[µνρστ ]ε
µνρσC∗λα T̂
b τ
βγ| T̂
c
δη|λ = 0 .
Expanding the product of δ’s, one finds that the first identity implies that T bc1 is
symmetric: T bc1 = T
(bc)
1 , while the second one relates T
bc
2 and T
[bc]
3 : T
bc
2 = T
[bc]
3 .
So, in four dimensions, a basis of the functions with the structure εC∗T̂ T̂ is given
by T
(bc)
1 and T
[bc]
3 .
D.2.2 Functions of the structure ε h∗T̂ Û in n = 4
These functions appear in the study of the algebra deformation in D-degree 3, n = 4
. They are completely generated by the following terms:
T1 = ε
µνρσh∗αβµ T̂νγ|βÛρσ|α
γ , T2 = ε
µνρσh∗αβµ T̂νβ|γÛρσ|α
γ ,
T3= ε
µνρσh∗αT̂µν|
βÛρσ|αβ , T4= ε
µνρσh∗µT̂
αβ|
νÛρσ|αβ , T5= ε
µνρσh∗αβµ T̂νρ|γÛσα|β
γ.
There are three Schouten identities:
δ
[αβγδη]
[µνρστ ]ε
µνρσh∗ ταλ T̂βγ|ηÛδη|
λη = 0 , δ
[αβγδη]
[µνρστ ]ε
µνρσh∗αT̂βγ|λÛδη|
τλ = 0 ,
δ
[αβγδη]
[µνρστ ]ε
µνρσh∗ λαη T̂βγ|λÛδη|
τη = 0 .
An explicit expansion of these identities yields the relations
T3 + 2T2 + 2T5 = 0 , T3 − T4 = 0 , T1 = 0 .
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D.2.3 Functions of the structure εC∗Û Û in n = 4
The Schouten identities for the functions of the structure ε C∗Û Û in n = 4 are needed
for the analysis of the algebra deformation in D-degree four. The functions at hand
are generated by T
[bc]
1 = ε
µνρσ C∗αβ Û
b αγ
µν| Û
c β
ρσ| γ and T
bc
2 = ε
µνρσ C∗µβ Û
b
νρ|αγ Û
c β|αγ
σ .
However, these vanish because of the Schouten identities
δ
[αβγδη]
[µνρστ ]ε
µνρσC∗λα Û
b τη
βγ| Û
c
γδ|λη = 0 , δ
[αβγδη]
[µνρστ ]ε
µνρσC∗τα Û
b λη
βγ| Û
c
γδ|λη = 0 .
Indeed, they imply that T
[bc]
1 + T
bc
2 = 0 and T
bc
2 = T
(bc)
2 , which can be satisfied only
if T
[bc]
1 = T
(bc)
2 = 0 .
D.2.4 Functions of the structure εC∂3hh and εC∂2h∂h in n = 3
These functions appear when solving δa1 + γa0 = db0 in Section 6.8.2. In generic
dimension (n > 4), there are respectively 45 and 130 independent functions in the
sets εC∂3hh and εC∂2h∂h . In three dimensions, there are 108 Schouten identities
relating them, which leave only 67 independent functions. One can compute all
these identities and the relations between the 108 dependent functions and the 67
independent ones. However, given their numbers, they will not be reproduced here.
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