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Gordon–Andrews identities and intertwining
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Abstract
Using the theory of intertwining operators for vertex operator al-
gebras we show that the graded dimensions of the principal subspaces
associated to the standard modules for ŝl(2) satisfy certain classical
recursion formulas of Rogers and Selberg. These recursions were ex-
ploited by Andrews in connection with Gordon’s generalization of the
Rogers–Ramanujan identities and with Andrews’ related identities.
The present work generalizes the authors’ previous work on intertwin-
ing operators and the Rogers–Ramanujan recursion.
1 Introduction
This paper is a continuation of [CLM], to which we refer the reader for
background and for our motivation.
We continue our study of a relationship between intertwining operators,
in the sense of vertex operator algebra theory, associated to standard (in-
tegrable highest weight) modules for ŝl(2), and the corresponding principal
subspaces ([FS1]–[FS2]). Let us recall our main result in [CLM].
Consider the principal subspaces W (Λ0) and W (Λ1) associated to the
level 1 standard ŝl(2)–modules L(Λ0) and L(Λ1), respectively (see Section
2 below). All these spaces are (doubly) graded by the eigenvalues of the
operator α/2, α being the positive root of sl(2), and the operator L(0) com-
ing from the Virasoro algebra. The corresponding graded dimensions (the
∗S.C. gratefully acknowledges partial support from MIUR (Ministero dell’Istruzione,
dell’Universita` e della Ricerca).
†J.L. and A.M. gratefully acknowledge partial support from NSF grant DMS–0070800.
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“characters”—the generating functions of the dimensions of the homoge-
neous subspaces) of W (Λ0) and W (Λ1) are then given by:
χW (Λ0)(x, q) = trW (Λ0)x
α/2qL(0),
χW (Λ1)(x, q) = trW (Λ1)x
α/2qL(0);
the variables x and q are formal. It is convenient to use the slightly modified
graded dimension
χ′W (Λ1)(x, q) = x
−1/2q−1/4trW (Λ1)x
α/2qL(0),
and for cosmetic reasons we correspondingly let
χ′W (Λ0)(x, q) = χW (Λ0)(x, q).
We proved [CLM] that these graded dimensions satisfy the linear q–difference
equation
χ′W (Λ0)(x, q)− χ
′
W (Λ1)
(x, q) = xqχ′W (Λ1)(xq, q). (1.1)
We did this by constructing a certain exact sequence by means of intertwin-
ing operators associated to irreducible modules for L(Λ0) viewed as a vertex
operator algebra. Formula (1.1) together with the formula
χ′W (Λ1)(x, q) = χ
′
W (Λ0)
(xq, q) (1.2)
yields
χ′W (Λ0)(x, q)− χ
′
W (Λ0)
(xq, q) = xqχ′W (Λ0)(xq
2, q), (1.3)
which is the classical Rogers–Ramanujan recursion (cf. [A5]), asserted for
the graded dimension of W (Λ0). In particular, this easily implies (cf. [A5])
that
χ′W (Λ0)(x, q) =
∑
n≥0
xnqn
2
(q)n
, (1.4)
where (q)n = (1 − q) · · · (1 − q
n). The specializations x = 1 and x = q of
(1.4) give the sum sides of the two Rogers–Ramunujan identities (cf. [A5]).
Gordon’s identities [G] generalize the Rogers–Ramanujan identities. They
can be stated in the following form:
Theorem 1.1 Let l ≥ 2 and let 1 ≤ t ≤ l. The number of partitions of a
nonnegative integer n into parts not congruent to 0, ±t mod (2l+1) is equal
to the number of partitions n = b1 + · · · + bs, b1 ≥ b2 ≥ · · · ≥ bs > 0, such
that bi− bi+l−1 ≥ 2 (the “difference two at distance l− 1” condition) and at
most t− 1 of the bi equal 1.
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In [A1] (cf. [A5]) Andrews found an elegant proof of Gordon’s identities
by using certain q–hypergeometric–type series and a family of recursions
([RR], [Sel]) expressed as a system of q–difference equations ([Sel], [A1]).
We will call these recursions, or equivalently, q–difference equations, the
Rogers–Selberg recursions.
It is easy to see that the generating function of the number of partitions
of a nonnegative integer into parts not congruent to 0, ±t mod (2l+ 1) can
be expressed as ∏
i>0, i 6=0,±t mod (2l+1)
1
1− qi
,
the product side of Gordon’s identities. Andrews [A4] discovered an “analytic
form” of (the sum sides of) these identities, and he derived it from the
same difference equations mentioned above. Actually, this “analytic form”
is a “multisum form,” and Andrews exploited a refined version of the q–
generating function, involving the variable x, giving a generating function of
a refined version of the partitions counted in Gordon’s form of the identities.
We will continue to take the variables in these “analytic” expressions to be
formal rather than complex. With the variable x suitably specialized, these
Gordon–Andrews identities state ([A4]; cf. [A5]):
Theorem 1.2 With l and t as in Theorem 1.1,∏
i>0, i 6=0,±t mod (2l+1)
1
1− qi
=
=
∑
N1≥···≥Nl−1≥0
qN
2
1+···+N
2
l−1+Nt+Nt+1+···+Nl−1
(q)N1−N2 · · · (q)Nl−2−Nl−1(q)Nl−1
. (1.5)
We emphasize that for us, q is a formal variable; in the literature, one
often takes q to be a complex variable such that |q| < 1.
A nonclassical approach to Gordon’s identities was initiated and devel-
oped by Lepowsky and Wilson in [LW2]–[LW4] by means of “twisted ver-
tex operators” and “Z–algebras”; they used this to give a construction of
bases for all the standard ŝl(2)–modules (or more particularly, bases for the
“vacuum spaces” for the “principal Heisenberg subalgebra” [LW1] of ŝl(2))
compatible with Gordon’s identities in the case of the odd levels, and with
certain generalizations of Gordon’s identities due to Andrews ([A2], [A3])
and Bressoud ([B1], [B2]) in the case of the even levels. Analogously, but
with a somewhat different flavor, in [LP1] and [LP2], Lepowsky and Primc
used untwisted vertex operators and Z–algebras to construct bases for all
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the standard ŝl(2)–modules. These twisted and untwisted Z–algebra con-
structions ([LW2]–[LW4], [LP1]–[LP2]) both led naturally to the “difference–
two–at–a–distance” condition that had appeared in Gordon’s identities; in
the untwisted case [LP2] it led to a new version of this condition.
Then Meurman and Primc [MP1] used Z–algebras to complete a new
proof of Gordon’s identities in the setting of [LW2]–[LW4] (Lepowsky and
Wilson had obtained a Z–algebra proof of the identities in special cases,
including the Rogers–Ramunujan identities, in [LW2]–[LW3]). On the other
hand, Feigin and Stoyanovsky ([FS1]–[FS2]) obtained the sum sides of Gor-
don’s identities as the graded dimensions of what they called the “principal
subspaces” associated to the standard ŝl(2)–modules of level l−1 (which we
shall also write as k, below). In order to compute these “characters,” Fei-
gin and Stoyanovsky considered “quasi–particles,” which are the expansion
coefficients of certain generalized “fields” (cf. Chapter 13 in [DL]). This ap-
proach was further developed by Georgiev in [Ge]. In addition, Feigin and
Stoyanovsky interpreted the product side of (1.5) by using a geometric ap-
proach, via infinite–dimensional analysis on a flag manifold. This approach
was further extended in [FL] (see also [FKLMM1]–[FKLMM3]).
All these developments have concerned ŝl(2)–modules; there have been
many other developments in this spirit (see [FF], etc.).
In this paper we analyze the structure of the principal subspaces associ-
ated to the standard modules for ŝl(2) by using the theory of vertex operator
algebras and intertwining operators ([FLM], [FHL]). Our main result is a
construction of l exact sequences that yield a linear system of q–difference
equations equivalent to the Rogers–Selberg recursions ([RR], [Sel]) men-
tioned above (see also [A1]). It is important to say that, in order to obtain
these exact sequences, we use certain aspects of the theory of intertwining
operators for vertex operator algebras. As in [A1] and [A4] (cf. [A5]), these
recursions in turn yield the sum sides of Gordon’s identities (see Theorem
1.1) and of Andrews’ identities (see Theorem 1.2).
2 Principal subspaces
The setting and notation are as in [CLM]. Let g = sl(2,C) be the 3–
dimensional complex simple Lie algebra with a standard basis {h, xα, x−α}
and bracket relations
[h, xα] = 2xα, [h, x−α] = −2x−α, [xα, x−α] = h.
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We fix the Cartan subalgebra h = Ch, which we identify with its dual by
means of the form 〈x, y〉 = tr(xy) for x, y ∈ g. Take α ∈ h to be the root
corresponding to the root vector xα, and take this root to be positive; then
〈α,α〉 = 2 and we have the root space decomposition
g = n− ⊕ h⊕ n+,
where n± = Cx±α. Note that under our identifications,
h = α.
We shall use the affine Lie algebra
ŝl(2) = sl(2,C)⊗ C[t, t−1]⊕ Cc,
where c is a nonzero central element and
[x⊗ tm, y ⊗ tn] = [x, y]⊗ tm+n + 〈x, y〉mδm+n,0c
for x, y ∈ g and m,n ∈ Z.
For a dominant weight Λ ∈ (h ⊕ Cc)∗, let L(Λ) be the corresponding
standard (= integrable highest weight) ŝl(2)–module with highest weight
Λ (cf. [K]). We say that an ŝl(2)–module has level k ∈ C if c acts as
multiplication by k. The standard module L(Λ) (which is irreducible) has
nonnegative integral level, given by 〈Λ, c〉. (The evaluation map 〈·, ·〉 of
(h⊕Cc)∗ on h⊕Cc extends the form 〈·, ·〉 on h = h∗; also, for µ, ν ∈ (h⊕Cc)∗,
〈µ, ν〉 is defined to be 〈µ|h, ν|h〉.) The highest weights of the level 1 standard
modules are the fundamental weights Λ0 and Λ1, defined by: 〈Λi, c〉 = 1,
〈Λi, h〉 = δi,1 for i = 0, 1. The highest weights of the level k standard
modules are given by
k0Λ0 + k1Λ1, k0 + k1 = k,
where k0 and k1 are nonnegative integers.
Throughout this paper we will write x(n) for the action of x⊗ tn ∈ ŝl(2)
on an ŝl(2)–module, for x ∈ g and n ∈ Z.
Let P = 12Zα be the weight lattice and Q = Zα the root lattice in h. Let
C[P ] and C[Q] be the corresponding group algebras, with bases {eµ | µ ∈ P}
and {eµ | µ ∈ Q}. Consider the subalgebra
hˆZ =
∐
m∈Z\{0}
h⊗ tm ⊕ Cc
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of ŝl(2), a Heisenberg algebra, meaning that its commutator subalgebra is
equal to its center, which is one–dimensional (namely, Cc). We will also
need the subalgebra
hˆ = h⊗ C[t, t−1]⊕ Cc. (2.1)
We shall consider the hˆ–module
M(1) = U(hˆ)⊗U(h⊗C[t]⊕Cc) C,
where h⊗C[t] acts trivially on the one–dimensional module C and c acts as
1. It is well known ([FK], [Seg]; cf. [FLM]) that
VP =M(1)⊗ C[P ]
and its subspaces
VQ =M(1)⊗ C[Q]
and
VQ+α/2 =M(1) ⊗ e
α/2
C[Q]
admit natural ŝl(2)–module structure, via certain vertex operators (recalled
in [CLM]), and that as ŝl(2)–modules,
VQ ∼= L(Λ0) and VQ+α/2 ∼= L(Λ1).
It is much harder to obtain a similar construction for the higher level
standard ŝl(2)–modules; this was done in [LP2]. By tensoring k level 1
standard modules one obtains a level k module which is completely reducible
and whose irreducible components are level k standard modules (cf. [K]);
what was hard was to construct bases of such irreducible modules and to
determine their precise structure. The action of g ∈ ŝl(2) on a vector
v ∈ L(Λi1)⊗ · · · ⊗ L(Λik),
where each ir is either 0 or 1, is given by the usual comultiplication
g · v = ∆(g)v = (g ⊗ 1⊗ · · · ⊗ 1 + · · ·+ 1⊗ · · · ⊗ 1⊗ g)v, (2.2)
and this action of course extends to U(ŝl(2)).
Consider the subalgebra
n̂+ = n+ ⊗ C[t, t
−1] (2.3)
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of ŝl(2). The principal subspace [FS1] associated to L(Λ), Λ a dominant
weight, is defined as
W (Λ) = U(n̂+) · vΛ ⊂ L(Λ),
where vΛ is a highest weight vector (which is unique up to a nonzero multi-
ple).
To study the principal subspaces it will be convenient, as in [CLM], to
use the polynomial algebra
A = C[y−1, y−2, . . .],
where y−1, y−2, . . . are (commuting, independent) formal variables. For an
ŝl(2)–module M , consider the algebra map
A −→ End M
y−j 7→ xα(−j) (2.4)
(j > 0); this map is well defined because the operators xα(−j) commute.
For a dominant weight Λ, define the linear surjection
fΛ : A → W (Λ)
p(y−1, y−2, . . .) 7→ p(xα(−1), xα(−2), . . .) · vΛ, (2.5)
where p is a polynomial and where as above, vΛ is a highest weight vector,
and set
AΛ = Ker fΛ,
an ideal in A. Then we have
A/AΛ
∼
−→W (Λ). (2.6)
From now on we fix a positive integer k (which corresponds to the integer
l − 1 in the Introduction).
Our main goal is to derive explicit formulas for certain graded dimensions
of principal subspaces via certain systems of q–difference equations. To
achieve this goal we shall need an explicit description of the ideals AΛ. The
following result was (essentially) proved in [FS1]–[FS2]:
Theorem 2.1 For every i with 0 ≤ i ≤ k,
A(k−i)Λ0+iΛ1 = Ay
k−i+1
−1 +AkΛ0 . (2.7)
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Proof: From [FS1] it follows that the ideal
A(k−i)Λ0+iΛ1
is generated by the elements
r(k)n =
∑
i1,...,ik+1>0
i1+···+ik+1=−n
y−i1 · · · y−ik+1
for n ≤ −(k + 1), and
yk+1−i−1 .
This fact immediately implies the statement.
3 Intertwining operators for vertex operator alge-
bras and fusion rules
In this section we will be using the theory of vertex operator algebras and
intertwining operators, as developed in [FLM], [FHL] and [DL]. The reader
unfamiliar with the theory of modules and intertwining operators for vertex
operator algebras may consult our previous paper [CLM], where we recalled,
and motivated, the definition of intertwining operator (see [FHL] for more
details).
It is well known that L(kΛ0) (see the previous section) has a natural
vertex operator algebra structure. In addition, all the level k standard
modules are modules for this vertex operator algebra L(kΛ0), and conversely,
these are all the irreducible L(kΛ0)–modules up to equivalence (see [FZ]; cf.
[Li1], [DL], [MP2] and [LL]). Let L(Λ) be one of these irreducible L(kΛ0)–
modules. It is known (cf. [FZ]) that L(Λ) is graded with respect to a
standard action of the Virasoro algebra element L(0) (not to be confused
with the trivial ŝl(2)–module!) and that it decomposes as
L(Λ) =
∐
s≥0
L(Λ)s+hΛ ,
where
L(Λ)λ = {v ∈ L(Λ) | L(0) · v = λv}
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is the weight space of L(Λ) of weight λ ∈ C, and where
hΛ =
〈Λ,Λ + α〉
2(k + 2)
(cf. [K], [DL], [LL]). In addition, L(Λ) has second, compatible, grading,
by charge, given by the eigenvalues of the operator α(0)/2 = h(0)/2. It is
important to notice that the principal subspace W (Λ) is doubly graded as
well. We will denote by L(Λ)r+〈α/2,Λ〉, s+hλ the subspace of L(Λ) consisting
of the vectors of charge r + 〈α/2,Λ〉 and weight s+ hΛ, so that
L(Λ) =
∐
r∈Z, s∈N
L(Λ)r+〈α/2,Λ〉, s+hΛ .
Clearly, W (Λ) also admits a decomposition
W (Λ) =
∐
r,s∈N
W (Λ)r+〈α/2,Λ〉, s+hΛ .
Now let V be an arbitrary vertex operator algebra and let W1, W2 and
W3 be V –modules. We denote by
I
(
W3
W1 W2
)
the vector space of all intertwining operators of type
( W3
W1 W2
)
(see [FHL]).
In many cases these spaces are finite–dimensional. Their dimensions
NW3W1 W2 = dim I
(
W3
W1 W2
)
are the so–called fusion coefficients or fusion rules. A formula for the fusion
rules for irreducible modules for L(kΛ0) is due to Frenkel and Zhu [FZ]
(for clarification and generalization of Frenkel–Zhu’s formula see [Li2]). We
should mention that the same result was obtained previously in [TK], but
not in the setting of vertex operator algebras. The following result is from
[FZ]:
Proposition 3.1 Let
N i3i1,i2 = dim I
(
L((k − i3)Λ0 + i3Λ1)
L((k − i1)Λ0 + i1Λ1) L((k − i2)Λ0 + i2Λ1)
)
,
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where 0 ≤ ij ≤ k, ij ∈ N, j = 1, 2, 3. Then
N i3i1,i2 = 1
if and only if
i1 + i2 + i3 ∈ 2Z, i1 + i2 + i3 ≤ 2k, |i1 − i2| ≤ i3 ≤ i1 + i2.
Otherwise, N i3i1,i2 = 0.
For example, if k = 1, the nontrivial intertwining operators are of the
following types:(
L(Λ0)
L(Λ0) L(Λ0)
)
,
(
L(Λ1)
L(Λ0) L(Λ1)
)
,
(
L(Λ0)
L(Λ1) L(Λ1)
)
and
(
L(Λ1)
L(Λ1) L(Λ0)
)
.
In order to proceed we will need a more detailed description of the in-
tertwining operators indicated in Proposition 3.1. Let W1, W2 and W3 be
irreducible L(kΛ0)–modules. Then it is not hard to see (cf. [FHL], [FZ])
that every intertwining operator Y(·, x) of type(
W3
W1 W2
)
satisfies the condition
Y(w1, x) ∈ x
hW3−hW1−hW2End(W2,W3)[[x, x
−1]]
for every w1 ∈W1. We will write (cf. [FZ])
Y(w1, x) = x
hW3−hW1−hW2
∑
n∈Z
(w1)[n]x
−n−1,
(w1)[n] ∈ End(W2,W3).
Also, for every w1 ∈W1, let
oY(w1) = Coeffx0x
−hW3+hW1+hW2Y(w1, x) = (w1)[−1].
(Note: If hW1 + hW2 = hW3 , such as when W2 = L(Λ0) and W1 =W3, then
oY(w1) is simply the constant term of the intertwining operator Y(w1, x).)
Let vWi be a highest weight vector of Wi, i = 1, 2, 3. Then for every nonzero
Y ∈ I
(
W3
W1 W2
)
,
oY(vW1)vW2 = (vW1)[−1]vW2 , (3.1)
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a highest weight vector of W3 or zero; it will be nonzero for our cases below.
Also, from the commutator formula for intertwining operators [FHL], it
follows that
[xα(n),Y(vW1 , x)] = 0, (3.2)
for every n ∈ Z. Therefore,
[U(n̂+),Y(vW1 , x)] = 0. (3.3)
So far we have treated irreducible L(kΛ0)–modules modules abstractly.
We have already outlined (cf. Section 2) that the level 1 standard modules
admit an explicit construction as subspaces of VP (where P =
1
2Zα is the
weight lattice of sl(2)). We can realize the level k standard modules as
submodules of the tensor products of k level 1 standard modules (cf. Section
2). Let
L = P ⊕ · · · ⊕ P︸ ︷︷ ︸ .
k times
Consider the space VP = VQ ⊕ VQ+α/2 (cf. [FLM], [CLM]). Let
VL = VP ⊗ · · · ⊗ VP︸ ︷︷ ︸ ;
k times
VL is naturally an ŝl(2)–module. Now, inside VP ∼= L(Λ0)⊕L(Λ1), we make
the following identifications:
1 = vΛ0 and e
α/2 = vΛ1 .
There are of course many ways to embed L(k0Λ0 + k1Λ1) (k0 + k1 = k)
inside VL. Let (i1, . . . , ik) be a k–tuple such that ij ∈ {0, 1}, j = 1, . . . , k.
Consider a vector of the form
vi1,...,ik = vΛi1 ⊗ · · · ⊗ vΛik ∈ VL,
where exactly k0 indices (i.e., ij ’s) are equal to 0 (and exactly k1 are equal
to 1). This is certainly a highest weight vector for ŝl(2), and
L(k0Λ0 + k1Λ1) ∼= U(ŝl(2)) · vi1,...,ik ⊂ VL
(cf. [K]). Let us denote by ιi1,...,ik the embedding
ιi1,...,ik : L(k0Λ0 + k1Λ1) −→ VL,
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uniquely determined by the identification
vk0Λ0+k1Λ1 = vi1,...,ik .
In parallel with [CLM], for λ ∈ P , we will consider
eλ(k) : VL −→ VL,
eλ(k) = e
λ ⊗ · · · ⊗ eλ︸ ︷︷ ︸ ,
k times
a linear automorphism of VL, with inverse e
−λ
(k) . Then it follows (cf. [Ge],
[CLM]) that
eλ(k)xα(−m1) · · · xα(−ms) · v = xα(−m1−〈λ, α〉) · · · xα(−ms−〈λ, α〉)e
λ
(k) · v,
for every v ∈ VL and m1, . . . ,ms ∈ Z. Also,
eλ(k)x−α(−m1) · · · x−α(−ms)·v = x−α(−m1+〈λ, α〉) · · · x−α(−ms+〈λ, α〉)e
λ
(k)·v
and if each mi 6= 0,
eλ(k)h(−m1) · · · h(−ms) · v = h(−m1) · · · h(−ms)e
λ
(k) · v.
The following lemma describes the action of e
α/2
(k) on certain irreducible
ŝl(2)–submodules of VL (i.e., irreducible L(kΛ0)–modules) and the corre-
sponding principal subspaces:
Lemma 3.2 (a) Consider the subspace L(k0Λ0 + k1Λ1) ⊂ VL embedded
via ιi1,...,ik as above. The image of the restriction map e
α/2
(k) |L(k0Λ0+k1Λ1)
lies in L(k1Λ0 + k0Λ1), embedded via ι1−i1,...,1−ik . In particular, e
α/2
(k)
defines maps interchanging L(k0Λ0 + k1Λ1) and L(k1Λ0 + k0Λ1).
(b) Consider the principal subspace W (k0Λ0 + k1Λ1) ⊂ L(k0Λ0 + k1Λ1).
The image of the restriction map e
α/2
(k) |W (k0Λ0+k1Λ1) lies in W (k1Λ0 +
k0Λ1) ⊂ L(k1Λ0 + k0Λ1).
(c) If k0 = k (or k1 = 0), the map in (b) is surjective and in particular is
a linear isomorphism from W (kΛ0) to W (kΛ1).
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Proof: First we prove (a). From the formulas preceding the lemma it follows
that
e
α/2
(k) pi(U(ŝl(2)))e
−α/2
(k) = pi(U(ŝl(2))),
where pi is our representation of U(ŝl(2)) on VL. Therefore, we need only
show that
e
α/2
(k) · vi1,...,ik ∈ U(ŝl(2)) · v1−i1,...,1−ik .
For convenience let us assume that i1 = i2 = · · · = ik1 = 1. By using our
identifications we have
eα/2vΛ1 = e
α (= eαvΛ0) = xα(−1)vΛ0 ∈ VP
(cf. [CLM]). Then
e
α/2
(k)
vΛ1 ⊗ · · · ⊗ vΛ1︸ ︷︷ ︸⊗vΛ0 ⊗ · · · ⊗ vΛ0︸ ︷︷ ︸ =
k1 times k0 times
= xα(−1)vΛ0 ⊗ · · · ⊗ xα(−1)vΛ0︸ ︷︷ ︸⊗vΛ1 ⊗ · · · ⊗ vΛ1︸ ︷︷ ︸ .
k1 times k0 times
Now, because
xα(−1)vΛ1 = 0 and x
2
α(−1)vΛ0 = 0
(again cf. [CLM]), it follows that
xα(−1)vΛ0 ⊗ · · · ⊗ xα(−1)vΛ0︸ ︷︷ ︸⊗vΛ1 ⊗ · · · ⊗ vΛ1︸ ︷︷ ︸=
k1 times k0 times
=
1
k1!
∆(xα(−1)
k1)(vΛ0 ⊗ · · · ⊗ vΛ0︸ ︷︷ ︸⊗ vΛ1 ⊗ · · · ⊗ vΛ1︸ ︷︷ ︸),
k1 times k0 times
so that
e
α/2
(k) · vi1,...,ik ∈ U(ŝl(2)) · v1−i1,...,1−ik ,
as desired.
The same reasoning with U(ŝl(2)) replaced by U(n̂+) proves (b).
To prove (c) it is enough to notice that
e
α/2
(k)
· vΛ0 ⊗ · · · ⊗ vΛ0︸ ︷︷ ︸
k times
= vΛ1 ⊗ · · · ⊗ vΛ1︸ ︷︷ ︸ .
k times
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4 The main theorem and consequences
We continue to fix a positive integer k. Let Λ be a dominant weight such that
〈Λ, c〉 = k. We shall determine the following graded dimensions (generating
functions of the dimensions of homogeneous subspaces) of the spaces W (Λ):
χW (Λ)(x, q) = dim∗(W (Λ), x, q) = tr|W (Λ)x
α/2qL(0),
where we are using the formal variables x and q. To avoid the multiplicative
factor x〈α/2,Λ〉qhΛ it is convenient to use slightly modified graded dimensions:
We define
χ′W (Λ)(x, q) = x
−〈α/2,Λ〉q−hΛχW (Λ)(x, q),
so that
χ′W (Λ)(x, q) ∈ C[[x, q]],
and in fact,
χ′W (Λ)(x, q) ∈ 1 + xqC[[x, q]].
It is a nontrivial task to find explicit formulas for the χ′W (Λ)(x, q). As in
[CLM], we will first derive certain representation–theoretic results and con-
vert these results into statements about graded traces and q–difference equa-
tions.
The simplest q–difference equation follows easily from Lemma 3.2, part
(c), just as in formula (3.26) of [CLM]:
Proposition 4.1 We have
χW (kΛ1)(x, q) = x
k/2qk/4χW (kΛ0)(xq, q) = x
k/2qhkΛ1χW (kΛ0)(xq, q),
or simply
χ′W (kΛ1)(x, q) = χ
′
W (kΛ0)
(xq, q).
Our main result is:
Theorem 4.2 Let 1 ≤ i ≤ k, let
Y(·, x) ∈ I
(
L((i− 1)Λ0 + (k − i+ 1)Λ1)
L((k − 1)Λ0 + Λ1) L(iΛ0 + (k − i)Λ1)
)
be a nonzero intertwining operator and let oY(v(k−1)Λ0+Λ1) be as in (3.1).
Then the sequence
0 −→W ((k − i)Λ0 + iΛ1)
e
α/2
(k)
−→W (iΛ0 + (k − i)Λ1)
oY(v(k−1)Λ0+Λ1 )−→
−→W ((i− 1)Λ0 + (k − i+ 1)Λ1) −→ 0 (4.4)
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is exact. Also,
0 −→W (kΛ0)
e
α/2
(k)
−→W (kΛ1) −→ 0 (4.5)
is exact.
Remark 4.3 When k = i = 1, this theorem is equivalent to the main
theorem in [CLM], which yielded the Rogers–Ramanujan recursion.
Proof of Theorem 4.2: The exactness of (4.5) has been proved in Lemma 3.2.
Now we prove the exactness of (4.4). First note that a nonzero intertwining
operator Y(·, x) exists by Proposition 3.1. We recall (see (3.1)) that
oY(v(k−1)Λ0+Λ1)viΛ0+(k−i)Λ1
is a nonzero multiple of v(i−1)Λ0+(k−i+1)Λ1 . In addition, oY(v(k−1)Λ0+Λ1) com-
mutes with the action of U(n̂+); thus oY(v(k−1)Λ0+Λ1) is surjective. We al-
ready know that e
α/2
(k) is injective and that it maps W ((k − i)Λ0 + iΛ1) into
W (iΛ0 + (k − i)Λ1) (Lemma 3.2).
Let us prove the chain property. First, we have
e
α/2
(k) xα(−m1) · · · xα(−mn) = xα(−m1 − 1) · · · xα(−mn − 1)e
α/2
(k) (4.6)
for mj ∈ Z. By combining (4.6) with the proof of Lemma 3.2, we see that
the image of e
α/2
(k) is the U(n̂+)–submodule of W (iΛ0 + (k− i)Λ1) generated
by
∆(xα(−1)
i)(vΛ0 ⊗ · · · ⊗ vΛ0︸ ︷︷ ︸⊗ vΛ1 ⊗ · · · ⊗ vΛ1︸ ︷︷ ︸).
i times k − i times
But by (3.2) (or (3.3)) and (3.1),
oY(v(k−1)Λ0+Λ1)∆(xα(−1)
i)(vΛ0 ⊗ · · · ⊗ vΛ0︸ ︷︷ ︸⊗ vΛ1 ⊗ · · · ⊗ vΛ1︸ ︷︷ ︸)
i times k − i times
= ∆(xα(−1)
i)oY(v(k−1)Λ0+Λ1)(vΛ0 ⊗ · · · ⊗ vΛ0︸ ︷︷ ︸⊗ vΛ1 ⊗ · · · ⊗ vΛ1︸ ︷︷ ︸)
i times k − i times
= a∆(xα(−1)
i)(vΛ0 ⊗ · · · ⊗ vΛ0︸ ︷︷ ︸⊗ vΛ1 ⊗ · · · ⊗ vΛ1︸ ︷︷ ︸),
i− 1 times k − i+ 1 times
where a is a nonzero constant, and this equals 0 in view of (the easy part
of) Theorem 2.1. The chain property now follows by another use of (3.2).
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Finally, to prove the exactness, we continue to follow [CLM]. First we
characterize the kernel of the map oY(v(k−1)Λ0+Λ1). Suppose that p is a
polynomial in A, so that fiΛ0+(k−i)Λ1(p) is a general element of W (iΛ0 +
(k − i)Λ1) (recall (2.5)). Then
oY(v(k−1)Λ0+Λ1)(fiΛ0+(k−i)Λ1(p)) = 0
if and only if
p ∈ Ker f(i−1)Λ0+(k−i+1)Λ1 = A(i−1)Λ0+(k−i+1)Λ1 .
Now, the description of the ideals in (2.7) implies that
A(i−1)Λ0+(k−i+1)Λ1 = C[y−2, y−3, . . .]y
i
−1 +AiΛ0+(k−i)Λ1 .
Thus
oY(v(k−1)Λ0+Λ1)(fiΛ0+(k−i)Λ1(p)) = 0⇐⇒ p ∈ C[y−2, y−3, . . .]y
i
−1+AiΛ0+(k−i)Λ1 .
(4.7)
Next we characterize the image of
e
α/2
(k) : W ((k − i)Λ0 + iΛ1) −→ W (iΛ0 + (k − i)Λ1).
Notice that fiΛ0+(k−i)Λ1(p) is of the form e
α/2
(k) (w) for some w ∈ W ((k −
i)Λ0 + iΛ1) if and only if for some q = q(y−1, y−2, . . .) ∈ A,
fiΛ0+(k−i)Λ1(p) = e
α/2
(k) (f(k−i)Λ0+iΛ1(q))
= q(xα(−2), xα(−3), . . .)e
α/2
(k) v(k−i)Λ0+iΛ1
=
1
i!
q(xα(−2), xα(−3), . . .)xα(−1)
i · viΛ0+(k−i)Λ1
=
1
i!
fiΛ0+(k−i)Λ1(q(y−2, y−3, . . .)y
i
−1).
But this holds if and only if
p− q(y−2, y−3, . . .)y
i
−1 ∈ AiΛ0+(k−i)Λ1 .
In other words,
f(k−i)Λ0+iΛ1(p) ∈ Im(e
α/2
(k) )⇐⇒ p ∈ C[y−2, y−3, . . .]y
i
−1 +AiΛ0+(k−i)Λ1 .
(4.8)
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The exactness now follows from (4.7) and (4.8).
Let us derive a few consequences of the theorem. As above, we denote
by
W (Λ)r+〈α/2,Λ〉, s+hΛ ⊂W (Λ)
the subspace of W (Λ) consisting of the vectors of charge r + 〈α/2,Λ〉 and
of weight s+ hΛ. Write
W ′(Λ)r,s =W (Λ)r+〈α/2,Λ〉, s+hΛ .
From our construction it is clear that for i = 0, . . . , k, e
α/2
(k) maps W
′((k −
i)Λ0 + iΛ1)r,s to W
′(iΛ0 + (k − i)Λ1)r+i,s+r+i. Also, for i = 1, . . . , k,
oY(v(k−1)Λ0+Λ1) maps W
′(iΛ0 + (k − i)Λ1)r+i,s+r+i to W
′((i − 1)Λ0 + (k −
i+ 1)Λ1)r+i,s+r+i. Now, because of the exactness, for i = 1, . . . , k,
W ′(iΛ0 + (k − i)Λ1)r+i,s+r+i
e
α/2
(k) W
′((k − i)Λ0 + iΛ1)r,s
∼=W ′((i− 1)Λ0 + (k − i+ 1)Λ1)r+i,s+r+i
(and similarly for i = 0), and so
dim {W ′(iΛ0 + (k − i)Λ1)r+i,s+r+i} − dim {W
′((k − i)Λ0 + iΛ1)r,s}
= dim {W ′((i− 1)Λ0 + (k − i+ 1)Λ1)r+i,s+r+i},
for every r and s. The last formula written in generating function form
yields
x−iχ′W (iΛ0+(k−i)Λ1)(x/q, q) − χ
′
W ((k−i)Λ0+iΛ1)
(x, q)
= x−iχ′W ((i−1)Λ0+(k−i+1)Λ1)(x/q, q).
If we multiply this equation by xi and substitute xq for x, we obtain
χ′W (iΛ0+(k−i)Λ1)(x, q)− (xq)
iχ′W ((k−i)Λ0+iΛ1)(xq, q)
= χ′W ((i−1)Λ0+(k−i+1)Λ1)(x, q), (4.9)
for every 1 ≤ i ≤ k, and
χ′W (kΛ1)(x, q) = χ
′
W (kΛ0)
(xq, q). (4.10)
These are exactly the Rogers–Selberg recursion formulas mentioned in the
Introduction; cf. [A1] and Lemma 7.2 of [A5], with our χ′W (iΛ0+(k−i)Λ1)(x, q)
playing the role of Jk+1,i+1(0;x; q) in that Lemma. Of course, in these
earlier works, these recursions applied to series in x and q, not to the graded
dimensions of graded vector spaces.
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Remark 4.4 Historically, recursion formulas equivalent to (4.9) appeared
for the first time in [RR]. They were independently rediscovered by Selberg
[Sel]. In [A1] Andrews used these recursions to give a new proof of the
Gordon identities, and in [A4], to prove his “analytic form” (multisum form)
of the Gordon identities; cf. [A5].
It is easy to see, as in [A5], that the recursion relations (4.9) and (4.10),
together with the initial conditions limx→0 χ
′
W (Λ)(x, q) = 1 and limq→0 χ
′
W (Λ)(x, q) =
1 (here the limits stand for the formal substitutions), uniquely determine
the graded dimensions χ′W (iΛ0+(k−i)Λ1)(x, q), i = 0, . . . , k, as elements of
C[[x, q]].
Example 4.5 Let k = 2. We have three q–difference equations:
χ′W (Λ0+Λ1)(x, q)− xqχ
′
W (Λ0+Λ1)
(xq, q) = χ′W (2Λ1)(x, q),
χ′W (2Λ0)(x, q) − (xq)
2χ′W (2Λ1)(xq, q) = χ
′
W (Λ0+Λ1)
(x, q)
and
χ′W (2Λ0)(xq, q) = χ
′
W (2Λ1)
(x, q).
We finally have:
Corollary 4.6 For every i = 0, . . . , k,
χ′W (iΛ0+(k−i)Λ1)(x, q) =
∑
m≥0
∑
N1+···+Nk=m
N1≥···≥Nk≥0
xmqN
2
1+···+N
2
k+Ni+1+···+Nk
(q)N1−N2 · · · (q)Nk−1−Nk(q)Nk
,(4.11)
or
χW (iΛ0+(k−i)Λ1)(x, q) =∑
m≥0
∑
N1+···+Nk=m
N1≥···≥Nk≥0
xm+(k−i)/2qhiΛ0+(k−i)Λ1+N
2
1+···+N
2
k+Ni+1+···+Nk
(q)N1−N2 · · · (q)Nk−1−Nk(q)Nk
.
Proof: As in [A4], [A5], the expressions on the right–hand side of (4.11)
satisfy the system of recursions (4.9), (4.10). Because of the uniqueness the
result follows.
The last corollary gives the Feigin–Stoyanovsky character formulas ob-
tained in [FS1] (formula 2.3.3′) and in [Ge].
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Combinatorics of the ŝl2 spaces of coinvariants, Transformation
Groups 6 (2001), 25–52.
[FKLMM2] B. Feigin, R. Kedem, S. Loktev, T. Miwa and E. Mukhin, Com-
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binatorics of the ŝl2 coinvariants: dual functional realization and
recursion, Compositio Math. 134 (2002), 193–241.
[FL] B. Feigin and S. Loktev, On the finitization of Gordon identi-
ties (Russian), Funktsional. Anal. i Prilozhen. 35 (2001) 53–61;
translation in Funct. Anal. Appl. 35 (2001), 44–51.
[FS1] B. Feigin and A. Stoyanovsky, Functional models for representa-
tions of current algebras and semi–infinite Schubert cells (Rus-
sian), Funktsional. Anal. i Prilozhen. 28 (1994), 68–90; trans-
lation in: Funct. Anal. Appl. 28 (1994), 55–72.
[FS2] B. Feigin and A. Stoyanovsky, Realization of the modular func-
tor in the space of differentials and the geometric approximation
of the moduli space of G–bundles (Russian), Funktsional. Anal.
i Prilozhen. 28 (1994), 42–65; translation in: Funct. Anal. Appl.
28 (1994), 257–275.
[FHL] I. Frenkel, Y.–Z. Huang and J. Lepowsky, On axiomatic ap-
proaches to vertex operator algebras and modules, Memoirs
Amer. Math. Soc. 104, 1993.
[FK] I. Frenkel and V. Kac, Basic representations of affine Lie alge-
bras and dual resonance models, Invent. Math. 62 (1980/81),
23–66.
[FLM] I. Frenkel, J. Lepowsky and A. Meurman, Vertex Operator Al-
gebras and the Monster, Pure and Appl. Math., Vol. 134, Aca-
demic Press, New York, 1988.
[FZ] I. Frenkel and Y. Zhu, Vertex operator algebras associated to
representations of affine and Virasoro algebras, Duke Math. J.
66 (1992), 123–168.
[Ge] G. Georgiev, Combinatorial constructions of modules for
infinite–dimensional Lie algebras, I. Principal subspace, J. Pure
Appl. Algebra 112 (1996), 247–286.
[G] B. Gordon, A combinatorial generalization of the Rogers–
Ramanujan identities, Amer. J. Math. 83 (1961), 393–399.
[K] V. Kac, Infinite Dimensional Lie Algebras, 3rd edition, Cam-
bridge University Press, 1990.
20
[LL] J. Lepowsky and H. Li, Introduction to Vertex Operator Al-
gebras and Their Representations, Progress in Mathematics,
Birkha¨user, Boston, 2003.
[LP1] J. Lepowsky and M. Primc, Standard modules for type one
affine Lie algebras, Number Theory (New York, 1982), Lecture
Notes in Math. 1052 (1984) 194–251.
[LP2] J. Lepowsky and M. Primc, Structure of the standard modules
for the affine Lie algebra A
(1)
1 , Contemporary Mathematics 46,
American Mathematical Society, Providence, RI, 1985.
[LW1] J. Lepowsky and R. L. Wilson, Construction of the affine Lie
algebra A
(1)
1 , Comm. Math. Physics 62 (1978), 43–53.
[LW2] J. Lepowsky and R. L. Wilson, A new family of algebras un-
derlying the Rogers–Ramanujan identities and generalizations,
Proc. Nat. Acad. Sci. U.S.A. 78 (1981), 7254–7258.
[LW3] J. Lepowsky and R. L. Wilson, The structure of standard mod-
ules, I: Universal algebras and the Rogers–Ramanujan identi-
ties, Invent. Math. 77 (1984), 199–290.
[LW4] J. Lepowsky and R. L. Wilson, The structure of standard mod-
ules, II: The case of A
(1)
1 , principal gradation. Invent. Math. 79
(1985), 417–442.
[Li1] H. Li, Local systems of vertex operators, vertex superalgebras
and modules, J. Pure Appl. Algebra 109 (1996), 143–195.
[Li2] H. Li, Determining fusion rules by A(V )–modules and bimod-
ules, J. Algebra 212 (1999), 515–556.
[MP1] A. Meurman and M. Primc, Annihilating ideals of standard
modules of sl(2, C)∼ and combinatorial identities, Adv. in Math.
64 (1987), 177–240.
[MP2] A. Meurman and M. Primc, Annihilating fields of standard
modules of sl(2, C)∼ and combinatorial identities, Memoirs
Amer. Math. Soc. 137 (1999).
[RR] L. J. Rogers and S. Ramanujan, Proof of certain identities in
combinatory analysis, Proc. Camb. Phil. Soc. 19 (1919), 211–
216.
21
[Seg] G. Segal, Unitary representations of some infinite–dimensional
groups, Comm. Math. Physics 80 (1981), 301–342.
[Sel] A. Selberg, U¨ber einige arithmetische Identita¨ten, Avh. Norske
Vid.–Akad. 8 (1936), 1–23.
[TK] A. Tsuchiya and Y. Kanie, Vertex operators in conformal
field theory on P 1 and monodromy representations of braid
group, Conformal field theory and solvable lattice models (Ky-
oto, 1986), 297–372, Adv. Stud. Pure Math., 16, Academic
Press, Boston, MA, 1988. Errata to: “Vertex operators in con-
formal field theory on P 1 and monodromy representations of
braid group,” Adv. Stud. Pure Math., 19, Academic Press,
Boston, MA, 1989.
Dipartimento Me. Mo. Mat., Universita` di Roma “La Sapienza,” Via
A. Scarpa 16, 00161 Roma, Italia
E–mail address: capparelli@dmmm.uniroma1.it
Department of Mathematics, Rutgers University, Piscataway, NJ 08854
E–mail address: lepowsky@math.rutgers.edu
Department of Mathematics, University of Arizona, Tucson, AZ 85721
Current address: Department of Mathematics and Statistics, University
at Albany (SUNY), Albany, NY 12222
E–mail address: amilas@math.albany.edu
22
