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A method for determining rotor blade flutter in forward 
flight is presentedi developed, and applied in this thesis. 
The unsteady effects of the layers of the helical wake below the 
rotor are accounted for. Since the blade tangential velocity 
and, consequently, the aerodynamic damping vary with azimuth, 
the vorticity shed due to blade oscillations incipient to flutter 
will be contained within a region on either side of a critical 
azimuth position* Assuming this region to be small allows the 
wake system to be two-dimensionalized. The lift deficiency function 
developed from the new theory is simplified for limiting cases 
and compared with earlier results obtained for fixed wings and 
helicopters in hover. It is found to be consistent with earlier 
results when simplified. The theory is then applied to bending-
torsion flutter for the tip segment of a rotor blade. The pre-
viously shed wakes are found to be destabilizing. The flutter 
velocity becomes constant at higher advance ratios. 
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A(y) a generalized amplitude function used in Appendix B. 
a non-dimensional distance from midchord to elastic axis, 
positive aft 
"b num"ber of "blades 
C(k) Theodorsen's lift deficiency function, given in equation (2) 
C(p+ik) Jones' lift deficiency function 
C'(k,m,h) Loewy's lift deficiency function, given in equation (3) 
C (k,)i,\) present lift deficiency function, defined in equation (35) 
C drag coefficient 
C T lift coefficient 
I 
C thrust coefficient (T/TTPQ^R' ) 
C weight coefficient (W/rrpCfR' ) 
w 
c' semi-chord length 
D drag of fuselage 
f(y) decay function centered about y = 0 
f, f" first and second derivatives of decay function 
AF defined in equation (28) 
AF2 (AF2 = AF - AF1) 
terms arising 
AF~, defined in equation (23) due to the decay 
function 
AF\ defined in equation (32) 
AF defined in equation (38) 
G(k,s,h) a denominator common to many equations, defined in 
equation (22) 
IX 
g damping coefficient 
H (k) Hankel function of first kind and order n 
n 
H(2)( k) Hankel function of second kind and order n 
n 
h non-dimensional vertical distance "between shed wakes 
h' deflection of "blade segment 
h' amplitude of "blade deflection (h' = h' e ) 
o o 
Im abbreviation for "imaginary part of" 
I n=l,2,...,6 integrals used in the description of the approximate inte-
gration that was used, defined "by equations (B-l) through 
(B-10 
J (k) Bessel function of the first kind and order n 
K. residue of the jth pole, used in Appendix C 
j 
K flexural spring stiffness 
K torsional spring stiffness 
Oi 
k reduced frequency [cue '/QR • (l+fj,) J 
L l i f t 
\ non-dimensional lift due to deflection when the elastic 
axis is at the quarter chord, given in equation (5l) 
L/ non-dimensional deflection coefficient for lift, given in 
equation (5l) 
L non-dimensional lift due to rotation, when the elastic axis 
Oi t \ 
is at the quarter chord, given in equation (53) 
L' non-dimensional rotation coefficient for lift, given in 
equation (52) 
M, moment term arising due to decay, defined "by equation (55) 
M n aerodynamic moment about the quarter chord 
M /p aerodynamic moment about the midchord 
M aerodynamic moment about the elastic axis 
M' non-dimensional deflection coefficient for the moment about 
the elastic axis, given in equation (6l) 
\ 
Oi 
non-dimensional moment due to deflection when the elastic 
axis is at the quarter chord, given in equation (56) 
M' non-dimensional rotation coefficient for the moment about 
the elastic axis, given in equation (62) 
M non-dimensional moment due to deflection when the elastic 
axis is at the quarter chord, given in equation (56) 
m mass distribution of blade; also frequency ratio, 
m = OJ/0 (Loewy) 
p pressure 
Ap pressure difference across the airfoil 
R' blade radius 
R non-dimensional blade radius (R'/c) 
Re abbreviation for "real part of" 
r' radius position for arbitrary blade station 
r radius of gyration about the elastic axis, 
Oi 2 / 2 
r = mass moment of inertia/mc ,c-
Oi ' 
S' area of auxiliary lifting surface 
o 
S non-dimensional area of lifting surface (S'/TTR' ) 
S' cross-sectional area of fuselage 
o 
S non-dimensional area of fuselage ( S'/TTR' ) 
s non-dimensional distance between centers of successive shed 
wakes (M,2TTR'/be«) 
T thrust 
T auxiliary thrust 
aux 
t time 
U tip velocity divided by semi-chord length 










W(k,. 3 , h ) 
flutter speed 
tangential speed (OR' + V sin i|f) 
downwash along airfoil 
induced velocity 
weight of aircraft 
wake weighting function of Loewy 
portion of present wake weighting function when the wakes 
do not build-up and decay 
AW contribution of decay to wake weighting function, defined 
by equation (l8) 
x,x* non-dimensional distance from midchord on the airfoil 
x non-dimensional distance from the elastic axis to the 
center of gravity 
Y (k) Bessel function of second kind and order n 
n ' 
y dummy variable of integration, measured from midchord 
z' absolute deflection along the airfoil [h' + c^x-a)^] 
Greek Symbols 
on rotation of airfoil, positive for nose up 
Oi amplitude of rotation (a ~ a e ) 
o o 
o> tilt of tip path plane, positive forward 
P intermediate integration limit, used in Appendix D 
Y local bound vorticity a 
Y shed vorticity in the nth wake 
n 
P total bound vorticity, defined in equation (9) 
a 
f magnitude of total bound vorticity, given in equation (21) 
a 
£ complex binomial coefficient, defined in equation (6h) 




;s ratio (npc /m) 
X inflow ratio [(V sin a + v,)/OR'J 
(i advance ratio (V cos a^/OR1) 
^ non-dimensional distance from midchord 
K non-dimensional distance from center of nth wake 
n 
p air density 
cp phase angle; also velocity potential 
ty azimuth angle measured from downstream position 
AiLj,T half of the angle in which the tip encounters negative 
damping 
U) oscillation frequency 
in natural "bending frequency 
cu natural torsional frequency 
Q "blade rotation speed 
Q (x, §) a function appearing in the pressure equations,, given in 
equation (29) 
CL(x,y) a function appearing in the pressure equations, given in 
equation (27) 
Subscripts 
eg center of gravity 
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( ') nth derivative 
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SUMMARY 
A method for determining rotor blade flutter in forward flight is 
presented in this thesis. Incompressible unsteady aerodynamic theory is 
applied where shed vorticity both in and below the plane of the rotor is 
accounted for. This is made possible by noting that the aerodynamic 
damping acting on the blade varies with velocity. Since the tangential 
velocity of any blade segment varies with azimuth, so will the aero-
dynamic damping. Thus it is assumed at the onset of flutter that oscil-
lations will begin to build up prior to the blade reaching a critical 
azimuth position, then decay as the blade moves beyond this point. This 
buildup and decay means that the vorticity shed due to the oscillations 
will be contained within a double azimuth region on either side of the 
critical azimuth position. Assuming this region to be small allows the 
wake system to be two-dimensionalized. 
The lift deficiency function resulting from the two-dimensional 
wake model is compared with earlier results obtained for a helicopter in 
hover and fixed wings. It is shown that in limiting cases the present 
work is consistent with earlier flutter theories. 
The theory is applied to bending-torsion flutter for the tip seg-
ment of a rotor blade. The results followed the normal trends of having 
the flutter velocity decrease as the center of gravity was moved aft and 
of having the flutter velocity increase as blade stiffness increased. 
The previously shed wakes are destabilizing so that they reduce the 
flutter velocity. The buildup and decay produces wakes that are 
XV 
essentially centers of vorticity. Thus their position with respect to 
the reference blade will be sensitive to the advance ratio which deter-
mines their horizontal spacing and to the inflow ratio which determines 
the vertical spacing. The variation of flutter speed with advance ratio 
and inflow ratio was tested and it was found to change according to the 
geometry of the wake system. As the wakes were brought closer by reduc-
ing the advance ratio and/or inflow ratio, the flutter speed decreased. 
With buildup and decay of the wakes the flutter velocity will not change 
when the advance ratio goes above a certain point (an advance ratio of 
about 0.3 in "the cases considered here) since the previously shed wakes 
become too far removed to have any effect any longer. 
A possible application for design considerations is presented. 
If the pilot is allowed to change the blade speed, as in the case of 
compound helicopters in which auxiliary wings could provide lift at 
higher airspeeds, then the chart that is obtained by this method shows 
the stable region in which the combination of the helicopter's airspeed 




This thesis is directed at improving forward flight "blade flutter 
analysis. The method presented is "based upon extending Loewy's (l) 
theory for a hovering rotor to forward flight. If the magnitude of rotor 
downwash velocities is such that wakes shed from preceding "blades remain 
relatively near the rotor disk, then neither fixed-wing quasi-steady nor 
unsteady aerodynamics can "be reliahly used for predicting "blade flutter. 
This influence of the layers of shed vorticity was accounted for "by 
Loewy (l) and J. P. Jones (2) who considered the rotor to "be operating 
in hover or vertical flight. By applying Loewy's (l) lift deficiency 
function to a flutter analysis for a hovering rotor, Hammond (3) found 
that the effect of reducing the spacing of the wake layers, thus "bring-
ing them closer to the rotor, was destabilizing. That is, the most 
critical flutter condition appeared to "be at very low inflow values. 
In this thesis a method is given which accounts for the unsteady 
contribution of a simplified wake model for the forward flight condition. 
Currently to meet forward flight blade flutter requirements the rotor-
craft manufacturer must rely on: (l) the fixed-wing unsteady aerodynamic 
flutter analysis of Theodorsen (h), which does not account for the 
unsteady contribution of the wake "below the rotor; and (2) rotor whirl 
tests at normal and overspeed conditions which, while providing informa-
tion in regard to "blade flutter, do not accurately simulate either "blade 
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dynamics or unsteady aerodynamics in forward flight. Accounting for the 
contribution of the rotor's wake in forward flight could be especially 
important for the case of a compound helicopter. Here, in high-speed 
flight the rotor may be partially or fully unloaded and set at zero angle 
of attack. This would result in wakes near the rotor due to very low or 
zero induced flow with no inflow contribution from the forward flight 
velocity component. 
Rotor blade harmonic airloads in forward flight have been analyzed 
by Miller (5) and Ichikawa (6). Miller (5) used lifting surface theory 
for the wakes shed near the blade and lifting line theory for the more 
distant wakes. The lifting surface equations for forward flight were 
reduced to lifting line equations by Ichikawa (6). The flow was assumed 
to be incompressible by both Miller (5) and Ichikawa (6). 
Previous approaches to the problem of determining flutter for a 
helicopter in forward flight have relied on quasi-steady aerodynamics or 
fixed-wing flutter coefficients for their determination of aerodynamic 
loads. A discussion of the assumptions underlying the use of steady-
state aerodynamics in aeroelastic rotor studies is given by Drees {j). 
Brooks and Sylvester (8) tested the effect of forward speed on 
the flutter of a dynamically scaled model rotor. Qualitative agreement 
between theory and experiment with respect to major parameters was found 
by Gates, Piziali, and DuWaldt (9). The calculations made for a model 
rotor set on a small rotorcraft test apparatus were conservative. 
Using the Myklestad method of structural vibrations along with 
oscillatory aerodynamic forces derived from Theodorsen's (k) work, 
Leone (10) obtained graphical results for forced modes in high speed 
level flight. Daughaday, DuWaldt, and Gates (ll) obtained aerodynamic 
damping factors which were derived from both forced response and decay 
data and compared these factors with those computed using quasistatic 
and non-stationary aerodynamic coefficients. Improved agreement was 
obtained by empirical reductions of the bound vorticity. 
Stammers (12,13) developed a method for determining bending-
torsion flutter with particular reference to the case of forward flight 
where the equations of motion contain periodic coefficients. Quasi-
steady aerodynamics were assumed. Under normal conditions, flutter was 
heavily damped and forward flight had a beneficial effect on the stabil-
ity. Niebanck (l̂ -) tested a dynamically scaled articulated rotor model 
with the center of gravity located at the 25%, 30%, and 35% chord posi-
tions. Simulated advance ratios of 0.29 to 1.91 were run and classical 
flutter was encountered by the advancing blade. Discrete azimuth theor-
ies were used to calculate the onset of flutter and they showed good 
qualitative agreement with the test data. Fixed wing two-dimensional 
compressible-flow flutter coefficients such as those obtained by 
Garrick (l5) "were used for the aerodynamic forces. 
Extension of the work of Theodorsen (k) and Loewy (l) to forward 
flight for a rotor blade in the general case presents a formidable 
mathematical problem. Here, the effect of a shed skewed helical wake 
would have to be considered and the contribution of each element of 
that wake on each segment of the blade at each azimuth position accounted 
for. However, closer examination of this problem reveals that it is 
possible to make several rational assumptions that make the problem 
tractable. Based upon these assumptions a wake mathematical model is 
k 
defined. The problem then is to deterriine the pressure difference 
across the airfoil due to the vorticity shed in the wakes, and conse-
quently to determine the unsteady lift and moment acting on the airfoil. 
By relating to the earlier works of Theodorsen (4) and Loewy (l) 
it is shown that the theory presented is consistent with their work for 
limiting conditions. For example, when forward flight speed is made to 
approach zero (hover) and the "build-up and decay of the wakes^ is reduced 
to zero (constant strength vorticity), then the lift deficiency function 
"becomes that of Loewy (l). Further, if wake spacing "below the rotor is 
made very large and constant strength vorticity is maintained as before, 
then the results are shown to approach those of the fixed-wing theory of 
Theodorsen (4). 
The forward flight theory is applied to a simplified numerical 
example which considers bending-torsion flutter for the tip segment of a 
rotor blade. Numerical results are presented and discussed. The influ-
ence of several parameters on flutter speed is explored, including wake 
build-up and decay, advance ratio, and chordwise location of the blade 




This chapter "begins with a "background which includes the wake 
models used in the unsteady aerodynamic theory for a fixed wing and for 
a helicopter rotor in hover. The lift deficiency functions obtained from 
these models are "briefly presented. The second section describes the . 
approach used for setting up the wake model used for the work done in 
this thesis. The last section presents the mathematical development for 
the unsteady lift and moment that were used in the flutter analysis that 
was run. 
Background 
The classical solution for fixed wing flutter is that of Theodor-
sen (h) who considered a wing oscillating in simple harmonic motion as 
shown in Figure 1. The wake, as shown in Figure 2., was of sinusoidal 
strength with constant amplitude and lay in the plane of the airfoil. 
For a wing oscillating at a frequency of au, the lift is given "by 
L = TrpuPc 3^ • %• + [ V (| + a ) l ^ } (1) 
where c' is the semi-chord length and ac' is the location of the elastic 
axis, measured from the midchord. If the elastic axis is at the quarter 
chord then a = - l/2 and so the non-dimensional lift due to deflection in 
equation (l) would "be 
z I 
-c c t 
1 
1 ^ ^ _ ^ ^ M e . a . J f h ' 
Oi \ ^ ^ 
k •  cfeji 
•*- a c ' -> 
K a 
#—x c ' 
vt 
-» 
Figure 1. Bending-Torsion Flutter Model Shoving Notation Used 
in Flutter Analysis. 
Figure 2. Wake with Constant Strength Amplitude Shed 
From Wing. 
L h • 1 - f c « 
and the non-dimensional lift due to rotation would be 
La = I " f [t + (1 " WW 
where k = uc'/V is the reduced frequency. 
Theodorsen's (k) lift deficiency function, C(k), is expressed as 
H<2>(*) 
C(k) = (P)
 1 Tpl (2) 
H t2j(k) + i H i2;(k) 
1 o 
(2) 
where H (k) is the Hankel function of the second kind and is given in 
n D 
terms of Bessel functions as 
H (2)(k) = J (k) - i Y (k) . 
n \ / n ' n
v ' 
The lift relation of Equation (l) was confirmed by Schwarz (l6) 
in 19^-0. Schwarz applied Sohngen's (17) inversion formula and was able 
to determine the vorticity, and hence the pressure distribution and lift 
on an airfoil, in terms of general motion. 
W. P. Jones (18) later extended this concept by allowing the 
strength of the airfoil's motion to grow or decay exponentially. This 
meant that the amplitude of motion could be written as 
A - a ept e1"* . 
With p positive, the motion will grow with time and the distribution of 
shed vorticity would be as shown in Figure 3(a). For decaying motion, 
9 
that is p negative, the vorticity distribution would appear as shown in 
Figure 3("b). 
The lift deficiency function determined by Jones (l8) is expressed 
as 
Kx(p+ik) 
C ( p + l k ) = KQ(p+ik) + K^p+ik) 
where K and Kn are modified Hankel functions. As the build-up 
o 1 
approached zero Jones (l8) found that 
lim C(p+ik) = C(k) , 
p-*0+ 
where C(k) is TheodorsenTs lift deficiency function. In contrast, when 
the decay approached zero, 
H ^ M + ar̂ k) 
l lm °(p+ik) • -Hjj-——m, 
P-O- \K 'W + iHo
vi/(k) + 2^^) + Uo(k)] 
Loewy (l) accounted for vortex sheets below the blade which had 
been shed by previous blade passes and obtained a lift deficiency func-
tion for a hovering rotor. This vortex strength model is shown in 
Figure k. With a vibratory frequency of U) and a blade rotational fre-
quency of Q, Loewy's (l) lift deficiency function is given by 
H K ;(k) + 2J (k)W(kh,m) 
C'(k,m,h) = —rpT TTX (3) 
H^ ;(k) + iH^ ;(k) + 2W(kh,m)[J1(k) + Uo(k)] 
where the effect of the wakes shed below the plane of the rotor appears 
10 
Figure 3a. Wake with Increasing Strength Amplitude Shed from Wing, 
Figure 3"b. Wake with Decreasing Strength Amplitude Shed from Wing. 
11 
he 
Figure h. Wake Vortex System for Rotor Blade in Hover. 
12 
in the weighting function 
W(kh,m) = l / (e k h e 1 2 ™'/ 1 , - l ) (M 
in which b is the number of blades and where the frequency ratio and 
non-dimensional wake spacing are given by 
m = CJU/Q 
h = X SrrR'/bc' 
and R' is the radius of the blade. 
Method of Approach 
The basic assumptions incorporated are as follows: 
1. Two-dimensional, incompressible potential flow. 
2. Respective layers of the wake are two-dimensional!zed and 
treated as parallel horizontal sheets. 
3. In forward flight, each blade of the rotor will respond in 
the same manner as every other blade. 
h. The most critical azimuth positions of the blade in forward 
flight for the onset of flutter are at f : 90° and \|/ = 270°. This thesis 
is concerned with the 90 azimuth position, but extension of this work 
to the 270 case is straight forward. 
5. At the onset of blade flutter oscillations will begin to 
build up prior to the blade reaching the critical azimuth position, and 
these oscillations will decay as the blade moves beyond the critical 
azimuth position. Each blade, then, behaves the same during its travel 
through the critical azimuth position. 
13 
A typical plot of the variation of aerodynamic damping with 
velocity, as might be obtained from fixed-wing flutter analysis, is 
shown in Figure rj. At a specified radial location r' on a rotor blade, 
the local tangential velocity in giiven by 
V (r') = Or' + V sin ty . 
If the flutter speed for this blade segment is such that 
VFL < Or' + V 
then, as the blade passes through the 90 azimuth position, the blade 
segment at r' will experience velocities which will increase to the 
flutter speed and beyond, then return through the flutter boundary to 
lower airspeeds. If Figure 5 represents an effective flutter plot for 
the blade station at r', then one blade revolution would correspond to a 
point moving on the diagram as indicated by the arrows in Figure 5« 
The blade tangential velocity will exceed the flutter speed when-
ever the rotor azimuth and radius positions are such that 
V sin \|f + Or' > V m . 
An example of this region is shown in Figure 6. All of the points 
within the shaded region of Figure 6 will experience negative damping. 
This negative damping will tend to cause blade motion to'grow. In the 
region \Jf > rr/2 + AI|UTJ damping will be positive and will increase so 
that a blade instability would tend to die out. 
The effect of this variation in damping on an outboard portion of 
1^ 
Figure 5. Typical Velocity-Damping Plot. 
Figure 6. Unstable Region Encountered by Advancing Blades, 
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the advancing blade is such that as damping decreases with the blade 
approaching j- = 90 , the amplitude of oscillations will build up. Con-
versely as the blade advances beyond the 'J = 90 + Ai|L-,T position, damp-
ing will increase and there will "be a corresponding decrease in "blade 
vibratory amplitude. This build-up and decay of blade amplitude will 
result in a distribution of shed vorticity as shown in Figure "(. Here, 
the timewise variations in amplitude of blade vibrations have resulted 
in spacewise variations of shed vorticity. 
Based on the foregoing, the bound vorticity on the airfoil can be 
expressed as the product of a function of chordwise position, a decay 
function, and a harmonic function of time. The bound vorticity is writ-
ten as 
Y»f(sJe i(,Bt + ,p) ( 5 ) a 'a 
where f(§ ) is an assumed decay function centered about § = 0. The 
limiting case of constant-strength shed vorticity, such as considered by 
Theodorsen (h) and Loewy (l) for their .'analyses, is simply achieved by 
taking f(§ ) - 1. 
The downwash which is induced by an element of vorticity which is 
located a distance s behind and s below the point of interest is found 
from the Biot-Savart law which states that 
y(s ,t) s ds 
dv(x,t) - ^ =L-i . (6) 
When the inflow velocity through the rotor is small, the shed 
16 
90"-AtFL 
Figure J. Proposed Model for the Shed Vorticity Distribution. 
IT 
vorticity remains close to the rotor so that s is small. In this case, 
as can be seen from equation (6) the wakes shed from each blade during 
several previous passes as well as the present pass must "be considered. 
The vorticity shed "by each blade as it passed i|/ = 90 will he contained 
within a small double azimuth angle centered about 90 + At|/-n,T
 an(^ this 
is shown by the solid lines in Figure 8. In this region the azimuth 
angle between a shed vortex filament and the reference blade may be 
ignored. Also, the tip does not move very far from the vertical plane 
shown in Figure 8 and so the tip path may be assumed to lie in this 
plane. The two-dimensionalized model resulting from the simplifications 
achieved by these restrictions is shown in Figure 9« 
With the mathematical model defined, the problem is to determine 
the pressure difference across the airfoil due to the vorticity shed in 
the wakes, and consequently to determine the unsteady lift and moment 
acting on the airfoil. 
Analytical Development 
From the geometry shown in Figure 9 it can be seen that the verti-
cal downwash produced at some point x on the blade by a vortex element at 
some point § in the nth wake is found, by the Biot-Savart law, to be 
Y (S^t)(S + nn2TTR/b + Ut - x)d§ i ( 4- \ n n n n i „\ 
d.vn (x,t) = 5 7z- (7) a n 2rr[(§ + n^2TTR/b + Ut - x) + (ntenR/b) ] 
where the following nondimensional quantities have been used: 
p. = V coscy/QR' R = Rf/C' 
TOP VIEW 
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Figure 8. Skewed Helical Shape of the Wake Shed 
from a Helicopter in Forward Flight. 
H 
OO 
Figure 9« Two Dimensional Wake Model for Forward Flight 
As Described by Nondimensional Coordinates. 
vo 
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X = (V sinc*T + vi)/QR' 
and 
U = QR'(l + |4.)/c' . 
Since the total downwash, v (x,t), is the summation of the, effect 
of the vorticity on the airfoil, y , in the reference wake, y , and all 
a o 
of the previous wakes, y , it is apparent that 
1 Yn(S,t)d§ <» Y(§,t)d§ 
". co Y (? ,t)(§ + ns + Ut - x)d§ 
+ y j V V n _ ^ J n (8) 
, (5 + ns + Ut - x)^ + n T 
n=l -°° n ' 
where 
s = |j,2TTR/"b 
and 
h = \2rrR/b . 
In forward flight the "blade will enter flutter only at \|r * 90 -
AiL,T, if at all. Since conditions will "be different at all of the other 
azimuth stations we can assume that each "blade will behave the same. 
This means that the strength of the shed vorticity will have the same 
variation in each wake with respect to the origin of that wake. That is, 
Y (5 ) - Y (§ ) . 
nx n o o 
With each change of total circulation, T* > vorticity is shed at 
21 
the trailing edge of the airfoil. This shed vorticity is given by 
Y0(c,t)dS' - - - ^ a t . 
Recalling the bound vorticity relation given in equation (5) and 
noting that § = § - Ut gives 
c ' 
P = f Y U',t)dx' 
-c ' 
- f^Ut^"* + f) / Y (x)dx . (9) 
-1 a 
It has been assumed here that the decay function, f(§ - Ut), doe; 
not vary much over the chord and so can be taken constant with respect 
to space, §, with its value being that which it has at the midehord 
(§ = 0). 
Now, let 
1 
fa = °' S Y a ( x ) d x * (10) 
Substituting equation (10) into equation (9) yields 
p - r ' f ( - u t ) e i ( u j t + & . 
a a v ' 
With this definition it is obvious that 
V o ^ . t J . - r ^ u g - . i ^ ^ ) ^ 
so 
But d§'/dt = Uc' a n d so 
22 
Y(c.,t) - . JS^(if .H^-ie^"^) 
'ov ' U C \ (JD df / ?o 
k - r ( f i « y ( « * + ? - k ) ( 1 1 ) 
a\ lk dg / 
where 
% 
f - -7 elk (12) 
a c' * ' 
and 
k = U)Q7(0R« + V c o s QfT) = w/U • (13) 
Since the shed vorticity does not change in strength with time, 
the vorticity which is a distance g' "behind the midchord at time t will 
have the strength of the vorticity which was shed at the trailing edge 
at an earlier time t - At. It is obvious then that 
Y0(c',t - At) = Y0(S',t) 
where 
At = 5' - ?' - i=± LX uc u ' 
Thus, substituting t - At for t in equation (ll) yields 
^ > = - ^ - n s f > 1 ( w t + tp-k§)- w 
If we note that art - k§ = -kg them it is apparent from the sim-
ilarity of all wake elements that 
2.3 
v v t > - - i k r M > - & ^ } 1 ( * " , l S n ) - (15) 
Substituting equations (l^) and (15) as the shed vorticity rela-
tions into the downwash equation (8) yields 
1 Y (§)f(x-Ut) •/ ̂  \ 
2nv (x,t) = d§ • e v r/ 
a J §-x 
•^.^1 (H-sif]^4« <*> 
1 o 
, 1 C P 
n=l v^n 
ik r e^ ) f £—= 5-5 d§ 
a £_. J / _ . lTT, %2 , 2 2
 an 
-00 (§ -fns+Ut-x) + n h 
Due to forward motion, and consequently to the decay function, 
time remains as an explicit variable in the downwash equation (l6). It 
Q 
has been assumed from the start that the motion is strongest at ij  = 90 
+ Atp-r . In terms of stability this means that the airfoil is least 
stable at time t = 0 and this will be the only time to be considered. 
If a coordinate change of 
§ + ns + Ut - x = nhy 
n 
is applied to the integral in the last term of equation (l6) then the 
summation becomes 
. , — ... ., °° -iknhy 
e i « t £ e i t a s e - ikx j . y e^ d y 
n = l "°° y + 1 
24 
+ e ^ e e j L f ( n h y-n s + xJ-1-ikd3Fj ^ ^ : — d y 
-oo y +1 n = l 
= - in eiaJt e"lkx [W(k,s,h) + AW] . (17) 
The function W(k,s,h) + AW just defined represents the effect of the 
previously shed wakes upon the downwash and is a function of reduced 
frequency, advance ratio, and inflow ratio. The variation of the decay 
function with x, as shown in the last equation, is eliminated by noting 
that x can vary only from -1 to 1. This means that x is small so that 
the decay function does not vary significantly with x. With the depend-
ency on x thereby removed, the portion of the wake weighting function for 
no decay is found to be (see Appendix C) 
W(k,s,h) = l/(ekVlkS - 1) , 
The segment of the wake weighting function due to the introduction of the 
decay function is 
CO 
•1 °° r -, J.P-. - i k n h y 
-iTTAW- I e l k n S / [ f ( i ^ - n s ) - l - i § J ^ d ^ ' ^ 
n=l "°° y + 1 
For time near zero the decay function f(x-Ut) is very near one 
since -1 ^ x ^ 1. Letting v (x,t) = v (x)e ^ then makes the down-
a a 
wash equation (l6) become 
>o r f f M J_ df "[_-ikj 
1 Y (§)d§ » L n V ' ik d§ I 
2w (x) = r - £ = — - ik f r = — - d§ 
a^ ' J_-L §-x a J % -x *c 
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rrk f e"lkx [W(k,s,h) + AW] (19) 
a 
for time t = 0. 
Through investigations for the solutions to certain integral 
equations Carleman (19) found that the unique solution of the equation 
a 
». . . -1 £[|] (x) fi(x) - p ; SJO. a 5 = g ( x ) (g > 0), 
within the class of continuous functions having an integrable singularity 
at the left-hand end of the segment [-1,1] and bounded at the other end, 
can be written as 
h(x) = 2
 a < x l „ R(x) + ^ J- -S==dSlfL 




«(x) = j ^ ^ § dS, 2ni e(x) = to f $ - f g (0 < 6(x) < 1) 
If a(x) = 0 and 3 = 7—, so that 6(x) = o" a n d 
/ V 1 , 1 + X 
«(x) = f to _ , 
we obtain 
26 
which is Sohngen's (17) solution to the integral equation 
>w - - SB £ $£ « • 
The case under consideration in equation (19) is that h\x) = -Y (x). 
a 
The hound vorticity, y (x), will he finite at the trailing edge and have 
d 
an integrahle singularity at the leading edge of the airfoil. These 
conditions are met hy the ahove assumptions on the function n(x). 
Applying Sohngen's (17) inversion to equation (19) yields the 
formula for the hound vorticity as a function of downwash: 
vj5) 
.w-iV^firyS-H1* v _± 
ikf 1 -77= » -iky 
k^o ! /TIF Q"
ik^ 1 
H.-S0M*); y £ j s ^ - « } . 
Now the total downwash can he found hy noting from the relations 
shown in equations (10) and (12) that 
r-/c» = r e"lk = f 9 (x) dx . 
a' a J av ' 
Thus, hy integrating equation (20) over the chord, reversing the order 
27 
of integration and noting that 
i± 7 i r |
 e " k 5 d5 - "CJ0M - i J ^ ) ] 
the total hound vorticity may he expressed as 
v^^/S v«« (2 i> 
where 
G(k,s,h) = l/{H^2)(k) + i H£
2)(k) + AF3(k) 
+ 2i(W + AW)[jQ(k) - iJ^k)]} . (22) 
The function G(k^s^h) is introduced here for notational convenience and 
it involves Hankel functions,, Bessel functions and the integral 
^w-T/'C^-^sgVS--1^^- ™ 
In order to determine the pressure difference across the airfoil 
in terms of the vorticity given in equation (20) we hegin with Bernoulli's 
equation for unsteady motion using non-dimensional lengths 
t? + ° - g * ? - * * > -
The difference in velocity between the upper and lower surfaces 





cf̂  - cpL = c< J Ya(§,t)dg 
Applying tliese relations between the velocity potential and the 
bound vorticity we get 
"Y" 
PU - PL * AP - - p[uc'Ya(x,t) + c>j^ ± Ya(g,t)d5] . 
Recalling the vorticity relation from equation (5) and the fact 
that £ = ? - Ut makes this pressure ecuation become 
o 
=g& - YaWf(X-at)e^> 
i(ujt+cp) x r n 
+ i Hr—; [- f(?o)-uf-]va(y
d?o • 
-1 o 
For time t near zero this can be reduced, by letting 
AP = Ap(x) e
1 * " * ^ , 
to 
i$ = \M + * f^MK - f±% va(5)d5. 
The slope of the decay function will be very near zero over the 
chord of the airfoil. Thus the second integral in the previous pressure 
equation will by negligible. So, 
29 
^•V.W^J^a^- (2k) 
The local bound vorticity is given by equation (20). Substitu-
ting equation (20) into equation (24) and performing the necessary 
operations, as shown in Appendix A, yields 
Ap(x) n r T / 1-x / 1+g 1 -TO / e\ • /-\,, 
+ G(k,s,h)[iH<f > + AFX + 2i( W + A W)J o]yi^ J y i ± | ^ ( 5 ) d S 




which is the pressure in terms of the downwash. Equation (25) involves 
the integrals 
F^x) = 2 Tdf 1 d
2f1 „ , N -iky 
" n 1 Lly" - I£ T^j ̂ X ^ e ' "" d^ 
1 J d.y 
(26) 
where 





.-iky 1 df ; _e 
/y"- - 1 
J", Lf^> " 1 " T k ^ J - T = = ^ <28> 
and the function 
30 
^)=±ln{^^+^j^] . (29) 
i - xg - A-p A - / 
The lift acting on the airfoil is obtained "by integrating the 
pressure over the chord. That is, 
1 
L = C J Ap(x)dx . (30) 
Integrating "by parts and noting that 
ao,(x,s) V~'*' _ / l -§ /l+x f 1_ + 1 
dx V 1 + C V l - x \ l + x §-x 
then i t follows that 
1 
J Q (x,§)dx = iVCF • (31) 
- 1 1 
With a function AF, (k) defined as 
CO 
2 f /*., <.„/Jv\c. /2 ,\ -iky AF^(k) = | J (f-f"/ik)(y - /yC-l)e-iKy dy (32) 
it can "be shown that 
1 
J" Fx(k,x)dx = \ TT
2 AF^(k) . (33) 
If the pressure equation (25) is substituted into the lift equa-
tion (30) and equations (31) and (33) are applied to the result, then 
1 
= ik I /1-x v (x) dx 
2pUc<2 -1 
+ C1(k,M.,\) J / l l ^ x )
 dx (3M 
-1 
vhere C (k, |i,\) is defined to "be 
C ^ k ^ X ) = G(k,s,h){H^(k) + AF2(k) + AF^(k) 
+ 2J1(k)[W(k,s,h) + AW]} (35) 
where 
AF2(k) = AF3(k) - AFx(k) . 
The moment ahout the midehord is 
2 1 
M = C J Ap(x)x dx . (36) 
2 -1 
Integration "by parts yields 
1 
- 1 1 
Defining AFc-(k) to he 
J a(x,§)x dx = I n§ A-§^ . (37) 
AF, 
' ' n 1 
gives the relation 
(k) - § /" y(f '-f '/ik) (y - yC^)e-iky dy (38) 
32 
1 2 
TT J* Fn(k,x)x dx = -g- AF (k) . (39) 
By substituting the pressure equation (25) into the moment 
equation (36) and applying equations (37) and (39)J> it can be shown that 
— - = - J (2 - ikx) /l - x2 v (x) 
•J ' ' a 
p U C J -1 
1 
-1 
- C^k,^) J / § vfl(x) dx (40) 
+ JG(k,s,h)j_AF1|(k) + I AF5(k) j + ljj ^ / ^ vjx) dx . 
The moment about the quarter chord is 
M = M + I c »L . 
\ 2 
Thus, adding the lift equation (3^) to the midchord moment equation (ho) 
yields 
]7 -1- / p 
= - J (2-ik-ikx) A-x v (x) dx 
p Uc'3 -1 
+ -(G(k,s,h)[AF4(k) + |AF5(k) j + ljj ff^ va(x) dx 
(hi) 
Now consider a strip of a two-dimensional airfoil having a bending 
and a pitching freedom as shown in Figure 1. The bending h' is measured 
positive down at the elastic axis and the pitch & is measured positive 
33 
for nose-up rotation. 
For an element of mass dm situated a distance xc' aft of the 
mid chord, the inertia force is 
-dm[h' + (x-a)c'o?] . 
So the total inertia force is 
Hh' / N.."
! 
-c 'ml —- + ( x - a.) at i . 
Lc» eg J 
The inertia force exerts a moment about the elastic axis which is 
- J(x-a)c'[h' + (x-a)c'6?]dm = -c • m: (xc -a) — + (l-2axc^+a )a?j 
2 
where Imc' is the section's mass moment of inertia about the midchord. 
Now let 




r = I - 2ax + a 
Oi Cg 
With these definitions it is apparent that x me' is the static mass 
a 
2 2 
unbalance about the elastic axis and r mc' is the mass moment of inertia 
Oi 
about the elastic axis. 
With the displacements being resisted by springs of stiffness K 
and K and. enforced by the aerodynamic lift and moment about the elastic 
Oi 
axis, the equations of motion for the section are 
34 
m c ,Gr7 + x a « )
 + K h h ' = "L 
mc'2(x ^ - + T2a) + K a = M . (42) 
\ o> c' & J a e.a. 
The square of the uncoupled natural frequency in bending is 
% - V m 
and in rotation is 
2
 v I
 2 , 2 
CD - K / r mc • 
Qi oi a 
Thus, in terms of natural frequencies of the system, the equations of 
motion (42) can be written as 
h ' / c ' -•" x a + uf h ' / c ' = -L/mcT 
" 2 2 2 
x h ' / c + r (# + u> a) = M /mc' . (43) 
cy a a ea 
It has been observed that the energy dissipated by structural 
damping varies with the square of the amplitude of oscillations. The 
effect of damping is therefore represented by a shift of the phase angle 
of the elastic restoring force. That is, the restoring force h'K can 
be replaced by h'K^l+iR ) where g, is the damping coefficient for bend-
2 2 2 
ing. Thus, (ji is replaced by ui (l+ig ) and similarly cu is replaced by 
If simple harmonic motion is assumed so that 




oi - Oi e 
o 
lout 
and if the lift is expressed, as 
2 y K 
L-- - „ P U ) C . ^ - + L ; a 
(kk) 
and the moment about the elastic axis as 
h 
M = rrpuPc fw - Y + Mr a ) 
ea r \ n c ' a o/ (^5) 
then the equations of motion (̂ 3) become 
h' 
[(CI^/CD) (i+igh) - i - K I ^ - ( H L ; + x ^ - o 
h 
(x + HMJ) -° + [r - (cu /oo^l-fig )r^ + HM']o- = 0 
o o 
- H, " l_ , ) ^ a h' cr a oi ct oi a o W) 
vhere K i s the mass r a t i o defined as H := irpcr /m. 
I f 
g h Oi 
and 
Z = (t^/cu) ( l + i g ) (^T) 
then a nontrivial solution to equation (46) is possible only if 
[Z - (!+«[£)( B/^) 2] [ - ( K L ^ X C ^ ) 2 ] 
[-(xff + HM^/r ] [Z-l-xM'/r ] 
= 0 (1*8) 
36 
In order to find the expressions for LJ, L', M/ and M', the 
relation for the local downwash along the airfoil must be known so that 
it can be used in the lift equation (3*0 and moment equation (*+l). For 
small oscillations the displacement along the chord of the airfoil is 
z' = h' + c'(x - a)a . 
The downwash on the airfoil must be 
v (x,t) = Uc» bz'/bx' + dz*/̂ "t • a 





(x) = iUc'k [^ + (x-a-i/k)ao] . (̂ 9) 
Substituting the downwash equation (*4-9) into the lift equation (3*0 yields 
-L = npc'3^{[H-2C1(k,(J,, X)/ik]h
T/cr 
+ [C1(k,(a,\)/ik - (a+i/k)(l+2C1/ik)]ao} . (50) 
So, comparing the lift equations (50) and (*̂*0.> shows that 
Lh = Lh = 1 + ZC^'U"*)/1*- (51) 
and 
L» = L - (± + a ) ^ (52) 
"a ~<x V2 
where 
37 
Lff " 7T - - i L l f ^ C k ^ M J A - 2C1(k,p,,X)/k
2 . (53) 
Subs t i tu t e n."; I.• 11c• downwaGh equat ion (^9) i n t o the q u a r t e r chord 
moment equat ion ( ' i t ) y i e l d s 
Ml = npc V § + M J ^ + g - | - i + (a - \ + i)Md}j &) 
"5 
where the term appearing due to the decay fimction is 
Md = £ G(k,s,h) [^(k) + \ AF (k)J . (55) 
If we let 
and 
Mh = | + Md (56) 
M = 3/8 - i/k + (2a + i/k) Md (57) 
then the quarter chord moment equation (5̂ +) becomes 
M± - npc V {^ ̂  + [ua - (| + *\}j . (58) 
The moment about the elastic axis is 
Mea = Ml + (I + a ) C ' L ' (59) 
It has "been shown that 
38 
h' . , 
L - - np/c.3 {l^ ̂  + La - (| + a)lj o-J . (60) 
Substituting the lift equation (60) and the quarter chord moment equa-
tion (58) into the elastic axis moment equation (59) shows, by compari-
son with the elastic axis moment equation {^), that 
%-\-{h aX ( 6 i > 
and 
2 
M; - \ - (I+ aX+ v+ (I+ a ) Lh • <62> 
Expanding the flutter determinant given in equation (̂ -8) yields 
Z 2 - 2£Z + T] = 0 (63) 
where 
2C = (1 + KLi;)(u)a/ouh)
2 + 1 + * M y r 2 (6.'4) 
and 
11 = [ ( r ^ W X l * ^ ) - ( ^ ^ ( ^ M j ; ) ] ! ^ ) 2 / ^ • (65) 
The roots of equation (63) are 
z = c ± /C2-T) . 
From equation (̂ 7) it is obvious that the two values obtained from each 
of the roots are 
u) /(u = /BF[Z] (66) 
and 
9 
g = Im{z}/Re{ZJ . (67) 
For a given advance ratio and its associated inflow ratio, the 
flutter "boundary is determined "by varying the reduced frequency until 
the flutter determinant is zero with zero damping coefficient. A flut-
ter analysis then is carried out as follows: 
1. Given k, |.i, and A., compute the modified lift deficiency from 
equation (35). The methods for evaluating the terms due to the decay 
function are given in Appendix B. 
2. Compute the lift coefficients from equations (5l)j> (52) and 
(53) and the moment coefficients from equations (6l) and (62), where M 
and M are obtained from equations (55); (56), and (57). 
Oi 
3. The blade characteristics such as mass ratio, K - npc' /m, 
natural torsional to bending frequency ratio, u) ,/ttl> and mass unbalance^ 
x , are known. Thus step (2) completes the information necessary to 
a 
calculate the binomial coefficients £, equation (6^-), and T], equation 
(65), for equation (63). 
h. The roots for Z yield the damping coefficient from equation 
(67) and the oscillatory frequency from equation (66). The latter term 
yields the velocity for the velocity-damping plot from the relation 
V+QR' 1 , £ 0 v 
o,ac
 = k(i+M.)(a>Q/<IiJ" *
 {bu) 
If flutter can exist then it will be found by decreasing the reduced 
frequency which is assumed in step (l) until the damping coefficient 
from step (k) goes to zero. 
'40 
CHAPTER III 
DISCUSSION OF RESULTS 
This chapter he-gins with comparisons between results obtained here 
and in earlier works. Some of the major parameters effecting the flutter 
velocity were varied and the results are presented here. 
Comparison of Lift Deficiency Functions 
With a decay function of 
f(y) = i - e'p/y 
an exact evaluation of the integrals given in the definitions for AF , 
AF , AF, , and AF Is possible. Plots cf this decay function for various 
decay rates are given in Figure 10. The method of solution of these 
integrals is given in Appendix D. A numerical method for evaluating the 
integrals is described In Appendix B. The numerical method allows for 
complete flexibility in the choice of the decay function. All of these 
integrals are functions of reduced frequency alone. 
Agreement to five significant figures was achieved between the 
exact and numerical results for the reduced frequency in the range from 
0.008 to ^.0. For k between 0.008 and 0.02 the numerical method was 
good to four significant figures for the imaginary part of AF . This 
accuracy is quite adequate for the determination of the modified lift 
deficiency function for helicopter flutter. If a decay function is found 
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Figure 10. Decay Function for Various Decay Rates. 
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h-
numerical method, and accurate results can be expected. 
The calculations in the exact method for values of the reduced 
frequency greater than -̂.0 lost precision when nine significant digits 
were carried. However, only values of k less than one are of interest 
in a lifting surface flutter analysis. This is evident from the fact 
that 
k = cue '/OR' (1+pO . 
Thus, a high flutter speed requires small reduced frequency. 
The effect of all of the previously shed wakes appears in the 
wake weighting function W(k,s,h) + AW. This term is evaluated as shown 
in Appendix C. Each term in the relation for the modified lift defici-
ency function given in equation (35) can now be evaluated. Figure 11 
shows a comparison between the lift deficiency functions obtained with 
and without decay. The decay rate was k.O so that 
f(y) . i . e-v/ 
and the advance ratio was taken to be 0.1. 
High and low inflow was considered. With X = 0.l6 for high 
inflow, the curves for the real and imaginary part of the lift defici-
ency function are fairly smooth since the previously shed wakes are too 
far away to have much effect. For a low inflow ratio of X = 0.02 the 
wakes have a strong effect on the lift deficiency function if there is 
no decay. With decay, the wakes lose some of their effect and so the 
variation of the lift deficiency function with reduced frequency is 
smoother. The reason for this loss of effect becomes apparent by 
^3 
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Figure 11. Lift Deficiency Function with and without Decay. 
kk 
examining Figure 9 which shows that the wake sections that lie directly 
"below the "blade lose strength due to decay, 
The wakes cause a lift loss and phase shift even at zero reduced 
frequency. With no decay it can "be shown that 
lim C (k,n,\) = „ h ~ 1 ? (69) 
, _ 1 V ' ' ' h - IS + TT V y i 
k-O 
where 
s = fj,2rrR«/he' 
and 
h = X2nR,/"bC . 
In hover, s = 0 so that equation (69) reduces to the value found 
"by Loewy (1) for zero k and integer frequency ratio, cu/fi. 
In Figure 12 it is evident that a significant difference exists 
"between the lift deficiency functions found from fixed wing theory 
(Theodorsen) and the present theory.. This difference is greatest at the 
low values of k where flutter would occur. This difference remains even 
with infinite wake spacing due to the decay in the reference wake. 
The terms that appear due to decay are AF , AFp, AF, , AF , and AW. 
With the decay function 
2 
f(y) = 1 - e -p/V 
these terms will go to zero as p approaches infinity. Figures 13, lh, 
and 15 show plots of these functions versus reduced frequency for various 
decay rates. 
Theodorsen: C(k) = F(k) + iG(k) 
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Figure 13. Change in Lift Terms Due to Decay 
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for Various Decay Rates. 
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Figure 15. Change in Wake Weighting Function 
due to Decay for Various Decay Rates. 
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With no decay, the present lift deficiency function given in 
equation (35) reduces to 
C ^ k ^ X ) = G(k,s,h){H1
(2)(k)+2W(k,s,h)J1(k)} (TO) 
where now equation (22) reduces to 
G(k,s,h) = l/{H1
(2)(k)+iHo
(2)(k) + 2W(k,s,h)[J1(k)+iJQ(k)]} . 
By comparison with equation (3); it is evident that the present lift 
deficiency function yields the same results as Loewy's (l) lift defici-
ency function if 
W(k,s,h) = W(kh,m) 
where m is the frequency ratio, cu/fi. Since 
W(k,s,h) = l/te1* e _ i k s - 1) 
and 
A/,, \ _ -, i t kn 12'rrm >, w(kh,m) = l/(e e - 1) 
for an equivalent single "bladed rotor, it is clear that equality will 
exist "between the two wake weighting functions if 
-iks 12rmi e = e 
Since 
k = ouc'/OR'U+ia) 
and 
s - M^TTR'/C' 
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for b = 1., this condition can "be expressed as 
H/(1-H0 = W/m - 1 (71) 
where N is an integer. In hover, equation (Tl) requires that the fre-
quency ratio in Loewy's (l) model "be an. integer. This is to "be expected 
since an integral ratio would make the "blade "behave in the same way each 
time it passes \|/ = 90 , as has "been assumed here. Equation (Tl) shows 
equality for particular non-integral frequency ratios in forward flight. 
Forward flight in the present model effectively shifts the wakes down-
stream. The result is a phase difference "between wakes that is similar 
to Loewy's (l) model with non-integral frequency ratio. 
If there is no decay and the wake spacing is infinite, then 
W(k, s,°°) = 0 and, as is evident "by comparing equations (TO) and (2), 
C ^ s , - ) = C(k) 
so that the present lift deficiency function reduces to Theodorsen's (4). 
Sample Flutter Analyses 
The characteristics of the "blade considered in the following 
cases are given in Table 1 below. 
Trends Observed 
The velocity-damping plot obtained for a helicopter moving with 
an advance ratio of 0.3 is shown in Figure l6. This velocity-damping 
plot is the result of the two-dimensional flutter analysis described in 
Chapter II applied to the blade segment at the tip of the blade. The 
damping (g) required for neutral stability is plotted versus total 
( x ^ = 0.02) 
- 1 . 0 >-
Figure l 6 . Velocity-Damping P l o t . 
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airspeed (QR'+V). Plots are shown for the unstable mode for two e.g. 
locations. As would be expected, the flutter speed decreases as the e.g. 
is moved aft. 
Figure 16 also shows the influence of torsional stiffness. If 
the torsional frequency was changed due to stiffness so that tu/uu was 
0.357 or O.278, then a new family of curves would result. Indicated on 
Figure 16 are portions of these curves where they cross the flutter 
boundary. It can be seen that the flutter speed increases as the fre-
quency ratio increases. 
Figure 17 depicts the influence on flutter speed of the build-up 
and decay of shed vorticity for several e.g. positions. The influence 
of advance ratio on the flutter speed decreases as the advance ratio gets 
larger because the distance between the blade and the center of strength 
for each shed wake increases with advance ratio. This increased 
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Figure IT. Variation of Flutter Speed with Advance Ratio. 
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separation can "be seen from Figure 9> and it reduces the effect that the 
wakes have on the flutter speed. With "build-up and decay, changes in 
flutter speed due to advance ratio disappear for advance ratios in ex-
cess of 0.3-
Also plotted in Figure 17 is the case where no "build-up or decay 
is introduced. Since the wakes, without this effect, extend infinitely 
forward and "behind the rotor, the vorticity near the rotor will remain 
at full strength even at very high advance ratios. Thus the advance 
ratio will only affect phase, and so the flutter speed continues to 
change with advance ratio. 
From the families of curves shown in Figure 17, it can "be seen 
that the flutter is most sensitive to the distance "between the elastic 
axis and the center of gravity. For a given center of gravity location 
the flutter velocity varies with decay rate as well as advance ratio. 
The most conservative decay rates will "be those that yield the lowest 
flutter velocity at various advance radios. 
Inflow Variation 
If fuselage drag and/or auxiliary lift is included for an analysis 
of a helicopter then the inflow will vary with advance ratio. The fuse-
lage drag may "be given as 
1 2 2 2 
D = ± PCl R< n CDS£ 
where S' is the frontal area of the fuselage and CL is its drag coeffici-
F D 
ent. The auxiliary lift may "be given as 
1 2 2 2 
L = ~ pO R' n C_S' 
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where S' is the area of the lifting surface. Both lift and drag -will 
now vary with advance ratio. The amount of tilt necessary from the 
rotor to overcome drag is given "by aŷ  where 
1 D - T 
°T = tan -ITT-f (T2) 
where T is any auxiliary thrust applied to attain high forward speeds 
and W is the weight of the aircraft. Wo auxiliary thrust was considered 
here, "but this thrust would "be necessary in order to keep the rotor tilt 
within "bounds when drag increases and the lift approaches the weight of 
the aircraft as forward speed is increased. 
The thrust that is required from the rotor is 
T = (W - L)/cos a . 
Wheatley (20) showed that the inflow through the rotor can "be found from 
the relation 
CT/2 
X = [i. sin QTT + — ^ 2 l/2 
(73) 
(\ + H ) _ / 
where the thrust coefficient is given "by 
CT = T/np0
2R' . 
If a weight coefficient is defined as 
J> h Cw = W/npQ R' 
and no auxiliary thrust is applied, then the tilt of the tip path plane, 
56 
from equation (72)., will he 
+ -i S V
2 
ĉm = tan 
where 
and 
2CW " CL S » 
S? = Ŝ /rrR'
2 
S = S'/TTR'2 . 
Figure l8 shows the variation of the inflow ratio with advance 
ratio as obtained from equation (73) for several values of the weight 
coefficient and no auxiliary lifting surface. A plot of flutter speed 
versus advance ratio, allowing inflow to vary with forward speed and 
omitting auxiliary lift, is given in Figure 19. 
When auxiliary lift is included the thrust required from the rotor 
at higher speeds will he decreased. This means that the inflow may 
decrease with larger advance ratios. This decrease will bring the wakes 
closer to the rotor vertically while increased forward flight puts their 
centers of strength further to the rear and the net effect is unpredic-
table. Without decay no alleviation of the effect of closer wake spacing 
will occur so that sharp differences will exist between results gained 
with and without decay. A sample variation of flutter speed with advance 
ratio with and without decay when drag and. auxiliary lift are included is 
shown in Figure 20. For a given lift coefficient the lift supplied by 
the auxiliary surfaces could exceed the weight of the aircraft at high 






0 . 1 
/ 2 4 
Cw = W/npft R' 
- C = 0.00409 
c w = 0.00683 
CTT = 0.00818 
w 
0 0.2 0.4 0.6 0.8 1.0 
li 





































0.2 0.4 0.6 0.8 1.0 
Figure 19. Flutter Speed Variation when Inflow Varies with 
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Figure 20. Flutter Speed Variation with Auxiliary Lift. 
6o 
the weight of the aircraft. Actually, design criteria would produce an 
upper bound for advance ratio. 
Effect of e.g. Location 
The relationship of (l) the present theory with build-up and decay 
of vorticity; (2) the present theory without this effect; an d (3) fixed-
wing unsteady aerodynamic theory is shown in Figure 21. Plotted is 
blade segment e.g. position versus flutter speed (OR' + V) for a design 
advance ratio, p, = 0.3- For the case shown there is a crossover of the 
curves. When the blade e.g. is sufficiently removed from the elastic 
axis, the case with no decay gives the most conservative results, where-
as when the e.g. is near the quarter-chord the most conservative results 
are those given by the present theory. 
If the elastic axis and center of gravity are coincident then 
x =0, and the bending and torsion modes are decoupled. When the elas-
a 
tic axis is at the quarter chord, the bending and torsion terms of the 
aerodynamic lift and moment coefficients, as shown by equations (52), 
(6l), and (62), are uncoupled. For these conditions flutter does not 
occur when decay of vorticity is neglected and the elastic axis and e.g. 
are at the quarter-chord. However, the introduction of the decay func-
tion will yield flutter for this case, as shown by Figure 22. It should 
be noted, however, that with the blade characteristics given in Table 1 
and x = 0, the flutter speed obtained is too high to be of significance 
in practice. Incompressible potential flow has been used here and so 
any flutter speeds that exceed a Mach number of about 0.6 should be 
regarded with caution since Hammond (2l) and Jones and Rao (22) found 
significant differences between compressible and incompressible theory 
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Figure 21. Influence of e.g. Position, on Flutter Speed. 
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Figure 22. Variation of Flutter Speed with Stiffnes with e.g. 
and Elastic Axis at the Quarter Chord. 
63 
at these higher Mach numbers. 
Application to Design 
Results of a forward flight flutter analysis can be summarized 
In a design chart such as given by Figure 23. Plotted is the airspeed 
of the aircraft versus percent rotor speed. 
Figure 23 is constructed by first drawing in the lines of con-
stant advance ratio. Then, with the flutter speed determined for a 
given advance ratio, the rotor speed which puts the tip at flutter speed 
is found from 
VFL = " F L 1 ^ 1 + •*) • 
The percent rotor speed for flutter is computed from 
"FL V 
Q " QR'(l + u.) ' 
The point for this percent rotor speed is now marked on the appropriate 
advance ratio line, and connecting these points for various advance 
ratios defines the flutter boundary. 
For a compound helicopter in which rotor load and rotor speeds 
can be reduced at higher advance ratios, the tip speed can be kept below 
the flutter speed by decreasing rotor speed as airspeed increases. The 
chart shows the safe operating region for the helicopter. With such a 
chart the pilot can readily determine what the maximum allowable rotor 
speed is for a given airspeed, or what airspeed can be attained with a 
given rotor speed. 
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Figure 23. Flutter Boundary for Various Decay Rates. 
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indicates that a reduction in rotor speed is required for the sample 
problem at low advance ratios. This is due to the grouping of rotor 
wakes at these low speeds. Within this region there would "be a transi-
tion between the forward flight theory presented here and that of 
Loewy (l). The decay rate will "be low for low advance ratios and so 
various decay rates might "be applied to the lower portion of Figure 23 
in order to more accurately fit it to the true physical case. However, 
this concept can not "be extended too far since very low advance ratios 
will produce a decay rate that does not make the motion completely die 
out during a blade revolution. In this case each blade will not neces-
sarily behave the same each time it passes ij  = 90 and this contradicts 
a basic assumption of the present theory. The present theory puts all 
of the wakes in phase with each other in hover and the resulting low 
flutter speed would be misleading in general. For the particular cases 
where the flutter frequency is an integral or half integral multiple of 
the rotor speed the wakes will indeed be in phase. In this case, the 
aerodynamic damping does drop sharply near integral frequency ratios as 
shown by Loewy's (l) work and at half integral ratios by experiments run 
by Daughaday, DuWaldt, and Gates (ll). 
66 
CHAPTER IV 
CONCLUSIONS AND RECOMMENDATIONS 
A method for determining rotor blade flutter in forward flight has 
been developed. Two-dimensional incompressible unsteady aerodynamic 
theory is used and the shed vorticity both in and below the plane of the 
rotor is accounted for. The influence of wake build-up and decay, wake 
spacing, and chordwise location of the blade center of gravity on the 
flutter speed were investigated. Finally, a possible application to 
helicopter design has been presented. 
Conclusions 
From the results obtained in this study, it can be concluded that: 
1. A flutter analysis has been developed which is valid for any 
decay function that satisfies the conditions 
f(0) = 1 f'(0) = 0 
f(l) = 1 - 6 f'(l) = e 
f(co) = 0 f'(°°) = 0 
where 6 and e are small. The approximate technique for evaluating the 
integrals over the reference wake must be used for decay functions in 
general. Comparison with exact results using the decay function 
f ( y ) . i . e - ^
2 
showed the approximate technique to be good to five decimal places except 
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for very low values of reduced frequency in the case of AF._. 
2. The wakes and decay function significantly alter the lift 
deficiency function, especially at low values for the reduced frequency 
where flutter occurs. The flutter speed is lowered by inclusion of both 
wakes and the decay function. 
3. As is typical in flutter in general, the flutter speed dropped 
when the center of gravity was moved aft. 
h. The variation of flutter speed with advance ratio and inflow 
ratio followed trends that are consistent with the variation of the wake 
geometry with p, and X. With build-up and decay the wakes that were shed 
previously became too far removed from the blade to effect the flutter 
speed when the advance ratio increased beyond about 0.3. 
Recommendations 
It is recommended that 
1. Wind tunnel tests on a model that consists of a nonlifting 
rotating beam with an airfoil panel at the tip could be run. The center 
of gravity for this panel should be adjustable so that the flutter speed 
can be reduced to values that are attainable by the model and tunnel. 
Information might be gained from such tests that would show the azimuth 
region in which flutter occurred. 
2. Other decay functions should be applied to the theoretical 
analysis so that meaningful comparisons could be made between theory and 
any experimental results that become available. 
3. In order to account for the entire rotor blade, this analysis 
should be expanded to three dimensions by applying the two dimensional 
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aerodynamics given here to radial strips along the rotor "blade and using 
Made modes for vibration analysis, 
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APPENDIX A 
EVALUATION OF PRESSURE IN TERMS OF DOWNWASH 
The pressure in terms of the local "bound vorticity is given in 
equation (2^) as 
- &ffi- - Y (x*) + ik fX Y (x) dx . (A-l) 
pUC a s ' J i a 
Equation (20) gives the local "bound vorticity in terms of the downwash 
along the chord. Thus, substituting equation (20) into equation (A-l) 
will yield the pressure in terms of the dovnwash. Integrating the vor-





ikf ra- n n̂ -, .n x * 
•> 
-1 ' ̂ '~ " -1 
a p " / N _!_ df 1 -iky p fL-x P fl.+g dg dx dy 
2TT J_ [_ny; " ik dy_f J Vl+^ J vi-§ (x-§)(y-§) 
kra 1 *rn? ,,. x* 
+ _e (W+Aff) ; m ,-*S / Jg _i_ ta a5 . (A.2) _x Vl-S J_x Vl+x x-5 
The first and third terms of equ€ition (A-2) can he evaluated by 
using the following relation: 
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r^S--il+-ta'ljt*+v^QL<^«J 
where Q (x*,5) is given by equation (29). 
For the second term note that 
j _ _i_ = _L. r_jL 1 "j 
x-§ y-g y-x Lx-| " y-§J 
Thus, 
1 dj ^ ,. TT yyTl 
_x Vl-g (x-g)(y-g) ~ x-y Vy-1 J^Vl- §)(y-i 
Finally, the second term of equation (A-2) becomes 
x* 1 1 £ 
p A~ x r A+g d§ 
J^Vl+x" J^Vi-g (x-g)(y-g) 
, _ n . / E i r ? + s i n -
1 x * + H n f v * 
Vy+1 L2 Vy+1 
0>(x ,y)J 
where Cu{x*,y) is given by equation (27). 
Putting these relations into equation (A-2) yields 
x* 
-1 " "-1 
I / Ya(x)dx = - / [^g| (g + sin-V) + fi1(x*,S)]^a(g)dg 
ikr °° a 
2 - 1 /, [>> - s gLS (I — -^) 
+ q2(x*,y)Je-
ik^ dy - ̂  (W + AW)/ e "
1 ^ ^ (f 
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+ sin'V) + fl^x*,?)]^ . (A-3) 
Now, note that Q (l, §) ̂  0 and that CL(l,y) = - TT. Thus, by 
making x* = 1 in equation (A-3)j it is immediately obvious that 
lkFa f rrl,A . ± dfT/E!i - I'V
1^ 2 / J^ - sg lM 1 te " dy 
- ̂ 5 (W + AW)/ e"lk« J±f d| . (A_k) 
-1 
So, subtracting I75 + sin x*) times equation (A-4) from equation 
(A-3) yields 
i f Ya(x)dx =|r ae"
l k(f +sln-1x*) - / ^(x^gJv^Sjd? 
ikr °° 
3L r r*r„\ JL ̂ T ^ r„* „\ ̂  n ̂  ̂ -i,,* ]e-
lky dy J" [^^-nfl^^^+I+sin-V) 2 1 
^ (W + AW)/ e"lkS a(x*,§)dg . (A-5) 
-1 
Finally, substituting the vorticity relation shown in equa-
tions (20) and (A-5) into the pressure equation (A-l) and combining terms 
yields 
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Ap(x*) rr _ r» f /L-x* 
pUC 2 J LVl+x / , fev^^-u^4.( !>« 
IkT r °° 
a ^Tx* r» / „ „ . / . , x - ikyf fy+1 1 ., A+x* + -T^Vl^/ ^f'/^ Kim^ - ^ ^(^.y) 
A. n J. • - 1 * 
+ — + s m x 
dv + 5* ( m w ) £=*S p
1 -ikgr M _J, 
ay + 2 l W M W / . ^ j _̂ e [ y i - S x*-
i ^ f l ^ Q 1 ( x ^ § ) j d § + | ikf a e '
i k ( | + s in - 1 * x (A-6) 
The second i n t e g r a l and f i n a l term of equat ion (A-6) can "be 
combined i f a funct ion F(k,x*) i s defined t o "be 
F(k,x*) = - I / (f - f / ik)e- l k 3 f£± r+1 1 
LVy-1 x*-y 
" i k JT$ (^(x*,y) + f + s in 'V^ ay 
2 /L+x* -ik/TT , . - 1 „ 
nVl^e \2 + S i n X* (A-7) 
Equation (A-7) can be simplified by integrating two pieces of it by 
parts. Since the decay function and its first derivative are zero at 
infinity, the last term of equation (A-7) cancels with the f-p + sin x*) 
term in the integrand after integration by parts. Since CL(x*,±) ~ 0 and 
a^(x*,y) 
By 
a £EE* r_J:_ + M _L_] 
Vi+x* L ns— vy-1 x*-y-J # - 1 
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equation (A-7) reduces to 
F(k,x*) = iH^2)(k) + AFx(k) + , / ^ F ^ x * ) (A-8) 
where F (k,x*") and AF (k) are given "by equations (26) and (28) respec-
tively. 
The third integral of the pressure equation (A-6) can "be evaluated 
"by integrating by parts. Since 
an^x*^) 
-x* /L+g /..JL , _1 W ' d§ Vl+x* Vl-§ \l+§ x*-§ 
the terms involving the l/(x*-§) factor in this third integral cancel^ 
leaving 
f -lk ZL+c 1 r- -ik cos cp _ 
•J e Vtf Iff d* = " / e dcp 
_1 vx b x-r^ Q 
- - n jQ(k) . (A-9) 
Applying equations (A-7) and (A-9) as evaluations of all of the 
terms of equation (A-6) except the first integral simplifies equation 
(A-6) to 
-Wr/[S^^!-^>*^ 
+ I n ikfa V ^ [I F(k>x*) + ± J0(k)(W+AW)] 
which is the pressure equation in terms of the downwash. 
7^ 
Substituting equation (21) as the relation for the total hound 
vorticity and equation (A-8) into this last equation yields the final 
form for the equation for the pressure difference across the airfoil: 
. Ap(x*) TT ̂  p1 - £ i * M _ l _ _ i k Q (x*,|)> (g)dg 
pUc» 2 J_ j'l+x* Vl7§ x*-| i^i^x ,5;jva^;as 
+ G(k,s,h)-j[iH^2)(k) + AFx(k) + 2i(¥+AW)J0(k)jy|=|| 




The integrals which comprise the effect of the decay function on 
the lift deficiency function are given by equations (28), (23), (32) • 
and (38). Each of these integrals are combinations of the integrals 
I - °° - iky ~ -
tl2




{i3/ = J""(f' - f"/ik) (y - ^ 5 7 I ) e " l k y { i } dy • <B-2) 
These integrals are easily seen to be of the form 
I q
 a / -^~ sin ky dy (B-3) 
1 f~2~ 
\ - / ^ " ( y - v ^ - i ) | 3 i n k^ dy • (B-M 
Integrals I and I/- will now be examined in order to study the 
approach used in obtaining the approximate value of integrals I , I_, I , 
and I, . 
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• x -5/v2 For a decay function of f(y) = 1 - e > the integrand of I,-, 
and its amplitude, is plotted in Figure 2̂ -a and the integrand of Is 
appears in Figure 2k-b. The reduced frequency is 0.5 in these figures. 
In order to consider integrals of the form I- and Is, the more general 
integral 
J A(y) sin ky dy 
1 
will be discussed. It is convenient at this point to assume that k is 
less than n/2 so that n/2k will be greater than 1. In this case the in-
finite integrals can be split up into cycles such that 
™ n/2k 2rr/k 
J A(y) sin ky dy = J A(y) sin ky dy + J A(y) sin ky dy 
1 1 n/2k 
U~J- 2(N+l)n/k 
+ ) J A(y) sin ky dy + J A(y) sin ky dy (B-5) 
^ 2Nn/k 2Mrr/k 
where the integer M is such that 2MTT is large enough so that an accurate 
estimate of the last integral may be obtained by means of asymptotic 
series. The first integral on the right side of equation (B-5) will be 
handled by a transformation and application of Simpson's rule to the 
transformed integral. The second integral, which represents the unfin-
ished portion of the first cycle, and all of the cycles appearing in the 
summation will be handled by Simpson's rule using judicious choices for 
the points at which the integrand is evaluated. 
Initial Integration 








y - i 
k - 0. 
3TT 
y 
Figure 2^a. Integrand for Integral 1^. 
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Figure 2̂ -b. Integrand for Integral Is. 
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and I|_ and this term suggests the transformation cosh cp - y. For the 
integral in Equation (B-3) the first integral on the right hand side of 
Equation (B-5), with this transformation, will be 
n / 2 k / x 
J s i n k y d y 
1 P~~i vy - i 
cosh _ 1 (n /2k ) 
~ P f (cosh cp) s in (k cosh cp)dcp (B-6) 
0 
and for Equation (B-6) it will be 
f ^ ^ l (y - #^I) sin ky dy 
cosh" (TT/2k) ,„/ , N n 0 
- ^ ^ f ^ l C l - e - ^ s i n d , =osh 9)d9. (B-T) 
For I the transformation y = cosh cp as given in Equation (B-6) 
was necessary in order to obtain an integrand with no singularity. This 
same transformation produces no advantage that is immediately apparent 
from equation (B-j), "but it did produce markedly better results in the 
computation of integrals I and I. . This improvement over the values 
obtained using the integrand on the left side of equation (B-7) is due 
to the fact that with y » cosh cp, 
dy ~ sinh cp dcp . 
Thus, with dcp constant (as required by Simpson's rule) the step size 
which is taken, in effect, on y is reduced near y=l (i.e. cp=0). This 
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reduced step size is shown in Figure 25 and it is clear from these 
figures that in the region where the integrands are the largest and change 
the most quickly, the integration points are spaced the closest. 
The singularity at y = 1 that exists in Equation (B-3) could have 
"been eliminated "by writing 
f(y) = f(y) - f(i) + f(i) . (B.8) 
^1 J7~i JTi 
The first term on the right hand side of Equation (B-8) is finite when y 
is near 1 and is in fact zero when y - 1. Integration of the second 
term can "be done directly. This method actually eliminates singularities 
rather than covering them up as was done "by transforming the variable 
of integration. 
Integration Over Cycles 
The third phase in the evaluation of the infinite integral in 
equation (B-5) is the evaluation of a series of the finite integrals 
2(N+l)n/k 
J A(y) sin ky dy 
2Nrr/k 
which represent integration over a cycle for sin(ky). From Figure 26 it 
may "be seen how this cycle can "be divided for integration by Simpson's 
rule. This procedure involves fitting a parabola to the three points in 
a subdivision of the cycle. These subdivisions are the areas between the 
solid vertical lines in Figure 26. It might be noted here that attempts 
to fit higher order polynomials to the curve to be integrated can lead 
i . 2 r 
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Figure 26. Single Cycle for Integration by Simpson's Rule. 
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to large errors in the value for the integral. These errors are due to 
the extreme divergence from the curve, between the points at which the 
polynomial is fitted, that may occur with higher order polynomials. 
If a quarter cycle is split up into an even number of subdivisions, 
-iky 
then the values for e can be computed at these points and stored. 
These values do not need to be calculated for successive cycles since 
e-iky(y+2nn/k) = e-iky n = l j 2 > 3 , _ . 
Furthermore, the values for e in the other quarter cycles are obtained 
simply from the relation 
-ik(w+nrr/2k) / . Nn -ikw _ _ „ e ' f = (-1) e n = 1,2,3 . 
If k is less than TT/2 then the starting point for integration 
over quarter cycles will be n/2k, which is the start of the second 
quarter cycle. Integration over quarter cycles 2, 3> and h then will 
take care of the second phase of integration for equation (B-5). The 
third phase, which was just described, is then reached and it represents 
integration over several complete cycles. 
If k Is greater than TT/2 then more than one quarter cycle is lost 
due to the fact that integration begins at one instead of zero. The 
number of quarter cycles that are lost must be known in order to figure 
the starting point for integration over quarter cycles (phase 2) and how 
many quarter cycles remain before reaching the series of complete cycles 
(phase 3). If L is the number of quarter cycles lost, then L can easily 
be computed from the requirement that 
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L n/2k > 1 
or 
L = Int(2k/n) + 1 
where Int(x) is the integer part of x. The number of quarter cycles 
between Ln/2k and the first complete cycle is 
L = h + Int(L/*0 - L . 
It is important to know when the first complete cycle is reached since 
consistent accuracy through each phase requires closer spacing over this 
first broken cycle than that which is required further out in the com-
plete cycles. This difference is evident from Figure 2̂ 4-a. 
Asymptotic Expansion 
The final phase in the integration of equation (B-5) is the 
evaluation of 
f»°° A/ \ -iky ., 2TTM :-» ./_ .,,/, x -i2rrMt J^ 
j A(y)e J dy = — - J A(2nMt/k)e dt 
2Mn/k 1 
by asymptotic series. In general terms if (a,"b) is a real interval then 
the asymptotic expansion of the Fourier integral 
/ e l x t cp(t) dt 
a 
is accomplished by successive integration by parts. Erdelyi (23) states 
the following theorem: 
If cp(t) is N times continuously differentiable for a < t < b then 
Qk 
j e i x t cp(t) dt - BN(x) - AN(x) + 0 (x"










._. / x V .n-1 (n)/, x -n-1 ixb 
BN(x) = ^
 1 9 W x e 
n~0 
and where cp is the nth derivative of cp. 
Thus, by asymptotic expansion, 
2nM n00 n/^,, /, x -i2nMt 
k "I 
J A(2rrMt/k)e-^,f1^ dt 
N-1 
= £ (-i/k)n+1 A(n)(2iTM/k) . (B-9) 
n=0 
The term B (x) in equation (B-9) will "be zero in this case since the 
upper limit is infinity and the amplitude function and at least its first 
N derivatives are zero at infinity. 
The integrals which were to "be evaluated are given in equations 
(B-l) and (B-2). From equations (B-l) and (B-2) it can be seen that the 
amplitude function will be 
A(y) = u(y) v(y) 
where 
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for Eqn. (B-l) 
for Eqn. (B-2) 
and 
for Eqn. (B-l) 
for Eqn. (B-2) 
With this separation,, equation (B-9) becomes 
00 
J u(y) v(y)e_1 y dy 
2Mn/k 
N-l n 
= TF I (-iA)" I ; ^ ^ u<m W ) > - » W ) . (B-10) 
n=0 m=0 
The purpose of the separation into functions of the decay function 
u(y) and the functions v(y) may be understood by examining equation 
(B-10). The functions v(y) "will not vary due to various choices made 
for the decay function. Thus, when other decay functions are considered, 
the higher derivatives of the amplitude function that are required for 
equation (B-9) can be obtained by supplying in equation (B-10) just the 
decay function and (N-l) of its derivatives. 
The decay function chosen here was 
f(y) = 1 - e-V^2 
in order to make an exact evaluation of the integrals possible. This 






i / (y 2 -D l / 2 
y/(y 2 -D l / 2 
v(y) H 
2 . i ^ / 2 y - ( y - i ) 
2 ( 2 i \ i / 2 y - YKJ - i ) ' 
86 
for a five term asymptotic expansion due to the fact that u(y) involves 
a second derivative of the decay function. The coefficients for the 
first seven derivatives of 
f ( y ) = i - e - p /
y 2 
are given in Table B-l where 
2 ^ 
_p(n)/ N -p/y m/ 2m+n 
f '(y) = e *'J ^ amp /y 
m=l 
Table B-l. Coefficients for the Derivatives of f(y) = 1 - exp(-p/y ) 
n 
1 -2 
2 6 -4 
3 -24 36 -8 
4 120 -300 l44 -16 
5 -720 2640 -2040 480 -32 
6 5o4o -25200 27720 -10320 i44o -64 
7_ -40320 262080 -3830^0 -43680 -199920 4032 -128 
m - 1 2 3 4 5 67 
The first five derivatives of each possibility for v(y) are given 
in Table B-2. In order to avoid round off errors for the large values 
of y at which the derivatives will be calculated, the numerator and 
Table B-2. Derivatives for v(y). 
n y ( n ) ( . y ) 
0 ( y 2 - D " l / 2 
1 - y ( y 2 - D " 3 / 2 
2 ( 2 y 2 + l ) ( y 2 - l ) - 5 / 2 
3 - 3 y ( 2 y 2 + 3 ) ( y 2 - l ) " T / 2 
k 3 ( 8 y \ 2 V 2 + 3 ) ( y
2 - l ) - 9 / 2 
5 - 1 5 y ( 8 y ^ 0 y 2 + 1 5 ) ( y 2 - l ) " l l / 2 
0 A/-!)-1^ 
l - ( / -D- 3 / 2 
2 3 y ( y 2 - l ) - ^ 2 
3 - 3 ( V 2 + l ) ( y 2 - D " T / 2 
k i 5 y ( V > i ) ( y 2 - i ) " 9 / 2 
l) - ^ ( 8 y V l 2 y 2 + l ) ( y
2 - l ) - i : L / 2 
0 ( 2 l^/2 y - (y - l ) ' 
1 1 - yCy2-!)"1 /2 
2 ( y 2 - i ) - 3 / 2 
3 - 3 y ( y 2 - i ) - 5 / 2 
k 3(^y 2 +i) (y 2 -D" T / 2 
5 -i5yC*y2+3)(y2-D"9 / 2 
(Continued) 
Table B-2. Derivatives for v(y) 
(Continued) 
y2-y(y2-D1/2 
1 2y - (2y2-l)(y2-l)-1/2 






denominator of any fraction were divided through by the power of y 




The evaluations of v(y) and v'(y) for 
v(y) = y - (y2-l)l/2 
and the evaluations of v(y), v'(y), and v"(y) for 
v(y) = y - y(yc"-i) / 
were done by binomial expansion so that the terms on the order of one 
could be cancelled analytically. For each form for v(y)_, this type of 
cancellation eliminated the need for taking differences to get the value 
of v(y) and its derivatives. 
APPENDIX C 
EVALUATION OF INTEGRALS FOR PREVIOUSLY SHED WAKES 
The effect of all of the previously shed wakes is given "by 
equation (l'T) which states that 
-in[W(k,s,h) + AW] 
= 1 *±knsf [ w n . ) - i § ] - " r ^ * . (c-i) 
n = i - y +
1 
If there is no decay then f(z) = 1 and, as can he seen "by equation (l8), 
AW = 0. Thus, with no decay, 
,., °° -iknhy 
-iTiW(kjS,h) - ) e
+ l t o S J LS_ dy . (C-2) 
n<L - y + 1 
By use of equation (ll) in Tahle 103 from Bierens (2k), equation (C-2) 
"becomes 
„/, -, \ \ -knh ikns W(k, s,hj = ) e e 
n=l 
But, 




W(k,s,h) = l/(ekh e"lkS - 1) . (C-3) 
When decay does exist, equation (C-l) will have to be evaluated 
using the residues of the integrand. For a contour integral around 
quadrants III and TV of the complex plane, 
k 
-i_m^m-
2^ i P<*J>M*J> (C-M 
j - i 
where z. is a simple pole of q(z) in quadrants III and IV so that 
J 
q(z ) = 0 and q»(z ) f 0 j = 1,2,...,k 
J J 
and k is the number of poles for q(z). 
For example, in equation (C-2), 
z \ -iknhz 
p(z) * z e 
and 
2 
q(z) = z + 1 
Thus, the two poles for q(z) are 
z = + i 
and so in the lower half of the z plane one pole exists at z = -i. Now, 
equation (C-̂ -) yields 
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a. -iknhz . n 
* ze n -knh 
- J p dz = irre 
-co Z + 1 
If the decay function has no poles in the lower half of the z 
plane then equation (C-l) "becomes 
CO 
W + AW = £ e l k n S e_kl lh [f(-ns-inh) - ^ f ' (-ns-inh) ] . (C-5) 
n=l 
With 
f(y) - 1 - e - p / ^ 
the wake effects due to decay are 
AW - - , e - t a h e l k n S e-P/("+«0
2n2[l + ± $ 3] • (C-6) 
Z_J kn (s+ih) 
n=l 
If the terms in the series in equation (C-6) are represented t>y 
q so that ^n 
W = - • q 
L. n 
n=l 
then the ratio test shows that 
l i»K+ l l / l
qJ - e_kh 
n-wo 
Thus the series in equation (C-6) is convergent if kh > 0. 
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Since 
s = |i2nR»/"bc' 
h = \2TTR ' /be • 
and 2nR'/bc' will be on the order of 50 for most helicopter rotors, care 
must be taken to avoid round off error in equation (C-6), especially when 
using complex arithmetic. 
Other Choices for the Decay Function 
Two other decay functions were considered. The first one was 
f(y) = i/d + P V ) 
and the second was 
f(y) = l/cosh(py) . 
Each of these satisfy the conditions 
f(0) = 1 
f'(0) = 0 
f(n)H =0 n > 0 . 
Only the first seven derivatives are required to be zero at infinity for 
the fifth order asymptotic expansion used here. Other assumptions made 
on the decay function in the theoretical development were that 
f ( D - i 
and 
f'(l) = 0 
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and these conditions are satisfied "by putting the necessary limitations 
on the rate of decay, p. 
If the decay function does not have a pole at z = -i, then equa-
tion (C-5) "will give the portion of the wake effects that is due to the 
2 
pole for the l/(l+y ) term of the integrand in equation (C-l). The 
effect due to the pole(s) of the decay function must "be added to equation 
(C-5) to get the value of W(k,s,h) + AW. 
The first derivative of the decay function treated here does have 
second order poles. However, since 
f (y) " d(nhzp~ 
it is easily shown "by integrating "by parts that equation (C-l) becomes 
„ ikns oo . , 2s -iknhz 
* + *'l?nzi: f(ntl2;n2
s)(1;;2
)e— - «"> 
_ -oo (z + i; 
n-i 
thus eliminating the second order pole of the derivative for the decay 
function. But this produces a second order pole at z = -i. Thus, the 
approach used was to treat the pole at z = -i "by equation (C-5) and to 
treat the poles of the decay function by equation (C-7). 
For the decay function given "by 
f(y) = i/d + P ¥ ) 
the first derivative is 
f(y) = - 2P
2y f(y)/(l + P
2y2) . 
Cjk 
Thus, with y = nhz-ns, the residue at z = -i is [see equation (C-5)] 
K - 1 --knU/ 1 .f"i 2P n(s+ih) 1 
1 " 2 Vn 2 2, ., N2/L ik n 2 2, ., *2j * '1 + p n (s+ih) 1 + p n (s+ih)' 
The poles for a given value of n for f(nhz-ns) will he at 
2 2 2 
0 = 1 + p n (hz - s) " . 
o 
Thus the poles in the lower half of the complex plane are at 
z = s/h - i/nph . 
With this decay function, the integrand for equation (C-7) can he put in 
the form p(z)/q(z) where 
/ \ _ /n 2x -iknhz p(z) - (1 - z )e 
and 
q(z) = [l + p n (hz-s) ](z + l) " 
Thus, the residue is 
(1 - 2
2)e-lknS e";i/p 
v- - O  
P P P 
(z + l) (-2inph) 
where 
z = s/h - i/nph 
o 
Finally, putting the residue K into equation (C-5) and the 
residue KQ into equation (C-7) and summing over all of the wakes yield 
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-knh ikn3 r 2 / . . , \ -i 
TT/-, -, \ , ATT e e , 2p n( s+ih) 
W(k,s ,h) + AW = / =-= p U - ^ v po 2 
"^ 1 + p n ( s + i h r L l k l+p n ( s + i h ) 2 J 
, 00 ? 
e - k / p - 1 - z" 
+ 7 T 2 - 2, 2, 2 ° ,2 (C"8) 
kph . n (z + 1 ) 
* n=l x o 
where 
z = s/h - i /nph 
for the decay funct ion 
f (y) = 1/(1 + p 2 y 2 ) . 
The evaluation of the wake weighting function is more involved. 
for the decay function 
f(y) = l/cosh(py) 
since this function has an infinite nurr..ber of poles when the imaginary 
part of z is negative and. thus yields a. douhle sum which must "be evalu-
ated. The first derivative for f(y) in this case is 
f'(y) = - sinh(py) f(y)/cosh(py) . 
The r e s idue a t z = - i in t h i s case i s 
- e
_ k n h r i "i 
K., = -x 7j T—rv 1 - —r tanhfns + inh) 
1 2 cosh (ns -mh) L l k v ' J 
The poles in the negative z plane for 
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f(nhz-ns) = l/cosh(nhz-ns) 
are 
s . (2m+l)n _ -, 0 z = - - 1 -*TT—-f— m = 0,1,2, ... 
m h 2nph 
The residues at these poles for equation (C-7) are 
/, 2N -ikns -kTT(2in+l)/2p - (l - z ) e e /; 
•r/- = ili , 
m 1 , 2 «2 . , vin+1 pnh (z +1) i (-1) 
m ' 
Finally, applying K to equation (C-l) and K to equation (C-7) yields 
00 
-knh ikns 
W(k, s,h) + AW = > rr- ^/£ ̂ . ̂ \ [k + itanh(ns+inh)] 
v ' ' U k cosh(ns+inhj 'J 
n=l 
Z ( - l ) m ( l - z2) e -
k T T ( 2 m + 1 ) / 2P 
+ T 4 1 -2 I ~~% (c-9) 
k p h n = l n m=0 < 1 + z m > 
where 
z = s _ i (2m+lj. ^ 
m h 2nph 
In summary then, the wake weighting function, W(k,s,h) + AW, for 
a decay function of 
f(y) = 1 - e 
/ 2 
-p/y 
is given by equation (C-3) for W(k,s,h) and equation (C-6) for AW. The 
effect of the previously shed wakes for a decay function of 
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f(y) = V(i + P V ) 
is given in equation (C-8) and the effect for 
f(y) = l/cosh(py) 
is given in equation (C-9). 
Other decay functions can "be treated "by using equation (C-5) for 
the pole at z - -i and adding to this the result found "by evaluating 
equation (C-7) at the pole(s) of the decay function. Some other choices 
that might "be considered for the decay function are given in Tahle C-l. 
These might also "be linearly combined as 
f(y) = ax fx(y) + a ^ y ) + ... + a^Jy) 
so long as 
m 
} a = 1 
L, n 
n=l 
so that f(o) = 1. The decay rates p and r in the elementary functions 
listed may also "be changed for superposition so that the decay function 
may "be modified in some range of the space variahle y without modifying 
it too much in other ranges. 
Tahle C-l. Some Possihle Decay Functions 
1 sech (py) r > 0 
2 (1 + p W r r > 0 
3 1 " Lrf tan" (py)j 
- 1 / N ~Pm _ 0 
m - 1,2,3.... 
APPENDIX D 
EXACT INTEGRATION 
The integrals that must be evaluated were given in Appendix B as 
i l 1 ... <Tj 
! 1 • °° - i k y ' 
< f- J (f - f/ik) -^-ZZZ'; ' dy (D-l) I  v" x "xvy . ! 
lV X /^- 1 iy 
and 
^ t = J (f-f"/ik)(y " /^l)e'"
iky < ^ dy . (D-2) 
i-V x '̂ -
These integrals can be evaluated exactly if their integrands, excluding 
the factor e , can be expanded as a power series in y. The values for 
I through I, are then obtained through term by term integration of the 
series. For reasons of convergence, which will be clarified later, it is 
convenient to split up the infinite integrals into a segment going from 
1 to 3 an(i a segment from 3 "to infinity. The value taken for p is arbi-
trary, but it should be near 2 in order to get acceptable convergence 
for both the upper and lower segments. 
Integration from 3 to Infinity 
In order to illustrate the method used in evaluating the infinite 
integrals exactly, the integrals 
i7 • J f(y)(y
2-D"l/2 «"lky ^ (D-3) 
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and 3 > 1 
00 i 
IQ = J1 f(y)(y - /y2-i)e"iky dy (D-4) 
3 
will be treated in detail. 
By the binomial theorem, 
/ 2 nv-l/2 _ 1 r ; 2m , cv 
(y -1) - - I am/y (D-5) 
m=0 
where the coefficients a are given by 
m 
(2m) 
m ( 2 m m ! ) 2 
or 
(D-6) 
a = a n ( 1 - l/2m) : a^ - 1 m m-1 / 0 
If the decay function can be expressed as 
00 
f(y) = I \//'n (D-7) 
n=0 
then, multiplying equation (D-5) by equation (D-7) makes equation (D-3) 
become 
00 . , 
<» -iky 
7 = L Cm ; % S l ̂  <D-8> 




) b a = } b a . (D-9) 
1 ™ - ™ /_, n m-n m L-> m-n m 
n=0 n=0 
For a given value of m in equation (D-8), integration by parts 
yields 
or 
oo -iky -ikb ., °° -iky 
f 1 — 1 dy = S — - ̂  f ̂  dy 
^ m+1 ftm m J m
 J 
3 y m^ 3 y 
-ikb ., . A e lk A / v 
E ^ - - — E (D-10 
m+1 m m m 
mP 
A 
where E is defined to be 
m 
oo -iky 
A r. e 
E = f dy 
m J m 
y 
With this definition, equation (D-8) becomes 
X7 = I Cm E2m+1 ' ^11] 
m=0 
Since the coefficients c in Equation (D-ll) remain on the order 
m 
of 1 for all m, the rate of convergence of the series will depend upon 
A , . A 
E . From Equation (D-10) it is apparent that E will be of the order 
m ' m 
3~m/m. Thus, 3 should be greater than one in order to gain acceptable 
convergence from Equation (D-ll). 
Once the value for E_, is known, the values of E can be found 
1 m 
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from the recurrence relation given in equation (D-10). These are the 
values that will be put into equation (D-ll) in order to evaluate I and 
similar integrals. 
A 
The integral E is obtained from the exponential integral 
00 - t 
Ex(z) = J ~- dt lar§ zl < r T 
z 
as given by Equation 5-1.1 of Abramowitz and Stegun (25). By making 
t = iky, it is apparent that 
E^ipk) = Ex . 
Sine and Cosine Integrals 
A 
This section covers the steps required in the calculation of E , 
A 
Separating E into its real and imaginary parts gives 
A _ P cos ky _ . f sin ky _ 
E i - j —y^- dy -1 J — 7 - ^ dy 
3 3 
= -Ci(pk) + i[Si(3k) - n/2] . (D-12) 
The series expansions for Si(z) and Ci(z) are given by 
/ nsn 2n+l 
(-1) z 




.— / 1 \ti 2n 
Ci(z) '- L 2n (2n): + Y + ln 2 
n=l 
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where y - 0.57721 is Euler's constant. 
Solution for I and Ip 
From equation (D-7) 
f (y) = -2 I n V y 2 n + 1 * (D"13) 
n=0 
Following the same procedure as that used in obtaining the integral I 
as given by equation (D-ll) yields 
Xi Z ) (C % „ , . + ±- d EQ ) (B-lk) 
1 LA V m 2m+l lk m 2m+2/ m=0 
where 
m 
d = ) n b a (D-15) 
m Z_J n m-n 
n=0 
and where c is given by equation (D-9) and the binomial coefficients a m m. 
are given by equation (D-6). 
The integrand for Ip is simply y times the integrand for I and so 
00 
J2 ' I (Cm *2m
 + h dm ̂ m+l) (
D"l6> 
m=0 
A . . A . 
where E is given by equation (D-12), E for m = 2,3,^-,. .. are found from 
the recurrence relation in equation (D-IO), c is found from equation 
(D-9)> d is given by equation (D-15), and a is given by equation (D-6). 
The coefficients b for the decay function are found from the series 
n 
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expansion of the decay funct ion . With 
f(y) = 1 - e 
these coefficients are 
/ 2 
-p/y 
bQ = 0 : bn = (-l)
n+1p7n: n = 1,2,3, ... 
Solution for I~ and I. 
The series for the first derivative of the decay function is 
given by equation (D-13). The second derivative will be 
00 
f"(y) = 2 ^ (2n+l)n W y 2 n + 2 . (D-17) 
n=0 
The other portion of the integrand in equation (D-2) is given by the 
binomial theorem as 
00 
y[i - ( i - i / y 2 ) l / 2 ] = ~ I gm/y





'm Q2m , / v 2 ml \m+1)1 
I - g -. (2m-l)/(2m+2) ; gn = 1 m m-1 ' 0 
(D-19) 
Multiplying equation (D-l8) by equation (D-13) for f'(y) and equa-
tion (D-17) for f"(y) and substituting the result into equation (D-2) 
10^ 
yields 









r = ) n (2n+l)b g 
m Li n m-n 
n=0 
Since the integrand for L is y times the integrand for I , 
equation (D-20) immediately yields 
00 
xk z - ) (h EQ ,n + ^r r E_ ) (D-21) 
4 Lt \ m 2m+l l k m 2m+2/ N y 
m=0 
as the upper portion for the integral for I, . 
Integration of Lower Segment 
Integrals I and Ip 
With a decay function 
f(y) - 1 - e-P/^ 
the lower segment of the integral in Equation (D-l) can be transformed to 
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B / B -iky sec" ft 2 
r>^ f - f ' / i k -iky,, n e , r ~P cos cp - lk sec cp 
J — / e Jdy = j ~ZZZZ " ^ ~ J e e seccp dcp 
1 r~2~~ 1 r 2 0 
/ y -1 / y -1 
+ f f J 3"" 3 e"P C O S ^ e " i k SeCCP cos2cpdcp (D-22) 
where y = seccp has been substituted for the second and th i rd in tegra l s . 
Similarly, the i n i t i a l in tegra l for 1̂ , becomes 
c. 
/ V f./lk) d ^ e ^ * • / ^ * 
/y2-i 1 / / -1 
sec 3 2 
r» ~P cos cp -lk seccp 2 
- I e * T e T sec cp dcp 
0 
sec" 8 2 
, 2g n -P cos cp - ik seccp , , 
+ T T J e ^ T e T coscp dcp . (D-23) 
The Cauchy product for in f in i te series yields 
oo 
p CO 
e ™ cos(k sec cp) = ) c cos cp + ) d sec cp (D-2^) 
n=0 n=l 
where 
/ , \n n -~ , m . 2m 




/ .. vii. 2n _, m , 2m /n x , A C-l)"k \ p_ k (2n).' 
n " (2n)i Z, mi [2(n+m)]j ' 
m=0 
io6 
Similarly, it can "be shown that 
2 
-p cos cp . /, N e T sm(k sec cp) 
\ -P 2n-l \ 2n-M , N 




/ >.n - m n 2m+l 
f - (~P) P n- _£ 
n nJ L (n+m)j (2m+l)l 
m=0 
and 
/ 1\U 1 2n+l .-. m i 2m /n . n \ , 
n (2n+l).' L mi (2n + 2m + l)j 
m=0 
Combining equations (D-2^) and (D-25) immediately yields 
"In 
sec R 2 
r* -p cos cp -ik seccp _ _, 
i e P * e ^ d cP := co co 
+ ) (c C_ + d S_ ) - ik h S. 
U n 2n n 2n' 0 1 
n=l 
" 1 i (fnC2n-l + hnS2n+l) (»"
26) 
n=l 
with the definitions 
-1 
A sec B ,_2 .xl/2 
C £ f cosVp = (P _1) - + — C 0 (D-2T) 
n J Y^T „n n n-2 ' 0 n 3 
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and 
A s e c B ftn-2, 2 n N l / 2 
a £ r n ^ - 3 (P - l ) ' , n - 2 c / n 0ON 
S = sec cpdcp - - " ^ ' 4- — - S 0 . ^D-2oj 
n J T T n - 1 n - 1 n - 2 
The initial integrals are 
r1 ^ 2 _n^ /2 
1/2 
CQ = SQ = tan""" (B -l) 
1 
and 
cn = (B-i)^73 
Sn = In (B + v/F-l) 
Higher order integrals are obtained from the recurrence relations 
shown in equations (D-27) and (D-28). 
The integrals needed for equations (D-22) and (D-23) are obtained 
by simply shifting the subscripts for G and S in equation (D-26) by an 
appropriate amount. For example; 
" I n 
sec B 2 
r - p c o s cp - l k seccp n „ 
e ^ Y e T secipdcp = c^ Sn 
J Q ^ 0 1 
+ ) (C Co i + d So ^n) " 1 h So 
L n 2n-l n 2n+ly o 2 
n=l 




sec 3 2 .. 
r» -P c o s cp - l k seccp 2 _ 
j e T e T c o s cpdcp 
0 
= c CQ -h ) (c CQ ,„ + d S0 _) - i h C. o 2 Li n 2n+2 n 2n-2 0 
n=l 
- i ) (f Co ^ + h So J (D-30) 
ZJ n 2n+l n 2n-l v ^ ' 
n=l 
are the relations needed for equation (D-22). The relations needed for 
equation (D-23) are very similar. 
By making the transformation y = w+1 the last tvo integrals 
involved in equations (D-22) and (D-23) become 
3 - i k y - i k 3 - 1 , , 
J ^ d y B i - J e "
l k W v - l / 2 U + w / 2 ) -
l / 2 c L v ( D - 3 l ) 
1 / 2 ~ ~ / 2 0 
/ y - i 
and 
3 - i k y - i k 3 - 1 ., i i i 
J ^ - dy = J e " l k W ( w ' 2 + w 2 ) ( l + v / 2 ) " 2 d.w . (D-32) 
1 / F T / 2 0 
/ y - i 
But 
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l ) n • ^ 3/ 
n = 0 
Finally, the first part of the initial integral for I is evalu-
ated by using the series in equation (D-3^-) for the evaluation of the 
integral in equation (D-31), where the coefficients D are given by 
equation (D-33). This integral in equation (D-31) is the first integral 
shown in equation (D-22) for I . The second integral in equation (D-22) 
is given by equation (D-29) and the third integral is given by equation 
(D-30). 
The first part of the integral l n , as given by equation (D-23) is 
shown in equation (D-32). Equation (l)-32) is evaluated through applica-
tion of equations (D-3^-) and (D-35). The last two integrals in equation 
(D-23) are found by use of equation (l)-26) with the proper subscript 
changes for the integrals C and S . 
n n 
Integrals I and I, . 
The initial portions of I_ and I, are 




J (f• - f"/ik) (y2 - y/y2-l)e"lky dy 
1 
Integrat.ion "by parts gives 
3 -iky 
- ik J (f» - f"/ik) v(y)e y dy 
= f(3)v(3)e-ikp - f'(l) v(l) e"ik - / f-(y) v(y) e"iky dy. 
" 1 
2 / 2 Since f'(y) = - —lr e '^ , the substitution y = seccp yields 
y 3 
3 
§ J ( f - f » / i k ) ( y - / ^ ) e - i k y d y 
_ -ikp - p / 3 2 fQ / F 7 W Q 3 - i k -p P
3 e " p / y - i k y , 
= e e *' K ( 3 - / 3 - l j / 3 - e e - J — e J dy 
i y^ 
s e c - I B 2 
f -P cos cp - i k seccp . r^ n^\ 
+ J e T e T coscp dcp (D-3oJ 
0 
§ / (f'-f"/ik)(y2-y/^T)e-ikydy 
= e " l k 0 e " ^ ( 3 - / 3 2 - D / 3 2 - e- i ke"P 
o r3 ^ " P / y 2 - ^ y , - 2 J ~— e dy 
1 J3 
s e c " i P 2 
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+ J e ^ Y e Y (2 - cos cpjdcp . (-D-3Y) 
1 
Ill 
The last integral in equations (D-36) and (D-37) are found from 
equation (D-26) with proper subscript changes. 
The other integral is computed from the series 
3 £ P ^ e.iky _ j ^ 
J m J L nl m+2n v 
1 y n = 0 
with the definition 
0 
H = j e y dy 
1 
Integration "by parts yields the recurrence relation 
where 
Hn+1 • (e"
ik - e- l kV -ik H )/n (D-39) 
H! = ln 3 + I feff (&n " l) • (D"it0) 
n = l 
Calculation of the first finite exponential integral by equation 
(D-4o) makes possible the evaluation of each term in equation (D-38) 
through the recurrence relation given in equation (D-39)-
Finally^ applying equation (D-38) and (D-26) to equations (D-36) 
and (D-37) yields the lower portions of 1^ and L respectively. 
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