In this paper we deal with eigenvalues and eigenvectors (E-values & E-vectors) in diagonalizating a square matrix and in the Cayley-Hamilton theorem used to find the inverse of a given square matrix.
Introduction
This vector X is called the eigenvector of A (corresponding to that particular eigenvalue of A).
Note that the eigenvector corresponding to each eigenvalue is not unique. So any scalar multiple of the E-vector are also the E-vectors of A corresponding to those particular E-values of A. 
Application of E-values and E-vectors in the Diagonalization of a Square Matrix
Now we shed light on the reduction of a given square matrix into the diagonal form through the transforming matrix P to the diagonal from D.
It is clear that "If a square matrix
of order n has n linearly independent E-vectors then a matrix P can be found such that P This relationship can be sketched/represented graphically as shown below.
E vector for λ=1 E vector for λ=3 (Transforming matrix) and This pictorial representation shows the deep relationship, among the E-values and the E-vectors of a given square matrix A.
Application of Cayley-Hamilton theorem in finding the inverse of a given square matrix
Here we show the application of the Cayley-Hamilton Theorem (C-H theorem) to find the inverse of a given square matrix in simpler form. We know that the Cayley-Hamilton theorem states that "every square matrix A satisfies its own characteristic equation". 
Some common properties of E-values, E-vectors, transforming matrix & diagonal form (matrix)

