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Résumé :
L’utilisation d’ontologies permet à des agents de mettre
du sens derrière les termes utilisés lors d’une interac-
tion. Nous appuyant sur ce fait, nous proposons une entité
permettant de qualifier sémantiquement différentes sortes
d’informations : documents, bases de données, services,
capacités d’agents, etc. Le focus consiste en une pondé-
ration des concepts d’une ontologie de façon à indiquer
quels sens sont importants pour l’agent qui l’a mis en
place.
Pour aider la saisie de focus, nous présentons alors une
procédure de propagation des valeurs de pondérations
dans le focus. Puis, pour comparer, nous définissons une
mesure de pertinence d’un focus par rapport à un autre.
L’originalité de notre approche réside dans le fait que le
focus est une entité échangeable entre les agents et qu’elle
ne nécessite pas de centralisation des données.
Mots-clés : Recherche d’information, ontologie, simila-
rité, pertinence, qualification sémantique.
Abstract:
By using ontologies we allow agents to put meaning be-
hind the terms used during interaction. So we propose an
entity named focus that could represent various kinds of
information contents : documents, data bases, services,
agents’ capabilities, etc. It consists of a weighting of the
concepts of an ontology in order to indicate which mea-
ning are important for the agent which has set it up.
To help the capture of the values in the focus we present a
procedure to spread the weightings in the focus. Then for
comparing we define a measure of relevance of a focus
compared to another.
The originality of our approach lies in the fact that the
focus is an exchangeable entity between the agents and
does not require a centralization of the data collections.
Keywords: Information retrieval, ontology, similarity, re-
levance, semantic qualification.
1 Introduction
Tout système d’échange d’information, par
exemple un système de recherche d’informa-
tion, fait face à trois problèmes : 1 - taille
et croissance des données ; 2 - expression des
contenus ; et 3 - pertinence de la recherche.
Le premier problème ne fait que s’accentuer. Il
est ainsi estimé que la taille des informations
stockées sur les disques durs à travers le monde
en 2003 est comprise dans une fourchette de 403
à 1986 teraoctets et que la progression depuis
1999 est de 114%1.
D’autre part, les informations sont décrites en
utilisant différentes structures et langages. Les
techniques de recherche doivent déployer des
stratégies lourdes de traduction entre langages
et structures sous peine de n’avoir accès qu’à un
sous-ensemble des contenus.
Le troisième problème est double : il concerne
la polysémie (plusieurs sens pour un terme) et
la synonymie (plusieurs termes pour un sens).
Cela engendre respectivement du bruit (des in-
formations non pertinentes sont obtenues) et des
silences (des informations pertinentes sont ou-
bliées) lors de recherches d’information.
Utiliser des informations sémantiques doit per-
mettre de dépasser les problèmes d’hétérogé-
néité syntaxique, de limiter bruit et silence et
de rendre les échanges d’information plus per-
tinents et efficaces. Nos objectifs sont donc
partiellement partagés avec ceux conduisant
à la construction d’ontologies. Nous utilisons
naturellement les ontologies comme point de
départ en ajoutant la possibilité de pondérer
chaque concept pour indiquer l’intérêt qui lui est
porté localement. Nous appelons les structures
ainsi obtenues des focus. Ils doivent permettre
de qualifier sémantiquement les contenus, re-
quêtes, mais aussi les préférences des agents,
leur qualités, leur réputations. . . et ainsi de fa-
ciliter les échanges.
Considérons par exemple que nous nous situons
dans un système multi-agents composé de mé-
diateurs, de fournisseurs de services et de de-
mandeurs de services. Ces services peuvent être
des calculs (par exemple trouver un itinéraire),
de l’information (par exemple des documents),
etc. Les médiateurs sont regroupés en commu-
nautés d’intérêt et hiérarchisés. Les fournisseurs
de service s’inscrivent auprès du ou des média-
teurs qui leur conviennent. Les médiateurs ont
connaissance des qualités des agents fournis-
seurs de services et des intérêts de ces derniers.
L’architecture globale de ce système est décrite
en [5].
1http ://www.sims.berkeley.edu/research/projects/how-much-info-
2003/execsum.htm
Les informations qui sont échangées (requêtes,
intérêts, déclarations de capacité, de service,
de qualité, etc.) peuvent être décrites de ma-
nière sémantique grâce aux focus. Par exemple,
il peut s’agir d’un champ supplémentaire ou
complémentaire dans un langage d’interaction
comme FIPA-ACL. Les médiateurs indiquent
l’intérêt de la communauté qu’ils représentent
par un focus, les fournisseurs de service re-
cherchent la communauté qui correspond le
mieux à leur préférences, les requêtes sont rou-
tées par un calcul de pertinence entre leur focus
et ceux des communautés, puis les médiateurs
recherchent les fournisseurs de service les plus
aptes et les plus intéressés pour répondre, etc.
Notre travail s’organise ainsi. Dans la section 2,
nous présentons les approches semblables exis-
tant en pointant les propriétés que notre dé-
marche d’échange d’information impose. Nous
définissons ensuite (section 3) la notion de focus
en présentant ce que nous entendons par ontolo-
gie et nous introduisons le processus de propa-
gation de valeurs dans un focus. Puis nous étu-
dions (section 4) la normalisation de focus afin
de définir la pertinence relative entre deux fo-
cus. Les premiers tests (section 5) de notre ap-
proche montrent que la comparaison de focus
telle que définie précédemment est un processus
rapide.
2 Travaux liés
Mettre en place un thésaurus ou une ontologie et
pondérer les mots-clés ou les concepts est une
idée qui a déjà été explorée en recherche d’in-
formation ou en traitement du langage naturel.
Nous nous situons dans le domaine de l’échange
d’information : documents, requêtes, services,
intérêts, capacités, etc. et nous demandons des
propriétés auxquelles les approches existantes
ne répondent pas ou partiellement.
2.1 Le modèle des vecteurs sémantiques
Les approches qui ressemblent aux focus uti-
lisent la notion de vecteurs sémantiques. Il s’agit
à chaque fois de construire un espace à nom-
breuses dimensions, chaque dimension étant
soit un terme clé, soit un concept. Un contenu
ou une requête prend une valeur pour chacune
de ces dimensions. Nous obtenons alors un vec-
teur grâce aux pondérations sur chaque axe.
Le Vector Space Model [4] utilise des mots-
clés de domaine pour construire une matrice de
M ×N , avec M le nombre de mots-clés et N le
nombre de documents. Les dimensions peuvent
donc être très grandes : plusieurs centaines à
plusieurs milliers de mots-clés doivent être en-
visagés.
Pour diminuer les dimensions et réduire bruit et
silence dus à l’utilisation de mots-clés, le Latent
Semantic Indexing [9] travaille sur des concepts
et utilise des algorithmes permettant de dimi-
nuer les dimensions de l’espace de représenta-
tion en ne considérant que celles qui sont réelle-
ment porteuses de sens.
La limitation que nous voyons à cette approche
est que la matrice contenant les termes ou les
concepts d’un côté et les documents de l’autre
a besoin d’être gérée d’une manière centrali-
sée : pour la mise en place des valeurs, il est à
chaque fois tenu compte de la fréquence d’appa-
rition d’un terme ou d’un concept dans le docu-
ment mais aussi dans tout le corpus (i.e. la ma-
trice)2 ; pour les algorithmes permettant de di-
minuer les dimensions, il est nécessaire d’avoir
accès à toute la matrice. Or nous voulons que
les agents puissent interagir en s’échangeant des
informations sémantiques sans qu’il soit néces-
saire de passer par une autorité centrale.
2.2 Le projet THESUS
Un autre type d’approche est celui qui est repré-
senté par le projet THESUS [7] où les concepts
d’une ontologie sont pondérés et où les compa-
raisons entre ontologies pondérés sont ensuite
faites en utilisant la mesure de Jaccard3, qui est
une mesure ensembliste qui ne tient pas compte
des proximités sémantiques entre concepts, et la
distance de Wu et Palmer [13] qui permet d’in-
diquer la proximité entre concepts. Ainsi, dans
THESUS, si un document et une requête uti-
lisent des concepts proches mais pas identiques,
on regarde leur similarité pour donner une esti-
mation de la proximité entre les deux ontologies
pondérées.
Nous estimons que cette dépendance des carac-
térisations sémantiques vis-à-vis de la mesure
de proximité choisie par un système est difficile
à concevoir. Et ce, non seulement pour le choix
de la mesure de proximité entre concepts, mais
aussi parce que cette utilisation d’une mesure de
proximité ne permet pas à un agent d’assumer sa
saisie : ne pas pondérer un concept doit être por-
2Il s’agit de la fonction term-frequency*inverse-document-
frequency.
3
SJaccard =
A ∩B
A ∪B
teur de sens.
De plus, ces mesures ont une complexité de
l’ordre de O(n2), puisque, pour chaque concept,
il faut regarder sa proximité à l’ensemble de
tous les autres concepts afin de pouvoir donner
la mesure finale.
2.3 La mesure du cosinus
En ce qui concerne la mesure de proximité entre
focus, il y a deux visions possibles. La première
est celle que nous avons vue avec le projet THE-
SUS précédent, dans lequel la proximité entre
concepts est prise en compte et qui engendre
un manque d’autonomie. La seconde utilise les
pondérations présentes sur les concepts. Elle est
représentée par la mesure de Jaccard ou par le
cosinus. Dans les deux cas, les mesures sont des
distances4. Or nous avons noté grâce aux tra-
vaux de [12] en psychologie qu’une mesure de
similarité ne doit pas respecter symétrie et in-
égalité triangulaire. Ainsi il est plus aisé de ju-
ger que « la Corée du Nord est proche de la
Chine » que l’inverse. De même, si nous consi-
dérons qu’un document est pertinent pour une
requête donnée, il paraît difficile d’affirmer que
cette requête est elle-même toujours aussi perti-
nente pour le document.
Nous cherchons donc à définir une mesure ne
satisfaisant pas les propriétés de symétrie et
d’inégalité triangulaire et permettant d’indiquer
en quoi un focus est pertinent par rapport à un
autre.
3 Focus
Intuitivement, un focus est simplement la pon-
dération des concepts d’une ontologie dans le
but de qualifier une requête, une description de
capacité ou de préférence. Ceci nous amène à
préciser le sens que nous donnons au terme on-
tologie.
3.1 Ontologie
Les ontologies servent à représenter des
connaissances dans les systèmes informatiques
[6]. Il s’agit avec elles de rendre explicites les
conceptualisations partagées et tacitement ad-
mises dans différents domaines. L’ampleur de
ce qui est formalisé n’est pas toujours iden-
tique : il peut s’agir de connaissances lexicogra-
phiques, conceptuelles ou même sémantiques,
4C’est-à-dire qu’elles respectent les propriétés de symétrie, d’inéga-
lité triangulaire et de minimalité.
c’est-à-dire que nous pouvons être à un niveau
non formel ou au niveau d’ontologies légères ou
lourdes. FÜRST [6] présente différents niveaux
d’engagement sémantique et de formalisme (cf.
figure 1). Par engagement sémantique, il est en-
tendu le degré d’intégration des connaissances
du domaine dans l’ontologie. Notre positionne-
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FIG. 1 – Les différents niveaux de formalisme et
d’engagement sémantique en représentation des
connaissances.
ment au niveau ontologique reste humble dans
un premier temps : nous supposons avoir accès
à des connaissances terminologiques ou concep-
tuelles, et à la relation hiérarchique IS-A. Word-
Net [10] est ainsi pour une grande partie de la
littérature du domaine de la recherche d’infor-
mation un outil suffisant5, bien que n’étant en
fait qu’un thésaurus ; en effet il n’y est pas ques-
tion de concepts mais de listes de synonymes.
3.2 Définition d’un focus en général
Un focus est une application à valeurs réelles
définie sur une ontologie Ω. Soit cΩ l’ensemble
des concepts de l’ontologie :
∀ci ∈ cΩ, ~f [ci] ∈ [min, max] (1)
min et max sont les bornes des valeurs réelles
que peut prendre chaque concept de l’ontologie.
Nous avons choisi une notation vectorielle : ~f [i]
est la valeur du i-ème concept du focus ~f 6.
3.3 Propagation
Nous avons vu (cf. 2.2) que nous laissons les
agents assumer leur caractérisations.
Néanmoins, la mise en œuvre de cette dernière
approche nécessite de développer une technique
5Pour un exposé des raisons pratiques et théoriques sur le fait que la
relation de subsomption est suffisante, voir [3].
6La question qui se pose est celle de l’ordre des concepts dans l’on-
tologie, permettant d’identifier de façon uniforme un concept à son nu-
méro. Nous supposons un parcours de l’ontologie permettant d’obtenir
les numéros de chaque concept, par exemple un parcours en profondeur
à partir de la racine.
de propagation des valeurs, pour faciliter la sai-
sie des focus. Intuitivement, les concepts consi-
dérés comme proches des concepts initialement
pondérés doivent eux aussi recevoir une pondé-
ration dépendant à la fois de leur proximité et de
la valeur affectée au concept initial (cf. figure 2).
Par exemple, si un utilisateur pondère le concept
de désert dans sa requête, alors il est possible
que le concept de Sahara ait aussi à l’être. Ainsi,
nous avons besoin :
– d’une mesure nous permettant de classer les
différents concepts par rapport à leur proxi-
mité vis-à-vis d’un concept initialement pon-
déré, pris comme concept « pivot »
– d’une fonction de propagation qui permette
d’indiquer la valeur des concepts de l’ontolo-
gie en fonction de leur proximité par rapport
au concept pivot.
concept pivot concept
valeur
mesure de proximite
ponderations
FIG. 2 – Problème de la propagation des valeurs
dans une ontologie.
Dans [11] nous présentons une mesure de proxi-
mité entre concepts dans une ontologie inspi-
rée de [1]. Contrairement aux mesures que nous
pouvons trouver dans la littérature, elles ne res-
pectent pas les propriétés de symétrie et d’in-
égalité triangulaire : voir table 1. Or c’est ce
que nous voulons obtenir si nous suivons les ré-
flexions de [12] en psychologie (cf. 2.3).
`
`
`
`
`
`
`
`
``
Propriété
Mesure 1 2 3 4 5 6
augmentation avec les
similarités
oui non oui oui oui oui
diminution avec les dif-
férences
non oui oui oui oui oui
symétrie oui oui oui oui non non
inégalité triangulaire non oui non non non non
TAB. 1 – Comparaison entre différentes me-
sures de similarité, inspiré de [2] : 1-RESNIK,
2-RADA, 3-WU et PALMER, 4-LIN, 5-BIDAULT
et 6-notre mesure.
La question est maintenant de donner des va-
leurs plus ou moins fortes aux concepts voisins
du concept pivot en s’appuyant sur le classe-
ment des concepts du plus similaire au plus éloi-
gné que nous venons de mettre en place.
Nous avons utilisé dans nos expérimentations
des fonctions linéaires par morceaux type lo-
gique floue. Graphiquement nous avons donc
la représentation de la figure 3, avec comme
exemple une fonction de propagation pour
f0.2,0.5,1.
mesure de proximite
ponderations
0.8
1
0.30
0.2 0.5
FIG. 3 – Représentation graphique pour
f0.2,0.5,1.
Si nous propageons à partir de plusieurs
concepts pivots, nous pouvons arriver dans une
situation où un même concept peut recevoir plu-
sieurs valeurs. Les deux possibilités d’attribu-
tion d’une valeur unique sont la proximité la
plus forte aux concepts pivots et la valeur maxi-
mum des différentes fonctions de propagation.
Notre choix7 s’est porté sur la première procé-
dure.
4 Normalisation et comparaison
Les focus bruts que nous avons définis pré-
cédemment sont difficilement comparables, en
particulier à cause de problèmes d’échelle. C’est
pourquoi nous devons normaliser avant de com-
parer.
4.1 Normalisation de focus
Dans [11], nous avons extrait deux manières de
normaliser différentes : soit en considérant la
valeur maximale d’un concept puis en la rame-
nant à une constante et en ramenant proportion-
nellement toutes les valeurs du focus ; soit en
considérant la somme des valeurs du focus, en
la normalisant à une constante et en ramenant
les valeurs de chaque concept proportionnelle-
ment.
7Cf. [11] et [8].
Cela doit nous permettre de comparer des fo-
cus entre eux, quelles que soient les manières de
les saisir, que la valeur maximale soit de 10.000
pour l’un et de 50 pour l’autre, que la somme
des pondérations soit de 10 pour l’un et de 300
pour l’autre. Les notations que nous avons intro-
duites sont les suivantes :
–
~fmax pour la normalisation par le maximum
d’un focus ~f ;
–
~fΣ pour la normalisation par la somme d’un
focus ~f .
Pour normaliser par le maximum (soit kmax ce
maximum) un focus quelconque, nous avons la
relation suivante :
~fmax[i] =
{
kmax
maxi ~f
~f [i] si ~f [i] 6= 0
0 sinon
De même en ce qui concerne la normalisation
par la somme (soit kΣ la somme de valeurs) :
~fΣ[i] =
{
kΣP
i
~f [i]
~f [i] si ~f [i] 6= 0
0 sinon
Il est de plus trivial que nous avons les équiva-
lences suivantes : ( ~fΣ)Σ = ~fΣ, (~fmax)max =
~fmax, (~fΣ)max = ~fmax, (~fmax)Σ = ~fΣ.
4.2 Pertinence d’un focus par rapport à un
autre
Prenant en compte les réflexions de [12] citées
plus haut (2.3), nous avons cherché à mettre en
place une mesure de pertinence relative.Nous
avons donc un focus pivot, celui d’une requête
par exemple, et des focus cibles, ceux de docu-
ments, que nous allons comparer. Soit ~f1 le fo-
cus pivot et ~f2 le focus cible :
PR(~f1, ~f2) =∑
i
(comm(~f1[i], ~f2[i])− diff(~f1[i], ~f2[i]))
avec :
comm(~f1[i], ~f2[i]) =
min(~f1
max
[i], ~f2
max
[i])× ~f2
Σ
[i]
et :
diff(~f1[i], ~f2[i]) =

(~f1
max
[i]− ~f2
max
[i])× ~f1
Σ
[i]
si ~f1
max
[i] > ~f2
max
[i]
0 sinon
Pour plus de détails, voir [11].
5 Premières expérimentations
Nos premiers tests ont cherché à mettre en va-
leur la rapidité de la comparaison de focus. En
effet, une série d’approches utilisent des fonc-
tions ayant une complexité de l’ordre de O(n2).
Nous sommes évidemment en O(2n) et nous
montrons par l’exemple la vitesse de nos algo-
rithmes.
100 100000 500000
test1 19 1641 15787
test2 13 1335 7299
test3 26 914 3775
test4 20 847 2051
test5 77 1657 1657
test6 12 1049 1049
moyenne 27.8 1240.5 5263.6
TAB. 2 – Tests de comparaisons de focus. Les
temps sont en millisecondes, les colonnes cor-
respondent à 100, 100000 et 500000 focus.
Nous avons mis en place une librairie Java et
une interface de saisie et de gestion de focus,
FMP8. Elle nous offre la possibilité de lire les
ontologies sauvegardées en XML par Protégé,
de générer des ontologies à partir de Wordnet
situées entre deux synsets, de saisir des focus
sur ces ontologies, de faire des comparaisons
entre focus, etc. A partir de cette librairie, nous
avons mesuré le temps qu’il nous fallait pour
comparer un focus à une série de 100, 100000
ou 500000 autres focus. Chacun des focus est
basé sur une même ontologie à 384 concepts et
nous choisissons au hasard 2 concepts pivots à
partir desquels nous mettons en place une pro-
pagation f0.15,0.3,1. La machine sur laquelle les
tests ont eu lieu est un Pentium III à 1 Ghz, avec
256 Mo de mémoire vive (SDRAM). Le tableau
2 et la figure 4 récapitulent ces résultats. Nous
pouvons voir que la progression est linéaire et
les temps de traitement faibles (5 secondes en
moyenne pour comparer 500000 focus).
6 Conclusion
Pour rendre l’échange d’information entre
agents pertinente, nous avons mis en place des
pondérations de concepts d’une ontologie : les
focus. Partant du principe que ce sont les agents
qui doivent assumer les valeurs placées sur les
8Focus Management Program : voir http ://www.sciences.univ-
nantes.fr/info/perso/permanents/˜lamarre-/recherche/focus/focus/
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FIG. 4 – Valeurs de comparaisons des focus.
Chaque point correspond à un test, et la courbe
relie les moyennes.
concepts, il est nécessaire qu’ils mettent des va-
leurs sur tous les concepts qui sont pour eux in-
téressants. Dans ce cadre, nous avons défini une
fonction de propagation des valeurs dans un fo-
cus.
Nous nous sommes ensuite attachés à proposer
une mesure de pertinence relative d’un focus par
rapport à un autre : par exemple un document
par rapport à une requête, un service par rapport
à un besoin, etc. Pour ce faire, nous avons défini
des formes normales de focus que nous avons
ensuite utilisées dans une mesure qui respecte
les propriétés d’une mesure de similarité telle
que définie en psychologie pour les humains.
Nous avons de plus développé une application
de saisie, de gestion et de manipulation des fo-
cus sur des ontologies.
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