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ABSTRACT
In online discussion forums, comment moderation systems
are often faced with the problem of establishing the value of
an unseen online comment. By knowing the value of com-
ments, the system is empowered to establish rank and to
enhance the user experience. It is also useful for identify-
ing malicious users that consistently show behaviour that is
detrimental to the community.
In this paper, we investigate and evaluate various machine
learning techniques for automatic comment scoring. We de-
rive a set of features that aim to capture various comment
quality metrics (like relevance, informativeness and spelling)
and compare it to content-based features. We investigate the
correlation of these features against the community popular-
ity of the comments. Through investigation of supervised
learning techniques, we show that content-based features
better serves as a predictor of popularity, while quality-based
features are better suited for predicting user engagement.
We also evaluate how well our classiﬁer based rankings cor-
relate to community preference.
General Terms
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1. INTRODUCTION
There are various online platforms that permit users to
generate content. These include forums, blogs, newsgroups
and online news providers. The content often has to be mod-
erated for public and corporate beneﬁt. Moderation in the
online news domain has recently been a topic of discussion,
as users are ever more able to voice their opinions about
reported news via some social platform. As the social web
grows and people become increasingly socially aware, news
sites are becoming ever larger discussion communities where
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users can address and comment on common issues spurred
by the news articles [1]. One of the key features promoting
the success of these online communities is the large-scale
user-engagement, seen in the forms of rating, tagging and
commenting on content [2]. User-contributed comments of-
fer a much richer source of contextual information than rat-
ings or tags, albeit often a “messy” source of information.
Comments are often variable in quality, substance, relevance
and style [2].
An online news portal serves many diﬀerent roles [3]. These
rolls fulﬁl the following tasks:
• educating people,
• providing instant access to the latest news,
• providing feedback for news provider, and
• easily accessible source of information for the general
public.
The importance of the roll that online news play in the me-
dia sector (especially when educating and informing people)
leads news providers to strive to provide content of higher
quality. To ensure high quality in user submitted content
(such as comments on articles), news providers attempt to
moderate or curate the content. Several systems of con-
tent moderation have been designed and implemented in the
past. These will be explained in Section 7.
2. PROPOSED APPROACH
Previous studies [4, 5, 2] have investigated classiﬁcation
techniques and regression approaches for ranking comments.
The authors mentioned above extracted quality-based fea-
tures from comments using some of the feature extraction
techniques mentioned in Section 3. We attempt to show that
the same quality-based features are insuﬃcient for predict-
ing a comment’s popularity within the community, but that
using only content-based features are better suited (or can
at least serve to augment traditional quality-based features).
We will also compare the eﬃciency of the two feature sets
for predicting user engagement.
For the quality-based features, we incorporate feature ex-
traction techniques from previous authors. The content-
based feature extraction is a new technique for comment
ranking (to our knowledge) and seeks to improve on the pro-
posed techniques by instead using a bag-of-words vectors as
a feature set. We predict that the quality-based features
might be a better predictor of editor preference (over com-
munity preference), but the provided data was insuﬃcient
to test this hypothesis.
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For the supervised learning approaches, a regression ﬁl-
ter [6, 7] is applied to a comment and it classiﬁes the com-
ment based on a provided feature set. The regression clas-
siﬁer predicts a continuous numerical value for a comment.
We will also investigate the eﬀect of categorising the depen-
dent variable and translating the problem into a classiﬁca-
tion problem.
Figure 1: A typical News24 comment thread.
The features will all be extracted from a comment database
provided by News24.com (the nature of the data sets are ex-
plained in Section 6.1). News24 is a popular South African
news provider that allows its users to leave comments on
articles. Figure 1 shows a typical comment thread where
one user posted a comment and another user commented on
his comment (this is an example of the 1-tier commenting
that News24 permits). Each article has multiple threads of
comments associated with it. These comments will form the
basis for our investigation.
3. FEATURE EXTRACTION
Training data is comprised of rows that each consist of a
feature vector and an associated value. The model is trained
on this training set. The model can then be used to predict
the value of a candidate feature vector (a new comment, for
instance). The choice of features to use in the training data
depends on the domain of the data, as well as the relevance
of the features [8].
Consider a set of articles {a1, a2, ..., ak}. Denote the ith
article by ai, and its set of n comments by {ci1, ci2, ..., cin}.
For each comment cij , a set of features Fcij = {f1, f2, ..., fm}
is extracted. The training data then consists of rows of the
form {(Fc11 , rc11), ..., (Fckn , rckn)} where a tuple (Fcij , rcij )
indicates a feature set Fcij for comment cij , and the associ-
ated community rating rcij .
We extracted quality-based features, based on previous
work. We then explain how a content-based feature set is
extracted as a comparison.
3.1 Quality-Based Features
The various features used for the quality-based feature set,
are discussed below. The features can be categorised into
surface features, lexical features and sentiment features.
• Surface Features
– Timeliness. This feature reﬂects the response time
of a user’s comment in relation to when the rele-
vant article was posted [9].
– Lengthiness. This feature is a simple measure of
the length of a comment relative to the average
length of comments of that article [9].
– Uppercase Frequency. This feature is a count of
the number of words that are completely upper-
case [2].
– Question and Exclamation Frequency. Both fea-
tures are the counts of the number of sentences in
the comment that end in question and exclama-
tion marks respectively [10]. The values are given
as a percentage of the total number of sentences.
• Lexical Features
– Complexity. The complexity of a comment is mea-
sured by the entropy of the words in the com-
ment [2]. Intuitively, it represents the diversity
in word choice in the comment. A low entropy
score would indicate that a comment has few or
repetitive words.
– Spelling. This feature measures the frequency of
misspelled words in the comment. The feature is
calculated by looking up each word in a dictio-
nary and recording the percentage of words that
cannot be found in the dictionary. The dictio-
nary is comprised of words extracted from Peter
Norvig’s spell checker data sources [11] and the
NLTK [12] sources for male and female names.
In future, it would be beneﬁcial to collect data on
South African English spelling and use that for
the feature.
– Profanity. This feature measures the frequency
of profane words in the comment. Similar to the
spelling feature, the feature value is calculated by
looking up each word in a dictionary of profane
language and recording the percentage of words
that can be found in the list of banned words. The
list is built from a list published by Alejandro U.
Alvarez [13]1.
– Informativeness. This feature attempts to cap-
ture how unique a comment is within its relative
thread. The measure that was used, is the stan-
dard Term Frequency - Inverse Document Fre-
quency (TF-IDF [14]).
– Readability. The readability of a comment is de-
ﬁned as with what ease the reader is able to read
the comment (determined by the Flesch Read-
ing Ease Test (FRES) [15]). A high score (above
90) indicates that the text can be understood by
an average 11-year old, whereas conversely, a low
score (between 0 and 30) indicates that the text
will probably only be understood by university
graduates.
– Relevance. The relevance of a comment can be
measured relative to the article or relative to the
comment thread that the comment is present in.
To calculate the relevance within the comment
thread, the overlap between the words in the com-
ment and the words in the article’s comments, is
quantiﬁed. For this, a bag-of-words vector of the
100 most frequent words is generated from all the
1The list tries to take common purposeful misspellings of
words into account. Eg. ‘butt’ and ‘buttt’ are both in the
list. In future, a more domain speciﬁc list should be con-
structed.
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comments on an article. Similarly, to calculate a
comment’s relevance to the article, a bag of words
is generated from the body of the article.
• Social Features
– Sentiment. The text in a comment can be classi-
ﬁed as either subjective or objective, and further
more as positive or negative (if it was classiﬁed as
subjective). A trained classiﬁer was used to pre-
dict the sentiment of a comment. The classiﬁer
was trained and tested with a corpus of 100,000
real tweets (from Twitter 2) that were classiﬁed as
either positive or negative. The classiﬁer achieved
a prediction accuracy of 84.7%.
– Subjectivity. The subjectivity of the comment is
also captured as a feature. If a comment is be-
tween 45% and 55% positive, the comment is clas-
siﬁed as objective, otherwise it is classiﬁed as sub-
jective.
– Engagement. Since News24 uses a one-tier com-
menting system, users can either leave a new com-
ment (“parent” comment) or comment on an al-
ready posted comment (“child” comment). This
feature counts the number of child comments to
each parent comment.
3.2 Content-Based Features
The above mentioned features attempt to capture the
“quality” of a comment. Another way to characterise a com-
ment, is to use the actual content of the comment. To cap-
ture this, a list of the most used words in the entire comment
space is compiled. Then, for each comment, a vector of the
number of occurrences of each word in the comment is cre-
ated.
For accuracy, stopwords [16] are not consider for the fre-
quent words list. Also, only the stems of words are consid-
ered. This is done to group plurals and other word variations
into a single representative stem. The Porter stemming al-
gorithm [17] is used (from within the NLTK package [12])
for stemming.
3.3 Value Extraction
The supervised learning methods require a dependent vari-
able (or predictor). Two measures of determining the depen-
dent variable are investigated for this project, engagement
and popularity. The engagement that a comment attracts
is measured in the percentage of votes on an article, while
the popularity is measured by the vote ratio. For the clas-
siﬁcation methods, the values are discretised into two, three
or ﬁve balanced categories. The details of the methods are:
• Percentage of Total Votes - The ratio of likes to dis-
likes of a comment: v = (likes+dislikes)/(#article votes).
• Vote Ratio - The ratio of likes to dislikes of a com-
ment: v = likes+ c/(likes + dislikes + 2 ∗ c). c is a
correction term to deal with comments with zero likes
or dislikes (set to 5 in our experiments).
2This was chosen as a training set, as it is the closest training
set we could ﬁnd that relates to comments.
4. DATA PREPROCESSING
Various assumptions are made about the training data
for the regression and classiﬁcation models [18]. Firstly, re-
gression (speciﬁcally) assumes that each feature is normally
distributed (have a zero mean and one unit variance). Sec-
ondly, it is assumed that the features are measured without
error and are reliable.
4.1 Normalisation
The range of values determined by the above mentioned
features varies widely. The regression models that will be
considered, all prefer the data to be normalised. If the data
is not normalised, it could result in distorted relationships
between the features and the value variable [18]. Feature
normalisation involves manipulating the feature set to have
a zero mean and variance of one.
The goal of standardizing the feature set, is to ensure that
the features are in similar ranges. Additionally, standard-
izing the data allows algorithms such as gradient descent
(used in linear regression) to converge faster, and leads to
improved performance in algorithms such as Support Vector
Regression [19].
4.2 Feature Selection
Reducing the dimensionality of the feature space, results
in faster performance for the regression and classiﬁcation
models, as well as a lower variance in the data which means
the models can better generalise [20].
A linear regression test is applied to each feature, to es-
tablish its F-score [21]. The test works by orthogonalizing
the regressor and the data, then computing the correlation
between the regressors and ﬁnally calculating the F-score.
The top K (six in our case) of the features are then selected
and are cross multiplied to form K! new features which are
then added to the existing data. When the algorithm was
run on the quality-based features, it identiﬁes the following
six best predicting features: readability, sentiment, subjec-
tivity, thread relevance, timeliness and engagement.
5. REGRESSION MODELS
We apply various regression techniques to determine the
predicted community rating of an unrated comment. Re-
gression is a statistical processes to estimate a relationship
between variables. In this case, a regression model will help
estimate the relationship between a set of features and a
score. After a relationship has been estimated, the model
can be used to predict the value when presented with a new
feature set.
Two regression models will be compared to determine
which model best ﬁts the data domain and performs the
best, as well as which model gives the highest prediction ac-
curacy. The regression models that will be considered are:
• linear regression [22] and
• support vector regression (with rbf kernel) [23]
The alternative to the regression approach, would be to
discretise the continuous value of the regression variable into
classes, and using it as input for classiﬁcation algorithms.
For both approaches to determine the dependent variable,
the continuous value was binned into sets of two , three and
ﬁve classes respectively.
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As with regression, the classiﬁcation algorithms are in-
stances of supervised learning techniques that trains on a
speciﬁed training set of features and classiﬁcation variables.
Four classiﬁcation algorithms will be compared and ex-
perimented with and evaluated accordingly. The classiﬁers
that will be considered are:
• support vector classiﬁcation (with rbf kernel) [24],
• support vector classiﬁcation (with linear kernel),
• logistic regression [25], and
• random forest classiﬁcation [26].
Both the regression and classiﬁcation models were imple-
mented with the Scikit-Learn Python library [27].
6. EXPERIMENTS
For all the experiments discussed below, regression, as well
as classiﬁcation with two, three and ﬁve balanced classes, are
compared. The regression models are scored by doing a 50
fold cross-validation and taking the mean R2 score [28]3 of
all the folds. The classiﬁcation experiments are evaluated
with an accuracy score4.
We investigate another measure of predictive accuracy by
ranking a list of comments using some ordering. This rank-
ing is then compared to an ideal ordering, determined by
ranking the same set of comments by community ratings
(like to dislike ratio).
The correlation of the two rankings are measured using
normalized discounted cumulative gain (NDCG [29]). NDCG
reﬂects the intuition that accuracy at the top of the list is
more important than ranking errors further down the list,
which ﬁts the comment ranking model well [2]. NDCG gives
a score ranging from 0 to 1, where a higher score indicates
a greater correlation between the predicted rank order and
the ideal rank order.
6.1 Experimental Setup
For regression, we compare three diﬀerent types of fea-
ture sets and both the vote ratio and percentage of votes
are used as the dependent variables. For the classiﬁcation
experiments, only the vote ratio is investigated as a depen-
dent variable.
Firstly, the quality-based feature set, mentioned in Section
3, is used, as well as the features obtained through feature
selection (the top six features explain 70% of the variance
and are cross multiplied to form extra features). Only com-
ment threads with more than 50 comments are considered.
Individual comments are disregarded for the training set,
if they have less than ﬁve likes or dislikes respectively, less
than 50 combined likes and dislikes, or contain less than 100
words. This results in a feature set containing 10296 ob-
jects, each consisting of 40 features. The training and test
sets make up 67% and 33% of the feature set, respectively.
Secondly, the content-based feature set (a bag-of-words
vector) is used. The vector consists of the 100 most used
words in the comment space and the frequency at which
each comment uses those words.
3a value between zero and one where a higher value repre-
sents better predictive accuracy
4The percentage of samples correctly classiﬁed. Thus, a
higher value represents better predictive accuracy
The ﬁnal feature set consists of the bag-of-words vector,
concatenated to the extracted feature vector.
6.2 Results
Feature Set % of Votes Vote Ratio
Quality-Based 0.152 0.029
Content-Based 0.032 0.116
Quality + Content 0.150 0.125
Table 1: Linear Regression Result Summary Table.
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Figure 2: Regression results for training on like-to-
dislike ratio.
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Figure 3: Regression results for training on percent-
age of total number of votes.
1st
Figure 2 shows that quality-based features are insuﬃ-
cient to predict community preference (when using vote ra-
tio), but that content-based features, as well as quality- and
content-based features combined, show better performance.
Figure 3 shows that quality-based features are better suited
for predicting engagement (percentage of votes). Augment-
ing the quality-based features with the content-based fea-
tures yields similar results.
Algorithm Two Types Three Types Five Types
SVC 0.594 0.425 0.253
Linear SVC 0.616 0.439 0.285
Random For-
est
0.588 0.412 0.265
Logistic
Regression
0.619 0.438 0.289
Table 2: Results for classiﬁcation on the quality-
based features.
Algorithm Two Types Three Types Five Types
SVC 0.661 0.474 0.314
Linear SVC 0.652 0.466 0.314
Random For-
est
0.637 0.430 0.278
Logistic
Regression
0.653 0.468 0.309
Table 3: Results for classiﬁcation on content-based
features.
Algorithm Two Types Three Types Five Types
SVC 0.647 0.454 0.313
Linear SVC 0.662 0.455 0.321
Random For-
est
0.622 0.410 0.280
Logistic
Regression
0.662 0.451 0.323
Table 4: Results for classiﬁcation on both quality-
and content-based features.
The results in Tables 2 to 4 show that the accuracy of the
classiﬁer degrades as the data is segregated into more cate-
gories, as is expected. It is also evident that, in general, Sup-
port Vector Classiﬁcation performed better than the other
models. Table 3 shows that SVC obtains an average accu-
racy of 47.4% with classifying on the bag-of-word vectors.
This is almost as accurate as the classiﬁcation scores ob-
tained by Wanas et al. [9] (49%), and is deemed suﬃciently
accurate given the context.
The content-based feature classiﬁcation clearly outper-
forms classiﬁcation on quality-based features, but also when
the quality-based features are added to the content-based
features.
Training the regression model on total number of votes,
rather than the like-to-dislike ratio, results in signiﬁcantly
higher R2 scores in the regression experiments, indicating
that the total number of votes is a better indicator of com-
munity preference.
Table 5 shows that the regression accuracy increases loga-
rithmically with the content-based regression model, as the
Vector Size R2
50 0.061
100 0.115
200 0.129
500 0.178
1000 0.181
Table 5: Linear Regression on word vectors of dif-
ferent sizes.
size of the vector increases. This shows that even better re-
sults are possible with larger vector sizes, but should plateau
and diminish when the vectors become too sparse.
6.3 Rank Correlation
Using the trained classiﬁers, we impose an ordering (or
ranking) on a set of comments. This ranking is then com-
pared to an ideal ranking with the NDCG measure.
For the experiment, a linear regression classiﬁer is trained
with a training set consisting 19014 comments. The NDCG
score is computed with a K value that indicates how many
from the list is considered for the comparison (we used K =
20). The model is trained and tested with 20-fold cross vali-
dation, so the NDGC scores reported in Table 6 is the mean
of 20 recorded scores. The classiﬁer is used to predict and
rank the list of comments, and the comments’ real commu-
nity like-to-dislike ratio (as in Section 3.3) is used as the
ground-truth ordering. NDCG scores range from 0 to 1,
where a higher NDCG score indicates that the list ordering
in question correlates well to the ideal ordering (i.e. ordered
by vote ratio). Table 6 shows that content-based features
correlate better to the community ordering.
Quality-Based Content-Based Both
0.597 0.782 0.759
Table 6: Normalized Discounted Cumulative Gain
with diﬀerent feature sets for the classiﬁer predicted
comments against the community ranked comments.
Further, Figure 4 shows how other orderings compare to
our classiﬁer orderings. The ‘Random Ordering’ simply im-
poses a shuﬄe on the comments and runs the NDCG al-
gorithm on the result (intuitively, this should give a lower
NDCG score, since the order is arbitrary). The ‘Timestamp
Ordering’ ranks comments in the order that they arrived
on the website, with the oldest comment being ranked ﬁrst
(similarly, the order is arbitrary regarding comment popu-
larity, so it should give a lower score).
Figure 4 shows that ordering the comments according to
date, or randomly, results in a list that does not corre-
late well with the community preference, for any feature
set. What is encouraging, is that our proposed automatic
ranking algorithm performs much better than the other two
orderings when the bag-of-words feature vector is used, and
according to Table 6, shows comparable performance to the
classiﬁer designed by Hsu et al [2].
7. PREVIOUS WORK
Our work in this paper is based on previous studies of
comment ranking techniques by Lampe and Resnick [30],
Wanas et al. [9], and Hsu et al. [2].
1st
Features Bag-of-Words Both
0
0.2
0.4
0.6
0.8
N
D
C
G
sc
o
re
Random Ordering
Timestamp Ordering
Classiﬁer Ordering
Figure 4: A comparison of NDCG scores for the
diﬀerent feature sets and diﬀerent list ordering
schemes.
7.1 Community Moderation
Lampe and Resnick [30] asked the question: “Can a sys-
tem of distributed moderation quickly and consistently sep-
arate high and low quality comments in an online conversa-
tion?”. Their analysis showed that a system that uses the
participants in an online conversation as moderators, can
eﬃciently rank comments so as to improve the quality of
the conversation. They focused their investigation on slash-
dot.org.
Firstly, they used the properties of the comments left by
users (comment length, word usage), as well as the prop-
erties of the authors themselves (frequency of posting, fre-
quency of response) as ways to classify comment. They then
found that the judgements of other users were better indi-
cators of which comments needed attention.
Their investigation then involved building a regression
model that predicted the ﬁnal score of an unmoderated com-
ment (what we based our models on), based on the classiﬁed
comments that the users provided.
7.2 Automatic Scoring and Classiﬁcation
Wanas et al. [9] seeked to improve on the work done by
Lampe and Resnick [30]. The latter’s rating system noticed
that a signiﬁcant amount of time had to pass before users
could identify good quality comments. Additionally, ear-
lier posts received more attention. Wanas et al. proposed
a scheme of automatic post ranking based on supervised
learning techniques (Support Vector Classiﬁcation). Similar
work was done by Hsu et al. [2], but using Support Vector
Regression.
The features that Wanas et al. used, were based on fea-
tures designed by Weimer et al. [10], and consisted of various
features categorised into ﬁve classes. Those classes were rel-
evance, originality, forum-speciﬁc, surface (frequency of cap-
italised words, quality of grammar, etc.) and posting com-
ponent features (presence and quality of weblinks in posts).
The trained classiﬁer designed by Weimer et al. merely clas-
siﬁed posts as ‘bad’ or ‘good’ and required that posts used
as training data observe proper use of language and linguis-
tic rules. As observed by Wanas et al, this is not always
the case in online forums. They focused their investigation
on providing ﬁner ratings for posts, as well as taking vari-
ous linguistic phenomena that frequent online forums, into
account.
Their experiments showed their classiﬁer to be 49.5% ac-
curate when classifying posts as bad, average and good (in
terms of their deﬁnition of quality). They claim the accuracy
to be suﬃcient to provide rankings for posts. Their exper-
iments also showed that structural features of posts were
more signiﬁcant in classiﬁcation than features analysing the
actual text. This means language independent approaches
could be adopted, and led us to investigate improving upon
quality-based features with content-based features.
8. CONCLUSION AND FUTURE WORK
The regression and the classiﬁcation results show that the
quality-based features lack in predicting the community pop-
ularity of a comment. This could be attributed to biased vot-
ing patterns in the community, eg. users that would “like” a
comment multiple times if it supports their viewpoint (po-
litically, religiously, or otherwise), but not necessarily eval-
uate the comment’s quality. Using content-based features
performs signiﬁcantly better and allows us to achieve high
comment rank correlation (NDCG) to the community’s pref-
erence.
The quality-based features are, however, better suited for
predicting the engagement a comment will receive from users
in a comment thread.
Future expansions of this research will include designing
speciﬁc features for the language domain, that incorporate
a list of profanities speciﬁc to South African English.
The investigated models will also be trained and tested on
comments scored by independent editors. We predict that
the quality-based features should perform better when pre-
dicting editor preference, since it would represent the per-
ceived ordering of comments according to the designers of
the commenting system and their desire for what the quality
of the comments should be.
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