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En el presente trabajo se estudia el feno´meno de sincronizacio´n en redes com-
plejas. E´stas son sistemas que esta´n formados por conjuntos de elementos relacio-
nados entre s´ı para lograr un fin comu´n, han sido catalogados como complejos por
la gran cantidad de elementos que los conforman y por la dina´mica no lineal que
presentan los elementos y las interacciones entre ellos. A partir de la complejidad
en las interacciones y los elementos surgen las propiedades emergentes, como por
ejemplo la sincronizacio´n, un feno´meno que no puede ser explicado a partir de las
propiedades de los elementos por s´ı solos.
La sincronizacio´n es el comportamiento estable en el tiempo en el que, debido al
acoplamiento entre los elementos, la dina´mica de todos los elementos de un sistema
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es la misma. Ejemplos claros y espectaculares de sincronizacio´n se observan en los
grupos de lucie´rnagas que sincronizan la emisio´n de la luz durante el apareamiento
o en las ce´lulas musculares en el corazo´n latiendo al mismo tiempo. Para que esta
propiedad emerja deben combinarse balanceadamente varios factores, destacando las
interacciones entre los elementos del sistema y las de cada uno con el medio ambiente
en que se encuentren.
La mayor´ıa de los trabajos en el contexto de las redes complejas, han buscado
las condiciones necesarias para la aparicio´n de la sincronizacio´n en la estructura de la
escala local o en las propiedades macrosco´picas, sin lograr describir adecuadamente
las caracter´ısticas ma´s importantes que los sistemas complejos presentan ya que
frecuentemente presentan una organizacio´n en mo´dulos.
Hasta hace poco tiempo, se ha reconocido que la organizacio´n mo´dular es
fundamental para la manera en que un sistema complejo se desenvuelve. As´ı que,
en este trabajo nos hemos interesado en estudiar co´mo surge este rango intermedio,
dado que en las redes reales se encuentra esta estructura mo´dular, aunque hasta
ahora no se sabe co´mo es que surge.
La existencia de mo´dulos en una red para “mejorar una tarea” esta´ muy re-
lacionada con la coexistencia del establecimiento de subtareas colectivas y la coor-
dinacio´n de e´stas a escala global, estos feno´menos son conocidos como segregacio´n
e integracio´n. Como por ejemplo, cualquier tarea realizada por el cerebro se realiza
dividie´ndola en pequen˜as subtareas (segregacio´n), ejecutadas en regiones espec´ıfi-
cas del cerebro (mo´dulos) que posteriormente son coordinadas (integracio´n) para
conseguir el resultado deseado.
Objetivos y me´todo de estudio: En este trabajo se estudia el problema de
integracio´n/segregacio´n desde el punto de vista de las redes complejas, considerando
que la topolog´ıa de la red no es esta´tica; esto es porque existe un mecanismo adap-
tativo que esta´ actuando sobre los enlaces en la red. En e´sto el objetivo es identificar
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bajo que´ condiciones ocurre la sincronizacio´n en redes y que´ propiedades estructu-
rales esta´n presentes en la topolog´ıa de la red cuando ocurre la sincronizacio´n.
El objetivo principal es desarrollar un algoritmo de formacio´n topolo´gica para
una sincronizacio´n eficiente, basado en la interrelacio´n entre las propiedades estruc-
turales, locales y globales, y las propiedades dina´micas de un sistema.
En particular, se experimenta computacionalmente con las principales propie-
dades estructurales descriptivas, globales y locales, de las redes cuando han sido
modificadas con el mecanismo propuesto, y as´ı aclaramos la relacio´n entre estos
resultados y los observados para sincronizacio´n en ambas escalas, global y local,
por medio de la formulacio´n de un modelo dina´mico para alcanzar la sincronizacio´n
eficientemente.
Para lograr alcanzar los objetivos proponemos un modelo dina´mico con el cual
se modela la evolucio´n en el tiempo tanto de la conexio´n entre cada par de elementos
como la evolucio´n de cada uno de los elementos en el sistema. Con este modelo
podemos determinar las relaciones antes mencionadas.
Contribuciones y conclusiones: Se propuso un algoritmo para la formacio´n
topolo´gica de redes en el cual se consideran medidas de sincronizacio´n a nivel local
y global, propiedades topolo´gicas como el grado promedio, el grado promedio de los
vecinos, la modularidad y la asortatividad.
En el modelo se proponen dos funciones para la evolucio´n de un sistema, a)
con una se modela la dina´mica (evolucio´n en el tiempo) del comportamiento de
las conexiones entre pares de elementos (enlaces) en el sistema y b) con la otra se
modela la correlacio´n entre cada par de elementos en el sistema. Tambie´n se propone
una medida de desempen˜o para la sincronizacio´n a nivel local la cual nos permite
cuantificar nume´ricamente el nivel de sincronizacio´n local.
El principal resultado encontrado es que la modularidad, una caracter´ıstica
global, puede naturalmente surgir en una red cuando se considera que los enlaces
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esta´n evolucionando, es decir, por medio de las propiedades dina´micas en la escala
local. Este resultado es importante porque en la literatura las propuestas para estu-
diar la formacio´n de mo´dulos en redes complejas se basa en suponer una estructura
topolg´ica pre-impuesta, aunque es bien sabido que en la naturaleza existen sistemas
complejos que presentan una estructura mo´dular que ha emergido naturalmente,
por lo que lo ma´s relevante para lograr entender la formacio´n de tales mo´dulos, es
proponer nuevos estudios con los cuales esta caracter´ıstica emerja naturalmente.
En conclusio´n, se ha propuesto un modelo adaptativo para sincronizacio´n en
redes. Se implementaron medidas para cuantificar la sincronizacio´n en la escala tanto
global como local. La regla propuesta para la evolucio´n de los enlaces ponderados
evita tener que definir una topolog´ıa de red inicial y por tanto tener que elegir un
modelo para la generacio´n de la topolog´ıa, y as´ı se optimiza la topolog´ıa de la red
para que la sincronizacio´n sea ma´s fa´cil.
Tambie´n se observo´ que incluso en ausencia de la sincronizacio´n global, un
alto grado de sincronizacio´n local puede prevalecer. Los resultados experimentales
mostraron que debido a la naturaleza del modelo propuesto, e´ste es adecuado para
estudiar la sincronizacio´n en conjunto con la formacio´n topolo´gica.
La caracterizacio´n de la topolog´ıa de las redes resultantes se ha hecho en te´rmi-
nos de la medida de asortatividad y la medida de modularidad. Se observo´ que la
sincronizacio´n y las propiedades estructurales pueden afectarse mu´tuamente. Con
lo anterior se prueba que ambas se influyen de forma mutua y que tal influencia
requiere de una estructura modular la cual es determinada de forma evolutiva. Esto
es de intere´s ya que en la literatura existente el estudio de sincronizacio´n es bajo
topolog´ıas pre-impuestas; el enfoque presentado en este trabajo permite el estudio
de co´mo la sincronizacio´n y procesos semejantes afectan la formacio´n de comunida-
des, para complementar el trabajo existente sobre co´mo la presencia de comunidades
afecta a la sincronizacio´n.
Cap´ıtulo 1
Introduccio´n
En las secciones 1.1 y 1.2 se describe brevemente que´ es un sistema y que´ es sincro-
nizacio´n en el contexto de este trabajo. En las secciones 1.3 y 1.4 se describe cua´l es
el problema que abordamos y se plantea el trabajo que proponemos en esta investi-
gacio´n. En la seccio´n 1.5 se presenta la justificacio´n. En las secciones 1.6, 1.7 y 1.8
se describen respectivamente el objetivo, la hipo´tesis supuesta y las contribuciones
cient´ıficas que se han logrado con este trabajo.
1.1 ¿Que´ es un sistema?
Un sistema es un conjunto de elementos relacionados entre s´ı para lograr un
fin comu´n. A nuestro alrededor podemos encontrar una gran cantidad de sistemas,
tanto naturales como artificiales, que podemos clasificar de forma ba´sica en cuatro
categor´ıas: triviales, simples, complicados y complejos [Chialvo, 2004].
Aqu´ı nos interesamos en aquellos catalogados como complejos debido a la gran
cantidad de elementos que los conforman y a la dina´mica no lineal que presentan,
tanto los elementos como las interacciones entre los elementos. Es a partir de esa
complejidad en las interacciones y los elementos de donde surgen las llamadas pro-
piedades emergentes, las cuales no pueden ser explicadas a partir de las propiedades
de los elementos aislados. De hecho no es raro que a partir de las conductas simples
de las partes que conforman un sistema complejo, se observen propiedades o procesos
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extremadamente complejos en el conjunto que no son reducibles al comportamiento
de sus partes constituyentes.
Por ejemplo, en las colonias de hormigas se observan conductas emergentes y,
sin embargo, los agentes individuales del sistema solo prestan atencio´n a sus veci-
nos inmediatos. No esta´n recibiendo o´rdenes de un agente central. Cada hormiga
actu´a localmente pero todas ellas producen un comportamiento global coherente y
complejo [M. Uhrmacher and Weyns, 2009].
Figura 1.1: Las hormigas son un buen ejemplo de conductas emergentes.
Otro ejemplo es el cerebro de cualquier animal. Alan L. Hodgkin y Andrew
Huxley recibieron el premio Nobel en 1963 por un modelo, propuesto en 1952, que
describ´ıa las corrientes io´nicas que provocan el inicio y propagacio´n de los potenciales
de accio´n en una neurona de calamar. As´ı pues, el comportamiento de una neurona
aislada es bien conocido. Sin embargo, este conocimiento no arroja ninguna luz sobre
los feno´menos emergentes observados en cualquier cerebro, como son la memoria o
la percepcio´n de un color o un sonido. Este hecho se suele resumir con la frase “El
total es ma´s que la suma de las partes”.
Los sistemas complicados tambie´n esta´n formados por muchas partes y en
e´stos basta con saber co´mo funciona cada una de las partes que los conforman para
entender el funcionamiento total del sistema, por ejemplo un avio´n, en el cual un
especialista (meca´nico de aviacio´n) conoce muy bien el funcionamiento de e´ste y la
utilidad de cada una de las piezas que lo componen.
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En cambio, en un sistema complejo hay ma´s informacio´n que la que propor-
ciona cada parte independiente. Por eso para describir un sistema complejo no solo
hace falta conocer el funcionamiento de las partes, sino que tambie´n hace falta co-
nocer co´mo se relacionan las partes entre s´ı. Volviendo al ejemplo de las colonias de
hormigas, en e´ste hace falta conocer las conductas emergentes que son el producto
del conjunto de las relaciones entre las partes, para entender el funcionamiento total
del sistema.
Los sistemas adaptativos complejos son un tipo especial de sistemas complejos.
Son complejos en el sentido de que son diversos y conformados por mu´ltiples ele-
mentos interconectados y son adaptativos porque tienen la capacidad de cambiar y
aprender del pasado.
Los sistemas simples se caracterizan por tener una menor cantidad de elemen-
tos interactuando, a diferencia de los sistemas complicados y los complejos, y las
interacciones entre sus elementos y su comportamiento son no lineales, como por
ejemplo los sistemas cao´ticos. Note que aqu´ı simple no implica que tengan un com-
portamiento sencillo.
En los sistemas triviales tambie´n se tiene una cantidad menor de elementos y se
caracterizan por la linealidad que presentan en las interacciones entre sus elementos
y su comportamiento.
1.2 ¿Que´ es sincronizacio´n?
De entre los muchos procesos emergentes que se pueden observar en un sistema
complejo, uno de los ma´s interesantes y que ma´s atencio´n recibe de la comunidad
cient´ıfica es la sincronizacio´n. Sincronizacio´n es el nombre que recibe el comporta-
miento estable en el tiempo en el que, debido al acoplamiento entre los elementos,
la dina´mica de todos ellos es la misma, cf. Figura 1.2.
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Figura 1.2: Comportamiento de dos sistemas en el tiempo cuando esta´n acoplados y
cuando no.
En la naturaleza existen muchos ejemplos de sincronizacio´n, y en algunos casos
son verdaderos especta´culos. Por ejemplo, el movimiento de miles de peces en un
banco, las parvadas de aves, los grupos de lucie´rnagas que sincronizan la emisio´n
de luz durante el apareamiento, las ce´lulas musculares en el corazo´n latiendo al
mismo tiempo, o el pu´blico de un concierto cuando todos aplauden al un´ısono para
convencer al artista de volver a actuar, Strogatz [2003].
Para lograr llegar a la sincronizacio´n deben combinarse en un balance sutil
varios factores, siendo los ma´s destacados las interacciones entre los elementos del
grupo y las de cada individuo con el medio ambiente en que se encuentra. Aunque
este balance ha sido estudiado mediante varias herramientas, el aqu´ı presentado es
el ma´s moderno y el que ma´s resultados ha conseguido. El enfoque para abordar
este tipo de problemas es la teor´ıa de redes complejas. Su e´xito reside en que su
esquema teo´rico incluye herramientas de la teor´ıa de sistemas dina´micos, que sirven
para tratar con sistemas no lineales, y de la teor´ıa de grafos, adecuada para tratar
muchos elementos que interaccionan de forma no trivial.
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1.3 Descripcio´n del problema
Hasta hace poco tiempo, la mayor´ıa de los trabajos sobre sincronizacio´n, en
el contexto de las redes complejas, han buscado las condiciones necesarias para su
aparicio´n, ya sea en la estructura de la escala local de sistemas complejos reales bajo
estudio o en sus propiedades macrosco´picas. En el primer caso se analiza co´mo la
sincronizacio´n depende de lo que sucede en el entorno de cada uno de los constitu-
yentes del sistema complejo, es decir, cuando se considera uno de los constituyentes
y todos aquellos que interaccionan con e´l. En el segundo, el origen de la sincroniza-
cio´n se busca en caracter´ısticas globales del sistema, es decir, cuando se ignoran la
individualidad de los constituyentes.
Sin embargo, ninguna de estas descripciones pueden describir adecuadamente
las caracter´ısticas ma´s importantes que aparecen al estudiar el problema de sincro-
nizacio´n en redes complejas, puesto que en ellas es muy frecuente su organizacio´n
en mo´dulos o comunidades (ambos te´rminos aparecen en la literatura) [Almendral
et al., 2011]. E´stos son conjuntos de elementos que esta´n formados por elementos
fuertemente interrelacionados entre ellos, pero estando estos conjuntos escasamente
interrelacionados con los dema´s. En estos casos, las caracter´ısticas ma´s importantes
del sistema surgen en el nivel intermedio entre la escala local y global. Pero a este
nivel, los para´metros para caracterizar local o globalmente una red no nos sirven
para identificar esas propiedades.
Desde el trabajo de Michelle Girvan y Mark Newman, sobre el descubrimiento
de la estructura modular de las redes en redes sociales y biolo´gicas, fue evidente que
los sistemas en la naturaleza, frecuentemente, presentan estructuras organizadas en
mo´dulos [Girvan and Newman, 2002]. Recientemente esta organizacio´n modular ha
sido reconocida como fundamental para la manera en que un sistema complejo se
desenvuelve (funciona o trabaja) [Almendral et al., 2011]. Por ejemplo, en las redes
metabo´licas, una comunidad esta´ compuesta por todos los metabolitos que participan
en una funcio´n espec´ıfica del metabolismo de una ce´lula; o en las redes sociales, como
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por ejemplo Facebook o Twitter, las comunidades pueden dar una gran informacio´n
sobre co´mo evolucionan las opiniones o la propagacio´n de rumores [Arenas et al.,
2008].
Nos hemos interesado en estudiar co´mo aparece este rango intermedio ya que
muchas redes reales presentan una estructura modular, pero hasta ahora no se sa-
be co´mo es que surge. As´ı, con el fin de obtener una mejor comprensio´n sobre el
efecto de la modularidad en la sincronizacio´n, un tema importante que requiere un
estudio detallado es el crecimiento y la formacio´n de esta mesoescala en los sistemas
complejos. En general los modelos existentes de crecimiento de redes introducen la
modularidad a trave´s de argumentos topolo´gicos, pero poco se sabe de que´ procesos
evolutivos, basados en la sincronizacio´n, dan lugar a la modularidad. Es decir, hasta
ahora se ha estudiado el impacto de la estructura en la funcio´n (sincronizacio´n) pero
no co´mo la funcio´n determina la estructura.
1.4 Trabajo propuesto
En este trabajo se presenta un modelo, en el contexto de las redes complejas,
en el cual la formacio´n de la mesoescala es dina´micamente conducida por una regla
simple adaptativa. Ma´s precisamente, se considera una red formada por osciladores
de Kuramoto (c.f. seccio´n 2.5) acoplados mediante enlaces que evolucionan segu´n
una dina´mica dependiente del estado de sincronizacio´n del sistema. Los enlaces son
definidos con dos estados, 1) los enlaces que unen nodos de dina´micas similares son
reforzados y 2) los enlaces que unen nodos con dina´micas diferentes (as´ıncronos) son
debilitados. De esta forma, se pretende mostrar que la presencia de la modularidad y
la sincronizacio´n (asociada a la existencia de subtareas colectivas) esta´n interrelacio-
nadas. Se demuestra que la presencia de modularidad se relaciona con la aparicio´n
de subtareas colectivas, que a su vez, son coordinadas a nivel global.
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1.5 Justificacio´n
Una pregunta importante que sigue abierta es el rol de la mesoescala en la
produccio´n de una dina´mica colectiva y coordinada. Es evidente que la existencia
de comunidades en una red para “mejorar una tarea” esta´ muy relacionada con la
coexistencia de dos feno´menos (solo aparentemente opuestos): el establecimiento de
subtareas colectivas en la red (segregacio´n) y la coordinacio´n de dichas subtareas a
escala global (integracio´n).
Por ejemplo, cualquier tarea realizada por el cerebro (incluso la ma´s sencilla)
se realiza dividie´ndola en pequen˜as subtareas (segregacio´n), ejecutadas en regiones
espec´ıficas del cerebro (comunidades), y que posteriormente deben ser coordinadas
(integracio´n) para conseguir el resultado deseado.
Ma´s espec´ıficamente, en la interrelacio´n entre la conectividad estructural, fun-
cional y efectiva en la corteza cerebral, la segregacio´n se refiere a la existencia de
neuronas especializadas y a´reas en el cerebro, organizadas en distintas poblaciones
neuronales las cuales se agrupan para formar a´reas corticales cerebrales; y la inte-
gracio´n da lugar a la activacio´n coordinada de poblaciones de neuronas, permitiendo
as´ı la aparicio´n de estados cognitivos coherentes y de conducta. En la Figura 1.3 se
muestran los diferentes modos de conectividad cerebral.
Figura 1.3: Modos de conectividad cerebrala:a la derecha la conectividad estructural
(v´ıas de fibra), en el centro la conectividad funcional (correlaciones), y a la izquierda la
conectividad efectiva (flujo de informacio´n) en cuatro regiones del cerebro.
aOlaf Sporns, Brain connectivity. Scholarpedia, 2(10):4695, 2007.
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En una red metabo´lica sucede algo muy similar, una reaccio´n metabo´lica se
compone de muchas reacciones qu´ımicas (segregacio´n), ejecutadas por metabolitos
especializados en alguna funcio´n (comunidades), y que tienen que ser coordinadas
para que se realicen en la secuencia adecuada (integracio´n).
Esta forma de relacionar la funcio´n de un sistema y su estructura es ubicua en la
naturaleza, y eso demuestra que es una forma o´ptima de hacerlo (¡millones de an˜os de
evolucio´n no pueden estar equivocados!). Por tanto, desde una perspectiva pra´ctica,
la comprensio´n de dicha interrelacio´n permitira´ el disen˜o de sistemas guiados por
sus propiedades dina´micas.
1.6 Objetivos
El objetivo principal es desarrollar un algoritmo de formacio´n topolo´gica para
una sincronizacio´n eficiente, basado en la interrelacio´n entre las propiedades estruc-
turales, locales y globales, y las propiedades dina´micas de un sistema.
Dicho objetivo se estructura en los siguientes puntos:
Determinar computacionalmente las relaciones entre las propiedades estructu-
rales locales y globales con la eficiencia de la sincronizacio´n.
Formular un modelo dina´mico para alcanzar la sincronizacio´n eficientemente.
1.7 Hipo´tesis
En la sincronizacio´n en redes, las propiedades dina´micas y topolo´gicas se in-
fluyen de forma mutua. Dicha influencia requiere de la existencia de una mesoescala
(una estructura modular), que se puede determinar de forma evolutiva.
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1.8 Contribuciones cient´ıficas
Algoritmo de formacio´n de redes Se propone un algoritmo para lo formacio´n
topolo´gica de redes, en e´ste se consideran medidas para sincronizacio´n a ni-
vel local y global, propiedades topolo´gicas como el grado promedio, el grado
promedio de los vecinos, la modularidad y la asortatividad. En el modelo se
proponen dos funciones para la evolucio´n de un sistema: con una se modela la
dina´mica (evolucio´n en el tiempo) del comportamiento de las conexiones entre
pares de elementos (enlaces) en el sistema, con la otra se modela la correlacio´n
entre cada par de elementos en el sistema.
Medida de desempen˜o Se propone una medida de desempen˜o para la sincroni-
zacio´n a nivel local la cual permite cuantificar nume´ricamente el nivel de sin-
cronizacio´n local.
1.9 Estructura de la tesis
En el capitulo 2 se da una breve introduccio´n a las redes complejas, la herra-
mienta elegida en este trabajo (seccio´n 2.2), y a la sincronizacio´n, nuestro objetivo
(seccio´n 2.2). Posteriormente, en la seccio´n 2.4 se introduce brevemente la sincro-
nizacio´n en redes complejas. Finalmente, este cap´ıtulo concluye con el modelo de
Kuramoto en la seccio´n 2.5, en e´ste se basa el presente trabajo.
En el cap´ıtulo 3 presentamos la formulacio´n del modelo propuesto para lograr
los objetivos propuestos. Describimos las medidas tanto de sincronizacio´n como de
caracterizacio´n topolo´gica empleadas.
Los experimentos son presentados en el cap´ıtulo 4. En el cap´ıtulo 5 presentamos
la justificacio´n del porque´ en algunos casos el modelo propuesto no converge como
en el resto de los casos.
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En el cap´ıtulo 6 damos las conclusiones y comentamos brevemente algunas
l´ıneas de investigacio´n futuras que pueden dar lugar a nuevas aportaciones como
consecuencia de los resultados obtenidos.
Cap´ıtulo 2
Marco teo´rico
Es importante tener conocimiento previo sobre la terminolog´ıa que se usara´ de
aqu´ı en adelante para entender la metodolog´ıa propia de nuestro trabajo. As´ı que
en la seccio´n 2.1 se describen los conceptos y te´rminos necesarios para un mejor
entendimiento de temas como las redes complejas y la sincronizacio´n; las cuales se
introducen en la seccio´n 2.2 y en la seccio´n 2.3. Tras estos dos temas se da una breve
introduccio´n sobre la sincronizacio´n en redes complejas en la seccio´n 2.4. Por u´ltimo
se presenta en la seccio´n 2.5 el modelo de Kuramoto, modelo en el cual esta´ basado
el modelo propuesto en la metodolog´ıa de solucio´n.
2.1 Definicio´n de conceptos
Red: Una red G consiste de un conjunto de puntos V = {v1, v2, . . . , vn} llamados
nodos o ve´rtices, y un conjunto de parejas ordenadas E = {(vm, vn) ∈ V ×V },
donde cada pareja ordenada amn = (vm, vn) se llama enlace o arista del nodo
vm al nodo vn. Se suele denotar por N la cardinalidad de V y por M la
cardinalidad de E.
Red ponderada: Cuando los enlaces de una red tienen asignado un peso wmn, la
red se llama ponderada.
Red dirigida: Los enlaces tienen direccio´n del nodo vm (punto inicial) al nodo vn
(punto final).
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m
n
(vm, vn)
Figura 2.1: A cada enlace (vmvn) se le puede asignar un peso wmn.
Red no dirigida: Se dice que la red es no dirigida si para cada pareja (vm, vn) ∈ E
tambie´n existe la pareja (vn, vm) ∈ E.
Enlaces o nodos adyacentes: Dos enlaces son adyacentes si tienen un nodo en
comu´n; dos nodos son adyacentes si esta´n unidos por una enlace.
Incidencia: Un enlace amn es incidente a un nodo si lo une a otro.
Matriz adyacente: Si G es una red con N nodos, la matriz adyacente A tiene di-
mensiones N×N , cuyo elemento amn es uno si existe el enlace (vm, vn) y cero en
otro caso, m = n = 1, 2, . . . , N (la Figura 2.2 muestra un ejemplo). Obse´rvese,
que por definicio´n, para redes no dirigidas A es una matriz sime´trica.
A =


v1 v2 v3 v4 v5 v6
v1 0 1 1 0 1 0
v2 1 0 1 0 0 0
v3 1 1 0 1 0 0
v4 0 0 1 0 1 1
v5 1 0 0 1 0 1
v6 0 0 0 1 1 0

.
3
2
1
5
4
6
Figura 2.2: Grafo de seis nodos y su matriz adyacente asociada.
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Grado de un nodo: Es el nu´mero de enlaces incidentes a un nodo m. En te´rminos
de la matriz adyacente:
km =
N∑
n=1
amn. (2.1)
De forma alternativa se puede decir que el grado es el nu´mero de vecinos
que tiene el nodo m. Se llama vecino del nodo m a cualquiera de sus nodos
adyacentes. A veces km tambie´n es llamada conectividad del nodo vm. A los
nodos con grado cero se les llama nodos aislados. En la Figura 2.3 los grados
correspondientes son: k1 = 2, k2 = 2, k3 = 3, k4 = 1.
1
2
3
4
Figura 2.3: El grado para cada uno de los nodos del grafo es: k1 = 2, k2 = 2, k3 = 3,
k4 = 1.
El grado promedio es
〈k〉 =
1
N
N∑
m=1
km. (2.2)
Tambie´n es conocido como conectividad de la red.
Camino: Es una sucesio´n finita en la que aparecen alternadamente nodos y enlaces
de una red. Los nodos extremos son los nodos final e inicial del camino, y
la longitud de e´ste es el nu´mero de enlaces que contiene. Como ejemplos de
camino podemos mencionar los siguientes:
Camino euleriano: Es un camino que contiene todos los enlaces, aparecien-
do una sola vez cada uno. Una red que admite este camino se denomina
red euleriana, y sus nodos tienen grado par o dos de los nodos tienen
grado impar.
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Ciclo: Es un camino cerrado donde los u´nicos nodos repetidos son el primero
y el u´ltimo.
Camino hamiltoniano: Es un camino simple en el que todos los nodos apa-
recen exactamente cada uno una sola vez. Un ciclo que a su vez es un
camino hamiltoniano se denomina ciclo hamiltoniano, y una red que con-
tiene un ciclo hamiltoniano se denomina red hamiltoniana.
Distancia entre dos nodos: Nu´mero de enlaces que esta´n en el camino ma´s corto
entre los nodos.
Red completa: Red en la que cada par de nodos esta´ conectado por un enlace. Si
una red tiene N ve´rtices, el nu´mero de enlaces es M = N(N−1)
2
.
Red regular: Red en la que todos los nodos tienen el mismo grado, es decir, el
mismo nu´mero de vecinos.
Red conexa: Si existe un camino entre cualesquiera dos nodos se dice que la red
G es conexa.
Modularidad Dada una red, se puede definir una particio´n de sus nodos en dos o
ma´s grupos, llamados mo´dulos o comunidades. La modularidad es una medida
de la calidad de esta particio´n. Cuando en una red los nodos se pueden asignar a
subconjuntos disjuntos en los que existen muchos enlaces entre ellos, pero pocos
con el resto, la modularidad tiene un valor alto. Cuando no es posible encontrar
dicha particio´n, la modularidad es baja [Newman, 2006]. Matema´ticamente, la
modularidad de una particio´n se define como la fraccio´n de enlaces entre nodos
del mismo grupo menos la fraccio´n de enlaces que se obtendr´ıan en una red
con el mismo nu´mero de nodos y enlaces, pero con estos u´ltimos distribuidos
de forma aleatoria entre todos los posibles pares de nodos. Es decir, si cm es el
grupo al que esta´ asignado el nodo vm y la red tieneM enlaces, la modularidad
Q se calcula como:
M =
1
2M
∑
m,n
(
amn −
kmkn
2M
)
δ(cm, cn), (2.3)
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donde km es el grado del nodo vm, amn = 1 cuando existe un enlace entre los
nodos m y n, y amn = 0 en caso contrario; δ es la delta de Kronecker, es uno si
los nodos vm y vn estan en el mismo grupo y es menos uno en caso contrario.
Los grupos de vm y vn son denotados por cm y cn.
Por ejemplo, en la Figura 2.4 se muestra una red con N = 6 yM = 7, se definen
cinco comunidades las cuales son c1 = {v1}, c2 = {v1, v2}, c3 = {v1, v2, v3} ,
c4 = {v1, v2, v3, v4} y c5 = {v1, v2, v3, v4, v5}. Para cada una de las cominudades
se denota por Mc1 = −0.0816, Mc2 = 0.2449, Mc3 = 0.7143, Mc4 = 0.2449 y
Mc5 = −0.0816, respectivamente, la modularidad calcula con la ecuacio´n 2.3.
1
1
2
3 4
5
6
3
5
4
2
1
c
c
c
c
c
Figura 2.4: Modularidad M para cinco comunidades definidas en una red con seis
nodos y siete aristas. Mc1 = −0.0816, Mc2 = 0.2449, Mc3 = 0.7143, Mc4 = 0.2449
y Mc5 = −0.0816.
Es importante mencionar que cualquier me´todo para ma´ximizar la modula-
ridad se basa en buscar las comunidades existentes en la red, por lo caul al
ma´ximizar la modularidad se identifica la particio´n o´ptima de comunidades.
Aqu´ı es importante resaltar que se muestra que tan modular es la red para
cinco ejemplos de comunidades de las 6! = 20 que se pueden definir. A simple
viste se observa que la partio´n o´ptima es para la cumunidad c3 en la cual la
ma´xima modularidad es Mc3 = 0.7143.
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Coeficiente de agrupamiento: Watts and Strogatz [1998] definen el agrupamien-
to local Cm del nodo vm, como
Cm =
2L
km(km − 1)
, (2.4)
donde L es el nu´mero de enlaces que conectan los km vecinos del nodo m, y
km(km − 1)/2 es el nu´mero total de posibles enlaces entre los vecinos. Este
coeficiente se define solo para los nodos con grado mayor que uno y siempre es
un nu´mero entre cero y uno. Cuando Cm = 1 significa que todos los vecinos
del nodo m se enlazan entre ellos, y cuando Cm = 0 implica que no hay
enlaces entre ellos. El coeficiente de agrupamiento C es el promedio de los
agrupamientos locales de todos los nodos en la red.
1
2 3
4
(a) C = 7/9
1
2 3
4
(b) C = 0
1
2 3
4
(c) C = 1
Figura 2.5: El agrupamiento local Cm y el coeficiente de agrupamiento C son calculados
para tres ejemplos simples. (a) Cm=1,2,3,4 = {1/3,NA, 1, 1} y C = 7/9. (b) Cm=1,2,3,4 =
{NA,NA,NA,0} y C = 0. (c) Cm=1,2,3,4 = {1, 1, 1, 1} y C = 1 [Almendral, 2006], donde
NA significa que no aplica la medida.
2.2 Redes complejas
El problema de los siete puentes de Ko¨nigsberg es un ce´lebre problema ma-
tema´tico, resuelto por Leonhard Euler en 1736 y cuya resolucio´n dio origen a la
teor´ıa de grafos. Ko¨nigsberg es el antiguo nombre de la ciudad rusa de Kaliningra-
do, que durante el siglo XVIII formaba parte de Prusia Oriental, como uno de los
ducados del Reino de Prusia. Esta ciudad es atravesada por el r´ıo Pregolya, el cual
se bifurca para rodear con sus brazos a la isla Kneiphof, dividiendo el terreno en
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cuatro regiones distintas, como se muestra en la Figura 2.6, y que entonces estaban
unidas mediante siete puentes llamados puente del herrero, puente conector, puente
verde, puente del mercado, puente de madera, puente alto y puente de la miel.
A
B
C
D
Figura 2.6: Mapa en el que se indica donde estaban los siete puentes en Ko¨nigsberg en
la e´poca de Leonhard Euler.
El problema de los siete puentes fue motivado por la curiosidad, cuando los
ciudadanos se interesaron en saber si era posible dar un paseo comenzando desde
cualquiera de estas regiones, pasando por todos los puentes recorriendo una sola vez
cada uno y regresando al mismo punto de partida.
Haciendo uso de la teor´ıa de grafos el mapa de las cuatro regiones en que
esta´ dividida la ciudad de Ko¨nigsberg es representado como se observa en la Figu-
ra 2.7 tan solo este cambio de perspectiva fue suficiente para que Euler demostrara
que no era posible.
Tras la muerte de Euler, la teor´ıa de grafos recibio´ muchas contribuciones de
matema´ticos como Hamilton, Kirchoff o Cayley, que se centraron en estudiar las
propiedades de los grafos regulares. De hecho, existen varios te´rminos usados en
grafos con el nombre de estos autores: camino hamiltoniano, grafo de Cayley (que
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ARISTAS
NODOS
CA
D
B
Figura 2.7: En la Figura 2.6 marcamos con A, B, C y D los puntos del mapa que sera´n
los nodos y los puentes marcados en negro son los enlaces en el grafo.
representa la estructura de un grupo) o el teorema de Kirchhoff (sobre el nu´mero de
a´rboles de expansio´n en un grafo).
Ma´s tarde, en 1852 Francis Guthrie planteo´ el problema de los cuatro colores.
En este problema se plantea si es posible colorear cualquier mapa de pa´ıses usando
solamente cuatro colores de tal manera que dos pa´ıses vecinos nunca tengan el mismo
color; c.f Figura 2.8, y cuya solucio´n pasa por representar los pa´ıses con nodos y las
fronteras entre ellos con enlaces.
Figura 2.8: Mapa coloreado con cuatro colores.
El estudio de grafos regulares resolvio´ muchos e interesantes problemas pero
nadie se planteo´ la importante cuestio´n de co´mo surgen las redes. Es decir, la apro-
ximacio´n a las redes era esta´tica, nadie se preguntaba que´ tipo de proceso dina´mico
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genera una red. Solo en 1959 ese problema recibio´ el tratamiento adecuado de la
mano del prol´ıfico matema´tico Pa´ul Erdo¨s.
Paul Erdo¨s y su colega, Alfre´d Re´nyi, propusieron un modelo en el que los
enlaces de una red aparec´ıan con cierta probabilidad p. Hoy d´ıa, la red resultante de
ese proceso se conoce con el nombre de grafo aleatorio. El principal resultado que
obtuvieron fue que existe una probabilidad cr´ıtica pc ∼ 1/N , por encima de la cual, la
mayor´ıa de los N nodos de la red esta´n conectados. No´tese que el nu´mero de enlaces
que hay que introducir para conectar N nodos es aproximadamente pcN
2 ∼ N (esto
es, incluso para redes grandes, la probabilidad de enlazar dos nodos no debe ser muy
alta para conseguir enlazarlos a casi todos ellos).
Aunque Erdo¨s y Re´nyi intuyeron que su modelo podr´ıa explicar la evolucio´n de
redes reales, aquellas que se observan en la naturaleza, no llegaron a comprobarlo. Si
lo hubieran hecho, habr´ıan descubierto que las redes aleatorias no coinciden con las
reales. Un estudio detallado de las redes aleatorias muestra que estas redes tienen
un coeficiente de agrupamiento pequen˜o y una distancia media pequen˜a, en tanto
que las redes reales presentan un coeficiente de agrupamiento alto y una distancia
media pequen˜a.
En 1998 Duncan Watts y Steven Strogatz presentaron un modelo simple acerca
de la estructura de redes, intentando justificar la conectividad en el problema de la
sincronizacio´n de los chirridos de los grillos, los cuales muestran un alto grado de
coordinacio´n sobre distancias largas (como si los insectos estuvieran “invisiblemente”
conectados). El trabajo de Watts and Strogatz [1998] no termino´ en una nueva
contribucio´n a la teor´ıa de sincronizacio´n, sino que dio inicio a la teor´ıa moderna
de redes complejas. Mostraron que a partir de una red regular la adicio´n al azar de
un pequen˜o nu´mero de enlaces reduce la distancia entre los nodos dra´sticamente; cf.
Figura 2.9. Y como las redes regulares se caracterizan por tener un coeficiente de
agrupamiento alto, consegu´ıan simulta´neamente una pequen˜a distancia media entre
nodos, como sucede en las redes reales.
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Figura 2.9: En el modelo de Watts y Strogatz, que transforma una red regular en una
red aleatoria, aparece un tipo de red en la que la distancia entre los nodos se reduce
manteniendo un coeficiente de agrupamiento alto.
Esta caracter´ıstica es conocida como efecto de “mundo pequen˜o” (en ingle´s:
small world, SW) y fue reportada por primera vez en un experimento realizado
por Travers and Milgram [1969], el cual consist´ıo en examinar la longitud de ruta
promedio para redes sociales de personas en Estados Unidos.
Muy pronto se descubrio´ que la naturaleza de muchos de los patrones de inter-
accio´n que se observan en diversos escenarios, como en la Internet, la World Wide
Web, redes de colaboracio´n cient´ıfica y redes biolo´gicas [Baraba´si and Albert, 1999,
Baraba´si and Oltvai, 2004], presentaban propiedades que el modelo de Watts y Stro-
gatz no era capaz de reproducir. La mayor´ıa de estos escenarios mostraron que la
distribucio´n de los grados segu´ıa una ley de potencias. Por tratarse de una distribu-
cio´n en la que la media no coincide con el ma´ximo, no tiene una escala caracter´ıstica,
y por ello han sido llamadas redes libres de escala. Los nodos ma´s conectados, lla-
mados centros en este trabajo (en ingle´s: hubs), esta´n mucho ma´s conectados de lo
que los modelos de Erdo˝s-Re´nyi o Watts-Strogatz pueden explicar.
Esta complejidad estructural provoco´ un gran desarrollo de trabajos, princi-
palmente en la comunidad de los f´ısicos, ya que este conjunto completamente nuevo
de medidas, modelos y te´cnicas que se necesitaban para estas estructuras topolo´gicas
ya exist´ıan en la f´ısica estad´ıstica.
En particular, los f´ısicos Albert-La´szlo´ Baraba´si y Re´ka Albert propusieron un
modelo (BA) que generaba la distribucio´n de los grados observados en redes reales.
Dicho modelo utilizaba el principio de “los ricos se enriquecen”(en ingle´s: rich get
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richer), que aplicado a las redes complejas recibe el nombre de enlace preferente.
Este resultado dice que, para obtener una red libre de escala, es necesario que una
red crezca an˜adiendo nuevos enlaces a nuevos nodos, de modo que los centros reciban
los nuevos enlaces con mayor probabilidad [Baraba´si et al., 2004].
Sin embargo, se ha constatado que las redes reales tienen una estructura mo-
dular (esta´n organizadas en comunidades) pero el modelo BA no. Como se explica en
la introduccio´n, es bien conocido que la modularidad es una caracter´ıstica esencial
para comprender el funcionamiento de una red. Es importante destacar que hasta el
modelo de BA, las redes evolucionan sin tener en cuenta la dina´mica interna de los
nodos. Es cuando se incluye la dina´mica que la modularidad revela su importancia.
Generar la modularidad por medio de argumentos topolo´gicos es fa´cil, pero poco
realista. Falta au´n una teor´ıa que genere esta modularidad teniendo en cuenta la
misma dina´mica para la que luego la modularidad sera´ importante [Newman, 2006].
2.3 Sincronizacio´n
El feno´meno de sincronizacio´n es uno de los feno´menos ma´s atractivos de
cara´cter cooperativo. Podemos observar procesos de sincronizacio´n en sistemas biolo´gi-
cos, qu´ımicos, f´ısicos y sociales. Este feno´meno ha atra´ıdo el intere´s de muchos
cient´ıficos durante siglos [Acebro´n et al., 2005]. Un ejemplo paradigma´tico es el
parpadeo s´ıncrono de las lucie´rnagas que se observa en algunos bosques del sur de
Asia. Por las noches multitudes de lucie´rnagas sobre los a´rboles comienzan a emi-
tir destellos de luz. Inicialmente emiten la luz incoherentemente, pero despue´s de
un per´ıodo corto de tiempo todas las lucie´rnagas destellan en armon´ıa, creando un
efecto visual sorprendente.
La relevancia de la sincronizacio´n ha sido frecuentemente enfatizada aunque
e´sta no siempre ha sido completamente entendida. En el caso de las lucie´rnagas los
destellos s´ıncronos pueden facilitar el cortejo entre machos y hembras. En muchos
otros casos la funcio´n biolo´gica de la sincronizacio´n esta´ au´n en discusio´n. Por otro
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lado, la asincron´ıa podr´ıa conducir a un desastre o extincio´n, con lo cual diferentes
especies en la misma cadena tro´fica, cf. Figura 2.10, pueden desarrollar diferentes
ritmos circadianos para aumentar su probabilidad de supervivencia [Strogatz, 2003].
Figura 2.10: Diferentes especies en la misma cadena tro´fica.
Las investigaciones sobre los feno´menos de sincronizacio´n se centran inevita-
blemente en determinar el mecanismo principal responsable de la conducta colectiva
s´ıncrona entre los miembros de una poblacio´n dada.
Para obtener una actividad global y coherente se requiere la interaccio´n de
elementos oscilatorios. La actividad r´ıtmica de cada elemento puede deberse al pro-
ceso de fuentes internas o externas, como est´ımulos o fuerzas externas. Incluso si los
procesos internos responsables de la ritmicidad tienen diferentes or´ıgenes f´ısicos o
bioqu´ımicos, (los cuales pueden ser muy complejos), se puede llegar a entender la
esencia de la sincronizacio´n en te´rminos de unos pocos principios ba´sicos.
Los feno´menos de sincronizacio´n se han investigado desde los principios de la
f´ısica. En el siglo XVI, Christian Huygens descubrio´ que dos relojes de pe´ndulo colga-
dos en la misma pared (c.f. Figura 2.11) sincronizaban perfectamente sus oscilaciones
de fase.
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Figura 2.11: Dos relojes de pe´ndulo en una pared pueden sincronizarse.
Existen diferentes maneras de atacar este problema. Supongamos que la acti-
vidad r´ıtmica de cada elemento es descrita en te´rminos de una variable f´ısica que
evoluciona regularmente en el tiempo. Cuando cada variable alcanza un cierto um-
bral, los elementos emiten una pulsacio´n, la cual es transmitida a todos sus vecinos.
Despue´s, un mecanismo de reajuste inicializa el estado de este elemento. As´ı un nuevo
ciclo empieza otra vez. Esencialmente el comportamiento de cada elemento es similar
al de un oscilador. Asumiendo que el ritmo tiene un cierto per´ıodo, es conveniente
introducir el concepto de fase, una medida de en que´ instante del ciclo que se repite
perio´dicamente esta´ el oscilador. El efecto del pulso emitido es alterar el estado ac-
tual de los vecinos modificando sus per´ıodos, hacie´ndolos ma´s largos o ma´s cortos.
Esta perturbacio´n depende del estado actual del oscilador (i.e., de su fase) que recibe
el impulso externo (i.e., la perturbacio´n implica un cambio de fase). El ana´lisis del
comportamiento colectivo del sistema puede realizarse bajo dos condiciones:
i) el cambio de fase inducido por un impulso es independiente del nu´mero de
impulsos que llegan entre impulsos del individuo afectado en un intervalo y
ii) la llegada de un impulso afecta el per´ıodo de un intervalo de tiempo actual,
pero la memoria se pierde instanta´neamente y el comportamiento en intervalos
futuros no es afectado.
Tambie´n se han estudiado los efectos de la sincronizacio´n considerando conjuntos
de osciladores no lineales que se mueven en ciclos l´ımite de atraccio´n con amplitud
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constante. E´stos son los llamados osciladores de fase o ciclo l´ımite. Acopla´ndolos
de´bilmente se asegura que ninguna perturbacio´n puede llevar a algu´n oscilador fuera
del ciclo l´ımite global, por lo que solo se requiere de un grado de libertad para
describir la evolucio´n de la dina´mica global del sistema.
El primer escenario de osciladores acoplados a pulso es quiza´s el ma´s intuitivo,
directo y ma´s fa´cil de modelar. Sin embargo, la naturaleza discreta y no lineal de
acoplamiento a pulsos da lugar a importantes complicaciones matema´ticas. Tratar
con pocos elementos acoplados a pulso puede ser sencillo en el marco de los siste-
mas dina´micos, mientras que la descripcio´n es mucho ma´s complicada para un gran
nu´mero de dichos elementos.
Proponer un modelo para un segundo escenario del ciclo l´ımite da un amplio
margen para la investigacio´n, lo cual nos obliga a considerar modelos con tiempo
continuo e interacciones espec´ıficas no lineales entre los osciladores y e´stos son ma-
tema´ticamente tratables.
Ahora se sabe que los modelos considerados con las propiedades anteriormente
mencionadas (tiempo e interacciones) son excepcionales. Winfree [1967, 2001] se dio
cuenta de que la sincronizacio´n se puede entender como un proceso de umbral. Cuan-
do el acoplamiento entre los osciladores es bastante fuerte, una fraccio´n macrosco´pica
de e´stos se sincroniza con una frecuencia comu´n. El modelo que propuso fue dif´ıcil
de resolver, aunque se ha encontrado una versio´n que tiene solucio´n [Ariaratnam and
Strogatz, 2001].
Al inicio, la atencio´n se dedico´ a la sincronizacio´n de sistemas perio´dicos, mien-
tras que recientemente la bu´squeda de sincronizacio´n se ha trasladado a los sistemas
cao´ticos [Boccaletti et al., 2002]. Cuando se acoplan elementos cao´ticos, pueden lle-
var a cabo diferentes feno´menos de sincronizac´ıon completa o ide´ntica [Hirokazu and
Yamada, 1983, Afraimovich et al., 1986, Pecora and Carroll, 1990], sincronizacio´n
de fase [Rosenblum et al., 1996, Rosa et al., 1998], sincronizacio´n con retardo [Zaks
et al., 1999], sincronizacio´n generalizada [Rulkov et al., 1995, Kocarev and Parlitz,
Cap´ıtulo 2. Marco teo´rico 25
1996], sincronizacio´n con retardo intermitente [Rosenblum et al., 1996, Boccaletti
et al., 2000], sincronizacio´n de fase imperfecta [Zaks et al., 1999], y “casi” sincroni-
zacio´n [Femat and Sol´ıs-Perales, 1999].
La sincronizacio´n completa o ide´ntica es la forma ma´s simple de sincronizacio´n
y consiste en un perfecto enganche de las trayectorias de sistemas cao´ticos ide´nticos
en el transcurso del tiempo. En cambio, la sincronizacio´n generalizada considera
sistemas no ide´nticos en los que el comportamiento de unos es una funcio´n dada de
la salida de otros [Rulkov et al., 1995, Kocarev and Parlitz, 1996]. Los osciladores
no ide´nticos acoplados pueden alcanzar el re´gimen de sincronizacio´n de fase, en el
cual un bloque de las fases se produce sin una correlacio´n importante asociada a las
amplitudes [Rosenblum et al., 1996].
La sincronizacio´n con retraso implica el acotamiento asinto´tico de la diferencia
entre la salida de un sistema para el tiempo t y la salida de otro desplazada en el
tiempo por un lapso de tiempo τlag [Rosenblum et al., 1997].
Este u´ltimo feno´meno tambie´n puede ocurrir intermitentemente, dando lugar
a la sincronizacio´n de retraso intermitente, donde los sistemas acoplados esta´n la
mayor parte del tiempo verificando la condicio´n para la sincronizacio´n de retraso,
pero persistentes ra´fagas de comportamiento local as´ıncrono pueden afectar intermi-
tentemente sus dina´micas [Rosenblum et al., 1997, Boccaletti and Valladares, 2000].
Ana´logamente, la sincronizacio´n de fase imperfecta es el re´gimen en el que las
fases se deslizan intermitentemente dentro de un proceso de sincronizacio´n de fases
[Zaks et al., 1999].
La continuacio´n de estos trabajos ha investigado feno´menos de sincronizacio´n,
mediante pruebas en sistemas experimentales o naturales, para estudiar los mecanis-
mos que conducen a la falta de sincronizacio´n [Barreto et al., 2000, Barreto and So,
2000], y para definir la unificacio´n de criterios formales que podr´ıan abarcar dentro
del mismo marco los diferentes feno´menos de sincronizacio´n [Boccaletti et al., 2001].
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2.4 Sincronizacio´n en redes complejas
Durante ma´s de una de´cada hemos sido testigos de la evolucio´n del campo de
las redes complejas, sobre todo desde el punto de vista esta´tico, a pesar de que se han
hecho numerosos intentos para caracterizar las propiedades dina´micas de las redes
complejas. Una de las consecuencias dina´micas, conocida desde los or´ıgenes de las
redes complejas, es el feno´meno emergente de la sincronizacio´n de una poblacio´n de
unidades con un comportamiento oscilante. El ana´lisis de los procesos de sincroniza-
cio´n se ha beneficiado del avance sobre el entendimiento de la topolog´ıa de las redes
complejas, y esto ha contribuido al entendimiento de sus propiedades emergentes
[Boccaletti et al., 2006, Arenas et al., 2008].
Histo´ricamente el estudio de la sincronizacio´n comenzo´ tratando de entender
este proceso en el contexto de las redes neuronales biolo´gicas. Los primeros estu-
dios fueron realizados en osciladores acoplados mediante una red de interacciones
regular. Ma´s alla´ de las diferencias con la concepcio´n actual de una red compleja,
las topolog´ıas estudiadas por Niebur et al. [1991] pueden ser consideradas como una
primera aproximacio´n que revelan co´mo la complejidad de la conectividad afecta a
la sincronizacio´n. Niebur et al. [1991] utilizaron una red cuadrada geome´trica para la
construccio´n de tres sistemas con diferente conectividad: el primero fue conectividad
con los cuatro vecinos ma´s cercanos, el segundo conectividad de Gauss truncada en
2σ, y el tercero es una conectividad aleatoria poco densa. Con sus resultados mos-
traron que los enlaces de largo alcance conducen a fases “muy cercanas” entre los
osciladores ma´s ra´pida y robustamente que los enfoques de acoplamiento con los ve-
cinos ma´s cercanos o conexiones localmente densas. Estas observaciones son la ra´ız
de resultados recientes acerca de sincronizacio´n en redes complejas de osciladores
[Arenas et al., 2008].
Winfree [1967] estudio´ la dina´mica no lineal de una gran poblacio´n de os-
ciladores de ciclo l´ımite acoplados de´bilmente con frecuencias naturales que fueron
distribuidas en torno a algu´n valor medio de acuerdo a una determinada distribucio´n
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de probabilidad. Lo ma´s importante fue que considero´ osciladores biolo´gicos como
osciladores de fase haciendo a un lado la amplitud; descubrio´ que una poblacio´n de
osciladores no ide´nticos puede presentar un notable feno´meno de cooperacio´n [Are-
nas et al., 2008]. Cuando la varianza de la distribucio´n de las frecuencias es grande,
los osciladores evolucionan cada uno de forma incoherente cerca de su frecuencia na-
tural. Este comportamiento se mantiene cuando la varianza es reducida hasta cruzar
un cierto umbral. Por debajo de este umbral los osciladores se empiezan a sincronizar
esponta´neamente [Winfree, 2001]. Este modelo fue resulto anal´ıticamente hace poco
tiempo [Ariaratnam and Strogatz, 2001].
El trabajo de Winfree estimulo´ el campo de la sincronizacio´n colectiva y el uso
de enfoques matema´ticos para resolver el problema. Uno de estos enfoques considera
un sistema formado por una gran poblacio´n de osciladores de´bilmente acoplados,
casi ide´nticos y con una interaccio´n de ciclo l´ımite. La fase de cada oscilador esta´ in-
fluenciada por la fase de otros osciladores, y los cambios del ritmo de e´stos es de
acuerdo a cierta funcio´n [Acebro´n et al., 2005, Strogatz, 2000].
A finales de los 80’s, Strogatz and Mirollo [1988] y ma´s tarde Niebur et al.
[1991], estudiaron la sincronizacio´n colectiva de osciladores de fase no lineales con
frecuencias naturales aleatorias bajo una variedad de sistemas de acoplamiento en
redes en dos dimensiones [Arenas et al., 2008]. Posteriormente, se trabajo´ con osci-
ladores cuya topolog´ıa de interacciones eran redes libres de escala o redes de mundo
pequen˜o [Nishikawa et al., 2003, Lago-Ferna´ndez et al., 2000, Gade and Hu, 2000,
Jost and Joy, 2001, Hong et al., 2002, Kwon and Moon, 2002].
Ma´s tarde se han concentrado principalmente en feno´menos de sincronizacio´n
completa de sistemas no lineales ide´nticos, ya que e´stos permiten un enfoque anal´ıti-
co. En los sistemas no lineales ide´nticos, un problema importante es evaluar las
condiciones para la estabilidad del comportamiento s´ıncrono de una topolog´ıa de
red cualquiera y para una configuracio´n de acoplamiento gene´rico. Esto se logra con
un me´todo muy potente llamado te´cnica de la funcio´n general de estabilidad (en
ingle´s: master stability function) [Pecora and Carroll, 1998].
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Como resultado de estos trabajos, ahora se sabe que una poblacio´n de oscila-
dores exhibe una dina´mica ana´loga a una transicio´n de fase en equilibrio. Cuando
las frecuencias naturales de los osciladores son muy diferentes en comparacio´n con
la fuerza de acoplamiento, no son capaces de sincronizar sus fases y el sistema se
comporta de forma incoherente. Sin embargo, si el acoplamiento es suficientemente
fuerte, todos los osciladores alcanzan a sincronizarse. La transicio´n de asincron´ıa a
sincron´ıa se realiza al alcanzar un determinado umbral. Al alcanzar el umbral al-
gunos de los osciladores bloquean su fase relativa y se desarrollan grupos de nodos
sincronizados dando lugar al inicio de la sincronizacio´n. Despue´s de esto la poblacio´n
de osciladores se divide en un estado parcialmente sincronizado, formado por oscila-
dores que han bloqueado sus fases, y un grupo de nodos cuyas frecuencias naturales
son demasiado diferentes como para ser parte del conjunto coherente (sincroniza-
do). Finalmente, despue´s de incrementar el acoplamiento poco a poco, el resto de
los nodos son arrastrados en torno a la fase media del ritmo colectivo generado por
toda la poblacio´n y el sistema se establece en un estado completamente sincronizado
[Arenas et al., 2008].
Actualmente existen resultados para tres tipos diferentes de osciladores: osci-
ladores de ciclo l´ımite modelo de Kuramoto, modelos acoplados a pulso y sistemas
de mapas acoplados. La seccio´n 2.5 la dedicamos a una breve revisio´n de osciladores
de ciclo l´ımite, modelo de Kuramoto, que es el elegido en este trabajo.
2.5 Modelo de Kuramoto
El modelo de Kuramoto, propuesto por Yoshiki Kuramoto, es un modelo ma-
tema´tico para describir feno´menos de sincronizacio´n. Espec´ıficamente modela el com-
portamiento de sistemas de muchos osciladores acoplados. En la forma ma´s habitual
del modelo, se considera que cada oscilador tiene su propia frecuencia natural (o
intr´ınseca) Ωm y cada uno esta´ acoplado igualmente al resto de osciladores [Ku-
ramoto, 1975, 1984]. Formalmente, dada una poblacio´n de N osciladores de fase
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acoplados, la fase del m−e´simo oscilador, denotada por θm, evoluciona en el tiempo
de acuerdo a la siguiente ecuacio´n:
θ˙m = Ωm +
σ
N
N∑
n=1
sin(θn − θm), (2.5)
donde σ es la fuerza de acoplamiento entre los osciladores, que comu´nmente se con-
sidera constante. Las frecuencias son distribuidas de acuerdo a alguna funcio´n g(Ω),
la cual usualmente se asume como unimodal y sime´trica respecto a su frecuencia
media Ω.
Cada oscilador intenta evolucionar independientemente con su propia frecuen-
cia, mientras que la fuerza de acoplamiento σ tiende a sincronizar cada uno con los
dema´s. El te´rmino 1/N es un factor de normalizacio´n que se introduce por convenien-
cia de manera que los resultados teo´ricos que se explican a continuacio´n, ecuaciones
2.7, 2.8 y 2.9, no dependan del taman˜o de la red.
El modelo fue motivado por el comportamiento de ciertos osciladores qu´ımicos
y biolo´gicos, y permite modelar la sincronizacio´n y la asincron´ıa en grupos de os-
ciladores acoplados. La limitada variedad de estados en los que el modelo se puede
encontrar lo hace apropiado para el modelado de algunos sistemas de la neurociencia.
La dina´mica colectiva de toda la poblacio´n es medida por el para´metro de
orden complejo macrosco´pico:
r(t)eiφ(t) =
1
N
N∑
n=1
eiθn(t), (2.6)
donde el mo´dulo 0 ≤ |r(t)| ≤ 1 mide la coherencia de las fases de la poblacio´n y
φ(t) es la fase promedio. Los valores r ≃ 1 y r ≃ 0 describen los l´ımites en los cuales
todos los osciladores esta´n acoplados en fase o se mueven de forma incoherente,
respectivamente y ≃ representa las fluctuaciones de taman˜o O(N
1
2 ). Multiplicando
ambos lados de la ecuacio´n (2.6) por e−iθm e igualando las partes imaginarias como
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explican Arenas et al. [2008], se tiene que la ecuacio´n (2.5) se puede escribir como:
θ˙m = Ωm + σr sin(φ− θm), para m = 1, 2, . . . , N. (2.7)
La ecuacio´n (2.7) establece que cada oscilador interactu´a con el resto solo a trave´s
de las cantidades r y φ. La cantidad r proporciona un ciclo de retroalimentacio´n
positiva para el ritmo colectivo del sistema: a medida que r incrementa porque la
poblacio´n se vuelve ma´s coherente, el acoplamiento entre los osciladores se fortalece
y ma´s de ellos acaban entrando en el grupo sincronizado.
Tambie´n, la ecuacio´n (2.7) permite calcular un valor de acoplamiento σc cr´ıtico
por su influencia en la dina´mica colectiva. Para la bu´squeda de soluciones estables
se asume que r(t) y φ(t) son constantes asinto´ticamente. Al establecer φ = 0 se llega
a las ecuaciones de movimiento [Kuramoto, 1975, 1984]:
θ˙m = Ωm − σr sin(θm), para m = 1, 2, . . . , N. (2.8)
En el largo plazo la soluc´ıon de la ecuacio´n (2.8) revela dos tipos de comportamiento
cuando el acoplamiento es mayor al valor cr´ıtico σc. Por un lado, para un grupo
de osciladores verificando |Ωm| ≤ σr, sus fases son muy parecidas. Por otro lado, el
resto de los osciladores, para los cuales |Ωm| > σr, se mantienen a la deriva alrededor
de un ciclo, algunas veces acelerando y otras rotando con frecuencias bajas.
Al imponer algunas condiciones para la distribucio´n estacionaria de los oscila-
dores a la deriva con frecuencias Ωm y fases θm [Strogatz, 2000, Arenas et al., 2008],
se puede derivar una ecuacio´n de auto-consistencia
r = σr
∫ pi
2
−pi
2
(cos2 θ)g(ω) dθ,
donde ω = σr sin(θ). Esta ecuacio´n admite la solucio´n no trivial para r > 0
σc =
2
πg(0)
. (2.9)
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La ecuacio´n (2.9) es la expresio´n del acoplamiento cr´ıtico en la aproximacio´n
de campo medio, la cual indica que por encima de σc el sistema siempre alcanza la
sincronizacio´n, es decir, se tiene una transicio´n de no sincronizacio´n a sincronizacio´n.
Cap´ıtulo 3
Metodolog´ıa de solucio´n
En este cap´ıtulo, en la seccio´n 3.1 se presenta el modelo propuesto para la formacio´n
topolo´gica y sincronizacio´n de redes, el cual esta´ basado en el modelo de Kuramoto
descrito en el cap´ıtulo anterior. En la seccio´n 3.2 se presentan las medidas de grado
de sincronizacio´n tanto global como local y en la seccio´n 3.3 se presentan las medidas
usadas para la caracterizacio´n de la estructura topolo´gica de las redes.
3.1 Formulacio´n del modelo
En redes complejas distintos trabajos han buscado las condiciones necesarias
para la aparicio´n de la sincronizacio´n en la estructura de la escala local o en las
propiedades macrosco´picas. Sin embargo, no se ha logrado describir adecuadamente
las caracter´ısticas ma´s importantes que los sistemas complejos presentan ya que
frecuentemente exhiben una organizacio´n en mo´dulos.
Hasta hace poco tiempo, se reconocio´ que la organizacio´n mo´dular es funda-
mental para la manera en que un sistema complejo se desenvuelve, por lo que nos
hemos interesado en estudiar co´mo surge este rango intermedio, dado que en las
redes reales se encuentra esta estructura mo´dular, aunque hasta ahora no se sabe
co´mo es que surge.
Con el modelo que se propone se estudia la dina´mica de sincronizacio´n, global
y local, en redes ponderadas y no dirigidas a trave´s de una versio´n modificada del
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modelo de Kuramoto presentado en la seccio´n 2.5 del cap´ıtulo 2. En este modelo
cada nodo (oscilador) vm, con m = 1, 2, . . . , N , es caracterizado por una fase an-
gular θm(t) y una frecuencia natural Ωm. La fuerza de acoplamiento σ se considera
constante para todos los nodos y se ha introducido el peso wmn correspondiente al
enlace entre el nodo vm y el nodo vn en el segundo te´rmino de la ecuacio´n (2.5).
Como se explicara´ ma´s adelante en detalle, la introduccio´n de wmn dara´ lugar a una
evolucio´n en la cual los pesos, o tienden asinto´ticamente a cero, es decir tienden
a ser eliminados, o tienden asinto´ticamente a uno, y en este caso los enlaces son
reforzados, y se acaba obteniendo una matriz de adyacencia.
La dina´mica de cada nodo evoluciona en el tiempo de acuerdo a la siguiente
ecuacio´n:
θ˙m = Ωm +
σ
N
∑
n∈N
wmn sin(θn − θm)︸ ︷︷ ︸
(3.1.1)
, (3.1)
donde N es el conjunto de nodos que son vecinos del nodo vm y el te´rmino (3.1.1)
es un acoplamiento difusivo, ya que contiene una diferencia de fases entre nodos, en
el que (σ/N)× wmn es la intensidad del acoplamiento.
La evolucio´n en el tiempo de los pesos wmn’s se ha definido mediante una
ecuacio´n que depende de la medida de correlacio´n pmn, propuesta en este trabajo,
entre las dina´micas de los nodos vm y vn, de la siguiente manera:
w˙mn = (pmn − pc)wmn(1− wmn), (3.2)
donde pc es la correlacio´n umbral que determina si un peso es reforzado (cuando
pmn > pc) o debilitado (cuando pmn < pc). La medida de correlacio´n propuesta entre
cada par de nodos es definida como:
pmn =
1
2
∣∣eiθm(t) + eiθn(t)∣∣ ,
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la cual es equivalente a:
pmn =
∣∣∣∣cos
(
θm − θn
2
)∣∣∣∣ . (3.3)
De esta forma, cuando dos nodos esta´n sincronizados, es decir cuando θm = θn, pmn
resulta en un valor de uno y si dos nodos tienen dina´micas anti-correladas, es decir
cuando θm = θn+π, se obtiene un valor 0 para pmn; y en otros casos, pmn esta´ entre
cero y uno.
Se ha elegido la ecuacio´n (3.1) porque hasta donde se tiene conocimiento es la
ma´s sencilla que da lugar a una dina´mica en los enlaces con dos atractores. Concre-
tamente, la dina´mica de los enlaces tiene dos posibles estados asinto´ticos, e´stos son:
1) que la dina´mica de los enlaces tienda a cero o´ 2) que la dina´mica de los enlaces
tienda a uno.
Para ilustrar este comportamiento que tiene la ecuacio´n (3.2) suponga que
r = |pmn − c| y que pmn − pc es mayor que cero y constante, entonces la ecuacio´n
(3.2) se escribe como:
w˙mn = rwmn(1− wmn). (3.4)
En este caso, la solucio´n para la ecuacio´n (3.4) es dada por:
wmn(t) =
wmn(0)
wmn(0) + [1− wmn(0)]e−rt
, (3.5)
donde wmn(0) es el valor del peso en el instante de tiempo t = 0. Observe que cuando
t crece e−rt → 0 y en consecuencia [1 − wmn(0)]e−rt → 0. Por tanto, se puede ver
que wmn(t) tiende a uno conforme t crece.
Ahora, si se supone que pmn−pc es negativa y constante se tiene que la solucio´n
para la ecuacio´n (3.4) es:
wmn(t) =
wmn(0)
wmn(0) + [1− wmn(0)]ert
. (3.6)
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Igualmente, wmn(0) es el valor del peso en el instante de tiempo t = 0. En este caso,
observe que cuando t crece ert → ∞ y con esto [1 − wmn(0)]ert → ∞. Entonces, se
puede ver que wmn(t) tiende a cero conforme t crece, ya que wmn(0) es mayor que
cero y menor que uno.
En este trabajo, como pmn−pc no es constante sino que cambia con el tiempo,
la ecuacio´n (3.2) no es integrable anal´ıticamente pero s´ı nume´ricamente. No obstante
el comportamiento de la ecuacio´n (3.2) es esencialmente el mismo que presentan las
ecuaciones (3.5) y (3.6). Basta con pensar que el peso en un instante de tiempo t+∆t
se escribe aproximadamente as´ı:
wmn(t+∆t) ≈
wmn(t)
wmn(t) + [1− wmn(t)]e−(pmn−pc)∆t
, (3.7)
es decir, el peso tiende a irse a cero cuando pmn − pc es negativa y se acerca a uno
cuando pmn − pc es positiva.
Note que en los pa´rrafos anteriores se necesita que los pesos este´n entre cero
y uno. En este trabajo no se considera el caso de pesos negativos porque el acopla-
miento (3.1.1) es de tipo difusivo y los pesos negativos no tienen sentido para este
tipo de acoplamiento. Un acoplamiento difusivo depende de la diferencia entre las
variables dina´micas (las fases en este trabajo), de tal forma que las variables tienden
a homogeneizarse, es decir, aquellas que tienen un valor mayor tienden a “bajar”
y las que tienen un valor menor tienden a “subir”. En un proceso antidifusivo su-
ceder´ıa lo contrario, tender´ıa a “quitar” a las variables con valor bajo y a “dar” a
las variables con valor alto, lo cual es un comportamiento inusual y por esta razo´n
existen muy pocos trabajos en la literatura que consideran este caso.
Por otra parte, considerar pesos positivos pero mayores que uno s´ı tiene sentido,
pero en este caso siempre es posible renormalizarlos para garantizar que siempre sean
menores que uno, por ejemplo dividiendo cada uno de los pesos por el peso mayor, el
cual se puede conocer por motivos teo´ricos o experimentales. Esta posibilidad an˜ade
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un para´metro ma´s al modelo, que ser´ıa el peso ma´ximo, pero cualitativamente el
comportamiento del modelo ser´ıa el mismo al que se presenta en este trabajo.
3.2 Medidas de sincronizacio´n
Dado el intere´s en medir el nivel de sincronizacio´n se han implementado las
siguientes medidas para cuantificar e´ste a escala global y local. Tales medidas per-
miten saber que tan bien sincronizada esta una red en ambas escalas. Para medir el
nivel de sincronizacio´n global se implemento´ el para´metro de orden global RG [Ku-
ramoto, 1984, Arenas et al., 2006, Arenas and Dı´az-Guilera, 2007], el cual se define
como:
RG =
〈
1
N
∣∣∣∣∣
N∑
j=1
eiθj(t)
∣∣∣∣∣
〉
t
=
〈
1
N
√√√√( N∑
n=1
cos(θn(t))
)2
+
(
N∑
n=1
sin(θn(t))
)2〉
t
, (3.8)
donde 〈·〉t es el promedio en el tiempo. Se opto´ por aplicar este para´metro para
medir el nivel de sincronizacio´n global dado que es un para´metro que ha mostrado
dar buenos resultados para e´ste nivel [Kuramoto, 1984, Boccaletti et al., 2002, 2006,
Arenas et al., 2006, 2008, Acebro´n et al., 2005, Strogatz and Mirollo, 1988]. Este
para´metro fue propuesto por Kuramoto para medir la convergencia de todos los
nodos a una dina´mica comu´n.
Respecto al para´metro de orden local RLm para medir la sincronizacio´n al nodo
vm, al consultar Arenas et al. [2008] el cual a su vez se basa en Restrepo et al. [2005]
que define el para´metro de orden local como:
rme
iφm =
N∑
n=1
amn〈e
iθn〉t, (3.9)
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donde 〈· · · 〉t denota el promedio en el tiempo, r mide la coherencia de los vecinos
de m, con 0 ≤ r ≤ 1m, φm es la fase promedio y amn es uno si los nodos vm y vn
estan conectados y cero en otro caso. Matema´ticamente la definicio´n que da Restrepo
solo tiene sentido de forma asinto´tica en el tiempo cuando t→ ∞. En esta medida
el promedio temporal se hace sobre cada exponencial individual lo cual hace que la
ecuacio´n (3.9) valga cero computacionalmente. En el trabajo de Restrepo et al. [2005]
se estudia la transicio´n de la incoherencia a la coherencia en redes (de gran taman˜o)
de osciladores de fase acoplados. Presentan varias aproximaciones que describen
el comportamiento de un para´metro de orden definido adecuadamente pasada la
transicio´n (de no sincronizacio´n a sincronizacio´n) y la generalizacio´n de los resultados
para la fuerza de acoplamiento cr´ıtico. El para´metro definido adecuadamente es la
ecuacio´n (3.9) y esta´ definido de tal manera que les permite alcanzar sus propo´sitos,
pero computacionalmente no es un para´metro u´til.
Nuestro intere´s es medir el nivel de sincronizacio´n local en cada instante de
tiempo, as´ı que, desde un punto de vista computacional la medida mencionada no
es adecuada y se propone un para´metro de orden local que puede ser evaluado como
interesa, este se define de la siguiente forma:
RLm :=
〈∣∣∣∣∣
∑N
n=1wmne
iθn(t)∑N
n=1wmn
∣∣∣∣∣
〉
t
:=
〈
1∑N
n=1wmn
√√√√( N∑
n=1
wmn cos θn(t)
)2
+
(
N∑
n=1
wmn sin θn(t)
)2〉
t
.
El grado promedio sobre esta medida para obtener el nivel promedio de sincroniza-
cio´n local en la red como un todo para un tiempo dado es:
RL :=
1
N
N∑
m=1
RLm. (3.10)
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Este para´metro mide el grado de similitud de las dina´micas de un nodo con
sus vecinos. Obse´rvese que es posible que una red exhiba una pobre sincronizacio´n
global pero una buena media de sincronizacio´n local.
3.3 Medidas de caracterizacio´n topolo´gica
Dado el cara´cter mono-estable de la evolucio´n de los pesos en el modelo pro-
puesto, la red final se puede describir mediante su matriz de adyacencia en la cual
solo hay ceros y unos. La ausencia de pesos en la red final permite utilizar medidas
propias de las redes no ponderadas y no dirigidas, las cuales esta´n bien definidas
siempre, algo que no sucede para las redes con pesos.
La modularidad es una caracter´ıstica estructural de las redes, que mide que tan
separable en mo´dulos o comunidades es una red. Las redes que tienen una medida
alta de modularidad tienen conexiones densas entre los nodos que esta´n dentro de
cada uno de los mo´dulos, mientras que las conexiones entre los mo´dulos son escasas.
La modularidad se usa frecuentemente en los me´todos de optimizacio´n para detectar
estructuras de comunidades en redes, como es en nuestro caso.
Para cuantificar la modularidad se ha empleado la siguiente medida definida
en el cap´ıtulo 2, ecuacio´n (2.3), propuesta por Newman [2006]:
M =
1
2M
∑
mn
(
amn −
kmkn
2M
)
δ(cm, cn). (3.11)
Otra caracter´ıstica estructural importante que se ha considerado es la asortatividad,
la cual es el coeficiente de correlacio´n de Pearson entre el grado de un nodo y el
grado medio de sus vecinos. Cuando este coeficiente es cercano a uno significa que
los nodos de grado alto tienden a estar conectados con otros nodos de grado alto. Por
el contrario, se tiene un coeficiente cercano a menos uno cuando nodos de grado alto
tienden a conectarse con nodos de grado bajo. Valores del coeficiente de asortatividad
alrededor de cero implican que los nodos esta´n conectados independientemente del
Cap´ıtulo 3. Metodolog´ıa de solucio´n 39
grado que tengan. Para medir esta caracter´ıstica se hace uso del ca´lculo de dos
formas diferentes para su validacio´n. La primera forma es la medida de asortatividad
A propuesta por Newman [2002]:
A =
1
σ2q
N−1∑
k=1
N−1∑
l=1
kl (ekl − qkql) , (3.12)
donde k y l son respectivamente el grado del nodo vk y vl, ql es la distribucio´n del
grado residual la cual se puede obtener de la distribucio´n de grado pl como
ql =
(l + 1)pl+1
N−1∑
k=1
kpk
.
Finalmente, ekl es la distribucio´n de probabilidad conjunta de los grados residuales
entre pares de nodos, es decir los grados de los nodos sin contar el enlace que los une,
y que en nuestro caso es simplemente el grado total menos uno; σ2q es la varianza
asociada a la distribucio´n de las qk con k = 1, ..., N − 1.
La segunda forma para cuantificar la correlacio´n de grado consiste en calcular
el grado promedio de los vecinos de un nodo con grado k como [Pastor-Satorras
et al., 2001]:
knn(k) :=
∑
k′
k′P (k′|k), (3.13)
donde P (k′|k) es la probabilidad condicional para un nodo con grado k que tenga un
vecino con grado k′. Si knn(k) es una funcio´n creciente monoto´nicamente, entonces
la red es asortativa. As´ı, esta segunda alternativa se puede calcular como:
knn =
N∑
m=1
km ·
N∑
m=1
k
Vm
m −N ·
N∑
m=1
km · k
Vm
m(
N∑
m=1
km
)2
−N ·
N∑
m=1
k2m
. (3.14)
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El grado promedio k del nodo vm se calcula como:
k =
1
N
N∑
m=1
km. (3.15)
El grado promedio de los vecinos k
Vm
m del nodo vm se calcula como:
k
Vm
m =
1
km
N∑
n∈V
kn, (3.16)
donde V es el conjunto de vecinos del nodo vm y kn se difine como la ecuacio´n (2.1)
en la pa´gina 13. El promedio de la ecuacio´n 3.16 es:
k
V
=
N∑
m=1
k
Vm
m . (3.17)
En el siguiente cap´ıtulo se explica como se han realizado los experimentos y se
exponen los resultados que se obtienen para las medidas de eficiencia de sincroniza-
cio´n y las propiedades estructurales.
Cap´ıtulo 4
Experimentos computacionales
En la seccio´n 4.1 se explica co´mo se realizan los experimentos. Se definieron tres
familias, A, B y C, de condiciones iniciales para los pesos wnm’s y las frecuencias
naturales Ωm. Se explica co´mo han sido seleccionados los valores de la fuerza de
acoplamiento en cada familia y se da el conjunto de los valores de correlacio´n, que es
el mismo para las tres familias. En la seccio´n 4.2 se describe brevemente como se ha
realizado la implementacio´n nume´rica y en la seccio´n 4.3 se muestran los resultados
obtenidos para las medidas de sincronizacio´n, global y local, y las medidas para la
caracterizacio´n de las propiedades topolo´gicas de las redes, las cuales han sido dadas
en cap´ıtulo 3.
4.1 Disen˜o experimental
En el modelo propuesto hay dos para´metros destacados: la correlacio´n cr´ıtica
pc y la fuerza de acoplamiento σ. Considerando una red con N nodos (osciladores),
la evolucio´n de las ecuaciones del modelo requiere definir N fases iniciales θ0m, N
frecuencias naturales Ω0m y N(N − 1)/2 pesos iniciales w
0
mn. Adema´s, se tiene que
fijar la fuerza del acoplamiento σ y la correlacio´n cr´ıtica pc. Estos dos para´metros no
solo determinan la topolog´ıa de la red final, sino tambie´n el tipo de comportamiento,
es decir la dina´mica, en el estado estable final.
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Consecuentemente, los experimentos han sido preparados para estudiar en de-
talle el impacto de las posibles combinaciones entre la fuerza de acoplamiento y la
correlacio´n cr´ıtica; e´sto se ha repetido para diferentes condiciones iniciales.
En el modelo presentado, las frecuencias naturales determinan la rapidez con
que los osciladores se mueven, as´ı que se ha buscado que e´stos no vayan tan ra´pido
ni tan lento en comparacio´n con la convergencia de los enlaces. Si las frecuencias
naturales van ra´pido la convergencia de los enlaces llega tarde, es decir, en lo que un
oscilador da una vuelta un enlace se ha modificado muy lentamente y aqu´ı se quiere
que en lo que e´sto ocurre el enlace se modifique, pero que no lo haga de forma ni
muy lenta ni muy ra´pida.
La zona adecuada para definir las condiciones iniciales es que este´n alrededor
de uno, de esta forma se tendra´n escalas de tiempo comparables, es decir, que en
este tiempo el cambio de los enlaces afectara´ al comportamiento de los osciladores.
Una escala de tiempo, es un intervalo de tiempo que se toma para que se aprecie un
cambio. Por ejemplo, la escala de tiempo de vida en an˜os de los seres humanos en
comparacio´n con la de las montan˜as es tan pequen˜a que no persibimos los cambios
que e´stas muestran.
Para cubrir la necesidad de que las escalas de tiempo de los nodos y los enlaces
sean comparables y probar el modelo con diferentes condiciones iniciales se han
definido tres familias de e´stas, familia A, familia B y familia C, para las cuales los
pesos y las frecuencias naturales han sido inicializadas con diferentes distribuciones.
En las tres familias las condiciones iniciales de los pesos esta´n en el intervalo
(0, 1) ya que en este modelo se quiere que los enlaces tiendan a cero o a uno, es
decir a una matriz de adyacencia. Sin embargo, esta tendencia se puede definir
para cualquier otro par de nu´meros no negativos, de modo que no hay pe´rdida de
generalidad en esta condicio´n. As´ı mismo, basados en los trabajos de otros autores,
que muestran que las fases iniciales no son importantes en el estado final, e´stas son
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siempre elegidas de forma aleatoria en el intervalo (0, 2π). As´ı que, las condiciones
iniciales para las frecuencia y los enlaces son definidos de la siguiente manera:
Familia A: se usa una funcio´n unimodal para la distribucio´n de las frecuencias
naturales.
Las frecuencias naturales Ωm son elegidas aleatoriamente en el intervalo
(0.8, 1.2) con una funcio´n de probabilidad de distribucio´n uniforme.
Los pesos wmn han sido elegidos en el intervalo (0, 1) con una distribucio´n
uniforme.
Familia B : se usa una funcio´n unimodal para la distribucio´n de las frecuencias
naturales.
Las frecuencias naturales Ωm han sido elegidas con una funcio´n de distri-
bucio´n normal de media 1.0 y desviacio´n t´ıpica 0.1.
Los pesos wmn han sido seleccionados con una distribucio´n siguiendo una
ley de potencia cu´bica1.
Familia C : las frecuencias naturales son bimodales.
La mitad de las frecuencias naturales Ωm se han definido a 0.8 y el resto
a 1.2.
Todos los pesos wmn se han inicializado a 0.5.
Para las tres familias los para´metros pc y σ han sido estudiadas en detalle para los
valores indicados a continuacio´n, dado que son los valores de intere´s para estudiar
el comportamiento del modelo. Para la correlacio´n cr´ıtica se han fijado 37 valores,
1Una ley de potencias es un tipo especial de relacio´n matema´tica entre dos cantidades. Aplicado
a la estad´ıstica, si estas dos cantidades son la variable aleatoria y su frecuencia, en una funcio´n de
distribucio´n de ley de potencias, las frecuencias decrecen segu´n un exponente cuando la variable
aleatoria aumenta.
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iniciando en 0.025 hasta 0.950 con incrementos de 0.025.
pc := {0.050, 0.075, 0.100, 0.125, 0.150, 0.175, 0.200, 0.225,
0.250, 0.275, 0.300, 0.325, 0.350, 0.375, 0.400, 0.425,
0.450, 0.475, 0.500, 0.525, 0.550, 0.575, 0.600, 0.625,
0.650, 0.675, 0.700, 0.725, 0.750, 0.775, 0.800, 0.825,
0.850, 0.875, 0.900, 0.925, 0.950}.
Para seleccionar los valores de acoplamiento que finalmente se usan, se cal-
culo´ nume´ricamente de forma aproximada el valor cr´ıtico de fuerza de acoplamiento
para las familias A y B, σAc y σ
B
c , ma´s adelante se explica porque´ σ
C
c no puede ser
aproximado. Adema´s de haber hecho numerosas pruebas tentativas de estudio sobre
el intervalo de valores del acoplamiento σA, σB y σC para los cuales el modelo presen-
ta la fase de transicio´n “no sincronizacio´n–sincronizacio´n”. Es decir, se han elegido
de tal manera que valores de acoplamiento a la izquierda no permiten sincronizacio´n
y valores de acoplamiento a la derecha s´ı la permiten.
σA := {0.20, 0.22, 0.24, 0.26, 0.30, 0.35, 0.40, 0.50, 0.60}.
σB := {0.10, 0.13, 0.15, 0.17, 0.18, 0.20, 0.22, 0.24, 0.26,
0.30, 0.35, 0.40, 0.50, 0.60}.
σC := {0.10, 0.13, 0.17, 0.20, 0.22, 0.24, 0.26, 0.30, 0.33,
0.36, 0.40, 0.43, 0.46, 0.50, 0.53, 0.56, 0.60, 0.63,
0.66, 0.70, 0.73, 0.76, 0.80}.
En azul esta´n marcados los valores que coinciden en σA, σB y σC ; en rojo esta´n
marcados los valores que coinciden para σB y σC ; los valores que esta´n en negro no
coinciden para ninguno de los conjuntos de valores de fuerza de acoplamiento.
Dado que la convergencia de los pesos de los enlaces tiende asinto´ticamente
a cero o a uno y como el sistema de ecuaciones propuesto solo converge a tiempo
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infinito, es necesario introducir un criterio de parada. Para asegurar que el sistema
ha alcanzado un estado computacionalmente estable, se impone que deben cumplirse
a la vez las dos condiciones siguientes:
(C-I) En primer lugar se define una tolerancia ǫ = 0.001 y se pide que todos los
enlaces verifiquen cualquiera de los dos casos siguientes: que wmn > 1−ǫ o que
wmn < ǫ; de esta forma la matriz de pesos tiende a ser una matriz adyacente.
(C-II) En segundo lugar se requiere que w˙mn < ǫ con lo que se verifica la estabilidad
de la convergencia.
Cuando se alcanza una configuracio´n en la que se satisfacen los dos criterios
impuestos, se procede a redondear cada peso wmn a su valor entero ma´s cercano,
cero o uno. Se ha encontrado que el modelo siempre satisface el criterio de parada a
pesar de que el tiempo de convergencia depende de los valores espec´ıficos de pc y σ,
siendo en pocos casos uno o dos o´rdenes de magnitud ma´s grande que otros.
4.2 Implementacio´n nume´rica
Dado que la ecuacio´n (3.2) implica la integracio´n de un polinomio cuadra´tico
y la ecuacio´n (3.1) es una suma de senos, y como ambas ecuaciones son funciones de
buen comportamiento, continuas e infinitamente diferenciables, el proceso de inte-
gracio´n computacional se ha realizado con el me´todo de integracio´n de Heun con un
paso suficientemente pequen˜o [Mathews and Fink, 2004]. No obstante, como conse-
cuencia del nu´mero de ecuaciones a integrar, N en la ecuacio´n (3.1) y N(N − 1)/2
en la ecuacio´n (3.2), fue necesario usar un “cluster” informa´tico de alto rendimiento.
Para ello, el modelo propuesto fue programado en el lenguaje de programacio´n C.
Para las medidas de la sincronizacio´n, local y global, y las medidas de carac-
terizacio´n de la estructura topolo´gica se han calculado 100 repeticiones para cada
combinacio´n (pc, σ), con el objetivo de evitar fluctuaciones estad´ısticas. Para cada
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una de estas 100 repeticiones, el sistema dina´mico se evoluciona durante un tiempo
transitorio hasta converger a un estado estable. Una vez que los enlaces han fijado
su peso y las fases instanta´neas se han sincronizado o no, se dejan evolucionar la
ecuaciones durante cierto intervalo de tiempo para calcular las medidas, y poder ha-
cer el promedio de las 100 repeticiones. Para las tres familias definidas el transitorio
dura 50, 000 unidades de tiempo y el intervalo de tiempo en el que se realizan las
mediciones es de 50 unidades, las cuales deben compararse con las 5 − 7 unidades
de tiempo que aproximadamente tardan los osciladores en completar un ciclo.
4.3 Resultados
En esta seccio´n se muestran los resultados para cada una de las familias sobre
eficiencia de sincronizacio´n: global y local, y las propiedades topolo´gicas: modulari-
dad, asortatividad, grado promedio de la red y grado promedio de los vecinos. En
ambos resultados se muestran tres subfiguras, (a), (b) y (c) para cada medida.
En las figuras en donde se muestran los resultados de sincronizacio´n global y
local, modularidad, asortatividad, grado promedio de la red y grado promedio de
los vecinos en la subFigura (a) cada punto (pc, ·), representa el promedio obtenido
para la medida en cuestio´n y cada uno de estos promedios esta´ representado en la
subfigura por un color y una marca diferentes. El s´ımbolo · es respectivamente cada
una de las medidas mostradas en la Tabla 4.1 o en la Tabla 4.2. Cada curva de
puntos representa un valor de fuerza de acoplamiento en σA, σB o σC, dependiendo
de la familia en que se este´ situado; cada uno de los puntos que esta´n determinando
estas curvas representa el valor promedio obtenido sobre las 100 repeticiones para
cada valor de pc.
En la subFigura (b) se muestra el promedio para cada combinacio´n (σ,pc) en
escala de colores en un intervalo de cero a uno. Aqu´ı se muestra una visualizacio´n di-
ferente de los resultados mostrados en la subFigura (a) y en cada medida se especifica
el intervalo correspondiente en que esta´ mostrado el resultado.
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Tabla 4.1: Simbolog´ıa de las medidas de sincronizacio´n y topolo´gicas para cada familia.
Sincronizacio´n Modularidad Asortatividad Grado promedio
Global Local Newman Prueba Nodo Vecinos
Fam. A: RG
A
RL
A
MA AA KA kA k
Vm
A
Fam. B : RG
B
RL
B
MB AB KB kB k
Vm
B
Fam. C : RG
C
RL
C
MC AC KC kB k
Vm
C
En la subFigura (c) se muestra el promedio para cada combinacio´n (σ,pc) en
escala de colores el valor de la desviacio´n esta´ndar para cada familia. En este caso
en cada medida se especifica el intervalo en que se muestra la desviacio´n esta´ndar.
Tabla 4.2: Simbolog´ıa de la dispersio´n para cada familia.
Sincronizacio´n Modularidad Asortatividad Grado promedio
Global Local Newman Prueba Nodo Vecinos
Fam. A: SG
A
SL
A
SM
A
SA
A
SK
A
Sk
A
SVm
A
Fam. B : SG
B
SL
B
SM
B
SA
B
SK
B
Sk
B
SVm
B
Fam. C : SG
C
SL
C
SM
C
SA
C
SK
C
Sk
C
SVm
C
4.3.1 Eficiencia de sincronizacio´n
Antes de empezar a interpretar los resultados es importante mencionar que los
valores de acoplamiento que hemos usado son valores puntuales para cada una de
las familias, es decir, en ninguna de las tres familias, A, B y C, el acoplamiento toma
valores continuos en algu´n intervalo.
4.3.1.1 Familia A
Para esta familia el conjunto de valores de fuerza de acoplamiento es σA :=
{0.20, 0.22, 0.24, 0.26, 0.30, 0.35, 0.40, 0.50, 0.60} y las frecuencias naturales ΩA y los
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pesos wAmn han sido elegidos aleatoriamente con una distribucio´n uniforme en el
intervalo (0.8, 1.2) y (0, 1), respectivamente.
Obse´rvese que para σA ∈ {0.20, 0.22} todos los promedios de RG
A
son bajos (ver
Figura 4.1(a) o 4.1(b)), presentando un decrecimiento que no es muy notable con-
forme la correlacio´n cr´ıtica pc, entre un par de osciladores, es mayor. Para σ
A = 0.24
podemos observar que para valores de pc = 0.050 hasta pc = 0.475 los promedios
muestran un aumento significativo al compararlos con los promedios correspondien-
tes a σA ∈ {0.20, 0.22}. A partir de pc = 0.450 vemos como todos los promedios
tienden a decaer hasta llegar a ser muy parecidos a los correspondientes valores de
acoplamiento 0.20 y 0.22. La diferencia entre estos valores de acoplamiento y 0.24
es debida a que nos estamos acercando al valor de acoplamiento cr´ıtico, denotado
por σAc , donde se da la transicio´n de fase, el cual corresponde a σ
A
c = 0.26. Aho-
ra observe los promedios correspondientes a σAc ; en este caso se puede ver que la
diferencia entre los promedios para este valor de acoplamiento con los promedios
correspondientes a σA ∈ {0.20, 0.22, 0.24} y σA ∈ {0.30, 0.35, 0.40, 0.50, 0.60} es ma´s
notable con respecto a los promedios para σA ∈ {0.20, 0.22, 0.24}.
Note en la Figura 4.1(a) que en el caso de σAc conforme pc es mayor los prome-
dios decrecen, y en este caso el decrecimiento es ma´s notable a partir de pc = 0.450
hasta pc = 600, valor en que empiezan a estabilizarse los promedios. Ahora enfo-
quemos la atencio´n en los valores de σA ∈ {0.30, 0.35, 0.40, 0.50, 0.60}; e´stos son los
valores de acoplamiento para los cuales el nivel de sincronizacio´n global RAg es bueno
para un buen rango de valores de pc, teniendo un comportamiento estable hasta
cierto valor de pc.
Observe como conforme σA toma valores ma´s grandes la diferencia entre los
promedios para un determinado valor de pc es muy pequen˜a hasta el momento en
que para cada valor de acoplamiento σA ∈ {0.30, 0.35, 0.40, 0.50, 0.60} los promedios
empiezan a decaer dra´sticamente, esta observacio´n es ma´s notable a partir de σ =
0.30, valor para el cual los promedios para pc = 0.55, pc = 0.575 y pc = 0.6 decrecen
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con una diferencia muy marcada, y a partir de pc = 0.625 los promedios tienden a
establecerse.
Para σA = 0.35 los promedios correspondientes a pc = 0.575, pc = 0.6 y
pc = 0.625 son para los que el decrecimiento es dra´stico, y a partir de pc = 0.65 los
promedios se estabilizan. Para σA = 0.40 el decrecimiento es para pc = 0.6, 0.625,
0.65 y 0.675 con tendencia a estabilizarse a partir de pc = 0.7. Para el u´ltimo valor
de acoplamiento, σ = 0.60, el decrecimiento es para los valores de pc = 0.7, 0.75 y
pc = 0.775, as´ı que en este caso los promedios a partir de pc = 0.8 ya no alcanzan a
estabilizarse tanto como en los casos anteriores.
En la Figura 4.1(b) la zona roja representa los niveles altos de sincronizacio´n
global correspondientes a σA ∈ {0.30, 0.35, 0.40, 0.50, 0.60}. La zona verde correspon-
de a niveles medios de sincronizacio´n global para σA ∈ {0.24, 0.26, 0.30, 0.35, 0.40,-
0.50, 0.60}. En las zonas anaranjada y morada se observan los niveles de sincroni-
zacio´n bajos para todos los valores de σA. En la tabla 4.3 se muestra en resumen
cua´les son los valores de pc en que se presenta el decrecimiento notablemente para
cada valor de σA en el nivel de sincronizacio´n global RG
A
.
Tabla 4.3: Valores de pc para los cuales se observa decrecimiento notable en el nivel de
sincronizacio´n global RG
A
.
Para σA 0.24 0.26 0.30 0.35 0.40 0.50 0.60
Desde pc 0.450 0.525 0.550 0.575 0.600 0.650 0.700
Hasta pc 0.500 0.600 0.600 0.625 0.700 0.775 0.800
En la Figura 4.1(c) se visualiza la dispersio´n SG
A
de la misma manera que en la
figura 4.1(b) se vizualiza el promedio de RG
A
por cada pareja {sF A, pc} . Aqu´ı se puede
observar que para niveles altos de sincronizacio´n la dispersio´n SG
A
tiene variaciones
pequen˜as, muy cercanas a cero, lo cual es bueno ya que con seguridad se puede decir
que para las combinaciones en la zona roja de la Figura 4.1(b) el nivel de sincro-
nizacio´n es suficientemente bueno. Para σA ∈ {0.20, 0.22} e inclusive para algunas
combinaciones de σA = 0.24 es donde se da la mayor variacio´n, lo cual no es muy
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importante ya que esta zona corresponde a combinaciones para las cuales sabemos
con anterioridad que la sincronizacio´n no esta´ presente. La zona azul corresponde a
valores de pc, para cada valor de acoplamiento σ
A, en los cuales el decrecimiento es
muy notable y la variacio´n tiende a crecer.
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.
Figura 4.1: Sincronizacio´n global RG
A
con pesos distribuidos uniformemente en el inter-
valo (0, 1) y frecuencias naturales distribuidas uniformemente en el intervalo(0.8, 1.2).
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En la Figura 4.2 se muestran los resultados correspondientes al nivel de sin-
cronizacio´n local RL
A
. Como se puede observar, el nivel de sincronizacio´n local tiene
hasta cierto valor de correlacio´n cr´ıtica pc y para cada valor de acoplamiento σ
A el
mismo comportamiento que el nivel de sincronizacio´n global; y a partir de un valor
diferente de pc, por cada valor de fuerza de acoplamiento σ
A, todos los promedios
tiene un nivel mı´nimo de sincronizacio´n local y a partir de e´ste el nivel vuelve a
mejorar.
A continuacio´n se comentara´ por cada valor de acoplamiento cua´l es el valor
de pc para el cual R
G
A
y RL
A
tienen el mismo comportamiento. Obse´rvese como para
σA ∈ {0.20, 0.22} los promedios tienen un comportamiento estable llegando a tener
un nivel mı´nimo de sincronizacio´n local en pc = 0.625. Para σ
A = 0.24 se observa
que todos los promedios desde pc = 0.050 hasta pc = 0.474 tiene un incremento
ligeramente marcado con respecto a los promedios para σA ∈ {0.20, 0.24}. Ve´ase
que para σA = 0.24 el decrecimiento inicia en pc = 0.450 alcanzando un mı´nimo en
pc = 0.625.
En el caso de σA = 0.26, el valor de acoplamiento en el cual se da el cambio
de transicio´n de fase “no sincronizacio´n–sincronizacio´n”, se puede observar que al
igual que en el nivel de sincronizacio´n global el decrecimiento inicia en pc = 0.450
llegando a tener un nivel mı´nimo de sincronizacio´n local en pc = 0.625. Recuerde que
a partir de este valor de acoplamiento, σA = 0.26, todos los valores de acoplamiento
tienen un buen nivel de sincronizacio´n local RL
A
para intervalos grandes de pc. El
valor cr´ıtico de acoplamiento σAc = 0.26 es va´lido tanto para R
G
A
como para RL
A
. Para
σA ∈ {0.30, 0.35} tenemos que el decrecimiento es dra´stico a partir de pc = 0.550 y
pc = 0.575, respectivamente, con nivel mı´nimo de sincronizacio´n local en pc = 0.625
en ambos casos.
Como se puede observar, en pc = 0.625 el nivel de sincronizacio´n local R
L
A
alcanza un nivel mı´nimo para σA = {0.20, 0.22, 0.24, 0.26, 0.30, 0.35}. A partir de
este valor de pc = 0.650 el nivel promedio de sincronizacio´n local para σ
A = {0.20,-
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0.22, 0.24, 0.26, 0.30, 0.35} crece de manera que e´ste se recupera, lo cual no sucede
en el caso del nivel de sincronizacio´n global RG
A
.
Para σ = {0.40, 0.50} observamos que el decrecimiento tambie´n es dra´stico a
partir de pc = 0.6 y pc = 0.65, respectivamente. En estos casos se alcanza un nivel
mı´nimo de sincronizacio´n local RL
A
en pc = 0.7 y pc = 0.75, respectivamente, e igual
que en los casos anteriores el nivel de sincronizacio´n local se recupera aproximada-
mente al 64%.
Para el valor de acoplamiento ma´s alto σA = 0.60 el decrecimiento inicia en
pc = 0.7 llegando a alcanzar un nivel mı´nimo en pc = 0.8 y en este caso el nivel de
sincronizacio´n local RL
A
se recupera a aproximadamente el 68%.
Como se ha comentado antes, en la sincronizacio´n local hay valores de pc en los
cuales se tiene un nivel mı´nimo de sincronizacio´n y a partir de estos valores e´sta se
recupera; este feno´meno es debido a que justo unos valores antes de que se de el mı´ni-
mo, en las redes empiezan a formarse mo´dulos, razo´n por la cual la sincronizacio´n
global se empieza a perder y la local empieza a recuperarse. Justo en las combina-
ciones donde se da el mı´nimo, no se tiene ninguno de los dos tipos de sincronizacio´n,
e´sto es porque cuando los mo´dulos empiezan a aparecer, los nodos que los conforman
au´n no esta´n sincronizados localmente, y globalmente la sincronizacio´n se ha empe-
zado a perder justo unos valores antes de que la sincronizacio´n local sea mı´nima, sin
recuperarse como en el caso de la sincronizacio´n local. No se recupera porque como
empieza ha haber mo´dulos en las redes, los nodos que los conforman empiezan a
sincronizarse entre s´ı, de tal forma que cada mo´dulo llega a estar sincronizado. As´ı,
cada uno de los mo´dulos formados tiene su propia sincronizacio´n y los enlaces que los
unen no son suficientes para hacer que los mo´dulos logren sincronizarse globalmente
entre s´ı, pues cada uno lleva su propio ritmo.
En la Tabla 4.4 se muestra el intervalo de pc en el cual los promedios muestran
decrecimiento notable para σA ∈ {0.24, 0.26, 0.30, 0.35, 0.40, 0.50, 0.60}.
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Tabla 4.4: Valores de pc para los cuales se observa decrecimiento notable en el nivel de
sincronizacio´n local RL
A
.
Para σA 0.24 0.26 0.30 0.35 0.40 0.50 0.60
Desde pc 0.450 0.450 0.550 0.575 0.600 0.650 0.700
Hasta pc 0.625 0.625 0.625 0.625 0.700 0.750 0.800
En la Figura 4.2(b) se visualiza el nivel promedio de sincronizacio´n local por
cada combinacio´n {σA, pc}. La zona roja corresponde a los niveles ma´s altos de sin-
cronizacio´n local RL
A
. En la zona morada y anaranjada se observan los niveles ma´s
bajos y en la zona verde se observan los niveles intermedios de sincronizacio´n local
RL
A
. Aqu´ı tambie´n se puede observar como para todos los valores de acoplamien-
to σA y pc = 0.9, pc = 0.925 y pc = 0.95 el nivel de sincronizacio´n local R
L
A
es
recuperado. Para cada valor en σA, en la Tabla 4.5 se muestra cual es el nivel de
sincronizacio´n local RL
A
que se recupera cuando la sincronizacio´n global RG
A
se ha
perdido completamente.
Tabla 4.5: Porcentaje del nivel de recuperacio´n del nivel de sincronizacio´n local RL
A
.
Para σA 0.20 0.22 0.24 0.26 0.30 0.35 0.40 0.50 0.60
% de recuperacio´n 62.7 63.5 63.6 63.7 64.3 65.6 66.2 67.5 68.8
En la Figura 4.2(c) se muestra la dispersio´n SL
A
obtenida para RL
A
. La zona
amarilla corresponde a valores de dispersio´n SL
A
muy cercanos a cero; esta zona
corresponde a la zona roja en la Figura 4.2(b). La zona rosa corresponde a valores
altos de SL
A
para σA ∈ {0.20, 0.22, 0.24, 0.26}. Para σA ∈ {0.30, 0.35, 0.40, 0.50, 0.50}
se puede observar que SL
A
crece cuando nos estamos acercando al valor de pc en que
se alcanza el mı´nimo valor de sincronizacio´n local RL
A
y decrece para los valores ma´s
altos de pc. La zona azul corresponde a los promedios que esta´n justo en el paso de
transicio´n y a valores medios del nivel de sincronizacio´n local RL
A
y como podemos ver
en estos casos cuanto ma´s grande es el valor de acoplamiento menor es la dispersio´n
SA.
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Figura 4.2: Sincronizacio´n local RL
A
con pesos distribuidos uniformemente en el intervalo
(0, 1) y frecuencias naturales distribuidas uniformemente en el intervalo (0.8, 1.2).
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En conclusio´n, se observa una transicio´n clara para σA ≈ 0.26 con valores
de probabilidad de correlacio´n cr´ıtica desde pc = 0.05 hasta aproximadamente pc =
0.70. Esta fuerza de acoplamiento cr´ıtico coincide con la transicio´n de fase del modelo
de Kuramoto [1975, 1984], σc = 2/π · g(0), donde g(Ω) es la funcio´n de probabilidad
de distribucio´n de las frecuencias naturales.
La similaridad en los resultados para la sincronizacio´n global y la local, para
valores por debajo de pc ≈ 0.6, es debida al hecho de que se tienen redes comple-
tamente conectadas, para estos valores, cuando termina la simulacio´n. Por tanto,
pra´cticamente no existe alguna diferencia entre las medidas RG
A
y RL
A
. Esta similari-
dad sera´ nuevamente abordada cuando se hable de las propiedades estructurales.
En la Figura 4.3 se muestra la razo´n ρ entre la sincronizacio´n global y local,
calculada como ρ := 1 −
RG
A
RL
A
, para enfatizar la transicio´n entre ambas medidas, co-
rrespondiente a la zona donde ρ = 0, y para enfatizar los valores tanto de pc como
de σA para los cuales se tiene una sincronizacio´n local fuerte a cambio de pra´ctica-
mente no tener sincronizacio´n global; esta regio´n se presenta para aproximadamente
ρ > 0.7. Obse´rvese co´mo la transicio´n es caracterizada por mostrar un nivel mı´nimo
de sincronizacio´n local que interesantemente, esta´ relacionado con la topolog´ıa de
las redes finales, lo cual se describe ma´s adelante con las propiedades topolo´gicas.
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Figura 4.3: Proporcio´n ρ entre las medidas de sincronizacio´n global y local, definida co-
mo ρ := 1−
RG
A
RL
B
, para diferentes valores del para´metro de acoplamiento σA y la correlacio´n
umbral pc. La zona roja es donde se tiene sincronizacio´n local, ma´s no sincronizacio´n glo-
bal y la zona celeste es caracterizada por tener sincronizacio´n global y en consecuencia,
tambie´n se tiene sincronizacio´n local.
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4.3.1.2 Familia B
Para esta familia se tiene un conjunto ma´s extenso de valores de acoplamiento;
recue´rdese que
σB := {0.10, 0.13, 0.15, 0.17, 0.18, 0.20, 0.22, 0.24, 0.260.30, 0.35, 0.40, 0.50, 0.60},
lo cual nos permite explorar el valor en el cual se presenta la transicio´n de fase “no
sincronizacio´n–sincronizacio´n”. Las frecuencias naturales ΩBm fueron definidas con
una funcio´n de distribucio´n normal de media 1.0 y desviacio´n t´ıpica 0.1, y los pesos
wBmn fueron seleccionados con una distribucio´n siguiendo una ley de potencia cu´bica.
En las figuras 4.4(a) y 4.5(a) se muestra el valor promedio del nivel de sincro-
nizacio´n global RG
B
y el valor promedio del nivel de sincronizacio´n local RL
B
, respec-
tivamente. Obse´rvese en ambos casos que cuando σB ∈ {0.10, 0.13, 0.14, 0.15} todos
los promedios son bajos y presentan un decrecimiento que no es muy notable con-
forme la probabilidad de correlacio´n pc es mayor. Para σ
B = 0.16 se puede ver que
el decrecimiento ya se distingue a partir de pc = 0.4 hasta pc = 0.625, valor a partir
del cual el promedio se estabiliza para el resto de los valores de pc.
En esta familia el valor de acoplamiento cr´ıtico teo´rico aproximado esta´ en σBc =
0.1595, pero como se observa el nivel promedio de sincronizacio´n au´n es bajo para
todos los valores de pc. Para los valores de σ
B ∈ {0.17, 0.18, 0.19, 0.20}, conforme σB
incrementa, el nivel de sincronizacio´n empieza a mejorar y adema´s el decrecimiento
en los promedios por cada σB ya es ma´s notable.
En la Tabla 4.6, nivel de sincronizacio´n global RG
B
, y en la tabla 4.7, nivel de
sincronizacio´n local RL
B
, se muestra el valor de pc donde inicia el decrecimiento y el
valor de pc hasta el cual llegan a estabilizarse los promedios para cada uno de estos
valores de σB. Los intervalos dentro de los cuadros en las tablas son los intervalos en
que no coincide el decrecimiento del nivel de sincronizacio´n global RG
B
con el nivel
de sincronizacio´n RL
B
.
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Tabla 4.6: Valores de pc para los cuales se observa decrecimiento notable en el nivel de
sincronizacio´n global RG
B
.
Para σB 0.17 0.18 0.19 0.20 0.22 0.24 0.26 0.30 0.35 0.40 0.50 0.60
Desde pc 0.475 0.500 0.525 0.550 0.550 0.550 0.575 0.575 0.650 0.700 0.750 0.775
Hasta pc 0.625 0.625 0.650 0.650 0.650 0.675 0.700 0.775 0.825 0.875 0.925 0.950
Tabla 4.7: Valores de pc para los cuales se observa decrecimiento notable en el nivel de
sincronizacio´n global RL
B
.
Para σB 0.17 0.18 0.19 0.20 0.22 0.24 0.26 0.30 0.35 0.40 0.50 0.60
Desde pc 0.475 0.500 0.525 0.550 0.550 0.550 0.575 0.575 0.675 0.725 0.800 0.825
Hasta pc 0.625 0.625 0.650 0.625 0.675 0.725 0.775 0.775 0.8500 0.875 0.900 0.950
En esta familia se ha encontrado que para algunos valores de acoplamiento
con cierta probabilidad de correlacio´n el modelo no converge a ningu´n nivel de sin-
cronizacio´n. En la tabla 4.8 se muestran los valores de pc y σ
B en donde no hay
convergencia y en las figuras 4.5(a), 4.5(b) y 4.5(c) estas combinaciones esta´n en
blanco porque el tiempo transitorio fijado fue insuficiente y como consecuencia no
se obtuvo ningu´n resultado.
El hecho de que en algunos casos el modelo no converja es debido a que los
enlaces tardan mucho en converger, o no convergen en un tiempo razonable porque
los pesos comienzan a oscilar. Este comportamiento oscilante es debido a que el
comportamiento de los enlaces se adapta a la dina´mica de los nodos que unen; el
enlace sigue durante un tiempo a un nodo y luego pasa a seguir al otro nodo. En el
cap´ıtulo 5 se discute y se da una justificacio´n sobre el comportamiento de los enlaces
que tardan en converger o no convergen.
Tabla 4.8: Valor de acoplamiento σB y correlacio´n pc para los cuales el modelo no
converge.
Para σB 0.14 0.16 0.19
pc
0.6
0.625 0.625 0.625
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A parte de que se tienen algunos casos que no convergen para esta combinacio´n
de valores de σB y pc, hay casos en los cuales el nivel de sincronizacio´n en ambos
casos, global y local, decae bruscamente para algunos valores de pc cuando σ
B ∈
{0.22, 0.24, 0.26, 0.30}. Las combinaciones para las cuales el nivel de sincronizacio´n
empeora son: σB ∈ {0.22, 0.24} con pc ∈ {0.575, 0.600, 0.625}, σB = 0.26 con pc ∈
{0.600, 0.625} y σB = 0.30 con pc ∈ {0.600, 0.625, 0.650}. En la Tabla 4.9 se muestra
para las combinaciones mencionadas anteriormente el nivel de sincronizacio´n global
al que decaen y en la Tabla 4.10 se muestran los respectivos valores para el nivel
de sincronizacio´n local. Obse´rvese que para RL
B
el nivel de sincronizacio´n para el
siguiente valor de pc despue´s de los valores de pc en que se da el decrecimiento es
siempre ligeramente mayor al equivalente en el caso de la sincronizacio´n global RG
B
.
Tabla 4.9: Valores de pc y σ
B para los cuales el nivel de sincronizacio´n global RG
B
decae bruscamente. Los valores en negrita son el nivel de sincronizacio´n ma´s alto antes
y despue´s del decrecimiento.
σB
pc 0.22 0.24 0.26 0.30
0.525 0.7610 0.8310 0.8650 0.9150
0.550 0.7260 0.8070 0.8540 0.9100
0.575 0.1043 0.1247 0.8130 0.8950
0.600 0.0861 0.1182 0.1320 0.1472
0.625 0.0964 0.1023 0.1115 0.1230
0.650 0.1420 0.2380 0.3370 0.1057
0.675 0.1200 0.1670 0.2570 0.5070
0.700 0.1110 0.1390 0.1770 0.3990
Obse´rvese que la sincronizacio´n global y local para el conjunto de valores σB ∈
{0.22, 0.24, 0.26, 0.30} y un poco ma´s de la mitad de los valores de pc ya es suficien-
temente buena a diferencia del nivel que se obtiene para σB ∈ {0.17, 0.18, 0.19, 0.20}.
Para σB ∈ {0.35, 0.40, 0.50, 0.60} se observa que el decrecimiento es continuo,
en esta familia los niveles de sincronizacio´n se mantienen altos en promedio para
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Tabla 4.10: Valores de pc y σ
B para los cuales el nivel de sincronizacio´n local RL
B
decae bruscamente. Los valores en negrita son el nivel de sincronizacio´n ma´s alto antes
y despue´s del decrecimiento.
σB
pc 0.22 0.24 0.26 0.30
0.525 0.7500 0.8240 0.8610 0.9130
0.550 0.7150 0.8000 0.8500 0.9080
0.575 0.1088 0.1285 0.8140 0.8950
0.600 0.0937 0.1226 0.1348 0.1533
0.625 0.1035 0.1099 0.1188 0.1321
0.650 0.1890 0.2960 0.4050 0.1725
0.675 0.1740 0.2280 0.3280 0.5930
0.700 0.1760 0.2080 0.2510 0.4940
cuatro valores ma´s de pc que en la familia A. En las tablas 4.6 y 4.7 se muestran
para cada uno de estos valores de acoplamiento los valores de pc para los cuales los
niveles de sincronizacio´n se empiezan a perder.
En la Tabla 4.11 se muestra para cada valor de σB el nivel de recuperacio´n de
sincronizacio´n local que se obtiene para el u´ltimo valor de pc. El nivel de recuperacio´n
es el nivel ma´s alto que se logra obtener despue´s del decrecimiento.
Tabla 4.11: Porcentaje de recuperacio´n del nivel de sincronizacio´n local RL
B
.
Para σB 0.10 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.20 0.22 0.24 0.26 0.30 0.35 0.40 0.50 0.60
% de recuperacio´n 51.5 51.8 51.9 51.8 52.2 52.0 52.7 52.6 53.2 53.4 53.8 53.9 54.5 55.3 56.7 58.1 58.7
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Figura 4.4: Pesos distribuidos normalmente con media 1.0 y desviacio´n t´ıpica 0.1, y las
frecuencias naturales han sido seleccionadas con una distribucio´n siguiendo una funcio´n
de ley de potencia cu´bica.
Cap´ıtulo 4. Experimentos computacionales 63
R
L B
pc
Familia B
0.60
0.50
0.40
0.35
0.30
0.26
0.24
0.22
0.20
0.19
0.18
0.17
0.16
0.15
0.14
0.13
0.10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
(a) Promedio para RL
B
por cada {pc, σB}.
0.
10
0.
13
0.
14
0.
15
0
.1
6
0.
17
0.
18
0.
19
0.
20
0.
22
0.
24
0.
26
0.
30
0.
35
0.
40
0.
50
0.
60
pc
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
R
L B
0 0.2 0.4 0.6 0.8 1
(b) Paso de transicio´n σBc ≈ 0.15957 para R
L
B
.
0.
10
0.
13
0.
14
0.
15
0
.1
6
0.
17
0.
18
0.
19
0.
20
0.
22
0.
24
0.
26
0.
30
0.
35
0.
40
0.
50
0.
60
pc
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0 0.01 0.02 0.03 0.04 0.05 0.06
(c) Dispersio´n SL
B
para RL
B
.
Figura 4.5: Pesos distribuidos uniformemente en (0, 1) y frecuencias naturales distribui-
das uniformemente en (0.8, 1.2).
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4.3.1.3 Familia C
Recue´rdese que en esta familia la mitad de las frecuencias naturales ΩCm se han
fijado en 0.8 y el resto en 1.2, y que todos los pesos wCmn se han inicializado en 0.5. En
esta combinacio´n de frecuencias y pesos es importante mencionar que no se conoce
un valor teo´rico aproximado del acoplamiento cr´ıtico σCc en el cual se de´ el paso de
transicio´n “no sincronizacio´n–sincronizacio´n”. Lo anterior es debido a que el valor
cr´ıtico de transicio´n de Kuramoto solo es va´lido cuando las frecuencias naturales Ωm
se eligen al azar a partir de una densidad de probabilidad unimodal sime´trica y en
este caso se ha determinado fijar en dos valores u´nicos las frecuencias naturales.
En esta familia se han clasificado los valores de acoplamiento en los siguientes
subconjuntos:
σC1 ∈ {0.10, 0.130.170.20, 0.22, 0.24, 0.26, 0.30, 0.33, 0.36},
σC2 ∈ {0.40, 0.43, 0.46, 0.50, 0.53, 0.56},
σC3 ∈ {0.60, 0.63, 0.66, 0.70, 0.73, 0.76, 0.80}.
En la Figura 4.6(a), referente al nivel de sincronizacio´n global RG
C
, para σC1 se
puede observar (se observa mejor en la Figura 4.9(b)) que para todos los valores
de acoplamiento con pc = 0.050 hasta pc = 0.625 y pc = 0.650 hasta pc = 0.950
todos los promedios son similares. Obse´rvese como para todas las combinaciones
entre σC1 y pc ∈ [0.050, 0.625] la dispersio´n en general es grande y para el resto de los
valores de pc pra´cticamente no se tiene dispersio´n. Ocurre lo contrario para todas las
combinaciones entre σC2 y pc ∈ [0.650, 0.950], combinaciones para las cuales se da el
decrecimiento e inclusive se podr´ıa decir que ninguna de e´stas presenta dispersio´n.
Obse´rvese ahora los promedios para σC2 = {0.40.0.43, 0.36, 0.50, 0.53, 0.56}, Fi-
gura 4.9(a), como se puede ver los promedios entre estos valores de acoplamiento
y pc tienen el mismo comportamiento que presentan las combinaciones entre σ
C
1 y
pc, con la diferencia que para los promedios correspondientes a pc ∈ [0.550, 0.625]
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forman una pequen˜a concavidad y despue´s de e´sta nuevamente todos los prome-
dios decrecen. Note que conforme σB2 es mayor, la concavidad se pierde y lo que
se tiene para este intervalo de pc ∈ [0.550, 0.625] es un ligero decrecimiento. En la
Tabla 4.12 se muestran los valores de pc para cada valor de acoplamiento σ
C
2 en que
esta´ la concavidad y los valores en negrita son el nivel ma´s bajo que se tiene cuando
pc ∈ [0.55, 0.625]. En la tabla 4.13 se muestran los valores de acoplamiento en σC3 y
los valores de pc para los cuales el decrecimiento es ma´s notable con su respectivo
nivel de sincronizacio´n global RG
C
, en este caso, en negrita se esta´ representado el
nivel ma´s alto antes y despue´s del decrecimiento.
Tabla 4.12: Nivel de sincronizacio´n RG
C
para σC2 y pc ∈ [0.550, 0.650]. Los valores en
negrita son el nivel m´ınimo que se obtiene en la concavidad.
σC
pc 0.40 0.43 0.46 0.50 0.53 0.56
0.550 0.6960 0.8110 0.8530 0.8880 0.9060 0.9180
0.575 0.6530 0.7370 0.7980 0.8560 0.8940 0.9130
0.600 0.5710 0.5680 0.6340 0.6740 0.7530 0.8360
0.625 0.5580 0.5560 0.5590 0.5629 0.5510 0.5780
0.650 0.6480 0.6480 0.6480 0.6420 0.6330 0.6240
Anteriormente se ha explicado la razo´n por la cual para esta familia no se
conoce un valor de acoplamiento cr´ıtico teo´rico, sin embargo, observando los resul-
tados obtenidos podemos decir que el paso de transicio´n de fase “no sincronizacio´n–
sincronizacio´n” experimental se da en σC = 0.40.
En la Figura 4.5(b) se visualiza por cada combinacio´n {σC, pc} el promedio
del nivel de sincronizacio´n global RL
C
. En e´sta se puede observar mejor el paso de
transicio´n experimental en σC = 0.40, aunque se hace hincapie´ en que no se conoce
el valor de acoplamiento cr´ıtico teo´rico y en que inclusive para valores muy pequen˜os
como σC = 0.10 se tiene ya valores medios del nivel de sincronizacio´n global RL
C
, lo
cual no sucede en ninguna de las dos familias anteriores.
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Tabla 4.13: Nivel de sincronizacio´n RG
C
para σC3 y pc ∈ [0.550, 0.650] en donde se da el
decrecimiento ma´s notable. Los valores en negrita son el nivel de sincronizacio´n global
ma´s alto antes y despue´s del decrecimiento.
σC
pc 0.60 0.63 0.66 0.70 0.73 0.76 0.80
0.550 0.9310 0.9390 0.9430 0.9510 0.9550 0.9590 0.96304
0.575 0.9230 0.9320 0.9410 0.9500 0.9530 0.9570 0.9620
0.600 0.8790 0.9060 0.9200 0.9410 0.9430 0.9530 0.9590
0.625 0.6940 0.7500 0.7870 0.8110 0.8790 0.9260 0.9410
0.650 0.6150 0.6030 0.5990 0.6240 0.6930 0.7590 0.8610
0.675 0.6380 0.6380 0.6330 0.6390 0.6450 0.6990 0.7370
0.700 0.6110 0.6250 0.6230 0.6150 0.6290 0.6320 0.6430
En la Figura 4.5(c) se muestra la dispersio´n de los datos respecto a la media
RG
C
. Como se puede observar, la mayor dispersio´n se da en las combinaciones que
esta´n en la zona que se ha considerado como zona de no sincronizacio´n.
Igualmente como se ha explicado para la familia A y B, en la Figura 4.6(b)
la zona roja corresponde a las combinaciones {σC, pc} para las cuales el nivel de
sincronizacio´n global es ma´s alto. La zona verde corresponde a un nivele medio
y la anaranjada al nivel obtenido ma´s bajo. En la Figura 4.6(c) la zona amarilla
representa la menor dispersio´n y la zona rosa corresponde a la dispersio´n ma´s alta
obtenida para las combinaciones entre σC1 y pc ∈ [0.050, 0.625].
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Figura 4.6: Pesos inicializados en 0.5 y la mitad de las frecuencias naturales han sido
inicializadas en 0.8 y el resto en 1.2.
Cap´ıtulo 4. Experimentos computacionales 68
R
G C
pc
0.80
0.76
0.73
0.70
0.66
0.63
0.60
0.56
0.53
0.50
0.46
0.43
0.40
0
0.2
0.4
0.6
0.8
1
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
(a) Promedio para el nivel de sincronizacio´n global RG
C
para cada valor de pc y σ
C
1
.
R
G C
pc
0.36
0.33
0.30
0.26
0.24
0.22
0.20
0.17
0.13
0.10
0
0.2
0.4
0.6
0.8
1
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
(b) Promedio para el nivel de sincronizacio´n global RG
C
para cada valor de pc y σ
C
2
.
Figura 4.7: Promedio de nivel de sincronizacio´n global RG
C
para los subconjuntos σC1 y
σC2 .
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En la Figura 4.8(a) se muestran los resultados correspondientes al niveles de
sincronizacio´n local RL
C
. Se puede observar que para todos los valores de fuerza de
acoplamiento la sincronizacio´n local tiene el mismo comportamiento que el nivel de
sincronizacio´n global para pc ∈ [0.050, 0.600]. En esta familia, la diferencia entre las
medidas RG
C
y RL
C
se da para pc ∈ [0.625, 0.950]; e´ste es el intervalo de valores de
probabilidad de correlacio´n cr´ıtica para los cuales el nivel de sincronizacio´n local
se mantiene en un nivel alto cuando el nivel de sincronizacio´n global se pierde.
Es importante observar que la mayor dispersio´n en este caso se sigue dando para
todos los valores de acoplamiento en σC1 y que en general es grande excepto para
las combinaciones con pc ∈ [0.625, 0.950], la cual tampoco es muy pequen˜a pero
compara´ndola con el resto de valores de pc y cuanto ma´s grande sea pc menor es la
dispersio´n. Los resultados para σC1 se pueden observar mejor en la figura 4.9(b).
Para el subconjunto de valores de acoplamiento σC2 y pc ∈ [0.525, 0.625] se
observa una formacio´n de concavidad que en este caso es menos notable y cuando
se pasa a los valores de acoplamiento en σC3 e´sta desaparece. En la Tabla 4.14 se
muestra para σC2 y pc ∈ [0.525, 0.650] el nivel de sincronizacio´n que se tiene para
cada una de estas combinaciones.
Tabla 4.14: Nivel de sincronizacio´n RL
C
para σC2 y pc ∈ [0.550, 0.650] para la concavidad
presente. Los valores en negrita son el nivel m´ınimo de sincronizacio´n global que se
alcanza en la concavidad.
σC
pc 0.40 0.43 0.46 0.50 0.53 0.56
0.5250 0.8290 0.8640 0.8940 0.9100 0.9220 0.9340
0.5500 0.8210 0.8610 0.8930 0.9090 0.9200 0.9330
0.5750 0.7690 0.8220 0.8720 0.9020 0.9180 0.9280
0.6000 0.6590 0.7140 0.7500 0.8080 0.8700 0.9000
0.6250 0.7040 0.7090 0.7058 0.7160 0.7310 0.8000
0.6500 0.9970 0.9950 0.9680 0.9390 0.9130 0.8980
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En la Tabla 4.15 se muestran para los valores de acoplamiento en σC1 y σ
C
3 el
nivel de sincronizacio´n para las combinaciones con pc = {0.600, 0.625, 0.650, 0.675},
observando que el incremento ma´s grande es de pc = 0.625 a pc = 0.650. Para este
caso se puede ver que el decrecimiento es muy pequen˜o.
Tabla 4.15: Nivel de sincronizacio´n RL
C
para σC3 y pc ∈ [0.550, 0.650] en donde se da el
decrecimiento es ma´s notable.
σC
pc 0.60 0.63 0.66 0.70 0.73 0.76 0.80
0.6000 0.9000 0.9190 0.9320 0.9460 0.9480 0.9560 0.9610
0.6250 0.8000 0.8420 0.8580 0.8740 0.9130 0.9430 0.9520
0.6500 0.8980 0.8810 0.8720 0.8680 0.8810 0.8990 0.9290
0.6750 0.9980 0.9980 0.9980 0.9980 0.9970 0.9790 0.9720
Nuevamente en la Figura 4.8(b) para RL
C
la zona roja corresponde a combi-
naciones {σC, pc} para las cuales el nivel de sincronizacio´n local es ma´s alto y la
zona anaranjada corresponde a niveles medios. Tambie´n se observa que la mayor
dispersio´n, ver Figura 4.8(c), se da para las combinaciones que se ha considerado
pertenecen a la zona de no sincronizacio´n.
En este caso es importante observar que a pesar de que el nivel de sincronizacio´n
local es muy alto para todas las combinaciones entre todos los valores de correlacio´n
con σC2 y σ
C
3 , no implica que la combinacio´n de inicializacio´n entre los para´metros pc
y σC sea mejor que la inicializacio´n usada para las familias A y B, pues la dispersio´n
para las combinaciones en que pc ∈ [0.65, 0.95] es muy grande.
En conclusio´n, en esta familia los resultados tanto para RG
C
como para RL
C
son
en promedio ma´s altos, incluso no se tiene un nivel bajo de sincronizacio´n local para
una sola combinacio´n, pero para todos los casos de nivel medio de sincronizacio´n, la
dispersio´n es muy grande y para niveles altos cuando se usa σC2 y σ
C
3 , pra´cticamente
no se tiene dispersio´n para pc ∈ [0.05, 0.625].
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Figura 4.8: Los pesos han sido inicializados en 0.5 y la mitad de las frecuencias naturales
se han inicializado en 0.8 y el resto en 1.2.
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Figura 4.9: Promedio de nivel de sincronizacio´n local RL
C
para los subconjuntos σC1 y
σC2 .
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4.3.2 Propiedades topolo´gicas
Las caracter´ısticas topolo´gicas de las redes son analizadas a trave´s de funcio-
nes parametrizadas. La caracterizacio´n de estas propiedades ayuda a entender el
comportamiento f´ısico macrosco´pico que exhiben las redes.
Anteriormente en la seccio´n 3.3 se menciono´ que las redes finales pueden ser
descritas por su matriz de adyacencia, e´sto nos permite utilizar medidas propias de
las redes no ponderadas para analizar sus propiedades topolo´gicas. Dadas las carac-
ter´ısticas del presente trabajo se ha optado por estudiar las propiedades topolo´gicas
como la asortatividad A y K, la modularidad M, el grado promedio de la red k y
el grado promedio de los vecinos k
Vm
. A continuacio´n se explican estas propiedades
para cada una de las familias con que se ha experimentado.
4.3.2.1 Familia A
Se hara´n dos observaciones importantes: la primera es que la medida de modu-
laridad mostrada en la Figura 4.10, exhibe una transicio´n ra´pida cuando pc esta´ en
torno de 0.6 − 0.7. Observe en la Figura 4.10(a) que para valores pequen˜os de pc,
cuando la sincronizacio´n global y local esta´n en el nivel ma´ximo alcanzado, las redes
no muestran rasgos de modularidad, es decir, la red es se ve como un mo´dulo.
Note que la modularidad empieza a aparecer cuando la sincronizacio´n global
empieza a bajar de nivel y que la transicio´n que se da en la modularidad, se da justo
alrededor del mismo intervalo en que la sincronizacio´n global y local presentan el
mayor decrecimiento. Justo despue´s de este momento, la sincronizacio´n local empieza
a mejorar., pero no se puede decir que es alta porque los nodos dentro de los mo´dulos
au´n no esta´n bien sincronizados.
La segunda observacio´n es que conforme pc es mayor que 0.7, cuando la sin-
cronizacio´n global desaparece pero la local se recupera, el nivel de modularidad
incrementa independientemente del valor de acoplamiento que se tenga. Se ha en-
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contrado que la red resultante para valores de pc por de bajo de la transicio´n es una
red completamente conexa y conforme pc se incrementa, se observa que la topolog´ıa
final tiene cada vez menos enlaces, dando lugar a las comunidades y, en consecuencia,
la modularidad incrementa. Este incremento es tal que para algunos valores de pc a
partir de 0.7 las redes se fraccionan en subgrafos desconexos, como se muestra en la
Figura 4.11(c) para pc = 0.9. Sin embargo, para pc = 0.7 y pc = 0.8 se tienen redes
conexas.
La transicio´n de de modularidad se representa en la Figura 4.3, donde las
redes t´ıpicamente obtenidas en general para pc = 0.7 (4.11(a)), pc = 0, 8 (4.11(b)) y
pc = 0, 9 (4.11(c)) son mostradas.
El valor espec´ıfico de pc en que aparece la transicio´n depende de la distribucio´n
inicial de las frecuencias naturales g(Ω). En el caso de una distribucio´n gaussiana
(se vera´ ma´s adelante, familia B), se ha encontrado que la transicio´n es ma´s ancha,
entre los valores de pc de 0.6 a 0.8, y cuando se considera una distribucio´n de dos
picos (se vera´ ma´s adelante, familia C ), la transicio´n es ma´s bien estrecha, cerca del
valor de pc = 0, 6. Sin embargo, en todos los casos, hay una transicio´n a una red
modular.
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Figura 4.10: Para cada valor de pc y σ en el eje de las ordenadas se muestra el valor
promedio obtenido para la modularidad.
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(a) Ejemplo de red que muestra las topolog´ıas t´ıpi-
camente obtenidas para pc = 0.7 con σ = 0.2.
(b) Ejemplo de red que muestra las topolog´ıas t´ıpi-
camente obtenidas para pc = 0.8 con σ = 0.2
(c) Ejemplo de red que muestra las topolog´ıas t´ıpi-
camente obtenidas para pc = 0.9 con σ = 0.2.
Figura 4.11: Ejemplos de redes que muestran las topolog´ıas t´ıpicamente obtenidas en
una simulacio´n con pc = 0.7, pc = 0.8 y pc = 0.9, y σ = 0.2. Se observa el incremento
de modularidad en la topolog´ıa final conforme pc es ma´s grande.
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Otra caracter´ıstica estructural importante es la asortatividad, representada en
la Figura 4.12. Como se ha explicado antes, se usan dos fo´rmulas diferentes para la
validacio´n de e´sta, ecuaciones 3.12 y 3.14. No´tese que la segunda ecuacio´n, corres-
pondiente a Knn, es una funcio´n del grado y por tanto, en realidad, se representa su
pendiente.
En las figuras 4.12 y 4.13 se muestran los resultados del coeficiente de asortati-
vidad obtenidos para las combinaciones entre pc y σ
A. En la Figura 4.12 se muestran
los resultados del coeficiente de asortatividad obtenidos con la ecuacio´n 3.12, A, y
en la figura 4.13 los correspondientes resultados obtenidos con la ecuacio´n 3.14, K.
En las figuras 4.12(a) y 4.13(a) se muestran los valores promedio del coeficiente
de asortatividad, AA y KA para cada valor de pc y cada valor en σ
A. En las figuras
4.12(b) y 4.13(b) se muestra el valor promedio del coeficiente de asortatividad para
cada combinacio´n {σA, pc}; y en las figuras 4.12(c) y 4.13(c) se muestra el valor de
SA
A
promedio del coeficiente de asortatividad para cada combinacio´n {σA, pc}.
Para estas medidas de asortatividad se ha vuelto a observar una transicio´n
para valores de pc alrededor de 0.6 a 0.7. Esta transicio´n, que es incluso ma´s ra´pida
que la de la modularidad, pasa de una red con topolog´ıa no asortativa (cuando se
tiene una red completamente conectada) a una red con topolog´ıa asortativa (cuando
la modularidad es alta). Cabe destacar que la transicio´n es independiente del valor
de σA que se este´ usando. Ambas medidas son esencialmente iguales para los valores
de pc por debajo o cerca de la transicio´n, siendo solo ligeramente diferentes cuando
pc es alta, ya que se tienen componentes desconectadas en la red final, ver figura
4.11(c).
Observe que en las figuras 4.12(b) y 4.12(c) que la dispersio´n no es en general
muy grande para la mayor´ıa de las combinaciones, excepto para algunas combinacio-
nes que esta´n justo en el intervalo de pc = [0.6, 0.7] donde se presenta la transicio´n.
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Figura 4.12: Asortatividad con pesos distribuidos uniformemente en el intervalo (0, 1)
y frecuencias naturales distribuidas uniformemente en el intervalo (0.8, 1.2). En (a) mos-
tramos el nivel promedio de asortatividad para cada combinacio´n (pc, σ
A).
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Figura 4.13: Para cada valor de pc y σ en el eje de las ordenadas se muestra el valor
promedio obtenido para la asortatividad.
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En la Figura 4.14 se muestra el grado promedio k y en la Figura 4.15 se muestra
el grado promedio kng del grado de los vecinos de un nodo. Recuerde que el grado
de un nodo es el nu´mero de enlaces incidentes a e´l.
Es lo´gico que para estas medidas tambie´n se presente una transicio´n alrededor
de pc ∈ [0.6, 0.7] dado que las redes finales obtenidas son modulares y por tanto,
cuando se tienen redes completamente conexas tanto el grado promedio como el grado
promedio de los vecinos en la red son altos y conforme los enlaces van desapareciendo
ambos promedios tienden a disminuir. Obse´rvese que con e´sto tambie´n se puede
afirmar que cuanto ma´s grande sea pc ma´s desconexas se vuelven las redes; y que
para valores de pc ∈ [0.6, 0.7] y alrededor, justo donde se tiene la transicio´n, tambie´n
como en las medidas anteriores es donde se presenta la mayor dispersio´n.
El hecho de que la mayor dispersio´n se de´ en el intervalo de transicio´n es debido
a que para valores de probabilidad alrededor y dentro de [0.6, 0.7] las combinaciones
con σA son las u´ltimas en converger, es decir, son las combinaciones en las cuales
hay enlaces que tardan mucho en converger.
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Figura 4.14: (a), (b) grado promedio en la red, (c) dispersio´n del grado promedio en la
red.
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Figura 4.15: En (a) y (b) esta´ el grado promedio de los vecinos en la red y en (c) la
dispersio´n del grado promedio de los vecinos.
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A cerca de los resultados obtenidos para k y k
ng
no hay tanto que discutir como
en el caso del resto de las medidas, sin embargo, un resultado interesante que vale
la pena mencionar es el cociente entre la dispersio´n de grado promedio y su media,
e´ste es mostrado en la figura 4.16, el cual implica que los resultados obtenidos sobre
asortatividad son novedosos ya que podr´ıan ser resultado del proceso de formacio´n
de mo´dulos mediante un proceso trivial, el cual ser´ıa que se forman mo´dulos, dentro
de los cuales los nodos estar´ıan unidos todos con todos, y estos mo´dulos a su vez
estar´ıan aislados o de´bilmente unidos entre ellos.
Una de las cosas interesantes en este trabajo es que los mo´dulos esta´n bien
definidos pero unidos de forma no trivial y la forma en que eso se comprueba es
asegurar que la dispersio´n del grado es grande respecto del valor medio del grado,
como se observa en la Figura 4.16.
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Figura 4.16: Dispersio´n del grado promedio respecto al grado promedio.
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4.3.2.2 Familia B
Como se observo´ anteriormente en los resultados correspondientes al nivel de
sincronizacio´n global de esta familia, se ha visto que el nivel se mantiene en general
alto para valores altos de pc lo cual no sucede en la familia A. Como consecuencia de
este resultado, se puede observar que los resultados para la modularidad obtenidos
en esta familia presentan un crecimiento un tanto diferente al que se da en la familia
A. Aqu´ı se puede ver que el salto en torno al intervalo [0.6, 0.7] para pc no es tan
marcado, con lo cual se observa que el comportamiento es ma´s bien co´ncavo hacia
arriba y respecto a la familia A estos resultados son nume´ricamente menores.
En esta familia tambie´n se puede observar que conforme pc es mayor y el nivel
de sincronizacio´n global decrece la modularidad crece, por esta razo´n, por ejemplo,
para σB = 0.60 el crecimiento es ma´s suave y menos notable; los mismo sucede
con el resto de valores de acoplamiento, cuanto ma´s tarda en decrecer el nivel de
sincronizacio´n global ma´s tarda en aparecer la modularidad.
Una cosa importante que se debe observar en estos resultados es que la disper-
sio´n es ma´s grande, c.f. la Figura 4.17(c), respecto a los resultados obtenidos en la
familia A.
En la Figura 4.18 se muestran las redes t´ıpicamente obtenidas para valores de
pc = 0.7, pc = 0.8 y pc = 0.9 con un valor de fuerza de acoplamiento σ
B = 0.3.
Se muestran estas redes ya que son un ejemplo de combinaciones para las cuales se
puede observar la aparicio´n de la modularidad y en la figura 4.17(a) se puede ver la
diferencia del nivel de modularidad obtenido.
Igualmente como sucede en la familia A, en esta familia conforme la modula-
ridad incrementa las redes tienden a fraccionarse, pero a diferencia de la familia A
en este caso la la tendencia es menos acusada, es decir, la tasa de grupos presentes
es menor con lo que la tendencia a fraccionarse no es tan marcada.
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Observe que solo para esta medida se muestran los resultados obtenidos para
σB = {0.20, 0.22, 0.24, 0.26, 0.30, 0.35, 0.40, 0.50, 0.60} ya que es para hacer la com-
paracio´n con la familia A, el resto de valores de fuerza de acoplamiento muestran un
comportamiento similar a los mostrados.
M
B
pc
Familia B
0.60
0.50
0.40
0.35
0.30
0.26
0.24
0.22
0.20
0.18
0.16
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
(a) Valor promedio para MB por cada {pc, σ}
0.
16
0.
18
0.
20
0.
22
0.
24
0.
26
0.
30
0.
35
0.
40
0.
50
0.
60
σB
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
p c
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
(b) Paso de transicio´n para MB.
0.
16
0.
18
0.
20
0.
22
0.
24
0.
26
0.
30
0.
35
0.
40
0.
50
0.
60
σFB
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
(c) Dispersio´n SM
B
.
Figura 4.17: Para cada valor de pc y σ en el eje de las ordenadas se muestra el valor
promedio obtenido para la modularidad.
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(a) Ejemplo de red que muestra las topolog´ıas t´ıpi-
camente obtenidas para pc = 0.7 con σ = 0.3.
(b) Ejemplo de red que muestra las topolog´ıas t´ıpi-
camente obtenidas para pc = 0.8 con σ = 0.3
(c) Ejemplo de red que muestra las topolog´ıas t´ıpi-
camente obtenidas para pc = 0.9 con σ = 0.3.
Figura 4.18: Ejemplos de redes que muestra las topolog´ıas t´ıpicamente obtenidas en
una simulacio´n con pc = 0.7, pc = 0.8 y pc = 0.9, y σ = 0.3. Se observa el incremento
de modularidad en la topolog´ıa final conforme pc es ma´s grande.
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En la Figura 4.19(a) se muestran los resultados sobre asortatividad AA, obte-
nidos con la ecuacio´n (3.12) y en la Figura 4.20(a) se muestran los resultados sobre
la prueba de asortatividad K, obtenidos con la ecuacio´n (3.14), para esta familia.
En esta familia se puede observar que hasta σB = 0.30 se da un crecimiento
repentino de pc = 0.625 a 0.650 pasando de tener un valor de asortatividad negativo
a positivo, con un crecimiento de 2 a 3 de´cimas; e´sto sucede en ambas medidas de
asortatividad.
Recuerde que en esta familia hay combinaciones (pc, σ
B) que no convergen
(Tabla 4.8) o decaen bruscamente (tabla 4.9), en esta medida eso se ve reflejado
en los correspondientes valores, desde pc = 0.575 hasta pc = 0.650 para valores de
fuerza de acoplamiento menores a partir de σB = 0.30.
Tambie´n se puede observar que aunque el comportamiento es co´ncavo hacia
arriba (similar a la familia A) a partir de pc alrededor de 0.7 y que inclusive para
σB = {0.50, 0.60} se obtiene un valor de asortatividad mayor para pc = 0.9 y pc =
0.925, respectivamente, la dispersio´n es mayor para ma´s combinaciones, sobre todo
para combinaciones con pc en torno a [0.5, 0.6].
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Figura 4.19: Para cada valor de pc y σ se muestra el valor promedio obtenido para la
asortatividad AB.
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Figura 4.20: Para cada valor de pc y σ se muestra el valor promedio obtenido para la
prueba de asortatividad.
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En la Figura 4.21 se muestra el grado promedio kB y en la Figura 4.22 se
muestra el grado promedio k
Vm
B
del grado de los vecinos de un nodo.
En este caso, tambie´n es lo´gico que se presente una transicio´n en torno a
pc = 0.6 dado que las redes finales obtenidas son modulares y por tanto, cuando se
tienen redes completamente conexas tanto el grado promedio como el grado promedio
de los vecinos en la red son altos y conforme los enlaces van desapareciendo ambos
promedios tienden a disminuir. Obse´rvese que con e´sto reforzamos la conclusio´n de
que cuanto ma´s grande sea pc ma´s desconexas se vuelven las redes; y que para valores
de pc ∈ [0.6, 0.7] y alrededor, justo donde se tiene la transicio´n, tambie´n como en las
medidas anteriores es donde se presenta la mayor dispersio´n. En esta familia tambie´n
se obtiene una mayor dispersio´n para estas medidas cuando σB es mayor que 0.30
para valores altos de pc.
El hecho de que la mayor dispersio´n se de´ en el intervalo de transicio´n es debido
a que para valores de probabilidad alrededor y dentro de [0.6, 0.7] las combinaciones
con σB menor que 0.30 son las u´ltimas en converger, es decir, son las combinaciones
en las cuales hay enlaces que tardan mucho en converger o no convergen.
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Figura 4.21: En (a) y (b) esta´ el grado promedio en la red y en (c) la desviacio´n esta´ndar
del grado promedio en la red.
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Figura 4.22: En (a) y (b) esta´ el grado promedio de los vecinos en la red y en (c) la
dispersio´n del grado promedio de los vecinos.
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4.3.2.3 Familia C
La mitad de las frecuencias naturales se han definido a 0.8 y el resto a 1.2 con
todos los pesos inicializados a 0.5.
Como se observo´ anteriormente en los resultados correspondientes al nivel de
sincronizacio´n global de esta familia, se ha visto que el nivel se mantiene en general
alto para valores pc hasta 0.625 y σ
C mayor a partir de 0.040. Para el resto de los
valores de fuerza de acoplamiento y todos los valores de pc se ha observado que en
general los niveles de sincronizacio´n global que se tiene para esta familia son mayores
que los que se obtiene en la familia A, sin embargo, en este caso presentan una
mayor dispersio´n. Como consecuencia de este resultado, se puede observar que los
resultados para la modularidad obtenidos en esta familia presentan un crecimiento
lento comparado con el que se da en la familia A y en la familia C. Aqu´ı se puede
observar que no hay un salto distinguible en torno algu´n valor de pc, excepto para
σC = {0.50, 0.60} con pc ∈ [0.625, 0.675]. Adema´s, la modularidad ma´s alta obtenida
es entorno a la mitad de la obtenida en las otras familias.
Una cosa importante que se debe observar en estos resultados es que la dis-
persio´n en general es pequen˜a excepto para pc = 0.65 con σ
C = 0.50, c.f. la Figu-
ra 4.23(c). Para esta combinacio´n se obtiene una dispersio´n de 0.5030
En la Figura 4.24 se muestran las redes t´ıpicamente obtenidas para valores de
pc = 0.6, pc = 0.7 y pc = 0.8 con un valor de fuerza de acoplamiento σ
B = 0.8.
Se muestran estas redes ya que son un ejemplo de combinaciones para las cuales se
puede observar la aparicio´n de la modularidad y en la figura 4.23(a) se puede ver que
la diferencia del nivel de modularidad obtenido no es muy notable, mas sin embargo
las mo´dulos esta´n bien definidos.
La modularidad en este familia, como en las anteriores, se incrementa pero de
una manera diferente a lo que suced´ıa en las familias A y B, aqu´ı los grupos que se
forman son menos, c.f. la Figura 4.23, pero son ma´s densos.
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Igualmente para esta medida se muestran solo los resultados obtenidos para
σB = {0.20, 0.22, 0.24, 0.26, 0.30, 0.35, 0.40, 0.50, 0.60} ya que tambie´n es por hacer la
comparacio´n con la familia A, el resto de valores de fuerza de acoplamiento muestran
un comportamiento similar a los mostrados.
M
C
pc
Familia C
0.60
0.50
0.40
0.35
0.30
0.26
0.24
0.22
0.20
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
(a) Valor promedio para MC por cada {pc, σB}
0.20 0.22 0.24 0.26 0.30 0.35 0.40 0.50 0.60
σC
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
p c
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
(b) Promedio MC por cada {σB, pc}.
0.20 0.22 0.24 0.26 0.30 0.35 0.40 0.50 0.60
σFC
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
(c) Dispersio´n SM
C
.
Figura 4.23: Para cada valor de pc y σ en el eje de las ordenadas se muestra el valor
promedio obtenido para la modularidad.
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(a) Ejemplo de red que muestra las topolog´ıas t´ıpi-
camente obtenidas para pc = 0.6 con σ = 0.8.
(b) Ejemplo de red que muestra las topolog´ıas t´ıpi-
camente obtenidas para pc = 0.7 con σ = 0.8
(c) Ejemplo de red que muestra las topolog´ıas t´ıpi-
camente obtenidas para pc = 0.8 con σ = 0.8.
Figura 4.24: Ejemplos de redes que muestra las topolog´ıas t´ıpicamente obtenidas en
una simulacio´n con pc = 0.6, pc = 0.7 y pc = 0.8, y σ = 0.8. Se observa el incremento
de modularidad en la topolog´ıa final conforme pc es ma´s grande.
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En la Figura 4.25(a) se muestran los resultados sobre asortatividad A y en
la Figura 4.26(a) se muestran los resultados sobre la prueba de asortatividad K,
obtenidos para esta familia.
Aqu´ı se puede observar que ambas medidas presentan el mismo comportamien-
to, incluso la diferencia esta´ en los promedios obtenidos cuando pc es mayor que 0.8.
La tendencia de crecimiento que se observa, es debida a los resultados obtenidos para
el nivel de sincronizacio´n global y local que se han obtenido, como pasa en las otras
familias. Obse´rvese que hasta pc aproximadamente en 0.625 el crecimiento es muy
suave, y hasta este valor de pc el respectivo nivel de sincronizacio´n global obtenido
es alto en general. Como suced´ıa con las sincronizacio´n local ??, ambas medidas de
asortatividad crecen ra´pidamente para pc ∈ [0.6, 0.675], y a partir de estos valores
la tendencia sigue siendo creciente aunque los resultados obtenidos siguen siendo
comparables con los obtenidos en la familia A.
Los resultados obtenidos para el grado promedio y el grado promedio de los
vecinos son mostrados en las figuras 4.27 y 4.28. En este caso tambie´n se observa que
la mayor diferencia se da en torno a pc ∈ [0.6, 0.675], cuando el nivel de sincronizacio´n
global decrece y el nivel de sincronizacio´n local crece. De las tres familias, es en e´sta
en donde se obtiene la menor dispersio´n para ambas medidas de grado promedio,
sin embargo, esto no significa que los resultados obtenidos en esta familia sean los
mejores.
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Figura 4.25: Para cada valor de pc y σ
C se muestra el valor promedio obtenido para la
asortatividad.
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Figura 4.26: Para cada valor de pc y σ se muestra el valor promedio obtenido para la
prueba de asortatividad.
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Figura 4.27: (a), (b) grado promedio en la red, (c) desviacio´n esta´ndar del grado
promedio en la red.
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Figura 4.28: (a), (b) grado promedio de los vecinos en la red, (c) dispersio´n del grado
promedio de los vecinos.
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4.4 Conclusiones sobre los experimentos
Con los experimentos realizados se observa que efectivamente la sincronizacio´n
en redes, las propiedades dina´micas y topolo´gicas se influyen mutuamente y e´sta re-
quiere de una estructura modular la cual se determina evolutivamente con el modelo
propuesto.
De las tres familias mostradas, los resultados ma´s novedosos son los obtenidos
con la familia A. E´stos son los que mejor se comportan a pesar de que no se tiene
un modelo determinista.
La novedad de los resultados que se obtienen radica en el modelo, ya que tanto
la modularidad como la asortatividad aparecen de forma dina´mica. En el modelo
no se impone la topolog´ıa, sino que e´sta surge de forma natural, u´nicamente por
adaptacio´n a la dina´mica de los nodos. Estudios con modelos como el propuesto en
este trabajo hay muy pocos en la literatura.
Este trabajo es fundamental para probar que s´ı se puede estudiar co´mo es
que la modularidad y la asortatividad surgen dina´micamente, tal y como sucede en
las redes reales, y de este modo empezar a entender co´mo es que e´stas tienen la
estructura que presentan. En este sentido su aporte es ma´s conceptual que aplicable.
Cap´ıtulo 5
Convergencia
En algunos casos, los enlaces tardan mucho en converger, o no convergen en un tiem-
po razonable, porque los pesos comienzan a oscilar. Este comportamiento oscilante
es debido a que de alguna manera el comportamiento de los enlaces se adapta a la
dina´mica de los nodos que unen. El enlace sigue durante un tiempo a un nodo y
luego pasa a seguir al otro nodo. En este cap´ıtulo presentamos un justificacio´n sobre
el comportamiento de los enlaces que tardan en converger o no convergen.
5.1 Justificacio´n del porque´ en algunos casos
los enlaces no convergen
Se menciono´ en el cap´ıtulo 4 que a pesar de que todas las simulaciones esta´n
cumpliendo el criterio de parada, hubo diferencias notables en sus tiempos de ejecu-
cio´n. Curiosamente, estas diferencias se deben a relativamente pocos enlaces, gene-
ralmente menos de 100. Esto significa que algunas combinaciones (σ, pc) dan lugar a
enlaces que convergen muy lentamente y por tanto exigen un 90% o ma´s de tiempo
para terminar la simulacio´n.
Un resultado teo´rico de Li et al. [2008] indica que en las redes formadas por
dos mo´dulos de osciladores de fase interactuando, la mayor´ıa de ellos contribuyen al
comportamiento s´ıncrono, pero unos pocos osciladores se encuentran en una situacio´n
de frustracio´n debido a las diferentes entradas de los dos mo´dulos. Como consecuencia
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de ello, si los osciladores en el nu´cleo de estas comunidades tienen frecuencias Ω1
y Ω2, los osciladores situados entre los dos mo´dulos oscilan alrededor de
Ω1+Ω2
2
con
una frecuencia Ω1−Ω2
2
.
Cuando se estudio´ el comportamiento de los enlaces renuentes a converger,
se observo´ un comportamiento oscilatorio, con amortiguaciones ma´s bien pequen˜as.
Por lo tanto, tiene sentido comprobar si el cambio de comportamiento encontrado
para la dina´mica de los osciladores frustrados es consecuencia de los enlaces. Esto
se puede hacer de la manera siguiente. Si el peso wmn entre los nodos m y n es
oscilante, se puede calcular la frecuencia real de oscilacio´n Ω
exp
mn a partir de los
datos, y compararlo con el valor teo´rico, el cual es la mitad de la diferencia entre
las frecuencias instanta´neas de los nodos unidos, Ωteormn := (θ˙n− θ˙n)/2. En un ajuste
perfecto se espera encontrar que todos los puntos esta´n a lo largo de una l´ınea recta
con pendiente 1.
Para probar el comportamiento oscilante de los enlaces que tardan mucho en
converger elegimos el enlace que peor cumple la condicio´n de parada y hacemos el
siguiente ajuste:
y = a+ b sin(ct+ d), (5.1)
donde y es el valor de dicho enlace al tiempo t y donde a, b, c y d son los para´metros
que hay que ajustar.
Cuando y es discretizada se tiene que
yn = a+ b sin(c∆tn + d), (5.2)
donde ∆t es el paso temporal usado en la simulacio´n del modelo. ¿Co´mo se ajustan
los datos obtenidos a una funcio´n de la forma (5.2)? Lo que tenemos que hacer es
darnos cuenta de que la derivada de (5.1) es
y′ = bc cos(ct+ d) (5.3)
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y que (
y − a
b
)2
+
(
y′
cb
)2
= 1, (5.4)
ya que de (5.1) tenemos que
y − a
b
= sin(ct + d) (5.5)
y de (5.3)
y′
bc
= cos(ct+ d), (5.6)
luego haciendo uso de la propiedad sin2(x) + cos2(x) = 1 acabamos.
En la versio´n discreta lo que tendr´ıamos es que
(
yn − a
b
)2
+
(
yn − yn−1
∆tcb
)2
= 1, (5.7)
porque y′n =
yn−yn−1
∆t
(solo va´lido para n > 1).
Ahora vamos a definir
zn :=
(
yn − yn−1
∆t
)2
(5.8)
ya que de esta forma multiplicando la ecuacio´n (5.7) por c2b2 se tiene que:
c2b2
(yn − a)2
b2
+ c2b2
(yn − yn−1)2
(∆t)2c2b2
= c2b2
c2(yn − a)
2 +
(
yn − yn−1
∆t
)2
= c2b2
c2(y2n − 2ayn + a
2) + zn = c
2b2
c2y2n − 2ac
2yn + a
2c2 + zn = c
2b2
zn = −c
2y2n + 2ac
2yn − a
2c2 + c2b2
zn = −c
2y2n + 2ac
2yn + c
2(b2 − a2), (5.9)
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y esto es un ajuste multi-lineal de zn a {y
2
n, yn, 1} con {a, b, c} para´metros a deter-
minar.
Matricialmente tenemos que si:
−→
Z :=


z1
z2
...
zn

 y M :=


y21 y1 1
y22 y2 1
...
...
...
y2n yn 1

 .
donde recordemos que z0 no puede ser calculada y por eso no aparece, entonces se
verifica que
−→
Z =M


−c2
2ac2
c2(b2 − a2),


es decir, estamos buscando un vector
−→
β tal que
−→
Z = M
−→
β , (5.10)
porque de esta manera
β0 = −c
2
β1 = 2ac
2 (5.11)
β2 = c
2(b2 − a2).
A nosotros solo nos interesa β0 porque nos permite calcular c, que es la esti-
macio´n de la frecuencia a la que oscila el enlace. No obstante, podr´ıamos obtener el
resto, excepto d, si nos interesara.
Para calcular la solucio´n
−→
β de (5.10), sabemos que la matriz M no es degene-
rada, es decir, sus columnas son linealmente independientes y podemos multiplicar
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por la izquierda la ecuacio´n (5.10) por M⊺:
M⊺
−→
Z = M⊺M
−→
β , (5.12)
y (M⊺M) sera´ una matriz 3×3 con determinante no nulo e invertible. Luego podemos
expresar
−→
β como:
−→
β = (M⊺M)−1M⊺
−→
Z . (5.13)
Pero la matriz M⊺M tiene la forma
M⊺M :=


a˜ b˜ c˜
b˜ c˜ d˜
c˜ d˜ e˜

 , (5.14)
que depende de cinco cantidades fa´cilmente calculables:
a˜ =
n∑
i=1
y4i , b˜ =
n∑
i=1
y3i , c˜ =
n∑
i=1
y2i , d˜ =
n∑
i=1
yi y e˜ =
n∑
i=1
1,
siendo n el taman˜o de la muestra que se usa para calcular los promedios.
A partir de haber calculado las cantidades a˜, b˜, c˜, d˜ y e˜, las cuales son calculadas
a partir de los datos que se tienen (los valores yi de los pesos de los enlaces a lo largo
de un cierto tiempo, donde i es un instante de tiempo), la matriz M⊺M es muy fa´cil
de invertir y por tanto, como ya se conoce M , se puede calcular sin inconvenientes
la ecuacio´n 5.13.
Con lo anterior, se puede calcular cuanto vale
−→
β solo a partir de los datos yi,
que da el valor del enlace en el instante i. El cara´cter oscilante de los enlaces queda
determinado por b y por c, porque b es la amplitud y c es la frecuencia de oscilacio´n
experimental Ωexp.
En los experimentos, la convergencia es lenta para pra´cticamente todos los
valores de fuerza de acoplamiento, cuando pc esta´ cerca de 0.625. Por lo tanto, se re-
pitio´ el experimento con estas combinaciones en varias ocasiones y se midieron ambas
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frecuencias, tanto Ω
exp
nm como Ωteornm . En la Figura 5.1 se comparan estas cantidades
con respecto a una muestra aleatoria de los enlaces de convergencia lenta. Obse´rvese
que esta´n principalmente a lo largo de la diagonal, lo que apoya la suposicio´n que
se hace acerca de que los enlaces tienen un comportamiento frustrado. Sin embargo,
con el fin de demostrarlo estad´ısticamente, tambie´n se realizo´ una prueba de signifi-
cacio´n de la tendencia utilizando el coeficiente de correlacio´n lineal de Pearson, Hill
and Lewicki [2006]; la respuesta es positiva ya que se obtiene una pendiente de 0.970
con una r = 0.662 y p-valor 3 · 10−10.
Tenga en cuenta que el co´mputo de las dos frecuencias es intr´ınsecamente rui-
doso, dando lugar a medidas con errores relativamente grandes. Entonces, la infor-
macio´n dada por las cantidades como r-cuadrada, midiendo la bondad de un ajuste
lineal, son engan˜osamente bajos debido a que esta´ relacionado con la fraccio´n de la
varianza en los datos que esta´n explicados por la l´ınea recta. En estos casos, es ma´s
interesante cuantificar la significatividad del resultado.
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Figura 5.1: Frecuencia de los enlaces oscilantes en la red con Ωexp frente a la frecuen-
cia teo´rica Ωteor. Cuando se calcula el coeficiente de correlacio´n lineal de Pearson, se
encuentra un p-valor de 3 · 10−10, lo que indica que la tendencia es significativa. La l´ınea
de color azul es el mejor ajuste de los datos y la l´ınea de color rojo corresponde a la
forma teo´rica.
Cap´ıtulo 6
Conclusiones y trabajo futuro
En este trabajo se estudio´ el problema de integracio´n/segregacio´n desde el
punto de vista de las redes complejas, considerando que la topolog´ıa de la red no es
esta´tica; sino que existe un mecanismo adaptativo que esta´ actuando sobre los enlaces
en la red. El estudio fue realizado con el objetivo de identificar bajo que´ condiciones
ocurre la sincronizacio´n en redes y que´ propiedades estructurales esta´n presentes en
la topolog´ıa de la red cuando ocurre la sincronizacio´n
Para cumplir los objetivos se propuso un modelo dina´mico con el cual se modela
la evolucio´n en el tiempo tanto de la conexio´n entre cada par de elementos como
la evolucio´n de cada uno de los elementos en el sistema. El objetivo principal fue
desarrollar un algoritmo de formacio´n topolo´gica con sincronizacio´n eficiente, el cual
esta´ basado en la interrelacio´n entre las propiedades estructurales, locales y globales,
y las propiedades dina´micas de un sistema.
El modelo propuesto es un modelo adaptativo para sincronizacio´n en redes.
Se consideraron medidas para sincronizacio´n a nivel local y global, propiedades to-
polo´gicas como el grado promedio, el grado promedio de los vecinos, la modularidad
y la asortatividad. Se logro´ comprobar por medio de diferentes formas que los resul-
tados obtenidos son novedosos.
En el modelo se propusieron dos funciones para la evolucio´n de un sistema,
con una se modela la dina´mica, evolucio´n en el tiempo, del comportamiento de las
conexiones entre pares de elementos en un sistema. Con la otra funcio´n se modela
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la correlacio´n entre cada par de elementos en el sistema. Tambie´n se propuso una
medida de desempen˜o para la sincronizacio´n a nivel local la cual facilito´ cuantificar
nume´ricamente el nivel de sincronizacio´n local.
Con la funcio´n que modela la dina´mica de la evolucio´n de los enlaces se evita
el hecho de tener que definir una topolog´ıa de red inicial y en su lugar se tiene un
modelo con el cual se genera la topolog´ıa ma´s adecuada, as´ı, se optimiza la topolog´ıa
de la red para que la sincronizacio´n sea ma´s fa´cil.
El mejor resultado que se encontro´ fue que la modularidad, que es una ca-
racter´ıstica global, puede naturalmente surgir en una red cuando se considera que
los enlaces esta´n evolucionando, es decir, por medio de las propiedades dina´micas
para la escala local. Tambie´n se observo´ que incluso en ausencia de la sincronizacio´n
global, un alto grado de sincronizacio´n local puede prevalecer.
Los resultados experimentales mostraron que el modelo propuesto es adecuado
para estudiar la sincronizacio´n en conjunto con la formacio´n topolo´gica, debido a la
naturaleza de los enlaces.
La caracterizacio´n de la topolog´ıa de las redes resultantes se hizo en te´rminos
de la medida de asortatividad y la medida de modularidad, y se observo´ que la
sincronizacio´n y las propiedades estructurales pueden afectarse mutuamente, con lo
cual se comprueba la hipo´tesis supuesta. Esto es de intere´s ya que en la literatura
existente el estudio de sincronizacio´n es bajo topolog´ıas pre-impuestas; el enfoque
presentado en este trabajo permite el estudio de co´mo la sincronizacio´n y procesos
semejantes afectan a la formacio´n de comunidades, para complementar el trabajo
existente sobre como la presencia de comunidades afecta a la sincronizacio´n.
Tambie´n se encontro´ que en algunos casos la convergencia es dif´ıcil para algunas
combinaciones (pc, σ), y se probo´ que e´sto es debido a que hay enlaces que llegan
a un estado frustrado en el que tienen una frecuencia oscilante que depende de las
comunidades a las que esta´ conectando. En este caso, se observo´ que el nu´mero
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de iteraciones requeridas para tender a la convergencia es muy elevado ya que se
logro´ entender que el enlace oscila entre las frecuencias insta´neas de los osciladores.
Cabe destacar que los resultados obtenidos para la asortatividad se han encon-
trado porque se han unido nodos que esta´n teniendo frecuencias iguales, es decir, se
reforzaron los enlaces que unen nodos con frecuencias iguales.
Como trabajo futuro se debe destacar que´ se espera si en realidad lo que se re-
fuerza son los enlaces que unen nodos que esta´n haciendo lo opuesto, es decir, nodos
que tiene frecuencias que no son similares, ¿se obtendr´ıan redes disasortativas? Para
responder esta pregunta, ser´ıa importante realizar con detalle la experimentacio´n
correspondiente para analizar los resultados obtenidos. Si se obtienen redes disasor-
tativas, el modelo propuesto sera´ au´n ma´s robusto pues no solo se obtendr´ıan redes
en las cuales emerge una mesoescala sino que tambie´n se podr´ıan generar redes con
propiedades opuestas a las redes que ya se tienen.
Tambie´n se pueden hacer modificaciones al programa para hacer pruebas con
redes en las cuales la topolog´ıa sea impuesta, como se ha hecho en trabajos existentes,
lo importante aqu´ı ser´ıa estudiar si sigue emergiendo una mesoescala y probar si la
combinacio´n {σ, pc} da mejores resultados que los obtenidos al no imponer ninguna
topolog´ıa de red.
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