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Abstract
We approach video object segmentation (VOS) by split-
ting the task into two sub-tasks: bounding box level track-
ing, followed by bounding box segmentation. Following
this paradigm, we present BoLTVOS (Box-Level Tracking
for VOS), which consists of an R-CNN detector conditioned
on the first-frame bounding box to detect the object of in-
terest, a temporal consistency rescoring algorithm, and
a Box2Seg network that converts bounding boxes to seg-
mentation masks. BoLTVOS performs VOS using only the
first-frame bounding box without the mask. We evaluate
our approach on DAVIS 2017 and YouTube-VOS, and show
that it outperforms all methods that do not perform first-
frame fine-tuning. We further present BoLTVOS-ft, which
learns to segment the object in question using the first-frame
mask while it is being tracked, without increasing the run-
time. BoLTVOS-ft outperforms PReMVOS, the previously
best performing VOS method on DAVIS 2016 and YouTube-
VOS, while running up to 45 times faster. Our bound-
ing box tracker also outperforms all previous short-term
and long-term trackers on the bounding box level tracking
datasets OTB 2015 and LTB35. A newer version [49] of
this work can be found at https://arxiv.org/abs/
1911.12836.
1. Introduction
Semi-supervised video object segmentation (VOS) is the
task of producing segmentation masks for objects for each
frame in a video given the ground truth of the first frame. It
has important applications including robotics, autonomous
driving, and video editing. In this paper, we present a novel
method for VOS, BoLTVOS (Box-Level Tracking for Video
Object Segmentation), which tackles the VOS task using
only the first-frame bounding boxes.
Current semi-supervised video object segmentation
methods belong to one of the following three categories:
1) methods that fine-tune on the first-frame mask, 2) meth-
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Figure 1. Example results of BoLTVOS on 3 datasets where it ob-
tains the best results for video object segmentation, visual object
tracking and long-term visual object tracking. Our method: pur-
ple, ground truth: yellow, previous best method (FEELVOS [46]
(column 1), SiamRPN++ [22] (columns 2, 3)): blue.
ods that use the first-frame mask without fine-tuning, and 3)
methods that only use the first-frame bounding box.
Category 1 methods are extremely slow, but produce
very accurate results. Methods in the second category are
typically faster but do not perform as well as category
1 methods. Until now, methods in category 3 have per-
formed much worse than methods in the other two cate-
gories. BoLTVOS changes this picture and outperforms all
category 2 methods without using the first-frame mask.
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BoLTVOS is very useful for practical applications such
as segmenting objects in large video collections, as it per-
forms well, is fast, and only requires a first-frame bounding
box to be annotated rather than the time-consuming process
of annotating a first-frame mask. See Fig. 1 for an example
of qualitative results of BoLTVOS.
BoLTVOS explores the idea that the VOS task can be
divided into 2 sub-tasks. Firstly, the task of tracking the
object of interest at a bounding box level, followed by the
task of segmenting an object given its bounding box. In or-
der to tackle the first sub-task, we introduce a novel condi-
tional R-CNN network followed by a temporal consistency
rescoring step to improve the tracking results. We address
the second sub-task by generating segmentations for each
bounding box using the Box2Seg network from [28].
Many recent visual object tracking approaches [23, 60,
22] use a single stage object detector that is conditioned
by performing a cross-correlation between template fea-
tures and the features of a local search region around the
previous prediction [23]. In contrast, our conditional R-
CNN evaluates possible regions over the whole image by
using a two stage R-CNN style network with a novel con-
ditional second stage for tracking, which directly compares
template features to region proposal features by concatenat-
ing the features before predicting their similarity. This al-
lows our method to recover from incorrect detection results,
and to re-detect an object after disappearance. We further
improve our tracking method by adding a temporal consis-
tency rescoring algorithm, which rescores detection results
by taking into account temporal consistency cues while also
modeling potential distractor objects, using tracklet-based
online dynamic programming.
We evaluate BoLTVOS on three VOS benchmarks,
DAVIS 2016 [37], DAVIS 2017 [38], and YouTube-VOS
[56]. On all three datasets, BoLTVOS performs much bet-
ter than all other methods that also only use the first-frame
bounding box. Our method also outperforms all other cat-
egory 2 VOS methods, and many category 1 VOS methods
on DAVIS 2017 [38] and YouTube-VOS [56], even though
it does not use the first-frame mask.
For scenarios where the first-frame ground truth mask
is available, we propose an extension, BoLTVOS-ft, which
fine-tunes Box2Seg on the first-frame mask in parallel to
tracking. Although this extension uses fine-tuning, it is
as fast as methods that do not. On DAVIS 2016 [37]
and YouTube-VOS [56], BoLTVOS-ft outperforms all other
methods, while running up to 45 times faster than the pre-
vious best method. We additionally evaluate the bounding
box tracking performance of BoLTVOS separately on two
visual object tracking benchmarks, where we also achieve
new state-of-the-art results.
2. Related Work
Video Object Segmentation (VOS). VOS methods can be
divided into three categories. Category 1 methods perform
fine-tuning on the first-frame ground truth masks [3, 31, 48,
24, 1, 28], which leads to impressive results but is slow.
Category 2 methods use the first-frame mask without
fine-tuning [6, 57, 7, 17, 55, 56, 46]. These methods run
much faster, but do not achieve the same result quality.
The third category of VOS methods are those that do
not use the first-frame mask at all but are only conditioned
on the first-frame bounding box. Our method falls into
this category. The only other published method that adopts
this approach is SiamMask [50]. In this regard SiamMask
[50] is the work that is most closely related to ours. Like
our method, SiamMask is a box-level tracking method that
also produces segmentation masks. Unlike our method,
SiamMask only uses a single stage for detection and is only
evaluated in a local search window of a previous prediction.
Like BoLTVOS and SiamMask [50], also RGMP [55]
adopts a Siamese architecture for VOS. However, RGMP
requires the first-frame mask, while BoLTVOS can work
with only a bounding box and still achieves better results.
Additionally, RGMP performs segmentation on the whole
image, whereas we only segment bounding box regions.
We treat the generation of segmentation masks as a post-
processing step which happens after the bounding box level
tracking. Producing segmentation masks conditioned on a
bounding box for VOS has been explored by PReMVOS
[28] whose segmentation network we adopt. Except for
that, PReMVOS is quite different from our method. PRe-
MVOS uses four different neural networks, is very slow,
and uses significant fine-tuning.
Visual Object Tracking (VOT). BoLTVOS splits the VOS
task into box-level tracking and bounding box segmenta-
tion. Box-level tracking is commonly evaluated as the VOT
task, which is similar to VOS, but only requires bounding
box input and output instead of segmentation masks, and
only deals with a single object. Recently, a number of long-
term VOT benchmarks have been released which differ
from traditional VOT in that the object to be tracked often
disappears and reappears. The field of VOT has been driven
by the success of a number of recent benchmarks such as
the yearly VOT challenges [21, 20], the Online Tracking
Benchmark (OTB) [53, 54], LTB35 [20] and OxUvA [45]
for long-term VOT, and many others [33, 19, 59, 32, 11].
The proposed BoLTVOS box-level tracker works by
adapting an object detector for tracking by conditioning the
detection on the given first-frame object template. Many
previous methods also approach tracking as conditional de-
tection. Most notably Siamese region proposal network
methods such as SiamRPN [23] which work by using a sin-
gle stage RPN [40] object detector and conditioning it on
the first frame by cross-correlating the deep features of a
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Figure 2. Overview of BoLTVOS. A conditional R-CNN (left) provides detections conditioned on the first-frame bounding box, which are
then rescored by our temporal consistency rescoring algorithm (center). The result are bounding box level tracks which are converted to
segmentation masks by the Box2Seg network (right).
local image patch with the deep features of the template.
There have been many recent improvements of the
SiamRPN approach such as DaSiamRPN [60] (distrac-
tor aware), C-RPN [12] (cascaded RPN), SiamMask [50],
SiamRPN+ [58], and SiamRPN++ [22] (deeper network ar-
chitectures). All of these methods work by searching within
a local window of the previous prediction using a template
cross-correlation [2, 16, 30] followed by an RPN detector.
Long-term tracking with Siamese trackers is so far
mainly addressed by enlarging the search window when the
detection confidence is low [60, 22]. Our approach is able
to take advantage of global search over the whole image to
produce even stronger results than the previous best method
SiamRPN++ [22] over all benchmarks, but especially on the
long-term VOT benchmark where our method excels.
3. Method
BoLTVOS explores the key idea that the task of video
object segmentation (VOS) can be tackled by splitting it
into first tracking on a bounding box level, followed by seg-
menting the objects given by the tracked bounding boxes.
By adopting this paradigm, we can draw inspiration from
the visual object tracking (VOT) community for designing
a box-level tracker that works well for VOS.
As shown in Fig. 2, BoLTVOS consists of three compo-
nents. The left figure region shows our conditional Siamese
cascaded R-CNN detector that is able to detect object re-
gions that are visually similar to the given first-frame tem-
plate object. The center figure region shows our online tem-
poral consistency rescoring algorithm that is able to choose
the best detection that comes from our detector in each
time step based on temporal consistency and visual simi-
larity cues, taking into account the potential presence of vi-
sually similar, but spatially inconsistent distractor objects.
Finally, as shown in the right figure region, after determin-
ing the bounding box level tracking result, we apply our
Box2Seg network to generate a segmentation mask for the
object given by the bounding box each time step.
Inspired by the success of Siamese networks in VOT
benchmarks [20, 54, 21], we adopt a Siamese style architec-
ture for our conditional detector. The most commonly used
VOT benchmarks [54, 21] only require short-term tracking
without object disappearance and reappearance. With this
domain in mind, most current Siamese tracking architec-
tures [60, 50, 22, 23] employ a strong temporal consistency
constraint on their detections, by only searching for new de-
tections within a small spatial window of a previous detec-
tion. However, VOS, like the recently introduced long-term
VOT task [20, 45], requires the tracking of objects that can
disappear and reappear again. In order to tackle this long-
term tracking task, we develop a tracking architecture that
first detects a number of bounding box proposals using only
visual similarity and that then rescores them in a second
step using temporal consistency cues. This way, BoLTVOS
effectively leverages both visual and temporal cues and is
able to re-detect objects after they disappear.
The previous best-performing bounding box tracking
methods [60, 50, 22, 23] adopt a single shot detector, which
is conditioned on the first-frame template using cross-
correlation. For the task of single-image object detection,
two-stage detector networks such as Faster R-CNN [40]
have been shown to outperform single-stage detectors. In-
spired by this, we design our tracker as a conditional two-
stage detection network. In addition to the increased perfor-
mance of two-stage detection over single-stage detection,
this also brings the advantage that, using Region of Inter-
est (RoI) proposals as an input to the second stage, we can
directly compare a proposed RoI region to a template re-
gion by concatenating their RoI aligned feature representa-
tions instead of performing a cross-correlation. This direct
comparison can more effectively learn the similarity of two
regions and can also deal with changes in object size and
aspect ratio as the proposals are aligned to the same size.
Conditional R-CNN. The first stage of BoLTVOS is a con-
ditional detector used to detect bounding box regions that
are visually similar to the first-frame template (see Fig. 2
left). We base our architecture on the two-stage detection
architecture of Faster R-CNN [40]. Specifically, we take
a Faster R-CNN architecture that has been pre-trained for
single image object detection on the COCO [26] dataset
for detecting 80 object classes. Such a network consists
of a backbone feature extractor followed by two detec-
tion stages; first a category-agnostic RPN, followed by a
category-specific second stage. We fix the weights of the
backbone and the RPN and replace the category-specific
second stage with our conditional second stage.
Our second stage is run for each region proposed by the
RPN by performing RoI Align [14] to extract deep features
from this proposed region. We also take the RoI Aligned
deep features of the ground truth bounding box in the first-
frame image, and then concatenate these together with the
features of the proposed region and feed the combined fea-
tures into a 1× 1 convolution which reduces the number of
features channels back down by half. These conditional fea-
tures are then fed into the Faster R-CNN second stage with
two output classes; either the proposed region is the object
to be detected or it is not. Our conditional detector uses a
3-stage cascade [4] without shared weights. Using a cas-
cade improves the results, as each cascade layer is trained
on the output of the layers below it. This means that with
each cascade layer, it is trained with harder and harder neg-
atives and learns to better discriminate between positives
and hard negative distractors. The backbone and RPN are
frozen having been trained for detection on COCO. Only
the second stage (after concatenation) is trained for track-
ing, using pairs of frames from video datasets. Here, an
object in one frame is used as reference and the network is
trained to detect the same object in another frame.
Temporal Consistency Rescoring. After detecting regions
that are visually similar to the first-frame template with our
conditional R-CNN, BoLTVOS uses a temporal consistency
rescoring algorithm (see Fig. 2 center) to rescore the detec-
tions. This algorithm works in an online manner by first
grouping all previous detections from a video into a set of
tracklets that are very likely to be the same object [18]. It
then scores each tracklet based on its component detection
scores, as well as a long-term temporal consistency score
measuring the likelihood that this tracklet is a continuation
from the object to be tracked in the first frame.
Specifically, tracklets are created in an online manner by
adding a detection to an existing tracklet each frame if it
has an IoU with the last detection of a tracklet greater than
a threshold (around 70%). Each detection that does not join
an existing tracklet creates a new tracklet. Our algorithm
then finds the optimal set of tracklets which make up the fi-
nal tracking result. It does this by scoring a number of ’track
hypotheses’ [36], different combinations of tracklets, using
an online dynamic programming formalization. Tracklets
that have overlapping time-steps cannot be composed to-
gether.
Formally, let bff denote the first-frame bounding box
of the object to be tracked. A track hypothesis T =
{τ1, . . . , τk} consists of k tracklets where each tracklet τi
has a corresponding start time tstarti and end time t
end
i such
that tracklet τi starts after tracklet τi−1 has ended, poten-
tially with a gap between them. Each tracklet consists of
detections for each of its time steps with a corresponding
bounding box and detection score provided by our con-
ditional R-CNN, i.e., τi = {di,tstarti , . . . , di,tendi }, where
di,t = (bi,t, si,t) and bi,t is the bounding box of detection
di,t of tracklet τi at time t and si,t is its detection confi-
dence. The score of a tracklet τi is given by
score(τi) =
tendi∑
t=tstarti
si,t + wffff score(bff, bi,t), (1)
ff score(bff, b) = min(
ar(bff)
ar(b)
,
ar(b)
ar(bff)
)− αff. (2)
Here, ff score measures the similarity in aspect ratio be-
tween the current detection and the first-frame bounding
box and ar(b) = width(b)height(b) denotes the aspect ratio of
bounding box b, and wff and αff are hyperparameters.
The score of a whole track hypothesis T = {τ1, . . . , τk}
is a combination of the scores of its tracklets and boundary
scores between successive tracklets, i.e.,
score(T ) =
k∑
i=1
score(τi) + wbnd
k∑
i=2
bnd score(τi−1, τi)
(3)
bnd score(τi−1, τi) =
tendi−1∑
t=tstarti−1
(
wiouIoU(bi−1,tendi−1 , bi,tstarti )
−wloc‖center(bi−1,tendi−1)− center(bi,tstarti )‖ − αbnd
)
.
(4)
Here, ‖·‖ denotes Euclidean distance, center is the center of
a bounding box in pixel coordinates, wiou, wloc, and αbnd
are hyperparameters, and the IoU term calculates the spa-
tial intersection-over-union between the last bounding box
of tracklet τi−1 and the first bounding box of tracklet τi,
regardless of a potential temporal gap. Using dynamic pro-
gramming and only keeping the highest score track hypoth-
esis for each tracklet results in a very small and manage-
able set of track hypotheses. Both tracklet generation and
track hypothesis scoring can be performed iteratively on-
line with only a small set of tracklets and track hypothe-
ses updated with each new time-step. We then choose the
highest-scoring track hypothesis and output the detection
from the most recent time-step that belongs to this track hy-
pothesis. If no detections in the current frame belong to
the highest-scoring track hypothesis, we choose a detection
in the current time-step based on its score and its temporal
consistency to the last detection in our chosen track hypoth-
esis.
Thus, we model a number of different track hypotheses,
even those that are not temporally consistent with the first
frame bounding box, and we are able to down-score detec-
tions that belong to such tracks even if they are extremely
visually similar to the object to be tracked.
Box2Seg. In order to produce segmentation masks for
the VOS task, we use an off-the-shelf bounding-box-to-
segmentation-mask network by adopting the code and pre-
trained weights from Luiten et al. [28]. This network is
a fully convolutional DeepLabV3+ [5] network with an
Xception-65 [8] backbone. It has been trained on Map-
illary [35] and then COCO [26] to output a segmentation
mask given by the object bounding box encoded as a fourth
input channel. This network runs much faster than our con-
ditional R-CNN and is able to convert 40 bounding boxes
to segmentation masks per second. Thus, running this net-
work after our tracking method only increases the runtime
by 0.025 seconds per object per frame. We combine over-
lapping masks such that the mask with the smallest number
of pixels ends up on top of other masks.
BoLTVOS-ft. BoLTVOS performs video object segmen-
tation while only using the first-frame bounding box. We
present an extension, BoLTVOS-ft, which is able to use
first-frame mask annotations, if present, to improve the re-
sults. In this extension, the Box2Seg network is fine-tuned
on the first-frame object mask. Because the Box2Seg net-
work is only run after box-level tracking is complete, the
fine-tuning can run in parallel to the tracking, improving
the segmentation accuracy without increasing the runtime.
Implementation Details. For our conditional R-CNN
we adapt a Faster R-CNN [40] implementation with a
ResNet101 [15] backbone with a feature pyramid network
[25]. This has been trained from scratch [13] (without Ima-
geNet [41] pre-training) on COCO [26] for 80 class object
detection and instance segmentation using the mask head
from Mask R-CNN [14], group normalization [52], a cas-
caded second stage [4]. We use the implementation and
pre-trained weights from [51].
As we do not train our RPN specifically for tracking (it
generates generic object proposals), we need to generate a
larger number of region proposals than used for conven-
tional two-stage detectors to feed into the second stage, but
we can use strong non-maximum suppression to keep the
number of proposals manageable.
We train our conditional R-CNN on multiple tracking
datasets simultaneously: ImageNet VID [41] (4000 videos),
YouTube-VOS [56] (3471 videos), GOT-10k [19] (9335
videos) and the YouTube-BoundingBoxes [39] validation
set (around 30000 videos). We sample each of the other
datasets twice as often as YouTube-BoundingBoxes to re-
duce the dataset size bias. We train with motion blur and
grayscale augmentations as done in [60], as well as gamma
and scale augmentations. We train our network on a com-
puter with four 1080 Ti GPUs for 4 days. BoLTVOS is
evaluated on a computer with a single V100 GPU, while
BoLTVOS-ft uses two V100 GPUs in parallel.
4. Experiments
We split the experimental evaluation into three sections.
First, we evaluate our method on multiple VOS bench-
marks. Then, we evaluate BoLTVOS for long-term visual
object tracking, and lastly we evaluate it for standard (short-
term) online visual object tracking.
4.1. Video Object Segmentation Evaluation
DAVIS 2017. We perform experiments on the standard
VOS dataset DAVIS 2017 [38] and present results on the
validation set, which contains 30 videos with an average of
2.03 objects per video, and a maximum of 5 objects to be
tracked in a single video. The first-frame ground truth seg-
mentation masks are given and the objects must be tracked
and segmented throughout the remaining frames.
We adopt the standard metrics for evaluating on DAVIS
2017, the J score being the average IoU between the pre-
dicted mask and the ground truth mask, and the F score
measuring the similarity of the boundary of both masks.
Methods are ranked on DAVIS 2017 by the average of their
J and F scores, which is called the J&F measure. Ad-
ditionally, we introduce a new metric Jbox, which is analo-
gous to the J metric for segmentation masks (average IoU),
except that it is calculated using the bounding box surround-
ing a given predicted and ground truth mask, rather than the
actual mask. Using both the mask metrics and our new box
metric, we are able to evaluate our bounding box tracking
method directly, as well as to separately evaluate the effect
of predicting segmentation masks.
We run our method on each object separately without
any interaction between the runs of separate objects. This
means that if the predicted masks overlap, only one is cho-
sen per pixel and thus, if our tracker predicts overlapping
regions, our method could be penalized heavily. Hence, this
is a good evaluation of the performance of running a single-
object tracker on multiple objects in the same video, as it
penalizes the overlap of predictions.
We tune our hyperparameters on the DAVIS 2017 train-
ing set. Table 1 shows the results of our evaluation of
both the standard BoLTVOS (Ours), without temporal con-
sistency rescoring (Ours (No Rescoring)), and our fine-
tuned extension (Ours (Fine-tun. Box2Seg)) on the valida-
tion set and compares it to 12 other state-of-the-art VOS ap-
proaches. These approaches are divided into three groups,
the first are those that only use the first-frame bounding box,
FT M J&F J F Jbox t(s)
Ours 7 7 71.9 68.4 75.4 78.5 1.45
Ours (No Rescoring) 7 7 64.9 60.9 68.9 74.5 1.45
SiamMask [50] 7 7 55.8 54.3 58.5 64.3 0.06†
SiamMask [50] (Box2Seg) 7 7 63.3 59.5 67.3 64.3 0.11
FEELVOS [46] 7 3 71.5 69.1 74.0 71.4 0.51
RGMP [55] 7 3 66.7 64.8 68.6 66.5 0.28†
VideoMatch [17] 7 3 62.4 56.5 68.2 − 0.35
FAVOS [7] 7 3 58.2 54.6 61.8 68.0 1.2†
OSMN [57] 7 3 54.8 52.5 57.1 60.1 0.28†
Ours (Fine-tun. Box2Seg) 3 3 76.3 72.0 80.6 78.5 1.45
PReMVOS [28] 3 3 77.8 73.9 81.7 81.4 37.6
DyeNet [24] 3 3 74.1 − − − 9.32†
OSVOS-S [31] 3 3 68.0 64.7 71.3 68.4 9†
CINM [1] 3 3 67.5 64.5 70.5 72.9 >120
OnAVOS [48] 3 3 63.6 61.0 66.1 66.3 26
OSVOS [3] 3 3 60.3 56.6 63.9 57.0 18†
GT boxes (Box2Seg) 7 3 82.6 79.3 85.8 100.0 −
GT boxes (Fine-tun. Box2Seg) 3 3 86.2 81.8 90.5 100.0 −
Table 1. Quantitative results on the DAVIS 2017 validation set. FT
denotes fine-tuning, M denotes using the first-frame masks, t(s)
denotes time per frame in seconds. †: timing extrapolated from
DAVIS 2016 assuming linear scaling in the number of objects.
without using the mask. This includes our method. The sec-
ond group are those that use the first-frame mask but do not
fine-tune on it. The third set of methods perform slow fine-
tuning on the first-frame mask.
Our method achieves a J&F score of 71.9%. This sig-
nificantly outperforms SiamMask [50], the previous best
method that only uses the first-frame bounding boxes, with
a J&F score of 55.8% (+16.1%). In order to verify that
this improvement does not just stem from a better way to
generate masks, we applied the Box2Seg mask generation
on the results of SiamMask as a post-processing step. This
does improve the results to 63.3%J&F , which is still 8.6
percentage points lower than our result. Our method also
outperforms all of the current methods that use the first-
frame mask (without fine-tuning), even though our method
only has access to the first-frame bounding box. The previ-
ous best performing method of this category is FEELVOS
[46] which BoLTVOS outperforms by 0.4%.
The no-rescoring variant of our method only reaches
64.9% (−7.0%), highlighting the importance of temporal
consistency rescoring. The reason for this is that without
rescoring, our tracker often produces overlapping predic-
tions, which are then removed, as for the VOS evaluation
each pixel can only be a part of a single object. However,
when using our rescoring algorithm, we are able to take into
account both temporal consistency and the presence of dis-
tractor objects in the video, and as such the results are much
less likely to overlap resulting in much improved results.
.1 1 10 100
.5
.6
.7
.8
Time per frame (seconds)
R
eg
io
n
an
d
co
nt
ou
rq
ua
lit
y
(J
&
F)
Ours
SiamMask [50]
FEELVOS [46]
RGMP [55]
VideoMatch [17]
FAVOS [7]
OSMN [57]
Ours (Fine-tuned)
PReMVOS [28, 29]
DyeNet [24]
OSVOS-S [31]
CINM [1]
OnAVOS [48, 47]
OSVOS [3]
Figure 3. Quality versus timing on DAVIS 2017. Only SiamMask
[50] and our method (red) are able to work without the ground
truth mask of the first frame and require just the bounding box.
Methods shown in blue fine-tune on the first-frame mask.
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Figure 4. Quality versus timing on YouTube-VOS [56].
Figure 3 compares our method with other state-of-the-art
methods in VOS performance as well as runtime. It can be
seen that BoLTVOS outperforms every previous method ex-
cept PReMVOS [28] and DyeNet [24], which both use slow
first-frame fine-tuning. BoLTVOS even significantly out-
performs 4 methods that do use slow first-frame fine-tuning.
Compared to all other methods that use the first-frame mask
without fine-tuning, not only does our method perform bet-
ter, it is also much more practical in real world scenarios,
such as segmenting a large collection of videos. This is
because first-frame bounding boxes are easy and cheap to
annotate, whereas segmenting accurate first-frame masks is
a very difficult and expensive procedure.
On the Jbox metric, BoLTVOS gets a score of 78.5%.
This significantly outperforms all other methods except
again for PReMVOS [28], where our method is only 2.9%
worse, even though the J&F score is 5.9% worse. When
comparing to FEELVOS [46], our J&F score is only just
higher and FEELVOS has aJ score that is 0.7% higher than
ours. However, when looking at the Jbox score our method
significantly outperforms FEELVOS by 7.1%. Compar-
ing to SiamMask, which also performs box-level track-
ing, BoLTVOS has a Jbox score 14.2 percentage points
higher. This indicates that our BoLTVOS box-level tracking
is performing extremely strongly and that most of the loss
in score comes from the out-of-the-box Box2Seg network.
The loss in performance by Box2Seg can also be seen when
FT M J&F J F Jbox t(s)
Ours 7 7 79.6 78.1 81.2 88.3 0.72
Ours (No Rescoring) 7 7 79.6 78.1 81.1 88.3 0.72
SiamMask [50] 7 7 69.8 71.7 67.8 73.3 0.03
SiamMask [50] (Box2Seg) 7 7 75.9 75.6 76.3 73.3 0.06
RGMP [55] 7 3 81.8 81.5 82.0 79.3 0.14
FEELVOS [46] 7 3 81.7 81.1 82.2 80.2 0.45
FAVOS [7] 7 3 81.0 82.4 79.5 83.1 0.6
VideoMatch [17] 7 3 80.9 81.0 80.8 − 0.32
PML [6] 7 3 77.4 75.5 79.3 75.9 0.28
OSMN [57] 7 3 73.5 74.0 72.9 71.8 0.14
Ours (Fine-tun. Box2Seg) 3 3 87.7 86.3 89.1 88.3 0.72
PReMVOS [28] 3 3 86.8 84.9 88.6 89.9 32.8
DyeNet [24] 3 3 − 86.2 − − 4.66
OSVOS-S [31] 3 3 86.5 85.6 87.5 84.4 4.5
OnAVOS [48] 3 3 85.0 85.7 84.2 84.1 13
CINM [1] 3 3 84.2 83.4 85.0 83.6 > 120
OSVOS [3] 3 3 80.2 79.8 80.6 76.0 9
GT boxes (Box2Seg) 7 3 80.5 79.1 81.9 100.0 −
GT boxes (Fine-tun. Box2Seg) 3 3 89.0 87.6 90.5 100.0 −
Table 2. Quantitative results on the DAVIS 2016 validation set. FT
denotes fine-tuning, M denotes using the first-frame mask, and t(s)
denotes time per frame in seconds.
applying it to the perfect ground truth bounding boxes, in
which case Jbox by definition is 100%, but the J&F score
is only 82.6%.
We also perform an experiment where we fine-tune the
Box2Seg network while leaving the bounding box tracking
component unchanged (Ours (fine-tun. Box2Seg)). Because
Box2Seg is only applied as a post-processing step, it can be
fine-tuned in parallel to running the slower conditional R-
CNN, and we can then apply the fine-tuned Box2Seg on the
box tracking result. We restrict the number of fine-tuning
steps to 300, which significantly improves the results but
is still fast enough to finish before the conditional R-CNN
processes the entire sequence. In this way, if a second GPU
is available, BoLTVOS-ft produces a final segmentation re-
sult without any additional run-time cost. In this setup,
BoLTVOS-ft achieves a J&F score of 76.3%, which is
very close to the result of PReMVOS with 77.8%. Note
that PReMVOS is 25 times slower than BoLTVOS-ft and
uses 4 different neural networks.
DAVIS 2016. We also present results on the DAVIS 2016
[37] benchmark. This benchmark has 20 videos, each with
a single object, and uses the same evaluation metrics.
Table 2 shows the results of BoLTVOS both with (Ours),
and without (Ours (No Rescoring)) temporal consistency
rescoring and compares it to the same 12 other state-of-
the-art VOS approaches, as well as to PML [6] that does
not have DAVIS 2017 results. These methods are divided
into the same three groups as with DAVIS 2017: those that
do not use the first-frame mask; those that use it without
fine-tuning on it; and those that fine-tune on the first-frame
mask.
BoLTVOS achieves a J&F score of 79.6%. This again
significantly outperforms SiamMask [50], the previous best
method that only uses the first-frame bounding boxes, with
69.8% J&F (+9.8%). Our method does not perform as
well on the J&F metric as some of the other methods that
do use the first-frame mask. Specifically, FEELVOS [46]
and RGMP [55] outperform BoLTVOS by 2.2% and 2.1%,
respectively. However, when we look at the Jbox metric,
BoLTVOS outperforms FEELVOS by 8.1% and RGMP by
9.0%. This indicates that our tracking method is able to
very successfully track the objects in the DAVIS 2016 se-
quences, but that the out-of-the-box Box2Seg network fails
to give us accurate segmentations for this dataset. This is
because Box2Seg was only trained on single objects (like a
bike, or a person), whereas the objects to be segmented in
DAVIS 2016 are often a grouping of multiple objects (such
as a person riding a bike). When using the fine-tuned ver-
sion of Box2Seg (Ours (Fine-tun. Box2Seg)), we achieve
a J&F score of 87.7%, which is higher than the previous
best result achieved by PReMVOS with 86.8% (which is 45
times slower than BoLTVOS-ft here).
In this experiment, the effect of our rescoring algorithm
is negligible, giving us no boost in performance. This is
because in the DAVIS 2016 sequences there is only one
main object visible, and there are almost no distractor ob-
jects. Hence, using a distractor aware temporal consistency
rescoring algorithm is not able to bring any gains, whereas
it helped a lot on the much harder DAVIS 2017 dataset.
YouTube-VOS. Finally, we present results on the much
larger and more challenging YouTube-VOS dataset [56].
Here, we re-use the same hyperparameters which we used
for DAVIS 2017 obtained by tuning on the training set. For
YouTube-VOS, the evaluation distinguishes between ob-
ject classes which are part of the training set (seen) and
those that are not (unseen). The primary evaluation mea-
sure J&Fseen+uns. is the average of the J&F scores for
seen and unseen object classes.
Table 3 and Fig. 4 compare the results and speed of
BoLTVOS to other methods on the validation set consist-
ing of 474 sequences. Note that YouTube-VOS is a very
recent dataset and hence only few methods have been eval-
uated on it. The only method which achieves better results
on this dataset is PReMVOS [28] with a J&Fseen+uns.
score of 66.9% which is only 1.2% higher than BoLTVOS’s
result, although PReMVOS uses the ground truth masks of
the first frame and performs slow fine-tuning. When we add
fine-tuning for Box2Seg, BoLTVOS-ft achieves a score of
71.1%, which sets a new state-of-the-art for this dataset.
FT M J&Fseen+uns. Jseen Junseen t(s)
Ours 7 7 65.7 67.3 58.9 1.36
Ours (No Rescoring) 7 7 61.2 61.9 54.8 1.36
SiamMask [50] 7 7 52.8 60.2 45.1 0.06
RGMP [55] 7 3 53.8 59.5 45.2 0.26
Ours (Fi.-tu. Box2Seg) 3 3 71.1 71.6 64.3 1.36
PReMVOS [28, 27] 3 3 66.9 71.4 56.5 6
OnAVOS [48] 3 3 55.2 60.1 46.6 24.5
OSVOS [3] 3 3 58.8 59.8 54.2 17
Table 3. Quantitative results on the YouTube-VOS [56] validation
set. FT denotes fine-tuning, M denotes using the first-frame mask,
and t(s) denotes time per frame in seconds.
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Figure 5. Results on the VOT 2018 Long-term dataset. The evalu-
ation measures are recall and precision (left) and F-score (right).
4.2. Long-Term Visual Object Tracking Evaluation
For evaluating BoLTVOS on long-term visual object
tracking, we use the LTB35 dataset [20]. This dataset was
used in the VOT 2018 challenge to evaluate long-term track-
ing performance (VOT18-LT) [20] and consists of 35 videos
with a similar setup to many other tracking benchmarks
where the first-frame ground truth is given. However, the
number of frames per sequence is much larger than for
typical tracking benchmarks (4200, compared to 590 for
OTB2015 [54]). Also in typical tracking benchmarks the
object to be tracked is present in almost every frame of
the video, whereas for LTB35 on average the object to be
tracked disappears and reappears again 12.4 times per video
with an average target absence period of 40.6 frames. On
this benchmark, trackers need to determine when the target
has been lost (or disappeared), and re-detect the target after
it is lost. In order to measure this, a tracker must output its
detection confidence for each predicted bounding box.
We adopt the standard metrics for LTB35, measuring
both the precision and the recall at different detection confi-
dences. From the precision (Pr) and recall (Re), the F-score
can be calculated as F = 2PrRe(Pr+Re) . Trackers are ordered
by the maximum F score they achieve over the different
confidence thresholds. Our results on LTB35 can be found
in Figure 5. We evaluate both our raw conditional R-CNN
bounding box prediction and detection score results (Ours
(No Rescoring)), and our results with temporal consistency
rescoring (Ours). We compare to the 6 best-performing
methods in the 2018 VOT-LT challenge which was won
by MBMD (described in [20]). We additionally compare
to SiamRPN++ [22], the previously strongest performing
method with a maximum F score of 62.9%.
BoLTVOS outperforms all of the previous methods both
with and without rescoring. Without rescoring, we obtain a
maximum F score of 63.4%, a score 0.5% higher than the
previous best result. With our temporal consistency rescor-
ing algorithm, we achieve a maximum F score of 66.2%.
This is 3.3% higher than any previously published method.
In this setup, our tracker runs at 1.43 frames per second.
These strong results on LTB35 show the strength of our
method for long-term tracking. Because we are able to de-
tect globally over a whole image, and not just within a local
window of the previous detection, we are able to easily re-
detect a target after it has disappeared.
4.3. Short-TermVisual Object Tracking Evaluation
For evaluating BoLTVOS on short-term visual object
tracking, we use the OTB2015 benchmark [54], one of the
most commonly used benchmarks for VOT. This dataset
contains 100 videos with an average length of 590 frames.
We adopt the standard metrics for evaluating on
OTB2015 [54], calculating the success and precision of
our results over varying overlap thresholds. Methods are
ranked by the area under the curve (AUC) of the success
curve. Fig. 6 shows our results both with (Ours), and with-
out (Ours (No Rescoring)) temporal consistency rescoring
and compares it to 10 other state-of-the-art tracking ap-
proaches: SiamRPN++ [22], ECO [9], VITAL [43], MDNet
[34], LSART [44], C-COT [10], DaSiamRPN [60], ECO-
HC [9], SiamRPN [23], and CREST [42].
BoLTVOS achieves an AUC score of 69.7%, which is
slightly better than the previous best result by SiamRPN++
[22] of 69.6%. Without temporal consistency rescoring, our
method achieves 64.8%, which is competitive with many
other state-of-the-art methods even though it uses no tem-
poral consistency cues. In this setup, our tracker runs at
1.43 frames per second. These strong results show that our
BoLTVOS method is not only a powerful method for VOS
and long-term VOT, but also shows strong performance for
short-term VOT.
5. Conclusion
By dividing the VOS task into box-level tracking and
bounding box segmentation, we are able to develop a two-
step method, BoLTVOS, that excels in each sub-task sepa-
rately. We present a novel conditional R-CNN and a tempo-
ral consistency rescoring algorithm for box-level tracking,
which together achieve a new state-of-the-art in long-term
tracking on LTB35 and in short term-tracking on OTB2015.
Figure 6. Success and precision results on the OTB2015 dataset.
By applying Box2Seg on our tracking results, BoLTVOS
is able to outperform nearly all other VOS methods on the
DAVIS datasets and YouTube-VOS, while being up to 45
times faster than the previous best-performing method and
only using the first-frame bounding box. Our results conclu-
sively show that VOS can benefit from improved box-level
tracking. We expect that further progress can be achieved
by closer integration of pixel-level segmentation, which cur-
rently does not yet feed back into tracking in BoLTVOS.
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