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It is often possible to express the function representing the solution to 
some physical problem as a series in ascending powers of a parameter h: 
The usual method for obtaining an approximation to P(h) based on such a 
series is to terminate the series after N terms: 
F(X) -F,(h) = f j,p. (2) 
,1=1 
It often happens however that no F,(h) so defined for a reasonable (that is, 
sufficiently small) value of N provides a useful approximation for the value 
of h of physical interest. The series may be divergent and not asymptotic or 
it may simply be slowly convergent. When this is the case there are a number 
of other possible ways of defining F,(h) (generally we mean by FN(X) an 
approximation based on N terms of the series) which may prove useful. 
Examples are the several summation methods, acceleration formulas, and the 
Padt approximant [l, 21. 
Another “method” is to recognize that the general term, except for a scale 
factor and multiplicative constant, is the expansion of a known function. 
Then, using two terms of the series it is possible to determine the scale factor 
and the multiplicative constant. The method which is the subject of this 
note may be viewed as either a generalization of the procedure for determining 
the diagonal Pad6 approximants or a generalization of the procedure for 
adjusting the parameters when one has “identified” the series. 
In order to introduce this method we will examine the [N, N] Padt ap- 
proximant decomposed into partial fractions. 
= t&ca,P A" + qpN+l), 
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where F,,(h) is determined by the requirement that 
F(X) - F2&) - O(w+l). 
The a,‘~ and the (Y,‘s can be found by solving the system of 2N equation9 
zl 44m = fm m = 1,2N. 
The usual method of forming Pad6 approximants makes it possible to solve 
Eq. (4). If instead one had chosen to write 
the usual form for the [N, N] Pad6 approximant, then the requirement 
QNF = PN + O(A2N+1) (6) 
results in a system of N simultaneous linear equations 
f fm+nqn = - fm m = 1, N (7) 
for the denominator coefficients, and N equations 
P?n =fnz + $ fm-nqn m=l,N 
?l=l 
(8) 
for the numerator coefficients giving the p’s in terms of the q’s and f ‘s. The 
a’s and 01’s may then be found by resolving PN/QN into partial fractions. 
The [N, N] Pad& approximant is unique. The only nonlinear operation 
involved in determining the a’s and 0~‘s is that of finding the roots of QN 
in order to decompose PN/QN into partial fractions. The N! different solutions 
of the set of Eqs. (4) are simply the N! possible enumerations of the same a’s 
and 01’s. 
’ Systems of equation of similar form determine the weights and abscissas for Gaus- 
sian integration. Cf. Z. Kopal. “Numerical Analysis.” Wiley, New York, 1955. 
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Equation (4) can be generalized to 
F, = t anG(&i), 
1 
(9) 
where G(x) need not be x,/(1 - x) as it is for the Pad6 approximant, but could 
be any function having a suitable series expansion 
G(x) = g,.v + g,x2 + g,2c3 + ... . (10) 
Then 
2N N 
F, = 1 1 angm(iu,)“hm + O(hZN+l). 
rn=l?l=l 
The requirement that (F - FN) N O(h2N+1) is satisfied if the a’s and al’s are 
solutions of the set of equations 
The set of equations is the same as Eq. (4) except that the g’s appearing 
on the right are no longer necessarily equal to one. Again it is clear that 
FN is uniquely determined for a given function G and the N! solutions of 
Eq. (12) consist simply of IV! different labelings of the same a’s and 0~‘s. 
A simple procedure for obtaining the a’s and 01’s is the following: 
(1) Define a new series 
H(X) = h,h + h,/\” + *** , (13) 
where 
(2) Find the p’s and q’s; i.e., the coefficients which appear in the numer- 
ator and denominator of the [N, N] Padt approximant to H(X). 
(3) By Newton’s method or some other procedure determine the roots 
r, of the denominator QN . The ~l’s are then obtained from 
1 
L-i, = - 
Y,, 
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(4) The corresponding u’s are given by 
419 
(15) 
’ PN a, = - iy, res -- t 1 n 0, 
where res, (PN.IQN) denotes the residue of (PN/QN) for the nth root of QN . 
This method admits a great degree of generality. It is obvious that, although 
the procedure for computing the various approximants to F(A) based on a 
function G(x) is well defined, the resulting approximants will not as a rule 
approximateF(X) in any useful way. Only if F(X) and G(x) are related in some 
presently undefined manner will the approximants truly approximate. The 
nonemptiness of the set of functions appropriate to approximating F(h) is 
immediate. F(h) itself is such a function. The fact that the set of suitable 
G’s is not in general restricted to F(h) itself is established by the existence 
of a class of functions to which the mathematical theory of continued fractions 
is applicable. There is in addition empirical evidence that G(x) = q’(1 - X) 
is suitable for approximating a class of functions which is much broader 
than that to which the existing mathematical theory applies. 
An intuitive description of the method is this: the Pad6 approximant 
approximates the analytic structure of F(X) with single poles: the a’s and 2s 
affect the location of these poles and the residue at these poles. Our method 
approximates the analytic structure of F(h) with the analytic structure of G. 
If G has a branch point, for example, the a’s and (E’S affect the location of this 
branch point in the complex plane and scale the magnitude of the discontinu- 
ity across the cut. 
Dr. George A. Baker, Jr. [I] has pointed out the following interesting 
fact to us. Suppose the series expansion for G(x) is a series of Stieltjes, then 
G (x) can be represented by the Stieltjes integral 
G(x) = j & 4W 
Then 
F(X) = 1 c,G(cq) = j c 1 +'inxu d+(u)* 
(16) 
Clearly, the integrand is the ordinary Pad& approximant to P(N), where E is a 
Stieltjes transform of F(x): 
F(x) = j&u) d+(u). (18) 
Therefore our method may be considered to be a recipe for computing the 
following approximation to F(x): form ordinary Pad& approximants to a 
409/20/3-Z 
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Stieltjes transform P of F and carry out the Stieltjes integral of E required to 
find F. 
As we view it the generality permitted in the choice of the function G(r) 
is an asset because it allows one to insert an arbitrary amount of additional 
information about the structure of F(h) beyond that contained in the numer- 
ical value of the first few terms via the choice of the approximating function 
G(s). 
We imagine that in some problems in physics a suitable G(x) might be 
suggested by a model problem which is exactly soluble. For this reason we 
refer to G(x) as the “model function.” 
In the following paper this generalization of the Pad& approximant and a 
variant of it are applied to computing F(X) for cases where this limit 
is exactly known. 
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