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THE YOGA OF SCHEMIC GROTHENDIECK RINGS, A
TOPOS-THEORETICAL APPROACH
HANS SCHOUTENS
ABSTRACT. We propose a suitable substitute for the classical Grothendieck ring of an al-
gebraically closed field, in which any quasi-projective scheme is represented, while main-
taining its non-reduced structure. This yields a more subtle invariant, called the schemic
Grothendieck ring, in which we can formulate a form of integration resembling Kontse-
vich’s motivic integration via arc schemes. Whereas the original construction was via
definability, we have translated in this paper everything into a topos-theoretic framework.
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1. INTRODUCTION
Kontsevich [9] has formulated a general integration technique on (smooth) schemes
over an algebraically closed field κ, modeled on p-adic integration and called motivic in-
tegration. This was then extended by Denef and Loeser [1, 2, 3] to achieve motivic ratio-
nality, by which they mean the fact that the rationality of a certain generating series from
geometry or number-theory, like the Igusa-zeta series, is “motivated” by the rationality of
its motivic counterpart which specializes to the given classical series via some multiplica-
tive function (counting function, Euler characteristic, . . . ). The two main ingredients of
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this construction are the Grothendieck ring of varieties over κ (see below), in which the
integration takes its values, and the arc space LpXq of a variety X , that is to say, the re-
duced Hilbert scheme classifying all arcs Specκrrξss Ñ X . Our aim is to extend this by
replacing varieties by schemes, in such a way that killing the nilpotent structure reverts
to the old theory. The classical Grothendieck ring GrpVarκq of an algebraically closed
field κ is designed to encode both combinatorial and geometric properties of varieties. It is
defined as the quotient of the free Abelian group on varieties over κ, modulo the relations
rXs  rX 1s, if X  X 1, and
(1) rXs  rX  Y s   rY s,
if Y is a closed subvariety, for Y,X,X 1 varieties (=reduced, separated schemes of finite
type over κ). We will refer to the former relations as isomorphism relations and to the latter
as scissor relations, in the sense that we “cut out Y from X .” Multiplication on GrpVarκq
is then induced by the fiber product. In sum, the three main ingredients for building the
Grothendieck ring are: scissor relations, isomorphism relations , and products. Only the
former causes problems if one wants to extend the construction of the Grothendieck ring
from varieties too arbitrary finitely generated schemes. Put bluntly, we cannot cut a scheme
in two, as there is no notion of a scheme-theoretic complement, and so we ask what new
objects we should add to make this work. Let us call these new objects tentatively motives,
in the sense that their existence is motivated by a combinatorial necessity. There are now
two approaches to construct these motives.
The first one, discussed at length in [14], is based on definability, and was the origi-
nal approach. The point of departure is the representation of a scheme by an equational
(first-order) formula modulo the theory of local Artin algebras. The logical operations
of conjunction, disjunction, and negation are then used to form the required new objects:
motives arise as Boolean combinations of schemes. Scissor relations are now easily ex-
pressed in this formalism, whereas products are given by conjunction with respect to dis-
tinct variables, and isomorphism relations are phrased in terms of definable isomorphisms,
cumulating in the construction of the schemic Grothendieck ring over κ. To obtain ge-
ometrically more significant motives, one is forced not only to introduce quantifiers, but
also to resort to some infinitary logic via formularies, leading to larger Grothendieck rings,
all of which still admit a natural homomorphism onto the classical Grothendieck ring. To
define the analogue of arc spaces, one obtains arc formulae by interpreting the theory of
a local Artin algebra in that of its residue field. The resulting arc operator is compati-
ble with Boolean combinations and hence induces an endomorphism on the Grothendieck
rings. This was the first striking success of the new theory: no such operation holds in the
classical Grothendieck ring. Other main advantages of this approach are (i) the presence
of negation, allowing one to “cut up” a scheme into motives, and (ii) the uniformity inher-
ent in model-theory, allowing one to use parameters, and hence to work over an arbitrary
base ring rather than just an algebraically closed field. The main disadvantage stems from
non-functoriality, in particularly when dealing with morphisms. Nonetheless, the theory
has been applied in [14] with success to establish motivic rationality in certain cases, even
the, thus far illusive, positive characteristic case.
However, soon after writing down this version, I came to realize that it might beneficial
to sacrifice definability for functoriality. In this approach, which forms the content of this
paper and is essentially topos-theoretical, schemes are viewed as (contravariant) functors.
Traditionally, one views them as functors, called representable functors, from the category
of κ-algebras to the category of sets, but the power of the present approach comes from
narrowing down the former category to that of fat points, consisting only of one-point
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schemes over κ. Thus, given a scheme X of finite type over κ and a fat point z, we let Xpzq
be the set of all z-rational points, that is to say, morphisms zÑ X . The functor z ÞÑ Xpzq
now determines the scheme X uniquely. Motives are then certain subfunctors of these
representable functors, with morphisms between them given as natural transformations.
Since these functors take values in the category of sets, all set-theoretic operations are
available to us, such as union, intersection, and complement. However, complementation
does not behave functorially, and so motives now only form a lattice, leading to the notion
of a motivic site: apart from a Grothendieck topology inherited from the Zariski topology
on the schemes, we also require a categorical lattice structure in order to formulate scissor
relations. Defining multiplication by means of fiber products, we thus get the Grothendieck
ring of a motivic site. Among the many tools from category theory and topos theory we can
now resort to, adjunction takes a primary place: it allows us, for instance, to define, without
much effort, arc schemes, which act again nicely on the corresponding Grothendieck rings.
Let me now briefly discuss in more detail the content of the present paper. In §2, we
discuss the functors that will play the role of motives. Borrowing terminology from topos
theory, on the category of fat points, a subfunctor X of a representable functor given by
a scheme X is called a sieve on X , and X is called an ambient space of X. We may do
this over an arbitrary Noetherian base scheme V , provided it is also Jacobson. For the sake
of this introduction, I will only treat the case of greatest interest to us, namely, when V is
the spectrum of an algebraically closed field κ. A morphism of sieves is in principle any
natural transformation, but often such a morphism extends to a morphism of the ambient
spaces, in which case we call it algebraic. We turn this into a true topos in §3, by defining
an admissible open of a sieve X to be its restriction to an open in its ambient space. We
define a global section on a sieve X to be any morphism into the affine line. We establish
an acyclicity result for global sections, allowing us to define the structure sheaf OX of X.
In the next four sections, §§4–7, we introduce the Grothendieck ring of a motivic site,
and discuss the three main cases. As already mentioned, a motivic site is for each scheme,
a choice of lattice of sieves on that scheme, called the motives of the site. The associated
Grothendieck ring is then defined as the free Abelian group on motives in the site modulo
the isomorphism relations and the scissor relations, where the latter take the lattice form
(2) rXs   rYs  rXYYs   rXXYs,
for any two motives X and Y on the same ambient space. The first motivic site of in-
terest consists of the schemic motives, given on each scheme as the lattice of its closed
subschemes (viewed as representable subfunctors). The resulting Grothendieck ring is too
coarse, as it is freely generated as an additive group by the classes of irreducible schemic
motives (Theorem 5.7). A larger, more interesting site is given by the sub-schemic motives,
where we call a sieve X on X sub-schemic, if there is a morphism ϕ : Y Ñ X such that
at each fat point z, the set Xpzq consists of all z-rational points z Ñ X that factor through
ϕ, that is to say, Xpzq is the image of the induced map ϕpzq : Y pzq Ñ Xpzq. Any locally
closed subscheme is sub-schemic, so that in the corresponding Grothendieck ring, we may
express the class of any separated scheme in terms of classes of affine schemes. Moreover,
any morphism of sieves with domain a sub-schemic motif is algebraic (Theorem 3.7), from
which it follows that the sub-schemic Grothendieck ring admits a natural homomorphism
into the classical Grothendieck ring.
Whereas in general the complement of a sieve is no longer a sieve (as functoriality
fails), this does hold for any open subscheme. However, such a complement is in general
no longer sub-schemic, but only what we will call a formal motif, that is to say, a sieve X
that can be approximated by sub-schemic submotives in the sense that for each fat point
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z, one of its sub-schemic approximations has the same z-rational points as X. In case
of an open U  X  Y , the complement is represented by the formal completion pXY ,
whose approximations are the jet spaces JnYX : SpecpOX{InY q. A morphism in the
site of formal motives Formκ is approximated by algebraic morphisms, and therefore, the
ensuing Grothendieck ring GrpFormκq still admits a canonical homomorphism onto the
classical Grothendieck ring GrpVarκq.
In §8, we discuss adjunction of motivic sites over different base schemes. Formally, this
consists of a pair of functors η : FatW Ñ FatV and ∇η : SieveV Ñ SieveW such that
Xpηpzqq  p∇ηXqpzq
for any V -sieve X and any W -fat point z. We call such an adjunction (sub-)schemic or
formal, if ∇ηX is respectively (sub-)schemic or formal, for any scheme X . Under this
assumption, the adjunction induces a homomorphism from the corresponding Grothen-
dieck ring over V to the Grothendieck ring over W . Whenever we have a morphism
f : V ÑW of finite type, we obtain an adjunction given by the pair pf

, f  ∇f

q, called
augmentation, where f

means restriction of scalars and f means extension of scalars via
f . If f is moreover finite and flat, then we can go the other way, called diminution, via
the pair pf,∇fq. Both adjunctions are schemic, and they are related by the projection
formula
∇f˜∇h˜

 ∇h

∇f
where h : V˜ Ñ V is of finite type, and f˜ and h˜ are the corresponding base changes of f
and h with respect to the other (Theorem 8.11). Applying diminution to a rational point
a P Xpκq, we may define for each morphism Y Ñ X and each motif Y on Y , the special-
ization Ya. In this way, Y becomes a family of motives. Another interesting application of
adjunction is via the action of Frobenius F in characteristic p ¡ 0. If we let Fpzq be the fat
point with coordinate ring the p-th powers of elements in the coordinate ring of z, then this
yields an adjunction pF,∇Fq which is only sub-schemic: ∇FY is given as the image of the
relative Frobenius on Y (locally via some embedding in affine space; see Theorem 8.14
for a precise formulation).
In §9, we apply the adjunction theory to the special case of the structure morphism
j : z Ñ Specκ of a fat point, and we define the arc functor ∇z as the composition of
augmentation and diminution along j, that is to say,
∇z : ∇j ∇j

.
This corresponds in the special case that z  ln : Spec κrξs{pξnq to the classical trun-
cated arc space Ln through the formula
LnpXq  p∇lnXq
red
for any variety X . However, it should be noted that ∇z does not commute with taking
reductions, so that even if X and X 1 have the same underlying variety, they will in general
have different arc schemes∇zX and∇zX 1, even possibly of different dimension (see §10).
In fact, the dimension of the arc scheme of a fat point over itself is an intriguing invariant.
By the general theory of adjunction, ∇z is an endomorphism on each Grothendieck
ring. Arcs behave well over smooth varieties, as in the classical case (Theorem 9.10): the
canonical morphism ∇zX Ñ X is a locally trivial fibration over the non-singular locus of
X , with general fiber some affine space. Hence, in the smooth case, r∇zXs  rXsLlpd1q,
where d and l are respectively the dimension of X and the length of (the coordinate ring
of) z, and where L : rA1κs is the Lefschetz class.
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Using the formalism of adjunction, we discuss some variants of arcs: deformed arcs
in §11, and extendable arcs in §13. For the definition of the latter, we discuss in §12 a
compactification of the category of fat points, the category of limit points, given as direct
limits of fat points (e.g., the formal completion pYP ). Although we can extend the notion of
arcs to any limit point, the corresponding arc scheme is no longer of finite type.
In §14, we discuss some of the motivic series that can now be defined using this formal-
ism. As already mentioned, since they or their classical variants specialize to generating
series that are known to be rational, we expect them to be already rational over the for-
mal Grothendieck ring, or rather, over its localization GrpFormκqL; this is called motivic
rationality. Let us briefly describe each of these series here.
Igusa: with jn : JnPY the n-th jet of a closed point P on a scheme Y , and X any
scheme of dimension d, we set
Igu
pY,P q
Xmot
ptq :
8
¸
n1
Ldℓpjnqr∇jnXs t
n
Hilbert: with pY, P q and jn as above, we set
Hilbmot
pY,P q :
8
¸
n1
rjns t
n
Hilbert-Kunz: with κ of characteristic p ¡ 0, with Y ⊆ X a closed subscheme, and
with Y rnsX the n-th Frobenius transform of Y (defined by the pn-th powers of the
defining equations of Y ), we set
HKmotY pXq :
8
¸
n1
rY
rns
X s t
n
Milnor: with yn the n-th deformation of a scheme Y at a closed point P given as
SpecOY,P {pξ
n
1 , . . . , ξ
n
e q, where pξ1, . . . , ξeq is a system of parameters in OY,P ,
with X ⊆ Ad 1κ a hypersurface with equation f  0, and with Xyn ⊆ Ad 1yn the
deformed hypersurface with equation f  pξ1    ξeqn1  0, we set
Mil
pY,P q
Xmot ptq :
8
¸
n1
Ldℓpynqr∇jyn
Xyns t
n;
Poincare: with ∇
pYP {jn
X the submotif of ∇jnX consisting of all arcs that factor
through the formal completion pYP , we set
Poin
pY,P q
Xmot
ptq :
8
¸
n1
Ldℓpjnqr∇
pY {jn
Xstn
Hasse-Weil: with Xpnq the n-fold symmetric product of X , that is to say, the Hilbert
scheme of effective zero cycles of degree n on X , we set
HWmotX :
8
¸
n0
rXpnqs tn.
Note that the specializations of the motivic Hilbert and Hilbert-Kunz series to the classical
Grothendieck ring are trivial since the underlying varieties are just points. Put differently,
this kind of motivic rationality cannot even be phrased in the classical setup. However,
specializing to the length of the motives, which is well-defined by Proposition 14.4, yields
their classical counterparts.
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The final section, §15 is devoted to motivic integration. We only develop the finitistic
theory, that is to say, over a fixed fat point, leaving the case of a limit point to a future
paper. One of the great disadvantages of the categorical approach is that fibers are in
general not functorial (after all, a fiber is the complement of the remaining fibers). We
can overcome this by restricting to the category of split fat points, in which the morphisms
are now assumed to be split. Our motivic integration will take values in the localization
GrpFormκqL. A functor s, viewed on the category of split fat points, from a formal motif
X on X to the constant sheaf with values in this localization GrpFormκqL is called a
formal invariant if all its fibers are formal motives, with only finitely many non-empty. We
then define
»
s dzX : L
dl
¸
gPGrpFormκqL
g  r∇zps
1
pgqqs,
where d is the dimension of X and l the length of z. This motivic integral can be calculated
locally (Theorem 15.8).
Notation and terminology. Varieties are assumed to be reduced, but not necessarily irre-
ducible. Given a scheme X , we let X red denote its underlying variety or reduction. We
often denote a morphism of affine schemes SpecB Ñ SpecA by the same letter as the
corresponding ring homomorphism A Ñ B, whenever this causes no confusion. By a
germ pX,Y q we mean a scheme X together with a closed subscheme Y ⊆ X . Most of
the time Y is an irreducible subvariety, that is to say, the closure of a point y P X , and we
simply write pX, yq for this germ. If Y is a closed point, we call the germ closed. The n-th
jet JnYX of a germ pX,Y q is the closed subscheme defined by InY , where IY is the ideal
of definition of Y .1 The formal completion pXY of the germ pX,Y q is the locally ringed
space obtained as the direct limit of the JnYX (see [7, II.§9]). For instance, if Y  P is a
closed point with maximal ideal mP , then the ring of global sections of pXP is the mP -adic
completion pOX,P of OX,P .
We often denote the affine line A1κ by L and the origin by O. The formal completion of
the germ pL,Oq is denoted pL, and the basic open LO, that is to say, the open subscheme
obtained by removing the origin, is denoted L

. The respective classes, in whichever
Grothendieck ring we consider, are denoted L, pL and L

. Whereas in the classical Gro-
thendieck ring, L  L

 1 (and pL is undefined), in the formal Grothendieck ring, we have
L  L

 
pL (see Proposition 7.1), which, after taking global sections, takes the suggestive
form
“κrxs”  “κrx, 1{xs”  “κrrxss”.
The n-th jet of pL,Oq will be denoted ln : Specpκrxs{pxnqq.
2. SIEVES
Fix a Noetherian scheme V , to be used as our base space, and which, for reasons that
will become apparent soon, will also be assumed to be Jacobson. Most often, V is just
the spectrum of an algebraically closed field κ. By a V -scheme X , we mean a separated
scheme X together with a morphism of finite type X Ñ V . We call X a fat V -point,
if X Ñ V is finite and X has a unique point. In other words, X  SpecR, for some
Artinian local ring R which is finite as aOV -module. We call the length of R the length of
the fat point and denote it ℓpzq. We denote the subcategory of fat V -points by FatV , and
we will use letters z, v, . . . to denote fat points. An important example of fat points are the
1Note that many authors take instead the n  1-th power.
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jets of a closed germ pX,P q, that is to say, given a V -scheme X and a closed point P on
X with corresponding maximal ideal mP , we let JnPX , called the n-th jet of X along P ,
be the fat point with coordinate ring OX,P {mnP .
Let X be a V -scheme and z a fat point. A morphism of V -schemes a : z Ñ X will
be called a z-rational point on X (over V ). The set of all z-rational points on X will be
denoted by Xpzq. The image of the unique point of z under a is a closed point on X , called
the center (or origin) of a. Indeed, since the composition z Ñ X Ñ V is the structure
map whence finite, so is its first component a : z Ñ X . As finite morphisms are proper,
closed points are mapped to closed points. Let x be the center of a z-rational point a on a
V -scheme X . We will denote the residue field of x and z respectively by κpxq and κpzq.
The z-rational point a induces a homomorphism of residue fields κpxq Ñ κpzq. By the
Nullstellensatz this a is a finite extension, and its degree will be called the degree of a. In
particular, if V is the spectrum of an algebraically closed field κ, then κ  κpxq  κpzq,
so that any z-rational point has degree zero.
The category of contravariant functors (with natural transformations as morphisms)
from FatV to the category of sets will be called the category of presheaves over V , fol-
lowing standard practice in topos theory, notwithstanding the confusion this causes with
the usual notion from algebraic geometry. The product X  Y (respectively, the disjoint
union X \ Y) of two presheaves X and Y is defined point-wise by the rule that a fat
point z is mapped to the Cartesian product Xpzq Ypzq (respectively, to the disjoint union
Xpzq \ Ypzq). Similarly, we say that X is a sub-presheaf of Y, symbolically X ⊆ Y, if
for every fat point z, we have an inclusion Xpzq ⊆ Ypzq, and this inclusion is a natural
transformation, meaning that for any morphism j : z˜Ñ z, we have a commutative diagram
(3)
❄
✲
❄
✲
YpzqXpzq
Yp˜zqXp˜zq
Xpjq Ypjq
⊆
⊆
where the downward arrows are the maps induced functorially by j. We call a presheaf
X on FatV representable (respectively, pro-representable), if there exists a V -scheme X
(respectively, a scheme X which is not necessarily of finite type over V ) such that Xpzq 
Xpzq, for all fat points z. To emphasize that we view the (V -)scheme X as a contravariant
functor on FatV , we will denote it by X : MorV p, Xq. Any morphism ϕ : Y Ñ X of
(V -)schemes induces, by composition, a natural transformation ϕ : Y  Ñ X, that is to
say, a morphism in the category of presheaves on FatV . More precisely, given a fat point
z and a z-rational point b : z Ñ Y , let ϕpzqpbq : ϕ  b. Instead of ϕpzq, we will simply
write ϕpzq for the induced map Y pzq Ñ Xpzq if there is no danger for confusion.
2.1. Lemma. Two closed closed subschemes X and Y of a V -scheme Z are distinct if and
only if there is a fat point z such that Xpzq and Y pzq are distinct subsets of Zpzq.
Proof. One direction is immediate, so assume X and Y are distinct. Then their restriction
to some affine open of Z remains distinct, and hence we may assume Z  SpecA is
affine. Let I and J be the ideals in A defining X and Y respectively. Since I  J , there is
a maximal ideal m ⊆ A such that IAm  JAm. Hence, by Krull’s Intersection Theorem
in the Noetherian local ring Am, there is some n such that I and J remain distinct ideals
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in A{mn. In particular, upon replacing I by J if necessary, z : SpecpA{pI   mnqq is a
closed subscheme of X , but not of Y , showing that the closed immersion z ⊆ Z lies in
Xpzq  Y pzq. 
The resulting map from the category of V -schemes to the category of presheaves on
FatV is a full embedding by Yoneda’s Lemma, Lemma 2.1, and Proposition 2.7 below.
Note that this is no longer true for schemes not of finite type, an obvious reason for this
failure being that there might be no rational points at all: for instance, SpecpCq has no
rational points over any fat point defined over the algebraic closure Q¯. The product of two
(pro-)representable presheaves is again (pro-)representable. More explicitly, the product
X  Y  is the same as pX V Y q. If s : X Ñ Y is a morphism of presheaves, then we
define its image Impsq and its graph Γpsq as the sub-presheaf of respectively X and XY,
given at each fat point z as respectively the image and the graph of the map spzq : Xpzq Ñ
Ypzq.
Sieves. By a sieve, we mean a sub-presheaf X of some representable X. If we want
to emphasize the underlying V -scheme X , we say that X is a sieve on X , or that X is an
ambient space of X. Some examples of sieves: if ϕ : Y Ñ X is a morphism of V -schemes,
then we let Impϕq be the image pre-sieve of the corresponding natural transformation
ϕ : Y  Ñ X, that is to say, Impϕqpzq, for a fat point z, consists of all z-rational points on
X that lift to a z-rational point on Y , meaning that z Ñ X factors through Y . Any sieve
of the form Impϕq for some morphism ϕ : Y Ñ X of V -schemes is called sub-schemic.
If ϕ is a (locally) closed or open immersion, then Impϕq is equal to Y , whence is itself
representable, and we call Impϕq  Y  respectively a (locally) closed or open subsieve on
X .
2.2. Lemma. Let X be a sieve on X and z  SpecR a fat point. A z-rational point
a : zÑ X belongs to Xpzq if and only if Impaq ⊆ X. If X  Y  is a closed subsieve, given
by a closed subscheme Y ⊆ X , then this is also equivalent with z  zX Y and also with
aIY  0, where IY is the ideal sheaf of Y and aIY its image in R.
Proof. Suppose a P Xpzq. Let w be a fat point and b P Impaqpwq. Hence b : w Ñ X
factors through a, that is to say, we can find a morphism i : wÑ z such that the diagram
(4)
✁
✁
✁
✁
✁
✁☛
❆
❆
❆
❆
❆
❆❯✲
w
z Xa
i b
commutes. By functoriality, i induces a map Xpzq Ñ Xpwq, sending a to b, proving that
b P Xpwq. Since this holds for all w and b, we showed Impaq ⊆ X. Conversely, assume
the latter inclusion of sieves holds. In particular, the identity 1z is a z-rational point whose
image under apzq is just a, proving that a P Impaqpzq ⊆ Xpzq.
To see the equivalence with the last two conditions if X  Y , we may work locally and
assume X  SpecA. Let I be the ideal defining Y , and let AÑ R be the homomorphism
corresponding to a. Then a P Y pzq if and only if IR  0 if and only if A{I bA R  R,
proving the desired equivalences. 
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We may generalize the notion of an image sieve as follows. Given a sieve Y on an
V -scheme Y and a morphism ϕ : Y Ñ X of V -schemes, we define the push-forward
ϕ

Y as the sieve on X given at a fat point z as the image of Ypzq ⊆ Y pzq under the
map ϕpzq : Y pzq Ñ Xpzq. In particular, ϕ

Y   Impϕq. Similarly, given a sieve X on
X , we define its pull-back ϕX as the sieve on Y given at a fat point z as the pre-image
of Xpzq under the map ϕpzq : Y pzq Ñ Xpzq. In other words, ϕXpzq consists of those
rational points z Ñ Y such that the composition z Ñ Y Ñ X lies in Xpzq. The pull-back
of a closed subsieve is again a closed subsieve: if X¯ ⊆ X is a closed immersion and
ϕ : Y Ñ X a morphism, then ϕX¯ is the closed subsieve given by ϕ1pX¯q  Y X X¯ .
More generally, if X¯ Ñ X is an arbitrary morphism, then the pull-back of the sub-schemic
sieve ImpX¯ Ñ Xq is the sub-schemic sieve ImpY X X¯ Ñ Y q of the base change.
If X and Y are sieves on an V -scheme X , then we define their intersection XXY and
union XYY as the sieves given respectively by point-wise intersection and union, that is
to say, pX X Yqpzq  Xpzq X Ypzq ⊆ Xpzq and pX Y Yqpzq  Xpzq Y Ypzq ⊆ Xpzq.
One easily checks that they are again sieves, that is to say, (contravariant) functors. We
express this by saying that the sieves on X form a lattice. Clearly, the intersection of two
closed subsieves is again a closed subsieve: V XW   pV XW q, for V,W ⊆ X closed
subschemes, but this is no longer true for their union. The disjoint union X \Y is equal
to the union of the push-forwards of X and Y under the immersions X Ñ X \ Y and
Y Ñ X \ Y respectively.
By the Zariski closure of X in X , denoted X¯, we mean the intersection of all closed
subschemes Y ⊆ X such that X ⊆ Y . By Noetherianity, X is a sieve on its Zariski
closure X¯, and the latter is the smallest closed subscheme on which X is a sieve. We say
that X is Zariski dense in X if X¯  X . For instance, given a morphism ϕ : Y Ñ X
of V -schemes, the Zariski closure of Impϕq is the so-called scheme-theoretic image of ϕ,
that is to say, the closed subscheme of X given by the kernel of the induced morphism
OX Ñ ϕOY . When Impϕq is Zariski dense, one says that ϕ is dominant.
2.3. Lemma. If w Ñ v is a dominant morphism of fat points, then the induced map
Xpvq Ñ Xpwq is injective, for any sieve X.
Proof. This is a form of duality: dominant morphisms are epimorphisms and so under
a contravariant functor they become monomorphisms. More explicitly, since X ⊆ X,
for some V -scheme X , it suffices to show injectivity for the latter, that is to say, we may
assume X is representable, and then since the problem is local, we may assume X is affine
with coordinate ring A. Let a, a1 P Xpvq have the same image in Xpwq. If R Ñ S is
the homomorphism corresponding to ϕ, then dominance means that this homomorphism is
injective. Since, by assumption, the two homomorphismsAÑ R induced respectively by
a and a1 give rise to the same homomorphism A Ñ S when composed with the injection
R ⊆ S, they must already be equal, as we needed to show. 
2.4. Example. Suppose V is the spectrum of an algebraically closed field κ. Zariski clo-
sure does not commute with taking κ-rational points, that is to say, the κ-rational points of
the Zariski closure of a sieve X in X may be bigger than the Zariski closure of Xpκq (in
the usual Zariski topology) in Xpκq. For instance, as we will see shortly, the cone CpOq of
the origin O on the affine line A1κ has Zariski closure equal to A1κ, whereas its κ-rational
points consist just of the origin.
Germs of sieves. Strictly speaking, a sieve is a pair pX, Xq consisting of a sub-presheaf
X of an ambient space X , but we will often treat sieves as abstract objects, that is to say,
disregarding their ambient space. This allows us, for instance, to view the same sieve as
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already defined on a smaller subscheme. To give a more formal treatment, let us call a germ
of a sieve any equivalence class of pairs pY, Y q, where we call two such pairs pY, Y q and
pY1, Y 1q equivalent if there exists a pair pX, Xq and locally closed immersions ϕ : Y Ñ X
and ϕ : Y 1 Ñ X 1 such that ϕ

Y  X  ϕ1

Y1. In particular, Y is then also a sieve on
the intersection Y X Y 1, viewed as a locally closed subscheme of X . Therefore, we may
always assume, if necessary, that Y is Zariski dense in Y , and then it is also a Zariski dense
sieve on any open subsieve of Y containing it. Henceforth, we will often confuse a sieve
with the germ it determines.
Complete sieves. The complement of a sieve X ⊆ X is in general not a sieve, as wit-
nessed by any closed subsieve. Let us call a sieve X on X complete if
Xpzq  Xpjq1pXp˜zqq,
for every morphism j : z˜Ñ z of fat points, where Xpjq : X p˜zq Ñ Xpzq is the map induced
functorially by j. More generally, if Y ⊆ X is an inclusion of sieves on X , then we say
that Y is relatively complete in X, if
Ypzq  Xpjq1pYp˜zqq X Xpzq,
for all morphisms j.
If V is the spectrum of an algebraically closed field κ, then V itself is a fat point, and
any fat point z admits a unique morphism V Ñ z (given by the residue field of z). We let
ρz : Xpzq Ñ Xpκq be the induced map. One easily verifies that Y is relatively complete in
X if and only if Ypzq  Xpzq X ρ1z pYpκqq, for every fat point z. In fact, for V arbitrary,
we have a similar criterion in that we only have to check the condition for every morphisms
of fat points j : z˜ Ñ z in which z˜ has length one (necessarily therefore the spectrum of a
field extension of the residue field of z).
As we shall see in Proposition 7.1 below, open subsieves over an algebraically closed
field are complete, and their complements are again sieves. The second property in fact
follows from the first, as one easily verifies:
2.5. Lemma. Given an inclusion of sieves Y ⊆ X, then Y is relatively complete in X if
and only if XY is again a sieve. 
Assume V is the spectrum of an algebraically closed field κ. Given a κ-scheme X and
a subset V ⊆ Xpκq, we define the cone CpV q over V to be the sieve given by
CpV qpzq : ρ1z pV q
for every fat point κ. By our previous discussion on complete sieves over an algebraically
closed field, it follows that CpV q is complete, and its complement is the cone CpV q.
More generally, for any sieve X, the intersection XXCpV q is relatively complete in X, and
its complement in X is equal to XX CpV q. We have the following converse:
2.6. Lemma. Over an algebraically closed field κ, a subsieveY ⊆ X is relatively complete
if and only if it is the intersection of X and a cone.
Proof. Let Y be relatively complete in X, and let V : Ypκq. Then Y  CpV q XX, since
both have the same z-rational points, for any fat point z. 
Given a sieve X, we define its completion as the cone pX : CpXpκqq. By functoriality,
X is contained in pX, and pX is the smallest complete sieve containing X.
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The category of sieves. By definition, a morphism between sieves is a natural transforma-
tion, giving rise to the category of V -sieves, denoted SieveV . If V is Jacobson,2 then the
category of V -schemes fully embeds in the category SieveV , by the following result:
2.7. Proposition. Assume V is Jacobson. Let X be a sieve on a V -scheme X , and let Y
be a V -scheme. Any morphism s : Y  Ñ X is induced by a morphism ϕ : Y Ñ X , that is
to say, s  ϕ and Impϕq ⊆ X.
Proof. Assume first that Y  z is a fat point, and X  X is representable. Let q :
spzqp1zq, where 1z is the identity morphism on z viewed as a z-rational point on z. Hence
q P Xpzq, that is to say, a V -morphism z Ñ X . We have to show that s  q, so let
w be any fat point, and a : w Ñ z a w-rational point on z. By definition of q, we have
qpwqpaq  qa. On the other hand, functoriality yields a commutative diagram
(5)
❄
✲
❄
✲
zpwqzpzq
XpwqXpzq
spzq spwq
Xpaq
zpaq
We trace the image of 1z in Xpwq through this diagram. The top arrow sends it to a and
hence its image in Xpwq is spwqpaq. On the other hand, spzqp1zq  q and its image under
Xpaq is qa, showing that spwqpaq  qa  qpwqpaq, whence s  q.
Assume next that Y is arbitrary. Let Z ⊆ Y be a closed subscheme of dimension zero.
There exist finitely many fat points z1, . . . , zs ⊆ Y such that Z  z1 \    \ zs. By
what we just proved, there exists a morphism qZ : Z Ñ X such that s|Z  qZ , for each
zero-dimensional closed subscheme Z ⊆ Y . By Lemma 2.8 below, the direct limit of all
such closed subschemes Z is Y , and hence, by the universal property of direct limits, we
get a morphism ϕ : Y Ñ X , such that qZ  ϕ|Z . Checking at every fat point, we see that
ϕ  s. Finally, assume X is an arbitrary sieve. By what we just proved, the composition
Y  Ñ X ⊆ X is induced by a morphism ϕ : Y Ñ X . Since the image of s  ϕ at any
fat point z lies inside Xpzq, we must have Impϕq ⊆ X. 
2.8. Lemma. If V is Jacobson, then any V -scheme is the direct limit of its zero-dimensional
closed subschemes.
Proof. I will only consider the case that V is the spectrum of a field κ. Reasoning on a
finite open affine covering, we may further assume thatX  SpecA is an affine κ-scheme.
Let A˜ be the inverse limit of all residue rings A{n of finite length (we say that n has finite
colength). We have to show that A  A˜. The inclusion A ⊆ A˜ follows from the fact that
the intersection of all ideals of finite colength is zero.
Before we give the proof, we establish a preservation result under finite maps: if A  A˜
and A Ñ B is a finite homomorphism, then also B  B˜. Indeed, if β1, . . . , βs generate
B as an A-module, then they also generate every B{nB as a A{n-module, where A{n has
finite length. Since the nB are cofinal in the set of all ideals of B of finite colength, B˜ is
generated by the βi as an A˜-module, and hence B  B˜. This argument also shows that
2A scheme is called Jacobson if it admits an open covering by affine Jacobson schemes; an affine scheme
SpecA is Jacobson, if A is, meaning that any radical ideal is the intersection of the maximal ideals containing it.
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
pA{Iq is equal to A˜{IA˜, for any ideal I ⊆ A. By Noether Normalization, A is a finite
extension of a polynomial ring over κ in the same number of variables as the dimension d
of A. Hence, it will suffice to show the the identity A  A˜ for polynomial rings.
We induct on d, where the case d  0 is trivial. Let A  κrxs with x a d-tuple of
variables, and let o be a complete discrete valuation ring containing A and having non-
zero center p ⊆ A (recall that p is the prime ideal of elements in A of positive value).
Assume first that d  1, so that p is a maximal ideal. Since A˜ is then contained in the
completion pAp (as the latter is the inverse limit of all A{pn), and since by the universal
property of completion pAp ⊆ o, we showed A˜ ⊆ o. Since the intersection of all these
complete discrete valuation rings is equal to the normalization of A, whence to A, we
showed A  A˜ in this case. As mentioned above, Noether Normalization then proves the
result for all one-dimensional algebras, and so we may assume d ¡ 1. If p is a maximal
ideal, the previous argument yields again A˜ ⊆ o. So assume p is a non-maximal, non-
zero prime ideal. Since A{pn has dimension less than d, induction plus preservation under
homomorphic images then yields A{pn  A˜{pnA˜. In particular, the p-adic completion of
A˜ is equal to pAp, and hence is contained in o. Hence we showed that A˜ ⊆ o, for any such
discrete valuation ring o, so that the same argument as above yields A  A˜. 
2.9. Corollary. Suppose V is Jacobson. For any sieve X, we have an isomorphism of
sieves
Mor
SieveV
ppq
,Xq  Xpq.
Proof. Let z be a fat point and s : z Ñ X a morphism of sieves. By Proposition 2.7, this
morphism is induced by a morphism a : z Ñ X of schemes, where X is some ambient
space of X. Since s  a, we have an inclusion Impaq ⊆ X, and hence a P Xpzq by
Lemma 2.2. The converse follows along the same lines. 
Inspired by the result in Proposition 2.7, we call a natural transformation s : Y Ñ X
between sieves algebraic, if there exists a morphism of V -schemes ϕ : Y Ñ X such
that X and Y are sieves on respectively X and Y , and such that s is the restriction of
ϕ : Y  Ñ X; we might also express this by saying that s extends to a morphism of
schemes. Since the definition allows the ambient spaces to be dependent on s, we have
actually defined a morphism between germs of sieves. It follows that if Y is Zariski dense
in Y and X is a sieve on X (without any further restriction), then s extends to a morphism
Y˜ Ñ X for some open Y˜ ⊆ Y on which Y is also a sieve, that is to say, such that Y ⊆ Y˜ .
The composition of two algebraic natural transformations is again algebraic. Indeed, let
s : Z Ñ Y and t : Y Ñ X be algebraic, extending respectively to morphisms ϕ : Z Ñ Y
and ψ : Y 1 Ñ X . Since Y and Y 1 are both ambient spaces for Y, so is their intersection
Y 2 : Y X Y 1, which is therefore locally closed in either. Hence the restriction of ϕ to
ϕ1pY 2q (respectively, the restriction of ψ to Y 2 ) is a morphism extending s (respectively
t), and therefore, the composition ϕ1pY 2q Ñ X extends t  s. We can therefore define
the explicit category of sieves, denoted SieveV , as the subcategory of all sieves in which
the morphisms are only the algebraic ones.
A note of caution: not every morphism of sieves is algebraic, and we will discuss some
examples later. Moreover, even if it is, one cannot always extend it to any ambient space
of the source sieve. An example is in order:
2.10. Example. Let H ⊆ A2κ be the hyperbola with equation xy  1 over a field κ, and
let L

be the punctured line, that is to say, the affine line minus the origin. Note that
this is an affine scheme with coordinate ring κrx, 1{xs. The projection A2κ Ñ A1κ onto
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the first coordinate induces an isomorphism H Ñ L

. Its inverse induces an isomorphism
L

Ñ H, which is trivially algebraic, as both sieves are representable. However, although
L

is an open subsieve on A1κ, the above isomorphism does not extend (since 1{x is not a
polynomial).
We may generalize the definitions of pull-back and push-forward along a morphism of
sieves as follows. Let s : Y Ñ X be a morphism of sieves. Given a subsieve Y1 ⊆ Y,
we define its push-forward s

Y1 as the presheaf defined at each fat point z as the image of
Y1pzq under spzq. Similarly, given a subsieve X1 ⊆ X, we define its pull-back sX1 as the
presheaf defined at each fat point z as the pre-image of X1pzq under spzq.
3. THE TOPOS OF SIEVES
In view of Proposition 2.7, we will henceforth assume that the base space V is Jacobson.
Recall that AnV : AnZ  V is the affine n-space over V .
Section rings. Given a sieve X on X , we define its global section ring as
H0pXq : MorpX,A
1
V q,
where by the latter, we actually mean the collection of morphisms X Ñ pA1V q, but for
notational simplicity, we will identify a scheme with the functor it represents if there is
no danger for confusion. For each fat point z  SpecR, we have a natural bijection
Ψz : A
1
V pzq  R defined as follows. Given a rational point a : z Ñ A1V , it factors through
an affine open of the form A1λ ⊆ A1V , for some affine open Specλ ⊆ V , and hence induces
a homomorphism λrys Ñ R, which, again for notational simplicity, we denote again by
a. Now, set Ψzpaq : apyq P R. This identification endows A1V pzq with a ring structure,
and by transfer, then makes H0pXq into a ring. Indeed, given sub-schemic morphisms
s, t : X Ñ A1V , we define their sum s   t (respectively, their product st) as the morphism
which at a fat point z maps a P Xpzq to
spzqpaq   tpzqpaq  Ψ1z
 
Ψzpspzqpaqq  Ψzptpzqpaqq

and a similar formula for spzqpaqtpzqpaq. The functoriality of s t and st is easy, showing
that they are again global sections.
As we shall see below, algebraic morphisms will play a key role, and so we define the
ring of algebraic sections Hgeom
0
pXq as the subset of H0pXq consisting of all algebraic
morphisms X Ñ A1V . To see that this is closed under sums and products, let s and s1 be
two algebraic sections. By definition, there exist morphisms X Ñ A1V and X 1 Ñ A1V
inducing s and s1 respectively, where X and X 1 are ambient spaces for X. In particular, the
locally closed subscheme X2 : X XX 1 is then also an ambient space for X. Hence s  t
and st extend to the sum and product of the restrictions to X2 of X Ñ A1V and X 1 Ñ A1V ,
proving that they are also algebraic. By Theorem 3.7, every global section on a schemic
motif is algebraic.
3.1. Lemma. The assignment X ÞÑ H0pXq is a contravariant functor from SieveV to
the category of OV -algebras. Similarly, X ÞÑ Hgeom0 pXq is a contravariant functor on the
explicit category SieveV . In particular, if two sieves are isomorphic, then they have the
same global section ring, and if they are algebraically isomorphic, then they have the same
algebraic section ring.
Proof. If s : X Ñ Y is a morphism of sieves, then pulling-back induces a OV -algebra
homomorphism H0pYq Ñ H0pXq given by t ÞÑ t  s, for t : Y Ñ A1V . One easily
verifies that this constitutes a contravariant functor. Since the pull-back of a algebraic
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morphism under an algebraic morphism is easily seen to be algebraic again, we get an
induced homomorphism Hgeom
0
pYq Ñ H
geom
0
pXq. 
3.2. Proposition. The global section ring of a representable functor X is equal to the
ring of global sectionsH0pXq : ΓpOX , Xq of the corresponding scheme, and this is also
its algebraic section ring.
Proof. A morphism X Ñ A1V corresponds by Proposition 2.7 to a morphism of V -
schemes X Ñ A1V , and it is well-known that the collection of all these is precisely the
ring of global sections on X (see, for instance, [7, II. Exercise 2.4]). 
In particular, if X is a sieve on an affine scheme SpecA, then H0pXq and Hgeom0 pXq are
A-algebras.
3.3. Corollary. The algebraic section ring Hgeom
0
pXq of a sieve X is the inverse limit of all
H0pXq, where X runs over all ambient spaces of X.
Proof. If s : X Ñ A1V is an algebraic section, then it extends to a morphism X Ñ A1V ,
where X is some ambient space of X, and hence by the argument in the above proof, it
is the image of an element in H0pXq under the homomorphism H0pXq Ñ Hgeom0 pXq
induced by the inclusion X ⊆ X. If X 1 ⊆ X is a locally closed subscheme which is
also an ambient space for X, then s extends to a morphism with domain X 1, and this is
therefore necessarily the restriction of the global section in H0pXq determined by s. This
shows that the H0pXq form an inverse system as X varies over the germ of X, with limit
equal to Hgeom
0
pXq. 
3.4. Example. If X is Zariski dense in X , then the only ambient spaces of X inside X are
open, so that we may think of the ring of algebraic sections as a sort of stalk:
H
geom
0
pXq  lim
Ý
H
geom
0
pUq
where U runs over all open subschemes on which X is a sieve. In particular, if V is the
spectrum of an algebraically closed field κ and Xpκq  Xpκq, then there are no proper
opens in X on which X is a sieve, and hence Hgeom
0
pXq  H0pXq. This holds automati-
cally if X is for instance a fat point.
3.5. Theorem. If X and Y are sieves on a common V -scheme, then the natural commuta-
tive diagram
(6)
❄
✲
❄
✲
H0pYqH0pXYYq
H0pXXYqH0pXq
iX pY
pX
iY
is Cartesian. In particular, if X and Y are disjoint, then H0pXYYq  H0pXq `H0pYq.
Similar properties hold for the algebraic section ring.
Proof. The construction of the commutative square (6) and the verification that it is com-
mutative, follows easily from Lemma 3.1. Recall that (6), as a commutative square in the
category of OV -algebras, is called Cartesian or a pull-back, if H0pX YYq is universal in
this category for making the diagram commute, or, equivalently, if it is the equalizer of the
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two compositions pXiX and pYiY. To verify this property, let s P H0pXq and t P H0pYq
be such that s|XXY  pXpsq  pYptq  t|XXY. We then define u P H0pX Y Yq as
follows. Given a fat point z, let upzq be the map sending a P Xpzq Y Ypzq to spzqpaq if
a P Xpzq, and to tpzqpaq if a P Ypzq. This is well-defined, since spzq and tpzq agree on
Xpzq XYpzq by assumption. It is now easy to verify that this defines a morphism of sieves
u : X Y Y Ñ A1V , that is to say, a global section of X Y Y, and that iXpuq  s and
iYpuq  t. Moreover, if s and t are algebraic, then so is u. 
3.6. Remark. To formulate a version for more than two sieves, we resort to the language
of sheaf theory (and, shortly, we will put everything in this context anyway): given a union
X  X1 Y    Y Xs, we have an exact sequence
(7) 0Ñ H0pXq Ñ
à
i
H0pXiq
δij
Ñ
δji
à
i j
H0pXi X Xjq
where δij : H0pXiq Ñ H0pXiXXjq is the restriction homomorphism on the global sections
induced by the inclusion Xi X Xj ⊆ Xi. The corresponding exact sequence for algebraic
sections is
(8) 0Ñ Hgeom
0
pXq Ñ
à
i
H
geom
0
pXiq
δij
Ñ
δji
à
i j
H
geom
0
pXi X Xjq.
3.7. Theorem. Any morphism s : X Ñ Z of sieves with X sub-schemic, is algebraic. In
particular, H0pXq  Hgeom0 pXq.
Proof. Let us prove the second assertion first. Let ϕ : Y Ñ X be a morphism of V -
schemes, so that X  Impϕq. Replacing X by the Zariski closure of Impϕq, we may
assume that ϕ is dominant. Our objective is to show that we have an equality
(9) Hgeom
0
pImpϕqq  H0pImpϕqq.
Assume first that Y  y is a fat point, and hence, since ϕ is dominant, so is then X  x.
Consider the induced homomorphism of Artinian local rings R ⊆ S, which is injective
precisely because ϕ is dominant. Let s : Impϕq Ñ A1V be a global section. By Proposi-
tion 2.7, we can find q P S which, when viewed as a global section y Ñ A1V , extends the
composition s  ϕ. Let g1 : S Ñ S bR S and g2 : S Ñ S bR S be given by respectively
a ÞÑ a b 1 and a ÞÑ 1 b a. Since g1 and g2 agree on R, the two corresponding rational
points y x y Ñ y have the same image under spy x yq and hence, g1pqq  g2pqq. By
Lemma 3.10 below, we get q P R.
By Corollary 3.3, this proves (9) whenever the domain of ϕ is a fat point. If the domain
is a zero-dimensional scheme Z , then it is a finite disjoint union y1\  \ys of fat points.
By an induction argument, we may assume s  2, so that Impϕq  Impϕ|y1qYImpϕ|y2q.
In particular, H0pImpϕqq and Hgeom0 pImpϕqq satisfy each the same Cartesian square (6)
by what we just proved for fat points (instead of induction, we may alternatively use (7)
and (8)). By uniqueness, they must therefore be equal, showing that (9) holds whenever
the domain is zero-dimensional. For Y arbitrary, we may write it as the direct limit of
all its zero-dimensional closed subschemes by Lemma 2.8. Let tZ : Impϕ|Zqu be the
collection of all sub-schemic motives, where Z ⊆ Y varies over all zero-dimensional
closed subschemes of Y . Since the Z form a direct system, H0pImpϕqq is the inverse limit
of all H0pZq  Hgeom0 pZq, by Lemma 3.9 below, and by the same argument, this direct
limit is equal to Hgeom
0
pImpϕqq, proving (9).
To prove the first assertion, we may assume, without loss of generality, that Z  Z
is representable, and then, since the problem is local, that X  SpecA and Z are affine.
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Hence Z ⊆ Anλ is a closed subscheme for some n and some open Specλ ⊆ V . Let si
be the composition of s with the morphism induced by the projection Anλ Ñ A1λ onto the
i-th coordinate. Hence si P H0pXq  Hgeom0 pXq. Replacing X by an open subscheme if
necessary as per Corollary 3.3, we can find qi P A such that, viewed as a global section
X Ñ A1λ, it extends si. Therefore, the morphism X Ñ Anλ given by pq1, . . . , qnq is an
extension of s, as we wanted to show. 
3.8. Remark. By the above proof, we actually showed that if the domain of ϕ is zero-
dimensional, then H0pImpϕqq is equal to the global section ring of the Zariski closure of
Impϕq. However, this is no longer true in the general case, as can be seen from Corol-
lary 3.3.
3.9. Lemma. Let tZu be a direct system of sieves on some scheme X and let X be their
direct limit. Then H0pXq is the inverse limit of all H0pZq.
Proof. Contravariance turns a direct limit into an inverse limit, and the rest is now an easy
consequence of the universal property of inverse limits:
H0pXq  MorpX,A
1
V q
 Morplim
ÝÑ
Z,A1V q
 lim
Ý
MorpZ,A1V q  lim
Ý
H0pZq.

3.10. Lemma. Let R ⊆ S be an injective homomorphism of rings. Then the tensor square
(10)
❄
✲
❄
✲
SR
S bR SS
is Cartesian, that is to say, if q b 1  1b q in S bR S for some q P S, then in fact q P R.
Proof. Let for simplicity assume thatR and S are algebras over some field κ (since we only
need the result for R and S Artinian, this already covers any equicharacteristic situation).
Let T : S bκ S be the tensor product over κ, and let n be the ideal in T generated by
all expressions of the form r b 1  1 b r for r P R. Hence S bR S  T {n. If q P S
satisfies qb 1  1b q in SbR S, then viewed as an element in T , the tensor qb 1 1b q
lies in n. The canonical surjection S Ñ S{R induces a homomorphism of tensor products
T Ñ pS{Rq bκ pS{Rq. Under this homomorphism, n is sent to the zero ideal, whence so
is in particular q b 1  1 b q. If the image of q in S{R were non-zero, then we can find
a basis of S{R containing q. Hence q b 1 and 1 b q are two independent basis vectors of
pS{Rq bκ pS{Rq, contradicting that they are equal in the latter ring. Hence q P R, as we
wanted to show. 
By Lemma 3.1 and properties of tensor products, we have for any two sieves X and Y,
a canonical homomorphism
(11) H0pXq bOV H0pYq Ñ H0pXYq,
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and a similar formula for algebraic sections. If X and Y are both representable, then this
is an isomorphism, but not so in general.
The topos of sieves. The Zariski topology on a V -scheme X induces a topos on each of
its sieves X. More precisely, the admissible opens on X are the sieves of the form XXU,
where U ⊆ X runs over all opens of X ; and the admissible coverings are all collections of
admissible opens Ui ⊆ X such that their union (as sieves) is equal to X, that is to say, such
that the corresponding opens Ui ⊆ X cover some ambient space of X. For simplicity, we
will simply write XXU forXXU. In particular, since X is quasi-compact, any admissible
covering contains a finite admissible subcovering. The collection of admissible opens does
not depend on the ambient space X , for if X 1 ⊆ X is a locally closed subscheme on
which X is also a sieve, then since its topology is induced by that of X , it induces the
same admissible opens on X, and the same admissible coverings. Without going into
details, we claim that the collection of admissible opens and admissible coverings yields a
Grothendieck topology on X, turning SieveV into a Grothendieck site. Nonetheless, since
for each fat point z, this induces a topological space on Xpzq, we will just pretend that we
are working in a genuine topological space, and borrow the usual topological jargon.
3.11. Remark. Suppose V is the spectrum of a field κ. Unless z is the geometric point V
itself, the topological space Xpzq is not separated: two z-rational points a, b P Xpzq are
inseparable if and only if they have the same center, that is to say, if and only if ρpκqpaq 
ρpκqpbq, where ρpκq : Xpzq Ñ Xpκq is the canonical map. Given an open U ⊆ X with
corresponding open sieve U : X X U , then, as we shall prove shortly in Theorem 9.3
below, we have Upzq  ρpκq1pUpκqq. Therefore, if ρpκqpaq  ρpκqpbq P Upκq, then
a, b P Upzq.
3.12. Proposition. If s : Y Ñ X is an algebraic morphism of sieves, then it is continuous
in the sense that the pull-back of any open in X is an open in Y.
Proof. By assumption, s extends to a morphism ϕ : Y Ñ X , where Y is a sieve on Y and
X on X . An open U ⊆ X is of the form XX U , for some open subscheme U ⊆ X . Since
ϕ1pUq is open in Y and ϕU  XX ϕ1pUq, the claim follows. 
To make SieveV into a topos, we need to define structure sheafs for a given sieve X.
We define presheaves OX and OgeomX on X, by associating to an open U : X X U its
OV -algebra of global sections
OXpUq : H0pXX Uq and OgeomX pUq : H
geom
0
pXX Uq.
3.13. Corollary. For each sieve X, the presheavesOX andOgeomX are sheaves (in the topos
sense).
Proof. This is essentially the content of Theorem 3.5 (see also Remark 3.6), applied to a
(finite) admissible covering of an open U  V1 Y    YVs. 
So we are justified in calling OX the structure sheaf of the sieve X on a V -scheme X ,
and OgeomX its algebraic structure sheaf.
Stalks. Let X be a sieve with ambient space X . A closed point P P X is called a point on
X, if the closed immersion iP : P ⊆ X , viewed as a P -rational point, belongs to XpP q, or
equivalently, if P  ⊆ X. We define the stalk at a point P P X as usual as the respective
direct limits
OX,P : lim
ÝÑ
OXpUq and OgeomX,P : lim
ÝÑ
O
geom
X pUq
18 HANS SCHOUTENS
where U runs over all admissible opens of X such that P P U. Clearly, if X  X is
representable, then OX,P  OgeomX,P is just the local ring OX,P at the closed point P P X
by Proposition 3.2. In fact, we have:
3.14. Proposition. If X is a sieve which is Zariski dense in X , and if P is a point on X,
then OgeomX,P  OX,P .
Proof. One inclusion is immediate, so let s P OgeomX,P . Hence there exists an open U ⊆ X
containing P such that s : X X U Ñ A1V is an algebraic section. Since X X U is then
Zariski dense in U , there exists an open ambient space U˜ ⊆ U of XX U and a morphism
U˜ Ñ A1V extending s. This morphism corresponds to a global section of U˜ and hence is
an element in OU˜,P  OX,P , since U˜ is open in X containing P . 
More generally, if X is a sieve on X and P a point on X, then OgeomX,P  OX¯,P .
3.15. Lemma. A global section s : X Ñ A1V of a sieve X is a unit if and only if the image
of spP q does not contain zero, for any pointP P X. If V is the spectrum of an algebraically
closed field κ, then this is equivalent with the image of spκq not containing zero.
Proof. One direction is clear, so assume that the image of spP q does not contain zero,
for any closed point P . Let z be a fat point, and let P be its center. It follows from the
commutative diagram
(12)
❄
✲
❄
✲
RXpzq
kpP qXpP q
π
spP q
spzq
where kpP q is the residue field of P , that the image of spzq has empty intersection with
the maximal ideal of the coordinate ring R of z, since π is just the residue map. Hence,
for each a P Xpzq, its image spzqpaq is a unit in R, and hence we can define tpzqpaq to be
its inverse. So remains to check that t is a morphism of sieves X Ñ A1V , that is to say, a
global section, and this is easy. 
3.16. Proposition. For each point P on a sieve X, the stalk OX,P is a local ring.
Proof. Let X be an ambient space of X. We have to show that given two non-units s, t P
OX,P , their sum is a non-unit as well. Shrinking X if necessary, we may assume that s, t P
H0pXq. I claim that spP qpiP q and tpiP qpP q are both equal to zero, where iP : P ⊆ X is
the closed immersion. Indeed, suppose not, say, spP qpiP q  0, so that there exists an open
U ⊆ X containing P such that spQq does not vanish on UpQq for any closed pointQ P U .
By Lemma 3.15, this implies that s is a unit in H0pXXUq whence in OX,P , contradiction.
Hence spP q   tpP q also vanishes at iP and hence cannot be a unit in OX,P . Note that we
in fact proved that the unique maximal ideal consists of all sections s P OX,P such that
spP qpiP q  0. 
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4. MOTIVIC SITES
As before, V is a fixed Noetherian, Jacobson scheme. A motivic3 site M over V is a
subcategory of SieveV which is closed under products, and such that for any V -scheme
X , the restriction M|X (that is to say, the set of all M-sieves on X) forms a lattice. In
other words, if X,Y PM are both sieves on a common scheme X , then XXY and XYY
belong again to M (including the minimum given by the empty set and the maximum
given by X). We call M an explicit motivic site, if all morphisms are algebraic. If M is an
arbitrary motivic site, then we let M be the corresponding explicit motivic site, obtained
by only taking algebraic morphisms.
Given a motivic site M, as the sieves form locally a lattice (on each V -scheme), we can
define its associate Grothendieck ring GrpMq as the free Abelian group on symbols xXy,
where X runs over all M-sieves, modulo the scissor relations
xXy   xYy  xXYYy  xXXYy
for any two M-sieves X and Y on a common V -scheme, and the isomorphism relations
xXy  xYy
for any two M-sieves X and Y that are M-isomorphic. We denote the image of an M-
sieve X in GrpMq by rXs. In particular, since each representable functor is in M, we may
associate to any V -scheme X its class rXs : rXs in GrpMq. We define a multiplication
on GrpMq by the fiber product (one easily checks that this is well-defined): rXs  rYs :
rXYs. Since a motivic site has the same objects as its explicit counterpart, we get a
canonical surjective homomorphism GrpMq Ñ GrpMq, which, however, need not be
injective, since there are more isomorphism relations in the latter Grothendieck ring.
On occasion, we will encounter variants which are supported only on a subcategory of
the category of all V -schemes (that is to say, we only require the restriction of the site to
one of the schemes in the subcategory to be a lattice), and we can still associate a Grothen-
dieck ring to it. We will refer to this as a partial motivic site. Most motivic sites M will
also have additional properties, like for instance being stable under push-forwards along
closed immersions, meaning that if i : Y ⊆ X is a closed subscheme and Y a motif in
M, then so is i

Y. If this is the case, then M is also closed under disjoint unions: given
motives X and X1 on X and X 1 respectively, then their disjoint union X\ X1 is the union
of the push-forwards i

X and i1

X1, where i : X Ñ X \X 1 and i1 : X 1 Ñ X \X 1 are the
canonical closed immersions.
Lefschetz class. The class of the affine line A1V plays a pivotal role in what follows; we
call it the Lefschetz class and denote it by L. On occasion, we will need to invert this class,
and therefore consider localizations of the form GrpMq
L
.
5. THE SCHEMIC GROTHENDIECK RING
To connect the theory of motivic sites to the classical construction, we must describe
motivic sites whose Grothendieck ring admits a natural homomorphism into the classical
Grothendieck ringGrpVarV q (obviously, this utterly fails for the motivic site of all sieves).
We will first introduce the various motives of interest in the next few sections, before we
settle this issue in Theorem 7.4 below. The smallest motivic site on V is obtained by taking
3We will refer to the objects in a motivic site as ‘motives’. This nomenclature is to express the fact that a
motif represents something geometrical which is not a scheme but ought to be something like a scheme, thus
‘motivating’ our geometric treatment of it.
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for sieves on a scheme X only the empty sieve and the whole sieve X. The resulting Gro-
thendieck ring has no non-trivial scissor relations and so we just get the free Abelian ring
on isomorphism classes of V -schemes.
To define larger sites, we want to include at least closed subsieves of a scheme X . Any
object in the lattice generated by the closed subsieves of X will be called a schemic motif
on X . Since closed subsieves are already closed under intersection, a schemic motif on X
is a sieve of the form
(13) X  X1 Y    YXs ,
where the Xi are closed subschemes of X . Let us call a V -scheme X schemically irre-
ducible if X cannot be written as a finite union of proper closed subsieves. In particular,
by an easy Noetherian argument, any schemic motif is the union of finitely many schemi-
cally irreducible closed subsieves. We call a representation (13) a schemic decomposition,
if it is irredundant, meaning that there are no closed subscheme relations among any two
Xi, and the Xi are schemically irreducible. Assume (13) is a schemic decomposition, and
let X  Y 1 Y    Y Y t be a second schemic decomposition. Hence, for a fixed i, we have
Xi  X

i X X  pXi X Y1q

Y    Y pXi X Ytq
.
Since Xi is schemically irreducible, there is some j such that Xi  XiXYj , that is to say,
Xi ⊆ Yj . Reversing the roles of the two representations, the same argument yields some i1
such that Yj ⊆ Xi1 . Since Xi ⊆ Yj ⊆ Xi1 , irredundancy implies that these are equalities.
Hence, we proved:
5.1. Proposition. A schemic decomposition is, up to order, unique. 
We call the Xi in the (unique) schemic decomposition (13) the schemic irreducible
components of X. If X has dimension zero, then it is a finite disjoint sum of fat points,
its schemic irreducible components. More generally, any schemic motif on X is a disjoint
sum of closed subsieves given by fat points, and hence is itself a closed subsieve.
To give a purely scheme-theoretic characterization of being schemically irreducible,
recall that a point x P X is called associated, ifOX,x has depth zero, that is to say, if every
element in OX,x is either a unit or a zero-divisor. Any minimal point is associated, and
the remaining ones, which are also finite in number, are called embedded. The closure of
an associated point is called a primary component. We say that X is strongly connected,
if the intersection of all primary components is non-empty, that is to say, if there exists a
(closed) point generalizing to each associated point (in the affine case X  SpecA, this
means that the associated primes generate a proper ideal). For instance, if X is the union
of two parallel lines and one intersecting line, then it is connected but not strongly. For
an example with embedded points, take the affine line with two (embedded) double points
given by the ideal px2, xypy  1qq. A (reduced) example where any two primary, but not
all three, components meet, is given by the ‘triangle’ xypx  y  1q.
5.2. Proposition. A V -scheme X is schemically irreducible if and only if it is strongly
connected.
Proof. It is easier to work with the contrapositives of these statements, and we will show
that their negations are then also equivalent with the existence of finitely many non-zero
ideal sheafs I1, . . . , Is ⊆ OX with the property that for each closed point x, there is
some n such that InOX,x  0. To prove the equivalence of this with being schemically
reducible, assume X  X1 Y  YXs for some proper closed subschemesXn  X . Let
In be the ideal sheaf of Xn and let x be an arbitrary closed point. For each m, the closed
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immersion Jmx X ⊆ X is a rational point on X along the m-th jet, whence must belong to
one of the XnpJmx Xq, that is to say, Jmx X is a closed subscheme of Xn by Lemma 2.7.
Since there are only finitely many possibilities, there is a single n such that each Jmx X is
a closed subscheme of Xn. By Lemma 2.7, this means that InOX,x is contained in any
power of the maximal ideal mx, and hence by Krull’s intersection theorem must be zero.
Conversely, suppose there are non-zero ideal sheaves I1, . . . , Is ⊆ OX such that at each
closed point, at least one vanishes. Let Xn be the closed subscheme defined by In, let z be
a fat point, and let a : z Ñ X be a z-rational point. Let x be the center of z, a closed point
of X , and let ax : OX,x Ñ R be the induced local homomorphism on the stalks, where R
is the coordinate ring of z. By assumption, there is some n such that InOX,x  0, whence
so is its image under ax. By Lemma 2.2, this implies that a P Xnpzq. Since this holds for
any rational point, X is the union of all Xn.
We now prove the equivalence of the above condition with not being strongly connected.
By (global) primary decomposition (see for instance [6, IV §3.2]), there exist (primary)
closed subschemes Yn ⊆ X and an embedding OX ãÑ OY1 `    ` OYs , such that the
underlying sets of the Yn are the primary components of X . Let Jn be the ideal sheaf of
Yn, so that the above embeddability amounts to J1 X    X Js  0. If X is not strongly
connected, then the intersection of all Yn is empty, which means that
(14) J1        Js  OX .
Let Ij be the intersection of all Jm with m  j, and let Xj be the closed subscheme
given by Ij . Let x be any closed point. By (14), we may assume after renumbering that
the maximal ideal of x does not contain J1, that is to say, J1OX,x  OX,x. Therefore,
I1OX,x  pI1 X J1qOX,x, whence is zero, since I1 X J1  0. Conversely, assume there
are non-zero ideal sheafs I1, . . . , Is ⊆ OX such that InOX,x  0, for each closed point x
and for some n depending on x. This is equivalent with the sum of all AnnpInq being the
unit ideal. Since any annihilator ideal is contained in some associated prime, the sum of
all associated primes must also be the unit ideal, and hence the intersection of all primary
components is empty. 
From the proof we learn that SpecA is schemic reducible if and only if there exist
finitely many proper ideals whose sum is the unit ideal and whose intersection is the zero
ideal. We can even describe an algorithm which calculates its schemic irreducible com-
ponents. Let 0  g1 X    X gn be a primary decomposition of the zero ideal in A,
and assume g1        gs  1, for some s ¤ n. Then the schemic irreducible com-
ponents of X are among the schemic irreducible components of the closed subschemes
Xi  SpecpA{Annpgiq for i  1, . . . , s. That the Xi can themselves be schemic re-
ducible, whence require further decomposition, is illustrated by the ‘square’ with equation
xpx  1qypy  1q  0. A sufficient condition for the Xi to be already schemically irre-
ducible is that s  n and no fewer gi generate the unit ideal. By Noetherian induction, this
has to happen eventually. In the same vein, we have:
5.3. Proposition. Suppose V is Jacobson. Let X be a V -scheme, and let X1, . . . , Xs ⊆ X
be closed subschemes with respective ideals of definition I1, . . . , Is ⊆ OX . The Zariski
closure of the schemic motif X : X1 Y    YXs is the closed subscheme with ideal of
definition I1 X    X Is. In particular, X is equal to its own Zariski closure if and only if
I1        Is  OX .
Proof. Let Y be the closed subscheme with ideal of definition I : I1 X    X Is. Since
each Xj ⊆ Y , the Zariski closure of X is contained in Y . To prove the converse, suppose
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Z ⊆ X is a closed subscheme such that X ⊆ Z. We have to show that Y ⊆ Z , so
suppose not. This mean that JOY  0, where J is the ideal of definition of Z . By the
Jacobson condition, there is a closed point x P Y such thatJOY,x  0, and then by Krull’s
Intersection Theorem, some n such that J pOY,x{mnxq  0, where mx is the maximal ideal
corresponding to x. We may write mnx  n1X  Xnt as a finite intersection of irreducible
ideal sheafs,4 and then for at least one, say for j  1, we must have J pOY,x{n1q  0. Let
z be the fat point with coordinate ring R : OY,x{n1. By Lemma 2.8, this means that the
z-rational point i given by the inclusion z ⊆ Y does not factor through Z . On the other
hand, by the same Lemma, we have IR  0. Since the zero ideal is irreducible, at least
one of the IjR must vanish, showing that i lies in Xpzq, whence by assumption in Zpzq,
contradiction. The last assertion is now immediate from the previous discussion. 
5.4. Corollary. The global section ring of a schemic motif is equal to that of its Zariski
closure.
Proof. By an induction argument, we may reduce to the case that X  Y  Y Z where
Y, Z ⊆ X are closed subschemes (alternatively, use (7)). In view of the local nature of the
problem, we may furthermore reduce to the case that X  SpecA is affine, so that Y and
Z are defined by some ideals I, J ⊆ A. In particular, the Cartesian square (6) becomes
(15)
❄
✲
❄
✲
A{IH0pXq
A{pI   Jq.A{J
However, it is easy to check that putting A{pIXJq in the left top corner of this square also
yields a Cartesian square, and hence, by uniqueness, we must have H0pXq  A{pI X Jq.
By Proposition 5.3, the Zariski closure of X is SpecpA{pIXJqq, proving the assertion. 
5.5. Definition. We define the schemic motivic site over V , denoted ShV , as the full
subcategory of SieveV consisting of all schemic motives. By Proposition 2.7, the category
of V -schemes fully embeds in ShV , and the image of this embedding is precisely the full
subcategory of representable schemic motives. In fact, by Theorem 3.7, all morphisms in
ShV are algebraic, so that ShV is an explicit motivic site.
5.6. Lemma. Any element in GrpShV q is of the form rXs  rY s, for some V -schemes
X and Y .
Proof. For any two V -schemesX andX 1, we have rXs rX 1s  rX \X 1s, whereX\X 1
denotes their disjoint union. So remains to verify that any element in GrpShV q is a
linear combination of classes of schemes. This reduces the problem to the class of a single
schemic motif X on a V -scheme X . Hence there exist closed subschemes X1, . . . , Xn ⊆
X such that X  X1Y  YXn. For each non-empty I ⊆ t1, . . . , nu, let XI be the closed
subscheme obtained by intersecting all Xi with i P I , and let |I| denote the cardinality of
I . A well-known argument deduces from the scissor relations the equality
(16) rXs 
¸
HI⊆t1,...,nu
p1q|I|rXIs
4An ideal is called irreducible if it cannot be written as a finite intersection of strictly larger ideals.
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in GrpShV q, proving the claim. 
5.7. Theorem. Suppose V is Jacobson. The schemic Grothendieck ring GrpShV q is
freely generated, as a group, by the classes of strongly connected V -schemes.
Proof. Let Γ be the free Abelian group generated by isomorphism classes xXy of strongly
connected V -schemes X , and let Γ1 be the free Abelian group generated by isomorphism
classes xXy of schemic motives X. I claim that the composition Γ ⊆ Γ1 ։ GrpShV q
admits an additive inverse δ : GrpShV q Ñ Γ.
To construct δ, we will first define an additive morphism δ1 : Γ1 Ñ Γ which is the
identity on Γ, and then argue that it vanishes on each scissor relation, inducing therefore
a morphism δ : GrpShV q Ñ Γ. It suffices, by linearity, to define δ1 on an isomorphism
class of a schemic motif
(17) X  X1 Y    YXn,
given by a schemic decomposition with Xi ⊆ X strongly connected closed subschemes.
By Noetherian induction, we may furthermore assume that δ1 has been defined on the
isomorphism class of any schemic motif on a proper closed subscheme of X . In particular,
δ1xXIy has already been defined, where we borrow the notation from (16). We therefore
set
(18) δ1xXy :
¸
HI⊆t1,...,nu
p1q|I|δ1xXIy
By Proposition 5.1, the schemic decomposition is unique, and hence δ1 is well-defined.
Moreover, if n  1, so that X  X1 is a schemically irreducible closed subsieve, whence
strongly connected by Proposition 5.2, then its image under δ1 is just xX1y, showing that
δ1 is the identity on Γ.
Next, let us show that even if (17) is not irredundant, (18) still holds in Γ. We can go
from such an arbitrary representation to the schemic decomposition in finitely many steps,
by adding or omitting at each step one strongly connected closed subsieve contained in
X. So assume (18) holds for a representation (17), and we now have to show that it also
holds for the representation adding a X0 ⊆ X, with X0 strongly connected. Since X0 is
schemically irreducible by Proposition 5.2, it must be a closed subscheme of one of the
others, say, of X1. Let J range over all non-empty subsets of t0, . . . , nu. We arrange
the subsets containing 0 in pairs tJ
 
, J

u, so that J
 
and J

differ only as to whether
they contain 1 or not. Since X0 ⊆ X1, we get XJ
 
 XJ

, and as J

has one element
less than J
 
, the two terms indexed by this pair in the sum (18) cancel each other out.
So, in that sum, only subsets J not containing 0 contribute, which is just the value for the
representation without X0 . We also have to consider the converse case, where instead we
omit one, but the argument is the same.
We can now show that (18) is still valid even if theXi in (17) are not strongly connected.
Again we may reduce the problem to adding or omitting a single closed subsieve X0 . Let
X0  Y

1 Y    YY

m be a schemic decomposition for X0. We have to show that the value
of the sum in (18) for the representation X  X0 Y    Y Xn is the same as that for the
representation
(19) X  X1 Y    YXn Y Y 1 Y    Y Y m.
The first sum is given by
(20)
¸
HI⊆t1,...,nu
p1q|I|δ1xXIy  
¸
I⊆t1,...,nu
p1q|I| 1δ1xX0 XXIy
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By Noetherian induction and the fact that pX0XXIq  pXI XY1qY  Y pXI XYmq,
we have an identity
δ1xX0 XXIy 
¸
HJ⊆t1,...,mu
p1q|J|δ1xXI X YJy
for each subset I . Substituting this is in (20) yields the sum corresponding to representation
(19) (note that I Y J ranges over all non-empty subsets of t1, . . . , nu \ t1, . . . ,mu, as
required).
To obtain the induced map δ, we must show next that δ1 vanishes on any scissor relation.
To this end, let Y  Y 1 Y    Y Y t be a second schemic motif on X , again assumed to
be given by its schemic decomposition. Put Zij : Xi X Yj , so that XYY is the union of
the Xi and Y j , whereas XXY is the union of the closed subsieves Zij . By our previous
argument, we may use these respective representations to calculate δ1 of the scissor relation
xXYYy   xXXYy  xXy  xYy. Comparing the various sums given by the respective
right hand sides of (18), this reduces to the following combinatorial assertion. Given finite
subsets I, J , let us call a subset N ⊆ I  J dominant, if its projections onto the first and
second coordinates are both surjective; then
¸
N dominant
p1q|N |  1.
We leave the details to the reader. In conclusion, we have constructed an (additive) map
δ : GrpShV q Ñ Γ which is the identity on Γ. On the other hand, it follows from (16)
that rδrXss  rXs, showing that δ is an isomorphism. 
Immediately from this we get:
5.8. Corollary. Suppose V is Jacobson. If X and Y are strongly connected V -schemes,
then rXs  rY s in GrpShV q if and only if X  Y . 
6. THE SUB-SCHEMIC GROTHENDIECK RING
To allow for additional relations, we want to include also open subsieves, or more gen-
erally, locally closed subsieves. For applications, it is more appropriate to put this in a
larger context. Our point of departure is:
6.1. Lemma. For any V -scheme, the set of its sub-schemic sieves forms a lattice. More-
over, the product of two sub-schemic sieves is again sub-schemic.
Proof. Recall that a sub-schemic sieve is just an image sieve. If ϕ : Y Ñ X and ψ : Z Ñ
X are morphisms of V -schemes, then Impϕq X Impψq  Impϕ X ψq, where ϕ X
ψ : Y X Z Ñ X is the total morphism in the commutative square
(21)
❄
✲
❄
✲
YY X Z
XZ
ϕ
ψ
given by base change. Likewise ImpϕqYImpψq  Impϕ\ψq, where ϕ\ψ : Y \Z Ñ X
is the disjoint union of the two morphisms.
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As for products, if ϕ : Y Ñ X and ϕ1 : Y 1 Ñ X 1 are morphisms of V -schemes, then
the image of ϕ V ϕ1 : Y V Y Ñ X 1 V X is equal to the product Impϕq  Impϕ1q,
showing that the latter is again sub-schemic. 
6.2. Definition. We define the sub-schemic motivic site subShV as the full subcategory
of SieveV with objects the sub-schemic sieves. By Theorem 3.7, any morphism in this
category is algebraic, so that subShV is again an explicit motivic site.
Instead, we could have opted for a smaller site to take care of open coverings: define
the motivic constructible site ConV by taking on each scheme the lattice generated by
locally closed subsieves (note that this is again an explicit motivic site). We have a natural
homomorphism of Grothendieck rings GrpConV q Ñ GrpsubShV q, but I do not know
whether it is injective and/or surjective.
6.3. Example. The constructible site is strictly smaller than the sub-schemic one, as il-
lustrated by the following example: let ϕ : l4 Ñ l2 be the morphism corresponding to the
homomorphism R2 : κrξs{ξ2κrξs Ñ R4 : κrξs{ξ4κrξs given by ξ ÞÑ ξ2. Given a
fat point z  SpecR, the z-rational points of l2 are in one-one correspondence with the
elements in R whose square is zero, whereas Impϕqpzq is the subset of all those that are
themselves a square, in general a proper subset. As l2 is a fat point, it has no non-trivial
locally closed subsieves, showing that Impϕq is sub-schemic but not constructible. More-
over, the Zariski closure of Impϕq is l2.
6.4. Lemma. If Y is an open in a V -scheme X , then Y  is a complete sieve on X .
Proof. Let vÑ w be a morphism of fat points. We have to show that any w-rational point
a : w Ñ X whose image under Xpwq Ñ Xpvq belongs to Y pvq, itself already belongs
to Y pwq. The condition that needs to be checked is that if the composition v Ñ w aÑ X
factors through Y , then so does a. Let x P X be the center of a. Since x is then also
the center of the composition v Ñ X , it is a closed point of Y . Therefore,OX,x  OY,x.
Since a induces a homomorphismOX,x Ñ T , where T is the coordinate ring of w, whence
a homomorphismOY,x Ñ T , we get the desired factorization wÑ Y . 
This will, among other things, allow us often to reduce the calculation of rational points
to the affine case. Let X  X1 Y    Y Xn be an open cover. By Lemma 6.4, we get
X  X1 Y    Y X

n. An easy argument on scissor relations, with notation as in (16),
yields:5
6.5. Lemma. If X  X1 Y    YXn is an open covering of V -schemes, then
rXs 
¸
HI⊆t1,...,nu
p1q|I|rXIs
in GrpsubShV q. In particular, the class of a schemic motif lies in the subring generated
by classes of affine schemes. 
6.6. Example. As an example, let us calculate the class of the projective line P1V . It admits
an open covering X1 Y X2 where X1 and X2 are obtained by removing respectively the
origin and the point at infinity. Since X1  X2  A1V , we have
rP1V s  2L L
where L

denotes the class of the punctured line L

 X1 XX2, the affine line with the
origin removed. One would be tempted to think that L

is just L  1, but this is false, as
5By assumption, all V -schemes are separated, and hence the intersection of affines is again affine.
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we shall see shortly. However, X1XX2 is an affine scheme, by Example 2.10, isomorphic
to the hyperbola H ⊆ A2V with equation xy  1  0 under the projection A2V Ñ A1V onto
the first coordinate. In other words, we have
(22) rP1V s  2L rHs.
7. THE FORMAL GROTHENDIECK RING
Let Y ⊆ X be a closed subscheme. Recall that the n-th jet of X along Y , denoted
JnYX , is the closed subscheme with ideal sheaf InY , where IY ⊆ OX is the ideal sheaf of
Y . The formal completion pXY of X along Y is then the ringed space whose underlying
set is equal to the underlying set of Y and whose sheaf of rings is the inverse limit of the
sheaves OJn
Y
X . In particular, if X  SpecA is affine and I the ideal of definition of Y ,
then the ring of global sections of pXY is equal to the I-adic completion pA of A (see, for
instance, [7, II.§9]). We define the completion sieve along Y to be the sieve MorV p, pXY q
represented by the formal completion pXY of X at Y , that is to say, for each fat point z,
it gives the subset of all z-rational points z Ñ X that factor through pXY . We will simply
denote it by pXY and call any such presheaf again pro-representable.6
7.1. Proposition. For a closed subscheme Y ⊆ X , the completion sieve pXY of X along
Y is equal to the union of all closed subsieves pJnYXq ⊆ X, for n ¥ 1. Moreover, we
have an identity of sieves pXY  X  pX  Y q, showing that pXY is a complete sieve.
Proof. The inclusion JnYX ⊆ pXY , for any n, is clear since the jets of pXY (with respect to
its closed point) are the same as those of the germ pX,Y q. Let z be a fat point of length
l. If a : z Ñ pXY is a z-rational point, then this must already factor through J lYX , as any
l-th power of a non-invertible section on z is zero. Hence pJ lYXq ⊆ pXY have the same
z-rational points, proving the first assertion. Since J lYX has the same underlying variety
as Y , it lies outside the open X  Y , and hence a R pX  Y qpzq. To prove the converse
inclusion in the second assertion, suppose now that a : zÑ X does not lie in pX  Y qpzq.
In particular, the center of a lies in Y . Let SpecA be an affine open of X containing
the center of a, and let pR,mq be the (Artinian local) coordinate of z. Hence a induces a
OU -algebra homomorphism A Ñ R. If I is the ideal locally defining Y in SpecA, then
IR ⊆ m. In particular, I lR ⊆ ml  0, showing that a lies in pJ lYXqpzq whence in pXY pzq
by our first inclusion. The completeness of pXY now follows from Lemma 2.5. 
The proof of the first assertion actually gives a stronger statement, which we formalize
as follows. A sieve X on X is called a formal motif on X , if for each fat point z, there exists
a sub-schemic subsieve Yz ⊆ X such that Yzpzq  Xpzq (we call the Yz the sub-schemic
approximations of X, in spite of the fact that they are not unique). A sub-schemic motif
is a trivial example of a formal motif; the proof of Proposition 7.1 shows that completion
sieves are formal too, whose approximations, in fact, can be taken to be schemic. More
generally, we have
7.2. Lemma. If a sieve X on a V -scheme X has formal approximations in the sense that
for each fat point z, there exists a formal subsieve Yz ⊆ X with the same z-rational points,
then X itself is formal.
6Note that pXY is no longer a scheme, but only a locally ringed space with values in the category of OV -
algebras, and so for a (formal) scheme Z , the set MorV pZ, pXY q is to be understood as the set of morphisms
Z Ñ pXY of locally ringed spaces with values in the category of OV -algebras.
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Proof. By assumption, there exists a sub-schemic approximation Zz ⊆ Yz with the same
z-rational points, and it is now easy to check that the Zz form a sub-schemic approximation
of X. 
7.3. Lemma. If a formal motif X has no z-rational points, for some fat point z, then X
itself is empty.
Proof. Suppose first that X  Impϕq is sub-schemic, given by a morphism ϕ : Y Ñ X . In
order for ϕpzq to be empty, Y pzq has to be empty, whence Y has to be the empty scheme
by Lemma 2.8, proving that Impϕq is the empty motif. Suppose now that X is merely
formal, and let w be an arbitrary fat point. Let Y ⊆ X be a sub-schemic approximation
with the same w-rational points. Since Ypzq ⊆ Xpzq  H, we get Y  H, by the sub-
schemic case, showing that Xpwq  H. Since this holds for all fat points w, the assertion
follows. 
Using Lemma 6.1, one easily verifies that the formal motives on X form again a lattice,
and the product of two formal motives is again a formal motif, leading to the formal motivic
site FormV , and its corresponding Grothendieck ring GrpFormV q.
7.4. Theorem. Over an algebraically closed field κ, we have natural ring homomorphisms
GrpShκq Ñ GrpConκq Ñ GrpsubShκq Ñ GrpFormκq Ñ GrpVarκq.
Proof. Only the last of these homomorphisms requires an explanation. Given a formal
motif X, we associate to it the class of Xpκq in the classical Grothendieck ring GrpVarκq.
Note that by definition, Xpκq  Impϕqpκq, for some morphism ϕ : Y Ñ X of κ-schemes.
In particular, by Chevalley’s theorem, Xpκq is a constructible subset of Xpκq and hence
its class in GrpVarκq is well-defined. Clearly, this map is compatible with intersections,
unions, and products, so that in order for this map to factor through GrpFormκq, we only
have to show that it respects isomorphisms. So assume s : X Ñ Y is an isomorphism of
formal motives. Let Z ⊆ X be a sub-schemic approximation of X with the same κ-rational
points. Its push-forward s

Z is isomorphic with Z. By Theorem 3.7, the restriction s|Z
extends to a morphism ϕ : X Ñ Y , where X and Y are some ambient spaces of Z and Y
respectively. Since ϕpκq : Xpκq Ñ Y pκq maps Zpκq bijectively onto s

Zpκq, these two
constructible subsets are isomorphic in the Zariski topology. However, by definition of
push-forward, s

Zpκq is the image of Zpκq  Xpκq under spκq, that is to say, is equal to
Ypκq, as we needed to show. 
7.5. Theorem. Assume V is Jacobson, and let s : Y Ñ X be a morphism of sieves. If Y
and X are sub-schemic (respectively, formal) motives, then so is the graph of s. Moreover,
the pull-back or the push-forward of a sub-schemic (respectively, formal) submotif is again
of that form.
Proof. Let X be an ambient spaces of X. Since the graph of the composition Y Ñ X ⊆
X is equal to the intersection of the graph Γpsq of s with YX, we may assume from the
start that X  X. Assume first that Y is sub-schemic. By Theorem 3.7, the morphism s
extends to a morphism ϕ : Y Ñ X of V -schemes. Let Z ⊆ Y V X be the graph of this
morphism, which therefore is a closed subscheme. Since Γpsq is equal to the intersection
Z X pYXq, it is again sub-schemic.
Suppose next that Y is merely a formal motif, and, for each fat point z, let Zz ⊆ Y be a
sub-schemic approximation. Since Γpsq contains the graph of the restriction of s to Zz, and
since they have the same z-rational points, the assertion follows from what we just proved
for sub-schemic motives.
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Let Y1 ⊆ Y be a sub-schemic or formal submotif. Since the push-forward s

Y is the
image of the restriction of s to Y1, we may reduce the problem to showing that Impsq
is respectively sub-schemic or formal. The formal case follows easily, as in the previous
argument, from the sub-schemic one. So assume once more that Y is sub-schemic, say of
the form, Impψq with ψ : Z Ñ Y a morphism of V -schemes. With ϕ as above, one easily
verifies that Impsq  Impϕ  ψq. To prove the same for the pull-back, simply observe that
the pull-back sX1 of a submotif X1 ⊆ X is equal to the image of Γpsq X pY  X1q under
the morphism induced by the projection Y  X Ñ Y . The result then follows from our
previous observations. 
7.6. Corollary. Given an irreducible closed subscheme Y ⊆ X with ideal of definition
IY , let X¯ be the closed subscheme given by the intersection of all powers InY (e.g., if X is
integral, this is just X itself, by Krull’s Intersection Theorem). We have isomorphisms of
OV -algebras
H
geom
0
p
pXY q  OX¯,y and H0p pXY q  pOX¯,y
where y is the generic point of Y .
Proof. Let X : pXY be the formal motif determined by the formal completion along Y .
We leave it to the reader to verify that the Zariski closure of X is equal to X¯ . Replacing
X by X¯ , we may therefore assume that X is Zariski dense. An open subscheme U ⊆ X¯
is an ambient space of X if and only if Y ⊆ U , since Xpzq ⊆ Y pzq, for each fat point z.
By Corollary 3.3, the ring of algebraic sections Hgeom
0
pXq is therefore the direct limit of all
H0pUq, where U ⊆ X¯ runs over all opens containing Y . The latter condition is equivalent
with y P U , and hence this direct limit is just OX¯,y . On the other hand, since the jets
JnYX are approximations of X, the inverse limit of the H0pJnYXq is equal to H0pXq by
Lemma 3.9. Since H0pJnYXq  ΓpOX{InY , Xq, the result follows. 
7.7. Example. Let pL be the class of the formal completion pL of the affine line along the
origin. It follows from Proposition 7.1 that pL  L  L

(see Example 6.6). In particular,
(22) becomes
rP1V s  L 
pL.
We will shortly generalize this in Proposition 7.8 below, but let us first construct from
this an example of a non-algebraic morphism. Let fpxq be a power series in a single
indeterminate which is not a polynomial. The homomorphism κrts Ñ κrrxss given by t ÞÑ
f induces a natural transformation of sieves sf : pL Ñ pA1κq. Since f is not a polynomial,
it cannot extend to a morphism of schemes. Its graph, in accordance with Theorem 7.5, is
the formal motif with approximations the graphs of the algebraic morphisms given by the
various truncations of f .
We can also use this to give a counterexample to Proposition 3.12 for global sections.
In general, given a global section s : X Ñ A1V of a formal motif X, define a sieve Xs by
letting Xspzq consist of all z-rational points a P Xpzq such that spzqpaq is a unit, for each
fat point z. Since Xs  sL

, where L

is the affine line without the origin, it is a formal
motif by Theorem 7.5. Applied to the global section sf above, pLsf is the intersection of
the open subsieves given by the truncations of f , whence not an admissible open in X for
the Zariski topos. In particular, sf is not continuous. Put differently, the submotives of the
form Xs form in general a basis for a Grothendieck topology which is stronger than the
Zariski one.
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7.8. Proposition. For each n, the class of projective n-space in GrpFormV q is given by
the formula
rPnV s 
n¸
m0
Lm  pLnm.
Proof. Let px0 :    : xnq be the homogeneous coordinates of PnV , and let Xi be the basic
open given as the complement of the xi-hyperplane. Hence every Xi is isomorphic with
AnV and their union is equal to PnV . Therefore, by Lemma 6.5, we have
(23) rPnV s 
¸
HI⊆t0,...,nu
p1q|I|rXIs
in GrpFormV q. So we need to calculate the class of each XI . One easily verifies that, for
m ¥ 0, any intersection ofm different opensXi is isomorphic to the open AnmV pLqm,
whereL

is the affine line A1V minus a point. Since rLs  L  LpL by Proposition 7.1,
the class of such an intersection is equal to the product LnmpL  pLqm. Since there are
 n  1
m

terms with |I|  m in (23), the class of PnV is equal to gpL, pLq, where
gpt, uq :
n¸
m0
p1qm
 n  1
m

tnmpt uqm.
By the binomial theorem, tn 1  pt uqgpt, uq  pt pt uqqn 1  un 1, and hence
gpt, uq 
tn 1  un 1
t u

n¸
m0
tmunm,
as we wanted to show. 
We conclude this section with a characterization of the complete sieves among the for-
mal motives over an algebraically closed field κ.
7.9. Theorem. Let κ be an algebraically closed field. A sieve X on a κ-scheme X is
a complete formal motif if and only if it is the cone CpF q over a constructible subset
F ⊆ Xpκq.
Proof. Suppose X is complete and formal. By Lemma 2.6, it is of the form CpF q for
some F ⊆ Xpκq. In fact, F  Xpκq, and hence by definition of the form Impϕqpκq for
some morphism ϕ : Y Ñ X . By Chevalley’s theorem, F is constructible. To prove the
converse, since cones are easily seen to commute with union and intersection, and since
any constructible subset of Xpκq is an intersection and union of closed and open subsets, it
suffices to prove that CpF q is formal, whenever F is a closed or an open subset. The open
case follows immediately from Lemma 6.4, and in the closed case, we have CpF q  pXF
by Proposition 7.1 (note that the completion of a scheme along a subscheme only depends
on the underlying variety of the subscheme, so that pXF is well-defined). 
8. ADJUNCTION
Let V and W be two Noetherian Jacobson schemes. By a (schemic) adjunction over
the pair pV,W q, we mean a pair of functors η : FatW Ñ FatV and ∇: ShV Ñ ShW ,
called respectively the left and right adjoint, such that we have, for each W -fat point z and
each V -scheme X , an adjunction isomorphism
(24) Θz,X : Xpηpzqq  MorV pηpzq, Xq MorW pz,∇Xq  ∇Xpzq,
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which is functorial in both arguments. Whenever z and X are clear from the context,
we may just denote this isomorphism by Θ, or even omit it altogether, thus identifying
Xpηpzqq with ∇Xpzq. More generally, by an (arbitrary) adjunction we mean the same as
above, except that the right adjoint now only takes values in the category of sieves, that is to
say, is a functor ShV Ñ SieveW , where we identify the category of V -schemes with its
image as a full subcategory of sieves. Of course, the morphisms on the right hand side of
(24) are now to be taken in SieveW , where the last equality is then given by Corollary 2.9
(note, however, that they are all algebraic by Proposition 2.7). If each ∇X is sub-schemic,
or formal, then we call the adjunction respectively sub-schemic or formal.
We can formulate the adjunction property as a representability question: given a functor
η : FatW Ñ FatV and a V -sieve X, let ∇ηX be the presheaf over W associating to a
fat W -point, the set Xpηpzqq. We have adjunction when all presheaves ∇ηX are sieves,
where X varies over all V -schemes; the adjunction is (sub-)schemic or formal, if each
∇ηX
 is respectively a (sub-)schemic or formal motif. From this perspective, ∇η is the
right adjoint of η, and we simply call ∇η the adjunction. We extend this to get a functor
∇η : SieveV Ñ SieveW as follows. Given a sieve X on a V -scheme X , we define its
adjoint ∇ηX as the presheaf over W given by
∇ηXpzq : Θz,X
 
Xpηpzqq

for any W -point z. It follows immediately from (24) that ∇ηX  ∇X , and hence∇ηX is
a subsieve of ∇X . The adjunction isomorphism (24) then becomes
(25) Mor
SieveV
pηpzq,Xq  Mor
SieveW
pz,∇ηXq.
8.1. Lemma. If ϕ : Y Ñ X is a morphism of V -schemes, then, with ∇ϕ : ∇Y Ñ ∇X the
induced morphism of W -sieves, we have an equality of sieves
(26) ∇ηImpϕq  Imp∇ϕq.
In particular, sub-schemic adjunctions preserve sub-schemic as well as formal motives,
whereas formal adjunctions preserve formal motives.
Proof. We verify (26) on a W -fat point z. Functoriality of adjunction implies that we have
a one-one correspondence of diagrams
(27) Y
ϕ

∇Y
∇ϕ

ηpzq
b 77nnnnnn
a ((P
PPP
PP
Θ
**e _ Y z
Θ1
jj
e_Y
b˜ 77oooooo
a˜
''OO
OO
OO
X ∇X
where the right triangle is in SieveW . So, if a˜ P Imp∇ϕqpzq, then by Corollary 2.9, we
can find b˜ making the right triangle in (27) commute. Taking the image under Θ1z,X yields
the commutative triangle on the left, showing that Θ1pa˜q P Impϕqpηpzqq, and hence that
a˜ P p∇ηImpϕqqpzq. The converse holds for the same reason, by going this time from left
to right.
It then follows from Theorem 7.5 that the adjoint of a sub-schemic motif is again sub-
schemic, in case η is sub-schemic itself. Suppose next that X is formal, and, for each
V -fat point w, let Yw ⊆ X be a sub-schemic approximation with the same w-rational
points. For each W -fat point z, let Y˜z be defined as ∇ηpYηpzqq. By what we just proved,
Y˜z ⊆ ∇ηX is a sub-schemic submotif, and one easily verifies that both sieves have the
same z-rational points, proving the last assertion for sub-schemic adjunctions. The case of
a formal adjunction then follows from Theorem 7.5 and Lemma 7.2. 
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8.2. Proposition. A formal adjunction∇η induces a homomorphism of Grothendieck rings
∇η : GrpFormV q Ñ GrpFormW q. If ∇η is (sub-)schemic, then this also induces homo-
morphisms of the corresponding (sub-)schemic Grothendieck rings.
Proof. By Lemma 8.1, adjunction preserves motivic sites insofar it is (sub-)schemic or
formal. As it is compatible with unions and intersections, it preserves scissor relations,
and as it is functorial, it preserves isomorphisms as well as products. 
Before we describe some important instances in which we have adjunction, with appli-
cations discussed in §§9 and 11, we give an example of a formal adjunction.
8.3. Example. Given a fat point z over an algebraically closed field κ, and r ¥ 2, let
Υpzq : Υrpzq be the fat point with coordinate ring κ   mr ⊆ R, where pR,mq is the
Artinian local ring corresponding to z. Note that we have a dominant morphism zÑ Υpzq.
For simplicity, let us take r  2. For fixed n, let l : ln be the n-th jet of a point on a line,
with coordinate ring S : κrξs{ξn. For each l, let wl be the fat point in A2lκ with ideal of
definition generated by all ξli and Qn, where
Q : ξ1ξ2   ξ3ξ4        ξ2l1ξ2l.
Let Yl be the image sieve of the morphismϕl : wl Ñ l induced by ξ ÞÑ Q. I claim that∇Υl
is approximated by the Yl. To this end, fix a fat point z with coordinate ring pR,mq and let
l be its length. A Υpzq-rational point a P lpΥpzqq is completely determined by the image,
denoted again a, of ξ in κ m2. Since an  0, we must in particular have a P m2 (note that
m2 is the maximal ideal of Υpzq), and hence can be written as a  b1b2        b2l1b2l,
for some bi P m. Since bli  0 and a  Qpb1, . . . , b2lq, the assignment ξi ÞÑ bi induces a
morphism zÑ wl which factors through ϕl. In other words, a P Ylpzq. Conversely, since
Q is quadratic, any z-rational point factoring through ϕl must extend to Υpzq.
Presumably, this argument should extend to any fat point other than l and any power
r ¥ 2. To extend this to higher dimensional schemes, we face the problem that a rational
point can be given by non-units. This forces us to be able to single out the field elements
inside an Artinian local ringR. In characteristic p, this can be done: the elements of κ ⊆ R
are precisely the pl-th powers. Using this, a slight modification of the above argument, then
yields ∇ΥA1κ as a formal motif: in the above, replace wl by A1wl and Yl by the image of
the morphism A1wl Ñ A
1
κ given by ξ ÞÑ ξ
pl
0
 Q. It seems likely that we can again extend
this argument to arbitrary schemes and arbitrary r ¥ 2.
8.4. Augmentation. Let f : W Ñ V be a morphism of Noetherian Jacobson schemes.
Via f , any W -scheme Y becomes a V -scheme, and to make a notational distinction be-
tween these two scheme structures, we denote the latter by f

Y . We will show that f

constitutes a left adjoint, where the corresponding right adjoint is given by base change:
given a V -scheme X , we set
fX :W V X.
8.5. Theorem. If f : W Ñ V is a morphism of finite type of Noetherian Jacobson schemes,
then f

is a functor from FatW to FatV , and as such, it is the left adjoint of f. The cor-
responding adjunction associates to a V -sieve X on a V -scheme X , the W -sieve ∇f

X
on fX , inducing natural ring homomorphisms on the respective Grothendieck rings,
namely ∇f

: GrpShV q Ñ GrpShW q, ∇f

: GrpsubShV q Ñ GrpsubShW q, and
∇f

: GrpFormV q Ñ GrpFormW q.
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Proof. Let z be a W -fat point and let y be its center, that is to say, the closed point on W
given as the image under the structure morphism z Ñ W . By the generalized Nullstellen-
satz ([5, Theorem 4.19]), the image x : fpyq is a closed point on V , and the residue field
extension κpxq ⊆ κpyq is finite. As κpyq ⊆ R{m is also finite, f

z is a V -fat point, proving
the first assertion. The adjunction of f

and f are well-known (and, in any case, easily
checked; see, for instance [7, Chapter II.5], but note that left and right are switched there
since they are formulated in the dual category of sheaves), proving that ∇f

X  fX .
The last statement follows from Proposition 8.2. 
8.6. Remark. Although f

: FatW Ñ FatV is an embedding of categories, it is, however,
not full: so are the closed subschemes in A2κ defined by the ideals px2, y3q and px3, y2q
isomorphic as fat κ-points, but not as fat κrxs-points. Nonetheless, FatW is cofinal in
FatV , or, in the terminology of §12 below, both have the same universal point.
8.7. Diminution. Let f : W Ñ V be a finite and faithfully flat morphism of Noetherian
Jacobson schemes. As opposed to the previous section, we will now consider f as a left
adjoint. For technical reasons (see Remark 8.10 below for how to circumvent these), we
make the following additional assumptions:
(:) V is of finite type over an algebraically closed field κ and f induces
an isomorphism on the underlying varieties.
The second condition implies that for any closed point x P V there is a unique closed point
y P W lying above it, and hence the closed fiber f1pxq is a local scheme. Under these
assumptions, the base change fz of a V -fat point z is a W -fat point. Indeed, since the
problem is local, we may assume V  Spec λ and W  Spec µ are affine. Let pR,mq
be the coordinate ring of z, and let p : λ X m be the induced maximal ideal of λ. The
coordinate ring of fz is then S : Rbλ µ. By base change, S is finite (and flat) over R,
whence in particular Artinian. By base change, S is also finite as a µ-module. Since m is
nilpotent, any maximal ideal of S must contain mS. Since S{mS  R{mbλ{pµ{pµ, since
λ{p  κ by the Nullstellensatz, and since R{m is a finite extension of the latter, whence
trivial, S{mS  µ{pµ is local by assumption (:), showing that S itself is an Artinian local
ring, thus proving the claim.
8.8. Theorem. If f : W Ñ V is a finite and faithfully flat morphism satisfying (:), then
f is the left adjoint of a schemic adjunction, inducing on the Grothendieck rings nat-
ural ring homomorphisms ∇f : GrpShW q Ñ GrpShV q, ∇f : GrpsubShW q Ñ
GrpsubShV q, and ∇f : GrpFormW q Ñ GrpFormV q.
More precisely, for any W -scheme Y , there exists a V -scheme ∇fY and a canonical
morphism ρY : fp∇fY q Ñ Y of W -schemes, such that, for any V -fat point z, the map
sending a z-rational point a : z Ñ ∇fY to the fz-rational point ρY  fa : fz Ñ Y ,
induces an isomorphism p∇fY qpzq  Y pfzq.
If Z ⊆ Y is a closed immersion, then so is the canonical morphism ∇fZ Ñ ∇fY .
Proof. Since f is finite and flat, W is locally free over V . Since we may construct each
∇fY locally and then, by the uniqueness of the universal property of adjoints, glue the
pieces together, we may assume that Y  SpecB, V  Specλ, and W  Spec µ are
affine, and that µ is free over λ (in all applications, we will already have global freeness
anyway). Let α1, . . . , αl be a basis of µ over λ. Write B : µrxs{ph1, . . . , hsqµrxs, for
some polynomials hi over µ. Let x˜ be a new tuple of variables and define a generic tuple
of arcs
ux : x˜1α1        x˜lαl
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in µrx˜s. Given any g P µrxs, let g˜j P λrx˜s be defined by the expansion
(28) gpuxq 
l¸
j1
g˜jpx˜qαi.
Applying (28) to the hi, we get polynomials h˜ij over λ and we let A be the residue ring
of λrx˜s modulo the ideal generated by all these h˜ij . I claim that X : SpecA represents
∇fY . It follows from (28) that the map x ÞÑ ux yields a µ-algebra homomorphism B Ñ
fA, where fA : A bλ µ is the base change, and hence a µ-morphism ρY : fX Ñ
Y . Fix a λ-fat point z, and a z-rational point a : z Ñ X . By base change, we get a
µ-algebra homomorphism fz Ñ fX which composed with ρY induces a fz-point
Θpaq : fzÑ Y . To prove that the map a ÞÑ Θpaq establishes an adjunction isomorphism,
we construct its converse. Given an fz-rational point b : fzÑ Y , letB Ñ Rbλµ be the
corresponding µ-algebra homomorphism, where R is the coordinate ring of z. The latter
homomorphism is uniquely determined by a tuple u in R bλ µ such that all hipuq  0.
Expanding this tuple as
(29) u  u˜1α1        u˜lαl
yields a (unique) tuple u˜ : pu˜1, . . . , u˜lq over R such that all h˜ijpu˜q  0, determining,
therefore, a λ-algebra homomorphism A Ñ R, whence a λ-morphism Λpbq : z Ñ X . So
remains to verify that Λ and Θ are mutual inverses. Starting with the fz-rational point
b, we get the z-rational point Λpbq, which in turn induces the fz-rational point ΘpΛpbqq,
given as the composition ρY  fΛpbq. The latter corresponds by (29) to the µ-algebra
homomorphism B Ñ fA Ñ fR given by x ÞÑ ux ÞÑ u, showing that ΘpΛpbqq  b.
If, on the other hand, we start with the z-rational point a, given by x˜ ÞÑ u˜, we get the
fz-rational point Θpaq, given by x ÞÑ u, where u is as in (29). Hence ΛpΘpaqq is given
by x˜ ÞÑ u˜, that is to say, is equal to a, as we needed to show.
To prove the last assertion, assume that Z is a closed subscheme of Y , so that its coor-
dinate ring is of the form B{phs 1, . . . , htqB for some additional polynomials hi P µrxs.
Hence∇fZ is the closed subscheme of ∇fY given by the h˜ij for s   i ¤ t. 
Immediately from the above proof, by taking Y  fX , we have the following result,
which we will use in the next section:
8.9. Corollary. If f : W Ñ V is a finite and faithfully flat morphism satisfying (:), then
we have for each V -scheme X , a canonical V -morphism ρX : ∇ffX Ñ X . If Z ⊆ X
is a closed immersion, then so is the canonical morphism ∇ffZ Ñ ∇ffX . 
8.10. Remark. Without assumption (:), the pull-back of a V -fat point z is only a zero-
dimensional W -scheme, and hence a disjoint sum of W -fat points fz  w1 \    \ws.
We can then still make sense of Y pfzq, as the disjoint union Y pw1q \    \ Y pwsq,
and the adjunction condition then becomes that this must be equal to p∇fY qpzq. Since
nowhere in the above proof we used that fR is local, we therefore can omit condition (:)
from the statement of Theorem 8.8.
We have the following commutation rule for adjunctions in a Cartesian square:
8.11. Theorem (Projection Formula). Let f : W Ñ V be a finite and faithfully flat mor-
phism of Noetherian Jacobson schemes satisfying (:), let u : V˜ Ñ V be a morphism of
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finite type, and let
(30)
❄
✲
❄
✲
V˜W˜
VW
u˜ u
f
f˜
be the base change diagram, where W˜ :W V V˜ . We have an identity of adjunctions
∇f˜∇u˜  ∇u∇f
from W -sieves to V˜ -sieves.
Proof. Note that f˜ is again finite and faithfully flat, satisfying (:), so that the diminution
∇f˜ makes sense. To prove the identity we have to check it on each W -sieve Y and each
V˜ -fat point z, becoming
p∇f˜∇u˜Yqpzq  Ypu˜f˜
zq
?
 Ypfu

zq  p∇u

∇fYqpzq.
But one easily verifies that we have an equality of W -fat points
u˜

f˜z  fu

z
concluding the proof of the theorem. 
8.12. Frobenius transform. Assume for the remainder of this section that the base ring
is a field κ of characteristic p ¡ 0. Let us denote the Frobenius homomorphism a ÞÑ ap
on a κ-algebra A by F, or in case we need to specify the ring by FA, so that we have in
particular a commutative diagram
(31)
❄
✲
❄
✲
κκ
A.A
FA
Fκ
Due to the functorial nature, we can glue these together and hence obtain on any κ-scheme
X a corresponding endomorphism FX .
Diagram (31) implies that FA is not a κ-algebra homomorphism. To overcome this
difficulty, we assume κ is perfect, so that F is an isomorphism on κ. To make (31) into a
κ-algebra homomorphism, we must view the second copy of A with a different κ-algebra
structure, namely, the one inherited from the composite homomorphism κ FÑ κ Ñ A.
Several notational devices have been proposed (see for instance [7, Chapter IV, Remark
2.4.1] or [17, Chapter 8.1.c]), but we will use the one already introduced in the previous
section: the push-forward of A along F will be denoted F

A. In other words, F

A is A
with its κ-action given by u  a  upa. Since κ is perfect, A  F

A as rings, and in
many instances, even as κ-algebras. In particular, (31) yields a κ-algebra homomorphism
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A
F
Ñ F

A, called the κ-linear Frobenius. The image of the κ-linear Frobenius homomor-
phism A FÑ F

A is the subring of A consisting of all p-th powers, and we will simply
denote it by FA (rather than the more common Ap, which might lead to confusions with
Cartesian powers). Hence, pushing forward the inclusion homomorphism FA ⊆ A gives
a factorization of the κ-algebra homomorphism F as A։ F

FA ⊆ F

A, where the first
homomorphism is an isomorphism if and only if A is reduced. For instance, if A  κrxs,
then FA  κrxps, so that this factorization is given by the sequence of κ-algebra homo-
morphisms
(32) κrxs  // F

κrxps ⊆ F

κrxs
 // κrxs
h
 σ // h˜
g  // gp
 // gpxpq,
where h˜ is obtained from h by replacing each coefficient with its (unique) p-th root. So,
from this we can calculate F

A for A of the form κrxs{pf1, . . . , fsqκrxs as
F

A  κrxs{pf˜1, . . . , f˜sqκrxs,
with f˜i  σpfiq as in (32). The κ-linear Frobenius A Ñ FA is then the induced homo-
morphism by the composite map g ÞÑ gpxpq from (32).
Similarly, viewing X as a κ-scheme via the composition X Ñ Specκ FÑ Specκ, it
will be denoted by F

X , yielding a morphism of κ-schemes FX : FX Ñ X , called the
κ-linear Frobenius. Its scheme-theoretic closure will be denoted by FX , so that we have
a dominant morphism X Ñ FX , yielding a factorization
(33) FX : FX Ñ FFX ⊆ X
of FX , where the closed immersionFFX ⊆ X is the identity if and only ifX is a variety.
In particular, FX is the Zariski closure of ImpFX q in X .
We could view Fκ as an automorphism of the base to get by Theorem 8.5 an adjunction
pair pFκ,Fκq. However, since X and FκFκX are isomorphic as κ-schemes, this merely
induces an action of the Frobenius. For the same reason, diminution does not induce
any interesting endomorphism on the Grothendieck ring. Instead we take a relative point
of view. To a morphism ϕ : Y Ñ X of κ-schemes, we can associate two commutative
squares; the base change and the Frobenius square. Combined into a single commutative
diagram of κ-morphisms, we have
F

Y
FY
((''
OO
OO
OO
OO
OO
OO
F

ϕ
$$
F

XY
FX  1Y
//

Y
ϕ

F

X
FX
// X
whereFXY : FXXY is the pull-back of Y alongFX , called the Frobenius transform
of Y in X , and where the canonical projection FX  1Y : FXY  FX X Y Ñ Y is
called the relative Frobenius on Y over X . In case ϕ is a closed immersion, the natural
morphism F

Y Ñ FXY is then also a closed immersion. We can calculate it explicitly
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in case X  SpecA is affine and Y is defined by the ideal I ⊆ A. Traditionally, one
denotes the ideal generated by the image of I under the Frobenius FA by Irps; it is the
ideal generated by all fp with f P I . With this notation, we have
F

XY  FpSpecA{I
rps
q.
In particular, applying σ from (32) to the previous isomorphism in case X is affine space,
we get:
8.13. Corollary. If Y is the closed subscheme of Anκ with ideal of definition pf1, . . . , fsq,
then F
Anκ
Y is the closed subscheme of Anκ with ideal of definition pf1pxpq, . . . , fspxpqq,
and the relative Frobenius FAnκ  1Y is the map induced by x ÞÑ x
p
. 
The assignment z ÞÑ Fz constitutes a functor on Fatκ, which will play the role of left
adjoint. However, in this case, the adjunction will only be sub-schemic, via the following
right adjoint. For each κ-schemeY , we define a sub-schemic motif FY , called its Frobenius
motif. In order to do this, we will work locally: show that it is a right adjoint locally, and
then deduce its uniqueness and existence, as well as right adjointness, globally. So let Y be
affine, say, a closed subscheme of Anκ, and let FAnκ1Y : F

Anκ
Y Ñ Y be the corresponding
relative Frobenius. Set FY : ImpFAnκ  1Y q, so that it is a sub-schemic motif on Y . To
see that this is independent from the choice of closed immersion, we prove the adjunction
formula
(34) Y pFzq  FY pzq
for any fat point z. More precisely, the canonical (dominant) morphism z Ñ Fz induces
a map Y pFzq Ñ Y pzq. By Lemma 2.3 it is injective, and we want to show that its image
is FY pzq. Let pf1, . . . , fsqκrxs be the ideal defining Y . By Corollary 8.13, the Frobenius
transform F
Anκ
Y is given by the ideal pf1pxpq, . . . , fspxpqqκrxs. An Fz-rational point a
in Y corresponds to a κ-algebra homomorphismAÑ FR, where R is the coordinate ring
of z, and hence to a solution of f1      fs  0 in R of the form rp. The image
a1 of a in Y pzq corresponds to the composition A Ñ FR ⊆ R. Since r is a solution
in R of the equations defining F
Anκ
Y , it induces a z-rational point b : z Ñ F
Anκ
Y such
that a1  pFAnκ  1Y qpzqpbq, proving that a
1
P FY pzq. Conversely, by reversing these
arguments, we see that any such z-rational point is induced by a p-th power in R, and
hence comes from a Fz-rational point. This concludes the proof of (34) when Y is affine,
and proves in particular that FY does not depend on the choice of closed immersion. For
arbitrary Y , let Y1, . . . , Ym be an open affine covering. For each Yi and each intersection
Yi X Yj , we have an equality (34). Hence we may glue all pieces together to obtain a
sub-schemic motif FY satisfying (34). In particular, in view of Proposition 8.2, we proved:
8.14. Theorem. The functors z ÞÑ Fz and Y ÞÑ FY constitute a sub-schemic adjunction.
In particular, we get induced endomorphisms∇F onGrpsubShκq andGrpFormκq. 
Unraveling the definitions, the action of this adjunction on a motif Y on a scheme Y is
given by
∇FY  YX FY .
Moreover, if Y  Anκ, then FY is just ImpFAnκ q, the image of the κ-linear Frobenius.
Therefore, if a motif Y has an ambient space which is affine, we may take it to be an affine
space Anκ, so that
∇FY  YX ImpFAnκ q.
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8.15. Families of motives. Let s : Y Ñ X be a algebraic morphism of V -sieves (see
Remark 8.17 below for the non-algebraic case). Hence, we can find ambient spaces Y
and X of Y and X respectively, and a morphism ϕ : Y Ñ X of V -schemes extending
s. We explain now how we may view s as a family of V -sieves, by associating to each
V -morphism a : V Ñ X , a V -sieve Ya as follows. We may view Y as an X-sieve via ϕ,
and, in accordance with previous notation, we denote this X-sieve by ϕ

Y. Using a to as
augmentation map, we define
Ya : ∇a

ϕ

Y,
called the specialization of Y at a. By Theorem 8.5, this is a sieve on the base change
∇a

Y  aY  V X Y . To see that the specialization Ya is independent from the
choice of ambient space Y , we simply observe that
(35) Yapzq  V pzq Xpzq Ypzq  tpr, bq P V pzq Ypzq | apzqprq  spzqpbqu
as a subset of V pzq Xpzq Y pzq, for any V -fat point z. Immediately from Theorem 8.5, we
have:
8.16. Proposition. The specialization of a schemic, sub-schemic, or formal motif is again
of the same type. 
8.17. Remark. We can even apply this theory to a non-algebraic morphism s : Y Ñ X
of formal motives. Indeed, let Zz ⊆ Y be sub-schemic approximations of Y. By The-
orem 3.7, the restriction s|Zz is algebraic. Hence, given a : V Ñ X , the specialization
pZzqa is sub-schemic by Proposition 8.16. Using (35), it is not hard to show that these
specializations pZzqa are approximations of Ya (as defined by the right hand side of (35)),
showing that the latter is formal too.
9. ARC SCHEMES
From now on, our base scheme will (almost always) be an algebraically closed field κ.
Fix a fat point z and let j : z Ñ Specκ be its structure morphism. Clearly, it is flat and
finite and satisfies condition (:), and so both augmentation and diminution with respect to
j are well-defined. We define the arc functor of z, as a double adjunction7
∇z : ∇j ∇j

.
In other words, given a motif X on a κ-scheme X , and a fat point w, we have
p∇zqpwq  Xpjj
wq
where j

jw is the product zκw viewed as a fat point over κ, denoted henceforth simply
by zw. Applied to a κ-scheme X , we get the so-called arc scheme∇zX , whose w-rational
points are in one-one correspondence with the zw-rational points of X , and so we will
identify henceforth
Xpzwq  p∇zXqpwq.
Moreover, we have by Corollary 8.9 a canonical morphism
(36) ρX : ∇zX Ñ X.
9.1. Remark. In other words,∇zX is the Hilbert scheme classifying all maps from z to X .
When z  Specpκrξs{ξnκrξsq, the resulting arc scheme is also known in the literature as
a jet scheme (though we prefer to reserve the latter nomenclature for schemes of the form
JnYX).
7See §11 below for the corresponding single adjunction.
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9.2. Remark. By the argument in the proof of Theorem 8.8, for any fat point z, we may
choose a basis ∆  tα0, . . . , αl1u of its coordinate ring pR,mq with some additional
properties. In particular, unless noted explicitly, we will always assume that the first base
element is 1 and that the remaining ones belong to m. Moreover, once the basis is fixed, we
let x˜ be the l-tuple of arc variables px˜0, . . . , x˜l1q, so that ux  x˜0  x˜1α1     x˜l1αl1
is the corresponding generic arc. It follows from (28) that f˜0  fpx˜0q, for any f P κrxs.
By [13, §2.1], we may choose ∆ so that, with ai : pαi, . . . , αl1qR, we have a Jordan-
Holder composition series8
al  0  al1  al2      a1  m  a0  R.
Given r P R, we expand it as in (29) in the basis as r  r0   r1α1        rl1αl1,
with ri P κ. I claim that rj  0 for j   i whenever r P ai. Indeed, if not, let j  
i be minimal so that there exists a counterexample with rj  0. By minimality, r 
rjαj   rj 1αj 1      P ai showing that αj P aj 1, since rj is invertible. However,
this implies that aj  aj 1, contradiction. From this, it is now easy to see that the first
m basis elements of ∆ form a basis of Rm : R{am 1. Therefore, calculating f˜m in
(28) for f P κrxs does not depend on whether we work over R or with Rm, and hence, in
particular, f˜m P κrx˜0, . . . , x˜ms for every m   l.
With these observations, we can now prove the following important openness property
of arcs:
9.3. Theorem. Given a κ-scheme X , a fat point z, and an open U ⊆ X , we have isomor-
phisms
(37) ∇zU  ρ1X pUq  ∇zX X U.
Proof. By the universal property of adjunction, whence of arcs, it suffices to verify (37) in
case X  SpecB ⊆ Anκ is affine and U  SpecpBf q is a basic open subset. Let A be the
coordinate ring of∇zX . Since U is the closed subscheme of A1B given by g : fy1  0,
the corresponding arc scheme ∇zU is the closed subscheme of AnA with coordinate ring
A1 : Ary˜s{pg˜0, . . . , g˜l1qAry˜s, where l is the length of z  SpecR and the g˜i are given
by (28), with y˜ a tuple of l variables. By Remark 9.2, we may calculate the g˜i using any
basis α0  1, . . . , αl1 of R, and so we may assume it has the properties discussed in
that remark. In particular, by the last observation in that remark, each g˜i only depends on
y˜0, . . . , y˜i. Clearly, g˜0  f˜0y˜0  1. In particular, the A-subalgebra of A1 generated by y˜0
is just Af˜0 . We will prove by induction, that each y˜i belongs to this subalgebra, and hence
A1  Af˜0 , as we needed to prove.
To verify the claim, we may assume by induction that y˜0, . . . y˜i1 belong to Af˜0 . The
coefficient of αi in the expansion
(38) pf˜0   f˜1α1        f˜l1αl1qpy˜0   y˜1α1        y˜l1αl1q.
is equal to g˜i, whence zero in A1. As observed in Remark 9.2, the choice of basis al-
lows us to ignore all terms with αj for j ¡ i. Put differently, upon replacing R by
R{pαi 1, . . . , αl1qR, which does not effect the calculation of g˜i, we may assume that
they are zero in (38). Hence,
g˜i  f˜0y˜i   terms involving only y˜0, . . . , y˜i1
8Writing R as a homomorphic image of κrys so that y : py1, . . . , yeq generates m, let apαq, for α P Zn
¥0
,
be the ideal in R generated by all yβ with β lexicographically larger than α. Then we may take ∆ to be all
monomials yα such that yα R apαq, ordered lexicographically.
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proving the claim, since f˜0 is clearly invertible in Af˜0 . 
Before we proceed, some simple examples are in order. It is clear from the definitions
that∇zA1κ  Alκ, where l is the length of z. We will generalize this in Theorem 9.10 below.
Arc spaces are sensitive to singularities, as the next examples show:
9.4. Example. Let us calculate the arc scheme of the cusp C given by the equation
x2  y3  0 along the fat point z with coordinate ring the four dimensional algebra
R : κrξ, ζs{pξ2, ζ2qκrξ, ζs, using the basis ∆ : t1, ξ, ζ, ξζu (in the order listed), and
corresponding arc variables x˜  px˜00, x˜10, x˜01, x˜11q and y˜  py˜00, y˜10, y˜01, y˜11q. One
easily calculates that ∇zC is given by the equations
x˜200  y˜
3
00
2x˜00x˜10  3y˜
2
00y˜10
2x˜00x˜01  3y˜
2
00y˜01
2x˜00x˜11   2x˜10x˜01  3y˜
2
00y˜11   6y˜00y˜10y˜01.
Note that above the singular point x˜00  0  y˜00, the fiber consist of two 4-dimensional
hyperplanes, whereas above any regular point, it is a 3-dimensional affine space, the ex-
pected value by Theorem 9.10 below.
9.5. Example. Another example is classical: let R2  κrξs{ξ2κrξs be the ring of dual
numbers and l2 : SpecpR2q the corresponding fat point. Then one verifies that a κ-
rational point on ∇l2X is given by a κ-rational point P on X , and a tangent vector v to X
at P , that is to say, an element in the kernel of the Jacobian matrix JacXpP q.
9.6. Example. As a last example, we calculate∇ln lm, where ln is the n-th jet of the origin
on the affine line, that is to say, Specpκrξs{ξnκrξsq. With ux  x˜0  x˜1ξ     x˜n1ξn1,
we will expand uxm in the basis t1, ξ, . . . , ξn1u of κrξs{ξnκrξs; the coefficients of this
expansion then generate the ideal of definition of ∇ln lm. A quick calculation shows that
these generators are the polynomials
gspx˜0, . . . , x˜n1q :
¸
i1  ims
x˜i1 x˜i2    x˜im
for s  0, . . . , n1, where the ij run over t0, . . . , n1u. Note that g0  x˜m0 . One shows
by induction that px˜0, . . . , x˜sqκrx˜s is the unique minimal prime ideal of ∇ln lm, where
s  r n
m
s is the round-up of n{m, that is to say, the least integer greater than or equal to
n{m. In particular,∇ln lm is irreducible (but not reduced) of dimension n r nm s.
Immediately from Theorems 8.5 and 8.8, we get:
9.7. Theorem. For each fat point z, the arc functor ∇z induces a ring endomorphism on
each of the motivic Grothendieck rings GrpShκq, GrpsubShκq and GrpFormκq. 
In case of complete formal motives, we even have:
9.8. Lemma. For any closed immersion Y ⊆ X of κ-schemes, and any fat point z, we
have isomorphisms
∇zp pXY q  ∇zX X pXY  pz∇zXqρ1pY q,
where ρ : ∇zX Ñ X is the canonical map from (36).
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Proof. Let U : X  Y . By Proposition 7.1, we have an equality
(39)  pXY  U
of sieves on X . By Theorem 7.5, we may pull back (39) under the map ρ : ∇zX Ñ X , to
get a relation
p∇zX X pXY q

 ρp pXY q  ρ
U  p∇zX X Uq

 p∇zUq

where we used the openness of arcs (Theorem 9.3) for the last equality. On the other hand,
taking arcs in identity (39), yields
∇z pX

Y  ∇zp
pXY q  ∇zU

 p∇zUq

where one easily checks that arc functors commute with complements of complete sieves.
Combining both identities and taking complements then proves the first isomorphism.
To see the second isomorphism, we may assume, in view of the local nature of arcs,
that X  SpecA is affine. Let I ⊆ A be the ideal of definition of Y , so that the global
sections of pXY is the completion pAI of A with respect to I . Let Arys{J be the coordinate
ring of the arc scheme∇zX , for some J ⊆ Arys and some tuple of variables y. By the first
isomorphism, the global section ring of ∇z pXY is equal to the base change pAIrys{J pAIrys.
The ideal defining ρ1pY q in ∇zX is IpArys{Jq, and the completion of Arys{J with
respect to this ideal is pAIrys{J pAIrys, proving the second isomorphism. 
It is easy to check that ∇v∇w  ∇vw  ∇w∇w, so that all arc functors commute with
one another. If κ has positive characteristic, we also have a Frobenius adjoint acting on
the sub-schemic and formal Grothendieck rings, and we have the following commutation
relation
(40) ∇z∇F  ∇F∇Fz
for any fat point z. Indeed, we verify this on an arbitrary motif X and a fat point w. The
left hand side of (40) becomes
p∇z∇FqpXqpwq  ∇zp∇FXqpwq
 p∇FXqpzwq
 XpFpzwqq,
whereas the right hand side becomes
p∇F∇FzqpXqpwq  ∇Fp∇FzXqpwq
 p∇FzXqpFwq
 XppFzqpFwqq,
and these are both equal since an easy calculation shows that Fpzwq  pFzqpFwq.
Arcs and locally trivial fibrations. By adjunction, any morphism z¯ Ñ z of fat points
induces a natural transformation of arc functors ∇z Ñ ∇¯z. In particular, taking z¯ to be the
geometric point given by κ itself, we get a canonical morphism ∇zX Ñ X, for any motif
X, since ∇κ is the identity functor. In case X  X is representable, this is none other
than the canonical morphism ρX : ∇zX Ñ X from (36). To formulate the key property of
this morphism, we need a definition.
We call a morphism Y Ñ X of κ-schemes a locally trivial fibration with fiber Z if
for each (closed) point P P X , we can find an open U ⊆ X containing P such that the
restriction of Y Ñ X to U is isomorphic with the projection U κ Z Ñ U .
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9.9. Lemma. If f : Y Ñ X is a locally trivial fibration of κ-schemes with fiber Z , then
rY s  rXs  rZs in GrpsubShκq.
Proof. By definition and compactness, there exists a finite open covering X  X1Y  Y
Xn, so that
f1pXiq  Xi κ Z,
for i  1, . . . , n. In fact, for any non-empty subset I ⊆ t1, . . . , nu, we have an iso-
morphism f1pXIq  XI κ Z , and hence, after taking classes in GrpsubShκq, we
get rf1pXIqs  rXIs  rZs. Since the f1pXiq form an open affine covering of Y and
pre-images commute with intersection, a double application of Lemma 6.5 yields
rY s 
¸
HI⊆t1,...,nu
p1q|I|rf1pXIqs 
¸
HI⊆t1,...,nu
p1q|I|rXIs  rZs  rXs  rZs
in GrpsubShλq. 
9.10. Theorem. If X is a d-dimensional smooth κ-scheme and z¯ ⊆ z a closed immersion
of fat points, then the canonical map ∇zX Ñ ∇¯zX is a locally trivial fibration with fiber
A
dpll¯q
κ , where l and l¯ are the respective lengths of z and z¯. In particular,
r∇zXs  rXs  L
dpl1q
in GrpsubShκq.
Proof. Let R and R¯ be the Artinian local coordinate rings of z and z¯ respectively. Since
arcs can be calculated locally (see the discussion following Lemma 6.4), we may assume
X is the (affine) closed subscheme of Amκ with ideal of definition pf1, . . . , fsqκrxs. Since
the composition of locally trivial fibrations is again a locally trivial fibration, with general
fiber the product of the fibers, we may reduce to the case that R¯  R{αR with α an
element in the socle of R, that is to say, such that αm  0, where m is the maximal ideal
of R. Let ∆ be a basis of R as in Remark 9.2, with αl1  α (since α is a socle element,
such a basis always exists). In particular, ∆ tαu is a basis of R¯. We will use these bases
to calculate both arc maps.
To calculate a general fiber of the map s : ∇zX Ñ ∇¯zX , fix a fat point w with coor-
dinate ring S, and a w-rational point b¯ : w Ñ ∇¯zX , given by a tuple u˜ over S. The fiber
spwq1pb¯q, is equal to the fiber of Xpzwq Ñ X p¯zwq above a¯, where a¯ : z¯w Ñ X is the
z¯w-rational point corresponding to b¯, that is to say, the composition z¯wÑ z¯ ∇¯zX Ñ X
given by Theorem 8.8 (see Corollary 8.9). Being a rational point, a¯ corresponds therefore
to a solution u in R¯bκ S of the equations f1      fs  0, where the relation with the
tuple u˜ is given by equation (29). Let x be the center of a¯, that is to say, the closed point
given as the image of a¯ under the canonical map X p¯zwq Ñ Xpκq. Since X is smooth at x,
the Jacobian ps nq-matrix JacX : pBfi{Bxjq has rank m d at x. Replacing X by an
affine local neighborhood of x and rearranging the variables if necessary, we may assume
that the first pm dq  pm dq-minor in JacX is invertible on X .
The surjection R Ñ R¯ induces a surjection R bκ S Ñ R¯ bκ S. The fiber above a¯
is therefore defined by the equations fjpu   x˜l1αq  0, for j  1, . . . , s. By Taylor
expansion, this becomes
(41) 0  fjpu  x˜l1αq 

m¸
i1
Bfj
Bxi
puqx˜l1,i
	
α
since fjpuq  0 and α2  0 in R bκ S. In fact, since u  u˜0 mod mpR bκ Sq and
αm  0, we may replace each Bfj{Bxipuq in (41) by Bfj{Bxipu˜0q. Hence, the fiber above
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a¯ is is the linear subspace of pRbSqm defined as the kernel of the Jacobian JacXpu˜0q. In
view of the shape of the Jacobian of X , we can find gij P κrxs such that
x˜l1,i 
¸
j¡md
gijpu˜0qx˜l1,j
for all i ¤ m d, by Kramer’s rule. Therefore, viewing the parameter u˜0 as varying over
Xpwq, the fiber of spwq is the constant space Adκ, as we needed to show.
Applying this to ∇zX Ñ X , (note that X  ∇κX) we get a locally trivial fibration
with fiber equal to Adpl1qκ , so that the last assertion follows from Lemma 9.9. 
Calculations, like for instance Example 9.6, suggest that even for certain non-reduced
schemes, there might be an underlying locally trivial fibration. Based on these examples,
I would venture the following conjecture (here we write X red for the underlying reduced
variety of a scheme X):
9.11. Question. Let z be a fat point of length l and X a d-dimensional κ-scheme. If the
reduction of X is smooth, when is the induced reduction map p∇zXqred Ñ X red a locally
trivial fibration with fiber Amκ , for some m.
9.12. Remark. As we shall see in Example 10.2 below,m can be different from dpl1q, the
value that we get in the reduced case. In many cases, the answer seems to be affirmative,
but there are exceptions, see Example 9.13 below.
Moreover, as can be seen from Table (1) below, taking arcs does not commute with
reduction, that is to say, p∇zXqred is in general not equal to the arc space ∇zpX redq of the
reduction of X , nor even to the reduction of the latter arc space.
9.13. Example. The simplest instance to which Question 9.11 applies is when X itself is
a fat point x. The expectation then is that
(42) p∇zxqred  Amκ
for some m (for expected values, see Example 10.2 below). Example 9.6 provides in-
stances in which (42) holds. However, the following is a counterexample: let z : J4OC,
where C is the cuspidal curve with equation ξ2  ζ3  0 and O the origin, its unique
singularity. Let us calculate its auto-arcs ∇zz. As the monomials in ξ and ζ of degree at
most two together with ξζ2 form a basis of the coordinate ring R of z, its length is 7 and
the generic arcs are
ux  x˜0   x˜1ξ        x˜6ξζ
2 and uy  y˜0   y˜1ξ        y˜6ξζ2.
Since the arc scheme ∇zz lies above the origin, its reduction lies in the subvariety of A14κ
defined by x˜0  y˜0  0, and hence, we may put these two to zero in the generic arcs and
work inside the affine space A12κ given by the remaining arc variables. From the fact that
ξ3  0 in R, the arc scheme is contained in the closed subscheme of A12κ by the coefficients
of the expansion of
ux3  3x˜1x˜
2
2ξζ
2
  x˜32ξ
2
  . . .
In particular, since x˜22 vanishes, the reduction lies in the subvariety given by x˜2  0, and so
we may again put this variable equal to zero and work in the corresponding 11-dimensional
affine space. The remaining equations come from the expansion of
ux2  uy3  px˜1ξ   x˜3ξ
2
  x˜4ξζ   x˜5ζ
2
  . . . q2  py˜1ξ   y˜2ζ   . . . q
3
 px˜21  y˜
3
2qξ
2
  p2x˜1x˜5  3y˜1y˜
2
2qξζ
2
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showing that the reduced arc space is the singular variety with equations x˜21y˜32  2x˜1x˜5
3y˜1y˜
2
2  0. Note that the latter can be viewed as the tangent bundle of the cusp. More
precisely, instead of the anticipated (42), we obtain the following modified form of the
auto-arc variety
p∇J4
O
CpJ
4
OCqq
red
 ∇l2C  A
7
κ,
a singular 9-dimensional variety. However, I could not find such a form for values higher
than 4.
Locally constructible sieves. We say that a sieve X on a κ-scheme X is locally con-
structible, if Xpzq is constructible in Xpzq, for each fat point z, by which we mean that
∇zXpκq is constructible in the Zariski topology on the variety∇zXpκq viewed as the space
of closed points of ∇zX .
9.14. Proposition. Any formal motif is locally constructible.
Proof. This follows from Chevalley’s theorem and Theorem 9.7 in case X is sub-schemic,
since, for a morphism ϕ : Y Ñ X of κ-schemes, Impϕqpzq, as a subset of ∇zX , is the
image of the map∇zY pκq Ñ ∇zXpκq. The formal case then follows from this, since there
exists a sub-schemic motif Y ⊆ X such that Ypzq  Xpzq. 
10. DIMENSION
In this section, we assume κ is an algebraically closed field. The dimension of an arc
scheme ∇zX is a subtle invariant depending on z and X , and not just on their respective
length l and dimension d; see Table (1) below. The underlying cause for this phenomenon
is the fact that taking reduction does not commute with taking arcs. To exemplify this
behavior, we list, for small lengths, some defining equations of arcs and their reductions
for three different closed subschemesX with the same underlying one-dimensional variety,
the union of two lines in the plane. Here ll denotes the closed point with coordinate ring
κrξs{ξlκrξs, that is to say, the l-th germ of the origin on the affine line.
TABLE 1. Dimension δ and equations of arcs and their reductions.
X l xy  0 δ x2y  0 δ x2y3  0 δ
∇ll
1 x˜0y˜0, x˜
2
0y˜0, x˜
2
0y˜
3
0 ,
2 x˜0y˜1   x˜1y˜0, 2x˜0x˜1y˜0   x˜
2
0y˜1, 2x˜0x˜1y˜
3
0   3x˜
2
0y˜
2
0 y˜1,
3 x˜0y˜2   x˜1y˜1  x˜
2
0y˜2   2x˜0x˜1y˜1  3x˜
2
0py˜0y˜
2
1   y˜
2
0 y˜2q 
x˜2y˜0 p2x˜0x˜2   x˜
2
1qy˜0 6x˜0x˜1y˜
2
0 y˜1   px˜
2
1   2x˜0x˜2qy˜
3
0
∇redll
1 x˜0y˜0, 1 x˜0y˜0, 1 x˜0y˜0, 1
2 x˜0y˜1, x˜1y˜0, 2 x˜0y˜1, 3 [no new equation] 3
3 x˜0y˜2, x˜1y˜1, x˜2y˜0 3 x˜0y˜2, x˜1y˜0 4 x˜1y˜0 5
As substantiated by the data in this table, we have the following general estimate:
10.1. Lemma. The dimension of ∇zX is at least dl, where d is the dimension of X and l
the length of z. If X
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Proof. Assume first that X is an irreducible variety, so that it contains a dense open subset
U which is non-singular. By Theorem 9.3, the pull-back ∇zU  U X ∇zX is a dense
open subset of ∇zX . Moreover, by Theorem 9.10 the dimension of ∇zU is equal to dl,
whence, by density, so is that of ∇zX . If X is only reduced, then we may repeat this
argument on an irreducible component of X , and using once more the openness of arcs,
conclude that ∇zX has dimension dl.
For X arbitrary, let V : X red be the variety underlying X . The closed immersion
V ⊆ X yields a closed immersion ∇zV ⊆ ∇zX by Corollary 8.9. The result now follows
from the reduced case applied to V . 
We will call the difference dimp∇zXqdl the defect of X at z. Varieties therefore have
no defect. The bound given by Lemma 10.1 is far from optimal, as can be seen by taking
the arc scheme of a fat point (see, for instance, Example 9.6). The growth of the dimension
of auto-arcs (see Example 9.13), that is to say, the function
δpzq : dimp∇zzq
for z a fat point, is still quite puzzling. By Example 9.6, we have δplnq  n 1. However,
the next example shows that δpzq can be bigger than ℓpzq.
10.2. Example. Let on : JnOA2κ be the n-fold origin in the plane with ideal of definition
pξ, ζqn. Its length is equal to on :
 n  1
2

, with a basis consisting of all monomials in ξ
and ζ of degree strictly less than n. Let
(43) ux :
¸
i j n
x˜ijξ
iζj and uy :
¸
i j n
y˜ijξ
iζj
be the generic arcs, so that∇onon is the closed subscheme of Aonκ given by the coefficients
of the monomials uxiuyni, for i  0, . . . , , n. Since the arc scheme ∇onon lies above the
origin, its defining equations contain the ideal px˜00, y˜00qn. To calculate its dimension, we
may take its reduction, which means that we may put x˜00 and y˜00 equal to zero in (43).
However, any monomial of degree n in the generic arcs is then identical zero, showing that
the reduction of the arc scheme is given by x˜00  y˜00  0, and hence, its dimension is
equal to
δponq  2
 n  1
2

 2  n2   n 2.
One might be tempted to propose therefore that δpzq is equal to the embedding di-
mension of z times its length minus one, but the next example disproves this. Namely,
without proof, we state that δpzq  7 for z the fat point in the plane with equations
ξ2  ξζ2  ζ3  0 (note that z has length 5 and embedding dimension 2, so that the
expected value would be 2  4  8). Note that the auto-arc space ∇zz is often, but not
always an affine space (see Question 9.11 and the example following it).
It seems plausible that δpJnPY q grows as a polynomial in n of degree d, for any d-
dimensional closed germ pY, P q. In particular, we expect the limit
epY, P q : lim
nÑ8
δpJnPY q
ℓpJnPY q
to exist. For instance, an easy extension of the above examples yields epAmκ , Oq  m. In
view of Question 9.11, we would even expect that the auto-Igusa-zeta series
ζzptq :
8
¸
n1
LdℓpJ
n
PY q
r∇Jn
P
Y pJ
n
PY qst
n
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is rational over the localization of the classical Grothendieck ring with respect to L, for
any d-dimensional closed germ pY, P q, a phenomenon that we will study in §14 below
under the name of motivic rationality (and where we also explain the choice of power of
L). What about its motivic rationality over the localization GrpFormκqL of the formal
Grothendieck ring?
Dimension of a motif. Given a formal motif X on a κ-scheme X , we define its dimension
as the dimension of Xpκq. This is well-defined since Xpκq is a constructible subset of
Xpκq by Proposition 9.14. If X  X is representable, then its dimension is precisely
the dimension of the scheme X . On the other hand, if X is the formal completion of X at
a closed point, then X has dimension zero, whereas its global section ring has dimension
equal to that of X at P by Corollary 7.6.
10.3. Proposition. If two formal motives have the same class in GrpFormκq, then they
have the same dimension.
Proof. Since dimension is determined by the κ-rational points, we may take, using The-
orem 7.4, the image of this common class in GrpVarκq, where the result is known to
hold. 
As we will work over G : GrpFormκqL below, we extend the notion of dimension
into an integer valued invariant on this localized Grothendieck ring by defining the dimen-
sion of rXs  Li to be dimpXq  i, for any formal motif X and any i P Z. In particular, if
X has dimension d and z length l, then r∇zXs  Ldl has positive dimension, which is the
reason behind the introduction of this power of the Lefschetz class in the formulas below.
This also gives us the Kontsevich filtration by dimension on G. Namely, for each m P N,
let ΓmpGq be the subgroup generated by all classes rXs  Li of dimension at most m.
This is a descending filtration and the completion of G with respect to this filtration will
be denoted pG. However, since we define motivic filtration locally (see §15 below), we will
not make use of it.
11. DEFORMED ARCS
We continue with the setup from §9: let jz : zÑ Specκ be the structure morphism of a
fat point z over an algebraically closed field κ. Instead of looking at the double adjunction
giving rise to the arc functor ∇z, we consider here the diminution part only, that is to say,
the right adjoint ∇jz satisfying for each z-sieve Y on a z-scheme Y and each κ-fat point
w, an isomorphism
p∇jz Yqpwq  Ypj

z wq
where this time, we have to view jz w  zw as a z-fat point. By Theorem 8.8, we associate
in particular to any z-scheme Y , a κ-scheme ∇jz Y . In particular, if Y  j

z X is obtained
from a κ-scheme X by base change, then
(44) ∇jz Y  ∇zX
by Corollary 8.9.
Apart from jz, we also have the residue field morphism πz : SpecκÑ z. To a z-scheme
Y , we can therefore also associate the base change Y¯ : πz Y , called the closed fiber of Y .
We can think of Y as a fat deformation of jz Y¯ . Indeed, since κz κ  κ, any κ-rational
point of Y is also a κ-rational point on Y¯ , that is to say, Y pκq  Y¯ pκq  jz Y¯ pκq, showing
that Y and jz Y¯ have the same underlying variety.
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11.1. Example. For instance, if C is the curve x2y3 and ln the fat point with coordinate
ring Rn : κrξs{ξnκrξs, then the l3-scheme X with coordinate ring R3rx, ys{px2  y3 
ξ2qR3rx, ys has closed fiber C, and Xpκq  Cpκq. Note however that Xpl3q  Cpl3q. In
fact, truncation yields a map Xpl3q Ñ Cpl2q.
Hence, by (44), we may likewise think of ∇jz Y as a fat deformation of the arc space
∇zY¯ of its closed fiber, justifying the term deformed arc space for∇jz Y . This construction
is compatible then with specializations in the following sense. Fix a κ-scheme Z . The base
change jZ : Z  zÑ Z is again a finite, flat homomorphism satisfying condition (:), thus
allowing us to consider the diminution ∇j
Z
, associating to any Z  z-scheme Y , a Z-
scheme ∇j
Z
Y , called the relative arc scheme of Y . The deformed arc space is then given
by the special case when Z  Spec κ.
11.2. Proposition. Let z be a κ-fat point and Z a κ-scheme. For every Z  z-scheme Y ,
viewed as a family over Z in the sense of §8.15, and for any κ-rational point a on Z , we
have an isomorphism
∇jz pYa˜q  p∇jZ
Y qa
of κ-schemes, where a˜ : zÑ Z  z is the base change of a.
Proof. Immediately from Theorem 8.11 applied to the base change diagram
(45)
❄
✲
❄
✲
Spec κz
Z.Z  z
a˜ a
jZ
jz

So, returning to Example 11.1, let X ⊆ A3l3 be the hypersurface with equation x
2

y3 zξ2. As a family over A1l3 via projection on the last coordinate, its specializations Xa
are all isomorphic if a  0, whereas the special fiber X0  C  l3. The corresponding
relative arc scheme ∇j
A1κ,l3
X is given by
x˜20  y˜
3
0  2x˜0y˜1  3y˜
2
0y˜1  2x˜0x˜2   x˜
2
1  3y˜0y˜
2
1  3y˜
2
0 y˜2  z˜0  0
Its specializations are again all isomorphic (to the third order Milnor fiber; see below)
whereas the special fiber is isomorphic to ∇l3C.
12. LIMIT POINTS
The closed subscheme relation defines a partial order relation on Fatκ, that is to say,
we say that z¯ ¤ z if and only if z¯ is a closed subscheme of z (and not just isomorphic to
one). We already discussed direct limits with respect to the induced ordering on disjoint
unions of fat points in Lemma 2.8. Here we will investigate more closely the direct limit of
fat points themselves. We will assume that such a direct system contains a least element. It
follows that all fat points in the system must have the same center (to wit, the center of the
least element). In other words, any fat point in the directed system has the same underlying
closed point, and so we will call such a system a point system.
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We want to adjoin to the category of fat points its direct limits, but the problem is that
the category of schemes is not closed under direct limits either. However, the category of
locally ringed spaces is: if pXi,OXiq form a direct system, then their direct limit is the
topological space X : lim
ÝÑ
Xi endowed with the structure sheaf OX : lim
Ý
OXi . Since
we will assume that all fat points have the same underlying topological space, namely a
single point, the construction simplifies: the direct limit of a point system is simply the
one-point space with its unique stalk given as the inverse limit of all the coordinate rings of
the fat points in the system. As already indicated in Footnote (6), a morphism in this setup
will mean a morphism of locally ringed spaces with values in the category of κ-algebras.
For example, if R is any κ-algebra and o the locally ringed space with underlying set the
origin and (unique) stalk R, and if X  SpecA is any affine scheme, then Morκpo, Xq is
in one-one correspondence with the set of κ-algebra homomorphismsHomκalgpA,Rq.
Let X ⊆ Fatκ be a point system. Its direct limit lim
ÝÑ
X, as a one-point locally ringed
space, is called a limit point. Some examples of limit points are:
(1) If X is finite, the direct limit is just its maximum, whence a fat point.
(2) Given a closed germ pY, P q, its formal completion pYP is the direct limit of the jets
JnPY , whence a limit point.
(3) The direct limit of all fat points with the same center is called the universal point
and is denoted uκ, or just u. Any limit point admits a closed immersion into u. In
particular, up to isomorphism, u does not depend on the underlying point.
12.1. Lemma. The stalk of the universal point uκ is isomorphic to the power series ring
over κ in countably many indeterminates.
Proof. Any fat point is a closed subscheme of some formal scheme zpAnκq. Hence suffices
to show that the inverse limit of the power series rings Sn : κrrx1, . . . , xnss under the
canonical projections Sm Ñ Sn given by modding out the variables xi for n   i ¤
m is isomorphic to the power series ring κrrxss in countably many indeterminates x 
px1, x2, . . . q. To this end, let fn P Sn be a compatible sequence in the inverse system. For
each exponent ν  pν1, ν2, . . . q in the direct sum NpNq of countably many copies of N,
and each n, let an,ν P κ be the coefficient of xν : xν11   x
νipνq
ipνq
in fn, where ipνq is the
largest index for which νi is non-zero. Compatibility means that there exists for each ν an
element aν P κ such that aν  an,ν for all n ¡ ipνq. Hence f :
°
ν aνx
ν
P κrrxss is the
limit of the sequence fn, proving the claim. 
12.2. Remark. I would guess that, similarly, the direct limit of all disjoint unions of fat
points is isomorphic to the affine space Aωκ of countable dimension.
To make the limit points into a category, denoted yFatκ, take morphisms to be direct
limits of morphisms of fat points. More precisely, given point systems X,Y ⊆ Fatκ with
respective direct limits x and y, then a morphism (of locally ringed spaces) ϕ : x Ñ y is
a morphism of limit points if for each z P X there exists a v P Y such that ϕpzq ⊆ v, or,
dually, if the induced morphism lim
Ý
Ov Ñ lim
Ý
Oz has the property that for each z P X,
we can find a v P Y such that this morphism factors through Ov Ñ Oz. In this way, the
category yFatκ of limit points is an extension of the category Fatκ of fat points, which
in a sense acts as its compactification. In particular, any limit point x admits a canonical
structure morphism jx : x Ñ Spec κ. We also extend the partial order relation on Fatκ to
one on yFatκ as follows. Firstly, we say that z ¤ x for z a fat point and x  lim
ÝÑ
X a limit
point, if z ¤ v for some fat point v P X. It follows that there is a canonical embedding z ⊆ x
which induces a surjection on the stalks, and which we therefore call a closed embedding
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in analogy with the scheme-theoretic concept. We then say for a limit point y  lim
ÝÑ
Y that
y ¤ x if for every z P Y we have z ¤ x. It follows that we have a canonical morphism of
limit points yÑ x which is again surjective on their stalks, and hence can rightly be called
once more a closed embedding. One checks that this defines indeed a partial order on limit
points extending the one on fat points.
We call a limit point x bounded if it is the direct limit of fat points of embedding dimen-
sion at most n, for some n. Formal completions of closed germs are examples of bounded
limit points, whereas u clearly is not. In fact, any bounded limit point arises in a similar,
analytical way:
12.3. Proposition. The bounded limit points are in one-one correspondence with analytic
germs. More precisely, the stalks of bounded limit points are precisely the complete Noe-
therian local rings with residue field κ.
Proof. Let x be a bounded limit point, say, realized as the direct limit of fat points z ⊆ Anκ
centered at the origin, for some fixed n. Let κrxs{az be the coordinate ring of z, so that
az ⊆ κrxs is m-primary, where m is the maximal ideal generated by the variables. Let I be
the intersection of all azκrrxss. I claim that x has stalk equal to S : κrrxss{I . Indeed, by
a theorem of Chevalley ([12, Exercise 8.7]), there exists for each i some ideal of definition
a of one of the fat points in the direct system such that aS ⊆ miS. In particular, the inverse
limit is simply the m-adic completion of S, which is of course S itself.
The converse is also obvious: given a complete Noetherian ring pS,mq with residue
field κ, then by Cohen’s structure theorem, it is of the form κrrxss{I for some ideal I .
One easily checks that it is the coordinate ring of the direct limit of the corresponding jets
SpecpS{mnq. 
Any limit point x  lim
ÝÑ
X defines a presheaf x by assigning to a fat point z the set of
morphisms Mor
y
Fatκ
pz, xq.
12.4. Corollary. The presheaf x defined by a limit point x  lim
ÝÑ
X is the inverse limit
of the representable functors v for v P X. If x is moreover bounded, then x is a formal
motif.
Proof. Given a fat point z  SpecR, we have to show that vpzq for v P X forms an inverse
system with inverse limit equal to Mor
y
Fatκ
pz, xq. Let pS,mq be the stalk of x, that is to say,
the inverse limit of the coordinate rings of the fat points belonging toX. The first statement
is immediate by functoriality, and for the second, note that since R has finite length,
(46) Mor
y
Fatκ
pz, xq  HomκalgpS,Rq.
More precisely, any κ-algebra homomorphism a : S Ñ R factors through S{ml Ñ R, for
l  ℓpRq. Moreover, if n is the embedding dimension of R, then there exists a complete,
Noetherian residue ring S¯ of S of embedding dimension at most n such that a factor as
S Ñ S¯{mlS¯ Ñ R. By the same argument as in the proof of Proposition 12.3, there is
some v  SpecT P X such that T Ñ S¯{mlS¯, showing that a is already induced by the
morphism z Ñ v. In fact, if x is bounded, then we may choose v independent from a,
showing that xpzq  vpzq. Since all v P X embed in the same affine space, x is a locally
schemic sieve on this space, whence a formal motif. 
12.5. Remark. The identification (46) shows that x is pro-representable in the sense of
Footnote (6).
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Let x  lim
ÝÑ
X be a limit point. Given a presheaf X, the collection of all Xpvq for v P X
is an inverse system of sets given by the maps iv,w : Xpwq Ñ Xpvq if v ¤ w in X, where
iv,w is induced by the embedding v ⊆ w. We denote the inverse limit of this system
simply by Xpxq. It follows from the definition of morphisms of limit points that X becomes
a functor on the category of limit points. In other words, any presheaf on Fatκ extends
to a presheaf on yFatκ; this principle will simply be called continuity. Since inverse limits
commute with presheafs, one easily verifies that if s : X Ñ Y is a morphism of presheafs
(=natural transformation), then for any limit point x, this induces a map Xpxq Ñ Ypxq,
showing that extension by continuity is functorial. The extension of a (pro-)representable
functor on Fatκ to yFatκ will again be called (pro-)representable.
If X is a point system in Fatκ with limit x, and if z is any fat point with canonical
morphism jz : z Ñ Spec κ, then the base change jz X consisting of all zv for v P X is
again a point system, whose limit we simply denote by zx (the reader can check that this
defines a product in the category yFatκ). Repeating this argument on the first factor then
shows that we may even multiply any two limit points. However, this multiplication does
no longer behave as well as before. For instance, since the base change jz pFatκq by any
fat point z is equal to the whole category Fatκ, we get zu  u.
Let jx : x Ñ Specκ be the structure morphism of the limit point x. Strictly speaking,
as this is only a direct limit of finite, flat morphisms, the theory of diminution does not
apply, and neither that of augmentation. Nonetheless, without going into details, one could
develop the theory under this weaker condition, although we will only give an ad hoc argu-
ment in the case we need it. So, given a sieve X on yFatκ, we define ∇xX : ∇jx ∇pjxqX
at a limit point y as the set Xpxyq, where we view xy again as a limit point (over κ).
12.6. Lemma. For any limit point x and any κ-scheme X , the base change xX is pro-
representable, by the so-called arc scheme ∇xX along x.
Proof. Let x be the direct limit of the directed subset X ⊆ Fatκ. Suppose first that X
is affine. Since the ∇wX for w P X form an inverse system of affine schemes, their
inverse limit is a well-defined affine scheme X˜ with coordinate ring the direct limit of the
coordinate rings of the arc schemes along fat points in X. By continuity, it suffices to verify
that ∇xX  X˜ on Fatκ. To this end, fix a fat point z. From
p∇xX

qpzq  Xpxzq  lim
Ý
wPX
Xpwzq
 lim
Ý
wPX
Morκpz,∇wXq
 Morκpz, lim
Ý
wPX
∇wXq
 Morκpz, X˜q  X˜pzq,
where we used the universal property of inverse limits in the third line, the claim now fol-
lows. The general case follows from this by the open nature of arc schemes (Theorem 9.3)
and the fact that if X admits an open affine covering of cardinality N , then so does any arc
scheme∇zX by base change. 
13. EXTENDABLE ARCS
Let pY be a formal completion, viewed as the limit point of the germs JnOY , and let
X be a κ-scheme. By Lemma 12.6, we have an associated arc scheme ∇
pY
X . For each
n, we have a canonical map ∇
pY
X Ñ ∇Jn
O
YX , which in general is not surjective (it is
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so, by Theorem 9.10, when X is smooth). To study this image, we make the following
definitions.
Given a closed embedding v ⊆ w, the image sieve given by the canonical map∇wX Ñ
∇vX is called the sieve of w-extendable arcs on X along v, and will be denoted ∇w{vX .
By construction, it is sub-schemic. Let ∇nX : ∇Jn
O
YX , and ∇m{nX : ∇Jm
O
Y {Jn
O
YX ,
for m ¥ n. Since the map ∇
pY
X Ñ ∇nX is not of finite type, the corresponding image
sieve, denoted ∇
pY {n
X and called the n-th order pY -extendable arcs on X , may fail to be
sub-schemic. We do have:
13.1. Theorem. For each κ-scheme X , for each formal completion pY of a closed sub-
scheme Y ⊆ Anκ at a point, and for each n, the n-th order extendable arcs on X along this
formal completion,∇
pY {n
X , is a formal motif.
Proof. Without loss of generality, we may assume that pY is the completion of Y at the
origin. It is clear that ∇
pY {n
X is the intersection of all ∇m{nX , for m ¥ n. To show that
it is a formal motif, it suffices to show that its complement is locally sub-schemic. Since
each∇m{nX is sub-schemic, this will follow if we can show that for each fat point z, there
is some mz such that ∇
pY {n
Xpzq  ∇mz{nXpzq.
Recall that for pR,mq a quotient of a power series ring κrrξssmodulo an ideal generated
by polynomials, we have uniform strong Artin Approximation, in the sense that for any
polynomial system of equations f1      fs  0 and every n, there exists some
N , such any solution of f1      fs  0 in R{mN is congruent modulo mn to a
solution in R: see for instance [15, Theorem 7.1.10], where the proof is only given for the
power series ring itself, but immediately generalizes to any quotient by a polynomial ideal,
whence in particular to the stalk of the formal completion pY . This means that∇
pY {n
Xpκq 
∇m{nXpκq, for some m ¥ n. To obtain a similar identity over an arbitrary fat point z, we
apply the same result but replacing X by the arc scheme ∇zX , yielding the existence of a
mz ¥ n such that
∇
pY
{n
Xpzq  ∇
pY
{n
p∇zXqpκq  ∇mz{np∇zXqpκq  ∇mz{nXpzq,
as required. 
13.2. Remark. Since we may no longer have the required strong Artin Approximation
estimate, I do not know whether this result generalizes to arbitrary limit points, that is to
say, is ∇y{xX a formal motif, for limit points x ¤ y. The first case to look at is when x is a
fat point and y is bounded (but not a formal completion).
14. MOTIVIC GENERATING SERIES
Although we can work in greater generality, we will assume once more that our base
scheme is an algebraically closed field κ.
Motivic Igusa-zeta series. For any κ-scheme X and any closed germ pY, P q, we define
the motivic Igusa-zeta series of X along the germ pY, P q as the formal power series
Igu
pY,P q
Xmot
ptq :
8
¸
n1
Ldj
n
P pY q
r∇Jn
P
YXs t
n
in GrpFormκqLrrtss, where d is the dimension of X and jnP pY q the length of the n-th
jet JnPY (which is also equal to the Hilbert-Samuel function of OY,P for large n). This
definition generalizes the one in [1] or [3, §4], when we take the germ of a point on a line.
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14.1. Theorem. If X is a smooth κ-variety and pY, P q a closed germ, then
Igu
pY,P q
Xmot 
LdrXst
1 t
,
over GrpFormκqL.
Proof. Since X is smooth, we have
(47) r∇Jn
P
YXs  rXsL
dpjnP pY q1q
by Theorem 9.10, from which the assertion follows easily. 
With aid of (47) applied to affine space, we can write down a more suggestive formula
for the motivic Igusa zeta-series
Igu
pY,P q
Xmot ptq :
8
¸
n1
r∇Jn
P
YXs
∇Jn
P
Y Ld
tn
where d is the dimension of X .
14.2. Conjecture. The motivic Igusa-zeta series IgupY,P qXmot of a κ-scheme X along an arbi-
trary closed germ pY, P q is rational over GrpFormκqL.
More generally, given any formal motif X on a κ-scheme X , we define its Igusa-zeta
series along the germ pY, P q as the formal power series
Igu
pY,P q
Xmot ptq :
8
¸
n1
Ldj
n
P pY q
 r∇Jn
P
Y Xst
n
and conjecture its rationality.
14.3. Example. The present point of view even gives interesting new results over the
classical Grothendieck ring, since we may take the image of the motivic Igusa zeta series
in GrpVarκq. Continuing with the calculations made in Example 9.6, let m be a positive
integer and consider the image of Iguplmq : IgupA
1
κ,Oq
lmotm
over the classical Grothendieck
ring. This amounts to taking the reduced scheme underlying each arc scheme ∇ln lm, and
as shown above, this reduction is just Anr nm sκ . Write n  sm r for some unique s ¥ 1
and 0 ¤ r   m, so that r n
m
s  s. Over GrpVarκq, we have
Iguplmq 
m1¸
r0
8
¸
s1
Lsmrstsmr 
°m1
r0 pLtq
r
p1 Lm1tmq
.
In particular, whenever Question 9.11 holds affirmatively, the image of the motivic Igusa
zeta series of the fat point would be rational over the classical Grothendieck ring. Skipping
the easy calculations, we have for instance that
Igupzq 
t  Lt2
p1 Lt2q
where z is the fat point with coordinate ring κrx, ys{px2, y2q. Interestingly, this is also the
Igusa zeta-series of the fat point with coordinate ring κrx, ys{px2, xy, y2q.
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Motivic Hilbert series. Given a motivic site M, we let M0 be its restriction to the sub-
category of zero-dimensional schemes, that is to say, the union of all M|Z , where Z runs
over all zero-dimensional κ-schemes. As the product of two zero-dimensional schemes is
again zero-dimensional,M0 is a partial motivic site, and hence has an associated Grothen-
dieck ring Gr0pMq : GrpM0q, called the Grothendieck ring of M in dimension zero.
There is a natural homomorphism Gr0pMq Ñ GrpMq, which in general will fail to be
injective, as there are a priori more relations in the latter Grothendieck ring. In particular,
applied to (sub-)schemic or formal motives, we get the corresponding Grothendieck rings
in dimension zero Gr0pShκq, Gr0psubShκq, and Gr0pFormκq.
14.4. Proposition. The schemic Grothendieck ring in dimension zero, Gr0pShκq, is
freely generated, as an additive group, by the isomorphism classes of fat points.
Proof. A zero-dimensional scheme Z is a disjoint union z1 \    \ zs of fat points (in a
unique way). Moreover, since any fat point is strongly connected, this unique decomposi-
tion in fat points is its schemic decomposition. Hence, by (the proof of ) Theorem 5.7, the
image of rZs under the composition Gr0pShκq Ñ GrpShκq
δ
Ñ Γ is xz1y        xzsy,
where as before, Γ is the free Abelian group on isomorphism classes of strongly indecom-
posable κ-schemes. Since rZs  rz1s        rzss in Gr0pShκq, this composition is an
isomorphism. 
Let pX,P q be a closed germ over κ. For t a single variable, we define the motivic
Hilbert series as the series
Hilbmot
pX,P q :
8
¸
n1
rJnPXs t
n
in Gr0pShκqrrtss. By Proposition 14.4, we may extend the length function ℓ to a ho-
momorphism on the Grothendieck ring in dimension zero. If we extend this further to
the power series ring Gr0pShκqrrtss by letting it act on the coefficients of a power se-
ries, then ℓpHilbP pXqq is a rational function in Zrrtss by Hilbert-Samuel theory (it is the
first difference of the classical Hilbert series of X at P ). This begs the question whether
Hilbmot
pX,P q itself is rational over Gr0pFormκq or GrpFormκq, or possibly their localiza-
tions at L (obviously, it will not be rational over the schemic Grothendieck rings by Propo-
sition 14.4). Although no longer specializing to a classical series, we may also consider
the more general series
Hilbmot
pX,xq :
8
¸
n0
rJnxXs t
n
where x is any point on X (not necessarily closed).
14.5. Theorem. Let κ be an algebraically closed field of cardinality 2γ for some infinite
cardinal γ (under the Generalized Continuum hypothesis this means any uncountable al-
gebraically closed field). The assignment pXP ÞÑ Hilbmot
pX,P q is a complete invariant in the
sense that for closed germs pX,P q and pY,Qq over κ, their completions pXP and pYQ are
abstractly isomorphic (that is to say, over some subfield of κ) if and only if they have the
same motivic Hilbert series in Gr0pShκq.
Proof. Immediate from Proposition 14.4 and [16, Theorem 1.1 and §8.9]. 
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Motivic Hilbert-Kunz series. Assume that κ has characteristic p. Recall that for a given
closed subscheme Y ⊆ X , we defined in §8 its Frobenius transform in X as the pull-back
F

XY : FX X Y of Y along FX . We may also take the pull-back with respect to
the powers FnX of the Frobenius, yielding the n-th Frobenius transform FnX Y . If Y has
dimension zero, then so does any of its Frobenius transforms, and so the following series,
called the motivic Hilbert-Kunz series,
HKmotY pXq :
8
¸
n1
rF
n
X Y s t
n
is a well-defined series in Gr0pShκqrrtss. Taking the length function ℓ yields the classical
Hilbert-Kunz series, of which not too much is known (one expects it to be rational). Of
course, we could also take Y to be of higher dimension, and get the corresponding motivic
Hilbert-Kunz series in GrpShκqrrtss.
Instead of transforms we could take iterated Frobenius motives FnY : ∇FnY given
as the image sieve of the n-th relative Frobenius Fn
Asκ
 1Y , for some closed immersion
Y ⊆ Asκ, in case Y is affine, and by glueing for the general case, yielding a series
FrmotpY q :
8
¸
n1
r∇FnY s t
n
in Gr0pShκqrrtss. Note that FnY pκq  Y pFnκq  Y pκq by Theorem 8.14, so that this
series becomes the rational function rY s{p1 tq in GrpVarκq.
Motivic Milnor series. Let pY, P q be a closed germ with formal completion pYP . Propo-
sition 7.1 exhibits pY P as a formal motif by means of its jets. However, this is not the
only way to locally approximate it with schemic subsieves. Given a system of parame-
ters ξ1, . . . , ξe in OY,P (that is to say, a tuple of length e  dimpOY,P q generating an
ideal primary to the maximal ideal), let yn be the fat point with coordinate ring Bn :
OY,P {pξ
n
1 , . . . , ξ
n
e qOY,P , and jyn : yn Ñ Specκ the canonical morphism. The reader can
check that given a fat point z, there exists some n such that ynpzq  pYP pzq, that is to say,
pYP is the limit point corresponding to the direct system tynun (see §12). Recall that by the
Monomial Theorem, the element pξ1    ξeqn1 is a non-zero element in the socle of Bn
(meaning that the ideal it generates has length one).
Let X ⊆ Ad 1κ be the (d-dimensional) hypersurface with equation fpxq  0 and let
Yn ⊆ A
d 1
yn
be the deformed hypersurface with equation fpxq  pξ1    ξeqn1  0. In
other words, it is the general fiber in the family Wn ⊆ Ad 2yn over the last coordinate z,
given by the equation fpxq zpξ1    ξeqn1  0, whereas the special fiber is just the base
change jynX . We define the n-th order Milnor fiber of X along the germ pY, P q as the
deformed arc space
MnpXq : ∇jyn
Yn.
Hence, by Proposition 11.2, with j
A
d 2
κ
: Ad 2yn Ñ A
d 2
κ the base change of jyn , the spe-
cializations of the relative arc scheme are
(48)
p∇j
A
d 2
κ
Wnqa  ∇ynX if a is the zero section;
MnpXq otherwise.
We define the associated Milnor series
Mil
pY,P q
Xmot ptq :
8
¸
n1
LdℓpynqrMnpXqst
n
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as a power series over GrpFormκqL. When pY, P q is the germ of a point on a line, we
get the schemic variant of the series introduced by Denef-Loeser et al., and by (48), this
series can be viewed as a deformation of the motivic Igusa-zeta series. Therefore, in view
of Conjecture 14.2, we expect the motivic Milnor series also to be rational, and in fact, as a
rational function, to have degree zero. Assuming this to be true, we can calculate the limit
of this series when t Ñ 8, and this conjectural limit, presumably in GrpFormκqL, will
be called the motivic Milnor fiber of X along the closed germ pY, P q.
Motivic Hasse-Weil series. Another important generating series in algebraic geometry
whose rationality—proven by Dwork in [4]—is postulated to be motivic, is the Hasse-Weil
series of a scheme over a finite field Fq: its general coefficient is the number of rational
points over the finite extensions Fqn . To turn this into an abstract counting principle, we
use the inversion formula relating the number of degree n effective zero cycles on X to the
number of rational points in an extension of degree n, and observe that the former cycles
are in one-one correspondence with the rational points on the n-fold symmetric product
Xpnq of X (given as the quotient of Xn modulo the action of the symmetric group on
n-tuples). Therefore, following Kapranov [8], we propose the following motivic variant,
the Motivic Hasse-Weil series:
HWmotX :
8
¸
n0
rXpnqs tn,
as a power series over GrpFormκqL. Kapranov himself proved rationality of the image of
this series overGrpVarκqL, as well as a functional equation, for certain smooth, projective
irreducible curves, but the general case is still open. We know from work of Larsen and
Lunts on smooth surfaces ([10]), that, in general, this cannot hold over the Grothendieck
ring itself: in [11], they show that rationality over the Grothendieck ring is equivalent
with the complex surface having negative Kodaira dimension. It is therefore natural to
conjecture the same properties for our motivic variant HWmotX .
Motivic Poincare series. Given a closed germ pY, P q with formal completion pY , viewed
as a limit point, and a κ-scheme X , by Theorem 13.1, we can now define the motivic
Poincare´ series of X along pY, P q as the formal series
Poin
pY,P q
Xmot
ptq :
8
¸
n1
LdℓpJ
n
PY q
r∇
pY {n
Xstn
over GrpFormκqL, where d is the dimension of X . Denef and Loeser proved in [2] that
along the germ of a point on the line, the image of this series in the localized classical
Grothendieck ring is rational, provided κ has characteristic zero. It is therefore natural to
postulate:
14.6. Conjecture. For any closed germ pY, P q and any κ-scheme X , the associated mo-
tivic Poincare´ series PoinpY,P qXmot is rational over GrpFormκqL.
Given X and a formal completion pY , we may ask for each n, which are the fat points
z containing the n-th jet jn : JnOY such that ∇pY {jnX ⊆ ∇z{jnX , that is to say, when
are pY -extendable arcs also z-extendable? For instance, if pY is the completion of the affine
line, then by Theorem 9.10, we can extend along any jet of a non-singular germ pW,Oq,
since there exist closed immersions jn ⊆ JnOW ⊆ jdn, where d is the dimension of pW,Oq.
However, I do not know whether we can extend along the fat point given by, say, x4 
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y4  x3  y2  0. For which schemes X can every pY -extendable arc be extended along
any fat point? This is true if X is smooth, but are there any other cases?
15. MOTIVIC INTEGRATION
Unlike the Kontsevitch-Denef-Loeser motivic integration, we will only define integra-
tion on the (truncated) arc schemes. We will work over the localized Grothendieck ring
G :GrpFormκqL, for κ an algebraically closed field. Before we develop the theory, we
discuss a naive approach.
Motivic measure. We fix a fat point z. Our goal is to define a motivic measure µz on
formal motives. To this end, we define
µzpXq : r∇zXs
in G. In particular, this measure does not depend on the ambient space of X, only on its
germ. Using Theorem 9.7, we can extend the motivic measure to an endomorphism on G.
We would like to normalize this measure, with the ultimate goal—which, however, we do
not discuss in this paper—to make the comparison between different fat points and take
limits. One way to normalize is to make the value weightless (in the sense of dimension),
by
µ¯zpXq :
r∇zXs
Ldimp∇zXq
This, of course, is no longer additive. Below, however, we will normalize differently, by
fixing an ambient space.
Following integration theory practice, we would like to say that
»
1X dzx : µzpXq : r∇zXs
and extend this to arbitrary step functions. Here, a step function would be a formal, finite
sum s 
°
gi1Xi with gi P G and Xi formal motives. However, how to interpret this as
a function? As usual, we should do this at each fat point w, and interpret 1Xpwq as the
characteristic function on Xpwq of Xpwq, where X is an ambient space of X. Likewise,
providedX is an ambient space for all Xi, we let spwq be the function Xpwq Ñ G associ-
ating to a w-rational point a P Xpwq the sum of all gi for which a P Xipwq. However, the
main obstruction is that this point-wise defined function is in general not functorial. The
reason is the non-functorial nature of fibers, which in turn stems from the lack of comple-
ments in categories—note that the complement of any fiber is the union of the other fibers.
To recover functoriality, we work over a subcategory of fat points:
Flat and split points. More precisely, let Fatflatκ and Fat
split
κ be the respective categories
of flat points and split points over κ, whose objects are fat points over κ and whose mor-
phisms are respectively flat and split epimorphisms. Recall that a morphism ϕ : Y Ñ X
is called a split epimorphism if there exists a morphism, also called a section, σ : X Ñ Y
such that ϕσ is the identity on X . Any split epimorphism is (faithfully) flat, so that Fatsplitκ
is a subcategory of Fatflatκ . Note that each structure morphism z Ñ Specκ is a split epi-
morphism, and by base change, so is each projection map zwÑ w.
We will call a contravariant functor X from Fatflatκ (respectively, from Fatsplitκ ) to the
category of sets a flat (respectively, a split) presheaf. If, moreover, we have an inclusion
morphism X ⊆ X, where X is the restriction of the representable functor of a κ-scheme
X , we call X a flat (respectively, a split) sieve. In particular, ordinary presheafs or sieves
(that is to say, defined on Fatκ) when restricted to Fatsplitκ are split—and to emphasize
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this, we may call them full sieves—, but as the next result shows, not every split sieve is
the restriction of a full sieve:
15.1. Proposition. The complement of a schemic motif X ⊆ X is a flat sieve. The com-
plement of a formal motif X ⊆ X is a split sieve.
Proof. Any (full) schemic motif is the union of closed subsieves, and hence its complement
is the intersection of complements of closed subsieves. Since the intersection of (flat or
split) sieves is again a sieve, we only need to verify that the complement of a single closed
subsieve Y  ⊆ X is a flat sieve. The only thing to show is functoriality, so let w Ñ z be
a flat morphism of fat points. We have to show that under the induced map Xpzq Ñ Xpwq
any z-rational point a not in Y pzq is mapped to a point not in Y pwq. Since fat points are
affine, we may replace X by an affine open, and so assume from the start that it is affine
with coordinate ring A. Let I be the ideal defining Y , and let R and S be the coordinate
rings of z and w respectively. The z-rational point a corresponds to a morphism A Ñ R;
it does not belong to Y pzq if and only if the image IR of I under A Ñ R is non-zero.
Suppose towards a contradiction that a P Y pwq, so that IS  0. Since R Ñ S is by
assumption flat, whence faithfully flat, we must have IR  IS XR  0, contradiction.
Assume next that X is a sub-schemic motif, that is to say, X  Impϕq for some mor-
phism ϕ : Y Ñ X . Let λ : w Ñ z be a split epimorphism of fat points and let a : z Ñ X
be a z-rational point outside Impϕqpzq. We have to show that the image a λ of a in Xpwq
does not lie in the image of ϕpwq. Towards a contradiction, assume the opposite, so that
a  λ factors through Y , giving rise to a commutative diagram
(49)
❄
✲
❄
✲
Yw
X.z
λ ϕ
a
b
By assumption, there exists a section σ : z Ñ w so that λσ is the identity on z. Let b˜ be
the image of b under Y pσq : Y pwq Ñ Y pzq, that is to say, b˜  b  σ. The image of b˜ under
ϕpzq : Y pzq Ñ Xpzq is by (49) equal to
ϕpzqpb˜q  ϕ  b˜  ϕ  b  σ  a  λ  σ  a
showing that a lies in the image of ϕpzq, contradiction.
Lastly, assume that X is formal, so that there exists for each fat point z a sub-schemic
motif Yz ⊆ X such that Yzpzq  Xpzq. Let λ : w Ñ z be a split epimorphism. Since
Yw ⊆ X, we have Xpzq ⊆ Ywpzq. By what we just proved, Ywpzq, is sent under
Xpλq : Xpzq Ñ Xpwq inside Ywpwq, and by construction, the latter is equal to Xpwq.
A fortiori, Xpzq is then sent inside Xpwq, proving the assertion. 
15.2. Remark. It is important to note that we may not apply this argument to an arbitrary
split sieve, since a section of a split morphism is not split and hence does not induce a
morphism on the rational points of the split sieve. The point in the above argument is that
formal motives are presheafs on the full category of fat points, and hence any section does
induce a map between their rational points.
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We call any Boolean combination of closed subsieves a flat-schemic motif. Our aim
is to define motivic sites of schemic, sub-schemic and formal motives with respect to flat
and/or split points, but without changing the corresponding Grothendieck ring. A priori,
there might be more morphism, that is to say, natural transformations, in this restricted
context, and to circumvent this issue, we only allow morphisms that extend to true motives.
More precisely, we define the flat-schemic motivic site Shflatκ , as the category with objects
all flat-schemic motives, and with morphisms all natural transformations s : Y Ñ X of
flat schemic motives which extend to a morphism of schemic motives in the sense that
there are schemic motives X ⊆ X1 and Y ⊆ Y1 and a morphism of schemic motives
s1 : Y1 Ñ X1 whose restriction to Y is s. To not introduce unwanted isomorphisms, we
moreover require that if s is injective, then so must its extension s1 be. Likewise, we
call any Boolean combination of sub-schemic (respectively, formal) motives a split-sub-
schemic (respectively, a split-formal) motif, and we define the split-sub-schemic motivic
site subShsplitκ (respectively, the split-formal motivic site Formsplitκ ), as the category with
objects all split-sub-schemic (respectively, split-formal) motives, and as morphisms all
natural transformations which extend to a morphism of sub-schemic (respectively, formal)
motives, with injective morphisms extending to injective ones. All these sites satisfy the
same properties as ordinary motivic sites, apart from being defined only over a restricted
category, but have the additional property that their restriction to any scheme is a Boolean
lattice. At any rate, we can define their corresponding Grothendieck rings.
15.3. Proposition. We have equalities of Grothendieck rings, GrpShflatκ q  GrpShκq,
GrpsubSh
split
κ q GrpsubShκq, and GrpForm
split
κ q GrpFormκq.
Moreover, for each fat point z, the arc sheaf of a flat schemic (respectively, split sub-
schemic, or split formal) motif exists, and is again of that form. The induced action on the
corresponding Grothendieck ring is equal to that of ∇zpq.
Proof. I will only give the argument for the case of most interest to us, the formal motives,
and leave the remaining cases, with analogous proof, to the reader. Before we do this, let
us first discuss briefly Boolean lattices. Let B be a Boolean lattice. Given a finite collection
of subsets X1, . . . , Xn P B, and an n-tuple ε  pε1, . . . , εnq with entries 1, let Xǫ be
the subset given by the intersection of all Xi with εi  1 and all Xi with εi  1. Then
any element in the Boolean sublattice BpX1, . . . , Xnq of B generated by X1, . . . , Xn is a
disjoint union of the Xε. In particular, if all Xi belong to a sublattice L ⊆ B, then any
element in BpX1, . . . , Xnq is a disjoint union of sets of the form C D with D ⊆ C in L.
We now define a map γ from the free Abelian group ZrFormsplitκ s to GrpFormκq as
follows. By the above argument, a typical element in Formsplitκ is a disjoint union of split
formal motives of the form XY with Y ⊆ X (full) formal motives. We define its γ-value
to be the element rXs  rYs. This is well-defined, for if it is also equal to a difference of
motives X˜ Y˜ then one easily checks that XY Y˜  X˜YY and XX Y˜  X˜XY, so that
rXs   rY˜s  rX˜s   rYs.
We extend this to disjoint sums by taking the sum of the disjoint components, and then
extend by linearity, to the entire free Abelian group. It is not hard to verify that γ preserves
all scissor relations. So we next check that it preserves also isomorphism relations. We may
again reduce to an isomorphism of the form s : XYÑ X˜ Y˜ with Y ⊆ X and Y˜ ⊆ X˜
formal motives. By assumption, s extends to an injective morphism s1 : X1 Ñ X˜1 with X1
and X˜1 formal motives. Upon replacing X and X1 with their common intersection, we may
assume that they are equal. Since s1 is injective, it induces an isomorphism between X and
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its image, as well between Y and its image. Hence XY  s1pXq  s1pYq and, since s1
extends s, the latter must be equal to X˜ Y˜, yielding
γpXYq  rXs  rYs  rs1pXqs  rs1pYqs  γpX˜ Y˜q
as we wanted to show. Hence, γ induces a map GrpFormsplitκ q Ñ GrpFormκq. By
construction, it is surjective and the identity on GrpFormκq (when viewing a full motif
as a split motif), showing that it is a bijection. By construction it is also additive, and the
reader readily verifies that it preserves products, thus showing that it is an isomorphism.
For the last assertion, it suffices once more to verify this on a split formal motif of the
form XY and we set
∇zpXYq : ∇zX∇zY
Since the w-rational points of both sides are the same, to wit, Xpzwq Ypzwq, for any fat
point w, this is well-defined, and the assertion then follows from the universal property of
adjunction. 
15.4. Remark. Consider the flat schemic motif l3  l2. It has no κ-rational points, but is
does have a l3-rational point, namely the identity morphism on l3. This example shows
that the analogue of Lemma 7.3 does not hold for split formal motives. We do have:
15.5. Lemma. If X is a split formal motif and z a fat point such that ∇zX is empty, then X
too is empty. In particular, all arc maps are injective on each ambient space.
Proof. We may again reduce to the case that X is of the form Y  Z with Z ⊆ Y (full)
formal motives. Let w be an arbitrary fat point. The closed immersion w ⊆ zw induces
maps Zpzwq Ñ Zpwq and Ypzwq Ñ Ypwq. Since composing the closed immersion with
the (split) projection zwÑ w is the identity, the two above maps are surjective. Since∇zX
is the empty motif, it has no w-rational points, that is to say, Zpzwq  Ypzwq. Surjectivity
then yields that Zpwq  Ypwq, whence Xpwq . Since this holds for any fat point w, we
see that X is the empty motif.
To prove the last assertion, assume ∇zX  ∇zY for X,Y split formal motives on a
scheme X . By what we just proved, X pXXYq and Y pXXYq are both empty, from
which the claim now follows. 
From now on, we will work in the largest of these motivic sites, the category of split-
formal motives Formsplitκ , and we view the class of any such motif as an element in the
localized Grothendieck ring G : GrpFormκqL. Let G be the constant presheaf with
values in G, that is to say, the contravariant functor on the category of split points which
associates to any fat point the set G and to any split epimorphism of fat points the identity
on G. Given a morphism, that is to say, a natural transformation, s : X Ñ G, we define,
for each g P G, the fiber s1pgq as the subfunctor of X given at each fat point z by the
fiber spzq1pgq of spzq : Xpzq Ñ G at g. If both X and all fibers are split formal motifs,
and s has only finitely many non-empty fibers, then we call s a formal invariant.
15.6. Corollary. The formal invariants on a split formal motif X form an algebra over G.
Proof. Clearly, any multiple of a formal invariant by an element in G is again a formal
invariant. Let s, t : XÑ G be formal invariants. We have to show that s  t and st are also
formal invariants. Functoriality is easily verified, so we only need to show that the fibers
are again split formal motives. Fix a fat point z, and an element g P G. A z-rational point
a P Xpzq lies in ps  tq1pgqpzq (respectively, in pstq1pgqpzq), if spzqpaq   tpzqpaq  g
(respectively, if spzqpaq  tpzqpaq  g). Since spzq and tpzq have finite image, their are only
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finitely many ways that g can be written as a sum p   q (respectively, a product pq), with
p in the image of spzq and q in the image of tpzq. Hence, the rational point a lies in the
intersection
 
spzq1ppq

X
 
tpzq1pqq

, for one of these finitely many choices of p and q.
Since a finite union of intersections of split formal motives is again split formal, the result
follows. 
Motivic integrals. Let X be a κ-scheme, z a fat point, and s : X Ñ G a formal invariant
with X a split formal motif on X . We define the (split) motivic integral of s on X along z
as
(50)
»
s dzX : L
dl
¸
gPG
g  r∇zps
1
pgqqs,
where d is the dimension of X and l the length of z. Note that the sum on the right hand
side of (50) is finite by definition, so that ³ s dzX is a well-defined element in G. At the
reduced fat point, Spec κ, we drop the subscript in the measure, and so the this integral
becomes
»
s dX : Ld
¸
gPG
g  rs1pgqs.
To a formal motif Y on X , we can associate two invariants. Firstly, the constant map,
denoted again Y, which at each fat point is the constant map sending every rational point
to rYs. One easily calculates that
»
Y dzX  rYs
»
dzX  rYs  L
dl
 r∇zXs.
In particular,
³
dX  LdrXs is the normalized class map. It follows from Theorem 9.7
and Proposition 10.3 that the integral
³
Y dzX only depends on the classes of Y and X .
Moreover, by our previous discussion
³
dzX has positive dimension.
Secondly, we define the characteristic function 1Y of Y by the rule that 1Ypzq is the
characteristic function of Ypzq, that is to say, the map sending a rational point a P Xpzq
to 1, if a P Ypzq, and to zero otherwise, for any fat point z. By Proposition 15.1, this is a
formal invariant. Moreover, any formal invariant can be written as a G-linear combination
of characteristic functions, and, in fact, the decomposition
(51) s 
n¸
i1
gi1Yi
is unique if the non-empty formal submotives Yi are mutually disjoint (note that then
necessarily Yi  s1pgiq), and is called the fiber decomposition of s.
Since 11Y p1q  Y, we get
(52)
»
1Y dzX  L
dl
 r∇zYs
Using common practice, we will write
»
X
s dzX :
»
s  1X dzX.
In this notation, we have
»
s dzX 
¸
gPG
g
»
s1pgq
dzX
15.7. Proposition. For each κ-scheme X and each fat point z, the motivic integral on X
along z is a G-linear functional on the G-algebra of formal invariants.
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Proof. Motivic integration is clearly preserved under multiplication by a constant g P G.
To prove additivity, we may induct on the number of characteristic functions, and reduce
to the case of a sum s  h1Z, that is to say, we have to prove
(53)
»
s  h1Z dzX 
»
s dzX  
»
h1Z dzX.
Let (51) be the fiber decomposition of s. Since the fiber decomposition of s  h1Z is then
n¸
i1
gi1YiZ  
n¸
i1
pgi   hq1YiXZ   h1ZY
where Y is the union of the Yi, the left hand side of (53) is
Ldlp
n¸
i1
gir∇zpYi  Zqs  
n¸
i1
pgi   hqr∇zpYi X Zqs   hr∇zpZYqsq,
where d and l are respectively the dimension of X and the length of z. Grouping together
the n   1 terms with coefficient h, and for each i, the two terms with coefficient gi, this
sum becomes
Ldlp
n¸
i1
gir∇zYis   hr∇zZsq,
since∇z acts on the Grothendieck ring by Theorem 9.7, and since both Yi  Z and ZY
are disjoint from Yi X Z. However, this is just the right hand side of (53), and so we are
done. 
Let s : X Ñ G be a formal invariant on a κ-scheme X . Given an open U ⊆ X , let s|U
denote the restriction of s to XX U. It is easy to see that s|U is a formal invariant on U .
Let U1, . . . , Un be an open covering of X . For each non-empty subset I ⊆ t1, . . . , nu, let
UI be the intersection of all Ui with i P I . We have the following local formula for the
motivic integral (here we call a scheme equidimensional if every non-empty open has the
same dimension as the scheme):
15.8. Theorem. Let s : X Ñ G be a formal invariant on an equidimensional κ-scheme
X , let z be a flat point, and let U1, . . . , Un be an open covering of X . Then we have an
equality
(54)
»
s dzX 
¸
HI⊆t1,...,nu
p1q|I|
»
s|UI dzUI .
Proof. Given g P G, one easily verifies that we have an equality of motives
ps|UI q
1
pgq  s1pgq X UI ,
for each I ⊆ t1, . . . , nu. Applying the scissor relations to this, we get an identity
rs1pgqs  r
n
¤
i1
ps|Uiq
1
pgqs 
¸
HI⊆t1,...,nu
p1q|I|rps|UI q
1
pgqs
in G. Applying the arc morphism ∇z as per Theorem 9.7, we get
r∇zps
1
pgqqs 
¸
HI⊆t1,...,nu
p1q|I|r∇zpps|UI q
1
pgqqs.
Since by assumption all non-empty UI have the same dimension as X (and, of course, the
empty ones do not contribute), the result follows from (50). 
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Relations among motivic series. Given an element α P Gr0pShκq, we define
»
s dαX :
s¸
i1
ni
»
s dziX
where α  n1rz1s     nsrzss is the unique decomposition in classes of fat points given
by Proposition 14.4. We then formally extend this over Gr0pShκqrrtss, by treating t as a
constant. In this sense, we get, for a closed germ pY, P q, and a κ-scheme X , the following
identity of power series:
Igu
pY,P q
Xmot

»
dHilbmot
pY,P q
X.
16. APPENDIX: LATTICE RINGS
Let M be a motivic site over an algebraically closed field κ and let X be an κ-scheme.
By assumption, M|X is a lattice, and so we can define its lattice group ΛXpMq as the free
Abelian group on M-motives on X modulo the scissor relations
xXy   xYy  xXYYy  xXXYy
for any two M-motives X and Y on X . In other words, same definition as for the Grothen-
dieck ring, but without the isomorphism relations. In particular, there is a natural linear
map ΛXpMq Ñ GrpMq. We will denote the class of a motif X again by rXs. For each n,
consider the embedding M|Xn Ñ M|Xn 1 via the rule X ÞÑ X X. One verifies that
this induces a well-defined linear map Λn : ΛX
n
pMq Ñ Λn 1 : Λ
Xn 1
pMq, where
Xn is the n-fold Cartesian power of X . Moreover, the Cartesian product defines a multi-
plicationΛmΛn Ñ Λm n, for all m,n. Hence`nΛn is a graded ring, called the graded
lattice ring of M on X , and denoted ΛX

pMq. It admits a natural ring homomorphism into
GrpMq.
We can now state a combinatorial property of the split motivic integral:
16.1. Proposition. Over a κ-scheme X and a fat point z, we can define for each formal
invariant s : XÑ G on X and each g P ΛXpFormκq, an integral
³
g
s dzX , such that if g
is the class in ΛXpFormκq of a formal motif Y on X , then
»
g
s dzX 
»
Y
s dzX.
Proof. By definition, g is a Z-linear combination of classes of formal motives on X , say,
of the form g  n1rY1s        nsrYss. Define
»
g
s dzX :
s¸
i1
ni
»
Yi
s dzX.
To show that this is well-defined, we have to verify this only for scissor relations, that is to
say, we have to show that
»
Y
s dzX  
»
Y1
s dzX 
»
YYY1
s dzX  
»
YXY1
s dzX
for Y,Y1 formal motives on X . This is immediate from the easily proven identity of
characteristic functions
1Y   1Y1  1YYY1   1YXY1 .

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Using this, we can now show that the lattice rings are not very interesting invariants
(and hence only by also taking isomorphism relations, do we get something significant):
16.2. Corollary. The natural map sending a formal motif on some Cartesian power of X
to its class in ΛX

pFormκq is injective.
Proof. Note that there are no non-trivial relations among classes of motives on different
Cartesian powers ofX , so after replacingX by one of its Cartesian powers, we may reduce
to the case that X and Y are formal motives on X having the same class in ΛXpFormκq.
By Proposition 16.1, we have
(55)
»
X
s dzX 
»
Y
s dzX
for any formal invariant s on X and any fat point z. Take s : 1X. The left hand side of
(55) is equal to Ldlr∇zXs (as an element in G), whereas the right hand side is equal to
Ldlr∇zpXXYqs, where d and l are respectively the dimension of X and the length of z.
Using that ∇z preserves scissor relations, we get ∇zpXYq  0. Hence XY  H by
Lemma 15.5, showing that Y ⊆ X. Replacing the role of X and Y then proves the other
inclusion. 
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