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Abstract
Submodular function minimization (SFM) is a fundamental discrete optimization problem which
generalizes many well known problems, has applications in various fields, and can be solved in polyno-
mial time. Owing to applications in computer vision and machine learning, fast SFM algorithms are
highly desirable. The current fastest algorithms [36] run in O(n2 lognM ·EO + n3 logO(1) nM) time and
O(n3 log2 n·EO+n4 logO(1) n) time respectively, where M is the largest absolute value of the function (as-
suming the range is integers) and EO is the time taken to evaluate the function on any set. Although the
best known lower bound on the query complexity is only Ω(n) [23], the current shortest non-deterministic
proof [10] certifying the optimum value of a function requires Ω(n2) function evaluations.
The main contribution of this paper are subquadratic SFM algorithms. For integer-valued submodular
functions, we give an SFM algorithm which runs in O(nM3 logn ·EO) time giving the first nearly linear
time algorithm in any known regime. For real-valued submodular functions with range in [−1, 1], we
give an algorithm which in O˜(n5/3 · EO/ε2) time returns an ε-additive approximate solution. At the
heart of it, our algorithms are projected stochastic subgradient descent methods on the Lovasz extension
of submodular functions where we crucially exploit submodularity and data structures to obtain fast,
i.e. sublinear time subgradient updates. The latter is crucial for beating the n2 bound – we show that
algorithms which access only subgradients of the Lovasz extension, and these include the empirically fast
Fujishige-Wolfe heuristic [48, 15] and the theoretically best cutting plane methods [36] , must make Ω(n)
subgradient calls (even for functions whose range is {−1, 0, 1}).
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1 Introduction
Submodular functions are set functions that prescribe a value to every subset of a finite universe U and
have the following diminishing returns property: for every pair S ⊆ T ⊆ U , and for every element i /∈ T ,
f(S ∪ i) − f(S) ≥ f(T ∪ i) − f(T ). Such functions arise in many applications. For instance, the utility
functions of agents in economics are often assumed to be submodular, the cut functions in directed graphs
or hypergraphs are submodular, the entropy of a given subset of random variables is submodular, etc.
Submodular functions have been extensively studied for more than five decades [9, 11, 39, 16, 40].
One of the most important problems in this area is submodular function minimization (SFM, henceforth)
which asks to find the set S minimizing f(S). Note that submodular functions need not be monotone and
therefore SFM is non-trivial. In particular, SFM generalizes the minimum cut problem in directed graphs
and hypergraphs, and is a fundamental problem in combinatorial optimization. More recently, SFM has
found many applications in areas such as image segmentation [5, 32, 33] and speech analysis [37, 38]. Owing
to these large scale problems, fast SFM algorithms are highly desirable.
We assume access to an evaluation oracle for the submodular function, and use EO to denote the time
taken per evaluation. An amazing property of submodular functions is that SFM can be exactly solved with
polynomial many queries and in polynomial time. This was first established via the ellipsoid algorithm [21]
in 1981, and the first polynomial combinatorial algorithms were obtained [10, 25, 45, 26] much later.
The current fastest algorithms for SFM are by the second, third, and fourth authors of this paper [36] who give
O(n2 log nM ·EO+n3 logO(1) nM) time and O(n3 log2 n·EO+n4 logO(1) n) time algorithms for SFM. Here M
is the largest absolute value of the integer-valued function. The former running time is a (weakly) polynomial
running time, i.e. it depends polylogarithmically on M, while the latter is a strongly polynomial running
time, i.e. it does not depend on M at all. Although good in theory, known implementations of the above
algorithms are slow in practice [17, 18, 1, 8]. A different algorithm, the so-called Fujishige-Wolfe algorithm
[48, 15] seems to have the best empirical performance [1, 31, 3] among general purpose SFM algorithms.
Recently the Fujishige-Wolfe algorithm and variants were shown [8, 35] to run in O((n2 ·EO +n3)M2) time,
proving them to be pseudopolynomial time algorithms, that is having running time O(poly(n,EO,M)).
In this paper we also consider approximate SFM. More precisely, for submodular functions whose values are
in the range [−1,+1] (which is without loss of generality by scaling), we want to obtain additive approxi-
mations1, that is, return a set S with f(S) ≤ opt + ε. Although approximate SFM has not been explicitly
studied before, previous works [36, 1, 8] imply O(n2EO logO(1)(n/ε))-time and O((n2 · EO + n3)/ε2)-time
algorithms. Table 1 summarizes the above discussion.
Regime Previous Best Running Time Our Result Techniques
Strongly Polynomial O(n3 log2 n · EO + n4 logO(1) n) [36] Cutting Plane + Dimension Collapsing
Weakly Polynomial O(n2 lognM · EO + n3 logO(1) nM)[36] Cutting Plane
Pseudo Polynomial O((n2 · EO + n3)M2)[8, 35] O˜(nM3 · EO) See Section 1.2
ε-Approximate O(n2 · EO/ε2) [8, 35, 1] O˜(n5/3 · EO/ε2) See Section 1.2
Table 1: Running times for minimizing a submodular function defined on a universe of size n that takes integer
values between −M and M (except for ε-approximate algorithms we assume the submodular function is real-valued
with range in [−1, 1]). EO denotes the time to evaluate the submodular function on a set.
In particular, the best known dependence on n is quadratic even when the exact algorithms are allowed to be
pseudopolynomial, or when the ε-approximation algorithms are allowed to have a polynomial dependence on
ε. This quadratic dependence seems to be a barrier. For exact SFM, the smallest known non-deterministic
proof [11, 10] that certifies optimality requires Θ(n2) queries, and even for the approximate case, nothing
1We also show in Appendix A how to obtain a multiplicative approximation under a mild condition on f . Such a condition
is necessary as multiplicative approximation is ill defined in general.
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better is known (see Appendix D). Furthermore, in this paper we prove that a large class of algorithms which
includes the Fujishige-Wolfe algorithm[48, 15] and the cutting planealgorithms of Lee et al.[36], as stated
need to make Ω(n2) queries. More precisely, these algorithms do not exploit the full power of submodularity
and work even with the weaker model of having access only to the “subgradients of the Lovasz Extension”
where each subgradient takes Θ(n) queries. We prove that any algorithm must make Ω(n) subgradient calls
implying the quadratic lower bound for this class of algorithms. Furthermore, our lower bound holds even
for functions with range {−1, 0, 1}, and so trivially the lower bound also holds for approximate SFM as well.
1.1 Our Results
In this paper, we describe exact and approximate algorithms for SFM which run in time subquadratic
in the dimension n. Our first result is a pseudopolynomial time exact SFM algorithm with nearly linear
dependence on n. More precisely, for any integer valued submodular function with maximum absolute value
M , our algorithm returns the optimum solution in O(nM3 log n · EO) time. This has a few consequences
to the complexity theory of SFM. First, this gives a better dependence on n for pseudopolynomial time
algorithm. Second, this shows that to get a super-linear lower bound on the query complexity of SFM, one
need to consider a function with super constant function values.2 Third, this completes the following picture
on the complexity of SFM: the best known strongly polynomial time algorithms have query complexity
O˜(n3), the best known (weakly) polynomial time algorithms have query complexity O˜(n2), and our result
implies the best pseudopolynomial time algorithm has query complexity O˜(n) .
Our second result is a subquadratic approximate SFM algorithm. More precisely, we give an algorithm which
in O˜(n5/3EO/ε2) time, returns an ε-additive approximate solution. To break the quadratic barrier, that arise
from the need to compute Ω(n) subgradient each of which individully we do not know how to compute faster
than Ω(n · EO), we wed continuous optimization techniques with properties deduced from submodularity
and simple data structures. These allow us to compute and use gradient updates in a much more economical
fashion. We believe that that the ability to obtain subquadratic approximate algorithms for approximate
submodular minimization is an interesting structural result that could have further implications.3
Finally, we show how to improve upon these results further if we know that the optimal solution is sparse.
This may be a regime of interest for certain applications where the solution space is large (e.g. structured
predictions have exponentially large candidate sets [44]), and as far as we are aware , no other algorithm
gives sparsity-critical results.
1.2 Overview of Techniques
In a nutshell, all are our algorithms are projected, stochastic subgradient descent algorithms on the Lo-
vasz extension fˆ of a submodular function with economical subgradient updates. The latter crucially uses
submodularity and serves as the point of departure from previous black-box continuous optimization based
methods. In this section, we give a brief overview of our techniques.
The Lovasz extension fˆ of a submodular function is a non-smooth convex function whose (approximate)
minimizers leads to (approximate) SFM. Subgradient descent algorithms maintain a current iterate x(t)and
take a step in the negative direction of a subgradient g(x(t)) at x(t)to get the next iterate x(t+1). In general,
the subgradient of a Lovasz extension takes O(nEO) to compute. As stated above, the Ω(n) lower bound on
the number of iterations needed, implies that if we naively recompute the subgradients at every iterations,
we cannot beat the quadratic barrier. Our main technical contribution is to exploit submodularity so that
g(x(t+1)) can be computed in sublinear time given x(t) and g(x(t)).
The first implication of submodularity is the observation (also made by [30, 24]) that `1-norms of the
2Conversely, [22, Thm 5.7] shows that we need at least n queries of evaluation oracle to minimize a submodular function
with range in {0, 1, 2}.
3Note that simple graph optimization problems, such as directed minimum s-t cut, is not one of these (See Appendix C).
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subgradients are bounded by O(M) if the submodular function is in [−M,M ]. When the function is integer
valued, this implies that the subgradients are sparse and have only O(M) non-zero entries. Therefore,
information theoretically, we need only O(M) bits to get g(x(t+1)) from g(x(t)). However, we need an
algorithm to find the positions at which they differ. To do so, we use submodularity again. We observe
that given any point x and non-negative, k-sparse vector e, the difference vector d := g(x + e) − g(x) is
non-positive at points corresponding to support of e and non-negative everywhere else. Furthemore, on a
“contiguous set” of coordinates, the sum of these entries in d can be computed in O(EO) time. Armed with
this, we create a binary search tree (BST) type data structure to find the O(M) non-zero coordinates of
d in O(M · EO log n) time (as opposed to O(n · EO) time). This, along with standard subgradient descent
analysis yields our O(nM3EO log n)-algorithm.
When the submodular function is real valued between [−1, 1], although the `1-norm is small the subgradient
can have full support. Therefore, we cannot hope to evaluate the gradient in sublinear time. We resort
to stochastic subgradient descent where one moves along a direction whose expected value is the negative
subgradient and whose variance is bounded. Ideally, we would have liked a fast one-shot random estimation
of g(x(t+1)); unfortunately we do not how to do it. What we can do is obtain fast estimates to the difference
vector d mentioned above. As discussed above, the vector d has O(k) “islands” of non-negative entries pep-
pered with O(k) non-positive entries. We maintain a data-structure which with O(kEO log n) preprocessing
time can evaluate the sums of the entries in these islands in O(EO log n) time. Given this, we can sample a
coordinate j ∈ [n] with probability proportional to |dj | in a similar time. Thus we get a random estimate of
the vector d whose variance is bounded by a constant.
To get the stochastic subgradient, however, we need to add these difference vectors and this accumulates the
variance. To keep the variance in control, we run the final algorithm in batches. In each batch, as we progress
we take more samples of the d-vector to keep the variance in check. This however increases the sparsity (the
k parameter), and one needs to balance the effects of the two. At the end of each batch, we spend O(nEO)
time computing the deterministic subgradient and start the process over. Balancing the number of iterations
and length of batches gives us the O˜(n5/3EOε−2)-time algorithm for ε-approximate SFM.
1.3 Related Work
Submodularity, and indeed SFM, has a rich body of work and we refer the reader to surveys of Fujishige [16]
and McCormick[40] for a more detailed pre-2006 version. Here we mention a few subsequent related works
which were mostly inspired by application in machine learning.
Motivated by applications in computer vision [5, 4] which require fast algorithms for SFM, researchers
focused on minimization of decomposable submodular functions which are expressible as sum of “simple”
submodular functions. It is assumed that simple submodular functions can be minimized fast (either in
practice or in theory). Such a study was initiated by Stobbe and Krause [46] and Kolmogorov [34] who gave
faster (than general SFM) algorithms for such functions. More recently, motivated by work of Jegelka et al.
[29], algorithms with linear convergence rates [43, 12] have been obtained. That is, they get ε-approximate
algorithms with dependence on ε being log(1/ε). .
We end our introductory discussion by mentioning the complexity of constrained SFM where one wishes
to minimize over sets satisfying some constraints. In general constrained SFM is much harder than uncon-
strained SFM. For instance the minimum cut problem with cardinality constraints becomes the balanced
partitioning problem which is APX-hard. More generally, Svitkina and Fleischer [47] show that a large class
of constrained SFM problems cannot be approximated to better than O˜(
√
n) factors without making expo-
nentially many queries. In contrast, Goemans and Soto [20] prove that symmetric submodular functions can
be minimized over a large class of constraints. Inspired by machine learning applications, Iyer et al. [28, 27]
give algorithms for a large class of constrained SFM problems which have good approximation guarantees if
the curvature of the functions are small.
3
2 Preliminaries
Here we introduce notations and general concepts used throughout this paper.
2.1 General Notation
We let [n]
def
= {1, ..., n} and [0, 1]n def= {x ∈ Rn : xi ∈ [0, 1] ∀i ∈ [n]}. Given a permutation P = (P1, ..., Pn)
of [n], let P [j]
def
= {P1, P2, ..., Pj} be the set containing the first j elements of P . Any point x ∈ Rn defines
the permutation Px consistent with x where xP1 ≥ xP2 ≥ ... ≥ xPnwith ties broken lexicographically. We
denote by 1i ∈ Rn the indicator vector for coordinate i, i.e. 1i has a 1 in coordinate i and a 0 in all other
coordinates. We call a vector s-sparse if it has at most s non-zero entries.
2.2 Submodular Functions
Throughout this paper f : 2U → R denotes a submodular function on a ground set U . For notational
convenience we assume without loss of generality that U = [n] for some positive integer n and that f(∅) = 0
(as this can be enforced by subtracting f(∅) from for the value of all sets while preserving submodularity).
Recall that f is submodular if and only if it obeys the property of diminishing marginal returns: for all
S ⊆ T ⊆ [n] and i /∈ T we have
f(S ∪ {i})− f(S) ≥ f(T ∪ {i})− f(T ) .
We let opt
def
= minS⊆[n] f(S) be the minimum value of f . We denote by EO the time it takes to evaluate f
on a set S. More precisely, we assume given a linked list storing a permutation P of [n], and a position k,
we can evaluate f(P [k]) in EO time.
2.3 The Lovasz Extension
Our results make extensive use of the Lovasz extension, a convex, continuous extension of a submodular
function to the interior of the n-dimensional hypercube, i.e. [0, 1]n.
Definition 1 (Lovasz Extension). Given a submodular function f , the Lovasz extension of f , denoted as
fˆ : [0, 1]n → R, is defined for all x ∈ [0, 1]n by fˆ(x) = ∑j∈[n](f([P [j]) − f(P [j − 1]))xij where P = Px =
(P1, ..., Pn) is the permutation consistent with x.
Note that since f(∅) = 0 this definition is equivalent to
fˆ(x) = f(P [n])xPn +
∑
j∈[n−1]
f([P [j])(xPj − xPj+1) . (2.1)
We make use of the following well known facts regarding submodular functions (see e.g. [39, 16]).
Theorem 2 (Lovasz Extension Properties). The following are true for all x ∈ [0, 1]n:
• Convexity: The Lovasz extension is convex.
• Consistency: For x ∈ {0, 1}n we have fˆ(x) = f(S(x)) where S(x) = {i ∈ S : xi = 1}.
• Minimizers: minx∈[0,1]n fˆ(x) = minS⊆[n] f(S).
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• Subgradients: The vector g(x) ∈ Rn defined by g(x)Pk def= f(P [k]) − f(P [k − 1]) is a subgradient of
fˆ at x, where P = Px is the permutation consistent with x. Let us call this the Lovasz subgradient.
We conclude with a few straightforward computational observations regarding the Lovasz extension and its
subgradients. First note that for x ∈ [0, 1]n we can evaluate fˆ(x) or compute g(x) in time O(nEO + n log n)
simply by sorting the coordinates of f and evaluating f at the n desired sets. Also, note that by (2.1) the
Lovasz extension evaluated at x ∈ [0, 1]n is a non-negative combination of the value of f at n sets. Therefore
computing the smallest of these sets gives a set S ⊆ [n] such that f(S) ≤ fˆ(x) and we can clearly compute
this, again in O(nEO+n log n) time. Therefore for any algorithm which approximately minimizes the Lovasz
extension with some (additive) error ε, we can always find a set S achieving the same error on f by just
paying an additive O(nEO + n log n) in the running time.
2.4 Subgradient Descent
Our algorithmic results make extensive use of subgradient descent (or mirror descent) and their stochastic
analogs. Recall that for a convex function h : χ → R, where χ ⊆ Rn is a compact convex set, a vector
g ∈ Rn is a subgradient of h at x ∈ χ if for all y ∈ χ we have
h(y) ≥ h(x) + g>(y − x) .
For such an h we let ∂h(x) denote the set of subgradients of h at x. An algorithm that on input x outputs
g˜(x) ∈ ∂h(x) is a subgradient oracle for h. Similarly, an algorithm that on input x outputs a random g˜(x)
such that Eg˜(x) ∈ ∂h(x) is a stochastic subgradient oracle for h.
One of our main algorithmic tools is the well known fact that given a (stochastic) subgradient oracle we can
minimize a convex function h. Such algorithms are called (stochastic) subgradient descent algorithms and
fall into a more general framework of algorithms known as mirror descent. These algorithms are very well
studied and there is a rich literature on the topic. Below we provide one specific form of these algorithms
adapted from [6] that suffices for our purposes.
Theorem 3 (Projected (Stochastic) Subgradient Descent4). Let χ ⊆ Rn denote a compact convex set,
h : χ → R be a convex function, g˜ be a (stochastic) subgradient oracle for which E∥∥g˜(x)∥∥2
2
≤ B2 for all
x ∈ χ, and R2 def= supx∈χ 12
∥∥x∥∥2
2
. Now consider the iterative algorithm starting with
x(1) := argminx∈χ
∥∥x∥∥2
2
and for all s we compute
x(s+1) := argminx∈χ
∥∥x− (x(s) − ηg˜(x(s)))∥∥2
2
Then for η = RB
√
2
t we have
Eh
1
t
∑
i∈[t]
x(s)
−min
x∈χ h(x) ≤ RB
√
2
t
.
We refer to this algorithm as projected stochastic subgradient descent when g˜ is stochastic and as projected
subgradient descent when g˜ is deterministic, though we often omit the term projected for brevity. Note that
when g˜ is deterministic the results are achieved exactly rather than in expectation.
4This is Theorem 6.1 from [6] restated where we used the “ball setup” with Φ(x) = 1
2
∥∥x∥∥2
2
so that D = Rn and DΦ(x, y) =
1
2
∥∥x− y∥∥2
2
. We also used that argminx∈χηg>x+
1
2
∥∥x− xt∥∥22 = argminxχ∥∥x− (xt − ηg)∥∥22.
5
3 Faster Submodular Function Minimization
In this section we provide faster algorithms for SFM. In particular we provide the first nearly linear time
pseudopolynomial algorithm for SFM and the first subquadratic additive approximation algorithm for SFM.
Furthermore, we show how to obtain even faster running times when the SFM instance is known to have a
sparse solution.
All our algorithms follow the same broad algorithmic framework of using subgradient descent with a special-
ized subgradient oracle. Where they differ is in how the structure of the submodular functions is exploited in
implementing these oracles. The remainder of this section is structured as follows: in Section 3.1 we provide
the algorithmic framework we use for SFM, in Section 3.2, we prove structural properties of submodular
functions that we use to compute subgradients, in Section 3.3, we describe our nearly linear time pseodopoly-
nomial algorithms, in Section 3.4, we describe our subquadratic additive approximation algorithm, and in
Section 3.5, we show how to improve these results when SFM has a sparse solution.
We make minimal effort to control logarithmic factors in through this section and note that some of the
factors come from sorting and therefore maybe can be removed depending on the desired computational
model.
3.1 Algorithmic Framework
All our algorithms for SFM follow the same broad algorithmic framework. We consider the Lovasz extension
fˆ : [0, 1]n → R, and perform projected (stochastic) subgradient descent on fˆ over the convex domain
χ = [0, 1]n. While the subgradient oracle construction differs between algorithms (and additional care is
used to improve when the solution is sparse, i.e. Section 3.5) the rest of algorithms for Section 3.3 and
Section 3.4 are identical.
In the following, Lemma 4, we encapsulate this framework, bounding the performance of projected (stochas-
tic) subgradient descent to the Lovasz extension, i.e. applying Theorem 3 to fˆ over χ = [0, 1]n. Formally, we
abstract away the properties of a subgradient oracle data structure that we need to achieve a fast algorithm.
With this lemma in place the remainder of the work in Section 3.2, Section 3.3, and Section 3.4 is to show
how to efficiently implement the subgradient oracle in the particular setting.
Lemma 4. Suppose that there exists a procedure which maintains (x(i), g˜(i)) satisfying the invariants: (a)
g˜(i) is k-sparse, (b) E[g˜(i)] = g(x(i)) is the Lovasz subgradient at x(i),(c) E
∥∥g˜(i)∥∥2
2
≤ B2. Furthermore,
suppose given any e(i) which is k-sparse, the procedure can update to (x(i+1) = x(i) + e(i), g˜(i+1)) in time Tg.
Then, for any ε > 0, we can compute a set S with E[f(S)] ≤ opt + ε in time O(nB2ε−2Tg +nEO +n log n).
If invariants (b) and (c) hold without expectation, then so does our algorithm.
Proof. We invoke Theorem 3 on the convex function fˆ : [0, 1]n → R over the convex domain χ = [0, 1]n to
obtain the iterates where we use the given subgradient oracle. Clearly
x(1) = argminx∈[0,1]n
1
2
∥∥x∥∥2
2
= 0 ∈ Rn
and
R2 = sup
x∈[0,1]n
1
2
∥∥x∥∥2
2
=
1
2
∥∥1∥∥2
2
=
n
2
.
Consequently, as long as we implement the projection step for T = O(nB2ε−2) steps (each step requiring
Tg time), then Theorem 3 yields
Efˆ
 1
T
∑
i∈[T ]
x(i)
−min
x∈χ fˆ(x) ≤ RB
√
2
T
≤
√
nB2
T
≤ ε .
6
Furthermore, as we argued in Section 2.3 we can compute S with f(S) ≤ fˆ( 1T
∑
i∈[T ] x
(i)) in the time it
takes to compute 1T
∑
i∈[T ] x
(i) plus additional O(nEO +n log n) time. To prove the lemma all that remains
to to reason about the complexity of computing the projection, i.e. x(t+1), given that all the subgradients we
compute are s-sparse. However, since x(t+1) = argminx∈[0,1]n
∥∥x−(x(t)−ηg˜(x(t))∥∥2
2
decouples coordinate-wise
– note that x(t+1) = median{0 , x(t) − ηg˜(x(t)) , 1}, we subtract ηg˜(x(t)) from x(t) and if any coordinate is
less than 0 we set it to 0 and if any coordinate is larger than 1 we set it to 1. Thus the edit vector e(i) is of
sparsity ≤ k. Combining these facts yields the described running time.
3.2 Subgradients of the Lovasz Extension
Here we provide structural results of submodular function that we leverage to compute subgradients of
submodular functions in o(n) time on average. First, in Lemma 5 we state a result due to Jegelka and
Bilmes [30](also Hazan and Kale [24]) which puts an upper bound on the `1 norm of subgradients of the
Lovasz extension provided we have an upper bound on the maximum absolute value of the function. We
provide a short proof for completeness.
Lemma 5 (Subgradient Upper Bound). If |f(S)| ≤M for all S ⊆ [n], then ∥∥g(x)∥∥
1
≤ 3M for all x ∈ [0, 1]n
and for all subgradients g of the Lovasz extension.
Proof. For notational simplicity suppose without loss of generality (by changing the name of the coordinates)
that P (x) = (1, 2, ..., n), i.e. x1 ≥ x2 ≥ ... ≥ xn. Therefore, for any i ∈ [n],we have gi = f([i]) − f([i − 1]).
Let r1 ≤ r2 ≤ ...,≤ rR denote all the coordinates such that gri > 0 and let s1 ≤ s2 ≤ ... ≤ sS denote all the
coordinates such that gsi < 0.
We begin by bounding the contribution of the positive coordinate, the gri , to the norm of the gradient,∥∥g∥∥
1
. For all k ∈ [R] let Rk def= {r1, ..., rk} with R0 = ∅. By assumption we know that that f(R0) = ∅.
Furthermore, by submodularity, i.e. diminishing marginal returns, we know that for all i ∈ [R]
f(Ri)− f(Ri−1) ≥ f([ri])− f([ri − 1]) =: gri = |gri |
Consequently f(RR)− f(R0) =
∑
i∈[R] f(Ri)− f(Ri−1) ≥
∑
i∈[R] |gri |. Since f(R0) = 0 and f(RR) ≤M by
assumption we have that
∑
i∈[k] |gri | ≤M .
Next, we bound the contribution of the negative coordinatess, the gsi , similarly. For all k ∈ [S] let Sk def=
{s1, ..., sk} with S0 = ∅. By assumption we know that that f(S0) = ∅. Define V := [n] \ S. Note that for all
i ∈ [S], the set V ∪ Si−1 is a superset of [si − 1]. Therefore, submodularity gives us for all i ∈ [S],
f(V ∪ Si)− f(V ∪ Si−1) ≤ f([si])− f([si − 1]) = gsi = − |gsi |
Summing over all i, we get f([n])− f(V ) ≤∑i∈[S]− |gsi |. Since f([n]) ≥ −M and f(V ) ≤M we have that∑
i∈[S] |gsi | ≤ 2M . Combining these yields that
∥∥g∥∥
1
=
∑
i∈[n] |gi| =
∑
i∈[R] |gri |+
∑
i∈[S] |gsi | ≤ 3M .
Next, in Lemma 6 we provide a simple but crucial monotonicity property of the subgradient of fˆ . In
particular we show that if we add (or remove) a positive vector from x ∈ [0, 1]n to obtain y ∈ [0, 1]n then
the gradients of the untouched coordinates all decrease (or increase).
Lemma 6 (Subgradient Monotonicity). Let x ∈ [0, 1]n and let d ∈ Rn≥0 be such that y = x + d (resp.
y = x − d). Let S denote the non-zero coordinates of d. Then for all i /∈ S we have g(x)i ≥ g(y)i (resp.
g(x)i ≤ g(y)i).
Proof. We only prove the case of y = x+d as the proof of the y = x−d case is analagous. Let P (x)and P (y)
be the permutations consistent with x and y. Note that P (y) can be obtained from P (x) by moving a subset of
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elements in S to the left, and the relative ordering of elements not in S remains the same. Therefore, for any
i /∈ S, if r is its rank in P (x), that is, P (x)r = i, and r′is its rank in P (y) , then we must have P (y)[r′] ⊇ P (x)[r].
By submodularity, g(y)i = f(P
(y)[r′])− f(P (y)[r′ − 1]) ≤ f(P (x)[r])− f(P (x)[r − 1])) = g(x)i.
Lastly, we provide Lemma 7 giving a simple formula for the sum of multiple coordinates in the subgradient.
Lemma 7 (Subgradient Intervals). Let x ∈ [0, 1]n and let P be the permutation consistent with x. For any
positive integers a ≤ b, we have ∑bi=a g(x)Pi = f(P [b])− f(P [a− 1]).
Proof. This follows immediately from the definition of g(x):
∑b
i=a g(x)Pi =
∑b
i=a(f(P [i]) − f(P [i − 1])) =
f(P [b]) +
∑b−1
i=a f(P [i])−
∑b−1
i=a f(P [i])− f(P [a− 1]) .
3.3 Nearly Linear in n, Pseudopolynomial Time Algorithm
Here we provide the first nearly linear time pseudopolynomial algorithm for submodular function minimiza-
tion. Throughout this section we assume that our submodular function f is integer valued with |f(S)| ≤M
for all S ⊆ [n]. Our goal is to deterministically produce an exact minimizer of f . The primary result of this
section is showing the following, that we can achieve this in O˜(nM3EO) time:
Theorem 8. Given an integer valued submodular function f with |f(S)| ≤ M for all S ⊆ [n] in time
O(nM3EO log n) we can compute a minimizer of f .
We prove the theorem by describing (x(i), g˜(x(i))) in Lemma 4. In fact, in this case, g˜ will deterministically
be the subgradient of the Lovasz extension. In Lemma 9, we prove that the Lovasz subgradient is O(M)-
sparse and so ‖g‖22 ≤ O(M2). Thus, Conditions (a), (b), and (c) are satisfied with B2 = O(M2). The main
contribution of this section is Lemma 10, where we show that Tg = O(M log n ·EO), that is the subgradient
can be updated in this much time. A pseudocode of the full algorithm can be found in Section E.
Lemma 9. For integer valued f with |f(S)| ≤ M for all S the subgradient g(x) has at most 3M non-zero
entries for all x ∈ [0, 1]n.
Proof. By Lemma 5 we know that
∥∥g(x)∥∥
1
≤ 3M . However, since g(x)Pi = f(P [i])− f(P [i− 1]) and since
f is integer valued, we know that either g(x)Pi = 0 or |g(x)Pi | ≥ 1. Consequently, there are at most 3M
values of i for which g(x)i 6= 0.
Lemma 10. With O(n · EO) preprocessing time the following data structure can be maintained. Initially,
one is input x(0) ∈ [0, 1]n and g(x0). Henceforth, for all i, given g(x(i)) and a vector e(i) which is k-sparse,
in O(k log n+kEO+MEO log n) time one can update g(x(i)) to the gradient g(x(i+1)) for x(i+1) = x(i)+e(i).
Proof. The main idea is the following. Suppose e(i) is non-negative (we later show how to easily reduce
to the case where all coordinates in e(i) have the same sign and the non-positive case is similar) Thus, by
Lemma 6, for all coordinates not in support of e(i), the gradient goes down. Due to Lemma 9, the total
number of change is O(M), and since we can evaluate the sum of gradients on intervals by Lemma 7, a
binary search procedure allows us to find all the gradient changes in O(M log n ·EO) time. We now give full
details of this idea.
We store the coordinates of x(i) in a balanced binary search tree (BST) with a node for each j ∈ [n] keyed
by the value of x
(i)
j ; ties are broken consistently, e.g. by using the actual value of j. We take the order of
the nodes j ∈ [n] in the binary search tree to define the permutation P (i) which we also store explicitly in a
link-list, so we can evaluate f(P (i)[k]) in O(EO) time for any k. Note that each node of the BST corresponds
to a subinterval of P (i) given by the children of that node in the tree. At each node of the BST, we store
the sum of g(x(i))j for all children j of that node, and call it the value of the node. Note by Lemma 7 each
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individual such sum can be computed with 2 calls to the evaluation oracle. Finally, in a linked list, we keep
all indices j such that g(x(i))j is non-zero and we keep pointers to them from their corresponding node in the
binary search tree. Using the binary search tree and the linked list, one can clearly output the subgradient.
Also, given x(0) , in O(n ·EO) time one can obtain the initialization. What remains is to describe the update
procedure.
We may assume that all non-zero entries of e(i) are the same sign; otherwise write e(i) := e
(i)
+ + e
(i)
− , and
perform two updates. WLOG, lets assume the sign is + (the other case is analogous). Let S be the indices
of e(i) which are non-zero.
First, we change the key for each j ∈ [n] such that x(i+1)j 6= x(i)j and update the BST. Since we chose a
consistent tie breaking rule for keying, only these elements j ∈ [n] will change position in the permutation
P (i+1). Furthermore, performing this update while maintaining the subtree labels can be done in O(k log n)
time as it is easy to see how to implement binary search trees that maintain the subtree values even under
rebalancing. For the time being, we retain the old values as is.
For brevity, let g(i) and g(i+1) denote the gradients g(x(i)) and g(x(i+1)), respectively. Since we assume all
non-zero changes in e(i) are positive, by Lemma 6, we know that g
(i+1)
j ≤ g(i)j for all j /∈ S. First, since
|S| ≤ k, for all j ∈ S, we go ahead and compute g(i+1)j in O(kEO) time. For each such j we update the value
of the nodes from j to the root, by adding the difference (g
(i+1)
j −g(i)j ) to each of them. Next, we perform the
following operation top-down start at the root: at each node we compare the current subtree value stored
at this node with what the value actually should be with g(i+1) . Note that since we know P (i+1), the latter
can be computed with 2 evaluation queries. The simple but crucial observation is that if at any node j these
two values match, then we are guaranteed that g
(i+1)
k = g
(i)
k for all k in the tree rooted at j and we do not
need to recurse on the children of this node. The reason for equality is that for all the children, we must
have g
(i+1)
k ≤ g(i)k by Lemma 6 , and so if the sum is equal then we must have equality everywhere. Since
there are at most O(M) coordinates change, this takes O(MEO log n) for updating all the changes to g(i+1)
for the binary search tree. During the whole process, whenever a node changes from non-zero to zero or
from zero to non-zero, we can update the linked-list accordingly.
Proof of Theorem 8. We apply Lemma 4 giving the precise requirements of our subgradient oracle. We
know that the subgradients we produce are always O(M) sparse by Lemma 9 and satisfy B2 = O(M2).
Consequently, we can simply instantiate Lemma 10 with k = O(M) to obtain our algorithm. Furthermore,
since f is integral we know that so long as we have a set additive error less than 1, i.e.  < 1, the set is
a minimizer. Consequently, we can minimize in the time given by the cost of adding the cost of Lemma 2,
with the Lemma 9 initialization cost, plus the Lemma 9 cost for T = O(nM2) iterations, yielding
O
(
n(EO + log n+M3) + n+MEO + (M log n+MEO log n) · nM2) = O(nM3EO log n) .
3.4 Subquadratic Additive Approximation Algorithm
Here we provide the first subquadratic additive approximation algorithm for submodular function minimiza-
tion. Throughout this section we assume that f is real valued with |f(S)| ≤ 1 for all S ⊆ [n]. Our goal is
to provide a randomized algorithm that produces a set S ⊆ [n] such Ef(S) ≤ opt + . The primary result
of this section is showing the following, that we can achieve this in O(n5/3−2 log4 n) time:
Theorem 11. Given a submodular function f : 2[n] → R with |f(S)| ≤ 1 for all S ⊆ V , and any ε > 0, we
we can compute a random set S such that Ef(S) ≤ opt +  in time O(n5/3−2EO log4 n).
The proof of this theorem has two parts. Note that the difficulty in the real-valued case is that we can no
longer assume the Lovasz gradients are sparse, and so we cannot do naive updates. Instead, we use the fact
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that the gradient has small `2norm to get sparse estimates of the gradient. This is the first part where we
describe a sampling procedure which given any point x and a k-sparse vector e, returns a good and sparse
estimate to the difference between the Lovasz gradient at x+e and x. The second issue we need to deal with
is that if we naively keep using this estimator, then the error (variance) starts to accumulate. The second
part then shows how to use the sampling procedure in a “batched manner” so as to keep the total variance
under control, restarting the whole procedure with a certain frequency. A pseudocode of the full algorithm
can be found in Section E.
Lemma 12. Suppose a vector x ∈ [0, 1]n is stored in a BST sorted by value. Given a k-sparse vector e which
is either non-negative or non-positive, and an integer ` ≥ 1, there is a randomized sampling procedure which
returns a vector z with the following properties: (a) E[z] = g(x+e)−g(x), (b) E[∥∥z−E[z]∥∥2
2
] = O(1/`), and
(c) the number of non-zero coordinates of z is O(`). The time taken by the procedure is O((k+`) ·EO log2 n).
Proof. We assume that each non-zero value of e is positive as the other case is analogous. Note that x is
stored in a BST , and the permutation Px consistent with x is stored in a doubly linked list. Let S be the
set of positive coordinates of e with |S| = k and let y denote the vector x+ e. We compute Py in O(k log n)
time.
Let I1, . . . , I2k ⊆ [n] denote the subsets of the coordinates that correspond to the intervals which are contigu-
ous in both Px and Py. Note that these are ≤ 2k such intervals, and some of them can be empty. We store
the pointers to the endpoints of each interval in the BST. This can be done in O(k log n) time as follows.
First compute the coarse intervals which are contiguous in Px in O(k) time. These intervals will be refined
when we obtain Py. In O(k log n) time, update the BST so that for every node we can figure out which
coarse interval it lies in O(log n) time. This is done by walking up the BST for every end point of all the k
intervals and storing which “side” of the interval they lie in. Given a query node, we can figure out which
interval it lies in by walking up the BST to the root. Finally, for all nodes in S, when we update the BST
in order to obtain Py, using the updated data structure in O(log n) time figure out which coarse interval it
lies in and refine that interval.
For each j ∈ S, we compute dj def= g(y)j − g(x)j explicitly. This can be done in O(kEO)time using Pxand
Py.For r ∈ [2k], we define Dr :=
∑
j∈Ir (g(y)j − g(x)j). Since each Ir is a contiguous interval in both Px and
Py, Lemma 7 implies that we can store all Dr in O(k ·EO) time in look-up tables. Note that by monotonicity
Lemma 6 each summand in Dr is of the same sign, and therefore summing the absolute values of Dr’s and
dj ’s gives
∥∥g(y)− g(x)∥∥
1
. We store this value of the `1 norm.
Now we can state the randomized algorithm which returns the vector z. We start by sampling either a
coordinate j ∈ S with probability proportional to |dj | , or an interval Ir with probability proportional to |Dr|.
If we sample an interval, then iteratively sample sub-intervals I ′ ⊂ Ir proportional to
∑
j∈I′(g(y)j − g(x)j)
till we reach a single coordinate j /∈ S. Note that any j ∈ [n] is sampled with probability proportional to
|g(y)j − g(x)j |.
We now show how to do this iterative sampling in O((EO + log n) log n) time. Given Ir, we start from the
root of the BST and find a node closest to the root which lies in Ir. More precisely, since for every ancestor
of the endpoints of Ir, if it doesn’t belong to the interval we store which “side” of the tree Ir lies in, one can
start from the root and walk down to get to a node inside Ir. This partitions Irinto two subintervals and we
randomly select I ′proportional to
∑
j∈I′(g(y)j − g(x)j) . Since sub-intervals are contiguous in Py and Px,
this is done in O(EO) time. We then update the information at every ancestor node of the endpoints of the
sampled I ′ in O(log n) time. Since each iteration decreases the height of the least common ancestor of the
endpoints of I ′, in O(log n) iterations (that is the height of the tree), we will sample a singleton j 6/∈ S.
In summary, we can sample j ∈ [n] with probability proportional to g(y)j − g(x)j in O((EO + log n) log n)
time. If we sample j, we return the (random) vector
z :=
∥∥g(y)− g(x)∥∥
1
· sign(g(y)j − g(x)j) · 1j
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where recall 1j is the vector with 1 in the jth coordinate and zero everywhere else. Note that given j,
computing z takes O(EO+log n) time since we have to evaluate g(y)jand g(x)j . Recall, we already know the
`1norm. Also note by construction, E[z] is precisely the vector g(y) − g(x). To upper bound the variance,
note that
E[
∥∥z −Ez∥∥2
2
] ≤ E[∥∥z∥∥2
2
] =
∥∥g(y)− g(x)∥∥2
1
≤ 9 ·max
S⊆V
|f(S)| ≤ 9
by Lemma 5 and the fact that |f(S)| ≤ 1. Also observe that z is 1-sparse.
Given `, we sample independently ` such random z’s and return their average. The expectation remains
the same, but the variance scales down by `. The sparsity is at most `.The total running time is O(k(EO +
log n) + `(EO + log n) log n). This completes the proof of the lemma.
We now complete the proof of Theorem 11.
Proof. (Theorem 11) The algorithm runs in batches (as mentioned before, the pseudocode is in Section E.)
At the beginning of each batch, we have our current vector x(0) as usual stored in a BST. We also compute
the Lovasz gradient g(0) = g(x(0)) spending O(n log nEO) time. The batch runs for T = Θ(n1/3) steps.
At each step t ∈ [T ], we need to specify an estimate g˜(t) to run the (stochastic) subgradient procedure as
discussed in Lemma 4. For t = 0, since we know g(0) explicitly, we get g˜(0) by returning
∥∥g(0)∥∥
1
sign(g
(0)
j )1j
with probability proportional to
∣∣∣g(0)j ∣∣∣. This is a 1-sparse, unbiased estimator of g(0) with O(1) variance.
Define z(0) := g˜(0). Henceforth, for every t ≥ 0, the subgradient descent step suggests a direction e(t) in
which to move whose sparsity is at most the sparsity of g˜(t). We partition e(t) = e
(t)
+ + e
(t)
− into its positive
and negative components. We then apply Lemma 12 twice: once with x = x(t),e = e
(t)
+ , and ` = t, to obtain
random vector z
(t)
+ of sparsity t, and then with x = x
(t) + e
(t)
+ , e = e
(t)
− , and ` = t, to obtain the random
vector z
(t)
− of sparsity t. The estimate of the gradient at time t is the sum of these random vectors. That is,
for all t ≥ 1, define g˜(t) := ∑s≤t(z(s)+ + z(s)− ). By the property (b) of Lemma 12 , g˜(t) is a valid stochastic
subgradient and can be fed into the framework of Lemma 4. Note that for any t ∈ [T ], the sparsity of g˜(t)is
O(t2) and so is the sparsity of e(t) suggested by the stochastic subgradient routine. Thus, the tth step of
estimating z
(t)
+ and z
(t)
− requires time O(t
2EO log2 n), implying we can run T steps of the above procedure in
O(T 3EO log2 n) time.
Finally, to argue about the number of iterations required to get ε-close, we need to upper bound E[
∥∥g˜(t)∥∥2
2
]
for every t. Since E[g˜(t)] = g(t), the true subgradient at x(t) and since
∥∥g(t)∥∥2
2
= O(1) by Lemma 5 , it suffices
to upper bound E[
∥∥g˜(t) −E[g˜(t)]∥∥2
2
]. But this follows since g˜(t) is just a sum of independent z-vectors.
E[
∥∥g˜(t) −E[g˜(t)]∥∥2
2
] =
∑
s≤t
E[
∥∥z(s)+ −E[z(s)+ ]∥∥22] +∑
s≤t
E[
∥∥z(s)− −E[z(s)− ]∥∥22] = O
∑
s≤t
1/s
 = O(log n)
The second-last inequality follows from (c) of Lemma 12. And so, E[
∥∥g˜(t)∥∥2
2
] = E[
∥∥g˜(t)−E[g˜(t)]∥∥2
2
]+
∥∥g(t)∥∥2
2
=
O(log n). Therefore, we can apply the framework in Lemma 4 with B = O(log n) implying the total
number of steps to get ε-approximate is N = O(n log2 nε−2). Furthermore, since each batch takes time
O((n+ T 3)EO log2 n) and there are N/T batches, we get that the total running time is at most
O
(
nEO log4 nε−2
(
n+ T 3
T
))
= O˜(n5/3ε−2EO)
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if T = n1/3. This ends the proof of Theorem 11.
3.5 Improvements when Minimizer is Sparse
Here we discuss how to improve our running times when the submodular function f is known to have a
sparse solution, that is, the set minimizing f(S) has at most s elements. Throughout this section we suppose
we know s.
Theorem 13. Let f be a submodular function with a s-sparse minimizer. Then if f is integer valued with
|f(S)| ≤M for all S ⊆ [n] we can compute the minimizer deterministically in time O((n+ sM3) log n ·EO).
Furthermore if f is real valued with |f(S)| ≤ 1 for all S ⊆ [n], then there is a randomized algorithm which
in time O˜((n+ sn2/3)EOε−2) returns a set S such that E[f(S)] ≤ opt + ε, for any ε > 0.
Therefore, if we know that the sparsity of the optimum solution is, say polylog(n), then there is a near
linear time approximate algorithm to get constant additive error.
To obtain this running time we leverage the same data structures for maintaining subgradients presented
in Section 3.3 and Section 3.4. Instead we show how to specialize the framework we used presented in
Section 3.1. In particular we simply leverage that rather than minimizing the Lovasz extension over [0, 1]n
we can minimize over Ss
def
= {x ∈ [0, 1]n | ∑i∈[n] xi ≤ s}. This preserves the value of the maximum and
minimum, but now improves the convergence of projected (stochastic) subgradient descent (because the
quantity R becomes s from n). To show this formally we simply need to show that the projection step
doesn’t hurt the performance of our algorithm asymptotically.
We break the proof of this into 3 parts. First, in Lemma 14 we compute how to projection onto Ss. Then
in Lemma 15 we show how to update our framework. Using these, we prove Theorem 13.
Lemma 14. For k ≥ 0 and y ∈ Rn let S = {x ∈ [0, 1]n | ∑i xi ≤ k} and
z = argminx∈S
1
2
∥∥x− y∥∥2
2
.
Then, we have that for all i ∈ [n]
zi = median(0, yi − λ, 1)
where λ is the smallest non-negative number such that
∑
i zi ≤ k.
Proof. By the method of Lagrange multiplier, we know that there is λ ≥ 0 such that
z = argminx∈[0,1]n
1
2
∥∥x− y∥∥2
2
+ λ
∑
i∈[n]
xi .
Since each variable in this problem is decoupled with each other, we can solve this problem coordinate-wise
and get that for all i ∈ [n]
zi = med(0, yi − λ, 1).
Since
∑
i∈[n] zi decreases as λ increases, we know that λ is the smallest non-negative number such that∑
i∈[n] zi ≤ k.
In particular we provide Lemma 15 and improvement on Lemma 4.
Lemma 15. Suppose that for N ≥ sB2−2 and any sequence of x(1), .., x(N) such that that x(i+1) − x(i)
is k(i)-sparse up to modifications that do not affect the additive distance between non-zero coordinates with
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K
def
=
∑
i∈[T ] k
(i) = O(Nk) we can implement a subgradient oracle for f and x(i), denoted g˜(x(i)), that is
k-sparse and obeys E
∥∥g˜∥∥2
2
≤ B2. Then in time O(n(EO+log n)+Nk log n) we can compute a set S such that
Ef(S) ≤ opt+  (and if the subgradient oracle is deterministic then the result holds without the expectation).
Proof. The proof is the same as before, just the size of R improves to s and we need to deal with this new
projection step. However, in the projection step we set all the coordinates that are less than 0 to 0 and then
keep subtracting uniformly (stopping whenever a coordinate reaches 0) until the maximum coordinate is ≤ 1.
We can do this efficiently by simply maintaining an additive offset and the coordinate values in sorted order.
Then we simply need to know the number of coordinates above some threshold and the maximum and the
minimum non-zero coordinate to determine what to subtract up to the point we make the minimum non-
zero. We can do this in O(log n) easily. Now we are not counting the movements that do not set something
to 0 so do not change the additive distances between the non-zero coordinate. Consequently, an iteration
may only move many coordinates if it sets many things to 0, however that is paid for by the movement that
created it, so we only need Nk log n time in total to do all the updates.
We now have everything we need to prove Theorem 13
Proof of Theorem 13. (Sketch) The proof is the same as in Section 3.3 and Section 3.4. We just use Lemma 15
instead of the previous framework lemma. To invoke the first data structure just do the update in batches.
the second data structure was already written for this setting.
4 Lower Bound
It is well known that Ω(n) evaluation oracle calls are needed to minimize a submodular function. On
the other hand, the best way we know of for certifying minimality takes Θ(n) subgradient oracle calls (or
equivalently, vertices of the base polyhedron). A natural question is whether Θ(n) subgradient oracle calls
are in fact needed to minimize a submodular function. In this section we answer this in the affirmative.
Since each gradient oracle needs n evaluation oracle calls, this gives an Ω(n2) lower bound on the number
of evaluations required for algorithms which only access the function via graident oracles. As mentioned in
the introduction, these include the Fujishige-Wolfe heuristic [48, 15], various version of conditional gradient
or Franke Wolfe [14, 19] , and the new cutting plane methods [36]. Note that there are known lower bounds
for subgradient descent that have a somewhat submodular structure [42] and this suggests that such a lower
bound should be possible, however we are unaware of a previous information theoretic lower bound such as
we provide.
To prove our lower bound, we describe a distribution over a collection of hard functions and show that any
algorithm must make Ω(n) subgradient calls in expectation5 and by Yao’s minimax principle this will give
an Ω(n) lower bound on the expected query complexity of any randomized SFM algorithm. The distribution
is the following. Choose R to be a random set with each element of the universe selected independently with
probability 1/2. Given R, define the function
fR(S) =

−1 if S = R
0 if S ( R or R ( S
1 otherwise.
Clearly the minimizer of fR is the set R. Any SFM algorithm is equivalent to an algorithm for recognizing
the set R via subgradient queries to fR. A subgradient g of fR at any point x corresponds to a permutation
P of {1, 2, . . . , n} (the sorted order of x). Recall the notation P [i] := {P1, P2, . . . , Pi}. The following claim
describes the structure of subgradients.
5One can also prove a high probability version of the same result but for simplicity we don’t do it.
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Lemma 16. Let i be the smallest index such that P [i] is not a subset of R and j be the smallest index such
that P [j] is a superset of R. Then g(i) = 1, g(j) = −1, and g(k) = 0 for all k ∈ [n] \ i, j.
Proof. To see g(i) = 1, note that A := P [i−1] is a subset of R. Two cases arise: either A = R in which case
P [i] is a strict superset of R and so fR(A) = −1 and fR(P [i]) = 0 implying g(i) = 1; or A is a strict subset
of R in which case P [i] is neither a subset or a superset, implying fR(A) = 0 and fR(P [i]) = 1. Similarly,
to see g[j] = −1, note that B := P [j − 1] is not a superset of R. Two cases arise: either B is a strict subset
of R in which case P [j] = R and we have fR(B) = 0 and fR(P [j]) = −1; or B is neither a subset nor a
superset in which case P [j] is a strict superset of R and we have fR(B) = 1 and fR(P [j]) = 0.
For any other k, we have either both P [k] and P [k − 1] are strict subsets of R (if k < min(i, j)), or both
P [k] and P [k− 1] are strict supersets of R (if k > max(i, j)) , or both are neither superset nor subset. In all
three cases, g(k) = 0.
Intuitively, any gradient call gives the following information regarding R: we know elements in P [i − 1] lie
in R, Pi doesn’t lie in R, Pj lies in R, and all Pk for k > j do not lie in R. Thus we get i+n− j+ 1 “bits” of
information. If R is random, then the expected value of this can be shown to be O(1), and so Ω(n) queries
are required. We make the above intuitive argument formal below.
Suppose at some point of time, the algorithm knows a set A ⊆ R and a set B ∩R = ∅. The following lemma
shows that one may assume wlog that subsequent subgradient calls are at points x whose corresponding
permutation P contains the elements of A as a “prefix” and elements of B as a “suffix”.
Lemma 17. Suppose we know A ⊆ R and B ∩ R = ∅. Let g be a subgradient and g′ be obtained from g by
moving A and B to the beginning and end of the permutation respectively. Then one can compute g from g′
without making any more oracle calls.
Proof. Easy by case analysis and Lemma 16. Let P be the permutation corresponding to g. We show that
given g’ and P , we can evaluate g. Let us say we are interested in evaluating gPk and say Pk = a. Lemma
16 states that this is 1 iff P [k − 1] ⊆ R and P [k] isn’t. Now, if P [k − 1] ∩ B 6= ∅, then we know gPk =0.
Otherwise, gPk =1 iff P [k− 1] \B ∪A ⊆ R and P [k] \B ∪A is not, since A ⊆ R. Therefore, gPk =1 iff g′a = 1
and P [k − 1] ∩B = ∅. Whether gPk = −1or not can be done analogously.
For an algorithm, let h(k) be the expected number of subgradient calls required to minimize fR when
the universe if of size k (note R is chosen randomly by picking each element with probability 1/2). For
convenience we also define h(k) = 0 for k ≤ 0.
Lemma 18. For k ≥ 1, h(k) ≥ 1 + EX,Y [h(k − X − Y )], where X,Y are independent geometric random
variables, i.e. Pr[X = i] = 1/2i for i ≥ 1.
Proof. By our observation above, a subgradient of f reveals the identities of min{X + Y, k} elements, where
X − 1 = i − 1 and Y − 1 = n − j (i, j as defined in Lemma 16) are the lengths of the streaks of 0’s at the
beginning and end of the subgradient.
Note that X simply follow a geometric distribution because Pr[P [i − 1] ⊆ R,Pi /∈ R] = 1/2i. Similarly,
Y also follow the same geometric distribution. In the case of X + Y > k, we have R as a prefix of the
permutation.
Finally, as a subgradient call reveals no information about the intermediate elements in the permutation, by
Lemma 17 we are then effectively left with the same problem of size k−X−Y . More formally, this is because
the value of the subgradient queried is independent of the identities of the elements Pi+1, . . . , Pj−1.
Theorem 19. h(n) ≥ n/4, i.e. any algorithm for SFM requires at least Ω(n) subgradient calls.
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Proof. We show by induction that h(k) ≥ k/4. By Lemma 18 and the induction hypothesis,
h(k) ≥ 1 + EX,Y [h(k −X − Y )]
≥ 1 + EX,Y [(k −X − Y )/4]
= 1 + k/4−E[X]/4−E[Y ]/4
= k/4
as desired.
Readers may have noticed that the proofs of the preceding two lemmas essentially imply that h(k) is roughly
the expected number of geometric random variables needed to sum up to k. One can use this property
together with some concentration inequality for geometric random variables to establish a high probability
version of our lower bound.
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A Reduction from Multiplicative to Additive Approximation
Here we show how to obtain a multiplicative approximation for SFM from our O˜(n5/3 · EO/ε2) additive-
approximate SFM algorithm. Because the minimizer of f is scale- and additive-invariant, it is necessary to
make certain regularity assumptions on f to get a nontrivial result. This is akin to submodular function
maximization where constant factor approximation is possible only if f is nonnegative everywhere [7, 13].
For SFM, by considering f − opt we see that finding a multiplicative-approximate solution and an exact
solution are equivalent for general f . (Indeed most submodular optimization problems permit multiplicative
approximation only in terms of the range of values.)
Similar to submodular maximization, we assume f to be nonpositive. Then f ′ = f/opt has range [−1, 0]
and has minimum value -1 so our additive-approximate algorithm immediately yields multiplicative approx-
imation. This requires knowing opt (or some constant factor approximation of). Alternately we can “binary
search” to get factor-2 close to opt by trying different powers of 2. This would lead to a blowup of O(log opt)
in the running time.
B Approximate SFM via Fujishige-Wolfe
Here we show how Frank-Wolfe and Wolfe can give ε-additive approximations for SFM. We know that both
algorithms in O(1/δ) iterations can return a point x ∈ Bf , the base polyhedron associated with f , such
that x>x ≤ p>p + δ for all p ∈ Bf . Here we are using the fact implied by Lemma 5 that the diameter
of the base-polytope for functions with bounded range is bounded (note that vertices of the base polytope
correspond to gradients of the Lovasz extension.) The robust Fujishige Theorem (Theorem 5, [8]) implies
that we can get a set S such that f(S) ≤ opt + 2√nδ. Setting δ = ε2/4n gives the additive approximation
in O(nε−2) gradient calls.
C Faster Algorithm for Directed Minimum Cut
Here we show how to easily obtain faster approximate submodular minimization algorithms in the case where
our function when the funciton is an explicitly given s-t cut function. This provides a short illustration of the
reasonable fact that when given more structure, our sumbodular minimization algorithms can be improved.
For the rest of this section, let G = (V,E,w) be a graph with vertices V , directed edges E ⊆ V × V , and
edge weights w ∈ RE≥0. Let s, t ∈ V be two special vertices, A def= V \ {s, t}, and for all S ⊆ A let f(S) be
defined as the total weight of the edges in leaving the set S ∪ {s}, i.e. where the tail of edge is in S ∪ {s}
and the head of the edges is in V \ (S ∪ {s}). The function f is a well known submodular function and
minimizing it corresponds to computing the minimum s-t cut, or correspondingly the maximum s-t flow.
Note that clearly, f(S) ≤ W where W = ∑e∈E we. Furthermore, if we pick S by including each vertex in
A randomly to be in S with probability independently 12 then we see that Ef(S) =
1
2W . Consequently,
1
2W ≤ maxS⊆A f(s) ≤ W and if we want to scale f to make it have values in [−1, 1] we need to devide by
something that is W up to a factor of 2.
Now, note that we can easily extend this problem to a continuous problem over the reals. Let x+ denote x if
x ≥ 0 and 0 otherwise. Furthermore, for all x ∈ RA let y(x) ∈ RV be given by y(x)i = xi if i ∈ A, y(x)s = 0,
y(x)t = 1, and let
g(x)
def
=
∑
(a,b)∈E
wab(y(xb)− y(xa))+ .
Clearly, minimizing g(x) over [0, 1]A is equivalent to minimizing f(S). Furthermore the subgradient for g
decomposes into subgradients for each edge (a, b) ∈ E each of which is a vector with 2 non-zero entries and
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norm at most O(wab). If we picking a random edge with probability proportional to wab and output its
subgradient scaled by W/wab subgradient this yields a stochastic subgradient oracle g˜(x) with E
∥∥g˜(x)∥∥2
2
=
O(
∑
(a,b)∈E
wab
W ((W/wab) · wab)2) = O(W 2). Consequently, by Theorem 3 setting R2 = O(|V |) we see that
we can compute z with g(z)−minx g(x) ≤ W in O(|v|−2). Thus, if we scaled g to make it [−1, 1] valued
the time to compute an -approximate solution would be O(|V |−2).
This shows that an explicit instance of minimum s-t cut does not highlight the efficacy of the approach in
this paper. Instantiating our algorithm naively would give an O˜(|E| · |V |5/3 · −2) to achieve additive error .
Nevertheless, even for such an instance if instead we were simply given access to the an EO time evaluation
oracle for f , and the graph was desne, even in this instance, without knowing the structure aprior we do
not know how to improve upon the O(EO · |V |5/3−2) time bound achieved in this paper (though no serious
attempt was made to do this). In short there may be a gap between explicitly given structured instances of
submodular functions and algorithms that work with general evaluation oracles as focused on in this paper.
D Certificates for Approximate SFM
The only certificate we know to prove that the optimum value of SFM is ≥ F is to show a certain vector x
lies in the base polyhedron. For example, one proof via Edmond’s Theorem [11] is by demonstrating x ∈ Bf
whose negative entries sum to ≥ F . The only way to do this is via Carathedeory’s Theorem which requires
n vertices of Bf , each of which requires n function evaluations. For approximate SFM, one thought might
to be to use approximate Caratheodory’s Theorems [2, 41] to describe a nearby point x′. Unfortunately, for
ε-additive SFM approximation, one needs x′and x to be close in `1-norm and approximate Caratheodory
works only for `2-norm and higher. If one uses the `2-norm approximation, then unfortunately one doesn’t
get anything better than quadratic. More precisely, approximate Caratheodory states that one can obtain
||x′ − x||2 ≤ δ with support of x′ being only O(1/δ2)-sparse. But to get `1 approximations, we need to set
δ = ε
√
n leading to linear sized support for x′. The approximate Caratheodory Theorems are tight [41] for
general polytopes. Whether one can get better theorems for the base polyhedron is an open question.
E Pseudocodes for Our Algorithms
We provide guiding pseudocodes for our two algorithms.
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Algorithm 1 Near Linear Time Exact SFM Algorithm.
Initialization.
• x(1) def= 0n
• Evaluate g(1) is the Lovasz subgradient at x(1). (Takes O(n · EO) time. Store as (coordinate, value)
pair in set S(1). |S(1)| ≤ 3M. )
• Store x(1) in a balanced Binary search tree. At each node store the value that is the sum of the
gradient coordinates corr. to children in the tree. (Takes O(n) time to build.)
• Set T def= 20nM2. Set η def=
√
n
18M .
For t = 1, 2, . . . , T :
• Define e(t) which is non-zero in coordinates corresponding to S(t): (Takes time |S(t)| ≤ 3M .)
– if g
(t)
i > 0, then e
(t)
i = min(x
(t)
i , ηg
(t)
i )
– if g
(t)
i < 0, then e
(t)
i = max(x
(t)
i − 1, ηg(t)i )
• Update(x(t), e(t), S(t)) to get (x(t+1), g(t+1), S(t+1)) where g(t+1) is stored as coordinate,value pairs in
S(t+1). as described in Lemma 10. (Update takes time O(M log n+M · EO +M · EO log n))
Obtain the O(n) sets given the order of xT , that is, if P is the permutation corresponding to xT , then the
sets are {P [1], . . . , P [n]}. Return the minimum valued set among them.
Algorithm 2 Subquadratic Approximate SFM Algorithm.
Initialization
• Set N def= 10n log2 nε−2, T = ⌈n1/3⌉
• Initialize x as the all zeros vector and store it in a BST.
For i = 1, 2, . . . N/T :
• x(1) def=the current x.
• Compute g(1), the gradient to the Lovasz extension given x(1). //This takes O(nEO) time).
• Sample z(1) by picking j ∈ [n] with probability proportional to
∣∣∣g(1)j ∣∣∣ and returning z(1) def=∥∥g(1)∥∥
1
sign(g
(1)
j ) · 1j . //This takes O(nEO) time.
• Set g˜(1) def= z(1).
• For t = 1, 2, . . . , T :
– Define e(t) as in Algorithm 1 using g˜(t) instead of g(t). //This takes time O(supp(g˜(t))) which will
be O(t2)
– Obtain z(t) using Sample(x(t), e(t), ` = t) where Sample is the randomized procedure describe
in Lemma 12. //This takes O(t2EO log n) time.
– Update g˜(t+1)
def
=
∑
s≤t z
(s). //This takes O(t2 log n) time to update the relevant BSTs.
• Set current x to xT .
Obtain the O(n) sets given the order of the final x, that is, if P is the permutation corresponding to x, then
the sets are {P [1], . . . , P [n]}. Return the minimum valued set among them.
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