We establish the Weyl-Titchmarsh theory for singular linear Hamiltonian dynamic systems on a time scale T, which allows one to treat both continuous and discrete linear Hamiltonian systems as special cases for T R and T Z within one theory and to explain the discrepancies between these two theories. This paper extends the Weyl-Titchmarsh theory and provides a foundation for studying spectral theory of Hamiltonian dynamic systems. These investigations are part of a larger program which includes the following: i M λ theory for singular Hamiltonian systems, ii on the spectrum of Hamiltonian systems, iii on boundary value problems for Hamiltonian dynamic systems.
Introduction

Differential Equations
The study of spectral problems for differential operators has played an important role not only in theoretical but also in practical aspects. The study of spectral theory of differential equations has a long history. For this, we refer to 1-12 and references therein along this line.
Spectral problems of differential operators fall into two classifications. First, those defined over finite intervals with well-behaved coefficients are called regular. Fine spectral properties can be expected. For example, the spectral set is discrete, infinite, and unbounded, and the eigenfunction basis is complete for a corresponding space.
Spectral problems that are not regular are called singular. These are considerably more difficult to discuss because the spectral set can be much more complicated and, as a result, 2 Abstract and Applied Analysis have only been examined closely during the last century. The Weyl-Titchmarsh theory is an important milestone in the study of spectral problems for linear ordinary differential equations 13 . It has started with the celebrated work by H. Weyl in 1910 14 . He gave a dichotomy of the limit-point and limit-circle cases for singular spectral problems of secondorder formally self-adjoint linear differential equations. He was followed by Titchmarsh 12 and many others. From 1910 until 1945, these mathematicians developed and polished the theory of self-adjoint differential operators of the second order to a high degree. Their work was continued by Coddington and Levinson 3 , and so forth. in the late 1940s and 1950s. Not only were additional results found for operators of the second order, but operators of higher orders were also examined. At the same time, the Russian school, led by Kreȋn, Naȋmark, Akhiezer, and Glazman, also made major contributions. For a far more comprehensive survey of this work, we recommend the second volume of Dunford 
Difference Equations
Dynamic Equations
A time scale T is an arbitrary nonempty closed subset of the real numbers. 
where t takes values in a time scale T, σ t : inf{s ∈ T | s > t} is the forward jump operator on T, x σ x • σ, and Δ denotes the Hilger derivative. A universal method we provided here allows one to treat both continuous and discrete linear Hamiltonian systems as special cases within one theory and to explain the discrepancies between them. This paper extends the Weyl-Titchmarsh theory and provides a foundation for studying spectral theory of Hamiltonian dynamic systems on time scales. Some ideas in this paper are motivated by some works in 5-9, 11, 18-20, 34, 35, 42 . The paper is organized as follows. Some fundamental theory for Hamiltonian systems is given in Section 2. Some regular spectral problems are considered in Section 3. The Weyl matrix disks are constructed and their properties are studied in Section 4. These matrix disks are nested and converge to a limiting set of the matrix circle. The results are some generalizations of the Weyl-Titchmarsh theory for both Hamiltonian differential systems 6, 9, 18, 20, 26 and discrete Hamiltonian systems 34 . These investigations are part of a larger program which includes the following: i M λ theory for singular Hamiltonian systems, ii on the spectrum of Hamiltonian systems, iii on boundary value problems for Hamiltonian dynamic systems.
Assumptions and Preliminary Results
Throughout we use the following assumption.
Assumption 1.
T is a time scale that is unbounded above, that is, T is a closed subset of R such that sup T ∞. We let a ∈ T and define T T ∩ a, ∞ .
In this section, we shall study the fundamental theory and properties of solutions for the Hamiltonian dynamic system 1.3 , that is,
where
are subject to the following assumptions. 
I n is the n × n identity matrix, and μ is the graininess of T defined by μ t : σ t − t.
x and all points in T satisfy σ t t, and 1.3 becomes 1.1 .
Δx and all points in T satisfy σ t t 1, and 1.3 turns into 1.2 .
Assumption 3.
We always assume that the following definiteness condition holds: for any nontrivial solution y of 2.1 , we have
Remark 2.2. If T R, then the condition 2.4 is just the same as Atkinson's definiteness condition. In the case of T N, the condition is the one used in 34, 35 .
By a solution of 2.1 , we mean an n × 1 vector-valued function y satisfying 2.1 on T. Now we consider the existence of solutions to 2.1 .
Theorem 2.3
Existence and Uniqueness Theorem . For arbitrary initial data t 0 ∈ T, y 0 ∈ C 2n , the initial value problem of 2.1 with y t 0 y 0 has a unique solution on T.
Proof. By 43, Proposition 1.1 , we can rewrite 2.1 as
Abstract and Applied Analysis 5 and H ·, λ is symplectic with respect to T, that is, 
Proof. From 2.5 and 2.7 , we have
on T, and so by 39, Corollary 1.68 there exists a constant matrix C with Y * ·, λ JY ·, λ C on T. This completes the proof.
In the rest of the paper, we use the following notation for the imaginary part of a complex number or matrix:
Abstract and Applied Analysis
Eigenvalue Problems
Let y ∈ C 2n be defined on a, b ⊂ T with b ∈ T and let M, N ∈ C 2n×2n . We consider the boundary condition 
Proof. From Lemma 2.7,
This completes the proof. 
3.16
In particular, so that Iλ 0 and λ ∈ R. Now let y ·, λ and y ·, ν be eigenfunctions corresponding to the eigenvalues λ / ν. Then, using Lemma 3.5 and proceeding as above, we have
so that y ·, λ and y ·, ν are orthogonal.
Weyl-Titchmarsh Circles and Disks
In this section, we consider the construction of Weyl-Titchmarsh disks and circles for Hamiltonian dynamic systems 2.1 . Assume 3.9 and let α, β and Y ·, λ be defined as in Section 3. Suppose λ ∈ C \ R and set
observe Theorems 3.4 and 3.6 . For any n × n matrix M, define
4.2
It is clear that
are called a Weyl disk and a Weyl circle, respectively.
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Proof. Let λ ∈ C \ R. Assume that β satisfies 3.9 . Let η ∈ C 2n . Then βχ b b, λ η 0 so that use again 3.9 and 10, Corollary 3.1.3
and thus there exists c ∈ C n such that χ b b, λ η J * βc. Hence
Then rank γ n and γχ b, λ 0. Since
we can define β γγ * −1/2 γ. Then β satisfies 3.9 and βY b, λ
Then F b, λ is a 2n × 2n Hermitian matrix and
Lemma 4.3. For λ ∈ C \ R and b ≥ a, we have
Proof. From Lemma 3.5, we obtain
4.14 and so 4.12 follows from 4.10 . From 4.12 , we obtain
4.15
This completes the proof.
and Assumption 2,
Now we study convergence of the disks. For this purpose, we denote Proof. From 4.10 , 4.12 , and 4.13 , we have
4.19
Employing Assumption 2 completes the proof.
Using the notation of 4.13 , we find that 4.11 can be rewritten as
4.20
Lemma 4.6.
Proof. By applying Lemma 3.3 twice, we find
4.21
Hence
4.22
From the second relation in 4.22 , we have observe Lemma 4.3
and hence, using also the first relation in 4.22 , we obtain 
respectively. Then
4.28
Proof. We only prove the first statement as the second one can be shown similarly. 
4.29
First, let M ∈ K b, λ and put 
for all V ∈ D. This implies 
4.35
where · is a matrix norm. Using Theorem 4.9 completes the proof. The proof is complete.
Definition 4.14. Let M be an n × n matrix and λ ∈ C \ R. We say that 
