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Abstract: We present an all-loop dispersion integral, well-defined to arbitrary logarithmic
accuracy, describing the multi-Regge limit of the 2 → 5 amplitude in planar N = 4 super
Yang-Mills theory. It follows from factorization, dual conformal symmetry and consistency
with soft limits, and specifically holds in the region where the energies of all produced
particles have been analytically continued. After promoting the known symbol of the 2-loop
N -particle MHV amplitude in this region to a function, we specialize to N = 7, and extract
from it the next-to-leading order (NLO) correction to the BFKL central emission vertex,
namely the building block of the dispersion integral that had not yet appeared in the well-
studied six-gluon case. As an application of our results, we explicitly compute the seven-
gluon amplitude at next-to-leading logarithmic accuracy through 5 loops for the MHV
case, and through 3 and 4 loops for the two independent NMHV helicity configurations,
respectively.
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1. Introduction
From phenomenological studies to implications for quantum gravity, the description of
scattering at high energies, or in the (multi-)Regge limit, is a subject with rich history and
impact on many branches of theoretical physics. In the simplest case of 2→ 2 scattering,
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where the limit corresponds to a center-of-mass energy squared s being much larger than
the momentum transfer |t|, the necessity for the respective amplitude to behave as
A(s, t) ∼ sα(t) , (1.1)
so as to agree with experimental results of the time, was a key ingredient in the construction
of the Veneziano amplitude, marking the birth of string theory [1].
With the establishment of QCD as the theory of strong interactions, the same be-
havior (1.1) was obtained from perturbative QCD by resumming contributions from an
infinite number of Feynman diagrams, each of which contains large logarithms in s, within
the Balitsky-Fadin-Kuraev-Lipatov (BFKL) framework [2–4]. The leading logarithmic ap-
proximation (LLA) amounts to only keeping the largest power of log s at fixed order, with
the obvious generalization to N(ext-to)kLLA. This procedure gives rise to the concept of
an effective particle with t-dependent angular momentum α(t), the reggeized gluon, as well
as its bound states. Due to their interpretation in the complex angular momentum plane,
the contributions of the reggeized gluon and its bound states to the amplitude are also
known as Regge pole and cut respectively. For pedagogical introductions to Regge theory
and BFKL see for example [5–8].
Multi-Regge kinematics (MRK) and the BFKL dynamics describing them, have also
been of paramount importance for computing amplitudes in arguably the simplest gauge
theory, N = 4 super Yang-Mills theory [9, 10] in the planar limit [11], which is the focus
of this article. While a conjecture for the all-loop N -particle amplitude of the planar
theory [12, 13] known as the BDS ansatz accurately describes the N = 4, 5 cases, the
first evidence that this is no longer true for N ≥ 6 came from the inconsistency of the
ansatz with the BFKL approach [14]. Due to the duality between amplitudes and null
polygonal Wilson loops [15–21] and the associated dual conformal symmetry [19, 22–25],
the correction to the ansatz, namely the BDS-normalized amplitude, has to be a function
of conformal cross ratios of the Mandelstam invariants.
In the same vein as in ref. [14], dispersion integrals yielding the BDS-normalized
amplitude for N = 6 gluons in MRK were derived in refs. [26–30]. In Fourier-Mellin
space, they factorize into universal building blocks known as the adjoint BFKL eigenvalue
and impact factor, which may be determined perturbatively from first principles, or ex-
tracted [31–33] from fixed-order expressions for the amplitude that have been obtained by
other means [34–36]. A leading-order strong-coupling analysis is also possible [37, 38], but
even more remarkably, the building blocks in question can also be obtained to all loops [39]
by means of analytic continuation from a collinear limit where the dynamics is governed by
an integrable flux tube [40–51], see also [52–54]. These developments render the MRK as
one of the best sources of ‘boundary data’ [54–57] for determining the six-gluon amplitude
in general kinematics through five loops, by exploiting its analytic structure with the help
of the bootstrap method [30,58–62].
It would be of course very exciting if higher-point amplitudes in MRK could also
be computed to all loops. While the amplitude bootstrap method in general kinematics
remarkably turns out to require no nontrivial boundary data through 4 loops [63, 64] for
N = 7, in its present formulation, it is unclear how this generalizes for higher point
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amplitudes because their analytic structure is significantly more complicated [65–68] and
in general is not known. In MRK however the analytic structure of amplitudes simplifies
significantly. Indeed, in [69] we argued that all amplitudes in MRK at the leading log
approximation are described by single-valued polylogarithms associated to the moduli space
of (N − 2) points on a Riemann sphere. Thus the study of MRK is an important stepping
stone for extending to general kinematics.
With this goal in mind, in this paper we turn our attention to the simplest object
beyond the solved six-gluon case, the 2 → 5 amplitude in MRK. While predictions for
the latter to LLA have been worked out in [70–72], see also [69] for an extension to N -
gluons, a major obstacle for their generalization to arbitrary logarithmic accuracy, is that
the dispersion integral yielding the Regge cut contribution diverges when considering the
N`−1LLA term at ` loops. This phenomenon is related to the fact that within the BFKL
approach, the dual conformal invariance of the theory is not maintained at the intermediate
steps of the calculation, and implies that some terms in the Regge pole contribution develop
unphysical poles. As discussed in [70], it is possible to shift these terms from the pole to
the cut contribution by modifying their definitions. The necessity of this step suggests that
there may be a certain degree of arbitrariness in separating the pole and cut contributions
in a conformally invariant theory.
Instead of the BFKL approach, in our analysis we will draw from the eikonal framework
of [73], where the two incoming high-energy gluons are approximated by straight Wilson
lines. Within this framework, only a Regge cut contribution, respecting high-energy factor-
ization, dual conformal symmetry and consistency with soft limits, is necessary to describe
the amplitude in MRK. This procedure also provides a natural regularization for the Regge
cut at finite coupling, and allows for its straightforward expansion at weak coupling. In
this manner, we obtain the first significant result of this paper, namely a dispersion integral
describing the 2→ 5 amplitude in MRK to arbitrary logarithmic accuracy. After reviewing
some background knowledge on the kinematical dependence and behavior of amplitudes in
the limit in section 2, we present this result in section 3.
The 2→ 5 dispersion integral contains a new building block compared to the six-gluon
case, the BFKL central emission vertex, to date known to leading order [70]. The second
significant result of this paper is the extraction of the NLO correction to the central emission
vertex, from the known NLLA contribution to the 2-loop 7-particle MHV amplitude [74],
see also refs. [70, 75] for earlier work on the LLA contribution.
More precisely, since the aforementioned NLLA contribution had been previously de-
termined [74] at level of the symbol [36], in section 4 we show how to uniquely promote it to
a function, based on information we derive on the leading discontinuity of the amplitude,
together with its expected behavior under soft limits, and single-valuedness properties of
the function space in which it “lives”. As a bonus, from this result we in fact also obtain the
function-level 2-loop MHV amplitude for any number of gluons in MRK, since the latter
has been shown to decompose into 6- and 7-gluon building blocks in momentum space [74].
Then, in section 5 we present the final expression for the NLO correction to the
BFKL central emission vertex, and detail our approach for obtaining it, by translating
the momentum-space expression for the amplitude, to the Fourier-Mellin space of the dis-
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persion integral. Using the same approach, we similarly extract the next-to-next-to-leading
order (NNLO) correction to the central emission vertex, up to transcendental constants,
from the 3-loop MHV heptagon symbol [63], which will be discussed in future work.
With the 2→ 5 dispersion integral and the NLO BFKL central emission vertex at hand,
we then move on to produce from them the third significant result of this paper, namely new
predictions for the seven-gluon amplitude in MRK to NLLA at higher loops. In particuler,
we obtain explicit expressions in momentum space through 5 loops for the MHV case, and
through 3 and 4 loops for the two independent NMHV helicity configurations, respectively.
This is achieved by direct evaluation of the dispersion integral, using a combination of
nested sum algorithms and convolution methods, that we describe in section 6.
Finally, section 7 contains our conclusions, and discusses possible future directions of
inquiry. We also include two appendices, the first one describing the class of functions that
is relevant for seven-gluon scattering in MRK, and the second one containing explicit 2-loop
results for the respective amplitude in momentum space, that are too long to present in
the main text. Finally, we attach our higher-loop results as ancillary files, accompanying
the submission on this article on the arXiv.
2. N = 4 amplitudes in the multi-Regge limit
2.1 Multi-Regge kinematics
Let us start by recalling the precise definition of the limit and the kinematic region we will
be considering, mostly following the conventions of [69]. We will be keeping the number
of particles N general, since in the next section we will first be reviewing the N = 6 case,
before focusing on N = 7 for the rest of the paper.
In 1 + 2→ 3 + . . .+N scattering, and in conventions where all momenta are outgoing,
multi-Regge kinematics are defined as the limit where the final-state gluons are strongly
ordered in rapidity, or equivalently in lightcone +-coordinates,
p+3  p+4  . . . p+N−1  p+N , |p3| ' . . . ' |pN | , (2.1)
where the lightcone and complex transverse coordinates are defined as
p± ≡ p0 ± pz , pk ≡ pk⊥ = pxk + ipyk , (2.2)
and without loss of generality we have chosen a frame where the initial-state gluons lie on
the z-axis, such that p1 = p2 = 0.
The limit implies that the incoming gluons are only mildly deflected in the scattering
process, so that helicity is conserved along their trajectory. Thus different helicity config-
urations are only distinguished by the helicities h1, . . . , hN−4 of the produced gluons, for
which we define the BDS-normalized ratio
Rh1...hN−4 ≡
AN (−,+, h1, . . . , hN−4,+,−)
ABDSN (−,+, h1, . . . , hN−4,+,−)
. (2.3)
– 4 –
Here ABDSN denotes the tree-level amplitude of the given helicity, times the same scalar
factor that is present in the BDS amplitude for the MHV case, encoding the universal
infrared-divergent structure of amplitudes in N = 4 super Yang-Mills theory.
Due to their equivalence to bosonic Wilson loops, the MHV and MHV ratios are
equal to each other, and are also alternatively described by their logarithm, the remainder
function,
R+ . . .+︸ ︷︷ ︸
N−4
= R− . . .−︸ ︷︷ ︸
N−4
≡ eRN . (2.4)
Unless otherwise stated, R and RN will denote the BDS-normalized amplitude or remain-
der function specifically in the multi-Regge limit, and we refrain from using additional
superscripts denoting this, in order to avoid cluttering our expressions.
As a consequence of the dual conformal invariance of the theory, the dependence of R
on the kinematics only enters through conformal cross ratios of the Mandelstam invariants,
Uij ≡
x2i+1jx
2
ij+1
x2ijx
2
i+1j+1
, pi = xi − xi−1 , (2.5)
with indices cyclically identified, i+N ' i. As shown in [76,77], in the following convenient
choice of 3N−15 algebraically independent cross ratios, the multi-Regge limit (2.1) becomes
u1i ≡ Ui+1i+4 → 1 , u2i ≡ UNi+2 → 0 , u3i ≡ U1i+3 → 0 , (2.6)
with
u˜2i ≡ u2i
1− u1i ≡
1
|1− zi|2 , u˜3i ≡
u3i
1− u1i ≡
|zi|2
|1− zi|2 , i = 1, . . . , N − 5 , (2.7)
kept finite. In the right-hand side, the surviving transverse cross ratios describing the limit
are chosen slightly differently compared to another widely used convention in the literature,
zi = −wi = (x1 − xi+3) (xi+2 − xi+1)
(x1 − xi+1) (xi+2 − xi+3) , (2.8)
so as to prevent a proliferation of minus signs in what follows. We have also expressed the
transverse cross ratios above in terms of transverse dual points xi,
pi+3 ≡ xi+2 − xi+1 , i = 0, . . . , N − 4 , (2.9)
in order to illustrate that the kinematics is invariant under SL(2,C) transformations, com-
prised of translations, dilatations and special conformal transformations.
The xi correspond to N−2 points on CP1, or equivalently the Riemann sphere C∪{∞}.
This implies that we may pick a gauge by exploiting the SL(2,C) symmetry to set three of
the coordinates to specific values, and parametrize our kinematics equally well in terms of
the remaining N−5 coordinates xi. Along with the zi, a very convenient set of coordinates
we will be using, also known as simplicial MRK coordinates, amounts to the choice
(x1 . . . ,xN−2)→ (1, 0, ρ1, . . . , ρN−5,∞) . (2.10)
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From the last two equations, it is clear that the two sets of coordinates are related by
zi =
(1− ρi+1)(ρi − ρi−1)
(1− ρi−1)(ρi − ρi+1) , ρ0 = 0 , ρN−4 =∞ . (2.11)
Apart from the finite cross ratios, we may also define the N − 5 independent variables
that become small in the limit as
τi ≡ √u2iu3i , i = 1, . . . , N − 5 , (2.12)
where a symmetric choice was made, relying on the fact that u2i and u3i vanish at the same
rate for each i. Given that the variables zi in (2.11) are complex, we are thus left with
2(N − 5) finite real parameters that survive in the limit, which together with the small
variables of the last equation match the total number of 3N − 15 independent cross ratios.
In the Euclidean region, where all Mandelstam invariants are spacelike, the BDS am-
plitude accurately describes the multi-Regge limit [78], and thus R → 1 there. In other
words, while R develops large logarithms in the variables τi defined above, their coefficient
functions will vanish in the limit in the Euclidean region.
In order to obtain a nontrivial result, we first need to analytically continue the energy
components of some of the particles to opposite sign, with the different choices for doing
so giving rise to different so-called Mandelstam regions. In this paper we will be focusing
on the regions where all produced particles have their energy components flip sign under
analytic continuation, which amounts [74,77] to transforming a single cross-ratio as follows,
u˜ ≡ U2,N−1 → e−2piiU2,N−1 . (2.13)
After analytic continuation, the ratio R will thus be a polynomial of large logarithms log τi,
whose coefficients will have residual kinematical dependence on the zi. The case N = 6
has been extensively studied in the literature. In the context of this paper we will only
consider the case N = 7, and we leave the extension to more legs to future work.
2.2 Symmetries and soft limits
Let us now discuss the relevant discrete symmetries of multi-Regge kinematics. Parity
P corresponds to spatial reflection, or more correctly to the exchange of the two factors
comprising the Lorentz group, SO(3, 1) ' SL(2) × SL(2). As such, it can be shown (for
example by reflecting along the x-axis) that it reverses particle helicities, and amounts to
complex conjugation for the variables parametrizing the limit,
P : z ↔ z¯ and ρi ↔ ρ¯i , (2.14)
leaving all cross ratios Uij invariant. Thus at the level of the amplitude it acts as
PRh1,...,hN−4(τ1, z1, . . . , τN−5, zN−5) = R−h1,...,−hN−4(τ1, z1, . . . , τN−5, zN−5) . (2.15)
Due to (2.4), we observe that parity is a symmetry of BDS-normalized MHV amplitudes.
Next, the target-projectile transformation F is a particular flip symmetry of the di-
hedral symmetry respected by MHV amplitudes and superamplitudes that has a natural
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action in the Multi-Regge limit. As its name suggests, it amounts to exchanging the two
initial-state gluons and reversing their orientation, or more generally pi → −pN+3−i. At
the level of cross ratios and the variables describing the limit, this translates to
F :
{
u1i ↔ u1N−4−i , u2i ↔ u3N−4−i and τi ↔ τN−4−i ,
zi ↔ 1/zN−4−i and ρi ↔ 1/ρN−4−i ,
(2.16)
respectively. The reversal of the orientation has the same effect on particle helicities, such
that the action of target-projectile transformation on the amplitude becomes
FRh1,...,hN−4 (τ1, z1, . . . , τN−5, zN−5) = R−hN−4,...,−h1 (τ1, z1, . . . , τN−5, zN−5) . (2.17)
In particular for MHV amplitudes again (2.4) reveals again that the target-projectile trans-
formation is a symmetry of the terms with a symmetric combination
∏
i log
k τi of large
logarithms.
Finally, for our purposes it will also be necessary to review the behavior of the am-
plitude when taking soft limits. As a consequence of the fact that the BDS amplitude
captures all soft/collinear divergences of the amplitudes, the BDS-normalized ratio (2.3) is
finite in the limit where the momentum of any of the produced gluons becomes soft, and
reduces to the same quantity with one leg less.
More concretely, in terms of the transverse cross ratios in MRK, the limits and the
behavior of R in them are described by
z1 → 0 : Rh1h2...(τ1, z1, τ2, z2, . . .)→ Rh2...(τ2, z2, . . .) , (2.18)
zi → 0 , zi−1zi fixed : R...hi...(. . . , τi−1, zi−1, τi, zi, . . .)→ R...hˆi...(. . . , τi−1τi,−zi−1zi, . . .) ,
zN−5 →∞ : R...hN−5hN−4(. . . , τN−6, zN−6, τN−5, zN−5)→ R...hN−5(. . . , τN−6, zN−6) ,
with 2 ≤ i ≤ N − 5 on the second line, and where for compactness we only included
the dependence on the relevant helicities, with the hat indicating that the corresponding
helicity is absent. The same limits can be equivalently formulated in terms of the ρi
variables, and correspond to
ρi−1 = ρi , i = 1, . . . , N − 4 , with fixed ρ0 = 0, ρN−4 =∞ . (2.19)
For the MHV ratio, of course all symmetries and soft limits discussed here also carry over
to its logarithm, the remainder function (2.4).
2.3 Single-valued multiple polylogarithms
N -particle amplitudes in MRK are expected to be described by single-valued iterated
integrals on the space of configurations of N − 2 points on the Riemann sphere. This
implies that they do not have branch cuts in the zi plane, only isolated singularities when
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at least one of their symbol letters vanishes. These functions can always be expressed in
terms of polylogarithms, defined by the iterated integral
G(a1, . . . , an; z) =
∫ z
0
dt
t− a1G(a2, . . . , an; t) , (2.20)
and the recursion starts with G(; z) = 1. In the special case where all the ai are zero, we
define
G(0, . . . , 0︸ ︷︷ ︸
n times
; z) =
1
n!
logn z . (2.21)
As we argued in our previous work [69], for N -particle amplitudes in the multi-Regge limit
the singularities, i.e., the symbol entries, are described by the cluster algebra AN−5×AN−5,
where the two copies of AN−5 are conjugate to each other. We refer to this class of
functions as (single-valued) AN−5 ×AN−5 polylogarithms.
Focusing on the case of a single variable z and its complex conjugate for simplicity,
i.e. the case A1 × A1, if F (z, z¯) is a single-valued multiple polylogarithm (SVMPL), its
holomorphic part F h(z) is defined to be the strict limit z¯ → 0 with z fixed, and with any
divergent logarithms log z¯ also removed. Namely,
F h(z) = F (z, 0)
∣∣∣
log z¯→0
, (2.22)
with the obvious generalization to the antiholomorphic part, or to more variables. We refer
to the holomorphic part of single-valued AN−5 × AN−5 polylogarithms as AN−5 polyloga-
rithms.
A key property of SVMPLs, is that they can be uniquely reconstructed from the
knowledge of their (anti)-holomorphic part with the help of the single-valued map s,
F (z, z¯) = F h(z)
∣∣∣
G(~a;z)→s(G(~a;z))
. (2.23)
This immediately follows from the fact that
s(G(~a; z))
∣∣∣
z¯→0, log z¯→0
= G(~a; z) . (2.24)
The single-valued map s was algorithmically constructed in [79, 80] for arbitrary periods,
and explicitly specialized to multiple polylogarithms in [69]. As an example we give its
action on weight 1 and 2 polylogarithms below,
s (Ga(z)) ≡ Ga(z) = Ga(z) +Ga¯(z¯), (2.25)
s (Ga,b(z)) ≡ Ga,b(z) = Ga,b(z) +Gb¯,a¯(z¯) +Gb(a)Ga¯(z¯) +Gb¯(a¯)Ga¯(z¯)
−Ga(b)Gb¯(z¯) +Ga(z)Gb¯(z¯)−Ga¯(b¯)Gb¯(z¯) , (2.26)
where here and in what follows we adopt the convention
G(a1, . . . an; z) = Ga1,...an(z) , (2.27)
and similarly for G, for compactness.
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The single-valued map provides an important isomorphism between the algebra of the
multiple polylogarithms and that of the SVMPLs. It furthermore plays a crucial role in the
reconstruction of single-valued results from the dispersive representation of the amplitude
in MRK, which provides a straightforward way to obtain the (anti)-holomorphic part of
the amplitude through a Fourier-Mellin integral.
3. The BFKL equation at finite coupling
In this section, we will obtain a dispersion integral describing the multi-Regge limit of the
2 → 5 amplitude that is well-defined at any logarithmic accuracy, based on the eikonal
approach of [73]. We review the basic ingredients of this approach for the 2→ 4 amplitude
in subsection 3.1, before extending it the 2 → 5 MHV amplitude in subsection 3.2. The
reader interested in the final result may jump directly to section 3.3, where we present the
generalization of the integral to any helicity configuration, along with certain redefinitions
of its building blocks, which will prove more convenient in what follows.
3.1 6-points
For 2 → 4 scattering in the multi-Regge limit, the six-point remainder function R6 in the
region where we analytically continue the energy components of all produced particles is
given by the all-order dispersion relation1
eR6(z)+iδ6(z) = 2piif++ , (3.1)
f++ =
a
2
∞∑
n=−∞
(z
z¯
)n
2
∫ ∞
−∞
dν
2pi
Φ˜(ν, n)|z|2iνe−Lω(ν,n), (3.2)
where
L = log(
√
u21u31) + ipi = log(τ) + ipi , (3.3)
contains the logarithms that become large in the limit, whereas ω(ν, n) is the BFKL eigen-
value and Φ˜(ν, n) is the product of the impact factors respectively, to all orders in the
coupling
a = 2g2 =
λ
8pi2
. (3.4)
The phase δ6 appearing on the left-hand-side is the BDS contribution defined in ref. [27],
which is given to all orders in perturbation theory as
δ6(z) = pi Γ log
u2u3
(1− u1)2 = pi Γ log
|z|2
|1− z|4 , Γ ≡
γK
8
=
Γcusp
4
, (3.5)
where Γ is proportional to the cusp anomalous dimension
γK(a) = 4a−4ζ2a2+22ζ4a3−
(219
2
ζ6+4ζ
2
3
)
a4+
(1774
3
ζ8+8ζ2ζ
2
3 +40ζ3ζ5
)
a5+O(a6) , (3.6)
1Note that we have (zi/z¯i)
n/2 = (−1)n(wi/w¯i)n/2 when converting any of the dispersion relations
considered in this paper between zi ↔ −wi, because any choice of branch on the square roots should also
respect complex conjugation. For example, if we choose
√
z = i
√
w, then we must also have
√
z¯ = −i√w¯.
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known to all loops from integrability (see [81] for a review).
We note that (3.2) differs from other results in the literature, in particular from [28].
This can be traced back to the choice of the integration contour to be used in (3.2), which
we have not specified so far. The two formulations are in fact equivalent via a change of
integration contour [73], as we explain below. We should also note that one could equally
well use Γ as an expansion parameter, rather than a. Based on this choice, and some other
considerations we will review in what follows, there exist two different definitions of Φ˜(ν, n)
in the literature,
a
2
Φ˜(ν, n) =
a
2
Φreg(ν, n)
ν2 + n
2
4
=
ΓΦ(ν, n)
ν2 + n
2
4 − pi2Γ2
, (3.7)
where the first expression is due to Lipatov, Bartels and collaborators [28, 32], and the
second one is due to Caron-Huot [73].
Strong constraints on the analytic structure of the integrand in (3.2) at finite coupling
can be derived by considering the soft limits z → 0 and z → ∞. The correct soft limit
behavior of the BDS ansatz implies that R6 has to vanish there to all orders in perturbation
theory, and thus by virtue of (3.5) the left-hand-side of eq. (3.1) reduces to
lim
z→0
eR6(z)+iδ6(z) = |z|2piiΓ (3.8)
lim
z→∞ e
R6(z)+iδ6(z) = |z|−2piiΓ. (3.9)
From this we can determine the behavior of the right-hand-side of eq. (3.1) for n = 0 (terms
coming from n 6= 0 will be suppressed in the soft limit). It is evident that the integrand
should have simple poles at ν = ±piΓ, with residues
Resν=±piΓ
(
Φ˜(ν, 0)e−Lω(ν,0)
)
= ± 1
pia
, (3.10)
in order to capture the all order soft behavior of the left-hand-side. In fact, a more detailed
analysis of the soft limit reveals that it separately restricts ω(ν, n) and Φ˜(ν, n) to obey the
exact bootstrap conditions [73],
ω(±piΓ, 0) = 0, and Resν=±piΓΦ˜(ν, 0) = ± 1
pia
, (3.11)
where by virtue of (3.7), the second relation may also be written as
Φ(±piΓ, 0) = 1 . (3.12)
Finally, since the integral (3.2) diverges if the poles are located right on the real axis, the
soft limits (3.8)-(3.9) also dictate how the contour should be deformed in order to avoid
these poles on the real axis: Given that we need to close the contour on the lower (upper)
half-plane in ν for z small (large), it is also clear that the integration contour should run
above the pole at piΓ and below the pole at −piΓ, in other words
Φ(ν, 0)
ν2 − pi2Γ2 →
Φ(ν, 0)
ν2 − pi2Γ2 + i0 =
Φ(ν, 0)
(ν − piΓ + i0)(ν + piΓ− i0) , (3.13)
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as shown in fig. 1.
So far the discussion was restricted to finite coupling. As we will now review, the
knowledge of the residues and integration contour that the soft limits provide at finite
coupling, is also crucial for appropriately regularizing the divergences that appear in the
weak coupling expansion of eq. (3.2). In particular, given that at leading order Φ(ν, n)→ 1,
it is evident from (3.13) that the integrand becomes ill defined for n = 0, since evaluating
the residue in either the upper or lower half-plane leads to a divergence. In other words,
while at finite coupling the contour runs between the poles at ν = −piΓ and ν = +piΓ,
in the weak coupling expansion, where Γ = O(a) with a → 0, these two poles will move
towards ν = 0 and pinch the contour, leading to a divergence.
Consequently, we need to deform the contour at finite coupling before we are allowed
to expand in the coupling. There are two immediate choices for deforming the contour so
<(ν)
=(ν)
piΓ−piΓ
Figure 1: Integration contour for the six-gluon BFKL integral at finite coupling. Here and in
the following figures indicating different integration contours for the six-and seven-gluon BFKL
integrals, we only depict the singularities on the integration contour, not the entire ν-plane.
that it does not pass between the two poles on the real axis anymore. We can either take
plus the residue at ν = −piΓ in order to move the contour above the real line or we can
take minus the residue at ν = +piΓ to move the contour below the real line. It is possible
to preserve the symmetry of the integral by averaging between both choices, in order to
find
eR6+iδ6 = −pia
2
Res
ν=−piΓ
(
Φ˜(ν, 0)|z|2iνe−Lω(ν,0)
)
+
ia
4
∞∑
n=−∞
(z
z¯
)n
2
∫
↑
dν Φ˜(ν, n)|z|2iνe−Lω(ν,n)
+
pia
2
Res
ν=piΓ
(
Φ˜(ν, 0)|z|2iνe−Lω(ν,0)
)
+
ia
4
∞∑
n=−∞
(z
z¯
)n
2
∫
↓
dν Φ˜(ν, n)|z|2iνe−Lω(ν,n)
where ↑ (↓) denotes the contour running above (below) the real line, and the contours may
be closed in either half-plane.
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After we evaluate the residues with the help of the bootstrap conditions (3.11)-(3.12),
combine the two contour integrals by introducing the Cauchy principal value P
P
(
1
x
)
=
1
2
(
1
x+ i0
+
1
x− i0
)
, (3.14)
and reexpress the integrand with the help of (3.7), we finally obtain the separation into
the conformal Regge pole and Regge cut contribution,2
eR6+iδ6 = cos(log(|z|2)piΓ) + ia
2
+∞∑
n=−∞
(z
z¯
)n
2 P
∫ ∞
−∞
dν
Φreg(ν, n)
ν2 + n
2
4
|z|2iνe−Lω(ν,n). (3.16)
This reproduces the well known expression from ref. [28], see also [26,27,32,33]. We see that
the regularization of the integral at ν = n = 0, which in the prescription (3.14) amounts to
the taking half the corresponding residue into account, is intimately connected to the Regge
pole contribution. It is worth emphasizing however that not just this symmetric choice,
but any contour deformation that avoids a pinching is equally valid for performing the
weak coupling expansion. For example, when evaluating R6 for z small, it is advantageous
to pick the contour running below the real axis, so that after closing it from below, the
integral will no longer receive any contributions from the poles near the real axis,3
eR6+iδ6 = |z|2piiΓ + ia
2
+∞∑
n=−∞
(z
z¯
)n
2
∫
↓
dν Φ˜(ν, n)|z|2iνe−Lω(ν,n). (3.17)
The generalization to the NMHV case is straightforward. Focusing on the helicity
configuration most commonly found in the literature, see e.g. [30], the analogue of (3.1)-
(3.2) is
R+−eiδ6(z) = 2piif+− , (3.18)
f+− =
a
2
∞∑
n=−∞
(z
z¯
)n
2
∫ ∞
−∞
dν
2pi
Φ˜(ν, n)H(ν, n)|z|2iνe−Lω(ν,n), (3.19)
where the helicity flip kernel H will be defined below in eq. (3.43). At this point, it is
sufficient to note that H(ν, 0) = 1, which implies that the MHV and NMHV integrands
become identical for n = 0, and so our analysis of the poles on the integration contour as
well as the prescription to avoid them generalize straightforwardly to NMHV. Finally, the
R−+ helicity configuration may be obtained from (3.18)-(3.19) by a parity transformation
(2.15).
2In fact, we could have equally well arrived at the expression (3.16) from (3.1) and (3.13) by virtue of
the Sokhotski–Plemelj theorem on the real line,
1
x± i0 = ∓piδ(x) + P
(
1
x
)
(3.15)
for x = ν2 − pi2Γ2, together with δ(x2 − α2) = (δ(x− α) + δ(x+ α))/(2|α|).
3It is worth keeping in mind that there will still be contributions from poles in the interior of the contour
for n = 0.
– 12 –
3.2 7-points MHV
Armed with intuition from the six-point case, we now move on to propose an all-loop
dispersion-type formula for the 2 → 5 amplitude in MRK, again in the region where we
analytically continue the energy components of all produced particles. Our strategy will
be as follows:4
1. We start with a formula that expresses the remainder plus conformal BDS contribu-
tion in the Multi-Regge limit at finite coupling, as a Regge cut (integral) only, i.e.
without any explicit Regge poles.
2. We then examine the soft limits of the formula at finite coupling, which reveal to us
the positions of the poles of the integral on the real axis, their residues, as well as
the prescription for integrating around them5.
3. In the weak-coupling expansion of the integrand, these poles will pinch the contour,
leading to divergences. We may deform the original contour, prior to expanding in
the coupling, to any contour that is not pinched in the weak-coupling limit, picking
up the residues that are crossed in the process of this deformation at finite coupling,
and then expand at weak coupling.
In this manner, for any deformation described in the last step, we will obtain an integral
that is well-defined at weak coupling, plus finite-coupling residue contributions, whose
values we know from the soft limits.
p2 p3
p1 p7
p4
p5
p6
χν1
χν2
Cν1,ν2
ων1 τ1
ων2 τ2
z1
z2
Figure 2: Structure of the seven point amplitude in MRK.
So let us start with the seven-point analogues of (3.1)-(3.2) shown in Fig. 26,
eR7(z1,z2)+iδ7(z1,z2) = 2piif+++ , (3.20)
4A similar strategy for obtaining dispersion integrals of higher-point amplitudes, also in different regions,
has also been independently adopted by Basso,Caron-Huot and Sever, see [82].
5We assume that no other poles are present on the real axis but the ones dictated by the soft limits.
6To make contact with other notations used in the literature, f+++ is denoted as fω2ω3 in [71, 72], and
similarly the six-gluon analogue f++ of the previous section is denoted as fω2 .
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f+++ =
a
2
∞∑
n1=−∞
∞∑
n2=−∞
(
z1
z¯1
)n1
2
(
z2
z¯2
)n2
2
∫
dν1dν2
(2pi)2
|z1|2iν1 |z2|2iν2
× e−L1ω(ν1,n1)e−L2ω(ν2,n2)χ+(ν1, n1)C+(ν1, n1, ν2, n2)χ−(ν2, n2) ,
(3.21)
where
Li = log
√
u2iu3i + ipi = log τi + ipi , (3.22)
and the conformally invariant part of the 1-loop Regge cut coming from the BDS ansatz
is7
δ7(z1, z2) = 2piΓ log
√
u21u31u22u32
1− u˜ = piΓ log
|z1z2|2
|1− z2 + z1z2|4 .
(3.23)
In addition, apart from the BFKL eigenvalue encountered in the previous section, χ±(ν, n)
are the two BFKL impact factors at the end of the ladder [32], whose product with equal
arguments also appeared in the hexagon case8
χ+(ν, n)χ−(ν, n) = Φ˜(ν, n) . (3.24)
Finally, C+(ν1, ν2, n1, n2) is the central emission block, a new ingredient in the BFKL
approach to the heptagon compared to the hexagon, first computed to leading order in [70].
Next, we consider the three soft limits where the momentum of one of the produced
particles goes to zero, and R7 reduces to R6. With the help of (3.23) we find that in the
soft limits the left-hand-side of eq. (3.20) becomes,
lim
z1→0
eR7+iδ7 = eR6(z2)+iδ6(z2)|z1|2piiΓ, (3.25)
lim
z2→∞
eR7+iδ7 = eR6(z1)+iδ6(z1)|z2|−2piiΓ, (3.26)
lim
z2→0, z1z2 fixed
eR7+iδ7 = eR6(z1z2)+iδ6(z1z2). (3.27)
Note that the last soft limit is also equivalent to z1 →∞ with z1z2 fixed. From the behavior
in the soft limits we can determine that the r.h.s of eq. (3.20), more precisely the integrand
in eq. (3.21), needs to have a pole ν1 = piΓ− i0 for the n1 = 0 term in the sum, a pole at
ν2 = −piΓ + i0 for n2 = 0, as well as at ν1 = ν2 + i0 (or equivalently at ν2 = ν1 − i0) for
n1 = n2. Furthermore, it is easy to check that the above relations hold if the residues on
7See for example [71], where δ7 → δ14 is expressed in terms of the transverse momenta of the produced
gluons, and the momentum transfer between them. It can be recast in terms of (transverse) cross ratios by
virtue of the kinematic analysis of [70], as adapted to our conventions in [69].
8The fact that the integrand contains impact factors of opposite helicity can be understood by thinking
about the momentum flow along the ladder: If we assume that its actual direction is from the χ+ towards
the χ− impact factor, then in all-outgoing momentum conventions for these impact factors, the helicity
assignments of the gluons associated with χ+ and χ− will be (−+ +) and (−−+), respectively. Hence the
two must be related by parity.
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those poles are equal to
Res
ν1=piΓ
(
χ+(ν1, 0)C
+(ν1, 0, ν2, n2)χ
−(ν2, n2)
)
= iΦ˜(ν2, n2) , (3.28)
Res
ν2=−piΓ
(
χ+(ν1, n1)C
+(ν1, n1, ν2, 0)χ
−(ν2, 0)
)
= −iΦ˜(ν1, n1) , (3.29)
Res
ν1=ν2
(
χ+(ν1, n2)C
+(ν1, n2, ν2, n2)χ
−(ν2, n2)
)
= −i(−1)n2eipiω(ν2,n2)Φ˜(ν2, n2) . (3.30)
where we already took the condition (3.11), as well as eq. (3.24), into account. The previous
equations can be seen as an integrand formulation in Fourier-Mellin space of the soft limits
of the amplitude. In particular, if the residues take the values in (3.28), (3.29) and (3.30),
then the integrand with respect to the second integration variable becomes identical to the
hexagon integrand9. At this point we have to make a comment about these relations. Since
the soft limits are valid for the integrated amplitude after Fourier-Mellin transformation,
any integrand formulation is in principle valid only up to terms that vanish when computing
the Fourier-Mellin transform. For example, we could add to (3.28) any function of (ν1, n1)
which is mapped to zero by the Fourier-Mellin transform, without changing the soft limit
of the amplitude. Since the Fourier-Mellin transform is invertible, any such function which
maps to zero is necessarily trivial, and so the bootstrap conditions (3.28), (3.29) and (3.30)
follow indeed from the soft limits of the full amplitude.
Finally, we come to address the necessity for a contour deformation before perform-
ing the weak coupling expansion. Given our assumption, stated in footnote 5, that no
other singularities should be present on the real axis but the ones dictated by soft limits,
eqs. (3.28)-(3.30), we observe that when at least one of the ni is different from zero, we
can have at most one pole on the real axis for either integration variable. In this case one
can safely expand at weak coupling, because no pinching can occur. Therefore we only
need to consider a contour deformation for the case where n1 = n2 = 0 simultaneously,
depicted in figure 3. There, we see that if after we close the contour at infinity, we receive
a contribution from a residue on the real line in any of the integration variables, the in-
tegral left to do in the other integration variable will have the same pole structure as the
hexagon integral of figure 1, whereby the poles pinch the contour at weak coupling. We
will therefore have to deform the contour before expanding, and the simplest choice will
be to pick a new contour such that it does not contain any poles on the real axis. For
example, in the region z1  1, z2  1, where we close ν1 from below and ν2 from above,
we can deform the contour as follows. Let us first schematically rewrite the integrand in a
way that exposes the pole structure of the n1 = n2 = 0 integrand in (3.21),
I ≡ a
2(2pi)2
|z1|2iν1 |z2|2iν2e−L1ω1−L2ω2χ+(ν1, 0)C+(ν1, 0, ν2, 0)χ−(ν2, 0)
=
f(ν1, ν2)
(ν1 − piΓ)(ν1 − ν2)(ν2 + piΓ) ,
(3.31)
9The exponential factor in the last relation is present because for ν1 = ν2 the term multiplying −ω
in (3.21) becomes L1 + L2, whereas the corresponding large logarithm in (3.27) should be
L′ = log(τ1τ2) + ipi = L1 + L2 − ipi .
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<(ν1)
=(ν1)
piΓν2
<(ν2)
=(ν2)
ν1−piΓ
Figure 3: Integration contour for the seven-gluon BFKL integral.
where f(ν1, ν2) is now regular for any real νi. Then, we can rewrite our original contour as∫
dν1dν2f(ν1,ν2)
(ν1−piΓ+i0)(ν1−ν2−i0)(ν2+piΓ−i0) =
∫
dν1dν2f(ν1,ν2)
(ν1−piΓ−i0)(ν1−ν2−i0)(ν2+piΓ−i0) (3.32)
+ 2pii
∫
dν2f(piΓ,ν2)
(ν2−piΓ+i0)(ν2+piΓ−i0)
=
∫
dν1dν2f(ν1,ν2)
(ν1−piΓ−i0)(ν1−ν2−i0)(ν2+piΓ+i0)
+ 2pii
∫
dν1f(ν1,−piΓ)
(ν1−piΓ−i0)(ν1+piΓ−i0)
+ 2pii
∫
dν2f(piΓ,ν2)
(ν2−piΓ+i0)(ν2+piΓ−i0)
=
∫
dν1dν2f(ν1,ν2)
(ν1−piΓ−i0)(ν1−ν2−i0)(ν2+piΓ+i0)
+ 2pii
∫
dν1f(ν1,−piΓ)
(ν1−piΓ+i0)(ν1+piΓ−i0)
+ 2pii
∫
dν2f(piΓ,ν2)
(ν2−piΓ+i0)(ν2+piΓ−i0) + (2pii)
2 f(piΓ,−piΓ)
2piΓ
,
where already in the second equality the double integral is free of poles on the real axis,
and in going from the second to the third equality, we changed the contour of the single
ν1 integral to make it identical to that of figure 1. The reason is that due to the bootstrap
conditions (3.11) and (3.28)-(3.30), also the integrand of these simple integrals becomes
identical to the hexagon integral in (3.2), up to factors independent of the integration
variable,
2pii
∫
dν1f(ν1,−piΓ)
(ν1−piΓ+i0)(ν1+piΓ−i0) =|z2|
−2piiΓ a
2
∫
dν1
2pi
Φ˜(ν1, 0)|z1|2iν1e−L1ω(ν1,0) ,
2pii
∫
dν2f(piΓ,ν2)
(ν2−piΓ+i0)(ν2+piΓ−i0) =|z1|
2piiΓ a
2
∫
dν2
2pi
Φ˜(ν2, 0)|z2|2iν2e−L2ω(ν2,0) .
(3.33)
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Similarly, for the double residue in the last line of (3.32) we obtain
(2pii)2Resν1=piΓResν2=−piΓI = (2pii)
2 f(piΓ,−piΓ)
2piΓ
= − 1
2pii
|z1|2piiΓ
|z2|2piiΓ . (3.34)
Choosing to deform the contour in the same fashion for the case where one of the ni is zero
and the other nonzero, so that they contain no poles on the real axis, we observe that the
summands combine nicely to yield
eR7+iδ7 = |z1|2piiΓeR6(z2)+iδ6(z2) + |z2|−2piiΓeR6(z1)+iδ6(z1) − |z1|
2piiΓ
|z2|2piiΓ + 2piif˜+++ , (3.35)
where f˜+++ is defined precisely as in (3.21), but now with the integration contour of the
last equality in eq. (3.32), which is also illustrated in figure 4. Notice that the presence of
the second-to-last term from the right, coming from eq.(3.34), is necessary for reproducing
the soft limits (3.25)-(3.26). We stress that although the above formula, which is the 7-
point analogue of (3.17), holds independently of how we choose to close the integration
contours, it is only valid in the region z1  1, z2  1 which is convenient for expanding
at weak coupling. This is because the ν1 = ν2 residue is a simple integral that diverges
at weak coupling, and so it cannot be contained in our closed contour. By deforming the
<(ν1)
=(ν1)
piΓν2
<(ν2)
=(ν2)
ν1−piΓ
Figure 4: The deformed integration contour for the seven-gluon BFKL integral, which is convenient
for the weak coupling expansion in the region z1  1, z2  1.
contour in (3.32) around the ν1 = ν2 pole, we similarly find
eR7+iδ7 = eR6(z1z2)+iδ6(z1z2) + 2piifˇ+++ , (3.36)
where again fˇ+++ is defined as in (3.21), but this time the contour is the one that results
after we exchange ν1 ↔ ν2 in figure 4. The last formula is particularly suited for the weak
coupling expansion in the z1  1, z2  1 region. Finally, one may tempted to take the
average of (3.35)-(3.36) as the analogue of (3.16), however at least currently it seems that
it is not convenient for the weak coupling expansion, since it will lead to pinching in both
contours.
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3.3 Summary and extension to any helicity
In the previous section, for simplicity we focused on the MHV 2 → 5 amplitude. Here
we will present the generalization of the all-loop dispersion integral (3.20)-(3.23), as well
as the exact bootstrap conditions (3.28)-(3.30) that are obeyed by the building blocks, for
arbitrary helicity configurations.
Using definitions of subsection 2.1, the multi-Regge limit of the BDS-normalized N = 7
particle amplitude (2.3) will be given by
Rh1h2h3eiδ7(z1,z2) = 2piifh1h2h3 , (3.37)
fh1h2h3 =
a
2
∞∑
n1,n2=−∞
(
z1
z¯1
)n1
2
(
z2
z¯2
)n2
2
∫
dν1dν2
(2pi)2
|z1|2iν1 |z2|2iν2Φ˜(ν1, n1)Φ˜(ν2, n2)
× e−L1ω(ν1,n1)−L2ω(ν2,n2)Ih1(ν1, n1)C˜h2(ν1, n1, ν2, n2)I¯h3(ν2, n2) , (3.38)
with
Li = log τi + ipi , δ7(z1, z2) = piΓ log
|z1z2|2
|1− z2 + z1z2|4 , (3.39)
as well as
Φ˜(ν, n) = χ+(ν, n)χ−(ν, n) , (3.40)
as defined previously, and the contour of integration as depicted in figure 3. In addition,
we have expressed the integrand in terms of the rescaled quantities10
C˜h(ν1, n1, ν2, n2) ≡ C
h(ν1, n1, ν2, n2)
χ−(ν1, n1)χ+(ν2, n2)
(3.41)
and
Ih(ν, n) ≡ χ
h(ν, n)
χ+(ν, n)
=
{
1, h = +
H(ν, n) h = −
(3.42)
with I¯h denoting the complex conjugate of Ih. In the last equation,
H(ν, n) =
x
(
u(ν)− in2
)
x
(
u(ν) + in2
) , (3.43)
is the helicity flip kernel, or NMHV form factor, known to all loops from integrability [39],
as is also the case for the hexagon impact factor Φ˜. The precise definition of the Zhukowski
variables x and the rapidities u will not be important for our purposes, and we will be
explicitly providing the weak-coupling expansion of H in section 5. A crucial property
that however follows immediately from the above representation, is that
H(ν, 0) = 1 ⇒ Ih(ν, 0) = 1 . (3.44)
10In more detail, the generalization of (3.21) to arbitrary helicity follows from χ+C+χ− → χh1Ch2χ−h3,
which can then be recast in the form (3.38) after we plug in the solution of (3.42) and (3.41) for χh and
Ch respectively, and finally use (3.40).
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The most significant advantage of defining a rescaled central emission block as in (3.41),
is that it allows us to formulate separate exact bootstrap conditions for the latter: Along
with the conditions
ω(±piΓ, 0) = 0, and Resν=±piΓ
(
Φ˜(ν, 0)
)
= ± 1
pia
, (3.45)
which as we reviewed in section 3.1 follow from the analysis of the six-gluon amplitude,
the consistency of soft limits of the seven-point amplitude requires
C˜h(piΓ, 0, ν2, n2) = ipia I
h(ν2, n2) , (3.46)
C˜h(ν1, n1,−piΓ, 0) = −ipia I¯h(ν1, n1) , (3.47)
Res
ν1=ν2
C˜h(ν1, n2, ν2, n2) =
−i(−1)n2eipiω(ν2,n2)
Φ˜(ν2, n2)
, (3.48)
as well as
Ch(−piΓ, 0, ν2, n2) = Ch(ν1, n1, piΓ, 0) = 0 . (3.49)
In particular, eqs. (3.46)-(3.48) for h = + follow from (3.28)-(3.30) and (3.45), after also
taking into account that C˜h must be regular at n1 = 0, ν1 = piΓ and n2 = 0, ν2 = −piΓ for
the soft limits (3.25)-(3.26) to hold (e.g. a pole would lead to additional log zi dependence
that is incompatible with these limits). In a similar spirit, the regularity of the entire
integrand at n1 = 0, ν1 = −piΓ and n2 = 0, ν1 = piΓ implies (3.49), so as to cancel the poles
of either of the Φ˜(νi, ni) there.
Then, the extension of these conditions to C˜− can be done by recalling that the MHV
and MHV amplitudes must be equal to each other, R+++ = R−−−, as a consequence
of their equivalence to the same bosonic Wilson loop under the Wilson loop/amplitude
duality. Imposing this on (3.37)-(3.38) implies
C˜−(ν1, n1, ν2, n2) = H(ν1, n1)C+(ν1, n1, ν2, n2)H(ν2, n2) , (3.50)
allowing us to obtain (3.46)-(3.48) for h = − from h = +, also with the help of (3.44). Note
that the last formula implies that we only need consider ω, Φ˜, H and C˜+ as the independent
building blocks of the integrand, and then C˜− may be expressed in terms of the last two.
Finally, by deforming the contour, it is possible to equivalently write (3.37)-(3.38) as
Rh1h2h3eiδ7 = |z1|2piiΓRh2h3(z2)eiδ6(z2) + |z2|−2piiΓRh1h2(z1)eiδ6(z1) −
|z1|2piiΓ
|z2|2piiΓ + 2piif˜h1h2h3 ,
(3.51)
where f˜h1h2h3 is defined as in (3.41), but with the integration contour illustrated in fig-
ure 4. In what follows, we will almost exclusively be using this form of the dispersion
integral, which is particularly convenient for its weak-coupling expansion in the region
z1  1, z2  1 we will consider.
4. From symbols to functions in MRK
In the previous section, we succeeded in obtaining an all-order dispersion integral describing
the multi-Regge limit of the 2 → 5 amplitude of any helicity configuration, that is well
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defined at arbitrary logarithmic accuracy. In order to complete the description we also
need to determine the building blocks of the integrand, and while the ones associated to
the six-particle amplitude are known to all loops, the (rescaled) central emission block
(3.41) is only known to leading order [70].
The aim of the next two sections will thus be to extract the central emission block at
higher order from the known perturbative data for the amplitude, exploiting the fact that
if we know the left-hand side of (3.37) at ` loops, we can determine all building blocks
in (3.38) at N`−1LO, since they start at O(a0). In particular, in this section we will first
promote the known 2-loop symbol of the MHV seven-particle amplitude [74] to a function.
From this, we will in fact obtain all 2-loop MHV amplitudes in the multi-Regge limit,
by similarly promoting their interesting factorization property, i.e. their decomposition
into building blocks associated with the six- and seven-particle amplitude, that was also
discovered in ref. [74].
In subsection 4.1, we first establish a necessary result for our subsequent analysis,
which is however expected to have other applications as well, since it holds in general
kinematics: Based on the framework of the Operator Product Expansion (OPE) for null
polygonal Wilson loops [40–51], we derive the maximal degree of logarithmic divergences
of MHV amplitudes in the Euclidean region for any number of particles N , extending the
earlier analysis in ref. [58] of the N = 6 case. In subsection 4.2, we then use this property,
together with information from soft limits, in order to uniquely fix all beyond-the-symbol
terms of an ansatz for the 2-loop MHV seven-point amplitude, or more precisely remainder
function R
(2)
7 . Finally, in section 4.3 we obtain all 2-loop MHV amplitudes in the multi-
Regge limit, by proving that the NLLA factorization of the symbol observed in [74] must
necessarily also hold at function level.
4.1 Maximal degree of logarithmic divergence from the OPE
Let us start by stating the main result of this subsection: We will prove that the N -point
L-loop remainder function R
(L)
N in general kinematics may always be written as
R
(L)
N =
∑
0≤j1+...+jN−5≤L−1
logj1 U1 . . . log
jN−5 UN−5fj1,...,jN−5 . (4.1)
The arguments Ui, 1 ≤ i,≤ N = 5, in the logarithms in (4.1) are a specific subset of the
cross ratios Uij defined in (2.5),
Ui = UN−d i
2
e,b i
2
c+2 , i = 1, . . . , N − 5 . (4.2)
In the last relation, bxc and dxe are the floor and ceiling functions respectively. For example,
for N = 6 we have U1 = U52, for N = 7 there is U1 = U62 and U2 = U63 and for N = 8 we
have U1 = U72, U2 = U73 and U3 = U63 and so on for higher points. The representation
of the remainder function in (4.1) makes explicit some of the branch cuts in R
(L)
N . Indeed,
the functions fj1,...,jN−5 are analytic (i.e., free of branch cuts) for any of the cross ratios
Ui → 0. Note that representations of the remainder function similar to (4.1) exist also for
other subsets of cross ratios, in particular any other set obtained by acting on (4.2) with
dihedral transformations.
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The main content of (4.1) is twofold: First, the leading discontinuity of R
(L)
N , or
equivalently its maximal degree of logarithmic divergence is L − 1. And second, that one
can unshuffle all logarithms in the Ui simultaneously even in general kinematics, which is
nontrivial because it cannot be done for general polylogarithmic functions.
We now proceed with the proof, and at the end of this section also mention the general-
ization of our result beyond the MHV case. We will be relying on the Wilson loop OPE [40]
appoach and its subsequent refinements [44–46, 48], where the observable of interest is a
ratio of bosonic Wilson loops WN , which has a weak coupling expansion of the form
WN = 1 +
∞∑
L=1
aLW(L)N , (4.3)
and is related to RN by
RN = logWN − γK
4
W(1)N , (4.4)
where γK has already been defined in (3.6). The last equation encodes the fact that
although WN receives tree-level and one-loop contributions, RN only starts at two loops.
Within the Wilson loop OPE approach, the N -gon Wilson loop dual to the MHV
amplitude is tessellated into N − 5 consecutive squares, where the two segments of each
square that are part of the original Wilson loop can be thought of as a quark-antiquark pair
sourcing a color-electric flux tube. We can then decompose the Wilson loop into excitations
of this flux tube ψi, with energy Ei, momentum pi and helicity m, corresponding to the
three isometries of the square,
WN =
∑
ψ1,...,ψN−5
e
∑N−5
j (−τjEj+ipjσj+imjφj)P(0|ψ1)P(ψ1|ψ2) . . .P(ψN−6|ψN−5)P(ψN−5|0) .
(4.5)
In the above formula, the exponential factors describe the propagation of the excitations,
whereas the pentagon transitions P(ψi|ψi+1) describe the transition amplitude when an
excitation of the i-th square crosses to the neighboring square i+ 1, and the name derives
from the fact that the union of two squares forms a pentagon.
The 3N − 15 algebraically independent variables τi, σi and φi is a natural, from the
point of view of the OPE, parametrization of the conformally invariant kinematics [44].
When expressing the cross-ratios in terms of these variables, it can be shown that the
N − 5 cross ratios of (4.2) take the form
Ui =
1
1 + e2τi
, (4.6)
This formula can be obtained from the following equivalent parametrization of the expo-
nential factors in terms of so-called 4-brackets 〈ijkl〉 of momentum twistors11
e2τ2j+1 ≡ 〈−j − 1, j + 1, j + 2, j + 3〉〈−j − 2,−j − 1,−j, j + 2〉〈−j − 2,−j − 1, j + 2, j + 3〉〈−j − 1,−j, j + 1, j + 2〉 , j = 0, . . . b
N − 6
2
c ,
e2τ2j ≡ 〈−j, j + 1, j + 2, j + 3〉〈−j − 1,−j,−j + 1, j + 2〉〈−j − 1,−j, j + 2, j + 3〉〈−j,−j + 1, j + 1, j + 2〉 , j = 1, . . . b
N − 5
2
c , (4.7)
11See in particular appendix A of [45] for more details, which also contains definitions of momentum
twistors. Using the momentum twistor parametrizations of the latter reference, it is possible to relate the
OPE variables τi, σi and φi to any other set of independent variables, for example those in eq. (2.6).
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For our purposes, all the information we will need is the property
x2ij ∝ 〈i− 1, i, j − 1, j〉 , (4.8)
where the proportionality factors cancel when considering the conformal cross ratios (2.5),
together with the following identity between six momentum twistors,
〈cdef〉〈abef〉 − 〈bdef〉〈acef〉 = −〈adef〉〈bcef〉 . (4.9)
The latter is a consequence of the Schouten identity ,
〈ab〉〈cd〉 − 〈ac〉〈bd〉 = −〈bc〉〈ad〉 , (4.10)
since six points in CP3 (the twistors) are equivalent to six points in CP1 (the spinors), as can
be seen by replacing the spinor bracket of two points with a 4-bracket of its complement,
〈ab〉 → 〈cdef〉 etc. With the help of the last two formulas, we can show that indeed
1
1 + e2τ2j+1
=
〈−j − 2,−j − 1, j + 2, j + 3〉〈−j − 1,−j, j + 1, j + 2〉
〈−j − 2,−j − 1, j + 1, j + 2〉〈−j − 1,−j, j + 2, j + 3〉 = U−j−1,j+2 ,
1
1 + e2τ2j
=
〈−j − 1,−j, j + 2, j + 3〉〈−j,−j + 1, j + 1, j + 2〉
〈−j − 1,−j, j + 1, j + 2〉〈−j,−j + 1, j + 2, j + 3〉 = U−j,j+2 ,
(4.11)
and (4.2) neatly combines the separate odd and even cases of the last equation.
At weak coupling, the tree-level term in (4.3) comes from the vacuum state, whereas
excitations on top of it have energies
Ei = Mi + γia+O(a2) , (4.12)
where Mi is the excitation number. The value of the one-loop correction to the energy γi
depends on the type of the excitation, but will not be relevant for our discussion. Thus
expanding (4.5) at weak coupling, and given that
τi = −1
2
logUi +
1
2
log(1− Ui) , (4.13)
we see that at L loops the terms that maximize the sum of powers of logUi will be
∑
Mi
N−5∏
i=1
(−aγiτi)ji
ji!
e
∑
i(−τiMi+ipiσi+imiφi)a[P(0|ψ1) . . .P(ψN−5|0)](1) ,
N−5∑
i
ji = L− 1 ,
= aL
ji∑
li=0
N−5∏
i=1
logli Ui × (terms analytic as Ui = 0) . (4.14)
All other terms in the OPE will also have the same general structure as (4.14) but with
fewer powers of logUi (this also includes so-called small fermions which have γi = 0 and
in fact start at O(a3), see for example [46]), which proves that W(L)N has the structure of
the right-hand side of eq. (4.1). Then by virtue of (4.3) and (4.4), the same will be true
for R
(L)
N , which thus completes the proof.
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A very similar statement also holds true beyond the MHV case, where it is more conve-
nient to consider the entire superamplitude, rather than its gluonic component alone. This
is then dual to a super-Wilson loop, whose OPE is equal to the same expansion for MHV,
times non-MHV form factors [45, 49–51]. These form factors may increase or decrease the
order at which OPE excitations begin to contribute, and indeed, some components of the
superamplitude, or more precisely ratio function, are nontrivial at tree level. By repeat-
ing the arguments presented above, if a component of the dual super-Wilson loop receives
its first nontrivial OPE contribution at k loops, then the total degree of its logarithmic
divergence at L loops should be L− k.
4.2 The function-level 7-particle 2-loop MHV amplitude in MRK
In this subsection, we will promote the known 2-loop symbol of the heptagon remainder
function in the multi-Regge limit of ref. [74], as defined in (2.4) for N = 7, and in the
region corresponding to the analytic continuation (2.13), to a function R
(2)
7 .
Let us start by reviewing the relevant information from the aforementioned paper,
where it was shown that
R
(2)
7 (z1, z2)
2pii
=
2∑
i=1
(
2f(ρi) log τi + f˜(ρi)
)
+ g(ρ1, ρ2) , (4.15)
where
ρ1 = − z1z2
1− z2 , ρ2 = (1− z1)z2 , (4.16)
are the coordinates defined in (2.10)-(2.11) specialized to N = 7, and the functions f, f˜ are
the LLA and NLLA parts of the hexagon remainder function,
R
(2)
6 (z1)
2pii
= 2f(z1) log τ1 + f˜(z1) , (4.17)
this time in the region corresponding to the analytic continuation (2.13), but for N = 6
(two-particle cut). Explicitly we have [32], in the coupling normalization of (3.4),
4f(z) = 4f(1/z) =
1
2
log |1− z|2 log |1− z|
2
|z|2 = −
1
2
G0(z)G1(z) + 1
2
G21(z) ,
4f˜(z) = 4f˜(1/z) = −4Li3(z)− 4Li3(z¯) + 2 log |z|2(Li2(z) + Li2(z¯)) (4.18)
+
1
3
log2 |1− z|2 log |z|
6
|1− z|4 −
1
2
log |1− z|2 log |1− z|
2
|z|2 log
|z|2
|1− z|4
= −2G0(z)G0,1(z) + 4G0,0,1(z) + 1
3
G1(z)3 − 1
2
G0(z)G1(z)2 + 1
2
G0(z)2G1(z) .
Finally, the symbol, as well as a 25-parameter functional representative for the genuinely
heptagonal NLLA function g, were found in [74]. Here we fix all remaining ambiguity, and
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show that
4g(ρ1, ρ2) =2G0,1,1/ρ1 (1/ρ2)− 2G1,1,1/ρ1 (1/ρ2)− G1/ρ1 (1/ρ2)G0,1 (1/ρ2)
− G0 (ρ1)G0,1/ρ1 (1/ρ2) + G1 (ρ1)G0,1/ρ1 (1/ρ2)
+ G0 (ρ1)G1,1/ρ1 (1/ρ2) + G0 (ρ2)G1,1/ρ1 (1/ρ2)
− G1 (ρ1)G1,1/ρ1 (1/ρ2)− G1/ρ1 (1/ρ2)G0,1 (ρ1)
− G1 (ρ1)G0,1 (1/ρ2) + G1,1/ρ1 (1/ρ2)G1 (1/ρ2)
+
1
2
G0 (ρ1)G1 (ρ1)G1/ρ1 (1/ρ2)−
1
2
G0 (ρ1)G1 (ρ1)G1 (1/ρ2)
− 1
2
G0 (ρ2)G1 (ρ1)G1 (1/ρ2)− 1
2
G0 (ρ2)G1/ρ1 (1/ρ2)G1 (1/ρ2)
+ G0,1 (ρ1)G1 (1/ρ2) ,
(4.19)
with the definitions (2.25), etc. for the single-valued G-functions appearing here, thus fully
specifying R
(2)
7 at function level.
For the remainder of this subsection, we will describe how we have obtained eq. (4.19).
Specializing the discussion of subsection 2.3 to the seven-particle amplitude, we infer that
the relevant class of functions for describing it are single-valued A2 polylogarithms. The
construction of a basis of such functions at any weight is given in appendix A.1. Then, if
we know the symbol of any function in this space (in this case, the symbol of g), we can
find a representative function either by matching it against the symbol of an ansatz made
of the basis functions of the same weight, as was done in [74], or, even better, by directly
integrating the symbol along a given contour, as also reviewed in appendix A.1.
The actual function may differ from the representative function by beyond-the-symbol
terms, namely transcendental constants multiplying lower-weight functions of the same
type. Assuming that the only transcendental constants appearing here are multiple zeta
values (MZV), we thus form an ansatz for the actual function by augmenting the repre-
sentative function with all products of MZVs with the bases of lower-weight functions,
multiplied by yet-to-be-determined coefficients.
In more detail, we may form separate ansa¨tze for the imaginary and real parts of R
(2)
7 ,
which at two loops will have weight three and two, respectively. However, by virtue of the
property (4.1), R
(2)
7 has vanishing real part in the region where all produced particles have
a negative energy. The functions f and f˜ are determined from the six-point amplitude
and are known to be real. Hence, the function g must also be real. We thus only need
form an ansatz for the real part of g, which after taking into account parity and projectile
symmetry, also discussed in appendix A.1, will contain just four undetermined coefficients:
a constant ζ3 term, plus ζ2 times the three parity and flip symmetric weight-one functions
G0(ρ1) + G0(1/ρ2) , G1(ρ1) + G1(1/ρ2) , Gρ2(ρ1) . (4.20)
The final piece of information from subsection 2.2 we will rely on in order to arrive at
a unique answer will be the expected behavior of the amplitude in soft limits. From (4.18)
we can easily see that
f(0) = f˜(0) = 0 , (4.21)
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in agreement with (2.18)-(2.19) and the fact that R5 = 0. Similarly, the three soft limits
of the heptagon building block g require
g(0, ρ2) = 0 , (4.22)
g(ρ1,∞) = 0 , (4.23)
g(ρ1, ρ1) = −f˜(ρ1) . (4.24)
As explained in the last paragraph of appendix A.1, taking the limits on the left-hand
side is straightforward, after expressing it in the Lyndon basis (A.1). The first limit sets
the coefficients of the constant ζ3 terms and the first two logarithms in (4.20) to zero.
The second limit is related to the first one by target-projectile symmetry, which leaves g
invariant, g(ρ1, ρ2) = g(1/ρ2, 1/ρ1). Therefore it will not provide any new information,
since our ansatz already respects this symmetry. Finally, the third limit ρ2 → ρ1 also sets
the coefficient of the third logarithm in (4.20) to zero, since there it is the only term that
becomes divergent.
We thus arrive at the unique answer (4.19) for the function g, or equivalently the
heptagon remainder function in MRK. Both of them can be found in the attached ancillary
file R2MRK.m.
4.3 All function-level 2-loop MHV amplitudes in MRK
Quite interestingly, from the result of the previous section, we can also obtain all 2-loop
MHV amplitudes, in any region in which the adjacent particles k + 3, k + 4, . . . , l+ 3 have
their energy signs flipped. In particular, we will show that in the region in question, we
have
R
(2)
N [k+3,l+3]
2pii
=
l−1∑
i=k
(
2f(vi) log τi + f˜(vi)
)
+
l−2∑
i=k
g(vi, vi+1) , (4.25)
where the hexagon f, f˜ and heptagon g building blocks have already been provided in
(4.18)-(4.19), and the variables vi are slight generalizations of the ρi variables defined in
(2.10)-(2.11), corresponding to simplicial coordinates on the Riemann sphere with l−k+ 3
marked points.12 They are related to the usual transverse cross ratios zi by
zj =
(vj−1 − vj)(1− vj+1)
(vj+1 − vj)(1− vj−1) , j ∈ {k, . . . , l − 1} , (4.26)
with the boundary conditions vk−1 = 0, vl =∞.
The above result has already been established at symbol level in [74],13 so more pre-
cisely here we will prove that if it holds at symbol level, then must necessarily also hold at
function level.
It can be seen that by virtue of (4.21)-(4.24), the right-hand side of (4.25) has correct
soft limit behavior, namely it reduces to the same function with one leg less. Therefore if
12That is, for the long cut with k = 1, l = N − 4 the two sets of variables coincide, vi = ρi.
13Note however that we have modified the conventions slightly: zi = −wi+3 and vherei = −vtherei+3 .
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this factorization is to break down beyond symbol level, it can only be through terms that
vanish in the soft limit.
From the results of subsection (4.1) we know that the 2-loop remainder function has a
vanishing real part for any N , so the only factorization-violating beyond-the-symbol terms
are transcendental constants or weight-1 functions. Given that the latter are single-valued,
they can never turn into transcendental constants in the soft limit, and therefore one cannot
add transcendental constants to the right-hand side of (4.25) without violating soft limits.
With the weight-1 SVMPLs remaining as the only allowed beyond-the symbol terms
not captured in (4.25), we will now show that there exists no linear combination thereof
that vanishes in all soft limits, and therefore they too should be absent. Forgetting target-
projectile symmetry momentarily, the weight-1 SVMPLs that can appear in N -point scat-
tering in MRK will be
log |vi| , log |1− vi| , log |vi − vj | , i < j = k, . . . , l − 1 . (4.27)
This is a consequence of the fact that in the regions we are considering, the multi-Regge
limit is described by a configuration of l − k + 3 points xi (out of a total of N − 2)
in CP1, which can only have singularities when two of the points coincide, i.e. of the
form log(xi − xj), plus complex conjugates. Equation (4.27) then follows from single-
valuedness and the fact that the vi coordinates are a particular set of simplicial coordinates
parametrizing this space, in absolute analogy to (2.10) for the k = 1, l = N − 4 case.
Soft limits prohibit logarithms of adjacent vi, log |vi−1 − vi|, to appear, since for each
i they will be the only ones that diverge in the vi−1 = vi limit, with all remaining terms
being finite. Then log |vi−2−vi| are also prohibited, since in the same limit they will be the
only ones that reduce to log |vi−1 − vi|, an independent function whose coefficient should
vanish. By extending the argument to differences of vi with larger and larger separation,
we thus sequentially exclude all log |vi − vj | from appearing as extra beyond-the-symbol
terms not captured by (4.25).
We are thus left with the logarithms of the first two types appearing in eq. (4.27).
All of them but log |1 − v1| can be similarly eliminated by the v1 = 0 limit, namely they
will either diverge, or remain independent functions. And going back to any soft limit not
involving v1 will also force log |1− v1| to be absent, since it will remain nonzero.
Concluding our analysis, we have shown that there exist no beyond-the-symbol terms
respecting soft limits that can be added to the right hand side of eq. (4.25) for N ≥ 7.
Therefore the interesting NLLA factorization structure observed at symbol level also holds
at function level, and the latter equation accurately describes the MRK of 2-loop MHV
amplitudes with any number of points N , in terms of the functions f, f˜ and g.
5. Extracting the NLO central emission block
Let us now combine the knowledge of seven-gluon amplitudes in MRK we have gathered
so far, namely the function-level 2-loop MHV case of section 4, and the dispersion integral
governing any helicity configuration to all loops (3.37)-(3.38). By matching the perturbative
two-loop result to the weak coupling expansion of the dispersion integral we determine a
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main result of this paper: the (rescaled) central emission block (3.41) to next-to-leading
order. This is a result which cannot be obtained from the well-studied six-gluon amplitudes.
We start by presenting the result, and describe the details of our calculation in the
following subsections. If we denote the perturbative expansion of the rescaled central
emission block as
C˜+(ν1, n1, ν2, n2) = C˜
(0)(ν1, n1, ν2, n2) + aC˜
(1)(ν1, n1, ν2, n2) +O(a2) , (5.1)
we find the result for the O(a) correction to the central emission block:
C˜(1)(ν1, n1, ν2, n2)
C˜(0)(ν1, n1, ν2, n2)
=
1
2
[
DE1 −DE2 + E1E2 + 14(N1 +N2)2 + V1V2 (5.2)
+(V1 − V2)
(
M − E1 − E2) + 2ζ2 + ipi(V2 − V1 − E1 − E2)
]
.
Here we normalized to the known leading order result, translated to our conventions [70],
C˜(0)(ν1, n1, ν2, n2) =
Γ
(
1− iν1 − n12
)
Γ
(
1 + iν2 +
n2
2
)
Γ
(
iν1 − iν2 − n12 + n22
)
Γ
(
iν1 − n12
)
Γ
(−iν2 + n22 )Γ(1− iν1 + iν2 − n12 + n22 ) . (5.3)
In the above, we have expressed the answer in terms of the hexagon BFKL building
blocks [55]
E(ν, n) = −1
2
|n|
ν2 + n
2
4
+ ψ
(
1 + iν +
|n|
2
)
+ ψ
(
1− iν + |n|
2
)
− 2ψ(1) ,
V (ν, n) ≡ iν
ν2 + n
2
4
, N(ν, n) =
n
ν2 + n
2
4
, Dν = −i∂/∂ν ,
(5.4)
with the shorthand E1 = E(ν1, n1) etc, as well a new quantity involving mixed polygamma
functions,
M(ν1, n1, ν2, n2) = ψ(i(ν1 − ν2)− n1−n22 ) + ψ(1− i(ν1 − ν2)− n1−n22 )− 2ψ(1) . (5.5)
Note however that when one changes the integration variables from angular momenta νi
to integrability-wise more natural rapidities ui [39] (taking into account that our νi differ
with the ones used in the latter reference by a factor of 1/2)
νi = ui + a
iVi
2
+O(a2) , (5.6)
then any dependence on mixed polygamma functions drops out. In other words they only
appear when we expand the arguments of the gamma functions in the inverse transforma-
tion from the ui to the νi.
We may readily check that our expression (5.1)-(5.5) indeed obeys the O(a) expansion
of the exact bootstrap conditions (3.46)-(3.49). For completeness, let us also mention the
weak coupling expansion of the BFKL eigenvalue [26,28], hexagon measure [31,55,60] and
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NMHV helicity flip kernel [29, 30, 39] (see also the last paper for all-loop expressions of
these quantities),
−ω(ν, n) = aE − a
2
4
(
D2E − 2V DE + 4ζ2E + 12ζ3
)
+O(a3) , (5.7)
Φ˜(ν, n) =
Φreg(ν, n)
ν2 + n
2
4
=
1
ν2 + n
2
4
[
1− a
2
(
E2 +
3
4
N2 +
pi2
3
)
+O(a2)
]
, (5.8)
H(ν, n) =
ν − in2
ν + in2
[
1− a
2
NV +O(a2)
]
. (5.9)
Plugging these formulas back into (3.37)-(3.38) or (3.51), we may obtain predictions for
the heptagon to NLLA at higher loop orders. We detail how to evaluate the relevant
integrals to obtain explicit expressions in momentum space in section 6. Finally, we may
invert (3.41)-(3.42) in order to obtain equivalent perturbative expansions for the χ± and
C+ building blocks of the BFKL approach,14
χ+(ν, n) =
√
Φ˜(ν, n)
H(ν, n)
=
1
ν − in2
[
1− a
4
(
E2 +
3
4
N2 −NV + pi
2
3
)
+O(a2)
]
,
χ−(ν, n) = χ+(ν, n)H(ν, n) =
1
ν + in2
[
1− a
4
(
E2 +
3
4
N2 +NV +
pi2
3
)
+O(a2)
]
, (5.10)
and
C+(ν1, n1, ν2, n2) = −
Γ
(
1− iν1 − n12
)
Γ
(
iν2 +
n2
2
)
Γ
(
iν1 − iν2 − n12 + n22
)
Γ
(
1 + iν1 − n12
)
Γ
(−iν2 + n22 )Γ(1− iν1 + iν2 − n12 + n22 )×
×
[
1 + a
(
C˜(1)
C˜(0)
− 14(E21 + E22 +N1V1 −N2V2)− 316(N21 +N22 )− ζ2
)
+O(a2)
]
, (5.11)
where in the first line of (5.10) we picked the branch
√(
ν − in2
)2
= ν − in2 .
5.1 Building the Fourier-Mellin representation
Here we would like to describe a procedure that can take us from the amplitude in multi-
Regge kinematics to its corresponding Fourier-Mellin (FM) representation. As we have
recalled in subsections 2.1 and 2.3, in multi-Regge kinematics the amplitude exhibits diver-
gent logarithms which take the form of powers of the log τi, whose coefficients are SVMPLs
in the variables zi. When investigating the heptagon amplitudes we find it useful to define
zˆ2 = 1/z2 (5.12)
so that the target-projectile symmetry becomes simply z1 ↔ zˆ2.
The first step in our analysis is to focus solely on the holomorphic part of the hep-
tagon amplitude in MRK, as defined in (2.22), since we can reconstruct the full kinematic
14Note that here we have redefined χ± and C+, compared to e.g. [69], as follows: χ±here = i[χ
±
there +O(a)],
and C+here = −[C+there +O(a)].
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dependence of the latter with the help of the single-valued map, cf. (2.23). One is then left
with a five-letter A2 or M0,5 alphabet for the holomorphic part of the form
{z1, zˆ2, 1− z1, 1− zˆ2, 1− z1 − zˆ2} . (5.13)
In addition to restricting to the holomorphic part we also focus on the terms in the Taylor
expansion of amplitude with strictly positive powers of z1 and zˆ2. In other words we
decompose terms in the perturbative expansion of the amplitude in a similar manner to
that shown in eq. (3.51) and keep only the final term corresponding to (2pii)f˜h1h2h3 .
Concretely, this amounts to taking the symbol expression for A = eR7+iδ7
∣∣∣
L loops
and
forming the combination
A(L)(z1, zˆ2) = Ah(z1, zˆ2)−Ah(z1, 0)−Ah(0, zˆ2) +Ah(0, 0) , (5.14)
in order to remove contributions that reduce to lower-point objects. We remind the reader
that the superscript h refers to taking the holomorphic part as in eq. (2.22). The quantity
A(L) contains all the information necessary to construct the Fourier-Mellin representation
we require.
The holomorphic part A(L)(z1, zˆ2) will have logarithmic branch cuts around z1 = 0
and zˆ2 = 0, in addition to exhibiting the large logarithms log τi associated with taking
the multi-Regge limit. We may render such branch cuts explicit by employing the shuffle
relations to obtain each function as a polynomial in log z1 and log zˆ2 with coefficients which
are analytic around z1 = 0 and zˆ2 = 0 respectively. Thus we obtain an expression for the
holomorphic part of the amplitude in MRK of the form
A(L)(z1, zˆ2) =
∑
p,q,r,s
logp τ1 log
q τ2 log
r z1 log
s zˆ2fpqrs(z1, zˆ2) , (5.15)
where fpqrs(z1, zˆ2) are linear combinations of polylogarithms which are analytic at z1 =
zˆ2 = 0.
For each analytic function fp,q,r,s(z1, zˆ2) we now Taylor expand around the origin z1 =
zˆ2 = 0. We may do this simply by employing the following general formula for the Taylor
expansion about z = 0 of a G-function from e.g. [83]
G0nrair ...0n1ai1 (z) =
∑ (−1)r
mn1+11 . . .m
nr+1
r
[ z
ai1
]m1[ z
ai2
]m2−m1
. . .
[ z
air
]mr−mr−1
, (5.16)
where the nested summation is performed over the region 1 ≤ m1 < . . . < mr and the
air 6= 0. Here 0n denotes a length n sequence of 0. While the formula (5.16) provides the
explicit Taylor expansions, we empirically find that fpqrs is always decomposable into sums
of the following much simpler type involving only simple harmonic sums of depth one,
Hk1,k2,{ri},{si},{ti}(z1, z2) =
∑
n1,n2>0
[
zn11 zˆ
n2
2
nk11 n
k2
2
Γ(n1 + n2)
Γ(1 + n1)Γ(1 + n2)(∏
i
Zri(n1 − 1)
)(∏
i
Zsi(n2 − 1)
)(∏
i
Zti(n1 + n2 − 1)
)]
. (5.17)
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Here we have adopted the following notation for harmonic sums of depth one,
Zr(n) =
n∑
i=1
1
ir
=
∞∑
i=1
1
ir
− 1
(i+ n)r
=
(−1)r−1
(r − 1)!
(
ψ(r−1)(n+ 1)− ψ(r−1)(1)
)
. (5.18)
Note that the polygamma function ψ(r)(z) serves as an analytic continuation of the har-
monic sums of depth one. The total weight of the representation (5.17) is
k1 + k2 +
∑
i
ri +
∑
i
si +
∑
i
ti . (5.19)
We stress that the fact that the functions fpqrs are always expressible as linear com-
binations of terms of the form (5.17) is not at all trivial. Certainly not all polylogarithms
of the form (A.6) are expressible in the form (5.17), even restricting to those which are
analytic about z1 = zˆ2 = 0. For low weights it is possible to use various binomial and har-
monic sum identities to go from the general Taylor expansion to the reduced form (5.17).
Unfortunately this requires cancellations among sums that do not have a simple closed
form, and it becomes increasingly intractable at higher weights. However it is simple to ex-
plicitly evaluate the Taylor expansions (5.16) up to a finite order and thus generate enough
terms to reduce the fpqrs to the form (5.17) by means of an ansatz and linear algebra. This
requires building the vector space spanned by the sums of the form (5.17) for each weight
required.
The reason why we are interested in solving the linear problem to arrive at the form
(5.17) is two-fold. Firstly, it gives us a double infinite sum that is reminiscent of the BFKL
LLA form. Note that this structure is not automatic just from using the form (5.16).
Secondly, the reduced sum (5.17) is particularly well suited to expressing its single-valued
completion through a Fourier-Mellin integral.
To find a Fourier-Mellin representation for the single-valued completion of each of the
fpqrs we begin by specifying the following prescription to be applied to the summations in
terms of the form (5.17),
∑
n1,n2>0
zn11 zˆ
n2
2
nk11 n
k2
2
→
∑
−∞<n1,n2<∞
∫ ∞
−∞
dν1
2pi
∫ ∞
−∞
dν2
2pi
z
iν1+
n1
2
1 z¯
iν1−n12
1 zˆ
iν2+
n2
2
2
ˆ¯z
iν2−n22
2
(iν1 +
n1
2 )
k1(iν2 +
n2
2 )
k2
. (5.20)
Here the contours of integration should be taken to be slightly below the real axes in ν1
and ν2. Next we specify how to continue the harmonic sums,
Zr(nj − 1)→
(−1)r−1
(r − 1)!
[
ψ(r−1)
(nj
2 + iνj
)
+ (−1)r−1ψ(r−1)(1 + nj2 − iνj)− 2δr,oddψ(r−1)(1)] . (5.21)
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Finally we provide a prescription for the binomial coefficients,
Γ(n1 + n2)
Γ(1 + n1)Γ(1 + n2)
→ Γ(
n1
2 − iν1)Γ(n22 − iν2)Γ(iν1 + iν2 + n12 + n22 )
Γ(1 + iν1 +
n1
2 )Γ(1 + iν2 +
n2
2 )Γ(1− iν1 − iν2 + n12 + n22 )
=
Γ(−n12 − iν1)Γ(−n22 − iν2)Γ(iν1 + iν2 − n12 − n22 )
Γ(1 + iν1 − n12 )Γ(1 + iν2 − n22 )Γ(1− iν1 − iν2 − n12 − n22 )
=
C˜(0)(ν1, n1,−ν2,−n2)(
iν1 +
n1
2
)(
iν1 − n12
)(
iν2 +
n2
2
)(
iν2 − n22
) . (5.22)
The equality of the first and second lines above holds for integer n1 and n2 due to the
following identity obeyed by the Gamma function,
Γ
(
x− k2
)
Γ
(
1− x− k2
) = (−1)k Γ (x+ k2)
Γ
(
1− x+ k2
) . (5.23)
The combination of gamma functions provides poles at νj = −i
(nj
2 + h
)
that recover
the holomorphic part for h = 0 by closing the contours in the lower half-planes. It is easy
to see that for the holomorphic pole the right hand side of (5.21) reduces to their initial
quantities once we make use of (5.18) and similarly for (5.22).
The prescription (5.20), (5.21), (5.22) is a conjectural method for producing the single-
valued completion of a given holomorphic function. Once the prescription is applied one
may then evaluate the non-holomorphic residues and verify that they correctly reproduce
the corresponding terms in the expansion of the initial single-valued function. This proce-
dure has been applied and verified for the two-loop heptagon amplitude in MRK as well
as many other single-valued polylogarithms.
The final step is to promote the power of log z1 and log zˆ2 to their single-valued versions
log |z1|2 and log |zˆ2|2 and then absorb the log terms into the integrand by writing them as
derivatives as follows,
logn |z|2
∫ ∞
−∞
dν
2pi
ziν+
n
2 z¯iν−
n
2 F (ν, n) =
∫ ∞
−∞
dν
2pi
(−i)n ∂
n
∂νn
(
ziν+
n
2 z¯iν−
n
2
)
F (ν, n) . (5.24)
Then we may use integration by parts, ignoring surface terms, to shift the derivatives onto
the rest of the integrand F (ν, n). By construction this operation does not spoil the single
valuedness of the integrand. However this can also be seen from the fact that the structure
on the RHS of (5.21) is closed with respect to derivatives. This is immediately evident
except for the Gamma functions, for which we have
(−i) ∂
∂ν
Γ(n2 − iν)
Γ(1 + iν + n2 )
= − Γ(
n
2 − iν)
Γ(1 + iν + n2 )
(
ψ(n2 − iν) + ψ(1 + iν + n2 )
)
= − Γ(
n
2 − iν)
Γ(1 + iν + n2 )
(
ψ(1 + n2 − iν) + ψ(iν + n2 ) +
1
n
2 + iν
− 1n
2 − iν
)
. (5.25)
The derivative increases the order of the holomorphic pole and as is consistent with recov-
ering log |z|2 from the contour integration. Note that manipulating the arguments of the
polygamma functions introduces only rational terms in the integrand and thus does not
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spoil single-valuedness. Furthermore the derivative of the gamma functions with mixed
arguments is already of the single-valued form and requires no rational terms. Altogether
this makes it easy to express the integrand in terms of the D,N, V,E,M basis.
It remains to note that to return to the variable z2 instead of zˆ2 = 1/z2 we simply
replace (ν2, n2)→ (−ν2,−n2) in the integrand. In expressions written in the D,N, V,E,M
basis this amounts to simply replacing D2, N2 and V2 with (−D2), (−N2) and (−V2).
Applying the above procedure to the finite part of the two-loop heptagon amplitude
in MRK yields the correction to the integrand Φ˜C˜+Φ˜, and by dividing with the known
expansion (5.8), we arrive at the expression (5.2)-(5.3). Similarly applying the procedure
to the symbol of the amplitude in MRK, obtained from the results of [63], yields the
NNLO central emission vertex (up to beyond-the-symbol terms). We will analyse the
NNLO results in future work. Since the intermediate expressions in these calculations can
be slightly cumbersome, in the next section we give a worked example of all the steps we
have outlined here on a simpler example of a weight-three polylogarithm.
5.2 A worked example
We provide here a demonstration of the entire algorithm on a simple weight-three SVMPL
whose holomorphic part admits a representation of the form (5.17). We begin with a
function with only positive powers of z1 and zˆ2 in its Taylor expansion,
G1−z1,1−z1,0(zˆ2)−G1,1,0(zˆ2) = log(zˆ2)[G1−z1,1−z1(zˆ2)−G1,1(zˆ2)]−G1−z1,0,1−z1(zˆ2)
+G1,0,1(zˆ2)−G0,1−z1,1−z1(zˆ2) +G0,1,1(zˆ2) . (5.26)
On the RHS of (5.26) we have made the logarithmic branch cut at zˆ2 = 0 explicit by
shuffling out the trailing zeros.
By comparing the explicit sum representation for (5.26) against terms of the form
(5.17) of weight three, we find we can write
G1−z1,1−z1,0(zˆ2)−G1,1,0(zˆ2) =∑
n1,n2>0
zn11 zˆ
n2
2
Γ(n1 + n2)
Γ(1 + n1)Γ(1 + n2)
[
Z1(n2 − 1)
(
log zˆ2 − 1
n2
)
− Z2(n2 − 1)
]
. (5.27)
Note that the example chosen can be expressed in terms of harmonic polylogarithms and
thus the form on the RHS of (5.27) is easy to derive. We emphasise again that it is not
always simple to derive such a form and in general we have to resort to comparing against
an ansatz of terms of the form (5.17).
We now pass to the FM representation for the single-valued completion. Following the
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prescription in (5.21) we have
G1−z1,1−z1,0(zˆ2)− G1,1,0(zˆ2)
=
∑
−∞<n1,n2<∞
∫ ∞
−∞
dν1
2pi
∫ ∞
−∞
dν2
2pi
z
iν1+
n1
2
1 z¯
iν1−n12
1 zˆ
iν2+
n2
2
2
ˆ¯z
iν2−n22
2
×
[
log |zˆ2|2I1(ν1, ν2, n1, n2)− I2(ν1, ν2, n1, n2)
]
=
∑
−∞<n1,n2<∞
∫ ∞
−∞
dν1
2pi
∫ ∞
−∞
dν2
2pi
z
iν1+
n1
2
1 z¯
iν1−n12
1 zˆ
iν2+
n2
2
2
ˆ¯z
iν2−n22
2
× [i∂ν2I1(ν1, ν2, n1, n2)− I2(ν1, ν2, n1, n2)] . (5.28)
For convenience we have split the integrand into two pieces,
I1(ν1, ν2, n1, n2) = Cˆ
(0)(ν1,−ν2, n1,−n2)
[
ψ
(
n2
2 + iν2
)
+ ψ
(
1 + n22 − iν2
)− 2ψ(1)] ,
I2(ν1, ν2, n1, n2) = Cˆ
(0)(ν1,−ν2, n1,−n2)
[
−ψ(1) (n22 + iν2)+ ψ(1) (1 + n22 − iν2)
+
1
n2
2 + iν2
(
ψ
(
n2
2 + iν2
)
+ ψ
(
1 + n22 − iν2
)− 2ψ(1))] , (5.29)
where Cˆ(0) is the quantity which arises from the prescription (5.22),
Cˆ(0)(ν1,−ν2, n1,−n2) = C˜
(0)(ν1,−ν2, n1,−n2)(
iν1 +
n1
2
)(
iν1 − n12
)(
iν2 +
n2
2
)(
iν2 − n22
) . (5.30)
After performing the differentiation we obtain the desired Fourier-Mellin integrand for the
single-valued polylogarithm (5.28) integrand, here expressed in terms of the N,V,E,M
basis.
Cˆ(0)(ν1,−ν2, n1,−n2)× (E2 + V2)
(
E2 −M − 1
2
N2
)
. (5.31)
Finally, returning to the z2 variable instead of zˆ2 means flipping the sign of ν2 and n2. In
the above expression this means that C˜(0) and M acquire arguments with canonical sign
and the sign of N2 and V2 get flipped.
6. Higher-loop NLLA predictions
In the previous section, we used the 2-loop MHV heptagon amplitude in the multi-Regge
limit, that we promoted from symbol to function in section 4, in order to extract the NLO
central emission block (5.2)-(5.3). Here, we will use this result, together with the analogous
weak coupling expansion of the BFKL eigenvalue (5.7), hexagon impact factor (5.8), and
helicity flip kernel (5.9), to compute explicit analytic expressions for the heptagon at higher
loops in NNLA, from the dispersion integral (3.37)-(3.38).
Let us start by introducing some useful notation to express the perturbative expansion
of the amplitude. At weak coupling, it is evident that the dispersion integral naturally
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organizes itself into a double expansion in the coupling and in the large logarithms log τk.
Separating the coefficients of this expansion into real and imaginary parts, we may define
them as
Rh1,h2,h3 (τ1, z1, τ2, z2) eiδ7(z1,z2) = 1 + 2pii
∞∑
`=1
`−1∑
i1,i2=0
a`
(
2∏
k=1
1
ik!
logik τk
)
(6.1)
×
(
g˜
(`;i1,i2)
h1,h2,h3
(z1, z2) + 2pii h˜
(`;i1,i2)
h1,h2,h3
(z1, z2)
)
.
Note in particular that we have defined the perturbative coefficients not of Rh1,h2,h3 alone,
but with its combination with a phase, that is equal to the dispersion integral.
The LLA contribution amounts to the coefficients with i1 + i2 = `− 1, for which it is
easy to show that
h˜
(`;i1,`−1−i1)
h1,h2,h3
= 0 , i1 = 0, . . . , `− 1 . (6.2)
In this section, we will be obtaining new results for the coefficients g˜
(`;i1,i2)
h1,h2,h3
and h˜
(`;i1,i2)
h1,h2,h3
with i1 + i2 = `− 2, or in other words the NLLA contribution.
We will work in the region z1  1, z2  1, for which we saw in section 3.2 that it
is advantageous to deform the contour of the dispersion integral before the weak coupling
expansion, so that the latter becomes equal to (3.51), with
f˜h1h2h3 =
a
2
∞∑
n1,n2=−∞
(−1)n1+n2
(
z1
z¯1
)n1
2
(
z2
z¯2
)n2
2
∫
dν1dν2
(2pi)2
|z1|2iν1 |z2|2iν2Φ˜(ν1, n1)Φ˜(ν2, n2)
× e−L1ω(ν1,n1)−L2ω(ν2,n2)Ih1(ν1, n1)C˜h2(ν1, n1, ν2, n2)I¯h3(ν2, n2) , (6.3)
and the integration contour goes below (above) the poles on the real axis for ν1 (ν2), as
shown in figure 4. The perturbative coefficients (6.1) will be a linear combination of the
respective coefficients of all the terms in the right-hand side of (3.51). However for the
hexagon amplitudes Rh1h2 they have already been obtained up to at least 8 loops to NLLA
[55, 62], and more generally the holomorphic part may evaluated in terms of harmonic
polylogarithms with the method of [84], see also [54, 57]. So we only need to focus on the
last term in (6.1), that contains the genuine heptagon contributions.
As we will detail in the next sections, we will compute (6.3) with the help of two
complementary methods. First, we will use nested sum evaluation algorithms, which are
easier to apply for the heptagon to high loop order. Then, we will also rely on Fourier-
Mellin convolutions, which are particularly suited for applying to higher-point amplitudes,
a topic we plan to address in more detail in subsequent work.
Before we proceed with the description of our methods, let us briefly summarize the
checks we have performed on our results. First of all, we have confirmed that the two
methods yield the same expressions for the 2 → 5 amplitude to NLLA, through 3 loops
in the R−++ NMHV helicity configuration, and through 4 loops in the MHV case. Up to
the same loop orders, we have also checked that under soft limits, the amplitude in any
helicity configuration reduces to the known 2→ 4 amplitude [55]. Finally, at 3 and 4 loops
we have compared the symbol of our expressions for the MHV amplitude with the MRK
limit [85] of the known symbol in general kinematics [63,64], finding perfect agreement.
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6.1 A nested sum evaluation algorithm
After we expand the integrand in (6.3) at weak coupling, we close the integration contour
below (above) the real axis for ν1 (ν2), and use Cauchy’s theorem to express it as a sum
over the enclosed residues, with the infinite semicircles giving a vanishing contribution due
to |z1|2|Im(ν1)|, |z2|−2|Im(ν2)| → 0 in the region z1  1, z2  1 we are considering.
In reality, the fact that amplitudes in the multi-Regge limit, and thus also f˜h1h2h3 , are
expressible in terms of SVMPLs, allows us to compute the latter by only considering the
subset of poles ν1 = −in1/2 and ν2 = −in2/2, with n1 > 0 and n2 < 0, which is equal to
its holomorphic part, in the sense of (2.22), with respect to the variables z1, 1/z2 [54]
15
f˜hh1h2h3 =
a
2
∞∑
n1=1
−∞∑
n2=−1
Res
νi=
−ini
2
(
z
iν1+
n1
2
1 z
iν2+
n2
2
2 Φ˜(ν1, n1)Φ˜(ν2, n2)×
× e−L1ω(ν1,n1)e−L2ω(ν2,n2)Ih1(ν1, n1)C˜h2(ν1, n1, ν2, n2)I¯h3(ν2, n2)
)
.
(6.4)
That is, in what follows we will focus on computing f˜hh1h2h3 , and then recover f˜h1h2h3 with
the help of the single-valued map (2.23) at the very end16.
After we substitute (5.2)-(5.3), (5.7)-(5.9) in (6.4), extracting the residues becomes
in practice very easy after we also use the symmetry of (5.2)-(5.3) in order to replace
ni → −ni there. In particular, it is manifest that only the rational denominators and
Γ(−iν1 + n12 ) and Γ(iν2 − n22 ) will have poles, whereas all polygamma functions will have
positive arguments. In this manner, and after we set k = |n1|, l = |n2|, (6.4) becomes a
sum of terms of the general form
∞∑
k,l=1
zk1
kr1
z−l2
lr2
Γ(k + l)
Γ(1 + k)Γ(1 + l)
∏
mi,m′i,m
′′
i
ψ(mi)(k + 1)ψ(m
′
i)(l + 1)ψ(m
′′
i )(k + l) , (6.5)
for different choices of integers r1, r2,mi,m
′
i,m
′′
i ≥ 0, not necessarily different from each
other, times factors that do not depend on the summation variables.
Next, we express the polygamma functions in terms of generalizations of harmonic
numbers known as S- or Z-sums [86], via
ψ(k + 1) ≡ ψ(0)(k + 1) = −γE + S(k; 1; 1)
ψ(m−1)(k + 1) = (−1)m(m− 1)![ζm − S(k;m; 1)] ,
(6.6)
where ζm the Riemann zeta function, γE = −ψ(1) ' 0.577 the Euler-Mascheroni constant,
and
S(n;m1, . . . ,mj ;x1, . . . , xj) =
∑
n≥i1≥i2≥...≥ij≥1
xi11
im11
. . .
x
ij
j
i
mj
j
, (6.7)
Z(n;m1, . . . ,mj ;x1, . . . , xj) =
∑
n≥i1>i2>...>ij>0
xi11
im11
. . .
x
ij
j
i
mj
j
, (6.8)
15Note that we need to multiply the integrand with −(2pii)2 due to the orientation of our contours.
16To be precise, this equality holds if f˜h1h2h3 is a pure function. Subtleties when this is not the case are
discussed at the end of this section.
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with the generalized harmonic numbers corresponding to the special case S(k;m; 1) =
Z(k;m; 1). This substitution allows us to use the quasi-shuffle algebra relations of S- or
Z-sums, in order to express their products with the same outer summation index, in terms
of linear combinations thereof.
As we will see very shortly, it proves advantageous to replace ψ(m
′
i)(l + 1), ψ(mi)(k)
by S- and ψ(m
′′
i )(k + l) by Z-sums respectively. After soaking up the gamma function
dependence of (6.5) into a rational factor times a binomial coefficient,
(
k + l
k
)
=
Γ(k + l + 1)
Γ(k + 1)Γ(l + 1)
, (6.9)
shifting the summation variable l → j = k + l, and partial fractioning with respect to k,
the latter formula splits into terms that look like
∞∑
j=1
(z2)
−j
jn1
Z(j − 1;n2, . . . ; 1, . . . , 1)×
×
j−1∑
k=1
(
j
k
)
(z1z2)
k
kn
′
1
S(k;n′2, . . . ; 1, . . . , 1)
1
(j − k)n′′1 S(j − k;n
′′
2, . . . ; 1, . . . , 1) , (6.10)
where we also extended the summation range to include j = 1, since Z(j − 1; . . .) vanishes
there.
Very crucially, the sum on the second line of (6.10) can be evaluated in terms of Z-sums
with the help of algorithm D of [86], which has already been implemented in GiNaC [87]
and FORM [88] symbolic computation frameworks, as part of the nestedsums library [89]
or XSummer package [90] respectively. We make use of the former by directly interfacing
it to Mathematica, in particular by sequentially calling the transcendental sum type D
and Ssum to Zsum commands for each sum of this type.
The Z-sums we obtain in this manner may have outer summation index j−a for a ≥ 0,
which from the definition (6.8) is equivalent to the statement that in reality the outermost
summation range should be j ≥ max(1, a). They may also come with (z1z2)j or (1− z1z2)j
prefactors, products/powers of (j − b) denominators with a− 1 ≥ b ≥ 0, as well as factors
that do not depend on j. After shifting the summation variable j → i = j −max(1, a) + 1
for each different a, and partial fractioning in i, we reduce all terms (6.10) in our expression
for f˜hh1h2h3 into simple sums of the form
∞∑
i=1
xi
(i+ c)n1
Z(i+ o− 1;n2, . . . ; 1, . . . , 1)Z(i− 1;n′2, . . . ;x2, . . .) . (6.11)
We then synchronize the Z-sums, namely remove the offset o of the first of the two,
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by recursive definition of the identity17
Z(i+ o− 1;m1, ...;x1, ...)
= Z(i− 1;m1, ...;x1, ...) +
o−1∑
j=0
xj1
xi1
(i+ j)m1
Z(i− 1 + j;m2, ...;x2, ...) , (6.13)
and once again eliminate any products with quasi-shuffle algebra relations. Similarly, we
remove the offset from the denominators with the help of
∞∑
i=1
xi
(i+ c)m
Z(i− 1, ...) =
∞∑
i=1
xi−1
(i+ c− 1)mZ(i− 1, ...)−
∞∑
i=1
xi
(i+ c)m
xi1
im1
Z(i− 1,m2, ...) ,
(6.14)
or ∞∑
i=1
xi
(i+ c)m
=
1
x
∞∑
i=1
xi
(i+ c− 1)m −
1
cm
. (6.15)
if no Z-sums are present. After these steps, the expression (6.4) for f˜hh1h2h3 may be readily
evaluated in terms of multiple polylogarithms, thanks to the definition
Lim1,...,mj (x1, . . . , xj) =
∞∑
i=1
xi1
im1
Z(i− 1;m2, . . . ,mj ;x2, . . . , xj) . (6.16)
The procedure we have described for evaluating the Fourier-Mellin integrand is the same
for both the MHV and NMHV case, the only difference being that in the former the powers
of the denominators r1, r2 are strictly positive, whereas in the latter they can also be zero.
This difference is closely related to the fact that the MHV amplitude is a pure function,
whereas the NMHV ones also contain some rational factors in the zi variables.
It is only with respect to these rational factors, that some additional care is needed
when considering the projection to the holomorphic part (6.4), since this will also set the
antiholomorphic rational factors to constants, possibly zero. Particularly for the R−++
NMHV amplitude, it was shown in [69] that the rational factors contain no z¯i dependence,
so similarly to the MHV case, the full f˜−++ may also be obtained with the help of (2.23),
when the rational factors are considered as constants with respect to the single-valued map.
Using the techniques we have described in this section, we have obtained the MHV
R+++ and NMHV R−++ heptagons to NLLA though 5 and 4 loops respectively. The
treatment of R+−+ will follow in the next section, with the method of convolutions.
6.2 Evaluation by Fourier-Mellin convolutions
In this section, we will give a brief overview of the main aspects of a convolution-based
method to compute amplitudes in MRK, introduced in [69], and how it can be adapted
17Since in this case the Z-sums with offset have their origin in the terms ψ(m
′′
i )(k + l) in (6.5), we could
have alternatively left them in this form, shift their arguments with the identity
ψ(n)(z + 1) = ψ(n)(z) + (−1)nn!z−n−1 (6.12)
at this point, and only then use (6.6)-(6.8) to express them as Z-sums.
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for computations beyond LLA. For proofs and a more detailed review, we refer the reader
to [69].
The dispersion integral (6.3), describing the nontrivial part of Rh1h2h3 , corresponds to
the two-fold application of an inverse Fourier-Mellin transform,
F [F (ν, n)] =
∞∑
n=−∞
(z
z¯
)n/2 ∫ +∞
−∞
dν
2pi
|z|2iν F (ν, n) . (6.17)
The Fourier-Mellin transform maps products into convolutions, so that for F [F ] = f and
F [G] = g we have
F [F ·G] = F [F ] ∗ F [G] = f ∗ g , (6.18)
where the convolution is defined as
(f ∗ g)(z) = 1
pi
∫
d2w
|w|2 f(w) g
( z
w
)
. (6.19)
So as to render the computation by convolutions more transparent, we will define the
first few orders of the following building blocks separately,
ω(ν, n) = −a(Eν,n + aE(1)ν,n +O(a2)) ,
χ±(ν, n) = χ±0 (ν, n)(1 + aκ
±
1 (ν, n) +O(a2)) ,
C±(ν, n, µ,m) = C±0 (ν, n, µ,m)(1 + ac
±
1 (ν, n, µ,m) +O(a2)) ,
(6.20)
and we define
Ei ≡ Eνini , χ±0,i ≡ χ±0 (νi, ni), κ±0,i ≡ κ±0 (νi, ni) (6.21)
C±0,ij ≡ C±0 (νi, ni, νj , nj), c±1,ij ≡ c±1 (νi, ni, νj , nj),
We also define a shorthand for the product of leading order impact factors and central
emission blocks at seven points,
$7 ≡ $h1h2h37 = χh10,1Ch20,12χ−h30,2 , (6.22)
where we drop explicit dependence on the helicities.
Then at LLA, (i.e. for i1 + i2 = `− 1) we find
g˜
(`;i1,i2)
h1h2h3
(z1, z2) =
1
2
F2
[
$7E
i1
1 E
i2
2
]
, (6.23)
where
F2 [F ] =
∞∑
n1,n2=−∞
(
z1
z¯1
)n1
2
(
z2
z¯2
)n2
2
∫ +∞
−∞
dν1
2pi
dν2
2pi
|z1|2iν1 |z2|2iν2F (6.24)
denotes the two-fold Fourier-Mellin transform. At NLLA, (i.e. for i1 + i2 = `−2), we write
the perturbative coefficients as
g˜
(`;i1,i2)
h1h2h3
(z1, z2) =
2∑
j=1
ij g˜
j;(`;i1,i2)
h1h2h3
(z1, z2) +
3∑
j=1
g˜
(`;i1,i2)
j;h1h2h3
(z1, z2) + P
(`;i1,i2)
h1h2h3
(z1, z2) ,
h˜
(`;i1,i2)
h1h2h3
(z1, z2) =
2∑
j=1
h˜
j;(`;i1,i2)
h1h2h3
(z1, z2) +
3∑
j=1
h˜
(`;i1,i2)
j;h1h2h3
(z1, z2) +Q
(`;i1,i2)
h1h2h3
(z1, z2) , (6.25)
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where P andQ are due to the contributions from the first three terms of eq. (3.51), explicitly
given by
P
(`;i1,i2)
h1h2h3
(z1, z2) = δi2,0 g˜
(`;i1)
h1h2
(z1) + δi1,0 g˜
(`;i2)
h2h3
(z2) (6.26)
Q
(`;i1,i2)
h1h2h3
(z1, z2) = δi2,0
(
h˜
(`;i1)
h1h2
(z1)− 1
4
G0(z2)g˜(`−1;i1)h1h2 (z1)
)
(6.27)
+ δi1,0
(
h˜
(`;i2)
h2h3
(z2) +
1
4
G0(z1)g˜(`−1;i2)h2h3 (z2)
)
+ δ`,2
1
16
G0(z1)G0(z2)
and we have also introduced corrected perturbative coefficients describing different con-
tributions to the expansion of the purely heptagonal f˜h1h2h3 term of the latter equation.
Perturbative coefficients with an additional upper index correspond to insertions of the
NLO corrections to the BFKL eigenvalue and perturbative coefficients with an additional
lower index correspond to insertions of NLO corrections to the impact factors or central
emission blocks. Then these corrected perturbative coefficients are given by
g˜
j;(`;i1,i2)
h1h2h3
(z1, z2) =
1
2
F2
[
$7E
i1−δ1j
1 E
i2−δ2j
2 E
(1)
j
]
,
g˜
(`;i1,i2)
1;h1h2h3
(z1, z2) =
1
2
F2
[
$7E
i1
1 E
i2
2 κ
h1
1,1
]
,
g˜
(`;i1,i2)
3;h1h2h3
(z1, z2) =
1
2
F2
[
$7E
i1
1 E
i2
2 κ
−h3
1,2
]
,
g˜
(`;i1,i2)
2;h1h2h3
(z1, z2) =
1
2
F2
[
$7E
i1
1 E
i2
2 <
(
ch21,12
)]
.
(6.28)
and
h˜
j;(`;i1,i2)
h1h2h3
(z1, z2) = − 1
4
F2
[
$7E
i1
1 E
i2
2 Ej
]
,
h˜
(`;i1,i2)
j;h1h2h3
(z1, z2) = 0, j ∈ {1, 3},
h˜
(`;i1,i2)
2;h1h2h3
(z1, z2) =
1
4pi
F2
[
$7E
i1
1 E
i2
2 =
(
ch21,12
)]
.
(6.29)
Let us now focus on MHV amplitudes to explain how to use convolutions to compute the
perturbative coefficients and extend it later to the case of non-MHV amplitudes. Using the
convolution theorem for Fourier-Mellin transforms (6.18), we can identify simple relations
between the perturbative coefficients at different loop orders. At six points and at LLA,
for example, we have [69]
g
(`;`−1)
++ = −
1
2
F
[
χ+0,1E
`−1
1 χ
−
0,1
]
= g
(`−1;`−2)
++ ∗ F [E] . (6.30)
By repeatedly convoluting with leading-order eigenvalues, we can build up the desired
perturbative coefficients recursively from lower-loop expressions. Exploiting further that
the perturbative coefficients are single-valued functions [69], we can simplify the evaluation
of the convolution integrals a residue computation [91]. Consider a function f(z), consisting
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of single-valued hyperlogarithms and rational functions with possible singularities at z = ai
and z =∞. Close to these singularities, f can be written as
f(z) =
∑
k,m,n
caik,m,n log
k
∣∣∣∣1− zai
∣∣∣∣2 (z − ai)m (z¯ − a¯i)n , z → ai , (6.31)
f(z) =
∑
k,m,n
c∞k,m,n log
k 1
|z|2
1
zm
1
z¯n
, z →∞ . (6.32)
The holomorphic residue of f at z = ai and z = ∞ are defined as the coefficient of the
simple holomorphic pole without logarithmic singularities,
Resz=aif(z) ≡ cai0,−1,0 Resz=∞f(z) ≡ c∞0,−1,0 . (6.33)
It was also shown in [91] that the integral of f over the whole complex plane, if it exists, can
be computed by the holomorphic residues of its (single-valued) antiholomorphic primitive
F , i.e. if ∂¯F = f , then∫
d2z
pi
f(z) = Resz=∞F (z)−
∑
i
Resz=aiF (z) . (6.34)
Starting form the two-loop amplitude, the only thing missing to compute higher order
MHV amplitudes is the Fourier-Mellin transform of the leading-order BFKL Eigenvalue
F(E), which is given by
E(z) ≡ F [E] = − z + z¯
2 |1− z|2 . (6.35)
The convolution formalism can also be extended to the computation of non-MHV ampli-
tudes using the helicity-flip kernel (5.9). Its Fourier-Mellin transform reads
H(z) = F [H(ν, n)]
= − z
(1− z)2 +
a
4
(
G1(z) + z
(1− z)G0(z) +
z
(1− z)2G0,0(z)
)
+O(a2)
=
(
− z
(1− z)2
)
∗
(
δ(2)(1− z) + a
4
z − z¯
(1− z)(1− z¯)G0(z) +O(a
2)
)
,
(6.36)
where H(ν, n) is the helicity flip kernel in Fourier-Mellin space, defined in (5.9).
Given the form of the recursion relation (6.30), all we need in addition to the integration
kernels E and H is a starting point for the recursion. Starting from the two-loop NLLA
amplitude (4.15) we computed the perturbative coefficients g˜ and h˜ through four loops in
the MHV case and through three loops in all other helicity configurations.
We will conclude this section by commenting on some details of this computation.
At NLLA, we had to introduce the terms |z1|2piiΓeR6(z2)+iδ6(z2) (the same discussion ap-
plies to the corresponding terms with z1 ↔ z2) and |z1|2piiΓ/|z2|2piiΓ in (3.35) in order to
avoid a pinching of our integration contour. Since only the term f˜+++ corresponds to
the two-fold Fourier-Mellin integral, when relating different perturbative coefficients via
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the recursion (6.30), these additional terms should be subtracted before performing con-
volutions and added back afterwards. At NLLA, for example, the term |z1|2piiΓ/|z2|2piiΓ
only contributes at two loops, as it is independent of the large logarithms log τi. Naively,
convoluting over this term will introduce additional terms at three-loop order that should
not be there. It turns out, however, that these terms only interfere with our computations
when raising the loop order of the real part from two- to three loops. This is easy to see
when analyzing how the individual parts of these terms behave under convolutions with
the E and H kernels. Expanding the extra terms in a only yields powers of logarithms
G0(zi)k, with 0 ≤ k ≤ ` and six-point perturbative coefficients g˜ and h˜ at any given order
`, and though NLLA, we can limit our analysis to k ≤ 2. When convoluted with E and H,
these logarithms yield the following results.
1 ∗ E(z) = 0 ,
G0(z) ∗ E(z) = 0 ,
G0(z)2 ∗ E(z) = −4ζ3 ,
(6.37)
1 ∗ H(0)(z) = 1 ,
G0(z) ∗ H(0)(z) = G0(z) ,
G0(z)2 ∗ H(0)(z) = G0(z)2 ,
(6.38)
1 ∗ H(1)(z) = G0(z) ∗ H(1)(z) = G0(z)2 ∗ H(1)(z) = 0 . (6.39)
Let us now have a look at the two different kinds of extra terms individually. We
will start with the fraction term |z1|2piiΓ/|z2|2piiΓ, which has no dependence on the large
logarithms log τi and therefore, at NLLA, should only affect the 2-loop amplitude. As
convolutions with E(zi) and H(1)(zi) both appear with a factor of a in the Fourier-Mellin
integrand, they both result in a higher-order contribution and should evaluate to zero
when convoluted with the extra term. Furthermore, it does not depend on the helicity
configuration of the amplitude, which suggests that it should be invariant under convolution
with leading order helicity flip kernels H(0)(zi). Expanding the term in a, we find
|z1|2piiΓ
|z2|2piiΓ = 1 +
a
2
ipi(G0(z1)− G0(z2))− a
2
12
ipi3(G0(z1)− G0(z2))
+
a2
8
pi2
(G0(z1)2 − 2G0(z1)G0(z2) + G0(z2)2)+O(a3) . (6.40)
Considering (6.37) - (6.39), we see immediately that the aforementioned criteria are only
violated by the terms G0(zi)2 appearing in the 2-loop real part. We will therefore have to
subtract these terms before performing convolutions with E(zi).
We will now focus on the extra terms |z1|2piiΓeR6(z2)+iδ6(z2) (and the one with z1 ↔ z2)
containing the 6-point amplitude. At LLA, it contributes only through the exponential
eR6(z2)+iδ6(z2)
∣∣
LLA
, which by definition transforms correctly under convolutions with E(z2)
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and H(z2). Since the term only comes with large logarithms log τ2, it should vanish when
convoluting with E(z1) so that its presence will not spoil the terms proportional to both
large logarithms. Furthermore, it should be invariant under leading order helicity flips
H(0)(z1) and should vanish under first oder helicity flips H(1)(z1). This follows again from
(6.37) - (6.39). At NLLA the situation is similar. Here we will again encounter terms that
only arise from eR6(z2)+iδ6(z2)
∣∣
NLLA
18, i.e. the NLLA hexagon contributions. In addition,
we will find terms arising from log |z1|2eR6(z2)+iδ6(z2)
∣∣
LLA
. Since Fourier-Mellin convolutions
are also suited for the computation of hexagon NLLA amplitudes, convolutions in z2 will
behave in the desired fashion. Once again, we have to ensure that convolutions in z1 do
not spoil our results, which means that convolutions with E(z1) and H(1)(z1) should vanish
and that leading order helicity flips H(0)(z1) should have no impact. This is again given by
(6.37) - (6.39). We see therefore, that these potentially dangerous terms appearing in the
amplitude are sufficiently well behaved and we can therefore completely ignore the presence
of these terms and perform our convolutions without taking further precautions.
Let us now briefly summarize the previous observations. We have seen that at NLLA,
we need to introduce extra terms to our amplitudes that are not part of the two-fold
Fourier-Mellin integral (3.35) due to the presence of Regge poles. Even though these extra
terms contribute to the perturbative coefficients at all orders, we only have to subtract
these terms when convoluting h˜
(2;0,0)
h1h2
with E in order to raise its loop order. In all other
cases, and in particular for all helicity flips, convolutions can be applied directly to the full
perturbative coefficients.
7. Conclusions
In this paper, we took a decisive step towards the description of N = 4 super-Yang Mills
amplitudes with more than six legs in the multi-Regge limit, to arbitrary logarithmic
accuracy. Focusing on the 2→ 5 amplitude, we first succeeded in describing it in this limit
in terms of the all-loop dispersion integral (3.37)-(3.38), or equivalently (3.51), which has
a well-defined weak-coupling expansion, thus overcoming regularization issues that arose
in previous attempts beyond LLA.
The dispersion integral factorizes into certain building blocks, the determination of
which is necessary in order to fully specify the amplitude. While most of them are known
to all loops [39], this is not true for the BFKL central emission vertex, which has only
been worked out to leading order [70]. The determination of the central emission vertex in
eq. (5.2) to NLO, is the second important result of this paper.
We extracted the NLO central emission block from the 2-loop 2→ 5 MHV amplitude in
MRK, which we first had to promote from symbol [74] to function level, see eq. (4.15)-(4.19).
The latter is a single-valued function in momentum space, and by exploiting this property
we were able to transform it to Fourier-Mellin space, allowing us to extract the NLO
correction to the BFKL central emission block. It is also worth noting that in intermediate
18Note that eR6(z2)+iδ6(z2) also contains an extra term that is not part of the Fourier-Mellin transform.
This term is the 6-point equivalent of the fractional term we discussed before and all observations apply
here, too.
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steps of our calculation, we obtained two results for the general N -particle MHV amplitude
that are interesting in their own right: its explicit expression at two loops, eq. (4.25)-(4.26)
at function level, and also its maximal degree of logarithmic divergence, or leading OPE
discontinuity, eq. (4.1)-(4.2), at any loop order.
Finally, the knowledge of the NLO central emission vertex, and the weak-coupling
expansion of the dispersion integral, allows for the determination of the 2 → 5 amplitude
to NLLA, in principle at any loop order. Indeed, we put our results into good use, and
evaluated the dispersion integral with a combination of nested sum algorithms and con-
volutions, in order to end up with explicit predictions for the perturbative coefficients of
the amplitude, eq. (6.1), in momentum space. In particular, we computed the NLLA co-
efficients of the MHV case R+++ through 5 loops, and of the NMHV R+−+ and R−++
helicity configurations through 3 and 4 loops, respectively. Considering the length of these
expressions, we give them explicitly through two loops in appendix B, and provide the rest
as ancillary files accompanying the submission of this article on the arXiv. In particular
the files gTilde.m and hTilde.m contain the imaginary and real NLLA perturbative co-
efficients of eq.(6.1), respectively, RFactors.m contains the leading singularities appearing
in the NMHV amplitudes, as defined in appendix B, and finally R2MRK contains the 2-loop
heptagon remainder function R
(2)
7 of eq. (4.15).
As we mentioned in the main text, a straightforward extension of the work presented
here is the determination of the central emission vertex at higher loops. Using the method
described in 5.1, we have already extracted the NNLO correction to the central emission
vertex, up to transcendental constants, from the 3-loop heptagon symbol [63], and although
beyond the scope of this paper, it is a straightforward extension to do the same at N3LO,
from the corresponding 4-loop symbol [64]. Beyond NLO however, we cannot only rely on
soft limits in order to complete these results with all beyond-the-symbol terms: Starting
at weight 2, there exists a kernel of single-valued functions that vanish in all soft limits.
Nevertheless, it may be possible to fix all remaining ambiguities by exploiting the pertur-
bative overlap between the collinear and multi-Regge limit, as was done e.g. in [92], relying
on earlier observations on this overlap in the six-gluon case [53].
Equally importantly, the procedure of section 3 can be generalized to provide a well-
defined dispersion integral describing the multi-Regge limit of the general N -particle am-
plitude, at least in the region where the energies of all produced particles have been an-
alytically continued. Assuming that the factorization of this integral into building blocks
in Fourier-Mellin space persists beyond LLA, from the knowledge of the central emission
vertex up at NkLO, as described in the previous paragraph, we will thus be able to compute
amplitudes with any number of gluons up to NkLLA.
The aforementioned factorization in Fourier-Mellin space also leaves its imprint in
momentum space: In [69], we showed that amplitudes in the multi-Regge limit of N = 4
SYM decompose at LLA into momentum-space building blocks, naturally associated to
amplitudes with fewer legs (see also [92]). Using the amplitudes computed in this paper,
we observe a generalization of this factorization theorem to hold also at NLLA, allowing
some 7-point perturbative coefficients at NLLA to be written in terms of 6-point objects.
A full study of this factorization theorem involves going to higher numbers of particles,
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and a detailed discussion will be presented in future work. While in the region (2.13) the
amplitude will always receive contributions from bound states of up to two reggeized gluons
independent of the number of external particles N , generally there will also exist regions
where up to bN/2− 1c reggeized gluons contribute [93]. It will thus be very interesting to
also study this new qualitative feature, starting with the three-Reggeon state for N = 8,
see also the recent work [94].
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A. (Single-valued) A2 polylogarithms
A.1 A convenient basis
As we have reviewed in the main text, the seven-particle amplitude in MRK is expressible
in terms of single-valued A2 polylogarithms. A generating set for their holomorphic parts
may be chosen as
L =
{
G~a(ρ1)|ai ∈ {0, 1}
}
∪
{
G~a(1/ρ2)|ai ∈ {0, 1, 1/ρ1}
}
, (A.1)
where the vectors ~a are Lyndon words. In what follows, it will be convenient to define
ρˆ2 = 1/ρ2 , (A.2)
so that in the variables (ρ1, ρˆ2) the symbol alphabet of the above A2 polylogarithms be-
comes
{ρ1, 1− ρ1, ρˆ2, 1− ρˆ2, 1− ρ1ρˆ2} . (A.3)
Let us briefly comment on the relation between this basis, and the one already considered
in [74]. After taking into account that in the notations of the latter paper,
x = 1/ρˆ2 , y = 1/ρ1 , (A.4)
it is evident that the two bases are related by the transformation ρ1 → 1/ρ1, ρˆ2 → 1/ρˆ2.
Clearly, this transformation preserves the alphabet (A.3), so that each element in one of
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the bases, can be expressed in terms of the other basis. As we will see however, the basis
generated by L is advantageous for taking soft limits.
Given an integrable symbol over the alphabet (A.3) we may straightforwardly produce
a functional representative in the basis generated by L. This can be done by iteratively
integrating the symbol along a contour of our choosing as follows (see e.g. [83,95,96]). For
each letter φi(ρ1, ρˆ2) in the symbol we form the one-form wi = d log φi(t1, t2). Then term
by term in the symbol we apply the map
φ1 ⊗ . . .⊗ φn 7→
∫
γ
wn ◦ . . . ◦ w1 , (A.5)
where the integration is performed iteratively along the contour γ. We take γ to run from
the origin t1 = t2 = 0 along the t1 axis to the point t1 = ρ1 and then in the t2 direction to
the point (t1, t2) = (ρ1, ρˆ2). This choice of integration contour produces linear combinations
of terms of the form
G~m1(ρ1)G~m2(ρˆ2) , (A.6)
where ~m1 is a word in the letters {0, 1} and ~m2 is a word in the letters {0, 1, 1/ρ1}, which
are the terms generated by L. Although the representation obtained depends on the choice
of the contour γ, the actual function obtained only depends on the choice of base point (in
this case the origin in (ρ1, ρˆ2) coordinates. This is the statement of homotopy invariance
and holds provided our initial symbol is integrable. Different contour choices may be used
to generate different representations and hence identities among different polylogarithms.
Applying this procedure to the symbol of the holomorphic part of g in (4.15) produces the
expression (4.19), but with each G replaced by the holomorphic part G. Then (4.19) is
obtained simply replacing each holomorphic G with the single-valued G. Note that this is
not yet a derivation of eq. (4.19) because it remains to show that there are no beyond-the-
symbol terms to be added to the expression (4.19). This is determined through analysis of
the behaviour of potential beyond-the-symbol terms in the various soft limits, as described
in section 4.2.
Since every multiple polylogarithm can be uniquely completed to its single-valued
analogue with the help of the map s, as we also reviewed in subsection 2.319, we obtain
a generating set of SVMPLs LSV ≡ s (L). To parametrize potential beyond-the-symbol
terms we then form a complete basis of (single-valued) MPLs by adding to L (LSV ) all
distinct products of lower-weight functions from the same generating set, and with the
same total weight. It is easy to show that this basis has dimension 3n+1 − 2n+1 at weight
n, also illustrated in the first line of table 1 through weight 5.
Next, we may impose the discrete symmetries of the seven-particle amplitude, in order
to further reduce this basis. As we reviewed in section 2.2, the remainder function is
parity invariant, which in MRK translates to invariance under the exchange of barred and
unbarred variables, (2.14), which is equivalent to demanding that the basis functions can
be written as real parts of single-valued polylogarithms. Imposing this on an ansatz of
19For the 2-loop analysis of section 4.2, the examples of single-valued completions (2.25) are in fact
sufficient.
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Weight k = 1 2 3 4 5
A2 ×A2 SVMPL 5 19 65 211 665
Parity 5 15 45 130 326
Flip symmetry 3 9 25 70 170
Including MZV 3 10 29 83 209
Table 1: Dimensionality of basis of SVMPL relevant for seven-particle scattering in MRK, sequen-
tially reduced by imposing the discrete symmetries of the MHV remainder function.
functions from our original basis, we arrive at the second line of table 1. As may be seen
from (2.25), this also requires using shuffle identities in order to express the antiholomorphic
G-functions in a Lyndon basis.
Finally, as we also reviewed in subsection 2.2, the O(log0 τi) term of the remainder
function will be invariant under target-projectile symmetry (2.16). Particularly at two
loops, discussed in subsection 4.2, the symmetries of f, f˜ , (4.18), as well as (4.15), implies
that the function g defined there should separately obey
g(ρ1, ρ2) = g(1/ρ2, 1/ρ1) . (A.7)
Enforcing the target-projectile symmetry requires knowledge of how the elements of L
(LSV ) get mapped to the same Lyndon basis, after we act with the transformation ρ1 ↔ ρˆ2,
that also preserves the alphabet (A.3), on them. These identities can be constructed using
coproduct techniques [97,98], as reviewed in appendix A.2.
In this manner, we derive a basis of relevant SVMPL respecting both parity and target-
projectile symmetry, whose dimensionality can be found in the third line of table 1. Finally,
assuming that the only transcendental numbers appearing on the beyond-the-symbol terms
are multiple zeta values (MZV), we may tensor a complete basis thereof with functions of
lower weight in order to arrive at the fourth line of the table. From this complete basis,
we form an ansatz for the beyond-the-symbol terms of the function g, or more generally
its higher loop analogues. One could also arrive at (4.19) via matching the symbol to an
ansatz of the above functions at weight three.
Since one of the most important constraints for fixing the coefficients of our ansatz are
the soft limits ρ1 → 0, ρ2 →∞ and ρ2 → ρ1, let us close this section by briefly mentioning
how our basis elements behave under these limits. The first limit is very easy to take on
our Lyndon basis (A.1), since all elements except G0(ρ1) will vanish as ρ1 → 0. The second
limit is related to the first one by target-projectile symmetry, so we need not consider it,
since our basis already respects this symmetry. Finally, in the third limit ρ1 → ρ2 = 1/ρˆ2
we may reduce our Lyndon basis (A.1) to a basis of harmonic polylogarithms (HPL) G~a(ρˆ2),
~a ∈ {0, 1}. This can be done either through HPL inversion identities, or by relating this
limit to the ρˆ2 → 1 limit with the help of the property
Ga1,...,ak(z) = Gxa1,...,xak(xz) . (A.8)
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for ak 6= 0 and ρˆ2 ∈ C∗, as can be seen in the following example,
G0,1,ρˆ2(ρˆ2) = G0,1/ρˆ2,1(1) . (A.9)
We may then use the identities discussed in appendix A.2, in order to reduce the left-hand
side to HPLs.
A.2 Exchange identities
Here we discuss in more detail the ρ1 ↔ ρˆ2 exchange identities of the basis A2 polyloga-
rithms we constructed in appendix A.1.
Up to weight 3, the only nontrivial identity needed is
G1,1/ρˆ2(ρ1) = G1(ρˆ2)G1(ρ1) +G0,1/ρ1(ρˆ2)−G1,1/ρ1(ρˆ2) , (A.10)
while the rest are consequences of the property (A.8).
At higher weights, we may derive exchange identities following the coproduct approach
of [97,98], see also the review [99], as well as [59] for similar applications to A3 polylogarithm
identities. In other words, if we know all identities at weight k − 1, we may equate a
transformed weight k function with an ansatz in terms of the complete basis at this weight,
and take the differential, or k − 1, 1 coproduct on both sides of the equation. Expressing
the weight k − 1 functions in terms of products of irreducibles and using the weight k − 1
identities for the latter, we may thus determine all free parameters of our ansatz, given
that the coefficients of each independent element of our basis should be separately equal
to each other on the left- and right-hand side.
This recursive procedure starts with the known weight-1 identities between logarithms,
and in principle at each step we also need to determine a constant term, since we are
equating the differentials of two quantities. By taking the ρˆ2 → 0 limit, it is easy to
show that this constant should always be zero, as a consequence of the fact that with the
exception of G(0; ρˆ2), all functions of the original and transformed Lyndon basis vanish at
that point. As an example, we list all nontrivial exchange identities at weight 4 below.
G0,1,1/ρˆ2(ρ1) =G1(ρˆ2)G0,1(ρ1)−G1(ρˆ2)G0,1/ρ1(ρˆ2) +G0,0,1/ρ1(ρˆ2)
+G0,1,1/ρ1(ρˆ2) +G0,1/ρ1,1(ρˆ2)
G0,1/ρˆ2,1(ρ1) =G1(ρ1)G0,1/ρ1(ρˆ2) +G0,1(ρˆ2)(−G1(ρ1))−G1(ρˆ2)G0,1(ρ1)
+G1(ρˆ2)G0,1/ρ1(ρˆ2)− 2G0,0,1/ρ1(ρˆ2)−G0,1/ρ1,1(ρˆ2) (A.11)
G1,1,1/ρˆ2(ρ1) =−
1
2
G1(ρˆ2)
2G1(ρ1) +
1
2
G1(ρˆ2)G1(ρ1)
2 +G0,1(ρˆ2)G1(ρ1)
−G1(ρˆ2)G0,1/ρ1(ρˆ2) +G0,0,1/ρ1(ρˆ2) +G0,1/ρ1,1(ρˆ2) +G1,1,1/ρ1(ρˆ2)
G1,1/ρˆ2,1/ρˆ2(ρ1) =
1
2
G1(ρˆ2)
2G1(ρ1) +G1(ρˆ2)G0,1/ρ1(ρˆ2)−G0,1,1/ρ1(ρˆ2)
−G0,1/ρ1,1(ρˆ2) +G0,1/ρ1,1/ρ1(ρˆ2)−G1,1,1/ρ1(ρˆ2)−G1,1/ρ1,1/ρ1(ρˆ2)
The above identities can also be thought of as an expression of homotopy invariance.
The equivalence between the LHS and RHS in the identities above can be shown by simply
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shifting the contour of integration from being first along the ρˆ2 axis then in the ρ1 direction
to being first along the ρ1-axis then in the ρˆ2 direction when applying the map (A.5) (this
time using the (ρˆ2, ρ1) variables) to the corresponding symbol. The integrability of the
symbol guarantees the equality of the two results.
B. Explicit Results
In this section, we are presenting explicitly the NLLA perturbative coefficients g˜ and h˜ at
two loops both in the MHV case and the NMHV case for the helicity configurations −+ +
and − + −. Together with target-projectile symmetry and conjugation, these span the
full set of two-loop perturbative coefficients at NLLA in all helicity configurations. In the
following, for compactness of the results, we will use the notation
Gi~a ≡ G~a(ρi) . (B.1)
The leading singularities Rbac introduced in [69] and correspond to
R234 =
ρ1(ρ2 − 1)
(ρ1 − 1)ρ2 R235 =
ρ1
ρ1 − 1 R345 =
ρ2 − ρ1
ρ2 − 1 . (B.2)
g˜
(0,0)
+++ (ρ1, ρ2) =
1
4
G10,0,1 +
1
4
G20,0,1 −
1
4
G10,1,0 −
1
4
G20,1,0 −
1
4
G10,1,1 −
1
4
G20,1,1 −
1
8
G21,0G1ρ2 (B.3)
+
1
8
G10,1,ρ2 −
1
8
G10,ρ2,1 +
1
4
G11,0,0 +
1
4
G21,0,0 −
1
4
G11,0,1 −
1
4
G21,0,1 +
1
8
G11G21,0
− 1
8
G11,0,ρ2 −
1
4
G11,1,0 −
1
4
G21,1,0 +
1
2
G11,1,1 +
1
2
G21,1,1 −
1
8
G11,ρ2,0 +
1
8
G21G11,0
+
1
4
G11,ρ2,1 −
1
8
G1ρ2,0,1 +
1
8
G1ρ2,1,0 −
1
4
ζ2G10 +
1
4
ζ2G11 +
1
4
ζ2G21 −
1
8
G20G11,0
+
1
8
G20G10,1 −
1
8
G21G10,1 −
1
8
G11G20,1 +
1
8
G20,1G1ρ2 −
1
4
G21G11,ρ2 +
1
4
G21G10,ρ2
h˜
(0,0)
+++ (ρ1, ρ2) =
1
16
G10,0 −
1
16
G10,1 −
1
16
G11,0 +
1
16
G11,1 +
1
16
G21,1 −
1
16
G10G21 +
1
16
G11G21 (B.4)
g˜
(0,0)
−++ (ρ1, ρ2) =a
(0,0)
−++ (ρ1, ρ2) +R234b
(0,0)
1,−++ (ρ1, ρ2) +R235b
(0,0)
2,−++ (ρ1, ρ2) (B.5)
a
(0,0)
−++ (ρ1, ρ2) =
1
4
G20,0,1 +
1
8
G10,1,0 −
1
4
G20,1,0 −
1
4
G20,1,1 −
1
4
G11,0,0 +
1
4
G21,0,0 −
1
4
G21,0,1 (B.6)
+
1
8
G11,0,ρ2 −
1
4
G11,1,0 −
1
4
G21,1,0 +
1
2
G21,1,1 −
1
4
G11,1,ρ2 +
1
8
G11,ρ2,0 −
1
4
G11,ρ2,ρ2
− 1
4
G1ρ2,0,1 −
1
8
G1ρ2,1,0 −
1
4
G1ρ2,1,1 +
1
4
G1ρ2,1,ρ2 −
1
4
ζ2G10 −
1
4
ζ2G11 +
1
4
ζ2G21
− 1
4
G11G20,0 +
1
4
G11G20,1 +
1
8
G20G11,0 −
1
8
G21G11,0 +
1
2
G11G21,0 −
1
4
G21,0G1ρ2
− 1
4
G20G11,1 +
1
4
G21G11,1 −
1
2
G11G21,1 −
1
4
G20G11,ρ2 +
1
4
G21G11,ρ2 +
1
4
G21G1ρ2,0
+
1
4
G20G1ρ2,1
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b
(0,0)
1,−++ (ρ1, ρ2) =−
1
4
G20,0,1 +
1
8
G20,1,0 −
1
4
G10,1,1 +
3
8
G20,1,1 +
1
8
G10,1,ρ2 −
1
8
G10,ρ2,1 (B.7)
+
1
8
G21,0,1 −
1
8
G21,1,0 −
1
4
G21,1,1 +
1
8
G11,ρ2,1 +
1
8
G1ρ2,0,1 +
1
4
G1ρ2,1,1 −
1
8
G1ρ2,1,ρ2
+
1
8
G20G10,1 +
1
8
G21G10,1 +
1
8
G10G20,1 −
1
8
G11G20,1 +
1
8
G21G10,ρ2 +
1
8
G21G11,0
− 1
8
G10G21,0 +
1
8
G21,0G1ρ2 −
1
4
G10G21,1 +
1
8
G11G21,1 +
1
8
G21,1G1ρ2 −
1
8
G21G11,ρ2
− 1
8
G21G1ρ2,0 −
1
8
G20G1ρ2,1 −
1
8
G21G1ρ2,1 −
1
8
G11,0,1
b
(0,0)
2,−++ (ρ1, ρ2) =
3
8
G10,0,0 −
3
8
G20,0,0 +
1
4
G20,0,1 −
1
8
G10,0,ρ2 −
1
4
G10,1,0 +
3
8
G20,1,0 +
1
4
G10,1,1 (B.8)
− 1
4
G20,1,1 −
1
8
G10,ρ2,0 +
1
4
G10,ρ2,ρ2 −
1
4
G11,0,0 +
1
4
G21,0,0 +
1
8
G11,0,1 −
1
4
G21,0,1
+
1
8
G11,0,ρ2 +
1
2
G11,1,0 +
1
8
G1ρ2,0,0 +
1
8
G1ρ2,0,1 −
1
8
G1ρ2,0,ρ2 +
1
2
ζ2G10 − ζ3
− 1
8
G20G10,0 +
1
8
G21G10,0 +
1
4
G10G20,0 −
1
8
G11G20,0 +
1
8
G20,0G1ρ2 −
1
4
G21G10,1
− 1
4
G10G20,1 +
1
8
G11G20,1 −
1
8
G20,1G1ρ2 +
1
4
G20G10,ρ2 −
1
4
G21G10,ρ2 +
1
8
G20G11,0
− 1
4
G21G11,0 −
1
4
G10G21,0 +
1
2
G10G21,1 −
1
8
G20G1ρ2,0
h˜
(0,0)
−++ (ρ1, ρ2) =d
(0,0)
−++ (ρ1, ρ2) +R234e
(0,0)
1,−++ (ρ1, ρ2) +R235e
(0,0)
2,−++ (ρ1, ρ2) (B.9)
d
(0,0)
−++ (ρ1, ρ2) =
1
16
G10,0 +
1
16
G10,1 −
1
16
G11,0 +
1
16
G11,1 +
1
16
G21,1 −
1
16
G10G21 −
1
16
G11G21 (B.10)
e
(0,0)
1,−++ (ρ1, ρ2) =0 (B.11)
e
(0,0)
2,−++ (ρ1, ρ2) =−
1
8
G10,0 −
1
8
G10,1 +
1
8
G11,0 +
1
8
G10G21 (B.12)
g˜
(0,0)
−+− (ρ1, ρ2) =a
(0,0)
−+− (ρ1, ρ2) +R234b
(0,0)
1,−+− (ρ1, ρ2) + R¯345b
(0,0)
2,−+− (ρ1, ρ2)
+R234R¯345c
(0,0)
1,−+− (ρ1, ρ2)
(B.13)
a
(0,0)
−+− (ρ1, ρ2) =−
1
4
G20,0,1 +
1
8
G20,1,0 −
1
8
G10,1,1 −
1
4
G20,1,1 +
1
8
G10,ρ2,1 +
1
8
G11,0,1 (B.14)
+
5
8
G11,1,1 −
3
8
G11,ρ2,1 −
1
8
G1ρ2,0,1 −
1
8
G1ρ2,1,0 −
1
2
G1ρ2,1,1 +
1
4
G1ρ2,ρ2,1 −
1
4
ζ2G10
+
1
4
ζ2G11 −
1
4
ζ2G21 +
1
8
G11,1,0 +
1
2
G21G1ρ2,1 −
1
4
G21G1ρ2,ρ2 +
3
8
G21G11,ρ2 +
1
8
G21G1ρ2,0
+
1
8
G21G10,1 +
1
8
G11G20,1 −
1
8
G20,1G1ρ2 −
1
8
G21G10,ρ2 −
1
8
G21G11,0 −
5
8
G21G11,1
+
1
4
G11G21,1 −
1
4
G21,1G1ρ2
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b
(0,0)
1,−+− (ρ1, ρ2) =
1
4
G10,0,1 +
3
4
G20,0,1 −
1
8
G10,1,0 −
1
8
G20,1,0 −
1
2
G10,1,1 −
1
2
G20,1,1 (B.15)
− 3
8
G11,0,1 −
3
8
G21,0,1 +
5
8
G21,1,1 +
3
8
G11,ρ2,1 +
1
8
G1ρ2,0,1 +
1
8
G1ρ2,1,0
− 1
4
G1ρ2,ρ2,1 +
1
2
ζ2G21 −
1
8
G10,ρ2,1 −
1
2
G21G1ρ2,1 +
1
4
G21G1ρ2,ρ2 +
1
2
G1ρ2,1,1
+
1
4
G21G10,0 −
3
8
G10G20,1 +
1
4
G11G20,1 +
1
8
G20,1G1ρ2 +
1
8
G21G10,ρ2 −
1
8
G21G11,0
+
1
2
G21G11,1 +
1
8
G10G21,1 −
3
8
G11G21,1 +
1
4
G21,1G1ρ2 −
3
8
G21G11,ρ2 −
1
8
G21G1ρ2,0
b
(0,0)
2,−+− (ρ1, ρ2) =
3
8
G20,0,0 −
1
4
G20,0,1 +
1
8
G10,1,0 −
1
4
G20,1,0 +
1
8
G10,1,1 +
1
2
G20,1,1 (B.16)
− 1
8
G10,ρ2,0 −
1
8
G10,ρ2,1 +
1
8
G10,ρ2,ρ2 −
1
4
G11,0,0 −
1
8
G11,0,1 −
3
8
G11,1,0 −
5
8
G11,1,1
+
1
4
G11,1,ρ2 +
1
4
G11,ρ2,0 +
1
4
G11,ρ2,1 −
3
8
G11,ρ2,ρ2 +
1
4
G1ρ2,0,0 +
1
8
G1ρ2,0,1
+
1
2
G1ρ2,1,1 −
1
8
G1ρ2,1,ρ2 −
1
8
G1ρ2,ρ2,0 −
1
8
G1ρ2,ρ2,1 +
1
4
G1ρ2,ρ2,ρ2 +
1
2
ζ2G20
+
1
2
ζ2G1ρ2 −
ζ3
2
− 1
8
G10,1,ρ2 −
1
2
ζ2G11 +
1
4
G1ρ2,1,0 +
1
4
G20G1ρ2,ρ2 −
1
8
G21G1ρ2,ρ2
− 1
8
G11G20,0 +
1
8
G20,0G1ρ2 −
1
8
G20G10,1 +
1
8
G11G20,1 −
1
8
G20,1G1ρ2 +
1
8
G20G10,ρ2
+
1
8
G21G11,0 +
1
8
G11G21,0 −
1
8
G21,0G1ρ2 +
1
4
G20G11,1 +
3
8
G21G11,1 −
1
2
G11G21,1
+
1
2
G21,1G1ρ2 −
3
8
G20G11,ρ2 +
1
8
G21G11,ρ2 −
1
8
G21G1ρ2,0 −
1
8
G20G1ρ2,1 −
3
8
G21G1ρ2,1
c
(0,0)
1,−+− (ρ1, ρ2) =
3
8
G10,0,0 −
9
8
G20,0,0 −
1
4
G10,0,1 +
5
8
G20,0,1 −
3
8
G10,0,ρ2 −
1
8
G10,1,0 (B.17)
+
1
2
G10,1,1 −
1
2
G20,1,1 +
3
8
G10,1,ρ2 +
1
8
G10,ρ2,0 +
1
4
G10,ρ2,1 +
1
8
G10,ρ2,ρ2 −
1
4
G11,0,0
+
5
8
G21,0,0 +
3
8
G11,0,1 −
3
8
G21,0,1 +
3
8
G11,0,ρ2 +
1
2
G11,1,0 −
1
2
G21,1,0 −
1
2
G11,1,ρ2
− 1
4
G11,ρ2,0 −
3
8
G11,ρ2,1 +
1
8
G11,ρ2,ρ2 −
1
8
G1ρ2,0,0 −
1
8
G1ρ2,0,1 −
3
8
G1ρ2,1,0
+
1
8
G1ρ2,1,ρ2 +
1
8
G1ρ2,ρ2,0 +
1
8
G1ρ2,ρ2,1 −
1
4
G1ρ2,ρ2,ρ2 +
1
2
ζ2G10 −
1
2
ζ2G20
+
7
8
G20,1,0 −
1
2
ζ2G1ρ2 −
1
2
G1ρ2,1,1 −
ζ3
2
+
3
8
G21G1ρ2,1 −
1
4
G20G1ρ2,ρ2 +
1
8
G21G1ρ2,ρ2
− 3
8
G20G10,0 +
1
8
G21G10,0 +
5
8
G10G20,0 −
1
2
G11G20,0 −
1
8
G20,0G1ρ2 +
3
8
G20G10,1
− 3
8
G21G10,1 −
3
8
G10G20,1 +
1
4
G11G20,1 +
1
8
G20,1G1ρ2 +
1
8
G20G10,ρ2 −
3
8
G21G10,ρ2
+
3
8
G20G11,0 −
1
4
G21G11,0 −
1
2
G10G21,0 +
3
8
G11G21,0 +
1
8
G21,0G1ρ2 −
1
2
G20G11,1
+
1
2
G10G21,1 −
1
2
G21,1G1ρ2 +
1
8
G20G11,ρ2 +
1
4
G21G11,ρ2 +
1
8
G21G1ρ2,0 +
1
8
G20G1ρ2,1
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h˜
(0,0)
−+− (ρ1, ρ2) =d
(0,0)
−+− (ρ1, ρ2) +R234e
(0,0)
1,−+− (ρ1, ρ2) + R¯345e
(0,0)
2,−+− (ρ1, ρ2)
+R234R¯345f
(0,0)
1,−+− (ρ1, ρ2)
d
(0,0)
−+− (ρ1, ρ2) =
1
16
G10,0 −
1
16
G10,1 −
1
8
G20,1 −
1
16
G11,0 +
1
16
G11,1 (B.18)
+
1
16
G21,1 +
1
16
G10G21 −
1
16
G11G21
e
(0,0)
1,−+− (ρ1, ρ2) =
1
8
G20,1 −
1
8
G10G21 +
1
8
G11G21 (B.19)
e
(0,0)
2,−+− (ρ1, ρ2) =
1
8
G20,0 +
1
8
G10,1 +
1
8
G20,1 −
1
8
G10,ρ2 −
1
8
G21,0 +
1
8
G11,ρ2 −
1
8
G1ρ2,1 (B.20)
− 1
8
G10G20 +
1
8
G20G11 −
1
8
G11G21 +
1
8
G21G1ρ2
f
(0,0)
1,−+− (ρ1, ρ2) =−
1
8
G10,0 −
1
8
G20,0 −
1
8
G10,1 −
1
8
G20,1 +
1
8
G10,ρ2 +
1
8
G11,0 +
1
8
G21,0 (B.21)
− 1
8
G11,ρ2 +
1
8
G1ρ2,1 +
1
8
G10G20 −
1
8
G20G11 +
1
8
G10G21 −
1
8
G21G1ρ2
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