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In der vorliegenden Arbeit wird eine Abscha¨tzung der Lp-Operatornorm
des Vektors der Riesz-Transformationen auf den Heisenberg-Typ-Gruppen
gegeben.
Ist Hn,m eine Heisenberg-Typ-Gruppe, so besitzt Hn,m die Lie-Algebra hn,m,
die man als Aufspann einer Orthonormalbasis linksinvarianter Vektorfelder
{Xi|1 ≤ i ≤ n} auffassen kann. Dabei bezeichnet m die Dimension des
Zentrums der Gruppe, n die Anzahl der linear unabha¨ngigen Vektorfelder
die beno¨tigt werden, um als Lie-Algebrenerzeugnis hn,m zu erhalten. Es gibt
dann auf Hn,m ein A¨quivalent ∆ zum euklidischen Laplace-Operator auf
R
n, ∆ = −∑ni=1X 2i . Die Riesz-Transformationen Ri werden dann unter
Ausnutzung des Spektralsatzes fu¨r Funktionen f ∈ ∆(C∞0 (Hn,m)) definiert
durch Ri := Xi∆−1/2. Der Vektor der Riestransformationen ist dann die
Abbildung
R : ∆ (C∞0 (Hn,m))→ C (Hn,m) , f 7→
n∑
i=1
|Rif |2. (1)
Das zweite Kapitel widmet sich der Bereitstellung unter anderem dieser
Grundlagen. Fu¨r den klassischen Fall des Rn wurde von Stein in [S1] be-
wiesen, dass fu¨r p ∈ (1,∞) die Lp-Operatornorm des Vektors der Riesz-
transformationen nicht von n abha¨ngig ist. Meyer hatte in [M1] schon die
Beschra¨nktheit der Ri gezeigt. In dieser Arbeit wird fu¨r den Operator R
nun das folgende Theorem bewiesen:
Theorem 1.1: Sei p ∈ (1,∞), Hn,m eine Heisenberg-Typ-Gruppe, R der
Vektor der Riesz-Transformationen auf Hn,m wie in (1). Es existiert eine
von n und m unabha¨ngige Konstante Cp so, dass fu¨r alle f ∈ Lp (Hn,m) gilt:
C−1p e
−0,45m||f ||Lp(Hn,m) ≤ || |Rf | ||Lp(Hn,m) ≤ Cpe0,45m||f ||Lp(Hn,m).
Bekannt war vorher nur, dass die Operatornorm nicht von n abha¨ngig ist
(siehe [LP]), das Verhalten in m war jedoch ga¨nzlich unbekannt.
Der vorliegende Beweis von Theorem 1.1 orientiert sich an einem Beweis,
der fu¨r eine Klasse von Spezialfa¨llen, den Heisenberg-Gruppen, in [C-M-Z]
gefu¨hrt wurde. Dabei ist Parallelita¨t nur bis zu einem fru¨hen Punkt im Be-
weis gegeben, der Hauptteil dieser Arbeit widmet sich dem spa¨teren Teil.
Jedoch werden Aussagen, wie eine Formel fu¨r Ri oder die uniforme Be-
schra¨nktheit einer Hilberttransformation, die ohne Beweis in [C-M-Z] ge-
nutzt wurden, hier bewiesen. Im spa¨teren (und neuartigen) Teil des Beweises
wird das Verhalten von gewissen oszillierenden Integralen, die vom Wa¨rme-
leitungskern auf der betreffenden Heisenberg-Typ-Gruppe herstammen, ab-
gescha¨tzt. Die naive Abscha¨tzung liefert nur fu¨r einen Teil befriedigende
Ergebnisse, deswegen werden die u¨brigen durch wiederholte Anwendung des
Cauchyschen Integralsatzes zuna¨chst auf eine geeignetere Form gebracht.
Der letzte Teil bescha¨ftigt sich dann mit der Abscha¨tzung der Integrale in
ihrer neuen Form.
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This paper gives en estimate of the Lp-operator norm of the vector of
the Riesz transforms on the Heisenberg type groups.
A given Heisenberg type group Hn,m has a Lie algebra hn,m, which can be
understood as the span of an orthonormal basis of leftinvarant vector fields
{Xi|1 ≤ i ≤ n}. In this connection, the dimension of the center of the group
is denoted by m, the number of linearly independent vector fields which
are necessary to span hn,m, by n. On Hn,m, there is an equivalent ∆ of the
euclidian Laplacian on Rn, ∆ = −∑ni=1X 2i . Using the spectral theorem,
the Riesz transforms of a function f ∈ ∆(C∞0 (Hn,m)) are then defined by
Ri := Xi∆−1/2. The vector of the Riesz transforms is then defined by
R : ∆ (C∞0 (Hn,m))→ C (Hn,m) , f 7→
n∑
i=1
|Rif |2. (1)
The second chapter is devoted to the preparation of amongst others these
fundamentals. For the classical case of Rn, it has been proven by Stein
in [S1] for p ∈ (1,∞), that the Lp-operator norm of the vector of the Riesz
transforms does not depend on n. Meyer had already shown the boundedness
of the Ri in [M1]. In this paper, there will be proven the following result for
the operator R:
Theorem 1.1: Let p be in (1,∞), Hn,m a Heisenberg type group, the vector
of the Riesz transforms on Hn,m defined like in (1). There exists a constant
Cp independent of n and m such that for every f ∈ Lp (Hn,m)
C−1p e
−0,45m||f ||Lp(Hn,m) ≤ || |Rf | ||Lp(Hn,m) ≤ Cpe0,45m||f ||Lp(Hn,m).
It has hitherto been known that the operator norm does not depend on n
(see [LP]), however the behaviour in m has been entirely unknown.
The present proof of Theorem 1.1 is geared to a proof which had been given
for a class of special cases, the Heisenberg groups in [C-M-Z]. Parallelism is
thereby provided only up to an early point in the proof, the major part of this
paper is devoted to the subsequent part. However, there will be proven some
results like a formula for Ri or the uniform bound of a Hilbert transform,
which have been used in [C-M-Z] without proof. In the subsequent (and
novel) part of the proof there will be estimated the behaviour of certain
oscillatory integrals, which originate from the heat kernel on the concerning
Heisenberg type group. The simple-minded estimation provides satisfying
results only for a part of the cases, which is why in the other cases the
integrals will be converted into a more suitable form using repeatedly the
Cauchy Integral Theorem. The final part deals with the estimation of these
integrals in its new form.
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Notation
| · | euklidische Norm
N natu¨rliche Zahlen, angefangen bei 1
N0 N ∪ {0}
N≤x {n ∈ N|n ≤ x}. Entsprechend (und auch auf R) definiert fu¨r ” ≥ “,
”
< “ sowie
”
> “.
δij Kronecker-Delta, δij = 1 falls i = j, 0 sonst
Re Realteil einer komplexen Zahl
Im Imagina¨rteil einer komplexen Zahl
Γ Gamma-Funktion
B Beta-Funktion, B(x, y) = Γ(x)Γ(y)/Γ(x+ y)
Hn Heisenberg-Gruppe der Dimension 2n+ 1, siehe S.7
hn Heisenberg-Algebra der Dimension 2n+ 1, siehe S.7
Hn,m Heisenberg-Typ-Gruppe der Dimension n+m, siehe S.8
hn,m Heisenberg-Typ-Algebra der Dimension n+m, siehe S.8
Q homogene Dimension von Hn,m, Q = n+ 2m, siehe S.10
JZ < JZU, V > = < [U, V ], Z >, siehe S.8
Akij A
k
ij :=< [Xi, Xj ], Zk >, siehe S.11
δr δr(x, z) = (rx, r
2z), δr(X + Z) = rX + r
2Z, siehe S. 10
Sn,m Koranyi-Spha¨re der Dimension n+m, siehe S. 19
Σk Euklidische Spha¨re der Dimension k + 1, siehe S. 19
dµ(ω) Oberfla¨chenmaß der Koranyi-Spha¨re, siehe S. 19
dσk(η) Oberfla¨chenmaß der euklidischen Spha¨re Σ
k
Xi ∂∂xi − 12
∑
j,k A
k
ijxj
∂
∂zk
linksinv. Vektorfelder, siehe S.11
Zi ∂∂zi linksinv. Vektorfelder, siehe S.11
∆ Sub-Laplace-Operator, siehe S.12 f.
∆α siehe S.14
Ri i-te Riesztransformation, siehe S.33
R Vektor der Riesztransformationen, siehe S.33
Hy Hilberttransformation, siehe S.30
pt Wa¨rmeleitungskern, siehe S.13
Jα Besselfunktion, siehe S.13
W ∆(C∞0 (Hn,m)), siehe S.15
Ωλ Holomorphiebereich, siehe S.57
Ξ Holomorphiebereich, siehe S.71
Iτν,m(ϑ) siehe S.40
ϑ0(ν,m) ϑ0(ν,m) =
√
0, 9(m− 2)/(ν + 1), siehe S.52
ϑ1(ν,m) ϑ1(ν,m) =
√
0, 9 ·m/ν, siehe S.52
eν,m (ν +m+ 1/2)/(m− 1), siehe S.40
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Kapitel 1
Einleitung
1.1 Ziel dieser Arbeit
Ziel dieser Arbeit ist der Beweis des folgenden Theorems:
Theorem 1.1 Sei p ∈ (1,∞), Hn,m eine Heisenberg-Typ-Gruppe,
R = (X1∆− 12 , . . . ,Xn∆− 12 )
der Vektor der Riesz-Transformationen auf Hn,m. Es existiert eine von n
und m unabha¨ngige Konstante Cp so, dass fu¨r alle f ∈ Lp (Hn,m) gilt:
C−1p e
−0,45m||f ||Lp(Hn,m) ≤ || |Rf | ||Lp(Hn,m) ≤ Cpe0,45m||f ||Lp(Hn,m).
1.2 Zur Historie des Problems
E.M. Stein bewies als erster in [S1] ein Theorem dieser Art fu¨r den
Fall des Rn. Definiert man na¨mlich die i-te Riesztransformierte Rif einer
Funktion f ∈ C∞0 (Rn) durch
R̂if(ξ) = i
ξj
|ξ| f̂(ξ),
so folgt mit [S1], dass fu¨r jedes p ∈ (1,∞) eine Konstante Cp derart existiert,
dass fu¨r alle n ∈ N, f ∈ Lp(Rn) und den auf Lp (Rn) fortgesetzten und wieder
mit Ri bezeichneten Operatoren gilt:
C−1p ||f ||p ≤
∣∣∣∣∣∣
∣∣∣∣∣∣
(
n∑
i=1
|Rif |2
) 1
2
∣∣∣∣∣∣
∣∣∣∣∣∣
p
≤ Cp||f ||p.
Bemerkenswert an dieser Aussage ist nicht die Beschra¨nktheit an sich, son-
dern die Dimensionsunabha¨ngigkeit der Operatornorm der Ri und sogar des
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Vektors der Riesztransformationen (als sublinearer Operator). Steins Beweis
beruht unter anderem auf der Dimensionsunabha¨ngigkeit der Operatornorm
des zentrierten Hardy-Littlewoodschen Maximaloperators. Nach diesem er-
sten Beweis von Stein wurden weitere gefunden, die anderer Natur waren
wie z.B. stochastischer (siehe [B], [Be] und [G-V]) oder analytischer (siehe
[D] und [P]). Die Lp-Beschra¨nktheit der Ri wurde schon vor Steins Ergebnis
von Meyer in [M1] nachgewiesen, allerdings ohne Beachtung der Abha¨ngig-
keit der Operatornorm von der Dimension des zugrundeliegenden Raumes.
Zudem bewies er in [M2] ein zu dem von Stein a¨hnliches Resultat fu¨r die
Situation, in der die Wa¨rmeleitungshalbgruppe durch die Halbgruppe von
D’Ornstein-Uhlenbeck ersetzt wurde.
Statt als Fouriermultiplikationsoperator kann man nun den Operator Ri
auch folgendermaßen verstehen: definiert man ∆−1/2 u¨ber den Spektralsatz,
so ist im Fall des (als Lie-Gruppe kommutativen) Rn
Ri = ∂i∆
− 1
2 .
(Diese Operatoren sind zuerst nur auf einer dichten Teilmenge von C∞0 (R
n)
definiert.) Versucht man nun dieses Ergebnis auf den nichtkommutativen Fall
zu u¨bertragen, so bietet sich die Familie der Heisenberg-Gruppen (Hn)n∈N
als natu¨rlicher Kandidat an. Jede Heisenberg-Gruppe ist na¨mlich eine zwei-
stufig nilpotente Lie-Gruppe mit eindimensionalem Zentrum, was bedeutet,
dass falls zwei Elemente nicht miteinander kommutieren, so zumindest doch
ihr Kommutator zentral ist. Hn ist als Menge R
2n+1, ausgestattet mit dem
Produkt
(x1, y1, . . . , xn, yn, z)(x
′
1, y
′
1, . . . , x
′
n, y
′
n, z
′) =(
x1 + x
′
1, y1 + y
′
1, . . . , xn + x
′
n, yn + y
′
n, z + z
′ +
1
2
n∑
i=1
(x′iyi − xiy′i)
)
.
Linksinvariante Vektorfelder, die in jedem Punkt den Tangentialraum als
Basis aufspannen, sind gegeben durch
X2i−1 = ∂xi + 12yi∂z, X2i = ∂yi − 12xi∂z, fu¨r i ∈ {1, . . . , n}
Z = ∂z.
Dabei erfu¨llt die Menge der {Xi| i ∈ {1, . . . , n}} die sogenannte ”Ho¨rmander-
Bedingung“, was bedeutet, dass die Menge selbst zusammen mit der Menge
aller Kommutatoren beliebiger Ordnung ihrer Elemente in jedem Punkt ei-
ne Basis des Tangentialraums bildet. Allgemein kann man auf beliebigen
Lie-Gruppen einen Sublaplace-Operator ∆ als das Negative der Summe
der Quadrate linksinvarianter Vektorfelder definieren, der, falls diese die
Ho¨rmander-Bedingung erfu¨llen, in den Eigenschaften wie wesentliche Selbst-
adjungiertheit und Hypoelliptizita¨t mit dem euklidischen Laplace-Operator
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u¨bereinstimmt. Mithilfe von ∆ kann man dann auf diesen Lie-Gruppen -
analog zum Fall des Rn- Riesztransformationen Ri definieren durch
Ri := Xi∆− 12
wobei ∆ = −∑ni=1X 2i .
Bekannt war seit [L-V], dass die so definierten Ri und damit auch der Vektor
der Riesztransformationen im Fall einer nilpotenten Lie-Gruppe beschra¨nk-
te Operatoren von Lp nach Lp fu¨r p ∈ (1,∞) darstellen, es wurde jedoch
nicht auf eine mo¨gliche Abha¨ngigkeit der Operatornorm von den auftreten-
den Dimensionen des zugrundeliegenden Raumes (Gesamtdimension sowie
Dimension des Zentrums) eingegangen. T. Coulhon, D. Mu¨ller und J. Zien-
kiewicz sollten die ersten sein, die sich dieses Problems fu¨r die Heisenberg-
Gruppen annahmen. Der Beweis von Stein [S1] zur Dimensionunabha¨ngig-
keit der Operatornorm des Vektors der Riesztransformationen auf dem Rn
la¨sst sich allerdings nicht auf den Fall der Heisenberg-Gruppen u¨bertragen.
Deswegen nutzten die eben genannten Autoren in [C-M-Z] eine der nicht-
kommutativen Situation angepasste Idee, um folgendes Theorem zu zeigen:
Theorem 1.2 Sei p ∈ (1,∞), Hn eine Heisenberg-Gruppe,
R = (X1∆− 12 , . . . ,Xn∆− 12 )
der Vektor der Riesz-Transformationen auf Hn. Es existiert eine von n un-
abha¨ngige Konstante Cp so, dass fu¨r alle f ∈ Lp (Hn) gilt:
C−1p ||f ||Lp(Hn) ≤ || |Rf | ||Lp(Hn) ≤ Cp||f ||Lp(Hn).
Ihr Beweis fu¨hrt die Berechnung der Operatornorm von R auf die von
Hilberttransformationen in zweidimensionalen Untergruppen von Hn (sie-
he dazu [C]) sowie auf Abscha¨tzungen von Integralen u¨ber Ableitungen des
Wa¨rmeleitungskernes pt zuru¨ck. Hier geht stark die explizite Form von pt
ein, die von Gaveau [G] und Hulanicki [H] gegeben wurde.
Dies war also der erste Schritt in Richtung einer U¨bertragung des Ergebnis-
ses von Stein in den nichtkommutativen Fall. Die Heisenberg-Gruppen haben
jedoch immer ein eindimensionales Zentrum, so dass noch nichts u¨ber die
Auswirkungen eines ho¨herdimensionalen Zentrums der zugrundeliegenden
Lie-Gruppe auf die Operatornorm des Vektors der Riesz-Transformationen
und damit die Abha¨ngigkeit der Operatornorm von den kennzeichnenden
Dimensionen der Stratifizierung bekannt war.
Der na¨chste Schritt in diese Richtung wurde von F. Lust-Piquard gemacht.
Sie befasste sich in [LP] mit dem Vektor der Riesz-Transformationen auf den
sogenannten Heisenberg-Typ-Gruppen Hn,m. Diese wurden von A. Kaplan in
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[K] eingefu¨hrt und stellen eine natu¨rliche Verallgemeinerung der Heisenberg-
Gruppen dar. Es handelt sich hierbei- wie auch bei den Heisenberg-Gruppen-
um zweistufig nilpotente Lie-Gruppen, die jedoch ein ho¨herdimensionales
Zentrum besitzen ko¨nnen. Ist Hn,m eine Heisenberg-Typ-Gruppe der Di-
mension n+m, so bezeichnet n die Dimension der ersten Schicht der Strati-
fizierung, m die Dimension des Zentrums. Heisenberg-Typ-Gruppen treten
z.B. als nilpotenter Anteil in der Iwasawa-Zerlegung G = KAN von halb-
einfachen Lie-Gruppen von reellem Rang 1 auf. F. Lust-Piquard bewies,
dass die Operatornorm des Vektors der Riesz-Transformationen nicht von n
abha¨ngig ist. U¨ber eine eventuelle Abha¨ngigkeit von der Dimension des Zen-
trums konnte sie keine Aussage treffen. Ihr Beweis nutzt stark die Zerlegung
der ersten Schicht der Stratifizierung in irreduzible Clifford-Moduln und da-
mit die Tatsache, dass der Wa¨rmeleitungskern in ein Faltungsprodukt von
Wa¨rmeleitungskernen auf Heisenberg-Typ-Gruppen
”
minimaler“ (und nur
von m abha¨ngiger) Dimension zerfa¨llt. Sie fu¨hrt dann die Abscha¨tzung der
Operatornorm auf die Abscha¨tzung einer Norm von Ableitungen ebendieser
Wa¨rmeleitungskerne zuru¨ck und erha¨lt auf diese Weise die Unabha¨ngigkeit
von n. Ihr Beweis liefert aber keine expliziten Abscha¨tzungen, so dass nicht
klar war, ob und eventuell wie die Operatornorm des Vektors der Riesz-
Transformationen von der Dimension des Zentrums abha¨ngt.
1.3 Vorgehensweise und Ausblick auf die weiteren
Kapitel
Der in dieser Arbeit vorliegende Beweis von Theorem 1.1 ist eine Aus-
dehnung der im Beweis in [C-M-Z] fu¨r den Fall der Heisenberg-Gruppen
benutzten Methodik auf den Fall der Heisenberg-Typ-Gruppen. Die Zerle-
gung in Clifford-Moduln, die so fundamental in [LP] ist, wird in der Form
nicht beno¨tigt.
In Kapitel 2 werden die Heisenberg-Typ-Gruppen Hn,m (siehe Abschnitt 2.2)
und der Sublaplace-Operator ∆ (Abschnitt 2.4) definiert. Es werden zudem
die beno¨tigten Grundlagen wie Eigenschaften von ∆, der Wa¨rmeleitungs-
kern und Potenzen von ∆ (Abschnitt 2.4) sowie Polarkoordinaten auf Hn,m
(Abschnitt 2.5) bereitgestellt. Zusa¨tzlich wird noch auf das Verha¨ltnis der
Dimensionen der Stratifizierung einer Heisenberg-Typ-Gruppe zueinander
eingegangen, was fu¨r die weiteren Rechnungen von a¨ußerster Wichtigkeit ist
(Abschnitt 2.6). Dies ist einer der beiden Punkte, an denen die definierende
Eigenschaft einer Heisenberg-Typ-Gruppe eingeht.
Kapitel 3 wird sich der Berechnung der folgenden Formel fu¨r die i-te Riesz-
Transformierte Rif einer Funktion f ∈ ∆(C∞0 (Hn,m)) widmen (siehe Lem-
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ma 3.8):
Rif(x) =
1
2
∫
Hn,m
Xip1(y)Hyf(x)dy.
Hierbei bezeichnet Hy eine parabolische Hilberttransformation, p1 den Wa¨r-
meleitungskern zum Zeitpunkt 1. Diese Formel wurde schon in [C-M-Z] ge-
geben. Sie beinhaltet zwei wesentliche Komponenten: zum einen die Hilbert-
transformation, zum anderen Ableitungen des Wa¨rmeleitungskernes. Da (wie
in [C-M-Z]) im spa¨teren Beweis die dimensionsunabha¨ngige Beschra¨nktheit
der Hilberttransformation gebraucht wird, wird dies in 3.2 bewiesen (ein
allgemeineres Resultat dieser Art wurde schon in [C] gegeben). Zusa¨tzlich
wird in diesem Kapitel auf die zweite Komponente eingegangen: es werden
Ableitungen des Wa¨rmeleitungskernes berechnet und damit eine Funktion
Φκ(ω) definiert, deren Abscha¨tzung den Hauptteil der Arbeit einnehmen
wird. Dabei wird ab diesem Punkt zumeist angenommen, dass das Zentrum
der betrachteten Heisenberg-Typ-Gruppe Hn,m die Dimension m ≥ 2 hat.
Dies ist ausreichend, da das Ergebnis fu¨r Heisenberg-Typ-Gruppen der Form
Hn,1 schon seit [C-M-Z] vorlag: die Existenz einer Heisenberg-Typ-Gruppe
Hn,1 bedingt, dass n gerade ist und die Isomorphie von Hn,1 zur Heisenberg-
Gruppe Hn/2. Zudem wird mit Lemma 3.12 eine Methode bereitgestellt, um
eine Abscha¨tzung der Operatornorm des Vektors der Riesztransformatio-
nen zu erhalten. Diese verla¨uft bis auf eine Ausnahme bis zu einem gewissen
Punkt parallel zum Beweis in [C-M-Z]. Dort wurde die Invarianz von ∆ unter
einer großen Gruppe von orthogonalen Transformationen ausgenutzt, diese
ist aber fu¨r den Laplace-Operator auf Heisenberg-Typ-Gruppen im Allge-
meinen nicht mehr gegeben (siehe [K-R]). Im spa¨teren Beweis wird man aber
sehen, dass dies nur eine Vereinfachung des Beweises von [C-M-Z] lieferte
und keine Notwendigkeit darstellte. Jedoch wird auch hier die Heisenberg-
Typ-Eigenschaft ausgenutzt.
Zu Beginn des 4. Kapitels wird dann mit Theorem 4.2 das Hauptergebnis
pra¨sentiert und unter der Annahme der Gu¨ltigkeit von Satz 4.1 bewiesen.
Der Rest des Kapitels bescha¨ftigt sich dann mit dem Beweis dieses Sat-
zes. Dafu¨r wird Satz 4.3 bereitgestellt, der die Gu¨ltigkeit von Satz 4.1 auf
das U¨berpru¨fen gewisser Abscha¨tzungen reduziert. Im Fall der Heisenberg-
Gruppen wie auch beim vorliegenden Fall der Heisenberg-Typ-Gruppen ge-
langt man schließlich zur Abscha¨tzung eines von einem Parameter ϑ abha¨ngi-
gen oszillierenden Integrals Iτν,m(ϑ) (siehe die Sa¨tze 3.15 und 4.3). Der gro¨ßte
Teil von Kapitel 4 wird sich dieser Abscha¨tzung widmen. In Iτν,m(ϑ) geht die
Form des Wa¨rmeleitungskernes auf Hn,m ein. A¨hnlich wie schon in [C-M-Z]
die relativ explizite Form des Wa¨rmeleitungskernes aus [G] und [H] genutzt
wurde, wird im hier betrachteten Fall der Heisenberg-Typ-Gruppen die von
Randall in [Ra] gegebene Formel (siehe Lemma 2.11) fu¨r die auftretenden
Rechnungen verwendet. Weniger explizite Formeln fu¨r den Wa¨rmeleitungs-
kern auf einer beliebigen zweistufig nilpotenten Lie-Gruppe wurden schon
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wesentlich fru¨her von J. Cygan in [Cy] berechnet, jedoch erwies sich Ran-
dalls Formel als fu¨r die Berechnungen nu¨tzlicher. War eine fu¨r das gewu¨nsch-
te Ergebnis ausreichende Abscha¨tzung von Iτν,m(ϑ) bei [C-M-Z] noch durch
einfache Anwendung des Cauchy-Integralsatzes mo¨glich, so muss im Fall
der Heisenberg-Typ-Gruppen subtiler herangegangen werden. Im Falle ei-
nes
”
kleinen“ ϑ genu¨gt noch das Anwenden der Dreiecksungleichung (also
Abscha¨tzen gegen das Integral u¨ber den Betrag), im Falle eines
”
großen“
ϑ ist jedoch eine doppelte Anwendung des Cauchy-Integralsatzes u¨ber spe-
ziell gewa¨hlte Wege notwendig, da die naive Abscha¨tzung einen Ausdruck
mit einer Singularita¨t liefert. Auf diese Weise erha¨lt man eine neue Formel
fu¨r das oszillierende Integral Iτν,m(ϑ), bei der durch Dreiecksungleichung auf
hinreichende Art abgescha¨tzt werden kann.
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Kapitel 2
Die Heisenberg-Typ
Gruppen Hn,m
2.1 Die Heisenberg-Gruppen Hn
Definition 2.1 (Heisenberg-Gruppen und -Algebren) Sei zu n ∈ N
der R2n+1 ausgestattet mit der folgenden Multiplikation:
(x1, y1, . . . , xn, yn, z)(x
′
1, y
′
1, . . . , x
′
n, y
′
n, z
′) =(
x1 + x
′
1, y1 + y
′
1, . . . , xn + x
′
n, yn + y
′
n, z + z
′ +
1
2
n∑
i=1
(x′iyi − xiy′i)
)
.
Der R2n+1 bildet dann zusammen mit dieser Multiplikation eine Lie-Gruppe,
die mit Hn bezeichnet und Heisenberg-Gruppe genannt wird.
Die mit hn bezeichnete Lie-Algebra einer Heisenberg-Gruppe Hn wird von
den linksinvarianten Vektorfeldern
X2i−1 = ∂xi + 12yi∂z, X2i = ∂yi − 12xi∂z, fu¨r i ∈ {1, . . . , n}
Z = ∂z
aufgespannt. Es gelten dort die folgenden Kommutatorbeziehungen:
[X2i,X2i−1] = Z fu¨r i ∈ {1, . . . , n},
und alle anderen Kommutatoren verschwinden.
2.2 Die Heisenberg-Typ-Gruppen Hn,m
Die Heisenberg-Gruppe ist die einfachste zweistufig nilpotente Lie-Gruppe
in der Hinsicht, dass das Zentrum eindimensional ist. Im Folgenden wird eine
”
Verallgemeinerung“ dieses einfachsten Typs gegeben.
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Definition 2.2 (Heisenberg-Typ-Gruppen und -Algebren) Seien n,
m ∈ N. Sei V = v⊕ z ein Vektorraum derart, dass v ein reeller Vektorraum
der Dimension n, z ein reeller Vektorraum der Dimension m ist, und β :
v × v → z eine schiefsymmetrische bilineare Abbildung. Auf der direkten
Summe v⊕z sei ferner ein Skalarprodukt < ·, · > mit < v, z >= {0} gegeben,
also so, dass v und z aufeinander senkrecht stehen. Auf v ⊕ z ist eine Lie-
Klammer gegeben durch
[U + Z, V + Z ′] := β(U, V )
fu¨r alle U , V ∈ v, Z, Z ′ ∈ z. Es ist na¨mlich unmittelbar klar, dass [·, ·]
schiefsymmetrisch und bilinear ist, und da β : v × v → z, gilt fu¨r U , V ,
W ∈ v, Z, Z ′, Z ′′ ∈ z:
[U + Z, [V + Z ′,W + Z ′′]] = [U + Z, β(V,W )] = β(U, 0) = 0
und damit die Jacobi-Identita¨t. Auf diese Weise ist also
(v⊕ z,+, [·, ·])
eine Lie-Algebra, die offensichtlich zweistufig nilpotent ist, falls β 6= 0 ist.
Auf natu¨rliche Weise ist zudem ein Vektorraum-Homomorphismus J : z →
End(v), Z 7→ JZ gegeben durch die folgende Definition von JZ :
< JZU, V >:=< β(U, V ), Z >
fu¨r alle U , V ∈ v.
Gilt nun fu¨r alle Z ∈ z, dass
J2Z = − < Z,Z > idv, (2.1)
so heisse die Lie-Algebra
hn,m := (v⊕ z,+, [·, ·])
vom Heisenberg-Typ oder verallgemeinerte Heisenberg-Algebra.
Die Bezeichnung hn,m besagt nicht alles u¨ber die Lie-Algebren-Struktur. So
kann es nicht isomorphe Lie-Algebren-Strukturen bei gleicher Gesamt-und
Zentrumsdimension geben. Siehe dazu [LP].
Eine zusammenha¨ngende, einfach zusammenha¨ngende Lie-Gruppe heiße Hei-
senberg-Typ-Gruppe und wird mit Hn,m bezeichnet, falls ihre Lie-Algebra
eine Heisenberg-Typ-Algebra hn,m ist.
Bemerkung 2.3 (i): Es gilt [v, v] = z. [v, v] ⊂ z ist trivial, die andere In-
klusion folgt aus der Regularita¨t der JZ .
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(ii): Aufgrund der Definition der JZ ist klar, dass JZ stets schiefsymme-
trisch ist. Ist < Z,Z >= 1, so folgt aus (2.1), dass dann JZ sogar immer
orthogonal ist.
(iii): Ist hn,m (Hn,m) eine Heisenberg-Typ-Algebra (Heisenberg-Typ-Gruppe),
so ist stets n eine gerade Zahl, das heißt n = 2ν fu¨r ein ν ∈ N. Dies folgt
sofort aus der Schiefsymmetrie und Regularita¨t der JZ . In Abschnitt 2.6
wird weiter auf das Verha¨ltnis der Zahlen n und m zueinander eingegangen.
Die Namensgebung Heisenberg-Typ-Algebren/Heisenberg-Typ-Gruppen ist
natu¨rlich, da es sich bei Heisenberg-Gruppen (bzw. Heisenberg-Algebren)
auch tatsa¨chlich um Heisenberg-Typ-Gruppen (bzw. Heisenberg-Typ-Alge-
bren) handelt, wie das folgende Lemma zeigt:
Lemma 2.4 Heisenberg-Algebren sind Heisenberg-Typ-Algebren.
Beweis: Sei hn = v ⊕ z eine Heisenberg-Algebra. Im Folgenden wird v mit
dem R2n identifiziert, z mit R. Fasst man den Kommutator [·, ·] auf hn als
Abbildung von R2n×R2n → R auf, so wird dieser offensichtlich vermittelt
durch
B :=

J 0 · · · · · · 0
0 J 0 · · · 0
... 0
. . .
...
...
...
. . . 0
0 0 · · · 0 J


2n,
wobei
J :=
(
0 −1
1 0
)
.
Dann folgt aber sofort wegen B2 = −IR2n fu¨r alle Z ∈ z, dass
J2Z = − < Z,Z > idv.
Damit ist also jede Heisenberg-Algebra eine Heisenberg-Typ-Algebra. 2
Bemerkung 2.5 (i): Ist hn,1 eine Heisenberg-Typ-Algebra, so ist n gerade
und hn,1 ist isomorph zur Heisenberg-Algebra hn/2.
(ii): Im Folgenden wird stets eine Orthonormalbasis zum gegebenen Skalar-
produkt gewa¨hlt sein. Ferner wird in Koordinaten (u, z) gerechnet.
(iii): Versieht man V = v⊕ z mit dem Baker-Campbell-Hausdorff-Produkt,
so ist auf Hn,m eine Realisierung der Multiplikation gegeben durch
(u, z) · (u′, z′) = (u, z) + (u′, z′) + 1
2
[(u, z), (u′, z′)].
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(iv): Da die Lie-Gruppe Hn,m zweistufig nilpotent ist, kann als Haar-Maß
d(u, z) das Lebesgue-Maß, das vermo¨ge des durch < ·, · > gegebenen Volu-
menelementes induziert wird, gewa¨hlt werden (siehe z.B. [C-G]). Insbeson-
dere ist Hn,m unimodular.
(v): Eine Gruppe von Automorphismen, die Dilatationen {δt| t 6= 0}, ist auf
der Lie-Algebra hn,m gegeben durch
δt(X + Z) := tX + t
2Z,
fu¨r alle X ∈ v, Z ∈ z. Entsprechend definiert man auf der Lie-Gruppe Hn,m
die Dilatationen durch
δt(u, z) := (tu, t
2z).
(vi): Mit Q := n+2m bezeichnet man die sogenannte homogene Dimension
von Hn,m. Es gilt dann fu¨r den push-forward des Haar-Maßes d(u, z) unter
den Dilatationen δt:
(δt)⋆d(u, z) = t
−Qd(u, z).
(vii): Sind f , g ∈ L1(Hn,m), so ist die Faltung auf Hn,m definiert durch
f ∗ g(x) :=
∫
Hn,m
f(y)g(y−1x)dy.
Da das Lebesgue-Maß unimodular ist, zeigt eine einfache Substitution, dass
dann auch
f ∗ g(x) =
∫
Hn,m
f(xy−1)g(y)dy.
Definition 2.6 Sei M := {f |f : Hn,m → (C ∪ {∞})n , f messbar}. Fu¨r p ∈
[1,∞) definieren wir folgende Funktionenra¨ume:
Lp (Hn,m, l2n) :=
{
f ∈M
∣∣∣∣∣
∫
Hn,m
||f(x)||p
l2n
dx <∞
}
.
Lp (Hn,m, l2n) besitzt die folgende Halbnorm:
||f ||Lp(Hn,m,l2n) :=
(∫
Hn,m
||f(x)||p
l2n
dx
) 1
p
.
Mit N := {f ∈ Lp (Hn,m, l2n) | ||f ||Lp(Hn,m,l2n) = 0} sei
Lp
(
Hn,m, l
2
n
)
:= Lp (Hn,m, l2n) /N
ausgestattet mit der Quotientennorm
||f +N||Lp(Hn,m,l2n) := ||f ||Lp(Hn,m,l2n).
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Bemerkung 2.7 Sei p ∈ (1,∞), q der zu p konjugierte Exponent (1/p +
1/q = 1). Offensichtlich gilt dann fu¨r den Dualraum von Lp
(
Hn,m, l
2
n
)
(
Lp
(
Hn,m, l
2
n
))′
= Lq
(
Hn,m, l
2
n
)
.
2.3 Der Tangentialraum von Hn,m
Lemma 2.8 Sei {Xi| i = 1, . . . , n} ∪ {Zi| i = 1, . . . ,m} eine Orthonormal-
basis der Lie-Algebra hn,m. Linksinvariante Vektorfelder, die in jedem Punkt
p = (u, z) ∈ Hn,m als Basis den Tangentialraum TpHn,m aufspannen, sind
gegeben durch
Xi := ∂∂ui − 12
∑
j,k A
k
ijuj
∂
∂zk
, 1 ≤ i ≤ n,
Zi := ∂∂zi 1 ≤ i ≤ m,
wobei
Akij :=< [Xi, Xj ], Zk > .
Beweis: In der folgenden Rechnung sei Hn,m mittels der Orthonormalbasis
des Rn+m durch ei := Xi fu¨r i = 1, . . . , n, ei+n := Zi fu¨r i = 1, . . . ,m iden-
tifiziert. Eine Basis des Tangentialraumes TpHn,m ist dann durch folgende
Abbildungsvorschrift gegeben: fu¨r f ∈ C∞ (Hn,m) sei
Xi(p)f := ddt
∣∣
t=0
f(p · tei) 1 ≤ i ≤ n,
Zi(p)f := ddt
∣∣
t=0
f(p · tei+n) 1 ≤ i ≤ m.
Ausrechnen ergibt fu¨r 1 ≤ i ≤ n:
Xi(p)f = d
dt
∣∣∣∣
t=0
f(p · tei)
=
d
dt
∣∣∣∣
t=0
f
(
(u, z) + tei +
t
2
[(u, 0), ei]
)
= < ∇f(p), ei + 1
2
[(u, 0), ei] >
= < ∇f(p), ei + 1
2
n∑
j=1
uj [ej , ei] >
= < ∇f(p), ei + 1
2
n∑
j=1
m∑
k=1
uj < [ej , ei], ek+n > ek+n >
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= < ∇f(p), ei − 1
2
∑
j,k
Akijujek+n >
=
∂
∂ui
f(p)− 1
2
∑
j,k
Akijuj
∂
∂zk
f(p),
also
Xi = ∂
∂ui
− 1
2
∑
j,k
Akijuj
∂
∂zk
.
Fu¨r 1 ≤ i ≤ m gilt punktweise:
Zi(p)f = d
dt
∣∣∣∣
t=0
f(p · tei+n)
=
d
dt
∣∣∣∣
t=0
f
(
(u, z) + tei+n +
t
2
[(u, 0), ei+n]
)
=
d
dt
∣∣∣∣
t=0
f((u, z) + tei+n)
=
∂
∂zi
f(p),
und damit
Zi = ∂
∂zi
.
2
2.4 Der Sub-Laplace-Operator auf Hn,m
Definition 2.9 (Sub-Laplace-Operator) Sei Hn,m eine Heisenberg-Typ-
Gruppe, {X1, . . . ,Xn} das System linksinvarianter linear unabha¨ngiger Vek-
torfelder aus Lemma 2.8. Der Sub-Laplace-Operator ∆ auf Hn,m sei dann
folgendermaßen definiert:
∆ := −
n∑
i=1
X 2i .
∆ ist offensichtlich auf C∞0 (Hn,m) wohldefiniert.
∆ spielt eine a¨hnliche Rolle fu¨r die Heisenberg-Typ-Gruppen wie der Laplace-
Operator auf dem Rn. Dies zeigt die folgende Bemerkung, die ein paar der
wesentlichen Eigenschaften zusammenstellt:
Bemerkung 2.10 (i): ∆ ist in L2(Hn,m) ein wesentlich selbstadjungierter
Operator. Betrachtet man ∆ na¨mlich auf dem urspru¨nglichen Definitions-
bereich C∞0 (Hn,m), so ergibt der Abschluss des Graphen von ∆ einen in
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L2(Hn,m) dicht definierten selbstadjungierten Operator, der wieder mit ∆
bezeichnet werden soll. Fu¨r den Beweis siehe [St].
(ii): ∆ ist nicht-negativ und hypoelliptisch. Mit (i) ergibt sich somit, dass
das L2-Spektrum von ∆, das mit σ(∆) bezeichnet wird, in [0,∞) enthalten
ist. 0 liegt im Spektrum, ist aber kein Eigenwert. Siehe dazu [F].
(iii): Es existiert eine eindeutige Halbgruppe {Ht|t > 0} von linearen Ope-
ratoren auf L1 + L∞, deren Lp-Erzeuger ∆p fu¨r 1 ≤ p < ∞ auf C∞0 mit ∆
u¨bereinstimmt und die durch Rechtsfaltung mit Wahrscheinlichkeitsmaßen
pt gegeben ist, Htf = f ∗ pt. Die pt heißen Wa¨rmeleitungskerne und haben
die zusa¨tzliche Eigenschaft, glatte Funktionen zu sein. Auf L∞ kann dann
Ht durch eben diese Faltungsoperatoren definiert werden. Da ∆p der die
Halbgruppe Ht erzeugende Operator ist und ∆pf = ∆f fu¨r f ∈ C∞0 , wird
Ht auch mit e
−t∆ bezeichnet und stimmt mit dem u¨ber den Spektralsatz
definierten Operator e−t∆ u¨berein. Dies wird in [F] bewiesen.
Lemma 2.11 Der Wa¨rmeleitungskern pt (siehe Bemerkung 2.10) zum Sub-
Laplace-Operator ∆ auf einer Heisenberg-Typ-Gruppe Hn,m ist fu¨r t > 0
gegeben durch
pt(u, z) =
cν,m
|z|m2 −1
∫ ∞
0
λν+
m
2
(sinh tλ)ν
Jm
2
−1(λ|z|) exp
( −|u|2λ
4 tanh tλ
)
dλ,
wobei
cν,m := (2π)
−m
2
−ν2−ν
und Jm/2−1 die Besselfunktion zum Index m/2−1 ist. Gilt m ≥ 2, so ist fu¨r
r ∈ R≥0
Jm
2
−1(r) =
2−(
m
2
−1)r
m
2
−1
Γ
(
m
2 − 12
)
π
1
2
∫ 1
−1
eirt(1− t2)m−32 dt.
Ist m = 1, so stimmt der Wa¨rmeleitungskern auf Hn,m mit dem der Hei-
senberg-Gruppe Hn/2 u¨berein.
Desweiteren gilt fu¨r t > 0
pt2(u, z) = t
−Qp1(δ−1t (u, z)). (2.2)
Beweis: Die explizite Form des Wa¨rmeleitungskernes wird in [Ra] bewiesen.
Fu¨r die Formel der Besselfunktion siehe [S2]. Aus der Homogenita¨t des
Sub-Laplace-Operators kann man die Formel (2.2) leicht herleiten, aber
auch eine einfache Substitution liefert das gewu¨nschte Ergebnis u¨ber die
Homogenita¨t des Wa¨rmeleitungskernes pt in t. 2
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Lemma 2.12 Fu¨r alle t > 0, f ∈ C∞0 (Hn,m), x ∈ Hn,m gilt:
f ∗ pt2(x) = (f ◦ δt) ∗ p1(δ−1t (x)).
Beweis: Mit Lemma 2.11 folgt fu¨r t > 0, f ∈ C∞0 (Hn,m), x ∈ Hn,m:
f ∗ pt2(x) = t−Qf ∗
(
p1 ◦ δ−1t
)
(x)
= t−Q
∫
Hn,m
f(y)(p1 ◦ δ−1t )(y−1x)dy
= t−Q
∫
Hn,m
f(y)p1(δ
−1
t (y
−1)δ−1t (x))dy
=
∫
Hn,m
f(δt(y))p1(y
−1δ−1t (x))dy
= (f ◦ δt) ∗ p1(δ−1t (x)).
2
Bemerkung 2.13 Mit Lemma 2.12 und Bemerkung 2.10 folgt dann also
fu¨r alle t > 0, f ∈ C∞0 (Hn,m):
e−t
2∆f = (e−∆(f ◦ δt)) ◦ δ−1t .
Definition 2.14 Sei E : B([0,∞))→ L(L2(Hn,m)) das Spektralmaß zu ∆
so, dass ∆ =
∫∞
0 λdE(λ). Da 0 nach Bemerkung 2.10 kein Eigenwert ist,
gilt nach [Ru1] (Theorem 12.29), dass E({0}) = 0 ist. Damit ist fu¨r jedes
α ∈ C in der Definition von ∆α die Setzung von 0α := 0 mo¨glich. Die
Funktion λ 7→ λα ist dann eine E-Borelmessbare komplexwertige Funktion
auf σ(∆) = [0,∞) (siehe dazu [D-S]). Es ist also
∆α :=
∫ ∞
0
λαdE(λ)
ein wohldefinierter abgeschlossener Operator auf dem maximalen Definiti-
onsbereich
D (∆α) =
{
f ∈ L2(Hn,m)
∣∣∣∣∫ ∞
0
|λα|2dEf,f (λ) <∞
}
.
Lemma 2.15 Seien α, β ∈ C. Dann gilt:
(i): falls f ∈ D(∆β) ∩ D(∆α+β) so folgt ∆βf ∈ D(∆α) und ∆α∆βf =
∆α+βf .
(ii): falls f ∈ D(∆α) ∩ D(∆β) und Re(α) < Re(β), so folgt f ∈ D(∆γ) fu¨r
alle γ ∈ C mit Re(α) ≤ Re(γ) ≤ Re(β).
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Beweis: Siehe [F] sowie [Ko]. 2
Definition 2.16 Ist Hn,m eine Heisenberg-Typ-Gruppe, so bezeichne W
den Raum
W := ∆ (C∞0 (Hn,m)) .
Wie das folgende Lemma zeigt, ist W ein Core zu ∆−1/2.
Lemma 2.17 Sei p ∈ (1,∞). Es gelten die folgenden Aussagen:
(i): W ⊂ C∞0 (Hn,m),
(ii): W ist ein bezu¨glich der Lp-Norm dichter Teilraum von Lp (Hn,m),
(iii): W ⊂ D(∆− 12∆∆− 12 ), und in L2 (Hn,m) ist
∆−
1
2∆∆−
1
2 f = f
fu¨r alle f ∈W .
Beweis: W ⊂ C∞0 (Hn,m) gilt trivialerweise, und nach [F] gilt die Dichtheit
in Lp (Hn,m) bezu¨glich der L
p-Norm, also (i) und (ii).
Insbesondere gilt also W ⊂ D(∆). Ist f ∈ W , also f = ∆g fu¨r ein g ∈
C∞0 ⊂ D(∆)∩D(∆0), so folgt ferner mit Lemma 2.15, dass ∆g ∈ D(∆−1)
und damit f ∈ D(∆−1). Es ist also
W ⊂ D(∆) ∩ D(∆−1).
Nach Lemma 2.15 (ii) gilt dann
W ⊂ D(∆ 12 ) ∩ D(∆− 12 ). (2.3)
Lemma 2.15 (i) impliziert jetzt folgendes: Ist f ∈ W , so folgt aus f ∈
D(∆ 12 ) ∩ D(∆ 12− 12 ), dass
∆
1
2 f ∈ D(∆− 12 ) und ∆− 12∆ 12 f = f. (2.4)
Aus f ∈ D(∆− 12 ) ∩ D(∆− 12+1) folgt
∆−
1
2 f ∈ D(∆) und ∆∆− 12 f = ∆ 12 f. (2.5)
Aus (2.4) und (2.5) folgt dann fu¨r alle f ∈W
f = ∆−
1
2∆
1
2 f = ∆−
1
2∆∆−
1
2 f.
2
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Lemma 2.18 Fu¨r alle f ∈ W (siehe Definition 2.16) gilt: es existiert ein
L2-Repra¨sentant h ∈ C∞ (Hn,m) von ∆−1/2f , fu¨r alle x ∈ Hn,m ist der
Term
∫∞
0 f ∗ pt2(x)dt wohldefiniert, und
h(x) =
2√
π
∫ ∞
0
f ∗ pt2(x)dt. (2.6)
Beweis: Sei f ∈W . DaW ⊂ C∞0 , gilt f ∈ D(∆k) fu¨r alle k ∈ N. Es gilt also
f ∈ D(∆0) ∩D(∆k) und mit Lemma 2.15: f ∈ D(∆α) fu¨r alle 0 ≤ α ≤ k,
also insbesondere f ∈ D(∆k−1/2). Da nach (2.3) gilt: f ∈ D(∆−1/2), folgt
wiederum mit Lemma 2.15: ∆−1/2f ∈ D(∆k) fu¨r alle k ∈ N0. Nach [S]
gilt dann: ∑
|β|≤k
||Dβ∆−1/2f ||2 <∞
und mit dem Sobolevschen Einbettungssatz folgt die Existenz eines Re-
pra¨sentanten h von ∆−1/2f in C∞(Hn,m).
Nun soll der rechtsseitige Ausdruck in (2.6) betrachtet werden. Es gilt fu¨r
alle x ∈ Hn,m:
p1(x) = p 1
2
∗ p 1
2
(x) =
∫
Hn,m
p 1
2
(y)p 1
2
(y−1x)dy ≤ ||p 1
2
||22 = p1(0),
und mit (2.2) folgt sofort fu¨r alle t > 0:
pt(x) = t
−Q
2 p1
(
δ−1√
t
(x)
)
≤ t−Q2 p1(0).
Damit ist
|f ∗ pt(x)| ≤ C||f ||1t−
Q
2 . (2.7)
Fu¨r alle t > 0 und x ∈ Hn,m gilt weiterhin wegen ||pt||1 = 1, dass
|f ∗ pt(x)| ≤ ||f ||∞. (2.8)
Da außerdem die Funktion t 7→ f ∗ pt(x) nach t auf (0,∞) differenzierbar
ist, existiert fu¨r alle 1 > ε > 0, N ∈ N
1
2
∫ N2
ε2
f ∗ pt(x)t− 12dt =
∫ N
ε
f ∗ pt2(x)dt.
Es folgt:∣∣∣∣∫ N
ε
f ∗ pt2(x)dt
∣∣∣∣ ≤ ∫ 1
ε
|f ∗ pt2(x)|dt+
∫ N
1
|f ∗ pt2(x)|dt
≤ ||f ||∞ + C||f ||1
∫ N
1
t−Qdt
= ||f ||∞ + C||f ||1 1−N
−Q+1
Q− 1 .
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Dieser Ausdruck konvergiert fu¨r N →∞, und damit existiert∫ ∞
0
f ∗ pt2(x)dt.
Sei nun zusa¨tzlich g ∈W . Dann gilt mit dem Spektralsatz (siehe [D-S]):
< ∆−
1
2 f, g > =
∫ ∞
0
λ−
1
2dEf,g(λ)
=
2√
π
∫ ∞
0
∫ ∞
0
e−t
2λdtdEf,g(λ).
Als na¨chstes soll die Integrationsreihenfolge vertauscht werden, was mo¨glich
ist, falls das letzte Doppelintegral absolut konvergiert (siehe dazu [Ru2],
Theorem 6.12 und [El], Satz 2.1). Dies ist aber wegen e−t2λ > 0 genau
dann der Fall, wenn das Integral∫ ∞
0
λ−
1
2dEf,g(λ) (2.9)
absolut konvergent ist, d.h. wenn mit der Variation |Ef,g| des komplexen
Maßes Ef,g gilt: ∫ ∞
0
λ−
1
2d|Ef,g|(λ) <∞.
Die Variation von Ef,g ist folgendermaßen definiert (siehe [El]): fu¨r A ∈
B([0,∞)) ist
|Ef,g|(A) := sup

∞∑
j=1
|Ef,g(Aj)|
∣∣∣Aj ∈ B([0,∞)), A = ◦⋃
j∈N
Aj
 .
Da E eine Zerlegung der Identita¨t ist, ist E(A) ein selbstadjungierter
Projektor, und es folgt
| < E(A)f, g > | = | < E(A)f,E(A)g > |
≤ < E(A)f,E(A)f > 12< E(A)g,E(A)g > 12
= < E(A)f, f >
1
2< E(A)g, g >
1
2 .
Sind nun Aj ∈ B([0,∞)) mit A =
⋃◦
j∈N Aj , so folgt aufgrund der Cauchy-
Schwarzschen Ungleichung und mit Ef,g(A) =< E(A)f, g >, dass
∞∑
j=1
|Ef,g(Aj)| ≤
∞∑
j=1
|Ef,f (Aj)|
1
2 |Eg,g(Aj)| 12
≤
 ∞∑
j=1
|Ef,f (Aj)|
 12  ∞∑
j=1
|Eg,g(Aj)|
 12
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und damit
|Ef,g|(A) ≤ (Ef,f (A))
1
2 (Eg,g(A))
1
2 , (2.10)
da außerdem Ef,f und Eg,g positive Maße sind und somit |Ef,f | = Ef,f
und |Eg,g| = Eg,g gelten. Da außerdem Ef,f ([0,∞)) =< f, f > < ∞,
handelt es sich bei Ef,f und natu¨rlich auch bei Eg,g um endliche Maße.
Sei nun n ∈ N, und fu¨r i ≤ n seien κi ∈ R, Ai ∈ B([0,∞)) mit Ai∩Aj = ∅
fu¨r i 6= j. Sei
h : [0,∞)→ R, λ 7→
n∑
i=1
κi 1Ai(λ).
Eine solche Funktion h wird einfache Funktion genannt. Fu¨r h gilt dann
mit Cauchy-Schwarz und der Ungleichung (2.10):∫ ∞
0
h(λ)d|Ef,g|(λ) =
n∑
i=1
κi|Ef,g|(Ai)
≤
n∑
i=1
κi (Ef,f (Ai))
1
2 (Eg,g(Ai))
1
2
≤
(
n∑
i=1
κ2iEf,f (Ai)
) 1
2
(
n∑
i=1
Eg,g(Ai)
) 1
2
=
(∫ ∞
0
|h(λ)|2dEf,f (λ)
) 1
2
(
n∑
i=1
Eg,g(Ai)
) 1
2
≤ ||g||2
(∫ ∞
0
|h(λ)|2dEf,f (λ)
) 1
2
.
(2.11)
Nimmt man nun auf beiden Seiten der Ungleichung (2.11) das Supremum
u¨ber alle einfachen Funktionen h mit 0 ≤ h(λ) ≤ λ−1/2, so folgt∫ ∞
0
λ−
1
2d|Ef,g|(λ) ≤ ||g||2
(∫ ∞
0
λ−1dEf,f (λ)
) 1
2
<∞,
da wegen f ∈ D (∆−1/2) ∫ ∞
0
λ−1dEf,f (λ) <∞
ist. Es darf also Fubini angewandt werden, und es folgt
2√
π
∫ ∞
0
∫ ∞
0
e−t
2λdtdEf,g(λ) =
2√
π
∫ ∞
0
∫ ∞
0
e−t
2λdEf,g(λ)dt.
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Dann gilt aber wieder mit dem Spektralsatz:
2√
π
∫ ∞
0
∫ ∞
0
e−t
2λdEf,g(λ)dt =
2√
π
∫ ∞
0
< e−t
2∆f, g > dt
=
2√
π
∫ ∞
0
∫
Hn,m
e−t
2∆f(x)g(x)dxdt.
Da g ∈ W ⊂ C∞0 , ist der Integrand absolut u¨ber Hn,m und [0,∞) inte-
grierbar. Dann ist aber mit Fubini die Integrationsreihenfolge vertausch-
bar, und es gilt
2√
π
∫ ∞
0
< e−t
2∆f, g > dt =
〈
2√
π
∫ ∞
0
e−t
2∆fdt, g
〉
=
〈
2√
π
∫ ∞
0
f ∗ pt2dt, g
〉
.
Damit folgt h(x) = 2/
√
π
∫∞
0 f ∗ pt2(x)dt fu¨r fast alle x. Der rechtsseitige
Ausdruck definiert aber immer eine stetige Funktion. Dies gilt, da fu¨r alle
t > 0 die Funktion x 7→ f ∗ pt2(x) stetig ist und das Integral∫ ∞
0
f ∗ pt2(x)dt
absolut konvergent ist, und somit die Stetigkeit mit dem Satz u¨ber majo-
risierte Konvergenz folgt. Da die linke Seite aber eine glatte Funktion ist,
die rechte eine stetige, muß sogar u¨berall die Gleichheit gelten. 2
2.5 Die Koranyi-Spha¨re Sn,m
Definition 2.19 Sei
Sn,m :=
{
(u, z) ∈ Rn+m
∣∣∣∣ |u|416 + |z|2 = 1
}
die Koranyi-Spha¨re im Rn+m. Sei dµ(ω) das
”
subriemannsche“ Oberfla¨chen-
maß dµ(ω), das gegeben ist durch∫
Sn,m
f(ω)dµ(ω)
= 2n
∫
Σn−1
∫
Σm−1
∫ π
2
0
f(2 cos
1
2 ϑ · η1, sinϑ · η2)(cosϑ)ν−1(sinϑ)m−1dϑ
dσm−1(η2)dσn−1(η1).
Mit Σk−1 fu¨r k ∈ N sei die euklidische Spha¨re des Rk bezeichnet,
Σk−1 := {x ∈ Rk | |x| = 1}
und mit dσk−1 das Riemannsche Oberfla¨chenmaß auf Σk−1.
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Satz 2.20 Fu¨r alle integrierbaren Funktionen f : Rn+m → C gilt mit dµ(ω)
wie in Definition 2.19∫
Rn×Rm
f(u, z)d(u, z) =
∫
R>0
rn+2m−1
∫
Sn,m
f(δr(ω))dµ(ω)dr.
Damit ist dann insbesondere
µ(Sn,m) =
2n+1π
n
2
+m
2 Γ
(
n
4
)
Γ
(
n
2
)
Γ
(
n
4 +
m
2
) .
Beweis: Ein Element ω der Spha¨re Sn,m hat die Form
ω = (ω1, . . . , ωn, ωn+1, . . . , ωn+m−1, ωn+m).
Es bezeichne dann
ω˜1 := (ω1, . . . , ωn), ω˜
2 := (ωn+1, . . . , ωn+m−1), ω˜ := (ω˜1, ω˜2).
Sei
π : Sn,m → Rn × Rm−1, ω 7→ ω˜.
π ist also die Projektion von Sn,m auf die ersten n+m− 1 Koordinaten.
Sei zu ǫ ∈ {−1, 1}
R
m
ǫ := {y ∈ Rm|ǫym > 0},
also der Halbraum des Rm mit positiver (ǫ = 1) bzw. negativer (ǫ = −1)
letzter Koordinate. Sei
ψǫ : πS
n,m × R>0 → Rn × Rmǫ ,
(ω˜, r) 7→
(
rω˜1, r2ω˜2, ǫr2
√
1− |ω˜
1|4
16
− |ω˜2|2
)
= δr
(
ψ˜ǫ(ω˜)
)
mit ψ˜ǫ(ω˜) =
(
ω˜1, ω˜2, ǫ
√
1− |ω˜1|416 − |ω˜2|2
)
.
Die Jacobi-Matrix von ψǫ hat dann die Form
Dψǫ(ω˜, r) =

rIn 0
tω˜1
0 r2Im−1 2rtω˜2
− ǫr2|ω˜1|2ω˜18l(ω˜) − ǫr
2ω˜2
l(ω˜) ǫ2rl(ω˜)

,
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wobei
l(ω˜) :=
√
1− |ω˜
1|4
16
− |ω˜2|2
und ω˜ /∈ ∂πSn,m.
Als na¨chstes soll der Betrag der Determinante dieser Matrix berechnet
werden. Dazu wird sie zuna¨chst auf obere Dreiecksgestalt gebracht. Dies
geschieht durch Multiplikation der j-ten Zeile (fu¨r j = 1, . . . , n) mit dem
Faktor ǫr|ω˜1|2ω˜1j /(8l(ω˜)) und Addition zur letzten Zeile sowie (fu¨r j =
n + 1, . . . , n + m − 1) mit ǫω˜2j /l(ω˜) und Addition zur letzten Zeile. Die
entstandene Matrix ist nun eine obere Dreiecksmatrix. Das Element an
der Stelle (n+m,n+m) hat dann offensichtlich die Form
ǫ2rl(ω˜) +
n∑
j=1
ǫr|ω˜1|2
8l(ω˜)
(
ω˜1j
)2
+
m∑
j=1
2rǫ
l(ω˜)
(
ω˜2j
)2
=
ǫ2r
l(ω˜)
(
l(ω˜)2 +
|ω˜1|4
16
+ |ω˜2|2
)
=
ǫ2r
l(ω˜)
.
Fu¨r die Determinante folgt dann sofort
|detDψǫ(ω˜, r)| = 2r
n+2m−1
l(ω˜)
.
Also ist∫
Rn×Rm
f(u, z)d(u, z) =
∑
ǫ∈{−1,1}
∫
R>0
∫
πSn,m
f(ψǫ(ω˜, r))
2
l(ω˜)
dω˜rn+2m−1dr
=
∑
ǫ∈{−1,1}
∫
R>0
∫
πSn,m
f(δr(ψ˜ǫ(ω˜)))
2
l(ω˜)
dω˜rn+2m−1dr.
(2.12)
Sei also ein Maß µ˜ auf Sn,m folgendermaßen definiert:∫
Sn,m
f(ω)dµ˜(ω) :=
∑
ǫ∈{−1,1}
∫
πSn,m
f(ψ˜ǫ(ω˜))
2
l(ω˜)
dω˜.
Mit (2.12) gilt dann also:∫
Rn×Rm
f(u, z)d(u, z) =
∫
R>0
∫
Sn,m
f(δr(ω))dµ˜(ω)r
n+2m−1dr.
Sei zu ǫ1, ǫ2 ∈ {−1, 1}
Sn,mǫ1 := {ω ∈ Sn,m|ǫ1ωn+m > 0},
(π(Sn,m))ǫ2 := {ω˜ ∈ π(Sn,m)|ǫ2ω˜n > 0},
Σn−1ǫ2 := {η1|ǫ2η1n > 0},
Σm−1ǫ1 := {η2|ǫ1η2m > 0},
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πk : Σ
k−1 → Rk−1
η 7→ (η1, . . . , ηk−1),
hǫ2 : πn(Σ
n−1)◦ × πm(Σm−1)◦ × (0, π/2)→ (π(Sn,m))◦ǫ2
(η˜1, η˜2, ϑ) 7→ (2(cosϑ) 12 η˜1, 2ǫ2(cosϑ) 12 (1− |η˜1|2) 12 , sinϑη˜2).
Dann ist hǫ2 wohldefiniert und bijektiv. Ist na¨mlich (η˜
1, η˜2, ϑ) ∈ πn(Σn−1)◦×
πm(Σ
m−1)◦ × (0, π/2), so gilt
1
16
|2(cosϑ) 12 (η˜1, ǫ2(1− |η˜1|2) 12 )|4 = (cosϑ)2,
| sinϑη˜2|2 = (sinϑ)2|η˜2|2 < (sinϑ)2,
und damit existiert ein z ∈ R>0 mit
(hǫ2(η˜
1, η˜2, ϑ), z) ∈ Sn,m,
also
hǫ2(η˜
1, η˜2, ϑ) ∈ π(Sn,m)◦,
und da weiter
ǫ2 ·(hǫ2(η˜1, η˜2, ϑ))n = ǫ22ǫ2(cosϑ)
1
2 (1−|η˜1|2) 12 = 2(cosϑ) 12 (1−|η˜1|2) 12 > 0
ist
hǫ2(η˜
1, η˜2, ϑ) ∈ (π(Sn,m))◦ǫ2 .
Damit ist hǫ2 also wohldefiniert.
Sei nun (ω˜1, ω˜2) ∈ (π(Sn,m))◦ǫ2 . Dann existiert ein z > 0 so, dass
|ω˜1|4
16
+ |ω˜2|2 + z2 = 1.
Da ω˜1n 6= 0 und |ω˜1|4/16 6= 1, existiert ein ϑ ∈ (0, π/2) mit
|ω˜1|4
16
= (cosϑ)2, |ω˜2|2 + z2 = (sinϑ)2.
Daraus folgt: ∣∣∣∣∣ 12(cosϑ) 12 ω˜1
∣∣∣∣∣
4
= 1,
∣∣∣∣ 1sinϑ(ω˜2, z)
∣∣∣∣ = 1
und damit dann
1
2(cosϑ)
1
2
(ω˜11, . . . , ω˜
1
n−1) ∈ πn
(
Σn−1
)
,
1
sinϑ
ω˜2 ∈ πm
(
Σm−1
)◦
.
22
da außerdem ω˜1n 6= 0, ist
πn
(
1
2(cosϑ)
1
2
ω˜1
)
∈ πn
(
Σn−1
)◦
.
Da
hǫ2
(
πn
(
1
2(cosϑ)
1
2
ω˜1
)
,
1
sinϑ
ω˜2, ϑ
)
= (ω˜1, ω˜2) = ω˜,
ist hǫ2 surjektiv. Die Injektivita¨t ist offensichtlich.
Die Jacobi-Matrix von hǫ2 hat die Form
Dhǫ2(η˜
1, η˜2, ϑ) =

2(cosϑ)
1
2 In−1 0 − sinϑ(cosϑ)− 12 t η˜1
−ǫ2 2(cosϑ)
1
2
λ(η˜) η˜
1 0 −ǫ2 sinϑ(cosϑ)− 12λ(η˜)
0 sinϑIm−1 cosϑ t η˜2

,
wobei
λ(η˜) :=
√
1− |η˜1|2.
Auch hier wird die Matrix vor der Berechnung des Betrags der Determi-
nante auf eine obere Dreiecksgestalt gebracht. Dafu¨r wird zuerst die n-te
Zeile mit der die untersten m Zeilen umfassenden Teilmatrix vertauscht.
Dann wird die j-te Zeile (fu¨r j = 1, . . . , n−1) mit ǫ2η˜1j /(λ(η˜)) multipliziert
und zur letzten Zeile addiert. Offensichtlich liegt nach diesen Zeilentrans-
formationen eine obere Dreiecksmatrix vor. Das Element an der Stelle
(n+m− 1, n+m− 1) hat dann die Form
−ǫ2 sinϑ(cosϑ)− 12λ(η˜)−
n−1∑
j=1
ǫ2 sinϑ(cosϑ)
− 1
2
λ(η˜)
(
η˜1j
)2
= −ǫ2 sinϑ(cosϑ)
− 1
2
λ(η˜)
(
λ(η˜)2 + |η˜1|2)
= −ǫ2 sinϑ(cosϑ)
− 1
2
λ(η˜)
.
Fu¨r den Betrag der Determinate von Dhǫ2 folgt dann sofort
|detDhǫ2(η˜1, η˜2, ϑ)| =
2n−1(sinϑ)m(cosϑ)
n
2
−1√
1− |η˜1|2 .
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Es gilt dann∫
Sn,m
f(ω)dµ˜(ω)
=
∑
ǫ1∈{−1,1}
∫
πSn,m
f(ψ˜ǫ1(ω˜))
2
l(ω˜)
dω˜
=
∑
ǫ1,ǫ2∈{−1,1}
∫
(πSn,m)ǫ2
f(ψ˜ǫ1(ω˜))
2
l(ω˜)
dω˜
=
∑
ǫ1,ǫ2∈{−1,1}
2n
·
∫
πn(Σn−1)
∫
πm(Σm−1)
∫ π
2
0
f(ψ˜ǫ1(hǫ2(η˜
1, η˜2, ϑ)))(sinϑ)m(cosϑ)
n
2
−1√
1− |η˜1|2√1− (cosϑ)2 − (sinϑ)2|η˜2|2 dϑdη˜2dη˜1
=
∑
ǫ1,ǫ2∈{−1,1}
2n
·
∫
πn(Σn−1)
∫
πm(Σm−1)
∫ π
2
0
f(ψ˜ǫ1(hǫ2(η˜
1, η˜2, ϑ)))(sinϑ)m−1(cosϑ)
n
2
−1√
1− |η˜1|2√1− |η˜2|2 dϑdη˜2dη˜1.
Da
ψ˜ǫ1(hǫ2(η˜
1, η˜2, ϑ))
= ψ˜ǫ1
((
2(cosϑ)
1
2 η˜1, 2ǫ2(cosϑ)
1
2 (1− |η˜1|2) 12 , sinϑη˜2
))
=
(
2(cosϑ)
1
2 η˜1, 2ǫ2(cosϑ)
1
2 (1− |η˜1|2) 12 , sinϑη˜2, ǫ1 sinϑ(1− |η˜2|2) 12
)
,
folgt mit der Summation u¨ber ǫ1 und ǫ2, dass∫
Sn,m
f(ω)dµ˜(ω)
=
∑
ǫ1,ǫ2∈{−1,1}
2n
·
∫
Σn−1ǫ2
∫
Σm−1ǫ1
∫ π
2
0
f
(
2(cosϑ)
1
2 η1, sinϑη2
)
(sinϑ)m−1(cosϑ)
n
2
−1dϑ
dσm−1(η2)dσn−1(η1)
= 2n
∫
Σn−1
∫
Σm−1
∫ π
2
0
f
(
2(cosϑ)
1
2 η1, sinϑη2
)
(sinϑ)m−1(cosϑ)
n
2
−1dϑ
dσm−1(η2)dσn−1(η1)
=
∫
Sn,m
f(ω)dµ(ω).
Das Maß der Koranyi-Spha¨re ergibt sich mit der bekannten Formel
|Σk−1| = 2π
k
2
Γ
(
k
2
)
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fu¨r das Oberfla¨chenmaß der euklidische Spha¨re zu:
µ(Sn,m) =
∫
Sn,m
1dµ(ω)
= 2n
∫
Σn−1
∫
Σm−1
∫ π
2
0
(cosϑ)
n
2
−1(sinϑ)m−1dϑdσm−1(η2)dσn−1(η1)
= 2n
∣∣Σn−1∣∣ ∣∣Σm−1∣∣ ∫ π2
0
(cosϑ)
n
2
−1(sinϑ)m−1dϑ
= 2n
2π
n
2
Γ
(
n
2
) 2πm2
Γ
(
m
2
) 1
2
B
(n
4
,
m
2
)
=
2n+1π
n
2
+m
2
Γ
(
n
2
)
Γ
(
m
2
) Γ (n4 )Γ (m2 )
Γ
(
n
4 +
m
2
)
=
2n+1π
n
2
+m
2 Γ
(
n
4
)
Γ
(
n
2
)
Γ
(
n
4 +
m
2
) .
2
Nun wollen wir uns der asymptotischen Berechnung von µ(Sn,m) zuwenden.
Korollar 2.21 Es existiert C > 0 unabha¨ngig von n, m so, dass mit n = 2ν
gilt:
µ(Sn,m) ≤ C22ν+m2 πν+m2 eν+m2 ν− ν2 (ν +m)−( ν2+m2 − 12 ).
Beweis: Mit der Stirlingschen Formel aus Lemma A.8 gilt:
µ(Sn,m) =
2n+1π
n
2
+m
2 Γ
(
n
4
)
Γ
(
n
2
)
Γ
(
n
4 +
m
2
)
≤ C 2
2ν+1πν+
m
2 e−
ν
2
(
ν
2
) ν
2
− 1
2
e−ννν−
1
2 e−
ν
2
−m
2
(
ν+m
2
) ν
2
+m
2
− 1
2
= C22ν+
m
2 πν+
m
2 eν+
m
2 ν−
ν
2 (ν +m)−(
ν
2
+m
2
− 1
2
).
2
2.6 Die Dimensionen der Stratifizierung von Hn,m
Eine Heisenberg-Typ-Gruppe Hn,m besitzt zwei kennzeichnende Dimen-
sionen: zum einen die minimale Anzahl linksinvarianter Vektorfelder, deren
Lie-Algebrenerzeugnis die Lie-Algebra von Hn,m ergibt (die Dimension n der
ersten
”
Schicht“ der Stratifizierung von Hn,m), zum anderen die Dimensi-
on des Zentrums m. Bisher wurde nicht auf das Verha¨ltnis dieser beiden
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Gro¨ßen zueinander eingegangen. Kaplan, der die Heisenberg-Typ-Gruppen
eingefu¨hrt hatte, lieferte in [K] eine fu¨r die Existenz einer Heisenberg-Typ-
Gruppe Hn,m notwendige und hinreichende Bedingung an n und m. Auf
diesem Ergebnis beruht das folgende Lemma. Besonders der Teil (ii) ist von
ausschlaggebender Bedeutung fu¨r die weiteren Berechnungen, da er besagt,
dass bei einer Heisenberg-Typ-Gruppe Hn,m grob gesagt n mindestens so
groß sein muss wie 2(m−1)/2. Dies wird in Kapitel 4 hilfreich sein, da dort
Terme der Art (1 +m/ν)ν abgescha¨tzt werden mu¨ssen.
Lemma 2.22 Sei Hn,m eine Heisenberg-Typ-Gruppe der Dimension n+m,
wobei m die Dimension des Zentrums von Hn,m ist.
(i): Es gilt
2
m
2 |n, falls m ≡8 l fu¨r ein l ∈ {0, 6},
2
m+1
2 |n, falls m ≡8 l fu¨r ein l ∈ {1, 3, 5},
2
m
2
+1|n, falls m ≡8 l fu¨r ein l ∈ {2, 4},
2
m−1
2 |n, falls m ≡8 7.
(ii): Es gilt mit n = 2ν:
m ≤ 2 log2(ν) + 3
Beweis: Das Ergebnis in (i) findet sich schon in [K-R], allerdings ohne Be-
weis.
Sowohl der Beweis von (i) als auch von (ii) basieren auf folgendem Er-
gebnis von Kaplan, das in [K] gezeigt wurde:
m < 8p+ 2q,
falls
n = 24p+q · n˜
ist mit n˜ ∈ N ungerade, p ∈ N, q ∈ {0, 1, 2, 3}.
zu (i): Sei fu¨r l ∈ {0, . . . , 7}
g(l) := min{q′| q′ ∈ {0, 1, 2, 3}, 2q′ ≥ l}.
Dann ist
g(l) = l2 , falls l gerade,
g(l) = l−12 , falls l ∈ {1, 7},
g(l) = l+12 , falls l ∈ {3, 5}.
Sei l ∈ {0, . . . , 7} so, dass m ≡8 l.
Es gilt m+ 1 ≤ 8p+ 2q, m+ 1 ≡8 l˜ fu¨r ein l˜ ∈ {0, . . . , 7}, das heißt
m+ 1 = 8
m+ 1− l˜
8
+ l˜ = 8k + l˜
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mit k = m+1−l˜8 ∈ N.
Dann ist also
8k + l˜ = m+ 1 ≤ 8p+ 2q,
was nur in den folgenden drei Fa¨llen mo¨glich ist:
Fall 1: p > k.
In diesem Fall gilt
4p+ q ≥ 4p ≥ 4(k + 1) = 4
(
m+ 1− l˜
8
+ 1
)
=
m+ 9− l˜
2
≥ m
2
+ 1.
Also gilt in diesem Fall 2
m
2
+1|n (falls m gerade) bzw. 2m+12 |n (falls m
ungerade). Damit folgt in Fall 1 die Behauptung.
Fall 2: p = k und 2q ≥ l˜.
In diesem Fall gilt
4p+ q ≥ 4k + g(l˜) = 4m+ 1− l˜
8
+ g(l˜) =
m+ 1
2
+ g(l˜)− l˜
2
,
also:
4p+ q ≥ m+12 falls l˜ gerade ⇐⇒ l ∈ {1, 3, 5, 7},
4p+ q ≥ m2 falls l˜ ∈ {1, 7} ⇐⇒ l ∈ {0, 6},
4p+ q ≥ m2 + 1 falls l˜ ∈ {3, 5} ⇐⇒ l ∈ {2, 4}.
Auch in diesem Fall folgt also die Behauptung.
Fall 3: p = k − 1, l˜ = 0, q = 3. Dann ist
4p+ q = 4(k − 1) + 3 = 4
(
m+ 1
8
− 1
)
+ 3 =
m+ 1
2
− 1 = m− 1
2
.
Es gilt also im Fall 3: l = 7 und 2
m−1
2 |n.
zu (ii): Es ist fu¨r q ∈ {0, 1, 2, 3} stets 2q ≤ 2q + 2 und damit
m ≤ 8p+ 2q − 1
≤ 8p+ 2q + 1
= 2(4p+ q − 1) + 3
= 2 log2(2
4p+q−1) + 3
≤ 2 log2(24p+q−1 · n˜) + 3
= 2 log2(ν) + 3.
2
Bemerkung 2.23 Aussage (ii) la¨sst sich auch sofort aus (i) herleiten.
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Das folgende Korollar aus Lemma 2.22 wird fu¨r die Abscha¨tzungen in Kapi-
tel 4 wichtig sein. Dabei wird die unten gegebene Form der Aussage in (ii)
so beno¨tigt, um weitere Fallunterscheidungen in Kapitel 4 zu vermeiden.
Korollar 2.24 Es existieren Konstanten C, C ′ so, dass fu¨r alle Heisenberg-
Typ-Gruppen Hn,m der Dimension n+m und mit 2ν = n gilt:
(i): m
2
ν ≤ C,
(ii):
√
0,9·m
ν <
π
2 ,
(iii):
(
0,9·m
ν
)m−1
2 ≥ C ′
(
0,9(m+2)
ν−1
)m−1
2
, falls zusa¨tzlich m ≥ 2.
Beweis: Zu (i): Es gilt 22 ≤ e2. Es folgt fu¨r x mit x ≥ 2 mit Lemma A.1:
x2 =
(x
2
)2
22 ≤
(
1 +
x− 2
2
)2
e2 ≤ ex−2e2 = ex.
Daraus folgt sofort fu¨r alle ν ≥ 4:
ν ≤ eν
1
2 = e
ln 2
(
1
ln 2
ν
1
2
)
= 2
1
ln 2
ν
1
2 ,
und damit
log2 ν ≤
1
ln 2
ν
1
2 .
Da weiter fu¨r ν ≥ 4 gilt: 2 log2 ν = log2 ν2 ≥ log2 16 > 3, folgt mit Lemma
2.22 fu¨r alle ν ≥ 4:
m2
ν
≤ (2 log2 ν + 3)
2
ν
≤ 16(log2 ν)
2
ν
≤ C.
Da fu¨r ν < 4 gilt: m2/ν ≤ (2 log2 ν + 3)2/ν ≤ C, gilt die Behauptung (i).
Zu (ii): Fu¨r m = 1 ist die Behauptung offensichtlich. Sei im Folgenden
also m ≥ 2.
Es ist zu zeigen, dass m < νπ2/(3, 6) ist. Da nach obigem Lemma aber
stets m ≤ 2 log2(ν) + 3 gilt, reicht es zu zeigen, dass
2 log2(ν) + 3 < ν
π2
3, 6
.
Nach Kaplan [K] gilt 2 ≤ m < 8p + 2q falls n = 24p+qn˜ wie in obigem
Lemma. Es gilt also p ≥ 1 oder q ≥ 2 und damit n ≥ 4. Damit ist also
ν ≥ 2. Fu¨r ν = 2 gilt:
2 log2 ν + 3 = 2 log2 2 + 3 = 5 =
18
3, 6
= 2
32
3, 6
< 2
π2
3, 6
= ν
π2
3, 6
.
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Gilt die Behauptung fu¨r ν ≥ 2, so folgt fu¨r ν + 1:
2 log2(ν + 1) + 3 = 2 log2 e ln(ν + 1) + 3
≤ 2 log2 e
(
ln ν +
1
ν
)
+ 3
= 2
(
log2 ν +
log2 e
ν
)
+ 3
< ν
π2
3, 6
+
2
ν
log2 e
= (ν + 1)
π2
3, 6
− π
2
3, 6
+
2
ν
log2 e
≤ (ν + 1) π
2
3, 6
− 9
3, 6
+ 2
≤ (ν + 1) π
2
3, 6
.
Zu (iii): Im Fallm ≥ 2 gilt mit dem vorangegangenen Lemma, dass ν ≥ 2.
Falls nun m = 2 gilt, so gilt die Ungleichung in (iii) offensichtlich. Ist nun
m ≥ 3, so reicht es zu zeigen, dass eine Konstante C ′ existiert mit
C ′ ≤
(
0, 9 ·m
ν
· ν − 1
0, 9(m+ 2)
)m−1
2
=
(
1− 2
m+ 2
)m−1
2
(
1− 1
ν
)m−1
2
.
Nach Lemma A.1 gilt(
1− 2
m+ 2
)m−1
≥
(
1− 2
m+ 2
)m
≥ e−2,
und damit (
1− 2
m+ 2
)m−1
2
≥ e−1.
Da außerdem π2/(3, 6 ·3) < 1, π2/(3, 6) > 1, gilt mit Teil (ii) und Lemma
A.1 fu¨r alle m ≥ 3(
1− 1
ν
)m−1
2
≥
(
1− π
2/3, 6
m
)m−1
2
=
(
1− π
2/3, 6
m
)m−π2/3,6
2
(
1− π
2/3, 6
m
)π2/3,6−1
2
≥ e− π
2
7,2
(
1− π
2/3, 6
3
)π2/3,6−1
2
.
2
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Kapitel 3
Der Vektor R der
Riesz-Transformationen Ri
3.1 Die Hilberttransformation Hy
Definition 3.1 Wir definieren fu¨r f ∈ C∞0 (Hn,m) und x, y ∈ Hn,m mit
y 6= 0
Hyf(x) := p.v.
∫ ∞
−∞
f(xδt(y)
−1)t−1dt,
die Hilberttransformation von f im Punkt x entlang der Kurve t 7→ δt(y).
Ziel dieses Abschnitts ist der Beweis des folgenden Satzes:
Satz 3.2 Sei p ∈ (1,∞). Es existiert eine Konstante Cp > 0 so, dass fu¨r
alle Heisenberg-Typ-Gruppen Hn,m, y = (u, z) ∈ Hn,m mit u, z 6= 0 und alle
f ∈ C∞0 (Hn,m) gilt:
||Hyf ||p ≤ Cp||f ||p. (3.1)
Damit ist dann Hy auf Lp(Hn,m) eindeutig fortsetzbar und es gilt die Un-
gleichung (3.1) fu¨r alle f ∈ Lp(Hn,m).
Bemerkung 3.3 Der Beweis von Satz 3.2 wird ausnutzen, dass δt(y)
−1
stets in einer zweidimensionalen Untergruppe von Hn,m liegt und dann die
fu¨r festes p gleichma¨ßige Beschra¨nktheit der parabolischen Hilberttransfor-
mation auf R2 verwenden. Damit folgt er der Beweisskizze von Lemma 5
in [C-M-Z]. Satz 3.2 kann auch aus den Ergebnissen in [C] sofort abgeleitet
werden.
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Im Beweis von Satz 3.2 wird die na¨chste Definition hilfreich sein:
Definition 3.4 Sei Hn,m eine Heisenberg-Typ-Gruppe, y = (u, z) ∈ Hn,m
derart, dass weder u = 0 noch z = 0 gilt. Sei
Gy := {(λu, µz)| λ, µ ∈ R}, πy : R2 → Hn,m, (λ, µ) 7→ (λu, µz).
Lemma 3.5 Sei Gy wie in Definition 3.4. πy ist ein Gruppenmonomorphis-
mus der additiven Gruppe R2 in die Heisenberg-Typ-Gruppe Hn,m. Insbeson-
dere ist Gy = πy
(
R
2
)
eine abelsche Untergruppe von Hn,m.
Beweis: Fu¨r alle λ, µ, λ′, µ′ ∈ R gilt
(λu, µz) · (λ′u, µ′z) =
(
(λ+ λ′)u, (µ+ µ′)z +
1
2
[(λu, µz), (λ′u, µ′z)]
)
= ((λ+ λ′)u, (µ+ µ′)z).
Ferner gilt
πy((λ, µ) + (λ
′, µ′)) = πy((λ+ λ′, µ+ µ′))
= ((λ+ λ′)u, (µ+ µ′)z)
= (λu, µz) · (λ′u, µ′z)
= πy((λ, µ)) · πy((λ′, µ′)),
also ist πy ein Gruppenhomomorphismus. Da πy offensichtlich injektiv ist,
ist πy Gruppenmonomorphismus. 2
Definition 3.6 Sei Gy wie in Definition 3.4. Fu¨r ϕ ∈ C∞0 (Gy), h ∈ Gy sei
H′yϕ(h) := p.v.
∫ ∞
−∞
ϕ(hδt(y)
−1)t−1dt,
und fu¨r ϕ˜ ∈ C∞0 (R2), (λ, µ) ∈ R2 sei
H′′ϕ˜(λ, µ) := p.v.
∫ ∞
−∞
ϕ˜((λ, µ)− (t, t2))t−1dt
die
”
parabolische“ Hilberttransformation auf R2.
Beweis: (von Satz 3.2) Sei f ∈ C∞0 (Hn,m), x ∈ Hn,m. Mit fx : Gy → R, h 7→
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f(x · h) gilt dann fx ∈ C∞0 (Gy) und mit Definition 3.6
H′y(fx)(h) = p.v.
∫ ∞
−∞
fx(hδt(y)
−1)t−1dt
= p.v.
∫ ∞
−∞
f(x · hδt(y)−1)t−1dt
= Hyf(x · h) (3.2)
= (Hyf)x(h).
Es folgt mit [C-G], dass auf dem homogenen Raum Hn,m/Gy ein linksin-
variantes Maß dx˙ existiert, so dass gilt:∫
Hn,m
f(x)dx =
∫
Hn,m/Gy
∫
Gy
f(xh)dhdx˙. (3.3)
Damit und mit Gleichung (3.2) gilt dann
||Hyf ||pp =
∫
Hn,m
|Hyf(x)|pdx
=
∫
Hn,m/Gy
∫
Gy
|Hyf(xh)|pdhdx˙
=
∫
Hn,m/Gy
∫
Gy
|H′y(fx)(h)|pdhdx˙
=
∫
Hn,m/Gy
||H′y(fx)||pLp(Gy)dx˙. (3.4)
Es wird als na¨chstes gezeigt, daß die Operatorennormen ||H′y||Lp(Gy)→Lp(Gy)
gleichma¨ßig in y und in den Dimensionen n, m beschra¨nkt sind.
Betrachtet man die parabolische Hilberttransformation H′′ auf R2 so folgt
mit
πy(−t,−t2) = (−tu,−t2z) = δt(y)−1
und
T : ϕ 7→ ϕ ◦ πy
unmittelbar, dass fu¨r alle λ, µ ∈ R gilt
(T ◦ H′y)ϕ(λ, µ) = H′yϕ(πy(λ, µ))
= p.v.
∫ ∞
−∞
ϕ(πy(λ, µ)δt(y)
−1)t−1dt
= p.v.
∫ ∞
−∞
ϕ(πy(λ, µ)πy(−t,−t2))t−1dt
= p.v.
∫ ∞
−∞
ϕ(πy((λ, µ)− (t, t2)))t−1dt
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= p.v.
∫ ∞
−∞
Tϕ((λ, µ)− (t, t2))t−1dt
= H′′(Tϕ)(λ, µ)
= (H′′ ◦ T )ϕ(λ, µ).
Nach [S-W] gilt aber, dass fu¨r p ∈ (1,∞) die Hilberttransformation H′′ :
Lp(R2) → Lp(R2) beschra¨nkt ist durch eine nur von p abha¨ngige Kon-
stante Cp. Fu¨r eine C
∞
0 -Funktion ϕ auf Gy gilt also (da das Haar-Maß
dh auf Gy wegen der Nilpotenz von Gy wieder ein konstantes Vielfaches
des Lebesgue-Maßes ist):
||H′yϕ||pLp(Gy) =
∫
Gy
|H′yϕ(h)|pdh
= Cy
∫
R2
|(T ◦ H′y)ϕ(λ, µ)|pd(λ, µ)
= Cy
∫
R2
|(H′′ ◦ T )ϕ(λ, µ)|pd(λ, µ)
≤ CppCy
∫
R2
|Tϕ(λ, µ)|pd(λ, µ)
= Cpp ||ϕ||pLp(Gy). (3.5)
Fu¨gt man nun die Gleichung (3.4) und die Ungleichung (3.5) zusammen,
so erha¨lt man
||Hyf ||pLp(Hn,m) =
∫
Hn,m/Gy
||H′y(fx)||pLp(Gy)dx˙
≤
∫
Hn,m
Cpp ||fx||pLp(Gy)dx˙
= Cpp
∫
Hn,m
∫
Gy
|f(xh)|pdhdx˙
= Cpp ||f ||pLp(Hn,m).
Also gilt die Ungleichung (3.1) fu¨r alle f ∈ C∞0 (Hn,m). Damit la¨sst sich
dann aber Hy unter Beibehaltung der Abscha¨tzung 3.1 eindeutig zu ei-
nem Operator, der wieder mit Hy bezeichnet werden soll, auf Lp(Hn,m)
fortsetzen. 2
3.2 Die Riesz-Transformationen Ri und die Hilbert-
Transformation Hy
Definition 3.7 Sei Hn,m eine Heisenberg-Typ-Gruppe, ∆
− 1
2 , Xi zu i ∈
{1, . . . , n} wie in Definition 2.14 und Lemma 2.8. Ist f ∈W = ∆(C∞0 (Hn,m)),
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so besitzt (nach Lemma 2.18) ∆−
1
2 f einen L2-Repra¨sentanten h ∈ C∞(Hn,m),
das heißt, Xih ist im klassischen Sinn wohldefiniert und Xih ∈ C∞(Hn,m).
Fu¨r f ∈W sei also
Rif := Xih
die i-te Riesz-Transformierte der Funktion f .
Lemma 3.8 Sei f ∈W . Fu¨r alle x ∈ Hn,m gilt
Rif(x) =
1√
π
∫
Hn,m
Xip1(y)Hyf(x)dy.
Beweis: Fu¨r eine Funktion f ∈ W gilt mit Bemerkung 2.13 und 2.5 (Defi-
nition der Faltung) fu¨r alle t > 0:
Xie−t2∆f(x) = Xi((e−∆(f ◦ δt)) ◦ δt−1)(x)
= Xi(e−∆(f ◦ δt))(δt−1(x))t−1
= Xi((f ◦ δt) ∗ p1)(δt−1(x))t−1
= (f ◦ δt) ∗ (Xip1)(δt−1(x))t−1
=
1
t
∫
Hn,m
Xip1(y)(f ◦ δt)(δt−1(x)y−1)dy
=
1
t
∫
Hn,m
Xip1(y)f(xδt(y−1))dy. (3.6)
Mit Formel (2.6) gilt weiterhin fu¨r alle f ∈ W , x ∈ Hn,m und mit h ∈
C∞(Hn,m), h = ∆−1/2f :
Rif(x) = Xih(x) = Xi 2√
π
∫ ∞
0
e−t
2∆f(x)dt.
Als na¨chstes soll gezeigt werden, dass die Differentiation unter das Inte-
gralzeichen gezogen werden kann. Es gilt fu¨r alle x ∈ Hn,m, t > 0:
Xi(f ∗ pt)(x) = f ∗ Xipt(x).
Definiert man eine Funktion gx : Hn,m → C, y 7→ f(xy−1), so folgt mit
partieller Integration und der Formel fu¨r die Faltung in Bemerkung 2.5:
f ∗ Xipt(x) =
∫
Hn,m
gx(y)Xipt(y)dy
= −
∫
Hn,m
Xigx(y)pt(y)dy.
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Es gilt fu¨r alle y ∈ Hn,m mit fˇ(y) := f(y−1):
Xigx(y) = d
dt
∣∣∣
t=0
gx(y · tei)
=
d
dt
∣∣∣
t=0
f(x(y · tei)−1)
=
d
dt
∣∣∣
t=0
fˇ(y · teix−1).
Da aber mit der Exponentialabbildung exp der Lie-Algebra gilt:
y · teix−1 = yx−1xteix−1 = yx−1 exp (tAdx(Xi)),
ist
d
dt
∣∣∣
t=0
fˇ(y · teix−1) = (Adx(Xi)) fˇ(yx−1).
Das entstandene Vektorfeld Adx(Xi)(z) soll nun genauer betrachtet wer-
den. Im Einselement e gilt wegen der zweistufigen Nilpotenz von Hn,m:
Adx(Xi)(e) =
∞∑
l=0
1
l!
ad
 n∑
j=0
xjXj +
m∑
k=0
xn+kZk
lXi
= Xi +
n∑
j=0
xj [Xj , Xi]
= Xi +
n∑
j=0
m∑
k=0
xj < [Xj , Xi], Zk > Zk
= Xi −
n∑
j=0
m∑
k=0
AkijxjZk,
und damit ist
Adx(Xi)(z) = Xi(z)−
n∑
j=0
m∑
k=0
AkijxjZk(z).
Offensichtlich ist Adx(Xi)fˇ ∈ C∞0 (Hn,m). Es folgt mit (2.7) und der
Rechtsinvarianz des Haarmaßes fu¨r alle t ≥ 1:
|Xi(f ∗ pt)(x)| ≤ Ct−
Q
2
∫
Hn,m
∣∣Adx(Xi)fˇ(yx−1)∣∣ dy
= Ct−
Q
2
∫
Hn,m
∣∣Adx(Xi)fˇ(y)∣∣ dy. (3.7)
Ist 0 < t < 1, so gilt mit (2.8):
|Xi(f ∗ pt)(x)| ≤ sup
y∈Hn,m
∣∣(Adx(Xi)) fˇ(y)∣∣ . (3.8)
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Die beiden Terme in (3.7) und (3.8) wachsen nun aber ho¨chstens linear in
x, so dass fu¨r x0 ∈ Hn,m gilt: es existiert eine Umgebung U von x0, so dass
|Xi(f ∗pt)(x)| gleichma¨ßig in t > 0 und auf U durch eine in t integrierbare
Funktion beschra¨nkt ist. Damit ist das Hereinziehen der Differentiation
durch Xi unter das Integralzeichen mo¨glich, und es gilt mit Formel (3.6):
Rif(x) =
2√
π
∫ ∞
0
Xie−t2∆f(x)dt
=
2√
π
∫ ∞
0
∫
Hn,m
Xip1(y)f(xδt(y−1))dydt
t
=
2√
π
∫
Hn,m
Xip1(y) lim
ε→0+
∫ 1
ε
ε
f(xδt(y
−1))
dt
t
dy,
wobei die Vertauschung der Integrationsreihenfolge wegen der absoluten
Konvergenz mo¨glich ist.
Da nun aus der Formel fu¨r p1 (siehe Lemma 2.11) ersichtlich ist, dass
Xip1(−u, z) = −Xip1(u, z)
ist, gilt ebenso
Rif(x) =
2√
π
∫
Hn,m
Xip1(u, z) lim
ε→0+
∫ 1
ε
ε
f(xδt(−u,−z))dt
t
d(u, z)
= − 2√
π
∫
Hn,m
Xip1(−u, z) lim
ε→0+
∫ 1
ε
ε
f(xδt(−u,−z))dt
t
d(u, z)
= − 2√
π
∫
Hn,m
Xip1(u, z) lim
ε→0+
∫ 1
ε
ε
f(xδt(u,−z))dt
t
d(u, z)
und insgesamt
Rif(x)
=
1√
π
∫
Hn,m
Xip1(u, z) lim
ε→0+
∫ 1
ε
ε
f(xδt(−u,−z))− f(xδt(u,−z))dt
t
d(u, z).
Wegen
δ−t(u,−z) = (−tu,−t2z) = δt(−u,−z) = δt(y−1)
folgt ∫ 1
ε
ε
f(xδt(u,−z))dt
t
= −
∫ − 1
ε
−ε
f(xδ−t(u,−z)) dt−t
= −
∫ −ε
− 1
ε
f(xδt(y
−1))
dt
t
,
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damit dann
lim
ε→0+
∫ 1
ε
ε
f(xδt(−u,−z))− f(xδt(u,−z))dt
t
= p.v.
∫ ∞
−∞
f(xδt(y
−1))
dt
t
= Hyf(x),
und schließlich
Rif(x) =
1√
π
∫
Hn,m
Xip1(y)Hyf(x)dy.
2
3.3 Der Operator R und seine Operatornorm
Definition 3.9 Im Folgenden bezeichne fu¨r f ∈W , x ∈ Hn,m
|Rf(x)| =
(
n∑
i=1
|Rif(x)|2
) 1
2
.
Bemerkung 3.10 Ist f ∈ W reellwertig und x ∈ Hn,m so, dass Rf(x) 6=
0, so findet man nach dem Rieszschen Darstellungssatz ein von f und x
abha¨ngiges κ ∈ Σn−1 derart, dass
|Rf(x)| =
n∑
i=1
κiRif(x).
Definition 3.11 Zu einem Element κ ∈ Σn−1 sei die folgende Funktion Φκ
auf der Koranyi-Spha¨re Sn,m (siehe 2.19) definiert durch:
Φκ : S
n,m → R, ω 7→
∫ ∞
0
n∑
i=1
κiXip1(δr(ω))rn+2m−1dr.
Das folgende Lemma ist fundamental fu¨r die Berechnung der Operatornorm
des Vektors der Riesztransformationen: sie wird auf die Bestimmung eines
Integrals u¨ber die Ableitungen des Wa¨rmeleitungskernes reduziert.
Lemma 3.12 Sei Hn,m eine Heisenberg-Typ-Gruppe, p ∈ (1,∞) und q der
zu p konjugierte Exponent, also 1/p+1/q = 1. Falls eine nur von m abha¨ngi-
ge Konstante Am > 0 und eine nur von q abha¨ngige Konstante Cq > 0
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existiert, so dass fu¨r alle κ ∈ Σn−1 gilt
||Φκ(ω)||Lq(dµ(ω)) ≤ CqAmµ (Sn,m)
1
q
−1
,
so folgt mit einer von n, m unabha¨ngigen Konstanten C ′p > 0 fu¨r alle f ∈W :
|||Rf |||Lp(Hn,m) ≤ C ′pAm||f ||Lp(Hn,m) .
Beweis: Sei f ∈ W reellwertig, x ∈ Hn,m so, dass Rf(x) 6= 0. Nach Be-
merkung 3.10 existiert dann ein von f und x abha¨ngiges κ ∈ Σn−1 mit
|Rf(x)| =∑ni=1 κiRif(x). Nach Lemma 3.8 gilt
√
π |Rf(x)| =
∫
Hn,m
n∑
i=1
κiXip1(y)Hyf(x)dy.
Da fu¨r alle ω ∈ Sn,m, t > 0 gilt
Hδt(ω)f(x) = p.v.
∫ ∞
−∞
f(xδs(δt(ω)
−1))
ds
s
= p.v.
∫ ∞
−∞
f(xδst(ω)
−1)
ds
s
= Hωf(x),
gilt mit Polarkoordinaten (siehe Satz 2.20) bezu¨glich Sn,m:
√
π |Rf(x)| =
∫
Sn,m
∫ ∞
0
n∑
i=1
κiXip1(δr(ω))Hδr(ω)f(x)rn+2m−1drdµ(ω)
=
∫
Sn,m
∫ ∞
0
n∑
i=1
κiXip1(δr(ω))Hωf(x)rn+2m−1drdµ(ω)
=
∫
Sn,m
Φκ(ω)Hωf(x)dµ(ω).
Wendet man die Ho¨lder-Ungleichung bezu¨glich des Oberfla¨chenmaßes dµ(ω)
an, so ergibt sich
√
π |Rf(x)| ≤ ||Φκ(ω)||Lq(dµ(ω)) ||Hωf(x)||Lp(dµ(ω)) .
Da wir nach Voraussetzung annehmen, dass
||Φκ(ω)||Lq(dµ(ω) ≤ CqAmµ (Sn,m)
1
q
−1
,
folgt
|||Rf |||Lp(Hn,m,dx) ≤ CqAmµ (Sn,m)
1
q
−1
∣∣∣∣∣∣||Hωf(x)||Lp(dµ(ω))∣∣∣∣∣∣
Lp(Hn,m,dx)
.
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Ist ω ∈ Sn,m derart, dass ω1 6= 0 und ω2 6= 0 gelten, so existiert nach Satz
3.2 eine von ω unabha¨ngige Konstante Cp mit
||Hωf ||Lp(Hn,m,dx) ≤ Cp||f ||Lp(Hn,m,dx).
Diejenigen ω ∈ Sn,m mit ω1 = 0 oder ω2 = 0 bilden offensichtlich eine
Nullmenge bezu¨glich des Maßes dµ(ω). Es folgt
|||Rf |||Lp(Hn,m) ≤ CqAmµ (Sn,m)
1
q
−1
∣∣∣∣∣∣||Hωf(x)||Lp(dµ(ω)∣∣∣∣∣∣
Lp(Hn,m,dx)
= CqAm (µ (S
n,m))
− 1
p
∣∣∣∣∣∣||Hωf(x)||Lp(Hn,m,dx)∣∣∣∣∣∣Lp(dµ(ω))
≤ CqAm (µ (Sn,m))−
1
p Cp||f ||Lp(Hn,m,dx) (µ (Sn,m))
1
p
= C ′p||f ||Lp(Hn,m).
Fu¨r eine komplexwertige Funktion werden Real-und Imagina¨rteil separat
auf gleiche Weise behandelt. 2
Im Folgenden Kapitel wird gezeigt werden, was im vorangegangenen Lemma
noch angenommen wurde: na¨mlich die Existenz einer Konstante Am, so dass
die gleichma¨ßige Beschra¨nktheit von∫
Sn,m
|Φκ(ω)|qdµ(ω)
durch
CqAmµ (S
n,m)1−q
erfu¨llt ist. Zudem wird eine Abscha¨tzung der Konstante Am gegeben werden.
Diese wird den Hauptteil der Arbeit ausmachen und ist, im Gegensatz zu
den theoretischen Grundlagen die bisher gegeben wurden, vor dieser Arbeit
unbekannt gewesen.
3.4 Na¨here Berechnung von Φκ(ω) und Reduktion
auf die Komponenten
Bemerkung 3.13 Ist ω = (ω1, ω2) ∈ Sn,m, so gilt( |ω1|2
4
)2
+ |ω2|2 = 1
und damit existiert genau ein ϑ ∈ [0, π/2] mit
|ω1|2
4
= cosϑ, |ω2| = sinϑ.
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Der nachfolgende Teil der Arbeit wird sich immer wieder mit Integralen,
die von der Ableitung des Wa¨rmeleitungskernes herstammen, bescha¨ftigen.
Folgende Definition wird dabei hilfreich sein:
Definition 3.14 Sei zu τ ∈ {0, 1}, ν ∈ N0, ν ≥ τ , m ∈ N≥2, ϑ ∈ [0, π/2)
Iτν,m(ϑ)
:=
∫ ∞
0
∫ 1
−1
(1− t2)m−32
(cosϑ coshλ− it sinϑ sinhλ)ν+m+ 12
dt(coshλ)τ (sinhλ)m−1
·
(
sinhλ
λ
) 1
2
dλ.
Dies ist stets ein absolut konvergentes Integral, wie z.B. sofort aus dem
Beweis von Lemma 4.5 folgen wird.
Satz 3.15 Sei Hn,m eine Heisenberg-Typ-Gruppe mit m ≥ 2. Sei κ ∈ Σn−1,
ω = (ω1, ω2) ∈ Sn,m mit ω1, ω2 6= 0. Sei ϑ = ϑ(ω) ∈ [0, π/2) so, dass
sinϑ = |ω2|. Dann gilt
Φκ(ω) = −dν,m
(
f1ν,m(κ, ω)I
1
ν,m(ϑ) + eν,m sinϑf
2
ν,m(κ, ω)I
0
ν−1,m+2(ϑ)
)
,
wobei
dν,m =
cν,m2
−m
2
−1
Γ
(
m
2 − 12
)
π
1
2
Γ
(
ν +m+
1
2
)
, eν,m =
ν +m+ 12
m− 1 ,
f1ν,m(κ, ω) =
2ν∑
i=1
κiω
1
i , f
2
ν,m(κ, ω) =
∑
j,k
(
2ν∑
i=1
κiA
k
ij
)
ω1jω
2
k
|ω2|
und Iτν,m(ϑ) wie in Definition 3.14 ist.
Beweis: Fu¨r 1 ≤ i ≤ 2ν, (u, z) ∈ Hn,m gilt:
Xip1(u, z) =
 ∂
∂ui
− 1
2
∑
j,k
Akijuj
∂
∂zk
 p1(u, z)
=
∂
∂ui
p1(u, z)− 1
2
∑
j,k
Akijuj
∂
∂zk
p1(u, z),
und mit m ≥ 2 und
p1(u, z) =
cν,m
|z|m2 −1
∫ ∞
0
λν+
m
2
(sinhλ)ν
Jm
2
−1(λ|z|) exp
( −|u|2λ
4 tanhλ
)
dλ,
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Jm
2
−1(λ|z|) = 2
−(m
2
−1)(λ|z|)m2 −1
Γ
(
m
2 − 12
)
π
1
2
∫ 1
−1
eiλ|z|t(1− t2)m−32 dt
gilt
p1(u, z)
=
cν,m2
−m
2
+1
Γ
(
m
2 − 12
)
π
1
2
∫ ∞
0
λν+m−1
(sinhλ)ν
∫ 1
−1
eiλ|z|t(1− t2)m−32 dt exp
( −|u|2λ
4 tanhλ
)
dλ
=
cν,m2
−m
2
+1
Γ
(
m
2 − 12
)
π
1
2
∫ ∞
0
∫ 1
−1
λν+m−1
(sinhλ)ν
exp
( −|u|2λ
4 tanhλ
+ iλ|z|t
)
(1− t2)m−32 dtdλ
= 2d′ν,m
∫ ∞
0
∫ 1
−1
λν+m−1
(sinhλ)ν
exp
( −|u|2λ
4 tanhλ
+ iλ|z|t
)
(1− t2)m−32 dtdλ,
wobei
d′ν,m :=
cν,m2
−m
2
Γ
(
m
2 − 12
)
π
1
2
.
Damit ist
∂
∂ui
p1(u, z)
= 2d′ν,m
∫ ∞
0
∫ 1
−1
λν+m−1
(sinhλ)ν
( −2uiλ
4 tanhλ
)
exp
( −|u|2λ
4 tanhλ
+ iλ|z|t
)
(1− t2)m−32 dtdλ
= −d′ν,mui
∫ ∞
0
∫ 1
−1
λν+m
(sinhλ)ν+1
exp
( −|u|2λ
4 tanhλ
+ iλ|z|t
)
(1− t2)m−32 dt coshλ dλ,
und folglich fu¨r ω = (ω1, ω2) ∈ Sn,m:
∂
∂ui
p1(δr(ω)) =
∂
∂ui
p1(rω
1, r2ω2) = −rd′ν,mω1i I˜1,ν,m(r, ω),
wobei
I˜1,ν,m(r, ω)
:=
∫ ∞
0
∫ 1
−1
λν+m
(sinhλ)ν+1
exp
(
−r2
( |ω1|2λ
4 tanhλ
− iλ|ω2|t
))
(1− t2)m−32 dt coshλ dλ.
Fu¨r die Ableitung von p1 in zentrale Richtung gilt
∂
∂zk
p1(u, z)
= 2d′ν,m
∫ ∞
0
∫ 1
−1
λν+m−1
(sinhλ)ν
(
iλt
zk
|z|
)
exp
( −|u|2λ
4 tanhλ
+ iλ|z|t
)
(1− t2)m−32 dtdλ
= 2id′ν,m
zk
|z|
∫ ∞
0
∫ 1
−1
λν+m
(sinhλ)ν
exp
( −|u|2λ
4 tanhλ
+ iλ|z|t
)
t(1− t2)m−32 dtdλ.
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Es folgt
∂
∂zk
p1(δr(ω)) =
∂
∂zk
p1(rω
1, r2ω2)
= 2id′ν,m
ω2k
|ω2| I˜2,ν,m(r, ω)
mit
I˜2,ν,m(r, ω)
:=
∫ ∞
0
∫ 1
−1
λν+m
(sinhλ)ν
exp
(
−r2
( |ω1|2λ
4 tanhλ
− iλ|ω2|t
))
t(1− t2)m−32 dtdλ.
Insgesamt ist dann also
Xip1(δr(ω)) = −d′ν,m
rω1i I˜1,ν,m(r, ω)− i∑
j,k
Akij
rω1jω
2
k
|ω2| I˜2,ν,m(r, ω)

= −d′ν,mr
ω1i I˜1,ν,m(r, ω)− i∑
j,k
Akij
ω1jω
2
k
|ω2| I˜2,ν,m(r, ω)
 ,
und damit
2ν∑
i=1
κiXip1(δr(ω))
= −d′ν,mr
 2ν∑
i=1
κiω
1
i I˜1,ν,m(r, ω)− i
∑
j,k
(
2ν∑
i=1
κiA
k
ij
)
ω1jω
2
k
|ω2| I˜2,ν,m(r, ω)

= −d′ν,mr
(
f1ν,m(κ, ω)I˜1,ν,m(r, ω)− if2ν,m(κ, ω)I˜2,ν,m(r, ω)
)
mit f1ν,m(κ, ω), f
2
ν,m(κ, ω) wie in der Behauptung. Es ergibt sich
Φκ(ω) =
∫ ∞
0
2ν∑
i=1
κiXip1(δr(ω))r2ν+2m−1dr
= −d′ν,m
(
f1ν,m(κ, ω)I1,ν,m(ω)− if2ν,m(κ, ω)I2,ν,m(ω)
)
, (3.9)
wobei
I1,ν,m(ω) =
∫ ∞
0
I˜1,ν,m(r, ω)r
2ν+2mdr, I2,ν,m(ω) =
∫ ∞
0
I˜2,ν,m(r, ω)r
2ν+2mdr.
Nun sollen die Terme I1,ν,m(ω) und I2,ν,m(ω) na¨her betrachtet werden.
Bei I1,ν,m(ω) kann die Integrationsreihenfolge wegen der absoluten Inte-
grierbarkeit vertauscht werden, und mit der Formel aus Lemma A.7 fu¨r
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das r-Integral gilt:
I1,ν,m(ω)
=
∫ ∞
0
I˜1,ν,m(r, ω)r
2ν+2mdr
=
∫ ∞
0
∫ ∞
0
∫ 1
−1
λν+m
(sinhλ)ν+1
exp
(
−r2
( |ω1|2λ
4 tanhλ
− iλ|ω2|t
))
·(1− t2)m−32 dt coshλ dλr2ν+2mdr
=
∫ ∞
0
∫ 1
−1
∫ ∞
0
exp
(
−r2
( |ω1|2λ
4 tanhλ
− iλ|ω2|t
))
r2ν+2mdr
·(1− t2)m−32 dt λ
ν+m
(sinhλ)ν+1
coshλ dλ
=
1
2
Γ
(
ν +m+
1
2
)∫ ∞
0
∫ 1
−1
(1− t2)m−32( |ω1|2λ
4 tanhλ − iλ|ω2|t
)ν+m+ 1
2
dt
· λ
ν+m
(sinhλ)ν+1
coshλ dλ.
Es ist mit ϑ wie in Bemerkung 3.13( |ω1|2λ
4 tanhλ
− iλ|ω2|t
)−(ν+m+ 1
2
)
=
(
cosϑ
λ
tanhλ
− iλt sinϑ
)−(ν+m+ 1
2
)
=
(
λ
sinhλ
)−(ν+m+ 1
2
)
(cosϑ coshλ− it sinhλ sinϑ)−(ν+m+ 12 ) ,
wobei der letzte Schritt, das Herausziehen der negativen Potenz von (λ/ sinhλ)
mo¨glich war, da (λ/ sinhλ) > 0 ist. Schließlich ist
I1,ν,m(ω)
=
1
2
Γ
(
ν +m+
1
2
)
·
∫ ∞
0
∫ 1
−1
(1− t2)m−32
(cosϑ coshλ− it sinϑ sinhλ)ν+m+ 12
dt
· λ
ν+m−ν−m− 1
2
(sinhλ)ν+1−ν−m−
1
2
coshλ dλ
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=
1
2
Γ
(
ν +m+
1
2
)
·
∫ ∞
0
∫ 1
−1
(1− t2)m−32
(cosϑ coshλ− it sinϑ sinhλ)ν+m+ 12
dt
· coshλ(sinhλ)m−1
(
sinhλ
λ
) 1
2
dλ
=
1
2
Γ
(
ν +m+
1
2
)
I1ν,m(ϑ). (3.10)
Fu¨r I2,ν,m(ω) gilt:
I2,ν,m(ω)
=
∫ ∞
0
I˜2,ν,m(r, ω)r
2ν+2mdr
=
∫ ∞
0
∫ ∞
0
∫ 1
−1
λν+m
(sinhλ)ν
exp
(
−r2
( |ω1|2λ
4 tanhλ
− iλ|ω2|t
))
·t(1− t2)m−32 dtdλr2ν+2mdr
=
∫ ∞
0
∫ 1
−1
∫ ∞
0
exp
(
−r2
( |ω1|2λ
4 tanhλ
− iλ|ω2|t
))
r2ν+2mdr
·t(1− t2)m−32 dt λ
ν+m
(sinhλ)ν
dλ
=
1
2
Γ
(
ν +m+
1
2
)∫ ∞
0
∫ 1
−1
t(1− t2)m−32( |ω1|2λ
4 tanhλ − iλ|ω2|t
)ν+m+ 1
2
dt
λν+m
(sinhλ)ν
dλ
=
1
2
Γ
(
ν +m+
1
2
)
·
∫ ∞
0
∫ 1
−1
t(1− t2)m−32
(cosϑ coshλ− it sinϑ sinhλ)ν+m+ 12
dt(sinhλ)m
(
sinhλ
λ
) 1
2
dλ.
(3.11)
Wir werden nun im inneren Integral einmal eine partielle Integration
ausfu¨hren, um dieses Doppelintegral auf eine I1ν,m(ω) a¨hnliche Gestalt zu
bringen. Es gilt na¨mlich:
t 7→ − 1
m− 1(1− t
2)
m−1
2
ist eine Stammfunktion der Za¨hlerfunktion t 7→ t(1 − t2)m−32 des Inte-
granden, die sowohl in 1 als auch in −1 verschwindet. Es folgt dann mit
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partieller Integration:∫ 1
−1
t(1− t2)m−32
(cosϑ coshλ− it sinϑ sinhλ)ν+m+ 12
dt
= i
ν +m+ 12
m− 1 sinϑ sinhλ
∫ 1
−1
(1− t2)m−12
(cosϑ coshλ− it sinϑ sinhλ)ν+m+ 32
dt
= i
ν +m+ 12
m− 1 sinϑ sinhλ
∫ 1
−1
(1− t2) (m+2)−32
(cosϑ coshλ− it sinϑ sinhλ)(ν−1)+(m+2)+ 12
dt.
Durch die partielle Integration gewinnt man unter anderem einen Faktor
sinhλ, so dass sich die Potenzen wie folgt erga¨nzen:
sinhλ(sinhλ)m = (sinhλ)(m+2)−1.
Insgesamt ergibt sich also
I2,ν,m(ω)
= i
1
2
Γ
(
ν +m+
1
2
)
eν,m sinϑ
·
∫ ∞
0
∫ 1
−1
(1− t2) (m+2)−32
(cosϑ coshλ− it sinϑ sinhλ)(ν−1)+(m+2)+ 12
dt
·(sinhλ)(m+2)−1
(
sinhλ
λ
) 1
2
dλ
= i
1
2
Γ
(
ν +m+
1
2
)
eν,m sinϑI
0
ν−1,m+2(ϑ). (3.12)
Setzt man nun die Ergebnisse fu¨r I1,ν,m(ω) und I2,ν,m(ω) aus (3.10) bzw.
(3.12) in die Formel (3.9) fu¨r Φκ(ω) ein, so ergibt sich
Φκ(ω) = −d′ν,m
(
f1ν,m(κ, ω)I1,ν,m(ω)− if2ν,m(κ, ω)I2,ν,m(ω)
)
= −1
2
d′ν,mΓ
(
ν +m+
1
2
)
· (f1ν,m(κ, ω)I1ν,m(ϑ)− if2ν,m(κ, ω)(ieν,m sinϑI0ν−1,m+2(ϑ))) .
Mit d′ν,m =
cν,m2
−
m
2
Γ(m2 − 12)π
1
2
und
dν,m :=
cν,m2
−m
2
−1
Γ
(
m
2 − 12
)
π
1
2
Γ
(
ν +m+
1
2
)
=
1
2
d′ν,mΓ
(
ν +m+
1
2
)
folgt dann, dass
Φκ(ω) = −dν,m
(
f1ν,m(κ, ω)I
1
ν,m(ϑ) + eν,m sinϑf
2
ν,m(κ, ω)I
0
ν−1,m+2(ϑ)
)
.
2
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Kapitel 4
Die Operatornorm des
Vektors der
Riesztransformationen
4.1 Das Hauptergebnis
In diesem Kapitel werden nun alle no¨tigen Berechnungen durchgefu¨hrt,
um die Operatornorm des Vektors der Riesztransformationen auf einer Hei-
senberg-Typ-Gruppe abzuscha¨tzen. Um dieses Hauptergebnis herzuleiten,
ist nach Lemma 3.12 eine Abscha¨tzung des Terms ||Φκ(ω)||Lq(dµ(ω)) hilfreich.
Ziel dieses Kapitels ist daher der Beweis des folgenden Satzes:
Satz 4.1 Sei Hn,m eine Heisenberg-Typ-Gruppe mit m ≥ 2, p ∈ (1,∞) und
q der zu p konjugierte Exponent (also 1/p+1/q=1). Es existiert eine nicht
von n, m abha¨ngige Konstante Cq > 0 so, dass fu¨r alle κ ∈ Σn−1 gilt
||Φκ(ω)||Lq(dµ(ω)) ≤ Cqe0,45mµ (Sn,m)
1
q
−1
.
Der Beweis wird sich aus verschiedenen Lemmata zusammensetzen, die in
diesem Kapitel bewiesen werden.
Mithilfe dieses Satzes kann dann das Hauptergebnis formuliert werden:
Theorem 4.2 Sei p ∈ (1,∞), Hn,m eine Heisenberg-Typ-Gruppe,
R :W → Lp (Hn,m, l2n) , f 7→ (R1f, . . . , Rnf)
der Vektor der Riesz-Transformationen auf Hn,m mit Ri wie in 3.7 fu¨r i ∈
{1, . . . , n}, |Rf(x)| wie in Definition 3.9. Es existiert eine von n und m
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unabha¨ngige Konstante Cp so, dass fu¨r alle f ∈W gilt:
C−1p e
−0,45m||f ||Lp(Hn,m) ≤ || |Rf | ||Lp(Hn,m) ≤ Cpe0,45m||f ||Lp(Hn,m) . (4.1)
Damit ist dann Ri fu¨r jedes i ∈ {1, . . . , n} eindeutig stetig auf Lp (Hn,m)
fortsetzbar und die Ungleichungskette (4.1) gilt damit auch fu¨r jedes f ∈
Lp (Hn,m) mit den fortgesetzten Operatoren.
Beweis: Im Fallm = 1 ist Hn,1 stets isomorph zur Heisenberg-Gruppe Hn/2.
Auf dieser ist das Ergebnis seit [C-M-Z] bekannt; wegen der Isomorphie
gilt es deswegen auch auf Hn,1. Sei im Folgenden also m ≥ 2. Mit Satz 4.1
gilt fu¨r alle f ∈W :
||Φκ(ω)||Lq(dµ(ω)) ≤ Cqe0,45mµ (Sn,m)
1
q
−1
.
Also gilt mit Lemma 3.12 die rechte Seite der Ungleichungskette (4.1) fu¨r
alle f ∈ W . Damit la¨sst sich R eindeutig stetig auf Lp (Hn,m) fortsetzen,
so dass der fortgesetzte und mit R bezeichnete Operator dieselbe Ope-
ratornorm hat wie R. Ferner gilt, dass fu¨r p′ ∈ (1,∞) die Lp- und die
Lp
′
-Fortsetzung von R auf Lp (Hn,m) ∩ Lp′ (Hn,m) u¨bereinstimmen. Das
gleiche gilt fu¨r die Ri auf L
p (Hn,m), auch sie lassen sich eindeutig stetig
zu Operatoren Ri fortsetzen. Ist q der zu p konjugierte Exponent, so wis-
sen wir also, dass R : Lq(Hn,m)→ Lq
(
Hn,m, l
2
n
)
durch die Operatornorm
Cqe
0,45m beschra¨nkt ist. Dann muss nach [Ru1], Theorem 4.10 aber auch
(R)⋆ : (Lq (Hn,m, l2n))′ = Lp (Hn,m, l2n)→ Lp(Hn,m) = (Lq(Hn,m))′
durch dieselbe Operatornorm beschra¨nkt sein. Hierbei ist wieder die Be-
zeichnung (R)⋆ eindeutig, da fu¨r p′ ∈ (1,∞) die zu R adjungierten Ope-
ratoren auf Lp (Hn,m) bzw. L
p′ (Hn,m) auf dem Schnitt L
q
(
Hn,m, l
2
n
) ∩
Lq
′
(
Hn,m, l
2
n
)
u¨bereinstimmen. Ist f wie in Lemma 2.17 in W , so gilt
nach 2.17 in L2 (Hn,m):
f = ∆−
1
2∆∆−
1
2 f
= ∆−
1
2
(
−
n∑
i=1
X 2i
)
∆−
1
2 f
= −
n∑
i=1
∆−
1
2X 2i ∆−
1
2 f
= −
n∑
i=1
∆−
1
2XiRif. (4.2)
Fu¨r f ∈W gilt nun: (
Ri
)⋆
Rif = −∆− 12XiRif. (4.3)
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Dies zeigt sich sehr schnell im Fall p = 2. Es gilt dort na¨mlich fu¨r alle
g ∈ W , da Rif nach Lemma 2.18 stets eine glatte L2-Funktion ist, und
∆−
1
2 g einen glatten L2-Repra¨sentanten besitzt: es darf partiell integriert
werden, und
< XiRif,∆− 12 g > = − < Rif,Xi∆− 12 g >
= − < Rif,Rig > . (4.4)
Da Ri beschra¨nkt und W dicht in D(∆−1/2) ist, ist die Abbildung
g 7→< XiRif,∆− 12 g >
stetig auf D(∆−1/2). Damit ist XiRif ∈ D((∆−1/2)⋆), und fu¨r alle g ∈W
gilt
< XiRif,∆− 12 g >=< (∆− 12 )⋆XiRif, g > .
Da nach dem Spektralsatz ∆−1/2 =
(
∆−1/2
)⋆
gilt, ist dann auch
< XiRif,∆− 12 g >=< ∆− 12XiRif, g >
fu¨r alle g ∈W . Mit Gleichung (4.4) folgt aber ebenfalls fu¨r alle g ∈W :
< XiRif,∆− 12 g > = − < Rif,Rig >
= − < Rif,Rig >
= − < (Ri)⋆Rif, g > .
Da W dicht in L2 (Hn,m) ist, muss dann auch(
Ri
)⋆
Rif = −∆− 12XiRif
in L2 gelten. Fu¨r p 6= 2 folgt die Gleichung (4.3) dann unter Ausnut-
zung der Tatsache, dass der zu Ri adjungierte Operator auf L
p(Hn,m) auf
Lp(Hn,m) ∩ L2(Hn,m) mit der Hilbertraumadjungierten u¨bereinstimmt.
Mit Gleichung (4.2) folgt dann:
f =
n∑
i=1
(
Ri
)⋆
Rif
= (R)⋆Rf.
Damit folgt dann fu¨r alle f ∈W
||f ||Lp(Hn,m) = ||(R)⋆Rf ||Lp(Hn,m) ≤ Cqe0,45m|| |Rf | ||Lp(Hn,m). (4.5)
Da aber W dicht in Lp(Hn,m) bezu¨glich der L
p-Norm ist und R stetig
fortsetzbar, muss die Ungleichung 4.5 auch fu¨r alle f ∈ Lp(Hn,m) und
fu¨r den fortgesetzten Operator R gelten. Insgesamt ist also mit C ′p :=
max{Cp, Cq} fu¨r alle f ∈ Lp(Hn,m):
C ′−1p e
−0,45m||f ||Lp(Hn,m) ≤ || |Rf | ||Lp(Hn,m) ≤ C ′pe0,45m||f ||Lp(Hn,m).
2
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4.2 Eine hinreichende Bedingung an die Kompo-
nenten von Φκ(ω)
Satz 4.3 Sei Hn,m eine Heisenberg-Typ-Gruppe mit m ≥ 2. Falls die fol-
genden Abscha¨tzungen gelten:
(i): es existiert eine von ν und m unabha¨ngige Konstante C, so dass
|I1ν,m(ϑ)| ≤ C · C(ν,m)
und
eν,m sinϑ|I0ν−1,m+2(ϑ)| ≤ C · C(ν,m)
fu¨r alle ϑ ∈ (0, π/2) und mit
C(ν,m) =
1
Γ
(
ν +m+ 12
)ν ν2 (ν +m) ν2+m2 mm2 −1e−ν−m+0,45m,
eν,m wie in Lemma 3.15,
(ii): es existiert eine von ν und m unabha¨ngige Konstante Cq, so dass
||f iν,m(κ, ·)||qLq(dµ(ω)) ≤ CqD(ν,m, q)
fu¨r alle κ ∈ Σn−1, i ∈ {1, 2} und mit
D(ν,m, q) := 22ν+
m
2 πν+
m
2 eν+
m
2 ν−
ν
2
− q
4
(
ν +m+
q
2
)− ν
2
−m
2
− q
4
+ 1
2
,
so gilt: es existiert eine nur von q abha¨ngige Konstante Cq > 0 so, dass fu¨r
alle κ ∈ Σn−1 gilt
||Φκ(ω)||Lq(dµ(ω)) ≤ Cqe0,45mµ (Sn,m)
1
q
−1
,
also die Aussage von Satz 4.1.
Beweis: Wir setzen nun voraus, dass die Aussagen (i) und (ii) gelten. Dann
folgt mit der in Satz 3.15 gegebenen Formel fu¨r Φκ(ω):
||Φκ(ω)||qLq(dµ(ω))
=
∫
Sn,m
|Φκ(ω)|qdµ(ω)
= dqν,m
∫
Sn,m
|f1ν,m(κ, ω)I1ν,m(ϑ(ω))
+eν,m sinϑ(ω)f
2
ν,m(κ, ω)I
0
ν−1,m+2(ϑ(ω))|qdµ(ω)
≤ C ′qdqν,m
∫
Sn,m
|f1ν,m(κ, ω)I1ν,m(ϑ(ω))|q
+|eν,m sinϑ(ω)f2ν,m(κ, ω)I0ν−1,m+2(ϑ(ω))|qdµ(ω)
≤ C ′′q dqν,mC(ν,m)qD(ν,m, q). (4.6)
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Nun sollen die einzelnen Faktoren mithilfe der Stirlingformel (siehe Lem-
ma A.8) abgescha¨tzt werden. Fu¨r dν,m gilt mit cν,m wie in Lemma 2.11:
dν,m =
cν,m2
−m
2
−1
Γ
(
m
2 − 12
)
π
1
2
Γ
(
ν +m+
1
2
)
=
(2π)−ν−
m
2 2−ν2−
m
2
−1
Γ
(
m
2 − 12
)
π
1
2
Γ
(
ν +m+
1
2
)
=
2−2ν−m−1π−ν−
m
2
− 1
2
Γ
(
m
2 − 12
) Γ(ν +m+ 1
2
)
≤ C2−2ν−mπ−ν−m2 em2
(
m− 1
2
)−(m2 −1)
Γ
(
ν +m+
1
2
)
= C2−2ν−
m
2 π−ν−
m
2 e
m
2 (m− 1)−m2 +1Γ
(
ν +m+
1
2
)
,
also ist
dqν,m ≤ Cq2−2qν−
qm
2 π−qν−
qm
2 e
qm
2 (m− 1)− qm2 +qΓ
(
ν +m+
1
2
)q
.
Multipliziert man nun den Term (4.6) aus, so ergibt sich
C ′′q d
q
ν,mC(ν,m)
qD(ν,m, q)
= C ′′q 2
−2qν− qm
2 π−qν−
qm
2 e
qm
2 (m− 1)− qm2 +qΓ
(
ν +m+
1
2
)q
· 1
Γ
(
ν +m+ 12
)q ν qν2 (ν +m) qν2 + qm2 m qm2 −qe−qν−qm+0,45qm
·22ν+m2 πν+m2 eν+m2 ν− ν2− q4
(
ν +m+
q
2
)− ν
2
−m
2
− q
4
+ 1
2
= C ′′q 2
−2qν− qm
2
+2ν+m
2 π−qν−
qm
2
+ν+m
2 e
qm
2
−qν−qm+0,45qm+ν+m
2
·ν qν2 − ν2− q4 (ν +m) qν2 + qm2
(
ν +m+
q
2
)− ν
2
−m
2
− q
4
+ 1
2
·m qm2 −q(m− 1)− qm2 +q
≤ C ′′q e0,45qm2−2qν−
qm
2
+2ν+m
2 π−qν−
qm
2
+ν+m
2 e−qν−
qm
2
+ν+m
2
·ν qν2 − ν2 (ν +m) qν2 + qm2 − ν2−m2 − q4+ 12
·ν− q4m qm2 −q(m− 1)− qm2 +q. (4.7)
Die letzte Zeile dieses Terms soll nun weiter abgescha¨tzt werden. Dafu¨r be-
trachten wir zuna¨chst den Term ν−
q
4 : Nach Lemma 2.24 istm/ν gleichma¨ßig
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durch eine Konstante C beschra¨nkt. Dann folgt fu¨r jedes q ∈ (1,∞):
ν−
q
4 =
(
ν +m
ν
) q
4
(ν +m)−
q
4
≤ (1 + C) q4 (ν +m)− q4
≤ Cq (ν +m)−
q
4 .
Da außerdem mit Lemma A.1 gilt, dass
m
qm
2
−q(m− 1)− qm2 +q =
((
1 +
1
m− 1
)m−2) q2
≤ e q2 ,
folgt mit (4.7)
C ′′q d
q
ν,mC(ν,m)
qD(ν,m, q)
≤ C ′′′q e0,45qm2−2qν−
qm
2
+2ν+m
2 π−qν−
qm
2
+ν+m
2 e−qν−
qm
2
+ν+m
2
·ν qν2 − ν2 (ν +m) qν2 + qm2 − ν2−m2 − q2+ 12 .
Da nach Korollar 2.21 mit einer von ν und m unabha¨ngigen Konstante C
gilt:
µ(Sn,m) ≤ C22ν+m2 πν+m2 eν+m2 ν− ν2 (ν +m)−( ν2+m2 − 12 )
folgt sofort mit 1− q < 0, dass mit einer nur von q abha¨ngigen Konstante
C ′′′′q gilt:
C ′′′′q d
q
ν,mC(ν,m)
qD(ν,m, q) ≤ e0,45qmµ(Sn,m)1−q,
und damit
||Φκ(ω)||Lq(dµ(ω)) ≤ Cqe0,45mµ (Sn,m)
1
q
−1 .
2
4.3 Die Abscha¨tzung der Komponenten von Φκ(ω)
In diesem Abschnitt sollen die Integrale Iτν,m(ϑ) sowie die Terme
||f iν,m(κ, ·)||qLq(dµ(ω)) abgescha¨tzt werden. Ist dies fu¨r die letzteren eher Stan-
dard (siehe Unterabschnitt 4.3.4), so mu¨ssen fu¨r die Iτν,m(ϑ) differenzierte
Methoden angewendet werden. Wie man im Folgenden Unterabschnitt 4.3.1
sehen wird, liefert die naive Abscha¨tzung durch Anwenden der Dreicksun-
gleichung nur fu¨r
”
kleine“ ϑ eine hinreichend gute Abscha¨tzung. Der Unter-
abschnitt 4.3.2 wird dann eine andere Formel fu¨r Iτν,m(ϑ) erbringen, mit der
im Unterabschnitt 4.3.3 auch fu¨r
”
große“ ϑ hinreichend gute Abscha¨tzungen
51
erzielt werden ko¨nnen. In der folgenden Definition wird nun fu¨r τ ∈ {0, 1}
eine Grenze ϑτ gegeben, so dass die erzielten Abscha¨tzungen fu¨r ϑ ≤ ϑτ und
ϑ ≥ ϑτ in etwa gleich gut sind. Dabei ist die Unterscheidung aus einem tech-
nischen Grund notwendig: fu¨r gegebenes ν und m beno¨tigt man von I1ν,m(ϑ)
und I0ν−1,m+2(ϑ) Abscha¨tzungen fu¨r gro¨ßere und kleinere ϑ als
√
0, 9 ·m/ν.
Definition 4.4 Sei fu¨r ν, m ∈ N, m ≥ 2
ϑ0(ν,m) =
√
0, 9(m− 2)
ν + 1
, ϑ1(ν,m) =
√
0, 9 ·m
ν
.
Nach Lemma 2.24 gilt dann fu¨r τ ∈ {0, 1} stets ϑτ (ν,m) ∈ (0, π/2).
4.3.1 Das Integral Iτν,m(ϑ) fu¨r ϑ ≤ ϑτ (ν,m)
Im Folgenden Abschnitt werden die Integrale Iτν,m(ϑ) fu¨r kleine Winkel ϑ un-
tersucht, und es wird gezeigt, dass sie sich auf die gewu¨nschte Art abscha¨tzen
lassen (siehe Satz 4.3).
Lemma 4.5 Seien ν, m ∈ N, m ≥ 2 so, dass eine Heisenberg-Typ-Gruppe
Hn,m existiert. Sei ϑ ∈ (0, ϑ1(ν,m)). Dann gilt: es existiert eine von ν, m,
ϑ unabha¨ngige Konstante C so, dass
|I1ν,m(ϑ)| ≤ C · C(ν,m)
mit C(ν,m) wie in Satz 4.3.
Beweis: Sei ϑ < ϑ1(ν,m). Es gilt mit Lemma A.2:
|I1ν,m(ϑ)|
=
∣∣∣ ∫ ∞
0
∫ 1
−1
(1− t2)m−32
(cosϑ coshλ− it sinϑ sinhλ)ν+m+ 12
dt coshλ(sinhλ)m−1
·
(
sinhλ
λ
) 1
2
dλ
∣∣∣
≤
∫ ∞
0
∫ 1
−1
(1− t2)m−32
| cosϑ coshλ− it sinϑ sinhλ|ν+m+ 12
dt coshλ(sinhλ)m−1
·
(
sinhλ
λ
) 1
2
dλ
≤ C
∫ ∞
0
∫ 1
−1
(1− t2)m−32
(cosϑ coshλ)ν+m+
1
2
dt coshλ(sinhλ)m−1(coshλ)
1
2dλ
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=
C
(cosϑ)ν+m+
1
2
∫ 1
−1
(1− t2)m−32 dt
∫ ∞
0
(sinhλ)m−1(coshλ)−(ν+m−1)dλ
=
C
(cosϑ)ν+m+
1
2
B
(
m− 1
2
,
1
2
)
B
(m
2
,
ν
2
)
.
Mit der Stirlingformel (siehe Lemma A.8) gilt
|I1ν,m(ϑ)|
≤ C
(cosϑ)ν+m+
1
2
(m− 1)m2 −1m−m2 + 12mm2 − 12 ν ν2− 12 (ν +m)− ν2−m2 + 12
≤ C
(cosϑ)ν+m+
1
2
m
m
2
−1ν
ν
2
− 1
2 (ν +m)−
ν
2
−m
2
+ 1
2 . (4.8)
Es gilt nun aber mit einer von ν,m, ϑ < ϑ1(ν,m) unabha¨ngigen Konstante
C:
(cosϑ)−(ν+m+
1
2
) ≤ Ce0,45m.
Um dies zu beweisen, betrachten wir zuerst den Fall, dass ν ≤ 9 ist. Da
eine Heisenberg-Typ-Gruppe Hn,m existiert, gilt nach Lemma 2.22, dass
m ≤ 2 log2 ν+3. Offenbar ist dann m beschra¨nkt. Also existiert ein C > 0
unabha¨ngig von ν, m und ϑ < ϑ1 so, dass
(cosϑ)−(ν+m+
1
2
) ≤ Ce0,45m.
Falls aber ν > 9 gilt, so ist stets
ν > 1, 8 log2 ν + 2, 7 = 1, 8 log2 e log ν + 2, 7. (4.9)
Definiert man na¨mlich
f : [9,∞)→ R, x 7→ x,
g : [9,∞)→ R, x 7→ 1, 8 log2 e log x+ 2, 7
so ist f(9) = 9 > 5, 76+2, 7 = 1, 8·3, 2+2, 7 > 1, 8 log2 9+2, 7 = g(9), und
fu¨r ν > 9 folgt (4.9) mit einer Standardabscha¨tzung u¨ber den Hauptsatz
der Differential- und Integralrechnung. Es folgt dann mit (4.9) und Lemma
2.22:
0, 9 ·m
ν
≤ 0, 9(2 log2 ν + 3)
ν
=
1, 8 log2 ν + 2, 7
ν
< 1
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und damit insbesondere auch ν − 0, 9 ·m > 0. Damit ist dann
(cosϑ)−(ν+m+
1
2
) ≤ (cosϑ1(ν,m))−(ν+m+ 12 )
= (1− (sinϑ1(ν,m))2)−
ν+m+12
2
≤
(
1− 0, 9 ·m
ν
)− ν+m+12
2
=
(
1− 0, 9 ·m
ν
)− ν−0,9·m
2
(
1− 0, 9 ·m
ν
)− 1,9·m+12
2
.
(4.10)
Der erste Term la¨sst sich nun mit Lemma A.1 gegen e0,45m abscha¨tzen,
da −(ν − 0, 9 ·m)/2 negativ ist. Nun wollen wir uns dem zweiten Term
widmen. Wieder mit Lemma 2.22 und (4.9) ist dann
(
1− 0, 9 ·m
ν
)− 1,9·m+12
2
≤
(
1− 1, 8 log2 ν + 2, 7
ν
)− 1,9·m+12
2
.
Da (1− (1, 8 log2 ν + 2, 7)/ν) < 1 ist, kann im Exponenten wieder mit
Lemma 2.22 m gegen 2 log2 ν + 3 abgescha¨tzt werden, so dass(
1− 1, 8 log2 ν + 2, 7
ν
)− 1,9·m+12
2
≤
(
1− 1, 8 log2 ν + 2, 7
ν
)−1,9 log2 ν−3,1
.
Dann ist mit wiederholter Anwendung von Lemma A.1 und (4.10) insge-
samt
(cosϑ)−(ν+m+
1
2
)
≤ e0,45m
(
1− 1, 8 log2 ν + 2, 7
ν
)−1,9 log2 ν−3,1
= e0,45m
((
1− 1, 8 log2 ν + 2, 7
ν
)ν−(1,8 log2 ν+2,7))− 1,9 log2 ν+3,1ν−(1,8 log2 ν+2,7)
≤ e0,45m
(
e−1,8 log2 ν−2,7
)− 1,9 log2 ν+3,1
ν−(1,8 log2 ν+2,7)
≤ Ce0,45m,
da die Funktion f : R≥9 → R, ν 7→ (1, 8 log2 ν+2, 7)(1, 9 log2 ν+3, 1)/(ν−
(1, 8 log2 ν + 2, 7)) beschra¨nkt ist.
Setzt man dies nun in (4.8) ein, so folgt
|I1ν,m(ϑ)| ≤
C
(cosϑ)ν+m+
1
2
m
m
2
−1ν
ν
2
− 1
2 (ν +m)−
ν
2
−m
2
+ 1
2
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≤ Ce0,45mmm2 −1ν ν2− 12 (ν +m)− ν2−m2 + 12
= Ce0,45mm
m
2
−1ν
ν
2
(
ν +m
ν
) 1
2
(ν +m)
ν
2
+m
2
·
(
ν +m+ 12
ν +m
)ν+m(
ν +m+
1
2
)−ν−m
.
Da mit den Lemmata 2.24 und A.1 gilt:(
ν +m
ν
) 1
2
≤ C,
(
ν +m+ 12
ν +m
)ν+m
≤ C
sowie mit A.8
Γ
(
ν +m+
1
2
)
≤ Ce−ν−m
(
ν +m+
1
2
)ν+m
,
folgt
|I1ν,m(ϑ)| ≤
C
Γ
(
ν +m+ 12
)ν ν2 (ν +m) ν2+m2 mm2 −1e−ν−m+0,45m
= C · C(ν,m).
2
Wir wollen nun eν,m sinϑ|I0ν−1,m+2(ϑ)| fu¨r kleine ϑ abscha¨tzen.
Lemma 4.6 Seien ν, m ∈ N mit m ≥ 2 so, dass eine Heisenberg-Typ-
Gruppe Hn,m existiert. Sei ϑ ∈ (0, ϑ1(ν,m)). Dann gilt: es existiert eine von
ν, m, ϑ unabha¨ngige Konstante C so, dass
eν,m sinϑ|I0ν−1,m+2(ϑ)| ≤ C · C(ν,m)
mit eν,m, C(ν,m) wie in Satz 4.3.
Beweis: Nach den Gleichungen (3.12) und (3.11) genu¨gt es zum Beweis, den
Betrag von∫ ∞
0
∫ 1
−1
t(1− t2)m−32
(cosϑ coshλ− it sinϑ sinhλ)ν+m+ 12
dt(sinhλ)m
(
sinhλ
λ
) 1
2
dλ
gegen C · C(ν,m) abzuscha¨tzen. Mit Lemma A.7 ist
|eν,m sinϑI0ν−1,m+2(ϑ)|
=
∣∣∣∣∣
∫ ∞
0
∫ 1
−1
t(1− t2)m−32
(cosϑ coshλ− it sinϑ sinhλ)ν+m+ 12
dt(sinhλ)m
(
sinhλ
λ
) 1
2
dλ
∣∣∣∣∣
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≤
∫ ∞
0
∫ 1
−1
|t|(1− t2)m−32
| cosϑ coshλ− it sinϑ sinhλ|ν+m+ 12
dt(sinhλ)m
(
sinhλ
λ
) 1
2
dλ
≤ C
∫ ∞
0
∫ 1
−1
|t|(1− t2)m−32
(cosϑ coshλ)ν+m+
1
2
dt(sinhλ)m (coshλ)
1
2 dλ
=
2C
(cosϑ)ν+m+
1
2
∫ 1
0
t(1− t2)m−32 dt
∫ ∞
0
(sinhλ)m(coshλ)−(ν+m)dλ
=
C
(cosϑ)ν+m+
1
2
· 1
m− 1 ·B
(
m+ 1
2
,
ν
2
)
.
Dies ergibt sich offenbar, da
1
m− 1 =
∫ 1
0
t(1− t2)m−32 dt.
Die asymptotische Berechnung dieses Termes ergibt mit der Stirling-Formel
(Lemma A.8)
|eν,m sinϑIν−1,m+2(ϑ)|
≤ C
(cosϑ)ν+m+
1
2
(m− 1)−1(m+ 1)m2 ν ν2− 12 (ν +m+ 1)− ν2−m2
≤ C
(cosϑ)ν+m+
1
2
m
m
2
−1ν
ν
2
− 1
2 (ν +m)−
ν
2
−m
2 .
Der Beweis von Lemma 4.5 zeigt, dass dieser Ausdruck durch C ·C(ν,m)
beschra¨nkt ist.
Gegenu¨ber der Abscha¨tzung von |I1ν,m(ϑ)| fu¨r kleine Winkel ϑ ist die
Abscha¨tzung von eν,m sinϑ|I0ν−1,m+2(ϑ)| also um den Faktor (ν +m)−1/2
besser. 2
4.3.2 Das Integral Iτν,m(ϑ) fu¨r ϑ ≥ ϑτ (ν,m)
Wir wollen nun Iτν,m(ϑ) fu¨r große ϑ abscha¨tzen. Dafu¨r wird auf jedes der In-
tegrale dieses Doppelintegrals der Cauchysche Integralsatz angewendet wer-
den, um eine Abscha¨tzung zu erhalten, die fu¨r große ϑ gu¨nstig ist. Ziel dieses
Abschnitts ist der Beweis des folgenden Satzes:
Satz 4.7 Sei τ ∈ {0, 1}. Seien ν ∈ N0, m ∈ N≥2 mit ν ≥ τ , falls m > 2
und ν ≥ 1, falls m = 2. Sei ϑ ∈ (0, π/2). Dann ist
Iτν,m(ϑ) = 2Im
∫ ∞
0
∫ ∞
0
t
m−3
2 (−2i sinh(λ+ iϑ) + t coshλ)m−32
(1 + t sinϑ)ν+m+
1
2
dt
·
(cosh(λ+ iϑ))τ sinh(λ+ iϑ)
(
sinh(λ+iϑ)
λ+iϑ
) 1
2
(coshλ)ν+
m
2
+1
dλ.
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Fu¨r den Beweis werden verschiedene Lemmata benutzt, die im Folgenden
bereitgestellt werden. Fu¨r den endgu¨ltigen Beweis siehe Seite 79.
Als erstes wird der Cauchysche Integralsatz auf das innere, von der Bessel-
funktion Jm/2−1 herstammende Integral angewandt werden. Dafu¨r wird also
fu¨r jedes feste λ ≥ 0 ein Holomorphiebereich der Funktion
fλ : z 7→ (1− z
2)
m−3
2
(cosϑ coshλ− iz sinϑ sinhλ)ν+m+ 12
angegeben, so dass sich das innere Integral u¨ber den Weg [−1, 1] als Integral
u¨ber andere Wege in diesem Holomorphiebereich berechnet.
Bemerkung 4.8 In den Definitionen und Lemmata 4.9 bis 4.29 seien τ , ν,
m, ϑ wie in Satz 4.7.
Definition 4.9 Sei fu¨r λ ∈ R>0
Ωλ := C \ ((−∞,−1] ∪ [1,∞) ∪ {−ir cotϑ cothλ|r ≥ 1}) .
-i
i
-1 1
-icotϑ cothλ
Ωλ
Lemma 4.10 Sei fu¨r λ > 0
fλ : Ωλ → C, z 7→ (1− z
2)
m−3
2
(cosϑ coshλ− iz sinϑ sinhλ)ν+m+ 12
,
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wobei die Potenz mittels des auf der geschlitzten Halbebene C\R≤0 definier-
ten Hauptzweiges des Logarithmus definiert sei. Dann ist fλ holomorph.
Beweis: Zuerst wird bewiesen, dass die Funktion z 7→ (1−z2)(m−3)/2 auf Ωλ
holomorph ist. Dies ist klar im Fall eines ungeraden m, aber nicht im Fall
eines geraden. Fu¨r z ∈ Ωλ ist z2 /∈ R≥1, also 1− z2 /∈ R≤0. Definiert man
den Hauptzweig des Logarithmus auf der geschlitzten Halbebene C\R≤0,
so ist damit der Logarithmus von 1− z2 und damit auch (1− z2)(m−3)/2
wohldefiniert unabha¨ngig davon, ob m gerade oder ungerade ist.
Damit ist dann natu¨rlich die Funktion
z 7→ (1− z2)m−32
auf Ωλ holomorph.
Nun soll gezeigt werden, dass auch die Nennerfunktion
z 7→ (cosϑ coshλ− iz sinϑ sinhλ)−(ν+m+ 12 )
auf Ωλ holomorph ist. Dafu¨r reicht es offensichtlich zu zeigen, dass fu¨r
jedes z ∈ Ωλ gilt: cosϑ coshλ − iz sinϑ sinhλ /∈ R≤0. Da z ∈ Ωλ gilt
z /∈ {−ir cotϑ cothλ|r ≥ 1}, und damit folgt fu¨r alle s ≤ 0: mit
r(s) := 1− s
cosϑ coshλ
≥ 1
ist
z 6= −ir(s) cotϑ cothλ.
Dann folgt:
cosϑ coshλ− iz sinϑ sinhλ 6= cosϑ coshλ− r(s) cotϑ cothλ sinϑ sinhλ
= cosϑ coshλ− r(s) cosϑ coshλ
= (1− r(s)) cosϑ coshλ
= s,
d.h.
cosϑ coshλ− iz sinϑ sinhλ 6= s fu¨r alle s ≤ 0
bzw.
cosϑ coshλ− iz sinϑ sinhλ /∈ R≤0.
Dann ist aber auch die Funktion
z 7→ (cosϑ coshλ− iz sinϑ sinhλ)−(ν+m+ 12 )
auf Ωλ holomorph. 2
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Bemerkung 4.11 Ferner gilt offenbar fu¨r alle z ∈ Ωλ: −z¯ ∈ Ωλ und damit
fλ(−z¯) = (1− z¯
2)
m−3
2
(cosϑ coshλ+ iz¯ sinϑ sinhλ)ν+m+
1
2
= fλ(z). (4.11)
Diese Beobachtung wird im Folgenden nu¨tzlich sein.
Definition 4.12 Fu¨r λ > 0 sei
vλ := i
cosh(λ− iϑ)
sinhλ
.
Bemerkung 4.13 Dann ist
vλ = i
cosϑ coshλ− i sinϑ sinhλ
sinhλ
= sinϑ+ i cosϑ cothλ,
und damit
|vλ|2 = (sinϑ)2 + (cosϑ)2(cothλ)2 ≥ 1.
Dann ist also 1/|vλ| ≤ 1, und fu¨r alle ε ∈ (0, 1/|vλ|) gilt:
−1 + ε|vλ| < −1 + 1|vλ| |vλ| = 0 = 1−
1
|vλ| |vλ| < 1− ε|vλ|.
Definition 4.14 Sei nun fu¨r alle N ∈ N, ε ∈ (0, 1/|vλ|)
γ1,ε : [−1 + ε|vλ|, 1− ε|vλ|]→ C, t 7→ t
γ2,λ,N,ε : [ε,N ]→ C, t 7→ 1 + tvλ
γ3,λ,N,ε : [ε,N ]→ C, t 7→ −1− tvλ = −γ2,λ,N,ε(t)
γ4,λ,ε : [0, π − arg vλ]→ C, t 7→ 1− ε|vλ|e−it
γ5,λ,ε : [0, π − arg vλ]→ C, t 7→ −1 + ε|vλ|eit = −γ4,λ,ε(t)
γ6,λ,N : [−(1 +N sinϑ), 1 +N sinϑ]→ C, t 7→ t+ iN cosϑ cothλ.
59
-i
i vλ
-1 1
-icotϑ cothλ
γ1,ε
γ4,λ,εγ5,λ,ε
1−ε|vλ|−1+ε|vλ|
γ2,λ,N,εγ3,λ,N,ε
γ6,λ,N
Wir wollen nun zeigen, dass die Vereinigung dieser Integrationswege ein
geschlossener Integrationsweg in Ωλ ist.
Lemma 4.15 Sei N ∈ N, ε ∈ (0, 1/|vλ|). Dann bildet γ1,ε∪γ4,λ,ε∪γ2,λ,N,ε∪
−γ6,λ,N ∪ −γ3,λ,N,ε ∪ −γ5,λ,ε einen geschlossenen Integrationsweg in Ωλ.
Beweis: Sei N ∈ N, ε ∈ (0, 1/|vλ|). Es gilt
γ2,λ,N,ε(N) = 1 +Nvλ
= 1 +N (sinϑ+ i cosϑ cothλ)
= 1 +N sinϑ+ iN cosϑ cothλ,
γ3,λ,N,ε(N) = −γ2,λ,N,ε(N) = −1−N sinϑ+ iN cosϑ cothλ.
Damit ist dann
γ6,λ,N (1 +N sinϑ) = γ2,λ,N,ε(N),
γ6,λ,N (−(1 +N sinϑ)) = γ3,λ,N,ε(N).
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Weiter ist
γ4,λ,ε(0) = 1− ε|vλ| = γ1,ε(1− ε|vλ|),
γ4,λ,ε(π − arg vλ) = 1− ε|vλ|e−i(π−arg vλ)
= 1 + ε|vλ|ei arg vλ
= 1 + εvλ
= γ2,λ,N,ε(ε),
γ5,λ,ε(0) = −1 + ε|vλ| = γ1,ε(−1 + ε|vλ|),
γ5,λ,ε(π − arg vλ) = −γ4,λ,ε(π − arg vλ)
= −γ2,λ,N,ε(ε)
= γ3,λ,N,ε(ε).
Damit ist nun gezeigt, dass die Vereinigung obiger Wege einen geschlosse-
nen Weg darstellt. Dieser liegt komplett in Ωλ, da fu¨r alle λ > 0, N ∈ N,
ε ∈ (0, 1/|vλ|), t ∈ [ε,N ] gilt:
Im(γ2,λ,N,ε(t)) = Im(γ3,λ,N,ε(t)) = t cosϑ cothλ > 0,
also gilt
γ2,λ,N,ε(t) ∈ Ωλ, γ3,λ,N,ε(t) ∈ Ωλ.
Außerdem ist fu¨r alle t ∈ (0, π − arg vλ]
Im(γ4,λ,N,ε(t)) = Im(1− ε|vλ|e−it)
= −ε|vλ| sin(−t)
= ε|vλ| sin t
> 0,
Im(γ5,λ,N,ε(t)) = Im(−1 + ε|vλ|eit)
= ε|vλ| sin t
> 0
und damit gilt dann auch
γ4,λ,ε(t) ∈ Ωλ, γ5,λ,ε(t) ∈ Ωλ.
Ferner ist offensichtlich auch γ4,λ,ε(0) ∈ Ωλ, γ5,λ,ε(0) ∈ Ωλ.
Fu¨r t ∈ [−(1 +N sinϑ), 1 +N sinϑ] gilt:
Im(γ6,λ,N (t)) = N cosϑ cothλ > 0,
also ist auch
γ6,λ,N (t) ∈ Ωλ.
Damit bildet γ1,ε ∪ γ4,λ,ε ∪ γ2,λ,N,ε ∪ −γ6,λ,N ∪ −γ3,λ,N,ε ∪ −γ5,λ,ε einen
geschlossenen Integrationsweg in Ωλ. 2
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Bemerkung 4.16 Mit dem Cauchyschen Integralsatz ist fu¨r alle N ∈ N,
ε ∈ (0, 1/|vλ|)∫
γ1,ε
fλ(z)dz = −
∫
γ4,λ,ε
fλ(z)dz −
∫
γ2,λ,N,ε
fλ(z)dz +
∫
γ6,λ,N
fλ(z)dz
+
∫
γ3,λ,N,ε
fλ(z)dz +
∫
γ5,λ,ε
fλ(z)dz.
Es sollen nun erst die Integrale u¨ber γ4,λ,ε und γ5,λ,ε betrachtet werden.
Lemma 4.17 Sei λ > 0, γ4,λ,ε, γ5,λ,ε wie in Definition 4.14. Dann gilt:
lim
ε→0
∫
γ4,λ,ε
fλ(z)dz = 0 = lim
ε→0
∫
γ5,λ,ε
fλ(z)dz.
Beweis: Sei ε ∈ (0, 1/|vλ|), t ∈ [0, π−arg vλ]. Dann gilt |1−γ4,λ,ε(t)| = ε|vλ|.
Ferner existiert ein Cλ,ϑ so, dass fu¨r alle z ∈Mλ mit
Mλ := {z|0 < |z − 1| ≤ 1 und arg(z − 1) ∈ [arg vλ, π]}
gilt:
|1 + z|m−32
| cosϑ coshλ− iz sinϑ sinhλ|ν+m+ 12
≤ Cλ,ϑ.
Es folgt fu¨r alle t ∈ [0, π − arg vλ], da 1− z2 = (1− z)(1 + z):
|fλ (γ4,λ,ε(t)) | ≤ (ε|vλ|)
m−3
2 Cλ,ϑ
und damit ∣∣∣∣∣
∫
γ4,λ,ε
fλ(z)dz
∣∣∣∣∣ ≤ 2πε|vλ| (ε|vλ|)m−32 Cλ,ϑ.
Da (m− 3)/2+ 1 ≥ 1/2, existiert der Limes von ∫γ4,λ,ε fλ(z)dz fu¨r ε→ 0,
und es gilt
lim
ε→0
∫
γ4,λ,ε
fλ(z)dz = 0.
Da nach Bemerkung 4.11∫
γ5,λ,ε
fλ(z)dz =
∫ π−arg vλ
0
fλ(γ5,λ,ε(t))γ
′
5,λ,ε(t)dt
=
∫ π−arg vλ
0
fλ(−γ4,λ,ε(t))
(
−γ′4,λ,ε(t)
)
dt
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= −
∫ π−arg vλ
0
fλ(γ4,λ,ε(t))γ
′
4,λ,ε(t)dt
= −
∫
γ4,λ,ε
fλ(z)dz,
gilt also auch, dass
lim
ε→0
∫
γ5,λ,ε
fλ(z)dz = 0.
2
Definition 4.18 Seien nun fu¨r alle N ∈ N folgende Integrationswege gege-
ben:
γ1 : [−1, 1]→ C, t 7→ t
γ2,λ,N : [0, N ]→ C, t 7→ 1 + tvλ
γ3,λ,N : [0, N ]→ C, t 7→ −1− tv¯λ = −γ2,λ,N (t)
γ6,λ,N : [−(1 +N sinϑ), 1 +N sinϑ]→ C, t 7→ t+ iN cosϑ cothλ
-i
i vλ
-1 1
-icotϑ cothλ
γ1
γ2,λ,Nγ3,λ,N
γ6,λ,N
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Bemerkung 4.19 Es gilt, da fλ u¨ber γ2,λ,N integrierbar ist:
lim
ε→0
∫
γ2,λ,N,ε
fλ(z)dz =
∫
γ2,λ,N
fλ(z)dz
und genauso
lim
ε→0
∫
γ3,λ,N,ε
fλ(z)dz =
∫
γ3,λ,N
fλ(z)dz.
Natu¨rlich gilt aber fu¨r den Weg γ1,ε: Der Limes von
∫
γ1,ε
fλ(z)dz existiert
und
lim
ε→0
∫
γ1,ε
fλ(z)dz =
∫
γ1
fλ(z)dz.
Korollar 4.20 Aus den Bemerkungen 4.16 und 4.19 sowie Lemma 4.17
folgt fu¨r alle N ∈ N:∫
γ1
fλ(z)dz = −
∫
γ2,λ,N
fλ(z)dz +
∫
γ6,λ,N
fλ(z)dz +
∫
γ3,λ,N
fλ(z)dz.
Lemma 4.21 Es gilt:
lim
N→∞
∫
γ6,λ,N
fλ(z)dz = 0.
Beweis: Fu¨r das Integral u¨ber den Weg γ6,λ,N gilt∣∣∣∣∣
∫
γ6,λ,N
fλ(z)dz
∣∣∣∣∣
=
∣∣∣∣∣
∫ 1+N sinϑ
−(1+N sinϑ)
(1− (t+ iN cosϑ cothλ)2)m−32
(cosϑ coshλ− i(t+ iN cosϑ cothλ) sinϑ sinhλ)ν+m+ 12
dt
∣∣∣∣∣
≤
∫ 1+N sinϑ
−(1+N sinϑ)
|1− (t+ iN cosϑ cothλ)2|m−32
| cosϑ coshλ− i(t+ iN cosϑ cothλ) sinϑ sinhλ|ν+m+ 12
dt.
Dabei gilt fu¨r den Nenner des Integranden:
Re(cosϑ coshλ− i(t+ iN cosϑ cothλ) sinϑ sinhλ
= cosϑ coshλ+N cosϑ sinϑ coshλ
≥ N cosϑ sinϑ coshλ,
also
| cosϑ coshλ− i(t+ iN cosϑ cothλ) sinϑ sinhλ| ≥ N cosϑ sinϑ coshλ.
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Da fu¨r t ∈ [−(1 +N sinϑ), 1 +N sinϑ] gilt
1 ≤ N2(cothλ)2,
|t| ≤ 1 +N sinϑ ≤ 1 +N ≤ N cothλ+N cothλ = 2N cothλ,
N cosϑ cothλ ≤ N cothλ,
folgt im Za¨hler des Integranden:
|1− (t+ iN cosϑ cothλ)2| ≤ 1 + (|t|+N cosϑ cothλ)2
≤ N2(cothλ)2 + (2N cothλ+N cothλ)2
= 10N2(cothλ)2.
Dann gilt insgesamt im Fall m ≥ 3, da die La¨nge des Integrationsweges
2(1 +N sinϑ) betra¨gt:∣∣∣∣∣
∫
γ6,λ,N
fλ(z)dz
∣∣∣∣∣ ≤ 2(1 +N sinϑ) 10
m−3
2 Nm−3(cothλ)m−3
Nν+m+
1
2 (cosϑ sinϑ coshλ)ν+m+
1
2
,
und somit
lim
N→∞
∫
γ6,λ,N
fλ(z)dz = 0.
Im Fallm = 2 ist (m−3)/2 = −1/2, und es gilt im Za¨hler des Integranden:
1− (t+ iN cosϑ cothλ)2
= 1− t2 − 2tiN cosϑ cothλ+N2(cosϑ)2(cothλ)2.
Falls |t| ≤ 1, so la¨sst sich der Betrag hiervon nach unten abscha¨tzen gegen
|1− (t+ iN cosϑ cothλ)2| ≥ |1− t2 +N2(cosϑ)2(cothλ)2|
≥ N2(cosϑ)2(cothλ)2
≥ N(cosϑ)2 cothλ.
Falls hingegen |t| ≥ 1 ist, so gilt
|1− (t+ iN cosϑ cothλ)2| ≥ 2tN cosϑ cothλ
≥ N(cosϑ)2 cothλ.
Also gilt in jedem Fall
|1− (t+ iN cosϑ cothλ)2| ≥ N(cosϑ)2 cothλ.
Damit ist dann
|1− (t+ iN cosϑ cothλ)2|− 12 ≤ N− 12 (cosϑ)−1(cothλ)− 12 .
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Im Fall m = 2 gilt also die folgende Abscha¨tzung:∣∣∣∣∣
∫
γ6,λ,N
fλ(z)dz
∣∣∣∣∣ ≤ 2(1 +N sinϑ) N−
1
2 (cosϑ)−1(cothλ)−
1
2
(N cosϑ sinϑ coshλ)ν+2+
1
2
,
und offensichtlich konvergiert auch letzterer Ausdruck fu¨r N →∞ gegen
0. Damit ist also in jedem Fall
lim
N→∞
∫
γ6,λ,N
fλ(z)dz = 0.
2
Lemma 4.22 Sei λ > 0. Es gilt:∫
γ1
fλ(z)dz
= 2Im
(∫ ∞
0
t
m−3
2 (−2i sinhλ+ t cosh(λ− iϑ)m−32
(1 + t sinϑ)ν+m+
1
2
dt
· (sinhλ)
−m+2
(cosh(λ− iϑ))ν+m2 +1
)
.
Beweis: Es gilt fu¨r alle λ > 0, t ≥ 0:
1− (γ2,λ,N (t))2 = 1−
(
1 + ti
cosh(λ− iϑ)
sinhλ
)2
= −2ticosh(λ− iϑ)
sinhλ
+ t2
(cosh(λ− iϑ))2
(sinhλ)2
= (−2i sinhλ+ t cosh(λ− iϑ))t cosh(λ− iϑ)(sinhλ)−2.
Sei fu¨r λ > 0, t > 0
z1 := −2i sinhλ+ t cosh(λ− iϑ)
= t cosϑ coshλ− 2i sinhλ− it sinϑ sinhλ,
z2 := cosh(λ− iϑ) = cosϑ coshλ− i sinϑ sinhλ.
Dann gilt:
Rez1 > 0,Rez2 > 0.
Damit sind dann mit dem 1.Hauptzweig
√· der Wurzel
√
z1,
√
z2,
√
z1z2
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definiert und es gilt √
z1z2 =
√
z1
√
z2.
Da ferner t, sinhλ > 0 gilt√
z1z2t(sinhλ)−2 =
√
z1
√
z2t
1
2 (sinhλ)−1.
Es folgt(
1− (γ2,λ,N (t))2
) 1
2 = (−2i sinhλ+t cosh(λ−iϑ)) 12 (cosh(λ−iϑ)) 12 t 12 (sinhλ)−1
und insgesamt(
1− (γ2,λ,N (t))2
)m−3
2
= (−2i sinhλ+ t cosh(λ− iϑ))m−32 (cosh(λ− iϑ))m−32 tm−32 (sinhλ)−(m−3).
Ferner gilt fu¨r alle λ > 0, N ∈ N, t ∈ [0, N ]
cosϑ coshλ− iγ2,λ,N (t) sinϑ sinhλ
= cosϑ coshλ− i
(
1 + ti
cosh(λ− iϑ)
sinhλ
)
sinϑ sinhλ
= cosϑ coshλ− i sinϑ sinhλ+ t cosh(λ− iϑ) sinϑ
= cosh(λ− iϑ) + t sinϑ cosh(λ− iϑ)
= (1 + t sinϑ) cosh(λ− iϑ),
und da 1 + t sinϑ > 0 und Re(z2) > 0:
((1 + t sinϑ) cosh(λ− iϑ)) 12 = (1 + t sinϑ) 12 (cosh(λ− iϑ)) 12 ,
und damit
((1+t sinϑ) cosh(λ−iϑ))ν+m+ 12 = (1+t sinϑ)ν+m+ 12 (cosh(λ−iϑ))ν+m+ 12 .
Damit gilt dann
fλ(γ2,λ,N (t))
=
(−2i sinhλ+ t cosh(λ− iϑ))m−32 tm−32 (cosh(λ− iϑ))m−32 (sinhλ)−m+3
(1 + t sinϑ)ν+m+
1
2 (cosh(λ− iϑ))ν+m+ 12
sowie
γ′2,λ,N (t) = vλ = i
cosh(λ− iϑ)
sinhλ
.
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Es folgt fu¨r γ2,λ,N :∫
γ2,λ,N
fλ(z)dz
=
∫ N
0
fλ(γ2,λ,N (t))γ
′
2,λ,N (t)dt
=
∫ N
0
(−2i sinhλ+ t cosh(λ− iϑ))m−32 tm−32 (cosh(λ− iϑ))m−32 (sinhλ)−m+3
(1 + t sinϑ)ν+m+
1
2 (cosh(λ− iϑ))ν+m+ 12
·icosh(λ− iϑ)
sinhλ
dt
= i
∫ N
0
t
m−3
2 (−2i sinhλ+ t cosh(λ− iϑ))m−32
(1 + t sinϑ)ν+m+
1
2
dt
(sinhλ)−m+2
(cosh(λ− iϑ))ν+m2 +1 .
(4.12)
Fu¨r γ3,λ,N gilt mit Bemerkung 4.11:∫
γ3,λ,N
fλ(z)dz =
∫ N
0
fλ(γ3,λ,N (t))γ
′
3,λ,N (t)dt
=
∫ N
0
fλ(−γ2,λ,N (t))
(
−γ′2,λ,N (t)
)
dt
= −
∫ N
0
fλ(γ2,λ,N (t))γ
′
2,λ,N (t)dt
= −
∫
γ2,λ,N
fλ(z)dz,
das heißt
−
∫
γ2,λ,N
fλ(z)dz +
∫
γ3,λ,N
fλ(z)dz = −
∫
γ2,λ,N
fλ(z)dz −
∫
γ2,λ,N
fλ(z)dz
= −2Re
∫
γ2,λ,N
fλ(z)dz. (4.13)
Nun soll gezeigt werden, dass limN→∞
∫
γ2,λ,N
fλ(z)dz existiert. Dies gilt,
falls limN→∞
∫
γ2,λ,N
|fλ(z)|dz existiert, und dafu¨r reicht es zu zeigen, dass
∫ N
0
t
m−3
2 | − 2i sinhλ+ t cosh(λ− iϑ)|m−32
(1 + t sinϑ)ν+m+
1
2
dt
fu¨r N →∞ konvergiert. Da aber
| − 2i sinhλ+ t cosh(λ− iϑ)| ≤ 2 coshλ+ t coshλ,
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ist dieses Integral im Fall m ≥ 3 durch∫ N
0
t
m−3
2 (2 + t)
m−3
2
(1 + t sinϑ)ν+m+
1
2
dt(coshλ)
m−3
2
beschra¨nkt. Der Limes dieser Folge von Integralen existiert, also gilt mit
γ2,λ : [0,∞)→ C, t 7→ 1 + tvλ,
dass ∫
γ2,λ
fλ(z)dz = lim
N→∞
∫
γ2,λ,N
fλ(z)dz
existiert. Daraus folgt sofort, dass
lim
N→∞
Re
∫
γ2,λ,N
fλ(z)dz
existiert, wobei die Existenz dieses Grenzwerts auch mit Korollar 4.20,
Lemma 4.21 und (4.13) folgte.
Im Fall m = 2 gilt
| − 2i sinhλ+ t cosh(λ− iϑ)| = | − 2i sinhλ+ t cosϑ coshλ− it sinϑ sinhλ|
≥ 2 sinhλ+ t sinϑ sinhλ
≥ 2 sinhλ,
und damit ist in diesem Fall das Integral beschra¨nkt durch∫ N
0
t−
1
2 (sinhλ)−
1
2
(1 + t sinϑ)ν+2+
1
2
dt.
Da auch hier offensichtlich der Grenzwert fu¨r N →∞ existiert, ist∫
γ2,λ,N
fλ(z)dz
in jedem Fall fu¨r N → ∞ konvergent. Insgesamt gilt also mit Korollar
4.20, Lemma 4.21 und den Gleichungen (4.12) sowie (4.13):∫
γ1
fλ(z)dz
= lim
N→∞
(
−
∫
γ2,λ,N
fλ(z)dz +
∫
γ3,λ,N
fλ(z)dz +
∫
γ6,λ,N
fλ(z)dz
)
= lim
N→∞
(
−2Re
∫
γ2,λ,N
fλ(z)dz +
∫
γ6,λ,N
fλ(z)dz
)
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= −2 lim
N→∞
Re
∫
γ2,λ,N
fλ(z)dz + lim
N→∞
∫
γ6,λ,N
fλ(z)dz
= −2Re lim
N→∞
∫
γ2,λ,N
fλ(z)dz
= −2Re
∫
γ2,λ
fλ(z)dz
= 2Im
(∫ ∞
0
t
m−3
2 (−2i sinhλ+ t cosh(λ− iϑ))m−32
(1 + t sinϑ)ν+m+
1
2
dt
· (sinhλ)
−m+2
(cosh(λ− iϑ))ν+m2 +1
)
.
2
Korollar 4.23 Es gilt:
Iτν,m(ϑ)
= 2Im
∫ ∞
0
∫ ∞
0
t
m−3
2 (−2i sinhλ+ t cosh(λ− iϑ))m−32
(1 + t sinϑ)ν+m+
1
2
dt
·(coshλ)
τ sinhλ
(
sinhλ
λ
) 1
2
(cosh(λ− iϑ))ν+m2 +1 dλ.
Beweis: Es ist mit Lemma 4.22:
Iτν,m(ϑ)
=
∫ ∞
0
∫
γ1
fλ(z)dz(coshλ)
τ (sinhλ)m−1
(
sinhλ
λ
) 1
2
dλ
=
∫ ∞
0
(
2Im
∫ ∞
0
t
m−3
2 (−2i sinhλ+ t cosh(λ− iϑ))m−32
(1 + t sinϑ)ν+m+
1
2
dt
· (sinhλ)
−m+2
(cosh(λ− iϑ))ν+m2 +1
)
(coshλ)τ (sinhλ)m−1
(
sinhλ
λ
) 1
2
dλ
= 2Im
∫ ∞
0
∫ ∞
0
t
m−3
2 (−2i sinhλ+ t cosh(λ− iϑ))m−32
(1 + t sinϑ)ν+m+
1
2
dt
·(coshλ)
τ sinhλ
(
sinhλ
λ
) 1
2
(cosh(λ− iϑ))ν+m2 +1 dλ.
2
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Nun wird noch einmal der Cauchysche Integralsatz angewendet, diesmal
bezu¨glich der λ-Integration. Dabei wird der Integrationsweg u¨ber R>0 in
die komplexe Zahlenebene verlegt. Dies hat den Hintergrund, dass spa¨ter
das Integral absolut abgescha¨tzt wird und die Oszillationen hoher negativer
Potenzen des Terms cosh(z − iϑ) sich bei großem Winkel ϑ negativ auf die
Abscha¨tzung auswirken.
Dafu¨r wird nun also ein Holomorpiebereich Ξ des Integranden gesucht.
Definition 4.24 Da ϑ < π/2, gilt ϑ/2− π/4 < 0.
Seien
Ξ := {z ∈ C| Imz ∈ (ϑ/2− π/4, π/2)} \ {it| t ∈ (ϑ/2− π/4, 0]}
iϑ
iπ
2
i(ϑ
2
− π
4
)
Ξ
und auf Ξ fu¨r t ∈ [0,∞) folgende Funktionen definiert:
gt : Ξ→ C,
z 7→ t
m−3
2 (−2i sinh z + t cosh(z − iϑ))m−32
(1 + t sinϑ)ν+m+
1
2
(cosh z)τ sinh z
(
sinh z
z
) 1
2
(cosh(z − iϑ))ν+m2 +1 .
Lemma 4.25 Seien fu¨r t ∈ [0,∞) die gt, Ξ wie in Definition 4.24. Dann
gilt: fu¨r jedes t ∈ [0,∞) ist mit dem auf der geschlitzten Halbebene C \ R≤0
definierten Hauptzweig des Logarithmus gt auf Ξ wohldefiniert, fu¨r jedes
z ∈ Ξ ist gt(z) u¨ber R≥0 in t integrierbar und mit
g : Ξ→ C, z 7→
∫ ∞
0
gt(z)dt
gilt: g ist auf Ξ holomorph.
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Beweis: Betrachte fu¨r alle t ∈ [0,∞) die ganze Funktion
z 7→ −2i sinh z + t cosh(z − iϑ).
Diese ist offensichtlich holomorph auf Ξ. Aber auch
z 7→ (−2i sinh z + t cosh(z − iϑ))m−32
ist auf Ξ mit dem ersten Hauptzweig der Wurzel wohldefiniert und holo-
morph. Wir zeigen dafu¨r, dass −2i sinh z + t cosh(z − iϑ) nie in R≤0 ist,
da in diesem Fall der (auf der geschlitzten Halbebene C \ R≤0 definierte)
Logarithmus und damit jede Potenz von −2i sinh z + t cosh(z − iϑ) wohl-
definiert ist.
Es gilt fu¨r alle z ∈ Ξ, z = x+ iy:
−2i sinh z + t cosh(z − iϑ)
= −2i(cos y sinhx+ i sin y coshx)
+t(cos(y − ϑ) coshx+ i sin(y − ϑ) sinhx)
= 2 sin y coshx+ t cos(y − ϑ) coshx
−2i cos y sinhx+ ti sin(y − ϑ) sinhx
= coshx(2 sin y + t cos(y − ϑ)) + i sinhx(−2 cos y + t sin(y − ϑ)).
(4.14)
Offensichtlich ist die Unterscheidung in die Fa¨lle y > 0 (1.Fall) sowie y ≤ 0
und x 6= 0 (2.Fall) vollsta¨ndig. Zuerst jedoch sei folgendes bemerkt: ist
x+ iy ∈ Ξ, so gilt
−π
2
<
ϑ
2
− π
4
< y <
π
2
(4.15)
und
−π
2
< −ϑ
2
− π
4
=
ϑ
2
− π
4
− ϑ < y − ϑ < π
2
, (4.16)
also sowohl y ∈ (−π/2, π/2) als auch y − ϑ ∈ (−π/2, π/2).
Sei also zuerst y > 0. In diesem Fall gilt mit (4.14), (4.16) und sin y > 0
fu¨r den Realteil von (−2i sinh z + t cosh(z − iϑ)):
Re(−2i sinh z + t cosh(z − iϑ)) = coshx(2 sin y + t cos(y − ϑ))
> t cos(y − ϑ)
≥ 0.
Somit ist (−2i sinh z + t cosh(z − iϑ))(m−3)/2 wohldefiniert.
Sei nun y ≤ 0 und x 6= 0. In diesem Fall gilt fu¨r den Imagina¨rteil von
−2i sinh z + t cosh(z − iϑ) mit (4.14):
Im(−2i sinh z + t cosh(z − iϑ)) = sinhx(−2 cos y + t sin(y − ϑ)).
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Wegen (4.15) gilt cos y > 0. Da t sin(y − ϑ) ≤ 0, und wegen x 6= 0 auch
sinhx 6= 0 ist, folgt
Im(−2i sinh z + t cosh(z − iϑ)) 6= 0.
Dann ist also auch in diesem Fall und folglich fu¨r alle z ∈ Ξ
(−2i sinh z + t cosh(z − iϑ))m−32
wohldefiniert und
z 7→ (−2i sinh z + t cosh(z − iϑ))m−32
holomorph auf Ξ.
Da wegen (4.15) fu¨r alle z = x + iy ∈ Ξ gilt: cos y > 0, folgt fu¨r alle
r ∈ R≥0 im Fall x 6= 0 mit sgn(sinhx) = sgn(x):
cos y sinhx 6= −rx.
Im Fall x = 0 gilt y 6= 0, und damit
sin y coshx = sin y 6= −ry,
da sgn(sin y) = sgn(y). Damit ist fu¨r alle z = x+ iy ∈ Ξ
sinh z = cos y sinhx+ i sin y coshx 6= −r(x+ iy),
also
sinh z
z
6= −r.
Damit ist dann
z 7→
(
sinh z
z
) 1
2
wohldefiniert und holomorph auf Ξ. Ferner gilt fu¨r z = x + iy ∈ Ξ mit
(4.16): cos(y − ϑ) coshx > 0, und damit
cosh(z − iϑ) = cos(y − ϑ) coshx− i sin(y − ϑ) sinhx /∈ R≤0.
Damit ist dann
z 7→ 1
(cosh(z − iϑ))ν+m2 +1
auf Ξ wohldefiniert und holomorph.
Insgesamt ist also fu¨r jedes t ∈ [0,∞) die Funktion gt als Produkt von auf
Ξ holomorphen Funktionen auch auf Ξ holomorph.
Ferner gilt fu¨r jedes z = x+ iy ∈ Ξ mit Lemma A.5 im Fall m ≥ 3:
| cosh z| ≤ coshx, | sinh z| ≤ coshx,
∣∣∣∣sinh zz
∣∣∣∣ ≤ C coshx,
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und damit
|gt(z)|
=
∣∣∣∣∣∣ t
m−3
2 (−2i sinh z + t cosh(z − iϑ))m−32
(1 + t sinϑ)ν+m+
1
2
(cosh z)τ sinh z
(
sinh z
z
) 1
2
(cosh(z − iϑ))ν+m2 +1
∣∣∣∣∣∣
≤ t
m−3
2 (2| sinh z|+ t| cosh(z − iϑ)|)m−32
(1 + t sinϑ)ν+m+
1
2
| cosh z|τ | sinh z| ∣∣ sinh zz ∣∣ 12
| cosh(z − iϑ)|ν+m2 +1
≤ C t
m−3
2 (2 coshx+ t coshx)
m−3
2
(1 + t sinϑ)ν+m+
1
2
coshx coshx(coshx)
1
2
(cos(y − ϑ) coshx)ν+m2 +1
= C(cos(y − ϑ))−(ν+m2 +1)(coshx)−ν t
m−3
2 (2 + t)
m−3
2
(1 + t sinϑ)ν+m+
1
2
≤ C−(ν+
m
2
+1)
ϑ (coshx)
−ν t
m−3
2 (2 + t)
m−3
2
(1 + t sinϑ)ν+m+
1
2
(4.17)
mit Cϑ := min {cos (π/2− ϑ) , cos (−π/4− ϑ/2)}. Damit existiert offen-
sichtlich
∫∞
0 gt(z)dt.
An den Fall m = 2 muss etwas differenzierter herangegangen werden. In
diesem Fall ist die Potenz (m − 3)/2 von −2i sinh z + t cosh(z − iϑ) ne-
gativ, weswegen eine Abscha¨tzung nach unten beno¨tigt wird. Fu¨r jedes
ε ∈ (0, ϑ/2) sei folgende Menge definiert:
Ξε := Ξ ∩ {z = x+ iy| |x| > ε oder y > ε}.
Wie eben gezeigt wurde, ist fu¨r jedes t ∈ [0,∞) die Funktion gt auf Ξε
holomorph.
Sei nun ε ∈ (0, ϑ/2). Es gilt fu¨r jedes z = x+ iy ∈ Ξε mit y > ε: sin y > 0,
und mit (4.16): t cos(y−ϑ) ≥ 0. Damit ist dann im Fall y > ε mit Formel
(4.14):
| − 2i sinh z + t cosh(z − iϑ)| ≥ coshx(2 sin y + t cos(y − ϑ)) ≥ sin ε.
Nun soll der Fall y ≤ ε betrachtet werden. Da z ∈ Ξε, gilt |x| > ε. Es folgt
cos y > 0, und mit (4.16) ist auch sin(ϑ − y) > 0. Damit ist dann wieder
mit Formel (4.14) in diesem Fall
| − 2i sinh z + t cosh(z − iϑ)| ≥ | sinhx|(2 cos y + t sin(ϑ− y))
≥ sinh εmin
{
cos
(
ϑ
2
)
, cos
(
ϑ
2
− π
4
)}
,
da y ≤ ε < ϑ/2. Also existiert ein Cϑ,ε so, dass
| − 2i sinh z + t cosh(z − iϑ)|− 12 ≤ Cϑ,ε.
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Es folgt, analog zu obiger Rechnung, fu¨r jedes z ∈ Ξε, t ∈ [0,∞):
|gt(z)| ≤ C−(ν+2)ϑ Cϑ,ε(coshx)−ν+
1
2
t−
1
2
(1 + t sinϑ)ν+2+
1
2
. (4.18)
Damit ist |gt(z)| auch im Fall m = 2 zumindest auf jedem Ξε unabha¨ngig
von z durch eine in t integrierbare Funktion beschra¨nkt.
Genauso wie |gt(z)| sind im Falle jedes beliebigen m ∈ N≥2 auch die
partiellen Ableitungen des Real- und Imagina¨rteils von gt auf jedem Ξε
unabha¨ngig von z durch eine in t integrierbare Funktion beschra¨nkt. Dann
gilt aber nach dem Satz u¨ber Differenzierbarkeit parameterabha¨ngiger
Integrale, dass Real- und Imagina¨rteil von g differenzierbar sind und dass
das Ableiten unter das Integralzeichen gezogen werden kann. Die Cauchy-
Riemann-Differentialgleichungen gelten dann fu¨r g auf Ξε, da sie fu¨r alle
gt mit t ≥ 0 gelten. Damit ist dann auch g auf Ξε holomorph. Da dies fu¨r
beliebig kleine ε gilt, muss g auch auf Ξ holomorph sein. 2
Bemerkung 4.26 Wie aus Ungleichung (4.17) sofort ersichtlich ist, gilt fu¨r
alle z = x+ iy ∈ Ξ im Fall m ≥ 3:
|g(z)| ≤ C−(ν+
m
2
+1)
ϑ (coshx)
−ν
∫ ∞
0
t
m−3
2 (2 + t)
m−3
2
(1 + t sinϑ)ν+m+
1
2
dt
= C ′ϑ(coshx)
−ν
mit
C ′ϑ := C
−(ν+m
2
+1)
ϑ
∫ ∞
0
t
m−3
2 (2 + t)
m−3
2
(1 + t sinϑ)ν+m+
1
2
dt,
und im Fall m = 2 folgt mit (4.18) fu¨r alle z = x+ iy ∈ Ξε, ε ∈ (0, ϑ/2):
g(z) ≤ C ′′ϑ(coshx)−ν+
1
2 (sin ε)−
1
2
falls y > ε,
g(z) ≤ C ′′ϑ(coshx)−ν+
1
2 (sinh ε)−
1
2
falls y ≤ ε und mit
C ′′ϑ := C
−(ν+2)
ϑ
(
min
{
cos
(
ϑ
2
)
, cos
(
ϑ
2
− π
4
)})− 1
2
∫ ∞
0
t−
1
2
(1 + t sinϑ)ν+2+
1
2
dt.
Wir werden nun auch auf g den Cauchyschen Integralsatz anwenden. Das
eigentliche Ziel ist es, die Integration von R≥0 auf die Halbgerade {z ∈
C| Imz = iϑ, Rez ≥ 0} zu verlegen. Dafu¨r beno¨tigen wir folgende Definition
von Wegen:
75
Definition 4.27 Seien fu¨r alle M ∈ N≥2, ε ∈ (0, ϑ)
σ1,M,ε : [ε,M ]→ C, λ 7→ λ,
σ1,M : [0,M ]→ C, λ 7→ λ,
σ1 : [0,∞)→ C, λ 7→ λ,
σ2,M : [0, ϑ]→ C, λ 7→M + iλ,
σ3,M : [0,M ]→ C, λ 7→ λ+ iϑ,
σ3 : [0,∞)→ C, λ 7→ λ+ iϑ,
σ4,ε : [ε, ϑ]→ C, λ 7→ iλ,
σ4 : [0, ϑ]→ C, λ 7→ iλ,
σ5,ε : [0,
π
2 ]→ C, λ 7→ εeiλ.
iϑ
Mσ1,M,ε
σ3,M
σ4,ε σ2,M
σ5,ε
iπ
2
i(ϑ
2
− π
4
)
Ξ
Lemma 4.28 Mit σ1, σ3, σ4 wie in Definition 4.27, g wie in Lemma 4.25
gilt: g ist u¨ber σ3 und σ4 integrierbar und∫
σ1
g(z)dz =
∫
σ3
g(z)dz +
∫
σ4
g(z)dz.
Beweis: Fu¨r alle M ∈ N≥2, ε ∈ (0, ϑ) gilt: σ1,M,ε ∪ σ2,M ∪ −σ3,M ∪ −σ4,ε ∪
−σ5,ε bildet einen geschlossenen Integrationsweg in Ξ. Wegen der Holo-
morphie von g auf Ξ (siehe Lemma 4.25) folgt daher fu¨r alle M ∈ N≥2,
ε ∈ (0, ϑ):
0 =
∫
σ1,M,ε
g(z)dz+
∫
σ2,M
g(z)dz−
∫
σ3,M
g(z)dz−
∫
σ4,ε
g(z)dz−
∫
σ5,ε
g(z)dz.
Falls m ≥ 3, gilt fu¨r das Integral u¨ber σ5,ε mit C ′ϑ wie in Bemerkung 4.26:∣∣∣∣∣
∫
σ5,ε
g(z)dz
∣∣∣∣∣ ≤ 2πεC ′ϑ,
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das heißt,
lim
ε→0
∫
σ5,ε
g(z)dz = 0.
Falls m = 2 ist, so betrachten wir g auf Ξε/2. σ5,ε([0, π/2]) liegt dann ganz
in Ξε/2, da fu¨r ein x + iy ∈ σ5,ε([0, π/2]) stets gilt: x2 + y2 = ε2, und
damit x > ε/2 oder y > ε/2. Der Weg σ5,ε unterteilt sich disjunkt in die
Teilwege σ15,ε und σ
2
5,ε, wobei die y-Komponente von σ
1
5,ε(t) stets ≤ ε/2
sei, und die von σ25,ε(t) stets > ε/2 sei. Dann gilt aber∣∣∣∣∣
∫
σ5,ε
g(z)dz
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
σ15,ε
g(z)dz
∣∣∣∣∣+
∣∣∣∣∣
∫
σ25,ε
g(z)dz
∣∣∣∣∣
≤ 2πεC ′′ϑ
(
sinh
(ε
2
))− 1
2
+ 2πεC ′′ϑ
(
sin
(ε
2
))− 1
2
.
Damit konvergiert dieser Ausdruck fu¨r ε → 0 auch im Fall m = 2 ge-
gen 0. Da g auf Ξ im Fall m ≥ 3 stetig und beschra¨nkt ist, existieren
limε→0
∫
σ1,M,ε
g(z)dz und limε→0
∫
σ4,ε
g(z)dz und es gilt:
lim
ε→0
∫
σ1,M,ε
g(z)dz =
∫
σ1,M
g(z)dz,
lim
ε→0
∫
σ4,ε
g(z)dz =
∫
σ4
g(z)dz.
Aber auch im Fall m = 2 gelten diese Aussagen, da |g(x+ iy)| sich um die
0 herum auf der x-Achse ho¨chstens wie (sinhx)−
1
2 bzw. auf der y-Achse
wie (sin y)−
1
2 verha¨lt. Es folgt fu¨r alle M ∈ N≥2:
0 =
∫
σ1,M
g(z)dz +
∫
σ2,M
g(z)dz −
∫
σ3,M
g(z)dz −
∫
σ4
g(z)dz.
Fu¨r das Integral u¨ber den Weg σ2,M gilt∫
σ2,M
g(z)dz =
∫ ϑ
0
g(σ2,M (λ))σ
′
2,M (λ)dλ
= i
∫ ϑ
0
g(M + iλ)dλ,
und mit Bemerkung 4.26 folgt∣∣∣∣∣
∫
σ2,M
g(z)dz
∣∣∣∣∣ ≤
∫ ϑ
0
|g(M + iλ)|dλ
≤ ϑC ′′′ϑ (coshM)−ν+
1
2 .
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Es gilt also ∫
σ2,M
g(z)dz → 0 fu¨r M →∞.
Da das Integral u¨ber σ4 nicht vonM abha¨ngig ist und limM→∞
∫
σ1,M
g(z)dz
wegen Bemerkung 4.26 existiert, gilt:∫
σ1
g(z)dz
= lim
M→∞
∫
σ1,M
g(z)dz
= lim
M→∞
(
−
∫
σ2,M
g(z)dz +
∫
σ3,M
g(z)dz +
∫
σ4
g(z)dz
)
.
Da
lim
M→∞
(
−
∫
σ2,M
g(z)dz +
∫
σ4
g(z)dz
)
=
∫
σ4
g(z)dz
existiert limM→∞
∫
σ3,M
g(z)dz mit
lim
M→∞
∫
σ3,M
g(z)dz =
∫
σ3
g(z)dz,
und es gilt insgesamt∫
σ1
g(z)dz =
∫
σ3
g(z)dz +
∫
σ4
g(z)dz.
2
Lemma 4.29 Es gilt: ∫
σ4
g(z)dz ∈ R.
Beweis: Fu¨r alle λ ∈ (0, ϑ] gilt, dass
g(σ4(λ))
= g(iλ)
=
∫ ∞
0
t
m−3
2 (−2i sinh(iλ) + t cosh(iλ− iϑ))m−32
(1 + t sinϑ)ν+m+
1
2
dt
·
(cosh(iλ))τ sinh(iλ)
(
sinh(iλ)
iλ
) 1
2
(cosh(iλ− iϑ))ν+m2 +1
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= i
∫ ∞
0
t
m−3
2 (2 sinλ+ t cos(λ− ϑ))m−32
(1 + t sinϑ)ν+m+
1
2
dt
(cosλ)τ sinλ
(
sinλ
λ
) 1
2
(cos(λ− ϑ))ν+m2 +1
∈ iR,
und damit∫
σ4
g(z)dz =
∫ ϑ
0
g(σ4(λ))σ
′
4(λ)dλ = i
∫ ϑ
0
g(σ4(λ))dλ =: C
′′′′
ϑ ∈ R.
2
Nun sind alle beno¨tigten Hilfsaussagen bewiesen, und wir ko¨nnen uns dem
Beweis von Satz 4.7 zuwenden.
Beweis: (von Satz 4.7).
Es gilt mit Korollar 4.23 sowie Lemma 4.28 und Lemma 4.29:
Iτν,m(ϑ) = 2Im
∫ ∞
0
g(λ)dλ
= 2Im
∫
σ1
g(z)dz
= 2Im
∫
σ3
g(z)dz,
also
Iτν,m(ϑ)
= 2Im
∫ ∞
0
∫ ∞
0
t
m−3
2 (−2i sinh(λ+ iϑ) + t coshλ)m−32
(1 + t sinϑ)ν+m+
1
2
dt
·
(cosh(λ+ iϑ))τ sinh(λ+ iϑ)
(
sinh(λ+iϑ)
λ+iϑ
) 1
2
(coshλ)ν+
m
2
+1
dλ.
2
4.3.3 Abscha¨tzungen von Iτν,m(ϑ) fu¨r ϑ ≥ ϑτ (ν,m)
Im vorangegangen Kapitel wurde das abzuscha¨tzende Integral Iτν,m(ϑ) mit-
hilfe des Cauchyschen Integralsatzes auf eine Form gebracht, die bei der
naiven Abscha¨tzung (Majorisieren des Betrags des Integrals durch das In-
tegral u¨ber den Betrag des Integranden) fu¨r ϑ nahe π/2 bessere Ergebnisse
liefern soll als die der urspru¨nglichen Form. Zuerst wird in Lemma 4.31 fu¨r
m ≥ 3 der Term Iτν,m(ϑ) gegen einen Ausdruck Bν,m(ϑ) abgescha¨tzt. In den
folgenden drei Abschnitten werden dann drei Fa¨lle unterschieden: zum einen
der Fall eines ungeraden m ≥ 3. Dies ist der technisch aufwa¨ndigste Teil.
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Der darauffolgende Abschnitt deckt den Fall eines geraden m ≥ 4 ab. Wie
man sehen wird, kann die Abscha¨tzung hier auf den vorangegangenen Fall
eines ungeradenm reduziert werden. Der letzte der drei Abschnitte wird sich
dann der Vollsta¨ndigkeit halber mit dem Fall m = 2 bescha¨ftigen. Bekannt
war ja seit [LP], dass die Operatornorm des Vektors der Riesztransforma-
tionen fu¨r p ∈ (1,∞) von Lp (Hn,2) nach Lp (Hn,2) nicht von n abha¨ngt.
Durch Bearbeiten des Falls m = 2 wird ist der Beweis des Haupttheorems
4.2 dieser Arbeit also vollsta¨ndig unabha¨ngig von [LP].
4.3.3.1 Der Fall m ungerade (m ≥ 3)
Sei im Folgenden m ungerade, m ≥ 3. In diesem Fall ist (m − 3)/2 ∈ N0,
was bedeutet, dass (−2i sinh(λ + iϑ) + t coshλ)(m−3)/2 mit der Trinomi-
schen Formel (siehe Lemma A.6) entwickelt werden kann; dies stellt somit
einen einfacheren Fall dar. Im Folgenden Abschnitt soll eine Abscha¨tzung
fu¨r |Iτν,m(ϑ)| gefunden werden. Dafu¨r ist folgende Definition hilfreich:
Definition 4.30 Sei fu¨r ν, m ∈ N mit m ≥ 3, k, s, l ∈ R≥0 mit k+ s+ l <
ν + (m− 1)/2
Imk,s,l
:=
∫ ∞
0
∫ ∞
0
t
m−3
2
+l
(1 + sinϑ)ν+m+
1
2
dt
(sinhλ)k(sinϑ coshλ+ cosϑ sinhλ)
(coshλ)ν+
m
2
−s−l− 1
2
dλ,
und zu k + s+ l = (m− 3)/2
amk,s,l :=
Γ(m−12 )
Γ(k + 1)Γ(s+ 1)Γ(m−12 − k − s)
.
Lemma 4.31 Sei τ ∈ {0, 1}, ϑ ∈ (0, π/2). Seien ν ∈ N0, ν ≥ τ und m ∈
N≥3, m ungerade. Dann gilt: es existiert eine von ν, m, τ , ϑ unabha¨ngige
Konstante C > 0 so, dass
|Iτν,m(ϑ)| ≤ CBν,m(ϑ),
wobei
Bν,m(ϑ) =
∑
k+s+l=m−3
2
amk,s,l2
k+s(sinϑ)sImk,s,l.
Hierbei ist die Summe u¨ber k, s, l ∈ N0 zu verstehen.
Beweis: Mit der Trinomischen Formel (Lemma A.6) folgt:
(−2i sinh(λ+ iϑ) + t coshλ)m−32
= (−2i cosϑ sinhλ+ 2 sinϑ coshλ+ t coshλ)m−32
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=
∑
k+s+l=m−3
2
amk,s,l(−2i cosϑ sinhλ)k(2 sinϑ coshλ)s(t coshλ)l
=
∑
k+s+l=m−3
2
amk,s,l(−i)k2k+s(cosϑ)k(sinhλ)k(sinϑ)s(coshλ)s+ltl,
denn mit Lemma A.6 und Definition 4.30 gilt
amk,s,l =
Γ(m−12 )
Γ(k + 1)Γ(s+ 1)Γ(m−12 − k − s)
=
Γ(m−12 )
Γ(k + 1)Γ(s+ 1)Γ(l + 1)
.
Es folgt:
|Iτν,m(ϑ)|
=
∣∣∣∣∣∣∣
∑
k+s+l=m−3
2
amk,s,l(−i)k2k+s(cosϑ)k(sinϑ)s
∫ ∞
0
∫ ∞
0
t
m−3
2
+l
(1 + t sinϑ)ν+m+
1
2
dt
·(sinhλ)k(coshλ)s+l
(cosh(λ+ iϑ))τ sinh(λ+ iϑ)
(
sinh(λ+iϑ)
λ+iϑ
) 1
2
(coshλ)ν+
m
2
+1
dλ
∣∣∣∣∣∣∣
≤
∑
k+s+l=m−3
2
amk,s,l2
k+s(cosϑ)k(sinϑ)s
∫ ∞
0
∫ ∞
0
t
m−3
2
+l
(1 + t sinϑ)ν+m+
1
2
dt
·
| sinhλ|k| coshλ|s+l| cosh(λ+ iϑ)|τ | sinh(λ+ iϑ)|
∣∣∣ sinh(λ+iϑ)λ+iϑ ∣∣∣ 12
(coshλ)ν+
m
2
+1
dλ.
Es gilt mit Lemma A.5, dass
| cosh(λ+ iϑ)|τ ≤ coshλ,∣∣∣∣sinh(λ+ iϑ)λ+ iϑ
∣∣∣∣ 12 ≤ C(coshλ) 12
sowie sinhλ ≥ 0 und | sinh(λ+ iϑ)| ≤ sinϑ coshλ+cosϑ sinhλ. Damit ist
dann
|Iτν,m(ϑ)| ≤ C
∑
k+s+l=m−3
2
amk,s,l2
k+s(cosϑ)k(sinϑ)sImk,s,l
≤ C
∑
k+s+l=m−3
2
amk,s,l2
k+s(sinϑ)sImk,s,l
= CBν,m(ϑ).
2
Lemma 4.32 Sei Imk,s,l wie in Definition 4.30 und zusa¨tzlich k + s + l =
(m− 3)/2. Dann gilt:
Imk,s,l
=
1
2(sinϑ)m−2−k−s
B
(
m− 2− k − s, ν + 5
2
+ k + s
)
·
(
sinϑB
(
ν
2
,
k + 1
2
)
+ cosϑB
(
ν
2
,
k + 2
2
))
.
Beweis: Das t-Integral liefert einen bekannten Ausdruck, mit Lemma A.4
gilt
J lm,ν(ϑ) :=
∫ ∞
0
t
m−3
2
+l
(1 + t sinϑ)ν+m+
1
2
dt
=
1
(sinϑ)
m−3
2
+l+1
B
(
m− 3
2
+ l + 1, ν +m+
1
2
− m− 3
2
− l − 1
)
=
1
(sinϑ)
m−1
2
+l
B
(
m− 1
2
+ l, ν +
m
2
+ 1− l
)
.
Damit ergibt sich
Imk,s,l
= J lm,ν(ϑ)
∫ ∞
0
(sinhλ)k
(coshλ)ν+
m
2
−s−l− 1
2
(sinϑ coshλ+ cosϑ sinhλ)dλ
= J lm,ν(ϑ)
(
sinϑ
∫ ∞
0
(sinhλ)k
(coshλ)ν+
m
2
− 3
2
−s−l + cosϑ
∫ ∞
0
(sinhλ)k+1
(coshλ)ν+
m
2
− 1
2
−s−l
)
=
1
2
J lm,ν(ϑ)
(
sinϑB
(
ν
2
,
k + 1
2
)
+ cosϑB
(
ν
2
,
k + 2
2
))
, (4.19)
da die Differenz der Potenzen des coshλ und des sinhλ mit k + s + l =
(m− 3)/2(
ν +
m
2
− 3
2
− s− l
)
− k = ν + m
2
− 3
2
− m− 3
2
= ν
beziehungsweise (
ν +
m
2
− 1
2
− s− l
)
− (k + 1) = ν
betra¨gt und Lemma A.2 somit die obigen Formeln fu¨r die beiden Integrale
liefert. Da
l =
m− 3
2
− k − s,
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berechnet sich der Vorfaktor zu
J lm,ν(ϑ) =
1
(sinϑ)m−2−k−s
B
(
m− 2− k − s, ν + 5
2
+ k + s
)
,
und damit ist
Imk,s,l
=
1
2(sinϑ)m−2−k−s
B
(
m− 2− k − s, ν + 5
2
+ k + s
)
·
(
sinϑB
(
ν
2
,
k + 1
2
)
+ cosϑB
(
ν
2
,
k + 2
2
))
.
2
Lemma 4.33 Sei ϑ ∈ (0, π/2). Sei ν ∈ N0, m ∈ N≥3, m ungerade. Dann
existiert eine von ν, m, ϑ unabha¨ngige Konstante C, so dass gilt
Bν,m(ϑ) ≤
CΓ(m−12 )Γ(
ν
2 )
Γ(ν +m+ 12)
∑
k+s≤m−3
2
2sΓ(m− 2− k − s)Γ(ν + 52 + k + s)
Γ(k2 + 1)Γ(s+ 1)Γ(
m−1
2 − k − s)(sinϑ)m−3−k−2sΓ(ν+k+12 )
·
(
1 +
C
sinϑ
(m
ν
) 1
2
)
mit Bν,m(ϑ) wie in Lemma 4.31.
Beweis: Setzt man die Formel fu¨r die Imk,s,l aus Lemma 4.32 in die Formel
fu¨r Bν,m(ϑ) ein, so erha¨lt man
Bν,m(ϑ)
=
Γ(m−12 )Γ(
ν
2 )
Γ(ν +m+ 12)
∑
k+s≤m−3
2
2k+s−1Γ(m− 2− k − s)Γ(ν + 52 + k + s)
Γ(k + 1)Γ(s+ 1)Γ(m−12 − k − s)(sinϑ)m−2−k−2s
·
(
sinϑΓ(k+12 )
Γ(ν+k+12 )
+
cosϑΓ(k+22 )
Γ(ν+k+22 )
)
.
Diesen Term wollen wir nun weiter vereinfachen, um ihn abscha¨tzen zu
ko¨nnen. Dazu betrachten wir den zweiten Summanden im Klammeraus-
druck. Da cosϑ ≤ 1 gilt mit den Abscha¨tzungen aus Lemma A.8
cosϑΓ(k+22 )
Γ(ν+k+22 )
≤ Γ(
k+2
2 )
Γ(ν+k+22 )
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≤ C3(
k+1
2 )
1
2Γ(k+12 )
C4(
ν+k+1
2 )
1
2Γ(ν+k+12 )
≤ C
(m
ν
) 1
2 Γ(
k+1
2 )
Γ(ν+k+12 )
.
Mit der Legendreschen Verdoppelungsformel (siehe [B-S]) ist
Γ(k+12 )
Γ(k + 1)
=
(2π)
1
2 2−2(
k+1
2
)+ 1
2
Γ(k2 + 1)
=
π
1
2 2−k
Γ(k2 + 1)
.
Insgesamt ist dann
Bν,m(ϑ) ≤
CΓ(m−12 )Γ(
ν
2 )
Γ(ν +m+ 12)
∑
k+s≤m−3
2
2sΓ(m− 2− k − s)Γ(ν + 52 + k + s)
Γ(k2 + 1)Γ(s+ 1)Γ(
m−1
2 − k − s)Γ(ν+k+12 )
· 1
(sinϑ)m−3−k−2s
(
1 +
C
sinϑ
(m
ν
) 1
2
)
.
2
Dieser Term soll nun abgescha¨tzt werden, indem die Summanden gegen ein
gemeinsames Maximum abgescha¨tzt werden. Dafu¨r sollen jetzt die Terme
mit sinϑ betrachtet werden.
Lemma 4.34 Sei τ ∈ {0, 1}. Seien ν, m ∈ N0, m ungerade so, dass im
Fall τ = 1 eine Heisenberg-Typ-Gruppe Hn,m mit m ≥ 3 bzw. im Fall τ = 0
eine Heisenberg-Typ-Gruppe Hn+2,m−2 mit m ≥ 5 existiert. Sei ϑτ (ν,m)
wie in Definition 4.4. Nach Korollar 2.24 ist dann ϑτ (ν,m) ∈ (0, π/2).
Dann existiert eine von ν, m, τ unabha¨ngige Konstante C ′ so, dass fu¨r alle
ϑ ∈ (ϑτ (ν,m), π/2), k, s ∈ N mit k + s ≤ (m− 3)/2 gilt:
(sinϑ)−(m−3−k−2s) ≤ C ′
(
0, 9m
ν
)−m−3
2
+ k
2
+s
sowie
1 +
C
sinϑ
(m
ν
) 1
2 ≤ C ′.
Beweis: Nach Definition ist ϑ0(ν,m) = (0, 9(m − 2)/(ν + 1)) 12 , ϑ1(ν,m) =
(0, 9 ·m/ν) 12 . Da k + s ≤ (m− 3)/2, gilt
m−3−k−2s ≥ m−3−2k−2s = m−3−2(k+s) ≥ m−3− (m−3) = 0.
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Also ist der Exponent des sinϑ in jedem Fall negativ. Da sin auf [0, π/2]
monoton steigend ist, gilt sinϑ ≥ sinϑτ (ν,m) und damit
(sinϑ)−(m−3−k−2s) ≤ (sinϑτ (ν,m))−(m−3−k−2s).
Wegen Lemma A.9 gilt
sinϑτ (ν,m) ≥ ϑτ (ν,m)e−
(ϑτ (ν,m))
2
5 ,
also ist
(sinϑ)−(m−3−k−2s) ≤ (ϑτ (ν,m))−(m−3−k−2s)e
(ϑτ (ν,m))
2
5
(m−3−k−2s)
≤ (ϑτ (ν,m))−(m−3−k−2s)e
0,9·m2
5ν .
Wegen Lemma 2.24 ist im Fall τ = 1 der Ausdruck (0, 9 ·m2)/(5ν) stets
durch eine von ν, m unabha¨ngige Konstante C ′ beschra¨nkt, da in diesem
Fall eine Heisenberg-Typ-Gruppe Hn,m existiert. Aber auch im Fall τ =
0 ist (0, 9 · m2)/(5ν) durch eine solche Konstante beschra¨nkt, da dann
eine Heisenberg-Typ-Gruppe Hn+2,m−2 existiert und aus der uniformen
Beschra¨nktheit von (m − 2)2/(ν + 1) (die von Lemma 2.24 garantiert
wird) leicht die von (0, 9 ·m2)/(5ν) folgt. Damit ist
(sinϑ)−(m−3−k−2s) ≤ C ′(ϑτ (ν,m))−(m−3−k−2s).
Im Fall τ = 1 ist damit die Behauptung bewiesen. Im Fall τ = 0 reicht es
zu zeigen, dass(
0, 9(m− 2)
ν + 1
)−m−3
2
+ k
2
+s
≤ C ′
(
0, 9 ·m
ν
)−m−3
2
+ k
2
+s
.
In Lemma 2.24 wurde bewiesen, dass im Fall m− 2 ≥ 3 gilt:(
0, 9(m− 2)
ν + 1
) (m−2)−1
2
≥ C
(
0, 9 ·m
ν
) (m−2)−1
2
.
Es folgt dann(
0, 9(m− 2)
ν + 1
)−m−3
2
+ k
2
+s
≤
(
0, 9(m− 2)
ν + 1
)−m−3
2
(
0, 9 ·m
ν
) k
2
+s
≤ C
(
0, 9 ·m
ν
)−m−3
2
(
0, 9 ·m
ν
) k
2
+s
=
(
0, 9 ·m
ν
)−m−3
2
+ k
2
+s
.
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Desweiteren folgt sofort fu¨r τ = 1:
1 +
C
sinϑ
(m
ν
) 1
2 ≤ 1 + C
(
0, 9 ·m
ν
)− 1
2
e
0,9·m
5ν
(m
ν
) 1
2
≤ C ′
und im Fall τ = 0:
1 +
C
sinϑ
(m
ν
) 1
2 ≤ 1 + C
(
0, 9(m− 2)
ν + 1
)− 1
2
e
0,9(m−2)
5(ν+1)
(m
ν
) 1
2
≤ C ′.
2
Korollar 4.35 Seien die Voraussetzungen an ν, m, τ , ϑ wie in Lemma
4.34. Dann existiert eine von ν, m, τ unabha¨ngige Konstante C, so dass fu¨r
alle ϑ ∈ (ϑτ (ν,m), π/2) gilt
|Bν,m(ϑ)| ≤
CΓ(m−12 )Γ(
ν
2 )
Γ(ν +m+ 12)
∑
k+s≤m−3
2
2sΓ(m− 2− k − s)Γ(ν + 52 + k + s)
Γ(k2 + 1)Γ(s+ 1)Γ(
m−1
2 − k − s)Γ(ν+k+12 )
·
(
0, 9 ·m
ν
)−m−3
2
+ k
2
+s
.
Beweis: Dies folgt sofort aus den Lemmata 4.33 und 4.34. 2
Um die Notation in den folgenden Rechnungen zu erleichtern, ist folgende
Definition hilfreich:
Definition 4.36 Sei fu¨r ν, m wie in Lemma 4.34, k, s ∈ N0 mit k + s ≤
(m− 3)/2
cν,m,k,s :=
2sΓ(m− 2− k − s)Γ(ν + 52 + k + s)
Γ(k2 + 1)Γ(s+ 1)Γ(
m−1
2 − k − s)Γ(ν+k+12 )
(
0, 9 ·m
ν
)−m−3
2
+ k
2
+s
.
Bemerkung 4.37 Dann ist also mit ν, m, τ wie in Lemma 4.34 fu¨r alle
ϑ ∈ (ϑτ (ν,m), π/2)
Bν,m(ϑ) ≤
CΓ(m−12 )Γ(
ν
2 )
Γ(ν +m+ 12)
∑
k+s≤m−3
2
cν,m,k,s
≤ CΓ(
m−1
2 )Γ(
ν
2 )
Γ(ν +m+ 12)
m2max{cν,m,k,s|k + s ≤ (m− 3)/2}.
86
Im Folgenden sollen nun also die cν,m,k,s na¨her betrachtet werden. Wir wer-
den zuerst den Quotienten der beiden Funktionswerte der Gamma-Funktion
betrachten, bei denen ein ν im Argument vorkommt.
Lemma 4.38 Seien ν, m, τ wie in Lemma 4.34, k, s ∈ N0 mit k + s ≤
(m−3)/2. Dann gilt: es existiert eine von ν, m, k, s unabha¨ngige Konstante
C so, dass
Γ(ν + 52 + k + s)
Γ(ν+k+12 )
≤ Ce− ν2−m2 2 ν2+ k2 ν2+ k2+s−m2 (ν +m) ν2+m2 .
Beweis: Es ist mit der Stirling-Formel A.8
Γ(ν + 52 + k + s)
Γ(ν+k+12 )
≤ Ce−(ν+ 52+k+s)+ ν+k+12
(
ν +
5
2
+ k + s
)ν+2+k+s(ν + k + 1
2
)− ν+k
2
= Ce−
ν
2
− k
2
−s2
ν
2
+ k
2
(
ν +
5
2
+ k + s
)ν+2+k+s
(ν + k + 1)−
ν
2
− k
2
− 1
2
+ 1
2
= Ce−
ν
2
− k
2
−s2
ν
2
+ k
2
(
ν +
5
2
+ k + s
) ν
2
+ 3
2
+ k
2
+s
(ν + k + 1)
1
2
·
(ν + 52 + k + s
ν + k + 1
)ν+k+1 12
= Ce−
ν
2
− k
2
−s2
ν
2
+ k
2
(
ν +
5
2
+ k + s
) ν
2
+ 3
2
+ k
2
+s
(ν + k + 1)
1
2
·
(1 + 32 + s
ν + k + 1
)ν+k+1 12
≤ Ce− ν2− k2− s2 2 ν2+ k2
(
ν +
5
2
+ k + s
) ν
2
+ 3
2
+ k
2
+s
(ν + k + 1)
1
2 ,
da mit Lemma A.1 (
1 +
3
2 + s
ν + k + 1
)ν+k+1
≤ Ces.
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Also ist
Γ(ν + 52 + k + s)
Γ(ν+k+12 )
≤ Ce− ν2− k2− s2 2 ν2+ k2
(
ν +
5
2
+ k + s
) ν
2
+ 3
2
+ k
2
+s
(ν + k + 1)
1
2
= Ce−
ν
2
− k
2
− s
2 2
ν
2
+ k
2
(
ν +
5
2
+ k + s
) ν
2
+m
2
+ 3
2
+ k
2
+s−m
2
(ν +m)
ν
2
+m
2
− ν
2
−m
2
· (ν + k + 1) 12
= Ce−
ν
2
− k
2
− s
2 2
ν
2
+ k
2
(
ν +
5
2
+ k + s
) 3
2
+ k
2
+s−m
2
(ν +m)
ν
2
+m
2
·
((
ν + 52 + k + s
ν +m
)ν+m) 12
(ν + k + 1)
1
2
= Ce−
ν
2
− k
2
− s
2 2
ν
2
+ k
2
(
ν +
5
2
+ k + s
) 3
2
+ k
2
+s−m
2
(ν +m)
ν
2
+m
2
·
((
1 +
−m+ 52 + k + s
ν +m
)ν+m) 12
(ν + k + 1)
1
2
≤ Ce− ν2−m2 2 ν2+ k2
(
ν +
5
2
+ k + s
) 3
2
+ k
2
+s−m
2
(ν +m)
ν
2
+m
2
· (ν + k + 1) 12 ,
da
ν +m ≥ m− 5
2
≥ m− 5
2
− k − s = −
(
−m+ 5
2
+ k + s
)
.
Hieraus folgt mit Lemma A.1:(
1 +
−m+ 52 + k + s
ν +m
)ν+m
≤ Ce−m+k+s.
Es ist
3
2
+
k
2
+ s− m
2
≤ 3
2
+ k + s− m
2
≤ 3
2
+
m− 3
2
− m
2
= 0,
und da (
ν +
5
2
+ k + s
)
≥ ν,
gilt (
ν +
5
2
+ k + s
) 3
2
+ k
2
+s−m
2
≤ ν 32+ k2+s−m2 .
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Da außerdem
ν + k + 1 ≤ ν +m,
gilt
(ν + k + 1)
1
2 ≤ Cν 12 .
Insgesamt folgt dann
Γ(ν + 52 + k + s)
Γ(ν+k+12 )
≤ Ce− ν2−m2 2 ν2+ k2 ν2+ k2+s−m2 (ν +m) ν2+m2 .
2
Definition 4.39 Seien ν, m, τ wie in Lemma 4.34, k, s ∈ N0 mit k + s ≤
(m− 3)/2. Seien
βν,m := ν
1
2 (ν +m)
ν
2
+m
2 (0, 9 ·m)−m−32 e− ν2−m2 ν2 ,
γm,k,s :=
e
m
2 (1, 8 ·m) k2+sΓ(m− 2− k − s)
Γ(k2 + 1)Γ(s+ 1)Γ(
m−1
2 − k − s)
.
Korollar 4.40 Mit ν, m, τ wie in Lemma 4.34, k, s ∈ N0 mit k + s ≤
(m − 3)/2, βν,m, γm,k,s wie oben, cν,m,k,s wie in Definition 4.36 gilt dann:
es existiert eine Konstante C, so dass fu¨r alle ν, m, k, s
cν,m,k,s ≤ Cβν,mγm,k,s
ist.
Beweis: Es gilt:
cν,m,k,s
≤ 2
sΓ(m− 2− k − s)
Γ(k2 + 1)Γ(s+ 1)Γ(
m−1
2 − k − s)
·Ce− ν2−m2 2 ν2+ k2 ν2+ k2+s−m2 (ν +m) ν2+m2
(
0, 9 ·m
ν
)−m−3
2
+ k
2
+s
= Cν
1
2 (ν +m)
ν
2
+m
2 (0, 9 ·m)−m−32 e− ν2−m2 2 ν2 (1, 8 ·m)
k
2
+sΓ(m− 2− k − s)
Γ(k2 + 1)Γ(s+ 1)Γ(
m−1
2 − k − s)
= Cν
1
2 (ν +m)
ν
2
+m
2 (0, 9 ·m)−m−32 e− ν2−m2 ν2 e
m
2 (1, 8 ·m) k2+sΓ(m− 2− k − s)
Γ(k2 + 1)Γ(s+ 1)Γ(
m−1
2 − k − s)
= βν,mγm,k,s.
2
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Im Folgenden soll γm,k,s abgescha¨tzt werden. Dafu¨r wird zuerst wieder die
Stirlingsche Formel angewendet.
Die in der folgenden Definition erkla¨rte Hilfsfunktion wird sich als nu¨tzlich
fu¨r weitere Rechnungen erweisen.
Definition 4.41 Sei m ∈ N≥3. Sei
h : [0, (m− 3)/2]→ R, x 7→ (0, 9 · e ·m)
−x
2
(x+ 2)
x+2
2 (m−12 − x)
m−1
2
−x
= exp
(
−x
2
log (0, 9 · e ·m)− x+ 2
2
log (x+ 2)
−
(
m− 1
2
− x
)
log
(
m− 1
2
− x
))
.
Lemma 4.42 Seien m ∈ N≥3, k, s ∈ N0 mit k + s ≤ (m − 3)/2, h wie in
Definition 4.41. Dann gilt mit einer von m, k, s unabha¨ngigen Konstante
C:
γm,k,s ≤ C2
m
2 m
m−3
2 (0, 9 · e ·m)m−12 max
x∈[0,m−32 ]
h(x).
Beweis: Zuerst wird wieder die Stirlingformel A.8 angewendet, um die vor-
kommenden Gammafunktionsterme abzuscha¨tzen.
γm,k,s
=
e
m
2 (1, 8 ·m) k2+sΓ(m− 2− k − s)
Γ(k2 + 1)Γ(s+ 1)Γ(
m−1
2 − k − s)
≤ Cem2 (1, 8 ·m) k2+se−(m−2−k−s)+( k2+1)+(s+1)+(m−12 −k−s)
·(m− 2− k − s)m−2,5−k−s
(
k
2
+ 1
)−( k
2
+ 1
2
)
(s+ 1)−(s+
1
2
)
·
(
m− 1
2
− k − s
)−(m
2
−k−s−1)
= C(1, 8 · e ·m) k2+s(m− 2− k − s)m−2,5−k−s
·
(
k
2
+ 1
)− k
2
− 1
2
(s+ 1)−s−
1
2
(
m− 1
2
− k − s
)−m
2
+k+s+1
= C(1, 8 · e ·m) k2+s(m− 2− k − s)m2 −1−k−s+m−32
·
(
k
2
+ 1
)− k
2
− 1
2
(s+ 1)−s−
1
2 2
m
2
−k−s (m− 1− 2k − 2s)−m2 +k+s+1
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= C(1, 8 · e ·m) k2+s2m2 −k−s(m− 2− k − s)m−32
·
(
k
2
+ 1
)− k
2
− 1
2
(s+ 1)−s−
1
2
(
m− 2− k − s
m− 1− 2k − 2s
)m
2
−1−k−s
= C(1, 8 · e ·m) k2+s2m2 −k−s(m− 2− k − s)m−32
·
(
k
2
+ 1
)− k
2
− 1
2
(s+ 1)−s−
1
2
((
1 +
k + s− 1
m− 1− 2k − 2s
)m−2−2k−2s) 12
.
Der Term ((
1 +
k + s− 1
m− 1− 2k − 2s
)m−2−2k−2s) 12
muss nun na¨her betrachtet werden. Fu¨r den Exponenten m− 2− 2k− 2s
gilt wegen k + s ≤ (m− 3)/2 stets
m− 2− 2k − 2s ≥ m− 2− 2
(
m− 3
2
)
= 1,
also ist im Fall k + s− 1 ≥ 0(
1 +
k + s− 1
m− 1− 2k − 2s
)m−2−2k−2s
≤
(
1 +
k + s− 1
m− 2− 2k − 2s
)m−2−2k−2s
≤ ek+s−1,
und im Fall k + s− 1 < 0, in dem k = 0 = s ist(
1 +
k + s− 1
m− 1− 2k − 2s
)m−2−2k−2s
≤ 1 = ek+s.
Insgesamt ist also
γm,k,s ≤ C(1, 8 · e ·m)
k
2
+s2
m
2
−k−se
k
2
+ s
2 (m− 2− k − s)m−32
·
(
k
2
+ 1
)− k
2
− 1
2
(s+ 1)−s−
1
2 .
Es folgt mit
m− 2− k − s ≥ m− 2− m− 3
2
=
m− 1
2
=
m
4
+
1
4
(m− 2) ≥ m
4
,
dass
(m− 2− k − s)− 32 ≤ Cm− 32 ,
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und damit
γm,k,s
≤ C(1, 8 · e ·m) k2+s2m2 −k−se k2+ s2mm−32
(
k
2
+ 1
)− k
2
− 1
2
(s+ 1)−s−
1
2
·
(
m− 2− k − s
m
)m
2
= C(1, 8 · e ·m) k2+s2m2 −k−se k2+ s2mm−32
(
k
2
+ 1
)− k
2
− 1
2
(s+ 1)−s−
1
2
·
((
1− 2 + k + s
m
)m) 12
.
Da
m =
m
2
+
m
2
≥ m
2
+
1
2
= 2 +
m− 3
2
≥ 2 + k + s,
gilt mit Lemma A.1 (
1− 2 + k + s
m
)m
≤ e−2−k−s,
woraus folgt:
γm,k,s
≤ C(1, 8 · e ·m) k2+s2m2 −k−se k2+ s2mm−32
(
k
2
+ 1
)− k
2
− 1
2
(s+ 1)−s−
1
2 e−
k
2
− s
2
= C(1, 8 · e ·m) k2+s2m2 −k−smm−32
(
k
2
+ 1
)− k
2
− 1
2
(s+ 1)−s−
1
2
= C(1, 8 · e ·m) k2+s2m2 − k2−smm−32 (k + 2)− k2− 12 (s+ 1)−s− 12
= C(0, 9 · e ·m) k2+s2m2 mm−32 (k + 2)− k2− 12 (s+ 1)−s− 12
= C2
m
2 m
m−5
2
(
0, 9 · e ·m
k + 2
) k
2
+ 1
2
(
0, 9 · e ·m
s+ 1
)s+ 1
2
. (4.20)
Definiert man nun
f : [0, (m− 3)/2]→ R,
x 7→
(
0, 9 · e ·m
x+ 2
)x
2
+ 1
2
= exp
((
x
2
+
1
2
)
log
(
0, 9 · e ·m
x+ 2
))
und
g : [0, (m− 3)/2]→ R,
y 7→
(
0, 9 · e ·m
y + 1
)y+ 1
2
= exp
((
y +
1
2
)
log
(
0, 9 · e ·m
y + 1
))
,
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so sind f und g monoton steigend, was im Folgenden gezeigt werden soll.
Die Isotonie von f und g bedingt dann, dass das Maximum des Terms in
(4.20) auf der Menge {(k, s)|k + s = (m − 3)/2} angenommen wird. Es
gilt:
f ′(x)
= f(x) ·
(
1
2
log
(
0, 9 · e ·m
x+ 2
)
+
(
x
2
+
1
2
)
·
(
− 1
x+ 2
))
=
1
2
f(x)
(
log
(
0, 9 · e ·m
x+ 2
)
− x+ 1
x+ 2
)
.
Es ist
log
(
0, 9 · e ·m
x+ 2
)
− x+ 1
x+ 2
= log
(
0, 9 ·m
x+ 2
)
+
1
x+ 2
≥ log
(
0, 9 ·m
m−3
2 + 2
)
= log
(
1, 8 ·m
m+ 1
)
≥ 0,
da
1, 8 ·m = m+ 0, 8 ·m ≥ m+ 1.
Fu¨r g gilt
g′(x) = g(y)
(
log
(
0, 9 · e ·m
y + 1
)
− y +
1
2
y + 1
)
.
Ferner ist
log
(
0, 9 · e ·m
y + 1
)
− y +
1
2
y + 1
= log
(
0, 9 ·m
y + 1
)
+
1
2(y + 1)
≥ log
(
0, 9 ·m
y + 1
)
≥ log
(
0, 9 ·m
m−3
2 + 1
)
= log
(
1, 8 ·m
m− 1
)
≥ 0,
da
1, 8 ·m ≥ m− 1.
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Also sind f und g beide monoton steigend. Es gilt also mit Ungleichung
(4.20):
γm,k,s
≤ C2m2 mm−52
(
0, 9 · e ·m
k + 2
) k
2
+ 1
2
(
0, 9 · e ·m
s+ 1
)s+ 1
2
≤ C2m2 mm−52 max
k∈{0,...,m−3
2
}

(
0, 9 · e ·m
k + 2
) k
2
+ 1
2
(
0, 9 · e ·m
m−3
2 − k + 1
)m−3
2
−k+ 1
2

= C2
m
2 m
m−5
2 (0, 9 · e ·m)m−12 max
k∈{0,...,m−3
2
}
(0, 9 · e ·m)− k2
(k + 2)
k
2
+ 1
2 (m−12 − k)
m−2
2
−k
= C2
m
2 m
m−5
2 (0, 9 · e ·m)m−12 max
k∈{0,...,m−3
2
}
(0, 9 · e ·m)− k2 ((k + 2)(m−12 − k))
1
2
(k + 2)
k+2
2 (m−12 − k)
m−1
2
−k
≤ C2m2 mm−32 (0, 9 · e ·m)m−12 max
k∈{0,...,m−3
2
}
(0, 9 · e ·m)− k2
(k + 2)
k+2
2 (m−12 − k)
m−1
2
−k ,
da
(k + 2)
(
m− 1
2
− k
)
≤ m+ 1
2
· m− 1
2
=
m2 − 1
4
≤ Cm2.
Es folgt
γm,k,s
≤ C2m2 mm−32 (0, 9 · em)m−12 max
k∈{0,...,m−3
2
}
(0, 9 · e ·m)− k2
(k + 2)
k+2
2 (m−12 − k)
m−1
2
−k
≤ C2m2 mm−32 (0, 9 · em)m−12 max
x∈[0,m−3
2
]
h(x)
mit h wie in Definition 4.41. 2
Das folgende Lemma untersucht nun das Maximum der Funktion h in Abha¨ngig-
keit von m.
Lemma 4.43 Die Funktion h nimmt fu¨r m ≥ 10 im Punkt
C(m)m
2
− 1
2
ihr Maximum an, wobei
C(m) := 1, 9−
√
2, 61 +
5, 4
m
,
und fu¨r 3 ≤ m < 10 im Punkt 0.
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Beweis: Sei x ∈ [0, (m− 3)/2]. Dann ist
h′(x)
= h(x) ·
(
−1
2
log (0, 9 · em)− 1
2
log (x+ 2)− 1
2
+ log
(
m− 1
2
− x
)
+ 1
)
=
1
2
h(x) ·
(
− log (0, 9 · e ·m)− log (x+ 2) + 1 + 2 log
(
m− 1
2
− x
))
=
1
2
h(x) ·
(
− log (0, 9 ·m)− log (x+ 2) + 2 log
(
m− 1
2
− x
))
.
Sei nun
ρ :
[
1
m
, 1− 2
m
]
→
[
0,
m− 3
2
]
, y 7→ ym
2
− 1
2
.
Dann ist ρ surjektiv und streng monoton wachsend. Es ist
h′(ρ(y))
=
1
2
h(ρ(y))
·
(
− log (0, 9 ·m)− log
(
ym
2
− 1
2
+ 2
)
+ 2 log
(
m− 1
2
− ym
2
+
1
2
))
=
1
2
h(ρ(y)) ·
(
− log (0, 9 ·m)− log
(
ym+ 3
2
)
+ log
(
(m− ym)2
4
))
=
1
2
h(ρ(y)) log
(
(m− ym)2
1, 8 ·m(ym+ 3)
)
=
1
2
h(ρ(y)) log
(
m(1− y)2
1, 8 · (ym+ 3)
)
.
Mit
C ′(m) := 1, 9 +
√
2, 61 +
5, 4
m
> 1
ist y − C ′(m) ≤ 0 fu¨r alle y ∈ [ 1m , 1− 2m]. Es gilt:
m(y − C(m))(y − C ′(m))
= m
(
y2 − (C(m) + C ′(m))y + C(m)C ′(m))
= m
(
y2 − 2 · 1, 9y + 1, 92 −
(
2, 61 +
5, 4
m
))
= m
(
y2 − 2y − 1, 8y + 1− 5, 4
m
)
= m(1− y)2 − 1, 8 · (ym+ 3),
also ist fu¨r y ∈ [ 1m , 1− 2m]
m(1− y)2 − 1, 8 · (ym+ 3) > 0 falls y < C(m),
m(1− y)2 − 1, 8 · (ym+ 3) = 0 falls y = C(m),
m(1− y)2 − 1, 8 · (ym+ 3) < 0 falls y > C(m).
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Daraus folgt sofort
h′(ρ(y)) > 0 falls y < C(m),
h′(ρ(y)) = 0 falls y = C(m),
h′(ρ(y)) < 0 falls y > C(m).
Fu¨r m ≥ 3 gilt:
C(m) = 1, 9−
√
2, 61 +
5, 4
m
≤ 1, 9−
√
2, 61
≤ 1
3
≤ 1− 2
m
,
und es gilt C(9) < 1/9, C(10) > 1/10. Da C(m) eine streng monoton
wachsende Folge ist, 1/m streng monoton fa¨llt, gilt fu¨r m ≥ 10 stets
C(m) ∈ [1/m, 1− 2/m], fu¨r m ≤ 9 gilt C(m) ≤ 1/m. Wegen der Sur-
jektivita¨t und der strengen Isotonie von ρ hat dann h ein Maximum in
ρ(C(m)) = C(m)m/2− 1/2 falls m ≥ 10, in 0, falls m ≤ 9. 2
Lemma 4.44 Es gilt mit h wie in Definition 4.41: es existiert eine von m
unabha¨ngige Konstante C so, dass
h(x) ≤ Cm−m+12 1, 56m
fu¨r alle x ∈ [0, (m− 3)/2].
Beweis: Es folgt fu¨r m ≥ 10, x ∈ [0, (m− 3)/2]:
h(x)
≤ max
x∈[0,m−3
2
]
h(x)
= h
(
C(m)m
2
− 1
2
)
=
(0, 9 · e ·m)−
(
C(m)m
4
− 1
4
)
(
C(m)m
2 − 12 + 2
)C(m)m
4
− 1
4
+1 (
m−1
2 −
(
C(m)m
2 − 12
))m−1
2
−
(
C(m)m
2
− 1
2
)
=
(0, 9 · e ·m)−C(m)m4 + 14(
C(m)m+3
2
)C(m)m
4
+ 3
4
(
m−C(m)m
2
)m−C(m)m
2
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= (0, 9 · e ·m)−C(m)m4 + 14
·
(
C(m)m+ 3
2
)−C(m)m
4
− 3
4
(
m− C(m)m
2
)C(m)m−m
2
= (0, 9 · e)−C(m)m4 + 14 m−C(m)m4 + 14−m−C(m)m2 2C(m)m4 + 34+m−C(m)m2
· (C(m)m+ 3)−C(m)m4 − 34 (1− C(m))−m−C(m)m2
≤ Cm−m+12 (0, 9 · e)−C(m)m4 mC(m)m4 + 34 2−C(m)m4 +m2
· (C(m)m+ 3)−C(m)m4 − 34 (1− C(m))−m2 +C(m)m2
= Cm−
m+1
2 2
m
2 (0, 9 · e)−C(m)m4 2−C(m)m4 (1− C(m))−m2 +C(m)m2
·mC(m)m4 + 34
(
m+
3
C(m)
)−C(m)m
4
− 3
4
C(m)−
C(m)m
4
− 3
4 .
Da m ≥ 10, ist C(m) ≥ C(10) > 0 und damit C(m)−3/4 ≤ C(10)−3/4. Es
folgt mit C(m)m/(C(m)m+ 3) ≤ 1:
h(x)
≤ Cm−m+12 2m2 (0, 9 · e)−C(m)m4 2−C(m)m4 (1− C(m))−m2 +C(m)m2 C(m)−C(m)m4
·
(
C(m)m
C(m)m+ 3
)C(m)m
4
+ 3
4
≤ Cm−m+12 2m2 (0, 9 · e)−C(m)m4 2−C(m)m4 (1− C(m))−m2 +C(m)m2 C(m)−C(m)m4
= Cm−
m+1
2 2
m
2
(
(2C(m)0, 9 · e)−C(m)4 (1− C(m))− 12+C(m)2
)m
.
Nun soll der Faktor (2C(m)0, 9 · e)−C(m)/4 (1− C(m))−1/2+C(m)/2 na¨her
betrachtet werden. Sei
l : (0, 1]→ R,
x 7→ (1, 8 · e · x)−x4 = exp
(
−x
4
log(1, 8 · e · x)
)
.
Dann ist
l′(x) = l(x)
(
−1
4
log(1, 8 · e · x)− x
4
· 1
x
)
=
1
4
l(x) (− log(1, 8 · e · x)− 1) ,
das heißt, es gilt fu¨r x ≥ 11,8e−2:
l′(x) ≤ 1
4
l(x)
(
− log(1, 8 · e · 1
1, 8
e−2)− 1
)
= 0.
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Also ist l auf [1/(1, 8 · e2), 1] monoton fallend. Da die Folge {C(m)}m≥10
monoton wachsend ist, ist die Folge {l(C(m))}m≥10 monoton fallend. Sei
nun C ′ := 1, 9−√2, 61 = limm→∞C(m). Wie man z.B. mit Maple u¨ber-
pru¨fen kann, gilt
l(C(300)) ≤ 1, 56 · 2− 12 (1− C ′) 12−C′2 ,
und damit fu¨r alle m ≥ 300:
(2C(m)0, 9 · e)−C(m)4 = l(C(m)) ≤ 1, 56 · 2− 12 (1− C ′) 12−C′2 .
Weiter ist
1 ≥ 1− C(m) ≥ 1− C ′
und
1− C ′ = −0, 9 +
√
2, 61 > −0, 9 + 1, 5 > e−1.
Es folgt
(1− C(m))−(1−C(m)) ≤ (1− C ′)−(1−C′),
da 1− C ′ ≥ 1/e und x 7→ x−x auf [1/e, 1] monoton fallend ist. Damit ist
(1− C(m))− 12+C(m)2 ≤ (1− C ′)− 12+C′2 .
Insgesamt ist fu¨r m ≥ 300
(2C(m)0, 9 · e)−C(m)4 (1− C(m))− 12+C(m)2
≤ 1, 56 · 2− 12 (1− C ′) 12−C′2 (1− C ′)− 12+C′2
≤ 1, 56 · 2− 12 .
Es folgt fu¨r m ≥ 300:
h(x) ≤ Cm−m+12 1, 56m.
2
Korollar 4.45 Sei m ∈ N≥3, k, s ∈ N0 mit k + s ≤ (m − 3)/2. Dann
existiert eine von m, k, s unabha¨ngige Konstante C so, dass
γm,k,s ≤ C2
m
2 m−2(0, 9 · e ·m)m−12 1, 56m.
Beweis: Nach Lemma 4.42 und 4.44 gilt
γm,k,s ≤ C2
m
2 m
m−3
2 (0, 9 · e ·m)m−12 max
x∈[0,m−3
2
]
h(x)
≤ C2m2 mm−32 (0, 9 · e ·m)m−12 m−m+12 1, 56m ·
= C2
m
2 m−2(0, 9 · e ·m)m−12 1, 56m.
2
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Satz 4.46 Sei τ ∈ {0, 1}. Seien ν, m ∈ N, m ungerade so, dass im Fall
τ = 1 eine Heisenberg-Typ-Gruppe Hn,m mit m ≥ 3 bzw. im Fall τ = 0
eine Heisenberg-Typ-Gruppe Hn+2,m−2 mit m ≥ 5 existiert. Sei ϑτ (ν,m) zu
τ ∈ {0, 1} wie in Definition 4.4. Dann existiert eine von ν, m, τ unabha¨ngige
Konstante C so, dass fu¨r alle ϑ ∈ (ϑτ (ν,m), π/2) gilt:
Bν,m(ϑ) ≤ C · C(ν,m)
und damit auch
|Iτν,m(ϑ)| ≤ C · C(ν,m)
mit C(ν,m) wie in Satz 4.3.
Beweis: Nach Lemma 4.31, Bemerkung 4.37 und den Korollaren 4.40 sowie
4.45 gilt
|Iτν,m(ϑ)| ≤ Bν,m(ϑ)
≤ CΓ(
m−1
2 )Γ(
ν
2 )
Γ(ν +m+ 12)
m2max{cν,m,k,s|k + s ≤ (m− 3)/2}
≤ CΓ(
m−1
2 )Γ(
ν
2 )
Γ(ν +m+ 12)
m2βν,mmax{γm,k,s|k + s ≤ (m− 3)/2}
≤ CΓ(
m−1
2 )Γ(
ν
2 )
Γ(ν +m+ 12)
m2βν,m2
m
2 m−2(0, 9 · e ·m)m−12 1, 56m
=
CΓ(m−12 )Γ(
ν
2 )
Γ(ν +m+ 12)
ν
1
2 (ν +m)
ν
2
+m
2 (0, 9 ·m)−m−32 e− ν2−m2 ν2
·2m2 (0, 9 · e ·m)m−12 1, 56m
=
CΓ(m−12 )Γ(
ν
2 )
Γ(ν +m+ 12)
ν
1
2 (ν +m)
ν
2
+m
2 me−
ν
2
−m
2 2
ν
2
+m
2 1, 56m.
Da
Γ
(
m− 1
2
)
Γ
(ν
2
)
≤ Ce−m−12 − ν2
(
m− 1
2
)m−2
2 (ν
2
) ν−1
2
≤ Ce−m2 − ν2 2−m2 − ν2mm2 −1ν ν2− 12 ,
folgt
Bν,m(ϑ) ≤ C
Γ(ν +m+ 12)
e−
m
2
− ν
2 2−
m
2
− ν
2m
m
2
−1ν
ν
2
− 1
2
·ν 12 (ν +m) ν2+m2 me− ν2−m2 2 ν2+m2 1, 56m
≤ C
Γ(ν +m+ 12)
ν
ν
2 (ν +m)
ν
2
+m
2 m
m
2 e−ν−m1, 56m
=
C
Γ(ν +m+ 12)
ν
ν
2 (ν +m)
ν
2
+m
2 m
m
2
−1e−ν−mm1, 56m,
99
und da fu¨r m ≥ 1400
m1, 56m ≤ e0,45m,
ist
Bν,m(ϑ) ≤ C
Γ(ν +m+ 12)
ν
ν
2 (ν+m)
ν
2
+m
2 m
m
2
−1e−ν−m+0,45m = C ·C(ν,m).
2
4.3.3.2 Der Fall m gerade (m ≥ 4)
Nun soll der Fall m gerade, m ≥ 4 behandelt werden. Zuerst wird hierbei
wieder das Integral Iτν,m(ϑ) durch die Dreiecksungleichung abgescha¨tzt.
Lemma 4.47 Sei τ ∈ {0, 1}. Seien ν, m ∈ N0, m gerade und m ≥ 4. Dann
gilt fu¨r alle ϑ ∈ (0, π/2):
|Iτν,m(ϑ)| ≤ C
∑
k+s+l=m−4
2
am−1k,s,l 2
k+s(sinϑ)s
(
Im
k+ 1
2
,s,l
+ (sinϑ)
1
2 Im
k,s+ 1
2
,l
+ Im
k,s,l+ 1
2
)
,
wobei am−1k,s,l , I
m
k,s,l wie in Definition 4.30 und die Summe wieder u¨ber alle k,
s, l ∈ N0 zu verstehen ist.
Beweis: Da m gerade und m ≥ 4, gilt m − 1 ungerade und m − 1 ≥ 3. Es
ist dann
(−2i sinh(λ+ iϑ) + t coshλ)m−32
= (−2i sinh(λ+ iϑ) + t coshλ)m−42 (−2i sinh(λ+ iϑ) + t coshλ) 12
=
∑
k+s+l=m−4
2
am−1k,s,l (−2i cosϑ sinhλ)k(2 sinϑ coshλ)s(t coshλ)l
·(−2i sinh(λ+ iϑ) + t coshλ) 12
=
∑
k+s+l=m−4
2
am−1k,s,l (−i)k2k+s(cosϑ)k(sinhλ)k(sinϑ)s(coshλ)s+ltl
·(−2i sinh(λ+ iϑ) + t coshλ) 12 .
Mit
|(−2i sinh(λ+ iϑ) + t coshλ) 12 |
= | − 2i cosϑ sinhλ+ 2 sinϑ coshλ+ t coshλ| 12
≤ C((cosϑ) 12 (sinhλ) 12 + (sinϑ) 12 (coshλ) 12 + t 12 (coshλ) 12 )
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folgt
|Iτν,m(ϑ)|
=
∣∣∣∣∣∣∣
∑
k+s+l=m−4
2
am−1k,s,l (−i)k2k+s(cosϑ)k(sinϑ)s
·
∫ ∞
0
∫ ∞
0
t
m−3
2
+l
(1 + t sinϑ)ν+m+
1
2
(−2i sinh(λ+ iϑ) + t coshλ) 12dt
·(sinhλ)k(coshλ)s+l
(cosh(λ+ iϑ))τ sinh(λ+ iϑ)
(
sinh(λ+iϑ)
λ+iϑ
) 1
2
(coshλ)ν+
m
2
+1
dλ
∣∣∣∣∣∣∣
≤ C
∑
k+s+l=m−4
2
am−1k,s,l 2
k+s(cosϑ)k(sinϑ)s
·
(
(cosϑ)
1
2 Im
k+ 1
2
,s,l
+ (sinϑ)
1
2 Im
k,s+ 1
2
,l
+ Im
k,s,l+ 1
2
)
≤ C
∑
k+s+l=m−4
2
am−1k,s,l 2
k+s(sinϑ)s
·
(
Im
k+ 1
2
,s,l
+ (sinϑ)
1
2 Im
k,s+ 1
2
,l
+ Im
k,s,l+ 1
2
)
.
2
In obiger Summe gilt fu¨r die Indizes k, s, l: k + s + l = (m − 4)/2. Die
Abscha¨tzung der Terme Imk+1/2,s,l, I
m
k,s+1/2,l, I
m
k,s,l+1/2 soll nun auf eine Ab-
scha¨tzung von Termen der Art Im−1k,s,l reduziert werden. Gelingt eine Reduk-
tion dieser Art, so kann die in Unterabschnitt 4.3.3.1 erhaltene Abscha¨tzung
von Bν,m(ϑ) benutzt werden um |Iτν,m(ϑ)| zu majorisieren, da k + s + l =
((m− 1)− 3)/2 gilt und m− 1 ungerade, m− 1 ≥ 3.
Lemma 4.48 Sei τ ∈ {0, 1}. Seien ν, m ∈ N0 so, dass im Fall τ = 1 eine
Heisenberg-Typ-Gruppe Hn,m mit m ≥ 4 bzw. im Fall τ = 0 eine Heisenberg-
Typ-Gruppe Gruppe Hn+2,m−2 mit m ≥ 4 existiert. Sei ϑτ (ν,m) wie in
Definition 4.4. Dann existiert eine von ν, m, τ unabha¨ngige Konstante C
so, dass fu¨r alle ϑ ∈ (ϑτ (ν,m), π/2), k, s, l ∈ N mit k + s+ l = (m− 4)/2
gilt:
Im
k+ 1
2
,s,l
≤ C
(m
ν
) 1
2
Im−1k,s,l ,
(sinϑ)
1
2 Im
k,s+ 1
2
,l
≤ C
(m
ν
) 1
2
Im−1k,s,l und
Im
k,s,l+ 1
2
≤ C
(m
ν
) 1
2
Im−1k,s,l .
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Beweis: Es gilt mit Formel (4.19) auf Seite 82 fu¨r k′, s′, l′ ∈ R≥0 mit
k′ + s′ + l′ = (m− 3)/2:
Imk′,s′,l′
=
1
2(sinϑ)
m−1
2
+l′
B
(
m− 1
2
+ l′, ν +
m
2
+ 1− l′
)
·
(
sinϑB
(
ν
2
,
k′ + 1
2
)
+ cosϑB
(
ν
2
,
k′ + 2
2
))
.
Es folgt, da k + 1/2 + s+ l = (m− 3)/2:
Im
k+ 1
2
,s,l
=
1
2(sinϑ)
m−1
2
+l
B
(
m− 1
2
+ l, ν +
m
2
+ 1− l
)
·
(
sinϑB
(
ν
2
,
k + 12 + 1
2
)
+ cosϑB
(
ν
2
,
k + 12 + 2
2
))
=
(sinϑ)−
1
2
2(sinϑ)
(m−1)−1
2
+l
B
(
(m− 1)− 1
2
+ l +
1
2
, ν +
m− 1
2
+
1
2
+ 1− l
)
·
(
sinϑB
(
ν
2
,
k + 1
2
+
1
4
)
+ cosϑB
(
ν
2
,
k + 2
2
+
1
4
))
.
Mit Lemma A.8 ko¨nnen nun beide Eintra¨ge des Arguments der Beta-
Funktion um 1/2 reduziert werden, indem mit dem Faktor
C
(
(m−1)−1
2 + l
) 1
2 (
ν + m−12 + 1− l
) 1
2
ν +m− 12
multipliziert wird. Dieser kann nach oben gegen (m/ν)1/2 abgescha¨tzt
werden. Es gilt na¨mlich:(
(m−1)−1
2 + l
) 1
2 (
ν + m−12 + 1− l
) 1
2
ν +m− 12
≤
(
(m−1)−1
2 +
m−4
2
) 1
2 (
ν + m−12 + 1
) 1
2
ν +m− 12
≤ m
1
2 (ν +m− 12)
1
2
ν +m− 12
≤
(m
ν
) 1
2
.
Damit ist also
B
(
(m− 1)− 1
2
+ l +
1
2
, ν +
m− 1
2
+
1
2
+ 1− l
)
≤ C
(m
ν
) 1
2
B
(
(m− 1)− 1
2
+ l, ν +
m− 1
2
+ 1− l
)
. (4.21)
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Mit Lemma A.8 gilt dann auch
B
(
ν
2
,
k + 1
2
+
1
4
)
≤ C
(
k+1
2
ν
2 +
k+1
2
) 1
4
B
(
ν
2
,
k + 1
2
)
≤ C
(m
ν
) 1
4
B
(
ν
2
,
k + 1
2
)
sowie
B
(
ν
2
,
k + 2
2
+
1
4
)
≤ C
(m
ν
) 1
4
B
(
ν
2
,
k + 2
2
)
.
Daraus folgt
Im
k+ 1
2
,s,l
≤ C 2(sinϑ)
− 1
2
(sinϑ)
(m−1)−1
2
+l
(m
ν
) 1
2
B
(
(m− 1)− 1
2
+ l, ν +
m− 1
2
+ 1− l
)
·
((m
ν
) 1
4
sinϑB
(
ν
2
,
k + 1
2
)
+
(m
ν
) 1
4
cosϑB
(
ν
2
,
k + 2
2
))
≤ C(sinϑ)− 12
(m
ν
) 1
2
(m
ν
) 1
4
Im−1k,s,l
≤ C
(m
ν
) 1
2
Im−1k,s,l ,
da sinϑ ≥ sinϑτ (ν,m) ≥ C · (m/ν)1/2 (falls τ = 0 und m = 4 folgt dies
sofort aus Lemma A.9, in allen anderen Fa¨llen siehe Lemma 4.34). Fu¨r
(sinϑ)
1
2 Imk,s+1/2,l gilt mit Ungleichung (4.21):
(sinϑ)
1
2 Im
k,s+ 1
2
,l
=
(sinϑ)
1
2
2(sinϑ)
m−1
2
+l
B
(
(m− 1)− 1
2
+
1
2
+ l, ν +
m− 1
2
+
1
2
+ 1− l
)
·
(
sinϑB
(
ν
2
,
k + 1
2
)
+ cosϑB
(
ν
2
,
k + 2
2
))
≤ C
2(sinϑ)
(m−1)−1
2
+l
(m
ν
) 1
2
B
(
(m− 1)− 1
2
+ l, ν +
m− 1
2
+ 1− l
)
·
(
sinϑB
(
ν
2
,
k + 1
2
)
+ cosϑB
(
ν
2
,
k + 2
2
))
= C
(m
ν
) 1
2
Im−1k,s,l .
Fu¨r Im
k,s,l+ 1
2
gilt wieder mit Lemma A.8 und mit 1/ sinϑ ≤ C · (ν/m)1/2:
1
sinϑ
B
(
m− 1
2
+ l +
1
2
, ν +
m
2
+ 1− l − 1
2
)
103
=
1
sinϑ
B
(
(m− 1)− 1
2
+ l + 1, ν +
m− 1
2
+ 1− l
)
≤ C
( ν
m
) 1
2
(
m−2
2 + l
ν +m− 12
)
B
(
(m− 1)− 1
2
+ l, ν +
m− 1
2
+ 1− l
)
≤ C
(m
ν
) 1
2
B
(
(m− 1)− 1
2
+ l, ν +
m− 1
2
+ 1− l
)
,
woraus sofort folgt
Im
k,s,l+ 1
2
=
1
2(sinϑ)
(m−1)−1
2
+l+1
B
(
m− 1
2
+ l +
1
2
, ν +
m
2
+ 1− l − 1
2
)
·
(
sinϑB
(
ν
2
,
k + 1
2
)
+ cosϑB
(
ν
2
,
k + 2
2
))
≤ C
2(sinϑ)
(m−1)−1
2
+l
(m
ν
) 1
2
B
(
(m− 1)− 1
2
+ l, ν +
m− 1
2
+ 1− l
)
·
(
sinϑB
(
ν
2
,
k + 1
2
)
+ cosϑB
(
ν
2
,
k + 2
2
))
= C
(m
ν
) 1
2
Im−1k,s,l .
2
Insgesamt gilt also im Fall m gerade, m ≥ 4 der folgende Satz:
Satz 4.49 Sei τ ∈ {0, 1}. Seien ν, m ∈ N0 so, dass 2|m und im Fall τ =
1 eine Heisenberg-Typ-Gruppe Hn,m mit m ≥ 4 bzw. im Fall τ = 0 eine
Heisenberg-Typ-Gruppe Hn+2,m−2 mit m ≥ 6 existiert. Sei ϑτ (ν,m) wie in
Definition 4.4. Dann existiert eine von ν, m, τ unabha¨ngige Konstante C
so, dass fu¨r alle ϑ ∈ (ϑτ (ν,m), π/2) gilt:
|Iτν,m(ϑ)| ≤ C · C(ν,m).
Beweis: Mit Lemma 4.47 und Lemma 4.48 ist
|Iτν,m(ϑ)|
≤ C
∑
k+s+l=m−4
2
am−1k,s,l 2
k+s(sinϑ)s
(
Im
k+ 1
2
,s,l
+ (sinϑ)
1
2 Im
k,s+ 1
2
,l
+ Im
k,s,l+ 1
2
)
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≤ C
∑
k+s+l=
(m−1)−3
2
am−1k,s,l 2
k+s(sinϑ)s
(m
ν
) 1
2
Im−1k,s,l
= C
(m
ν
) 1
2
Bν,m−1(ϑ).
Mit dem Satz von Kaplan, der besagt, dass eine Heisenberg-Typ-Gruppe
Hn,m genau dann existiert, wenn m < 8p+2
q, wobei n = 24p+q · n˜, n˜ ∈ N
ungerade (siehe [K]), bedingt die Voraussetzung im Fall τ = 1 die Existenz
einer Heisenberg-Typ-Gruppe Hn,m−1 mit m− 1 ≥ 3 sowie im Fall τ = 0
die Existenz einer Heisenberg-Typ-Gruppe Hn+2,(m−1)−2 mit m − 1 ≥ 5.
Es la¨sst sich also auf Bν,m−1(ϑ) die in Satz 4.46 erhaltene Abscha¨tzung
durch C · C(ν,m− 1) anwenden. Es folgt:
|Iτν,m(ϑ)|
≤ C
(m
ν
) 1
2
C(ν,m− 1)
= C
(m
ν
) 1
2 1
Γ(ν + (m− 1) + 12)
ν
ν
2 (ν + (m− 1)) ν2+m−12 (m− 1)m−12 −1
·e−ν−(m−1)+0,45(m−1)
≤ C 1
Γ(ν +m− 12)
ν
ν
2
− 1
2 (ν +m)
ν
2
+m−1
2 m
m
2
−1e−ν−m+0,45m
= C
1
(ν +m)Γ(ν +m− 12)
(
ν +m
ν
) 1
2
ν
ν
2 (ν +m)
ν
2
+m
2 m
m
2
−1e−ν−m+0,45m
≤ C 1
(ν +m− 12)Γ(ν +m− 12)
ν
ν
2 (ν +m)
ν
2
+m
2 m
m
2
−1e−ν−m+0,45m
= C
1
Γ(ν +m+ 12)
ν
ν
2 (ν +m)
ν
2
+m
2 m
m
2
−1e−ν−m+0,45m
= C · C(ν,m).
2
Korollar 4.50 Seien ν, m ∈ N0, m ≥ 3 so, dass eine Heisenberg-Typ-
Gruppe Hn,m existiert. Dann existiert eine von ν, m unabha¨ngige Konstante
C so, dass fu¨r alle ϑ ∈ ((0, 9 ·m/ν)1/2, π/2) gilt:
eν,m sinϑ|I0ν−1,m+2(ϑ)| ≤ C · C(ν,m).
Beweis: Sei ν˜ := ν − 1, n˜ := 2ν˜, m˜ := m + 2. Beno¨tigt wird also ei-
ne Abscha¨tzung fu¨r |I0ν˜,m˜(ϑ)|. Mit Lemma 2.22 folgt aus m ≥ 3, dass
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2ν ≥ 4 und damit ν˜ ∈ N ist. Nach Voraussetzung existiert zudem eine
Heisenberg-Typ-Gruppe Hn,m=Hn˜+2,m˜−2. Da m ≥ 3 ist m˜ ≥ 5. Die Sa¨tze
4.46 und 4.49 sind damit auf |I0ν˜,m˜(ϑ)| fu¨r ϑ >
√
0, 9 · (m˜− 2)/(ν˜ + 1) =√
0, 9 ·m/ν anwendbar, so dass |I0ν˜,m˜(ϑ)| ≤ C ·C(ν˜, m˜) = C ·C(ν−1,m+
2). Mit eν,m = (ν +m+ 1/2)/(m− 1) folgt
eν,m sinϑ|I0ν−1,m+2(ϑ)|
≤ Cν +m+
1
2
m− 1 C(ν − 1,m+ 2)
=
ν +m+ 12
m− 1
C
Γ((ν − 1) + (m+ 2) + 12)
·(ν − 1) ν−12 ((ν − 1) + (m+ 2)) ν−12 +m+22 (m+ 2)m+22 −1e−(ν−1)−(m+2)+0,45m
=
ν +m+ 12
m− 1
C
Γ(ν +m+ 1 + 12)
·(ν − 1) ν−12 (ν +m+ 1) ν2+m2 + 12 (m+ 2)m2 e−ν−m−1+0,45m
=
1
m− 1
C
Γ(ν +m+ 12)
·(ν − 1) ν2 (ν − 1)− 12
(
ν +m+ 1
ν +m
) ν
2
+m
2
(ν +m+ 1)
1
2
·(ν +m) ν2+m2
(
m+ 2
m
)m
2
−1
(m+ 2)m
m
2
−1e−ν−m−1+0,45m
≤ m+ 2
m− 1
C
Γ(ν +m+ 12)
·ν ν2
(
1 +
1
ν +m
) ν
2
+m
2
(
ν +m+ 1
ν − 1
) 1
2
·(ν +m) ν2+m2
(
1 +
2
m
)m
2
−1
m
m
2
−1e−ν−m−1+0,45m
≤ C ′ 1
Γ(ν +m+ 12)
ν
ν
2 (ν +m)
ν
2
+m
2
(
1 +
2
m
)m
2
m
m
2
−1e−ν−m+0,45m
≤ C ′′ 1
Γ(ν +m+ 12)
ν
ν
2 (ν +m)
ν
2
+m
2 m
m
2
−1e−ν−m+0,45m
= C ′′ · C(ν,m).
2
4.3.3.3 Der Fall m = 2
Fu¨r den Fall einer Heisenberg-Typ-Gruppe mit zweidimensionalem Zentrum
liefern die folgenden beiden Lemmata die beno¨tigten Abscha¨tzungen von
|I1ν,2(ϑ)| bzw. eν,m sinϑ|I0ν−1,4(ϑ)|.
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Lemma 4.51 Sei m = 2, ν ∈ N. Dann existiert eine von ν unabha¨ngige
Konstante C so, dass fu¨r alle ϑ ∈ ((0, 9 ·m/ν)1/2, π/2) gilt:
|I1ν,2(ϑ)| ≤ C · C(ν, 2).
Beweis: Es ist folgendes Integral abzuscha¨tzen:
I1ν,2(ϑ)
=
∫ ∞
0
∫ ∞
0
t−
1
2 (−2i sinh(λ+ iϑ) + t coshλ)− 12
(1 + t sinϑ)ν+2+
1
2
dt
·
cosh(λ+ iϑ) sinh(λ+ iϑ)
(
sinh(λ+iϑ)
λ+iϑ
) 1
2
(coshλ)ν+2
dλ.
Da
| − 2i sinh(λ+ iϑ) + t coshλ| = | − 2i(cosϑ sinhλ+ i sinϑ coshλ) + t coshλ|
= |2 sinϑ coshλ+ t coshλ− 2i cosϑ sinhλ|
≥ 2 sinϑ coshλ,
folgt
| − 2i sinh(λ+ iϑ) + t coshλ|− 12 ≤ 2− 12 (sinϑ)− 12 (coshλ)− 12
und damit
|I1ν,2(ϑ)|
≤
∫ ∞
0
∫ ∞
0
t−
1
2 | − 2i sinh(λ+ iϑ) + t coshλ|− 12
(1 + t sinϑ)ν+2+
1
2
dt
·
| cosh(λ+ iϑ)|| sinh(λ+ iϑ)|
∣∣∣ sinh(λ+iϑ)λ+iϑ ∣∣∣ 12
(coshλ)ν+2
dλ
≤ C(sinϑ)− 12
∫ ∞
0
∫ ∞
0
t−
1
2 (coshλ)−
1
2
(1 + t sinϑ)ν+2+
1
2
dt
·coshλ(cosϑ sinhλ+ sinϑ coshλ)(coshλ)
1
2
(coshλ)ν+2
dλ
= C(sinϑ)−
1
2
∫ ∞
0
t−
1
2
(1 + t sinϑ)ν+2+
1
2
dt
·
(
cosϑ
∫ ∞
0
sinhλ
(coshλ)ν+1
dλ+ sinϑ
∫ ∞
0
1
(coshλ)ν
dλ
)
.
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Mit Lemma A.4 folgt fu¨r das t-Integral:∫ ∞
0
t−
1
2
(1 + t sinϑ)ν+2+
1
2
dt =
1
(sinϑ)−
1
2
+1
B
(
1
2
, ν + 2 +
1
2
−
(
−1
2
)
− 1
)
.
= (sinϑ)−
1
2B
(
1
2
, ν + 2
)
Fu¨r die Integrale u¨ber die hyperbolische Funktionen ergibt sich mit Lem-
ma A.2: ∫ ∞
0
sinhλ
(coshλ)ν+1
dλ =
1
2
B
(
1,
ν
2
)
und ∫ ∞
0
1
(coshλ)ν
dλ =
1
2
B
(
1
2
,
ν
2
)
.
Zusammen ergibt sich
|I1ν,2(ϑ)|
≤ C(sinϑ)−1B
(
1
2
, ν + 2
)(
cosϑ
1
2
B
(
1,
ν
2
)
+ sinϑ
1
2
B
(
1
2
,
ν
2
))
=
CΓ
(
1
2
)
Γ (ν + 2)
2Γ
(
ν + 2 + 12
) Γ(ν
2
)( cosϑΓ(1)
sinϑΓ
(
ν+2
2
) + Γ (12)
Γ
(
ν+1
2
))
≤ CΓ (ν + 2)
Γ
(
ν + 2 + 12
)Γ(ν
2
)( 1
sinϑΓ
(
ν+2
2
) + 1
Γ
(
ν+1
2
)) .
Es gilt
Γ
(
ν + 2
2
)
≥ C
(ν
2
)
Γ
(ν
2
)
= νΓ
(ν
2
)
,
und mit Lemma A.8 ist
Γ
(
ν + 1
2
)
≥ C
(ν
2
) 1
2
Γ
(ν
2
)
≥ Cν 12Γ
(ν
2
)
.
Es folgt
|I1ν,2(ϑ)| ≤
CΓ (ν + 2)
Γ
(
ν + 2 + 12
) 1
ν
1
2
(
1
sinϑν
1
2
+ 1
)
.
Wir betrachten nun den Ausdruck 1/(sinϑν
1
2 ). Es ist mit Lemma A.9:
1
sinϑν
1
2
≤ 1
sinϑ1(ν,m)ν
1
2
≤ 1
ϑ1(ν,m)ν
1
2
e
(ϑ1(ν,m))
2
5 =
ν
1
2
(0, 9 · 2) 12 ν 12
e
0,9·2
5ν ≤ C,
und damit ist
|I1ν,2(ϑ)| ≤
CΓ (ν + 2)
Γ
(
ν + 2 + 12
) 1
ν
1
2
.
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Mit der Stirlingschen Formel A.8 ergibt sich
|I1ν,2(ϑ)| ≤
C
Γ
(
ν + 2 + 12
)e−ν−2 (ν + 2)ν+ 32 ν− 12
=
C
Γ
(
ν + 2 + 12
) (ν + 2) ν2+1(ν + 2
ν
) 1
2
(
ν + 2
ν
) ν
2
ν
ν
2 e−ν−2
≤ C
Γ
(
ν + 2 + 12
) (ν + 2) ν2+1((1 + 2
ν
)ν) 12
ν
ν
2 e−ν−2,
und mit Lemma A.1 la¨sst sich
(
1 + 2ν
)ν
nach oben gegen e2 abscha¨tzen.
Es folgt:
|I1ν,2(ϑ)| ≤ C · C(ν, 2).
2
Lemma 4.52 Sei m = 2, ν ∈ N. Dann existiert eine von ν unabha¨ngige
Konstante C so, dass fu¨r alle ϑ ∈ ((0, 9 ·m/ν)1/2, π/2) gilt:
eν,m sinϑ|I0ν−1,4(ϑ)| ≤ C · C(ν, 2).
Beweis: Nach Lemma 4.47 gilt:
|I0ν−1,4(ϑ)| ≤ C
(
I41
2
,0,0
+ (sinϑ)
1
2 I4
0, 1
2
,0
+ I4
0,0, 1
2
)
.
Lemma 4.48 besagt, dass dieser Term gegen
C
(
1
ν − 1
) 1
2
I30,0,0
abgescha¨tzt werden kann. Formel (4.19) liefert
I30,0,0 =
1
2(sinϑ)
B
(
1, ν +
3
2
)(
sinϑB
(
ν − 1
2
,
1
2
)
+ cosϑB
(
ν − 1
2
, 1
))
.
Es folgt mit eν,m = ν + 5/2:
eν,m sinϑ|I0ν−1,4(ϑ)| ≤ C ′
(
ν +
5
2
)(
1
ν − 1
) 1
2
B
(
1, ν +
3
2
)
·
(
sinϑB
(
ν − 1
2
,
1
2
)
+ cosϑB
(
ν − 1
2
, 1
))
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≤ C ′′ ν
1
2
Γ
(
ν + 52
)Γ(ν + 3
2
)
Γ
(
ν − 1
2
)(
1
Γ
(
ν
2
) + 1
Γ
(
ν+1
2
))
≤ C ′′′ ν
1
2
Γ
(
ν + 52
) (ν + 3
2
)ν+1
e−νν−
1
2
≤ C ′′′′ 1
Γ
(
ν + 52
)(ν + 2) ν2+1ν ν2 e−ν
= C ′′′′′ · C(ν, 2).
2
4.3.4 Die Terme ||f iν,m(κ, ·)||qLq(dµ(ω))
Lemma 4.53 Sei f1ν,m(κ, ·) wie in Satz 3.15, q ∈ (1,∞), dµ(ω) wie in De-
finition 2.19. Es existiert eine von n, m, κ unabha¨ngige Konstante Cq so,
dass ∫
Sn,m
|f1ν,m(κ, ω)|qdµ(ω) ≤ CqD(ν,m, q),
mit D(ν,m, q) wie in Satz 4.3.
Beweis: Mit f1ν,m(κ, ω) =
∑2ν
i=1 κiω
1
i und der Formel fu¨r das Oberfla¨chen-
maß dµ(ω) aus Definition 2.19 ist∫
Sn,m
|f1ν,m(κ, ω)|qdµ(ω)
=
∫
Sn,m
∣∣∣∣∣
n∑
i=1
κiωi
∣∣∣∣∣
q
dµ(ω)
= 22ν
∫
Σn−1
∫
Σm−1
∫ π
2
0
∣∣∣∣∣
n∑
i=1
κi2(cosϑ)
1
2 η1i
∣∣∣∣∣
q
(cosϑ)ν−1(sinϑ)m−1dϑ
dσm−1(η2)dσn−1(η1)
= 22ν+q
∣∣Σm−1∣∣ ∫
Σn−1
| < κ, η1 > |qdσn−1(η1)
∫ π
2
0
(cosϑ)ν−1+
q
2 (sinϑ)m−1dϑ.
(4.22)
Sei T ∈ O(Rn) eine Rotation mit Tκ = (1, 0, . . . , 0). Da dσn−1(η1) rotati-
onsinvariant ist, gilt∫
Σn−1
| < κ, η1 > |qdσn−1(η1) =
∫
Σn−1
| < κ, T tη1 > |qdσn−1(η1)
=
∫
Σn−1
| < Tκ, η1 > |qdσn−1(η1)
=
∫
Σn−1
|η11|qdσn−1(η1).
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Es folgt mit η1 = (cosϕ, t sinϕ), t ∈ Σn−2 und Lemma A.3:∫
Σn−1
| < κ, η1 > |qdσn−1(η1) =
∫
Σn−1
|η11|qdσn−1(η1)
= 2
∫
Σn−2
∫ π
2
0
(cosϕ)q(sinϕ)n−2dϕdt
=
∣∣Σn−2∣∣B(q + 1
2
,
n− 1
2
)
. (4.23)
Außerdem gilt mit Lemma A.3:∫ π
2
0
(cosϑ)ν−1+
q
2 (sinϑ)m−1dϑ =
1
2
B
(ν
2
+
q
4
,
m
2
)
.
Es ergibt sich mit Gleichung (4.22):∫
Sn,m
|f1ν,m(κ, ω)|qdµ(ω)
= 22ν+q−1
∣∣Σm−1∣∣ ∣∣Σn−2∣∣B(q + 1
2
,
n− 1
2
)
B
(ν
2
+
q
4
,
m
2
)
. (4.24)
In diesen Term wird nun die bekannte Formel fu¨r |Σk−1|,
|Σk−1| = 2 π
k
2
Γ
(
k
2
)
eingesetzt. Um die Gamma-Terme abzuscha¨tzen, wird die Stirlingsche For-
mel A.8 benutzt. Es gilt dann:∫
Sn,m
|f1ν,m(κ, ω)|qdµ(ω)
= 22ν−1+q
∣∣Σm−1∣∣ ∣∣Σ2ν−2∣∣B(q + 1
2
,
2ν − 1
2
)
B
(ν
2
+
q
4
,
m
2
)
= 22ν−1+q
2π
m
2
Γ
(
m
2
) 2π 2ν−12
Γ
(
2ν−1
2
) Γ
(
q+1
2
)
Γ
(
2ν−1
2
)
Γ
( q
2 + ν
) Γ (ν2 + q4)Γ (m2 )
Γ
(
ν
2 +
m
2 +
q
4
)
≤ Cq22νπν+m2
Γ
(
ν
2 +
q
4
)
Γ
(
ν + q2
)
Γ
(
ν
2 +
m
2 +
q
4
)
≤ Cq22νπν+m2 e− ν2−
q
4
(ν
2
+
q
4
) ν
2
+ q
4
− 1
2
eν+
q
2
(
ν +
q
2
)−(ν+ q
2
− 1
2
)
·e ν2+m2 + q4
(ν
2
+
m
2
+
q
4
)−( ν
2
+m
2
+ q
4
− 1
2
)
≤ Cq22ν− ν2+ ν2+m2 πν+m2 eν+m2
(
ν +
q
2
) ν
2
+ q
4
− 1
2
(
ν +
q
2
)−(ν+ q
2
− 1
2
)
·
(
ν +m+
q
2
)−( ν
2
+m
2
+ q
4
− 1
2
)
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= Cq2
2ν+m
2 πν+
m
2 eν+
m
2
(
ν +
q
2
)− ν
2
− q
4
(
ν +m+
q
2
)− ν
2
−m
2
− q
4
+ 1
2
,
und da (
ν +
q
2
)− ν
2
− q
4
= ν−
ν
2
− q
4
(
ν
ν + q2
) ν
2
+ q
4
= ν−
ν
2
− q
4
((
1−
q
2
ν + q2
)ν+ q
2
) 1
2
≤ ν− ν2− q4 e− q4 ,
ist ∫
Sn,m
|f1(κ, ω)|qdµ(ω)
≤ Cq22ν+m2 πν+m2 eν+m2 ν− ν2−
q
4
(
ν +m+
q
2
)− ν
2
−m
2
− q
4
+ 1
2
= CqD(ν,m, q).
2
Lemma 4.54 Sei f2ν,m(κ, ·) wie in Satz 3.15, q ∈ (1,∞), dµ(ω) wie in De-
finition 2.19. Es existiert eine von n, m, κ unabha¨ngige Konstante Cq so,
dass ∫
Sn,m
∣∣∣f2ν,m(κ, ω)∣∣∣qdµ(ω) ≤ CqD(ν,m, q),
mit D(ν,m, q) wie in Satz 4.3.
Beweis: Es ist f2ν,m(κ, ω) =
∑
j,k
ω1jω
2
k
|ω2|
(∑n
i=1 κiA
k
ij
)
, und mit der Formel
fu¨r dµ(ω) aus Definition 2.19 ist∫
Sn,m
∣∣f2ν,m(κ, ω)∣∣q dµ(ω)
=
∫
Sn,m
∣∣∣∣∣∣
∑
j,k
ω1jω
2
k
|ω2|
(
n∑
i=1
κiA
k
ij
)∣∣∣∣∣∣
q
dµ(ω)
= 22ν
∫
Σn−1
∫
Σm−1
∫ π
2
0
∣∣∣∣∣∣
∑
j,k
2(cosϑ)
1
2 η1j sinϑη
2
k
| sinϑη2|
(
n∑
i=1
κiA
k
ij
)∣∣∣∣∣∣
q
·(cosϑ)ν−1(sinϑ)m−1dϑdσm−1(η2)dσn−1(η1)
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= 22ν+q
∫
Σn−1
∫
Σm−1
∫ π
2
0
∣∣∣∣∣∣
∑
j,k
η1j η
2
k
(
n∑
i=1
κiA
k
ij
)∣∣∣∣∣∣
q
·(cosϑ)ν−1+ q2 (sinϑ)m−1dϑdσm−1(η2)dσn−1(η1)
= 22ν+q
∫
Σn−1
∫
Σm−1
∣∣∣∣∣∣
∑
j,k,i
κiA
k
ijη
1
j η
2
k
∣∣∣∣∣∣
q
dσm−1(η2)dσn−1(η1)
·
∫ π
2
0
(cosϑ)ν−1+
q
2 (sinϑ)m−1dϑ.
Es gilt wie auch schon im vorangegangenen Lemma mit Lemma A.3, dass∫ π
2
0
(cosϑ)ν−1+
q
2 (sinϑ)m−1dϑ =
1
2
B
(ν
2
+
q
4
,
m
2
)
.
Nun soll das Doppelintegral u¨ber die euklidischen Spha¨ren berechnet wer-
den. Sei zu η2 ∈ Σm−1, (0, η2) ∈ Hn,m die Matrix J(0,η2) wie in 2.2 (Seite
8). Dann gilt fu¨r alle i, j ∈ {1, . . . , n}:
< J(0,η2)Xi, Xj > = < [Xi, Xj ], (0, η
2) >
=
m∑
k=1
η2kA
k
ij ,
also (
JT(0,η2)
)
i,j
=
m∑
k=1
η2kA
k
ij .
Weiter ist∑
j,i
κiη
1
j
( m∑
k=1
η2kA
k
ij
)
=
∑
j,i
κi
(
JT(0,η2)
)
i,j
η1j =< κ, J
T
(0,η2)η
1 > .
Nach Bemerkung 2.3 ist J(0,η2) orthogonal, und damit ist dσn−1(η1) unter
J(0,η2) invariant. Es folgt∫
Σn−1
∫
Σm−1
∣∣∣∑
j,i
κiη
1
j
( m∑
k=1
η2kA
k
ij
)∣∣∣qdσm−1(η2)dσn−1(η1)
=
∫
Σn−1
∫
Σm−1
∣∣ < κ, JT(0,η2)η1 > ∣∣qdσm−1(η2)dσn−1(η1)
=
∫
Σm−1
∫
Σn−1
∣∣ < κ, JT(0,η2)η1 > ∣∣qdσn−1(η1)dσm−1(η2)
=
∫
Σm−1
∫
Σn−1
∣∣ < κ, η1 > ∣∣qdσn−1(η1)dσm−1(η2)
= |Σm−1|
∫
Σn−1
∣∣ < κ, η1 > ∣∣qdσn−1(η1)
= |Σm−1||Σn−2|B
(
q + 1
2
,
n− 1
2
)
,
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wobei der letzte Schritt mit der Formel (4.23) aus dem vorangegangenen
Lemma folgte. Insgesamt ist also∫
Sn,m
∣∣∣∑
j,k
ω1jω
2
k
|ω2|
( n∑
i=1
κiA
k
ij
)∣∣∣qdµ(ω)
= 22ν−1+q|Σm−1||Σn−2|B
(
q + 1
2
,
n− 1
2
)
B
(ν
2
+
q
4
,
m
2
)
.
Dies ist aber der gleiche Ausdruck wie (4.24) in Lemma 4.53, und somit
ist er auch durch CqD(ν,m, q) beschra¨nkt. 2
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Anhang A
Hier sollen einige weitestgehend wohlbekannte Resultate bereitgestellt wer-
den, die in dieser Arbeit benutzt wurden.
A.1 Die e-Funktion und die Folge
(
1 + xn
)n
Das folgende Ergebnis ist natu¨rlich wohlbekannt, allerdings in genau
dieser Form in der Literatur schwer zu finden. Fu¨r ein a¨hnliches Resultat
siehe z.B. [R].
Lemma A.1 Sei x ∈ R. Seien
fx : R>0 → R, y 7→
(
1 + xy
)y
= e
y log
(
1+x
y
)
,
gx : R>0 → R, y 7→
(
1 + xy
)y+x
= e
(y+x) log
(
1+x
y
)
.
Fu¨r y > 0 (im Fall x ≥ 0) und y > −x (im Fall x < 0) gilt:
fx(y) =
(
1 +
x
y
)y
≤ ex ≤
(
1 +
x
y
)y+x
= gx(y)
und limy→∞ fx(y), limy→∞ gx(y) existieren mit
lim
y→∞ fx(y) = e
x = lim
y→∞ gx(y).
Beweis: Fu¨r x = 0 ist dies sofort klar.
Sei nun x > 0. Dann gilt offenbar
(fx(y))
1
y = 1 +
x
y
<
∞∑
k=0
xk
ykk!
= e
x
y ,
also die linke Seite der Ungleichung. Da mit dem Hauptsatz der Differential-
und Integralrechnung und der Monotonie der Ableitung des Logarithmus
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gilt:
log
(
1 +
x
y
)
≥ 1
1 + xy
· x
y
=
x
y + x
,
folgt (
1 +
x
y
)
≥ e xy+x
und damit
gx(y) =
(
1 +
x
y
)y+x
≥ ex,
also die rechte Seite der Ungleichung. Außerdem gilt
f ′x(y) = fx(y)
(
log
(
1 +
x
y
)
+
y
1 + xy
·
(
− x
y2
))
= fx(y)
(
log
(
1 +
x
y
)
− x
y + x
)
≥ 0,
also ist fx monoton steigend. Damit existiert limy→∞ fx(y) fu¨r alle x und
lim
y→∞ fx(y) ≤ e
x.
Fu¨r gx gilt:
g′x(y) = gx(y)
(
log
(
1 +
x
y
)
+
y + x
1 + xy
·
(
− x
y2
))
= gx(y)
(
log
(
1 +
x
y
)
− x
y
)
,
und da
1 +
x
y
≤ exy ,
folgt mit der Monotonie des Logarithmus
log
(
1 +
x
y
)
≤ x
y
,
und damit dann
g′x(y) ≤ 0.
Also ist gx monoton fallend und beschra¨nkt und damit auch konvergent.
Da gx(y) ≥ ex fu¨r alle y ≥ 0 gilt, ist dann
lim
y→∞ gx(y) ≥ e
x.
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Da weiterhin
gx(y)
fx(y)
=
(
1 + xy
)y+x(
1 + xy
)y = (1 + xy
)x
und damit
lim
y→∞
gx(y)
fx(y)
= 1,
folgt somit fu¨r x ≥ 0
lim
y→∞ fx(y) = e
x = lim
y→∞ gx(y).
Fu¨r y > −x, x < 0 folgt sofort durch Invertieren der obigen Ungleichungs-
kette und mit y˜ := y + x > 0:(
1 +
−x
y˜
)−y˜
≥ ex ≥
(
1 +
−x
y˜
)−(y˜−x)
,
und da
1 +
−x
y˜
=
y˜ − x
y˜
=
y
y + x
=
(
y + x
y
)−1
=
(
1 +
x
y
)−1
,
(
1 +
−x
y˜
)−y˜
=
(
1 +
x
y
)y+x
,
(
1 +
−x
y˜
)−(y˜−x)
=
(
1 +
x
y
)y
,
ist dies a¨quivalent zu(
1 +
x
y
)y+x
≥ ex ≥
(
1 +
x
y
)y
fu¨r y > −x, und natu¨rlich gilt auch in diesem Fall
lim
y→∞ fx(y) = e
x = lim
y→∞ gx(y).
2
A.2 Einige nu¨tzliche Integrale
Lemma A.2 Seien α, β ∈ R mit α > −1, α− β < 0. Dann gilt:∫ ∞
0
(sinhλ)α(coshλ)−βdλ =
1
2
B
(
α+ 1
2
,
β − α
2
)
.
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Lemma A.3 Es gilt fu¨r α, β ∈ R>−1:∫ π
2
0
(cosϑ)α(sinϑ)βdϑ =
1
2
B
(
α+ 1
2
,
β + 1
2
)
.
Lemma A.4 Es gilt fu¨r alle α, β ∈ R mit α > −1, β − α > 1 und x ≥ 0:∫ ∞
0
tα
(1 + tx)β
dt =
1
xα+1
B (α+ 1, β − α− 1) .
Beweis: (Der Lemmata A.2, A.3 und A.4). Die Formeln finden sich in [Ba],
Abschnitt 1.5.1, Formeln 12, 19 und 23. 2
A.3 Die Hyperbelfunktionen
Lemma A.5 Es gilt fu¨r alle λ, ϑ ∈ R:
(i) : cosh(λ+ iϑ) = cosϑ coshλ+ i sinϑ sinhλ,
(ii) : sinh(λ+ iϑ) = cosϑ sinhλ+ i sinϑ coshλ,
(iii) : | cosh(λ+ iϑ)| ≤ coshλ,
(iv) : | sinh(λ+ iϑ)| ≤ coshλ.
(v) : Es existiert ein C > 0 so, dass fu¨r alle λ, ϑ ∈ R gilt:∣∣∣∣sinh(λ+ iϑ)λ+ iϑ
∣∣∣∣ ≤ C coshλ.
Beweis: (i) und (ii) sind klar. Seien λ, ϑ ∈ R. Dann gilt:
zu (iii):
| cosh(λ+ iϑ)| = | cosϑ coshλ+ i sinϑ sinhλ|
=
(
(cosϑ coshλ)2 + (sinϑ sinhλ)2
) 1
2
≤ ((cosϑ coshλ)2 + (sinϑ coshλ)2) 12
= coshλ.
zu (iv):
| sinh(λ+ iϑ)| = | cosϑ sinhλ+ i sinϑ coshλ|
=
(
(cosϑ sinhλ)2 + (sinϑ coshλ)2
) 1
2
≤ ((cosϑ coshλ)2 + (sinϑ coshλ)2) 12
= coshλ.
118
zu (v): Falls |λ+ iϑ| ≥ 1, so gilt∣∣∣∣sinh(λ+ iϑ)λ+ iϑ
∣∣∣∣ ≤ | sinh(λ+ iϑ)| ≤ coshλ.
Ferner ist die Abbildung f : C \ {0}, z 7→ (sinh(z))/z holomorph, so dass
f auf {λ + iϑ| |λ + iϑ| ≤ 1} durch ein C > 0 beschra¨nkt ist und somit
auch hier |(sinh(λ+ iϑ))/(λ+ iϑ)| ≤ C ≤ C coshλ gilt. 2
A.4 Trinomische Formel
Lemma A.6 Seien a, b, c ∈ C, n ∈ N. Dann gilt:
(a+ b+ c)n =
∑
k+s+l=n
Γ(n+ 1)
Γ(k + 1)Γ(s+ 1)Γ(l + 1)
akbscl.
Beweis: Ist trivial. 2
A.5 Gaußsches Fehlerintegral
Lemma A.7 Sei z ∈ C mit Rez > 0, l ∈ R>−1. Dann gilt:∫ ∞
0
e−r
2zrldr =
1
2
z−(
l+1
2 )Γ
(
l + 1
2
)
.
Beweis: Fu¨r z ∈ R, z > 0 gilt die Formel trivialerweise. Fu¨r nichtreelles z
mit Rez > 0 folgt die Gleichheit u¨ber den Identita¨tssatz, da beide Seiten
der Gleichung eine holomorphe Funktion auf der Halbebene {z′| Rez′ > 0}
definieren. 2
A.6 Die Stirlingsche Formel
Die im folgenden Lemma bewiesenen Abscha¨tzungen u¨ber die Gamma-
und Betafunktion sind natu¨rlich auch wohlbekannt, jedoch zum Teil schwer
in der Literatur zu finden.
Lemma A.8 (i): limx→∞ Γ(x)x−(x−
1
2
)ex =
√
2π.
(ii): Es existieren Konstanten C1, C2 > 0 so, dass fu¨r alle x ≥ 1/2
C1x
x− 1
2 e−x ≤ Γ(x) ≤ C2xx− 12 e−x.
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(iii): Es existieren Konstanten C3, C4 > 0 so, dass fu¨r alle x ≥ 1/2, ε ∈ [0, 1]
C3x
εΓ(x) ≤ Γ (x+ ε) ≤ C4xεΓ(x).
(iv): Es existiert eine Konstante C so, dass fu¨r alle x, y ≥ 1/2
B(x, y) ≤ Cxx− 12 yy− 12 (x+ y)−x−y+ 12
und fu¨r alle x, y ≥ 1
B
(x
2
,
y
2
)
≤ Cxx2− 12 y y2− 12 (x+ y)−x2− y2+ 12 .
(v): Es existieren Konstanten C5, C6 so, dass fu¨r alle x, y ≥ 1/2, ε ∈ [0, 1]
C5
(
y
x+ y
)ε
B(x, y) ≤ B(x, y + ε) ≤ C6
(
y
x+ y
)ε
B(x, y)
Beweis: Fu¨r den Beweis von (i) siehe [F-L]. (ii) folgt dann trivialerweise, da
der Quotient in (i) sowohl nach oben als auch nach unten durch positive
Zahlen C1, C2 beschra¨nkt ist.
Zu (iii): Sei x ≥ 1/2 und ε ∈ [0, 1]. Dann ist mit (ii) und mit Lemma A.1
Γ (x+ ε) ≤ C2 (x+ ε)x+ε−
1
2 e−x−ε
=
C2
C1
(
x+ ε
x
)x+ε− 1
2
e−εxεC1xx−
1
2 e−x
≤ C2
C1
(
1 +
ε
x
)x+ 1
2
e−εxεΓ(x)
≤ C2
C1
eε
(
1 +
ε
x
) 1
2
e−εxεΓ(x)
≤ C2
C1
3
1
2xεΓ(x)
= C4x
εΓ(x)
mit C4 :=
C2
C1
3
1
2 . Weiter ist
Γ (x+ ε) ≥ C1 (x+ ε)x+ε−
1
2 e−x−ε
=
C1
C2
(
x+ ε
x
)x+ε− 1
2
e−εxεC2xx−
1
2 e−x
≥ C1
C2
(
1 +
ε
x
)x+ε− 1
2
e−εxεΓ(x)
≥ C1
C2
eε
(
1 +
ε
x
)− 1
2
e−εxεΓ(x)
≥ C1
C2
3−
1
2xεΓ(x)
= C3x
εΓ(x)
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mit C3 :=
C1
C2
3−
1
2 .
Zu (iv): Der Beweis erfolgt durch einfaches Anwenden von Teil (ii).
Zu (v): Der Beweis folgt sofort mit (iii). 2
A.7 Eine Abscha¨tzung des Sinus
Ich mo¨chte an dieser Stelle Herrn Prof. Dr. H. Ko¨nig fu¨r den Hinweis auf
das nachfolgende Lemma danken.
Lemma A.9 Fu¨r alle t ∈ [0, π/2] gilt
sin t ≥ te− t
2
5 .
Beweis: Die Potenzreihenentwicklung von sin t lautet
sin t =
∞∑
n=0
(−1)n
(2n+ 1)!
t2n+1.
Entwickelt man auch e−t2/5 mit der Taylorreihe um 0, so ergibt sich
te−
t2
5 = t
∞∑
n=0
1
n!
(
− t
2
5
)n
=
∞∑
n=0
(−1)n
n!5n
t2n+1.
Es reicht also zu zeigen, dass fu¨r alle t ∈ [0, π/2] gilt:
0 ≤
∞∑
n=1
(
1
(2n+ 1)!
− 1
n!5n
)
(−1)nt2n+1.
Sei fu¨r n ∈ N0
an :=
1
(2n+ 1)!
− 1
n!5n
.
Da t > 0 ist, reicht es also zu zeigen, dass fu¨r alle t ∈ [0, π/2], n ∈ N, n
ungerade gilt:
an − t2an+1 ≤ 0.
Fu¨r n = 2 gilt a2 =
1
5! − 150 ≤ 0, und falls an ≤ 0 fu¨r ein n ≥ 2, so folgt
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fu¨r n+ 1:
an+1 =
1
(2n+ 3)!
− 1
(n+ 1)!5n+1
=
1
(2n+ 3)(2n+ 2)(2n+ 1)!
− 1
(n+ 1)n!5 · 5n
≤ 1
(2n+ 3)(2n+ 2)
(
1
(2n+ 1)!
− 1
n!5n
)
≤ 0.
Damit reicht es sogar nur zu zeigen, dass fu¨r alle n ∈ N, n ungerade
an − π
2
4
an+1 ≤ 0. (A.1)
Fu¨r n = 1 gilt:
a1− π
2
4
a2 =
1
3!
− 1
5
− π
2
4
(
1
5!
− 1
50
)
= − 1
30
+
7π2
2400
≤ − 80
2400
+
70
2400
< 0,
da π2 < 10. Jetzt soll also die Ungleichung (A.1) fu¨r n ∈ N≥3, n ungerade
gezeigt werden. Dafu¨r soll erst per Induktion gezeigt werden, dass fu¨r alle
n ∈ N≥3, n ungerade gilt:
2(n+ 1)!5n ≤ (2n+ 1)(2n+ 1)!. (A.2)
Fu¨r n = 3 ist
2(n+1)!5n = 2 ·4! ·53 = 250 ·4! ≤ 7 ·7 ·6 ·5 ·4! = 7 ·7! = (2n+1)(2n+1)!.
Gilt (A.2) fu¨r ein n ∈ N≥3, n ungerade, so folgt fu¨r n+ 2:
2((n+ 2) + 1)!5n+2 = 2(n+ 3)(n+ 2)(n+ 1)!25 · 5n
≤ 25(n+ 3)(n+ 2)(2n+ 1)(2n+ 1)!
≤ (2n+ 5)2(2n+ 4)(2n+ 3)(2n+ 2)(2n+ 1)!
= (2n+ 5)(2n+ 5)!
= (2(n+ 2) + 1)(2(n+ 2) + 1)!.
Damit soll nun (A.1) fu¨r alle n ∈ N≥3, n ungerade bewiesen werden. Es
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gilt
an − π
2
4
an+1
=
1
(2n+ 1)!
− 1
n!5n
− π
2
4
(
1
(2n+ 3)!
− 1
(n+ 1)!5n+1
)
≤ 1
(2n+ 1)!
− 1
n!5n
+
π2
4
1
5(n+ 1)!5n
≤ 1
(2n+ 1)!
− 1
n!5n
+
1
2(n+ 1)!5n
=
1
2(n+ 1)!5n
(
2(n+ 1)!5n
(2n+ 1)!
− 2(n+ 1) + 1
)
=
1
2(n+ 1)!5n
(
2(n+ 1)!5n
(2n+ 1)!
− (2n+ 1)
)
=
1
2(n+ 1)!5n(2n+ 1)!
(2(n+ 1)!5n − (2n+ 1)(2n+ 1)!)
≤ 0
nach Ungleichung (A.2). 2
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