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Resumen: En este artı´culo se ilustra la importancia de la seleccio´n de variables independientes para
modelos neuronales destinados a la prediccio´n de la demanda en un centro de atencio´n telefo´nica. Los
modelos tienen como objetivo ayudar en la planiﬁcacio´n semanal del personal del centro, tarea que se
realiza con 14 dı´as de antelacio´n.
Los modelos requeridos pueden hacer uso de gran cantidad de variables independientes. Sin embargo,
el nu´mero de casos que pueden ser usados para obtener los para´metros del modelo es escaso debido a
los cambios socio-econo´micos. Esto plantea la necesidad de seleccionar cuidadosamente las variables
independientes y utilizar el menor nu´mero posible de ellas, de otro modo la generalizacio´n del modelo
se degradarı´a.
Para resolver el problema se utiliza un me´todo mixto que permite trabajar con un alto nu´mero de
variables candidatas, en una primera fase, y seleccionar ma´s cuidadosamente un nu´mero menor de
variables en una segunda fase. Los resultados obtenidos por los modelos resultantes de aplicar el me´todo
propuesto y sus variantes son analizados utilizando datos reales de un centro de atencio´n telefo´nica. Los
resultados de la comparacio´n muestran que la correcta seleccio´n de variables independientes es vital
para este tipo de aplicacio´n. Copyright c© 2009 CEA.
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1. INTRODUCCI ´ON
Los centros de atencio´n telefo´nica (CAT) han experimentado un
gran auge en la u´ltima de´cada como consecuencia de factores
tecnolo´gicos y econo´micos. Son muchas las empresas que
utilizan este tipo de centros para vender sus servicios o para
obtener informacio´n de sus clientes.
La capacidad de atencio´n de un centro depende fundamental-
mente de la cantidad de personas que atienden las llamadas.
La calidad del servicio es un aspecto importante que suele
medirse considerando la cantidad de llamadas perdidas. Dado
que los costes de personal son altos, la calidad del servicio se
contrapone a la obtencio´n de beneﬁcios (Pinedo et al., 1999).
La planiﬁcacio´n del personal (esta´tica y dina´mica) es un medio
para llegar a un compromiso entre costes y servicio. El me´todo
ma´s usado consiste en simular el comportamiento dina´mico del
CAT mediante la teorı´a de colas (Koole y Mandelbaum, 2002).
El nu´mero de llamadas cada hora constituye la carga del CAT y
es la variable ma´s importante para determinar el nu´mero de ope-
radores necesarios para proporcionar una determinada calidad
de servicio. En la mayorı´a de los casos la prediccio´n se realiza
de forma no automa´tica, por lo que existe una dependencia del
concurso de un experto humano. Las te´cnicas de prediccio´n
de secuencias temporales pueden aplicarse en este contexto y
cabrı´a esperar una mejora de resultados. Sin embargo existen
pocos informes en la literatura acerca de aplicaciones reales
de estas te´cnicas para CAT. Por ejemplo, en (Sze, 1984) se
utilizan me´todos cla´sicos simples, en (Andrews y Cunningham,
1995) se proponen modelos ARIMA y en (Jongbloed y Koole,
2001; Antipov y Meade, 2002; Avramidis et al., 2004) me´todos
estadı´sticos para modelar la tasa de llegada de llamadas.
En este artı´culo se propone el uso de modelos realizados por
redes de neuronas artiﬁciales. Este tipo de modelos ha sido usa-
do frecuentemente para la prediccio´n de secuencias temporales,
pudiendo citarse desde aplicaciones tempranas (Werbos, 1988)
hasta libros de texto recientes (Bishop, 2006). El problema que
surge al aplicar estos modelos es el de la generalizacio´n de
las predicciones. Este problema se ve agravado por el hecho
de que la secuencia a predecir cambia debido a factores socio-
econo´micos. Por ello el nu´mero de observaciones relevantes de
la secuencia se restringe al subconjunto formado por las ma´s
recientes. Esto quiere decir que se tienen pocos datos para el
entrenamiento de la red y por tanto es necesario seleccionar
cuidadosamente las variables independientes que constituyen
el vector de entrada de la red de neuronas. Este problema es el
que motiva el presente trabajo.
En primer lugar se va a plantear de una forma ma´s detallada
el problema de prediccio´n en el CAT, indicando los aspec-
tos ma´s relevantes de la secuencia temporal que ha servido
para obtener los resultados en este estudio. Posteriormente se
mostrara´ el tipo de modelo utilizado y el me´todo propuesto
para la seleccio´n de variables independientes. Finalmente, los
resultados obtenidos por distintos me´todos sera´n comparados
lo cual dara´ lugar a las conclusiones del trabajo.
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Figura 1. Diagrama simpliﬁcado de un CAT mostrando el ﬂujo
de llamadas.
2. LA PREDICCI ´ON EN EL CAT
La ﬁgura 1 muestra el diagrama simpliﬁcado de un CAT, in-
dicando mediante ﬂechas el ﬂujo de llamadas. El recta´ngulo
en la parte central simboliza la cola de llamadas, formada por
los clientes que esperan a ser antendidos. Los cuadrados sim-
bolizan los operadores que atienden las llamadas, saca´ndolas
de la cola. Las llamadas recibidas en el CAT son transferidas a
un operador u otro dependiendo de ciertas variables: idioma,
a´rea de donde proviene, tipo de informacio´n requerida, etc.
Te´ngase en cuenta que el diagrama mostrado en la ﬁgura 1 ha
sido simpliﬁcado pues las llamadas puede ser transferidas de
un operador a otro hasta ﬁnalmente ser atendidas. Durante el
proceso puede ocurrir que la llamada se pierda debido a:
1. Espera excesiva. El cliente cuelga por impaciencia. Este
tipo de situaciones afecta negativamente y es lo que se
intenta evitar mediante una planiﬁcacio´n de operadores
adecuada.
2. Saturacio´n. Las lı´neas del CAT no permiten nuevas lla-
madas. En este caso el problema no es de la planiﬁcacio´n
de operadores sino de disen˜o del CAT, por lo que cae fuera
del a´mbito de este estudio.
3. Problemas te´cnicos. Al igual que en el caso ante-
rior esta situacio´n no depende del nu´mero de operadores
disponibles y por tanto no se tiene en cuenta.
Es fa´cil de entender que la calidad del servicio desde el punto
de vista del cliente depende de la cualiﬁcacio´n profesional del
operador que presta el servicio y del nu´mero de operadores
disponibles. La preparacio´n del operador es un asunto que no
concierne para este estudio por lo que se dejara´ a un lado. Por
otra parte, el nu´mero de operadores esta´ ren˜ido con el beneﬁcio
del CAT pues a mayor nu´mero de operadores mayor gasto. La
direccio´n del CAT debe llegar a una solucio´n de compromiso
entre tener muchos operarios (con el peligro de que a ciertas
horas este´n ociosos) o tener demasiado pocos con lo que los
tiempos de espera aumentara´n y con ello la insatisfaccio´n de
los clientes. Queda claro pues que conviene adecuar la oferta
de operadores a la demanda y para ello es vital tener una buena
previsio´n del nu´mero de llamadas.
El nu´mero de llamadas entrantes se denomina carga o volumen
horario y se va a denotar como x, por tanto x(k) es el nu´mero de
llamadas recibidas en la hora k. Esta variable es la ma´s impor-
tante para determinar el nu´mero de operadores necesarios para
proporcionar una determinada calidad de servicio (ve´ase Gans
et al. (2003) donde se presenta una introduccio´n al problema de
la operacio´n de los CAT). La forma ma´s extendida de atacar el
problema de prediccio´n consiste en modelar la tasa de llamadas
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Figura 2. Estructura de la red de neuronas artiﬁciales utilizada.
diaria mediante un proceso estadı´stico. Esta tasa junto a un
modelo de la cola permite simular el comportamiento dina´mico
del CAT. La simulacio´n permite luego determinar polı´ticas de
gestio´n de operadores.
Las te´cnicas de prediccio´n de secuencias temporales pueden
aplicarse en este contexto y cabrı´a esperar una mejora de
resultados. Sin embargo existen pocos informes en la literatura
acerca de aplicaciones reales de estas te´cnicas para CAT. Por
ejemplo, en (Sze, 1984) se utilizan me´todos cla´sicos simples, en
(Andrews y Cunningham, 1995) se proponen modelos ARIMA
en (Shen y Huang, 2008) se combina la descomposicio´n en
valores singulares con un modelo ARIMA.
En este trabajo se propone el uso de redes de neuronas y se
ataca el problema de determinar la estructura ma´s adecuada.
En este contexto resulta que el paso crı´tico consiste en decidir
que´ variables se van a usar como parte del vector de entrada
de la red de neuronas. Se propone un algoritmo de seleccio´n
en dos pasos que ha sido especialmente pensado para este tipo
de aplicacio´n. A continuacio´n se muestra la forma en que los
modelos de redes de neuronas artiﬁciales han sido usados para
la prediccio´n del nu´mero de llamadas entrantes en el CAT.
2.1 Modelo neuronal
Los modelos usados son realizados por redes de neuronas arti-
ﬁciales con la estructura mostrada en el diagrama de la ﬁgura 2.
La salida de la red sera´ la prediccio´n de la carga, obtenida como
xˆ(t) = R(u), siendo u el vector de entrada que contiene las
variables independientes del modelo y siendo R() una funcio´n
continua y derivable realizada por la red de neuronas artiﬁ-
ciales. Se utilizan redes esta´ticas (acı´clicas) de una sola capa
por lo que la aplicacio´n de u en xˆ es esta´tica. Como es sabido
las redes de neuronas artiﬁciales pueden describirse como suma
truncada de funciones base (Valverde y Gachet, 2007). La uti-
lizacio´n de unas bases u otras carece de importancia siempre
y cuando la suma resultante posea suﬁciente ﬂexibilidad para
acomodar las observaciones. En este caso se han utilizado bases
del tipo f(.) = 1
1+e−.
por lo que las redes resultantes son del
tipo perceptro´n.
El nu´mero de capas ocultas de la red se ha limitado a uno pues
con eso basta para garantizar la propiedad de aproximacio´n
universal. De este modo el u´nico para´metro estructural es
el nu´mero de nodos en la capa oculta nn, el cual deﬁne la
ﬂexibilidad de la red. Los valores de los vectores de pesos
pi para cada nodo i ∈ 1, 2, · · · , nn se obtendra´ mediante el
apropiado entrenamiento usando valores pasados conocidos de
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la carga. Una vez realizado el entrenamiento la prediccio´n se
calculara´ mediante la expresio´n xˆ(t) = ps · o(u(t)), siendo u,
el vector de entrada, o el vector formado por las salidas de los
nodos ocultos y ps el vector de pesos del nodo de salida. Por su
parte, la salida de cada nodo oculto se calcula mediante:
oi(u) = f(pi · u) + p
0
i (1)
para i ∈ 1, 2, · · · , nn y siendo o0 = 1 un valor ﬁjo para permitir
a la red acomodar valores de continua.
Es vital tener en cuenta que el nu´mero de para´metros ajustables
de la red es np = (nu +1) ·nn +nn +1, siendo nu = dim(u)
la dimensio´n del vector de entrada y nn el nu´mero de nodos
en la capa oculta. Conviene que np sea mucho menor que el
nu´mero de observaciones disponibles para el entrenamiento
de la red NE = card(E). Por lo tanto existe un lı´mite al
nu´mero de para´metros de otro modo se corre el riesgo de perder
la capacidad de generalizacio´n (Bishop, 2006). Ese lı´mite se
ve trasladado al nu´mero de nodos de la capa oculta y a la
dimensio´n del vector de entrada.
Sin embargo NE es posiblemente un nu´mero no muy alto de-
bido a que los cambios socio-econo´micos afectan a la secuencia
{x(k)}, reduciendo el horizonte de observaciones relevantes.
En el caso de la aplicacio´n al CAT el conjunto H se ha limitado
a un an˜o y medio pues los datos ma´s antiguos resultan obsole-
tos. De este modo NE resulta valer 365 ·1,5 ·24/2 = 6570. Este
hecho conlleva que sea necesaria una seleccio´n del nu´mero de
variables que conforman el vector de entrada u y del nu´mero
de nodos en la capa oculta nn. Dicha seleccio´n constituye el
principal objetivo del presente trabajo.
Otra consecuencia importante es que el proceso de construccio´n
de modelos ha de repetirse perio´dicamente para ası´ actualizar
las predicciones a los citados cambios socio-econo´micos.
2.2 Caracterı´sticas de la carga
Se dispone de unos archivos histo´ricos que proporcionan el
valor de la carga durante varios an˜os, siendo k = 1 la hora
de la primera anotacio´n del archivo histo´rico y k = N la
hora de la u´ltima o ma´s reciente. Por tanto, la secuencia de
datos es {x(k)}, con k = 1, · · · , N . Ha de tenerse en cuenta
sin embargo que, debido a los cambios socio-econo´micos,
solamente los valores ma´s recientes de {x(k)} tienen relevancia
para el modelado.
Es importante tomar en consideracio´n las caracterı´sticas del
problema a ﬁn de proporcionar la solucio´n ma´s adecuada. En
primer lugar conviene aclarar que el objetivo sera´ predecir el
nu´mero de llamadas entrantes en el CAT cada hora x(k). Esta
prediccio´n ha de hacerse con cierta antelacio´n, de forma que
se pueda generar la planiﬁcacio´n de personal que ma´s interese
teniendo en cuenta el dilema calidad/precio. El avance en la
prediccio´n ha de ser de al menos una semana. Esto quiere decir
que si el dı´a D en que se calcula la prediccio´n es un lunes en-
tonces ha de generarse la previsio´n para el siguiente lunes D+7,
para el martes D + 7 y ası´ sucesivamente hasta el domingo
de la siguiente semana D + 13. Para simpliﬁcar el problema
es mejor considerar simplemente el ma´ximo horizonte. En este
caso se ha tomado un horizonte de 14 dı´as. Por tanto el objetivo
es producir xˆ(D + 14 · 24 + h) para h = 1, · · · , 24.
Conviene representar gra´ﬁcamente los valores de la carga x(k)
para poner de maniﬁesto sus caracterı´sticas, algunas de las
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Figura 3. Nu´mero de llamadas entrantes por hora en un CAT
(normalizado) durante una semana.
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Figura 4. Periodograma de x(t) donde se observan las compo-
nentes diaria y semanal de la periodicidad.
cuales servira´n de guı´a durante el proceso de obtencio´n de
modelos. En la Fig. 3 se muestra la carga horaria observada en
una semana. Puede verse la periodicidad de la carga consistente
en ciclos de 24 horas englobados dentro de ciclos de siete dı´as.
Esta misma periodicidad se observa en el periodograma de la
Fig. 4. Finalmente, la gra´ﬁca de la Fig. 5 muestra la carga
media calculada de forma separada para cada dı´a de la semana.
El perﬁl horario de lunes, sa´bados y domingos se distingue
claramente del perﬁl del resto de dı´as.
La carga de un tipo de dı´a particular, los lunes por ejemplo,
tiene un perﬁl caracterı´stico, sin embargo conviene observar
que ese perﬁl tiene variaciones de una semana a otra. La media
y la desviacio´n tı´pica de la carga dentro de un mismo tipo de
dı´a tienen mucha importancia para caracterizar la secuencia de
datos. En la parte inferior de la Fig. 5 se muestra con lı´nea
continua la media. Por encima y debajo se ha dibujado con
lı´nea de puntos la media ma´s y menos la desviacio´n tı´pica
respectivamente. Puede verse que la desviacio´n tı´pica es mayor
en las horas centrales del dı´a.
Como es habitual el conjunto de datos histo´ricos H ha sido
dividido en dos subconjuntos disjuntos de igual nu´mero de ob-
servaciones, tal que H = E
⋃
P mediante muestreo aleatorio.
Una parte forma el conjunto de entrenamiento E que sera´ usado
para el entrenamiento de las redes de neuronas y la otra el
conjunto de prueba P que sera´ usado para comparar modelos
con distintos vectores de entrada.
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Figura 5. Parte superior: carga horaria media para cada dı´a de
la semana. Cada curva se ha obtenido tomando la media
de valores (normalizados) de carga horaria usando datos
del mismo tipo de dı´a. Parte inferior: La lı´nea continua
representa la carga horaria media tomada los lunes. Las
curvas superior e inferior corresponden a la media ma´s y
menos la desviacio´n tı´pica para cada hora.
3. SELECCI ´ON DE VARIABLES
Como es sabido, las redes de neuronas artiﬁciales permiten
obtener modelos a la medida de los datos disponibles. Los mo-
delos contienen para´metros que son ajustados para minimizar
el error de prediccio´n. Dichos para´metros carecen (en general)
de signiﬁcado en relacio´n a las variables del problema y son
meros artefactos necesarios para ajustar la salida proporcionada
por la red. Por este motivo se les suele llamar modelos de caja
negra Ljung (1987). El ajuste de para´metros (tambie´n llamado
entrenamiento de la red) se realiza mediante te´cnicas de op-
timizacio´n, la mayorı´a de las cuales se basan en el gradien-
te local de la superﬁcie de error respecto de los para´metros
ajustables. Para poder proceder con el entrenamiento es preciso
haber deﬁnido previamente la estructura neuronal: nu´mero de
capas, de nodos y funciones base. Son muchas las estructuras
que gozan de la propiedad de ser aproximadores universales,
por lo que ese problema tiene menos intere´s. Otro paso previo
antes del entrenamiento es decidir las componentes del vector
u o vector de entrada. A este problema se le llama seleccio´n de
variables y de e´l se ocupa este trabajo.
La importancia de la seleccio´n de variables es clara: por un
lado si se usan ma´s variables que las necesarias el modelo
resultara´ demasiado ﬂexible por lo que se ajustara´ a las particu-
laridades de los datos usados para derivarlo para ası´ disminuir
el error en E. Como consecuencia la generalizacio´n sera´ pobre.
Por otro, si se olvidan variables importantes el modelo no po-
dra´ distinguir algunos casos como diferentes y las predicciones
sera´n igualmente inadecuadas. La eleccio´n o´ptima debiera ser
la que permita disminuir al ma´ximo el error de gerenalizacio´n,
o sea el error durante el uso ﬁnal del modelo. Sin embargo
este error no es conocido por lo que a lo sumo puede estimarse
usando datos histo´ricos.
En el caso de los modelos neuronales la seleccio´n de variables
se ve complicada con otros factores como son, la seleccio´n
del nu´mero de nodos de la capa oculta y las caracterı´sticas
del entrenamiento (algoritmo, nu´mero de iteraciones), uso de
factores de penalizacio´n, etc. El me´todo propuesto tiene en
cuenta todos estos factores, pero antes de presentarlo conviene
en primer lugar hacer un repaso del estado del arte.
3.1 Estado del arte
La seleccio´n de variables para ser usadas como entrada en mo-
delos dina´micos ha sido objeto de estudio desde hace tiempo.
Los primeros trabajos aparecieron con la popularizacio´n de los
modelos de caja negra al estilo Box-Jenkins. Tras los trabajos
sobre modelos lineales de Akaike (Akaike, 1974), ha sido la
literatura sobre sistemas cao´ticos (Sauer et al., 1991) la que
ha proporcionado me´todos que permiten realizar la bu´squeda
de la mejor combinacio´n de variables para formar el vector
de entrada en modelos no lineales. Posteriormente han surgido
variaciones en el campo neuronal, de aprendizaje automa´tico
y para los sistemas borrosos (Dı´ez et al., 2004). En todos los
casos los me´todos pueden dividirse en dos grupos: los que
necesitan construir el modelo para evaluar la validez del vector
de variables de entrada y los que no requieren tal cosa. En el
primer grupo se tienen las te´cnicas basadas en modelos locales
(Kuo y Mallick, 1994; Piras y Germond, 1998; Yu et al., 2000),
en penalizacio´n de complejidad con regularizadores (Akaike,
1974; Moody, 1992; Murata et al., 1994) mediante la longi-
tud descriptora mı´nima (Rissanen, 1986; Judd y Mees, 1995),
riesgo estructural mı´nimo (Vapnik, 1992) y usando la me´trica
de los datos (Schuurmans, 1997). Las te´cnicas ma´s apropiadas
para aprendizaje automa´tico se basan en la reutilizacio´n de
datos (Efron y Tibshirani, 1993), como la validacio´n cruzada
de multiplicidad k (Weiss y Kulikowski, 1991; Kohavi, 1995).
Como variantes de este tipo de me´todos cabe citar aquellos que
evitan la exploracio´n de todo el espacio de las combinaciones
de las variables candidatas, como la inclusio´n progresiva o el
borrado selectivo (Goutte, 1997; Miller, 1990; LeCun et al.,
1990; Reed, 1993; Levin y Leen, 1993).
En el segundo grupo de me´todos destacan los que se basan
en conceptos de topologı´a para obtener la dimensio´n donde la
dina´mica esta´ inmersa, bien para secuencias auto´nomas (Sauer
et al., 1991; Buzug y Pﬁster, 1992; Kennel et al., 1992) o sis-
temas con entradas (Rhodes y Morari, 1998; Cao et al., 1998).
La estimacio´n de funciones de densidad ha sido usada en (Pi
y Peterson, 1994; Poncet y Moschytz, 1996). Otros conceptos
como la informacio´n mutua (Fraser y Swinney, 1986; Bonn-
lander, 1996) y el ana´lisis de componentes principales (Back y
Cichocki, 1999) tambie´n pertenecen a este grupo.
3.2 Me´todo propuesto
El me´todo se basa en (Yuan y Fine, 1998) que propone la apli-
cacio´n de un ﬁltro para reducir el nu´mero de variables candi-
datas seguido de un procedimiento de bu´squeda subo´ptima. La
primera etapa del algoritmo permite clasiﬁcar un gran nu´mero
de variables candidatas con una carga de ca´lculo moderada.
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Las variables mejor clasiﬁcadas pasan a la segunda fase en la
cual las combinaciones que forman son caliﬁcadas de acuerdo
a la bondad de los modelos que proporcionan (Kohavi y John,
1997).
En la primera criba del me´todo se usa un ı´ndice de diferencia
cuadra´tica (IDC) que proporciona un valor que es menor cuanto
mayor es la relacio´n de la variable candidata con la variable
dependiente. La seleccio´n se realiza creando previamente con-
juntos de variables muy correladas entre sı´. De cada grupo se
seleccionan las que proporcionan un valor ma´s bajo del ı´ndice,
de este modo se consigue una seleccio´n formado por las m
mejores candidatas de acuerdo al ı´ndice y se eliminan variables
muy relacionadas entre sı´.
El IDC se calcula como la suma de las diferencias cuadra´ticas
entre valores sucesivos de la variable dependiente x(t) cuan-
do la variable independiente candidata ha sido ordenada. Para
aclarar esta idea conviene considerar el conjunto de variables
candidatas {zv}v=Vv=1 . Es importante que todas las variables
hayan sido escaladas de forma que se elimine la media y la
tendencia de primer orden. Para una variable cualquiera del
conjunto, como zv , es posible ordenar las parejas (zv(t), x(t))
de forma que la secuencia resultante de parejas (zv(ti), x(ti))
cumpla que zv(ti) ≤ zv(ti+1) para todo i = 1, · · · , N . En-
tonces se deﬁne el IDC como
Iv =
1
N − 1
N−1∑
i=1
(x(ti)− x(ti+1))
2 (2)
Las variables con menores valores de IDC son aque´llas que
tienen una relacio´n ma´s estrecha con la variable dependiente
x(t). Es fa´cil ver que el IDC es una extensio´n al caso no lineal
de la idea de correlacio´n entre variables. De cada grupo de
variables se escogen aquellas con menor valor de I. De este
modo se reduce el nu´mero de variables candidatas de V a
m < V .
Posteriormente serı´a posible evaluar las 2m combinaciones
de variables preseleccionadas. Esta tarea puede conllevar una
carga de ca´lculo prohibitiva pues para cada combinacio´n es
preciso evaluar los modelos a que da lugar y ello implica la
construccio´n de cientos de modelos reutilizando los datos como
se vera´ ma´s adelante. Por ello se propone usar un algoritmo
subo´ptimo que emplea un criterio de bu´squeda. Este tipo de
algoritmos se puede presentar en la versio´n aditiva (se van
an˜adiendo variables una a una) o substractiva (se eliminan
variables una a una). En ambos casos se usa un criterio para
juzgar cual variable conviene an˜adir o eliminar. El criterio suele
ser una estimacio´n del error de generalizacio´n (Judge et al.,
1985).
El problema de esta te´cnica se presenta en decidir cua´ndo
ﬁnalizar el proceso de an˜adir o retirar variables. Ha de tenerse
en cuenta que la estimacio´n del error de generalizacio´n no
es perfecta y por tanto puede estar sesgada hacia modelos
ma´s complejos de lo necesario. Una posibilidad para paliar
este problema consiste en introducir una variable candidata
falsa creada artiﬁcialmente para contener valores aleatorios.
Cualquier cambio que produzca unos efectos menores que los
que la variable aleatoria produce ha de ser desestimado (Bi et
al., 2003).
Finalmente es posible usar me´todos de bu´squeda aleatorizados
como por ejemplo los algoritmos gene´ticos. De este modo se
Tabla 1. Valor del IDC I de las distintas variables en el ejemplo ilustrativo
Variable I
z1 0.0135
z2 0.0061
z3 0.0180
z4 0.0205
pueden tener en cuenta muchas combinaciones de variables y
explorar de una forma ma´s eﬁciente el espacio de dimensio´n
2m. De este modo pudiera parecer que adema´s se evita el
problema de ﬁnalizar el proceso de adicio´n o substraccio´n pues
tal proceso no esta´ presente. Esto no es ası´ pues el me´todo de
bu´squeda de soluciones en este caso estara´ guiado u´nicamente
por el error estimado de generalizacio´n, que, como se ha dicho
antes, puede conducir a soluciones sesgadas hacia los modelos
ma´s complejos.
En este artı´culo se proporcionara´n resultados obtenidos con
las tres te´cnicas descritas anteriormente, comparando sus re-
sultados. Como medida de la bondad de los modelos se va
a usar el error estimado de generalizacio´n obtenido mediante
validacio´n cruzada de multiplicidad 10 (Weiss y Kulikowski,
1991; Kohavi, 1995).
3.3 Ejemplo de aplicacio´n del IDC
A ﬁn de ilustrar el funcionamiento del proceso de seleccio´n
mediante el IDC se presenta aquı´ un problema simulado. En
este ejemplo la variable a predecir x ha sido generada mediante
la fo´rmula
x(t) = 0,1z1(t)
2 + 0,5 log z2(t) + (t) (3)
siendo z1 y z2 dos variables tomadas de un conjunto de V = 4
variables candidatas y siendo  ruido uniformemente distribui-
do. En la ﬁgura 6 se muestra la evolucio´n temporal de las
variables consideradas obtenidas por simulacio´n.
Para ilustrar el me´todo conviene dibujar las gra´ﬁcas de x(t)
frente a cada una de las variables zi con i ∈ 1, 2, 3, 4 como
se puede ver en la ﬁgura 7. Se veriﬁca que las variables que
no inﬂuyen en x producen una gra´ﬁca informe, mientras que
las variables inﬂuyentes dejan una marca caracterı´stica aunque
no apreciable por medidas lineales como el coeﬁciente de
correlacio´n. El IDC se basa en esta propiedad, sumando las
diferencias cuadra´ticas que, lo´gicamente, son menores para las
variables que esta´n ma´s relacionadas con x como puede verse
en la Tabla 1.
3.4 Variables candidatas
Las variables candidatas se van a agrupar en varios conjuntos
de caracterı´sticas similares. Previamente conviene tomar en
consideracio´n ciertos aspectos de la secuencia que se trata de
predecir. A partir del estudio de los datos registrados se ha
revelado que:
La carga en dı´as laborables y en festivos tiene un perﬁl
muy distinto.
La carga en un dı´a cualquiera se parece ma´s a la carga del
dı´a anterior del mismo tipo.
Tomando estos hechos en consideracio´n parece lo´gico selec-
cionar las variables de entrada para el modelo de prediccio´n de
forma que para predecir un lunes se usen valores de otros lunes.
Si esto se lleva a cabo ocurrira´ que las variables que forman el
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Figura 6. Trayectorias de las variables usadas en el ejemplo
ilustrativo del IDC.
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Figura 7. Proyecciones de las variables candidatas sobre x.
vector regresor no tienen igual retraso para cada dı´a. Esto no
plantea problemas pra´cticos pues basta con tomar las variables
del regresor del dı´a pasado ma´s cercano del mismo tipo. El
esquema se complica un poco por la existencia de festivos en
medio de una semana. Conviene observar que:
Un festivo en medio de la semana tiene una carga similar
a la de un sa´bado, por lo que las variables para el regresor
debieran tomarse del sa´bado pasado ma´s cercano.
Los datos de un festivo no deben usarse para predecir dı´as
no festivos.
Todo esto lleva a que adema´s del adelanto en la prediccio´n d
es preciso an˜adir un te´rmino L que no es ﬁjo y que puede
describirse como el nu´mero mı´nimo de horas que hay que
remontarse en el pasado para encontrar un dı´a del mismo
tipo al que que se quiere predecir. Teniendo en cuenta estas
consideraciones, los grupos de variables candidatas quedan del
modo que se muestra a continuacio´n. En todos los casos se
indica mediante t la hora correspondiente a la carga que se
desea predecir.
1. Valores pasados. Una carga pasada se denota como x(t −
L), siendo L el retraso considerado que ha de cumplir L ≥
24 · 7.
2. Errores pasados. Se calculan a partir de una prediccio´n
realizada para un dı´a pasado usando un retraso L ≥ 24 · 7.
De este modo se obtiene e(t− L) = x(t− L)− xˆ(t− L).
3. Valores de dı´as similares. Es un caso especial del grupo
1 en el que la carga corresponde a la misma hora de un
dı´a pasado similar al dı´a de la prediccio´n. A este efecto los
dı´as se dividen en tres grupos: domingos, sa´bados y festivos
entre semana y laborables. En este caso el retraso L a aplicar
depende del tipo de dı´a. Para el grupo 1 (domingos) se tiene
que L = 7 · 24, para el grupo 2 (sa´bados y festivos en medio
de la semana) se debe usar el menor valor de L que regresa a
otro sa´bado o festivo en medio de semana, etc.
Cabe considerar ma´s de un valor pasado correspondiente
a dı´a similar, de este modo y en un caso general, para indicar
la carga pasada j-e´sima se usara´ la notacio´n xsj(t) = x(t −
L(t, j)). Se ha indicado mediante L(t, j) el retraso en horas,
que depende del tipo de dı´a y del orden j.
4. Errores pasados en dı´as similares. Se deﬁnen de forma
similar a la carga en dı´as similares pero usando el error de
prediccio´n, de este modo se puede escribir que esj(t) =
x(t− L(t, j))− xˆ(t− L(t, j)).
5. Media de cargas pasadas. Estas variables consideran me-
dias empı´ricas calculadas usando 2q + 1 valores pasados
centrados en t − τ , de forma que se pueden calcular como
aq,τ (t) =
∑k=q
k=−q x(t − τ + k)/(2q + 1).
6. Indicadores temporales. Se trata de variables de evolucio´n
cı´clica que contienen informacio´n acerca del momento de
la prediccio´n t, tales como el dı´a de la semana d(t) ∈
{1, · · · , 7}, la hora del dı´a h(t) ∈ {1, · · · , 24}, el grupo al
que pertenece el dı´a w(t) ∈ {1, 2, 3}. Adema´s se incluyen
valores que dependen de forma senoidal de la hora y el
dı´a para, de este modo, producir una forma de onda que
se ajusta a la periodicidad observada en los datos. Entre
otras variables cabe considerar ch(t) = sin(2π24 (h(t) − 6)),
cd(t) = sin(
2π
7
d(t)) y chd(t) = ch(t) · cd(t).
7. Valores extremos. Los ma´ximos y mı´nimos observados re-
cientemente o en dı´as similares tambie´n pueden tener im-
portancia para la prediccio´n. Para ello se deﬁnen nuevas
variables xs(t − L) = ma´xk x(t− L− k) y xi(t − L) =
mı´nk x(t− L− k) para 0 ≤ k ≤ 24.
Estos tipos de variables esta´n parametrizados en funcio´n de
uno o ma´s valores como L, j, τ , q, etc. Al proporcionar
valores adecuados a dichos para´metros es posible obtener n
centenar de variables diferentes. La bu´squeda por fuerza bruta
de la mejor combinacio´n de variables conlleva el ana´lisis de
2100 combinaciones, lo cual implica una carga de ca´lculo muy
elevada. El me´todo de seleccio´n permite reducir dicho nu´mero
como se expone a continuacio´n.
3.5 Implementacio´n del algoritmo
La ﬁgura 8 muestra los pasos seguidos en la implementacio´n
y pruebas del algoritmo. Las elipses representan conjuntos de
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Figura 9. Ejemplo ilustrativo del proceso de inclusio´n progresi-
va seleccionando tres variables de un conjunto de seis.
variables, los recta´ngulos representan procesos. En primer lugar
se realiza la pre-seleccio´n mediante el IDC como se indica en
la parte superior del diagrama. Como resultado se obtienen
m < V variables pre-seleccionadas. Estas variables son las
u´nicas consideradas en la segunda parte del me´todo.
La segunda parte se muestra en la zona inferior de la ﬁgura
8. Las variables pre-seleccionadas son combinadas de acuerdo
con alguno de los tres procedimientos considerados: inclusio´n
progresiva, eliminacio´n progresiva y algoritmos gene´ticos. En
cada caso el resultado es una combinacio´n de variables selec-
cionadas. Dicha combinacio´n es puesta a prueba usando datos
nuevos y como resultado se obtiene un ı´ndice de bondad J .
La forma de proceder en el me´todo de inclusio´n progresiva se
pone de maniﬁesto en la ﬁgura 9 en un ejemplo en el que se
seleccionan tres variables de un conjunto de seis, como puede
verse las variables son an˜adidas una a una y no se explora todo
el a´rbol de posibilidades (Berenguel et al., 1998). La elimi-
nacio´n progresiva seguirı´a el proceso inverso partiendo de seis
variables hasta dejar solamente tres. Finalmente el me´todo de
algoritmos gene´ticos considera cada posible combinacio´n como
individuo de una poblacio´n que evoluciona, seleccionando la
combinacio´n ma´s adecuada.
El ı´ndice de bondadJ se calcula como el error cuadra´tico medio
relativo a la carga media durante los dı´as del mismo tipo que
el predicho. Esta carga media m(t) depende del tipo de dı´a
w(t) ∈ {1, 2, 3} y se calcula con los datos histo´ricos. De este
modo para un conjunto P conteniendo p valores a predecir el
ı´ndice de bondad se calcula como:
JP =
√√√√1
p
p∑
t=1
(
100e(t)
m(t)
)2
(4)
Dada una combinacio´n de variables de entrada C, el valor de J
que le corresponde depende de varios factores:
El conjunto de datos P usados para evaluar el ı´ndice.
El taman˜o de la red de neuronas que realiza el modelo.
Las caracterı´sticas del entrenamiento.
La utilidad de las variables de entrada.
Resulta evidente que interesa potenciar el u´ltimo factor y dis-
minuir la inﬂuencia de los tres primeros. En este caso el con-
junto P consiste en datos procedentes del archivo histo´rico que
se han dejado aparte para este ﬁn y que, por tanto, no han sido
usados en el entrenamiento. Puesto que los datos son necesa-
riamente escasos debido a la inﬂuencia de los cambios socio-
econo´micos, resulta que P no puede ser tan amplio como uno
desee y por tanto hay que recurrir a me´todos de reutilizacio´n de
datos como la validacio´n cruzada de multiplicidad k. En esta
aplicacio´n se ha usado un conjunto P que contiene el 50 % de
todos los datos histo´ricos y se ha empleado k = 10.
El taman˜o y el entrenamiento de la red son tenidos en cuenta
repitiendo la creacio´n y prueba de modelos con distintas con-
ﬁguraciones y escogiendo los que producen mejor resultado.
Te´ngase en cuenta que este mejor resultado es JE siendo el
conjunto E = H \ P la parte de datos histo´ricos H que se
utiliza para entrenamiento de redes.
Con todo ello, dada una combinacio´n C, el valor de JP es una
variable aleatoria pues depende de factores aleatorios como el
remuestreo usado, los valores iniciales de pesos de las redes,
etc. Por ello conviene indicar la media μˆJ y la desviacio´n tı´pica
σˆJ calculadas de forma empı´rica.
4. RESULTADOS
En este apartado se muestran los resultados del algoritmo
propuesto y sus variantes al aplicarlos al conjunto de datos
histo´ricos. De este modo se seleccionara´n las combinaciones
de variables de entrada que resulten ma´s prometedoras. Pos-
teriormente se comparara´n los resultados obtenidos por estas
combinaciones y otras adicionales usando nuevos datos no vis-
tos hasta ahora.
4.1 Primer paso de seleccio´n
El IDC se ha calculado usando los datos en el conjunto E =
H \ P para cinco de los siete grupos de variables considerados.
Las variables de los grupos 2 y 4 no puede ser catalogadas
mediante el IDC pues son errores pasados que dependen del
modelo particular. En la Tabla 2 se consigna el valor del ı´ndice
para las mejores variables ordenadas por grupos.
De este modo resultan m = 19 variables pre-seleccionadas para
tener en cuenta en la fase siguiente. La reduccio´n es importante
pues si no se plantean restricciones es posible considerar un
nu´mero V de variables cercano al centenar.
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Tabla 2. Variables independientes con menor valor del IDC I para cada
grupo excepto el 2 y el 4
Grupo Variable I
1 x(t − 336) 0.1626
1 x(t − 672) 0.1664
1 x(t − 504) 0.1718
3 xs2(t) 0.0873
3 xs1(t) 0.1132
3 xs3(t) 0.1253
5 a 2,504(t) 0.2316
5 a 6,504(t) 0.5034
5 a 2,338(t) 0.7444
5 a10,504(t) 0.9846
5 a10,346(t) 1.3778
5 a 6,342(t) 1.9100
6 d(t) 0.1373
6 h(t) 0.3332
6 ch(t) 0.3742
6 cd(t) 0.1373
6 chd(t) 0.1607
7 xs(t − 336) 2.5621
7 xi(t − 336) 2.8954
4.2 Segundo paso de seleccio´n
Para realizar la comparacio´n entre modelos se va a usar un
ı´ndice de bondad JP que se ha deﬁnido con anterioridad. Las
m = 19 variables que aparecen en la Tabla 2 son candidatas
para la segunda fase del algoritmo de seleccio´n. Es preciso
an˜adir las variables basadas en errores pasados que no pueden
ser usadas en la primera fase pues dependen del modelo. A
ﬁn de realizar una estructura NARMAX conviene incluir un
valor de error pasado por cada variable del grupo 1 (Chen et
al., 1990). De este modo se an˜aden las variables e(t − 336),
e(t − 672), e(t − 504), es1(t), es2(t) y es3(t) por lo que se
alcanza un total de m = 25 variables candidatas.
En la segunda fase del algoritmo se usan los me´todos de in-
clusio´n progresiva, eliminacio´n progresiva y algoritmos gene´ticos.
Los valores obtenidos para la medida de la bondad de los mo-
delos se muestran en la Tabla 3. Los resultados obtenidos por
los distintos me´todos son muy similares y no es factible con-
cluir que un me´todo sea superior a los otros. Como conclusio´n
parece que los modelos con vectores de entrada de dimensio´n
5 a 7 producen los mejores resultados. En otras palabras, el
error esperado en la prediccio´n con nuevos datos es menor para
modelos con que usan entre 5 y 7 variables independientes. Esta
conclusio´n sera´ puesta a prueba a continuacio´n.
4.3 Prueba con nuevos datos
Es el momento de probar los modelos con las combinaciones de
entradas seleccionadas por el algoritmo. La medida de bondad
es nuevamente el error cuadra´tico relativo a la carga media
deﬁnido en la ecuacio´n (4), pero usando un nuevo conjunto
de datos N que es posterior a H y que no ha sido usado con
anterioridad.
Los valores consignados en la Tabla 4 corresponden a la bondad
medida sobre el conjunto de prueba N . La primera observacio´n
que debe hacerse es que los errores son mayores que las
estimaciones hechas a partir del conjunto de prueba P . Esta
situacio´n es normal y se alivia en cierta medida realizando
nuevas selecciones de modelos con periodicidad, por ejemplo
cada mes. Se ha optado sin embargo por mostrar los resultados
de este modo pues ası´ se pone de maniﬁesto feno´menos que, en
mayor o menor grado ocurrira´n siempre.
Tabla 3. Bondad de los modelos para distintos vectores de entrada
Inclusio´n progresiva
Vector de entrada μˆJ σˆJ
xs1 17.4 2.78
xs1, es1 15.7 3.12
xs1, es1, xs2 15.4 3.28
xs1, es1, xs2, xs3 15.1 3.32
xs1, es1, xs2, xs3, a 6,342 15.0 3.42
xs1, es1, xs2, xs3, a 6,342 , chd 14.9 3.46
xs1, es1, xs2, xs3, a 6,342 , chd, es2 14.7 3.46
Eliminacio´n progresiva
Vector de entrada μˆJ σˆJ
todas las variables 14.2 3.72
xs1, xs2, xs3, es1, es2, a 2,338 , a 6,342 , chd 14.6 3.50
xs1, xs2, xs3, es1, es2, a 2,338 , chd 14.6 3.48
xs1, xs2, es1, es2, a 2,338 , chd 14.7 3.47
xs1, xs2, es1, a 2,338 , chd 14.8 3.45
xs1, xs2, es1, a 2,338 15.0 3.36
Algoritmos gene´ticos
Vector de entrada μˆJ σˆJ
xs1, xs2, xs3, es1, es2 a 2,338, chd 14.6 3.47
xs1, xs2, es1, es2, a 2,504 , cd 14.4 3.48
xs1, xs2, es1, es2, a 2,338 , chd 14.7 3.47
xs1, xs2, xs3, es1, a 6,342 15.0 3.42
xs1, xs2, es1, a 2,338 15.0 3.36
Otra conclusio´n es que el algoritmo de seleccio´n de variables
esta´ sesgado hacia modelos de complejidad mayor de lo ne-
cesario. Esto se pone de maniﬁesto por el hecho de que los
mejores modelos en la prueba con nuevos datos contienen 4
variables mientras que el algoritmo recomendaba usar entre 5
y 7 variables de entrada. Este resultado tampoco es inesper-
ado y es tı´pico de algoritmos de seleccio´n donde se hace un
uso repetido de datos. Conviene sin embargo indicar que los
resultados obtenidos son los mejores posibles dada la escasez
de datos.
Finalmente, la u´ltima lı´nea de la Tabla 4 corresponde a un
modelo que utiliza la media de las predicciones de los otros
modelos de la tabla. Como puede verse este modelo mixto
produce resultados bastante buenos. Esta te´cnica de promediar
modelos ha sido propuesta en varias aplicaciones produciendo
resultados mejores que los modelos individuales.
Te´ngase en cuenta que la informacio´n de la Tabla 4 no puede
usarse para seleccionar modelos pues para construir la tabla se
necesitan datos posteriores al instante en el que los modelos
se construyen. Serı´a ingenuo por tanto concluir que el modelo
con entradas (xs1, xs2, es1, a 2,338) es el que debe usarse.
Lo que interesa son reglas generales para realizar la seleccio´n
de variables que tengan validez general. De los experimentos
mostrados pueden extraerse varias indicaciones que sirven a ese
ﬁn.
El algoritmo de seleccio´n frecuentemente proporcionara´ mo-
delos con ma´s variables de las necesarias.
El error durante el uso del modelo frecuentemente sera´ may-
or que el estimado durante las pruebas.
El modelo usado para prediccio´n ha de revisarse perio´dica-
mente para ası´ tomar en consideracio´n los nuevos datos
que se van observando y adema´s desechar los ma´s antigu-
os.
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Tabla 4. Comparacio´n de varios modelos con nuevos datos
Vector de entrada μˆJ σˆJ
xs1, xs2, es1, a 2,338 15.4 3.12
xs1, es1, xs2, xs3, a 6,342 15.4 3.13
xs1, xs2, es1, es2, a 2,338 , chd 16.1 3.21
xs1, xs2, xs3, es1, es2, a 2,338, chd 16.7 3.27
- 15.4 3.17
Tabla 5. Comparacio´n de varios tipos de modelos con los nuevos datos
Modelo Tipo No μˆJ σˆJ valor-p
Variables vs. M1
M1 RN 4 14.9 2.86 -
M2 L 6 18.5 3.05 0.0061
M3 L 14 19.2 3.10 0.0019
M4 RN 6 17.6 3.15 0.0052
M5 RN 14 17.9 3.23 0.0049
En lugar de conﬁar en un u´nico modelo resulta conve-
niente tener un conjunto de modelos y promediar sus
predicciones.
4.4 Comparacio´n con otros modelos
Las redes de neuronas, los conjuntos borrosos, y en general
los aproximadores basados en series truncadas de ciertas bases,
poseen la propiedad de ser aproximadores universales. Con
esta premisa se justiﬁca el uso de un modelo neuronal. La
justiﬁcacio´n se basa en que si existe otro modelo mejor e´ste
serı´a aproximable por una red de neuronas. A pesar de todo
ello conviene comparar los resultados obtenidos con los que se
consiguen usando otras te´cnicas, en particular la comparacio´n
con me´todos ma´s cla´sicos es obligada.
En la Tabla 5 se indica en cada columna un modelo de los
comu´nmente propuestos para prediccio´n. La primera ﬁla co-
rresponde a M1 que una red de neuronas con vector de entrada
compuesto por las variables xs1, es1, xs2, xs3, a 6,342. Este
modelo es uno de los que produce mejores resultados en la
fase de seleccio´n de variables. Contra este modelo se van a
comparar otros ma´s cla´sicos. Te´ngase en cuenta que el modelo
seleccionado para la comparacio´n no es siquiera el que mejores
resultados produce como ya se ha indicado en el punto anterior.
En particular, usando un promedio de modelos se obtendrı´a
menor error. Se ha preferido mostrar este caso pues constituye
un caso tı´pico de los resultados que se pueden obtener con una
seleccio´n adecuada de variables de entrada.
Siguiendo con la Tabla 5, la segunda ﬁla corresponde a un
modelo (M2) que pertenece a la familia ARIMA y que se ha
ajustado para minimizar el error de prediccio´n a dos semanas
vista (Ljung, 1987). El modelo usa tres valores autoregresivos
y tres te´rminos de media mo´vil. De forma similar, el modelo
M3 pertenece a la familia ARIMA pero ha sido determinado
minimizando la prediccio´n a un paso. El modelo es luego usado
de forma iterada para producir la prediccio´n a dos semanas. En
este caso se usan 10 valores autoregresivos no consecutivos y
cuatro de media mo´vil. Los retrasos para las variables han sido
seleccionadas mediante algoritmos gene´ticos usando el criterio
de Akaike como medida de ajuste.
Los dos u´ltimos modelos de la tabla M4 y M5 consisten en
redes de neuronas cuyas entradas coinciden con las de M2 y M3
respectivamente. El taman˜o de las redes ha sido seleccionado
usando validacio´n cruzada de multiplicidad 10.
Las columnas 4 y 5 de la Tabla 5 indican la media y la
desviacio´n tı´pica empı´ricas para cada modelo. En la columna 6
se ha indicado el valor p de un contraste de hipo´tesis. Este valor
representa la probabilidad de obtener los valores observados
de μˆJ siendo verdadera la hipo´tesis nula. En cada ﬁla se ha
tomado como hipo´tesis nula que el modelo en cuestio´n es mejor
que M1. Puede verse en la tabla que estas probabilidades son
siempre menores al 1 %.
Conviene indicar que los errores de prediccio´n correspondien-
tes a festivos entre semana han sido retirados. De este modo
se realiza una comparacio´n ma´s justa con los modelos lineales
que disponen de poca capacidad para representar estas excep-
ciones. Los resultados de la Tabla 5 muestran que los modelos
neuronales (marcados con RN) producen mejores resultados
que los lineales (L). Otra conclusio´n es que la seleccio´n de
variables de entrada produce mejores resultados que las otras
pra´cticas usadas frecuentemente. En particular los modelos M4
y M5 producen peores resultados que M1 a pesar de que este
u´ltimo cuenta con menor nu´mero de variables independientes.
La razo´n es que M1 es menos vulnerable al sobreentrenamiento
y por ello proporciona una mejor generalizacio´n.
5. CONCLUSIONES
El artı´culo ha mostrado que las redes de neuronas pueden ser
usadas para la prediccio´n de la carga horaria en centros de
atencio´n telefo´nica. Los beneﬁcios derivados de una correcta
prediccio´n se traducen en mejor servicio a menor coste. Resulta
obvio que una pequen˜o porcentaje de mejora constituye un gran
ahorro en una empresa con muchos empleados.
Se ha puesto de maniﬁesto que el problema de la seleccio´n
de variables independientes es de vital importancia debido a
la escasez de datos. Dicha escasez es inherente en la predic-
cio´n de variables como la carga de llamadas que dependen
estrechamente de cambios socio-econo´micos. El me´todo de
seleccio´n usado permite tratar un gran nu´mero de variables
candidatas en la primera fase, mientras que en la segunda fase
emplea un me´todo que clasiﬁca las variables de acuerdo al
resultado proporcionado por el modelo. En este contexto se
han comparado diversas te´cnicas de seleccio´n de variables ob-
serva´ndose que ninguna de ellas es estrictamente mejor que las
dema´s.
Finalmente, la comparacio´n con nuevos datos ha puesto de
maniﬁesto que la seleccio´n de variables permite obtener
mejores resultados. Se ha revelado la complejidad del proble-
ma producida por la necesidad de hallar un equilibrio entre
ﬂexibilidad y generalizacio´n. Adema´s se han extraido conclu-
siones que pueden aplicarse con cara´cter general: contrarrestar
la tendencia a la sobreparametrizacio´n, la revisio´n perio´dica de
modelos y el uso de agrupaciones o promedios de modelos.
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