Investigating mangrove species composition is a basic and important topic in wetland management and conservation. This study aims to explore the potential of close-range hyperspectral imaging with a snapshot hyperspectral sensor for identifying mangrove species under field conditions. Specifically, we assessed the data pre-processing and transformation, waveband selection and machine-learning techniques to develop an optimal classification scheme for eight mangrove species in Qi'ao Island of Zhuhai, Guangdong, China. After data pre-processing and transformation, five spectral datasets, which included the reflectance spectra R and its first-order derivative d(R), the logarithm of the reflectance spectra log(R) and its first-order derivative d[log(R)], and hyperspectral vegetation indices (VIs), were used as the input data for each classifier. Consequently, three waveband selection methods, including the stepwise discriminant analysis (SDA), correlation-based feature selection (CFS), and successive projections algorithm (SPA) were used to reduce dimensionality and select the effective wavebands for identifying mangrove species. Furthermore, we evaluated the performance of mangrove species classification using four classifiers, including linear discriminant analysis (LDA), k-nearest neighbor (KNN), random forest (RF), and support vector machine (SVM). Application of the four considered classifiers on the reflectance spectra of all wavebands yielded overall classification accuracies of the eight mangrove species higher than 80%, with SVM having the highest accuracy of 93.54% (Kappa = 0.9256). Using the selected wavebands derived from SPA, the accuracy of SVM reached 93.13% (Kappa = 0.9208). The addition of hyperspectral VIs and d[log(R)] spectral datasets further improves the accuracies to 93.54% (Kappa = 0.9253) and 96.46% (Kappa = 0.9591), respectively. These results suggest that it is highly effective to apply field close-range snapshot hyperspectral images and machine-learning classifiers to classify mangrove species.
Introduction
Mangroves are salt-tolerant evergreen woody trees and shrubs that are distributed in intertidal regions along tropical and subtropical coastlines [1, 2] . As an important part of the wetland ecosystem, mangroves provide plenty of economic benefits and ecological value. They not only play a key role in filtering polluted seawater, providing wave prevention and embankment protection, maintaining For the hyperspectral remote sensing of vegetation, selecting hyperspectral metrics, such as derivative spectra, hyperspectral vegetation indices (VIs) and the effective wavebands, is a key issue for specific analysis [13] . Derivative analysis can reflect the waveform changes and reveal the peak characteristics of spectra, which can improve the capability of using the spectral data to identify tree species [31] . Hyperspectral VIs are based on the mathematical transformations of spectral reflectance, which can be used to enhance spectral differences [32] . Furthermore, choosing the most useful wavebands is also necessary for dimensionality reduction and accurate species separation. Currently, the most widely used waveband selection techniques, such as the stepwise discriminant analysis (SDA) [20, 23] and correlation-based feature selection (CFS) [10] , have been employed to select informative wavebands for mangrove species classification. Moreover, scholars have explored different parametric and non-parametric methods in classifying tree species including mangroves [17, 33] . Among them, several machine-learning techniques, such as random forest (RF) [17] , support vector machine (SVM), rotation forest (RoF) [6] , and logistic model tree (LMT) [7] , can be used to construct effective classification models, which are non-parametric and do not rely on any assumption about the data distribution [34] .
The aim of this study is to evaluate the use of close-range snapshot hyperspectral imaging for mangrove species identification under field conditions. The specific objectives were: (1) to investigate the applicability of field snapshot hyperspectral imaging sensor in identifying mangrove species; and (2) to determine the optimal spectral modes, relevant spectral wavebands, and effective classifiers for mangrove species identification. First, we collected the field hyperspectral data of eight mangrove species with a snapshot hyperspectral imaging sensor. Second, we performed data pre-processing and spectral transformations, and selected hyperspectral datasets in five spectral modes: (a) the reflectance spectra R, (b) the first-order derivative of the reflectance spectra d(R), (c) the logarithm of the reflectance spectra log(R), and (d) its first-order derivative d[log(R)], and (e) hyperspectral VIs. Third, we employed the SDA, CFS, and successive projections algorithm (SPA) to identify the optimal wavebands for mangrove species classification. Finally, we constructed classification models and compared the results obtained from four machine-learning classifiers, including the linear discriminant analysis (LDA), k-nearest neighbor (KNN), RF, and SVM. A detailed flowchart of this study is illustrated in Figure 1 .
Materials and Methods

Study Area Description
Field hyperspectral measurements of this study were conducted at the Qi'ao Island Mangrove Figure 1 . Flowchart of mangrove species identification using field close-range snapshot hyperspectral imaging and machine-learning classifiers.
Materials and Methods
Study Area Description
Field hyperspectral measurements of this study were conducted at the Qi'ao Island Mangrove Nature Reserve, which has an area of 700 ha and is located on Qi'ao Island (22°23′40″-22°27′38″N, 113°36′40″-113°39′15″E), Zhuhai City, Guangdong Province, China [35, 36] (Figure 2 ). Qi'ao Island is situated in Lingding Bay of the Pearl River Estuary, which has a typical tropical-subtropical transitional coastal-inland wetland ecosystem. Qi'ao Island belongs to the southern subtropical maritime monsoon climate zone, with sufficient sunshine and abundant rainfall [37, 38] . The tidal pattern of Qi'ao Island is an irregular semidiurnal tide [8] , which is characterized by the tidal height inequality of two adjacent high or low tides, the tide duration inequality between flood and ebb tides, and that the average tidal range varies with the flood and dry season, spring and neap tides [39] . The Mangrove Nature Reserve is the largest mangrove forest in the Pearl River Delta, it is the largest area of artificially planted mangrove forests in China and it has a rich variety of mangrove plants [8, 36] . As shown in Figure 2 , the field sampling route was along the boardwalks, in which the artificially planted mangrove forests were the dominant plant types. According to an existing research [37] and previous field surveys, there are eight common mangrove species in this study site, As shown in Figure 2 , the field sampling route was along the boardwalks, in which the artificially planted mangrove forests were the dominant plant types. According to an existing research [37] and previous field surveys, there are eight common mangrove species in this study site, including Kandelia candel (K. candel), Acrostichum aureum (A. aureum), Acanthus ilicifolius (A. ilicifolius), Aegiceras corniculatum (A. corniculatum), Sonneratia apetala (S. apetala), Heritiera littoralis (H. littoralis), Cerbera manghas (C. manghas) and Therspesia populnea (T. populnea), as shown in Table 1 . Among them, the K. candel stands were arbor or frutex, the A. aureum stands were herbage, the A. ilicifolius stands were frutex, and the other five stands were arbor. The C. manghas and T. populnea stands were semi-mangroves, and the other six stands were true mangroves. For this study, the hyperspectral imaging system ( Figure 3 ) was set up to acquire hyperspectral images of mangrove leaves. The main component of the experimental set-up was a commercial UHD 185 hyperspectral snapshot sensor (Figure 3a ) manufactured by Cubert GmbH (http://cubert-gmbh. de/), Germany. The UHD 185 hyperspectral image consisted of a hyperspectral cube of 50 × 50 pixels and a panchromatic image with a resolution of 1000 × 1000 pixels. This sensor could capture 138 spectral bands within the spectral range of 450-998 nm with a 4-nm interval. According to previous studies [10, 40] , the spectral bands between 454 and 950 nm were used for analysis and classification. The UHD 185 sensor is currently applied onboard the UAV platform and can also be used for laboratory and ground-based spectrometry. This sensor was compact and lightweight with a total mass of about 470 g, which makes it highly portable and suitable for field applications, and it had a fast imaging speed of 5 cubes per second.
The main field hyperspectral measurements were performed on 3 January 2017. Due to the limitations on the accessibility of data collection site, data acquisition time, and illumination conditions on the day, several mangrove plants did not collect enough hyperspectral images. Therefore, part of the hyperspectral images of T. populnea and K. candel stands was collected as the supplementary data on 26 May 2018. Considering the influence of external illumination, the leaf spectra were collected on a cloud-free day at around solar noontime between 10:30 and 14:00. The UHD 185 hyperspectral imaging sensor could be hand-held and controlled by a notebook computer (Figure 3b ). During the experiment, the spectral measurements were conducted above the mangrove canopy at approximately 20 cm height with the sensor facing and being at a near-vertical viewing direction to the canopy.
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Data Pre-Processing
The field-collected spectra were radiometrically corrected with a standard white reference and dark measurements according to the pre-processing procedure used in a previous study [10] . Field-collected spectra are susceptible to variable illumination, contamination from the background environment and instrumental noise. To avoid noise associated with specific bands, the Savitzky-Golay algorithm [41, 42] was introduced to smooth the raw hyperspectral data by eliminating glitch noise existing in the spectral curves. Based on least-squares fitting, this algorithm could remove high frequency noise and smooth the original data sequence by replacing the original values with fitted values [43] , thereby preserving the original features of the spectrum. In this study, the Savitzky-Golay algorithm was implemented using the MATLAB R2014b software (MathWorks Inc., Natick, MA, USA).
Sample Spectra Preparation
Hyperspectral images of the eight mangrove plants of ground survey points were acquired with the UHD 185 hyperspectral imaging sensor. Representative images with true color composition of each mangrove species were shown in Figure 4 . The sample collection strategy is as follows: (a) for each mangrove species, there are several ground survey points ( Figure 1 and Table 1 ); (b) for each ground survey point, a preliminary manual screening was performed to select the hyperspectral images ( Figure 4) ; and (c) for each hyperspectral image, there are five sample spectra were chosen. Considering that the illumination and background environment were the main factors related to the high spectral variability of the plant leaves [44] , we selected spectral samples from the hyperspectral images of healthy and sun-lit mangrove leaves for each species with the Cube-Pilot software (Cubert GmbH, Ulm, Germany; http://cubert-gmbh.de/). For each type of mangrove species, 60 sample patches on the corresponding hyperspectral image were randomly selected (Table 1) . A sample patch corresponded to 20 × 20 pixels in the selected cube which can be considered as a region of interest, and the spectral reflectance of the sample patch was calculated as the average value of pixels within the selected cube. A total of 480 sample spectra were selected. With these sample spectra, the 10-fold cross-validation was employed for the classification training and validation.
GmbH, Ulm, Germany; http://cubert-gmbh.de/). For each type of mangrove species, 60 sample patches on the corresponding hyperspectral image were randomly selected (Table 1) . A sample patch corresponded to 20 × 20 pixels in the selected cube which can be considered as a region of interest, and the spectral reflectance of the sample patch was calculated as the average value of pixels within the selected cube. A total of 480 sample spectra were selected. With these sample spectra, the 10-fold cross-validation was employed for the classification training and validation. 
Hyperspectral Metrics Extraction
Data Transformation
Reflectance spectra from leaves in close-range imaging are often influenced by the illumination and background environment. Derivative spectra are commonly employed in hyperspectral investigations of vegetation [45] , which can effectively reduce the influence of illumination variations, and eliminate the background signal and systematic errors. Previous studies have reported that the derivative analysis can further enhance the ability of the spectral data to identify tree species [46] , and has been developed for mangrove species classification [47] . First-order derivative spectra can reflect the waveform changes caused by the absorption of the light by chlorophyll and other substances in plants, and reveal the peak characteristics of the spectrum [48] . Furthermore, because logarithmic transformation can enhance the spectral differences in the visible region and reduce the influence of multiplicative factors caused by changes in illumination conditions, we also performed the logarithmic transformation on spectral data. Following Pu and Gong [31] , three transformations of R, including the first-order derivative of the reflectance spectra d(R), the logarithm of the reflectance spectra log(R) and its first-order derivative d[log(R)], were computed as
log R = log r 1 , log r 2 ,⋯,log r n (2) Figure 4 . UHD 185 hyperspectral images of the eight mangrove species at the study site.
Hyperspectral Metrics Extraction
Data Transformation
where r i denotes the i-th wavelength, n denotes the number of wavebands, and ∆λ denotes the double waveband intervals (nm).
Vegetation Index Calculation
Vegetation indices (VIs) are generally defined as mathematical transformations of the spectral reflectance of the original wavebands. One of the advantages of VIs is their ease of use. According to the definitions of VIs, they can enhance the differences between plant species and reveal the hidden vegetation information using various combinations of ratios, differences, and linear combinations [49, 50] . Moreover, VIs can eliminate the influence of the multiplicative factor associated with illumination variations and background environments [31, 51] . As shown in Table 2 , we calculated 25 hyperspectral VIs, which were commonly used in previous studies [14, 32, 50] plant species composition. These hyperspectral VIs were selected to represent spectral variations associated with pigments including chlorophylls, the leaf area index (LAI), biomass and red edge optical parameters, and so on. Red edge [67, 69] Modified Simple Ratio of Derivatives (DMSR) DR722−DR502 DR722+DR502 Chlorophylls [70] Note: R denotes the reflectance spectra, DRi denotes the first-order derivative of the reflectance spectra.
Waveband Selection
Feature selection is an important pre-processing step for hyperspectral data, which can increase the efficiency of the classification model by removing irrelevant and redundant information [71] . Selecting the specific wavebands that are most important for developing more robust classification models is desirable [72, 73] . In this study, three waveband selection methods, SDA, CFS and SPA, based on information entropy, correlation, and projection, respectively, were used to find out which wavebands can optimally differentiate mangrove species.
Stepwise Discriminant Analysis
The SDA is a multivariate statistical method, which has been used to discriminate variables. Based on the discriminant analysis, for each step, the variable with the strongest discriminative ability was introduced into the discriminant function, and the variable with the poorest discriminative ability was eliminated. In this manner, the SDA can be used to select a subset of wavebands that had the maximum discriminative ability [74] . In this study, the SDA was used to select the optimal wavebands according to the Wilks' Lambda statistic [51] , and implemented by the IBM SPSS Statistics 19 (IBM Inc., Armonk, NY, USA).
Correlation-Based Feature Selection
The CFS is a classic filter method for feature selection [75] . It has proven to be useful for selecting suitable features and facilitating computation. The idea of this algorithm is to calculate the "feature-class" and "feature-feature" correlation matrices from a training set. This algorithm assumes that these features are conditionally independent given the class. In this paper, the best first search algorithm [76] was applied for CFS to select the feature subset with the highest correlation between features and categories, and the lowest correlation between features and features. The CFS and best first search algorithms from the Weka 3.8 attribute selection package were used.
Successive Projections Algorithm
The SPA is a forward variable selection method, which has been used for waveband selection in previous studies [77] . The SPA randomly selects a starting waveband, calculates the maximum projection vector of an unselected waveband, and uses the corresponding waveband as the introduced waveband. After multiple iterations, the characteristic waveband is obtained by a cost function evaluation. This algorithm can effectively eliminate the influence of the collinearity that may exist among wavebands. In this study, the SPA selects the characteristic wavelengths that contain the least redundant information, which are determined by the minimum root mean square error of the prediction [78] . The SPA algorithm was implemented with MATLAB.
Mangrove Species Classification
We explored four mangrove species classification schemes using the LDA, KNN, RF, and SVM machine-learning classifiers based on the different datasets. These classification models were all executed in MATLAB.
Linear Discriminant Analysis
The LDA is a classic parametric algorithm in the field of data mining and machine learning, which has been widely used in previous classification researches to identify wetland plants, including mangroves [79] [80] [81] . The LDA determines the linear discriminant function based on the principle that the distance between classes is the largest and the distance within a class is the smallest, that is, to maximize the ratio of the dispersion between sample classes and minimize the dispersion within a sample class. The LDA makes two assumptions about the normal distribution of the data and the homoscedasticity for which two classes have equal covariance matrices. Finally, the category of unknown samples is determined by the established linear discriminant model.
K-Nearest Neighbor
The KNN is a non-parametric instance-based learning algorithm which has been extensively used for classification and regression [82] . The KNN is based on the assumption that ground objects close in distance are more likely to belong to the same category. The principle of KNN is that the instances within a dataset will generally exist in close proximity to other instances that have similar properties [83] . The distance between the feature vector to be classified and each feature vector in the feature space are calculated. The k nearest neighbor features are then selected. The categories of the testing sample are predicted by the majority vote of its neighbors using the Euclidean distance.
Random Forest
The RF is a non-parametric ensemble-based machine-learning method [84, 85] , which constructs a multitude of decision trees for learning and predicts the categories of the testing samples based on the average of the predicted values of each decision tree. The RF requires assumptions about independent variables and normality, and it does not need to check the variable interactions and nonlinear effects. The classification model of RF is mainly influenced by two parameters, including the number of decision trees (ntree) and the number of variables participating in the classification at the node (mtry). It distinguishes classes by individually building decision spaces for each explanatory variable at each node level, and the final classification ultimately depends on the decision spaces at higher nodes.
Support Vector Machine
The SVM is a well-known supervised kernel-based machine-learning method, and has proven to be one of the most widely used and efficient classifiers [86, 87] . The SVM aims to find an optimal separating classification hyperplane which assumes that all groups are separable, to maximize the interval between the support planes of each type of data. It has powerful nonlinear and high-dimensional processing capabilities, which can avoid the "dimensionality disaster" caused by high-dimensional sample space and can be applied to small-sample learning. The LIBSVM package developed by Chang and Lin [88] has been widely used to implement the SVM classification model. Considering the nonlinear hyperplane, the radial basis function (RBF) kernel was chosen and two parameters, the cost of constraints (C) and sigma (σ), were determined by a grid search strategy.
Accuracy Assessment
For each of the classification results, we used a confusion matrix to provide the specific metrics, including the user's accuracy (UA), the producer's accuracy (PA), the overall accuracy (OA) and kappa coefficient (Kappa). The confusion matrix is an effective tool to evaluate the classification performance.
It gives a full description of errors for each category, including the errors of inclusion and errors of exclusion made by the classifiers [89] . The PA denotes the probability of a certain category being correctly recognized. The UA denotes the probability that a sample belongs to a specific category, and the classifier can accurately sort it into this category. The main difference between PA and UA is the cardinality of the accuracy calculation [90] . For PA, the cardinality is the total number of categories by the reference samples. For UA, the cardinality is the total number of categories by the classified samples. PA is concerned with the quality of the method used to produce the classification result, while UA focuses on the credibility of each category in the classification result. The OA is the ratio (%) between the number of correctly classified samples and the number of testing samples [91] . The kappa coefficient is generally used to measure the agreement between the predicted and actual values [92, 93] .
Results
Spectral Properties of Mangrove Species
The average reflectance curves for the eight mangrove species (Figure 5a ) showed typical patterns of vegetation. The trends in these spectral curves were generally similar, which increased continuously from 680 nm and reached a maximum peak around 780 nm, around the red edge region. The differences in the spectral response in the visible light region were indicative of leaf pigments. The mangrove leaves of C. manghas, T. populnea, and S. apetala stands had brighter green colors and consequently higher reflectance within the green reflectance spectral region. The near-infrared signal revealed the multiple scattering within the leaf structure. After the derivative and logarithmic transformations, the spectral variations within the species were reduced, while differences between species were enlarged. Figure 5b -d present the spectral curves of the first-order derivative of the reflectance spectra, the logarithm of the reflectance spectra and its first-order derivative of the leaves from the eight mangrove species, respectively. reflectance spectra, the logarithm of the reflectance spectra and its first-order derivative of the leaves from the eight mangrove species, respectively. 
Classification Results of the Transformed Datasets
Five hyperspectral datasets were used to identify mangrove species with the four machinelearning classifiers: (a) the reflectance spectra of all 125 wavebands R; (b) the first-order derivative of the reflectance spectra d(R); (c) the logarithm of the reflectance spectra log(R) and (d) its first-order derivative d[log(R)]; and (e) 25 hyperspectral VIs. Table 3 summarizes the classification accuracy assessment results. Based on hyperspectral VIs, the classification accuracies of the four classifiers were all more than 80%. Compared with the other three classifiers, SVM yielded a better overall classification accuracy of 93.54% (Kappa=0.9253). Both the derivative and logarithmic transformations could improve the mangrove species classification accuracy. The discrimination capabilities of d(R) and log(R) spectral datasets were better than that from the reflectance spectra (Table 4 ). The d[log(R)]-classification using SVM gave the highest OA of 96.46% (Kappa=0.9591). The producer's and user's accuracies of the eight mangrove species using SVM were all higher than 90%, especially for the A. aureum and S. apetala stands. This was mainly because the derivative and logarithmic transformations of reflectance spectra could reduce the multiplicative factors caused by changeable illumination conditions. 
Five hyperspectral datasets were used to identify mangrove species with the four machine-learning classifiers: (a) the reflectance spectra of all 125 wavebands R; (b) the first-order derivative of the reflectance spectra d(R); (c) the logarithm of the reflectance spectra log(R) and (d) its first-order derivative d[log(R)]; and (e) 25 hyperspectral VIs. Table 3 summarizes the classification accuracy assessment results. Based on hyperspectral VIs, the classification accuracies of the four classifiers were all more than 80%. Compared with the other three classifiers, SVM yielded a better overall classification accuracy of 93.54% (Kappa = 0.9253). Both the derivative and logarithmic transformations could improve the mangrove species classification accuracy. The discrimination capabilities of d(R) and log(R) spectral datasets were better than that from the reflectance spectra (Table 4 ). The d[log(R)]-classification using SVM gave the highest OA of 96.46% (Kappa = 0.9591). The producer's and user's accuracies of the eight mangrove species using SVM were all higher than 90%, especially for the A. aureum and S. apetala stands. This was mainly because the derivative and logarithmic transformations of reflectance spectra could reduce the multiplicative factors caused by changeable illumination conditions. Table 3 . Classification results in terms of OA (overall accuracy), kappa coefficient, and standard deviation (in bracket) for the eight mangrove species using different spectral datasets and classifiers of the 10-fold cross-validation data. 
Spectral
Optimal Waveband Selection
Considering the high dimensionality of the hyperspectral data and the spectral correlations among different mangrove species, it was necessary to select a few wavebands with lower correlation. For this study, three waveband selection methods, SDA, CFS and SPA, were used to determine the optimal wavebands, and their classification performances were compared. Table 5 shows the results of the effective wavebands selected by the three methods. Table 5 . The selected wavebands, based on the reflectance spectra, using the SDA, CFS and SPA methods.
Methods
Selected Wavebands (nm) To examine the spectral separability of all the wavebands selected by the three methods, the one-way analysis of variance (ANOVA) and multiple significant comparative tests at the 99% confidence level (p < 0.01) were performed. As shown in Figure 6 , most of the frequencies of occurrence of these selected wavebands were greater than 15 (half of C 2 8 ) [94, 95] , which showed their high discriminative capacity for mangrove species. The higher the frequency of occurrence, the more important the waveband, and the stronger the distinguishing ability of the mangrove species. The wavebands with higher frequencies of occurrence at 526 nm, 578 nm, 638 nm, 686 nm, 718 nm, 734 nm, 806 nm, 902 nm and 950 nm, which were selected by two or more waveband selection methods, showed their importance of classifying mangrove species.
CFS
To examine the spectral separability of all the wavebands selected by the three methods, the oneway analysis of variance (ANOVA) and multiple significant comparative tests at the 99% confidence level (p＜0.01) were performed. As shown in Figure 6 , most of the frequencies of occurrence of these selected wavebands were greater than 15 (half of ) [94, 95] , which showed their high discriminative capacity for mangrove species. The higher the frequency of occurrence, the more important the waveband, and the stronger the distinguishing ability of the mangrove species. The wavebands with higher frequencies of occurrence at 526nm, 578nm, 638nm, 686nm, 718nm, 734nm, 806nm, 902nm and 950nm, which were selected by two or more waveband selection methods, showed their importance of classifying mangrove species. Figure 6 . Frequencies of occurrence of the selected wavebands using the SDA, CFS and SPA methods.
Classification Results with the Selected Wavebands
The selected wavebands were then used as the input data for the LDA, KNN, RF and SVM classifications. Based on the reflectance spectra, the selected wavebands by using the three waveband selection methods (Table 5 ) and all 125 wavebands were used to identify mangrove species. Table 6 gives the classification results in terms of OA and kappa coefficient for the eight mangrove species identified by the four classifiers. The classification accuracies of these selected wavebands by using the SDA, CFS and SPA methods, were close to, or in some cases, higher than the accuracies when using all 125 wavebands. Among three waveband selection methods, the classification accuracy of the SPA was the highest. Hence, this report only presented the classification results of the wavebands selected by the SPA and the four classifiers (Table 7) . Excepted for the LDA, the overall accuracies when using the other three classifiers all reach 80%, where the SVM was more than satisfactory in classifying mangrove species. The classification results indicated that the four classifiers could be easily used to identify the T. populnea stands, whose producer's and user's accuracies were more than 90%. For C. manghas, the classification accuracy of LDA was the lowest, while SVM could better separate C. manghas from other species, with a higher accuracy of 90%. Table 6 . Classification results in terms of OA, kappa coefficient, and standard deviation (in bracket) for the eight mangrove species obtained using different selected wavebands and classifiers of the 10-fold cross-validation data. 
Selected
Discussion
Effect of the Optimal Waveband Selection Methods
The selection of effective wavebands can simplify the classification models and reduce the computational cost. By using a fewer number of effective wavebands is possible to achieve or exceed the classification accuracy of the entire waveband dataset [13] . The frequencies of occurrence of the selected wavebands demonstrated their high discriminative capacities for mangrove species (Figure 6 ), which were further verified by the classification results based on the wavebands selected by the three methods. The SDA method has been widely used for choosing effective wavebands in related research of mangroves [23] , while the CFS and SPA methods have been mostly applied to machine-learning-based classifications [10, 96] . In this study, the wavebands selected by the SPA showed better performance. There were few overlaps among the wavebands selected by the three methods (Table 5) , while neighboring wavebands that had comparable discriminative capacities were selected. The wavebands at 526 nm, 578 nm, 638 nm, 686 nm, 718 nm, 734 nm, 806 nm, 902 nm and 950 nm were frequently selected. The selection results of this study differ from several studies with regards to the selected wavebands for classifying mangrove species [23, 97] . This may be expected given the studied species and the specific sensor used in this study.
Impact of Spectral Datasets With Different Transformations
Spectral transformations and VIs can normally minimize the influence of brightness variations on ground-based spectral measurements. In this study, the classification performance of the selected hyperspectral VIs demonstrated that they were effective for the discrimination of vegetation species. This was consistent with the conclusion of a previous study [32] . Moreover, the derivative and log-transformed datasets manifested better classification results with the overall accuracies of all above 85%, when we employed the four machine-learning classifiers. When the classifications were performed based on the derivative spectra, the classification accuracy of LDA showed a slight improvement from 84.17% to 84.58% (Table 3 ). The LDA classifier generally requires the assumption of a normal distribution, while the derivative transformation will destroy this distribution [31] . Conversely, the logarithmic transformations can be generally used to normalize the distribution of a dataset. Based on the log-transformed dataset, the classification accuracy increment of LDA was 6.68%.
Performance of the Machine-Learning Classifiers
The classification performances of four machine-learning classifiers in identifying mangrove species were manifested, where most of the accuracies reached 80%. Compared to the other three non-parametric classifiers, the LDA gave the worst classification performance, especially when using fewer input parameters and the derivative spectra. This may be because the LDA is theoretically limited to parametric datasets and requires the assumption of normal distribution. As shown in Table 7 , the lowest PA of 59.79% indicates that the LDA classifier has poor discrimination power for C. manghas class, and this class is easy to be mistakenly classified as another class. Conversely, the UA of 73.40% for C. manghas class shows that parts of the other classes were misclassified as this class. Previously, the non-parametric classifiers, such as RF and SVM, have proven to be effective for meeting the assumption of normal distribution when used for machine-learning classifications [34, 98] . Overall, the SVM outperformed the KNN and RF classifiers, especially when using the selected wavebands and the derivative and log-transformed datasets. However, it should be noted that the classification performances of these machine-learning classifiers may generally depend on the number of features, number of samples, data types and the specific research purposes.
Applicability of Field Close-range Snapshot Hyperspectral Imaging
Hyperspectral imaging has been widely used to provide excellent detection capabilities for vegetation classification. The use of close-range snapshot hyperspectral imaging provides a new semi-automatic investigation method for hyperspectral measurements with proximal sensing in the field, which enables field surveys more convenient and rapid. The results of this study provided compelling evidence for the application of field close-range snapshot hyperspectral imaging in identifying mangrove species, which also provide a theoretical and practical guidance for monitoring mangrove forests. Compared to previous studies [22] [23] [24] [25] [26] , which used non-imaging spectrometers, push-broom or staring imaging sensors, this hand-held close-range snapshot hyperspectral imaging, acquiring the spectral and image information at the time of one capture, bridges the gap between point and image data. It also can be considered as the transition from laboratory to field, and further close to realistic application. Furthermore, the snapshot hyperspectral imaging sensor can also be mounted on a UAV platform for use in precision agriculture, such as winter wheat above-ground biomass estimation [99] , and vegetation classification [10, 100] . The close-range hyperspectral imaging has potential to support the identifying of mangroves at the individual species level, but for field operational applications, there are still several limitations that need to be considered. Many captures need spend much time on preparations (e.g., multiple calibrations with white and dark references) and post-processing (e.g., the selection of samples), and the imaging effects are susceptible to the weather and illumination conditions.
Conclusions
In this study, we assessed the feasibility and usefulness of close-range snapshot hyperspectral imaging for mangrove species identification with field hyperspectral measurements. We classified mangrove species using different spectrum-transformed datasets, waveband selection methods, and machine-learning classifiers, and compared the classification results. Our main conclusions include: (1) The SVM proved to be more reliable for identifying mangrove species, when compared with the other three machine-learning classifiers. (2) The classification accuracies of the selected wavebands obtained by the three waveband selection methods, SDA, CFS and SPA, were competitive or comparable to the classification accuracies obtained when using all the wavebands. (3) The derivative and logarithmic transformations and hyperspectral VIs further improve the classification accuracies of mangrove species, especially those susceptible to background contamination and irregular illumination. The results of this study displayed the potential of close-range hyperspectral imaging as a tool in monitoring mangrove forests at the individual species level. The hyperspectral spectra of mangrove canopies acquired by using the snapshot hyperspectral imaging sensor under field conditions can be used to effectively identify mangrove species. The findings of this study can potentially provide further guidance for the application of space-borne and airborne hyperspectral sensors for mangrove forest management and conservation. 
