1. Introduction {#s1}
===============

Drawing skills vary enormously across individuals, particularly when participants are asked to simply draw an object present in front of them. Here, we will examine if this skill is related to the ability to process object structure when tested in a non-drawing context. The common excuse many of us give for our poor drawing performance is a lack of the motor coordination required to draw the object outlines. However, [@R55] showed that novices were as accurate as experts in tracing simple straight and curved lines and experts were only more accurate when copying more complex arrays of lines ([@R56]). If it is not simply an advantage in motor control, perhaps experts are able to perceive the target patterns more accurately ([@R13]). For example, studies using Navon stimuli ([@R10]; [@R20]), have shown that observers who are skilled in drawing are better able to disregard the global shape of the stimulus when required to report local shape. In line with this perceptual advantage, [@R41] reported that the magnitude of perceptual errors made in a Shepard illusion task was inversely correlated with the participants\' drawing skills. Several studies extended this result to perceptual tasks involving shape ([@R15]) and size constancy ([@R43]). However, these findings have been challenged by several failures to replicate ([@R40]; [@R43] in their shape constancy task; [@R45], [@R46]) calling into question the idea that skill in drawing is related to more accurate (veridical) perception. If accuracy in drawing is not a result of better perception (i.e. more veridical) or motor coordination, where does it come from? In a previous study ([@R47]), we suggested that drawing skill relies on the ability to construct and maintain a robust internal representation of object structure in visual memory (i.e. the relative spatial position of the object\'s segments).

This robust internal representation is critical because observational drawing is characterised by many sequential eye-movements between the original object and the drawing, both to encode the to-be-drawn information and to visually control the hand position on the drawing ([@R11]; [@R37]; [@R38]; [@R57]; [@R55], [@R56]). In particular, [@R56] showed that experts in drawing used a segmentation process, encoding and copying the object line by line, while novices tended to process larger areas of the object. This is consistent with previous findings ([@R12]) showing that artists shift their gaze more often between the original object and the drawing than beginners. According to these studies, a segmentation process selects salient portions of the object, reducing the amount of information to be encoded as well as the load on visual memory. Consistent with this hypothesis, [@R25] found that experts in drawing drew more information than novices even when both groups saw the same extent of the target for the same duration. This suggests that more skilled participants may be able to encode more information (bigger chunks, e.g. [@R26]) at each fixation. It remains unclear, though, how the various segments and chunks can be successfully integrated despite the many changes in retinal inputs and reference frames ([@R5]; [@R18]).

In a previous study ([@R47]) relating drawing skill to object encoding, we examined the ability to discriminate possible from impossible objects ([@R52]; [@R51]) while viewing only a portion of the object viewed through a window, centred on the fovea, that moved with the gaze. We found that more skilled and experienced participants could discriminate an object\'s structure based on a smaller visible portion of the object. These results suggested that the more skilled and trained participants had a more robust mental representation of the object\'s global organisation that allowed them to add new portions from small samples acquired across several eye-movements. Many of the requirements of this contingent window task are shared with those of a drawing task---for example, sampling small segments of the object over many fixations and building an internal representation of its global structure.

However, our previous study could not rule out the possibility that the advantage of skilled participants was due to more efficient coding of the object\'s structure "at a single glance" in addition to a more robust internal representation sequentially built across eye movements. Our present study will address this question of perceptual encoding (how much can be encoded at a glance) versus construction across eye movements. We compared how quickly object processing can operate in a single fixation and related it to participants\' drawing skills. We presented possible and impossible objects and varied the stimulus-mask SOA (from 8 ms to 1500 ms) as well as the extent of space covered by the object around the central fixation dot (8° or 28° of width, fixation controlled with an eye-tracker). This allowed us to measure the time required by our participants to encode object structure for a single fixation.

A second question that we addressed was the importance of peripheral information. [@R55] has suggested that during drawing, even with gaze locked within a 5° range either around the pencil tip or the currently selected target segment, peripheral information may help to locate the current region of interest within the object\'s global organisation (e.g. using the paper\'s edge that is visible in the periphery to check the line\'s orientation). We assessed the role of peripheral information in a separate experiment in a previous study ([@R47]) where central vision was masked and participants could only see the periphery as they explored the test object. We found no advantage for the skilled participants but in that task participants could see *only* the periphery (masked central vision). In contrast, during a drawing task, the entire structure of the target object is visible so it is possible that peripheral information might help build the representation if central information is also present. Therefore, in addition to varying the stimulus duration in this first experiment, we also varied the size of the object, centred at fixation point (8° or 28°) to see how large an expanse of spatial information could be analysed at a single glance (visual span, [@R50]). If drawing accuracy is related to larger visual spans, then the more skilled participants may be better able to make use of peripheral information (i.e. beyond about 3° of eccentricity) giving them more of an advantage at the larger image size than the smaller.

Finally, classifying an object as possible or impossible requires access to the individual features of the object\'s structure, its lines and junctions, in order to construct its global representation. During free viewing, the different local features can be scanned with eye movements to access them, but in our experiments, participants had to fixate a central dot throughout the trial (monitored by an eye-tracker) so that stimuli were inspected without eye movements. This means that when adjacent features are closely spaced and presented in the periphery, they may be hard to access or individuate as they may be crowded. In a second experiment, we examined the role of crowding by varying object size (1° to 12°) at two locations in the periphery (3° or 8°. crowding experiments are typically run at 3° or more in the periphery) to see if participants with better drawing skills were also better able to access closely spaced details in the periphery. It is well known that the presence of flankers surrounding a target can impair the identification, recognition and position encoding of a target ([@R29]; [@R39]; [@R59]; [@R61]; Intriligator & Cavanagh, 2001). This phenomenon is commonly referred to as visual crowding and it has been described as a limit of the spatial resolution of visual attention ([@R31], [@R32]). This effect is dependent on the spacing between items and the critical spacing to produce crowding is a constant proportion of the target\'s eccentricity ([@R3]). The crowding effect is seen not only for discrete items---targets and flankers---but also for inner features of complex stimuli like faces, where the resulting difficulty in recognising the whole stimulus has been called self-crowding ([@R39]). This self-crowding will impose a limitation on the access to local features required to build the object structure in our possible versus impossible task and this limitation should be particularly critical for peripheral presentation where crowding is stronger. Interestingly, it has been shown that attentional resolution, and the ability to individuate features within a cluttered visual environment in periphery, can be enhanced by intensive training (e.g. in video game players; [@R27]). For this reason, we suggest that one consequence of the years of drawing experience of participants with better drawing skills is to reduce the effects of crowding. They should be able to access individual features of the objects at smaller image sizes in our impossible versus possible object task, when their close spacing will produce significant crowding and performance loss for the less skilled participants.

Although object size was manipulated in both experiments, we expected that size would have different effects in the two tasks. In the first experiment, the size was manipulated with the test object always centred at the fovea (Experiment 1a). This should not affect the degree of crowding because foveally centred scaling maintains the critical ratios of feature spacing to eccentricity ([@R3]). However, the larger size will increase the absolute inter-feature distance, which may require extra time to covertly scan the figure ([@R8]; [@R19]; [@R35]; [@R48]) especially if the image size exceeds the participant\'s perceptual span ([@R50]). In contrast, varying the size of an object that is centred in the periphery (Experiment 2a) will interact with crowding. Increasing its size in this case will increase feature spacing relative to eccentricity for the more peripheral features, diminishing the effect of crowding. We expected that increasing the size, and therefore the spacing between the object\'s features, leads to better classification performances in this second experiment and that the critical size needed for accurate performance also increases with eccentricity (we tested 3° vs. 8°). However, we hypothesised that more skilled participants have better attentional resolution---they can individuate features with closer spacing---and so they should be able to accurately classify the stimuli at smaller sizes. Again, if the skilled participants use peripheral information more efficiently (have larger visual spans), their performance may not decrease as much at larger eccentricities as that of the novices.

2. General method {#s2}
=================

2.1. Participants {#s2.1}
-----------------

Novice participants were all recruited from a pool of voluntary participants (RISC), whereas professional artists and art students were recruited in art schools and workshops (*n* = 10; age = 27.3 ± 1.9, 6 females). Although the present study focused on drawing skill and not artistic ability, however that might be defined, we included artists and artists in training to increase the range of tested drawing skills. All the participants were naïve about the purpose of this study and our hypotheses. They all had a normal or corrected-to-normal vision. Before taking part in the experiments, they all gave their explicit written consent according to the principles defined by the University Paris Descartes ethics committee.

2.2. Material {#s2.2}
-------------

All the experiments, except for experiment 2B, used the same apparatus. The participant\'s head was held by a chinrest so that his or her eyes were approximately 55 cm from the screen\'s centre. The stimuli were projected on a 22 CRT screen, with a resolution of 1024 × 768 pixels and with a frame rate of 120 Hz. The experiments were programmed in MATLAB using the Psychophysics and Eyelink Toolbox extensions ([@R4]; [@R16]; [@R44]), and were run on an Apple computer.

Participants\' eye movements were recorded with an eye-tracking system (SR research Eyelink 1000 monocular, 35 mm lens) at 1000 Hz sampling rate. The eye-tracker was always calibrated for the participant\'s dominant eye (9-point calibration. Eye dominance was assessed with an aiming task). Finally, eye-movements events and saccades were parsed using the Eyelink 1000 algorithm (saccade acceleration threshold = 9500°/s^2^;, saccade velocity threshold = 35°/s).

2.3. Object selection {#s2.3}
---------------------

The object selection procedure we used in this study was similar to that presented in [@R47]. Part of the set of possible and impossible objects used in the present study was taken from previous collections ([@R52]; [@R54]; used with authors\' permission). The other objects were outlined versions of impossible objects provided by an Internet database ("Impossible world" website), and one of the authors (PF) designed corresponding possible versions using Adobe Illustrator CS4. At the end, our collection included a possible and an impossible version of 260 objects (total: 520) with an original size of 1667 × 1667 pixels.

In order to reduce the ambiguity about the structural possibility or the impossibility of the objects used in our experiments, we asked 20 independent observers, not participating in this study, to judge all our line-drawn objects as being structurally possible or not. They were particularly instructed that: objects were drawn with lines, every line represented a visible edge of the object, every visible edge was necessarily represented, an object\'s surfaces could only face one direction and were opaque and objects were volumes standing in a 3D space. All objects were seen in a random order. Only objects that had an inter-observers agreement equal to or larger than 95% were kept and used in the experiments presented in this paper (a total of 317 objects of which 170 were possible objects).

In addition, a previous study reported that perceived impossibility may be related to the object\'s complexity ([@R6]). Thus, we computed complexity of every object according to the number of line segments and junctions. Objects complexity was normalised and objects were categorised as below ("Low complexity") or above ("High complexity") the median object complexity. Next, for each main experiment, we randomly selected 160 objects to create Low- and High-complexity levels for both possible and impossible object categories (40 objects in each category) such that the average complexity of Low-possible versus Low-Impossible and High-possible versus High-Impossible were not statistically different (*p* \> .05). These categories were subsequently used to match object complexity across our experimental conditions.

2.4. Drawing accuracy {#s2.4}
---------------------

To assess our participants\' drawing accuracy, we asked them to perform a drawing task where they had 15 min to copy a greyscale picture of an inverted house ([Figure 1A](#F1){ref-type="fig"}) as accurately as possible, that is, without emphasising aestheticism or style. The use of an inverted house may avoid any canonical perception of the stimulus that could decrease drawing accuracy, even if the existence of such effect has not been demonstrated ([@R14]). Moreover, without well-practiced elements to represent (e.g. an ordinary house), the artists, like the non-artists, would be showing their basic copying skills. The original picture was displayed on a computer screen and our participants had to copy it on a white A4 sheet of paper using a pencil. They were allowed to erase and correct their drawing as many times as they wished. Because the picture had many elements to draw, we asked participants to start by tracing the house\'s structure, then to depict its details and if they had enough time, to copy the house\'s environment (trees, etc.). This made sure that all of our participants went through the same stages and had completed at least the first of them (house\'s structure, which we used in our subsequent measurements).

![Examples of structurally possible and impossible line-drawn objects used in the present study.](i-perception-5-101-g0001){#F1}

Drawing accuracy is usually measured by asking independent observers to subjectively rate the drawings made by participants on a scale according to specific instructions ([@R13]; [@R15]; [@R43]). Although this procedure can result in high inter-observers agreement, it does not allow the experimenter to know what criteria have been used by the observers, nor if these criteria vary across observers and across studies ([@R46]). Several recent studies have presented novel geometrically based methods to measure drawing accuracy, either using angles and proportion ([@R7]; [@R9]) or more sophisticated shape-matching algorithms ([@R30]). In this study, we present a simple procedure based on the object\'s structure (i.e. the relative spatial position of the object\'s junctions). This single measure can account for angle accuracy, proportion and shape. First, we manually selected 16 junctions present in all drawings that defined the house\'s shape ([Figure 2A](#F2){ref-type="fig"}). Next, we centred both the original picture and the drawings on their leftmost selected junction. Moreover, because we hypothesised that object\'s structure might be independent from the object\'s overall size, as it is defined as the relative spatial position of the object\'s parts, we normalised the junctions coordinates to the maximum horizontal and vertical coordinates in order to match the house size ([Figure 2B](#F2){ref-type="fig"}). Finally, we computed the drawing\'s accuracy as the mean of the percentage root-mean-square error (%RMSE) computed on each axis (*x* and *y*) between the 16 points in the original and in the drawing:
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![Geometrically measured drawing error. (a) First, we manually selected 16 junctions present in all the drawings (coloured dots) and the original picture, which defined the house\'s shape and structure. (b) Next, we normalised their coordinates to the maximum horizontal and vertical coordinates, and computed the mean RMS error of each drawing on the basis on these transformed coordinates.](i-perception-5-101-g0002){#F2}

where **C***d* are the transformed coordinates of the copied house, **C***o* the transformed coordinates of the original house and *n* the number of selected points (*n* = 16). Smaller root-mean-square errors mean better drawing accuracy.

We next evaluated this geometrical measure by comparing it to human observers\' subjective judgments of accuracy. To do so, we designed an online experiment where randomly selected pairs of drawings were presented to participants (*n* = 245) as well as the original picture. Online experiments are known to yield to a similar data quality compared to experiments run in laboratories ([@R24]). The task was to choose, by clicking on it with the mouse, which of the two drawings more precisely matched the original house. Participants were instructed to make their judgment on the basis of the house\'s proportion and structure, and not on the amount of detail, the size, style or aestheticism of the drawing. Each participant saw a maximum of 200 pairs of drawings and each possible pair was compared by at least 40 independent participants. To rank each drawing, we used the ELO ranking algorithm developed to rank players in two-competitor games like chess ([@R21]). The algorithm computes a probability of win for each compared item (a vs. b) according to its past results and to the score of the other item in the comparison:
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where *W* is the item\'s outcome for the current comparison, a versus b, (*W* = 1 for a win, 0.5 for a draw and 0 for a loss) and *n* is the number of previous comparisons for the item. These scores for each item reach a final value across all the comparisons made for that item across all the participants.

These subjective rankings were highly consistent with the original geometrical measures \[*r*(35) = −0.68 (CI: −0.82, −0.49), *p* \< .0001\]. Because of the objective nature of the geometrical scores, we used them in our evaluations of the participants\' performance in the experiments that follow.

3. Experiment 1a: Visual masking {#s3}
================================

The purpose of this experiment was to test two hypotheses: 1) whether drawing accuracy is related to the efficiency of encoding object structure as measured by the threshold presentation duration of the stimulus prior a mask, and 2) whether drawing accuracy is related to the extent of space that can be encoded at a single glance.

3.1. Participants {#s3.1}
-----------------

Thirty participants took part in this experiment \[average age 24.4 ± 0.8, 15 females, 10 artists, of which 6 were female\]. Three of these participants were dropped from the analysis as their performance in the main experiment never reached threshold in the tested range and no psychometric function could be fit to their results.

3.2. Stimuli {#s3.2}
------------

We generated a list of 160 randomly selected objects from our original collection (40 objects per category and complexity level) that was identical for every participant. All objects were repeated three times during the experiment and they were randomly distributed so that they could not appear within the same experimental condition and with the same orientation (θ = 0°, 90° or 180°).

3.3. Procedure {#s3.3}
--------------

Prior to the main experiments, participants performed in a practice session to familiarise themselves with the task and the difference between structurally possible and impossible objects. We first instructed our participants, like those participating in the object selection procedure, that: objects are drawn with lines, every line represents an edge of the object, every edge is necessarily represented and object\'s surfaces can only face one direction and are opaque, and objects are volumes standing in a 3D space. All objects used in this practice session were different from those presented in the other experiments. Next, we showed some examples of possible and impossible objects and asked the participants whether this categorisation made sense to her or to him. Finally, participants ran in 80 practice trials. On each trial, a 21° × 21° line-drawn object was displayed centred on the screen. Participants had to answer, as fast and accurately as possible, whether this object was structurally possible or not. They had a maximum of 5 s to give their answer. Otherwise, the screen was blanked out and the participant was told to give a response.

In the main experiment, eye-movements were monitored using an eye-tracking system. Each trial started with a central fixation dot that the participant had to fixate for 200 ms to start the trial ([Figure 3](#F3){ref-type="fig"}). After a random delay of 600--900 ms, a line-drawn object was displayed centred on the screen. We varied the object\'s presentation duration from 8 to 1,500 ms (eight SOAs: 8, 25, 67, 183, 525, 1,500 ms), as well as its size (8° or 28° of visual angle). After this duration, the object was immediately replaced by a dynamic mask with a duration of 16 frames ([@R1]). Finally, a red central dot was displayed, indicating to the participants that he or she had a maximum of 2 s to respond. Participants had to fixate the central dot during the entire trial. If a participant\'s gaze deviated by more than 1° from this dot, the trial was ended and was replayed later in the experiment. Specifically, participants were told to report whether the object was structurally possible or impossible, as fast and accurately as possible, by pressing the appropriate key ("left control" or "right control," respectively). Feedback was shown to participants every 20 trials to indicate their overall performance as well as their progression. This was designed to keep the participants motivated.

![Correlation between objectively (*x* axis) and subjectively (*y* axis) measured drawing accuracy. Each dot represents a participant\'s drawing. The filled area is the 95% bootstrapped confidence interval of the regression line.](i-perception-5-101-g0003){#F3}

We manipulated the object\'s presentation duration (six from 8 to 1,500 ms) as well as its size (8° or 28°) and its complexity level (low or high) as within-subject factors, although the latter factor was only treated as a control variable for an effect of complexity on perceived impossibility.

The experiment started with a practice block of 24 trials where we presented every possible condition to the participants. This was followed by 480 trials divided into six blocks of 80 trials each. We calibrated the eye-tracking system and made a drift correction at the beginning of each block.

3.4. Results {#s3.4}
------------

We first compared the participants\' pretest performance (percent correct categorisation of the 80 possible and impossible objects without eye movement constraints) to their drawing accuracy. The two measures showed a correlation of 0.45 \[*p* \< .005\], suggesting that more skilled participants could better discriminate possible from impossible objects in a free viewing condition. This preliminary correlation should be viewed with some caution as a similar baseline condition in our previous study ([@R47]) did not show a significant correlation, again between drawing accuracy and performance. One difference between the two studies was that the time available for the response was shorter (5 s) here than in the previous study (10 s). It is possible that this extra time in the previous experiment was sufficient to allow the less skilled participants to catch up to the performance of the skilled participants.

In the analysis of the main experiment, we first fitted a logistic function on proportions of correct responses plotted against SOAs ([Figure 5A](#F5){ref-type="fig"}) for each participant and object size (8 and 28°), using a maximum likelihood procedure with a fixed gamma parameter of 50% (2-AFC. [@R49]). The overall quality of individual fits was good and reliable \[mean deviance: 3.12(SE: 0.29), *Ps*\>\>.05\]. Next, we computed the critical SOA for each participant and object size, defined as the SOA value leading to 75% correct responses. However, three of our participants had very poor performance in this experiment despite good performance in the pretest, which led to undefined (infinite) thresholds. We excluded these three participants from the following analyses.

![Experiment 1A and 1B results. (a, c) Examples of individual fits for the object and word tasks. We fitted logistic functions on participant\'s proportion of correct responses plotted against SOA and we measured a critical SOA for each object size (8° and 28°) as the SOA leading to 75% correct response. Horizontal error bars are the 95% bootstrapped confidence intervals of the estimated critical SOA. (b, d) Next, we computed regressions between drawing error and critical SOA using a linear-mixed effects model for both tasks. Filled areas are the 95% bootstrapped confidence intervals of the regression lines.](i-perception-5-101-g0005){#F5}

To measure whether better accuracy in drawing is related to faster encoding of object structure, and to an ability to make such encoding over a larger extent of space, we computed the regression between participants\' drawing error score and their critical SOA using a linear mixed-effects^[1](#fn1){ref-type="fn"}^ model on log-transformed^[2](#fn2){ref-type="fn"}^ SOA and error values with drawing error and object size as fixed factors and with participants as a random factor to account for our repeated-measures design ([Figure 5B](#F5){ref-type="fig"}). We found a significant linear relation between log-error and log-critical SOA \[β = 1.39 (SE: 0.44), χ^2^(1) = 8.59, p\<.004\] and a significant main effect of object size \[β = 1.08 (SE: 0.51), χ^2^(1) = 14.26, p \< .0002\]. However, we found no significant interaction between object size and drawing accuracy \[β = −0.44 (SE: 0.37), χ^2^(1) = 1.38, *p* = .24\]. These results show that more skilled participants needed overall shorter presentation durations to make accurate decision about the object\'s structure. Although noisy, the effect was quite large with the regression showing a three to five-fold increase in the critical duration required to classify the objects for least skilled versus most skilled participants. This relation was not affected by object size.

4. Experiment 1b: Lexical-decision {#s4}
==================================

The more skilled participants needed less time to make accurate judgments of possible versus impossible objects. However, this might reflect some general advantage of the skilled participants for any task. As a control for a general processing advantage, we ran a lexical-decision task that required integration of letters across space to determine if the letters made a possible or impossible word. Other than the nature of the stimuli, the experiment had the exact same conditions as the possible--impossible object task. If participants with better drawing skills had a general advantage, it should also be apparently better in this lexical decision task.

4.1. Participants {#s4.1}
-----------------

Participants were identical to those of the previously described experiment, with the exception that only the 28 French native-speakers of the original 30 participants ran in this control experiment. Moreover, to allow a more straightforward comparison between this experiment\'s results and the previous findings, we also excluded the two outliers excluded from Experiment 1a because of indeterminate thresholds (leaving *n* = 26) although this did not affect the results.

4.2. Stimuli {#s4.2}
------------

Experimental conditions were identical to the visual masking task with possible/impossible objects. However, instead of using these line-drawn objects we used French words and non-words. These words and non-words were collected from a French database (LEXIQUE 3.55; [@R42]). More particularly and to avoid any ambiguities of an effect of words frequency, and possibly of participants\' education, on participants\' performances, we selected words with a frequency greater than 100 times per million words, based on appearances in books, subtitles, webpages, etc. Likewise, for non-words we selected actual French trigrams (sequences of letters making a pronounceable non-word) that had the same mean frequency of occurrence in French as that of the words we used in this task. Finally, to match the first experiment\'s conditions, we manipulated the number of letters of words and non-words (4 or 8) to simulate words visual complexity as well as their horizontal size (8° or 28°). As in the previous experiment, words complexity was matched across presentation durations. We had a total of 90 words and 90 non-words, each of them having been seen three times during the experiment.

4.3. Procedure {#s4.3}
--------------

The procedure was identical to that used in the first experiment, with the exception that now participants were asked to categorise the briefly displayed word as a word present in French language or not.

4.4. Results {#s4.4}
------------

As previously, we fitted logistic functions on participants\' proportions of correct responses, plotted against words presentation duration, and we computed a critical SOA for each participant and each stimulus size ([Figure 4C](#F4){ref-type="fig"}). The overall quality of fit was very high \[mean deviance: 2.45(SE: 0.29), *P* \>\> .05\].

![Experiment 1\'s procedure. Participants had to fixate a central dot for 200 ms to start the trial. After a random delay (600--900 ms), the stimulus was displayed, centred on the screen. We manipulated stimulus presentation duration (from 8 ms to 1500 ms) and size (8° or 28°). Participants had to maintain their fixation on the central dot throughout the trial (within ±1°).](i-perception-5-101-g0004){#F4}

Next, we computed the regression between drawing accuracy and critical SOA using a linear mixed-effects model on participants\' critical SOAs with participants\' drawing error and word size as fixed factors, participants as random factor. We found a significant main effect of word size on participants\' critical SOAs \[β = 0.99 (SE: 0.33), χ^2^(1) = 132.62, *p* \< .00001\], suggesting that participants overall need longer presentation duration to encode larger words accurately. In contrast to the first main experiment, we found no main effect of drawing error \[β = −0.11 (SE: 0.29), χ^2^(1) = 0.28\], as well as no interaction between drawing error and word size \[β = −0.06 (SE: 0.24), χ^2^(1) = 0.07\].

Taken together, these results show that the more efficient processing of object structure by skilled participants that we found in the first main experiment could not be attributed to a more efficient encoding of visual stimuli in general.

5. Experiment 2a {#s5}
================

The first experiment\'s results suggest that drawing accuracy might be related to a more efficient encoding of object structure seen in a single fixation but not to the ability to encode this structural information over larger visual spans without eye movements. This latter finding might not be surprising, for drawing is characterised as a sequential, segmentation process ([@R56]). For instance, an artist might need to encode the segment\'s position only in the context of elements located in a particular area of the segment\'s immediate surroundings. The present experiment aims at testing whether drawing accuracy would be related to a more efficient encoding of structural information located in participants\' visual periphery.

5.1. Participants {#s5.1}
-----------------

A total of 34 participants ran in this experiment \[average age 25.9 ± 1.1, 12 females, 10 artists of which 6 were female\]. Four of these participants were dropped from the analysis (leaving 30) as their performance in one of the two main conditions never reached the threshold in the tested range and no psychometric function could be fit to their results.

5.2. Stimuli {#s5.2}
------------

In this experiment, we only used the subset of "low-complexity" line-drawn objects from our collection, as a pilot experiment revealed that the task was nearly impossible to perform in the periphery with the most complex objects. We used a total of 60 objects per category (possible and impossible) that were repeated four times during the experiment, but never within the same condition or with the same orientation.

5.3. Procedure {#s5.3}
--------------

Participants had to fixate a central dot for 200 ms to automatically start the trial. After a random delay varying between 600 and 900 ms, a line-drawn object was displayed in the right visual periphery of the observer ([Figure 6](#F6){ref-type="fig"}). Participants were told to fixate a central dot all along the trial. Eye movements were continuously recorded with an eye-tracker, and every time participants\' gaze deviated by more than 1° from this central dot, the object disappeared. Participants were asked to categorise the object as structurally possible or impossible, and they had 5 s maximum to give their response. They were asked to respond as fast and accurately as possible by pressing the appropriate key ("left control" or "right control"). If no response was given within this time, the screen was blanked out and the participant was told to give a response. We varied the object size (eight sizes from 1° to 12°) as well as its eccentricity from the central dot (3° or 8°).

![Experiment 2A\'s procedure. Participants had to fixate a central dot for 200 ms to start the trial. After a random delay of 600--900 ms, a line-drawn object was displayed in the participant\'s right visual periphery. It remained on the screen until the participant gave his or her response. They were asked to categorise the object as structurally possible or impossible, and they had 5 s maximum to respond. If no response was given within this time, the screen was blanked out and the participant was asked to answer. In this experiment, we particularly varied the object\'s size (from 1° to 12°) and its eccentricity (3° or 8°).](i-perception-5-101-g0006){#F6}

Each participant started the experiment with a training block of 32 trials, which crossed all experimental conditions. Then, participants ran in 480 trials (8 sizes × 2 eccentricity, with 30 trials per condition), which were divided into four blocks. As in the first experiment, participants received feedback about their overall performance and progression every 20 trials. They were free to take a break during these feedback pauses and between every block of trials.

5.4. Results {#s5.4}
------------

Logistic functions were fitted on participants\' proportion of correct responses plotted against object\'s size for each tested eccentricity \[mean deviance: 6.24(SE: 0.49), *P*\>.05\]. We then measured the critical size as the object size leading to 75% correct responses ([Figure 7A](#F7){ref-type="fig"}).

![Experiment 2A\'s and 2B\'s results. (a) Example of individual fits. As in the first experiments, we fitted logistic functions on participant\'s proportion of correct responses plotted against SOA and we measured a critical size for each eccentricity (3° and 8°) as the object size leading to 75% correct response. Horizontal error bars are the 95% bootstrapped confidence intervals of the estimated critical SOA. (b) Next, we computed the regressions between drawing error and critical size. Filled areas are the non-parametric 95% bootstrapped confidence intervals of the regression slopes (10,000 runs). (c) To measure participants\' visual acuity, we used a Landolt\'s C test and we measured the critical gap size for each eccentricity with an adaptive staircase procedure. (d) The regressions between drawing error and critical size for the Landolt\'s C task. Filled areas are the non-parametric 95% bootstrapped confidence intervals of the regression slopes (10,000 runs).](i-perception-5-101-g0007){#F7}

To measure how the efficiency of discriminating possible from impossible figures varies with eccentricity and drawing accuracy, we computed regressions between drawing error and critical object size using a linear mixed-effects model on the log-transformed participants\' critical size, with log drawing error and object eccentricity as fixed factors, participants as random factor ([Figure 7B](#F7){ref-type="fig"}) Not surprisingly, we found a significant main effect of eccentricity on participants\' critical object size \[β = 1.16 (SE: 0.62), χ^2^(1) = 23.97, *p* \< .0001\], suggesting that participants needed in average larger object sizes to accurately discriminate between possible/impossible figures at farther eccentricities. As in the first experiment, there was a significant linear relation between drawing error and critical object size \[β = 1.04 (SE: 0.40), χ^2^(1) = 7.43, *p* \< .007\], suggesting that more skilled participants needed on average smaller sizes to categorise an object as structurally possible or impossible when presented in visual periphery. Again, although noisy, the effect of drawing skill was large, with the regression showing a two to three-fold increase in the required object size required for accurate classification between the least skilled and most skilled participants. Finally, we found no significant interaction between object eccentricity and the relation between drawing error and participants\' critical sizes \[β = −0.30 (SE: 0.49), χ^2^(1) = 0.39, *p* =.53\].

One explanation for the ability of more skilled participants to accurately process smaller objects is that they have smaller critical zone for crowding---they can access local features when they are more closely spaced. However, this effect of drawing skill did not vary with eccentricity. This advantage for skilled participants in processing smaller stimuli is surprising at a first glance, since we found no difference in the effect of object size for skilled versus unskilled participants in our first experiment. However, as we stated in our introduction, object size has different effects for an object centred at the fovea, as was the case in Experiment 1, compared to one centred in periphery, as here in Experiment 2. In the first case, size changes should not affect the strength of inter-feature crowding because the ratios of feature spacing to eccentricity that determine crowding are maintained when size changes are centred at the fovea. In contrast, with objects centred in the periphery, size changes do affect the feature-spacing to eccentricity ratios. Therefore, in line with our hypothesis of a better attentional resolution for skilled participants, one explanation of their advantage is that they were better with smaller stimuli at finding and individuating features required to construct the object\'s structure and detect violations.

6. Experiment 2b {#s6}
================

The relationship we found between drawing accuracy and the participants\' critical object size could easily be due to better peripheral visual acuity in more skilled participants. To evaluate this alternative explanation, we ran a Landolt\'s C test at the same eccentricities.

6.1. Participants {#s6.1}
-----------------

Participants were identical to those who participated in the previous experiment (2a), and we again excluded the four who had been removed from the analysis in that experiment (*n* = 30).

6.2. Material {#s6.2}
-------------

The participant\'s chin was held by a chinrest so that his or her eyes were centered on the screen at a distance of 105 cm. In this experiment, we used a 30-inch flat screen (30-inch Apple Cinema HD Display), with a spatial resolution of 2560 × 1600 pixels and a refresh rate of 60 Hz. This setting allowed us to display the very small visual angles required by our task.

6.3. Procedure {#s6.3}
--------------

Each trial started with a fixation dot centred on the screen for a random time of 300--600 ms. Next, a Landolt\'s C was briefly flashed for 100 ms in the right visual periphery ([Figure 8](#F8){ref-type="fig"}). Once the central dot disappeared, the participants could give his or her response. Participants were asked to report the position of the gap in the C (left, right, top, or bottom) by pressing the corresponding arrow key. In this experiment, we manipulated the C\'s eccentricity (3° or 8°) as well as the C\'s gap size. The latter was determined by using two interleaved and independent adaptive staircases (adaptive stochastic approximation procedure; [@R34]) for each eccentricity, one starting at 0.013° and the other at 0.20°. The aim of these staircases was to determine the threshold C\'s gap size for which participants\' performance on this 4-AFC task was 62.5% correct (chance level: 25%).

![Experiment 2B\'s procedure. Each trial starts with a fixation dot displayed for a randomly chosen interval between 300 and 600 ms. Then, a Landolt\'s C was briefly flashed for a duration of 100 ms. Once it disappeared, participants could give their response. We manipulated the position of the gap in the C (top, right, bottom or left) and participants had to report this position by pressing the corresponding arrow key. We varied the C\'s eccentricity as well as its gap size (proportional to the overall size). For each tested eccentricity, two independent and intermixed staircases were used to measure the gap size leading to 62.5% correct responses (4-AFC).](i-perception-5-101-g0008){#F8}

6.4. Results {#s6.4}
------------

In order to assess the relationship between our participant\'s drawing accuracy and their visual acuity, we computed the regression between drawing error and threshold gap size using a linear mixed-effects model on log-transformed thresholds, with eccentricity and drawing error as fixed factors, participants as random factors ([Figure 7D](#F7){ref-type="fig"}). As expected, we found a significant main effect of eccentricity on participants\' thresholds \[β = 0.25 (SE: 0.22), χ^2^(1) = 32.51, *p* \< .00001\]. However, we found no significant effect of drawing error \[β = −0.11 (SE: 0.15), χ^2^(1) = 0.43\] and no interaction between drawing error and eccentricity \[β = 0.06 (SE: 0.17), χ^2^(1) = 0.12\].

These results show no evidence of a relationship between drawing error score and participants\' visual acuity in visual periphery. Therefore, it is unlikely that the advantage of more skilled participants in discriminating possible from impossible objects in the periphery could be due to a more accurate perception of these objects.

7. General discussion {#s7}
=====================

Do artists and others skilled at drawing have any general advantages in processing visual information? Several previous experiments have suggested that they do (e.g. [@R25]; [@R47]; [@R56]). In many of these experiments, however, participants were allowed to scan a test image and we cannot know if the performance differences arose from advantages in integrating information across eye movements or from advantages in encoding information from individual fixations. In our experiments here, we asked whether participants with better drawing skills would have any advantages when their access to the stimulus was limited to a single glance (no scanning eye movements allowed). Participants of varying levels of drawing skill classified line drawings as possible or impossible objects: in the first experiment, presentation time was varied to measure the speed of processing object structure as well as the spatial extent over which this processing could be accomplished at a single glance; in the second experiment, object size was varied at different locations in the visual periphery to see whether participants with better drawing skills could correctly classify stimuli at smaller sizes or further eccentricity.

First, we measured our participants\' drawing errors both objectively and subjectively. We extended an objective method that geometrically compared the participants\' drawings to the original picture and quantified the drawing\'s matching error (e.g. [@R7]; [@R9]; [@R30]). In addition, we conducted a large-scale, on-line experiment where drawings were pair-wise compared by participants and then ranked using an ELO ranking algorithm ([@R21]). Both measurements were consistent and in the main experiments we used the objective measure where the criteria for accuracy are explicit.

In the first experiment (Experiment 1a), we found a significant relationship between objectively measured drawing error and the presentation duration needed by our participants to accurately categorise an object as structurally possible or impossible. Specifically, the regression result indicated that the most skilled participants reached threshold performance with presentation durations three to five times shorter than the threshold durations for the least skilled. However, the size of the stimulus (8° vs. 28°) did not affect this difference between skilled and unskilled participants. We also ran an additional control experiment using the exact same experimental conditions but using a lexical decision task instead of an object decision task. This control assessed whether the performance advantage of the more skilled participants was specific to the object structure discrimination or whether they were related to more general cognitive abilities that affected all tasks including drawing and the object structure task. However, no significant relationships between drawing skill and performance were found in the lexical-decision task (Experiment 1b). So, drawing accuracy appears be related to a more efficient processing of object structure on a single glance. In contrast, more skilled participants were not any better at processing larger stimuli than those who were less skilled suggesting that they had no advantage in terms of visual span ([@R50]).

In the second experiment, we found a significant relationship between drawing error and the object size needed to correctly identify its structure as possible or impossible. The regression results showed that the most skilled participants reached threshold performance for stimuli that were two to three times smaller than the threshold size for the least skilled. The test objects were presented at different locations in the near periphery (3° and 8°) so one explanation of the advantage for the participants with better drawing skills was that they had better visual acuity---they might simply be able to see the stimuli more clearly. To test this, we conducted a Landolt\'s C task at the same tested eccentricities and found no differences related to drawing skill, ruling out acuity as an explanation. In the absence of differences in visual acuity, a possible explanation of the better performances of our skilled participants with smaller images may be that they were able to individuate features present within small local structures. This finding suggests a relationship between drawing skill and attentional resolution ([@R31], [@R32]).

In summary, our results showed that the more skilled participants were notably faster at processing object structure at a single glance and were able to accurately classify test stimuli at much smaller sizes. The advantage in speed was independent of the size of the object and the advantage in size was independent of the eccentricity. This strongly suggests that drawing accuracy may be related to a more efficient encoding and representation of structural information that can be captured during a single fixation, regardless of the viewing condition (either in central or peripheral vision).

7.1. Drawing accuracy and possible/impossible object discrimination {#s7.1}
-------------------------------------------------------------------

Before considering how the processing of object structure differs between participants who are skilled at drawing and those who are not, we first consider what the possible versus impossible task tells us about the processing of object structure. Most of the studies using the impossible/possible object-decision test investigated object representation in long-term memory (e.g. [@R51]; [@R52]; [@R54]), and only a few of them have considered the perceptual aspects underlying this discrimination ([@R6]; [@R19]; [@R22]; [@R23]; [@R53]; [@R62]). Impossible objects have valid object properties (e.g. closed contours, volume and edges) despite their inherent structural violations. This may explain why possible and impossible objects share the same early perceptual processes with possible objects ([@R22]), as well as why impossible objects can be processed holistically to the same extent as structurally valid objects ([@R22]), and can be perceived as valid objects ([@R17]; [@R62]). However, discriminating possible from impossible structures takes much more time than discriminating object categories (e.g., animal vs. vehicle) or identities (e.g., spoon vs. fork). For example, our participants needed almost 1,000 ms on average to accurately discriminate an impossible from a possible object, whereas objects or scenes can sometimes be classified in less than 100 ms ([@R1]; [@R28]; [@R58]). Such a difference may mean that possible/impossible object discrimination is not based on the entry-level object "gist," but rather on a scrutiny of its parts and on a serial verification of the consistency between these parts and the object\'s global structure ([@R19]; [@R54]). These verification processes undoubtedly require more extensive and higher level processing ([@R33]). There are undoubtedly several factors that would contribute to the duration of these serial verifications: for example, the number of locations covertly sampled, the time spent to analyze the features at each location and the time needed to move from one location to the next.

In line with this hypothesis of serial inspection and verification and consistent with previous findings ([@R19]), we found that all participants needed longer durations for an object that covered a larger extent of space (Experiment 1a). Since fixation was maintained throughout, we might expect that object size would not affect the number of locations visited and scrutinised by attention (e.g. [@R60]) nor the analysis of the features at each location. The effect of size might arise from the longer time required to move attention from one location in the object to the next in a larger object ([@R8]; [@R19]; [@R35]; [@R48]). The speed advantage of the participants who are skilled at drawing (Experiment 1a) may arise from better performance on any or all of the three factors we mentioned: they may be able to construct the object structure based on covertly sampling fewer locations; they may spend less time processing the information from each location and they may be able to move attention more quickly from one location to the next. However, our experiment was not designed to distinguish the separate effects of these three factors and further research will be needed to address this issue. Nevertheless, we were able to show in the second experiment, that more skilled participants could access and analyze more closely spaced details than could the less skilled participants.

7.2. Relating drawing accuracy to the observed performances {#s7.2}
-----------------------------------------------------------

Our results here are specific to object analyses performed at a single glance, so we must ask, among the visual processes that would become more developed in artists and those skilled at drawing, which of these would be specific to analysis completed without eye movements.

Let us start by roughly outlining the stages of making a drawing. First, an internal representation of the original object must be constructed, shifting back and forth between local and global levels, to select and analyze local features in the context of their location within the object ([@R10]; [@R36]). On first glance, it is this stage that appears most relevant to our possible versus impossible objects task although typically, this stage would involve many eye movements across the original image to build its representation. The drawing then requires a selection of local elements to draw ([@R36]; [@R56]), adding them to the already drawn depiction, maintaining spatial relations. This selection and verification of local elements depends on understanding of the global structure and the relation of the selected element to that structure. If the original is in view, frequent eye movements are made back and forth between the original and the drawing in progress ([@R57]; [@R56]) to check details in the original and guide the new additions. If the original is not in view, then the back and forth inspection and drawing is based on the memory representation of the original. In either case, there is again a dependence on a robust internal representation of the object\'s structure and a requirement to access individual local elements to see if they correspond properly to the expected spatial relations.

Much of this effort involves back and forth eye movements with sampling of information from local regions and integration and comparison of this information with the internal model of the object\'s global structure. Several previous articles have looked at the link between drawing and visual tasks where eye movements are allowed (e.g. [@R25]; [@R41]; [@R47]) and integration across fixations plays a role. For example, our previous study ([@R47]) focused on the same possible versus impossible visual task with free eye movements but restricting the amount of the test object that could be seen around fixation. The results showed that participants who were skilled in drawing could perform accurately with smaller samples of foveal information. This suggests that drawing accuracy may relate to a more robust internal representation with local features better integrated into more complex chunks.

What is different when eye movements are not allowed, when the analysis must take place in a single fixation? Clearly, rather than integrating samples acquired foveally from one fixation to the next, participants must integrate the information encoded at different eccentricities by moving attention over different locations of interest. We again find that participants skilled in drawing are better at this. The same factors should contribute to good performance here: more robust internal representation, more efficient coding and better integration of local features. The continued superiority of skilled participants with or without eye movements suggests that the management of eye movements and retention of information across fixations is not the critical factor in their advantage. Nor is the difference between foveally acquired local features and peripherally acquired features. The skilled participants appear to be better wherever they acquire object features. They also have an additional advantage for closely spaced features, possibly based on better attentional resolution ([@R31], [@R32]) that allows them to access closely spaced details that are crowded for less skilled.

We conclude that those skilled at drawing are able to construct better internal representations of objects in less time and are better able to access details despite local clutter from adjacent features. These processes are critical in the rapid analysis of images when producing drawings and the long experience of relying on these processes for making drawings may have altered these core visual and memory processes. Of course, it is also possible that those who are skilled at drawing have those skills because these processes were already more developed. We cannot resolve this question of causality without a longitudinal study following, say, art students across their years of training. Our previous study of the impossible versus possible objects task did find a relation between years of drawing experience and performance that suggested that experience was a causal factor, but it was not a longitudinal study of the same participants across their training so it was not conclusive.

In contrast to these factors that do seem to link drawing to performance in this possible versus impossible object task, we found no evidence for additional advantages for skilled participants in processing more peripheral information. Drawing accuracy was not related to any increase in performance over larger visual spans (8° vs. 28°, Experiment 1a) nor to improved processing at larger eccentricities (3° vs. 8°, Experiment 2a). This result is consistent with the absence of a relationship between drawing accuracy and the ability to make structural discrimination based only on peripheral information in our previous study ([@R47]). It appears that whatever the relation between drawing skill and visual processes, it does not include advantages in processing information from the periphery (the advantage that we saw in dealing with crowded details was similar over the two eccentricities tested). However, it is possible that a difference would have emerged if we had tested a larger range of eccentricities.

To conclude, our present results suggest that drawing skill is related to improved visual processes active in a single glance, including a combination of more robust internal representation, more efficient coding, better integration of local features and better access to closely spaced details. These results indicate that the advantages seen previously in tasks where eye movements were allowed (e.g. [@R25]; [@R41]; [@R47]) were not critically dependent on differences in eye movement-related processes, but demonstrate general advantages in processing object structure no matter what the context. Our results here are only correlational, however, so there is no evidence of causality. We did not find any evidence for a link between drawing skill and a larger visual span ([@R50]) or a more efficient use of peripheral information. We did find evidence suggesting better attentional resolution (less crowding) for skilled participants and although this advantage only becomes measurable in the periphery (there is no crowding in the fovea), this advantage did not increase over the range of eccentricities that we tested.
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Linear mixed-effects models are extensions of linear regression models, including both fixed effects (linear regression part) and random effects that allow random individual variations across a grouping factor\'s levels (as in repeated-measures ANOVA). Linear mixed-effects models presented in this study were computed using the *lme4 R* package with an ML procedure ([@R2]). Main effects and interaction effects were tested by using a likelihood ratio-test, which compares the residual deviance of both the full model and the reduced model (full model without the factor of interest) and approaches a χ^2^ distribution. In addition, we report the log--log regression slope (β) to characterize the effect direction.

A diagnostic of the linear model\'s residuals showed an heavy heteroscedasticity when we used raw values. This can be explained by the presence of a lower bound in both participant\'s critical SOAs and drawing accuracy (theoretical minimum at 0). Using log-transformed values solved this issue. We applied this data transformation in all of the following analysis.
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