In the article the distributions of overjump functionals for almost semi-continuous processes on a finite irreducible Markov chain are considered.
The distribution of extrema and overjump functionals for the semi-continuous processes (processes that intersect positive or negative level continuously) on a Markov chain were considered by many authors( for instance, see [1] - [3] ). In the paper [4] the distribution of extrema for almost semi-continuous processes were treated (the processes that intersect positive or negative level by exponentially distributed jumps). Under some conditions these processes we can consider as surplus risk processes with stochastic premium function in a Markov environment. In the article the distribution of some overjump functionals for the almost semi-continuous processes defined on a Markov chain are considered.
Consider a two-dimensional Markov process:
Z(t) = {ξ(t), x(t)} t ≥ 0, where x(t) is a finite irreducible nonperiodic Markov chain with the set of states E ′ = {1, . . . , m} and the matrix of transition probabilities P(t) = e tQ , t ≥ 0, Q = N(P − I),
where N = ||δ kr ν k || m k,r=1 , ν k are the parameters of exponentially distributed random variables ζ k (the sojourn time of x(t) in the state k), P = p kr is the matrix of transition probabilities of the imbedded chain, π = (π 1 , . . . , π m ) is the stationary distribution. ξ(t) is a process with stationary conditionally independent increments for fixed values of x(t) (see [1] ).
The evolution of the process Z(t) is described by the matrix characteristic function:
which we can represent as follows
In what follows, we consider processes that have cumulant
where
F(x) = P{χ kr < x; x(ζ 1 ) = r/x(0) = k} , χ kr are the jumps of ξ(t) at the time of transition of x(t) from the state k to the state r.
are the distribution functions of the jumps of ξ(t) if x(t) = k, Λ = δ kr λ k , λ k are the parameters of exponentially distributed random variables ζ ′ k (the time interval between two neighboring jumps of ξ(t) if x(t) = k). C = ||δ kr c k ||, where c k are the parameters of exponentially distributed positive jumps of ξ(t) if x(t) = k. The process Z(t) with this cumulant is the almost lower-semicontinuous process defined in [4, p.43 ].
Let θ s denote an exponentially distributed random variable with parameter s > 0 (P{θ s > t} = e −st , t ≥ 0), independent of Z(t). In this case, we rewrite the characteristic function of ξ(θ s ) as follows
Denote the next functionals for ξ(t):
were concretely defined in [4] . The aim of our article is to find joint moment generating function of overjump functionals for almost lower semi-continuous processes and the moment generating functions for pairs {τ
Lemma 1. For process Z(t) with cumulant (1) the next relation holds
Proof. Taking into account the condition of semi-continuity, formula (3) follows from [1, Corollary 3.4] . By results of [4] (see Remark 1) the distribution of ξ(θ s ) is determined by the relation
Taking into account the definition of W(s, x, u, v, µ) we deduce
and from (5) we obtain (4).
Note, that lim
Then from the next formula
we get, that the spectrum of matrix
consists of strictly positive elements. Denote
After inverting with respect to u we deduce
Taking into account that for k = 1, 3:
from (7) we obtain
After the limit passage as x → 0 from (8) we get
Substituting x = 0 in (9) and using (10) we get
Substituting G k (s, 0, u) in (11) and using the relation p + (s)P Consider some corollaries of Theorem 1 and results of [2] , namely, the analog of the inverted Pollaczeck-Khinchine formula and two-sided Lundberg's inequality. Assume hereinafter that χ kr = 0, k, r = 1, m. The almost semi-continuous processes that satisfy such conditions we can consider as surplus risk processes with stochastic premium function in a Markov environment.
Let ζ * is the moment of the first jump of ξ(t). We have the next stochastic relations (see [1, p.42] )
where indices kr means that x(ζ * ) = r, x(0) = k (k, r = 1, m). Taking into account the definition of Z(t), these relations yield (see [1, p.64 
or in a matrix form
Taking into account that P 0 (s) = I − E e −sζ * P s , we get
and assume that m
Proof. Formula (12) were obtained in [2] (see the proof of Proposition 2.2) for the processes, that intersect negative level continuously. However, the proof is also true for the processes for which pair {τ + (0), γ + (0)} has nondegenerate distribution. Since Z(t) is the stepwise process, then formula (12) holds for our process. Formula (13) follows from the first formula in (6).
Let k(r) be the real eigenvalue with maximal absolute value (Perron's root) of the matrix K(r) = Ψ(−ır). Suppose that a solution γ > 0 of the equation k(r) = 0 exists and
′ are corresponding left and right eigenvectors of the matrix K(γ). We assume that vectors ν, h have strictly positive elements and νh = 1(see [2, p.42] ). Denote
Proof. See the proof of Theorem 3.11 [2] .
Example. Let Z(t) = {ξ(t), x(t)} be the process on a Markov chain x(t) with infinitesimal matrix:
We assume, that χ kr = 0; k, r = 1, 2, and component ξ(t) has the next representation:
where S i (t), S 
Let's find the distribution of absolute maximum, which defines the ruin probabilities and the distributions of overshoots for zero level. Consider auxiliary process Z 1 (t) = {ξ 1 (t), x(t)} = {−ξ(t), x(t)}, with cumulant
In our case the stationary distribution is defined by π = 
Use the projection operation (see [1, p.34] ), which for functions
is defined as follows 
where e = (1, 1) ′ . Inverting the last relation with respect to r, we can determine the distribution of ξ − 1 as follows:
That is, we have the next representations of ruin probabilities ψ 1 (u) = P 1 ξ + > u = P 1 ξ 
