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Abstract 
Aggregate scheduling system analysis is presented in order to bring to the surface the 
hidden rules of an operating scheduling system. For this purpose, a parametric fuzzy 
system modelling approach is proposed in order to: (1) analyse the behaviour patterns 
of an operating scheduling system, i.e., to identify the bottle-neck variables as well as 
important variables and their fuzzy information granules of effectiveness: and (2) pro- 
vide system performance prediction, i.e., to forecast certain measures of performance in- 
dicators, for example, tardiness measure value, for a new job order when and if the new 
job orders are processed under the current operating rules. The purpose of this paper is 
not to determine optimal detailed scheduling sequences: but rather to investigate and 
analyse complex fuzzy interactions of variables affecting a scheduling system and its per- 
formance measure under current operating conditions, i.e., as implied above, to expose 
the "'hidden rules" that are operating under day to day implementation of the company 
procedures by the schedulers of the company. © 1998 Published by Elsevier Science 
lnc. All rights reserved. 
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1. Introduction 
The motivation of this paper centres on the need to provide a management 
team of experts with an aggregate analysis and hence an overall view of their 
operating scheduling system procedures and its behaviour patterns under the 
current structure of scheduling procedures. The hypothesis is that generally 
the actual structure of the operating rules are "hidden" due to complex inter- 
actions of a large number of variables and various procedure implemented by 
schedulers that affect the scheduling performance measure(s). 
Furthermore, it is hypothesized that such interactions are not well describ- 
able in a crisp way and that such interactions generally demonstrate highly 
non-linear and fuzzy patterns that can be elicited via fuzzy system structure id- 
entification. It should be noted that in complex scheduling systems there are at 
least two categories of variables: (1) those that are objectively measurable and 
have a direct impact on the operations, for example, once a schedule is fixed in 
a steel plant, width of continuous casting strand must be adjusted to various 
customer order specifications, etc., and (2) those that are subjectively measur- 
able and have an indirect but definite influence on the scheduling procedures 
that determine the sequence of operations, for example, the priority of the cus- 
tomer orders, etc. Hence, the interactions of these two categories of variables 
together with the procedure with which they are implemented by the schedulers 
are rather complex and expected to be highly non-linear. 
Therefore, for the analysis of such complex systems our goal is to propose a
fuzzy system modelling approach that would identify the structure of "hidden" 
rules which would select important variables and their fuzzy patterns as well as 
their connectives that affect system performance measure(s) via supervised and 
unsupervised learning techniques where appropriate. Such system models 
would serve two purposes: (l) an identification and an assessment of critical 
bottle-neck variables that may be subject to change and modification to im- 
prove the efficiency and effectiveness of a given capacity of productive activity; 
and (2) prediction(s) of a performance measure indicator(s) for a given custom- 
er order under the current operating rules of scheduling procedures. 
Naturally one would ask whether such aggregate scheduling system models 
might not be developed by classical statistical partitioning methods such as 
principle component analysis, multiple regression analysis, etc. Clearly, the ad- 
vantage of fuzzy system modelling to be proposed here are that: (1) fuzzy 
knowledge representation techniques allow the extraction of highly complex in- 
teractions of input variables and their effect on the output variables, that is, 
fuzzy information granules and their fuzzy membership functions provide us 
with many-to-many correspondence with varying gradations which can repre- 
sent complex fuzzy patterns of interaction amongst input variables and their 
effects on the output variables; and (2) fuzzy inference techniques allow reason- 
ing with fuzzy knowledge representation for crisp or fuzzy input patterns via 
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forms of generalized reasoning methods uch as modus ponens, etc., and hence 
an assessment and prediction or forecasting of system performance measures 
for new customer orders. 
That is, fuzzy system models would depict and demonstrate non-linear and 
complex interactions in a flexible and robust manner amongst system variables 
and represent their trade offs more clearly as well as forecast performance mea- 
sure indicators under current operating conditions. 
In the rest of this paper, a discussion of a real life aggregate scheduling sys- 
tem for continuous casting is presented in preparation for the application of 
our proposed parametric fuzzy modelling approach in Section 2. 
In Section 3, the structure of fuzzy rule base for the aggregate scheduling 
analysis in continuous casting, with its rules, and fuzzy patterns of variables 
in the rules are discussed in order to highlight the analyses of complex interac- 
tions of variables that affect the aggregate scheduling of customer order's tar- 
diness. The analyses of mixed zone effects which is a complementary model to 
the tardiness measure and the analyses of a higher order model that attempts to 
balance the interaction of tardiness and mixed zone costs are not included in 
this paper. 
Conclusions are presented in Section 4. An outline of the proposed fuzzy 
system modelling is reviewed briefly in Appendix A. 
2. Continuous casting 
A typical iron and steel mill is comprised of many complex processes, each 
of which interacts with several others in an integrated fashion to produce final 
products. In general, an iron and steel complex consists of four major parts in 
the following precedence ordering: ironmaking, steelmaking, casting and roll- 
ing. In this order, an output of one part is the input to the subsequent part. 
Thus, the lack of efficiency in one part affects the efficiency of the other parts. 
When the process of the steelmaking is finished, molten steel is transferred to 
the caster shop for casting processes. Caster and steelmaking furnace operate in 
tandem and cannot be scheduled independently. Continuous casting has 
emerged as one of the great technological developments in steelmaking of 
the last three decades. This technology not only has improved the quantity 
of the steel products, but also has improved their quality with very little segre- 
gation and excellent homogeneity. The products of continuous casting have 
two essential characteristics which are size and level of quality. Because of these 
two essential characteristics, the production scheduling of the caster must be 
improved in order to deliver customer orders with minimum delay and with 
the required quality specifications. The molten steel which is carried by a ladle 
from steelmaking, is poured into the tundish in preparation of the molten steel 
into the caster. The temperature of this heat must carefully be controlled. In 
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continuous casting, molten steel continuously converts to slabs, without pass- 
ing through the soaking pits and primary rolling. 
In the continuous casting process, the quality of products depends on a 
number of different factors. Some of these are: 
1. the geometry of the machine, i.e., the strand, 
2. intensity of deformation due to thermal or mechanical stress imposed on the 
strand, 
3. changes in mould level, 
4. process components such as variation in casting speed and mould 
temperature, 
5. sequences of the heats. 
In scheduling the tasks of continuous casting, several objectives must be 
considered such as (i) the maximization of the productivity of the system, (ii) 
the maintenance of a high quality, (iii) the maximization of on-time deliveries, 
(iv) the minimization of mixed grade of inventories as well as (v) the minimi- 
zation of the tardiness of customer delivery due dates. These objectives are of- 
ten in conflict. For example, scheduling for just-in-time delivery, i.e., zero 
tardiness, may result in many different set-ups with grade changes that lead 
to increases in mixed grade tonnage which may require rework or low quality 
steel that may wait in inventory a long time, increasing inventory costs. Sched- 
uling for high productivity needs long casting sequences of the same product 
without considering the due date requirements which produce tardy deliveries 
and a high level of inventory. Moreover, the change of steel grades from a heat 
to the next one is an important factor in scheduling with respect o quality con- 
trol considerations. This sometimes causes the production of an undesirable 
grade of steel. Thus, minimizing the size of mixed grade tonnage is an impor- 
tant objective. Here, from a technical point of view, one of the following strat- 
egies can be adapted: slowing the casting operation and reducing the mixed 
zone, or caster turnaround {changing tundish, resetting caster and beginning 
a new sequence). Turnaround has some productivity penalty because it is un- 
desirable to stop production process during the set-up period. In some steel 
plants, a caster turnaround is equal to the time required to cast four heats. 
Thus, sequence length is an important scheduling consideration i  continuous 
casting. Another problem is the change of width that must be considered in 
scheduling, since the caster ought to be slowed down as the mould walls are 
moved to the next width. This problem, besides decreasing productivity of 
the caster sometimes causes the tearing off of the strand shell in the mould. 
Such occurrences require expensive clean up and repair activities. Periodic tun- 
dish and nozzle change also results in slowing down the casting speed and re- 
ducing the quality of steel. Tundish change is very complicated in sequencing 
since it affects both costs and surface quality. Normally, a tundish must be 
changed between 16 and 20 heats, in some steel plants. Because they are expen- 
sive to rebuild, a sequence length that utilizes only a fraction of a tundish life 
I.B. T'urksen, M.H. Fazel Zarandi / Internat. J. Approx. Reason. 19 (1998) 119 143 123 
carries a heavy penalty cost. On the other hand, the rate of molten steel con- 
sumption in continuous casting depends on the physical shape and the grade 
of the steel. For this reason, the synchronization of the production rate of 
the caster machine and the production rate of the steelmaking furnace is an im- 
portant factor in scheduling. As the description given above indicates there are 
many factors to be considered in this multi-criteria problem. In order to get a 
handle on such a complex problem it is decided in cooperation with the sched- 
uling experts to analyse two subsets of the continuous casting problem related 
to essential criteria that was the concern of the steel plant schedulers. This an- 
alyses is directed basically for a diagnosis of variables and their effect on the 
criteria of concern in prototype studies. 
A similar continuous casting scheduling problem is discussed by Slany 
(1996) where he states, "Real-world scheduling is decision making under vague 
constraints of different importance, often using uncertain data, where compro- 
mises between antogonistic riteria are allowed". Slany (1996) explains in the- 
ory and by detailed examples a new combination of fuzzy set based constraints 
and repair based heuristics that help to model these scheduling problems. In his 
work the author simplifies the mathematics needed for a method of eliciting the 
criteria's importances from human experts. He introduces a new consistency 
test for configuration changes. This test also helps to evaluate the sensitivity 
to configuration changes. He describes the implementation of these concepts 
in his fuzzy constraint library ConFL IP++ and in his heuristic repair library. 
Finally, the author presents results from scheduling a continuous caster unit 
in a steel plant. 
2.1. Problem description 
Based on our ongoing meetings and discussions with the scheduling roups 
and other experts at a steel plant, we have reached an agreement that the pre- 
liminary objectives of continuous casting should be stated for our prototype 
study as follows: 
An optimal balance of (i) minimization of the mixed zone tonnage and 
(ii) minimization of the tardiness of the customer delivery due dates. 
In general, in this company, the scheduling horizon for the short term is 3 
days, and for the long term it is 10 days. The transition of the grades at this 
plant can be classified into four categories as Class 1, 2, 3, 4 and 5. The linguis- 
tic descriptors and the initial performance penalty weights for the cost of the 
change, i.e., transition, from one grade of steel to the next grade are shown 
in Table 1. 
Based on the documents of the company, there exist almost 20,000 different 
combinations; however, some combinations are not produced. The available 
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Table 1 
Grade transition penalties 
Categories Grade changes between adjacent heats Penalty 
Class 1 No change (same grade) 0 
Class 2 Like (compatible and grades) I 
Class 3 Like grade (slight grade difference) 10 
Class 4 Mixed zones (large grade difference) 1500 
Class 5 Severe (very large grade difference) 4(t00 
documents demonstrate that only 1574 combinations should be considered. 
For each combination, a cost penalty of transition from one grade to another 
should be considered in the analysis of the current scheduling system and fore- 
casting of performance measures for incoming orders under current operating 
conditions. In general, these penalties are represented with an unsymmetric 
transition matrix. 
In fuzzy clustering approach, one groups the output based on indices of 
proximity or alikeness between pairs of the objects. For this purpose, one 
builds an efficient index of proximity or alikeness between pairs of grades. 
The pairwise indices of proximities are to be gathered in a proximity matrix 
where each row and column represents the grade changes between orders. 
Transition from a grade combination to itself may or may not be the same 
in both directions. As well, the transition from one grade combination to an 
other may or may not be the same in both directions. Such situations may re- 
quire non-symmetric matrix operations. Furthermore, transitions may be cor- 
related from one grade combination to another. This would require that the 
computations be carried with a correlated transition matrix as will be indicated 
in Section 3. 
In our preliminary analysis of the scheduling of the heats in continuous cast- 
ing, the following main factors were decided to be taken into account in the study: 
1. product demand mix, dictated by the customers, 
2. customers + promised delivery due dates, i.e., due dates, 
3. quality of the products, 
4. technical and operational constraints, 
5. prolongation of the casting sequences+ 
6. prediction of life expectancy of the tundish. 
The steps of decision making which help determine the heat sequences are 
as follows: 
1. negotiation between the sales departments and customers for the kind of 
products and the promised delivery dates, i.e., due dates, 
2. the compliance to the regular customer order commitments (campaigns), 
3. application of the company procedure that determines the promised elivery 
dates, i.e., due dates. This model is based on FIFO method of scheduling, 
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4. classification of the products based on their priorities, 
5. grouping the orders based on the grades, 
6. grouping the orders based on their tonnages, 
7. classification based on the desired qualities, 
8. re-grouping the heats based on the characteristics discussed above. 
For the final scheduling decision of the heats, several revisions may be nec- 
essary in the scheduling department. The revisions are made manually, based 
on the negotiations between different scheduling experts. Thus, the procedure 
is very human expertise dependent. For this purpose, many important factors 
which directly or indirectly affect he mixed zone tonnage should be considered. 
After lengthy discussion the most important factors related to the mixed zone 
investigation i  the prototype study are determined to be (1) campaigns, (2) 
grades, (3) widths, (4) weights, (5) promised delivery dates, i.e., due dates, 
(6) quality levels (ranges), and (7) priorities. 
As indicated above, based on many discussions with the scheduling experts 
of the company, the complex scheduling problem of continuous casting is ini- 
tially decomposed into two subproblems as follows: 
1. minimization of the tardiness with respect to the promised elivery due dates 
of the customer orders, and 
2. minimization of the mixed zone effect with respect o grade changes. 
Hence, it was decided that these two subproblems be analysed with the de- 
termination of two knowledge bases, i.e., "hidden" rules, with fuzzy cluster 
analysis and variable selection methods and be tested with the proposed ap- 
proximate reasoning methods which are briefly outlined in Appendix A and 
be verified with test data. After the submodels are thoroughly investigated 
and verified, it is further proposed that these two models be combined in order 
to Balance: 
minimization of the tardiness of customer orders, and at the same time, 
the minimization of the mixed zone effects resulting in inventory holding 
and rework of steel and scrap, etc. 
This higher level analysis of the re-composed model requires an assessment 
of costs associated with tardiness of customer orders versus inventory holding, 
rework of steel and scrap, etc., due to mixed zone effects in order to determine a 
realistic breakeven region of these conflicting objectives. 
This would lead to the development of an overall model of the scheduling 
activity analysis of the continuous casting in order to expose the complex inter- 
action of these two conflicting criteria and the related variables with the imple- 
mentation of current procedures. Once such a model is developed, next, one 
must combine it with a simulation model. The over-all model would give the 
company analysts an experimental p atform to test various scenarios of sched- 
uling, for example, minimum overall cost performance measure obtainable 
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with different weights assigned to tardiness versus mixed zone results, etc., 
beyond the identification of critical variables and the hidden rules of behaviour 
that are exposed in the system analysis. 
2.2. Data acquisition 
In the initial phase of our analyses, based on the long discussions with the 
experts about the important variables related to the mixed zone inventories ver- 
sus the tardiness of the customer delivery due dates, we have selected a set of 
effective variables and have decomposed the data into two different sets as: (a) 
the data of the variables related to customer delivery due dates; and (b) the 
data of the variables related to the grade transitions and hence the mixed zone 
inventories. The most important variables for the minimization o.1" the tardiness 
are selected to be: (1) priorities, (2) grades transition penalties, (3) widths, (4) 
minimum width, (5) maximum width, (6) qualities, i.e., the grade of steel, (7) 
weights of customer order, (8) number of the slabs needed for each customer 
order, (9) weights of the slabs allocated to the customer orders, (10) through- 
put, i.e., measure of tardiness which is the actual delivery date minus the prom- 
ised delivery due date. 
The most important variables for the minimization of the mixed grades 
(mixed-one im~entories) are selected to be: (1) grades of the heats, (2) weights 
of the heats, (3) number of the slabs produced by a heat, (4) average widths of 
the slabs produced by a heat, (5) priorities of heats, (6) throughputs, (7) pen- 
alties of transferring from one grade to the next one. 
In the prototype study, 800 data vectors are collected for the tardiness anal- 
ysis, and 200 data vectors for the mixed grade analysis. 
2.3. Initial data analysis 
For the initial analyses of the first data set, we have selected 200 data vectors 
among 800 data vectors. In the initial case study, it was not possible to obtain 
real priorities and penalties of the transitions of the grades, certain priorities 
used in another scheduling study were applied for the grade transitions, and 
the penalties were taken as specified in Table 1. The analysis of this data set 
shows the following facts: 
1. Company encounters lots of customers with very small orders. 
2. Lots of fluctuations occur in the widths that are needed for the customer 
order satisfaction. 
3. There are lots of fluctuations in the maximum and minimum widths of the 
slabs which are needed for satisfaction of the customer orders. 
4. Almost all customer orders cause overloading; hence, some losses of prod- 
ucts are realized during the production process. 
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5. Almost all customer delivery due dates are tardy, some few months, some 
even a year tardy. Of course, some jobs have earliness, but these are very 
few. 
Thus, the minimization of the tardiness measure is an important aim while 
analysing the effects of the factors 14  specified above. 
3. Analyses of tardiness 
In this section, as an example of the aggregate scheduling analyses, fuzzy 
cluster analysis for structure identification is presented together with parameter 
identification of the data related to the tardiness of customer delivery due dates 
of continuous casting at a steel plant. The cluster analysis is implemented with 
both identity norm matrix and covariance norm matrix. The details of the pro- 
posed model are given in Appendix A. 
3.1. Weighting exponent (m) and the number of the clusters (c) 
As stated above, nine inputs, and one output are chosen in this prototype. A
MATLAB program which is encoded to execute the structure of the fuzzy sys- 
tem modeling outlined in Appendix A is run with both identity norm matrix 
and covariance norm matrix. The curves of trace of fuzzy total scatter matrices 
related to different amounts of the weighting exponents (m) and the curves of 
trace of the cluster validity indices (please refer to Appendix A for definitions 
of these parameters) that determine the optimal number of the clusters for both 
models are shown in Figs. 1 and 2. With the analyses of the cluster validity in- 
dices, which is briefly described in Appendix A, m= 2.8 is selected and the 
number of the clusters, c, is found to be equal to 4 for the system with identity 
norm matrix, whereas m = 2.5, and c = 4 are found to be suitable for the system 
with covariance norm matrix. 
3.2. Input selection 
Input selection is analysed with both the identity norm matrix and covari- 
ance norm matrix. After the determination of the weighting exponent equal 
to 2.8 and the number of the clusters equal to 4, the MATLAB program is ex- 
ecuted to select the most effective inputs in relationship with the output. The 
results of the Significant Input Selection formula as defined in Appendix A un- 
der "input selection" and by formula (9) are found to be as follows, with iden- 
tity norm matrix: 
qt = 0.51851851851852, t/2 = 1.00000000000000, 
~/.~ - 0.11993937097453, q4 = 0.12013914227163, 
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Fig. 1. Trace of fuzzy total scatter as a function o fm for the tardiness data of  cont inuous casting of  
a steel plant: (a) with identity norm matrix; (b) with covariance norm matrix. 
q5 = 0.12014914228163, 1"/6 = 0.12000000000000, 
q7 --~- 0.02162171233219, q8 = 0.01562445520669, 
q9 ---- 0.11998018634290. 
The above numbers how that, for this data set, variable Xl, and xz are less 
significant. However, since the scheduling experts at this steel plant stated that 
the first and the second variables are also important for them, all variables {xl, 
.'(72, x3, x4, x5, x6, x7, x8, x 9 } are selected as the significant inputs. 
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Fig. 2. Cluster validity index as a function o f t  for the tardiness data of continuous casting of a steel 
plant: (a) with identity norm matrix: (b) with covariance norm matrix. 
After determinat ion  of  weight ing exponent  m = 2.5 and the number  of  clus- 
ters c = 4 through fuzzy cluster ing with covar iance norm matr ix,  the MATLAB 
program is run  again to select the most  signif icant inputs.  It should be noted in 
this case, the modif ied Signif icant Input  Selection A lgor i thm considers the co- 
var iance norm matr ix  of  inputs  data. The results of the related r / indexes,  i.e., 
fo rmula  (9) of  the signif icant inputs  are as follows: 
qL = 0.8230 x 10 -4, 02 = 0.7895 X 10 4 173 = 0.2737 × 10 4 
174 - -  0.2738 x 10 -4. r/s - 0.2738 x 10 -4, r/6 -- 0.0903 × 10 -4, 
q7 = 0.0622 × 10 -4, tl8 = 0.0421 x 10 -4, r/9 = 0.2235 × 10 4 
The above values of  signif icant index r /show that all var iables are signif icant 
for all rules. Thus,  the set of  {x~, x2, x3, x4, xs, x6, x7, xs, xg} are selected as the 
most  signif icant input  variables. 
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3.3. Membership Junctions assignments 
After the selection of input variables that are most significant inputs, Mem- 
bership Function Assignment Algorithm is implemented for the determination 
of the membership functions for both the input variables and the output vari- 
able. The first step of this phase is fuzzy line clustering (line balancing) for the 
determination of the upper bounds of the membership function curves. Next k- 
nearest neighbourhood algorithm is implemented for membership tuning with 
Euclidean as well as Mahalonobis distance measure. 
3.4. Parametric reasoning and membership J mction tuning 
In this section, the proposed parametric fuzzy reasoning as explained in Ap- 
pendix A is implemented and the optimal values of the parameters ~,/3, p, q are 
determined. It should be noted that, as discussed in Appendix A, e,/q, p, q are 
in alphabetical order first diffuzification parameter, next convex linear combi- 
nation parameter for the conjunctive and disjunctive reasoning, and finally 
Schweizer-Sklar parametric t-norm and conorm operators for rule aggregation 
and implementation, respectively. 
(1) For the identity norm matrix case, the values of the parameters are de- 
termined to be as follows: 
= 2.3204, /3 - 0.3755, p - 186.8524, q - 0.0788. 
With these parameters, the membership function tuning is implemented with 
the Euclidean distance measure. For this case, the mean error of the model is 
equal to 2.9761. The final input output membership functions are shown in 
Fig. 3 together with the "hidden ....  rules" of operation. 
(2) For the covariance norm matrix case, the values of the parameters are 
determined to be as follows: 
:~ = 1.01, fl = 0.4997, p = 168.2022, q = 2.145. 
With these values of the parameters, the input output membership function 
tuning is implemented using Mahalanobis distance measure. The results of the 
tuned input-output membership functions are shown in Fig. 4 together with 
the "hidden rules" of operation. In this case, the mean error of the model is 
equal to 0.3751, which is much less than the mean error of the result obtained 
with the identity matrix analysis. This indicates that there are effective correla- 
tions between the variables. 
3.5. Analysis of the rules 
The results of this study gives us the structure of the relationship between 
the inputs and outputs, and the development of the fuzzy [F-THEN rule base 
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of the continuous casting in a steel plant. It should be noted that, while fuzzy 
sets with the membership functions form the information granules and the 
operators are the action terms, i.e., connections, in the fuzzy system modelling, 
IF -THEN rules are the conditional statements hat expose the hidden rules of 
the system. IF-THEN rules provide a meaningful representation fthe input-out- 
put relationships with the graphic depiction of the inJ~)rmation granules. Interpr- 
etation of the IF -THEN rules involve two distinct parts: first evaluating the 
antecedents, and second, applying the combined results of the antecedents o 
the consequent, i.e., determining the implied consequents of the antecedents. 
If the antecedent combination is true to some degree, then the consequent is 
also true to the same implied degree in the membership domain. 
As an example, consider the 4th rule, i.e., RULE #3 shown in Fig. 4, of the 
final model of tardiness of customer delivery due dates, which is developed by 
our proposed fuzzy modelling with the covariance analyses. In this rule, the 
largest ardiness value ranges from 12.50 to 89.66 days. As shown in this fuzzy 
membership function, all jobs in this cluster are tardy, but with different 
membership values. The membership function of the jobs between 60.48 and 
76.42 days is equal to 1, which means we are sure that all jobs whose tardiness 
falls in this interval are definitely tardy, without any doubt. The other jobs are 
tardy, but with membership functions between 0 and 1. There are some jobs 
whose tardiness is between 12.5 and 60.48 days and others between 76.42 
and 89.66 days. The transformation of tardiness of the first interval is smoother 
than the transition of the tardiness for the second interval. In general, observ- 
ing each curve of a given antecedent, i.e., a variable, one can interpret he mem- 
bership functions of that variable. For the rule base shown in Fig. 4, the 
interpretation of the antecedent curves in RULE #3 are as follows: 
(1) As shown in the first curve of the left hand side, the priorities of the cus- 
tomer orders, i.e., Var. 1 - Priority, which are between 15.15 and 55, have 
membership values equal to 1. Other customers' priorities have membership 
values between 0 and 1, where the slope of transition from 5.28 to 15.15 is very 
sharp, while the slope of transition from 55.01 to 151.76 is rather smooth. 
(2) In this rule, the grade transition penalties, i.e., Var. 2 = GrTrPenalty, be- 
tween 1 and 1200, have membership values of 1. The grade transition penalties 
from 1200 to 7892.55 have membership values between 0 and 1, with very 
smooth slope of transition. 
(3) The customer orders width, i.e., Var. 3 = Cus.OrdWidth, which are be- 
tween 932.97 and 1382.20 ram, have membership values equal to 1, i.e., these 
widths are somewhat about average. Other customers' desired width have 
membership values between 0 and l. The slopes of transition from 595.95 to 
932.37 ram, and from 1382.20 to 1592.84 mm, are almost the same. 
(4) The minimum slab widths, i.e., Var. 4 = Min.SlabWidth, which range be- 
tween 1100.24 and 1489.29 mm, have membership values equal to 1. Other 
minimum slab widths fall into two intervals with membership values between 
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0 and 1. The minimum slab widths between 759.70 and 1100.24 mm, are con- 
sidered to be somewhat below average. The minimum slab width between 
1489.29 and 1572.14 mm, are considered to be above average, with a rather 
sharp slope of transition. 
(5) The maximum slab widths, i.e., Vat. 5 = Max.SlabWidth, which range 
between 1260.97 and 1598.58 mm, have membership values equal to 1. These 
slabs are considered to have an above average width. Other maximum slab 
widths are the members of this fuzzy set with a degree of membership value be- 
tween 0 and 1, where the slope of the transition form maximum slab width be- 
tween 804.47 and 1260.97 mm, is smoother than the slope of transition between 
1598.58 and 1782.04 mm. 
(6) All jobs with the steel quality, i.e., Var. 6 = Quality, with values between 
77 and 88 are located in this fuzzy set with the membership values equal to 1. 
Other jobs with the steel quality between 55 and 77 and between 88 and 100.81, 
have a degree of membership value between 0 and 1, with almost he same tran- 
sition slope. 
(7) All customer orders with the weights, i.e., Var. 7 = Cus.Ord.Wts, with 
values between 61,083.17 and 1,848,121.88 kg, have membership value equal 
to 1. Other customer order weights between 60,389.44 and 61,083.17 kg, and 
between 1,848,121.88 and 3,228,929.25 kg, have a degree of membership value 
between 0 and 1, where the slope of the first transition is very sharp and the 
slope of the second transition is rather smooth. 
(8) The number of slabs, i.e., Var. 8 No. of Slabs, needed to satisfy the cus- 
tomer order weights which have values between 4.87 and 17.76, have member- 
ship values equal to 1. The number of slabs needed for the customer orders 
satisfaction other than the above ranges, have membership values between 0 
and 1. The slope of the transition from 3 to 4.14 is very sharp, while for those 
between 101.59 and 176.96 the slope of the transition is rather smooth. 
(9) Finatly, the range of the weights of the slabs, i.e., Vat. 9 - Sab Wts., used 
to satisfy the customer orders, in this cluster, are between 11,668.79 and 
27,218.97 kg, have the membership values equal to 1, which are definitely mem- 
bers of this fuzzy set. The slabs with other weights are members of this cluster 
with a degree of the membership value between 0 and 1. The slope of the tran- 
sition between 9796.85 and 11,668.79 kg, and that of the transition between 
27,218.97 and 27,750.02 kg, are almost the same and very sharp. 
Observing the left hand side and the right hand side of the curves of this rule 
base, i.e., the 4th rule, it should be interpreted as how each point of the right 
side (tardiness) is related to the membership function values of the variables on 
the left hand side. Furthermore, there are combination operators which aggre- 
gate the membership function values of the inputs and determine the implica- 
tion of inputs on the output. In our investigation, we have used parametric 
t-norm and t-conorm operators, and have implemented the parametric ombi- 
nation of the conjunctive and the disjunctive reasonings schemes. Again 
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referring to the 4th rule, the schedulers can find that the jobs with combination 
of: (1) priority values between 15.15 and 55.01, (2) grade transition penalties 
between 1 and 1200, (3) customer orders widths between 832.37 and 1382.20 
mm, (4) minimum slab widths between 1100.24 and 1489.29 mm, (5) maximum 
slab widths between 1260.97 and 1598.58 ram, (6) steel quality grades between 
78 and 88, (7) customer orders' weights between 61,089.17 and i,848,121.88 kg, 
(8) number of slabs between 4.4 and 101.59, and (9) weight of slabs between 
11,668.79 and 27,218.97 kg, leads to tardiness between 60.48 and 76.42 days 
where all the input and output variables have the full degree of membership 
equal to 1. Moreover, the scheduler has the flexibility to find other combina- 
tions where the degree of membership in input variables may be between 0 
and 1 and hence generate different ardiness values with membership functions 
values between 0 and 1. Thus, scheduler has enough flexibility to make a better 
decision. That is, when required, the scheduler can use membership values be- 
tween 0 and 1 to come up with a less or more desirable tardiness. Similarly, we 
can analyse other rules in the same way that we have analysed the 4th rule. 
Furthermore, it should be observed that the 4th rule is the most critical rule 
in terms of the tardiness measure, where, the large tardiness measure are real- 
ized. Moreover, it is to be observed that the more critical variables are variable 
2, i.e., grade transition penalty, variable 5, i.e., the range of maximum slab 
width, variable 6, i.e., quality of steel, variable 7, i.e., customer orders' weights, 
and variable 8, i.e., number of slabs needed for customer orders, respectively. 
First, it is to be noted that most of the jobs would receive a smaller number of 
days of tardiness within the behaviour pattern of RULE #2; in contrast, most 
jobs would receive a large number of days of tardiness within the behaviour 
pattern of RULE #3. Next, it is to be noted that the ranges of the input vari- 
ables in these two rules reveal the following cluster patterns: 
(a) With exception of variables 2, 5-8, other variables demonstrate almost 
similar cluster patterns in both rules. 
(b) While in RULE #2, variable 2, has membership values of 1 in the range 
of 14000, in RULE #3, it has membership value between 1 and 1200. 
(c) While in RULE #2, variable 5 has membership values of 1 in the range 
940.39-1555.26 mm; in RULE #3, it has membership values of 1 in the 
range 1260.97 1598.58 mm. 
(d) While in RULE #2, variable 6 has a membership values of 1 in the range 
55.01 77, in RULE #3, it has membership values of 1 in the range 77-88. 
(e) While in RULE #2, variable 7 has membership values of 1 in the range 
39,988.08-989,974.69 kg, in RULE #3, it has membership values of 1 in the 
range 61,083.17-1,848,121.88 kg. 
(f) Finally, while in RULE #2, variable 8 has membership values of 1 in the 
range of 5-58.57, in RULE #3, it has the membership values of 1 in the 
range 4.14-101.59. 
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It is further to be observed that, only with respect o the critical variable 6, 
we have a clear separation for the range of membership values of 1 whereas 
with respect o other four critical variables, i.e., 2, 5, 7 and 8, there are overlaps 
even for the range of membership values of 1. 
Furthermore, analogous observations may be made about the total range of 
these variables where the membership ranges between 0 and 1. Thus, it is to be 
noted that one is able to observe critical and not as critical variables together 
with their pattern of behaviour with fuzzy cluster analyses. 
It should be clear that fuzzy rule extraction techniques, such as the one dis- 
cussed above, aid in the recognition of "hidden rules" of behaviour that comes 
out of complex interaction of many factors as well as procedures implemented 
in an organization. 
Once such patterns of behaviour are extracted, they may be used either (i) as 
forecasting what might be realized if new inputs are to be processed with the 
current procedures, or (ii) to suggest modifications of current procedures. 
Modifications may be implemented either by improving the design of pro- 
cess-equipment or analysing patterns in the new inputs. Patterns in the new 
inputs may identify groups of inputs that should be processed together. For ex- 
ample in continuous casting, groups of orders that demonstrate similar pat- 
terns may be processed together without significant grade change. That is, 
customer orders with similar "maximum slab width" and "slab weights" that 
fit the cluster patterns of Var. 2, Vat. 5, Var. 6, Var. 7 and Vat. 8 as demon- 
strated in RULE #2 may be grouped together and processed to achieve a small 
values of tardiness measure, in continuous casting. 
4. Conclusions 
In this paper, we attempted to demonstrate a system analysis of aggregate 
scheduling for continuous casting in steel plans through our proposed fuzzy 
system modeling approach. 
The cluster analysis of the output data with the covariance norm matrix re- 
sults in the number of the clusters c equal to 4, and the degree of fuzziness m 
equal to 2.5. The proposed approach considers all parameters of the fuzzy clus- 
tering algorithm, such as initial guess of cluster centres, optimal number of 
clusters, reasonable weighting exponent, and the correlation among data vec- 
tors. The most significant variables have been selected by the projection of 
the output onto the inputs, and by the calculation of the proposed measure 
of sign(ficance 01/), which presents the overall effect of the inputs in relationship 
to the output with the correlation among input data. The index, which is based 
on Mahalanobis distance measure, selects even of the nine inputs. In the next 
stage the optimal input-output membership functions are assigned; and then 
the connectives of the rules are generated with the determination of the optimal 
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values of the parametric reasoning. In this approach, two suitable inference 
mechanisms, i.e., the conjunctive and disjunctive inference mechanisms are 
generated and combined via supervised training with the actual systems in- 
put output data. After the determination of the optimal inference parameters, 
the input-output membership functions are tuned once more. The result of this 
study shows that the error of the proposed approach, i.e., with the covariance 
norm matrix, is less than that of the identify norm matrix approach. 
The aggregate scheduling system analysis demonstrated in this paper shows 
that one could identify critical "hidden rules", i.e., RULES #2 and #3, of the 
actual system behaviour as well as critical regions of certain variables, i.e., Var, 
2, Var. 5, Var. 6, Var. 7 and Vat. 8, that affect he tardiness measure significant- 
ly. Such a system analysis-study helps system planners to question and modify 
their rules and procedures of scheduling with respect o critical variables and 
critical "hidden rules" of complex behaviour. 
In turn, such a system model could be used as a forecasting method to de- 
termine where one should expect o get, say, tardiness measure, if the specifi- 
cations of a customer order falls into certain cluster regions of each variable. 
In the future, we plan to analyse the mixed zone inventory effects with a sim- 
ilar system analysis. Furthermore, we expect o develop a higher order model 
that will help balance the cost of tardiness and the cost of mixed zone inven- 
tories again with the proposed fuzzy system analysis method described here. 
Appendix A 
A brief outline of the proposed fuzzy system modelling 
The proposed fuzzy system modelling approach as two main modules: (1) 
knowledge representation a d (2) approximate reasoning. The knowledge rep- 
resentation module is based on a fuzzy c-means algorithm which is an exten- 
sion of classical FCM algorithm in several respects. Hence, knowledge 
representation is developed with an unsupervised learning with respect o a giv- 
en input output data set. The approximate reasoning module contains four 
reasoning parameters that are subject to supervised learning for a given in- 
put-output data set and error minimization criteria. 
Knowledge representation is formulated with a structure identification tech- 
nique that first elicits output patterns in terms of fuzzy clusters, then relates 
them to the input variables' fuzzy clusters and hence leads to the formation 
of fuzzy rules in " IF . . .THEN" patterns [13 17]. As a result, the structure id- 
entification consists of the rule generation activity which has three submodules: 
(1) output and input clustering, (2) input selection, and (3) input and output 
membership function assignments. 
The approximate reasoning module has four parameters such that (1) two 
parameters p and q are associated with (a) the t-norm for the "AND"  connec- 
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tive of the antecedents, i.e., input variable clusters, and (b) the t-norm or t-co- 
norm of the " IMPLICATION" connective, depending on the type of implica- 
tion that is to be chosen, that dictates the impact of inputs on the output 
variable, i.e. the consequent, respectively; and (2) two other parameters [~ 
and c~ are associated with (a) the combination of alternative reasoning meth- 
ods, and (b) the power of the generalized efuzzification method, respectively. 
These four parameters are identified with a supervised learning algorithm 
based on a training data set in order to minimize the error of the model with 
respect o either the actual system output measure or a desired system output 
measure. These four parameters will be discussed further in detail in the sub- 
section below [13-17]. 
Therefore, it should be noted that fuzzy system modelling depends on (1) 
unsupervised learning with an input output data set without requiring the ac- 
quisition of human expert knowledge and (2) supervised learning of the 
"AND",  conjunction, and " IMPLICATION",  IF... THEN, operators with 
respect o an error minimization of a performance measure indicator without 
any requirement of the selection of these operators a priori. That is training da- 
ta determines: (1) the structure of the system knowledge, via the extraction of 
"hidden" patterns with unsupervised learning, and (2) the interaction of these 
"hidden" patterns by specifying the parameters of connectives and weighting 
of alternate reasoning methods and alternate defuzzification techniques with 
supervised learning. 
A. 1. Rule generation 
Most common approaches to objective rule generation are based on fuzzy 
clustering techniques of input output data. An approach, especially for sys- 
tems with a large number of input variables, was suggested by Sugeno and Ya- 
sukawa [12] which is discussed in [1 l] and modified by Emami et al. [5] and 
further extended by Tfirksen [17]. In this approach, we first cluster only the 
output space which is a single-dimensional space in multiple input and single 
output systems, MISO, which are considered in this paper. Next the fuzzy out- 
put clusters are projected into each input variable space. Rule generation steps 
of this approach are summarized below: 
(1) Determination o.1" the initial location o/" output cluster centres. Initially 
cluster centres hould be determined, for example, as hard cluster centres with 
Agglomerative Hierarchical Cluster Algorithm [18] as a procedure to find a 
suitable guess for the initial locations of cluster prototypes or some other clus- 
tering technique for the Fuzzy C-Means (FCM) algorithm [8]. 
(2) Determination of  a suitable number ~)f.lUzz)' output clusters, c, in interac- 
tion with a suitable level o f  Juzziness, m." This step has three interacting sub- 
steps: 
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(i) First, one should form the curves of  the trace of  the fuzzy weighted total 
scatter matrix, tr ST, vs. different weighting exponent values, m, by using FCM. 
sT = (.ik) m (x, - ~)(x~ - ~)T  ( l )  
k=l 
where (xk - ~) is a vector of  xk values translated by ~ and (xt. - ~)T is its trans- 
pose, such that ST = Sw + SB, 
sT = ~( . i , ) ' (x~ - ~/ (x~ - ~'i/T + (u, , t  (~'~ - ~/(~'~ - ~)T.• 
i=l  k=l  i=:1 
(2) 
where ST is the fuzzy weighted total scatter matrix, Sw is the fuzzy weighted 
within-cluster scatter matrix, SB is the fuzzy weighted between-cluster scatter 
matrix; u~k is the membership value of  the output value xk in the ith cluster, 
v~ is the cluster centre of  the ith fuzzy cluster which is weighted with member- 
ship values, ~ is the overall mean value, which is weighted with membership 
values, and xk is an unlabelled datum. That is: 
L,, = .,~ )" .,~ )~,  (3) 
k=l 
(4) 
In this formulation, the co-variance matrix is assumed to be identity. Hence 
spherical clusters are generated with this formulation. In most cases, the co- 
variance matrix cannot be assumed to be identity. In such cases, one needs 
to introduce the co-variance of  x~.'s in order to take into account the co-vari- 
ation of  xk values. This leads to the generation of  elliptic clusters. In some 
cases, the co-variance matrix may be as simple as a diagonal matrix of  varianc- 
es. When one considers the clustering of  a single output variable, xk, as indicat- 
ed above, one deals just with the variance of  xk. 
(ii) Secondly, one should determine the reliable region of  the values of  m 
with the analysis of  the trace of  the fuzzy total scatter matrix, tr ST, VS. different 
values of  m as in substep (i) of  the step 2 above. This analysis was suggested by 
Emami et al. [5]. It can be shown that the trace of  ST decreases monotonical ly 
from a constant value N to 0, as m changes from 1 to oc [1,2,7]. N depends only 
on the data set, {xk},k  - -  1 ,2  . . . .  , K and not on the structure of  the partition: 
= tr (xk - ~)(x~- - ~)vj = Ilxk - ~]l 2, (5) N 
where in this calculation 
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v x~ /x .  (6) 
Therefore, for a data set to be clustered, the reliable region o fm values are heu- 
ristically determined to lie around N/2. This strategy was verified by several 
known cases by Emami et al. [5]. 
(iii) Thirdly, one should determine m, the level of  fuzziness, by searching 
through the reliable region and analysing the cluster validity index, &., where 
St(U, V;X) = tr(Sw) - tr(SB) = tr(Sw - S~) (7) 
K ( '  
~(u,~)" ( l l x~ -<112 -II,', ~11-~) • (8) 
k : l i  I 
In this search, one determines a suitable {m ~ ,c*} pair that minimizes the cluster 
validity index, S~. It should be noted that cluster validity index causes points in 
a cluster to be close to each other while forcing the clusters to be distant from 
each other. 
(3) Formation o[membership fimctions. 
(i) Firstly, one projects the output membership values into the space of input 
variables, for the chosen {m*. c ~ } pair with the projection method proposed 
by Sugeno and Yasukawa [12]. 
(ii) Secondly, one classifies the data points for each variable, for example, 
with the application of  K-Nearest Neighbour Method in order to extend 
the assigned fuzzy clusters to the entire output space [9]. 
A.2. Input selection 
It should be recalled that "One" is the neutral element of t-norm operators. 
Based on this property, it is to be realized that an ineffective candidate input vari- 
able's membership values has to be equal to "one" across its total domain. There- 
fore, such ineffective candidate input variables hould be removed from the model. 
The remaining input variables are selected as the significant input variables. In par- 
ticular, this can be done with the introduction of a significance measure as follows. 
Let the significance measure for the identity matrix case be defined as 
¢, 
]-i-/',i j=  1 2 . . . . .  r, i=  1 . . . . .  c. (9) ,I, *~ v , '  . . . . .  
where r is the number of  variables, X/, c the number of  output clusters, i.e., 
number of  rules. If A u (Fi/) = 1, and that F, I ~ F/, where F</ is the domain 
of  fuzzy set A</ and F/ is the domain of  X/, then Fu/F / ~ 1, i.e., the effect of  
Xj on the system in the ith rule is negligible. Furthermore, if IZi ~ 1, then Xj 
is "insignificant" for all the rules in the rule base. The significance measure 
must be adjusted for the covariance matrix case. 
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Membership fimction assignments." For the given output and selected input 
variables, a curve fitting algorithm is used to generate membership functions 
for each cluster of each variable, such as triangular, trapezoidal, or other type. 
A.3. Parameter identOqcation 
Parameter identifcation consists of fuzzy inference parameter optimization 
and membership arameter tuning stages. 
Parametric inference schema. In our approach, the inference schema is based 
on a parametrized reasoning formulation. There are four parameters in this in- 
ference schema, namely, p, q, ~, [L where parameters p and q of t-norms and t- 
conorms are for left hand side aggregation and the right hand side implication, 
respectively, the parameter [:~ is for the convex linear combination of two alter- 
nate reasoning methods which are the disjunctive and conjunctive reasoning 
schemas and the parameter ~is for the defuzzification of the consequence. It 
is proposed that the alternate formulas of reasoning based on disjunctive 
and conjunctive schemas be combined with parameter [3, such that 
Bx(y) g~;(y) + (1 -/3)B[.(y) V,~,, 
where 
B~, 0') = V,~xA'(x*) VIA (x) --+ B0,)], 
B[- (y) -- V,.:.vA (x*) TB (y) 
0~<fi~< 1, (10) 
(11) 
(12) 
for A'(x ~) 1, where x* is the singleton observation of the system. In this for- 
mation Eq. (11) is known as the generalized modus ponens and Eq. (12) is 
known as the Mamdani approximation. This is based on Type I fuzzy theory. 
Eq. (10) suggests that two alternate reasoning methods hould be combined ap- 
propriately. In future studies, we are planning to implement Type II fuzzy the- 
ory [13-17] where fuzzy disjunctive and conjunctive normal forms are used in 
knowledge representation a d reasoning schemas. 
DeJhzzification." Yager and Filev [19] suggest a general defuzzification meth- 
od, based on the probabilistic nature of the selection process among the values 
of fuzzy set, called Basic Defuzzification Distribution (BADD) method: 
/' I ) '] 
--__/y(B*(v)) ~dy/./(B*(y))~°_ dy, ~. > 1. (13) y*= 
.li) ) 'u  
As is well known, BADD method is essentially a family of defuzzification 
methods parameterized by :~. By varying ~ continuously in the real interval, 
it is possible to have more appropriate mappings from the fuzzy set to the crisp 
value depending on the system behaviour. 
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Parameter  optimization: Finally, a non-linear optimization program is exe- 
cuted in order to minimize a performance index, P, i.e., 
K 
min P(p, q, ~, [~) = ZO,  ~ - yk)2'/K, (14) 
k I 
subject to: 0 < p, q < w,  1 < ~ < cx>, and 0 < /~ < 1, where yk is the actual 
observed or desired output value and y~ is the computed value from the param- 
eterized model, for the kth sample observed data vector (x~,yk) = 
(x~k, x_~k, • •., x'k, yk), k = 1 ,2 , . . . ,  K. This could be computed with a "Sequential 
Quadratic Programming" algorithm. That is when we have k = 1 ,2 , . . . ,K  
training data sample vectors, we can conduct a supervised learning through 
the non-linear optimization programming as specified above. In this manner, 
the t-norm and t-conorm appropriate for a system behaviour can be found with 
the use of  sample data vectors through supervised learning. Hence, no need to 
determine t-norm and t-conorm a priori for the system model development. 
Membersh ip  parameter  tuning: Since the input-output membership func- 
tions have already been identified in the structure identification, it would be 
better to tune their parameters if the training data is a stable and a good sample 
of  the system behaviour. In order to adjust the membership function parame- 
ters, a tuning algorithm is applied where both input and output membership 
functions are adjusted. It is to be noted however, that if the training data is 
not a good and stable sample of  the system behaviour and/or if it is not a large 
enough sample to represent he total system behaviour, then it appears, based 
on our experiments, that it would be better not to execute this membership a- 
rameter tuning step. Fine tuning adversely affects the robustness if the system 
model if the training data is not a good and stable sample of  the system behav- 
iour. 
Test and validation." Every system model should be validated with a totally 
new set of  input-output data in order to increase our confidence on the "good- 
ness" of  the model developed up to this point. In this manner, we would be fur- 
ther assured that the fuzzy system model responds effectively with a better 
performance with respect o minimization of  model based error in comparison 
to actual system behaviour for a given performance index. The "goodness" of  
the model may be assessed with ME, mean error, or RMSE, root mean square 
of  error, for a given performance index. 
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