We demonstrate that the Maximum Lyapunov Exponent (MLE) for computable dynamical systems is isomorphic to the capacity of a noiseless, memoryless channel in a Shannon communication model. The isomorphism allows the understanding of Lyapunov exponents in the simplified terms of Information Theory (IT), rather than the traditional definitions in Chaos Theory (CT). This work provides a bridge between fundamental physics and IT to the mutual benefit of both fields. The result suggests, among other implications, that machine learning and other information theory methods can be successfully employed at the core of physics simulations.
The chaotic behavior of computable Hamiltonian dynamical systems can be characterized by the Lyapunov Exponents (LE), a set of quantities that estimate the speed of separation between infinitesimally close trajectories [1] . The larger the LEs, the faster a chaotic system will result in chaos. The most important LE is the Maximum LE (MLE), which is given by:
where λ M is the MLE, t 0 is the initial time, and |δZ(t)| ∈ R the trajectory separation distance at time t.
In IT we find channels, interpretable as mathematical one-dimensional maps in discrete time domains [1, 2] . A channel is characterized by its channel capacity C:
where X and Y are respectively the input and the output of the channel, p X (x) is the marginal distribution, and I(X; Y ) is the mutual information. Adapting from the Shannon-Hartley theorem [3] , we can rewrite, C for a noiseless, memoryless channel as follows:
Differently from what was already reported by Shannon, in Eq. 3 we simply introduced the limit lim X→0 , which has the physical meaning of an infinitesimally small message to be sent through a channel. In this form, we measure the maximum channel capacity needed for a particular channel independently on the input, rather than a specific, input-dependent channel capacity, thus defining the upper limit of possible capacities for the range of accepted inputs. We will call this new quantity Maximum Channel Capacity. The amount of information passing through the channel is called signal [3] , and it can be defined as:
which is the bit-wise difference between output and input. The sampling frequency t −1 is commonly called bandwidth. Using log 2 to quantify the information entropy of X and Y , the dimensions of C are [bits][s −1 ]. The similarity between Eq.1 and 3 is already evident. Let Ψ be an noiseless, memoryless, channel conveying an initial separation distance X = |δZ(t 0 )| at time t 0 to a final separation distance Y = |δZ(t)| at time t, with t → ∞ in a Hamiltonian dynamical system:
The signal S sent by the channel can be quantified, according to Eq. 4, as follows:
Hence, the channel capacity λ Ψ of the channel Ψ can be calculated as:
The forms of the Eq. 1 and 8 are similar. Since an isomorphism [4] exists between logarithms: log x (a) ∼ = log y (a) ∀ a ∈ R 1 , a > 0
by induction, we identify the following isomorphism:
To the best of our knowledge, the isomorphism presented has not been formalized before, and Eq. 10 implies the possibility to use IT methods, like Machine Learning, to study trajectories of simulated Hamiltonian and other computable dynamical systems, thus estimating individually in bits the error due to chaotic divergence, and the round-off error due to discretization. Moreover, it implies that CT, more mature than IT, can be used to extend IT itself, resulting in a mutual benefit of our findings. This isomorphism is consistent with the well-known relationships [1, 5, 6] between LEs, the Kolmogorov-Sinai entropy, the Boltzmann and Shannon entropies, and it represents a specific case of a more general spectrum of models based on Renyi entropy and Pesin formulation [1, 7, 8] . LEs have been used, not surprisingly, to determine the channel capacity of finite-state Markov Channels [9, 10] . In conclusion, this result extends the validity of Lyapunov analysis to all known systems treatable by IT, and proves that IT can be used to characterize simulations of Hamiltonian systems, including the possibility of using Machine Learning to accelerate the sampling of the phase space of Hamiltonian systems.
