Over-parameterized models, such as DeepNets and ConvNets, form a class of models that are routinely adopted in a wide variety of applications, and for which Bayesian inference is desirable but extremely challenging. Variational inference offers the tools to tackle this challenge in a scalable way and with some degree of flexibility on the approximation, but for over-parameterized models this is challenging due to the over-regularization property of the variational objective. Inspired by the literature on kernel methods, and in particular on structured approximations of distributions of random matrices, this paper proposes Walsh-Hadamard Variational Inference (WHVI), which uses Walsh-Hadamard-based factorization strategies to reduce the parameterization and accelerate computations, thus avoiding over-regularization issues with the variational objective. Extensive theoretical and empirical analyses demonstrate that WHVI yields considerable speedups and model reductions compared to other techniques to carry out approximate inference for over-parameterized models, and ultimately show how advances in kernel methods can be translated into advances in approximate Bayesian inference.
Introduction and Motivation
Since its inception, Variational Inference (VI, [21] ) has continuously gained popularity as a scalable and flexible approximate inference scheme for a variety of models for which exact Bayesian inference is intractable. Bayesian neural networks [31, 35] represent a good example of models for which inference is intractable, and for which VI-and approximate inference in general -is challenging due to the nontrivial form of the posterior distribution and the large dimensionality of the parameter space [14, 12] . Recent advances in VI allow to effectively deal with these issues in various ways. A flexible class of posterior approximations can be constructed using, e.g., normalizing flows [42] , whereas large parameter space have pushed the research in the direction of Bayesian compression [30, 33] .
Employing VI is notoriously challenging for over-parameterized statistical models. In this paper, we focus in particular on Bayesian Deep Neural Networks (DNNs) and Bayesian Convolutional Neural Networks (CNNs) as typical examples of over-parameterized models. Let's consider a supervised learning task with N input vectors and corresponding labels collected in X = {x 1 , . . . , x N } and Y = {y 1 , . . . , y N }, respectively; furthermore, let's consider DNNs with weight matrices W = W (1) , . . . , W
, likelihood p(Y |X, W), and prior p(W). Following standard variational arguments, after introducing an approximation q(W) to the posterior p(W|X, Y ) it is possible to obtain a lower bound to the log-marginal likelihood log [p(Y |X)] as follows:
The first term acts as a model fitting term, whereas the second one acts as a regularizer, penalizing solutions where the posterior is far away from the prior. It is easy to verify that the KL term can be the dominant one in the objective for over-parameterized models. For example, a mean field posterior approximation turns the KL term into a sum of as many KL terms as the number of model parameters, say Q, which can dominate the overall objective when Q N . As a result, the optimization focuses on keeping the approximate posterior close to the prior, disregarding the other term with measures the data fit. This issue has been observed in a variety of deep models [2] , where it was proposed to gradually include the KL term throughout the optimization [2, 46] , or to improve the initialization of variational parameters [43] . Alternatively, other approximate inference methods for deep models with connections to VI have been proposed, notably Monte Carlo Dropout (MCD, [12] ) and Noisy Natural Gradients (NNG; [57] ).
In this paper, we propose a novel strategy to cope with model over-parameterization when using variational inference, which is inspired by the literature on kernel methods. Our proposal is to reparameterize the variational posterior over model parameters by means of a structured decomposition based on random matrix theory [50] , which has inspired a number of fundamental contributions in the literature on approximations for kernel methods, such as FASTFOOD [27] and Orthogonal Random Features (ORF, [55] ). The key operation within our proposal is the Walsh-Hadamard transform, and this is why we name our proposal Walsh-Hadamard Variational Inference (WHVI).
Without loss of generality, consider Bayesian DNNs with weight matrices W , reducing the over-regularization effect of the KL term in the variational objective. We derive expressions for the reparameterization and the local reparameterization tricks, showing that, the computational complexity is reduced from O(D 2 ) to O(D log D). Finally, unlike mean field VI, WHVI induces a matrix-variate distribution to approximate the posterior over the weights, thus increasing flexibility at a log-linear cost in D instead of linear.
We can think of our proposal as a specific factorization of the weight matrix, so we can speculate that other tensor factorizations [39] of the weight matrix could equally yield such benefits. Our comparison against various matrix factorization alternatives, however, shows that WHVI is superior to other parameterizations that have the same complexity. Furthermore, while matrix-variate posterior approximations have been proposed in the literature of VI [28] , this comes at the expense of increasing the complexity, while our proposal keeps the complexity to log-linear in D.
Through a wide range of experiments on DNNs and CNNs, we demonstrate that our approach allows to run variational inference on complex over-parameterized models, while being competitive with state-of-the-art alternatives. Ultimately, our proposal shows how advances in kernel methods can be instrumental in improving VI, much like previous works showed how kernel methods can improve Markov chain Monte Carlo sampling [44, 47] and statistical testing [15, 16, 56] .
2 Walsh-Hadamard Variational Inference
Background on Structured Approximations of Kernel Matrices
WHVI is inspired by a line of works that developed from random feature expansions for kernel machines [41] , which we briefly review here. A positive-definite kernel function κ(x i , x j ) induces a mapping φ(x), which can be infinite dimensional depending on the choice of κ(·, ·). Among the large literature of scalable kernel machines, random feature expansion techniques aim at constructing a finite approximation to φ(·). For many kernel functions [41, 4] , this approximation is built by applying a nonlinear transformation to a random projection XΩ, where Ω has entries N (ω ij |0, 1). If the matrix of training points X is N × D and we are aiming to construct D random features, that is Ω is D × D, this requires N times O(D 2 ) time, which can be prohibitive when D is large.
FASTFOOD [27] tackles the issue of large dimensional problems by replacing the matrix Ω with a random matrix for which the space complexity is reduced from O(D 2 ) to O(D) and time complexity of performing products with input vectors is reduced from O(D 2 ) to O(D log D). In FASTFOOD, the matrix Ω is replaced by the following: 
Note: D is the dimensionality of the feature map, K is the number of tensor cores, R is the rank of tensor cores and M is the number of pseudo-data used to sample from a matrix Gaussian distribution (see [28] ).
where Π is a permutation matrix, H is the Walsh-Hadamard matrix 1 , whereas G and B are diagonal random matrices with standard Normal distributions and Rademacher ({±1}), respectively. S is also diagonal with i.i.d. entries, and it is chosen such that the elements of Ω obtained by this series of operations are approximately independent and follow a standard Normal (see Tropp [50] for more details). FASTFOOD inspired a series of other works on kernel approximations [54, 1] , whereby Gaussian random matrices are approximated by a series of products between diagonal Rademacher and Walsh-Hadamard matrices, for example Ω ≈ HS 1 HS 2 HS 3 .
From FASTFOOD to Walsh-Hadamard Variational Inference
FASTFOOD and its variants yield cheap approximations to Gaussian random matrices with pseudoindependent entries, and zero mean and unit variance. The question we address in this paper is whether we can use these types of approximations as cheap approximating distributions for VI. By considering a prior for the elements of the diagonal matrix G = diag(g) and a variational posterior q(g) = N (µ, Σ), we can actually obtain a class of approximate posterior with some desirable properties as discussed next. Let W = W (l) ∈ R D×D be the weight matrix of a DNN at layer (l), and considerW
The choice of a Gaussian q(g) and the linearity of the operations, induce a parameterization of a matrix-variate Gaussian distribution for W , which is controlled by S 1 and S 2 if we assume that we can optimize these diagonal matrices. Note that we have dropped the permutation matrix Π and we will show later that this is not critical for performance, while it speeds up computations.
where M ∈ R
D1×D2
is the mean matrix and U ∈ R
D1×D1
and V ∈ R
D2×D2
are two positive definite covariance matrices among rows and columns, and ⊗ denotes the Kronecker product. In WHVI, as S 2 is diagonal,
and g as follows
This rewriting, shows that the choice of q(g) yields q(vect(W )) = N (Aµ, AΣA ), proving that WHVI assumes a matrix-variate distribution q(W ), as also shown in Figure 1 . We report the expression for M , U , and V and leave the full derivation to the Appendix. For the mean, we have M = S 1 Hdiag(µ)HS 2 , whereas for U and V , we have:
where each row i of T 1 ∈ R D×D 2 is the column-wise vectorization of (Σ
1/2
i,j (HS 1 ) i,j ) j,j ≤D , the matrix T 2 is defined similarly with S 2 instead of S 1 , and Tr(·) denotes the trace operator. The mean of the structured matrix-variate posterior assumed by WHVI can span a D-dimensional linear subspace within the whole D
2
-dimensional parameter space, and the orientation is controlled by the matrices S 1 and S 2 ; more details on this geometric intuition can be found in the Appendix.
Matrix-variate Gaussian posteriors for variational inference have been introduced in Louizos and
Welling [28] ; however, assuming full covariance matrices U and V is memory and computationally intensive (quadratic and cubic in D, respectively). WHVI captures covariances across weights (see Figure 1 ), while keeping memory requirements linear in D and complexity log-linear in D.
Reparameterizations in WHVI for Stochastic Optimization
The so-called reparameterization trick [22] is a standard way to make the variational lower bound in Equation 1 a deterministic function of the variational parameters, so as to be able to carry out gradient-based optimization despite the stochasticity in the objective. As we assume a Gaussian posterior for g, the expression g = µ + Σ 1/2 separates out the stochastic component ( ∼ N (0, I)) from the deterministic one (µ and Σ
1/2
).
Considering input vectors h i to a given layer, an improvement over this approach is to consider the distribution of the product W h i . This is also known as the local reparameterization trick [23] , and it reduces the variance of stochastic gradients in the optimization, thus improving convergence. The product W h i follows the distribution N (m, AA ) [17] , with
A sample from this distribution can be efficiently computed thanks to the Walsh-Hadamard transform as:
Alternative Structures and Comparison with Tensor Factorization
The choice of the parameterization of W in WHVI leaves space to several possible alternatives, which we compare in Table 2 . For all of them, G is learned variationally and the remaining diagonal S i (if any) are either optimized or treated variationally (Gaussian mean-field). Figure 2 shows the behavior of these alternatives when applied to a 2 × 64 network with ReLU activation functions. With the exception of the simple and highly constrained alternative GH, all parameterizations are converging quite easily and the comparison with MCD shows that indeed the proposed WHVI performs better both in terms of ERROR RATE and MNLL.
WHVI is effectively imposing a factorization of W , where parameters are either optimized or treated variationally. Tensor decompositions for DNNs and CNNs have been proposed in Novikov et al. [39] ; here W is decomposed into k small matrices (tensor cores), such that
where each W i has dimensions r i−1 × r i (with r 1 = r k = D). We adapt this idea to compare WHVI with another factorization approach to obtain an approximate posterior over W . In order to match the space and time complexity of WHVI (Table 1) , assuming {r i = R|∀i = 2, . . . , k − 1}, we set: 
Extensions
Concatenating or Reshaping Parameters for WHVI For the sake of presentation, so far we have assumed
, but we can easily extend WHVI to handle parameters of any shape W ∈ R This is possible by reshaping the vector that multiplies the weights in a similar way. In the Appendix, we explore this idea to infer parameters of Gaussian processes linearized using large numbers of random features.
Normalizing Flows To better model approximate distributions for variational inference Rezende and Mohamed [42] introduce Normalizing Flows (NF). In the general setting, consider a set of invertible, continuous and differentiable functions
. The variational lower bound slightly differs from Equation 1 to take into account the determinant Jacobian of the transformations, yielding a new variational objective as follows:
Setting the initial distribution q 0 to a fully factorized Gaussian N (z 0 |µ, σI) and assuming Gaussian prior on the generated z K , the KL term is analytically tractable. The tranformation f is generally chosen to allow for fast computation of the determinant Jacobian. The parameters of the initial density q 0 as well as the flow parameters λ are optimized. In our case, we consider q K as distribution over the elements of g. This approach increases the flexibility of the form of the variational posterior in WHVI, which is no longer Gaussian, while still capturing covariances across weights. This is obtained at the expense of losing the possibility of employing the local reparameterization trick.
Experiments

Toy example
We generated a 1D toy regression problem with 128 inputs sampled from U[−1, 2], and removed 20% inputs on a predefined interval; targets are noisy realizations of a random function (noise variance σ 2 = exp(−3)). We model these data using a DNN with 2 hidden layers of 128 features and cosine activations. We test four models: mean-field Gaussian VI (MFG), Monte Carlo dropout (MCD) with dropout rate 0.4 and two variants of WHVI-G-HVI with Gaussian posterior and NF-HVI with planar normalizing flows [42] . As Figure 4 shows, WHVI offers a sensible modeling of the uncertainty on the input domain, whereas FFG and MCD seem to be slightly over-confident.
Bayesian Neural Networks
We conduct a series of comparisons with state-of-the-art VI schemes for Bayesian DNNs; see the Appendix for the list of data sets used in the experiments. We compare WHVI with MCD and NOISY-KFAC (also referred to as NNG; [57] ). MCD draws on a formal connection between dropout and VI with Bernoulli-like posteriors, while the more recent NOISY-KFAC yields a matrix-variate Gaussian distribution using noisy natural gradients. In WHVI, the last layer assumes a fully factorized Gaussian posterior.
Data is randomly divided into 90%/10% splits for training and testing eight times. We standardize the input features x while keeping the targets y unnormalized. The network has two hidden layers and 128 features with ReLU activations. Similarly to the experimental setup of Louizos and Welling [28] and Zhang et al. [57] , the network output is parameterized as y = f (x) σ y + µ y ; thus forcing the network to learn standardized realizations of the targets y.
We report the test RMSE and the average predictive test negative log-likelihood (MNLL). A selection of results is showed in Table 3 ; an extended version is available in the Appendix. On the majority of the datasets, WHVI outperforms MCD and NOISY-KFAC. Empirically, these results demonstrate the value of WHVI, which offers a competitive parameterization of a matrix-variate Gaussian posterior while requiring log-linear time in D.
WHVI builds his computational efficiency on the Fast Walsh-Hadamard Transform (FWHT), which allows one to cut the complexity of a D-dimensional matrix-vector multiplication from a naive
To empirically validate this claim, we extended PYTORCH [40] with a custom C++/CUDA kernel which implements a batched-version of the FWHT. The box-plots in Figure 5 report the inference time for the entire test split on eight heterogeneously sized datasets as a function of the number of hidden features in a two-layer DNN. 
Bayesian Convolutional Neural Networks
We continue the experimental evaluation of WHVI by analyzing its performance on CNNs. For this experiment, we replace all fully-connected layers in the CNN with the WHVI parameterization, while the convolutional filters are treated variationally using MCD. In this setup, we fit ALEXNET [25] , VGG16 [45] and RESNET-18 [18] on CIFAR10. Using WHVI, we can reduce the number of parameters in the linear layers without affecting neither test performance nor calibration properties of the resulting model, as shown in Figure 6 and Table 4 . As a reference, ALEXNET with its original ∼23.3M parameters is reduced to just ∼2.3M (9.9%) when using G-WHVI and to ∼2.4M (10.2%) with WHVI and 3 planar flows. Even though we lose the benefits of the local reparameterization, the higher flexibility of normalizing flows allows to reach better test performance with respect to the Gaussian posterior. This might be improved even further using more complex families of normalizing flows [42, 51, 24, 29] .
We also tested WHVI for the convolutional filters, but the resulting models had too few parameters to obtain any interesting results. For ALEXNET, we obtained a model with just to 189K, which corresponds to a sparsity of 99.2% with respect of the original model. As a reference, Wen et al. [52] was able to reach sparsity only up to 60% in the convolutional layers without impacting performance. We are currently investigating ways to adapt WHVI to be an effective method to reduce convolutional parameters.
Additional results and insights We refer the reader to the Appendix for an extended version of the results, including new applications of WHVI to Gaussian processes. [7, 38, 34] .
Related Work
In the early sections of the paper, we have already briefly reviewed some of the literature on VI and Bayesian DNNs and CNNs; here we complement the literature by including other relevant works that have connections with WHVI for Bayesian deep learning.
Our work takes inspration from the works on random features for kernel approximation [41] and FASTFOOD [27] in particular. Random feature expansions have had a wide impact on the literature on kernel methods. Such approximations have been successfully used to scale a variety of models, such as Support Vector Machines [41] , Gaussian processes [26] and Deep Gaussian processes [5, 12] . This has contributed to bridging the gap between (Deep) Gaussian processes and Bayesian DNNs and CNNs [35, 10, 5, 11] , which is an active area of research which aims to gain a better understanding of deep learning models through the use of kernel methods [6, 9, 13] While random feature expansions improve scalability of kernel methods with respect to the size of the data set, FASTFOOD was designed to lower the complexity with respect to the dimensionality of the input [27] . FASTFOOD was later extended to improve its efficiency in the works on Structured Orthogonal Random Features (SORF) [54] and random spinners [1] . FASTFOOD 
Discussion and Conclusions
Inspired by the literature on scalable kernel methods, this paper proposed Walsh-Hadamard Variational Inference (WHVI). WHVI offers a novel parameterization of the variational posterior, which is particularly attractive for over-parameterized models, such as modern DNNs and CNNs. WHVI assumes a matrix-variate posterior distribution, which therefore captures covariances across weights. Crucially, unlike previous work on matrix-variate posteriors for VI, this is achieved with a low parameterization and fast computations, bypassing the over-regularization issues of VI for over-parameterized models. The large experimental campaign, demonstrates that WHVI is a strong competitor of other variational approaches for such models, while offering considerable speedups.
One limitation of the parameterization induced by WHVI is that its mean cannot span the whole D 2 -dimensional space. A remedy could be to modify the parameterization from S 1 HGHS 2 to S 1 HGHS 2 + M with E[G] = 0 so that the mean can span the whole space thanks to M , while the rest would allow to model covariances across weights in a cheap way. However, we carry out a numerical study on the RMSE between the weights induced by WHVI and arbitrary weight matrices can be found in the Appendix, showing constant behavior w.r.t. D.
The key operation that contributes to accelerate computations in WHVI is the Walsh-Hadamard transform. This has obvious connections with other matrix/vector operations, such as the Discrete Fourier Transform, so we are currently investigating whether it is possible to generalize WHVI to other kinds of transforms to increase flexibility.
We are currently investigating other extensions where we capture the covariance between weights across layers, by either sharing the matrix G across, or by concatenating all weights into a single matrix which is then treated using WHVI, with the necessary adaptations to handle the sequential nature of computations. Finally, we are looking into employing WHVI for other models, such as deep generative models.
A Matrix-variate posterior distribution induced by WHVI
We derive the parameters of the matrix-variate distribution q(W ) = MN (M , U , V ) of the weight matrix
The mean M = S1Hdiag(µ)HS2 is directly obtained using the linearity of the expectation. The covariance matrices U and V are non-identifiable in the sense that for any scale factor s > 0, we have
. Therefore, we constrain the parameters such that Tr(V ) = 1. The covariance matrices verify the following second-order expectations (see e.g. Section 1 in the Appendix of [8] )
Recall that the Walsh-Hadamard matrix H is symmetric. Denoting by Σ 1/2 a root of Σ and considering ∼ N (0, I), we have
If we define the matrix T2 ∈ R D×D 2 where the i th row is the column-wise vectorization of the matrix
Using (12), we can then write a formula for a root of U = U 1/2 U 1/2 :
Similarly for V , we have
B A geometric interpretation of WHVI
The matrix A in Section 2.2 expresses the linear relationship between the weights W = S1HGHS2 and the variational random vector g, i.e. vect(W ) = Ag. Recall the definition of
We show that a LQ-decomposition of A can be explicitly formulated. Few outliers (with distance greater than 3.0) appeared, possibly due to imperfect numerical optimization. They were kept for the calculation of the median but not displayed.
Proposition. Let A be a D 2 × D matrix such that vect(W ) = Ag, where W is given by W = S1Hdiag(g)HS2. Then a LQ-decomposition of A can be formulated as
where hi is the i th column of H, L = diag((s
Proof. Equation (16) derives directly from block matrix and vector operations. As L is clearly lower triangular (even diagonal), let us proof that Q has orthogonal columns. Defining the d × d matrix Q (i) = Hdiag(hi), we have: This decomposition gives direct insight on the role of the Walsh-Hadamard transforms: with complexity D log(D), they perform fast rotations Q of vectors living in a space of dimension D (the plane in Figure 7 ) into a space of dimension D 2 (the cube in Figure 7 ). Treated as parameters gathered in L, S1 and S2 control the orientation of the subspace by distortion of the canonical axes.
We empirically evaluate the minimum RMSE, as a proxy for some measure of average distance, between W and any given point Γ. More precisely, we compute for Γ ∈ R D×D , min Figure 8 shows this quantity evaluated for Γ sampled with i.i.d U(−1, 1) with increasing value of D. The bounded behavior suggests that WHVI can approximate any given matrices with a precision that does not increase with the dimension.
C Additional details on Normalizing Flows
In the general setting, given a probabilistic model with observations x, latent variables z and model parameters θ, the variational lower bound to the log-marginal likelihood is defined as
where p θ (x|z) is the likelihood function with θ model parameters and p(z) is the prior on the latents. The objective is then to minimize the negative variational bound (NELBO):
Consider an invertible, continuous and differentiable function f :
As a consequence, after K transformations the log-density of the final distribution is
We shall define f k (z k−1 ; λ k ) the k th transformation which takes input from the previous flow z k−1 and has parameters λ k . The final variational objective is
Setting the initial distribution q0 to a fully factorized Gaussian N (z0|µ, σI) and assuming a Gaussian prior on the generated zK , the KL term is analytically tractable. A possible family of transformation is the planar flow [42] . For the planar flow, f is defined as
where λ = {u ∈ R D , w ∈ R D , b ∈ R} and h(·) = tanh(·). This is equivalent to a residual layer with single neuron MLP -as argued by Kingma et al. [24] . The log-determinant of the Jacobian of f is
Alternatives can be found in [42, 51, 24, 29] .
D Additional results
D.1 Results -Gaussian Processes with Random Feature Expansion
We test WHVI for scalable GP inference, by focusing on GPs with random feature expansions [26] . In GP models, latent variables f are given a prior p(f ) = N (0|K); the assumption of zero mean can be easily relaxed. Given a random feature expansion of the kernel martix, say K ≈ ΦΦ , the latent variables can be rewritten as: with w ∼ N (0, I). The random features Φ are constructed by randomly projecting the input matrix X using a Gaussian random matrix Ω and applying a nonlinear transformation, which depends on the choice of the kernel function. The resulting model is now linear, and considering regression problems such that y = f + ε with ε ∼ N (0, σ 2 I), solving GPs for regression becomes equivalent to solving standard linear regression problems. For a given set of random features, we treat the weights of the resulting linear layer variationally and evaluate the performance of WHVI.
By reshaping the vector of parameters w of the linear model into a D × D matrix, WHVI allows for the linearized GP model to reduce the number of parameters to optimize (see Table 6 ). We compare WHVI with two alternatives; one is VI of the Fourier features GP expansion that uses less random features to match the number of parameters used in WHVI, and another is the sparse Gaussian process implementation of GPFLOW [32] with a number of inducing points (rounded up) to match the number of parameters used in WHVI.
We report the results on five datasets (10000 ≤ N ≤ 200000, 5 ≤ D ≤ 8, see Table 5 ). The data sets are generated from space-filling evaluations of well known functions in analysis of computer experiments (see e.g. The results are shown in Figure 9 with diagonal covariance for the three variational posteriors, and with full covariance in Figure 10 . In both mean field and full covariance settings, this variant of WHVI using the reshaping of W into a column largely outperforms the direct VI of Fourier features. However, it appears that this improvement of the random feature inference for GPs is not enough to reach the performance of VI using inducing points. Inducing point approximations are based on the Nystroöm approximation of kernel matrices, which are known to lead to lower approximation error on the elements on the kernel matrix compared to random features approximations. This is the reason we attribute to the lower performance of WHVI compared to inducing points approximations in this experiment.
D.2 Extended results -DNNs
Being able to increase width and depth of a model without drastically increasing the number of variational parameters is one of the competitive advantages of WHVI. Figure 11 shows the behavior of WHVI for different network configurations. At test time, increasing the number of hidden layers and the numbers of hidden features Table 6 : Complexity table for GPs with random feature and inducing points approximations. In the case of random features, we include both the complexity of computing random features and the complexity of treating the linear combination of the weights variationally (using VI and WHVI). COMPLEXITY SPACE TIME
Note: M is the number of pseudo-data/inducing points and N RF is the number of random features used in the kernel approximation.
allow the model to avoid overfitting while delivering better performance. This evidence is also supported by the analysis of the test MNLL during optimization of the ELBO, as showed in Figure 14 and Figure 12 .
Thanks to WHVI structure of the weights matrices, expanding and deepening the model is beneficial not only at convergence but during the entire learning procedure as well. While the analysis of the optimization problem is not a primary focus of this work, the behavior of the training ELBO reported in Figure 13 shows that performance at convergence depends exclusively on the model size. Figure 15 presents a timing profiling of our implementation versus the naive matmul (batch size of 512 samples and profiling repeated 1000 times). The breakeven point for the CPU implementation is in the neighborhood of 512/1024 features, while on GPU we see FWHT is consistently faster. 
