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Introduction 
The purpose of this paper is to determine the ring of invariants, as well as the orbit 
space (with the orbital distance metric), of all orthogonal linear groups on euclidean 
space Rn with dimRn/G < 3. The basic idea is to employ the so called reduction 
principle to its full extent; this actually reduces our study to linear groups of dimension 
< 1. Our approach is rather simpleminded, although there are technical difficulties 
involving calculations of subgroup structures such as principal isotropy groups and 
their normalizers. 
We start with an introduction of the various concepts involved, and formulate the 
main theorems later in this section. A closed subgroup of the orthogonal group O(n) 
will be called a linear group of degree n, and is usually presented as a pair (G, 4) or 
(G, V), where 4 is an almost faithful orthogonal representation of a compact Lie group 
G on V = IRn. For simplicity of notation, we usually write G when we mean its image 
in O(n), even when 4 is not fathful. It is tacitly assumed that G is full, in the sense 
that VG = 0. 
Let lR[V] be the ring of polynomial functions on V, and RIVIG the subring of G- 
invariant polynomials. The structure of this subring is the main issue in the inyariant 
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theory of (G, V). It is well known to be finitely generated, and moreover, by choosing 
homogeneous generators pr , ~2, . . . ,pd we may identify the orbit space V/G with a 
semialgebraic subset of IWd, namely the image of p = (pl, , , . ,pd) : V -+ Ed, 
V 
P A 
V/G c 
P 
(p is injective!) 
IWd 
(1) 
The dimension of V/G is denoted c(4) or simply c(G) if G c O(n), and is referred 
to as the cohomogeneity of (G,V), cf. [5,14]. Here we shall assume d is minimal, 
namely {pr, . . . ,pd} is a Hilbert basis. Of course, each p; has degree > 2 iff G is 
full. The homological dimension of (G,V) is, by definition, the nonnegative integer 
hd(G) = d - c(G). 
One problem of basic importance is to determine those linear groups whose invariant 
ring is free, namely a polynomial ring. From standard invariant theory this is the case 
if and only if hd(G) = 0. R ecall for example, if G is finite then hd(G) = 0 if and only 
if G is generated by reflections (cf. e.g. [13] f or invariant theory of finite groups). We 
refer to Kac-Popov-Vinberg [7] and Schwarz [ll] for the classification of connected 
simple complex algebraic groups with hd(G) = 0. H ere we shall start from a different 
type of regularity condition on G, namely that c(G) is a small number. 
The first nontrivial case is c(G) = 2, dim G > 0. Here it is known that hd(G) = 0, see 
for example [12, Section 81 or our Theorem 3.1. However, in the next range, c(G) = 3, 
complete results about the invariant ring are still missing in the literature. One of the 
purposes of this paper is to determine the invariant ring when c(G) = 3. 
Our motivation for this paper is due to equivariant differential geometry. To be more 
specific, let’s consider the unit sphere SV of the euclidean space V. Several equivariant 
systems (G, SV) with dim SV/G = 2 have been studied and successfully applied to 
solve geometric problems during the last 14 years by Wu-yi Hsiang and his collabora- 
tors. However, by the nature of the problems focused upon so far, with few exceptions 
the equivariant systems applied hitherto involve linear groups (G, V) with a trivial 
summand, cf. e.g. Hsiang [4]. So the case c(G) = 3 has not really come into play, in 
spherical geometry at least. Therefore, it seems important to have a complete under- 
standing of all possible equivariant systems on SV = S”-l with dim SV/G = 2. Here 
we have worked out the geometric structure of all these orbit spaces. This information 
will also be crucial for further studies in equivariant differential geometry involving 
groups of higher cohomogeneity. We shall not discuss the corresponding (orbit) volume 
functions; in fact, for the groups listed in Table II the determination of these functions 
is a nontrivial task. 
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Let G c O(n) b e a full linear group. A minimal reduction of G is a linear group 
K c O(h), k minimal, such that 
a) Ii and G have isomorphic invariant rings (as graded algebras) and 
b) ,!Y1/G and S”-r/K are isometric. We state our main results as follows. 
Theorem A. Let (G, V), d im G > 0, be a full linear group of cohomogeneity c(G) = 3. 
Then its minimal reduction is a linear group of dimension < 1, that is, k = 3 or 4. 
Moreover, if dim G > 1 then its homological dimension hd(G) is at most one. 
Theorem B. Let (G, V), d im G > 0, be a full linear group with c(G) = 2 or 3. 
(i) If c(G) = 2 th en the minimal reduction of (G, V) is a crystallographic dihedral 
reflection group. In particular, hd(G) = 0. 
(ii) If c(G) = 3 and G is connected, then hd(G) < 1 and moreover, hd(G) = 0 if G 
is not a circle group. 
(iii) Assume c(G) = 3, d imG > 1 and G connected. Then SV/G is a disk with at 
most 3 vertices. If the number of vertices is # 1 then SV/G is a geodesic “region” (i.e. 
with geodesic boundary arcs) on a sphere of radius 1 or l/2. If there is only one vertex, 
then SV/G is “half” of an ovaloid of revolution whose top is a conical singularity of 
total angle TIT. 
Here is a brief summary of the various sections. In Section 1 we explain some basic 
concepts and general facts, including the reduction principle and the orbital distance 
metric. Finite groups of O(3) are surveyed in Section 2 for convenience. We remark that 
most groups G with c(G) < 3 reduce to a finite group, and this includes all cases with 
c(G) < 2. The proof of Theorem 1.3, given in Section 3, shows that these G are the 
same as polar groups, using the terminology from [2] or [9]. In Sections 5-6 we show the 
remaining groups have l-dimensional reductions, which in turn are analyzed in detail 
in Section 4. The final proof of Theorem A and B is given at the end of Section 6. For 
more detailed information, see Tables I-111. 
We refer to Straume [14] for tables of compact connected linear groups with c(G) 6 3. 
This classification will be our starting point. 
1. Basic reductions 
In this section we give basic facts about general compact linear groups and explain 
some reduction technique which may apply under favorable circumstances, essentially 
when the principal isotropy type is nontrivial. 
Let G and G’ be closed subgroups of O(n). W e say the groups are C-equivalent if, 
after replacing one of the groups by a conjugate group in O(n), they have precisely the 
same orbits in IRn. This gives an equivalence relation on the set of conjugacy classes 
(K) of linear groups of a fixed degree n, and each C-equivalence class has a unique 
maximal element called C-maximal or simply a maximal linear group. 
A slightly different type of relation is c-equivalence. G and G’ are c-equivalent if, 
modulo conjugation in O(n), G and G’ both lie in some group G” satisfying c(G) = 
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c(G’) = c(G”), that is, the dimension of their orbit spaces coincide. It is not difficult to 
see that for connected groups the two types of equivalence coincide. We say a connected 
subgroup G of 0( ) n is mazimaGconnected if it is maximal (more precisely, C-maximal) 
among all connected subgroups. Note, however, such a group may not be C-maximal 
(among all subgroups). 
Lemma 1.1. Consider two linear groups G, G’ in O(V) = O(n). The following three 
conditions are equivalent: 
(i) The orbit spaces coincide, that is, V/G = V/G’. 
(ii) The invariant rings RIVIG and EIVIG’ coincide. 
(iii) G and G’ are C-equivalent to a group G” containing both G and G’. 
Furthermore, assume G’ c G and let H be a principal isotropy group of the G-acfion 
on V. Then G and G’ are C-equivalent if and only if the induced action of G’ on G/H 
is transitive. 
Proof. The equivalence of (i) and (ii) follows easily from the injectivity of the map 
p in (l), and (iii) is equivalent to these by letting G” = (G,G’) be the closed group 
generated by G and G’. 
Finally, in the last statement, there is a surjective map V/G’ + V/G, and G’ acts 
transitively on each principal G-orbit if and only if G’ acts transitively on G/H by 
left translation. However, in this case G’ also acts transitively on each non-principal 
G-orbit since the latter is a “quotient” of a principal G-orbit. 
It is a trivial observation that all G # 1 in O(n) with c(G) = 1 are C-equivalent, and 
hence O(n) itself is the unique maximal one, where as SO(n) is the unique maximal- 
connected one. These G are those groups which are transitive on the unit sphere S”-‘. 
Clearly, hd(G) = 0 and the basic invariant is the “metric” C(zi)“. 
A linear group is splitting if it can be represented as an outer direct sum 
(G,iP)=(G1,cP1)$...$(Glc,i9rc), k>2, dim%i>l. (2) 
In this sense, the group will be splitting with some G; = 1, iff it is not full. If there is 
no such decomposition, then (G, a) is called nonsplitting. In view of Lemma 1.1 it is 
clear that in order to calculate invariant rings or orbit spaces of linear groups we may 
restrict our attention to those (maximal) groups which are also nonsplitting. 
Remark. According to Tables II-III in [14], there are 12 “types” of maximal- 
connected nonsplitting groups with c(G) = 2; the corresponding number is 22 when 
c(G) = 3. 
(A) The reduction principle 
Let (G, V) be a linear group with nontrivial principal isotropy type (H). The prin- 
ciple we have in mind “reduces” (G, V) to a (generally) much simpler linear group 
(G, v) whose principal isotropy type is trivial. It is defined by taking v = VH with 
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the induced action of G = NG(H)/H. M ainly as a consequence of the well known 
principal orbit type theorem it follows rather easily that the inclusion v -+ V induces 
a homeomorphism of orbit spaces 
(3) 
The orbit spaces are partitioned into orbit type strata, the principal stratum being 
open, connected and dense. On the other hand, the other strata may be disconnected. It 
is a nontrivial fact that for each z E v the conjugacy class of G, is uniquely determined 
by the conjugacy class (G,) ( an conversely, which is easy). Hence, the orbit map in d 
(3) maps a stratum bijectively onto a stratum. In paticular, (G, V) and (G, v) have 
precisely the same number of orbit types. 
The orbit space V/G of a linear group is given a smooth structure by the requirement 
n*(C”(V/G)) = C@=(V)G, where n : V + V/G. Then each stratum in V/G will be a 
smooth manifold and the restriction of x to each stratum in V is a smooth fibre bundle 
whose fibres are the orbits of a fixed type. Clearly, the induced orbit map in (3) is 
smooth, but smoothness of the inverse map is obviously equivalent to surjectivity of 
the following restriction map 
r : C-(V)G -+ C”(V)“, 
which is at least injective. By a result of G. Schwarz (cf. [lo]) any smooth G-invariant 
function on V factorizes through the polynomial map p in (l), thereby reducing the 
surjectivity of r to the corresponding problem for polynomial invariants, namely 
r : iRIVIG -+ IR[V]‘. (4) 
We refer to Luna-Richardson [8] for a proof of the surjectivity of r in (4) (in a more 
general setting). One may regard the above isomorphism (4) as a generalization of 
ChevaIley’s restriction theorem, see (C) bellow. 
The reduction principle works well for linear groups of small cohomogeneity because 
the principal isotropy type is nontrivial in most cases, and the invariant ring and orbit 
space of the reduction (G, v) can be calculated by the usual techniques in representa- 
tion theory and transformation groups. 
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(B) Orbital distance metric 
Since the G-orbits in V are compact it is clear that V/G is a metric space in a 
natural way-the orbital distance metric. What lies behind is, in fact, a stratified 
Riemannian structure on V/G, so that each stratum is a Riemannian manifold. The 
metric on V/G is clearly determined by the metric on the open and dense principal 
stratum V~H,/G, and the latter is given the Riemannian structure which makes the 
projection r : V(H) + VtH,/G into a Riemannian submersion. More precisely, by the 
slice theorem, the orthogonal complement V, of the tangent space at z of any principal. 
orbit G(z) is mapped isomorphically by K, to the tangent space of V(HJ/G at the 
“point” G(z), and we demand this isomorphism to be an isometry. This is consistent 
because the choice of 2 along the orbit is irrelevant since G acts by isometries on V. 
We refer to Hsiang-Lawson [5] for more details about the orbital distance metric. 
Let x E V be a point with G, = H, and V, the linear G,-space defined above. 
Then V, C v and a simple dimension comparison shows V, = v. is also the orthogonal 
complement in V of the tangent space of the orbit G(X) at x. Hence, the orbit space 
diffeomorphism in (3) is, indeed, an isometry as well. 
As pointed out in the Introduction, we choose to work with the unit sphere SV 
rather than the euclidean space V. (For G full we may identify the isometry groups of 
V/G and SV/G). Let N(G) d enote the normalizer of G in O(n); it acts naturally on 
the orbit space of G, so there is an induced homomorphism 
N(G) + N(G)/G A Iso(SV/G). (5) 
The congruence subgroup of Iso(SV/G) is th e image of q. Note that !P is injective if G 
is finite. To see this we need only observe that ker q # 1 implies G has a finite extension 
G’ with the same orbit space, and hence the same invariant ring, Lemma 1.1. However, 
the order of a finite group is determined by the invariant ring. See also Remark 2.1. 
(c) Linear groups of polar type 
Let us say that (G, V) is of polar type or has a section if there is a linear subspace 
C C V which intersects every G-orbit orthogonally. More precisely, the tangent space 
of the orbit at an intersection point is orthogonal to C, and is in fact the orthogonal 
complement of C if the orbit has maximal dimension. In particular, dim C = dim V/G. 
It is not difficult to see that (G, V) is polar if and only if the connected linear group 
(Go, V) is polar. Moreover, each summand of a representation of polar type is also 
polar. From this it follows that a maximal-connected linear group of polar type splits 
(cf. (2)) into irreducible maximal-connected groups of polar type. 
Of course, the prototype of a polar linear group is the isotropy representation of a 
symmetric space (say, of compact type). For simplicity, let’s call this type of linear 
groups for s-linear groups. Recall that in this case a section C is found by taking 
a maximal (abelian) subalgebra of the (-1)-eigenspace of the associated orthogonal 
On the invariant theory 7 
symmetric Lie algebra of the symmetric space. We refer to Dadok [2] and Palais- 
Terng [9] f or g eneral facts concerning polar linear groups. In [2] there are also tables 
of irreducible groups of polar type (but there are missing cases). 
The main result about polar groups may be expressed by saying that any connected 
linear group of polar type is (up to isomorphism, of course) contained in some s-linear 
group within the same C-equivalence class, that is, with the same orbit space. As a 
consequence, polar linear groups are just those subgroups of s-linear groups belong- 
ing to the same C-equivalence class. Note however, there are examples of s-linear 
groups which are not maximal-connected. For irreducible groups these are the isotropy 
representations of projective spaces (complex, quaternionic or Cayley). Here the co- 
homogeneity is 1, but SO( n is the only maximal-connected subgroup of O(n) with ) 
cohomogeneity 1. 
Problem. Dadok’s classifisation of polar groups goes via case by case considerations 
of weight systems and Lie group structure, and the fact that an irreducible, connected, 
polar linear group is a subgroup of some C-equivalent s-linear group is an observation 
based upon his classification. But it would be nice to have a direct proof of this, say, by 
constructing the appropriate orthogonal symmetric Lie algebra L = L(G) $ V from a 
(unspecified) maximal-connected polar group (G, V). In L the subalgebra L(G) is now 
regarded as a subalgebra of gl(V) and [X,V] = X(V) for X E L(G) and v E V. The 
problem is to define the bracket on V, namely the “correct” bilinear map V x V -+ L(G). 
The paper of L. Conlon [l] may be relevant here. 
Let NG(C), resp. ZG(C) be the subgroups of G leaving C invariant, resp. acting 
trivially on C. The quotient group W = NG(C)/ZG(C) C O(C) is called the generalized 
Weyl group, and it is a finite group. For example, W = Dr = 0( 1) when c(G) = 1. The 
basic properties of (IV, C) are similar to those of (G, v). More precisely, both (3) and 
(4) are valid if (G, v) is replaced by (IV, C). Th e meaning of diagram (3), for example, 
is that the intersection of C with a G-orbit is a W-orbit, and the induced orbit map 
is a diffeomorphism as well as an isometry between (orbit type) stratified Riemannian 
manifolds. 
We have the same diagram if G is replaced by some larger group in the same C- 
equivalence class, and then W is unchanged. In particular, if G is connected then it may 
be raplaced by a s-linear group, and W coincides with the Weyl group of the associated 
symmetric space. Hence, (W, C) is a linear (crystallographic) reflection group if G is 
connected and of polar type. 
Go and G have the same sections C, and the corresponding generalized Weyl groups 
satisfy WO C W C N(Wo) C O(C) M O(k), k = dim C. Here (Wo, C) splits as an 
outer direct sum of standard representations of Weyl groups, one summand for each 
irreducible summand of (Go, V). H owever, not every subgroup of the normalizer N( Wo) 
may be realizable as a generalized Weyl group W for some G with dim G > 0. 
Historically, (3) and (4) were first established as a property of connected s-linear 
groups and their Weyl group W. For these G the isomorphism in (4) is the classi- 
cal Chevalley Restriction theorem, cf. e.g. Palais-Terng [9, Section 41 or Helgason [3, 
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p. 4301. In any case, the invariant ring in (4) is free (i.e. hd(G) = 0) if and only if 
(IV, C) is a reflection group, e.g. if G = Go is connected. 
Remark. (i) Because of the analogous properties of the two types of reductions, 
namely (G, V) and (IV, C), one may inquire whether the latter is just a special case of 
the first one. After all, one can always choose a section C lying in v, and the natural 
inclusion (IV, C) c (G, v) extends the diagram in (3), inducing an isometry at orbit 
space level. The precise answer is given by Theorem 1.3 below. 
(ii) At least from a geometric point of view, one may think of polar groups as the 
simplest kind of linear groups, where everything reduces to a study of certain finite 
linear groups. Therefore, at the second stage of increasing complexity we have those 
groups which can be reduced to a l-dimensional linear group. It turns out that all 
groups with c(G) < 3 belong to these two categories, cf. Section 5. 
(D) Some results about reductions 
Let Gr c G2 be C-equivalent subgroups of O(n). Since AutG(G/H) = NG(H)/H 
(= G, if H is principal for the G-action), it follows from Lemma I.1 that there is a 
natural inclusion 
(G2, V,) c (Gr, V,), r/;: = I+‘, (6) 
extending the diagram in (3) with isometry at orbit space level, It follows that G is 
smallest when (G, V) is maximal. Also note that dim Gr = dim G2 implies Gi = G2. 
Definition 1.2. The minimal reduction of (G, V) is the reduction (G’, VH’) of the 
maximal linear group (G’, V) which is C-equivalent to (G, V). 
Problem. From the above definition it follows that for each C-equivalence of groups 
G c O(n) there is associated a group K c O(lc), unique up to conjugation. K is 
the reduction G of the maximal G in the class. Is K a maximal linear group? If not, 
can K be further reduced, i.e., so that L can be smaller? The problem is that if Ir’ is 
not maximal, then the corresponding maximal group K’ may have nontrivial principal 
isotropy type, in which case reduction can be repeated. 
Theorem 1.3. Let (G,V) b e a linear group. Then it is of polar type if and only if 
the minimal reduction of (G, V) is a finite linear group. Moreover, this reduction is 
the same as the generalized Weyl group (W, C). 
Remark. The maximal group (G’, V) corresponding to (G, V) may be disconnected. 
Even when G is connected and polar one cannot always obtain W be applying “re- 
duction” to the maximal-connected group li = (G’)‘. The reason is that dim E > 0 is 
possible, see (9) below. The generalized Weyl group WO of (Go, V), which is a Weyl 
group, indeed, is a normal subgroup of W. 
Half of the above theorem is proved in [9, Section 51, namely the fact that the group 
is of polar type if G is finite. The rest of the proof is given in Section 3. 
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Theorem 1.4. Let H and HO = H n Go be principal isotropy groups for (G, V) and 
(Go, V) respectively. A s usual, let G = NG(H)/H, Go = NGo(Ho)/Ho. Then 
(i) dim G < dim Go, and equality holds if and only if VH = VHO. In the latter case 
Go c (I? is a normal subgroup. 
(ii) There are natural isomorphisms between finite groups 
NG(H)/NGO(Hj = NG(ffO)/&P(HOj zz G/Go. (7) 
(iii) The natural embedding of H/Ho in G/Go is a normal subgroup, namely equal to 
the ineflective kernel of the G/Go-action on V/Go. 
(iv) Either H is contained in a proper normal subgroup of G, or else H/Ho z G/Go 
and (G, V) and (Go, V) are C-equivalent. 
Proof. Consider the following short exact sequences of compact groups 
(4 1 --f &o(H) + HG(H) + A --+ 1, 
(b) 1 + NGo(Ho) -+ NG(Ho) -+ B + 1, 
(4 l+G”-+GiC+l, 
where the rightmost groups are the corresponding groups in (7), with the natural inclu- 
sions (a) + (bj + (c). The isomorphism between these groups is a consequence of the 
fact that NG( H) a Go = G, which in turn follows from the connectedness of G/NG( H). 
(The connectedness is not obvious, but we omit the proof of this here.) 
The group C acts on V/Go; let CO be the kernel of this action and Ir’ c G the 
corresponding normal subgroup. Then K/H z Go/Ho, and consequently li’ = Go - H, 
so the inclusion H + li induces H/Ho z K/Go z C/Co, and (iii), (iv) follows 
immediately. 
Finally, the inequality in (i) is clear since dim V/G = dim VH -dim G = dim V/Go = 
dim VHo - dim Go. In order to see why Go is a (normal) subgroup of G if v = VH = 
VHO, it suffices to show NGo( Ho) C NG(H). N ow, by (3) there is an induced surjective 
map 
v/N~o(Ho) + V/NG(H), 
so NG(H) is transitive on NGo(Hn)-orbits. Choose v E v with G, = H. For each 
o E NGo(Ho) there is some y E NG(H) with crw = yw. It follows that (T E NG(H). 
Corollary 1.5. (i) Zf Ho = 1 then G is a semidirect product of Go and H M G/Go. 
(ii) If H = Ho, i.e., H C Go, then G/Go z G/Go and this group acts eflectively on 
V/Go. 
(iii) The theorem (and its proof) is also valid if Go (and associated groups Ho, Go 
etc.) is replaced by some G’ (resp. associated groups H’, G’ etc.), where Go c G’ c G 
and G’ is normal. 
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2. A review of finite groups in O(3) 
In the remaining sections it is necessary to be more specific about the actual structure 
of the groups involved. It is, perhaps, worthwhile to start with a “description” of all 
finite subgroups of O(3); ’ f m ormation about the invariant ring and the orbital geometry 
is given in Table I for convenience. Here we shall give an explanation of our notation. 
Let G be any subgroup of O(3) and write SG = G n SO(3), SO(2) = O(2) II 
SO(3) # O(2). A product G = Gr x Gz indicates a splitting, cf. (a), and N(G) is the 
normalizer of G in O(3), e.g. N(O(2)) = O(2) x O(1). Dihedral subgroups inside O(2) 
are denoted Dk, k > 1, and here Dz = D1 x D1 = O(1) x O(1). We write Zk = SDk, 
HI, = S(& X Dl) X Dk, and observe Hr = 22. Define 
(Z2k)* = { gb<!z’g E (ZZk _ Zk)}, 1 i $1 $e:, 
(H2k)* = { gkb<!tj!;‘g E (H2k - HA)}, i z d ztfe:. 
Note that these two groups G are isomorphic to ,&k and Hzk, respectively, and SG = 
zk resp. Hk. Table I explains the notation for the other groups. There are 3 “types” of 
groups; the reflection (or Coxeter) groups with hd(G) = 0, their intersection SG with 
SO(3), and some “mixed” groups having hd(G) = 1 or 3. Of course, the groups ZI, and 
Dk are not full, as subgroups of O(3). 
Iso(S2/G) denotes the isometry group of the orbit space of the unit sphere S2 in IR3, 
with the orbital distance metric. Topologically, this orbit space is either S2, D2 or P2. 
Geometrically, there may be up to 3 singular points, either vertices (in the disk case) 
or conical singularities in the interior. We shall describe the metric (and the singular 
points) in terms of spherical geodesic triangles on the unit sphere, namely A(u, b, c), 
1 < a < b < c, with angles r/a, r/b and r/c. This “degenerates” to a spherical lune (or 
bigon) if 1 = a < b, and A( 1, 1,1) is regarded as the upper half of S2, whose boundary 
is an equator circle. 
2A(a,b, c) denotes the double of the spherical triangle, with corresponding edges 
isometrically glued together. The space is topologically like S2; corresponding vertices 
of angle A/Z, z > 1, combine to make a conical singularity of total angle 2n/z. A simple 
example is the orbit space of the cyclic group zk, which is a surface of revolution in 
3-space 
2A(l,k,k): ds2 = [(sin2 q5)/k2]dQ2 + dd2, 
Let D( 1, b; c) be the disk D2 whose metric has a reflectional symmetry cutting it into 
two spherical triangles A(2,2b,c), 1 < b, 2 6 c. The disk has in its interior a conical 
singularity of total angle 27rfc, and it has a vertex at the boundary if b > 1. Note that 
D(l,l;k) is the upper half, 0 < 4 < 7r/2, of the “sphere” in (8). In particular, for k = 1 
this space is A(l,l, 1). 
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Finally, the space in (8) has an antipodal isometric involution, and the corresponding 
projective space is denoted P(2A(l, k,b)). For k = 1 this is the standard projective 
space P2 of curvature 1. 
Remark 2.1. For each G in Table I, the congruence map 9 : N(G)/G --f Iso(S2/G) 
is an isomorphism, cf. (5). 
3. Polar groups and groups of cohomogeneity < 2 
(A) Completion of the proof of the Theorem 1.3 
We shall outline a proof of the fact that W coincides with the reduced group G if 
(G, V) is a C-maximal linear group of polar type. It suffices to show G is finite. 
Case (a). (G’,V) is irreducible: For notational convenience, let’s write G instead of 
Go. This is a maximal-connected linear group, and as observed earlier it is also a s- 
linear group. Hence, it is the isotropy representation of a compact irreducible symmetric 
space with Weyl group W, say. Such linear groups are well known, but the calculation 
of the principal isotropy type (H) is not so easily accessible in the literature. We 
refer to Hsiang-Palais-Terng [6] f or some of this information. Note that the dimension 
of G = NG(H)/H equals the dimension k of the trivial summand in the isotropy 
representation of G/H. Checking this in each case it follows that k = 0, except when 
(G,V) has a complex structure, namely G + U(n/2) c O(n) is actually a complex 
irreducible linear group. We list these 6 types of s-linear groups as follows: 
(U(n), ~~2f%lIk); (Q>, [S2hlE) ; 
(WV4 x u(k + 4, h @/ P~+~IIK>; 
(wa x SW4 P2 @ Pn); 
(9) 
(U(1) x Spin(10),R32); (U(1) x E6,iR54). 
The Weyl group W is of type Bk, k 3 2, in each case. Write Bk as a semidirect product 
of its normal 2-torus O(1)” and the symmetric group Sk which permutes the factors 
O(1). Then the inclusion W c G can be described as the “thickening” of O(1)” to a 
torus, 
W = O(I)k&k c u(I)“?& = G, (IO) 
so W is the fixed group of the automorphism “complex conjugation” of G. Let CT be 
the element of order 2 in O(n) inducing complex conjugation on U(n/2). Observe that 
(T also normalizes G, and moreover, Gr = (G,g) and G have the same orbits in IW~. 
The last statement is obvious if k > 2 since lR”/Bk has no symmetry (or Bk equals 
its normalizer in O(k)). If k = 2 then the orbit space has a reflectional symmetry, but 
this is not a congruence, i.e. cannot be realized by the action of N(G) c O(n), cf. (5), 
because the two nonprincipal isotropy types of the G-action are nonconjugate in O(n). 
12 E. Straume 
Let H c Hr be principal isotropy groups of G and Gr . By Theorem 1.3 HI/H x 
Gr/G M &, and we claim Gr = W. To see this, we may assume (for simplicity) 0 E Hr, 
and then u acts by conjugation on NG(H), inducing an action on the quotient G with 
fixed point set Gr = (G)” = W. 
Case (b). (Go, V) is reducible: This linear group splits into an outer direct sum (cf. (2)) 
of maximal-connected polar groups, and Go has a corresponding splitting. As explained 
in Case (a) each factor of Go can be made finite by replacing the corresponding factor 
of Go by some larger group (in its C-equivalence class). This leads to a splitting group 
Gr in the same C-equivalence class as Go, with G1 = Wo equal to the Weyl group of 
the s-linear group (Go, V). Now, assuming (G, V) is C-maximal, it contains Gr (since 
it contains Go) and therefore 
dim VH < dim V *I = dim V/G 
implies that G must be finite. This completes the proof of Theorem 1.3. 
(B) Groups of cohomogeneity 2 
Finite subgroups of O(2) are just the dihedral groups Dh, k 2 1, and the cyclic 
groups & = Dk n SG(2). Clearly, hd(Dk) = 0 and hd(Zk) = 1. In this subsection 
we shall consider groups G c O(n) with d im G > 0 and c(G) = 2. The next theorem 
is rather simple; it is included here mostly for the sake of completeness. The fact 
hd(G) = 0 is also proved by a quite different approach in [12, Section 81. 
Theorem 3.1. Let G c O(n), dim G > 0, be a full linear group with dim IV/G = 2. 
Then G is of polar type, and the generalized Weyl group is a crystallographic dihedral 
group (Dk, R2) of order 2k, k = 2,3,4,6. In particular, JR~/G = R2/Dk and k = 2 if 
and only if G is reducible. Moreover, the ring of invariants is a polynomial ring with 
two generators of degree 2 and k, respectively. 
Proof. It suffices to verify that (G, V) is of polar type, with W crystallographic. 
We may assume (G, V) is maximal. Then by Table II in [14], the maximal-connected 
group (GO, V) is a s-linear group (cf. Section 1, (C)). Consequently, the generalized 
Weyl group (WO, C) of (Go, V) is a Weyl group of rank 2, namely a dihedral group 
(Dk,R”), k = 2,3,4,6. Moreover, k = 2 if and only if (G’,V) is reducible, in which 
case it splits into two groups (SO(n;),EP), 121 + 722 = n > 3. 
Assume k > 2. The orbit space V/Go = R2/Dk, being a cone in R2 with angle 
n/k, has a reflectional symmetry. However, if k = 4 or 6 then this reflection is not 
a congruence, i.e., is not in the image of an element in N(G’), cf. (5), since the two 
walls of the cone correspond to GO-orbit types which are not congruent in V (e.g. by 
comparison of their dimensions). Hence, W = WO and G = N(G’) if k = 4 or 6. On 
the other hand, the congruence map q in (5) is surjective if k = 3. In this case G # Go 
if and only if G = N(GO) = (Go, - Id), and then W = Ds. 
Finally, assume k = 
there is only one such 
W = Dq. 
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2, so G lies between O(ni) x O(na) and N(G’). If 7~1 # n2 then 
G, and W = D2. If ni = 122 then the choice G = iV(G’) gives 
4. One-dimensional linear groups of cohomogeneity 3 
In this section we shall determine the orbital geometry and the invariant ring of all 
linear groups K C O(4) such that K” is a circle group w U(l), and moreover, K” is 
full. First, let’s describe the various K” in terms of representations of U(1). 
Recall that all real 4-dimensional representations of U(l), with no trivial summand, 
are of type 
(u(l), [(~r)~ + (PJW, 1 < m < k, (m$) = 1. (11) 
The image of U( 1) in SO(2) x SO(2) c O(4) is d enoted Um,k. ln terms of complex 
coordinates (z, w) on V = R2 x lR2, eit E U( 1) acts by (z, W) + (eimtz, eiktw), and from 
this one can show that the ring of invariants, R[V]‘+, has the following Hilbert basis 
Al = Re(zktim), 
A2 = Im(zktim), 
A3 = ;(lzl” - Iw12), 
Ao = +I” + b12), (12) 
with one basic relation (A1)2 + (Az)~ = (A0 + As)“(Ao - A3)m. In order to describe 
the U,,k-orbit space X,,I, of the unit sphere S3 = S3(1), let’s consider the restriction 
of the polynomial map p in (l), using the first 3 invariants in (la), 
S3(l) L X,,k c R3, (2, w) + (Al, A27 A3). 03) 
The space X,,I, is homeomorphic to S2, imbedded as a surface of revolution (or ovaloid) 
around the z-axis. It is invariant under O(2) x 1 c O(3). In fact, in the special case 
m = k = 1, X1,1 = S2(i) = {PI ’ IS the standard sphere of radius l/2, and the orbit 
map S3 -+ Xi,1 can be identified with the Hopf fibration map. Our choice of A; makes 
(13) to a Riemannian submersion (outside the singular orbits) so the induced metric on 
X m,k is, indeed, the orbital distance metric. There are natural “spherical” coordinates 
in terms of which this metric looks like 
X m,k = s3/um,k : ds2 = ’ [ m2 sin2 9 
4 k2 sin2(v/2) t m2 cos2(59/2) 
d02 f dcp2 , 1 (14) 
This agrees with the results in Hsiang-Lawson [5, Ch. IV], where this metric is discussed 
(but the inequality m 2 k in [5] should be corrected to m < k). 
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The curve 0 = const. in the zz-plane, say, which generates the surface in (14) by 
rotation around the z-axis, is perpendicular to the z-axis at the northpole 4 = 0, where 
as the angle (Y between the curve and the z-axis at the southpole 4 = 7r has tan (Y = 
m/(P - m 2 ri2. In particular, the northpole is always smooth, and the southpole is a ) 
conic singularity unless m = k = 1. The total angle around this pole is 2rm/k. 
The normalizer of Urn,,, in O(4) is U(2)k&, resp. U(1)2kZ;2 for m = k = 1, resp. 
m # k. A little calculation will show that the map p in (13) is equivariant with respect 
to the following composition of homomorphisms (cf. (5)) 
N(Um,k) z N(Um,k)/&,k * h(x,,k) = w% m=k=l, 
O(2), m # k, 
(15) 
and Q is actually an isomorphism. Hence, there is a l-l correspondence between linear 
groups Ir’ C O(4) satisfying li ’ = Urn,,, and finite subgroups of ko(x,,k). 
The group K/K0 is isomorphic to its $-image E C ko(x,,k). We shall refer to E 
as the l- Weyl group of K. The remaining analysis is now reduced to (E, Xm,k), and 
this is similar to the reduction (IV, SC) of a polar group (G, SV). The spaces x,,I, 
and SC are homeomorphic but not isometric. There are two different cases, depending 
on whether IsO(x,,k) equals O(3) or O(2). 
Case (a). m = k = 1: All the orbit spaces S3/K can be read off from Table I applied 
to E, except that the curvature of the spherical triangles involved must be changed 
to 4. 
Next, let’s describe the invariant ring R[V] K. E acts on the invariant ring lR[V]“” 
and clearly lRIVIK equals the subring fixed by E. Let Y = R(Ao,. . . ,A3) be the 
4-dimensional linear space of degree 2 elements in IR[V]~“. The induced represen- 
tation of O(3) on Y equals (1 + ps), corresponding to the decomposition Y = 
R(Ao) @ R(Al,A2,A3). In fact, (Al,A2,A3) b e aves h as euclidean coordinates with 
(AI)~~ (A2)2t(&)2 as the metric invariant of the summand R(A1, A2, A3) z IRK. The 
finite group E c O(3) h as additional basic polynomial invariants fj = fj(Al, AZ, A3), 
where .f2,f3,***, fd are those basic invariants of (E, R3) different from the metric fr. 
The degrees of the f; are given in Table I. Let hd(E) be the homological dimension of 
(E,IR3), given in Table I. Due to the algebraic relation (A1)2 + (A2)2 + (As)2 = (A0)2, 
we obtain the following Hilbert basis for R[V]“: 
Ao, .f2,.f3,. . .,fd; d = 3 + hd(E), deg A0 = 2, deg f; = 2 deg f;. (16) 
Clearly, the algebraic structure of R[V]” follows readily from the structure of IR[IIR~]~. 
Case (b). m # k: Here E c O(2), cf. (15). If E is a cyclic group &, then the orbit 
space S3/K = X,,k/E M S 2 is the following surface of revolution in S-space 
S3/Ii’ = Xm,k,l : ds2 = - 
m2 sin2 9 
12(k2 sin2(p/2) + m2 cos2(y/2)) 
d6’2 + dp2 , (17) 1 
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The pole 9 = 0, resp. 9 = 7r is a conical singularity of total angle 2n/E, resp. 2rrm/lk. 
If E = Dl is dihedral, 1 > 1, then Z2 = D//Z/ acts by reflection on the surface in 
(17), so the orbit space S3/K is “half” of the above surface, that is, 0 < 8 < r. This 
is a disk with two vertices of angle n/E and irm/lk, respectively. 
Finally, we turn to the invariant ring R[V]“, th e e ements 1 fixed by E acting on the 
graded ring RIVIKo with Hilbert basis (12). Write Y = R(Ao, As) $ R(A1, AZ) M R4. 
The induced representation of O(2), cf. (15), on the first summand is trivial, and 
equals the standard representation p2 on the second summand. Since (A1)2 + (A2)2 is 
an invariant (cf. (12)), we may regard (Al, A ) 2 as euclidean coordinates for R(A~, AZ) M 
IR2. A Hilbert basis for R[V] K in the various cases of E is listed for convenience: 
E = Dl : Ao, AS, Re((AI ti-b)'), 
(18) 
E = Zl : Ao, AX, Re((AI -i-i&)% Im((A1 + iA2)'). 
From (a),(b) and Table I the next result follows immediately, stated here for easy 
reference. 
Proposition 4.1. Let Ii’ C O(4) and Ir’ # K” = Um,k. Let E C Iso(S3/Ko) be the 
l- Weyl group of K, as explained above. The following statements are equivalent: 
(i) S3/K is a disk with no singularity in the interior. (The disk has at most 3 
vertices.) 
(ii) E is generated by reflections. (Its rank is < 3 if m = k = 1, and < 2 otherwise.) 
(iii) The invariant ring of (Ii’, R4) is a polynomial ring. 
5. Connected linear groups of cohomogeneity 3 
In this section we shall determine the possible orbit spaces and invariant rings of 
connected linear groups (G,V) with c(G) = 3. Of course, this is well known for polar 
groups-everything reduces to the study of Weyl groups (W,R3), cf. Section 1. As 
will be shown below, all remaining cases (G not necessarily connected) reduce to l- 
dimensional linear groups (K, R4)-the type discussed in Section 4. In this case we 
shall define the l- Weyl group of (G, V) to be the 1-Weyl group E of (K, R4), defined 
in Section 4, where we also introduced the circle groups U,Q. 
Theorem 5.1. Let (G, V) 6 e a connected linear group of cohomogeneity 3, dim G > 1, 
and assume it is not of polar type. Then the following hold: 
(i) The minimal reduction of (G, V) is a l-dimensional linear group (K,R4), with 
K” = Ul,l or UI,2. 
(ii) The l- Weyl group E is a reflection group (Dl)“, k < 3, or D1 x D3. 
(iii) The orbit space SV/G is a disk with at most 3 vertices. 
(iv) The invariant ring IR[V]~ is a polynomial ring. 
Note. Table II gives the Hilbert basis degrees and the isometry type of SV/G for 
each C-equivalence class, represented by the maximal-connected group. 
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The above theorem is a direct corollary of Proposition 4.1, once the minimal reduc- 
tion (K, R4) and the structure of E is clarified. The linear groups (G, V) can be found 
in [14, Table III], together with the principal isotropy type (H). Note that (G,V) is 
nonsplitting, by Theorem 3.1. In Table II the groups are organized into type 0, I, II, 
111s or 1114, corresponding to 5 types of different reductions (G, v). The roman numeral 
also gives the number of vertices of the disk SV/G, e.g. type II has two vertices. 
Type 9: (G, a) = (sO(n),2p,), n > 3. The corresponding maximal group is 
(O(n),2p,), and then the principal isotropy group H = O(n - 2) is nontrivial also 
for n = 3. For each n the reduction is (0(2),2pz), and this corresponds to K” = Ur,r, 
E = D1 c O(3). 
Type I: The case G = U(2) is somewhat similar to G = SO(3) above, since H is 
trivial. The trick is to extend U(2) to the C-equivalent group G’ = (U(2),a) c O(7), 
where cr = “complex conjugation” lies in N(U(2)). Now H’ has order 2 (in fact, we 
may assume H’ = (a)), cf. Th eorem 1.4 (iv), and a little calculation shows the “real 
part” O(2) C U(2) ma s isomorphically to G’. More precisely, the reduction is now p 
(G’, IlR4) with G’ = Ii’ M O(2), K” = UI,~ and E = II1 c O(2). 
The two groups Sp(1) x Sp(2) and Spin(S) h ave the same reduction as above. Here 
H z Sp(1) and Gz, respectively, but we omit more details. 
Type II: Calculation of (G, G) for G = U(1) x SU(n) x U(1) or U(1) x Sp(n) x U(l), 
n 2 2, gives respectively 
G = U(1) x SU(2) x U(l), 
6 = [PLY @# ~2 + ~2 @‘p ~11~ (ker @ = &), (19) 
G=0(1)~0(2)~0(1), G==r@pp2+p2@fp1, OrifwemakeJeffective 
G = O(I) x O(2), 6 = p1 @ p2 + p2. (20) 
The group in (19) can, in fact, be further reduced to (20). The reason is that G is 
not C-maximal, although it is maximal-connected. More precisely, we may extend 
G = U(1) x SU(n) x U(1) t o a disconnected group G’ = (G,cr), where cr E N(G) acts 
like “complex conjugation”. Then G decreases from (19) to (20), namely, the minimal 
reduction of the linear group in (19) is the group in (20). 
Another method is to replace one of the Sp(1) factors of G = Sp(1) x Sp(n) x Sp( 1) 
by U(1). Th is d oes not change the C-equivalence class of the group, but G increases 
from (20) to (19). N ow, let Ir’ c O(4) be the linear group in (20). Then K” = Ul,l and 
E = II1 x D1 = D2 c O(3). 
Type III: Consider first the two groups of type III4 in Table II. (Note that ker 6, = Z2.) 
The principal isotropy group is H = Z2 x SU(3), resp. U(1) x Sp(n - 2). Both cases 
give the same reduction (G, &), namely a &-extension of the group in (19), 
G = [U(l) x SU(2) x u(l)];&, Q(G)O = kwqw2 +p2 ~~PllJFL. (21) 
Here ZQ = (S), 6 commutes with SU(2) and intertwines the two U( 1) factors, and hence 
also the two summands of $1(G)‘. So 4 is, indeed, irreducible (as it should be). 
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But (21) is not the minimal reduction. Neither (G,4) nor the group in (21) is C- 
maximal. The reason is the same as in the previous cases, where one can extend the 
group by an outer automorphism (T (complex conjugation) in O(V). By doing this, (21) 
reduces to the analogous &-extension of (20) 
G = [O(l) x O(2) x O(l)]&, 
@]5’0(2) = 2~2, (a irred., ker (a M 7Z2. (22) 
This gives K” = Ur J , and on e checks that E = Dr x Dr x Dr c O(3). 
Finally, we shall determine the reduction of type 111s in Table II. This is independent 
of n, so let’s assume n = 2. Then 
H = {(wi>;q E &I c SPO) x SP@> = G, 
where q’ is the image of q by S3ur and Q is the quaternionic subgroup (of order 8) in 
Sp(1). We may (up to conjugation) assume q’ is the diagonal imbedding of q in Sp(2), 
and then the normalizer of H in Sp(1) x Sp(2) is 
N(H) = (1 x O(2), {(o) x diag.(fa,fo), o E d}), 
where O(2) consist of the real matrices of Sp(2), 0 is the normalizer of Q in Sp(l), 
namely the binary octahedral group (of order 48), and moreover, o/Q is the symmetric 
group M 03 of order 6. Further calculations give the following reduction 
(G,G) = (O(2) X D3, P2 @ (p21D3)), 03 C o(2). (23) 
Again K” = Ur,r and moreover, we can show E = D1 x D3 c O(3). 
6. Disconnected linear groups of cohomogeneity 3 
We shall determine all remaining C-equivalence classes of linear groups (G, V), 
c(G) = 3, dim G > 1. These classes can be characterized by saying that no con- 
nected group belongs to the class. As in Section 5, calculation of their associated orbit 
space and invariant ring amounts to an explicit description of their minimal reduction 
(W, R3) or (K, R4). 
We need only exhibit one group of each C-equivalence class (not necessarily the 
maximal group). Therefore, we start with maximal-connected groups (Go, V) and look 
for finite extensions G of Go leading to different C-equivalence classes. The following 
procedure will help us complete this task: 
(i) Determine the congruence s&group 
i = ‘lj(N(G”)/Go) c Iso(SV/G”), cf. (5). (24) 
(ii) For each subgroup L of L, calculate the fixed ring (RIV]Go)L and the orbit space 
(SV/GO)/L. 
We may assume Go c G’ c G c O(V), w ere G’ is the maximal group C-equivalent h 
to Go. Let Ko = G’ and li = G, and observe that these are minimal reductions, with 
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dimliu = dimK < 1, using Corollary 1.5 (iii), Theorem 1.3 and 5.1 (i). There are 
inclusions 
K” c KO c Ii' c N(Ko) c (N(K')) c O(k), k = 3 or 4, (25) 
where k = 3 and K” = 1 in the polar case, and otherwise k = 4 and K” = Ur,r or 
Ur,z. Note that the groups Eo C E, where EO = Iio/Ii” and E = Ir’/lr’O, are the 
(generalized) Weyl groups Wu c W, or the 1-Weyl groups of Go c G, in the polar 
or nonpolar case, respectively. Define a number d by letting d = 2 when K” = U1,Z 
and d = 3 otherwise. Then we have the following diagram of horizontal inclusions and 
surjective vertical homomorphisms 
Eo - E c N(Eo) - O(d) = Is~(S”-~/lr’~) 
J J 1 
Jr 
1 -L-+1- N( Eo)/Eo = Iso(S”-l/lio) = Iso(SV/G”) 
t t t* (26) 
Go - G - N(G") 
Here L is any subgroup of J?, G is any group mapping onto L by the congruence map 
@, and E is the inverse image of L via 7r. Using the results from Sections 2 and 4, we 
shall complete step (ii) of (24) by determining the various possibilities of the groups E. 
Lemma 6.1. The congruence group t is trivial for the following cases of maximal- 
connected groups (Go, V): 
(i) Polar groups whose Weyl group is of type W = B3 or D1 x Dk, k = 4 or 6. 
(ii) Nonpolar groups of type III, cf. Table II. 
Proof. (i) Th e case W = B3 is trivial since SV/G” has no symmetry. Assume therefore 
W = D1 x Dk, so Go = SO(n) x P C O(n) x O(m), where (P, Rm) has Weyl group Dk 
and moreover, Iso(SV/G”) = D1. It is easy to see that if i = D1, then its generator is 
the image of some element in the normalizer of P in O(m). 
Suppose k = 6. Either K = SO(4) or Gx, and L must be generated by the image 
of (-Id) E O(m). H owever, similar to the fact that (-Id) E O(2) acts trivially on 
sl/Dk, k even, it follows that (- Id) 1 a so acts trivially on S2/W = SV/G’. 
Suppose k = 4. The possible groups P are listed in [14, Table II]. The case P 
semisimple is similar to the case k = 6, so L = 1. Otherwise, if P is not semisimple, then 
there is an element cr E O(m) inducing an outer automorphism (“complex conjugation”) 
on P. ,However, from the known orbit structure of (P, IRm) one can see that the two 
singular isotropy types are not congruent in O(m). Consequently, 0 must act trivially 
on Rm/P and hence also on SV/G’. This proves x = 1. 
(ii) The case Go = Sp(1) x Sp(n) is immediate-N(GO) = Go and L = 1. In the cases 
Go = SO(2) x Spin(S) or u(2) x Sp( n we find N(GO)/G” = ;22, but we claim that ) 
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N(G”) and Go are C-equivalent, i.e. J! = 1. Consider for example Go = U(2) x Sp(n). 
The three vertices of the disk SV/G” correspond to nonisomorphic isotropy groups K;, 
namely Kr Z Sp(1) x Sp(n - l), K2 % U(2) x Sp(n - 2), Iis M U(l)2 x Sp(n - 1). 
Therefore N(G’)/G” acts trivially on the disk. 
In those cases not covered by the above lemma 1, will be nontrivial. We shall divide 
the discussion into several subcases depending on (GO, V). 
Case (a). (G’,$) = (SO(n),2p,), n 2 3: Referring to (26), we find 
K0 = ur,r, 
Eo = Dr c Dr x O(2) = N(&), 
,? = Iso(SV/G’) = O(2), 
so all groups L = Z, or D,, Q > 1, can be realized for suitable G. Here E = D1 x L as 
subgroup of O(3), and Case (a) of Section 4 applies. 
Case (b). (Go, V) of Type I in Table II: Here Iso(SV/G”) = Dr, and G = (GO, - Id) c 
O(V) gives L = i = D1. Then E = D2 c O(2) = Iso(Xr,2), and we refer to Case (b) 
of Section 4. 
Case (c). (Go, V) of Type II in Table II: From Section 5 we have Eo = 02 C 04 x II1 = 
VEo) c O(3), and Iso(SV/G’) = D 2 in (26). Assume first Go = U(1) x SU(n) x 
U(l), n > 2. Then N(G”)/Go z D2, but L = Dr corresponds to the reflection of 
SV/G” which “flips” its two vertices. In fact, we already know “complex conjugation” 
cr E N(G”) maps to 1 in J?, cf. Section 5. On the other hand, N(G’) also contains 
some element S which “flips” the two direct summands of (G’,d). Similarly, if Go = 
SPW x Sp(n) x SP(% n 2 1, then N(G’) = (G0,6) and N(G”)/Go E Dr maps to 
L = Dr. In any case, E = Dz X Dr C O(3) is the only possibility # Eo in (26), and 
Case (a) of Section 4 applies. 
Next, consider the special case Go = U( 1) x SU(2) x U( 1). Now q maps N(G”)/Go z 
04 to 1 = 02 = Iso(S7/Go); there are elements (~1, ~72 in N(G’) acting by complex 
conjugation separately on the two U(1) factors, and (T = ~1~2 maps to 1 in L. Hence, 
there are 4 different C-equivalence classes of disconnected groups G in O(8) with Go as 
above. We shall specify the groups E c O(3) corresponding to the different subgroups 
L c t in (26): 
L 1 D1 x 1 1 x D1 AD, D2 
E 02 02 x DI D4 x 1 w41* 04 x DI 
(27) 
Case (d). (G’,V) p o ar, 1 Wo = A3 or 03 x D1: In these cases SV/G” is a spherical 
triangle on S”(1) with isometry group D1. By inspection, Go does not contain the 
element (-Id) E O(V), and one checks that G = (GO, -Id) has L = ,? = D1. In (26) 
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we have Eo = Wo and the (generalized) Weyl group E = W c O(3) of G equals B3 or 
D6 x Ill, respectively. 
Case (e). (GO,V) p o ar, 1 WO = (&)3: (G’,d) = (SO(m) x SO(m) x SO(m), pnl $ 
pnz $ pn,) and L = 0s = Iso(SV/G’) is the image of N(G”)/Go M B3 via the map 
!@ in (26). The correspondence between the groups L c ,? and E = W c O(3) are as 
follows: 
L 1 Dl z3 03 
W CD1 )” D4 x D1 (T,-Id) B3 
(cf. Table I) (28) 
Case (f). (GO,V) p o ar, 1 Wo = Dk, k = 1,2,3,4,6: (Go, V) has a trivial summand of 
dimension 1, resp. 2 if k = 1. Assume first k > 1. Then Iso(SV/G’) = 02 and L = 02 
if k = 2 or 3, i = D1 if k = 4 or 6. For each k there is a C-equivalence class of groups 
G c N(G’) with (g eneralized) Weyl group W = Dk x DI. Moreover, if k = 3, or k = 2 
and nr = n2, then there are additional cases W = D~/c, (Hzk)* and Dzk x DI. However, 
the case W = D2~ does not correspond to a full linear group (G, V). 
If k = 1 then N(G’)/G” = O(1) x O(2) is mapped by !P onto O(2) = Iso(SV/G’). 
Clearly, the various C- equivalence classes of groups G have (generalized) Weyl groups 
of type W = D1 x F C D1 x O(2) C O(3), F = Z& or D,. 
Remark 6.2. A C-equivalence class of groups G c O(n), dim G > 0, may be regarded 
as a congruence class of orbital foliations of Rn or P-r, where a leaf is, by definition, 
just an orbit (possibly singular or disconnected). Therefore it is natural to distinguish 
between two cases, namely orbital foliations of connected or disconnected type. Those 
of connected type are in l-l correspondence with maximal-connected groups (up to 
conjugation), of which there are two families, namely polar groups and nonpolar groups 
(cf. Table II). Clearly, the foliation is of disconnected type if and only if its regular 
leaves are disconnected. 
In Table III we have listed all cohomogeneity 3 orbital foliations of disconnected type 
with regular leaves of dimension > 1 (i.e. dim G > l), by describing a representative 
group G with Go maximal-connected. If Go (and hence G) is polar, then the Weyl 
group WO of Go is specified in the first column. In the nonpolar case we specify the 
type of Go in accordance with Table II. W (resp. E) is the generalized Weyl group 
(resp. 1-Weyl group, cf. Sections 4 and 5) of G in the polar (resp. nonpolar) case. 
Final proof of Theorem A and B 
We shall combine some of the results obtained and thereby obtain a proof of the 
theorems stated in the Introduction. First of all, the case c(G) = 2 follows from The- 
orem 3.1. 
On the invariant theory 21 
Assume henceforth c(G) = 3. By Th eorem 1.3 and 5.1 it follows that all connected 
groups Go can be reduced to a finite or l-dimensional group lie. By Theorem 1.4 the 
same holds for disconnected groups G; in fact, li’e c Ir’ is normal and of the same 
dimension. 
If Go is polar, then Ke is a Weyl group WO and clearly hd(G’) = hd(We) = 0. By 
Table III it also follows hd(G) < 1. Similarly, in the nonpolar case we see from Table 
II that hd(GO) = 0 if dim G > 1, and then hd(G) < 1 by Table III. 
If Go is a full circle group in O(4), th en we refer to Section 4. Now hd(G’) = 1 (cf. 
Table II) but in this case we may have hd(G) = 0, 1 or 3, similar to the case of finite 
groups (cf. Table I). 
Finally, statement (iii) of Theorem B is obvious if G = Go is polar. In the nonpolar 
case it was proved in Section 5 that G reduces to a l-dimensional group K, such that 
E = X/K0 acts as a reflection group on the “sphere” S3/Ko NN S2. Its fundamental 
domain is the orbit space SV/G, as listed in Table II. 
Table I: Finite subgroups G of O(3) 
N(G) 1 PI 1 degrees hd(G) S2/G Iso(S’/G) 
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Table II: c(G) = 3. (G, V) maximal-connected, nonpolar 
Type dimV degrees SV/G Iso(SV/G) 
U(2) x Sp(n) 
SP(1) x Sp(n) 
[P2 ‘%d b]R 8n > 16 2,4,4 A1,2(2,2r2) D3 
S3Yl @H Yn 8n > 16 2,4,6 A1i2(2, 2,3) Dl 
Table III: c(G) = 3, dimG > 1. G-orbital foliations of disconnected type 
Type Go 
Wo = A3 
E or W 
B3 
degrees 
2,4,6 
SV/G hd(G) 
A(‘& 3,4) 0 
Wo = D3 x D1 Ds x DI 2,2,6 A(& 236) 0 
Wo = D2 x D, D4 x DI 2,2,4 A(& 294) 0 
(T -14 294,616 D&2; 3) 1 
Wo=Dt,k#l 
B3 
Dk x DI 
2,4,6 
2,2, k 
A(& 394) 0 
A(% 2, k) 0 
2 (Go = (SO(m))2) D2k x DI 2,2,2k A(& 2,2k) 0 
W. = D1 DI x Z,, q > 1 T&919 D(l,l; 9) 1 
DI x D,, q > 0 2,299 A(‘4 2,q) 0 
Table II: 0 DI x Z,, q > 1 2,4,29,29 D1/2(L 1; 9) 1 
Table II: I 
DI x D,, q > 0 2,4,29 
D2 2,2,6 
&/2(2,2,q) 0 
;x1,2,2 0 
Table II: II 1 D2 x DI 2,4,4 b/2(2,2,2) 0 
Table II: II and 
dimV=S 
D4 2,498 A1/2(1,4,4) 0 
(HI)’ 2,4,6,8 D1/20,2; 2) 1 
D4 x DI x4,8 A1/2(2,2,4) 0 
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Note. Let Y = X,,I, (or Xm,k,l), cf. (14), (17). Then ;Y denotes the disk Y/D*, 
which is “half” of Y. A,p(u, b, c) d enotes the spherical triangle (or lune, if a = 1) on 
X1,1 = S2(1/2) = th e standard sphere of radius l/2, similar to A(+ b, c) c S2( 1) in 
Table I. The notation D1i2( 1, b; c) is similarly related to D(1, b; c), cf. Section 2. 
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