ABSTRACT
INTRODUCTION
.S. history indicates that bank failures have been a recurring problem with the highest post-depression levels occurring in the late 1980's. More specifically, Amos (1992) reported for the 39-year period 1943-1981 that the average numbers of bank closings were six per year. In contrast, during the sevenyear period from 1982-1988 the average per year failure rate had increased to 115. Bank failure rates in the 1990s declined from the high level in the 1980s, and the number of failures decreased to 11 in 2002 11 in (FDIC, 2002 .
Although the number of failures may have decreased since the mid-1980s, even a single large bank failure can be catastrophic. A belief existed in the early 1980s that certain banks were considered too large to fail, but subsequent failures have proven the belief incorrect. The economic effects of bank failures have varied in levels up to billions of dollars for an individual bank e.g. $3.86 billion First Republic Bank Corporation, 1988. (Amos, 1992) .
Bank failures have continued into the new millennium along with their resulting costs. For example, the failure of Nextbank resulted in resolution costs to the FDIC of $526 million in 2002 (FDIC, 2002) , and Southern Pacific's failure caused $100 million in resolution costs in 2003 (FDICG, 2004) . Further, these FDIC resolution costs do not include additional outlays related to the layoff of workers, loss to suppliers and other related organizational costs (Altman, 1984) .
Incremental Information Content of Loan Default Measures
Some might present an argument that loan default measures provide little or no incremental benefit when examined in conjunction with traditional predictive measures. In contrast, an argument can be presented that loan default measures viewed in isolation do provide information to improve bank failure prediction. This present study examines the incremental information content of the loan default measures above that of traditional measures.
Information Content Related to Geographic Region
Loan default problems and any resulting bank failure can be associated with exogenous factors not under management's control, such as general economic conditions. Exogenous factors include conditions related to a particular geographic area. Each geographic region can be argued to exhibit diverse characteristics relative to other regions, related to aspects such as the type of loan concentration, regulatory setting and unique socio-economic environment.
Facets of a region's characteristics may have an impact on the number of bank failures. Prior research (Barth et al., 1990 ) examines region as a factor in bank failure prediction, but results have been inconclusive. Gaining an understanding of the effects of regional influences on bank failure prediction may enhance the effectiveness of models for prediction of bank failure.
LOAN DEFAULT: INTUITION, THEORY, AND HISTORICAL AND RESEARCH EVIDENCE
At least four sources provide support for the contention that loan default measures may improve the prediction of bank failure. First, intuitively, improvements in predictions could be obtained through the inclusion of information related to loan default, as loans represent a bank's largest asset. If risk develops during the collection of a bank's loans, a greater probability of weakness and failure evolves. Several arguments exist to support this intuitive view. Berger et al. (1991) propose that adjustments to risk-based capital specifically for loan default disclosure would increase the accuracy of capital adequacy requirements. In theory, credit losses and the related loan default disclosures would correlate with the bank's capital requirements to enrich the understanding of inherent risk. In the capacity of a proxy for risk, loan default information could prove useful in the prediction of bank soundness.
Theoretical Support
Theoretically, information about post-contract default risk commensurate with loans would be expected to provide information for assessment of at a minimum a bank's credit risk and subsequently assist in assessment of overall financial health. More specifically, loan default measures provide loss information in the form of evidence about a bank's willingness and ability to deal with loan default problems, which essentially represents a banks' involvement in credit risk management and indirectly relates to operational risk. The occurrence of risk relates to post-contracting events, where a debtor's repayment is less than the contract amount and is contingent on unknown, unfavorable and uncontrollable outcomes. The resulting risk relates not only to individual credit loan risk, but also affords evidence of management's attitudes toward risk.
Reported loan default disclosures that contain differing levels of discretion include non-accruing loans, past due loans, loan loss reserves, loan loss provisions and net loan charge-offs. Milne (2002) supports the idea of discretion, indicating that management has both the incentive and capacity to control loan portfolio risk. In any given time period, managers have discretion in both the amount charged for loan loss provisions and the amount of loans written off. In comparison, managers possess relatively limited discretion to affect the level of non-performing loans.
Historical Evidence
Historical evidence from the circumstances surrounding the proliferation of bank failures in the 1980's provides further motivation for including loan default risk factors in bank failure prediction models. A review of bank failure literature by Looney et al. (1989) reports that major factors associated with bank failures relate to loan losses, such as in deteriorating loan quality or poor loan/collection policies. Various loan related factors recur as a theme in explanation of failure.
General Research Evidence
In general, research related to bank failure prediction has occurred through assessment of the usefulness of various financial measures (e.g., see Meyer and Pifer, 1970; Sinkey 1975; Martin, 1977; Sinkey, 1978 Research tests the usefulness of loan default information for predictions of failure with utilization of several measures including the following: a ratio of provision for loan losses to operating expense (Sinkey, 1978) ; net loan recoveries to total loans, provision for loan losses to total operating expense and gross loan charge-offs to net income plus provisions for loan losses (Lane, 1986 ); a ratio of reserves for possible loan losses to total loans (Espahbodi, 1991) ; provision for loan losses to average loans and net charge-offs to average loans (Tam and Kiang, 1992 ) net loan charge-offs to total assets and provision for loan losses to total assets (Kolari et al., 2002) . The researchers provide no evidence to support the contention that the loan default measures improve predictions of bank failure.
Although the results from the above researchers did not confirm the usefulness of loan default measures in prediction of failure, other studies did provide preliminary empirical support. Research findings of bank failure prediction that maintain the usefulness of loan default measures include the following variations: non-performing loans (West, 1985) ; total loans 90 days or more past due to net loans and leases and total non-accruing loans and leases to net loans and leases (Tam and Kiang, 1992) ; ratio of loans past due by 90 days or more plus non-accrual loans plus other real estate owned assets to gross assets ; past due loans, non-accruing loans, reserves for loan and lease losses, provisions for loan and lease losses and net charge-offs ; past due loans and non-accruing loans (Cole and Gunther, 1998) ; allowance for loan losses to total assets (Kolari et al., 2002) ; and commercial charge-offs and installment charge-offs (Kocagil et al., 2002) .
In light of the incomplete and varying results in the aforementioned research and given the importance of risk to the evaluation of financial health, the present research examines the extent that measures of loan default can provide utility in the prediction of bank failure and whether they exhibit incremental information above traditional measures.
BACKGROUND: CAMEL MODELS
Bank failure prediction models generally contain traditional measures represented in the terminology of CAMEL. The FDIC's development of CAMEL originally occurs for the purpose of determining when to schedule on-site examination of a bank (Thomson, 1991; Whalen and Thomson, 1988) . The majority of prior research for prediction of bank failure focuses on capturing information representative of capital adequacy (C), asset quality (A), management quality (M), earnings (E) and liquidity (L), where the combination of the five is designated as a CAMEL model.
The five CAMEL factors indicate the increased likelihood of bank failure when any of the five factors embodied in CAMEL prove inadequate. Although researchers have a common adherence to the broad guidelines available in the CAMEL criteria, previous studies for predictions of bank failure contained no consistent set of CAMEL measures. The general choice of the five CAMEL factors occurs based on the theory that each represents a major element in a bank's financial statements. For example, one of these threats represented in CAMEL exists in the loss of assets (A). Short-term liquid assets (L) aid in covering loan payment defaults and offset the threat of losses or large withdrawals that might occur. 
Hypotheses
In this present study, assessment of the information content of CAMEL and the loan default measures occurs in three stages. The first stage relates to determining the information content of loan default measures without the influence of other measures, such as those in CAMEL. A primary component of the loan default measures, nonperforming loans, is comprised of past due loans (90 days or more past due) and non-accruing loans (loans on which interest is no longer being accrued). In terms of discretion, these two measures of non-performing loans represent perhaps the most rigid measure of loan default risk, as there exists little room for management's judgment in determining the amount to be recorded. For example, when a loan becomes 90 days past due, it is automatically classified as a component of non-performing loans. No judgement exists for management in the determination of the amount.
Theoretically, these two variables would be relatively more consistent in measurement between all banks due to lack of the aforementioned discretion. The other loan default measures include loan loss provisions, loan chargeoffs and loan loss reserves. These three measures exhibit a higher level of discretion relative to the other loan default measures. A manager must determine and record a reasonable amount for these loan default measures, but no consistent cut off time period exists for determination of the amount.
The first hypothesis in the present research tests the following:
H1:
Loan default measures provide information content for the prediction of bank failure.
An increase in the magnitude of the loan default measures theoretically signals a greater likelihood of bank failure. Thus, in a logit model to predict bank failure, a positive coefficient is expected for all of these variables.
The second hypothesis examines the incremental information content of the loan default measures above that contained in general measures in published financial statements. Examination of the additive value of these measures leads to the second hypothesis, which states:
H2:
Loan default measures contain incremental information content for prediction of bank failure in relation to CAMEL measures.
Tests of the second hypothesis occur with inclusion of a ratio for each of the CAMEL measures. Appendix A contains a summary of the definitions for the CAMEL factors examined.
The signs of the coefficients for measures of capital adequacy, management quality, earnings and liquidity in the CAMEL model are expected to be negative. As each of these measures decreases, the likelihood of failure increases. Expectations exist for the measure of assets to exhibit a positive relationship with failure. Since the asset measure (A) represents those loans that normally exhibit higher risk, an increase in that type of loan concentration (i.e., commercial and industrial loans) translates into a higher probability of failure.
Examined exogenous factors consist of inter-temporal and regional aspects. A priori, inter-temporal and regional differences could be expected to correlate with predictions of bank failure. Correlation would occur given the notion that these two factors link to economic problems intertwining time and regional economic concentrations. Sudarsanam and Taffler (1995) note that a financial ratio provides information related to economic conditions and varies as the economy fluctuates. In an examination of regional effects utilizing a dummy variable for state, Barth et al. (1990) provide evidence that region has insubstantial statistical significance in tobit estimations for the cost of resolution.
This current research examines inter-temporal effects tested singly with resulting significance. However, in further analysis with testing for the predictive ability for the combination of both inter-temporal and regional factors, the inter-temporal factor proved insignificant. Further testing eliminated the inter-temporal factor in predictions based on the statistical evidence and the argument that the failures relate more closely to an aspect of a particular industry, geographic region or other economic factors. For example, if the agricultural industry experiences a general downturn, the banks in that specific region that have issued a greater number of agricultural loans face a greater probability of failure. As an increasing number of farmers in the specific region experience unprofitable operations, a snowball effect would intensify the outcome for a bank in that region.
The third and final hypothesis tests regional differences as follows:
H3: Loan default disclosure measures contain information content for prediction of bank failure in regional models.
Sample
The failed banks included in the sample were identified from a FDIC listing for the time period 1985-1991. The sample includes 535 failed banks with each failed bank matched with a non-failed bank. Nine hundred fifty four banks from the total sample (477 failed banks and 477 non-failed banks) are utilized in the development sample. The holdout sample contains the remaining 116 banks (58 failed and 58 non-failed banks) from the 1991 time period. The time period (i.e., 1985-1991) is chosen for study because of the significant number of bank failures occurring during these few years. That is, a large data base of failed banks exist within a relatively short time period, which eliminates a portion of the noise that might exist in a model developed with bank failures over an extended period of time.
The financial information for the 1070 banks is collected from Sheshunoff''s Bank collection, based on the preliminary year-end Reports of Condition and Reports of Income available from the FDIC. Collection of the financial data for each bank in the development sample contains data for one year prior to the prediction year. For the holdout sample, the sample includes data for one and two years prior to prediction. The data collected for each selected bank included a ratio for each of the loan default measures and the CAMEL factors chosen. Failed banks are defined as those that bank regulators deem as no longer viable and, therefore, subsequently are closed.
Often previous development of prediction models occurs with data samples limited to one state or one geographic region of the U. S. The current broad sample is comprised of relatively non-homogenous banks chosen from different states and regions in the U.S. As such, the banks in the sample contained a variety of types of loan concentrations including industrial, real estate, oil and gas and agricultural loans.
The development sample contains banks from six regions of the U.S. (i.e., Southwest, Southeast, Midwest, Rocky Mountain, West and Northeast). The holdout sample of 58 failed banks and 58 non-failed banks are from states in the southwestern U.S.
All predictive models include failed and non-failed banks, where a matching process occurs on the basis of asset size and state. The matched pair research design adds certain advantages. Although collection of matched samples generally entails more cost, the research design controls for extraneous variables, which may be known or unknown (Lee and Li, 1993) . It also allows a closer investigation of the characteristic problems under investigation, as the sample includes a higher number of observations for the characteristic (i.e., bank failure) under study than would a sample that is proportional to the population.
One view exists that criticizes a matched pairs design and purport the use of a sample based on the population proportions. In this current study, additional formulation and analysis to examine a population based conflict in views is performed. Details of the additional analysis are available from the authors.
Method
Evaluation in support of loan default usefulness in assessment of bank failure transpires with application of logistic regression. Logit regression assesses a binary dependent variable, such as failed or non-failed bank and typically produces a curvilinear response with an asymptotic (0 and 1) function. The resulting logistic function can be linearized through a logistic transformation with little difficulty.
The method allows the probability of an event, such as bank failure, to be estimated (Neter et al., 1985) using the maximum-likelihood method (Norusis, 2002) . The resulting choice results in the most probable or likely outcome.
The errors resulting from the comparison can be classified into Type 1 and Type II errors. A trade-off exists between Type I errors (the error made in wrongly predicting that a bank will not fail) and Type II errors (the error made in wrongly predicting that a bank will fail). Type I errors normally exhibit a higher possibility of losses (i.e., costs) than Type II errors. Thus, in development of models for prediction, a common objective is to decrease the level of Type I errors, although a trade off with the Type II errors typically occurs.
As noted, logit provides a score, typically between zero and one, which indicates the likelihood of the predicted state (failed or nonfailed bank). Often, a cut off of .5 is chosen for classification. However, as noted by , cut offs other than the midpoint are useful for achieving high classification accuracies for identifying problems, in this case problem banks. More specifically, lowering the cut off below .5 results in identifying more failed banks correctly, but at the cost of classifying more non-failed banks as failed. Table 1 exhibits the range, mean and standard deviation for the loan default measures, CAMEL measures and total assets. The measures representative of asset quality (AA), management quality (MAN) and liquidity (LIQUID) exhibit greater variability, as evidenced by the higher standard deviations. Table 2 provides the Spearman correlation coefficients indicating failure appears significantly correlated with each of the loan default and CAMEL measures. The majority of the coefficients exhibit significance at an alpha level of .000. Capital adequacy exhibits the highest correlation (-.815) with the measure of failure, followed by the measure of earnings (-.771) and net charge-offs (.637). Examination of the correlations for the independent measures indicates no serious collinearity. In testing hypothesis one concerning the loan default measures, a logit model is developed for a comprehensive group of loan loss measures. Table 3 (Panel A) presents the summary statistics and indicates that the model's in-sample classification accuracy is 85%. With the exception of the loan loss reserves (RES), all of the components of loan default disclosure in the model exhibit statistical significance (.05 level) and the expected sign for the coefficient. Subsequent models eliminate the loan loss reserve measure from testing. One explanation for the insignificance of NCO relates to relative levels of discretion, where management is likely to have relatively more discretion over the amount of loan charge-offs recorded in a given period compared to other loan default measures. The result is that the manager's discretion obscures the information content of net charge-offs. For example, management of one bank might have a firm policy of charging off any loans over 180 days past due, while management of another bank may have no set policy for when to write off loans, but rather makes the decision on a loan-by-loan basis. Thus, more "noise" exists in the form of other factors (policy) in arriving at the reported amounts of NCO and, therefore, it is more difficult to model discriminatory power.
Results
A chi-square test of the difference in the model's predictive accuracy with the addition of the loan default measures to the CAMEL model indicates a significant difference at the .000 level. Although the loan default measures alone provides good results (85%) and the CAMEL model by itself provides relatively accurate prediction (91.6%), adding the loan default measures to the CAMEL model improves the classification accuracy by a statistically significant amount. These results provide support for hypothesis two.
Subsequently, the coefficients from the development models are utilized to predict bank failure for the holdout sample. With the classification accuracy for models set at a .4 cut off, the resulting Type II error rates are relatively high at 25.86% and 22.41% for the CAMEL model and the expanded CAMEL plus loan default measures model, respectively. Table 4 for comparative purposes. Application of the same procedure occurs in examination of the trade off between Type I and Type II error rates for the CAMEL and expanded CAMEL plus loan default measures model in this current study. The results appear in Table 4 and provide two important findings. First, at both levels of Type II errors [i.e., 5% (Panel A) and 10% (Panel B)], the models in the current study achieve noticeably lower Type I error rates compared to that of .
Second, and more importantly, for the models in the current study, note that at a 5% Type II error rate (Panel A), the Type I error rate for the expanded model (containing loan default and CAMEL measures) exists at one half (i.e., 3.45%) the level of the Type I error rate (i.e., 6.9%) for the CAMEL model. However, Figure 1 indicates superiority for the predictive accuracy of the CAMEL plus loan default measures (i.e., the Risk-Camel) model in comparison to either of the other two models at the varying levels of risk.
Regional Models
As the CAMEL plus loan default model exhibits superior predictive ability, regional equations are presented for these expanded models for the four regions (Southwest, Midwest, Rocky Mountain and Southeast). Due to missing data and small sample sizes, models could not be estimated for two of the regions (Northeast and West). Table 5 presents results indicating loan default measures continue to exhibit information content in the prediction of failure. Past due (PASTDUE) and non-accruing (NONACC) loans in Table 5 display significance more consistently over the four regions than the other loan default risk measures. Chi-square test statistics for differences with the addition of the loan default measures to the CAMEL models were .000 (Southwest), .110 (Midwest), .008 (Rocky Mountain) and .198 (Southeast).
In testing the general model, net charge-offs (NCO) exhibit significance in the loan default model. For the regional model, net charge-offs exhibit significance at a .06 level in the Southeast region. Of all the prior bank failure studies, only the Kocagil et al. (2002) results support the usefulness of net charge-offs.
Loan loss provisions (PROV) and loan loss reserves (RES) did not exhibit significance in any of the regional models. Both of these variables may be affected by a significant level of managerial discretion and thus had the highest possibility of containing "noise" in relaying the managers' views.
For the Southeast (Region 4), only a loan default measure (PASTDUE) displays significance at an alpha lower than .1. An explanation for the usefulness of a loan default measure in the Southeast arises from the high proportion of real estate loans in the declining real estate market in the early 1990's. In addition, the change in the real estate market may have developed so rapidly that the capital adequacy measure did not have time to capture the change and therefore did not signal the problem. The loan default risk measure appears to encapsulate the change more effectively.
Further tests were performed to examine the predictive ability of the regional models from the Southwest region for one period ahead. Generally, the results for the out of sample regional predictions exhibited superior results in comparison with those of the earlier models in this present study. For example, for the CAMEL plus loan default measures model the classification accuracy increased from a general classification accuracy of 93.2% for the entire sample (Table 3 ) to 98.8% for the Southeast (Region 4), as shown in Table 5 . The results provide support for hypothesis three. 
Risk-Camel
The location of the errors from both the CAMEL and the CAMEL plus loan default (Risk-Camel) regional model indicates lower errors and exhibits a higher curvature compared to the errors in Figure 1 for the general model. For example, at a 5% Type II error rate the general CAMEL model exhibits a Type I error rate of 6.9%, while the regional CAMEL model yields a lower Type I error rate of 3.45%.
For the general expanded CAMEL plus loan default measures model, a Type II error rate of 5% accompanies a Type I error rate of 3.45%, while the regional expanded model exhibits a decreased Type I error rate of 1.72%.
CONCLUSIONS
The present study provides supportive theory, evidence and substantiation through statistical analyses to support the contention of predictive ability in loan default measures. Loan default risk measures exhibit information not only singly, but also incrementally. The results of the analysis support and extend prior research to indicate that
