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We show that the distribution of quantum numbers of Rydberg states does not only depend on
the field strength and wavelength of the laser which the atom is exposed to, but that it also changes
significantly with the duration of the laser pulse. We provide an intuitive explanation for the
underlying mechanism and derive a scaling law for the position of the peak in the quantum number
distribution on the pulse duration. The new analytic description for the electron’s movement in
the superposed laser and Coulomb field (applied in the study of quantum numbers) is then used
to explain the decrease of the Rydberg yield with longer pulse durations. This description stands
in contrast to the concepts that explained the decrease so far and also reveals that approximations
which neglect Coulomb effects during propagation are not sufficient in cases such as this.
I. INTRODUCTION
If the field strength of a laser field is comparable to the
Coulomb force of an atom, the laser field can bend the
Coulomb potential so strongly that a barrier is formed
through which an electron can tunnel out of the atom
[1–3]. After this, the electron does not necessarily leave
the atom for good, but can get captured in a Rydberg
state, thus creating neutral excited atoms [4, 5].
The relevance of this effect, which is often referred to
as ‘frustrated tunnel ionization’ (FTI), already becomes
clear by the observation that in typical strong field sys-
tems 10-20% of tunnel ionized electrons are trapped in
Rydberg states [4], thus affecting many more electrons
than other post-tunnel ionization mechanisms such as
HHG or double ionization by collision, which typically
involves a much smaller fraction of electrons [6, 7]. FTI
does not only explain the significant reduction of ioniza-
tion rates [4], but can also be used to e.g. calibrate laser
intensities [8], study nonadiabatic effects [9], probe the
spatial gradient of the ponderomotive potential in a fo-
cused laser beam [10], or control the motion of neutral
atoms in strong laser fields [7, 11].
Rydberg states populate different quantum numbers,
the distribution of which is important for the character-
ization of the excited neutral Rydberg atoms, e.g. in
terms of their lifetime before decaying into metastable
states [4]. Recently, the distribution of principle quan-
tum numbers has helped understand e.g. the stability of
excited states under the influence of a second laser pulse
[7, 8], ionization channels and their closings [12, 13] as
well as the effect of spatial gradients in the laser field
[14].
It has been observed that the principal quantum num-
bers shift to higher values for larger intensities and larger
∗ ortmann@pks.mpg.de
† landsman@pks.mpg.de
wavelengths of the laser pulse [15–18]. In this work, after
introducing the basic equations and concepts of Rydberg
states in section II, we will investigate the effect that
the pulse duration of the laser has on the distribution of
quantum numbers in section III. The insights gained in
the study of the quantum number distribution will then
be used to understand the dependence of the fraction of
atoms that end up in a Rydberg state on pulse duration.
II. BASIC EQUATIONS
We assume that the laser field that the atoms are ex-
posed to is linearly polarized in z-direction and can be
described as follows:
~E(t) = E0 cos(ωt) cos2
(
ωt
2N
)
~ez, (1)
with the maximal field strength E0, the laser frequency
ω and the total number of optical cycles N . Note that
throughout the paper we will use atomic units, unless
stated otherwise. An electron that leaves the atom will
feel the Coulomb potential even after its liberation and
will be captured in a bound state, provided the kinetic en-
ergy is sufficiently small after the laser pulse has passed,
such that the total energy is negative [5]:
E =
v2
2
− 1
r
< 0. (2)
Even though there are quantum effects in Rydberg states
that can only be explained invoking the time-dependent
Schro¨dinger equation [19], it has been found that an elec-
tron captured in a Rydberg state can be well described by
the motion on a classical Kepler orbit around the parent
ion after the laser pulse has passed and that in this frame-
work and following Bohr’s model we can assign principle
quantum numbers to that Rydberg state given by[5, 20],
E = −0.5
n2
(3)
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2where the factor of 0.5 is the Rydberg constant.
As semiclassical simulations have been found to be a
powerful tool for understanding phenomena related to
Rydberg atoms [21–23], we use a Classical Trajecotry
Monte Carlo simulations (CTMC) method for our study
with ADK probability for the initial conditions [24, 25]:
PADK(t0, v⊥,0) ≈ exp
(
−2(2Ip(t0))
3/2
3E(t)
)
· exp
(
−v
2
⊥,0(2Ip(t0))
1/2
E(t)
) (4)
with t0 denoting the time of the electron’s appearance at
the tunnel exit and v⊥,0 being its initial velocity perpen-
dicular to the laser polarization. For a detailed descrip-
tion of the method we refer to [26]. The coordinates of
the tunnel exit are calculated on the basis of the energy
conservation law in parabolic coordinates [27–29]. The
electron trajectories are then propagated in the super-
posed potential of the laser and Coulomb field solving
Newton’s equations:
~¨r = −~E(t)− ~r
(~r2 + a2)3/2
. (5)
with soft core parameter a2 = 0.01.
III. THE QUANTUM NUMBER
DISTRIBUTION
Prior simulations show that the principal quantum
number of Rydberg states increases with laser intensity
and wavelength [15–18]. This has previously been ex-
plained by invoking the following dependence [5, 16]:
n ≈
√E0
ω
. (6)
The above relation can be understood by considering the
virial theorem, which gives a relation between the time-
averaged kinetic and potential energy for a motion in a
Coulomb potential
T¯ = −1
2
U¯
⇒ E¯ = T¯ + U¯ = 1
2
U¯ = − 0.5
< r >
= −0.5
n2
⇒ n = √< r >
(7)
where we used eq. (3) to obtain the last line. Assuming
that the average position can be approximated by the
quiver amplitude E0/ω2 of the electron in the laser field
one obtains eq. (6).
However, our CTMC simulations reveal that the dis-
tribution of principle quantum numbers also depends on
the pulse duration, as can be seen in Fig. 1. This result
shows that the quantum number distribution in general
FIG. 1. Top panel: Distribution of principal quantum num-
bers for various pulse durations specified by the number of
cycles N in the legend. The result was obtained for ioniza-
tion of hydrogen at a laser intensity of I = 1.5 · 1014W/cm2
and the wavelength is λ = 800nm. Bottom panel: The dots
give the position of the peak in the distribution of the prin-
ciple quantum number vs. the pulse duration. Note that in
cases where the peak is not clearly found at a single n value,
as it is e.g. the case for N = 144 in the top panel, we aver-
aged over the n values at which the peak appears. The lines
represent fits according to eq. (8). The results were obtained
for ionization of hydrogen at two different laser parameters
that are specified in the legend.
and its peak in particular shift to larger n for longer pulse
durations. The fit to the data presented in the bottom
panel of Fig. 1 suggests that the peak of the principle
quantum number distribution grows like
√
N .
Before trying to understand the reason for that scaling,
we want to obtain a qualitative and intuitive understand-
ing for the growth of n with increasing pulse duration.
To this end, we look at a map of the initial conditions -
the ionization time t0 and the initial transverse velocity
vt,0 at the tunnel exit - on the final energy, which can be
directly converted into the principle quantum number n
using eq. (3). Such maps can be found in Fig. 2 for vari-
ous pulse durations. First of all, they show that the area
the Rydberg states are found in is crescent-shaped with
the smaller principle quantum numbers located at the in-
ner edge with n increasing towards the outer edge of the
crescent. This makes sense as the earlier and thus farther
away from the field maximum the electron is born, the
more it is accelerated. Consequently, at the outer edge of
the crescent we find electrons with a large kinetic energy
due to acceleration in the laser or due to a large initial
velocity, thus the total energy is higher (less negative)
3FIG. 2. Map of the principal quantum number n depending on the ionization time t0 and the initial transverse velocity v⊥,0.
Initial conditions which do not end up in a Rydberg state (positive total energy, E > 0) are marked in gray. The pulse duration
is given by the number of cycles N in the plots and increases from left to right. The increasing pulse duration leads to the
crescent-shaped Rydberg area waning from the inside.
in the outer region of the crescent, which corresponds to
large principle quantum numbers according to equation
(3).
More importantly, Fig. 2 reveals that the position of
the quantum numbers in the crescent does not change
with the pulse duration, but that for increasing pulse
duration the inner part of the crescent ceases to be part
of the ‘Rydberg area’, which we define as the area in
the plane of initial conditions (t0, vt,0) that corresponds
to electron capture into a Rydberg state. Tracking sin-
gle electron trajectories reveals that electrons that get
trapped into Rydberg orbits for a short pulse duration
but not for a longer one, at some point strongly interact
with the Coulomb field of the residual ion, thus gain-
ing sufficient kinetic energy to escape the parent ion. In
some rare cases, found in the stripes in the center of the
crescent, these ‘recolliding’ electrons will still end up in a
Rydberg state (see for example t0 = −4 for small initial
transverse velocities for N = 8 in Fig. 2).
To conclusively establish that the loss of Rydberg elec-
trons for longer pulses (occurring for initial conditions
corresponding to the inner region of the crescent) is
caused by the longer time in the laser field, rather than a
particular shape of the laser pulse, we perform additional
simulations. We find that in cases with a a constant en-
velope, meaning we replace the cos2 term in eq. (1) by
a heaviside step function with a constant non-zero value
in the interval [−N/2, N/2] · 2pi/ω, we obtained almost
the same crescents as the ones with the cos2 envelope
shown in Fig. 2, with significant discrepancies only for
very small pulse durations in the regime of N ≤ 4. This
shows that the key reason for Rydberg states being ‘scat-
tered out of the crescent’ for longer pulse durations is the
long time the electrons spend in the laser field rather than
the particular envelope shape.
This is further corroborated by Fig. 3, which shows
single trajectories around the inner edge of the crescent
for two different pulse durations - one that still allows
the electron to end up in a Rydberg state (N = 16) and
the other one having one more optical cycle (N = 17)
during which the electron then interacts strongly with
the Coulomb field gaining a considerable amount of ki-
netic energy. In the central panel of Fig. 3 we can see
that the electron position oscillates around a parabola
shaped curve - which in the first optical cycles of propa-
gation leads to the electron going further away from the
residual ion and coming closer to it later on. If the pulse
duration is sufficiently long, the electron comes back to
the ion and ‘recollides’. As the parabola that the position
oscillates around is crucial and not so much the ampli-
tude of the oscillation itself, which would be reduced by
a cos2 envelope, we can understand why the shape of the
envelope is not as important as the duration of the pulse.
How can we understand that the electron’s position
along the laser polarization axis oscillates around a
parabola? This is directly linked to the approximately
linear positive slope function that the velocity vz(t) oscil-
lates around (see bottom panel of 3). The positive slope
is, in turn, due entirely to the pull of the Coulomb po-
tential in the direction of the residual ion (see appendix
A for details).
As indicated by the lines in the bottom panel of Fig.
1, we find that the principal quantum number n peaks at
values npeak that can be fitted by the following function
npeak = A+B
√
N (8)
with fitting parameters A and B. We can understand
that the increase scales with
√
N by looking at the
parabola that z oscillates around. As described at the
beginning of this section, we expect n ∝ √< r > (see eq.
(7)). We define Nmax as the maximal number of cycles in
the pulse that sill leads to a Rydberg state (Nmax = 16
in the example presented in Fig. 3) - it is directly linked
to the zero-crossing of the parabola and its value de-
pends strongly on the initial conditions (t0, vt,0). Now,
we find that Nmax is proportional to the extreme value
of the parabola, which we call zmax, (see appendix B
for details). As a consequence, also the mean elongation
< z > of the parabola depends approximately linearly
on Nmax. Also the motion transverse to the polariza-
tion axis happens along a parabola and an analogous line
of reasoning can be applied here. Therefore, we obtain
n ∝ √< r > ∝ √Nmax. As the maximal number of cy-
cles Nmax defines the inner edge of the crescent and also
4FIG. 3. Data for trajectories released at t0 = −6.4 and
v⊥,0 = 0.09 from a hydrogen atom and propagated in a laser
field with I = 1.5 · 1014W/cm2 and λ = 800nm that has
a constant envelope with a total number of cycles N = 16
and N = 17, respectively. Note that as the electron is re-
leased in the central cycle it experiences only about half of
the total number of cycles in the pulse. a) Coordinates z and
r⊥ =
√
x2 + y2 for the trajectories during the propagation
in the laser pulse and slightly afterwards. b) and c) show
the position z and velocity vz along the polarization axis as
a function of propagation time, respectively. After the pulse
is over the color of the respective trajectory is displayed in a
lighter shade of the color that it had while the pulse was still
on.
the most likely n value, we can replace Nmax by N and
obtain eq. (8).
IV. FRACTION OF RYDBERG STATES
The pulse duration not only affects the quantum num-
ber distribution, but also influences strongly the fraction
of electrons that end up in a Rydberg state. Using CTMC
simulations for various intensities and pulse durations, we
FIG. 4. The dots represent the numerically obtained Rydberg
ratio R, defined as the number of electrons that end up in a
Rydberg state divided by the number of all electrons that
tunneled out of the atom, as a function of the pulse dura-
tion encoded in the number of cycles N for ionization from a
hydrogen atom in a laser field as defined by eq. (1) at a wave-
length of λ = 800W/cm2 for three different intensities that
are specified in the legend. The solid lines represent the fit
results using the function given in eq. (9), where the crucial
fitting parameter b is given in the legend.
find a dependence on the pulse duration, τ , (see Fig. 4)
in approximate agreement with prior findings [4, 5] which
gave a τ−2/3 dependence. Here, we define the Rydberg
ratio R as the number of electrons that end up in a Ry-
dberg state divided by the number of all electrons that
tunneled out of the atom. We fit the Rydberg ratio as a
function of the pulse duration, which is encoded in the
number of cycles N , by a function
R(N) = a ·N b + c (9)
with fitting parameters a, b and c and find that b ≈ −0.5
in all cases. This confirms prior numerical results [5], but
offers a different explanation that crucially relies on the
previously neglected Coulomb potential during propaga-
tion.
Prior treatments neglected the Coulomb potential,
which was viewed as a higher-order correction, during
propagation [5, 22]. Only after the pulse was over, the
Coulomb potential was accounted for by evaluating eq.
(2) [5]. In this framework, it was found that the mini-
mal ionization time and the maximal transverse velocity
that lead to a Rydberg state (which define the limit of
E = 0 in eq. (2) and mark the outer edge of the crescent-
shaped Rydberg area) decrease with longer pulse dura-
tion. Following this line of reasoning, the Rydberg area
in the plane spanned by the ionization time t0 and the
initial transverse velocity vt,0 shrinks because the outer
borders of the Rydberg area depend on the propagation
time. This, however, stands in contrast to what we find
numerically. As is shown in Fig. 2, the Rydberg area in-
deed shrinks with longer pulse duration, but the outer
boundaries of the crescent stay more or less constant
for all pulse durations, while the Rydberg states van-
ish from the inner part of the crescent for longer pulse
durations. Thus, we see that the limit of E = 0 in eq. (2)
5FIG. 5. Linear fit to the minima of vz obtained for ionization
from hydrogen at a laser intensity of I = 3.0 · 1014W/cm2,
a wavelength of λ = 800nm and a initial transverse velocity
vt,0 = 0.15 for different ionization times t0. The pulse dura-
tion differs in each case and is chosen such that one optical
cycle more would cause a strong Coulomb interaction that
accelerates the electron such that it will not be captured in a
Rydberg state.
is hardly affected by the pulse duration, but that those
electrons that end up at more negative energies have a
higher chance of recolliding and therefore ionizing during
longer pulse durations. As this effect is just what we used
in our explanation of the change in the quantum number
distribution, it allows us to understand the decrease of
the Rydberg ratio qualitatively by the arguments given
in section III. Moreover, we can directly conclude that we
need to go beyond the approximation of neglecting the
Coulomb force during the electron’s propagation while
the pulse is on to understand the decrease of the Ryd-
berg ratio with longer pulse duration.
In order to understand the drop of the Rydberg ratio
by about 1/
√
N , we assume that the crescent-shaped Ry-
dberg area in the central cycle of the pulse is proportional
to the number of Rydberg states [5]. The underlying ap-
proximation here is that the ionization rate is constant
over the ionization time in question, which is justified by
the fact that the ionization times that potentially lead to
a Rydberg state are found in a rather small time range.
Furthermore, as shown in Appendix C (see also [5]), the
size of the crescent shaped Rydberg area can be assumed
to be proportional to the boundaries of the area in the
t0 direction:
R ∝ (t0,max − t0,min), (10)
where t0,min is the minimal initial time that leads to
a Rydberg state and that is independent of the pulse
duration and t0,max defines the pulse duration dependent
maximal initial time that leads to a Rydberg state.
When the pulse is sufficiently long so that the total
area under the vz curve, which corresponds to the po-
sition of the electron, becomes approximately zero (see
bottom panel in Fig. 3), the electron is strongly accel-
erated by the residual ion and can gain enough energy
through non-elastic scattering to ionize. In Fig. 5 lin-
ear fits to vz (in analogy to the green line in the bottom
panel of Fig. 3) are shown for different ionization times
in the central cycle at a fixed intensity, wavelength and
initial transverse velocity. The linear fits are plotted for
different pulse durations, which are chosen in each case as
the maximal pulse duration, Nmax, that will still lead to
a Rydberg state, meaning one optical cycle more would
cause a strong Coulomb interaction that accelerates the
electron such that it will not be captured in a Rydberg
state. From Fig. 5 we can see that the different ioniza-
tion times mainly affect the slope of these lines but both
the offset and the range of vz, ∆vz, are almost constant
with variations below 1% for the offset and below 15%
for ∆vz from the respective mean value. We therefore
approximate as follows,
∆vz ≈ const = d(t0,max) ·Nmax, (11)
where d is the slope of vz. Furthermore, we find numeri-
cally for the dependence of t0,max on the slope d that we
can fit it nicely to a function
t0,max = p · dβ + q (12)
with fitting parameters p, q, and β (Fig. 6). In particu-
lar, we find about the same value for β for the different
laser parameter sets shown in Fig. 6: β ≈ 0.6.
How can we understand this result? As has been al-
ready discussed in section III, the electron is, on cycle
average, exposed to an approximately constant force that
pulls it closer to the ion. This Coulomb force is repre-
sented as the slope d in eq. 11 and it obviously depends
on how far the electron is away from the ion on aver-
age. The drift momentum imposed by the laser field is
E0/ω · sin(ωt0) ≈ E0t0 and can be used as a quantifier
for how far away from the residual ion the electron is
pushed in the cycle average. So, the Coulomb force can
be assumed to scale like −1/t20 with the ionization time,
meaning d ∝ 1/t20. This seems to contradict our finding
of d ∝ t1/0.60,max ≈ t20,max from the fit at first glance. How-
ever, as one can understand by the sketch in the inset of
Fig. 6, the approximate 1/t20 drop of the Coulomb force
can be approximated around the typical values of t0 by
a function that looks like a parabola t20.
With the fitting result of eq. (12) we can conclude
R ∝ (t0,max − t0,min) ∝ dβ ∝
(
∆vz
N
)β
∝ N−β . (13)
The result obtained from the fit of β ≈ 0.6 compares
well with the results from independent CTMC simula-
tions, which give b ≈ −0.5 for all laser parameter sets
displayed in Fig. 4, thereby identifying the mechanism
behind the Rydberg ratio decreasing with pulse duration:
Electrons that are born closer to the center of the pulse
t0 = 0 experience a smaller drift momentum by the laser
field and thus are - on average - closer to the residual
ion, experience a stronger Coulomb force and are con-
sequently driven back to the residual ion in less optical
6FIG. 6. The markers represent slopes of the linear fits to the
minima of vz for ionization from hydrogen in a laser with a
wavelength of λ = 800nm for ionization at an initial trans-
verse velocity of vt,0 = 0.15 versus the maximal ionization
time that still lead to the electron ending up in a Rydberg
state for different intensities specified in the legend. The solid
lines represent the corresponding fit of eq. (12) with the cru-
cial fitting parameter β given in the legend.
cycles than electrons born earlier. Therefore electrons
born at ionization times closer to t0 = 0 can be a Ryd-
berg state only for shorter pulse durations.
V. SUMMARY AND CONCLUSION
Using CTMC simulations we found that an increase of
the pulse duration of the laser shifts the principle quan-
tum number n of Rydberg states to larger values and that
this increase scales approximately like the square root of
the pulse duration. We could understand this result by
finding that a typical trajectory that ends up in a Ryd-
berg state has an approximately linear drift in its velocity
along the laser polarization axis. Therefore the electron’s
cycle-averaged position is moving on a parabola, increas-
ing its distance to the residual ion in the first part of the
propagation and later approaching it again. In case the
propagation in the laser field is so long that the electron
gets so close to the parent ion that the strong interaction
causes a significant acceleration, then the electron does
not end up in a Rydberg state anymore. We found that
electrons ending up in Rydberg states of small quantum
numbers return to the parent ion more quickly and are
thus ‘scattered out’ already for shorter pulse durations.
A longer pulse duration thus leads to scattering out of
more and more of the Rydberg states with a small prin-
ciple quantum number n with an increasing boundary
nmin where n > nmin still end up in a Rydberg state.
This explains the shift of the quantum number distribu-
tion to larger quantum numbers.
Moreover, we observed a decrease of the fraction of
electrons that end up in a Rydberg state with increasing
pulse duration. We could understand this qualitatively
and quantitatively again by the reduction of initial condi-
tions (t0, vt,0) that lead to Rydberg states with increasing
pulse duration.
As the mechanisms that explain the pulse duration de-
pendence stand in contrast to the mechanism found in a
model that neglects the Coulomb force during the prop-
agation in the laser field, the results presented here show
that the Coulomb force has important consequences for
quantum number distribution of Rydberg states. These
insights allow for control of quantum number distribu-
tions via the pulse duration and will prove helpful in
studies and applications that are based on the quantum
number distribution of Ryberg atoms [7, 8, 12–14].
Appendix A: Understanding the linear growth of the
minima of vz with propagation time
If the electron were driven merely by the laser field and
were not influenced by the Coulomb potential, then the
velocity of the electron as a function of the time t after
the ionization event would be given by
vz(t) = −E0
ω
(sin(ω(t+ t0))− sin(ωt0)) (A1)
for a constant envelope (see sec. III for a justification of
the constant envelope assumption). This function oscil-
lates around the mean value of E0/ω · sin(ωt0), which can
be approximated by E0t0 and is thus negative for ioniza-
tion times before the peak of the optical cycle, as it is
typically the case for Rydberg states. This negative off-
set explains why the electron is initially slightly driven
away from the residual ion (see center panel of Fig. 3).
Now, as one can see in the central panel of Fig. 3,
even though the change of the ‘mean’ value - the position
of the electron in z-direction that the electron oscillates
around - is vital in the understanding of the electron’s
return, it changes rather slowly. Consequently, as the
Coulomb force merely depends on the electron’s position,
the Coulomb force averaged over one optical cycle also
does not change quickly and can be considered almost
constant. A constant force, which is proportional to a
constant acceleration, then leads to a linear change in
the velocity, which is what we observe numerically (see
bottom panel of Fig. 3).
Appendix B: Understanding Nmax ∝ zmax
In this section we try to understand why we find
numerically that the maximal number of optical cycles
Nmax that the pulse can have for a specific initial condi-
tion so that the electron still ends up in a Rydberg state
depends linearly on the maximal elongation zmax of the
parabola that we fit to the z(t) curve.
We now assume that that the ‘parabola’ which z os-
cillates around returns to about z = 0 after propagating
Nmax/2 cycles, which should become clear by Fig. 3 and
7 and by the fact that for z close to zero the recollision is
increasingly likely (note that we assume that the electron
is born in the central cycle and that thus the pulse is on
7FIG. 7. z vs. propagation time t for trajectories ionized from
hydrogen in a laser field of an intensity I = 1.5 · 1014W/cm2
and a wavelength λ = 800nm with an initial transverse ve-
locity vt,0 = 0.15 for two different ionization times t0 and
correspondingly two different pulse durations, which are cho-
sen such that a pulse duration of one optical cycle more would
have led to electron not ending up in a Rydberg state any-
more. The dashed lines show a parabolic fit through the value
that z oscillates around.
only for about Nmax/2 cycles after ionization). In Fig. 7
we see that the maximal value zmax occurs after a prop-
agation time of about Nmax/4. If we define the parabola
fit function as zfit(t) = d · (e− t)2+f with fitting param-
eters d, e and f , then we realize that e ≈ Nmax/4 and
f ≈ zmax. So, mathematically the question is why we
find approximately e ∝ f . As we can see in Fig. 7, the
parabolas for different t0 are very similar directly after
ionization because the field strength at the time of birth
is almost constant for the range of t0 that potentially end
up in a Rydberg state. In terms of the fit function, we
can write
zfit(0) = de
2 + f = P1 ≈ const
z′fit(0) = −2de = P2 ≈ const
(B1)
and thus it follows
f = P1 − de2 = P1 + P2/2 · e
⇒ f ∝ e, (B2)
which is what we observe numerically. So, we see that
physically the discussed proportionality is due to very
similar initial behavior of the parabolas due to the al-
most constant initial field for the small range of ioniza-
tion times for which the electron can end up in a Rydberg
state.
Appendix C: Approximating the Rydberg area as a
rectangle
In this section we want to briefly explain why the cres-
cent shaped Rydberg area (see Fig. 2) is approximated
as an rectangle in section IV the area of which is as-
sumed to scale linearly with ∆v and ∆t. To this end, it
FIG. 8. Approximation of ellipse intersection as rectangle.
is instructive to look at the sketch in Fig. 8, where the
crescent shaped area is approximated by the insection of
two ellipses of same height but different widths. As the
following calculation shows the size of the intersection
of the two ellipses (blue area) is about the area of the
orange rectangle:
Acrescent =
1
4
(Alarge ellipse −Asmall ellipse)
=
1
4
|pi ·∆v · tmin − pi ·∆v · tmax|
=
pi
4
·∆t ·∆v ≈ Arectangle
(C1)
In particular, this shows how the size of the Rydberg area
scales linearly with ∆t.
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