In this work, parallel solution of the Navier-Stokes equations for a mixed convection heat problem is achieved using a finite-element-based finite-volume method in fully coupled and semi coupled algorithms. A major drawback with the implicit methods is the need for solving the huge set of linear algebraic equations in large scale problems. The current parallel computation is developed on distributed memory machines. The matrix decomposition and solution are carried out using PETSc library. In the fully coupled algorithm, there is a 36-diagonal global matrix for the two-dimensional governing equations. In order to reduce the computational time, the matrix is suitably broken in several sub-matrices and they are subsequently solved in a segregated manner. This approach results in four 9-diagonal matrices. Different sparse solver algorithms are utilized to solve a mixed natural-forced convection problem using either fully-coupled or semi-coupled algorithms. The performance of the solvers are then investigated in solving on a distributed computing environment. The study shows that the iteration run time considerably decreases although the overall run time of the fully coupled algorithm still looks better.
INTRODUCTION
The analysis of complex fluid dynamic problems by the numerical solution of the Navier-Stokes equations often involves large scale system of linear algebraic equations demanding intensive computation cost. The parallel computation of CFD prob- * Address all correspondence to this author. lems is a major advancement which smoothes the path toward solving complex and large scale problems. Indeed, the emergence of high performance parallel computers and the notion of disstributed/clusters computing have revolutionized the way of handling large scale computation [1] . The Navier-Stokes solution on the parallel distributed memory machines requires partitioning of the global data structure among processors within every iteration. Consequently, the efficiency of parallel solvers are typically measured by comparing sequential and parallel computing times [2] . There have been numerous efforts to develop the performance of parallel computing for past decade. Averbuch et al. [3] use ADI method to solve the two-dimensional NavierStokes equations in parallel manner using constant and variable coefficients. To simplify the complexity of calculations, they change their two-dimensional PDE to several one-dimensional ODE's. Wu and Zou [4] propose an implicit upwind scheme to solve the Euler equations on parallel computers while trying to improve the convergence speed. Kouatchou [5] combines a high order compact finite difference approximation with the collocated techniques to solve the two-dimensional heat equation implicitly on parallel computers. They report that their matrix decomposition does not display good efficiency. Hovland and McInnes [6] use PETSc and ADIFOR to implement a NewtonKvylov-Schwarz method to obtain the steady-state solution of the fully coupled Euler equations over an M6 wing.
Essentially, the essence of parallel computing is more consistent with the explicit methods than that of implicit methods. This is why the parallel computing research remarkably focuses on explicit methods. In this research, our concern is on implicit solution of the Navier-Stokes equations. We solve the NavierStokes equations for a mixed convection flow using a finite element volume method in fully coupled and segregated manners. To improve the accuracy, we use a physical influence upwinding scheme which enables the presence of the pressure terms in the continuity equation [7] . This provides the necessary coupling between the velocity and pressure fields. On the other hand, the presence of pressure in the continuity equation provides the conditions for separating it from the other flow governing equations. This original method is fully implicit and produces 36-diagonal matrix for the four governing equations. The PETSc library [8] linked with SuperLU-DIST [9] and MUMPS [10] are used to solve the generated global matrices in either sequential or parallel manners. To be in the leading edge of high performance computational research, this algorithm has been also extended in order to use the advantages of parallel computing on multicomputers. In this regard, different ordering strategies have been investigated in the context of the employed sparse matrix solvers [11] . However, to improve the iteration run time, the segregated approach is developed in a manner which need solving each governing equation separately. The preliminary idea returns to Ref. [12] which develops a segregated algorithm for solving the set of flow governing equations implicitly. This automatically reduces the 36-diagonal matrix to four 9-diagonal matrices. In the present work, we investigate the performance of the two algorithms on parallel distributed computers and compare their efficiencies with each other.
GOVERNING EQUATIONS
The current sparse matrix solvers are examined by solving the two-dimensional incompressible Navier-Stokes equations. The governing equations consist of the conservation statements for mass, momentums, and energy. The governing equations are given by where V = u i + v j, p, h, ρ, k, and µ represent velocity, pressure, enthalpy, density, thermal conductivity coefficient, and the molecular viscosity, respectively. The energy dissipation terms are shown by σ = σ x i + σ y j. These terms are ignored in this study. In this work, we consider the Oberbeck-Boussinesq approximation [13] to determine the body-force due to density variations with temperature which is given by
where ρ 0 , t 0 , and β represent the reference density and temperature magnitudes and thermal expansion coefficients, respectively.
DOMAIN DISCRETIZATION
The solution domain is broken into a huge number of quadrilateral elements. The elements fully cover the solution domain with no overlapping. Figure 1 shows a small part of the solution domain. Nodes are located at the corners of elements and are shown by circles. The nodes are the locations of the unknown variables. Each node belongs to four neighboring elements. There are four quadrilaterals which enclose node P in Fig. 1 . To utilize the benefits of cell-centered schemes, each element is divided into four quadrilaterals by the help of its medians. The median is demonstrated by dashline in this figure. The cells are then constructed from the proper assemblage of these subquadrilaterals. As is seen, irrespective of the shape and distribution of the elements, each node is surrounded by a number of sub-quadrilaterals. The proper assemblage of neighboring subquadrilaterals around any non-boundary node creates a complete cell.
COMPUTATIONAL MODELLING
To utilize the advantages of finite element volume methods, the governing equations are initially integrated over an arbitrary volume, e.g., the shaded area or the cell face shown in Fig. 1 . The employment of Gauss divergence theorem to the governing equations leads to
The above integrals are evaluated over the surface which encloses each cell. The surface area is indicated by A. The above equations are suitably discretized using finite difference scheme and finite element interpolations. In the above expressions, dA=dA x i − dA y j is a normal vector to the edges of cell. Using this definition, the above integrals can be evaluated by summation over the faces that enclose the cell center, i.e.,
where i counts the number of cell faces from 1 to ns. There are 8 cell faces around each cell. To linearize the governing equations, the bar overū andv indicates that these velocity components are approximated from the known magnitudes of the preceding iteration. Such approximation is essential to linearize the nonlinear momentum convection terms. The rest of procedure is to relate the cell face magnitudes (identified by lower case letters such as u, v, p, and t variables) directly to the nodal magnitudes (identified by upper case letters such as U, V , P, and T variables) which represent the locations for the unknown variables of the current algorithm. A simple idea for treating the right-hand-side terms is to use the finite element shape functions N j=1... 4 . The treatment results in
where p i identifies the magnitude of p at the mid-point of ith edge of the cell face. The j notation counts the node numbers of an element where the ith cell face is located inside it. Additionally, the variable z represents either x or y coordinates and φ (and Φ) represents either u (and U) or v (and V ) velocity components and as well as t (and T ) temperature variable. As was mentioned, lower and upper case letters are used to represent cell face and nodal magnitudes, respectively. The above approximations end the pressure and diffusion term treatments at any cell face of i. However, more sophisticated expressions are required to treat the convection terms. In fact, the treatment should not disregard the convection-diffusion physics and concept. To respect the correct physics of the convection, Reference [7] employs an upwind-based scheme (known as a physical influence scheme) within quadrilateral and triangular elements. The reference shows that a physical-based treatment of the x-momentum governing equation can result in
where α, β, and γ represent matrix, matrix, and vector coefficients, respectively. The above statement indicates that φ (≡ u, v,t) at cell face can be approximated by the proper assemblage of Φ (≡ U,V, T ) and P influences. In fact, this approximation can be regarded as a pressure-weighted upwind scheme. As is observed in Eq. 
where i and j count the global node numbers, i.e., i, j = 1 . . . Nnode. It should be mentioned that the matrix is a diagonal matrix which is normally generated in implicit finite element methods. Therefore, it is strongly sparse and need sparse solution strategies. The coefficients in the global assembled matrix is identified by c. The first letter in each superscript depicts the type of equation, i.e., p, u, v, and t indicate continuity, x-momentum, y-momentum, and energy equations, respectively. The second letter in the superscripts indicates which unknown the coefficient belongs to. The right-hand-side vector is shown by d. Since all U, V , and P unknowns explicitly appear in all the governing equations, the linear system given by Eq.(17) can be broken into several linear sub-systems. A proper implementation of the above idea results in
A step-down from a fully coupled set to several semicoupled sets needs introducing a relaxation parameter in ADI formulation [14] . The issue is similarly true about the finite volume approaches [15] . Similarly, in the present algorithm, the convergence speed is controlled by introducing four relaxation parameters into the solution of the four sub-original set of diagonal matrices. The corrections are done using
The magnitudes of the relaxation parameters depend on the chosen test cases.
THE TEST CASE
The two semi-coupled and fully-coupled algorithms are investigated by solving a two-dimensional, buoyancy-assisted flow past a backward-facing step in an upright channel. Figure 2 shows the relative dimensions (not in real scales) of the calculation domain and the specified boundary conditions. The walls forming the step and the step itself are treated as adiabatic surfaces. The wall downstream of the step is heated and maintained at a uniform temperature of T w while the other straight wall of the channel is maintained at uniform temperature of T 0 . The inflow is hydrodynamically fully-developed and having a uniform temperature of T 0 . The problem is tested for Grashof numbers of 0 and 1000. Different fine grid resolutions are used to ensure the grid independency of the solutions. The Reynolds number is set equal 100 based on the bulk velocity at the inlet and the upstream channel height. The prandtl number is 0.7 resulting in a Peclet number of 70. The flow is steady and the fluid properties are constant except for the density variation.
The chosen test case is known as a benchmark case to be used for testing newly developed numerical algorithms. Generally speaking, the problem of flow over a backward-facing step has become a standard test for computational fluid dynamics [16] . Lin, et al. [17] present numerical results for a wide range of buoyancy force effects for fixed temperature walls, from pure forced convection to the case of starved flow where the applied velocity at the inlet is less than the natural convection velocity induced by the buoyancy forces. Hong, et al. [18] present results for the case where a unified heat flux is applied at the wall downstream of the step. In addition to the scattered works in this problem, a variety of benchmark results can be found in Ref. [19] which is a collection of the papers presented in ASME 1993 Winter Annual Meeting forum on benchmarking CFD codes on heat transfer problems.
THE RESULTS
At the beginning of the results section, we verify the accuracy of the developed algorithm. To achieve the goal, we examine the fully-coupled algorithm. Figures 3-4 show the horizontal and vertical velocity components at three different locations . along the channel x/s=2, 15, and 30. The Grashof number is Gr=0 and 1000 in Figs. 3 and 4 , respectively. The current results are compared with those of Dyne et al. [20] . There are good agreements between the current solutions and those of the reference. The results indicate that there is a recirculation behind the step which is exactly detected. Comparing Fig. 4 with . that the flow is almost developed at mid-channel, i.e., x/s=15, when Gr=0. Figure 5 presents the temperature distributions at the chosen longitudinal stations. The agreement between the current solutions and those of the reference is excellent. The heat is correctly transported in the solution domain generating minimum false diffusion.
To ensure that there is no difference between the results ob- tained from using the fully and semi-coupled algorithms, we redraw the velocity profiles shown in Fig. 3 with alternative puposes. Figure 6 compares the results of two algorithms at Gr=0. As are observed, the results of the two algorithms are the same. Similarly, Fig. 7 demonstrates the Nusselt distribution along the two channel walls. The results are presented at Gr=0 and 1000. The left and right plots present Nusselt distributions for the fully and semi-coupled algorithms, respectively. The results of semicoupled algorithm at Gr=1000 perform little degradation around the peak Nusselt. As is discussed in the following paragraph, the semi-coupled performance and results are moderately affected by the utilized relaxation parameters. This parameter affects the accuracy of the solution as well if it is not properly chosen. This impact has been also reported by the other finite volume investigators [15] . Figure 8 demonstrates sample convergence histories of the residuals for both Gr=0 and 1000 test cases using the semicoupled algorithm. The utilized sparse solver is MUMPS in this test case. The number of required iterations to achieve the above accuracy is around 20 for both Grashof numbers if a fullycoupled algorithm is utilized. It is worth noting that a shift from a fully-coupled algorithm to a semi-coupled one enforces the need for employing relaxation parameter in order to avoid divergence and boost up the convergence speed. To improve the performance, we have employed suitable under-relaxations within the semi-coupled algorithm. It is while the fully-coupled algorithm does not need any relaxation parameter. In the current work, we have employed a small under-relaxation around 0.001 at the beginning of the iterations for all four U, V , P, and T matrices. However, this low under-relaxation for U and V matrices is promptly recovered to a magnitude around 0.4 within the next few iterations. Alternatively, for the P and T matrices, the underrelaxations cannot exceed 0.01. A higher magnitude of underrelaxation may jeopardize the whole convergence. These relaxation parameter magnitudes may need changing if the utilized grid changes. As is seen in Fig. 8 , some oscillatory behaviors are observed at the beginning of the iterations. The oscillations are gradually smoothen within the next few iterations. This is due to using the low under-relaxation parameter at the beginning of iterations. Both Grashof numbers perform almost similar convergence histories. Figure 8 and the accompanied discussions provide the performance of the MUMPS direct sparse solver. There is a question how the performance of other direct sparse solvers can be when we solve the above heat problem. Figure 9 illustrates the performance of the fully-coupled and the semi-coupled algorithms using two other sparse solvers of PETSC-LU [8] and SuperLU-DIST [9] . The results belong to the test case Gr=0. It should be mentioned that the iteration times reported in Fig. 9 are just for one iteration if a full matrix is solved, or they are the sum up the times required to solve four sub-matrices in a semi-coupled manner. To extend our conclusions to a wide range of matrix size applications, these direct solvers are used to solve the proposed heat problem on three different matrix orders of 60000, 110000, and 160000. The two plots in Fig. 9 indicate that MUMPS solver is more efficient than PETSC-LU and SuperLU-DIST solvers using both types of algorithms. Irrespective of the matrix size, MUMPS, SuperLU-DIST, and PETSC-LU can be ranked from the most to the least efficient algorithms, respectively. However, in solving larger size of matrices, PETSC-LU efficiency is faded more comparing with the efficiency of the two other solvers if a fully-coupled algorithm is used.
Since MUMPS performs better speed-up on a single processor, we further discuss its performance on parallel distributed computers. Figure 10 shows the performance of MUMPS on several combinations of parallel machines to solve the fully-coupled algorithm. The performance is provided for a wide range of sparse matrix sizes. This figure indicates that the sequential run time is more than the parallel run time in solving different matrix sizes; however, the time difference between the sequential and parallel procedures decreases when the size of matrix de- creases. The figure indicates that a higher number of computer nodes would result in a lower computational time. However, the computational cost does not linearly decrease with increasing the number of computer nodes. Reference [12] shows that the iteration time is not changed on different combinations of the parallel machines if the sparse matrix size is not large enough. In such cases the communication time overwhelms the computational time. Figure 10 only compares the speed-up within one iteration. It has already been mentioned that the number of iterations required to achieve solution with a certain accuracy would be different for the fully-coupled and the semi-coupled algorithms. To present a fair comparison between the two algorithms, the overall run times required to solve the test case are reported in Fig. 11 . The left plot is for a fully-coupled algorithm. It is very similar to Fig. 10. Comparing Fig. 11 (left) with Fig. 10 indicates that the number of iterations to achieve the solution with an specified accuracy is around 20 for testing different sparse matrix sizes. However, the overall run time of MUMPS is different on different sorts of parallel processors if a semi-coupled algorithm is utilized. Firstly, Fig. 11 (right) emphasizes that, irrespective of the size of parallel machines, the overall solution time always increases if a semi-coupled algorithm is utilized. Secondly, the figure demonstrates that in solving small size matrices, the performance is deteriorated when the number of processors increases. It seems this is not consistent with the basic philosophy of parallel processing. In fact, the communication time overwhelms the computational time in solving small size matrices. However, the figure shows that the speed-up improves for a larger number of parallel processors when the sparse matrix is large enough. It is worth noting that the parallel computers with a larger number of nodes provide larger available memory which in turn lets the operator solve larger size problems irrespective of the achieved parallel performance.
Eventually, it is worth noting mentioning that the current achieved performances are not much promising and can be remarkably increased if the data transfer during the communication process among the nodes is increased. In the current work, we have used eight PIV Linux cluster with a network speed of 100 MB/Sec.
CONCLUSIONS
A mixed buoyancy-assisted flow past a backward-facing step is implicitly solved on parallel machines. The implementation of a new pressure-weighted upwinding scheme in a finite element volume context enables a huge fully-coupled sparse matrix to be broken into several smaller sparse systems. The scheme enables direct presence of the pressure term in the continuity equation. This presence provides the necessary circumstances for separating the continuity equation from the rest of equations. In another words, the set of equations can be solved in a segregated manner. The set of equations are then solved either coupled or segregated using direct sparse solver methods. The study shows that the MUMPS direct sparse solver performs better than SuperLU-DIST and PETSC-LU solvers irrespective of the matrix size. Although the run-time per iteration reduces in the semicoupled algorithm, the experience shows that the fully coupled algorithm provides better overall-run-time and speed-up than the semi-coupled algorithm over a wide range of matrix sizes. The investigation also shows that the large required communication time does not permit better speed-up in solving small sparse systems; however, the speed-up is improved if the matrix size is large enough. It is worth noting that the parallel computers with a larger number of nodes provide larger available memory which in turn lets the users solve larger size problems irrespective of the parallel performance.
