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JACOBI MATRICES WITH LACUNARY SPECTRUM
ILYA LOSEV
Abstract. We find asymptotics of entries of Jacobi matrices with lacunary spectral
data under some additional growth conditions. We also prove the inverse results. In
addition, we study connections between Jacobi matrices, canonical systems and de
Branges spaces for lacunary spectral data.
1. Introduction and main results
One of the main problems in mathematical physics is to find correspondences between
classes of potentials and spectral data for some systems of second order differential
equations. We are studying connections between some classes of Jacobi matrices, de
Branges spaces and canonical systems. The famous Krein – de Branges theory deals
with correspondence between de Branges spaces and canonical systems. On the other
hand, every Jacobi matrix generates a canonical system of special type, i.e. canonical
system with Hamiltonian consisting of one chain of indivisible intervals, see e.g. [16,
Theorems 2,4], and [8, 15] for general theory. Canonical systems, Krein – de Branges
theory, Jacobi matrices theory and connections between them have been intensively
studied for the last 60 years [2, 9, 10, 11, 18]. For recent developments see, e.g. [12, 13,
14].
Very few one-to-one correspondences between Hamiltonian classes (canonical sys-
tems) and spectral data (de Branges spaces) are known. The main examples are de
Branges solution of inverse spectral problem for arbitrary canonical system on finite
interval [8] and Krein – de Branges type formula [15, Theorem 11]. Another example
is a localization phenomenon: de Branges space has a localization property (for zeros)
if and only if the corresponding Hamiltonian (canonical system) consists of indivisible
intervals accumulating only to the left [1, Theorem 1.7]. Recently R. Bessonov and
S. Denisov found a beautiful description of Szego˝ measures in terms of Hamiltonians
[5, Theorem 1]. R. Romanov was able to find the precise formula for the order of de
Branges space generated by zero-diagonal Jacobi matrix [17, Theorem 2].
The aim of this paper is to find some properties of Jacobi matrices or Hamiltonians
(canonical systems) generated by so called small de Branges spaces, i.e. such that
spectra {tn} is lacunary, tn+1 > λtn for some λ > 1. Class of small de Branges spaces,
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introduced in [7], naturally appears in many topics of complex analysis such as spectral
synthesis [3, Theorems 1.1, 1.2], Riesz bases of reproducing kernels in Fock-type spaces
[4] and even in Gabor analysis. We are able to show that each small de Branges
space (i.e. with lacunary spectral data) generates a Jacobi matrix with exponentially
increasing entries (Theorem 1). On the other hand, if Jacobi matrix has exponentially
increasing entries then (under some technical assumptions) the spectral data is also
lacunary (Theorems 2, 3, see also Theorems 4, 5 as their versions for canonical systems).
1.1. Jacobi matrices and de Branges spaces. We give a short overview of Jacobi
matrices and de Branges spaces theory.
Jacobi matrices. Consider a Jacobi matrix
J =


q1 ρ1 0 0 · · ·
ρ1 q2 ρ2 0 · · ·
0 ρ2 q3 ρ3 · · ·
...
...
...
...
. . .

 , qk ∈ R, ρk > 0.
Let
f(z) =
〈
(J − z)−1 e1, e1
〉
, e1 = (1, 0, 0, 0, . . .)
T, f : C+ → C+
be the corresponding Herglotz function (here C+ = {z ∈ C| ℑz > 0}). It is known that
any Herglotz function can be represented in the following form
az + b+
∫
R
(
1
t− z −
t
1 + t2
)
dµ(t),
where a ≥ 0, b ∈ R and µ ≥ 0, ∫
R
dµ
1+t2
<∞. In our case a = 0, and the corresponding
measure µ is called spectral data of the Jacobi matrix J .
We are interested in the connection between coefficients of Jacobi matrix {qj, ρj} and
spectral data µ. Our main goal is to describe some classes of spectral data for which
asymptotics of the corresponding coefficients {qj , ρj} can be found.
This connection is given by Stieltjes algorithm. If we write f(z) as a continued
fraction, we will have
f(z) = − 1
z − q1 − ρ
2
1
z − q2 − ρ
2
2
z − q3 − ρ
2
3
. . .
.
We will consider a case when the measure µ is discrete
µ =
∞∑
k=1
µkδtk , tk ∈ R, µk > 0.
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It is known that Jacobi matrices correspond to canonical systems, which, in turn,
can be described by two types of Herglotz functions f(z) =
C(z)
A(z)
and −B(z)
A(z)
(entire
functions A,B,C are monodromy matrix entries, see Section 1.3 for the details). The
measure corresponding to the first function is denoted by µ, while the measure cor-
responding to the second one turns out to be measure of the form ν =
∑∞
k=1 νkδrk .
Hence,
(1) − B(z)
A(z)
= p+
∞∑
k=1
νk
(
1
rk − z −
rk
r2k + 1
)
, p ≥ 0.
Note that tk = rk are the zeros of the function A(z), but for us it will be more
convenient to denote them differently.
The measure ν contains important information about the corresponding de Branges
space.
De Branges spaces. We remind the basic notions of de Branges theory.
Definition 1. We say that an entire function E(z) is of Hermite–Biehler class, if
|E(z)| > |E(z¯)| for all z ∈ C+.
In particular, any Hermite-Biehler function does not have zeros in the upper half-
plane.
It can be shown that function E(z) = A(z) + iB(z) is Hermite-Biehler. Note that
since functions A(z) and B(z) are real-valued for z ∈ R, they can be recovered from
E(z) by the following formulae
A(z) =
1
2
(E(z) + E(z)), B(z) =
1
2i
(E(z)− E(z)).
It is well-known that any Hermite–Biehler function generates a Hilbert space of entire
functions (de Branges space).
Definition 2. The de Branges space H(E) corresponding to an Hermite–Biehler func-
tion E(z) is the space of entire functions F (z) such that both functions F (z)/E(z) and
F (z)/E(z) are in Hardy class H2(C
+). The scalar product is defined by
〈F,G〉H(E) =
1
pi
∫
R
F (t)G(t)
dt
|E(t)|2 .
For example, if E(z) = e−ipiz, then the corresponding de Branges space is just the
Paley-Wiener space.
The connection between properties of the spectral measure ν and the corresponding
de Branges spaces has attracted recent attention. De Branges spaces corresponding
to the lacunary sequence {rk} (rk+1 > λrk for some λ > 1) are well studied [6, 7], in
particular one can describe Bessel sequences and Riesz bases of reproducing kernels for
such spaces.
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We will study small de Branges spaces with lacunary spectral data ν = νA,B =∑
k νkδrk satisfying the following condition
(2)
∑
k<n
νk + r
2
n
∑
k>n
νk
r2k
≤ Cνn.
This class is a natural one, e.g. it was shown in [3, Theorem 1.2] that the de Branges
space is of radial Fock-type space if and only if {rk} is lacunary and (2) holds. On the
other hand, this class appears in spectral synthesis problem.
Inequality (2) is equivalent to the lacunarity of sequences {νk},
{
νk
r2
k
}
. From now on
we assume that νk+1 > κνk,
νk+1
r2
k+1
< θ νk
r2
k
for some κ > 1 and θ < 1.
Definition 3. We say that measure µ =
∑
k µkδtk is completely lacunary if the following
hold
(i) tk+1 > λtk,
(ii) µk+1
tk+1
> κ µk
tk
,
(iii) µk+1
t2
k+1
< θµk
t2
k
.
1.2. Main results. Now we are ready to state main results of the paper.
Given sufficiently large λ, κ and θ−1, we are able to find asymptotics of the corre-
sponding Jacobi matrix entries.
Theorem 1. Let νk and rk be defined by (1). Suppose that rk+1 > λrk, νk+1 > κνk
and
νk+1
r2
k+1
< θ νk
r2
k
, for some λ > 106, κ > 106, θ < 10−6. Then
(i)
(
1− 100
κ
)(
rn +
νn
νn+1
rn+1
)
< qn <
(
1 +
100
κ
)(
rn +
νn
νn+1
rn+1
)
;
(ii)
(
1− 1000
κ
− 1000
λ
)
νn
νn+1
r2n+1 < ρ
2
n <
(
1 +
1000
κ
+
1000
λ
)
νn
νn+1
r2n+1.
We do not know if the result holds for arbitrary constants λ, κ and θ−1 bigger than
one.
We also study the case when the lacunarity conditions are imposed on the measure
µ instead of ν. We assume the lacunarity of sequences {tk},
{
µk
tk
}
and
{
µk
t2
k
}
with
parameters λ, κ and θ respectively.
Next we will consider finite dimensional case, i.e. when µ =
∑N
k=1 µkδtk .
If λ, κ and θ−1 are big enough, then we can solve inverse spectral problem and find
asymptotics of Jacobi matrix entries {qn} and {ρn} (Theorems 2, 3).
Theorem 2. Let µ be a completely lacunary measure with big lacunarity parameters
λ > 1000, κ > 20, 10
λ
< θ < 1
100
. Then
(i) (1− λ−1) tN−n+1 < qn < (1 + 3κ−1) tN−n+1;
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(ii) 1
10
θ−1t2N−n < ρ
2
n < 10κ
−1tN−n+1tN−n.
The inverse theorem (for the direct spectral problem) also holds up to some constants.
Theorem 3. Let λ > 1000, 10
λ
< θ < 1
1000
and κ > 100. Let also
(i) qn > 3λqn+1;
(ii) 20θ−1q2n+1 < ρ
2
n <
1
20
κ−1qnqn+1.
Then
(i) (1− κ−1) qN−n+1 < tn < (1 + λ−1) qN−n+1,
(ii) µ is a completely lacunary measure.
If we omit the lacunarity condition for
{
µn
tn
}
, then it seems that the analysis is more
complicated, see Section 4.4.
Both Theorems 2 and 3 can be rewritten in terms of corresponding Hamiltonians
(canonical systems), see Section 1.3.
1.3. Canonical Systems. A canonical system is a differential equation of the form(
0 −1
1 0
)
d
dx
Y (x, z) = zH(x)Y (x, z), x ∈ (0, L),
where H is a locally summable 2×2 matrix-valued function on (0, L) such that H(x) ≥ 0
a.e. Function H is called Hamiltonian of the system. Changing the variable we can
assume that trH(x) = 1 a.e.
Interval I is called an indivisible interval, if there exists e ∈ R2 such that for any
x ∈ I:
(3) H(x) = 〈·, e〉e
and there is no larger interval I ′ such that (3) holds for a.e. x ∈ I ′.
It is known that there is a correspondence between Jacobi matrices and canonical
systems consisting only of indivisible intervals (see, for example, [15, 16]).
Let H be a Hamiltonian which consists of finite number of indivisible intervals. Let
H = 〈·, ek〉 ek on the k-th interval. Denote its length by lk. Then J is the corresponding
Jacobi matrix if and only if
qj =
1
lj
(
〈ej , ej+1〉〈
e⊥j , ej+1
〉 + 〈ej−1, ej〉〈
e⊥j−1, ej
〉
)
, j ≥ 2;(4)
q1 =
1
l1
( 〈e1, e2〉
〈e⊥1 , e2〉
− e
−
1
e+1
)
;(5)
ρj = − 1√
lj+1lj
〈
e⊥j , ej+1
〉 , j ≥ 1.(6)
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Now let M(x, z) =
(
Ax(z) Cx(z)
Bx(z) Dx(z)
)
be the monodromy matrix of the canonical
system, in other words,
M(0, z) =
(
1 0
0 1
)
,
(
0 −1
1 0
)
d
dx
M(x, z) = zH(x)M(x, z), x ∈ (0, L).
It is easy to see that all functions Ax(z), Bx(z), Cx(z), Dx(z) are real-valued when z ∈ R.
The corresponding Hermite–Biehler function is given by E(z) = AL(z) + iBL(z). The
spectral data of the corresponding Jacobi matrix is given by
CL(z)
AL(z)
, and the spectral
data of the corresponding de Branges space is given by −BL(z)
AL(z)
.
Denote δk = −〈e⊥k , ek+1〉. Then Theorem 2 can be rewritten in terms of canonical
systems.
Theorem 4. Let µ be a completely lacunary measure with big lacunarity parameters
λ > 1000, κ > 100, 10
λ
< θ < 1
100
. We take l1 = 1000q
−1
1 and e1 =
(
1
0
)
. Then for the
corresponding canonical system we have 1
1001
< δ1 <
1
1000
,
δn
δn+1
>
1
10
κ,
ln+1δn+1
lnδn
>
1
10
λ,
ln+1δ
2
n+1
lnδ2n
>
1
1000
θ−1.
Theorem 3 can also be rewritten in the following way.
Theorem 5. Let e1 =
(
1
0
)
, 1
1001
< δ1 <
1
1000
and
δn
δn+1
> 100κ,
ln+1δn+1
lnδn
> 100λ,
ln+1δ
2
n+1
lnδ2n
> 100θ−1.
for some λ > 1000, κ > 100, 10
λ
< θ < 1
100
and any 1 ≤ n ≤ N − 1. Then the
corresponding spectral data µ is a completely lacunary measure.
Organization of the paper and notations. Theorem 2 is deduced from Lemmas 1
and 2 in Section 2. Lemmas 1 and 2 are proved in Section 3. Theorem 3 is proved in
Section 4. Theorems 4 and 5 are proved in Section 6. Theorem 1 is proved in Section
5.
We prove our results by direct analysis of each step of Stieltjes algorithm.
Throughout this paper we write µ(l) and t(l) to refer to the spectral data on the step
l of the Stieltjes algorithm. We write f ∼ g when f = O(g) and g = O(f).
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2. Proof of Theorem 2
Consider a finite Jacobi matrix
(7) J =


q1 ρ1 · · · 0
ρ1 q2 · · · 0
...
...
. . .
...
0 0 · · · qN

 , qk ∈ R, ρk > 0.
Then the corresponding Herglotz function f(z) is a rational function of the form
(8) f(z) =
N∑
k=1
µk
tk − z , µk > 0,
N∑
k=1
µk = 1, tk ∈ R.
Denote J (n) the matrix obtained by deleting n− 1 first rows and columns from J :
(9) J (n) =


qn ρn 0 · · · 0
ρn qn+1 ρn+1 · · · 0
...
...
...
. . .
...
0 0 0 · · · qN

 .
Let f (n)(z) be the corresponding functions. Let also
(10) f (n)(z) =
N−n+1∑
k=1
µ
(n)
k
t
(n)
k − z
, µ
(n)
k > 0,
N−n+1∑
k=1
µ
(n)
k = 1, t
(n)
k ∈ R.
It is known that
(11) − 1
f (n)(z)
= z − qn + ρ2nf (n+1)(z).
Comparing the asymptotics we get
(12) qn =
N−n+1∑
k=1
µ
(n)
k t
(n)
k , ρ
2
n =
N−n+1∑
k=1
µ
(n)
k
(
t
(n)
k
)2
−
(
N−n+1∑
k=1
µ
(n)
k t
(n)
k
)2
.
In order to prove Theorem 2 we will need the following Lemmas.
Lemma 1. Let µ be a completely lacunary measure with big lacunarity parameters
λ > 1000, κ > 10, 10
λ
< θ < 1
100
. Then for any k ≤ N − n− 1 we have
λ <
t
(n)
k+1
t
(n)
k
,
µk+1
µk
<
µ
(n)
k+1
µ
(n)
k
,
µ
(n)
k+1(
t
(n)
k+1
)2 < 5θ µ
(n)
k(
t
(n)
k
)2 .
Lemma 2. Let µ be a completely lacunary measure with big lacunarity parameters
λ > 1000, κ > 10, 10
λ
< θ < 1
100
. Then 2e have tk < t
(n)
k < (1 + 3κ
−1) tk for 1 < n ≤ N .
Now we will deduce Theorem 2 from Lemmas 1 and 2.
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Proof of the Theorem 2. We use (12) and Lemma 2. Estimates of qn are obviously
given by the main term µ
(n)
N−n+1t
(n)
N−n+1. Hence, the required inequalities hold. Now we
estimate ρn. By Cauchy inequality we have
∑N−n
k=1 µ
(n)
k
(
t
(n)
k
)2
>
(∑N−n
k=1 µ
(n)
k t
(n)
k
)2
.
Hence,
ρ2n > µ
(n)
N−n+1
(
t
(n)
N−n+1
)2
−
(
µ
(n)
N−n+1t
(n)
N−n+1
)2
− 2µ(n)N−n+1t(n)N−n+1
(
N−n∑
k=1
µ
(n)
k t
(n)
k
)
> µ
(n)
N−n+1µ
(n)
N−n
(
t
(n)
N−n+1
)2
(1− 3λ−1) > 1
10
θ−1t2N−n.
On the other hand,
ρ2n < µ
(n)
N−n+1(1− µ(n)N−n+1)
(
t
(n)
N−n+1
)2
+
N−n∑
k=1
µ
(n)
k
(
t
(n)
k
)2
< 10κ−1tN−n+1tN−n.

3. Proof of Lemmas 1 and 2
We will study one step in the recurrence formula (11). Suppose
(13) −
(
N∑
k=1
µk
tk − z
)−1
= z − b+
N−1∑
k=1
wk
sk − z .
Our main goal is to establish some connections between {µk, tk} and {wk, sk}. Clearly
(14)
N∑
k=1
µk
tk − sn = 0;
N∑
k=1
µk
(tk − sn)2 =
1
wn
.
Let
(15) M (l)n =
n−l+1∑
k=1
µ
(l)
k , Mn = M
(0)
n .
We will assume that µk+1
µk
> κ tk+1
tk
and µk+1
t2
k+1
< θµk
t2
k
for some κ > 10 and some θ < 1.
3.1. Root localization. Now we estimate sn.
Statement 1. The following inequalities hold
µn
(
µn
tn+1 − tn +
N∑
k=n+1
µk
tk − tn
)−1
< sn − tn < µn
(
N∑
k=n+1
µk
tk − tn −
Mn−1
tn − tn−1
)−1
.
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Proof. From (14) it follows that
µn
sn − tn >
N∑
k=n+1
µk
tk − tn −
n−1∑
l=1
µl
tn − tl .
This gives the right inequality. On the other hand, from (14) we obtain
µn(tn+1 − sn)
sn − tn < µn+1 +
N∑
k=n+2
µk(tn+1 − tn)
tk − tn .
So, we have
µn
tn+1 − tn
sn − tn < µn + µn+1 +
N∑
k=n+2
µk(tn+1 − tn)
tk − tn .
This gives the left inequality. 
Now we prove that, if on the first K steps of the Stieltjes algorithm the weights grow
fast enough, then even after K + 1 step the poles will not change too much (compared
to the initial data).
Lemma 3. If
µ
(k)
n+1
µ
(k)
n
> κˆ
t
(k)
n+1
t
(k)
n
for 0 ≤ k ≤ K and some κˆ > 5, then t
(K+1)
n
t
(0)
n
< 1 +
2
κˆ
.
Proof. From Statement 1 we deduce that for 0 ≤ p ≤ K we have
t(p+1)n − t(p)n < µ(p)n
(
µ
(p)
N−p
t
(p)
N−p
− M
(p)
n−1
t
(p)
n − t(p)n−1
)−1
.
We also have t
(p)
n − t(p)n−1 > t(p)n
(
1− 1
λ
)
and M
(p)
n−1 <
λ
λ−1
µ
(p)
n−1. Therefore,
t
(p+1)
n − t(p)n
t
(p)
n
<
(
µ
(p)
N−pt
(p)
n
t
(p)
N−pµ
(p)
n
− 1
)−1
<
1
(κˆ − 1)N−p−n .
We get that
(16)
t
(p+1)
n
t
(p)
n
< 1 +
1
(κˆ − 1)N−p−n ,
from which Lemma 3 follows. 
3.2. Invariance of the lacunary parameter. We are going to show that lacunarity
parameter of the poles {tn} does not change too much.
Statement 2. We have sn+1 − tn+1 > µn+1(λ−1)µnλ (sn − tn). In particular, sn+1 − tn+1 >
λ(sn − tn) and sn+1 > λsn.
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Proof. Using Statement 1 we see that it is sufficient to show that
µn+1
tn+2 − tn+1 +
N∑
k=n+2
µk
tk − tn+1 <
λ
λ− 1
(
N∑
k=n+1
µk
tk − tn −
Mn−1
tn − tn−1
)
.
We note that tk−tn
tk−tn+1
< λ
λ−1
for k ≥ n + 2. Therefore, it reduces to obvious inequality
µn+1
tn+2 − tn+1 <
λ
λ− 1
(
µn+1
tn+1 − tn −
Mn−1
tn − tn−1
)
.

3.3. Lower bound. In this subsection we prove that under some assumptions the
sequence µn+1
µn
does not decrease much after one step of Stieltjes algorithm.
Statement 3. Let θ < 1
10
. Then wn+1
wn
> µn+1
µn
.
Proof. From (14) we know that(
N∑
k=1
µk
(tk − sn+1)2
)
wn+1
wn
=
N∑
k=1
µk
(tk − sn)2 .
Let k < n. Then from (sn+1−tk)
2
(sn−tk)2
>
s2
n+1
s2n
> µn+1
2θµn
it follows that µk
(sn−tk)2
> µn+1
µn
· µk
(sn+1−tk)2
.
Also µn+1
(tn+1−sn)2
> µn+1
µn
· µn
(sn+1−tn)2
. Therefore, it is sufficient to show that
(17)
µ2n
(sn − tn)2 >
µ2n+1
(sn+1 − tn+1)2 +
N∑
k=n+2
µn+1µk
(tk − sn+1)2 .
The main asymptotics on the right-hand side is given by
µ2
n+1
(sn+1−tn+1)2
.
Step 1. Estimate of the main term. By subtracting (14) for n from (14) for
n+ 1 we get
(18)
µn+1
sn+1 − tn+1 =
µn
sn − tn ·
tn+1 − sn
sn+1 − tn +
∑
1≤k≤N
k 6=n,n+1
µk(tn+1 − sn)
(sn+1 − tk)(sn − tk) .
Hence,
(19)
µn+1
sn+1 − tn+1 <
µn
sn − tn −
µn
sn+1 − tn ·
(
1 +
sn+1 − tn+1
sn − tn
)
+
Mn−1(tn+1 − tn)
(tn+1 − tn−1)(tn − tn−1) +
N∑
l=n+2
µl(tn+1 − tn)
(tl − sn+1)2
= I1 − I2 + I3 + I4.
Now we need to estimate I2, I3 and I4.
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Step 2. We are going to prove that I2 > 2(I3 + I4). From Statement 2, we see that
it is sufficient to prove two inequalities:
(20)
1
λ
· µn
sn+1 − tn ·
µn+1(λ− 1)
µnλ
>
∑n−1
k=1 µk(tn+1 − tn)
(tn+1 − tn−1)(tn − tn−1) ,
(21)
1
3
· µn
sn+1 − tn ·
µn+1(λ− 1)
µnλ
>
N∑
l=n+2
µl(tn+1 − tn)
(tl − sn+1)2 .
2a. Now we are going to prove (20). Clearly I4 <
(
λ
λ−1
)3 · µn−1
tn
. Therefore, it reduces
to obvious inequality
µn+1
sn+1 − tn > λ
(
λ
λ− 1
)4
· µn−1
tn
.
2b. Now we are going to prove (21). Note that
µl+1
(tl+1 − sn+1)2
(
µl
(tl − sn+1)2
)−1
<
µl+1
µl
· t
2
l
t2l+1
< θ.
Hence, using Lemma 3, we get
N∑
l=n+2
µl(tn+1 − tn)
(tl − sn+1)2 <
1
(1− θ)(1− 3
λ
)2
· µn+2tn+1
t2n+2
.
In order to prove inequality (21) it remains to show that
µn+1
t2n+1
> 6
λ
(λ− 1)(1− θ)(1− 3
λ
)2
µn+2
t2n+2
,
which is true for θ < 1
10
. So, we have proved inequalities (20) and (21), and, therefore,
I2 > 2(I3 + I4). Hence, because of (19), we have
(22)
µn+1
sn+1 − tn+1 <
µn
sn − tn −
1
2
· µn
sn+1 − tn ·
(
1 +
sn+1 − tn+1
sn − tn
)
.
Step 3. We want to prove inequality (17). Rewrite it in the following way
(23)
(
µn
sn − tn −
µn+1
sn+1 − tn+1
)(
µn
sn − tn +
µn+1
sn+1 − tn+1
)
>
N∑
k=n+2
µn+1µk
(tk − sn+1)2 .
From (22) it follows that it is sufficient to show that
µn
sn+1 − tn ·
µn+1
µn
· µn+1
sn+1 − tn+1 >
1
1− θ ·
µn+1µn+2
(1− 3
λ
)3(tn+2 − sn+1)2
,
which holds because of inequality (16) and θ < 1
10
.

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3.4. Upper bound. We are going to show how do the ratios of successive elements of{
µn
t2n
}N
n=1
change after one step of the Stieltjes algorithm.
Statement 4. Let θ˜ = max
{
µn+1t
2
n
µnt
2
n+1
, 1
λ
}
. Then wn+1s
2
n
wns
2
n+1
< (1 + εn)
3 θ˜, where εn = 5(κ −
1)n−N .
Proof. We want to prove the following inequality
(24)
N∑
k=1
µks
2
n
(tk − sn)2 < (1 + εn)
3 θ˜
N∑
k=1
µks
2
n+1
(tk − sn+1)2 .
Step 1. First, we will compare the main terms on both sides of the inequality (24).
We are going to show that
(25)
µns
2
n
(sn − tn)2 < (1 + εn)
2 θ˜
µn+1s
2
n+1
(sn+1 − tn+1)2 .
It is sufficient to prove that
µ2ns
2
n
t2n(sn − tn)2
< (1 + εn)
2 µ
2
n+1s
2
n+1
t2n+1(sn+1 − tn+1)2
,
which will follow from
µn
sn − tn −
µn+1
sn+1 − tn+1 <
µn+1
tn+1
− µn
tn
+ εn · µn+1
sn+1 − tn+1 .
Notice that from the identity (14) we can get that
(26)
µn
sn − tn −
µn+1
sn+1 − tn+1 =
µn
sn+1 − tn −
µn+1
sn − tn+1 +
∑
k 6=n,n+1
µk(sn − sn+1)
(sn+1 − tk)(sn − tk) .
We need to prove that the right-hand side is smaller than
µn+1
tn+1
− µn
tn
+ εn · µn+1
sn+1 − tn+1 .
This reduces to inequality
µnsn+1
(sn+1 − tn)tn +
µn+1sn
(tn+1 − sn)tn+1 < εn ·
µn+1
sn+1 − tn+1 ,
which follows from (16). Therefore, we have proved inequality (25).
Step 2. In order to prove (24) it is sufficient to show that
(27)
∑
k 6=n
µks
2
n
(tk − sn)2 < θ˜
(
µns
2
n+1
(sn+1 − tn)2 + εn
µn+1s
2
n+1
(sn+1 − tn+1)2
)
.
We will prove that
(28)
n−1∑
k=1
µks
2
n
(tk − sn)2 < θ˜
µns
2
n+1
(sn+1 − tn)2 ;
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(29)
N∑
k=n+1
µks
2
n
(tk − sn)2 < θ˜εn
µn+1s
2
n+1
(sn+1 − tn+1)2 .
From these two inequalities (27) follows.
2a. Notice that
θ˜
µns
2
n+1
(sn+1 − tn)2 > θ˜µn > 2µn−1 >
n−1∑
k=1
µks
2
n
(tk − sn)2 .
This proves (28).
2b. Inequality (29) follows from (16), θ˜ > 1
λ
and
N∑
k=n+1
µks
2
n
(tk − sn)2 <
µn+1s
2
n
(1− θ)(1− 3
λ
)2t2n+1
.
We have proved (29) and, therefore, (27). 
Now Lemmas 1 and 2 follow by induction from Statements 2, 3, 4 and Lemma 3.
4. Proof of Theorem 3
We will analyse one step of reversed Stieltjes algorithm. Suppose equation (13) holds.
Then obviously
(30) tn − b+
N−1∑
k=1
wk
sk − tn = 0; 1 +
N−1∑
k=1
wk
(sk − tn)2 =
1
µn
.
We will assume that
(i) b > sN−1λ and sn+1 > λsn for any n;
(ii) wn+1
wn
> κ sn+1
sn
and wn+1
s2
n+1
< θwn
s2n
for any n and some κ > 10, θ < 1;
(iii) 10θ−1s2N−1 <
∑N−1
k=1 wk <
1
10
κ−1bsN−1.
We will proceed in the same way as in Section 3.
4.1. Root localization. We are going to estimate tn.
Statement 5. We have
(
1− 2
κ
)
wn
b
< sn − tn <
(
1 + 2
λ
+ 2
κ
)
wn
b
for n < N and b <
tN <
(
1 + 1
λκ
)
b.
Proof. Case 1. n < N. From (30) we have
wn
sn − tn > b
(
1− 1
λ
)
−
(
1 +
2
λ
)∑
k>n
wk
sk
> b
(
1− 1
λ
)
− κ
−1bsN−1
5sN−1
> b
(
1− 1
λ
− 1
κ
)
.
Hence, sn − tn <
(
1 + 2
λ
+ 2
κ
)
wn
b
. On the other hand,
wn
sn − tn < b+
(
1 +
2
λ
)∑
k<n
wk
tn
< b+
κ−1bsN−1
5sN−1
<
(
1 +
1
κ
)
b.
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Case 2. n = N. From (30) we get tN > b and
tN < b+
N−1∑
k=1
wk
b− sk < b
(
1 +
1
λκ
)
.

Corollary 1. For n < N we have sn − tn < 15κn−Nsn.
Proof. It follows from wn
bsn
< κn−N+1 wN−1
bsN−1
. 
4.2. Lower bound. Now we are going to estimate µn+1
µn
.
Statement 6. We have (1 + εn)
2 µn+1
µn
> wn+1
wn
, where εn = κ
n−N+1, and µN
µN−1
> κ tN
tN−1
.
Proof. Case 1. n < N − 1. It is sufficient to show that
(1 + εn)
2 w
2
n
(sn − tn)2 >
(
wn+1 +
N−1∑
k=1
wkwn+1
(sk − tn+1)2
)
.
We are going to show that(
(1 + εn)wn
sn − tn −
wn+1
sn+1 − tn+1
)(
(1 + εn)wn
sn − tn +
wn+1
sn+1 − tn+1
)
> wn+1+
∑
1≤k≤N−1
k 6=n+1
wkwn+1
(sk − tn+1)2 .
Analogously to (18) we have
wn
sn − tn =
wn+1
sn+1 − tn+1 ·
tn+1 − sn
sn+1 − tn + tn+1 − sn +
∑
k 6=n,n+1
wk(tn+1 − sn)
(tn+1 − sk)(tn − sk) .
From Corollary 1 we have tn+1−sn
sn+1−tn
> 1− κn−N+1. Hence,
(1+εn)
wn
sn − tn−
wn+1
sn+1 − tn+1 >
(
1− 3
n−N+1
2λ
)
tn+1
(
1 +
∑
k 6=n,n+1
wk(tn+1 − sn)
(tn+1 − sk)(tn − sk)
)
.
Also,
(1 + εn)
wn
sn − tn +
wn+1
sn+1 − tn+1 > b.
Moreover, btn+1 > 5wn+1. This gives the desired.
Case 2. n = N − 1. It is sufficient to show that
w2N−1
(sN−1 − tN−1)2 > 2κ
b
sN−1
(
wN−1 +
N−1∑
k=1
wN−1wk
(sk − tN)2
)
.
Analogously to (18) we have
wN−1
sN−1 − tN−1 = tN − sN−1 +
N−2∑
k=1
wk(tN − sN−1)
(tN − sk)(tN−1 − sk) .
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Also, wN−1
sN−1−tN−1
> b
2
. Moreover,
w2N−1
(sN−1 − tN−1)2 > 5κ
b
sN−1
· w
2
N−1
(tN − sN−1)2 .
Also, btN > 10κ
b
sN−1
wN−1. This gives the required inequality. 
4.3. Upper bound. Now we are going to estimate µn
t2n
.
Statement 7. Let θ < 1
10
. Denote θ˜ = max
{
wn+1s
2
n
wns
2
n+1
, 1
λ
}
. Then (1 + εn)
3 θ˜ > µn+1t
2
n
µnt
2
n+1
for
εn = 6λ
n−N+1 + 2κn−N+1 and µN
t2
N
< θµN−1
t2
N−1
.
Proof. Case 1. n < N − 1.
It is sufficient to prove that
(31) t2n +
N−1∑
k=1
t2nwk
(sk − tn)2 < (1 + εn)
3θ˜
(
t2n+1 +
N−1∑
k=1
t2n+1wk
(sk − tn+1)2
)
.
Step 1. First, we compare main terms. We are going to prove that
(32)
t2nwn
(sn − tn)2 < (1 + εn)
2θ˜
t2n+1wn+1
(sn+1 − tn+1)2 .
This will follow from
wn
sn − tn −
wn+1
sn+1 − tn+1 <
wn
sn
− wn+1
sn+1
+
εn
2
· wn+1
sn+1 − tn+1 .
Notice that from (30) we have
wn
sn − tn −
wn+1
sn+1 − tn+1 = tn+1− tn+
wn
sn − tn+1 −
wn+1
sn+1 − tn +
∑
k 6=n,n+1
wk(tn+1 − tn)
(sk − tn+1)(sk − tn) .
So, we want to prove that
εn
2
· wn+1
sn+1 − tn+1 > tn+1−tn−
wntn+1
sn(tn+1 − sn)−
wn+1tn
sn+1(sn+1 − tn)+
∑
k 6=n,n+1
wk(tn+1 − tn)
(sk − tn+1)(sk − tn) .
Note that ∑
k 6=n,n+1
wk(tn+1 − tn)
(sk − tn+1)(sk − tn) < 2
wn−1
sn
+ 3
wn+2sn+1
s2n+2
We have
2
wn−1
sn
<
wntn+1
sn(tn+1 − sn) ,
and
3
wn+2sn+1
s2n+2
< 3
wn+1
sn+1
<
3
5
κ
n−N+1 wn+1
sn+1 − tn+1 .
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Also,
tn+1 − tn < 2λn−N+1b < 3λn−N+1 wn+1
sn+1 − tn+1 .
This gives us (32).
Step 2. Now we are going to compare the remaining terms on both sides. We will
show that
t2n +
∑
k 6=n
t2nwk
(sk − tn)2 < θ˜
(
t2n+1 +
t2n+1wn
(tn+1 − sn)2 + εn
t2n+1wn+1
(sn+1 − tn+1)2
)
.
Indeed,
t2n < θ˜t
2
n+1,∑
k<n
t2nwk
(sk − tn)2 < 2wn−1 < θ˜
t2n+1wn
(tn+1 − sn)2 ,∑
k>n
t2nwk
(sk − tn)2 <
3t2nwn+1
(sn+1 − tn)2 < κ
n−N+1θ˜
t2n+1wn+1
(sn+1 − tn+1)2 .
Case 2. n = N − 1.
Step 1. We again compare main terms. Since sN−1 − tN−1 > wN−12b ,
t2N−1wN−1
(sN−1 − tN−1)2 <
θ
2
t2N .
Step 2. We show that
t2N−1 +
∑
k≤N−2
t2N−1wk
(sk − tN−1)2 <
θ
2
(
t2N +
t2NwN−1
(tN − sN−1)2
)
.
Indeed,
t2N−1 <
θ
2
t2N ,∑
k≤N−2
t2N−1wk
(sk − tN−1)2 < 2wN−2 <
θ
2
t2NwN−1
(tN − sN−1)2 .

Now Theorem 3 follows by induction.
4.4. Remark about lacunarity of
{
µk
tk
}
. We show that if we omit the lacunarity
condition for
{
µk
tk
}
, then analysis of the corresponding Jacobi matrix coefficients can
be more cumbersome. We still assume lacunarity of {tk}, {µk} and
{
µk
t2
k
}
.
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We fix some spectral data {µk}Nk=1, {tk}Nk=1 that satisfies these conditions and then let
tN tend to ∞. Now we analyze what happens after one step of the Stieltjes algorithm
(we again use (13)). We will study asymptotics of qn.
Let also
−
(
N−1∑
k=1
µk
tk − z
)−1
= a′z − b′ +
N−2∑
k=1
w′k
s′k − z
.
Then, because of (14), when tN →∞ we have sk → s′k and wk → w′k for 1 ≤ k ≤ N−2.
Now we need to analyze asymptotics of sN−1 and wN−1.
We have
N−1∑
k=1
µk
sN−1 − tk =
µN
tN − sN−1 .
Hence,
sN−1
tN
>
∑N−1
k=1 µk∑N
k=1 µk
,
tN − sN−1
tN − tN−1 >
µN∑N
k=1 µk
.
In particular this means that sN−1 ∼ tN . Moreover,
1
wN−1
=
N∑
k=1
µk
(sN−1 − tk)2 ∼
µN
(tN − sN−1)2 ∼
1
t2N
.
So, wN−1 → ∞. By (12) we see that q2 ∼ sN−1 ∼ tN . This means that ratio q2 over
tN−1 can be arbitrarily big.
5. Proof of Theorem 1 and Fock-Type Spaces
We use notation from Section 1.1. We also assume that rk+1 > λrk, νk+1 > κνk and
νk+1
r2
k+1
< θ νk
r2
k
for some λ > 1000,κ > 1000 and θ < 1. The corresponding spectral data
measure of Jacobi matrix is given by σ =
∑∞
k=1 σkδrk , where
(33) σk = cν
−1
k r
2
k
∏
l 6=k
(
1− rk
rl
)−2
.
Here c is a normalizing constant such that σ(R) = 1. Clearly,
(34)
(
1− 10
λ
)
κ
(
rk+1
rk
)2k−2
<
σk
σk+1
<
(
1 +
10
λ
)
θ
(
rk+1
rk
)2k
.
Now our goal is to estimate spectral data
{
σ
(1)
k , r
(1)
k
}
after one step of the Stieltjes
algorithm.
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5.1. Change of variables. Let τk = r
−1
k , αk = σkr
−1
k and ζ = z
−1. Note that
∑
k≥1
σk
rk − z = z
−1
∑
k≥1
σkr
−1
k
z−1 − r−1k
= ζ
∑
k≥1
αk
ζ − τk ,
∑
k≥1
σk
(rk − z)2 =
1
rkz2
∑
k≥1
σkr
−1
k
(z−1 − r−1k )2
= ζ2
∑
k≥1
αkτk
(ζ − τk)2 .
Thus, analyzing one step of Stieltjes algorithm for {αk, τk} will help us to analyze
Stieltjes algorithm for {σk, rk}. Let {α(1)k , τ (1)k } be spectral data after one step of Stieltjes
algorithm, applied to data {αk, τk}.
Then τk > λτk+1 and(
1− 10
λ
)
καk+1
(
τk
τk+1
)2k−1
< αk <
(
1 +
10
λ
)
θαk+1
(
τk
τk+1
)2k+1
.
For the reader convenience in this subsection we will consider the finite case (taking
{αk, τk}Nk=1). Then we will take limit in N .
We put µk = αN−k+1, tk = τN−k+1. And now we can proceed in the same manner
as in Section 3, since µn+1
µn
>
(
1− 10
λ
)
κ
(
tn+1
tn
)2N−2n−1
. In particular, Statements 1, 2,
Lemma 3 and (16) still hold (we again use (14)).
Now, r
(1)
n =
1
τ
(1)
N−n
which is approximated by
1
sN−n
and
σ(1)n =
(∑
k≥1
σk
(r
(1)
n − rk)2
)−1
=
(
(τ (1)n )
3
∑
k≥1
αk
(τ
(1)
n − τk)2
)−1
,
which is approximated by
wN−n
s3N−n
.
Lemma 4. Let δn = 4max
(
N−n−1
λN−n−1
, N−n−1
κN−n−2λ
)
. Then (1 + δn)
2wn+1
wn
> µn+1
µn
.
Proof. Since µn+1
(tn+1−sn)2
> µn+1
µn
· µn
(sn+1−tn)2
, it is sufficient to prove that
(35)
(
(1 + δn)µn
sn − tn −
µn+1
sn+1 − tn+1
)(
(1 + δn)µn
sn − tn +
µn+1
sn+1 − tn+1
)
>
∑
k 6=n,n+1
µn+1µk
(sn+1 − tk)2 .
Now, from (19) we have
µn+1
sn+1 − tn+1 <
µn
sn − tn +
∑n−1
k=1 µk(tn+1 − tn)
(tn+1 − tn−1)(tn − tn−1) +
N∑
l=n+2
µl(tn+1 − tn)
(tl − sn+1)2 .
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Note that∑n−1
k=1 µk(tn+1 − tn)
(tn+1 − tn−1)(tn − tn−1) <
(
λ
λ− 1
)3
· µn−1
tn
<
(
λ
λ− 1
)3
· µN
λκN−ntN
.
Moreover,
N∑
l=n+2
µl(tn+1 − tn)
(tl − sn+1)2 <
(
λ
λ− 2
)2 N∑
l=n+2
µltn+1
t2l
. Notice that
N∑
l=n+2
µltn+1
t2l
<
N∑
l=n+2
µl
tlλl−n−1
<
µN
tN
max
(
N − n− 1
λN−n−1
,
N − n− 1
κN−n−2λ
)
.
Then
(1 + δn)µn
sn − tn −
µn+1
sn+1 − tn+1 >
δnµn
sn − tn −
δn
2
µN
tN
.
From Statement 1, µn
sn−tn
> µN
tN
. Then we get
(1 + δn)µn
sn − tn −
µn+1
sn+1 − tn+1 >
∑n−1
k=1 µk(tn+1 − tn)
(tn+1 − tn−1)(tn − tn−1) +
N∑
l=n+2
µl(tn+1 − tn)
(tl − sn+1)2 .
Furthermore, (1+δn)µn
sn−tn
+ µn+1
sn+1−tn+1
> µn+1
tn+1−tn
. These two inequalities imply (35). 
Lemma 5. Let θ˜ = µn+1t
2
n
µnt
2
n+1
. Then wn+1s
2
n
wns
2
n+1
< (1 + εn)
3 θ˜, where εn = 5(κ − 1)1+n−N .
Proof. Note that θ˜ > λ, since µn+1
µn
>
t3
n+1
t3n
for n ≤ N − 2.
We want to prove the following inequality
(36)
N∑
k=1
µks
2
n
(tk − sn)2 < (1 + εn)
3 θ˜
N∑
k=1
µks
2
n+1
(tk − sn+1)2 .
Step 1. First, we compare the main terms. We are going to show that
(37)
µns
2
n
(sn − tn)2 < (1 + εn)
2 θ˜
µn+1s
2
n+1
(sn+1 − tn+1)2 .
It is sufficient to prove that
µ2ns
2
n
t2n(sn − tn)2
< (1 + εn)
2 µ
2
n+1s
2
n+1
t2n+1(sn+1 − tn+1)2
,
which will follow from
µn
sn − tn −
µn+1
sn+1 − tn+1 <
µn+1
tn+1
− µn
tn
+ εn · µn+1
sn+1 − tn+1 .
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We use (26). Let us prove that the right-hand side in (26) is smaller than µn+1
tn+1
− µn
tn
+
εn · µn+1sn+1−tn+1 . So, we want to show that
µnsn+1
(sn+1 − tn)tn +
µn+1sn
(tn+1 − sn)tn+1 < εn ·
µn+1
sn+1 − tn+1 +
∑
k 6=n,n+1
µk(sn+1 − sn)
(sn+1 − tk)(sn − tk) .
From (16) we see that both terms on the left-hand side are less than εn
2
· µn+1
sn+1−tn+1
.
Therefore, we have proved inequality (37).
Step 2. In order to prove (36) it is sufficient to estimate
∑
k 6=n
µks
2
n
(tk−sn)2
.
We have
µn+1s
2
n
(tn+1 − sn)2 < θ˜εn
µn+1s
2
n+1
(sn+1 − tn+1)2 ;
µks
2
n
(tk − sn)2 < θ˜
µks
2
n+1
(tk − sn+1)2 , k ≥ n+ 2.
Also,
n−1∑
k=1
µks
2
n
(tk − sn)2 <
µn−1
(1− 1
λ
)3
< θ˜
µns
2
n+1
(sn+1 − tn)2 .
This proves (36). 
Corollary 2. We have r
(1)
n+1 > λr
(1)
n and(
1− 20n
κn
)
σn+1r
2
n+2
σn+2r
2
n+1
<
σ
(1)
n
σ
(1)
n+1
<
(
1 +
20
κn
)
σn+1r
2
n+2
σn+2r
2
n+1
.
Proof. From Statement 2 we know that sk+1 > λsk, hence, since s
−1
N−n approximate r
(1)
n ,
we get that r
(1)
n+1 > λr
(1)
n .
In turn, σ
(1)
n is approximated by
wN−n
s3N−n
. Moreover,
wN−ns
3
N−n−1
wN−n−1s3N−n
> (1− 4δN−n−1)2
µN−ns
3
N−n−1
µN−n−1s3N−n
>
(
1− 20n
κn
)
σn+1r
2
n+2
σn+2r2n+1
;
wN−ns
3
N−n−1
wN−n−1s
3
N−n
< (1 + εN−n−1)
3µN−nt
2
N−n−1sN−n−1
µN−n−1t
2
N−nsN−n
<
(
1 +
20
κn
)
σn+1r
2
n+2
σn+2r
2
n+1
.
Now we just take N →∞. 
Now combine corollary above with (34).
Corollary 3. We have(
1− 20n
2
κn
)
κ
(
r
(1)
n+1
r
(1)
n
)2n−2
<
σ
(1)
n
σ
(1)
n+1
<
(
1 +
20n
κn
)
θ
(
r
(1)
n+1
r
(1)
n
)2n
.
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Corollary 4. For evety l > 0,
1
10
κ
(
r
(l)
n+1
r
(l)
n
)2n−2
<
σ
(l)
n
σ
(l)
n+1
< 10θ
(
r
(l)
n+1
r
(l)
n
)2n
.
5.2. Proof of Theorem 1. Let {ρn, qn} be the entries of the corresponding Jacobi
matrix. We write σ
(n)
k , r
(n)
k for the data on the n-th step of the Stieltjes algorithm.
Then
(38) qn =
∑
k≥1
σ
(n)
k r
(n)
k , ρ
2
n =
∑
k≥1
σ
(n)
k
(
r
(n)
k
)2
−
(∑
k≥1
σ
(n)
k r
(n)
k
)2
.
Using (33), (38) and Corollary 2 we get the desired inequalities.
6. Proof of Canonical Systems Theorems
6.1. Proof of Theorem 4. Because of (5), we have
√
1− δ21
δ1
= q1l1 = 1000. Since
(39)
1
δ
− 1 <
√
1− δ2
δ
<
1
δ
,
We have 1
1001
< δ1 <
1
1000
.
Now we prove Theorem 4 by induction on n.
Induction step. n 7→ n+ 1.
Estimates of ln+1. Because of the induction hypothesis we have
1
δn
− 1 < qnln < 2δn .
Hence, 1−δn
qn
< lnδn <
2
qn
. Using (6), we get
(40)
q2n
2ρ2n
<
ln+1
ln
<
q2n
(1− δn)2ρ2n
.
Estimates of δn+1. Clearly,
√
1−δ2n
δn
< qnln < 2
√
1−δ2n
δn
. Therefore,
1
2
·
√
1− δ2n+1
δn+1
· δn√
1− δ2n
<
qn+1ln+1
qnln
<
√
1− δ2n+1
δn+1
· δn√
1− δ2n
+ 1.
Using (40),
(41)
qn+1qn
3ρ2n
<
δn
δn+1
<
3qn+1qn
ρ2n
.
Now combination of (40) and (41) gives the desired inequalities.
✷
6.2. Proof of Theorem 5. This proof is analogous to the proof of Theorem 4. We
again proof (40) and (41) and deduce Theorem 5 from them.
✷
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