The standard mathematical approaches to topology, point-set topology and algebraic topology, treat points as the fundamental, unde ned entities, and construct extended spaces as sets of points with additional structure imposed on them. Point-set topology in particular generalises the concept of a`space' far beyond its intuitive meaning. Even algebraic topology, which concentrates on spaces built out of`cells' topologically equivalent to n-dimensional discs, concerns itself chie y with rather abstract reasoning concerning the association of algebraic structures with particular spaces, rather than the kind of topological reasoning which is required in everyday life, or which might illuminate the metaphorical use of topological concepts such as`connection' and`boundary'. This paper explores an alternative to these approaches, RCC theory, which takes extended spaces (`regions') rather than points as fundamental. A single relation, C (x; y) (read`Region x connects with region y') is axiomatised as the basis of the topological part of RCC theory. RCC theory has deep roots in the philosophical logic literature: advocacy of region-based rather than point-based spatial and temporal representation has links with a broader opposition to the view that set theory and predicate logic together provide an adequate basis for the formal representation of the world. The implications of adopting a region-based approach to topology such as RCC theory are discussed. RCC theory and conventional topology are compared as approaches to what might be called`commonsense' or`everyday' topology: the topological properties and relations of entities which can be embedded in a Euclidean space of three or fewer dimensions.
Introduction
This paper describes and contextualises the topological aspect of a logic-based, Arti cial Intelligence approach to formalising the qualitative description of spatial properties and relations, and reasoning about those properties and relations. This approach, known as RCC (`Region-Connection Calculus') theory, has been under development for several years at the University of Leeds (Randell, Cui and Cohn 1992 , Cohn, Randell, Cui and Bennett 1993 , Bennett 1994 , Gotts 1994 1 . The main rationale for this project is that qualitative descriptions of spatial properties and relationships, and qualitative spatial reasoning, are of fundamental importance in human thinking about the world: even where quantitative spatial data are most important (as for example in architecture, engineering and medicine), they must be attached to the components of a perceived spatial structure (of walls and oors, girders, bodily organs or cells) if we are to make use of them. RCC theory covers other qualitative aspects of spatial description and reasoning (in particular, it deals with the notion of convexity), but the topological properties and relations of spatially extended entities are fundamental to our work. The topological formalisms used by mathematicians are, in general, not well suited to the task of formalising the kinds of`commonsense' or`everyday' qualitative spatial description and reasoning which are our primary interest, as will be discussed below. Nevertheless, we must come to grips with the concepts of topology as practised by mathematicians if we are not to risk constantly`reinventing wheels'.
Although our work is not primarily philosophical in nature, we do believe that it is of relevance to philosophers. We nd ourselves addressing the relations between logic, mathematics, language and`commonsense'; the relations between di erent kinds of spatial or spatially-related entities (points, regions, physical objects and their surfaces, etc.); and questions about how to deal with time and change, imprecision and uncertainty, in the context of spatial properties and relations. It is of considerable philosophical interest to compare alternative approaches to formalising spatial | speci cally, topological | description and reasoning as we do here. This paper is concerned to show by example that there are alternatives to the standard mathematical approach, and to explore some of the advantages and drawbacks of one such approach.
The standard mathematical approaches to topology, point-set or general topology on the one hand and algebraic topology on the other, treat points as the fundamental, unde ned entities, and construct extended spaces as sets of points with additional structure imposed on them. Point-set topology in particular generalises the concept of a`space' far beyond its intuitive meaning. Even algebraic topology, which deals with spaces constructed from cells' equivalent to the n-dimensional analogues of a (2-dimensional) disc, concerns itself chie y with rather abstract reasoning concerning the association of algebraic structures such as groups and rings with such spaces, rather than the kinds of topological reasoning required in everyday life, or those which might illuminate the metaphorical use of topological concepts such as`connection ' and`boundary'. This paper explores an alternative to these approaches, RCC theory, which takes extended spaces (`regions') as fundamental; points, if used at all, are de ned in terms of regions. A single relation, C(x; y) (read`Region x connects with region y') is axiomatised as the basis of the topological part of RCC theory. Regions may be considered as spatial, temporal, or spatiotemporal, although in any particular model all regions have the same dimensionality. RCC theory has deep roots in the philosophical logic literature. Advocacy of region-based rather than point-based spatial and temporal representation has links with a broader opposition to the view that set theory and predicate logic provide an adequate basis for the formal representation of the world.
The paper presents and discusses the set of axioms currently constituting the topolog-
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The name`RCC' was invented only recently; it is not used in many of our earlier papers.
ical part of RCC theory, showing that a considerable range of topological concepts can be reconstructed from the single primitive C (x; y), without`building in' such concepts as dimensionality and boundaries, or using the (point-based) concept of mappings between spaces, but also that reconstructing such concepts from C is by no means simple. RCC theory and mathematical topology are compared as approaches to describing and reasoning about the topological properties and relations of entities which can be embedded in a Euclidean space of three or fewer dimensions. RCC's limitations are examined along with its advantages; this paper is aimed at exploring an alternative to conventional topology rather than advocating it. The paper also covers the idea of`conceptual neighbourhoods': RCC theory allows the de nition of a set of eight`base relations', one and only one of which must hold between a pair of regions. Under certain assumptions, some sets of these base relations form`conceptual neighbourhoods': a smooth transition is possible from any one of the set to any other, without passing through any base relation outside the neighbourhood. The usefulness of conceptual neighbourhoods in representing and reasoning about change is described, and some of their implications are explored. Finally, some existing and potential applications are brie y discussed.
2 Point-Set and Algebraic Topology Topology as developed by mathematicians over the last century has shown the tendency, common to much of mathematics, towards increasing abstraction and generality; much of it is thus of little or no obvious relevance to those attempting to formalise commonsense spatial reasoning. Nevertheless, those attempting to develop alternatives to the conventional mathematical approach should have some understanding of it.
Mathematical topology is divided into two main branches: general or point-set topology, and algebraic topology. Point-set topology, as its name suggests, is closely linked to set theory: a`topological space' can be de ned (Armstrong 1979, p.28) simply as a set (the members of which are generally called`points'), together with a set of`open' subsets of that set. The set of points may be nite or in nite, and if in nite, countable (like the integers) or uncountable (like the real numbers). A given set S (if it has more than 1 member), can be given di erent topologies. In any particular topology on S, the following conditions must be met: When n-dimensional Euclidean space (the n-fold Cartesian product of the set of real numbers, referred to here as E n ) is considered, we can de ne a topology on it (the`usual topology') in which any set of points is an open set if any member of the set is surrounded by an n-dimensional`disc' of points which also belong to the set. Thus, all the points at less than a speci ed distance from some given point form a open set. All the points at less than or equal to a speci ed distance from some given point form a closed set. (There are of course many other open and closed sets in this topology of E n , and many sets that are neither open nor closed). We can say that in E n a closed set includes its own boundary, and an open set excludes it.
Two topological spaces X and Y are homeomorphic or topologically equivalent i there is a one-to-one continuous function from X onto Y , with a continuous inverse. Intuitively, continuous functions are those under which the images of nearby points remain nearby to each other; formally, f : X ! Y is continuous i the inverse image of each open set in Y is an open set in X. Topology is sometimes characterized as`rubber-sheet geometry' because one subspace of an n-dimensional Euclidean space is homeomorphic to another if it can be distorted into the same shape as the other, without tearing adjacent parts apart, or gluing non-adjacent ones together. In fact, however, the characterization is inexact, because such tearing is permitted, so long as the tears are afterwards repaired so that formerly adjacent points come together again. For example, if we take a rubber ring (a`solid torus'), cut it, tie a knot in it, and rejoin the ends just as they were before the operation, the resulting object is homeomorphic to the one we started with. It is, however, embedded in 3-space in a topologically di erent way.
The central concern of algebraic topology is to nd algebraic invariants of spaces: to discover systematic ways of associating algebraic objects with spaces, in such a way that any two homeomorphic spaces have the same invariant. A simple example is the Euler number (an integer), used to distinguish between nite surfaces without boundaries (such as the sphere, torus and double torus). Draw any network of faces, edges and vertices on such a surface (a`face' must be homeomorphic to a disc), and calculate v + f ? e (number of vertices plus number of faces minus number of edges). For a given surface, the answer will always be the same: 2 for the sphere, 0 for the torus, ?2 (n?1) for an n-hole torus. However, this invariant cannot distinguish all closed surfaces: the Klein bottle, a`nonorientable' 2 closed surface, has Euler number 0, like the torus, and in fact there is a nonorientable closed surface with any Euler number less than 2. In general, algebraic topology uses more complex algebraic objects than integers as invariants (e.g. polynomials, groups, and rings).
We can contrast the approaches taken to de ning or describing spaces in point-set topology and algebraic (particularly combinatorial) topology. In the former, we begin with a very general de nition of what it is to be a topological space. Subtypes of topological space can then be de ned by adding further axioms. For example, we can insist that a space be connected (i.e., that it does not consist of two or more separate parts), by adding an axiom specifying that any two nonempty open sets of points that together include all the points in the space must share at least one point. In algebraic topology we begin with a limited range of fundamental components (e.g. points, lines, triangles, tetrahedra and their higherdimensional analogues | the general term is`simplices' | in the case of the sub eld of combinatorial topology), and build other spaces by sticking these together in speci ed ways.
In this respect, our own approach, RCC theory, resembles point-set rather than algebraic topology.
3 Drawbacks of Mathematical Topology as an Formalism for Qualitative Spatial Reasoning
As the foregoing outline indicates, topology as developed by mathematicians over the last century is relatively remote from the kinds of spatial reasoning employed in everyday life. Its central aims are to investigate, and prove results concerning, the properties of entire classes of spaces, while ours are to nd perspicuous ways to represent and reason about the topological properties and relations of spatially extended entities embedded in the space of everyday experience. We note in particular that neither point-set nor algebraic topology is particularly well-adapted to reasoning of forms such as:
Given that region a is in relation R 1 to region b, and region b is in relation R 2 to region c, what relations may or must hold between a and c?
Reasoning of this kind is frequently required in the kinds of application areas we wish to consider. Regions a, b and c might be geographically-de ned regions in a geographical information system (GIS), regions through which a robot must move some part of itself or something it is holding, regions on a diagram that is to be drawn from a description, and so on. Of course, it might be possible to adapt the conventional mathematical formalisms for our purposes, and indeed this strategy is sometimes adopted (Egenhofer and Franzosa 1991 , Egenhofer and Franzosa 1995 , Worboys and Bofakos 1993 . However, there are considerations which have led us to adopt an alternative approach. This section discusses some of the relevant issues.
What we want from a topological formalism can be summarised as follows: Logical Consistency Expressiveness/Flexibility Computational E ciency Comprehensibility/Intuitiveness The rst requirement, that of logical consistency, is absolute, but gives us no grounds for rejecting the conventional mathematical approach. Something has already been said about the second requirement: we want a formalism that makes it easy to express the kinds of commonsense' or`everyday' topological properties and relations we are mostly concerned with. Ideally, these should form the basis of the formalism we use. Speci cally, since we are concerned largely with spatially extended entities, particularly physical objects (and the spatial regions they occupy) and geographical regions, extended regions should if possible be fundamental or`primitive' spatial entities in our formalism, rather than being de ned as sets of points.
The treatment of points as fundamental is one of the central features of mathematical topology. A minority tradition, generally referred to as`mereology' (Le sniewski 1927 -1931 , Simons 1987 or`calculus of individuals' (Clarke 1981 ) regards this as a philosophical error, on the grounds that all physical objects are`really three-dimensional', and/or that, in some sense, we`experience' regions, but not points, directly. We do not have to adopt these arguments in order to want to avoid treating regions as secondary, de ned entities: indeed, the authors themselves have di erent views here.
There are two further problems with the conventional formalisms of mathematical topology from our point of view, which bear on the last two desiderata for a topological formalism listed above. The rst is that, as the previous section shows, de ning the fundamental objects of mathematical topology (topological spaces) requires us to quantify over arbitrary sets of points, and indeed over sets of sets of points. (Recall that a topological space is any set, together with a set of its subsets obeying certain axioms, and one of these axioms in turn requires us to consider arbitrary unions of these subsets.) We prefer, if possible, to use a strictly rst-order theory, in which quanti cation is restricted to variables which range over individuals. The logical and computational properties of rst-order theories are comparatively well-understood. In particular, rst-order predicate calculus (the purely logical part of a rst-order theory) is complete: anything which is true in every model of the axioms of rst order predicate calculus is a theorem (i.e., can in fact be proved from the axioms). So long as we are careful what non-logical axioms we add, this completeness can be preserved 3 .
The second problem is that topology as practised by mathematicians gives rise to some highly counter-intuitive objects and assertions. For example, most people nd the properties of perhaps the best-known`topological object', the M obius strip, highly counter-intuitive. Figure 1 illustrates this one-sided surface 4 , and what happens when it is cut down the middle: it does not, as commonsense would suggest, fall in half, but becomes a knotted band. Another case in which mathematical topology appears to con ict with commonsense is that of the contrast betwen`open' and`closed' sets of points in Euclidean space. The left half of gure 2 depicts a disc with and without its boundary, and with just part of its boundary. Of course, the depiction has to show the boundary as having a nite thickness, which, mathematically, it does not possess. This, indeed, is the very point that appears 3 Unfortunately, rst order predicate calculus is not decideable: there is no procedure guaranteed to decide in nite time whether something is a theorem or not, although if it is a theorem, this could in theory be discovered by generating all proofs in order of their length. Bennett (Bennett 1994 , Bennett 1995 ) is currently working on decideable logical systems related to RCC. 4 Its`one-sidedness' actually depends on the M obius strip being embedded in three-dimensional space: it is an`extrinsic' rather than an`intrinsic' property (see section 6).
counter to commonsense: all three discs, if superimposed, would cover exactly the same area; yet the second includes points which the others do not, and the third includes some that the rst does not. The right half of gure 2 illustrates the homeomorphism between a nite open line-segment, and an in nite line. The nite line-segment has been bent into an arc of a circle, and must be considered as excluding its end-points. The homeomorphism is constructed by drawing lines from a point midway between the arc's endpoints, through the arc and onto the in nite line. It can be seen that every point on the line-segment corresponds to one on the in nite line, and vice versa, and that the images of nearby points remain nearby. Thus an open nite line-segment is topologically distinct from a closed nite line-segment, but topologically equivalent to an in nite line! Finally, consider gure 3, which shows the rst few stages in constructing a line that completely lls a two-dimensional area. Further stages of the process would make the line more and more convoluted, and it can be shown that if the process is taken to its limit, the curve passes arbitrarily close to every point in the square. It can be shown, incidentally, that a nite line-segment contains`as many' points as the whole of E n , for any n. What should be our attitude to the clashes between mathematical and commonsense topology illustrated here? In some cases, it seems reasonable to say that commonsense is simply wrong: the M obius strip shows that every surface does not have two sides, contrary to our naive expectation. In the other cases shown, it is less clear that the commonsense view is wrong: they can be regarded as stemming from treating spatially extended regions as sets of points, and allowing any set of points to constitute a subspace of E n on, so to speak, an ontologically equal basis. RCC can be regarded in part as an attempt to preserve, formalise and re ne the commonsense aspects of topology, while avoiding some of those aspects of mathematical topology which con ict with it, and are an unnecessary complication in everyday spatial reasoning.
RCC Theory: Topology Based on Regions and Connection
It was noted in the previous section that there is a minority tradition in the philosophical and logical literature which rejects the treatment of space as consisting of an uncountably in nite set of points, and prefers to take spatially extended entities as primitives. Works by logicians and philosophers who have investigated such alternative approaches (`mereology' 5 or`calculus of individuals') include (Whitehead 1929) , (Le sniewski 1927 (Le sniewski -1931 ) (Le sniewski was the originator of the term`mereology'), (Leonard and Goodman 1940) , (Tarski 1956) , and more recently (Clarke 1981 , Clarke 1985 ) (Clarke developed the the immediate`ancestor' of RCC), (Simons 1987 ) (Simons reviews much of the earlier work in this area), (Varzi 1993) and (Smith 1994).
Clarke's`calculus of individuals based on connection' (Clarke 1981 ) is presented as an uninterpreted calculus, but he follows Whitehead in suggesting an interpretation in which individual variables range over spatio-temporal regions, and`x is connected with y' means that x and y share a common point. The current version of RCC is a result of modifying this calculus in two main ways. First, the aspects of Clarke's system that are not purely rst-order were dropped (see (Randell and Cohn 1989) for this early version of RCC). Second, Clarke's calculus maintains the distinctions between closed, open and semi-open regions discussed in the preceding section. It was decided in the course of 1992 (Randell, Cui and Cohn 1992) to modify RCC to avoid these distinctions. Clarke also de nes points, as sets of regions, but (Biacino and Gerla 1991, Vieu 1993 ) both point out aws in this de nition and suggest alternatives, the former within an approach similar to the modi ed RCC. Vieu and colleagues have developed Clarke's approach in a di erent direction from our own (Asher and Vieu 1995) . We have not felt the need to add points to RCC itself.
From the`commonsense' point of view, as argued above, it seemed odd to have open, semi-open and closed regions. Moreover, given the explicit use of di erent types of topological regions for describing space, it is natural to regard a physical object as occupying a closed region, so that the space it does not occupy is an open one. If we consider a body which is broken into two parts, then we have a problem: how to split the regions so formed. Any closed region that is split into two must result in at least one semi-open part, so which should this be? 6 Clarke's calculus of individuals is simply presented as an unsorted rst order theory, and as such, questions of implementation are understandably not addressed. However, we had to keep implementational and e ciency questions to the fore. We chose to use a sorted logic, since their e ectiveness in reducing the search space for many problems in automated reasoning is well known. We decided to use Cohn's sorted logic LLAMA (Cohn 1987 , Cohn 1992 , but the necessary groundwork proved di cult and tedious, partly because of the number of potential subsorts of the sort REGION we appeared to need. This in part stemmed from the topological basis of the version stemming from Clarke's theory: by having three kinds of regions (open, closed, semi-open) , the number of sorts was immediately increased threefold.
5`M ereology' means the formal theory of part, whole and related concepts.
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It is interesting to note too that the same di culties for space also arise in the temporal model, for example, deciding whether the order of intervals should be either ( ], or ). See (Galton 1990 ) for further discussion.
Taking these factors into account, we decided to investigate how the theory could be simpli ed; the revised version is presented below, in a form slightly di erent from its rst presentation in (Randell, Cui and Cohn 1992) . No change from the content of that version is intended.
First, there are two axioms establishing that C is re exive and symmetric:
(A1) 8xC(x; x) (A2) 8x; y C(x; y) ! C(y; x)];
Additional pairwise region-relations are de ned in (Randell, Cui and Cohn 1992, section 4) in terms of C. De nitions and intended meanings of those used here are given below.
DC(x; y) def :C(x; y) (x is disconnected from y) P(x; y) def 8z C(z; x) ! C(z; y)] (x is part of y) PP(x; y) def P(x; y)^:P(y; x) (x is a proper part of y) EQ(x; y) def P(x; y)^P(y; x) (x coincides with y) O(x; y) def 9z P(z; x)^P(z; y)] (x overlaps with y) DR(x; y) def :O(x; y) (x is discrete from y) PO(x; y) def O(x; y)^:P(x; y)^:P(y; x) (x partially overlaps y) EC(x; y) def C(x; y)^:O(x; y) (x externally connects with y) TPP(x; y) def PP(x; y)^9z EC(z; x)^EC(z; y)] (x is a tangential proper part of y) NTPP(x; y) def PP(x; y)^:9z EC(z; x)^EC(z; y)] (x is a nontangential proper part of y).
Further axioms assert or (in one case) deny the existence of a region with particular C relations, unconditionally for the universal region u, conditional on the existence of another region or regions for the`quasi-boolean' functions 7 compl (complement of a region), and sum and prod (sum and product of a pair of regions). Compl and prod are partial over the domain of regions (compl(x) is only a region when x is not u, and prod(x; y) only when O(x; y) is true). Using LLAMA, the functions are rendered total by introducing a sort NULL, disjoint from the sort REGION; and specifying sortal restrictions on the functions' arguments; use of a sorted logic thus made possible simpler axioms than would otherwise have been the case. We specify that the quasi-boolean functions, as well as C and the other relations de ned in terms of it, can only take arguments of sort REGION; any expression within which any of these functions or relations are apparently applied to an argument of sort NULL has no semantics. The axioms below depend on this restriction.
(A3) 8x C(x; u)] (A4) 8x; y C(y; compl(x)) :NTPP(y; x)]^ O(y; compl(x)) :P(y; x)]] (A5) 8x; y; z C(z; sum(x; y)) C(z; x) _ C(z; y)] (A6) 8x; y; z C(z; prod(x; y)) 9w P(w; x)^P(w; y)^C(z; w)]] (A7) 8x; y NULL(prod(x; y)) DR(x; y)].
Given these axioms, we can de ne another function, di : 8x; y; z C(z; di (x; y)) def C(z; prod(x; compl(y)))].
Finally, there is the`non-atomic axiom': (A8) 8x9y NTPP(y; x)].
This su ces to prove that all regions have an in nite number of NTPPs, and also the`remainder theorem': that given a proper part (PP) of a region, there is another proper part that is discrete (DR) from it. This theorem does not hold in Clarke's calculus, where the interior of a closed region is a proper part of it, but there is no region which is part of the closed region but 7`Q uasi-boolean', not`boolean' because there is no`zero' or`empty' region. discrete from its interior. The complement axiom, (A4), has the consequences that a region is connected to its complement, and that the universal region u is one-piece or self-connected: any two regions which sum to it are connected to each other (again, these results do not hold in Clarke's calculus). We de ne the`self-connected' predicate as follows:
CON(x) def 8y; z EQ(x; sum(y; z)) ! C(y; z)].
The form taken by (A4) also has the consequence that, even if (A8) is dropped, the only consistent atomic version is one with a single region; a possible drawback of this approach. (Randell, Cui and Cohn 1992) suggests ways of constructing atomic versions of RCC, but these have not as yet been developed.
The upper part of gure 4 shows a lattice de ning a`subsumption hierarchy' of possible relations between pairs of regions, all of which are de neable purely in terms of C . Lines connect more restrictive relations (below) to more inclusive ones (above). Among the relations de ned in terms of C, much of the existing work on RCC picks out a set of eight`jointly exhaustive and pairwise disjoint' (JEPD) relations: DC, EC, PO, EQ, TPP, NTPP, TPPi and NTPPi (the last two are inverses of the two before). This set is known as the`RCC-8' set, or the`base relations', and has been given considerable emphasis. A JEPD set is one such that one and only one of the set of relations will hold between any ordered pair of entities. Pictures representing intuitive interpretations of the RCC-8 are shown in the lower part of gure 4. Tables and Conceptual Neighbourhoods The main reasoning mechanism used by RCC is the composition table | a precomputed matrix containing information about the transitive closure of pairs of RCC relations. Such tables are also used by other relational calculi, notably James Allen's calculus of temporal intervals (Allen 1983) and are often referred to by the alternative name of transitivity tables. Generating such tables is an interesting problem in its own right. For each table entry it must be proven that R 1 (a; b)^R 2 (b; c)`R 3 (a; c) and also that the disjunction of entries for each R 3 (a; c) is the strongest possible i.e. no strict subset of R(a; c) is also a consequence of R 1 (a; b)^R 2 (b; c). This task has been accomplished for RCC-8 using a low-level bit manipulation technique . However, for variations of RCC with more base relations (e.g. see , where information about convexity is used in addition to topological information) this approach is not viable. Instead, an alternative method based on intuitionistic logic has been successfully implemented by Bennett (Bennett 1994) .
Composition tables provide us with a mechanism for reasoning within a static world. We now turn our attention to the task of reasoning about dynamic worlds in which spatial relationships between regions may change with time. For example, two regions, a and b, initially touching may move apart thus changing their spatial relationship from EC (a; b) to DC (a; b). However, not every pair of topological relationships has a direct transition, if we assume that change takes place`smoothly' 8 . Two regions, a and b, cannot change from being disconnected (DC (a; b)) to overlapping (PO (a; b)) directly | they must pass through an intermediate stage where they just meet (EC (a; b) ). The graph of gure 5 shows all possible direct topological transitions for RCC-8. Such a graph is referred to as a continuity network 8 Note that here we have assumed all regions to be CON. The story would be di erent if non-CON regions were also considered. and can be regarded as an instance of Freksa's (Freksa 1991 , Freksa 1992 ) notion of conceptual neighbourhood. According to this, two relations drawn from a pairwise exclusive and jointly exhaustive set (such as the RCC-8 base relations) can be called conceptual neighbours if one can be transformed into the other by a process of gradual, continuous change which does not involve passage through any third relation. Any subset of such a set of pairwise exclusive and jointly exhaustive relations is a conceptual neighbourhood if any pair belonging to the subset can form the two ends of a`chain' in which each pair of adjacent links are conceptual neighbours. (A subset containing a single relation is also a conceptual neighbourhood.) In terms of gure 5, any connected subgraph of the network of linked relations shown (including the eight subgraphs containing a single relation, and the entire graph) forms a conceptual neighbourhood. It has become apparent that there is a strong relationship between conceptual neighbourhoods and composition tables. Freksa has pointed out that every entry in the composition table for Allen's temporal interval calculus de nes a conceptual neighbourhood (Freksa 1992) . Similar properties hold for the RCC-8 composition table { here we nd only 21 di erent entries, all of which also form conceptual neighbourhoods. It is hard to explain how composition tables constructed from purely atemporal spatial relations can contain information about spatio-temporal transitions.
Freksa demonstrated that by basing composition tables on conceptual neighbourhoods rather than single relations it is possible to construct new tables of a reduced size that contain as much information as the original. This has clear computational advantages: as the primary reasoning mechanism of such calculi is table look-up, reducing the complexity of the table can increase the e ciency of inference. Furthermore, Freksa has argued that tables based on neighbourhoods are more cognitively plausable than normal tables as they capture the uncertainty prevailent in human reasoning. A number of reduced size tables for RCC-8 (and more exotic spatial calculi) have been produced by the Leeds group (Cohn, Gooday and Bennett 1994 ) based on conceptual neighbourhoods using rigorous formal techniques. Perhaps more interestingly, it has also been demonstrated that a close approximation to the continuity network for RCC-8 can be automatically generated from information in the table. The network generated lacks only the EQ |TPP and EQ |TPPi links. Thus, it could be viewed as a continuity network for RCC-8 restricted to rigid bodies. 6 Only Connect: How Far Can`C' Take Us?
How much can we say about the spatial properties and relations of regions within RCC? These broad questions were approached (Gotts 1994 ) via a speci c task, that of specifying the topological properties of a solid torus (`doughnut' | see gure 6). and distinguishing it First, it turns out that the RCC-8 by no means form the most detailed classi cation of binary topological relations between regions that can be made within RCC. For example, if we consider the relation PO (partial overlap), we can distinguish subcases according to the topological properties of the region of overlap. De ning such topological properties in terms of C itself shows the perhaps surprising expressiveness of RCC.
The most fundamental of these properties is self-connectedness, symbolised CON(x), and de ned in section 4. For non-CON regions, we might think of de ning a`separation-number': the minimum number of CON parts the region divides into (upper-case italics stand for variables ranging over the natural numbers): SNUM(r; 1) def CON(r) SNUM(r; N + 1) def 9s; t EQ(r; sum(s; t))^DC(s; t)^CON(s)^SNUM(t; N)].
However, this recursive form of de nition in fact requires an axiomatisation of the natural numbers to be added to RCC theory. Adding such an axiomatisation increases the expressiveness of the theory at the cost of making it less tractable logically (any axiom system able to express such arithmetical relations is, if sound, necessarily incomplete | there will be statements that are true in any model of the axioms, but not provable from them). Wherever SNUM has been used in our work so far, it would always have been possible to de ne SNUM1, SNUM2 etc., as far as required, without using a recursive de nition like that above. SNUM2 and SNUM3, for example, could be de ned as follows:
SNUM2(r) def :CON(r)^9s; t CON(s)^CON(t)^EQ (r; sum(s; t))] SNUM3(r) def :CON(r)^:SNUM2(r)^9s; t CON(s)^SNUM2(t)^EQ (r; sum(s; t))]
This approach could be taken for any application where we are able to set an upper limit beyond which there is no need to distinguish between SNUMn and SNUMn+1; the highest SNUM category would simply be understood as including all regions with n or more separate parts. Nevertheless, we cannot state within RCC that (for example) the RCC sum of two regions can have no more separate components than the arithmetic sum of the numbers of components of those two regions. Using CON and SNUMn as a basis, however, we can replicate many conventional topological distinctions within RCC. Conventional topology distinguishes between members of classes of spaces such as surfaces and graphs in terms of their connectivity: roughly, the number of local cuts that can be made right through a space without disconnecting it, plus 1. (A space that is already disconnected has connectivity 0; a`simply connected' space has connectivity 1.) A region of`Cconnectivity n' can be de ned as one from which it is possible to subtract n ? 1 mutually DC parts (and no more), each subtracted part having precisely two boundaries with the remainder of the region, and the remainder itself being CON. (In e ect, we are making cuts through the region as in the conventional de nition, but since we can only refer to regions of equal dimensionality, we imagine making two parallel cuts and removing a thin slice.) To specify that two EC regions have exactly two boundaries (SBNUM2(x; y)), we rst need a relation MAX-P(x; y), meaning that x is a maximal CON part of y:
MAX-P(x; y) def P(x; y)^CON(x)^8z PP(x; z)^P(z; y) ! :CON(z)].
We then de ne SBNUM2 as follows:
SBNUM2(x; y) def EC (x; y)9 z SNUM2(z)^P(z; x)^8w P(w; y)^EC (w; x) ! EC (w; z)]8 v MAX-P(v; z) ! C(v; y)]]: 9z SNUM3(z)^P(z; x)^8w P(w; y)^EC (w; x) ! EC (w; z)]8 v MAX-P(v; z) ! C(v; y)]] | there is an SNUM2 part of x that any part of y which touches x must touch, and all MAX-Ps of which touch y, but there is no such SNUM3 part of x. Of course, as with SNUM, we can only de ne predicates CCON1(x), CCON2(x)... within RCC, not a general CCON(x; N). CCON2, for example, can be de ned as:
CCON2(x) def 9y PP (y; x)^SBNUM2(y; di (x; y))^CON(di (x; y))]: 9y; z PP (y; x)^PP (z; x)^DC (y; z)Ŝ BNUM2(y; di (x; y))^SBNUM2(z; di (x; z))^CON(di (x; sum(y; z)))]. does not exclude the region at the right of gure 8, nor any of the cases illustrated in the middle row of gure 7, which do have one-piece interiors, but which nevertheless have boundaries which are not (respectively) simple curves or surfaces, having`anomalies' in the form of points which do not have line-like (or disc-like) neighbourhoods within the boundary. (A region in which every boundary-point has such a neighbourhood is called`locally Euclidean'.) Furthermore, the de nition of INCON above would accept the middle region of gure 8 as INCON if u, the universal region, consisted of that region itself, or, for example, of two half-planes joined at the single point where the two halves of the region meet (there is nothing in the axioms to rule out either of these cases, although it is usually assumed that u is the whole of an in nite one-, two-or three-dimensional Euclidean space). The relation NTPP between two regions is de ned in terms of the non-existence of any third region EC to both. As gure 9 shows, this means that with the right (or wrong!) choice of u, what`look like' TPPs are, according to the RCC de nitions, NTPPs. In this gure, the black regions v and x are NTPPs of the black-and-dark-grey regions sum(v; w) and sum(x; y). (Gotts 1994) , to de ne`intrinsic' versions of TPP and NTPP | ones which depend only on the way the PP ts within the PPi , not on relations with regions beyond the PPi | and to de ne a predicate (WCON) which will rule out the INCON but anomalous cases of gures 8 and 9, but it is by no means straightforward, and it is not demonstrated conclusively in (Gotts 1994 ) that the de nitions do what is intended. One source of the di culties arising is the fact that within RCC, since all regions in a particular model of the axioms are of the same dimensionality as u, assuming u itself to be of uniform dimensionality (this follows from axiom (A8), which requires that all regions have an NTPP), there is no way to refer directly to the boundary of a region, or to the dimensionality of the shared boundary of two EC regions, or to any relations between entities of di erent dimensionalities. The distinction between intrinsic and extrinsic topological properties, which is found in conventional mathematical topology, is of considerable interest. It demonstrates that at least in some cases, the distinction between properties inherent in an entity and those dependent on its relation with its environment is a real and fundamental one.
It has been argued that since all real physical objects are three-dimensional, a commonsense topology should con ne itself to three-dimensional regions. Yet we do talk about surfaces, lines and points, and do not appear to nd it di cult to reason about these abstractions. Indeed, they are extremely useful in enabling us to understand the three-dimensional world. A belt in the form of a M obius strip is used in some kinds of industrial processing, allowing the belt to last twice as long as wear is evenly distributed across`both sides' (so to speak). This belt is of course not in reality a surface without thickness, but a three-dimensional object which can be regarded as a M obius strip only if we ignore some of its real physical properties. Yet we understand the real, three-dimensional`M obius belt' much better if we have the`twodimensional' M obius strip available as an idealization. This being so, it must be regarded as a drawback of RCC that in any particular model of the axioms, all regions must have the same dimensionality.
It is in fact di cult, although not impossible, to specify what this dimensionality is for a particular model, since there is no way to refer to dimensionality directly within RCC. One approach is suggested in (Gotts 1994) , another is suggested here. This approach in e ect of the ways simple closed curves behave within CCON1 regions of di erent dimensionalities. However, if our region is not 1-dimensional, such curves cannot be regions, so we make use of`loop-like' regions, which must contain such curves, and this gives rise to additional complexities.
Select an CCON1 subregion of u, r. Choose two mutually DC NTPPs of r, both CON (w and x). Now join w and x by another CON region EC to them both and also an NTPP of r, calling it u; then | if possible | do the same again, using a second region v which is DC to u and meets the same conditions. If this is not possible for any u and v, then w and x lie in parts of r joined at a single point; if no w and x can be found for which this is not so, N must be 1. Otherwise, we have an`EC-loop' of order 4 (four regions each EC to its two loop-neighbours and DC to the fourth loop member). Note that the EC-loop need not be CCON2: its CCON could be higher, depending on the nature of the components and the ways they are joined. It will always be possible to embed a simple closed curve in the loop, going once through each component in turn, although we have no way of saying this within RCC theory.
If r ? (w + u + x + v) (the di between r and the loop) is not CON, and there are no CON Ps of u, v, w and x that can be substituted for them and still form an EC-loop as described while leaving a CON remainder when subtracted from r, then N must be 2. À loop' of the sort described will always separate a 2-dimensional CCON1 region into two or more components. The complement of such a loop in a higher-dimensional CCON1 region will be non-CON only if the loop has an internal void: hence the clause about substituing parts of the loop components | this will allow the elimination of any voids.
To distinguish 3-dimensional and higher-dimensional regions, we use the fact that two simple closed curves cannot be linked in a space of more than three dimensions: there is always enough`freedom of movement' to separate them. Two regions of any type placed within an CCON1 region are linked i it is impossible to nd an CCON1 region of which one is a PP, while the other is DC from it. Choose two more NTPPs of r, y and z, DC to w+u+x+v. If it is possible to create another EC-loop, joining y and z, in such a way that the two loops are linked, and remain so after any loop-preserving substitution of CON PPs of the regions making up the EC-loops for the original regions, then N is 3; if not, 4 or more. Given two more-than-3-dimensional EC-loops constructed as described which are linked, we will always be able to`trim them down' (substitute CON PPs of their components while maintaining the loop) to be just`thickened' simple closed curves with no additional topological complexities, and these will be unlinked.
Applications and Conclusions
We have outlined an approach to formalising commonsense topological description and reasoning, RCC theory, which o ers an alternative to the conventional mathematical approach. It di ers from the latter in being strictly rst-order, in treating extended regions rather than points as fundamental, and in concentrating on reasoning about relations between spatially extended entities rather than general results concerning classes of spaces. In sum, it appears to be closer to intuition, logically simpler, and computationally more promising for our purposes than mathematical topology, but also to be less expressive than the latter. We believe that comparisons between alternative topological formalisations of are of considerable philosophical interest, helping to tease out the connections between the fundamental concepts of topology.
The precise limits of the expressiveness of RCC, relative to mathematical topology, have not been determined; what we can say is that a surprising amount can be expressed in terms of the single primitive C , but that intuitively fundamental spatial properties such as dimensionality and being locally Euclidean, are by no means easy to express. Relations between a region and its boundary (unless the latter is treated as a thin`skin' of the same dimensionality as the region) cannot be expressed at all. Furthermore, we are unable to de ne rather natural functions from regions to the integers, such as separation-number, within RCC. How important these limitations are in the context of the kinds of everyday topological reasoning we want to formalise, and how far they are an inevitable concomitant of working within a complete theory, are matters which are the subject of continuing research.
Questions of computational e ciency are another focus of current research, primarily in the work of Bennett (Bennett 1994 , Bennett 1995 , who is seeking ways of constructing decideable logics which will retain as much as possible of the expressive power of RCC. Thus the tradeo between expressivity and computational e ciency can be seen as an overarching theme of our work.
Our work also has, however, a practical focus: we aim to provide formal systems which will make it possible for qualitative spatial reasoning to be done automatically, in an intuitively acceptable and understandable way. The two application areas in which our work has gone furthest are brie y outlined below.
One interesting application of RCC has been to produce a Qualitative Spatial Simulation program (QSSIM) for modelling physical and biological systems. This program has been successfully used to reason about the operation of a force pump and the feeding cycle of an amoeba Randell 1992a, Cui et al. 1992b) . Starting from an initial description of a system's state in terms of RCC-8 relations between components, QSSIM produces a complete envisionment | a tree of all possible system behaviours. In order to do this, the information in the RCC-8 continuity network is encoded as a set of constraint equations which are used to determine the possible topological transitions that the system might undergo in its present state. Further system speci c constraints may also be added to complement of those of the network | for example, when modelling the amoeba one such constraint is that the creature's nucleus must stay inside its body i.e. there cannot be a topological transition of the form TPP (nucleus; amoeba) ) PO (nucleus; amoeba).
For each allowable topological transition, a new state (node of the tree) is generated. The composition table is used to check the consistency of the state and infer further information about it. Each branch of the tree is grown according to this technique until either no further topological transormations apply or cyclic behaviour is determined. At this point the branch is terminated. When all branches have terminated the envisionment process is complete.
A second application area is that of providing syntax and semantics for visual programming languages. These languages rely (at least in part) on the changing relationships between graphical objects to express programming notions and are seen by many as easier to understand and work with than conventional languages. However, many visual languages su er from the disadvantage of having no properly speci ed formal semantics which means that proofs of program correctness are virtually impossible. The main reason for this omission is that standard rst-order logic, the usual tool for specifying programming language semantics, is not well suited to visual languages as it does not naturally capture their spatial dimension. RCC, on the other hand, is ideal for this task. In we showed how RCC could provide a formal description of the syntax and semantics of Pictorial Janus (Saraswat, Kahn and Levy 1990) . Using continuity networks we were able to give a full account of the procedural semantics of the language and it is planned to use this in conjunction with QSSIM to simulate the execution of Pictorial Janus Programs. Our approach is intended to provide a method for the rapid prototyping of visual languages: if a semantics is specied in our spatial calculus then program simulations can quickly be constructed allowing the designer to explore the expressive capabilities of his language directly.
A developing application area is that of`maps' and other`navigational aids' for users of distributed information sources such as the`World Wide Web' (Ralha and Cohn 1995) . Collections of documents in such information sources have a hierarchical structure (so one collection can be regarded as a`PP' of another), and documents have`pointers' to other documents; two documents or document-collections linked by such pointers but not overlapping could be regarded as`EC' to each other. In general, it is easier to point out that spatial metaphors are used extensively in language and other systems of signs than to specify just which aspects of`spatiality' are used and how; but we can say that in such an application area, RCC's di culty in dealing with dimensionality and related properties should not be a handicap.
Finally, we are currently attempting to extend our work to deal with`vague' regions: regions without precisely determined boundaries. This work actually began with an application to database merging which was spatial only in a metaphorical sense (Lehmann and Cohn 1994) , but is now being explored as an approach to dealing with such regions in geographical contexts . Issues of considerable philosophical interest arise in this work, but limitations on this article's length made it impossible to discuss it here.
