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VECTOR BUNDLES ON TROPICAL SCHEMES
JAIUNG JUN, KALINA MINCHEVA, AND JEFFREY TOLLIVER
Abstract. We define vector bundles for tropical schemes, and explore their properties. The paper
largely consists of three parts; (1) we study free modules over zero-sum free semirings, which provide
the necessary algebraic background for the theory (2) we relate vector bundles on tropical schemes to
topological vector bundles and vector bundles on monoid schemes, and finally (3) we show that all line
bundles on a tropical scheme can be lifted to line bundles on a usual scheme in the affine case.
1. Introduction
Tropical geometry is a recent sub-field of algebraic geometry. It studies an algebraic variety X over
a valued field through its combinatorial counterpart, called the tropicalization trop(X) of X . The com-
binatorial counterpart trop(X) can be considered as a degeneration of the original variety X and retains
some of its invariants. Various authors have successfully answered questions of (enumerative) alge-
braic geometry by applying tools and ideas in tropical geometry, for instance, [Mik05], [CDPR12].
Algebraically, trop(X) is described by polynomials with coefficients in an idempotent semiring,
in particular, in the tropical semifield T (see Example 2.5). Geometrically, the “zero locus” that
these semiring polynomials describe is much different - it is a polyhedral complex with certain nice
properties. The algebraic structure of the tropicalization is very degenerate so in order to prove ana-
logues of classical algebro-geometric tools one needs to endow a tropical variety with extra structure.
There are many different approaches to the scheme-theoretic foundations of tropical geometry, sev-
eral appealing candidates, for instance, blue schemes [Lor15], tropical ideals [MR18], and tropical
schemes [GG16].
One remarkable approach towards such a foundation, upon which our work is partially based, is
the notion of a tropical scheme introduced by J. Giansiracusa and N. Giansiracusa in [GG16], where
they elegantly combine ideas from tropical geometry, and another emerging sub-field in algebraic
geometry, namely, algebraic geometry over F1.
The incarnation of algebraic geometry over F1 goes back to J. Tits [Tit56], where Tits found that
the incidence geometry Γ(Fq) associated to a Chevalley group G(Fq) does not completely degener-
ate while the algebraic structure of Fq does as q→ 1. Tits suggested that the geometric structure
limq→1 Γ(Fq) should be understood as a “an incidence geometry defined over F1, the field with one
element”.
Another motivation for algebraic geometry over F1 arises from a geometric approach towards the
Riemann hypothesis, first considered by Y. Manin in [Man95]; one hopes to translate the geometric
proof of the Weil conjectures to the case of number fields. One important step in this approach is
interpreting SpecZ as a curve over F1. As this set up is beyond the realm of classical scheme theory,
one needs to enlarge the category of schemes. Since its first appearance, there have been largely
two approaches towards algebraic geometry over F1; (1) forgetting completely the additive structure
(monoid schemes [Sou04], [Dei08], [CC11] for instance), and (2) maintain, but weaken the additive
structure (semiring schemes [Lor12], [Lor18], [GG16] or more generally semiring-valued sheaves on
topoi [CC14], [CC17]).
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Tropical schemes are a special class of semiring schemes. To a scheme X , one can associate a
tropical scheme Trop(X), called the scheme-theoretic tropicalization of X whose set of T-rational
points is the (set-theoretic) tropicalization trop(X) of X .
In [JMT19], we explored several properties of Picard groups for tropical schemes. Our main
motivation was to take the first step toward formulating a scheme-theoretic tropical Riemann-Roch
theorem. In particular, we showed that the Picard group of a monoid scheme X is stable under the
scalar extension to the tropical semifield T under certain technical conditions.
In this paper, we initiate the study of vector bundles on semiring schemes (and hence tropical
schemes). Properties of vector bundles on semiring schemes are rather subtle and sometimes counter-
intuitive as they reflect the subtleties of linear algebra over idempotent semirings. For instance, any
free module over the Boolean semifield B (Example 2.4) has a unique basis (Example 3.15). In
fact, we prove that “few bases exist” over idempotent semirings; see Proposition 3.14 for the precise
statement. This is a big difference with the classical theory of free modules.
In [Pir15], I. Pirashvili provides a cohomological description of the vector bundles on a monoid
scheme, and proves that for a connected separated monoid scheme X , any vector bundle is a coproduct
of line bundles. In §4, we first prove that indeed a similar result holds for semiring schemes which
satisfy a certain local condition:
Theorem A. (Theorem 4.7) Let X be an irreducible semiring scheme which is locally isomorphic
to SpecR, where R is a zero-sum free semiring (Definition 2.3) with only trivial idempotent pairs
(Definition 3.6). Then any vector bundle of rank n on X is a coproduct of n copies of line bundles on
X. Moreover, this decomposition is unique up to permuting summands.
The following theorem generalizes our previous result on line bundles, showing that under cer-
tain technical conditions, the set of vector bundles of a monoid scheme X is stable under the scalar
extension to any idempotent semifield:
Theorem B. (Theorem 4.11) Let X be an irreducible monoid scheme satisfying Condition 4.10, and
K be an idempotent semifield. Then, there exists a natural bijection between Vectn(X) and Vectn(XK).
In §5, we introduce the notion of topological T-vector bundles, and then prove the following, which
is analogous to Theorem A, but also implies that in this setting line bundles are trivial.
Theorem C. (Theorem 5.5) Let X be a connected paracompact Hausdorff space. Then there is a
canonical split surjection from the set of isomorphism classes of topological T-vector bundles of rank
n on X to the set of isomorphism classes of n-fold covering spaces of X. Furthermore, a topological
T-vector bundle is trivial if and only if its associated covering space is trivial.
In §6 and §7, we recall and utilize labelled K-algebras (Definition 6.1) to study line bundles on
tropical schemes in relation to those on ordinary schemes. In fact, the adoption of labelled algebras
enables us to lift line bundles on a tropical scheme to an ordinary scheme in a suitable way.
Let K be a valued field whose value group is R and OK be the associated valuation ring. A labelled
K-algebra is a K-algebra A equipped with an epimorphism φ : K[M]→ A for some monoid M such
that φ |M is injective. The extra structure φ allows one to perform the scheme-theoretic tropicalization
for SpecA with respect to the map φ . We note that the idea of labelled algebras is not new; a similar
idea has been implemented in tropical geometry as a tool to study scheme-theoretic tropicalization,
for instance, see [Lor15] and [GG14].
Another key player in §6 and §7 is the semiring of finitely generated submodules. To be precise,
we work in the following setting: Let A be a K-algebra and Sfg(A) be the set of finitely generated OK-
submodules of A. The set Sfg(A) is naturally equipped with a semiring structure; M+N := 〈M∪N〉
and MN := 〈MN〉 for finitely generated OK-submodules M, N. The algebraic structure of Sfg(A) is
similar in many respects to that of A. For instance they have the same Zariski topology (Theorem 7.6).
In a similar vein, [Tol16] proves the classical extension of valuations theorem for a field extension
L/K by reducing it to the problem of extending the valuation on Sfg(K) to one on Sfg(L).
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Equipped with the above, in §6 we prove that for a labelled K-algebra A the semiring Sfgmon(A) of
finitely generated monomial OK-submodules of A is the same thing as the scheme-theoretic tropical-
ization of A. To be precise, we prove the following.
Theorem D. (Proposition 6.10 and Corollary 6.11) Let (A,φ) be a labelled K-algebra. Let S be a
T-algebra. Let Trop(A) be the coordinate semiring of the scheme-theoretic tropicalization of SpecA
with respect to φ : K[M]→ A. Then, there is a natural one-to-one correspondence:
{homomorphisms Trop(A)→ S} ←→ {monomial valuations on A with values in S}.
Furthermore, Trop(A)≃ Sfgmon(A) as T-algebras.
Finally in §7, we show how one can obtain line bundles on X = SpecA, where A is a finitely gener-
ated K-algebra, from those on the scheme-theoretic tropicalization of X . Recall that for a semiring S,
we let Specs S be the subset of SpecS consisting of prime ideals which are saturated (Definition 2.3),
and impose the subspace topology. We first enrich Specs S to a semiringed space. This is an essential
step to lift line bundles on Specs S to SpecA when S= Sfg(A). Then, we prove the following.
Theorem E. (Theorem 7.11) Let A be a K-algebra without zero-divisors and is finitely generated as
a K-algebra. Then one has an isomorphism
Pic(SpecA)≃ Pic(Specs Sfg(A)).
In particular, by Theorems D and E, one can define the following two maps (Definition 7.15):
τs : Pic(Specs Sfgmon(A))→ Pic(SpecA), τ : Pic(SpecSfgmon(A))→ Pic(SpecA).
This paper is organized as follows. In §2, we collect basic notions and properties of monoids
and semirings which are used in later sections. In §3, we explore several technical properties of
free and projective modules over semirings. By appealing to these results, in §4, we introduce the
notion of vector bundles for tropical schemes, and investigate their properties, and prove our main
first main theorems. In §5, we study topological T-bundles. In §6, we introduce the notion of labelled
K-algebras, and prove our Theorem D. Finally, in §7, we prove Theorem E and introduce lifting maps.
Acknowledgment J.J. was supported by an AMS-Simons travel grant.
2. Preliminaries
In this section, we briefly recall basic definitions and properties of monoid schemes and semiring
schemes (also tropical schemes as a special case) which play a key role in the later sections. Most of
the material in this section can be found in [GG16], [Jun17a], [JMT19], [JRT20].
2.1. Monoid schemes. In this paper, by a monoid, we will always mean a commutative (multiplica-
tive) monoidM with an absorbing element 0M , that is, 0M ·a= 0M for all a∈M. The main reason that
we prefer to work with monoids M with 0M is that they seem to behave more nicely. For monoids M
without 0M, some pathological examples may arise, for instance a freeM-module is not flat in general
in this case. See [Pir15, §2.1] for some discussion.
Let M be a monoid. An nonempty subset I ⊆M is said to be an ideal if MI ⊆ I. An ideal I is said
to be prime ifM− I is a multiplicative nonempty subset of M, and maximal if I is a proper ideal (i.e.,
I 6=M) which is not contained in any other proper ideal.
The prime spectrum SpecM of a monoid M is the set of all prime ideals of M equipped with the
Zariski topology. As in the prime spectrum of a commutative ring, the set {D( f )} f∈M forms an open
basis of SpecM, where D( f ) := {p ∈ SpecM | f 6∈ p}. We also let V ( f ) := D( f )c.
One can construct affine monoid schemes via prime ideals and the Zariski topology by appropri-
ately constructing the structure sheaf for X = SpecM mimicking the case of rings, or one can simply
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define the category of affine monoid schemes as the opposite category of monoids.1 Amonoid scheme
is then defined to be a topological space equipped with a structure sheaf of monoids locally isomor-
phic to affine monoid schemes. We refer the reader to [JMT19, §2] for the precise definitions and
details.
Let M be a monoid and R be a ring. We define M⊗F1 R to be the monoid ring R[M].2 This defines
a functor from the category of monoids to the category of rings, sending M to R[M]. There is also a
natural functor (forgetful functor) F from the category of rings to the category of monoids sending a
ring A to (A,×), the underlying multiplicative monoid with 0A. There is an adjunction:
HomMonoids(M,F (A))≃ HomRings(M⊗F1 R,A).
This gives rise to a functor −⊗F1 R from the category of monoid schemes to the category of schemes
sending X to XR := X ⊗F1 R. One can similarly construct the base-change functor for quasi-coherent
sheaves on a monoid scheme X to a scheme XR. The base-change functor is constructed in the exact
same way when R is a semiring.
Example 2.1. Let M = {t i11 t i22 · · · t inn | i j ∈ N}∪ {0}, the set of monomials in n variables along with
the absorbing element 0. The monoid scheme SpecM is the monoid affine n-space 3, denoted by An.
For any field k, one obtains An⊗F1 k = Ank = Speck[t1, . . . , tn], the affine space over k. One can glue
copies of An to obtain the monoid projective space Pn as in the classical case, or one can also apply
the Proj-construction toM, that is Pn = Proj M. One then obtains Pn⊗F1 k = Pnk for a field k.
Let M be a monoid, by an M-set we mean simply a nonempty pointed set with M-action. When
the context is clear, we will interchangeably useM-sets andM-modules. ForM-sets A and B, one can
define the tensor product A⊗M B which satisfies the tensor-hom adjunction. Moreover, when A and B
are monoids, A⊗M B becomes a monoid in a natural way. 4
Let X be a monoid scheme. By an OX -module, we mean a sheaf F of pointed sets such that
F (U) is an OX(U)-set for each open subset U of X satisfying an obvious compatibility condition.
For OX -modules F and G , by tensor products of M-sets (along with sheafification), we obtain the
tensor product F ⊗OX G .
A special type of monoids arises from toric geometry as follows: Let N be a lattice and σ ⊆N⊗ZR
be a strongly convex rational polyhedral cone. In the construction of the affine toric variety Xσ
associated to σ , one naturally obtains a monoid Sσ , and hence the affine monoid scheme SpecSσ .
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More generally, from a fan ∆ one can construct a monoid scheme X(∆). The fan tells us how to glue
the affine pieces corresponding to each cone of the fan. Monoid schemes constructed in this way are
called toric monoid schemes. In [CHWW15], the authors characterize toric monoid schemes, namely,
a monoid scheme is toric if and only if it is a separated, connected, torsion free, normal monoid
scheme of finite type.
Definition 2.2. Let X be a monoid scheme. A vector bundle is an OX -module F such that for each
x ∈ X , there exist an open neighborhood U of x and a set I such that
F |U ≃
⊕
i∈I
OX |U .
A vector bundle F is said to be rank n if |I|= n for each open subset U .
1Since a monoid scheme can be also understood as a functor of points, these two definitions are equivalent, i.e., a monoid
scheme is a functor which is locally representable by monoids.
2Strictly speaking, we identify 0M and 0R.
3Also An is called the affine n-space over F1
4If we do not assume that monoids are equipped with an absorbing element, the definition of tensor product is slightly
different.
5Since our monoidM should include 0M , we actually consider Sσ ∪{0}. But Sσ and Sσ ∪{0} give the same affine toric
variety after the base change to a field.
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Vector bundles on monoid schemes X (only in the special case of monoid projective spaces X =Pn)
was first considered by H.-C. Graf von Bothmer, L. Hinsch, and U. Stuhler in [BHS11] where the
authors showed that all vector bundles on Pn are direct sums of line bundles. Later, in [Pir15],
Pirashvili proved that over separated monoid schemes, all vector bundles are direct sums of line
bundles.
2.2. Semiring schemes and tropical toric schemes. A semiring is a set R with two binary oper-
ations (addition + and multiplication · ) satisfying the same axioms as rings, except the existence
of additive inverses.6 A semiring (R,+, ·) is said to be a semifield if (R\{0R}, ·) is a group. As in
the case of monoids, one can mimic the classical constructions for schemes to construct analogous
objects for semirings, for instance, semiring schemes and quasi-coherent sheaves. We will not repeat
these constructions here, instead we refer the readers to [JMT19, §2.2] and the references therein.
Definition 2.3. Let R be a semiring.
(1) R is said to be zero-sum free if a+b= 0 implies a= b= 0 for all a,b ∈ R.
(2) An ideal I of R is an additive submonoid I ⊆ R such that IR⊆ I.
(3) An ideal I of R is said to be saturated if x,x+ y ∈ I implies y ∈ I for all x,y ∈ R.
(4) The radical of an ideal I of R is
√
I = {a ∈ R | an ∈ I for some n ∈ N}.
(5) The nilradical of R is
N = {a ∈ R | an = 0 for some n ∈ N}.
(6) A semiring R is additively idempotent if a+a= a for all a ∈ R.
Examples of zero-sum free semirings are the additively idempotent semirings. We give the two
prominent examples of idempotent semifields.
Example 2.4 (Boolean semifield). Consider the set B := {0,1} with multiplication:
0 ·0= 1 ·0= 0, 1 ·1= 1,
and addition:
1+1= 1, 1+0= 1, 0+0= 0.
The set B with these two operations is a semifield, called the Boolean semifield.
Example 2.5 (Tropical semifield). Consider the set T := R∪{−∞} with multiplication ⊙ given by
the usual addition of real numbers with a⊙ (−∞) =−∞ for all a ∈ T. Addition ⊕ is given as follows:
for a,b ∈ T,
a⊕b :=max{a,b},
where −∞ is the smallest element. Then T is a semifield, called the tropical semifield.
Example 2.6. Let R = T[x] be the polynomial semiring with coefficients in T with the polynomial
addition and multiplication. The geometry of SpecA= A1
T
is quite different from the classical affine
line A1k over a field k mainly due to the fact that T[x] is not cancellative
7 although it does not have
any zero-divisors.8 One may consider a “reduced model” T[x], which is cancellative, to study the
geometry of A1
T
. See [GG16, §3.4] or [Jun18, §4].
6In this paper, a semiring is always assumed to be commutative unless otherwise stated.
7By a cancellative semiring, we mean a semiring satisfying the condition that ab = ac with a 6= 0 implies that b= c for
all a,b,c ∈ A.
8This is one of several stark differences between classical algebra and tropical algebra. In tropical algebra, the lack of
zero-divisors does not imply that one can perform multiplicative cancellation.
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Definition 2.7. An affine semiring scheme is the prime spectrum X = SpecA equipped with a structure
sheaf OX . A locally semiringed space is a topological space with a sheaf of semirings such that the
stalk at each point has a unique maximal ideal. A semiring scheme is a locally semiringed space
which is locally isomorphic to an affine semiring scheme.
In [GG16] J. Giansiracusa and N. Giansiracusa propose a special case of the semiring schemes
called T-schemes, which are locally given by an equivalence relation, which we introduce bellow.
Definition 2.8. Let f ∈ T[x1, . . . ,xn]. The bend relations of f is the set of equivalences { f ∼ fiˆ},
where fiˆ is the polynomial f after removing its i-th monomial. For an ideal I ⊆ T[x1, . . . ,xn] the bend
congruence of I is the congruence generated by the bend relations of all f ∈ I.
Definition 2.9. A T-scheme is a semiring scheme that is locally isomorphic to the prime spectrum of
a quotient of T[x1, . . . ,xn] by the bend congruence of an ideal in T[x1, . . . ,xn]. In this paper we refer
to these schemes as tropical schemes.
We point out that in [MR18] the term “tropical schemes” is reserved for T-schemes defined by the
bend relations of special ideals, called tropical ideals.
Definition 2.10. A tropical toric scheme is a tropical scheme, locally isomorphic to the prime spec-
trum of T[M], where M is a monoid such that SpecM is a toric monoid scheme. Alternatively, a
tropical toric scheme is obtained from a toric monoid scheme via base change.
3. Free modules and projective modules over semirings
In this section, we explore several technical properties of semirings which will be used in the
subsequent sections to study vector bundles. We first study properties of zero-sum free semirings as
well as idempotent pairs in semirings, and connect them to topological properties of prime spectra.
We also study (locally) free modules and projective modules over semirings.
Definition 3.1. Let R be a semiring and M be an R-module.
(1) A subset {x1, . . . ,xn} ⊆M is linearly independent if
n
∑
i=1
aixi =
n
∑
i=1
bixi
implies that ai = bi for all i= 1, . . . ,n.
(2) M is free of rank n if there exists a set {x1, . . . ,xn} of linearly independent generators of M
over R.
One can easily see that if M is a free R-module of rank n, then M ≃ Rn (as an R-module). In fact,
if {x1, . . . ,xn} is a set of linearly independent generators of M, then one has the following morphism
ϕ : Rn →M, (a1, . . . ,an) 7→
n
∑
i=1
aixi
which is bijective.
Remark 3.2. Linear algebra over the tropical semifield T (or any idempotent semifield in general) is
rather subtle. If one defines the notion of linearly independent as: ∑ni=1 aixi = 0 implies that ai = 0
for all i and a free module to be one generated by this, this module does not have to be of the form Tn
for some n ∈ N.
Over a commutative ring A, the rank of a free module is well defined. However, over a non-
commutative ring R, it is possible that Rm ≃ Rn but m 6= n. Hence, we introduce the following defini-
tion for semirings.
Definition 3.3. We say a semiring R has the dimension uniqueness property (DUP) if whenever there
is an isomorphism Rm ∼= Rn then m= n for positive integers m,n.
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Lemma 3.4. Let R be a semiring. If {0} is a maximal saturated ideal of R, then R has no zero-divisors
(and consequently R has no nilpotents and also SpecR is connected).
Proof. For each a 6= 0 ∈ R, one can observe that Ann(a) = {x ∈ R | ax = 0} is a saturated ideal since
ax = 0 and ax+ ay = 0 imply ay = ax+ ay = 0. Since a 6= 0, the ideal Ann(a) is proper. Since
{0} ⊆ Ann(a), from the maximality of {0}, we have that Ann(a) = {0}. In particular, R has no
zero-divisors. 
The following proposition ensures that the rank of a free module over a semiring is well defined
when it is finite.
Proposition 3.5. All semirings have the DUP.
Proof. Suppose that R is a semiring which does not satisfy the DUP. Choose positive integers m 6= n
such that Rm ≃ Rn. If we have a homomorphism f : R→ A for a semiring A, then A does not have the
DUP since otherwise we could tensor the isomorphism Rm ≃ Rn with A and apply the DUP in A to
obtain m = n. Let A = R/I, where I a maximal saturated ideal. It follows that R/I does not have the
DUP. Therefore, without loss of generality, we may assume that the zero ideal is a maximal saturated
ideal of R. In particular, from Lemma 3.4, we may assume that R has no zero-divisors.
We first consider the case when R is not zero-sum free. Choose x 6= 0 and y so that x+y= 0. Since
there are no zero divisors, x is not nilpotent, so it makes sense to localize at x. The localization Rx
must lack the DUP due to the existence of a homomorphism R→ Rx. On the other hand, in Rx, we
have
1+
y
x
= 0.
Therefore Rx is indeed a ring
9 for which the DUP is well known. So we get a contradiction in this
case.
Next, suppose that R is zero-sum free. Since R has no zero-divisors, there is a semiring homomor-
phism R→ B sending all nonzero elements to 1, so we get an isomorphism Bm ∼= Bn. Then we have
2m = 2n so we can obtain m= n, and hence we also get a contradiction. 
One can also prove a more general version of Proposition 3.5 allowing n andm to be infinite. In fact
the only place we used the finiteness assumption was for the case R= B, which is dealt with in more
generality in Example 3.15 below. For completeness, we also mention that the proof of Proposition
3.5 shows that every semiring admits a homomorphism to a field or to B.
Definition 3.6. Let R be a semiring.
(1) By an idempotent pair of R, we mean a pair (e, f ) of elements in R such that e f = 0 and
e+ f = 1.
(2) An idempotent pair (e, f ) is said to be nontrivial if e, f 6∈ {0,1}.
Note that if (e, f ) is an idempotent pair, then one has e(e+ f ) = e, and hence e2 = e and similarly
f 2 = f . In particular, e and f are multiplicatively idempotent.
The intuition for working with idempotent pairs comes from direct sum decompositions. In ring
theory, a decomposition of a module M as a direct sum is equivalent to a choice of idempotent inside
End(M) (the idempotent serves as the projection operator onto the first summand). This is false over
semirings because split exact sequences do not give direct sum decompositions in this case. The
key issue is that in the case of rings, for any idempotent e, we have another idempotent 1− e which
serves as the projection onto the second summand. For semirings, we need to work with a pair of
idempotents since we cannot recover the second projection operator from the first.
Lemma 3.7. Let R be a semiring and N be the nilradical of R. Then N is a saturated ideal.
9In fact, the zero ideal is maximal among saturated ideals of Rx, so Rx is a field.
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Proof. First note that if x+y= 0 and xi−1y j+1 = 0 then we obtain xiy j = 0 after multiplying x+y= 0
by xi−1y j. A simple inductive argument using this fact shows that if x+ y= 0 and y is nilpotent, then
x is nilpotent. Now suppose x+ y and y are nilpotent. Then there exists some n and p(x,y) such that
0= (x+ y)n = xn+ yp(x,y)
Furthermore, yp(x,y) is nilpotent, so xn (and hence x) is nilpotent. 
Lemma 3.8. Let R be a semiring and N be the nilradical of R. Any idempotent pair of the quotient
R/N can be lifted to an idempotent pair of R.
Proof. First note that since the nilradical is saturated, reducing modulo the nilradical makes sense.
Let (e, f ) be a pair of elements of R which become an idempotent pair in R/N. Since e f ∈ N, we can
choose k ∈ N such that ek f k = 0. Also modulo N, we have
ek+ f k ≡ e+ f ≡ 1.
If ek+ f k were a nonunit, it would be contained in a prime ideal, and we would have 0 ≡ 1 modulo
that prime. So by contradiction, it is a unit and we may choose u∈ R such that uek+u f k = 1. We also
have u2ek f k = u20= 0. This is enough to imply (uek,u f k) is an idempotent pair (that each element of
the pair is idempotent follows from the other two axioms). Furthermore, since ek+ f k ≡ 1 mod N, it
follows that u≡ 1 mod N and uek ≡ ek ≡ emod N. A similar argument holds for f , so our idempotent
pair is congruent to the original pair mod N. Thus any idempotent pair in R/N can be lifted to one in
R. 
Proposition 3.9. Let R be a semiring. If SpecR is connected, then any idempotent pair of R is trivial
Proof. Suppose that SpecR is connected. Denote by V (e) the set of prime ideals containing e. Let
(e, f ) be an idempotent pair, and consider the closed sets V (e) and V ( f ). Since e f = 0, every prime
ideal of R is in either V (e) or V ( f ). Since e+ f = 1, no prime ideal can be in both V (e) and V ( f ).
By connectedness, one of these sets is empty; without loss of generality let’s say it’s V (e). Then e is
a unit, and so e f = 0 implies f = 0. Finally e+ f = 1 implies e= 1, showing that (e, f ) is trivial.
For the second assertion, suppose, on the contrary, that SpecR is disconnected. Let N be the
nilradical of R. Choose radical ideals I and J such that V (I) and V (J) form a disjoint cover of SpecR
by closed sets. No prime ideal contains both I and J, so I+ J = R. Choose e ∈ I and f ∈ J such that
e+ f = 1. Every prime ideal contains I or J, so IJ is a subset of N. Thus e f ≡ 0 mod N. This shows
that (e, f ) becomes an idempotent pair when reduced modulo N. From Lemma 3.8, we can construct
an idempotent pair (e′, f ′) whose image in R/N is same as the image of (e, f ). Since e and e′ are
congruent mod N and J is radical, they are congruent mod J, so e′ is nonzero. Similarly f ′ is nonzero,
so the idempotent pair is nontrivial, giving us a contradiction. 
One is tempted to say that SpecS is connected if and only if S does not have any idempotent
element. However, this is not true for semirings as the following example shows.
Example 3.10. Let S= B[x]/〈x2 = x〉. One can easily check that there are no zero-divisors (there are
4 elements, so brute force suffices). So SpecS is irreducible, and hence connected. But x¯ ∈ S is an
idempotent.
Example 3.11. Let R be a semiring without zero-divisors. Then SpecR is irreducible, and hence
connected. It follows that R has only trivial idempotent pairs. Alternatively, one can note that for an
idempotent pair (e, f ), the equation e f = 0 implies e= 0 or f = 0 and the equation e+ f = 1 implies
the other entry of the pair is 1.
The following is well known for idempotent semirings. We prove the case when R is a zero-sum
free semiring. We note that any idempotent semiring is a zero-sum free.
Lemma 3.12. Let R be a semiring.
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(1) Let S be a multiplicative subset of R. If R is zero-sum free, then S−1R is also zero-sum free.
(2) If Rp is zero-sum free for each p ∈ SpecR, then R is zero-sum free.
Proof. For a
s1
, b
s2
∈ S−1R, if a
s1
+ b
s2
= 0 then there exists q ∈ S such that qas2+ qbs1 = 0. Since R is
zero-sum free, we have that (qs2)a= 0 and (qs1)b= 0. In particular,
a
s1
= b
s2
= 0.
For the second assertion, suppose that a+b= 0 and a 6= 0. Let I = {x | ax = 0}. Since a 6= 0, I is
a proper ideal. Let p be a maximal ideal containing I. By the zero-sum-free property of Rp, we have
a
1
= 0. Hence, there is t 6∈ p such that ta= 0. This gives a contradiction since then we have t ∈ I ⊆ p.
Therefore, a= 0. 
One may use the notion of idempotent pairs to prove that when R is a zero-sum free semiring with
only trivial idempotent pairs, a basis of a free module over R is unique up to rescaling and permutation.
Since a basis provides a direct sum decomposition of a free module, the following lemma is the key
tool. Note that this lemma first appeared in [IKR18, Theorem 3.2].
Lemma 3.13. Let R be a zero-sum free semiring with only trivial idempotent pairs, and M be a free
module over R with basis S ⊆M. Suppose M = P⊕Q. Then there exists a subset S′ ⊆ S such that P
is free with basis S′ and Q is free with basis S\S′.
Proof. We may define projection operators e, f : M → M such that e|P = id, f |P = 0, e|Q = 0, and
f |Q = id. It is easy to see this is an idempotent pair in End(M). Let MS(R) be the noncommutative
semiring of matrices with rows and columns indexed by S which have finitely many nonzero entries
in each column. It is straightforward to see End(M) ∼=MS(R), so we regard (e, f ) as an idempotent
pair in MS(R).
Using e+ f = 1 and the fact that the identity matrix is diagonal, ei j+ fi j = 0 for i 6= j ∈ S. By the
zero-sum free property, e and f are diagonal. It is then easy to check that (eii, fii) is an idempotent
pair in R for each i∈ S. Then either (eii, fii) = (0,1) or (eii, fii) = (1,0). We let S′ = {i ∈ S | (eii, fii) =
(1,0)}.
Let v ∈M and consider a basis expansion v= ∑s∈S vss. Then
ev= ∑
s∈S
∑
t∈S
estvts= ∑
s∈S
essvss= ∑
s∈S′
vss
It is then easy to see P = Im(e) = span(S′). Since S′ is a subset of S, it’s linearly independent so the
claim about P follows. The claim about Q is proven similarly. 
Proposition 3.14. Let R be a zero-sum free semiring with only trivial idempotent pairs, and M be a
free module over R. For any two bases S,S′ of M, there is a bijection f : S→ S′ such that f (v) is a
unit multiple of v for each v in S. In particular, the basis is unique up to rescaling and permutation.
Proof. We first claim that for each v ∈ S, there is a unique w ∈ S′ such that Span(v) = Span(w). Now,
one can writeM as follows:
M = Span(v)⊕Span(S\v),
and hence Span(v) is spanned by some subset of S′ by Lemma 3.13. This subset is clearly nonempty;
in particular, Span(v) contains some element of S′. Any two elements of Span(v) are linearly de-
pendent since x(yv) = y(xv). Thus Span(v) cannot contain more than one element of S′; we will
use w to denote the unique element of S′ ∩ Span(v). Clearly w is the only element of S′ such that
Span(v) = Span(w) is possible, and so we have seen that the subset of S′ we constructed which spans
Span(v) is {w}.
From our claim, we obtain a function f : S → S′, and by reversing the roles of S and S′, we
also obtain a function g : S′ → S. One can easily observe that f and g are inverses to each other.
Furthermore, since Span(v) = Span( f (v)), we conclude that f (v) is a unit multiple of v. In particular,
S′ can be obtained from S by rescaling and permutation. 
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Example 3.15. Let M be a free B-module. Then the above proposition implies the basis of M is
unique. We also give an alternative argument for this special case, which relies on showing any basis
is equal to the set of atoms10. Let X ⊆ M be a basis and S f in(X) be the B-module of finite subsets
of X under union. There is a homomorphism ψ : S f in(X)→M sending a subset of X to its sum, and
the fact that X is a basis implies ψ is bijective. Under this isomorphism, atoms (i.e. singleton sets) of
S f in(X) correspond to elements of X , establishing the claim.
Corollary 3.16. Let R be a zero-sum free semiring with only trivial idempotent pairs. Let A∈GLn(R)
be an invertible n×n matrix with entries in R. Then A has exactly one nonzero entry in each column,
and this entry is a unit.
Proof. By applying Proposition 3.14 to the standard basis and the columns of A, we see that there is
some permutation f and a sequence of units ui ∈ R× such that the columns satisfy the following:
Ai = uie f (i).
In particular, the only nonzero entry of the i-th column of A is in location f (i). 
The following result first appeared in [GG18, Proposition 2.2.2] when R is an idempotent semir-
ing without zero-divisors. We prove the case when R is a zero-sum free semiring with only trivial
idempotent pairs.
Proposition 3.17. Let R be a zero-sum free semiring. If R has only trivial idempotent pairs, then one
has the following split short exact sequence of groups which is natural in R:
0 (R×)n GLn(R) Sn 0
f g
(1)
where f is the diagonal map and g sends a matrix A to the unique permutation σ such that Aσ(i)i 6= 0
for all i.
Proof. Corollary 3.16 shows that the definition of g makes sense. To see g is a homomorphism, let
A,B ∈ GLn(R). Fix k and let i = (g(A) ◦g(B))(k). One has (AB)ik = ∑ jAi jB jk. It is easy to verify
that the term corresponding to j = g(B)(k) is nonzero and all other terms are zero.
It is easy to see that g is split by the inclusion of permutation matrices. Furthermore, the kernel of
g is the group of invertible diagonal matrices, which is easily seen to be (R×)n.
Finally, one can easily check that (1) is functorial in R. For instance, if we have a map R→ A, then
the composition
GLn(R)→ GLn(A)→ Sn
is just the map GLn(R)→ Sn, since the change of scalars does not effect which elements are nonzero
(since the nonzero elements are units). 
Proposition 3.17 links GLn(R) with the groups of invertible diagonal matrices (R
×)n and permuta-
tion matrices Sn. To be precise, we have the following.
Corollary 3.18. Let R be a zero-sum free semiring. If R has only trivial idempotent pairs, then one
has the following isomorphism of groups:
(R×)n⋊Sn ≃ GLn(R),
where Sn acts on (R
×)n by permuting factors.
Proof. This directly follows from the fact that the exact sequence (1) splits by considering Sn as the
group of permutation matrices. 
10An atom is an element x ∈M such that 0≤ x≤ y implies x= 0 or x= y.
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In [Pir15], for a monoid M, the following exact sequence is given:
0 (M×)n GLn(M) Sn 0
ϕ ψ
(2)
where ϕ and ψ are defined in the same way as (1).
Let M be a cancellative monoid, K be an idempotent semifield, and R = K[M]. By [JMT19,
Proposition 3.2], we have that R× ≃ (K××M×). In particular, the exact sequences (1) and (2) fit into
the following commutative diagram:
0 (M×)n GLn(M) Sn 0
0 (K××M×)n GLn(R) Sn 0
ϕ ψ
id
f g
(3)
where the first two vertical maps are natural injections.
Now, we turn to the case of projective modules over semirings. There are two possible defini-
tions for projective modules; (1) a direct summand of a free module, and (2) a module satisfying a
homomorphism-lifting property. The first definition (direct summand) is too restrictive in the sense
that projective modules are free modules in this definition as Lemma 3.13 shows.
To avoid the pathology in Lemma 3.13, we define projectives via homomorphism-lifting property
as follows:
Definition 3.19. Let R be a semiring. A moduleM over R is projective if for any surjective homomor-
phism f : N→M of modules and a homomorphism g : P→M, there exists a unique homomorphism
g˜ : P→ N such that f ◦ g˜= g.
One can easily see that with Definition 3.19, any free module is projective. We also note that
in [JMR19] and [JMR20], more general versions of projective modules are introduced in a framework
of systems which include modules over hyperfields.
Classically, for finitely generated modules over Noetherian rings, being projective is the same thing
as being locally free. However, this is false for semirings as the following example shows.
Example 3.20. Let B be the Boolean semifield, and F be the free module with two generators a,b.
Let P = F/〈a+b = b〉. For any B-module M, a homomorphism g : P→M is the same as a pair x,y
in M such that x+ y = y. Pick a surjective homomorphism f : N →M. Let X ,Y in N be lifts of x,y,
i.e. f (X) = x and f (Y ) = y. Then X +Y is also a lift of y and we have a homomorphism g˜ : P→ N
sending a to X and b to X +Y . Thus P is projective. One can easily check that P precisely has 3
elements, and hence cannot be free since any free module L over B should be Bn for some n ∈N, and
hence |L|= 2n. Since B is local idempotent semiring, it follows that P is not locally free.
In fact, the argument in Example 3.20 works for any idempotent semiring R (rather than just B).
We will assume we have chosen a homomorphism R→ B, which may be constructed by sending
some saturated prime to 0 and its complement to 1.
Let PR be a module constructed similarly as in Example 3.20. Then PR is projective and for any
R-algebra A, one can easily see that PA = PR⊗R A. Now, the special case when A = B shows that
PR cannot be free from Example 3.20. Since R is arbitrary, we have for any prime p that (PR)p =
PR⊗RRp = PRp is also not free, so PR is not locally free at any prime.
This shows a crucial difference between projective modules over semirings and rings. For instance,
classically any finitely generated projective module over a polynomial ring is free (QuillenSuslin
theorem), whereas this is no longer true as our example shows in the case of semirings.
11
4. Vector bundles for tropical schemes
In this section, we introduce a notion of vector bundles on a semiring scheme. We then prove two of
our main theorems; (1) any vector bundle on an irreducible semiring scheme satisfying a certain local
condition is a coproduct of line bundles (Theorem 4.7), and (2) there is a natural bijection between
vector bundles on a monoid scheme X satisfying some conditions and vector bundles on the semiring
scheme XK (Theorem 4.11), where XK is the scalar extension of X to an idempotent semifield K. We
start with the following definition.
Definition 4.1. Let X be a semiring scheme.
(1) A vector bundle on X is an OX -module F such that for each x ∈ X , there exists an open
neighborhood U of x and a finite set I 11 such that
F |U ≃
⊕
i∈I
OX |U
as an OX |U -module. A vector bundle F on X is said to be rank n if |I| = n for each open
subset U .
(2) We let Vect(X) be the category of vector bundles on X , and Vectn(X) be the full subcategory
consisting of vector bundles of rank n on X
The following proposition ensures that the rank of a vector bundle on a semiring scheme is well
defined. In other words, the rank of a vector bundle uniquely exists if X is connected - obviously the
rank of a vector bundle does not make any sense if X is not connected.
Proposition 4.2. Let X be a connected semiring scheme and F be a vector bundle on X. Then the
rank of F exists and is unique.
Proof. The uniqueness is Proposition 3.5. Once we have uniqueness, the existence is the same as the
classical case. Hence we prove the existence. Fix n and let U be the set of x ∈ X such that the stalk
OX ,x at x is free of rank n. For any x ∈ X , we can pick a neighborhood Vx of x on which F is trivial.
If x ∈U , then F is free of rank n onVx (if F had any other rank onVx, F would have that rank when
localizing at x contradicting Proposition 3.5). Hence it is free of rank n when localized at any point
of Vx so Vx ⊆U once x ∈U . By connectedness of X either U = /0 or U = X . Finally, by picking n to
be the rank of some stalk, we can land in the caseU = X , and hence F has rank n. 
Let X be a semiring scheme. The coproduct and tensor product of modules gives rise to the
following operations on vector bundles:
∏
: Vectm(X)×Vectn(X)→ Vectm+n(X) (4)
⊗OX : Vectm(X)×Vectn(X)→ Vectmn(X) (5)
Let Vectn(X) be the set of isomorphism classes of vector bundles of rank n on X . Then clearly the
maps (4) and (5) define corresponding maps for Vectn(X).
Theorem 4.3. Let X be a semiring scheme (or more generally a semiringed space). There is a natural
bijection
Vectn(X)≃ H1(X ,GLn(OX )).
Moreover one has a commutative diagram
Vectm(X)×Vectn(X) Vectm+n(X)
H1(X ,GLm(OX))×H1(X ,GLn(OX)) H1(X ,GLm+n(OX))
≃ ≃ (6)
11In this paper, we only consider the case when the rank is finite.
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and a diagram
Pic(X)n Vectn(X)
H1(X ,(O×X )
n) H1(X ,GLn(OX ))
≃ ≃ (7)
Proof. The proof is the same as the classical case of schemes, and is quite standard. Fix an open
cover U of X . It suffices to show that
Vectn(U )≃ Hˇ1(U ,GLn(OX)),
where Vectn(U ) denotes the set of vector bundles trivialized by U - one then obtains the first part of
the theorem by taking colimits.
Given some F ∈Vectn(U ), for each Ui ∈ U one has isomorphisms ψi : F (Ui)→ OX(Ui)n. For
each pairUi,U j ∈U , define
θi j = ψi |Ui∩U j ψ−1j |Ui∩U j∈GLn(OX)(Ui∩U j). (8)
It is routine to check that θ is a 1-cocycle. If we made a different choice of trivialization, say φiψi
with φi ∈GLn(OX (Ui)), we would get the cocycle φiθi jφ−1j which defines the same cohomology class.
Conversely, given a 1-cocycle θ , we can construct a vector bundle F by defining a section s ∈F (V )
to be a family of sections si ∈OX(V ∩Ui)n for eachUi ∈U satisfying
si = θi j |V∩Ui∩U j s j
for eachUi,U j ∈U .
Fix a rank m bundle A and a rank n bundle B. Let U be an open cover on which both bundles
are trivial. We have isomorphisms ψA ,i : A (Ui)→ OX(Ui)m and ψB,i : B(Ui)→ OX(Ui)n. We may
define isomorphisms ψi : (A ⊕B)(Ui)→OX(Ui)m+n by
ψi(sA ,sB) = (ψA ,i(sA ),ψB,i(sB))
for any (sA ,sB) ∈ (A ⊕B)(Ui). We may then construct θ via equation (8). The corresponding
cohomology class is the one obtained by mapping (A ,B) via the top and right arrows of (6). By the
structure of ψi, the matrices θi j are block diagonal with blocks of the form ψA ,iψ
−1
A , j and ψB,iψ
−1
B, j.
This block diagonal description is precisely what we get by following the left and bottom arrows of
(6).
Diagram (7) can be proven either by repeated application of diagram (6) or via the same technique.

Lemma 4.4. Let X be an irreducible semiring scheme, G be a group, and G be the constant sheaf on
X associated to G. Then
H1(X ,G) = 0.
Proof. Since X is irreducible, every open subset of X is connected. In particular, G is a sheaf of
constant functions. A simple calculation will then show the cohomology vanishes. 
Remark 4.5. If G is an abelian group in Lemma 4.4, one has that H p(X ,G) = 0 for all p > 0. For
instance, see [Sta20, Lemma 02UW].
One can sheafify Proposition 3.17 as follows.
Proposition 4.6. Let X be an irreducible semiring scheme which is locally isomorphic to SpecR,
where R is a zero-sum free semiring. Let Sn be the constant sheaf associated to Sn. Then, one has the
following split exact sequence of sheaves:
0 (O×X )
n GLn(OX ) Sn 0
f g
(9)
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Proof. Let U = SpecR be an affine open subset of X . Since X is irreducible, U is connected and
hence R has only trivial idempotent pairs by Proposition 3.9. Furthermore, R is zero-sum free from
Lemma 3.12 since from our assumption on X , OX ,p is zero-sum free for each p ∈ X . Furthermore,
the map g in (1) (in Proposition 3.17) is compatible with localization. Now, (9) is obtained by gluing
(1) for each affine open subset U of X . One can easily check that g is split since for each affine open
subset of X , g is split from Proposition 3.17, and the splitting is compatible with gluing. 
Theorem 4.7. Let X be an irreducible semiring scheme which is locally isomorphic to SpecR, where
R is a zero-sum free semiring with only trivial idempotent pairs. Then any vector bundle of rank n
on X is a coproduct of n copies of line bundles on X. Moreover, this decomposition is unique up to
permuting summands.
Proof. Consider the long exact sequence associated to (9):
H1(X ,(O×X )
n))
f∗−→ H1(X ,GLn(OX)) g∗−→ H1(X ,Sn)
Note that by diagram (7), f∗ is essentially the direct sum map Pic(X)n →Vectn(X).
By Lemma 4.4, f∗ is surjective, so every vector bundle is a sum of line bundles. By [Gro58,
Proposition 5.3.1], two elements of H1(X ,(O×X )
n) map to the same element of H1(X ,GLn(OX)) if
and only if they are in the same orbit of the action of Sn on H
1(X ,(O×X )
n). This implies that this
decomposition is unique up to permuting summands. 
Corollary 4.8. Let M be a cancellative monoid and K be an idempotent semifield. Then any vector
bundle on X = SpecK[M] is trivial.
Proof. From [JMT19, Theorem 3.12], we know that Pic(X) is trivial. Since R = K[M] satisfies the
condition in Theorem 4.7, any vector bundle is a product of trivial line bundles, and hence trivial. 
Example 4.9. LetM = F1〈x1, ...,xn〉 and K = T. It follows from Corollary 4.8 that any vector bundle
on the affine space An
T
= SpecT[x1, ...,xn] over the tropical semifield T is trivial.
Now, we prove that there is a natural bijection between the set Vectn(X) of isomorphism classes of
vector bundles on a monoid scheme X and the setVectn(XK) of isomorphism classes of vector bundles
on a semiring scheme XK, where XK is the scalar extension of X to an idempotent semifield K. To this
end, we require that X satisfies the following technical condition.
Condition 4.10. Let X be an irreducible monoid scheme. Suppose that X has an open affine cover
U = {Uα} such that any finite intersection of the sets Uα is isomorphic to the prime spectrum of a
cancellative monoid.
Theorem 4.11. Let X be an irreducible monoid scheme satisfying Condition 4.10, and K be an
idempotent semifield. Then, there exists a natural bijection between Vectn(X) and Vectn(XK).
Proof. We first claim that XK is irreducible. In fact, since X is irreducible, X has an affine open cover
U = {Ui}i∈I such that Ui is irreducible and Ui ∩U j 6= /0 for all i, j ∈ I. One can easily check that
Ui×SpecF1 K is irreducible and {Ui×SpecF1 K}i is an affine open cover (see, [JMT19, Lemma 3.1]).
Furthermore, (Ui×SpecF1 K)∩ (U j×SpecF1 K) 6= /0 for all i, j,. This shows that XK is irreducible.
Now, from [Pir15, Proposition 3.1], we have a bijection Vectn(X) ∼= (Pic(X)n)Sn , from the set of
vector bundles to the set of Sn-orbits of n-tuples of line bundles. From [JMT19, Theorem 3.19], we
have a bijection Pic(X)∼= Pic(XK), which induces a bijection (Pic(X)n)Sn ∼= (Pic(XK)n)Sn . Theorem
4.7 gives a bijection (Pic(XK)
n)Sn
∼= Vectn(XK). By composition, we get a bijection Vectn(X) ∼=
Vectn(XK). 
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In [JMT19], it is shown that if X is an irreducible monoid scheme satisfying Condition 4.10, then
one has the following natural isomorphisms:12
Pic(X)≃ Pic(XK)≃ Pic(Xk),
where K is an idempotent semifield, and k is a field. One may ask whether or not a similar result is
true for vector bundles, but obviously one cannot have the above correspondence with vector bundles.
So, the next question is, with the same notation as Theorem 4.3, whether or not one has the following
commutative diagram:
Vectn(XK)×Vectm(XK) Vectn+m(XK)
Vectn(Xk)×Vectm(Xk) Vectn+m(Xk)
(10)
But, it turns out that even this is false. There is some linear relation (inside K0 for quasi-projective
varieties over a field k) between line bundles, i.e. we have non-negative integers ai,bi and line bundles
Li such that ∑aiLi = ∑biLi in K0. After adding enough to both sides, we get a nontrivial relation
that also holds before taking the group completion (think of this as analogous to how a
s
= b
t
in a
localization does not mean ta= bs, but means that multiplying both sides by some element of Smakes
this true). This result implies that if decompositions into line bundles exist (so that whatever we added
to both sides is a sum of line bundles), then such decompositions are not unique. In particular, (10) is
not well-defined.
5. Topological T-vector bundles
In this section, we introduce the notion of topological T-vector bundles on a topological space
X equipped with the structure sheaf OX of continuous T-valued functions. The main result in this
section states that for a connected paracompact Hausdorff space X , there is a canonical split surjection
from the set of isomorphism classes of topological T-vector bundles of rank n on X to the set of
isomorphism classes of n-fold covering spaces of X (Theorem 5.5).
Our motivation arises from the two facts: (1) the scheme-theoretic tropicalization realizes the set-
theoretic tropicalization as the set of T-rational points, and (2) a priori, the set of T-rational points is
merely a set, however, one may impose a topology which is induced from the Euclidean topology of
T. Therefore, one may expect certain relationships between vector bundles on tropical schemes and
topological T-vector bundles on their sets of T-rational points. We first recall how one can endow a
topology on sets of rational points.
Let X be a scheme and k be a topological field. There is a canonical way to impose a topology on
X(k), called the fine Zariski topology. In tropical geometry, the fine Zariski topology has been used
to give a homeomorphism between Berkovich analytification and a set of rational points of a scheme
over some “generalized algebraic structures”, for instance, see [GG14], [Lor15], and [Jun17b].
Let’s briefly recall the definition of the fine Zariski topology in perspective of T. Let X be a
semiring scheme and T be equipped with the Euclidean topology. First, we consider when X is an
affine, i.e., X = SpecA for some semiring A. In this case, we have
X(T) = Hom(SpecT,X) = Hom(A,T),
and hence we have the following:
X(T) = Hom(A,T)⊆ ∏
a∈A
T
(a). (11)
12The isomorphism Pic(X) ≃ Pic(Xk) was proved by Flores and Weibel in [FW14], and we used that result to obtain
these isomorphisms.
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We impose the product topology on ∏a∈AT(a) and then impose the subspace topology on X(T). This
is called the affine topology. In other words, the affine topology is the weakest topology on Hom(A,T)
such that for each a ∈ A, the evaluation map
eva : Hom(A,T)→ T, f 7→ f (a)
is continuous. In this case, one can easily check that this topology is functorial in both A and T.13
Next, consider the case when X is a semiring scheme. The fine Zariski topology on X(T) is the
finest topology such that any morphism fY : Y → X from an affine semiring scheme Y to X induces
the following continuous map
fY (T) : Y (T)→ X(T),
where Y (T) is equipped with the affine topology. With this, one has the following (see [Lor15]):
(1) If X is an affine semiring scheme, then the affine topology and the fine topology agree on
X(T).
(2) Let f :Y → X be a morphism of semiring schemes. Then the induced map,
f (T) : Y (T)→ X(T)
is continuous, where Y (T) and X(T) are equipped with the fine Zariski topology.
(3) If {Ui} is an affine open covering of a semiring scheme X . Then {Ui(T)} is an open covering
of X(T).
(4) The canonical map p : X(T)→ X is continuous, in other words, the fine Zariski topology is
finer the ordinary Zariski topology.
Let X be a topological space, by a topological T-vector bundle, we mean a topological space E
with a continuous map pi : E → X such that for each x ∈ X , there exists an open neighborhood Ux of
x and pi−1(Ux) is homeomorphic to Ux×Tn for some n ∈ N. We also require that transition maps to
be T-linear.
Proposition 5.1. Let X be a topological space, and OX be the sheaf of continuous T-valued func-
tions14. There is an equivalence of categories between topological T-vector bundles on X and locally
free OX -modules, which sends a vector bundle to its sheaf of continuous sections.
Proof. Let Vect(X) be the category of topological T-vector bundles on X and S(X) be the category
of locally free OX -modules on X . For each pi : E → X in Vect(X), as in the classical case, we can
define a presheaf E ; for each open subset U of X , E (U) is the set of continuous sections on U . In
fact, one can easily see that E (U) is an OX(U)-module and the module structure is compatible with
restriction maps, and hence E is indeed a sheaf. This construction is functorial, so we have a functor
F : Vect(X)→ S(X) sending E to E .
Conversely, if E is a locally free sheaf over OX , then for each x∈X , we have an open neighborhood
Ux such that E (U)≃ OX(U)n for some n. Since OX(U) is the semiring of continuous functions from
U to T, we can see OX(U)
n is nothing but the set of continuous sections of a trivial topological T-
vector bundle EU =U×Tn →U . Now, one may observe that EU are glued to obtain a topological T-
vector bundle pi : E→X . As this construction is functorial, this defines a functor G : S(X)→Vect(X).
Finally, it is clear that G is a quasi-inverse of F , showing the equivalence of categories. 
Lemma 5.2. Let X be a topological space, and C(X ,T) be the set of continuous T-valued functions.
Then continuous GLn(T)-valued functions on X are the same as invertible matrices with entries in
C(X ,T).
13We mean that when T is replaced with other topological semifields.
14This is a sheaf of semirings due to the semiring structure of T
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Proof. Let f : X → GLn(T) be a continuous function. We first claim that the automorphism S :
GLn(T)→ GLn(T) sending M to M−1 is continuous. In fact, for σ ∈ Sn, there is an open set in
GLn(T) such that aiσ(i) 6= 0 for each i, and one can check continuity on these open sets. We also
have continuous projections pii j : GLn(T)→ T sending (ai j) to ai j. By composing the projections
pii j and f , we obtain continuous functions fi j : X → T, and hence we obtain a matrix M f = ( fi j) ∈
Mn(C(X ,T)). But, one can easily see that MS f is the inverse of M f in Mn(C(X ,T)). In particular,
M f ∈ GLn(C(X ,T)). This provides the desired correspondence. Constructing a continuous function
with values in GLn(T) from an element of GLn(C(X ,T)) can be done similarly, and the constructions
are clearly inverse to each other. 
Lemma 5.3. Let X be a topological space. Consider C(X ,T) as a semiring with addition and multi-
plication induced by those of T. Then X is connected if and only if any idempotent pair of C(X ,T) is
trivial.
Proof. Suppose that (e, f ) is an idempotent pair ofC(X ,T). Then, one can easily see that (e(x), f (x))
is an idempotent pair of T for each x∈X . In particular, e and f are continuous {0,1}-valued functions,
and hence they should be constant functions by connectedness of X . Now, one can see that e, f ∈
{0,1}. The converse is clear since on a disconnected space X , one can build a complementary pair of
continuous {0,1}-valued functions giving us a nontrivial idempotent pair. 
The following is an analogue of Proposition 4.6 for topological T-vector bundles.
Proposition 5.4. Let X be a locally connected topological space. Then, we have the following split
exact sequence:
0 (O×X )
n GLn(OX ) Sn 0
f g
Proof. Wefirst note that for an open subsetU of X , we have (O×X (U))
n =C(U,(T×)n),GLn(OX(U))=
C(U,GLn(T)) by Lemma 5.2, and Sn =C(U,Sn). From Proposition 3.17, we have the following split
exact sequence:
0 (T×)n GLn(T) Sn 0
ϕ ψ
(12)
Now, from (12), we have the following induced sequence of maps. Furthermore the map ψ∗ splits.
0 C(U,(T×)n) C(U,GLn(T)) C(U,Sn) 0
ϕ∗ ψ∗
(13)
where C(U,Y ) denoted the group of continuous functions from U to Y . Moreover the maps will be
natural in U and therefore compatible with restriction maps. In particular, we have the following
sequence of sheaves:
0 (O×X )
n GLn(OX) Sn 0
f g
(14)
Now we need to check the sequence of sheaves (14) is exact. It is enough to show that we have an
exact sequence of sections over each connected open subset of X since X is locally connected. Let
U be a connected open subset of X . Clearly the semiring RU :=C(U,T) is zero-sum free, and from
Lemma 5.3 RU has only trivial idempotent pairs. In particular, we can apply Proposition 3.17 to
obtain the following exact sequence:
0 C(U,(T×)n) C(U,GLn(T)) C(U,Sn) 0
ϕ∗|U ψ∗|U
This shows that the sequence of sheaves (14) is exact. 
Theorem 5.5. Let X be a locally connected paracompact Hausdorff space. Then there is a canonical
split surjection from the set of isomorphism classes of topological T-vector bundles of rank n on X to
the set of isomorphism classes of n-fold covering spaces of X. Furthermore, a topological T-vector
bundle is trivial if and only if its associated covering space is trivial.
17
Proof. By Proposition 5.1 and Theorem 4.3, vector bundles of rank n are classified byH1(X ,GLn(OX)).
It is well-known that n-fold covering spaces are the same as fiber bundles whose fiber is a discrete
space of cardinality n, and the proof of Theorem 4.3 shows these can be classified by H1(X ,Sn). Thus
we must construct a map H1(X ,GLn(OX))→ H1(X ,Sn) with the stated properties.
Proposition 5.4 gives us a split exact sequence
0 (O×X )
n GLn(OX) Sn 0
f g
Taking cohomology gives the following exact sequence of pointed sets15, in which the last arrow is a
split surjection.
H1(X ,(O×X )
n) H1(X ,GLn(OX )) H
1(X ,Sn)
f∗ g∗
Since T×=R,O×X is the sheaf of continuous R-valued functions under usual addition of real numbers.
By paracompactness, there is a continuous partition of unity, which makes O×X acyclic. It follows that
H1(X ,(O×X )
n) = 0.
We have constructed a split surjection H1(X ,GLn(OX ))→ H1(X ,Sn) of pointed sets with trivial ker-
nel. Identifying H1(X ,GLn(OX))with the pointed set of isomorphism classes of rank n vector bundles
and H1(X ,Sn) with the pointed set of isomorphism classes of n-fold covering spaces completes the
proof. 
Corollary 5.6. Let X be a locally connected paracompact Hausdorff space. Then all topological
T-line bundles on X are trivial.
Proof. This follows from the fact that any 1-fold covering space is trivial. 
We note that L. Allermann [All12, Corollary 1.25] also proved a similar result as in Corollary 5.6
in the context of tropical cycles.
Corollary 5.7. Let X be a paracompact Hausdorff space which is locally path-connected and semilo-
cally simply connected. If X is simply connected, then all topological T-vector bundles on X are
trivial.
Proof. Under the stated conditions, n-fold covering spaces correspond to sets of size n together with
an action of pi1(X). In the simply connected case, this action (and hence the covering space) must be
trivial. 
Remark 5.8. Let X be an algebraic variety and Trop(X) be its scheme-theoretic tropicalization. From
Corollaries 5.6 and 5.7, one may determine when all topological T-vector bundles on Trop(X)(T) are
trivial. For instance, when X is a projective variety, all topological T-line bundles on Trop(X)(T) is
trivial.
6. Labelled K-algebras
Throughout this section, we let K be a field equipped with a surjective valuation ν : K → T. OK
will denote the associated valuation ring. The following is the key definition in this section.
Definition 6.1.
(1) A labelled K-algebra (A,φ) consists of a K-algebra A together with an epimorphism φ :
K[M]→ A for some monoid M such that the map M→ A is injective. For notational conve-
nience, we will denote a labelled K-algebra (A,φ) simply by A.
(2) A monomial of A is an element of the form φ(km) for some k ∈ K and m ∈M.
15By this, we mean a sequence of functions such that the image of f∗ is equal to the inverse image of the base point of
H1(X ,Sn) by g∗ which we call the kernel of g∗.
18
(3) A monomial is said to be a primitive monomial if it has the form φ(m).
(4) We denote the set of monomials byMon(A) and the set of primitive monomials by PMon(A).
(5) A finitely generated monomial OK-submodule of A is an OK-submodule which is generated
by finitely many monomials.
Remark 6.2. Labelled N-algebra are called blueprints (c.f. [Lor12]). [Lor15] links the study of trop-
ical geometry to the monomial blueprint, which is essentially the labelled algebra we are working
with.
Equipping the algebra Awith an epimorphism K[M]→A is necessary in order to tropicalize SpecA.
The additional condition that the map M→ A be injective is probably unnecessary for most of what
we do below, but allows us to skip some tedious steps in the proofs. The below example should
convince the reader that not too much is lost by adding this condition.
Example 6.3. Let A = K[x,y]/(x2 − y3). Let M be the free monoid on 2 generators named x and
y. We may equip A with the canonical map K[M] = K[x,y]→ A. Note that the map M → A is not
injective. Nonetheless, we may use this map to tropicalize SpecA, and the coordinate semiring of the
resulting tropical scheme is T[x,y]/
〈
x2 = y3
〉
.
Now let M′ ⊆ A be generated by elements x and y with a relation x2 = y3. Then we have an
epimorphism (in fact an isomorphism) K[M′]→A. The corresponding mapM′→ A is injective, so we
have a labelled K-algebra. Tropicalizing SpecA with this structure gives T[M′] ∼= T[x,y]/
〈
x2 = y3
〉
.
So we were able to adjust the epimorphism K[M]→ A to one giving the structure of a labelled K-
algebra without changing the tropical scheme of interest.
For a given ring A, the set of ideals of A forms an idempotent semiring. One may then expect that
some properties of ideals of A (more generally modules over A) to be captured purely in terms of cer-
tain structures of this associated idempotent semiring. We refer the interested readers to [JRT20] for
detailed treatment of this line of thought along with an idempotent semiring analogue of Hochster’s
theorem on spectral spaces [Hoc69]. To this end, we first prove the following.
Lemma 6.4. Let A be a labelled K-algebra. The set of finitely generated monomial OK-submodules of
A is an idempotent semiring, where for two submodules N,N ′ ⊆ A, N+N ′ is the smallest submodule
containing both N and N ′, and NN ′ is the smallest submodule containing {xy | x ∈ N,y ∈ N ′}.
Proof. Showing that OK-submodules of A form an idempotent semiring is similar to showing that
ideals form an idempotent semiring. Clearly 0 and OK are finitely generated monomial submodules.
If N,N ′ ⊆ A are finitely generated monomial submodules with generating sets S,S′, then N+N ′ and
NN ′ are generated by S∪S′ and {xy | x ∈ S,y ∈ S′}, both of which are finite sets of monomials. 
Recall that any B-algebra S comes with a canonical partial order; a≤ b if and only if a+b= b for
a,b ∈ S. The following is another key definition in this section.
Definition 6.5. Let A be a labelled K-algebra. Let S be a T-algebra. A monomial valuation on A with
values in S is a monoid homomorphism w :Mon(A)→ S such that
(1) w(k) = v(k) for all k ∈ K.
(2) If x1, . . . ,xn,y ∈Mon(A) and y is an OK-linear combination of x1, . . . ,xn, then
w(y)≤ w(x1)+ · · ·+w(xn). (15)
Valuations are essentially semiring homomorphisms whose source is the semiring of finitely gen-
erated submodules of a ring (c.f. [GG16], [Mac13]). Analogously, we would like to link monomial
valuations with homomorphisms from the semiring of finitely generated monomial OK-submodules.
Lemma 6.6. Let A be a labelled K-algebra. The semiring of finitely generated fractional ideals of K
is isomorphic to T.
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Proof. Let 〈x〉 be the fractional ideal of K generated by x ∈ K. Then, we have
〈x〉= {y ∈ K | ν(y)≤ ν(x)} (16)
since this condition is equivalent to
y
x
∈ OK . This means the map from the set of principal fractional
ideals to T given by
〈x〉 7→ ν(x) (17)
is well-defined, that is, it does not depend on the choice of generator. Furthermore, (16) shows that
ν(x)≤ ν(y) implies that 〈x〉 is a subset of 〈y〉.
Now, consider the fractional ideal generated by x1, . . . ,xn. Without loss of generality, we may as-
sume that x1 has the largest valuation, and this implies that all the xi (and hence the entire fractional
ideal) are contained in the fractional ideal generated by x1. In particular, all finitely generated frac-
tional ideals are principal. So, we have a monotonic bijection from finitely generated fractional ideals
of K to T given in (17), and one can easily check that it is an isomorphism of semirings. 
Let A be a labelled K-algebra, and let Sfgmon(A) be the semiring of finitely generated monomial
OK-submodules of A. The semiring of finitely generated fractional ideals of K is a subsemiring of
Sfgmon(A), and isomorphic to T by Lemma 6.6. By abuse of notation, we identify them, in particular,
this means that Sfgmon(A) is equipped with a natural T-algebra structure.
Proposition 6.7. With the same notation as above, the map wuniv :Mon(A)→ Sfgmon(A) which sends
a monomial to the submodule it generates is a monomial valuation. Furthermore, it is universal in the
sense that every monomial valuation w :Mon(A)→ S factors as w = fwuniv for a unique T-algebra
homomorphism f : Sfgmon(A)→ S.
Proof. For x1, . . . ,xn ∈Mon(A), we will write 〈x1, . . . ,xn〉 for the OK-submodule of A generated by
{x1, . . . ,xn}. Now, for k ∈ K, one has that
wuniv(k) = 〈k〉= v(k).
Furthermore, wuniv is clearly a monoid homomorphism. For the second axiom of Definition 6.5, let
x1, . . . ,xn,y ∈Mon(A) and y be an OK-linear combination of x1, . . . ,xn. In particular,
y ∈ 〈x1, . . . ,xn〉= 〈x1〉+ . . .+ 〈xn〉 ,
and hence
wuniv(y) = 〈y〉 ≤ 〈x1〉+ . . .+ 〈xn〉= wuniv(x1)+ . . .+wuniv(xn).
This implies wuniv is a monomial valuation.
Now, to prove the universal property, let w :Mon(A)→ S be a monomial valuation. Let N be a
finitely generated monomial OK-submodule of A, and x1, . . . ,xn ∈Mon(A) be a set of generators of
N. We first claim the following:
sup
y∈N∩Mon(A)
w(y) = ∑
i
w(xi), (18)
where the supremum is taken by using the canonical partial order of T-algebras. In fact, it follows
from Definition 6.5 that any y ∈ N ∩Mon(A) satisfies w(y) ≤ ∑iw(xi). Furthermore, since xi ∈
N ∩Mon(A), if M is any other upper bound on the elements w(y) for y ∈ N ∩Mon(A), then we have
w(xi) ≤M, and hence ∑iw(xi) ≤M since S is idempotent. This proves Equation (18), in particular,
we can define the following function:
f : Sfgmon(A)→ S, f (N) = sup
y∈N∩Mon(A)
w(y).
Note that if N = 〈x〉, the above equation implies f (N) = w(x). In particular, for x ∈Mon(A), we have
f (wuniv(x)) = f (〈x〉) = w(x).
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Let N ′ be a finitely generated monomial OK-submodule of A, generated by y1, . . . ,ym ∈Mon(A).
Then, N+N ′ is generated by x1 . . . ,xn,y1, . . . ,ym, and hence we have
f (N+N ′) = ∑
i
w(xi)+∑
j
w(y j) = f (N)+ f (N
′).
Similarly NN ′ is generated by monomials of the form xiy j, and hence we have
f (NN ′) =∑
i, j
w(xiy j) = ∑
i, j
w(xi)w(y j) = (∑
i
w(xi))(∑
j
w(y j)) = f (N) f (N
′).
By surjectivity of the valuation on K, any element of T has the form v(k) for some k ∈ K, and
recall we have identified v(k) with 〈k〉. So f (v(k)) = f (〈k〉) = w(k) = v(k). Thus f is a T-algebra
homomorphism.
Finally, let g be some other homomorphism such that w = gwuniv. Then for any x, f (〈x〉) =
f (wuniv(x)) = g(〈x〉). Since every element of Sfgmon(A) is a sum of elements of the form 〈x〉, this
implies f = g. 
Next we link Definition 6.5 to bend relations in [GG16].
Lemma 6.8. Axiom (2) of Definition 6.5 is equivalent to the following condition (*) given all the
other axioms in that definition:
(*) Let x1, . . . ,xn ∈Mon(A). If x1+ · · ·+ xn = 0, then for each i= 1, . . . ,n, we have
w(xi)≤ ∑
j 6=i
w(x j). (19)
Proof. Let w be a monomial valuation. Then writing xi = ∑ j 6=i−x j, the stated condition follows from
Definition 6.5(2) since ν(1) = ν(−1).
Conversely suppose w satisfies Definition 6.5 except axiom (2), but satisfies the condition (*)
from the statement of the lemma. Let x1, . . . ,xn,y ∈Mon(A). Let c1, · · · ,cn ∈ OK and suppose y =
c1x1+ · · ·+ cnxn, or (−y)+ c1x1+ · · ·+ cnxn = 0. From the condition (*), we have
w(−y)≤∑
i
w(cixi) = ∑
i
w(ci)w(xi)≤∑
i
w(xi)
Since w(−1) = 1, we obtain axiom (2) of the definition. 
Lemma 6.9. Let A be a labelled K-algebra, and S be a T-algebra. Then there is a natural one-to-one
correspondence between monomial valuations on A with values in S and monoid homomorphisms
f : PMon(A)→ S satisfying the following condition (**):
(**) Let x1, . . . ,xn ∈ PMon(A) and k1, . . . ,kn ∈ K. If k1x1 + · · ·+ knxn = 0 in A, then for each
i= 1, . . . ,n, we have
v(ki) f (xi)≤ ∑
j 6=i
v(k j) f (x j)
Proof. Let w be a monomial valuation. The restriction of w to PMon(A) is a monoid homomorphism.
For any x ∈ PMon(A) and k ∈ K, we have w(kx) = w(k)w(x) = v(k)w(x). Then condition (*) of
Lemma 6.8 implies condition (**).
We have constructed a function from the set of monomial valuations to the set of monoid homo-
morphisms PMon(A)→ S satisfying (**). It is injective because the equation w(kx) = v(k)w(x) lets
us reconstruct w from its restriction to PMon(A).
Now given a map f : PMon(A)→ S which satisfies (**), let w(kx) = v(k) f (x) for all k ∈ K and
x ∈ PMon(A). Then, w is well-defined since if kx = cy, then kx− cy = 0. Hence from the given
condition (∗∗), we have that v(k) f (x) = v(c) f (y). Furthermore, since f (1) = 1, we have w(k) = v(k).
It is routine to check w is a monoid homomorphism. Condition (*) of lemma 6.8 follows from
(**). 
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Let (A,φ) be a labelled K-algebra. An epimorphism φ : K[M]→ A provides an F1-structure to A,
allowing us to perform scheme-theoretic tropicalization as in [GG16].
Proposition 6.10. Let (A,φ) be a labelled K-algebra. Let S be a T-algebra. Let Trop(A) be the
coordinate semiring of the scheme-theoretic tropicalization of SpecA with respect to φ : K[M]→ A.
Then, there is a natural one-to-one correspondence:
{homomorphisms Trop(A)→ S} ←→ {monomial valuations on A with values in S}.
Proof. Note that since the canonical mapM→ A is injective with image PMon(A), we have
M ≃ PMon(A) (as monoids).
Since Trop(A) is the quotient of T[M] by bend relations, a homomorphism Trop(A)→ S corresponds
to a monoid homomorphismM→ S satisfying the relations in Lemma 6.8, or equivalently to a monoid
homomorphism PMon(A)→ S satisfying the relations in Lemma 6.8. It follows from Lemma 6.9 that
these correspond to monomial valuations. 
Corollary 6.11. Let (A,φ) be a labelled K-algebra. Let Trop(A) be the coordinate semiring of the
scheme-theoretic tropicalization of SpecA with respect to φ :K[M]→A. Let Sfgmon(A) be the semiring
of finitely generated monomial OK-submodules of A. Then Trop(A)≃ Sfgmon(A) as T-algebras.
Proof. The two semirings have the same universal property according to Propositions 6.7 and 6.10.

Example 6.12. Let A be a K-algebra. By applying the universal property of the monoid algebra to the
identity map, one obtains a homomorphism K[A]→ A. This allows one to equip A with the structure
of a labelled K-algebra in a canonical way. With this structure, all elements of A are monomials.
Consequently finitely generated monomial OK-submodules are the same as finitely generated OK-
submodules. Furthermore, monomial valuations are the same as valuations on A which extend the
valuation on K.
Example 6.13. One may tropicalize SpecA using the canonical labelled algebra structure in Example
6.12. Then one obtains SpecSfg(A), where Sfg(A) denotes the semiring of finitely generated OK-
submodules of A. Note that the T-valued points are just monomial valuations with values in T. Thus
the T-valued points of this tropicalization consists of all valuations on A which extend the given
valuation on K. This tropical variety is essentially the Berkovich spectrum of A except that we do not
equip A with a norm, and so do not require our multiplicative seminorms to be bounded.
7. Lifting of line bundles
As in the previous section, we let K be a field equipped with a surjective valuation ν : K → T and
OK be the associated valuation ring throughout this section.
In this section, we first prove for a K-algebra A, SpecA is homeomorphic to the saturated spectrum
Specs Sfg(A) (Definition 7.3), where Sfg(A) denotes the semiring of finitely generated OK-submodules
of A. Then, we define a structure sheaf for the saturated spectrum Specs S of a semiring S by using
an inclusion i : Specs S→ SpecS. Equipped with this, we introduce a lifting of line bundles from
SpecA to line bundles on SpecsSfg(A). To be precise, when A is a domain, we prove that one has the
following isomorphism:
Pic(SpecA)≃ Pic(Specs Sfg(A)), (20)
When A is a labelled algebra, (20) implies that Pic(SpecA) is isomorphic to Pic(SpecsTrop(A)),
where Trop(A) is the coordinate semiring of the scheme-theoretic tropicalization of SpecA.
Remark 7.1. We remark that the above results are different from the one that we obtained in [JMT19],
where we prove that for a monoid scheme X satisfying Condition 4.10, one has the following isomor-
phisms:
Pic(X)≃ Pic(Xk)≃ Pic(XT),
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where k is a field and T is the tropical semifield.
Lemma 7.2. Let A be a K-algebra and let Sfg(A) denote the semiring of finitely generated OK-
submodules of A. Let f ∈ A. Then, we have
Sfg(A)〈 f 〉 ∼= Sfg(A f ),
where 〈 f 〉 is the OK-submodule of A generated by f .
Proof. Let φ : A→ A f be the localization. Define the image map
φ∗ : Sfg(A)→ Sfg(A f ), N 7→ φ(N).
φ∗ clearly preserves the zero submodule and 〈1〉. Suppose N and N ′ are generated by S and S′ respec-
tively. Then N+N ′ is generated by S∪ S′, so φ∗(N+N ′) is generated by φ(S∪ S′) = φ(S)∪ φ(S′).
Since this is the same set generating φ∗(N) + φ∗(N), φ∗ preserves addition. Similarly, we have
φ(SS′) = φ(S)φ(S′), and hence φ∗ preserves multiplication.
Note that φ∗(〈 f 〉) is a unit, with inverse
〈
1
f
〉
⊆ A f . Thus, by the universal property of localization
applied to Sfg(A)〈 f 〉, the map φ∗ induces a (unique) homomorphism
ψ : Sfg(A)〈 f 〉→ Sfg(A f )
given by
ψ
(
N
〈 f 〉n
)
=
〈
1
f
〉n
φ∗(N).
Consider a principal OK-submodule N ⊆ A f . A generator of N has the form gf n for some g ∈ A. Then
one has
N =
〈
1
f
〉n〈g
1
〉
=
〈
1
f
〉n
φ∗(〈g〉) = ψ
( 〈g〉
〈 f 〉n
)
.
Since every finitely generated submodule is a sum of principal submodules, which are all in the
image of ψ , it follows that ψ is surjective.
To check injectivity, we will use the claim that if φ∗(N) = φ∗(N ′) then there is some n such that
f nN = f nN ′. If x ∈ N, then there is some y ∈ N ′ such that φ(x) = φ(y), so for some k we have
f kx = f ky. The same holds with N and N ′ swapped. Let n be the largest value of k needed to
apply this remark to all the generators of N and of N ′ (which are finitely generated). Then one sees
f nN = f nN ′, establishing the claim.
If we are given two elements which map to the same place under ψ , we may find a common
denominator and write the elements as N〈 f 〉m and
N′
〈 f 〉m . Then〈
1
f
〉n
φ∗(N) =
〈
1
f
〉n
φ∗(N ′)
which implies φ∗(N) = φ∗(N ′). Then
N
〈 f 〉m =
f nN
〈 f 〉m+n =
f nN ′
〈 f 〉m+n =
N ′
〈 f 〉m
This shows ψ is injective. 
Definition 7.3. Let S be a semiring. The saturated spectrum Specs S is the set of saturated prime
ideals of S together with the subspace topology induced by the inclusion Specs S ⊆ SpecS. If j :
Specs S→ SpecS is the inclusion, the structure sheaf on Specs S is defined to be j−1(OSpecS). Here
j−1 denotes the pullback functor on sheaves.
More precisely, the closed sets in Specs S are of the form V (I) = {p ∈ Specs S | I ⊆ p}. For more
details on this topology, see [JRT20, §3].
Lemma 7.4. Let X be a topological space, Y ⊆ X be a subspace and i : Y → X be the inclusion. Let
F be a sheaf of either abelian semigroups or abelian groups on Y . Then there is an isomorphism
F ∼= i−1(i∗(F )) which is natural in F .
Proof. Applying the adjunction between i−1 and i∗ gives a natural morphism i−1(i∗(F ))→F (com-
patible with the semigroup or group structure). We must show this map induces bijections on stalks
either explicitly or by noting the fact that the stalk functor on the category of sheaves of sets has no
nontrivial endomorphisms implies that it suffices to show there is a natural bijection on stalks.
Let y ∈ Y . Since neighborhoods of y inside Y are precisely the sets U ∩Y where U ranges over
neighborhoods of i(y) inside X , we have the following, where limits are taken over neighborhoods of
i(y):
Fy = lim−→F (U ∩Y ) = lim−→ i∗F (U) = (i∗F )i(y)
Since the inverse image functor preserves stalks
i−1(i∗(F ))y = (i∗F )i(y) = Fy

Proposition 7.5. Specs is a contravariant functor from the category of semirings to the category of
semiringed spaces.
Proof. For a semiring S, we let jS : Specs S→ SpecS be the inclusion. Let φ : R→ S be a homomor-
phism of semirings. Using functoriality of Spec and the fact that if p is a saturated prime ideal then
so is φ−1(p), we obtain the following continuous map:
Specs φ : Specs S→ SpecsR.
For the notational convenience, we let Y = SpecR and X = SpecS. Consider the following commuta-
tive diagram of topological spaces.
Specs S X
SpecsR Y
Specs φ
jS
Specφ
jR
(21)
Since Specφ is a morphism of semiringed spaces, we have a natural morphism
α : (Specφ)−1OY →OX . (22)
This induces the following morphism:
j−1S (α) : j
−1
S (Specφ)
−1
OY → j−1S OX(= OSpecs S). (23)
From (21), we have
(Specs φ)
−1
OSpecs R = (Specs φ)
−1 j−1R OY = j
−1
S (Specφ)
−1
OY .
Thus we may regard j−1S (α) as a morphism
j−1S (α) : (Specs φ)
−1
OSpecs R →OSpecs S.
Now, the adjunction between (Specs φ)
−1 and (Specs φ)∗ equips Specs φ with the structure of a mor-
phism of semiringed spaces:
(Specs φ)
# : OSpecs R → (Specs φ)∗OSpecs S.
Next, we check compatibility with composition. Let f : R→ H and g : H→ S be homomorphisms
of semirings. It is clear that as a continuous map
Specs(g f ) = Specs( f )Specs(g).
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We note that the inverse image functor preserves stalks since the stalk can be considered as the in-
verse image sheaf along the inclusion of a point. The map (22) induces fp : R f−1(p) → Hp on stalks
even at unsaturated primes p. Thus j−1S (α) in (23) induces fp on stalks at saturated primes, and the
identifications made above do not change stalks. In particular, the composition is well-defined at each
stalk and we have gp fg−1(p) = (g f )p. This shows the compatibility with composition, and hence Specs
is a contravariant functor. 
Theorem 7.6. Let A be a K-algebra. Let X = SpecA and let Y = SpecsSfg(A). Then there is a canon-
ical homeomorphism X ∼=Y . Under this homeomorphism, basic open sets D( f )⊆ SpecA correspond
to basic open sets D(〈 f 〉)⊆ SpecsSfg(A).
Proof. From the theory of algebraic lattices (see [JRT20, Theorem 3.28]) we have a one-to-one cor-
respondence
{OK-submodules of A} ≃ {saturated subsemigroups of Sfg(A)}
compatible with multiplication and with the lattice structure, which sends an OK-submodule N to the
saturated subsemigroup it generates in the semiring Sfg(A).
Note that the ideals of A are precisely the OK-submodules I ⊆ A such that for any other submodule
N ⊆ A one has IN ⊆ I. Under the above correspondence these correspond to saturated subsemigroups
J ⊆ Sfg(A) such that for any other saturated subsemigroup P ⊆ Sfg(A), one has JP ⊆ J. But such
saturated subsemigroups are precisely the saturated ideals. Thus one has a one-to-one correspondence
{ideals of A} ≃ {saturated ideals of Sfg(A)}
which preserves multiplication and the lattice structure. For future use, we note that if an OK-
submodule N ⊆ A corresponds to a saturated subsemigroup S⊆ Sfg(A), then the ideal generated by N
in A corresponds to the ideal generated by S in Sfg(A). In particular, the ideal generated by f ∈ A is
generated by the submodule 〈 f 〉 ⊆ A, so corresponds to the saturated ideal generated by 〈 f 〉 ∈ Sfg(A).
The lattice of ideals together with the multiplicative structure on ideals determines the Zariski
topology (see [Tak10]). So we have a homeomorphism
SpecA≃ SpecsSfg(A).
Furthermore, since the ideal of A generated by f corresponds to the saturated ideal of Sfg(A) generated
by 〈 f 〉, their associated closed sets correspond under this homeomorphism. Taking complements, we
note that the homeomorphism identifies the open sets D( f ) and D(〈 f 〉). 
Lemma 7.7. Let A be a K-algebra which is a domain, and Y = Specs Sfg(A). For each basic open
subset D(〈 f 〉), we define
F (D(〈 f 〉)) = Sfg(A f ).
Then F is a sheaf on Y .
Proof. We only have to check the sheaf axiom for U = {D(〈 f 〉)} f∈A since then F will uniquely
extend to define a sheaf on Y . We first check it is well-defined and is a presheaf. If D(〈 f 〉)⊆ D(〈g〉),
then by Theorem 7.6, we have D( f )⊆D(g) so we get a map Ag→ A f . This induces a map Sfg(Ag)→
Sfg(A f ), which we choose to be our restriction map. Clearly the composition of restriction maps is a
restriction map, so the presheaf axiom is satisfied. If D(〈 f 〉) = D(〈g〉), then we even have A f = Ag
(as subsets of Frac(A)), so our restriction map is the identity. Thus F (D(〈 f 〉)) = F (D(〈g〉)), i.e.
F (D(〈 f 〉)) is well-defined.
To check the sheaf axiom, we first consider the case when f = 1, that is, the open subsets D(〈 fi〉)
form an open cover of Y . Suppose that we have a section hi over each D(〈 fi〉) = Sfg(A fi), and that
we have h,h′ ∈ Sfg(A) such that hD(〈 fi〉) = h′D(〈 fi〉) = hi. In other words, h,h′ are finitely generated
OK-submodules of A such that h fi = h
′
fi
, where h fi is the image of h in A fi . But, since A is a domain,
the localization map A→ A fi is injective, and hence h = h′. In particular, if the sections hi can be
glued, then it should be unique.
25
Next, we prove that the sections hi can be glued. In fact, we can find a common denominator for
the generators of these submodules hi in such a way that the sections hi can be written as Ni/ f
ki
i ,
where Ni is a finitely generated OK-submodule of A. For any i and j, choose gi j such that
D(
〈
gi j
〉
)⊆ D(〈 fi〉)∩D(
〈
f j
〉
).
Then Ni/ f
ki
i and N j/ f
k j
j are equal as submodules of Agi j and thus as submodules of Frac(A); call this
common submodule M. Now choose a1, . . . ,an such that
a1 f
k1
1 + · · ·+an f knn = 1
inside A; this is possible since the D( fi) are an open cover of SpecA by Theorem 7.6. Now M is a
subset of (but, in general, not equal to) the following module:
a1 f
k1
1 M+ · · ·+an f knn M = a1N1+ · · ·+anNn. (24)
But the module (24) is a finitely generated OK-submodule of A, and hence M is a finitely generated
OK-submodule of A, so the sections can be glued.
Finally, the general case of f , we can set A′ = A f , f ′i = f fi reducing the general case to the case
we have just proved. 
Theorem 7.8. Let A be a K-algebra which is a domain. Let X = SpecA and let Y = Specs Sfg(A)
be the saturated spectrum of the semiring Sfg(A). With the homeomorphism X ≃ Y in Theorem
7.6, one has isomorphisms OY (D(〈 f 〉)) ∼= Sfg (OX(D( f ))). These isomorphisms are compatible
with restriction in the sense that the following diagram commutes for any inclusion of basic opens
D( f )⊆D(g)⊆ X:
OY (D(〈g〉)) OY (D(〈 f 〉))
Sfg (OX(D(g))) Sfg (OX(D( f )))
≃ ≃ (25)
where the top arrow is the restriction, and the bottom arrow sends a submodule to its image under
the restriction map OX(D(g))→OX(D( f )).
Proof. Let Z = SpecSfg(A) and let j : Y → Z be the inclusion. To avoid confusion, we will use DY
and DZ rather than D in our notation for basic open sets of Y or Z. Let F be the sheaf defined in
Lemma 7.7. We claim that there is a canonical isomorphism j∗(F )∼= OZ . In fact, on basic open sets,
one has
j∗(F )(DZ(〈 f 〉)) = F (DY (〈 f 〉) = Sfg(A f )∼= (Sfg(A))〈 f 〉 = OZ(DZ(〈 f 〉).
We need to verify compatibility of these isomorphisms with restriction maps, i.e., commutativity of
the following diagram whenever DZ(〈g〉)⊆ DZ(〈 f 〉). Note that in this case, we also have DY (〈g〉)⊆
DY (〈 f 〉).
j∗(F )(DZ(〈 f 〉)) F (DY (〈 f 〉) OZ(DZ(〈 f 〉)
j∗(F )(DZ(〈g〉)) F (DY (〈g〉) OZ(DZ(〈g〉)
≃ ≃
≃ ≃
(26)
The left square commutes by the construction of the pushforward sheaf. The right square can be
expressed as follows:
Sfg(A f ) Sfg(A)〈 f 〉
Sfg(Ag) Sfg(A)〈g〉
≃
≃
(27)
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By the description of the restriction map of F given in the proof of Lemma 7.7, the left arrow is
induced by the localization map A f → Ag. By definition of OZ , the right arrow is the localization map
Sfg(A)〈 f 〉→ Sfg(A)〈g〉. The top and bottom arrows are described in Lemma 7.2.
To check this square commutes, we letM ∈ Sfg(A f ) be a principal OK-submodule and we check that
the image of M inside Sfg(A)〈g〉 is the same regardless of which path along the square we take. This
is enough because Sfg(A f ) is generated by principal OK-submodules. We may write M as M =
〈
h
f k
〉
for some h ∈ A. Also note that since D(g)⊆D( f ), we have gr = a f for some a ∈ A and r ∈ N. Since
D(g) = D(gr), we may assume that g= a f .
Following the diagram clockwise,
〈
h
f k
〉
maps to
〈h〉
〈 f 〉k ∈ Sfg(A)〈 f 〉, which maps to
〈a〉k〈h〉
〈g〉k ∈ Sfg(A)〈g〉
thanks to the identity 〈g〉= 〈a〉 〈 f 〉. Following the diagram counterclockwise,
〈
h
f k
〉
maps to
〈
akh
gk
〉
∈
Sfg(Ag) which maps to
〈akh〉
〈g〉k ∈ Sfg(A)〈g〉. By inspection, this is the same thing we got when following
the diagram clockwise. This establishes commutativity of the above diagram and completes the proof
of the claim. In particular, we have
OY = j
−1(OZ)∼= j−1( j∗(F )) ∼= F
using the definition of OY , the claim we just established, and Lemma 7.4.
We now turn to the proof of the theorem, noting that throughout the statement of the theorem we
may replace OY with the isomorphic sheaf F . By the definitions ofF andOX , we have F (D(〈 f 〉))=
Sfg(A f ) = Sfg(OX(D( f ))). Similarly, using the fact that restriction maps in OX are just localizations
and the description of the restriction maps in F from the proof of Lemma 7.7, we immediately get
the commutativity of (25). 
Theorem 7.9. Let A be a K-algebra which is a domain, and some point p of SpecA has the residue
field isomorphic to K (as a K-algebra). Let N ⊆ A be a finitely generated OK-submodule. Suppose
there is some OK-submodule N
′ ⊆ A such that NN ′ = OK . Then we have the following:
(1) N is principal and generated by a unit of A.
(2) If in addition to the above, A is a labelled K-algebra and N is a finitely generated monomial
OK-submodule, then N is generated by an element ofMon(A)
×.
Proof. (1): First, we claim that every nonzero element of N is a unit of A. Note N ′ 6= 0, so pick some
nonzero g ∈ N ′. If f ∈ N is nonzero, f g 6= 0 and f g ∈ OK ⊆ K. So f g is a unit and hence f is a unit.
For the remainder of the proof fix some nonzero f ∈ N (this is possible since N 6= 0). For the proof
of (2), if N is a finitely generated monomial OK-submodule of a labelled K algebra A, then we will
specifically choose f to be a monomial, otherwise f is arbitrary.
Let g ∈ N. Since f is a unit, f (p) 6= 0. Let c= g(p)
f (p) ∈ K. Write c= ab with a,b ∈ OK . Then
bg(p)−a f (p) = 0,
and hence bg−a f is a non-unit. But bg−a f ∈ N, so bg−a f = 0. Then g= c f .
Since N is finitely generated and each element has the form c f for c ∈ K, we may pick c1, . . . ,cn
such that N is generated by c1 f , . . . ,cn f . Without loss of generality, we may assume that they are
ordered in such a way that c1 has maximal valuation, which implies that for each i,
ci
c1
∈ OK . This
implies ci f is in the submodule generated by c1 f , so N is generated by c1 f . Since f is a unit and c1
is in K (and N 6= 0), N is generated by a unit.
(2): If we chose f to be a monomial above, then N is generated by a unit which is a monomial. 
Lemma 7.10. Let A be a K-algebra. Consider the map φA : A→ Sfg(A), where φA(a) = 〈a〉, the
OK-submodule generated by a. Then, φA is natural in A. Consequently so is the induced map on units
A×→ (Sfg(A))×.
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Proof. Let f : A→ B be a homomorphism of K-algebras. Given a ∈ A, one has
φB( f (a)) = 〈 f (a)〉 = f∗(〈a〉) = f∗(φA(a)),
where f∗ is the map induced by f under the functor Sfg. 
Theorem 7.11. Let A be a finitely generated K-algebra which is a domain. Then one has an isomor-
phism
Pic(SpecA)≃ Pic(Specs Sfg(A)).
Proof. If f ∈ A is nonzero, then A f is also a domain and is a reduced finitely generated K-algebra.
By the weak Nullstellensatz, the residue field at any closed point (in particular at some closed point)
of A is K. Thus A f satisfies the conditions of Theorem 7.9.
We will let X = SpecA and use Theorem 7.6 to identify Y = SpecsSfg(A) with X as topological
spaces.
Our first step is to construct an epimorphism of sheaves η : O×X →O×Y . We start by defining η on
basic open sets. ForU =D( f )⊆ X , we have a homomorphism
φ f : O
×
X (U)→ Sfg(OX(U))×
mapping a ∈ O×X (U) to the submodule φ f (a) = 〈a〉 it generates. Theorem 7.9 tells us that φ f is an
epimorphism. By Theorem 7.8, we have an isomorphism
τ f : Sfg(OX(U))
×→O×Y (D(〈 f 〉)).
We define ηD( f ) = τ f ◦ φ f . Lemma 7.10 tells us the maps φ f are compatible with restriction from
D( f ) to a smaller open set D(g), while Theorem 7.8 tells us the same thing for the maps τ f . Thus
we may conclude the same for η . By [Sta20, Lemma 6.30.10], our definition of η extends uniquely
to a morphism of sheaves. Furthermore, the fact that η induces an epimorphism of sections over any
basic open set implies it is a sheaf-theoretic epimorphism.
Next we compute the kernel of η . Note that kerηD( f ) = kerφ f . Let x ∈ kerφ f ⊆ O×X (D( f )) = A×f .
Then 〈x〉 = 〈1〉. Note that since A is a K-algebra, the embedding OK → A is injective and we can
identify 〈1〉 with OK . The above can be written xOK = OK , which implies x ∈ O×K . Conversely, if
x ∈ O×K , then 〈x〉= 〈1〉 so x ∈ kerφ f . Thus kerηD( f ) = O×K . This defines an isomorphism of sheaves
on our basis of open sets, so by [Sta20, Lemma 6.30.10], kerη is the constant sheaf O×K .
We thus have an exact sequence
0→O×K →O×X →O×Y → 0
Since X is irreducible, constant sheaves such as O×K are acyclic. The long exact sequence and the
homeomorphism X ∼= Y give us the following isomorphism:
H1(X ,O×X )∼= H1(X ,O×Y ) = H1(Y,O×Y ),
and this is the desired isomorphism of Picard groups. 
Now, from Corollary 6.11 and Example 6.12, we obtain the following.
Corollary 7.12. Let A be a K-algebra, viewed as a labelled K-algebra with a canonical labelled
algebra structure in Example 6.12. Then, one has
Pic(SpecA)≃ Pic(SpecsTrop(A)),
where Trop(A) is the coordinate semiring of the scheme-theoretic tropicalization of SpecA with re-
spect to the canonical labelled algebra structure.
For a semiringed space (X ,OX), and OX -modules F and G , one can define the tensor product
F ⊗OX G as in the classical case. One can further use the same arguments as in the ring case to see
that many properties hold in this case as well (for instance, see [Jun17a, §3]).
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Definition 7.13. Let (X ,OX) and (Y,OY ) be semiringed spaces. Given a morphism of semiringed
spaces φ : X →Y and a sheaf F of OY -modules, let φ∗F be the sheaf of OX -modules given by
φ∗F = φ−1F ⊗φ−1OY OX
One may apply a similar argument as in the ring case to see that Definition 7.13 is functorial.
Lemma 7.14. Let f : X →Y be a morphism of semiringed spaces and L be a line bundle on Y . Then
f ∗L is a line bundle on X.
Proof. We first consider the case of the trivial bundle L = OY . We have
f ∗OY = ( f−1OY )⊗( f−1OY ) OX = OX
which gives the result in the case of the trivial bundle.
To go further, we need to understand pullbacks along open sets. If Z is any topological space with
an open subset U ⊆ Z and if i :U → Z is the inclusion, then for every sheaf F of abelian semigroups
on Z we have i−1F = F
∣∣
U
. Furthermore if Z is a semiringed space, we may equip U with the
structure sheaf OU = OZ
∣∣
U
. Then for a sheaf F of OZ-modules we have
i∗F = i−1F ⊗i−1OZ OU = i−1F = F
∣∣
U
.
Now chooseU ⊆ Y such that L ∣∣
U
∼= OY
∣∣
U
. Let i :U → Y and j : f−1(U)→ X be inclusion maps
and let g : f−1(U)→U be the map induced by f . We regardU and f−1(U) as semiringed spaces by
restriction, as above. By construction, ig= f j. This gives
( f ∗L )
∣∣
f−1(U) = j
∗ f ∗L = g∗i∗L ∼= g∗OU .
In the special case L = OY , we have seen f
∗OY ∼= OX . Hence
O f−1(U) = OX
∣∣
f−1(U)
∼= ( f ∗OY )
∣∣
f−1(U)
∼= g∗OU .
Combining this with the more general case above, we have that if L is trivial onU , then
( f ∗L )
∣∣
f−1(U)
∼= g∗OU ∼= O f−1(U).
In other words, f ∗L is trivial on f−1(U). Now if we pick a trivializing open cover {Ui} for a line
bundle L then { f−1(Ui)} is a trivializing open cover for f ∗L . 
We are now ready to describe how to construct line bundles on a classical variety from tropical line
bundles. Recall from Corollary 6.11 that the tropicalization of SpecA is SpecSfgmon(A) for a labelled
K-algebra A.
Definition 7.15. Let A be a labelled K-algebra which is finitely generated as an algebra and has no
zero-divisors.
(1) The saturated lifting map is the map
τs : Pic(Specs Sfgmon(A))→ Pic(SpecA)
given by composing the isomorphism Pic(Specs Sfg(A))∼= Pic(SpecA) of Theorem 7.11 with
the pullback map
Pic(Specs Sfgmon(A))→ Pic(Specs Sfg(A))
induced by the inclusion Sfgmon(A)→ Sfg(A).
(2) The unsaturated lifting map
τ : Pic(SpecSfgmon(A))→ Pic(SpecA)
is given by composing τs with the pullback map
Pic(SpecSfgmon(A))→ Pic(Specs Sfgmon(A))
induced by the inclusion SpecsSfgmon(A)⊆ SpecSfgmon(A).
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Example 7.16. In the setting of Example 6.12, Sfgmon(A) = Sfg(A). One may easily use this fact to
check that in this situation, the saturated lifting map is an isomorphism.
Proposition 7.17. Let A be a labelled K-algebra which is finitely generated as an algebra and has no
zero-divisors. Let Y = Specs Sfgmon(A) and Z = SpecSfgmon(A). Suppose that for every line bundle
L on Y there is an open cover {Ui} of Z such that L is trivial on each Ui∩Y . Then the saturated
and unsaturated lifting maps have the same image.
Proof. Let j : Specs Sfgmon(A)→ SpecSfgmon(A) be the inclusion map. Then τ = τs ◦ j∗. It follows
that it suffices to show j∗ is surjective. Let L be a line bundle on Y .
We claim that j∗L is a line bundle on Z. In the proof of Theorem 7.8, we had isomorphisms
j∗(F )∼= OZ and F ∼= OY . Together, these give an isomorphism j∗(OY )∼= OZ , which covers the case
of the trivial bundle.
LetU ⊆ Z be an open set such that L is trivial on j−1(U). Let V ⊆U be open. We have
( j∗L )(V ) = L ( j−1(V ))∼= OY ( j−1(V )) = ( j∗OY )(V ) = OZ(V ).
It is routine to check that this sequence of isomorphisms is compatible with restriction maps, so
( j∗L )
∣∣
U
= OZ
∣∣
U
. In particular, j∗L is trivial onU .
Choose an open cover {Ui | i ∈ Γ} for some indexing set Γ of Z such that L is trivial on each set
j−1(Ui) =Ui∩Z. The above shows j∗(L ) is trivial on eachUi, establishing the claim. Now we have
j∗( j∗(L )) = j−1( j∗(L ))⊗ j−1OZ OY ∼= j−1( j∗(L ))∼= L .
This shows j∗ is a surjection on Picard groups. 
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