We perform a reanalysis of hourly mean magnetic data from us to identify discrete spatiotemporal patterns with no a priori specification 10 of their geometry -the form of the decomposition is controlled by the data.
Introduction
Studies of the electrical conductivity of the Earth's mantle are crucial to the accurate separation of the magnetic fields produced internal to the Earth's surface, in the Earth's 23 liquid iron core, in the lithosphere, and induced in the mantle. In turn, accurate estimates 24 of mantle conductivities depend upon a good knowledge of the inducing fields which orig-25 inate in the Earth's magnetosphere and ionosphere. As discussed by Olsen [1999] and more recently Kuvshinov [2012] there are multiple 28 different mathematical approaches to probing the mantle at depths greater than approxi-29 mately 1,000 km, but each requires a description of the external magnetic field variations 30 of long periods, i.e. months to years. This overlaps with the periods on which the core 31 field varies significantly, hence, the estimates of long period external fields are subject to 32 substantial uncertainty. Typically (e.g. Banks [1969] ; Constable and Constable [2004] ), 33 the assumed geometry for the inducing source on periods greater than a few months is 34 the spherical harmonic P 0 1 representing the symmetric magnetospheric ring current field.
35
It has been known for some time that the ring current exhibits asymmetry [e.g. Daglis 36 et al., 1999; Balasis et al., 2004; Balasis and Egbert, 2006] . Recent studies [e.g. Maus and
Orthogonal Functions (EOFs) in a re-analysis of 13 years (over a solar cycle) of ground-48 based observatory magnetic vector hourly means. EOFs are used to decompose a large, 49 highly variable dataset into a small number of independent spatio-temporal subgroups, 50 called 'modes', which describe the patterns of maximum variance in the dataset. The 51 modes arise from the intrinsic dynamical properties of the data, hence we need apply no 52 simplifying assumptions of the long period field morphology prior to analysis.
54
In section 2 we describe the data and the processing applied to them. In section 3 we 55 outline the theory governing the EOF decomposition and describe our numerical imple-56 mentation of the EOF method. In section 4 we present the results obtained from com-57 bining the outputs of several EOF analyses via spherical harmonic analysis, and discuss 58 these further in section 5. In section 6 we summarize our findings. 
where (r, θ, φ) indicate the magnetic components in the respective directions, not the 135 coordinates themselves. We will decompose the variance of X, so prior to the EOF 136 analysis of these data we remove the time mean of each column, known as 'centering' the 137 data matrix:
where X are the columnar means of X, averaging over time. The removed means are 140 stored, and will be used in later processing. The variance field X is now ready for EOF 141 analysis.
142

Method
The following description of the EOF process is based on p independent temporal patterns t (represented by T = (t 1 , t 2 , ..., t p ), where the t j are column vectors of length n) which, when combined, reconstruct X:
The V are the eigenvectors of R, the covariance matrix of X, defined as R = X T X. The
150
T are given by projecting the spatial eigenvectors onto the original data T = XV . The 
206
All temporal oscillations shown are de-weighted versions, whereas the spatial reconstruc- 
Eigenspectrum and mode-order
In Figure 2 we show the eigenspectrum, taken as a mean across each of the eigenspectra 
235
This indicates that the spatiotemporal pattern typically described by mode 3 is described instead by mode 4 between these start-UTs. Henceforth, the term 'mode 3' refers to the 237 collection of mode 3 from start-UTs of 01:00-19:00 and 24:00, and mode 4 from start-UTs 238 between 20:00 and 23:00. In the next section we show that, with this substitution, we 239 can associate a physical meaning to these first three modes, and since they describe the 240 majority (62%) of the variance, we focus on modes 1-3 for the remainder of our analysis.
241
For our purposes, all other modes are considered to be noise. 
257
-whilst the residual amplitude is small, it exhibits an annual oscillation which modulates with the solar cycle. From the power spectra shown in Figure 5 , we see that RC has a 259 smaller annual-period spectral peak than mode 1, indicating that mode 1 is the origin of from all start-UTs in the SM frame, to obtain a more complete (but still irregular) global 296 coverage of discrete data predictions from the EOF method. We take advantage of this 297 improvement in coverage to perform a SHA of the isolated modes to form continuous 298 models in space with a daily temporal resolution.
299
Since ∇·B = 0, we can relate the magnetic field measurements B to the scalar potential We will form the symmetric ring current SH model (which we term 'SR') from mode 313 1, the annual oscillation model (which we term 'AO') from mode 2, and the semi-annual 314 model ('SA') from mode 3. These three models do not describe patterns which are sta-315 tionary in the SM frame over the period of analysis. Hence, it is also desirable to produce 316 a model of the 'ground state' that these three models are describing the variance of. For 317 this reason, we will also produce a model of the removed means ('RM') described by 318 Equation (2).
320
As an example, to construct the data vector for the AO model SHA, we first extract 321 the EOFs and PCs for mode 2 and a given start-UT. We use a notation such that y for a given component (here, r) into a single column vector:
. . .
337
The result of this concatenation is the improved coverage of observatories in the SM frame.
338
The improved distribution is shown in section 4.4.
340
We concatenate the start-UT series in a similar manner as shown above for the θ-and 341 φ-components, following which, these single-component series are appended into a data 342 vector for the SHA of the ith epoch:
Using these data we solve for an estimate of the vectorm of spherical harmonic coef-345 ficients of equation (8) the AO model for the ith epoch) by
355
Unless otherwise stated, all data predictions presented here are calculated from just the single current system. Where we are able to assign a probable source for a given pattern,
364
we refer to the current system which appears to dominate that pattern. In section 4.2 we have assessed the modes' temporal oscillations, both visually and via correlation with the SH expansion, and is not indicative of the true external inducing field geometry there.
373
We display the polar regions since this conveys the extent to which the coefficients of a 374
given SH model will depend upon regions without data coverage. The spatial pattern of the annual oscillation ('AO') model is shown in Figure 6 (b). we believe that the models are un-biased in their representation of SM-frame patterns.
444
The residuals for the other models and components are similarly distributed, though the 445 polar mask does increase their amplitudes in high-latitude regions for those models which 446 have most power in their low-degree coefficients. 
Discussion
Based on the amplitudes of the coefficients shown in Table 1 , it appears that the ring 448 current is the most important pattern, both on short timescales, as well as on the scale of 
Conclusions
We have applied the EOF method to 13 years of ground-based observatory hourly mean 516 data and extracted the dominant spatiotemporal patterns of the quiet-time long period 517 external fields, without making explicit assumptions about their geometry. Whilst the 518 EOF method cannot distinguish between source regions, we find that the majority of the 519 inducing signal is consistent with the pattern of the symmetric ring current, which is 520 commonly assumed to be the sole inducing source. We also find significant contributions 521 from patterns representative of other (non-zonal) current systems, which are important to 522 the total signal on annual, semi-annual and solar-cycle periods. These patterns collectively 523 describe the variance of the data over the 13 year analysis span -we also describe the 
