Abstract. Our aim in this note is to present four remarkable facts about quotient sets. These observations seem to have been overlooked by the MONTHLY, despite its intense coverage of quotient sets over the years.
Introduction If A is a subset of the natural numbers N = {1, 2, . . .}, then we let R(A) = {a/a ′ : a, a ′ ∈ A} denote the corresponding quotient set (sometimes called a ratio set). Our aim in this short note is to present four remarkable results which seem to have been overlooked in the MONTHLY, despite its intense coverage of quotient sets over the years [3, 5, 4, 9, 10, 11, 14]. Some of these results are novel, while others have appeared in print elsewhere but somehow remain largely unknown.
In what follows, we let A(x) = A ∩ [1, x] so that |A(x)| denotes the number of elements in A which are ≤ x. The lower asymptotic density of A is the quantity
which satisfies the obvious bounds 0 ≤ d(A) ≤ 1. We say that A is fractionally dense if the closure of R(A) in R equals [0, ∞) (i.e., if R(A) is dense in [0, ∞)).
Our four gems are as follows.
1. The set of all natural numbers whose base-b representation begins with the digit 1 is fractionally dense for b = 2, 3, 4, but not for b ≥ 5.
2. For each δ ∈ [0, 1 2 ), there exists a set A ⊂ N with d(A) = δ that is not fractionally dense. On the other hand, if d(A) ≥ 1 2 To show this, we require the following more general result.
Proposition 1. Let 1 < a ≤ b. The set
is fractionally dense if and only if b ≤ a 2 . Moreover, we also have
Proof. We first compute d(A). Since the counting function |A(x)| is nondecreasing on each interval of the form [b k , ab k ) and constant on each interval of the form
Note that in order to obtain (2) we used the fact that the difference between ab
Having computed d(A), we now turn our attention to fractional density. CASE 1: Suppose that a 2 < b. By construction, each quotient of elements of A belongs to an interval of the form I ℓ = (a −1 b ℓ , ab ℓ ) for some integer ℓ. If j < k, then a 2 < b k−j whence ab j < a −1 b k so that every element of I j is strictly less than every element of I k . Therefore R(A) contains no elements in any interval of the form [ab ℓ , a −1 b ℓ+1 ], each of which is nonempty since a 2 < b. Thus A is not fractionally dense.
Suppose that ξ belongs to an interval of the form [b j , ab j ) for some integer j. Given ǫ > 0, let k be so large that 1 < b k ǫ and observe that
Let ℓ be the unique natural number satisfying and
From (3) we find that
from which it follows that
Since (4) To see that Gem 1 follows from the preceding proposition, observe that if a = 2 and b ≥ 2 is an integer, then the set A defined by (1) Critical density Having seen that there exist sets that are not fractionally dense, yet whose lower asymptotic density is positive, it is natural to ask whether there exists a critical value 0 < κ ≤ 1 such that κ ≤ d(A) ensures that A is fractionally dense. The following gem establishes the existence of such a critical density, namely κ = 
For these parameters, Proposition 1 tells us that the set A defined by (1) satisfies d(A) = δ and fails to be fractionally dense. If δ = 0, then we note that the set A = {2 n : n ∈ N} is not fractionally dense and has d(A) = 0. Thus we can construct sets having lower asymptotic density arbitrarily close to 1 2 , yet which fail to be fractionally dense. On the other hand, it is clear that fractionally dense sets with d(A) = 1 2 exist. Indeed, one such example is A = {2, 4, 6, . . .}. However, the question of whether a non-fractionally dense set can have lower asymptotic density equal to the critical density 1 2 is much more difficult. In the late 1960s,Šalát proposed an example of a set A ⊂ N which is not fractionally dense and such that d(A) = , then A is fractionally dense.
and suppose toward a contradiction that 0 < α < β ≤ 1 and R(A) ∩ (α, β) = ∅. Noting that A must be infinite, we enumerate the elements of A in increasing order a 1 < a 2 < · · · . Let k be a natural number which is so large that kα > 1 and let 0 < θ < 1. For all m and n in N, let
For each n in N, we claim that the intervals
used below in a delicate counting argument, are pairwise disjoint. Indeed, since the a i are integers it follows that
so that the right endpoint of J n m is at most the left endpoint of J n m+1 . A similar argument shows that the right endpoint of J n n−⌊θn⌋−1 is at most αa kn . Next, let n be so large that ⌊θn⌋ ≥ α β−α . We claim that
for each m = 0, 1, . . . , n − ⌊θn⌋ − 1. To see this, note that
which implies that α(a k(⌊θn⌋+m) + k) ≤ βa k(⌊θn⌋+m) so that (6) holds. Since (αa n , βa n ) ∩ A = ∅ by assumption, it follows now that the intervals (5) are contained in the complement [0, ∞)\A. Letting B = N \ A, a naïve counting argument gives
Dividing through by βa kn and taking lim sups yields
Taking the limit as θ → 0 and k → ∞ and rearranging gives
If
, then the preceding inequality implies that β ≤ α, a contradiction.
The astute reader will note that we have actually shown that if (α, β) ∩ R(A) = ∅, then (7) must hold. In fact, with only a little more work one can show that Partitions of N Clearly N itself is fractionally dense since R(N) = Q ∩ (0, ∞), the set of positive rational numbers. An interesting question now presents itself. If N is partitioned into a finite number of disjoint subsets, does one of these subsets have to be fractionally dense? The following result gives a complete answer to this problem.
Gem 3. One can partition N into three sets, each of which is not fractionally dense. However, such a partition is impossible using only two sets.
This gem is due to Bukor,Šalát, and Tóth [2] . These three, along with P. Erdős, later generalized the second statement by showing that if the set A is presented as an increasing sequence a 1 < a 2 < · · · satisfying lim n→∞ a n+1 /a n = 1, then for each B ⊆ A, either B or A\B is fractionally dense [1] .
The proof of our third gem is contained in the following two results. Proof. Let
so that A, B, and C consist of those natural numbers whose base-5 expansions begin, respectively, with 1, with 2, and with 3 or 4. We consider only C here, for the remaining two cases are similar (in fact, the set A is already covered by Proposition 1). Observe that each quotient of elements of C is contained in an interval of the form Proof. Without loss of generality, we may assume that both A and B are infinite. Suppose toward a contradiction that neither A nor B is fractionally dense. Thus there exists α, β > 1 and ǫ > 0 such that (α − ǫ, α + ǫ) ∩ R(A) and (β − ǫ, β + ǫ) ∩ R(B) are both empty. Now let n 0 ∈ N be such that
Since A and B are both infinite, there exists n > αβ(n 0 + 1) such that n ∈ A and n + 1 ∈ B. If s = ⌊ n αβ ⌋ − 1 belongs to A, then setting t = ⌊αs⌋ yields
Since (α − ǫ, α + ǫ) ∩ R(A) = ∅, we conclude that t belongs to B. Now observe that
, which is a contradiction. Therefore it must be the case that s belongs to B.
Assuming now that s = ⌊ n αβ ⌋ − 1 belongs to B, we now let t = ⌊βs⌋. Proceeding as in (8), one can show that | t s − β| < ǫ and hence that t belongs to A. Moreover,
Thus n t belongs to (α − ǫ, α + ǫ) ∩ R(A), a contradiction which implies that s belongs to neither A nor B, an absurdity since N = A ∪ B.
Although one might be tempted to postulate a relationship between Theorems 2 and 4, lower asymptotic density has no bearing on the preceding result since it is possible to partition N into two subsets both having lower asymptotic density zero. Proof. We require the Stolz-Cesàro Theorem [6] , which tells us that if x n and y n are two increasing and unbounded sequences of real numbers, then The first statement of Gem 4 has already been proven. Indeed, Proposition 1 produces sets that are not fractionally dense and that contain arbitrarily long blocks of consecutive natural numbers. We therefore need only produce a fractionally dense set having no arithmetic progressions of length three (see also [9, Thm. 2] ).
Proposition 6. The set
is fractionally dense and has no arithmetic progressions of length three.
Proof. First recall that Kronecker's approximation theorem [7, Thm. 440 ] asserts that if β > 0 is irrational, α ∈ R, and δ > 0, then there exist n, m ∈ N such that |nβ − α − m| < δ. Let ξ, ǫ > 0 and note that β = log 2 3 > 0 is irrational. By the continuity of f (x) = 2
x at log 2 ξ, there exists δ > 0 such that
Kronecker's theorem with β = log 2 3 and α = log 2 ξ now yields n, m ∈ N so that
In light of (9), it follows that |3 n /2 m − ξ| < ǫ, whence A is fractionally dense. We now show that A contains no arithmetic progressions of length three. Assume toward a contradiction that such an arithmetic progression exists. By the definition of A, the first term in this progression is either a power of 2 or a power of 3. We consider both cases separately, letting b denote the common difference in each progression. CASE 1: Suppose that 2 j , 2 j + b, and 2 j + 2b belong to A. Since 2 j + 2b is even and belongs to A, it must be of the form 2 k for some k > j whence b = 2 k−1 − 2 j−1 is even since j ≥ 2. Thus 2 j + b must also be of the form 2 ℓ for some ℓ > j so that 2 ℓ = 2 j + b = 2 j + (2 k−1 − 2 j−1 ) = 2 j−1 (2 k−j + 1).
Upon dividing the preceding by 2 j−1 we obtain a contradiction.
CASE 2: Now suppose that 3 j , 3 j + b, 3 j + 2b is an arithmetic progression in A of length three that begins with 3 j . In this case 3 j + 2b is odd and hence must be of the form 3 k for some k > j. Therefore
so that the second term 3 j + b in our progression is divisible by 3 j . Thus 3 j + b = 3 ℓ for some ℓ > j, from which it follows that
Since this implies that 2 · 3 ℓ−j = 2 + (3 k−j − 1), which is inconsistent modulo 3, we conclude that A has no arithmetic progressions of length three.
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