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ENTROPY DISSIPATION ESTIMATES IN A ZERO–RANGE
DYNAMICS
PIETRO CAPUTO AND GUSTAVO POSTA
Abstract. We study the exponential decay of relative entropy functionals for zero–
range processes on the complete graph. For the standard model with rates increasing at
infinity we prove entropy dissipation estimates, uniformly over the number of particles
and the number of vertices.
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1. Introduction, Models and Results
Functional estimates such as Poincare´ and logarithmic Sobolev inequalities play an
important role in the study of approach to stationarity for Markov semigroups, see e.g.
[23] for a recent survey. Logarithmic Sobolev inequalities are known to imply exponential
decay of relative entropy which in turn provides a natural way to bound mixing times
in total variation norm [12]. As we can see already in simple birth–and–death processes,
however, in discrete settings logarithmic Sobolev inequalities may become an unnecessarily
strong requirement if we are interested in decay to equilibrium in relative entropy or total
variation. Motivated by this observation, modified versions of the logarithmic Sobolev
inequality have been recently proposed and studied by several authors [1, 11, 13, 14, 2].
As emphasized in [11, 13, 14, 2] a key estimate is the one relating directly the relative
entropy functional and its time–derivative along the semigroup. Such entropy dissipation
inequalities have been extensively studied in the literature on the approach to equilibrium
for the Boltzmann equation, see [25] and references therein. Our aim in this paper is
to investigate the validity of entropy dissipation bounds for some models of interacting
random walks on the complete graph known as zero–range processes.
The complete graph zero–range dynamics is the continuous time Markov chain described
as follows. For each positive integer L we consider the set of vertices VL = {1, . . . , L},
the state space is the product ΩL = N
L and a configuration η ∈ ΩL is interpreted as an
occupation number vector, i.e. ηx is the number of particles at x ∈ VL. At each vertex
x ∈ VL we associate a rate function cx : N → R such that cx(0) = 0 and cx(n) > 0 for
every n > 1. We often extend cx to a function on ΩL by setting cx(η) = cx(ηx). Every
vertex x ∈ VL waits an exponentially distributed time with mean 1/cx before one particle
is moved from x to a uniformly chosen vertex of VL. More precisely, the Markov generator
is given by
Lf = 1
L
∑
x,y
cx∇xyf , (1.1)
with the sum extending over all x, y ∈ VL. Here ∇xyf stands for the gradient fxy − f ,
with fxy(η) = f(ηxy), ηxy being the configuration in which a particle has been moved
from x to y, i.e. (ηxy)x = ηx− 1, (ηxy)y = ηy+1, and (ηxy)z = ηz, z 6= x, y. We agree that
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ηxy = η, if ηx = 0. Note that if the functions cx were all linear, i.e. cx(n) = λxn, λx > 0,
the resulting random walks on the complete graph with L vertices would be independent.
The interaction is therefore hidden in the non–linearity of cx and has zero–range in the
sense that jump rates out of x are only determined by the configuration at x. The process
is reversible w.r.t. the product measure µL(η) =
∏
x∈VL µx, where µx is the probability on
N given by
µx(0) =
1
Zx
, µx(n) =
1
Zx
n∏
k=1
1
cx(k)
. (1.2)
Since the process conserves the initial number of particles, letting ν := νL,N denote the
probability µL conditioned on the event N =
∑
x∈VL ηx, we obtain, for every N > 1
and L > 2, an irreducible finite state Markov chain with reversible measure νL,N . The
associated Dirichlet form is given by
Eν(f, g) = −ν [f(Lg)] = 1
2L
∑
x,y
ν [cx∇xyf∇xyg] , (1.3)
where f, g are arbitrary functions and the notation ν[f ] is used for the expectation
∫
fdν.
Local variants of the zero–range dynamics have been considered in the literature, especially
in connection with hydrodynamical limits [16]. If we allow, for instance, a particle at x to
jump to x+ 1 or x− 1 only, we have the local Dirichlet form
Dν(f, g) = 1
2
L−1∑
x=1
ν [cx∇x,x+1f∇x,x+1g] . (1.4)
Because of the permutation symmetry of the model it is natural to study the complete
graph dynamics, which is more tractable from the analytical point of view. Moreover,
it turns out that in some cases sharp estimates on the decay to equilibrium for the local
variants are deduced from the corresponding bounds on the complete graph, see e.g. [5, 24].
Let us now recall the notion of entropy and the associated inequalities. As usual the
the entropy of a function f > 0 is written Entν(f) = ν[f log f ]−ν[f ] log ν[f ]. When f > 0
and ν[f ] = 1, Entν(f) coincides with the relative entropy of the probability νf w.r.t. ν.
Setting ft = e
tLf we have
d
dt
Entν(ft) = −Eν(ft, log ft) . (1.5)
Therefore the entropy dissipation constant
γ(L,N) = sup
f>0
Entν(f)
Eν(f, log f) , (1.6)
is the best constant γ such that
Entν(ft) 6 e
−t/γ Entν(f) , (1.7)
for every non–negative function f .
Since (see e.g. [2, 14])
Eν(f, log f) > 4 Eν(
√
f,
√
f) , (1.8)
we see that (1.7) is implied by the usual logarithmic Sobolev inequality. Namely, if s(L,N)
denotes the logarithmic Sobolev constant defined by (1.6) with Eν(f, log f) replaced by
Eν(
√
f ,
√
f), then γ(L,N) 6 s(L,N)/4. The name “modified” logarithmic Sobolev con-
stant is sometimes used for γ(L,N). Note that s(L,N) can be much larger than γ(L,N).
As an example, consider the simple random walk on the complete graph with L vertices,
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which corresponds to the case N = 1 with homogeneous rates: cx = cy, all x, y ∈ VL. Sim-
ple computations show that in this case the logarithmic Sobolev constant s(L, 1) grows
with L as logL while γ(L, 1) remains bounded.
Our main result is obtained under the hypothesis of homogeneous Lipschitz rates in-
creasing at infinity. We formulate this as follows.
There exists c : N → R+ such that cx(n) = cy(n) = c(n), for all x, y and n ∈ N.
Moreover c(0) = 0, c(k) > 0 for every k > 1, and there exist C < ∞, δ > 0 and n0 ∈ N
such that
c(m)− c(n) > δ , (H.1)
for every n ∈ N and m > n+ n0, and
sup
n > 0
|c(n + 1)− c(n)| 6 C . (H.2)
Zero–range processes satisfying (H.1) and (H.2) have been extensively studied [19, 5,
10, 15]. Using a version of the Lu–Yau martingale approach [22], Landim, Sethuraman
and Varadhan [19] proved that the spectral gap of the local zero–range dynamics scales
diffusively. For the complete graph model a uniform spectral gap estimate was proved
in [5] following the Carlen–Carvalho–Loss approach to the determination of the spectral
gap [7]. Using a version of the Cancrini–Martinelli duplication method [3, 4] Dai Pra and
Posta [9, 10] have recently established a diffusive estimate for the logarithmic Sobolev
constant of the local dynamics.
We will show that under (H.1) and (H.2) the entropy dissipation constant γ(L,N) has
a uniform upper bound.
Theorem 1.1. Assume (H.1) and (H.2). Then
sup
L > 2
sup
N > 1
γ(L,N) < ∞ . (1.9)
We conclude with some remarks on this result and on the organization of the paper.
1. As in [19, 5, 10] our estimate is uniform over the number of particles N . This uniformity
can no longer be expected if one drops the assumption (H.1), see for instance [24] where
the spectral gap of the complete graph model with constant rates is shown to be of order
L2/(N2 + L2).
2. Following the standard martingale approach, our proof consists in setting up a recursion
on the number of vertices L. The first step requires a one–vertex entropy dissipation esti-
mate. This is established in section 2 as a consequence of a more general one–dimensional
bound for log–concave measures on N which is of independent interest. The rest of the
proof is given in section 3. Here we need to adapt techniques developed for spectral gap
and logarithmic Sobolev inequalities to the more delicate entropy dissipation estimate. In
particular, the one–vertex bound is shown to produce certain covariance terms in subsec-
tion 3.1. The crucial bound on these covariances is established in subsections 3.2–3.4 by
combining the methods of [18] and [10].
3. It is natural to try to extend the result to the case of inhomogeneous rates. One can
consider the rates cx(n) = λxc(n) with constants λx ∈ [a1, a2] for some 0 < a1 < a2 < ∞
and c(·) satisfying (H.1) and (H.2). For this model we conjecture that there exists C <∞
depending only on a1, a2 and the constants appearing in (H.1), (H.2) such that
γ(L,N) 6 C , (1.10)
4 P. CAPUTO AND G. POSTA
uniformly in N,L. We see no serious difficulty in adapting the one–vertex estimate of
section 2 and the arguments up to and including subsection 3.1 to this more general
setting. On the other hand, the extension of the covariance estimate to this case seems
to be more delicate. In analogy with [17] one can take the λ¯ = {λx} as the realization
of an i.i.d. random environment. The covariance terms produce new terms involving
fluctuations of the environment. Combining the strategy of [17] with our arguments in
sesction 3 one could possibly show that the bound (1.10) holds with a constant C = C(λ¯)
depending on the random field and such that C <∞ almost surely. Establishing the full
conjecture (1.10) however seems to be a more challenging problem which deserves further
investigation. If the rates are assumed to be pointwise increasing a first result is the
following perturbative bound we obtained in [6] by a discrete version of the Bakry–Emery
Γ2 criterium. Suppose the rates cx are arbitrary functions satisfying: there exist λ > δ > 0
such that
λ 6 cx(n+ 1)− cx(n) 6 λ+ δ , (1.11)
for every x and n; then γ(L,N) 6 (λ − δ)−1 for all L > 2 and N > 1. We believe that a
uniform estimate on γ(L,N) as in (1.9) should hold under (1.11) for any δ > 0 without
the restriction δ < λ. However, as explained in [6] the Γ2 approach breaks down when
there is no restriction on δ. For the spectral gap the situation is easier. In fact, as shown
in [6], assuming (1.11) one has that the spectral gap is bounded below by λ independently
of δ.
2. One–vertex estimates
The goal of this section is to show that the one–vertex marginal of the canonical measure
ν satisfies a uniform entropy dissipation bound, see Proposition 2.1 below. From now on
the rate function c : N→ R is assumed to satisfy the conditions (H.1) and (H.2). For any
L > 2 and N > 1 we write as usual ν = νL,N for the homogeneous zero–range canonical
measure associated to the rate function c. We also write νx for the marginal of ν at x, i.e.
νx(n) = ν(ηx = n).
Proposition 2.1. There exists C < ∞ such that, for any L > 2, N > 1, x ∈ VL and for
any function u : N→ R+ with νx[u] = 1 we have
N∑
n=0
νx(n)u(n) log u(n) 6 C
N∑
n=0
νx(n)c(n)[u(n) − u(n− 1)] log u(n)
u(n− 1) . (2.1)
The proof will be based on the one–dimensional estimate established in [6], which we
recall below.
2.1. A one–dimensional estimate. Let µ : N → [0, 1] be a probability vector and
consider the birth and death process with birth rate r+(n) and death rate r−(n) satisfying
the detailed balance w.r.t. µ:
r−(n)µ(n) = r+(n− 1)µ(n − 1) , n > 1 .
We assume r−(0) = 0. The following estimate can be found in [6].
Lemma 2.2. Let r−, r+ satisfy
r−(n+ 1)− r−(n) > δ− (2.2)
r+(n)− r+(n+ 1) > δ+ , (2.3)
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with some constants δ−, δ+ > 0. Then, for every u > 0 such that µ[u] = 1 we have
∞∑
n=0
µ(n)u(n) log u(n) 6 δ−1
∞∑
n=0
µ(n) r−(n) [u(n)− u(n− 1)] log u(n)
u(n− 1) , (2.4)
where δ := δ− + δ+.
2.2. 1D–equivalence with the case of increasing rates. The next step is the following
equivalence lemma, whose proof can be found in [6]. Let n0 be the constant appearing in
(H.1). We define
c˜(k) = c(k) +
1
n0
n0−1∑
j=1
n0 − j
n0
[c(k + j) + c(k − j)− 2c(k)] , k > n0 . (2.5)
When k < n0 we simply set c˜(k) = c˜(n0)k/n0. Let us call µ˜ the one–coordinate zero–range
measure obtained from c˜, i.e.
µ˜(0) =
1
Z˜
, µ˜(n) =
1
Z˜
n∏
k=1
1
c˜(k)
. (2.6)
Lemma 2.3. The rate function c˜ is uniformly increasing: there exists δ > 0 such that for
every k ∈ N
c˜(k + 1)− c˜(k) > δ . (2.7)
Moreover, µ and µ˜ are equivalent: there exists C ∈ [1,∞) such that for every n ∈ N
1
C
6
µ˜(n)
µ(n)
6 C . (2.8)
2.3. Proof of Proposition 2.1. From a standard comparison result (see e.g. [20], Lemma
1.2) Proposition 2.1 follows if we can prove that νx is equivalent to a probability νˆx on N
for which the estimate (2.1) is known to hold. Here equivalence means a double bound as
in (2.8). Since this notion will be used repeatedly in what follows we introduce a special
notation for it: We say that a : N → R+ is equivalent to b : N → R+ and write a ≍ b
whenever there exists a universal constant C ∈ [1,∞) (independent of L and N) such that
C−1 6 a/b 6 C.
Recall the notation µL for the product ⊗x∈VLµx. We shall use the shortcut notation
µL(k) for the probability of the event
∑L
j=1 ηj = k, for every L > 2 and k ∈ N. By
definition
νx(n) = µx(n)
µL−1 (N − n)
µL (N)
. (2.9)
Let µ˜x denote the one–vertex measure with rate c˜ given by (2.5) and write µ˜L = µ˜x ⊗
(⊗y∈VL\{x}µy). From Lemma 2.3 we know that µx ≍ µ˜x and µL ≍ µ˜L. Therefore νx ≍ ν˜x
where
ν˜x(n) = µ˜x(n)
µL−1 (N − n)
µ˜L (N)
. (2.10)
We will use the following lemma.
Lemma 2.4. Let νˆx be a probability on {0, 1, . . . , N} such that the function
V (n) := − log νˆx(n)
µ˜x(n)
(2.11)
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satisfies
∇2V (n) = V (n + 2) + V (n)− 2V (n+ 1) > 0 , n = 0, 1, . . . , N − 2 . (2.12)
Then, for every function u : N→ R+ with νˆx[u] = 1 we have
N∑
n=0
νˆx(n)u(n) log u(n) 6 C
N∑
n=1
νˆx(n)c(n)[u(n)− u(n− 1)] log u(n)
u(n− 1) . (2.13)
where C is a constant depending only on the parameters appearing in (H.1) and (H.2).
Proof. We extend νˆx to a probability on N by setting νˆx(k) = 0, k > N + 1. We apply
Lemma 2.2 with µ = νˆx, r−(n) = c˜(n). Then, by reversibility and (2.11):
r+(n) = c˜(n+ 1)
νˆx(n+ 1)
νˆx(n)
= e−∇V (n) .
By our log–concavity assumption (2.12) we have r+(n)−r+(n+1) > 0, n = 0, 1, . . . , N−1.
Moreover, by Lemma 2.3 c˜(n + 1) − c˜(n) > δ for some δ > 0. Therefore, by Lemma 2.2
(with δ+ = 0) we have the desired estimate (2.13) with c˜ in place of c, and (2.13) follows
from the equivalence c˜ ≍ c. 
Thanks to the equivalence νx ≍ ν˜x and (2.10), the proof of Proposition 2.1 is an imme-
diate consequence of Lemma 2.4 if we can prove
µL−1 (N − n) ≍ e−V (n) , (2.14)
with a function V satisfying (2.12). To prove (2.14) we introduce the standard grand–
canonical zero–range measures. For every α > 0 and every vertex x we consider the
measures
µx,α(0) =
1
Zα
, µx,α(n) =
αn
Zα
n∏
k=1
1
c(k)
. (2.15)
For every ρ > 0, let αρ > 0 denote the unique value of α such that
∞∑
n=0
nµx,α(n) = ρ . (2.16)
It is customary to write simply µx,ρ for µx,αρ . Similarly we denote by µL,ρ the product
⊗x∈VLµx,ρ. Setting ρn := (N − n)/(L− 1), for every n 6 N − 1 we can write
µL−1 (N − n) = (αρn)n−N
(
Zαρn
Z1
)L−1
µL−1,ρn (N − n) . (2.17)
The idea is to use (2.17) for all values of n except those for which N − n becomes too
small. Therefore we fix an integer m > 0, set N0 = N −m, and will use the identity (2.17)
for all n 6 N0. Here we proceed as follows. Denoting by σ
2
ρ the variance of µx,ρ we have
the following well known bounds see e.g. [19, 10]:
σ2ρ ≍ ρ (2.18)
µL,ρ (ρL) ≍ (σ2ρL)−
1
2 . (2.19)
This implies µL−1,ρn (N − n) ≍ (N − n)−
1
2 . Therefore from (2.17)
µL−1 (N − n) ≍ e−V˜ (n) , (2.20)
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where, for every t ∈ [0, N) we define ρt = (N − t)/(L− 1) and
V˜ (t) = (N − t) log αρt − (L− 1) log(Zαρt/Z1) +
1
2
log(N − t) . (2.21)
We now prove that V˜ is convex if t is not too close to N , i.e. V˜ ′′(t) > 0, t 6 N0. Clearly
V˜ ′′(t) = ϕ′′(t)− (2(N − t)2)−1 with ϕ(t) := (N− t) log αρt− (L−1) log(Zαρt/Z1). We have
ϕ′(t) = − log(αρt) + (N − t)
d
dt
log(αρt)− (L− 1)
d
dt
log(Zαρt ) .
Using (2.16) we see that ddt log(Zαρt ) = ρt
d
dt log(αρt) and the last two terms in the ex-
pression for ϕ′(t) cancel each other. We then have ϕ′′(t) = − ddt log(αρt). Reasoning as
above and using ddtρt = −1/(L − 1) we have ϕ′′(t) = 1/(L − 1)σ2ρt . Therefore, for some
independent C ∈ [1,∞)
V˜ ′′(t) =
1
(L− 1)σ2ρt
− 1
2(N − t)2 >
1
C(N − t) −
1
2(N − t)2 , (2.22)
where in the last estimate we have used (2.18). Then V˜ ′′(t) > 0 for all N − t > C/2. This
implies – by integration – that ∇V˜ (n) 6 ∇V˜ (n + 1) at least for all n 6 N − 2 − C/2.
Setting e.g. m = [C] we have shown that ∇2V˜ (n) > 0, n 6 N0 − 2 = N −m− 2.
We still have to deal with the case N − n 6 m. Here we use the fact that
µL−1(k) ≍ Lkµx(0)L , k 6 m. (2.23)
To prove the lower bound in (2.23) we simply observe that putting k particles in k different
sites one has, for some m–dependent C <∞
µL−1(k) >
(
L− 1
k
)
µx(1)
kµx(0)
L−k >
1
C
Lkµx(0)
L , k 6 m.
Similarly the upper bound is obtained by requiring at least L− 1− k sites to be empty:
µL−1(k) 6
∑
ℓ > L−1−k
(
L− 1
ℓ
)
µx(0)
ℓ
6 C Lkµx(0)
L , k 6 m.
Summarizing, from (2.20) and (2.23) we have obtained that, for every fixed K ∈ (0,∞)
the equivalence (2.14) holds with the function V = VK given by
V (n) =
{
V˜ (n) n 6 N0
(n−N) logL− L log µx(0) +Kn−N0 N0 < n 6 N
(2.24)
Note that the addition of the term Kn−N0 in (2.24) does not break the equivalence since
n − N0 6 m. What we have seen in (2.22) implies ∇2V (n) > 0 for n ∈ [0, N0 − 2]. We
are left with the case n > N0 − 1. But this is easily obtained by taking the constant K
sufficiently large. For instance: from (2.23) we know that, for some universal constant
C < ∞ V˜ (N0) > (N0 − N) logL − L log µx(0) − C, so that ∇V (N0) 6 logL + K + C.
On the other hand ∇V (N0 + 1) = logL+K2 −K. For K large this gives ∇2V (N0) > 0.
Similar reasoning applies for the remaining values of n > N0 − 1. This ends the proof of
the claim in (2.14) and concludes the proof of Proposition 2.1.
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3. Proof of Theorem 1.1
The proof of Theorem 1.1 is based on a variant of the martingale recursive method
developed in [22], see also [19, 18, 13, 21, 26, 8]. We set
γ(L) = sup
N > 1
γ(L,N) . (3.1)
Note that the result of [10] on the logarithmic Sobolev inequality for the local dynamics
defined by (1.4) implies that γ(L) <∞ for every L. We are going to prove
sup
L
γ(L) <∞ . (3.2)
To this end we start with the usual decomposition of entropy and write, for f > 0
Entν(f) =
1
L
∑
x
ν [Entν(f | ηx)] + 1
L
∑
x
Entν(fx) , (3.3)
where Entν(f | ηx) denotes the entropy of f w.r.t. ν[· | ηx] (the measure ν conditioned to
have a given number of particles ηx at x) and we have defined
fx(η) = fx(ηx) = ν[f | ηx] .
Since, for every given 0 6 ηx 6 N , the measure ν[· | ηx] coincides with the canonical zero–
range measure on L− 1 vertices with total particle number N − ηx, we can estimate, for
every ηx
Entν(f | ηx) 6 γ(L− 1) 1
L− 1
∑
y 6=x
∑
z 6=x
ν [cy∇yzf ∇yz log f | ηx] .
Taking ν–expectation and averaging the above expression over x we obtain that (3.3) is
bounded above by
γ(L− 1) L− 2
L− 1 Eν(f, log f) +
1
L
∑
x
Entν(fx) . (3.4)
The next two subsections will explain how to estimate the second term in (3.4). Here we
anticipate that the final result (see (3.21) and (3.25) below) will be that for every ǫ > 0
there exist two constants ℓǫ, Cǫ <∞ independent of L and N such that for all L > ℓǫ we
have ∑
x
Entν(fx) 6 ǫEntν(f) + Cǫ Eν(f, log f) . (3.5)
Once the above result is available it is easy to end the proof of (3.2). Indeed, from (3.5)
and (3.4) we obtain(
1− ǫ
L
)
γ(L) 6
L− 2
L− 1 γ(L− 1) +
Cǫ
L
, L > ℓǫ , (3.6)
which implies the claim (3.2) if ǫ is sufficiently small (e.g. ǫ < 12).
3.1. From one–vertex estimate to covariances. Let us recall the following change of
variable relation: for any function f and any pair of vertices x, y
ν[cxf ] = ν[cyf
yx] . (3.7)
The above is an immediate consequence of the definitions of the symbols involved and the
fact that, for any η ∈ ΩL with ηx > 1 we have
ν(ηxy)
ν(η)
=
µx(ηx − 1)µy(ηy + 1)
µx(ηx)µy(ηy)
=
cx(ηx)
cy(ηy + 1)
.
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We start our proof of the claim (3.5) with an application of Proposition 2.1 to the
function u = fx/ν[fx]. Here and in the rest of this subsection x is an arbitrary fixed
vertex. We have
Entν(fx) 6 C
N∑
n=0
νx(n)c(n)[fx(n)− fx(n− 1)] log fx(n)
fx(n− 1) . (3.8)
To estimate the R.H.S. of (3.8) we first rewrite things as follows. For every vertex y 6= x
and for every n we define the functions
gx,y,n(η) =
cy(η)
ν[cy | ηx = n] , gx,n(η) =
1
L− 1
∑
y 6=x
gx,y,n(η) . (3.9)
In order to simplify notations, below we will write ν[· |n] for ν[· | ηx = n]. Formula (3.7)
can be used to deduce the identity
fx(n) = ν[f |n] = ν[gx,y,n−1f yx |n− 1] , (3.10)
valid for every y 6= x and n > 1. Indeed, write χx,n(η) for the indicator function of the
event {ηx = n}. Then (χx,n)yx = χx,n−1 and
ν[fχx,n] =
1
c(n)
ν[cxfχx,n] =
1
c(n)
ν[cyf
yxχx,n−1] .
When f = 1 this shows that ν[cy |n− 1] = c(n)νx(n)νx(n−1) and (3.10) follows.
In particular, (3.10) shows that
ν[f |n]− ν[gx,n−1f |n− 1] = 1
L− 1
∑
y 6=x
ν [gx,y,n−1∇yxf |n− 1] . (3.11)
Our first step in the estimate of (3.8) is the next lemma. We recall the standard notation
µ[f, g] = µ[fg]− µ[f ]µ[g] for the covariance of two functions f, g w.r.t. a measure µ.
Lemma 3.1. There exists C <∞ such that for every f > 0, L > 2, and N > n > 1
[fx(n)− fx(n− 1)] log fx(n)
fx(n− 1) 6 C
{
Ax(n) + Bx(n)
}
, (3.12)
where we define
Ax(n) = (ν[f |n]− ν[gx,n−1f |n− 1]) log ν[f |n]
ν[gx,n−1f |n− 1] , (3.13)
Bx(n) =
ν[gx,n−1, f |n− 1]2
fx(n) ∨ fx(n− 1) . (3.14)
Proof. Set a = fx(n), b = ν[gx,n−1f |n − 1] and c = fx(n − 1). With the notation
α(a, b) = (a− b) log(a/b), the desired estimate (3.12) can be written as
α(a, c) 6 C α(a, b) + C
(b− c)2
a ∨ c . (3.15)
Note that the above inequality cannot hold for all a, b, c > 0 without restrictions (take e.g.
c = 1, a = b and let bր∞). The point is that in our setting we have 1/C 6 b/c 6 C, for
some possibly different C ∈ [1,∞). To see this recall that ν[ηy |n] = (N − n)/(L − 1) for
all n and y 6= x and use c(n) ≍ n to obtain
gx,n−1(η) ≍
∑
y 6=x ηy
N − (n− 1) = 1 , ν[· |n− 1] − a.s. (3.16)
10 P. CAPUTO AND G. POSTA
for every n > 1. Therefore b ≍ c. We now write
α(a, c) = c(a/c − 1) log(a/c) = c h(t) ,
h(t) := t(et − 1) , t := log(a/c) .
It is not difficult to check the function h satisfies: for every C <∞
sup
u 6 C
sup
t 6 2C
h(t)
h(t− u) + u2 < ∞ , (3.17)
sup
u 6 C
sup
t > 2C
h(t)
h(t− u) < ∞ . (3.18)
In the rest of this proof we use C1, C2, . . . to denote finite positive constants (indepen-
dent of n,N,L). Setting u := log(b/c), we know that u 6 C1. Suppose first that a/c 6 2C1.
Then by (3.17) we know that there exists C2 <∞ such that h(t) 6 C2(h(t− u) + u2), i.e.
α(a, c) 6 C2
[
c(a/b− 1) log(a/b) + c(log(b/c))2] .
The first term above is c/b α(a, b) 6 Cα(a, b). For the second term we use the elementary
fact that for every δ > 0, there is C = C(δ) < ∞ such that | log(1 + x)| 6 C |x|, for any
x > δ − 1. With x = b/c− 1, this says that the second term is bounded by
C3
(b− c)2
c
6 C4
(b− c)2
a ∨ c ,
where we used the assumption a/c 6 2C1. This completes the proof of (3.15) under this
assumption. If a/c > 2C1 we have by (3.18) h(t) 6 C5h(t− u), i.e.
α(a, c) 6 C5 c (a/b − 1) log(a/b) 6 C6α(a, b) ,
which clearly implies (3.15). 
When we insert the estimate of Lemma 3.1 in (3.8) we therefore obtain two terms,
corresponding to Ax(n) and Bx(n), respectively. We explain here how to bound the first
term. This is a modification of a rather standard convexity argument, see e.g. [13]. The
more delicate estimate of the term coming from Bx(n) is given in the next subsection.
Thanks to the identity (3.10) and the convexity of (a, b)→ (a− b) log(a/b) on R+×R+,
Jensen’s inequality implies
Ax(n) 6
1
L− 1
∑
y 6=x
ν [gx,y,n−1∇yxf ∇yx log f |n− 1] . (3.19)
Going back to (3.8) and using (see (3.10))
νx(n)c(n)gx,y,n−1 = νx(n− 1) cy , y 6= x ,
we see that
N∑
n=0
νx(n)c(n)Ax(n) 6
1
L− 1
∑
y 6=x
ν [cy∇yxf ∇yx log f ] . (3.20)
When we sum over x in (3.8), from Lemma 3.1 and (3.20) we obtain
∑
x
Entν(fx) 6 C Eν(f, log f) + C
∑
x
N∑
n=0
νx(n)c(n)Bx(n) . (3.21)
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3.2. The covariance estimate. We need the following key estimate on covariances.
Proposition 3.2. Assume (H.1) and (H.2). For every ǫ > 0, there exist finite constants
Cǫ and ℓǫ such that for every L > ℓǫ, N > 1 and for every f > 0
ν
[
f,
∑
x
cx
]2
6 N ν[f ]
[
CǫEν(
√
f,
√
f) + ǫEntν(f)
]
. (3.22)
Before going to the proof we want to make sure this result is indeed sufficient for our
claim (3.5) to hold. To this end we fix a vertex x and apply (3.22) by replacing ν with
ν[· |n − 1] = ν[· | ηx = n− 1], L by L− 1 and N by N − n+ 1. Using the equivalence
ν[cy |n− 1] ≍ N − n+ 1
L− 1 , (3.23)
we then see that for some C <∞
ν[f, gx,n−1 |n − 1]2 6 C fx(n− 1)
N − n+ 1
[
CǫEν(
√
f,
√
f |n− 1) + ǫEntν(f |n− 1)
]
. (3.24)
Using again (3.23) and the identity νx(n)c(n) = ν[cy |n−1]νx(n−1) we get, with a possibly
different constant C
N∑
n=0
νx(n)c(n)Bx(n) 6
C
L
[
CǫEν(
√
f,
√
f) + ǫEntν(f)
]
, (3.25)
where we have used the easily verified estimates
ν[Eν(
√
f,
√
f | ηx)] 6 Eν(
√
f ,
√
f) , ν[Entν(f | ηx)] 6 Entν(f) .
Finally, the desired estimate (3.5) follows from (3.25), (3.21) and the elementary bound
(1.7).
We turn to the proof of Proposition 3.2. Let us first recall the covariance estimate
proved in [10]. Corollary 3.11 there states that assuming (H.1) and (H.2) one has
ν
[
f,
∑
x
cx
]2
6 C N ν[f ]
[
ν[f ] + Cǫ L
2Dν(
√
f,
√
f) + ǫEntν(f)
]
. (3.26)
Here C is a finite constant depending only on the parameters appearing in (H.1) and (H.2)
and Dν stands for the local Dirichlet form defined in (1.4). The constants ǫ and Cǫ have the
same meaning as in our Proposition 3.2 above. To prove our bound in (3.22) we therefore
have to improve the latter result in two ways: first, we need to replace L2Dν(
√
f ,
√
f)
by Eν(
√
f ,
√
f) and second, we have to remove the extra term ν[f ] appearing in (3.26).
It turns out that the first improvement requires only straightforward modifications of the
argument of [10]. The second, on the other hand, will require some additional work,
which will be based on a combination of ideas from [10] and [18]. As in [10] we consider
separately the case of small density and the case of densities uniformly bounded away
from zero. In the rest of the proof of Proposition 3.2 we adopt the convention that C
represents a generic finite constant which may only depend on the parameters appearing
in (H.1) and (H.2). When constants depend on a further parameter as e.g. ǫ,M or K we
write this explicitly as Cǫ, CM or CK respectively. In all cases it is understood that these
constants are independent of L and N . We warn the reader that the numerical value of
these constants may change from line to line.
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3.3. Small density. Here we assume that ρ := N/L satisfies ρ 6 ρ0 with ρ0 a parameter
to be taken sufficiently small depending on ǫ. Recall the definition (2.16) of the parameter
αρ. We use the notations
ϕx(ηx) = c(ηx)− αρ
ρ
ηx
ϕ¯x = ϕx − ν[ϕx] , Φ(η) =
∑
x
ϕ¯x . (3.27)
Lemma 3.3. For every M > 0, there exists CM <∞ such that
1
t
log ν [ exp t|Φ| ] 6 CMN√ρ t , t ∈ [0,M ] . (3.28)
Before giving a proof we show that Lemma 3.3 implies that for every M > 0, there
exists CM <∞ such that for any f > 0, with ν[f ] = 1:
ν
[
f,
∑
x
cx
]2
6 C N
[
(CMρ) ∨ 1
M
]
Entν(f) . (3.29)
Of course, by taking ρ0 small enough, (3.29) gives the desired result (3.22) for small density.
To prove (3.29) we use the entropy inequality to write, for every t > 0
ν
[
f,
∑
x
cx
]
= ν [fΦ] 6
1
t
log ν [ exp tΦ ] +
1
t
Entν(f) .
We may apply the above inequality with −Φ replacing Φ. Therefore, passing to absolute
values, Lemma 3.28 gives∣∣∣∣∣ν
[
f,
∑
x
cx
]∣∣∣∣∣ 6 CMN√ρ t+ 1t Entν(f) , t ∈ [0,M ] . (3.30)
Set now t¯ =
√
M
N Entν(f). If t¯ 6 M , (3.29) follows immediately by plugging t = t¯ in
(3.30). If, however, t¯ >M we may use the rough bound |∑x cx| 6 C N to estimate
ν
[
f,
∑
x
cx
]2
6 C N2 6 CN
1
M
Entν(f) .
We now turn to the proof of Lemma 3.3. Since all our estimates below are easily seen to
hold with Φ replaced by −Φ we may restrict to estimate ν [exp tΦ] instead of ν [exp t|Φ|].
We consider two different cases: M > t >M ∧ √L/N and t 6M ∧ √L/N .
Case M > t > M ∧ (√L/N). We recall the following bound derived in [10], see (4.80)
and (4.88) there:
1
t
log ν [ exp tΦ ] 6
C
t
+ C
√
N + CMN ρ t , t ∈ [0,M ]. (3.31)
If t >
√
L/N we have 1/t 6 Nρ t and
√
N 6 N
√
ρ t. Therefore (3.28) is contained in
(3.31) in this case.
Case t 6 M ∧ (√L/N). The bound (3.31) is not optimal for small values of t and we
need a different approach here. We may proceed as in [18], Lemma 6.5. Without loss of
ENTROPY DISSIPATION ESTIMATES IN A ZERO–RANGE DYNAMICS 13
generality, we assume that L is even. We call VL/2 the set of vertices {1, 2, . . . , L/2}. By
Schwarz inequality we have
log ν [exp tΦ] 6 log ν
[
exp 2tΦ˜
]
, Φ˜ :=
∑
x∈VL/2
ϕ¯x .
For every function g such that ν[g] = 0 we may estimate
ν[eg] 6 exp
{
1
2
ν
[
g2e|g|
]}
. (3.32)
This estimate follows from ea 6 1 + a+ 12a
2e|a|, and 1 + x 6 ex. We apply this bound to
g = 2tΦ˜. Using the equivalence of ensembles bound (see e.g. Proposition 4.1 in [10]) we
have ν[Φ˜2 exp 2t|Φ˜|] 6 CµL,ρ[Φ˜2 exp 2t|Φ˜|] and therefore
ν
[
exp 2tΦ˜
]
6 exp
{
C t2 µL,ρ
[
Φ˜2e2t|Φ˜|
]}
. (3.33)
All the estimates below can be obtained for −Φ˜ as well as for Φ˜ without any change,
therefore we will restrict to bound the expression
µL,ρ
[
Φ˜2e2tΦ˜
]
=
∑
x,y∈VL/2
µL,ρ
[
ϕ¯xϕ¯ye
2tΦ˜
]
= E1 + E2 , (3.34)
where, using the product structure of µL,ρ and writing µρ = µ1,ρ
E1 :=
L
2
µρ
[
ϕ¯21e
2tϕ¯1
]
µρ
[
e2tϕ¯1
]L
2
−1
,
E2 :=
L
2
(
L
2
− 1
)
µρ
[
ϕ¯1e
2tϕ¯1
]2
µρ
[
e2tϕ¯1
]L
2
−2
.
Recalling (see e.g.Corollary 6.4 in [19]) that |ϕ¯1 − ϕ1| 6 C
√
1+ρ
L , we estimate
µρ
[
e2tϕ¯1
]
6 et
C
L µρ
[
e2tϕ1
]
.
From (4.88) in [10], µρ
[
e2tϕ1
]
6 eCMρ
2t2 , t 6M . Therefore
µρ
[
e2tϕ¯1
]L
2
−1
6 CM e
CMρ
2t2L
6 CM ,
the last bound following from t2 6 L/N2. This gives E1 6 CMLµρ
[
ϕ¯21e
2tϕ¯1
]
. Replacing
as above ϕ¯1 with ϕ1 we have
µρ
[
ϕ¯21e
2tϕ¯1
]
6
C
L2
+ C µρ
[
ϕ21e
2tϕ1
]
. (3.35)
By direct computation (or reasoning as in (4.82),(4.84) and (4.86) in [10]) it is not hard
to obtain the bound
µρ
[
ϕ21e
2tϕ1
]
6 CMρ
2 , t 6M . (3.36)
From (3.35) and (3.36), using ρ > 1/L, we have obtained E1 6 CMN ρ. We now look for
a similar bound on E2. We first observe that for any a ∈ R we have aea 6 a + a2e|a|.
Setting a = 2tϕ¯1 we obtain
µρ
[
ϕ¯1e
2tϕ¯1
]
6 µρ [ϕ¯1] + 2tµρ
[
ϕ¯21e
2t|ϕ¯1|
]
.
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Estimating as in (3.35) and (3.36) once for ϕ¯1 and once for −ϕ¯1, the second term above is
bounded by CM t ρ
2. Since µρ[ϕ1] = 0, direct computations show that |µρ[ϕ¯1]| 6 C(ρ2∧ 1L).
Therefore
µρ
[
ϕ¯1e
2tϕ¯1
]
6 C
ρ√
L
+ CM t ρ
2 .
Reasoning as above it is not hard to check that the last estimate holds for −µρ
[
ϕ¯1e
2tϕ¯1
]
as well. We then obtain
µρ
[
ϕ¯1e
2tϕ¯1
]2
6 C
ρ2
L
+ CM t
2 ρ4 .
This implies the estimate E2 6 C Lρ
2 +CML
2 t2 ρ4 . Using the constraint t2 6 L/N2 this
becomes E2 6 CMN ρ . In conclusion: from (3.33) and (3.34) we have
1
t
log ν [ exp tΦ ] 6 CMN ρ t . (3.37)
This ends the proof of Lemma 3.3.
3.4. Density bounded away from zero. To prove Proposition 3.2 in the regime ρ > ρ0
we need the following standard coarse graining procedure. We fix a parameter K > 0 to
be taken sufficiently large in the sequel. Without loss of generality we will assume that K
divides L so that the set of vertices VL is the disjoint union of ℓ := L/K sets of vertices
B1, . . . , Bℓ, each of cardinality K. We write Nj = Nj(η) =
∑
x∈Bj ηx for the number
of particles in the block Bj and write G for the σ–algebra generated by the functions
η → Nj(η), j = 1, . . . , ℓ. In this way, the conditional expectation ν[· | G] becomes the
product
∏ℓ
j=1 νj,Nj [·], where νj,Nj denotes the canonical zero–range measure on the j–th
block with Nj particles. We start with the decomposition
ν
[
f,
∑
x
cx
]
= ν
[
ν
[
f,
∑
x
cx | G
]]
+ ν
f, ℓ∑
j=1
νj,Nj
[ ∑
x∈Bj
cx
] . (3.38)
As in [10], Corollary 3.9, it is not hard to prove
ν
[
ν
[
f,
∑
x
cx | G
]]
6 CKN ν[f ] Eν(
√
f ,
√
f) . (3.39)
We now concentrate on a bound on the second term in (3.38). To this end we introduce
the following notations. For every x we set c¯x(η) = c(ηx)− α′ρηx, where α′ρ = ddραρ, and,
with ρj := Nj/K, for ever x ∈ Bj
G(ρj) = νj,Nj [c¯x]− µx,ρ[c¯x] ,
G¯(ρj) = νj,Nj [c¯x]− ν[c¯x] .
Note that these definition do not depend on the chosen x ∈ Bj. Moreover, µ[G(ρj)] = 0
and ν[G¯(ρj)] = 0. We also set
Ψ(η) = K
ℓ∑
j=1
G¯(ρj) ,
so that the second term in (3.38) becomes ν[fΨ]. Therefore our ultimate claim now
becomes: for every ρ0 > 0, for every ǫ > 0 there exist constants Kǫ, ℓǫ, Cǫ < ∞ such that
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for all K > Kǫ ℓ > ℓǫ
ν[fΨ]2 6 C N ν[f ]
(
CǫEν(
√
f ,
√
f) + ǫEntν(f)
)
. (3.40)
As a simplifying rule we do not write explicitly the ρ0–dependence of the various constants.
Lemma 3.4. For every M > 0 there exists CM <∞ such that
1
t
log ν [ exp t|Ψ| ] 6 CMN√
K
t , 0 6 t 6
M
K
√
ρ
. (3.41)
Before giving the proof of the lemma we want to show that the estimate (3.41) is
sufficient to prove (3.40). As in (3.30), assuming ν[f ] = 1, (3.41) allows to estimate
|ν [fΨ]| 6 CMN√
K
t+
1
t
Entν(f) , 0 6 t 6
M
K
√
ρ
. (3.42)
Set again t¯ =
√
M
N Entν(f). If t¯ 6
M
K
√
ρ , plugging t = t¯ in (3.42) we have
ν[fΨ]2 6 C N
(
CM
K
∨ 1
M
)
Entν(f) . (3.43)
Taking M and K sufficiently large in a suitable way this clearly implies (3.40). The case
t¯ > MK√ρ is much more delicate. By repeating exactly the computations in [10], see (4.76)
there, in this case one arrives at the desired estimate (3.40) except that Eν(
√
f,
√
f) is
replaced by L2Dν(
√
f,
√
f). To see how this can be improved we recall that the relevant
term comes from expressions (4.55) and (4.69) in [10]. In particular, now the precise
estimate we need in order to obtain our claim can be written as1
ℓ
ℓ∑
i,j=1
ν
[√
(Ni +Nj) νi,j[f ] Ei,j(
√
f,
√
f)
]2 6 CKN Eν(√f,√f) , (3.44)
where, following [10], we write νi,j[f ] = ν[f | Fi,j ], with Fi,j denoting the σ–algebra gen-
erated by {ηx, x ∈ (Bi ∪Bj)c}. Here Ei,j stands for the Dirichlet form
Ei,j(
√
f ,
√
f) =
∑
x,y∈Bi∪Bj
νi,j[cx(∇xy
√
f)2] .
To prove (3.44) we observe that by Schwarz inequality for the combined measure 1
ℓ2
∑
i,j ν[·],
the L.H.S. of (3.44) is bounded by1
ℓ
ℓ∑
i,j=1
ν
[
(Ni +Nj) νi,j[f ]
]1
ℓ
ℓ∑
i,j=1
ν
[
Ei,j(
√
f ,
√
f)
]
The first term above is handled by observing that ν [(Ni +Nj)νi,j[f ]] = ν [(Ni +Nj)f ]
and
∑ℓ
i ν [Nif ] = N , since we are assuming ν[f ] = 1. Therefore (3.44) follows from the
following estimate, which is easily verified
1
ℓ
ℓ∑
i,j=1
ν
[
Ei,j(
√
f,
√
f)
]
6 CKEν(
√
f,
√
f) .
This ends the proof of (3.40) assuming the result of Lemma 3.4.
Proof of Lemma 3.4. As in the proof of Lemma 3.3 we need to consider two regimes
for the values of t.
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Case MK
√
ρ > t >
√
K
N . We use the following bound derived in [10], see (4.33) there:
1
t
log ν [ exp tΨ ] 6
C
t
+ C
√
N +
CMN
K
t , 0 6 t 6
M
K
√
ρ
. (3.45)
If t >
√
K
N we have 1/t 6
N
K t and
√
N 6 N√
K
t, therefore (3.41) is contained in (3.45) in
this case.
Case t 6 MK√ρ ∧
√
K
N . In this case we use the same strategy as in Lemma 3.3, in the case
of small t. The function Ψ replaces now the function Φ, and the functions KG¯(ρj) play
here the role of the functions ϕ¯x defined in (3.27). We only sketch the arguments required
to prove the needed estimates since they are essentially the same as in the case of small
density. As in that case we may reduce the proof to suitable bounds on the expressions
E1 :=
ℓ
2
µK,ρ
[
(KG¯(ρ1))
2e2tKG¯(ρ1)
]
µK,ρ
[
e2tKG¯(ρ1)
] ℓ
2
−1
,
E2 :=
ℓ
2
(
ℓ
2
− 1
)
µK,ρ
[
KG¯(ρ1)e
2tKG¯(ρ1)
]2
µK,ρ
[
e2tKG¯(ρ1)
] ℓ
2
−2
.
We recall that (see e.g. Corollary 6.4 in [19])
|G¯(ρ1)−G(ρ1)| = |ν[cx]− µx,ρ[cx]| 6 C
√
1 + ρ
L
. (3.46)
Therefore, using ρ > ρ0
µK,ρ
[
e2tKG¯(ρ1)
]
6 eCK
√
ρt/L µK,ρ
[
e2tKG(ρ1)
]
. (3.47)
Moreover as in (3.32)
µK,ρ
[
e2tKG(ρ1)
]
6 exp
{
2t2µK,ρ
[
(KG(ρ1))
2e2tK|G(ρ1)|
]}
. (3.48)
An adaptation of estimates (4.12), (4.19) and (4.27) in [10] yields the following crucial
bound:
µK,ρ
[
(KG(ρ1))
2e2tK|G(ρ1)|
]
6 CM ρ , t 6
M
K
√
ρ
. (3.49)
Since t 6
√
K
N , (3.47), (3.48) and (3.49) give
µK,ρ
[
e2tKG¯(ρ1)
] ℓ
2
−1
6 CM . (3.50)
Using again (3.46) we see that (3.47) and (3.49) imply
µK,ρ
[
(KG¯(ρ1))
2e2tKG¯(ρ1)
]
6 CM ρ . (3.51)
Summarizing, we have obtained E1 6 CM ℓ ρ = CM N/K. The estimate on E2 can be
done in the same way as we did for the case of small density. In particular, using (3.51)
we obtain E2 6 CMℓ
2(K2 ρ/L2 + t2 ρ2). Since t2 6 K/N this gives E2 6 CM N/K.
Therefore
1
t
log ν [ exp t|Ψ| ] 6 CMN
K
t , 0 6 t 6
M
K
√
ρ
∧
√
K
N
.
This ends the proof of Lemma 3.4. 
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