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18 INVERSE EIGENVALUES PROBLEM OF NONNEGATIVE MATRICES
VIA UNIT LOWER TRIANGULAR MATRICES
ALIMOHAMMAD NAZARI1 AND ATIYEH NEZAMI2
Abstract. The main goal of this work is to use the unit lower triangular matrices for
solving inverse eigenvalue problem of nonnegative matrices (NIEP) and present the easier
method to solve this problem. We solve the problem for any given number of the real
and complex eigenvalues. Finally, we present the necessary and sufficient conditions to
solve this problem with this method.
1. Introduction And Preliminaries
A matrix is called unit lower triangular if it is lower triangular matrix and all entries
on its main diagonal are one. The inverse of these matrices also is unit lower triangular.
In Gaussian elimination method and LU factorization unit lower triangular matrices play
a very important roll.
The nonnegative inverse eigenvalue problem (NIEP) asks for necessary and sufficient
conditions on a list σ = (λ1, λ2, . . . , λn) of real or complex numbers in order that it be the
spectrum of a nonnegative matrix A with spectrum σ, we will say that σ is realizable and
that it is realization of σ.
Some necessary conditions on the list of real number σ = (λ1, λ2, . . . , λn) to be the
spectrum of a nonnegative matrix are listed below.
(1) The Perron eigenvalue max{|λi|;λi ∈ σ} belongs to σ (Perron-Frobenius theorem).
(1.1)
(2) sk =
n∑
i=1
λki ≥ 0.
(3)smk ≤ nm−1skm for k,m = 1, 2, . . . (JLL inequality)[1, 2].
Although many mathematicians have worked on the inverse eigenvalue problem of non-
negative matrices [3, 19, 5, 6, 7, 8, 9, 10, 11, 12, 18], our aim of this paper is solving the
problem in the easier method via similarity of a matrix with upper triangular matrix.
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Two matrix A and B is called similar if there exist an invertible matrix P such that
PAP−1 = B. We recall that two similar matrices have same eigenvalues and this Theorem
plays a very important roll in this paper.
From now on in this paper λ1 is the symbol of Perron eigenvalue, and assume that all
of given list of real spectrum satisfy in necessary conditions (1),(2) and (3). Our method
is the following, started by Guo in [13] and we continue Guo’s method in this paper.
The paper is organized as follows: At first for a given real set of eigenvalues that the
number of its positive eigenvalues is less than or equal the number of negative eigenvalues,
we solve the NIEP via unit lower triangular matrix. In continue for a given set of eigen-
values as σ with nonnegative summation, in which the number of negative eigenvalues σ
less than the number of negative eigenvalues, we find a nonnegative matrices such that σ is
its spectrum. In the any case of problem at first we solve the problem for a finite number
of eigenvalues σ and then we provide the general solution. Finally we present a Theorem
that shows the necessary and sufficient conditions for solving the problem in our way.
In section 3 we consider complex spectrum with Perron eigenvalue λ1 and nonnegative
summation and again solve the NIEP.
2. Real spectrum
Let σ = {λ1, λ2, . . . , λn} be a given spectrum such that λ1 ≥ λ2 ≥ · · · ≥ λk > 0 ≥
λk+1 ≥ · · · ≥ λn. We divide the problem into two parts, the first part is k ≤ n2 and the
another part k > n2 and solve the problem.
2.1. The spectrum with k ≤ n2 . In this section we study NIEP with condition k ≤ n2 .
2.1.1. Spectrum with one positive eigenvalues.
Theorem 2.1. [18]. Assume that given σ = {λ1, · · · , λn} such that λ1 > 0 ≥ λ2 ≥ · · · ≥
λn and
∑n
i=1 λi ≥ 0, then there exist a set of nonnegative matrix that σ is its spectrum.
Proof. Let n = 2, then consider the upper triangular matrix A =
[
λ1 α2
0 λ2
]
and
L =
[
1 0
1 1
]
, therefore the following matrix
C = LAL−1 =
[
λ1 − α2 α2
λ1 − α2 − λ2 α2 + λ2
]
,
has eigenvalues λ1 and λ2 and if −λ2 ≤ α2 ≤ λ1, then the matrix C is nonnegative.
For n = 3 we consider A =

 λ1 α2 α30 λ2 0
0 0 λ3

 and L =

 1 0 01 1 0
1 0 1

, then the matrix
C = LAL−1 =

 λ1 − α2 − α3 α2 α3λ1 − α2 − λ2 − α3 α2 + λ2 α3
λ1 − α2 − α3 − λ3 α2 α3 + λ3

 ,
is similar to the matrix A and if −λ2 ≤ α2, −λ3 ≤ α3 and α2 + α3 ≤ λ1 then the matrix
C is nonnegative.
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In continue, we consider
A =


λ1 α2 α3 · · · αn
0 λ2 0 · · · 0
. . .
0 0 0
. . . 0
0 0 0 · · · λn

 ,
and
L =


1 0 0 · · · 0
1 1 0 · · · 0
. . .
1 0 0
. . . 0
1 0 0 · · · 1

 ,
then the matrix
(2.1) C = LAL−1 =


λ1 − t α2 α3 · · · αn
λ1 − λ2 − t α2 + λ2 α3 · · · αn
. . .
λ1 − λn−1 − t α2 α3 . . . αn
λ1 − λn − t α2 α3 · · · αn + λn

 ,
that t =
∑n
i=2 αi is similar to the matrix A, and if
−λi ≤ αi, i = 2, 3, · · · , n,
t ≤ λ1.(2.2)
then the matrix C is nonnegative and has eigenvalues {λ1, λ2, · · · , λn}.
Remark 2.2. If given the spectrum σ with zero summation, then in the above Theorem
it is necessary that we lie the value λi on the (i, i) entry of main diagonal of the matrix
A for i = 1, 2, · · · , n and −λi in the entry (1, i) of this matrix for i = 1, 2, · · · , n and then
the all elements on main diagonal of matrix C are zero.
Remark 2.3. In Theorem 2.1 if −∑ni=2 λi ≤ λ1 and we set αi = −λi for i = 2, 3, · · · , n,
then we can construct a nonnegative matrix that all elements of its main diagonal are zero
except elements of the first row and the fist column. For instance if σ = {10,−2,−2,−2,−1,−1},
then by (2.1) the following matrix has spectrum σ,
C =


2 2 2 2 1 1
4 0 2 2 1 1
4 2 0 2 1 1
4 2 2 0 1 1
3 2 2 2 0 1
3 2 2 2 1 0


.
that αi for i = 2, · · · n satisfy in the conditions (2.2). In this case we can determine all
elements that lie on the main diagonal of matrix C that summation of them is equal to the
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summations of eigenvalues of the matrix A, for instance if we want the first four elements
of main diagonal of matrix (2.1) are 12 , we must consider α2 = 2.5, α3 = 2.5, α4 = 2.5, α5 =
1, α6 = 1 then t = 9.5 that satisfy in conditions (2.2), and and the matrix C is as below

0.5 2.5 2.5 2.5 1 1
2.5 0.5 2.5 2.5 1 1
2.5 2.5 0.5 2.5 1 1
2.5 2.5 2.5 0.5 1 1
1.5 2.5 2.5 2.5 0 1
1.5 2.5 2.5 2.5 1 0


2.1.2. Spectrum with two positive eigenvalues. In this section, at first we consider σ =
{λ1, λ2, λ3, λ4} such that λ1 ≥ λ2 > 0 ≥ λ3 ≥ λ4 and
∑
λi ≥ 0, λ1 ≥ |λi|, i = 3, 4 and
in continue for a given set σ with two positive eigenvalues and three negative eigenvalues
solve the problem and finally for two positive eigenvalues and more than three negative
eigenvalues with nonnegative summation again study the problem.
Theorem 2.4. Let σ = {λ1, λ2, λ3, λ4} such that λ1 ≥ λ2 > 0 ≥ λ3 ≥ λ4 and let
∑
λi ≥ 0,
λ1 ≥ |λi|, i = 3, 4, then there exist a set of nonnegative matrices that σ is its spectrum.
Proof. We start with the following matrices
A =


λ1 α2 + α4 α3 0
0 λ2 α α4
0 0 λ3 0
0 0 0 λ4

 , L =


1 0 0 0
1 1 0 0
1 0 1 0
1 1 0 1

 .
Then the following matrix
(2.3) C = LAL−1 =


λ1 − t α2 + α4 α3 0
λ1 − λ2 − t− α α2 + λ2 α3 + α α4
λ1 − λ3 − t α2 + α4 α3 + λ3 0
λ1 − λ2 − t− α α2 + λ2 − λ4 α3 + α α4 + λ4

 ,
that t =
∑4
i=2 αi is similar to the matrix A. If
−λi ≤ αi, i = 2, 3, 4,
t ≤ λ1
−α3 ≤ α ≤ λ1 − λ2 − t,(2.4)
then the matrix C is nonnegative.
Remark 2.5. In above Theorem one of the interesting solution is αi := λi, i = 1, 2 and
α = λ3 that satisfies in condition (2.4) with zero summation and the all another elements
of matrix C are zero. For instance let σ = {7, 3,−5,−5}, then σ is realizable by following
nonnegative matrices
C =


0 2 5 0
2 0 0 5
5 2 0 0
2 5 0 0

 ,
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this spectrum is studied in [14] and we solve this problem easier.
Now we consider the set of σ with two positive eigenvalues and three negative eigenvalues
with special conditions.
Theorem 2.6. Consider spectrum σ = {λ1, λ2, λ3, λ4, λ5} such that λ1 ≥ λ2 > 0 > λ3 ≥
λ4 ≥ λ5 with nonnegative summation. If t =
∑5
i=2 αi and there exist a nonnegative 5× 5
matrix that σ is its spectrum.
Proof. In this case we consider
A =


λ1 α2 + α4 + α5 α3 0 0
0 λ2 α α4 α5
0 0 λ3 0 0
0 0 0 λ4 0
0 0 0 0 λ5

 ,
where αi ≥ −λi, i = 4, 5 and α5 < λ2 and also α4 + α5 ≥ λ2 and
L =


1 0 0 0 0
1 1 0 0 0
1 0 1 0 0
1 1 0 1 0
1 1 0 0 1

 ,
then
C =LAL−1
=


λ1 − t α2 + α4 + α5 α3 0 0
λ1 − λ2 − t− α α2 + λ2 α3 + α α4 α5
λ1 − λ3 − t α2 + α4 + α5 α3 + λ3 0 0
λ1 − λ2 − t− α α2 + λ2 − λ4 α3 + α α4 + λ4 α5
λ1 − λ2 − t− α α2 + λ2 − λ5 α3 + α α4 α5 + λ5

 .(2.5)
The matrix C is similar to the matrix A and if satisfy the conditions
−λi ≤ αi, i = 2, 3, 4, 5
t ≤ λ1
−α3 ≤ α ≤ λ1 − λ2 − t,
then this matrix is nonnegative.
Theorem 2.7. Consider spectrum σ = {λ1, λ2, · · · , λn} such that λ1 ≥ λ2 > 0 ≥ λ3 ≥
· · · ≥ λn with nonnegative summation. If t =
∑n
i=2 αi , then there exist a set of nonnega-
tive n× n matrix that σ is its spectrum.
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Proof. The proof is provided as the proof of previous Theorem. In this case we consider
the matrices A and L respectively as
A =


λ1 α2 + (αr + · · · + αn) α3 · · · αr−1 0 · · · 0
0 λ2 β3 · · · βr−1 αr · · · αn
0 0 λ3 · · · 0 0 · · · 0
...
...
...
. . .
...
... · · · ...
0 0 0 0 λr−1 0 0 0
0 0 0 0 0 λr 0 0
...
...
...
...
...
...
. . .
...
0 0 0 · · · 0 0 · · · λn


,
L =


1 0 0 · · · 0 0 · · · 0
1 1 0 · · · 0 0 · · · 0
1 0 1 · · · 0 0 · · · 0
...
...
...
. . .
...
... · · · ...
1 0 0 · · · 1 0 · · · 0
1 1 0 · · · 0 1 · · · 0
...
...
...
...
...
...
. . .
...
1 1 0 · · · 0 0 · · · 1


,
where the values of the second row of the matrix A, αi, i = 3, · · · , n, must be at least
equal to the values of the −λi, i = 3, · · · , n values in their columns respectively, and the
value of αr is the last value in the second row with starting of the last element on this
row, such that
∑n
i=r αi ≥ λ2.
Then we have
C = LAL−1
=


c11 c12 α3 α4 · · · αr−1 0 · · · 0
c21 α2 + λ2 α3 + β3 α4 + β4 · · · αr−1 + βr−1 αr · · · αn
c31 c32 λ3 + α3 α4 + β4 · · · αr−1 + βr−1 0 · · · 0
c4,1 c42 α3 + β3 λ4 + α4 · · · αr−1 + βr−1 0 · · · 0
...
...
...
...
. . .
...
... · · · ...
cr−1,1 cr−1,2 α3 + β3 α4 + β4 · · · λr−1 + αr−1 0 · · · 0
cr1 cr2 α3 + β3 α4 + β4 · · · αr−1 + βr−1 λr + αr · · · αn
...
...
...
...
...
...
...
. . .
...
cn1 cn2 α3 + β3 α4 + β4 · · · αr−1 + βr−1 0 · · · λn + αn


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where
c11 =λ1 − t,
c31 =c41 = · · · = cr−1,1 = λ1 − λ2 − t,
c21 =cr1 = · · · = cn1 = λ1 − λ2 − t− (β3 + · · ·+ βr−1),
c12 =c32 = α2 + αr + · · ·+ αn,
ci2 =α2 + λ2 − λi, i = 4 · · ·n,
that t =
∑n
i=2 αi. The matrix C is nonnegative matrix if hold the following conditions
−λi ≤ αi, i = 2, · · · , n
t ≤ λ1
−αi ≤ βi ≤ λ1 − λ2 − t, i = 3, · · · , r − 1,
and then σ is its spectrum.
Example 2.8. Let σ = {19, 1,−5,−5,−3,−3,−2,−2}. This spectrum is chosen form [16]
and by our method we again solve this problem. We select two matrices A and L as:
A =


19 1 5 5 3 3 2 0
0 1 0 0 0 0 a27 2
0 0 −5 0 0 0 0 0
0 0 0 −5 0 0 0 0
0 0 0 0 −3 0 0 0
0 0 0 0 0 −3 0 0
0 0 0 0 0 0 −2 0
0 0 0 0 0 0 0 −2


,
L =


1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
1 0 0 1 0 0 0 0
1 0 0 0 1 0 0 0
1 0 0 0 0 1 0 0
1 0 0 0 0 0 1 0
1 1 0 0 0 0 0 1


.
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Then the matrix C = LAL−1 is computed as follows:
C =


0 1 5 5 3 3 2 0
−1− a27 0 5 5 3 3 2 + a27 2
5 1 0 5 3 3 2 0
5 1 5 0 3 3 2 0
3 1 5 5 0 3 2 0
3 1 5 5 3 0 2 0
2 1 5 5 3 3 0 0
−1− a27 2 5 5 3 3 2 + a27 0


.
If −2 ≤ a27 ≤ −1, then the matrix C is nonnegative and has spectrum σ.
2.1.3. NIEP for spectrum three positive eigenvalues. In this section we study the NIEP
for three positive eigenvalues and more than or equal three negative eigenvalues.
Theorem 2.9. Consider spectrum σ = {λ1, λ2, λ3, λ4, λ5, λ6} such that λ1 ≥ λ2 ≥ λ3 >
0 > λ4 ≥ λ5 ≥ λ6 with nonnegative summation. Then there exist a set of nonnegative
6× 6 matrices that σ is its spectrum.
Proof. We consider the matrix A as follow
A =


λ1 α2 + α5 + α6 + α3 0 α4 0 0
0 λ2 α6 + α3 a24 α5 0
0 0 λ3 a34 a35 α6
0 0 0 λ4 0 0
0 0 0 0 λ5 0
0 0 0 0 0 λ6


.
The unit lower triangular matrix that solve the problem, we can find as
L =


1 0 0 0 0 0
1 1 0 0 0 0
1 1 1 0 0 0
1 0 0 1 0 0
1 1 0 0 1 0
1 1 1 0 0 1


.
In this case, the following matrix will be obtained with similarity transformations of the
unit lower triangular matrix
C =LAL−1
=


λ1 − t t− α4 0 α4 0 0
λ1 − λ2 − t− a24 α2 + λ2 α6 + α3 α4 + a24 α5 0
λ1 − λ2 − t− a24 − a34 α2 + λ2 − λ3 − a35 α3 + λ3 α4 + a24 + a34 α5 + a35 α6
λ1 − λ4 − t t− α4 0 α4 + λ4 0 0
λ1 − λ2 − t− a24 α2 + λ2 − λ5 α6 + α3 α4 + a24 α5 + λ5 0
λ1 − λ2 − t− a24 − a34 α2 + λ2 − λ3 − a35 α3 + λ3 − λ6 α4 + a24 + a34 α5 + a35 α6 + λ6

 ,
(2.6)
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that t =
∑n
i=2 αi. This matrix is nonnegative if satisfy the conditions
−λi ≤ αi, i = 2, · · · , 6,
t ≤ λ1,
−α5 ≤ a35 ≤ α2 + λ2 − λ3,
−α4 ≤ a24 ≤ λ1 − λ2 − t,
−α4 ≤ a24 + a34 ≤ λ1 − λ2 − t,
and by similarity σ is its spectrum.
Theorem 2.10. Consider spectrum σ = {λ1, λ2, · · · , λn} such that λ1 ≥ λ2 ≥ λ3 > 0 >
λ4 ≥ · · · ≥ λn with nonnegative summation. Then there exist a set of nonnegative n × n
matrix that σ is its spectrum.
Proof. The method of proof this Theorem is continue of process of previous Theorem
and in general in the next subsection, we describe this process.
2.1.4. The spectrum with k positive eigenvalues. In this case we study NIEP with k pos-
itive eigenvalues and more than or equal k non-positive eigenvalues. One of the most
important points that we have to consider is where non-zero values elements lie in the
unit lower triangular matrix and another important point is the detection and the amount
and locations of nonzero value of the upper triangular matrix A which in the main its
diagonal located the elements of σ.
Theorem 2.11. Consider spectrum σ = {λ1, λ2, · · · , λk, · · · , λn} such that λ1 ≥ λ2 ≥
· · · ≥ λk > 0 ≥ λk+1 ≥ · · · ≥ λn with nonnegative summation. Then there exist a set of
nonnegative n× n matrix that σ is its spectrum.
Proof. For construction of matrix C in which is nonnegative and has eigenvalues σ,
we explain that how to construct the upper triangular matrix A and unit lower triangular
matrix L.
For construction of the matrix A we put λ1, λ2, · · · , λn on main diagonal of this matrix
where λ1, λ2, · · · , λk are positive and λk+1, λk+2, · · · , λn are nonpositive eigenvalues and
k ≤ n2 .
Then we start with the last row and the last column of the matrix A entry λn. We add
the value αn ≥ −λn on the row k and column n of matrix A and if λk − αn ≥ 0, we add
αn−1 ≥ −λn−1 on the row k and column n− 1 and if again (λk − αn − αn−1) ≥ 0 we add
the value αn−2 ≥ λn−2 on the row k and column n−2 and continue this way until the first
time λk −
∑n
i=r αi < 0, then we add the values −(λk −
∑n
i=r αi) on the row k and column
k−1 and we add in row k from column k+1 until r−1 the values βk,j for j = k+1, · · · r−1
respectively. The values αi help to us that the effect of the negative eigenvalues in the
matrix solution to be eliminated. We select the values βk,j to obtain at last nonnegative
matrix. After this step we use the second positive eigenvalue λk−1. We add the value αr−1
to the row k − 1 and column r − 1 and if λk−1 − αr−1 > 0 we add the value αr−2 ≥ λr−2
on the row k − 1 and column r − 2 and similar the previous step continue. Assume that
the index m is the value such that for the first time λk−1 −
∑m−1
i=k+1 αi < 0. In this step
again the values βk−1,j started from the column k + 1 and finished m − 1. We continue
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this method from λn to λk−1. Then we have
A =


λ1 0 · · ·
0 λ2 · · ·
.
.
.
λs as,s+1 0 αk+1
λs+1 0 βs+1,k+1
.
.
.
.
.
.
.
.
.
λm−2 ak−2,k−1 0 βk−2,k+1 · · · αm−1
λk−1 ak−1,k βk−1,k+1 · · · βk−1,m−1 αm · · · αr−1
λk βk,k+1 · · · βk,m−1 βk,m · · · βk,r−1 αr · · · αn−1 αn
λk+1
.
.
.
λm−1
λm
.
.
.
λr−1
λr
.
.
.
λn−1
λn


,
where
as,s+1 =− (λs−1 −
∑
i=k+1
αi),
...
ak−2,k−1 =− (λk−1 −
r∑
i=m
αi),
ak−1,k =− (λk −
n∑
i=r
αi)
For construction matrix L, we act the following procedure. Whereas L is unit lower
triangular matrix we set on the main diagonal of this matrix the number 1. For all
αj , j = n, · · · , k + 1 that lies on entry (i, j) of matrix A, we set the entry (j, i) of the
matrix L again 1 and in this row the previous entries will be 1 or appropriate number(
that help us for getting nonnegative matrix C in product of three matrices LAL−1) until
the column of the last positive λi, i = k, k− 1, · · · that in the construction the matrix A is
used. For all entries of matrix A in which get positive value for λk −
∑n
i=r αi < 0, we set
1 on the transpose entry of these elements and again in its row the previous elements of
these entries will be 1 or appropriate number until the column of the last positive that in
the construction the matrix A is used. For simplicity, we display these entries of matrix
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L as 1.
L =
sthrow→
kthrow→
mthrow →
rthrow→
nthrow→


1
1
. . .
1
1 1
...
. . .
1 1 · · · 1
1 1 · · · 1 1
1 1 · · · 1 1 1
1 1 · · · 1
...
... · · · ... . . .
1 1 · · · 1 0 1
1 1 · · · 1 1 0 1
...
... · · · ... ... ... . . .
1 1 · · · 1 1 0 1
1 1 · · · 1 1 1 0 1
...
... · · · ... ... ... ... . . .
1 1 · · · 1 1 1 0 1
1 1 · · · 1 1 1 0 1


,
↑ sthcol ↑ kthcol
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where the empty entries have value zero. By a simple induction we have
L−1 =


1
1
. . .
1
−1 1
...
. . .
1 1 · · · 1
0 0 · · · −1 1
0 0 · · · 0 −1 1
1 1 · · · 1
...
... · · · ... . . .
1 1 · · · 1 0 1
1 1 · · · 1 1 0 1
...
... · · · ... ... ... . . .
1 1 · · · 1 1 0 1
1 1 · · · 1 1 1 0 1
...
... · · · ... ... ... ... . . .
1 1 · · · 1 1 1 0 1
1 1 · · · 1 1 1 0 1


Remark 2.12. It is important to note that a given list of eigenvalues σ is realizable with
our method, when the value of Perron eigenvalue or the last positive eigenvalue that is
used for difference between positive eigenvalues λs and
∑
αi at least equal the minimum
of negative eigenvalues. For instance the list σ = {6, 1, 1, 1,−4,−4} is solvable and the
list σ = {6, 1, 1, 1, 1,−4,−4} is not solvable by our method, although we add a positive
amount in this list, since in the solving process we can not use the Perron eigenvalue for
the last eigenvalue -4. When we put the elements of main diagonal of upper triangular
matrix A from up to down by decreasing order, but if we interchange the elements of
main diagonal of matrix A as the list σ = {6, 1, 1, 1,−4,−4, 1} is solvable and we do not
consider the last column in our algorithm. So far for the convenience, we assume that the
values of main diagonal of matrix A is decreasing and in general it is not necessary.
2.2. The spectrum with k > n2 . From the beginning discussion until now we study
NIEP with the number of negative eigenvalues more than or equal the number of positive
eigenvalues. In this section we study in which the number of positive eigenvalues in the
given spectrum σ more than the number of negative eigenvalues.
The spectrum with one negative eigenvalues is very simply solved. In continue we study
the cases that the spectrum σ has more than or equal two negative eigenvalues. So there
are at least 5 members in σ. Unfortunately in this section there exist some cases that the
lower triangular matrix must have some non zero-one values.
2.2.1. The spectrum with two negative eigenvalues. In this subsection we solve NIEP with
three positive and two negative eigenvalues that satisfies in condition (1.1) and then we
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solve the extension of problem of NIEP with three positive eigenvalues and more than
three negative eigenvalues.
Theorem 2.13. Let σ = {λ1, λ2, λ3, λ4, λ5} such that λ1 ≥ λ2 ≥ λ3 ≥ 0 > λ4 ≥ λ5
and satisfies in (1.1), then three exist a set of nonnegative eigenvalues in which σ is its
spectrum.
Proof. In this case we construct the members A and L as follows.
A =


λ1 −λ2 − λ4 − λ3 − λ5 0 0 0
0 λ2 −λ3 − λ5 −λ4 0
0 0 λ3 a34 −λ5
0 0 0 λ4 0
0 0 0 0 λ5


, L =


1 0 0 0 0
1 1 0 0 0
l31 1 1 0 0
1 1 0 1 0
l51 1 1 0 1


,
so for simplicity, we use the following symbols to represent the matrix C:
C = LAL−1 =


s1 λ1 − s1 0 0 0
c21 0 −(λ3 + λ5) −λ4 0
c31 c32 0 −λ4 + a34 −λ5
c41 −λ4 −(λ3 + λ5) 0 0
c51 c52 −λ5 −λ4 + a34 0

 ,
where
c21 = c41 = s1 − λ2 − (λ3 + λ5)(1− l31),
c31 = l31s1 − λ2 − λ5(1− l51),
c51 = l51s1 − λ2 − λ5 (1− l31) ,
c32 = l31(λ1 − s1) + s1 − λ1 − λ3 − a34,
c52 = l51(λ1 − s1) + s1 − λ1 − λ3 − a34.
The matrix C is nonnegative if all entries of this matrix will be nonnegative and then we
have
1− λ3 + a34
s1 − λ1 ≤l31 ≤ 1−
s1 − λ2
λ3 + λ5
,
1− λ3 + a34
s1 − λ1 ≤l51 ≤ 1−
l31s1 − λ2
λ5
,
λ4 ≤a34 ≤ (s1 − λ1)(s1 − λ2)
λ3 + λ5
− λ3.

Remark 2.14. If the number of positive eigenvalues more than three, we can continue
the above method for construction of matrices A and L and get nonnegative matrix C,
for instance if for n = 6 in spectrum σ we have λ1 ≥ λ2 ≥ · · · ≥ λn−2 ≥ 0 > λn−1 ≥ λn,
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then we assume that the matrices A and L as
A =


λ1 −λ3 − λ4 − λ5 − λ6 − λ2 0 0 0 0
0 λ2 −λ3 − λ4 − λ5 − λ6 0 0 0
0 0 λ3 −λ4 − λ6 −λ5 0
0 0 0 λ4 α45 −λ6
0 0 0 0 λ5 0
0 0 0 0 0 λ6


,
L =


1 0 0 0 0 0
1 1 0 0 0 0
1 1 1 0 0 0
l41 l42 1 1 0 0
1 1 1 0 1 0
l61 l62 1 1 0 1


,
therefore the nonnegative matrix C obtain as follows
C =


s1 λ1 − s1 0 0 0 0
s1 − λ2 0 λ1 + λ2 − s1 0 0 0
c31 c32 0 −λ4 − λ6 −λ5 0
c41 c42 c43 0 −λ5 + α45 −λ6
c51 c52 −λ5 −λ4 − λ6 0 0
c61 c62 c62 −λ6 −λ5 + α45 0


,
where
c31 = s1 − λ2 + (−λ4 − λ6) (−l41 + l42) ,
c41 = l41s1 − l42λ2 − λ6 (−l61 + l62) ,
c51 = s1 − λ2 + (−λ4 − λ6) (−l41 + l42) ,
c61 = l61s1 − l62 λ2 − λ6 (−l41 + l42) ,
c32 = −λ3 + (−λ4 − λ6) (1− l42) ,
c42 = (λ1 − s1) (l41 − l42)− λ3 − λ6 (1− l62) ,
c52 = −λ3 + (−λ4 − λ6) (1− l42) ,
c62 = l62 (λ1 + λ2 − s1) + λ3 + λ6 + λ5 − α45,
c43 = l42 (λ1 + λ2 − s1) + λ3 + λ6 + λ5 − α45,
c63 = (λ1 − s1) (l61 − l62)− λ3 − λ6 (1− l42) .
In general case we can construct the matrices A,L and C as above method and the non
zero-one entries of matrix L is located in the row number of the last positive eigenvalues
and row number of the last negative eigenvalues of matrix A.
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Example 2.15. Let σ = {6, 1, 1,−4,−4}. This spectrum is solved in [7] and in [14] is
discussed about its C-realziabity. We can find the nonnegative matrix C that has spectrum
σ by our method and simpler. For this we consider matrices A and L as:

6 6 0 0 0
0 1 3 4 0
0 0 1 −4 4
0 0 0 −4 0
0 0 0 0 −4


,


1 0 0 0 0
1 1 0 0 0
l21 1 1 0 0
1 1 0 1 0
l51 1 1 0 1


then the matrix C is computed by relation C = LAL−1 i.e.

0 6 0 0 0
2− 3 l21 0 3 4 0
3− 4 l51 −3 + 6 l21 0 0 4
2− 3 l21 4 3 0 0
3− 4 l21 −3 + 6 l51 4 0 0


.
The interval that of l21 and l51 that by them them matrix C is nonnegative very simple
is computed.
2.2.2. The spectrum with three negative eigenvalues.
Theorem 2.16. Assume that σ = {λ1, λ2, · · · , λn} where λ1 ≥ λ2 ≥ · · · ≥ λn−3 ≥ 0 >
λn−2 > λn−1 > λn with
∑n
i=1 λi ≥ 0, then there exist a set of nonnegative matrix C such
that σ is its spectrum.
Proof. . The proof process is the same as before, and we only need to give an example to
illustrate this process. 
Example 2.17. Let σ = {λ1, λ2, λ3, λ4, λ5, λ6, λ7, λ8} = {8, 2, 2, 2, 1,−5,−5,−5} that σ
satisfies in conditions (1.1) special
∑
λi =
∑
λ3i = 0, and
∑
k=4 λ
k
i > 0. By our method
we consider
A =


λ1 −s1 + λ1 0 0 0 0 0 0
0 λ2 −s1 + λ1 + λ2 0 0 0 0 0
0 0 λ3 −λ8 − λ5 − λ4 − λ7 0 −λ6 0 0
0 0 0 λ4 −λ8 − λ5 a46 −λ7 0
0 0 0 0 λ5 a56 a57 −λ8
0 0 0 0 0 λ6 0 0
0 0 0 0 0 0 λ7 0
0 0 0 0 0 0 0 λ8


,
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where s1 =
∑n
i=1 λi and
L =


1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
l31 1 1 0 0 0 0 0
l41 l42 1 1 0 0 0 0
l51 l52 l53 1 1 0 0 0
l61 l62 1 0 0 1 0 0
l71 l72 l73 1 0 0 1 0
l81 l82 l83 l84 1 0 0 1


.
If we select a46 = −5, a56 = 207 , a57 = −5 and also select l31 = 45 , l41 = 14 , l42 = 3370 , l51 =
1
20 , l61 =
23
70 , l62 =
1
2 , l71 = l41, l72 = l42, l81 = l51, l82 =
9
70 , l83 =
3
7 the matrix C is solution
of problem is computed as follows:
C =


0 8 0 0 0 0 0 0
0 0 10 0 0 0 0 0
57
140
13
5 0 7 0 5 0 0
67
140
1
14 0 0 4 0 5 0
19
140
1
70 0 0 0 0 0 5
11
20
23
70 0 7 0 0 0 0
67
140
1
14 0 5 4 0 0 0
19
140
1
70 0 0 5 0 0 0


.
Now we present another solution for this problem. If we consider the matrix
A =


λ1 −λ7 − λ3 − λ2 0 −λ8 − λ5 − λ4 0 −λ6 0 0
0 λ2 −λ7 − λ3 a24 a25 a26 0 0
0 0 λ3 a34 a35 a36 −λ7 0
0 0 0 λ4 −λ8 − λ5 a46 a47 0
0 0 0 0 λ5 a56 a57 −λ8
0 0 0 0 0 λ6 0 0
0 0 0 0 0 0 λ7 0
0 0 0 0 0 0 0 λ8


,
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and the matrix
L =


1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
l31 1 1 0 0 0 0 0
1 0 0 1 0 0 0 0
l51 l52 l53 1 1 0 0 0
1 0 0 0 0 1 0 0
l71 l72 1 0 0 0 1 0
l81 l82 l83 l84 1 0 0 1


,
again if we select a24 = −2, a34 = a25 = a35 = a47 = a57 = 0, a46 = −5, a56 = −2, a26 =
a26 = −5 and l31 = l51 = 2, l52 = 14 , l53 = 0, l71 = 43 , l72 = −23 , l81 = 2, l82 = l83 = 0, l84 = 1,
then the nonnegative matrix
C =


0 1 0 2 0 5 0 0
2 0 3 0 0 0 0 0
0 223 0 2 0 0 5 0
0 0 0 0 4 0 0 0
1/2 7/4 3/4 1/2 0 7/4 0 5
5 1 0 2 0 0 0 0
5/3 0 0 4 0 5 0 0
5/4 3/4 0 1 5 3 0 0


,
is solution of problem.
2.2.3. The spectrum with k negative eigenvalues. In this subsection we consider the ex-
tended of problem.
Theorem 2.18. Consider σ = {λ1, λ2, · · · , λn} where λ1 ≥ λ2 ≥ · · · ≥ λn−k ≥ 0 >
λn−k+1 ≥ · · · ≥ λk, then there exist a set of nonnegative matrices that σ is its spectrum.
Proof. For construction of matrix A and C we will do as follows.
In main diagonal elements of upper triangular matrix A, the all elements of σ in order
λ1 ≥ λ2 ≥ · · · ≥ λn, we put the entries (n − k, n), (n − k − 1, n − 1), · · · , (n − 2k, n − k)
the real numbers αi ≥ −λi that i = n− k, · · · , n− 2k respectively. In addition the entries
(n − j − 1, n − j) for j = k, · · · 2k − 1 we set −(αn−j − λn−j) respectively, and another
element between rows 1 and n− k and between αi and λi we put appreciate real numbers
whereas the matrix C = LAL−1 be nonnegative.
We choose the matrix L a lower unit triangular matrix and in the last row of L we consider
0 ≤ lr1, lr2, · · · , lrk that
∑k
i=1 lni = k and element of row n−1 all be 1 for j = 1, 2, · · · , k−1,
and row n− 2 all element from j = 1, to n− 2 be 1, and the row n− k we have n− k +1
element 1 and another element be zero. We repeat above method with less that one element
for row n − k − 1, i.e. in row n − k − 1 we set 0 ≤ ln−k−1,1, ln−k−1,2, · · · , ln−k−1,n−k−1,
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with
∑k−1
j=1 ln−k−1,j = k − 1 with choosing above method then the matrix C = LAL−1 is
nonnegative. 
3. Complex spectrum
In this section we assume that σ ∈ C. We recall that σ = σ¯ is necessary condition
for solvable problem. At first we consider the case n = 3, this case has two complex
conjugate eigenvalues and a Perron eigenvalue λ1 ≥ |λ2 ± iµ2| and for n = 4 we have two
real eigenvalues and a pair complex conjugate eigenvalue. For n = 5 or more then we have
several case that in continue we study all of them.
In this case we introduce the complex unit lower triangular matrix as follows:
The elements of main diagonal unit lower triangular matrix L in this case are i or 1.
3.1. The case n = 3. We consider this case in two parts. At first we assume that λ2 > 0
in σ = {λ1, λ2 ± iµ2} and in another case λ2 < 0.
Case 1. λ2 > 0: Now we bring an important Theorem from [19] and by helping unit
lower triangular matrix in complex case, we find a nonnegative matrix for this Theorem.
Theorem 3.1. Let σ = {λ1,−λ2 ± iµ2}, with λ2 > 0, µ2 > 0 and λ1 ≥
√
λ22 + µ
2
2. Then,
σ is realizable by a nonnegative matrix A if and only if
λ1 ≥ 2λ2 + 3max{0, µ2√
3
− λ2}.
Now we present solution of this Theorem by our method. We consider the matrix A
and L as follows:
A =

 λ1 iµ2 00 λ2 − iµ2 −iµ2
0 0 λ2 + iµ2

 , L =

 1 0 0l21 i 0
1 1 1

 ,
then we have
C =

 −l21µ2 + λ1 µ2 0−µ2(l212 + 1) + l21(λ1 − λ2) l21µ2 + λ2 µ2
−λ2 + λ1 0 λ2

 ,
and if
(λ1−λ2)−
√
(λ1−λ2)2−4µ22
2µ2
≤ l21 ≤ (λ1−λ2)+
√
(λ1−λ2)2−4µ22
2µ2
then C is real nonnegative
matrix.
Case 2. λ2 < 0: In this case the matrices A and L present as
A =

 λ1 iµ2 00 λ2 − iµ2 −iµ2
0 0 λ2 + iµ2

 , L =


1 0 0
l21 i 0
λ2
2
µ22
+ 1 −λ2
µ2
i+ 1 1

 ,
then the matrix C = LAL−1 find as

−l21 µ2 + λ1 µ2 0
−µ22l212−l21 λ1 µ2+2µ2 l21 λ2+µ22+λ22
µ2
l21 µ2 + 2λ2 µ2
(µ22+λ22)λ1
µ22
0 0

 .
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If l21 lies in the interval
λ1 − 2λ2 −
√
−4µ22 + λ12 − 4λ1 λ2
2µ2
≤ l21 ≤ λ1 − 2λ2 +
√
−4µ22 + λ12 − 4λ1 λ2
2µ2
,
then the matrix C is nonnegative.
3.2. The case n=4. The case n = 4 very similar to the previous case. Let σ =
{λ1, λ2, λ3 ± µ3i} with nonnegative summation. If λ2 > 0 and λ1 is the Perron eigen-
value, then by the cases 2 of subsection 6.1, we construct the 3× 3 nonnegative matrix C1
and we add the value of λ2 on the main diagonal and find 4× 4 matrix C =
(
C1 0
0 λ2
)
.
The matrix C is solution of problem and has spectrum σ.
If λ2 < 0, we construction the matrix C, by combination of subsection 6.1 and some of
the related real above sections i.e. we add the value −λ2 in the first row of matrix A in
the same column that the value λ2 lies on the main diagonal of matrix A, and the another
entries of matrix A and the matrix L are the combination of above real sections and above
complex subsection is constructed.
Example 3.2. Consider σ = {6,−2,−2− i,−2+ i}. Since the sum of λi equal zero, then
by our method we find a nonnegative matrix with zero trace. For this we consider two
matrices A and L as follows:
A =


6 2 i 0
0 −2 0 0
0 0 −2− i −i
0 0 0 −2 + i

 , L =


1 0 0 0
1 1 0 0
l31 0 i 0
5 0 1 + 2 i 1

 ,
then the matrix C equals
C = LAL−1 =


4− l31 2 1 0
6− l31 0 1 0
8 l31 − l312 − 5 2 l31 l31 − 4 1
20 10 0 0

 ,
if 4−√11 ≤ l31 ≤ 4, then the matrix C is solution of problem.
3.3. The case n ≥ 5. For n ≥ 5 we combine the above complex case and above real cases
and find solution. We will give some examples that already are solved and again solve
them by our method.
Example 3.3. [17] Let σ = {12, i√3,−i√3, 4 + 3i, 4− 3i}, with nonnegative real part of
complex eigenvalues, then there exist a nonnegative matrix that σ is spectrum.
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For solving this problem we consider two m matrices A and L as follows:
A =


12 i
√
3 0 3 i 0
0 −i√3 −i√3 0 0
0 0 i
√
3 0 0
0 0 0 4− 3 i −3 i
0 0 0 0 4 + 3 i


, L =


1 0 0 0 0
l21 i 0 0 0
1 1 1 0 0
l41 0 0 i 0
1 0 0 1 1


,
then the following matrix C,
C =


12− l21
√
3− 3 l41
√
3 0 3 0
−l212
√
3 + (12− 3 l41) l21 −
√
3 l21
√
3
√
3 3 l21 0
12− 3 l41 0 0 3 0
8 l41 − l41
√
3l21 − 3− 3 l412 l41
√
3 0 3 l41 + 4 3
8− l21
√
3
√
3 0 0 4


.
is nonnegative and has spectrum σ, if satisfies the conditions
0 ≤ l41 ≤ 4− 2
3
√
3,
− 1/2
√
3l41 + 2
√
3− 1/2
√
3 l41
2 − 24 l41 + 44 ≤ l21,
− 1/2
√
3l41 + 2
√
3 + 1/2
√
3 l41
2 − 24 l41 + 44 ≥ l21.
Example 3.4. Let σ = {6,−2 − 3i,−2 + 3i,−1 − i,−1 + i}, with negative real part of
complex eigenvalues, then there exist a nonnegative matrix that σ is spectrum.
For this problem the matrices A and L will be as:
A =


6 3 i 0 i 0
0 −2− 3 i −3 i 0 0
0 0 −2 + 3 i 0 0
0 0 0 −1− i −i
0 0 0 0 −1 + i


, L =


1 0 0 0 0
l21 i 0 0 0
13
9 1 + 2/3 i 1 0 0
l41 0 0 i 0
2 0 0 1 + i 1


then the matrix C is computed as:
C = LAL−1 =


6− 3 l21 − l41 3 0 1 0
10 l21 − 3 l212 − 13/3 − l21l41 3 l21 − 4 3 l21 0
26
3 − 139 l41 0 0 139 0
8 l41 − 3 l21l41 − 2− l412 3 l41 0 l41 − 2 1
12− 6 l21 6 0 0 0


.
To obtain the nonnegative matrix C it is necessary that l21 =
4
3 and l41 = 2, then the
matrix C is nonnegative and has spectrum σ and the values of l21 and l41 are unique in
this example.
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