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Subspace-based Direct Visual Servoing
Eric Marchand
Abstract—To date most of visual servoing approaches have
relied on the geometric features that have to be tracked and
matched in the image. Recent works have highlighted the
importance of taking into account the photometric information
of the entire images. This leads to direct visual servoing (DVS)
approaches. The main disadvantage of DVS is its small con-
vergence domain compared to conventional techniques, which
is due to the high non-linearities of the cost function to be
minimized. In this paper we propose to project the image on
an orthogonal basis (PCA) and then servo on either images
reconstructed from this new compact set of coordinates or
directly on these coordinates used as visual features. In both
cases we exhibit the analytical formulation of the interaction
matrix. We show that these approaches feature a better behavior
that the classical photometric visual servoing scheme allowing
larger displacements and a satisfactory decrease of the error
norm thanks to a well modelled interaction matrix.
Index Terms—Visual servoing, sensor-based control
I. INTRODUCTION
V ISUAL servoing uses the information provided by avision sensor to control the movements of a dynamic
system [6]. This approach requires the extraction of visual
information (usually geometric features) from the image in
order to design the control law. Robust extraction and real-
time spatio-temporal tracking of these visual cues is to date a
non trivial task.
While there has been progress in extracting and tracking
relevant features, a new approach called direct visual servoing
(DVS) has been emerging for almost 10 years now [15], [8],
[7], [10]. It has been demonstrated that only the luminous
intensities of the images can be taken into account to control
the robot and that conventional tracking processes can be
avoided. The main drawback of DVS is its convergence
domain compared to classical VS techniques, which is due to
the high non-linearities of the cost function to be minimized.
Various schemes have been proposed in order to improve
the robustness of DVS by considering various descriptors
(image intensity, gradient, color, etc.) or cost functions (mu-
tual information [10], histogram distances [2], mixture of
Gaussians [9]). Recently, it has been proposed to consider
convolutional neural network to bypass the modelling step [3].
Another solution to increase the convergence domain would
be extract from the image a set of coefficients that could
then be used as control input. The idea is not to extract
geometric features from the image (as it is usually done
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in visual servoing) but to ”compress” the original image
information in order to get a compact representation. This
is what has been done with photometric moments which
allows retain geometric information [1]. It was shown that
it provides a better behavior that a classical control based on
points [6] and extends significantly the convergence of the
photometric visual servoing approach [7]. Another interesting
approach was proposed in order to consider Wavelet [19],
[13] and Shearlet-based [13] image representations and thus
to consider in the control law the wavelet/shearlet coefficients.
The authors [19], [13] then proposed an analytical formulation
of the interaction matrix that links the variation of these
coefficients to the camera motion.
Actually, one of the very first attempt to achieved DVS
has been proposed in [18], [12], [11]. In these papers, image
intensity is not directly considered but an eigenspace decom-
position is performed to reduce the dimensionality of image
data. This is done thanks to a Principal Component Analysis
(PCA) process (also known as Karhunen-Loève expansion).
The control is then performed on the image coordinates in
the eigenspace (an orthogonal basis). This process requires
the off-line computation of this eigenspace and then, for each
new frame, the projection of the image on this subspace in
order to compute the set of coordinates (coefficients) in the
new basis that will be used in the control law. An interest
of such approach is that, when projecting an incoming image
on this basis, the greatest variance comes to lie on the first
coefficient, the second greatest variance lies on the second
coefficient, etc. Only a few coefficients allow to grasp most of
the variance of the image. Nevertheless, in [18], [12], [11], the
interaction matrix related to the eigenspace is not computed
analytically but is estimated on-line from the estimation of
the plane coordinates tangent to the cost function surface
leading to unsatisfactory behavior. In [11] the author points
out the importance of using proper interaction matrices for
visual servoing.
In this article, we clearly draw inspiration from Deguchi’s
previous work [11]. Based on our own previous work on
DVS [7], we propose two new control laws based on a
principal analysis decomposition of the main component of
the image. In both case we first project the image on the
new orthogonal basis and obtain a new and compact set of
coordinates (coefficients). The former approach is a photo-
metric visual servoing technique that considers, as input, an
image reconstructed from a small number of coefficients.
Indeed, an approximation of the image can be obtained as
a linear combination of a small subset of coefficients and the
eigenspace. Within this context, we remain in the photometric
visual servoing scheme and provide an analytical formulation
of the interaction matrix. Dealing with the latter approach,
we consider the coordinates in the new basis as the visual
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features. Again, within this context we propose an explicit
and analytical formulation of the interaction matrix. We show
on various experiments including real 6 DoF positioning
tasks, that these approaches feature a better behavior that the
classical photometric visual servoing scheme allowing larger
displacements and a satisfactory decrease of the error norm
thanks to a well modelled interaction matrix.
In the reminder of this paper, Section II gives an overview
of the DVS scheme. Section III recalls the principal compo-
nent analysis concept and the way to build the eigenspace
and obtain the new image coordinates. Section IV gives the
details of the control laws including the derivation of the
related interaction matrix. Finally, Section V illustrates the
effectiveness of the approach: first with simulated results but
also with experiments carried out on a 6 DoF Viper 850 robot.
II. DIRECT VISUAL SERVOING
A. Positioning Task by visual servoing
The aim of a positioning task is to reach a desired pose
of the camera r∗, starting from an arbitrary initial pose. To
achieve that goal, one needs to define a cost function that
reflects, in the image space, this error. Most of the time this
cost function is an error measure which needs to be minimized.
Considering the actual pose of the camera r the problem can
therefore be written as an optimization process:
r̂ = arg min
r
e(r). (1)
For example, considering a set of geometrical features s,
the task will typically have to minimize the error e(r) that
is the difference between the current s(r) and the desired
configuration s∗, classically e(r) = s(r)− s∗.
This visual servoing task is achieved by iteratively applying
a velocity to the camera. This requires the knowledge of the
interaction matrix Ls of s(r) that links the variation of ṡ to
the camera velocity and which is defined as [14], [6]:
ṡ(r) = Lsv (2)
where v is the camera velocity.
This equation leads to the expression of the velocity that
needs to be applied to the robot. The control law is classically
given by [6]:
v = −λL+s e(r) (3)
where λ is a positive scalar and L+s is the pseudo inverse of
Ls.
This approach requires to extract and track visual infor-
mation (usually geometric features) from the image in order
to design the control law. This difficult tracking process is
one of the bottlenecks in the development of visual servoing
techniques.
B. Photometric visual servoing
Recent works have tried to circumvent these problems by
using directly the information provided by the entire image [8].
Features are no longer extracted from the image. In [7], a
control law was proposed that minimizes the error between
the current image and the desired one. In that case the vector
of visual feature in nothing but the image itself and the error
to be regulated is the sum of squared differences (the SSD).
In that case, the feature s becomes the image itself (s(r) =
I(r)). This means that the optimization process becomes [7]:
r̂ = arg min
r
(I(r)− I∗) (4)
where I(r) and I∗ are respectively the image seen at the
position r and the template image (both of N pixels). The
control law is inspired by the Levenberg-Marquardt (LM)
optimization approach. It is given by:
v = −λL+I (I(r)− I
∗) (5)
where λ is a positive scalars and LI is the interaction matrix
related to the luminance [8]. If we introduce the interaction
matrices Lx and Ly related to the coordinates x and y of x,
we obtain
LI = − (∇IxLx +∇IyLy) (6)
where ∇Ix and ∇Iy are the components along x and y of
the image gradient ∇I . Note that it is actually the only image
processing step necessary to implement the photometric visual
servoing method. This approach features many advantages: it
does not require any matching or tracking process. Further-
more, since the image measurements are nothing but the pixel
intensity, there are no error in the feature extraction process
leading to a very precise realization of the task.
III. PRINCIPAL COMPONENT ANALYSIS (PCA)
It is possible to reduce the image high dimensions, by
considering Principal Component Analysis (PCA) techniques.
PCA is a standard technique which enables to linearly-project
high-dimensional samples onto a low-dimensional feature
space, that is called eigenspace. Such method has been shown
to be very well-suited for object recognition [20], appearance-
based tracking [4], keypoint tracking [16]. As stated, in visual
servoing, this approach has been initially proposed by [18] and
[12][11].
A. Building the eigenspace
Considering PCA for visual servoing requires two steps.
The former is an off-line step which consist in building the
eigenspace (a set of eigen images) from a large number
of arbitrary images of the considered scene. This can be
considered as a learning step. The building of the eigenspace
consists in following steps:
• acquire M images (with N pixels) and build 1D column
vectors that contain all the pixels of the image. We thus
have M vector I1, . . . , IM . We assume that M  N .
• we then build a N×M matrix A whose columns are the
normalized image vector A•i:






• Compute the eigenvalues σi and their corresponding
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Note that C is then a N × N matrix. Considering a
Singular Value Decomposition (SVD) of A allows to
efficiently compute the eigenvectors U•i. Indeed, when
decomposing A such that A = UΣV>, U•i is the
eigenvector associated to the eigen value σi in Σ. For
simplicity issue, we now denote Ui the ith eigenvector.
This a vector of size N .
• Finally, we can keep only K eigenvectors corresponding
to K largest eigenvalues. These vectors create a new
orthogonal basis named eigenspace of dimensions K
(K < M ).
B. Image decomposition and reconstruction
Once an eigenspace is built, we have a new orthogonal basis
U1,U2, . . . ,UM on which we can project each new image
and obtain a new and more compact representation of this
image. The k-th coordinates of an incoming image (with k <
K) in this new basis is given by:
wk = U
>
k (I− Ī) (9)
When projecting an incoming image on this basis, the greatest
variance comes to lie on the first coordinate w1, the second
greatest variance lies on w2, etc. When k increases the compo-
nent wk becomes less and less significant. It can be noted that
the proportion of the variance that each eigenvector represents
can be calculated by dividing the corresponding eigenvalue by
the sum of all eigenvalues. Following this principle, an image
can be represented as linear combination of the eigenimage
Ui and described only by a vector w = (w1, . . . , wK) with
(K  M ) which is a very compact representation. If one
wants to reconstruct the image from the vector w, it can be
computed as






with K ≤ M . [Uw]K is the projection of the image I onto
the subspace defined by the first K basis vectors. IR is then
approximation of I.
IV. PCA-BASED VISUAL SERVOING
We now present how the PCA can be used within a visual
servoing control law.
A. Photometric visual servoing on the reconstructed images
As stated in the previous section the current image I(r) can
be decomposed using equation (9) and then reconstruct using
equation (10). The image [Uw(r)] is an approximation of I(r)
that correspond to the least-square estimate of w [4]. The
coefficients w are those that minimize ‖ [Uw(r)] − I(r) ‖2.
Note that this reconstruction can be achieved using a limited
number of eigenvectors K. In that case, and following the
methodology presented in [8], [7], the error to be minimized
is given by:
e(r) = IR(r)− I∗R = [Uw(r)]K − [Uw∗]K (11)
Within equation (11), U is constant and only the coefficient
w(r) depends of the camera pose. [Uw(r)] being an image
(we discard subscript K without loss of generality), it can
be use as is within a photometric visual servoing process, as
defined in section II-B, that minimizes e(r). The interaction
matrix related to [Uw(r)] is given by L[Uw(r)] defined by:








0 −1/Z y/Z 1 + y2 −xy −x
)
(13)





([Uw(r)]K − [Uw∗]K). (14)
Such an approach based on reconstructed images allows to
remain in a known framework introduced in [8]. Nevertheless,
the considered images are built from the K eigenimages that
contains the greatest variance. It still contains rich information
and mainly discards the details.
B. Visual servoing from the compact eigenspace representa-
tion
An alternative to the image reconstruction process presented
in the previous paragraph is to directly use the vector w as
the visual feature. This what first was proposed in [12][11].
In these works, the interaction matrix was estimated on-line
leading to important approximations and sub-optimal robot
motion. In this paper we proposed an analytical formulation
of the interaction matrix.
The error to be minimized is then given by:
e(r) = w(r)−w∗ (15)
with, for k = 1..K:
wk(r) = U
>
k (I(r)− Ī) (16)
Having defined the cost function to be minimized, one has
to compute the interaction matrix Lwk =
∂wk
∂r that links
the variation of wk to the camera motion. Within the former










since ∂U>k Ī/∂r = 0 (̄I being constant), pursuing the deriva-










Since Uk is a constant not depending of r (it has been learnt




where LI = ∂I(r)/∂r is given by:
LI = − (∇IxLx +∇IyLy) (20)
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with Lw = U>KLI where UK are the K first columns of U.
From a practical point of view we considered a Levenberg-
Marquardt-like control law given by:
v = −λ
(







with H = L>wLw is an approximation of the Hessian.
More precisely, each component of the gradient is scaled
according to the diagonal of the Hessian, which leads to
larger displacements along the direction where the gradient
is low. Such a control law has proven its effectiveness in a
context of DVS [7], [10]. Note that beside gains λ and µ in
equation (22) and, obviously K, no parameters are involved
in these experiment. In all the experiment described below,
we set λ = 1 and µ = 0.01. µ decreases by a factor 0.99 at
each iteration. Therefore, the control law tends to the classical
visual servoing control law that is similar to a Gauss-Newton
minimization process (see equation (3)).
With respect to [11] we have there an analytic formulation
of the interaction matrix (or image Jacobian) and it is not
necessary to estimate it on-line from the image sequence from
the estimation of the plane coordinates tangent to the cost
function surface leading to a more precise calculation of Lw.
V. EXPERIMENTAL RESULTS
Experiments have been carried out both in simulation and
on a 6-DOF anthropomorphic robotic arm (a Viper 850 from
Adept Company) equipped with a camera mounted on the
end-effector. The camera calibration as well as the end-eye
calibration have been done in an off-line step. The image
processing and the control law computation are performed on
a PC equipped with a Dual-core 2.4 Ghz Intel Pentium. The
code has been written in C++ using the ViSP library [17]. The
time required for an iteration of the VS closed loop is linear
wrt. the number of selected coefficients K. In our experiment
an iteration corresponds to 31ms for K = 20 and 73ms for
K = 50 (including image acquisition). We mainly considered
two scenes. One is a planar scene (hollywood) that also
corresponds to the simulation experiments. The second is a 3D
castle (castle3d) that is 0.2m high (see Figure 1). When dealing
with simulation we considered the same calibration parameters
as the real system leading to realistic simulations. Simulations
have been done thanks to the ViSP simulator [17]. A video of
the results can been at https://youtu.be/HncORj8Hpjk.
Figure 1. Experimental setup: camera mounted on a Viper 850 from ADEPT
and the two considered scenes
A. Construction of the eigenspace
The construction of the eigenspace is done thanks to the
acquisition of M image Ii, i = 1...M of the scene. It is
done by just moving the camera handled around the scene.
As far as simulation is concerned we generate random camera
positions and get the corresponding images. Typically between
2500 and 8000 images are acquired (5000 for the simulations).
A SVD decomposition of A (see equation (7)) is achieved
to compute the eigenvectors Uk. Since A is a large matrix
(number of pixel × number M of images), it takes time
(typically 522s when A is of size 66000 × 5000). This is
done off-line and U is saved and used for all the experiments.
Figure 2 shows the firsts and the last eigenimages for the
two scenes hollywood and castle3d. As expected, the last
eigenimage accounts mainly for noise.
The determination of the number K of coefficients is an
important problem. As stated in section III-B, each coefficient
explains a given percentage of the variance of the data which
is directly related to the normalize value of the corresponding
eigenvalue (see Figure 2). If we compute the cumulative value
of the normalized eigenvalue, one can choose K such that it
explains, eg, 75% of the variance which correspond to K = 20
on Figure 2). If the M images used to construct the eigenspace
are well chosen, less coefficients are necessary to explain
the same variance. In practice, we never used more than 50
coefficients.
Figure 2. The first four eigenimages U1...U4 along with U50 and the last
one U8358 for the hollywood scene. As expected, the last eigenimage accounts
mainly for noise. Plot on left show the cumulative eigenvalues along with the
eigenvalues themselves. One can see that with K = 20, we grasp almost 75%
of the variance.
B. Simulation results
Simulation results have first been carried out in or-
der to validate the proposed control laws while allow-
ing a fair comparison of different direct visual servo-
ing approaches. We first compare the photometric vi-
sual servoing control law [8], [7] with the proposed
one. The error between the initial and desired pose is
∆r = (−0.05m,−0.1m,−0.03m,−5o, 5o,−15.3o)1. Photo-
1The following notation has been used: ∆r = (t, θu), where t describes
the translation part of the homogeneous matrix related to the transformation
from the current to the desired frame, while its rotation part is expressed
under the form θu, where u represents the unit rotation-axis vector and θ the
rotation angle around this axis. This representation is also considered in the
plot reporting the positioning error.




Figure 3. Experiment exp-photo: Photometric visual servoing [7]. (a)
Initial image I (b) desired image I∗ (c) error norm ‖ I(r)− I∗ ‖ (d) camera
velocity (in m/s and rad/s) (e) positioning error (in m and rad).
metric visual servoing results, where the cost function to be
minimized is given by e(r) = I(r)−I∗ , are shown on Figure 3
(we called it exp-photo). The results for the approach
presented in section IV-A, where the cost function to be mini-
mized is given by e(r) = IR(r)−I∗R = [Uw(r)]K− [Uw∗]K
is presented in Figure 4 (this is exp-photo-rec). Finally,
the proposed subspace approach, where the cost function to
be minimized is given by e(r) = w(r) −w∗ is presented in
Figure 6 for K = 6 (this is exp-w6) and in Figure 7 for
K = 20 (this is exp-w20). For all the experiment we show
the norm of the cost function, the camera velocity (in m/s and
rad/s) and the positioning error (in m and rad).
When considering pure photometric visual servoing (Exper-
iment exp-photo, Figure 3), the photometric cost function is
highly non-linear which explain the perturbation in the velocity
plots. Nevertheless, the visual servoing converges thanks to the
redundancy of the considered information. Such experiment
are in line with previous experiments (eg [8]). Dealing with
photometric visual servoing from the reconstructed images
(see Section IV-A and Experiment exp-photo-rec, Fig-
ure 4) the camera behavior is far better and the camera
trajectory is closer from a geodesic. The camera velocities
(Figure 4.d) ensures a clear monotonous decrease of the cost
function norm (Figure 4.c) and of the positioning error (Fig-
ure 4.e). This is due to the fact that when considering only 20
coefficients to reconstruct the images, it smoothes the images
(see Figure 4(a-b)) and reduces the non-linearties in the cost




Figure 4. Experiment exp-photo-rec: Photometric visual servoing from
the reconstructed image [Uw(r)]K with K = 20. (a) initial reconstructed
image [Uw(r)]K (b) desired reconstructed image [Uw
∗]K (c) error norm
‖ [Uw(r)]K − [Uw∗]K ‖ (d) camera velocity (in m/s and rad/s) (e)
positioning error (in m and rad).
a b
Figure 5. 3D camera trajectories (a) blue: exp-photo ; green:
exp-photo-rec (b) blue: exp-photo-rec ; green: exp-w6 ; red:
exp-w20
conclusion was reached by [9] using photometric Gaussian
Mixtures as visual features). Comparison between camera
trajectories for exp-photo and exp-photo-rec is given
in Figure 5.a.
We then consider directly the coefficients of the compact
representation. Let us recall that this is a size K vector.
Let us point out that K = 6, is the minimum number of
coefficients necessary to have a full rank interaction matrix
and thus to control the 6 DoF of the camera. We first consider
two experiments the former with K = 6 and the latter with
K = 20. In both cases, the visual servoing control law con-
verges. Nevertheless, our experiments show that considering
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a b
c d
Figure 6. Experiment exp-w6: Positioning task using compact eigenspace
representation with K = 6 (a) error norm ‖ w(r)−w∗ ‖ (b) errors wi(r)−




Figure 7. Experiment exp-w20: Positioning task using compact eigenspace
representation with K = 20 (a) error norm ‖ w(r) − w∗ ‖ (b) errors
wi(r)−w∗i , i = 1..20 (c) camera velocity (in m/s and rad/s) (d) positioning
error (in m and rad).
at least 15 coefficients leads to better behavior and a better
monotonous decrease of the cost function norm (see 7.a vs
6.a). The convergence is also much faster than with the two
previous photometric-based methods (140 vs 600 iterations).
The small overshoot that can be observed in the camera
velocities between iteration 35 and 80 (Figure 7) is due to
decay of the parameters µ in equation (22). When µ is high
(typically 0.01), the control law produces fast motion along the
direction where the gradient is low. It then reach very quickly
a position where the cost function is relatively low and where
the error in the image space (I − I∗) is very small although
the error in the cartesian space is still important. Then when
µ decreases, the control law tends to the classic one which
is more precise when the cost function decreases (thanks to
a better estimation of the interaction matrix). This explains
a b
c d
Figure 8. Positioning task using compact eigenspace representation with K =
20 for a pure translation motion ∆r = (0, 0, 0.1m, 0, 0, 0, 0) (a) error norm
‖ w(r)−w∗ ‖ (b) errors wi(r)−w∗i , i = 1..20 (c) camera velocity (in m/s
and rad/s) (d) positioning error (in m and rad)
a b
c d
Figure 9. Positioning task using compact eigenspace representation with
K = 6 for a pure rotation motion around Z axis. ∆r = (0, 0, 0, 0, 0, 0, 45o)
(a) error norm ‖ w(r)−w∗ ‖ (b) errors wi(r)−w∗i , i = 1..20 (c) camera
velocity (in m/s and rad/s) (d) positioning error (in m and rad)
the temporary increase of the velocity. The 3D trajectories are
show on Figure 5.b.
We also show the results obtained for two specific motions:
a pure 0.10 m translation along the optical axis (see Figure 8)
and a pure 45o rotation around the optical axis (see Figure 9).
In both cases, the control law generates a motion along
the desired axis. This tends to show that, at least in these
cases, there are almost no coupling between translational and
rotational camera motions leading to very satisfactory camera
trajectories [5]. Dealing with the rotation which is quite large,
a pure photometric approach fails and a classical IBVS method
based on point coordinates would features a significant motion
along the z axis (camera retreat). This motion exists here (see
Figure 9.d) but is almost insignificant.





Figure 10. Experiment with real planar scene (a) initial image acquired by
the camera I(r), (b) image I∗ acquired from the desired position, (c,d) error
[Uw(r)]50 − [Uw∗]50 between reconstructed image for initial and desired
position (a,b,c,d) are used for visualization but are not used in the algorithm.
Only the error w(r) −w∗ plotted in (f) is considered, (e) ‖ w(r) −w∗ ‖
(g) camera velocity (in m/s and rad/s) (h) positioning error (in m and rad).
C. Experimental results on a 6 DoF robot
We report here three experiments carried out on the Viper
850 robot. The first two ones consider the hollywood scene
and the later the castle3d scene.
a) 6 DoF positioning task: This experiment reports
a 6 DoF positioning task with respect to a planar scene
with K = 50. The displacement to be achieved is ∆r =
(0.04m, 0.27m, 0.04m, 22.3o, 8o, 26.3o). Let us point out that
the transformation between the initial and desired poses
(and particularly the rotation around the x and z axes)
is very large and makes this experiment very challenging.
This is also illustrated by the initial and desired images
depicted in Figure 10(a-b). The norm of the cost function
‖ w(r) − w∗ ‖ decreases monotonously (Figure 10.e).
The decrease in errors (Figure 10.d) is also highly satis-
factory considering the fact that only the interaction matrix
at the desired position and an approximated depth were
employed. One can see on Figure 10.h that the control law
a
Figure 11. 3D camera trajectories for experiment (blue: K = 20 ; green:
K = 50).
tends to minimize rapidly the errors accounting for the z
translation and z rotation (at iteration 200, the positioning
error for these axis are almost null). The final error is
∆r = (0.0012m, 0.0023m, 0.00001m,−0.32o, 0.19o, 0.06o)
which show the accuracy of the proposed approach. Although
we consider here K = 50, the camera converges for smaller
value of K. Figure 11 show the camera trajectories for K = 20
(blue) and K = 50 (green). The camera trajectories are close
to a geodesic.
b) Dealing with partial occlusions: In the next experi-
ment we add large occlusions by two (non planar) objects (see
Figure 12). We still consider the eigenspace learnt without
occlusions (the same as for the previous experiment). We
consider K = 50. We still consider large displacement in
∆r = (−0.18m,−0.07m, 0.04m,−18o, 14.3o, 28.6o). The
final error is ∆r = (-0.0024m, -0.0017m, 0.0003m, 0.25o,
0.25o, 0.05o) which shows that the occlusions and the non-
planar scene does not affect the precision of the positioning
task. Nevertheless, it can be noted that positioning errors
decrease less monotonously due to larger modelling errors
in the calculation of the interaction matrix. This experiment
demonstrates the robustness of the control law to large dis-
placements, partial occlusions, and modelling errors.
c) Dealing with a 3D scene: In order to demon-
strate further the robustness of the approach, we propose
to consider in this experiment a large 3D object (Fig-
ure 13). For this last experiment, we consider ∆r =
(0.15m, 0.21m,−0.13m, 16.6o, 13.7o, 30.9o). We only con-
sider K = 20 coefficients in vectors w and w∗. Although,
in this case, we trained a new eigenspace, it is important to
note that depth is still assumed to be constant (Z = 0.6m),
whereas the object high is almost 0.2m, leading to modelling
errors in the interaction matrix. These modelling errors, that
could be overcome with a RGB-D camera, affect the behavior
of the control law as can be seen on the error and velocities
plots. Nevertheless, the system converges and the final error is
∆r = (−0.0007m,−0.0008m, 0.0007m, 0.01o, 0.01o, 0.01o)
(we increase the number of iteration leading to a better
precision that for the two previous experiments).
VI. CONCLUSION
In this paper we demonstrated that direct visual servoing
techniques can take advantage from the projection of the




Figure 12. Experiment real scene with partial occlusions (a) initial image
acquired by the camera I(r), (b) image I∗ acquired from the desired position,
(c-d) error [Uw(r)]50 − [Uw∗]50 between reconstructed image for initial
and desired position used for visualization but not used in the algorithm. (e)
errors w(r)−w∗ (f) positioning error (in m and rad).
image on a new basis. It was also shown that the interaction
matrix related to these new coordinates can be explicitly and
analytically calculated. Results show the effectiveness of this
approach on various examples. Future works will be devoted to
study other projection techniques (such as Linear Discriminant
Analysis).
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