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Abstract
In this article we study algorithmic synthesis of the class of stabilizing switching signals for discrete-time switched linear systems proposed
in [12]. A weighted digraph is associated in a natural way to a switched system, and the switching signal is expressed as an infinite walk
on this weighted digraph. We employ graph-theoretic tools and discuss different algorithms for designing walks whose corresponding
switching signals satisfy the stabilizing switching conditions proposed in [12]. We also address the issue of how likely/generic it is for a
family of systems to admit stabilizing switching signals, and under mild assumptions give sufficient conditions for the same. Our solutions
have both deterministic and probabilistic flavours.
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1 Introduction
A switched system comprises of two components — a fam-
ily of systems and a switching signal. The switching signal
selects an active subsystem from the family at every instant
of time [18, §1.1.2], and the family of systems may contain
nonlinear dynamics, systems with delays, etc. Switching sig-
nals are broadly classified as time-dependent (depends only
on time), state-dependent (depends on state as well), and
with memory (also depends on the history of active subsys-
tems) [19].
In this article we stay within the confines of discrete-time
switched linear systems with purely time-dependent switch-
ing signals. Stability of such systems has been studied
extensively by researchers over the past few decades, see
e.g., [19,23,9,18] for detailed surveys. This study can be
broadly classified into two categories — stability under ar-
bitrary switching and stability under constrained switching.
In the former category, conditions on the family of systems
are identified such that the resulting switched system is
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asymptotically stable under all admissible switching signals
[6,16,15,14,3,1]; in the latter category, given a family of
systems, conditions on the switching signals are identified
such that the resulting switched system is asymptotically
stable [12,27,19].
Our focus in this article is on stability of discrete-time
switched linear systems under constrained switching
[12,13]. Stability conditions in this direction primarily rely
on the idea of slow switching vis-a-vis (average) dwell
time switching. These results were originally developed in
the context of continuous-time switched systems, but they
can be readily extended to the discrete-time setting [10],
[18, Chapter 3], with the (average) dwell time expressed in
terms of the number of time steps [19]. This classical theory
pertains to switched systems in which all subsystems are
stable. In case there are unstable systems, slow switching
alone is not sufficient to guarantee stability of the switched
system, and additional conditions are required to ensure
that the switched system does not spend too much time on
the unstable subsystems; see e.g., [19]. Departing from this
set of results, in [27] the authors study global exponential
stability of a discrete-time switched linear system in which
not all subsystems are Schur stable (or possibly no subsys-
tem is Schur stable) but the unstable subsystems form a
stable combination. The characterization of the stabilizing
switching signal in this new setting involves a modified
definition of average dwell time [18, Chapter 3], [27], and
the rule of activating the Schur stable subsystems (if any)
arbitrarily but activating the unstable subsystems depending
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on a prespecified ratio.
In [12] the authors present a general class of switching sig-
nals for global asymptotic stability of switched linear sys-
tems. Our conditions involve only certain asymptotic prop-
erties of the switching signal and do not involve nor im-
ply point-wise bounds on the number of switches — unlike
in the case of average dwell time switching. Consequently,
there is plenty of flexibility insofar as the transient behaviour
of the switching signals are concerned. Although this is not
the first instance when unstable systems in the family are
considered (e.g., [27]), to the best of our knowledge, this is
the first instance when unstable systems in the family are
considered and the stabilizing conditions depend only on
asymptotic behaviour of the switching signal. On the one
hand, our conditions require the presence of at least one
asymptotically stable system in the family and is therefore
“conservative” compared to the ones in the literature that
accommodate families with all unstable systems (e.g., [27]).
On the other hand, we do not require the unstable systems
in the family to form an asymptotically stable combination.
The conditions proposed in [12] are also numerically eas-
ier to verify than verifying semidefinite programming based
conditions (e.g., [16]) on the given family of systems.
In this article we address the important aspect of existence
and algorithmic synthesis of the class of stabilizing switch-
ing signals proposed in [12]. Given a family of systems,
the aspect of algorithmic synthesis of a class of stabilizing
switching signals is important for obvious reasons and is
not new in the switched systems literature, see e.g., [11],
where randomized algorithms to synthesize stabilizing state-
dependent switching rules for multimodal systems are pre-
sented, and [21], where the authors propose optimization-
based methods to verify the average dwell time property.
In [12] the authors provide a partial solution towards exis-
tence and algorithmic synthesis of the class of stabilizing
switching signals under consideration. Here we extend the
proposed techniques further and provide an array of results.
The overarching contributions of this article are twofold, the
first of which addresses the following pair of questions:
(a) Given a family of systems, possibly containing unsta-
ble dynamics, under what condition does there exist a
switching signal that satisfies the conditions proposed
in [12, Theorem 1]?
(b) If there exists such a switching signal, then how to
detect/design it algorithmically?
◦ Towards answering (a) and (b), we employ graph-theoretic
terminology and arguments in our analysis. A weighted
digraph is associated to a family of subsystems and the ad-
missible transitions between them, and a switching signal
is represented by an infinite walk on the above digraph,
both in a natural way; see §2.2 for precise details. We
are interested in the class of infinite walks corresponding
to the class of stabilizing switching signals proposed in
[12]. We shall henceforth freely switch between system-
theoretic and the corresponding graph-theoretic terminol-
ogy in the above sense.
◦ We propose sufficient conditions for the desired infinite
walk to admit what we call a closed contractive walk, the
latter necessarily of finite length, and also discuss algo-
rithmic detection/design of such walks. A closed contrac-
tive walk gives rise to an infinite walk corresponding to a
stabilizing switching signal in a natural way, as we shall
see momentarily.
◦ Given a weighted digraph, we provide two necessary and
sufficient conditions for the existence of the aforemen-
tioned closed contractive walk in terms of a contractive
circuit and a contractive cycle. For a contractive circuit we
discuss an algorithm based on a linear program to detect
such a circuit, and if it exists, we construct it algorithmi-
cally. For a contractive cycle we show that it is equiva-
lent to detecting/designing a cycle of “negative weight”
and employ standard algorithms for the same. See §3 for
details.
The second major contribution of this article is towards pos-
ing and answering a more ambitious question:
(c) What class of switched systems admits the class of
switching signals that satisfy the conditions proposed
in [12, Theorem 1]?
◦ This question necessarily entails a shift in paradigm: while
(a) and (b) dealt with conditions for a “given” switched
system, (c) seeks to identify a suitable “class of switched
systems”. At the level of generality that (c) pertains to,
there are two natural candidate apparatuses to turn to for
providing its answers — Baire category theory and prob-
ability. We turn to the latter, and under mild conditions
provide a randomized algorithmic mechanism to identify
a class of switched systems that satisfy the conditions
proposed in [12, Theorem 1].
◦ Our contributions in this direction, presented in §4, may
be viewed from the following four perspectives:
 Firstly, our algorithm detects cycles on (the underlying
digraph of) switched systems that are “typical” with
high probability, and under mild conditions we guar-
antee that such cycles are contractive.
 Secondly, the deterministic algorithms that are em-
ployed for answers to (a) and (b) above may not be
applicable to switched systems whose underlying di-
graphs are large, especially if their sizes are so large
that not all the weights can be kept in memory at once.
For such large digraphs our algorithm provides prob-
abilistic guarantees in the spirit of randomized algo-
rithms for detection and design of contractive cycles.
 Thirdly, and in cue with the preceding point, our al-
gorithm is of an “online” nature in the following way:
starting with a rough probabilistic description of the
underlying weighted digraph, (i.e., without knowledge
of the precise values of the weights,) we explore the
digraph and synthesize a cycle during this exploration
that is contractive with high probability. On the other
hand, the traditional algorithms for detecting cycles re-
quire complete knowledge of the digraph and the vertex
and edge weights a priori.
 Fourthly, if the constituent subsystems of a switched
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systems are prone to evolve over time in a manner that
is not precisely known but certain statistical estimates
of the nature of evolution are available, our algorithm
applies and constructs a contractive cycle with uniform
probabilistic guarantees over all such evolutions. See
§4 for details.
The remainder of this article is organized as follows: In §2
we briefly recall the class of stabilizing switching signals
proposed in [12] and formulate the problems under consid-
eration. Our main results appear in §3 and §4. We provide
numerical examples in §5. We conclude in §6 with a brief
discussion on future directions. The proofs of our main re-
sults are provided in a consolidated fashion in §7.
Notation. N = {1, 2, · · · } is the set of natural numbers, N0 =
{0} ∪N, and R is the set of real numbers. For a finite set M,
|M| denotes its cardinality and M unionsq N denotes the disjoint
union of M with another finite set N. For a digraph G(V, E)
such that V B V ′ unionsq V ′′, d+(v) denotes the outdegree of a
vertex v ∈ V , N+V ′ B {u ∈ V ′ | (v, u) ∈ E} denotes the set
of outneighbours of a vertex v in V ′, and d+V ′ (v) B
∣∣∣N+V ′ ∣∣∣
denotes the outdegree of v in V ′. For a walk W on G(V, E),
|W | denotes its length.
2 Preliminaries
We consider a family of discrete-time linear systems
x(t + 1) = Aix(t), x(0) given, i ∈ P, t ∈ N0, (1)
where x(t) ∈ Rd is the vector of states at time t, P =
{1, 2, · · · ,N} is a finite index set, and Ai ∈ Rd×d is a known
constant full-rank matrix for each i ∈ P. Let σ : N0 → P
be a switching signal that specifies at every time t, the index
of the active subsystem from the family (1). The discrete-
time switched linear system generated by the given family
of systems (1) and the switching signal σ is given by
x(t + 1) = Aσ(t)x(t), x(0) given, t ∈ N0. (2)
Given a family of systems (1), in [12] the authors identify a
general class of switching signals σ that admits a crisp char-
acterization under which the resulting switched system (2) is
globally asymptotically stable. Recall that by definition, the
switched system (2) is globally asymptotically stable (GAS)
for a given switching signal σ if (2) is
◦ Lyapunov stable, and
◦ globally asymptotically convergent: ∀ x(0), lim
t→+∞ x(t) = 0.
Preparatory to our results, we begin with:
2.1 Properties of the family (1)
Let PS and PU ⊂ P be the sets of indices of the asymptoti-
cally stable and unstable systems in the family (1), respec-
tively.
Fact 1 ([12, Fact 1]) For each i ∈ P there exists a pair
(Pi, λi), where Pi ∈ Rd×d is a symmetric and positive definite
matrix, and
• if i ∈ PS , then 0 < λi < 1;
• if i ∈ PU , then λi > 1;
such that, with Rd 3 ξ 7−→ Vi(ξ) B ξ>Piξ ≥ 0, we have
Vi(γi(t + 1)) ≤ λiVi(γi(t)), t ∈ N0, where γi(·) solves the i−th
recursion in (1), i ∈ P. We call Vi, i ∈ P, Lyapunov-like
functions.
Fact 2 ([12, Fact 2, Proposition 1]) There exist numbers
µi j > 0 such that V j(ξ) ≤ µi jVi(ξ) for all ξ ∈ Rd, when-
ever it is admissible to switch from i to j, i, j ∈ P. In
particular, the smallest such constants µi j are given by
µi j = λmax(P jP−1i ), i, j ∈ P, where for a matrix M ∈ Rn×n
having real spectrum, λmax(M) denotes its maximal eigen-
value.
2.2 Properties of the switching signal
We associate a weighted digraph G(P, E(P)) with a switched
system in the following fashion:
◦ The index set P denotes the set of vertices of G,
◦ The set of edges E(P) of G consists of:
 a directed edge from i to j, i, j ∈ P, whenever a switch-
ing from system i to system j is admissible, and
 a self-loop at vertex j, j ∈ P, whenever it is admissible
to dwell on system j for at least two consecutive time
steps.
◦ w(i, j) B ln µi j, (i, j) ∈ E(P) (a` la Fact 2) and w( j) B∣∣∣ln λ j∣∣∣, j ∈ P, (a` la Fact 1) denote the edge weights and
vertex weights of G(P, E(P)), respectively.
We may abbreviate G(P, E(P)) by G if there is no risk
of confusion. Recall that a walk W on a digraph G(V, E)
[4, p. 4] is an alternating sequence of vertices and edges
W = x0, e1, x1, e2, x2, · · · , x`−1, e`, x`, where xi ∈ V , ei =
(xi−1, xi) ∈ E, 0 < i ≤ `. The initial vertex of W is x0 and
the final vertex of W is x`. If x0 = x`, we say that the walk
is closed. In this article we follow the convention: A closed
walk W = x0, (x0, x1), x1, · · · , x`−1, (x`−1, x0), x0 is a circuit
if all its edges are distinct. W is said to be a cycle if the ver-
tices xi, 0 < i < ` are distinct from each other and x0. The
length of a walk [4, p. 5] is its number of edges, counting
repetitions, e.g., in the above case W the length of the walk
W is `. In the sequel by the term infinite walk we mean a
walk of infinite length, i.e., it has infinitely many edges. An
initial subwalk W ′ of a walk W is an initial segment of W,
which we write as W ′ ≤ W. The following essentially obvi-
ous fact associates a switching signal σ to an infinite walk
on the weighted digraph G:
Fact 3 ([12, Fact 3]) The set of switching signals σ : N0 →
P and the set of infinite walks on G(P, E(P)) (defined as
above) are in bijective correspondence.
For a walk W on G:
◦ Let NW be the number of distinct vertices that appear in
W, and define
ν(W) B
NW
|W | , |W | > 0 (3)
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to be the transition frequency of W;
◦ we define the function
Ξ(W) B
∑
(k,`)∈E(P)
w(k, `)]{k → `}W +
∑
j∈PU
w( j)]{ j}W∑
j∈PU
w( j)]{ j}W
, (4)
where ]{k → `}W and ]{ j}W denote the number of times
the edge (k, `) and the vertex j appear in W, respectively.
2.3 The main result of [12]
In the light of Fact 3 we rephrase [12, Theorem 1] in the
following manner:
Theorem 4 ([12, Theorem 1]) Consider the underlying
weighted digraph G of the switched system (2). The switched
system (2) is GAS under all switching signals σ, whose
corresponding infinite walks (a` la Fact 3) W satisfy
lim
|W′ |→+∞
W′≤W
ν(W ′) > 0, (5)
and
lim
|W′ |→+∞
W′≤W
Ξ(W ′) < 1, (6)
where ν(W ′) and Ξ(W ′) are as defined in (3) and (4), re-
spectively.
Remark 5 Since we are in the discrete-time setting, the as-
sociation (a` la Fact 3) of the length of a walk with time
is natural. Condition (5) in the above theorem corresponds
to the condition that the switching frequency of σ is not
asymptotically vanishingly small [12, Theorem 1]. In the
presence of unstable systems in (1), this condition is neces-
sary to ensure that the switched system (2) does not even-
tually adhere to an unstable system. The first term in the
numerator of Ξ(W ′) captures the number of times each ad-
missible transition (k, `) ∈ E(P) occurs in σ till time t,
weighted by w(k, `) = ln µk`, where µk` is as in Fact 2. The
term
∑
j∈PS
w( j)]{ j}W′ (and
∑
j∈PU
w( j)]{ j}W′ ) captures the num-
ber of times system j ∈ PS (resp. PU) is activated till time
|W | = t by σ, weighted by
∣∣∣ln λ j∣∣∣, where λ j obeys Fact 1.
Remark 6 Of course there is an element of “choice” in the
selection of the Lyapunov-like functions in Fact 1 and conse-
quently, λi’s and µi j’s are not unique. Ideally one would like
to algorithmically determine the possibility of co-designing
the matrices Pi’s and the scalars λi’s such that switching
signals satisfying (6) exist, and if so, to construct such a
switching signal. This particular co-design problem, to our
knowledge, is numerically difficult and in the absence of a
numerical solution to it, we consider the matrices Pi’s and
the scalars λi’s as given, and focus on algorithmic synthesis
of switching signals satisfying (6).
Given a family of systems (1), both
(a) the admissible transitions (connectivity of G), and
(b) the edge and vertex weights of G
play a role in determining whether there exists an infinite
walk W that satisfies (6). Indeed:
Effect of (a) Consider P = {1, 2, 3} with A1 =
0.2 0.40.6 0.1
,
A2 =
0.1 0.90.8 1.0
 and A3 =
1.0 0.30.7 1.2
. Consequently, PS =
{1} and PU = {2, 3}. Let E(P) = {(2, 3), (3, 2)}. In this case,
even without the knowledge of the edge and vertex weights,
we can conclude that there exists no infinite walk on G that
satisfies condition (6) because the term in the denominator
of Ξ(W ′), i.e., ]{1}W′ = 0 for all walks on G.
Effect of (b) Consider the given family of systems (1) as in
the above case. Assume that E(P) = {(1, 2), (2, 1)}. From
Fact 1 and Fact 2, we have the following estimates: µ12 =
0.8878, µ21 = 1.7586, λ1 = 0.4314 and λ2 = 4.0281. The
term w(1, 2)]{1→ 2}W′ +w(2, 1)]{2→ 1}W′ +w(2)]{2}W′ =
−0.1190]{1 → 2}W′ + 0.5645]{2 → 1}W′ + 1.3933]{2}W′
is greater than the denominator w(1)]{1}W′ = 0.8407]{1}W′
for all walks on G. Consequently, condition (6) is not sat-
isfied.
In view of the above observations, given the underlying
weighted digraph of the switched system (2), we arrive at
the important and natural question:
Problem A Given a weighted digraph G(P, E(P)), does
there exist an infinite walk W on G(P, E(P))
that satisfies (6)? If yes, can we provide a
mechanism to detect/synthesize it?
In the language of switched systems, of course, Problem A
is: “Does there exist a switching signal σ satisfying (6)? If
such a σ exists, then can we provide an algorithmic mech-
anism to detect/synthesize it?”
Remark 7 It is important to clarify what we mean by al-
gorithmic solutions to Problem A. We provide an algorithm
that consists of (i) a finite walk W0 of length n0 > 0, and
(ii) an iterative process consisting of a mechanism requir-
ing a bounded quantum of memory, to generate finite walks
Wk of length nk > 0, k ∈ N, satisfying the condition that
the final vertex of Wk−1 is identical to the initial vertex of
Wk for each k. We build the infinite walk W as the limit of
W1W2 · · ·Wk−1Wk, k ∈ N.
Suppose that for a weighted digraph G there is a self-loop
at a vertex j ∈ PS . Consider a walk W on G such that it
begins at this vertex j and keeps on traversing that self-loop
repeatedly. In this case w( j, j) = 0 by Fact 2 and no vertex
j ∈ PU is visited. Consequently, the infinite walk generated
satisfies (6). Given a weighted digraph G, the above walk
W can be obtained from an algorithm that detects the above
vertex j ∈ PS .
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However, given a weighted digraph G, detection of an infi-
nite walk W satisfying (6) is not simple beyond the above
trivial case. Indeed, finding an infinite walk on G that sat-
isfies some prespecified condition involving the vertex and
edge weights of G is a computationally difficult problem.
We define
Definition 8 A walk W on the weighted digraph G(P, E(P))
as contractive if
Ξ(W) < 1. (7)
Given a weighted digraph G, we provide:
Solution A We establish a sufficient condition for the exis-
tence of an infinite walk satisfying (6) in terms
of a closed contractive walk (necessarily of fi-
nite length) on G. This settles Problem A. We
propose algorithmic techniques for synthesis of
the above closed walk. Towards this, we derive
a set of necessary and sufficient conditions in
terms of a contractive circuit and a contractive
cycle for the existence of a closed contractive
walk on G, and apply numerically tractable al-
gorithms to detect/design this circuit and/or cy-
cle on G.
Moving a step ahead from Problem A, and entailing a shift
in paradigm, we pose:
Problem B What class of weighted digraphs admits an in-
finite walk that satisfies (6)?
At the level of abstractness that Problem B pertains to, there
are two natural apparatuses to turn to: the first is the Baire
Category theorem and its consequences, and the second is
probability theory. Considering the ensemble of switched
systems as the sample space, we ask how likely is a switched
system sampled from this ensemble to admit closed contrac-
tive switching signals, and to Problem B we provide:
Solution B We propose a polynomial time algorithm that
detects a cycle of a certain fixed maximal length
on G. Under mild assumptions on the connectiv-
ity and the weights associated to the vertices and
edges of G we provide probabilistic guarantee
that the above cycle is contractive. Other per-
spectives and salient features of our algorithm
have already been mentioned in the Introduc-
tion.
Solution A and Solution B are provided in the following two
sections 3 and 4, respectively.
3 Solution A
In this section we expose Solution A. Since our solutions
must be algorithmic (see Remark 7), we specialize to finitary
objects directly in:
Lemma 9 ([12, Theorem 2(a)]) Consider the underlying
weighted digraph G(P, E(P)) of the switched system (2).
If there exists a closed contractive walk W on G(P, E(P)),
then the infinite walk obtained by repeating the closed walk
W satisfies (6).
The task of algorithmic detection of a closed contractive
walk on G is computationally simpler under Lemma 9 since
the length of the walk is finite.
Convention 10 The total number of times a closed walk
W visits a vertex j ∈ P is the same as the total number
of times W visits the outgoing edges of the vertex j ∈ P.
Consequently, for a vertex j ∈ P, ]{ j}W can be replaced by∑
( j,`)∈E(P)
]{ j→ `}W . Since we are concerned with an infinite
walk constructed by repeating the closed contractive walk
W indefinitely many times, the above convention is no loss
of generality.
Following Convention 10, the condition (7) becomes
Ξ(W) B
∑
(k,`)∈E(P)
(
w(k, `) + w(k)1PU (k)
− w(k)1PS (k)
)
]{k → `}W < 0. (8)
The mechanism explained in Remark 7 shows that for a
walk W generated by concatenating the walks W1 and W2
satisfying the usual contractivity condition, we have Ξ(W) =
Ξ(W1) + Ξ(W2).
However, algorithmic detection of a closed contractive walk
on G is also difficult due to the absence of a bound on the
length of the closed walk W. Consequently, the length at
which the algorithm that attempts to detect a closed con-
tractive walk should terminate must be specified and its se-
lection is a difficult task a priori. A natural alternative is to
specialize the closed walk W to a walk of bounded length,
for example, a circuit or a cycle. Our first main result pro-
vides necessary and sufficient conditions for the existence
of a closed contractive walk on G in terms of a contractive
circuit and a contractive cycle:
Theorem 11 Consider the underlying weighted digraph
G(P, E(P)) of the switched system (2) as discussed in §2.
The following are equivalent:
i) G(P, E(P)) admits a closed contractive walk,
ii) G(P, E(P)) admits a closed contractive circuit,
iii) G(P, E(P)) admits a closed contractive cycle.
Consequently, the infinite walk obtained by repeating one
of the above satisfies (6).
See §7 for a detailed proof of Theorem 11.
Remark 12 Theorem 11 gives a set of necessary and suf-
ficient conditions for the existence of a closed contractive
walk on a given weighted digraph G. We now seek algo-
rithms that detect/design a contractive circuit or a contrac-
tive cycle on G. This task is numerically simpler compared
to detection/design of a closed contractive walk of some
length that is not known a priori for obvious reasons. In the
remainder of this section we address these two algorithmic
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detection/design issues. An algorithm that detects a contrac-
tive circuit on the given weighted digraph G is discussed
in [12, Theorem 2(b) and (c)]. Here we improve upon the
above algorithm to find a contractive circuit W on G that
minimizes Ξ(W), if one such circuit W exists. As regard to
a contractive cycle, we demonstrate the applicability of the
existing algorithms in our context.
3.1 Algorithm to detect/design contractive circuits
Given a weighted digraph G, our algorithm for detec-
tion/design of a contractive circuit on G is motivated by the
shortest path algorithm proposed in [22, §3.4].
Proposition 13 ([12, Theorem 2(b),(c)]) Let the underly-
ing weighted digraph G(P, E(P)) of the switched system (2)
as defined in §2 be given.
Step 1 A contractive circuit W on G(P, E(P)) that mini-
mizes Ξ(W) is obtained from the solution to the follow-
ing feasibility problem in the variable η ∈ R|E(P)|:
minimize
W
Ξ(W) (9)
subject to

Aη = 0 ∈ R|P|,
Ξ(W) < 0,
0 ≤ η j ≤ 1 for all j = 1, 2, · · · , |E(P)| ,
|E(P)|∑
j=1
η j ≥ 1,
where A is the node (arc) incidence matrix of
G(P, E(P)). 1
Step 2 From the solution to the feasibility problem (9), a
contractive circuit W on G(P, E(P)) that minimizes
Ξ(W) can be obtained by the application of Hier-
holzer’s algorithm. 2
Remark 14 a) There are two steps to the algorithm in
Proposition 13: In Step 1, we employ a feasibility problem
(9) to determine a contractive circuit W on G(P, E(P)) that
minimizes Ξ(W), if G(P, E(P)) admits such a circuit. The
feasibility problem (9) involves solving a linear program
for the vector η. Even though (9) is a bona fide linear pro-
gram, [22, Corollary to Theorem 13.3] guarantees that it
has integer optimal solutions. In other words, the condition
0 ≤ η j ≤ 1 for all 1 ≤ j ≤ |E(P)| implies that each entry of
the feasible solution vector η is either 1 or 0, corresponding
to whether an edge is included in the circuit or not, respec-
tively. By definition of a circuit, the size of the vector η is
1 The node (arc) incidence matrix A = [ai j] [22, §3.4] of G is
defined by
ai j =

+1 if edge (i, j) leaves node i, i = 1, · · · , |P|,
−1 if edge (i, j) enters node i, j = 1, · · · , |E(P)|,
0 otherwise.
(10)
2 See [8, p. 57] for Hierholzer’s algorithm.
at most |E(P)|. If the feasibility problem (9) has a solution,
we obtain a subgraph on G from the vector η that admits
a circuit satisfying condition (8). If the feasibility problem
(9) has a solution, we proceed to Step 2 and apply Hier-
holzer’s algorithm to find such a circuit on G. Hierholzer’s
algorithm admits the above subgraph as input in Step 2. Re-
call [8, p. 57] that given an Eulerian graph G, Hierholzer’s
algorithm finds an Eulerian circuit of G. The applicability
of this algorithm in our context is explained in detail in the
proof of Proposition 13 [12, §6.2].
b) The condition Aη = 0 ∈ R|P| in the feasibility problem
(9) corresponds a circuit, and this equation always has a
trivial solution where vector η has all entries equal to 0. The
condition
|E(P)|∑
j=1
η j ≥ 1 prevents the above trivial solution.
Remark 15 With respect to [12, Theorem 2(a) and (b)], we
have modified the “objective function” in (9) above. This
ensures that the solution to the feasibility problem (9) (if
any) corresponds to a contractive circuit on G that minimizes
Ξ(W).
3.2 Algorithms to detect/design contractive cycles
Given a weighted digraph G, the algorithmic detec-
tion/design of a contractive cycle is equivalent to finding
what is commonly known as a negative cycle. Indeed, a
negative cycle is one for which the sum of the edge weights
is less than zero, which is precisely condition (8). A large
class of algorithms is available to achieve the above; see
e.g., [17,26] for detailed surveys. Perhaps the most well-
known one in this class is the Bellman-Ford-Moore algo-
rithm, which is a shortest path algorithm, and it detects
and reports negative weight cycles that are reachable from
a pre-specified source vertex [5, p. 646]. In our context,
the Bellman-Ford-Moore algorithm suffices insofar as the
detection of a contractive cycle on G is concerned; further
work is however required for constructing a negative cycle
if such a cycle exists. Beyond the Bellman-Ford-Moore
algorithm, a newer algorithm proposed in [25] lists all ele-
mentary negative cycles on a given weighted digraph; this
particular algorithm jointly serves purposes of detection
and design of negative cycles.
Remark 16 Since we are interested in detecting/designing
an infinite walk that satisfies (6), algorithmically finding ei-
ther a contractive circuit or a contractive cycle and designing
an infinite walk by repeating the above suffices. However,
the question of whether to find a contractive circuit or a con-
tractive cycle algorithmically based on the following aspect
appears to be interesting: Consider minimizing Ξ(W) in the
sense of maximally negative Ξ(W) over all contractive cir-
cuits or cycles W on a given weighted digraph G.
◦ On the one hand, a contractive cycle is necessarily a con-
tractive circuit. 3 On the other hand, although a contrac-
3 If an edge appears more than once in a walk, the corresponding
vertices are also repeated.
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tive circuit is not necessarily a contractive cycle, it nec-
essarily contains at least one contractive cycle. 4 Conse-
quently, a contractive circuit W on G that minimizes Ξ(W)
may contain one or more contractive cycles.
◦ The algorithm in Proposition 13 detects a contractive cir-
cuit W on G that minimizes Ξ(W). If this circuit is only a
contractive cycle, then the output of the above algorithm
is a contractive cycle as well.
◦ To obtain a cycle W on G that minimizes Ξ(W) by the ap-
plication of negative cycle detection/design algorithms, a
two step mechanism is required: first, to list all elemen-
tary negative cycles on G (by applying the algorithm in
[25]) and second, to find the most negative one from this
list.
◦ Instead of applying the above mechanism to G, we may
apply it to the subgraph of G obtained from the feasibility
problem (9) in Proposition 13. Since this subgraph admits
a circuit W that minimizes Ξ(W), it necessarily admits the
most negative cycle on G. It is immediate that considering
a subgraph of G instead of G reduces both time and space
complexity associated to the search of the most negative
cycle.
4 Solution B
We first propose the following algorithm for detection of
cycles in PS ; it will be utilized in Theorem 20 below to
furnish certain genericity assertions (see Remark 21).
Algorithm 1
Step 1 Set k = 0.
Pick jk ∈ PS uniformly at random.
Step 2 If N+PS ( jk)\{ j0, · · · , jk} , ∅,
Pick jk+1 ∈ N+PS ( jk)\{ j0, · · · , jk} uniformly at ran-
dom.
Set k = k + 1.
Go to Step 2.
Else
Pick jk+1 = ji such that ji ∈ N+PS ( jk) and (k − i) is
maximum.
Go to Step 3.
Step 3 End.
For example, let P = {1, 2, 3, 4, 5} with PS = {1, 2, 3} and
PU = {4, 5}. Let
E(P) = {(1, 2), (1, 3), (1, 4), (1, 5), (2, 1), (2, 3),
(2, 4), (2, 5), (3, 2), (3, 4), (3, 5), (4, 1),
(4, 2), (4, 3), (4, 5)}.
Let j0 = 1 ∈ PS . Then j1 is selected from {2, 3}\{1}. Let
j1 = 2. Then j2 is selected from {1, 3}\{1, 2}. Consequently,
j2 = 3. Now, {2}\{1, 2, 3} = ∅. As a result, j3 = 2. So we
obtain the walk 1, (1, 2), 2, (2, 3), 3, (3, 2), 2, which contains
the cycle 2, (2, 3), 3, (3, 2), 2.
4 This is evident from the proof of Theorem 11.
In the remainder of this section we show that under mild
connectivity and generic weight assumptions on the given
weighted digraph G, a cycle obtained from Algorithm 1
satisfies (8) with high probability. Let Φ : N → R be a
monotone increasing function.
Definition 17 A weighted digraph G(P, E(P)) is said to be
◦ nicely connected if d+PS ( j) ≥ bΦ(|PS |)c for all j ∈ P;◦ nicely weighted if the vertex and edge weights on G satisfy
the following conditions:
. there exist β, B > 0 satisfying 0 < β < B such that the
vertex weights w( j) are independent and 0 < w( j) ≤ B
with E[w( j)] = β for all j ∈ P, and
. there exist constants A > 0 and α < β such that for
every (i, j) ∈ E(P), the edge weight w(i, j) ∈ [−A, A]
and E[w(i, j)] ≤ α.
Remark 18 The condition that the vertex and edge weights
w( j) and w(i, j) are uniformly bounded if G is nicely
weighted is no loss of generality on account of the graph
G being finite. However, it is also possible to consider the
case in which the bounds on the weights depend on the size
of the graph G, as explained in Remark 22 below. We stick
to the simpler case for ease of exposition.
The following lemma guarantees the existence of a cycle in
PS of length at least bΦ(|PS |)c.
Lemma 19 If the given weighted digraph G(P, E(P)) is
nicely connected, then Algorithm 1 detects a cycle W on
G(P, E(P)) such that all vertices in W are from PS and the
length of W is at least bΦ(|PS |)c.
See §7 for a short proof of Lemma 19. Our final result is
the following:
Theorem 20 Consider the switched system (2) and the
underlying weighted digraph G(P, E(P)) as described in
§2. Suppose that G(P, E(P)) is nicely connected and nicely
weighted. Then a cycle of length at least bΦ(|PS |)c on
G(P, E(P)) obtained from Algorithm 1 is contractive with
probability at least
1 − exp
(
−1
2
( α − β
A + B
)2bΦ(|PS |)c).
Consequently, the infinite walk obtained by repeating the
above cycle satisfies (6).
We present a proof of Theorem 20 in §7.
Remark 21 Theorem 20 asserts that a cycle obtained via
Algorithm 1 is contractive with high probability provided
|PS | is large. Consequently, repeating such a cycle derived
from Algorithm 1 generates an infinite walk W that, in view
of Lemma 9, satisfies (6). This in turn identifies a class
of switched systems (whose underlying weighted directed
graph G is nicely connected and nicely weighted) that admits
switching signals satisfying the conditions proposed in [12,
Theorem 1] with overwhelming probability.
Remark 22 The primary engine leading to the estimate
in Theorem 20 is Azuma’s inequality. Our assumption of
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a uniform bound for the weights due to G being nicely
weighted led to a uniform bound on the martingale incre-
ments (Mm −Mm−1)nm=1 in the proof of Theorem 20, and our
estimate followed at once from Azuma’s inequality. A more
general version of Azuma’s inequality may be employed in
an identical fashion to cater to vertex- and edge-dependent
weights, leading to a possibly sharper bound. The numeri-
cal value of the confidence with which a contractive cycle
may be found, however, depends on the size of PS and the
ability of the function Φ in Definition 17 to dominate the ac-
cumulation of the weights along the martingale increments.
Remark 23 Given the underlying weighted digraph G of
the switched system (2), the deterministic algorithms for
detection/design of a contractive cycle, as discussed in §3.2,
require the complete knowledge of all the vertex and edge
weights of G prior to their application. Consequently, these
are ill suited for large graphs where all the weights cannot
be stored in the memory at once. In contrast, Algorithm 1
explores G without prior knowledge of the vertex and edge
weights and during this exploration designs a cycle, which is
contractive with high probability. In particular, this lends an
“online” flavour to our algorithm. Consequantly, it is suited
for a class of large weighted digraphs for which deterministic
guarantees are difficult or impossible to give. In addition,
consider the case when certain parameters of the subsystems
in the given family (1) (and consequently the vertex and
edge weights of G) evolve over time in a manner that is
not completely known. A cycle obtained from Algorithm
1 is contractive with high probability independent of this
evolution as long as G is nicely weighted.
5 Numerical Examples
Example 24 This example corresponds to our Solution A.
Based on our discussion regarding “contractivity” in §3, we
select the algorithm in Proposition 13 to find a “most” con-
tractive circuit. We consider the family of systems (1) with
P = {1, 2, 3, 4}, where
A1 =
0.2 −0.70.8 0.3
 , A2 =
0.5 0.10.4 0.2
 ,
A3 =
1.2 0.91.4 0.2
 , A4 =
1.1 0.20.2 0.7
 .
For this family PS = {1, 2} and PU = {3, 4}. Let all transi-
tions among the systems in the given family be admissible.
Let it also be permissible for switching signals to dwell on
systems 3 and 4 for two (or more) consecutive time steps.
That is,
E(P) = {(1, 2), (1, 3), (1, 4), (2, 1), (2, 3), (2, 4),
(3, 1), (3, 2), (3, 3), (3, 4), (4, 1), (4, 2),
(4, 3), (4, 4)}.
We construct the node(arc) incidence matrix A as described
in (10). 5 We avoid presenting the matrix here for reasons of
space. The elements of the column vector η are associated
with the entries of E(P).
For the given family of systems (1), we obtain an estimate for
the numbers λi and µi j from Fact 1 and Fact 2, respectively.
λ1 = 0.6480, λ2 = 0.4200, λ3 = 4.9946,
λ4 = 3.3657, µ12 = 0.6094, µ13 = 0.4067,
µ14 = 0.4067, µ21 = 2.4470, µ13 = 0.9914,
µ14 = 0.9914, µ31 = 2.8406, µ32 = 1.7241,
µ33 = 1, µ34 = 1, µ41 = 2.8406,
µ42 = 1.7241, µ43 = 1, µ44 = 1,
and associate
∣∣∣ln λ j∣∣∣ and ln µi j as vertex weights w( j) and
edge weights w(i, j) of G, respectively.
Solving the feasibility problem (9) in the context of this
setting with the aid of MATLAB by employing the program
YALMIP [20] and the solver SDPT3 [24], we obtain the
following solution:
η = (1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)>,
with the corresponding Ξ(W) = −0.084851 < 0. A circuit
W obtained from the vector η with the aid of Hierholzer’s
algorithm is:
1, (1, 2), 2, (2, 1), 1.
We consider the switching signal corresponding to the in-
finite walk obtained by repeating the above circuit W and
study (‖x(t)‖)t∈N0 for 100 different initial conditions chosen
uniformly at random from the interval [−1000, 1000]2.
Example 25 This example corresponds to Solution B. Con-
sider a nicely connected and nicely weighted directed graph
G with
◦ |PS | = 1000,
◦ Φ(r) = 110
√
r,
◦ d+( j) = bΦ(|PS |)c for all j ∈ P, and
◦ A = 2.5, B = 5, α = 0 and β = 2.5.
We extract and fix a cycle W obtained from Algorithm 1 on
PS ⊂ P. The vertex and edge weights on W are sampled
uniformly at random 1000 times from the intervals as stip-
ulated in Definition 17. We calculate Xn, as defined in (13)
empirically for n being the length of the cycle W.
The above experiment is repeated for cycles of different
length n obtained from Algorithm 1 with uniformly ran-
domly selected initial vertex. We plot the empirical probabil-
ity of {Xn < 0} vs length n of the cycle in Figure 2. Observe
that the detection of a contractive cycle from Algorithm 1
5 Incidence matrices are in general defined for graphs without
self-loops. We accommodate self-loops in an incidence matrix in
the following manner: to a vertex j ∈ P such that j has a self-
loop, we associate an auxiliary vertex j′. The transitions j to j′
and j′ to j represent the self-loops.
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Fig. 1. Plot for (‖x(t)‖)t∈N0 for 100 different initial conditions
chosen uniformly at random from the interval [−1000, 1000].
Fig. 2. Plot for empirical probability of the cycle being contractive
vs the length of the cycle n with Φ(r) =
1
10
√
r.
does not require a priori knowledge of the vertex and edge
weights of G. It is evident from this example as we first fix
a cycle W and then select weights from a specified interval.
This is not the case with deterministic negative cycle detec-
tion algorithms, which require complete knowledge of the
vertex and edge weights of G prior to their application. In
addition, the weights are sampled uniformly at random 1000
times and we find high empirical probability for {Xn < 0}.
This highlights the feature that even if the systems in the
given family are prone to evolve over time, our algorithm
provides uniform probabilistic guarantees.
6 Conclusion
In this article we discussed several methods to algorithmi-
cally synthesize members of the class of stabilizing switch-
ing signals proposed in [12]. A weighted digraph was asso-
ciated to a switched system and the switching signal is ex-
pressed as an infinite walk on this weighted digraph in a nat-
ural way. In this setting we proposed a sufficient condition
for the existence of an infinite walk whose corresponding
switching signal satisfies the conditions in [12, Theorem 1],
and discussed algorithms for the synthesis of the above infi-
nite walk. Thereafter we tackled the question of how likely
is it for a “generic” switched system to admit a stabilizing
switching signal, and we identified such a class of switched
systems in terms of connectivity and vertex and edge weights
of the underlying weighted digraph of the switched system.
Necessary conditions for the existence of the above infinite
walk is currently under investigation and will be reported
elsewhere.
7 Proofs of Main Results
Proof of Theorem 11: i) ⇒ ii) Assume that the given
weighted digraph G admits a closed contractive walk W =
x0, (x0, x1), x1, · · · , x`−1, (x`−1, x0), x0 of length `, but does
not admit a contractive circuit. By assumption, W is not a
circuit. We claim that W can be recursively decomposed into
circuits.
Suppose that W has n edges, n ≥ 1, which appear more than
once in W.
Basis Step: Pick any one of the edges, say (xk−1, xk), that ap-
pears more than once in W. Obtain W1 and W2 such that W1
is the subwalk generated by concatenating the following:
◦ x0, (x0, x1), x1, · · · , xk−1, (xk−1, xk), i.e., the walk from the
beginning of W till the first instance of (xk−1, xk) in W, and
◦ xk, (xk, xk+1), xk+1, · · · , x`−1, (x`−1, x0), x0, i.e., the walk
beginning after the last instance of (xk−1, xk) in W till the
end of W;
and W2 = xk, · · · , xk is the subwalk generated by removing
W1 from W. Clearly, W1 is a closed walk with at most (n−1)
edges, which appear more than once, and W2 is a closed walk
with at most n edges, that appear more than once. In case
n = 1, W1 is a circuit. If in addition (xk−1, xk) appears exactly
twice, W2 is also a circuit. Since W satisfies Ξ(W) < 0, one
of the following three conditions holds: i. Ξ(W1) < 0, ii.
Ξ(W2) < 0, iii. both Ξ(W1) and Ξ(W2) < 0.
Recursive Step: In case one of the first two conditions holds,
we select the subwalk Wi that satisfies Ξ(Wi) < 0. In case the
last condition holds, we select the subwalk Wi with fewer
number of edges, that appear more than once. If the selected
Wi is a circuit, we stop; else we generate W
(1)
i and W
(2)
i by
the same procedure explained in Basis Step and continue till
we obtain W ( j)i , j ∈ {1, 2} as a circuit.
Armed with the above claim, consider the case when a closed
contractive walk W that satisfies Ξ(W) < 0 is decomposed
into p circuits — W1,W2, · · · ,Wp. Now, since Ξ(W) < 0, at
least one of the Wi’s, i ∈ {1, 2, · · · , p}, satisfies Ξ(Wi) < 0.
A circuit Wi satisfying Ξ(Wi) < 0 is the one that we are
looking for. It contradicts our assumption that there is no
circuit on G that is contractive.
ii) ⇒ iii) Assume that there is a contractive circuit W =
x0, (x0, x1), x1, · · · , x`−1, (x`−1, x0), x0 of length ` on the given
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weighted digraph G but no contractive cycle. By assump-
tion, W is not a cycle. We claim that W can be recursively
decomposed into cycles.
Basis Step: Step 1. Suppose x0 appears n times other than
at the first and last positions of W. If n = 0, apply Step 2
on W; else decompose W into subwalks W1,W2, · · · ,Wn+1
in the following fashion:
◦ W1 is the subwalk from the beginning of W till the first
repeated instance of x0,
◦ W2 is the subwalk beginning from the first repeated in-
stance of x0 till the second repeated instance of x0,
...
◦ Wn+1 is the subwalk beginning from the nth repeated in-
stance of x0 till the end of W.
Clearly, each of the above subwalks is a circuit. Since W
satisfies Ξ(W) < 0, there is at least one i, i ∈ {1, 2, · · · , n +
1} such that Ξ(Wi) < 0. Consider the Wi from above that
satisfies Ξ(Wi) < 0. In case there are more than one such
Wi’s, we select the one with the least number of vertices
that appear more than once. If the selected Wi is a cycle, we
stop; else we proceed to Step 2.
Step 2. Pick a vertex xi, i , 0 that appears more than once
in Wi. Consider the subwalks
◦ W (1)i obtained by concatenating x0, (x0, x1), x1, · · · ,
xi−1, (xi−1, xi), xi (beginning from the initial vertex
of Wi and ending at the first instance of xi), and
xi, (xi, xi+1′ ), xi+1′ , · · · , x0 (beginning from the last in-
stance of xi and ending at the final vertex of Wi);
◦ W (2)i beginning from the first instance of xi and ending at
the last instance of xi.
Since Wi satisfies Ξ(Wi) < 0, one of the following is true: i.
Ξ(W (1)i ) < 0, ii. Ξ(W
(2)
i ) < 0, iii. both ξ(W
(1)
i ) and ξ(W
(2)
i ) <
0.
Recursive Step: In case i. or ii. holds, we select the subwalk
W ( j)i , j ∈ {1, 2} that satisfies Ξ(W ( j)i ) < 0. In case of the last
one, we select the subwalk W ( j)i with less number of vertices,
which appear more than once. If the selected W ( j)i is a cycle,
we stop; else we generate W ( j)(1)i and W
( j)(2)
i by the same
procedure explained in Step 2 (Basis Step) and continue till
we obtain a cycle.
Armed with the above claim, consider the case when a closed
contractive circuit W satisfies Ξ(W) < 0 is decomposed into
p cycles — W1,W2, · · · ,Wp. Now, since Ξ(W) < 0, at least
one of the Wi’s, i ∈ {1, 2, · · · , p} satisfies Ξ(Wi) < 0. A cycle
Wi satisfying Ξ(Wi) is the one that we are looking for. It
contradicts our assumption that there is no cycle on G that
is contractive.
Consequently, i) ⇒ iii).
iii) ⇒ ii) A contractive cycle W is a contractive circuit. If
not, then there is at least one edge in W that is repeated.
But then the corresponding vertices are also repeated, which
contradicts the definition of a cycle.
ii) ⇒ i) By definition, a contractive circuit is a closed con-
tractive walk.
The implication iii) ⇒ i) follows at once.
The last claim follows at once from Lemma 9. 
Proof of Lemma 19: Let W ′ = j0, ( j0, j1), j1, · · · , jk−1,
( jk−1, jk), jk, ( jk, ji), ji be a walk obtained from Algo-
rithm 1. Consider the sub-walk W = ji, ( ji, ji+1), ji+1, · · ·
jk−1, ( jk−1, jk), jk, ( jk, ji), ji, which is a cycle by construc-
tion. By of Algorithm 1 all the vertices of W are in
PS . We claim that |W | ≥ bΦ(|PS |)c. Assume, if possible,
|W | < bΦ(|PS |)c. But
|W | = | ji, ( ji, ji+1), ji+1, · · · , jk−1, ( jk−1, jk), jk | + | jk, ( jk, ji), ji|
= | ji, ( ji, ji+1), ji+1, · · · , jk−1, ( jk−1, jk), jk | + 1.
By hypothesis, d+PS ≥ bΦ(|PS |)c, which implies that∣∣∣N+PS ∣∣∣ ≥ bΦ(|PS |)c. (11)
By choice of ji in Algorithm 1,
{ j0, j1, · · · , ji−1} < N+PS ( jk). (12)
From (11) and (12), it follows that |{ ji, ji+1, · · · , jk}| ≥∣∣∣∣N+PS ( jk)∣∣∣∣. But ∣∣∣N+PS ∣∣∣ ≥ bΦ(|PS |)c, which implies that
|{ ji, ji+1, · · · , jk}| ≥ bΦ(|PS |)c, and it is a contradiction.
Consequently, |W | ≥ bΦ(|PS |)c + 1. 
Proof of Theorem 20: Since the given weighted digraph
G(P, E(P)) is nicely connected, by Lemma 19 there exists
cycle on G(P, E(P)) with all vertices of the cycle being in
PS and the length of the cycle is at least bΦ(|PS |)c. Such a
cycle can be detected by Algorithm 1.
Consider a cycle W = j0, ( j0, j1), j1, · · · , jn−1, ( jn−1,
j0), j0 of length exactly bΦ(|PS |)c = n (say). Since
{ j0, j1, · · · , jn−1} ∈ PS , (8) can be written as: ∑nk=1 w( jk−1, jk)−∑n
k=0 w( jk) < 0. Let
Xn B
n∑
k=1
w( jk−1, jk) −
n∑
k=0
w( jk). (13)
Define the filtration (Fm)nm=0 by
Fm = σ
{
w( jk−1, jk),w( j`)
∣∣∣ k = 0, · · · ,m − 1, ` = 0, · · · ,m}.
Since G is nicely weighted,
EFk−1 [Xk] = Xk−1 + EFk−1 [w( jk−1, jk) − w( jk)]
= Xk−1 + α − β
< Xk−1 since α < β by Definition 17. (14)
Let (Xm)nm=0 B (ξ0+Mm+Am)
n
m=0 denote the a.s. unique Doob
decomposition [7, Theorem 5.2.10] of the process (Xm)nm=0.
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In other words, with M0 B 0 and A0 B 0, we have
ξ0 B X0,
Mm B
m∑
k=1
(
Xk − EFk−1 [Xk]),
Am B
m∑
k=1
(
EFk−1 [Xk] − Xk−1),
m = 1, · · · , n,
The inequality (14) shows that (Xk)nk=0 is an (Fk)
n
k=0 strict
supermartingale; the compensator process (Ak)nk=0 is, there-
fore, strictly decreasing.
The definition of ξ0 shows that ξ0 ≤ 0, and from (14) we get
An ≤ (α − β)n. Since
P(Xn > 0) = P(ξ0 + Mn + An > 0) ≤ P(Mn + An > 0)
≤ P(Mn > −n(α − β))
= P
( Mn
A + B
>
−n(α − β)
A + B
)
,
we apply Azuma’s inequality [2, Theorem 7.2.1] to the zero-
mean martingale process (Mm)nm=0 to get
P(Xn > 0) ≤ P
( Mn
A + B
>
(−(α − β)√n
A + B
)√
n
)
≤ exp
(
−1
2
( (α − β)√n
A + B
)2)
,
which gives the estimate in the theorem. The final assertion
follows at once from Lemma 9. 
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