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Abstract 
Abstract 
5.9 GHz Dedicated Short-Range Communication (DSRC) systems are based on the orthogonal frequency 
division multiplexing (OFDM) systems.  OFDM systems are well known for their abilities to combat inter 
symbol interference (ISI) in time-invariant, frequency-selective channels.   
 
We propose a receiver design to enhance the overall performance of the DSRC system to combat ICI 
instead of ISI caused by the time-varying channel.  Most researchers focus on the time-domain channel 
model and MAP equalization to combat ISI.  It is shown that the proposed receiver design outperforms the 
conventional DSRC system by up to and around 15 dB for the same bit error rate (BER).  This 
improvement was achieved through a worst-case scenario study, i.e. time-varying Rayleigh faded channel.   
 
Furthermore, soft demapping schemes were compared with one another at varying SNRs and velocities.  
When tested at worst-case scenario environments, very little improvements in the DSRC performance were 
achieved when it came to the soft demappers. 
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Chapter 1 Introduction 
Chapter 1 
Introduction 
 
In 1999, the U.S Federal Communication Commission (FCC) allocated a 75 MHz spectrum at 5.9 GHz for 
Dedicated Short-Range Communication (DSRC) system for services that involve vehicle-to-vehicle and 
vehicle-to-roadside communications [1]. Although the DSRC band is a licensed spectrum, the FCC does 
not charge a fee for its usage [1].  The main purpose of its establishment is for improving road safety.  The 
program, which is referred to as ‘Vehicular Infrastructure Integration’ (VII), is being considered by the 
United States Department of Transportation (USoT) [2].  The DSRC system is a short to medium range 
communication system, i.e. the distance range between the transmitter and the receiver should be around a 
1000 meters.  That is, unlike some other radio communication systems such as cellular or FM radio, where 
their communication range are in kilometres and hundreds of kilometres, respectively [3].    
DSRC is also known as the IEEE 802.11p Wireless Access in Vehicular Environment (WAVE) [1], [2], 
and was based on the IEEE 802.11a standard [4].  The main difference between these two standards is the 
increase of the symbol duration in DSRC that resulted from the 10 MHz reduction in the channel spacing 
compared to the IEEE 802.11a standard, with 20 MHz channel spacing.  IEEE 802.11a is one of the 
standards used in wireless local area network (WLAN), and was designed for time-invariant channels 
suitable for stationary indoor environments with low delay spread; hence it makes sense to extend the 
symbol duration in DSRC, which was justified in [5].  The DSRC physical layer, which is the main focus 
of this thesis, employs orthogonal frequency division multiplexing (OFDM) physical layer technique [6].  
OFDM is popular for its ability to mitigate inter symbol interference (ISI) through the use of sufficient 
guard interval. 
Due to the fact that DSRC is an OFDM-based system, the first section (section 1.1) of this chapter will be 
dedicated for it.  An understanding of the characteristics of the radio channel plays a big role in trying to 
equalize the message signal to mitigate the effect of the channel on the DSRC system; hence section 1.2 
will present the channel model of the DSRC system.  Finally, section 1.3 will contain the objectives of this 
thesis. 
1. Introduction 
  2 
1.1 Orthogonal Frequency Division Multiplexing 
The basis for the DSRC Physical Layer is that of the 802.11a OFDM transmitter/receiver combination.   
Orthogonal Frequency Division Multiplexing (OFDM) uses a single serial transmission that contains 
multiple subcarriers.  OFDM was first introduced by Chang and Gibby in [6], for the purpose of 
transmitting information across harsh channel environments.  This technique works by joining equally 
spaced subcarriers into one serial transmission using IFFT transformation. 
The IFFT/FFT (Inverse Fourier Transform/ Fast Fourier Transform) are not the only method for 
modulation/demodulation in OFDM.  Actually, in [7] the IFFT/FFT methods were shown to produce 
similar results to a different method used to generate the OFDM system and its orthogonality.  The 
modulation uses oscillators and the demodulation uses matched filters (correlator implementation) as 
shown in Figure 1.1(a) and (b), respectively. 
    
߶0 
߶ܰെ1 
ݏሺݐሻ
ݔ0 
ݔܰെ1 
(a) Transmitter 
߶0כሺݐሻ
߶ܰെ1כ ሺݐሻ
ݏሺݐሻ 
න ሾ ሿ݀ݐ
ܶݏ
0
 
න ሾ ሿ݀ݐ
ܶݏ
0
ݕ0 
ݕܰെ1 
(b) Receiver  
Figure 1.1 (a) Multi-carrier Modulation and (b) Demodulation Using Correlators 
 The OFDM signal can be written as follows [8], 
ݏሺݐሻ ൌ ෍ ݔ௦௖ߠ௦௖ሺݐሻ
ேିଵ
௦௖ୀ଴
 
(1-1) 
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where:  
ݏሺݐሻ  is the modulated multi-carrier signal and at time t. 
ݔ௦௖ is the data symbol at ݏܿ௧௛ subcarrier, where ݏܿ௧௛ ൌ 0, 1, 2, … . , ܰ . 
ߠ௦௖ሺݐሻ is the modulation waveform at ݏܿ௧௛ subcarrier and at time ݐ.  
This relationship is also shown in Figure 1.1(a).  For orthogonality the modulation waveform ߠ௦௖ሺݐሻ is 
chosen as a set of orthogonal waveforms [9][8], 
ߠ௦௖ሺݐሻ ൌ ቐ
1
ඥ ௦ܶ
݁௝గ௙ೞ೎௧, ݐ א ሾ0, ௦ܶሿ
0, ݋ݐ݄݁ݎݓ݅ݏ݁
 
(1-2) 
௦݂௖ is the frequency of the ݏܿ௧௛ subcarrier.  We can note that the window restriction of ሾ0, ௦ܶሿ gives us the 
sinc functions that we see in frequency domain, as shown in Figure 1.2.  The different colorings and/or 
symbols on the sinc function plots represent different subcarriers that are orthogonal to one another (sc1, 
sc2, sc3, sc4).   
For the demodulation equation of Figure 1.1(b), we get [8], 
ݕ௦௖ ൌ න ݏሺݐሻߠ௦௖כ ሺݐሻ݀ݐ
ೞ்
଴
 
(1-3) 
where 
ݏሺݐሻ is the modulated multi-carrier signal and at time t. 
ݕ௦௖ is the demodulated data symbol of ݏܿ௧௛ subcarrier, where ݏܿ௧௛ ൌ 0, 1, 2, … . , ܰ. 
ߠݏܿ
כ ሺݐሻ is the complex conjugate of ߠ௦௖ሺݐሻ. 
 
Figure 1.2 Spectrum of the OFDM signal with 4 subcarriers 
In DSRC system, the baseband OFDM symbol is generated via serial binary data which has been 
modulated and then mapped onto parallel subcarriers.  Furthermore, modulating in the discrete domain 
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using the Inverse Discrete Fourier Transform (IDFT) or the Inverse Fast Fourier Transform (IFFT) to get 
the symbol ready for transmission in the time domain, and conversely in the receiver, the DFT or FFT 
algorithms are used during the demapping, as shown in Figure 1.3.  
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Figure 1.3 OFDM (a) Transmitter and (b) Receiver Systems 
A cyclic prefix guard interval can be inserted before transmission and removed after reception (as seen in 
Figure 1.3) to  reduce Inter Symbol Interference (ISI), which becomes the main benefit for OFDM systems 
when combating harsh channel environments.  This is because the low symbol rate makes the use of a 
guard interval between symbols affordable, giving rise to the possibility of handling time spreading and 
eliminating ISI.  The guard interval will be described in more details in Chapter 2 when the DSRC system 
model is defined.   
OFDM has high spectral efficiency which permits high throughput data transmission in a small frequency 
band.  As already expressed, the orthogonality of the subcarriers allows for overlapping subcarriers to still 
be separated, i.e. no interference at the carrier locations.  Figure 1.2 illustrates how the subcarriers are 
overlapping.  Although the guard interval helps combat ISI, increasing it reduces the spectral efficiently 
because of the extra redundancy.   
For DSRC, the Fourier Transforms are performed using 64 point IFFT and FFT algorithms as in the 
standard for 802.11a [4]. 
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Additionally, 802.11a/g/n, HYPERLAN/2, Digital audio and video broadcasting, i.e. DAB and DVB, 
WLAN, 802.20 Mobile Broadband Wireless Access and 802.16e WiMax standards all use OFDM as 
physical transmission modes. 
1.2 WAVE Channel Model 
Multipath fading and Doppler shift are two physical phenomena that are encountered in wireless 
communication systems between two Omni-directional antennas with nonzero relative velocity.  Multipath 
refers to both line-of-sight (LOS) and non-line-of-sight (non-LOS) components, due to the reflections of 
the transmitted signals by the surrounding objects.  Multipath may cause what is known as “frequency 
selective” fading, which induce inter symbol interference (ISI) when the symbol duration or symbol period 
( ௦ܶ) is less than 10 times the multipath RMS delay spread (στሻ, ( ௦ܶ ൑ 10στሻ.  The channel may be 
considered flat if the range of the channel frequencies or coherence bandwidth (ܤ௖ሻ satisfies [10], 
ܤ௖ ൎ
1
50στ  (1-4) 
In time-varying channels, a nonzero relative velocity is produced, because both antennas may be moving 
towards each other or in the same direction but at different speeds.  The resulting maximum Doppler shift 
( ஽݂) is related to the relative velocity via the equation ሺ ஽݂ ൌ  ܸ. ௖݂ ܿ⁄ ሻ, where ܸ is the relative velocity in 
meters per second ሺ݉ ݏ⁄ ሻ, ௖݂ is the carrier frequency in Hertz (Hz), and ܿ is the speed of light in  ሺ݉ ݏ⁄ ሻ 
[10].  Also, the channel may be characterized as a “fast fading” channel if   ௦ܶ .    ௦ܰ ب   ௖ܶ, where ௖ܶ  is the 
coherence time and   ௦ܰ is the number of OFDM symbols per packet, 
௖ܶ ൌ  
0.423
஽݂
ൌ
0.423
ܸ. ௖݂ ܿ⁄
ൌ
0.423 . ܿ
ܸ. ௖݂
µݏ݁ܿ 
(1-5) 
In other words, the channel impulse response is changing within the duration of a symbol or packet 
if   ௦ܶ ا ௖ܶ or  ௦ܶ. ௦ܰ ا ௖ܶ is not satisfied, respectively.  Since ܥ and  ௖݂ remain constant throughout a 
particular system, the rate of fading is proportional to one of the parameters   ௦ܶ,    ௦ܰ ݋ݎ ܸ while the others 
remain constant.  Rician fading channel could be used if a strong LOS component exists, while Rayleigh 
fading could be considered when time-varying channels exist with No-LOS.   
We tested our proposed system design in Chapter 4 in the worst case scenario environment, Rayleigh 
fading channel was considered.  In Chapter 3, both no-LOS and LOS were considered in our simulations.  
For LOS, Ricean fading channel model was used.  The time-varying Rayleigh fading channel in our study 
is produced using the Jakes’ fading channel simulator method with no-LOS [11].  Figure 1.4 below shows a 
diagram representation of a Jakes’ fading simulator.   
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Figure 1.4 Jakes Fading Simulator 
Jake’s method works by simulating the physical model of 2D isotropic scattering with no-LOS.  It assumes 
that there are N equi-spaced or uniformly distributed scatters around the vehicle, 
ߠ௜ ൌ
2ߨ݅
ܰ
, ݅ ൌ 1,2, … , ܰ  (1-6) 
The phase angle associated with each scatter is chosen at random.  The received complex envelope is 
treated as wide-sense stationary Gaussian random process with zero mean, when Rayleigh channel is 
concerned.  The WAVE (wireless access vehicular environment) channel model can be modeled using 
statistical methods presented in [12] [13].   
Figure 1.5 illustrates the WAVE channel model.  It has both specular and scatter components.  It is a model 
for simulating the effects of an L number of paths Rayleigh/Rician multipath scattering channel with 
AWGN and K factor affecting specular to scatter component fading path ratio.  
ܨܽ݀݅݊݃ 
ܵ݅݉ݑ݈ܽݐ݋ݎ 
ܨܽ݀݅݊݃ 
ܵ݅݉ݑ݈ܽݐ݋ݎ 
ܨܽ݀݅݊݃ 
ܵ݅݉ݑ݈ܽݐ݋ݎ 
ܣܹܩܰ
߬1 ߬2 ߬ܮ
ߚ1
ߚ2
ߚܮ
1
ܭ ൅ 1
 
ܭ
ܭ ൅ 1
Specular Component 
S(t) 
Scatter 
Component 
r(t)
 
Figure 1.5 Channel Model with multipath scattering, specular (LOS), and Rayleigh (no-LOS) portions and 
AWGN[14]  
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 Referring back to Figure 1.4, and in order to produce a zero mean Gaussian envelope, the following 
relation is used [12][13], 
݃ሺݐሻ ൌ ݃ூሺݐሻ ൅ ݆ ݃ொሺݐሻ (1-7) 
݃ሺݐሻ ൌ √2 ൥2෍ ܿ݋ݏ ߚ௡ ܿ݋ݏ 2ߨ ௡݂ݐ ൅ √2 ܿ݋ݏ ߙ ܿ݋ݏ 2ߨ ௠݂ݐ
ெ
௡ୀଵ
൩              
൅ ݆ ൥2෍ ݏ݅݊ ߚ௡ ܿ݋ݏ 2ߨ ௡݂ݐ ൅ √2 ݏ݅݊ ߙ ܿ݋ݏ 2ߨ ௠݂ݐ
ெ
௡ୀଵ
൩ 
(1-8) 
where β୬ ൌ
గ௡
ெ
.  We need M number of oscillators with frequencies, 
௡݂ ൌ ௠݂ ܿ݋ݏ
2ߨ݊
ܰ
, ݊ ൌ 1,2, … ,ܯ  (1-9) 
According to [15] ܯ greater than 6 should suffice. 
 
a) 27 Hz 
 
b) 550 Hz 
c) 1300 Hz  d) 3800 Hz 
    
Figure 1.6 Scatter plots showing QPSK constellation distortion under various frequency shifts 
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a) 27 Hz 
 
b) 550 Hz 
c) 1300 Hz  d) 3800 Hz 
 
  
Figure 1.7 view of scatter plots showing QPSK constellation distortion under various frequency shifts 
(vertical represents data samples) 
  
Figure 1.8 Scatter plots showing QPSK with low fade and noise of 10 ா್
ேబ
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Figure 1.9 dispersion of amplitude and phase in the time domain for QPSK with no AWGN 
  
Figure 1.10 side view of dispersion of amplitude and phase in the time domain for QPSK with no AWGN 
In order to visually demonstrate the effect of the channel on the message bits, scatter plots in Figure 1.6 are 
produced for 5.9 GHz DSRC system over a 1 packet of duration of 0.64 ݉ݏ, using QPSK modulation 
scheme.  Different Rayleigh fading envelopes are simulated using different velocities.  Additive white 
Gaussian noise (AWGN) is also considered using different signal-to-noise ratio (SNR) values.  As 
illustrated from the figure, as the velocity is increased there exist a greater shift in both amplitude and 
phase, which result in the deviation of the received symbols from their constellation points.  As for AWGN, 
the increased velocity produces a more scattered version of the symbols, hence increases the chance of 
erroneously interpreting symbols.  Figure 1.7 represent the 3-D version of Figure 1.6.      
Figure 1.9 and Figure 1.10 show the scatter plots of the same variables and system simulated in Figure 1.6 
and Figure 1.7, except that these simulations show the dispersion of amplitude and phase in time-domain 
rather than the frequency-domain.  It may seem like there is AWGN, due to the scatter nature of signals in 
time-domain, but no AWGN was included in the simulations. 
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Figure 1.11 Samples vs. magnitude of 1 packet, 80 OFDM symbols under varying doppler frequencies 
Figure 1.11 above, provide us with the information about the effect that the doppler frequencies have upon 
the data symbols.  It can be seen here, that as the doppler frequencies increase the transmitted data 
experience the so-called deep fades, which represent the amplitude attenuation on the particular samples at 
the time that these deep fades occur. 
1.3 Organization of the thesis 
Previous sections provided a description of the OFDM system and the channel model, which are two 
critical components or factors that are needed to be understood in order to ensure successful state of the art 
design. What follows is the organization of this thesis: 
Chapter 2 contains the description of the conventional DSRC system (or 802.11p) similar to that of the 
802.11a standard [4], [16]. 
Chapter 3 discusses different types of demapping and decoding schemes that will be compared with one 
another through BER (bit error rate) and PER (packet error rate) performances with varying SNR (signal to 
noise ratio) and velocities.  Two of the three demappers are the proposed demapping schemes. 
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Chapter 4 presents the detailed description of the proposed receiver design for enhancing the performance 
of the DSRC system using frequency domain MAP equalization algorithm. 
Chapter 5 summarizes major accomplishments and suggestions for future research studies are given in this 
chapter. 
Appendix A has been added to this thesis to focus on our proposed design of a simulation environment as a 
first stage of a design implementation, and as a learning/research tool.  This contribution was not directly 
related to the major trend of the thesis, but is there to demonstrate the usefulness of the simulator’s 
flexibility when it comes to simulating systems such as OFDM systems that contain a lot of variables that 
depend on one another. 
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Chapter 2 FEC coded and OFDM DSRC systems 
Chapter 2 
FEC coded and OFDM DSRC systems 
2.1 Channel Coding Theory 
Claude Shannon [17], "the father of information theory" [18], introduced the main concepts of information 
theory.  Shannon went beyond the examinations of signals' frequencies, bandwidths and noise added to 
them during transmission [19].  He characterized the source that produces these messages and proved that 
there exists a theoretical limit at which error-free communication could take place using error-correcting 
codes.  Several coding schemes in hopes of achieving this Shannon limit performance were developed.  
This family of codes are called Forward Error Correcting (FEC) codes.  They are mainly composed of two 
parts: the convolutional and the block codes.  FEC code went from a single error correcting code technique 
called Hamming block code, to maximum likelihood sequence algorithm Viterbi [20] for decoding 
convolutional code.  Due to the famous Viterbi algorithm, convolution coding was more exploited and 
hence became more popular.  The Viterbi decoder will be discussed in Chapter 3 along with maximum a-
posteriori (MAP) and maximum likelihood (ML) decoders, which will be used in our DSRC receiver 
design.  The description of the conventional DSRC system is presented in this chapter. 
2.2 The DSRC System Model 
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64 8064Binary 
Input 
To 
Channel 
Convolution
Encoder 
π  Mapper S/P IFFT Add 
CP
P/S 
a) Transmitter 
Signal 
Compensator
 
64  64 
64 
S/P 
Remove 
CP 
P/S Demapper π'
Viterbi 
Decoder 
48 
FFT
Binary 
Output 
Channel 
Estimator 
 
From 
Channel 
Remove 
Pilots 
80 
b) Receiver   
Figure 2.1 DSRC System Model 
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In this section we describe the DSRC system model in both the time and the frequency domain baseband 
model.  Figure 2.1 shows the block diagram of the DSRC system model.  DSRC physical layer (PHY) uses 
OFDM to mitigate the effect of ISI by using guard interval that exceeds the maximum excessive delay.  
The guard interval is added at the transmitter and later removed at the receiver.  It is a copy of the symbol 
tail and placed in front of the symbol, known as a cyclic prefix.  Its duration is usually computed as around 
20% of the OFDM symbol duration.  DSRC is very similar to the 802.11a standard [4]   with the difference 
being in doubling the symbol duration in the case of the DSRC system.  In DSRC, the guard interval is 
1.6 ߤݏ with symbol duration of 8.0ߤݏ and signal bandwidth of 10MHz.  Figure 2.2 shows the packet format 
of the DSRC system. 
                  
                                 
              GI2   GI SIGNAL GI   GI  …  GI   
 
8  8  1.6 + 6.4 = 8
16 + 16 = 32
10 + 1.6 = 16   16
 
Figure 2.2 DSRC transmission sequence 
It consists of a short and a long preamble.  The short preamble is used for frequency offset estimation and 
symbol timing, while the long preamble is used for channel estimation through the use of two identical 
training symbols ܺ௖௘ [4]  .  The guard intervals can also be seen in Figure 2.2.  The DSRC symbol length is 
composed of the OFDM symbol length {64} and the guard interval length {16}.  The minimum time 
resolution ݐݎ ൌ ೞ்
଺ସାଵ଺
ൌ 0.1ߤݏ is (resulting in 10MHz channel spacing).  The number of subcarriers 
is ሺܰ ൌ 48ሻ, and the symbol period is ሺ ௦ܶ ൌ 8ߤݏ), the data rate ሺܴௗሻ of a DSRC system depends on both 
the modulation scheme and the code rate ሺܴ௖ሻ as follows,  
ܴௗ ൌ
ܴ௖ . ݈݋݃ଶሺ݉ሻ. N
௦ܶ
 
(2-1) 
The term ݈݋݃ଶሺ݉ሻ gives the number of bits per modulated data symbol. 
From Figure 2.1, the binary message goes through a series of components before transmission.  First it goes 
through a convolution encoder with a generator of (133଼, 177଼) and constraint length of 7 for forward error 
correction coding (FEC) reasons.  The encoded message is then interleaved to avoid long burst errors due 
to fading and AWGN.  The interleaved message is then digitally modulated using one of the Gray-Coded 
constellations BPSK, QPSK, 16 QAM, and 64 QAM [4] .  The resulting modulated message is then divided 
into 64 shorter and parallel data symbols ܺ௡,௦௖ (includes 4 pilot symbols, and 12 zero-padding), for the ݊௧௛ 
OFDM symbol in  ௦ܰ size packet (0, 1, …,   ௦ܰ െ 1), and the ݏܿ௧௛ sample point (subcarrier: 0, 1, …,  
(ܰ െ 1 ൌ 63)) of the ݊௧௛ OFDM symbol.  The pilot symbols are inserted in the 6th, 20th, 34th, and 48th 
subcarriers for each OFDM symbol, in order to estimate the frequency and track the phase of the received 
message [4]  .  These symbols are then multiplexed into a 64-point (IFFT) using the OFDM modulation 
scheme, denoted by ݔ௡,௦௖.  ݔ௡,௦௖ is transformed into an 80-point in length vector ൣݔ௡
௚൧ (0, 1, … , ܰ ൅ ݃ െ
2. FEC coded and OFDM DSRC systems 
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1; ݃ ൌ 16) after the addition of the guard interval, and then serially transmitted over the channel.  In order 
to satisfy equation (1-4) and with high delay spread involved in vehicular environments, the spacing of 
these pilots’ tones needs to be at least 200KHz[21].  Hence, with the pilot spacing set as 1.85 MHz for the 
DSRC system, channel estimation using the current pilots is not feasible. 
2.3 The DSRC Transmitter 
As mentioned earlier, the DSRC 802.11p (WAVE) is an amendment to the IEEE 802.11a standard.  Some 
of the revisions will be highlighted here.  After the description of the DSRC transmission packet format, the 
blocks that make up the transmitter will be described.  
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Figure 2.3 DSRC transmission packet format (time vs. frequency domain grid) 
In Figure 2.3 , the time grid represents the OFDM symbols in the 1 packet and the frequency grid represent 
the subcarriers in 1 packet.   In this thesis, we will be using OFDM symbols to mean the DSRC symbols, 
while data symbols to mean modulated symbols.  Each block in that grid represents the data symbols.  The 
first two OFDM symbols represent the training data that is used by a 1 tap signal compensator to correct the 
fading of the channel.  Subcarriers +21, +7, -7, and -21 are the pilot subcarriers. 
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2.3.1 Convolution Encoder 
Figure 2.1(a) shows the transmitter model of the DSRC system.  For convenience, it is also shown below. 
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Figure 2.4 Transmitter model of the DSRC system 
Convolution Encoding is frequently used for Forward Error Correcting (FEC) coding in communication 
systems.  A convolution encoder can be described as a markov finite state machine which takes input as 
information bits and provides outputs as coded bits.  In other words, the convolution encoder takes in 
statistically independent values from a discrete alphabet and outputs a sequence of values that are also 
taken from a statistically independent discrete alphabet [22].  The convolutional encoder can be represented 
by a generator sequence which is a set of impulse responses, whereby each information bit must pass 
through the generator constraint Length number of steps before the encoding is complete.   
ࢍሺ௜ሻ ൌ ൫݃଴
ሺ௜ሻ, ݃ଵ
ሺ௜ሻ, … , ݃௄ିଵ
ሺ௜ሻ ൯ 
(2-2) 
where ܭ is the constraint length, and ݅ is from 1 to the number of outputs. 
The number of inputs ݔ௖௢௡௩ over the number of outputs ݕ௖௢௡௩ of a convolutional code defines the code rate 
ܴ௖ ൌ ݔ௖௢௡௩/ݕ௖௢௡௩ (i.e. for a 1 input, 2 output convolutional code, the code rate is said to be 1/2). 
The encoding process is dependent on a trellis structure that defines the rate, and input/output relationship.  
A rate 1/ݕ௖௢௡௩  convolutional encoder can be represented as a finite state machine (FSM) with the state of 
the encoder defined by the contents of ܭ െ 1 shift registers.  The 802.11 Standard [4] defines the OFDM 
PHYS for which DSRC is based, and uses the industry standard ൣࢍሺ૚ሻ ൌ 133଼; ࢍሺ૛ሻ ൌ 171଼൧ generator 
matrix as seen in Figure 2.5.  
Z1  Z2  Z3  Z4  Z5  Z6 
input 
Output Data 0 
Output Data 1 
܏ሺ૚ሻ ൌ 1338 
(1011011) 
܏ሺ2ሻ ൌ 1718
(1111001) 
 
Figure 2.5 Convolution Encoder with Rate of 1/2 and a constraint length of K=7 and a generator matrix 
based on ሾ133 171ሿሺ଼ሻ  
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The FSM describing information forms a trellis that shows the paths that the encoding take from one state 
to the other over time.   
The output of the convolution encoder can be obtained by performing the discrete convolution, 
࢕࢛࢚࢖࢛࢚ሺ௜ሻ ൌ ൫࢏࢔࢖࢛࢚ כ ࢍሺ௜ሻ൯ሾ݊ሿ 
(2-3) 
where * denotes the modulus-2 convolution. 
Figure 2.7 shows an example of a FSM of a basic convolutional encoder example shown in  
Figure 2.6 , i.e. a convolution encoder with Rate of 1/2 and a constraint length of K=3 and a generator 
matrix of [5଼ 7଼], and Table 2-1 shows its state transition. 
Z1  Z2 
input 
Output Data 0 
Output Data 1 
܏ሺ૚ሻ ൌ 58   
(101) 
܏ሺ2ሻ ൌ 78 
(111) 
 
Figure 2.6 Convolution Encoder with Rate of 1/2 and a constraint length of K=3 and a generator matrix of 
[5଼ 7଼] 
0 
2 
1 
3 
 
Figure 2.7 FSM chart for basic convolutional code 
For the FSM chart in Figure 2.7 above, each state can be reached by exactly two paths, and each state has 
two paths leaving them as well.   
2. FEC coded and OFDM DSRC systems 
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Table 2-1: State transition of convolution example 
In  Current 
State 
S  Next 
State 
S  O1  O2 
0  0  0 
0 
0  0  0  0  0 
1  0  0  1  0  2  1  1 
0  0  1 
1 
0  0  0  1  1 
1  0  1  1  0  2  0  0 
0  1  0 
2 
0  1  1  1  0 
1  1  0  1  1  3  0  1 
0  1  1 
3 
0  1  1  0  1 
1  1  1  1  1  3  1  0 
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Figure 2.8 Transitions for RSC codes[23] 
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Figure 2.9 Transition for NRC codes[23] 
Figure 2.8 and Figure 2.9 show the transition diagrams for recursive systematic (RSC) and non-recursive 
systematic codes (NRC) respectively.  Recursive codes have direct feed-forward during the decoding stage, 
2. FEC coded and OFDM DSRC systems 
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meaning a portion of recursive decoder output depends directly on the input.  While, the non-recursive 
codes do not. 
Decoding of the convolutional code can be done by Viterbi algorithm [20] for Maximum Likelihood, or the 
BCJR for Maximum a posteriori [24] and are discussed in details in the next chapter. 
2.3.2 Interleaving 
Because of the fact that fading channels may have deep fades that can cause a long sequence of errors, a 
method used in combating burst errors is interleaving.  Interleaving has the effect of reducing adjacent 
correlation in the bit stream.  This can be done either pre-symbol mapping known as bit interleaving or 
post-symbol mapping, which is symbol interleaving.   
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Read‐>
 
Message: 
Interleaver: De‐Interleaver:
 Message: 
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13 14 15 16
<‐W
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1 2 3 4
9 10 11 12
13 14 15 16
1 2 3 4 9 10 11 12 13 14  15  16 5 6 7 8
1 2 3 4
9 10 11 12
13 14 15 16 
5 6 7 8
 
Figure 2.10 Block Interleaver / De-Interleaver 
Both the interleaving and de-interleaving process can be done with different size blocks.  Figure 2.10 
shows the interleaver for a 4 row, 4 column block interleaver and de-interleaver showing the dispersed 
correlation of the interleaved (ߨ) message from adjacent bits.  In the interleaving example, each data 
symbol (numbered 1 though 16 in this case) is written to the rows of the interleaver block of size r=4, c=4.  
The interleaving is actually just a rotated read, which reads each data symbol column wise and concatenates 
the result to achieve the ߨ message.  The deinterleaving process is the reverse in that columns are written to 
first and then the reading is done row wise.  Giving the final result in the receiver of data that was in the 
original order as it originally was in the transmitter. 
Random interleavers can also be used which use a pseudo randomly permuted bit stream. Pseudo random is 
used because the inverse operation must be performed on the receiver side (i.e. the pattern must be 
predictable).   
2. FEC coded and OFDM DSRC systems 
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2.3.3 Modulation 
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Figure 2.11 Example QPSK (QAM4) Modulated Signal Constellations 
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Figure 2.12 Normalized signal constellations  
Many modulation techniques exist that attempt to compress data in a more efficient form that can use the 
same band width of the available channel.  The adding of more variations to a given signal lead to 
increased diversity of the transmission.  The higher the modulation level (i.e. the more information packed 
into 1 modulated symbol), the more susceptible to error causing channel conditions.  Figure 2.11 shows an 
example modulated constellations with the in-phase representing the real component of the signal and the 
quadrature component representing the imaginary or phase shift portion of the signal. 
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As mentioned earlier, the modulations chosen can be BPSK, QPSK, QAM16, or QAM64, with modulation 
levels of logଶ 2, logଶ 4, logଶ 16, and  logଶ 64, respectively. 
After modulation, the complex data symbols should be grouped into 48 complex numbers for being used in 
the IFFT.  The complex numbers will be numbered from 0 to 47 and mapped onto spaced data coordinated 
with 4 pilot symbols in between as shown in Figure 2.3.   
Figure 2.12, below shows the normalized signal constellations for BPSK, QPSK, 16 QAM and 64 QAM.   
2.3.4 IFFT 
The Inverse Fast Fourier Transform is used to transform the modulated signal to the time domain for 
transmission as a serial transmission.   
ݔ௡,௦௖ ൌ ࡲି૚ሺ࢞࢔,࢙ࢉሻ  (2-4) 
Where, ࡲି૚ሺ. ሻ is the Inverse Fast Fourrier Transform (IFFT).  x୬,ୱୡ and ࢞࢔,࢙ࢉ are the time domain output 
and the frequency domain input to the IFFT block at the ݊௧௛ OFDM symbol, and the ݏܿ௧௛ subcarrier, 
respectively. 
2.3.5 Guard Interval 
The guard interval is a redundant portion of the transmission, a cyclic extension of the tail bits added to the 
beginning of the message to absorb inter-symbol interference in the time domain.   
 
Figure 2.13 OFDM frame with cyclic extension 
The guard interval is particularly useful in helping to correct multipath fading because the repetition can be 
detected and its effects can be cancelled through the use of techniques such as Hermitian transpose signal 
compensation/equalization methods in the receiver as discussed later.  The guard interval length chosen for 
DSRC is 3.2 ߤs consisting of 16 symbols representing 20% of the FFT length (i.e. FFT length of 64) for a 
total transmission size of 80 data symbols per OFDM symbol.  Hence the time of transmission for 1 OFDM 
symbol,  ௜ܶ, where  ௜ܶ ൌ ܶீ ூ ൅ ிܶி் ൌ 16ݐௗ௦ ൅ 64ݐௗ௦.  ݐௗ௦ is the inverse of the symbol rate recommended to 
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be ݏݎ ൌ 125000 for DSRC, making ݐௗ௦ ൌ 8ߤݏ, hence  ௜ܶ  ൌ  80ݐௗ௦ ൌ 640ߤݏ. For our analysis we are 
ignoring the overlap length ்ܶோ shown in Figure 2.13, because we are not addressing synchronization in 
this thesis. 
2.4 DSRC Receiver 
This section will present a description of the DSRC receiver of Figure 2.14.  
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Figure 2.14 DSRC Receiver 
The DSRC Receiver must cope with potential fading due to the high velocities and multipath fading in 
urban environments.  The goal of reconstructing and obtaining the original transmission message can be 
challenging (if not impossible) if too much of the signal has been distorted or lost.   
The receiver receives the signal and will attempt to correct errors that may have occurred during 
transmission through a Rayleigh faded and AWGN channel.  The components that assist with error 
correction and/or prevention are the Guard Interval, Channel Estimator and Signal Compensator, FFT, 
Interleaver, and Decoder.   
2.4.1 The time domain 
At the receiver, the reverse of the transmission process starts to unfold.  The received signal vector ൣݕ௡
௚൧  of 
one OFDM symbol is, 
ൣݕ௡
௚൧ ൌ ൣݔ௡
௚൧ ٔ ሾ݄௡ሿ ൅ ሾ߱௡ሿ  (2-5) 
Where ሾ݄௡ሿ is the channel impulse response (CIR) vector and can be expressed as 
  ݄௡,௦௖ ൌ෎݄௡,௟݁
ቀ௝ ଶగ ேೞ೎
.௙ವ೗. ೞ்೎ቁߜሺݐ െ ߬௟ሻ, 0 ൑ ݏܿ ൑ ܰ െ 1
௅ିଵ
௟ୀ଴
 
(2-6) 
where N is for number of OFDM subcarriers, ݄௡,௟ is the complex impulse response for the ݈௧௛ path of the 
CIR at time ݊ (݊௧௛ OFDM symbol).  ஽݂௟ is the Doppler frequency in the ݈௧௛ path as well;  ݐ is the delay 
spread index;  ߬௟ is the time delay of the ݈௧௛ path; while   ௦ܶ௖ is the sample period.  ሾ߱௡ሿ is the (AWGN) or 
additive white Gaussian noise vector at time ݊ (for the ݊௧௛ OFDM symbol).  The symbol ٔ denotes the 
linear convolution operator. Equation (2-5) can also be expressed as 
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ൣݕ௡
௚൧ ൌ ෍݄௡,௟. ݔ௡ି௟ ൅ ሾ߱௡ሿ, 0 ൑ ݊ ൑ ܰ ൅ ݃ െ 1
௅ିଵ
௟ୀ଴
 
(2-7) 
2.4.2 The frequency domain  
After the removal of the guard intervals from the received data (or channelword), the parallel data 
symbols ݕ௡,௦௖ can be expressed in terms of a matrix 
ܻ ൌ ܪ. ሺࡲሻு. ࢄ ൅ܹ (2-8) 
 
The variables ܻ, ܺ and ܹ are ܰ ൈ 1 vectors (N is for number of OFDM subcarriers).  ࡲ is the discrete 
Fourier transform (DFT) of size   ௦ܰ ൈ   ௦ܰ (  ௦ܰ is the number of OFDM symbols in a packet).   ሺ . ሻு denotes 
the complex conjugate transpose (Hermitian).  ܪ is the time-domain channel matrix (circulant if the 
channel is time-invariant).       
After that, the signal is demultiplexed and fast Fourier transformed (FFT) into the frequency domain output 
as follows, 
࢟௡,௦௖ ൌ ࢎ௡,௦௖. ࢞௡,௦௖ ൅ ࢝௡,௦௖ (2-9) 
 
where ࢟௡,௦௖, ࢎ௡,௦௖, ࢞௡,௦௖, ࢝௡,௦௖ denote the FFT of the received OFDM symbols, the channel response, the 
transmitted OFDM symbols, and the AWGN of the ݊௧௛ OFDM symbol at the ݏܿ௧௛ subcarrier, respectively.   
2.4.3 Channel Estimation 
The first two OFDM symbols called the training symbols, as shown in Figure 2.3, are then used in the 
channel estimation process.  The channel estimation block estimates channel distortion and relays that 
information to the signal compensator to attempt to reconstruct the signal back to its undistorted form.  
Assuming that ܠ୬,ୱୡ is known, then the channel frequency response can be obtained as follows, 
ࢎ࢔,࢙ࢉ ൌ
ܡ࢔,࢙ࢉ െ ࢝࢔,࢙ࢉ
࢞࢔,࢙ࢉ
ൌ
ܡ࢔,࢙ࢉ
࢞࢔,࢙ࢉ
െ
࢝࢔,࢙ࢉ
࢞࢔,࢙ࢉ
ൌ ࢎ෩௡,௦௖ ൅ Յ௡,௦௖   (2-10) 
Using two training symbols instead of 1 minimizes the effect of Յ, reducing noise enhancement by the 
signal compensator.  Therefore, the two training symbols are used in obtaining the estimated channel 
response over the first two received symbols as follows, 
ࢎ෩଴,௦௖ ൌ
ࢎ௖௘,௦௖ ൅ ࢎ௖௘,௦௖
2. ࢄ௖௘,௦௖
, ݓ݄݁ݎ݁ ࢎ෩଴,௦௖ ؆ ࢎ෩௡,௦௖ 
(2-11) 
The subscript ‘ce’ represents the known or training data and not the actual message data.  The conventional 
IEEE 802.11a system uses the same channel response estimation throughout the packet, in other words the 
channels were assumed time-invariant and not changing throughout the packet.  
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2.4.4 Signal Compensation 
As shown in Figure 2.14, 1-tap signal compensator is used in the 802.11a standard to estimate the 
transmission distortion based on the channel estimation derived by the channel estimator using two training 
symbols.  At the output of the signal compensator, the received OFDM symbols are compensated as 
follows, 
࢟෥௡,௦௖ ൌ
࢟௡,௦௖
ࢎ෩଴,௦௖
 
(2-12) 
The compensated symbols are then digitally demodulated, deinterleaved and finally decoded using a 
Viterbi decoder [20] , [4]. 
2.4.5 Demodulation and Deinterleaving 
Demodulation, deinterleaving as inverse of their transmitter counter parts.  Special care must be taken for 
soft demodulation if using a soft input decoder for preserving probability information.  Soft demodulation 
is covered in the next chapter. 
2.4.6 Decoding 
Maximum likelihood (ML), Viterbi decoder [20] , [4] is used to decode the convolutional codes.  Next 
chapter will have a detailed description of the Viterbi algorithm. 
Maximum a posteriori (MAP) decoders would also be an excellent option for decoding convolutional 
codes.  ML decoders minimize sequence error, while MAP decoders minimize symbol error.  More will be 
discussed about these decoders in the next chapter. 
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Chapter 3 
Hard vs. Soft Decoding Algorithms and Proposed Soft 
Demapping Scheme 
 
 
In the previous chapter, the DSRC system was introduced.  This chapter will be dedicated for deriving the 
algorithms behind the Viterbi decoder used in the conventional DSRC system and the BCJR algorithm in 
order to use them along side with our proposed demapping scheme that is introduced in this chapter.  
Figure 3.1 below shows the overall trellis-based algorithms used in decoding.  Our proposed system in 
Chapter 4 will be developed using the trellis-based MAP BCJR algorithms [24]. 
 
Figure 3.1 Decoding Algorithms  
Information about the improved SOVA can be found in [25].  This chapter will present three different 
demapping schemes and compared with one another using both Viterbi [20] and BCJR [24] decoding 
schemes, under varying signal to noise ratio (SNR) and velocities.  They will also be compared under 
different environments, i.e. Rayleigh and Rician faded channels. The next chapter (4)will present a receiver 
design for DSRC system that utilizes the concept behind the MAP algorithm (BCJR), which greatly 
outperforms the conventional system in both bit-error-rate (BER) and packet-error-rate (PER).   
Trellis-Based Algorithms
Viterbi MAP/BCJR
SOVA
Improved SOVA
Log-MAP
Max-Log-MAP
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3.1 Optimal detection in the estimation of the states of a Markov process 
The goal of an optimal receiver is to reproduce the message (݉ሻ that was sent at the transmitter as 
accurately as possible.  In other words, the receiver most be able to minimize the probability of error 
ܲሺ݉௜ ്  ݉పෞሻ for each message bit ሺ݉௜ሻ.  The way to achieve that is to maximize the a posteriori 
probability (APP) ܲሺ݉௜ ൌ ݉|ሾ࢟ሿሻ [26], where ሾ࢟ሿ is the observed sequence array.  Therefore, for optimal 
detection, we have: 
݉పෞ ൌ ܽݎ݃ ቄ݉ܽݔ௫
ܲሺ݉௜ ൌ ݉|࢟ሻቅ 
(3-1) 
Where the symbol ‘ ෡ ’ is used to indicate that the value or bit is an estimated one, that is, a value or bit 
after it undergoes some sort of a process in the receiver of a system, like demapping, deinterleaving and 
decoding.  The equation above turns out to be the main inspiration of the symbol by symbol (MAP) or 
Maximum a posteriori BCJR algorithm [24].  The Map algorithm tries to find the most likely transmitted 
symbol ሺ݉௜ሻ, given the received sequence ሺሾ࢟ሿሻ.  The BCJR algorithm will be explained in more details in 
the next few sections. 
The Viterbi [20] algorithm is another well known algorithm that is used to estimate the states of a Markov 
process, but the difference between it and the BCJR algorithm is in the fact that the Viterbi algorithm tries 
to find the most probable transmitted sequence (ሾ݉ሿ෢ ሻ given the received sequence ሺሾ࢟ሿሻ, instead of what 
was mentioned about the BCJR algorithm in the previous paragraph. Therefore, it follows for the Viterbi 
algorithm that: 
ෝ݉ ൌ ܽݎ݃ ൜݉ܽݔ
௠೔
ܲሺ݉|ሾ࢟ሿሻൠ 
(3-2) 
From this brief introduction, it can be seen that the BCJRA (BCJR algorithm) minimizes the symbol error 
rate (SER), while VA (Viterbi algorithm) minimizes the frame error rate (FER).  
3.2 The Viterbi Algorithm (VA/SOVA) 
The previous section presented the general definition of VA.  In this section VA will be described in more 
details with an example to demonstrate how this algorithm can decode an encoded message.  The Viterbi 
decoder, also known as the Maximum Likelihood Sequence Estimator (MLSE), tries to follow the most 
likely path that the channel-word has taken through the trellis diagram.  Hence, as mentioned earlier, it 
minimizes the error of a wrong path being chosen.  Unlike the BCJR that minimizes the BER.  There are 
two kinds of Viterbi decoders; the Hard-decision Viterbi (denoted by VA) uses Hamming distance and the 
soft-input Viterbi uses Euclidean distance for branch and path metric computations.  The soft Viterbi 
decoders can also be classified as soft-input soft-output Viterbi algorithm (SOVA).  As its name suggest, 
SOVA takes in soft values and outputs soft values.  SOVA are useful in turbo decoding, where messages 
are transferred between two decoders in a receiver.  More on SOVA will follow later on this chapter.   
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3.2.1 Hard­decision Viterbi (VA) 
Hard-decision Viterbi [20] receives hard channel-bits that were given by the demodulator/demapper.  
Demodulator and demapper will be used interchangeably throughout this thesis.  The demapper makes a 
decision on the channel-bits that it receives from the signal compensator and maps them into binary values 
(‘0’ or ‘1’) according to the constellation points that is used in a modulator scheme at the transmitter.  
These binary values are then fed to the Viterbi decoder as input and the Viterbi decoder produces its own 
decoded hard decision of the message.   
The Viterbi algorithm (VA) is best understood with an example.  If we use the NRC encoder introduced in 
Chapter 2 as our example, we will see that the encoder encoded data-words, by constructing specific paths 
through a trellis diagram.  Having the trellis as a tool, the Viterbi decoder knows that there exist specific 
transitions from one state to another.  For example and for simplicity, let us assume a data-word (original 
message) of [0 0 0 0].  This message is first encoded to become the code-word of [00 00 00 00].  This 
codeword is then corrupted when sent through a noisy channel to become the channel-word [10 00 10 00].  
Now, we will attempt to decode this channel-word.  Figure 3.3 below shows the process of decoding the 
received channel-word by determining the most likely path using the trellis information generated by the 
convolution encoder of Figure 2.6.   
Figure 3.2 defines the important terms used in defining the VA.  The branch metric or Hamming distance in 
our case is the number of bits which differ between two binary strings.  The branch labels are the code-
words corresponding to the path of one state to the next defined by the convolution encoder’s trellis.  For 
example, the branch label or code-bits from ‘state 0’ to ‘state 0’ is always ‘00’ for the convolution encoder 
of Figure 2.6 
.   
 
Figure 3.2 Viterbi Algorithm diagram labels 
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Figure 3.3 Viterbi Algorithm for (7, 5) Convolution Encoder 
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The encoder is composed of two memory blocks that is there are four possible states.  Since the encoder is 
assumed to have started from state zero, then the VA starts at the initial state zero.  As shown in Figure 3.3, 
the code-bits from state ‘0’ to state ‘0’ is expected to be ‘00’, and ‘11’ for the state ‘0’ to state ‘2’.  The 
channel-bits at t=1 are corrupted and were received as ‘10’.  At that time, that is at that beginning state ‘0’, 
the encoder have either gone from state ‘0’ to state ‘0’ (itself) or to state ‘2’.  This means that there are two 
possible paths that the trellis would have taken.  The branch metrics or Hamming distances between these 
initial received channel-bits (10) and the possible code-bits (00 and 11) for both paths (S=0 to S=0 and S=0 
to S=2) respectively would be ‘1’ for both paths.  Next, the channel-bits at time t=2 will be considered, that 
is 00.    At time t=2, we now have to “active” states that will be considered in the trellis to arrive their next 
states.  In other words, the present states at this time are S=0 and S=2.  Again for S=0, the only possible 
next states are S=0 and S=2 and as for S=2, the only possible next states are S=1 and S=3, each with their 
own branch labels or possible code-bits (10 and 01 respectively).  The received channel-bits here are 00, 
which correspond to Hamming distances of (0, 2, 1, 1) for (S=0 to S=0, S=0 to S=2, S=2 to S=1, S=2 to 
S=3) respectively.  Note that these Hamming distances were just for that time slot t=2.  Therefore, before 
going to time t=3, we add all the Hamming distances obtained in the prior time slot or states with paths 
connecting to the next states, specifically (1, 3, 2, 2) for (S=0 to S=0, S=0 to S=2, S=2 to S=1, S=2 to S=3) 
respectively as seen in Figure 3.3(a).  S=1 and S=3 are now been added to the equation.  S=1 can only go to 
the next states S=0 (with only possible bits of 11) and S=2 (with only possible bits of 10), while S=3 can 
only go to the next states S=1 (with only possible bits of 01) and S=3 (with only possible bits of 10).  Using 
the same procedure, we obtain the total Hamming distances for t=3 Figure 3.3(b).  Before proceeding to 
time t=4 in Figure 3.3(c), we see that the paths start to merge together (Figure 3.3(b)), which cause 
“conflict”, hence a decision has to been as to which paths need to “stay” and which paths need to be 
“eliminated”.  The paths marked with the symbol “ ” are the eliminated paths.  Elimination occurs on the 
paths with the higher accumulated metric at the “conflict” points.  In Figure 3.3(b), we can see the paths 
from (S=1 to S=0, S=1 to S=2, S=2 to S=3, S=3 to S=1) are eliminated as they have higher accumulated 
metric values against (S=0 to S=0, S=0 to S=2, S=3 to S=3, S=2 to S=1) respectively.  This process is 
continued until the end of the received channel-bits, where the path with the lowest accumulated metric is 
chosen as seen in Figure 3.3(d).  That “winner” or “survivor” path is called the survivor path.  Therefore, 
the final decoded message is [0 0 0 0], due to the fact that these bits correspond to the inputs that follow 
these survivor path created by the trellis encoder. 
Sometimes, there are cases (not in our example) where the “conflicting” paths have equal accumulated 
metric values.  In these cases, an arbitrary choice must be made as to which path must be dropped.  This is 
due to the fact that the Viterbi makes its decision based on the maximum likelihood, and hence in this case 
it cannot decide between these conflicting paths as to which is more likely to be the most probable path. 
The complexity of VA can be seen from this example that it increases with the increase of memory blocks 
of a convolution encoder.  An encoder with “m” number of memory blocks will have 2௠ number of states.  
For example, in DSRC systems we will have 2଺ states.  Also, it can be seen in Figure 3.3, that there are 
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always 4 survivor paths for t ൒ 2.  Therefore, for convolution encoder, we will have 2௡ିଵ survivor paths 
after t ൒ n െ 1 for constraint length ‘n’ (Recall ݊ ൌ ݉ െ 1).  It can therefore be concluded that the Viterbi 
algorithm is not an ideal decoding scheme when a large constraint length is used, due the exponential 
increase of the number of survivor paths with increasing constraint length.      
3.2.2  Soft­decision Viterbi (SOVA) 
Although the demappers of this chapter will not include Soft-input soft-output Viterbi algorithm (SOVA), 
but it is worth defining it here as it is an important decoding scheme when it comes to turbo decoding.  In 
other words, when the VA is to be used in turbo decoding, then SOVA replaces the soft-input VA.  As it 
will be seen in the next chapter, it is necessary to have the decoders be able to accept soft information as 
their inputs and produce soft output information when it comes to turbo decoding.  However, SOVA is 
found to be in impractical in some scenarios where minimal delay is required, due to the fact that SOVA is 
found to work best when large packet length are present, hence creating more delays.  This section will 
present the Viterbi algorithm with soft-input and soft-output capabilities. 
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Figure 3.4 Example of Trellis Diagram for SOVA Decoder 
Table 3-1: Example of SOVA Decoder 
Modulated 
Message: 
+1 +1 +1 +1 
Codeword: +1+1 +1+1 +1+1 +1+1 
Channelword: +0.9 -0.9 +0.7 +0.9 +0.9 +1.1 +1.7 +1.5 
Decoded  
Modulated 
Message : 
+1 +1 +1 +1 
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SOVA was proposed by [27] in 1989, which is similar to VA, but with slight modification.  SOVA outputs 
a posteriori probabilities (APP).  The main difference is in how the branch metric is calculated.  An 
example of how these branch metrics are calculated is given in Figure 3.4 and Table 3-1.  To obtain the 
APP, the SOVA decoder compares the received channelword with the modulated bits instead of the 
message bit as in the case of VA.  For example, in the case of the channelword being +0.9 and -0.9 as in 
Table 3-1, and assuming that the first state of the Viterbi encoder started at 0 state, this channelword will be 
have two possible next states (0 and 2) and could only have produced the channel bits +1 +1 or -1 -1.  
Therefore, the channelword will be multiplied by these possible channel bits and added together as follows: 
for the case of channel bits +1 +1 Î  (+0.9)(+1) + (-0.9)(+1) = 0, while for the channel bits -1 -1 Î (0.9)(-
1) + (-0.9)(-1) = 0.  There we would see the branch metric as 0s for both transitions.  The calculations will 
carry on in this manner until it reaches the final stage where all the channelwords were taken into account.  
The final decision is made, such that the path with the highest or largest accumulated probability value or 
branch metric value will be chosen to be the correct path. 
3.3 BCJR/ MAP (Maximum A Posteriori) Algorithm 
Decision rules can be classified as either maximum likelihood rule, where the databit corresponding to the 
received channelbit is the element with the highest likelihood.  The BCJR algorithm (BCJRA) follows a 
rule that determines the a-posteriori probability  ܲሺ݉௜ ൌ 1|ሾ࢟ሿሻ or ܲሺ݉௜ ൌ െ1|ሾ࢟ሿሻ, instead of determining 
the largest a-priori likelihood function, where the decision is made about the databit by looking at the sign 
of the of the received channel bit.  In the process of calculating the a-posteriori probabilities, the decision 
݉௜ is based on the sequence of channelbits received ሾ࢟ሿ. Therefore, the MAP algorithm, which is also 
known as the BCJR algorithm, was first introduced in 1974 by Bahl, Cocke, Jelinek and Raviv [24] as an 
optimal means for estimating the a-posteriori probabilities or APPs of the states and transitions of a finite-
state Markov process observed over a discrete memoryless channel or DMC [24]. 
Unlike VA, the BCJRA is a forward/backwards recursive algorithm that minimizes the probability of BER.  
BCJR was initially not preferred for decoding convolutional codes due to its complexity in examining 
every possible path through the convolutional decoder trellis.  The advantage of BCJR is in its abilities to 
not just provide the estimation bits, but also the information of how likely it has decoded these bits 
correctly (probabilistic information).  This is why the turbo decoding scheme of [28] became very popular, 
now that this “probabilistic information” was reused to improve the BER performance and not just 
discarded as in the case of non-iterative schemes.  The detailed mathematical description of the MAP 
algorithm will follow.  
The idea of the MAP decoder is to make a decision on whether the sent databit is a +1 or a -1, where -1 
replaced the bit 0 for modulation reasons.  First we start by defining: 
ܲሺ݉௜ ൌ ൅1|࢟ሻ
ܲሺ݉௜ ൌ െ1|࢟ሻ
1ழவ  
(3-3) 
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Equation (3-3) states that if the argument on the left side of the equality is greater than 1, then the 
hypothesis H1 is assumed to be true or else H2 holds true.  H1 and H2 hypotheses are being used here for 
decision making, where H1 is the decision rule for databit +1 being true and databit -1 being true for H2 
hypotheses. When using the well known Bayes rule, 
ܲሺܣ ∩ ܤሻ ൌ ࡼሺܣ|ܤሻࡼሺܤሻ ൌ ࡼሺܤ|ܣሻࡼሺܣሻ 
(3-4) 
Then Equation (3-3) becomes, 
ܲሺ݉௜ ൌ ൅1∩ ࢟ሻ
ܲሺ࢟ሻ
൐
൏
ܪ1
ܪ2
ܲሺ݉௜ ൌ െ1∩ ࢟ሻ
ܲሺ࢟ሻ
 
(3-5) 
The format of Equation (3-5) is useful when it comes to log-likelihood ratio calculations, which will be 
described in details in the next chapter.  We will next present all the equations related to defining the 
BCJRA as a whole.  We will derive the APPs calculations through a step by step procedure.  There are 
three important values that contribute to obtaining the APPs, and they will defined in the next 3 subsections 
that will follow.  The equations that follow are the BCJRA proposed by [24], but the equations are taken 
from [23]. 
3.3.1 Forward Recursion 
The forward recursion calculated through ߙ௧ሺ݉ሻ, and is defined as the state joint probability.  It tells us the 
probability that the state S is ݉ at time t, when the received channelbits sequence is ሾYሿ from time 1 to time 
ݐ. 
ߙ௧ሺ݉ሻ ൌ ܲݎሼܵ௧ ൌ ݉; ଵܻ௧ሽ 
(3-6) 
It is necessary to add up all the probabilities of the state ݉ for the received channel bits sequence  ଵܻ௧defined 
above.  Therefore, we expand Equation (3-6) to include the summation, 
              ߙ௧ሺ݉ሻ ൌ   ෍ ܲݎሼܵ௧ିଵ ൌ ݉′; ܵ௧ ൌ ݉ ; ଵܻ௧ሽ
ଶ಼షభିଵ
௠′
ൌ ෍ ܲݎሼܵ௧ିଵ ൌ ݉′; ଵܻ௧ିଵሽ ܲݎሼܵ௧ ൌ ݉; ௧ܻหܵ௧ିଵ ൌ ݉′ሽ
ଶ಼షభିଵ
௠′
ൌ  ෍ ߙ௧ିଵሺ݉′ሻ ߁ሺ݉′, ݉ሻ    ݂݋ݎ ݐ ൌ 1,2,3, … ܮ
ଶ಼షభିଵ
௠′
 
(3-7) 
Normalizing ߙ௧ሺ݉ሻ by ∑ ߙ௧ሺ݉′ሻேିଵ௠′ୀ଴   to avoid underflow Equation (3-7) becomes 
ߙ௧ሺ݉ሻ ൌ ෍ߙത௧ିଵሺ݉′ሻ߁௧ሺ݉′, ݉ሻ
ேିଵ
௠′
 
(3-8) 
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Where ߙത௧ሺ݉′ሻ ൌ
ߙ௧ሺ݉ሻ
∑ ߙ௧ሺ݉′ሻ
ேିଵ
௠′ୀ଴ 
൘  
ߙ௧ሺ݉ሻ is initialized as follows, ߙ଴ሺ0ሻ ൌ 1, and ߙ଴ሺ݉ሻ ൌ 0,   for  ݉ ് 0,  (at time t=0 and state m). 
3.3.2 Backward Recursion 
The backward recursion calculated through ߚ௧ሺ݉ሻ.  It tells us the probability that the received channelbits 
sequence is  ௧ܻାଵ௅ , from time ݐ ൅ 1 to time ܮ.  With the backward recursion it is given that the state S is ݉ at 
time ݐ.  
ߚ௧ሺ݉ሻ ൌ ܲݎሼ ௧ܻାଵ௅ | ܵ௧ ൌ ݉ሽ 
(3-9) 
Similarly, we obtain the final equatons as follows, 
              ߚ௧ሺ݉ሻ ൌ ෍ ܲݎሼܵ௧ାଵ ൌ ݉′; ௧ܻାଵ௅ หܵ௧ ൌ ݉ሽ
ேିଵ
௠′ୀ଴ 
ൌ ෍ ܲݎሼ ௧ܻାଶ௅ หܵ௧ାଵ ൌ ݉′ሽ ܲݎሼܵ௧ାଵ ൌ ݉′; ܵ௧ ൌ ݉ሽ
ேିଵ
௠′ୀ଴
ൌ   ෍ ߚ௧ାଵሺ݉′ሻ߁௧ାଵሺ݉,݉′ሻ   for ݐ ൌ 1,2, … , ܮ െ 1
ேିଵ
௠′ୀ଴
 
(3-10) 
Normalizing ߚ௧ሺ݉ሻ by ∑ ߚ௧ሺ݉′ሻேିଵ௠ᇲୀ଴   to avoid underflow Equation (3-10) becomes 
ߚ௧ሺ݉ሻ ൌ ෍ ߚҧ௧ାଵሺ݉′ሻ߁௧ାଵሺ݉,݉′ሻ
ேିଵ
௠′ୀ଴
 
(3-11) 
ߚ௧ሺ݉ሻ is initialized similarly to that of ߙ௧ሺ݉ሻ as follows, ߚ௧ሺ0ሻ ൌ 1, and ߚ௧ሺ݉ሻ ൌ 0,   for  ݉ ് 0,  (at time 
t and state m). 
3.3.3 State Transition Matrix 
߁ሺ݉′, ݉ሻ, which is the state transition probability matrix, and is defined as the conditional probability, with 
state S at time t is ܵ௧ ൌ ݉ and the received channel bits sequence again at time t is ௧ܻ, given the state 
ܵ௧ିଵ ൌ ݉′ at time t-1. 
߁ሺ݉′, ݉ሻ ൌ ܲݎሼܵ௧ ൌ ݉; ௧ܻ|ܵ௧ିଵ ൌ ݉′ሽ 
(3-12) 
By applying Bates’ rule, we obtain, 
߁ሺ݉′, ݉ሻ ൌ෍ ܲݎሼ ௧ܷ|ܵ௧ ൌ ݉; ܵ௧ିଵ ൌ ݉′ሽ
௎
ܲݎሼܵ௧ ൌ ݉หܵ௧ െ 1 ൌ ݉′ሽ ܲݎሼ ௧ܻ|ܺ௧ሽ 
(3-13) 
Where, 
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ܲݎሼ ௧ܻ|ܺ௧ሽ ൌ ൬
1
ߨ ଴ܰ
൰
௡/ଶ
݁ݔ݌ ൭െ
1
଴ܰ
෍൫ݕ௧,௜ െ ݔ௧,௜൯
ଶ
௡
௜ୀଵ
൱ 
(3-14) 
and it denotes the main transition probabilities of the received sequence [ ௧ܻ] given the all possible 
transmitted databits [ܺ௧].  The value of Equation (3-14) depends on the channel property and in this case it 
is the AWGN channel, for a rate of 1 ݊ൗ  code. 
The term PrሼS୲ ൌ mหS୲ െ 1 ൌ m′ሽ in Equation (3-13) is the a priori information about the coded bits, and 
this value is usually obtained from the “other” decoder in iterative decoding.  Therefore, in a system that is 
not turbo decoding and in the first iteration of turbo decoding, this value is set as 0.5, for equal probable of 
all the symbols. 
Finally term PrሼU୲|S୲ ൌ m; S୲ିଵ ൌ m′ሽ in Equation (3-13) is a value of either a ‘1’ or a ‘0’.  The value is 
‘1’ when there is a transition between two states in the trellis of the encoder.  Otherwise it will be a ‘0’. 
3.3.4 APPs of the Symbols 
Deriving the equations for the forward and backward feedbacks and the state transitions, allow us to carry 
forward and obtain what the BCJRA is meant to obtain, and that is the a posteriori probabilities (APPs).  
The estimated APPs of the states and the state transitions for the received channel bits sequence is defined 
using one of two equations as follows, 
ߣ௧ሺ݉ሻ ൌ ܲݎሼܵ௧ ൌ ݉; ଵܻ௅ሽ ൌ
ܲݎሼܵ௧ ൌ ݉; ଵܻ௧ሽ
ܲݎሼ ଵܻ
௅ሽ
 
(3-15) 
and 
ߪ௧ሺ݉′, ݉ሻ ൌ ܲ ݎሼܵ௧ିଵ ൌ ݉′; ܵ௧ ൌ ݉; ଵܻ௅ሽ ൌ
ܲݎ ሼܵ௧ ൌ ݉; ܵ௧ିଵ ൌ ݉′; ଵܻ௅ሽ
ܲݎ ሼ ଵܻ
௅ሽ
 
(3-16) 
Where PrሼYଵLሽ, the probability of the received channel bits sequence, remains constant throughout the entire 
calculations.  Therefore, Equations (3-15) and (3-16) respectively become, 
ߣ௧ሺ݉ሻ ൌ ܲݎሼܵ௧ ൌ ݉; ଵܻ௅ሽ ൌ ܲݎሼܵ௧ ൌ ݉; ଵܻ௧ሽ 
ߣ௧ሺ݉ሻ ൌ ܲݎሼܵ௧ ൌ ݉; ଵܻ௧ሽ ܲݎሼ ௧ܻାଵ௧ |ܵ௧ ൌ ݉; ଵܻ௧ሽ 
ߣ௧ሺ݉ሻ ൌ ߙ௧ሺ݉ሻܲݎሼ ௧ܻାଵ௅ |ܵ௧ ൌ ݉ሽ 
ߣ௧ሺ݉ሻ ൌ ߙ௧ ሺ݉ሻ ߚ௧ሺ݉ሻ 
(3-17) 
and, 
ߪ௧ሺ݉′, ݉ሻ ൌ ܲ ݎሼܵ௧ିଵ ൌ ݉′; ܵ௧ ൌ ݉; ଵܻ௅ሽ ൌ ܲݎ ሼܵ௧ ൌ ݉; ܵ௧ିଵ ൌ ݉′; ଵܻ௅ߪ௧ሺ݉′, ݉ሻሽ 
ൌ ܲݎሼܵ௧ିଵ ൌ ݉′; ଵܻ௧ିଵሽ ܲݎሼܵ௧ ൌ ݉; ்ܻ |ܵ௧ െ ݉′ሽ ܲݎሼ ௧ܻାଵ௅ |ܵ௧ ൌ ݉ሽ 
ߪ௧ሺ݉′, ݉ሻ ൌ ߙ௧ିଵ߁௧ሺ݉′, ݉ሻߚ௧(m) 
(3-18) 
Therefore, it can be seen from the equations above that the APPs rely on all 3 values, i.e. 
ߙ௧ ሺ݉ሻ, ߚ௧ሺ݉ሻ ܽ݊݀ ߁௧ሺ݉′, ݉ሻ. 
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λ୲ሺmሻ is usually used for NRC codes and σ୲ሺm′, mሻ is used for RSC codes.  The transitions for NRC and 
RSC codes are shown in Figure 2.9 and Figure 2.8, respectively, 
Figure 3.5 illustrates the system diagram of the MAP decoding algorithm. 
BCJRinput Backward recursion (β)
Forward
recursion (α)
Probability of 
input being x (λ(m))
Probability of chan.
 output being x (σ(m',m))
Where m is the present state of the trellis for a 
particular error corecting code sequence
BCJR Decoder
1110001010  11010 
 
Figure 3.5 System Diagram of the MAP decoding Algorithm 
For the final calculations in obtaining the APPs we may either choose to do the probabilities where there is 
a transition of ‘1’ or ‘0’, for the ‘1’ transitions states, 
ܲݎ
஺௉௉
ሾݑ௧ ൌ 1ሿ ൌ
∑ ߣ௧ሺ݉ሻ௠א஺
∑ ߣ௧௠אAll States
 
(3-19) 
where A is all the ‘1’ transitions states, and 
ܲݎ
஺௉௉
ሾݑ௧ ൌ 1ሿ ൌ
∑ ߪ௧ሺ݉′, ݉ሻሺ௠,௠′ሻא஻
∑ ߪ௧ሺ݉′, ݉ሻሺ௠,௠′ሻאAll branches
 
(3-20) 
where B is all ‘1’ transitions branches.  The decoder gives the hard outputs as an estimation of the input 
symbols, as follows, 
ݑො௧ ൌ   ቊ
1, if ܲݎ
஺௉௉
ሾݑ௧ ൌ 1ሿ ൒ ܲݎ஺௉௉
ሾݑ௧ ൌ െ1ሿ
െ1, if ܲݎ
஺௉௉
ሾݑ௧ ൌ 1ሿ ൏ ܲݎ஺௉௉
ሾݑ௧ ൌ െ1ሿ
 
(3-21) 
3.4 Performance of DSRC Systems using Different Demapping and 
Decoding Schemes 
As explained in Chapter 2, and based on the 802.11a standard, the mapping schemes available for DSRC 
system are BPSK, QPSK, 16QAM and 64 QAM. The detailed explanations of these mapping schemes can 
be found in [29] and [30].   
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Figure 3.6 Gray-Coded of Constellation Points for QPSK, 16 QAM and 64 QAM Mappers 
The received signal in subcarrier can be expresses as 
࢟௡,௦௖ ൌ ࢎ௡,௦௖. ࢞௡,௦௖ ൅ ࢝௡,௦௖ 
(3-22) 
where ࢟௡,௦௖, ࢎ௡,௦௖, ࢞௡,௦௖, ࢝௡,௦௖ denote the FFT of the received OFDM symbols, the channel response, the 
transmitted OFDM symbols, and the AWGN of the ݊௧௛ OFDM symbol at the ݏܿ௧௛ subcarrier, respectively.  
Here ࢞௡,௦௖ can be defined as the complex data (modulated) symbol ࢞ at the ݊௧௛ OFDM symbol and the ݏܿ௧௛ 
subcarrier, where ࢞ ൌ ࢞ூ ൅ ݆࢞ொ, i.e. ࢞ூ is the in-phase component and ࢞ொ is the quadrature-phase 
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component for QPSK, 16 and 64 QAM data symbols.  Note that for BPSK only the in-phase component 
exists.  For QPSK the in-phase is mapped using 1 bit and so is its quadrature component.  The difference 
with the 16 and 64 QAM mappers lies in the number of bits that represent their in-phase and quadrature 
components (4 bits for 16 QAM and 6 bits for 64 QAM).  The figures below, Figure 3.1, demonstrate how 
the bit sequences are placed in the Gray-coded constellation points of QPSK, 16 QAM, and 64 QAM. 
In the sections that follow, we will present three different demapping techniques that we will use in the 
DSRC system and compare their performances when used along side with both the standard digital Viterbi 
and BCJR decoders.  Without loss of generality, we use QPSK and 16 QAM in this study to obtain the 
performance figures of the comparison of these three demappers under different environments, for example 
Rayleigh and Rician faded environments.  Also, the DSRC system will be tested in varying SNR (both low 
and high SNR) and varying Doppler frequencies or velocities.  The results can be extended to the 64 QAM 
modulation.   
The purpose of a demapper is not only to undo what the mapper did, but to also assist the decoders 
(especially in the case of soft decoding) make better decisions by given the decoders probabilistic values as 
to what the message may have been after the effect of the signal compensator.  The three demapping 
schemes are: 
1- A demapper with similar concept as the 3rd one in this list (section 3.4.3 is introduced, but instead of 
having the curve lines defining the boundaries soft values, we’ll have linear or constant lines.  
2- We use the simplified LLR (Log-Likelihood Ratio) output derived in [31] as our second demapper, and  
3- Finally, the proposed S and Π-Decision demapper of [32] will be our 3rd demapper. 
3.4.1 Proposed Linear­based Demapper 
In this section, a linear-based demapping scheme will be presented and then used in our soft decoding 
comparisons.  The demapping scheme introduced here is used to assist both the soft-input BCJR and 
Viterbi decoders, and as will be shown from the results, this scheme outperforms the other two schemes 
when it comes to line of sight (LOS) exist and in the case of QPSK at relatively high SNR. 
Earlier in this chapter, both hard-decision and soft-decision Viterbi were explained.  Soft-decision decoder 
was shown to outperform the hard-decision decoder when it comes to minimizing the BER [20].  It is 
reported that an approximately 2dB coding gain is achieved using a soft-decision decoder over a hard-
decision decoder [32].   
Figure 3.6 demonstrates how the encoded bits sequence in the transmitter is mapped into the constellation 
points.  Each constellation point in the Gray-coded mapper holds the in-phase and the quadrature-phase 
components (only the in-phase in the case of BPSK).  For 16 QAM for example, from left to right the in-
phase components are the first 2 bits of the 4-bit constellation points, and the last 2 bits are of the 
quadrature components.  Therefore, a 4 bit encoded message bits sequence (ܤூ,ଵ, ܤூ,ଶ, ܤொ,ଵ, ܤொ,ଶ) are 
mapped according to the mapping schemes of Figure 3.6b for 16 QAM.  ܤ stands for the encoded message 
bit, ܫ for the in-phase component and ܳ for the quadrature component.  Also, it is observed that the ܫ ܽ݊݀ ܳ 
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message sequence (encoded message sequence will be referred to as message sequence for the rest of this 
chapter) follow the same patterns in the constellation points, i.e. the 8-bit pattern of the ܫ-components, that 
are composed of the first 2 bits from left to right of the constellation points have the same 8-bit pattern of 
the ܳ-components, that are composed of the last 2 bits from bottom to top of the constellation points (00 01 
11 10).  The message bits sequence (ܤூ,ଵ, ܤூ,ଶ, ܤொ,ଵ, ܤொ,ଶ) can be seen visually in Figure 3.7, where B[I,Q,1] 
stand for the first bit for both the in-phase and quadrature components and B[I,Q,2] stand for the second bit 
for both the in-phase and quadrature components.  Again, these regions were chosen because of how the 
constellation points are placed in these Gray-coded modulation schemes.   
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Figure 3.7 The demapping regions of all message bits sequence 
Mathematically, the message bits sequence (ܤூ,ଵ, ܤூ,ଶ, ܤொ,ଵ, ܤொ,ଶ) are defined as follows: 
ܤூ,ଵ ൌ
ە
۔
ۓ
0, ݕூሾ݅ሿ ൑ െ1
ሺݕூሾ݅ሿ ൅ 1ሻ
2
, |ݕூሾ݅ሿ| ൏ 1
1, ݕூሾ݅ሿ ൐ 1
 
(3-23) 
 
 ܤூ,ଶ ൌ
ە
ۖ
ۖ
۔
ۖ
ۖ
ۓ
0, ݕூሾ݅ሿ ൑ െ3
ሺݕூሾ݅ሿ ൅ 3ሻ
2
, െ3 ൏ ݕூሾ݅ሿ ൏ െ1
1, |ݕூሾ݅ሿ| ൑ 1
െሺݕூሾ݅ሿ െ 3ሻ
2
, 1 ൏ ݕூሾ݅ሿ ൏ 3
0, ݕூሾ݅ሿ ൒ 3
 
(3-24) 
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 ܤொ,ଵ ൌ ቐ
0, ݕொሾ݅ሿ ൑ െ1
൫ݕொሾ݅ሿ ൅ 1൯/2, หݕொሾ݅ሿห ൏ 1
1, ݕொሾ݅ሿ ൐ 1
 
(3-25) 
 
ܤொ,ଶ ൌ
ە
ۖ
ۖ
۔
ۖ
ۖ
ۓ
0, ݕொሾ݅ሿ ൑ െ3
൫ݕொሾ݅ሿ ൅ 3൯
2
, െ3 ൏  ݕொሾ݅ሿ ൏ െ1
1, หݕொሾ݅ሿห ൑ 1
െ൫ݕொሾ݅ሿ െ 3൯
2
, 1 ൏  ݕொሾ݅ሿ ൏ 3
0, ݕொሾ݅ሿ ൒ 3
 
(3-26) 
For the QPSK, the same principles apply, but we only have one bit representing the in-phase component 
and one bit for the quadrature component, and therefore the equations defined in (3-23) and (3-25) for Bூ,ଵ 
and Bொ,ଵ will be the equation used for the QPSK schemes as Bூ and Bொ, respectively. 
3.4.2 Proposed LLR/Probabilistic Demapper 
In [31], a set of equations were derived to define an approximation for the log likelihood ration (LLR).  The 
equations were approximated using the LLR definition combined with transforming the intervals, where the 
constellation points lie, into binary elements of +1 and -1, in order for the LLR computation to take place 
(Note that Chapter 4.1describes LLR computation in details).  In [31] the mapping of these intervals is done 
as follows: 
 
    ݕܫሾ݅ሿ ൌ െ3 െ 1 ൅ 1 ൅ 3
 
    ܤܫ,1  ൌ ൅1 ൅ 1 ൅ 1 െ 1 
   ܤܫ,2   ൌ ൅1 െ 1 ൅ 1 െ 1  
 
Figure 3.8 Mapping of 16 QAM In-Phase Symbols into Binary Elements 
The same is done for the quadrature components.  By definition the conditional LLR of a random variable 
ܤ is defined as [33]: 
ܮ஻൫ܤூ,ଵ൯ ൌ ݈݊
஻ܲሺܤூ,ଵ ൌ ൅1 ݕூሾ݅ሿ⁄ ሻ
஻ܲሺܤூ,ଵ ൌ െ1 ݕூሾ݅ሿ⁄ ሻ
 
(3-27) 
Where ஻ܲሺܤூ,ଵሻ denotes the probability of the random value ܤ with elements {+1, -1}, where +1 is the 
“null” element and -1 is the +1 element.  Again, a more detailed description of LLR can be found in the 
next chapter.   
With the interval mapped into binary elements, the LLR in equation (3-27) can now be defined as: 
ܮ஻൫ܤூ,ଵ൯ ൌ ݈݊
஻ܲ൫ܤூ,ଵ ൌ ൅1 ݕூሾ݅ሿ⁄ ൯ ൅ ஻ܲሺܤூ,ଵ ൌ ൅3 ݕூሾ݅ሿ⁄ ሻ
஻ܲ൫ܤூ,ଵ ൌ െ1 ݕூሾ݅ሿ⁄ ൯ ൅ ஻ܲሺܤூ,ଵ ൌ െ3 ݕூሾ݅ሿ⁄ ሻ
    
(3-28) 
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It follows from[31], that at high signal to noise ratio (SNR), the approximation of (3-8) can be expressed as, 
ܮܮܴሺܤூ,ଵሻ ൌ෥ ቐ
ݕூሾ݅ሿ, |ݕூሾ݅ሿ| ൑ 2
2ሺݕூሾ݅ሿ െ 1ሻ, ݕூሾ݅ሿ ൐ 2
2ሺݕூሾ݅ሿ ൅ 1ሻ, ݕூሾ݅ሿ ൏ െ2
 
(3-29) 
 
Where ݕூሾ݅ሿ denotes the received in-phase compensated signal of the data symbol ࢟௡,௦௖.  The LLR was 
normalized to the standard deviation of yIሾiሿ.  Similarly, we can get the LLR of ܤூ,ଶto be[31], 
ܮܮܴሺܤூ,ଶሻ ൌ෥െ |ݕூሾ݅ሿ| ൅ 2. (3-30) 
 
It can easily be verified that the same could be done for the quadrature components, i.e. the same could be 
done for bits LLRሺBQ,ଵሻ ܽ݊݀ LLRሺBQ,ଶሻ, by replacing ݕூሾ݅ሿ to ݕொሾ݅ሿ.  These LLRs will be de-interleaved 
and passed on to the decoder.  There is one more thing that needs to be done, and that is, transferring these 
LLR values need to be translated into probabilistic values to be fed into the decoder’s input, and that is 
done as follows [22]: 
ܲ൫ܤூ,ଵหሾݕூሾ݅ሿሿ൯ ൌ
݁ቄሾ௬಺ሾ௜ሿሿቀ௅௅ோ൫஻಺,భ|௬಺ሾ௜ሿ൯ቁቅ
1 ൅ ݁ቄሾ௬಺ሾ௜ሿሿቀ௅௅ோ൫஻಺,భ|௬಺ሾ௜ሿ൯ቁቅ
 
(3-31) 
 
The probability values for the other bits (ܤூ,ଶ, ܤொ,ଵ, ܤொ,ଶሻ can be done in a similar way.  
For the QPSK demapper, the LLR is estimated as the signal compensated value yIሾiሿ and that is then 
transformed into the probabilistic values before fed into the decoder. 
3.4.3 S and મ­Decision Demapper 
The S and Π-Decision demapper proposed in[32] also exploits and uses the principles that define the 
pattern of the message bits in a Gray-coded modulation scheme, as described in section 3.4.1  Therefore, 
due to the similarities of these two demappers, i.e. the demapper in section 3.4.1with the S and Π-Decision 
demapper proposed in [32], we will only include the piece-wise equations that define the S and Π-Decision 
demapper’s output. The message bits sequence are defined as the S and Π as follows [32]:  
ܵሺݕூሾ݅ሿ; ߙ, ߚ, ߛሻ ൌ
ە
ۖ
ۖ
۔
ۖ
ۖ
ۓ
0, ݕூሾ݅ሿ ൑ ߙ
2ቆ
ݕூሾ݅ሿ െ ߙ
ߛ െ ߙ
ቇ
ଶ
, ߙ ൑ ݕூሾ݅ሿ ൑ ߚ
1 െ 2ቆ
ݕூሾ݅ሿ െ ߛ
ߛ െ ߙ
ቇ
ଶ
, ߚ ൑ ݕூሾ݅ሿ ൑ ߛ
1, ݕூሾ݅ሿ ൒ ߛ
 
(3-32) 
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ߎԢሺݕூሾ݅ሿሻ ൌ
ە
ۖ
۔
ۖ
ۓ
0, ݕூሾ݅ሿ ൑ െ3
ܵሺݕூሾ݅ሿ; െ3, െ2,െ1ሻ, െ3 ൑ ݕூሾ݅ሿ ൑ െ1
1, െ1 ൑ ݕூሾ݅ሿ ൑ 1
1 െ ܵሺݕூሾ݅ሿ; 1,2,3ሻ, 1 ൑ ݕூሾ݅ሿ ൑ 3
1, ݕூሾ݅ሿ ൒ 3
 
(3-33) 
 
Again,yIሾiሿ denotes the received in-phase compensated signal of the data symbol ࢟௡,௦௖.  The S and Π are 
just a different representation for the bits (ܤூ,ଵ, ܤூ,ଶ, ܤொ,ଵ, ܤொ,ଶ) defined in section 3.4.1.  The plots that 
define the piece-wise equations defines above are shown in Figure 3.9 below. 
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Figure 3.9 S and Π-Decision Rules for 16 QAM 
For the QPSK, the same principles apply, but we only have one bit representing the in-phase component 
and one bit for the quadrature component, and therefore the equation defined in (3-32) as 
ܵሺݕூሾ݅ሿ; ߙ, ߚ, ߛሻ ܽ݊݀ ܵ൫ݕொሾ݅ሿ; ߙ, ߚ, ߛ൯ for the quadrature component will be the equations used for the 
QPSK schemes for both in-phase and quadrature components, respectively.  Therefore, the Π-Decision rule 
is not include in the QPSK modulation scheme.  That can be verified in how the constellation points are 
placed in a Gray-coded QPSK modulation scheme. 
3.4.4 Simulation Results 
The different modulation schemes presented earlier were simulated using Matlab v7 software.  The “Linear 
demapper” is the demapper that we proposed, which turned out to perform better than the other two 
demappers when it comes to high SNR in QPSK modulation scheme.  The comparisons are done by 
applying the same conditions on all three demapping schemes in DSRC system.   
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One of the two other demappers, in particular the “Simplified LLR demapper” is a demapper proposed 
by[31] which allows a lesser complex demappers design compared to the more complicated MAP 
algorithm demapping scheme.  Therefore, we took that method and adjusted it to accept the signal 
compensated symbol data and performed the simplified LLR algorithm on them, and then were fed to the 
decoders.  As mentioned earlier, the purpose for these simulations is to allow us to understand or at least 
shift our attention from both the conventional decoder and the demapper to something else within the 
system if the performance of the DSRC system, when using the soft demapping and decoding schemes, 
doesn’t improve by much. 
 
We have simulated the DSRC system under different channel environments, i.e. both Rayleigh faded (no-
LOS) and Ricean faded (LOS) environments were considered.  AWGN was also present in the channel. All 
three demappers presented in this chapter, alongside with different decoders, MAP-based (BCJR) and ML-
based (soft-input Viterbi) decoders were compared with one another and the conventional DSRC system 
that uses the hard output demappers and the hard-input Viterbi decoder were the tested in the simulations. 
Table 3-2 provides the summary of the range of values of the variables used in the simulations. 
 
Table 3-2: Simulation Values 
Name Abbreviation Unit Values 
Signal-to-Noise Ratio SNR dB [1, 2, 3, 6, 10, 15, 20, 25, 30] 
Maximum Doppler 
Frequency (velocity) 
௠݂
(v) 
Hz 
(km/h) 
[1300] 
[238] 
Symbol Duration ௦ܶ ߤݏ  [8] 
Packet Length ௦ܰ Symbols/packet [60] 
Rice Factor K  [0, 1] 
Modulation m  [QPSK, 16QAM] 
Decoding   [hard, soft, LLR] 
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a) BER vs. SNR 
 
b) PER vs. SNR 
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Figure 3.10 16QAM: Conventional vs. Soft demappers using soft-input Viterbi under Rayleigh fading at 
238 km/h  
3. Hard vs. Soft Decoding Algorithms and Proposed Soft Demapping Scheme 
  44 
 
a) BER vs. SNR 
 
b) PER vs. SNR 
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Figure 3.11 16QAM: Conventional vs. Soft demappers using BCJR under Rayleigh fading at 238 km/h 
under Rayleigh fading at 238 km/h  
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a) BER 
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Figure 3.12 16QAM: Conventional vs. soft demappers using both soft-input Viterbi and BCJR under 
Rayleigh fading at 238 km/h under Rayleigh fading at 238 km/h  
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a) BER vs. SNR 
 
 
b) PER vs. SNR 
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Figure 3.13 16QAM: Conventional vs. Soft demappers using soft-input Viterbi under Ricean fading 
channel K=1 
 
 
3. Hard vs. Soft Decoding Algorithms and Proposed Soft Demapping Scheme 
  47 
 
a) BER vs. SNR 
 
b) PER vs. SNR 
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Figure 3.14 QPSK: Conventional vs. Soft demappers using soft-input Viterbi under Ricean fading channel 
K=1 
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a)  BER VS. SNR 
 
 
b) PER VS. SNR 
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Figure 3.15 QPSK: Conventional vs. Soft demappers using soft-input Viterbi under Rayleigh fading at 238 
km/h 
3. Hard vs. Soft Decoding Algorithms and Proposed Soft Demapping Scheme 
  49 
 
a) BER vs SNR for soft viterbi vs. conventional decoding 
 
b) PER vs. SNR for soft viterbi vs. conventional decoding 
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Figure 3.16 16QAM velocity: Conventional vs. Soft demappers using soft-input Viterbi under Rayleigh 
fading varying velocities at 10dB 
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a) BER vs. Velocity 
 
b) PER vs. Velocity 
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Figure 3.17 QPSK velocity: Conventional vs. Soft demappers using soft-input Viterbi under Rayleigh 
fading varying velocities at 30dB 
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a) BER vs. Velocity 
 
b) PER vs. Velocity 
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Figure 3.18 16QAM velocity: Conventional vs. Soft demappers using BCJR under Rayleigh fading varying 
velocities at 30dB 
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a) BER vs Velocity 
 
 
b) BER vs Velocity 
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Figure 3.19 QPSK velocity: Conventional vs. Soft demappers using BCJR under Rayleigh fading varying 
velocities at 30dB 
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a) BER vs. SNR 
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Figure 3.20  QPSK: Conventional vs. Soft demappers using soft-input Viterbi under Rayleigh fading at 
varying high SNR 
From all the simulation results, we can conclude that all the soft demappers performed better than the 
conventional DSRC system.  The simulation results also tells us that the DSRC system suffers from 
irreducible error floor when the 16 QAM modulation is considered regardless of what kind of demapping 
scheme is used.  We can also see from these results that the proposed Linear demapper outperformed both 
the s-pi and the LLR demappers when the systems were tested under QPSK modulation scheme and at high 
SNR.  In fact both the s-pi and the LLR demappers, but not the Linear demapper, suffered irreducible error 
floor in the QPSK modulated system as seen in Figure 3.20 .  The LLR demapper slightly outperformed the 
other two demappers when 16QAM modulation was used.   As for the decoders’ comparisons, the BCJR 
had a very slight improvement over the soft-input Viterbi in the case of 16 QAM only for SNR vs. BER 
plots (with fd = 1311Hz).  For the BER velocity plots, the soft-Viterbi was outperformed by the BCJR, 
especially at low Doppler frequencies (or velocities) for QPSK demapping and 30 dB SNR. At fd=1311 Hz 
however, they both performed the same.  What is interesting though is that when it came to 16 QAM both 
the soft Viterbi and BCJR performed very much similar. 
All the simulation results suggest that the conventional DSRC system suffers from severe degradation in 
performance because of the effect of the channel's response on the transmitted symbols.  Therefore, 
investigation should now be shifted on the remaining two algorithms, i.e channel estimation and 
equalization.  The results obtained here may serve as a benchmark for future research.  
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Chapter 4 Performance Enhancement of DSRC Systems  
Chapter 4 
Performance Enhancement of DSRC Systems 
 
In the previous chapter, a detailed derivation of the BCJR algorithm was presented.  In this chapter, we 
combine what we’ve learned to derive the proposed DSRC receiver design using frequency-domain MAP 
equalization and MAP decoding scheme.  This chapter starts with an efficient tool used in the proposed 
scheme called log-likelihood ratio LLR.  After that, the proposed DSRC receiver will be designed by 
deriving the LLR output for the case of the frequency-domain MAP equalizer, and the LLR output of the 
MAP decoder as well.  Next will be simulation results.  Next chapter will be used to discuss the 
conclusions and future works. 
4.1 Tools for (Iterative) Decoding of Binary Codes 
The term iterative is used in the title of this section because the LLR is commonly used in turbo codes.  
LLR can also be used for non-iterative systems, as will be shown in our proposed system.  Therefore, this 
section will be dedicated to present a very useful information measuring tool known as the log-likelihood 
ratio or simply LLR, and is commonly used in the computation of soft values when binary data are 
involved [33], [34] [35], [36].  
Figure 4.1 below shows a soft-input soft-output (SISO) decoder.  SISO decoders refer to decoders that 
accept a-priori information as their input and produce a-posteriori information as their output, usually in 
LLR format. 
 
Figure 4.1 SISO Decoder 
SISO
Decoder
LLR a-priori values 
for information bits
LLR channel values 
for code bits
LLR extrinsic values 
for information bits
LLR a-posteriori 
values for 
information bits
LLR extrinsic values 
for code bits
LLR a-posteriori values 
for code bits
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As can be seen in Figure 4.1, a SISO decoder can be separated into several inputs and outputs.  The a-priori 
inputs are there only when turbo decoding/equalization is concerned.  In a non-iterative system the a-priori 
values is set to ‘zero’ LLRs, because no feedback information is passed down between the decoders.  Also, 
the extrinsic outputs (information bits or code bits) are not separated from the SISO decoder when no 
iteration between decoder/equalizer and equalizer/decoder is involved. 
The notations used in this section will be different from the ones used in the proposed scheme, as the 
equations here are meant to present the general mathematical description of the LLR concept.  If we let ܯ 
be Galois field, GF(2) [22] with elements {+1, -1}, where +1 is the “null” element and -1 is the +1 element, 
then the LLR of the binary random variable ܯ, LMሺ݉௜ሻ, is defined as [33]:  
     ܮெሺ݉௜ሻ ൌ ݈݊
ெܲሺ݉௜ ൌ ൅1ሻ
ெܲሺ݉௜ ൌ െ1ሻ
 
(4-1) 
Where ெܲሺ݉௜ሻ denotes the probability of the random value ܯ.  From now on, we will gradually not 
include the indices in the probabilities and the LLR equations, i.e. for example the subscripts M or Y 
or Y/M in LMሺ݉௜ሻ or LYሺ ௜ܻሻ or LY/Mሺ࢟/݉௜ሻ, respectively will be gradually dropped (for example, equation 
(4.1) becomes Lሺ݉௜ሻ ൌ ln
௉ሺ௠೔ୀାଵሻ
௉ሺ௠೔ୀିଵሻ
 ).  The algorithm is in the natural logarithm, and the sign of the LLR is 
the hard decision, while its magnitude is its reliability measure (probabilistic).  The natural logarithm, for 
the purpose of LLR, will be represented using the notations LLR, or L or ln interchangeably.  In the case 
where we have two binary random variables ܯ and ܻ, and again using Bayes rule (as described in the 
previous chapter), the conditioned LLR will be: 
 
݈݊ሺ݉௜|࢟ሻ ൌ ݈݊
ܲሺ݉௜ ൌ ൅1|࢟ሻ
ܲሺ݉௜ ൌ െ1|࢟ሻ
 
݈݊ሺ݉௜|࢟ሻ ൌ ݈݊
ܲሺ݉௜ ൌ ൅1ሻ
ܲሺ݉௜ ൌ െ1ሻ
൅ ݈݊
ܲሺ࢟|݉௜ ൌ ൅1ሻ
ܲሺ࢟|݉௜ ൌ െ1ሻ
 
∴  ݈݊ሺ݉௜|࢟ሻ ൌ ܮሺ݉௜ሻ ൅  ܮሺ࢟|݉௜ሻ 
(4-2) 
Equation (4.2) is called the a-posteriori information of a SISO decoder with two components, namely the 
intrinsic information ܮሺ݉௜ሻ and the extrinsic information ܮሺ࢟|݉௜ሻ.  It will soon be evident as the chapter 
unfolds, that this extrinsic information plays a very important role in turbo equalization setup. 
4.1.1 From LLR to Probabilistic Values 
The idea behind this section is to use the “incoming” information that is expressed in LLR format and 
transform it to regular probabilistic values. 
A decoder/equalizer that uses MAP algorithm decode/equalize using probabilistic values.  Therefore, if the 
incoming data is in LLR format, we can choose to convert it to probabilistic values (in the case where the 
decoder doesn’t use LLRs in its calculations) as follows: 
Equation (4.1) becomes: 
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LMሺ݉௜ሻ ൌ ln
ெܲሺ݉௜ ൌ ൅1ሻ
ெܲሺ݉௜ ൌ െ1ሻ
   
ܲሺ݉௜ሻ ൌ  ݁LMሺ௠೔ሻ, where ݉௜ ൌ  ט1 
and ܲሺ݉௜ ൌ  െ1ሻ ൌ  1 െ  ܲሺ݉௜ ൌ  ൅1ሻ       
With basic mathematics and from [33], we can derive the probabilistic values in terms of the LLRs: 
݁LMሺ௠೔ ሻ ൌ
ܲሺ݉௜ ൌ ൅1ሻ
1 െ ܲሺ݉௜ ൌ ൅1ሻ
 
(4-3) 
 
ܲሺ݉௜ ൌ ൅1ሻ ൌ
݁LMሺ௠೔ ሻ
1 ൅ ݁LMሺ௠೔ ሻ
ൌ
1
1 ൅ ݁ିLMሺ௠೔ ሻ
 
(4-4) 
 
ܲሺ݉௜ ൌ െ1ሻ ൌ
݁ିLMሺ௠೔ ሻ
1 ൅ ݁ିLMሺ௠೔ ሻ
ൌ
1
1 ൅ ݁LMሺ௠೔ ሻ
 
(4-5) 
Similarly, 
From (4.3)-(4.5), the expression for ܲሺ݉௜ሻ ሺݓ݄݁ݎ݁ ݉௜ ൌ ט1ሻ becomes 
ܲሺ݉௜ሻ ൌ ݁LMሺ௠೔ ሻ ൌ
݁௠೔LMሺ௠೔ ሻ
1 ൅ ݁௠೔LMሺ௠೔ ሻ
 
(4-6) 
In order to separate the expression in (4-6) into two terms, one that is independent of ݉௜ and the other isn’t, 
in order for the term that is independent of ݉௜ cancels out in the numerator and the denominator during the 
LLR calculation in the Gamma function, we simplify (4-6) as follows:   
ܲሺ݉௜ሻ ൌ
݁௠೔௅ಾሺ௠೔ ሻ
1 ൅ ݁௠೔௅ಾሺ௠೔ ሻ
 
ൌ 
݁
ି௅ಾሺ௠೔ ሻ
ଶ
1 ൅ ݁ି௅ಾሺ௠೔ ሻ
כ  ݁
௠೔௅ಾሺ௠೔ ሻ
ଶ ൌ ܥ כ ݁
௠೔௅ಾሺ௠೔ ሻ
ଶ  
ݓ݄݁ݎ݁ ܥ ൌ
݁
ି௅ಾሺ௠೔ ሻ
ଶ
1 ൅ ݁ି௅ಾሺ௠೔ ሻ
 
(4-7) 
As can be seen the value “ܥ” in (4.7) is the expression that is independent of ݉௜ and the term ݁
ష೘೔LM൫೘೔ ൯
మ  
isn’t.  As mentioned earlier, the indices will eventually not be included in the equations. 
Similarly, the derivation of the conditioned LLRs expressed in (4.2) can be expressed as: 
lnሺ݉௜|࢟ሻ ൌ ܮሺ݉௜ሻ ൅  ܮሺ࢟|݉௜ሻ            
The probabilistic value for the first expression on the right hand side of the equation has already been 
derived in ((4-6) and (4-7)); similarly for the second expression:  
ܮሺ࢟|݉௜ሻ ൌ  ln
ܲሺ࢟|݉௜ ൌ ൅1ሻ
ܲሺ࢟|݉௜ ൌ െ1ሻ
   
The probabilistic value is derived as follows: 
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ܲሺ࢟|݉௜ሻ
௬௜௘௟ௗ௦
ሱۛ ۛሮ
݁௠೔ ௅ሺ࢟|௠೔ሻ
1 ൅ ݁௠೔ ௅ሺ࢟|௠೔ሻ
 
ൌ 
݁
ି௅ሺ࢟|௠೔ሻ
ଶ
1 ൅ ݁ି௅ሺ࢟|௠೔ሻ
כ  ݁
௠೔ ௅ሺ࢟|௠೔ሻ
ଶ ൌ ܥଵ כ ݁
௠೔ ௅ሺ࢟|௠೔ሻ
ଶ  
ݓ݄݁ݎ݁ ܥଵ ൌ
݁
ି௅ሺ࢟|௠೔ሻ
ଶ
1 ൅ ݁ି௅ሺ࢟|௠೔ሻ
 
(4-8) 
Table 4-1 below shows a numerical example of LLR.  We can see that when the binary bits ‘0’ and ‘1’ are 
equal probable the LLR is ‘0’.  What can also be derived from the table is the sign of the LLR.  The sign 
tells us what bit was more probable, for example the LLR that corresponds to the  ெܲሺ݉௜ ൌ ൅1ሻ = 0.2 is ~ -
1.39, which tells us that the bit was more likely a ‘0’ (recall: bit ‘0’ was mapped to ‘+1’ and bit ‘1’ was 
mapped to ‘-1’).  That is,  LMሺ݉௜ሻ ൌ ln
௉ಾሺ௠೔ୀାଵሻ
௉ಾሺ௠೔ୀିଵሻ
൏ 0 happens only when  ெܲሺ݉௜ ൌ ൅1ሻ ൏ ெܲሺ݉௜ ൌ െ1ሻ.  
Note that the LLRs shown here are for these probabilistic values only, i.e. if more precisions were used in 
the probabilistic values, the LLRs will have a wider value ranges, for example, if PMሺm୧ ൌ ൅1ሻ = 0.0001, 
then the LMሺ݉௜ሻ ൌ ln
௉ಾሺ௠೔ୀାଵሻ
௉ಾሺ௠೔ୀିଵሻ
؆ െ9.21. 
Table 4-1: Numerical Example of LLR 
ࡼࡹሺ࢓࢏ ൌ ൅૚ሻ ࡼࡹሺ࢓࢏ ൌ െ૚ሻ ࡸࡹሺ࢓࢏ሻ ൌ ࢒࢔
ࡼࡹሺ࢓࢏ ൌ ൅૚ሻ
ࡼࡹሺ࢓࢏ ൌ െ૚ሻ
 
0.9  0.1  2.19722457733622 
0.8  0.2  1.38629436111989 
0.7  0.3  0.8472978603872 
0.6  0.4  0.40546510810816 
0.5  0.5  0 
0.4  0.6  ‐0.40546510810816 
0.3  0.7  ‐0.8472978603872 
0.2  0.8  ‐1.38629436111989 
0.1  0.9  ‐2.19722457733622 
 
4.2 Proposed System Enhancement Using Frequency-Domain MAP 
Equalization 
The previous section represented the tool for decoding binary codes, LLR.  In Chapter 3, the MAP 
Algorithm used in a BCJR/MAP decoding/equalization was derived.  This section will make use of the 
learned techniques to derive our proposed receiver design for DSRC systems.   
Figure 4.2 below, shows the block diagram of the proposed receiver design that utilizes frequency-domain 
(F-D) MAP equalization.   
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Figure 4.2 Proposed Receiver Design 
Before talking about the equalizer’s algorithm, it is rather useful to bring you back to chapter 2 where we 
talked about the channel model.  Recall, the WAVE channel model takes in fading simulator as its channel 
coefficients. A lot of work has been carried out in the past when it comes to combating inter symbol 
interference (ISI).  OFDM system is one popular technique used.  MAP algorithm has also been used in 
equalization to give the a posteriori probabilities (APPs) about the encoded bits, which in turn is fed to a 
MAP-based decoder as a priori information to decode these bits into the message.  Some of the authors who 
discussed MAP-based equalization in schemes like turbo equalization include [33], [26]  to combat ISI. The 
equalizer works similar to the decoder, but with one exception and unlike the decoder, the channel 
coefficients have to be taken into account as they are needed in its branch metric calculations.  In [33], the 
channel is modeled in time domain to combat ISI, but in our proposed scheme we want to combat inter 
carrier interference (ICI) and there is a good reason for that.  OFDM is popular for its ability to mitigate ISI 
through the use of sufficient guard interval.  In the case of a time-invariant channel, a one-tap equalizer per 
subcarrier suffices to equalize that channel [37].  However, in time-selective fading channels, when doppler 
shift is concerned, it is very useful to look at the channel model in frequency domain (F-D).  In other 
words, it is important to remember that the induced doppler shift destroys the orthogonality between the 
subcarriers that make up the OFDM symbols of the DSRC system, which in turn causes ICI [14].  Next 
section will discuss the simplified channel model in frequency-domain (and its state diagrams) for time-
varying fading multipath channel.  After that, F-D MAP equalizer’s algorithm will be explained in details 
for both time-domain and frequency-domain cases.  MAP SISO decoder with LLR inputs will also be 
discussed. Then, we will use the information in our proposed system design to enhance the performance of 
the conventional DSRC systems.  Finally for this chapter, a brief explanation of turbo codes will be 
presented [17], then that principle is applied in our proposed design as turbo equalization [38].  From now 
on, we will refer to our MAP equalization and MAP decoding algorithms as MAPeq and MAPdec 
respectively.   
4.2.1 Simplified Channel Model in Frequency­Domain 
Previously, it was mentioned that in the IEEE 802.11a standard the channel was assumed time-invariant, 
and therefore creating orthogonal subcarriers through the use of OFDM systems with sufficient guard 
interval is usually a sufficient technique needed to compensate the effect that the channel had upon the 
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transmitted signal without the need of very complicated equalization schemes.  From Chapter 2, it can be 
seen that the compensation was as simple as just performing a bitwise component division operation 
between the channel response and the received symbols.  however, in the case of a time-variant channel in 
order to mitigate the effects of the ICI caused by the existence of Doppler shift, the well known maximum a 
posteriori (MAP) algorithm technique [24] can be used to equalize the effects of the time-varying channel.  
It is necessary to know the channel coefficients of the time-discrete channel ݄௟, where ݈ is the ݈ െ ݐ݄ path of 
the channel impulse response (CIR), to combat ISI.  For instance, the systems in [34] and [26] use the MAP 
algorithm technique to do just that.  In a DSRC system model however, it will make sense to combat the 
ICI in frequency domain.  For performance enhancement purposes, we propose in this chapter a MAP-
based equalizer in the frequency domain (F-D).  Now that we are looking at the system in F-D, it is obvious 
that the MAP equalizer needs an equivalent channel model in F-D as well for its trellis description. 
ࢎ݇,݇  ࢎ݇,൏݇൅݈൐ݏܿ  
࢞൏݇െ1൐ݏܿ  ࢞݇,݇  ࢞൏݇൅1൐ݏܿ  
࢝݇
࢞൏݇െቀݏܿ2 ቁ൐ݏܿ
 ࢞൏݇െቀݏܿ2 െ1ቁ൐ݏܿ
ࢎ݇,൏݇െቀݏܿ2 ቁ൐ݏܿ
 ࢎ݇,൏݇െቀݏܿ2 െ1ቁ൐ݏܿ
 
࢟݇  
ࢎ݇,൏݇െ1൐ݏܿ  
 
 
Figure 4.3 Simplified Frequency Domain Channel Model 
Figure 4.3 shows the equivalent channel model in frequency domain [39].  Looking back at (2-8), and in 
terms of matrices, the FFT output of that relation is,  
 ࡲܻ ൌ ࡲሼܪ. ሺࡲሻு. ࢄሽ ൅ ࡲܹ ൌ ࡴࢄ൅ࢃ ൌ ࢅ 
(4-9) 
The time-invariant-time-domain CIR (ܪ) is a circulant matrix, while in frequency-domain the channel 
matrix (ࡴ) is a diagonal matrix.  However, in time-variant channels neither (ܪ) is circulant nor is (ࡴ) 
diagonal.  The off-diagonal elements of (ࡴ) are the representation of the ICI coefficients.  Fortunately, (ࡴ) 
has the highest power concentration of its most significant elements around the main diagonal [40].  A 
further discussion of the diagonal of the (ࡴ) will follow shortly and can also be seen in Figure 4.4.  
(ࡴ) can be represented as follows [39], 
 
ࡴ௦௖೔, ௦௖ೕ ൌ
1
ܰ
ා൭෍݄௡,௟. ݁
ି௝.ଶగ.௟.௦௖ೕ/ே
௅ିଵ
௟ୀ଴
൱
ேିଵ
௡ୀ଴
. ݁ି௝.ଶగ.൫௦௖೔ି௦௖ೕ൯.௡/ே 
(4-10) 
Where ݏܿ௜ and ݏ ௝ܿ are the addressing of the 2D matrix ࡴ௦௖೔, ௦௖ೕ, and each take the size of the number of 
subcarriers ሼܰሽ in an OFDM symbol, i.e. ݏܿ௜ and ݏ ௝ܿ are the ݅ െ ݐ݄ row and ݆ െ ݐ݄ column of possible ݏܿ 
subcarriers ሺ0 ൏ ݅ ൏ ݏܿ, ܽ݊݀ 0 ൏ ݆ ൏ ݏܿሻ.   
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ࢅ 
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 ൌ 
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ێ
ێ
ێ
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Figure 4.4 Subcarrier to Subcarrier ICI Contributions  
Figure 4.4, represents the power amplitude of the subcarriers with respect to one another and the subcarrier 
to itself or simply the (ࡴ) matrix of one OFDM symbol under Rayleigh fading with fd =1300Hz (Doppler 
frequency).  The amplitude in the 3-D plot was translated into log format to emphasize the amplitude 
difference between the subcarriers.  Referring to that figure, it is useful to note that the most concentration 
of ICI power exist around that of the subcarrier in question.  In other words, the neighbouring subcarriers 
have the highest level of interference between a subcarrier.  In Figure 4.4, the brighter the colors in the 2-D 
plot, the higher the ICI concentration between subcarriers.  In the 3-D plot, the higher concentration of ICI 
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between subcarriers exists at the peak of the image.  Equation (4-11), also demonstrates how each 
subcarrier is affecting the transmitted data to produce the output, that is, the received OFDM symbol data in 
frequency domain.  Due to the fact mentioned above, i.e. the ICI power concentration being around the 
“current” subcarrier in question, we can now further simplify the model by dropping the subcarriers that are 
relatively far from the “current” subcarrier, that is, we can express (4.9) or (4.11) in ݇௧௛ symbol data ࢟௞ as 
follows, 
 ࢟௞ ൌ ࢜௞ ൅ ࢝௞ 
where ࢜௞ ൌ ෍ ࢎ௞,ழ௞ି௟வೞ೎. ࢞ழ௞ି௟வೞ೎
௙
௟ୀି௙
 
(4-12) 
where ሺ2݂ ൅ 1ሻ is the total number of adjacent subcarriers used.  The dashed rectangular lines in Figure 4.3 
Simplified Frequency Domain Channel Model demonstrates a 3 subcarrier simplified model is chosen.  
Since the channel trellis in frequency-domain now depends only on the size of ሺ݂ሻ instead of the multipath 
delay memory elements ݈, as in the case of the time-domain channel model, the complexity of the MAP 
equalizer is now ݍଶ௙ number of states instead of  ݍ௟ (where ݍ is the constellation size of the modulation 
scheme used).  In our study here, we will limit ݂ to 1, which means that the complexity, when the number 
of states is concerned, will only depend on the modulation scheme used.  
4.2.2 State Diagrams of the F­D Channel Model 
This section shows the state diagram used to create the trellis of the simplified F-D channel model used in 
our BPSK modulated-message system.  By simplified, and as described in the previous section, it means 
that ሺ2݂ ൅ 1ሻ ݓ݅ݐ݄ ݂ ൌ 1 is used to define the total number of adjacent subcarriers used.   
Table 4-2: State Diagram for Simplified F-D Channel Model with BPSK Modulated Input 
Modulated Input 
(࢞࢑) 
Present State 
(PS) 
PS 
Next State 
(NS) 
Output (࢟࢑) 
+1 
 
‐1 
+1+1 
+1+1 
0 
+1+1 
‐1+1 
൅ࢎ௞,ழ௞ିଵவೞ೎ ൅ ࢎ௞,௞ ൅ ࢎ௞,ழ௞ାଵவೞ೎ 
െࢎ௞,ழ௞ିଵவೞ೎ ൅ ࢎ௞,௞ ൅ ࢎ௞,ழ௞ାଵவೞ೎ 
+1 
 
‐1 
+1‐1 
+1‐1 
1 
+1+1 
‐1+1 
൅ࢎ௞,ழ௞ିଵவೞ೎ ൅ ࢎ௞,௞ െ ࢎ௞,ழ௞ାଵவೞ೎ 
െࢎ௞,ழ௞ିଵவೞ೎ ൅ ࢎ௞,௞ െ ࢎ௞,ழ௞ାଵவೞ೎ 
+1 
‐1 
‐1+1 
‐1+1 
2 
+1+1 
‐1+1 
൅ࢎ௞,ழ௞ିଵவೞ೎ െ ࢎ௞,௞ ൅ ࢎ௞,ழ௞ାଵவೞ೎ 
െࢎ௞,ழ௞ିଵவೞ೎ െ ࢎ௞,௞ ൅ ࢎ௞,ழ௞ାଵவೞ೎ 
+1 
‐1 
‐1‐1 
‐1‐1 
3 
+1+1 
‐1+1 
൅ࢎ௞,ழ௞ିଵவೞ೎ െ ࢎ௞,௞ െ ࢎ௞,ழ௞ାଵவೞ೎ 
െࢎ௞,ழ௞ିଵவೞ೎ െ ࢎ௞,௞ െ ࢎ௞,ழ௞ାଵவೞ೎ 
 
4. Performance Enhancement of DSRC Systems 
  62 
The state diagram basically shows all the possible entries to the F-D channel trellis, in order to create the 
present states, next states and output to the channel model of Figure 4.3.  
Table 4-2 shows the state diagram for our simplified frequency domain channel model with BPSK 
modulated input data to the channel.  Using the same principles, it can be extended to other modulations 
schemes, QPSK and M-ary QAM modulations. 
4.2.3 Frequency Domain MAP Equalization Model 
Fig.4 demonstrates the block diagram for our proposed MAP equalization in the DSRC receiver design.  
This subsection will be dedicated to derive the MAP equalization algorithm that will be used in our 
proposed receiver design by making use of the reduced (lower complexity) non-diagonal matrix (ࡴ) 
derived above for the equivalent frequency domain channel model with ICI elements.  The idea behind both 
the MAP-based equalizer and the MAP-based decoder [26], are the same, and that is, to maximize the a 
posteriori probabilities (APP) ܲሺ࢟௞ ൌ ࢟|ሾ࢟௡ሿሻ given the received OFDM sequence ሾ࢟௡ሿ   
 ࢟෥௞ ൌ ܽݎ݃ ൜ ݉ܽݔ࢟אሺିଵ,ଵሻ ܲሺ࢟௞ ൌ ࢟|ሾ࢟௡ሿሻ ൠ 
௬௜௘௟ௗ௦
ሱۛ ۛሮ ݌ሺݏ, ݏ′, ሾ࢟௡ሿሻ ൌ ݌ሺሾ࢟௡ሿሻ. ݌ሺݏ, ݏ′|ሾ࢟௡ሿሻ 
(4-13) 
where ݏ and ݏ′ are the present state and the next state in all possible states ࡿ of the channel/encoder trellis, 
respectively.  A described in Chapter 2, a trellis description of a convolution encoder is very useful in 
decoding (e.g computing the APPs, in the case of MAP algorithm.  Let the set of all valid branches in a 
trellis of the simplified frequency domain channel model of Figure 4.3 with ݂ ൌ 1 be §.  It can be given as,  
 §ሺݏ, ݏ′ሻ ൌ ሼሺ0,0ሻ, ሺ0,2ሻ, ሺ1,0ሻ, ሺ1,2ሻ, ሺ2,1ሻ, ሺ2,3ሻ, ሺ3,1ሻ, ሺ3,3ሻሽ 
(4-14) 
The sequence ሾ࢟௡ሿ can be separated into smaller segments in that ݊௧௛ OFDM symbol, 
ሾ࢟௡ሿ ൌ ሼሾ࢟ଵ,… , ࢟௞ሿ, ሾ࢟௞ሿ, ൣ࢟௞ାଵ, … , ࢟ேೞ൧ሽ, and applying the joint probabilities, we obtain 
  ݌ሺݏ, ݏ′, ሾ࢟௡ሿሻ ൌ ݌ሺݏ, ሾ࢟ଵ, … , ࢟௞ሿሻ. ݌ሺݏ′|ݏሻ. ݌ሺ࢟௞|ݏ, ݏ′ሻ. ݌൫ൣ࢟௞ାଵ,… , ࢟ேೞ൧|ݏ
′൯ 
(4-15) 
The four terms on the right hand side of (4-15) include the forward and backward recursions  
 ݌ሺݏ, ሾ࢟ଵ, … , ࢟௞ሿሻ ൌ ߙ௞ሺݏ′ሻ ൌ෍ߙ௞ିଵሺݏሻ. ߛ௞ିଵሺݏ, ݏ′ሻ
௦אࡿ
 
 
(4-16) 
 ݌൫ൣ࢟௞ାଵ, … , ࢟ேೞ൧|ݏ
′൯ ൌ ߚ௞ሺݏ′ሻ ൌ෍ߚ௞ାଵሺݏሻ. ߛ௞ሺݏ′, ݏሻ
௦אࡿ
 
(4-17) 
where ࡿ is all possible states in the trellis, and the initial states or values for both α଴ሺݏሻ and βN౩ሺݏሻ is equal 
to 1, which means that we assume all states are equal probable.  
The second term or the gamma function γ୩ሺݏ, ݏ
′ሻ is the only term from among the other two terms that will 
be different for both the equalizer and the decoder.  For the equalizer, we have 
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 ݌ሺݏ′|ݏሻ. ݌ሺ࢟௞|ݏ, ݏ′ሻ ൌ ߛ௞ሺݏ, ݏ′ሻ ൌ 
ቊ
݌൫࢞࢑ ൌ ࢞௦, ௦′൯. ݌൫࢟௞|࢜௞ ൌ ࢜௦, ௦′൯, ሺݏ, ݏ
′ሻ א §
  0,   Otherwise
 
 
(4-18) 
࢞௦, ௦′ and ࢜௦, ௦′ represent the input and output symbols that correspond to ݏ and ݏ′ states in the channel trellis 
in the frequency domain, respectively.  The conditional probability in the γ୩ሺݏ, ݏ
′ሻ function ݌൫࢟௞|࢜௞ ൌ
࢜௦, ௦′ሻ is:    
 
݌൫࢟௞|࢜௞ ൌ ࢜௦, ௦′൯ ൌ ݁
ቄିቀ ଵ
ଶఙమ
ቁ.ሺ࢟ೖି࢜ೖሻమቅ 
again, ࢜௞ ൌ ෍ ࢎ௞,ழ௞ି௟வೞ೎. ࢞ழ௞ି௟வೞ೎
௙
௟ୀି௙
 
(4-19) 
ߪଶ is the variance of the AWGN in inphase and quadrature components.  While ݌൫࢞࢑ ൌ ࢞௦, ௦′൯ is the a 
priori information to the equalizer and is set to 0.5 when no iteration is taking place, that is, no extrinsic 
information is provided to the equalizer from the decoder.  It is 0.5 because the values ࢞௞ could take on the 
values of 0 or 1 at equal probability due to the assumption that they are independent and uniformly 
distributed.  If the log-likelihood ratios (LLRs) are used, and the a priori given to the equalizer from the 
decoder is in that format, then the calculation of the  γ୩ሺݏ, ݏ
′ሻ function will be as follows:   
 
 
ߛ௞ሺݏ, ݏ′ሻ ൌ 
݁ቄ
ଵ
ଶ.௅௅ோ೐
೔ ൫࢞ೖ,ೡ൯.࢞ೖ,ೡቅ. ݁ቄିቀ
ଵ
ଶఙమ
ቁ.ሺ࢟ೖି࢜ೖሻమቅ 
again, ࢜௞ ൌ ෍ ࢎ௞,ழ௞ି௟வೞ೎. ࢞ழ௞ି௟வೞ೎
௙
௟ୀି௙
 
(4-20) 
ܮܮܴ௘௜ ሺ࢞௠ሻ ൌ 0 at 0 iteration, and then at each iteration that follows it will take on the extrinsic values that 
come from the decoder. 
From (4-13) and (4-15), and by taking all the possible branches in the trellis that take the input ࢞௞ ൌ ࢞, the 
output APP of the equalizer can now be defined as: 
 ݌ሺ࢞௞ ൌ ࢞|ሾ࢟௡ሿሻ ൌ ෍ ܲሺݏ, ݏ′|ሾ࢟௡ሿሻ
࢞ೞ, ೞ′ୀ࢞
௦, ௦′א§
ൌ ෍ ߙ௞ሺݏ′ሻ.
࢞ೞ, ೞ′ୀ࢞
௦, ௦′א§
ߚ௞ାଵሺݏሻ. ߛ௞ሺݏ′, ݏሻ  
(4-21) 
We included the demapping operation and the log-likelihood ratios (LLRs) as follows: 
 
ܮܮܴ൫࢟෥௞,௩൯ ൌ ݈݋݃
݌൫࢟௞,௩ ൌ ൅૚|ሾ࢟௡ሿ൯
݌൫࢟௞,௩ ൌ െ૚|ሾ࢟௡ሿ൯
 
ൌ ෍ ߙ௞ሺݏ′ሻ.
࢟ೖ,ೡୀାଵ
௦, ௦′א§ 
ߚ௞ାଵሺݏሻ. ߛ௞ሺݏ′, ݏሻ ෍ ߙ௞ሺݏ′ሻ.
࢟ೖ,ೡୀିଵ
௦, ௦′א§
ߚ௞ାଵሺݏሻ. ߛ௞ሺݏ′, ݏሻ൙  
(4-22) 
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࢟௞,௩ is the transmitted symbol ࢟௞ at bit ࢜ (2 bits for QPSK and 1 bit for BPSK) in the frequency domain, 
and again [࢟௡ሿ is the received OFDM symbol. The LLR is usually used to determine whether the ݌ሺ࢞௞ ൌ
൅૚ሻ is larger, smaller or equal than that of its opponent ݌ሺ࢞௞ ൌ െ૚ሻ,  
 ݂݅ ܮܮܴ൫࢟௞,௩൯ ൐ 0 
ݐ݄݁݊ ݌ሺ࢞௞ ൌ ൅૚|ሾ࢟௡ሿሻ ൐ ݌ሺ࢞௞ ൌ െ૚|ሾ࢟௡ሿሻ 
݈݁ݏ݂݁݅ ܮܮܴ൫࢟௞,௩൯ ൏ 0 
ݐ݄݁݊ ݌ሺ࢞௞ ൌ ൅૚|ሾ࢟௡ሿሻ ൏ ݌ሺ࢞௞ ൌ െ૚|ሾ࢟௡ሿሻ 
݈݁ݏ݁ ݌ሺ࢞௞ ൌ ൅૚|ሾ࢟௡ሿሻ ൌ ݌ሺ࢞௞ ൌ െ૚|ሾ࢟௡ሿሻ 
(4-23) 
These LLR values are then deinterleaved and then given to the MAP decoder as LLR inputs or a priori 
information.   
We can also use the matrix operations as a description, for example the simplified channel trellis with ݂ ൌ
1, and by letting ݌൫࢟௞|࢜௞ ൌ ࢜௦, ௦′൯ ൌ ܤ in (4-18), and combining it to all the valid branches §ሺs, ݏ′ሻ from 
(4-14), we obtain the term ݌ሺ࢟௞|ݏ, ݏ′ሻ for γ୩ሺݏ
′, ݏሻ in the following matrix format,  
 
ሼ݌ሺ࢟௞|ݏ, ݏ′ሻሽ௦,௦′א § ൌ ൦
ܤ 0 ܤ 0
ܤ 0 ܤ 0
0 ܤ 0 ܤ
0 ܤ 0 ܤ
൪ 
(4-24) 
If we separate the transitions that contain the input 1 from the ones with input 0, we obtain: 
 
ሼ݌ሺ࢟௞|ݏ, ݏ′ሻሽ௦,௦′א డሺଵሻ ൌ ൦
0 0 ܤ 0
0 0 ܤ 0
0 0 0 ܤ
0 0 0 ܤ
൪ , ሼ݌ሺ࢟௞|ݏ, ݏ′ሻሽ௦,௦′א డሺିଵሻ ൌ ൦
ܤ 0 0 0
ܤ 0 0 0
0 ܤ 0 0
0 ܤ 0 0
൪ 
(4-25) 
where ∂ሺxୱ,ୱ′ሻ is the xୱ,ୱ′ ൌ 1 or െ 1 transition states. 
Therefore γ୩ሺݏ
′, ݏሻ is a matrix of ܵ ൈ ܵ dimensions, represented by Γ୩ିଵ.  Let ࡭௞ represent the matrix 
version of the α୩ሺݏ′ሻ function in (4-16), we note that ࡭௞ is 1 ൈ ܵ matrix.  There we get, 
 ࡭௞ ൌ ࡭௞ିଵ ߁௞ିଵ (4-26) 
 
࡭௞ିଵ is the transpose of matrix ࡭௞ିଵ.  Similarly, for the ࢼ୩ሺݏ′ሻ function in (4-17), we get 
 ࢼ௞ ൌ ࢼ௞ାଵ ߁௞ 
(4-27) 
4.2.4  Decoder Model 
The MAP decoder takes these LLR values of each bit and then decodes the information.  The decoding 
process is similar to that of the equalizer by providing its own a posteriori information at its output.  The 
decoder may also include the extrinsic information about the coded bits as a priori feedback to the 
equalizer.  The output of the decoder will make a decision based on the information bits ࢛௞ using Equation 
(4-23) and the sign of the following equation similar to Equation (4-22), 
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ܮܮܴሺ࢛෥௞ሻ ൌ ݈݋݃
݌ ቀ࢛௞ ൌ ൅૚|ܮ஽൫࢟෥௞,௩൯ቁ
݌ ቀ࢛௞ ൌ െ૚|ܮ஽൫࢟෥௞,௩൯ቁ
ൌ ෍ ߣ௞ሺݏሻ
࢛ೖୀାଵ
௦א§ 
෍ ߣ௞ሺݏሻ
࢛ೖୀିଵ
௦א§ 
൙  
ݓ݄݁ݎ݁ ߣ௞ሺݏሻ ൌ ߙ௞ሺݏሻ. ߚ௞ሺݏሻ 
(4-28) 
In other words, the forward and backward recursions are multiplied componentwise together to produce the 
maximum probability of the input being a 1 or a 0 at a specific instant of time.  The summation in (4-28) 
sums the elements in the matrix that resulted from the component wise multiplication, for all transition 1 
and transition 0 for the numerator and denominator, respectively to obtain the final LLR result.  The LLR 
can then be used to make a ‘HARD’ decision on the equalized or decoded symbols or bits (decoder in this 
case) through its sign, 
 
࢛ෝ௞ ൌ ൜
1, ܮܮܴሺ࢛෥௞|ሾ࢟௡ሿሻ ൒ 0
0, ܮܮܴሺ࢛෥௞|ሾ࢟௡ሿሻ ൏ 0
 
(4-29) 
 
The forward/backward calculations are the same for both the decoder and the equalizer with the exceptions 
of initial states conditions for the decoder is different than that of the equalizer, i.e.  
 
ቊ
ߙ଴ሺ0ሻ ܽ݊݀ ߚேೞሺ0ሻ ൌ 1,
ߙ଴ሺݏሻ ܽ݊݀ ߚேೞሺݏሻ ൌ 0, ׊ݏ ് 0
 
(4-30) 
 
Also, the  γ୩ሺݏ, ݏ
′ሻ function is different due to the different kinds of inputs to the soft-input soft-output 
(SISO) decoder. 
 
 ߛ௞ሺݏ, ݏ′ሻ ൌ ݁
∑ ቀଵଶ.௅௅ோ൫࢟෥ೖ,ೡ൯.࢟ೖ,ೡቁ
భ
ೃ
೔సభ . ݁
ଵ
ଶ.௅௅ோሺ࢛ೖሻ.࢛ೖ 
(4-31) 
ܴ is the code rate (ܴ ൌ 1/2), ܮܮܴ൫࢟෥௞,௩൯ is the LLR input to the decoder that came from the 
equalizer.  ܮܮܴ൫࢟෥௞,௩൯ contain the channel information. ܮܮܴሺ࢛௞ሻ is the a priori information of the 
information bits ࢛௞, which is set to zero due to the fact that the random variables or information bits ࢛௞ are 
assumed independent and uniformly distributed (hence equal probable in either taking on the values 1 or 0).  
The term ቄଵ
ଶ
. ܮܮܴ൫࢟෥௞,௩൯. ࢟௞,௩ቅ in (4-31) is the conversion of the LLR value of the a priori information 
ܮܮܴ൫࢟෥௞,௩൯ into a probabilistic value.  There’s a constant value that wasn’t included in that term, and that is 
because it will be cancelled at the decoder’s LLR output calculation in (4-28).  The LLR conversion 
happened through the relation: 
 
ܲ൫࢟௞,௩หሾ࢟௡ሿ൯ ൌ
݁ቄሾ࢟೙ሿቀ௅௅ோ൫࢟ೖ,ೡ|ሾ࢟೙ሿ൯ቁቅ
1 ൅ ݁ቄሾ࢟೙ሿቀ௅௅ோ൫࢟ೖ,ೡ|ሾ࢟೙ሿ൯ቁቅ
ൌ ܥ כ ݁
ቐ
ሾ࢟೙ሿቀ௅௅ோ൫࢟ೖ,ೡ|ሾ࢟೙ሿ൯ቁ
ଶ ቑ
 
ܥ ൌ
݁
ି௅௅ோ൫࢟ೖ,ೡ|ሾ࢟೙ሿ൯
ଶ
1 ൅ ݁ି௅௅ோ൫࢟ೖ,ೡ|ሾ࢟೙ሿ൯
 
(4-32) 
 
C is the constant that doesn’t depend on ൣyn൧ and cancels out in the output LLR calculation of a SISO 
decoder. 
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4.3 Simulation Results 
The performances of the proposed system against the conventional system for DSRC system are depicted 
from Figure 4.5 to Figure 4.10. 
In each simulation, we simulated the BER and PER vs. the Eb/No performances under the worst case 
scenario, i.e. No-LOS Rayleigh faded channel, was used.  The relative velocity of around 238 Km/hr (fd 
=1300) was chosen, which was around the legal relative speed limits of vehicles.  AWGN was also used as 
the noisy channel.  All the simulations were carried out for the 60 ODFM symbols for each packet for 1200 
packets.  The modulation schemes used are BPSK and QPSK.  The system was simulated under varying 
SNR or Eb/No.  The summary of the range of values of the variables used in the simulations can be found 
under Table 4-3.   
Table 4-3: Simulation Values 
Name Abbreviation Unit Values 
Signal-to-Noise Ratio SNR dB [1, 5, 8, 11, 14, 17, 20, 23] 
Maximum Doppler 
Frequency (velocity) 
௠݂
(v) 
Hz 
(km/h) 
[1300]  
[238] 
Symbol Duration ௦ܶ ߤݏ  [8] 
Packet Length ௦ܰ Symbols/packet [60] 
Rice Factor K  [0] 
Modulation m  [BPSK, PSK] 
Decoding   MAP Algorithm 
 
What follows are the simulation results. 
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a) BER vs. SNR 
 
 
b) PER vs. SNR 
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Figure 4.5 Proposed vs. Conventional BPSK, QPSK modulation, with and without perfectly known 
coefficients at fd=1300Hz 
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a) BER vs. SNR 
 
 
b) PER vs. SNR 
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Figure 4.6  Proposed vs. Conventional BPSK modulation at fd=1300Hz 
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a) BER vs. SNR 
 
b) PER vs. SNR 
0 5 10 15 20 25
10-5
10-4
10-3
10-2
10-1
100
Eb/N0 (dB)
B
it 
E
rro
r R
at
e
BPSK, BER against SNR for fd 550, Ns 60 under Rayleigh Fading.
conventional (BPSK)
proposed (BPSK)
0 5 10 15 20 25
10-3
10-2
10-1
100
Eb/N0 (dB)
P
ac
ke
t E
rro
r R
at
e
BPSK, PER against SNR for fd 550, Ns 60 under Rayleigh Fading
conventional (BPSK)
proposed (BPSK)
 
Figure 4.7 Proposed vs. Conventional BPSK modulation at fd=550Hz 
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a) BER vs. SNR 
 
b) PER vs. SNR 
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Figure 4.8 Proposed vs. Conventional QPSK modulation at fd=1300Hz 
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b) PER
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Figure 4.9  Proposed vs. Conventional QPSK modulation at fd=550Hz 
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Figure 4.10 Soft Demapping BCJR vs. Proposed 
The simulation results depict a considerably high improvement in performance using the proposed 
frequency-domain equalizer.  From Figure 4.5, it can be seen that the proposed system with BPSK 
modulation (with doppler frequency of 1300Hz), and with perfectly known coefficients, had a performance 
gain of around 15 dB and 12 dB for the BER and PER performances, respectively.  For QPSK with doppler 
frequency of 1300Hz (about the maximum relative highway street speeds), tested under conventional 
channel estimation, had a performance gain of about 3 dB as seen in Figure 4.8 under the PER plot.  From 
Figure 4.7, BPSK with doppler frequency of 550Hz (about the maximum relative city street speeds) had a 
performance gain of around 6dB for PER performance.  BPSK without perfect known coefficients had a 
performance gain of around 12 dB and 9 dB for BER and PER respectively, as seen in Figure 4.6.  Also we 
can see that there were no errors after 14 dB with for BPSK with perfect coefficient knowledge or not and 
at fd = 1300, as seen in Figure 4.5 and Figure 4.6.  We have shown both QPSK and BPSK performances 
with both perfect knowledge of the channel coefficients and channel coefficients obtained from 
conventional channel estimation together in one plot, as seen in Figure 4.5 .  It can be seen that the QPSK 
proposed, although it did not perform better than the proposed BPSK, it still outperformed the conventional 
DSRC system by up to 14 dB and 7 dB with the perfect knowledge of channel coefficients case and for 
BER and PER , respectively.    
 
The results shown in Figure 4.10 are the simulation comparisons between the proposed system of this 
chapter, i.e the frequency-domain equalizer in DSRC system, and the proposed Linear demapper found in 
chapter 3.  The reason for this test is to show how well the proposed system equalization performed 
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compared with the same system that tries to use soft demapping and decoding techniques, which also helps 
with the error corrections process.  The simulation environment was the same for the comparisons, even the 
decoders for both systems are the same.  The simulation results demonstrate that our proposed scheme 
equalized the channel as expected, because the proposed system combated the ICI that exist naturally in 
time-varying channels. 
In addition, all the simulation results show that our proposed system did not have errors at high SNR, 
which allows higher throughput possible.  Higher throughput is critical when it comes to communicating 
important information to ensure road safety. 
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Chapter 5 Conclusions and Future Works 
Chapter 5 
Conclusions and Future Works 
This thesis started with an investigative approach study of the DSRC system with respect to its 
performance when it was exposed to harsh outdoor environments.  It was shown that the conventional 
DSRC system performed very poorly due to its inability to mitigate the effect of the channel response and 
the noisy channel that limited its performance in the first place.  Its poor performance was directly related 
to its poor channel estimation design that only considered time-invariant channel.  In addition, the signal 
compensator is similar to a one-tap equalizer, which is what usually a typical OFDM system uses to 
equalize the time-invariant channel.  Therefore, the problem with that signal compensation design is that it 
only works when the assumption of the time-invariant nature of the channel is valid.  The reason is that the 
time-variant channel does not produce a circulant time-domain or a diagonal frequency-domain channel 
matrices, instead it produces a non-diagonal channel matrix, where the non-diagonal components represent 
the inter carrier interference (ICI) coefficients.  In other words, the orthogonality of the subcarriers in the 
OFDM system will be rendered invalid, which result in the interference of these subcarriers with one 
another. 
These findings inspired our proposed receiver design to take into account these ICI coefficients and 
equalize the channel in the frequency-domain rather than the time-domain.  We have shown that the 
proposed DSRC receiver design outperformed the conventional DSRC design by up to 15 dB and 12 dB 
against the same levels of BER and PER, respectively.  This improvement in performance translates to an 
affordability of transmission of larger number of packets at relatively high velocities. 
Furthermore, we investigated the DSRC system's performance when different soft decoding and soft 
demapping schemes replaced the conventional hard decision scheme.  It was shown that although the 
system performed better with soft demapping and soft decoding schemes, the system still had a problem 
with the existence of the ICI coefficients caused by the channel.  The usefulness of the frequency-domain 
MAP equalization was evident when we demonstrated through simulations and at worst case scenario, i.e. 
in Rayleigh faded channel, and with the receiver equalizer block being the only block that was changed in 
the system, the proposed scheme with the MAP equalizer outperformed the system with the soft demapping 
and soft decoding schemes by a substantial amount.  In addition no error floor existed in the proposed 
design under the simulated conditions. 
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We also proposed an object-oriented simulation environment for OFDM systems, which can also be used 
for other communication systems.  The proposed simulation environment maximized the diversity of 
specific analysis that can be compared. 
The fact that the 5.9 GHz DSRC system is still undergoing the process of deployment, the findings in this 
thesis can be further expanded by exploiting or designing lesser complex algorithms for hardware 
implementation of the frequency-domain MAP equalizer or even exploiting other algorithms, which can 
accept the ICI coefficients in their designs to mitigate the effect of the channel response in time-
varying channels.  In addition to that, different channel estimation schemes would be worthwhile exploiting 
to help provide more accurate representation of the ICI coefficients to the frequency-domain equalizer.  
Turbo decoding was proven by many researchers to help produce BER performance close to the Shanon 
limit.  Therefore, our proposed design can be further expanded and tested with the turbo equalization 
concepts implemented in its design.  
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Graphical User Interface (GUI) and Simulator for 
OFDM Systems 
 
We propose a Graphical User Interface with an object oriented rapidly reconfigurable simulator of a 
generic Orthogonal Frequency Division Multiplexing communication system.  Object-oriented systems can 
be designed to be reconfigurable more easily than non-Object-oriented systems.  A GUI interface was 
developed to serve as a tool for a student or advanced professional as a means for investigating particular 
designs.  Giving a GUI to a reconfigurable OFDM system allows for rapid investigation into relative 
performance analysis (under various conditions and configurations) that would not be as easily accessible 
otherwise.  Additional components can be integrated with relative ease.  Example benefits are provided and 
a variety of techniques are shown for testing OFDM systems on a reconfigurable simulator.  
A.1 Introduction 
OFDM Communication Systems can have very different configurations from each other, and depending on 
the transmission medium can also have very different performance characteristics.  In order to test a 
proposed theory for communication advancement, either a full prototype or a simulation must be 
developed.  This Appendix focuses on the design of a simulation environment as a first stage of a design 
implementation, and as a learning/research tool.    
For the scope of this Appendix, receiver Design through Object Based testing is the focus.   
Object oriented simulation environments allow for a fair comparisons for multiple receiver designs to be 
tested under the same transmission circumstances.  This allows for relatively small simulations to carry 
significantly more meaning than compared with systems that employ, thus making it useful for getting 
reliable estimates of performance once all components have been verified.  
The initial investment in simulator design is higher than that of a straight implementation.  This fact is 
mitigated by the re-usability of the generic design and potential for rapid reconfiguration of the design.    
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Most communication systems are required to operate in different operating modes, having a simulator 
capable of reconfiguring on demand in a similar way is desirable as it gives ability to test the full system 
performance.    
Object oriented simulators can be made compatible with other object oriented simulators with relative ease 
and hence can be reused as components when simulating other aspects of a communication system.  
Additionally, hardware components can be linked into the simulation itself with proper data networking.    
A.2 Advantages 
Some of the Advantages of using an object oriented simulation design are that it allows for freedom from 
the engineering team's perspective to approach a broad set of communication scenarios at reduced project 
cost due to component reuse.    
A.2.1 ease of use 
Good for novice users because they can use already existing blocks to experiment without having a 
programming overhead.  Any user can make changes to settings using a GUI interface linked with the 
objects, which gives the advantage of needing less initial investment to start investigating or learning a 
particular OFDM system.  
A.3 Simulation Environment 
A.3.1 Environment overview 
The Simulation Environment is designed to allow for many changes to be made to the system being 
simulated without having to change the code defining the simulator.  This is due to the fact that the 
simulation parameters are separated from the system code.  The simulation parameters and system 
configuration, is passed to the simulation setup level, which in-turn passes the system configuration as a 
global variable for the various components. External components can be either flexibly designed or 
specifically designed based on user requirements.  
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Figure A.1 Illustration of Information exchange between GUI and Simulator 
Shared information is passed to each object in the simulator (i.e. fft length, # parallel transmission carriers, 
number of pilot symbols etc.).  In addition, specific information for a particular object is passed as design 
specific information.   
A.3.2 Simulation and System Parameters 
The Simulation and System Parameters define what is being tested, and what configuration of system the 
testing is being done on respectively. For example to test a transmitter/receiver through a channel with 
varying ܧ௕ ଴ܰ⁄ , one would set a vector of changing ܧ௕ ଴ܰ⁄ .  
A.3.3 Model­Based/Object­Oriented Engineering 
Computer and Electrical Engineering is a broad field that is advancing the way we use technology, the 
speed at which new systems are developed is a metric for measuring good progress within this field.  
Dynamic Objects that work with each other have the advantage of being easily adapted to existing or new 
systems with little discrimination, and allow for creative implementations.  A standards based transmitter 
can be coupled by a receiver that improves upon the standard receiver model, and also visa-versa.  Using an 
object oriented simulator in the design process allows for flexibility and gives assistance in creating 
optimum designs through comparative analysis.  
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A.3.4 Simulation Configuration 
The main specification of the Simulator can be completely defined in the GUI, with all the parameters 
being saved and sent to the simulator via a configuration file.  
In order to give fair result comparisons with relatively little iteration, it is important to duplicate many 
aspects of the simulation on each pass.   That is why each compared design should the same channel 
distortions, of course this is not feasible in the real world, but through simulation and estimation of channel 
response, this can be achieved using pseudo random functions and using the same position of variation in 
algorithms such as the jakes Rayleigh fade model.   
 
Transmitter 1
Channel 1 Channel 2
Receiver 1 Receiver 2 Receiver 3 
Combine data results and output performance
 
Figure A.2 Tiered Simulation with each path resulting in dataset for output 
Tiered simulation is beneficial because it can give fast comparisons of different scenarios.  Running 
different receivers through the same system and comparing results can lead to better analysis.   
A.3.5 Iterative Case 
For an iterative receiver, a mechanism must exist to fork the current receiver and still keep the data results 
from the previous iteration.  This is achieved by inserting a duplicate receiver class into the receiver list 
class and feeding the required feedback iteration information.  This allows for analysis at the multi 
simulation level, and additionally if feedback information is preserved from the receiver, further iterations 
can be added to an existing simulation data set for further analysis.  
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Combine data results and output performance
 
Figure A.3 Modified Tiered Simulation to include Iteration 
Figure A.3 illustrates the simulation flow when an iterative receiver is added for comparison against all 
other receiver versions.  To achieve this, the iterative receiver needs to have a feedback component and 
save the feedback information for the next iteration. 
A.3.6 System Configuration 
In order to enable the comparison of different implementations of various systems, the configurations run 
in each simulation block are expected to change according to settings defined by the user.    
A.3.6.1 Constraints 
It is assumed that the goal of the receiver is to be able to reproduce the original transmission information in 
its original format, and hence the receiver should output in the same format as the transmitter's input for 
comparison.   
A.3.7 Simulation Settings in the GUI 
The GUI contains settings regarding general flexibility available in a particular simulation.  The main GUI 
in the implementation presented was developed using MATLAB Graphical User Interface Development 
Environment.    
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Figure A.4 Main GUI page 
 
 
Figure A.5 GUI Layout Sections 
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Next we will describe each section of the GUI layout (Figure A.5) in more detail. 
A.3.7.1 Encoder Settings  
Here the trellis can be specified by specifying the constraint length, feedback loops (decimal binary 
representation of branches) and the trackback length (Figure A.6: trellis input).  Additionally the packet 
length required is specified, which then translates to the number of OFDM symbols being simulated.  Nsoft 
represents the number of 2௡௦௢௙௧ െ 1 decisions for the soft representation of bit values.  This is and the 
modulation settings are available in different versions of BPSK, QPSK and QAM depending on the system 
being simulated during a run. 
 
Figure A.6 Encoder Settings 
Packet length is chosen and the number of OFDM symbols required to represent that quantity is   
2 ݔ ݌݇ݐ݈݁݊ כ ܴܿ etc.  .   
 
Figure A.7 Decoder Selection process 
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Matched demodulators
Available 
Decoders
Decoder
Selector
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The available decoders are shown in a list that can be selected, and optionally assign an alternate 
demodulator scheme as well for further comparisons.  For example, in Figure A.7, the matching 
demodulator for vitdec decoder is QAM16 which represents a hard decision demodulation suitable for the 
hard decision Viterbi decoder.   
A.3.7.2  Transmitter/Receiver Settings 
The Transmitter and Receiver settings store fundamental values that are essential to the interoperability of 
components of the system, to ensure input output size bounding.   
 
Figure A.8 Transmitter and Receiver constants for interoperability between components 
 
A.3.7.3 Simulation Settings  
The simulation settings give a selection of different options to choose from when comparing different 
systems, example for varying ebn0, choose a vector from start to end with constant fd.  Not all options are 
available by default because some options offer conflicting settings, or are not compatible with all 
components being simulated.   
 
Figure A.9 varying ܧ௕/ ଴ܰ 
For varying ebn0, choose vector for ebn0, and a constant fd (i.e. it is seen in Figure A.9 that the fd is 27 in 
this case), notice that the fd vector selection is disabled, and the constant fd* option is enabled. 
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Figure A.10 varying Doppler shift 
For varying fd, choose vector for fd, and a constant ebn0, notice that the ebn0 vector and constant fd 
selection is disabled to correspond to the new varying fd case. 
A.3.7.4 Output and Visual Settings  
The output and visual settings define where to save the plotted information as well as what kind of 
intermediate information to display for analyzing internals (i.e. scatter plots).   
 
Figure A.11 output settings 
The check boxes allow for automatic choice of save location based on overall system parameters, for easy 
review at a later time.  Figure A.11 shows the expansion of some scatter plot options, also the save all plots, 
add extra info and add date options are enabled which enable the automatic saving of output in the “plots/” 
subfolder.   
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A.3.7.5 Channel Settings  
The channel settings can be varied to check for response under different fade, and noise simulation 
components. 
 
 
Figure A.12 configurable channel properties 
Rayleigh fading can be selected, and a specular component can be added by adjusting the K (rice) factor. 
The position of the Jakes Rayleigh fade can be adjusted by entering a matrix for the starting point of the 
path (i.e. [1000 2000]).   
A.3.7.6 Input Settings 
The input settings section allows for a message to be defined for use in the simulator.  By default the 
simulator will use the same message if generating a new message, and if the user wants to run the same 
message on multiple computers, they can specify a *.mat file containing the variable msg for use in the 
compatible simulation.   
 
 
Figure A.13 default action is to create a new simulation message 
 
Figure A.14 msg load section with new message disabled, showing name of the message to load message. 
Figure A.14 shows that when disabling the new msg checkbox, the msg name to be loaded (relative to the 
current directory) is shown that can be changed to point to a specifically saved message. 
Saving a message for use on another computer is enabled by marking the save msg check box, which will 
save the transmitted message (before encoding) in a file “msg.mat”. 
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A.3.7.7 Different pilot settings 
The pilot settings can be chosen at varying positions in order to allow for multiple scheme tests.  Increasing 
number of pilot subcarriers decreases the throughput but still serve as good metrics when comparing error 
rates.  
Pilots can be either whole subcarriers, or OFDM Symbols, or a combination of both for testing purposes.    
 
 
Figure A.15 Choose the number of paths 
 
 
Figure A.16 choose the channel noise method 
Figure A.15 shows the number of Rayleigh paths setup for the current simulator, and, Figure A.16 shows 
underneath that, the start of the Jakes Rayleigh fade counter for each path, and the available noise level 
options. 
A.4 Output Comparisons and Plotting 
Different comparisons can be made with relative ease through an interface, or through manual combining 
of data. 
A.4.1 Plotting 
When designing a communication system, having information such as the performance of an adaptive 
equalizer is very important, and measuring that performance directly is very useful as well.  If a standard 
object oriented model is used, the task of analyzing is limited only by the software compatible the objects 
in questions.   
Default plots are bit and packet error bar charts, and bit and packet error rates. 
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Figure A.17 Different Receivers with different demodulations schemes 
A.4.1.1 Scatter plots  
Scatter plots at various points of the simulation can be visualized through the drop down menu as seen in 
Figure A.11.  Below is an example of a generated scatter plot. 
 
Figure A.18 QAM16 scatter plot at ܧ௕/ ଴ܰ = 20dB 
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A.4.1.2 Alternative simulation combinations 
The data generated by each simulation is saved as a data file that can be combined with other simulations.  
If using multiple computers to generate as simulation, each saved data can then be combined at the end in 
order to generate more refined/more accurate plots.  
A.5 Other Consideration 
A.5.1 Motivation 
Motivation for this work is based on the time consumption involved in designing simulators of multiple 
alternatives of a system, and to make the most use of available resources for a researcher as possible 
through automatic redistribution of load.  
A.6 Design 
A.6.1 Language and Objects 
Higher level languages generally allow for higher abstraction and give flexibility and re-usability in the 
form of objects.  This gives the designer a pseudo block structure as a basis for the design.  
The key to using this level of abstraction in an engineering system is creating scalable objects that have 
dynamic run-time size, and implementing a communication network between the components (objects) to 
express this configuration.  
By creating engineered objects with flexibility inherent to their design, the designer is allowed to rapidly 
reconfigure a design and test it against known data, and hence allows for enhanced understanding of the 
topic.  
Further: auto network multi-process of parallel systems (distributed simulating). Each packet run (block) 
can be run as a separate process and therefore can be run as a massively parallel process. This allows for 
high throughput simulations for rapid testing of theoretical parameters, with the amount of processing time 
dependent on (equation with packet processing time, iterations, number of processors available, speed of 
processors etc).  
A.6.2 Graphical Design Around a Simulation 
The Graphical User Interface is the primary interface between the computer simulation and the user.  The 
GUI for the proposed Simulation environment is built separate from the simulator, but is used to create 
configuration objects (classes) that both define the simulation environment (i.e. what metrics will change in 
the simulation) and the configuration of the system being simulated.  This separation allows for the 
information exchanges to be confined to configuration files that can be loaded and interpreted by the 
reconfigurable simulation.    
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A.6.3 Flexibility 
Extensibility is important for testing new hardware components with minimal configuration changes; hence 
we included a feature for enabling complete replacement of entire components via file import.  This can be 
done manually by modifying the default settings, or through the GUI menu. 
A.6.4 Adding new components for simulating 
The functionality of adding new components to the simulation is very useful when testing different versions 
of a design. Once the input/output of the designed components have been made compatible with the 
existing OFDM system, it is with relative ease that the new design can be fully integrated with the existing 
object oriented simulator.  
A.6.5 Wrapper Object 
Custom made components can be designed and added to the simulator via including a wrapper object 
which allows for a transition between the input/output of the custom object.  This is to facilitate 
compatibility processing if required.  Basically, a system can be made compatible with another by giving 
conversion instructions to another function, regardless of original programming style or even language.    
For Matlab implementations, there exists the option of using a mex wrapper for running assembled code 
specific to the processor.  
A.6.6 Application to other Platforms 
Although our implementation of this design was created using Matlab, it is important to note that the 
concepts involved in our generic OFDM simulator can be applied using other platforms alternatively such 
as C++, Java, IT++, Scilab,  etc.  
A.6.7 Simulation to Implementation 
Once an appropriate design has been tested in the simulation environment successfully, the components 
settings can then be passed to an appropriate hardware test bench for further analysis (i.e. FPGA test 
design).   
A.7 Performance 
Because each Receiver variation is stored as a separate object, each object is calculated independently of 
the other, lending to parallel processing 
A.7.1 Parallelism 
In a Simulation, OFDM Transmission can be considered massively parallel due to the separation of the 
transmission into packets and OFDM Symbols.  Time of a simulation is dependent on the number of 
parallel processors, the number of full transmission blocks being tested.   
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A.7.2 Alternative Improvements 
Software defined radio techniques allow for reconfiguration of the receiver during reception which could 
be adapted using reconfigurable hardware such as FPGAs.  
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