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BLOWUP STABILITY AT OPTIMAL REGULARITY FOR THE
CRITICAL WAVE EQUATION
ROLAND DONNINGER AND ZIPING RAO
Abstract. We establish Strichartz estimates for the radial energy-critical wave equation
in 5 dimensions in similarity coordinates. Using these, we prove the nonlinear asymptotic
stability of the ODE blowup in the energy space.
1. Introduction
We consider the 5 dimensional energy-critical wave equation
(1.1)
{
(∂2t −∆x)u(t, x) = |u(t, x)|
4
3u(t, x)
u[0] = (f, g)
for u : I × R5 → R, I ⊂ R, 0 ∈ I, and u[t] := (u(t, ·), ∂tu(t, ·)).
For studying well-posedness of this equation in low regularity, the suitable solution concept
is given by Duhamel’s formula
(1.2) u(t, ·) = cos(t|∇|)f +
sin(t|∇|)
|∇|
g +
∫ t
0
sin((t− s)|∇|)
|∇|
(
|u(s, ·)|
4
3u(s, ·)
)
ds,
where cos(t|∇|) and sin(t|∇|)
|∇|
are the standard wave propagators. We say that a function u is
a solution to (1.1) if it satisfies the integral equation (1.2).
It is known that this equation is locally well-posed in H˙1×L2(R5) and this is the minimal
regularity required, see [23] and [34]. The proof relies on the celebrated Strichartz estimates.
These estimates capture the dispersive nature of the equation by describing a space-time
improvement of the solution. This gives enough control of the nonlinearity.
One of the most important features of (1.1) is the possibility of singularity formation (or
blowup) in finite time from smooth initial data. This is evidenced by the explicit solution
uT (t, x) := c5(T − t)
− 3
2 , c5 =
(
15
4
) 3
4
,
where T > 0 is a free parameter. The solution uT is homogeneous in space but can be
truncated by finite speed of propagation. This leads to an explicit example of singularity
formation from smooth compactly supported data.
In order to see whether or not this blowup is generic, we need to study its stability. Ideally
one would like to study the stability at optimal regularity, which requires certain Strichartz
estimates. More precisely, as shown in [5], this involves establishing Strichartz estimates for
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wave equations with self-similar potentials, since perturbing around this solution produces
an equation of the form(
∂2t −∆x + (T − t)
−2V
(
x
T − t
))
u(t, x) = nonlinear terms.
Our goal here is to establish such estimates in 5 dimensions, which will also give insight into
other critical models such as the wave maps equation. Compared to the 3 dimensional case
treated in [5], the 5 dimensional case gives rise to a number of new substantial difficulties.
To be more precise, we study the stability of the blowup solution uT locally in the back-
wards lightcone in the energy space. Since f ∈ H˙1(R5) implies f ∈ H1loc(R
5), it is natural to
consider perturbations in the space H1 × L2. We restrict ourselves to radial data, in which
case (1.1) effectively reduces to
(1.3)
{
(∂2t − ∂
2
r −
4
r
∂r)u(t, r) = |u(t, r)|
4
3u(t, r)
u[0] = (f, g).
Our notion of solutions in the lightcone is given by the evolution semigroup in similarity
coordinates, see Section 2.1. Our main result is the following.
Theorem 1.1. There exist δ,M > 0 such that the following holds. For all radial functions
f, g on R5 with
‖(f, g)− u1[0]‖H1×L2(B51+δ) ≤
δ
M
,
there exists a T ∈ [1 − δ, 1 + δ] such that the solution u to (1.1) exists in the backwards
lightcone ΓT := {(t, x) ∈ [0, T )× R
5 : |x| ≤ T − t} and satisfies∫ T
0
‖u(t, ·)− uT (t, ·)‖2
L5(B5T−t)
‖uT (t, ·)‖2
L5(B5T−t)
dt
T − t
. δ2.
In particular, u blows up at the tip of the cone ΓT .
1.1. Remarks.
• Naively, one might think that stability of the ODE blowup solution u1 means that
small initial perturbations of u1 lead to a solution that converges back to u1. This
is, however, wrong in general as the perturbation might change the blowup time.
Consequently, Theorem 1.1 says that if we slightly perturb the initial data for the
ODE blowup solution u1, the corresponding solution u approaches uT as t → T−
for some T close to 1. In particular, the blowup time depends continuously on the
perturbation.
• Theorem 1.1 shows that there exists an open set in the energy space of initial data
that lead to the ODE blowup. In terms of regularity, this result is optimal.
• The convergence of the solution u to uT is normalized to the blowup behaviour of
uT and measured in a Strichartz norm. Observe that
∫ T
0
dt
T−t
= ∞ and thus, the
integrand
‖u(t, ·)− uT (t, ·)‖2
L5(B5T−t)
‖uT (t, ·)‖2
L5(B5T−t)
must go to zero in an averaged sense as t→ T−.
2
1.2. Related results. Singularity formation in critical wave equations has attracted a lot
of interest in recent years. There are different types of blowup. In type I blowup, the
energy norm of the solution becomes unbounded in finite time (e.g. the aforementioned
ODE blowup). On the other hand, type II blowup solutions have bounded energy norm.
Blowup solutions of type II were constructed in [22], [21], [17], and [18]. Substantial progress
has been made in the study of type II blowup. In [12, 14, 13, 15], type II blowup profiles were
classified completely. It is worth mentioning that all type II blowup solutions are unstable.
However, in recent breakthrough work, a family of type II blowup solutions that is “as stable
as it can possibly be” has been identified, see [20] and [2].
Less is known for the type I case. For subcritical equations, there is the remarkable series
of papers [24, 25, 26, 27, 30, 28, 29]. Unfortunately, the methods developed there do not
extend to the critical case. A numerical study in [1] suggests that type I blowup is generic.
The stability of the ODE blowup in the lightcone was established in a stronger topology in
[8, 9, 10]. Subsequently, [5] was able to prove this stability in the energy norm by establishing
suitable Strichartz estimates in 3 dimensions.
Finally, our results may also be interesting from the point of view of Strichartz estimates
for wave equations with variable coefficients. This is a very active area of current research,
see e.g. [3, 31].
1.3. Outline. We follow the approach from [5], but we will point out some major differences
in this work. As is well known, the 3 dimensional radial wave equation is equivalent to
the 1 dimensional wave equation with a Dirichlet condition at the origin. This special
structure was heavily exploited in [5]. As a consequence, the present paper is far from being
a straightforward adaptation of the methods from [5].
Following the machinery from [7, 4, 11], we first introduce similarity coordinates in the
lightcone ΓT by
(1.4) τ := log
T
T − t
, ρ :=
r
T − t
.
Notice that this coordinate transformation depends on the parameter T , but we drop this
dependence in the notation for simplicity. Under the transformation (t, r) 7→ (τ, ρ), ΓT is
mapped to the infinite cylinder R+ × B5. We rewrite (1.3) as an evolution problem of the
form
∂τΨ(τ) = L˜0Ψ(τ) + F(Ψ(τ)),
where L˜0 is a spatial differential operator and F is the nonlinearity. The ODE blowup u
T in
this formulation is given by the constant solution (c5,
2
3
c5). Perturbing around this solution
by inserting the ansatz Ψ(τ) = (c5,
2
3
c5) + Φ(τ) yields
∂τΦ(τ) = (L˜0 + L
′)Φ(τ) +N(Φ(τ)).
Here we obtain a potential term L′ from the linearisation of F, and N is the remaining
nonlinearity. We show that the closure of L˜0, denoted by L0, generates a semigroup S0(τ)
on H := H1 × L2(B5). For the first component of this semigroup, we have the Strichartz
estimates
‖[S0(·)f ]1‖Lp(R+;Lq(B5)) . ‖f‖H,
1
p
+
5
q
=
3
2
3
for p ∈ [2,∞] and q ∈ [10
3
, 5]. This follows from the standard Strichartz estimates for the
wave operator via a scaling argument.
From the bounded perturbation theorem, we also have that L0+L
′ generates a semigroup
S(τ) on H. The operator L0 + L
′ has one unstable eigenvalue λ = 1 coming from the
time translation symmetry of the equation, and we use the Riesz projection P to remove
this unstable subspace. An application of the Gearhart-Pru¨ss theorem yields the bound
‖S(τ)(I −P)‖B(H) ≤ Cǫe
ǫτ for any (fixed) ǫ > 0. In order to obtain Strichartz estimates for
the semigroup S(τ), we find an explicit representation from Laplace inversion. For sufficiently
regular f , let f˜ = (f˜1, f˜2) := (I−P)f . Then we have
[S(τ)f˜ ]1(ρ) =
1
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλτ
∫ 1
0
G(ρ, s;λ)Fλ(s)dsdλ,
where G is the Green function of the spectral ODE associated to L and Fλ(s) := (λ +
5
2
)f˜1(s) + sf˜
′
1(s) + f˜2(s).
The Green function G is constructed by considering a perturbation of the free equation
by a potential, and this is done by Volterra iterations. Then, we obtain a decomposition
G(ρ, s;λ) = G0(ρ, s;λ) + G˜(ρ, s;λ), where G0 is the Green function of the free equation.
Hence the representation of S(τ) also decomposes into a free part S0(τ) and a perturbation
T(τ) accordingly. The perturbative part has an extra decay as | Imλ| → ∞, which is
ultimately what we exploit in establishing the Strichartz estimates. Due to the singular
behaviour of the fundamental system, the construction ofG here is considerably more difficult
than in the 3 dimensional case.
Next, we turn to proving Strichartz estimates for T(τ) by carefully examining the oscil-
latory kernels. An extra difficulty comes in, compared to the 3 dimensional case, from the
more complicated form of the free fundamental solutions, one of which is given by
ϕ1(ρ;λ) = ρ
−3(1 + ρ)
1
2
−λ(2 + ρ(−1 + 2λ)).
One part of this solution has growth of order O(〈λ〉), which destroys the nice extra decay
of G˜. However, this part is also less singular in ρ near 0 (ρ−2 instead of ρ−3). Balancing
the undesired growth in λ and the singularity in ρ is a delicate procedure, which requires
additional work. With this we prove Strichartz estimates for the full semigroup
‖[S(·)f ]1‖Lp(R+;Lq(B5)) . ‖f‖H,
1
p
+
5
q
=
3
2
for p ∈ [2,∞] and q ∈ [10
3
, 5]. With the same techniques we also improve the growth bound
from the Gearhart-Pru¨ss theorem to ‖S(τ)(I−P)‖B(H) . 1.
Using Strichartz estimates and the improved growth bound, we are able to control the
nonlinearity as in [5] and finish the proof of Theorem 1.1.
1.4. Notation. We write B5R := {x ∈ R
5 : |x| < R} and B5 := B51. A function f ∈ C
1([0, 1])
with f ′(0) = 0 gives rise to a radial function on B5. Hence we define
‖f‖p
Lp(B5R)
:=
∫ R
0
|f(r)|pr4dr,
and
‖f‖2H1(B5
R
) :=
∫ R
0
|f ′(r)|2r4dr +
∫ R
0
|f(r)|2r4dr.
4
Bold letters denote 2-component functions, for example, f = (f1, f2). We write f(x) =
O(g(x)) if |f(x)| . |g(x)|, and f ∼ g as x → a if limx→a
f(x)
g(x)
= 1. We also write f ≃ g if
f . g . f . Lastly, we use the Japanese bracket notation 〈x〉 :=
√
1 + |x|2.
2. Similarity coordinates and semigroup theory
2.1. Similarity coordinates. As mentioned before, similarity coordinates are defined by
(1.4) on ΓT . For a solution u ∈ C
∞(ΓT ) to (1.3), we define
ψ(τ, ρ) = (Te−τ )
3
2u(T − Te−τ , T e−τρ),
and we have ψ ∈ C∞(R+ × B5). Then, by setting
(2.1)
ψ1(τ, ρ) := ψ(τ, ρ),
ψ2(τ, ρ) :=
(
∂τ + ρ∂ρ +
3
2
)
ψ(τ, ρ),
we obtain the first order system from (1.3),
(2.2)


∂τψ1 = −ρ∂ρψ1 −
3
2
ψ1 + ψ2
∂τψ2 = ∂
2
ρψ1 +
4
ρ
∂ρψ1 − ρ∂ρψ2 −
5
2
ψ2 + |ψ1|
4
3ψ1
ψ1(0, ρ) = T
3
2 f(Tρ), ψ2(0, ρ) = T
5
2g(Tρ).
The ODE blowup solution uT corresponds to the constant solution (ψT1 , ψ
T
2 ) = (c5,
3
2
c5). We
take a perturbation around this solution by the ansatz
(2.3) (ψ1, ψ2) =
(
c5,
3
2
c5
)
+ (ϕ1, ϕ2).
This gives the system
(2.4)


∂τϕ1 = −ρ∂ρϕ1 −
3
2
ϕ1 + ϕ2
∂τϕ2 = ∂
2
ρϕ1 +
4
ρ
∂ρϕ1 − ρ∂ρϕ2 −
5
2
ϕ2 + F (ϕ1)
ϕ1(0, ρ) = ψ1(0, ρ)− c5, ϕ2(0, ρ) = ψ2(0, ρ)−
3
2
c5
where F (x) = −c
7
3
5 + |c5 + x|
4
3 (c5 + x). We take the Taylor expansion of F around zero:
F (x) = F (0) + F ′(0)x+N(x). We see that F (0) = 0, and
F ′(0) =
7
3
|c5 + x|
4
3
∣∣∣
x=0
=
7
3
·
15
4
=
35
4
.
This linearisation produces a potential term. The nonlinearity is then given by
N(x) = F (x)− F (0)− F ′(0)x = |c5 + x|
4
3 (c5 + x)− c
7
3
5 −
35
4
x.
Hence we define the formal differential operators
L˜0u(ρ) :=
(
−ρu′1(ρ)−
3
2
u1(ρ) + u2(ρ)
u′′1(ρ) +
4
ρ
u′1(ρ)− ρu
′
2(ρ)−
5
2
u2(ρ)
)
,
L′u(ρ) :=
(
0
35
4
u1(ρ)
)
,
5
and
N(u)(ρ) :=
(
0
N(u1(ρ))
)
.
Let Φ(τ)(ρ) = (ϕ1(τ, ρ), ϕ2(τ, ρ)). We can then write the system (2.4) as
(2.5)
{
∂τΦ(τ) = (L˜0 + L
′)Φ(τ) +N(Φ(τ))
Φ(0)(ρ) = (ϕ1(0, ρ), ϕ2(0, ρ)).
We study this evolution on the Banach space
H := {f ∈ H1 × L2(B5) : f radial},
with the norm
‖f‖2H := ‖f1‖
2
H1(B5) + ‖f2‖
2
L2(B5)
for f = (f1, f2). In next parts of this section, we will see that the closure of L˜0 + L
′ with a
suitable domain generates a semigroup S(τ) on H, which leads to the concept of energy-class
strong lightcone solutions.
Definition 2.1. We say that u : ΓT → C is an energy-class solution to (1.3) in the lightcone
if the corresponding Φ : [0,∞)→H is in C([0,∞);H) and satisfies
Φ(τ) = S(τ)u+
∫ τ
0
S(τ − σ)N(Φ(σ))dσ
for all τ > 0.
2.2. Semigroup of the free evolution. For the linear differential operator L˜0, we define
its domain to be
D(L˜0) := {f = (f1, f2) ∈ C
2 × C1([0, 1]) : f ′1(0) = 0}.
So now L˜0 becomes a densely defined (unbounded) linear operator on H. We would like to
show that the closure of L˜0 generates a semigroup. We start with introducing an equivalent
inner product on the dense subspace D(L˜0) given by
(f |g)E :=
∫ 1
0
f ′1(r)g
′
1(r)r
4dr +
∫ 1
0
f2(r)g2(r)r
4dr + f1(1)g1(1),
and we denote by ‖ · ‖E the norm defined by (·|·)E.
Lemma 2.2. The norms ‖ · ‖E and ‖ · ‖H are equivalent norms on D(L˜0). In other words,
we have
‖f‖E ≃ ‖f‖H
for all f ∈ D(L˜0).
In particular, taking the completions of D(L˜0) with respect to both the norms ‖ · ‖E and
‖ · ‖H, we conclude that they are also equivalent norms on H.
Proof. Here we need to show
(2.6)
∫ 1
0
|f ′(r)|2r4dr + |f(1)|2 . ‖f‖2H1(B5) .
∫ 1
0
|f ′(r)|2r4dr + |f(1)|2
for all f ∈ C2([0, 1]). Since ‖f‖2E = ‖Re f‖
2
E + ‖ Im f‖
2
E, we only need to consider the case
when f is real-valued.
6
By the Sobolev embedding H1(1
2
, 1) →֒ L∞(1
2
, 1), we have
|f(1)|2 . ‖f‖2
H1( 1
2
,1)
. ‖f‖2H1(B5),
which gives the first inequality of (2.6).
Next, we need to control the L2 part of the H1 norm of f . Since r ∈ [0, 1], we can write
|f(r)|2r4 =
∣∣∣∣
∫ r
0
d
ds
(
f(s)s2
)
ds
∣∣∣∣
2
≤
∫ 1
0
∣∣f ′(s)s2 + 2f(s)s∣∣2 ds
=
∫ 1
0
|f ′(s)|2s4ds+ 4
∫ 1
0
|f(s)|2s2ds+ 2
∫ 1
0
(
d
ds
|f(s)|2
)
s3ds
=
∫ 1
0
|f ′(s)|2s4ds+ 2
(
|f(s)|2s3
) ∣∣∣s=1
s=0
− 6
∫ 1
0
|f(s)|2s2ds
.
∫ 1
0
|f ′(s)|2s4ds+ |f(1)|2.
The right hand side is independent of r, so we can integrate over r and obtain∫ 1
0
|f(r)|2r4dr .
∫ 1
0
|f ′(s)|2s4ds+ |f(1)|2,
and we also have the second inequality of (2.6). 
With this set up, we now turn to the operator L˜0.
Proposition 2.3. The operator L˜0 : D(L˜0) ⊂ H → H is closable and its closure L0 generates
a strongly-continuous one-parameter semigroup {S0(τ) : τ ≥ 0} on H, with the estimate
‖S0(τ)f‖H . ‖f‖H,
for all τ ≥ 0 and f ∈ H.
Proof. We use the Lumer-Philips theorem ([16, p.83 Theorem 3.15 and p.88 Proposition
3.23]) with the inner product (·|·)E and norm ‖ · ‖E . Here we have to show two things:
• Re(L˜0u|u)E ≤ 0 for all u ∈ D(L˜0);
• range of (λ− L˜0) is dense for some λ > 0.
For the first part, let u = (u1, u2) ∈ D(L˜0). We compute
Re(L˜0u|u)E =Re
(∫ 1
0
(
−
5
2
|u′1(ρ)|
2 − ρu′′1(ρ)u
′
1(ρ) + u
′
2(ρ)u
′
1(ρ)
)
ρ4dρ
)
+ Re
(∫ 1
0
(
u′′1(ρ)u2(ρ) +
4
ρ
u′1(ρ)u2(ρ)− ρu
′
2(ρ)u2(ρ)−
5
2
|u2(ρ)|
2
)
ρ4dρ
)
− Re
(
u′1(1)u1(1)−
3
2
|u1(1)|
2 + u2(1)u1(1)
)
.
7
We first collect the terms containing u1 only and use integration by parts,
I1 = −
5
2
∫ 1
0
|u′1(ρ)|
2ρ4dρ−
1
2
∫ 1
0
d
dρ
(
|u′1(ρ)|
2
)
ρ5dρ− Re
(
u′1(1)u1(1)
)
−
3
2
|u1(1)|
2
= −
1
2
|u′1(1)|
2 − Re
(
u1(1)u
′
1(1)
)
−
3
2
|u1(1)|
2.
Similarly we collect the terms containing u2 only,
I2 = −
1
2
∫ 1
0
d
dρ
(
|u2(ρ)|
2
)
ρ5dρ−
5
2
∫ 1
0
|u2(ρ)|
2ρ4dρ = −
1
2
|u2(1)|
2.
And the rest of the terms are
I3 =Re
(∫ 1
0
(
u′2(ρ)u
′
1(ρ)ρ
4 + 4u′1(ρ)u2(ρ)ρ
3
)
dρ+
∫ 1
0
d
dρ
(u′1(ρ)) u2(ρ)ρ
4dρ+ u2(1)u1(1)
)
=Re
(
u′1(1)u2(1)
)
+ Re
(
u2(1)u1(1)
)
.
Summing up all terms, we get
Re(L˜0u|u)E
=I1 + I2 + I3
=−
1
2
|u′1(1)|
2 −
3
2
|u1(1)|
2 −
1
2
|u2(1)|
2 + Re
(
u′1(1)u2(1)
)
+ Re
(
u(1)(u2(1)− u
′
1(1))
)
≤−
1
2
|u′1(1)|
2 −
3
2
|u1(1)|
2 −
1
2
|u2(1)|
2 + Re
(
u′1(1)u2(1)
)
+
1
2
|u1(1)|
2 +
1
2
|u2(1)− u
′
1(1)|
2
=− |u1(1)|
2 ≤ 0.
Next, in order to show that the range of (λ − L˜0) is dense, we show that the system of
ODEs
(λ− L˜0)u = f
admits a solution u ∈ D(L˜0) for every f ∈ C
∞×C∞([0, 1]), which is a dense subspace of H.
Writing f = (f1, f2) ∈ C
∞ × C∞([0, 1]), we need to solve the system
λu1(ρ) + ρu
′
1(ρ) +
3
2
u1(ρ)− u2(ρ) = f1(ρ),
λu2(ρ)− u
′′
1(ρ)−
4
ρ
u′1(ρ) + ρu
′
2(ρ) +
5
2
u2(ρ) = f2(ρ).
From the first equation we see that
(2.7) u2(ρ) =
(
λ+
3
2
)
u1(ρ) + ρu
′
1(ρ)− f1(ρ).
Inserting this into the second one, we obtain a single ODE
(2.8)
(
−1 + ρ2
)
u′′1(ρ) +
(
−
4
ρ
+ ρ (2λ+ 5)
)
u′1(ρ) +
(
λ+
5
2
)(
λ+
3
2
)
u1(ρ) = Fλ(ρ),
where Fλ(ρ) :=
(
λ+ 5
2
)
f1(ρ) + ρf
′
1(ρ) + f2. By definition we have Fλ ∈ C
∞([0, 1]). We
choose λ = 1 and use the variation of constants method to solve (2.8). The homogeneous
8
equation (i.e., Fλ = 0) admits a fundamental system
φ1(ρ) =
2 + ρ
ρ3(1 + ρ)
1
2
, φ0(ρ) =
1
ρ3
(
2 + ρ
(1 + ρ)
1
2
−
2− ρ
(1− ρ)
1
2
)
.
The Wronskian is given by
W (ρ) := W (φ0, φ1)(ρ) =
3
ρ4(1− ρ2)3/2
.
A solution to the non-homogeneous problem is then given by
u1(ρ) =φ0(ρ)
∫ 1
ρ
φ1(s)
W (s)
F1(s)
−1 + s2
ds+ φ1(ρ)
∫ ρ
0
φ0(s)
W (s)
F1(s)
−1 + s2
ds
=−
φ0(ρ)
3
∫ 1
ρ
s(2 + s)(1− s)
1
2F1(s)ds
−
φ1(ρ)
3
∫ ρ
0
s
(
(2 + s)(1− s)
1
2 − (2− s)(1 + s)
1
2
)
F1(s)ds
By definition, we have u1 ∈ C
2(0, 1), hence we only need to check the behaviour at the
boundary points ρ = 0 and ρ = 1. Using l’Hospital’s rule we find that u1 is C
1([0, 1]) with
u′1(0) = 0. The second derivative of u1 is given by
u′′1(ρ) = −
φ′′0(ρ)
3
∫ 1
ρ
s(2 + s)(1− s)
1
2F1(s)ds
−
φ′′1(ρ)
3
∫ ρ
0
s
(
(2 + s)(1− s)
1
2 − (2− s)(1 + s)
1
2
)
F1(s)ds+
F1(ρ)
(−1 + ρ2)
.
Again an application of l’Hospital’s rule shows that at u′′1 is not singular at ρ = 0. At ρ = 1,
observe that the second term is not singular. In the first term, we have φ′′0(ρ) ∼ −
3
4
(1−ρ)−5/2
and
∫ ρ
0
s
(
(2 + s)(1− s)1/2
)
F1(s)ds ∼
2
3
(1− ρ)3/2F1(1) as ρ→ 1. So
−
φ′′0(ρ)
3
∫ 1
ρ
s(2 + s)(1− s)1/2F1(s)ds ∼
1
2
(1− ρ)−1F1(1) as ρ→ 1.
This cancels out exactly with the singularity in the last term, since F1(ρ)(−1 + ρ
2)−1 ∼
−1
2
F (1)(1−ρ)−1 as ρ→ 1. Thus u′′1 is indeed continuous at ρ = 1, and u1 ∈ C
2([0, 1]). From
(2.7) we also see that u2 ∈ C
1([0, 1]). Hence we can conclude that the range of (1 − L˜0) is
dense.
Applying the Lumer-Philips theorem we see that L˜0 is closable, its closure L0 generates a
C0 semigroup {S0(τ) : τ ≥ 0} on H satisfying the bound
‖S0(τ)f‖E ≤ ‖f‖E
for all τ ≥ 0 and f ∈ H. But since the norms ‖ · ‖E and ‖ · ‖H are equivalent, the conclusion
follows. 
This gives the growth bound ‖S0(τ)‖H . 1, and we also have that the spectrum σ(L0)
satisfies
σ(L0) ⊂ {z ∈ C|Re z ≤ 0}
by [16, p.55 Theorem 1.10].
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2.3. The free Strichartz estimates. For a solution to (1.3) that blows up at r = 0, t = T ,
due to the finite speed of propagation, this blow up is influenced only by initial conditions
supported in B5T .
Solutions to the free wave equation with initial conditions supported in B5T , when restricted
to the backwards lightcone, correspond to the semigroup {S0(τ) : τ > 0} in similarity coordi-
nates. The standard Strichartz estimates imply Strichartz estimates in similarity coordinates
by a scaling argument.
Proposition 2.4. Let p ∈ [2,∞] and q ∈ [10
3
, 5] such that 1
p
+ 5
q
= 3
2
. Then we have the
bound
‖[S0(·)f ]1‖Lp(R+;Lq(B5)) . ‖f‖H
for all f ∈ H. And hence we also have∥∥∥∥
∫ τ
0
[S0(τ − σ)h(σ, ·)]1 dσ
∥∥∥∥
Lpτ (R+;Lq(B5))
. ‖h‖L1(R+,H),
for all h ∈ C([0,∞),H) ∩ L1(R+,H).
Proof. Let f = (f1, f2) ∈ C
2 × C1([0, 1]) with f ′(0) = 0. Then (f1, f2) can be extended to
radial functions (f˜1, f˜2) ∈ C
2 × C1(R5) by Sobolev extension, in such a way that
‖f˜1‖H˙1(R5) . ‖f1‖H1(B5), and ‖f˜2‖L2(R5) . ‖f2‖L2(B5).
By the change of coordinates (1.4) with T = 1, the free evolution S0(·)f is given by the
classical solution u ∈ C2(R+ × R+), restricted to the backwards lightcone Γ1, of the free
radial wave equation
(2.9)
{
(∂2t − ∂
2
r −
4
r
∂r)u(t, r) = 0
u[0] = (f˜1, f˜2).
In other words, we have
[S0(τ)f ]1(ρ) = e
− 3
2
τu(1− e−τ , e−τρ)
for (τ, ρ) ∈ R+ × [0, 1] by (2.1). Now we have
‖ [S0(τ)f ]1 ‖L5(B5) =
(∫ 1
0
| [S0(τ)f ]1 (ρ)|
5ρ4dρ
) 1
5
=
(∫ 1
0
∣∣∣e− 32 τu(1− e−τ , e−τρ)∣∣∣5 ρ4dρ)
1
5
=e−
1
2
τ
(∫ e−τ
0
∣∣u(1− e−τ , r)∣∣5 r4dr
) 1
5
≤e−
1
2
τ‖u(1− e−τ , ·)‖L5(R5),
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then
‖ [S0(·)f ]1 ‖L2(R+;L5(B5)) ≤
(∫ ∞
0
(
e−
1
2
τ‖u(1− e−τ , ·)‖L5(R5)
)2
dτ
) 1
2
=
(∫ 1
0
‖u(t, ·)‖2L5(R5)dt
) 1
2
≤‖u‖L2(R+;L5(R5)).
By the Strichartz estimates for wave equations ([35, Theorem 2.6] with d = 5, s = 1, q =
2, r = 5), we have
‖u‖L2(R+,L5(R5)) . ‖(f˜1, f˜2)‖H˙1×L2(R5),
hence we obtain
‖ [S0(·)f ]1 ‖L2(R+;L5(B5)) . ‖(f˜1, f˜2)‖H˙1×L2(R5) . ‖(f1, f2)‖H1×L2(B5) = ‖f‖H.
By density this holds for all f ∈ H.
The other endpoint comes from the Sobolev embedding H1(B5) →֒ L
10
3 (B5) and Proposi-
tion 2.3,
‖ [S0(τ)f ]1 ‖L
10
3 (B5)
. ‖ [S0(τ)f ]1 ‖H1(B5)) . ‖S0(τ)f‖H . ‖f‖H.
Hence ‖ [S0(·)f ]1 ‖L∞(R+;L
10
3 (B5))
. ‖f‖H.
For other pairs (p, q) we can interpolate, for all q ∈ [10
3
, 5],
‖[S0(τ)f ]1‖Lq(B5) ≤ ‖[S0(τ)f ]1‖
10
q
−2
L
10
3 (B5)
‖[S0(τ)f ]1‖
− 10
q
+3
L5(B5) .
Then using Ho¨lder’s inequality we have
‖[S0(·)f ]1‖Lp(R+;Lq(B5)) ≤ ‖[S0(·)f ]1‖
10
q
−2
L∞(R+;L
10
3 (B5))
‖[S0(·)f ]1‖
− 10
q
+3
L2(R+;L5(B5))
. ‖f‖H,
provided (−10
q
+ 3)p = 2, which gives 1
p
+ 5
q
= 3
2
.
The inhomogeneous estimate is given by Minkowski’s inequality as in [5]. 
2.4. The linearisation. The operator L′ : H → H is bounded and also compact. We define
L = L0+L
′ with D(L) = D(L0). Then by the bounded perturbation theorem, we have that
L generates a semigroup S(τ).
Lemma 2.5. The spectrum of L satisfies
σ(L) ⊂ {z ∈ C|Re z ≤ 0} ∪ {1}.
Proof. Let λ ∈ σ(L). If Reλ ≤ 0, then the assertion is satisfied. Thus we consider the case
when Reλ > 0. In this case, λ ∈ σ(L)\σ(L0), so the resolvent RL0(λ) exists. Then from
(λ − L) = [1 − L′RL0(λ)](λ − L0), we see that 1 ∈ σ(L
′RL0(λ)). But since L
′RL0(λ) is
compact, we have 1 ∈ σp(L
′RL0(λ)), so there exists f ∈ H with f = L
′RL0(λ)f . Defining
u := RL0(λ)f , we have (λ−L)u = 0. Hence λ ∈ σp(L), and there exists a nonzero u ∈ D(L)
such that (λ−L)u = 0. Following a similar computation as in Proposition 2.3, the spectral
equation implies
−(1− ρ2)u′′(ρ) +
(
−
4
ρ
+ ρ(2λ+ 5)
)
u′(ρ) +
(
λ+
5
2
)(
λ+
3
2
)
u(ρ)−
35
4
u(ρ) = 0,
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where u = u1. We define h(ρ
2) = u(ρ) and set z = ρ2, then this ODE is transformed into
the hypergeometric differential equation
(2.10) z(1− z)h′′(z) + (c− (a+ b+ 1)z) h′(z)− abh(z) = 0,
where a = λ
2
+ 5
2
, b = λ
2
− 1
2
, c = 5
2
. In the case when Re(c − a − b) = 1
2
− Reλ is not a
non-positive integer, a fundamental system at z = 1 is given by
h1(z;λ) = 2F1(a, b; a+ b+ 1− c; 1− z),
h˜1(z;λ) = (1− z)
c−a−b
2F1(c− a, c− b; c− a− b+ 1; 1− z),
see [32]. When 1
2
−Reλ = −n for n ∈ N0, one solution is still given by h1, while the second
solution is given by
h˜1(z;λ) = ch1(z;λ) log(1− z) + (1− z)
−ng(z;λ)
where g is analytic around z = 1 with g(1;λ) 6= 0 and c is a constant which can be zero
unless n = 0. Since Reλ > 0, the requirement that u1 ∈ H
1(B5) excludes the solution h˜1, so
a solution h must be a multiple of h1. A fundamental system at z = 0 is given by
h0(z;λ) = 2F1(a, b; c; z),
h˜0(z;λ) = z
1−c
2F1(a− c+ 1, b− c + 1; 2− c; z).
From the connection formula, we have
(2.11) h1(z;λ) =
Γ(1− c)Γ(a+ b− c+ 1)
Γ(a− c+ 1)Γ(b− c+ 1)
h0(z;λ) +
Γ(c− 1)Γ(a+ b− c + 1)
Γ(a)Γ(b)
h˜0(z;λ).
Since ρ 7→ h˜0(ρ
2;λ) does not belong to H1(B51/2), we need to have
Γ(c− 1)Γ(a+ b− c + 1)
Γ(a)Γ(b)
= 0.
This happens only when
−a = −
λ
2
−
5
2
∈ N0 or − b = −
λ
2
+
1
2
∈ N0,
and the only possibility for Reλ > 0 is when λ = 1. 
Lemma 2.6. For every ǫ > 0, there exist constants Cǫ, Rǫ > 0, such that
‖RL(λ)‖H ≤ Cǫ
for all λ with Reλ > ǫ and |λ| > Rǫ.
Proof. Fix ǫ > 0. From Proposition 2.3, we have
‖RL0(λ)‖H .
1
Reλ
by [16, p.55 Theorem 1.10]. From (λ − L) = [1 − L′RL0(λ)](λ − L0), RL(λ) exists if and
only if [1− L′RL0(λ)]
−1 exists. Now let u = RL0(λ)f , then u and f satisfy(
λ+
3
2
)
u1(ρ) = f1(ρ)− ρu
′
1(ρ) + u2(ρ).
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Recall that
L′u(ρ) :=
(
0
35
4
u1(ρ)
)
,
then ∣∣∣∣λ+ 32
∣∣∣∣ ‖L′RL0(λ)f‖H =
∣∣∣∣λ+ 32
∣∣∣∣ ‖L′u‖H .
∣∣∣∣λ+ 32
∣∣∣∣ ‖u1‖L2(B5)
≤‖f1‖L2(B5) + ‖(·)u
′
1‖L2(B5) + ‖u2‖L2(B5)
.‖f‖H + ‖u‖H
=‖f‖H + ‖RL0(λ)f‖H
.‖f‖H.
So ‖L′RL0(λ)‖H .
∣∣λ+ 3
2
∣∣−1, and for |λ| large enough, we obtain ‖L′RL0(λ)‖H < 1. There-
fore the Neumann series for [1− L′RL0(λ)]
−1 converges, and we have
‖RL(λ)‖H =‖RL0(λ)[1− L
′RL0]
−1(λ)‖H
≤‖RL0‖H
∞∑
k=0
‖L′RL0(λ)‖
k
H
≤Cǫ
as claimed. 
Lemma 2.7. The geometric multiplicity of the eigenvalue 1 ∈ σp(L) is 1, and its geometric
eigenspace is spanned by
g(ρ) =
(
2
5
)
.
Proof. First we note that g ∈ D(L). A straightforward computation shows that (1−L)g = 0.
Now suppose that g˜ is another eigenfunction with eigenvalue 1, then [g˜]1 also satisfies the
transformed ODE (2.10) with λ = 1. In this case [g˜]1(ρ) = c · 2F1(a, b, c; ρ
2) for b = λ
2
− 1
2
= 0
and some constant c ∈ C\{0}. Therefore [g˜]1(ρ) is a constant, and we must have [g˜]1 = c
′[g]1
for some constant c′ ∈ C\{0}. The second component is uniquely determined by the first
component, hence we must have g˜ = c′g. 
The next lemma shows that the algebraic multiplicity of the eigenvalue λ = 1 is also 1, so
we can use the Riesz projection to remove the unstable subspace.
Lemma 2.8. There exists a bounded projection P : H → 〈g〉 such that PS(τ) = S(τ)P. In
particular, we have S(τ)Pf = eτPf for all τ ≥ 0 and f ∈ H.
Proof. Since λ = 1 is an isolated point in the spectrum, we define the projection
P =
1
2πi
∫
γ
RL(λ)dλ,
where γ is a curve in ρ(L) enclosing the point 1, such that no other points of σ(L) lie in
it. Then P commutes with the operator L (this means PL ⊂ LP) and the semigroup S(τ).
We have a decomposition of the Hilbert space H = kerP ⊕ rgP. Then we have the parts
of the operator L, LkerP and LrgP, as operators on the spaces kerP and rgP respectively,
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with spectra σ(LkerP) = σ(L)\{1} and σ(LrgP) = {1}. It is obvious that 〈g〉 ⊂ rgP, so we
need to show the other inclusion.
First of all, notice that dim rgP <∞. Otherwise, 1 would be in the essential spectrum of
L, which is impossible since L′ is compact and 1 /∈ σ(L0)([19, p.244 Theorem 5.35]). Hence
there is a minimal k ∈ N such that (1− LrgP)
ku = 0 for all u ∈ rgP ∩ D(L). If k = 1 then
we are done. Now we argue by contradiction. If k ≥ 2, then there exists u ∈ D(L) such that
(1− L)u = g. This is the same as saying that there exists a solution to the inhomogeneous
ODE
−(1 − ρ2)u′′(ρ) +
(
−
4
ρ
+ 7ρ
)
u′(ρ) = 12,
where u = u1. For the homogeneous problem, we already know that one solution is given by
the constant solution g1(ρ) = 2. Another linearly independent solution to the homogeneous
problem is given by
g˜1(ρ) =
1 + 4ρ2 − 8ρ4
ρ3(1− ρ2)
1
2
.
The Wronskian is
W (g1, g˜1)(ρ) =
6
ρ4(1− ρ2)
3
2
.
Solutions to the inhomogeneous problem are given by
u(ρ) =C1 + C2g˜1(ρ) + 24
∫ ρ
0
g˜1(s)
W (g1, g˜1)(s)
1
1− s2
ds+ 24g˜1(ρ)
∫ 1
ρ
1
W (g1, g˜1)(s)
1
1− s2
ds
=C1 + C2g˜1(ρ) + 24
∫ ρ
0
s(1 + 4s2 − 8s4)ds+
24(1 + 4ρ2 − 8ρ4)
ρ3(1− ρ2)
1
2
∫ 1
ρ
s4(1− s2)
1
2ds
where C1, C2 ∈ R are arbitrary constants. At ρ = 1, the requirement that u ∈ H
1(B5) gives
C2 = 0 and by looking at the asymptotic behavior at ρ = 0, we see that we must have∫ 1
0
s4(1− s2)
1
2ds = 0.
However, this clearly fails because the integrand is positive for all s ∈ (0, 1). 
Next, we apply the Gearhart–Pru¨ss theorem to obtain a growth bound for the semigroup.
Lemma 2.9. For any ǫ > 0, there exists a constant Cǫ > 0 such that
‖S(τ)(I−P)f‖H ≤ Cǫe
ǫτ‖(I−P)f‖H
for all τ ≥ 0 and f ∈ H.
Proof. From Lemma 2.6 and the fact that σ(Lkerp) ⊂ {z ∈ C|Re z ≤ 0}, we have that for
every ǫ > 0 there exists Cǫ > 0 such that
‖RL(λ)(I−P)‖H ≤ Cǫ
for all λ with Reλ > ǫ. Then from the Gearhart–Pru¨ss theorem ([16, p.302 Theorem 1.11])
we obtain the stated growth bound. 
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2.5. Explicit representation of the semigroup. Let f ∈ C2 × C1([0, 1]) ∩ D(L) and
f˜ := (I−P)f . Then f˜ ∈ C2 ×C1([0, 1])∩D(L0). By Laplace inversion ([16, p.234 Corollary
5.15]), we have
S(τ)(I −P)f =
1
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλτRL(λ)f˜dλ
for any ǫ > 0. Hence we would like to find an explicit expression forRL(λ). Since u = RL(λ)f˜
means (λ−L)u = f˜ , following the exact same computation as in Proposition 2.3 we get the
ODE
(2.12) − (1−ρ2)u′′(ρ)+
(
−
4
ρ
+ ρ(2λ+ 5)
)
u′(ρ)+
(
λ+
5
2
)(
λ+
3
2
)
u(ρ)−
35
4
u(ρ) = Fλ,
where u = u1 and
Fλ(ρ) =
(
λ+
5
2
)
f˜1(ρ) + ρf˜
′
1(ρ) + f˜2(ρ).
Thus
[RL(λ)f˜ ]1(ρ) =
∫ 1
0
G(ρ, s;λ)Fλ(s)ds,
where G is the Green function of Equation (2.12). Then we have the expression
(2.13) [S(τ)(I −P)f ]1(ρ) =
1
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλτ
∫ 1
0
G(ρ, s;λ)Fλ(s)dsdλ
for any ǫ > 0.
3. Constructing the Green function
In this section we construct the Green function for (2.12). Most of our construction here
works for the equation
(3.1) − (1−ρ2)u′′(ρ)+
(
−
4
ρ
+ ρ(2λ + 5)
)
u′(ρ)+
(
λ+
5
2
)(
λ+
3
2
)
u(ρ)+V (ρ)u(ρ) = Fλ
with any V ∈ C∞([0, 1]).
First of all, we set
v(ρ) := ρ2
(
1− ρ2
) 1
4
+λ
2 u(ρ).
Then (3.1) with Fλ = 0 is equivalent to
(3.2) v′′(ρ) +
−2 + 1
4
ρ2(11 + 4λ− 4λ2)
ρ2 (1− ρ2)2
v(ρ) =
V (ρ)
1− ρ2
v(ρ),
but now (3.2) has no first order terms. Notice that if v(·;λ) is a solution to (3.2), then so is
v(·; 1− λ).
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3.1. Symbol calculus.
Definition 3.1. For a function f : I ⊂ R → C, a ∈ I, and α ∈ R, we write f(x) =
O((x− a)α) if ∣∣∂jxf(x)∣∣ ≤ Cj|x− a|α−j
for all x ∈ I and j ∈ N0. Similarly, for a function f : R → C and α ∈ R, we write
f(x) = O(〈x〉α) if ∣∣∂jxf(x)∣∣ ≤ Cj 〈x〉α−j
for all x ∈ R and j ∈ N0.
We say that these functions are of symbol type, or behave like symbols.
Functions of symbol type have some nice properties. For example, we can easily check
that if f(x) = O(xα) and g(x) = O(xα), then f(x)+ g(x) = O(xα). Some further properties
of functions of symbol type are discussed in Appendix A.
The same notation is also used for functions with more than one variables. For example,
for f : I × R→ C, we write f(x, y) = O(xα 〈y〉β), if∣∣∂jx∂kyf(x, y)∣∣ ≤ Cj,k|x|α−j 〈y〉β−k
for all (x, y) ∈ U and j, k ∈ N0.
Remark 3.2. In the following, we work with functions of three variables ρ, s, and ω. We always
have ρ, s ∈ [0, 1] and ω ∈ R. We write Oo and Oe to indicate oddness and evenness with
respect to the variable ω. For example, f(ρ, ω) = Oo(ρ 〈ω〉
−1) means that f(ρ, ·) : R→ C is
an odd function for each ρ.
3.2. The homogeneous equation. On solving (3.2) with V = 0, we obtain a fundamental
system
ψ1(ρ;λ) =
1
ρ
(1− ρ)
1
4
+λ
2 (1 + ρ)
3
4
−λ
2 (2 + ρ(−1 + 2λ)),
ψ˜1(ρ;λ) = ψ1(ρ; 1− λ) =
1
ρ
(1 + ρ)
1
4
+λ
2 (1− ρ)
3
4
−λ
2 (2 + ρ(1− 2λ)).
We define another solution,
ψ0(ρ;λ) := ψ1(ρ;λ)− ψ˜1(ρ;λ).
Notice that ψ0 is not singular at ρ = 0, since the singularities of ψ1 and ψ˜1 cancel out.
Since (3.2) has no first order terms, the Wronskian of any two solutions is independent of
ρ. Some useful Wronskians between the above three solutions are
W (λ) :=W (ψ1(·;λ), ψ˜1(·;λ)) = W (ψ0(·;λ), ψ1(·;λ)) =W (ψ0(·;λ), ψ˜1(·;λ))
=(3− 2λ)(1 + 2λ)(−1 + 2λ).
We can define another solution as follows.
Lemma 3.3. Let λ = ǫ+ iω. There exists δ0 > 0, such that
ψ˜0(ρ;λ) := ψ0(ρ;λ)
∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2ds
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is also a solution to (3.2) with V = 0 for ρ ∈ (0, δ0 〈ω〉
−1]. Moreover, it satisfies
ψ˜0(ρ;λ) = −2ρ
−1W (λ)−1[1 +O(ρ 〈λ〉)]
for all ρ ∈ (0, δ0 〈ω〉
−1], ω ∈ R, and ǫ ∈ [0, 1
4
]. We also have
W (ψ0(·;λ), ψ˜0(·;λ)) = −1.
Proof. Taking the Taylor expansion we have ψ0(ρ;λ) = −
1
6
ρ2W (λ)[1 +O(ρ 〈λ〉)]. Hence for
sufficiently small δ0 > 0, we have ψ0(ρ;λ) 6= 0 for ρ ∈ (0, δ0 〈ω〉
−1], and thus ψ0(ρ;λ)
−1 =
−6ρ−2W (λ)−1[1 + O(ρ 〈λ〉)]. Hence ψ˜0 is well-defined for ρ ∈ (0, δ0 〈ω〉
−1]. Differentiating
ψ˜0 with respect to ρ we can see that it is indeed a solution to (3.2) for V = 0.
Now compute∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2ds
12ρ−3W (λ)−2
=
1
12
ρ3W (λ)2
∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2ds
=
1
12
ρ3W (λ)2
∫ δ0〈ω〉−1
ρ
(
−6s−2W (λ)−1
)2
[1 +O(s 〈λ〉)]ds
= 3ρ3
∫ δ0〈ω〉−1
ρ
s−4[1 +O(s 〈λ〉)]ds
= 3ρ3
[
−
1
3
s−3
]s=δ0〈ω〉−1
s=ρ
+O(ρ 〈λ〉)
= 1 +O(ρ 〈λ〉),
for λ = ǫ + iω with ǫ ∈ [0, 1
4
]. The value of the Wronskian follows from a straightforward
computation. 
3.3. The fundamental system. In the following, we use Volterra iterations to construct
solutions for (3.2) (see [33, Lemma 2.4]).
Lemma 3.4. Let λ = ǫ+ iω. There exists δ0 > 0 such that (3.2) has a solution of the form
v0(ρ;λ) = ψ0(ρ;λ)
[
1 +O(ρ2 〈ω〉0)
]
for all ρ ∈
[
0, δ0 〈ω〉
−1]
, ω ∈ R, ǫ ∈ [0, 1
4
].
Proof. We use Volterra iterations as in [5]. Using the fundamental system {ψ0, ψ1}, the
variation of constants formula suggests that a solution v0 should satisfy the integral equation
v0(ρ;λ) = ψ0(ρ;λ)−
ψ0(ρ, λ)
W (λ)
∫ ρ
0
ψ1(s;λ)
V (s)
1− s2
v0(s;λ)ds
+
ψ1(ρ, λ)
W (λ)
∫ ρ
0
ψ0(s;λ)
V (s)
1− s2
v0(s;λ)ds.
For sufficiently small δ0 > 0, we have ψ0(ρ;λ) 6= 0 for ρ ∈ (0, δ0 〈ω〉
−1]. So we can set
h0 :=
v0
ψ0
, and we obtain the equation
(3.3) h0(ρ;λ) = 1 +
∫ ρ
0
K(ρ, s;λ)h0(s;λ)ds,
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where
K(ρ, s;λ) =
1
W (λ)
[
ψ1(ρ;λ)
ψ0(ρ;λ)
ψ0(s;λ)
2 − ψ0(s;λ)ψ1(s;λ)
]
V (s)
1− s2
.
As mentioned before, by Taylor expansion we have ψ0(ρ;λ)
−1 = −6ρ−2W (λ)−1[1+O(ρ 〈λ〉)].
Since s ≤ ρ , we have,∣∣∣∣ 1W (λ) ψ1(ρ;λ)ψ0(ρ;λ)ψ0(s;λ)2
∣∣∣∣ .ψ1(ρ;λ)ρ−2s4 . ψ1(ρ;λ)s2,
and similarly ∣∣∣∣ 1W (λ)ψ0(s;λ)ψ1(s;λ)
∣∣∣∣ . ψ1(s;λ)s2 . ψ1(s;λ)s2.
Since |ψ1(ρ;λ)| . ρ
−1 for ρ ≤ δ0 〈ω〉
−1, we conclude that
(3.4) |K(ρ, s;λ)| . (ρ−1 + s−1)s2 ≤ s
for all 0 ≤ s ≤ ρ ≤ δ0 〈ω〉
−1. Thus we have∫ δ0〈ω〉−1
0
sup
ρ∈(0,δ0〈ω〉−1)
|K(ρ, s;λ)|ds . 〈ω〉−2 .
Hence (3.3) has a solution h0 that satisfies
|h0(ρ;λ)− 1| .
∫ ρ
0
|K(ρ, s;λ)|ds . ρ2.
Re-inserting this into the equation we find
h0(ρ;λ) = 1 +O(ρ
2).
Since every function behaves like symbol under differentiation with respect to both ρ and
ω, we indeed have h0(ρ;λ) = 1 +O(ρ
2 〈ω〉0) (see for example [6, Appendix B]). 
Similar to before, we can define a second solution for small ρ.
Lemma 3.5. Let λ = ǫ+ iω. There exists δ0 > 0 such that
v˜0(ρ;λ) := v0(ρ;λ)
∫ δ0〈ω〉−1
ρ
v0(s;λ)
−2ds
is also a solution to (3.2) on ρ ∈ (0, δ0 〈ω〉
−1]. Moreover, v˜0 is of the form
v˜0(ρ;λ) = ψ˜0(ρ;λ)
[
1 +O(ρ2 〈ω〉0)
]
,
for all ρ ∈
(
0, δ0 〈ω〉
−1]
, ω ∈ R, ǫ ∈ [0, 1
4
], where ψ˜0 is from Lemma 3.3. We also have
W (v0(·;λ), v˜0(·;λ)) = −1.
Proof. We choose δ0 > 0 so small that v0, ψ0, and ψ˜0 have no zeros on ρ ∈ [0, δ0 〈ω〉
−1]. Then
v˜0 is well-defined on ρ ∈ (0, δ0 〈ω〉
−1]. We can directly verify that v˜0 indeed solves (3.2).
18
Now notice that at ρ = δ0 〈ω〉
−1, both v˜0 and ψ˜0 are 0, so the statement of the lemma
holds. Then using Lemmas 3.3 and 3.4 we compute
v˜0(ρ;λ)
ψ˜0(ρ;λ)
− 1
=
1
ψ˜0(ρ;λ)
(
v˜0(ρ;λ)− ψ˜0(ρ;λ)
)
=
ψ0(ρ;λ)
ψ˜0(ρ;λ)
([
1 +O(ρ2 〈ω〉0)
] ∫ δ0〈ω〉−1
ρ
v0(s;λ)
−2ds−
∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2ds
)
=
ψ0(ρ;λ)
ψ˜0(ρ;λ)
×(∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2O(s2 〈ω〉0)ds+O(ρ2 〈ω〉0)
∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2
[
1 +O(s2 〈ω〉0)
]
ds
)
.
For δ0 > 0 small enough, we also have ψ˜0(ρ;λ)
−1 = −1
2
ρW (λ)[1 + O(ρ 〈ω〉)] for ρ ∈
(0, δ0 〈ω〉
−1], from Lemma 3.3. So using the asymptotics of ψ0 and ψ˜0, we find
ψ0(ρ;λ)
ψ˜0(ρ;λ)
= O(ρ2 〈ω〉3)O(ρ 〈ω〉3) = O(ρ3 〈ω〉6).
Moreover,∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2O(s2 〈ω〉0)ds =
∫ δ0〈ω〉−1
ρ
O(s−4 〈ω〉−6)O(s2 〈ω〉0)ds = O(ρ−1 〈ω〉−6),
and
O(ρ2 〈ω〉0)
∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2
[
1 +O(s2 〈ω〉0)
]
ds
=O(ρ2 〈ω〉0)
∫ δ0〈ω〉−1
ρ
O(s−4 〈ω〉−6) +O(s−2 〈ω〉−6)ds = O(ρ−1 〈ω〉−6).
So we obtain
v˜0(ρ;λ)
ψ˜0(ρ;λ)
− 1 = O(ρ2 〈ω〉0).
The value of the Wronskian follows from a straightforward computation. 
Next, we construct perturbed solutions from ψ1 and ψ˜1.
Lemma 3.6. Let λ = ǫ+ iω. There exists δ1 > 0, such that (3.2) has solutions of the form
v1(ρ;λ) = ψ1(ρ;λ)
[
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(ρ) +O(ρ
0(1− ρ) 〈ω〉−2)
]
,
v˜1(ρ;λ) = ψ˜1(ρ;λ)
[
1−
1− 2λ
(3− 2λ)(1 + 2λ)
a1(ρ) +O(ρ
0(1− ρ) 〈ω〉−2)
]
,
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or alternatively we can also write
v1(ρ;λ) = ψ1(ρ;λ)
[
1 +Oo(〈ω〉
−1)a1(ρ) +O(ρ
0(1− ρ) 〈ω〉−2)
]
,
v˜1(ρ;λ) = ψ˜1(ρ;λ)
[
1 +Oo(〈ω〉
−1)a1(ρ) +O(ρ
0(1− ρ) 〈ω〉−2)
]
,
for all ρ ∈
[
δ1 〈ω〉
−1 , 1
]
, ω ∈ R, ǫ ∈
[
0, 1
4
]
, where
a1(ρ) = −
∫ 1
ρ
V (s)ds.
Proof. This also follows from Volterra iterations, but is technically a little more complicated.
Existence of solution
Motivated by the variation of constants formula, solutions to (3.2) should satisfy the
integral equation
v1(ρ;λ) = ψ1(ρ;λ) +
ψ1(ρ, λ)
W (λ)
∫ ρ1
ρ
ψ˜1(s;λ)
V (s)
1− s2
v1(s;λ)ds
−
ψ˜1(ρ, λ)
W (λ)
∫ ρ1
ρ
ψ1(s;λ)
V (s)
1− s2
v1(s;λ)ds
for some constant ρ1. Since Reλ ≥ 0, |ψ1(ρ;λ)| > 0, so we can set h1 :=
v1
ψ1
and obtain the
Volterra equation
(3.5) h1(ρ;λ) = 1 +
∫ ρ1
ρ
K(ρ, s;λ)h1(s;λ)ds,
where
K(ρ, s;λ) =
1
W (λ)
(
ψ1(s;λ)ψ˜1(s;λ)−
ψ˜1(ρ;λ)
ψ1(ρ;λ)
ψ1(s;λ)
2
)
V (s)
1− s2
.
We first compute
ψ1(s;λ)ψ˜1(s;λ) =
(1− s2) (4− s2(1− 2λ)2)
s2
,
so
|ψ1(s;λ)ψ˜1(s;λ)| .
1− s
s2
∣∣4− s2(1− 2λ)2∣∣
.
1− s
s2
+ (1− s) 〈λ〉2
≤ (1− ρ)
1
2 (1− s)
1
2
(
1
s2
+ 〈λ〉2
)
,
for all 0 ≤ ρ ≤ s ≤ 1 and Re(λ) ∈ [0, 1
4
]. Moreover,
ψ˜1(ρ;λ)
ψ1(ρ;λ)
ψ1(s;λ)
2 =
(
1− ρ
1 + ρ
) 1
2
−λ
2 + ρ(1− 2λ)
2 + ρ(−1 + 2λ)
(1− s)
1
2
+λ(1 + s)
3
2
−λ
s2
(2 + s(−1 + 2λ))2,
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so ∣∣∣∣∣ ψ˜1(ρ;λ)ψ1(ρ;λ)ψ1(s;λ)2
∣∣∣∣∣ . (1− ρ)
1
2 (1− s)
1
2
s2
∣∣∣∣ 2 + ρ(1− 2λ)2 + ρ(−1 + 2λ)
∣∣∣∣ |2 + s(−1 + 2λ)|2
. (1− ρ)
1
2 (1− s)
1
2
(
1
s2
+ 〈λ〉2
)
,
for all 0 ≤ ρ ≤ s ≤ 1 and Re(λ) ∈ [0, 1
4
]. Hence, when restricted to δ1 〈ω〉
−1 ≤ ρ ≤ s < 1 for
some small δ1 > 0, we obtain the bound for the kernel
|K(ρ, s;λ)| .
1
W (λ)
V (s)
1− s2
(1− ρ)
1
2 (1− s)
1
2
(
1
s2
+ 〈λ〉2
)
.(1− ρ)
1
2 (1− s)−
1
2 〈ω〉−1 .
Now we can choose ρ1 = 1 and have∫ 1
δ1〈ω〉
−1
sup
ρ∈(δ1〈ω〉−1,1)
|K(ρ, s;λ)|ds . 〈ω〉−1 ,
thus the Volterra (3.5) has a solution h1 that satisfies
(3.6) |h1(ρ;λ)− 1| .
∫ 1
ρ
|K(ρ, s;λ)|ds . (1− ρ) 〈ω〉−1
for all ρ ∈
[
δ1 〈ω〉
−1 , 1
]
. Re-inserting this into the equation we find
h1(ρ;λ) = 1 +
∫ 1
ρ
K(ρ, s;λ)ds+O((1− ρ)2 〈ω〉−2).
Form of the integral of the kernel
Now we look at the term∫ 1
ρ
K(ρ, s;λ)ds
=
1
W (λ)
(∫ 1
ρ
V (s)
s2
(
4− s2(1− 2λ)2
)
ds−
(
1− ρ
1 + ρ
) 1
2
−λ
2 + ρ(1− 2λ)
2 + ρ(−1 + 2λ)
I(ρ;λ)
)
=:
1
W (λ)
(A+B)
where
I(ρ;λ) =
∫ 1
ρ
V (s)
s2
(
1− s
1 + s
)− 1
2
+λ
(2 + s(−1 + 2λ))2ds.
We first look at the term A,∫ 1
ρ
V (s)
s2
(
4− s2(1− 2λ)2
)
ds = 4
∫ 1
ρ
V (s)
s2
−
∫ 1
ρ
V (s)ds(1− 2λ)2.
Here we have∣∣∣∣
∫ 1
ρ
V (s)
s2
ds
∣∣∣∣ ≤‖V ‖L∞
∫ 1
ρ
1
s2
ds = ‖V ‖L∞
(
−1 + ρ−1
)
. ρ−1(1− ρ) . (1− ρ) 〈ω〉 ,
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where the last inequality follows because ρ ∈
[
δ1 〈ω〉
−1 , 1
]
.
For the term B, we insert the identity(
1− s
1 + s
)− 1
2
+λ
(2 + s(−1 + 2λ))
s2
= −s ∂s
(
(1− s)
1
2
+λ(1 + s)
3
2
−λ
s2
)
into I(ρ;λ). Integrating by parts once, we get
I(ρ;λ) =−
∫ 1
ρ
V (s)(2s+ s2(−1 + 2λ))∂s
(
(1− s)
1
2
+λ(1 + s)
3
2
−λ
s2
)
ds
=V (ρ)(2 + ρ(−1 + 2λ))
(1− ρ)
1
2
+λ(1 + ρ)
3
2
−λ
ρ
+
∫ 1
ρ
(1− s)
1
2
+λ(1 + s)
3
2
−λ
s2
∂s
[
V (s)(2s+ s2(−1 + 2λ))
]
ds.
So we have now(
1− ρ
1 + ρ
) 1
2
−λ
2 + ρ(1 − 2λ)
2 + ρ(−1 + 2λ)
I(ρ;λ)
=(1− ρ2)
(
2V (ρ)
ρ
+ V (ρ)(1− 2λ)
)
+
(
1− ρ
1 + ρ
) 1
2
−λ
2 + ρ(1− 2λ)
2 + ρ(−1 + 2λ)
∫ 1
ρ
(1− s)
1
2
+λ(1 + s)
3
2
−λ
s2
∂s
[
V (s)(2s+ s2(−1 + 2λ))
]
ds.
We estimate the boundary term∣∣∣∣(1− ρ2)
(
2V (ρ)
ρ
+ V (ρ)(1− 2λ)
)∣∣∣∣ . ρ−1(1− ρ) + (1− ρ) 〈ω〉 . (1− ρ) 〈ω〉 .
For remaining term, notice that for Reλ ∈ [0, 4
1
],
(
1− ρ
1 + ρ
) 1
2
−λ
2 + ρ(1− 2λ)
2 + ρ(−1 + 2λ)
is bounded, so we only need to look at the integral. When the derivative falls on V , the
whole term is of O((1 − ρ) 〈ω〉) which is already good, thus we only need to consider when
the derivative falls on the rest of the term. We look at∫ 1
ρ
(1− s)
1
2
+λ(1 + s)
3
2
−λ
s2
V (s)∂s
[
(2s+ s2(−1 + 2λ))
]
ds
=
∫ 1
ρ
(
1− s
1 + s
) 1
2
+λ
(1 + s)2
(
2V (s)
s2
+
2V (s)
s
(−1 + 2λ)
)
ds
=2
∫ 1
ρ
(
1− s
1 + s
) 1
2
+λ
(1 + s)2
V (s)
s2
ds+ (−2 + 4λ)
∫ 1
ρ
(
1− s
1 + s
) 1
2
+λ
(1 + s)2
V (s)
s
ds.
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In the first term, similar to before, we have, for Reλ ∈ [0, 1
4
],∣∣∣∣∣
∫ 1
ρ
(
1− s
1 + s
) 1
2
+λ
(1 + s)2
V (s)
s2
ds
∣∣∣∣∣ ≤
∫ 1
ρ
(
1− s
1 + s
) 1
2
+Reλ
(1 + s)2
∣∣∣∣V (s)s2
∣∣∣∣ ds
.‖V ‖L∞
∫ 1
ρ
1
s2
ds
.ρ−1(1− ρ) . (1− ρ) 〈ω〉 .
For the next part we use(
1− s
1 + s
) 1
2
+λ
= −
(1 + s)2
3 + 2λ
∂s
(
1− s
1 + s
) 3
2
+λ
,
and integrate by parts again. Then we have
(−2 + 4λ)
∫ 1
ρ
(
1− s
1 + s
) 1
2
+λ
(1 + s)2
V (s)
s
ds
=
1− 2λ
3 + 2λ
∫ 1
ρ
V (s)(1 + s)4
s
∂s
(
1− s
1 + s
) 3
2
+λ
ds
=
1− 2λ
3 + 2λ
(
V (ρ)
ρ
(1 + ρ)4
(
1− ρ
1 + ρ
) 3
2
+λ
−
∫ 1
ρ
∂s
[
V (s)(1 + s)4
s
](
1− s
1 + s
) 3
2
+λ
)
.
Now ∣∣∣∣∣1− 2λ3 + 2λ V (ρ)ρ (1 + ρ)4
(
1− ρ
1 + ρ
) 3
2
+λ
∣∣∣∣∣ . ρ−1(1− ρ) . (1− ρ) 〈ω〉 .
And for the integral, as before, it is only better when derivative falls on V , so we only need
to compute∣∣∣∣∣
∫ 1
ρ
∂s
[
(1 + s)4
s
]
V (s)
(
1− s
1 + s
) 3
2
+λ
ds
∣∣∣∣∣ ≤
∫ 1
ρ
|(3s− 1)(1 + s)3|
s2
|V (s)|
(
1− s
1 + s
) 3
2
+Reλ
ds
.
∫ 1
ρ
1
s2
ds . ρ−1(1− ρ) . (1− ρ) 〈ω〉 .
Hence we obtain (
1− ρ
1 + ρ
) 1
2
−λ
2 + ρ(1 − 2λ)
2 + ρ(−1 + 2λ)
I(ρ;λ) = O((1− ρ) 〈ω〉).
Putting everything back together we see that
W (λ)
∫ 1
ρ
K(ρ, s;λ)ds = (1− 2λ)2
∫ 1
ρ
V (s)ds+O((1− ρ) 〈ω〉).
Finally, observe that we have
(1− 2λ)2
W (λ)
=
1− 2λ
(3− 2λ)(1 + 2λ)
= Oo(〈ω〉
−1) +O(〈ω〉−2)
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as stated. The second solution is given by v˜1(ρ;λ) := v1(ρ; 1− λ), so again we have
1− 2(1− λ)
(3− 2(1− λ))(1 + 2(1− λ))
=
−1 + 2λ
(1 + 2λ)(3− 2λ)
= Oo(〈ω〉
−1) +O(〈ω〉−2).
Estimating the derivatives
The fact that h1 is indeed of symbol type is shown in Appendix B. 
Since δ1 is arbitrary, we can now choose δ1 ≤ δ0. Then we can use the fundamental
system {v0, v˜0} to construct v1 and v˜1 on the interval ρ ∈ (0, δ0 〈ω〉
−1]. These happen to be
perturbations of ψ1 and ψ˜1.
Lemma 3.7. The solutions v1, v˜1 can be extended to ρ ∈ (0, δ0 〈ω〉
−1], and are of the form
v1(ρ;λ) = ψ1(ρ;λ)[1 +Oo(〈ω〉
−1) +O(ρ0 〈ω〉−2)],
v˜1(ρ;λ) = ψ˜1(ρ;λ)[1 +Oo(〈ω〉
−1) +O(ρ0 〈ω〉−2)]
for all ρ ∈ (0, δ0 〈ω〉
−1], ω ∈ R, ǫ ∈ [0, 1
4
].
Proof. On ρ ∈ (0, δ0 〈ω〉
−1], there exist a(λ) and b(λ) such that
v1(ρ;λ) = a(λ)v0(ρ;λ) + b(λ)v˜0(ρ;λ),
where
a(λ) =
W (v1(·;λ), v˜0(·;λ))
W (v0(·;λ), v˜0(·;λ))
= −W (v1(·;λ), v˜0(·;λ))
b(λ) = −
W (v1(·;λ), v0(·;λ))
W (v0(·;λ), v˜0(·;λ))
=W (v1(·;λ), v0(·;λ)).
So far we only have valid expressions of v1 and v˜1 on ρ ∈ [δ1 〈ω〉
−1 , 1] from Lemma 3.6.
Since we have chosen δ1 ≤ δ0, these expressions are valid at the point ρ = δ0 〈ω〉
−1. In order
to compute W (v1(·;λ), v˜0(·;λ)) and W (v1(·;λ), v0(·;λ)), we evaluate at ρ = δ0 〈ω〉
−1. Using
Lemmas 3.6 and 3.5, we have
W (v1(·;λ), v˜0(·;λ))
=W (ψ1(·;λ), ψ˜0(·;λ))
[
1 +O(〈ω〉−2)
] [
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(〈ω〉−2)
]
+ ψ˜0(δ0 〈ω〉
−1 ;λ)ψ1(δ0 〈ω〉
−1 ;λ)O(〈ω〉−1)
=W (ψ1(·;λ), ψ˜0(·;λ))
[
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(〈ω〉−2)
]
+O(〈ω〉−2),
where the second line follows from ψ˜0(δ0 〈ω〉
−1 ;λ) = O(〈ω〉−2) and ψ1(δ0 〈ω〉
−1 ;λ) = O(〈ω〉).
The function a1 is from Lemma 3.6. Since ψ1 and ψ˜0 are explicitly defined, we can compute
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that
W (ψ1(ρ;λ), ψ˜0(ρ;λ)) =ψ1(ρ;λ)ψ˜
′
0(ρ;λ)− ψ
′
1(ρ;λ)ψ˜0(ρ;λ)
=ψ1(ρ;λ)ψ
′
0(ρ;λ)
∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2ds− ψ1(ρ;λ)ψ0(ρ;λ)
−1
− ψ′1(ρ;λ)ψ0(ρ;λ)
∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2ds
=W (ψ1(ρ;λ), ψ0(ρ;λ))
∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2ds− ψ1(ρ;λ)ψ0(ρ;λ)
−1
=−W (λ)
∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2ds− ψ1(ρ;λ)ψ0(ρ;λ)
−1,
which is a constant in ρ by the structure of the ODE. Evaluating at ρ = δ0 〈ω〉
−1, we see
that
W (ψ1(·;λ), ψ˜0(·;λ)) = ψ1(δ0 〈ω〉
−1 ;λ)ψ0(δ0 〈ω〉
−1 ;λ)−1 = O(〈ω〉0).
But for now we do not evaluate it, instead we use that the expression valid for all ρ ∈
(0, δ0 〈ω〉
−1], not just at one point. So we obtain
a(λ) =−W (v1(ρ;λ), v˜0(ρ;λ))
=
(
W (λ)
∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2ds+ ψ1(ρ;λ)ψ0(ρ;λ)
−1
)
×
[
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(〈ω〉−2)
]
for ρ ∈ (0, δ0 〈ω〉
−1]. On the other hand, evaluating at ρ = δ0 〈ω〉
−1 we have
b(λ) =W (v1(·;λ), v0(·;λ))
=W (ψ1(·;λ), ψ0(·;λ))
[
1 +O(〈ω〉−2)
] [
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(〈ω〉−2)
]
+ ψ0(δ0 〈ω〉
−1 ;λ)ψ1(δ0 〈ω〉
−1 ;λ)O(〈ω〉−1)
=W (ψ1(·;λ), ψ0(·;λ))
[
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(〈ω〉−2)
]
=−W (λ)
[
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(〈ω〉−2)
]
,
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where in the second line we used ψ0(δ0 〈ω〉
−1 ;λ) = O(〈ω〉), ψ1(δ0 〈ω〉
−1 ;λ) = O(〈ω〉), and
W (λ) = O(〈ω〉3). Hence
v1(ρ;λ) =v0(ρ;λ)
(
W (λ)
∫ δ0〈ω〉−1
ρ
ψ0(s;λ)
−2ds+ ψ1(ρ;λ)ψ0(ρ;λ)
−1
)
×
[
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(〈ω〉−2)
]
− v˜0(ρ;λ)W (λ)
[
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(〈ω〉−2)
]
=W (λ)ψ˜0(ρ;λ)[1 +O(ρ
0 〈ω〉−2)]
+ ψ1(ρ;λ)[1 +O(ρ
2 〈ω〉0)]
[
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(〈ω〉−2)
]
−W (λ)ψ˜0(ρ;λ)[1 +O(ρ
0 〈ω〉−2)]
=W (λ)ψ˜0(ρ;λ)
[
O(ρ0 〈ω〉−2)
]
+ ψ1(ρ;λ)
[
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(ρ0 〈ω〉−2)
]
.
Then we use ψ˜0(ρ;λ) = O(ρ
−1 〈ω〉−3) and ψ1(ρ;λ)
−1 = O(ρ 〈ω〉0) for small ρ, and see that
v1(ρ;λ)
ψ1(ρ;λ)
=
ψ˜0(ρ;λ)
ψ1(ρ;λ)
O(〈ω〉3)
[
O(ρ0 〈ω〉−2)
]
+
[
1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(ρ0 〈ω〉−2)
]
=1 +
1− 2λ
(3− 2λ)(1 + 2λ)
a1(δ0 〈ω〉
−1) +O(ρ0 〈ω〉−2)
=1 +Oo(〈ω〉
−1) +O(ρ0 〈ω〉−2)
Here we have used that a1(δ0 〈ω〉
−1) = O(〈ω〉0) is an even function in ω. The second solution
is again given by v˜1(ρ;λ) = v1(ρ; 1− λ) as in the last part of the proof of Lemma 3.6. 
In the next step, we express v0 in terms of the fundamental system {v0, v˜0} on the interval
ρ ∈ [δ1 〈ω〉
−1 , 1].
Lemma 3.8. The solution v0 has the representation
v0(ρ;λ) = [1 +Oo(〈ω〉
−1) +O(〈ω〉−2)]v1(ρ;λ)− [1 +Oo(〈ω〉
−1) +O(〈ω〉−2)]v˜1(ρ;λ)
for all ρ ∈ [δ1 〈ω〉
−1 , 1], ω ∈ R, ǫ ∈ [0, 1
4
].
Proof. Since the Wronskian is constant, we can evaluate at ρ = 1 and get
W (v1(·;λ), v˜1(·;λ))
=W (ψ1(·;λ), ψ˜1(·;λ))
[
1 +O(ρ0(1− ρ) 〈ω〉−1)
]
+ ψ1(1;λ)ψ˜1(1;λ)O(ρ
−1(1− ρ)0 〈ω〉−1)
=W (ψ1(·;λ), ψ˜1(·;λ)) = W (λ).
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So there exist a(λ) and b(λ) such that
v0(ρ;λ) = a(λ)v1(ρ;λ) + b(λ)v˜1(ρ;λ),
given by
a(λ) =
W (v0(·;λ), v˜1(·;λ))
W (v1(·;λ), v˜1(·;λ))
=
W (v0(·;λ), v˜1(·;λ))
W (λ)
,
b(λ) = −
W (v0(·;λ), v1(·;λ))
W (v1(·;λ), v˜1(·;λ))
= −
W (v0(·;λ), v1(·;λ))
W (λ)
.
By using Lemma 3.6 and evaluating at ρ = δ0 〈ω〉
−1, we have
W (v0(·;λ), v˜1(·;λ)) =W (ψ0(·;λ), ψ˜1(·;λ))
[
1 +Oo(〈ω〉
−1)a1(δ0 〈ω〉
−1) +O(〈ω〉−2)
]
+ ψ˜1(δ0 〈ω〉
−1 ;λ)ψ0(δ0 〈ω〉
−1 ;λ)O(〈ω〉−1)
=W (λ)[1 +Oo(〈ω〉
−1) +O(〈ω〉−2)],
hence
a(λ) = [1 +Oo(〈ω〉
−1) +O(〈ω〉−2)].
Similarly,
W (v0(·;λ), v1(·;λ)) = W (λ)[1 +Oo(〈ω〉
−1) +O(〈ω〉−2)],
so
b(λ) = −[1 +Oo(〈ω〉
−1) +O(〈ω〉−2)].

3.4. The Wronskian. The transformation
uj(ρ) = ρ
−2(1− ρ2)−
1
4
−λ
2 vj(ρ)
now gives solutions uj, j = 0, 1 to (3.1) with Fλ = 0. Near ρ = 0 we have
lim
ρ→0+
u0(ρ;λ) = lim
ρ→0+
v0(ρ;λ)
ρ2
= lim
ρ→0+
ψ0(ρ;λ)
ρ2
= −
1
6
W (λ) = O(〈λ〉3),
and we see that u0(·;λ) ∈ C([0, 1)) ∩ C
∞(0, 1). Taking its derivative with respect to ρ, we
have, for ρ ∈ [0, δ0 〈ω〉
−1], λ = ǫ+ iω,
|u′0(ρ;λ)| . ρ
−1 〈ω〉3 .
Hence u0(·;λ) ∈ H
1(B51−δ) for all δ ∈ (0, 1). On the other hand, near ρ = 1, from the
transformation we have
lim
ρ→1−
u1(ρ;λ)
= lim
ρ→1−
[
ρ−3(1 + ρ)
1
2
−λ(2 + ρ(−1 + 2λ))
[
1 +O0(〈ω〉
−1)a1(ρ) +O(ρ
0(1− ρ) 〈ω〉−2)
]]
=2
1
2
−λ(1 + 2λ) = O(〈λ〉),
and its derivative is
lim
ρ→1−
u′1(ρ;λ) = O(〈λ〉
2).
Hence u1(·;λ) ∈ C
1(0, 1] ∩ C∞(0, 1), so u1 ∈ H
1(B5\{0}).
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Another two solutions to (3.1) are given by, for j = 0, 1,
u˜j(ρ) = ρ
−2(1− ρ2)−
1
4
−λ
2 v˜j(ρ).
The next step is to construct the Wronskian of the fundamental system {u0, u1}. Here we
turn our attention to the specific potential V (ρ) = −35
4
, i.e., we are looking at (2.12).
Lemma 3.9. We have
W (u0(·;λ), u1(·;λ)) = W (λ)w0(λ)ρ
−4(1− ρ2)−
1
2
−λ
where w0(ǫ + iω) = 1 + O(〈ω〉
−1) + O(〈ω〉−2) for ρ ∈ (0, 1), ǫ ∈ [0, 1
4
], ω ∈ R. Moreover,
|w0(λ)| & 1 for all λ ∈ C with Reλ ∈ [0,
1
4
].
Proof. From the transformation we compute directly
W (u0(·;λ), u1(·;λ)) = W (v0(·;λ), v1(·;λ))ρ
−4(1− ρ2)−
1
2
−λ
= W (λ)
[
1 +Oo(〈ω〉
−1) +O(〈ω〉−2)
]
ρ−4(1− ρ2)−
1
2
−λ,
which is in the stated form.
Next we show that |w0(λ)| 6= 0. Since
w0(λ) =
W (v0(·;λ), v1(·;λ))
W (λ)
,
so w0 6= 0 if and only if W (v0(·;λ), v1(·;λ)) 6= 0. Moreover, since
W (v0(·;λ), v1(·;λ)) = ρ
4(1− ρ2)
1
2
+λW (u0(·;λ), u1(·;λ)),
W (v0(·;λ), v1(·;λ)) 6= 0 if and only if W (u0(ρ;λ), u1(ρ;λ)) 6= 0 for ρ ∈ (0, 1). So we define
h(ρ2) = u(ρ) and set z = ρ2, then (3.1) with Fλ = 0 is transformed to the hypergeometric
differential equation (2.10). This equation was studied in Lemma 2.5. By comparing the
asymptotics as ρ→ 0+ we see that
u0(ρ;λ) = h0(ρ
2;λ)O(〈ω〉3),
u˜0(ρ;λ) = h˜0(ρ
2;λ)O(〈ω〉−3).
and
u1(ρ;λ) = h1(ρ
2;λ).
So the Wronskian W (u0(ρ;λ), u1(ρ;λ)) 6= 0 if and only if h0(·;λ) and h1(·;λ) are linearly
independent. From (2.11), h0(·;λ) and h1(·;λ) are linearly dependent only when
−a = −
λ
2
−
5
2
∈ N0 or − b = −
λ
2
+
1
2
∈ N0.
But this never happens for λ = ǫ+ iω, ǫ ∈ [0, 1
4
]. Therefore we obtain
|w0(λ)| =
∣∣∣∣W (v0(·;λ), v1(·;λ))W (λ)
∣∣∣∣ & 1
as stated. 
This shows that {u0(·;λ, u1(·;λ)} is a fundamental system for (2.12) with Fλ = 0.
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Corollary 3.10. We have
1
w0(λ)
= 1 +Oo
(
〈ω〉−1
)
+O
(
〈ω〉−2
)
for the function w0 from Lemma 3.9, where λ = ǫ+ iω, ǫ ∈ [0,
1
4
], ω ∈ R.
Proof. We write
1
w0(λ)
=
w0(λ)
|w0(λ)|2
=
[
1 +Oo
(
〈ω〉−1
)
+O
(
〈ω〉−2
)] [
1 +O
(
〈ω〉−1
)]
= 1 +Oo
(
〈ω〉−1
)
+O
(
〈ω〉−2
)
.

3.5. Decomposition of the Green function. We first set
ϕ1(ρ;λ) := ρ
−2(1− ρ2)−
1
4
−λ
2ψ1(ρ;λ) = ρ
−3(1 + ρ)
1
2
−λ(2 + ρ(−1 + 2λ)),
ϕ˜1(ρ;λ) := ρ
−2(1− ρ2)−
1
4
−λ
2 ψ˜1(ρ;λ) = ρ
−3(1− ρ)
1
2
−λ(2 + ρ(1− 2λ)),
and
ϕ0(ρ;λ) := ϕ1(ρ;λ)− ϕ˜1(ρ;λ).
Then {ϕ0(·;λ), ϕ1(·;λ)} is a fundamental system of (3.1) with Fλ = V = 0. The Green
function is given by
G0(ρ, s;λ) =
s4(1− s2)−
1
2
+λ
(3− 2λ)(1 + 2λ)(1− 2λ)
{
ϕ0(ρ;λ)ϕ1(s;λ) if ρ ≤ s
ϕ0(s;λ)ϕ1(ρ;λ) if ρ ≥ s
,
which is the Green function that gives the semigroup S0 using Laplace inversion.
General solutions to (2.12) are given by
u(ρ;λ) =c0(λ)u0(ρ;λ) + c1(λ)u1(ρ;λ)
−
∫ ρ
0
u0(s;λ)u1(ρ;λ)
W (u0(·;λ), u1(·;λ))(s)
Fλ(s)
1− s2
ds−
∫ 1
ρ
u0(ρ;λ)u1(s;λ)
W (u0(·;λ), u1(·;λ))(s)
Fλ(s)
1− s2
ds,
where c0(λ), c1(λ) are arbitrary constants. But since neither u0(·;λ) nor u1(·;λ) belongs to
H1(B5), we choose c0 and c1 to be identically 0. Then there is a unique solution in H
1(B5)
given by
u(ρ;λ) = −
∫ ρ
0
u0(s;λ)u1(ρ;λ)
W (u0(·;λ), u1(·;λ))(s)
Fλ(s)
1− s2
ds−
∫ 1
ρ
u0(ρ;λ)u1(s;λ)
W (u0(·;λ), u1(·;λ))(s)
Fλ(s)
1− s2
ds.
So the Green function for (2.12) is given by
G(ρ, s;λ) =
s4(1− s2)−
1
2
+λ
(3− 2λ)(1 + 2λ)(1− 2λ)w0(λ)
{
u0(ρ;λ)u1(s;λ) if ρ ≤ s
u1(ρ;λ)u0(s;λ) if ρ ≥ s
,
which is the Green function in the integral kernel of (2.13).
We define a smooth cut-off χ : R → [0, 1] with χ(x) = 1 for |x| ≤ δ1 and χ(x) = 0 for
|x| ≥ δ0, where δ0 and δ1 are chosen from before. We decompose G in the following way.
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Lemma 3.11. We have
G(ρ, s;λ) = G0(ρ, s;λ) +
6∑
n=1
Gn(ρ, s;λ),
where
G1(ρ, s;λ) = 1R+(s− ρ)χ(ρ 〈ω〉)s
4(1− s2)−
1
2
+λϕ0(ρ;λ)ϕ1(s;λ)γ1(ρ, s;λ)
(3− 2λ)(1 + 2λ)(1− 2λ)
G2(ρ, s;λ) = 1R+(s− ρ) [1− χ(ρ 〈ω〉)] s
4(1− s2)−
1
2
+λϕ1(ρ;λ)ϕ1(s;λ)γ2(ρ, s;λ)
(3− 2λ)(1 + 2λ)(1− 2λ)
G3(ρ, s;λ) = 1R+(s− ρ) [1− χ(ρ 〈ω〉)] s
4(1− s2)−
1
2
+λ ϕ˜1(ρ;λ)ϕ1(s;λ)γ3(ρ, s;λ)
(3− 2λ)(1 + 2λ)(1− 2λ)
G4(ρ, s;λ) = 1R+(ρ− s)χ(s 〈ω〉)s
4(1− s2)−
1
2
+λϕ1(ρ;λ)ϕ0(s;λ)γ4(ρ, s;λ)
(3− 2λ)(1 + 2λ)(1− 2λ)
G5(ρ, s;λ) = 1R+(ρ− s) [1− χ(s 〈ω〉)] s
4(1− s2)−
1
2
+λϕ1(ρ;λ)ϕ1(s;λ)γ5(ρ, s;λ)
(3− 2λ)(1 + 2λ)(1− 2λ)
G6(ρ, s;λ) = 1R+(ρ− s) [1− χ(s 〈ω〉)] s
4(1− s2)−
1
2
+λϕ1(ρ;λ)ϕ˜1(s;λ)γ6(ρ, s;λ)
(3− 2λ)(1 + 2λ)(1− 2λ)
,
and
γn(ρ, s;λ) = O(ρ
0s0)O0(〈ω〉
−1) +O((1− ρ)0s0 〈ω〉−2) +O(ρ0(1− s) 〈ω〉−2),
for all ρ, s ∈ (0, 1), λ = ǫ+ iω, ǫ ∈ [0, 1
4
], ω ∈ R, n = {1, 2, . . . , 6}.
Proof. From Lemmas 3.6 and 3.7, we have
u1(ρ;λ) =χ(ρ 〈ω〉)u1(ρ;λ) + [1− χ(ρ 〈ω〉)]u1(ρ;λ)
=χ(ρ 〈ω〉)ϕ1(ρ;λ)[1 +Oo(〈ω〉
−1) +O(ρ0 〈ω〉−2)]
+ [1− χ(ρ 〈ω〉)]ϕ1(ρ;λ)[1 +Oo(〈ω〉
−1)a1(ρ) +O(ρ
0(1− ρ) 〈ω〉−2)]
=ϕ1(ρ;λ)[1 +O(ρ
0)Oo(〈ω〉
−1) +O(ρ0(1− ρ) 〈ω〉−2)].(3.7)
On the other hand, using Lemmas 3.4, 3.6, and 3.8, we have
u0(ρ;λ) =χ(ρ 〈ω〉)u0(ρ;λ) + [1− χ(ρ 〈ω〉)]u0(ρ;λ)
=χ(ρ 〈ω〉)ϕ0(ρ;λ)
[
1 +O(ρ0 〈ω〉−2)
]
+ [1− χ(ρ 〈ω〉)] u1(ρ;λ)
[
1 +Oo(〈ω〉
−1) +O(〈ω〉−2)
]
− [1− χ(ρ 〈ω〉)] u˜1(ρ;λ)
[
1 +Oo(〈ω〉
−1) +O(〈ω〉−2)
]
=χ(ρ 〈ω〉)ϕ0(ρ;λ)
[
1 +O(ρ0 〈ω〉−2)
]
+ [1− χ(ρ 〈ω〉)]ϕ1(ρ;λ)
[
1 +O(ρ0)Oo(〈ω〉
−1) +O(ρ0(1− ρ) 〈ω〉−2) +O(〈ω〉−2)
]
− [1− χ(ρ 〈ω〉)] ϕ˜1(ρ;λ)
[
1 +O(ρ0)Oo(〈ω〉
−1) +O(ρ0(1− ρ) 〈ω〉−2) +O(〈ω〉−2)
]
.(3.8)
Then we obtain the stated decomposition from Corollary 3.10. 
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3.6. The semigroup. Using Lemma 3.11, the representation of the semigroup in (2.13) is
given by
(3.9) [S(τ)f˜ ]1(ρ) = [S0(τ)f˜ ]1(ρ) +
1
2πi
+
6∑
n=1
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλτ
∫ 1
0
Gn(ρ, s;λ)Fλ(s)dsdλ
for any ǫ > 0, f˜ = (f˜1, f˜2) ∈ rg(I−P) ∩ C
2 × C1([0, 1]), and
Fλ(s) = sf˜
′
1(s) +
(
λ+
5
2
)
f˜1(s) + f˜2(s).
So we define, for n ∈ {1, 2, . . . , 6}, f ∈ C([0, 1]), the operators
Tn,ǫ(τ)f(ρ) :=
1
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλτ
∫ 1
0
Gn(ρ, s;λ)f(s)dsdλ
=
1
2π
∫ ∞
−∞
e(ǫ+iω)τ
∫ 1
0
Gn(ρ, s; ǫ+ iω)f(s)dsdω
for τ ≥ 0 and ρ ∈ (0, 1). We would like to take the limit ǫ → 0+. Indeed, for all ρ ∈
(0, 1], ǫ ∈ [0, 1
4
], and ω ∈ R we have |ϕ1(ρ; ǫ + iω)| + |ϕ˜1(ρ; ǫ + iω)| . ρ
−3 + ρ−2 〈ω〉, so
|Gn(ρ, s; ǫ+ iω)| . ρ
−3s(1− s)−
1
2
+ǫ 〈ω〉−2. By dominated convergence and Fubini, we have
Tn(τ)f(ρ) := lim
ǫ→0+
Tn,ǫ(τ)f(ρ) =
1
2π
∫ ∞
−∞
eiωτ
∫ 1
0
Gn(ρ, s;ω)f(s)dsdω
=
1
2π
∫ 1
0
∫ ∞
−∞
eiωτGn(ρ, s;ω)dωf(s)ds.
3.7. Representations of ϕ0. In this section we apply the fundamental theorem of calculus
to ϕ0(ρ;λ)ρ
3 to obtain two ways of writing this term. These representations will be useful
when we estimate the oscillatory integrals. Since limρ→0 ϕ0(ρ)ρ
3 = 0, we have
ϕ0(ρ;λ)ρ
3 = −
1
2
(3− 2λ)(1− 2λ)
∫ ρ
0
(
(1 + t1)
− 1
2
−λ − (1− t)−
1
2
−λ
)
t1dt1
= −
ρ2
2
(3− 2λ)(1− 2λ)
∫ 1
−1
(1 + ρt1)
− 1
2
−λt1dt1.
Then we have
(3.10) ϕ0(ρ;λ) =
1
2ρ
(3− 2λ)(−1 + 2λ)
∫ 1
−1
(1 + ρt1)
− 1
2
−λt1dt1
Notice that (1 + ρt1)
− 1
2
−λt1|ρ=0 = t1, so we can write
(1 + ρt1)
− 1
2
−λt1 =
∫ ρ
0
d
dt2
(1 + t1t2)
− 1
2
−λt1dt2 + t1
=−
ρ(1 + 2λ)
2
∫ 1
0
(1 + ρt1t2)
− 3
2
−λt21dt2 + t1
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Then ∫ 1
−1
(1 + ρt1)
− 1
2
−λt1dt1 =−
ρ(1 + 2λ)
2
∫ 1
−1
∫ 1
0
(1 + ρt1t2)
− 3
2
−λt21dt2dt1 +
∫ 1
−1
t1dt1
=−
ρ(1 + 2λ)
2
∫ 1
−1
∫ 1
0
(1 + ρt1t2)
− 3
2
−λt21dt2dt1.
Hence we can further reduce ϕ0 in the form
(3.11) ϕ0(ρ;λ) = −
(3 − 2λ)(−1 + 2λ)(1 + 2λ)
4
∫ 1
−1
∫ 1
0
(1 + ρt1t2)
− 3
2
−λt21dt2dt1.
4. Strichartz estimates of the full semigroup
4.1. Preliminary. We first introduce some results that will be useful. We start with recall-
ing the result on oscillatory integrals from [5].
Lemma 4.1 ([5, Lemma 4.2]). We have∣∣∣∣
∫
R
eiaω[Oo(〈ω〉
−1) +O(〈ω〉−2)]dω
∣∣∣∣ . 〈a〉−2
for all a ∈ R\{0}. 
The next result is in the same spirit as Lemma 4.1.
Lemma 4.2. Let α ∈ (0, 1). Then we have∣∣∣∣
∫
R
eiaωO(〈ω〉−α)dω
∣∣∣∣ . |a|−1+α 〈a〉−2
for all a ∈ R\{0}.
Proof. Without loss of generality assume a > 0. We decompose∫
R
eiaωO(〈ω〉−α)dω
=
∫
R
eiaωO(〈ω〉−α)χ(aω)dω +
∫
R
eiaωO(〈ω〉−α)[1− χ(aω)]dω
=:I1(a) + I2(a).
So we have
I1(a) =
∫
R
eiaωO(ω−α)χ(aω)dω = a−1
∫
R
eiωO
((ω
a
)−α)
χ(ω)dω = O
(
a−1+α
)
,
and an integration by parts gives
I2(a) =a
−1
∫
R
[1− χ(aω)]eiaωO
(
ω−α−1
)
dω +
∫
R
χ′(aω)eiaω
(
ω−α
)
dω
=a−2
∫
R
[1− χ(ω)]eiωO
((ω
a
)−α−1)
dω + a−1
∫
R
χ′(ω)eiω
((ω
a
)−α)
dω
=O
(
a−1+α
)
.
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Moreover, for a ≥ 1, we can do integration by parts as many times as we want and get∫
R
eiaωO(〈ω〉−α)dω = O(〈a〉−2).
This gives the stated bound. 
We also have two results for the non-oscillatory case.
Lemma 4.3. We have∣∣∣∣ρ−n
∫
R
[1− χ(ρ 〈ω〉)] eiaωO(〈ω〉−n−1)dω
∣∣∣∣ . 〈a〉−2 ,
for all n ≥ 1, ρ ∈ (0, 1), and a ∈ R.
Proof. We compute
ρ−n
∫
R
[1− χ(ρ 〈ω〉)]O(〈ω〉−n−1)dω
=ρ−n
∫
R
χ(|ω|) [1− χ(ρ 〈ω〉)]O(〈ω〉−n−1)dω + ρ−n
∫
R
[1− χ(|ω|)] [1− χ(ρ|ω|)]O(|ω|−n−1)dω
=
∫
R
χ(|ω|) [1− χ(ρ 〈ω〉)]O(〈ω〉−1)dω +
∫
R
[
1− χ
(∣∣∣∣ωρ
∣∣∣∣
)]
[1− χ(|ω|)]O(ρ0|ω|−n−1)dω
=O(ρ0).
Then the statement follows from two integrations by parts. 
The next lemma is similar.
Lemma 4.4. We have∣∣∣∣ρ−n
∫
R
[1− χ(ρ 〈ω〉)] eiaωO(〈ω〉−n)dω
∣∣∣∣ . |a|−1 〈a〉−2 ,
for n ≥ 2, ρ ∈ (0, 1), and a ∈ R\{0}.
Proof. Without loss of generality we assume a > 0. Integrating by parts once we get
ρ−n
∫
R
[1− χ(ρ 〈ω〉)] eiaωO(〈ω〉−n))dω
=a−1ρ−n
∫
R
[1− χ(ρ 〈ω〉)] eiaωO(〈ω〉−n−1)dω + a−1ρ−n+1
∫
R
χ′(ρ 〈ω〉)eiaωO(〈ω〉−n)dω
=a−1(I1(ρ, a) + I2(ρ, a)),
where both I1 and I2 are O(ρ
0) by a similar computation as in Lemma 4.3. Then, when
a ≥ 1, we integrate by parts twice more to obtain the statement. 
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4.2. Kernel estimates. Our goal is now to estimate ‖Tn(τ)f‖L5(B5). Applying Minkowski’s
inequality we get
‖Tn(τ)f‖L5(B5) ∼=
∥∥∥∥
∫ 1
0
f(s)
∫
R
eiωτGn(ρ, s; iω)dωds
∥∥∥∥
L5ρ(B
5)
≤
∫ 1
0
|f(s)|
∥∥∥∥
∫
R
eiωτGn(ρ, s; iω)dω
∥∥∥∥
L5ρ(B
5)
ds.
We have the following result.
Proposition 4.5. We have the bounds∥∥∥∥
∫
R
eiωτGn(ρ, s;ω)dω
∥∥∥∥
L5ρ(B
5)
. s2(1− s)−
1
2 |τ + log(1− s)|−
1
10 〈τ + log(1− s)〉−1
for all τ ≥ 0, s ∈ (0, 1), and n ∈ {1, 2, . . . , 6}.
Proof. For G1 we have∫
R
eiωτG1(ρ, s;ω)dω
=
∫
R
χ(ρ 〈ω〉)eiωτ1R+(s− ρ)
s(1− s)−
1
2
+iω(2 + s(−1 + 2iω))ϕ0(ρ; iω)
(3− 2iω)(1 + 2iω)(1− 2iω)
γ1(ρ, s; iω)dω
=2 · 1R+(s− ρ)s(1− s)
− 1
2
∫
R
χ(ρ 〈ω〉)
eiω(τ+log(1−s))ϕ0(ρ; iω)
(3− 2iω)(1 + 2iω)(1− 2iω)
γ1(ρ, s; iω)dω
− 1R+(s− ρ)s
2(1− s)−
1
2
∫
R
χ(ρ 〈ω〉)
eiω(τ+log(1−s))ϕ0(ρ; iω)
(3− 2iω)(1 + 2iω)
γ1(ρ, s; iω)dω
=:2I1(ρ, s, τ) + I2(ρ, s, τ).
For I1 we use (3.11), then we have∣∣∣∣
∫
R
χ(ρ 〈ω〉)
eiω(τ+log(1−s))ϕ0(ρ; iω)
(3− 2iω)(1 + 2iω)(1− 2iω)
γ1(ρ, s; iω)dω
∣∣∣∣
∼=
∣∣∣∣
∫
R
χ(ρ 〈ω〉)eiω(τ+log(1−s))
(∫ 1
−1
∫ 1
0
(1 + ρt1t2)
− 3
2
−iωt21dt2dt1
)
γ1(ρ, s; iω)dω
∣∣∣∣
=
∣∣∣∣
∫ 1
−1
∫ 1
0
(1 + ρt1t2)
− 3
2 t21
(∫
R
χ(ρ 〈ω〉)eiω(τ+log(1−s)+log(1+ρt1t2))γ1(ρ, s; iω)dω
)
dt2dt1
∣∣∣∣
≤ sup
t1∈(−1,1),t2∈(0,1)
∣∣∣∣
∫
R
χ(ρ 〈ω〉)eiω(τ+log(1−s)+log(1+ρt1t2))γ1(ρ, s; iω)dω
∣∣∣∣ .
The order of integrations can be changed because ρ ∈ (0, 1) is fixed. Moreover, thanks to
the cut-off χ(ρ 〈ω〉), we have |(1 + ρt1t2)
− 3
2 | . 1 and | log(1 + ρt1t2)| . 1 for all t1, t2 in the
respective domains. So we can use Lemma 4.1 and get∣∣∣∣
∫
R
χ(ρ 〈ω〉)eiω(τ+log(1−s)+log(1+ρt1t2))γ1(ρ, s; iω)dω
∣∣∣∣
. 〈τ + log(1− s) + log(1 + ρt1t2)〉
−2
. 〈τ + log(1− s)〉−2 .
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Plugging this back in we have
(4.1) |I1(ρ, s, τ)| . 1R+(s− ρ)s(1− s)
− 1
2 〈τ + log(1− s)〉−2 ,
so
‖I1(·, s, τ)‖L5(B5) .
(∫ 1
0
∣∣∣1R+(s− ρ)s(1− s)− 12 〈τ + log(1− s)〉−2∣∣∣5 ρ4dρ
) 1
5
= s(1− s)−
1
2 〈τ + log(1− s)〉−2
(∫ s
0
ρ4dρ
) 1
5
∼= s2(1− s)−
1
2 〈τ + log(1− s)〉−2 .
For I2 we directly use that
I2(ρ, s, τ) =1R+(s− ρ)s
2(1− s)−
1
2
∫
R
eiω(τ+log(1−s))ϕ0(ρ; iω)
×O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−3)χ(ρ 〈ω〉)dω,
and we look at the integral kernel,∫
R
eiω(τ+log(1−s))χ(ρ 〈ω〉)O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−3)ϕ0(ρ; iω)dω
=
∫
R
eiω(τ+log(1−s)−log(1+ρ))χ(ρ 〈ω〉)O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−3)
×
1
ρ3
[
(1 + ρ)
1
2 (2 + ρ(−1 + 2iω))− eiw(log(1+ρ)−log(1−ρ))(1− ρ)
1
2 (2 + ρ(1− 2iω))
]
dω.
Since on the support of the cut-off χ(ρ 〈ω〉), we have eiw(log(1+ρ)−log(1−ρ)) = 1 + O(ωρ), the
function
g(ρ, ω) := (1 + ρ)
1
2 (2 + ρ(−1 + 2iω))− eiw(log(1+ρ)−log(1−ρ))(1− ρ)
1
2 (2 + ρ(1− 2iω))
is of symbol type. Furthermore, we have
g(0, ω) = ∂ρg(ρ, ω)|ρ=0 = ∂
2
ρg(ρ, ω)|ρ=0 = 0 for all ω ∈ R,
so by Cauchy remainder we have
g(ρ, ω) =
ρ3
2!
∫ 1
0
∂31g(ρt, ω)(1− t)
2dt,
where ∂1 is the derivative with respect to the first variable. Since |∂
3
1g(ρt, ω)| . 〈ω〉
3 on
the support of χ(ρ 〈ω〉), we obtain |g(ρ, ω)| . ρ3 〈ω〉3. Hence g(ρ, ω) = O(ρ3 〈ω〉3), and on
the support of χ(ρ 〈ω〉), we also have g(ρ, ω) = O(ρ
21
10 〈ω〉
21
10 ). Thus Lemma 4.2 gives the
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estimate ∣∣∣∣
∫
R
eiω(τ+log(1−s))χ(ρ 〈ω〉)O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−3)ϕ0(ρ; iω)dω
∣∣∣∣
=
∣∣∣∣ρ− 910
∫
R
eiω(τ+log(1−s)−log(1+ρ))χ(ρ 〈ω〉)O(ρ0 〈ω〉−
9
10 )dω
∣∣∣∣
.ρ−
9
10 |τ + log(1− s)− log(1 + ρ)|−
1
10 〈τ + log(1− s)− log(1 + ρ)〉−2
≤ρ−
9
10 |τ + log(1− s)− log(1 + ρ)|−
1
10 〈τ + log(1− s)〉−2 ,
so
(4.2)
|I2(ρ, s, τ)|
.1R+(s− ρ)s
2(1− s)−
1
2ρ−
9
10 |τ + log(1− s)− log(1 + ρ)|−
1
10 〈τ + log(1− s)〉−2 .
Then we have
‖I2(·, s, τ)‖L5(B5)
.s2(1− s)−
1
2 〈τ + log(1− s)〉−2
(∫ s
0
(
ρ−
9
10 |τ + log(1− s)− log(1 + ρ)|−
1
10
)5
ρ4dρ
) 1
5
≤s2(1− s)−
1
2 〈τ + log(1− s)〉−2
(∫ s
0
ρ−
1
2 |τ + log(1− s)− log(1 + ρ)|−
1
2dρ
) 1
5
.
We estimate∣∣∣∣
∫ 1
0
ρ−
1
2 |x− log(1 + ρ)|−
1
2 dρ
∣∣∣∣ ≤
∫ log(2)
x
0
(exy − 1)−
1
2 |x− xy|−
1
2xexydy
=x|x|−
1
2
∫ log(2)
x
0
(exy − 1)−
1
2 |1− y|−
1
2 exydy
≤x|x|−
1
2
∫ 1
x
0
(xy)−
1
2 |1− y|−
1
2 exydy
.
∫ 1
|x|
0
|y|−
1
2 |1− y|−
1
2dy
.
∣∣∣ log |x|∣∣∣+ 1 . |x|− 12 + 1.
Since s ≤ 1,∣∣∣∣
∫ s
0
ρ−
1
2 |τ + log(1− s)− log(1 + ρ)|−
1
2dρ
∣∣∣∣ . |τ + log(1− s)|− 12 + 1.
With this, we obtain the bound
‖I2(·, s, τ)‖L5(B5) .s
2(1− s)−
1
2
(
|τ + log(1− s)|−
1
2 + 1
) 1
5
〈τ + log(1− s)〉−2
.s2(1− s)−
1
2 |τ + log(1− s)|−
1
10 〈τ + log(1− s)〉−1 .
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Next, for G2 we have∫
R
eiωτG2(ρ, s;ω)dω
=2 · 1R+(s− ρ)s(1− s)
− 1
2
∫
R
[1− χ(ρ 〈ω〉)]
eiω(τ+log(1−s))ϕ1(ρ; iω)
(3− 2iω)(1 + 2iω)(1− 2iω)
γ2(ρ, s; iω)dω
− 1R+(s− ρ)s
2(1− s)−
1
2
∫
R
[1− χ(ρ 〈ω〉)]
eiω(τ+log(1−s))ϕ1(ρ; iω)
(3− 2iω)(1 + 2iω)
γ2(ρ, s; iω)dω
=:2I1(ρ, s, τ) + I2(ρ, s, τ).
In I1 we look at∫
R
[1− χ(ρ 〈ω〉)]
eiω(τ+log(1−s))ϕ1(ρ; iω)
(3− 2iω)(1 + 2iω)(1− 2iω)
γ2(ρ, s; iω)dω
=
∫
R
[1− χ(ρ 〈ω〉)] eiω(τ+log(1−s))ϕ1(ρ; iω)O(ρ
0(1− ρ)0s0(1− s)0 〈ω〉−4)dω
=(1 + ρ)
1
2ρ−2
∫
R
[1− χ(ρ 〈ω〉)] eiω(τ+log(1−s)−log(1+ρ))O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−3)dω
Using Lemma 4.3 we get
ρ−2
∫
R
[1− χ(ρ 〈ω〉)] eiω(τ+log(1−s)−log(1+ρ))O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−3)dω
=O(〈τ + log(1− s)− log(1 + ρ)〉−2).
Then since log(1 + ρ) is bounded for all ρ ∈ [0, 1], we get
|I1(ρ, s, τ)| .1R+(s− ρ)s(1− s)
− 1
2 〈τ + log(1− s)− log(1 + ρ)〉−2
.1R+(s− ρ)s(1− s)
− 1
2 〈τ + log(1− s)〉−2 ,
which is the same as (4.1) and the rest follows the same way. In I2 the expression becomes
I2(ρ, s, τ) =1R+(s− ρ)s
2(1− s)−
1
2 (1 + ρ)
1
2ρ−2
∫
R
[1− χ(ρ 〈ω〉)] eiω(τ+log(1−s)−log(1+ρ))
×O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−2)dω.
Here we first use Lemma 4.3 to estimate
ρ−2
∣∣∣∣
∫
R
[1− χ(ρ 〈ω〉)] eiω(τ+log(1−s)−log(1+ρ))O
(
〈ω〉−2)
)
dω
∣∣∣∣
.ρ−1 〈τ + log(1− s)− log(1 + ρ)〉−2 . ρ−1 〈τ + log(1− s)〉−2 .(4.3)
On the other hand, using Lemma 4.4 we have
ρ−2
∣∣∣∣
∫
R
[1− χ(ρ 〈ω〉)] eiω(τ+log(1−s)−log(1+ρ))O
(
〈ω〉−2)
)
dω
∣∣∣∣
. |τ + log(1− s)− log(1 + ρ)|−1 〈τ + log(1− s)− log(1 + ρ)〉−2
. |τ + log(1− s)− log(1 + ρ)|−1 〈τ + log(1− s)〉−2 .
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We can then interpolate the two bounds and get
ρ−2
∣∣∣∣
∫
R
[1− χ(ρ 〈ω〉)] eiω(τ+log(1−s)−log(1+ρ))O
(
〈ω〉−2)
)
dω
∣∣∣∣
. ρ−
9
10 |τ + log(1− s)− log(1 + ρ)|−
1
10 〈τ + log(1− s)〉−2 .
Now
|I2(ρ, s, τ)|
.1R+(s− ρ)s
2(1− s)−
1
2 (1 + ρ)
1
2ρ−
9
10 |τ + log(1− s)− log(1 + ρ)|−
1
10 〈τ + log(1− s)〉−2
.1R+(s− ρ)s
2(1− s)−
1
2ρ−
9
10 |τ + log(1− s)− log(1 + ρ)|−
1
10 〈τ + log(1− s)〉−2 ,
which is the same as (4.2), and the rest follows the same way.
Similar to G2, in G3 we have to bound the two terms
I1(ρ, s, τ) =1R+(s− ρ)s(1− s)
− 1
2 (1− ρ)
1
2ρ−2
∫
R
[1− χ(ρ 〈ω〉)] eiω(τ+log(1−s)−log(1−ρ))
×O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−3)dω
and
I2(ρ, s, τ) =1R+(s− ρ)s
2(1− s)−
1
2 (1− ρ)
1
2ρ−2
∫
R
[1− χ(ρ 〈ω〉)] eiω(τ+log(1−s)−log(1−ρ))
×O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−2)dω.
For I1, from Lemma 4.3 we have the bound
(1− ρ)
1
2ρ−2
∫
R
[1− χ(ρ 〈ω〉)] eiω(τ+log(1−s)−log(1−ρ))O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−2)dω
=(1− ρ)
1
2O(〈τ + log(1− s)− log(1− ρ)〉−2).
We then use
(4.4) (1− ρ)
1
2 〈τ + log(1− s)− log(1− ρ)〉−2 . 〈τ + log(1− s)〉−2
and obtain the exact same estimate as for I1 in the G2 case. For I2, similar to before, we
interpolate the bounds from Lemma 4.3 and 4.4,
(1− ρ)
1
2ρ−2
∣∣∣∣
∫
R
[1− χ(ρ 〈ω〉)] eiω(τ+log(1−s)−log(1−ρ))O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−2)dω
∣∣∣∣
.ρ−
9
10 |τ + log(1− s)− log(1− ρ)|−
1
10 (1− ρ)
1
2 〈τ + log(1− s)− log(1− ρ)〉−2
.ρ−
9
10 |τ + log(1− s)− log(1− ρ)|−
1
10 〈τ + log(1− s)〉−2 .
Hence
‖I2(·, s, τ)‖L5(B5)
.s2(1− s)−
1
2 〈τ + log(1− s)〉−2
(∫ s
0
ρ−
1
2 |τ + log(1− s)− log(1− ρ)|−
1
2
) 1
5
.
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We estimate∣∣∣∣
∫ 1
0
ρ
1
2 |x− log(1− ρ)|−
1
2 dρ
∣∣∣∣ ≤|x|
∫ ∞
0
(1− e−|x|y)−
1
2
∣∣∣x+ |x|y∣∣∣− 12 e−|x|ydy
.|x|
1
2
∫ 2
0
(|x|y)−
1
2 |1− y|−
1
2dy + |x|
1
2
∫ ∞
2
(|x|y)−1|1− y|−
1
2dy
.
∫ 2
0
y−
1
2 |1− y|−
1
2dy + |x|−
1
2
∫ ∞
2
y−
3
2dy
.|x|−
1
2 + 1.
Using this we have
‖I2(·, s, τ)‖L5(B5) .s
2(1− s)−
1
2
(
|τ + log(1− s)|−
1
2 + 1
) 1
5
〈τ + log(1− s)〉−2
.s2(1− s)−
1
2 |τ + log(1− s)|−
1
10 〈τ + log(1− s)〉−1 .
For G4 we have ∫
R
eiωτG4(ρ, s;ω)dω = 2I1(ρ, s, τ) + I2(ρ, s, τ),
with
I1(ρ, s, τ) :=1R+(ρ− s)
s4
ρ3
(1− s2)−
1
2 (1 + ρ)
1
2
×
∫
R
χ(s 〈ω〉)eiω(τ+log(1−s
2)−log(1+ρ)) ϕ0(s; iω)γ4(ρ, s; iω)
(3− 2iω)(1 + 2iω)(1− 2iω)
dω
and
I2(ρ, s, τ) :=1R+(ρ− s)
s4
ρ2
(1− s2)−
1
2 (1 + ρ)
1
2
×
∫
R
χ(s 〈ω〉)eiω(τ+log(1−s
2)−log(1+ρ)) ϕ0(s; iω)γ4(ρ, s; iω)
(3− 2iω)(−1− 2iω)
dω.
In I1 we use the expression (3.11) for ϕ0(s; iω), and write
I1(ρ, s, τ) ∼=1R+(ρ− s)
s4
ρ3
(1− s2)−
1
2 (1 + ρ)
1
2
∫ 1
−1
∫ 1
0
(1 + st1t2)
− 3
2 t21
×
∫
R
χ(s 〈ω〉)eiω(τ+log(1−s
2)−log(1+ρ)−log(1+st1t2))γ4(ρ, s; iω)dωdt2dt1,
where the order of integration in t1, t2 and ω can be changed because s is fixed. Similar
to the G1 case, on the support of the cut-off χ(s 〈ω〉), we have |(1 + st1t2)
− 3
2 | . 1 and
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| log(1 + st1t2)| . 1 for all t1 ∈ [−1, 1] and t2 ∈ [0, 1], so∣∣∣∣
∫ 1
−1
∫ 1
0
(1 + st1t2)
− 3
2 t21
∫
R
eiω(τ+log(1−s
2)−log(1+ρ)−log(1+st1t2))γ4(ρ, s; iω)dωdt2dt1
×
[
O(ρ0s0)O0(〈ω〉
−1) +O((1− ρ)0s0ρ0(1− s)0 〈ω〉−2)
]∣∣
. sup
t1∈(−1,1),t2∈(0,1)
〈
τ + log(1− s2)− log(1 + ρ)− log(1 + st1t2)
〉−2
. 〈τ + log(1− s)〉−2 .
Hence we obtain
|I1(ρ, s, τ)| .1R+(ρ− s)
s4
ρ3
(1− s2)−
1
2 (1 + ρ)
1
2 〈τ + log(1− s)〉−2
.1R+(ρ− s)
s3
ρ2
(1− s)−
1
2 〈τ + log(1− s)〉−2 .(4.5)
The situation for I2 is similar, we use (3.10) and write
I2(ρ, s, τ) =1R+(ρ− s)
s3
ρ2
(1− s2)−
1
2 (1 + ρ)
1
2
∫ 1
−1
(1 + st)−
1
2 t
×
∫
R
χ(s 〈ω〉)eiω(τ+log(1−s
2)−log(1+ρ)−log(1+st)) 1− 2iω
1 + 2iω
γ4(ρ, s; iω)dωdt
Since
1− 2iω
1 + 2iω
=
1− 4iω − 4ω2
1− 4ω2
= Oe(〈ω〉
0) +Oo(〈ω〉
−1) +O(〈ω〉−2),
we see that 1−2iω
1+2iω
γ4(ρ, s; iω) has the same form as γ4(ρ, s; iω). Hence by the same logic as
the I1 case, we obtain the same bound
|I2(ρ, s, τ)| . 1R+(ρ− s)
s3
ρ2
(1− s)−
1
2 〈τ + log(1− s)〉−2 ,
so for n = 1, 2 we have
‖In(·, s, τ)‖L5(B5) .s
3(1− s)−
1
2 〈τ + log(1− s)〉−2
(∫ 1
s
ρ−6dρ
) 1
5
=s3(1− s)−
1
2 〈τ + log(1− s)〉−2
(
−
1
5
+
1
5s5
) 1
5
.s2(1− s)−
1
2 〈τ + log(1− s)〉−2 .
For G5 we use that on the support of the cut-off 1−χ(s 〈ω〉) we have s
−1 . 〈ω〉, and write
G5(ρ, s; iω) =1R+(ρ− s) [1− χ(s 〈ω〉)] s
4(1− s)−
1
2
+iωϕ1(ρ;λ)s
−2O(〈ω〉−3)
=2 · 1R+(ρ− s) [1− χ(s 〈ω〉)]
s4
ρ3
(1− s)−
1
2
+iω(1 + ρ)
1
2
−iωs−2O(〈ω〉−3)
+ 1R+(ρ− s) [1− χ(s 〈ω〉)]
s3
ρ2
(1− s)−
1
2
+iω(1 + ρ)
1
2
−iωs−1O(〈ω〉−2).
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So we need to bound the two expressions
I1(ρ, s, τ) =1R+(ρ− s)
s4
ρ3
(1− s)−
1
2 (1 + ρ)
1
2
× s−2
∫
R
[1− χ(s 〈ω〉)] eiω(τ+log(1−s)−log(1+ρ))O(〈ω〉−3)dω,
and
I2(ρ, s, τ) =1R+(ρ− s)
s3
ρ2
(1− s)−
1
2 (1 + ρ)
1
2
× s−1
∫
R
[1− χ(s 〈ω〉)] eiω(τ+log(1−s)−log(1+ρ))O(〈ω〉−2)dω.
Now we apply Lemma 4.3. Since log(1 + ρ) is bounded, we obtain the bounds
|I1(ρ, s, τ)| .1R+(ρ− s)
s4
ρ3
(1− s)−
1
2 〈τ + log(1− s)〉−2
≤1R+(ρ− s)
s3
ρ2
(1− s)−
1
2 〈τ + log(1− s)〉−2 ,
and
|I2(ρ, s, τ)| . 1R+(ρ− s)
s3
ρ2
(1− s)−
1
2 〈τ + log(1− s)〉−2 .
These bounds are the same as (4.5).
The last term, G6, is similar to G5. We look at
I1(τ)f(ρ) =1R+(ρ− s)
s4
ρ3
(1 + s)−
1
2 (1 + ρ)
1
2
×
∫
R+
[1− χ(s 〈ω〉)] eiω(τ+log(1+s)−log(1+ρ))s−2O(〈ω〉−3)dω
and
I2(τ)f(ρ) =1R+(ρ− s)
s3
ρ2
(1 + s)−
1
2 (1 + ρ)
1
2
×
∫
R+
[1− χ(s 〈ω〉)] eiω(τ+log(1+s)−log(1+ρ))s−1O(〈ω〉−2)dω.
Using
(1 + s)−
1
2 〈τ + log(1 + s)− log(1 + ρ)〉−2 . 〈τ〉−2 . (1− s)−
1
2 〈τ + log(1− s)〉−2 ,
we obtain the same bounds as G5. 
Using this, we obtain boundedness of the operators Tn.
Proposition 4.6. Let p ∈ [2,∞] and q ∈ [10
3
, 5] such that 1
p
+ 5
q
= 3
2
. Then we have the
bound
‖Tn(·)f‖Lp(R+;Lq(B5)) . ‖f‖L2(B5)
for all f ∈ C([0, 1]) and n ∈ {1, 2, . . . , 6}.
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Proof. From Proposition 4.5 we have
‖Tn(τ)f‖L5(B5) .
∫ 1
0
|f(s)|
∥∥∥∥
∫
R
eiωτGn(ρ, s;ω)dω
∥∥∥∥
L5ρ(B
5)
ds
.
∫ 1
0
|f(s)|s2(1− s)−
1
2 |τ + log(1− s)|−
1
10 〈τ + log(1− s)〉−1 ds
.
∫ ∞
0
∣∣f(1− e−y)∣∣ (1− e−y)2e− 12 y|τ − y|− 110 〈τ − y〉−1 dy,
by doing a change of variables s = 1− e−y. Applying Young’s inequality gives
‖Tn(·)f‖L2(R+;L5(B5)) .
(∫ ∞
0
∣∣f(1− e−y)∣∣2 (1− e−y)4e−ydy)12 ∫
R
|y|−
1
10 〈y〉−1 dy
.‖f‖L2(B5).
On the other hand, Cauchy-Schwarz inequality gives
‖Tn(τ)f‖L5(B5) .‖f‖L2(B5)
∥∥∥|τ − ·|− 110 〈τ − ·〉−1∥∥∥
L2(R)
.‖f‖L2(B5),
so ‖Tn(·)f‖L∞(R+;L
10
3 (B5))
. ‖I2‖L∞(R+;L5(B5)) . ‖f‖L2(B5). Therefore the claim follows by
interpolation. 
4.3. The term containing λ. We recall that the function Fλ contains a term λf˜1. For
convenience we rewrite this term as
Fλ(s) = sf˜
′
1(s) +
(
λ +
5
2
)
f˜1(s) + f˜2(s) = sf˜
′
1(s) +
(
λ+
1
2
)
f˜1(s) + 2f˜1(s) + f˜2(s)
and define for τ ≥ 0, ρ ∈ (0, 1), f ∈ C1([0, 1]), and n ∈ {1, 2, . . . , 6},
T˙n,ǫ(τ)f(ρ) :=
1
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
1
2
(1 + 2λ)eλτ
∫ 1
0
Gn(ρ, s;λ)f(s)dsdλ.
In order to prove the Strichartz estimates, we also need to have bounds for the operators T˙n.
We first present two lemmas concerning norm equivalence.
Lemma 4.7. We have
‖(·)−1f‖L2(B5) = ‖(·)f‖L2(0,1) . ‖f‖H1(B5)
for all f ∈ C1([0, 1]).
Proof. We compute∫ 1
0
|f(s)|2s2ds =
1
3
∫ 1
0
|f(s)|2∂s(s
3)ds
.|f(1)|2 +
∫ 1
0
|f(s)||f ′(s)|s3ds
.‖f‖H1(B5) + ǫ
∫ 1
0
|f(s)|2s2ds+
1
ǫ
∫ 1
0
|f ′(s)|2s4ds,
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where we have used Lemma 2.2. Since this is true for any ǫ > 0, we obtain the desired
conclusion. 
Lemma 4.8. We have
‖(·)f‖L5(B5) . ‖f‖H1(B5)
for all f ∈ C1([0, 1]).
Proof. We compute
‖(·)f‖L5(B5) =
(∫ 1
0
(|f(ρ)|ρ)5 ρ4dρ
) 1
5
≤
(∫ 1
0
(|f(ρ)|ρ)5 ρ2dρ
) 1
5
=‖(·)f‖L5(B3) . ‖(·)f‖L6(B3) . ‖(·)f‖H1(B3)
=
(∫ 1
0
(|f(ρ)|ρ)2ρ2dρ
) 1
2
+
(∫ 1
0
(
d
dρ
(f(ρ)ρ)
)2
ρ2dρ
) 1
2
.‖f‖L2(B5) + ‖f
′‖L2(B5) + ‖(·)f‖L2(0,1)
.‖f‖H1(B5),
where we used Sobolev embedding in 3 dimensions H1 →֒ L6(B3), and Lemma 4.7. 
With the extra growth in λ, we no longer have absolute convergence in the λ integral.
Hence we must first do an integration by parts in s to obtain the desired decay, and treat
the boundary terms separately.
Proposition 4.9. Let p ∈ [2,∞] and q ∈ [10
3
, 5] be such that 1
p
+ 5
q
= 3
2
. For n ∈ {1, 2, . . . , 6},
setting T˙n(τ)f(ρ) := limǫ→0+ T˙n,ǫ(τ)f(ρ), we have the bound
‖T˙n(·)f‖Lp(R+;Lq(B5)) . ‖f‖H1(B5)
for all f ∈ C1([0, 1]).
Proof. Let λ = ǫ+ iω where ǫ ∈ [0, 1
4
] and ω ∈ R.
For n = {1, 2, 3}, we have that each Gn is given by
Gn(ρ, s;λ) = gn(ρ;λ)1R+(s− ρ)s(1− s)
− 1
2
+λ(2 + s(−1 + 2λ))γn(ρ, s;λ),
where
g1(ρ;λ) = χ(ρ 〈ω〉)
ϕ0(ρ;λ)
(3− 2λ)(1 + 2λ)(1− 2λ)
,
g2(ρ;λ) = [1− χ(ρ 〈ω〉)]
ϕ1(ρ;λ)
(3− 2λ)(1 + 2λ)(1− 2λ)
,
g3(ρ;λ) = [1− χ(ρ 〈ω〉)]
ϕ˜1(ρ;λ)
(3− 2λ)(1 + 2λ)(1− 2λ)
.
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We note that |gn(ρ;λ)| . ρ
−3 〈ω〉−2. Doing an integration by parts on the s-integral, we get∫ 1
0
1R+(s− ρ)s(1− s)
− 1
2
+λ(2 + s(−1 + 2λ))f(s)γn(ρ, s;λ)ds
=−
2
1 + 2λ
∫ 1
ρ
∂s(1− s)
1
2
+λs(2 + s(−1 + 2λ))f(s)γn(ρ, s;λ)ds
=
−2
1 + 2λ
(1− ρ)
1
2
+λρ(2 + ρ(−1 + 2λ))f(ρ)γn(ρ, ρ;λ)
+
2
1 + 2λ
∫ 1
ρ
(1− s)
1
2
+λ∂s [s(2 + s(−1 + 2λ))f(s)γn(ρ, s;λ)] ds.(4.6)
Inserting the integral terms back to T˙n,ǫ we see that the λ integral is now absolutely conver-
gent, so limits exist. Now
∂s [s(2 + s(−1 + 2iω))f(s)γn(ρ, s; iω)]
=(2 + s(−1 + 2iω))sf(s)∂sγn(ρ, s;λ) + (2 + 2s(−1 + 2iω))f(s)γn(ρ, s; iω)
+ f ′(s)s(2 + s(−1 + 2iω))γn(ρ, s; iω),
and by Lemma 3.11 we see that
(4.7) s∂sγn(ρ, s;λ) = O(ρ
0s0)O0(〈ω〉
−1) +O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−2).
So we could follow what we did in Proposition 4.5. Using ‖(·)f‖L2(0,1) + ‖(·)
2f ′‖L2(0,1) .
‖f‖H1(B5), we obtain the desired bound. The boundary terms give rise to operators
Bn,ǫ(τ)f(ρ) :=
(1− ρ)
1
2ρf(ρ)
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλτ (1− ρ)λ(2 + ρ(−1 + 2λ))γn(ρ, ρ;λ)gn(ρ;λ)dλ.
The integrands are bounded by Cρ−3 〈ω〉−2, we can take the limits
Bn(τ)f(ρ) := lim
ǫ→0
Bn,ǫ(τ)f(ρ).
For B1 we have
B1(τ)f(ρ) =
2(1− ρ)
1
2ρf(ρ)
2π
∫
R
eiω(τ+log(1−ρ))
χ(ρ 〈ω〉)ϕ0(ρ; iω)
(3− 2iω)(1− 2iω)(1 + 2iω)
γ1(ρ, ρ; iω)dω
+
2(1− ρ)
1
2ρ2f(ρ)
2π
∫
R
eiω(τ+log(1−ρ))
χ(ρ 〈ω〉)ϕ0(ρ; iω)
(3− 2iω)(−1− 2iω)
γ1(ρ, ρ; iω)dω.
For the two terms, we use the two representations (3.11) and (3.10) respectively. Since
1−2iω
1+2iω
= Oe(〈ω〉
0) +O(〈ω〉−1), by Lemma 4.1, we obtain
|B1(τ)f(ρ)| . ρ|f(ρ)|(1− ρ)
1
2 〈τ + log(1− ρ)〉−2 . ρ|f(ρ)| 〈τ〉−2 .
For B2 we have
B2(τ)f(ρ) =
ρf(ρ)(1− ρ)
1
2 (1 + ρ)
1
2
2π
∫
R
[1− χ(ρ 〈ω〉]eiω(τ+log(1−ρ)−log(1+ρ))ρ−1O(〈ω〉−2)dω,
and using Lemma 4.3 we have
|B2(τ)f(ρ)| . ρ|f(ρ)|(1− ρ)
1
2 〈τ + log(1− ρ)〉−2 . ρ|f(ρ)| 〈τ〉−2 .
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Similarly,
B3(τ)f(ρ) =
ρf(ρ)(1− ρ)(1 + ρ)
1
2
2π
∫
R
[1− χ(ρ 〈ω〉]eiωτρ−1O(〈ω〉−2)dω,
so we also have |B3(τ)f(ρ)| . ρ|f(ρ)| 〈τ〉
−2. Then by Lemma 4.8 we obtain the bounds
‖Bn(τ)f‖L5(B5) . 〈τ〉
−2 ‖f‖H1(B5) for n = {1, 2, 3}.
For n = 4, we decompose T˙4,ǫ into two parts according to ϕ1(ρ;λ). We have
T˙4,ǫ(τ)f(ρ) =
1
4πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλτϕ1(ρ;λ)
(3− 2λ)(1− 2λ)
×
∫ 1
0
1R+(ρ− s)χ(s 〈ω〉)s
4(1− s2)−
1
2
+λϕ0(s;λ)γ4(ρ, s;λ)f(s)dsdλ
=I1,ǫ(τ, ρ) + I2,ǫ(τ, ρ),
where
I1,ǫ(τ, ρ) =
ρ−3(1 + ρ)
1
2
4πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
(1 + ρ)−λeλτ
(3− 2λ)(1− 2λ)
×
∫ 1
0
1R+(ρ− s)χ(s 〈ω〉)s
4(1− s2)−
1
2
+λϕ0(s;λ)γ4(ρ, s;λ)f(s)dsdλ,
I2,ǫ(τ, ρ) =
ρ−2(1 + ρ)
1
2
4πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
(1 + ρ)−λeλτ
(3− 2λ)
×
∫ 1
0
1R+(ρ− s)χ(s 〈ω〉)s
4(1− s2)−
1
2
+λϕ0(s;λ)γ4(ρ, s;λ)f(s)dsdλ.
The integrals in I1 are already absolutely convergent, so we can take the limit and use Fubini,
I1(τ, ρ) = lim
ǫ→0+
I1,ǫ(ρ) =ρ
−3(1 + ρ)
1
2
∫ ρ
0
s4(1− s2)−
1
2 f(s)
×
∫
R
eiω(τ−log(1+ρ)+log(1−s
2))
(3− 2iω)(1− 2iω)
χ(s 〈ω〉)ϕ0(s; iω)γ4(ρ, s; iω)dωds.
This is similar to the G4 case in Proposition 4.5. We use the expression (3.10) for ϕ0(s; iω)
and obtain
‖I1(τ, ·)‖L5(B5) . ‖(·)f‖L2(0,1) 〈τ〉
−2
. ‖f‖H1(B5) 〈τ〉
−2 .
For I2,ǫ, the s-dependent part is given by
1R+(ρ− s)χ(s 〈ω〉)s
[
(1− s)−
1
2
+λ(2 + s(−1 + 2λ))− (1 + s)−
1
2
+λ(2 + s(1− 2λ))
]
γ4(ρ, s;λ).
Now we write
(1− s)−
1
2
+λ(2 + s(−1 + 2λ))− (1 + s)−
1
2
+λ(2 + s(1− 2λ))
= 2s2∂s
[
(1 + s)
1
2
+λ − (1− s)
1
2
+λ
s
]
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and do an integration by parts in the s integral. We obtain
∫ 1
0
1R+(ρ− s)χ(s 〈ω〉)f(s)γ4(ρ, s;λ)
× s
[
(1− s)−
1
2
+λ(2 + s(−1 + 2λ))− (1 + s)−
1
2
+λ(2 + s(1− 2λ))
]
ds
=2
∫ ρ
0
χ(s 〈ω〉)s3f(s)γ4(ρ, s;λ)∂s
[
(1 + s)
1
2
+λ − (1− s)
1
2
+λ
s
]
ds
=χ(ρ 〈ω〉)ρ2f(ρ)γ4(ρ, ρ;λ)
(
(1 + ρ)
1
2
+λ − (1− ρ)
1
2
+λ
)
+
∫ ρ
0
(1 + s)
1
2
+λ − (1− s)
1
2
+λ
s
∂s
[
χ(s 〈ω〉)s3f(s)γ4(ρ, s;λ)
]
ds.
For the integral term, reinserting back into I2,ǫ, we see that the λ integrals are now absolutely
convergent, so we can take the limits and use Fubini. When the derivative does not fall on
the cut-off χ(s 〈ω〉), notice that
∂s
[
s3f(s)γ4(ρ, s;λ)
]
= 3s2f(s)γ4(ρ, s;λ) + s
3f ′(s)γ4(ρ, s;λ) + s
3f(s)∂sγ4(ρ, s;λ),
and again we use that s∂sγ4(ρ, s;λ) has the form as in (4.7). Moreover, we write
(4.8)
(1 + s)
1
2
+iω − (1− s)
1
2
+iω
s
=
1
2
(1 + 2iω)
∫ 1
−1
(1 + st)−
1
2
+iωdt.
Now 1+2iω
3−2iω
= Oe(〈ω〉
0)+O(〈ω〉−1), so we can proceed as in the G4 case in Proposition 4.5 to
obtain the bound by ‖(·)f‖L2(0,1) + ‖(·)
2f ′‖L2(0,1). When the derivative falls on the cut-off,
we have to look at the term
ρ−2(1 + ρ)
1
2 s2(1± s)
1
2 f(s)
∫
R
eiω(τ−log(1+ρ)+log(1±s))χ′(s 〈ω〉)O(〈ω〉−1)dω.
Since ρ ≥ s, and on the cut-off we have also s 〈ω〉 ≃ 1, so
ρ−2(1 + ρ)
1
2s2(1± s)
1
2 |f(s)|
∣∣∣∣
∫
R
eiω(τ−log(1+ρ)+log(1±s))χ′(s 〈ω〉)O(〈ω〉−1)dω
∣∣∣∣
.
s2
ρ2
|f(s)|
∣∣∣∣s−1
∫
R
eiω(τ−log(1+ρ)+log(1±s))χ′(s 〈ω〉)O(〈ω〉−2)dω
∣∣∣∣
.
s2
ρ2
|f(s)| 〈τ + log(1− s)〉−2 .
s2
ρ2
(1− s)−
1
2 |f(s)| 〈τ + log(1− s)〉−2
using the same logic as in the proof of Lemma 4.3. Then again we obtain the bound
‖(·)f‖L2(0,1) when taking the L
2(R+;L
5(B5)) norm. On the other hand, for the boundary
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term we can again take the limit
B4(τ)f(ρ)
:=
(1 + ρ)
1
2 f(ρ)
4π
lim
ǫ→0+
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλ(τ+log(1+ρ))
(3− 2λ)
× χ(ρ 〈ω〉)γ4(ρ, ρ;λ)
(
(1 + ρ)
1
2
+λ − (1− ρ)
1
2
+λ
)
dλ
=
(1 + ρ)
1
2 f(ρ)
4π
∫
R
eiω(τ+log(1+ρ))
(3− 2iω)
χ(ρ 〈ω〉)γ4(ρ, ρ; iω)
(
(1 + ρ)
1
2
+iω − (1− ρ)
1
2
+iω
)
dω.
By (4.8) and Lemma 4.1 we obtain |B4(τ)f(ρ)| . ρ|f(ρ)| 〈τ〉
−2, and again Lemma 4.8 gives
that ‖B4(τ)f‖L5(B5) . ‖f‖H1(B5) 〈τ〉
−2.
For n = {5, 6}, the s dependent part is
1R+(ρ− s)[1− χ(s 〈ω〉)]s(1± s)
− 1
2
+λ(2± s(1− 2λ)γn(ρ, s;λ),
while the s independent part splits into two terms,
eλτϕ1(ρ;λ)
(3− 2λ)(1− 2λ)
=
2eλτρ−3(1 + ρ)
1
2
−λ
(3− 2λ)(1− 2λ)
−
eλτρ−3(1 + ρ)
1
2
−λ
(3− 2λ)
.
Again the first part already has decay 〈ω〉−2, so we can follow what we did for G5 and G6
in Proposition 4.5 to obtain the bounds by ‖(·)f‖L2(0,1) . ‖f‖H1(B5). For the second part we
do an integration by parts in s,∫ 1
0
1R+(ρ− s)(1± s)
− 1
2
+λ[1− χ(s 〈ω〉)]s(2± s(1− 2λ))f(s)γn(ρ, s;λ)ds
=
±2
1 + 2λ
∫ ρ
0
∂s(1± s)
1
2
+λ[1− χ(s 〈ω〉)]s(2± s(1− 2λ))f(s)γn(ρ, s;λ)ds
=
±2
1 + 2λ
(1± ρ)
1
2
+λ[1− χ(ρ 〈ω〉)]ρ(2± ρ(1− 2λ))f(ρ)γn(ρ, ρ;λ)
−
±2
1 + 2λ
∫ ρ
0
(1± s)
1
2
+λ∂s [[1− χ(s 〈ω〉)]s(2± s(1− 2λ))f(s)γn(ρ, s;λ)] ds.(4.9)
Using that s∂sγn(ρ, s;λ) has the form (4.7), the integral part is treated the same way as
before and is bounded by ‖(·)f‖L2(0,1) + ‖(·)
2f ′‖L2(0,1) . ‖f‖H1(B5). The boundary term is
given by
Bn(τ)f(ρ)
=
(1 + ρ)
1
2 (1± ρ)
1
2f(ρ)
4π
lim
ǫ→0+
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλ(τ−log(1+ρ)+log(1±ρ))[1− χ(ρ 〈ω〉)]O(ρ0 〈ω〉−2)dλ
=
(1 + ρ)
1
2 (1± ρ)
1
2f(ρ)
4π
∫
R
eiω(τ−log(1+ρ)+log(1±ρ))[1− χ(ρ 〈ω〉)]O(ρ0 〈ω〉−2)dω.
So Lemma 4.3 gives that
|Bn(τ)f(ρ)| . ρ|f(ρ)|(1± ρ)
1
2 〈τ − log(1 + ρ) + log(1± ρ)〉−2 . ρ|f(ρ)| 〈τ〉−2 ,
and as before we have ‖Bn(τ)f‖L5(B5) . ‖f‖H1(B5) 〈τ〉
−2. 
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4.4. Strichartz estimates.
Theorem 4.10. Let p ∈ [2,∞] and q ∈ [10
3
, 5] such that 1
p
+ 5
q
= 3
2
. Then we have the bound
‖[S(·)(I−P)f ]1‖Lp(R+,Lq(B5)) . ‖(I−P)f‖H
for all f ∈ H. And hence we also have∥∥∥∥
∫ τ
0
[S(τ − σ)(I−P)h(σ, ·)]1 dσ
∥∥∥∥
Lpτ (R+;Lq(B5))
. ‖(I−P)h‖L1(R+,H)
or all h ∈ C([0,∞),H) ∩ L1(R+,H)
Proof. From Equation (3.9), we have
[S(τ)f˜ ]1 = [S0(τ)f˜ ]1(ρ) +
6∑
n=1
[
Tn(τ)
(
| · |f˜ ′1 + 2f˜1 + f˜2
)
+ T˙n(τ)f˜1
]
.
Then by using Proposition 2.4, 4.6, 4.9, the stated result follows by the same argument as
[5, Theorem 4.1]. 
5. Improved energy estimates
We also need to take ǫ → 0+ in Lemma 2.9. But since the constant depends on ǫ, we
cannot directly do this. Instead, we show explicitly in this section that the constant Cǫ can
be chosen independent of ǫ, allowing us to take ǫ = 0.
5.1. Preliminaries. We first introduce the following result which allows us to interchange
a limit and an integral, which is not absolutely convergent. This is in the same spirit as [5,
Lemma 5.1].
Lemma 5.1. Let f be a function of two variables ǫ ∈ [0, 1
4
) and ω ∈ R satisfying the
properties that
• f(ǫ, ·) is an odd function for every fixed ǫ ,
• f ∈ C1([0, 1
4
)× R) ,
• |f(ǫ, ω)| ≤ C1 〈ω〉
−1
and |∂ωf(ǫ, ω)| ≤ C2 〈ω〉
−2
with C1, C2 constants independent of
ǫ.
Then
lim
ǫ→0+
∫
R
eiaωf(ǫ, ω)dω =
∫
R
eiaωf(0, ω)dω
for all a ∈ R\{0}.
Proof. We do an integration by parts,∫
R
eiaωf(ǫ, ω)dω = −
1
ia
∫
R
eiaω∂ωf(ǫ, ω)dω.
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This integral is now absolutely convergent, so we can take the limit in ǫ by dominated
convergence, then undo the integration by parts,
lim
ǫ→0+
∫
R
eiaωf(ǫ, ω)dω = lim
ǫ→0+
−
1
ia
∫
R
eiaω∂ωf(ǫ, ω)dω
=−
1
ia
∫
R
eiaω∂ωf(0, ω)dω
=
∫
R
eiaωf(0, ω)dω,
as stated. 
5.2. Decomposition. Let f˜ ∈ rg(I−P) ∩ C2 × C1([0, 1]), we have
∂ρ[S(τ)f˜ ]1(ρ) =
1
2πi
lim
N→∞
∫ ǫ−iN
ǫ−iN
eλτ
∫ 1
0
G′(ρ, s;λ)Fλ(s)ds,
where
G′(ρ, s;λ) =
s4(1− s2)−
1
2
+λ
(3− 2λ)(1 + 2λ)(1− 2λ)w0(λ)
{
∂ρu0(ρ;λ)u1(s;λ) if ρ ≤ s
∂ρu1(ρ;λ)u0(s;λ) if ρ ≥ s
and Fλ(s) = sf˜
′
1(s) +
(
λ+ 5
2
)
f˜1(s) + f˜2(s). The free part is given by
G′0(ρ, s;λ) =
s4(1− s2)−
1
2
+λ
(3− 2λ)(1 + 2λ)(1− 2λ)
{
∂ρϕ0(ρ;λ)ϕ1(s;λ) if ρ ≤ s
∂ρϕ1(ρ;λ)ϕ0(s;λ) if ρ ≥ s
.
Lemma 5.2. We have the decomposition
G′(ρ, s;λ) = G′0(ρ, s;λ) +
6∑
n=1
ρ−1G˜n(ρ, s;λ) +
6∑
n=1
G′n(ρ, s;λ),
where G˜n has the same form as in Lemma 3.11, and
G′1(ρ, s;λ) = 1R+(s− ρ)χ(ρ 〈ω〉)
s4(1− s2)−
1
2
+λ
1 + 2λ
(g1(ρ;λ)− g˜1(ρ;λ))ϕ1(s;λ)γ
′
1(ρ, s;λ),
G′2(ρ, s;λ) = 1R+(s− ρ)[1 − χ(ρ 〈ω〉)]
s4(1− s2)−
1
2
+λ
1 + 2λ
g1(ρ;λ)ϕ1(s;λ)γ
′
2(ρ, s;λ),
G′3(ρ, s;λ) = 1R+(s− ρ)[1 − χ(ρ 〈ω〉)]
s4(1− s2)−
1
2
+λ
1 + 2λ
g˜1(ρ;λ)ϕ1(s;λ)γ
′
3(ρ, s;λ),
G′4(ρ, s;λ) = 1R+(ρ− s)χ(s 〈ω〉)
s4(1− s2)−
1
2
+λ
1 + 2λ
g1(ρ;λ)ϕ0(s;λ)γ
′
4(ρ, s;λ),
G′5(ρ, s;λ) = 1R+(ρ− s)[1− χ(s 〈ω〉)]
s4(1− s2)−
1
2
+λ
1 + 2λ
g1(ρ;λ)ϕ1(s;λ)γ
′
5(ρ, s;λ),
G′6(ρ, s;λ) = 1R+(ρ− s)[1− χ(s 〈ω〉)]
s4(1− s2)−
1
2
+λ
1 + 2λ
g1(ρ;λ)ϕ˜1(s;λ)γ
′
6(ρ, s;λ),
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with
g1(ρ;λ) = ρ
−2(1 + ρ)−
1
2
−λ,
g˜1(ρ;λ) = ρ
−2(1− ρ)−
1
2
−λ,
and
γ′n(ρ, s;λ) = O(ρ
0s0)O0(〈ω〉
−1) +O((1− ρ)0s0 〈ω〉−2) +O(ρ0(1− s) 〈ω〉−2).
Proof. First of all, differentiating explicitly we have
∂ρϕ1(ρ;λ) = −3ρ
−1ϕ1(ρ;λ)−
1
2
(1− 2λ)(3− 2λ)ρ−2(1 + ρ)−
1
2
−λ,
∂ρϕ˜1(ρ;λ) = −3ρ
−1ϕ˜1(ρ;λ)−
1
2
(1− 2λ)(3− 2λ)ρ−2(1− ρ)−
1
2
−λ,
∂ρϕ0(ρ;λ) = ∂ρϕ1(ρ;λ)− ∂ρϕ˜1(ρ;λ)
= −3ρ−1ϕ0(ρ;λ)−
1
2
(1− 2λ)(3− 2λ)ρ−2
(
(1 + ρ)−
1
2
−λ − (1− ρ)−
1
2
−λ
)
.
Now, using Equation (3.7) we have
∂ρu1(ρ;λ)
=∂ρϕ1(ρ;λ)[1 +O(ρ
0)Oo(〈ω〉
−1) +O(ρ0(1− ρ) 〈ω〉−2)]
+ ϕ1(ρ;λ)[O(ρ
−1)Oo(〈ω〉
−1) +O(ρ−1(1− ρ)0 〈ω〉−2)]
=∂ρϕ1(ρ;λ) +
(
−3ρ−1ϕ1(ρ;λ)−
1
2
(1− 2λ)(3− 2λ)ρ−2(1 + ρ)−
1
2
−λ
)
× [O(ρ0)Oo(〈ω〉
−1) +O(ρ0(1− ρ) 〈ω〉−2)]
+ ρ−1ϕ1(ρ;λ)[O(ρ
0)Oo(〈ω〉
−1) +O(ρ0(1− ρ)0 〈ω〉−2)]
=∂ρϕ1(ρ;λ) + ρ
−1ϕ1(ρ;λ)[O(ρ
0)Oo(〈ω〉
−1) +O(ρ0(1− ρ)0 〈ω〉−2)]
− (1− 2λ)(3− 2λ)ρ−2(1 + ρ)−
1
2
−λ[O(ρ0)Oo(〈ω〉
−1) +O(ρ0(1− ρ) 〈ω〉−2)].
From Lemma 3.4, we have
χ(ρ 〈ω〉)∂ρu0(ρ;λ)
=χ(ρ 〈ω〉)∂ρϕ0(ρ;λ)[1 +O(ρ
2 〈ω〉0)] + χ(ρ 〈ω〉)ϕ0(ρ;λ)O(ρ 〈ω〉)
=χ(ρ 〈ω〉)∂ρϕ0(ρ;λ) + χ(ρ 〈ω〉)ρ
−1ϕ0(ρ;λ)O(ρ
0 〈ω〉−2)
− χ(ρ 〈ω〉)
1
2
(1− 2λ)(3− 2λ)ρ−2
(
(1 + ρ)−
1
2
−λ − (1− ρ)−
1
2
−λ
)
O(ρ0 〈ω〉−2)
=χ(ρ 〈ω〉)∂ρϕ0(ρ;λ) + χ(ρ 〈ω〉)ρ
−1ϕ0(ρ;λ)O(ρ
0 〈ω〉−2)
− χ(ρ 〈ω〉)(1− 2λ)(3− 2λ)ρ−2
(
(1 + ρ)−
1
2
−λ − (1− ρ)−
1
2
−λ
)
O(ρ0 〈ω〉−2).
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From Lemma 3.8, we have
[1− χ(ρ 〈ω〉)]∂ρu0(ρ;λ)
=[1− χ(ρ 〈ω〉)]∂ρϕ1(ρ;λ)[1 +O(ρ
0)Oo(〈ω〉
−1) +O(ρ0(1− ρ) 〈ω〉−2) +O(〈ω〉−2)]
+ [1− χ(ρ 〈ω〉)]ϕ1(ρ;λ)[O(ρ
−1)Oo(〈ω〉
−1) +O(ρ−1(1− ρ)0 〈ω〉−2)]
− [1− χ(ρ 〈ω〉)]∂ρϕ˜1(ρ;λ)[1 +O(ρ
0)Oo(〈ω〉
−1) +O(ρ0(1− ρ) 〈ω〉−2) +O(〈ω〉−2)]
− [1− χ(ρ 〈ω〉)]ϕ˜1(ρ;λ)[O(ρ
−1)Oo(〈ω〉
−1) +O(ρ−1(1− ρ)0 〈ω〉−2)]
=[1− χ(ρ 〈ω〉)]∂ρϕ0(ρ;λ)
+ [1− χ(ρ 〈ω〉)]ρ−1ϕ1(ρ;λ)[O(ρ
0)Oo(〈ω〉
−1) +O(ρ0(1− ρ)0 〈ω〉−2)]
− [1− χ(ρ 〈ω〉)]ρ−1ϕ˜1(ρ;λ)[O(ρ
0)Oo(〈ω〉
−1) +O(ρ0(1− ρ)0 〈ω〉−2)]
+ [1− χ(ρ 〈ω〉)](1− 2λ)(3− 2λ)ρ−2(1 + ρ)−
1
2
−λ[O(ρ0)Oo(〈ω〉
−1) +O(ρ0(1− ρ)0 〈ω〉−2)]
− [1− χ(ρ 〈ω〉)](1− 2λ)(3− 2λ)ρ−2(1− ρ)−
1
2
−λ[O(ρ0)Oo(〈ω〉
−1) +O(ρ0(1− ρ)0 〈ω〉−2)].
Combining with (3.7) and (3.8), we obtain the desired decomposition. 
Now for n = {1, 2, . . . , 6}, τ > 0, ρ ∈ (0, 1), and f ∈ C1([0, 1]), we define operators
S˜n,ǫ(τ)f(ρ) :=
1
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλτ
∫ 1
0
ρ−1G˜n(ρ, s;λ)f(s)dsdλ
=
1
2π
∫
R
e(ǫ+iω)τ
∫ 1
0
ρ−1G˜n(ρ, s; ǫ+ iω)f(s)dsdω.
Then by dominated convergence and Fubini, we have
S˜n(τ)f(ρ) := lim
ǫ→0+
S˜n,ǫ(τ)f(ρ) =
1
2π
∫ 1
0
f(s)
∫
R
eiωτρ−1G˜n(ρ, s; iω)dωds.
On the other hand, for n = {1, 2, · · · , 6}, τ > 0, ρ ∈ (0, 1), and f ∈ C1([0, 1]), we define
S ′n,ǫ(τ)f(ρ) =
1
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλτ
∫ 1
0
G′n(ρ, s;λ)f(s)dsdλ
=
1
2π
∫
R
e(ǫ+iω)τ
∫ 1
0
G′n(ρ, s; ǫ+ iω)f(s)dsdω,
and we also want to take ǫ→ 0+. Indeed, by the same argument as [5, Lemma 5.3], we have
S ′n(τ)f(ρ) := lim
ǫ→0+
S ′n,ǫ(τ)f(ρ) =
1
2π
∫
R
eiωτ
∫ 1
0
G′n(ρ, s; iω)f(s)dsdω
=
1
2π
∫ 1
0
f(s)
∫
R
eiωτG′n(ρ, s; iω)dωds.
Our goal now is to obtain bounds for ‖S˜n(τ)f‖L2(B5) and ‖S
′
n(τ)f‖L2(B5).
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5.3. Kernel estimates. We have bounds for the kernel of the operators S˜n.
Lemma 5.3. We have∣∣∣∣
∫
R
eiωτ G˜n(ρ, s; iω)dω
∣∣∣∣ . ρ−1s2(1− s)− 12 〈τ + log(1− s)〉−2 ,
for all τ > 0, ρ, s ∈ (0, 1), and n = {1, 2, . . . , 6}.
Proof. Since the form of G˜n is the same as Gn, the treatment here is similar to Proposition
4.5. For G˜1, we have ∫
R
eiωτ G˜1(ρ, s;ω)dω = 2I1(ρ, s, τ) + I2(ρ, sτ)
where
I1(ρ, s, τ) =1R+(s− ρ)s(1− s)
− 1
2
∫
R
χ(ρ 〈ω〉)
eiω(τ+log(1−s))ϕ0(ρ; iω)
(3− 2iω)(1 + 2iω)(1− 2iω)
γ˜1(ρ, s; iω)dω,
I2(ρ, s, τ) =1R+(s− ρ)s
2(1− s)−
1
2
∫
R
χ(ρ 〈ω〉)
eiω(τ+log(1−s))ϕ0(ρ; iω)
(3− 2iω)(−1− 2iω)
γ˜1(ρ, s; iω)dω.
From the proof of Proposition 4.5 we already see that
|I1(ρ, s, τ)| . 1R+(s− ρ)s(1− s)
− 1
2 〈τ + log(1− s)〉−2
≤ ρ−1s2(1− s)−
1
2 〈τ + log(1− s)〉−2 .
For I2, we use (3.10), and as before we have∣∣∣∣
∫
R
χ(ρ 〈ω〉)
eiω(τ+log(1−s))ϕ0(ρ; iω)
(3− 2iω)(−1− 2iω)
γ˜1(ρ, s; iω)dω
∣∣∣∣
∼=
∣∣∣∣ρ−1
∫ 1
−1
(1 + ρt)−
1
2
∫
R
χ(ρ 〈ω〉)eiω(τ+log(1−s)−log(1−ρt))
1− 2iω
1 + 2iω
γ˜1(ρ, s; iω)dωdt
∣∣∣∣
≤ρ−1 〈τ + log(1− s)〉−2 ,
This gives the bound
|I2(ρ, s, τ)| . ρ
−1s2(1− s)−
1
2 〈τ + log(1− s)〉−2
For G˜2, we do the exact same thing in G2 but we stop at (4.3), then we obtain the desired
bound. Similarly, G˜3 is exactly the same as G3, where we use (4.4).
For n = {4, 5, 6}, by the same method as the case of Gn in Proposition 4.5, we have the
bounds as in (4.5),∣∣∣∣
∫
R
eiωτ G˜n(ρ, s; iω)dω
∣∣∣∣ .1R+(ρ− s)ρ−2s3(1− s)− 12 〈τ + log(1− s)〉−2
≤ρ−1s2(1− s)−
1
2 〈τ + log(1− s)〉−2
as desired. 
Similarly, we have the following result for S ′n.
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Lemma 5.4. We have∣∣∣∣
∫
R
eiωτG′n(ρ, s; iω)dω
∣∣∣∣ . ρ−2(1− ρ)− 12s2(1− s)− 12 〈τ − log(1− ρ) + log(1− s)〉−2
for all τ > 0, ρ, s ∈ (0, 1), and n = {1, 2, . . . , 6}.
Proof. The logic is still very similar to the proof of Proposition 4.5. For G′1, we have∫
R
eiωτG′1(ρ, s; iω)dω = 2I1(ρ, s, τ) + I2(ρ, s, τ),
where
I1(ρ, s, τ) =1R+(s− ρ)s(1− s)
− 1
2
×
∫
R
χ(ρ 〈ω〉)eiω(τ+log(1−s))
g1(ρ; iω)− g˜1(ρ; iω)
1 + 2iω
γ′1(ρ, s; iω)dω,
I2(ρ, s, τ) =1R+(s− ρ)s
2(1− s)−
1
2
×
∫
R
χ(ρ 〈ω〉)eiω(τ+log(1−s)) (g1(ρ; iω)− g˜1(ρ; iω))
−1 + 2iω
1 + 2iω
γ′1(ρ, s; iω)dω.
For I1, we use the expression
(5.1) g1(ρ; iω)− g˜1(ρ; iω) = −
1
2ρ
(1 + 2iω)
∫ 1
−1
(1 + ρt)−
3
2
−iωdt.
Then, again thanks to the cut-off, we have
|I1(ρ, s, τ)|
≤1R+(s− ρ)ρ
−1s(1− s)−
1
2
×
∫ 1
−1
∣∣∣∣(1 + ρt)− 32
∫
R
χ(ρ 〈ω〉)eiω(τ+log(1−s)−log(1+ρt))
−1 + 2iω
1 + 2iω
γ′1(ρ, s; iω)dω
∣∣∣∣dt
.1R+(s− ρ)ρ
−1s(1− s)−
1
2 〈τ + log(1− s)〉−2
.ρ−2(1− ρ)−
1
2 s2(1− s)−
1
2 〈τ − log(1− ρ) + log(1− s)〉−2
by Lemma 4.1. For I2, we need to bound the expression
I2,±(ρ, s, τ) =1R+(s− ρ)ρ
−2(1± ρ)−
1
2s2(1− s)−
1
2
×
∫
R
χ(ρ 〈ω〉)eiω(τ−log(1±ρ)+log(1−s))
−1 + 2iω
1 + 2iω
γ′1(ρ, s; iω)dω.
Again by Lemma 4.1 we have
|I2(ρ, s, τ)| . ρ
−2(1− ρ)−
1
2s2(1− s)−
1
2 〈τ − log(1− ρ) + log(1− s)〉−2 .
For G′2, the terms we need to bound are
I1(ρ, s, τ) =1R+(s− ρ)ρ
−2(1 + ρ)−
1
2s(1− s)−
1
2
×
∫
R
[1− χ(ρ 〈ω〉)]eiω(τ−log(1+ρ)+log(1−s))
γ′2(ρ, s; iω)
1 + 2iω
dω
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and
I2(ρ, s, τ) =1R+(s− ρ)ρ
−2(1 + ρ)−
1
2s2(1− s)−
1
2
×
∫
R
[1− χ(ρ 〈ω〉)]eiω(τ−log(1+ρ)+log(1−s))
−1 + 2iω
1 + 2iω
γ′2(ρ, s; iω)dω.
For I1, notice that
γ′2(ρ, s; iω)
1 + 2iω
= O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−2),
we use Lemma 4.3 and obtain
|I1(ρ, s, τ)| . 1R+(s− ρ)ρ
−1(1 + ρ)−
1
2s(1− s)−
1
2 〈τ + log(1− s)〉−2
. ρ−2(1− ρ)−
1
2s2(1− s)−
1
2 〈τ − log(1− ρ) + log(1− s)〉−2 .
For I2, by Lemma 4.1 we have
|I2(ρ, s, τ)| . ρ
−2(1 + ρ)−
1
2 s2(1− s)−
1
2 〈τ + log(1− s)〉−2
. ρ−2(1− ρ)−
1
2s2(1− s)−
1
2 〈τ − log(1− ρ) + log(1− s)〉−2 .
Next, G′3 is the same as G
′
2 with (1−ρ) instead of (1+ ρ), and we obtain the same bound.
For G′4, we first write
s4(1− s2)−
1
2
+λϕ0(s;λ)
=s
(
(1− s)−
1
2
+λ(2 + s(−1 + 2λ))− (1 + s)−
1
2
+λ(2 + s(−1 + 2λ))
)
=s
(
(1− s)−
1
2
+λ(2(1− s) + s(1 + 2λ))− (1 + s)−
1
2
+λ(2(1 + s)− s(1 + 2λ))
)
=2s
(
(1− s)
1
2
+λ − (1 + s)
1
2
+λ
)
+ s2(1 + 2λ)
(
(1− s)−
1
2
+λ + (1 + s)−
1
2
+λ
)
.(5.2)
Then, we write ∫
R
eiωτG′4(ρ, s; iω)dω = 2I1(ρ, s, τ) + I2(ρ, s, τ),
where
I1(ρ, s, τ) =1R+(ρ− s)ρ
−2(1 + ρ)−
1
2s
×
∫
R
χ(s 〈ω〉)eiω(τ−log(1+ρ))
(
(1− s)
1
2
+iω − (1 + s)
1
2
+iω
)
1 + 2iω
γ′4(ρ, s; iω)dω,
I2(ρ, s, τ) =1R+(ρ− s)ρ
−2(1 + ρ)−
1
2s2
×
∫
R
χ(s 〈ω〉)eiω(τ−log(1+ρ))
(
(1− s)−
1
2
+iω + (1 + s)−
1
2
+iω
)
γ′4(ρ, s; iω)dω.
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In I1, we use the expression (4.8), and because of the cut-off, we have
|I1(ρ, s, τ)|
.ρ−2(1 + ρ)−
1
2s
∫ 1
−1
∣∣∣∣(1 + st)− 12
∫
R
χ(s 〈ω〉)eiω(τ−log(1+ρ)+log(1+st))γ′4(ρ, s; iω)
∣∣∣∣ dt
.ρ−2(1 + ρ)−
1
2s 〈τ − log(1 + ρ)〉−2
.ρ−2(1− ρ)−
1
2 s2(1− s)−
1
2 〈τ − log(1− ρ) + log(1− s)〉−2 .
In I2, we need to look at
I2,± = 1R+(ρ− s)ρ
−2(1 + ρ)−
1
2 s2(1± s)−
1
2
∫
R
χ(s 〈ω〉)eiω(τ−log(1+ρ)+log(1±s))γ′4(ρ, s; iω)dω,
and again we have
|I2(ρ, s, τ)| . ρ
−2(1− ρ)−
1
2s2(1− s)−
1
2 〈τ − log(1− ρ) + log(1− s)〉−2 .
For G′5 we need to bound
I1(ρ, s, τ) =1R+(ρ− s)ρ
−2(1 + ρ)−
1
2 s(1− s)−
1
2
×
∫
R
[1− χ(s 〈ω〉)]eiω(τ−log(1+ρ)+log(1−s))
γ′5(ρ, s; iω)
1 + 2iω
dω,
and
I2(ρ, s, τ) =1R+(ρ− s)ρ
−2(1 + ρ)−
1
2s2(1− s)−
1
2
×
∫
R
[1− χ(s 〈ω〉)]eiω(τ−log(1+ρ)+log(1−s))
−1 + 2iω
1 + 2iω
γ′5(ρ, s; iω)dω.
So for I1 we use Lemma 4.3 and have
|I1(ρ, s, τ)| .ρ
−2(1 + ρ)−
1
2s2(1− s)−
1
2
×
∣∣∣∣s−1
∫
R
[1− χ(s 〈ω〉)]eiω(τ−log(1+ρ)+log(1−s))O(ρ0(1− ρ)0s0(1− s)0 〈ω〉−2)dω
∣∣∣∣
.ρ−2(1 + ρ)−
1
2s2(1− s)−
1
2 〈τ − log(1 + ρ) + log(1− s)〉−2
.ρ−2(1− ρ)−
1
2 s2(1− s)−
1
2 〈τ − log(1− ρ) + log(1− s)〉−2 .
And for I2 we have
|I2(ρ, s, τ)| .ρ
−2(1 + ρ)−
1
2 s2(1− s)−
1
2 〈τ − log(1 + ρ) + log(1− s)〉−2
.ρ−2(1− ρ)−
1
2 s2(1− s)−
1
2 〈τ − log(1− ρ) + log(1− s)〉−2 .
Finally, G′6 is similar to G
′
5, but we get (1 + s) instead of (1− s). Then, we have
(1 + s)−
1
2 〈τ + log(1 + s)〉−2 . 〈τ〉−2 . (1− ρ)−
1
2 (1− s)−
1
2 〈τ − log(1− ρ) + log(1− s)〉−2
and obtain the desired bound. 
Lemma 5.5. We have
‖S˜n(τ)f‖L2(B5) . ‖f‖L2(B5), n = {1, · · · , 6},
‖S ′n(τ)f‖L2(B5) . ‖f‖L2(B5), n = {1, · · · , 6},
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for τ > 0 and f ∈ C1([0, 1]).
Proof. We write
S ′n(τ)f(ρ) =
1
2π
∫ 1
0
f(s)K ′n(ρ, s; τ)ds,
where
K ′n(ρ, s; τ) =
∫
R
eiωτG′n(ρ, s; iω)dω.
Then Lemma 5.4 gives the bounds
|K ′n(ρ, s; τ)| . ρ
−2(1− ρ)−
1
2s2(1− s)−
1
2 〈τ − log(1− ρ) + log(1− s)〉−2 .
Doing a change of variables ρ = 1− e−x, s = 1− e−y, we get
∣∣[S ′n(τ)f ](1− e−x)∣∣ . ex2 (1− e−x)−2
∫ ∞
0
〈τ − y + x〉−2 |f(1− e−y)|(1− e−y)2e−
y
2 dy,
so using Young’s inequality, we have
‖S ′n(τ)f‖L2(B5)
∼=
(∫ 1
0
|S ′n(τ)f(ρ)|
2ρ4dρ
) 1
2
∼=
(∫ ∞
0
|[S ′n(τ)]f(1− e
−x)|2(1− e−x)4e−xdx
) 1
2
.
(∫ ∞
0
∣∣∣∣
∫ ∞
0
〈τ − y + x〉−2 |f(1− e−y)|(1− e−y)2e−
y
2 dy
∣∣∣∣
2
dx
) 1
2
.‖ 〈τ − ·〉 ‖L1(R)
(∫ 1
0
|f(ρ)|2ρ4dρ
) 1
2
.‖f‖L2(B5).
For the operators S˜n, from Lemma 5.3 we have∣∣∣∣ρ−1
∫
R
eiωτ G˜n(ρ, s; iω)dω
∣∣∣∣ . ρ−2s2(1− s)− 12 〈τ + log(1− s)〉−2
. ρ−2(1− ρ)−
1
2s2(1− s)−
1
2 〈τ − log(1− ρ) + log(1− s)〉−2 ,
so the bounds for S˜n follows the same way. 
5.4. The term containing λ. As before we need to deal with the λf˜1 term in Fλ. Here we
also need to deal with the operators
˙˜Sn,ǫ(τ)f(ρ) :=
1
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
1
2
(1 + 2λ)eλτ
∫ 1
0
ρ−1G˜n(ρ, s;λ)f(s)dsdλ,
S˙ ′n,ǫ(τ)f(ρ) :=
1
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
1
2
(1 + 2λ)eλτ
∫ 1
0
G′n(ρ, s;λ)f(s)dsdλ.
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Lemma 5.6. Setting
˙˜Sn(τ)f(ρ) := limǫ→0+
˙˜Sn,ǫ(τ)f(ρ), we have the bound
‖ ˙˜Sn(τ)f‖L2(B5) . ‖f‖H1(B5)
for all τ > 0, f ∈ C1([0, 1]), and n ∈ {1, 2, . . . , 6} .
Proof. We follow the logic in Proposition 4.9 by an integration by parts in s. Indeed, the
form of ˙˜Sn,ǫ(τ) and T˙n,ǫ(τ) only differ in a factor of ρ
−1. After an integration by parts, the
integral terms can be treated the same way as in Lemma 5.3 followed by Lemma 5.5, and
the L2(B5) norms are bounded by C
(
‖f ′‖L2(B5) + ‖(·)
−1f‖L2(B5)
)
. ‖f‖H1(B5) for all τ > 0.
On the other hand, the boundary terms are (pointwise) bounded by C|f(ρ)| 〈τ〉−2 (see proof
of Proposition 4.9), so the L2(B5) norm is bounded by ‖f‖L2(B5) for all τ > 0. 
Lemma 5.7. Setting S˙ ′n(τ)f(ρ) := limǫ→0+ S˙
′
n,ǫ(τ)f(ρ), we have the bound
‖S˙ ′n(τ)f‖L2(B5) . ‖f‖H1(B5)
for all τ > 0, f ∈ C1([0, 1]), and n ∈ {1, 2, . . . , 6} .
Proof. Again, we follow the same method as Proposition 4.9. The s dependent part of S˙ ′n
has the same form as T˙n for each n = {1, · · · , 6}.
For n = {1, 2, 3}, we do an integration by parts as in (4.6). The integral part is dealt with
by the same way as Lemma 5.4 (for each fixed N , we use Fubini to interchange the ω and
s integral, then we use dominated convergence for the s integral to take the limit N →∞).
Then the method in Lemma 5.5 gives the same bound as in Lemma 5.6. For the boundary
term, with the logic in Lemma 5.1 we can take the limit ǫ→ 0. For n = 1, we have
B′1(τ)f(ρ)
=
2(1− ρ)
1
2ρf(ρ)
2πi
∫
R
eiω(τ+log(1−ρ))
χ(ρ 〈ω〉)(g1(ρ; iω)− g˜1(ρ; iω))
1 + 2iω
γ′1(ρ, ρ; iω)dω
+
(1− ρ)
1
2ρ2f(ρ)
2πi
∫
R
eiω(τ+log(1−ρ))χ(ρ 〈ω〉)(g1(ρ; iω)− g˜1(ρ; iω))
−1 + 2iω
1 + 2iω
γ′1(ρ, ρ; iω)dω.
In the first term we use (5.1) and in the second term we use the expression of g1 and g˜1
directly, similar to proof of Lemma 5.4. So we get the bound |B′1(τ)f(ρ)| . |f(ρ)| 〈τ〉
−2. For
n = {2, 3}, we have
B′n(τ)f(ρ) =
2(1− ρ)
3
2 (1± ρ)−
1
2f(ρ)
2πi
ρ−1
∫
R
[1− χ(ρ 〈ω〉)]eiω(τ+log(1−ρ)−log(1±ρ))
γ′n(ρ, ρ; iω)
1 + 2iω
dω
+
(1− ρ)
1
2 (1± ρ)−
1
2 f(ρ)
2πi
∫
R
[1− χ(ρ 〈ω〉)]eiω(τ+log(1−ρ)−log(1±ρ))γ′n(ρ, ρ; iω)dω.
The same treatment as in the proof of Lemma 5.4 gives |B′n(τ)f(ρ)| . |f(ρ)| 〈τ〉
−2.
57
For n = 4, we decompose the operator into two parts according to (5.2). So we have
S˙ ′4,ǫ(τ)f(ρ) =
1
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
eλτg1(ρ;λ)
×
∫ 1
0
1R+(ρ− s)χ(s 〈ω〉)s
(
(1− s)
1
2
+λ − (1 + s)
1
2
+λ
)
f(s)γ′4(ρ, s;λ)dsdλ
+
1
2πi
lim
N→∞
∫ ǫ+iN
ǫ−iN
1
2
(1 + 2λ)eλτg1(ρ;λ)
×
∫ 1
0
1R+(ρ− s)χ(s 〈ω〉)s
2
(
(1− s)−
1
2
+λ − (1 + s)−
1
2
+λ
)
f(s)γ′4(ρ, s;λ)dsdλ
=:I1,ǫ(τ, ρ) + I2,ǫ(τ, ρ)
In I1 we can take the limit in ǫ and change order of integration (same argument as in [5,
Lemma 5.3]). Then we have I1(τ, ρ) := limǫ→0+ I1,ǫ(τ, ρ), and
I1(τ, ρ) =
ρ−2(1 + ρ)−
1
2f(ρ)
2π
∫ 1
0
1R+(ρ− s)s
×
∫
R
χ(s 〈ω〉)eiω(τ−log(1+ρ))
(
(1− s)
1
2
+λ − (1 + s)
1
2
+λ
)
γ′4(ρ, s; iω)dωds.
Following the method in the proof of Lemma 5.4 (the I2 term in G
′
4), we get the bound
‖I1(τ)f‖ . ‖(·)
−1f‖L2(B5) . ‖f‖H1(B5) for all τ > 0. In I2 we do an integration by parts in s
using
(1± s)−
1
2
+λ =
±2
1 + 2λ
∂s(1± s)
1
2
+λ,
so ∫ 1
0
1R+(ρ− s)χ(s 〈ω〉)s
2(1± s)−
1
2
+λf(s)γ′4(ρ, s;λ)ds
=
±2
1 + 2λ
∫ ρ
0
∂s(1± s)
1
2
+λχ(s 〈ω〉)s2f(s)γ′4(ρ, s;λ)ds
=
±2
1 + 2λ
(1± ρ)
1
2
+λχ(ρ 〈ω〉)ρ2f(ρ)γ′4(ρ, ρ;λ)
−
±2
1 + 2λ
∫ ρ
0
(1± s)
1
2
+λ∂s
[
χ(s 〈ω〉)s2f(s)γ′4(ρ, s;λ)
]
ds.
The integral part is dealt with by the same argument as in Lemma 5.4 (the I2 term in G
′
4),
and we again obtain a bound by C
(
‖f ′‖L2(B5) + ‖(·)
−1f‖L2(B5)
)
. ‖f‖H1(B5) for all τ > 0. In
the boundary term we take the limit ǫ→ 0+ by Lemma 5.1, so
B′4(τ)f(ρ) =
±2(1± ρ)
1
2 (1 + ρ)−
1
2f(ρ)
2πi
∫
R
χ(ρ 〈ω〉)eiω(τ−log(1+ρ)+log(1±ρ))γ′4(ρ, ρ; iω)dω,
and we get the bound |B′4(τ)f(ρ)| . f(ρ) 〈τ〉
−2.
For n = {5, 6}, as before we do an integration by parts in s as in (4.9), and the integral
terms are handled by the same way as in Lemma 5.4 (the I2 term in G
′
5 and G
′
6). The
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boundary terms are
B′n(τ)f(ρ) =
±(1± ρ)
3
2 (1 + ρ)−
1
2 f(ρ)
πi
ρ−1
∫
R
[1− χ(ρ 〈ω〉)]eiω(τ−log(1+ρ)+log(1±ρ))
γ′n(ρ, ρ; iω)
1 + 2iω
dω
±
(1± ρ)
1
2 (1 + ρ)−
1
2f(ρ)
2πi
∫
R
[1− χ(ρ 〈ω〉)]eiω(τ−log(1+ρ)+log(1±ρ))γ′n(ρ, ρ; iω)dω.
So we also have |B′n(τ)f(ρ)| . f(ρ) 〈τ〉
−2 for n = {5, 6}. 
5.5. Improved energy bounds.
Lemma 5.8. The semigroup S admits the bound
‖S(τ)(I −P)f‖H . ‖(I−P)f‖H
for all τ ≥ 0 and f ∈ H.
Proof. Here we have the representation of the first component
[S(τ)f˜ ]1 = [S0(τ)f˜ ]1(ρ) +
6∑
n=1
[
Tn(τ)
(
| · |f˜ ′1 + 2f˜1 + f˜2
)
+ T˙n(τ)f˜1
]
,
and the definition of the second component
[S(τ)f˜ ]2(ρ) =
[
∂τ + ρ∂ρ +
3
2
]
[S(τ)f˜ ]1(ρ).
This is the same proof as [5, Lemma 5.7]. 
6. Proof of the theorem
We look at the nonlinear problem
Φ(τ) = S(τ)u +
∫ τ
0
S(τ − σ)N(Φ(σ))dσ,
where
N(u)(ρ) :=
(
0
N(u1(ρ))
)
.
with
N(x) = |c5 + x|
4
3 (c5 + x)− c
7
3
5 −
35
4
x
Lemma 6.1. We have
‖N(u)‖H . ‖u1‖
2
L5(B5) + ‖u1‖
7
3
L
14
3 (B5)
and
‖N(u)−N(v)‖H .‖u1 − v1‖L5(B5)
(
‖u1‖L5(B5) + ‖v1‖L5(B5)
)
+ ‖u1 − v1‖L
14
3 (B5)
(
‖u1‖
4
3
L
14
3 (B5)
+ ‖v1‖
4
3
L
14
3 (B5)
)
for all u,v ∈ H.
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Proof. We compute
N ′(x) =
7
3
|c5 + x|
4
3 −
35
4
=
7
3
∣∣∣∣∣
(
15
4
) 3
4
+ x
∣∣∣∣∣
4
3
−
35
4
,
and observe that N(0) = N ′(0) = 0. Hence
|N(x)| . |x|2 + |x|
7
3 , |N ′(x)| . |x|+ |x|
4
3 ,
for all x ∈ R. Since N is monotone, we also have
|N(x)−N(y)| . |x− y| (|N ′(x)|+ |N ′(y)|) . |x− y|
(
|x|+ |x|
4
3 + |y|+ |y|
4
3
)
.
Then by Ho¨lder’s inequality we get
‖N(u)‖H = ‖N(u1)‖L2(B5) . ‖u
2
1‖L2(B5) + ‖u
7
3
1 ‖L2(B5)
. ‖u1‖
2
L4(B5) + ‖u1‖
7
3
L
14
3 (B5)
. ‖u1‖
2
L5(B5) + ‖u1‖
7
3
L
14
3 (B5)
,
and
‖N(u)−N(v)‖H .‖N(u1)−N(v1)‖L2(B5)
.‖u1 − v1‖L2(B5)
(
‖u1‖L2(B5) + ‖u1‖
4
3
L2(B5) + ‖v1‖L2(B5) + ‖v1‖
4
3
L2(B5)
)
.‖u1 − v1‖L5(B5)
(
‖u1‖L5(B5) + ‖v1‖L5(B5)
)
+ ‖u1 − v1‖L
14
3 (B5)
(
‖u1‖
4
3
L
14
3 (B5)
++‖v1‖
4
3
L
14
3 (B5)
)
as required. 
6.1. The nonlinear problem. In the following, we first modify the equation to remove the
unstable direction, then we show how to remove this modification.
For Ψ(τ)(ρ) = (ϕ1(τ, ρ), ϕ2(τ, ρ)), we define
‖Ψ‖2X := ‖Ψ‖
2
L∞(R+;H)
+ ‖ϕ1‖
2
L2(R+;L5(B5))
,
and introduce the Banach space
X := {Φ ∈ C([0,∞),H) : ϕ1 ∈ L
2(R+;L
5(B5)), ‖Φ‖X <∞}.
Moreover, we set
Xδ := {Φ ∈ X : ‖Φ‖ ≤ δ}.
For initial data u ∈ H, we define
Ku(Φ)(τ) = S(τ) [u−C(Φ,u)] +
∫ τ
0
S(τ − σ)N(Φ(u))dσ,
where
C(Φ,u) := P
[
u+
∫ ∞
0
e−σN(Φ(σ))dσ
]
.
Lemma 6.2. There exist c, δ > 0 such that if ‖u‖H ≤
δ
c
and Φ ∈ Xδ, then Ku(Φ) ∈ Xδ.
60
Proof. From Lemmas 5.8 and 6.1, we have
‖(I−P)Ku(Φ)(τ)‖H . ‖u‖H +
∫ τ
0
‖N(Φ(σ))‖Hdσ
.
δ
c
+
∫ τ
0
(
‖ϕ1(σ, ·)‖
2
L5(B5) + ‖ϕ1(σ, ·)‖
7
3
L
14
3 (B5)
)
dσ
.
δ
c
+ δ2 +
(
‖ϕ1‖
θ
L2(R+;L5(B5))
‖ϕ1‖
1−θ
L∞(R+;L
10
3 (B5))
) 7
3
.
δ
c
+ δ2 +
(
‖ϕ1‖
θ
L2(R+;L5(B5))
‖Φ‖1−θL∞(R+;H)
) 7
3
.
δ
c
+ δ2 + δ
7
3 .
Moreover, from the Strichartz estimates in Theorem 4.10, we have
‖(I−P)Ku(Φ)(τ)‖L2(R+;L5(B5)) . ‖u‖H +
∫ ∞
0
‖N(Φ(σ))‖Hdσ
.
δ
c
+ δ2 + δ
7
3 .
Next, from Lemma 2.8 we have
PKu(Φ)(τ) = P
[
S(τ) [u−C(Φ,u)] +
∫ τ
0
S(τ − σ)N(Φ(u))dσ
]
= −
∫
eτ−σPN(Φ(σ))dσ +
∫ τ
0
eτ−σPN(Φ(σ))dσ = −
∫ ∞
τ
eτ−σPN(Φ(σ))dσ.
Since we also have rgP = 〈g〉, so by the Riesz representation theorem, there exists g∗ ∈ H
with Pf = (f |g∗)Hg for all f ∈ H. Then
‖PKu(Φ)(τ)‖H .
∫ ∞
τ
eτ−σ |(N(Φ(σ))|g∗)H| dσ
.
∫ ∞
τ
‖N(Φ(σ))‖Hdσ
. δ2 + δ
7
3 .
Finally,
‖PKu(Φ)(τ)‖L5(B5) .
∫ ∞
τ
eτ−σ‖N(Φ(σ))‖Hdσ
= 1[0,∞)(τ)
∫
R
1[−∞,0](τ − σ)e
τ−σ‖N(Φ(σ))‖Hdσ,
then Young’s inequality gives
‖PKu(Φ)‖L2(R+;L5(B5)) .‖1[−∞,0]e
(·)‖L2(R)
∫ ∞
0
‖N(Φ(σ))‖Hdσ
.δ2 + δ
7
3 .
Therefore, we have ‖Ku(Φ)‖X .
δ
c
+ δ2 + δ
7
3 , which implies the claim. 
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Lemma 6.3. Let δ > 0 be small and u ∈ H. Then
‖Ku(Φ)−Ku(Ψ)‖H ≤
1
2
‖Φ−Ψ‖X
for all Φ,Ψ ∈ Xδ.
Proof. From Lemmas 5.8 and 6.1, we have
‖(I−P) [Ku(Φ)(τ)−Ku(Ψ)(τ)] ‖H
.
∫ τ
0
‖N(Φ(σ))−N(Ψ(σ))‖Hdσ
.
∫ τ
0
‖ϕ1(σ)− ψ1(σ)‖L5(B5)
(
‖ϕ1(σ)‖L5(B5) + ‖ψ1(σ)‖L5(B5)
)
+ ‖ϕ1(σ)− ψ1(σ)‖L
14
3 (B5)
(
‖ϕ1(σ)‖
4
3
L
14
3 (B5)
+ ‖ψ1(σ)‖
4
3
L
14
3 (B5)
)
dσ
.‖ϕ1 − ψ1‖L2(R+;L5(B5))
(
‖ϕ1‖L2(R+;L5(B5)) + ‖ψ1‖L2(R+;L5(B5))
)
+ ‖ϕ1 − ψ1‖L
7
3 (R+;L
14
3 (B5))
(
‖ϕ1‖
4
3
L
7
3 (R+;L
14
3 (B5))
+ ‖ψ1‖
4
3
L
7
3 (R+;L
14
3 (B5))
)
.δ‖Φ−Ψ‖X .
Furthermore, from Theorem 4.10 we have
‖(I−P) [Ku(Φ)(τ)−Ku(Ψ)(τ)] ‖L2(R+;L5(B5)) .
∫ ∞
0
‖N(Φ(σ))−N(Ψ(σ))‖Hdσ
. δ‖Φ−Ψ‖X .
Following the same logic as in the proof of Lemma 6.2, we have
‖PKu(Φ)(τ)−PKu(Ψ)(τ)‖H .
∫ ∞
τ
eτ−σ |(N(Φ(σ))−N(Ψ(σ))|g∗)|H dσ
. δ‖Φ−Ψ‖X .
Lastly,
‖ [PKu(Φ)(τ)−PKu(Ψ)(τ)]1 ‖L5(B5) .
∫ ∞
τ
eτ−σ‖N(Φ(σ))−N(Ψ(σ))‖Hdσ,
and by Young’s inequality we have
‖ [PKu(Φ)−PKu(Ψ)]1 ‖L2(R+;L5(B5)) . δ‖Φ−Ψ‖X .
Hence ‖Ku(Φ) − Ku(Ψ)‖H . δ‖Φ − Ψ‖X . By choosing δ sufficiently small, we get the
inequality as claimed. 
Corollary 6.4. There exist c, δ > 0 such that if ‖u‖H ≤
δ
c
, then there exists a unique Φ ∈ Xδ
satisfying Φ = Ku(Φ).
Proof. We obtain the conclusion from Lemmas 6.2 and 6.3, and the Banach fixed point
theorem. 
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Finally, we show that if we choose the blowup time correctly, the correction term C(Φ,u)
is in fact 0. Recall that the initial data Φ(0) = (ϕ1(0), ϕ2(0)) are given by
ϕ1(0) = ψ1(0, ρ)− c5 = T
3
2 f(Tρ)− c5
ϕ2(0) = ψ2(0, ρ)−
3
2
c5 = T
5
2g(Tρ)−
3
2
c5.
The ODE blowup solution u1, transformed to similarity coordinates, is given by
ψ1(τ, ρ) = T
3
2 e−
3
2
τu1(T − Te−τ , T e−τρ) = T
3
2 e−
3
2
τc5(1− T + Te
−τ )−
3
2 .
As in (2.1), we set ψ11 := ψ
1, and
ψ12(τ, ρ) = ∂τψ
1
1 + ρ∂ρψ
1
1 +
3
2
ψ11 =
3
2
c5T
5
2 e−
3
2
τ (1− T + Te−τ )−
5
2 .
Thus intial data for this solution is given by
ψ11(0, ρ) = c5T
3
2 , ψ12(0, ρ) =
3
2
c5T
5
2 .
Now we rewrite the initial condition for Φ as
Φ(0)(ρ) =
(
T
3
2 (f(Tρ)− c5) + c5T
3
2 − c5, T
5
2
(
g(Tρ)−
3
2
c5
)
+
3
2
c5T
5
2 −
3
2
c5
)
= U
(
T,
(
f − c5, g −
3
2
c5
))
(ρ),
where
U(T,v)(ρ) :=
(
T
3
2 v1(Tρ), T
5
2 v2(Tρ)
)
+
(
c5T
3
2 ,
3
2
T
5
2
)
−
(
c5,
3
2
c5
)
.
We can see that, for δ > 0 sufficently small and v ∈ H1 × L2(B51+δ), the map
U(·,v) : [1− δ, 1 + δ]→ H1 × L2(B5)
is continuous (see for example the proof of [7, Lemma 4.14]).
Lemma 6.5. There exist M ≥ 1 and δ > 0 such that, given ‖v‖H1×L2(B51+δ) <
δ
M
, there exist
T ∗ ∈ [1− δ, 1 + δ] and ‖Φ‖ ∈ Xδ with Φ = KU(T ∗,v)(Φ) and C(Φ,U(T
∗,v)) = 0.
Proof. First, we have
∂T
(
c5T
3
2
3
2
c5T
5
2
) ∣∣∣
T=1
=
(
3
2
c5
15
4
c5
)
=
3
4
c5g.
So we can write
U(T,v)(ρ) =
(
T
3
2 v1(Tρ), T
5
2v2(Tρ)
)
+
3
4
c5g(T − 1) + (T − 1)
2fT
where ‖fT‖H . 1 on T ∈ [
1
2
, 3
2
]. Hence
(U(T,v)|g) = O
(
δ
M
T 0
)
+
3
4
c5‖g‖
2(T − 1) +O(δ2T 0)
for all T ∈ [1− δ, 1 + δ], δ ∈ [0, 1
2
], and M ≥ 1.
Now notice that
‖U(T,v)‖H . ‖v‖H1×L2(B51+δ) + |T − 1|,
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so for every T ∈ [1− δ, 1 + δ], by Corollary 6.4, there exists ΦT ∈ Xδ with ΦT = KU(T,v)(Φ)
provided that δ > 0 is sufficiently small and M ≥ 1 is sufficiently large.
Recall that
C(Φ,u) := P
[
u+
∫ ∞
0
e−σN(Φ(σ))dσ
]
.
and notice that ∫ ∞
0
e−σ‖N(Φ(σ))‖Hdσ . δ
2,
we have
(C(Φ,u)|g)H = O
(
δ
M
T 0
)
+
3
4
c5‖g‖
2(T − 1) +O(δ2T 0).
Since rgC(Φ,u) ⊂ 〈g〉, we see that C(Φ,u) = 0 is equivalent to T − 1 = F (T ), where F is
a continuous function of T on [1 − δ, 1 + δ] with |F (T )| . δ
M
+ δ2. Choosing M sufficiently
large, we have that rg(1 + F ) is a continuous function from [1 − δ, 1 + δ] to itself, so 1 + F
has a fixed point T ∗. 
6.2. Proof of the main theorem. Finally, we turn to our main result.
Proof of Theorem 1.1. LetM ≥ 1 be sufficiently large and δ > 0 sufficiently small. For (f, g)
with
‖(f, g)− u1[0]‖H1×L2(B51+δ) ≤
δ
M
,
let v = (f, g)−u1[0]. Then we have the associated Φ ∈ Xδ and T given by Lemma 6.5. Then
from (1.4), (2.1), and (2.3), we have
δ2 ≥‖ϕ1‖
2
L2(R+;L5(B5))
=
∫ ∞
0
‖ϕ1(τ, ·)‖
2
L5(B5)dτ
=
∫ ∞
0
‖ψ1(τ, ·)− c5‖
2
L5(B5)dτ
=
∫ T
0
∥∥∥∥ψ1
(
log
T
T − t
, ·
)
− c5
∥∥∥∥
2
L5(B5)
dt
T − t
=
∫ T
0
∥∥∥∥ψ1
(
log
T
T − t
,
·
T − t
)
− c5
∥∥∥∥
2
L5(B5T−t)
dt
(T − t)3
=
∫ T
0
(T − t)3
∥∥∥∥(T − t)− 32ψ1
(
log
T
T − t
,
·
T − t
)
− (T − t)−
3
2 c5
∥∥∥∥
2
L5(B5T−t)
dt
(T − t)3
=
∫ T
0
‖u(t, ·)− uT (t, ·)‖2L5(B5T−t)
dt
≃
∫ T
0
‖u− uT (t, ·)‖2
L5(B3T−t)
‖uT (t, ·)‖2
L5(B3
T−t)
dt
T − t
.

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Appendix A. Properties of symbol type functions
Here we discuss some properties of functions of symbol type. From the Leibniz rule we
have the following property.
Lemma A.1. Let f, g : (0, 1) → C, a, b ∈ [0, 1], and α, β ∈ R. If f(x) = O((x − a)α),
g(x) = O((x− b)β), then f(x)g(x) = O((x− a)α(x− b)β).
In particular, if f(x) = O((x− a)α), g(x) = O((x− a)β), then f(x)g(x) = O((x− a)α+β).
Proof. Fix j ∈ N0. By assumption, f and g satisfy∣∣∂kxf(x)∣∣ . |x− a|α−j and ∣∣∂kxg(x)∣∣ . |x− b|β−j
for all x ∈ (0, 1) and k ∈ N0. Then by the Leibniz rule we have
∣∣∂jx (f(x)g(x))∣∣ ≤
j∑
k=0
(
j
k
) ∣∣∂j−kx f(x)∣∣ ∣∣∂kxg(x)∣∣
.
j∑
k=0
(
j
k
)
|x− a|α−(j−k)|x− b|β−k
.|x− a|α−j |x− b|β−j ,
since |x− a| < 1 and |x− b| < 1. 
Symbol behaviour is also stable under integration in certain situations. An example is the
following.
Lemma A.2. Let f : (0, 1) → C and α > 1 with f(x) = O(x−α). Define a function
g : (0, c]→ C with c ∈ (0, 1) by
g(x) =
∫ c
x
f(y)dy.
Then g(x) = O(x−α+1).
Proof. First of all, since 0 < x ≤ c < 1 and −α + 1 < 0, we have
|g(x)| ≤
∫ c
x
|f(y)|dy .
∫ c
x
y−αdy . c−α+1 + x−α+1 . x−α+1.
Moreover, since
∂x
∫ c
x
f(y)dy = −f(x),
estimates on derivatives follow from the symbol behaviour of f . 
Lemma A.3. Let f : I ⊂ R → C, 0 ∈ I be such that f 6= 0 and f(x) = 1 + O(x). Then
there exists δ > 0 such that 1/f(x) = 1 +O(x) on (0, δ).
Proof. This follows from the Taylor expansion. 
Next, we show some properties that are specifically used in the derivative estimates of the
Volterra solution from Lemma 3.6.
Lemma A.4. Let x ∈ [0,∞) and j ∈ N0. Then
|∂jx(e
−xO(x0))| . e−xx−j 〈x〉j .
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Proof. By the Leibniz rule, we have
|∂jx(e
−xO(x0))| =
∣∣∣∣∣
j∑
l=0
(
j
l
)
∂j−lx e
−x∂lxO(x
0)
∣∣∣∣∣ . e−xx−j 〈x〉j .

Lemma A.5. Let x, y ∈ [0,∞) and j ∈ N0. Then
∂jxO(x
0(x+ y)0) = O(x−j(x+ y)0).
Proof. We have
|∂jxO(x
0(x+ y)0)| .
j∑
l=0
x−(j−l)(x+ y)−l . x−j ,
since x+ y ≥ x, so (x+ y)−l ≤ x−l. 
Lemma A.6. Let x ∈ [0,∞), y, ω ∈ R such that y and ω have the same sign, and k ∈ N0.
Then
∂kωO
(( y
ω
+ x
)0)
= O
(( y
ω
+ x
)0
ω−k
)
.
Proof. First, the claim is true for k = 0. For k ≥ 1, we show that
∂kωO
(( y
ω
+ x
)0)
=
k∑
m=1
O
(( y
ω
+ x
)−m)
ymω−k−m.
We do this by induction. When k = 1, we have
∂ωO
(( y
ω
+ x
)0)
= O
(( y
ω
+ x
)−1)
yω−2
which is what the formula claimed. Next, suppose that this is true for all derivatives up to
order k − 1. Then
∂kωO
(( y
ω
+ x
)0)
= ∂ω
k−1∑
m=1
O
(( y
ω
+ x
)−m)
ymω−(k−1)−m
=
k∑
m=2
O
(( y
ω
+ x
)−m)
ymω−k−m +
k−1∑
m=1
O
(( y
ω
+ x
)−m)
ymω−k−m
=
k∑
m=1
O
(( y
ω
+ x
)−m)
ymω−k−m.
So we can estimate∣∣∣∣∂kωO
(( y
ω
+ x
)0)∣∣∣∣ .
k∑
m=1
∣∣∣∣( yω + x
)−m
ymω−k−m
∣∣∣∣
=
k∑
m=1
∣∣∣∣
(
ω
y + ωx
)m
ymω−k−m
∣∣∣∣ .
∣∣∣∣ yy + ωx
∣∣∣∣
m
|ω|−k ≤ |ω|−k,
since |y| ≤ |y + ωx| for ω and y with the same sign and x ≥ 0. 
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Lemma A.7. Let x, y, ω, k be as in the previous lemma. Then
∂kω
(
e−
y
ωO
(( y
ω
+ x
)0))
=
k∑
m=0
e−
y
ωO
(( y
ω
+ x
)0
ymω−k−m
)
.
Proof. The claim is true for k = 0. Now suppose the statement is true for up to k − 1
derivatives. Then
∂kω
(
e−
y
ωO
(( y
ω
+ x
)0))
= ∂ω
k−1∑
m=0
e−
y
ωO
((
−
y
ω
+ x
)0
ymω−(k−1)−m
)
=
k∑
m=1
e−
y
ωO
(( y
ω
+ x
)0
ymω−k−m
)
+
k−1∑
m=0
e−
y
ωO
(( y
ω
+ x
)0
ymω−k−m
)
=
k∑
m=0
e−
y
ωO
(( y
ω
+ x
)0
ymω−k−m
)
,
as required. 
Appendix B. Derivatives of the Volterra solution
Here we show that the solution to the Volterra equation (3.5) is of symbol type. We
introduce the variables x = ϕ(ρ), y = ϕ(s) with ϕ(s) = 1
2
log 1+s
1−s
. Define H˜(x;λ) :=
h1(ϕ
−1(x);λ), by change of variables, (3.5) is transformed into a Volterra equation of H˜,
H˜(x;λ) = 1 +
∫ ∞
x
K˜(x, y;λ)H˜(y;λ)dy,
where K˜(x, y;λ) := K(ϕ−1(x), ϕ−1(y);λ)(ϕ−1)′(y). Notice that we have |∂jyϕ
−1(y)| .j e
−2y
for all j ∈ N and y ≥ 0, and(
1− ρ
1 + ρ
) 1
2
−λ(
1− s
1 + s
)− 1
2
+λ
= e(1−2λ)(y−x) = e2iω(y−x)e(1−2ǫ)(y−x).
Since ǫ ∈ [0, 1
4
] and x ≤ y, we also have e(1−2ǫ)(y−x) ≤ e(y−x). Hence we can write
K˜(x, y;λ)(x, y;λ) = a(y;λ) + b(x, y;λ)e−2iω(y−x),
where a(y;λ) = e−2yO(y0 〈ω〉−1) and b(x, y;λ) = e−xe−yO(x0y0 〈ω〉−1).
We rewrite this equation further, by setting
H˜(x;λ) = 1 + e−2xH(x;λ),
so
H(x;λ) := e2x(H(x;λ)− 1).
Then we obtain the Volterra equation for H , given by
(B.1) H(x;λ) = g(x;λ) +
∫ ∞
x
Kˆ(x, y;λ)H(y;λ)dy
where
g(x;λ) := e2x
∫ ∞
x
K˜(x, y;λ)dy
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and
Kˆ(x, y;λ) := K˜(x, y;λ)e2xe−2y = aˆ(x, y;λ) + bˆ(x, y;λ)e−2iω(y−x),
with aˆ(x, y;λ) = e2xe−4yO(y0 〈ω〉−1) and bˆ(x, y;λ) = exe−3yO(x0y0 〈ω〉−1).
Now we turn to (B.1). We would like to show that a solution H to (B.1) is of symbol
type, then conclude that a solution to (3.5) is also of symbol type. The argument is broken
down into a few steps.
Step 1: Firstly, from (3.6) we have |H(x;λ)| . 〈ω〉−1. This also follows directly from
Volterra iterations of (B.1), since
|g(x;λ)| . e2x
∫ ∞
x
e−2y + e−xe−ydy 〈ω〉−1 . 〈ω〉−1 .
Hence ‖g(·;λ)‖L∞ . 〈ω〉
−1. Moreover, the Kernel Kˆ satisfies
|Kˆ(x, y;λ)| .
(
e2xe−4y + exe−3y
)
〈ω〉−1 ,
so ∫ ∞
δ1〈ω〉
−1
sup
x∈(δ1〈ω〉
−1,y)
|Kˆ(x, y;λ)|dy .
∫ ∞
δ1〈ω〉
−1
(
e2xe−4y + exe−3y
)
dy 〈ω〉−1 . 〈ω〉−1 .
Step 2: We use induction to show that |∂jxH(x;λ)| . x
−j 〈ω〉−1 for all j ∈ N0. This is
true for j = 0 from step 1. Now suppose that |∂lxH(x;λ)| . x
−l 〈ω〉−1 for all l = 0, · · · , j−1.
Taking derivatives of (B.1) we have
∂jxH(x;λ) =gj,0(x;λ) +
∫ ∞
x
Kˆ(x, y;λ)∂jyh(y;λ)dy
where
gj,0(x;λ) := ∂
j
xg(x;λ) +
j−1∑
l=0
(
j
l
)∫ ∞
0
∂j−lx Kˆ(x, y + x;λ)∂
l
xH(y + x;λ)dy.
We compute
∂jxg(x;λ) =∂
j
x
(
e2x
∫ ∞
0
K˜(x, y + x;λ)dy
)
=
∫ ∞
0
e−2yO((y + x)−j 〈ω〉−1) + e−yO(x−j(y + x)0 〈ω〉−1)e−2iωydy.
Hence |∂jxg(x;λ)| . x
−j 〈ω〉−1. Moreover,
|∂j−lx Kˆ(x, y + x;λ)|
=
∣∣e−4y∂j−lx (e−2xO((y + x)0 〈ω〉−1))∣∣ + ∣∣e−3y∂j−lx (e−2xO(x0(y + x)0 〈ω〉−1))∣∣
.x−(j−l) 〈x〉j−l
(
e−4ye−2x + e−3ye−2x
)
〈ω〉−1 .
We also have
|∂lxH(y + x;λ)| . (y + x)
−l 〈ω〉−1 . x−l 〈ω〉−1
for l = 0, · · · , j − 1 from the inductive hypothesis. Hence∣∣∣∣∣
j−1∑
l=0
(
j
l
)∫ ∞
0
∂j−lx Kˆ(x, y + x;λ)∂
l
xh(y + x;λ)dy
∣∣∣∣∣ . e−2xx−j 〈x〉j 〈ω〉−1 . x−j 〈ω〉−1 .
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Therefore |gj,0(x;λ)| . x
−j 〈ω〉−1.
Now define g˜j,0(x;λ) := x
jgj,0(x;λ) and Hj,0(x;λ) := x
j∂jxH(x;λ). Then Hj,0 solves the
Volterra equation
Hj,0(x;λ) = g˜j,0(x;λ) +
∫ ∞
x
Kˆ(x, y;λ)xjy−jHj,0(y;λ)dy
with ‖g˜j,0(·;λ)‖L∞ . 〈ω〉
−1 and |Kˆ(x, y;λ)xjy−j| ≤ |Kˆ(x, y;λ)|. Hence Volterra iterations
give the bound ‖Hj,0(·;λ)‖L∞ . 〈ω〉
−1, and therefore |∂jxH(x;λ)| . x
−j 〈ω〉−1.
Step 3: We show that |∂jx∂
k
ωH(x;λ)| . x
−j 〈ω〉−1−k for all j ∈ N0 and k ∈ N0, by
induction on k. The case when k = 0 is done in step 2. Now suppose that we have
|∂jx∂
m
ω H(x;λ)| . x
−j 〈ω〉−1−m for all j ∈ N0 and m = 0, 1, · · ·k − 1.
Differentiating (B.1) directly, we have
∂jx∂
k
ωH(x;λ) = gj,k(x;λ) +
∫ ∞
x
Kˆ(x, y;λ)∂jy∂
k
ωH(y;λ)dy
where
gj,k(x;λ) :=∂
j
x∂
k
ωg(x;λ)
+
∑
0≤l≤j,0≤m≤k,
(l,m)6=(j,k)
(
j
l
)(
k
m
)∫ ∞
0
∂j−lx ∂
k−m
ω Kˆ(x, y + x;λ)∂
l
x∂
m
ω h(y + x;λ)dy.
Using the forms of g and Kˆ and the inductive hypothesis, we find that |gj,k(x;λ)| .
x−j 〈ω〉−1. Then following the same argument as in step 2, Volterra iterations give the
bound |∂jx∂
k
ωH(x;λ)| . x
−j 〈ω〉−1.
So now we can assume that |ω| ≥ 1 and use a scaling argument to obtain the decay in ω.
Observe that both g and Kˆ have a symbol part and an oscillatory part. Since the symbol
part already gives enough decay, we only need to be concerned with the oscillatory part. In
g(x;λ), we write
e2x
∫ ∞
x
b(x, y;λ)e−2iω(y−x)dy =ex
∫ ∞
x
e−yO(x0y0 〈ω〉−1)e−2iω(y−x)dy
=
∫ ∞
0
e−
y
ωO
(
x0
( y
ω
+ x
)0
ω−2
)
e−2iydy.
Then no derivative will fall on the oscillatory term. Using Lemmas A.6 and A.7, we have
∂jx∂
k
ω
∫ ∞
0
e−
y
ωO
(
x0
( y
ω
+ x
)0
ω−2
)
e−2iydy
=
k∑
m=0
∫ ∞
0
e−yO
(
x−j (y + x)0 ymω−1−k
)
e−2iωydy.
Taking the absolute value we have∣∣∣∣∣
k∑
m=0
∫ ∞
0
e−yO
(
x−j (y + x)0 ymω−1−k
)
e−2iωydy
∣∣∣∣∣ .
k∑
m=0
x−jω−1−k
∫ ∞
0
e−yymdy
. x−jω−1−k.
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Hence we indeed have |∂jx∂
k
ωg(x;λ)| . x
−jω−1−k. Similarly, the aˆ part of Kˆ already gives
enough decay, and we write∫ ∞
x
bˆ(x, y;λ)e−2iω(y−x)H(y;λ)dy =
∫ ∞
0
bˆ
(
x,
y
ω
+ x;λ
)
e−2iyH
( y
ω
+ x;λ
) dy
ω
.
So we can have
∂jx∂
k
ω
∫ ∞
0
bˆ
(
x,
y
ω
+ x;λ
)
e−2iyH
( y
ω
+ x;λ
) dy
ω
= bj,k(x;λ) +
∫ ∞
x
bˆ(x, y;λ)∂jx∂
k
mH(y;λ)e
−2iω(y−x)dy,
where
bj,k(x;λ) :=
∑
0≤l≤j,0≤m≤k,
(l,m)6=(j,k)
(
j
l
)(
k
m
)∫ ∞
0
e−2iy∂j−lx ∂
k−m
ω
bˆ
(
x, y
ω
+ x;λ
)
ω
∂lx∂
m
ω H
( y
ω
+ x;λ
)
dy
+
∫ ∞
0
e−2iy
bˆ
(
x, y
ω
+ x;λ
)
ω
(
∂jx
k−1∑
m=0
(
k
m
)
∂k−m1 ∂
m
2 H
( y
ω
+ x;λ
))
dy.
By inductive hypothesis, H behaves like a symbol when the second slot is differentiated up
to k − 1 times. So we have∣∣∣∂lx∂mω H ( yω + x;λ
)∣∣∣ . ( y
ω
+ x
)−l
ω−1−m . x−lω−1−m,
for all l ∈ N0 and m = 1, · · · , k − 1. Moreover,∣∣∣∣∣∂jx
k−1∑
m=0
(
k
m
)
∂k−m1 ∂
m
2 H
( y
ω
+ x;λ
)∣∣∣∣∣ .
( y
ω
+ x
)−j
ω−1−k . x−jω−1−k.
Similarly,
∂j−lx ∂
k−m
ω
bˆ
(
x, y
ω
+ x;λ
)
ω
=∂j−lx ∂
k−m
ω
(
exe−3(
y
ω
−x)O
(
x0
( y
ω
− x
)0
ω−2
))
=∂j−lx
(
e−2x
k−m∑
m′=0
e−3
y
ωO
(
x0
( y
ω
− x
)0
ym
′
ω−2−(k−m)−m
′
))
,
and ∣∣∣∣∣∂j−lx
(
e−2x
k−m∑
m′=0
O
(
x0
( y
ω
− x
)0
ym
′
ω−(k−m)−m
′
))∣∣∣∣∣
. e−2xx−(j−l) 〈x〉j−l
k−m∑
m′=0
ym
′
ω−2−(k−m)−m
′
.
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Now we can estimate
|bj,k(x;λ)| .e
−2xx−j 〈x〉j
(
k∑
m=0
k−m∑
m′=0
∫ ∞
0
e−3
y
ω ym
′
dyω−3−k−m
′
+ e−2x
∫ ∞
0
e−3
y
ω dyω−3−k
)
.x−j
(
k∑
m′=0
∫ ∞
0
e−3yym
′
dyω−2−k +
∫ ∞
0
e−3ydyω−2−k
)
.x−jω−2−k.
Hence we conclude that
|gj,k(x;λ)| . x
−j 〈ω〉−1−k ,
and solving the Volterra equation we obtain |∂jx∂
k
ωH(x;λ)| . x
−j 〈ω〉−1−k.
Transforming back to h1: we show that |∂
j
ρ∂
k
ωh1(ρ;λ)| . ρ
−j(1 − ρ)1−j 〈ω〉−1−k for
j + k ≥ 1.
So far we have shown that H˜(x;λ) = 1 + e−2xO(x0 〈ω〉−1). Hence for any j + k ≥ 1, we
have ∣∣∣∂jx∂kωH˜(x;λ)∣∣∣ . e−2xx−j 〈x〉j 〈ω〉−1−k .
Recall that ϕ(ρ) = 1
2
log 1+ρ
1−ρ
, so we have∣∣∂jρϕ(ρ)∣∣ . (1− ρ)−j
for ρ ∈ (0, 1) and j ∈ N. Now
∂jρh1(ρ;λ) = ∂
j
ρH˜(ϕ(ρ);λ) =
j∑
l=1
H˜(j,0)(ϕ(ρ);λ)ϕ˜j,l(ρ)
where |ϕ˜j,l(ρ)| . (1− ρ)
−j. So
|∂jρ∂
k
ωh1(ρ;λ)| .
j∑
l=1
∣∣∣H˜(j,k)(ϕ(ρ);λ)∣∣∣ (1− ρ)−j
.ϕ(ρ)−j 〈ϕ(ρ)〉j e−2ϕ(ρ) 〈ω〉−1−k (1− ρ)−j
.ρ−j(1− ρ)1−j 〈ω〉−1−k
as desired.
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