Abstract-Survivability of contents/files in data centers, when a disaster occurs, is becoming a major challenge in designing cloud-based services. To handle such a situation, a robust communication protocol is needed, so that provisions can be made to allocate an alternative fault-free path, when a disaster disrupts the path used for data communication before the disaster occurs. In this work we have presented a new approach to this problem, in the case of dynamic Route and Wavelength Assignment (RWA) in Wavelength-Division Multiplexing (WDM) networks. In our approach, a communication request can be handled only if it is possible to set up i) a primary lightpath that minimizes the number of disasters that may affect the lightpath and ii) (for each disaster that disrupts the primary lightpath), a backup lightpath that avoids the disaster. We have proposed, implemented and studied an efficient heuristic to solve this problem.
I. INTRODUCTION
Recent studies show that applications based on datacenter networks (DCN) are pushing the traditional hierarchical and connectivity-oriented internet towards a more meshed and service-oriented infrastructure [1] , [2] . This trend is reshaping the network landscape by offering applications the promise of scalability, availability and responsiveness very economically [3] . To meet the requirements set by the rising volume of traffic in a datacenter network, optical networks are ideally suited, given their high-bandwidth and low-latency characteristics [4] . Failures in a DC network generally occur due to natural disasters like earthquakes, hurricanes, tsunamis or due to deliberate attacks like weapons of mass destruction (WMD) [5] . Survivability against disasters is becoming a major challenge in communication networks and it is crucial to develop robust communication schemes that ensure that communication may continue in the case of any disaster. In this paper we have proposed an approach, based on a heuristic, to solve the problem of designing robust DCNs.
WDM technology in optical networks has made it possible to design large communication networks with high throughput [3] . In a WDM network, the failure of a network element may cause the disruption of one or more lightpaths, leading to large data loss which can interrupt communication services [3] . In this paper, we address the problem of DC WDM optical network survivability against disasters. The resources and data are delivered to customers through a network of DCs, which is referred to as the cloud [6] . Cloud services delivered by DC networks yield new opportunities to provide protection against disasters [7] . In [8] the authors address the problem of path protection in DC networks that offer cloud services. They also address the problem of content placement, routing of path in the network. The authors have developed a new integrated Integer Linear Program (ILP) formulation to design an optical DC network. The disaster protection scheme proposed uses anycast service and provides more protection, but uses less capacity than dedicated single link failure protection. In [9] the authors proposed a disaster-aware protection scheme that adopts the principle of manycasting -establishing multiple paths to provision bandwidth for services distributed over multiple servers/DCs. The scheme provides degraded service (versus no service at all) and survivability in the case of multiple disasters using a probabilistic model for disasters. The paper [10] proposed a proactive (i.e., before disaster) disasteraware provisioning schemes with the objective of minimizing the loss/penalty in the case of a disaster. The authors also investigated a reactive (i.e., after a disaster occurs) scheme for re-provisioning the connections affected by the network component failures resulting from the disaster.
The rest of the paper is organized as follows: in Section II we state the problem definition and provide an illustrative example. In Section III we present our proposed disaster-aware dynamic RWA for DC networks in detail. We discuss our simulation results in Section IV and conclude this study in Section V.
II. RESILIENT DYNAMIC RWA FOR DC NETWORKS

A. Problem Definition
The problem is to handle a request for communicating a file f i ∈ F , where F is the set of files, to a destination node t requesting that file. There are replicated copies of the file f i located at different data centers, s
The replication strategy is such that, in the case of disaster d ∈ D, for each file f i , we want to make sure that at least one site of file f i can still communicate with any destination node t using a fault-free path. Given a communication request (f i , t), we have to;
• Determine a primary lightpath from DC s i to destination node t requesting the file, where s i has a copy of the file f i . Here DC s d i must have a copy of file f i and the path used by the backup lightpath to handle disaster d must be unaffected by disaster d. In our work the replication strategy is predefined. This is needed for any dynamic RWA scenario since the replication strategy cannot be modified when a request for a file is processed. Our heuristic is independent of the replication strategy. Clearly, the replication strategy must ensure that, if any disaster d ∈ D occurs, at least one copy of each file from the set of files F may be communicated to any node t using a path that is not disrupted by disaster d. In this scenario, we categorize each channel k on each edge e as follows: i) Type 1: The channel has not been used by any previous request. Such a channel can be used by a new request and the cost of using such a channel to set up a primary lightpath or a backup lightpath will be 1. ii) Type 2: The channel is already used by a primary lightpath of some existing request. Such a channel cannot be used by any new communication to establish either a primary lightpath or a backup lightpath. iii) Type 3: The channel has been used by the backup lightpath of an existing request to handle one or more disasters. We use the channel sharing strategy in this case, while determining our backup lightpaths for the new request for communication. If we want to set up a backup lightpath to handle a disaster d i for a new request for communication, then we can use a type 3 channel that has been used previously by an existing request to handle any other disaster d j , where
The cost associated with the use of such channel will always be 0.
Our objective is to minimize the cost of resources associated with the establishment of the primary lightpath and the backup lightpath(s) for handling a new request for communication.
Resources used to handle a request are measured in terms of the total number of Type 1 channels used by both the primary lightpath and the backup lightpaths on all edges of the request.
Since we have multiple copies of a file located at different DCs, in our approach we use the concept of a virtual node to handle, say, a request to communicate file f i to node t. We define a virtual node for this request as a node which is not part of our actual network, that will be connected to all the DCs that have a copy of the file, using virtual edges. Fig. 1 shows a small 6-node network where there are three available channels (λ 0 , λ 1 , λ 2 ) on each edge (i.e., link) of the network. Let there be a request that file f i be communicated to destination node 3. File f i has two copies at nodes 0 and 1. To handle this request we create a virtual node v and virtual edges v → 0 and v → 2. One possible primary path (shown in Fig. 1a) is from node v (virtual node) to node 3 via node 2 (one of the two DCs which contain a copy of file f i ). This primary path v → 2 → 4 → 3 has a cost of 2 associated with it, since it uses two edges 2 → 4 and 4 → 3 of the 6-node network, each with a cost of 1, and edge v → 2 which has a cost of 0. If all channels on edges 2 → 4 and 4 → 3 are available, we are free to select the first available channel λ 0 , for the primary lightpath. So after establishing this primary lightpath, the channel λ 0 on these edges are no longer available to process any future request. In our example in Fig. 1b , the file replication is still unchanged, file f i is located at 2 DCs (node 0 and node 2), to handle the disaster occurring at the source (i.e., DC at node 2), the backup path can be designed from node 0 and it can be v → 0 → 3. By doing this, we now get an alternate route to transmit the file f i to the destination by avoiding all of the edges of node 2. If the disaster affects an intermediate node of the primary path, such a disaster can be handled by routing the backup path, possibly from the same source but through different intermediate nodes (avoiding the intermediate node from the primary path that has been affected by disaster d), in our example, when a disaster affects the intermediate node 4 of the primary path, the backup path can be established from the same DC (node 2) but it avoids node 4 and it is assigned channel λ1, as shown in Fig. 1c . We note that this backup can use channel λ1 as it is not sharing any edge with the primary path. We also note that the case when the destination node itself is affected by a disaster need not be considered since the question of communication to a failed node does not arise.
B. Illustrative Example
III. DISASTER-AWARE DYNAMIC RWA FOR DC NETWORKS DA DRW A DC HEURISTIC ALGORITHM
The input to our heuristic algorithm includes i) a description of the physical network topology specified as a graph G = (N, E), where N is a set of nodes (each representing a source or a destination of data) and E is a set of bidirectional edges. Here each edge (i, j) ∈ E represents a fiber from i to j, ii) a set K of channels on each edge of the network, iii) a set of DC nodes S, iv) a set D of disasters, where each disaster d ∈ D is specified by a set of nodes and edges that are disrupted by the disaster, v) the network state, N W ST , specified by a description of all the existing primary and backup lightpaths to service on-going communication, vi) a request for a file f i to be communicated to node t, and vii) the replication strategy R, specifying, for each file f i , which data centers have a copy of f i . The replication strategy R is obtained using an optimal replication strategy which ensures that a copy of each file is stored at a minimum number of DCs, such that at least one copy of each file has a path that may be used for a viable lightpath to each node in the network. Details of the replication strategy are omitted due to lack of space. Fig. 1 shows an outline of the disaster-aware dynamic RWA algorithm. The proposed RWA algorithm calls the function f ind primary LP [11] in Step 1 to establish the primary lightpath using a path that has the least cost. This primary lightpath satisfies the wavelength continuity constraint, the wavelength clash constraint [12] and the optical reach constraint [13] . The method returns ∞ if it fails to find a viable lightpath.
Step 2 checks if a viable primary lightpath has been found. If so, the network state N W ST is updated with the information specifying the new primary lightpath; otherwise, the request is blocked and no resources are allocated to this request. In Step 3-5, the algorithm considers each disaster d ∈ D that disrupts the primary lightpath. For each such disaster, it tries to find a suitable backup lightpath by calling f ind backup LP function [11] (Step 4). The function finds, if possible, a least-cost lightpath that avoids all the edges and nodes affected by disaster d. This lightpath will be used as the backup lightpath for disaster d. When searching for such a lightpath, the function tries to minimize the cost of the lightpath by using channels on edges that are already used by other existing backup lightpaths. If the function is successful (Step 5), it updates N W ST to take account of the new backup lightpath to handle disaster d. If a suitable backup lightpath cannot be found to handle disaster d, the communication request is blocked and all resources already allotted to this communication will be reclaimed. If, for a communication request, our algorithm can establish the primary lightpath and all required backup lightpaths to handle each disaster successfully, the algorithm returns that the request was successfully handled (Step 6).
We note that the proposed approach gives more flexibility in terms of establishing the backup lightpaths as each backup lightpath tries to avoid only one disaster. This may be viewed as a generalization of the well-known shared-backup scheme where the same backup lightpath handles all disasters that disrupts the primary lightpath.
IV. EXPERIMENTAL RESULTS
In this work we have considered several standard and widely used network topologies, the size of these topologies range from 11 to 24 nodes; the topologies used include, the 11-node COST-239 network, the 14-node NSFNET, the 20-node ARPANET network and the 24-node USANET network. For each network, we have performed experiments for different sets of communication requests.
The simulations were carried out in 2 phases. During Phase I, we try to accommodate a given number of communication requests using our algorithm. We consider a database which contains information about the wavelengths available on each fiber of the network. If a communication request is able to find a route and an available channel on that route for the primary and backup lightpaths, then the request is successful and resources are allocated to handle the request. We update the resource allocation information in the database. During Phase II, we assume that the network has a set of ongoing communications already established from Phase I. We randomly generate new communication requests and report the blocking probability (BP) for establishing a new connection. In our simulations, we considered two categories of disasters, as these two categories have the most effect on the DCN operation, as follows: i) Category I: Disasters that can only affect the DC nodes, and ii) Category II: Disasters that can affect any node in the network. In Table I We show the simulation results for the 11-node COST-239 network with 8 channels per fiber and two sets of data centers, 2 DCs (nodes 0 and 5) and 3 DCs (nodes 0, 5, and 10). We tried to establish a new request with an existing lightpaths of 30 requests (taking the average of 5 simulation runs) for 2 DCs and the two disaster categorys and 60 requests for 3 DCs and again for the two disaster categorys, and report the average BP. As expected, the BP of the new requests in PII decreases with a increasing the number of DCs in the Next, we show the same experiment in Table II for the COST-239 network considering the same parameters as in Table I but using 16 wavelengths (channels) per fiber. By comparing the number of established requests in Phase I in the two tables, it is obvious that increasing the number of channels on the fibers cause a significant reduction in the BP. The proposed algorithm was successful in establishing around 60 requests in the network during Phase I without any blocked lightpaths if we try a new requests in Phase II. We can see the results follow the same pattern when considering more DCs as the BP reduces significantly and get higher when the disaster may happen at any node in the network (i.e., category II) compared to category I.
Tables III and IV illustrate the average BP values obtained by the proposed approach for the 14-node NSFNET network with 8 and 16 channels, respectively. As expected, the results follow the same trend reported for the COST-239. It is worth noting that the location of the DCs has an important role in delivering the service, so its crucial to choose the DC locations carefully to reduce the BP to the minimum. We have done an extensive simulations considering other network topologies such as 20-node ARPANET and 24-node USANET, we note that all the results follow the same pattern reported in this section and was omitted due to lack of space.
V. CONCLUSIONS
In this work we have presented a new approach to the problem of developing efficient communication schemes to handle dynamic communication requests in data center (DC) networks in the presence of disasters. To the best our knowledge, this is the first work to provide a heuristic solution to the problem. The main objective of our work is to minimize the average blocking probability (BP) for the new communication requests that arise dynamically in a network, while trying to minimize the overall resource (channels) usage for each communication request. This is achieved by sharing resources (channels) to the maximum possible extent while allocating the backup lightpaths.
