The (unweighted) Maximum Satisfiability problem (MaxSat) is: given a boolean formula in conjunctive normal form, find a truth assignment that satisfies the most number of clauses. This paper describes exact algorithms that provide new upper bounds for MaxSat. We prove that MaxSat can be solved in time O(|F | · 1.3803 K ), where |F | is the length of a formula F in conjunctive normal form and K is the number of clauses in F . We also prove the time bounds O(|F |·1.3995 k ), where k is the maximum number of satisfiable clauses, and O(1.1279 |F | ) for the same problem. For Max2Sat this implies a bound of O(1.2722 K ).
Introduction
Despite their intractability, many NP -hard problems have to be solved in practice. Aside from approaches like approximation or heuristic algorithms, it is often important to have exact algorithms with provable performance bounds. Thus, great effort has been made to develop efficient exponential time algorithms as many publications in this field, e.g., [7, 23, 29, 28, 37, 40, 42, 43, 47] , show. With the advent of parameterized complexity theory [15] a special class of exact algorithms has become increasingly important [16, 32] . As an example, consider the NP -complete Vertex Cover problem: given a graph G = (V, E) and a positive integer k, is there a subset of vertices C ⊆ V of size |C| ≤ k such that each edge in E has at least one endpoint in C? Setting n := |V |, the best known exact algorithm for this problem has running time O(1.211 n ) [40] . There is, however, another exact ("fixed parameter") algorithm solving Vertex Cover in running time O(1.29175 k + kn) [34] , very recently further improved to O(1.272 k + kn) [10, 33] . For instance, for k ≤ n/2 it is already much more efficient than the O(1.211 n ) algorithm. The results for the Maximum Satisfiability problem (MaxSat) presented in this paper contribute to both lines of research on exact algorithms for NP-hard problems. Moreover, besides providing new upper worst case time bounds, due to the seemingly close connections between exact and heuristic algorithms [16, 32] , they might also contribute to the development of practical (average case) algorithms for MaxSat.
MaxSat can be stated as follows: Given a boolean formula in conjunctive normal form, find a truth assignment satisfying the most number of clauses. Like the satisfiability problem itself, MaxSat plays an important role in computer science, since it is the basis for solutions of major problems in AI and combinatorial optimization [6, 21, 45, 46] . It has also been a subject of the second DIMACS challenge [26] . It has been termed 'a paradigmatic problem for the "algorithmic engineering" and scientific testing and tuning effort' [5] . According to Crescenzi and Kann [12] , MaxSat is among the 15 most popular problems in combinatorial optimization.
MaxSat cannot be solved in polynomial time unless P = NP, since it generalizes the satisfiability problem [18, 35] . Basically, three approaches were suggested to overcome MaxSat's intractability implied by its NPhardness:
1. Approximation algorithms [11, 25, 49] . If we do not demand that the solution be exact, rather only approximately correct, it is possible to solve MaxSat in polynomial time. There is a deterministic, polynomial time approximation algorithm for MaxSat with approximation factor 0.770 [2] . Very recently, this was improved to 0.7845 [3] , indicating that further improvements are possible when making use of a conjecture of Zwick [51] . However, a polynomial time approximation algorithm with an approximation factor arbitrarily close to 1 will not exist unless P = NP [1] . For Max3Sat the approximation factor cannot be better than 7 8 and for Max2Sat no better than 0.955 [22] . On the other hand, Max3Sat can be approximated within a factor of 0.801 [44] and Max2Sat within a factor of 0.931 [17] . In addition, for Max3Sat there is a randomized approximation algorithm that gives a factor of 7 8 for satisfiable instances, thus matching the above lower bound in this case [27] .
Dantsin et al. show how to improve the MaxSat approximation factor of 0.770 arbitrarily close to 1 using an exponential time algorithm [13] . More precisely, they describe, given a polynomial time α-approximation algorithm, how to construct an (α + ǫ)-approximation algorithm running in time exponential in the number of clauses.
Heuristics. There is a large body of work on exact algorithms for
MaxSat that use clever heuristics which work fast for practical instances, e.g., [5, 8, 45, 46, 48] . They are analyzed and compared empirically. They do not give, however, any worst-case estimates. Thus, there is a large gap between theoretical and practical results for MaxSat.
3. Fixed parameter tractability [15, 16, 32, 39] . The natural parameterized version of MaxSat is to determine whether at least k clauses of a CNF formula F with K clauses can be satisfied. Cai and Chen [9] proved that parameterized MaxqSat for a fixed constant q is "fixed parameter tractable," meaning that there is an O(f(k)|F | O(1) ) algorithm for MaxSat. Here, f is an arbitrary function that only depends on k where k is the number of clauses to be satisfied. They found an f(k) = 2 O(k) . The fixed parameter tractability of MaxSat implies that every problem in the optimization class MaxSNP [36] is also fixed parameter tractable. Mahajan and Raman [30] introduced a more meaningful 1 parameterization, asking whether at least ⌈K/2⌉ + k clauses of a CNF formula F can be satisfied. For the original problem, however, Mahajan and Raman [30] presented an algorithm running in time O(|F | + (1.6181) k k) that determines whether at least k clauses of a CNF formula F are satisfiable. This also gave the so far best worst case time bound for an exact MaxSat algorithm and was independently achieved by Dantsin et al. [13] , using it as a basis in developing upper bounds for approximation algorithms.
So far, worst case complexity analysis for problems from logic has mainly focused on the classical Sat problem, e.g., [23, 28, 29, 31, 37, 38, 41, 50] , but to our knowledge, comparatively little work has been done for MaxSat [13, 30] . Our results provide new worst case upper bounds for MaxSat. Besides improving previous work [13, 30] , our result applies to all the above three points: It improves an existing approximation algorithm [13] , improves known fixed parameter tractability results [9, 30] , and finally, provides an algorithm that may serve as a basis for heuristic approaches in solving MaxSat.
Our main results are as follows. We prove that MaxSat can be solved in time O(|F | · 1.3803 K ), where |F | is the length of the formula in conjunctive normal form and K is the number of clauses in F . We also prove the time bound O(1.1279 |F | ) for the same problem, which implies a bound of O(1.2722 K ) steps for Max2Sat, since then |F | ≤ 2K. This also implies improvements in the results from Mahajan and Raman [30] concerning the MaxCut problem and a "different parameterization" of MaxSat. For example, in the case of MaxCut, where we are given an undirected graph on n vertices and m edges and a positive integer k and asked for the existence of a cut of size at least k, we improve Mahajan and Raman's time bound of O(k4 k + m + n) [30] to O(k 2 2.6196 k + m + n). Finally, we can improve the approximation algorithm of Dantsin et al. [13] by simply replacing their exponential time algorithm with our faster algorithm. For example, based on a given polynomial time α-approximation algorithm, they described an
where φ ≈ 1.6181 is the golden ratio. By our result, we can replace φ with 1.3803. Very recently, based on our results, Bansal and Raman further improved the upper bounds [4] , cf. Section 5.
The paper is structured as follows. In the following section, we introduce basic definitions needed for the rest of the paper. In Section 3, we present our main algorithm, solving MaxSat in O(|F |1.3803 K ) time. The algorithm is based on carefully designed transformation and splitting rules for propositional formulas. In Section 4, we present a modified algorithm and obtain the time bound O(1.1279 |F | ). We conclude the paper with some open questions and suggestions for future study.
Basic definitions
We assume familiarity with the basic notions of logic and use a similar notation as in [23] . We represent the boolean values true and false by 1 and 0, respectively. A truth assignment I can be defined as a set of literals that contains no pairs of complementary literals. Then for a variable x we have I(x) = 1 iff x ∈ I and I(x) = 0 iffx ∈ I. We only deal with propositional formulas in conjunctive normal form. These are often represented in clause form, i.e., as a set of clauses, where a clause is a set of literals. We will represent formulas as multisets of sets, since a formula might contain some identical clauses. For the satisfiability problem multiple clauses can be eliminated, but this is of course no longer true if we are interested in the number of satisfiable clauses. The formula
will be represented as {{x, y,z}, {x, y,z}, {x, z}, {ȳ, z}}.
Note that the outer curly brackets denote a multiset and the inner curly brackets denote sets of literals. A subformula, i.e., a subset of clauses, is called closed if it is a minimal subset of clauses such that no variable in this subset also occurs outside this subset in the rest of the formula. A clause that contains the same variable positively and negatively, e.g., {x,x, y,z}, is satisfied by every assignment. We will not allow for such clauses, but we assume that such clauses are always replaced by a special clause ⊤, which denotes a clause that is always satisfied. We call a clause containing r literals simply an r-clause. A formula in 2CNF is one consisting of 1-and 2-clauses. We assume that 0-clauses do not appear in our formula, since they clearly are not satisfiable. The length of a clause is its cardinality, and the length of a formula is the sum of the lengths of its clauses. Let l be a literal occurring in a formula F . We call it an (i, j)-literal if the variable corresponding to l occurs exactly i times as l and exactly j times asl, respectively. In analogy, we get (i + , j)-, (i, j + )-, and (i + , j + )-literals by replacing "exactly" with "at least" at the appropriate positions and get (i − , j)-, (i, j − )-and (i − , j − )-literals by replacing "exactly" with "at most." We denote the number of occurrences of a literal l in a formula F by # l (F ).
For a literal l and a formula F , let F [l] be the formula originating from F by replacing all clauses containing l by ⊤ and removingl from all clauses where it occurs. To estimate the time complexity of our algorithms, the following notions are useful: S(F ) denotes the number of ⊤-clauses in F , and maxsat(F ) denotes the maximum number of simultaneously satisfiable clauses in F . We say two formulas F and G are equisatisfiable, if maxsat(F ) = maxsat(G). A formula that contains only ⊤ as its clauses is called final. Obviously, there is exactly one final formula in the equivalence class of equisatisfiable formulas, assuming that 0-clauses are deleted from our formula as soon as they exist.
Definition 1 A formula is called nearly monotone if negative literals occur only in 1-clauses. It is called a simple formula if it is nearly monotone and each pair of variables occurs together in one clause at most.
Definition 2
For a variable x, we sayx occurs in a clause C if x ∈ C or x ∈ C.
For example,x occurs in {x, y, z} and in {x, y, z}, but x occurs only in {x, y, z} andx only in {x, y, z}. As a rule, we will use x, y, z to denote variables and l to denote a literal.
The algorithm
In the following, we present algorithms that solve MaxSat by mapping a formula to the unique, equisatisfiable, final formula. We distinguish two possibilities: If a formula is replaced by another formula, we speak of a transformation rule; if one formula is replaced by several other formulas, we speak of a splitting rule. The resulting formula or formulas are then solved recursively, a technique that goes back to the Davis-Putnam procedure [14] .
Transformation rules
A transformation rule F F ′ replaces F by F ′ , where F ′ and F are equisatisfiable, but F ′ is simpler. We will use the following transformation rules, whose correctness is easily confirmed. We mention in passing that many rules that apply for the Satisfiability problem do not (directly) apply for MaxSat, thus requiring new techniques for MaxSat.
The correctness of the pure literal rule is easy to prove. Obviously, there is an optimal assignment I that fulfills I(x) = 1.
Complementary unit-clause rule
For every assignment maxsat(F ) = maxsat(G) + 1.
Dominating unit-clause rule
ifl occurs in i clauses, and l occurs at least i times in 1-clauses.
Resolution rule
Small subformula rule
where G contains neitherx norỹ and x ′ , x ′′ , x ′′′ ∈ {x,x} and y ′ , y ′′ , y ′′′ ∈ {y,ȳ}. Then
since there is always an assignment to x and y only that already satisfies
Star rule
where the "⊤-multiset" contains r + 1 many ⊤'s.
Definition 3 A formula is reduced if no transformation rule is applicable, each variable occurs at least as often positively as negatively, and it contains no empty clauses. Using the above transformation rules, Reduce(F ) denotes the corresponding reduced, equisatisfiable formula.
When reducing a formula, it can be necessary to rename literals. Observe that in the rest of the paper many arguments will rely on the fact that we are dealing with a reduced formula. Particularly note that a variable in a reduced formula occurs at least 3 times.
Splitting rules
The second important technique is splitting. It is based on dividing the search space, i.e., the set of all possible assignments into several parts, finding an optimal assignment within each part, and then taking the best of them. Taking splitting to its extreme is to look at each single assignment by itself, which, however, leads to poor performance. Careful splits enable us to simplify the formula in some of the branches. Take, for example, the formula {{x, y}, {x, y}, {x,ȳ}, {x,ȳ}} and split the set of all assignments into those with x = 0 and those with x = 1. If x = 0, the formula becomes {{0, y}, {1, y}, {0,ȳ}, {1,ȳ}}, which simplifies to {{y}, ⊤, {ȳ}, ⊤}.
We assume in the following that the elimination of 0 or 1 in clauses is done automatically whenever it occurs; a 0 is removed from its clause and a clause that contains 1 is replaced by ⊤. Finally, we can simplify {{y}, {ȳ}, ⊤, ⊤} with the complementary unit-clause rule to get {⊤, ⊤, ⊤}. The result is |{⊤, ⊤, ⊤}| = 3 for assignments with x = 1. Similarly, we get the result 3 for assignments with x = 0, so the result is "3 satisfiable clauses," which is obviously correct.
If we remove m clauses in which l occurs from F to get
we look only at assignments where l = 1. In general, however, we can at least say that
since an assignment where l = 0 could be better than all assignments where l = 1. Thus, a simple algorithm to compute maxsat(F ) is easily developed and can be found in Figure 1 .
In the rest of this subsection, we describe our set of splitting rules. We distinguish between three basic cases, the first being easy: Either there is a variable occurring at least five times in the given formula or all variables occur three or four times in the formula and either there is one occurring exactly three times or all variables occur exactly four times. Clearly, this gives a complete case distinction.
There is a variable that occurs at least five times F1 Let F be reduced.
ifx occurs at least five times in F.
Each variable occurs three or four times and some variable occurs exactly three times
In the following we present seven splitting rules T1-T7 and an analysis with respect to S(F ). These rules are applicable if F is reduced and all literals in F are (2, 1), (3, 1), or (2, 2)-literals. Moreover, there must be at least
In what follows, we firstly describe our set of rules and secondly show that it really handles all possible cases.
we get the first clause satisfied and since y is a (2, 1)-literal or better, at least one of the last two clauses is also satisfied. Additionally, x then becomes a pure literal and the second and third clauses can be satisfied setting x = 1 by the pure literal rule. In
, trivially, at least one clause is directly satisfied. Altogether, we have
Arguing in an analogous way as before, we obtain S(Reduce(
Clearly, S(Reduce(F [l])) ≥ S(F ) + 3, since two clauses containing l are satisfied and then another clause is satisfied by the resolution rule. We also get S(Reduce(F [l])) ≥ S(F ) + 3: Since at least one clause containingl is satisfied, x becomes a pure literal, thus satisfying one or two more clauses because of the pure literal rule. 
. . } is directly satisfied and we get one more clause from the resolution rule on {x, y, . . . } and {x, . . . }. Also, S(Reduce(F [y])) ≥ S(F ) + 4, since two clauses are directly satisfied and x becomes a pure literal in two clauses. 
and l does not occur together withx in three clauses.
, however,x occurs either 1 or 2 times. Hence,
. . } and there is a literal l that occurs in a clause withỹ andl occurs also in a clause with noỹ.
If l occurs in two clauses together withỹ, then these two clauses are directly satisfied in F [l] and two others by the pure literal rule (first x and then y becomes pure or vice versa). If l occurs in a clause with noỹ and in a clause withỹ, then these two clauses are directly satisfied by l = 1 and at least two others following transformation rules. Altogether, S(Reduce(F [l]) ≥ S(F ) + 4, if l occurs in at least two clauses of F . If, however, l occurs only in one clause of F , then S(Reduce(F [l])) ≥ S(F )+3, but nowl occurs in at least two clauses and consequently S(
Lemma 4 Let F be a reduced formula with no closed subformulas and each variable occur in three or four clauses. Moreover, let there be at least one variable that occurs in exactly three clauses. Then one of the rules T1-T7 is applicable.
Proof. 1. There are only (2, 1)-literals in F . Firstly, assuming that F is not nearly monotone (cf. Definition 1), we can conclude that there is some variable x that occurs negatively in a clause together with at least one other literal, say l. Ifl occurs together withx in no other clause, then T1 applies. Otherwise,x andl occur together in at least two clauses. Three joint occurrences are not possible, since F is reduced and that case is covered by the small subformula rule (Subsection 3.1). Depending on the combination of positive and negative occurrences, T2, T3, or T4 apply, as they cover all combinations.
If, however, F happens to be nearly monotone, T5 applies: Pick any variable x. Then pick a variable y that occurs together with x in exactly one clause. Such a y exists, since otherwise x would be part of a star or in a unit-clause. Then pick some arbitrary variable z from the other clause that contains x, but not y.
2. There is also some (3, 1)-or (2, 2)-literal in F . Find a (2, 1)-literal x and a (3, 1)-or (2, 2)-literal y such thatx andỹ occur in the same clause. (Such a pair is available since otherwise there would be a closed subformula that contains only (2, 1)-literals.) Let N be the number of clauses wherex andỹ occur together. If N = 1 then T1 or T6 apply. If N = 2 then T6 applies. Observe that in T6ỹ may occur together withx as well as together with x. If N = 3 then T6 or T7 apply (the existence of l in the side condition of T7 can be assumed, since otherwise there would be a small closed subformula). 2
All variables occur exactly four times
In this subsection, we assume that F is reduced, it contains no closed subformulas, and that each variable occurs exactly four times.
In F [l], the clause {x, l, . . . } is satisfied. Moreover, F [l] contains the pure literal x and we can apply the pure literal rule. Clearly, it follows that
There is always an optimal assignment I with I(x) = 1 or with I(x) = 0 and I(y) = 1: Let I ′ be an optimal assignment with I ′ (x) = 0 and I ′ (y) = 0. Let I be the assignment that coincides with I ′ , except that I(x) = 1. Obviously, I satisfies at least as many clauses as I ′ and is therefore also optimal. Hence, it suffices to examine F Lemma 5 Let F be a reduced formula. Let each variable occur in exactly four clauses and let there be no closed subformula. Then one of the rules D1-D6 is applicable.
Proof. If there is at least one (2, 2)-literal then D4 applies. Therefore, in the following we can assume that F contains only (3, 1)-literals.
Let us first assume that F is not nearly monotone. Then D1 applies. Next, let us assume that F is nearly monotone, but not simple. Then D3 applies.
Finally, let F be simple. If a variable x occurs in a clause of size 2 (resp. 3), then D2 (resp. D5) applies. Otherwise, all variables occur positively only in clauses of size at least 4 and D6 applies. 2
The following lemma shows that the relatively inefficient rule D4 can always be followed by something efficient.
Lemma 6 Let F be a reduced formula, such that each variable occurs in exactly four clauses and there is some (2, 2)-literal x. Let F contain no closed subformulas. Then S(Reduce (F [x] 
Details and analysis of the algorithm
One key to an efficient algorithm for MaxSat is a good data structure to represent formulas in conjunctive normal form. For the high-level description of transformation and splitting rules, we used the representation as a multiset of sets of literals. The actual implementation of the algorithm will use a refinement of this representation. We represent literals as natural numbers. A positive literal x i is represented as the number i and the negative literalx i by −i. A clause is represented as a list of literals and a formula as a list of clauses. The ⊤-clause is represented by a special symbol. Moreover, for each variable there is an additional list of pointers that point to each occurrence of the variable in the formula.
Algorithm B constructs an equisatisfiable final formula {⊤, . . . , ⊤} from a formula F by using transformation and splitting rules (see Figure 2 ). Lemma 7 A formula F can be decomposed into its closed subformulas in linear time.
Proof. Simply find the connected components in the graph whose nodes are all variables and edges connect variables that occur in the same clause. 2 Lemma 8 A formula F can be transformed into an equisatisfiable, reduced formula
Input: A formula F Output: An equisatisfiable formula B(F ) = {⊤, . . . , ⊤} Method:
else if F has less than 6 unresolved clauses then return A(F ) else choose an applicable rule F F 1 , . . . , F r ∈ {F1,T1-T7,D1-D6};
return max{B(F 1 ), . . . , B(F r )} fi Figure 2 : Algorithm B. Note that F 1 ⊕F 2 ⊕· · ·⊕F m denotes the decomposition of F into closed subformulas and max{B(F 1 ), . . . , B(F r )} is the multiset with the maximum number of ⊤'s. Among the applicable rules some rule with minimum branching number is chosen. In particular, D4 is chosen only if no other rule is applicable.
Proof. First check if the formula is a star, subsequently check for each variable in constant time if a transformation rule applies to it and if yes, apply it in linear time.
A technique to achieve these bounds easily is a dictionary that can be constructed from a formula in linear time and that can process queries such as "Give me a variable x such that x occurs in C 1 ,x occurs in C 2 andx occurs in C 2 , if such a variable exists." It is sufficient to have a dictionary for queries that involve at most 4 clauses and that answers with variables that occur at most 4 times in the formula.
For example, one can check in constant time whether the small subformula rule applies to a variable x: Check thatx occurs 3 times. Find the clauses C 1 , C 2 , and C 3 that containx. Then, using a dictionary, ask the query "Give me two variables that occur exactly in C 1 , C 2 , and C 3 ." The rule is applicable iff such a pair exists. 2
We follow Kullmann and Luckhardt [29] (also cf. [23] ) in the analysis of the running time. Algorithm B generates a branching tree whose nodes are labeled by formulas that are recursively processed. The children of an inner node F are computed by a transformation rule (one child) or a splitting rule (more than one child). The value of a node F is S(F ). The values of all children of F are bigger than S(F ). If the children of F were computed according to a rule
is the branching vector of this node. The branching number of a branching vector (k 1 , . . . , k r ) is 1/ξ, where ξ is the unique zero in the unit interval of the reflected characteristic polynomial
If α max is the maximal branching number in the whole branching tree, then the tree contains at most O(α V max ) nodes, where V is the maximum value of a node in the tree [29] . Here, the number of clauses K is an upper bound on the value S(F ). Hence, the size of the branching tree is at most O(α K max ).
Lemma 9
The branching tree of Algorithm B has O(β k ) nodes, where k is the number of satisfiable clauses in F and β = 1.3995.
Proof. In Table 1 we list all branching vectors and numbers corresponding to the splitting rules given in Subsection 3.2. All branching numbers are smaller than 1.3995, which is the branching number of the branching vector (1, 4, 11) (rule D6) except the branching number √ 2 ≈ 1.4143, which belongs to nodes that are split according to rule D4 and whose branching vector is (2, 2).
By Lemma 6, however, the children of nodes with branching vector (2, 2) have a branching vector of at least (1, 4) or (2, 3), since they are split by any one rule T1-T7. The combined branching number of the nodes and its children is therefore at most (3, 6, 3, 6) , (3, 6, 4, 5) , or (4, 5, 4, 5) . The corresponding branching numbers are 1.3980, 1.3803, and 1.3644. The largest branching number remains 1.3995 and consequently the size of the branching tree is O(1.3995 k ). 2
Theorem 10
The running time of Algorithm B is O(|F |·1.3995 k ) and (for a slight modification in the algorithm) O(|F | · 1.3803 K ), where |F | is the length of the given formula F , k is the number of satisfiable clauses in F and K is the number of clauses in F .
Proof. The size of each formula in the branching tree does not exceed |F |, since transformation and splitting rules never generate longer formulas. Reducing the formula (Lemma 8), selecting and applying a splitting rule, or decomposing the formula into minimal subformulas, take time O(|F |).
The size of the tree is at most 1.3995 k (Lemma 9). This proves the time
. Hence, the branching numbers in the tree with respect to µ(F ′ ) are at least as big as those with respect to S(F ′ ). In the following we analyze Algorithm B with respect to µ(F ′ ) and get in this way a bound on the size of the branching tree in terms of K.
Except for D4 and D6 all branching numbers for S(F ′ ) and thus for µ(F ′ ) are at most 1.3803. The branching vector for D6 is (1, 5, 13) with respect to µ(F ′ ) (yielding a branching number of 1.3400). Thus, it remains to deal with D4. This problem occurs only if all variables occur four times.
If there are only (2, 2)-literals left we do apply D4. If a formula in one of the two branches is reducible, then we have at least a (3, 2) or (2, 3)-branch. Otherwise, it is only a (2, 2)-branch. However, by Lemma 6 the formulas in both branches contain (2, 1)-literals. If both formulas do not contain (2, 2)-literals, then D4 will never again be used and this single use plays no role asymptotically.
Let us assume we branch on the ( If there are also (3, 1)-literals then either D1 is applicable or all (3, 1)-literals occur negatively only in unit-clauses. If that is the case and there are also (2, 2)-literals then there is also a clause that contains a (3, 1)-literal x and some (2, 2)-literal l (otherwise there would exist a closed subformula). Then rule D3 can be applied. If, however, no (2, 2)-literal exists, then D4 is not applicable and therefore some other rule must be applicable. The branching numbers of all rules except D4 are, however, at most 1.3803. 2
From the parameterized complexity point of view, assuming a parameter value k < K, the following corollary is of interest.
Corollary 11
To determine an assignment satisfying at least k clauses of a boolean formula
Proof. Mahajan and Raman show that an algorithm solving MaxSat in O(|F | · γ k ) steps can be transformed into an algorithm that solves the above
Corollary 11 improves Theorem 7 of Mahajan and Raman [30] by decreasing the exponential factor from φ k ≈ 1.6181 k to 1.3995 k . Analogously, the running time for MaxqSat is improved to O(qk · 1.3995 k + |F |).
A bound with respect to formula length
In this section, we analyze the running time of MaxSat algorithms with respect to the length of a formula. In the last section, the value of a node F ′ in the branching tree was S(F ′ ). In this section, it will be |F | − |F ′ |, i.e., the reduction in length relative to the root F . We define the length of a formula simply as the sum over the size of its clauses, where clause size is the number of literals occurring in a clause. For the analysis of Algorithm B in terms of the reduction in length, note that applying the resolution rule reduces the length by 2.
As in the previous section, our main concern is the size of the search tree. Hence, the transformation rules are "harmless," because they avoid a branching of the recursion. On the other hand, due to the dominating unit-clause rule (which is a transformation rule), we can often assume that when applying a splitting rule to a reduced formula, a satisfied clause is not a unit-clause, because this would have been handled by the dominating unit-clause rule to be applied before. With the dominating unit-clause rule, we can often assume that a satisfied clause is not a unit-clause. Hence, the length is reduced by at least 2: If x is an (a, b)-literal in a reduced formula F , then x occurs at most b − 1 times in a unit-clause. Hence,
In what follows, we analyze the various splitting rules (cf. Subsection 3.2) with respect to the formula length. With regards to F1, we have the following. If x is a (4, 1)-literal, the length reduction for F [x] is at least 9, since the positive occurrences of x can be assumed to be in non-unit-clauses onlyotherwise the dominating unit-clause rule would apply; for a (3, 2)-literal it is at least 7. Clearly, for F [x] we trivially get a length reduction of at least 5 in both cases. This proves the F1-entry of Table 2 that shows the branching vectors of Algorithm B in terms of the length reduction |F | − |F ′ |. Now, we come to the "T-rules." Please refer to Subsection 3.2. For our analysis, it is important to note that considering a (2, 1)-literal x, we know (due to the dominating unit-clause rule) that no positive occurrence of x can be in a unit-clause.
As to T1, a direct analysis would give a branching vector that is too bad. So we add two new splitting rules T1 ′ and T1 ′′ and modify the algorithm in such a way that T1 is only applied if neither T1 ′ nor T1 ′′ applies: It remains to analyze T1 for cases when neither T1 ′ nor T1 ′′ applies. Due to T1
′ and T1 ′′ we may assume that none of the five clauses given in rule T1 is a unit-clause. Setting l ′ to true, x becomes a pure literal and will be eliminated. Hence, at least 8 literals are eliminated. Setting l ′ to false, at least 4 literals are eliminated (without applying any transformation rule). Altogether, the branching vector is (8, 4) . In T2, we branch into F [l] and F [l]. As to F [l], we consider two subcases: If l is a (2, 1)-literal, then the fourth clause {l, . . . } in T2 is not a unit-clause (dominating unit-clause rule). Thus, setting l to true directly eliminates 5 literals from F . Afterwards, the resolution rule applies to the first and third clause, eliminating two further occurrences ofx and x. If l is a (3, 1)-or (2, 2) literal, then setting l to true trivially eliminates 5 literals and afterwards again the resolution rule applies. Hence, in both cases the length reduction is at least 7. As to F [l], it is easy to observe that at least 7 literals can be eliminated, additionally making use of the pure literal rule for x and noting that the third clause {x, . . . } cannot be a unit-clause.
In T3, an analysis similar to T2 can be done, yielding branching vector (7, 6) . The same holds for T4, where we obtain branching vector (8, 6) .
The analysis for T5, where we branch into F [x] and F [x], again is a bit more involved: If x occurs in a clause of size exactly 2, e.g., together with y, then |F | ≥ |Reduce(F [x])| + 9, since all x, y, z disappear. In F [x], exactly 3 occurrences of x disappear. Then y is a unit-clause and the dominating unit-clause rule gives y = 1, reducing the length by at least 4. Hence, the branching vector is at least (9, 7) . The case where x and z occur in a clause of size 2 is similar. If x only occurs in clauses of size at least three, then the branching vector is at least (10, 3) .
In T6, branching into F [l] and F [l], l is a (3, 1)-literal or a (2, 2)-literal. In the first case, setting l to true directly eliminates at least 7 literals, since all positive occurrences have to be in non-unit-clauses. At least one further literal is eliminated using resolution on x. On the other hand, setting l to false trivially eliminates 4 literals, yielding branching vector (8, 4) for this case. In the second case, setting l to true and subsequently applying the resolution rule for x clearly eliminates 7 literals. Setting l to false, we know that at least one occurrence ofl has to be in a non-unit-clause and, therefore, at least 5 literals are eliminated. The branching vector is, therefore, (7, 5) .
In T7, we branch into F [l] and F [l] . No matter where l occurs in the given formula, setting l to true we subsequently can always eliminate all occurrences ofx andỹ. Hence, altogether at least 10 literals are eliminated. On the other hand, setting l to false trivially eliminates 3 literals, resulting in the branching vector (10, 3) .
Eventually, it remains to analyze the "D-rules." Again refer to Subsection 3.2 for the presentation of the splitting rules. In D 1, we branch into F [l]
and F [l]. Setting l to true, x becomes a pure literal, and so we can eliminate at least 8 literals. Setting l to false, we trivially eliminate 4 literals. The branching vector is (8, 4) .
In D2, we branch into F [x] and F [x, y]. Setting x to true, due to the dominating unit-clause rule, we can additionally observe that the positive occurrences of x all are in non-unit-clauses. Hence, at least 7 literals are eliminated. Setting x to false and y to true, clearly at least 8 literals are eliminated. The branching vector is (7, 8) .
In D3, we branch into F [x] and F [x]. Setting x to true, we know that two or three ocuurrences ofl are eliminated. Hence, applying resolution or some other transformation rule, the remaining occurrence(s) of l can be eliminated. Altogether, at least 8 literals are eliminated in this case. Setting x to false, we trivially eliminate 4 literals. The branching vector is (8, 4) .
As to D4, this rule in general would give a branching vector that is too bad. Hence, we introduce a new splitting rule: We modify the algorithm in such a way, that D4 ′ is applied whenever possible and D4 is applied for a (2, 2)-literal x only ifx does not occur in a unitclause. In D4', setting l 2 to true, the dominating unit-clause rule applies tol 1 , eliminating also all occurrences ofl 1 . Setting l 2 to false, we trivially eliminate 4 literals. The branching vector is (8, 4) . Now, D4 only has to be applied ifx does not occur in a unit-clause. This trivially implies the branching vector (6, 6) .
In D5, we branch into F [y], F [ȳ, z], and F [ȳ,z]. Setting y to true eliminates 8 literals, because the positive occurrences of y are once in a 3-clause and two times in at least 2-clauses-otherwise the dominating unit-clause rule would apply. Setting y to false and z to true eliminates at least 11 literals, because in complete analogy to y, the positive occurrences of z are once in a 3-clause and two times in at least 2-clauses. Setting y and z to false, we obtain a unit-clause {x} and thus can apply the dominating unit-clause rule for x. Since in complete analogy to y and z, the positive occurrences of x are once in a 3-clause and two times in at least 2-clauses, altogether at least 14 literals can be eliminated. The branching vector is (8, 11, 14) .
Case

Branching vector
Branching number F1 (9, 5) ]. Setting x to false, we trivially eliminate 4 literals. Setting x to true and y to false, we can eliminate at least 16 literals: Due to the assumptions made, each positive clause has size at least four. This implies the elimination of at least 13 literals with respect to the first four clauses given in the rule. The three occurrences ofỹ in the last three clauses given in the rule means the elimination of 3 more literals. Setting x and y to true and z 1 , z 2 , z 3 , z 4 , z 5 , and z 6 to false implies the elimination of at least 34 literals: Setting x and y to true, we clearly eliminate at least 22 literals. Since the formula is simple, at most two occurrences of z 1 , . . . , z 6 can be in the clauses given in the rule. Hence, each of z 1 , . . . , z 6 has to occur at least two times outside the clauses given in rule D6. Hence, at least 12 more literals are eliminated. Altogether, the branching vector is (4, 16, 34) .
We summarize our findings in the following theorem.
Theorem 12
We can solve MaxSat in time O(1.1279 |F | ), where |F | is the length of the formula.
Proof. Take Algorithm B with preference of D4 ′ over D4. The above analysis (also cf. Table 2) shows that the size of the branching tree is at most O(1.1279 |F | ). Each node of the tree is processed in linear time, i.e., it takes O(|G|) for a node that processes a formula G. The total running time is then
where the sum is taken over all formulas that are processed in all O(1.1279 |F | ) nodes of the branching tree. While |G| is large near the top of the tree, |G| = O(1) holds for all nodes near the leaves. Since almost all nodes are near the leaves, the total running time is O(1.1279 |F | ). It is easy to make this into a rigorous mathematical argument [33] . 2 Theorem 12 should be compared to the best known result for the "simpler" satisfiability problem obtained by Hirsch [23] . He proves the time bound O(1.0758 |F | ).
Corollary 13
We can solve Max2Sat in time O(1.2722 K ), where K is the number of clauses in the given formula in 2CNF.
Proof. Simply observe that for a formula in 2CNF we have |F | = 2K and apply Theorem 12. 2
Conclusion
Using refined techniques of Davis-Putnam character, we improved previous results on the worst case complexity of MaxSat, one of the fundamental optimization problems [6, 12] . A set of transformation and splitting rules that are more complicated than in previous work are the major factors of this improved performance. This faster algorithm also has applications for approximation and parameterized algorithms for MaxSat.
To improve the upper time bounds further is an interesting open problem. Very recently, building up on our work and increasing the number of case distinctions, Bansal and Raman [4] |F | |F |). A more special question is whether Max2Sat, Max3Sat, or even MaxqSat can be solved faster than the general problem. Note that so far the given faster algorithm for Max2Sat results only from the relationship between the length of a formula and the number of clauses, this not being due to a different algorithm. With regards to Max2Sat, recent research indicates that it can be solved faster than MaxSat in general [20, 24] . It is open whether or not Max2Sat can be solved in less than 2 n steps, where n is the number of variables. In addition, good upper bounds are still lacking for many similar problems, e.g., MaxCut [30] and constraint satisfaction (MaxCSP) [46] . A completely different question would be to investigate the performance of our algorithms in practice and whether or not they may also serve as a basis for efficient heuristic algorithms. As for Max2Sat, recent experimental work shows that the developed exact algorithms also do perform well in practice [19, 20] .
