(Received X XX XXXX; revised manuscript received X XX XXXX) Using the two-dimensional ionic Hubbard model as a simple basis for describing the electronic structure of silicene in the presence of an electric field induced by the substrate, we use the coherent-potential approximation to calculate the zero-temperature phase diagram and associated spectral function at half filling. We find that any degree of symmetry-breaking induced by the electric field causes the silicene structure to lose its Dirac fermion characteristics, thus providing a simple mechanism for the disappearance of the Dirac cone.
Introduction
Silicene is a silicon-based material which has only recently been experimentally-realized [1, 2] . Like carbon-based graphene [3] , it has a two-dimensional (2D) structure which gives rise to its unusual and potentially important properties. As a silicon-based material, silicene has the highly-desirable characteristic of being compatible with existing semiconductor technologies [4, 5] , but unfortunately has not yet been observed to exist spontaneously and remains difficult to synthesize. A continuous film or sheet of silicene is of particular interest and has recently been grown on a Ag(111) surface [6, 7, 8, 9] . Scanning tunneling microscopy (STM) experiments revealed a 2D graphene-like honeycomb structure but with a very small buckling in the direction of the plane, as had been predicted by earlier density-functional theory-based calculations [10] .
This structure can be viewed in terms of two triangular sublattices with a unit cell containing two neighbouring sites displaced alternatively perpendicular to the plane. While the existence of freestanding silicene has yet to be realized, the extent to which the electronic properties of silicene can be influenced by the properties of the substrate are being investigated, for example the application of an external stress achieved by adjusting its lattice parameter [11] . Such an understanding is crucial if the theoretically-predicted important properties of silicene are to be realized in practice.
One of the most fundamental and important questions is whether silicene possesses graphenelike Dirac fermion properties after being grown on a substrate. Recently Chen et al [8] found experimental evidence from STM and STS (scannning tunneling spectroscopy) measurements for the existence of Dirac fermions in silicene grown on a Ag(111) substrate. On the other hand, Lin et al [12] reported that silicene sheet loses its Dirac fermion characteristics because of Ag(111) substrate-induced symmetry breaking due to hybridization between the Si and Ag atoms. This was also demonstrated by STM and STS measurements and density functional theory calculations [12] .
In order to shed light on these conflicting results, in this paper we investigate the possible role of an electric field that could be induced perpendicular to the Si plane while silicene is grown on a substrate such as Ag(111) as suggested by line-profile STM measurements [6, 9] .
Due to the buckling of the structure perpendicular to the plane, such an electric field would result in an energy-level offset ∆. We show that ∆ opens up a gap at the Fermi level, splitting the Dirac cone into upper and lower energy bands of parabolic nature near the Dirac K points.
While Coulomb correlations can close the gap by screening the effects of ∆, we argue that it is not in general possible to restore the linear Dirac fermion nature of the energy bands near the Dirac points.
In order to demonstrate our argument, we describe the effects of ∆ using the ionic Hubbard model [13, 14, 15, 16, 17, 18, 19] on the 2D honeycomb lattice. We examine the system using the coherent-potential approximation (CPA) [20] , which is equivalent to the "scattering correction" of the Hubbard III approximation [21] . This theory was in fact the first to describe the Mott metal-insulator transition (MIT) at a finite value of the on-site Coloumb interaction strength U [21] , and improves upon the Hartree-Fock approximation by describing static fluctuations in the potential that an electron sees [22] . Its shortcomings notwithstanding [23] , the CPA today remains a valuable tool in the study of strongly-correlated systems since it is able to give a useful approximate description of the MIT while being computationally very quick and simple [19, 24, 25] . This paper is organised as follows. In section 2, we introduce our simple model for the system. In section 3 we present our CPA results for the paramagnetic solution and calculate the zero-temperature phase diagram as a function of ionic energy ∆ and on-site Coulomb interaction U . We investigate the nature of the phase transitions by examining the spectral function around the Dirac points. We discuss the significance of our results and conclude in section 4. Consider the following ionic Hubbard Hamiltonian for the single-band π-electrons on a 2D honeycomb lattice with triangular sublattices A and B:
Formalism
Here c + iσ (c iσ ) are the creation (annihilation) operators for an electron with spin σ at site i, n iσ = c + iσ c iσ , and n i = n i↓ + n i↑ . The nearest-neighbour hopping parameter is denoted by t which we take as the energy unit, the on-site Coulomb repulsion is denoted by U , and the chemical potential by µ. The ionic energies are defined by A = ∆ and B = −∆ for sublattices A and B respectively.
Such a system has previously been investigated in connection with studies of superconductivity [26, 27] . The buckled honeycomb lattice structure and corresponding Brillouin zone (BZ) are shown in figure 1. For the non-interacting U = 0 case, the band dispersion is given by
with f (k) = 2 cos( √ 3k y a) + 4 cos
k y a cos interaction U introduces Coloumb correlations described by a self-energy which screens the effect of ∆ [17] . Nevertheless, we argue that such a self-energy cannot in general cancel the parabolic dispersion character and restore the linear dispersion forming the Dirac cones.
To demonstrate our argument, we apply Hubbard's alloy analogy [21] to the model. By viewing the system in terms of a disordered alloy for each sublattice where an electron with spin σ on a given sublattice sees either a potential U fixed at a site with a spin −σ electron present on the same sublattice or zero potential without, the many-body Hamiltonian of equation (1) may be approximated by the one-electron Hamiltonian [19] 
where the disorder potential has been defined to include the chemical potential and is given by
at half-filling with µ = U/2. Here n α,σ is the average electron occupancy per site for sublattice α with spin σ.
In principle, the Green's function corresponding to the Hamiltonian of equation (3) needs to be averaged over all possible disorder configurations. This would define an effective medium describing exactly the average properties of a single electron in terms of an exact self-energy
Since such an exact average is not feasible, the CPA introduces a simplified effective medium corresponding to a local (k-independent) complex and energy-dependent single-site self-energy or coherent potential Σ α which replaces E α on each sublattice α = A, B in the Hamiltonian (3). The medium can be determined by mapping to a coupled single-site impurity problem on each sublattice. The details of the CPA method are given in the appendix. For all ∆ > 0 we find similar behaviour to that illustrated above. These findings are clear evidence that the system has lost its Dirac fermion characteristics due to the presence of the energy offset ∆, thus explaining why no semi-metallic phase is present. This behaviour arises from symmetry breaking due to a charge density wave. Indeed the DOS plots of figure Our calculations for ∆ = 0 are in good agreement with the results of Le [25] who has previously examined the case ∆ = 0 using the CPA but in combination with a model DOS.
Results
However, as noted by Le [25] , the full metallic phase has not been observed using other approaches. The reason for this may be that due to the fact that the CPA is a theory which performs a static average over disorder and hence tends to favour the metallic state [28] . Nevertheless, the presence of an intermediate phase between the semi-metal and Mott insulator such as a spin liquid has been found using both quantum monte carlo (QMC) [29] and cellular dynamical mean-field theory (CDMFT) calculations [30] , although the validity of such a result has recently been questioned in the QMC case [31] . Furthermore, the Mott transition value of U c2 ≈ 3.5 obtained in the CPA is in excellent agreement with QMC [32, 29, 31] and CDMFT calculations [33, 34, 30] . Surprisingly, single-site DMFT calculations yielded values which are much higher than expected [35, 36] .
The full phase diagram of the system calculated using the CPA is shown in figure 7 . Observe that the metallic phase shrinks as ∆ increases and the Mott transition phase boundary gradually approaches the line U = 2∆. For very large values of U , the intermediate metallic phase
remains, indicating that it shrinks to a line rather than to a point. In order to clarify the nature of the phase transitions, figure 8 shows the staggered average occupation number (charge density) nB-nA as a function of U for a selection of ∆ values. A charge density wave is present throughout the whole parameter regime and gradually softens with decreasing ∆ and increasing U . The smooth nature of the curves indicate that the phase transitions are continuous. For the case ∆ = 0, this is in agreement with QMC studies [32, 31] but contrasts with single-site DMFT calculations [35] which indicate a first-order transition, and CDMFT calculations which indicate a second order transition [33] .
Conclusions
In order to design new electronic devices using silicene, it is essential to know how its electronic properties are affected by interaction with the substrate on which it is grown. In particular, recent experimental investigations have given conflicting results as to whether the 2D graphene-like Dirac fermion properties are preserved [8, 12, 37, 38] .
In order to investigate this important issue, in this paper we have studied the role played by an electric field that could be induced perpendicular to the Si plane while silicene is grown on a substrate such as Ag (111) as suggested by line-profile STM measurements [6, 9] . By describing the effect of the field using the 2D ionic Hubbard model on the honeycomb lattice, we have argued that it is not in general possible to restore the linear Dirac fermion nature of the energy bands near the Dirac points. We have illustrated our argument by applying the CPA to the system. We found that while the calculations yield semi-metallic Dirac fermion behaviour for ∆ = 0 and small on-site Coulomb interaction U , the silicene structure loses its Dirac fermion characteristics for all values ∆ > 0 as a consequence of symmetry breaking induced by a charge density wave.
Although the CPA has a number of shortcomings due to its static nature, we expect future investigations using more sophisticated dynamical methods will further support our argument.
It would also be very useful to have an estimate for the parameters U and ∆ to help guide future experimental investigations. We intend to obtain an estimate for these values from first-principles calculations.
In conclusion, our work supports the findings of Lin et al [12] and Arafune et al [37] that silicene sheet grown on a Ag(111) substrate loses its Dirac fermion characteristics. While Lin et al [12] explain the result in terms of substrate-induced symmetry breaking due to hybridisation between Si and Ag atoms, our model provides the alternative and very simple mechanism of symmetry breaking due to a substrate-induced electric field.
Appendix
For the Hamiltonian of equation (3) with the coherent potential Σ α replacing E α on each sublattice α = A, B, the CPA average Green's function can be written in the two-sublattice
where
As originally derived by Wallace [39, 3] , the free-electron energy bands on the 2D honeycomb lattice for nearest-neighbour hopping are given by
and the plus or minus sign corresponds to the upper (π * ) or lower (π) bands respectively.
Provided expression (7) is used, the inverse Green's function diagonal matrix elements can be written in the formḠ
for each sublattice α = A(B),ᾱ = B(A), where k belongs to the first BZ of the sublattice considered and notation has been adopted such that α ≡ αα for clarity. In real space we havē
where the integral is over the first BZ of the sublattice. To determine the medium, the CPA maps to an effective single-site impurity problem. We begin by defining the cavity Green's function G ασ (ω) through the relation
for each sublattice α, which describes the medium with the self-energy at some chosen site on each sublattice removed i.e. a cavity. It is not necessary to consider the off-diagonal terms in the Green's function matrix,Ḡ ABσ andḠ BAσ , since there are no self-energy terms coupling the sublattices. The cavity on each sublattice can now be filled with some real "impurity" configuration with impurity Green's functions 
where the average is taken over the impurity configuration probablities defined by equation (4) 
Equations (10) and (13) thus need to be solved self-consistently. Since electrons generally prefer to be on sublattice B for ∆ > 0 and we have n A + n B = 2 at half-filling where
it is also necessary to ensure the resulting integrated DOS for each sublattice are both consistent with the average occupation number probabilities used in equation (13), thus adding an extra layer of self-consistency. For the paramagnetic solution the Green's function is the same for both spin populations so that G α↑ = G α↓ and n α↑ = n α↓ = n α /2.
