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THE NUMBER OF C2ℓ-FREE GRAPHS
ROBERT MORRIS AND DAVID SAXTON
Abstract. One of the most basic questions one can ask about a graph H is: how many
H-free graphs on n vertices are there? For non-bipartite H , the answer to this question
has been well-understood since 1986, when Erdo˝s, Frankl and Ro¨dl proved that there are
2(1+o(1))ex(n,H) such graphs. For bipartite graphs, however, much less is known: even the
weaker bound 2O(ex(n,H)) has been proven in only a few special cases: for cycles of length
four and six, and for some complete bipartite graphs.
For even cycles, Bondy and Simonovits proved in the 1970s that ex(n,C2ℓ) = O
(
n1+1/ℓ
)
,
and this bound is conjectured to be sharp up to the implicit constant. In this paper we
prove that the number of C2ℓ-free graphs on n vertices is at most 2
O(n1+1/ℓ), confirming a
conjecture of Erdo˝s. Our proof uses the hypergraph container method, which was developed
recently (and independently) by Balogh, Morris and Samotij, and by Saxton and Thomason,
together with a new ‘balanced supersaturation theorem’ for even cycles. We moreover show
that there are at least 2(1+c)ex(n,C6) C6-free graphs with n vertices for some c > 0 and
infinitely many values of n ∈ N, disproving a well-known and natural conjecture. As a
further application of our method, we essentially resolve the so-called Tura´n problem on the
Erdo˝s-Re´nyi random graph G(n, p) for both even cycles and complete bipartite graphs.
1. Introduction
One of the central challenges in graph theory is to determine the extremal and typical
properties of the family ofH-free graphs on n vertices. For non-bipartite graphs, an enormous
amount of progress has been made on this problem; for bipartite graphs, on the other hand,
surprisingly little is known. For example, the extremal number ex(n,H) (the maximum
number of edges in an H-free graph on n vertices) was determined asymptotically for all
non-bipartite H over 60 years ago, but, despite much effort, even its order of magnitude is
known for only a handful of bipartite graphs. A significantly harder question asks: how many
H-free graphs are there with n vertices? In particular, Erdo˝s asked more than thirty years
ago (see, e.g., [36]) whether or not the number of such graphs is at most 2O(ex(n,H)) for every
bipartite graph H , but the answer is known in only a few special cases, see [7, 8, 35, 36].
In this paper we prove that the number of C2ℓ-free graphs is at most 2
O(n1+1/ℓ), confirming
a longstanding conjecture of Erdo˝s. Our method is very general, and is likely to apply to
various other classes of bipartite graphs; in particular, we show that a similar bound holds
for any bipartite graph which has a certain ‘balanced supersaturation’ property. We also
essentially resolve the Tura´n problem on the Erdo˝s-Re´nyi random graph G(n, p) for both
even cycles and complete bipartite graphs, obtaining close to best possible bounds for all
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values of p. Finally, we show that the natural conjecture (often attributed to Erdo˝s) that
the number of H-free graphs on n vertices is 2(1+o(1))ex(n,H) fails for H = C6.
1.1. History and background. The study of extremal graph theory was initiated roughly
70 years ago by Tura´n [52], who determined exactly the extremal number of the complete
graph, by Erdo˝s and Stone [29], who determined asymptotically (for all r > 3) the extremal
number of a complete r-partite graph1, and by Ko˝va´ri, So´s and Tura´n [41] who showed that
ex(n,Ks,t) = O(n
2−1/s), where Ks,t denotes the complete bipartite graph with part sizes s
and t. (The case K2,2 = C4 was solved some years earlier by Erdo˝s [21] during his study of
multiplicative Sidon sets.) Over the following decades, a huge amount of effort was put into
determining more precise bounds for specific families of graphs (see, e.g., [11, 31]), and a
great deal of progress has been made. Nevertheless, the order of magnitude of ex(n,H) for
most bipartite graphs, including simple examples such as K4,4 and C8, remains unknown.
In the 1970s, the problem of determining the number of H-free graphs on n vertices was
introduced by Erdo˝s, Kleitman and Rothschild [23], who proved that there are 2(1+o(1))ex(n,Kr)
Kr-free graphs, and moreover that almost all triangle-free graphs are bipartite. This latter
result was extended to all cliques by Kolaitis, Pro¨mel and Rothschild [39] and to more
general graphs by Pro¨mel and Steger [46], and the former to all non-bipartite graphs by
Erdo˝s, Frankl and Ro¨dl [24], using Szemere´di’s regularity lemma. The corresponding result
for k-uniform hypergraphs was proved by Nagle, Ro¨dl and Schacht [44] using hypergraph
regularity, and reproved by Balogh, Morris and Samotij [5] and Saxton and Thomason [49]
using the hypergraph container method (see below). Much more precise results for graphs
were obtained by Balogh, Bolloba´s and Simonovits [2, 3, 4].
For bipartite H the problem seems to be significantly harder, and much less is known.
The first important breakthrough was made by Kleitman and Winston [36] in 1982, who
showed that there are at most 2(1+c)ex(n,C4) C4-free graphs on n vertices, where c ≈ 1.17,
improving the trivial upper bound of nex(n,C4), and getting within striking distance of the
trivial lower bound 2ex(n,C4). Their result moreover resolved a longstanding open question
posed by Erdo˝s (see [36]). However, it was not until almost 30 years later that their theorem
was extended to other complete bipartite graphs, by Balogh and Samotij [7, 8], who proved,
for every 2 6 s 6 t, that there are at most 2O(n
2−1/s) Ks,t-free graphs on n vertices. Their
bound is conjectured to be sharp up to the constant implicit in the O(·), but constructions
giving a matching lower bound are known only when either s ∈ {2, 3} or t > (s − 1)!,
see [1, 13, 25, 32, 40].
For other (i.e., non-complete) bipartite graphs, the only known bounds of this form are
for forests, where the problem is much easier, and for even cycles of length six and eight.
Recall that ex(n, C2ℓ) = O(n
1+1/ℓ) for every ℓ > 2.2 Erdo˝s and Simonovits conjectured
(see [22] or [31]) that this bound is sharp up to the implied constant factor, but matching
lower bounds are known only for C4 = K2,2 (see above), C6 and C10 (see [9, 33, 43, 54]). It
1As was first pointed out by Erdo˝s and Simonovits [26], this is sufficient to determine ex(n,H) asymptot-
ically for every non-bipartite graph H .
2The first published proof of this bound was given by Bondy and Simonovits [12], but they attribute the
result to Erdo˝s, see also [22] and [31, Theorem 4.6]. For more recent improvements, see [15, 45, 53].
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was therefore natural for Erdo˝s to conjecture that, for every ℓ > 2, the number of C2ℓ-free
graphs is at most 2O(n
1+1/ℓ), and indeed Kleitman and Wilson [35] proved this in the cases
ℓ = 3 and ℓ = 4, using a clever colouring argument to reduce the problem to that solved
in [36]. They (and independently Kreuter [42], see also [37]) moreover proved that there are
2O(n
1+1/ℓ) graphs with no even cycles of length at most 2ℓ. However, they were unable to
resolve the case of a single forbidden long even cycle, and no further progress has been made
in the decade and a half since.
1.2. Main results. In this paper we resolve this longstanding open problem for all even
cycles, using a very general method, which we expect to give similar bounds for many other
bipartite graphs. More precisely, we shall prove the following theorem.
Theorem 1.1. For every ℓ > 2, there are at most 2O(n
1+1/ℓ) C2ℓ-free graphs on n vertices.
As noted above, it is generally believed that the bound in Theorem 1.1 is sharp up to the
constant implicit in the O(·), but this is only known in the cases ℓ ∈ {2, 3, 5}. Theorem 1.1 is
an immediate consequence of the following result, which gives a rough structural description
of C2ℓ-free graphs.
Theorem 1.2. Given ℓ > 2 and δ > 0, there exists a constant C = C(δ, ℓ) such that the
following holds for every sufficiently large n ∈ N. There exists a collection G of at most
2δn
1+1/ℓ
graphs on vertex set [n] such that
e(G) 6 Cn1+1/ℓ
for every G ∈ G, and every C2ℓ-free graph is a subgraph of some G ∈ G.
We remark that we shall in fact prove a substantial generalization of Theorem 1.2, which
will provide us with close to optimal family of ‘containers’ of any given size, see Theorem 5.1.
A closely related structural question asks: how many edges does a typical H-free graph
on n vertices have? Balogh, Bolloba´s and Simonovits [4] conjectured that there exists a
constant c > 0 such that, if H contains a cycle, then almost every H-free graph on n vertices
has between c · ex(n,H) and (1 − c)ex(n,H) edges. This is only known for some complete
bipartite graphs [6, 8, 36] and for C6 [35] (as usual, much more is known for non-bipartite
graphs). The following bound is an immediate consequence of Theorem 1.2.
Theorem 1.3. The number of C2ℓ-free graphs on n vertices with o
(
n1+1/ℓ
)
edges is 2o(n
1+1/ℓ).
Under the additional assumption that ex(n, C2ℓ) = Ω(n
1+1/ℓ), this implies that almost all
C2ℓ-free graphs have Ω(n
1+1/ℓ) edges. Theorem 1.3 may therefore be seen as evidence in
favour of the conjecture of Balogh, Bolloba´s and Simonovits.
Another very strong conjecture, often attributed to Erdo˝s (see, e.g., [4]), and mentioned
explicitly3 by Erdo˝s, Frankl and Ro¨dl [24], states that the number of H-free graphs on n
vertices is 2(1+o(1))ex(n,H) for every graph H that contains a cycle. Recall that it was proved
in [24] that this holds for all non-bipartite H .
3More precisely, they said that it “seems likely” that this holds for every bipartite graph H .
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We shall prove the following proposition, which disproves this conjecture for C6.
Proposition 1.4. There exists a constant c > 0 such that there are at least
2(1+c)ex(n,C6)
C6-free graphs on n vertices for infinitely many values of n ∈ N.
We will prove Proposition 1.4 using bounds on ex(n, C6) due to Fu¨redi, Naor and Ver-
strae¨te [33]. However, we will also prove a similar result for various forbidden families of short
cycles, using only the Erdo˝s-Bondy-Simonovits bound on the extremal number ex(n, C2ℓ).
For example, we will give an extremely simple proof that if F = {K3, C6}, then there are
at least 2(1+c)ex(n,F) F -free graphs on n vertices for infinitely many values of n. We conjec-
ture that a similar result holds for all even cycles of length at least six, but our method fails
(though not by much!) for C4, and so we are not sure whether or not to expect the conjecture
to hold for this and other complete bipartite graphs. It is not inconceivable that the number
of H-free graphs on n vertices is 2(1+o(1))ex(n,H) for every H such that ex(n,H) = Ω(n3/2).
1.3. Balanced supersaturation for even cycles, and hypergraph containers. We
shall prove Theorem 1.2 using the hypergraph container method, which was introduced re-
cently by Balogh, Morris and Samotij [5] and by Saxton and Thomason [49]. This technique,
which allows one to find a relatively small family of sets (‘containers’) which cover the inde-
pendent sets in an r-uniform hypergraph, has already found many applications; for example,
it implies deterministic analogues of the recent breakthrough results of Conlon and Gow-
ers [17] and Schacht [50] on extremal results in sparse random sets, and in many cases proves
stronger ‘counting’ versions of those theorems. In order to apply this method, we need to
bound, for every graph G with ≫ ex(n,H) edges4, a particular parameter (see Section 4)
of the hypergraph which encodes copies of our forbidden graph H in G. Bounding this
parameter in the case H = C2ℓ is the main technical challenge of this paper.
The following ‘balanced supersaturation theorem for even cycles’ is our second main result.
The existence of a collection satisfying part (a) was proved5 by Simonovits (see [28]), and
was conjectured by Erdo˝s and Simonovits [28] to exist for every bipartite graph H . The
condition in part (b) is new, and is crucial to our application of the container method.
Theorem 1.5. For every ℓ > 2, there exist constants C > 0, δ > 0 and k0 ∈ N such that
the following holds for every k > k0 and every n ∈ N. Given a graph G with n vertices and
kn1+1/ℓ edges, there exists a collection H of copies of C2ℓ in G, satisfying:
(a) |H| > δk2ℓn2, and
(b) dH(σ) 6 C · k
2ℓ−|σ|−
|σ|−1
ℓ−1 n1−1/ℓ for every σ ⊂ E(G) with 1 6 |σ| 6 2ℓ− 1,
where dH(σ) = |{A ∈ H : σ ⊂ A}| denotes the ‘degree’ of the set σ in H.
4In this paper we shall use the notation a ≫ b informally to mean that a/b is bounded from below by a
sufficiently large constant.
5The proof of this ‘supersaturation result for even cycles’ was not published at the time, but will appear
shortly in a paper of Faudree and Simonovits [30].
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In words, the theorem above states that if e(G)≫ n1+1/ℓ, then G contains at least as many
copies of C2ℓ (up to a constant factor) as a (typical) random graph of the same density, and
moreover these copies of C2ℓ are relatively ‘uniformly distributed’ over the edges of G. We
emphasize that H does not need to include all copies of C2ℓ in G, but only a subset.
We make the following conjecture for a general bipartite graph H , which follows from
Theorem 1.5 in the case H = C2ℓ. As noted above, the existence in G of as many copies
of H as the Erdo˝s-Re´nyi random graph with the same number of edges was conjectured by
Erdo˝s and Simonovits [28]. Since we ask that these copies of H are moreover reasonably
uniformly distributed6, we shall refer to it as the ‘balanced Erdo˝s-Simonovits conjecture’.
Conjecture 1.6 (Balanced Erdo˝s-Simonovits conjecture for general bipartite H). Given a
bipartite graph H, there exist constants C > 0, ε > 0 and k0 ∈ N such that the following
holds. Let k > k0, and suppose that G is a graph on n vertices with k · ex(n,H) edges. Then
there exists a (non-empty) collection H of copies of H in G, satisfying
dH(σ) 6
C · |H|
k(1+ε)(|σ|−1)e(G)
for every σ ⊂ E(G) with 1 6 |σ| 6 e(H). (1)
Our motivation in making this conjecture is the following proposition, see also [48].
Proposition 1.7. Let H be a bipartite graph. If Conjecture 1.6 holds for H, then there are
at most 2O(ex(n,H)) H-free graphs on n vertices.
In fact we shall actually prove a slightly more general result (see Section 5), which doesn’t
require a lower bound on the extremal number of H . We remark that, although we do
not demand a lower bound on the number of edges of the hypergraph H in Conjecture 1.6,
we expect that it can be chosen to have (up to a constant factor) as many copies of H
as the random graph G(n,m), where m = k · ex(n,H). We remark that the conjecture
holds for the complete bipartite graph H = Ks,t, under the additional assumption that
ex(n,Ks,t) = Ω(n
2−1/s). We refer the reader to Section 7 for the precise statement.
1.4. The Tura´n problem for random graphs. Another consequence of Theorem 1.5
(which also follows via the hypergraph container method) relates to the so-called ‘Tura´n
problem on G(n, p)’, that is, the problem of determining (the typical value of) the maximum
number of edges in an H-free subgraph of G(n, p). Let us write
ex
(
G(n, p), H
)
:= max
{
e(G) : G ⊂ G(n, p) and G is H-free
}
and note that both G(n, p) and ex
(
G(n, p), H
)
are random variables.7
This question has received an enormous amount of attention in recent years (see the
excellent survey [47], and the recent breakthroughs in [5, 17, 49, 50]). In the case H = C2ℓ
it was solved over fifteen years ago by Haxell, Kohayakawa and  Luczak [34], in the following
6The precise form of (1), which quantifies this rough description, is slightly artificial: it is essentially the
weakest bound compatible with our proof of Proposition 1.7, see Section 5. We remark that in many cases
one would expect something stronger to be true, cf. the bounds proved in Section 7 in the case H = Ks,t.
7Throughout the paper we will abuse notation slightly by writing G(n, p) to denote both a random variable
and the realisation of that random variable.
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sense: they proved that if p ≫ n−1+1/(2ℓ−1) then ex
(
G(n, p), C2ℓ
)
≪ e
(
G(n, p)
)
, whereas if
p = o
(
n−1+1/(2ℓ−1)
)
then ex
(
G(n, p), C2ℓ
)
=
(
1+o(1)
)
e
(
G(n, p)
)
. Much more precise bounds
for a certain range of p were obtained by Kohayakawa, Kreuter and Steger [37], who showed
that, with high probability,
ex
(
G(n, p), C2ℓ
)
= Θ
(
n1+1/(2ℓ−1)(logα)1/(2ℓ−1)
)
(2)
if p = αn−1+1/(2ℓ−1) and 2 6 α 6 n1/(2ℓ−1)
2
. However, no non-trivial upper bounds appear to
have been obtained for much larger values of p.
Using the hypergraph container method, together with Theorem 1.5, we will prove the
following upper bounds on ex
(
G(n, p), C2ℓ
)
. Both are simple consequences of a structural
result (i.e., generalization of Theorem 1.2) which we will state and prove in Section 6. More-
over, by (2) the first bound is sharp up to a polylog-factor, and we will show that, modulo
a well-known (and widely believed) conjecture of Erdo˝s and Simonovits, the second bound
is sharp8 up to the value of the constant C.
Theorem 1.8. For every ℓ > 2, there exists a constant C = C(ℓ) > 0 such that
ex
(
G(n, p), C2ℓ
)
6
{
Cn1+1/(2ℓ−1)(log n)2 if p 6 n−(ℓ−1)/(2ℓ−1)(log n)2ℓ
Cp1/ℓn1+1/ℓ otherwise
with high probability as n→∞.
In Section 7 we shall prove a similar (and also probably close to best possible) theorem
for Ks,t-free graphs. We remark that similar results in the closely related setting of Bh-
sets (though using somewhat different techniques) were also obtained recently in a series of
papers by Dellamonica, Kohayakawa, Lee, Ro¨dl and Samotij [18, 19, 20, 38].
The rest of the paper is organised as follows. First, in Section 2, we give an outline of
the proofs of Theorems 1.1 and 1.5 and prove Proposition 1.4. Next, in Section 3, the most
substantial part of the paper, we prove Theorem 1.5. In Section 4 we formally introduce
the hypergraph container method, and in Section 5 we will use it to prove Theorems 1.1
and 1.2, Theorem 1.3 and Proposition 1.7. We will also give a relatively simple proof of a
slightly weaker version of Theorem 1.8 (with an extra log-factor), and then, in Section 6, a
more involved proof of the precise statement. Finally, in Section 7, we will sketch the proof
of some similar results with ‘even cycle’ replaced by ‘complete bipartite graph’.
2. Preliminaries
In this section we will prepare the reader for the proofs of the main theorems, and prove
the lower bounds claimed in the Introduction. First, in Sections 2.1 and 2.2, we will describe
the hypergraph container method, and give a sketch of the proof of Theorem 1.5. Next, in
Section 2.3, we will prove Proposition 1.4, as well as similar lower bounds for other families
of cycles, and a (conditional) matching lower bound for Theorem 1.8. Lastly, in Sections 2.4
8This would also imply that the bound in part (b) of Theorem 1.5 is essentially best possible.
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and 2.5, we will introduce some of the basic concepts that will be used in the proof of
Theorem 1.5.
2.1. The hypergraph container method. One of the main results of [5, 49] (see The-
orem 4.2, below) states that, given any r-uniform hypergraph H, there exists a relatively
small collection of vertex sets (containers), that cover the independent sets of H, and each
of which contains fewer than (1 − δ)e(H) edges of H. The number of containers depends
on the density and ‘uniformity’ of the hypergraph; more precisely, the stronger our upper
bounds on the degrees of sets in H (as a proportion of the number of edges in H), the
smaller the family of containers is guaranteed to be. We will repeatedly apply this result to
the hypergraph produced by Theorem 1.5, which encodes (a highly uniform sub-family of)
the copies of C2ℓ in a graph G. The container theorem produces a family of subgraphs of G
that forms a cover of the C2ℓ-free subgraphs of G; we then apply the container theorem to
each of these graphs, and so on.
By this method, we obtain a rooted tree T of subgraphs of Kn, such that every C2ℓ-free
graph is contained in some leaf of T , and each leaf has O(n1+1/ℓ) edges. (To be slightly
more explicit, each vertex of this tree corresponds to a graph, the root is Kn, and the out-
neighbours of each vertex are given by the container theorem described above.) To guarantee
that each leaf has O(n1+1/ℓ) edges, we simply apply the container theorem sufficiently many
times, noting that Theorem 1.5 is valid as long as G has more than this many edges.
It remains to count the leaves of T ; in order to do so, we need to bound the number of
containers formed in each application of Theorem 4.2. This is controlled by a parameter τ
which (roughly speaking) measures the uniformity of H, and it turns out that (to deduce
Theorem 1.1, for example) we need to be able to apply the theorem with τ ≈ k−(1+ε), for
some ε > 0, when e(G) = kn1+1/ℓ. In order to do so, we shall use properties (a) and (b)
of Theorem 1.5, in particular the fact that our upper bound on dH(σ) improves by a factor
of more than k1+ε each time |σ| increases by one. In order to deduce Theorem 1.8, on the
other hand, we will need the full strength of Theorem 1.5, see Sections 5 and 6.
2.2. The proof of Theorem 1.5. The most technical part of this paper is the proof of
Theorem 1.5, in Section 3. Here we will attempt to give an outline of the key ideas in
the proof, and thereby hopefully make it easier for the reader to follow the details of the
calculation.
The basic idea, motivated by the proof of Bondy and Simonovits [12], is as follows: we
will find a vertex x ∈ V (G) and a t ∈ {2, . . . , ℓ} such that the tth neighbourhood At of x
is no larger than it ‘should’ be. By the conditions e(G) = kn1+1/ℓ and k > k0, such a pair
(x, t) must exist (see Lemma 3.3); we will choose a pair with t as small as possible. One can
find many cycles in G formed by two paths from x to At, plus a path of length 2ℓ−2t which
alternates between the sets At−1 and At. Repeating this process for a positive proportion of
the vertices of G, we find at least δk2ℓn2 copies of C2ℓ in G.
The proof of part (a), outlined above, is already highly non-trivial, and the requirement
that no set of edges of G be contained in too many members of H (i.e., copies of C2ℓ)
introduces significant extra complications. We overcome these by substantially modifying
our strategy. First, we shall find the cycles in H one at a time, selecting carefully from the
available choices, instead of simply taking every cycle in G which passes through the vertex
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x. In order to do so, we shall construct (in each step of the process) a sufficiently large
sub-family C of the cycles through x with the following property: no cycle in C contains
any (‘saturated’) set of edges that are already contained in the maximum allowed number
of members of H. Since C is sufficiently large, we will be able to deduce that not all of these
cycles are already in H, and so we can add one of them to our collection.
In order to construct C, we will need to introduce two further types of neighbourhood,
which we term the balanced and refined t-neighbourhoods of a vertex x ∈ V (G). These both
consist of a collection of setsA = (A1, . . . , At) and a family of paths P from x to At, whose jth
edge ends in Aj, which satisfy several further ‘uniformity’ conditions. In particular, for a pair
(A,P) to be balanced we will require there to be ‘not too many’ sub-paths of P between any
two vertices of G, and for a pair to be refined we will require that every vertex of At receives
‘many’ paths from x. Using the minimality of t (in the t-neighbourhood of x chosen above)
we will show (see Lemma 3.5) that x has a balanced neighbourhood with almost as many
paths as one would expect, which avoids all saturated sets of edges, and (see Lemma 3.10)
that every balanced t-neighbourhood (A,P) contains a refined t-neighbourhood (B,Q).
We now perform the following algorithm. Let (A,P) be a balanced t-neighbourhood of
the vertex x, and use the lemma mentioned above to find a refined t-neighbourhood (B,Q).
We form cycles by choosing a path from x to Bt, a zig-zag path of length 2ℓ − 2t between
Bt and Bt−1, and then a path in Q back to x. We repeat this process sufficiently many
times, adding to C only those cycles which avoid all saturated sets of edges. This part of the
proof is surprisingly intricate; in particular, one of the key difficulties will be in ensuring we
(typically) have many ‘legal’ choices for the path back to x. Once we have shown that the
family C thus constructed is sufficiently large, we simply note that each of the cycles passes
through one of the edges between x and B1. Assuming that the hypergraph H constructed
so far does not already have sufficiently many edges, it follows by the pigeonhole principle
that one of the cycles of C is not already a member of H, as required.
2.3. Lower bounds, and a proof of Proposition 1.4. In this section we will describe
an extremely simple method of producing many F -free graphs on n vertices, for certain
forbidden families F consisting of cycles. The proof is based on that of a similar result of
Saxton and Thomason [49] for Sidon sets. As well as Proposition 1.4, we shall prove the
following result, which generalizes the bound stated earlier for the family F = {K3, C6}.
Proposition 2.1. There exists a constant c > 0 such that the following holds. Let ℓ > 3,
and set F = {C3, . . . , Cℓ} ∪ {C2ℓ}. There are at least
2(1+c)ex(n,F)
F-free graphs on n vertices for infinitely many values of n ∈ N.
Proof. Choose c > 0 sufficiently small9 so that (1+ c)34/3+c < log2 34, and let n ∈ N be such
that ex(3n,F) 6 34/3+cex(n,F). Note that since ex(n,F) 6 ex(n, C2ℓ) = O(n
4/3), there
exist infinitely many such values of n. Let G be an extremal graph for F on n vertices,
9Since 3−4/3 log2(34) > 1.17 > (21/20) · 3
1/20, it follows that taking c = 1/20 suffices.
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and let G be the collection of graphs obtained from G by blowing up each vertex to size
three, and replacing each edge by a (not necessarily perfect) matching. Since there are 34
matchings in K3,3, it follows that
|G| = 34ex(n,F) > 2(1+c)3
4/3+cex(n,F) > 2(1+c)ex(3n,F)
by our choice of c > 0 and n ∈ N. It therefore suffices to show that G is a family of F -free
graphs on 3n vertices. To do so, simply note that a cycle of length k in G′ ∈ G corresponds
to a non-backtracking walk in G of length k, which must either be a cycle, or contain a cycle
of length at most ⌊k/2⌋. This proves that G is F -free, as required. 
It is easy to see that the proof above can be applied (for example) to any family F
consisting of a graph H with ex(n,H) = O(n4/3) together with all graphs obtained from H
by identifying groups of vertices that are pairwise at distance at least 3 from one another.
On the other hand, in order to prove Proposition 1.4 we will need to apply the following
theorem of Fu¨redi, Naor and Verstrae¨te [33].
Theorem 2.2 (Fu¨redi, Naor and Verstrae¨te, 2005). For all sufficiently large n ∈ N,
ex(n, C6) < 0.6272 · n
4/3,
and for infinitely many values of n there exists a {K3, C6}-free graph G on n vertices with
e(G) > 0.5338 · n4/3.
Since 0.6272
0.5338
≈ 1.17497 < 1.1758, we may apply the same argument as in the proof above.
We remark that it seems to be an incredible coincidence that the bounds obtained in [33]
are almost exactly what we need in order to deduce the proposition.
Proof of Proposition 1.4. Let G be the {K3, C6}-free graph constructed in [33], with n/3
vertices and more than 0.5338 · (n/3)4/3 edges, where n ∈ N is chosen arbitrarily among
those integers for which this graph exists. We remark that although in [33] it is not proven
that G is triangle-free, this follows easily from their construction via a little case analysis.
Now, letting G be the collection of graphs obtained by blowing up each vertex to size three,
and replacing each edge by a matching, it follows that G is a C6-free family, exactly as in
the proof above. Moreover, by Theorem 2.2, we have10
|G| > 340.5338(n/3)
4/3
> 2(1+c)0.6272n
4/3
> 2(1+c)ex(n,C6),
for some c > 0, as required. 
Since it follows from a similar construction, let us also take this opportunity to show that
the bound in Theorem 1.8, and hence also that in Theorem 1.5, is essentially best possible,
conditional on the following conjecture of Erdo˝s and Simonovits [27].
Conjecture 2.3 (Erdo˝s and Simonovits, 1982).
ex
(
n, {C3, C4, . . . , C2ℓ}
)
= Θ
(
n1+1/ℓ
)
.
10Note that 2
0.6272
0.5338 ·3
4/3
≈ 33.91, so we need to take c < 0.0007.
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If the conjecture is true, then there exists (for infinitely many values of N) a graph G
with N vertices and εN1+1/ℓ edges, and girth at least 2ℓ + 1. Choose p ∈ (0, 1) arbitrarily
small, set a = ε/p, and blow up each vertex of G into a set of a vertices. Set n = aN , and
place a copy of the Erdo˝s-Re´nyi random graph G(n, p) on these n vertices; that is, choose
edges independently at random with probability p. We discard all edges inside classes,
and between pairs of classes corresponding to non-edges of G. For each pair of classes
corresponding to an edge of G, we retain an arbitrary maximal matching.
To see that this graph has, with high probability, at least ε3p1/ℓn1+1/ℓ edges, simply observe
that for each edge of G, we expect to obtain at least pa2/2 = ε2/2p edges. (Indeed, we can
search for an edge incident to each vertex in turn, ignoring those which have already been
used.) Thus the expected number of edges in our C2ℓ-free subgraph of G(n, p) is at least
ε2
2p
· εN1+1/ℓ =
ε2
2p
· ε
(
pn
ε
)1+1/ℓ
> ε2 · p1/ℓn1+1/ℓ.
Since the events are independent for different edges of G, a standard concentration argument
shows that the claimed bound holds with high probability.
2.4. Saturated sets in good hypergraphs. In order to slightly simplify the presentation
of the proof of Theorem 1.5 in Section 3, we shall prepare the ground in this section by
giving a couple of key definitions, and proving a simple lemma.
Let us fix ℓ > 2 throughout the rest of the paper. We will need various constants in the
proof below; we define them here for convenience. Informally, they will satisfy
0 < δ ≪ ε(1) ≪ ε(2) ≪ · · · ≪ ε(ℓ) ≪ 1 ≪ C ≪ k0.
More precisely, we can set C = 10ℓ, ε(ℓ) = 1/C3, ε(t − 1) = ε(t)t for each 2 6 t 6 ℓ,
δ = ε(1)3ℓ and k0 = 1/δ. We emphasize that this value of C, which is fixed throughout the
proof of Theorem 1.5, is not the same as the (various different) constants C which appear
in the statements in the Introduction.
For each n, k ∈ N and j ∈ [2ℓ− 1], set
∆(j)(k, n) =
k2ℓ−1n1−1/ℓ(
δkℓ/(ℓ−1)
)j−1 , (3)
and note that ∆(j)(k, n) > 1 if k 6 n(ℓ−1)/ℓ. This will represent the maximum degree of a
set of j vertices in the 2ℓ-uniform hypergraph we will construct, whose edges will represent
(a subset of the) copies of C2ℓ in a given graph G with n vertices and kn
1+1/ℓ edges.
Definition 2.4 (Good hypergraphs). We will say that a hypergraph H is good with respect
to (δ, k, ℓ, n) (or simply good), if dH(σ) 6 ∆
(|σ|)(k, n) for every σ ⊂ V (H) with 1 6 |σ| < 2ℓ.
Similarly, we will say that a collection H of copies of C2ℓ in a graph G is good if the
corresponding hypergraph with vertex set E(G) and edge set H is good.
Next, we define F(H) to be the collection of subsets of V (H) that are at their maximum
degree.
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Definition 2.5 (Saturated sets). Given a 2ℓ-uniform hypergraph H and a set σ ⊂ V (H)
with 1 6 |σ| < 2ℓ, we say that σ is saturated if dH(σ) > ⌊∆
(|σ|)(k, n)⌋. Set
F(H) =
{
σ ⊂ V (H) : σ is saturated
}
.
We will sometimes need to ensure that a copy of C2ℓ contains no saturated set of edges.
In avoiding these sets, the following concept will be useful. For each S ⊂ V (H) and j ∈ N,
define the j-link of S in F = F(H) to be11
L
(j)
F (S) =
{
σ ∈
(
V (H) \ S
)(j)
: σ ∪ τ ∈ F for some non-empty τ ⊂ S
}
,
and set LF(S) =
⋃
j>1L
(j)
F (S). In order to give the reader some practice with the various
notions just introduced, let us prove the following easy (and useful) bound on |L
(j)
F (S)|.
Lemma 2.6. Let H be a good 2ℓ-uniform hypergraph and let F = F(H). Then∣∣L(j)F (S)∣∣ 6 22ℓ+|S|+1 · (δkℓ/(ℓ−1))j
for every j ∈ N and every S ⊂ V (H).
Proof. For each non-empty set τ ⊂ S, set
J (τ) =
{
σ ∈
(
V (H) \ S
)(j)
: σ ∪ τ ∈ F
}
.
Now, by the handshaking lemma and the definition of goodness, we have
2−2ℓ
∑
σ∈J (τ)
dH(σ ∪ τ) 6 dH(τ) 6 ∆
(|τ |)(k, n),
since each edge of H is counted at most 22ℓ times in the sum (once for each σ ∈ J (τ) which
is a subset of that edge). Moreover∑
σ∈J (τ)
dH(σ ∪ τ) > |J (τ)| · ⌊∆
(|τ |+j)(k, n)⌋,
by the definitions of J and F . Thus
|J (τ)| 6 22ℓ ·
∆(|τ |)(k, n)
⌊∆(|τ |+j)(k, n)⌋
6 22ℓ+1 ·
(
δkℓ/(ℓ−1)
)j
. (4)
Finally, since the sets J (τ) cover L
(j)
F (S), it follows that∣∣L(j)F (S)∣∣ 6 ∑
∅ 6= τ ⊂S
|J (τ)| 6 22ℓ+|S|+1 ·
(
δkℓ/(ℓ−1)
)j
,
as required. 
11We shall write X(j) and X(6 j) to denote the collection of subsets of X of size (at most) j.
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2.5. Notation. Let us finish this section by introducing a few more pieces of notation which
will prove useful in the proof of Theorem 1.5. First, a t-neighbourhood of a vertex x ∈ V (G)
is simply a collection A = (A1, . . . , At) of (not necessarily disjoint) sets of vertices such that
Ai ⊂ N(Ai−1) for each i ∈ [t] (here, and throughout, we set A0 = {x}). In the following
definitions, let P be a collection of paths (x, u1, . . . , ut) of length t in G, where ui ∈ Ai.
We denote by
Pi,j =
{
(ui, . . . , uj) : (x, u1, . . . , ut) ∈ P
}
the set of paths which travel between the ith and the jth vertices12 of a path in P. Moreover,
given u, v ∈ V (G) and a collection of paths Q (for example, Q = Pi,j), we write
Q[u→ v] =
{
(x1, . . . , xs) ∈ Q : x1 = u and xs = v
}
for the set of paths in Q which begin at u and end at v. Similarly, for S ⊂ V (G) we write
Q[u→ S] =
⋃
v∈S Q[u→ v] for the set of paths in Q that start at u and end in S.
Given a family of edge-sets F , we will say that a path P ∈ P avoids F if E(P ) contains
no member of F as a subset, and similarly that P avoids F if every P ∈ P avoids F .
Given a vertex v ∈ V (G) and r ∈ {0, . . . , t − 1}, the r-branching factor of v in P is the
maximum d such that there exist d paths in P with the rth vertex v, and pairwise distinct
(r + 1)st vertices. The branching factor of P is the maximum branching factor of a vertex
in P. Finally, if A = (A1, . . . , At) and B = (B1, . . . , Bt) are sequences of sets of vertices of
the same length, then we write A ≺ B to denote the fact that Ai ⊂ Bi for every i ∈ [t].
3. The balanced Erdo˝s-Simonovits conjecture for even cycles
In this section we shall prove Theorem 1.5, using the following key proposition, which
allows us to build up the good hypergraph H representing cycles in G one cycle at a time.
Recall that an integer ℓ > 2, and constants δ > 0 and k0 ∈ N were fixed above.
Proposition 3.1. Let n, k ∈ N, with k > k0, let G be a graph with n vertices and kn
1+1/ℓ
edges, and let H be a collection of copies of C2ℓ in G that is good with respect to (δ, k, ℓ, n).
If e(H) 6 δk2ℓn2, then there exists a copy H 6∈ H of C2ℓ such that H ∪ {H} is good.
We remark that Theorem 1.5 follows easily by repeatedly applying Proposition 3.1, see
Section 3.5 for the details.
3.1. A sketch of the proof. The proof Proposition 3.1 is quite long and technical, and
so we shall begin with a brief outline of the proof, see also Section 2.2. We shall introduce
three different types of ‘t-neighbourhood’ of a vertex x ∈ V (G), which we term concentrated,
balanced and refined, respectively, each of which is more restrictive than the previous one.
The first step in the proof is to choose a vertex x ∈ V (G) with a concentrated t-
neighbourhood (see Definition 3.2), with t as small as possible. Next, we show that x
moreover has a balanced t-neighbourhood (A,P) (see Definition 3.4) containing roughly as
many paths as one would expect, and avoiding F = F(H) (see Lemma 3.5). We then show
12By convention, we give the initial vertex of a path label zero, so ui is the ith vertex of (x, u1, . . . , ut).
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that x has a refined t-neighbourhood (B,Q) (see Definition 3.9) with B ≺ A and Q ⊂ P
(see Lemma 3.10). The minimality of t is crucial in the proofs of Lemmas 3.5 and 3.10.
Having completed these preliminaries, we then construct a collection C of copies of C2ℓ
by choosing a path from x to Bt, a zigzag path of length 2ℓ− 2t between Bt and Bt−1, and
a path in Q back to x. We use the properties of a refined t-neighbourhood to show that
there are many such cycles, and to control the number of cycles that contain a saturated
set of edges. Finally, we use our assumption that H is good, together with the pigeonhole
principle, to show that the collection C is not contained in H, as required.
3.2. Balanced t-neighbourhoods. In this section we will lay the groundwork for the proof
of Proposition 3.1 by finding a vertex in V (G) with a particularly ‘well-behaved’ collection
of paths of (some well-chosen) length t leaving it. To avoid repetition, let us fix integers
n, k ∈ N with k > k0, a graph G with at most n vertices and at least kn
1+1/ℓ edges, and a
collection H of at most δk2ℓn2 copies of C2ℓ in G which is good with respect to (δ, k, ℓ, n).
We will also write H for the corresponding 2ℓ-uniform hypergraph H with vertex set E(G).
To begin, observe that, since e(H) 6 δk2ℓn2, there are at most
2ℓ · e(H)
∆(1)(k, n)
≪ e(G)
saturated edges of G. Thus, by choosing a (non-empty) subgraph of G if necessary (and
weakening the bound on e(G) slightly), we may assume that
dH(e) < ∆
(1)(k, n) for every e ∈ E(G), (5)
i.e., that none of the edges of G are saturated. In fact, since δ = ε(1)3ℓ, we may (and will)
assume the stronger bound, that
dH(e) < ε(1)
3ℓ−1k2ℓ−1n1−1/ℓ for every e ∈ E(G). (6)
Similarly, since there are at most Cε(ℓ)kn1+1/ℓ ≪ e(G) edges of G incident to vertices of
degree at most Cε(ℓ)kn1/ℓ, we may also assume that δ(G) > Cε(ℓ)kn1/ℓ.
The first step is to define, for each vertex x ∈ V (G), a distance t(x) ∈ [2, ℓ] at which the
neighbourhood of x becomes sufficiently concentrated.
Definition 3.2. Let x ∈ V (G), and let A = (A1, . . . , At) be a collection of (not necessarily
disjoint) subsets of V (G). We say that A is a concentrated t-neighbourhood of x if
|At| 6 k
(ℓ−t)/(ℓ−1)nt/ℓ, (7)
but |N(v) ∩Ai| > Cε(t)kn
1/ℓ for every v ∈ Ai−1 and every i ∈ [t], where A0 = {x}.
Define t(x) to be the minimal t > 2 such that there exists a concentrated t-neighbourhood
of x in G (set t(x) =∞ if none exists), and define t(G) = min{t(x) : x ∈ V (G)}.
The following easy observation uses the fact that δ(G) > Cε(ℓ)kn1/ℓ.
Lemma 3.3. t(x) 6 ℓ for every x ∈ V (G).
Proof. The proof is an easy consequence of the definition: simply set Ai = N(Ai−1) for each
1 6 i 6 ℓ, and note that the condition (7) holds trivially for t = ℓ. 
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As noted above, the cycles in C will all pass through some vertex x with t(x) = t(G).
The next step is to show that, given such a vertex x, there exists a ‘well-behaved’ collection
of paths in G, each starting at x and of length t(G). The following definition gathers the
properties that we will require this collection to possess.
Definition 3.4 (Balanced t-neighbourhoods). Let x ∈ V (G) and 2 6 t ∈ N. Set A0 = {x},
and suppose that
• A = (A1, . . . , At) is a collection of (not necessarily disjoint) sets of vertices of G,
• P is a collection of paths in G of the form (x, u1, . . . , ut), with ui ∈ Ai for each i ∈ [t].
We will say that the pair (A,P) forms a balanced t-neighbourhood of x if the following
conditions hold:
(i) The first and last levels are not too large, that is:
|A1| 6 kn
1/ℓ and |At| 6 k
(ℓ−t)/(ℓ−1)nt/ℓ. (8)
(ii) For every i, j with 0 6 i < j 6 t and (i, j) 6= (0, t), and every pair u ∈ Ai, v ∈ Aj ,
|Pi,j[u→ v]| 6 k
(j−i−1)ℓ/(ℓ−1). (9)
(iii) The branching factor of P is at most Cε(t)kn1/ℓ.
Note that in a balanced t-neighbourhood P could be empty, so we will always additionally
require a lower bound (of order (kn1/ℓ)t) on the number of paths; however, the exact value of
this lower bound will vary depending on the situation. The purpose of condition (i) is to allow
us to apply the pigeonhole principle later on; conditions (ii) and (iii) are designed to prevent
too many paths from being removed when we ‘refine’ the neighbourhood in Section 3.4.
The main objective of this subsection is to prove the following lemma. Recall that the
graph G and the hypergraph H were fixed earlier, and set t := t(G).
Lemma 3.5. Let x ∈ V (G). If t(x) = t, then G contains a balanced t-neighbourhood (A,P)
of x, with
|P| >
Ct
2
(
ε(t)kn1/ℓ
)t
, (10)
such that P avoids F = F(H).
In order to find a collection of paths as in Lemma 3.5, we simply take a large collection of
paths of length t from x (which is guaranteed to exist by Definition 3.2), and then remove
paths until condition (ii) holds. The key point is that, if too many paths are removed in
this second step, then we will be able to show that t(x) < t, which is a contradiction. The
following easy lemma is the key tool in this deduction.
Lemma 3.6. Let R be a collection of paths of length s > 2 in G from a vertex x ∈ V (G) to
a set B ⊂ V (G). If |B| 6 k(ℓ−s)/(ℓ−1)ns/ℓ,
|R| > 2Cs · ε(s)
(
kn1/ℓ
)s
and R has branching factor at most kn1/ℓ, then t(x) 6 s.
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Proof. For each 0 6 i 6 s, set Ai equal to the collection of ith vertices of the paths in
a collection R′ ⊂ R obtained as follows: simply remove (repeatedly) from each Ai (with
0 6 i < s), any vertex whose i-branching factor (in the remaining paths) is less than
Cε(s)kn1/ℓ, and remove from R all paths with this as their ith vertex. If R′ is non-empty,
then it follows by construction that A = (A1, . . . , As) is a concentrated s-neighbourhood
of u, and thus t(x) 6 s, as claimed.
It therefore suffices to show that not all paths are destroyed in the process described above.
To see this, simply note that the number of paths destroyed is at most
Cs · ε(s)
(
kn1/ℓ
)s
6 |R|/2,
since each destroyed path passes through a vertex of branching factor at most Cε(s)kn1/ℓ,
and the branching factor of every other vertex is at most kn1/ℓ. 
We are now ready to prove Lemma 3.5.
Proof of Lemma 3.5. Let A be a concentrated t-neighbourhood of x, where t(x) = t(G) = t.
We may and will assume that |A1| 6 kn
1/ℓ, since if A1 is larger than this, then we can remove
vertices from A1 without destroying the concentrated neighbourhood property. Furthermore
since A is a concentrated t-neighbourhood, we have that |At| 6 k
(ℓ−t)/(ℓ−1)nt/ℓ.
For every i ∈ [t] and every v ∈ Ai−1, where A0 = {x}, select an arbitrary subset
Qi(v) ⊂ N(v) ∩ Ai
of size |Qi(v)| = Cε(t)kn
1/ℓ. LetQ be the set of all paths of the form (x, u1, . . . , ut), generated
as follows: For each i = 1, 2, . . . , t, select ui ∈ Qi(ui−1) satisfying
13
ui 6∈ V (Si) and ui−1ui 6∈ L
(1)
F
(
E(Si)
)
,
where Si is the path (x, u1, . . . , ui−1).
We claim that
|Q| >
3
4
(
Cε(t)kn1/ℓ
)t
. (11)
To see this, simply recall that
∣∣L(1)F (E(Si))∣∣ 6 25ℓδkℓ/(ℓ−1), by Lemma 2.6, and so the number
of choices for the vertex ui is at least
Cε(t)kn1/ℓ − 2ℓ− 25ℓδkℓ/(ℓ−1) >
Cε(t)
(4/3)1/t
· kn1/ℓ,
where we used the inequalities δ ≪ ε(t) and k 6 n(ℓ−1)/ℓ.
We now remove some paths from the collection Q to produce the collection P. If there
exists 0 6 i < j 6 t with (i, j) 6= (0, t) and vertices u ∈ Ai and v ∈ Aj such that∣∣Qi,j [u→ v]∣∣ > k(j−i−1)ℓ/(ℓ−1), (12)
then choose a path Q = (x, u1, . . . , ut) ∈ Q with ui = u and uj = v, and remove Q from
Q. Repeat this until there are no such paths remaining in Q, and let P be the set of paths
remaining at the end. By construction, P satisfies conditions (ii) and (iii) of Definition 3.4,
13Recall that L
(1)
F
(
·
)
is a collection of edges of G.
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and moreover it avoids F , since none of the edges of G are saturated (by (5)), and since we
chose ui so that ui−1ui 6∈ L
(1)
F
(
E(Si)
)
.
It only remains to prove (10); to do so, we will use the fact that t(x) = t(G) to bound the
number of paths removed from Q. Given 0 6 i < j 6 t, let us say that an ordered pair of
vertices (u, v) is (i, j)-unbalanced if (12) holds (in the original family Q), and set
R(i, j) =
{
Q = (x, u1, . . . , uj) ∈ Q0,j : (ui, uj) is (i, j)-unbalanced
}
.
We claim that
|R(i, j)| 6
(
Cε(t)kn1/ℓ
)j
4t2
(13)
for every 0 6 i < j 6 t with (i, j) 6= (0, t). To prove (13), note first that if s := j − i = 1,
then R(i, j) = ∅ (since no pair of vertices (u, v) can be (i, i + 1)-unbalanced), so we may
assume that s > 2. Next, observe that
|R(i, j)| 6
∑
u∈Ai
∣∣R(i, j)0,i[x→ u]∣∣ · ∣∣R(i, j)i,j[u→ Aj]∣∣,
and that
∑
u∈Ai
|R(i, j)0,i[x→ u]| 6
(
Cε(t)kn1/ℓ
)i
, since R(i, j)0,i ⊂ Q0,i and so we have at
most Cε(t)kn1/ℓ choices at each step. Hence, if |R(i, j)| > (1/4t2)
(
Cε(t)kn1/ℓ
)j
, then there
must exist a vertex u ∈ Ai such that∣∣R(i, j)i,j [u→ Aj ]∣∣ > 1
4t2
·
(
Cε(t)kn1/ℓ
)s
> 2Ct · ε(s)
(
kn1/ℓ
)s
(14)
since 2 6 s 6 t− 1, and therefore Cε(t)s > 8t3 · ε(s). We will show that t(u) < t(x).
To do so, we will apply Lemma 3.6 to the collection R(i, j)i,j[u→ Aj]. Recall that s > 2,
and note that the required bounds on the number of paths and the branching factor follow
from (14) and the definition of Q respectively. However, we also require an upper bound on
the size of the set
B :=
{
uj ∈ Aj : there exists a path (x, u1, . . . , uj) ∈ R(i, j) with ui = u
}
,
that is, the set of end-vertices of the paths in R(i, j) whose ith vertex is u. Observe that,
since each pair (u, uj) is unbalanced, we have
|B| 6
(
Cε(t)kn1/ℓ
)j−i
k(j−i−1)ℓ/(ℓ−1)
6 k(ℓ−j+i)/(ℓ−1)n(j−i)/ℓ. (15)
By Lemma 3.6, it follows from (14) and (15) that t(u) 6 s < t(x), as claimed. This
contradicts the minimality of t(x), and hence proves (13).
Finally, it follows from (13), and the branching factor of Q, that at most∑
i,j
∣∣R(i, j)∣∣ · (Cε(t)kn1/ℓ)t−j 6 1
4
·
(
Cε(t)kn1/ℓ
)t
paths are removed. Combining this with (11) gives (10), as required. 
Before moving on to the meat of the proof – the construction of the family of cycles C –
let us note two simple but key properties of balanced neighbourhoods.
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Lemma 3.7. Let x ∈ V (G), and let (A,P) be a balanced t-neighbourhood of x. Let w ∈ At,
and let v ∈ V (G) \ {x, w}. There are at most
ℓ · k(t−2)ℓ/(ℓ−1)
paths P ∈ P[x→ w] with v ∈ V (P ).
Proof. For each 1 6 j 6 t−1, we count the number of paths (x, u1, . . . , ut−1, w) in P[x→ w]
such that uj = v. By property (ii) of Definition 3.4, we obtain a bound of
t−1∑
j=1
|P0,j[x→ v]| · |Pj,t[v → w]| 6 (t− 1) · k
(t−2)ℓ/(ℓ−1)
6 ℓ · k(t−2)ℓ/(ℓ−1),
as claimed. 
Lemma 3.8. Let x ∈ V (G), and let (A,P) be a balanced t-neighbourhood of x. Let σ ⊂ E(G)
with 1 6 |σ| 6 t− 1. For each w ∈ At, there are at most
tt · k(t−|σ|−1)ℓ/(ℓ−1)
paths P ∈ P[x→ w] with σ ⊂ E(P ).
Proof. When |σ| = t− 1 the result is trivial, since there is at most one path P ∈ P[x→ w]
with σ ⊂ E(P ). Therefore, let us assume that 1 6 |σ| 6 t − 2. We will count the number
of paths in P[x → w] with σ ⊂ E(P ) as follows. Observe that, if σ ⊂ E(P ) for some path
P ∈ P, then σ may be decomposed into a sequence of paths between disjoint collections of
sets in A. Since property (ii) of Definition 3.4 gives us a bound on the number of ways of
travelling between a given vertex of Ai and a given vertex of Aj along a path of P, it is easy
to deduce the claimed bound.
To spell out the details, let σ = σ1 ∪ . . . ∪ σr, where σq is a path between uq ∈ Ai(q) and
vq ∈ Aj(q), and i(q) < j(q) < i(q
′) < j(q′) for each 1 6 q < q′ 6 r. Note that the sequence(
i(1), j(1), . . . , i(r), j(r)
)
might not be unique, since the sets of A may not be disjoint, but
in any case there are at most tt possible sequences for each set σ. By property (ii) of
Definition 3.4, and setting v0 = x, ur+1 = w, j(0) = 0 and i(r + 1) = t, we have
r∏
q=0
∣∣Pj(q),i(q+1)[vq → uq+1]∣∣ 6 (kℓ/(ℓ−1))∑rq=0 max{i(q+1)−j(q)−1,0}.
Since
∑r
q=0
(
i(q + 1) − j(q)
)
= t − |σ|, it follows that the number of paths in P[x → w]
containing σ is at most
tt · k(t−|σ|−1)ℓ/(ℓ−1),
as required. 
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3.3. Refined t-neighbourhoods. In this section we will show how to ‘refine’ a balanced
t-neighbourhood so that each vertex has a sufficiently large neighbourhood, and each vertex
of the final set receives many paths, without destroying too many of the paths of P.
Definition 3.9 (Refined t-neighbourhood). Let (B,Q) be a balanced t-neighbourhood of x.
We say that (B,Q) form a refined t-neighbourhood of x if the following conditions also hold:
(i) For every i ∈ {0, 1, . . . , t− 1} and every u ∈ Bi,
|N(u) ∩Bi+1| > ε(t)kn
1/ℓ.
(ii) For every v ∈ Bt,
|N(v) ∩Bt−1| > ε(t)
2kℓ/(ℓ−1).
(iii) For every v ∈ Bt,
|Q[x→ v]| > ε(t)tk(t−1)ℓ/(ℓ−1).
The properties above will allow us to find many cycles through x of the form described
earlier (a path out from x, a zig-zag path, and a path back to x). The following lemma allows
us to find a refined neighbourhood inside a balanced neighbourhood. Recall that t = t(G).
Lemma 3.10. If (A,P) is a balanced t-neighbourhood of x, and
|P| >
Ct
2
(
ε(t)kn1/ℓ
)t
,
then there exists a refined t-neighbourhood (B,Q) of x, with B ≺ A and Q ⊂ P.
Proof of Lemma 3.10. Repeatedly perform the following three steps until no further vertices
are removed.
1. If there exists i ∈ {1, . . . , t− 1} and a vertex v ∈ Ai with
|N(v) ∩ Ai+1| < ε(t)kn
1/ℓ,
then remove v from Ai, and remove all paths P = (x, u1, . . . , ut) ∈ P with ui = v.
2. If there exists a vertex v ∈ At with
|N(v) ∩At−1| < ε(t)
2kℓ/(ℓ−1),
then remove v from At, and remove all paths P = (x, u1, . . . , ut) ∈ P with ut = v.
3. If there exists a vertex v ∈ At with
|P[x→ v]| < ε(t)tk(t−1)ℓ/(ℓ−1),
then remove v from At, and remove all paths P = (x, u1, . . . , ut) ∈ P with ut = v.
Let B ≺ A and Q ⊂ P be the collection of sets and paths at the end of this process.
We claim that (B,Q) is a refined t-neighbourhood of x. Indeed, properties (ii) and (iii)
of Definition 3.9, and also property (i) for i 6= 0, hold by construction, since we would have
removed any offending vertex or path. It therefore only remains to prove that property (i)
holds for i = 0, i.e., that |N(x) ∩ B1| > ε(t)kn
1/ℓ.
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In order to prove this, we will in fact show that
|Q| >
Ct
4
(
ε(t)kn1/ℓ
)t
. (16)
Since, by property (iii) of Definition 3.4, the branching factor of P is at most Cε(t)kn1/ℓ,
the required bound on the degree of x follows immediately. In order to prove (16), we shall
consider each of the three steps, showing for each that not too many paths are destroyed.
We claim first that few paths are removed in Steps 1 and 3. Indeed, again using our bound
on the branching factor of P, it follows that in Step 1 we remove at most
t · ε(t)kn1/ℓ ·
(
Cε(t)kn1/ℓ
)t−1
= t · Ct−1
(
ε(t)kn1/ℓ
)t
paths from P, and in Step 3 we remove at most
ε(t)tk(t−1)ℓ/(ℓ−1)|At| 6
(
ε(t)kn1/ℓ
)t
paths from P, since |At| 6 k
(ℓ−t)/(ℓ−1)nt/ℓ, by property (i) of Definition 3.4.
Finally, we claim that at most 2Ct−1
(
ε(t)kn1/ℓ
)t
paths are destroyed in Step 2; to prove
this we will again use the minimality of t = t(x). Indeed, let Z ⊂ At and P(Z) denote the
collection of vertices and paths (respectively) removed in Step 2, and consider the set
Y =
{
v ∈ At−1 : v has (t− 1)-branching factor at least ε(t)kn
1/ℓ in P(Z)
}
.
Summing the (t − 1)-branching factors in P(Z) of the vertices in Y , observing that each
vertex of Z contributes at most ε(t)2kℓ/(ℓ−1) to this sum14, and recalling that |Z| 6 |At| 6
k(ℓ−t)/(ℓ−1)nt/ℓ, we obtain
|Y | 6
|Z| · ε(t)2kℓ/(ℓ−1)
ε(t)kn1/ℓ
6 ε(t)k(ℓ−t+1)/(ℓ−1)n(t−1)/ℓ. (17)
Moreover, by the definition of Y and our bound on the branching number of P, at most
Ct−1(ε(t)kn1/ℓ)t paths in P(Z) have their penultimate vertex in At−1 \ Y and final vertex
in Z. Hence, if more than 2Ct−1
(
ε(t)kn1/ℓ
)t
paths were destroyed via the removal of vertices
in Z, then there exists a set of Ct−1
(
ε(t)kn1/ℓ
)t
paths in P(Z) whose penultimate vertex is
in Y , and hence (again using our bound on the branching number) there exists a set of at
least
Ct−1
(
ε(t)kn1/ℓ
)t
Cε(t)kn1/ℓ
> 2Ct · ε(t− 1)(kn1/ℓ)t−1 (18)
paths of length t−1 in G from x to Y , since ε(t−1) = ε(t)t and 2Ct ·ε(t) 6 1. If t > 3, then
by removing the final edge from each of these paths, we obtain a collection of paths of length
t − 1 > 2 from x to Y that, by (17) and (18), satisfies the conditions of Lemma 3.6. This
implies t(x) 6 t − 1, which contradicts our assumption that t(x) = t. On the other hand,
if t = 2 then (17) states that |Y | 6 ε(t)kn1/ℓ, and hence, by our bound on the branching
number, there are at most C
(
ε(t)kn1/ℓ
)2
paths in P whose penultimate vertex is in Y . Thus,
in either case, at most 2Ct−1
(
ε(t)kn1/ℓ
)t
paths are destroyed in Step 2, as claimed.
14Note that this is true even if the vertex has more than this many neighbours in the original set At−1.
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Putting the pieces together, and recalling that C > 10ℓ, it follows that at most(
(t + 2)Ct−1 + 1
)(
ε(t)kn1/ℓ
)t
6
Ct
4
(
ε(t)kn1/ℓ
)t
paths were removed in Steps 1, 2 and 3 combined, and hence (16) holds. By the comments
above, it follows that (B,Q) is a refined t-neighbourhood of x, as required. 
3.4. Finding cycles in refined t-neighbourhoods. We are now ready to complete the
proof of the key proposition.
Proof of Proposition 3.1. Fix an arbitrary x ∈ V (G) with t(x) = t(G) = t. By Lemma 3.5,
there exists a balanced t-neighbourhood (A,P) of x ∈ V (G), avoiding F = F(H). Applying
Lemma 3.10, we obtain a refined t-neighbourhood (B,Q) with B ≺ A and Q ⊂ P.
To find a copy H of C2ℓ in G that is not already in H and with H∪{H} good, we will find
a large collection of 2ℓ-cycles, each cycle containing an edge between x and B1 and avoiding
all saturated sets of edges. Note that, since |B1| 6 kn
1/ℓ by property (i) of Definition 3.4, it
is sufficient to find such a collection of cycles C with
|C| > ε(1)3ℓ−1k2ℓn. (19)
Indeed, by the pigeonhole principle and our bound (6) on the degree of a single edge in H,
it follows from (19) that at least one of these cycles will not already be in H. Since (we will
ensure that) no cycle in C contains a saturated set of edges, we will be able to add this cycle
to H and obtain a hypergraph that is still good, as required.
As noted earlier, each cycle in C will be formed by paths P and Q, constructed as follows:
P , of length 2ℓ − t, goes from x to Bt, and then alternates between Bt and Bt−1, finishing
at some vertex v2ℓ−t ∈ Bt, and Q ∈ Q[x → v2ℓ−t] is chosen so that P ∪ Q does not contain
any forbidden set. For technical reasons (see Claim 3, below), it is important that there are
not too many choices for the path P . Therefore, let us first choose sets
Xi(u) ⊂ N(u) ∩ Bi+1 with |Xi(u)| = ε(t)kn
1/ℓ
for each i ∈ {0, . . . , t− 1} and each u ∈ Bi, and
Xt(u) ⊂ N(u) ∩ Bt−1 with |Xt(u)| = ε(t)
2kℓ/(ℓ−1)
for each u ∈ Bt. (These exist by properties (i) and (ii) of Definition 3.9.) We will choose
the vertices of the path P from the sets Xi(u).
To be precise, we perform the following algorithm:
Algorithm for finding cycles. Let C be the set of cycles obtained via the following process.
0. Set C = ∅. Now repeat the following two steps until STOP.
1. If possible, generate a path (v0, v1, . . . , v2ℓ−t) not previously generated in this step as
follows. Let v0 = x, and define
s(i) =


i if i ∈ {0, 1, . . . , t},
t− 1 if i ∈ {t+ 1, t+ 3, . . . , 2ℓ− t− 1},
t if i ∈ {t+ 2, t+ 4, . . . , 2ℓ− t}.
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Now, for i = 0, . . . , 2ℓ− t− 1, select vi+1 from Xs(i)(vi) ⊂ N(vi) ∩Bs(i+1) such that
vi+1 6∈
{
v0, . . . , vi
}
and vivi+1 6∈ L
(1)
F
(
E(Pi)
)
, (20)
where Pi is the path (v0, . . . , vi). Set P = P2ℓ−t.
Otherwise (that is, if no such path P exists that has not already been generated),
then STOP.
2. Let Q(P ) ⊂ Q[x→ v2ℓ−t] be an arbitrary set of exactly ε(t)
tk(t−1)ℓ/(ℓ−1) paths ending
at v2ℓ−t, and let Q
′(P ) ⊂ Q(P ) denote the collection of paths Q ∈ Q(P ) which use
no vertex of {v1, . . . , v2ℓ−t−1} and avoid LF(E(P )).
For each path Q ∈ Q′(P ), join the paths P and Q to form a cycle and add this to C.
Since vivi+1 6∈ L
(1)
F
(
E(Pi)
)
for each 0 6 i 6 2ℓ − t − 1, since the paths in Q(P ) avoid
LF (E(P )), and since Q ⊂ P avoids F , it follows that no member of C contains any saturated
set of edges. In order to complete the proof of of Proposition 3.1, it will therefore suffice to
show that (19) holds.
Claim 1: There are at least
1
2
·
(
ε(t)kn1/ℓ
)ℓ
·
(
ε(t)2kℓ/(ℓ−1)
)ℓ−t
choices for the path P in Step 1.
Proof of Claim 1. We will show that at most 2ℓ + 25ℓδkℓ/(ℓ−1) choices are excluded for each
vertex. To see this, note first that at most 2ℓ choices are excluded by the condition that
vi+1 6∈
{
v0, . . . , vi
}
. Moreover, by Lemma 2.6 we have∣∣L(1)F (E(Pi))∣∣ 6 22ℓ+e(Pi)+1 · δkℓ/(ℓ−1) 6 25ℓδkℓ/(ℓ−1),
as required. Hence, if i ∈ {1, . . . , t− 1}∪ {t+1, t+3, . . . , 2ℓ− t− 1}, then there are at least
ε(t)kn1/ℓ −
(
2ℓ+ 25ℓδkℓ/(ℓ−1)
)
>
1
21/2ℓ
· ε(t)kn1/ℓ
choices for vi+1, where the last inequality follows since k 6 n
(ℓ−1)/ℓ and δ ≪ ε(t)2. Similarly,
if i ∈ {t, t + 2, . . . , 2ℓ− t− 2}, then there are at least
ε(t)2kℓ/(ℓ−1) −
(
2ℓ+ 25ℓδkℓ/(ℓ−1)
)
>
1
21/2ℓ
· ε(t)2kℓ/(ℓ−1)
choices for vi+1, again using the fact that δ ≪ ε(t)
2. It follows immediately that the total
number of choices for P is at least
1
2
·
(
ε(t)kn1/ℓ
)ℓ
·
(
ε(t)2kℓ/(ℓ−1)
)ℓ−t
as claimed. 
Let D denote the collection of paths P generated in Step 1 for which there are at least
1
4
· ε(t)tk(t−1)ℓ/(ℓ−1)
paths Q ∈ Q(P ) with E(Q) ∈ LF (E(P )). We will show later that |D| is not too large.
22 ROBERT MORRIS AND DAVID SAXTON
The next claim shows that if the path chosen in Step 1 satisfies P 6∈ D, then we have
many choices for the path Q in Step 2.
Claim 2: Let P be a path chosen in Step 1. If P 6∈ D, then
|Q′(P )| >
1
2
· ε(t)tk(t−1)ℓ/(ℓ−1).
Proof of Claim 2. Since |Q(P )| = ε(t)tk(t−1)ℓ/(ℓ−1), we are required to bound |Q(P ) \Q′(P )|
from above, that is, to bound the number of paths in Q(P ) that either contain a vertex of
P , or fail to avoid LF (E(P )).
To do so, note first that, by Lemma 3.7, the number of paths in Q(P ) which contain some
vertex of P is at most
2ℓ2 · k(t−2)ℓ/(ℓ−1) 6 ε(t)t+1k(t−1)ℓ/(ℓ−1),
where the last inequality follows since k > k0 = ε(1)
−3ℓ. So let σ ∈ LF(E(P )), and consider
the paths in Q(P ) which contain σ. Suppose first that 1 6 |σ| 6 t−1. Then, by Lemma 3.8,
the number of paths in Q(P ) containing σ is at most
ttk(t−|σ|−1)ℓ/(ℓ−1),
and recall that, by Lemma 2.6, we have∣∣L(|σ|)F (E(P ))∣∣ 6 25ℓ(δkℓ/(ℓ−1))|σ|.
Therefore, multiplying the above expressions, it follows that the number of paths in Q(P )
which contain some σ ∈ LF (E(P )) with 1 6 |σ| 6 t− 1 is at most
(2ℓ)5ℓ · δk(t−1)ℓ/(ℓ−1) 6 ε(t)t+1k(t−1)ℓ/(ℓ−1),
where the last inequality holds since δ = ε(1)3ℓ. On the other hand, since P 6∈ D, there are
at most
1
4
· ε(t)tk(t−1)ℓ/(ℓ−1)
paths in Q(P ) which contain (and are therefore equal to) some σ ∈ LF (E(P )) with |σ| = t.
Summing these three bounds, it follows that
|Q(P ) \ Q′(P )| 6
1
2
· ε(t)tk(t−1)ℓ/(ℓ−1),
as claimed. 
Finally, we need to show that D is not too large. In order to do so, we will need two easy
but technical claims. The first bounds the number of paths in D ending at a given vertex
and containing a given set of edges.
Claim 3: Given a set of edges J ⊂ E(G) of size |J | = j, and a vertex v ∈ Bt, there are at
most
m(j) :=
{
(2ℓ)2ℓ ·
(
ε(t)kn1/ℓ
)ℓ−1
·
(
ε(t)2kℓ/(ℓ−1)
)ℓ−t−j
if 1 6 j 6 ℓ− t,
(2ℓ)2ℓ ·
(
ε(t)kn1/ℓ
)2ℓ−t−j−1
if ℓ− t < j < 2ℓ− t
paths P ∈ D ending at v with J ⊂ E(P ).
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Proof of Claim 3. Note that we have at most (2ℓ)2ℓ choices for the positions of the edges of
J in the path P . So let’s fix such a choice, and count the corresponding paths.
To do so, it suffices to observe that at least j + 2 of the vertices of P are fixed (these are
the endpoints of edges in J , and the endpoints x and v of P ), and that kn1/ℓ > kℓ/(ℓ−1). The
bound in the case j > ℓ− t now follows immediately, since we have at most ε(t)kn1/ℓ choices
for each not-yet-chosen vertex vi. Moreover, the bound in the case j 6 ℓ − t also follows
easily, we have ε(t)kn1/ℓ choices for (at most) ℓ − 1 of the not-yet-chosen vertices, and at
most ε(t)2kℓ/(ℓ−1) choices for each of the remaining vertices. 
The key property of the bound m(j) is that it satisfies
m(j) ·
(
δkℓ/(ℓ−1)
)j
6
(
ε(t)kn1/ℓ
)ℓ−1
·
(
ε(t)2kℓ/(ℓ−1)
)ℓ−t
(21)
for every 1 6 j < 2ℓ − t. We shall use the inequality (21) in the proof of Claim 5, below.
Our second technical claim gives a bound on the number of pairs of edge sets (J,Q), where
Q ∈ Q(P ) for some P ∈ D, and E(Q) ∪ J ∈ F .
Claim 4: For some 1 6 j < 2ℓ− t, there exist at least
2−3ℓε(t)tk(t−1)ℓ/(ℓ−1) ·
|D|
2ℓ ·m(j)
(22)
distinct pairs (J,Q) with the following properties:
(a) Q ∈ Q(P ) for some path P ∈ D,
(b) J is a set of j edges of G disjoint from E(Q),
(c) E(Q) ∪ J ∈ F .
Proof of Claim 4. Recall that for each path P ∈ D, there are at least 1
4
· ε(t)tk(t−1)ℓ/(ℓ−1)
paths Q ∈ Q(P ) with E(Q) ∈ LF (E(P )). By the pigeonhole principle, it follows that for
each such path P , there exists a set ∅ 6= f(P ) ⊂ E(P ) such that there are at least
2−3ℓε(t)tk(t−1)ℓ/(ℓ−1) (23)
paths Q ∈ Q(P ), each of which is disjoint from f(P ) and such that E(Q) ∪ f(P ) ∈ F . By
another application of the pigeonhole principle, there exists 1 6 j < 2ℓ − t for which there
are at least |D|/2ℓ paths P ∈ D with |f(P )| = j.
We claim that there are at least
|D|
2ℓ ·m(j)
(24)
distinct pairs (J, v) such that v ∈ Bt, |J | = j and f(P ) = J for some path P ∈ D which
ends at v. Indeed, since f(P ) ⊂ E(P ) for each P ∈ D, it follows from Claim 3 that for each
pair (J, v) with v ∈ Bt and |J | = j, there are at most m(j) paths P ∈ D ending at v with
f(P ) = J . Thus, by the observation above, there must be at least |D|/(2ℓ ·m(j)) such pairs
with at least one such path, as claimed.
Finally, for each such pair (J, v) choose a path P ∈ D which ends at v with f(P ) = J ,
and recall that there are (23) paths Q ∈ Q(P ) with E(Q) ∪ J ∈ F , each of which is disjoint
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from J . Since each Q ∈ Q(P ) has the same endpoint as P , it follows that the pairs (J,Q)
thus obtained are all different, and hence the claim follows. 
We are finally ready to bound |D|. We shall do so by showing that if D were too large,
then some edge of G (more precisely, some edge between x and B1) would be contained in
more than ∆(1)(k, n) members of H, contradicting our assumption that H is good.
Claim 5: |D| 6
1
4
·
(
ε(t)kn1/ℓ
)ℓ
·
(
ε(t)2kℓ/(ℓ−1)
)ℓ−t
.
Proof of Claim 5. In order to deduce that some edge between x and B1 is already contained
in too many cycles, recall first that if |E(Q) ∪ J | = t + j and E(Q) ∪ J ∈ F then
dH
(
E(Q) ∪ J
)
> ⌊∆(t+j)(k, n)⌋ >
1
2
·
∆(1)(k, n)(
δkℓ/(ℓ−1)
)t+j−1 .
On the other hand, every path Q with Q ∈ Q(P ) for some P ∈ D contains an edge of G
between x and B1. Thus, noting that each member of H contains E(Q) ∪ J for at most 2
4ℓ
pairs (J,Q), it follows from Claim 4 that H contains at least
2−3ℓε(t)tk(t−1)ℓ/(ℓ−1) ·
|D|
2ℓ ·m(j)
·
∆(1)(k, n)
24ℓ+1
(
δkℓ/(ℓ−1)
)t+j−1
cycles, each containing some edge between x and B1. Since t > 2 and δ = ε(1)
3ℓ, this is at
least
4
ε(t)
·
|D| ·∆(1)(k, n)
m(j) ·
(
δkℓ/(ℓ−1)
)j > 4ε(t) · |D| ·∆
(1)(k, n)(
ε(t)kn1/ℓ
)ℓ−1
·
(
ε(t)2kℓ/(ℓ−1)
)ℓ−t ,
where the second inequality follows from (21). Now, since |B1| 6 kn
1/ℓ, by an application of
the pigeonhole principle there is an edge e = xu ∈ E(G) with u ∈ B1 such that
dH(e) > 4 ·
|D| ·∆(1)(k, n)(
ε(t)kn1/ℓ
)ℓ
·
(
ε(t)2kℓ/(ℓ−1)
)ℓ−t > ∆(1)(k, n)
if |D| > 1
4
·
(
ε(t)kn1/ℓ
)ℓ
·
(
ε(t)2kℓ/(ℓ−1)
)ℓ−t
, contradicting our assumption that H is good. 
It is now easy to deduce (19). Indeed, multiplying the number of choices in Step 1 for a
path P 6∈ D, by the number of choices in Step 2 for the return path Q, assuming P 6∈ D, it
follows from Claims 1, 2 and 5 that
|C| >
1
2
·
(
1
4
·
(
ε(t)kn1/ℓ
)ℓ
·
(
ε(t)2kℓ/(ℓ−1)
)ℓ−t)(1
2
· ε(t)tk(t−1)ℓ/(ℓ−1)
)
> ε(t)3ℓ−1k2ℓn,
where the initial factor of 1/2 is because we may have counted each cycle twice. In particular,
this implies (19), and thus completes the proof of Proposition 3.1. 
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3.5. Proof of Theorem 1.5. Finally, let us deduce Theorem 1.5 from Proposition 3.1.
Proof of Theorem 1.5. Starting with H = ∅, we repeatedly apply Proposition 3.1 to find a
copy H 6∈ H of C2ℓ in G such that H ∪ {H} is good, and add this to H. We may continue
in this fashion until e(H) > δk2ℓn2, giving a hypergraph that satisfies condition (a) of the
theorem. Since H is good with respect to (δ, k, ℓ, n), and
∆(j)(k, n) =
k2ℓ−1n1−1/ℓ(
δkℓ/(ℓ−1)
)j−1 6 1δ2ℓ · k2ℓ−j− j−1ℓ−1n1−1/ℓ
for every j ∈ [2ℓ − 1] and k 6 n1−1/ℓ, it follows that H also satisfies condition (b) of the
theorem, as required. 
4. Hypergraph containers
In this section we recall the basic definitions relating to hypergraph containers, and state
the theorem from [5, 49] that we will use in order to deduce Theorems 1.1 and 1.2 from
Theorem 1.5. In order to do so, we will need to define a parameter δ(H, τ) which (roughly
speaking) measures the ‘uniformity’ of the hypergraph H.
Definition 4.1. Given an r-uniform hypergraph H, define the co-degree function of H
δ(H, τ) =
1
e(H)
r∑
j=2
1
τ j−1
∑
v∈V (H)
d(j)(v),
where
d(j)(v) = max
{
dH(σ) : v ∈ σ ⊂ V (H) and |σ| = j
}
denotes the maximum degree in H of a j-set containing v.
We remark that we have removed some extraneous constants from the definition in [49],
since these do not affect the formulation of the theorem below.
The following theorem is an easy consequence of [49, Theorem 6.2], see also [5, Proposi-
tion 3.1]. We remark that we may take δ0(r) to be roughly r
−2r.
Theorem 4.2. Let r > 2 and let 0 < δ < δ0(r) be sufficiently small. Let H be an r-graph
with N vertices, and suppose that δ(H, τ) 6 δ for some 0 < τ < 1/2. Then there exists a
collection C of at most
exp
(
τ log(1/τ)N
δ
)
subsets of V (H) such that
(a) for every independent set I there exists a set C ∈ C with I ⊂ C,
(b) e
(
H[C]
)
6
(
1− δ
)
e(H) for every C ∈ C.
We will refer to the collection C as the containers of H, since, by (a), every independent
set is contained in some member of C. The reader should think of V (H) as being the edge
set of some underlying graph G, and E(H) as encoding (some subset of) the copies of a
forbidden graph H in G. Thus every H-free subgraph of G is an independent set of H.
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4.1. How to apply the container theorem. In order to motivate the (slightly technical)
details of the proof below, let us first give a brief outline of how Theorem 4.2 can be used,
in conjunction with a balanced supersaturation theorem like Theorem 1.5, to count H-free
graphs on n vertices. Starting with a single container (the complete graph), we repeat the
following two steps until all containers (each of which is just a graph on n vertices) have
sufficiently few edges. First, we choose a container C in the current collection, and use
the balanced supersaturation theorem to bound the co-degree function δ(H, τ) inside C.
Theorem 4.2 then allows us to replace C by a (not too large) family of (slightly smaller)
containers. Using conditions (a) and (b) of the theorem above, we can bound the total
number of containers produced in this process.
To be a little more precise, let H = C2ℓ and assume that the container we are currently
considering corresponds to a graph G with kn1+1/ℓ edges. Theorem 1.5 provides us with a
family of cycles H that can be thought of as a 2ℓ-uniform hypergraph on vertex set E(G).
We will show (see Proposition 5.2, below), using our bounds on the size and degrees of H,
that if τ = k−(1+2ε), then δ(H, τ) = o(1) as k → ∞. Applying Theorem 4.2 to H, we
obtain a collection of at most exp
(
k−εn1+1/ℓ
)
containers for the C2ℓ-free subgraphs of G,
each containing slightly fewer members of H than G, and hence (using the uniformity of
H), with slightly fewer edges than G. It follows that, after about log n steps, our containers
will have only O(n1+1/ℓ) edges and the process will stop. Crucially, because the number of
containers produced in a given step is a (rapidly) decreasing function of k, the last O(1)
steps dominate the count, see the proofs of Theorems 5.1 and 6.1, below.
5. Counting H-free graphs
In this section we will prove Theorem 1.2, deduce Theorem 1.1 and Theorem 1.3, and
prove Proposition 1.7. In fact, we will prove the following generalization of Theorem 1.2,
which will also prove useful in studying the Tura´n problem on the random graph.
Theorem 5.1. For each ℓ > 2, there exists a constant C = C(ℓ) such that the following
holds for all sufficiently large n, k ∈ N with k 6 n(ℓ−1)
2/ℓ(2ℓ−1)/(log n)ℓ−1. There exists a
collection Gℓ(n, k) of at most
exp
(
Ck−1/(ℓ−1)n1+1/ℓ log k
)
graphs on vertex set [n] such that
e(G) 6 kn1+1/ℓ
for every G ∈ Gℓ(n, k), and every C2ℓ-free graph is a subgraph of some G ∈ Gℓ(n, k).
As we will see below, the bounds in the statement above are probably close to best possible,
cf. Section 2.3. Note that Theorem 1.2 follows immediately from Theorem 5.1 by choosing
k to be a sufficiently large constant so that k−1/(ℓ−1) log2 k < δ/C.
We begin the proof of Theorem 5.1 by using Theorems 1.5 and 4.2, as outlined in the
previous section, to prove the following container result for C2ℓ-free graphs.
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Proposition 5.2. For every ℓ > 2, there exist k0 ∈ N and ε > 0 such that the following
holds for every k > k0 and every n ∈ N. Given a graph G with n vertices and kn
1+1/ℓ edges,
there exists a collection C of at most
exp
(
n1+1/ℓ
ε
·max
{
k−1/(ℓ−1) log k, n−(ℓ−1)/ℓ(2ℓ−1) log n
})
subgraphs of G such that:
(a) Every C2ℓ-free subgraph of G is a subgraph of some C ∈ C, and
(b) e(C) 6 (1− ε)e(G) for every C ∈ C.
Proof. Given ℓ > 2, let δ > 0 and k0 ∈ N be the constants given by Theorem 1.5, and
assume that δ is sufficiently small so that Theorem 4.2 holds with r = 2ℓ. Let G be a
graph as described in the proposition, and apply Theorem 1.5 to G. We obtain a 2ℓ-uniform
hypergraph H on vertex set E(G), satisfying15:
(i) e(H) > δk2ℓn2,
(ii) dH(σ) 6 ∆
(|σ|)(k, n) for every σ ⊂ V (H) with 1 6 |σ| 6 2ℓ− 1,
such that each of the edges of H corresponds to a copy of C2ℓ in G. We will show that if
1
τ
= δ4k ·min
{
k1/(ℓ−1), n(ℓ−1)/ℓ(2ℓ−1)
}
,
then it follows from (i) and (ii) that δ(H, τ) 6 δ. Indeed, since v(H) = e(G) = kn1+1/ℓ, we
have
δ(H, τ) =
1
e(H)
2ℓ∑
j=2
1
τ j−1
∑
v∈V (H)
d(j)(v)
6
v(H)
e(H)
[
2ℓ−1∑
j=2
(
δ4kℓ/(ℓ−1)
)j−1
∆(j)(k, n) +
(
δ4k · n(ℓ−1)/ℓ(2ℓ−1)
)2ℓ−1]
6
1
δk2ℓ−1n(ℓ−1)/ℓ
[
2ℓ−1∑
j=2
(
δ4kℓ/(ℓ−1)
)j−1
· k2ℓ−1n(ℓ−1)/ℓ(
δkℓ/(ℓ−1)
)j−1 + (δ4k)2ℓ−1n(ℓ−1)/ℓ
]
6
2ℓ−1∑
j=2
δ3j−4 + δ3 6 δ,
as required, where we used the bounds dH(σ) 6 ∆
(|σ|)(k, n) and 1/τ 6 δ4kℓ/(ℓ−1) when
2 6 |σ| 6 2ℓ − 1, and the bounds dH(σ) 6 1 and 1/τ 6 δ
4kn(ℓ−1)/ℓ(2ℓ−1) when |σ| = 2ℓ.
Thus, applying Theorem 4.2, and setting ε = δ6, we obtain a collection C of at most
exp
(
τ log(1/τ)N
δ
)
6 exp
(
n1+1/ℓ
ε
·max
{
k−1/(ℓ−1) log k, n−(ℓ−1)/ℓ(2ℓ−1) log n
})
subsets of V (H) = E(G) such that:
15We recall that the function ∆(j)(k, n) was defined in (3).
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(a) Every C2ℓ-free subgraph of G is a subgraph of some C ∈ C, and
(b′) e
(
H[C]
)
6
(
1− δ
)
e(H) for all C ∈ C.
It only remains to show that condition (b′) implies that e(C) 6 (1− ε)e(G) for every C ∈ C.
To prove this, for each C ∈ C set
D(C) = E(H) \ E(H[C]) =
{
e ∈ E(H) : v ∈ e for some v ∈ V (H) \ C
}
,
and recall that dH(v) 6 e(H)/
(
δkn1+1/ℓ
)
for every v ∈ V (H), by (i) and (ii). Therefore,
|D(C)| 6
e(H)
δkn1+1/ℓ
· |E(G) \ C|.
On the other hand, we have |D(C)| = e(H)− e(H[C]) > δe(H), by condition (b′), and so
|E(G) \ C| > δ2kn1+1/ℓ,
as required. Hence the proposition follows with ε = δ6, as claimed. 
It is straightforward to deduce Theorem 5.1 from Proposition 5.2.
Proof of Theorem 5.1. We apply Proposition 5.2 repeatedly, each time refining the set of
containers obtained at the previous step. More precisely, suppose that after t steps we have
constructed a family Ct such that
|Ct| 6 exp
(
n1+1/ℓ
ε
t∑
i=1
max
{
k(i)−1/(ℓ−1) log k(i), n−(ℓ−1)/ℓ(2ℓ−1) log n
})
,
e(G) 6 k(t)n1+1/ℓ for every G ∈ Ct, and every C2ℓ-free graph is a subgraph of some G ∈ Ct,
where
k(i) = max
{
(1− ε)in1−1/ℓ, k0
}
and k0 and ε are the constants given by Proposition 5.2. We will construct a family Ct+1 by
applying Proposition 5.2 to each graph G ∈ Ct with more than k(t+1)n
1+1/ℓ edges. Finally,
we will show that the family Gℓ(k) := Cm obtained after m iterations of this process has the
required properties, for some suitably chosen m ∈ N.
Set C0 = {Kn}, and observe it satisfies the conditions above. Now, given such a family
Ct, for each G ∈ Ct we will define a collection of containers C(G) as follows: if e(G) 6
k(t + 1)n1+1/ℓ then set C(G) = {G}; otherwise apply Proposition 5.2 to G. We obtain a
collection C(G) of at most
exp
(
n1+1/ℓ
ε
max
{
k(t+ 1)−1/(ℓ−1) log k(t + 1), n−(ℓ−1)/ℓ(2ℓ−1) logn
})
subgraphs of G such that:
(a) Every C2ℓ-free subgraph of G is a subgraph of some C ∈ C(G), and
(b) e(C) 6 (1− ε)e(G) 6 k(t + 1)n1+1/ℓ for every C ∈ C(G).
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Now simply set Ct+1 =
⋃
G∈Ct
C(G), and observe that Ct+1 satisfies the required conditions.
Finally, let us show that if k 6 n(ℓ−1)
2/ℓ(2ℓ−1)/(logn)ℓ−1 and m is chosen to be minimal so
that k(m) 6 k, then
|Cm| 6 exp
(
O(1) · k−1/(ℓ−1)n1+1/ℓ log k
)
as required. To see this, note first that m = O(logn), and that
n−(ℓ−1)/ℓ(2ℓ−1)(log n)2 = O(1) · k−1/(ℓ−1) log k,
by our upper bound on k. Since k(i) decreases exponentially in i, it follows that
m∑
i=1
max
{
k(i)−1/(ℓ−1) log k(i), n−(ℓ−1)/ℓ(2ℓ−1) log n
}
= O(1) · k−1/(ℓ−1) log k,
as claimed, and so the theorem follows. 
As noted above, Theorem 1.2 follows immediately from Theorem 5.1 by choosing k to be
a suitably large constant. Moreover, Theorem 1.1 and Theorem 1.3 are immediate conse-
quences of Theorem 1.2.
Proof of Theorem 1.1. Let G be the collection given by Theorem 1.2. Since every C2ℓ-free
graph is a subgraph of some G ∈ G, it follows that the number of C2ℓ-free graphs on n
vertices is at most ∑
G∈G
2e(G) 6 2δn
1+1/ℓ
· 2Cn
1+1/ℓ
= 2O(n
1+1/ℓ),
as required. 
Proof of Theorem 1.3. Given ε > 0, let G be the collection of graphs given by Theorem 1.2,
applied with δ = ε/2. Now, for any function m = m(n) with m = o
(
n1+1/ℓ
)
, the number of
C2ℓ-free graphs with n vertices and at most m edges is at most
∑
G∈G
m∑
s=0
(
e(G)
s
)
6 n1+1/ℓ · 2δn
1+1/ℓ
(
Cn1+1/ℓ
m
)
6 2εn
1+1/ℓ
if n is sufficiently large. Since ε > 0 was arbitrary, the claimed bound follows. 
Moreover, it is easy to deduce the following theorem, which is only slightly weaker than
Theorem 1.8, from Theorem 5.1 and Markov’s inequality. The lower bound on p(n) is best
possible up to the polylog-factor, see Remark 5.4, below.
Theorem 5.3. For every ℓ > 2, and every function p = p(n)≫ n−(ℓ−1)/(2ℓ−1)(log n)ℓ+1,
ex
(
G(n, p), C2ℓ
)
6 p1/ℓn1+1/ℓ log n
with high probability as n→∞.
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Proof. Choose k so that p = k−ℓ/(ℓ−1) log k, and let Gℓ(k) be the collection of graphs given
by Theorem 5.1. Observe that, if there exists a C2ℓ-free subgraph of G(n, p) with m edges,
then some graph in Gℓ(k) must contain at least m edges of G(n, p). By Theorem 5.1, the
expected number of such graphs is at most
exp
(
Ck−1/(ℓ−1)n1+1/ℓ log k
)
·
(
kn1+1/ℓ
m
)
· pm 6
(
O(1) · pkn1+1/ℓ
m
)m
→ 0
as n→∞ if k 6 n(ℓ−1)
2/ℓ(2ℓ−1)/(logn)ℓ−1 and
m ≫ max
{
pkn1+1/ℓ, k−1/(ℓ−1)n1+1/ℓ log k
}
.
Since one can check that these inequalities hold if
p ≫ n−(ℓ−1)/(2ℓ−1)(logn)ℓ+1 and m > p1/ℓn1+1/ℓ log n,
the result follows. 
Remark 5.4. Note that, since ex
(
G(n, p), C2ℓ
)
is increasing in p, the bound in Theorem 5.3
implies that, for every p(n) 6 n−(ℓ−1)/(2ℓ−1)(logn)2ℓ, we have
ex
(
G(n, p), C2ℓ
)
6 n1+1/(2ℓ−1)(logn)3
with high probability as n→∞. This bound is sharp up to the polylog-factor, cf. (2).
To finish this section, let us prove Proposition 1.7. In fact, since the lower bound on
ex(n,H) implicit in that statement is irrelevant to our counting argument (and moreover is
usually unknown), we shall in fact prove the following rephrased version of the proposition.
Definition 5.5. Let us say that a bipartite graph H is Erdo˝s-Simonovits good for a function
m = m(n) if there exist constants C > 0, ε > 0 and k0 ∈ N such that the following holds.
Let k > k0, and suppose that G is a graph with n vertices and k ·m(n) edges. Then there
exists a (non-empty) collection H of copies of H in G, satisfying
dH(σ) 6
C · |H|
k(1+ε)(|σ|−1)e(G)
for every σ ⊂ V (H) with 1 6 |σ| 6 e(H).
In this language, Conjecture 1.6 states that every bipartite graph H is Erdo˝s-Simonovits
good for the function ex(n,H).
Proposition 5.6. Let H be a bipartite graph and let m : N → N be a function. If H is
Erdo˝s-Simonovits good for m, then there are at most 2O(m(n)) H-free graphs on n vertices.
Sketch proof. The proof is almost identical to (and actually slightly simpler than) that of
Theorem 1.1, so let us emphasize only the differences in the general case. We first prove a
statement analogous to Proposition 5.2, except that the collection C consists of at most
exp
(
k−αn1+1/ℓ
)
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subgraphs of G which cover the H-free graphs on n vertices, where α = ε2, say. To do so,
set 1/τ = δ2k1+ε and observe that, if δ < 1/C2, then
δ(H, τ) =
1
e(H)
e(H)∑
j=2
1
τ j−1
∑
v∈V (H)
d(j)(v)
6
1
e(H)
e(H)∑
j=2
δ2(j−1)k(1+ε)(j−1)
∑
e∈E(G)
C · e(H)
k(1+ε)(j−1)e(G)
6 δ.
where H denotes the e(H)-uniform hypergraph that encodes copies of H in G.
The rest of the proof is exactly the same as above, except that our family Gℓ(k) of containers
(as in Theorem 5.1) might consist of as many as exp
(
k−α/2n1+1/ℓ
)
graphs, each with at most
kn1+1/ℓ edges. We leave the details to the reader. 
6. The Tura´n problem on the Erdo˝s-Re´nyi random graph
In this section we will show how to use the hypergraph container method in a slightly
more complicated way in order to remove the unwanted factor of log n from the bound in
Theorem 5.3, and hence to deduce Theorem 1.8.
Let us introduce some notation to simplify the statements which follow. First, let I = I(n)
denote the collection of C2ℓ-free graphs with n vertices, and let G = G(n, k) denote the
collection of all graphs with n vertices and at most kn1+1/ℓ edges. By a coloured graph, we
mean a graph together with an arbitrary labelled partition of its edge set.
The following structural result turns out to be exactly what we need.
Theorem 6.1. For each ℓ > 2, there exists a constant C = C(ℓ) such that the following holds
for all sufficiently large n, k ∈ N with k 6 n(ℓ−1)
2/ℓ(2ℓ−1)/(logn)2ℓ−2. There exists a collection
S of coloured graphs with n vertices and at most Ck−1/(ℓ−1)n1+1/ℓ edges, and functions
g : I → S and h : S → G(n, k)
with the following properties:
(a) For every s > 0, the number of coloured graphs in S with s edges is at most(
Cn1+1/ℓ
s
)ℓs
· exp
(
Ck−1/(ℓ−1)n1+1/ℓ
)
.
(b) g(I) ⊂ I ⊂ g(I) ∪ h(g(I)) for every I ∈ I.
Note that Theorem 6.1 implies Theorem 5.1. In order to prove Theorem 6.1, we will need
the following slight improvement of Theorem 4.2, which was also proved by Balogh, Morris
and Samotij [5, Proposition 3.1] and by Saxton and Thomason [49, Theorem 6.2].16
16To be precise, Theorem 6.2 in [49] is stated where T is a tuple of vertex sets rather than a single vertex
set, but it is straightforward to deduce this form from the methods of [49].
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Theorem 6.2. Let r > 2 and let 0 < δ < δ0(r) be sufficiently small. Let H be an r-graph
with N vertices, and suppose that δ(H, τ) 6 δ for some τ > 0. Then there exists a collection
C of subsets of V (H), and a function f : V (H)(6τN/δ) → C such that:
(a) for every independent set I there exists T ⊂ I with |T | 6 τN/δ and I ⊂ f(T ),
(b) e
(
H[C]
)
6
(
1− δ
)
e(H) for every C ∈ C.
Note that Theorem 6.2 implies Theorem 4.2. The next step in the proof of Theorem 6.1
is the following strengthened version of Proposition 5.2.
Proposition 6.3. For every ℓ > 2, there exists k0 ∈ N and ε > 0 such that the following
holds for every k > k0 and every n ∈ N. Set
µ =
1
ε
·max
{
k−1/(ℓ−1), n−(ℓ−1)/ℓ(2ℓ−1)
}
. (25)
Given a graph G with n vertices and kn1+1/ℓ edges, there exists a function fG that maps
subgraphs of G to subgraphs of G, such that, for every C2ℓ-free subgraph I ⊂ G,
(a) There exists a subgraph T = T (I) ⊂ I with e(T ) 6 µn1+1/ℓ and I ⊂ fG(T ), and
(b) e
(
fG(T (I))
)
6 (1− ε)e(G).
The deduction of Proposition 6.3 from Theorem 6.2 is identical to that of Proposition 5.2
from Theorem 4.2, and so we leave the details to the reader.
In the proof of Theorem 6.1, we will need the following straightforward lemma (see, for
example, [16, Lemma 4.3]).
Lemma 6.4. Let M > 0, s > 0 and 0 < δ < 1. If a1, . . . , am ∈ R satisfy s =
∑
j aj and
1 6 aj 6 (1− δ)
jM for each j ∈ [m], then
s log s 6
m∑
j=1
aj log aj +O(M).
We can now deduce Theorem 6.1.
Proof of Theorem 6.1. We construct the functions g and h and the family S as follows.
Given a C2ℓ-free graph I ∈ I, we repeatedly apply Proposition 6.3, first to the complete
graph G0 = Kn, then to the graph G1 = fG0(T1) \ T1, where T1 ⊂ I is the set guaranteed to
exist by part (a), then to the graph G2 = fG1(T2) \ T2, where T2 ⊂ I ∩G1 = I \ T1, and so
on. We continue until we arrive at a graph Gm with at most kn
1+1/ℓ edges, and set
g(I) = (T1, . . . , Tm) and h
(
g(I)
)
= Gm.
Since Gm depends only on the sequence (T1, . . . , Tm), the function h is well-defined.
It remains to bound the number of coloured graphs in S with s edges. To do so, it suffices
to count the number of choices for the sequence of graphs (T1, . . . , Tm) with
∑
j e(Tj) = s.
For each j > 1, define k(j) and µ(j) as follows:
e
(
Gm−j
)
= k(j)n1+1/ℓ and µ(j) =
1
ε
·max
{
k(j)−1/(ℓ−1), n−(ℓ−1)/ℓ(2ℓ−1)
}
,
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and note that
k(j) > (1− ε)−j+1k, Tj+1 ⊂ Gj and e(Tm−j) 6 µ(j)n
1+1/ℓ.
Thus, fixing k, ε and s as above, and writing
K(m) =
{
k = (k(1), . . . , k(m)) : (1− ε)−j+1k 6 k(j) 6 n1−1/ℓ
}
for each m ∈ N, and
A(k) =
{
a = (a(1), . . . , a(m)) : a(j) 6 µ(j)n1+1/ℓ and
∑
j
a(j) = s
}
,
for each k ∈ K(m), it follows that the number of coloured graphs in S with s edges is at
most
∞∑
m=1
∑
k∈K(m)
∑
a∈A(k)
m∏
j=1
(
k(j)n1+1/ℓ
a(j)
)
.
Given m ∈ N, k ∈ K(m) and a ∈ A(k), let us partition the product over j according to
whether or not µ(j) = 1
ε
· n−(ℓ−1)/ℓ(2ℓ−1). Since K(m) = ∅ for all m ≫ log n, the product of
the terms for which this is the case is at most(
n2
)∑
j a(j) 6 exp
(
O(1) · n1+1/ℓ−(ℓ−1)/ℓ(2ℓ−1)(log n)2
)
6 exp
(
O(1) · k−1/(ℓ−1)n1+1/ℓ
)
,
where in the last step we used the fact that k 6 n(ℓ−1)
2/ℓ(2ℓ−1)/(logn)2ℓ−2. On the other
hand, if a(j) 6 1
ε
· k(j)−1/(ℓ−1)n1+1/ℓ, then
(
k(j)n1+1/ℓ
a(j)
)
6
(
ek(j)n1+1/ℓ
a(j)
)a(j)
6
(
n1+1/ℓ
εa(j)
)ℓa(j)
,
and hence, by Lemma 6.4, the product over the remaining j is at most(
Cn1+1/ℓ
s
)ℓs
· exp
(
Ck−1/(ℓ−1)n1+1/ℓ
)
for some C = C(ℓ). Noting that
∑∞
m=1
∑
k∈K(m) |A(k)| = n
O(logn), the theorem follows. 
We can now easily deduce Theorem 1.8.
Proof of Theorem 1.8. Let ℓ > 2 and note that, since ex(G,C2ℓ) is an increasing function of
E(G), it suffices to prove the claimed bound in the case p > n−(ℓ−1)/(2ℓ−1)(logn)2ℓ. Given
such a function p = p(n), define k = p−(ℓ−1)/ℓ and (noting that k 6 n(ℓ−1)
2/ℓ(2ℓ−1)/(logn)2ℓ−2)
let g and h be the functions given by Theorem 6.1. Suppose that there exists a C2ℓ-free
subgraph I ⊂ G(n, p) with m edges, and observe that g(I) ⊂ G(n, p), and that G(n, p)
contains at least m− e
(
g(I)
)
elements of h(g(I)). The probability of this event is therefore
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at most
∑
S∈S
(
kn1+1/ℓ
m− e(S)
)
pm 6
Ck−1/(ℓ−1)n1+1/ℓ∑
s=0
(
Cp1/ℓn1+1/ℓ
s
)ℓs
exp
(
Ck−1/(ℓ−1)n1+1/ℓ
)(3pkn1+1/ℓ
m− s
)m−s
6 exp
[
O(1) ·
(
p1/ℓn1+1/ℓ + k−1/(ℓ−1)n1+1/ℓ
)](4pkn1+1/ℓ
m
)m/2
→ 0
as n→∞, as long as
m ≫ max
{
pkn1+1/ℓ, k−1/(ℓ−1)n1+1/ℓ
}
.
Since one can check that these inequalities hold if
p > n−(ℓ−1)/(2ℓ−1)(logn)2ℓ and m ≫ p1/ℓn1+1/ℓ,
the theorem follows. 
7. Complete bipartite graphs
In this section we will prove Conjecture 1.6 for the complete bipartite graph H = Ks,t,
under the assumption that ex(n,Ks,t) = Ω(n
2−1/s), which is known to be the case when
t = t(s) is sufficiently large (see [1, 10, 14, 40]). The bound is generally believed to hold for
every 2 6 s 6 t, and was conjectured already in 1954 by Ko¨va´ri, So´s and Tura´n [41].
Theorem 7.1. For every 2 6 s 6 t, the graph Ks,t is Erdo˝s-Simonovits good for n
2−1/s.
Combining Theorem 7.1 with Proposition 5.6, we obtain a second proof17 of the following
breakthrough result of Balogh and Samotij [7, 8].
Corollary 7.2. For every 2 6 s 6 t, there are 2O(n
2−1/s) Ks,t-free graphs on n vertices.
Moreover, repeating the argument of Sections 5 and 6, we also obtain the following bounds
for the Tura´n problem on G(n, p), which are likely to be close to best possible.
Theorem 7.3. For every 2 6 s 6 t, there exists a constant C = C(s, t) > 0 such that
ex
(
G(n, p), Ks,t
)
6
{
Cn2−(s+t−2)/(st−1)(log n)2 if p 6 n−(s−1)/(st−1)(logn)2s/(s−1)
Cp(s−1)/sn2−1/s otherwise
with high probability as n→∞.
Using the construction described in Section 2 (taking a blow-up and intersecting it with
G(n, p)), one can easily show that, for each 2 6 s 6 t such that ex(n,Ks,t) = Ω(n
2−1/s),
we have ex
(
G(n, p), Ks,t
)
= Ω
(
p(s−1)/sn2−1/s
)
with high probability as n → ∞. More-
over, another standard construction (remove one edge from each copy of Ks,t) shows that
ex
(
G(n, p), Ks,t
)
= Ω
(
n2−(s+t−2)/(st−1)
)
for every p > n−(s+t−2)/(st−1). We remark also that
somewhat weaker upper bounds were obtained in [8].
17The proof of Corollary 7.2 by Balogh and Samotij [7, 8] played an important role in the development of
the hypergraph container method in [5], so it is perhaps unsurprising that the method of this paper can be
applied to Ks,t-free graphs. Nevertheless, the proof in [7, 8] is somewhat different to that presented here.
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Let us fix 2 6 s 6 t. In order to prove Theorem 7.1 and Corollary 7.2, it is enough to
prove a relatively weak balanced supersaturation theorem; however, to obtain the bounds
in Theorem 7.3 we need close to best possible bounds on dH(σ) for every σ ⊂ E(G) with
σ ⊂ Ks,t, where G is a graph with n vertices and kn
2−1/s edges. In order to prove such a
theorem, it will be useful to enrich the collection H (of Conjecture 1.6) slightly, by recording
the vertex partition of each copy of Ks,t. In this section, therefore, a collection H of copies
ofKs,t in a graph G will be a collection of ordered pairs (S, T ) with S ∈ V (G)
(s), T ∈ V (G)(t),
and with G[S, T ] a complete bipartite graph.
When σ ⊂ E(G) is an unlabelled set of edges, then dH(σ) retains the usual definition of
the number of copies of Ks,t whose edge set contains σ. However, in the proof below we will
also need to define dH(A,B), where A,B ⊂ V (G) with 1 6 |A| 6 s, 1 6 |B| 6 t and G[A,B]
is a complete bipartite graph, to be the number of members of H for which the left vertex
class contains A and the right vertex class contains B, that is,
dH(A,B) =
∣∣{(S, T ) ∈ H : A ⊂ S and B ⊂ T}∣∣.
Moreover, for each 1 6 i 6 s and 1 6 j 6 t, define
D(i,j)(k, n) =
(
δkn(s−1)/s
)s−i
(δks)t−j ,
for some sufficiently small constant δ > 0.
We will prove the following balanced supersaturation theorem.
Theorem 7.4. For every 2 6 s 6 t, there exist constants δ > 0 and k0 ∈ N such that the
following holds for every k > k0 and every n ∈ N. Given a graph G with n vertices and
kn2−1/s edges, there exists a collection H of copies of Ks,t in G, satisfying:
(a) |H| = Ω
(
kstns
)
, and
(b) dH(A,B) 6 D
(|A|,|B|)(k, n) for every A,B ⊂ V (G).
Let us fix 2 6 s 6 t and constants δ > 0 (small) and k0 ∈ N (large), and let G be a graph
G with n vertices and kn2−1/s edges, where k > k0. We will say that a pair (A,B) of disjoint
vertex sets with 1 6 |A| 6 s and 1 6 |B| 6 t is saturated if
dH(A,B) > ⌊D
(|A|,|B|)(k, n)⌋,
and that (A,B) is good if it contains no saturated pair (A′, B′) with A′ ⊂ A and B′ ⊂ B. We
say that H is good if every (S, T ) ∈ H is good. The main step in the proof of Theorem 7.4
is the following proposition, cf. Proposition 3.1.
Proposition 7.5. Let H be a good collection of copies of Ks,t in G, with e(H) = o
(
kstns
)
.
There exists a copy (S, T ) of Ks,t, with (S, T ) 6∈ H, such that H ∪ {(S, T )} is good.
In order to deduce Theorem 7.4 from Proposition 7.5, we simply build up H edge by edge,
until it has at least Ω(kstns) edges.
Sketch proof of Proposition 7.5. Let F to be the collection of saturated sets,
F =
{
(A,B) : ∅ 6= A,B ⊂ V (G) and dH(A,B) = ⌊D
(|A|,|B|)(k, n)⌋
}
.
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Provided that we do not pick S, T ⊂ V (G) with A ⊂ S and B ⊂ T for some (A,B) ∈ F ,
then H ∪ {(S, T )} will be good. By choosing a subgraph of G if necessary, we may assume
that F does not contain ({u}, {v}) for any {u, v} ∈ E(G) (observe that, since |H| = o(kstns),
at most o(e(G)) of the edges of G correspond to saturated pairs, cf. (5)).
For A,B ⊂ V (G), define (cf. the definition of L
(1)
F for cycles)
X(A,B) =
{
u ∈ V (G) : (A′ ∪ {u}, B′) ∈ F for some non-empty A′ ⊂ A,B′ ⊂ B
}
,
Y (A,B) =
{
v ∈ V (G) : (A′, B′ ∪ {v}) ∈ F for some non-empty A′ ⊂ A,B′ ⊂ B
}
.
Following the proof of Lemma 2.6, it can easily be checked that
|X(A,B)| = O(δkn1−1/s) and |Y (A,B)| = O(δks). (26)
Let M be the collection of all pairs (S, v) with v ∈ V (G), S ∈ NG(v)
(s), and such that
(S, {v}) is good. We claim that
|M| = Ω(ksns). (27)
Indeed, for each v ∈ V (G), observe that M contains all pairs (S, v) where S is generated as
follows. Select an arbitrary u1 ∈ NG(v). Now for i = 2, . . . , s, select
ui ∈ NG(v) \
(
{u1, . . . , ui−1} ∪X
(
{u1, . . . , ui−1}, {v}
))
and set S = {u1, . . . , us}. Since we choose ui 6∈ X
(
{u1, . . . , ui−1}, {v}
)
, and using our
assumption that F does not contain any saturated pairs ({ui}, {v}), it follows that the pair
({u1, . . . , ui}, {v}) is good for every i ∈ [s], and hence (S, {v}) is also good. By (26), the
number of choices for each ui is at least
|NG(v)| −
(
s+O(δkn1−1/s)
)
.
Thus for v whose degree is comparable with the average degree of G, that is, dG(v) =
Ω(kn1−1/s), we have that the total number of choices for S is Ω(dG(v)
s). Summing over all
v ∈ V (G) and using convexity, one obtains the bound (27).
We now claim that there are Ω(kstns) good pairs (S, T ) with G[S, T ] = Ks,t. From this,
the proposition follows immediately, since at least one of these is not in H. Set
M(S) =
{
v ∈ V (G) : (S, v) ∈M
}
for each S ∈ V (G)(s), and consider S ∈ V (G)(s) with |M(S)| = Ω(ks). We claim that there
are Ω
(
|M(S)|t
)
sets T ∈ M(S)(t) such that (S, T ) is good (and, since T ⊂ M(S), G[S, T ]
is a complete bipartite graph). Indeed, for i = 1, . . . , t, we can pick an arbitrary vertex
vi ∈M(S) \
(
{v1, . . . , vi−1} ∪ Y
(
S, {v1, . . . , vi−1}
))
,
and set T = {v1, . . . , vt}. Since we chose vi ∈M(S) and vi 6∈ Y
(
S, {v1, . . . , vi−1}
)
, it follows
that (S, {v1, . . . , vi}) is good for every i and hence (S, T ) is good. By (26), the number of
choices for each vi is at least
|M(S)| −
(
t+O(δks)
)
= Ω(|M(S)|)
Thus the total number of choices is Ω
(
|M(S)|t
)
as claimed.
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Finally, observe that
∑
S∈V (G)(s) |M(S)| = |M|, and thus for a typical s-set S we have
|M(S)| ∼
(
n
s
)−1
|M| = Ω(ks). Summing over all S ∈ V (G)(s) with |M(S)| = Ω(ks) and
using convexity, it follows easily that the total number of Ks,t in G that do not contain a
saturated set of vertices is at least Ω(kstns). Thus there exists a good Ks,t not already in H,
as required. 
Theorems 7.1 and 7.3 and Corollary 7.2 follow easily from Theorem 7.4 using the method
of Sections 5 and 6, and so we shall give only a very rough outline of the proof. Observe
first that for every σ ⊂ E(G), we have
dH(σ) 6 max
ij > |σ|
D(i,j)(k, n),
and therefore the value of τ we require in order to apply Theorems 4.2 and 6.2 is roughly
max
26 a6 st
(
e(G)
|H|
max
ij > a
(
kn(s−1)/s
)s−i
ks(t−j)
)1/(a−1)
≈ max
{
k−s, k−1n−(s−1)
2/s(st−1)
}
,
where the approximation (which indicates equality up to a constant factor) follows from a
short calculation18. We thus obtain the following analogue of Theorem 5.1.
Theorem 7.6. For each 2 6 s 6 t, there exists a constant C = C(s, t) such that the
following holds for all sufficiently large n, k ∈ N with k 6 n(s−1)/s(st−1)/(log n)1/(s−1). There
exists a collection Gs,t(n, k) of at most
exp
(
Ck−(s−1)n2−1/s log k
)
graphs on vertex set [n] such that
e(G) 6 kn2−1/s
for every G ∈ Gs,t(n, k), and every Ks,t-free graph is a subgraph of some G ∈ Gs,t(n, k).
Corollary 7.2 follows easily from Theorem 7.6. To prove Theorem 7.3, we use a similar
analogue of Theorem 6.1, and repeat the argument of Section 6.
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