Scientific data offers some of the most interesting challenges in data integration today. Scientific fields evolve rapidly and accumulate masses of observational and experimental data that needs to be annotated, revised, interlinked, and made available to other scientists. From the perspective of the user, this can be a major headache as the data they seek may initially be spread across many databases in need of integration. Worse, even if users are given a solution that integrates the current state of the source databases, new data sources appear with new data items of interest to the user.
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trying to semantically merge different data sources. In an ideal world, the data needs of science, medicine, and policy would be met by discovering new data sets and databases the moment they are published, and automatically conveying their contents to users with related information needs, in the form relevant to those users. Instead, we live in a world where both discovery and semantic conversion are for the most part time-consuming, manual processes, causing a great deal of relevant information to be simply ignored. To address these difficulties, some research communities have attempted to define a consensus global schema (mediated schema) for their field so that individual sources can be mapped into a common representation. Researchers in machine learning, databases, and the semantic web have made significant progress in recent years on partially automating these mapping and alignment tasks [29] .
However, the global-schema approach is poorly suited to automating the process of source discovery and integration in a dynamic scientific community. It is difficult to develop a consensus mediated schema that captures the diverse needs of a large user base and keeps up with new concepts, methods, and types of experimental result. Few mechanisms exist for discovering relevant sources as they are first published, and for having their data automatically put into use. Finally, schema alignment tools rarely scale to large numbers of schemas and relations, and it can be difficult to determine when they have produced the right mappings.
Our work on the Q system [32] develops an information needdriven paradigm for data integration, which addresses the above problems. Q is initially given a set of databases that contain known cross-references, links, and correspondence or cross-reference tables; it does not require a global mediated schema or full schema mappings. A user specifies an information need through a keyword query. Leveraging ideas from keyword search in databases [4, 5, 17, 20] , Q defines a ranked view consisting of a union of conjunctive queries over different combinations of the sources. This view is made persistent and refined through user feedback.
In this paper we build upon Q's information need-driven integration model by addressing the challenge of automatically adding new data sources and relating them to the existing ones. As a user (or a Web crawler) registers a new database, that source's relevance to existing ranked views is considered, using information about data-value overlap as well as schema alignment costs from existing schema matchers. Going beyond our previous work [32] , Q can now combine the weighted outputs from different schema matchers. If the source is found to be highly relevant to a ranked view, then query results are refreshed as appropriate. Now the users of the view may provide feedback on its contents: certain new results may be valuable, or possibly erroneous. As the system gets feedback about erroneous results, it adjusts the costs it has assigned to specific mappings or alignments so that associations responsi- Figure 1 : Basic architecture of Q. The initial search graph comes from the sources known at startup. At query time this is expanded into a query graph, from which queries and ultimately results are generated. The search graph maintenance modules, the focus of this paper, handle user feedback and accept new source registrations, in order to update the search graph with new alignmentstriggering recomputation of the query graph and query results in response.
ble for the errors are avoided. Q can adjust weights for individual alignments, including how much to favor the outputs from different schema matchers.
Our work distinguishes itself from prior efforts in interactive, user-driven integration (e.g., dataspaces [14] and best-effort integration [30] ) by automatically discovering semantic links among data sources, and using a data-driven approach to providing feedback to the system. Any form of automatic schema alignment is likely to make errors, especially at scale; the challenge is to determine when and where there are mistakes. Simply "eyeballing" the output mapping is unlikely to help identify what is correct. However, if a domain expert is looking at data from the perspective of a particular information need, he or she is (1) likely to invest some effort in ensuring the quality of results, (2) likely to recognize when results do not make sense.
We make the following contributions:
• We create a novel "pluggable" architecture that uses matching tools to create alternative potential alignments.
• We develop an automatic, information need-driven strategy for schema alignments that, for a given top-k keyword query and a new source, only aligns tables against the new source if there is potential to affect the top-k query results.
• We develop a unified representation for data values and attribute labels, using edge costs to measure relatedness; this facilitates both ranked querying and learning.
• We incorporate state-of-the-art alignment components from the database [11] and machine learning [33] literature, and show how to combine their outputs.
• We propose the use of a random-walk-inspired algorithm called Modified Adsorption (MAD) [31] to detect schema alignments, and study its effectiveness instead of, and in combination with, the COMA++ tool [11] .
• We apply a machine learning algorithm called MIRA [10] , to learn not only correct attribute alignments, but also how to combine information from multiple matching tools. Unlike the learning techniques applied in schema matching tools, our techniques are based on feedback over answers.
We experimentally evaluate our techniques over bioinformatics databases, demonstrating effectiveness of the proposed methods.
In Section 2 we review the data integration model of the Q system and describe our basic problem setup. Section 3 then presents our solution to the problem of determining when a new source is relevant to an existing view, through the use of focused schema alignment tasks. Section 4 describes how we learn to adjust the 
SEARCH-BASED INTEGRATION
This paper adopts a keyword search query model [4, 17, 20, 32] in which keywords are matched against elements in one or more relations in different data sources. The system attempts to find links between the relations matching the given keywords. Such links are proposed by different kinds of associations such as foreign key relationships, value overlaps or global identifiers, similarity predicates, or hyperlinks. In general, there may be multiple relations matching a search keyword, and multiple attribute pairs may align between relations, suggesting many possible ways to join relations in order to answer the query. Figure 1 shows the basic architecture of our Q system. We start with an initial search graph generated from existing data source relations and the associations among them. During the view creation and output stage, a keyword search is posed against this search graph, and results in a top-k view containing answers believed to be relevant to the user. The definition and contents of this view are maintained continuously: both the top-scoring queries and their results may need to be updated in response to changes to the underlying search graph made (1) directly by the user, who may provide feedback that changes the costs of certain queries and thus query answers; (2) by the system, as new data sources are discovered, and their attributes are found to align with the existing relations in the search graph, in a way that results in new top-k answers for the user's view. We refer to the process of updating the schema graph's nodes and associations as search graph maintenance. In fact, there is interplay between the two graph maintenance mechanisms and the view creation and output stage, as the system may propose an alignment, the view's contents may be updated, the user may provide feedback on these results, and the view output may be updated once again. All of this is focused around alignments that are relevant to the user's ongoing information need.
Initial Search Graph Construction
Before any queries are processed, an initial search graph is created (leftmost module in Figure 1 ) to represent the relations and potential join links that we already know about. Q first scans the metadata in each data source, determining all attribute and relation names, foreign keys, external links, common identifiers, and other auxiliary information. The basic search graph (see Figure 2 for an example) consists of two types of nodes: relations, represented by rounded rectangles, and attributes, represented by ellipses. We add undirected edges between attributes and the relations that contain them (with zero-cost, indicated as thin lines with no annotations), and between tables connected by a key-foreign-key relationship (bold lines with costs c f 1 , . . . , c f 3 ) initialized to a default foreign key cost c d .
The graph is extended with bidirectional association edges drawn from the results of hand-coded schema alignments (or possibly the results of schema matching tools, such as the ones we consider in this study, which are a label propagation algorithm and the COMA++ schema matcher). Such associations may be within the same database (such as those added between InterPro2GO and entry2pub, or entry.name and pub.title) or across databases. Each of these associations receives a cost (ca1, . . . , ca3 in Figure 2 ) based on the alignment confidence level.
Each tuple in each of the tables is a virtual node of the search graph, linked by zero-cost edges to its attribute nodes. However, for efficiency reasons we will add tuples nodes as needed for query interpretation. Once the search graph has been fully constructed, Q is ready for querying, and ready to learn adjustments to the costs cci, caj, and c fk or to have new association edges added.
Views from Keyword Queries
Given a keyword query Q = {K1, . . . , Km}, we dynamically expand the search graph into a query graph as follows. For each Ki ∈ Q, we use a keyword similarity metric (by default tf-idf, although other metrics such as edit distance or n-grams could be used) to match the keyword against all schema elements and all pre-indexed data values in the data sources. We add a node representing Ki to the graph (see Figure 3 , where keyword nodes are represented as boldfaced italicized words). We then add an edge from Ki to each graph node (approximately) matching it. Each such edge is assigned a set of costs, including mismatch cost (e.g., s2 in the figure) that is lower for closer matches, and costs related to the relevance of the relations connected by the edge. The edge also has an adjustable weight (for instance w2) that appropriately scales the edge cost to yield an overall edge cost (for instance c2). Additionally, we "lazily" bring in data values as necessary. For each database tuple matching the keyword, we add a node for each value in the tuple, with a similarity edge between the value and the Ki node (e.g., wc3s3 to plasma membrane, where s3 is the mismatch cost and wc3 represents the starting weight for that edge). To complete the graph, we add zero-cost edges between tuple value nodes and their corresponding attribute nodes.
From this query graph, each tree with leaf nodes K1 . . . Km represents a possible join query (each relation node in the tree, or connected to a node in the tree by a zero-cost edge, represents a query atom, and each non-zero-cost edge represents a join or selection condition). As described in [32] , Q runs a top-k Steiner tree algorithm (using an exact algorithm at small scales, and an approximation algorithm [32] at larger scales; STAR [21] could also be used) to find the k lowest-cost Steiner trees.
From each such tree Q, we generate a conjunctive SQL query that constructs a list of items for the SQL select, from, and where clauses, and an associated cost expression for the particular query. For efficiency reasons, we only incorporate value-based similarity predicates in matching keywords to data or metadata, not in joining one item with another; hence the cost of each query is independent of the tuples being processed. (In ongoing work we are incorporating similarity joins and other operations that vary in cost from one tuple to the next.)
The individual SQL statements must be unioned together in increasing order of associated cost. This actually requires a disjoint or "outer" union: each query may output different attributes, and we want a single unified table for output. However, we would like to place conceptually "compatible" output attributes from different queries into the same column.
We start by defining the query output schema QA to match the output schema of the first query's select-list LA. Then, for each successive query, we iterate over each attribute a in its select-list. Let na be the node in the query graph with label a. Suppose there exists some similarity edge (na, n a ) with cost below a threshold t, and label(n a ) appears in QA. If the current query is not already outputting an attribute corresponding to label(n a ), then we rename attribute a to label(n a ) in the output. Otherwise, we simply add a as a new attribute to QA. Then we create a multiway disjoint union SQL query, in which each "branch" represents one of the queries produced from a query tree. Each "branch" also outputs a cost (its e term). Finally, we execute the queries and return answers in ranked order, annotated with provenance information about their originating queries.
Search Graph Maintenance
The novel aspect of our system is its ability to maintain the search graph and adjust the results of existing user queries accordingly, as highlighted on the right side of Figure 1 . We assume that a user's query has described an ongoing information need for that user, and that he or she will make future as well as current use of the query results. Hence we save the results of the query as a view, and we focus on enabling the user to refine the view by giving feedback and adjusting the weights given to various associations, and on incorporating new data sources if good associations can be found with the existing relations in the search graph, and the contents of these new sources affect the contents of the top-k tuples in the user's view.
The core capabilities for user feedback were addressed in our previous work [32] , so we concentrate here on discovering new associations (alignments) with relevant sources (Section 3), and on using feedback to refine and repair such associations (Section 4).
ADDING NEW DATA SOURCES
Once a keyword search-based view has been defined as in the previous section, Q switches into search graph maintenance mode. One crucial maintenance process, discussed in this section, decides if and how to incorporate new sources into the current view as the system is notified of their availability.
Q includes a registration service for new tables and data sources: this mechanism can be manually activated by the user (who may give a URL to a remote JDBC source), or could ultimately be triggered directly by a Web crawler that looks for and extracts tables from the Web [7] or the deep Web [24, 35] .
Basic Approach
When a new source is registered, the first step is to incorporate each of its underlying tables into the search graph. The search graph is in effect the data model queried by Q. It contains both metadata (relation and attribute nodes) and data (tuple values), re- Figure 3 : Query graph, given a series of keyword search terms. In general, each keyword may match a node with a similarity score sci, for which a weight coefficient wci is to be assigned by the system. lated by edges that specify possible ways of constructing a query. The lower the cost of an edge, the more likely that the edge will be relevant to answering queries involving one of the nodes it links.
When a new source is encountered, the first step is to determine potential alignments between the new source's attributes and those in existing tables: these alignments will suggest (1) potential joins to be used in query answering, and (2) potential alignments of attributes in query output, such that the same column in the query answers contains results from different sources. We note that in both cases, it is desirable that aligned attributes come from the same domains (since, in the case of joins, no results would be produced unless there are shared data values among the attributes).
Of course, this task requires a set of alignment primitives (schema matching algorithms) used to match attributes, which we describe in Section 3.2. But there are additional architectural challenges that must be faced at the overall system level. As the search graph grows in size, the cost of adding new associations becomes increasingly expensive: regardless of the specific primitives used, the cost of alignment tends to be at least quadratic in the number of compatible attributes. We must find ways of reducing the space of possible alignments considered. Moreover, not all of these proposed alignments may be good ones: most schema matching or alignment algorithms produce false positives.
We exploit the fact that a bad alignment will become apparent when (and only when) it affects the top-k results of a user query whose results are closely inspected. We develop an information need-driven strategy where we consider only alignments that have the potential to affect existing user queries (Section 3.3). As we later show in Section 5, this restricts the space of potential alignments to a small subset of the search graph, which grows at a much lower rate than the search graph itself. We then develop techniques for correcting bad alignments through user feedback on the results of their queries (Section 4).
Alignment Primitives
Since we focus here on system architecture and learning methods, our goal with Q is to develop an architecture and learning methods that are agnostic as to the specific schema matching or attribute alignment techniques used, such that we can benefit from existing methods in databases and machine learning.
To demonstrate the architecture's ability to accommodate different schema matching algorithms, we incorporate two complementary types of matchers in Q. The first type consists of typical similarity-based schema matchers from the database community that rely on pairwise matches between source and target relations, primarily looking at schema rather than instance-level features, and which we aim to plug into our architecture as "black boxes". The second kind are matchers that globally aggregate the compatibilities between data instances. To that end, we develop a new schema matching technique that looks at "type compatibility" in a way that considers transitivity: if attribute A has 50% overlap in values with attribute B, and attribute B has 50% overlap in values with source C, all three attributes likely come from the same domain even if A and C do not share many values. Here we adapt a technique from the machine learning and Web community called label propagation that exploits transitivity and data properties, which has not previously been applied to schema matching. We briefly review both kinds of matchers, then describe how we incorporate them into Q.
Alignment with Metadata Matcher
Prior work on schema matching has shown that it is useful to consider multiple kinds of features, both at the data and metadata level, when determining alignments. Many different schema matchers that incorporate multiple features have been proposed in recent years [29] , with one of the most sophisticated being COMA++ [11] . The creators of the COMA++ schema matching tool graciously provided a copy of their system, so our specific implementation incorporates COMA++ through its Java API. This system is described in detail elsewhere [11] . Briefly, we used COMA++'s default structural relationship and substring matchers over metadata to produce proposed alignments 1 .
Alignment with Label Propagation
Our second matcher focuses on which attributes are typecompatible at the instance level. The notion of label propagation has been used in recent machine learning work for finding associated metadata based on weighted transitive relationships across many sources. Informally, this work represents a generalization of some of the ideas in similarity flooding [26] or the Cupid algorithm [23] , but at a larger scale. In label propagation, we are given a graph G = (V, E, W ) with nodes V , directed edges E, and a weight function W : E → R that assigns a weight (higher is better) to each edge. Assume some of the nodes i ∈ V initially are given labels li. Labels are propagated from each node along its out-edges to its neighboring nodes with a probability proportional to edge weight, eventually yielding a label probability distribution Li for each node. Intuitively, this model is similar to PageRank [6] , except that it computes how likely a "random surfer" starting at an initial node with a particular label will end up at some other node, based on a Markovian (memory-or history-free) behavioral outside of the region. Of course, in a real search graph many more sources are likely to be outside the region than inside it.
If we need even more aggressive pruning, we can adapt ideas from network formation in social networks [3] , and assume the existence of an alignment prior (P ) over vertices of the existing search graph G, specifying a preference ordering for associations with the existing nodes. This can capture, e.g., that we might want to align with highly authoritative or popular relations. Algorithm 3 shows pseudocode for such a PREFERENTIALALIGNER. A new source, G , is compared against the existing nodes in G in the order of the ranking imposed by the prior P . The prior might itself have been estimated from user feedback over answers of keyword queries, using techniques similar to those of the next section, or it might be computed using alternate methods such as link analysis [1] .
Measuring Schema Graph Edge Quality
As we take the output of the aligner and use it to create an association in the search graph, we would like to set the edge cost in a principled way: ideally the value is not simply a hard-coded "default cost," nor just the confidence value of the aligner, but rather it should take into account a number of factors. For instance, the edge cost might take into account costs associated with the relations being joined, derived from their authoritativeness or relevance; and when we are using multiple matchers to create an alignment, we might want to perform a weighted sum of their confidence scores.
We use a cost function for each edge that considers a combination of multiple weighted components, some of which may be shared across edges, and others of which may be exclusive to a specific edge. We formalize this by describing the cost of an edge as a sum of weights times feature values (also called scores). The weights will be learned by Q (Section 4), whereas the features are the base cost components whose value does not change. For instance, to incorporate the uncertainty score from a blackbox schema matcher, we capture it as a feature, whose associated weight we will learn and maintain. In some cases, we consider features to be Boolean-valued: for instance, if we want to learn a different weight for each edge, then we will create a feature for that edge whose value is 1 for that edge (and 0 elsewhere).
Let the set of predefined features across the search graph be F = {f1, . . . , fM }. Formally, a feature maps edges to real values. For each edge (i, j), we denote by f (i, j) the feature vector that specifies the values of all the features of the edge. Each feature fm has a corresponding weight wm. Informally, lower feature weights indicate stronger preference for the edges that have those features. Edge costs are then defined as follows:
where m ranges over the feature indices. When we add a new association edge based on an alignment, we set its cost based on the following weighted features:
• A default feature shared with all edges and set to 1, whose weight thus comprises a default cost added to all edges.
• A feature for the confidence value of each schema matcher, whose weight represents how heavily we (dis)favor the schema matcher's confidence scores relative to the other cost components.
• A feature for each relation R connected by the association, whose value is 1 for this relationR, and whose weight represents the negated logarithm of the R's authoritativeness.
• A feature that uniquely identifies the edge itself, whose value is 1, and whose weight comprises a cost added to the edge.
Together, the weighted features form an edge cost that is initialized based not only on the alignment confidence levels, but also on information shared with other nodes and edges.
USER FEEDBACK & CORRECTIONS
When the user sees a set of results, he or she may notice a few results that seem either clearly correct or clearly implausible. In Q the user may provide feedback by optionally annotating each query answer to indicate a valid result, invalid result, or a ranking constraint (tuple tx should be scored higher than ty). Q first generalizes this feedback by taking each tuple, and, by looking at its provenance, replacing it with the query tree that produced it, using a scheme similar to [32] . Recall that our model is one of tuple and edge costs so a lower cost results in higher ranking.
The association cost learner converts each tuple annotation into a constraint as follows:
• A query that produces correct results is constrained to have a cost at least as low as the top-ranked query result.
• A query Qx that should be ranked above some other query Qy is constrained to have a cost that is lower than Qy's cost. These constraints are fed into an algorithm called MIRA [10] , which has previously been shown to be effective in learning edge costs from user feedback on query results [32] . We briefly summarize the key ideas of MIRA here, and explain how we are using it in a less restricted way here, learning over real-valued features, as opposed to the Boolean features in the previous work [32] .
Relationship between Edge Costs and Features. Recall from Section 3.4 that each edge is initialized with a cost composed of multiple weighted features: the product of the weight and the feature value comprise a default cost given to every edge, a weighted confidence score from each schema alignment algorithm, the authoritativeness of the two relations connected by the edge, and an additional cost for the edge itself. Q's association cost learner takes the constraints from user feedback and determines a weight assignment for each feature -thus assigning a cost to every edge.
Learning Algorithm. The learning algorithm (Algorithm 4) reads training examples sequentially and updates its weights after receiving each of the examples based on how well the example is classified by the current weight vector. The algorithm, which was first used in [32] , is a variant of the Margin Infused Ranking Algorithm (MIRA) [10] . We previously showed in [32] that MIRA effectively learning top-scoring queries from user feedback; however, in that work only binary features were used, while here we need to include real-valued features from similarity costs. Using real-valued features directly in the algorithm can cause poor learning because of the different ranges of different real-valued and binary features. Therefore, as described above, we bin the real-valued features into empirically determined bins; the real-valued features are then replaced by features indicating bin membership.
The weights are all zero as Algorithm 4 starts. After receiving feedback from the user on the r th query Sr about a top answer, the algorithm retrieves the list B of the k lowest-cost Steiner trees using the current weights. The user feedback for interaction r is represented by the keyword nodes Sr and the target tree Tr that yielded the query answers most favored by the user. The algorithm then updates the weights so that the cost of each tree T ∈ B is worse than the target tree Tr by a margin equal to the mismatch or loss L(Tr, T ) between the trees. If Tr ∈ B, because L(Tr, Tr) = 0, the corresponding constraint in the weight update is trivially satisfied. The update also requires that the cost of each edge be positive, since non-positive edge costs will result in non-meaningful Steiner tree computations. To accomplish this, Algorithm 4 ONLINELEARNER (G, U, k) . Input: Search graph G, user feedback stream U , required number of query trees k, zerocost constraint edges A. Output: Updated costs of edges in G.
we include the default feature listed above, whose weight serves as a uniform cost offset to all edge weights in the graph, which keeps the edge costs positive. Some edges in the query graph are constrained to have a fixed edge cost, irrespective of learning. For example, attribute-relation edges have a cost of zero that should always be maintained. We achieve this by adding such constraints to the MIRA algorithm. Our implementation requires a modification of MIRA (shown in Algorithm 4) that takes as input a set A specifying edges with zero cost constraints.
An example loss function, used in our experiments, is the symmetric loss with respect to the edges E present in each tree:
The learning process proceeds in response to continued user feedback, and finally returns the resulting edge cost function.
EXPERIMENTAL ANALYSIS
In this section, we use Q as a platform to validate our strategy of performing schema alignment in a query-guided manner (Section 5.1), as well as our techniques for using user feedback over data to correct bad alignments (Section 5.2). The search graph maintenance modules in Q comprise approximately 4000 lines of Java code, and all experiments were run on a Dell PowerEdge 1950 computer running RedHat Enterprise Linux 5.1 with 8GB RAM. We used the COMA++ 2008 API, and a Java-based implementation of our MAD-based schema matcher.
Our focus in Q is on supporting bioinformatics applications, and hence wherever possible, we use real biological databases and compare with gold standard results, i.e., reference results supplied by domain experts. This enables us to perform an experimental study without having to conduct extensive user studies.
For the first set of experiments, we use a dataset for which we have logs of actual SQL queries executed by Web forms, such that we can determine which proposed source associations are actually valid (as witnessed by having real queries use them). This dataset, GBCO 2 , consists of 18 relations (which we model as separate sources) with 187 attributes.
In the second set of experiments, we used a different dataset, based on the widely used (and linked) Interpro and GO databases, where we could obtain keyword queries and find multiple alternative means of answering these queries. This dataset consists of 8 closely interlinked tables with 28 attributes. 
Incorporating New Sources
We first look at the cost of adding new data sources to an existing search graph, in a way that keeps the alignment task tractable by limiting it to the "neighborhood" of an existing query. We set up the experiment, using the GBCO dataset described above, as follows.
We first scanned through the GBCO query logs for pairs of SQL queries, where one query represented an expansion of the other, base, query: i.e., the expanded query either joined or unioned additional relations with the base query. Intuitively, the expanded query tells us about new sources that would be useful to add to an existing search graph that had been capable of answering the base query. When the expanded query represents the union of the base query with a new query subexpression, then clearly adding the new data source results in new association edges that provide further data for the user's view. When the expanded query represents an additional join of the base query with new data, this also affects the contents of the existing view if the additional join represents a segment of a new top-scoring Steiner tree for the same keyword query.
For each base query, we constructed a corresponding keyword query, whose Steiner trees included the relations in the base query. Next, we initialized the search graph to include all sources except the ones unique to the expanded query. We initially set the weights in the search graph to default values, then provided feedback on the keyword query results, such that the SQL base query from our GBCO logs was returned as the top query. For all experiments in this section, the edge costs learned in the process were used as the value of the function C in the VIEWBASEDALIGNER algorithm. The vertex cost function P in PREFERENTIALALIGNER was similarly estimated from the weights of features corresponding to source identities.
Cost of Alignment
Our first experiment measures the cost of performing alignments between the new source and a schema graph containing all of the other sources -using our EXHAUSTIVE, VIEWBASED-ALIGNER, and PREFERENTIALALIGNER search strategies, with the COMA++ matcher. Figure 6 compares the running times of these strategies. Figure 7 shows the number of pairwise attribute comparisons necessary, under two different sets of assumptions. The Value Overlap Filter case assumes we have a content index available on the attributes in the existing set of sources and in the new source; we only make compare attributes that have shared values (hence can join). More representative is likely to be the No Additional Filter case, which has only metadata to work from.
We observe that, regardless of whether a value overlap filter is available, limiting the search to the neighborhood of the existing Our work is complementary to efforts on learning to construct mashups [34] , in suggesting potential joins with new sources. Recent work on "pay as you go" integration has used decision theory to determine which feedback is most useful to a learner [19] .
As opposed to feedback-driven query expansion and rewriting in [28] , our goal here is to exploit user feedback to learn to correct schema matching errors. A method that learns to rank pairs of nodes based on their graph-walk similarity is presented in [27] . In contrast, the learning method used in this paper learns to rank trees derived from the query graph, and not just node pairs. The method for incorporating user feedback as presented in [8] requires developers to implement declarative user feedback rules. We do not require any such intermediate rule implementation, and instead learn directly from user feedback over answers.
CONCLUSIONS AND FUTURE WORK
In this paper, we have developed an automatic, information needdriven strategy for automatically incorporating new sources and their information in a data integration setting. Schema matches or alignments, whether good or bad, only become apparent when they are used to produce query answers seen by a user; we exploit this to make the process of finding alignments with a new source more efficient, and also to allow the user with an information need to actually correct bad mappings through explicit feedback (from which the system learns new association weights). Through experiments on real-world datasets from the bioinformatics domain, we have demonstrated that our alignment scheme scales well. We have also demonstrated that our learning strategy is highly effective in combining the outputs of "black box" schema matchers and in reweighting bad alignments. In doing this, we have also developed a new instance-based schema matcher using the MAD algorithm.
We believe that Q represents a step towards the ultimate goal of automated data integration, at least for particular kinds of datasets. In ongoing work we are expanding our experimental study to consider a wider array of domains, including Web sources with information extraction components.
