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1
Introduction
1.1 Motivation for this thesis
A semidefinite program (SDP) is a convex program defined as the minimization of
a linear function over an affine section of the cone of positive semidefinite (psd)
matrices. The central theme of this thesis is the search for combinatorial conditions
guaranteeing the existence of low-rank optimal solutions to semidefinite programs.
Throughout this thesis we focus on combinatorial conditions that are expressed in
terms of the sparsity pattern of the coefficient matrices in the semidefinite program.
Results ensuring the existence of low-rank optimal solutions to SDP’s are im-
portant for approximation algorithms. Indeed, semidefinite programs are widely
used as convex tractable relaxations for hard combinatorial problems. Then, the
rank one solutions typically correspond to the desired optimal solutions of the ini-
tial discrete problem and low rank solutions can decrease the error of the rounding
methods and lead to improved performance guarantees.
Low-rank solutions to SDP’s are also relevant to the study of geometric repre-
sentations of graphs. In this setting we consider representations obtained by assign-
ing vectors to the vertices of a graph, where we impose restrictions on the vectors
labeling adjacent vertices (e.g. orthogonality, unit distance). Then, questions re-
lated to the existence of low-dimensional representations can be reformulated as
the problem of deciding the existence of a low rank solution to an appropriate
semidefinite program, and are connected to interesting graph properties.
The problem of identifying combinatorial conditions for the existence of low-
rank solutions to SPD’s was raised by Lovász in [86]. Quoting Lovász [86, Prob-
lem 8.1] it is important to “find combinatorial conditions that guarantee that the
semidefinite relaxation has a solution of rank 1”. Furthermore, the version of this
problem “with low rank instead of rank 1, also seems very interesting”.
In the following sections we introduce semidefinite programming and motivate
its relevance to the fields of approximation algorithms and geometric graph rep-
resentations. In both cases, our main objective is to illustrate the fact that, the
1
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underlying combinatorial information of a semidefinite program can provide guar-
antees for the existence of low-rank optimal solutions.
1.1.1 Semidefinite programming
A semidefinite program in canonical primal form looks as follows:
inf 〈A0, X 〉
subject to 〈Ak, X 〉= bk, k = 1, . . . , m
X  0,
(1.1)
where C , Ak (0≤ k ≤ m) are n-by-n symmetric matrices and 〈·, ·〉 denotes the usual
Frobenius inner product of matrices. The generalized inequality X  0 means that
X is positive semidefinite, i.e., all its eigenvalues are nonnegative. The matrices
C , Ak (0≤ k ≤ m) are the coefficient matrices of the semidefinite program.
Semidefinite programming is a far reaching generalization of linear programing
with a wide range of applications in a number of disparate areas such as approx-
imation algorithms [92], control theory [97], polynomial optimization [79] and
quantum information theory [30].
The field of semidefinite programming has grown enormously in recent years
and this success can be attributed to the fact that SDP’s have significant modeling
power, exhibit a powerful duality theory and there exist efficient algorithms, both
in theory and in practice, for solving them. Starting with the seminal work of
Goemans and Williamson on the MAX CUT problem, SDP’s have proven to be an
invaluable tool in the design of approximation algorithms for hard combinatorial
optimization problems. This success is vividly illustrated by the fact that currently,
many SDP based approximation algorithms are essentially optimal for a number of
problems, assuming the validity of the Unique Games Conjecture (e.g. [65, 91]).
The first landmark application of semidefinite programming is the work of
Lovász on approximating the Shannon capacity of graphs [87]. The Lovász ϑ-
function is defined as the optimal value of the following semidefinite program:
max
n∑
i, j=1
X i j s.t.
n∑
i=1
X ii = 1, X i j = 0 (i j ∈ E), X  0. (1.2)
The Lovász ϑ-function was introduced in [87] as an efficiently computable upper
bound to the Shannon capacity of a graph. Additionally, the celebrated sandwich
theorem by Lovász states that
ω(G)≤ ϑ(G)≤ χ(G),
where ω(G) denotes the clique number and χ(G) the chromatic number of the
graph. Thus ϑ(G) is an efficiently computable approximation to both the clique
number and the chromatic number of graph and currently gives rise to the only
known polynomial time algorithm for calculating these parameters in perfect graphs.
The problem of identifying low-rank solutions to general semidefinite programs
has received a significant amount of attention (e.g. [24, 86] and further references
therein). The most important result in this direction, which has been rediscovered
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in many different versions ([22, 98]), is that if a semidefinite program of the form
(1.1) is feasible then it also has a feasible solution of rank at mostp
8m+ 1− 1
2

, (1.3)
and moreover this bound is in general the best possible (cf. Section 3.2) [49, 23].
Nevertheless, the bound given in (1.3) is valid for arbitrary SDP’s and it does not
take into consideration the sparsity of the coefficient matrices. To encode this infor-
mation, with any semidefinite program (P) of the form (1.1) we associate a graph
AP = (VP , EP), called the aggregate sparsity pattern of (P), where VP = {1, . . . , n}
and i j ∈ EP if and only if there exists k ∈ {0,1, . . . , m} such that (Ak)i j 6= 0.
In the following sections we will see that the combinatorial properties of the
aggregate sparsity pattern can lead to guarantees for the existence of low-rank
optimal solutions to semidefinite programs.
1.1.2 Approximation algorithms
Most optimization problems of practical interest are known to be NP-hard, which
means that unless P = NP, these problems are hard to solve to optimality, in the
worst case. However, in contrast to this worst case pessimism, for practical pur-
poses it is usually sufficient to settle for near-optimal solutions that can be attained
in polynomial time. This stimulated the development of the field of approximation
algorithms where the goal is to obtain provably, near-optimal solutions in poly-
nomial time. An algorithm is called a ρ-approximation algorithm (ρ ≤ 1) for a
maximization problem if for every instance of the problem the algorithm returns a
solution whose value is at least ρ times the value of the optimal solution.
Although most physical systems are inherently nonlinear, approximation algo-
rithms based on linear programming relaxations have proven to be an extremely
powerful tool for addressing a wide range of hard optimization problems of signif-
icant practical interest. The idea underlying this algorithmic paradigm is to model
combinatorial problems as integer programs, solve the corresponding linear pro-
gramming relaxation, round the optimal fractional solution to a feasible solution
for the original problem and then compare the value of the rounded solution to the
value of the optimal fractional solution. This results in an approximation algorithm
whose approximation ratio cannot exceed the integrality gap of this relaxation, i.e.,
the infimum of the ratio between the original problem and its relaxation.
While this approach has proven to be successful for a wide range of combinato-
rial optimization problems, there are some notable exceptions that do not succumb
to purely linear methods. A prominent example is the MAX CUT problem, one
of the most extensively studied combinatorial optimization problems. A cut in a
graph is a partition of the vertices of the graph into two disjoint subsets and the
corresponding cut-set consists of the edges whose endpoints belong to different sets
of the partition. In an edge-weighted graph, the weight of a cut is defined as the
sum of the weights of the edges that cross the cut. In the MAX CUT problem we
are given an edge-weighted graph and the goal is to find a cut of maximum weight.
The (decision version of the) MAX CUT problem is one the first problems that
were proven to be NP-complete [63]. In terms of its approximability properties, it
is well known that MAX CUT cannot be approximated in polynomial time within
any constant factor larger than 16/17 ≈ 0.941 [59]. On the other hand, there is
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a trivial randomized 1/2-approximation algorithm obtained by placing each vertex
on either side of the partition independently with probability 1/2, and this approx-
imation ratio is matched by the trivial greedy algorithm.
Despite significant efforts, all linear programing approaches for the MAX CUT
problem failed to improve upon the 1/2 factor, which was the state of the art for
decades [108]. The same fate was also in store for the powerful LP-hierarchies, that
provide a systematic way for constructing hierarchies of relaxations that converge
to the cut polytope [40, 119].
A major breakthrough took place in 1995 when Goemans and Williamson de-
vised an 0.878-approximation algorithm for MAX CUT (with nonnegative edge
weights), which was based on semidefinite programming [51]. Recently, it was
shown by Khot et al. that assuming the validity of the Unique Games Conjecture,
this approximation ratio is the best possible for MAX CUT [65].
Nevertheless, under the assumption that the Goemans and Williamson SDP re-
laxation has a low-rank optimal solution, it is possible to devise a more sophis-
ticated rounding scheme, and as a result, one can improve slightly on the 0.878
approximation ratio. Specifically, assuming that the SDP relaxation has an optimal
solution of rank 2 (resp. 3) this leads to a 32
25+5
p
5
≈ 0.884458 approximation ra-
tio (resp. 0.8818) [14]. This fact illustrates vividly that results guaranteeing the
existence of low-rank optimal solutions to semidefinite programs can be of great
importance for approximation algorithms.
1.1.3 Geometric representations of graphs
In this section we consider Euclidean representations of graphs and show that var-
ious questions concerning the existence of such representations can be formulated
as the problem of identifying low-rank solutions to a certain semidefinite program.
Furthermore, we will see that taking into consideration the structure of the under-
lying graph can lead to significant improvements upon the general bound given
in (1.3). Our exposition of this material follows closely [24, §2.15].
In this setting we are given as input a graph G = (V = [n], E) and a vector
w = (wi j) ∈ RE+ which corresponds to an assignment of nonnegative edge weights
to its edges. An edge-weighted graph (G, w) is called d-realizable if there exist an
assignment of vectors p1, . . . , pn ∈ Rd to the vertices of the graph G such that
‖pi − p j‖= wi j for all i j ∈ E,
where ‖ · ‖ denotes the Euclidean norm. Given an edge-weighted graph (G, w), the
realization problem asks whether there exists some integer d ≥ 1 for which (G, w)
is d-realizable. In the Distance Geometry community this problem is known as
the Euclidean distance matrix completion problem [71]. Similarly, the d-realization
problem asks wether an edge-weighted graph (G, w) is d-realizable. Moreover,
assuming that an edge-weighted graph (G, w) is realizable (in some dimension)
one can ask for the smallest dimension where a realization is possible.
All of these problems have received significant attention due to their relevance
to molecular conformation problems in chemistry [37] and multidimensional scal-
ing in statistics [41], among others. As we will now see, these problems can be
phrased in the language of semidefinite programming.
Before we give the details of this reformulation we introduce some terminology.
For a family of vectors p1, . . . , pn, their Gram matrix, denoted by Gram(p1, . . . , pn),
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is the n-by-n matrix whose (i, j) entry is given by pTi p j . The Gram matrix of
any family of vectors is positive semidefinite since, for every x ∈ Rn, we have
xTGram(p1, . . . , pn)x = ‖∑ni=1 x i pi‖2 ≥ 0. Conversely, it is well-known that every
psd matrix is the Gram matrix of some family of vectors; cf. Theorem 2.3.1. Setting
X = Gram(p1, . . . , pn), we have that the rank of X is equal to the dimension of the
linear span of the vectors p1, . . . , pn. Moreover, we have that
‖pi − p j‖2 = ‖pi‖2 + ‖p j‖2 − 2pTi p j = 〈(ei − e j)(ei − e j)T, X 〉,
where by ei (i ∈ [n]) we denote the standard basis vectors in Rn.
Following these observations it is clear that deciding whether a weighted graph
(G, w) is realizable is equivalent to deciding the feasibility of the following SDP
〈(ei − e j)(ei − e j)T, X 〉= wi j for all i j ∈ E, X positive semidefinite. (1.4)
Furthermore, the d-realizability problem amounts to deciding the feasibility of the
semidefinite program (1.4), augmented with the additional constraint
rank X ≤ d.
Specializing the general bound (1.3) to the semidefinite program (1.4) it fol-
lows that, if a weighted graph (G, w) is realizable then it also admits a realization inp
8|E|+1−1
2

-dimensional Euclidean space. As we will now see, by taking into con-
sideration the structure of the graph G, this bound can be significantly improved.
The crucial ingredient in this approach is the notion of the Euclidean dimen-
sion of a graph, denoted by ed(·), which was introduced in [25, 26]. The Eu-
clidean dimension of a graph G = ([n], E) is defined as the minimum integer d ≥ 1
with the following property: For any family of vectors p1, . . . , pn there exist vectors
q1, . . . , qn ∈ Rd such that
‖pi − p j‖= ‖qi − q j‖ for all i j ∈ E.
Equivalently, the Euclidean dimension of a graph can be expressed as the smallest
integer d ≥ 1 with the following property: For every w ∈ RE+ for which (1.4) is
feasible, it also has a feasible solution of rank at most d. Notice that this quantity
is well defined, since whenever (1.4) is feasible, it has a solution of rank at most n.
In [25, 26] it is shown that the parameter ed(·) is minor monotone, i.e., if H is
a minor of G then ed(H) ≤ ed(G). Recall that a graph H is a minor of a graph G,
if H can be obtained from G by a series of edge deletions, edge contractions and
isolated node deletions, ignoring any loops or multiple edges that may arise in the
process. By the celebrated graph minor theorem of Robertson and Seymour [115],
it follows that for any fixed integer k ≥ 1, the graphs satisfying ed(G) ≤ k can be
characterized by a finite list of minimal forbidden minors. In [25, 26] the graphs
with small Euclidean dimension are characterized:
• ed(G)≤ 1 if and only if G has no K3-minor,
• ed(G)≤ 2 if and only if G has no K4-minor,
• ed(G)≤ 3 if and only if G has no K5 and K2,2,2-minors.
Here, K2,2,2 denotes the octahedral graph; cf. Figure 5.1. These bounds yield sig-
nificant improvements upon the general bound (1.3) and the example of the graph
realizability problem strongly highlights the fact that combinatorial information
present in the coefficient matrices of a semidefinite program can be translated into
guarantees for the existence of low rank solutions.
6 Introduction
1.2 Contributions of this thesis
In this section we introduce and give some relevant background material concern-
ing the two problems whose study forms the main body of this thesis. Along the
way we also highlight the main contributions of this thesis and additionally we
collect the most important problems that remain open.
1.2.1 The positive semidefinite matrix completion problem
The first problem that figures prominently throughout this thesis is the positive
semidefinite (psd) matrix completion problem. Before we give the precise state-
ment of this problem we first introduce some necessary definitions. A partial matrix
is a "matrix" where only a subset of its entries is specified. Throughout this thesis
we assume that the diagonal entries are always specified and moreover that the
partial matrix is symmetric in the following sense: if the entry (i, j) is specified, the
same holds for entry ( j, i) and moreover they have the same value. As a running
example in this section consider the partial matrix
1 1 ? 0
1 1 1 ?
? 1 1 1
0 ? 1 1
 , (1.5)
where the unspecified entries are indicated by the question marks.
The support graph of an n-by-n partial matrix A is the graph on n nodes where i
and j are adjacent if and only if the entry Ai j is specified. If G is the support graph
of a partial matrix A, we also say that A is a G-partial matrix. As an example, the
support graph of the partial matrix given in (1.5) is the cycle of length 4 and thus
it is a C4-partial matrix. A G-partial psd matrix is a partial matrix for which every
fully specified principal submatrix is positive semidefinite. For example, the partial
matrix given in (1.5) is a C4-partial psd matrix. Indeed, the only fully specified
principal submatrices are

1 1
1 1

and

1 0
0 1

and they are both psd. For a graph
G = (V, E) it will be convenient to collect all the entries of a G-partial matrix in a
vector a ∈ RV∪E , and this is a convention that we follow throughout this thesis.
In the positive semidefinite matrix completion problem we are given as input a G-
partial matrix and the question is to decide whether there exists an assignment of
real values to the unspecified entries such that the resulting matrix is psd. Formally,
given a graph G = (V = [n], E) and a vector a ∈ RV∪E we want to decide whether
there exists a real symmetric n-by-n matrix X satisfying
X i j = ai j for all {i, j} ∈ V ∪ E, and X  0. (1.6)
A partial matrix a ∈ RV∪E for which (1.6) is feasible is called completable. Notice
that the relation X i j = ai j can be expressed as 〈(eieTj + e jeTi )/2, X 〉 = ai j , where by
ei (i ∈ [n]) we denote the standard basis vectors in Rn. This shows that the psd
matrix completion problem is a semidefinite programming feasibility problem.
The psd matrix completion problem has received significant attention in the lit-
erature (see e.g. [75] and further references therein). An important special case
is the completion problem for correlation matrices (psd matrices whose diagonal
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elements are equal to one) which plays an important role in the study of statisti-
cal and stochastic models. Indeed, in many practical applications, and especially
in high dimensional models, it is a frequently occurring phenomenon that only a
subset of the set of pairwise correlations is known, due to data limitations or the
dynamic nature of the underlying problem. In such a scenario it is desirable to
determine a psd completion of the partial covariance matrix in order to be able to
use the statistical or stochastic model at hand. For further background concerning
correlation matrices the reader is referred to Section 3.2.2.
Given a partial matrix a ∈ RV∪E for which (1.6) is feasible, one can also ask
for the smallest rank of a feasible solution of (1.6), and the algorithmic question
of finding an (approximate) solution (of smallest rank). Among all psd comple-
tions of a partial matrix, the ones with the lowest possible rank are of particular
importance. Indeed, the rank of a matrix is often a good measure of the complexity
of the data it represents. This is illustrated by the fact that abstract notions like
complexity and dimensionality can be often expressed by means of the rank of an
appropriate matrix.
As an example, it is well known that the minimum dimension of a Euclidean
embedding of a finite metric space can be expressed as the rank of an appropri-
ate positive semidefinite matrix (cf. Section 6.1) and in applications, one is often
interested in embeddings in low dimension, say 2 or 3.
The problem of computing (approximate) low rank psd (or Euclidean) com-
pletions of a partial matrix is a challenging non-continuous, non-convex prob-
lem which, due to its great importance, has been extensively studied (see, e.g.,
[16, 5, 112], the recent survey [71] and further references therein).
However, it is known that by looking at the structure of the support graph it
is possible to identify tractable instances. For instance, when the support graph is
chordal (i.e., has no induced circuit of length at least 4), all the questions posed
above have been fully answered. Clearly, if a G-partial matrix is completable then
it also is G-partial psd. It turns out that this condition is also sufficient when
the support graph is chordal. Formally we have that if G is chordal then, a G-
partial matrix is completable if and only if it is G-partial psd [55]. In fact, this is
a characterization of chordal graphs in the following sense: If the graph G is not
chordal then there exist G-partial psd matrices which are not completable. The
C4-partial matrix given in (1.5) is such an example. Indeed, as we have already
argued, all its completely specified submatrices are psd but, as it is easy to verify,
this partial matrix does not admit a completion to a full psd matrix. Furthermore,
for a chordal graph G, given a G-partial psd matrix a ∈QV∪E it is known that there
exists a rational psd completion and this can be calculated in polynomial time (in
the bit model of computation) [76]. Lastly, the minimum possible rank of such a
completion is equal to the largest rank of the fully specified principal submatrices.
Further combinatorial characterizations (and some efficient algorithms for com-
pletions – in the real number model) exist for graphs with no K4-minor and more
generally when excluding certain splittings of wheels [21, 74, 76].
Our contributions
A central problem in this thesis is to understand how to use the combinatorial struc-
ture of the support graph, to show the existence of low-rank feasible solutions to
(1.6). With this in mind, in Chapter 5 we introduce a new graph parameter, called
the Gram dimension of a graph, which we denote by gd(·). The Gram dimension
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of a graph is defined as the smallest integer k ≥ 1 such that, every completable
G-partial matrix a ∈ RV∪E also has a psd completion of rank at most k. Notice
that gd(·) is well defined and upper bounded by the number of nodes of the graph,
since any completable G-partial matrix has a completion of rank at most n.
In Chapter 5 we show that the graph parameter gd(·) is minor monotone, i.e., if
H is a minor of G then gd(H) ≤ gd(G). Our main result in Chapter 5 is to identify
the list of forbidden minors for the graphs with small Gram dimension. Specifically,
• gd(G)≤ 2 if and only if G has no K3-minor,
• gd(G)≤ 3 if and only if G has no K4-minor,
• gd(G)≤ 4 if and only if G has no K5 and K2,2,2-minors.
The main difficulty in this proof is to obtain the characterization of graphs hav-
ing Gram dimension at most four and our approach consists of two main ingredi-
ents. The first one is to reduce the problem to the study of the two graphs V8 and
C5K2 (cf. Figures 5.2 and 5.3) and to show that gd(V8) ≤ 4 and gd(C5K2) ≤ 4.
To arrive at this result we rely on the forbidden minor characterization of graphs
with treewidth at most 3 given in [11] and the fact that
gd(G)≤ tw(G) + 1, (1.7)
for any graph G; cf. Lemma 5.2.8. The second ingredient is to construct partial
matrices that admit a unique completion to a full psd matrix. This problem is
explored in Chapter 11 where we obtain a sufficient condition for constructing
such partial matrices. Furthermore, we establish interesting connections with the
theory of universally rigid graphs.
Although the definition of the Gram dimension appears to be tailored to the psd
matrix completion problem, it can also be used to bound the rank of optimal solu-
tions to general SDP’s. Namely, consider a semidefinite program (P) in canonical
form (1.1) and recall that its aggregate sparsity pattern is the graphAP = (VP , EP)
where VP = [n] and whose edges correspond to positions where at least one of the
matrices Ak (k ∈ {0,1, . . . , m}) has a nonzero entry. Then, we have the following
easy but important fact:
1.2.1 Theorem. Consider a semidefinite program in canonical primal form
inf 〈A0, X 〉
subject to 〈Ak, X 〉= bk, k = 1, . . . , m
X  0.
(P)
If (P) attains its optimum, it also has an optimal solution of rank at most gd(AP).
Proof. Let X ∗ be an optimal solution for (P) and consider the following completion
problem:
X i j = X
∗
i j for all i j ∈ EP and X  0. (1.8)
Since (1.8) is feasible, it follows from the definition of the Gram dimension that
it also has a feasible solution, say X ′, of rank at most gd(AP). By construction X ′
coincides with X ∗ for all i j ∈ EP which implies that X ′ is also optimal for (P).
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We remark that this fact remains true if one replaces some of the equations in
(P) by inequalities. Indeed, by adding slack variables we get a new SDP in standard
form, whose aggregate sparsity pattern is G with some additional isolated nodes,
however with the same Gram dimension as G (cf. Lemma 5.2.7).
As an illustration, for a graph G = ([n], E) consider the MAX CUT problem
and its standard semidefinite programming relaxation given by
max
1
4
〈LG , X 〉 s.t. X ii = 1 (i ∈ [n]), X  0, (1.9)
where LG denotes the Laplacian matrix of G.
Clearly, the aggregate sparsity pattern of the program (1.9) is equal to the graph
G. Moreover, the optimal value of (1.9) is attained since the objective function is
linear and the feasible region is compact. Consequently, Theorem 1.2.1 implies that
the SDP (1.9) has an optimal solution of rank at most gd(G).
For SDP’s of the form (1.9) we can improve on the gd(·) bound. To achieve this,
in Chapter 10 we introduce a graph parameter, called the extreme Gram dimension,
which we denote by egd(·). As we will see in Chapter 10, for any graph G, the SDP
(1.9) has an optimal solution of rank at most egd(G). Furthermore, for any graph
G we have that egd(G)≤ gd(G), and in some cases this inequality can be strict. For
example we have that egd(Kn) = b
p
8n+1−1
2
c < n = gd(Kn) for all n ≥ 2 (cf. Lemma
10.1.5). Consequently, the bound given by egd(·)may improve on the gd(·) bound.
As a second example, given a graph G = ([n], E) with weights s ∈ Rn+ and
w ∈ RE+, consider the following semidefinite programs
min
n∑
i=1
siX ii s.t. X ii + X j j − 2X i j ≥ wi j (i j ∈ E), X  0, (1.10)
max
n∑
i=1
siX ii s.t.
n∑
i, j=1
sis jX i j = 0, X ii + X i j − 2X i j ≤ wi j (i j ∈ E), X  0. (1.11)
These programs were studied respectively in [52] and [53] for their relevance
to optimization problems concerning the eigenvalues of the weighted Laplacian
of G. For both of these programs, it was shown in [52] and [53] respectively, that
there exists an optimal solution of rank at most tw(G) + 1. For program (1.10),
this result also follows from our treewidth upper bound for the Gram dimension
given in (1.7), since G is the aggregated sparsity pattern of (1.10). However, the
aggregated sparsity pattern of program (1.11) could be much denser than G, so
our treewidth bound on the Gram dimension does not apply to it.
In Chapter 6 we identify connections between the Gram dimension and two
other graph parameters that have been studied in the literature. The first one is the
Euclidean dimension of a graph G = ([n], E) introduced already in Section 1.1.3.
Recall that graphs with small Euclidean dimension were characterized in [25, 26]:
ed(G) ≤ 1 if and only if G has no K3-minor, ed(G) ≤ 2 if and only if G has no
K4-minor and ed(G)≤ 3 if and only if has no K5 and K2,2,2-minors.
Comparing the characterization of graphs with small Euclidean dimension with
the characterization of graphs with small Gram dimension suggests that these two
graph parameters should be closely related. In Section 6.1 we show that
gd(G) = ed(∇G) (1.12)
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and that
ed(∇G)≥ ed(G) + 1, (1.13)
where ∇G denotes the graph obtained by G by adding a new vertex which gets
connected to all existing vertices.
By combining (1.12) and (1.13) we have that
ed(G)≤ gd(G)− 1,
for any graph G. This inequality, combined with the forbidden minor characteri-
zation for graphs with Gram dimension at most 4, implies that if G has no K5 and
K2,2,2-minor then ed(G) ≤ 3. This implication is the difficult direction in the proof
of [25, 26], so in this sense, our characterization of graphs with Gram dimension at
most four implies the characterization of graphs with Euclidean dimension at most
three. Determining whether (1.13) holds with equality remains an interesting open
problem.
Furthermore, in Section 6.2 we establish interesting connections with the Colin
de Verdière-type spectral graph parameter ν=(·), introduced in [126, 129]. This
parameter is defined as the maximum corank of an n-by-n positive semidefinite
matrix M such that Mi j = 0 for all i j 6∈ E and moreover
X ∈ S n, MX = 0, X i j = 0 for all {i, j} ∈ V ∪ E =⇒ X = 0, (1.14)
a property known as the Strong Arnold Property (cf. Section 3.4).
The study of the graph parameter ν=(·) is motivated by its relevance to the
celebrated graph parameter µ(·), introduced by Colin de Verdière [42]. In [129] it
was shown that the parameter ν=(·) is minor monotone and moreover the graphs
with small value of ν=(·) have been characterized:
• ν=(G)≤ 2 if and only if G has no K3-minor.
• ν=(G)≤ 3 if and only if G has no K4-minor.
• ν=(G)≤ 4 if and only if G has no K5 and K2,2,2-minors.
The fact that the characterizations for the graphs having small values for gd(·)
and ν=(·) coincide, suggests some relation between these two parameters. In Chap-
ter 6 we show that for any graph G,
gd(G)≥ ν=(G). (1.15)
Notice that (1.15) combined with the forbidden minor characterizations for small
values of the Gram dimension imply all the characterizations for the parameter
ν=(·) mentioned above. Determining whether (1.15) holds with equality remains
an open problem.
Another problem we take up in this thesis is to investigate the complexity as-
pects associated with the psd matrix completion problem. As we have already
remarked, the complexity status of deciding the feasibility of (1.6) for a rational
vector a ∈QV∪E is not fully understood. Our focus in this thesis is on the following
decision problem: For a fixed integer k ≥ 1, we are given as input a graph G and
a rational vector a ∈ QV∪E and the goal is to decide whether (1.6) has a feasible
solution of rank at most k.
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In Chapter 7 we address this question and show that this problem is NP-hard
for any fixed k ≥ 2 (the case k = 1 is easily seen to be polynomial time solvable). To
prove hardness, we need to use different reductions for the cases k ≥ 3 and k = 2.
In the former case, the hardness result follows from known complexity results con-
cerning the existence of orthonormal representations of graphs [100, 101]. In the
latter case we exploit the relation between Gram and Euclidean realizations of
graphs, as spelled out in (1.12). Additionally, we need to use well known hardness
results concerning the embeddability of weighted graphs in Euclidean space [118].
1.2.2 Grothendieck-type semidefinite programs
Given a graph G = ([n], E) and a vector w = (wi j) ∈ RE consider the following
quadratic integer program over the hypercube:
ip(G, w) =max
∑
i j∈E
wi j x i x j s.t. x1, . . . , xn ∈ {±1}. (1.16)
The study of this program is motivated, in particular, by the fact that it models the
MAX CUT problem in ±1 variables.
As the program (1.16) is NP-hard, it is important to obtain tractable relaxations
for it. In this thesis, we focus on the canonical relaxation of (1.16) given by
sdp(G, w) =max
∑
i j∈E
wi ju
T
i u j s.t. u1, . . . , un ∈ Sn−1, (1.17)
where Sn−1 denotes the unit sphere in Rn. Using the fact that a matrix is positive
semidefinite if and only if it is the Gram matrix of some family of vectors, we have
that (1.17) is a semidefinite program and it can be reformulated as follows:
sdp(G, w) =max
i j∈E
∑
wi jX i j s.t. X ii = 1 (i ∈ [n]), X  0. (1.18)
The quality of relaxation (1.17) is measured by its integrality gap, known as the
Grothendieck constant of the graph G. Specifically, for a graph G, its Grothendieck
constant, denoted by κ(G), is defined as
κ(G) = sup
w∈RE
sdp(G, w)
ip(G, w)
. (1.19)
Alternatively, κ(G) is equal to the smallest K > 0 such that:
sdp(G, w)≤ K · ip(G, w), for every w ∈ RE .
The Grothendieck constant of a graph was introduced and studied in [8]. The
special case where G is a complete bipartite graph was studied by A. Grothendieck,
although in a quite different language [57].
The classical Grothendieck inequality states that supn,m∈N κ(Kn,m) is an absolute
constant, known as Grothendieck’s constant [57]. Despite significant efforts, com-
puting the exact value of this constant has proven to be elusive [29]. Nevertheless,
the classical Grothendieck inequality has numerous algorithmic implications such
as cut-norm estimation [9], construction of Szemerédi partitions of graphs [9] and
quantum information theory [32].
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The dependence of the Grothendieck constant on the combinatorial structure
of the graph is not fully understood. The most important result in this direction,
shown in [8], is that
Ω(logω(G))≤ κ(G)≤ O(logϑ(G)). (1.20)
Additionally, it was shown in [31] that
κ(G)≤ pi
2 log

1+
p
(ϑ(G)−1)2+1
ϑ(G)−1
 .
The reader is referred to Chapter 8 for additional background concerning the
Grothendieck constant of a graph and a more comprehensive introduction to the
topic of Grothendieck inequalities.
As was already suggested in Section 1.1.2 (in the setting of theMAX CUT prob-
lem), identifying instances for which (1.18) admits a low-rank optimal solution can
lead to improved approximation guarantees for the integer program (1.16). With
this in mind, for any fixed integer r ≥ 1, we consider the rank-constrained SDP:
sdpr(G, w) =maxi j∈E
∑
wi jX i j s.t. X ii = 1 (i ∈ [n]), rank X ≤ r, X  0, (1.21)
or equivalently,
sdpr(G, w) =max
∑
i j∈E
wi ju
T
i u j s.t. u1, . . . , un ∈ Sr−1. (1.22)
The study of programs of the form (1.22) is of significant interest in its own
right, the main motivation coming from statistical mechanics and in particular
from the r-vector model introduced by Stanley [124]. This model consists of an
interaction graph G = (V, E), where vertices correspond to particles and edges in-
dicate whether there is interaction (ferromagnetic or antiferromagnetic) between
the corresponding pair of particles. Additionally, there is a potential function
A : V × V 7→ R satisfying Ai j = 0 if i j 6∈ E, Ai j > 0 if there is ferromagnetic interac-
tion between i and j and Ai j < 0 if there is antiferromagnetic interaction between
i and j. Additionally, particles possess a vector valued spin given by a function
f : V 7→ Sr−1. Assuming that there is no external field acting on the system, its
total energy is given by the Hamiltonian defined as
H( f ) =−∑
i j∈E
Ai j f (i)
T f ( j).
A ground state is a configuration of spins that minimizes the Hamiltonian. The case
r = 1 corresponds to the Ising model, the case r = 2 corresponds to the XY model
and the case r = 3 to the Heisenberg model.
Consequently, calculating the Hamiltonian and computing ground states in any
of these models amounts to solving a rank-constrained semidefinite program of
the form (1.22). As the rank function is non-convex and non-differentiable, such
problems are in general computationally challenging and this motivates the need
for identifying tractable instances for (1.22).
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Our contributions
As already mentioned, in Chapter 7 we address the complexity of the low-rank
psd matrix completion problem. The second problem we consider in Chapter 7
is to investigate the complexity aspects of the rank-constrained semidefinite pro-
gram (1.21). For this, it is useful to rewrite program (1.21) as
sdpr(G, w) =max
∑
i j∈E
wi jX i j s.t. X ∈ En,r , (1.23)
where we define
En,r = {X  0 : rank X ≤ r, X ii = 1 (i ∈ [n])},
known as the rank-constrained elliptope. Since the objective function in (1.23) is
linear, program (1.23) corresponds to optimization over the convex hull of En,r , i.e.,
sdpr(G, w) =max
∑
i j∈E
wi jX i j s.t. X ∈ conv(En,r). (1.24)
Let piE : S n 7→ RE denote the projection from the set of n-by-n symmetric matricesS n onto the subspace indexed by the edge set of G, i.e., piE(X ) = (X i j)i j∈E . Since
the objective function in (1.24) is a weighted linear combination of entries that
correspond to edges of G, program (1.24) can be reformulated as follows:
sdpr(G, w) =max
∑
i j∈E
wi j x i j s.t. x ∈ piE(conv(En,r)). (1.25)
In the case r = 1, the feasible region of (1.25) is equal to the cut polytope of
the graph G in ±1 variables (cf. Chapter 4). This implies that in the case r = 1
program (1.25) is NP-hard. It is believed that (1.25) is also NP-hard for any fixed
integer r ≥ 2 (cf., e.g., the quote of Lovász [90, p. 61]).
For any r ≥ 2, the feasible region of (1.25) is in general non-polyhedral. Hence,
the right question to ask is about the complexity of the weak optimization problem.
It follows from general results about the ellipsoid method (see, e.g., [58] for de-
tails) that the weak optimization problem and the weak membership problem in the
feasible region of (1.25) have the same complexity status. In Chapter 7 we show
that the strong membership problem in piE(conv(En,r)) is NP-hard, thus providing
some evidence of hardness of optimization of (1.25).
In Chapter 9 we consider the problem of calculating the Grothendieck constant
of some specific graph classes. Our main result is a closed-form formula for the
Grothendieck constant of graphs with no K5-minor. Specifically, we show that if G
has no K5-minor and is not a forest then
κ(G) =
g
g − 2 cos
pi
g
,
where g denotes the girth of the graph G, i.e., the length of the shortest cycle
contained in the graph. This result relies on the existence of explicit descriptions
for the cut polytope and the elliptope of circuits and graphs with no K5-minor and
the fact that κ(Cn) =
n
n−2 cos(pi/n), where Cn denotes the circuit graph on n nodes.
For the complete graph Kn, it follows from (1.20) that κ(Kn) = Θ(log n). In view
of (1.19) it is an interesting question to identify explicit inequalities that achieve
14 Introduction
this integrality gap. This question was posed as an open problem in [8] and some
inequalities with large integrality gap have been identified in [13]. In Chapter 9 we
show that for the class of clique-web inequalities, a wide class of valid inequalities
for the cut polytope, the integrality gap is constant.
In Chapter 10 we consider the problem of identifying guarantees for the exis-
tence of low-rank optimal solutions to the semidefinite program (1.18). By defini-
tion of the parameter gd(·) it follows that, for any w ∈ RE , program (1.18) has an
optimal solution of rank at most gd(G). Our main goal in Chapter 10 is to show
that for SDP’s of the form (1.18), the gd(G) bound can be improved.
To achieve this, for any integer r ≥ 1, we consider the graphs with the property
that (1.18) has an optimal solution of rank at most r, for all w ∈ RE . Equivalently,
for any fixed r ≥ 1, we consider the graphs with the following property:
sdpr(G, w) = sdp(G, w) for all w ∈ RE , (1.26)
where sdpr(G, w) was defined in (1.21). Then, in Chapter 10 we introduce a new
graph parameter called the extreme Gram dimension of a graph, which we denote
by egd(·). The extreme Gram dimension of a graph G is defined as the smallest
integer r ≥ 1 for which (1.26) holds. Notice that (1.26) is valid for r = |V (G)|
and thus the extreme Gram dimension is well defined and upper bounded by the
number of nodes of the graph.
As suggested by the names of the two parameters, the Gram dimension and the
extreme Gram dimension of a graph are closely related. Our first goal in Chapter 10
is to describe the precise nature of this relationship. In particular, we determine a
reformulation for the extreme Gram dimension which shows that for any graph G,
egd(G)≤ gd(G).
Moreover, in some cases this inequality can be strict, e.g., for the complete graph
Kn (cf. Lemma 10.1.5).
In Chapter 10 we show that the parameter egd(·) is minor-monotone. Con-
sequently, for any fixed integer r ≥ 1, the graphs satisfying egd(G) ≤ r can be
characterized by a finite list of minimal forbidden minors. For the case r = 1 it
is known that the only forbidden minor is the graph K3 [74]. Our main result in
Chapter 10 is to identify the list of minimal forbidden minors for the case r = 2.
Moreover, in Chapter 10 we introduce a new treewidth-like graph parameter,
denoted by la(·), which we call the strong largeur d’arborescence. The parame-
ter la(G) is defined as the smallest integer r ≥ 1 such that G is a minor of the
strong graph product T Kr , where T is a tree and Kr denotes the complete graph
on r vertices. The name of the parameter is derived from the related parameter
largeur d’arborescence introduced by Colin de Verdière, where the strong product
is replaced by the Cartesian product of graphs [43]. In Chapter 10 we investigate
the properties of this parameter and show that the extreme Gram dimension of a
graph is upper bounded by its strong largeur d’arborescence.
1.2.3 Partial matrices with a unique psd completion
A crucial ingredient in the study of the Gram dimension and the extreme Gram di-
mension, is the ability to construct partial positive semidefinite matrices that admit
a unique completion to a full positive semidefinite matrix. In Chapters 5 and 10 we
Contributions of this thesis 15
present several such constructions, but the proofs there are mainly by direct case
checking. In Chapter 11 we obtain a sufficient condition which provides us with a
systematic way for constructing such partial matrices. Using this condition, we can
recover most examples from Chapters 5 and 10.
The condition for uniqueness of a psd completion suggests a connection to the
theory of universal rigidity. A framework consists of a graph G = ([n], E) and an
assignment of vectors p= {p1, . . . , pn} to the nodes of the graph, and is denoted by
G(p). A framework G(p) is said to be universally rigid if it is the only framework
having the same edge lengths in any space, up to congruence. A related concept
is that of global rigidity of frameworks. A framework G(p) in Rd is called globally
rigid in Rd if, up to congruence, it is the only framework in Rd having the same
edge lengths. These concepts have been extensively studied and there exists rich
literature about them (see e.g. [33, 34, 35, 36, 54] and references therein).
The analogue of the notion of global rigidity, in the case when Euclidean dis-
tances are replaced by inner products, was recently investigated in [122]. There,
it is shown that many of the results that are valid in the setting of Euclidean dis-
tances can be adapted to the so-called ‘spherical setting’. The latter terminology
refers to the fact that, when the vectors p1, . . . , pn ∈ Rd are restricted to lie on the
unit sphere, their pairwise inner products lead to the study of the spherical metric
space, where the distance between two points pi , p j is given by arccos(pTi p j), i.e.,
the angle formed between the two vectors [117].
Taking this analogy further, our sufficient condition for constructing partial pos-
itive semidefinite matrices with a unique psd completion can be interpreted as the
spherical analogue of Connelly’s celebrated sufficient condition for the universal
rigidity of frameworks. In Chapter 11 we compare these two sufficient conditions
and show that they are equivalent for a special class of frameworks.
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2
Preliminaries
In this section we introduce some basic notions from convexity, linear algebra and
graph theory that are relevant for this thesis. With the intention to maximize the
readability of the thesis we will reintroduce these definitions whenever necessary.
2.1 Convexity
A set C ⊆ Rn is called convex if λc+(1−λ)c′ ∈ C for every c, c′ ∈ C and λ ∈ [0,1].
A hyperplane is an affine subspace of Rn of codimension 1 and has the form
{x ∈ Rn : cTx = b},
where c ∈ Rn, c 6= 0 and b ∈ R. A hyperplane H partitions the space into two closed
halfspaces
H+ = {x ∈ Rn : cTx ≥ b} and H− = {x ∈ Rn : cTx ≤ b}.
We say that the hyperplane H supports the set C at the point x ∈ C if x ∈ H and
C is contained in one of the halfspaces H+ or H−. A hyperplane is said to separate
two convex sets C and C ′ if C lies in one of the closed halfspaces determined by
H and C ′ lies in the other. Moreover, H is said to separate C and C ′ properly if it
separates them, but not both of them lie in H.
A set C ⊆ Rn is called a cone if 0 ∈ C and λx ∈ C for every scalar λ ≥ 0 and
every x ∈ C . Given a subset C ⊆ Rn, its polar is the set
C◦ = {x ∈ Rn : xT y ≤ 1, for all y ∈ C}.
2.1.1 Lemma. For a polyhedron P = {x ∈ Rn : aTi x ≤ 1 (i ∈ [m])} we have that
P◦ = conv(0, a1, . . . , am).
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Given a subset C ⊆ Rn, its dual cone is the set
C∗ = {x ∈ Rn : xT y ≥ 0, for all y ∈ C}.
Notice that C∗ is always a convex cone even if that is not the case for C . A cone is
called self-dual if C = C∗.
The following well known lemma from convex analysis identifies appropriate
conditions to achieve proper separation between two convex sets.
2.1.2 Lemma. Every pair of non-empty convex sets in Rn whose relative interiors are
disjoint can be properly separated by a hyperplane in Rn.
The following refinement of Lemma 2.1.2 will also be useful.
2.1.3 Lemma. Consider a pair of non-empty convex subsets of Rn and assume that
they can be properly separated by a hyperplane. If (at least) one of them is a cone
then there exists a hyperplane which properly separates them and passes through the
origin.
A convex subset F ⊆ C is called a face of C if, for any x , y ∈ C , λx+(1−λ)y ∈ F
for some scalar λ ∈ (0, 1) implies x , y ∈ F . The exposed faces of a convex set C are
the sets of the form C∩H, where H is a supporting hyperplane to C . For an element
x ∈ C we denote by FC(x) the smallest face of C containing x . As the intersection
of two faces of C is also a face of C it follows that FC(x) is well defined.
2.1.4 Lemma. Let C be a convex subset of Rn and let x ∈ C. Then FC(x) is the
unique face of C that contains x in its relative interior.
Proof. Assume for contradiction that x 6∈ relint FC(x). Then, Lemma 2.1.2 implies
that the two convex sets {x} and FC(x) can be properly separated by a hyperplane
H, i.e., here exists a nonzero vector c ∈ Rn and a scalar b ∈ R such that cTx ≥ b
and cT y ≤ b for all y ∈ FC(x). Since x ∈ FC(x) it follows that cTx = b and thus
x ∈ H and since the separation is proper we get that FC(x) \ H 6= ;. We arrive at a
contradiction by noticing that FC(x)∩ H is a face of C containing x and is strictly
contained in FC(x). Lastly, we show that FC(x) is the unique face of C containing
x in its relative interior. For this let F be a face of C with x ∈ relint F . Clearly, we
have that FC(x) ⊆ F . For the other inclusion let y ∈ F . As x ∈ relint F there exists
a point z ∈ F and a scalar λ ∈ (0, 1) such that x = λy + (1−λ)z. Since x ∈ FC(x)
and FC(x) is a face of C we get that y ∈ FC(x).
A point x ∈ C is called an extreme point of C if and only if FC(x) = {x}. The set
of extreme point of a convex set C is denoted by ext C .
2.1.5 Lemma. Let C be a convex set and let F be a face of C. Then ext F ⊆ ext C.
A vector z ∈ V is said to be a perturbation of x ∈ C if x±εz ∈ C for some ε > 0.
The set of perturbations of x ∈ C form a linear space which we denote as PertC(x)
and the dimension of FC(x) is equal to the dimension of PertC(x) as a linear space.
2.2 Graph theory
Graphs are structures which are ubiquitous in computer science and mathematics
and are useful for modeling various networks like the internet and social networks.
In the next two sections we introduce all necessary definitions and concepts that
are relevant for this thesis.
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2.2.1 Basic definitions
Throughout this thesis, [n] denotes the set {1, . . . , n}. Given a graph G = (V, E),
we also denote its node set by V (G) and its edge set by E(G). A component is a
maximal connected subgraph of G. A cutset is a subset of nodes U ⊆ V with the
property that the graph obtained by deleting the nodes in U has more connected
components than G. A cutset of is called a cut node if |U |= 1, and G is 2-connected
if it is connected and has no cut node. For U ⊆ V , G[U] is the subgraph induced
by U . Given {u, v} 6∈ E(G), we denote by G + {u, v} the graph obtained by adding
the edge {u, v} to G.
A clique in G is a set of pairwise adjacent nodes andω(G) denotes the maximum
cardinality of a clique in G. A k-clique is a clique of cardinality k. Let G = (V, E),
G′ = (V ′, E′) be two graphs, where V ∩ V ′ is a clique in both G and G′. Their
clique sum is the graph G = (V ∪ V ′, E ∪ E′), also called their clique k-sum when
k = |V1 ∩ V2|.
We denote the complete graph on n nodes by Kn. A cycle in a graph is a sequence
of vertices starting and ending at the same vertex, where each two consecutive
vertices in the sequence are adjacent to each other. A circuit in a graph is a cycle
where no repetitions of vertices or edges is allowed, other than the repetition of
the starting and ending vertex. Throughout this thesis we denote by Cn the circuit
on n nodes. If C is a circuit in G, a chord of C is an edge {u, v} ∈ E where u and v
are two nodes of C that are not consecutive on C . A graph G is said to be chordal if
every circuit of length at least 4 has a chord. As is well known, a graph G is chordal
if and only if G is a clique sum of cliques.
For a graph G, we denote by ∇G its suspension graph, obtained by adding a
new node, called the apex node, which is adjacent to all nodes of G. Moreover, we
denote by ∇pG the graph by iteratively applying the suspension operation p-times.
Given an edge e = {u, v} ∈ E, G\e = (V, E \ {e}) is the graph obtained from G
by deleting the edge e and G/e is obtained by contracting the edge e: Replace the
two nodes u and v by a new node, adjacent to all the neighbors of u and v. A graph
M is a minor of G, denoted as M  G, if M can be obtained from G by a series of
edge deletions and contractions and isolated node deletions, ignoring any loops or
multiple edges that may arise. Equivalently, M is a minor of a connected graph G
if there is a partition of V (G) into nonempty subsets {Vi : i ∈ V (M)} where each
G[Vi] is connected and, for each edge {i, j} ∈ E(M), there exists at least one edge
in G between Vi and Vj . Then the collection {Vi : i ∈ V (M)} is called an M-partition
of G and the Vi ’s are its classes.
Given a finite listM of graphs, F (M ) denotes the collection of all graphs that
do not admit any graph inM as a minor. By the celebrated graph minor theorem
of Robertson and Seymour [115], any family of graphs which is closed under the
operation of taking minors is of the formF (M ) for some finite setM of graphs. In
this setting, closed means that every minor of a graph in the family is also contained
in the family. The setM is called the obstruction set of the class.
The archetypical example for this, that also served as the main motivation for
the graph minor theorem, is the class of planar graphs. Planar graphs are closed
under the operation of taking minors, so the graph minor theorem asserts the ex-
istence of a finite list of forbidden minors. The obstruction set was determined
already in 1930 by Kuratowski, and this characterization is today known as Kura-
towski’s theorem: A graph G is planar if and only if G does not have a K5 or a
K3,3-minor [73].
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Deciding whether a graph H is a minor of a graph G is an NP-complete problem
when both graphs are part of the input. Indeed, consider the case when H is a
circuit with the same number of nodes as G. Then, deciding whether H  G is
equivalent to deciding whether G contains a Hamilton cycle. On the other hand if
the graph H is fixed, this can be decided in time O(|V (H)|3) [114]. This implies
that for any minor closed class of graphs there exists a polynomial time algorithm
for deciding membership in the class. Nevertheless, to use this algorithm, we first
need to determine the obstruction set, a task which is usually very challenging.
A graph parameter is any function from the set of graphs (up to isomorphism)
to the complex numbers. In this thesis we restrict to graph parameters that take
values in the natural numbers. A graph parameter f (·) is called minor monotone if
f (G\e)≤ f (G) and f (G/e)≤ f (G),
for any graph G and any edge e of G.
Notice that given a minor monotone graph parameter f (·) and a fixed integer
k ≥ 1, the family of graphs G satisfying f (G) ≤ k is closed under taking minors.
By the preceding discussion it follows that for any fixed integer k ≥ 1 there exists
a forbidden minor characterization for the family of graphs satisfying f (G)≤ k.
A homeomorph (or subdivision) of a graph M is obtained by replacing its edges
by paths. When M has maximum degree at most 3, G admits M as a minor if and
only if it contains a homeomorph of M as a subgraph.
The Cartesian product of two graphs G = (V, E) and G′ = (V ′, E′), denoted by
GG′, is the graph with node set V × V ′ and distinct nodes (i, i′), ( j, j′) ∈ V × V ′
are adjacent in GG′ when i = j and (i′, j′) ∈ G′, or (i, j) ∈ G and i′ = j′.
The strong product of two graphs G = (V, E) and G′ = (V ′, E′), denoted by
G  G′, is the graph with node set V × V ′ and distinct nodes (i, i′), ( j, j′) ∈ V × V ′
are adjacent in G G′ when i = j or (i, j) ∈ E, and i′ = j′ or (i′, j′) ∈ E′.
The tensor product of two graphs G = (V, E) and G′ = (V ′, E′), denoted by
G × G′ is the graph with node set V × V ′ and distinct nodes (i, i′), ( j, j′) ∈ V × V ′
are adjacent in G× G′ when (i, j) ∈ E and (i′, j′) ∈ E′.
2.2.2 Width parameters
Several combinatorial optimization problems that are NP-hard for general graphs
can be solved efficiently when the input graph is restricted to be a tree. It is rea-
sonable to expect similar behavior for graphs that resemble trees.
In this section we introduce two graph parameters that quantify the resem-
blance of a graph with a tree. The first such parameter was introduced by Robertson
and Seymour in their fundamental work on graph minors [115] and is commonly
used in the parameterized complexity analysis of graph algorithms.
2.2.1 Definition. The treewidth of a graph G, denoted by tw(G), is the smallest
integer k such that G is contained in a clique k-sum of copies of Kk+1.
The graphs with treewidth at most k are also called partial k-trees. Calculating
the treewidth of a graph is NP-hard [10]. On the other hand, for any fixed integer
k ≥ 1, deciding whether the treewidth of a graph is at most k can be done in
linear-time [28].
It is easy to see that a minor of a partial k-tree is also a partial k-tree. Conse-
quently, for any fixed value of k ≥ 1, the graphs with treewidth at most k can be
characterized by a finite list of forbidden minors. Specifically, it is known that
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2.2.2 Theorem. [11, 45] For any graph G we have that
(i) tw(G) = 1 if and only if G has no K3-minor.
(ii) tw(G)≤ 2 if and only if G has no K4-minor.
(iii) tw(G)≤ 3 if and only if G has no K5, K2,2,2, V8 or C5K2-minor.
The graph V8 is known as the Wagner graph or the Möbius ladder on 8 nodes;
cf. Figure 5.2. The graph K2,2,2 is the complete tripartite graph where all three
partitions have cardinality 2.
Another useful property of the treewidth is that it behaves nicely with respect
to the clique-sum operation.
2.2.3 Lemma. If G is obtained as the clique sum of G1 and G2 then
tw(G) =max{tw(G1), tw(G2)}.
We continue with a second width parameter that was introduced by Colin de
Verdière in relation to the celebrated µ(·) graph invariant [43].
2.2.4 Definition. The largeur d’ arborescence of a graph G, denoted by la(G), is
the smallest integer k ≥ 1 for which G is a minor of TKk for some tree T.
Figure 2.1: The graph P3K3.
It turns out that the parameter la(·) is closely related to the notion of treewidth
as illustrated in the following theorem.
2.2.5 Theorem. [43, 126] For any graph G we have that
tw(G)≤ la(G)≤ tw(G) + 1.
Proof. The lower bound follows easily since the graph TKk can be seen as the
clique k-sum of copies of K2Kk. This observation combined with Lemma 2.2.3
and the fact that tw(K2Kk) = k implies the claim. The proof of the upper bound
is more involved and the reader is referred to [43] for a detailed proof.
Recall that it isNP-hard to obtain an additive ρ-approximation for the treewidth
of a graph for any fixed constant ρ [68, Theorem 6.3.1]. Then, Theorem 2.2.5
implies that determining the value of the parameter la(·) is NP-hard.
The following easy lemma allows us to restrict the study of the parameter la(·)
to 2-connected graphs.
2.2.6 Lemma. [70] If G is the disjoint union or the 1-sum of graphs G1 and G2 then
la(G) =max{la(G1), la(G2)}.
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It is clear from the definition that the parameter la(·) is minor monotone. The
list of minimal forbidden minors has been determined for the first small values of
the parameter as illustrated in the following theorem.
2.2.7 Theorem. For a 2-connected graph G we have that:
(i) la(G) = 1 if and only if G has no K3-minor.
(ii) la(G)≤ 2 if and only if G has no K4 or F3-minor.
The graph F3 is illustrated in Figure 10.1. The first part of Theorem 2.2.7 was
shown in [43] and the second one in [70] and [126]. The case k = 3 is more
involved and for the full list of forbidden minors the reader is referred to [128].
We note in passing that in Chapter 10 we study a variant of the strong largeur
d’arborescence where the Cartesian product is replaced with the strong graph prod-
uct; cf. Definition 10.1.8. This parameter will play an important role in Chapter 10.
2.3 The cone of positive semidefinite matrices
2.3.1 Basic definitions
Throughout this thesis we denote by S n the set of n-by-n symmetric matrices. A
matrix A ∈ S n is called positive semidefinite (psd) if the associated quadratic form
xTAx is nonnegative, i.e., xTAx ≥ 0 for every x ∈ Rn \ {0}, and we denote by S n+
the set of n-by-n positive semidefinite matrices. Whenever convenient we will also
use the notation X  0.
For a matrix A∈ S n we denote its column space by Range A and its dimension,
known as the rank of the matrix, is denoted by rank A. Furthermore, its kernel
is denoted by Ker A and the dimension of the kernel, known as the corank of the
matrix, is denoted by corank A.
The Gram matrix of a set of vectors p1, . . . , pn ∈ Rk, denoted by Gram(p1, . . . , pn)
is the n-by-n matrix whose (i, j) entry is given by pTi p j . For every vector x ∈ Rn we
have that xTGram(p1, . . . , pn)x = ‖∑ni=1 x i pi‖2 which implies that the Gram matrix
of any family of vectors is positive semidefinite. Furthermore, if we arrange the vec-
tors p1, . . . , pn as the columns of a k-by-n matrix R we see that Gram(p1, . . . , pn) =
RTR and thus rank Gram(p1, . . . , pn) = rank RTR= rank R= dim〈p1, . . . , pn〉.
There are several equivalent reformulations for a matrix to be positive semidef-
inite and the most important ones are summarized in the following theorem.
2.3.1 Theorem. Consider a matrix A∈ S n. The following statements are equivalent:
(i) A is positive semidefinite.
(ii) All its eigenvalues are nonnegative.
(iii) All 2n − 1 principal minors are positive semidefinite.
(iv) There exists a matrix R such that A= RTR.
(v) A is the Gram matrix of some family of vectors.
A matrix A∈ S n is called positive definite if the associated quadratic form xTAx
is strictly positive, i.e., xTAx > 0 for all x ∈ Rn \{0}, and we denote by S n++ the set
of n-by-n positive definite matrices. Additionally, we also use the notation A 0.
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2.3.2 Theorem. Consider a matrix A∈ S n. The following statements are equivalent:
(i) A is positive definite.
(ii) All its eigenvalues are strictly positive.
(iii) All the leading principal minors are positive definite.
(iv) There exists a matrix R with n independent columns such that A= RTR.
(iv) A is the Gram matrix of a family of n linearly independent vectors.
Throughout this thesis we assume that the linear space S n is equipped with the
trace inner product given by 〈X , Y 〉 = trace(X Y ) =∑ni, j=1 X i jYi j . In turn, the trace
inner product induces a norm on the space S n, known as the Frobenious norm,
which is defined as ‖A‖F =
p
trace(A2).
From the real spectral theorem, for any matrix A∈ S n, there exists an orthonor-
mal basis of eigenvectors, i.e, there exists an orthogonal matrix Q ∈ O(n) such that
A=QΛQT, where Λ is a diagonal matrix whose entries are eigenvalues of A.
2.3.2 Geometry of the psd cone
The geometry of the cone of positive semidefinite matrices has been studied exten-
sively and is very well understood. In the following theorem we summarize some
properties that are relevant for this thesis.
2.3.3 Theorem. The following properties hold for the cone of positive semidefinite
matrices:
(i) S n+ is a closed convex cone.
(ii) int S n+ = S n++.
(iii) S n+ is a self-dual cone, i.e.,
X ∈ S n+ if and only if 〈X , Y 〉 ≥ 0, for all Y ∈ S n+ . (2.1)
(iv) The extreme rays of S n+ are generated by the rank one matrices, i.e., every
extreme ray is of the form {λx xT : λ≥ 0} for some x ∈ Rn.
Quoting A. Barvinok, “The cone of positive semidefinite matrices is arguably
the most important of all non-polyhedral cones whose facial structure we com-
pletely understand.” In the following theorem we recall the most important facts
concerning the facial structure of the cone of psd matrices.
2.3.4 Theorem. Consider a matrix A ∈ S n+ and assume that rank A = r. Then, the
smallest face of S n+ containing A is given by
FS n+ (A) = {X ∈ S n+ : Ker A⊆ Ker X }.
Moreover, the face FS n+ (A) is linearly isomorphic to S r+ .
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Proof. Let u1, . . . , ur be an orthonormal basis for the range of A and we extend it
to an orthonormal basis for Rn, say u1, . . . , ur , ur+1, . . . , un. Let U ∈ Rn×n be the
orthogonal matrix whose columns are given by this orthonormal basis. Then, A=
U DUT = U DU−1 where D = diag(λ1, . . . ,λr , 0, . . . , 0). Let C = diag(0, . . . , 0, 1, . . . , 1)
where the first r entries are equal to zero and the rest n− r entries are equal to
one and set Q = UCU−1. Clearly, Q ∈ S n+ and 〈Q, A〉 = 0 and thus the hyperplane
H = {X ∈ S n+ : 〈Q, X 〉 = 0} supports the cone S n+ at A. This implies that the set
F = S n+ ∩H is an face of S n+ . For a matrix X ∈ F we have that
〈Q, X 〉= 0⇐⇒
n∑
i=r+1
uTi Xui = 0⇐⇒ Xui = 0,
for all r + 1≤ i ≤ n. This shows that F = {X ∈ S n+ : Ker A⊆ Ker X }.
Our next goal is to show that F is linearly isomorphic to S r+ . For this consider
the map T : S n+ 7→ S n+ defined as T (X ) = U−1X U . The map T is a linear bijection
that maps the face F to the face T (F) = {U−1X U : X ∈ F}. One can easily verify
that T (F) = {Y ∈ S n+ : 〈C , Y 〉= 0} which by the form of C implies that F ∼= T (F)∼=S r+ ⊕ On−r . Lastly, as T is linear, it is a continuous map and since D lies in the
relative interior of T (F) it follows that A= T−1(D) is a relative interior point of F .
This shows that F = FS n+ (A) and the proof is completed.
Using Theorem 2.3.4 we conclude that every face of the psd cone is exposed.
2.3.5 Corollary. The cone S n+ is facially exposed.
Proof. Let F be a face of S n+ and let F = FS n+ (A) for some A ∈ relint F . By The-
orem 2.3.4 it follows that F = {X ∈ S n+ : Ker A ⊆ Ker X }. Let u1, . . . , uk be an
orthonormal basis for Ker A and notice that X ∈ F if and only if 〈∑ki=1 uiuTi , X 〉= 0.
This implies that F arises as the intersection of S n+ with the supporting hyperplane
H = {X ∈ S n : 〈∑ki=1 uiuTi , X 〉= 0} and thus the claim follows.
2.3.3 Properties of positive semidefinite matrices
In this section we collect some useful properties of positive semidefinite matrices.
The first lemma shows that the Gram decomposition of a positive semidefinite ma-
trix is unique, up to orthogonal transformations.
2.3.6 Lemma. Consider a matrix A∈ S n+ and let A= RT1 R1 = RT2 R2, where R1, R2 ∈
Rd×n. Then, there exists an orthogonal matrix Q ∈ O(d) such that R1 =QR2.
Proof. This is a direct consequence of the following well-known geometric fact:
Given two sets of vectors p1, . . . , pn ∈ Rd and q1, . . . , qn ∈ Rd satisfying ‖pi − p j‖ =‖qi − q j‖ for all i 6= j ∈ [n] then there exists an orthogonal matrix Q ∈ O(d) such
that R1 =QR2.
Another useful observation is that if X = Gram(p1, . . . , pn) then, for any u ∈ Rn,
Xu= 0⇐⇒
n∑
i=1
ui pi = 0. (2.2)
Moreover, the following lemma will also be useful.
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2.3.7 Lemma. For any X , Y ∈ S n+ we have that
〈X , Y 〉= 0⇐⇒ X Y = 0.
The next theorem allows us to deal with positive semidefinite matrices having
a block structure.
2.3.8 Theorem. Consider a symmetric matrix in block form
M =

A B
BT C

,
where A is positive definite. The matrix C − BTA−1B is called the Shur complement
of A in M. The following are equivalent:
(i) M is positive (semi)definite.
(ii) C − BTA−1B is positive (semi)definite.
Proof. This result follows easily after observing that
I −A−1B
0 I
T A B
BT C

I −A−1B
0 I

=

A 0
0 C − BTA−1B

.
Since 
I −A−1B
0 I
−1
=

I A−1B
0 I

,
the equality above is a congruence and the claim follows from Sylvester’s law of
Inertia [61].
The following simple lemma, which is a special case of the column inclusion
property for psd matrices, is the crucial ingredient for the construction of partial
matrices with a unique psd completion.
2.3.9 Lemma. Consider a symmetric matrix in block form M =

A B
BT C

. If M is
positive semidefinite then we have that Ker A⊆ Ker BT.
Proof. Consider a vector x ∈ Ker A and set z = (x 0)T. Then zTMz = 0 and as M is
psd it follows that Mz = 0. which implies the claim.
We continue with another simple but useful property.
2.3.10 Lemma. The block matrix

A B
BT C

is positive semidefinite if and only if the
matrix

A −B
−BT C

is positive semidefinite.
We conclude this section with a well-known lemma concerning common psd
completions of positive semidefinite matrices that will be used numerous times
throughout this thesis.
2.3.11 Lemma. Consider two psd matrices X i indexed respectively by Vi (i = 1,2)
such that X1[V1∩V2] = X2[V1∩V2]. Then X1 and X2 admit a common psd completion
X indexed by V1 ∪ V2 with rank equal to max{rank (X1), rank (X2)}.
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Proof. Let u(i)j ( j ∈ Vi) be a Gram representation of X i (i = 1,2) and assume without
loss of generality that the two families of vectors lie in the same space Rn. By
Lemma 2.3.6 there exists an orthogonal matrix Q ∈ O(n) mapping u(1)j to u(2)j for
j ∈ V1 ∩ V2. Then, the Gram matrix of the vectors of Qu(1)j ( j ∈ V1) together with
u(2)j ( j ∈ V2 \ V1) is a common psd completion with the desired properties.
3
Semidefinite Programming
A semidefinite program is a convex program defined as the minimization of a lin-
ear function over an affine section of the cone of positive semidefinite matrices.
Semidefinite programming is a far reaching generalization of linear programming
that has a powerful duality theory and for which there exist efficient algorithms
both in theory and in practice for solving them. In this section we recall all the nec-
essary definitions and background material concerning semidefinite programs that
will be used throughout this thesis. Our notation and exposition closely follows
[7]. Some other excellent sources include [99, 39, 92].
3.1 Definitions and basic properties
A semidefinite program in canonical primal form is given by:
p∗ = sup
X
〈C , X 〉 : X  0, 〈Ai , X 〉= bi (i ∈ I), 〈Ai , X 〉 ≤ bi (i ∈ J)	 . (P)
Here, C ∈ S n, Ai ∈ S n (i ∈ I ∪ J) and b ∈ R|I |+|J | are given and I ∩ J = ;. Although
it is customary to define semidefinite programs involving only linear equalities (J =
;), we allow linear inequalities, as they will be useful for later sections. The set
P = X  0, 〈Ai , X 〉= bi (i ∈ I), 〈Ai , X 〉 ≤ bi (i ∈ J)	 (3.1)
is called the primal feasible region and any matrix X ∈ P is called primal fea-
sible. The program (P) is called infeasible if P = ; and strictly feasible if there
exists X ∈ P such that X  0. Additionally, the program (P) is called rational if
C ∈ Qn×n, Ai ∈ Qn×n (i ∈ I ∪ J) and b ∈ Q|I |+|J |. Sets of the form (3.1) are called
SDP-representable and in the special case that J = ; they are called spectrahedra.
The Lagrangian dual problem of (P) is given by:
d∗ = inf
y,Z
(∑
i∈I∪J
bi yi :
∑
i∈I∪J
yiAi − C = Z  0, yi ≥ 0 (i ∈ J)
)
. (D)
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We denote by D the set of dual feasible solutions. An expression of the form∑
i∈I yiAi − C  0 is called a Linear Matrix Inequality.
By construction of the Lagrangian dual of a convex program, the value of any
dual feasible solution is an upper bound on p∗ and thus d∗ is equal to the best
(meaning smallest) such bound. This is formalized in the following theorem.
3.1.1 Theorem (Weak duality). Let X , (y, Z) be a pair of primal-dual feasible solu-
tions for (P) and (D), respectively. Then,
〈C , X 〉 ≤ bT y and thus p∗ ≤ d∗.
Proof. The claim follows directly from the following calculation:
bT y − 〈C , X 〉=
bT y − 〈∑
i∈I∪J
yiAi − Z , X 〉=
∑
i∈J
yi(bi − 〈Ai , X 〉) + 〈Z , X 〉 ≥ 0.
The weak duality theorem has many important consequences. As a first ex-
ample, weak duality implies that if (D) is unbounded (d∗ = −∞) then the primal
program is infeasible. Another consequence gives us a simple way to verify the
optimality of a pair of primal-dual feasible solutions.
3.1.2 Theorem (Optimality condition). Let X , (y, Z) be a pair of primal-dual feasible
solutions for (P) and (D), respectively. If bT y = 〈C , X 〉 then p∗ = d∗ and moreover
p∗ is attained at X and d∗ is attained at (y, Z).
Proof. Weak duality gives that 〈C , X 〉 ≤ p∗ ≤ d∗ ≤ bT y and using the hypothesis
we see that equality holds throughout.
For a primal feasible matrix X ∈ P , we denote by JX the set of inequality
constraints that are active at X , i.e.,
JX = {i ∈ J : 〈Ai , X 〉= bi}. (3.2)
Similarly, for a dual feasible matrix Z ∈ D we set
JZ = {i ∈ J : yi > 0}. (3.3)
The next theorem gives conditions that guarantee the optimality of a pair of
primal-dual feasible solutions.
3.1.3 Theorem (Complementary Slackness). Let X , (y, Z) be a pair of primal-dual
feasible solutions for (P) and (D), respectively. Under the assumption that p∗ = d∗ we
have that X , (y, Z) are primal-dual optimal if and only if 〈X , Z〉= 0 and JZ ⊆ JX .
Proof. The claim follows since for pair of primal-dual feasible solutions X , (y, Z)
we have that 〈C , X 〉= bT y if and only if 〈X , Z〉= 0 and JZ ⊆ JX .
The next example illustrates that, unlike linear programming, in the case of
semidefinite programming it can happen that p∗ < d∗. The difference d∗ − p∗ is
called the duality gap and we say that perfect duality holds if p∗ = d∗.
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3.1.1 Example. Consider the semidefinite program
inf
x :
0 x 0x y 0
0 0 x + 1
 0
 .
Every feasible solution satisfies x = 0 and thus P = {(0, y) : y ≥ 0} and p∗ = 0. The
dual problem reads:
sup
−1 :
a 0 b0 0 0
b 0 1
 0
 .
Then D = {(a, b) : a ≥ b2} and d∗ =−1.
The preceding example raises the question of identifying appropriate conditions
under which perfect duality holds for a pair of primal-dual semidefinite programs.
The next theorem shows that this can achieved under some mild assumptions.
3.1.4 Theorem. Consider a pair of primal-dual semidefinite programs as in (P)
and (D). Assume that d∗ > −∞ (resp. p∗ <∞) and that (D) (resp. (P)) is strictly
feasible. Then p∗ = d∗ and moreover the primal (resp. dual) optimal value is attained.
For a proof of this fact see [39, Theorem 2.2].
A theorem of the alternatives is a statement saying that of two given systems,
exactly one of them has a solution. A well known example is Farkas’ lemma for
linear programming whose geometric interpretation is that either a vector belongs
to a given closed convex cone, or there exists a hyperplane separating the vector
from the cone. We conclude this section with a theorem of alternatives in the
setting of semidefinite programming.
3.1.5 Lemma. Let b ∈ Rm and let A1, . . . , Am ∈ S n be given. Then exactly one of the
following two assertions holds:
(i) Either there exists X ∈ S n++ such that 〈A j , X 〉= b j for j = 1, . . . , m.
(ii) Or there exists a vector y ∈ Rm such that Ω = ∑mj=1 y jA j  0, Ω 6= 0 and
bT y ≤ 0.
Moreover, for any X  0 satisfying 〈A j , X 〉 = b j ( j ∈ [m]), we have in (ii) 〈X ,Ω〉 =
bT y = 0 and thus XΩ = 0.
Proof. Assume first that both (i), (ii) hold. Then, 〈X ,Ω〉 ≥ 0 since X ,Ω  0, and
〈X ,Ω〉 = ∑ j b j y j ≤ 0; this implies 〈X ,Ω〉 = 0, which contradicts the assumption
that X  0, Ω 0 and Ω 6= 0.
Assume that (i) does not hold, i.e., S n++ ∩L = ;, where L denotes the affine
space {X ∈ S n : 〈A j , X 〉 = b j ∀ j}. Then, using the separation theorem for convex
sets, there exists a hyperplane separating S n++ and L , i.e., there exists a nonzero
matrix Ω ∈ S n and α ∈ R such that 〈Ω, X 〉 ≥ α for all X ∈ S n++ and 〈Ω, X 〉 ≤ α for
all X ∈ L . This implies Ω 0, Ω ∈ L ⊥ and α≤ 0, and thus (ii) holds.
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3.2 Spectrahedra
In this section we recall some basic geometric properties of the convex sets that
arise as the feasible regions of semidefinite programs, known as spectrahedra. Ad-
ditionally we study in detail the geometric properties of the elliptope, a spectrahe-
dron that has received significant amount of attention in the literature.
3.2.1 Basic properties
Formally, a spectrahedron is any convex set obtained as the intersection of the cone
of positive semidefinite matrices with an affine subspace. Recently, there has been a
surge of interest in the study of spectrahedra due to their relevance to optimization
and convex algebraic geometry [27].
The first theorem in this section gives an explicit characterization of the space of
perturbations of an element of a spectrahedron (in the more general setting where
we allow inequalities).
3.2.1 Theorem. [84, 44] Let Ai (i ∈ I ∪ J) be a set of n-by-n symmetric matrices and
let b = (bi) ∈ R|I |+|J |. Consider the convex set
P = X  0 : 〈Ai , X 〉= bi (i ∈ I), 〈Ai , X 〉 ≤ bi (i ∈ J)	 . (3.4)
Let X ∈ P , written as X = PPT, where P ∈ Rn×r and r = rank X . Then,
PertP (X ) =
¦
PRPT : R ∈ S r , 〈PRPT, Ai〉= 0 (i ∈ I ∪ JX )
©
, (3.5)
where JX = {i ∈ J : 〈Ai , X 〉= bi}. Moreover,
dim FP (X ) =

r + 1
2

− dim〈PTAi P : i ∈ I ∪ JX 〉. (3.6)
Proof. Let Y = PRPT where R ∈ S r and 〈Ai , Y 〉 = 0 for all i ∈ I ∪ JX . The matrix
X ± λY = P(I ± λR)PT is clearly positive semidefinite for small enough λ > 0
and moreover 〈Ai , X ± λY 〉 = 〈Ai , X 〉 = bi for all i ∈ I ∪ JX . This implies that
Y ∈ PertP (X ).
For the other direction, let Y ∈ PertP (X ). By definition, there exists λ > 0 such
that X ± λY ∈ P and thus 〈Ai , Y 〉 = 0 for all i ∈ I ∪ JX . Next we complete the
matrix P to a non-singular matrix eP and set C = eP−1Y (eP−1)T. Then,
X ±λY = eP Ir 00 0 ±λ C11 C12C21 C22
ePT,
and since X ±λY ∈ P and eP is invertible it follows that
Ir 0
0 0

±λ

C11 C12
C21 C22

 0.
As λ > 0, the diagonal entries of C22 need to be zero which in turn implies that
C22 = C12 = C21 = 0. Then we obtain that Y = ePCePT = PC11PT and the claim
follows.
Lastly, to show (3.6) we use the fact that dim FP (X ) = dim PertP (X ). By (3.5)
we see that dim PertP (X ) is equal to the dimension of the orthogonal complement
of {PTAi P : i ∈ I ∪ JX } in the space S r which implies the claim.
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As a direct application we obtain the general bound (1.3) for the existence of
bounded-rank elements of spectrahedra.
3.2.2 Corollary. Consider a spectahedron of the form
P = X  0 : 〈Ai , X 〉= bi (i ∈ [m])	 .
If P 6= ; then it has a feasible solution of rank at mostp
8m+ 1− 1
2

.
Proof. As P is a nonempty closed convex set which does not contain straight lines
it has an extreme point; cf. [24, §2.3, Lemma 3.5]. Call this extreme point X and
let r = rank X . As X ∈ extP we have that dim FP (X ) = 0 which combined with
(3.6) implies that
 r+1
2
≤ m and thus r ≤ jp8m+1−1
2
k
.
As a second application of Theorem 3.2.1, we obtain the following characteri-
zation for the extreme points of P that will be useful for later chapters.
3.2.3 Corollary. Consider a matrix X ∈ P (as in (3.4)), written as X = PPT, where
P ∈ Rn×r and r = rank X . The following assertions are equivalent:
(i) X is an extreme point of P .
(ii) If R ∈ S r satisfies 〈PTAi P, R〉= 0 for all i ∈ I ∪ JX , then R= 0.
(iii) lin{PTAi P : i ∈ I ∪ JX }= S r .
Proof. The equivalence (ii)⇐⇒ (iii) is immediate and the equivalence (i)⇐⇒ (iii)
follows from (3.5).
3.2.2 The elliptope
In this section we introduce one of the most extensively studied spectrahedra and
investigate its geometric properties. This spectrahedron arises as the feasible re-
gion of the semidefinite relaxation for MAX CUT, introduced by Goemans and
Williamson [51].
3.2.4 Definition. The n-dimensional elliptope, denoted by En, is the set of n-by-n
positive semidefinite matrices whose diagonal elements are all equal to one.
The 3-dimensional elliptope E3 (or rather, its bijective image in R3 obtained
by considering only the upper triangular part of matrices in E3) is illustrated in
Figure 3.1.
Positive semidefinite matrices whose diagonal entries are all equal to one are
also known as correlation matrices. We now briefly explain where this name is origi-
nating from. Recall that for a random variable X , we denote by E(X ) its mean value
and by and V(X ) its variance. Given two random variables X , Y their covariance,
denoted by cov(X , Y ), is defined as
cov(X , Y ) = E(X Y )−E(X )E(Y ).
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Figure 3.1: The elliptope E3.
Assuming thatV(X ),V(Y ) 6= 0, their correlation, denoted by cor(X , Y ), is defined as
cor(X , Y ) = cov

X/
p
V(X ), Y /
p
V(Y )

.
The correlation matrix of a family of real valued random variables X1, . . . , Xn, de-
noted by cor(X1, . . . , Xn), is the n-by-n matrix whose (i, j) entry is given by cor(X i , X j).
We now show that for any family of random variables X1, . . . , Xn the matrix
cor(X1, . . . , Xn) is an element of the elliptope En. Indeed, using the well-known
property V(αX + βY ) = α2V(X ) + β2V(Y ) + 2αβcov(X , Y ), it follows that
xTcor(X1, . . . , Xn)x = V
 n∑
i=1
x i
X ip
V(X i)
 ,
and thus cor(X1, . . . , Xn) is positive semidefinite (recall that the variance of a ran-
dom variable X is equal to E(X −EX )2 and thus it is always nonnegative.) Lastly,
since cor(X , X ) = 1, the diagonal entries of cor(X1, . . . , Xn) are all equal to one.
Conversely, any element of the elliptope En can be expressed as the correlation
matrix of some family of random variables. Indeed, let X ∈ En and consider a
family of randon variables X1, . . . , Xn such that cor(X1, . . . , Xn) = In. Then,
cor(
n∑
j=1
X 1/21 j X j , . . . ,
n∑
j=1
X 1/2n j X j) = X
1/2cor(X1, . . . , Xn)X
1/2 = X .
We now recall some basic facts concerning the facial structure of the elliptope
that will be relevant for this thesis. Clearly, the only face of the convex set {X ∈
S n : X ii = 1 (i ∈ [n])} is the set itself. As En = S n+ ∩ {X ∈ S n : X ii = 1 (i ∈ [n]},
Theorem 2.3.4 yields the following characterization for the faces of En.
3.2.5 Lemma. For a matrix X ∈ En, the smallest face of En containing X is given by
FEn(X ) = {Y ∈ En : Ker X ⊆ Ker Y }. (3.7)
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It follows from (3.7) that two matrices in the relative interior of a face F of En
have the same rank, while rank X > rank Y if X is in the relative interior of F and
Y lies on the boundary of F .
The next proposition gives an explicit description of the space of perturbations
of a matrix X ∈ En and its proof is a direct application of Theorem 3.2.1.
3.2.6 Proposition. Consider a matrix X ∈ En with rank X = r and let u1, . . . , un ∈ Rr
be a Gram representation of X . Moreover, let P be the n×r matrix with rows u1, . . . , un
and set UV = 〈u1uT1 , . . . , unuTn 〉 ⊆ Sr . The space of perturbations at X is given by
PertEn(X ) = {PRPT : R ∈ Sr , 〈R, uiuTi 〉= 0 (i ∈ [n])} (3.8)
and the dimension of the smallest face of En containing X is
dim FEn(X ) =

r + 1
2

− dim UV . (3.9)
In particular, X is an extreme point of En if and only if
r + 1
2

= dim UV . (3.10)
Hence, if X ∈ extEn with rank X = r then
r + 1
2

≤ n. (3.11)
The next theorem shows that every number in the range prescribed in (3.11)
corresponds to an extremal element of En.
3.2.7 Theorem. [84] For any natural number r satisfying
 r+1
2
 ≤ n there exists a
matrix X ∈ En which is an extreme point of En and has rank equal to r.
In Chapter 7 it will be useful to have the exact characterization of the extreme
points of the elliptope E3.
3.2.8 Theorem. [56] A matrix X = (x i j) ∈ E3 is an extreme point of E3 if either
rank X = 1, or rank X = 2 and |x i j |< 1 for all i 6= j ∈ {1,2, 3}.
3.3 Degeneracy in semidefinite programming
In this section we go back to the primal-dual pair of semidefinite programs intro-
duced in Section 3.1. Our main goal in this section is to introduce the concept
of (non)degeneracy in semidefinite programming and state some basic theorems
guaranteeing the existence of a unique optimal solution to a semidefinite program.
These conditions will play a crucial role in Chapter 11.
3.3.1 Definition. Let X , (y, Z) be a pair of primal-dual optimal solutions for (P)
and (D), respectively. The solutions X , (y, Z) are called complementary if X Z = 0
and strict complementary if moreover rank X + rank Z = n.
We denote by Rr the manifold of symmetric n-by-n matrices with rank equal
to r. Consider a matrix X ∈ Rr and let X = QΛQT be its spectral decomposition,
where Q is an orthogonal matrix whose columns are the eigenvectors of X and
Λ is the diagonal matrix with the corresponding eigenvalues as diagonal entries.
Without loss of generality we may assume that Λii 6= 0 for i ∈ [r].
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3.3.2 Theorem. [12, 121] The tangent space of Rr at X is given by
TX =

Q

U V
VT 0

QT : U ∈ S r , V ∈ Rr×(n−r)

. (3.12)
Hence, its orthogonal complement is defined by
T ⊥X =

Q

0 0
0 W

QT : W ∈ S n−r

. (3.13)
We will also use the equivalent description:
T ⊥X = {M ∈ S n : X M = 0}. (3.14)
We now introduce the notions of nondegeneracy and strict complementarity for
a pair of primal-dual semidefinite programs (P) and (D) in standard form.
3.3.3 Definition. [7] Consider the pair of primal and dual semidefinite programs (P)
and (D). A matrix X ∈ P is called primal nondegenerate if
TX + lin{Ai : i ∈ I ∪ JX }⊥ = S n. (3.15)
The pair (y, Z) ∈ D is called dual nondegenerate if
TZ + lin{Ai : i ∈ I ∪ JZ}= S n. (3.16)
Recall that JX (resp. JZ) denotes the set of constraints that are active at X ; cf.
(3.2) (resp. (3.3)).
Next we present some well known results that provide necessary and sufficient
conditions for the unicity of optimal solutions in terms of the notions of primal or
dual nondegeneracy and strict complementarity. With the intention to make the
section self-contained we have also included short proofs.
3.3.4 Theorem. [7] Assume that the optimal values of (P) and (D) are equal and
that both are attained. If (P) has a nondegenerate optimal solution, then (D) has a
unique optimal solution. (Analogously, if (D) has a nondegenerate optimal solution,
then (P) has a unique optimal solution.)
Proof. Let X be a nondegenerate optimal solution of (P) and let (y (1), Z1), (y (2), Z2)
be two dual optimal solutions. Complementary slackness implies that y (1)j = y
(2)
j =
0 holds for every i ∈ J\JX . Hence, Z1−Z2 ∈ lin{Ai : i ∈ I∪JX }. As there is no duality
gap we have that X Z1 = X Z2 = 0 and then (3.14) implies that Z1−Z2 ∈ T ⊥X . These
two facts combined with the assumption that X is primal nondegenerate imply that
Z1 = Z2. The other case is similar.
We continue with a simple observation that will be useful for the remainder
of this section. Let X , (y, Z) be a pair of strict complementary solutions. By as-
sumption, ZX = X Z = 0 which implies that X and Z can be simultaneously diag-
onalized, i.e., there exists an orthogonal matrix Q ∈ Rn×n such that X = QΛ1QT
and Z = QΛ2QT. Let r = rank X . As X Z = 0 it follows that Λ1Λ2 = 0 and since
rank X + rank Z = n we obtain that
X =Q

Λ1 0
0 0

QT =Q1Λ1Q
T
1 , Z =Q

0 0
0 Λ2

QT =Q2Λ2Q
T
2 , (3.17)
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where Λ1 and Λ2 are diagonal matrices of sizes r and n− r, respectively.
The next lemma provides a characterization of the space of perturbations in
terms of tangent spaces for a pair of strict complementary optimal solutions.
3.3.5 Lemma. Assume that the optimal values of (P) and (D) are equal and that
both are attained. Let X , (y, Z) be a strict complementary pair of primal and dual
optimal solutions for (P) and (D), respectively. Then,
PertP (X ) = lin{Ai : i ∈ I ∪ JX }⊥ ∩T ⊥Z , (3.18)
PertD(Z) = lin{Ai : i ∈ I ∪ JZ}⊥ ∩T ⊥X . (3.19)
Proof. By assumption the matrices X and Z can be simultaneously diagonalized by
an orthogonal matrix Q ∈ Rn×n. Let s = rank Z and r = rank X . Using (3.17) it
follows that
TZ =

Q

0 V
VT U

QT : U ∈ S s, V ∈ R(n−s)×s

and that
T ⊥Z =

Q

W 0
0 0

QT : W ∈ S n−s

.
Thus we have that T ⊥X = {Q2WQT2 : W ∈ S n−r} and T ⊥Z = {Q1WQT1 : U ∈ S r}
and the claim follows directly from (3.5).
The next theorem establishes the converse of Theorem 3.3.4, assuming strict
complementarity.
3.3.6 Theorem. [7] Assume that the optimal values of (P) and (D) are equal and
that both are attained. Let X , (y, Z) be a strict complementary pair of optimal so-
lutions for (P) and (D), respectively, and assume that JX = JZ . If X is the unique
optimal solution of (P) then (y, Z) is dual nondegenerate. (Analogously, if (y, Z) is
the unique optimal solution of (D) then X is primal nondegenerate.)
Proof. By assumption, X is the unique optimal solution of (P). Hence X is an ex-
treme point of the primal feasible region and thus, using (3.18), we obtain that
TZ + lin{Ai : i ∈ I ∪ JX } = S n. As JX = JZ , (3.16) holds and thus (y, Z) is dual
nondegenerate.
The next theorem gives a characterization for the extreme points of P , assum-
ing strict complementarity.
3.3.7 Theorem. Assume that the optimal values of (P) and (D) are equal and that
both are attained. Let X , (y, Z) be a pair of strict complementary optimal solutions
of the primal and dual programs (P) and (D), respectively, and assume that JX = JZ .
The following assertions are equivalent:
(i) X is an extreme point of P .
(ii) X is the unique primal optimal solution of (P).
(iii) Z is a dual nondegenerate.
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Proof. The equivalence (ii) ⇐⇒ (iii) follows directly from Theorems 3.3.4 and
3.3.6 and the equivalence (i)⇐⇒ (iii) follows by Lemma 3.3.5 and the definition
of dual nondegeneracy from (3.16).
Note that Theorems 3.3.6 and 3.3.7 still hold if we replace the condition JX = JZ
by the weaker condition:
∀i ∈ JX \ JZ Ai ∈ TZ + lin{Ai : i ∈ I ∪ JX }. (3.20)
Note also that this condition is automatically satisfied in the case when J = ;, i.e.,
when the semidefinite program (P) involves only linear equations.
3.4 The Strong Arnold Property
In this section we introduce the Strong Arnold Property (SAP), which is used in
the definition of the parameter ν=(·), studied in Section 6.2. Our main result is
that for a certain class of SDP’s, the conditions of primal and dual nondegeneracy
(cf. Section 3.3) are equivalent to the Strong Arnold Property.
We start the discussion with some necessary definitions. With any graph G =
(V = [n], E) we associate the linear space
L (G) = {M ∈ S n : Mi j = 0 for all distinct i, j ∈ V with i j 6∈ E}.
3.4.1 Definition. For a graph G = (V = [n], E), a matrix M ∈ L (G) is said to
satisfy the Strong Arnold Property if
TM + lin{Ei j : {i, j} ∈ V ∪ E}= S n. (3.21)
Recall that TM denotes the tangent space at M of the manifold of n-by-n sym-
metric matrices of rank equal to rank M (cf. (3.12)).
The SAP has received significant attention due to its relevance to the Colin
de Verdière graph parameter µ(·), introduced and studied in [42]. For a graph
G = ([n], E), the parameter µ(G) is defined as the maximum corank of a symmetric
n-by-n matrix M such that: Mi j < 0 if i j ∈ E, Mi j = 0 if i j 6∈ E, M has exactly one
negative eigenvalue of multiplicity one and M satisfies the Strong Arnold Property.
Colin de Verdière introduced the µ(·) parameter motivated by the problem of
estimating the maximum multiplicity of the second eigenvalue of Schrödinger op-
erators. The parameter µ(·) is important since it provides an algebraic characteriza-
tion of many important topological graph properties. Specifically, it is known that:
• µ(G)≤ 1 if and only if G is a disjoint union of paths.
• µ(G)≤ 2 if and only if G is outerplanar.
• µ(G)≤ 3 if and only if G is planar.
• µ(G)≤ 4 if and only if G is linklessly embeddable.
Here, the first three items are due to Colin de Verdière [42]. For the fourth item,
necessity follows from [116] and sufficiency from [88].
The Strong Arnold Property 39
By taking orthogonal complements in (3.21) and using (3.14), we arrive at the
following equivalent expression for the SAP:
X ∈ S n, MX = 0, X i j = 0 for all {i, j} ∈ V ∪ E =⇒ X = 0. (3.22)
Our next goal is to give a geometric characterization of matrices satisfying the
SAP using the notion of null space representations. Consider a matrix M ∈ S n, fix
an arbitrary basis for Ker M and form the n-by-corank M matrix that has as columns
the basis elements. The vectors corresponding to the rows of the resulting matrix
form a nullspace representation of M . If we impose structure on M in terms of some
graph G, nullspace representations of M exhibit intriguing geometric properties
and have been extensively studied (see e.g. [89]).
The next theorem shows that null space representations of matrices satisfying
the SAP exhibit some interesting geometric properties. The equivalence between
the first and the third item in the next theorem was rediscovered independently in
[127, Theorem 4.2] and [50, Lemma 3.1].
3.4.2 Theorem. Consider a graph G = ([n], E) and a matrix M ∈ L (G) with
corank M = d. Let P ∈ Rn×d be a matrix whose columns form an orthonormal basis
for Ker M and let {p1, . . . , pn} denote the row vectors of P. The following assertions
are equivalent:
(i) M satisfies the Strong Arnold Property.
(ii) PPT is an extreme point of the spectrahedron
{X  0 : 〈Ei j , X 〉= pTi p j for {i, j} ∈ V ∪ E}.
(iii) For any matrix R ∈ S d the following holds:
pTi Rp j = 0 for all {i, j} ∈ V ∪ E =⇒ R= 0.
Proof. The equivalence (ii)⇐⇒ (iii) follows directly from Corollary 3.2.3.
(i) =⇒ (iii) Let R ∈ S d such that pTi Rp j = 0, i.e., 〈PRPT, Ei j〉 = 0 for all {i, j} ∈
V ∪ E. Thus the matrix Y = PRPT belongs to lin{Ei j : {i, j} ∈ V ∪ E}⊥ and satisfies
MY = 0. By (3.14) we have that Y ∈ T ⊥M and then (i) implies Y = 0 and thus
R= 0 (since PTP = Ir).
(iii) =⇒ (i) Write M = Q

Λ1 0
0 0

QT, where Q = (Q1 P) is orthogonal and the
columns of Q1 form a basis of the range of M . Consider a matrix Y ∈ T ⊥M ∩ lin{Ei j :{i, j} ∈ E}. Then, by (3.13), Y = PRPT for some matrix R ∈ S d . Moreover,
〈Y, Ei j〉 = 〈PRPT, Ei j〉 = 0 for all {i, j} ∈ V ∪ E, which by (iii) implies that R = 0
and thus Y = 0.
Our final observation in this section is that a psd matrix having the SAP can be
also understood as a nondegenerate solution of a certain semidefinite program.
3.4.3 Theorem. Consider a graph G = ([n], E) and let M ∈ L (G) ∩ S +n . The
following assertions are equivalent:
(i) M satisfies the Strong Arnold Property.
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(ii) M is a primal nondegenerate solution for the semidefinite program:
sup
X
{〈C , X 〉 : 〈Ei j , X 〉= 0 for {i, j} ∈ E, X  0},
for any C ∈ S n.
(iii) M is a dual nondegenerate solution for the semidefinite program:
sup
X
{0 : 〈Ei j , X 〉= ai j for {i, j} ∈ V ∪ E, X  0}, (3.23)
for any a ∈ S+(G).
Proof. Taking orthogonal complements in (3.21) we see that M satisfies the SAP if
and only if TM⊥ ∩ lin{Ei j : {i, j} ∈ E} = {0}. Moreover, observe that the feasible
region of the dual of the semidefinite program (3.23) is equal to S n+ ∩L (G). Now,
using (3.15), we obtain the equivalence of (i), (ii) and (iii).
This last theorem shows that for certain SDP’s, identifying whether a matrix is
primal (resp. dual) nondegenerate reduces to checking whether the matrix has the
Strong Arnold Property. This observation could prove to be useful, since there is a
vast literature concerning the Strong Arnold Property, which could potentially be
useful when translated into the framework of semidefinite programming.
3.5 Complexity aspects of semidefinite programming
Our goal in this section is to discuss complexity aspects of semidefinite program-
ming and point out the similarities and differences with linear programming.
It is a fundamental result that if a system Ax ≤ b of rational linear inequalities is
feasible then it also has a rational solution whose bit size is polynomially bounded
by the bit sizes of A and b [120, Theorem 10.1]. This fact combined with Farkas’
lemma for linear programming implies that deciding whether a system of rational
linear inequalities is feasible belongs to NP∩ co-NP [120, Corollary 10.1a]. More-
over, it also implies that if a rational linear program max{cTx : Ax ≤ b} is feasible
then it has a rational optimal solution whose bit size is polynomially bounded in
the bit sizes of A, b and c.
In contrast to this, the problem of deciding feasibility of a rational semidefinite
program has unknown complexity. The following two examples taken from [76]
illustrate two problematic situations. The first example shows that there exist SDP’s
with rational data that have only irrational solutions. For this, consider the matrix
2x 2 0 0
2 x 0 0
0 0 2 x
0 0 x 1
 (3.24)
and notice that x =
p
2 is the only value for which this matrix is positive semidef-
inite. The second example shows that there exist semidefinite programs where
all feasible solutions have bit size exponential in the bit size of the data matrices.
Indeed, for the semidefinite program
max

xn :

1 2
2 x1

 0,

1 x i−1
x i−1 x i

 0, (i = 2, . . . , n)

, (3.25)
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it is easy to verify that every feasible solution satisfies xn ≥ 22n.
The problem of understanding the exact complexity status of semidefinite pro-
gramming stands out as one of the most important questions in the theory of
semidefinite programming. The most important known complexity result, due to
Ramana, is that the problem of deciding the feasibility of a rational semidefinite
program belongs to NP if and only if it belongs to co-NP [110].
Concerning the complexity of solving a rational semidefinite program, there is
no algorithm known that solves every SDP in time polynomial in the input size.
Indeed, as was already illustrated in the examples given in (3.24) and (3.25), even
the representation of the output of a semidefinite program can be problematic in
the bit model of computation. Nevertheless, under some suitable and not too re-
strictive conditions it is possible to devise algorithms that permit us to approxi-
mately solve SDP’s within arbitrary precision in polynomial time. The existence of
such an algorithm follows from general results on the ellipsoid method [58].
We now state the main complexity result concerning the solvability of semidef-
inite programs. Consider a spectrahedron of the form
P = {X  0 : 〈Ai , X 〉= bi (i ∈ [m])},
where A1, . . . , Am ∈Qn×n and b1, . . . , bm ∈Q. For ε > 0 define
S(P ,ε) =P + B(0,ε) and S(P ,−ε) = {x : B(x ,ε)⊆P },
where B(0,ε) denotes the Euclidean ball with respect to the Frobenious norm.
Assume that there exists an integer R known a priori with the property that either
P = ; orP ∩B(0, R) 6= 0. Then, there exists an algorithm that solves the “weak op-
timization problem” over P whose running time is polynomial in n, m, log R, log 1
ε
and the bit size of the matrices (Ai)mi=1 and the scalars (bi)
m
i=1.
Recall that the weak optimization problem over P is defined as follows (cf.
[58, Problem 2.1.10]): For any rational matrix C ∈Qn×n and rational ε > 0 either
• find a matrix X ∗ ∈ Qn×n such that X ∗ ∈ S(P ,ε) and 〈C , X 〉 ≤ 〈C , X ∗〉+ ε for
every X ∈ S(P ,−ε) or
• assert that S(P ,−ε) is empty.
It is important to realize that the complexity result presented above does not
imply the polynomial-time solvability of an arbitrary semidefinite program because
the size of R can be large. Indeed, the semidefinite program given in (3.25) is such
an example, since every feasible solution has size exponential in n. This complexity
result will guarantee polynomial-time solvability only when we can provide good
bounds for the size of R. Luckily, this is very often the case for applications.
Another important point is that the ellipsoid method is the only known method
that (under suitable assumptions) allows us to prove the polynomial time solvabil-
ity of semidefinite programs (within arbitrary precision). Indeed, for example for
interior-point algorithms there are no known polynomial bounds on the bit size of
the numbers occurring during the execution of these algorithms. For more details
the reader is referred to [111, §9.3.1] and [92, §2.6].
On the other hand the performance of the ellipsoid algorithm is poor in practice
and the tool of choice for solving semidefinite programs is interior point algorithms.
The development of interior-point algorithms for semidefinite programs was pio-
neered independently by Nesterov and Nemirovski [95] and Alizadeh [6].
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Lastly, Porkolab and Khachiyan showed that deciding feasibility of a rational
semidefinite program can be done in polynomial time if either n (i.e., the size of
the matrices) or m (i.e., the number of hyperplanes) is a fixed constant [109].
4
The cut polytope and its relatives
In this chapter we introduce and give some basic properties of the cut polytope,
the metric polytope, and the elliptope of a graph. The cut polytope of a graph,
defined as the convex hull of the incidence vectors of all cuts in the graph, arises
naturally in a number of disparate fields ranging from combinatorial optimization
to quantum information theory. As our understanding of the cut polytope is limited,
there has been a significant amount of work in identifying tractable relaxations for
the cut polytope. In this chapter we introduce two such relaxations: The first one
is a polyhedral relaxation known as the metric polytope of the graph. The second
one is a non-polyhedral relaxation known as the elliptope of the graph. For a
comprehensive treatment of this material the reader is referred to [44].
4.1 The cut polytope
4.1.1 Definition. For graph G = (V, E) and S ⊆ V , the cut vector defined by S,
denoted by δG(S) ∈ RE , is defined as
δG(S)i j =

1 if |S ∩ {i, j}|= 1
0 otherwise.
The cut polytope of a graph G = (V, E), denoted by CUT01(G), is defined as the
convex hull of the cut vectors δG(S) for all subsets S ⊆ V . For convenience, we also
denote by δG(S) the set of edges in G that cross the cut defined by S ⊆ V .
It will be sometimes more convenient to work with ±1 variables, rather than
0, 1 variables. Formally, consider the linear map:
f : RE 7→ RE x 7→ e− 2x , (4.1)
where e ∈ RE denotes the all ones vector. Then, the cut polytope in ±1 variables is
given by
CUT±1(G) = f (CUT01(G)).
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Moreover, we denote by CUT±1n the set of n-dimensional cut matrices, i.e.,
CUT±1n = conv{x xT : x ∈ {±1}n}.
The following property of the cut polytope in ±1 variables will be useful in later
chapters.
4.1.2 Lemma. Consider a graph G = ([n], E). Then
CUT±1(G) = piE(CUT±1n ).
To ease notation, whenever it is clear (or irrelevant) if we are working in the
±1 or the 0,1 setting we will drop superscripts and just write CUT(G).
The study of the cut polytope CUT01(G) is largely motivated by its relevance to
the MAX CUT problem in combinatorial optimization.
4.1.3 Definition. For a graph G = (V, E) with edge weights w ∈ RE the MAX CUT
problem asks for a cut δG(S) for which
∑
i j∈δG(S) wi j is maximized.
The decision version of the MAX CUT problem is one of the first problems that
was shown to be NP-complete [93]. Moreover, deciding whether a rational vector
x ∈QE belongs to the cut polytope is also an NP-complete problem [15].
Clearly, the MAX CUT problem can be formulated as a linear programming
problem over the cut polytope as follows:
mc(G, w) =max{wTx : x ∈ CUT01(G)}.
This reformulation renders the problem amenable to linear programming tech-
niques provided that the linear inequality description for the cut polytope is avail-
able. Unfortunately, it is known that there is no computationally tractable linear
inequality description of a polyhedron associated with an NP-complete problem
unless NP= co-NP [64].
The cut polytope admits a very important symmetric transformation which we
introduce below.
4.1.4 Definition. Given a vector w ∈ RE and S ⊆ V consider a new vector wδG(S) ∈ RE
defined as
wδG(S)e =
¨−we if e ∈ δG(S)
we otherwise,
for all e ∈ E.
The next theorem shows that the switching operation preserves valid inequali-
ties and facets of the cut polytope.
4.1.5 Theorem. Let w ∈ RE , w0 ∈ R and S ⊆ V . The following are equivalent:
(i) The inequality wTx ≤ w0 is valid (resp. facet inducing) for CUT01(G).
(ii) The inequality (wδG(S))Tx ≤ w0 − w(δG(S)) is valid (resp. facet inducing) for
CUT01(G).
Similarly, the following are equivalent:
(i) The inequality wTx ≤ w0 is valid (resp. facet inducing) for CUT±1(G).
(ii) The inequality (wδG(S))Tx ≤ w0 is valid (resp. facet inducing) for CUT±1(G).
For a proof of this result see [44, Section 26.3]. A pair of inequalities as given
in Theorem 4.1.5 are called switching equivalent.
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4.2 The metric polytope
We have already seen that linear optimization over the cut polytope models the
maximum cut problem, well known to be NP-hard [93]. This justifies the need for
obtaining tractable relaxations of the cut polytope. In this section we introduce one
of the most extensively studied polyhedral relaxations of the cut polytope.
4.2.1 Definition. The metric polytope of a graph G = (V, E), denoted by MET01(G),
is the polytope defined by the following linear inequalities:
0≤ xe ≤ 1 ∀e ∈ E, (4.2)
x(F)− x(C \ F)≤ |F | − 1, (4.3)
for all circuits C of G and for all odd cardinality subsets F ⊆ C.
Inequalities of the form (4.3) are called circuit inequalities and notice that the
well known triangle inequalities are special instances of circuit inequalities.
We introduced the metric polytope as a tractable relaxation for the cut polytope.
However, this is not apparent from (4.3), since the number of defining inequalities
of the metric polytope is exponential in number of nodes of the graph. Neverthe-
less, it is known that the separation problem for the metric polytope can be solved
in polynomial time [19] (see also [44, Section 27.3.1]). Using the fundamental
results of Grötschel, Lovász and Schrijver this implies that linear optimization over
the metric polytope can be done in polynomial time [58].
Alternatively, the fact that we can optimize efficiently over the metric polytope
of a graph can be seen since MET01(G) can be expressed as the projection of a poly-
tope living a higher dimension which has a compact description. This polytope is
known as the semimetric polytope and is equal to MET01(Kn). The semimetric poly-
tope lies in
 n
2

-dimensional space and is defined by the following 4
 n
3

inequalities
x i j − x ik − x jk ≤ 0 and x i j + x ik + x jk ≤ 2,
for all distinct i, j, k ∈ [n]. The following theorem shows that optimization over
MET01(G) can be expressed as polynomial size linear program.
4.2.2 Theorem. [18] For any graph G we have that
MET01(G) = piE(MET
01(Kn)).
For a proof of this fact the reader is referred to [44, Theorem 27.3.3].
In this thesis we will usually work with the metric polytope in ±1 variables,
denoted by MET±1(G), in which case its linear inequality description is given by:
−1≤ xe ≤ 1 ∀e ∈ E, (4.4)
x(C \ F)− x(F)≤ |C | − 2, (4.5)
for all circuits C of G and for all odd cardinality subsets F ⊆ C .
Next we make the simple observation that the metric polytope is a relaxation of
the cut polytope, i.e., that for any graph G we have the inclusion
CUT01(G)⊆MET01(G). (4.6)
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For this we need to show that all the cut vectors δG(S) belong to MET01(G). Let
S ⊆ V and C a circuit in G. Then δG(S)(C) = |δG(S)∩ C | is an even number which
implies that δG(S) satisfies (4.3). The next theorem characterizes the graphs for
which (4.6) holds with equality.
4.2.3 Theorem. [17] For any graph G we have that
CUT(G) =MET(G) if and only if G has no K5-minor.
It will be useful in later sections to identify which of the defining inequalities of
the metric polytope are facet inducing.
4.2.4 Theorem. [19] For a graph G = (V, E) we have that
(i) Inequality (4.2) defines a facet of MET01(G) if and only if e does not belong to
any triangle of G.
(ii) Inequality (4.3) defines a facet of MET01(G) if and only if C is a chordless
circuit.
We continue with an observation that will be useful in Chapter 9.
4.2.5 Lemma. For a fixed chrodless circuit C all the circuit inequalities given in (4.5)
are switching equivalent.
Proof. Say C = Cn, where n is odd. One of the circuit inequalities given in (4.5) is
−x(Cn)≤ |C | − 2. (4.7)
We will show that any other circuit inequality is switching equivalent to (4.7). Let
F ⊆ Cn with |F | odd, and consider the corresponding circuit inequality x(C \ F)−
x(F) ≤ |C | − 2. Since |C | and |F | are both odd it follows that |C \ F | is even and
thus C \ F is a cut of Cn. Thus, we can change the signs along C \ F to get (4.7).
Similarly, for even n, every circuit inequality is switching equivalent to
x(C \ e)− xe ≤ |C | − 2, (4.8)
and thus the claim follows.
The last result in this section shows that if G is obtained as the clique k-sum
(k ≤ 3) of two graphs G1 and G2, the inequality description of CUT(G) can be
obtained by combining the inequality descriptions of CUT(G1) and CUT(G2).
4.2.6 Theorem. [17] Consider a graph G obtained as the clique k-sum (k ≤ 3) of
graphs G1 and G2. Then a linear inequality description of CUT(G) is obtained by jux-
taposing the linear inequality descriptions of CUT(G1) and CUT(G2) and identifying
the variables corresponding to edges contained in V1 ∩ V2.
4.3 The elliptope of a graph
In this section we introduce the elliptope of a graph, one of the most extensively
studied non-polyhedral relaxations for the cut polytope. This non-polyhedral re-
laxation is relevant for optimization purposes as one can optimize a linear function
over the elliptope in polynomial time using semidefinite programing.
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Given a graph G = (V = [n], E), piE denotes the projection from S n onto the
subspace RE indexed by the edge set of G, i.e.,
piE : S n 7→ RE X 7→ (X i j)i j∈E . (4.9)
4.3.1 Definition. The elliptope of a graph G is defined as
E (G) = piE(En).
The study of the elliptope is motivated by its relevance to the positive semidef-
inite matrix completion problem. Clearly, the elements of E (G) can be seen as
the G-partial symmetric matrices that admit a completion to a full correlation ma-
trix. Consequently, deciding whether a G-partial matrix admits a psd completion is
equivalent to deciding membership in E (G).
A necessary condition for a G-partial matrix to admit a psd completion is that
every completely specified minor should also be positive semidefinite. This condi-
tion is also sufficient for chordal graphs as illustrated in the next theorem.
4.3.2 Theorem. [55] For any graph G we have that
E (G)⊆ {x ∈ [−1, 1]|E| : xK ∈ E (K) for all cliques K in G},
and equality holds if and only if G is chordal.
Here xK denotes the restriction of the vector x ∈ RE to those entries which are
indexed by edges in K .
Any matrix X = (x i j) ∈ En has its diagonal entries all equal to 1. Hence, all its
entries lie in [−1, 1] and thus they can be parametrized as x i j = cos(piai j) where
ai j ∈ [0, 1]. This parametrization allows us to state conditions for the membership
of a G-partial matrix in E (G) in terms of linear inequalities in the a′i js. A first result
in this direction characterizes the elliptope of a circuit. Throughout this section,
for a vector x ∈ RE we set cos x = (cos x i j) ∈ RE .
4.3.3 Theorem. [20] For a circuit C we have that
E (C) = {cospia : a ∈MET01(C)}.
To gain some intuition concerning Theorem 4.3.3, notice that for C = K3 we
recover the well-known result that the 3-by-3 matrix 1 cos a cosγcos a 1 cosβ
cosγ cosβ 1

is positive semidefinite if and only if
a ≤ β + γ, β ≤ a+ γ, γ≤ a+ β , and a+ β + γ≤ 2pi.
One can relate the elliptope of a graph with the metric polytope as follows
4.3.4 Theorem. [74] For any graph G we have that
E (G)⊆ {cospia : a ∈MET01(G)},
with equality if and only if G does not have a K4-minor.
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The next result shows that the elliptope of a graph is indeed a relaxation of the
cut polytope.
4.3.5 Theorem. [74] For any graph G we have that
CUT±1(G)⊆ E (G),
with equality if and only if G does not have a K3-minor.
We continue with a simple lemma that will be useful in Chapter 9.
4.3.6 Lemma. [74, Corollary 4.7] For p even, we have ce ∈ E (Cp) for all c ∈ [−1, 1].
For p odd, we have ce ∈ E (Cp) if and only if − cos pip ≤ c ≤ 1.
Proof. Let c ∈ [−1, 1] and consider a ∈ [0,1] such that c = cospia. By Theo-
rem 4.3.4 we have that E (Cp) = cos(piMET01(Cp)) which implies that ceT ∈ E (Cp)
if and only if aeT ∈MET01(Cp). By the definition of MET01(Cp), the latter condition
is equivalent to a(2|F | − |Cp|) ≤ |F | − 1 for all F ⊆ Cp with |F | odd. As a ≥ 0 this
condition is trivially satisfied for all F ⊆ C with 2|F | − |Cp| ≤ 0. This implies that
aeT ∈ E (Cp) if and only if a ≤ min{(|F | − 1)/(2|F | − |Cp|) : 2|F | − |Cp| > 0, F ⊆
Cp, |F | odd }.
Consider first the case where p is even. Then (|F | − 1)/(2|F | − |Cp|) ≥ 1 for
every F ⊆ Cp with 2|F |− |Cp|> 0 and |F | odd which implies that aeT ∈MET01(Cp)
for all a ∈ [0,1]. Next let us consider the case when p is odd. Setting F = Cp we
obtain that a ≤ (p − 1)/p. For F ⊆ Cp with |F | ≤ p − 2 it is easy to check that
(p− 1)/p ≤ (|F | − 1)/(2|F | − p) and thus the claim follows.
We conclude this section by collecting some geometric properties of the ellip-
tope of a graph that will be useful for Chapter 10. Since the affine image of a
compact set is compact we immediately get the following:
4.3.7 Lemma. The elliptope of a graph G is a compact and convex subset of R|E|.
The next lemma is useful in the study of the extreme points of elliptope E (G).
4.3.8 Lemma. Let x ∈ E (G), let X ∈ En be a rank r completion of x with Gram
representation {u1, . . . , un} inRr and let U be the r×n matrix with columns u1, . . . , un.
Set
Ui j =
uiu
T
j + u ju
T
i
2
, UV = 〈Uii : i ∈ V 〉, UE = 〈Ui j : {i, j} ∈ E〉 ⊆ S r . (4.10)
If x is an extreme point of E (G) then UE ⊆UV .
Proof. Assume for contradiction that UE 6⊆ UV . Then there exists a matrix R ∈U ⊥V \ U ⊥E . Set Z = UTRU = (〈R, Ui j〉)ni, j=1 ∈ S n and notice that since R ∈ U ⊥V ,
the matrix Z is a perturbation of X (recall (3.8) and (4.10)). By the definition of
perturbation this means that there exists some ε > 0 such that X ± εZ ∈ En. As
R 6∈ U ⊥E , it follows that Zi j = 〈R, Ui j〉 6= 0 for some edge {i, j} ∈ E and thus the
vectors piE(X + εZ) and piE(X − εZ) are both distinct from x . Then the equality
x = piE(X + εZ)/2+piE(X − εZ)/2, leads to a contradiction since by assumption
x ∈ extE (G).
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Given a vector x ∈ E (G), its fiber, denoted by fib(x), is the set of all psd com-
pletions of x in En, i.e,
fib(x) = {X ∈ En : piE(X ) = x}.
We conclude with a lemma that will be used in Chapter 10.
4.3.9 Lemma. For a vector x ∈ E (G) we have that
(i) x ∈ extE (G) if and only if fib(x) is a face of En.
(ii) If x ∈ extE (G) then ext fib(x)⊆ extEn.
Proof. (i) Say x ∈ extE (G) and let λA+ (1− λ)B ∈ fib(x), where A, B ∈ En and
λ ∈ (0, 1). Then x = λpiE(A) + (1− λ)piE(B) ∈ E (G) and since x ∈ extE (G) this
implies that A, B ∈ fib(x). The other direction is similar.
(ii) The assumption combined with (i) imply that fib(x) is a face of En and the
claim follows from Lemma 2.1.5.
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5
The Gram dimension of a graph
In this chapter we introduce a new graph parameter, denoted by gd(·), which we
call the Gram dimension of a graph. It is defined as the smallest integer k ≥ 1 such
that any partial real symmetric matrix, whose entries are specified on the diagonal
and at the off-diagonal positions corresponding to edges of G, can be completed to
a positive semidefinite matrix of rank at most k (assuming a positive semidefinite
completion exists). We show that for any fixed integer k ≥ 1 the class of graphs
satisfying gd(G)≤ k is minor closed and hence, by the graph minor theorem, it can
be characterized by a finite list of forbidden minors. For k ≤ 3 the only minimal
forbidden minor is Kk+1. Our main result in this chapter is to identify the forbidden
minors for the case k = 4.
The content of this chapter is based on joint work with M. Laurent [83, 82].
5.1 Introduction
The problem of completing a partial matrix to a full positive semidefinite (psd)
matrix is one of the most extensively studied matrix completion problems. A par-
ticular instance of this problem is the completion problem for correlation matrices
arising in probability and statistics, and it is also closely related to the completion
problem for Euclidean distance matrices with applications, e.g., to sensor network
localization and to molecular conformation in chemistry.
Among all psd completions of a partial matrix, the ones with the lowest possible
rank are of particular importance. Indeed, the rank of a matrix is often a good
measure of the complexity of the data it represents. As an example, it is well
known that the minimum dimension of a Euclidean embedding of a finite metric
space can be expressed as the rank of an appropriate psd matrix (see e.g. [44]).
Moreover, in applications, one is often interested in embeddings in low dimension,
say 2 or 3.
In this chapter we focus on the question of existence of low rank psd comple-
tions. Our approach is combinatorial, so we look for conditions on the graph spec-
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ified entries permitting to guarantee the existence of low rank completions. This is
captured by the notion of Gram dimension of a graph which we introduce below.
We start by recalling some basic definitions. Given a simple and undirected
graph G on n nodes, a G-partial matrix is a real symmetric n-by-n matrix whose en-
tries are specified on the diagonal and at the off-diagonal positions corresponding
to the edges of G. A G-partial psd matrix is a G-partial matrix with the additional
property that every fully specified principal submatrix is psd. A G-partial psd ma-
trix that admits at least one completion to a full psd matrix is called completable.
Throughout this chapter we denote the set of G-partial matrices that are com-
pletable as S+(G) and the set of G-partial matrices that admit a positive definite
completion as S++(G).
5.1.1 Definition. The Gram dimension of a graph G = ([n], E), denoted by gd(G),
is defined as the smallest integer k ≥ 1 such that, for any matrix X ∈ S n+ , there exists
another matrix X ′ ∈ S n+ with rank at most k satisfying
X ii = X
′
ii for all i ∈ [n] and X i j = X ′i j for all i j ∈ E.
Equivalently, the Gram dimension of a graph is equal to the smallest integer k ≥ 1
such that every G-partial psd matrix which is completable also has a psd completion
of rank at most k.
Notice that the Gram dimension is well defined and satisfies gd(G) ≤ |V (G)|
since in the definition one can always take X ′ = X .
As a warm-up example we observe that gd(Kn) = n; the upper bound is clear as|V (Kn)| = n and the lower bound follows by considering X = In, i.e., the identity
matrix of size n-by-n.
Yet another equivalent way of rephrasing the notion of Gram dimension is in
terms of ranks of feasible solutions to certain semidefinite programs. Indeed, the
Gram dimension of a graph G = (V = [n], E) is at most k if and only if the set
S(G, a) = {X  0 : X ii = aii ∀i ∈ [n] and X i j = ai j ∀i j ∈ E}
contains a matrix of rank at most k for all a ∈ RV∪E for which S(G, a) is not empty.
The set S(G, a) is a typical instance of a spectrahedron; recall Section 3.2.
Specializing the general bound from Corollary 3.2.2 to the spectrahedron S(G, a),
we obtain the bound
gd(G)≤
p1+ 8(|V |+ |E|)− 1
2
 .
For the complete graph G = Kn this bound is equal to n and since gd(Kn) = n it is
tight. As we will see in this chapter one can get other bounds depending on the
structure of G; for instance, gd(G) is at most the treewidth of G plus 1 (cf. Theorem
5.2.8).
As we will see in Section 5.2, for any fixed integer k ≥ 1 the class of graphs
with gd(G) ≤ k is closed under taking minors, hence it can be characterized by a
finite list of minimal forbidden minors. Our main result in this chapter is such a
characterization for each integer k ≤ 4.
Main Theorem. For k ≤ 3, gd(G)≤ k if and only if G has no Kk+1 minor. For k = 4,
gd(G)≤ 4 if and only if G has no K5 and K2,2,2 minors.
Definitions and basic properties 53
5.2 Definitions and basic properties
In this section we give some useful reformulations of the parameter gd(·) and we
prove some basic properties that will be useful for later sections.
5.2.1 Definition. Given a graph G = (V, E) and a vector a ∈ RV∪E , a Gram repre-
sentation of a in Rk consists of a set of vectors p1, . . . , pn ∈ Rk such that
pTi p j = ai j ∀i j ∈ V ∪ E.
The Gram dimension of a vector a ∈ S+(G), denoted as gd(G, a), is the smallest
integer k ≥ 1 for which a has a Gram representation in Rk.
Then, a vector a ∈ S+(G) with gd(G, a) ≤ k corresponds to a G-partial matrix
that has at least one psd completion of rank at most k.
Using the fact the every psd matrix is the Gram matrix of some family of vectors,
the graph parameter gd(·) can be reformulated as follows:
5.2.2 Definition. The Gram dimension of a graph G = (V, E) is defined as
gd(G) = max
a∈S+(G)
gd(G, a). (5.1)
5.2.3 Remark. In this thesis we are primarily concerned with vectors in RV∪E that
admit a Gram representation by unit vectors. Any such vector has the form (e, a)
where a ∈ RE and e is the all-ones vector of size |V |. For ease of notation, for any
vector a ∈ RE , we write gd(G, a) in place of gd(G, (e, a)) and this is a convention
we follow throughout this thesis. Then, for a vector a ∈ RE , gd(G, a) is equal to the
smallest k ≥ 1 for which a has a Gram representation by unit vectors in Rk.
We now observe that the maximization in (5.1) can be restricted to all vectors
a ∈ E (G) (where all diagonal entries are implicitly taken to be equal to 1).
5.2.4 Lemma. For any graph G we have that
gd(G) = max
a∈E (G)gd(G, a). (5.2)
Proof. As a first step we show that the maximization in (5.1) can be restricted to
vectors a ∈ S+(G) satisfying aii 6= 0 for all i ∈ [n]. Indeed, for a vector a ∈ S+(G)
with aii = 0 for some i, define the new vector a˜ which coincides with a everywhere
except at the (i, i)-th entry where a˜ii = 1. Then a˜ ∈ S+(G) and gd(G, a)≤ gd(G, a˜).
Iterating, this implies the claim. Lastly, given a vector a ∈ S+(G) with aii 6= 0
for all i ∈ [n], we can scale it and define a new vector a˜ ∈ E (G) by setting a˜i j =
ai j/
p
aiia j j for all i j ∈ V ∪E. It is straightforward to check that gd(G, a) = gd(G, a˜)
and thus the lemma follows.
In Chapter 10 we will study another related graph parameter, called the ex-
treme Gram dimension of a graph, defined as follows:
egd(G) = max
a∈ext E (G)gd(G, a).
That is, egd(G) is the maximum Gram dimension over the extreme points of E (G).
Next we investigate the behavior of the graph parameter gd(·) under the oper-
ation of edge deletion and edge contraction.
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5.2.5 Lemma. The graph parameter gd(·) is monotone nonincreasing with respect to
edge deletion and contraction: gd(G\e), gd(G/e)≤ gd(G) for any edge e ∈ E.
Proof. Let G = ([n], E) and e ∈ E. It follows directly from the definition that
gd(G\e)≤ gd(G). It remains to show that gd(G/e)≤ gd(G). Say e is the edge (n−
1, n), G/e = ([n−1], E′), and set k = gd(G). Consider vectors p1, . . . , pn−1 labeling
the nodes of G/e. As gd(G) = k, there exists a family of vectors q1, . . . , qn ∈ Rk
such that
qTi q j = p
T
i p j for all i j ∈ [n]∪ E, (5.3)
where we define pn = pn−1. Notice that, by applying (5.3) to the pairs i j with
i, j ∈ {n − 1, n}, we get that qn−1 = qn. We now show that pTi p j = qTi q j for all
i j ∈ [n− 1]∪ E′ which will imply the claim. Recall that the edge set E′ consists of
the edges of G not containing node n and of the edges (i, n− 1) for all (i, n) ∈ E.
If i j ∈ E′ ∩ E then we are done by (5.3). Lastly, if (i, n− 1) ∈ E′ where (i, n) ∈ E,
then (5.3) implies that qTi qn = p
T
i pn, and thus, as qn−1 = qn and pn−1 = pn, the
claim follows.
Our next goal is to investigate the behavior of gd(·) with respect to the clique
sum operation.
5.2.6 Lemma. If G is the clique sum of two graphs G1 and G2, then
gd(G) =max{gd(G1), gd(G2)}.
Proof. The claim follows directly from Lemma 2.3.11.
As a first application of Lemmas 5.2.5 and 5.2.6, we obtain that the Gram di-
mension is monotone nonincreasing under node deletion.
5.2.7 Lemma. For any node u of G, we have that gd(G \ u) ≤ gd(G); moreover,
equality holds if u is an isolated node.
Proof. After deleting all edges adjacent to u in G, we obtain a graph (call it H)
which can be seen as the clique 0-sum of node u and the graph G \ u. Thus,
gd(H) = gd(G \ u) (by Lemma 5.2.6) and gd(H)≤ gd(G) (by Lemma 5.2.5).
As another application we can bound the Gram dimension of a graph in terms
of its treewidth.
5.2.8 Theorem. For any graph G, gd(G)≤ tw(G) + 1.
Proof. Setting tw(G) = k, by the definition of treewidth we have that G is a sub-
graph of a clique sum of complete graphs on k+1 nodes. Combining Lemma 5.2.6
with the fact that gd(Kk+1) = k+ 1 the claim follows.
Next, we relate the Gram dimension of a graph G and of its suspension ∇G.
Given a vector x ∈ RV∪E , extend it to a vector y ∈ RV (∇G)∪E(∇G) by setting yi j = x i j
for all i j ∈ V ∪ E, y0i = 0 for all i ∈ [n] and letting y00 > 0 be an arbitrary
positive scalar. Then, if x ∈ S+(G), we have that y ∈ S+(∇G) and moreover
gd(∇G, y) = gd(G, x) + 1. This shows that gd(∇G)≥ gd(G) + 1.
The next lemma shows that this holds with equality.
5.2.9 Lemma. For any graph G, gd(∇G) = gd(G) + 1.
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Proof. Set k = gd(G); we show that gd(∇G) ≤ k + 1. For this, let X ∈ S n+1+ ,
written in block-form as X =

α aT
a A

, where A ∈ S n+ and the first row/column
is indexed by the apex node 0 of ∇G. If α = 0 then a = 0, piV E(A) has a Gram
representation in Rk and thus piV (∇G)E(∇G)(X ) too. Assume now α > 0 and without
loss of generality α= 1. Consider the Schur complement Y of X with respect to the
entry α= 1, given by Y = A− aaT (recall Theorem 2.3.8). As Y ∈ S n+ , there exists
Z ∈ S n+ such that rank(Z)≤ k and piV E(Z) = piV E(Y ). Define the matrix
X ′ :=

1 aT
a aaT

+

0 0
0 Z

.
Then, rank(X ′) = rank(Z)+1≤ k+1. Moreover, X ′ and X coincide at all diagonal
entries as well as at all entries corresponding to edges of ∇G. This concludes the
proof that gd(∇G)≤ k+ 1.
Throughout this chapter we denote by Gk the class of graphs G for which
gd(G) ≤ k. In view of Lemmas 5.2.5 and 5.2.7, Gk is closed under taking minors.
Hence, by the celebrated graph minor theorem of [115], it can be characterized by
finitely many minimal forbidden minors.
It is easy to see that for all integers n ≥ 1 the graph Kn is a minimal forbidden
minor for Gn−1. The fact that it is forbidden follows since gd(Kn) = n so it remains
to show minimality. Indeed, contracting any edge of the graph Kn gives the graph
Kn−1 which has Gram dimension n−1. On the other hand, deleting any edge of Kn
we get a graph which is the clique sum of two copies of Kn−1, in which case we are
done by Theorem 5.2.8.
In the next theorem we determine the full list of minimal forbidden minors for
the class Gk when k ≤ 3. For the case k = 1 we have that gd(G) = 1 if and only if
G does not contain any edge. The only interesting cases are for k ∈ {2,3}.
5.2.10 Theorem. For k ≤ 3, gd(G)≤ k if and only if G has no minor Kk+1.
Proof. For any graph G we have the following chain of implications
gd(G)≤ 2=⇒ K3 6 G =⇒ tw(G)≤ 1=⇒ gd(G)≤ 2,
where the last implication follows from Theorem 5.2.8 and the second to last im-
plication from Theorem 2.2.2. This gives the characterization of graphs with Gram
dimension at most 2. Similarly, for any graph G we have that
gd(G)≤ 3=⇒ K4 6 G =⇒ tw(G)≤ 2=⇒ gd(G)≤ 3,
which gives the characterization of graphs with Gram dimension at most 3.
As an application, Theorem 5.2.10 implies that for the circuit graph we have
gd(Cn)≤ 3. In the following lemma, we derive a characterization of the partial ma-
trices a ∈ E (Cn) admitting a Gram realization in R2. This result will be generalized
to arbitrary graphs in Chapter 7.
5.2.11 Lemma. Consider the vector a = (cosϑ1, cosϑ2, . . . , cosϑn) ∈ E (Cn), where
ϑ1, . . . ,ϑn ∈ [0,pi]. Then gd(Cn, a)≤ 2 if and only if there exist ε ∈ {±1}n and k ∈ Z
such that
∑n
i=1 εiϑi = 2kpi.
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Proof. Assume that gd(Cn, a) ≤ 2 and let u1, . . . , un ∈ R2 be unit vectors such that
uTi ui+1 = cosϑi for all i ∈ [n] (setting un+1 = u1). We may assume that u1 =
(1, 0)T. Then, the condition uT1 u2 = cosϑ1 implies that the angle between u1 and
u2 is equal to cosϑ1 and thus u2 = (cos(ε1ϑ1), sin(ε1ϑ1))T for some ε1 ∈ {±1}.
Analogously, uT2 u3 = cosϑ2 implies that u3 = (cos(ε1ϑ1+ε2ϑ2), sin(ε1ϑ1+ε2ϑ2))
T
for some ε2 ∈ {±1}. Iterating, we find there exists ε ∈ {±1}n such that ui =
(cos(
∑i−1
j=1 εiϑi), sin(
∑i−1
j=1 εiϑi))
T for i = 1, . . . , n. Finally, the condition uTn u1 =
cosϑn = cos(
∑n−1
i=1 εiϑi) implies
∑n
i=1 εiϑi ∈ 2piZ. The arguments can be reversed
to show the ‘if part’.
5.3 Characterizing graphs with Gram dimension at
most four
The next natural question is to characterize the class G4. As gd(K5) = 5 and K5 \ e
is a clique sum of two copies of K4 it follows that K5 is a minimal forbidden minor
for G4. We now show this is also the case for the complete tripartite graph K2,2,2.
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Figure 5.1: The graph K2,2,2.
5.3.1 Lemma. The graph K2,2,2 is a minimal forbidden minor for G4.
Proof. To show that gd(K2,2,2) ≥ 5 we construct a partial matrix a ∈ S n+ (K2,2,2)
which admits a unique completion to a full positive semidefinite matrix, and this
completion has rank 5. For this, number the nodes of K2,2,2 as in Figure 5.1.
Let ei (i ∈ [5]) denote the standard unit vectors in R5. Next, assign vectors
pi (i ∈ [6]) to the nodes of K2,2,2, where pi = ei for i ∈ [5] and p6 = e4 + e5,
and let a ∈ S n+ (K2,2,2) be the corresponding partial matrix with the pi ’s as Gram
representation. By construction the partial matrix a has a psd completion of rank
5 and we now show that this is the unique psd completion of a.
For this, let X be an arbitrary psd completion of a. As the nodes 4,5,6 form a
clique in K2,2,2, all entries in the principal submatrix X [4,5, 6] are specified. More-
over, the chosen Gram representation satisfies the dependency p4+ p5 = p6, which
gives a linear dependency among the columns of X [4,5, 6]. Using Lemma 2.3.9,
this linear dependency can be extended to a linear dependency among the full
columns of X , namely, X [·, 4] + X [·, 5] = X [·, 6]. This implies that the three un-
specified entries X14, X25, X36 are uniquely determined in terms of the specified
entries of X .
On the other hand, as tw(K2,2,2) ≤ 4, Lemma 5.2.8 implies that gd(K2,2,2) ≤ 5
and thus K2,2,2 is a forbidden minor for G4. It remains to show that it is minimal.
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Direct case checking shows that deleting or contracting an edge in K2,2,2 yields a
graph with treewidth at most 3 and thus with Gram dimension at most 4.
We note in passing that in Chapter 11 we will develop a systematic method for
constructing partial matrices with a unique psd completion which will allow us to
recover the construction from Lemma 5.3.1.
By Theorem 5.2.8, all graphs with treewidth at most 3 belong to G4. Moreover,
recall that a graph G has tw(G) ≤ 3 if and only if G does not have K5, K2,2,2, V8
and C5K2 as a minor; cf Theorem 2.2.2. The graphs V8 and C5K2 are shown in
Figures 5.2 and 5.3, respectively.
These four graphs are natural candidates for being forbidden minors for the
class G4. We have already seen that this is indeed the case for the two graphs K5
and K2,2,2. However, this is not true for V8 and C5K2. Both belong to G4, this will
be proved in Section 5.4.5 for V8 (Theorem 5.4.13) and in Section 5.5 for C5K2
(Theorem 5.5.1). These two results form the main technical part of this chapter.
Using them, we can complete our characterization of the class G4.
5.3.2 Theorem. For a graph G, gd(G)≤ 4 if and only if G does not have K5 or K2,2,2
as minors.
Proof. Necessity follows from Lemmas 5.2.5 and 5.3.1. Sufficiency follows from the
following graph theoretical result, obtained by combining Theorem 2.2.2(iii) with
Seymour’s splitter theorem (for a self-contained proof see [126]): every graph with
no K5 and K2,2,2 minors can be obtained as a subgraph of a clique k-sum (k ≤ 2) of
copies of graphs with treewidth at most 3, V8 and C5K2. Combining this fact with
Theorems 5.4.13, 5.5.1 and Lemmas 5.2.6, 5.2.8 the claim follows.
5.4 Ingredients of the proof
5.4.1 High level idea
In this section we sketch our approach to show that gd(V8) = gd(C5K2) = 4.
5.4.1 Definition. Given a graph G = (V = [n], E), a configuration of G is an as-
signment of vectors p1, . . . , pn (in some space) to the nodes of G; the pair (G,p) is
called a framework. We use the notation p = {p1, . . . , pn} and, for a subset T ⊆ V ,
pT = {pi : i ∈ T}. Thus p= pV and we also set p−i = pV\{i}.
Two configurations p,q of G (not necessarily lying in the same space) are said to
be equivalent if pTi p j = q
T
i q j for all i j ∈ V ∪ E.
Our objective is to show that the two graphs G = V8, C5K2 belong to G4. That
is, we must show that, given any a ∈ S+(G), one can construct a Gram representa-
tion q of (G, a) lying in the space R4.
Along the lines of [25] (which deals with Euclidean distance realizations), our
strategy to achieve this is as follows: First, we construct a ‘flat’ Gram represen-
tation p of (G, a) obtained by maximizing the inner product pTi0 p j0 along a given
pair (i0, j0) which is not an edge of G. As suggested in [123] (in the context of
Euclidean distance realizations), this configuration p can be obtained by solving a
semidefinite program; then p corresponds to the Gram representation of an optimal
solution X to this program.
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In general we cannot yet claim that p lies in R4. However, we can derive useful
information about p by using an optimal solution Ω (which will correspond to a
‘stress matrix’) to the dual semidefinite program. Indeed, the optimality condition
XΩ = 0 will imply some linear dependencies among the pi ’s that can be used to
show the existence of an equivalent representation q of (G, a) in low dimension.
Roughly speaking, most often, these dependencies will force the majority of the
pi ’s to lie in R4, and one will be able to rotate each remaining vector p j about the
space spanned by the vectors labeling the neighbors of j into R4. Showing that the
initial representation p can indeed be ‘folded’ into R4 as just described makes up
the main body of the proof.
Before going into the details of the proof, we indicate some additional genericity
assumptions that can be made without loss of generality on the vector a ∈ S+(G).
This will be particularly useful when treating the graph C5K2.
5.4.2 Genericity assumptions
As observed in Lemma 5.2.4, the Gram dimension gd(G) is equal to the maximum
value of gd(G, a) taken over all a ∈ E (G). We now show using continuity argu-
ments that we can restrict the maximum to be taken over all a lying in a dense
subset of E (G).
5.4.2 Lemma. Let D be a dense subset of E (G). Then
gd(G) =max
a∈D gd(G, a).
Proof. Set k = maxa∈D gd(G, a) and let a ∈ E (G). Since D is dense in E (G) there
exists a sequence (di)i∈N ⊆ D converging to a as i 7→ ∞. For every i ∈ N there exists
a matrix Di ∈ En such that rank Di ≤ k and di = pi(Di). Since En is compact, the
sequence (Di)i∈N has a subsequence which converges to D ∈ En. For contradiction,
assume that rank D > k. Then, there exists a (k + 1)-by-(k + 1) submatrix of D
with nonzero determinant. Since lim
i∈N Di = D and rank Di ≤ k for all i ∈ N this
gives a contradiction. Thus rank D ≤ k and since a = pi(D) we get that gd(G) ≤
maxa∈D gd(G, a). The converse inequality is always true, so the claim follows.
For instance, the set D consisting of all x ∈ E (G) that admit a positive definite
completion in En is dense in E (G). We next identify a smaller dense subset D∗ ofD which we will use in our study of gd(C5K2).
5.4.3 Lemma. Let D∗ be the set of all a ∈ E (G) that admit a positive definite com-
pletion in En satisfying the following condition: For any circuit C in G, the restriction
aC = (ae)e∈C of a to C does not admit a Gram representation in R2. Then the set D∗
is dense in E (G).
Proof. We show that D∗ is dense in D. Let a ∈ D and set a = cosϑ, where ϑ ∈
[0,pi]E . Given a circuit C in G (say of length p), it follows from Lemma 5.2.11 that
aC has a Gram realization in R2 if and only if
∑p
i=1 εiϑi = 2kpi for some ε ∈ {±1}p
and k ∈ Z with |k| ≤ p/2. Let HC denote the union of the hyperplanes in RE(C)
defined by these equations. Therefore, a 6∈ D∗ if and only if ϑ ∈ ∪CHC , where the
union is taken over all circuits C of G. As ∪CHC is a set of measure 0, by perturbing
ϑ we can find a sequence ϑ(i) ∈ [0,pi]E \∪CHC converging to ϑ as i→∞. Then the
sequence a(i) := cosϑ(i) tends to a as i →∞ and, for all i large enough, a(i) ∈ D∗.
This shows that D∗ is a dense subset of D and thus of E (G).
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Lastly, Lemma 5.4.2 combined with Lemma 5.4.3 imply the following:
5.4.4 Corollary. For any graph G = ([n], E), gd(G) = maxgd(G, a), where the
maximum is over all a ∈ E (G) admitting a positive definite completion and whose
restriction to any circuit of G has no Gram representation in the plane.
5.4.3 Semidefinite programming formulation
We now describe how to model the ‘flattening’ procedure using semidefinite pro-
gramming (sdp) and how to obtain a ‘stress matrix’ using sdp duality.
Let G = (V = [n], E) be a graph and let e0 = (i0, j0) be a non-edge of G (i.e.,
i0 6= j0 and e0 6∈ E). Let a ∈ S+(G) be a partial positive semidefinite matrix for
which we want to show the existence of a Gram representation in a small dimen-
sional space. For this consider the semidefinite program:
max 〈Ei0 j0 , X 〉 s.t. 〈Ei j , X 〉= ai j (i j ∈ V ∪ E), X  0, (5.4)
where Ei j = (eieTj + e je
T
i )/2 and e1, . . . , en are the standard unit vectors in R
n. The
dual semidefinite program of (5.4) reads:
min
∑
i j∈V∪E
wi jai j s.t. Ω =
∑
i j∈V∪E
wi j Ei j − Ei0 j0  0. (5.5)
5.4.5 Theorem. Consider a graph G = ([n], E), a pair e0 = (i0, j0) 6∈ E, and let
a ∈ S++(G). Then there exists a Gram realization p = {p1, . . . , pn} in Rk (for some
k ≥ 1) of (G, a) and a matrix Ω = (wi j) 0 satisfying
wi0 j0 6= 0, (5.6)
wi j = 0 for all i j 6∈ V ∪ E ∪ {e0}, (5.7)
wii pi +
∑
j : i j∈E∪{e0}
wi j p j = 0 for all i ∈ [n], (5.8)
dim〈pi , p j〉= 2 for all i j ∈ E. (5.9)
We refer to equation (5.8) as the equilibrium condition at vertex i and we refer to
edge (i0, j0) as the stressed edge.
Proof. Consider the semidefinite program (5.4) and its dual program (5.5). By
assumption, a has a positive definite completion, hence the program (5.4) is strictly
feasible. Choosing wii = 2 for i ∈ [n] and wi j = 0 for i j ∈ E, we see that the
dual program (5.5) is also strictly feasible. Hence there is no duality gap and the
optimal values are attained in both programs. Let (X ,Ω) be a pair of primal-dual
optimal solutions. Then (X ,Ω) satisfies the optimality condition: 〈X ,Ω〉 = 0 or,
equivalently, XΩ = 0. Say X has rank k and let p = {p1, . . . , pn} ⊆ Rk be a Gram
representation of X . Now it suffices to observe that the condition XΩ = 0 can
be reformulated as the equilibrium conditions (5.8) (recall (2.2)). The conditions
(5.6) and (5.7) follow from the form of the dual program (5.5). Lastly, as a ∈
S++(G) it follows that the 2-by-2 minor that corresponds to any edge i j ∈ E has
full rank. This shows that (5.9) is valid for any feasible solution of (5.4).
60 The Gram dimension of a graph
Note that, using the variant of Farkas’ lemma for semidefinite programming
given in Lemma 3.1.5 one can show the existence of a nonzero positive semidefinite
matrix Ω = (wi j) satisfying (5.7) and the equilibrium conditions (5.8) also in the
case when the semidefinite program (5.4) is not strictly feasible, however now with
wi0 j0 = 0. This remark will be useful in the exceptional case considered in Section
5.5.5 where we will have to solve again a semidefinite program of the form (5.4);
however this program will have additional conditions imposing that some of the
pi ’s are pinned so that one cannot anymore assume strict feasibility (see the proof
of Lemma 5.5.11).
5.4.4 Useful lemmas
We start with some definitions about stressed frameworks and then we establish
some basic tools that we will repeatedly use later in our proof for V8 and C5K2.
For a matrix Ω = (wi j) ∈ S n its support graph is the graph S (Ω) with node set [n]
and with edges the pairs (i, j) with wi j 6= 0.
5.4.6 Definition. (Stressed framework (H,p,Ω)) Consider a framework (H =
(V = [n], F),p). A nonzero matrix Ω = (wi j) ∈ S n is called a stress matrix for the
framework (H,p) if its support graph S (Ω) is contained in H (i.e., wi j = 0 for all
i j 6∈ V ∪ F) and Ω satisfies the equilibrium condition
wii pi +
∑
j:i j∈F
wi j p j = 0 ∀i ∈ V. (5.10)
Then the triple (H,p,Ω) is called a stressed framework, and a psd stressed frame-
work if moreover Ω 0.
We let VΩ denote the set of nodes i ∈ V for which wi j 6= 0 for some j ∈ V . A node
i ∈ V is said to be a 0-node when wi j = 0 for all j ∈ V . Hence, V \ VΩ is the set of all
0-nodes and, when Ω 0, i is a 0-node if and only if wii = 0.
The support graph S (Ω) of Ω is called the stressed graph; its edges are called the
stressed edges of H and the nodes i ∈ VΩ are called the stressed nodes.
Given an integer t ≥ 1, a node i ∈ V is said to be a t-node if its degree in the
stressed graph S (Ω) is equal to t.
Throughout we will deal with stressed frameworks (H,p,Ω) obtained by apply-
ing Theorem 5.4.5. Hence the graph H arises by adding a new edge e0 to a given
graph G, which we then denote as H = bG, as indicated below.
5.4.7 Definition. (Extended graph bG) Given a graph G = (V = [n], E) and a fixed
pair e0 = i0 j0 not belonging to E, we set bG = (V, bE = E ∪ {e0}).
We now group some useful lemmas which we will use in order to show that a
given framework (H,p) admits an equivalent configuration in lower dimension.
The stress matrix provides some linear dependencies among the vectors pi la-
beling the stressed nodes, but it gives no information about the vectors labeling the
0-nodes. However, if we have a set S of 0-nodes forming a stable set, then we can
use the following lemma in order to ‘fold’ the corresponding vectors pi (i ∈ S) in a
lower dimensional space.
5.4.8 Lemma. (Folding a stable set) Let (H = (V, F),p) be a framework and let
T ⊆ V . Assume that S = V \ T is a stable set in H, that each node i ∈ S has degree at
most k− 1 in H, and that dim〈pT 〉 ≤ k. Then there exists a configuration q of H in
Rk which is equivalent to (H,p).
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Proof. Fix a node i ∈ S. Let N[i] denote the closed neighborhood of i in H con-
sisting of i and the nodes adjacent to i. By assumption, |N[i]| ≤ k and both sets
of vectors pT and pN[i] have rank at most k. Then one can find an orthogonal ma-
trix P mapping all vectors p j ( j ∈ T ∪ N[i]) into the space Rk. Indeed, the Gram
matrix of the vectors of pT and the Gram matrix of the vectors in pN[i] have both
have rank at most k and thus admit a common psd completion of rank k (recall
Lemma 2.3.11 and its proof). Repeat this construction with every other node of S.
As no two nodes of S are adjacent, this produces a configuration q in Rk which is
equivalent to (H,p).
The next lemma uses the stress matrix to upper bound the dimension of a given
stressed configuration.
5.4.9 Lemma. (Bounding the dimension) Let (H = (V = [n], F),p,Ω) be a psd
stressed framework. Then dim〈pV 〉 ≤ n− 2, except dim〈pV 〉 ≤ n− 1 if S (Ω) is a
clique.
Proof. Let X denote the Gram matrix of the pi ’s, so that rank(X ) = dim〈pV 〉. By
assumption, XΩ = 0 (and Ω is a nonzero psd matrix) which implies that rank X ≤
n − 1. Moreover, if S (Ω) is not a clique, then rankΩ ≥ 2 and thus rank X ≤
n− 2.
The next lemma indicates how 1-nodes can occur in a stressed framework.
5.4.10 Lemma. Let (H = (V, F),p,Ω) be a psd stressed framework. If node i is a 1-
node in the stressed graph S (Ω), i.e., there is a unique edge i j ∈ F such that wi j 6= 0,
then dim〈pi , p j〉 ≤ 1.
Proof. Directly, using the equilibrium condition (5.10) at node i.
We now consider 2-nodes in a stressed framework. As we will use Schur com-
plements, we recall the definition in the form which we will use here. For a matrix
Ω = (wi j) ∈ S n and i ∈ [n] with wii 6= 0, the Schur complement of Ω with respect
to its (i, i)-entry is the matrix, denoted as Ω−i = (w′jk) j,k∈[n]\{i} ∈ S n−1, with en-
tries w′jk = w jk − wikwi j/wii for j, k ∈ [n] \ {i}. Then, Ω  0 if and only if wii > 0
and Ω−i  0. We also need the following notion of ‘contracting a degree 2 node’ in
a graph.
5.4.11 Definition. Let H = (V, F) be a graph, let i ∈ V be a node of degree 2 in H
which is adjacent to nodes i1, i2 ∈ V . The graph obtained by contracting node i in H
is the graph H/i with node set V \ {i} and with edge set F/i = F \ {ii1, ii2} ∪ {i1i2}
(ignoring multiple edges).
5.4.12 Lemma. (Contracting a 2-node) Let (H = (V, F),p,Ω) be a psd stressed
framework, let i ∈ V be a 2-node in the stressed graph S (Ω) and set N(i) = {i1, i2}.
Then pi ∈ 〈pi1 , pi2〉 and thus dim〈p〉= dim〈p−i〉.
Moreover, if the stressed graph S (Ω) is not equal to the clique on {i, i1, i2}, then
(H/i,p−i ,Ω−i) is also a psd stressed framework.
Proof. The equilibrium condition at node i implies pi ∈ 〈pi1 , pi2〉. Note that the
Schur complement Ω−i of Ω with respect to the (i, i)-entry wii has entries w′i1 i2 =
wi1 i2 − wii1 wii2/wii , w′ir ir = wir ir − w2iir/wii for r = 1,2, and w′jk = w jk for all other
edges jk of H/i. As Ω  0 we also have Ω−i  0. Moreover, Ω−i 6= 0. Indeed, if
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i1i2 6∈ F then wi1 i2 = 0 and as wii1 , wii2 6= 0 it follows that w′i1 i2 6= 0. On the other
hand, if i1i2 ∈ F then, as S (Ω) is not the clique on {i, i1, i2}, there is another edge
jk of H/i in S (Ω) which implies that w′jk = w jk 6= 0.
In order to show that Ω−i is a stress matrix for (H/i,p−i), it suffices to check
the stress equilibrium at the nodes i1 and i2. To fix ideas consider node i1. Then
we can rewrite w′i1 i1 pi1 +w
′
i1 i2
pi2 +
∑
j∈N(i1)\{i2} w
′
i1 j
p j as
(
∑
j
wi1 j p j)−

wii pi +wii1 pi1 +wii2 pi2

wii1/wii ,
where both terms are equal to 0 using the equilibrium conditions of (Ω,p) at nodes
i1 and i.
In our proofs we will apply Lemma 5.4.12 iteratively to contract a set I con-
taining several 2-nodes. Of course, in order to obtain useful information, we
want to be able to claim that, after contraction, we obtain a stressed framework
(H/I ,pV\I ,Ω−I), i.e., with Ω−I 6= 0. Problems might occur if at some step we get a
stressed graph which is a clique on 3 nodes. Note that this can happen only when
a connected component of the stressed graph is a circuit. However, when we will
apply this operation of contracting 2-nodes to the case of G = C5K2, we will make
sure that this situation cannot happen; that is, we will show that we may assume
that the stressed graph does not have a connected component which is a circuit
(see Remark 5.5.7 in Section 5.5.1).
5.4.5 The graph V8 has Gram dimension 4
Let V8 = (V = [8], E) be the graph shown in Figure 5.2. In this section we use the
tools developed above to show that V8 has Gram dimension 4.
3
4 7
8
5 6
2 1
Figure 5.2: The graph V8.
5.4.13 Theorem. The graph V8 has Gram dimension 4.
Proof. Set G = V8 = ([8], E). Clearly gd(G) ≥ 4 since K4 is a minor of G. Fix
a ∈ S++(G); we show that (G, a) has a Gram realization in R4. For this we first
apply Theorem 5.4.5. As stretched edge e0, we choose the pair e0 = (1,4) and we
denote by bG = ([8], bE = E ∪ {(1,4)}) the extended graph obtained by adding the
stretched pair (1, 4) to G. Let p be the initial Gram realization of (G, a) and let
Ω = (wi j) be the corresponding stress matrix obtained by applying Theorem 5.4.5.
We now show how to construct from p an equivalent realization q of (G, a) lying
in R4.
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In view of Lemma 5.4.8, we know that we are done if we can find a subset S ⊆ V
which is stable in the graph G and satisfies dim〈pV\S〉 ≤ 4. This permits to conclude
when the stressed graph contains 1-nodes. Indeed suppose that there is a 1-node
in the stressed graph S (Ω). In view of Lemma 5.4.10 and (5.9), this can only be
node 1 (or node 4) (i.e., the end points of the stretched pair) and then we have
dim〈p1, p4〉 ≤ 1. Then, choosing the stable set S = {2, 5,7}, we have dim〈pV\S〉 ≤ 4
and we can conclude using Lemma 5.4.8. Hence we can now assume that there is
no 1-node in the stressed graph S (Ω).
Next, observe that we are done in any of the following two cases:
(i) There exists a set T ⊆ V with |T |= 4 and dim〈pT 〉 ≤ 2.
(ii) There exists a set T ⊆ V of cardinality |T | = 3 such that T does not consist
of three consecutive nodes on the circuit (1,2, . . . , 8) and dim〈pT 〉 ≤ 2.
Indeed, in case (i) (resp., case (ii)), there is a stable set S ⊆ V \ T of cardinality
|S| = 2 (resp., |S| = 3), so that |V \ (S ∪ T )| = 2 and thus dim〈pV\S〉 ≤ dim〈pT 〉+
dim〈pV\(S∪T )〉 ≤ 2+ 2= 4.
Hence we may assume that we are not in the situation of cases (i) and (ii).
Assume first that one of the nodes in {5, 6,7, 8} is a 0-node. Then all of them are
0-nodes. Indeed, if (say) 5 is a 0-node and 6 is not a 0-node then the equilibrium
equation at node 6 implies that dim〈p6, p7, p2〉 ≤ 2, so that we are in the situation
of case (ii). As nodes 1, 4 are not 1-nodes, the stressed graph S (Ω) is the circuit
(1,2, 3,4). Using Lemma 5.4.12, we deduce that dim〈p1, p2, p3, p4〉 ≤ 2 and thus
we are in the situation of case (i) above.
Assume now that none of the nodes in {5, 6,7, 8} is a 0-node but one of the
nodes in {2, 3} is a 0-node. Then both nodes 2 and 3 are 0-nodes (else we are in
the situation of case (ii)). Therefore, both nodes 6 and 7 are 2-nodes. Applying
Lemma 5.4.12, after contracting both nodes 6,7, we obtain a stressed framework
on {1,4, 5,8} and thus dim〈pV\{2,3}〉 = dim〈p1, p4, p5, p8〉. Using Lemma 5.4.9, we
deduce that dim〈p1, p4, p5, p8〉 ≤ 3. Therefore, dim〈pV\{3}〉 ≤ 4 and one can find a
new realization q in R4 equivalent to (G,p) using Lemma 5.4.8.
Finally assume that none of the nodes in {2,3, 5,6, 7,8} is a 0-node. We show
that 〈p〉 = 〈p2, p3, p6, p7〉. Using the equilibrium equation at node 6 we find that
dim〈p2, p5, p6, p7〉 ≤ 3. Moreover, dim〈p2, p6, p7〉 = 3 (else we are in case (ii)
above). Hence p5 ∈ 〈p2, p6, p7〉. Analogously, the equilibrium equations at nodes
7,2,3 give that p8, p1, p4 ∈ 〈p2, p3, p6, p7〉, respectively.
5.5 The graph C5K2 has Gram dimension 4
This section is devoted to proving that the graph C5K2 has Gram dimension 4. The
analysis is considerably more involved than the analysis for V8. Figure 5.3 shows
two drawings of C5K2, the second one making its symmetries more apparent.
5.5.1 Theorem. The graph C5K2 has Gram dimension 4.
Throughout this section we set G = C5K2 = (V = [10], E). Clearly, gd(G)≥ 4
because K4 is a minor of G. In order to show that gd(G) ≤ 4, we must show that
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gd(G, a) ≤ 4 for any a ∈ S++(G). Moreover, in view of Corollary 5.4.4, it suffices
to show this for all a ∈ S++(G) satisfying the following ‘genericity’ property: For
any Gram realization p of (G, a),
dim〈pC〉 ≥ 3 for any circuit C in G. (5.11)
From now on, we fix a ∈ S++(G) satisfying this genericity property. Our objective
is to show that there exists a Gram realization of (G, a) in R4.
Again we use Theorem 5.4.5 to construct an initial Gram realization p of (G, a).
As stretched edge e0, we choose the pair e0 = (3,8) and we denote by bG = ([8], bE =
E ∪ {(3, 8)}) the extended graph obtained by adding the stretched pair (3,8) to G.
By Theorem 5.4.5, we also have a stress matrix Ω so that (bG,p,Ω) is a psd stressed
framework. Our objective is now to construct from p another Gram realization q
of (G, a) lying in R4.
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Figure 5.3: Two drawings of the graph C5K2.
5.5.1 Additional useful lemmas
First we deal with the case when dim〈pi , p j〉 = 1 for some pair (i, j) of distinct
nodes. As a ∈ S++(G), this can only happen when (i, j) 6∈ E.
5.5.2 Lemma. If dim〈pi , p j〉= 1 for some pair (i, j) 6∈ E, then there is a configuration
in R4 equivalent to (G,p).
Proof. By assumption, pi = εp j for some scalar ε 6= 0. Up to symmetry there
are three cases to consider: (i) (i, j) = (1,5), (ii) (i, j) = (1,4) and (iii) (i, j) =
(1, 6). Consider first case (i) when (i, j) = (1,5), so p1 = εp5. Set V ′ = V \ {1}.
Let G′ = (V ′, E′) be the graph on V ′ obtained from G by deleting node 1 and
adding the edges (2,5) and (5, 9) (in other words, get G′ by identifying nodes 1
and 5 in G). Let X ′ be the Gram matrix of the vectors pi (i ∈ V ′) and define
a′ = (X ′jk) jk∈V ′∪E′ ∈ S+(G′). First we show that (G′, a′) has a Gram realization
in R4. For this, consider the graph H obtained from G by deleting both nodes 1
and 5. Then G′ is a subgraph of ∇H and thus gd(G′) ≤ gd(∇H) = gd(H) + 1
(recall Lemma 5.2.9). As tw(H)≤ 2 it follows that gd(H)≤ 3 and thus gd(G′)≤ 4.
Finally, if qV ′ is a Gram realization in R4 of (G′, a′) then, setting q1 = εq5, we obtain
a Gram realization q of (G, a) in R4.
Cases (ii), (iii) are analogous, using the fact that the graph H obtained from G
by deleting nodes 1 and 4, or nodes 1 and 6, respectively, has tw(H)≤ 2.
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We now consider the case when the stressed graph might have a circuit as a
connected component.
5.5.3 Lemma. Let C be a circuit in bG. If C is a connected component of S (Ω), then
dim〈pC〉 ≤ 2.
Proof. Directly, using Lemma 5.4.12 combined with Lemma 5.4.9.
Therefore, in view of the genericity assumption (5.11), if a circuit C is a con-
nected component of the stressed graph, then C cannot be a circuit in G and thus
C must contain the stretched pair e0 = (3,8). The next results are useful to handle
this case, treated in Corollary 5.5.6 below.
Recall that a graph G′ is obtained from G by a Y∆ transformation if there is
a vertex i of degree 3 in G such that G′ is obtained by removing the vertex i and
adding an edge between each pair of vertices in the neighborhood of i. We will
denote this by G′ = Y∆iG.
5.5.4 Lemma. Consider two frameworks G(p) and G′(p−i) (where G′ = Y∆iG) and
let a = (pTi p j) ∈ E (G) and a′ = (pTi p j) ∈ E (G′). Then we have that
gd(G, a)≤max{gd(G′, a′), 4}.
Proof. The claim follows immediately after noticing that G is contained n the clique
3-sum of G′ and K4.
Notice that Lemma 5.5.4 implies that if gd(G′, a′) ≤ 4 then we can conclude
that gd(G, a)≤ 4. This observation will be used in the following lemma.
5.5.5 Lemma. Let N2(i) be the set of nodes at distance 2 from a given node i in G. If
dim〈pN2(i)〉 ≤ 3, then there is a configuration equivalent to (G,p) in R4.
Proof. Say, i = 1 so that N2(1) = {4,5, 7,10}, cf. Figure 5.4. Consider the set
S = {2,3, 6,9} which is stable in G. Let H denote the graph obtained from G in the
following way: For each node i ∈ S, delete i and add the clique on N(i). One can
verify that H is contained in the clique 4-sum of the two cliques H1 and H2 on the
node sets V1 = {1,4, 5,7, 10} and V2 = {4,5, 7,8, 10}, respectively. By assumption,
dim〈pV1〉 ≤ 4 and dim〈pV2〉 ≤ 4. Therefore, one can apply an orthogonal transfor-
mation and find vectors qi ∈ R4 (i ∈ V1 ∪ V2) such that pVr and qVr have the same
Gram matrix, for r = 1,2. Finally, as V1∪V2 = V \S and the set S is stable in G, one
can extend to a configuration qV equivalent to pV by applying Lemma 5.4.8.
5.5.6 Corollary. If there is a circuit C in bG containing the (stretched) edge (3,8) such
that dim〈pC〉 ≤ 2, then there is a configuration equivalent to (G,p) in R4.
Proof. If |C | ≥ 7, pick i ∈ V \ C and note that dim〈p−i〉 ≤ 4. If |C | = 6, pick a
subset S ⊆ V \ C of cardinality 2 that is stable in G, so that dim〈pV\S〉 ≤ 4. In both
cases we conclude using Lemma 5.4.8. Assume now that |C | = 4 or 5. Then, one
can check that there exists a node i for which |C ∩ N2(i)| = 3. For instance, for
C = (3, 8,7, 5), this holds for node i = 9, and for C = (3,8, 10,9, 1) this holds for
node i = 2. Then, |C ∩ N2(i)| = 3 implies |N2(i) \ C | = 1 which, combined with
dim〈pC〉 ≤ 2, gives dim〈pN2(i)〉 ≤ 3. Therefore, we are done by Lemma 5.5.5.
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5.5.7 Remark. Combining Lemma 5.5.2 and the genericity assumption from Corol-
lary 5.4.4 we will assume from now on that
dim〈pi , p j〉= 2 for all i 6= j ∈ V. (5.12)
Hence there is no 1-node in the stressed graph. Moreover, the stressed graph must
have at least three nodes. Furthermore, we will assume that no circuit C of bG satisfies
dim〈pC〉 ≤ 2. Therefore, the stressed graph does not have a connected component
which is a circuit (by (5.11), Lemma 5.5.3 and Corollary 5.5.6). Hence we are guar-
anteed that after contracting several 2-nodes we do obtain a stressed framework (i.e,
with a nonzero stress matrix).
The next two lemmas settle the case when there are sufficiently many 2-nodes.
5.5.8 Lemma. If there are at least four 2-nodes in the stressed graph S (Ω), then
there is a configuration equivalent to (G,p) in R4.
Proof. Let I be a set of four 2-nodes in S (Ω). Hence, pI ⊆ 〈pV\I 〉 and thus we will
be done if we can show that dim〈pV\I 〉 ≤ 4.
After contracting each of the four 2-nodes of I , we obtain a psd stressed frame-
work (bG/I ,pV\I ,Ω′). Indeed, we can apply Lemma 5.4.12 and obtain a nonzero
psd stress matrix Ω′ in the contracted graph (recall Remark 5.5.7). If the support
graph of Ω′ is not a clique, Lemma 5.4.9 implies that dim〈pV\I 〉 ≤ |V \ I | − 2 = 4
and thus we are done.
Assume now that S (Ω′) is a clique on T ⊆ V \ I . Then dim〈pT 〉 ≤ t − 1,|V \ (I ∪ T )| = 6 − t, and t = |T | ∈ {3, 4,5}. Indeed one cannot have t ≤ 2
(recall Remark 5.5.7) and one cannot have t = 6 since, after contracting the four
2-nodes, at least 4 edges are lost so that there remain at most 16− 4 = 12 < 15
edges. Pick a node u ∈ V \ (I ∪ T ) and set S′ = V \ (I ∪ T ∪ {u}), so that V
is partitioned as I ∪ T ∪ {u} ∪ S′. As u 6∈ T , u is not adjacent to any node of I
in the stressed graph. Therefore, 〈pI 〉 ⊆ 〈pV\I∪{u}〉 = 〈pT∪S′〉. Moreover, we have
dim〈pT∪S′〉 ≤ dim〈pT 〉+ |S′| ≤ (t − 1) + (5− t) = 4. Therefore, dim〈pV\{u}〉 ≤ 4.
Now we can apply Lemma 5.4.8 and find an equivalent configuration in R4.
5.5.9 Lemma. If there is at least one 0-node and at least three 2-nodes in the stressed
graph S (Ω), then there is a configuration equivalent to (G,p) in R4.
Proof. For r = 0,2, let Vr denote the set of r-nodes and set nr = |Vr |. By as-
sumption, n0 ≥ 1 and we can assume n2 = 3 (else apply Lemma 5.5.8). Set
W = V \ (V0 ∪ V2). After contracting the three 2-nodes in the stressed frame-
work (bG,p,Ω), we get a stressed framework (H,pW ,Ω′) on |W | = 7 − n0 nodes.
Moreover, by Remark 5.5.7, |W | ≥ 3 and thus n0 ≤ 4.
Assume first that S (Ω′) is not a clique. Then dim〈pW 〉 ≤ |W | − 2 = 5− n0 by
Lemma 5.4.9. Now we can conclude using Lemma 5.4.8 since in each of the cases:
n0 = 1,2, 3,4, one can find a stable set S ⊆ V0 such that dim〈pW∪(V0\S)〉 ≤ 4.
Assume now that S (Ω′) is a clique. Then dim〈pW 〉 ≤ |W | − 1 = 6 − n0 by
Lemma 5.4.9. Note first that n0 6= 1,2. Indeed, if n0 = 1 then, after deleting the
0-node and contracting the three 2-nodes, we have lost at least 3+ 3 = 6 edges.
Hence there remain at most 16− 6= 10 edges in the stressed graph S (Ω′), which
therefore cannot be a clique on six nodes. If n0 = 2 then, after deleting the two
0-nodes and contracting the three 2-nodes, we have lost at least 5+ 3 = 8 edges.
Hence there remain at most 16− 8 = 8 edges in the stressed graph S (Ω′), which
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therefore cannot be a clique on five nodes. In each of the remaining two cases
n0 = 3,4, one can find a stable set S ⊆ V0 of cardinality 2 (since G contains no
clique of size 3) and thus dim〈pW∪(V0\S)〉 ≤ (6−n0)+(n0−2) = 4 and we conclude
using Lemma 5.4.8.
5.5.2 Main proof
In the proof we distinguish two cases: (i) there exists no 0-node, and (ii) there
exists at least one 0-node. These two cases are considered, respectively, in Sections
5.5.3 and 5.5.4. In both cases the tools developed in the preceding section per-
mit us to find an equivalent realization in R4, except in one exceptional situation,
occurring in case (ii). This execptional situation is when nodes 1,2,9 and 10 are
0-nodes and all edges of bG \{1,2, 9,10} are stressed. This situation needs a specific
treatment which is presented in Section 5.5.5.
5.5.3 There is no 0-node in the stressed graph
In this section we consider the case when each node is stressed in S (Ω), i.e.,
wii 6= 0 for all i ∈ [n].
5.5.10 Lemma. Assume that all vertices are stressed in the stressed graph S (Ω) and
that there exists a circuit C of length 4 in G such that all edges in the cut δ(C) are
stressed, i.e., wi j 6= 0 for all edges i j ∈ bE with i ∈ C and j ∈ V \C. Then dim〈pV 〉 ≤ 4.
Proof. Up to symmetry, there are three types of circuits C of length 4 in G to con-
sider: (i) C does not meet {3,8}, i.e., C = (1,2, 10,9); or (ii) C contains one of the
two nodes 3,8, say node 8, and it contains a node adjacent to the other one, i.e.,
node 3, like C = (5, 6,8, 7); or (iii) C contains one of 3,8 but has no node adjacent
to the other one, like C = (7, 8,10, 9).
Recall from (5.12) that dim〈pi , p j〉 = 2 for all i 6= j. Consider first the case
(i), when C = (1,2, 10,9). We show that the set pC spans pV . The equilibrium
conditions at the nodes 1,2,9,10, combined with the fact that w13, w24, w79, w8,10
are all nonzero, imply that p3, p4, p7, p8 ∈ 〈pC〉. As 6 is not a 0-node, w6i 6= 0 for
some i ∈ {4,8}. Then, the equilibrium condition at node i implies that p6 ∈ 〈pC〉.
Analogously for node 5.
Case (ii) when C = (5, 6,8, 7) can be treated in analogous manner. Just note
that the equilibrium conditions applied to nodes 7,5,6 and 8, respectively, imply
that p9, p3, p4, p10 ∈ 〈pC〉.
We now consider case (iii) when C = (7,8, 10,9). Then one sees directly that
p1, p2, p5 ∈ 〈pC〉. If w24 6= 0, then the equilibrium conditions at nodes 2,3,6 imply
that p4, p3, p6 ∈ 〈pC〉 and thus 〈pC〉 = 〈pV 〉. Assume now that w24 = 0, which
implies w34, w46 6= 0. If w13 6= 0, then the equilibrium conditions at nodes 1,3,4
(in this order) imply that pC spans p3, p4, p6 and we are done. Assume now that
w24 = w13 = 0, so that 1,2,4 are 2-nodes. If there is one more 2-node then
we are done by Lemma 5.5.8. Hence we can now assume that wi j 6= 0 when-
ever (i, j) 6= (2,4) or (1, 3). Using Lemma 5.4.12, we can contract the three 2-
nodes 1,2,4 in the psd stressed framework (bG,p,Ω) and obtain a new psd stressed
framework on V \ {1, 2,4} where nodes 9, 10 have again degree 2. Again, by
Lemma 5.4.12 we can contract these two nodes and get another psd stressed frame-
work on V \ {1, 2,4, 9,10}. Finally, using Lemma 5.4.9 we get that dim〈pV 〉 =
dim〈pV\{1,2,4,9,10}〉 ≤ 4.
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In view of Lemma 5.5.10, we can now assume that, for each circuit C of length
4 in G, there is at least one edge i j ∈ δ(C) which is not stressed, i.e., wi j = 0. It
suffices now to show that this implies the existence of at least four 2-nodes, as we
can then conclude using Lemma 5.5.8. For this let us enumerate the cuts δ(C) of
the 4-circuits C in G:
• For C = (1, 2,10, 9), δ(C) = {(1,3), (2, 4), (7,9), (8, 10)}.
• For C = (7, 9,10, 8), δ(C) = {(1,9), (2,10), (5, 7), (6,8)}.
• For C = (5, 6,8, 7), δ(C) = {(7,9), (8, 10), (3,5), (4,6)}.
• For C = (3, 5,6, 4), δ(C) = {(1,3), (2, 4), (5,7), (6, 8)}.
• For C = (1, 3,4, 2), δ(C) = {(3,5), (4, 6), (1,9), (2, 10)}.
For instance, w24 = 0 implies that both 2 and 4 are 2-nodes, while w13 = 0
implies that 1 is a 2-node. One can check that, in order to ensure that each cut
δ(C) contains an edge with zero stress, however without creating a 1-node, at
least three edges must have a zero stress and each node of V \ {3, 8} is adjacent to
at most two of them. One can then verify that this implies that there are at least
four 2-nodes in S (Ω). (This can be done by direct case checking).
5.5.4 There is at least one 0-node in the stressed graph
Note that the mapping σ : V → V that permutes the elements in each of the pairs
{1,10}, {4,7}, {5, 6}, {2,9} and {3, 8} is an automorphism of G. This can be easily
seen using the second drawing of C5K2 in Figure 5.3. Hence, as nodes 3 and 8
are not 0-nodes, up to symmetry, it suffices to consider the following three cases:
• Node 1 is a 0-node.
• Nodes 1, 10 are not 0-nodes and node 4 is a 0-node.
• Nodes 1, 10, 4, 7 are not 0-nodes and one of 5 or 2 is a 0-node.
Node 1 is a 0-node.
It will be useful to use the drawing of bG from Figure 5.4. There, the thick edge
(3,8) is known to be stressed, the dotted edges are known to be non-stressed (i.e.,
wi j = 0), while the other edges could be stressed or not. In view of Lemma 5.5.9,
we can assume that there are at most two 2-nodes (else we are done).
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Figure 5.4: A drawing of Ĉ5K2 with 1 as the root node.
Assume first that both nodes 2 and 9 are 0-nodes. Then node 10 too is a 0-
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node and each of nodes 4 and 7 is a 0- or 2-node. If both 4,7 are 2-nodes, then
all edges in the graph G\{1,2, 9,10} are stressed. Hence we are in the exceptional
case, which we will consider in Section 5.5.5 below. If 4 is a 0-node and 7 is a
2-node, then 3,7 must be the only 2-nodes and thus 6 is a 0-node. Hence, the
stressed graph is the circuit C = (3, 8,5, 7), which implies dim〈pC〉 ≤ 2 and thus
we can conclude using Corollary 5.5.6. If 4 is a 2-node and 7 is a 0-node, then we
find at least two more 2-nodes. Finally, if both 4,7 are 0-nodes, then the stressed
graph is the circuit C = (3,8, 6,5) and thus we can again conclude using Corollary
5.5.6.
We can now assume that at least one of the two nodes 2,9 is a 2-node. Then,
node 3 has degree 3 in the stressed graph. (Indeed, if 3 is a 2-node, then 10 must
be a 0-node (else we have three 2-nodes), which implies that 2,9 are 0-nodes, a
contradiction.) If exactly one of nodes 2,9 is stressed, one can easily see that there
should be at least three 2-nodes. Finally consider the case when both nodes 2,9 are
stressed. Then they are the only 2-nodes which implies that all edges of G\1 are
stressed. Set I = {4,5, 8}. We show that pI spans pV\{1}, so that p{1,4,5,8} spans pV .
Indeed, the equilibrium conditions at 3 and 6 imply that p3, p6 ∈ 〈pI 〉. Next, the
equilibrium conditions at 4,5, 2,9 imply, respectively, that p2 ∈ 〈p3, p4, p6〉 ⊆ 〈pI 〉,
p7 ∈ 〈p3, p5, p6〉 ⊆ 〈pI 〉, p10 ∈ 〈p2, p4〉 ⊆ 〈pI 〉, and p9 ∈ 〈p7, p10〉 ⊆ 〈pI 〉. This
concludes the proof.
Nodes 1, 10 are not 0-nodes and node 4 is a 0-node.
It will be useful to use the drawing of bG from Figure 5.5. We can assume that node
2 is a 2-node and that node 3 has degree 3 in the stressed graph, since otherwise
one would find at least three 2-nodes. Consider first the case when 6 is a 2-node.
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Figure 5.5: A drawing of Ĉ5K2 with 4 as the root node.
Then nodes 2 and 6 are the only 2-nodes which implies that all edges in the
graph G\4 are stressed. Set I = {3, 5,7, 10}. We show that pI spans pV\{4}, and then
we can conclude using Lemma 5.4.8. Indeed, the equilibrium conditions applied,
respectively, to nodes 5,6,3,1,2 imply that p6 ∈ 〈pI 〉, p8 ∈ 〈p5, p6〉 ⊆ 〈pI 〉, p1 ∈〈p3, p5, p8〉 ⊆ 〈pI 〉, p9 ∈ 〈p1, p7, p10〉 ⊆ 〈pI 〉, p2 ∈ 〈p1, p10〉 ⊆ 〈pI 〉.
Consider now the case when 6 is a 0-node. Then 2 and 5 are the only 2-nodes
so that all edges in the graph G\{4,6} are stressed. Set I = {3,7, 10}. We show that
pI spans pV\{4,6}, and then we can again conclude using Lemma 5.4.8. Indeed the
equilibrium conditions applied, respectively, at nodes 5,8,3,2,1 imply that p5, p8 ∈
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〈pI 〉, p1 ∈ 〈p3, p5, p8〉 ⊆ 〈pI 〉, p2 ∈ 〈p1, p10〉 ⊆ 〈pI 〉, p9 ∈ 〈p2, p8, p10〉 ⊆ 〈pI 〉.
Nodes 1, 4, 7, 10 are not 0-nodes and node 5 or 2 is a 0-node.
First, we consider the case when node 5 is a 0-node, so that node 7 is a 2-node. It
will be useful to use the drawing of bG from Figure 5.6. Recall that by Lemma 5.5.9
we can assume that there exist at most two 2-nodes.
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Figure 5.6: A drawing of Ĉ5K2 with 5 as the root node.
If node 6 is a 2-node, then 6 and 7 are the only 2-nodes and thus all edges of
the graph G\5 are stressed. Setting I = {1, 2,4, 8}, one can verify that pI spans
pV\{5} and then one can conclude using Lemma 5.4.8.
If node 6 is a 0-node, then nodes 4 and 7 are the only 2-nodes and thus all
edges in the graph G\{5,6} are stressed. Setting I = {2, 3,9}, one can verify that
pI spans pV\{5,6}. Thus p{2,3,9,6} spans pV\{5} and one can again conclude using
Lemma 5.4.8.
Lastly, consider the case when node 2 is a 0-node and nodes 1,4,7,10, 5 are not
0-nodes. Then necessarily node 6 is not a 0-node, for otherwise node 4 would have
to be a 0-node. As node 2 is adjacent to nodes 1, 4 and 10 in G, we find three
2-nodes and thus we are done by Lemma 5.5.9.
5.5.5 The exceptional case
In this section we consider the following case which was left open in the first case
considered in Section 5.5.4: Nodes 1, 2, 9 and 10 are 0-nodes and all edges of the
graph bG\{1, 2,9, 10} are stressed.
Then, nodes 4 and 7 are 2-nodes in the stressed graph. After contracting both
nodes 4,7, we obtain a stressed graph which is the complete graph on 4 nodes.
Hence, using Lemma 5.4.9, we can conclude that dim〈pV1〉 ≤ 3, where V1 = V \{1,2, 9,10}. Among the nodes 1, 2, 9 and 10, we can find a stable set of size
2. Hence, if dim〈pV1〉 ≤ 2 then, using Lemma 5.4.8, we can find an equivalent
configuration in dimension 2+ 2 = 4 and we are done. From now on we assume
that
dim〈pV1〉= 3. (5.13)
In this case it is not clear how to fold p in R4. In order to settle this case, we
proceed as in Belk [25]: We fix (or pin) the vectors pi labeling the nodes i ∈ V1
and we search for another set of vectors p′k labeling the nodes k ∈ V2 = V \ V1 =
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{1, 2,9, 10}, so that pV1 ∪ p′V2 can be folded into R4. Again, our starting point is
to get such new vectors p′k (k ∈ V2) which, together with pV1 , provide a Gram
realization of (G, a), by stretching along a second pair e′; namely we stretch the
pair e′ = (4, 9) ∈ V1 × V2. As in So and Ye [123], this configuration p′V2 is again
obtained by solving a semidefinite program; details are given below.
Computing p′V2 via semidefinite programming.
Let E[V2] denote the set of edges of G contained in V2 and let E[V1, V2] denote the
set of edges (i, k) ∈ E with i ∈ V1, k ∈ V2. Moreover, set |V1| = n1 ≥ |V2| = n2, so
the configuration pV1 lies in R
n1 . (Here n1 = 6, n2 = 4). We now search for a new
configuration p′V2 by stretching along the pair (4, 9). For this we use the following
semidefinite program:
max 〈F49, Z〉 such that 〈Fik, Z〉= aik ∀ik ∈ E[V1, V2]〈Ekl , Z〉= akl ∀kl ∈ V2 ∪ E[V2]〈Ei j , Z〉= 0 ∀i < j, i, j ∈ V1〈Eii , Z〉= 1 ∀i ∈ V1
Z  0.
(5.14)
Here a = (pTi p j) for all i, j ∈ V ∪ E. Moreover, Ei j ∈ S n1+n2 is the symmetric
matrix whose i j-th and ji-th entries are 1/2 and equal to 0 otherwise. Lastly, for
ik ∈ E[V1, V2], we define the block matrix Fik ∈ S n1+n2 whose block structure w.r.t.
the partition V = V1 ∪ V2 is as follows:
Fik =

0 pie
T
k /2
ek p
T
i /2 0

,
where ek (k ∈ [n2]) are the standard unit vectors in Rn2 ; thus all columns of the
V1 × V2-submatrix of Fik are zero, except its k-th column which is equal to pi/2.
Consider a matrix Z feasible for (5.14). Then Z can be written in block form:
Z =

In1 Y
YT X

, where Y ∈ Rn1×n2 , X ∈ S n2+ . (5.15)
Let yk ∈ Rn1 (k ∈ V2) denote the columns of Y . Using Schur complements, we have
that Z  0 is equivalent to X − YTY  0. Say, X − YTY is the Gram matrix of the
vectors zk ∈ Rn2 (k ∈ V2) and define the vectors:
p′i =

pi
0

for i ∈ V1, and p′k =

yk
zk

for k ∈ V2. (5.16)
Then the matrix X is the Gram matrix of the vectors p′k (k ∈ V2). Next, we verify
that these vectors p′i (i ∈ V1 ∪ V2) give a Gram realization of (G, a). Indeed, for
ik ∈ E[V1, V2], we have that aik = 〈Fik, Z〉 = pTi yk = (pi , 0)T(yk, zk) = (p′i)Tp′k.
Moreover, for k, l ∈ V2, we have that akl = 〈Ekl , Z〉= Xkl = (p′k)Tp′l .
We now consider the dual semidefinite program of (5.14) which, as we see in
Lemma 5.5.11 below, will give us some equilibrium conditions on the new vectors
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p′k (k ∈ V2). The dual program involves scalar variables w′ik (for ik ∈ E[V1, V2] ∪
V2 ∪ E[V2]) and a matrix variable U ′ =

U 0
0 0

, and it reads:
min 〈In1 , U〉+
∑
ik∈E[V1,V2]
w′ikaik +
∑
kl∈V2∪E[V2]
w′kl akl
such that Ω′ =−F49 + U ′ +
∑
ik∈E[V1,V2]
w′ik Fik +
∑
kl∈V2∪E[V2]
w′kl Ekl  0.
(5.17)
Notice that the primal program (5.14) attains its maximum since its feasible
region is closed and bounded.
5.5.11 Lemma. Let Z be an optimal solution for (5.14). Assume that Z has the
block form (5.15), let yk (k ∈ V2) denote the columns of Y , let zk ∈ Rn2 (k ∈ V2) be
a Gram representation of X − Y Y T , and let p′i ∈ Rn1+n2 (i ∈ V1 ∪ V2) be as defined
in (5.16). Then, there exists a nonzero matrix Ω′ = (w′i j) ∈ S n1+n2+ satisfying the
following conditions:
w′ik = 0 ∀(i, k) ∈ (V1 × V2) \ (E[V1, V2]∪ {(4,9)}),
w′kl = 0 ∀k 6= l ∈ V2, kl 6∈ E[V2], (5.18)
w′kk p′k +
∑
i∈V1:ki∈E∪{(4,9)}
w′ki
p′i
2
+
∑
l∈V2:kl∈E
w′kl p′l = 0 ∀k ∈ V2, (5.19)
w′kl 6= 0 for some kl ∈ V2 ∪ E[V2]. (5.20)
Proof. If the primal program (5.14) is strictly feasible, then the dual program (5.17)
has an optimal solution Ω′; then Ω′ satisfies (5.18), w′49 =−1 and thus Ω′ 6= 0. On
the other hand, if (5.14) is not strictly feasible, then Farkas’ lemma (Lemma 3.1.5)
guarantees the existence of a nonzero matrix Ω′  0 satisfying (5.18) (now with
w′49 = 0).
Next, we show that in both cases the matrix Ω′ satisfies (5.19). Using (5.16),
we can split (5.19) into the following two equations:
w′kk yk +
∑
i∈V1:ki∈E∪{(4,9)}
w′ki
pi
2
+
∑
l∈V2:kl∈E
w′kl yl = 0 ∀k ∈ V2, (5.21)
w′kkzk +
∑
l∈V2:kl∈E
w′klzl = 0 ∀k ∈ V2. (5.22)
The key observation is that in both cases Ω′ satisfies ZΩ′ = 0. Then, writing the
matrices Z and Ω′ in block form
Z =

In1 Y
YT X

, Ω′ =

Ω′1 Ω′12
(Ω′12)T Ω′2

,
the equation ZΩ′ = 0 implies that YTΩ′12+XΩ′2 = 0 and Ω′12+YΩ′2 = 0. Combining
these two equations we arrive at the condition (X−YTY )Ω′2 = 0 which is equivalent
to (5.22), since the matrix X − YTY is the Gram matrix of the vectors zk (k ∈ V2).
To show that (5.21) holds, substitute Ω′12 =
∑
ik∈E[V1,V2]∪{(4,9)} w
′
ik p
′
ie
T
k /2 in the
equation Ω′12+YΩ′2 = 0. Then, for every k ∈ V2, the condition that the k-th column
of the matrix Ω′12 + YΩ′2 is equal to zero gives the condition (5.21) at node k.
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Lastly, it remains to verify that (5.20) holds, i.e., Ω′2 6= 0. Assume for contra-
diction that Ω′2 = 0. As Ω′ is psd it follows that Ω′12 = 0. Then, the condition
ZΩ′ = 0 gives 0= 〈Z ,Ω′〉= 〈In1 ,Ω′1〉, which implies that Ω′1 = 0 and thus Ω′ = 0, a
contradiction.
Folding p′ into R4.
We now use the above configuration p′ and the equilibrium conditions (5.19) at
the nodes of V2 to construct a Gram realization of (G, a) in R4. Recall from (5.16)
that p′i = (pi , 0) for i ∈ V1. By (5.12), we may assume that no node k ∈ V2 is a
1-node with respect to the new stress Ω′. Let us point out again that Lemma 5.5.11
does not guarantee that w′49 6= 0 (as opposed to relation (5.6) in Theorem 5.4.5).
By assumption nodes 1,2,9 and 10 are 0-nodes and all other edges of the graphbG \ {1, 2,9, 10} are stressed w.r.t. the old stress matrix Ω. We begin with the
following easy observation about p′V1 .
5.5.12 Lemma. We have that dim〈p′4, p′7, p′8〉= dim〈p′3, p′4, p′8〉= 3.
Proof. Using the fact that 1,2,9 and 10 are 0-nodes combined with the equilibrium
conditions w.r.t. the old stress matrix Ω it follows that each of these sets spans p′V1 .
Lastly, we have that dim〈p′V1〉= dim〈pV1〉= 3 by (5.13).
As an immediate corollary we may assume that
p′k 6∈ 〈p′V1〉 ∀k ∈ V2 (5.23)
Indeed, if there exists k ∈ V2 satisfying p′k ∈ 〈p′V1〉 then we can find a stable set of
size two in V2 \ {i} and using Lemma 5.4.8 we can construct an equivalent con-
figuration in R4. Moreover, we can assume that at most two nodes in V2 are 0-
nodes in S (Ω′) since, by construction, for the new stress matrix Ω′ there exists
kl ∈ V2 ∪ E[V2] such that w′kl 6= 0. This observation motivates the case analysis
below. Figure 5.7 below shows the graph containing the relevant support for V2.
1 9
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Figure 5.7: The graph containing the relevant support for V2.
There are exactly two 0-nodes in V2.
The cases when either 2,9, or 1,10, are 0-nodes are excluded (since then one
would have a 1-node). If nodes 1 and 9 are 0-nodes, then the equilibrium con-
ditions at nodes 2 and 10 imply that p′4, p′8 ∈ 〈p′2, p′10〉. Since dim〈p′4, p′8〉 = 2 by
Lemma 5.5.12, we obtain that 〈p′2, p′10〉 = 〈p′4, p′8〉 ⊆ 〈p′V1〉, contradicting (5.23).
The case when nodes 9,10 are 0-nodes is similar.
Finally assume that nodes 1,2 are 0-nodes (the case when 2,10 are 0-nodes
is analogous). As w′8,10 6= 0, the equilibrium condition at node 10 implies that
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p′8 ∈ 〈p′9, p′10〉. If w′49 = 0 then the equilibrium condition at node 9 implies that p′7 ∈〈p′9, p′10〉. Hence 〈p′7, p′8〉 ⊆ 〈p′9, p′10〉, thus equality holds, contradicting (5.23). If
w′49 6= 0, then p′4 ∈ 〈p′7, p′9, p′10〉 and thus 〈p′4, p′7, p′8〉 ⊆ 〈p′7, p′9, p′10〉. Hence equality
holds (by Lemma 5.5.12), contradicting again (5.23).
There is exactly one 0-node in V2.
Suppose first that 9 is the only 0-node in V2. The equilibrium conditions at nodes 1
and 10 imply that p′1 ∈ 〈p′3, p′2〉 and p′10 ∈ 〈p′2, p′8〉. Hence 〈p′1, p′10〉 ⊆ 〈p′V1 , p′2〉 and
thus dim〈p′V\{9}〉 = 4. Then we can conclude using Lemma 5.4.8, as node 9 has
degree 3 in the original graph.
Suppose now that node 1 is the only 0-node (the cases when 2 or 10 is the
only 0-node are analogous). The equilibrium conditions at nodes 2 and 9 imply
that p′2 ∈ 〈p′4, p′10〉 and p′9 ∈ 〈p′4, p′7, p′10〉. Hence, 〈p′2, p′9〉 ⊆ 〈p′V1 , p′10〉 and we can
conclude using Lemma 5.4.8.
There is no 0-node in V2.
We can assume w′ik 6= 0 for some (i, k) ∈ V1 × V2 for otherwise we get the stressed
circuit C = (1, 2,10, 9), thus with dim〈p′C〉 = 2, contradicting our assumption
(5.11). We show that dim〈p′V 〉 = 4. For this we discuss according to how many
parameters are equal to zero among w′13, w′24, w′8,10.
If none is zero, then the equilibrium conditions at nodes 1,2 and 10 imply
that p′3, p′4, p′8 ∈ 〈p′V2〉 and thus Lemma 5.5.12 implies that dim(〈p′V1〉 ∩ 〈p′V2〉) ≥ 3.
Therefore, dim〈p′V1 ,p′V2〉= dim〈p′V1〉+dim〈p′V2〉−dim(〈p′V1〉∩〈p′V2〉)≤ 3+4−3= 4.
Assume now that (say) w′13 = 0, w′24, w′8,10 6= 0. Then dim〈p′V2〉 ≤ 3 (using the
equilibrium condition at node 1). As w′24, w′8,10 6= 0, we know that p′4, p′8 ∈ 〈p′V2〉.
Hence dim(〈p′V1〉 ∩ 〈p′V2〉)≥ 2 and thus dim〈p′V1 ,p′V2〉 ≤ 3+ 3− 2= 4.
Assume now (say) that w′13 = w′24 = 0, w′8,10 6= 0. Then the equilibrium condi-
tions at nodes 1 and 2 imply that dim〈p′V2〉 ≤ 2, contradicting (5.11).
Finally assume now that w′13 = w′24 = w′8,10 = 0. Then dim〈p′V2〉 = 2, contra-
dicting again (5.11).
6
Relation of gd(·) with other graph
parameters
Our goal in this chapter is to investigate the links between the Gram dimension of
a graph and two other graphs parameters that have been studied in the literature.
The first one is the Euclidean dimension of a graph introduced by Belk and Connelly
in [25, 26]. The second one is the graph parameter ν=(·) introduced and studied
by van der Holst in [126, 129].
The content of this chapter is based on joint work with M. Laurent [83].
6.1 Relation with Euclidean graph realizations
We start the discussion with some definitions. Recall that a matrix D = (di j) ∈ S n
is a Euclidean distance matrix (EDM) if there exist vectors p1, . . . , pn ∈ Rk (for
some k ≥ 1) such that di j = ‖pi − p j‖2 for all i, j ∈ [n]. Then EDMn denotes
the cone of all n × n Euclidean distance matrices and, for a graph G = ([n], E),
EDM(G) = piE(EDMn) is the set of G-partial matrices that can be completed to a
Euclidean distance matrix.
6.1.1 Definition. Given a graph G = ([n], E) and d ∈ RE+, a Euclidean (distance)
representation of d in Rk consists of a set of vectors p1, . . . , pn ∈ Rk such that
‖pi − p j‖2 = di j ∀i j ∈ E.
Then, ed(G, d) is the smallest integer k for which d has a Euclidean representation in
Rk and the graph parameter ed(G) is defined as
ed(G) = max
d∈EDM(G)ed(G, d). (6.1)
Following [25, 26], a graph G satisfying ed(G)≤ k is called k-realizable.
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It is known that the parameter ed(·) is minor monotone [26]. Hence, for any
fixed integer k ≥ 1, the graphs satisfying ed(G) ≤ k can be characterized by a
finite list of minimal forbidden minors. For k ≤ 2 the only forbidden minor is
Kk+2. For the case k = 3, the list of forbidden minors was identified by Belk and
Connelly [25, 26].
6.1.2 Theorem. [25, 26] For a graph G, ed(G) ≤ 3 if and only if G does not have
K5 and K2,2,2 as minors.
The crux of the proof of Theorem 6.1.2 is to prove that if a graph G has no
K5 and K2,2,2 minors then ed(G) ≤ 3. As we will see, using the forbidden minor
characterization of graphs with Gram dimension at most four (cf. Theorem 5.3.2)
we can recover Theorem 6.1.2. To this end, we have to establish some connections
between the graphs parameters ed(·) and gd(·).
There is a well known correspondence between psd and EDM completions (for
details and references see, e.g., [44]). Namely, for a graph G, let ∇G denote its
suspension graph, obtained by adding a new node (the apex node, denoted by 0),
adjacent to all nodes of G. Consider the one-to-one map φ : RV∪E(G) 7→ RE(∇G),
which maps x ∈ RV∪E(G) to d = φ(x) ∈ RE(∇G) defined by
d0i = x ii (i ∈ [n]), di j = x ii + x j j − 2x i j (i j ∈ E(G)). (6.2)
Then, for an element x ∈ S+(G), the vectors u1, . . . , un ∈ Rk form a Gram repre-
sentation of x if and only if the vectors u0 = 0, u1, . . . , un form a Euclidean repre-
sentation of d = φ(x) in Rk. This shows:
6.1.3 Lemma. For a graph G = (V, E) and a vector x ∈ S+(G), we have that
gd(G, x) = ed(∇G,φ(x)) and thus gd(G) = ed(∇G).
Recall that for any graph G we have that gd(∇G) = gd(G)+1; cf. Lemma 5.2.9.
We do not know whether the analogous property is true for the graph parameter
ed(·). On the other hand, the following partial result holds, whose proof follows
from discussions with Lex Schrijver.
6.1.4 Theorem. For a graph G, ed(∇G)≥ ed(G) + 1.
Proof. Set ed(∇G) = k; we show ed(G)≤ k−1. We may assume that G is connected
(else deal with each connected component separately). Let d ∈ EDM(G) and let
p1 = 0, p2, . . . , pn be a Euclidean representation of d in Rh (h ≥ 1). Extend the
pi ’s to vectors bpi = (pi , 0) ∈ Rh+1 by appending an extra coordinate equal to zero,
and set bp0(t) = (0, t) ∈ Rh+1 where t is any positive real scalar. Now consider the
distance bd(t) ∈ EDM(∇G) with Euclidean representation bp0(t), bp1, . . . ,cpn.
As ed(∇G) = k, there exists another Euclidean representation of bd(t) by vectors
q0(t), q1(t), . . . , qn(t) lying in Rk. Without loss of generality, we can assume that
q0(t) = bp0(t) = (0, t) and q1(t) is the zero vector; for i ∈ [n], write qi(t) =
(ui(t), ai(t)), where ui(t) ∈ Rk−1 and ai(t) ∈ R. Then ‖qi(t)‖ = ‖bpi‖ = ‖pi‖
whenever node i is adjacent to node 1 in G. As the graph G is connected, this
implies that, for any i ∈ [n], the scalars ‖qi(t)‖ (t ∈ R+) are bounded. Therefore
there exists a sequence tm ∈ R+ (m ∈ N) converging to +∞ and for which the
sequence (qi(tm))m has a limit. Say qi(tm) = (ui(tm), ai(tm)) converges to (ui , ai) ∈
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Rk as m → +∞, where ui ∈ Rk−1 and ai ∈ R. The condition ‖q0(t)− qi(t)‖2 =bd(t)0i implies that ‖ui(t)‖2 + (ai(t)− t)2 = ‖pi‖2 + t2 and thus
ai(tm) =
a2i (tm) + ‖ui(tm)‖2 −‖pi‖2
2tm
∀m ∈ N.
Taking the limit as m→∞ we obtain that lim
m→∞ai(tm) = 0 and thus ai = 0. Then,
for i j ∈ E, di j = bd(tm)i j = ‖(ui(tm), (ai(tm)) − (u j(tm), a j(tm))‖2 and taking the
limit as m → +∞ we obtain that di j = ‖ui − u j‖2. This shows that the vectors
u1, . . . , un form a Euclidean representation of d in Rk−1.
Combining Lemma 6.1.3 with Theorem 6.1.4 we obtain an inequality relating
the parameters ed(·) and gd(·).
6.1.5 Theorem. For any graph G we have that ed(G)≤ gd(G)− 1.
Combining Theorem 6.1.5 with Theorem 5.3.2 we can recover sufficiency in
Theorem 6.1.2.
6.1.6 Corollary. For a graph G, if G has no K5 and K2,2,2 minors then ed(G)≤ 3.
We conclude this section with some well-known facts concerning the complexity
of deciding whether a given vector d ∈ QE+ admits a Euclidean representation in
Rk. These results will be useful in Chapter 7. Formally, for fixed k ≥ 1, we consider
the following problem:
Given a graph G = (V, E) and d ∈QE+, decide whether ed(G, d)≤ k.
Using a reduction from the 3SAT problem, Saxe obtained the following:
6.1.7 Theorem. [118] For any fixed k ≥ 1, deciding whether ed(G, d) ≤ k is NP-
hard, already when restricted to weights d ∈ {1,2}E .
6.2 Relation with the graph parameter ν=(·)
In this section we investigate the relation between gd(·) and the graph parameter
ν=(·) introduced in [126, 129]. Recall that the corank of a matrix M ∈ Rn×n is the
dimension of its kernel. For a graph G = (V = [n], E) consider the cone
C (G) = {M ∈ S n+ : Mi j = 0 for all distinct i, j ∈ V with i j 6∈ E},
which, as is well-known, can be seen as the dual cone of the cone S+(G).
We now introduce the graph parameter ν=(·).
6.2.1 Definition. For a graph G = (V = [n], E), the parameter ν=(G) is defined as
the maximum corank of a matrix M ∈ C (G) satisfying the SAP, i.e.,
X ∈ S n, MX = 0, X ii = 0 ∀i ∈ V, X i j = 0 ∀i j ∈ E =⇒ X = 0.
The study of the graph parameter ν=(·) is motivated by its relevance to the cele-
brated graph parameter µ(·), introduced by Colin de Verdière [42]; cf. Section 3.4.
It was shown in [126, 129] that ν=(·) is a minor monotone graph parameter.
Hence, for any fixed integer k ≥ 1, the graphs with ν=(G)≤ k can be characterized
by a finite family of minimal forbidden minors. For k ≤ 3 the only forbidden minor
is Kk+1. The list of forbidden minors for k = 4 was determined in [126, 129].
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6.2.2 Theorem. [126, 129] For a graph G, ν=(G)≤ 4 if and only if G does not have
K5 and K2,2,2 as minors.
The heart of the proof of Theorem 6.2.2 is to show that any graph which is
K5 and K2,2,2-minor free satisfies ν
=(G) ≤ 4. In the next theorem we establish a
relation between the two parameters gd(·) and ν=(·) which allows us to derive suf-
ficiency in Theorem 6.2.2 from the characterization of graphs with Gram dimension
at most 4; cf. Theorem 5.3.2.
6.2.3 Theorem. For any graph G, gd(G)≥ ν=(G).
Proof. Let k = ν=(G) be attained by some matrix M ∈ S n+ . By the spectral theorem
we can write M =
∑n
i=1λi vi v
T
i , where λi ≥ 0, {v1, . . . , vn} is an orthonormal base
of eigenvectors of M , and {v1, . . . , vk} spans the kernel of M . Consider the matrix
X =
∑k
i=1 vi v
T
i and its projection a = piV E(X ) ∈ S+(G). By construction, rank X =
k. Hence it is enough to show that a has a unique psd completion, which will imply
gd(G)≥ gd(G, a) = k.
For this let Y ∈ S n+ be another psd completion of a. Hence the matrix X−Y has
zero entries at all positions i j ∈ V∪E. Since the matrix M has zero entries at all off-
diagonal positions corresponding to non-edges of G, we deduce that 〈M , X−Y 〉= 0.
On the other hand, 〈M , X 〉=∑ki=1λi vTi M vi = 0. Therefore, 〈M , Y 〉= 0. As M , X , Y
are psd, the conditions 〈M , X 〉 = 〈M , Y 〉 = 0 imply that MX = MY = 0 and thus
M(X − Y ) = 0. Now we can apply the assumption that the matrix M satisfies the
Strong Arnold Property and deduce that X = Y .
Combining Theorem 6.2.3 with Theorem 5.3.2 we can recover sufficiency (which
is the difficult direction) in Theorem 6.2.2.
6.2.4 Corollary. If G does not have K5 and K2,2,2 as minors then ν
=(G)≤ 4.
In view of Theorem 6.2.3 one can ask whether the parameters gd(·) and ν=(·)
coincide or not. This question remains an open problem. As a first step in un-
derstanding the exact relation between these two parameters, we now derive a
characterization of the parameter ν=(·) in terms of the maximum Gram dimension
of some G-partial psd matrices satisfying a certain nondegeneracy property. For the
remainder of this section, with a vector a ∈ S+(G) we associate the following pair
of primal and dual semidefinite programs:
sup
X
¦
0 : 〈Ei j , X 〉= ai j for {i, j} ∈ V ∪ E, and X  0
©
, (Pa)
inf
y,Z
{ ∑
{i, j}∈V∪E
yi jai j :
∑
{i, j}∈V∪E
yi j Ei j = Z  0}. (Da)
Notice that, for any a ∈ S+(G), the primal program (Pa) is feasible and the dual
program (Da) is strictly feasible. Thus there is no duality gap.
6.2.5 Definition. For a graph G, letD(G) denote the set of partial matrices a ∈ S+(G)
for which the semidefinite program (Da) has a nondegenerate optimal solution.
We can now reformulate the parameter ν=(·) as the maximum Gram dimension
of a partial matrix in D(G).
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6.2.6 Theorem. For any graph G we have that
ν=(G) = max
a∈D(G)gd(G, a).
Proof. Suppose that max
a∈D(G)gd(G, a) = gd(G, a
∗). As a∗ ∈ D(G) it follows that (Da∗)
has a nondegenerate optimal solution which we denote by M . Then, Theorem 3.3.4
implies that (Pa∗) has a unique solution which we denote by A. Notice that the
matrix A is the unique psd completion of the partial matrix a∗ ∈ S+(G) which
implies that gd(G, a∗) = rank A. Moreover, as A and M are a pair of primal dual
optimal solutions we have that AM = 0 which implies that corank M ≥ rank A. By
Theorem 3.4.3, the fact that M is a nondegenerate solution of (Da∗) implies that
M satisfies the SAP. Consequently, the matrix M is feasible for ν=(G) and it follows
that ν=(G)≥ max
a∈D(G)gd(G, a).
For the other direction, assume ν=(G) = corank M = d where M ∈ C (G) and
M satisfies the SAP. Let P ∈ Rn×d be a matrix whose columns form a basis for
Ker M and consider the partial matrix a ∈ S+(G) defined as ai j = (PPT)i j for every
{i, j} ∈ V ∪ E. As 〈M , PPT〉 = 0 it follows that M is a dual nondegenerate optimal
solution for (Da) and thus a ∈ D(G). Additionally, as corank M = rank PPT, M
and PPT are a pair of strict complementary optimal solutions for (Pa) and (Da), re-
spectively. Then, Theorem 3.3.6 implies that the matrix PPT is the unique optimal
solution of (Pa) and thus gd(G, a) = rank PPT = corank M = ν=(G).
As a direct corollary we can reformulate the problem of deciding whether the
parameters gd(·) and ν=(·) coincide as follows.
6.2.7 Corollary. For any graph G, we have that gd(G) ≥ ν=(G). Moreover, equality
holds if and only if there exists some a ∈ D(G) for which gd(G) = gd(G, a).
Closing this section we show that Theorem 6.2.3 implies that the Gram dimen-
sion is unbounded for the class of planar graphs. Colin de Verdière [43] studies the
graph parameter ν(G), defined as the maximum corank of a matrix M satisfying
the strong Arnold property and such that, for any i, j ∈ V , Mi j = 0 ⇐⇒ i j 6∈ E.
In particular it is shown in [43, Theorem 6] shows that ν(G) is unbounded for the
class of planar graphs. As ν(G)≤ ν=(G)≤ gd(G), we obtain as a direct application:
6.2.8 Corollary. The parameter gd(·) is unbounded for the class of planar graphs.
An explicit family of planar graphs for which the Gram dimension is unbounded
is described and studied in Section 10.1.4.
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7
The complexity of the low rank psd
matrix completion problem
In this chapter we address various complexity aspects of the positive semidefinite
matrix completion problem. In particular, we consider the decision problem where
we are given as input a rational G-partial matrix and the goal is to verify whether
it has a positive semidefinite completion of rank at most k, for some fixed integer
k ≥ 1. Our main result is that this problem is NP-hard for every fixed k ≥ 2.
Additionally we consider the membership problem in the convex hull of Ek(G) and
show it is NP-hard for any fixed k ≥ 2.
The content of this chapter are based on joint work with M. E.-Nagy and M. Lau-
rent [47].
7.1 Membership in the rank constrained elliptope Ek(G)
Given an integer k ≥ 1, consider the set
En,k = {X ∈ S n+ : rank X ≤ k, X ii = 1 (i ∈ [n])},
known as the rank constrained elliptope. Moreover, for a graph G = ([n], E), let
Ek(G) denote the projection of En,k onto the coordinates indexed by the edges of
the graph G, i.e.,
Ek(G) = piE(En,k),
where piE : S n 7→ RE with X 7→ (X i j)i j∈E . Our main goal in this section is to
understand the complexity of testing membership in Ek(G).
Throughout this section, for a vector x ∈ RE , we use the shorthand notation
gd(G, x) in place of gd(G, (e, x)). Then gd(G, x) is equal to the smallest integer
k ≥ 1 for which x admits a Gram representation by unit vectors in Rk (recall
Remark 5.2.3). Furthermore, the points x in Ek(G) correspond precisely to those
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vectors x ∈ RE that admit a Gram representation by unit vectors in Rk; that is:
x ∈ Ek(G)⇐⇒ gd(G, x)≤ k.
Recall that the elements of E (G) can be seen as the G-partial positive semidef-
inite matrices, that can be completed to full correlation matrices. Hence, for fixed
k ≥ 1, the membership problem in Ek(G) is the problem of deciding whether a
given G-partial matrix has a psd completion of rank at most k. Using the notion of
Gram dimension this can be equivalently formalized as:
Given a graph G = (V, E) and x ∈QE , decide whether gd(G, x)≤ k.
For k = 1, x ∈ E1(G) if and only if x ∈ {±1}E corresponds to a cut of G, and
this can be decided in polynomial time. In the following sections we show that the
membership problem in Ek(G) is NP-hard for any fixed k ≥ 2. It turns out that we
have to use different reductions for the cases k ≥ 3 and k = 2.
7.1.1 The case k ≥ 3
First we consider the problem of testing membership in Ek(G) when k ≥ 3. We
show that this is an NP-hard problem, already when G =∇k−3H is the suspension
of a planar graph H and x = 0, the vector with zero entries at all edges (and ones
at entries corresponding to nodes). Recall that ∇pG denotes the graph obtained
from G, by iteratively applying the suspension operation p times.
For the hardness reduction, the key idea is to relate the parameter gd(G,0) to
the chromatic number of the graph. Notice that gd(G,0) is equal to the smallest
dimension where the graph G admits an orthonormal representation. This quantity
was introduced and studied by Lovász as an upper bound to the theta number.
7.1.1 Theorem. [87] For any graph G we have that
ϑ(G)≤ gd(G,0).
Proof. We use the following formulation for the ϑ number:
ϑ(G) =min t
s.t. X00 = t
X0i = X ii = 1 (0≤ i ≤ n)
X i j = 0 (1≤ i ≤ n) and i j 6= E.
(7.1)
Assuming gd(G,0) = d, there exist vectors p1, . . . , pn ∈ Rd satisfying pTi p j = 0 for
all i j 6∈ E. Consider the matrix X ∗ = Gram(Id , p1pT1 , . . . , pnpTn ). Then, X ∗ is feasible
for (7.1) and its objective value is equal to d.
It is easy to verify that
gd(G,0)≤ χ(G), (7.2)
with equality if χ(G) ≤ 2 (i.e., if G is a bipartite graph). For k ≥ 3 the inequality
(7.2) can be strict. This is the case, e.g., for orthogonality graphs of Kochen-Specker
sets (see [60]).
Given a set of vectors S = {s1, . . . , sk} ⊆ Cn, its orthogonality graph is the graph
with vertex set [k], where two nodes i, j ∈ [k] are adjacent if and only if 〈si , s j〉= 0.
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7.1.2 Definition. A set S ⊆ Cn is called a Kochen-Specker (KS) set if there does not
exist a function f : Cn 7→ {0,1} satisfying∑
i∈B
f (i) = 1, for every orthonormal base B of Cn with B ⊆ S.
Proving the existence of KS sets is a challenging task. We are interested in the
existence of KS sets in R3. The first such example is a family of 117 vectors given
in [69] and the smallest known KS set in R3 contains 31 vectors [102].
7.1.3 Theorem. [60] Let S ⊆ R3 be a Kochen-Specker set and let GS be its orthogo-
nality graph. Then gd(GS ,0)< χ(GS).
Proof. By definition we have that V (GS) = {i : i ∈ S} and i j ∈ E(GS) if and only
if 〈i, j〉 = 0. Clearly, gd(Gs,0) ≤ 3. Assume for contradiction that χ(GS) ≤ 3 and
consider any function f : C3 7→ {0, 1} that assigns the value 1 to the first color class
and the value 0 to the other color classes. Then if B is an orthonormal basis of C3
contained in S, by definition of GS , the set {i : i ∈ B} forms a 3-clique in GS and
thus exactly one of these three nodes corresponds to the first class. This shows that∑
i∈B f (i) = 1 a contradiction.
However, Peeters [101, Theorem 3.1] gives a polynomial time reduction of
the problem of deciding 3-colorability of a graph to that of deciding gd(G,0) ≤ 3.
Namely, given a graph G, he constructs (in polynomial time) a new graph G′ having
the property that
χ(G)≤ 3⇐⇒ χ(G′)≤ 3⇐⇒ gd(G′,0)≤ 3. (7.3)
The graph G′ is obtained from G by adding for each pair of distinct nodes i, j ∈ V
the gadget graph Hi j shown in Figure 7.1. Moreover, using a more involved con-
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Figure 7.1: The gadget graph Hi j .
struction, Peeters [100] constructs (in polynomial time) from any planar graph G
a new planar graph G′ satisfying (7.3). As the problem of deciding 3-colorability is
NP-complete already for planar graphs (see [125]), we have the following result.
7.1.4 Theorem. [100] It is NP-hard to decide whether gd(G,0)≤ 3, already for the
class of planar graphs.
This hardness result can be extended to any fixed k ≥ 3 using the suspension
operation on graphs. Indeed, it is an easy observation that
gd(∇pG,0) = gd(G,0) + p. (7.4)
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Theorem 7.1.4 combined with equation (7.4) implies:
7.1.5 Theorem. Fix k ≥ 3. It is NP-hard to decide whether gd(G,0) ≤ k, already
for graphs of the form G =∇k−3H where H is a planar graph.
As an application we can recover the complexity result of Saxe from Theorem
6.1.7 for the case k ≥ 3.
7.1.6 Corollary. For fixed k ≥ 3, it is an NP-hard to decide whether ed(G, d) ≤ k,
already when G = ∇k−2H with H planar and d is {1,2}-valued (more precisely, all
edges adjacent to a given apex node have weight 1 and all other edges have weight 2).
Proof. This follows directly from Lemma 6.1.3 combined with Theorem 7.1.5: By
Lemma 6.1.3, gd(∇k−3H,0) = ed(∇k−2H,φ(0)) and observe that the image d =
φ(0) of the zero vector under the covariance map φ (recall (6.2)) satisfies: d0i = 1
and di j = 2 for all nodes i, j of ∇k−3H.
7.1.2 The case k = 2
In this section we show NP-hardness of testing membership in E2(G). Our strategy
to show this result is as follows: Given a graph G = (V, E) with edge weights
d ∈ RE+, define the new edge weights x = cos d ∈ RE . We show a close relationship
between the two problems of testing whether ed(G, d)≤ 1, and whether gd(G, x)≤
2 (or, equivalently, x ∈ E2(G)). More precisely, we show that each of these two
properties can be characterized in terms of the existence of a ±1-signing of the
edges of G satisfying a suitable “flow conservation” type property; moreover, both
are equivalent when the edge weights d are small enough.
As a motivation, let us consider first the case when G = Cn is a circuit of length
n. Say, weight di (resp., x i = cos di) is assigned to the edge (i, i + 1) for i ∈ [n]
(where indices are taken modulo n). Then the following property holds:
ed(Cn, d)≤ 1⇐⇒∃ε ∈ {±1}n such that εTd = 0. (7.5)
This is the key fact used by Saxe [118] for showing NP-hardness of the problem of
testing ed(Cn, d) ≤ 1 by reducing the Partition problem for d = (d1, · · · , dn) ∈ Zn+
to it. Recall that in Lemma 5.2.11 we showed the analogous property for the Gram
dimension:
gd(Cn, cos d)≤ 2⇐⇒∃ε ∈ {±1}n such that εTd ∈ 2piZ. (7.6)
We now observe that these two characterizations extend to an arbitrary graph
G. To formulate the result we need to fix an (arbitrary) orientation eG of G. Let
P = (u0, u1, · · · , uk−1, uk) be a walk in G, i.e., {ui , ui+1} ∈ E for all 0 ≤ i ≤ k − 1.
Recall that in a walk repetition of vertices is allowed; the walk P is said to be closed
when u0 = uk. For ε ∈ {±1}E , we define the following weighted sum along the
edges of P:
φd,ε(P) =
k−1∑
i=0
dui ,ui+1εuiui+1ηi , (7.7)
setting ηi = 1 if the edge {ui , ui+1} is oriented in eG from ui to ui+1 and ηi = −1
otherwise.
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7.1.7 Lemma. Consider a graph G = (V, E) with edge weights d ∈ RE+ and fix an
orientation eG of G. The following assertions are equivalent.
(i) ed(G, d)≤ 1.
(ii) There exists an edge-signing ε ∈ {±1}E for which the function φd,ε from (7.7)
satisfies: φd,ε(C) = 0 for all closed walks C of G (equivalently, for all circuits
of G).
Proof. Assume that (i) holds. Let f : V → R satisfying | f (u)− f (v)| = duv for all{u, v} ∈ E. If the edge {u, v} is oriented from u to v in eG, let εuv ∈ {±1} such
that f (v) − f (u) = duvεuv . This defines an edge-signing ε ∈ {±1}E; we claim
that (ii) holds for this edge-signing. For this, pick a circuit C = (u0, u1, · · · , uk =
u0) in G. By construction of the edge-signing, the term εuiui+1 duiui+1ηi is equal to
f (ui+1) − f (ui) for all 0 ≤ i ≤ k − 1, where indices are taken modulo k. This
implies that φd,ε(C) =
∑k−1
i=0 ( f (ui+1)− f (ui)) = 0 and thus (ii) holds. Conversely,
assume (ii) holds. We may assume that G is connected (else apply the following to
each connected component). Fix an arbitrary node u0 ∈ V . We define the function
f : V → R by setting f (u0) = 0 and, for u ∈ V \ {u0}, f (u) = φd,ε(P) where P
is any walk from u0 to u. It is easy to verify that since (ii) holds this definition
does not depend on the choice of P. We claim that f is a Euclidean embedding of
(G, d) into R. For this, pick an edge {u, v} ∈ E; say, it is oriented from u to v ineG. Pick a walk P from u0 to u, so that Q = (P, v) is a walk from u0 to v. Then,
f (u) = φd,ε(P), f (v) = φd,ε(Q) = φd,ε(P) + duvεuv = f (u) + duvεuv , which implies
that | f (v)− f (u)|= duv .
Next we prove the analogous result for the Gram setting.
7.1.8 Lemma. Consider a graph G = (V, E) with edge weights d ∈ RE+ and fix an
orientation eG of G. The following assertions are equivalent.
(i) gd(G, cos d)≤ 2.
(ii) There exists an edge-signing ε ∈ {±1}E for which the function φd,ε from (7.7)
satisfies: φd,ε(C) ∈ 2piZ for all closed walks C of G (equivalently, for all circuits
of G).
Proof. Assume (i) holds. Then, there exists a labeling of the nodes u ∈ V by unit
vectors g(u) = (cos f (u), sin f (u)) where f (u) ∈ [0, 2pi] such that for any edge
{u, v} ∈ E, we have cos duv = g(u)Tg(v) = cos( f (u)− f (v)). If {u, v} is oriented
from u to v, define εuv ∈ {±1} such that εuvduv = f (v)− f (u) + 2piZ. This defines
an edge-signing ε ∈ {±1}E which satisfies (ii) (same argument as in the proof of
Lemma 7.1.7).
Conversely, assume (ii) holds. Analogously to the proof of Lemma 7.1.7, fix a
node u0 ∈ V and consider the unit vectors g(u0) = (1, 0) and
g(u) = (cos(φd,ε(Pu)), sin(φd,ε(Pu))),
where Pu is a walk from u0 ∈ V to u ∈ V \ {u0}. Pick an edge {u, v} ∈ E and say it
is oriented from u to v in eG. Pick a walk P from u0 to u, so that Q = (P, v) is a walk
from u0 to v. Then g(u)Tg(v) = cos(φd,ε(P)− φd,ε(Q)) = cos(εuvduv + 2piZ) =
cos duv .
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7.1.9 Corollary. Consider a graph G = (V, E) with edge weights d ∈ RE+ satisfying
d(E)< 2pi. Then, ed(G, d)≤ 1 if and only if gd(G, cos d)≤ 2.
Proof. Note that if C is a circuit of G, then φd,ε(C) ∈ 2piZ implies φd,ε(C) = 0,
since |φd,ε(C)| ≤ d(E) < 2pi. The result now follows directly by applying Lemmas
7.1.7 and 7.1.8.
We can now show NP-hardness of testing membership in the rank constrained
elliptope E2(G). For this we use the result of Theorem 6.1.7 for the case k = 1:
Given edge weights d ∈ {1,2}E , it is NP-hard to decide whether ed(G, d) ≤ 1.
Notice that Corollary 7.1.9 does not imply that testing membership in E2(G) is NP-
hard since the reduction it describes involves irrational numbers; For d ∈ {1,2}E
we have that cos d is irrational.
7.1.10 Theorem. Given a graph G = (V, E) and rational edge weights x ∈ QE , it is
NP-hard to decide whether x ∈ E2(G) or, equivalently, gd(G, x)≤ 2.
Proof. Fix edge weights d ∈ {1, 2}E . We will use the fact that ed(G, d) = ed(G, ad)
for any scalar a > 0. Using Corollary 7.1.9 we reduce the problem of testing
whether ed(G, d) ≤ 1 to the problem of testing whether gd(G, cos(αd)) ≤ 2, for
some appropriately chosen parameter α > 0.
In order to use Corollary 7.1.9 it suffices to identify a scalar a > 0 such that
a < 2pi/d(E), cos a is rational and its bit size is polynomially bounded by the bit
size of the d ′s. If such a scalar a > 0 exists then for d ∈ {1,2}E we have that
ed(G, d)≤ 1⇐⇒ ed(G, ad)≤ 1⇐⇒ gd(G, cos(ad))≤ 2,
where the last equivalence follows from Corollary 7.1.9. Moreover, notice that
(under the aforementioned conditions on a) this reduction can be carried out in the
bit model of computation in polynomial time. Indeed, as de ∈ {1,2} it follows that
cos(αde) ∈ {cosα, cos(2α) = 2cos2α− 1} ∈ Q for every e ∈ E since by assumption
we have that cos a ∈Q. Moreover, the size of cos(ade) is polynomially bounded by
the size of cos a and thus by the size of the input (since this is the case for cos a).
Lastly, we stress the fact that for the reduction we do not need the value of a itself
(which could be irrational), but only the value cos a.
We now identify a scalar a > 0 with a ≤ 1/d(E), cos a ∈ Q and | cos a| is
a polynomial in the size of the input. To achieve this it is enough to identify a
rational function f such that
cos(1/d(E))≤ f (d) and f (d) ∈ (−1, 1) for all d = (de) ∈ {1,2}E . (7.8)
Assuming this is possible there exists a scalar a ∈ (0,pi) such that f (d) = cos a.
Then a ≤ 1/d(E) < 2pi/d(E), cos a ∈ Q and the size of cos a is polynomial in the
size of the input.
In order to find a rational function satisfying (7.8) we use the Maclaurin expan-
sion for the cosine function. Recall that using the Maclaurin polynomial of degree 4
we have that cos x = T4(x)+R4(x) for every x ∈ R, where T4(x) = 1− x22 + x
4
4!
and
R4(x) =
−sinξ
5!
x5 for some ξ between x and 0. Specializing this for x = 1/d(E) we
have cos(1/d(E)) = T4(1/d(E)) + R4(1/d(E)) and since 1/d(E) ∈ (0,1) it follows
that
cos(1/d(E))≤ T4(1/d(E)).
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Lastly, an easy calculation shows that T4(1/d(E)) ∈ (−1, 1) and the proof is con-
cluded.
We conclude with a remark about the complexity of the Gram dimension of
weighted circuits. Consider the case when G = Cn is a circuit and the edge weights
d ∈ ZCn+ are integer valued. Relation (7.5) shows that ed(Cn, d) ≤ 1 if and only if
the sequence d = (d1, · · · , dn) can be partitioned, thus showing NP-hardness of the
problem of testing ed(Cn, d)≤ 1.
As in the proof of Theorem 7.1.10 let us choose α such that cosα, sinα ∈ Q
and α < 1/(
∑n
i=1 di); then cos(tα) ∈ Q for all t ∈ Z. The analogous relation
(7.6) holds, which shows that gd(Cn, cos(αd)) ≤ 2 if and only if the sequence
d = (d1, · · · , dn) can be partitioned. However, it is not clear how to use this fact
in order to show NP-hardness of the problem of testing gd(Cn, x) ≤ 2. Indeed,
although all cos(αdi) are rational valued, the difficulty is that it is not clear how to
compute cos(αdi) in time polynomial in the bit size of di (while it can be shown to
be polynomial in di).
Finally we point out the following link to the construction of Aspnes et al. [62,
§IV]. Consider the edge weights x = cos(αd) ∈ RCn for the circuit Cn and y = ϕ(x)
for its suspension ∇Cn, which is the wheel graph Wn+1. Thus y0i = 1 and yi,i+1 =
2− 2cos(αdi) = 4 sin2(αdi/2) for all i ∈ [n]. Taking square roots we find the edge
weights used in [62] to claim NP-hardness of realizing weighted wheels (that have
the property of admitting unique (up to congruence) realizations in the plane). As
explained in the proof of Theorem 7.1.10, if we suitably choose αwe can make sure
that all sin(αdi/2) be rational valued, while [62] uses real numbers. However, it is
not clear how to control their bit sizes, and thus how to deduce NP-hardness.
7.2 Membership in convEk(G)
In this section we investigate the complexity of optimizing a linear objective func-
tion over Ek(G) or, equivalently, over its convex hull convEk(G). More precisely,
for any fixed k ≥ 1 we consider the following problem:
Given a graph G = (V, E) and x ∈QE , decide whether x ∈ convEk(G).
The study of this problem is motivated by the relevance of the set convEk(G) to
the MAX CUT problem and to the rank constrained Grothendieck problem (cf.
Chapter 8). Indeed, for k = 1, convE1(G) coincides with the cut polytope of G and
it is well known that linear optimization over the cut polytope is NP-hard [93]. For
any k ≥ 2, the worst case ratio of optimizing a linear function over the elliptope
E (G) versus the rank constrained elliptope Ek(G) (equivalently, versus the convex
hull convEk(G)) is known as the rank-k Grothendieck constant of the graph G (cf.
Section 8). It is believed that linear optimization over convEk(G) is also hard for
any fixed k (cf., e.g., the quote of Lovász [90, p. 61]). We show in this section
that the membership problem in convEk(G) for rational vectors is NP-hard, thus
providing some evidence of hardness of optimization (cf. Theorem 7.2.2).
To prove the hardness result, the key fact is to consider the membership prob-
lem in convEk(G) for extreme points of the elliptope E (G). For a point x ∈ ext E (G)
we have that,
x ∈ convEk(G)⇐⇒ x ∈ Ek(G). (7.9)
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Our strategy for showing hardness of membership in convEk(G) is as follows:
Given a graph G = (V, E) and a rational vector x ∈ E (G), we construct (in poly-
nomial time) a new graph bG = (bV , bE) (containing G as a subgraph) and a new
rational vector bx ∈QbE (extending x) satisfying the following properties:bx ∈ ext E (bG), (7.10)
x ∈ Ek(G)⇐⇒ bx ∈ Ek(bG). (7.11)
Combining these two conditions with (7.9), we deduce:
x ∈ Ek(G)⇐⇒ bx ∈ Ek(bG)⇐⇒ bx ∈ convEk(bG). (7.12)
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Figure 7.2: The graph bC5.
Given G = (V, E), the construction of the new graph bG = (bV , bE) is as follows:
For each edge {i, j} of G, we add a new node vi j , adjacent to the two nodes i and
j. Let Ci j denote the clique on {i, j, vi j} and set bV = V ∪ {vi j : {i, j} ∈ E}. Then bG
has node set bV and its edge set is the union of all the cliques Ci j for {i, j} ∈ E. As
an illustration Figure 7.2 shows the graph cC5.
Given x ∈QE , the construction of the new vector bx ∈QbE is as follows: For each
edge {i, j} ∈ E, bx i j = x i j , (7.13)
bx i,vi j = 4/5, bx j,vi j = 3/5 if x i j = 0, (7.14)
bx i,vi j = x i j , bx j,vi j = 2x2i j − 1 if x i j 6= 0. (7.15)
We can now show that our construction for bx satisfies the two properties (7.10)
and (7.11).
7.2.1 Lemma. Given a graph G = (V, E) and x ∈ QE , let bG = (bV , bE) be defined
as above and let bx ∈ QbE be defined by (7.13)-(7.15). For fixed k ≥ 2 we have that
x ∈ Ek(G) if and only if bx ∈ Ek(bG) and bx ∈ ext E (bG).
Proof. Sufficiency is clear so it remains to prove necessity. Applying Theorem 3.2.8,
we find that the two matrices 1 0 3/50 1 4/5
3/5 4/5 1
 ,
 1 x i j x i jx i j 1 2x2i j − 1
x i j 2x
2
i j − 1 1
 where x i j ∈ [−1,1] \ {0},
(7.16)
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are extreme points of E3. Indeed, for the second matrix, if |x i j |= 1 then it has rank
one and if |x i j | < 1 then it is an extreme point of rank 2. Therefore, for each edge{i, j} ∈ E, the restriction bxCi j of bx to the clique Ci j is an extreme point of E (Ci j).
By construction, bG is obtained as the clique sum of G with the cliques Ci j . As both
matrices in (7.16) have rank at most 2 and as k ≥ 2, Lemma 2.3.11 implies thatbx ∈ Ek(bG).
Finally, we show that bx is an extreme point of E (bG). Assume that bx = ∑mk=1λkbxk
where λk > 0,
∑m
k=1λk = 1 and bxk ∈ E (bG). For any {i, j} ∈ E, taking the projec-
tion onto the clique Ci j and using the fact that bxCi j ∈ ext E (Ci j) we deduce that
(bxk)Ci j = bxCi j for all k ∈ [m]. As the cliques {Ci j : {i, j} ∈ E} cover the graph bG it
follows that bx = bxk for all k ∈ [m].
Combining these results we arrive at the main result of this section.
7.2.2 Theorem. For any fixed k ≥ 2, given a graph G = (V, E) and rational edge
weights x ∈QE , it is NP-hard to decide whether x ∈ convEk(G).
Proof. We show that the problem is hard already when the input is restricted to
extreme points of Ek(G). By relation (7.9), for such points, testing membership in
convEk(G) is equivalent to testing membership in Ek(G).
In Theorems 7.1.5 and 7.1.10 we established that for any fixed k ≥ 2 testing
membership in Ek(G) isNP-hard. Using Lemma 7.2.1, testing membership in Ek(G)
reduces to testing membership in convEk(bG) for extreme points of Ek(bG). As the
reduction described in Lemma 7.2.1 can be carried out in polynomial time, the
latter problem is NP-hard.
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8
Grothendieck-type inequalities
Grothendieck’s inequality is a tool of fundamental importance to many mathe-
matical disciplines. The study of this inequality, its implications and its various
generalizations has been, and continues to be, a highly active area of research.
Grothendieck’s inequality is relevant to a number of disparate areas ranging from
approximation algorithms to communication complexity [8, 9, 29, 48, 105, 131].
Our goal in this chapter is to briefly introduce and give some background concern-
ing the classical Grothendieck inequality. Moreover, we also introduce two variants
of the classical Grothendieck inequality that will be studied in later chapters. For an
extensive treatment of this vast topic the reader is referred to the extensive surveys
of Pisier [104] and Khot and Naor [67].
8.1 Grothendieck’s inequality
In this section we present the classical Grothendieck inequality. The formulation
we will present here is due to to Lindenstauss and Pelczynski [85]. The inequality
was initially proven by A. Grothendieck in [57], in a different but equivalent form.
8.1.1 Theorem. [57] There exists a universal constant K > 0 such that for every ma-
trix A= (ai j) ∈ Rn×m and every choice of unit vectors u1, . . . , un, v1, . . . , vm ∈ Sn+m−1
there exist signs x1, . . . , xn, y1, . . . , ym ∈ {±1} such that
n∑
i=1
m∑
j=1
ai j〈ui , v j〉 ≤ K
n∑
i=1
m∑
j=1
ai j x i y j .
Grothendieck’s inequality admits a natural algorithmic interpretation as we will
now see. Consider the quadratic integer program
max
x∈{±1}n,y∈{±1}m
n∑
i=1
m∑
j=1
ai j x i y j , (8.1)
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and its canonical semidefinite relaxation given by
max{ui}ni=1,{v j}mj=1⊆Sn+m−1
n∑
i=1
m∑
j=1
ai j〈ui , v j〉. (8.2)
An equivalent way of expressing Theorem 8.1.1 is the following: there exists a
universal constant K > 0 such that for every matrix A= (ai j) ∈ Rn×m
max{ui}ni=1,{v j}mj=1⊆Sn+m−1
n∑
i=1
m∑
j=1
ai j〈ui , v j〉 ≤ K max
x∈{±1}n,y∈{±1}m
n∑
i=1
m∑
j=1
ai j x i y j . (8.3)
In other words, the value of the program (8.1) can be approximated withing a
constant factor by the value of the semidefinite program (8.2). Furthermore, it was
shown in [9], that the proof of inequality (8.3) can be converted into an efficient
rounding algorithm. In other words, given an optimal solution for (8.2) we can
calculate signs {x i}ni=1, {y j}mj=1 whose value is within a constant factor from the
value of (8.1).
The infimum over all K > 0 for which (8.3) holds is known as the Grothendieck
constant and is denoted by KG . Calculating the exact value of KG is a long standing
open problem, posed by Grothendieck himself. Nevertheless, it is known that
1.676...≤ KG < pi
2 log(1+
p
2)
.
Here, the lower bound is due to Davie [38] and Reeds [113]. The upper bound is
due to Krivine [72] and it was the best known bound for over thirty years. A major
breakthrough took place in 2012, when it was shown that Krivine’s upper bound is
strict [29].
8.2 Generalizations of Grothendieck’s inequality
The classical Grothendieck inequality has been generalized in many different direc-
tions in the literature. A non-exhaustive list of examples includes: the Grothendieck
inequality for graphs [8], the positive semidefinite Grothendieck inequality [66],
the non commutative Grothendieck inequality [103] and lastly, the rank-constrained
Grothendieck inequality [31]. In this section we focus on two of these generaliza-
tions whose study forms the main body of the next two chapters.
8.2.1 The Grothendieck constant of a graph
Given a graph G = ([n], E) and a vector of edge-weights w = (wi j) ∈ RE , consider
the following quadratic integer program over the hypercube:
ip(G, w) =max
∑
i j∈E
wi j x i x j s.t. x1, . . . , xn ∈ {±1}, (8.4)
and its canonical semidefinite programming relaxation
sdp(G, w) =max
∑
i j∈E
wi j〈ui , u j〉 s.t. u1, . . . , un ∈ Sn−1. (8.5)
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8.2.1 Definition. [8] The Grothendieck constant of a graph G, denoted by κ(G), is
defined as
κ(G) = sup
w∈RE
sdp(G, w)
ip(G, w)
. (8.6)
In other words, κ(G) is the integrality gap of relaxation (8.5) and thus it is equal
to the smallest constant K > 0 such that, for every w ∈ RE ,
sdp(G, w)≤ K · ip(G, w). (8.7)
Notice that the classical Grothendieck inequality (8.3) is a special case of (8.7)
where G is the the complete bipartite graph Kn,m. This implies that
KG = sup
n,m∈N
κ(Kn,m).
As one might expect, the Grothendieck constant depends on the structure of the
graph, as illustrated in the following theorem.
8.2.2 Theorem. [8] For any graph G we have that
Ω(logω(G))≤ κ(G)≤ O(logϑ(G)). (8.8)
Here ω(G) denotes the maximum size of a clique in G and ϑ(G) the Lovász
theta function of the complementary graph G¯, for which it is known that ω(G) ≤
ϑ(G)≤ χ(G) [87]. Hence, for the complete graph it follows that κ(Kn) = Θ(log n).
Recently Briët et al. [31] showed that
κ(G)≤ 2
piarcsin−1(ϑ(G)− 1) .
This bound gives Krivine’s upper bound when specialized to bipartite graphs and
improves the upper bound from (8.8) when ϑ(G) is small.
8.2.2 Higher rank Grothendieck inequalities
In this section we consider another family of relaxations for the quadratic integer
program (8.4). Specifically, for any integer r ≥ 2, consider the program
sdpr(G, w) =max
∑
i j∈E
wi j〈ui , u j〉 s.t. u1, . . . , un ∈ Sr−1. (8.9)
Observe that in (8.9) the vectors are restricted to lie in Sr−1 and thus their corre-
sponding Gram matrix will have rank at most r. This shows that (8.9) is a semidef-
inite program with a rank-r constraint.
As already explained in the introduction, the main motivation for studying pro-
gram (8.9) comes from statistical mechanics and in particular from the r-vector
model, introduced by Stanley [124]. As the rank function is non-convex and non-
differentiable, such problems can be computationally challenging. This motivates
the need to obtain tractable relaxations for (8.9).
8.2.3 Definition. The rank-r Grothendieck constant of a graph G, denoted as κ(r, G),
is defined as
κ(r, G) = sup
w∈RE
sdp(G, w)
sdpr(G, w)
. (8.10)
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In other words, κ(r, G) is equal to the integrality gap of (8.5) when considered as
a relaxation of the program (8.9). Notice that κ(r, G) can be equivalently defined
as smallest K > 0 such that for all w ∈ RE the following inequality holds:
sdp(G, w)≤ K · sdpr(G, w). (8.11)
This quantity was introduced and studied in [31] the main motivation being
the polynomial time approximation of ground states of spin glasses.
The upper bound from (8.8) has been generalized in this higher rank set-
ting. Specifically, it was shown in [31] that for any graph G and any integer r ∈
[1, logϑ(G)] we have κ(r, G)≤ Ologϑ(G)/r . So far there has been no progress
in obtaining a lower bound, analogous to the one given in (8.8), for κ(r, G).
9
The Grothendieck constant of some
graph classes
In this chapter we investigate the Grothendieck constant for some specific graph
classes. We prove some elementary properties of the Grothendieck constant of a
graph and discuss the connections with the MAX CUT problem. The main result
in this chapter is a closed-form expression for the Grothendieck constant of graphs
with no K5-minor. Additionally, we show that the integrality gap for clique-web
inequalities, a wide class of valid inequalities for the cut polytope, is constant.
The content of this chapter is based on joint work with M. Laurent [81].
9.1 Introduction
Our goal in this chapter is to determine the Grothendieck constant for some specific
graph classes. Our main result, is a closed-form expression for the Grothendieck
constant of graphs with no K5-minor.
Throughout this chapter we will use the following notation: For w ∈ RE , let
κ(G, w) = sdp(G, w)/ip(G, w) and w(E) =
∑
e∈E we. Our first observation is a geo-
metric interpretation of κ(G) as the smallest dilation of CUT±1(G) containing E (G).
9.1.1 Lemma. For any graph G,
κ(G) =min{K : E (G)⊆ K ·CUT±1(G)}.
Proof. Directly, since ip(G, w) = max
x∈CUT±1(G)
wTx and sdp(G, w) = max
x∈E (G)w
Tx .
As the origin lies in the interior of CUT±1(G), the polytope CUT±1(G) has a
linear inequality description consisting of finitely many facet-defining inequalities
of the form wT x ≤ 1. We now recall the switching operation (cf. Definition 4.1.4):
Given w ∈ RE , its switching by S ⊆ [n] is the vector wδG(S) ∈ RE whose (i, j)-th
entry is −wi j if the edge i j is cut by the partition (S, [n] \ S) and wi j otherwise.
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Recall that the switching operation preserves valid inequalities and facet defining
inequalities of the cut polytope (cf. Theorem 4.1.5).
We now observe that for any S ⊆ [n] we have sdp(G, w) = sdp(G, wδG(S)) and
ip(G, w) = ip(G, wδG(S)). The first claim follows by noting that if x ∈ E (G) then
xδG(S) ∈ E (G); this is a direct consequence of Lemma 2.3.10. For the second claim
notice that if δG(S′) ∈ CUT±1(G) then δG(S′)δG(S) = δG(S)4 δG(S′) ∈ CUT±1(G)
(since the symmetric difference of two cuts is again a cut).
This implies the next lemma which gives a useful reformulation for κ(G).
9.1.2 Lemma. For any graph G we have that
κ(G) = sup
w∈RE
κ(G, w),
where the supremum ranges over all facet defining inequalities of CUT(G), distinct up
to switching.
9.1.1 Connections with MAX CUT
Given G = ([n], E) and w ∈ RE , recall that the MAX CUT problem asks for a cut
of maximum weight cut in G. Thus we want to compute
mc(G, w) = max
x∈{±1}n
1
2
∑
i j∈E
wi j(1− x i x j) (9.1)
Given a graph G = ([n], E) and w ∈ RE its Laplacian matrix is defined as
LG,w =
∑
i j∈E
wi j(ei − e j)(ei − e j)T. (9.2)
For any x ∈ Rn we have that xTLG,w x = ∑i j∈E wi j(x i − x j)2. This implies that
for any S ⊆ V , (χδG(S))TLG,wχδG(S) = 4w(δ(S)) (recall we are working in ±1 vari-
ables). This allows us to reformulate the MAX CUT problem as the follows:
max
x∈{±1}n
1
4
xTLG,w x =max{14 〈LG,w , X 〉 : rank X = 1, X ∈ En}. (9.3)
Consider the canonical semidefinite programming relaxation of (9.3) obtained by
relaxing the rank constraint:
sdpGW(G, w) =maxX∈En
1
4
〈LG,w , X 〉. (9.4)
This semidefinite program was considered by Goemans and Williamson and yields
the best known polynomial time approximation algorithm for MAX CUT.
Notice that mc(G, w) = 1
2
 
w(E) + ip(G,−w), so the quadratic integer problem
(8.4) and the MAX CUT problem (9.1) are affine transforms of each other. The
same holds for their semidefinite relaxations (8.5) and (9.4), namely, sdpGW(G, w) =
1
2
 
w(E) + sdp(G,−w) . In particular, this implies that, given w ∈ QE , deciding
whether ip(G, w) = sdp(G, w) is an NP-complete problem [106].
We continue with a useful lemma.
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9.1.3 Lemma. Consider a matrix A∈ S n+ and define B =

0 A/2
A/2 0

. Then,
max
Z∈E2n
〈B, Z〉=max
X∈En
〈A, X 〉 and max
z∈{±1}2n z
TBz = max
x∈{±1}n x
TAx .
Proof. We only show the first equality, the proof of the second one being identical.
Using the Gram decompositions of the feasible matrices and the form of B the first
equality can be reformulated as:
max
ui ,v j∈S2n−1
n∑
i, j=1
Ai j〈ui , v j〉= max
ui∈Sn−1
n∑
i, j=1
Ai j〈ui , u j〉. (9.5)
Clearly maxui ,v j∈S2n−1
∑n
i, j=1 Ai j〈ui , v j〉 ≥maxui∈Sn−1
∑n
i, j=1 Ai j〈ui , u j〉 and for the other
direction consider vectors u∗i , v∗j ∈ S2n−1 maximizing the left hand side of (9.5). By
assumption the matrix A is psd so we can write it as A=
∑
r a
r(ar)T. Then
n∑
i, j=1
Ai j〈u∗i , v∗j 〉=
n∑
i, j=1
∑
r
ari a
r
j 〈u∗i , v∗j 〉=
∑
r
n∑
i, j=1
ari a
r
j 〈u∗i , v∗j 〉=∑
r
〈
n∑
i=1
ari u
∗
i ,
n∑
j=1
arj v
∗
j 〉 ≤
∑
r
‖
n∑
i=1
ari u
∗
i ‖ · ‖
n∑
j=1
ar v∗j ‖ ≤s∑
r
‖
n∑
i=1
ari u
∗
i ‖2 ·
s∑
r
‖
n∑
j=1
ar v∗j ‖2 =s
n∑
i, j=1
Ai j〈u∗i , u∗j 〉 ·
s
n∑
i, j=1
Ai j〈v∗i , v∗j 〉 ≤ maxui∈Sn−1
n∑
i, j=1
Ai j〈ui , u j〉,
where the two inequalities follow by applying the Cauchy-Schwarz inequality.
For w ≥ 0 we have that LG,w  0 (recall (9.2)) and thus Lemma 9.1.3 im-
plies that sdpGW(G, w) = maxZ∈E2n
〈B, Z〉, where B has the form as in the lemma with
A/2 = LG,w/8. By the definition of the Grothendieck constant KG , this implies that
sdpGW(G, w) ≤ KG ·mc(G, w). However, this approximation guarantee is not inter-
esting since we know by [51] that sdpGW(G, w)≤ 1.138 ·mc(G, w), while KG ≥ 1.6.
On the other hand, the Grothendieck constant κ(G) bounds the semidefinite
approximation for MAX CUT for edge weights satisfying w(E)≥ 0.
9.1.4 Lemma. Let G = (V, E) be a graph and let w ∈ RE with w(E)≥ 0. Then,
sdpGW(G, w)≤ κ(G) ·mc(G, w).
Proof. Indeed, sdp(G,−w)≤ κ(G) · ip(G,−w) and w(E)≤ κ(G) ·w(E) imply
sdpGW(G, w)
mc(G, w)
=
w(E) + sdp(G,−w)
w(E) + ip(G,−w) ≤ κ(G).
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9.1.2 Behaviour under graph operations
In this section we investigate the behavior of the parameter κ(·) with respect to
some basic graph operations. It follows immediately from the definition that κ(·)
is monotone nonincreasing with respect to deleting edges. That is,
9.1.5 Lemma. If H ⊆ G then κ(H)≤ κ(G).
This is not true for the operation of contracting an edge. For instance, κ(K2) =
1 < κ(C3) = 3/2, while κ(C4) < κ(C3) = 3/2 (cf. Theorem 9.2.1). So κ(G) and
κ(G/e) are not comparable in general.
We now show that Grothendieck constant behaves nicely with respect to the
clique sum operation.
9.1.6 Lemma. Assume G is the clique k-sum (k ≤ 3) of G1 and G2. Then,
κ(G) =max(κ(G1),κ(G2)).
Proof. Let λ = max(κ(G1),κ(G2)) and n = |V |. The inequality κ(G) ≥ λ follows
from Lemma 9.1.5. For the other direction, let x ∈ E (G) and X ∈ En such that
x = piE(X ); we have to show that x ∈ λ · CUT(G). Let X i denote the principal
submatrix of X indexed by Vi , for i = 1,2. As E (Gi)⊆ κ(Gi)·CUT(Gi)⊆ λ·CUT(Gi),
we deduce that piEi (X i) ∈ λ ·CUT(Gi). Using Lemma 4.2.6 the claim follows.
9.2 Computing the Grothendieck constant
In this section we establish our main results, namely the closed form formulas for
the Grothendieck constant of circuits and graphs with no K5-minor.
9.2.1 The case of circuits
Using the parametrizations of MET±1(Cn) and E (Cn) given by Theorems 4.2.3 and
4.3.4, respectively, we are able to compute the Grothendieck constant of the cir-
cuits. Specifically,
9.2.1 Theorem. The Grothendieck constant of a circuit Cn of length n≥ 3 is equal to
κ(Cn) =
n
n− 2 cos
pi
n

.
Proof. By Lemma 9.1.2 it suffices to compute κ(Cn, w) for facet defining inequalities
of CUT±1(Cn). By Theorem 4.2.3 we have that CUT±1(Cn) = MET±1(Cn) and by
Theorem 4.2.4 we know that the facets of MET±1(Cn) correspond exactly to the
circuit inequalities given in (4.5). It is easy to see that all circuit inequalities are
switching equivalent (cf. Lemma 4.2.5) and thus it suffices to consider one of them;
For instance, we can choose −x(Cn)≤ n−2 and xe− x(E \{e})≤ n−2 for even n.
For n odd we have that κ(Cn) = κ(Cn,−e/(n− 2)) = κ(Cn,−e). Since the in-
equality−x(Cn)≤ n−2 defines a facet of CUT±1(G) it follows that ip(Cn,−e) = n−
2. Thus it now suffices to show that sdp(Cn,−e) = n cos(pi/n) as this will give the
desired value for κ(Cn). For n odd, it is known that sdpGW(Cn, e) =
n
4

2+ 2 cos pi
n

(see [107]), which implies that sdp(Cn,−e) = 2 sdpGW(Cn, e)− n= n cos(pi/n). Al-
ternatively, this can also be easily verified using the parametrization of E (Cn) from
Theorem 4.3.4.
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One can also compute sdp(Cn, w) for n even and w = (−1,1, . . . , 1) using The-
orem 4.3.4; it turns out that this has also been computed in [131] in the context of
quantum information theory.
9.2.2 The case of K5-minor free graphs
Since K5-minor free graphs are 4-colorable [130], we deduce from (8.8) that their
Grothendieck constant κ(G) is bounded. In this section we give a closed-form
formula for κ(G) in terms of the girth of G.
9.2.2 Theorem. If G is a graph with no K5 minor (and G is not a forest), then
κ(G) =
g
g − 2 cos

pi
g

,
where g is the minimum length of a circuit in G.
Proof. Directly from Theorem 9.2.1 using the facts that all facets of G are sup-
ported by circuits (Theorem 4.2.3) and that the function n
n−2 cos(
pi
n
) is monotone
nonincreasing in n.
As a direct application, we recover the values κ(K2,n) = κ(K3,n) =
p
2, for
n ≥ 3. Using the descriptions of CUT(K2,n) and CUT(K3,n) (n ≥ 3), these values
were also computed in the context of quantum information theory [48].
9.2.3 Graphs whose cut polytope is defined by inequalities sup-
ported by at most k points
In this section we show that the Grothendieck constant can be bounded in terms
of the size of the supports of the inequalities defining facets of the cut polytope.
The support graph of an inequality wTx ≤ 1 is the graph H = (W, F), where F =
{i j ∈ E : wi j 6= 0} and W is the set of nodes covered by F . We say that wTx ≤ 1 is
supported by at most k points when |W | ≤ k. For instance, a triangle inequality is
supported by 3 points.
Fix an integer k ≥ 2. Let Rk(Kn) ⊆ R(n2) be the polyhedron defined by all valid
inequalities for CUT±1n supported by at most k points. For a graph G = ([n], E), set
Rk(G) = piE(Rk(Kn)).
Notice that the convex sets Rk(G) (k ∈ [n]) form a hierarchy of relaxations for
CUT±1(G), namely
CUT±1(G) =Rn(G)⊆Rn−1(G)⊆ . . .⊆R1(G).
For instance, R3(Kn) =MET±1(Kn), and thus R3(G) =MET±1(G).
For the remainder of this section let Bk denote the class of all graphs G for
which CUT±1(G) = Rk(G). For instance, B2 consists of all forests (thus the K3-
minor free graphs) andB3 of the K5-minor free graphs. The next result shows that
such a characterization exists for any integer k ≥ 1.
9.2.3 Theorem. The classBk is closed under taking minors for any integer k ≥ 1.
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Proof. Let G = ([n], E) be a graph with G ∈ Bk. We first show that G \ e ∈ Bk
for any e ∈ E. By definition we have to show that Rk(G \ e) ⊆ CUT±1(G). Let
x ∈ Rk(G \ e). Then x = piG\e(y) where y ∈ Rk(Kn). Then (x , ye) ∈ Rk(G) and
thus by hypothesis (x , ye) ∈ CUT±1(G). This implies that x ∈ CUT±1(G \ e).
It remains to verify that Bk is closed under edge contraction. Let G′ = G/
e = (V ′, E′), where e = (1, 2) and V ′ = {2, . . . , n}. Given y ∈ RE′ , define its
extension y˜ ∈ RE by y˜12 = 1, y˜1i = y2i if 1i ∈ E with i ≥ 3, y˜2i = y2i if 2i ∈ E
with i ≥ 3, and y˜i j = yi j if i j ∈ E with i, j ≥ 3. We now show that y˜ ∈ CUT(G)
if and only if y ∈ CUT(G/e). Assume that y˜ ∈ CUT(G) and say y˜ = ∑S λSχδG(S)
where λs ≥ 0 and∑S λS = 1. As y˜e = 1 it follows that χδG(S)e = 1 for all S and thus
all the cuts defined by the sets S miss the edge e = 12. Thus we can assume wlog
that {1,2} ⊆ S for all S. Then it is easy to see that y =∑S λSχδG′ (S\1). The other
direction follows similarly.
We can now conclude the proof. Assuming that G ∈ Bk we want to show that
G′ = G/e ∈ Bk, i.e., Rk(G/e) ⊆ CUT±1(G/e). For this let z ∈ Rk(G/e) and say
that z = piE′(y) where y = (yi j)2≤i< j≤n ∈ Rk(Kn−1). The next step is to extend the
vector y to a vector yˆ ∈ R(n2) which is defined as follows:
yˆ12 = 1, yˆ1i = y2i for i ≥ 3, yˆ2i = y2i for i ≥ 3 and yˆi j = yi j for 3≤ i < j ≤ n.
Our next goal is to show that yˆ ∈ Rk(Kn). For this let wTx ≤ 1 be a valid
inequality for CUTn supported by at most k points. We need to show that w
T yˆ ≤ 1.
Define the new inequality on x = (x i j)2≤i< j≤n:
bTx =
n∑
i=3
(w1i +w2i)x2i +
∑
3≤i< j≤n
wi j x i j ≤ 1−w12.
Obviously, this inequality is supported by at most k points. Our next goal is to show
that it is valid for CUTn−1 and thus it is one of the defining inequalities ofRk(Kn−1).
We need to show that for every S ⊆ {2, . . . , n} we have that bTχδKn−1 (S) ≤ 1. For
this consider a cut of Kn−1 defined by S ⊆ {2, . . . , n} and wlog assume that 2 ∈ S.
Notice that the cut δKn(S ∪ 1) is a cut of Kn that extends the cut δKn−1(S). Then, it
follows by assumption that wTχδKn (S∪1) ≤ 1. Notice that in the cut δKn(S ∪ 1) the
edge {1, 2} is not cut, i.e., χδKn (S∪1)12 = 1. Moreover, notice that χδKn (S∪1)1i = χδKn−1 (S)2i
for i ≥ 3, χδKn (S∪1)2i = χδKn−1 (S)2i for i ≥ 3 and χδKn (S∪1)i j = χδKn−1 (S)i j for 3 ≤ i < j ≤ n.
Substituting all these relations into wTχδKn (S∪1) ≤ 1 the claim follows.
Summarizing we just showed that the inequality bTx ≤ 1− w12 is a defining
inequality ofRk(Kn−1). As y ∈ Rk(Kn−1) we have that bT y ≤ 1−w12 and a simple
calculation shows that this is equivalent to wT yˆ ≤ 1. This implies that yˆ ∈ Rk(Kn).
To conclude the proof notice that the fact that yˆ ∈ Rk(Kn) combined with the
assumption that G ∈ Bk imply that piE( yˆ) ∈ CUT±1(G) which by the discussion in
the second paragraph shows that z ∈ CUT±1(G/e).
Notice that for G ∈ B2, κ(G) = κ(K2) = 1. Moreover, Theorem 9.2.2 implies
that κ(G) ≤ κ(K3) = 3/2 for G ∈ B3. The next theorem shows that this pattern
extends to any integer k ≥ 1.
9.2.4 Theorem. If G ∈Bk then κ(G)≤ κ(Kk) and this bound is tight.
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Proof. Consider a graph G ∈ Bk. Since RK(G) = CUT±1(G) it is enough to show
that E (G) ⊆ κ(Kk) · Rk(G). Moreover, it suffices to consider only G = Kn, as
the general result follows by taking projections. Let y ∈ E (Kn) and let wT x ≤ 1
be a valid inequality for CUTn with support H = (W, F) where |W | ≤ k. Then,
wT y = piF (w)TpiF (y) ≤ sdp(H,piF (w)) ≤ κ(H) · ip(H,piF (w)) ≤ κ(Kk), where we
use the facts that κ(H)≤ κ(Kk) and ip(H,piF (w))≤ 1 for the right most inequality.
Lastly notice that this bound is tight since Kk ∈Bk.
One can verify that κ(K7) = 3/2 (see [78]). Hence, κ(G)≤ 3/2 for all G ∈B7.
9.3 Integrality gap of clique-web inequalities
As we have already seen, Theorem 8.2.2 implies that κ(Kn) = Θ(log n). In view of
this, it is interesting to identify inequalities that achieve this integrality gap. This
was posed as an open question in [8] and instances with large integrality gap are
given in [13]. In this section we show that the integrality gap is constant for the
clique-web inequalities, a wide class of valid inequalities for CUT(Kn).
Throughout this section we will be using the following shorthand notation: For
a vector x ∈ R(n2) and a graph G = ([n], E) we will denote x(G) =∑i j∈E x i j . Given
integers p and r with p ≥ 2r + 3, the antiweb graph AWrp is the graph with vertex
set [p], and with edges (i, i + 1), . . . , (i, i + r) for i ∈ [p], where the indices are
taken modulo p. The web graph Wrp is defined as the complement of AW
r
p in Kp.
Call the set of edges (i, i+ s) for i ∈ [p] (indices taken modulo p) the s-th band, so
that AWrp consists of the first r bands in Kp.
Let p, q, r, n be integers satisfying p− q = 2r + 1, q ≥ 2, n = p+ q. The (pure)
clique-web inequality with parameters n, p, q, r is the inequality
−x(Kq)−
∑
1≤i≤q
q+1≤ j≤n
x i j − x(Wrp)≤ q(r + 1). (9.6)
The support graph of (9.6), denoted by CWrp, consists of a clique on the first q
nodes, a web on the last p ones, and a complete bipartite graph between them.
It is known that pure clique-web inequalities define facets of CUT±1n (this is in
general not true in the nonpure case) [44, Section 29.4]. Note that hypermetric
and bicycle odd wheel inequalities arise as special cases of (9.6), for r = 0 and
r = n−5
2
, respectively (see [44]).
Since x(W rp ) = x(Kp) − x(AW rp ) it follows that the left-hand side of (9.6) is
equal to −x(Kp+q) + x(AWrp). Using this we will now show that
sdp(CWrp,−e)≤ q(r + 1) + (2r + 1)2/2. (9.7)
Clearly, sdp(CWrp,−e) ≤ max{−x(Kp+q) : X ∈ En}+max{x(AW rp ) : X ∈ Ep} and
we now proceed to bound each of these terms separately. The first term is equal
to max{−∑1≤i< j≤n X i j : X ∈ En} which after symmetry reduction can be seen
to be equal with max{− n
2

a : −1
n−1 ≤ a ≤ 1} = n2 . The second term is equal to
max{∑i j∈AW rp X i j : X ∈ Ep} which is upper bounded by rp since X i j ≤ 1 for all
i, j ∈ [p] and the number of edges of AW rp is equal to rp. Summing up we get that
sdp(CWrp,−e) is upper bounded by n/2+ pr = q(r + 1) + (2r + 1)2/2.
This directly implies the following:
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9.3.1 Lemma. The integrality gap of a clique-web inequality with q ≥ 2r+1 is upper
bounded by 2.
Proof. From (9.7) we have that κ(CWrp,−e)≤ 1+ (2r+1)
2
q(2r+2)
and the claim follows.
We now consider the case when q ≤ 2r. We note that this inequality implies
p ≥ 2q, (9.8)
a fact that we will use a number of times for the remainder of this section.
9.3.2 Theorem. The integrality gap of a clique-web inequality with q ≤ 2r is upper
bounded by 3.
Proof. We can rewrite sdp(CWrp,−e) as
max
X∈En
−∑
i j∈Kq
X i j −
∑
1≤i≤q
q+1≤ j≤n
X i j −
∑
i j∈Wrp
X i j . (9.9)
Notice that the program (9.9) is invariant under the action of the full symmetric
group Sq acting on the row/column indices in [q]. Moreover, (9.9) is invariant
under the action of the group of cyclic permutations in Sp acting on the row/column
indices in {q + 1, .., n}. Then we can find an optimal solution X in the invariant
subspace which has the form
X =

aJq,q + (1− a)Iq bJq,p
bJp,q X
p

,
where X pi j = c| j−i mod p| for q+ 1≤ i 6= j ≤ n and X pii = 1 for q+ 1≤ i ≤ n.
One can easily verify that X  0 if and only if Y =

β beT
be X p

 0, after
setting β = (q−1)a+1
q
.
Consider first the case when q is even; so p is odd, all bands in Wrp have size p,
and the objective function in (9.9) reads
q
2
(1− qβ)− pqb− p(c1 + . . .+ cq/2). (9.10)
If β = 0, as Y is psd it follows that b = 0 and then Lemma 4.3.6 implies that
cs ≥ − cos(pi/p) for all 1 ≥ s ≤ q/2. Indeed each band of Wrp is a circuit or a
disjoint union of circuits (e.g. the first band of W29 is a union of three triangles). As
p is odd, at least one of these circuits is an odd circuit of size p′ ≤ p, so that Lemma
4.3.6 implies that the entries on the band are at least − cos(pi/p′) ≥ − cos(pi/p).
Setting γ= cos(pi/p) we have that (9.10) becomes
q
2
− p(c1+ . . .+ cq/2)≤ q2 (pγ+1)≤
q
2
(p+1) =
q
2
(q+2r+2)≤ 2 q(r+1), (9.11)
where the last inequality follows from q ≤ 2r.
Assume now β > 0. Taking the Schur complement in Y with respect to the entry
β , we can rewrite the condition Y  0 as X p− b2
β
J  0. If β = b2, we have that the
matrix X p−J is positive semidefinite and all its diagonal elements are equal to zero.
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This implies that cs = 1 for all s and then (9.10) becomes
−q2
2
b2 − pqb − pq
2
+ q
2
.
This is a quadratic polynomial in b whose maximum in [−1,1] is equal to
q(r + 1), (9.12)
attained at b =−1 (its maximum in R is attained at −p/q which is smaller than -1
by (9.8)).
Next assume β > b2 and notice that Y  0 is equivalent to Z = β
β−b2 X p −
b2
β−b2 J ∈ Ep. As above, Lemma 4.3.6 permits to bound the entries of Z as follows:
β
β−b2 cs− b
2
β−b2 ≥−γ for 1≤ s ≤ q/2. Therefore, the program (9.9) is upper bounded
by
max
b,c,β
q
2
(1− qβ)− pqb− cpq/2
s.t. β(c+ γ)≥ b2(γ+ 1)
b2 < β ≤ 1, −1≤ b, c ≤ 1.
(9.13)
At optimality, equality β(c + γ) = b2(γ + 1) holds. This permits to express c in
terms of b,β and to rewrite the objective function of (9.13) as
− pq
2
(γ+ 1)
β
b2 − pqb+ pq
2
γ+
q
2
(1− qβ). (9.14)
For a fixed value of β , the maximum of this quadratic function in b is attained at
b =− β
γ+1
and is equal to
q
2
(1− qβ) + pq
2

β
γ+ 1
+ γ

=
q
2

β(
p
γ+ 1
− q) + pγ+ 1

. (9.15)
By (9.8), it follows that p
γ+1
≥ q and viewing (9.15) as a linear function in β it is
increasing and thus it is maximized when β = 1. Substituting in (9.15) we see that
the maximum of (9.13) is equal to pq
2
(γ+ 1
γ+1
)− q(q−1)
2
. Hence, using q ≤ 2r and
γ+ 1
γ+1
≤ 3
2
, we deduce that this maximum is upper bounded by
3q(r + 1). (9.16)
Combining (9.11), (9.12) and (9.16), this concludes the proof that the integrality
gap of the clique-web inequality is at most 3 when q is even.
Consider now the case when q is odd. Then p is even and Wrp consists of
(q− 1)/2 bands of size p and one band of size p/2. The treatment is analogous to
the case q even, except we must replace the objective function in (9.10) by
q
2
(1− qβ)− pqb− p(c1 + . . .+ c q−1
2
)− p
2
c q+1
2
(9.17)
and, as p is even, the values on the bands can only be claimed to lie in [−1, 1] by
Lemma 4.3.6 (which amounts to setting γ= 1 in the above argument). Specifically,
if β = 0 we can upper bound the objective function (9.17) by 2q(r + 1) and, if
β = b2, we can upper bound (9.17) by q(r + 1). Finally, if β > b2, as above we
do a Schur complement and obtain β
β−b2 cs − b
2
β−b2 ≥ −1, so that (9.17) is upper
bounded by the program (9.13) setting there γ = 1. Hence the integrality gap of
the clique-web inequality is also bounded by 3 for q odd.
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10
The extreme Gram dimension of a
graph
Given a graph G = ([n], E) and a vector w ∈ RE consider the semidefinite program
max
∑
i j∈E
wi jX i j s.t. X ii = 1 (i ∈ [n]), X  0. (PwG )
The optimal value of (PwG ) is attained since its feasible region is a compact set. Our
main goal in this chapter is to find ways to exploit the combinatorial structure of the
graph G, in order to get guarantees for the existence of low-rank optimal solutions
to (PwG ). To study this problem we introduce a new graph parameter, called the
extreme Gram dimension of a graph, which we denote by egd(·). For any graph G,
egd(G) is defined as the smallest integer r ≥ 1 such that for every w ∈ RE , (PwG ) has
an optimal solution of rank at most r. Our first result in this chapter is to show that
this parameter is minor monotone. Thus, for any fixed r ≥ 1, the graphs satisfying
egd(·) ≤ r can be characterized by a list of minimal forbidden minors. For the
case r = 1, the only excluded minor is the graph K3 [74]. Our main result in this
chapter is to identify the minimal forbidden minors for the case r = 2. Additionally,
we introduce a new a treewidth-like graph parameter, denoted by la(·), which
we call the strong largeur d’arborescence. For a graph G, la(G) is defined as the
smallest integer k ≥ 1 such that G is a minor of the strong graph product T  Kk,
where T is a tree and Kk denotes the complete graph on k vertices. In this chapter
we show that the extreme Gram dimension is upper bounded by la(·). Lastly, we
obtain the forbidden minor characterization of graphs with la(G)≤ 2.
The content of this chapter is based on joint work with M. E.-Nagy and M.
Laurent [46].
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10.1 Introduction
Consider a graph G = ([n], E) and a vector of edge weights w ∈ RE . In this chapter
we focus on semidefinite programs of the form
sdp(G, w) =max
∑
i j∈E
wi jX i j s.t. X ∈ En, (PwG )
where En denotes the set of n-by-n correlation matrices (positive semidefinite ma-
trices with diagonal entries equal to one). Our main objective in this chapter is to
exploit the combinatorial structure of the graph G, in order to get guarantees for
the existence of low-rank optimal solutions to (PwG ).
Since the feasible region of (PwG ) is a compact set and the objective function
is linear it follows that for any w ∈ RE , its optimal value is attained. Then, The-
orem 1.2.1 applied to (PwG ) implies that for any w ∈ RE , the program (PwG ) has
an optimal solution of rank at most gd(G). Nevertheless, the bound from Theo-
rem 1.2.1 is valid for arbitrary SDP’s and does not take into account the specific
structure of the problem at hand. Indeed, problem (PwG ) has the property that
its constraints impose conditions only on the diagonal entries and thus the only
contribution to the aggregate sparsity pattern comes from the objective function.
As we will see in this chapter, for semidefinite programs of the form (PwG ) we
can improve on the gd(G) bound. In order to achieve this we introduce a new
graph parameter, called the extreme Gram dimension of graph, which we denote by
egd(·). For a graph G = ([n], E), egd(G) is defined as the smallest integer r ≥ 1,
such that for any w ∈ RE , the program (PwG ) has an optimal solution of rank at
most r. Notice that since the optimal value of (PwG ) is attained, the extreme Gram
dimension of a graph is well defined and upper bounded by the number of nodes.
Our first goal is to give a reformulation for the extreme Gram dimension which
spells out the link of this parameter with the Gram dimension and explains why we
chose to name the parameter in this way.
Recall that En,r denotes the set of n-by-n correlation matrices of rank at most r.
Moreover, for a graph G = ([n], E), piE denotes the projection from S n onto the
subspace RE indexed by the edge set of G (recall (4.9)) and E (G) = piE(En).
For a graph G = ([n], E) and w ∈ RE , consider the rank-constrained SDP:
sdpr(G, w) =max
∑
i j∈E
wi jX i j s.t. X ∈ En,r , (10.1)
Then, egd(G) can be reformulated as the smallest integer r ≥ 1 for which
sdp(G, w) = sdpr(G, w) for all w ∈ RE . (10.2)
Notice that program (PwG ) corresponds to optimization over E (G) since it can be
reformulated as
sdp(G, w) =max wTx s.t. x ∈ E (G).
Moreover, since the objective function of the program (10.1) is linear, it follows
that program (10.1) corresponds to optimization over piE(conv(En,r)), i.e.,
sdpr(G, w) =max w
Tx s.t. x ∈ piE(conv(En,r)).
Then, in view of (10.2) we get the following reformulation for the egd(·).
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10.1.1 Definition. The extreme Gram dimension of a graph G = ([n], E) is the
smallest integer r ≥ 1 for which
E (G) = piE(conv(En,r)). (10.3)
Notice that the inclusion piE(conv(En,r)) ⊆ E (G) is always valid and thus the
extreme Gram dimension of a graph is equal to the smallest r ≥ 1 for which
E (G) ⊆ piE(conv(En,r)). Moreover, as we have already seen, E (G) is a compact
and convex subset of RE and thus, by the Krein–Milman theorem (see [24, The-
orem 3.3]), E (G) is equal to the convex hull of its extreme points. Then, since
piE(conv(En,r)) is a convex set, egd(G) is equal to the smallest integer r ≥ 1 for
which extE (G) ⊆ piE(conv(En,r)). Lastly, notice that for a vector x ∈ extE (G), we
have x ∈ piE(conv(En,r)) if and only if x ∈ piE(En,r). This allows us to reformulate
the egd(·) as the smallest r ≥ 1 for which:
extE (G)⊆ piE(En,r). (10.4)
In other words, equation (10.4) says that the egd(G) is equal to the smallest r ≥ 1
for which every extreme point of E (G) has a psd completion of rank at most r.
Recall that for a vector x ∈ E (G), gd(G, x) is defined as the smallest rank of a
completion to a correlation matrix of the G-partial matrix defined by x . This allows
us to give yet another reformulation for the extreme Gram dimension.
10.1.2 Lemma. For any graph G,
egd(G) = max
x∈ext E (G)gd(G, x). (10.5)
Proof. If egd(G) = r, it follows by (10.4) that extE (G) ⊆ piE(En,r), which im-
plies that max
x∈ext E (G)gd(G, x) ≤ r. On the other hand, if maxx∈ext E (G)gd(G, x) = r,
every element x ∈ extE (G) has a psd completion of rank at most r and thus
extE (G)⊆ piE(En,r).
10.1.1 Properties of the extreme Gram dimension
In this section we investigate the behavior of the graph parameter egd(·) under
some simple graph operations: taking minors and clique sums.
10.1.3 Lemma. The parameter egd(·) is minor monotone, i.e., for any edge e of G,
egd(G\e)≤ egd(G) and egd(G/e)≤ egd(G).
Proof. Consider a graph G = ([n], E) with egd(G) = r and let e ∈ E. We first
show that egd(G \ e) ≤ egd(G) = r. By Definition 10.1.1 it suffices to prove that
E (G \ e)⊆ piE\e(conv(En,r)). Let x ∈ E (G \ e) and choose a scalar xe ∈ [−1, 1] such
that (x , xe) ∈ E (G). Since egd(G) = r it follows that (x , xe) ∈ piE(conv(En,r)) and
thus x ∈ piE\e(conv(En,r)).
We now show that egd(G/e) ≤ egd(G) = r. Say, e = (n− 1, n) and set G/e =
([n−1], E ′). By Definition 10.1.1 it suffices to prove that E (G/e)⊆ piE′(conv(En−1,r)).
For this, let x ∈ E (G/e). Then x = piE′ (X ) for some matrix X ∈ En−1. Let X [·, n−1]
denote the last column of X and define the new matrix
Y =

X X [·, n− 1]
X [·, n− 1]T 1

∈ S n.
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By construction, we have that Y ∈ En and Yn−1,n = 1. Moreover, define y = piE(Y )
and notice that y ∈ E (G). Since egd(G) = r, it follows from Definition 10.1.1 that
there exist matrices Y1, . . . , Ym ∈ En,r and scalars λi > 0 with∑mi=1λi = 1 satisfying
y = piE(
m∑
i=1
λiYi). (10.6)
Since (n− 1, n) ∈ E, we have that yn−1,n = Yn−1,n = 1 and then (10.6) gives
1=
m∑
i=1
λi(Yi)n−1,n. (10.7)
Since the matrices Yi (i ∈ [m]) are psd with diagonal entries equal to one, all their
entries are bounded in absolute value by 1. Moreover we have that λi ∈ (0,1) for
every i ∈ [m]. Then, (10.7) implies that (Yi)n−1,n = 1 for all i ∈ [m]. Combining
this with the fact that (Yi)n,n = 1 we get that Yi[·, n− 1] = Yi[·, n] for all i ∈ [m].
For i ∈ [m], let X i be the matrix obtained from Yi by removing its n-th row and
its n-th column. Since X i is a submatrix of Yi we have that rank X i ≤ rank Yi ≤ r.
Moreover, since Yi[·, n−1] = Yi[·, n] for all i ∈ [m] it follows that x = piE′ (
∑m
i=1λiX i).
Lastly, since
∑m
i=1λiX i ∈ conv(En−1,r) it follows that x ∈ piE′(conv(En−1,r)). This
concludes the proof that egd(G/e)≤ r.
Recall that, if G is the clique sum of G1 and G2, its Gram dimension satisfies:
gd(G) = max{gd(G1), gd(G2)}. For the extreme Gram dimension, the analogous
result holds only for clique k-sums with k ≤ 1.
10.1.4 Lemma. Let G1 = (V1, E1) and G2 = (V2, E2) be graphs. If |V1 ∩ V2| ≤ 1 then
the clique sum G of G1, G2 satisfies egd(G) =max{egd(G1), egd(G2)}.
Proof. Let x ∈ E (G) and set r = max{egd(G1), egd(G2)}. We will show that x ∈
piE(conv(En,r)). For i = 1,2, the vector x i = piEi (x) belongs to piEi (conv(E|Vi |,r)).
Hence, x i = piEi (
∑mi
j=1λi, jX
i, j) for some X i, j ∈ E|Vi |,r and λi, j ≥ 0 with
∑
j λi, j = 1.
As |V1 ∩ V2| ≤ 1, any two matrices X 1, j and X 2,k share at most one diagonal entry,
equal to 1 in both matrices. By Lemma 2.3.11, X 1, j and X 2,k have a common
completion Y j,k ∈ En,r . This implies that x = piE(∑m1j=1∑m2k=1λ1, jλ2,kY jk), which
shows x ∈ piE(conv(En,r)).
Throughout this section we denote by Gr the class of graphs having extreme
Gram dimension at most r. By Lemma 10.1.3 and Lemma 10.1.4 the class Gr is
closed under taking disjoint unions and clique 1-sums of graphs. Nevertheless, it is
not closed under clique k-sums when k ≥ 2. E.g. the graph F3 from Figure 10.1 is a
clique 2-sum of triangles, however egd(F3) = 3 (Theorem 10.1.15) while triangles
have extreme Gram dimension 2 (Lemma 10.1.5).
10.1.2 Showing upper and lower bounds
From Lemma 10.1.2 we know that for any graph G,
egd(G) = max
x∈ext E (G)gd(G, x).
According to this characterization for the extreme Gram dimension, in order to
show that egd(G)≤ r, it suffices to show that every partial matrix x ∈ extE (G) has
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a psd completion of rank at most r. Using some well-known results concerning the
ranks of extreme points of En we obtain the following:
10.1.5 Lemma. The extreme Gram dimension of the complete graph Kn is
egd(Kn) =max

r ∈ Z+ :

r + 1
2

≤ n

=
p
8n+ 1− 1
2

. (10.8)
Hence, for any graph G on n nodes we have that:
egd(G)≤
p
8n+ 1− 1
2

. (10.9)
Proof. Notice that E (Kn) is the bijective image of En in R(n2), obtained by consid-
ering only the upper triangular part of matrices in En. Then, for any X ∈ extEn
with rank X = r we know that
 r+1
2
 ≤ n (recall (3.11)). Moreover, from Theorem
3.2.7 we know that for any natural number r satisfying
 r+1
2
 ≤ n there exists an
extreme point of En with rank equal to r.
The following lemma is a direct consequence of (10.8).
10.1.6 Lemma. Consider a graph G with |V (G)|=  r ′+1
2

. Then egd(G)≤ r ′.
On the other hand, to obtain a lower bound egd(G) ≥ r, it follows from (10.5)
that we need a vector x ∈ extE (G), all of whose positive semidefinite completions
have rank at least r + 1. This approach presents two main challenges: First of all,
we do not know of any way to generate extreme elements of E (G). Moreover, even
if we are given a point in extE (G), it is not clear how to verify that all its positive
semidefinite completions have rank at least r + 1.
Our approach for showing lower bounds is to construct elements in E (G) that
admit a unique completion to a full positive semidefinite matrix. For such partial
matrices the problem of showing that all its psd completions have rank at least
r + 1 is easy (there is only 1 completion to check). If we additionally assume that
this unique completion is an extreme point of En, then its projection is an extreme
point of E (G). This approach is summarized in the following lemma.
10.1.7 Lemma. Suppose that there exists x ∈ E (G) such that fib(x) = {X } where
X ∈ extEn and rank X = r. Then egd(G)≥ r.
Proof. As fib(x) = {X } and X ∈ extEn, it follows that fib(x) is a face of En and then
Lemma 4.3.9 implies that x ∈ extE (G).
10.1.3 The strong largeur d’arborescence
In this section we introduce a new width parameter that will serve as an upper
bound for the extreme Gram dimension.
10.1.8 Definition. The strong largeur d’arborescence of a graph G, denoted by
la(G), is the smallest integer k ≥ 1 for which G is a minor of T  Kk for some
tree T .
Notice the analogy with the largeur d’arborescence (cf. Definition 2.2.4) where
we have substituted the Cartesian product with the strong graph product. It is clear
from its definition that the parameter la(·) is minor monotone. Moreover,
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10.1.9 Lemma. For any graph G we have that
tw(G) + 1
2
≤ la(G)≤ la(G).
Proof. The rightmost inequality follows directly from the definitions. For the left-
most inequality assume that la(G) = k, i.e., G is minor of T  Kk for some tree
T . Notice that the graph T  Kk can be obtained by clique k-sums of the graph
K2  Kk. Combining the fact that the treewidth of a graph is a minor-monotone
graph parameter with Lemma 2.2.3 the claim follows.
Our main goal in this section is to show that the extreme Gram dimension is
upper bounded by the strong largeur d’arborescence: egd(G) ≤ la(G) for any
graph G. As we will see in later sections, the class of graphs with la(G)≤ 2 plays
a crucial role in characterizing graphs with extreme gram dimension at most 2. We
start with a useful lemma.
10.1.10 Lemma. Let {u1, . . . , u2r} be a set of vectors, denote its rank by ρ. Let U
denote the linear span of the matrices Ui j = (uiuTj + u ju
T
i )/2 for all i, j ∈ {1, . . . , r}
and all i, j ∈ {r + 1, . . . , 2r}. If ρ ≥ r + 1 then dimU <  ρ+1
2

.
Proof. Let I ⊆ {1, . . . , r} for which {ui : i ∈ I} is a maximum linearly independent
subset of {u1, . . . , ur} and let J ⊆ {r + 1, . . . , 2r} such that the set {ui : i ∈ I ∪ J}
is maximum linearly independent; thus |I |+ |J | = ρ. Set K = {1, . . . , r} \ I , L =
{r+1, . . . , 2r}\ J , and J ′ = J \{k}, where k is some given (fixed) element of J . For
any l ∈ L, there exists scalars al,i ∈ R such that
ul =
∑
i∈I∪J ′
al,iui + al,kuk. (10.10)
Set
Al =
∑
i∈I∪J ′
al,iUik for l ∈ L.
Then, define the set W consisting of the matrices Uii for i ∈ I ∪ J , Ui j for all i 6= j
in I ∪ J ′, Uk j for all j ∈ J ′, and Al for all l ∈ L. Then, |W | = ρ +  ρ−12 + r − 1 = ρ
2

+ r =
 ρ+1
2

+ r − ρ ≤  ρ+1
2
− 1. In order to conclude the proof it suffices to
show that W spans the space U .
Clearly, W spans all matrices Ui j with i, j ∈ {1, . . . , r}. Moreover, by its defini-
tion W contains all matrices Ui j for i, j ∈ J . Consequently, it remains to show that
Ukl ∈ W for all l ∈ L, Ul j ∈ W for all l ∈ L and j ∈ J ′ and that Ul l ′ ∈ W for all
l, l ′ ∈ L. Fix l ∈ L. Using (10.10) we obtain that Ulk = Al + al,kUkk lies in the span
ofW . Moreover, for j ∈ J ′, Ul j =∑i∈I∪J ′ al,iUi j + al,kUk j also lies in the span ofW .
Finally, for l ′ ∈ L, Ul l ′ = ∑i, j∈I∪J ′ al,ial ′, jUi j + al ′,kAl + al,kAl ′ + al,kal ′,kUkk is also
spanned by W . This concludes the proof.
10.1.11 Lemma. Let v1, . . . , vn be a family of linearly independent vectors in Rn.
Then the matrices (vi vTj + v j v
T
i ) for 1≤ i ≤ j ≤ n span S n.
Proof. Consider a matrix Z ∈ S n such that 〈Z , (vi vTj + v j vTi )/2〉 = 0 for all i, j ∈
[n]. We will show that Z is the zero matrix. For a vector x ∈ Rn we have that
x =
∑n
i=1λi vi for some scalars λi (i ∈ [n]) and thus xTZ x = 0. This implies that
Z is the zero matrix.
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Using the Lemma 10.1.10 we can now obtain the main result in this section.
10.1.12 Theorem. For any tree T we have that egd(T  Kr)≤ r.
Proof. Let G = T  Kr , where T is a tree on [t] and let G = (V, E) with |V |= n. So
the node set of G is V = ∪ti=1Vi , where the Vi ’s are pairwise disjoint sets, each of
cardinality r. By definition of the strong product, for any edge {i, j} of T , the set
Vi ∪ Vj induces a clique in G, denoted as Ci j . Then, G is the union of the cliques
Ci j over all edges {i, j} of T . We show that egd(G) ≤ r. For this, pick an extreme
element x ∈ extE (G). Then x = piE(X ) for some X ∈ En. As Ci j is a clique in G,
the principal submatrix X i j := X [Ci j] is fully determined from x . In order to show
that x has a psd completion of rank at most r, it suffices to show that rank X i j ≤ r
for all edges {i, j} of T (then apply Lemma 2.3.11).
Pick an edge {i, j} of T and set ρ = rank X i j . Assume that ρ ≥ r + 1; we show
below that there exists a nonzero perturbation Z of X i j such that
Zhk = 0 ∀(h, k) ∈ (Vi × Vi)∪ (Vj × Vj),
Zhk 6= 0 for some (h, k) ∈ Vi × Vj . (10.11)
This permits to reach a contradiction: As Z is a perturbation of X i j , there exists
ε > 0 for which X i j + εZ , X i j − εZ  0. By construction, Ci j is the only maximal
clique of G containing the edges {h, k} of G with h ∈ Vi and k ∈ Vj . Hence, one can
find a psd completion X ′ (resp., X ′′) of the matrix X i j + εZ (resp., X i j − εZ) and
the matrices X i
′ j′ for all edges {i′, j′} 6= {i, j} of T . Now, x = 1
2
(piE(X ′) +piE(X ′′)),
where piE(X ′),piE(X ′′) are distinct elements of E (G), contradicting the fact that x
is an extreme point of E (G).
We now construct the desired perturbation Z of X i j satisfying (10.11). For this
let uh (h ∈ Vi∪Vj) be a Gram representation of X i j in Rρ and letU ⊆Sρ denote the
linear span of the matrices Uhk = (uhuTk + uku
T
h )/2 for all h, k ∈ Vi and all h, k ∈ Vj .
Applying Lemma 10.1.10, as ρ ≥ r + 1, we deduce that dimU <  ρ+1
2

. Hence
there exists a nonzero matrix R ∈ Sρ lying in U ⊥. Define the matrix Z ∈ S2r by
Zhk = 〈R, Uhk〉 for all h, k ∈ Vi∪Vj . By construction, Z is a perturbation of X i j (recall
Proposition 3.2.6 and it satisfies Zhk = 0 whenever the pair (h, k) is contained in
Vi or in Vj . Moreover, as R 6= 0 Lemma 10.1.11 implies that Z is a nonzero matrix
and thus Zhk 6= 0 for some h ∈ Vi and k ∈ Vj . Thus (10.11) holds and the proof is
completed.
10.1.13 Corollary. For any graph G, egd(G)≤ la(G).
Proof. If la(G) = k, then G is a minor of TKk for some tree T and thus egd(G)≤
egd(T  Kk)≤ k, by Lemma 10.1.3 and Theorem 10.1.12.
10.1.4 Graph families with unbounded extreme Gram dimen-
sion
In this section we construct three classes of graphs Fr , Gr , Hr , whose extreme Gram
dimension is equal to r. Therefore, they are forbidden minors for the class Gr−1
of graphs with extreme Gram dimension at most r − 1. As we will see in the next
section, this gives all the forbidden minors for the characterization of the class G2.
The graphs Gr were already considered by Colin de Verdière [43] in relation to
the graph parameter ν(·), to which we will come back in Section 10.3. Each of the
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graphs G = Fr , Gr , Hr has
 r+1
2

nodes and thus extreme Gram dimension at most
r (recall Lemma 10.1.6). Similarly, egd(G/e)≤ r − 1 after contracting an edge. To
show equality egd(G) = r, we rely on Lemma 10.1.7.
To use Lemma 10.1.7 we need tools permitting to show existence of a unique
completion for a vector x ∈ E (G). We introduce below such a tool: ‘forcing a
non-edge with a minimally singular clique’, based on the following property of psd
matrices: 
A b
bT α

 0=⇒ bTu= 0 ∀u ∈ Ker A. (10.12)
10.1.14 Lemma. Let x ∈ E (G), let C ⊆ V be a clique of G and {i, j} 6∈ E(G) with
i 6∈ C, j ∈ C. Set x[C] = (x i j)i, j∈C ∈ E|C | (setting x ii = 1 for all i). Assume that i
is adjacent to all nodes of C \ { j} and that x[C] is minimally singular (i.e., x[C] is
singular but any principal submatrix of x[C] is nonsingular). Then the (i, j)-th entry
X i j is uniquely defined in any completion X ∈ fib(x) of x.
Proof. Let X ∈ fib(x). The principal submatrix X [C∪{i}] has the block form shown
in (10.12) where all entries are specified (from x) except the entry b j = X i j . As
x[C] is singular there exists a nonzero vector u in the kernel of x[C]. Moreover,
u j 6= 0 ∀ j ∈ C , since x[C \ { j}] is nonsingular. Hence the condition bTu = 0
permits to derive the value of X i j from x .
When applying Lemma 10.1.14 we will say that “the clique C forces the pair
{i, j}”. The lemma will be used in an iterative manner: Once a non-edge {i, j}
has been forced, we know the value X i j in any psd completion X and thus we can
replace G by G + {i, j} and search for a new forced pair in the extended graph
G+ {i, j}.
The class Fr
For r ≥ 2 the graph Fr has r +  r2 =  r+12  nodes, denoted as vi (for i ∈ [r]) and
vi j (for 1 ≤ i < j ≤ r); it consists of a clique Kr on the nodes {v1, . . . , vr} together
with the cliques Ci j on {vi , v j , vi j} for all 1 ≤ i < j ≤ r. The graphs F3 and F4 are
illustrated in Figure 10.1.
12v
v13 v23v3
v2v1
v13
v2v1
v14
v24
v4
v34
v3
v12
23v
Figure 10.1: The graphs F3 and F4.
For r = 2, F2 = K3 has extreme Gram dimension 2. More generally:
10.1.15 Theorem. For r ≥ 2, egd(Fr) = r. Moreover, Fr is a minimal forbidden
minor for the class Gr−1.
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Proof. First we show that egd(Fr) ≥ r. For this we label the nodes v1, . . . , vr by the
standard unit vectors e1, . . . , er ∈ Rr and vi j by the vector (ei+e j)/p2. Consider the
Gram matrix X of these n=
 r+1
2

vectors and its projection x = piE(Fr )(X ) ∈ E (Fr).
Using (3.10) it follows directly that X is an extreme point of En. We now show that
X is the only psd completion of x which, in view of Lemma 10.1.7, implies that
egd(Fr) ≥ r. For this we use Lemma 10.1.14. Observe that, for each 1 ≤ i < j ≤ r,
the matrix x[Ci j] is minimally singular. First, for any k ∈ [r] \ {i, j}, the clique Ci j
forces the non-edge {vk, vi j} and then, for any other 1 ≤ i′ < j′ ≤ r, the clique Ci j
forces the non-edge {vi j , vi′ j′}. Hence, in any psd completion of x , all the entries
indexed by non-edges are uniquely determined, i.e., fib(x) = {X }.
Next, we show minimality. Let e be an edge of Fr , we show that egd(H)≤ r−1
where H = Fr\e. If e is an edge of the form {vi , vi j}, then H is the clique 1-sum of an
edge and a graph on
 r+1
2
−1 nodes and thus egd(H)≤ r−1 follows using Lemmas
10.1.4 and 10.1.5. Suppose now that e is contained in the central clique Kr , say
e = {v1, v2}. We show that H is contained in a graph of the form T Kr−1 for some
tree T . We choose T to be the star K1,r−1 and we give a suitable partition of the
nodes of Fr into sets V0∪V1∪ . . .∪Vr−1, where each Vi has cardinality at most r−1,
V0 is assigned to the center node of the star K1,r−1 and V1, . . . , Vr−1 are assigned to
the r − 1 leaves of K1,r−1. Namely, set V0 = {v12, v3, . . . , vr}, V1 = {v1, v13, . . . , v1r},
V2 = {v2, v23, . . . , v2r} and, for k ∈ {3, . . . , r−1}, Vk = {vk j : k+1≤ j ≤ r}. Then, in
the graph H, each edge is contained in one of the sets V0∪Vk for 1≤ k ≤ r−1. This
shows that H is a subgraph of K1,r−1 Kr−1 and thus egd(H)≤ r − 1 (by Theorem
10.1.12).
As an application of Theorem 10.1.15 we get:
10.1.16 Corollary. If the tree T has a node of degree at least (r−1)/2 then egd(T
Kr) = r.
Proof. Directly from Theorem 10.1.15, as T  Kr contains a subgraph Fr .
The class Gr
Consider an equilateral triangle and subdivide each side into r−1 equal segments.
Through these points draw line segments parallel to the sides of the triangle. This
construction creates a triangulation of the big triangle into (r−1)2 congruent equi-
lateral triangles. The graph Gr corresponds to the edge graph of this triangulation.
The graph G5 is illustrated in Figure 10.2.
The graph Gr has
 r+1
2

vertices, which we denote vi,l for l ∈ [r] and i ∈
[r− l+1] (with v1,l , . . . , vr−l+1,l at level l, see Figure 10.2). Note that G2 = K3 = F2,
G3 = F3, but Gr 6= Fr for r ≥ 4. Using the following lemma we can construct some
points of E (Gr) with a unique completion.
10.1.17 Lemma. Consider a labeling of the nodes of Gr by vectors wi,l satisfying
the following property (Pr): For each triangle Ci,l = {vi,l , vi+1,l , vi,l+1} of Gr , the set{wi,l , wi+1,l , wi,l+1} is minimally linearly dependent. (These triangles are shaded in
Figure 10.2). Let X be the Gram matrix of the vectors wi,l and let x = piE(Gr )(X ) be
its projection. Then X is the unique completion of x.
Proof. For r = 2, G2 = K3 and there is nothing to prove. Let r ≥ 3 and assume
that the claim holds for r − 1. Consider a labeling wi,l of Gr satisfying (Pr) and the
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Figure 10.2: The graph G5.
corresponding vector x ∈ E (Gr). We show, using Lemma 10.1.14, that the entries
Yuv of a psd completion Y of x are uniquely determined for all {u, v} 6∈ E(Gr). For
this, denote by H, R, L the sets of nodes lying on the ‘horizontal’ side, the ‘right’ side
and the ‘left’ side of Gr , respectively (refer to the drawing of Gr of Figure 10.2).
Observe that each of Gr\H, Gr\R, Gr\L is a copy of Gr−1. As the induced vector
labelings on each of these graphs satisfies the property (Pr−1), we can conclude
using the induction assumption that the entry Yuv is uniquely determined whenever
the pair {u, v} is contained in the vertex set of one of Gr\H, Gr\R, or Gr\L. The
only non-edges {u, v} that are not yet covered arise when u is a corner of Gr and
v lies on the opposite side, say u = v1,1 and v = vr−l+1,l ∈ R. If l 6= 1, r then the
clique C1,1 = {v1,1, v2,1, v1,2} forces the pair {u, v} (since {v, v1,2} ⊆ E(Gr\H) and{v, v2,1} ⊆ E(Gr\L)). If l = r then the clique C1,r−1 = {v1,r−1, v2,r−1, v1,r} forces the
pair {u, v} (since {u, v1,r−1} ⊆ E(Gr\R) and the value at the pair {u, v2,r−1} has just
been specified). Analogously for the case l = 1. This concludes the proof.
10.1.18 Theorem. We have that egd(Gr) = r for all r ≥ 2. Moreover, Gr is a
minimal forbidden minor for the class Gr−1.
Proof. We first show that egd(Gr) ≥ r. For this, choose a vector labeling of the
nodes of Gr satisfying the conditions of Lemma 10.1.17: Label the nodes v1,1, . . . , vr,1
at level l = 1 by the standard unit vectors w1,1 = e1, . . . , wr,1 = er in Rr and de-
fine inductively wi,l+1 =
wi,l+wi+1,l
‖wi,l+wi+1,l‖ for l = 1, . . . , r − 1. By Lemma 10.1.17 their
Gram matrix X is the unique completion of its projection x = piE(Gr )(X ) ∈ E (Gr).
Moreover, X is extreme in En since UV is full-dimensional in S r . This shows
egd(Gr)≥ r, by Lemma 10.1.7.
We now show that egd(Gr\e)≤ r−1. For this use the inequalities: egd(Gr\e)≤
la(Gr\e) ≤ la(Gr\e) ≤ r − 1, where the leftmost inequality follows from Corol-
lary 10.1.13 and the rightmost one is shown in [70].
We conclude with two immediate corollaries.
10.1.19 Corollary. The graph parameter egd(G) is unbounded for the class of planar
graphs.
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10.1.20 Corollary. Let T be a tree which contains a path with 2r − 2 nodes. Then,
egd(T  Kr) = r.
Proof. It is shown in [43] that Gr is a minor of the Cartesian product of two paths Pr
and P2r−2 (with, respectively, r and 2r−2 nodes). Hence, Gr  P2r−2Pr  T Kr
and thus r = egd(Gr)≤ egd(T  Kr).
The class Hr
In this section we consider a third class of graphs Hr for every r ≥ 3. In order to
explain the general definition we first describe the base case r = 3.
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Figure 10.3: The graphs H3 and H4.
The graph H3 is shown in Figure 10.3. It is obtained by taking a complete graph
K4, with vertices v1, v2, v3 and v13, and subdividing two adjacent edges: here we
insert node v12 between v1 and v2 and node v23 between nodes v2 and v3.
10.1.21 Lemma. egd(H3) = 3 and H3 is a minimal forbidden minor for G2.
Proof. As H3 has 6 nodes, egd(H3) ≤ 3. To show equality, we use the following
vector labeling for the nodes of H3: Label the nodes v1, v2, v3 by the standard unit
vectors e1, e2, e3 ∈ R3 and vi j by (ei + e j)/p2 for 1 ≤ i < j ≤ 3. Let X ∈ E6 be
their Gram matrix and set x = piE(H3)(X ) ∈ E (H3). Then X has rank 3 and X is
an extreme point of E6. We now show that X is the unique completion of x inE6. For this let Y ∈ fib(x). Consider its principal submatrices Z , Z ′ indexed by{v1, v2, v3, v13} and {v1, v2, v12}, of the form:
Z =

1 a 0
p
2/2
a 1 b 0
0 b 1
p
2/2p
2/2 0
p
2/2 1
 Z ′ =
 1 a
p
2/2
a 1
p
2/2p
2/2
p
2/2 1
 ,
where a, b ∈ R. Then, det(Z) = −(a + b)2/2 implies a + b = 0, and det(Z ′) =
a(1− a) implies a ≥ 0. Similarly, b ≥ 0 using the principal submatrix of Y indexed
by {v2, v3, v23}. This shows a = b = 0 and thus the entries of Y at the positions{v1, v2} and {v2, v3} are uniquely specified. Remains to show that the entries are
uniquely specified at the non-edges containing v12 or v23. For this we use Lemma
10.1.14: First the clique {v2, v3, v23} forces the pairs {v1, v23} and {v13, v23} and
then the clique {v1, v2, v12} forces the pairs {v23, v12}, {v13, v12}, and {v3, v12}. Thus
we have shown Y = X , which concludes the proof that egd(H3) = 3.
We now verify that it is a minimal forbidden minor. Contracting any edge results
in a graph on 5 nodes and we are done (10.9). Lastly, we verify that egd(H3\e)≤ 2
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for each edge e ∈ E(H3). If deleting the edge e creates a cut node, then the result
follows using Lemma 10.1.4. Otherwise, H3\e is contained in T  K2, where T is a
path (for e = {v2, v13}) or a claw K1,3 (for e = {v1, v13} or {v3, v13}), and the result
follows from Theorem 10.1.12.
We now describe the graph Hr , or rather a class Hr of such graphs. Any graph
Hr ∈ Hr is constructed in the following way. Its node set is V = V0 ∪ V3 ∪ . . .∪ Vr ,
where V0 = {vi j : 3 ≤ i < j ≤ r} and, for i ∈ {3, . . . , r}, Vi = {v1, v2, v12, vi , v1i , v2i}.
So Hr has n =
 r+1
2

nodes. Its edge set is defined as follows: On each set Vi we
put a copy of H3 (with index i playing the role of index 3 in the description of H3
above) and, for each 3 ≤ i < j ≤ r, we have the edges {vi , vi j} and {v j , vi j} as well
as exactly one edge, call it ei j , from the set
Fi j = {{vi , v j}, {vi , v1 j}, {v j , v1i}, {v1i , v1 j}}. (10.13)
Figure 10.3 shows the graph H4 for the choice e34 = {v4, v13}.
10.1.22 Theorem. For any graph Hr ∈Hr (r ≥ 3), egd(Hr) = r.
Proof. We label the nodes v1, . . . , vr by e1, . . . , er ∈ Rr and vi j by (ei + e j)/p2. Let
X ∈ En be their Gram matrix and x = piE(Hr )(X ) ∈ E (Hr). Then X is an extreme
point of En, we show that fib(x) = {X }. For this let Y ∈ fib(x). We already know
that Y [Vi] = X [Vi] for each i ∈ {3, . . . , r}. Indeed, as the subgraph of Hr induced
by Vi is H3, this follows from the way we have chosen the labeling and from the
proof of Lemma 10.1.21. Hence we may now assume that we have a complete
graph on each Vi and it remains to show that the entries of Y are uniquely specified
at the non-edges that are not contained in some set Vi (3 ≤ i ≤ r). For this note
that the vectors labeling the set Ci j = {vi , v j , vi j} are minimally linearly dependent.
Using Lemma 10.1.14, one can verify that all remaining non-edges are forced using
these sets Ci j and thus Y = X . This shows that egd(Hr)≥ r.
In contrast to the graphs Fr and Gr , we do not know whether Hr ∈ Hr is a
minimal forbidden minor for Gr−1 for r ≥ 4.
10.1.5 Two special graphs: K3,3 and K5
In this section we consider the graphs K3,3 and K5 which will play a special role in
the characterization of the class G2. First we compute the extreme Gram dimension
of K3,3. Note that its Gram dimension is gd(K3,3) = 4 as K3,3 contains a K4-minor
but it contains no K5 and K2,2,2-minor; cf. Theorem 5.3.2.
Our main goal in this section is to show that the extreme Gram dimension of the
graph K3,3 is equal to 2, i.e., for any x ∈ extE (K3,3) there exists a psd completion
of rank at most 2. We start by showing that any completion of an element of
extE (K3,3) has rank at most 3.
10.1.23 Lemma. For x ∈ extE (K3,3), any X ∈ fib(x) has rank at most 3.
Proof. Let x ∈ extE (K3,3) and let X ∈ fib(x) with rank X ≥ 4. Let u1, . . . , u6 be a
Gram representation of X and choose a subset {ui : i ∈ I} of linearly independent
vectors with |I |= 4. Let EI denote the set of edges of K3,3 induced by I and set
UI = {Uii : i ∈ I} ∪ {Ui j : {i, j} ∈ EI}.
Introduction 117
Then UI consists of linearly independent elements; cf. Lemma 10.1.11. By Lemma
4.3.8, UI is contained in {Uii : i ∈ [6]} and thus it has dimension at most 6. On
the other hand, as any four nodes induce at least three edges in K3,3, we have that|UI | ≥ 4+ 3= 7 and thus the dimension of UI is at least 7, a contradiction.
The proof of the main theorem relies on the following two lemmas.
10.1.24 Lemma. Let X , Z ∈ S n with X  0 and satisfying:
Xz = 0=⇒ zTZz ≥ 0, Xz = 0, zTZz = 0=⇒ Zz = 0. (10.14)
Then X + tZ  0 for some t > 0.
Proof. Up to an orthogonal transformation we may assume X =

D 0
0 0

, where
D is a diagonal matrix with positive diagonal entries. Correspondingly, write Z in
block form: Z =

A B
BT C

. The conditions (10.14) show that C  0 and that the
kernel of C is contained in the kernel of B. This implies that X + tZ  0 for some
t > 0.
10.1.25 Lemma. Let x ∈ extE (K3,3), let X ∈ ext fib(x) with rank X = 3 and Gram
representation {u1, . . . , u6} ⊆ R3. Let V1 = {1, 2,3} and V2 = {4,5, 6} be the bipar-
tition of the node set of K3,3. There exist matrices Y1, Y2 ∈ S 3 such that Y1 + Y2  0
and
〈Yk, Uii〉= 0 ∀i ∈ Vk ∀k ∈ {1, 2} and ∃k ∈ {1, 2} ∃i, j ∈ Vk 〈Yk, Ui j〉 6= 0.
Proof. Define Uk = 〈Uii : i ∈ Vk〉 ⊆ Wk = 〈Ui j : i, j ∈ Vk〉 ⊆ S 3 for k = 1,2. With
this notation we are looking for two matrices Y1, Y2 such that Y1 + Y2  0, Y1 ∈U ⊥1 , Y2 ∈ U ⊥2 and either Y1 6∈ W ⊥1 or Y2 6∈ W ⊥2 .
Since x ∈ extE (K3,3) by Lemma 4.3.9 it follows that fib(x) is a face of En
and by Lemma 2.1.5 we have that X ∈ extE6. Then (3.10) implies that dim〈Uii :
i ∈ [6]〉 = 6 and thus dimU1 = dimU2 = 3. This implies that U1 ∩ U2 = {0}
and thus U ⊥1 ∪ U ⊥2 = S 3. Moreover, as dimU ⊥1 = dimU ⊥2 = 3 it follows thatU ⊥1 ∩U ⊥2 = {0} and thusS 3 =U ⊥1 ⊕U ⊥2 . Lastly, we have thatW ⊥k ⊆U ⊥k (k = 1, 2)
and thus W ⊥1 ∩W ⊥2 ⊆U ⊥1 ∩U ⊥2 = {0}.
Assume for contradiction that S 3++ is contained inW ⊥1 ⊕W ⊥2 . This implies that
W ⊥1 ⊕W ⊥2 = S 3 =U ⊥1 ⊕U ⊥2 (10.15)
and thus Wk = Uk (k = 1, 2). Indeed, (10.15) implies that dimW ⊥1 + dimW ⊥2 =
dimU ⊥1 + dimU ⊥2 which combined with the fact that W ⊥k ⊆ U ⊥k (k = 1, 2) gives
that dimW ⊥k = dimU ⊥k (k = 1,2). Lastly, using the fact that Uk ⊆ Wk (k = 1, 2)
the claim follows. In turn this implies that W1 ∩W2 =U1 ∩U2 = {0}.
As dimUk = 3, we have dim〈ui : i ∈ Vk〉 ≥ 2 for k = 1, 2. Say, {u1, u2} and{u4, u5} are linearly independent. As dim〈ui : i ∈ [6]〉 = 3, there exists a nonzero
vector λ ∈ R4 such that 0 6= w = λ1u1+λ2u2 = λ3u4+λ4u5. Notice that the scalar
w is nonzero for otherwise the vectors u1, u2 would be dependent. Hence we obtain
that wwT ∈W1 ∩W2, contradicting the fact that W1 ∩W2 = {0}.
Hence we have shown that S 3++ 6⊆ W ⊥1 ⊕W ⊥2 . So there exists a positive definite
matrix Y which does not belong to W ⊥1 ⊕W ⊥2 . Write Y = Y1 + Y2, where Yk ∈ U ⊥k
for k = 1,2. We may assume, say, that Y1 6∈ W ⊥1 . Thus Y1, Y2 satisfy the lemma.
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We now conclude with the main result of this section. Recall that two matrices
in the relative interior of a face F of En have the same rank, while if X is in the
relative interior of F and Y lies on the boundary of F then rank X > rank Y (this
follows directly from (3.7)).
10.1.26 Theorem. For the graph K3,3 we have that egd(K3,3) = 2, i.e., for any partial
matrix x ∈ extE (K3,3) there exists a completion X ∈ fib(x) with rank X ≤ 2.
Proof. From Lemma 10.1.23 we have that rank X ≤ 3 for every X ∈ fib(x). Assume
for contradiction that there exists a partial matrix x ∈ extE (K3,3) with the property
that rank X = 3 for every X ∈ fib(x). We now show that this in fact implies that
fib(x) is a singleton. Indeed, assume that fib(x) is not a singleton and let X ∈
ext fib(x) (notice that fib(x) has an extreme point since it is closed convex and
does not contain straight lines). Since fib(x) is not a singleton there exists a matrix
X ′ ∈ relint fib(x) such that fib(x) = FEn(X ′). Since X is a boundary point of fib(x)
(it is an extreme point) it follows that X 6= X ′ and thus rank X ′ > rank X = 3. This
contradicts Lemma 10.1.23.
On the other hand consider a matrix X ∈ ext fib(K3,3) with rank X = 3 and let{u1, . . . , u6} be its Gram representation. Let Y1 and Y2 be the matrices provided
by Lemma 10.1.25 and define the matrix Z ∈ S 6 by Zi j = 〈Yk, Ui j〉 for i, j ∈ Vk,
k ∈ {1, 2}, and Zi j = 0 for i ∈ V1, j ∈ V2. By Lemma 10.1.25, Z is a nonzero matrix
with zero diagonal entries and zeros at the positions corresponding to the edges of
K3,3.
Next we show that X + tZ  0 for some t > 0, using Lemma 10.1.24. For this
it is enough to verify that (10.14) holds. Assume Xz = 0, i.e., a :=
∑
i∈V1 ziui =−∑ j∈V2 z ju j . Then,
zTZz =
∑
k=1,2
∑
i, j∈Vk
ziz j〈Yk, Ui j〉= 〈Y1 + Y2, aaT〉 ≥ 0,
since Y1 + Y2  0. Moreover, zTZz = 0 implies a = 0 and thus Zz = 0 since, for
i ∈ Vk, (Zz)i =∑ j∈Vk〈Yk, Ui j〉z j =±〈Yk, (uiaT + auTi )/2〉.
Hence, the matrix X ′ = X + tZ is positive semidefinite and since Z has zero
diagonal it is also an element of E6. Moreover, since the matrix Z is zero on entries
corresponding to edges of K3,3 it follows that X
′ ∈ fib(x). Lastly, since Z has at
least one nonzero entry it follows that X ′ 6= X . This contradicts the fact that fib(x)
is a singleton.
We know that both graphs K3,3 and K5 belong to the class G2. We now show
that they are in some sense maximal for this property.
10.1.27 Lemma. Let G be a 2-connected graph that contains K5 or K3,3 as a proper
subgraph. Then, G contains H3 as a minor and thus egd(G)≥ 3.
Proof. The proof is based on the following observations. If G is a 2-connected graph
containing K5 or K3,3 as a proper subgraph, then G has a minor H which is one of
the following graphs: (a) H is K5 with one more node adjacent to two nodes of K5,
(b) H is K3,3 with one more edge added, (c) H is K3,3 with one more node adjacent
to two adjacent nodes of K3,3. Then H contains a H3 subgraph in cases (a) and (b),
and a H3 minor in case (c) (easy verification). Hence, egd(G)≥ egd(H3) = 3.
We conclude this section with a lemma that will be used in the proof of Theo-
rem 10.2.4.
Graphs with extreme Gram dimension at most 2 119
10.1.28 Lemma. Let G be a 2-connected graph with n≥ 6 nodes. Then,
(i) If G has no F3-minor then ω(G)≤ 4.
(ii) If G is chordal and has no F3-subgraph then ω(G)≤ 4.
Proof. Assume for contradiction that ω(G) ≥ 5 and let U ⊆ V with G[U] = K5.
Since G is 2-connected and n ≥ 6, there exists a node u 6∈ U which is connected
by two vertex disjoint paths to two distinct nodes v, w ∈ U , and let Puv and Puw
be the shortest such paths. In case (i), contract the paths Puv and Puw to get a
node adjacent to both v and w. Then, we can easily see that G has an F3-minor,
a contradiction. In case (ii), let v′ ∈ Puv and w′ ∈ Puw with (v, v′), (w, w′) ∈ E(G).
Since G is chordal and the paths are the shortest possible, at least one of the edges
(v, w′) or (w, v′) will be present in G. This implies that G contains an F3 subgraph,
a contradiction.
10.2 Graphs with extreme Gram dimension at most 2
In this section we characterize the class G2 of graphs with extreme Gram dimension
at most 2. Our main result is the following:
10.2.1 Theorem. For any graph G,
egd(G)≤ 2 if and only if G has no minors F3, H3.
The graphs F3 and H3 are illustrated in Figure 10.4 below.
Figure 10.4: The graphs F3 and H3
In the previous sections we established that the graphs F3 and H3 are minimal
forbidden minors for the class of graphs satisfying egd(G) ≤ 2. In order to prove
Theorem 10.2.1 it remains to show that a graph G having no F3 and H3 minors
satisfies egd(G)≤ 2.
By Lemma 10.1.4 we may assume that G is 2-connected. Moreover, we may
assume that |V (G)| ≥ 6, since for graphs on less than 5 nodes we know that
egd(G) ≤ egd(K5) = 2 (recall (10.9)). Additionally, since egd(K3,3) = 2 (recall
Theorem 10.1.26) we may also assume that G 6= K3,3.
Consequently, it suffices to consider 2-connected graphs with at least 6 nodes
that are different from K3,3. Then, necessity in Theorem (10.2.1) follows from the
equivalence of the first two items in the next theorem.
10.2.2 Theorem. Let G be a 2-connected graph with n ≥ 6 nodes and G 6= K3,3.
Then, the following assertions are equivalent.
(i) egd(G)≤ 2.
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(ii) G has no minors F3 or H3.
(iii) la(G)≤ 2, i.e., G is a minor of T  K2 for some tree T .
The implication (i) =⇒ (ii) follows from Theorem 10.1.15 and Theorem 10.1.21.
Moreover, the implication (iii) =⇒ (i) follows from Theorem 10.1.12. The rest of
this chapter is dedicated to proving the implication (ii) =⇒ (iii). The proof consists
of two steps. First we consider the chordal case and show:
(1) The chordal case: Let G be a 2-connected chordal graph with n ≥ 6 nodes.
Then, G has no F3 or H3-minors if and only if G is a contraction minor of
T  K2, for some tree T (Section 10.2.1, Theorem 10.2.4).
Then, we reduce the general case to the chordal case and show:
(2) Reduction to the chordal case: Let G be a 2-connected graph with n ≥ 6
nodes and G 6= K3,3. If G has no F3 or H3-minors then G is a subgraph of a
chordal graph with no F3 or H3-minors.
Notice that in case (1), G is by assumption chordal and thus the case G = K3,3
is automatically excluded. For case (2), we first need to exclude K4 instead of H3
(Section 10.2.2, Theorem 10.2.7) and then we derive from this special case the
general result (Section 10.2.3, Theorem 10.2.12).
10.2.1 The chordal case
Our goal in this section is to characterize the 2-connected chordal graphs G with
egd(G) ≤ 2. By Lemma 10.1.27, if G 6= K5 has egd(G) ≤ 2, then ω(G) ≤ 4.
Throughout this section we denote by C the family of all 2-connected chordal
graphs with ω(G) ≤ 4. Any graph G ∈ C is a clique 2- or 3-sum of K3’s and K4’s.
Note that F3 belongs to C and has egd(F3) = 3. On the other hand, any graph
G = T  K2 where T is a tree, belongs to C and has egd(G) = 2. These graphs are
“special clique 2-sums" of K4’s, as they satisfy the following property: every 4-clique
has at most two edges which are cutsets and these two edges are not adjacent. This
motivates the following definitions, useful in the proof of Theorem 10.2.4 below.
10.2.3 Definition. Let G be a 2-connected chordal graph with ω(G)≤ 4.
(i) An edge of G is called free if it belongs to exactly one maximal clique and non-
free otherwise.
(ii) A 3-clique in G is called free if it contains at least one free edge.
(iii) A 4-clique in G is called free if it does not have two adjacent non-free edges.
A free 4-clique can be partitioned as {a, b} ∪ {c, d}, called its two sides, where
only {a, b} and {c, d} can be non-free.
(iv) G is called free if all its maximal cliques are free.
For instance, F3, K5 \ e (the clique 3-sum of two K4’s) are not free. Hence
any free graph in C is a clique 2-sum of free K3’s and free K4’s. Note also that
la(K5 \ e) = 3. We now show that for a graph G ∈ C the property of being free is
equivalent to having la(G)≤ 2 and also to having egd(G)≤ 2.
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10.2.4 Theorem. Let G be a 2-connected chordal graph with n ≥ 6 nodes. The
following assertions are equivalent:
(i) G has no minors F3 or H3.
(ii) G does not contain F3 as a subgraph.
(iii) ω(G)≤ 4 and G is free.
(iv) G is a contraction minor of T  K2 for some tree T .
(v) egd(G)≤ 2.
Proof. The implication (i) ⇒ (ii) is clear and the implications (iv) ⇒ (v) ⇒ (i)
follow from earlier results.
(ii) =⇒ (iii): Assume that (ii) holds. By Lemma 10.1.28 (ii) it follows that
ω(G) ≤ 4. Our first goal is to show that G does not contain clique 3-sums of
K4’s, i.e., it does not contain a K5 \ e subgraph. For this, assume that G[U] = K5\e
for some U ⊆ V (G). As |V (G)| ≥ 6 and G is 2-connected chordal, there exists a
node u 6∈ U which is adjacent to two adjacent nodes of U . Then, one can find a F3
subgraph in G, a contradiction. Therefore, G is a clique 2-sum of K3’s and K4’s. We
now show that each of them is free.
Suppose first that C = {a, b, c} is a maximal 3-clique which is not free. Then,
there exist nodes u, v, w 6∈ C such that {a, b, u}, {a, c, v}, {b, c, w} are cliques in G.
Moreover, u, v, w are pairwise distinct (if u= v then C∪{u} is a clique, contradicting
maximality of C) and we find a F3 subgraph in G.
Suppose now that C = {a, b, c, d} is a 4-clique which is not free and, say, both
edges {a, b} and {a, c} are non-free. Then, there exist nodes u, v 6∈ C such that
{a, b, u} and {a, c, v} are cliques. Moreover, u 6= v (else we find a K5\e subgraph)
and thus we find a F3 subgraph in G. Thus (iii) holds.
(iii) =⇒ (iv) : Assume that G is free, G 6= K4, K3 (else we are done). When all
maximal cliques are 4-cliques, it is easy to show using induction on |V (G)| that
G = T  K2, where T is a tree and each side of a 4-clique of G corresponds to a
node of T .
Assume now that G has a maximal 3-clique C = {a, b, c}. Say, {b, c} is free
and {a, b} is a cutset. Write V (G) = V ′ ∪ V ′′ ∪ {a, b}, where V ′′ is the (vertex
set of the) component of G\{a, b} containing c, and V ′ is the union of the other
components. Now replace node a by two new nodes a′, a′′ and replace C by the 4-
clique C ′ = {a′, a′′, b, c}. Moreover, replace each edge {u, a} by {u, a′} if u ∈ V ′ and
by {u, a′′} if u ∈ V ′′. Let G′ be the graph obtained in this way. Then G′ ∈ C is free,
G′ has one less maximal 3-clique than G, and G = G′/{a′, a′′}. Iterating, we obtain
a graph bG which is a clique 2-sum of free K4’s and contains G as a contraction
minor. By the above, bG = T  K2 and thus G is a contraction minor of T  K2.
10.2.2 Structure of the graphs with no F3 and K4-minor
In this section we investigate the structure of the graphs with no F3 or K4-minors.
We start with two technical lemmas.
10.2.5 Lemma. Let G and M be two 2-connected graphs, let {x , y} 6∈ E(G) be a
cutset in G, and let r ≥ 2 be the number of components of G \ {x , y}.
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(i) Assume that G ∈ F (M), but the graph G + {x , y} has a M-minor with M-
partition {Vi : i ∈ V (M)}. If x ∈ Vi and y ∈ Vj , then M \ {i, j} has at least
r ≥ 2 components (and thus i 6= j).
(ii) Assume that M does not have two adjacent nodes forming a cutset in M. If
G ∈ F (M), then G+ {x , y} ∈ F (M).
Proof. (i) Let C1, . . . , Cr ⊆ V (G) be the node sets of the components of G \ {x , y}.
As G is 2-connected, there is an x − y path Ps in G[Cs ∪ {x , y}] for each s ∈ [r].
Notice that Ps 6= {x , y} since Ps is a path in G. Our first goal is to show that every
component of M \ {i, j} corresponds to exactly one component of G \ {x , y}. For
this, let U be a component of M \ {i, j}. By the definition of the M -partition, the
graph G[
⋃
k∈U Vk] is connected. As x , y 6∈
⋃
k∈U Vk, we deduce that
⋃
k∈U Vk ⊆
Cs for some s ∈ [r]. We can now conclude the proof. Assume for contradiction
that M \ {i, j} has less than r components. Then there is at least one component
Cs which does not correspond to any component of M \ {i, j} which means that
(
⋃
k 6=i, j Vk)∩Cs = ;. Indeed, if Vk ∩Cs for some k 6= i, j then since Cs is a connected
component of G \ {x , y} it follows that ∪λ∈U Vλ ⊆ Cs, where U is the component
of M \ {i, j} that contains k. Summarizing we know that Cs ⊆ Vi ∪ Vj . Hence the
path Ps is contained in G[Vi ∪ Vj], thus {Vi : i ∈ V (M)} remains an M -partition of
G (recall that Ps 6= {x , y}) and we find a M -minor in G, a contradiction. Therefore,
M \ {i, j} has at least r ≥ 2 components. This implies that {i, j} is a cutset of M
since M is 2-connected it follows that i 6= j.
(ii) Assume G+ {x , y} has a M -minor, with corresponding M -partition {Vi : i ∈
V (M)}. By (i), the nodes x and y belong to two distinct classes Vi and Vj and {i, j}
is a cutset in M . By the hypothesis, this implies that {i, j} 6∈ E(M) and thus M is a
minor of G, a contradiction.
We continue with a lemma that will be essential for the next theorem.
10.2.6 Lemma. Let G ∈ F (K4) be a 2-connected graph and let {x , y} 6∈ E(G). If
there are at least three (internally vertex) disjoint paths from x to y, then {x , y} is a
cutset and G\{x , y} has at least 3 components.
Proof. Let P1, P2, P3 be distinct vertex disjoint paths from x to y . Then P1 \ {x , y},
P2 \ {x , y} and P3 \ {x , y} lie in distinct components of G \ {x , y}, for otherwise G
would contain a homeomorph of K4.
We now arrive at the main result of this section.
10.2.7 Theorem. Let G ∈ F (F3, K4) be a 2-connected graph on n ≥ 6 nodes. Then,
there exists a chordal graph Q ∈ F (F3, K4) containing G as a subgraph.
Proof. Let G be a 2-connected graph in F (F3, K4). As a first step, consider {x , y} 6∈
E(G) such that there exist at least three disjoint paths in G from x to y . Then,
Lemma 10.2.6 implies that {x , y} is a cutset of G and G \ {x , y} has at least three
components. As a first step we show that we can add the edge {x , y} without
creating a K4 or F3-minor, i.e., G+ {x , y} ∈ F (F3, K4).
As {x , y} is a cutset, Lemma 10.2.5 (ii) applied for M = K4 gives that G+{x , y}
does not have a K4 minor. Assume for contradiction that G+{x , y} has an F3 minor.
Again, Lemma 10.2.5 (i) applied for M = F3 implies that x ∈ Vi , y ∈ Vj , where
F3 \ {i, j} has at least 3 components. Clearly there is no such pair of vertices in F3
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so we arrived at a contradiction. Consequently, we can add edges iteratively until
we obtain a graph bG ∈ F (F3, K4) containing G as a subgraph and satisfying:
∀{x , y} 6∈ E(bG) there are at most two disjoint x − y paths in bG. (10.16)
If bG is chordal we are done. So consider a chordless circuit C in bG. Note that
any circuit C ′ distinct from C , which meets C in at least two nodes, meets C in
exactly two nodes (if they meet in at least 3 nodes then we can find a F3 minor)
that are adjacent (if they are not adjacent then there exist three internally vertex
disjoint paths between them, contradicting (10.16)). Call an edge of C busy if it is
contained in some circuit C ′ 6= C . If e1 6= e2 are two busy edges of C and Ci 6= C is
a circuit containing ei , then C1, C2 are (internally) disjoint (use (10.16)). Hence C
can have at most two busy edges, for otherwise one would find a F3-minor in bG.
We now show how to triangulate C without creating a K4 or F3-minor: If C has
two busy edges denoted, say, {v1, v2} and {vk, vk+1} (possibly k = 2), then we add
the edges {v1, vi} for i ∈ {3, . . . , k} and the edges {vk, vi} for i ∈ {k + 2, . . . , |C |},
see Figure 10.5 a). If C has only one busy edge {v1, v2}, add the edges {v1, vi}
for i ∈ {3, . . . , |C | − 1}, see Figure 10.5 b). (If C has no busy edge then G = C ,
triangulate from any node and we are done).
k+1V
2V 2VkV
1V 1V
a) b)
Figure 10.5: Triangulating a chordless circuit with a) two or b) one busy edge.
Let Q denote the graph obtained from bG by triangulating all its chordless circuits
in this way. Hence Q is a chordal extension of bG (and thus of G). We show that
Q ∈ F (F3, K4). First we see that Q ∈ F (K4) by applying iteratively Lemma 10.2.5
(ii) (for M = K4): For each i ∈ {3, . . . , k}, {v1, vi} is a cutset of bG and of bG +{{v1, v j} : j ∈ {3, . . . , i − 1}} (and analogously for the other added edges {vk, vi}).
Hence Q is a clique 2-sum of triangles. We now verify that each triangle is free
which will conclude the proof, using Theorem 10.2.4.
For this let {a, b, c} be a triangle in Q. First note that if (say) {a, b} ∈ E(Q) \
E(bG), then a, b, c lie on a common chordless circuit C of bG. Indeed, let C be a
chordless circuit of bG containing a, b and assume c 6∈ C . By (10.16), bG \ {a, b} has
at most two components and thus there is a path from c to one of the two paths
composing C \ {a, b}. Together with the triangle {a, b, c} this gives a homeomorph
of K4 in Q, contradicting Q ∈ F (K4), just shown above. Hence the triangle {a, b, c}
lies in C and thus has a free edge.
Suppose now that {a, b, c} is a triangle contained in bG. If it is not free then
there is a F3 on {a, b, c, x , y, z} where x (resp., y , and z) is adjacent to a, b (resp.,
a, c, and b, c). Say {x , a} ∈ E(Q) \ E(bG) (as there is no F3 in bG). Then x , a, b
lie on a chordless circuit C of bG and {x , b} ∈ E(bG) (since {a, b} is a busy edge).
Moreover, c, y, z 6∈ C for otherwise we get a K4-minor in Q. Then delete the edge
124 The extreme Gram dimension of a graph
{x , a} and replace it by the {x , a}-path along C . Do the same for any other edge of
E(Q) \ E(bG) connecting y and z to {a, b, c}. After that we get a F3-minor in bG, a
contradiction.
10.2.3 Structure of the graphs with no F3 and H3-minor
Here we investigate the graphs G ∈ F (F3, H3). By the results in Section 10.2.2
we may assume that G contains some homeomorph of K4. Figure 10.6 shows a
homeomorph of K4, where the original nodes are denoted as 1,2,3,4 and called
its corners, and the wiggled lines correspond to subdivided edges (i.e., to paths Pi j
between the corners i 6= j ∈ [4]).
21
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Figure 10.6: A homeomorph of K4 and its two sides (cf. Lemma 10.2.8)
To help the reader visualize F3 and H3 we use Figure 10.7. Notice the special
role of node 5 in H3 (denoted by a square) and of the (dashed) triangle {1,2, 3}.
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Figure 10.7: The graphs H3 and F3.
The starting point of the proof is to investigate the structure of homeomorphs
of K4 in a graph of F (H3).
10.2.8 Lemma. Let G be a 2-connected graph in F (H3) on n≥ 6 nodes and let H be
a homeomorph of K4 contained in G. Then there is a partition of the corner nodes of
H into {1,3} and {2,4} for which the following holds.
(i) Only the paths P13 and P24 can have more than 2 nodes.
(ii) Every component of G \H is connected to P13 or to P24.
Then P13 and P24 are called the two sides of H (cf. Figure 10.6).
Proof. We use the graphs from Figure 10.8 which all contain a subgraph H3.
Case 1: H = K4. If G \ H has a unique component C then |C | ≥ 2 as n ≥ 6. If C is
connected to two nodes of H, then the conclusion of the lemma holds. Otherwise,
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C is connected to at least three nodes in H and then the graph from Figure 10.8 a)
is a minor of G, a contradiction.
If there are at least two components in G \H, then they cannot be connected to
two adjacent edges of H for, otherwise, the graph of Figure 10.8 b) is a minor of G,
a contradiction. Hence the lemma holds.
Case 2: H 6= K4. Say, P13 has at least 3 nodes. Then the edges {1, i}, {3, i} (i = 2,4)
cannot be subdivided (else H is a homeomorph of H3). So (i) holds. We now show
(ii). Indeed, if a component of G \H is connected to both P13 and P24, then at least
one of the graphs in Figure 10.8 c) and d) will be a minor of G, a contradiction.
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Figure 10.8: Bad subgraphs in the proof of Lemma 10.2.8.
Lemma 10.2.8 implies that there is no path with at least 3 nodes between the
sides of a K4-homeomorph. We now show that, moreover, there is no additional
edge between the two sides. More precisely:
10.2.9 Lemma. Let G 6= K3,3 be a 2-connected graph in F (H3) on n ≥ 6 nodes and
let H be a homeomorph of K4 contained in G. Then there exists no edge between the
two sides of H except between their endpoints.
Proof. Say, P13 and P24 are the two sides of H. Assume for a contradiction that{a, b} ∈ E(G), where a lies on P13 and b on P24.
Assume first that a is an internal node of P13 and b is an internal node of P24.
If |V (H)| = 6, then H = K3,3 and Lemma 10.1.27 implies that G has a H3 minor, a
contradiction. Hence, |V (H)| > 6 and we can assume w.l.o.g. that the path from 1
to a within P13 has at least 3 nodes. Then G contains a homeomorph of K4 with
corner nodes 1, b, 4, a, where the two paths from 1 to a and from 1 to b (via 2)
have at least 3 nodes, giving a H3 minor and thus a contradiction.
Assume now that only a is an internal node of P13 and, say b = 2. If |V (H)|= 5,
then G\H has at least one component. By Lemma 10.2.8, this component connects
either to the path P13 or to the edge {2,4}. In both cases, it is easy to verify that
one of the graphs in Figure 10.9 will be a minor of G, a contradiction since all of
them have a H3 subgraph. On the other hand, if |V (H)| ≥ 6, then one of the paths
from 1 to a, from a to 3 (within P13), or P24 is subdivided. This implies that G
contains a homeomorph of K4 with corner nodes a, 1, 2, 4 or a, 2, 3, 4, which thus
contains two adjacent subdivided edges, giving a H3 minor.
Lemmas 10.2.8 and 10.2.9 imply directly:
10.2.10 Corollary. Let G 6= K3,3 be a 2-connected graph in F (H3) on n ≥ 6 nodes
and let H be a homeomorph of K4 contained in G. Then the endnodes of at least one of
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Figure 10.9: Bad subgraphs in the proof of Lemma 10.2.9.
the two sides of H form a cutset in G. Moreover, if P13 is a side of H and its endnodes{1,3} do not form a cutset, then P13 = {1, 3} and there is no component of G \ H
which is connected to P13.
We now show that one may add edges to G so that all minimal homeomorphs
of K4 are 4-cliques, without creating a F3 or H3 minor.
10.2.11 Lemma. Let G 6= K3,3 be a 2-connected graph in F (F3, H3) on n ≥ 6 nodes
and let H be a homeomorph of K4 contained in G. The graph obtained by adding to
G the edges between the endpoints of the sides of H belongs to F (F3, H3).
Proof. Say P13 and P24 are the sides of H. Assume |V (P13)| ≥ 3 and {1,3} 6∈ E(G).
By Corollary 10.2.10, {1, 3} is a cutset in G. We show that bG = G + {1, 3} ∈
F (F3, H3). First, applying Lemma 10.2.5 (ii) with M = H3 and {x , y} = {1,3}, we
obtain that bG ∈ F (H3).
cb
d fe
a
Figure 10.10: A labelling of F3 used in Lemma 10.2.11.
Next, assume for contradiction that bG has a F3 minor, where the labelling of F3
is given in Figure 10.10. Applying Lemma 10.2.5 (i) with M = F3 and {x , y} ={1,3}, we see that the nodes 1 and 3 belong to distinct classes of the F3-partition,
which corresponds to a cutset of F3. Say, 1 ∈ Ve and 3 ∈ Vc . Then the nodes 2
and 4 do not lie in Ve ∪ Vc (for otherwise, one would have an F3-partition in G).
Next we show that the nodes 2 and 4 do not belong to the same class of the F3-
partition. Assume for contradiction that 2,4 ∈ Vk. If {2, 4} is not a cutset in G then,
by Corollary 10.2.10, P24 = {2, 4} and no component of G \ H connects to {2,4}.
Hence Vk = {2,4} and we can move node 2 to the class Ve, so that we obtain a
F3-partition of G, a contradiction. If {2,4} is a cutset of G, then every component
of G \{2, 4} except the one containing 1 and 3 has to lie within Vk, so we can again
move node 2 to Ve and obtain a F3-partition of G.
Accordingly, the nodes 1, 2,3 and 4 belong to distinct classes and we can assume
without loss of generality that 2 /∈ Vf . Observe that every 1− 2 path in G is either
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the edge {1, 2} or meets the nodes 3 or 4. Similarly, every 2 − 3 path in G is
either the edge {2, 3} or meets the nodes 1 or 4. An easy case analysis shows that
whatever the position of nodes 2 and 4 in the F3-partition we always find a 1− 2
or a 2− 3 path violating the above conditions.
We are now ready to show the main result of this section.
10.2.12 Theorem. Let G be a 2-connected graph with n ≥ 6 nodes and G 6= K3,3. If
G ∈ F (F3, H3) then there exists a chordal graph Q ∈ F (F3, H3) containing G as a
subgraph.
Proof. If G ∈ F (F3, K4) then we are done by Theorem 10.2.7. Otherwise, we aug-
ment the graph G by adding the edges between the endpoints of the sides of every
homeomorph of K4 contained in G. Let bG be the graph obtained in this way. By
Lemma 10.2.11, we know that bG ∈ F (F3, H3). Hence, for each K4-homeomorph H
in bG, its corners form a 4-clique. Moreover, if C , C ′ are two distinct 4-cliques of bG,
then C ∩ C ′ is contained in a side of C and C ′.
Consider a 4-clique C = {1,2, 3,4} in bG, say with sides {1, 3}, {2, 4} (so each
component of bG \C connects to {1, 3} or to {2,4}, by Lemma 10.2.8). Pick an edge
f between the two sides (i.e., f = {i, j} with i ∈ {1,3}, j ∈ {2, 4}) and delete this
edge f from bG. We repeat this process with every 4-clique in bG and obtain the
graph G0 = bG \ { f1, . . . , fk}, if bG has k 4-cliques.
By construction, G0 belongs to F (F3, K4) and is 2-connected. Hence, we can
apply Theorem 10.2.7 to G0 and obtain a chordal graph Q0 ∈ F (F3, K4) containing
G0 as a subgraph. Hence, Q0 is a clique 2-sum of free triangles. It suffices now to
show that the augmented graph Q =Q0+{ fi : i ∈ [k]} is a clique 2-sum of free K3’s
and K4’s. Then Q is a chordal graph in F (F3, H3) (by Theorem 10.2.4) containingbG and thus G, and the proof is completed.
For this, consider again a 4-clique C = {1, 2,3, 4} in bG with sides {1, 3} and
{2, 4}. Then, each component of bG \ C connects to {1, 3} or {2,4}. We claim that
the same holds for each component of Q0 \ C . Indeed, a component of Q0 \ C is
a union of some components of bG \ C . Thus it connects to two nodes (to 1,3, or
to 2,4), or to at least three nodes of C . But the latter case cannot occur since we
would then find a K4 minor in Q0.
Assume that the edge f = {1,4} was deleted from the 4-clique C when making
the graph G0. We now show that adding it back to Q0 results in a free graph. In-
deed, by adding the edge {1, 4} we only replace the two maximal 3-cliques {1, 3,4}
and {1,2, 4} by a new maximal 4-clique {1, 2,3,4}, which is free. We iterate this
process for each of the edges f1, . . . , fk and obtain that Q =Q0+{ fi : i ∈ [k]} is the
clique 2-sum of free K3’s and K4’s. Summarizing, Q is a 2-connected chordal graph
with ω(G) ≤ 4 which is free. Then, Theorem 10.2.4 (iii) implies that Q does not
have F3 or H3 as minors.
10.3 Characterization of graphs with la(G)≤ 2
Recall that the largeur d’arborescence of a graph G, denoted by la(G), is defined
as the smallest integer k ≥ 1 such that G is a minor of TKk, for some tree T .
Colin de Verdière [43] introduced the largeur d’arborescence as upper bound for
his graph parameter ν(·), which is defined as the maximum corank of a matrix
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A ∈ S n+ satisfying the Strong Arnold Property and moreover: Ai j = 0 if and only if
i 6= j and {i, j} 6∈ E(G).
In [43] it was shown that ν(·) is minor monotone and that for any graph G,
ν(G)≤ la(G). Moreover, this holds with equality for the family of graphs Gr , i.e.,
ν(Gr) = la(Gr) = r for all r ≥ 2 (recall Section 10.1.4). Furthermore,
la(G)≤ 1⇐⇒ ν(G)≤ 1⇐⇒ G has no minor K3. (10.17)
Lastly, Kotlov [70] shows:
la(G)≤ 2⇐⇒ ν(G)≤ 2⇐⇒ G has no minors F3, K4. (10.18)
The most work in obtaining the characterization (10.18) is to show that la(G)≤ 2
if G ∈ F (K4, F3). In fact, this also follows from our characterization of the classF (K4, F3). Indeed, if G ∈ F (K4, F3) is 2-connected then we have shown that G
is subgraph of G′ which is a clique 2-sum of free triangles. Now our argument in
the proof of Theorem 10.2.4 also shows that G′ is a contraction minor of TK2 for
some tree T (as each triangle of G′ arises as contraction of a 4-clique which can
be replaced by a 4-circuit). In this sense our characterization is a refinement of
Kotlov’s result tailored to our needs.
We now characterize the graphs with la(G) ≤ 2. The wheel W5 is obtained
from the circuit C4 by adding a node adjacent to all nodes of C4.
10.3.1 Theorem. For a graph G, la(G)≤ 2 if and only if G ∈ F (F3, H3, W5).
Proof. We already know that la(G) ≥ egd(G) = 3 for G = F3, H3. Suppose for
contradiction that la(W5) ≤ 2. Then la(W5) = la(H) where H is a chordal
extension of W5 and H is a contraction minor of some TK2. As W5 is not chordal,
H contains W5 with one added chord on its 4-circuit, i.e., H contains K5 \ e and
thus la(H) ≥ la(K5 \ e) = 3. Therefore, F3, H3, W5 are forbidden minors for the
property la(G) ≤ 2. Conversely, assume that G ∈ F (F3, H3, W5) is 2-connected,
we show that la(G)≤ 2. This is clear if G has n≤ 4 nodes, or if G has n= 5 nodes
and it has a node of degree 2. If G has n = 5 nodes and each node has degree at
least 3, then one can easily verify that G contains W5. If G has n ≥ 6 nodes then
la(G)≤ 2 follows from Theorem 10.2.2 (since G 6= K3,3 as W5  K3,3).
Summarizing, it is known that ν(G) ≤ la(G) and egd(G) ≤ la(G) ≤ la(G).
Moreover, by combining (10.17), (10.18) and Theorem 10.2.1 it follows that if G
is a graph with ν(G) ≤ 2, then egd(G) = ν(G). Furthermore, it is known that
ν(Kn) = n− 1 [43] and thus ν(Kn)> la(Kn)≥ egd(Kn) if n≥ 4.
An interesting open question is whether the inequality egd(G) ≤ ν(G) holds in
general. We point out that the analogous inequality ν=(G) ≤ gd(G) was shown
earlier in Section 6.2. Recall that the parameter ν=(·) is the analogue of ν(·) stud-
ied by van der Holst [129] (same definition as ν(G), but now requiring only that
Ai j = 0 for {i, j} ∈ E(G) and allowing zero entries at positions on the diagonal and
at edges), and ν=(·) satisfies: ν(G)≤ ν=(G).
11
Universally completable frameworks
In this chapter we address the following three topics: positive semidefinite ma-
trix completions, universal rigidity of frameworks, and the Strong Arnold Prop-
erty. We show some strong connections among these topics, using semidefinite
programming as unifying theme. Our main contribution is a sufficient condition
for constructing partial psd matrices which admit a unique completion to a full psd
matrix. As we have seen already in earlier chapters, such partial matrices are an
essential tool in the study of the Gram dimension and the extreme Gram dimension
of a graph. Using this sufficient condition we can recover most constructions from
Chapters 5 and 10. Additionally, we derive an elementary proof of Connelly’s suf-
ficient condition for universal rigidity of tensegrity frameworks and we investigate
the links between these two sufficient conditions. Lastly, we also give a geometric
characterization of psd matrices satisfying the Strong Arnold Property in terms of
nondegeneracy of a certain semidefinite program.
The content of this chapter is based on joint work with M. Laurent [80].
11.1 Introduction
For a graph G = (V = [n], E), recall that a vector a ∈ RV∪E is called a G-partial psd
matrix if it admits at least one completion to a full psd matrix. Moreover, S+(G)
denotes the set of all G-partial psd matrices.
Notice that we can define G-partial psd matrices in terms of Gram represen-
tations. Namely, a ∈ S+(G) if and only if there exist vectors p1, . . . , pn ∈ Rd (for
some d ≥ 1) such that ai j = pTi p j for all {i, j} ∈ V ∪ E. This leads to the notion of
frameworks which will make the link between the Gram (spherical) setting of this
section and the Euclidean distance setting considered in Section 11.2.
We start the discussion with some necessary definitions. A tensegrity graph is a
graph G whose edge set is partitioned into three sets: E = B∪C∪S, whose members
are called bars, cables and struts, respectively. A tensegrity framework G(p) consists
of a tensegrity graph G together with an assignment of vectors p = {p1, . . . , pn} to
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the nodes of G. A bar framework is a tensegrity framework where C = S = ;.
Given a tensegrity framework G(p) consider the following pair of primal and
dual semidefinite programs:
supX {0 : X  0, 〈Ei j , X 〉= pTi p j for {i, j} ∈ V ∪ B,〈Ei j , X 〉 ≤ pTi p j for {i, j} ∈ C ,〈Ei j , X 〉 ≥ pTi p j for {i, j} ∈ S}
(PG)
and
infy,Z{∑i j∈V∪E yi j pTi p j : ∑i j∈V∪E yi j Ei j = Z  0,
yi j ≥ 0 for {i, j} ∈ C ,
yi j ≤ 0 for {i, j} ∈ S}.
(DG)
The next definition captures the analogue of the notion of universal rigidity for
the Gram setting.
11.1.1 Definition. A tensegrity framework G(p) is called universally completable if
the matrix Gram(p1, . . . , pn) is the unique solution of the semidefinite program (PG).
In other words, a universally completable framework G(p) corresponds to a G-
partial psd matrix a ∈ S+(G), where ai j = pTi p j for all {i, j} ∈ V ∪ E, that admits a
unique completion to a full psd matrix. Consequently, identifying sufficient condi-
tions guaranteeing that a framework G(p) is universally completable will allow us
to construct G-partial matrices with a unique psd completion.
11.1.1 A sufficient condition for universal completability
In this section we derive a sufficient condition for showing that a tensegrity frame-
work is universally completable. We use the following notation: For a graph
G = (V, E), we denote by E the set of pairs {i, j} with i 6= j and {i, j} 6∈ E, cor-
responding to the non-edges of G.
11.1.2 Theorem. Let G = ([n], E) be a tensegrity graph with E = B ∪ C ∪ S and
consider a tensegrity framework G(p) in Rd such that p1, . . . , pn span linearly Rd .
Assume there exists a matrix Z ∈ S n satisfying the conditions (i)-(vi):
(i) Z is positive semidefinite.
(ii) Zi j = 0 for all {i, j} ∈ E.
(iii) Zi j ≥ 0 for all (cables) {i, j} ∈ C and Zi j ≤ 0 for all (struts) {i, j} ∈ S.
(iv) Z has corank d.
(v)
∑
j∈V Zi j p j = 0 for all i ∈ [n].
(vi) For any matrix R ∈ S d the following holds:
pTi R p j = 0 ∀{i, j} ∈ V ∪ B ∪ {{i, j} ∈ C ∪ S : Zi j 6= 0}=⇒ R= 0. (11.1)
Then the tensegrity framework G(p) is universally completable.
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Proof. Set X = Gram(p1, . . . , pn). Assume that Y ∈ S n+ is another matrix which is
feasible for the program (PG), say Y = Gram(q1, . . . , qn) for some vectors q1, . . . , qn.
Our goal is to show that Y = X . By (v), ZX = 0 and thus Ran X ⊆ Ker Z . Moreover,
dim Ker Z = d by (iv), and rank X = d since lin{p1, . . . , pn} = Rd . This implies that
Ker X = Ran Z .
By (ii) we can write Z =
∑
{i, j}∈V∪E Zi j Ei j . Next notice that
0≤ 〈Z , Y 〉= 〈 ∑
{i, j}∈V∪E
Zi j Ei j , Y 〉 ≤
∑
{i, j}∈V∪E
Zi j〈Ei j , X 〉= 〈Z , X 〉= 0, (11.2)
where the first (left most) inequality follows from the fact that Y, Z  0 and the
second one from the feasibility of Y for (PG) and the sign conditions (iii) on Z .
This gives 〈Z , Y 〉= 0, which implies that Ker Y ⊇ Ran Z and thus Ker Y ⊇ Ker X .
Write X = PPT, where P ∈ Rn×d has rows pT1 , . . . , pTn . From the inclusion
Ker (Y − X )⊇ Ker X , we deduce that Y − X = PRPT for some matrix R ∈ S d .
Since equality holds throughout in (11.2), we obtain that 〈Ei j , Y − X 〉 = 0 for
all {i, j} ∈ C ∪ S with Zi j 6= 0. Additionally, as X , Y are both feasible for (PG), we
have that 〈Ei j , Y − X 〉 = 0 for all {i, j} ∈ V ∪ B. Substituting PRPT for Y − X , we
obtain that pTi Rp j = 0 for all {i, j} ∈ V ∪ B and all {i, j} ∈ C ∪ S with Zi j 6= 0. We
can now apply (vi) to get R= 0. This gives Y = X , which concludes the proof.
Note that the conditions (i)-(iii) express that Z is feasible for the dual semidefi-
nite program (DG). In analogy to the Euclidean setting (see Section 11.2), such ma-
trix Z is called a spherical stress matrix for the framework G(p). Moreover, (v) says
that Z is dual optimal and (iv) says that X = Gram(p1, . . . , pn) and Z are strictly
complementary solutions to the primal and dual semidefinite programs (PG) and
(DG). Finally, in the case of bar frameworks (when C = S = ;), condition (vi)
means that Z is dual nondegenerate. Hence, for bar frameworks, Theorem 11.1.2
also follows as a direct application of Theorem 3.3.7.
As a last remark notice that the assumptions of Theorem 11.1.2 imply that
n ≥ d. Moreover, for n = d, the matrix Z is the zero matrix and in this case (11.1)
reads: pTi Rp j = 0 for all {i, j} ∈ V ∪ B then R = 0. Observe that this condition can
be satisfied only when G = Kn and C = S = ;, so that Theorem 11.1.2 is useful
only in the case when d ≤ n− 1.
11.1.2 Applying the sufficient condition
In this section we use Theorem 11.1.2 to construct several instances of partial psd
matrices admitting a unique psd completion. Such partial matrices have been a cru-
cial ingredient in proving lower bounds for gd(·) and egd(·), in Chapters 5 and 10,
respectively. While the proofs there for unicity of the psd completion consisted of
ad hoc arguments and case checking, Theorem 11.1.2 provides us with a unified
and systematic approach for constructing such instances.
In all examples below we only deal with bar frameworks and hence we apply
Theorem 11.1.2 with C = S = ;. In particular, there are no sign conditions on
the stress matrix Z and moreover condition (11.1) assumes the simpler form: If
pTi Rp j = 0 for all {i, j} ∈ V ∪ E then R= 0.
Example 1: The octahedral graph. Consider a framework for the octahedral
graph K2,2,2 defined as follows:
p1 = e1, p2 = e2, p3 = e1 + e2, p4 = e3, p5 = e4, p6 = e5,
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where ei (i ∈ [5]) denote the standard unit vectors in R5 and the numbering of
the nodes refers to Figure 5.1. In Lemma 5.3.1 we showed that the corresponding
K2,2,2-partial matrix a = (pTi p j) ∈ S+(K2,2,2) admits a unique psd completion. This
result follows easily, using Theorem 11.1.2. Indeed it is easy to check that condition
(11.1) holds. Moreover, the matrix Z = (1,1,−1, 0,0,0)(1,1,−1, 0,0, 0)T is psd
with corank 5, it is supported by K2,2,2, and satisfies 〈Z , Gram(p1, . . . , p5)〉 = 0.
Hence Theorem 11.1.2 applies and the claim follows.
Example 2: The family of graphs Fr . For an integer r ≥ 2, we define a graph Fr =
(Vr , Er) with r +
 r
2

nodes denoted as vi (for i ∈ [r]) and vi j (for 1 ≤ i < j ≤ r).
It consists of a central clique of size r based on the nodes v1, . . . , vr together with
the cliques Ci j on the nodes {vi , v j , vi j}. The graphs F3 and F4 are shown in Figure
11.1.2 below. We construct a framework in Rr for the graph Fr as follows:
12v
v13 v23v3
v2v1
v13
v2v1
v14
v24
v4
v34
v3
v12
23v
Figure 11.1: The graphs F3 and F4.
pvi = ei for i ∈ [r] and pvi j = ei + e j for 1≤ i < j ≤ r.
In Section 10.1.4 we showed that for any r ≥ 2 the corresponding Fr -partial matrix
admits a unique psd completion. We now show this result, using Theorem 11.1.2.
Fix r ≥ 2. It is easy to check that (11.1) holds. Define the nonzero matrix
Zr =
∑
1≤i< j≤r ui jui jT, where the vectors ui j ∈ Rr+(
r
2) are defined as follows: For
1 ≤ k ≤ r, (ui j)k = 1 if k ∈ {i, j} and 0 otherwise; for 1 ≤ k < l ≤ r, (ui j)kl = −1
if {k, l} = {i, j} and 0 otherwise. By construction, Zr is psd, it is supported by the
graph Fr , 〈Zr , Gram(pv : v ∈ Vr)〉 = 0 and corank Zr = r. Thus Theorem 11.1.2
applies and the claim follows.
Example 3: The family of graphs Gr . This family of graphs was considered in the
study of the Colin de Verdière graph parameter [43]. For any integer r ≥ 2 consider
an equilateral triangle and subdivide each side into r−1 equal segments. Through
these points draw line segments parallel to the sides of the triangle. This construc-
tion creates a triangulation of the big triangle into (r − 1)2 congruent equilateral
triangles. The graph Gr = (Vr , Er) corresponds to the edge graph of this triangula-
tion. Clearly, the graph Gr has
 r+1
2

vertices, which we denote (i, l) for l ∈ [r] and
i ∈ [r − l + 1]. For any fixed l ∈ [r] we say that the vertices (1, l), . . . , (r − l + 1, l)
are at level l. Note that G2 = K3 = F2, G3 = F3, but Gr 6= Fr for r ≥ 4. Fix an
integer r ≥ 2. We consider the following framework in Rr for the graph Gr :
p(i,1) = ei ∀i ∈ [r] and p(i,l) = p(i,l−1)+p(i+1,l−1) ∀l ≥ 2 and i ∈ [r− l+1]. (11.3)
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In Section 10.1.4 it is shown that for any r ≥ 2 the partial Gr -partial matrix that
corresponds to the framework defined in (11.3) has a unique psd completion. We
now recover this result, using Theorem 11.1.2.
First we show that this framework satisfies (11.1). For this, consider a matrix
R ∈ S r such that pT(i,l)R p(i′,l ′) = 0 for every {(i, l), (i′, l ′)} ∈ Vr ∪ Er . Specializing
this relation for i′ = i ∈ [r] and l ′ = l = 1 we get that Rii = 0 for all i ∈ [r] and
for i′ = i + 1 and l = l ′ = 1 we get that Ri,i+1 = 0 for i ∈ [r − 1]. Similarly, for
i′ = i+ 1 and l ′ = l ≥ 2 we get that Ri,i+l = 0 for all i ∈ [r − l] and thus R= 0.
We call a triangle in Gr black if it is of the form {(i, l), (i + 1, l), (i, l + 1)} and
we denote by Br the set of black triangles in Gr . The black triangles in G5 are
illustrated in Figure 10.2 as the shaded triangles. Let Zr =
∑
t∈Br utu
T
t where
the vector ut ∈ R(r+12 ) is defined as follows: If t ∈ Br corresponds to the black
triangle {(i, l), (i + 1, l), (i, l + 1)} then ut(i, l) = ut(i + 1, l) = 1, ut(i, l + 1) = −1
and 0 otherwise. Since |Br | =  r+12  − r and the vectors (ut)t∈Br are linearly
independent we have that corank Zr = r. Moreover, as every edge of Gr belongs
to exactly one black triangle we have that Zr is supported by Gr . By construction
of the framework we have that
∑
(i,l)∈Vr p(i,l)ut = 0 for all t ∈ Br which implies
that 〈Gram(p(i,l) : (i, l) ∈ Vr), Zr〉 = 0. Thus Theorem 11.1.2 applies and the claim
follows.
Example 4: Tensor products of graphs. This construction was considered in [96],
where universally rigid frameworks were used as a tool to construct uniquely col-
orable graphs. The original construction was carried out in the Euclidean setting
for a suspension bar framework. Here we present the construction in the spherical
setting which, as we will see in Section 11.2.3, is equivalent.
Let H = ([n], E) be a k-regular graph satisfying max
2≤i≤n|λi | < k/(r − 1), where
λ1, . . . ,λn are the eigenvalues of its adjacency matrix AH . For r ∈ N we let Gr =
(Vr , Er) denote the graph Kr × H, obtained by taking the tensor product of the
complete graph Kr and the graph H. By construction, the adjacency matrix of Gr is
the tensor product of the adjacency matrices of Kr and H: AGr = AKr ⊗ AH . Let us
denote the vertices of Gr by the pairs (i, h) where i ∈ [r] and h ∈ V (H).
Let w1, . . . , wr ∈ Rr−1 be vectors that linearly span Rr−1 and moreover satisfy∑r
i=1 wi = 0. We construct a framework for Gr in R
r by assigning to all nodes (i, h)
for h ∈ V (H) the vector p(i,h) = wi , for each i ∈ [r]. We now show, using Theo-
rem 11.1.2, that the associated Gr -partial matrix admits a unique psd completion.
First we show that this framework satisfies (11.1). For this, consider a matrix
R ∈ S r−1 satisfying pT(i,h)Rp(i′,h′) = 0 for every {(i, h), (i′, h′)} ∈ Vr ∪ Er . This implies
that wTi Rw j = 0 for all i, j ∈ [r] and as lin{wiwTj + w jwTi : i, j ∈ [r]} = S r−1 it
follows that R= 0.
Next consider the matrix Zk = Irn+
1
k
AGr ∈ S rn, where Irn denotes the identity
matrix of size rn. Notice that the matrix Zr is by construction supported by Gr . One
can verify directly that 〈Gram(p(i,h) : (i, h) ∈ Vr), Z〉= 0. The eigenvalues of AKr are
r−1 with multiplicity one and −1 with multiplicity r−1. This fact combined with
the assumption on the eigenvalues of H implies that Zr is positive semidefinite with
corank Zr = r − 1. Thus Theorem 11.1.2 applies and the claim follows.
Example 5: The odd cycle C5. The last example illustrates the fact that sometimes
the sufficient conditions from Theorem 11.1.2 cannot be used to show existence of
a unique psd completion. Here we consider the 5-cycle graph G = C5 (although it
is easy to generalize the example to arbitrary odd cycles).
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First we consider the framework in R2 given by the vectors
pi = (cos(4(i− 1)pi/5), sin(4(i− 1)pi/5))T for 1≤ i ≤ 5.
The corresponding C5-partial matrix has a unique psd completion, and this can be
shown using Theorem 11.1.2.
It is easy to see that (11.1) holds. Let AC5 denote the adjacency matrix of C5
and recall that its eigenvalues are 2 cos 2pi
5
and −2cos pi
5
, both with multiplicity two
and 2 with multiplicity one. Define Z = 2 cos pi
5
I + AC5 and notice that Z  0 and
corank Z = 2. Moreover, one can verify that
∑
j∈[5] Zi j p j = 0 for all i ∈ [5] which
implies that 〈Z ,Gram(p1, . . . , p5)〉= 0. Thus Theorem 11.1.2 applies and the claim
follows.
Next we consider another framework for C5 in R2 given by the vectors
q1 = (1,0)
T, q2 = (−1/p2, 1/p2)T, q3 = (0,−1)T, q4 = (1/p2, 1/p2)T,
q5 = (−1/p2,−1/p2)T.
We now show that the corresponding C5-partial matrix admits a unique psd com-
pletion. This cannot be shown using Theorem 11.1.2 since there does not exist a
nonzero matrix Z ∈ S 5 supported by C5 satisfying 〈Z , Gram(q1, . . . q5)〉 = 0. Nev-
ertheless one can prove that there exists a unique psd completion by using the
following geometric argument.
Let X ∈ S 5+ be a psd completion of the partial matrix and set ϑi j = arccos X i j ∈
[0,pi] for 1 ≤ i ≤ j ≤ 5. Then, ϑ12 = ϑ23 = ϑ34 = ϑ15 = 3pi/4 and ϑ45 = pi.
Therefore, the following linear equality holds:
5∑
i=1
ϑi,i+1 = 4pi (11.4)
(where indices are taken modulo 5). As we will see this implies that the remaining
angles are uniquely determined by the relations:
ϑi,i+2 + ϑi,i+1 + ϑi+1,i+2 = 2pi for 1≤ i ≤ 5 (11.5)
and thus that X is uniquely determined. To see why the identities (11.5) hold, we
use the well known fact that the angles ϑi j satisfy the triangle inequalities (recall
Theorem 4.3.3):
ϑ12 + ϑ23 + ϑ13 ≤ 2pi, −ϑ13 − ϑ14 + ϑ34 ≤ 0, ϑ14 + ϑ45 + ϑ15 ≤ 2pi. (11.6)
Summing up the three inequalities in (11.6) and combining with (11.4), we deduce
that equality holds throughout in (11.6). This permits to derive the values of ϑ13 =
pi/2 and ϑ14 = pi/4 and we can proceed analogously for the remaining angles.
11.2 Universal rigidity of tensegrity frameworks
Our goal in this section is to give a concise and self-contained treatment of some
known results concerning the universal rigidity of tensegrity frameworks. In partic-
ular, building on ideas from the two previous sections, we give a short and elemen-
tary proof of Connelly’s sufficient condition for universal rigidity for both generic
and non-generic tensegrity frameworks. Lastly, we also investigate the relation of
our sufficient condition from Theorem 11.1.2 (for the Gram setting) to Connelly’s
sufficient condition from Theorem 11.2.4 (for the Euclidean distance setting).
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11.2.1 Connelly’s sufficient condition
A framework G(p) is called d-dimensional if p1, · · · , pn ∈ Rd and their affine span
is Rd . A d-dimensional framework is said to be in general position if every d + 1
vectors are affinely independent. Given a framework G(p) in Rd , its configuration
matrix, is the n-by-d matrix P whose rows are the vectors pT1 , . . . , p
T
n , so that PP
T =
Gram(p1, . . . , pn). The framework G(p) is said to be generic if the coordinates of
the vectors p1, . . . , pn are algebraically independent over the rational numbers.
11.2.1 Definition. Let G = ([n], E) be a tensegrity graph with E = B ∪ C ∪ S. A
tensegrity framework G(p) is said to dominate a tensegrity framework G(q) if the
following conditions hold:
(i) ‖pi − p j‖= ‖qi − q j‖ for all (bars) {i, j} ∈ B,
(ii) ‖pi − p j‖ ≥ ‖qi − q j‖ for all (cables) {i, j} ∈ C,
(iii) ‖pi − p j‖ ≤ ‖qi − q j‖ for all (struts) {i, j} ∈ S.
Two frameworks G(p) and G(q) are called congruent if
‖pi − p j‖= ‖qi − q j‖, ∀i 6= j ∈ [n].
Equivalently, this means that G(q) can be obtained by G(p) by a rigid motion of the
Euclidean space. Our main focus in this section is on frameworks which, up to the
group of rigid motions of the Euclidean space, admit a unique realization.
11.2.2 Definition. A tensegrity framework G(p) is called universally rigid if it is
congruent to any tensegrity it dominates.
An essential ingredient for characterizing universally rigid tensegrities is the
notion of equilibrium stress matrix which we now introduce.
11.2.3 Definition. A matrix Ω ∈ S n is called an equilibrium stress matrix for a
tensegrity framework G(p) if it satisfies:
(i) Ωi j = 0 for all {i, j} ∈ E.
(ii) Ωe = 0 and ΩP = 0, i.e.,
∑
j∈V Ωi j p j = 0 for all i ∈ V .
(iii) Ωi j ≥ 0 for all (cables) {i, j} ∈ C and Ωi j ≤ 0 for all (struts) {i, j} ∈ S.
Note that, by property (i) combined with the condition Ωe = 0, any equilibrium
stress matrix Ω can be written as Ω =
∑
{i, j}∈E Ωi j Fi j , where Fi j = (ei− e j)(ei− e j)T.
The following result, due to R. Connelly, establishes a sufficient condition for
determining the universal rigidity of tensegrity frameworks. All the ingredients for
its proof are already present in [33], although there is no explicit statement of the
theorem there. An exact formulation and a proof of Theorem 11.2.4 can be found in
the (unpublished) work [34]. We now give an elementary proof of Theorem 11.2.4
which relies only on basic properties of positive semidefinite matrices. Our proof
goes along the same lines as the proof of Theorem 11.1.2 and it is substantially
shorter and simpler in comparison to Connelly’s original proof.
11.2.4 Theorem. Let G = ([n], E) be a tensegrity graph with E = B ∪ C ∪ S and let
G(p) be a tensegrity framework in Rd such that p1, . . . , pn affinely span Rd . Assume
there exists an equilibrium stress matrix Ω for G(p) such that:
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(i) Ω is positive semidefinite.
(ii) Ω has corank d + 1.
(iii) For any matrix R ∈ S d the following holds:
(pi − p j)TR (pi − p j) = 0 ∀{i, j} ∈ B ∪ {{i, j} ∈ C ∪ S : Ωi j 6= 0}=⇒ R= 0.
(11.7)
Then, G(p) is universally rigid.
Proof. Assume that G(p) dominates another framework G(q), our goal is to show
that G(p) and G(q) are congruent. Recall that P is the n×d matrix with the vectors
p1, · · · , pn as rows and define the augmented n × (d + 1) matrix Pa =

P e

obtained by adding the all-ones vector as last column to P. Set X = PPT and
Xa = Pa PTa , so that Xa = X + ee
T. As the tensegrity G(p) is d-dimensional, we have
that rank Xa = d+1. We claim that Ker Xa = RanΩ. Indeed, as Ω is an equilibrium
stress matrix for G(p), we have that ΩPa = 0 and thus ΩXa = 0. This implies that
Ran Xa ⊆ KerΩ and, as corankΩ = d + 1= rank Xa, it follows that Ker Xa = RanΩ.
Let Y denote the Gram matrix of the vectors q1, · · · , qn. We claim that Ker Y ⊇
Ker Xa. Indeed, we have that
0≤ 〈Ω, Y 〉= 〈 ∑
{i, j}∈E
Ωi j Fi j , Y 〉 ≤
∑
{i, j}∈E
Ωi j〈Fi j , Xa〉= 〈Ω, Xa〉= 0. (11.8)
The first inequality follows from the fact that Ω, Y  0; the second inequality holds
since Ωi j〈Fi j , Y 〉 ≤ Ωi j〈Fi j , X 〉 = Ωi j〈Fi j , Xa〉 for all edges {i, j} ∈ E, using the fact
that G(p) dominates G(q) and the sign conditions on Ω. Therefore equality holds
throughout in (11.8). This gives 〈Ω, Y 〉 = 0, implying YΩ = 0 (since Y,Ω  0) and
thus Ker Y ⊇ RanΩ = Ker Xa.
As Ker Y ⊇ Ker Xa, we deduce that Ker (Y − Xa) ⊇ Ker Xa and thus Y − Xa can
be written as
Y − Xa = PaRPTa for some matrix R=

A b
bT c

∈ S d+1, (11.9)
where A∈ S d , b ∈ Rd and c ∈ R.
As equality holds throughout in (11.8) holds, we obtain Ωi j〈Fi j , Y −Xa〉= 0 for
all {i, j} ∈ C ∪S. Therefore, 〈Fi j , PaRPTa 〉= (pi− p j)TA(pi− p j) = 0 for all {i, j} ∈ B
and for all {i, j} ∈ C ∪ S with Ωi j 6= 0. Using condition (iii), this implies that A= 0.
Now, using (11.9) and the fact that A= 0, we obtain that
(Y − Xa)i j = bTpi + bTp j + c for all i, j ∈ [n].
From this follows that
‖qi − q j‖2 = Yii + Yj j − 2Yi j = (Xa)ii + (Xa) j j − 2(Xa)i j = ‖pi − p j‖2
for all i, j ∈ [n], thus showing that G(p) and G(q) are congruent.
Notice that the assumptions of the theorem imply that n≥ d+1. Moreover, for
n = d + 1 we get that Ω is the zero matrix in which case (11.7) is satisfied only
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for G = Kn and C = S = ;. Hence Theorem 11.2.4 is useful only in the case when
n≥ d + 2.
There is a natural pair of primal and dual semidefinite programs attached to a
given tensegrity framework G(p):
supX {0 : X  0, 〈Fi j , X 〉= ‖pi − p j‖2 for {i, j} ∈ B,〈Fi j , X 〉 ≤ ‖pi − p j‖2 for {i, j} ∈ C ,〈Fi j , X 〉 ≥ ‖pi − p j‖2 for {i, j} ∈ S},
(11.10)
infy,Z {∑i j∈E yi j‖pi − p j‖2 : Z =∑i j∈E yi j Fi j  0,
yi j ≥ 0 for {i, j} ∈ C ,
yi j ≤ 0 for {i, j} ∈ S}.
(11.11)
The feasible (optimal) solutions of the primal program (11.10) correspond to the
frameworks G(q) that are dominated by G(p), while the optimal solutions to the
dual program (11.11) correspond to the positive semidefinite equilibrium stress
matrices for the tensegrity framework G(p).
Both matrices X = PPT and Xa = Pa PTa (defined in the proof of Theorem
11.2.4) are primal optimal, with rank X = d and rank Xa = d + 1. Hence, a psd
equilibrium stress matrix Ω satisfies the conditions (i) and (ii) of Theorem 11.2.4
precisely when the pair (Xa,Ω) is a strict complementary pair of primal and dual
optimal solutions.
In the case of bar frameworks (i.e., C = S = ;), condition (iii) of Theorem
11.2.4 expresses the fact that the matrix X = Gram(p1, . . . , pn) is an extreme
point of the feasible region of (11.10). Moreover, Xa lies in its relative interior
(since Ker Y ⊇ Ker Xa for any primal feasible Y , as shown in the proof of Theo-
rem 11.2.4)).
11.2.5 Remark. In the terminology of Connelly, the condition (11.7) says that the
edge directions pi − p j of G(p) for all edges {i, j} ∈ B and all edges {i, j} ∈ C ∪ S
with nonzero stress Ωi j 6= 0 do not lie on a conic at infinity.
Observe that this condition cannot be omitted in Theorem 11.2.4. This is illus-
trated by the following example, taken from [3]. Consider the graph G on 4 nodes
with edges {1,2}, {1,3}, {2, 3} and {2,4}, and the 2-dimensional bar framework
G(p) given by
p1 = (−1,0)T, p2 = (0, 0)T, p3 = (1,0)T and p4 = (0,1)T.
Clearly, the framework G(p) is not universally rigid (as one can rotate p4 and get
a new framework, which is equivalent but not congruent to G(p)). On the other
hand, the matrix Ω = (1,−2,1, 0)(1,−2,1, 0)T is the only equilibrium stress ma-
trix for G(p), it is positive semidefinite with corank 3. Observe however that the
condition (11.7) does not hold (since the nonzero matrix R = e1eT2 + e2e
T
1 satisfies
(pi − p j)TR(pi − p j) = 0 for all {i, j} ∈ E).
11.2.2 Generic universally rigid frameworks
It is natural to ask for a converse of Theorem 11.2.4. This question has been settled
recently in [54] in the affirmative for generic frameworks (cf. Theorem 11.2.9).
First, we show that, for generic frameworks, the ‘no conic at infinity’ condition
(11.7) can be omitted since it holds automatically. This result was obtained in [35]
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(Proposition 4.3), but for the sake of completeness we have included a different
and more explicit argument.
We need some notation. Given a framework G(p) in Rk, we let Pp denote the k+1
2
×|E| matrix, whose i j-th column contains the entries of the upper triangular
part of the matrix (pi − p j)(pi − p j)T ∈ S k. For a subset I ⊆ E, Pp(I) denotes the k+1
2
× |I | submatrix of Pp whose columns are indexed by edges in I .
11.2.6 Lemma. Let k ∈ N and let G = ([n], E) be a graph on n ≥ k+ 1 nodes and
with minimum degree at least k. Define the polynomial pik,G in kn variables by
pik,G(p) =
∑
I⊆E,|I |=(k+12 )
(detPp(I))2
for p= {p1, . . . , pn} ⊆ Rk. Then, the polynomial pik,G has integer coefficients and it is
not identically zero.
Proof. Notice that for the specific choice of parameters we have that |E| ≥ nk
2
≥
(k+1)k
2
and thus the sum in the definition of pik,G contains at least one term. It is
clear that pik,G has integer coefficients. We show by induction on k ≥ 2 that for
every graph G = ([n], E) with n ≥ k+ 1 nodes and minimum degree at least k the
polynomial pik,G is not identically zero.
For k = 2, we distinguish two cases: (i) n = 3 and (ii) n ≥ 4. In case (i),
G = K3 and, for the vectors p1 = (0,0)T, p2 = (1,0)T, p3 = (0,1)T, we have that
pi2,G(p) 6= 0. In case (ii), we can now assume without loss of generality that the
edge set contains the following subset I = {{1, 2}, {1, 3}, {2, 4}}. For the vectors
p1 = (0,0)T, p2 = (1, 0)T, p3 = (0,1)T, p4 = (2, 1)T, we have that detPp(I) 6= 0
and thus pi2,G(p) 6= 0.
Let k ≥ 3 and consider a graph G = ([n], E) with n ≥ k + 1 and minimum
degree at least k. Let G \ n be the graph obtained from G by removing node n
and all edges adjacent to it. Then, G \ n has at least k nodes and minimum degree
at least k− 1. Hence, by the induction hypothesis, the polynomial pik−1,G\n is not
identically zero. Let p = {p1, . . . , pn−1} ⊆ Rk−1 be a generic set of vectors and
define p˜ = {p˜1, . . . , p˜n} ⊆ Rk, where p˜i = (pTi , 0)T ∈ Rk for 1 ≤ i ≤ n − 1 and
p˜n = (0, 1)T ∈ Rk. As p is generic, pik−1,G\n(p) 6= 0 and thus detPp(I) 6= 0 for some
subset I ⊆ E(G \n) with |I |=  k
2

. Say, node n is adjacent to the nodes 1, . . . , k in G
and define the edge subset I˜ = I ∪ {{n, 1}, . . . , {n, k}} ⊆ E. Then, the matrix Pp˜( I˜)
has the block-form
(k2)︷ ︸︸ ︷ k︷ ︸︸ ︷
Pp˜( I˜) =
 Pp(I) ∗ . . . ∗0 . . . 0 −p1 . . . −pk
0 . . . 0 1 . . . 1
 .
As the vectors p1, . . . , pn−1 ∈ Rk−1 were chosen to be generic, every k of them
are affinely independent. This implies that the vectors (−pT1 , 1)T, . . . (−pTk , 1)T are
linearly independent. Hence, detPp˜( I˜) 6= 0 and thus pik,G(p˜) 6= 0.
11.2.7 Theorem. [35] Let G(p) be a generic d-dimensional framework and assume
that G has minimum degree at least d. Then the edge directions of G(p) do not lie on
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a conic at infinity; that is, the system {(pi − p j)(pi − p j)T : {i, j} ∈ E} ⊆ S d has full
rank
 d+1
2

.
Proof. As the framework G(p) is d-dimensional, G must have at least d + 1 nodes.
By Lemma 11.2.6, the polynomial pid,G is not identically zero and thus, since G(p)
is generic, we have that pid,G(p) 6= 0. By definition of pid,G there exists I ⊆ E with
|I | =  d+1
2

such that detPp(I) 6= 0. This implies that the system {(pi − p j)(pi −
p j)T : {i, j} ∈ E} ⊆ S d has full rank  d+12 .
Next we show that for generic frameworks Theorem 11.2.4 remains valid even
when (11.7) is omitted.
11.2.8 Corollary. [35] Let G(p) be a generic d-dimensional tensegrity framework.
Assume that there exists a positive semidefinite equilibrium stress matrix Ω with
corank d + 1. Then G(p) is universally rigid.
Proof. Set E0 = {{i, j} ∈ E : Ωi j 6= 0} and define the subgraph G0 = ([n], E0) of
G. First we show that G0 has minimum degree at least d. For this, we use the
equilibrium conditions: For all i ∈ [n], ∑ j:{i, j}∈E0 Ωi j p j = 0, which give an affine
dependency among the vectors pi and p j for {i, j} ∈ E0. By assumption, p is generic
and thus in general position, which implies that any d + 1 of the vectors p1, . . . , pn
are affinely independent. From this we deduce that each node i ∈ [n] has degree
at least d in G0.
Hence we can apply Theorem 11.2.7 to the generic framework G0(p) and con-
clude that the system {(pi − p j)(pi − p j)T : {i, j} ∈ E0} has full rank  d+12 . This
shows that the condition (11.7) holds. Now we can apply Theorem 11.2.4 to G(p)
and conclude that G(p) is universally rigid.
We note that for bar frameworks this fact has been also obtained independently
by A. Alfakih using the related concepts of dimensional rigidity and Gale matrices.
The notion of dimensional rigidity was introduced in [2] where a sufficient con-
dition was obtained for showing that a framework is dimensionally rigid. In [4],
using the concept of a Gale matrix, this condition was shown to be equivalent to
the sufficient condition from Theorem 11.2.4 (for bar frameworks). Lastly, in [4]
it is shown that for generic frameworks the notions of dimensional rigidity and
universal rigidity coincide.
In the special case of bar frameworks, the converse of Corollary 11.2.8 was
proved recently by Gortler and Thurston [54].
11.2.9 Theorem. Let G(p) be a generic d-dimensional bar framework and assume
that it is universally rigid. Then there exists a positive semidefinite equilibrium stress
matrix Ω for G(p) with corank d + 1.
11.2.3 Connections with unique completability
In this section we investigate the links between the two notions of universally com-
pletable and universally rigid tensegrity frameworks. We start the discussion by
defining the suspension of a tensegrity framework.
11.2.10 Definition. Let G = (V = [n], E) be a tensegrity graph with E = B ∪ C ∪ S.
We denote by∇G = (V∪{0}, E′) its suspension tensegrity graph, with E′ = B′∪C ′∪S′
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where B′ = B ∪ {{0, i} : i ∈ [n]}, C ′ = S and S′ = C. Given a tensegrity framework
G(p), we define the extended tensegrity framework ∇G(bp) where bpi = pi for all
i ∈ [n] and bp0 = 0.
Our first observation is a correspondence between the universal completability
of a tensegrity framework G(p) and the universal rigidity of the extended tensegrity
framework ∇G(bp). The analogous observation in the setting of global rigidity was
also made in [36] and [122].
11.2.11 Lemma. Let G(p) be a tensegrity framework and let ∇G(bp) be its extended
tensegrity framework as defined in Definition 11.2.10. Then, the tensegrity frame-
work G(p) is universally completable if and only if the extended tensegrity framework
∇G(bp) is universally rigid.
Proof. Notice that for any family of vectors q1, . . . , qn, their Gram matrix satisfies
the conditions:
〈Ei j , X 〉= pTi p j for all {i, j} ∈ V ∪ B,
〈Ei j , X 〉 ≤ pTi p j for all {i, j} ∈ C ,
〈Ei j , X 〉 ≥ pTi p j for all {i, j} ∈ S,
if and only if the Gram matrix of q0 = 0, q1, . . . , qn satisfies:
〈Fi j , X 〉= ‖pi − p j‖2 for all {i, j} ∈ B′,
〈Fi j , X 〉 ≤ ‖pi − p j‖2 for all {i, j} ∈ C ′,
〈Fi j , X 〉 ≥ ‖pi − p j‖2 for all {i, j} ∈ S′,
which implies the claim.
In view of Lemma 11.2.11 it is reasonable to ask whether Theorem 11.1.2 can
be derived from Theorem 11.2.4 applied to the tensegrity framework ∇G(bp). We
will show that this is the case for bar frameworks, i.e., when C = S = ;. Indeed,
for a bar framework, the condition (11.7) from Theorem 11.2.4 applied to the
suspension tensegrity framework ∇G(bp) becomes
R ∈ S d , (pi − p j)TR (pi − p j) = 0 for all {i, j} ∈ E ∪ {{0, i} : i ∈ [n]}=⇒ R= 0,
and, as bp0 = 0, this coincides with the condition (11.1).
The following lemma shows that for bar frameworks there exists a one to one
correspondence between equilibrium stress matrices for∇G(bp) and spherical stress
matrices for G(p). The crucial fact that we use here is that for bar frameworks there
are no sign conditions for a spherical stress matrix for G(p) or for an equilibrium
stress matrix for ∇G(bp).
11.2.12 Lemma. Let G(p) be a bar framework in Rd such that p1, . . . , pn span lin-
early Rd . The following assertions are equivalent:
(i) There exists an equilibrium stress matrix Ω ∈ S n+1+ for the framework ∇G(bp)
with corankΩ = d + 1.
(ii) There exists a spherical stress matrix for G(p).
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Proof. Let P ∈ Rn×d be the configuration matrix of the framework G(p) and letbPa =0 1P e. Write a matrix Ω ∈ S n+1+ in block-form as
Ω =

w0 w
T
w Z

where Z ∈ S n+ , w ∈ Rn, w0 ∈ R. (11.12)
Notice that Ω is supported by ∇G precisely when Z is supported by G. The matrix
Ω is a stress matrix for ∇G(bp) if and only if ΩbPa = 0 which is equivalent to
Z P = 0, w =−Ze, w0 =−wTe. (11.13)
Moreover, KerΩ = Ran bPa if and only if Ker Z = Ran P, so that corankΩ = d + 1 if
and only if corankZ = d. The lemma now follows easily: If Ω satisfies (i), then its
principal submatrix Z satisfies (ii). Conversely, if Z satisfies (ii), then the matrix Ω
defined by (11.12) and (11.13) satisfies (i).
Summarizing, we established that in the special case of bar frameworks G(p)
(i.e., C = S = ;), Theorem 11.1.2 is equivalent to Theorem 11.2.4 applied to the
extended bar framework. It is not clear whether this equivalence remains valid for
arbitrary tensegrity frameworks. To deal with such frameworks, Lemma 11.2.12
has to be generalized to accommodate the sign conditions for the spherical stress
matrix and the equilibrium stress matrix for G(p) and ∇G(bp), respectively.
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Summary
This thesis revolves around the interplay between semidefinite programming and
combinatorics. A semidefinite program is a convex program defined as the mini-
mization of a linear function over an affine section of the cone of positive semidef-
inite matrices. A semidefinite program in canonical form looks as follows:
inf 〈A0, X 〉
subject to 〈Ak, X 〉= bk, k = 1, . . . , m
X  0,
(P)
where Ak (0 ≤ k ≤ m) are n-by-n symmetric matrices and 〈·, ·〉 denotes the usual
Frobenius inner product of matrices.
The field of semidefinite programming has grown enormously in recent years
and this success can be attributed to the fact that semidefinite programs have sig-
nificant modeling power, exhibit powerful duality theory and there exist efficient
algorithms, both in theory and in practice, for solving them. Starting with the
seminal work of Goemans and Williamson on the max-cut problem, semidefinite
programs have proven to be an invaluable tool in the design of approximation al-
gorithms for hard combinatorial optimization problems.
The central question in this thesis is the search for combinatorial conditions
guaranteeing the existence of low-rank optimal solutions to semidefinite programs.
Results of this type are important for approximation algorithms since semidefinite
programs are widely used as convex tractable relaxations for hard combinatorial
problems. Then, rank one solutions typically correspond to optimal solutions of
the initial discrete problem and low-rank optimal solutions can decrease the error
of rounding methods and lead to improved performance guarantees.
Low-rank solutions to semidefinite programs are also relevant to the study of
geometric representations of graphs. In this setting we consider representations
obtained by assigning vectors to the vertices of a graph, where we impose some
additional restrictions on the vectors labeling adjacent vertices (e.g. orthogonality,
unit distance). Then, questions related to the existence of such representations in
low dimension can be reformulated as the problem of deciding the existence of
a low-rank solution to an appropriate semidefinite program and are connected to
interesting graph properties.
In this thesis we focus on combinatorial conditions that capture the sparsity of
the coefficient matrices of a semidefinite program. Specifically, with the semidefi-
nite program (P), we associate a graph AP = (VP , EP), called its aggregate sparsity
pattern, where VP = {1, . . . , n} and i j ∈ EP if and only if (Ak)i j 6= 0 for some index
k ∈ {0, 1, . . . , m}. Our main objective is to understand how to exploit the combi-
natorial structure of the aggregate sparsity pattern, to obtain guarantees for the
existence of low-rank optimal solutions to semidefinite programs of the form (P).
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Now, we give a brief description of the contents and the main contributions
of this thesis. In Chapter 1 we motivate the study of the problem of identifying
low-rank solutions to semidefinite programs. In Chapter 2 we present some back-
ground material concerning graph theory and positive semidefinite matrices. In
Chapter 3 we collect several facts concerning the theory of semidefinite program-
ming, a highlight being a link between semidefinite programming nondegeneracy
and the Strong Arnold Property. Furthermore, in Chapter 4 we introduce and study
the cut polytope and two of its most well-known relaxations.
In order to show that (P) has a low-rank optimal solution, we study a certain
semidefinite program, known as the positive semidefinite matrix completion prob-
lem. In this setting, we are given as input a graph G = (V, E) and a vector a ∈ RV∪E
and the goal is to decide the feasibility of the following semidefinite program:
X i j = ai j (i j ∈ V ∪ E), X  0. (Pa)
In this thesis, we focus on the following variant of this problem, where we are given
as input a vector a ∈ RV∪E for which (Pa) is feasible. Then, the goal is to exploit
the combinatorial structure of G to show that (Pa) has a low-rank feasible solution.
In order to achieve this, in Chapter 5 we introduce a new graph parameter,
called the Gram dimension of G, which we denote by gd(G). Namely, gd(G) is
defined as the smallest integer k ≥ 1 such that, for any a ∈ RV∪E for which (Pa) is
feasible, it also has a feasible solution of rank at most k.
The first result derived in this chapter is that the graph parameter gd(·) is minor
monotone, i.e., if H is a minor of G then gd(H) ≤ gd(G). Our main result is a
complete characterization, in terms of minimal forbidden minors, of the graphs
with small Gram dimension. Specifically, we show that
• gd(G)≤ 2 if and only if G has no K3-minor,
• gd(G)≤ 3 if and only if G has no K4-minor,
• gd(G)≤ 4 if and only if G has no K5 and K2,2,2-minors.
The relation of gd(·) with two other graph parameters that have been studied in
the literature is investigated in Chapter 6. The first of these parameters deals with
Euclidean realizations of graphs and the second with linear algebraic properties of
positive semidefinite matrices, whose zero pattern is prescribed by a fixed graph.
Our main result is that the characterization of graphs with gd(·) ≤ 4 implies the
forbidden minor characterizations for both of these parameters.
In Chapter 7 we investigate complexity aspects of the low-rank positive semidef-
inite matrix completion problem. Specifically, we show that for any fixed integer
k ≥ 2, given a graph G = (V, E) and a vector a ∈ QV∪E , it is NP-hard to decide
whether (Pa) has a feasible solution of rank at most k.
Returning to the motivating question of identifying guarantees for the exis-
tence of low-rank optimal solutions to the semidefinite program (P), it is an easy
consequence of the definition of the Gram dimension, that whenever (P) attains its
optimum, it also has an optimal solution of rank at most gd(AP).
In Chapter 10 we focus on a certain class of semidefinite programs, for which
we can improve on the gd(AP) bound. These are semidefinite programs with a
simple set of constraints, namely requiring that every feasible matrix has all its
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diagonal entries equal to one. Specifically, for a graph G = ([n], E) and a vector of
edge-weights w ∈ RE , we consider semidefinite programs of the form:
min
∑
i j∈E
wi jX i j s.t. X ii = 1 (i ∈ [n]), X  0. (Pw)
To study semidefinite programs of this form, we introduce a new graph param-
eter, called the extreme Gram dimension of a graph, which we denote by egd(G).
Namely, egd(G) is defined as the smallest integer k ≥ 1 such that, for any w ∈ RE ,
the semidefinite program (Pw) has an optimal solution of rank at most k.
By definition, for any w ∈ RE , program (Pw) has an optimal solution of rank
at most egd(APw ). Moreover, we show that for any graph G, egd(G) ≤ gd(G) and
this inequality can be strict (for example, this is the case for the complete graph).
Thus, in some cases, the egd(APw ) bound can be better than the gd(APw ) bound.
Furthermore, we show that the graph parameter egd(·) is minor monotone, i.e.,
if H is a minor of G then egd(H) ≤ egd(G). It is known that, egd(G) ≤ 1 if and
only if G is a forest. Our main result in Chapter 10 is a characterization, in terms
of two forbidden minors, of the graphs satisfying egd(G)≤ 2.
In Chapter 11 we derive a sufficient condition that allows us to construct partial
matrices, admitting a unique completion to a full positive semidefinite matrix. The
construction of such matrices is a crucial ingredient for deriving lower bounds for
the parameters gd(·) and egd(·). Lastly, we determine interesting connections with
the theory of universally rigid graphs.
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