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Abstract
Stated choice experiments are widely used inmany areas and the optimal allocation of options to choice sets canmake a substantial
difference to the cost of running such an experiment. In this paper we describe some open problems in the design of optimal stated
choice experiments.
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1. Introduction
Choice experiments are easily described. The experimenter has t items, such as t car loans or t pizza shops, and the
items are described by various attributes (or factors) each with two or more levels. For instance, the pizzas made by
the shops might be described by the attribute baking method with levels wood-ﬁred or pan-fried and by the attribute
ingredients with levels fresh or tinned. The experimenter wants to be able to quantify the relative importance of each
of the attributes when people go to take out a car loan or choose a shop from which to buy a pizza. One popular way
of doing this (see [11] for more information) is to choose several subsets of the t items. Each subset is called a choice
set. A set of choice sets is termed a choice experiment. The sets in the choice experiment are shown, in turn, to several
respondents who are each independently asked to indicate, for each choice set and independent of any other choice set
they may have already seen, their choice. A typical choice set is given in Table 1. The respondent would be asked to
say which of Pizza A and Pizza B they would choose.
We assume that there are k attributes of interest, that the qth attribute has lq levels and that each choice set is of
constant size m. Thus we can describe a total of
∏k
q=1 lq items. The design problem is then simply stated: what is the
best set of choice sets of size m to determine the relative importance of each of the attributes under investigation? There
are many extensions of our assumptions possible. Choice sets within one experiment may be of different sizes. This
can be used to investigate choices as the products available change. Each choice set is a list of the available cereals,
for example, from a list of all possible cereals. Extensions to this simple availability design are possible; for instance,
some products might always be available. See [11] for an introduction to this area. Alternatives may have brand names
attached to them. This may mean that respondents infer attribute levels that you have not speciﬁed and these may
inﬂuence the choice made. So in this paper we are assuming what are termed generic alternatives without any brand
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Table 1
One choice set in an experiment to compare pizza attributes
Suppose that you have already narrowed down your pizza choices to the following two alternatives. Which of these two would you choose?
Pizza A Pizza B
Pizza type Traditional Gourmet
Type of crust Thick Thin
Ingredients All fresh Some tinned
Delivery time 30min 45min
information. Again [11] provide an introduction to branded alternatives. The purpose of this paper is to provide an
introduction to the literature of the design of optimal stated preference choice experiments for generic alternatives with
choice sets of constant size and give an indication of some of the open design problems in the area.
2. Comparing designs
The usual way to compare choice experiments is to calculate the D-optimality value of each. As this value is the
generalised variance of the parameter estimates, smaller is better. Thus we are looking for a design with the smallest
D-optimal value.Whenwe know the best possibleD-optimal value we can compare every design to this value; we speak
then of the D-efﬁciency of the design. The goal is to get an efﬁciency of 100%. Atkinson and Donev [1] provide an
introduction to optimal design theory, including a discussion of other optimality criteria. If we only have four attributes,
each with two levels, then the design in Table 2 is optimal if we have no prior knowledge about the relative merits of
the attributes. Note that in every choice set the levels of each attribute are different in the two options. The method used
to construct this design is described in Section 5.
To be able to calculate the efﬁciency of a design we need to be able to calculate the information matrix, C, of any
design since theD-optimal value of a design is just the determinant of the inverse of the information matrixC. The form
ofC depends on the model being used to analyse the results of the choice experiment and on the parameters themselves.
The most common model used for choice experiments is the multinomial logit model and usually we want to be able
to estimate the main effect of each attribute; that is, the effect of that attribute alone on the choices made. Sometimes
we are interested in the joint effects of two attributes on the choices made; we call this the two-factor interaction effect.
The model you design for is the model that you can estimate; if you want to be able to estimate interactions then you
need to design with that in mind. The design in Table 2, for example, cannot estimate any two-factor interaction effects.
Using the multinomial logit model, C =BB ′, where B is the matrix of coefﬁcients for the effects to be estimated and
 is an incidence matrix. First we deﬁne . If the choice experiment has N choice sets in it, each choice set is of size
m and we make no assumptions about the relative importance of any of the attributes, then the off-diagonal entries in
Nm2 are the negative of the number of times that the ith and jth treatment combinations both appear in a choice set.
The diagonal entries are chosen to give row and column sums of zero. If we are interested in estimating main effects
then Bq , the main effects matrix for the qth attribute which has q levels, is deﬁned to be the q − 1 non-constant rows
from any orthonormal matrix of order q with one row constant. Then the normalised contrast matrix for main effects
for a 1 × 2 × · · · × k factorial is
BM =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
B1 ⊗
1√
2
j2 ⊗ · · · ⊗
1√
k
jk
1√
1
j1 ⊗ B2 ⊗ · · · ⊗
1√
k
jk
...
1√
1
j1 ⊗
1√
2
j2 ⊗ · · · ⊗ Bk
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
where jq is a 1 × q vector of ones. Further details, including explicit expressions for the incidence matrix when we
have some prior information about the relative attractiveness of the attributes and details about the B matrix when other
effects are of interest, can be found in [2, 3].
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Table 2
An optimal choice experiment to estimate the effects of four attributes, each with two levels
Option 1 Option 2
Choice set 1 0 0 0 0 1 1 1 1
Choice set 2 0 0 1 1 1 1 0 0
Choice set 3 0 1 0 1 1 0 1 0
Choice set 4 0 1 1 0 1 0 0 1
Choice set 5 1 1 1 0 0 0 0 1
Choice set 6 1 1 0 1 0 0 1 0
Choice set 7 1 0 1 1 0 1 0 0
Choice set 8 1 0 0 0 0 1 1 1
Example 1. Suppose that we are interested in the main effects of three attributes. Suppose that 1 = 2, 2 = 3 and
3 = 4. Then
B2 = 1√
2
[1 − 1]; B3 =
[ −1√
2
0 1√
2
1√
6
−2√
6
1√
6
]
; B4 =
⎡
⎢⎢⎣
−3
2
√
5
−1
2
√
5
1
2
√
5
3
2
√
5
1
2
−1
2
−1
2
1
2
−1
2
√
5
3
2
√
5
−3
2
√
5
1
2
√
5
⎤
⎥⎥⎦ .
Suppose that we have the four choice sets (000, 111, 022), (013, 120, 101), (023, 112, 001), (103, 020, 112) each of
size 3. Then the ﬁrst row of 36 has 0s in all positions except for a −1 in columns 022 and 111 and a 2 in the ﬁrst
position.
In this paper we discuss optimal designs when there is no prior knowledge available about the attributes being
investigated and so we are assuming that all options are equally attractive. We brieﬂy discuss extensions to this in
Section 7.
3. Incomplete block designs
Balanced incomplete block designs (BIBD) and partially balanced incomplete block designs (PBIBD) have both
been used in the construction of choice experiments since their introduction into the area by [8]. Recall that a balanced
incomplete block design is a block design based on a v-set, called the set of treatments, such that each block has k
elements, each treatment appears in r blocks and every pair of treatments appears in exactly  blocks. Green [8] proposed
two different uses for incomplete block designs in the choice modelling context. The ﬁrst was to reduce the number
of attributes that a respondent had to consider when choosing between options in a choice set. More recently such
designs have been termed partial proﬁle designs; see [4,7], for instance. Suppose that each product in an experiment
is described by 16 attributes. Then if all the attributes are used in describing each option in each choice set there is
evidence that respondents will not perform as well as they might (see, for instance, [21,17]). To avoid this problem
Green [8] suggested that the attributes be used as the treatments of a BIBD and that the blocks of the design determine
which attributes would be used to describe the options in the choice sets associated with that block. No other attributes
were presented in those choice sets.
Example 2. Suppose that pizza outlets are described by the 16 attributes, each with two levels, as given in Table 3.
Then a (16, 20, 5, 4, 1) BIBD (Table 4 (from [12])) could be used to determine which four attributes were to be varied
in the choice sets associated with each block. Each block of the BIBD would give rise to four choice sets, as illustrated
in Table 5. Using all 20 × 4 = 80 choice sets gives a design which is 100% efﬁcient if only four attributes are allowed
to have different levels between the two options in a choice set and is 25% efﬁcient if there are no restrictions on the
number of attributes which may have different levels in the two options in a choice set. (Don’t forget that the choice
sets should not be shown to respondents in the order of construction but in a random order where the randomisation is
done over all 80 choice sets.)
2784 Deborah J. Street, L. Burgess / Discrete Mathematics 308 (2008) 2781–2788
Table 3
Sixteen attributes used to describe pizza outlets
Attribute First level Second level
Quality of ingredients All fresh Some tinned
Price $13 $17
Pizza temperature Steaming hot Warm
Manners of operator Friendly Unfriendly
Delivery charge Free $2
Delivery time 30min 45min
Vegetarian available Yes No
Pizza type Traditional Gourmet
Type of outlet Chain Local
Baking method Woodﬁre oven Traditional oven
Range Large menu Restricted menu
Distance to outlet Same suburb Next suburb
Type of crust Thin Thick
Available sizes Single size Three sizes
Opening hours Till 10 pm Till 1 am
Delivery time guaranteed Yes No
Table 4
(16, 20, 5, 4, 1) BIBD
0 0 0 0 0 1 1 1 1 2 2 2 2 3 3 3 3 4 5 6
1 4 7 a d 4 5 6 9 4 5 6 8 4 5 6 7 8 9 7
2 5 8 b e 7 b 8 c c 7 9 a 9 8 a b b a c
3 6 9 c f a d e f e f b d d c f e f e d
Table 5
The four choice sets from the ﬁrst block of the (16, 20, 5, 4, 1) BIBD
Option 1 Option 2
Fresh $13 Hot Friendly Tinned $17 Warm Unfriendly
Fresh $13 Warm Unfriendly Tinned $17 Hot Friendly
Fresh $17 Hot Unfriendly Tinned $13 Warm Friendly
Fresh $17 Warm Friendly Tinned $13 Hot Unfriendly
Green’s second suggestion was to use the blocks of the design to determine the actual choice sets presented to
respondents. In this setting an orthogonal array of strength 2 (equivalently an orthogonal main effects plan) is chosen
and the runs of that array correspond to the treatments of the incomplete block design. Thus a number of choice sets,
all of the same size, are generated. Recall that an orthogonal array OA[N, k, , t] is a N × k array with elements from
a set of  symbols such that any N × t subarray has each t-tuple appearing as a row N/t times.
Example 3. Suppose that we want to choose a subset of the 216 possible treatment combinations that describe the
pizza outlets. If we use an orthogonal array of strength 2 with 20 runs and a (20, 38, 19, 10, 9) BIBD then these 20
runs are used as the treatments and each block becomes a choice set of size 10.
Research Problem 1. Carry out a systematic investigation of the properties of choice experiments constructed in this
way using either BIBDs or PBIBDs.
4. Hadamard matrices
No paper written in honour of Jennie would be complete without at least a brief mention of Hadamard matrices.
Recall that a Hadamard matrix of order h is an h × h (1,−1) matrix such that HH ′ = hI . [9] use Hadamard matrices
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to give paired comparisons by saying that a “1” in column i of row j means that in the jth choice set the ﬁrst option has
attribute i at the high level and the second option has attribute i at the low level. A “−1” in column i of row j means that
in the jth choice set the ﬁrst option has attribute i at the low level and the second option has attribute i at the high level.
So the row “1 −1 1 −1” in a Hadamard matrix of order four gives rise to the choice set (1010, 0101). These ideas are
extended in [9] where they consider (1,−1, 0)matrices and a “0” means that the corresponding attribute is not shown to
respondents. For examples, they give an example in which a 9×9 circulant matrix with ﬁrst row {1, 1, 1, 1, 0, 0, 0, 0, 0}
has each “1,1,1,1” replaced by a Hadamard matrix of order 4. Hence each row of the original matrix gives rise to four
choice sets, each showing only four attributes. This gives 36 choice sets with only four attributes different between
the pairs in any choice set. Within the restricted class of designs with only four attributes different, this design is 94%
efﬁcient. We can get the same efﬁciency in 24 choice pairs using the results in [19]. We must increase to 108 pairs to
get 100% efﬁciency in this setting (and even then it is only 44% efﬁcient in a setting in which there are no restrictions
on the number of attributes that can be different between the options in a choice set).
Research Problem 2. What results can you establish in general for the properties of choice experiments derived from
Hadamard matrices?
Recall that a weighing matrix of order h is a (0, 1,−1) matrix such that WW ′ = wI , for some 0<wh. (Here “0”
means that the corresponding attribute has the same level in both options in the choice set.)
Research Problem 3. Can weighing matrices be used to give “good” choice designs?
Tables of Hadamard matrices and weighing matrices can be found in [15,16]. Clearly these constructions only
work for two-level attributes. Both Hadamard matrices and weighing matrices have been generalised; see [5,6] for the
deﬁnitions.
Research Problem 4. Can generalised Hadamard matrices and generalised weighing matrices be used to construct
choice experiments with desirable properties?
5. Orthogonal arrays and related designs for estimating main effects
Many results about the structure of optimal choice experiments depend on the number of attributes that have different
levels between the options in a choice set. For instance, when all attributes have  = 2 levels and main effects are to
be estimated from pairs then the optimal pairs are those in which the levels of all attributes are different. The smallest
optimal design in this case comes from taking pairs obtained by taking the treatment combinations in a regular fraction
of strength 2 and presenting each of these treatments paired with the treatment which has all levels complemented. An
example with k = 4 would be the ﬁrst four choice sets in Table 2. A similar result has been established in general. The
difference between two options described by k attributes is calculated component-wise modulo q for attribute q. In a
choice set of size m there will be m(m − 1) differences in the levels of the attributes between pairs of treatments. For
example, suppose m= 3 and k = 2 with 1 = 2 and 2 = 3. For the choice set (00, 10, 12) the m(m− 1)= 6 differences
are 00− 10 ≡ 10, 10− 00 ≡ 10, 00− 12 ≡ 11, 12− 00 ≡ 12, 10− 12 ≡ 01 and 12− 10 ≡ 02. For the ﬁrst attribute
the difference 0 appears twice and 1 appears 4 times, and for the second attribute the differences 0, 1 and 2 each appear
twice. The proof of the following result can be found in [3].
Theorem 4. Let F be the complete factorial for k attributes where the qth factor has q levels. Suppose that we choose
a set of m generators G = {g1 = 0, g2, . . . , gm} such that gi = gj for i = j . Suppose that gi = (gi1, gi2, . . . , gik)
for i = 1, . . . , m and suppose that the multiset of differences for attribute q {±(gi1q − gi2q) | 1 i1, i2m, i1 = i2}
contains each non-zero difference modulo q equally often. Then the choice sets given by F + g1, F + g2, . . . , F + gm,
for one or more sets of generators G, are optimal for the estimation of main effects only, provided that there are as few
zero differences as possible in each choice set.
This theorem can be used constructively but it is something of an art to get the smallest design.We give a description
of one way of using this theorem constructively and one example of its use. Here is one way to use Theorem 4. We
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begin by calculating the values of x and y (where m = qx + y) so we know that we have y values (between 0 and
q − 1) that are repeated x + 1 times each and (q − y) entries which are repeated x times each. We then partition the
values between 0 and q − 1 into two sets, one containing y entries and the other containing the remaining (q − y)
entries. There are
(
q
y
)
ways to do this. For each partition we calculate the differences that arise from a vector with
m entries in which the entries in the set with y entries are each repeated x + 1 times and the entries in the other set
are each repeated x times. All such vectors have as few 0 differences as possible in the m(m − 1) differences. Next we
partition the vectors into sets based on the number of times each non-zero entry modulo q appears as a difference. We
then choose how many vectors to take from each set of the partition so that we have all non-zero differences appearing
equally often over the set of vectors chosen. If there are several attributes, perhaps with different numbers of levels,
then we must choose the same number of vectors for each attribute. Once we have the vectors for each attribute then
we can calculate the entries for the generators by choosing one entry from each vector for each generator in such a way
that no generator is repeated.
Example 5. Suppose that k=2, 1=2=4 andm=6. Since 6=4×1+2,we have
(
4
2
)
=6 partitions to considerwhere the
entries in the ﬁrst set are repeated twice and those in the second set are repeated once. Thus we get the following six vec-
tors to consider: (0, 0, 1, 1, 2, 3), (0, 0, 1, 2, 2, 3), (0, 0, 1, 2, 3, 3), (0, 1, 1, 2, 2, 3), (0, 1, 1, 2, 3, 3), (0, 1, 2, 2, 3, 3).
We can partition these vectors into two sets based on the differences between the elements of the vectors in each set. If we
letA={(0, 0, 1, 1, 2, 3), (0, 0, 1, 2, 3, 3), (0, 1, 1, 2, 2, 3)(0, 1, 2, 2, 3, 3)} andB={(0, 0, 1, 2, 2, 3), (0, 1, 1, 2, 3, 3)}
then the differences from any vector in A are 0, which appears four times (as it should by construction), 1 and 3 ap-
pearing nine times each and 2 appearing eight times. The differences from any vector in B are 0, which appears
four times, 1 and 3 which appear eight times each and 2 which appears 10 times. We want each non-zero differ-
ence to appear equally often. Suppose that we have x1 vectors from A and x2 vectors from B. Then the number
of times 1 appears as a difference equals the number of times that 3 appears and we need only equate this to the
number of times that 2 appears. Thus 9x1 + 8x2 = 8x1 + 10x2. Solving we have x1 = 2x2 and so we let x1 = 2
and x2 = 1. So for each attribute we choose two vectors from A (possibly the same vector twice) and one vector
from B. Thus we could use (0, 0, 1, 1, 2, 3) and (0, 0, 1, 2, 3, 3) from A and (0, 0, 1, 2, 2, 3) from B as the entries
in the generators for the ﬁrst attribute and (0, 1, 2, 2, 3, 3) and (0, 0, 1, 1, 2, 3) from A and (0, 0, 1, 2, 2, 3) from B
for the second attribute. Now we need to pair up the entries from these sets to get the actual generators and we
must do so without getting any repeated entries in a generator or any repeated generators. Recall that we prefer
to have one entry in each generator as (0, 0). So we could pair the ﬁrst set from A for the ﬁrst attribute with the
set from B for the second attribute to get the generator (00, 01, 10, 12, 22, 33), pair the set from B for the ﬁrst at-
tribute with the ﬁrst set from A for the second attribute to get the generator (00, 01, 12, 23, 32, 33), and ﬁnally pair
the remaining sets to get the generator (00, 01, 10, 21, 22, 33). These three generators give 48 choice sets of size 6
which are 100% efﬁcient for estimating main effects. Pairing in a different way gives another optimal set of gener-
ators (00, 02, 10, 11, 23, 32), (00, 03, 30, 11, 21, 22) and (00, 01, 13, 22, 32, 33), for example. Suppose instead that
our initial vectors for each of the two attributes has vectors (0, 0, 1, 1, 2, 3) and (0, 0, 1, 2, 3, 3) from A, the vector
(0, 0, 1, 2, 2, 3) fromB for theﬁrst attribute, andvectors (0, 1, 1, 2, 2, 3) and (0, 1, 2, 2, 3, 3) fromA and (0, 1, 1, 2, 3, 3)
from B for the second attribute. Pairing we can get the generators (00, 01, 11, 12, 22, 33), (00, 01, 11, 22, 23, 33) and
(00, 01, 12, 23, 32, 33) which give rise to 40 choice sets which are 99.99% efﬁcient. The problem here is that the
second generator only generates 8 choice sets because there are three pairs with difference 22 (00 and 22; 01 and
23; 11 and 33). Hence the differences 1 and 3 only appear four times and the difference 2 only appears ﬁve times
from this pairing. Since 1 and 3 appear eight times and 2 appears nine times as differences from any vector in A
this suggests that using either the ﬁrst or the last generator, together with the second will give 24 sets which are
100% efﬁcient (since each non-zero difference will be represented 13 times over the two sets) and this is indeed
the case.
Research Problem 5. Can you give a better way to use Theorem 4?
For designs in which all k attributes have two levels there is a similar construction for generators for an optimal design
starting with a regular fraction of resolution 3 (equivalently an orthogonal array of strength 2) (see [2] for details). No
other results of this type are available that we are aware of.
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Research Problem 6. Can you get a result like Theorem 4 when you start with a fractional factorial design and hence
get small optimal choice experiments?
We can further generalise Theorem 4 to enable us to construct optimal choice experiments when any two options in
a choice set can have at most s of the attributes with levels that are the same. This technique gives a choice experiment
as good as the one constructed in Example 2. This approach gives a wider range of designs than the approach based on
BIBDs.
6. Optimal designs for estimating main effects and two-factor interactions
Much less is known for this situation.A general expression for the determinant of the appropriate information matrix
can be found in [3] but on occasion no designs can exist which meet the bound. When all attributes have two levels
and the choice sets are of size 2 then we know that the actual maximum determinant that can be obtained equals the
upper bound (see [18]). Designs that achieve this bound include designs with all pairs from a complete factorial with
(k + 1)/2 attributes different, when k is odd and designs with all pairs with k/2 and k/2+ 1 attributes different, k even.
Example 6. Suppose that k = 5. Then the optimal choice experiment with choice sets of size 2 for estimating all main
effects and two-factor interactions is given by the set of 160 pairs in which there are exactly (k + 1)/2 = 3 attributes
with different levels. The sets involving 00000 are 00000 and 00111, 00000 and 01011, 00000 and 01101, 00000 and
01110, 00000 and 10011, 00000 and 10101, 00000 and 10110, 00000 and 11001, 00000 and 11010, 00000 and 11100,
for instance.
No general constructions exist when starting from a fraction although small near-optimal designs are given in [19].
Research Problem 7. Can you ﬁnd a construction for small, optimal designs for estimatingmain effects and two-factor
interactions when all attributes have two levels and choice sets have size 2?
When all attributes have 2 levels but m> 2 then we have a result about the structure of the optimal design (see [2])
but sometimes no design exists with the appropriate structure.
Research Problem 8. Can you ﬁnd the best achievable design in these circumstances?
A construction like Theorem 4 that gives near-optimal designs when all attributes are binary can be found in [2]
but we cannot determine the efﬁciency of the designs in general theoretically, although we can determine it for any
particular design.
Research Problem 9. Can you ﬁnd a way to construct small, but optimal, designs from fractions?
For the general case we have the expression for the determinant of the information matrix but no idea about the
maximum that might be obtained in any but the smallest cases.
Research Problem 10. Can you determine the maximum possible determinant for the information matrix for estimat-
ing main effects and two-factor interactions and ﬁnd designs which achieve this maximum?
7. Concluding remarks
We have presented a number of open problems in the construction of choice experiments for the forced choice setting.
Many other types of choice experiments are routinely used and merit a similar extensive investigation. Results on the
construction of optimal choice experiments when a “none of these” option or a common base option appears in every
choice set have recently been obtained [20]. The use of prior information in the design of optimal choice experiments
has been investigated in [14] using a Bayesian design approach. We have investigated some small designs of the type
described in this paper with a range of prior values for the main effects and found that the optimal design is the same
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in a region around the origin. Other important areas relate to the interaction between the respondents and the design.
The ﬁrst of these is the effect of dominated alternatives on the design of the experiment. If one option in a choice set
is clearly better than any of the others then respondents will pick that option and you are not really getting any useful
information from the inclusion of that choice set in the design. Such an option is said to dominate the other options.
Some work on designing for this situation has been done; see [13] and references cited therein. Complex tasks require
more effort from respondents and hence they are liable to be less consistent. Severin [17] has done some empirical
work that shows that respondents are not as consistent in their choices if many attributes vary between the options in
a choice set. Thus one might want to impose a bound on the number of attributes that can be different between the
options in any choice set. It is possible to get bounds on the determinant ofCwhen restrictions are placed on the number
of attributes that can be varied between options in a choice set. But the construction of designs that meet the bounds
has not been approached systematically. Other approaches to the design of optimal choice experiments appear in the
literature. Kanninen [10] constructs optimal designs when attributes are assumed to be continuous. Grasshoff et al. [7]
consider symmetric designs with m = 2 only and establish that if you can vary at most s attributes in a choice set then
the optimal design for estimating main effects does indeed vary all s attributes, rather than some smaller number. For
estimating two factor interactions only, the optimal design varies (s − 1 − [(s − 2)/]) attributes. They show how to
combine these designs to get the D-optimal design for estimating main effects and two-factor interactions.
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