Abstract Based on the homotopy perturbation method (HPM), a general analytical approach for obtaining approximate series solutions to Volterra integro-differential equations of fractional order is proposed. The approximate solutions are calculated in the form of a convergent series with easily computable components. In this paper, the uniqueness of the obtained solution and the convergence properties of the approach are studied. Some examples are presented, to verify convergence, and illustrating the efficiency and simplicity of the approach.
Introduction
Many physical phenomena can be modeled by fractional equations, which have different applications in various areas science and engineering such as thermal systems, turbulence, image processing, fluid flow, mechanics, viscoelastic, and other areas of applications [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . In recent years, numerous papers have been concentrating on the development of analytical and numerical methods for fractional integro-differential equations. For instance, we can mention the following works.
Lepik [16] applied the Haar wavelet method to solve the fractional integral equations, Momani and Noor [17] applied the Adomian decomposition method (ADM) to approximate solutions for fourth-order fractional integro-differential equations, and Rawashdeh [18] applied collocation method to study integro-differential equations of fractional order. Moreover, properties of the fractional integro-differential equations have been studied by several authors [19] [20] [21] [22] .
The main objective of the present paper is to study the convergence of homotopy perturbation method (HPM) for solving the linear and nonlinear integro-differential equations of order fractional. In this study, we consider Volterra integro-differential equations of fractional order of the form
0þ is the fractional derivative, and f(x) is unknown function. Many problems that arise in fluid dynamics, biological models, chemical kinetics, and other sciences lead to mathematical models described by nonlinear fractional order integro-differential equations [23] [24] [25] .
The structure of this paper is organized as follows: In the following section, we introduce the basic definitions and properties of the fractional calculus theory. In Section 3, we construct an algorithm for solving Volterra integro-differential equations of fractional order by using the homotopy perturbation method. In Section 4, the uniqueness of the obtained solution of the approach is studied. In Section 5, the convergence conditions for the homotopy perturbation method for the Fredholm integro-differential equations of fractional order are formulated and proved in paper. In Section 6, we present some numerical results. We end the paper with few concluding remarks in Section 7.
Background material and preliminaries
In this section, we present the definitions and auxiliary results regarding fractional calculus, which are used throughout this work. The following properties can be found in [25] [26] [27] .
Mittag-Leffler function
The Mittag-Leffler function E a,b (z) with a > 0, b > 0 is defined by the following series representation, valid in the whole complex plane [26] 
Riemann-Liouville fractional integral
The Riemann-Liouville fractional integral operator of order a(a P 0) on the usual Lebesgue space L[0, T] is defined as 
Caputo fractional derivatives
The Caputo fractional derivatives of order a are defined by the following expression 
Also, we need here two of its basic properties
Volterra integro-differential equations of fractional order
Applying the operator I 
Operators L and N can be defined in the following way
We choose f 0 ðxÞ ¼ I d 0þ ðgðxÞÞ þ P rÀ1 j¼0 a j as initial approximation guesses. By using the above definition, we construct the following homotopy
where p 2 [0, 1] is the so-called homotopy parameter, Fðx; pÞ : ½0; T Â ½0; 1 ! R, and f 0 defines the initial approximation of the solution of Eq. (1). Assume the solution of Eq. (7) to be in the form
In order to determine the functions F j , j = 1, 2, . . . , substituting Eq. (8) into Equation H(F, p) = 0 and collecting terms of the same power of p gives
kðx; tÞS jÀ1 dtÞ; j P 1;
Then, the solution of (1) has the following form:
If it is difficult to determine the sum of series (8) for p = 1, then as an approximate solution of the equation, we approximate the solution F(x) by the truncated series:
Then, the Volterra integro-differential equations in (1) have a unique solution whenever
Proof. Let F and F * be two different solutions of (1) then
Hence, we get
Let us set
Cðd þ 1Þ ;
, which ends the proof of theorem. h
Convergence
In this section, we provide sufficient condition for the convergence of solution series. First, we introduce the following notation.
Let 
Moreover, suppose that OEf 0 (x)OE 6 R, "x 2 [0, T], then the series P 1 j¼0 F j ðxÞ is absolutely convergent.
Proof. Now, we are going to prove that P 1 j¼0 F j ðxÞ is absolute convergence. The assumptions made imply the following estimations: Proceeding by induction we obtain
Let we consider the series
It is known that
is a Mittag-Leffler function of order d, evaluated at OEk OENT OEx OE d , therefore the sequence P 1 j¼0 F j ðxÞ is absolute convergence. h 1. There exist constant N such that jkðx; tÞj 6 N; 8ðx; tÞ 2 ½0;
The nonlinear theory
T 2 :ð23Þ2. F 0 2 N r (F) where N r (F) = {f 2 C([0, T])OE if À Fi < r}.
The nonlinear terms G is Lipschitz continuous with
Then, the series P 1 j¼0 F j ðxÞ is absolutely convergent.
Proof. Define the sequence of partial sums fA k ðxÞg 1 k¼0 . Now, we are going to prove that fA k ðxÞg 1 k¼0 is absolute convergence. Let A I (x) be an arbitrary partial sums, subtract F(x) from S I (x), we have
Proceeding by induction we obtain:
Cð2d þ 1Þ kF 0 ðxÞ À FðxÞk 1 ;
. . .
As we know, the series of
therefore the series P 1 j¼0 F j ðxÞ is absolute convergence. h
Test examples
In order to demonstrate the performance of the present method as a novel solver for integro-differential equations of order fractional, two different problems were selected as test problems. The calculations were done using MAPLE. ; 0 6 x 6 1 fð0Þ ¼ 0: . . .
Continuing this way ad infinitum, we obtain
It is clear that
Thus the above sequence is convergent. This confirms that the HPM for integro-differential equation in (30) converges to exact solution. , we obtain
Àt S jÀ1 dtÞ; j P 1; ð31Þ In order to avoid difficult fractional integration, we can simplify the integration by taking the truncated Taylor expansions for the exponential terms in (31), e.g. .
If we take d = 0.5, by calculating the successive functions F j , we obtain 
