Although writing rubrics can provide valuable feedback, the criteria they use are often subjective, which compels raters to employ their own tacit biases. The purpose of this study is to see if discreet empirical characteristics of texts can be used in lieu of the rubric to objectively assess the writing quality of EFL learners. The academic paragraphs of 38 participants were evaluated according to several empirically calculable criteria related to cohesion, content, and grammar. Values were then compared to scores obtained from holistic scoring by multiple raters using a multiple regression formula. The resulting correlation between variables (R = .873) was highly significant, suggesting that more empirical, impartial means of writing evaluation can now be used in conjunction with technology to provide student feedback and teacher training.
Introduction
Several studies recognize the efficacy of the rubric as a means to score writing and provide feedback (Cope, Kalantzis, McCarthey, Vojak, & Kline, 2011; Mansilla, Duraisingh, Wolfe, & Haynes, 2009; Peden & Carroll, 2008) . A study by Beyreli and Ari (2009) , for example, found that it could be accurately used to assess ten properties related to structure, language, and organization with a fair degree of inter-rater reliability (from 65% to 81%). Another study revealed that it could be used to evaluate writing holistically, regardless of the participants' L1 (Sévigny, Savard, & Beaudoin, 2009) . Recent adaptations of the rubric have even discovered the potential to increase formative feedback through the use of both technology and self-assessment strategies (Cope, Kalantzis, McCarthey, Vojak, & Kline, 2011; Peden & Carroll, 2008) .
While rubrics can provide a systematic means to evaluate student writing, their reliability and validity can be questionable. This is exemplified by recent studies, which reveal that rater bias and invalidity of writing assessments are negatively impacting summative student evaluation (Graham, Hebert, & Harris, 2011: p. 10; Johnson & VanBrackle, 2012) . To overcome these shortcomings, educators have advocated the use of more authentic assessment methods such as self-assessment checklists, writing conferences, and writing portfolios (Schulz, 2009 ). Current problems with reliability and validity of the writing rubric may be caused by the subjectivity of rubric criteria. As pointed out by Fang and Wang (2011) , such criteria contain expressions such as "exceptionally clear", "effectively organized", "carefully chosen", and "strong control", which force teachers to "rely on their own intuition and discursive knowledge in mak-ing judgment calls" (Fang & Wang, 2011: p. 148 ). In reality, this use of vague, subjective descriptors for different categories of writing reflect a deficiency in understanding of what constitutes good writing. Exploration of more objective, empirical measures of writing quality may improve this understanding, thereby allowing for the development of more effective evaluation techniques (Sévigny, Savard, & Beaudoin, 2009 ). The purpose of this study, therefore, is to examine multiple empirical criteria and their influence on overall writing quality.
Disparities between Writing Rubrics
Many educators have attempted to increase the validity and reliability of writing evaluation through the development of rubrics. Although they are a useful step forward, key limitations remain. One of the largest problems with such rubrics is the subjectivity and ambiguity of language they contain. Holistic rubrics, for example, which rely upon general impressions of quality based upon descriptors contained within each proficiency level, often contain vague language which masks the significance of results and lessens the potential for washback (Brown, 2004) . Consider the following examples contained within levels 4 and 5 of the Test of English as a Foreign Language (TOEFL) rubric for academic writing (Educational Testing Service, 2008) :
Criteria for Rubric Level 4 1) Addresses the topic and task well, though some points may not be fully elaborated.
2) Is generally well organized and well developed, using appropriate and sufficient explanations, exemplifications, and/or details.
3) Displays unity, progression, and coherence, though it may contain occasional redundancy, digression, or unclear connections. 4 ) Displays facility in the use of language, demonstrating syntactic variety and range of vocabulary, though it will probably have occasional noticeable minor errors in structure, word form, or use of idiomatic language that do not interfere with meaning.
Criteria for Rubric Level 5 1) Effectively addresses the topic and task.
2) Is well organized and well developed, using clearly appropriate explanations, exemplifications, and/or details. 3) Displays unity, progression, and coherence. 4) Displays consistent facility in the use of language, demonstrating syntactic variety, appropriate word choice, and idiomaticity, though it may have minor lexical or grammatical errors.
As revealed by the words highlighted in bold text, criteria within levels four and five can be decidedly subjective. Expressions such as "effectively addresses the topic" or "addresses the topic and task well", for example, cannot be assigned an empirical value, since they rely primarily on the opinion of an evaluator. Raters must use their own intuition to interpret whether the text is "effective" by using their unique personal experiences and cultural backgrounds. Other terms, such as "appropriate", "sufficient", "occasional", and "probably", are also ambiguous, and may be interpreted differently depending upon personal characteristics of the reviewer. It is this ambiguity that requires extensive training to attain an acceptable level of interrater reliability (Brown, 2004) . Due to such problems with holistic writing rubrics, it is imperative that more objective means of evaluating writing are developed to increase reliability and decrease the need for extensive training of multiple raters.
In addition to problems with subjectivity, rubric criteria often evaluate disparate traits, making assertions of validity problematic. The TOEFL IBT rubric, for example, evaluates factors such as organization, unity, coherence, grammar, and idiomatic language of the academic essay genre (Educational Testing Service, 2008) , while the American Council on the Teaching of Foreign Languages (ACTFL) evaluates multiple genres in conjunction with factors such as fluency, use of low-frequency structures, and vocabulary (American Council on the Teaching of Foreign Languages, 2012). Yet another writing rubric designed by Peregoy & Boyle (2005) includes sentence variety in addition to elements included in both the TOEFL and ACTFL rubrics.
In summary, criteria within rubrics have a great deal of ambiguity and disparity, which make determinations of validity and reliability more problematic. Raters are compelled to interpret criteria differently, leading to the introduction of personal biases during the writing evaluation process. This behavior is exemplified through a study by Hunter and Docherty (2011) , which reveals that raters use their own tacit expectations to interpret and evaluate aspects of writing structure, content, and expression. Because of problems with rubrics and associated rater behaviors, more objective empirical measures of writing quality are needed. Such measures can increase validity and reliability by ensuring that multiple raters assess precisely what is prescribed within set criteria. Moreover, the use of these measures can allow for extensive automation of writing evaluation. While some empirical measures of writing quality have now been developed, they continue to yield EFL writing scores that differ significantly from those assigned by human raters (Chodorow & Burstein, 2004; Weigle, 2010) . More study is needed to understand how empirical criteria may be used to evaluate the overall writing quality of diverse learners. The purpose of this study, therefore, is to see if multiple empirical measures can be used to accurately assess the quality of academic writing composed by EFL learners.
Research Questions
1) Can empirical methods of text evaluation (e.g., cohesion, content, and grammatical accuracy) be collectively used in lieu of a holistic scale to accurately rate the writing of EFL learners?
2) How can empirical measures of writing quality be used to improve evaluation and education in an EFL setting?
Method
The purpose of this quasi-experimental study was to see if writing quality could be accurately assessed through using empirical measures of EFL writing. Due to the complexity of developing measures for multiple types of discourse, only one genre, that of academic writing, was examined within this study. Traditional evaluation methods, which required multiple raters and a holistic scoring rubric, were statistically compared to empirical values of writing quality.
Participants
This study included participants from two 6-month in-service training programs for English teachers in Seoul, South Korea. There were a total of 38 participants, all of whom spoke Korean as their L1. All participants were middle and high school English teachers with extensive language training. They ranged in age from 30 to 56 years old, and had extensive teaching experience that often surpassed 20 years.
Procedure
To obtain writing samples, the participants were each asked to write an academic paragraph about the cell phone's influence on society. Following the collection of the writings, they were evaluated using a holistic writing rubric designed for the Test of English as a Foreign Language (TOEFL) (Educational Testing Service, 2008) . Two native English-speaking EFL instructors independently rated each writing using the holistic rubric. Subsequently, scores were averaged to provide a benchmark for comparison to empirical methods of evaluation. Both instructors had over 10 years of experience as EFL teachers in South Korea, and had received extensive training in EFL assessment at the graduate level.
To empirically determine the quality of each academic paragraph, quantitative strategies for the analysis of cohesion, content, and grammatical accuracy were developed. These strategies are further explained within the following sections.
Empirical Evaluation of Cohesion
Cohesion, which refers to relationships within a text that make it appear unified, was operationally defined through the work of Halliday and Hasan (1976) , which asserts that cohesion is maintained through lexical repetition, reference, conjunctions, ellipsis, and substitution. Lexical repetition was evaluated according to eight categories (Hasan, 1984: p. 202 ):
Type
Example 1) Repetition leave, leaving, left 2) Synonymy leave, depart 3) Antonymy leave, arrive 4) Hyponymy travel, leave/arrive (leave and arrive are included in the word, travel) 5) Meronymy hand, finger (finger is part of the hand) 6) Equivalence the doctor was their dad 7) Naming the dolphin was named flipper 8) Semblance the girl looked like an angel According to these categories, examples within texts that used versions of the same word, synonyms, and antonyms; more specific forms of a word, called hyponyms (fork is a hyponym of silverware); constituent parts of a word, called meronyms (finger is a constituent of hand); or seemingly different words to refer to the same object, as in the examples of equivalence, naming, and semblance, were all tallied for each text. The information was then entered into a database for analysis.
In addition to examples of lexical cohesion, conjunctions (e.g., however, and, but, in contrast), which connect different sentences or clauses; references (pronouns and determiners), which denote a semantic relationship to other words within a text; substitution, the insertion of a word or phrase for another; and ellipsis, the omission of a word or phrase, were all tallied for each text (Hoey, 1996) .
After empirical values of cohesion were collected for a paragraph, they were divided by the total number of words within the respective paragraph from which they were taken. This ensured that text length did not skew the significance of the empirical values.
Empirical Evaluation of Content, Fluency, and Vocabulary
Content was empirically evaluated by calculating lexical density, sentence length, the presence of low-frequency vocabulary, and the presence of hard words in each text. First, lexical density, which describes the proportion of content words (nouns, adjectives, verbs, and adverbs) to the total number of words, may reveal how much information is contained within the text (Johansson, 2008) . Second, texts containing longer sentences may reveal higher fluency and more sophistication of grammatical features. Third, the frequency of low-frequency vocabulary (vocabulary that appears less often within a corpus) and hard words (words with three or more syllables) may indicate that the student is using more sophisticated vocabulary. While not all long words may be considered difficult (e.g., asparagus), academic texts with longer words may reveal an overall trend toward the use of more sophisticated vocabulary.
Free software programs were used to calculate lexical density, sentence length, vocabulary frequency, and hard words. Sentence length and vocabulary frequency could be determined through using the Lexile Analyzer freely available at lexile.com, while lexical density and hard words were determined by using the free Text Analyser included at usingenglish.com. Since neither of these programs included all of the criteria for evaluating text content, both programs were used.
Empirical Evaluation of Grammar
Grammar was empirically assessed by tallying each error within a text. Errors were further divided into the following categories for more detailed analysis: prepositions, verb tense/ agreement, count/non-count, plurals/article, run-on sentence, sentence fragment, word form, other.
After empirical values of grammar were collected for a paragraph, they were divided by the total number of words within the respective paragraph from which they were taken. This ensured that text length did not skew the significance of the empirical values.
Data Analysis
After empirical values for cohesion, content, and grammar were obtained for each academic paragraph, they were used to predict inter-rater writing scores using the multiple regression formula. Issues of multicollinearity were also examined, and texts were qualitatively examined to interpret the significance of the quantitative results.
Results and Discussion
After rating and averaging writing scores from two raters, scores were compiled into a chart (Appendix A). Although ratings on the TOEFL rubric range from 0 to 5, inter-rater scores revealed a range from 1.5 to 4.5. Although writing evaluation by individual raters was generally similar, there were some differences, resulting in a moderate Cronbach's alpha value (α = .622). There was a normal distribution of scores along a Gaussian curve, with most of the scores falling between 2.5 to 3.5.
Comparison of inter-rater scores with empirical values of cohesion, content, and grammar revealed substantially significant results. Using multiple regression, the empirical values of cohesion, content, and grammar correlated highly (R = .873) to inter-rater determinations of writing quality ( Table 1) .
ANOVA results further confirm the significance of relationships between variables, yielding an F score of 4.702 which is significant to the .001 probability level. The high correlation between the dependent variable (inter-rater scores) and independent variables (empirical values of cohesion, content, and grammar) suggests that purely quantitative assessments of writing may have a high degree of predictive validity. The R-square value further indicates that 76.2% of the scores assigned through inter-rater evaluation can be explained using the independent variables within this study.
Analysis of individual variables in the multiple regression model yields a more holistic understanding of the results (See Table 2 ). None of the variables of cohesion (lexical repetition, reference words, or conjunctions) show a significant relationship to inter-rater scores. This may mean that the empirical method for calculating cohesion is problematic. It may also signify that problems with cohesion were not prominent within the texts, which were created by EFL middle and high school English teachers with a great deal of experience. Albeit insignificant, the positive t values for reference words and conjunct- tions (t = 1.639; t = .391) suggest that these cohesive devices were used more often as writing quality increased; the negative t value for lexical repetition -.941, in contrast, suggests that a larger number of repetition was employed in writings of lower quality. From a qualitative perspective, learners who scored low on the holistic writing rubric appeared to employ simple repetition (e.g., repeating the subject cell phone) much more often than those with a high rubric score. In writings with higher scores, sophisticated references (e.g., this form of technology, a new device) and conjunctions (e.g., Moreover, In contrast, etc.) were used more often than simple repetition. Unlike texts with lower scores, the highest quality texts also included examples of semblance, as in the sentence "A cell phone is a new door to a new era." In the category of content, both word frequency and lexical density were significantly correlated to inter-rater scores when other independent variables were controlled for, yielding p values of .007 an .045, respectively. Sentence length, while insignificant at the .05 probability level, was nearly significant (p = .062). In contrast to other variables within the content category, hard words appear to have a miniscule influence on inter-rater scoring, yielding an insignificant score of p = .915. Overall, empirical measures of writing seem to accurately predict inter-rater scores. Positive t values of sentence length and hard words (t = .108; t = 1.968) may suggest that both of these factors increase as writing quality increases, while negative t values of word frequency and lexical density (t = -2.955; t = -2.127) suggest that both of these factors decrease in intensity as writing quality increases. This supports qualitative observation of texts. Consider the following examples: 1) Participant 6 (Rating 4.5) Cell phone is a new education tool that leads you to a new educational process. Mobile learning is a topic that people are interested in these days. You can get new information or learn via cell phones from the web as well as from textbooks. Third, it's a new device to get whatever information you need by using wireless connection to the Internet.
2) Participant 12 (Rating 2) Cell phone is used for educational purpose for their kids. Cell phone can be books, dictionary, and teachers that give all the information children need all the time. Cell phone can be a toy for their children.
Writings with higher ratings tended to have longer sentences, which were lengthened using sophisticated conjunctions and more difficult vocabulary. In example one, relative clauses, prepositions, and conjunctions are freely employed (e.g., that people, that leads, whatever information, by using, or) , thereby lengthening sentences and increasing writing quality. Moreover, this text includes difficult vocabulary, such as device, wireless communication, and mobile, increasing the sophistication of the text. In the second example, conjunctions are hardly used, and sentence length appears to be limited by the proficiency of the learner. The example is more lexically dense because less grammatical features are used to make sophisticated sentences. Simple nouns, such as cell phone, are repeatedly used to convey meaning, without the use of complex grammatical features.
Like content, the grammar category of empirical evaluation has several independent variables that appear to predict interrater scores of participant writings. The subject agreement/tense, countable/uncountable, and miscellaneous "other" categories (this category predominantly contained errors with gerund use), were the most significant predictors of inter-rater writing scores, yielding p values of .006, .036, and .034 respectively. Incorrect use of part of speech was nearly significant at p = .068. When viewed holistically, trends in grammar use reveal a distinct pattern. Grammatical errors steadily decrease as scores rise from 1.5 to 4.5. Not only do errors within grammatical error categories steadily decrease, but the number of error categories decrease as inter-rater writing scores increase (See Appendix B) .
While variables within each category differ in their degree of significance, the overall high correlation of combined variables in the multiple regression model suggests that multiple variables may be involved in the assignment of inter-rater scores. Analysis of multicollinearity further suggests that each factor may independently contribute to the assignment of a holistic writing score. All independent variables had tolerance levels above 2 and variance inflation factors (VIF) below 5, suggesting that one factor was not significantly related to another (Appendix C).
Although more study is needed to confirm and increase the predictive validity of variables used within this study, the highly significant results suggest that empirical methods of calculating EFL writing quality may be both a valid and reliable tool for education. The use of empirical methods has several advantages over traditional rubrics. One distinct advantage is that it can reduce subjectivity which is now associated with rubric criteria and rater performance. Empirical methods of writing evaluation, for example, would eliminate the influence of tacit rater biases that linguistically discriminate against cultural or linguistic groups (Johnson & Van Brackle, 2012 ).
An additional advantage of discreet empirical criteria for evaluation is the potential for use with automatic grading technology. The use of such technology would greatly increase the potential to provide washback to EFL students anywhere, anytime. Students could use technology to get feedback concerning vocabulary use, grammatical accuracy, or cohesion without the classroom constraints now imposed by instructor-evaluated rubrics.
A final benefit of empirical methods is that they have the potential to provide EFL teacher training. Teachers may obtain valuable feedback concerning their own personal biases employed while assessing writing quality. To facilitate the training process, automatic assessment technology could be used to highlight criteria of evaluation that need to be further emphasized, or deemphasized. Teachers could then learn to provide equal weight to each rubric category being evaluated, regardless of factors such as language, gender, or culture.
Conclusion
Results of this study reveal that several empirically measurable criteria for writing related to cohesion, content, and grammar can be used to predict overall writing quality of EFL learners. While some of the criteria are more accurate predictors than others, they all appear to synergistically influence the ratings of holistic scores assessed by human raters.
Empirical evaluation of writing has several advantages over traditional methods of evaluation. It allows for the automation of writing assessment, which opens the door to use of the technology as a means of providing both summative and formative writing feedback for students or teachers. Not only can students get more constant and consistent feedback, teachers can receive valuable pre-service or in-service training to sharpen their writing evaluation skills.
Although this study is promising, more study is needed to confirm the validity of empirical measures, as well as to discern additional relevant criteria for empirical writing evaluation of EFL learners. Before such methods of assessment can be used for any summative or formative purpose, they must be thoroughly compared to other forms of writing assessment and examined by a large number of highly trained raters. In addition, empirical methods must be tested with native and non-native English speaking populations to ensure that such techniques are uniformly accurate. Despite the need for further research, the potential to provide automatic EFL writing feedback is clearly evident, and should be further explored.
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