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ABSTRACT 
WC prrsrnt il complete perturbation analysis of orthogonal canonical forms 
(O(:Fs) of linear multivariable systems. Both local linear and nonlocal nonlinear 
prrtllrhation hounds are derived. In particular, the conditioning of OCFs is deter- 
n~irred. 0 Elwvicr Scicncc Inc.. 1997 
1. INTRODUCTION 
Canonical forms of linear time-invariant systems ax(t) = Ax(t) + h(t), 
where u is the shift or differential operator, relative to orthogonal transfor- 
mation groups 
( A, B) -+ ( A,., B,.) = ( UTAU, U?‘R), u E @I, 
[12, 131, or briefly orthogonal canonical forms (OCF), are now widely 
recognized as a powerful, numerically reliable tool in the analysis and design 
of such systems [24, 28, 171. 
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OCFs are much less sensitive in general to perturbations in the data than 
are the canonical forms relative to general transformation groups [lo]. Never- 
theless they also may be extremally sensitive: ill posed in the multiinput case 
or ill conditioned in both multiinput and single-input cases [18, 191. In fact, 
an OCF may even be discontinuous as a function of the initial data. At the 
same time the sensitivity of matrix OCFs (being of independent interest) is of 
great importance in studying the numerical properties of analysis and design 
methods in control theory based on orthogonal transformation; see [24, 28, 
171 and [I, 291. 
Sensitivity analysis of OCFs has been presented in [23] and [25] for 
single-input and multiinput systems respectively in a linear approximation. In 
[21] the sensitivity of controllability subspaces was studied. A drawback of the 
above-mentioned linear (or asymptotic) estimates is that they are valid for 
asymptotically small (tending to zero) perturbations only. In practice, one 
deals with possibly small but finite perturbations, and it is not at all clear 
whether the linear estimates are valid. It is even possible that the perturbed 
system is not controllable while the linear estimate still “works” to produce a 
bound for a nonexistent solution. 
A general approach to nonlinear perturbation analysis producing nonlin- 
ear nonlocal perturbation bounds for the solution of basic linear control 
problems was discussed in [lo]. A special application of this technique was 
proposed in [I41 for the nonlocal perturbation analysis of the Schur system of 
a matrix. This approach was later applied to the nonlinear sensitivity analysis 
of OCFs of single-input systems [8] in standard form ax(t) = Ax(t) + bu(t) 
as well as in the form Tcrx(t) = Ax(t) + hu(t). However, the nonlinear 
estimates from [8] may be improved in their second-order part. In a linear 
approximation the results from 1231 and 181 are identical. Moreover, the 
corresponding linear estimates are unimprovable, thus giving the real condi- 
tion numbers of the problem. 
All these results on the sensitivity of OCFs are based on a specially 
constructed splitting operator for the perturbation in the transformation 
matrix u [I4]. Another approach taking into account the perturbation A P in 
the controllability matrix P of (A, B) and the QR decomposition of P + A P 
was considered in [S] for single-input systems, but it seems to produce less 
sharp perturbation bounds. 
The results from [25] and [21] are based on a regularization technique 
using the perturbation in P and the notion of a numerical structure of a 
multiinput system. In this case only perturbations preserving the numerical 
structure are considered. 
In this paper we present a complete linear and nonlinear perturbation 
analysis of OCFs for single-input and multiinput controllable systems based 
on the splitting operator proposed in [14]. F or multiinput systems only the 
generic case is considered, since the OCF of a nongeneric system may not 
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even be continuous as a function of the perturbations in the data. The 
perturbation bounds obtained are exact in a linear approximation, producing 
the true condition numbers. Extensive numerical tests show that the nonlin- 
ear bounds are also fairly sharp and are attainable for a class of systems. 
The following symbols [2] are used in this paper: 9 denotes the field of 
real numbers F = 9’ or complex numbers 9 = %?‘: Y w n the space of m X n 
matrices A = [u,,~] over F(F “,i = 9”); A“, AH the transposed and com- 
plex conjugate transposed matrices of A; A’ the Moore-Penrose pseudoin- 
verse of A; det( A) the determinant of A; I] A]] the norm of A [we use the 
spectral norm ]]A]]a = a,,,,( A) (the maximum singular value of A), and the 
Frobenius norm 11 A]lr = (C]ai, j]2)1/2]; ] Al = [[ai, j]] the matrix module of A; 
I, the unit n X n matrix; O,,, the zero matrix of corresponding dimensions 
(if m = 0 or n = 0, it is the void matrix); z3, the group of nonsingular 
n x n matrices; 8,, %,, c Z?Tn the groups of orthogonal (UT U = I,,) and 
unitary (UH U = Z,) matrices U; and g”‘,, ,n c F IL" X 9". ))' the set of con- 
trollable pairs (A, B). 
The Kronecker product of the matrices A, B is denoted by A @ B. 
For a matrix A E 9 n. P, p > 1, we denote by Low(A), Diag( A), and 
Up(A) its strictly lower, diagonal, and strictly upper parts (all of them in 
,P”,P), i.e., Lowi j(A) = ui j if i >j and Lowi j(A) = 0 otherwise, etc. In 
other words Low; Diag, Up ‘are projections 9 ‘,‘r -+ Y ‘. JJ of ranks p(2 n - 
p - 1)/2, p, p( p - 1)/2 if p < n and n(n - 1)/2, n, n(2p - n - 1)/2 
if p > n. 
If A = [u,,~] l 9”‘zn and 1 < p < q < m, 1 < r < s < n, we denote by 
A(p:q,r:s)=[~~+~_,~+~_~],l~i~q-p+l,l~j~s-r+1,the 
(q - p + I)-by-(r - s + 1) matrix with elements at the crossing of rows 
p, p + 1,. . .1 q and columns r, r + 1,. . . , s of A. 
We denote by E the roundoff unit of the machine arithmetic; the symbol 
:= stands for “equal by definition”. 
2. ABSTRACT CANONICAL FORMS 
Let M be a set, and F a group of automorphisms y, 6,. . . , on M. The 
transformation group F acts on M as (a : 7) + r(u) E M, a E M, y E r, 
and defines an equivalence relation = on M, namely a = b e b = r(a) 
for some y E F. The set [a] = {y(u): y E r} c M is the orbit of a E M. 
The set M/T of all disjoint orbits is the factor (or orbit) space of M. 
Obviously M = LJ .[a]. 
A function f defined on M is said to be an invariant relative to I’ if 
U= b * f(u) =f(b). If in addition f(u) =f(b) +. a =: b, then f is said 
to be a complete invariant. 
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A set M,. is called a set of canonical forms (or a canonical set) for the 
action of r on M if it contains exactly one member a, E [n] from each orbit 
[a]. The subgroup I, := {r E I : -y(a) = a} is the stabilizator of a E M. The 
element a is unstable if I’, = {E}, where E E F is the identity. A subset of M 
is unstable if all of its elements are unstable. 
The following propositions deal with the case when M is unstable. They 
are useful in studying the action 
( A, B ; U) + (U’JAU, CHB) 
of unitary and orthogonal transformation groups I- C %‘,/,, on M = g,:,, ,,1 1131. 
PROPOSITION 1.1. The set M is ~ln.stable if and only if there exists an 
unstable canonical set Al,.. 
PROPOSITION 1.2. Let M,. be a canonical set. Then M is unstable if nnd 
only iff;,r each a E M there is a wipe y E I- such that y(a) E M,.. 
A partial converse of Proposition 1.2 is 
PROPOSITION 1.3. Let M be un.stabk. Thm the subset M,. c M is a 
ccmonical set if and only if it contains at least one element from each orbit and 
for each b E M, and y E I- we have y(b) E M,. * y = E. 
The OCFs presented in Sections 3.1 and 4.1 are derived and justified as 
canonical by using Propositions 1.1-1.3 [ 131. Another approach to OCFs was 
proposed in [6]. In fact, only the OCFs considered in [13, 6] may be 
considered as canonical in strict mathematical formulation: widely used 
Hessenberg forms are often only quasicanonical. 
3. SINGLE-INPUT SYSTEMS 
In this section we present local linear (asymptotic) and nonlocal nonlinear 
perturbation bounds for OCFs in the single-input case. 
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3.1. Statement of the Problem 
Consider the single-input controllable system 
cTx(t) = Ax(t) + &L(t), t E T, (1) 
where x(t) EF’, u(t) E@, and A ES”*“, B ~9”. Here u is the 
differentiation [ox(t) = x’(t)] or the shift-forward [(TX(~) = x(t + 111 oper- 
ator. According to these two cases we have a continuous-time system with 
T = [0, m) or a discrete-time system with T = (0, 1, . . . ). Further, the system 
(1) is identified with the matrix pair S = (A, B) E E’,,,, i. 
Using a change in the state space x(t) = Uy(t) where U E I and 
I c .?z%, is a subgroup, we obtain a system with a matrix pair S, = (A,, B,) 
= (U’AU, U- ‘B). Thus an action of r on @?” 1 is defined. 
Further on we consider only the case 9 = &’ and r = @,, for simplicity. 
The case 9= %‘, I = Zfl is obtained replacing 8, with %!,, and the transpo- 
sition of a matrix with complex conjugate transposition. 
As is well known. a canonical form of S relative to 8, is the pair of the 
form S,. = (A,., B,) = (U’AU, U’B), U E &,,: 
A,. = 
%~I a1.2 aI,3 -1. a,.,-, al,, 
a2, 1 a2.2 a2.3 ... a2.“-] a2, n 
0 a3,2 a3.3 ... a,, “P I a3,n 
0 0 0 **a a, i_, a,: n 
B,. = 
al.0 
0 
0 , 
4 0 
where ai i_ 1 > 0, i = 1, . . . , n. We note that for a pair S E gn i the 
canonical’ form S, and the transformation matrix U E 8, are uniquely 
determined [Is]. However, all considerations given below hold also for the 
case when S is not controllable but the dimension of its controllable subspace 
isequalton-I.Inthiscaseaii_,>O,i=1,...,n-1,a,._,=0,and 
U is determined up to a right multiple of the type diag(1, . . . , i, & 1). 
For the set of canonical forms (A,, B,) we have 
Low[ B,, A,] = 0 
and Low( P(S,)) = 0, where 
P(S) := [B, All,..., A”-‘B] 
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is the controllability matrix of S. The matrix U is thus the Q factor in the QR 
decomposition of P(S). 
Suppose that a, b are positive constants such that the pair 
S+AS=(A+AA,B+AB) 
remains controllable provided ]]A AlIF < a, IlABll < b. For every such per- 
turbation AS in S there exists a unique U + AU E 8, such that the pair 
with 
(S + AS), = ((A + AA),,(B + AB),) 
(A + AA)C = (U + AU)“( A + AA)(U + AU), 
(B + AB)C = (U + AU)“( B + AB) 
is again in canonical form. We note that the domain in the plane of 
parameters (a, b) ensuring controllability of the perturbed pair S + AS is 
studied in [El. 
Our purpose is to estimate the perturbations in the canonical form S,, 
AA, := I]( A + AA>c - A,llr, As, := II( B + AB), - B,ll, 
as functions of the perturbations 
A, := IIAAIIF, As := IlAB 
in the initial pair S. Also, one may look for an overall estimate for 
as a function of A,, As or of 
The estimate for As is immediate; it follows from the form of B, that 
ABY =lll( B + AB)cll - IIB,llI G IIABII = AB (2) 
with equality if A B is proportional to B. 
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Denoting 
X := AUTU, E := (U + AU)T AA(U + AU), 
F := (U + AU)T AB 
and having in mind that 
x + xr + xrx = x + XT + XXT = 0, 
we get 
(A+ AA),-A,=E+(XA,-A,X)(Z,+XT) 
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(3) 
(4 
and 
(B + AB)c - B, = F + XB,. (5) 
It follows from (4) that 
A, =G IIEIIF + IIXA, - A,XIIF G A, + WA,> (6) 
where Aa := IlAUlIr = 1lXllF and 
w = w(A) := max(llYA - AYIIF: IIY IIF = I} = IIZ,I 8 A - AT 8 1,112. 
Hence the problem is to estimate the quantity A, = II X llr. In what follows 
we shall give bounds for AU which are linear or nonlinear functions of As. 
3.2. Main Relations 
Let 2 be the linear operator mapping the subspace of strictly lower 
matrices Low(S’“~ “) into Low(S”*(“+ ‘)) and defined from 
9’(Y) = Low[YB,,YA, - A,Y], Y E LOW(W”~“). 
Then having in mind the relation 
Low[YB,,YA, - A,Y] = Low[Low(Y) B,,Low(Y) A, -A, Low(Y)] 
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and applying Low operation to both sides of (4), (51, we obtain 
5+ow(X)) = -Low[F,E] - Low[O,(XA, -A,X)XT]. (7) 
It is interesting to point out that the operator 9* : 9’~” * S”,(“+ ‘) 
defined by 
9’*(Y) = [YB,.,YA, - A,Y] 
is in fact the conjugate operator of the so-called pole assignment operator 
9:9-(n+1),” -+9P”, where [ll, 41 
= A,X - XA, + B,Z, x E&P.“, z e‘9l.n. 
For controllable systems 9 is surjective and .9* is injective. 
We note that the restriction J% of .S? into Low(S’“~(“+‘)) is invertible if 
and only if the dimension of the controllable subspace of S is not less than 
n - 1. Hence in our case (7) yields 
Low(X) = II,(X) 
:= -A-‘{Vec(Low[F, E] + Low[O, (XA, - A,X)X’])}, (8) 
where 
Vet(Z) := [.z,,, ,..., z,,r, .z3,2 ,..., z,,,a ,..., z,,,_r]r E9’“(“-‘)/2, 
Z = [ zij] E5$?,(“+‘). 
The general form of the block lower triangular matrix M E 9Fs, s = 
n(n - 1)/2, of the operator J% is given in 1231. We have M = [ Mi, jl, i, 
j = l,..., n - 1, where 
M,,j = [O~n-i)x(~-~)> ~j,i_lZ,_i] - ai,j+lA,(' + 1: n,j + 1: n) 
if i aj, and Mi,j = O~n-i~x~n-j~ if i < j. Here ai j is the Kronecker delta. 
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In particular, Mi, i = n,, i _ , I, i and hence 
t,- 1 
det( M) = n a:,~; 1 > 0. 
i=l 
3.3. Linear Local Estimates 
Linear perturbation bounds are obtained by neglecting second-order 
terms in AS and X. In first approximation we have X + Xr = 0. Thus 
x = Low(X) + Up(X) 
and Av = IIXllr; = mLodx)llF. 
Denoting 
/_L=/_L(S) =IIM-‘ll2= l 
qnin(“) ’ 
it follows from (8) that 
IILow( X)ll, < /..dILow[ F, E]ll~ =s 1.4. 
Combining with (6), we get 
A, =G AA + &WAS. (9) 
Hence the quantity K := 1 + fiwp is the absolute condition number, 
while k := K/llSll F is the relative condition number of the OCF. 
Note that or. is the true condition number of the computation of U as a 
function of the data (A, B). Indeed, take Vec&ow[F, El) as the eigenvector 
of the matrix M-‘M- ’ corresponding to its largest eigenvalue CL*, and let 
(Diag + Up)[F, E] = 0. Then ]]Low(X)]lF = /.~hs + O(A!s>. 
Local linear componentwise perturbation bounds are easily obtained from 
(8): 
ILow( X)15 El := IM-‘l Wec(Low[F, E])I, 
where 5 is the componentwise partial ordering in 9”. “. Since X = Low(X) 
- [Low( X )I’, we have 
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Now (4) and (5) Yield 
I( A + AA)c - A,[ 5 IEI + (EM,1 + tA,I 1 E)(In + E:>, 
[(B + AB)C - B,I 5 IFI + %B,. 
3.4. Nonlinear Nonlocal Estimates 
Equation (7) together with (3) constitutes a matrix equation for determin- 
ing X. We shall rewrite this latter equation as an operator equation X = 
II(X), where II: LT’,~ +9P” IS a nonlinear operator. Then we shall use 
the Schauder fwed-point principle to show that the operator equation has at 
least one solution X in certain “small” domain of diameter O(A,) and hence 
satisfies the corresponding nonlinear perturbation bound. For this purpose 
the following splitting technique from [14] is suitable. 
Let X, = Low(X), X, = Diag( X>, X, = Up(X). Determine X,, X, via 
(3), and X, via (7). Then we have 
X=X,+X,+X,=n(x):=n,(x)+rI,(x)+rI,(x), (10) 
where the operator II is defined as follows: II,(X) is the right-hand side of 
(81, and 
Set 5 
where 
II,(X) := -iDiag(X’X), 
n,(x) := -x:‘ - Up(XTX). 
z [(I, (2, e317‘, ei := IIXillF, r := 115112, and 
v= v(S) :=max{~J~(Y):llYllr=l), 
+(Y) :=IILow[O,(YA, -AJ)Y?‘])I, = 
“k,s!/i.k - 
k=i-I 
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The maximization of I,!J(Y > may be done using the direct optimization 
technique proposed in [5]. 
It is easy to see that 
Iln,(X)ll, <fi( 5, As) = 4~(r,A~) := p&l - +A”, + ( (YA, + 1/r)‘, 
II&( x)llF =_fi( 6) := ;> 
where cx := AA/AS < 1 and Ai := (n - 1)/(2n). 
In the above estimates v may be replaced by the greater quantity 
v. = VJ S) := I[( I, 8 AZ - A, 8 Z,)(2n + 1: n2, 1: rr”) 112. 
Indeed, the expression under the max operation for determination of v 
depends only on (YA, - A,Y X3 : n, 1: n) rather than on the whole matrix 
YA, - A,Y, and the estimate v < va is immediate. 
Consider now the vector equation 
c =f(c> As), (11) 
where 
As follows from the analysis below, Equation (11) has a positive solution 
c = ccc\,) for As > 0 sufficiently small. The equivalent equation (in r) 
r = c#~(r, As) := #(r-, A,) + fr” + [ 4,(r> As) + +I2 (12) 
may be written as an algebraic equation of fourth order, which is not 
presented here. 
Since 4( r, A) is increasing in both r and A, then, applying the method of 
majorant Lyapunov functions [3], it may be shown that there exists a positive 
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constant A* (depending on Z_L, (Y, and n) such that: 
1. For 0 < As < A* there exist two positive solutions rm,” = T,,,~“(A~) 
< t-In,, = rInkI, (As) of (12) [for As = 0 one has T,,,~” = 0, r,,, = 2/((r,2 + 
/3:); see (15) for notation]. 
2. For As = A* there exists one (double) positive solution r* := 
r,i,(A*) = r,,,(A*) of (12). 
3. For A, > A* there are no real solutions of (12). 
The pair (r*, A*) is obtained as a solution of the nonlinear system of 
equations 
r = 4(r, A), 1 = c#$(r, A). 
We note that in general the critical value A* and the corresponding solution 
of (11) c* = c(A*) are obtained via the nonlinear system [3] 
c =f(c> A>> det[ I, -fi(c, A)] = 1, 
where fi(c, A) = [ ax<c, A>/&,] is the Jacobi matrix off. 
The square root of the smallest positive root r,,in of (12) has the following 
expansion in As: 
=&LA, l+(A,+2av)pA, 
[ 
3 5 
2 - 4n + 2$v2 + 8a/_~vh, + 64~~~~ 
+ O(A$). (13) 
For As < A* denote by 
the solution of (11) corresponding to the root r,in of (12), and consider the 
set 
N = N(A,) := (X E~“.“:IIX~~~~ < c,~“,~(A~), i = 1,2,3} c~%“‘~“. 
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Since 
(with . q ’ l’t’ me ud 1 ies holding componentwise), then the operator II maps the 
bounded closed convex set N into itself, and hence there is a fixed point 
X E N of II [9] for which the estimate 
holds. 
IIXIIP = lKI( X)ll F =G IlCrnin(As)ll = PC’S) 
This application of the Schauder fixed-point principle allows us to estab- 
lish the existence of at least one solution. In fact, the matrix U + AU and 
hence X is even unique [13]. 
Finally one has 
AA, =z AA + w~(A.s) (14) 
for a perturbation in the state matrix of the OCF. 
An explicit (although less sharp) estimate of the norm of X may also be 
derived. Indeed, 
Solving the system 
c =f(cAs) := [fib As)>fz(~)&(c)]~ 
instead of (ll), we obtain the equation 
where 
cx2r2 r, - 2(1 - 2/_@,As)7. + 4$A; = 0, 
Q2 := 1 - L + p,‘, 
II 2n 
p, := 2p.y + h,. 
Hence if 
(15) 
1 
As < 
2/4% + P”> 
(< A*)> 
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then Equation (15) has a positive root 
(the second expression is preferable for floating-point computations), where 
D( As) := (1 - 2/_@, As)2 - 4/.~~o;A;. 
Now the bound for 11 X 11 F is 
IIXIIF G P(A,) := jm, 
and according to (6) 
(16) 
Within terms of third order we have 
3 5 
2 - z + 8/.~uA, + 8~~“~ + O(A4,). (17) 
Comparing (13) with (17), it is clear that the difference between these two 
estimates may be significant only if j~v is large and CY < 1. 
Note that in all cases of nonlinear nonlocal estimates the linear bound 
(the first-order term in A,) for )I Xllr is 
The quantities &/_L and J2/npIISII r are the absolute and relative condition 
numbers of the problem of computing the matrix U transforming the pair S 
into the OCF S,. 
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Using the same splitting technique [14], an estimate of the type (16) was 
proposed also in [8] with v replaced by the greater quantity 
This may produce pessimistic estimates if ]I B 11 is large; see Example 3.1. 
3.5. Examples 
In the first example we shall examine the possibility of bounding the 
quantity u by v,, as proposed above and by 77 as proposed in [8]. 
EXAMPLE 3.1. Consider a system already in an OCF with matrices 
A= [ 
0 0 0 
a, 0 B= 
0 a2 
0, 1 
0 
Then we have 
b 
0 . 
0 1 
P=& 
af + ai + b2 + dd 
2 
d := (a: + ai + b”)’ - 4afb2 
1 
and 
v=; a: + max{af, a:} , 
v. =I/[% -a,Z,, A:] /I2 = 2v, 
77 = -A- max(b,a,} + imax(a,,a,}. 
ti 
For a, = a2 = a we have 
v. = aa, v= Lmax{a,b) + %. 
6 
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Hence the estimate v0 of v is better than n for b > fi(& - 0.5)~ = 
1.583~. For b large the quantity n overestimates v arbitrarily while v,, 
overestimates v exactly by a factor of 2. 
EXAMPLE 3.2. Consider a sixth-order system with matrices 
A= 
-0.0 -1.0 2.0 1.0 -6.0 -9.0 
0.1 0.0 0.0 -2.0 5.0 7.0 
0.0 -0.5 0.0 -3.0 8.0 -2.0 
0.0 0.0 1.0 4.0 -5.0 6.0 
0.0 0.0 0.0 -2.0 3.0 -2.0 
-0.0 0.0 0.0 0.0 5.0 -1.0 
B= 
-10 
0 
0 
0 
0 
0 
Let the perturbations in the data be taken as 
0 0 0 0 0 
0 0 0 0 1 
0 0 0 0 = 
0 0 0 0’ 
AB 1()-‘3 ; . 
-1 0 0 0 
0 1 0 0 
il 0 
3 
In this case I_L = 804.63 and the absolute condition number for the state-ma- 
trix in OCF is 
1 + &.w = 2.53 x 104. 
The quantity v = 10.09 was obtained by the direct search procedure mdsmax 
described in [5]. The estimate v0 of v is 20.75. 
The results for A, are shown in Table 1 for different values of i. In the 
cases denoted by * the nonlinear estimate (16) does not exist, since the 
quadratic equation for r has no real roots. 
TABLE 1 
i IIAA,IlF Est. (9) Est. (16) with v Est. (16) with u,, 
1 7.01 x 10-8 1.98 x 10-i 1.98 x 10-7 1.98 x 10-7 
2 7.01 x 10-7 1.98 x lO_fi 1.98 x lo-” 1.98 x 1O-6 
3 7.01 x 10-6 1.98 x lo-” 2.00 x 10-S 2.02 x 10-5 
4 7.01 x 10-5 1.98 x 1O-4 2.23 x 10m4 2.82 x 1O-4 
5 7.01 x 10-4 1.98 x 10m3 * f 
6 7.01 x 10-3 1.98 x 10m2 * * 
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4. MULTIINPUT SYSTEMS 
In this section we extend the results from Section 3 to multiinput systems. 
We consider only the generic case, since for nongeneric systems the OCFs 
are not even continuous as functions in the perturbations of the data. The 
perturbation bounds for single-input and multiinput systems formally coin- 
cide (i.e., they are almost identical as formal expressions), and we point out 
only the corresponding differences. 
4.1. Statement (If the Problem 
Consider the controllable multiinput system 
o-x(t) = Ax(t) + &l(t), t E T, 
where r(t) E SF”, u(t) E 97”’ and A E 9?“.., B ~9”~“‘. 
Denote by(m,,..., m,,) the collection of conjugate Kronecker indices of 
S = (A, B): 
9 = rank( B) 
mi = rank( Pi) - rank( Pi_ ,), i =2,...,p, 
where p is the controllability index of S and 
Pi := [B, AB ,..., A’-‘B] E~z”‘.~“‘. 
The OCF of S is S,. = (A,., B,.) = (UrAU, UrB), U E 8, 
A, = 
B, = 
(18) 
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where the matrices 
Ai,i_l E R”‘~~“‘-1, i = 1,. . . , p, m, = m, (19) 
are upper trapezoidal and of full row rank. The detailed structure of the 
matrices Ai i _ 1 which corresponds to the precise definition of a canonical set 
of g”‘,, m is given in [13]. 
The reduction into OCF may be done by using QR or singular-value 
decomposition [ 131. Wh en implementing QR decomposition this requires 
approximately +n” + mn2 computational operations. As it is shown in [22], 
the corresponding algorithm is numerically stable, the computed pair 
(AZ, BZ) being exact for a slightly perturbed pair (A + A,, B + B,) where 
IIAlll~ < e(6n2 + 60n)llAll~, 
IIp& G e(6n + 27)II%. 
Let a, b be positive constants such that perturbations AS = (AA, AB) in 
(A, B) preserve controllability provided II A AIIr < a, 11 A BllF < b; see [15]. 
Denote by (S + AS), the OCF of the perturbed pair S + AS, and let 
U + AU be the corresponding (unique) orthogonal matrix transforming 
S + AS into OCF. The perturbation analysis of OCF in the multiinput case, 
similarly to the single-input case, is aimed at estimating the F-norms of the 
perturbations ( A + A A), - A,, ( B + A B ), - B, as functions of the F-norms 
of AA, AB, or AS. 
4.2. Perturbation Bounds for Multiinput OCFs 
In studying the sensitivity of OCFs we shall consider only the generic case 
when the first n columns of the controllability matrix P = Pp EZ%“‘.~~ of S 
are linearly independent. This is not a restrictive assumption, since the lack of 
genericity can make the perturbation analysis of OCF meaningless. Indeed, in 
the nongeneric case the OCF S, may even be discontinuous as a function of 
As := IIABIIr, A, := IlAAllr; see Examples 4.1 and 4.2 below. 
For the generic pair S let a, b be positive constants such that S + AS 
remains generic provided AA < a, As < b. We shall study only perturbations 
AS satisfying the last two inequalities. Then all the main relations from 
Section 3 are valid formally for the multiinput case, with obvious modifica- 
tions in the dimensions of matrices, having in mind that B E 9”, “‘, [B, A] E 
9”.(n+m), m > 1, etc. 
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Note that in the generic case ml = **a = mp_ I = m and the matrices 
Ai, i _ 1 are upper triangular with positive diagonal elements. Hence [B,, A,] is 
upper triangular with positive diagonal elements. 
As pointed out, the perturbation bounds from Section 3 hold true in the 
generic multiinput case with some minor changes. 
For the input matrix perturbation the bound (2) cannot be used in 
general. To obtain a bound for ABC we proceed as follows. Let Q E 8, be the 
matrix transforming the input matrix B into B,. Then the transformation 
matrix U for S by necessity has the form 
u = Qaag(Z,,W), w E u,_,. 
Hence UTB = QTB = B,. On the other hand Q and B, are the Q and R 
factors in the QR decomposition of B. Similarly, let Q + AQ and (B + A B), 
be the Q and R factors in the QR decomposition of the perturbed input 
matrix B + A B. Then 
(B + AB)c - B, = AQTB + (Q + AQ)TAB 
and 
ABC = II( B + AB)c - BJF G IIBllallAQll~ + A,. 
Since for the class of perturbations considered we have 
1 
AB < - 
II B+ll, = %in( B)p 
then [26, 27, 281 
AQ := IIAQIIF < 
GA, 
amin( B, - ‘B ’ 
Finally we obtain the bound 
I &II Bllz Il+ %in( B, - ‘i3 1 = [l + ficond,( B)]A, + O(A\), 
(20) 
286 M. M. KONSTANTINOV ET AL. 
where 
cond,( B) := IIBl~~lIB’~l~ = 
%,x( B) 
omin(B) ’ 
which differs from (2). 
For the state matrix perturbation the bounds (91, (14) [eventually, in view 
of (13)], and (16) may be used, noting that the operator &: Low(B”,“) + 
LowiW “,(“+“‘)) is formally determined by the expression for 2. We stress 
that in the nongeneric case the operator J is usually not invertible. More 
precisely, J% is invertible if and only if the first n - 1 columns of P(S) are 
linearly independent. However, the expressions for the blocks Mi,j of the 
matrix M of J% are different in the multiinuut case. If e.g. n = 5, m = m, = 
m2 = 2, m3 = 1, and 
I 
al.1 a1.2 
* * * 
a2, 1 a2.2 
* * * 
A, = ~3.1 a3.2 
* * * 
0 a4,2 a4,3 n4.4 a4.5 
0 0 a5.3 a.5.4 a5..5 
B, = 
b 1.1 bl.2 
0 b2.2 
0 0 
0 0 
0 0 
then the blocks Mi, j E 9(5pi),(5-j) of the upper triangular matrix M = 
[Mi.j], i, j = l,..., 4, of the operator J% are determined from 
M 1.1 = bl,A MZ,Z = b2.213~ M3,, = a3,,12, 
M 4,4 = a4,2> M 2.1 = P3XlA2~31~ 
M 3.1 = [Gx2> a ,,,Z,] - A,(4:5,2:5), Ma.2 = [@2x13a2,1Z21~ 
M 4.1 = [OiX3,al,,l, M,,, = [OlX2,az,z] -A,(5:5,3:5), 
M 4.3 = [O, a3.21. 
In the definition of the quantity Y one has to replace [O, A,] = [O,, l, A,] 
EB?(“‘~) with [O,.,, A,] ~s”.(“+“‘). In particular, the summation in 
determining $(Y > is carried out for m + 2 < i =Z n, 1 <j < i - m - 1. 
Linear componentwise and nonlinear perturbation estimates in the multi- 
input case are similar to these in the single-input one. 
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4.3. Examples 
EXAMPLE 4.1. Consider the nongeneric system with matrices 
A= 
-0 
0 0 0 1 
10 
0 1 
0, B= 
[ 
0 0 
_o 1 0 0 
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system is already in for which p = 3 and m, = m2 = m, = 1. Since the I 
OCF, we have U = I,. Let AA = 0 and AB be a matrix with a single 
nonzero element 6 > 0 in position (2,l). Then the OCF of the perturbed 
I 
pair (A, B + AB) has matrices 
and 
Hence 
] 
0 
AC-A= -1 
1 
and 
1 0 
0 0 1 , (B + AB)G = 0” 
0 0 0 
1 0 
0 
0 1 0, (B +AB)c - B -1 
0 1 1 > 0 
[ 0 6 -1 0, 1 
Thus Au = 2, AA = 2, As, = 47, 2 + A2 and the OCF S, is discontinuous 
with jump As, = 6, since AA L = 0, As, = 0 for As = 0. G 
EXAMPLE 4.2. Let the nongeneric system with matrices 
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be perturbed by AA, A B = 0, where AA has a single nonzero element 
6 > 0 in position (4.1). Th en U = I,, and the perturbed pair is transformed 
into OCF by the matrix 
U+AU= 
[ 0 1 0 1 0 1 0 1 
Thus AU = 2, AA, = dm, AB, = 0, and the OCF S, is discontinuous, 
having a jump As, = 2. 
EXAMPLE 4.3. Consider a fifth-order system with m = m, = m2 = 2, 
A= 
I -2.00 1.00 .01 0 3.00 0 11.0  -4.00 32.00 0.0  2 - 7.00 15.00 9.0  0 -6.00 17.00 581
Let the perturbations in the data be 
m3 = 1 and matrices 
’ B= I 00 
0 0 
0 0 
0 2 0 0 0 , 
10 0 0 0 
6 2 0 0 0 
I 
Here /_L = 168.34 and the absolute condition number for the state matrix in 
OCF is 1 + fiZ..~o = 7112.43. The quantity v = 10.99 was obtained by the 
procedure mdsmax from [5]. The “easy” estimate u0 here is 22.00. 
The results for AA and As c c are shown in Tables 2 and 3 respectively for 
different values of i. In the case denoted by * the nonlinear estimate (16) 
does not exist, since the quadratic equation for i= has no real roots. 
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TABLE 2 
i llA,<llF Est. (9) Est. (16) with u Est. (16) with u. 
1 1.22 x 10-B 6.16 x 10-8 6.16 x 10-B 6.16 x lo-* 
2 1.22 x 10-7 6.16 x 10-7 6.16 x 10-7 6.16 x lo-’ 
3 1.22 x 10-6 6.16 x 10-6 6.16 x 10-6 6.17 x 1O-8 
4 1.22 x 10-5 6.16 x 10-5 6.19 x lo-” 6.23 X 1O-5 
5 1.22 x 10-4 6.16 x 10-4 6.53 x 1O-4 7.02 x 1O-4 
6 1.22 x 10-3 6.16 x 10-3 * * 
TABLE 3 
i ll.h,~llF Est. (21) 
1 4.47 x 10-13 2.58 x 10-l’ 
2 4.47 x 10-12 2.58 x 10-l’ 
3 4.47 x lo-” 2.58 x lo-’ 
4 4.47 x 10-10 2.58 x 1O-8 
5 4.47 x 10-g 2.58 x lo-’ 
6 4.47 x 10-B 2.58 x lO-‘j 
7 4.47 x lo-’ 2.58 x 1O-5 
Est. (20) 
2.58 x lo-” 
2.58 x lo- lo 
2.58 x lo-’ 
2.58 x 10-R 
2.58 x 1O-7 
2.58 x IO-’ 
2.80 x 1O-4 
5. CONCLUSIONS 
A complete linear and nonlinear perturbation analysis of the OCF for 
single-input and multiinput systems has been presented. In the multiinput 
case only generic systems are considered, since for nongeneric ones the OCF 
may be discontinuous as a function of the perturbations in the data. However, 
nongeneric systems may be treated by a regularization technique [15, 21, 251 
restricting the possible perturbations to certain classes. 
The results are based on a splitting technique [14] for the operator (10) 
determining the perturbation in the transformation matrix of the OCF. 
We note finally that similar results may be derived for descriptor systems 
Tax(t) =Ax(t) + Bu(k) 
(see [8] for the single-input case) for both the actions 
(T, A, B; vi, 4) --, ( VTTQ, U;AU, , U;B), Ul,U, EHa’,. 
and 
(T, A, B; Vi, I..J,,V) + (UTTU,, U,TAU,, UTBV), 
q,u, EB”, VEHm. 
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