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This paper is the study of certain implication type results involving functions related to
generalized bounded Mocanu variations. Basic properties involving generalized Bernardi
integral transform, inclusion results and a sharp radius problem are investigated for such
classes. Many interesting implications are observed as special cases of our results.
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1. Introduction
Let A denote the class of functions f (z): f (z) = z +∞n=2 an zn which are analytic in the unit disc E = {z: |z| < 1}.
Let Pk(γ ) be the class of analytic functions p (z) defined in E satisfying the properties p (0) = 1 and 2π
0
Rep(z)− γ1− γ
 dθ ≤ kπ, (1.1)
where z = reiθ , k ≥ 2 and 0 ≤ γ < 1. When γ = 0, we obtain the class Pk defined in [1] and for k = 2, γ = 0, we have
the class P of functions with positive real part. Also, with k = 2, the class P2(γ ) = P(γ ) consists of functions p(z)with the
property Rep(z) > γ , z ∈ E.
From (1.1), we note that p(z) ∈ Pk(γ ) if and only if there exist p1(z), p2(z) ∈ P(γ ) such that, for z ∈ E
p (z) =

k
4
+ 1
2

p1 (z)−

k
4
− 1
2

p2 (z) . (1.2)
Let f (z) ∈ A. Denote by Dn: A → A the operator defined by
Dnf (z) = z

zn−1f (z)
(n)
n! =
z
(1− z)n+1 ∗ f (z) (1.3)
where n being any non-negative integer, and the operator ∗ stands for the Hadamard product (or convolution) of the power
series. The operator Dnf (z) is called the Ruscheweyh derivative of f (z). It is obvious that D0f (z) = f (z), D1f (z) = zf ′ (z).
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We define the following.
Definition 1.1. Let f (z) ∈ A. Then f (z) ∈ Rk(n, β), k ≥ 2, n ∈ N0 = {1, 2, 3, . . . .}, 0 ≤ β < 1 if Dn+1f (z)Dnf (z) ∈ Pk(β) for z ∈ E.
Definition 1.2. Let f (z) ∈ A. Then f (z) is said to belong to the classMαk (n, β) if f (z)f ′(z) ≠ 0 in 0 < |z| < 1 and for α ≥ 0,
k ≥ 2, n ∈ N0 = {1, 2, 3 · · ·}, 0 ≤ β < 1, Jn(f (z), α) ∈ Pk(β), where
Jn(f (z), α) = (1− α)D
n+1f (z)
Dnf (z)
+ αD
n+2f (z)
Dn+1f (z)
. (1.4)
We note that, for k = 2, β = 12 , R2(n, 12 ) was defined by Ruscheweyh [2], andMα2 (n, 12 ) was introduced and discussed by
Al-Amiri [3] and known as class of generalized Mocanu variations. Also it is important to mention that the class Mαk (n, β)
is in the generalized form and analogous to the class of bounded Mocanu variations which was defined and analyzed by
Coonce and Ziegler [4]. For recent works, see [5,6].
2. Preliminary results
Lemma 2.1 ([7]). Let u = u1+iu2, v = v1+iv2 and ψ(u, v) be a complex-valued function satisfying the conditions:
(i) ψ(u, v) is continuous in a domain D ⊂ C2.
(ii) (1, 0) ∈ D and Reψ (1, 0) > 0.
(iii) Reψ(iu2, v1) ≤ 0, whenever (iu2, v1) ∈ D and v1 ≤ − 12 (1+ u22).
If p(z) = 1 +∞m=1 cmzm is an analytic function in E such that (p(z), zp′(z)) ∈ D and Re{ψ(p(z), zp′(z))} > 0 for z ∈ E,
then Rep(z) > 0 in E.
Lemma 2.2 ([8]). Let p(z) be an analytic function in E with p(0) = 1 and Rep(z) > 0, z ∈ E. Then for s > 0 and
µ ≠ −1 (complex),
Re

p(z)+ szp
′(z)
p(z)+ µ

> 0, for |z| < r0,
where r0 is given by r0 = |µ+1|
η+(η2−|µ2−1|2) 12
, η = 2(s+ 1)2 + |µ|2 − 1, and this result is sharp.
Lemma 2.3 ([9]). Let c > −1 and β0 = max

n−c
n+1 ,
2n−c
2(n+1)

≤ β ≤ 2n−c+12(n+1) , then
β ≤ β(n, c, β) = 1
n+ 1

c + 1
2F1

1, 2(n+ 1)(1− β), c + 2, 12
 − c + n (2.1)
where 2F1 denotes Gauss hypergeometric function.
Moreover, if
p(z)+ zp
′(z)
(n+ 1)p(z)+ (c − n)

∈ P(β),
then p(z) ∈ P(β), whereβ is given by (2.1). This result is sharp.
3. Main results
Theorem 3.1. For 1n+2 ≤ γ ≤ 1, β(n+ 1) = γ (n+ 2)− 1
Rk(n+ 1, γ ) ⊂ Rk(n, β).
Proof. The following identity can easily be verified
z

Dnf (z)
′ = (n+ 1)Dn+1f (z)− nDnf (z) . (3.1)
Let f (z) ∈ Rk(n+ 1, γ ). Set
Dn+1f (z)
Dnf (z)
= h(z), (3.2)
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h(z) is analytic in E and h(0) = 1. Differentiating (3.2) and using (3.1), we have
(n+ 2)D
n+2f (z)
Dn+1f (z)
= (n+ 1)h(z)+ 1+ zh
′(z)
h(z)
.
Let h(z) = (1− β)p(z)+ β and
p (z) =

k
4
+ 1
2

p1 (z)−

k
4
− 1
2

p2 (z) . (3.3)
Then
Dn+2f (z)
Dn+1f (z)
= (n+ 1)(1− β)
(n+ 2) p(z)+
(n+ 1)β + 1
(n+ 2) +
1
n+ 2
(1− β)zp′(z)
(1− β)p(z)+ β .
Dn+2f (z)
Dn+1f (z)
− (n+ 1)β + 1
(n+ 2) =
(n+ 1)(1− β)
(n+ 2) p(z)+
1
n+ 2
(1− β)zp′(z)
(1− β)p(z)+ β .
With γ = (n+1)β+1
(n+2) , we have
1
1− γ

Dn+2f (z)
Dn+1f (z)
− γ

= p(z)+ 1
n+ 1
zp′(z)
(1− β)p(z)+ β
= p(z)+
1
(n+1)(1−β) zp
′(z)
p(z)+ β1−β
.
Let a = 1
(n+1)(1−β) , b = β1−β and define
φa,b(z) = 11+ b
z
(1− z)a+1 +
b
b+ 1
z
(1− z)a+2 . (3.4)
Using the convolution technique [10] together with (3.3), we have
p(z) ∗ φa,b(z)
z
= p(z)+ azp
′(z)
p(z)+ b
=

k
4
+ 1
2

p1(z) ∗ φa,b(z)z

−

k
4
− 1
2

p2(z) ∗ φa,b(z)z

=

k
4
+ 1
2

p1(z)+ azp
′
1(z)
p1(z)+ b

−

k
4
− 1
2

p2(z)+ azp
′
2(z)
p2(z)+ b

.
Since f (z) ∈ Rk(n+ 1, γ ), 11−γ

Dn+2f (z)
Dn+1f (z) − γ

∈ Pk, z ∈ E and so

p(z)+ azp′(z)p(z)+b

∈ Pk and this implies that
pi(z)+ azp
′
i(z)
pi(z)+ b

∈ P, z ∈ E, i = 1, 2.
We now form a functional ψ(u, v) by taking u = pi(z), v = zp′i(z) and note that the first two conditions of Lemma 2.1 are
easily verified. We check condition (iii) as follows.
Reψ(iu2, v1) = Re av1b+ iu2 =
abv1
b2 + u22
≤ −1
2
ab(1+ u22)
b2 + u22
≤ 0,
since a = 1
(n+1)(1−β) > 0, b = β1−β ≥ 0.
Applying Lemma 2.1, it follows that pi(z) ∈ P, i = 1, 2; z ∈ E and consequently h(z) ∈ Pk(β). This shows that
f (z) ∈ Rk(n, β), z ∈ E and the proof is complete. 
Theorem 3.2. For (n− α + 2) > 0, Mαk (n, β) ⊂ Rk(n, β1), where β1 = 12 (1+ αn+2 ), α ≥ 0 and n ∈ N0.
Proof. Let D
n+1f (z)
Dnf (z) = 12 (p(z)+ 1). Then p is analytic and p(0) = 1 for z ∈ E. Proceeding as in Theorem 3.2, we obtain
2(n+ 2)
n− α + 2

Jn(f (z), α)− 12

1+ α
n+ 2

= p(z)+

α
n+2

zp′(z)
p(z)+ 1 .
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That gives us, with β1 = n+α+22(n+2) ,
1
1− β1 [Jn(f (z), α)− β1] =

k
4
+ 1
2

p1(z)+
α
n+2 zp
′
1(z)
p1(z)+ 1

−

k
4
− 1
2

p2(z)+
α
n+2 zp
′
2(z)
p2(z)+ 1

.
Since f (z) ∈ Mαk (n, β),

pi(z)+
α
n+2 zp′i(z)
pi(z)+1

∈ P, i = 1, 2 and using Lemma 2.1 as before we have pi(z) ∈ P and this proves
the result. 
Let Rec > −1, f (z) ∈ A. Define
F(z) = 1+ c
zc
 z
0
tc−1f (t)dt = ϕc(z) ∗ f (z), (3.5)
where ϕc(z) =∞j=1 c+1c+j z j. This is known [11] as generalized Bernardi’s operator. We prove the following.
Theorem 3.3. Let F(z) be defined by (3.5) with f (z) ∈ Rk(n, β), c > −1 and
max

n− c
n+ 1 ,
2n− c
2(n+ 1)

≤ β < 1.
Then F(z) ∈ Rk(n,β), whereβ is given by (2.1) in Lemma 2.3. This result is sharp.
Proof. From (3.5), we can easily derive the formula
z

DnF(z)
′ = (1+ c)Dnf (z)− cDnF(z). (3.6)
Let
Dn+1F(z)
DnF(z)
= h(z),
where h(z) is analytic in E with h(0) = 1. From (3.5) and (3.6), we have
(1+ c)Dn+1f (z) = cDn+1F(z)+ z Dn+1F(z)′
= c h(z)DnF(z)+ z h(z)DnF(z)′
= c h(z)DnF(z)+ zh′(z)DnF(z)+ h(z) (n+ 1)Dn+1F(z)− nDnF(z)
= (c − n) h(z)+ zh′(z)+ (n+ 1)h2(z)DnF(z). (3.7)
Similarly, we have
(1+ c)Dnf (z) = z(DnF(z))′ + cDnF(z)
= [(c − n)+ (n+ 1)h(z)]DnF(z). (3.8)
Therefore from (3.7) and (3.8), we obtain
Dn+1f (z)
Dnf (z)
= h(z)+ zh
′(z)
(n+ 1)h(z)+ (c − n) ,
and, since f (z) ∈ Rk(n, β),

h(z)+ zh′(z)
(n+1)h(z)+(c−n)

∈ Pk(β). Using the convolution technique again and writing
h(z) =

k
4
+ 1
2

h1 (z)−

k
4
− 1
2

h2 (z) ,
we have
h(z)+ zh
′(z)
(n+ 1)h(z)+ (c − n) =
φa,b(z)
z
∗ h(z)
=

k
4
+ 1
2

h1(z)+ zh
′
1(z)
(n+ 1)h1(z)+ (c − n)

−

k
4
− 1
2

h2(z)+ zh
′
2(z)
(n+ 1)h2(z)+ (c − n)

,
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where φa,b(z) is defined by (3.4) with a = 1n+1 , b = c−nn+1 ; and
hi(z)+ zh
′
i(z)
(n+ 1)hi(z)+ (c − n)

∈ P(β), i = 1, 2.
We use Lemma 2.3 and it follows that hi(z) ∈ P(β), i = 1, 2. Consequently h(z) ∈ P(β) and this completes the proof. 
Using the properties of the hypergeometric functions and assigning different values to n ∈ N0, c > −1, we obtain the
following interesting special cases of Theorem 3.2.
(i) Let−1 ≤ c ≤ 0, and β = n−cn+1 , then f (z) ∈ Rk(n, β) implies F(z) ∈ Rk(n,β), where
β = 1
(n+ 1)√π
Γ

c + 32

Γ (c + 1) +
n− c
n+ 1 ,
Γ denotes Gamma function, and this result is sharp.
(ii) With c = 0, we have nn+1 ≤ β < 1 and f (z) = zF ′(z)with f (z) ∈ Rk(n, β) implies F(z) ∈ Rk(n,β)where
β =

1
n+ 1

1− 2(n+ 1)(1− β)
2− 22(n+1)(1−β) + n

, for β ≠ 2n+ 1
2(n+ 1)
1
n+ 1

1
2 ln 2
+ n

, for β = 2n+ 1
2(n+ 1) .
This result is sharp. For k = 2, n = 2 yields a well known result that a convex function of order β is starlike of orderβ.
(iii) Taking n = 0 in (ii), we have 0 ≤ β < 1. Then f (z) ∈ Rk(n, β) implies F(z) ∈ Rk(n,β), z ∈ E,where
β =

2β − 1
2− 22(1−β) , for β ≠
1
2
1
2 ln 2
, for β = 1
2
.
This result is sharp.
(iv) Let c > 0, and β0 = max{ n−cn+1 , 2n−c2(n+1) } = 2n−c2(n+1) . Then f (z) ∈ Rk(n, β) implies F(z) ∈ Rk(n,β)withβ = 2n−c2(n+1) . This
result is sharp.
(v) With c = 1, We have Libra’s integral operator and Theorem 3.2 yields several interesting special cases.
(vi) When c = 0, we obtain the Alexander integral operator from (3.4), and we obtain various new and known results
for different values of k, n and β.
Theorem 3.4. Let F(z) be defined by (3.5) and for c > n(1− β)+ β , belong to Rk(n, β). Then f (z) ∈ Rk(n, β) in |z| < rn,c is
given as
rn,c = |µ+ 1|
η + (η2 − |µ2 − 1|2) 12
, (3.9)
where η = 2(s+ 1)2 + |µ|2 − 1, s = 1
(n+1)(1−β) and µ = c+β−n+nβ(n+1)(1−β) ≠ −1. This result is sharp.
Proof. From (3.5), we can write f (z) = z1−c1+c (zF(z))′. With D
n+1F(z)
DnF(z) = h(z) ∈ Pk(β), we proceed as in Theorem 3.2 and have
Dn+1f (z)
Dnf (z)
= h(z)+ zh
′(z)
(n+ 1)h(z)+ (c − n) .
Let p(z) ∈ Pk and
h(z) = (1− β)p(z)+ β
= (1− β)

k
4
+ 1
2

p1(z)−

k
4
− 1
2

p2(z)

+ β,
where p1(z), p2(z) ∈ P.
Thus using the same convolution technique as in Theorem 3.2, we have
1
1− β

Dn+1f (z)
Dnf (z)
− β

= p(z)+ szp
′(z)
p(z)+ µ
=

k
4
+ 1
2

p1(z)+ szp
′
1(z)
p1(z)+ µ

−

k
4
− 1
2

p2(z)+ szp
′
2(z)
p2(z)+ µ

, (3.10)
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with s = 1
(n+1)(1−β) and µ = c+β−n+nβ(n+1)(1−β) ≠ −1. Since pi(z) ∈ P, i = 1, 2;we use Lemma 2.2 to have
pi(z)+
1
(n+1)(1−β) zp
′
i(z)
pi(z)+ c+β−n+nβ(n+1)(1−β)
∈ P,
for |z| < rn,c,where rn,c is given by (3.10) and this result is the best possible. Thus, from (3.10), it follows that f (z) ∈ Rk(n, β)
for |z| < rn,c and this completes the proof. 
As a special case, with n = β = 0 and c > 0, we obtain the well known Libra–Livingston operator and Theorem 3.3 gives
us r0,c = 12 .
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