Three types of electric signals were analyzed: Ion current fluctuations in membrane channels ͑ICFMC͒, Seismic electric signals activities ͑SES͒, and ''artificial'' noises ͑AN͒. The wavelet transform, when applied to the conventional time domain, does not allow a classification of these signals, but does so in the ''natural'' time domain. A classification also becomes possible, if we study ͗ q ͘Ϫ͗͘ q versus q, where stands for the ''natural'' time. For q values approximately between 1 and 2 the signals are classified and ICFMC lies between the other two types. For qϭ1, the ''entropy'' Sϵ͗ln͘Ϫ͗͘ln͗͘ of ICFMC almost equals that of a ''uniform'' distribution, while the AN and SES have larger and smaller S values, respectively. The recent ͓P. Varotsos, N. Sarlis, and E. Skordas, Phys. Rev. E 67, 021109 ͑2003͔͒ finding that, in short time scales, both SES and AN ͑which are shown to be non-Markovian͒ result in comparable detrended fluctuation analysis exponents ␣(1.0,1.5) is revisited. Even a Markovian dichotomous time series, in short time scales, leads to similar ␣ exponents.
I. INTRODUCTION
Single ionic channels in a membrane open and close spontaneously in a stochastic way, resulting in current and voltage changes, which resemble the realizations of random telegraph signals, RTS ͑see Refs. ͓1,2͔, and references therein͒. A second type of signals, which have also an RTS feature, are the so-called seismic electric signals ͑SES͒ activities. These are low frequency (р1 Hz) changes of the electric field of the earth that have been found in Greece ͓3-7͔ and Japan ͓8,9͔ to precede earthquakes with lead times ranging from several hours to a few months. It has been suggested ͓3͔ that SES activities are emitted when a critical stress is approached in the focal area. Beyond the SES activities, however, the data collection system ͑sampling rate f exp ϭ1 Hz) also records ''artificial'' noises ͑AN͒, i.e., electrical disturbances due to nearby man-made electrical sources. Figure 1 shows excerpts of a number of these three types of signals, i.e., ICFMC ͑ion current fluctuations in membrane channels͒, SES activities and AN ͑they are presented in normalized units, i.e., by subtracting the mean and dividing by the standard deviation ). The latter have been intentionally selected ͓10͔ to exhibit a RTS feature similar to that of SES activities. This RTS feature allows us to construct ͓10͔ the time series of subsequently high-level (T h ) and low-level (T l ) durations ͑dwell times͒ ͕T h, j ͖ jϭ1 N h , ͕T l, j ͖ jϭ1 N l , where N h and N l (ϭN h Ϫ1) are the total number of the high-and low-level states' durations ͓11͔, respectively.
In previous publications, various statistical methods ͑e.g., Hurst and detrended fluctuation analysis, DFA͒ lead to power-law exponents, which are consistent with long-range correlations for both SES activities ͓12͔ and AN ͓10͔, as earlier found ͓13͔ for ICFMC. Aiming at the classification of these three types of electric signals, a power spectrum analysis in the ''natural'' time domain ͑see below͒ was also made and led to the following results ͓10͔: In the low frequency range, it seems that certain power spectrum characteristics distinguish SES activities from AN, while ICFMC lie in the boundary between the other two types of signals. The natural time is introduced ͓5,12͔ by ascribing to the kth pulse of an electric signal ͑Fig. 1͒, consisting of N pulses, the value k ϭk/N and the analysis is made in terms of the couple ( k ,Q k ) where Q k stands for the duration of the kth pulse. The quantity Q k is the so-called dwell time, but for the highlevel only, Q k ϭT h,k . Figure 2 shows how the electric signals of Fig. 1 Beyond the two points mentioned above, the present paper aims, in general, at the classification of the three types of signals, which although look to be similar, they are emitted from systems of different dynamics. More specifically, it provides an attempt to find rules in order to distinguish ͑true͒ SES activities from AN, which is practically an important problem. The parallel study of ICFMC is motivated by the aforementioned finding ͓10͔ that the power spectrum analysis in the natural time domain reveals that ICFMC lie-very close to a uniform distribution and-in the boundary between the other two types of signals.
The present paper is organized as follows: In Sec. II, DFA is revisited in order to shed light on the exponent ␣Ϸ1.2 that has been found in short scales for both SES activities and AN. These two types of signals are studied in Sec. III by applying the wavelet transform. In Secs. IV and V, we show 
II. DETRENDED FLUCTUATION ANALYSIS REVISITED
The relation between F DFA and the power spectral density S() is given by ͓16͔
where w denotes the dimensionless frequency and r DFA (w) is given from ͓16͔
In a Markovian dichotomous time series the probability densities ͑dwell-time distributions͒ for the time spent in a single sojourn in the states ''high'' and ''low,'' respectively, are both exponential, i.e., p 1 (T)ϰexp(ϪT/ high ), p 2 (T) ϰexp(ϪT/ low ), whereas the field-field conditional probabilities vary ͓25͔ exponentially with a ''relaxation'' time e f f ,1/ e f f ϵ1/ high ϩ1/ low ͑see also Ref. ͓11͔͒. Assuming that the states low and high have amplitudes 0 and ⌬E, we find ͓11͔ 
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Using Eqs. ͑1͒-͑3͒, we plot in Fig. 4͑a͒ , the F DFA (l) versus l/ e f f for a dichotomous Markovian process, while ͑i͒ For short time scales ͑high frequencies͒, i.e., ⌬t Ӷ e f f , the DFA exponent approaches the value ␣ϭ1.5. ͑Note that such a behavior is expected for any signal with a high frequency spectrum as given in Eq. ͑3͒, see below.͒ ͑ii͒ For large time scales ͑low frequencies͒, i.e., ⌬t ӷ e f f , we find ␣ϭ0.5, as expected. ͑iii͒ For intermediate scales, comparable to e f f , DFA exponents exceeding unity ͑e.g., 1.2 or so͒ naturally emerge.
Recall that the points above hold in the conventional time frame. If the analysis is performed in the natural time domain ͑cf. considering as ''high'' either of the two states in the Markovian series͒, we find DFA exponent ␣ϭ0.5 ͓e.g., Fig.  5͑b͔͒ and power spectrum exponent ␤ϭ0. These values may elucidate the Markovian nature of the time series, avoiding the existence of the aforementioned characteristic intermediate scaling regions that appear in the conventional time frame.
We now turn to the appearance of the crossover at ⌬t Ϸ30 s for both the SES activities and AN found in Ref. ͓10͔ . We first clarify that these signals are non-Markovian ͑and their long-range correlations mainly arise from their dichotomous nature ͓10,12͔͒. Here their non-Markovianity was further investigated by calculating ͓11͔ the ͑non-Markovian͒ quantitative global measure G, as defined in Ref. ͓1͔. As an example, for the cases K1 and n1, we found ͓11͔ G values that exceed by one order of magnitude the corresponding G values for computer-generated Markovian dichotomous series of comparable length. This suggests the non-Markovian character of the experimental data. The non-Markovianity of both SES activities and AN was also investigated by means of the dwell-time distributions: The cumulants 2 / 2 , skewness, and kurtosis were calculated ͓11͔ for the series of the high-(T h ) and low-(T l ) level states' durations for all the SES activities and AN; the resulting values show ͓11͔ that none of the time series could be compatible with an exponential ͑dwell-time͒ distribution and hence Markovian. We now define for non-Markovian time series the quantity ͗T͘ in an analogous way with the quantity e f f introduced above for the Markovian ones, i.e., 1/͗T͘ϵ1/͗T h ͘ϩ1/͗T l ͘. These values of ͗T͘ for all SES activities and AN mentioned in Fig. 1 ␣ values in the range 1р␣р1.5 ͑with a crossover at ⌬t Ϸ30 s). More generally, we can state that not only signals of dichotomous nature, but any signal with a high frequency spectrum as given in Eq. ͑3͒ will lead to the same scaling behavior of F DFA (⌬t) for small time lags ⌬t ͑irrespectively of the particular shape of the signal; for example, a Gaussian signal with this spectrum will be much smoother and will display a continuity of values rather than only two steps͒.
III. THE WAVELET TRANSFORM
We start with the application of the continuous wavelet transform to the original time series of the SES activities and AN depicted in Fig. 1 . As an example, we present in Fig. 6 the results of the wavelet transform modulus maxima ͑WTMM͒ method that was applied ͓11͔, using the LASTWAVE ͓26͔ software and the g 4 wavelet ͑i.e., the fourth derivative of the Gaussian ͓11͔͒. An inspection of Fig. 6 reveals that the curves showing the q dependence of h(q): ͑i͒ suggest the multifractal character of both types of signals and ͑ii͒ are not classified, thus not allowing any obvious distinction between SES activities and AN.
The same conclusion is drawn ͓see Fig. 7͑a͔͒ if we apply the orthogonal wavelet transform analysis ͓11͔ to the time series of the signals mentioned in Fig. 1 . This analysis was made with the program provided by Veitch et al. ͓27͔, using a Daubechies 1 ͑i.e., Haar͒ wavelet ͓28͔. In summary, the wavelet transform analysis when applied to the conventional time frame does not seem to provide a distinction between SES activities and AN. We now proceed to the application of the wavelet transform to the signals as they are read in the natural time domain ͑Fig. 2͒. The results of the orthogonal wavelet transform analysis ͑cf. WTMM could not be reliably applied in view of the small number of points͒, using again a Daubechies 1 wavelet ͓28͔, are depicted in Fig. 7͑b͒ . An inspection of these h(q) versus q curves, in spite of the large estimation errors ͑see Table I͒ , seems to show a classification as follows: For q values around 2 or larger the resulting h values for the SES activities are higher than those of the AN. In summary, the wavelet transform analysis allows a distinction between SES activities and AN if it is applied to the natural time domain. Table I. classes ͑thus allowing a distinction͒, while the ICFMC curve lies just between them. The results of SES activities, for q ϭ2, scatter around the value ͓12͔: 1 ͓ϵ͗ 2 ͘Ϫ͗͘ 2 ͔ ϭ0.07, obtained ͓5,12͔ from the theory of critical phenomena. The 1 value that corresponds to the ICFMC data is ͓12͔ 0.080Ϯ0.003, while for the AN it is larger than around 0.083 ͓10͔. The latter value ( u ϭ1/12Ϸ0.083) is just that corresponding to a uniform ͑u͒ distribution for p k ͑see Ref. ͓10͔͒; thus, the difference (1/12)Ϫ 1 (ϵ⌬) could be considered as a measure of the deviation of a signal from that having a uniform distribution.
IV. THE FLUCTUATION FUNCTION

V. THE ENTROPY
The derivative of the function ͗ q ͘Ϫ͗͘ q , with respect to q, i.e., ͗ q ln͘Ϫ͗͘ q ln͗͘, is plotted in Fig. 8͑b͒ versus q. We may see again a classification, but here we pay attention to the region around qϭ1. The term ͗ ln ͘Ϫ͗͘ln͗͘ is reminiscent of an excessive entropy ͑see pp. 26 -28 of Ref. ͓3͔, but recall that the usual expressions of the thermodynamic potentials, in terms of macroscopic variables, break down far from equilibrium ͓3͔ and the behavior of entropy is still a matter of intensive investigation ͓29͔͒. In such a simplified scheme, the ICFMC lies just in the boundary between the SES activities ͑critical dynamics͒ and the AN ͑more ''disorder''͒.
Let us now further study the aforementioned values of the quantity ͗ ln ͘Ϫ͗͘ln͗͘. For reasons of brevity, this will be hereafter called entropy and labeled S, i.e., Sϵ͗ ln ͘ Ϫ͗͘ln͗͘. It consists of two terms S ϵϪ͗ln͘ and S ͗͘ ϵϪ͗͘ln͗͘ and hence SϭϪS ϩS ͗͘ . Considering that (d/dx)͓x 2 /4Ϫ(x 2 /2)ln x͔ϭϪxln x and taking into account that for a uniform ͑u͒ distribution ͗͘ϭ1/2, we find S ,u ϭ1/4 and S ͗͘ ϭ(1/2)ln 2Ϸ0.3466. Thus, the entropy S u of the uniform distribution has the value S u Ϸ0.0966. In Ref.
͓11͔, we study the expected values, along with their variances, for 1 and S for a uniform distribution as a function of the number of the high-level states N h . The values of 1 and S for all the SES activities and AN of Fig. 1 are shown in Table I . The fact that only n5 among AN seems to have a smaller entropy than S u (S͓n5͔ϭ0.091Ϯ0.011) might be understood as follows: For n5, we have N h Ϸ400 for which Ref.
͓11͔ reveals that the aforementioned value of 0.091 differs only by an amount smaller than one standard deviation from S u . Therefore the three types of electric signals appear to be classified as follows: AN have an entropy larger than that of the uniform distribution, i.e., SϾS u , while the SES activities exhibit S values smaller than S u . As for the ICFMC, the S value lies very close to S u .
VI. DISCUSSION
We first discuss the results of the wavelet transform in the natural time domain. Recalling that h(2)ϭH, the results ͑see the third column in Table I͒ could be understood in the following context: The fact that the Hurst exponent H for the SES activities ͑critical dynamics ͓3͔͒ is close to unity, may reflect ͓10͔ that the intensity of their long-range correlations is appreciably stronger than that for the AN ͑whose H lies approximately in the range 0.69-0.86͒. This finding is consistent with the results deduced ͓10͔ by MF-DFA in the natural time domain, which for the sake of comparison are also inserted in the second column of Table I .
We now plot in Fig. 9 the h(2) values versus the deviations from the uniform behavior (⌬ values͒ defined in Sec. IV. A more elaborated classification of the results depicted in this figure can be obtained through a clustering algorithm. We used ͓11͔ here a K-MEANS type ͓30͔ which is a leastsquares partitioning method allowing users to divide a collection of objects into K groups ͑e.g., see Sec. 8.8 of Ref.
͓31͔͒. This clustering algorithm reveals ͓11͔ the existence of two groups: the first group includes the four SES activities, while the second the six AN n1 -n6, if the h(2) values of MF-DFA ͑Table I͒ are used. Two groups, i.e., one including the three SES activities K1, K2, and U and the other consisting of the five AN n1 -n5, are again found if we take into account the h(2) values determined by the wavelet transform method, instead of MF-DFA ͑Table I͒.
In summary, the following classification seems to emerge. First, the SES activities, which correspond to large ⌬ values (⌬Ͼ0), are characterized by the strongest ''memory'' ͑large H, close to unity͒; both their ⌬ and h(2) values are consistent with those expected for a critical behavior. Second, AN simultaneously have smaller ⌬ values (⌬р0) and weaker memory ͑their H values are markedly smaller than unity͒. Third, concerning the ICFMC, the values related with the closed states, which have been found ͓32͔ to exhibit the stronger memory ͑between the two states, i.e., closed and open͒, seem to lie in the boundary between the aforementioned two regimes.
Finally, we emphasize that the randomly ''shuffled'' series of all the three types of electric signals investigated lead to HϷ0.5 ͑simple random behavior͒ and ⌬Ϸ0. These two values are internally consistent, because in the shuffling procedure the values are put into random order, and thus all correlations ͑memory͒ are destroyed.
VII. CONCLUSIONS
Three types of electric signals of dichotomous nature were studied: ICFMC, SES activities, and AN. Their analysis led to the following main conclusions, which simultaneously provide rules for the practical problem of the distinction between SES activities and AN ͑cf. the subscripts below designate each class of signals͒. where the value of S ICFM C is comparable to that of the uniform distribution, i.e., S ICFM C Ϸ0.096ϷS u .
͑3͒The application of the wavelet transform in the conventional time frame does not seem to provide a distinction between SES activities and AN, but does so in the natural time domain. Recall that the same conclusion was drawn in Ref. ͓10͔ , where DFA and MF-DFA had been employed. The following rule emerges ͑in the natural time domain͒:
where H SES is close to unity and H ICFM C,c Ϸ0.86, while H AN р0.86.
Finally, the fact that both SES activities and AN ͑which are non-Markovian time series, as it results from their quantitative global measure G as well as their dwell-time distributions͒ give ͓10͔ on short time scales a DFA exponent 1 р␣р1.5 was illuminated in this paper. We showed that in the conventional time domain even a Markovian dichotomous time series can, in short time scales, result in ␣ values in the range 1р␣р1.5; in general, any signal with a high frequency spectrum as given in Eq. ͑3͒ will lead to the same scaling behavior of F DFA (⌬t) for small time lags ⌬t.
Note added in proof. In Ref. ͓5͔, it has already been noticed that the entropy S ͑defined here in Sec. V͒ can have useful applications to electrocardiograms ͑ECG͒. Actually, it has been recently shown that the standard deviation ␦S, when calculating S by a sliding window of short length, can reveal important properties in ECG. Details will be published elsewhere.
