We report in this paper an implementation of 4-component relativistic Hamiltonian based Equation-of-Motion Coupled-Cluster with singles and doubles (EOM-CCSD) theory for the calculation of ionization potential (IP), electron affinity (EA) and excitation energy (EE). In this work we utilize previously developed double group symmetry-based generalized tensor contraction scheme, and also extend it in order to carry out tensor contractions involving non-totally symmetric and odd-ranked tensors. Several approximated spin-free and two-component Hamiltonians can also be accessed in this implementation. We have applied this method to the halogen monoxide (XO, X= Cl, Br, I, At, Ts) species, in order to assess the quality of a few other recent EOM-CCSD implementations, where spin-orbit coupling contribution has been approximated in different degree. Besides, we also have studied various excited states of CH 2 IBr, CH 2 I 2 and I − 3 (as well as single electron attachment and detachment electronic states of the same species) where comparison has been made with a closely related multi-reference coupled-cluster method, namely Intermediate Hamiltonian Fock Space Coupled-Cluster singles and doubles (IHFS-CCSD) theory.
I. INTRODUCTION
Theoretical approaches based on molecular quantum mechanics [1] [2] [3] [4] [5] have grown into increasingly important tools to help experimentalists understand species in their electronically excited states in the gas-phase 6 or in complex environments [7] [8] [9] , and with that address speciation (oxidation states of specific centers, structures) [10] [11] [12] [13] [14] [15] as well as the underlying factors driving photochemical processes (reactivity, photodissociation etc.) [16] [17] [18] [19] [20] . Computational models are particularly important for species containing (a) first-row transition metals, since then one often encounters dense electronic spectra due to many low-lying quasi-degenerate states arising from the partially-filled d shells which requires the treatment of both dynamical and non-dynamical electron correlation 21 ; and (b) heavy elements (e.g. those with atomic number Z = 31 or higher) for which the manifestations of relativistic effects [22] [23] [24] [25] [26] [27] [28] significantly alter the species' electronic structure and, by extension, their excited states and other molecular properties [29] [30] [31] . However, as electron correlation and relativistic effects are non-additive, in order to achieve a balanced description of the electronic states of heavy element species both have to be treated on the same footing.
Among the available relativistic (multireference) methods 32 , those based on the coupled-cluster ansatz 4, 33 and in particular the Fock-space coupled-cluster (FS-CC) 34 method and its intermediate Hamiltonian (IHFS-CC) formulations [35] [36] [37] [38] , have shown to be among the most reliable and cost-effective ones, and allowed the treatment of systems with complex, open-shell groundstates [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] as well as simpler, closed-shell ones [50] [51] [52] [53] [54] [55] . The appeal of (IH)FS-CC resides in the fact that they show a similar scaling to the of single-reference approaches (e.g. O(N 6 ) for (IH)FS-CC with coupled cluster singles doubles (CCSD)-based wavefunctions, can be implemented in a straightforward manner starting from a single-reference coupled-cluster code 34 and yield several excited states simultaneously. Furthermore, different oxidation states belonging to different sectors of Fock space 56 can be obtained from a single calculation, a useful feature for actinide chemistry, where often spectra of the same species in different oxidation states are to be analyzed. There are, however, some important drawbacks in the requirement to define suitable model spaces 57, 58 and the problem of intruder states 59, 60 which may prevent convergence for one of more sectors. The latter issue can be alleviated but not completely avoided by the use of the intermediate Hamiltonian formalism 61 , having as consequence that the IHFS-CC variants are the only ones that have been widely used in molecular applications em-ploying relativistic Hamiltonians.
For the transition energies of closed-shell ground states and for determining the wavefunctions and transition energies of open-shell cases (e.g. doublets) one often prefers a simpler "black-box" type method in which the definition of model spaces is not necessary and in which convergence problems due to intruder states are avoided. In those situations, the equation-of-motion coupled-cluster (EOM-CC) approach 62 is an excellent alternative to IHFS-CC: the FS-CC and EOM-CC methods are formally equivalent for single electron attachment and detachment states starting from a closed-shell reference 33, 63 ), though EOM-CC is a computationally more robust approach as it replaces the iterative solution of the coupled cluster equations by a diagonalization. In what follows we shall consider CCSD wavefunctions exclusively, and thus employ the shorthand CC instead of CCSD for brevity.
This robusteness is also found for the (1 hole, 1 particle) sector that corresponds to singly excited states; there, however, differences in energies arising from the use of different parametrizations for the wavefunctionslinear for EOM-CC and nonlinear for IHFS-CC, with the latter having the virtue of also ensuring valence extensivity (i.e. with respect to active holes and particles used to define a model space) 58, 64 -become apparent and have been discussed for systems containing light [65] [66] [67] [68] as well as heavy 50 elements. The appealing features of EOM-CC have made it an extremely popular method for light element systems, and its popularity is growing for heavier species as attested by the number of recent reports in the literature of EOM-CC implementations that take into account relativistic effects. Though some of the latter are based on solving the four-component (4C) Dirac equation for atomic and molecular systems [69] [70] [71] [72] [73] and therefore account rigorously for scalar relativistic (SR) effects and spin-orbit coupling (SOC), for reasons of computational efficiency most of them [74] [75] [76] [77] [78] [79] [80] [81] [82] have been devised in a more approximate framework where SOC is treated to within different degrees of approximation e.g. starting from the spin-free exact two-component (sfX2C) Hamiltonian and including SOC via atomic mean-field (AMF) integrals 83 or perturbatively.
While in the aforementioned works and elsewhere in the literature 43, [50] [51] [52] one can see that approximate treatments of SOC such as in the AMF approximation can yield rather accurate excitation energies even for heavier species up to and including iodine, the situation is not as clear cut for heavier elements 80 , and therefore for 5d, 5f, 6p elements and beyond it may be preferable to rely on approaches based on 4C Hamiltonians (that is, the Dirac-Coulomb (DC), Dirac-CoulombGaunt (DCG) or Dirac-Coulomb-Breit (DCB) Hamiltonians), or on X2C approaches but using a molecular mean-field 84 (MMF) approach, which have been shown to yield results largely indistinguishable from their 4C counterparts 55 .
Our primary goal in this work is to present the implementation in the Dirac code 85 of the EOM-CC approach, for obtaining the energies for electron attachment (EOM-IP), detachment (EOM-EA) and singly excited states (EOM-EE) based on 4C and accurate 2C Hamiltonians (X2C-MMF), though we note the implementation can be used with single reference wavefunctions obtained with any other Hamiltonian available in Dirac. Here we shall place particular emphasis on the discussion of the exploitation of double point group symmetry, in contrast to other implementations which do not exploit or report the use of symmetry. Furthermore, we shall be able to perform for the first time a thorough comparison of the performance of the three EOM-CC approaches in comparison to IHFS-CC ones in the appropriate sectors and with equivalent relativistic Hamiltonians and basis sets. We recall that similar comparisons have been made by Musial and Bartlett for light-element systems using nonrelativistic Hamiltonians [65] [66] [67] [68] . The calculation of transition moments and of excited state expectation values for the three EOM-CC variants considered here will be addressed in a subsequent publication.
We demonstrate the use of our implementation in the study of different halogenated species: the halogen monoxides (XO, X = Cl, Br, I, At, Ts), the triiodide species (I − 3 ) and the diiodo-(CH 2 I 2 ) and iodobromomethane (CH 2 IBr) species. Our focus on halogenated species stems from the fact that these (and in particular iodine-containing ones) are of great importance to photochemical processes in the atmosphere such as ozone depletion and aerosol formation in coastal areas 17, [86] [87] [88] [89] -keeping in mind aerosols are an important vector of dispersion of radioactive species in case of nuclear accidents 90, 91 -and have been extensively studied theoretically and experimentally in the gas-phase. Going beyond iodine we note that species containing astatine have received considerable attention in recent years both theoretically and experimentally 44, [92] [93] [94] [95] [96] [97] due to their potential as radiotherapeutic agents so that a black-box approach such as EOM-CC may become a valuable tool to further elucidate their chemistry. Finally, by completing the monoxide series with also its heaviest member, TsO, one can investigate the growing importance of SOC on the description of the ground and excited-state wavefunctions as the charge on the halogen nucleus increases down the series.
The paper is organized as follows: in the next section we briefly review the theoretical underpinnings of EOM-CC theory and discuss implementation details. This is followed by sections outlining the computational details of the EOM-CC and IHFS-CC calculations, the presentation and discussion of our results, conclusions and perspectives. In Appendix A we provide further information on the use of double group symmetry in tensor contractions. Finally, working equations for the determination of right and left eigenvalues and eigenvectors are given in Appendix B. Results not shown in the manuscript are available as Supplementary Information at the pub-lisher's website and via the zenodo repository 98 .
II. EOM-CC THEORY: BASIC FORMULATION
We start from the coupled-cluster ansatz
where Φ 0 is the reference (Hartree-Fock) determinant and the operatorT in the present work is restricted to single and double excitationŝ
thus defining the coupled-cluster singles-and-doubles (CCSD) model. Here and in the following indices {i, j, . . . , n, o}, {a, b, . . . , f, g} and {p, q, r, s} refer to occupied (hole), virtual (particle) and general orbitals, respectively. The energy and the cluster amplitudes are found from the equations
conveniently given in terms of the similarity-transformed HamiltonianĤ
The equation-of-motion couped-cluster (EOM-CC) method is a robust theory for the calculation of multiple excited states on an equal footing, obtained by diagonalization of the similarity-transformed HamiltonianĤ within a selected excitation manifold. The similarity-transformed Hamiltonian is non-Hermitian, so right-handed (R) and left-handed (L) eigenvectors, determined by the solution of
for a given excited state µ with energy E µ , are therefore not simple adjoints of each other but obey the biorthogonality condition
One should note that the resolution of equations 6 and 7 closely resembles a CI-type diagonalization, where the matrix representation ofĤ has been replaced by that ofĤ, and the right-and left-hand wavefunctions are parametrized respectively as
and
viaR orL operators (see below), thus defining the excited states on the basis of the coupled-cluster wave function |CC for the reference state. To simplify notation we will in the following no longer explicitly mention the excited state label µ, but one should keep in mind that R orL may target one or more excited states. Different choices for theR andL operators define different EOM-CC models. In the present work we have used three most popular choices ofR (of excitation kind) andL (of de-excitation kind), defining the three lowest Fock space sectors:
• excited states (1h-1p) :
• ionized states (1h) :
• electron-attached states (1p):
where curly brackets refer to normal ordering with respect to the Fermi vacuum defined by the reference Φ 0 , and the sets {r}, {l} to the amplitudes of the corresponding operators. We have here truncated ourR andL operators at the singles-doubles level since the same truncation is used for theT operators. The equations 6 and 7, together with the equation 8 expressing the biorthogonality of the leftand right-hand eigenvectors define the EOM-CC models under consideration.
III. IMPLEMENTATION DETAILS
The present implementation has been carried out within a development version of the DIRAC quantum chemistry package 85 . As we in this paper focus only on the determination of transition energies, we can summarize the calculation in three steps:
1. Solve closed-shell ground state CCSD equations to obtain T 1 and T 2 amplitudes.
2. Construct the one and two-body intermediates based on the T 1 and T 2 amplitudes necessary for the construction ofĤ.
3. Diagonalization ofĤ in the full singles-doubles excitation space to obtain excitation energies and eigenvectors. An iterative matrix-free method is employed to avoid the explicit construction ofH, due to its generally very large size.
The first step is carried out within a Kramersunrestricted formalism 99 , and the parallelization of the code is such that the most numerous integrals involving three or four virtual indexes are distributed over different compute nodes 100 . As we shall see below, this scheme can be generalized to the parallelization of the EOM-EA and EOM-EE models.
The intermediates in the second step are those originally defined by Bartlett, Gauss, Stanton and coworkers [101] [102] [103] [104] [105] in a spin-orbital basis, and for which the construction in a four-component formalism has been discussed in detail in our previous work 106 on the calculation of ground-state properties. We have extensively made use of the previously developed tensor contraction routines compatible with double group symmetry.
What follows discusses the work necessary for the third step, which required two main components: the first is a significant extension in scope of the aforementioned contraction routines, so that they were also able to carry out tensor contractions with non-totally symmetric and oddranked tensors while still exploiting double point group symmetry. These extensions, which are not trivial due to the handling of complex quantities, will be discussed in detail in section section III A below. The second component is a matrix diagonalizer that can handle both real and complex general matrices. It will be discussed in more detail in section III B.
A. Extension to odd-ranked and non-totally symmetric tensor contractions
In our previous work 106 , we have developed generalpurpose tensor contraction routines to handle tensor contractions related to relativistic coupled-cluster theory. These routines handle relativistic symmetry as expressed by double point groups, where the boson irreps of single point groups are complemented by fermion irreps, spanned by functions with half-integer spin. The routines, restricted to the highest Abelian subgroup of the full symmetry group, exploit optimal blocking and sparsity of a tensor for each contractions. They assume that the product of all tensor indices belongs to boson irreps, which is true for even-ranked tensors, but excludes oddranked tensors in which this product belongs to a fermion irrep.
In the present work, (L)R-vectors for IP and EA are odd-ranked and hence span fermion irreps. In order to accommodate these tensors in our tensor contraction scheme we formally increase the rank by one by introducing, as a bookkeeping device, a label for each fermion irrep representing each a continuum orbital, so that electrons are considered to be ionized(attached) to(from) this orbital. This follows in spirit the well-known approach of adding a very diffuse gaussian basis function to an EOM-EE code to simulate the ionization to the continuum 107 . The fundamental difference is that all actions are done at the contraction level only (similar to the EA-EOM-CCSD implementation of Nooijen and Bartlett 108 ) and do not require the definition of a basis function. Since the EOM-EE machinery (N 6 scaling) is not used the proper N 5 scaling of EOM-IP is obtained.
The continuum orbital will always belong to the same fermion irrep as the orbital from where/to which ionization/electron attachment occurs. In this way, and due to our restriction to Abelian double groups at the correlated level, the (L)R-vectors become totally symmetric, and we block them according to the same scheme as used for even-ranked tensors. Since we only have one continuum orbital per irrep, the size of arrays is not increased relative to the original odd-ranked arrays. In the contraction step we ensure that continuum orbitals can only be contracted with themselves. As an illustration, we consider the following contribution to the R-sigma vector equation of EOM-IP (cf. Eq. (B2) of the Appendix)
By introducing the continuum orbital this term is rewritten as
where c1 represents the continuum orbital, and indices o and p refer to holes and particles, respectively. The corresponding subroutine call is:
where r1 contains the trial vector coefficients. As explained above, c1 and o3 will belong to the same fermion irrep, thereby r1 is blocked with respect to the symmetry of o3. The σ-vector is blocked according to the symmetry of c1 as well. In this manner the operation count of IP-and EA-type contractions is reduced significantly, especially for linear molecules and other molecules with high symmetry. The second generalization of the original implementation of tensor contractions is to allow contractions for which the product of tensor indices is not totally symmetric. Such contractions occur for EOM-EE target states that belong to non-totally symmetric irreps. We have illustrated this extension schematically in Appendix A.
B. Davidson diagonalization for non-Hermitian matrices
Diagonalization ofĤ in the full singles-doubles excitation space to obtain excitation energies and eigenvectors is an expensive task, since the matrix dimension is in principle huge, and we thus employ an iterative procedure of the Davidson type 109 . SinceĤ is non-Hermitian we have in this work implemented a generalized eigensolver following the algorithm of Hirao and Nakatsuji 110 , which is capable of obtaining multiple roots at a time as well as handlingH which can be either real or complex depending on the double point group in use -though operating with double precision variables instead of complex ones 111 . We solve the left and right eigenproblems separately, using a modified Gram-Schmidt procedure 112 for orthonormalizing the trial vectors during the iterative procedure (cf. Refs. 113, 114) . This approach is often more cost-effective for an EOM-CC implementation as excitation energies are usually the only quantity sought, requiring only the solution for one side. If both left and right calculated, the left eigenvectors are rescaled to satisfy the bi-orthogonality condition (Equation 8 ).
The first and costlier part of this algorithm is generally the formation of the left (σ L ) or right (σ R ) sigma vectors
where b(b † ) is the (complex conjugate) matrix of trial vectors, as it involves the contractions outlined in Appendix B. Here we carefully avoid the possibility of generating three-body intermediates by suitably rearranging the order of contractions, which will again be reflected in the sigma vector expressions in Appendix B.
Another particularity of our implementation has to do with the parallelization of the most expensive and memory intensive step of the sigma vector construction. The terms which arise from the integrals involving four virtual orbitals are constructed with distributed-memory Message Passing Interface (MPI) parallelization. As seen in Appendix B such terms appear in the EOM-EA and EOM-EE sigma vector equations in addition to the ground-state CCSD amplitude equations. We then synchronize final sigma vectors to the master and proceed in serial mode for the rest of the Davidson iteration steps.
The choice of the initial trial vectors is of paramount importance for the final convergence of the method. We have adopted the following routes to choose our guess vectors:
(a) We fully diagonalize the singles-singles block of the transformed Hamiltonian. Eigenvectors of that diagonalization are considered as guess vectors.
(b) We approximate the singles-singles block of the transformed Hamiltonian by its diagonal elements, that is, (F are considered as guess vectors. Since they are selected according to energy and the number of roots requested, we refer to these as pivoted unit vectors.
Further computational savings for IP and EA calculations can be achieved by using the fact that for real and complex double groups the states are doubly degenerate due to time-reversal symmetry and each span a different irrep. This means we only need consider one of the two degenerate Kramers pair as our guess vectors for each irrep, and thus may calculate only half of the total number of σ-vectors (for excitation energy calculations similar considerations are ungainly, since symmetry-adaptation requires constructing multideterminant reference states). However, for the quaternion double groups this scheme cannot be employed in a straightforward manner, and we must request twice as many roots as we want states, irrespective of the nature of the calculations.
Finally, the implementation allows for the use of root following using the overlap between initial and generated trial vectors 115, 116 during the procedure, in the case one wishes to target states with dominant (1h1p), (1h0p) or (1p0h) character, which may turn out to be higher in energy than states with (2h2p), (2h1p) or (2p1h) character.
IV. COMPUTATIONAL DETAILS
All coupled-cluster calculations were carried out with a developmental version of the Dirac electronic structure code 85 (revisions e25ea49 and 7c8174a), employing Dyall's basis sets [117] [118] [119] [120] of triple-zeta quality (dyall.av3z) for the halogens, and Dunning's aug-cc-pVTZ sets 121 for oxygen, all of which are left uncontracted. In these calculations we employed the molecular mean-field 84 approximations to the Dirac-Coulomb ( 2 DC M ) and DiracCoulomb-Gaunt ( 2 DCG M ) Hamiltonians -where in the latter the Gaunt-type integrals are explicitly taken into account only during the SCF step -along with the usual approximation of the energy contribution from (SS|SS)-type two-electron integrals by a point-charge model 122 . Apart from the EOM-CC method, we have employed the intermediate Hamiltonian Fock-Space (IHFS-CC) method 34, 37 . Details of the main (P m ) and intermediate (P i ) model and complement (Q) spaces used will be given below for each system.
To further simplify the notation, in what follows we abbreviate EOM-CC and IHFS-CC to EOM and IHFS respectively, adding whenever appropriate the qualifiers EE/IP/EA for the first and (1h1p)/(1h0p)/(0h1p) for the second to denote the Fock-space sector under consideration. We also note that in the cases of known doubly degenerate electronic states (e.g. the Ω = 1/2 (g/u) , . . . for electron attachement/detachment or the Ω = ±1 (g/u) , . . . for excitation energies in linear symmetry), in the EOM calculations only one has been explicitly calculated. Furthermore, in EOM calculations, unless otherwise noted, we have used pivoted unit vectors as initial trial vectors and new solution vectors were generated : a) using the root following procedure for EOM-IP; b) not using the root following procedure for EOM-EE/EA. The electronic states of halogen monoxide radicals have been obtained starting from the anions (XO − ) in order to provide a closed-shell reference determinant for electron detachment calculations for both IHFS(1h0p) and EOM-IP calculations. In all calculations C ∞v symmetry was used. All spinors with energies between -10.0 and 100.0 E h have been correlated, which corresponds to considering, respectively: (a) 20 electrons and 206 virtuals for the systems containing Cl; (b) 32 electrons and 246 virtuals for the systems containing Br; (c) 32 electrons and 248 virtuals for the systems containing I; (d) 46 electrons and 340 virtual spinors for the systems containing At; and (e) 46 electrons and 306 virtuals for the systems containing Ts. In terms of the nature of the occupied atomic spinors correlated, the spaces above correspond to including the 2s2p oxygen and the (n)sp(n−1)spd(n−2)f halogen atomic shells (n denoting the valence shell; f shells are obviously available only for At and Ts).
In the IHFS(1h0p) case, the P m space for all species but TsO comprises the five highest occupied molecular spinors of the anion which arise from the valence (p-p) manifold (π
and all remaining virtuals in the Q space, whereas the P i space included all other occupied spinors. For TsO, we encountered convergence problems due to intruder states with the aforementioned P m space, and had to move the lowest-lying π
1/2 into P i . In the EOM-IP case, the number of roots requested was 3 and 2 for Ω = 1/2, 3/2, respectively, which allows us to obtain the ground and low-lying states, which correspond to those obtained with IHFS(1,0) for the model space above. Spectroscopic constants were obtained by constructing potential energy curves for each species and performing polynomial fits to energies calculated for X-O internuclear distances ranging from (a) 1.46Å to 1.98Å for ClO; (b) 1.58Å to 2.14Å for BrO; (c) 1.66Å and 2.16Å, for IO; (d) 1.84 and 2.40Å, for AtO and (e) 1.86 and 2.44Å, for TsO, respectively, with spacings no smaller than 0.01Å between points. For most of the calculated points, the HartreeFock self-consistent field (SCF) procedure converged to the correct state with the default start potential. For TsO with an elongated bond length (beyond 2.32Å) this procedure lead to a wrong SCF solution, and we needed to adjust the start potential to ensure occupation of the correct orbitals in the early stage of the SCF iterations.
B. Triiodide
We investigated the excitation energies, electron attachment and electron detachment for I in all cases. The geometry used is R = 2.93Å, which was used previously to compare different electronic structure methods for excitation energies 51 . All spinors with energies between -3.0 and 12.0 E h have been correlated, which corresponds to considering 52 electrons and 332 virtual spinors. This choice is slightly different from that of Ref. 51 , since there we employed the augmented core-valence triple-zeta basis and with that included additional virtual spinors in the complement space Q. In all calculations the D ∞h point group was used.
In the case of IHFS calculations we considered the same active spaces used in Ref. 51 : for the IHFS(1h0p) calculations, the P m space contained the 16 highest-lying occupied spinors (4, 2, 6, 4 for ω = 1/2 g , 3/2 g , 1/2 u , 3/2 u , respectively), with the remaining 6 occupied spinors (4, 0, 2, 0 for ω = 1/2 g , 3/2 g , 1/2 u , 3/2 u , respectively) being included in P i . For the IHFS(0h1p) calculations, the P m space contained the 20 lowest-lying virtual spinors (6, 2, 8, 4 for ω = 1/2 g , 3/2 g , 1/2 u , 3/2 u , respectively), with the subsequent 24 virtual spinors (6, 6, 4, 4, 2, 2 for ω = 1/2 g , 3/2 g , 5/2 g , 1/2 u , 3/2 u , 5/2 u , respectively) making up the P i space. For the IHFS(1h1p) calculations the P m and P i spaces for both calculations are constructed as the direct product of the respective spaces from the IHFS(0h1p) and IHFS(1h0p). The number of roots requested in the EOM calculations was:
symmetries for EOM-EA; and 10 in each of the Ω = 0 g , 1 g , 2 g , 1 u , 2 u symmetries for EOM-EE. In the EOM-IP calculations the root following procedure was not used.
C. Dihalomethanes
We investigated the excitation energies, electron attachment and electron detachment for the CH 2 IBr and CH 2 I 2 systems with EOM-EE and IHFS, starting from the closed-shell ground state in both cases. All calculations were performed on a single structure obtained by a geometry optimization performed with the ADF code [123] [124] [125] , using TZ2P basis sets and the scalar relativistic Zeroth-Order Regular Approximation (ZORA) Hamiltonian. The corresponding Cartesian coordinates and structural parameters can be found in the Supplementary Information. All calculations were performed in C 2v (CH 2 I 2 ) and C s (CH 2 IBr) symmetries. As C 2v is not an Abelian double group 126 , the C 2 subgroup was employed in the coupled cluster calculation and defines the symmetry labels for the states that were calculated.
All spinors with energies between -3.0 and 6.0 E h for CH 2 I 2 and -4.0 and 6.0 E h CH 2 IBr have been correlated, which corresponds to considering, respectively: (a) 40 electrons and 364 virtual spinors for CH 2 IBr; and (b) 40 electrons and 374 virtual spinors for CH 2 I 2 . In terms of the nature of the occupied atomic spinors correlated, the spaces above correspond to including the 1s of hydrogen, the 2s2p of carbon, and the (n)sp(n − 1)spd halogen atomic shells (n denoting the valence shell). The number of roots requested for the EOM calculations is as follows: 7 and 6 of 1 E symmetry for EOM-IP and EOM-EA, respectively, for each of the species; and for EOM-EE, 12 of A, B symmetries, respectively, for each of the species.
For the IHFS(1h0p) calculations, the P m spaces for both species contained the 12 highest-lying spinors (6 in each of the 1 e, 2 e representation), with the remaining 28 spinors (14 in each of the 1 e, 2 e representations) being included in P i . For the IHFS(0h1p) calculations, the P m space for CH 2 I 2 contained the 26 (13 in each of the 1 e, 2 e representations) lowest-lying spinors, with 30 additional spinors (15 in each of the 1 e, 2 e representations) making up the P i space, whereas for CH 2 IBr 20 and 30 spinors make up the P m and P i spaces, respectively, and, as was the case for the (1h0p) sector, these are evenly divided between the 1 e and 2 e representations. For the IHFS(1h1p) calculations on the CH 2 I 2 and CH 2 IBr, the P m and P i spaces for both calculations are constructed as the direct product of the respective spaces from the IHFS(0h1p) and IHFS(1h0p). Unfortunately, IHFS(1h1p) calculations with the corresponding model space did not converge, and attempts with larger model spaces were not practically feasible due to technical constraints (the MPI implementation did not fully support the 64-bit integers needed to address a larger memory space) which occur due to the increase in storage requirements caused by the use of complex algebra in C s symmetry.
V. RESULTS

A. Halogen monoxides
We begin the discussion by analyzing our results for the halogen monoxide radicals. In Table I , we present the spin-orbit splitting of the 2 Π ground states,
calculated at the ground-state (X 2 Π 3/2 ) EOM-IP equilibrium structure.
Comparing first the EOM-IP and IHFS(1h,0p) T so values in Table I , we see for both 2 DCG M and 2 DC M the expected close agreement between the two methods along the series: up to IO differences are of the order of 0.001 eV or better for both Hamiltonians, for AtO differences are slightly larger (about 0.01 eV and 0.005 eV for 2 DC M and 2 DCG M , respectively), while for TsO discrepancies of around 0.023 eV and 0.025 eV for the 2 DC M and 2 DCG M Hamiltonians, respectively, are found. These differences between the two methods are due to use of the Intermediate Hamiltonian formalism: whereas EOM-IP and FS(1h0p) should yield exactly the same results for singly ionized states this does not hold for EOM-IP and IHFS(1h0p). The pronounced differences between EOM-IP and IHFS(1h0p) for TsO can either be due to missing contributions from higher sectors (in particular 2h1p) or the division into P m and P i spaces in IHFS calculations. The latter is a sensitive point for our IHFS calculations since states belonging to the P i space are not dressed and therefore treated in a CI-like way 37 . To better understand the observed trends in spin-orbit splittings, it is illustrative to look at the composition of the electronic states of XO in terms of the molecular spinors of XO − at the EOM-IP equilibrium structures (listed in the Supplementary Information). In all cases, the X 2 Π 3/2 and X 2 Π 1/2 states are dominated by ionizations from the π * 3/2 and π * 1/2 orbitals of the anions. For the ClO molecule these π * orbitals has most weight on the less electronegative oxygen atom and their energies are only slightly split by spin-orbit coupling. As the electronegativity of the halogen atom decreases along the series, the bonding π orbital overall becomes centered on the oxygen whereas the antibonding π * orbital moves to the halogen. For IO the spin-orbit splitting is considerable but one may still interpret the highest ω = 1/2 and ω = 3/2 orbitals as two π * orbitals, now with the dominant weight on iodine. This simple picture starts to break down for AtO in which the ω = 1/2 orbital also contain a significant σ contribution and has an increased oxygen participation. For the TsO molecule, spin-orbit coupling is so strong that the notion of σ and π orbitals is better avoided. The lowest orbital in the p-orbital valence space is the Ts 7p 1/2 orbital which is relatively compact and hardly participates in chemical bonding (cf. Ref. 127 ). The ω = 3/2 orbitals are also virtually nonbonding and centered either on the O or the Ts. The bonding is provided by the ω = 1/2 component of the Ts 7p 3/2 orbital which combines with the O 2p σ . These changes induced by the increasing importance of spinorbit coupling on the bonding orbitals can be visualized by means of plotting the spinor magnetization densities (Supplementary Information). For TsO, the qualitatively different orbital structure is also reflected in the composition of the two lowest states. While the X 2 Π 3/2 still shows contributions from configurations where also the lower energy ω = 3/2 is unoccupied, the X 2 Π 1/2 state is nearly completely dominated by a configuration in which the π * 1/2 is singly occupied. For the EOM-IP calculations we see also a small contribution from a configuration in the 2h1p sector in which this ionization is accompanied by an excitation from the σ 1/2 to a high-lying σ * 1/2 spinor. For the higher lying Ω = 1/2 and Ω = 3/2 states that arise by excitation from the bonding π orbitals, we largely observe the same patterns with respect to their composition (see Supplementary Information) as discussed for the spin-orbit split ground state. Again there is one dominant singly ionized configuration for both EOM-IP and IHFS(1h0p) and a small 2h1p contribution for the former. The exception is again TsO, where for the third Ω = 1/2 state of TsO we find the largest discrepancy in energy (1.63 eV) between EOM-IP and IHFS(1h0p) among all states considered. This is due to the fact that the lowest π 1/2 orbital had to be put in the P i space, which leads to a poor description of states that are dominated by ionization from this orbital.
We note that while EOM-IP and IHFS(1h0p) perform in very nearly the same way for states dominated by singly ionizations (and belonging to P m ) irrespective of the Hamiltonian used, the choice of Hamiltonian does have important implications for the value of T so : the 2 DC M are larger than the 2 DCG M ones, and this difference grows slowly along the series (0.003 eV for ClO, 0.0035 eV for BrO, 0.0041 eV for IO, 0.0047 eV for AtO), culminating in the largest difference (0.0216 eV) for TsO. However, since T so itself increases still faster as the halogen becomes heavier, in absolute terms the importance of the Gaunt interaction diminishes along the series. The effect of the Gaunt term corresponds to about 7% of T so for ClO (and therefore must be taken into account), whereas for AtO it corresponds to less than half percent (and therefore can be safely ignored), only to become important again for TsO, for which its contribution being just short of 2%.
We see a rather good agreement between our results and experimental ones 128 based on photodetachment measurements on the XO − species (and therefore similar to our computational approach), with the 2 DCG M results being in general closer to experiment. Since our calculations do not take into account corrections for zeropoint vibrations, basis set incompleteness and higher excitations, we are not in a position to make definitive quantitative statements on the performance of the different methods. The only theoretical study that has accounted for vibrational corrections is that of Peterson and coworkers 129 , though using single-reference CCSD(T) calculations. These, however, yield T so values which underestimate the experimental values, in particular for IO. Other theoretical calculations have corrected for the single-reference approach by using multireference CI 130 or EOM-IP but using different approximate Hamiltonians, that differ both in the treatment of scalar relativistic effects and SOC: Akinaga and Nakajima 81 used a two-component method combining the third-order Douglas-Kroll-Hess Hamiltonian (DKH3) for scalar relativistic effects and screened nuclear SOC integrals, Epifanovsky and coworkers 77 used the one and two-electronic Breit-Pauli (BP) Hamiltonian with atomic mean-field SOC integrals, and no scalar relativistic effects, whereas Cheng and coworkers 131 have used spin-free exact twocomponent Hamiltonian (SFX2C-1e) for scalar relativity in conjunction with BP, atomic and molecular mean-field SOC integrals (the Hamiltonian used is the SO part of modified Dirac Hamiltonian by Dyall 132 ) for the SO part. Even though in all of the above mentioned methods the EOM-CC framework have been used, they differ in terms of their treatment of SOC -Akinaga and Nakajima 81 considers SOC from the start with their approximated Hamiltonian, Epifanovsky and coworkers 77 and Cheng and coworkers 131 both treat SOC as a perturbation to their choice of spin-free/scalar relativistic Hamiltonians. Afterwards an effective Hamiltonian is constructed with the SOC integrals at the EOM level. However, the latter two approaches differ from one another because Cheng and coworkers 131 treat amplitude relaxation due to SOC perturbation while Epifanovsky and coworkers 77 do not.
As not all calculations use strictly the same basis sets (some use triple-zeta bases with core-valence correlating functions or quadruple-zeta bases, but in both without adding diffuse functions as done here), the differences we observe between the different EOM-IP results are not exclusively due to the different Hamiltonians used. With some precaution we, however, believe we can affirm that, first, all EOM-IP approaches show more or less the same performance for ClO and get quite close to experiment. Second, for BrO, apart from the X2C-based approach of Cheng and coworkers 131 , which shows results comparable to our 2 DCG M ones, all others seem to underestimate the experimental T so . Finally, for IO, at a first glance the BP-based approach of Cheng and coworkers 131 yields the closest results to experiment, but the good agreement between our results and their X2C-based ones indicates that this may be somewhat fortuitous and due to cancellation of errors in the Hamiltonian and the EOM-CC method. It is quite likely, though, that approximate treatments of spin-orbit interaction such as proposed by Cheng and coworkers 131 are sufficiently accurate to treat molecules containing up to iodine. As Cheng and coworkers 131 have not explicitly explored their approach for heavier species, we can only speculate as to their general applicability for species containing 6p elements and beyond, where strong second-order SOC effects are expected.
We end the comparison of theoretical results for T so by noting that our results for IO and AtO show 2 DC M faithfully reproduce the IHFS(1h0p) results of Gomes and coworkers 44 using the 4-component DC Hamiltonian, in line with the findings of Tecmer and coworkers 55 for small actinide species. We decided to extend this comparison here and show in Table I T so values for the DC Hamiltonian, along with a more detailed comparison in the Supplementary Information. We see differences in energy between the DC and 2 DC M Hamiltonians of less than a tenth of a milli-electron volt. A closer inspection of the results in the Supplementary Information reveals that, in absolute terms, the differences between Hamiltonians are very systematic and of the order of milli-electron volts. Thus, the differences between Hamiltonians for relative energies (whether between the anion and the radical, or between the states of the radical) are in effect about two order of magnitude lower than the absolute ones, so that the molecular mean-field approach shows errors of less than a wavenumber for all excitation energies considered, as well as ionization energies.
We will now consider the characteristics of the potential energy curves of the lowest electronic states of the halogen monoxides presented in Figure 1 . Due to the similarities in results between the 2 DCG M and 2 DC Hamiltonians and between EOM-IP and IHFS(1h0p), we have opted to only present 2 DCG M EOM-IP results since they seem to better represent the spin-orbit splitting. Additional data for these states (equilibrium structures, harmonic vibrational frequencies and vertical as well as adiabatic excitation energies) can be found in the Supplementary Information.
In Figure 1 the changing nature of the π and π * orbitals that we discussed before is clearly visible in the curves. For the lightest two halides (ClO, BrO) the splitting of the A 2 Π is more pronounced than that of the X 2 Π curves as it is the bonding orbital that contains the largest halogen fraction. For iodine and for heavier halides the splitting is more pronounced for the X 2 Π than for the A 2 Π because for these molecules the antibonding orbital contains the largest halogen fraction. The SOC does not have a large influence on the difference in equilibrium bond lengths between the X 2 Π and A 2 Π states, which is relatively stable at about 0.15Å.
Another trend we observe from Figure 1 that is further evinced by the data in the Supplementary Information is the decrease of the ground-state harmonic frequencies along the series for X 2 Π, from about 900 cm −1 for ClO to 573 and 457 cm −1 for the X 3/2 2 Π and X 1/2 2 Π of TsO. While this is partly due to the increasing reduced mass, also the decrease in force constants indicates a reduction of the bond strength by almost a factor of two going from ClO to TsO. For the excited A 3/2 2 Π and A 1/2 2 Π states, the trend is less clear. While having significantly smaller force constants overall due to double occupancy of the π * instead of π orbitals, the force constants of the A states in IO are larger than these of the lighter ClO and BrO, as well as these of the heavier AtO. TsO is again special, with the two A states crossing each other and having rather different force constants. This shows that for such heavy atoms, the treatment of SOC as a minor perturbation can not be justified.
B. Triiodide
We discuss now our results for the triiodide molecule, previously investigated by some of us 51 with a large array of relativistic correlated electronic structure methods (CASPT2, TD-DFT, MRCI and IHFS-CC), and more recently by Wang and coworkers 134 with EOM approaches which take SOC into account in an approximate manner. As the experimental interest on this species has to do with its complex dissociation behavior upon electronic excitations, our main interest here is in comparing our EOM-EE approach to IHFS(1h1p), which we know accurately describes the two absorbing 0 + u states in the ranges of 3.43-3.45 eV and 4.25-4.28 eV, respectively (these excitation energies having been determined by photofragment yield spectra 135, 136 ), as well as how EOM-EE with molecular mean-field Hamiltonians compares to the approximate schemes proposed by Wang and coworkers 134 . From our results, presented in Table II , we observe that EOM-EE excitation energies systematically overestimate the IHFS(1h1p) ones; we find a mean absolute deviation (MAD) of 0.17 eV for both the 2 DC M and 2 DCG M Hamiltonians, with small standard deviations (σ) of 0.02 eV in both cases. On other words, spectra obtained with EOM will show a shift in the origin with respect to IHFS, but will otherwise look the same. This behavior has been discussed previously by Musial and Bartlett for lightelement systems [66] [67] [68] , and has to do with the differences in parametrization for the excited-state wavefunctions in the two approaches (linear for EOM-EE and non-linear for IHFS(1h1p)). In the IHFS(1h1p) sector, the nonlinear parametrization of the wave operator, apart from the single excitation operators contains the product of the electron attachment and detachment operators whose presence assures valence extensivity 64 , in contrast to the linear operator in EOM-EE which does not.
Some of us had already observed the same systematic behavior of EOM in comparison to IHFS for another heavy element species (UO a two-step SO-LRCC (thus analogous to EOM-EE) calculation 50 was used, there could still be doubts as to whether the observed differences arose solely from the difference in parametrization. Here, as we have used exactly the same Hamiltonians for both methods, we can affirm that the differences indeed come from the parametriza- tion. The SO-CASPT2 results of Ref. 51 , reproduced here for the convenience of the readers, show by comparison a slightly smaller MAD but at the same time much less systematic behavior than EOM, with some states being very close to the IHFS ones and others quite far apart, as reflected by the larger σ value of 0.08 eV. Our view is that this underscores the lesser reliability of CASPT2 with respect to coupled-cluster approaches since it can result, for instance, in spurious inversions between states: for EOM we observe one such inversion for states 11 (2 g ) and 12 (0 
The excitation energies of triiodide have also been investigated with the three approximate EOM schemes introduced by Wang and coworkers 134 , which are based on the inclusion of SOC at the post-SCF step using a oneelectron SOC operator (ĥ SO ) originating from the relativistic effective core potential (RECP) operator. In the first scheme (EOM-SOC-CCSD),ĥ SO is introduced for the solution of the ground-state coupled-cluster equations (so SOC is directly included in the F ae , F mi , F me , W mbij , and W abej intermediates and indirectly in the other intermediates through the cluster amplitudes), and the excited states are obtained by diagonalizing the corresponding similarity-transformed Hamiltonian (includinĝ h SO ) in the space of singly and doubly excited determinants. In the second scheme (SOC-EOM-CCSD), h SO is included in the Hamiltonian for the EOM step only, and thus neither the Hartree-Fock not the ground-state coupled-cluster wavefunctions incorporate any SOC effects. The SOC-EOM-CCSD scheme is computationally less expensive since only the F ae , F mi , F me , W mbij , and W abej intermediates can be complex, but at the cost of having to determine the EOM excitation energies in the space of the ground-state, singly and doubly excited determinants while at the same time introducing unlinked terms involving matrix elements of the SOC Hamiltonian which make the excited state energies not size-intensive and the ground-state energy not sizeextensive. Finally, the third scheme (cSOC-EOM-CCSD) approximates SOC-EOM-CCSD by neglecting the unlinked terms in SOC-EOM-CCSD. SOC effects on the ground state are not taken into account with this approach, and interactions between double-excitation determinants and single-excitation determinants through SOC are not fully considered because of the neglect of the term where the SOC operator coupled singly and doubly excited determinants in the EOM equations. We note these schemes exploit time-reversal symmetry, and that due to the use of orbitals not including SOC, it was possible to use single-point group symmetry.
From Table II we see that EOM-SOC-CCSD performs rather consistently with the four-component-based approaches presented here, with small deviations (from 0.02 to 0.05 eV) from our results which are likely due to difference in basis sets and the truncation of the correlating space in our case. As a consequence, EOM-SOC-CCSD are similarly very systematic in their deviation from IHFS(1h1p), showing a slightly better MAD value for EOM-SOC-CCSD than ours that is likely to be a fortuitous result, as the corresponding σ value is the same as ours. A comparison to SOC-EOM-CCSD, on the other hand, shows that the latter is a rather poor approximate scheme, as not only individual excitation energies are quite different from ours (generally shifted upwards by over 0.1 eV, and with a MAD value nearly twice as large as ours for EOM-SOC-CCSD), though the systematic nature of the difference between EOM and IHFS is still roughly intact, as there is only a small increase of the σ value to 0.03 eV. Finally, the correction to SOC-EOM-CCSD (cSOC-EOM-CCSD) does reduce the MAD value and is therefore on average close to IHFS than the more rigorous EOM schemes, but as was the case for SOC-EOM-CCSD, this obscures the fact that the errors are less uniformly distributed than for EOM-SOC-CCSD or the four-component-based EOM since one also has a σ value of 0.03 eV. This makes the method less reliable in practice.
In addition to the excitation energies, we present in Table III some of the lowest ionization energies and electron affinities of the triiodide (thus yielding the I 3 and I 2− 3 radicals). Our ionization energies show a rather good agreement with experiment for the states under consideration -and particularly for the first -which is not surprising, in the light of the good performance shown by EOM-IP for the XO species, and taking into account that the experimental results are for vertical electron detachment and the chosen bond lenght is quite close to the equilibrium structure of I − 3 . As for IO, we see that the Gaunt interaction plays a negligible role in the ionization energies, and also that the IHFS model space is sufficiently flexible that the EOM and IHFS results are essentially identical.
For the electron affinities the same trends as for ionization energies are observed with respect to the importance of the Gaunt interactions and the similarity of EOM and IHFS results. Unfortunately, we are unable to compare the calculated values to experiment since, to the best of our knowledge, such results are not available in the literature.
C. Dihalomethanes
We now turn our attention to the diiodo-(CH 2 I 2 ) and iodobromo-methane (CH 2 IBr) species which, apart from their experimental interest, are examples of species with lower symmetry than those discussed before and there- fore more costly to treat from a computational standpoint (CH 2 IBr requiring the use of complex algebra). We begin with their ionisation energies shown in Table IV. We see there is hardly any difference between 2 DCG M and 2 DC M results (at most differences of 0.01 eV) for both CH 2 I 2 and CH 2 IBr. In all cases, the ionizations are determined to be single-particle processes, with the absence of important (2h1p) amplitudes in the EOM-IP case. The ionization energies are in good agreement with experiment 18,138-145 , with typical differences being of the order of 0.1 eV. Such differences are quite far from what are the best experimental error bars avaliable 142 , which are well under 0.05 eV for both species, but given that our calculations have not been performed at the experimental structures 146 but rather on PBEoptimized ones, and still lack corrections due to basis set completeness-and probably more importantly, of higherorder electron correlation effects-we consider this accuracy to be sufficient for the purposes of this paper.
There have not been many other theoretical studies of ionization energies in the literature: we are aware of the TD-B3LYP 140 study of Satta and coworkers for CH 2 I 2 and the SO-MRCI studies of Weinacht and coworkers 148-150 for CH 2 IBr. With respect to TD-B3LYP, we observe our results are of similar quality for the first ionization energy, with B3LYP overestimating the experimental value by slightly less (0.04 eV) than we underestimate it (0.06 eV). However, for the higher ionizations we see a consistent underestimation of the experimental results by TD-B3LYP, while EOM-IP results are often 0.1 eV closer to experiment.
In the case of CH 2 IBr, EOM-IP again underestimates the experimental result (by 0.04 eV) whereas the SO-MRCI results more closely match experiment, something that may reflect additional orbital relaxation in the SO-MRCI calculations since state-averaged (spin-free) orbitals were used. For the other ionizations the two methods yield results which are apart by more than 0.1 eV, with a notable difference of 0.29 eV for IP 5 . Given that for CH 2 I 2 the higher ionizations by EOM-IP have followed the experimental ones rather well, we wonder the extent to which the SO-MRCI results are biased towards the description of the low-lying states. Unfortunately, to our knowledge there are no experimental results for these ionizations to shed further light on the performance of the methods.
Our results for electron affinities are summarized in Table V . From these we see that for CH 2 I 2 we have both EOM-EA and IHFS(0h1p) predicting a bound electron attachment state (corresponding to the CH 2 I − 2 species), in line with the experimental results for Modelli and coworkers 151 , who measured a bound first electron attachment state, and a second attachment energy. In passing we note that Modelli and coworkers found bound states for CHI − 3 and CI − 4 as well. Our calculations have placed the first electron attachment state (EA 1 ) at 0.32 eV below the ground state for the neutral species, and the second state (EA 2 ) at 0.50 eV, which agrees well with the value obtained via the dissociative attachment spectra (0.46 eV). We agree less in the interpretation of the process: with the help of MS-Xα calculations, Modelli and coworkers have modelled it as the addition of an electron to a single virtual orbital. In our calculations, all electronic states but EA 4 correspond to multideterminantal wavefunctions-for the first two states, which are the most relevant ones for the comparison to the experimental results, we have that a determinant with an electron attached to the LUMO and another with an electron attached to the LUMO+1 contribute to the wavefunctions of EA 1 to about 56% and 30%, respectively; in the case of EA 2 , these contribute by about 37% and 59%, respectively. The EOM-EA calculations for CH 2 IBr show a similar trend, but with the first electron attachment state (EA 1 ) being only slightly bound, at 0.02 eV below the CH 2 IBr ground state energy and with a second attachment state (EA 2 ) at around 0.54 eV above the CH 2 IBr ground state energy. We also observe that wavefunctions for the electron attachment states are made up of more than a single determinant. The IHFS(0h1p) calculations yield results not far from EOM-EA for all the electron attachment states considered, but that show instead a weakly unbound (0.01 eV) EA 1 . We believe this is an artifact of the calculations, due to the impossibility of using a larger model space. There are unfortunately no experimental results to which compare our calculations for CH 2 IBr, but we note that in the work of Guerra and coworkers 152 We observe once more the tendency of SO-CASPT2 to show somewhat higher deviations to IHFS(1h,1p) than EOM-EE, with much more uneven errors for the different excitations than EOM-EE (MAD of 0.43 eV and σ of 0.09 eV). Without transition moments it is difficult to comment on the accuracy with respect to the experimental values, since our results show a number of close-lying states with energies close to the experimental peak values, but at the same time this give us confidence that we shall be able to reproduce the peak positions to a tenth of an eV or less.
For the excitation energies of CH 2 IBr, the general observations with respect to a comparison to experiment made for CH 2 I 2 apply, as we see from Table VII that we obtain EOM-EE excitation energies that match well the energies of the experimental peak maxima, and that there's little differences between Hamiltonians (in general, differences are smaller than 0.01 eV). We note from the EOM-EE results that once more there's little difference between Hamiltonians. Unfortunately, we were unable to perform a detailed comparison to IHFS(1h1p) due to the impossibility of converging the latter calculations, and therefore only make a comparison to SO-CASPT2 154 . As was the case for CH 2 I 2 , there is a general shift to higher energies in the SO-CASPT2 results 
VI. CONCLUSIONS
In this work we have described the formulation and implementation in the Dirac code of the EOM-CCSD method for electron attachment (EOM-EA-CCSD), electron detachment (EOM-IP-CCSD) and excitation energies (EOM-EE-CCSD) based on four-component Hamiltonians. This implementation, which can be used with any of the Hamiltonians available in Dirac, exploits double point group symmetry for all of the above EOM variants, and yields both left and right eigenvectors.
We have proceeded in validating the implementation by a careful comparison to intermediate Hamilto- In all of the electron attachment and detachment cases considered (XO, I 3 /I 2− 3 , CH 2 I −/+ 2 , CH 2 IBr −/+ ) we have found the EOM-CCSD and IHFS-CCSD methods to differ only slightly, as expected from formal considerations. Whenever more significant discrepancies were found, we believe to have shown these are due to the shortcomings on the main model spaces employed in the IHFS-CCSD case, which was not sufficiently large. In the cases where experimental data are available, our calculations are in very good agreement with them.
For the excited states, in the cases where we compared singly excited states (I − 3 and CH 2 I 2 ) and had a ground state reference described by a single determinant, the agreement between EOM-EE-CCSD and IHFS-CCSD is quite good, though EOM-EE-CCSD shows a tendency to systematically overestimate the IHFS-CCSD values. From formal considerations the two methods are in general not expected to yield the same results due to the lack of valence extensivity for EOM-EE-CCSD. The differences found here are in line with those found in other comparisons of EOM-EE-CCSD and IHFS-CCSD for other small systems (containing or not heavy centers).
We believe the tradeoff in EOM-EE-CCSD between losing some accuracy (in the absolute sense) by forsaking valence extensivity and the gain in robusteness in the calculations (due to the diagonalization-based approach used, as opposed to the iterative one used in IHFS-CCSD) is well worth taking in practical applications. This is exemplified in the case of CH 2 IBr, for which we have not been able to converge the IHFS-CCSD(1h1p) calculations. Though in this case we have been unable to compare the two coupled cluster approaches, we note the performance of EOM-EE-CCSD relative to the SO-CASPT2 results is similar to that for CH 2 I 2 and I − 3 . We believe a more stringent comparison to SO-CASPT2 and experiments requires the availability of transition moments for the EOM-EE-CCSD case, which we shall describe in a subsequent publication.
Another important aspect not addressed in this work is that of going beyond the CCSD model for transition energies, since it is known for instance that molecular properties and energetics can be quite sensitive to details of the electron correlation. In subsequent publications we envisage to explore the inclusion of triple excitations, notably via a perturbative approach, on the different EOM variants [160] [161] [162] [163] . Finally, as far as Hamiltonians are concerned we have shown first that, based on single-point comparisons of our EOM-CC results for the XO systems and triiodide calculations performed with the Dirac-Coulomb Hamiltonian, that the corresponding two-component molecular mean-field approach ( 2 DC M ) does indeed yield results which are nearly indistinguishable from the former, and for this reason we strongly recommend the use of the molecular mean-field approach. Concerning the inclusion of the Gaunt interaction, we have determined it to have in general a small effect on the energetics of the species under consideration (and on the spectroscopic constants for the case of halogen monoxides), though for ClO, BrO and TsO it is necessary to include it as it corresponds to roughly between 7% and 2% of that of the spin-orbit splitting of the 2 Π ground-state.
VII. SUPPLEMENTARY MATERIAL
See supplementary information for results discussed but not shown in the manuscript: (a) spectroscopic constants, vertical and adiabatic excitation energies, projection and wavefunction analysis for halogen monoxide radicals, along with spinor magnetization plots for the halogen monoxide anions; (b) DC and 2 DC M energies for halogen monoxides (anions and radicals), triiodide radical and anions; (c) optimized structures for the halomethanes. These resources are also available via the zenodo repository 98 , along with the outputs for the respective calculations. 
(A1)
In Equation A1, when upper (primed) and lower (unprimed) indices are the same, they define a contraction.
We define the product irreps Γ K f and Γ Kc for the products of all free (f) or contracted (c) ket indices of tensor B. The latter product is necessarily equal to the product of contracted indices appearing in tensor A, but since these indices then refer to bra functions the result will be the complex conjugate irrep Γ * Kc . The same is true for the irrep product of the contracted bra functions of B: Γ * Lc , which is equal to the product Γ Lc appearing in the ket of tensor A. The free indices of both tensors are different and lead to four possible product irreps:
Using these definitions, the tensor contraction can be expressed with its explicit symmetry content as
.
In order to use the efficient BLAS matrix multiplication routines, we first sort the tensors in a block sparse manner
and then multiply the sorted tensors A and B to produce the product tensor C
Here we take into account that Γ c A = Γ * c B . We then resort C tensors to obtain C.
We have included this extension to our previous contraction routines by communicating the irreps to which left and right input tensors belong to as two additional arguments. As before, the symmetry of the product tensor is obtained by taking direct product between the input irreps using the multiplication tables that were already available.
Appendix B: EOMCC σ-vector equations IP: 
EA: 
The F , W and G intermediates are defined as follows: 
I. HALOGEN MONOXIDES
In Table I we present the vertical and adiabatic electronic spectra of the halogen monoxide radicals, as well as equilibrium geometries and vibrational frequencies of the individual states obtained with EOM-IP and IHFS(1h0p) with the 2 DC M and 2 DCG M Hamiltonians, whereas in Table II we compare the results for the Dirac-Coulomb and 2 DC M Hamiltonians. In Figure 1 the trends along the series for the internuclear distances, vibrational frequencies and vertical Ω = 3/2 − 1/2 energy difference for the X 2 Π and A 2 Π states, based on the data in Table I  for the 2 DCG M Hamiltonian, are also presented. In complement to that, in Tables III to XI we 
(σ x , σ y , σ z are the Pauli matrices) over space, drawn starting from points in space where the square root of the density ρ(r) = ψ † (r)ψ(r) is equal to a given isosurface value. The arrow colors represent the sign (red: minus; blue: plus) of the phase factor e iθ which, along with m, fully determine the spinor. In this representation, the direction of the arrows indicate, for instance, to which extent the spinor is an eigenfunction of spin: when this is verified the arrows all point to the same direction.
II. TRIIODIDE
In species.
III. HALOMETHANES
In Table XIV we provide the Cartesian coordinates of the CH 2 I 2 and CH 2 IBr obtained by geometry optimization at the SO-ZORA/PBE/TZP level of theory. In Table XV we provide the interatomic distances and angles for the same species, alongside the experimental numbers for CH 2 I 2 . 
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