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Resumo
No presente trabalho desenvolvemos modelos da teoria de resposta ao item (TRI) para anal-
isar testes cujos itens apresentam respostas em forma de contagem. Três classes de modelos
foram propostas: modelos log-lineares de Poisson, modelos log-lineares binomial negativo, e
suas respectivas extensões contemplando excessos de zeros, com funções de ligação apropri-
adas. Metodologias de estimação paramétrica, verificação da qualidade do ajuste e comparação
de modelos, sob o paradigma bayesiano, foram desenvolvidas, através de algoritmos MCMC.
Estudos de simulação, considerando vários cenários de interesse prático, foram conduzidos
para avaliar o comportamento das ferramentas desenvolvidas. Os resultados indicam que os
parâmetros foram bem recuperados e que as ferramentas de verificação da qualidade do ajuste
e as estatísticas de comparação de modelos são apropriadas. Um conjunto de dados, relativo ao
conflito armado colombiano, onde os parâmetros dos itens são utilizados para investigar o nível
de propensão e discriminação dos diferentes tipos de vitimização, e o risco de vitimização ou
simplesmente vitimização corresponde aos traços latentes de interesse, foi analisado, ilustrando
o potencial das ferramentas desenvolvidas.
Palavras-chave: Teoria de resposta ao Item, modelo TRI log-linear Poisson, Modelo TRI
log-linear binomial negativo, modelos TRI inflacionados de zeros, Estimação Bayesiana, algo-
ritmos MCMC, Analise de resíduos, checagem preditiva posteriori.
Abstract
In this work we develop item response theory (IRT) models to analyze tests with counting
response items. Three classes of models were proposed: log-linear Poisson models, log-linear
negative binomial models and their respective zero-inflated extensions, with appropriate link
functions. Parametric estimation, model fit assesssment and model comparison tools, under the
Bayesian paradigm, were developed using MCMC algorithms. Simulation studies, considering
several scenarios of practical interest, were conducted to evaluate the behavior of the developed
tools. The results indicate that the parameters were properly recovered and that the model fit
assessment tools and model comparison statistics are appropriate. A real data set, related to
Colombian armed conflict, where item parameters are considered to investigate the level of
propensity and discrimination for different types of victimization, and the victimization risk (or
victimization) corresponds to the latent trait of interest, were analyzed, illustrating the potential
of the developed tools.
Keywords: Item Response Theory, log linear Poisson model IRT, log linear negative bino-
mial model IRT, zero inflated models IRT, bayesian Estimation, MCMC algorithms, residual
analysis, posterior predictive checks.
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Chapter 1
Introduction
There are several statistical methodologies for data analysis. However, from the study ob-
jective and data type, the validity and usefulness of each methodology for the analysis can be
determined.
The methods of analysis of variance, linear regression models (Weisberg (2014) and Yan and
Gang Su (2009))), Generalized Linear Models (Nelder and Wedderburn (1972), Paula (2013),
Dobson (2002), McCullagh and Nelder (1989), Hosmer et al. (2013), Hilbe (2011)), Zero-
inflated models and hurdle models (see Mullahy (1986), Lambert (1992), Heilbron (1994),
Cameron and Trivedi (2013), Hilbe (2011), Winkelmann (2008)) are used to answer study ques-
tions translated in hypothesis tests and even to predict unobserved values in data sets of different
nature.
But all these models are possible if observations of the characteristics (variables) involved
in the study are available, implying that they were being measured directly with some standard
and calibrated instrument. However, in Psychology arose a field of study that adopted the name
of Psychometrics and focused exclusively on the study of mental and emotional characteristics
whichs were not directly observable/quantifiable.
Historical works in the field of psychometry are associated with the measurement of abili-
ties or intelligence. The origins of psychometry are found in the works of Fechner (1860) and
Ebbinghaus (1885) that shown the possibility of measure different psychological characteristics.
Galton (1869, 1883) proposed a theory of human abilities where he defended the existence of a
"general mental ability". Cattell (1890) was the first to use the term "mental test" and based on
Galton’s ideas, applies tests for 10 years to measure sensory discrimination for the purpose of
looking at differences in the association of ability and intelligence, and their analyzes were pub-
lished by Wissler (1901) coming to refute the Galton’s conjecture; however, Spearman (1904)
present a study with school children with new methodologies of statistical analysis developed
by him and with results that supported the theory of Galton, also finding errors in the analysis
of Wissler. These studies then showed the possibility of conducting research on unobservable
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characteristics for which direct measurements weren’t available.
A first measurement theory called the true score theory was developed and is based on the
fact that the observed scores for an individual are decomposed into a true score plus a term of
error. Historical milestones based on this theory and related to intelligence measurement are:
1. Spearman (1904) Proposed a theory of two factors called general ability “G” and specifific
ability “S”; its based on observations that people who perform well on the tests of general
intelligence also perform well on tests for special abilities.
2. Binet and Simon (1905) develop methods that allow to differentiate students who needed
special education from regular students, thus generating progressive difficulty tests, test
that were considered the first in the history of Education to be completely standardized.
3. Thurstone (1924, 1927b,a, 1938) recognizes intelligence as a mental trait or what we
now call a latent variable. He conceived the “law of comparative judgment” where it as-
sumes the distribution of responses to a stimulus (discriminal process) is normal, placing
the items and abilities under the same scale. Also he analyzed the theory of Spearman
and discovered there are different mathematical possibilities to measure the structure of
human intelligence and proposed a theory of multiple abilities called “primary mental
abilities” concluing there was no evidence of Spearman’s idea of general intelligence.
4. Vernon (1950, 1960, 1979) presented a hierarchical theory of the structure of human
intellectual abilities that may fill the gaps between the two-factor theory of Spearman and
the multiple-factor theory of Thurstone.
5. And so on.
More information of theories of intelligence can be found in Fogarty (1999), Pal et al. (2004)
and Coaley (2010).
The work on intelligence measurement led to the conception of the important concept of la-
tent variable, which was used indirectly in many works as view before and also many definitions
have been given to describe the idea of what it represents (see Bollen (2002)). We understand
it as an inherent characteristic of a subject or an object that can not be directly observed or
measured, but that is reflected in other quantifiable characteristics which can be used to perform
inferences about them.
An alternative to the true score theory known as Item Response Theory (IRT) arises from
the contributions of Lord (1952, 1953b,a), Rasch (1960) and Birnbaum (1968) with normal
ogive models and logistic models IRT. The IRT, also known as strong true score theory or latent
trait theory, 1 is based on the idea that the observed scores are function of the characteristics
1The concept of latent trait is often attributed to Lazarsfeld (1950).
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of the items (discrimination, dificulty) and the latent variables. The goal of IRT is analyze the
algebraic properties of the item characteristic curve (ICC)2, and try to obtain equations that can
predict the curve from the data.3
Summaries of the history of psychometrics from a psychological perspective and discus-
sions can be found in Jones and Thissen (2007), the first two chapters of Rust and Golombok
(2009), Coaley (2010) pp 7-11, Flanagan and Harrison (2012). The models and summaries of
the IRT history are found in Lord and Novick (1968), Hambleton and Swaminathan (1985),
Hambleton et al. (1991), Muñiz (1992), van der Linden and Hambleton (1997), Muñiz (1997),
de Andrade et al. (2000), Boomsma et al. (2001), Rao and Sinharay (2007), van der Linden
(2010), van der Linden (2016).
The IRT models can be classified as random effects models and allow the study of unobserv-
able characteristics. In classical theory of measurements it is not possible to study unobservable
characteristics. In summary, the IRT models are an alternatives to solve problems found in the
classical theory of Tests (CTT) and discussions on the differences between the two theories, its
advantages and disadvantages can be found in Hambleton et al. (1991), Chapter 4 of Rust and
Golombok (2009), Muñiz (2010), pp 34-44 of Coaley (2010).
In this work we continue the development of the IRT developing suitable models for count-
ing response process. Here we flees the context of psychometric measurement, expanding the
field of applications of these models. The proposal came from the interest of analyzing data on
the armed conflict and specifically the data collected in Colombia by the Special Administrative
Unit for Integral Assistance and Reparation for Victims was created (UARIV for its acronym in
Spanish, site: http://www.unidadvictimas.gov.co).
1.1 Conceptual framework
For more than 50 years, the Colombian armed conflict has produced profound consequences
in Colombian society. The main actors in the conflict were illegal armed groups of guerrillas
such as the FARC and ELN, as well as paramilitary groups (AUC). In 1997, the law 387 was
created with the purpose of assisting the displaced population due to the conflict. During the
years 2003 to 2006 the Colombian government reached a peace agreement and return civilian
life to AUC militants. A result of these agreements, the official versions of some of the violent
actions perpetrated during the years of action of the illegal group are also becoming known.
Later, with the objective to support all citizens who suffered from acts of victimization, in
2011 the Law 1448 or victims law was created and in 2012 the Special Administrative Unit for
Integral Assistance and Reparation for Victims (UARIV) was also created.
2Tucker (1946) coined the term item characteristic curve (ICC).
3In IRT, the relationship between observed variables (item responses) and unobserved variables or latent traits
is specified by an item response function (IRF) graphed as an ICC.
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One of the missions of the UARIV was to create a unique registry of victims (registro único
de victimas, RUV acronym in Spanish) that includes all the victims of the conflict and infor-
mation associated to the time, manner and place of each victimization (violent acts) suffered.
Currently this register includes more than 8 million citizens, which represents approximately
one sixth of the population of the country.
Laws 387 and 1448 also established the Colombian government’s responsibility for protec-
tion and guarantees of non-repetition of violent actions against citizens and especially those
who were already victims. This responsibility motivated the creation of systems to prevent acts
of violence in the context of the conflict. A first tool called early warning system of qualitative
type based on observations of human rights defenders was created in 2001, and in 2012 the
UARIV created a quantitative-type tool that is called an index of risk of victimization (IRV for
its acronym in Spanish).
The tool was designed taking into account the information contained in the RUV and sup-
plemented with information from other entities (for example, data from the Ministry of National
Defense) to have a broad spectrum on the nature of the violent actions that cause the victimiza-
tions. The variables within the database were initially classified into two large groups, a first
group called variables of threats and the second group called variables vulnerability. In Table
1.1 we present variables of the threat component that will be analized through the developed
tools presented in chapters 2 and 3.
Table 1.1: Description of threat varibles
Variable Unity Variable Unity
Homicide Subjects Events by MAP Events
Social leaders killed Subjects MAP incidents Events
massacres Events Population assault Events
Enforced disappearance Subjects Raid to population Events
Torture Subjects terrorism ”objects exploited´´ Objects
Apparent sexual crime Subjects explosives deactivated or
seized
Objects
Land dispossession Subjects Attack on aircrafts Events
Loss of belongings (mobile or
not)
Subjects Attack on police buildings Events
Threats Subjects Armed contact Events
Illegal recruitment of children
and adolescents
Subjects Ambuscade Events
Kidnappings Subjects Harassment Events
Individual Displacement Subjects Bridges and roads destroyed Events
Massive displacement Subjects illegal checkpoints Events
Civilians killed by MAP Subjects Risk reports Events
Military killed by MAP Subjects Tracking notes Events
Civilians injured by MAP Subjects Military injured by MAP Subjects
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where each variable is measured at municipalitie level with annual frequency since 2005,
for effects of consistency in the information.
The main assumption in the construction of the IRV is that the index can be built based on
the threats and vulnerabilities, that is:
𝑉 𝑖𝑐𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑡 = 𝑓(𝑇ℎ𝑟𝑒𝑎𝑡𝑠𝑡−1, 𝑉 𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠𝑡−1). (1.1.1)
The threats indeed correspond to the victimizations of previous years, while vulnerabilities
are composed by variables that identify the susceptibility to damage. From the investigations
of the UARIV Barbosa et al. (2012), Pineda and Garcia (2014) and Moreno et al. (2016) can
be concluded that there is indeed an association between the victimizations observed in a year
with respect to the victimizations of previous years (threats). This result is good for developing
prevention strategies for future victimizations.
However, we understand that the victimization index as a latent variable and the threat vari-
ables can be used to perform inferences about them. This statement can be supported through
the bibliographic references offered in the UARIV investigations, for example, considering that
victimization is the risk of a threat becoming a reality, from Beirain (1996) the risk (victim-
ization) is understood as a social construct, from Cardona (1993) we can associate the threats
with latent dangers and Campione (2002) writes about the risk society and associates it with
confrontations with future dangers.
Based on the former comments we think that the threat is related with a latent trait repre-
senting an index of victimization, and given the counting structure of the observed variables our
proposal is to develop item response theory models for this type of data. Our experimental units
are the 1.122 municipalities legally constituted in Colombia. The items in this study are related
to the different types of victimization (see Table 1.1) and their scores are associated with the
number of events of victimization or the number of subjects who have suffered a victimization,
for example, the score in the homicide variable corresponds to the number of subjects killed
but the score in the variable raid to population corresponds to the number of times the raids
occurred (more information over the variables are found in the apendice A).
This proposal should not be new to the readers since the point of view applied such models
could have arisen from other applications, for example as the measurement of the ability of
sportsmen based on count statistics, such as number of Assists of goal, number of correct passes,
quantity of balls recovered, among others. Or for example, the measurement of the propensity
to use substances in young people, considering the number of times the substance is used in one
day (Wang (2010)).
All of the above indicates that the contributions of this document have an important place
in statistical modeling theory and other possible applications should be explored, such as index
for school violence bulling, corruption, citizen security, risk for natural disasters, cyber attacks,
18
gender violence, sexual discrimination, racial discrimination, among others. Or in data analysis
on the counts of a behavior or an event in a time interval of specific duration in psychological
and educational research.
1.2 Organization of the Dissertation
This dissertation is composed of 4 chapters and 5 appendices. In the second chapter we
developed the TRI counting models considering the Poisson distribution, in the third chapter
we examined the Binomial-Negative distribution as a proposal to consider possibilities of over-
dispersion in the data that influences the recovery of the traces and parameters of the items. And
the conclutions in the last chapter.
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Chapter 2
Log-linear Poisson Item Response models
2.1 Introduction
The Poisson regression models becomes a typical method for the analysis of counting data
in many investigations, and which assumes the observations are independent of each other and
the equality between the mean and variance. The Poisson distribution assumption is associated
with simple counting models useful for data that do not exhibit problems.
Applications in the classical theory of measures of the log-linear Poisson model can be
found in articles such as Flowerdew and Aitkin (1982), Frome (1983), Hui et al. (1988), Bres-
low (1984), Hausman et al. (1984), Nagin and Land (1993) and in texts as McCullagh and
Nelder (1989), Paula (2013), Cameron and Trivedi (2013) and Agresti (2002) the theoretical
development of this and other models for counting data can be consulted.
In the context of IRT the response variable is multivariate and there are not covariables avail-
able, however the IRT models are random effects models, where the latent traits and the item
parameters are random variables and unknown parameters respectively and define the linear
combination of the model.
The item response models for counting data have been little studied in the literature, Wang
(2010)introduced the zero inflated Poisson models in the context of IRT (ZIP-IRT). He studies
some psychometric properties of the ZIP-IRT models and presents an application in data on the
use of psychoactive substances. Magnus (2016) in his doctoral dissertation studies IRT models
of latent classes for counting data with inflation and heaping. Magnus presents an application
considering a sample of the Behavioral Risk Factor Surveillance System (BRFSS) where its
items relate to pain, depression, anxiety, and energy.
Wang parameterized the IRT-ZIP model as a generalized multilevel model that can be esti-
mated by implementation of marginal maximum likelihood in SAS PROC NLMIXED. Other-
wise, Magnus estimates via maximum likelihood using the library nlm of the statistical package
R project.
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However, the works of Wang and Magnus do not fully explore the psychometric character-
istics of the models for counting data. Additionally, studies under the Bayesian paradigm were
not considered and the small amount of items in the application is another great limitation of
these two works.
In this chapter we will study in depth the psychometric characteristics of the IRT models
under the assumption of distributed Poisson counts. We develop estimation methods under the
Bayesian paradigm and propose adjustment tools that have not been studied previously. Finally,
we comment on the results of simulation studies.
2.2 The model
In this section, we consider the situation where a set of n examinees (students, patients,
schools, municipalities) is submitted to a measurement instrument (test, clinical evaluation,
questionnaire) composed by K items. Let 𝑌𝑗𝑖 the the answer of the examinee 𝑗 to the item 𝑖,
assuming that 𝑌𝑖𝑗|(𝜃𝑗, 𝜁𝑖) ∼ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜆𝑖𝑗) where 𝜁𝑖, 𝜃𝑗 are the item parameters and the latent
trait for the item 𝑖 and the subject 𝑗 respectively and 𝐸(𝑌𝑖𝑗|𝜃𝑗, 𝜁𝑖) = 𝜆𝑖𝑗 . In the context of
Colombian armed conflict, 𝑌𝑗𝑖 will be the number of cases of threats type 𝑖 observed for a
municipality 𝑗 with latent risk of victimization 𝜃𝑗 .
We define the two-parameter log-linear Poisson IRT model (LLP2-IRT), where the expected
response 𝜆𝑗𝑖 is modeled by the IRF given by:
𝜆𝑗𝑖 = 𝑒𝑥𝑝 (𝑎𝑖(𝜃𝑗 − 𝑏𝑖)) (2.2.1)
This models are based on the fact that municipalities with higher latent risk of victimization
(𝜃𝑗) that are not prioritized for statal programs of prevention have large expected threats (𝜆𝑗𝑖)
and that the relationship of this quantities is not linear. Then negative values of the parameter
𝑎𝑖 are not expected and the ICC’s has an increasing monotone shape. Also if set 𝑎𝑖 = 1 we have
the one-parameter log-linear Poisson IRT model.
From the IRF in the Equation (2.2.1) we can see that the expected response increases as the
latent trait increases and/or when 𝑏𝑖 decreases. If 𝑏𝑖 is fixed, observe the greater differences in
the expected response of different latent traits are by higher values of 𝑎𝑖. Also notice that when
𝑏𝑖 = 𝜃𝑗 and 𝜃𝑗 = 0 the expected response are 𝜆𝑗𝑖 = 1 and 𝜆 = 𝑒𝑥𝑝(𝑎𝑖𝑏𝑖) respectively, where 0
is the average level of the latent variable.
In Figure 2.1 different ICC’s corresponding to Equation (2.2.1) are plotted, where each ICC
describe the item-specific relationship between the latent trait 𝜃𝑗 and the expected response 𝜆𝑗𝑖.
The location and slope of each ICC are characterized by 𝑏𝑖 and 𝑎𝑖 respectively.
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Figure 2.1: Item characteristics curves for the log-linear Poisson IRT Model
If 𝑎𝑖 is fixed, for example, 𝑎𝑖 = 1 without loss of generality, we can observe that the curves
do not intercept each other but, also, are not parallel, as in the usual one-parameter dichotomous
IRT models (see Fox (2010)). Also, the higher and/or lower is the latent trait/parameter 𝑏𝑖 the
higher is expected score, that is, we have a increasing monotonic behavior of the expected
response in terms of the latent trait, occurring the opposite with the parameter 𝑏𝑖. That is, 𝑏𝑖 can
be viewed as a difficulty parameter.
The interpretation of 𝑏𝑖 as difficulty parameter can also be observed from the probability
distribution function (pdf) and survival probability function (cdf) of the responses under differ-
ent values of the latent traits, see Figures 2.2 and 2.3, where the probability to obtain higher
scores increases as the latent trait increases and/or when 𝑏𝑖 decreases.
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Figure 2.2: Response Probability of three Itens for the LLPIRT1
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Figure 2.3: Cumulative distribution function of three Itens for the LLPIRT1
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Also low expected scores have higher probabilities of ocurrence for subjects with latent trait
less or around of item difficulty value. Also, when the latent trait is higher than the item dificulty,
we observe that the expected higher scores (according to the magnitude of the difference 𝜃𝑗−𝑏𝑖)
are more likely.
The higher values of 𝑎𝑖 allow the higher difference between expected response for several
subjects with latent traits varying. in Figures 2.4 and 2.5 we fixed 𝑏𝑖 = 0 and plot the response
probability and cumulative distributions function for different values of 𝑎𝑖 and 𝜃𝑗 . We observed
that the higher values of 𝑎𝑖 more different are the response distributions, then 𝑎𝑖 represent the
potential discrimination of latent traits given for the item 𝑖, where higher values of 𝑎𝑖 higher
potential discrimination.
Figure 2.4: Response Probability of five Itens for the LLPIRT with 𝑏 = 0
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Figure 2.5: Cumulative distribution function to figure 2.4
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Also low expected scores have higher probabilities of ocurrence for subjects with latent trait
less or around of item difficulty value. Also, when the latent trait is higher than the item dificulty,
we observe that the expected higher scores (according to the magnitude of the difference 𝜃𝑗−𝑏𝑖)
are more likely.
The interpretations of the parameters in the study of the armed conflict are as follows:
1. 𝜃𝑗 is the index of victimization of the municipality 𝑗;
2. 𝜆𝑗𝑖 is the expected response for threats of type 𝑖 for a municipality with vic-
timization risk 𝜃𝑗;
3. 𝑏𝑖 is a discrimination parameter associated with the intensity of threats type
𝑖, where the lower the 𝑏𝑖, the more likely it is for a given city to present a
greater number of cases of that type of victimization. If 𝑏𝑖 = 𝜃𝑗 then 𝜆𝑗𝑖 = 1
therefore 𝑏𝑖 can be interpreted as the lowest level of victimization with which
is expected threats type 𝑖 occur, that is, 𝑏𝑖 also represents how much a region
𝑗 needs to be victimized to have a reasonable 𝜆𝑗𝑖.
4. 𝑎𝑖 is a discrimination parameter that allow distinguishing the different levels
of victimization risk, where very high values indicate that the items discrimi-
nate the municipalities in two groups: the first group of municipalities with a
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victimization risk lower than 𝑏𝑖 (with expected response 𝜆𝑗𝑖 < 1) and the sec-
ond group with victimization risk greater than or equal to 𝑏𝑖 (with 𝜆𝑗𝑖 ≥ 1).
2.2.1 The item information function
The information that an item contains about of the latent traits can be studied from the item
information function (IIF). This function is additionally associated to the precision of the latent
traits estimations and have be considered in the data analysis. Particularly, the Poisson model
with IRF given in the Equation 2.2.1 have an IIF given by 𝐼𝑖(𝜃) = 𝑎𝑖 𝑒𝑥𝑝 (𝑎𝑖(𝜃 − 𝑏𝑖)). The plot
2.6 shown different IIF for several items (𝜁𝑖) and latent traits 𝜃𝑗 .
Figure 2.6: IIF for the LLP-IRT models
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We observed that the amount of information is directly (inversely) proportional to the latent
trait (item difficulty). In practice, subjects with low latent traits and items with greater difficul-
ties have lower expected / observed responses and therefore less information for estimation as
suggested by the item information function.
2.2.2 Model Identification
In a general way, with no restrictions are imposed, the response probability can assume the
same values for different combinations of the parameters. Padilla (2014) mentions that the lack
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of identifiability of a model occurs when more than a set of parameters can produce the same
value of the likelihood and present a summary of some important concepts.
Concretelly, considering the IRT (Equation 2.2.1) and taking ?˜?𝑖 = 𝑎𝑖/𝑐, 𝜃𝑗 = 𝑐𝜃𝑗 + 𝑑 e
?˜?𝑖 = 𝑐𝑏𝑖 + 𝑑 with c and d any constant, 𝑐 > 0, we have that ?˜?𝑖
(︁
𝜃𝑗 − ?˜?𝑖
)︁
= 𝑎𝑖(𝜃𝑗 − 𝑏𝑖) and then
𝑃 (𝑌𝑗𝑖 = 𝑦𝑗𝑖|?˜?𝑖, 𝜃𝑗, ?˜?𝑖) = 𝑃 (𝑌𝑗𝑖 = 𝑦𝑗𝑖|𝑎𝑖, 𝜃𝑗, 𝑏𝑖),
and therefore the model is unidentifiable. However, for the IRT logistic model in Fox (2010) it
is mentioned that these problems are overcome by imposition of several restrictions. One way
is by restricting the mean and the population variance of the latent traits. The second way is to
restrict the sum of the difficulty parameters and the product of the discrimination parameters.
These issues are still valid for our family of models. We will assume that the latent trait come
from a normal distribution with mean 0 and variance 1, for identification purpose. However,
other distributions can be considered as in Azevedo et al. (2009, 2011).
2.3 Bayesian parameter estimation and MCMC algorithms
As in the logistic models IRT, we make the usual assumptions of independence between sub-
jects and of local independence ou conditional independence, i.e., the responses of the subject
𝑗 are independent given 𝜃𝑗 or issues. Then the likelihood function is given by:
𝐿(𝜙) =
𝑛∏︁
𝑗=1
𝑘∏︁
𝑖=1
𝑃 (𝑦𝑗𝑖|𝜃𝑗, 𝜁𝑖) =
𝑛∏︁
𝑗=1
𝑘∏︁
𝑖=1
𝑒𝑦𝑗𝑖𝑎𝑖(𝜃𝑗−𝑏𝑖)
𝑒−𝑒𝑥𝑝(𝑎𝑖(𝜃𝑗−𝑏𝑖))
𝑦𝑗𝑖!
(2.3.1)
Where 𝜙 = (𝜃, 𝜁), 𝜃 = (𝜃1, . . . , 𝜃𝑛)𝑇 , 𝜁 = (𝑎, 𝑏) with 𝑎 = (𝑎1, . . . , 𝑎𝑘)𝑇 and 𝑏 =
(𝑏1, . . . , 𝑏𝑘)𝑇 , and 𝜁𝑖 = (𝑎𝑖, 𝑏𝑖).
In the context of armed conflict initially there is not complete independence over each of the
types of threats or items, such as the case of selective killings of family members leading them
to leave their homes, which implies parallel victimization due to forced displacement. Also
in some cases, criminals groups exploit the absence of family members for appropriate their
properties, implying also victimization by dispossession of property, in addition to the moral
and psychological damages caused by the events of victimization.
In addition, due to the geographical proximity of some cities to the territorial control of
a group, the victimization in different cities during the same period of time may be linked,
since they are produced for the same military campaign strategies. Another common case in
this context is, for example, the localities in dispute by one or more armed groups, where in
the haste by the territorial predominance they commit selective victimizations on people whom
they associate to be collaborators of the rival groups in the cities of the same region.
The above implies that the assumptions of independence between experimental units and
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local independence have to be extensively studied given the complex nature of the topic under
investigation. However, in this work we make the premise that the number of events and people
from different cities where there are possible violations to previous assumptions are few and
does not have much influence.
Additionally, as we discussed in the previous section for purposes of model identifiability
𝜃𝑗 is assumed to be from a normal population.
2.3.1 Prior distributions and joint posterior density
To complete the Bayesian specification of the model, prior distributions for the unknown
parameters 𝜁 need to be specified. The normal and normal truncate priors for the difficulty and
discrimination parameters, respectively, are popular priors. Also log-normal prior for the dis-
crimination parameters are highly used Mislevy (1986),Boomsma et al. (2001) pp 111, Galdin
and Laurencelle (2010).
Let 𝜋(𝜃) and 𝜋(𝜁) prior distributions for the latent traits 𝜃 and item parameters 𝜁, respec-
tively. Also they can be dependent on hiperparameters 𝜂 and 𝜏 beforehand fixed or unknown
with prior distributions 𝜋(𝜂) and 𝜋(𝜏). We also assume that the parameters are independent, so
that the joint prior distribution becomes
𝜋(𝜙|𝐺) = 𝜋(𝜃)𝜋(𝑎)𝜋(𝑏) (2.3.2)
where G represents all hyperparameters that need to be specified. Combining the likehood
in 2.3.1 with the priors in the Equation (2.3.2), the joint posterior density of all unobservable
quantities is given by
𝜋(𝜙|𝑦) ∝
𝑛∏︁
𝑗=1
𝑘∏︁
𝑖=1
𝑒𝑦𝑗𝑖𝑎𝑖(𝜃𝑗−𝑏𝑖)
𝑒−𝑒𝑥𝑝(𝑎𝑖(𝜃𝑗−𝑏𝑖))
𝑦𝑗𝑖!
𝜋(𝜃)𝜋(𝑎)𝜋(𝑏) (2.3.3)
2.3.2 MCMC algorithms
We can see that is not feasible to obtain the marginal posteriori distributions of interest.
The Gibbs sampler works by drawing samples iteratively from the full conditional distributions
obtained from Equation 2.3.3. We use the OpenBUGS and JAGS softwares whichs gener-
ates MCMC samples using appropriate algorithms (see Geman and Geman (1984),Gelfand and
Smith (1990)), through the R2OpenBUGS and R2jags packages of the R-project software (see
R Development Core Team (2008)). The auxiliary algorithms, used to obtain samples from
the so-called full conditional distributions are chosen according to a pre-defined hierarchy (see,
Lunn et al. (2000), Plummer (2017), Lunn et al. (2012), Jackman (2009)).
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2.4 Model fit assessment
The item response theory is based on several assumptions and only when these assumptions
are met at least to a reasonable degree, the item response theory methods can be used effectively
for analyzing test data and for inferences about properties of the tests and the performance of
subjects (Rao and Sinharay (2007)).
In Stern and Sinharay (2005), Sinharay (2006), Sinharay et al. (2006), Fox (2005),Fox
(2010), Boomsma et al. (2001) and Béguin and Glas (2001) we can find detailed descriptions
of diagnostics tools for IRT models. These tools are based on residual analysis and posterior
predictive checking, which can be calculated using MCMC valid samples.
2.4.1 Statistics for model comparison
The fit of the model to the data can be determined by computing −2log𝐿(𝜙) where 𝐿(𝜙)
the likelihood given in Equation (2.3.1).
When MCMC algorithms are used to obtain the posterior distributions, some statistics for
model comparison can be easily calculated (see Spiegelhalter et al. (2002)). To introduce these
statistics, we will denote Denote the deviance by 𝐷(𝜙) = −2log𝐿(𝜙). Also, let 𝜙(𝑚), 𝑚 =
1, . . . ,𝑀 , be the mth value of the valid simulated MCMC sample, that is, the MCMC sample
obtained after discharging the burn-in and the spacing (thin) between the values. Finally, define
𝜙, the vector with the expectation a posteriori, based on the valid MCMC sample, and 𝐷(𝜙) =∑︀𝑀
𝑚=1𝐷(𝜙(𝑚))/𝑀 . We have to evaluate the quality of the model fit by the Akaike’s information
criterion (AIC, see Akaike (1974)) given by
𝐸𝐴𝐼𝐶 = 𝐷(𝜙) + 2𝑣,
where 𝑣 is the total number of parameters. The Bayesian information criterion (BIC) pro-
posed by Schwarz (1978) is given by
𝐸𝐵𝐼𝐶 = 𝐷(𝜃, 𝜁) + 𝑣log(𝑁),
where 𝑣 is the total number of parameters and 𝑁 is the number of observations. And the
deviance information Criterion (DIC) proposed by Spiegelhalter et al. (2002) is given by
𝐷𝐼𝐶 = 𝐷(𝜙) + 2𝑃𝐷,
where 𝑃𝐷 = 𝐷(𝜙)−𝐷(𝜙).
The smaller values of EAIC, EBIC and deviance, the better model fit. The EBIC statistics
tend to select the model with the smallest number of parameters since it gives more penalty to
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model with more parameters. On the other hand, the DIC tends to select the most complex (or
the most general) model; that is, tends to select the overfitted model.
The deviance for the two-parameter log linear Poisson IRT (LLPIRT2) model is given by,
𝐷(𝜃, 𝜁) = −2
𝑛∑︁
𝑗=1
𝑘∑︁
𝑖=1
{︁
𝑦𝑗𝑖?^?𝑖(𝜃𝑗 − ?^?𝑖)− 𝑒𝑥𝑝
(︁
?^?𝑖(𝜃𝑗 − ?^?𝑖)
)︁
− log(𝑦𝑗𝑖! )
}︁
, (2.4.1)
since we observed 𝑛 subjects to 𝑘 items each one with two parameters, we have 𝑣 = 2𝑘
parameters and 𝑁 = 𝑘𝑛 observations.
2.4.2 posterior predictive checking
Assessment of the fit of the model to data is carried out directly by comparing the predictions
made by the theory with what is observed. The model fit assessment can be carried out by using
suitable discrepancy measures 𝐷(.) between the data and the posited model within a posterior
predictive assessment context. Where any significant difference between discrepancy measures
indicating a model failure. Overall, in a item or subject level goodness of fit can be measured.
In general, let 𝑦𝑜𝑏𝑠 be the matrix of observed responses, and 𝑦𝑟𝑒𝑝 the matrix of replicated
responses generated from its posterior predictive distribution. The posterior predictive distribu-
tion of the response data is represented by
𝑝(𝑦𝑟𝑒𝑝|𝑦𝑜𝑏𝑠) =
∫︁
𝑝(𝑦𝑟𝑒𝑝|𝜃)𝑝(𝜃|𝑦𝑜𝑏𝑠) 𝑑𝜃,
where 𝜃 denote the set of model parameters.
Model checking can be carried out by graphically examining, for this the predictive score
distribution can be calculated using the MCMC output. In each iteration, a sample of the score
distribution is obtained. This is accomplished by generating response data for the sampled
parameters. Subsequently, the number of subjects can be calculated for each possible score.
For each possible score, the median and 95% credible interval is calculated and plotted.
One numerical summary of the model diagnostic’s posterior distribution is the tail-area
probability or as it is sometimes known, the posterior predictive p-value. A p-value can be
defined that quantifies the extremeness of the observed discrepancy value, then the replicated
data are used to evaluate whether the discrepancy value observed is typical under the model,
𝑝0(𝑦𝑜𝑏𝑠) = 𝑃
(︁
𝐷(𝑦𝑟𝑒𝑝, 𝜃) ≥ 𝐷(𝑦𝑜𝑏𝑠, 𝜃)|𝑦𝑜𝑏𝑠
)︁
,
where the probability is taken over the joint posterior of (𝑦𝑟𝑒𝑝, 𝜃).
Béguin and Glas (2001) and Sinharay et al. (2006) propose as a measure of discrepancy for
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the adjustment of the model as follow
𝐷(𝑦) =
∑︁
𝑆𝑌
[𝑛𝑠𝑦 − 𝐸(𝑛𝑠𝑦)]2
𝑉 (𝑛𝑠𝑦)
(2.4.2)
Where 𝑠𝑦 is the score, 𝑛𝑠𝑦 is the total number of subjects with score 𝑠𝑦, and 𝐸(𝑛𝑠𝑦) and
𝑉 (𝑛𝑠𝑦) is evaluated using MCMC output. This quantity can be used to measure the model
fit assessment at item and subject levels considering respectively the scores for each item and
the total score through all items for the subjects, that is, let 𝑦𝑖 the scores for the item 𝑖 then
𝐷(𝑦𝑖) =
∑︀
𝑆𝑌𝑖
[𝑛𝑠𝑦𝑖−𝐸(𝑛𝑠𝑦𝑖 )]2
𝑉 (𝑛𝑠𝑦𝑖 )
and let 𝑦𝑗 the total score for the subjects through of k items then
𝐷(𝑦𝑗) =
∑︀
𝑆𝑌𝑗
[𝑛𝑠𝑦𝑗−𝐸(𝑛𝑠𝑦𝑗 )]2
𝑉 (𝑛𝑠𝑦𝑗 )
.
However, since it can be observed a wide range of values for the scores, it can be difficulty to
group them and, consequently, the associated p-values can present inflated values. We propose
to use a similar measure, using the subject observations, that is, the model fit assessment at item
level,
𝐷(𝑦𝑖) =
𝑛∑︁
𝑗=1
[𝑦𝑗𝑖 − 𝐸(𝑌𝑗𝑖)]2
𝑉 𝑎𝑟(𝑌𝑗𝑖)
(2.4.3)
and the model fit assessment at global level,
𝐷(𝑦) =
𝑘∑︁
𝑖=1
𝑛∑︁
𝑗=1
[𝑦𝑗𝑖 − 𝐸(𝑌𝑗𝑖)]2
𝑉 𝑎𝑟(𝑌𝑗𝑖)
(2.4.4)
The literature about posterior predictive checks for Bayesian item response models shows
several diagnostics for evaluating the model fit. A general discussion about posterior predictive
checks for IRT models can be found in, among others, (see Béguin and Glas (2001);Boomsma
et al. (2001);Azevedo et al. (2012);Swaminathan et al. (2007); Stern and Sinharay (2005); Sin-
haray (2006); Sinharay et al. (2006); Fox (2005);Fox (2010)).
2.4.3 Bayesian Residual Analysis
Residual analysis is a useful tool for model fit assesment. It allows to check the depart-
ing from some specific model assumptions, besides to provide a general overview in terms of
goodness of fit.
One of the most recommended residuals for the Poisson regression models is the residual
deviance and it has been shown with simulation studies that do not deviate much from the
standard normal distribution in the case of MLG (Paula (2013), Cordeiro and Demetrio (2008)).
However, this can be not the case for the generalized linear mixed models.
For IRT models it is possible to calculate the residual deviance similarly to the approach
pursued the GLM context. In the case of the LLPIRT models we find under the item response
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function 𝜂𝑗𝑖 = log(𝜆𝑗𝑖) the relation 𝑤𝑗𝑖 = 𝜆𝑗𝑖. However here we have two different residuals,
one for the item level and another for the subject level goodness of fit.
That is, the item level and the subject level residual are calculated, respectively, as:
1. For a given 𝜃𝑗 , 𝑗 = 1, 2, ...., 𝑛 and ∀𝑖 = 1, . . . , 𝑘 we have that
𝜂𝑗𝑖 = 𝑎𝑖(𝜃𝑗 − 𝑏𝑖) = 𝑑𝑖 − 𝑎𝑖𝜃𝑗 =
[︁
1 𝜃𝑗
]︁ ⎡⎣ 𝑑𝑖
𝑎𝑖
⎤⎦
and 𝜂·𝑖 = (𝜂1𝑖, . . . , 𝜂𝑛𝑖)𝑇 :
𝜂·𝑖 =
⎡⎢⎢⎢⎣
1 𝜃1
...
...
1 𝜃𝑛
⎤⎥⎥⎥⎦
⎡⎣ 𝑑𝑖
𝑎𝑖
⎤⎦ =𝑋𝜁𝑖
which lead to the following residual
𝑡𝐷𝑗|𝑖 =
√
2𝑠𝑖𝑔𝑛(𝑦𝑗𝑖 − 𝜆𝑗𝑖)√︁
1− ℎ𝑗𝑗|𝑖
√︁
𝑦𝑗𝑖𝑙𝑜𝑔(𝑦𝑗𝑖/𝜆𝑗𝑖)− (𝑦𝑗𝑖 − 𝜆𝑗𝑖) ∀𝑗 = 1, . . . , 𝑛 (2.4.5)
With ℎ𝑗𝑗|𝑖 the j−th element of de main diagonal of the matrix𝐻𝑖 = 𝑊 1/2𝑖 𝑋(𝑋𝑇𝑊𝑖𝑋)−1𝑋𝑇𝑊 1/2𝑖
where 𝑊𝑖 = 𝐷𝑖𝑎𝑔{𝑤1𝑖, . . . , 𝑤𝑛𝑖}.
2. For given (𝑎𝑖, 𝑏𝑖)𝑇 , 𝑖 = 1, 2, ..., 𝑘 and ∀𝑗 = 1, . . . , 𝑛 we have that
𝜂𝑗𝑖 = 𝑎𝑖(𝜃𝑗 − 𝑏𝑖) = 𝑑𝑖 − 𝑎𝑖𝜃𝑗 =
[︁
𝑑𝑖 𝑎𝑖
]︁ ⎡⎣ 1
𝜃𝑗
⎤⎦
and 𝜂𝑗· = (𝜂𝑗1, . . . , 𝜂𝑗𝑘)𝑇 :
𝜂𝑗· =
⎡⎢⎢⎢⎣
𝑑1 𝑎1
...
...
𝑑𝑘 𝑎𝑘
⎤⎥⎥⎥⎦
⎡⎣ 1
𝜃𝑗
⎤⎦ =𝑋Θ𝑗
which lead to the following residual
𝑡𝐷𝑖|𝑗 =
𝑠𝑖𝑔𝑛(𝑦𝑗𝑖 − 𝜆𝑗𝑖)
√
2√︁
1− ℎ𝑖𝑖|𝑗
√︁
𝑦𝑗𝑖𝑙𝑜𝑔(𝑦𝑗𝑖/𝜆𝑗𝑖)− (𝑦𝑗𝑖 − 𝜆𝑗𝑖) (2.4.6)
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Where ℎ𝑖𝑖|𝑗 the i−th element of the main diagonal of the matrix𝐻𝑗 = 𝑊 1/2𝑗 𝑋(𝑋𝑇𝑊𝑗𝑋)−1𝑋𝑇𝑊 1/2𝑗
and 𝑊𝑗 = 𝐷𝑖𝑎𝑔{𝑤𝑗1, . . . , 𝑤𝑗𝑘}.
As in regression analysis there are different useful plots to detect aberrant points, evaluate
the existence of overdispersion and to verify the adequacy of the proposed distribution for the
multivariate set of data of the test (see Weisberg (2014)). A scatter plot of the residuals can
reveal the possible existence of outlier data as well as independence problems in the data. The
residuals plot vs the adjusted values can indicate the presence of heterocedasticity and the ad-
equacy of the adjusted regression model. Additionally, the QQ-plots of the residuals can give
us suggestions about the adequacy of the proposed probability function response. Finally, the
graph of the residuals vs the variable 𝑍 = 𝜂 +𝑊−1(𝑦 − 𝜆) can give us indications about the
adequacy of the chosen link function (see Cordeiro and Demetrio (2008)).
2.5 Simulation
In order to check that an estimation algorithm is working properly, it is useful to see if the
algorithm can recover the true parameter values in one or more simulated “test” data sets. In
this section, we report on a simulation study set up to investigate the accuracy and precision
in estimating of the item parameters and latent traits when dealing with count data. For this
estudy we established nine different scenarios with 𝑘 = 10, 20, 30 items and variyng sample
size 𝑛 = 500, 1000, 2000.
The latent traits were sampled from the standard normal distribution and fixed within each
scenario. Based on the results from some simulation studies that we carried out, we chose the
following prior distributions: 𝑏𝑖 ∼ 𝑁(0, 1) and 𝑎𝑖 ∼ 𝑁(0,∞)(1, 0.25). Also, the initial values
for MCMC algorithms were chosen randomly by the statistical software. We set a burn−in of
𝐵 = 3000 and a total of 𝑁 = 33000 values were simulated, and samples were collected at a
spacing of 30 iterations. Consequently, the MCMC sample size turned out to be𝑀 = 1000. The
values for the Gelman−Rubin statistic and the inspection of the traceplots and autocorrelation
plots indicated that the MCMC algorithms converged and low autocorrelations were observed.
For evaluating accuracy of the estimations, 10 replications of each scenario were done,
and the bias, relative bias (RB) and mean quadratic error (MSE) were calculate. For evaluating
precision the standard deviations of the parameters estimates (𝑠.𝑒1) and the mean of the standard
errors of the parameters estimates (𝑠.𝑒2) from different replications were compared. Also, the
coverage of 95% equi-tailed credibility intervals (CI (95%)) was examined.
All scenarios there is well recovery of the parameters since the bias is small implying good
acuracy. Additionally the low values of the statistics 𝑠.𝑒.1 and 𝑠.𝑒.2 indicate the recovery of
the parameters is done with precision. In general, the effect of the increase in sample size is
translated into lower values of bias and errors, so greater acuracy and presition will be expected
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in larger populations. Also, the coverage of the 95% credibility intervals is good. And with the
increase in the size of the test more acuracy in the latent traits estimates are obtained.
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Chapter 3
Log-linear negative binomial Item
response models
3.1 Introduction
The Log-linear Poisson Item Response models (LLPIRT) model assumes that 𝐸(𝑌𝑗𝑖) =
𝑉 (𝑌𝑗𝑖), which can not be observed in practice. Such assumptios is known as equidispersion
and the departing from that is known as overdispersion (𝑉 (𝑌𝑗𝑖) > 𝐸(𝑌𝑗𝑖)) and underdipersion
(𝑉 (𝑌𝑗𝑖) < 𝐸(𝑌𝑗𝑖)).
Cameron and Trivedi (1986) mentions that a natural generalization of Poisson distribution
is found in compound Poisson distributions, which allow greater flexibility and better model fit.
In Winkelmann (2008) pp 35 it is shown how the mixture distributions introduces overdisper-
sion at the model. Particularly, the negative-binomial distribution can be interpreted as a gamma
mixture of Poisson distributions (Cameron and Trivedi (1986, 2013), Hilbe (2011) pp 188-189).
However, there are many other family of distributions that can be considered to model overdis-
persion (see Dean et al. (1989), Johnson et al. (2005) cap 8, Hilbe (2011) cap 8, Winkelmann
(2008) cap 4).
Paula (2013) explains that a possible cause of the overdispersion phenomenon is the hetero-
geneity between sample units that may be caused by experimental inter-unit heterogeneity, and
Cameron and Trivedi (1986) says that one way of allowing inter-unit heterogeneity is by allow-
ing the expected response 𝜆𝑗𝑖 to vary randomly according to a probability law as in compound
Poisson distributions.
Thus advantages of the parameterization of the negative-binomial distribution as poisson-
gamma mixture is that it allows a heterogeneous poisson model and additionally that the Poisson
model can be seen as a particular case of the negative-binomial model when the heterogeneity
parameter 1/𝜑 converges to 0 (Paula (2013), Winkelmann (2008), Hilbe (2011)). Additionally
Hilbe (2011) says that the gamma mixture accommodates overdispersed or correlated Poisson
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counts, since the Poisson regression model is restrictive because it is based on the assumption
that events occur independently over time.
We also observed that the negative binomial model, viewed as a Poisson-Gamma mixture
model is appropriate when the heterogeneity in a Poisson model takes the Gamma form, that
is, when the conditional distribution of 𝑌𝑗𝑖|𝜆𝑗𝑖 is poisson distributed and the expected score 𝜆𝑗𝑖
is independently gamma distributed (Winkelmann (2008) section 4.3.; Paula (2013)). Tests for
detecting over dispersion were proposed in Dean and Lawless (1989), Dean (1992), Lin (1997).
Applications of the negative binomial model can be found in the articles of Cameron et al.
(1988), Gardner et al. (1995), Barron (1992), Hausman et al. (1984) and in books like Paula
(2013), Hilbe (2011), Winkelmann (2008), Cameron and Trivedi (2013) discussions and theo-
retical developments can be found.
In the case of the Colombian armed conflict, the high variety of expected counts implies that
the Poisson model does not have a good fit to the data. A more flexible model that considers
the high heterogeneity in the responses is the negative binomial model introduced previously.
The high variability in the responses of the Colombian armed conflict is due to the fact that
the most institutionally isolated municipalities are under constant victimizing actions by illegal
armed groups, On the other hand, municipalities with greater institutional presence have less
participation within the conflict.
Here we introduce the log-linear negative binomial models within an IRT context for count-
ing responses. We develop estimation methods under the Bayesian paradigm and propose ad-
justment tools that have not been studied previously. Finally, we comment on the results of
simulation studies.
3.2 Model
Let 𝑌𝑗𝑖|𝜃𝑗, 𝜁𝑖 ∼ 𝑁𝐵(𝜆𝑗𝑖, 𝜑𝑖) with density probabilty function given by,
𝑃 (𝑌𝑗𝑖|𝜃𝑗, 𝜁𝑖) = Γ(𝑦𝑗𝑖 + 𝜑𝑖)Γ(𝜑𝑖)Γ(𝑦𝑗𝑖 + 1)
(︃
𝜆𝑗𝑖
𝜑𝑖 + 𝜆𝑗𝑖
)︃𝑦𝑗𝑖 (︃ 𝜑𝑖
𝜑𝑖 + 𝜆𝑗𝑖
)︃𝜑𝑖
with 𝐸(𝑌𝑗𝑖) = 𝜆𝑗𝑖 and 𝑉 𝑎𝑟(𝑌𝑗𝑖) = 𝜆𝑗𝑖 + 𝜆2𝑗𝑖/𝜑𝑖. Where the expected response 𝜆𝑗𝑖 is
modeled by the IRF given by:
𝜆𝑗𝑖 = 𝑒𝑥𝑝 (𝑎𝑖(𝜃𝑗 − 𝑏𝑖)) (3.2.1)
We can notice that the parameters 𝑎 and 𝑏 play the same role as in the LLPIRT model, since
they are related to the mean and variance of LLNBIRT model, in a similar way they do in the
former model. However, a new item parameter arises, which is related to the overdispersion
process, that is, 𝜑𝑖.
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In the negative binomial model, 𝜑𝑖 is known as an overdispersion parameter. Also, we know
that 𝐸(𝑌𝑗𝑖) = 𝜆𝑗𝑖 and 𝑉 𝑎𝑟(𝑌𝑗𝑖) = 𝜆𝑗𝑖 + 𝜆2𝑗𝑖/𝜑𝑖 so the model is useful for measuring overdis-
persion when 𝜑𝑖 > 0. The negative binomial model considers a higher level of dispersion in the
data for the lower values of 𝜑𝑖 and therefore greater differences are observed with respect to the
Poisson model. However when the items have low difficulty, the differences between 𝐸(𝑌𝑗𝑖)
and 𝑉 𝑎𝑟(𝑌𝑗𝑖) will be very large since 𝜆2𝑗𝑖 large. Therefore variying values of the parameter 𝜑𝑖
help control the overdispersion. Otherwise, when the items are very difficult, we observe low
values of 𝜆𝑗𝑖 so that to introduce overdispersion with respect to the LLPIRT, low values of 𝜑 are
adequate.
Figures 3.1 and 3.2 present the pdf of the LLNBIRT model under different values of 𝜑𝑖
for subjects with different latent traits. We use curves for descrive the behaivor because we use
curves to descrive the changes in the pdf properly, which is difficult to observe in the bar graphs.
Figure 3.1: pdf of LLNBIRT model for a item with 𝑎 = 1.1 and 𝑏 = −1
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In Figure 3.1 we can observe right asymmetric probability functions, which indicates that 𝜑
is a penalty parameter, where for lower values of 𝜑𝑖 lower observed counts are more likely with
respect to Poisson model.
This asymmetry can also be seen from the comparison of the Figure 3.2 with the plots 2.2
and 2.4. Additionally, it can be observed in the figures large range of counts that can be observed
as a response of the subjects to the items. Visible changes are found in the response of subjects
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with high latent trait to items with low difficulty and high discrimination.
Figure 3.2: Probability Response of five itens for the LLNBIRT with 𝑏 = 0 and 𝑣 = 0.5
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For our data set, low values of 𝜑𝑖 imply that lower frequency of victimization type 𝑖 is
more likely to be observed compared to frequencies with higher values of 𝜑𝑖. Additionally, low
values of 𝜑𝑖 lead to a higher variability of the observed frequencies of victimization. Particu-
larly types of victimization with wide range of observed frequencies would be characterized by
lower values of 𝑏 and 𝜑. Otherwise, the types of victimization with observed rigth asymmetric
frequencies can be characterized by higher values of 𝑏 and/or 𝜑. This last case will allow to
describe with greater accuracy conflicts with the dynamics of victimizations more concentrated
in a few localities, given that large frequencies are expected in a few municipalities.
3.2.1 Model Identification
In a general way, with no restrictions are imposed to item parameters or latent trait distri-
bution, the responser probability can assume the same values for different combinations of the
parameters. Padilla (2014) present a summary of some important concepts for understand the
lack of identifiability of the models.
Considering the IRT (Equation 3.2.1) and taking ?˜?𝑖 = 𝑎𝑖/𝑐, 𝜃𝑗 = 𝑐𝜃𝑗 + 𝑑, ?˜?𝑖 = 𝑐𝑏𝑖 + 𝑑 and
𝜑𝑖 = 𝜑𝑖 with c and d any constant, 𝑐 > 0. Analogously to the previous chapter, we have:
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𝑃 (𝑌𝑗𝑖 = 𝑦𝑗𝑖|?˜?𝑖, 𝜃𝑗, ?˜?𝑖, 𝜑𝑖) = 𝑃 (𝑌𝑗𝑖 = 𝑦𝑗𝑖|𝑎𝑖, 𝜃𝑗, 𝑏𝑖, 𝜑𝑖)
Implying that the model is not identifiable. however, the same restrictions for the Poisson
model can be taken to make the model identifiable, that is, restricting the mean and the popu-
lation variance of the latent traits or by restricting the sum of the difficulty parameters and the
product of the discrimination parameters. Also note that the overdispersion parameter 𝜑𝑖 does
not depend to the scale 𝑐.
3.3 Bayesian parameter estimation and MCMC algorithms
We make the usual assumptions of independence between subjects and of local indepen-
dence ou conditional independence, i.e., the responses of the subject 𝑗 are independent given 𝜃𝑗
or issues. Then the likelihood function is given by:
𝐿(𝜙) =
𝑛∏︁
𝑗=1
𝑘∏︁
𝑖=1
Γ(𝑦𝑗𝑖 + 𝜑𝑖)
Γ(𝜑𝑖)Γ(𝑦𝑗𝑖 + 1)
(︃
𝑒𝑎𝑖(𝜃𝑗−𝑏𝑖)
𝜑𝑖 + 𝑒𝑎𝑖(𝜃𝑗−𝑏𝑖)
)︃𝑦𝑗𝑖 (︃ 𝜑𝑖
𝜑𝑖 + 𝑒𝑎𝑖(𝜃𝑗−𝑏𝑖)
)︃𝜑𝑖
(3.3.1)
Where 𝜙 = (𝜃, 𝜁), 𝜃 = (𝜃1, . . . , 𝜃𝑛)𝑇 , Ψ = (𝑎𝑇 , 𝑏𝑇 , 𝜑) with 𝑎 = (𝑎1, . . . , 𝑎𝑘)𝑇 , 𝑏 =
(𝑏1, . . . , 𝑏𝑘)𝑇 , 𝜑 = (𝜑1, . . . , 𝜑𝑘)𝑇 andΨ𝑖 = (𝑎𝑖, 𝑏𝑖, 𝜑𝑖).
Also for purposes of model identifiability 𝜃𝑗 is assumed to be from a normal population.
3.3.1 Prior distributions and joint posterior density
To complete the Bayesian specification of the model, prior distributions for the unknown
parameters 𝜁 need to be specified. The normal and log-normal priors for the difficulty and
discrimination parameters, respectively, are used and 𝜑𝑖 is typically assumed to follow a gamma
distribution since it is positive and this distribution allows a certain flexibility in terms of prior
knowledge.
Let 𝜋(𝜃) and 𝜋(𝜁) prior distributions for the latent traits 𝜃 and item parameters 𝜁, respec-
tively. Also they can be dependent on hiperparameters 𝜂 and 𝜏 beforehand fixed or unknown
with prior distributions 𝜋(𝜂) and 𝜋(𝜏). We also assume that the parameters are independent, so
that the joint prior distribution becomes
𝜋(𝜙|𝐺) = 𝜋(𝜃)𝜋(𝑎)𝜋(𝑏)𝜋(𝜑) (3.3.2)
where 𝜃𝑗 ∼ 𝑁(𝜇𝜃𝑗 , 𝜎2𝜃𝑗), 𝑏𝑖 ∼ 𝑁(𝜇𝑏𝑖 , 𝜎2𝑏𝑖), 𝑎𝑖 ∼ Λ(𝜇𝑎𝑖 , 𝜎2𝑎𝑖) and 𝜑𝑖 ∼ 𝑔𝑎𝑚𝑚𝑎(𝑤𝑖, 𝑠𝑖) the
set G represents all hyperparameters that need to be specified. Combining the likehood in 3.3.1
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with the priors in the Equation (3.3.2), the joint posterior density of all unobservable quantities
is given by
𝜋(𝜙|𝑦) ∝
𝑛∏︁
𝑗=1
𝑘∏︁
𝑖=1
𝜑𝑤𝑖−1𝑖 𝑒
−𝑠𝑖𝜑𝑖Γ(𝑦𝑗𝑖 + 𝜑𝑖)
𝑎𝑖Γ(𝜑𝑖)Γ(𝑦𝑗𝑖 + 1)
(︃
𝑒𝑎𝑖(𝜃𝑗−𝑏𝑖)
𝜑𝑖 + 𝑒𝑎𝑖(𝜃𝑗−𝑏𝑖)
)︃𝑦𝑗𝑖
(︃
𝜑𝑖
𝜑𝑖 + 𝑒𝑎𝑖(𝜃𝑗−𝑏𝑖)
)︃𝜑𝑖
𝜋(𝜃)𝜋(𝑎)𝜋(𝑏)
(3.3.3)
3.3.2 MCMC algorithms
As in the LLPIRT models, is not feasible to obtain the marginal posteriori distributions
of interest. We again use the OpenBUGS and JAGS software whichs generates MCMC sam-
ples using the Gibbs sampler (see Geman and Geman (1984),Gelfand and Smith (1990)) and
through the R2OpenBUGS and R2jags packages of the R-project software (see R Develop-
ment Core Team (2008)). The auxiliary algorithms, used to obtain samples from the so-called
full conditional distributions are chosen according to a pre-defined hierarchy (see, Lunn et al.
(2000), Plummer (2017), Lunn et al. (2012), Jackman (2009)). The expected a posteriori (EAP)
was considered as Bayesian estimator. Codes for important measures of diagnostic were im-
plemented in statistical software R, with functions available for the replication of results and
application to real data.
3.4 Model fit assessment
Tools based on residual analysis and posterior predictive checking are used for diagnostics
for IRT models. The model diagnostic are important for check the quality of the model’s ad-
justment and departing from some specific model assumptions. In Stern and Sinharay (2005),
Sinharay (2006), Sinharay et al. (2006), Fox (2005),Fox (2010), Boomsma et al. (2001) and
Béguin and Glas (2001) we can find detailed descriptions of tools for diagnostics for IRT mod-
els.
3.4.1 Statistics for model comparison
We have to evaluate the quality of the model’s adjustment for Akaike’s information cri-
terion (AIC) proposed by Akaike (1974), the Bayesian information criterion (BIC) proposed
by Schwarz (1978) and deviance information Criterion (DIC) proposed by Spiegelhalter et al.
(2002) widely known for comparison of models were calculated from a valid samples posteriori.
Denote the deviance by 𝐷(𝜙) = −2log𝐿(𝜙), so the deviance for the two-parameter log
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linear negative binomial IRT (LLNBIRT2) model is given by:
𝐷(𝜃, Ψ^) = −2
𝑛∑︁
𝑗=1
𝑘∑︁
𝑖=1
{︃
log
⎛⎝ Γ(𝑦𝑗𝑖 + 𝜑𝑖)
Γ(𝜑𝑖)Γ(𝑦𝑗𝑖 + 1)
⎞⎠+ 𝜑𝑖log(𝜑𝑖) + 𝑦𝑗𝑖?^?𝑖(𝜃𝑗 − ?^?𝑖)
− (𝜑𝑖 + 𝑦𝑗𝑖)log
[︁
𝑒𝑥𝑝
(︁
?^?𝑖(𝜃𝑗 − ?^?𝑖)
)︁
+ 𝜑𝑖
]︁ }︃ (3.4.1)
Also, let 𝜙(𝑚), 𝑚 = 1, . . . ,𝑀 , be the mth value of the valid simulated MCMC sample, that
is, the MCMC sample obtained after discharging the burn-in and the spacing (thin) between
the values. Finally, define 𝜙, the vector with the expectation a posteriori, based on the valid
MCMC sample, and 𝐷(𝜙) = ∑︀𝑀𝑚=1𝐷(𝜙(𝑚))/𝑀 . The information criterias are given by:
𝐸𝐴𝐼𝐶 = 𝐷(𝜙) + 2(3𝑘 + 1), 𝐸𝐵𝐼𝐶 = 𝐷(𝜙) + (3𝑘 + 1)log(𝑛𝑘), 𝐷𝐼𝐶 = 𝐷(𝜙) + 2𝑃𝐷.
where 𝑃𝐷 = 𝐷(𝜙) − 𝐷(𝜙). The smaller values of EAIC, EBIC and deviance, the better
model fit.
3.4.2 posterior predictive checking
Assessment of the fit of the model to data is carried out directly by comparing the predictions
made by the theory with what is observed. Where any significant discrepancy indicating a model
failure. Model checking can be carried out by graphically examining or by calculating the
posterior predictive p-value. Overall, in a item or subject level goodness of fit can be measured.
Discussion about posterior predictive checks for IRT models can be found in, among others,
(see Béguin and Glas (2001);Boomsma et al. (2001);Azevedo et al. (2012);Swaminathan et al.
(2007); Stern and Sinharay (2005); Sinharay (2006); Sinharay et al. (2006); Fox (2005);Fox
(2010)).
The measure of discrepancy (Béguin and Glas (2001), Sinharay et al. (2006)) and observa-
tions on the wide range of counts in chapter 2 also apply to the LLNBIRT model.
3.4.3 Bayesian Residual Analysis
In Pregibon (1981) and Paula (2013) there are evidences of the concordance between the
residual deviance and the standard normal distribution for several GLM. Otherwise, Svetliza
and Paula (2003) presents similar results for the residual deviance of the negative binomial
model. Here again we consider the residual deviance within the context of IRT with residuals
at the item and subjects levels, similar to how it was considered in the previous chapter.
41
1. For a given 𝜃𝑗 , 𝑗 = 1, 2, . . . , 𝑛 and ∀𝑖 = 1, . . . , 𝑘 we have the following residual
𝑡𝐷𝑗|𝑖 =
√
2𝑠𝑖𝑔𝑛(𝑦𝑗𝑖 − 𝜆𝑗𝑖)√︁
1− ℎ𝑗𝑗|𝑖
⎯⎸⎸⎷𝜑𝑖𝑙𝑜𝑔
(︃
𝜆𝑗𝑖 + 𝜑𝑖
𝑦𝑗𝑖 + 𝜑𝑖
)︃
+ 𝑦𝑗𝑖𝑙𝑜𝑔
(︃
𝑦𝑗𝑖(𝜆𝑗𝑖 + 𝜑𝑖)
𝜆𝑗𝑖(𝑦𝑗𝑖 + 𝜑𝑖)
)︃
(3.4.2)
with ℎ𝑗𝑗|𝑖 the j−th element of the main diagonal of the matrix𝐻𝑖 = 𝑊 1/2𝑖 𝑋(𝑋𝑇𝑊𝑖𝑋)−1𝑋𝑇𝑊 1/2𝑖
where 𝑊𝑖 = 𝐷𝑖𝑎𝑔{𝑤1𝑖, . . . , 𝑤𝑛𝑖} with elements 𝑤𝑗𝑖 = 𝜑𝑖𝜆𝑗𝑖𝜑𝑖+𝜆𝑗𝑖 .
2. For given (𝑎𝑖, 𝑏𝑖)𝑇 , 𝑖 = 1, . . . , 𝑘 and ∀𝑗 = 1, . . . , 𝑛 we have the following residual
𝑡𝐷𝑖|𝑗 =
√
2𝑠𝑖𝑔𝑛(𝑦𝑗𝑖 − 𝜆𝑗𝑖)√︁
1− ℎ𝑖𝑖|𝑗
⎯⎸⎸⎷𝜑𝑖log
(︃
𝜆𝑗𝑖 + 𝜑𝑖
𝑦𝑗𝑖 + 𝜑𝑖
)︃
+ 𝑦𝑗𝑖log
(︃
𝑦𝑗𝑖(𝜆𝑗𝑖 + 𝜑𝑖)
𝜆𝑗𝑖(𝑦𝑗𝑖 + 𝜑𝑖)
)︃
(3.4.3)
with ℎ𝑖𝑖|𝑗 the i−th element of the main diagonal of the matrix𝐻𝑗 = 𝑊 1/2𝑗 𝑋(𝑋𝑇𝑊𝑗𝑋)−1𝑋𝑇𝑊 1/2𝑗
where 𝑊𝑗 = 𝐷𝑖𝑎𝑔{𝑤𝑗1, . . . , 𝑤𝑗𝑘} with elements 𝑤𝑗𝑖 = 𝜑𝑖𝜆𝑗𝑖𝜑𝑖+𝜆𝑗𝑖 .
The graphical analysis explained in the previous chapter can be used for the diagnoses of
the LLNBIRT model.
3.5 Simulation
In this section, we report on a simulation study set up to investigate the accuracy and pre-
cision in estimating of the item parameters and latent traits when dealing with count data. For
this estudy we established nine different scenarios in quantity of items (𝑘 = 10, 20, 30) with
variyng sample size (𝑛 = 500, 1000, 2000) for check that an estimation algorithm is working
properly. We configure the items in a process similar to the one shown for the poisson model,
that is, starting with the 10 item scenarios and completing the configurations for the 20 and 30
item scenarios.
Based on the results from some simulation studies that we carried out, we chose the follow-
ing prior distributions: 𝑏𝑖 ∼ 𝑁(0, 1) and 𝑎𝑖 ∼ Λ(1, 0.025) and 𝜑 ∼ 𝑔𝑎𝑚𝑚𝑎(0.1, 0.001). The
initial values for MCMC algorithms were chosen randomly by the statistical software JAGS.
We set a burn−in of 𝐵 = 9000, 𝑡ℎ𝑖𝑛 = 20 and a total of 𝑁 = 29000 to obtain a posterior
valid sample of size 1000. The values for the Gelman−Rubin statistic and the inspection of the
traceplots indicated that the MCMC algorithms converged for this configuration.
For evaluating accuracy of the estimations, 10 replications of each scenario were done,
and the bias, relative bias (RB) and mean quadratic error (MSE) were calculate. For evaluating
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precision the standard deviations of the parameters estimates (𝑠.𝑒1) and the mean of the standard
errors of the parameters estimates (𝑠.𝑒2) from different replications were compared. Also, the
coverage of 95% equi-tailed credibility intervals (CI (95%)) was examined with good results
(see Tables 𝐸.1 and 𝐸.2.
Conclusions analogous to those made for the LLP-IRT model are also obtained in the
LLNB-IRT model. That is, with the increase of the sample size more acuracy and presition
of the item estimates. Analogously with the increase in the test size, the best accuracy and pre-
sition of the estimates of the latent traits. Observe in the scenarios with smaller sample size the
overdispersion parameter 𝜑 can be poorly estimated, however, this is due to the fact that in some
of the replicates the information is not consistent for the recovery while for others it replicates
the recovery is adequate.
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Chapter 4
conclusion and future works
The item response models for counting data, the parameters 𝑎 e 𝑏 are interpreted as discrim-
ination and difficulty parameters as is usual. The parameter 𝜑𝑖 of the negative binomial model
helps control overdispersion and is an penalty parameter. From the simulation scenarios we
managed to conclude that the algorithms and methods for estimation used were adequate since
the recovery of the parameters was accurate and precise, however, from the information func-
tion of the item we observed that there is less precision to estimate the traits latent subjects with
low levels; The conclusion from the information function was also observed in the simulation
studies, where we see that the recovery of latent traits has a heavy tail to the left where there
are more biases. The simulation studies also show the diagnostic tools are adequate, that is, the
information criteria are useful to choose the best model, the posterior predictive checagens lead
to correct conclusions about the fit of the model to the data, however, a proposal to evaluate
the adjustment at the subject level must be studied, it given the problems exposed on the dis-
crepancy measure chi-square since the wide range of possible values. Regarding the residuals
of the models, no observed strange behavior that indicates a bad specification of the model and
others types of residuals can be considered to future. The data sets of the armed conflict and
statistics of the NBA, these were not well fit by the models studied, and so exploration on other
potential datasets are necessary to show the potential of our models. Likewise, extentions of
the models considering non-log-linear item response functions, multidimensional latent traits,
dependency between items are also necessary. Finally, given the nature of the armed conflict
data, spatio-temporal models can also be developed.
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Appendix A
Data Sets Used in Applications
A number of different data sets are used in the applications for the purpose of demonstrating
various aspects of modeling. Two data sets are used throughout the text are described below.
the data sets used in this text may be obtained from links to web sites at NBA and UARIV.
A.1 Colombian victimization data
The Colombian victimization data set consists of annual observations for 1122 municipali-
ties. The major goal of this study was to develop a measurement model to predict the probability
of new victimizations. A number of publications have appeared that have focused on this prob-
lem. The reader wishing to learn more about the aspects of this data should start with UARIV
publications. We refer to this data set as the UARIV data. In the table 1.1 we list the variables
involved in the study and in this section we given the definition for each one.
A.2 NBA advanced stats
The NBA data set consists of advanced stats of 539 players for the regular season 2017-18.
The major goal of this study was to measurement the ability of the players in the games played.
A number of publications have appeared that have focused on various facets of this data, but the
potential of IRT models has not been explored beforehand when we consider ability as a latent
trait. A code sheet for the variables to be considered in this text is given in Table A.1.
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Table A.1: Description of NBA varibles
Variable Name Description
1 No identification code
2 Player Player
3 MIN Minutes Played
4 FGM Field Goals Made
5 3PM 3 Point Field Goals Made
6 FTM Free Throws Made
7 REB Rebounds
8 AST Assists
9 STL Steals
10 BLK Blocks
11 TOV Turnovers
For measure the ability of each player, the actual observed turnovers variable values have
been modified as the difference of turnovers for each player with respect to max season turnovers.
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Appendix B
Information Function of Item in the
chapter 2
In item response theory we work with information functions at different levels, Item infor-
mation, Test information and sample Information.
The item information is defined as the Fisher information for the item. Similarly, it can be
shown that the test information corresponds to the sum of the items informations (for the local
independence assumption).
And if we know that if 𝑦𝑖 is the answer for the item 𝑖 obtained under the latent trace 𝜃, then:
𝑙𝑜𝑔𝑃 (𝑦𝑖|𝜃) = 𝑦𝑖𝜆𝑖 − 𝜆𝑖 − 𝑙𝑜𝑔(𝑦𝑖! ) (B.0.1)
And the first two derivatives with respect to 𝜃 are given by:
𝜕
𝜕𝜃
[𝑙𝑜𝑔𝑃 (𝑦𝑖|𝜃)] = 𝑦𝑖 𝜕
𝜕𝜃
[𝑙𝑜𝑔𝜆𝑖]− 𝜕
𝜕𝜃
[𝜆𝑖]
= 𝑦𝑖
(︃
𝜕
𝜕𝜆𝑖
[𝑙𝑜𝑔𝜆𝑖]
)︃
𝜕𝜆𝑖
𝜕𝜃
− 𝜕𝜆𝑖
𝜕𝜃
= 𝑦𝑖
𝜆𝑖
(︃
𝜕𝜆𝑖
𝜕𝜃
)︃
− 𝜕𝜆𝑖
𝜕𝜃
(B.0.2)
And
𝜕2
𝜕2𝜃
𝑙𝑜𝑔𝑃 (𝑦𝑖|𝜃) = 𝜕
𝜕𝜃
[︃
𝑦𝑖
𝜆𝑖
(︃
𝜕𝜆𝑖
𝜕𝜃
)︃
− 𝜕𝜆𝑖
𝜕𝜃
]︃
=
(︃
𝜕
𝜕𝜃
[︂
𝑦𝑖
𝜆𝑖
]︂)︃(︃
𝜕𝜆𝑖
𝜕𝜃
)︃
+ 𝑦𝑖
𝜆𝑖
(︃
𝜕
𝜕𝜃
[︃
𝜕𝜆𝑖
𝜕𝜃
]︃)︃
− 𝜕
2𝜆𝑖
𝜕2𝜃
=
(︃
𝜕
𝜕𝜆𝑖
[︂
𝑦𝑖
𝜆𝑖
]︂
𝜕𝜆𝑖
𝜕𝜃
)︃(︃
𝜕𝜆𝑖
𝜕𝜃
)︃
+ 𝑦𝑖
𝜆𝑖
(︃
𝜕2𝜆𝑖
𝜕2𝜃
)︃
− 𝜕
2𝜆𝑖
𝜕2𝜃
= − 𝑦𝑖
𝜆2𝑖
(︃
𝜕𝜆𝑖
𝜕𝜃
)︃2
+
(︂
𝑦𝑖
𝜆𝑖
− 1
)︂
𝜕2𝜆𝑖
𝜕2𝜃
(B.0.3)
54
Then The item information is given by
𝐼𝑖(𝜃) = −𝐸
[︃
𝜕2
𝜕2𝜃
𝑙𝑜𝑔𝑃 (𝑦𝑖|𝜃)
]︃
= 𝐸
⎡⎣ 𝑦𝑖
𝜆2𝑖
(︃
𝜕𝜆𝑖
𝜕𝜃
)︃2
−
(︂
𝑦𝑖
𝜆𝑖
− 1
)︂
𝜕2𝜆𝑖
𝜕2𝜃
⎤⎦
= 𝐸 [𝑦𝑖]
𝜆2𝑖
(︃
𝜕𝜆𝑖
𝜕𝜃
)︃2
−
(︃
𝐸 [𝑦𝑖]
𝜆𝑖
− 1
)︃
𝜕2𝜆𝑖
𝜕2𝜃
= 1
𝜆𝑖
(︃
𝜕𝜆𝑖
𝜕𝜃
)︃2
(B.0.4)
And the model of two parameters we have 𝜆𝑖 = 𝑒𝑥𝑝 (𝑎𝑖(𝜃 − 𝑏𝑖)) with
𝐼𝑖(𝜃) = 𝑎𝑖 𝑒𝑥𝑝 (𝑎𝑖(𝜃 − 𝑏𝑖)) (B.0.5)
Additionally the test information for a test formed by 𝑘 items as mentioned above is given
by 𝐼𝑇 (𝜃) =
∑︀𝑘
𝑖=1 𝐼𝑖(𝜃), being useful to identify the information that a test contains on the latent
trait.
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Appendix C
Information Function of Item in the
chapter 3
If we know that if 𝑦𝑖 is the answer for the item 𝑖 obtained under the latent trace 𝜃, then:
𝑃 (𝑦𝑖|𝜃) = Γ(𝑦𝑖 + 𝜑)Γ(𝜑)Γ(𝑦𝑖 + 1)
(︃
𝜇𝑖
𝜑+ 𝜇𝑖
)︃𝑦𝑖 (︃ 𝜑
𝜑+ 𝜇𝑖
)︃𝜑
(C.0.1)
With 𝜇𝑖 = 𝜇𝑖(𝜃). And the log density function
𝑙𝑜𝑔𝑃 (𝑦𝑖|𝜃) = 𝑙𝑜𝑔
[︃
Γ(𝑦𝑖 + 𝜑)
Γ(𝜑)Γ(𝑦𝑖 + 1)
]︃
+ 𝑦𝑖 [𝑙𝑜𝑔(𝜇𝑖)− 𝑙𝑜𝑔(𝜑+ 𝜇𝑖)] + 𝜑 [𝑙𝑜𝑔(𝜑)− 𝑙𝑜𝑔(𝜑+ 𝜇𝑖)]
(C.0.2)
And the first two derivatives with respect to 𝜃 are given by:
𝜕
𝜕𝜃
[𝑙𝑜𝑔𝑃 (𝑦𝑖|𝜃)] = 𝑦𝑖 𝜕
𝜕𝜃
[𝑙𝑜𝑔(𝜇𝑖)− 𝑙𝑜𝑔(𝜑+ 𝜇𝑖)] + 𝜑 𝜕
𝜕𝜃
[−𝑙𝑜𝑔(𝜑+ 𝜇𝑖)]
= 𝑦𝑖
𝜕
𝜕𝜇𝑖
[𝑙𝑜𝑔(𝜇𝑖)− 𝑙𝑜𝑔(𝜑+ 𝜇𝑖)]
(︃
𝜕𝜇𝑖
𝜕𝜃
)︃
+ 𝜑 𝜕
𝜕𝜇𝑖
[−𝑙𝑜𝑔(𝜑+ 𝜇𝑖)]
(︃
𝜕𝜇𝑖
𝜕𝜃
)︃
= 𝑦𝑖
[︃
1
𝜇𝑖
− 1
𝜑+ 𝜇𝑖
]︃(︃
𝜕𝜇𝑖
𝜕𝜃
)︃
+ 𝜑
[︃
− 1
𝜑+ 𝜇𝑖
]︃(︃
𝜕𝜇𝑖
𝜕𝜃
)︃
= 𝑦𝑖
𝜇𝑖
(︃
𝜕𝜇𝑖
𝜕𝜃
)︃
− 𝑦𝑖 + 𝜑
𝜑+ 𝜇𝑖
(︃
𝜕𝜇𝑖
𝜕𝜃
)︃
=
(︃
𝑦𝑖
𝜇𝑖
− 𝑦𝑖 + 𝜑
𝜑+ 𝜇𝑖
)︃(︃
𝜕𝜇𝑖
𝜕𝜃
)︃
(C.0.3)
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And
𝜕2
𝜕2𝜃
𝑙𝑜𝑔𝑃 (𝑦𝑖|𝜃) = 𝜕
𝜕𝜃
[︃(︃
𝑦𝑖
𝜇𝑖
− 𝑦𝑖 + 𝜑
𝜑+ 𝜇𝑖
)︃(︃
𝜕𝜇𝑖
𝜕𝜃
)︃]︃
=
[︃
𝜕
𝜕𝜃
(︃
𝑦𝑖
𝜇𝑖
− 𝑦𝑖 + 𝜑
𝜑+ 𝜇𝑖
)︃]︃(︃
𝜕𝜇𝑖
𝜕𝜃
)︃
+
(︃
𝑦𝑖
𝜇𝑖
− 𝑦𝑖 + 𝜑
𝜑+ 𝜇𝑖
)︃(︃
𝜕2𝜇𝑖
𝜕2𝜃
)︃
=
[︃
𝜕
𝜕𝜇𝑖
(︃
𝑦𝑖
𝜇𝑖
− 𝑦𝑖 + 𝜑
𝜑+ 𝜇𝑖
)︃]︃(︃
𝜕𝜇𝑖
𝜕𝜃
)︃2
+
(︃
𝑦𝑖
𝜇𝑖
− 𝑦𝑖 + 𝜑
𝜑+ 𝜇𝑖
)︃(︃
𝜕2𝜇𝑖
𝜕2𝜃
)︃
=
(︃
− 𝑦𝑖
𝜇2𝑖
+ 𝑦𝑖 + 𝜑(𝜑+ 𝜇𝑖)2
)︃(︃
𝜕𝜇𝑖
𝜕𝜃
)︃2
+
(︃
𝑦𝑖
𝜇𝑖
− 𝑦𝑖 + 𝜑
𝜑+ 𝜇𝑖
)︃(︃
𝜕2𝜇𝑖
𝜕2𝜃
)︃
(C.0.4)
Then The item information is given by
𝐼𝑖(𝜃) = −𝐸
[︃
𝜕2
𝜕2𝜃
𝑙𝑜𝑔𝑃 (𝑦𝑖|𝜃)
]︃
= 𝐸
⎡⎣(︃ 𝑦𝑖
𝜇2𝑖
− 𝑦𝑖 + 𝜑(𝜑+ 𝜇𝑖)2
)︃(︃
𝜕𝜇𝑖
𝜕𝜃
)︃2
−
(︃
𝑦𝑖
𝜇𝑖
− 𝑦𝑖 + 𝜑
𝜑+ 𝜇𝑖
)︃(︃
𝜕2𝜇𝑖
𝜕2𝜃
)︃⎤⎦
=
(︃
𝐸[𝑦𝑖]
𝜇2𝑖
− 𝐸[𝑦𝑖] + 𝜑(𝜑+ 𝜇𝑖)2
)︃(︃
𝜕𝜇𝑖
𝜕𝜃
)︃2
−
(︃
𝐸[𝑦𝑖]
𝜇𝑖
− 𝐸[𝑦𝑖] + 𝜑
𝜑+ 𝜇𝑖
)︃(︃
𝜕2𝜇𝑖
𝜕2𝜃
)︃
=
(︃
1
𝜇𝑖
− 1
𝜑+ 𝜇𝑖
)︃(︃
𝜕𝜇𝑖
𝜕𝜃
)︃2
= 𝜑
𝜇𝑖[𝜑+ 𝜇𝑖]
(︃
𝜕𝜇𝑖
𝜕𝜃
)︃2
(C.0.5)
And the model of two parameters we have 𝜇𝑖 = 𝑒𝑥𝑝 (𝑎𝑖(𝜃 − 𝑏𝑖)) with
𝐼𝑖(𝜃) =
𝜑
𝜇𝑖[𝜑+ 𝜇𝑖]
𝑎2𝑖𝜇
2
𝑖 =
𝜑𝑎2𝑖𝜇𝑖
𝜑+ 𝜇𝑖
= 𝑎
2
𝑖𝜑𝑒𝑥𝑝 (𝑎𝑖(𝜃 − 𝑏𝑖))
𝜑+ 𝑒𝑥𝑝 (𝑎𝑖(𝜃 − 𝑏𝑖)) (C.0.6)
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Appendix D
Simulation Study for the Log-linear
Poisson Item Response models
For the simulation study we start by configuring the item parameters values for the scenarios
with 10 items, and in order to observe the influence of test size in the estimation we complete
the configuration of the items parameters for the remaining items for the scenarios with 20
items. A similar process is done with the configuration for the scenarios with 30 items. For
each configuration we considered three sample sizes 500, 1000 and 2000.
The values of the items parameters were chosen in a way that would best cover the different
configurations that can be presented in real data. For this study we consider the expected a
posteriori (EAP) as Bayesian estimator and others measures of accuracy and precision.
D.1 scenarios
The configuration of the items parameters for the scenarios with 10 items were as follows:
It. 1 It. 2 It. 3 It. 4 It. 5 It. 6 It. 7 It. 8 It. 9 It. 10
b -2.9 -2.1 -1.7 -0.9 -0.3 0.3 1.1 1.7 2.5 2.9
a 0.81 0.99 1.17 0.83 1.04 1.15 1.07 0.81 0.97 1.17
For the scenarios with 20 items we complete the configuration of item parameters with 10
additional items parameters as follows:
The configuration of the parameters of the items for the scenarios with 20 items, is complete
with the configuration of item parameters for 10 additional items as follows:
It. 11 It. 12 It. 13 It. 14 It. 15 It. 16 It. 17 It. 18 It. 19 It. 20
b -2.7 -1.9 -1.1 -0.7 0.1 0.7 0.9 1.3 2.1 2.3
a 1.18 0.84 1.01 1.19 0.8 1 0.82 1.16 1.14 0.85
The configuration the last ten item parameters for the scenarios with 30 items is as follows:
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It. 21 It. 22 It. 23 It. 24 It. 25 It. 26 It. 27 It. 28 It. 29 It. 30
b -2.5 -2.3 -1.5 -1.3 -0.5 -0.1 0.5 1.5 1.9 2.7
a 0.92 1.08 0.91 1.09 0.94 0.99 0.93 0.93 1.02 1.07
D.2 Accuracy and precision measures
Set 𝛾(1), ..., 𝛾(𝑀) be an arbitrary random sample of size 𝑀 for the parameter 𝛾 with ̂︀𝛾 the
EAP estimator and
𝐵𝑖𝑎𝑠(̂︀𝛾, 𝛾) = 𝐸(̂︀𝛾 − 𝛾)
𝑀𝑆𝐸(̂︀𝛾, 𝛾) = 𝐸(̂︀𝛾 − 𝛾)2 𝑆𝛾 =
√︁∑︀𝑀
𝑚=1(𝛾(𝑚) − ̂︀𝛾)/(𝑀 − 1)
But the last two quantities can not be calculated so here we make use of the 𝑅 replicates of
each scenario and we can estimate as:
𝐵𝑖𝑎𝑠(̂︀𝛾, 𝛾) = ∑︀𝑅𝑟=1(̂︀𝛾𝑟 − 𝛾)/𝑅
𝑀𝑆𝐸(̂︀𝛾𝑀 , 𝛾) = ∑︀𝑅𝑟=1(̂︀𝛾𝑟 − 𝛾)2/𝑅
𝑠.𝑒21(̂︀𝛾) = ∑︀𝑅𝑟=1(̂︀𝛾𝑟 − ̂︀𝛾)2/𝑅
𝑠.𝑒22(̂︀𝛾) = ∑︀𝑅𝑟=1 𝑆2𝛾,𝑟/𝑅
where ̂︀𝛾𝑟 the Bayesian estimation for the 𝑟 replicate, ̂︀𝛾 = ∑︀𝑅𝑟=1 ̂︀𝛾𝑟/𝑅 and 𝑆𝛾,𝑟 the standard
error.
D.3 Recovery of item parameters
D.3.1 Scenarios with 10 items
In Figures 𝐷.1, 𝐷.2 and in Table 𝐷.1 we have the description of accuracy and precision of
estimations of the item parameters.
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(c) Escenario 7 (n=2000)
Figure D.1: Estimation of difficult parameters for 10 Items to LLPIRT model
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(b) Escenario 4 (n=1000)
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(c) Escenario 7 (n=2000)
Figure D.2: Estimation of discrimination parameters for 10 Items to LLPIRT model
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D.3.2 Scenarios with 20 items
In Figures 𝐷.3, 𝐷.4 and in Table 𝐷.3 we have the description of accuracy and precision of
estimations of the item parameters.
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(b) Escenario 5 (n=1000)
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Figure D.3: Estimations of difficult parameters for 20 Items to LLPIRT model
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Figure D.4: Estimations of discrimination parameters for 20 Items to LLPIRT model
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D.3.3 Scenarios with 30 items
In Figures 𝐷.5, 𝐷.6 and in Table 𝐷.4 we have the description of accuracy and precision of
estimations of the item parameters.
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(a) Escenario 3 (n=500)
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(b) Escenario 6 (n=1000)
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(c) Escenario 9 (n=2000)
Figure D.5: Estimations of difficult parameters for 30 Items to LLPIRT model
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(a) Escenario 3 (n=500)
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l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0.8
0.9
1.0
1.1
1.2
0.8 0.9 1.0 1.1 1.2
Estimation
R
ea
l
Plot Real vs Estimation
(c) Escenario 9 (n=2000)
Figure D.6: Estimations of discrimination parameters for 30 Items to LLPIRT model
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D.4 Recovery of latent traits
In Figures 𝐷.7, 𝐷.8 and 𝐷.9 we show the recovery of latent traces. Notice with the increase
in the test size more acuracy and better precision of latent traits estimates are obtained. However,
the increase in the test size also implies an increase in the variability in the item estimation
parameters. And the posterior predictive checking for the simulations indicate well model fit to
the simulated data.
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(a) Escenario 1 (10 Items)
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(b) Escenario 2 (20 Items)
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Figure D.7: Recovery of latent traits for 500 traits to LLPIRT model
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(a) Escenario 4 (10 Items)
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(b) Escenario 5 (20 Items)
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Figure D.8: Recovery of latent traits for 1000 Traits to LLP-IRT model
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(a) Escenario 7 (10 Items)
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
−2
0
2
−2 0 2
Estimation
R
ea
l
Plot Real vs Estimation
(b) Escenario 8 (20 Items)
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Figure D.9: Recovery of latent traits for 2000 Traits to LLP-IRT model
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Appendix E
Simulation Study for the log-linear
negative binomial Item response models
Here considerate nine different scenarios of estudy again. We configurate the item parame-
ters values for the scenarios with 10 items and complete the configuration of the items parame-
ters for the remaining items for the scenarios with 20 and 30 items. Also, for each configuration
we considered three sample sizes 500, 1000 and 2000. The items parameters were chosen in a
way that would best cover the different configurations that can be presented in real data.
E.1 scenarios
The configuration of the parameters of the items for the scenarios with 10 items were as
follows:
It. 1 It. 2 It. 3 It. 4 It. 5 It. 6 It. 7 It. 8 It. 9 It. 10
b -2.9 -2.1 -1.7 -0.9 -0.3 0.3 1.1 1.7 2.5 2.9
a 0.81 0.99 1.17 0.83 1.04 1.15 1.07 0.81 0.97 1.17
𝜑 6 2.2 5 3.8 4.2 2.3 0.75 1.4 0.4 0.1
The configuration of the parameters of the items for the scenarios with 20 items, is complete
with the configuration of item parameters for 10 additional items as follows:
It. 11 It. 12 It. 13 It. 14 It. 15 It. 16 It. 17 It. 18 It. 19 It. 20
b -2.7 -1.9 -1.1 -0.7 0.1 0.7 0.9 1.3 2.1 2.3
a 1.18 0.84 1.01 1.19 0.8 1 0.82 1.16 1.14 0.85
𝜑 3.4 1.7 1.1 0.5 0.8 1.4 1.7 0.9 0.2 0.07
Finally the configuration of the parameters of the items for the scenarios with 30 items, is
complete with the configuration of item parameters for 10 additional items as follows:
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It. 21 It. 22 It. 23 It. 24 It. 25 It. 26 It. 27 It. 28 It. 29 It. 30
b -2.5 -2.3 -1.5 -1.3 -0.5 -0.1 0.5 1.5 1.9 2.7
a 0.92 1.08 0.91 1.09 0.94 0.99 0.93 0.93 1.02 1.07
𝜑 0.8 4.4 0.9 3.1 2.8 1.8 0.4 0.3 0.8 0.7
E.2 Recovery of item parameters
E.2.1 Scenarios with 10 items
In Figures 𝐸.1, 𝐸.2, 𝐸.3 and in Table 𝐸.1 we have the description of accuracy and precision
of estimations of the item parameters.
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(a) Escenario 1 (n=500)
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(b) Escenario 2 (n=1000)
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(c) Escenario 3 (n=2000)
Figure E.1: Estimation of difficult parameters for 10 Items to LLNB-IRT model
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(a) Escenario 1 (n=500)
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(b) Escenario 2 (n=1000)
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Figure E.2: Estimation of discrimination parameters for 10 Items to LLNB-IRT model
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(a) Escenario 1 (n=500)
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Figure E.3: Estimation of dispersion parameters for 10 Items to LLNB-IRT model
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E.2.2 Scenarios with 20 items
In Figures 𝐸.4, 𝐸.5 and in Table 𝐸.2 we have the description of accuracy and precision of
estimations of the item parameters.
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(a) Escenario 4 (n=500)
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(b) Escenario 5 (n=1000)
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Figure E.4: Estimations of difficult parameters for 20 Items to LLNB-IRT model
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Figure E.5: Estimations of discrimination parameters for 20 Items to LLNB-IRT model
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Figure E.6: Estimations of dispersion parameters for 20 Items to LLNB-IRT model
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E.3 Recovery of latent traits
In Figures 𝐸.7, 𝐸.8 and 𝑓𝑖𝑔 : 𝐶3𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑃4.30 we show the recovery of latent traces.
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Figure E.7: Recovery of latent traits for 500 traits to LLNB-IRT model
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Figure E.8: Recovery of latent traits for 1000 Traits to LLNB-IRT model
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Figure E.9: Recovery of latent traits for 2000 Traits to LLNB-IRT model
