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Resumen
Prediccio´n de Patrones de
Navegacio´n en Mega-ima´genes
Histopatolo´gicas
La microscop´ıa virtual puede mejorar el trabajo rutinario de los labora-
torios patolo´gicos modernos. Este objetivo ha sido severamente limitado por
la gran cantidad de informacio´n contenida en las la´minas histopatolo´gicas
virtuales. La adopcio´n de te´cnicas para mejorar la eficiencia durante la nave-
gacio´n de mega-ima´genes ha mostrado ser u´til para reducir los tiempos de re-
spuesta en sistemas de microscop´ıa virtual. Este trabajo presenta un enfoque
novedoso para predecir patrones de navegacio´n en la´minas histopatolo´gicas
virtuales durante tareas de evaluacio´n diagno´sticas realizadas por pato´logos.
A partir de la seleccio´n de ima´genes de ejemplos positivos (objetivo) y neg-
ativos (distractor) realizada por el pato´logo, el me´todo construye un mapa
asignando relevancia a cada una de las regiones de la mega-imagen. Durante
la evaluacio´n de la identificacio´n de relevancia, se encontro´ que el me´todo de-
sarrollado presento´ medidas promedio de precisio´n (55 %) y de promedio de
recall (38 %) en el conjunto de datos utilizado, superando otras te´cnicas para
detectar regiones de intere´s basadas en modelos computacionales de aten-
cio´n visual (Modelo Itti). La informacio´n contenida en el mapa de relevancia
mostro´ una capacidad predictiva u´til para la formulacio´n de estrategias o´pti-
mas de navegacio´n, superando estrategias tradicionales en algunas de las
situaciones analizadas en el presente trabajo.
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Abstract
Prediction of Navigation
Patterns in Histopathological
Mega-images
Virtual microscopy can improve the workflow of modern pathology lab-
oratories, a goal limited by the large size of the virtual slides (VS). Lately
some strategies to accelerate the navigation performance in large images has
reduced the time. This work presents a novel method for predicting naviga-
tion patterns in VS during diagnostic tasks performed by pathologists. By
selecting positive and negative image examples, the method constructs a map
that assigns relevance to each image region. The evaluation of the regions of
interest through Precision-recall measurements, calculated at each step of
any actual navigation, obtained an average precision of 55 % and a recall of
about 38 % when using the available set of navigations, outperforming other
techniques based on computational models of visual attention that identify
regions of interest. The predictive capability of the relevancy map was useful
in the formulation of strategies to improve navigation.
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Cap´ıtulo 1
Introduccio´n
La introduccio´n progresiva de tecnolog´ıas digitales para almacenamiento,
transmisio´n y visualizacio´n de grandes ima´genes (mega-ima´genes) ha facilita-
do el estudio de diversas disciplinas tales como: sistemas de geoinformacio´n,
astronomı´a, ambientes de realidad virtual [1–3]. El campo me´dico no ha sido
ajeno a este desarrollo tecnolo´gico, pues la generacio´n de mega-ima´genes es
usualmente requerida en numerosos procesos de evaluacio´n diagno´stica [4].
Particularmente, por la cantidad de informacio´n obtenida al digitalizar mues-
tras histopatolo´gicas, en un campo que se ha denominado microscop´ıa virtual
(MV).
El ana´lisis de espec´ımenes histopatolo´gicos es una herramienta fundamen-
tal dentro de la actividad me´dica, no solo por su valor en el proceso diagno´sti-
co, sino por su importancia en las decisiones de tratamiento cl´ınico [5]. Dada
la relevancia de la evaluacio´n diagno´stica de los espec´ımenes histopatolo´gicos,
es de principal intere´s facilitar el acceso de las herramientas y aplicaciones
que provee la MV no solo para aplicaciones educativas y de entrenamiento
me´dico, donde ha tenido una amplia aceptacio´n [6–10], sino tambie´n en el
trabajo rutinario de patolog´ıa.
La integracio´n de la MV en el trabajo rutinario de evaluacio´n diagno´stica
se ha limitado por la lentitud del proceso de adquisicio´n digital de la la´mina,
y por los tiempos de latencia en la respuesta de los sistemas computacionales
de visualizacio´n, todo esto resultado de la necesidad de manejar la enorme
cantidad de informacio´n contenida en estas mega-ima´genes. Estos tiempos de
latencia entorpecen una navegacio´n fluida en la tarea de evaluacio´n diagno´sti-
ca realizada por el pato´logo. Por esta razo´n, se han utilizado mecanismos y
estrategias para disminuir estos tiempos de latencia y asegurar un uso o´ptimo
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de los recursos computacionales [11,12].
El acceso remoto de mega-ima´genes de histopatolog´ıa plantea desaf´ıos al
uso o´ptimo de los recursos computacionales. En primer lugar, es deseable un
almacenamiento eficiente porque al reducir la cantidad de bytes que repre-
sentan la mega-imagen, no solo se optimiza la utilizacio´n de espacio en el
servidor sino que disminuye la demanda en la tasa de transmisio´n del canal
de comunicacio´n. Para ello, se debe tener en cuenta que existe un compromiso
entre la compresio´n y la calidad, puesto que la utilizacio´n de la mega-imagen
histopatolo´gica en ana´lisis diagno´stico exige alta fidelidad en la informacio´n.
Al transmitir la informacio´n comprimida, surge la necesidad de reconstru-
ir la mega-imagen para su visualizacio´n. Los algoritmos de descompresio´n
imponen una intensa carga computacional, que junto a la latencia propia del
canal de comunicacio´n, generan tiempos de retardo en la visualizacio´n de la
mega-imagen durante el proceso de navegacio´n. Estos retardos, pueden lle-
gar a interferir en el proceso de evaluacio´n diagno´stico del pato´logo. Por esta
razo´n, es deseable estimar y anticipar las trayectorias de navegacio´n que el
pato´logo pueda llegar a realizar.
Un me´todo para la deteccio´n eficiente y precisa de las trayectorias de
navegacio´n permitira´ el desarrollo e implementacio´n de te´cnicas para la an-
ticipacio´n en la transmisio´n y reconstruccio´n de regiones de la mega-imagen
histopatolo´gica, mejorando la calidad de la navegacio´n y disminuyendo la
interferencia de los retardos en la evaluacio´n diagno´stica realizada por el
pato´logo.
La tesis desarrollada en este documento, aborda la tarea de predecir
que´ regiones de una mega-ima´gen sera´n requeridas en alta magnificacio´n por
los pato´logos durante una tarea de evaluacio´n diagno´stica. Estas regiones
usualmente esta´n asociadas a conceptos histopatolo´gicos determinantes para
el diagno´stico. El enfoque utilizado se basa en el conocimiento del exper-
to (pato´logo) expresado usando ima´genes de ejemplo. Una vez identificadas
las regiones de intere´s, se analizan las condiciones bajo las cuales, esta ca-
pacidad predictiva puede resultar u´til como pol´ıtica en una estrategia de
prefetching/caching.
1.1. Identificacio´n del Problema
Durante el exa´men diagno´stico, el pato´logo realiza operaciones sobre el
microscopio para examinar con detalle diversas regiones de la la´mina. En
2
los sistemas de microscop´ıa virtual tambie´n es necesario realizar operaciones
similares sobre la imagen pues la resolucio´n de los dispostivos de visualizacio´n
es menor que la resolucio´n total de la mega-ima´gen. Estas operaciones se ven
reflejadas en peticiones que se realizan al software para ajustar la ventana de
visualizacio´n en ciertas regiones de la mega-imagen, con unas determinadas
especificaciones de magnificacio´n, calidad, taman˜o de la ventana.
El conjunto de regiones visitadas junto con las respectivas caracter´ısticas
de magnificacio´n, calidad, posicio´n, y a´rea de la ventana (en algunos casos se
incluye informacio´n anotada por el experto [13]) se denomina trayectoria di-
agno´stica o de observacio´n (Diagnostic Path). Un ejemplo de una trayectoria
diagno´stica se muestra en la figura 1.1.
Figura 1.1: Ejemplo de trayectoria diagno´stica o de observacio´n.
De forma concisa, la pregunta de investigacio´n que se aborda en este
trabajo consiste en: ¿Co´mo anticipar esta trayectoria diagno´stica, o de for-
ma ma´s expl´ıcita: ¿Co´mo anticipar el requerimiento de regiones de la mega-
ima´gen histopatolo´gica (en alta magnificacio´n) por parte del pato´logo, durante
la tarea de evaluacio´n diagno´stica?.
En la seccio´n 2.1 se describe brevemente algunas caracter´ısticas de la
navegacio´n de mega-ima´genes histopatolo´gicas, y se menciona que debido a
la enorme cantidad de informacio´n en las la´minas histopatolo´gicas, el exa´men
diagno´stico se lleva a cabo mediante un examen secuencial de regiones de
intere´s. Este comportamiento es similar a los procesos de bu´squeda visual
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descritos en el cap´ıtulo 3. Lo anterior es ma´s claro si tenemos en cuenta
que un componente importante en el ana´lisis de espec´ımenes histopatolo´gi-
cos es el proceso de bu´squeda de regiones de intere´s. Podemos abordar de
forma similar nuestro problema de investigacio´n al problema de la atencio´n
visual selectiva, y simplificar nuestra pregunta de investigacio´n mediante la
formulacio´n de las siguientes dos preguntas:
¿Co´mo identificar regiones de intere´s en mega-ima´genes histopatolo´gi-
cas?
Una vez determinadas las regiones de intere´s, ¿Co´mo determinar la
secuencia de peticio´n en alta magnificacio´n de las regiones de intere´s?
Teniendo en cuenta estas dos preguntas, los objetivos del trabajo de in-
vestigacio´n desarrollado se definen a continuacio´n:
1.1.1. Objetivo General
Proponer e implementar un me´todo para la prediccio´n de patrones de
navegacio´n en mega-ima´genes histopatolo´gicas.
1.1.2. Objetivos Espec´ıficos
Definir e implementar una estrategia, usando conocimiento a priori del
pato´logo, para la asignacio´n de relevancia, por regiones, en la mega-
imagen.
Proponer un modelo de navegacio´n entre regiones de la mega-imagen
que estime la probabilidad de que una regio´n espec´ıfica de la imagen
sea visitada.
Plantear un me´todo de prediccio´n de la trayectoria de navegacio´n basa-
do en la informacio´n entregada por el modelo de navegacio´n.
Implementar y evaluar la precisio´n del me´todo propuesto en mega-
ima´genes histopatolo´gicas.
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1.2. Contribuciones Realizadas
La principal contribucio´n del presente trabajo es la habilidad de introducir
informacio´n espec´ıfica del campo histopatolo´gico y utilizar esta informacio´n
para la formulacio´n de estrategias cache´/prefetching que puedan ser u´tiles
para mejorar la reactividad de sistemas de microscop´ıa virtual. Es cierto que
en la literatura se encuentran sugerencias que discuten el uso de informa-
cio´n espec´ıfica de la imagen en estrategias de cache´/prefetching, pero no se
conoce la existencia de un me´todo general que permita introducir este tipo
de conocimiento.
En el desarrollo del trabajo, se analizo´ un enfoque novedoso para iden-
tificar regiones de intere´s en mega-ima´genes histopatolo´gicas, basado en la
caracterizacio´n de ejemplos seleccionados por pato´logos para la definicio´n de
regiones relevantes sobre la mega-imagen. Esta caracterizacio´n esta influenci-
ada por la estructura de modelos de atencio´n visual, entre cuyas caracter´ısti-
cas ma´s prominentes se puede enunciar: El uso de mu´ltiples caracter´ısticas a
bajo nivel relacionadas con orientacio´n, color, intensidad y textura; la intro-
duccio´n de me´todos para integrar la informacio´n multimodal de las diferentes
caracter´ısticas; y el uso de elementos objeto y distractores para aumentar el
poder discriminativo del me´todo.
Tambie´n se estudiaron las condiciones del sistema del sistema de micro-
scop´ıa virtual bajo las cuales la informacio´n del campo espec´ıfico puede resul-
tar beneficiosa, determinandose que es ma´s apropiada para sistemas con una
reactividad baja. En sistemas con reactividad alta, fuentes de informacio´n
relativas a la posicio´n y velocidad del dispositivo de captura (mouse) pueden
resultar ma´s sencillos y confiables en el momento de realizar una prediccio´n.
1.3. Estructura del Documento
El documento esta organizado de la siguiente forma: El cap´ıtulo 2 describe
a grandes rasgos los sistemas de microscop´ıa virtual, sus aplicaciones, limita-
ciones, nuevas tendencias y estrategias de cache´/prefetching para facilitar la
navegacio´n de mega-ima´genes histopatolo´gicas. Tambie´n se analiza el proceso
de exame´n diagno´stico en patolog´ıa, mediante la descripcio´n de patrones de
observacio´n de los pato´logos. La existencia de estos patrones de exploracio´n
permite abordar el problema de prediccio´n de trayectorias diagno´sticas. En
el capitulo 3 se analizan estrategias de prediccio´n/estimacio´n usadas en el
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modelamiento computacional de la atencio´n visual. En el cap´ıtulo 4 se de-
scribe detalladamente el me´todo utilizado para identificar regiones de intere´s
en mega-ima´genes histopatolo´gicas y el uso de esta informacio´n para antici-
parse durante la navegacio´n interactiva en mega-ima´genes histopatolo´gicas,
durante una evaluacio´n diagno´stica. Finalmente en el cap´ıtulo 5 se enuncian
algunas conclusiones y perspectivas para el trabajo futuro en este tema.
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Cap´ıtulo 2
Sistemas de Microscop´ıa
Virtual en Patolog´ıa
En el contexto de la patolog´ıa me´dica, la microscop´ıa o´ptica es una her-
ramienta utilizada para estudiar las manifestaciones de las enfermedades que
son visibles a nivel tisular y celular. Au´n hoy en d´ıa, con la disponibilidad
de diversas te´cnicas y procedimientos que permiten el exa´men diagno´stico
no invasivo, el ana´lisis del especimen histopatolo´gico es usualmente el u´ltimo
paso que prueba/desaprueba de forma catego´rica la existencia de una pa-
tolog´ıa. La utilidad de este ana´lisis no solo tiene valor diagno´stico, pues una
valoracio´n apropiada de los espec´ımenes puede determinar la seleccio´n de una
terapia efectiva. Au´n ma´s, el ana´lisis estad´ıstico de estas muestras histopa-
tolo´gicas en grandes poblaciones provee importante informacio´n acerca de los
patrones y calidad de la salud en un pa´ıs [5].
El exa´men diagno´stico del material histopatolo´gico no ser´ıa posible sin
un proceso de preparacio´n de los tejidos que termina en la construccio´n de
la´minas histopatolo´gicas. Durante este proceso, el espec´ımen es cortado en
finas capas (cortes entre 1 − 10µm) y sometido a la accio´n de tinciones con
el objetivo de destacar las estructuras y arquitectura de los tejidos (que
normalmente son transparentes) [14]. Al finalizar este proceso, se obtiene
una placa o la´mina de vidrio de algunos mil´ımetros de espesor. Despue´s de
este proceso, el pato´logo busca en la la´mina, mediante el uso del microscopio
o´ptico, caracter´ısticas visuales que le permitan establecer un diagno´stico [15].
Si bien el ejercicio de la patolog´ıa y el inseparable uso del microscopio
o´ptico ha sido un sello distintivo en el cuidado me´dico de calidad por ma´s
de un siglo, el advenimiento de la era digital y las tecnolog´ıas de informa-
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cio´n prometen cambiar este paradigma. Durante las u´ltimas 2 de´cadas se han
realizado crecientes esfuerzos por suministrar herramientas para hacer de la
telepatolog´ıa, definida como la pra´ctica de la patolog´ıa a distancia usando
sistemas de captura de video y telecomunicaciones [16], una realidad. Par-
ticularmente, destacan las tecnolog´ıas relativas a la digitalizacio´n completa
de las la´minas histopatolo´gicas y su utilizacio´n en un campo denominado
microscop´ıa virtual, cuyo principal objetivo consiste en emular la funcional-
idad que provee el microscopio o´ptico tradicional mediante la manipulacio´n
de mega-imagenes digitales (la´minas virtuales) en un computador conven-
cional [17].
Este cap´ıtulo inicia con un ana´lisis del proceso de evaluacio´n diagno´sti-
co realizado por pato´logos, enfocandose particularmente en la descripcio´n
de patrones o mecanismos de navegacio´n que utilizan los pato´logos para lle-
gar a un diagno´stico. Posteriormente, se realizara´ un breve exa´men de los
requerimientos y los procedimientos utilizados para que los sistemas de mi-
croscop´ıa virtual sean implementados. Finalmente, se cerrara´ este cap´ıtulo
revisando mu´ltiples estrategias utilizadas para acelerar el proceso de nave-
gacio´n en mega-ima´genes, incluyendo la identificacio´n automa´tica de regiones
de intere´s diagno´stica.
2.1. El Proceso de Exa´men Diagno´stico en
Patolog´ıa
Al abordar el problema de prediccio´n de navegacio´n en mega-ima´genes
histopatolo´gicas, se debe considerar si el pato´logo utiliza algu´n tipo de mecan-
ismo estructurado para el proceso de ana´lisis diagno´stico, susceptible de ser
anticipado. Los estudios realizados sobre el tema muestran que aunque en
principio el movimiento es cao´tico e intrincado, existe una diferencia clara
entre los patrones de observacio´n de un pato´logo experto y un novato. El
entrenamiento recibido y la experiencia adquirida modulan sensiblemente
la tarea de navegacio´n en el proceso de ana´lisis diagno´stico histopatolo´gi-
co [18,19].
La complejidad de la tarea diagno´stica en patolog´ıa radica en que el
pato´logo obtiene informacio´n acerca de la anatomia microsco´pica de un o´rgano,
que se encuentra descrita en un espacio tridimensional, a partir de informa-
cio´n contenida en las dos dimensiones de una la´mina histopatolo´gica [20]. Es
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por esta razo´n que durante la tarea diagno´stica, el experto no solo realiza un
procedimiento de bu´squeda de patrones (pattern matching), sino que involu-
cra ampliamente sus conocimientos acerca de la arquitectura del tejido en ob-
servacio´n, su conocimiento visual y su razonamiento para establecer hipo´tesis
que permitan describir las caracter´ısticas de la imagen histopatolo´gica.
El uso del microscopio o´ptico hace que la evalucio´n de la´minas histopa-
tolo´gicas sea una tarea inusual dentro de las actividades me´dicas diagno´sticas,
pues no es viable examinar todo el campo (la´mina) en su totalidad de una
sola vez, y se requiere de un proceso de bu´squeda visual para examinar el
tejido. Con la ayuda del microscopio, el pato´logo se mueve entre a´reas de
la placa histolo´gica usando objetivos de diferente magnificacio´n, buscando
caracter´ısticas que le permitan elaborar un diagno´stico [15]. Este aspecto
determina la lentitud del proceso de evaluacio´n diagno´stica. A diferencia de
muchas tareas de clasificacio´n visual, la imagen es codificada y entendida en
pequen˜as piezas a trave´s de un proceso de bu´squeda serial. El pato´logo se
enfoca en a´reas de intere´s e ignora detalles irrelevantes, identifica carac-
ter´ısticas importantes y les asigna significado, y eventualmente converge en
un diagno´stico que se adapta al patro´n visual encontrado [18].
La utilizacio´n de tecnolog´ıa de seguimiento de movimientos oculares para
analizar los patrones de navegacio´n durante el exa´men diagno´stico de ima´genes
histopatolo´gicas, revela un proceso de seleccio´n previa de a´reas de intere´s du-
rante la observacio´n de la imagen en baja magnificacio´n [21]. Durante este
proceso, la atencio´n del pato´logo se dirige hacia regiones de intere´s candidatas
que tienen un alta probabilidad de contener informacio´n diagno´stica. A con-
tinuacio´n, y en cuestio´n de segundos, el pato´logo selecciona estas regiones
de intere´s y las visualiza a un nivel de magnificacio´n mayor para realizar un
exa´men detallado.
Este patro´n de seleccio´n tambie´n se observa en el uso de sistemas de
microscop´ıa virtual. Los pato´logos tienden a observar en detalle regiones es-
pec´ıficas de una la´mina virtual, y au´n ma´s, estas regiones representan un in-
tere´s comu´n para un grupo de pato´logos [22]. Tambie´n es interesante resaltar
que la transicio´n entre regiones de intere´s visitadas en alta magnificacio´n se
realiza de forma casi lineal [22,23], y que la velocidad que se observa en estas
transiciones presenta patrones isoto´nicos [24]. Esta informacio´n de velocidad
y direccio´n durante la navegacio´n ha sido usada exitosamente en el disen˜o
de estrategias para mejorar los tiempos de exploracio´n de mega-ima´genes
histopatolo´gicas [24].
Como cualquier proceso de bu´squeda visual, por ejemplo los movimien-
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tos saca´dicos de los ojos en ana´lisis de imagenes naturales, la evaluacio´n
diagno´stica en patolog´ıa este´ sujeta a una inmensa variabilidad debido a que
los patrones de bu´squeda de cada uno de los pato´logos son idiosincra´ticos [25].
Au´n as´ı, la existencia de regiones de intere´s diagno´stico en la mega-ima´gen,
denota la posibilidad de una prediccio´n confiable, puesto que e´stas son un
elemento comu´n de bu´squeda en el ana´lisis diagno´stico de muestras histopa-
tolo´gicas.
2.2. Sistemas de Microscop´ıa Virtual
La microscop´ıa virtual se basa en el uso de sistemas de software y hard-
ware que permiten crear y/o observar la´minas histopatolo´gicas virtuales. Es-
tas la´minas virtuales son mega-ima´genes que corresponden a la digitalizacio´n
de la´minas histopatolo´gicas, y que pretenden transmitir fielmente la infor-
macio´n contenida en e´stas [26]. El desarrollo de herramientas en MV provee
mecanismos para el intercambio de informacio´n, el ana´lisis mu´ltiple de mues-
tras histolo´gicas y la educacio´n en el a´rea histopatolo´gica [8–10,27–29].Estas
tecnolog´ıas han generado grandes expectativas en la comunidad me´dica ded-
icada a la histopatolog´ıa, pues se estima que jugara´n un rol importante en el
diagno´stico, ensen˜anza, entrenamiento e investigacio´n me´dica [26].
El principal objetivo durante la construccio´n de una la´mina virtual es el
de conservar todas las caracter´ısticas importantes de la placa real, y a la vez
ofrecer las ventajas que tiene la digitalizacio´n de la informacio´n. Para ello,
las la´minas virtuales requieren de herramientas de software especializado.
Los sistemas para la visualizacio´n de estas mega-ima´genes deben asegurar
al menos una capacidad de manipulacio´n similar a la del microscopio o´ptico.
Debido a que la resolucio´n de las mega-ima´genes histopatolo´gicas es mayor
que la que se tiene en los dispositivos de visualizacio´n convencionales, no
es factible presentar la la´mina virtual en su totalidad. Au´n si fuera posible,
una visualizacio´n completa ser´ıa poco pra´ctica, pues no explotar´ıa el compor-
tamiento de los pato´logos durante la navegacio´n, que consiste en un exa´men
en baja resolucio´n para definir regiones de intere´s, seguido de un examen
en alta magnificacio´n de las regiones potencialmente relevantes para la tarea
diagno´stica [15]. Para facilitar la exploracio´n de mega-ima´genes, es comu´n el
uso de herramientas que permitan interactuar con el experto/usuario [1]. Un
tipo de interfaz gra´fica ampliamente utilizado en este tipo de aplicaciones
consiste de dos ventanas: La primera contiene una versio´n en baja mag-
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Figura 2.1: Visualizacio´n de una la´mina virtual. Observese que esta interfaz
provee de una visio´n de la imagen en baja y alta magnificacio´n.
nificacio´n de toda la mega-imagen (thumbnail). En esta ventana existe una
herramienta en forma rectangular que permite seleccionar una porcio´n de la
mega-imagen. En la segunda ventana, la regio´n seleccionada es observada en
alta magnificacio´n. Un ejemplo de este tipo de interfaz se observa en la figura
2.1.
De manera concreta las la´minas histopatolo´gicas virtuales y los sistemas
de microscop´ıa virtual deben poseer diversas caracter´ısticas para asegurar su
usabilidad, entre ellas [4, 26]:
Reproduccio´n fiel de la placa real.
Claridad y resolucio´n suficientemente alta.
Acceso aleatorio a la informacio´n en la imagen.
Representacio´n robusta a niveles diferentes de magnificacio´n.
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Transmisio´n ra´pida sobre la red.
Facilidad para la preparacio´n, observacio´n, exa´men y almacenamiento.
Manipulacio´n intuitiva y fa´cil de llevar a cabo.
Capacidad de realizar anotaciones.
Facilidad para realizar comparaciones entre la´minas virtuales.
Integracio´n con informacio´n del paciente.
Interfaz Adaptable
La disponibilidad de la tecnolog´ıa de microscop´ıa virtual esta´ sujeta a
la implementacio´n de diferentes procedimientos, desde el proceso de digital-
izacio´n hasta la visualizacio´n (ver figura 2.2) [4]. A continuacio´n se describen
a grandes rasgos estos procedimientos:
Ensamble de la imagen:
En este paso, varias ima´genes son ensambladas en una sola mega-
imagen de alta resolucio´n. Cada una de las ima´genes es obtenida a
trave´s de la captura del campo de visio´n del microscopio en alta mag-
nificacio´n sobre una regio´n espec´ıfica de la placa histopatolo´gica. Las
ima´genes en su totalidad corresponden a un esca´neo completo de la
superficie de la placa. La coherencia en la informacio´n durante el pro-
ceso de ensamble se asegura mediante te´cnicas que permiten la correcta
alineacio´n o registro de las diferentes ima´genes, usando para ello la in-
formacio´n comu´n en dos campos microsco´picos adyacentes. Despue´s de
digitalizada, una la´mina virtual tiene un taman˜o de entre 1-20GB [26].
Este taman˜o puede resultar considerable para un uso rutinario.
Almacenamiento:
La enorme cantidad de informacio´n contenida en una mega-imagen de
histopatolog´ıa hace imprescindible el uso de estrategias de compresio´n
para un o´ptimo uso de los recursos computacionales. Sin embargo, esta
compresio´n en la imagen debe estar sometida a la restriccio´n de un
acceso eficiente y aleatorio a la informacio´n. Adema´s se debe asegurar
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Figura 2.2: Procedimientos en microscop´ıa virtual
la mayor fidelidad posible a la la´mina histopatolo´gica real, pues dis-
torsiones en la la´mina virtual pueden inducir errores en el proceso de
diagno´stico [30].
Si bien es cierto que la capacidad de almacenamiento ha venido crecien-
do constantemente, el uso de la microscop´ıa virtual de forma rutinaria
requerir´ıa una cantidad enorme de espacio, si se tiene en cuenta que
un hospital especializado produce entre 10000 y 50000 la´minas histopa-
tolo´gicas cada an˜o [31].
Navegacio´n:
Este componente, permite a un usuario llevar a cabo un exa´men mi-
crosco´pico de la muestra de forma similar a la utilizacio´n de un mi-
croscopio convencional: Movimientos traslacionales (eje XY) o de acer-
camiento/alejamiento (eje Z).
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La utilizacio´n de sistemas de microscop´ıa virtual en aplicaciones acceso
remoto, adema´s de un apropiado proceso de compresio´n, requiere de la
utilizacio´n de una configuracio´n cliente-servidor [7, 32]. En el servidor,
las la´minas virtuales son almacenadas y en el cliente, una interfaz gra´fi-
ca adecuada se encarga de la interpretacio´n de la informacio´n enviada
por el servidor para la navegacio´n de la imagen y de la interaccio´n con
el usuario.
El taman˜o de una la´mina virtual, el proceso de transmisio´n, decompre-
sio´n y visualizacio´n introducen retrasos en la respuesta que hacen dif´ıcil
una navegacio´n interactiva y fluida en el cliente. Por la razo´n anterior,
el uso de estrategias para acelerar la navegacio´n se ha establecido como
un tema vigente de investigacio´n dentro de los sistemas de microscop´ıa
virtual. [4, 23].
2.3. Estrategias para Mejorar la Eficiencia en
la Navegacio´n de Mega-ima´genes
En la seccio´n 2.2, se menciono´ que el uso de sistemas de MV usualmente
supone la utilizacio´n de sistemas cliente/servidor, donde el servidor se encar-
ga de la tarea de almacenamiento de las mega-ima´genes y el cliente se encarga
de la tarea de visualizacio´n. Debido a la utilizacio´n de este tipo de arquitec-
tura, y la carga computacional que representa el manejo de la informacio´n
contenida en las mega-ima´genes a trave´s de una red informa´tica, es usual
que se usen estrategias de cache´/prefetching para optimizar el uso de los re-
cursos computacionales y acelerar la exploracio´n de las mega-ima´genes. Una
estrategia de almacenamiento en cache´ se define como un almacenamiento
temporal de informacio´n utilizada en memoria RAM para su posterior uti-
lizacio´n [33]. Este tipo de estrategias usualmente implica la utilizacio´n de
pol´ıticas de reemplazo de la informacio´n contenida en la memoria. Uno de
los algoritmos ma´s utilizados en microscop´ıa virtual se denomina LRU (Least
Recently Used), que consiste en la actualizacio´n de la informacio´n contenida
en el cache´ mediante el reemplazo de la informacio´n que tiene un tiempo
ma´s largo sin ser utilizada. En microscop´ıa virtual esta´ vinculada con la su-
posicio´n de que el pato´logo visitara´ aquellas regiones de la imagen que ha
visitado recientemente [34]. Otra te´cnica conocida consiste en la LFU (Least
Frequently Used), en la cual la informacio´n cuya frecuencia de uso es menor
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es descartada del cache´. En el caso de la microscop´ıa virtual este algoritmo
promoveria aquellas regiones de la la´mina virtual que han recibido un nu´mero
mayor de visitas [23,34]. Las te´cnicas de prefetching, por su parte, correspon-
den a la carga anticipada de informacio´n que, se espera, sera´ relevante en un
futuro cercano [35]. Este tipo de te´cnicas ha sido utilizada en la prediccio´n
anticipada de movimientos en la navegacio´n de ambientes virtuales [36], y en
la navegacio´n de grandes ima´genes [35].
La utilizacio´n de estrategias de prefetching y de cache´ en ima´genes para
reducir el tiempo de respuesta ha sido propuesto por varios autores. Por
ejemplo, en [37] se argumenta que el uso de te´cnicas de cache´ espec´ıficas de
la imagen pueden proveer una mejora sobre te´cnicas de cache´ mas gener-
alizadas, mediante la recodificacio´n de las ima´genes en baja resolucio´n en
el cache´ (te´cnica conocida como soft-cache´). Aunque los me´todos de iden-
tificacio´n de regiones de intere´s no han sido directamente utilizadas en es-
trategias de prefetching/caching, si han resultado efectivas en me´todos de
compresio´n selectiva y en la adaptacio´n de imagenes naturales a pantallas
pequen˜as [38–40], cuyo objetivo comu´n es el mejoramiento de la navegacio´n
interactiva de ima´genes. En [1] se describe un mecanismo basado en el for-
mato JPEG2000, mediante el cual se logra la reutilizacio´n de informacio´n
en baja resolucio´n de regiones ya visitadas (soft-cache´), para aumentar la
rapidez en la respuesta del sistema. En [34] se describe una estrategia combi-
nada para la navegacio´n eficiente de mega-ima´genes usando una estrategia de
cache´ espacial (basada en peticiones de regiones adjacentes), y una estrategia
de soft-cache´ usando tambie´n el formato JPEG2000.
Las estad´ısticas de navegacio´n sobre las ima´genes puede ser informacio´n
relevante para establecer estrategias de cache´ o prefetching. En [11] la in-
formacio´n de navegaciones previas sobre la imagen es utilizada para definir
probabilidades de operaciones de acercamiento/alejamiento en zonas de la
imagen y definir as´ı el env´ıo anticipado de regiones de la imagen (server
prefetching). Esta informacio´n es usada en una estrategia de cache´ combi-
nada que hace uso de estrategias locales (basado en el algoritmo LRU-least
recently used) y globales (basado en estad´ısticas de navegacio´n sobre la im-
agen).
La historia de las acciones de navegacio´n del usuario tambie´n pueden
representar un buen ı´ndice para realizar predicciones. En [35] se propone un
modelo basado en las acciones de navegacio´n del usuario para anticiparse en
los bloques necesarios en la siguiente accio´n de navegacio´n. Ba´sicamente, se
asigna una probabilidad de visita mayor a los bloques que se encuentran en
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la direccio´n de navegacio´n estimada. La utilizacio´n de me´todos de prediccio´n
basados en el modelamiento del perfil del usuario tambie´n han sido utilizados
exitosamente en la navegacio´n de mega-ima´genes histolo´gicas [24]. El perfil
de usuario corresponde a una compleja interaccio´n de factores, como el tipo
de interfaz (GUI), la meca´nica neuromuscular, y la magnificacio´n del sistema
de MV [24].
Por otro lado, el uso de esquemas que pretenden modelar la atencio´n vi-
sual en problemas similares (transmisio´n de ima´genes a dispositivos mo´viles)
[40–42], hace uso de la informacio´n contenida en la imagen. Este tipo de
enfoques, localiza sectores u objetos relevantes en la imagen para propiciar
operaciones de compresio´n selectiva o de navegacio´n automa´tica [43] que dis-
minuyen los requerimientos en la transmisio´n y visualizacio´n de la imagen.
En este caso, la atencio´n visual en la imagen se define como un conjunto de
objetos de atencio´n que contiene informacio´n y que “atrapan” la atencio´n
del usuario [39].
El impacto de las estrategias de prefetching y cache´ sobre la navegacio´n
en ima´genes depende ba´sicamente de las caracter´ısticas de la navegacio´n.
Descampe et al. realiza un estudio detallado donde se investiga las condi-
ciones bajo las cuales un conocimiento a priori acerca del usuario puede
mejorar la reactividad del sistema [44]. Los resultados muestran que el ben-
eficio que reportan este tipo de estrategias en el env´ıo (transmisio´n) de infor-
macio´n esta´ determinado por la capacidad de anticipacio´n de las acciones del
usuario. Por ello, abordar el problema de anticipacio´n durante la navegacio´n
de mega-ima´genes, es un ejercicio imprescindible antes de establecer estrate-
gias cache´/prefetching efectivas. Ma´s au´n si esta navegacio´n corresponde a
una tarea de bu´squeda particular como es la evaluacio´n diagno´stica de mega-
ima´genes histopatolo´gicas (ver seccio´n 2.1).
En esta seccio´n se mostraron algunas te´cnicas de cache´/prefetching para
la navegacio´n interactiva de navegacio´n. Algunas de ellas, basaban su poder
predictivo sobre las acciones de navegacio´n previas del usuario (velocidad y
direccio´n del movimiento del mouse). De esta forma un requisito importante
es que la interfaz gra´fica restringa los grados de libertad del usuario, exigiendo
por ejemplo que la operacio´n sea llevada a cabo mediante un arrastre del
mouse, para asegurarse as´ı la informacio´n necesaria (posicio´n y velocidad del
puntero del mouse). La ventana de tiempo que estos me´todos permiten para
anticiparse a peticiones de regiones en alta magnificacio´n es relativamente
corta, pues el movimiento en cuestio´n es bastante ra´pido.
La utilizacio´n de estad´ısticas de navegacio´n sobre la imagen es una solu-
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cio´n sencilla y eficaz, pues es un hecho que los pato´logos tienden a visitar
regiones de intere´s comu´nes, pues son precisamente estas regiones las que
contienen elementos clave para la evaluacio´n diagno´stica [18,21]. Sin embar-
go, con un nu´mero pequen˜o de visitas previas no es posible del todo utilizar
esta te´cnica. Adema´s, la informacio´n de estad´ısticas espaciales por s´ı sola
no es generalizable a otras la´minas virtuales, pues la disposicio´n espacial de
regiones de intere´s en este tipo de ima´genes tiene un caracter aleatorio. Para
realizar este tipo de abstraccio´n se requiere de un procesamiento previo de
caracterizacio´n de las regiones de intere´s de la mega-imagen.
Las te´cnicas de soft-cache´ son adecuadas para las aplicaciones de micro-
scop´ıa virtual, pues es habitual que la informacio´n de la la´mina virtual se
encuentre almacenada en un formato multiresolucio´n, y que la visualizacio´n
de la la´mina generalmente emplee versiones de la mega-imagen en diferente
resolucio´n/magnificacio´n (ver seccio´n 2.2). Sin embargo, no se puede desple-
gar toda la capacidad de esta te´cnica de cache´, si no se conoce de ante-
mano informacio´n acerca de las regiones potencialmente ma´s visitadas de
la imagen [37], lo cual lleva a la necesidad de desarrollar te´cnicas para la
identificacio´n automa´tica de regiones de intere´s. Aunque en estos trabajos
se ha sugerido la implementacio´n de este tipo de te´cnicas, no se conoce una
implementacio´n de este tipo en estrategias de cache´ prefetching.
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Cap´ıtulo 3
Identificacio´n de Regiones de
Intere´s en Tareas de Bu´squeda
Visual
La identificacio´n de regiones de intere´s es necesaria dentro de los proce-
sos de bu´squeda visual debido a la capacidad limitada de procesamiento del
sistema visual humano. El ana´lisis de una escena visual completa se debe
realizar mediante un proceso secuencial. Para ello, es importante la existen-
cia de mecanismos que permitan guiar la capacidad de procesamiento hacia
regiones de la imagen (regiones de intere´s) que son susceptibles de contener
informacio´n relevante para la tarea que realiza el observador [45].
En el cap´ıtulo introductorio (ver seccio´n 1.1) se analizo´ el problema de
anticipacio´n de trayectorias diagno´sticas en mega-ima´genes histopatolo´gi-
cas. La seleccio´n de regiones de intere´s en el exa´men diagno´stico de mega-
ima´genes histopatolo´gicas, permite un ana´lisis secuencial de la mega-imagen
cuyo procesamiento es menos exigente que realizar un examen exhautivo.
Este comportamiento, es similar al mecanismo de atencio´n selectiva del sis-
tema visual humano. Esta similitud induce a hipotetizar que la identificacio´n
previa de regiones de intere´s diagno´stico es un mecanismo necesario para la
anticipacio´n de trayectorias diagno´sticas.
En este cap´ıtulo se explora el sistema visual humano, las teor´ıas psi-
cof´ısicas de atencio´n visual, y la implementacio´n computacional de algorit-
mos para identificar regiones de intere´s y de atencio´n visual. En te´rminos gen-
erales, estos modelos computacionales implementan mecanismos para definir
que porciones de la imagen deben ser procesadas por la fo´vea, mediante el
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concepto de saliencia.
3.1. Organizacio´n del Sistema Visual Humano
La visio´n es frecuentemente catalogada como la modalidad sensorial pri-
maria en primates y humanos. Prueba de ello es la enorme cantidad de infor-
macio´n (estimada en el orden de 106−108 bits por segundo a nivel del nervio
o´ptico [46]) que suministra el sentido visual, la complejidad de las estructuras
que proveen la transduccio´n de las ondas luminosas en actividad neuronal, y
la importante porcio´n de nuestro cerebro que se encuentra dedicada a tareas
relacionadas con la percepcio´n visual [47].
3.1.1. Anatomı´a del Ojo
El procesamiento visual empieza en los ojos, que son el instrumento sensor
en el cual se reciben la luz, y se transforma en impulsos neuronales. La funcio´n
ba´sica del ojo consiste en recibir las ondas lumı´nicas y enfocarlas en una
estructura laminar fina de ce´lulas sensoriales receptoras especializadas que se
encuentran en la parte posterior del ojo. El globo ocular esta conectado a un
elaborado arreglo de musculos que permite que el ojo pueda seguir estimulos
objetivo en el ambiente. Los lentes dentro del ojo, cuya funcio´n consiste en
enfocar la luz, tambie´n esta´n conectados a mu´sculos que permiten alterar
su forma. Esto permite que se pueda enfocar objetivos a diferente distancia
en la parte posterior del ojo, donde finalmente se transforma la energ´ıa de
las ondas lumı´nicas en sen˜ales nerviosas. Estas sen˜ales son modificadas en la
retina, de tal forma que se hace enfasis en los cambios y discontinuidades en
la iluminacio´n antes de que la sen˜al viaje hacia el cerebro a trave´s del nervio
o´ptico.
El ojo es una esfera de alrededor de 2,5cms de dia´metro. La esclera es
la capa externa del ojo y se caracteriza por el color blanco de las fibras
fuertemente entretejidas que lo componen. En el frente del ojo, la superficie
sobresale levemente para formar la cornea, que es transparente y permite la
entrada de la luz. Detra´s de la cornea se encuentran un conjunto de mus-
culos en forma anular llamado iris. En el centro se encuentra la pupila, y
la cantidad de luz que entra en el ojo es determinado por el dia´metro de
e´sta. Los mu´sculos en el iris permiten aumentar o disminuir la apertura de la
pupila. Despu´es de que la luz pasa a trave´s de la pupila y la camara anterior
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del ojo, se encuentra con los lentes del ojo, una estructura biconvexa de-
nominada cristalino. La camara anterior esta llena con un fluido denominado
humor acuoso. Este fluido transporta nutrientes y oxigeno a las estructuras
cercanas, suplantando la funcio´n normalmente ocupada por la sangre, pues
e´sta obstacularizaria el paso de la luz.
La co´rnea y el cristalino alteran el paso de la luz de tal forma que se
encontrara´ enfocada en la superficie que se encuentra en la parte posterior
del ojo, cubierta por la retina. La forma biconvexa del cristalino invierte la
imagen de arriba abajo. Esta inversio´n no es importante pues las posiciones
relativas de los objetos en la imagen son preservadas. Despue´s de pasar a
trave´s de los lentes la luz atraviesa el humor v´ıtreo antes de llegar a la
retina. El humor v´ıtreo es una sustancia gelatinosa, que a diferencia del
humor acuoso no es reemplazada de forma constante.
3.1.2. Organizacio´n en la Retina
Se pueden diferenciar tres capas principales en la retina: La capa de ce´lulas
receptoras, la capa bipolar, y la capa de ce´lulas ganglionares. La capa de
ce´lulas receptoras se encuentra en la parte posterior de la retina, de tal forma
que la luz tiene que pasar a trave´s de las capas transparentes sobre ella. Los
fotoreceptores forman sinapsis con las ce´lulas bipolares que tambie´n forman
sinapsis con las ce´lulas ganglionares, cuyos axones viajan a trave´s del nervio
o´ptico hasta el cerebro. Todos los axones de las ce´lulas ganglionares se reunen
en un punto llamado disco o´ptico, desde el cual abandonan la estructura
interna del ojo, y se dirigen al cerebro. El disco optico produce un punto
ciego en el campo visual, pues no existen fotoreceptores en este punto. No
somos conscientes de este punto ciego debido a que nuestro sistema visual
llena este “hueco” en algunas a´reas de la corteza visual que posteriormente
procesan la informacio´n visual. La retina tambie´n incluye algunas ce´lulas que
integran horizontalmente la informacio´n en paralelo (ce´lulas horizontales y
ce´lulas amacrinas) combinando o sustrayendo mensajes de fotorreceptores
adjacentes.
Los fotorreceptores, que son las ce´lulas en la retina encargadas de la con-
versio´n de la informacio´n lumı´nica en patrones de actividad neuronal, se
dividen en conos y bastones. Los bastones son capaces de detectar la inten-
sidad del haz luminoso, mientras que los conos son capaces de detectar la
longitud de onda (expresada como color). Los conos se encuentran concen-
trados en una pequen˜a area de la retina llamada fovea y existen tres clases de
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conos. Entre el 5 % y el 10 % del total de la poblacio´n de conos corresponden
a conos que son capaces de detectar las longitudes de onda correpondiente
al color azul. El resto de los conos son rojos y verdes y se encuentran en
proporcio´n de 2 a 1.
Figura 3.1: Organizacio´n celular en la retina. Mecanismo centro-periferia
En este temprana etapa del sistema visual humano, las estructuras en-
vueltas en el proceso exhiben una complejidad sorprendente, y algunos de
los mecanismos en la retina no estan plenamente comprendidos. De la retina
parten una cantidad cercana a 1 millo´n de axones hacia el cerebro. Estos ax-
ones pertenecen a las ce´lulas ganglionares de la retina. Existen alrededor de
126 millones de receptores, as´ı que durante la transmisio´n de la informacio´n
hacia las capas superiores de la retina existe un proceso de integracio´n de la
informacio´n. Esta integracio´n tiene como objetivo la deteccio´n de patrones
de luz que permita determinar la existencia de bordes.
Cada una de las ce´lulas ganglionares esta conectada a un conjunto de
ce´lulas fotorreceptoras a trave´s de las ce´lulas bipolares de la retina. Este
conjunto de fotorreceptores corresponde a un a´rea en la imagen formada en
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la retina y esta a´rea se denomina el campo receptivo de la ce´lula ganglionar.
Los fotorreceptores en el campo receptivo estan organizados para permitir un
mecanismo centro-periferia. Por ejemplo, la luz que excita fotorreceptores en
el centro del campo receptivo excita (inhibe) la ce´lula ganglionar, mientras
que la luz que excita fotorreceptores en la periferia del campo receptivo inhibe
(excita) la ce´lula ganglionar.
3.1.3. Corteza Visual y A´reas Superiores de Proce-
samiento Visual
Los axones de las ce´lulas ganglionares se juntan y forman el nervio o´ptico
que abandona el ojo a trave´s del disco o´ptico. El nervio o´ptico se proyecta ha-
cia el cerebro en el nucleo lateral geniculado (NLG), que es una zona ubicada
en el ta´lamo cerebral. Ambos hemisferios reciben informacio´n de la imagen de
los dos ojos, pues los nervios opticos provenientes de los ojos, se intercambian
en el quiasma o´ptico. En este punto los axones correspondientes a las ce´lulas
fotorreceptoras mediales se cruzan, de tal forma que el hemisferio izquierdo
(derecho) recibe la porcio´n derecha (izquierda) de la escena visual. El arreglo
topogra´fico de los campos receptivos en las ce´lulas ganglionares se conser-
va en el NLG. Las neuronas en el NLG muestran respuestas caracter´ısticas
similares a las ce´lulas de las cuales reciben sen˜ales ele´ctricas.
Las neuronas en el NLG proyectan sus axones hacia la corteza visual pri-
maria (V1), tambie´n conocida como la corteza estriada. Aqu´ı, la informacio´n
proveniente de la retina y el NGL es separada y empacada para un analisis
mas elaborado en las a´reas visuales especializadas del cortex extraestriado.
La respuesta caracter´ıstica de las neuronas en V1, es completamente difer-
entes de las encontradas en la retina o en el NLG. Algunas de ellas incluyen:
Sensibilidad a las lineas y barras de diferentes orientaciones y movimientos,
especializacio´n de algunas neuronas en el color.
El estudio experimental de la respuesta neuronal de la corteza visual
ha determinado que el procesamiento de la informacio´n visual para el re-
conocimiento de objetos se lleva a cabo en forma paralela y jera´rquica [48].
Inicialmente, es procesada en a´reas dedicadas, que responden a diferentes
caracter´ısticas: orientacio´n, forma, color, movimiento. Posteriormente, la in-
formacio´n procesada es reensamblada en una percepcio´n coherente de nuestro
entorno visual en a´reas visuales superiores. As´ı, es notable que a medida que
se va avanzando en el sistema visual humano desde el cortex visual (V1) hacia
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a´reas visuales superiores (como el cortex inferior temporal - AIT), las neu-
ronas responden a est´ımulos cada vez ma´s complejos, llegando a representar
objetos espec´ıficos bajo una cantidad variable de condiciones. Un esquema
representando esta´ jerarquizacio´n se observa en la figura 3.2. Ejemplos de
elementos para los cuales las neuronas de un a´rea visual particular presenta
respuesta selectiva se muestran dentro de campos receptivos (representados
a trave´s de c´ırculos) de diferentes taman˜os.
Figura 3.2: Jerarqu´ıa del sistema visual humano. Tomado de [47]
Obse´rvese que la representacio´n invariante de objetos en las capas supe-
riores se logra mediante la integracio´n progresiva de las respuestas que se
obtienen en las a´reas de procesamiento visual que se encuentran a un nivel
ma´s bajo. Esto tambie´n implica que la respuesta en las neuronas de a´reas
visuales superiores abarca una regio´n mayor del campo visual (campo recep-
tivo). De igual forma el tiempo de respuesta de las a´reas visuales superiores
es mayor, pues es imprescindible que la informacio´n haya sido procesada en
a´reas visuales que se encuentran ma´s abajo en la jerarqu´ıa visual.
La conexio´n entre las a´reas de procesamiento visual no se da solamente en
forma unidireccional. Existe un importante mecanismo de retroalimentacio´n
desde las a´reas superiores que, se supone, modula el comportamiento de las
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neuronas en las zonas de procesamiento inicial. De igual manera, a´reas de
procesamiento pueden influir en otras del mismo nivel de jerarqu´ıa medi-
ante conexio´nes laterales. En total, se ha determinado la existencia de 32
a´reas visuales conectadas por al menos 305 conexiones. A pesar del evidente
progreso en la identificacio´n de la funcionalidad de a´reas del cerebro en el
procesamiento visual, au´n no es claro la forma en que interactuan las a´reas
visuales ni co´mo se logra la reconstruccio´n, representacio´n e identificacio´n de
objetos en una escena visual.
3.2. Teor´ıas Psicof´ısicas de la Atencio´n Visu-
al
La atencio´n se define como el mecanismo de seleccio´n que permite el
manejo eficiente de la capacidad limitada del cerebro en el procesamiento de
la informacio´n visual [49]. Este manejo eficiente se logra al enfocar la capaci-
dad de procesamiento visual en un determinado lugar del campo de visio´n ,
obligando a que el ana´lisis visual completo sea llevado a cabo mediante una
serie consecutiva de movimientos en la escena visual cuyo procesamiento es
menos exigente.
El campo visual humano tiene una resolucio´n espacial variable. Por es-
ta razo´n, el proceso secuencial esta disen˜ado para permitir que diferentes
regiones de la escena visual o imagen sean procesados por la fo´vea, que es
una pequen˜a porcio´n de la retina caracterizada por tener la ma´xima resolu-
cio´n dentro del campo visual. Esta regio´n dispone de una gran cantidad de
sensores neuronales en la retina, as´ı como de un importante porcentaje del
procesamiento en cada una de las a´reas visuales superiores.
Se ha determinado que existen dos mecanismos que gu´ıan la percepcio´n
visual [50]: uno dado por la informacio´n intr´ınseca en la escena visual o
“preatentiva” y otro determinado por la tarea realizada por el observador. En
el mecanismo preatentivo caracter´ısticas simples son procesadas ra´pidamente
y de forma paralela, mientras que en el segundo un foco de procesamiento
especializado, denominado foco de atencio´n, es dirigido a un lugar determi-
nado en el espacio visual, de acuerdo a la tarea que esta desarrollando el
observador.
Un modelo psicof´ısico importante acerca de la atencio´n y bu´squeda visual
es conocido como el modelo de integracio´n de caracter´ısticas propuesto por
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Treiman y Gelade [51]. De acuerdo a este modelo, la escena visual es codifi-
cada a lo largo de un nu´mero de dimensiones separadas: color, orientacio´n,
frecuencia espacial, iluminacio´n, direccio´n de movimiento. Estas caracter´ısti-
cas son registradas de forma paralela y automa´tica en un estad´ıo temprano.
La atencio´n se constituye en un elemento integrador de las diferentes carac-
ter´ısticas que permite la correcta interpretacio´n de un objeto como un todo.
Un importante resultado de esta teor´ıa afirma que los elementos u objetos en
una tarea de bu´squeda visual con una caracter´ıstica distintiva requieren de
un tiempo de bu´squeda independiente del taman˜o del espacio de bu´squeda
(el efecto pop-up). Por el contrario, si la bu´squeda del objeto requiere de la
conjuncio´n de varias caracter´ısticas (por ejemplo forma y color), el tiempo
de bu´squeda depende del taman˜o del espacio de bu´squeda.
La teor´ıa del mapa de saliencia de Koch y Ullman [50] propone la exis-
tencia de un mapa que integra las diferentes caracter´ısticas visuales en un
mapa coherente. Posteriormente un proceso de seleccio´n basado en la salien-
cia local de las caracter´ısticas determina regiones candidatas para su ana´lisis
atentivo. La existencia de este mapa en la corteza visual, es au´n materia
de controversia. A pesar de ello, este enfoque ha sido utilizado con e´xito en
implementaciones computacionales para el ana´lisis de ima´genes naturales.
Este modelo, representa una excelente aproximacio´n del mecanismo “preat-
tentivo” (bottom-up), pero no ofrece una discusio´n acerca del mecanismo
dependiente de la tarea (top-down).
El mecanismo top-down de la atencio´n visual puede ser explicado medi-
ante la teor´ıa de bu´squeda guiada propuesta por Wolfe [52]. De acuerdo a esta
teor´ıa un conjunto limitado de atributos, relacionados con aquellas adquiridas
con el procesamiento temprano de la visio´n (nuevamente: color, orientacio´n,
frecuencia espacial, iluminacio´n, direccio´n de movimiento), pueden ser usados
para guiar la seleccio´n de objetos. De esta forma, la bu´squeda de un objeto
con determinadas caracter´ısticas, por ejemplo una manzana roja, puede ser
guiada a trave´s de la modulacio´n en la importancia de ciertos atributos, en
este caso el color rojo. El nu´cleo de esta teoria consiste en el hecho de que
las caracter´ısticas usadas en el procesamiento visual temprano, sirven para
guiar los despliegues de bu´squeda selectiva.
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3.3. Metodos Computacionales para la Iden-
tificacio´n de Regiones de intere´s y Aten-
cio´n visual
En la seccio´n 2.3 se menciono´ que el conocimiento espec´ıfico de la ima-
gen podr´ıa ser suficiente para establecer estrategias de optimizacio´n durante
la navegacio´n de mega-ima´genes. Enfoques cla´sicos para encontrar regiones
de intere´s en ima´genes naturales han consistido en identificar regiones de la
imagen con una alta densidad espacial de bordes [53]. En ima´genes me´dicas,
la seleccio´n de regiones de intere´s ha sido abordado usando diferentes me´to-
dos. Por ejemplo, Karras et al. [54] en imagenes en escala de grises de cancer
abdominal, hipotetiza que regiones con una alta densidad de patrones repet-
itivos son de intere´s diagno´stico. Estas caracter´ısticas fueron clasificados en
regiones importantes o no, usando un algoritmo de fuzzy c-means clustering.
Este tipo de enfoques dif´ıcilmente funcionar´ıa en ima´genes histopatolo´gicas,
pues e´stas se caracterizan por contener regiones con alta concentracio´n de
bordes que no poseen sentido cl´ınico [55].
Un exa´men diagno´stico en patologia, es el resultado de una serie com-
pleja de actividades que un pato´logo experto domina. Teor´ıas psicofisicas
cla´sicas sugieren que estas tareas visuales complejas, incluyendo el exa´men
histopatolo´gico, involucra altos grados de atencio´n visual [56]. Existe eviden-
cia mostrando que el sistema visual integra las caracter´ısticas a bajo nivel de
un objeto [51]. Estos hallazgos han inspirado diversos algoritmos computa-
cionales que de alguna manera buscan el conjunto de caracter´ısticas a bajo
nivel que atraen la atencio´n visual en una determinada imagen [46]. Uno de
los modelos ma´s influyentes es el propuesto por Itti et al. [57,58]. un modelo
de atencio´n bottom-up que localiza porciones relevantes de la imagen, basado
en un mapa constituido de tres caracter´ısticas a bajo nivel: color, intensidad
y orientacio´n. A partir de estas consideraciones, el problema de deteccio´n de
regiones de intere´s en mega-ima´genes histopatolo´gicas ha sido abordado me-
diante la utilizacio´n de un modelo Itti modificado. El ajuste de los para´metros
del modelo y una estrategia de aprendizaje sobre ima´genes anotadas manual-
mente, ha resultado ser un enfoque eficaz para la identificacio´n de regiones
patolo´gicas en ima´genes patolo´gicas de carcinoma basocelular [59]. La uti-
lizacio´n de esquemas basados en modelos computacionales de atencio´n visual
para la deteccio´n de regiones de intere´s en mega-ima´genes histopatolo´gicas es
razonable, pues generalmente las patolog´ıas ocasionan serias distorsiones en
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la estructura de los tejidos. Estas distorsiones hacen que el tejido patolo´gico
sea fundamentalmente diferente del tejido normal circundante. Un modelo de
atencio´n visual basado en caracter´ısticas a bajo nivel tiene una buena proba-
bilidad de captar estas diferencias y por tanto de detectar regiones de intere´s
en algunas megaima´genes-histopatolo´gicas [59]. Sin embargo, este me´todo no
puede ser generalizado a todas las patolog´ıas pues, tal como se muestra en
la seccio´n 2.1, la deteccio´n de regiones relevantes requiere de una bu´sque-
da compleja de patrones, que el pato´logo aprende a reconocer tras an˜os de
entrenamiento me´dico. Este entrenamiento es necesario, pues los patrones vi-
suales que estan asociados a conceptos diagno´stico no siempre coinciden con
regiones que los modelos computacionales definen como salientes en la ima-
gen. La ausencia de informacio´n relacionada con la tarea realizada representa
una fuerte limitante en la capacidad discriminativa de modelos de atencio´n
visual para detectar regiones de intere´s en mega-ima´genes histopatolo´gicas.
3.3.1. Modelos Computacionales de Atencio´n Visual:
Modelo de Itti.
El modelo propuesto por Itti [57], se ha constituido en un referente im-
portante en el modelamiento computacional del sistema de atencio´n visual.
Este modelo de atencio´n visual se basa en la teoria de un mapa de
saliencia [50] descrito anteriormente y modela el comportamiento preaten-
tivo (“bottom-up”). Un diagrama de este modelo se puede apreciar en la
figura 3.3.
Inicialmente, el modelo extrae la informacio´n de color, intensidad y ori-
entacio´n, y las codifica separadamente en representaciones piramidales mul-
tiresolucio´n (multiples escalas). A continuacio´n, se aplican operaciones de
normalizacio´n y de centro-periferia (“center-surround”) sobre la representacio´n
piramidal. La idea tras estas operaciones es emular el mecanismo centro-
periferia que se observa en el campo receptivo visual observado en las neu-
ronas de la retina, el nucleo geniculado lateral, y la corteza visual primaria
(ver seccio´n 3.1.2 y 3.1.3). Este tipo de arquitectura es sensible a discon-
tinuidades locales y permite la localizacio´n de regiones que son sustancial-
mente distintas de su entorno [57]. Tras este proceso se obtiene un conjunto
de mapas de caracter´ısticas por cada una de los canales iniciales (color, in-
tensidad y orientacio´n). La integracio´n no lineal a lo largo de las escalas (o
resoluciones) genera tres mapas que identifican regiones sobresalientes en el
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Figura 3.3: Modelo de atencio´n de Itti. Tomado de [60]
dominio del color, la intensidad y la orientacio´n respectivamente. Finalmente,
una combinacio´n lineal de los tres mapas produce el mapa de llamatividad o
saliencia. Sobre este mapa es posible aplicar un me´todo iterativo para calcular
una secuencia de visita sobre regiones relevantes de la imagen original.
A continuacio´n los procesos involucrados en el modelo se explican con
mayor profundidad:
Extraccio´n Inicial de Caracter´ısticas
De una imagen de color RGB, nueve (9) escalas espaciales son creadas
utilizando pira´mides gaussianas dia´dicas, que realizan filtros pasabajos y sub-
muestrean la imagen en sentido vertical y horizontal. Este submuestreo se
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realiza desde escala 1:1 hasta 1:256. Para cada una de estas ima´genes se
obtiene las siguientes caracter´ısticas:
La intensidad de la imagen definida como I = (r + g + b)/3
I es utilizado para crear una pira´mide gausiana I(σ) con σ ∈ [0, 8].
Los canales r, g, b, son normalizados en las zonas donde I es mayor a
I
10
para desacoplar la tonalidad (color) de la intensidad.
Cuatro canales de colores son creados: R = r − g+b
2
G = g − r+b
2
B = b− r+g
2
Y = r+g
2
− |r−g|
2
− b Los valores negativos son igualados a
0.
Mapas de Caracter´ısticas
Mediante un mecanismo “center-surround” (centro-periferia) se analiza
un punto en el espacio. Este procedimiento, se implementa como la diferen-
cia entre dos escalas, el centro es un p´ıxel a escala c ∈ 2, 3, 4 y los alrededores
(surround) corresponden al p´ıxel en la escala s = c+ δ con δ ∈ 3, 4. La difer-
encia entre dos mapas para todas las escalas se denota con 	 y es obtenido
interpolando cada una de las escalas hasta la escala ma´s fina, y restando
punto a punto.
El primer mapa de caracter´ısticas es la intensidad, que en los mamı´feros
es detectada por neuronas sensibles a centros oscuros con vecindarios bril-
lantes o viceversa [48]. Esta caracter´ıstica es simultaneamente calculada en
un conjunto de seis (6) mapas, para c ∈ 2, 3, 4 y δ ∈ 3, 4:
I(c, s) = |I(c)	 I(s)|
En el caso del color, la corteza visual representa esta informacio´n uti-
lizando la “doble oposicio´n de color”: En el centro del campo, las neuronas
son excitadas por un color e inhibido por otro. Este efecto existe entre los
colores rojo/verde, azul/amarillo y viceversa. De acuerdo a esto, se generan
doce (12) mapas relacionados con el color, seis (6) mapas para la oposicio´n
rojo/verde y seis (6) para la oposicio´n azul/amarillo:
RG(c, s) = |(R(c)−G(c))	 (G(s)−R(s))|
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BY (c, s) = |(B(c)− Y (c))	 (Y (s)−G(s))|
La informacio´n local de orientacio´n es obtenida de la informacio´n de in-
tensidad aplicando filtros de Gabor O(σ, θ), con σ ∈ [0, 8], para cada escala y
θ = 0, 45, 90, 135 como orientaciones preferenciales. Por cada una de las ori-
entaciones se generan seis (6) mapas, para un total de veinticuatro (24) mapas
relacionados con la orientacio´n. El mapa de caracter´ısticas de orientacio´n se
calcula as´ı:
O(c, s, θ) = |O(c, θ)	O(s, θ)|
Resumiendo, al terminar la aplicacio´n del mecanismo centro-periferia, un
total cuarenta y dos (42) mapas de caracter´ısticas son calculados, seis (6)
para intensidad, doce (12) para color y veinticuatro (24) para orientacio´n.
Mapa de Saliencia
El propo´sito del mapa de saliencia es colocar en cada lugar del campo
visual un valor escalar que gu´ıe el foco de atencio´n. Dado que los cuarenta
y dos (42) mapas pertenecen a caracter´ısticas y resoluciones diferentes, los
objetos llamativos aparecen fuertemente marcados solo en algunos mapas y
pueden aparecer como ruido o menos sobresalientes en la mayor parte de los
mapas. Puesto que el modelo no posee realimentacio´n “arriba abajo” para
integrar los mapas, se utiliza un operador de normalizacio´n no lineal N(.)
que promueve globalmente aquellos mapas de caracter´ısticas en los cuales un
pequen˜o numero de picos con fuerte actividad se encuentran presentes [61]
Este operador se calcula como sigue:
Los valores de normalizacio´n se encuentran en un rango definido [0,M ]
Encontrando el ma´ximo global M y calculando el promedio m de todos
los otros ma´ximos locales y
globalmente multiplicando el mapa por (M −m2)
Solo la actividad local ma´xima es considerada, de tal manera que N (.)
compara la respuesta asociada a “puntos de activacio´n” en el mapa igno-
rando las a´reas homoge´neas. La motivacio´n biolo´gica de N (.) es replicar el
mecanismo de inhibicio´n cortical lateral, en donde un vecindario similar es
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inhibido por otro, por medio de conexiones anato´micas definidas [61]. Los
mapas de caracter´ısticas son combinados en tres mapas “principales”:
I =
4⊕
c=2
c=4⊕
s=c+3
N(I(c, s))
C =
4⊕
c=2
c=4⊕
s=c+3
[N(RG(c, s)) +N(BY (c, s))]
O =
⊕
θ∈0,45,90,135
N(
4⊕
c=2
c=4⊕
s=c+3
N(O(c, s, θ)))
La motivacio´n para crear estos tres canales y sus normalizaciones indi-
viduales parte de la hipo´tesis que caracter´ısticas similares compiten individ-
ualmente (preferencialmente).
S =
1
3
(NI +NC +NO)
En todo momento el ma´ximo del mapa de saliencia define la ubicacio´n de
la zona ma´s sobresaliente de la imagen. Mediante la emulacio´n de un proceso
conocido como inhibicio´n de retorno, una vez una regio´n es atendida, su
saliencia disminuye, permitiendo que el sistema pueda atender una regio´n
diferente.
En la figura 3.4 se ilustra el mecanismo de inhibicio´n de retorno sobre
una imagen de histopatologia. Despue´s de obtener el mapa de saliencia de la
imagen, se procede a seleccionar aquella regio´n de la imagen con un nivel de
saliencia ma´s alto mediante la aplicacio´n de una red neuronal winner take
all (WTA). En el caso de la figura este corresponde a la regio´n A. Al realizar
nuevamente el procedimiento de seleccio´n, la red neuronal inhibe la saliencia
de aquellos lugares previamente seleccionados. Esto permite que sobresalga
una nueva regio´n dentro de la imagen (regio´n B). La aplicacio´n sucesiva de
este mecanismo permite la generacio´n de una serie de regiones atendidas,
que busca emular el proceso secuencial de ana´lisis de la escena visual. De
forma simplificada, el mecanismo de inhibicio´n de retorno funciona como
una memoria de aquellos sitios previamente atendidos.
El modelo de Itti logra un comportamiento similar al del componente
preatentivo del procesamiento visual. Extensiones del modelo para incluir el
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Figura 3.4: Inhibicio´n de retorno.
componente “top-down” se han realizado en trabajos posteriores [62,63], ar-
gumentando que la definicio´n de objetivos y distractores de bu´squeda visual
en una imagen, puede servir de base para la o´ptima ponderacio´n en los ma-
pas de caracter´ısticas, y de esta forma extender el modelo a tareas definidas
de bu´squeda visual. Finalmente, es interesante mencionar la utilizacio´n de
plantillas que definen objetos de bu´squeda. En [64] se desarrolla un modelo
de atencio´n visual para objetos ico´nicos, en el cual mediante el ca´lculo de la
similitud entre un objeto observado y una representacio´n ico´nica almacenada
se crea un mapa de saliencia. Este proceso usa un criterio de sen˜al a ruido,
para decidir si el pico de correlacio´n en el mapa de saliencia es lo suficien-
temente alto como para definir que el objetivo se encuentra en determinada
posicio´n.
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3.4. Modelamiento de Movimientos Oculares
Como se ha dicho anteriormente, la atencio´n es un proceso secuencial,
cuyo objetivo consiste en facilitar que la gran cantidad de informacio´n sea
procesada por una cantidad limitada de recursos neuronales. Usualmente este
proceso se realiza mediante las sacadas o movimientos angulares cortos de
los ojos seguidas de periodos de inmovilidad ocular llamadas fijaciones. Si
bien, estos movimientos durante la bu´squeda visual se caracterizan por ser
idiosincra´ticos, existe una cantidad considerable de estudios que enlazan la
actividad del movimiento ocular (lugar hacia el cual esta dirigido la fo´vea)
con la actividad realizada por el observador, y es ampliamente reconocido
que dicha actividad es indicativa de las operaciones cognitivas subyacentes
del observador [25, 65]. En el contexto de evaluaciones diagno´sticas me´dicas
esta aseveracio´n se conserva: Durante el ana´lisis de ima´genes radiolo´gicas
existe correlacio´n entre las fijaciones de radiologos, pues a pesar de la enorme
diferencia entre la secuencia espaciotemporal de movimientos, las fijaciones
coinciden en algunos casos espacialmente y en otros en las caracter´ısticas
extra´ıdas de las ima´genes [66].
Una aproximacio´n para emular este comportamiento secuencial se basa
en la identificacio´n de regiones relevantes a trave´s de un conjunto de algorit-
mos de procesamiento de ima´genes (relacionados con simetria, orientacio´n,
bordes, entropia, contraste, operaciones center-surround, y descomposiciones
en el espacio frecuencial), tal como fue propuesto por Privitera y Stark [67].
Posterior a la identificacio´n de regiones de intere´s, el algoritmo construye
clusters de las zonas identificadas y define secuencias de visitas del foco de
atencio´n sobres estas regiones de acuerdo al valor obtenido por cada una de
estas regiones.
La mayor parte de los modelos computacionales de la atencio´n visual, pro-
ducen un mapa de saliencia. En este mapa las regiones con un mayor valor
de saliencia, atraen el foco de atencio´n dentro de la escena visual. Este com-
portamiento usualmente se modela mediante el uso de una red neuronal, en
la cual el ma´ximo global es identificado. Debido a que solo existe un ma´ximo
dentro del mapa de saliencia, es comu´n adema´s la implementacio´n de mecan-
ismos de inhibicio´n de retorno, que permiten emular los cambios en el foco de
atencio´n. De acuerdo a este mecanismo, las regiones visitadas por el punto de
atencio´n (esto es, la fovea) son transitoriamente inhibidas permitiendo que
el foco de atencio´n pase a la siguiente regio´n con ma´s intensidad en el mapa
de saliencia [58].
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En el proceso de navegacio´n automa´tica de ima´genes, propuesta como
una solucio´n a la adaptacio´n de ima´genes en dispositivos de visualizacio´n
pequen˜os, tambie´n se utiliza un mapa de saliencia para definir las regiones de
intere´s en la imagen. Esta saliencia es obtenida de acuerdo al valor definido,
de forma ponderada, por algoritmos de reconocimiento de caras, reconocimien-
to de texto y caracter´ısticas visuales de bajo nivel. Despue´s de definir que´ ob-
jetos son relevantes en la imagen, el algoritmo procede a generar secuencias
entre estas regiones siguiendo conceptos observados en patrones de bu´squeda
de alimentos en animales: Maximizacio´n del consumo, y minimizacio´n del
recorrido [43].
Para simular el proceso de cambio del punto de fijacio´n, tambie´n se han
utilizado algoritmos de caminata aleatoria (random walk). En este caso el
mapa de saliencia de la imagen es usada como representacio´n del espacio
sobre el cual un algoritmo es implementado [68]. La aleatoriedad de la cam-
inata esta´ influenciada directamente por la saliencia, pues la distribucio´n de
probabilidad de los saltos del foco de atencio´n esta directamente relacionada
al valor de saliencia que se haya en un punto en particular.
Otros mecanismos para la generacio´n de movimientos saca´dicos se basan
en la hipo´tesis de independencia entre los procesos de localizacio´n y re-
conocimiento del objeto. Mediante la representacio´n ico´nica de objetos, com-
prendida como la respuesta a filtros spacio-croma´ticos a mu´ltiples escalas
es posible realizar comparaciones iterativa desde una baja resolucio´n a una
alta resolucio´n. Teniendo en cuenta esto, y aplicando tambie´n heur´ısticas de
bu´squeda (por ejemplo, el objeto tiende a estar en el centro de la imagen) es
posible calcular el siguiente punto de fijacio´n, sin haber calculado de forma
completa el mapa de saliencia. Esta estrategia permite encontrar distribu-
ciones de fijacio´n en arreglos fotome´tricos de objetos que tienen similitud
con los observados en humanos [64].
3.5. Reconocimiento y Atencio´n Visual
En este capitulo se reviso´ el modelamiento computacional para la aten-
cio´n visual, particularmente mediante el ca´lculo de la saliencia intr´ınseca
de la imagen (bottom-up). Algunas caracter´ısticas comunes a este tipo de
modelamiento incluyen la utilizacio´n de caracter´ısticas a bajo nivel, la uti-
lizacio´n de operaciones centro-periferia para capturar diferencias a lo largo
de diferentes niveles de resolucio´n, la computacio´n de un mapa de saliencia
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u´nico, y la generacio´n de scan-paths basadas en mecanismos de inhibicio´n
de retorno. Si bien este tipo de modelamiento describe de forma eficiente el
despliegue de los mecanismos atencionales durante los primeros cientos de
milisegundos despue´s de la presentacio´n de una nueva escena, el desarrollo
de mecanismos dependientes de la tarea del observador no han sido incluidos
en este tipo de modelos. As´ı, un importante campo de desarrollo consiste en
la integracio´n de la informacio´n caracter´ıstica de la imagen, y la guiada por
la tarea desarrollada por el observador.
Una primera aproximacio´n consiste en la modificacio´n de los modelos
bottom-up (como el modelo Itti) para ponderar de forma ma´s fuerte las
caracter´ısticas que discriminan de forma efectiva las regiones interesantes de
la imagen de aquellas que se consideran como background o distractores [62].
Intentos ma´s elaborados por caracterizar un subsistema de alto nivel se
basan en la independencia de procesos como memorizacio´n, bu´squeda y re-
conocimiento. La memorizacio´n es concebida como un proceso mediante el
cual se almacena tanto las fijaciones, expresadas como caracter´ısticas in-
variantes (Asociada a lo que se esta´ buscando-que´), as´ı como la secuencia
ordenada de las fijaciones (Asociada a donde se esta buscando-do´nde). La
operacio´n de bu´squeda, utilizada tanto en la memorizacio´n como en el re-
conocimiento, consiste en un exa´men secuencial de la imagen basado en un
algoritmo de bu´squeda. Este algoritmo determina el salto entre dos fijaciones
teniendo en consideracio´n puntos en su vecindad que presenten un cambio
brusco en intensidad, la distancia de estos puntos al punto de fijacio´n actual,
y la ’novedad’ del punto de fijacio´n (inhibicio´n de retorno). En el proceso
de reconocimiento, se ejecuta la bu´squeda y se busca fijaciones que logren
parecerse a las caracter´ısticas de las fijaciones almacenadas. Este modelo
puede reconocer complejas escenas y rostros con invarianza a variables como
traslacio´n y rotacio´n [69].
El modelo propuesto por Deco y Zihl, usa la informacio´n de saliencia
extra´ıda a partir de caracter´ısticas de bajo nivel en una resolucio´n baja.
Se seleccionan regiones candidatas correspondientes a regiones con una alta
saliencia. Estas regiones son analizadas de forma secuencial en una resolucio´n
cada vez mayor hasta que un puntaje de reconocimiento, con respecto a un
objeto almacenado en memoria, lo suficientemente alto es obtenido. Este
modelo ha sido aplicado de forma exitosa en experimentos psicofisicos que
muestran la validez del mejoramiento progresivo de la resolucio´n espacial [70].
La atencio´n visual es un mecanismo selectivo que permite detectar re-
giones de la imagen hacia las cuales se debe dirigir el grueso del limitado poder
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computacional del cerebro. Posterior al proceso de atencio´n visual aparece el
reconocimiento de objetos que consiste en la identificacio´n y asociacio´n de la
escena visual a determinado(s) objeto(s) que se encuentra almacenado(s) en
la memoria. El proceso biolo´gico sobre el cual se desarrolla el reconocimiento
de objetos au´n no ha sido completamente entendido, pero se reconoce que la
atencio´n es un requisito imprescindible para llevar a cabo este proceso.
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Cap´ıtulo 4
Me´todo para Predecir Patrones
de Navegacio´n en
Mega-ima´genes
Histopatolo´gicas
En el cap´ıtulo introductorio se describio´ el problema de investigacio´n
abordado en este trabajo. Se mostro´ que al asumir el problema de la an-
ticipacio´n de la trayectoria diagno´stica como una bu´squeda visual, e´ste se
pod´ıa subdividir en dos problemas: La identificacio´n de regiones relevantes y
el mecanismo de transicio´n entre estas regiones. Siguiendo los lineamientos
generales que fueron expuestos anteriormente, en este cap´ıtulo se describe en
detalle la solucio´n propuesta.
En la seccio´n 4.1 se presenta la estrategia de deteccio´n de relevancia uti-
lizada para definir regiones de intere´s en la mega-ima´gen. Esta estrategia basa
su funcionamiento en la introduccio´n de conocimiento espec´ıfico del experto
mediante la seleccio´n de regiones de ejemplo objetivo (ejemplos positivos)
y/o distractores (ejemplos negativos) de las mega-ima´genes histopatolo´gicas.
El uso de esta configuracio´n, esta´ motivada por investigaciones recientes que
muestran que durante tareas de bu´squeda visual, incrementar la ponderacio´n
de la respuesta de neuronas cuyas caracter´ısticas esta´n relacionadas con un
distractor es una estrategia o´ptima [62]. La similitud/disimilitud de cada una
de las regiones en la mega-ima´gen con respecto a estas ima´genes de ejemplo
es el punto de partida para la construccio´n de un mapa u´nico de relevancia,
cuyo objetivo es similar al mapa de saliencia utilizado en los modelos com-
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putacionales de atencio´n visual(ver seccio´n 3.3). El valor escalar en cada uno
de los puntos determina la relevancia del punto de la imagen espacialmente
asociado. Este mapa de relevancia representa una definicio´n “difusa” de re-
giones de intere´s, pues no consiste en una clasificacio´n binaria (relevante/no
relevante). Para evaluar el desempen˜o de este me´todo se realizo´ una bina-
rizacio´n mediante la seleccio´n de un umbral, pero este paso no es necesario
en el me´todo general.
Una vez encontrado el mapa de relevancia de la imagen, se procede a mod-
elar la transicio´n entre regiones de intere´s, es decir, establecer un criterio que
permita determinar cua´l sera´ la pro´xima regio´n requerida en alta resolucio´n
por el pato´logo conociendo u´nicamente algunos datos como la posicio´n ac-
tual y la velocidad del dispositivos de entrada(mouse). Obse´rvese que este
modelamiento esta ı´ntimamente ligado a las caracter´ısticas de la prediccio´n
necesaria en el sistema, as´ı como de la interfaz gra´fica utilizada. En la seccio´n
4.2 se analizan dos posibles casos: en uno de ellos el sistema es considerable-
mente lento de tal forma que no es posible usar la informacio´n de velocidad
para realizar una prediccio´n en la trayectoria diagno´stica. El segundo caso
incluye la informacio´n de velocidad del mouse.
4.1. Estrategia de Deteccio´n de Relevancia
La estrategia de deteccio´n de relevancia es un me´todo mediante el cual se
asigna un valor escalar a cada una de las regiones de la imagen de acuerdo a
su relevancia. El proceso empieza dividiendo la imagen usando una particio´n
rectangular. Se escogio´ este tipo de particio´n porque es la ma´s sencilla y no
requiere de ningu´n otro tipo de conocimiento sobre las regiones contenidas
en la imagen histopatolo´gica. Al aplicar la particio´n, se obtiene un nu´mero
considerable de subima´genes. Cada una de ellas tiene una dimensio´n escogi-
da de forma arbitraria, y es representada por caracter´ısticas relacionadas con
color, intensidad, orientacio´n y textura. Es recomendable que la seleccio´n del
taman˜o de bloque no implique un nu´mero excesivo de subima´genes (pues la
complejidad del algoritmo es exponencial), y que a la vez, la regio´n contenida
en cada uno de los bloques presente cierta uniformidad en sus caracter´ısticas.
El siguiente paso consiste en la seleccio´n de ejemplos positivos y negativos.
E´stos son manualmente escogidos, basa´ndose en las navegaciones reales re-
alizadas por los pato´logos. A continuacio´n, se construyen diferentes mapas
de distancia, mediante el ca´lculo de la distancia de cada subimagen a los
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ejemplos positivos y negativos empleados. Este ca´lculo se realiza tomando
un par me´trica-caracter´ıstica espec´ıfico. Finalmente, un mecanismo de inte-
gracio´n de informacio´n es utilizado para fusionar la informacio´n proveniente
de diferentes pares me´trica-caracter´ıstica.
En la figura 4.1 una representacio´n esquema´tica de los procesos el modelo
es visualizado.
Figura 4.1: Diagrama de flujo del me´todo propuesto.
A continuacio´n se describen cada uno de los pasos con mayor detalle:
4.1.1. Extraccio´n de Caracter´ısticas y Me´tricas
Las caracter´ısticas relacionadas con intensidad, color, orientacio´n y textu-
ra han sido usadas en sistemas de recuperacio´n de informacio´n por contenido
para ima´genes histopatolo´gicas [71, 72]. Este tipo de caracter´ısticas son im-
portantes dentro de las mega-ima´genes histopatolo´gicas porque permiten la
discriminacio´n de las estructuras patolo´gicas e histolo´gicas dentro del tejido.
La informacio´n contenida en el color es importante en las ima´genes histopa-
tolo´gicas, pues el uso de tinciones precisamente delimita estructuras de intere´s
histolo´gico y patolo´gico [73]. Un ejemplo claro, es el uso de la tincio´n H&E
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(Hematoxilina y Eosina), donde el primer componente (Hematoxilina) marca
con un color azul oscuro aquellas estructuras con un alto contenido de a´cidos,
como el nu´cleo (que contiene Acido desoxirribonucleico-DNA) y la matriz del
cart´ılago; mientras que la Eosina marca otros componentes citoplasma´ticos
y el cola´geno de color rosado [14]. Las caracter´ısticas asociadas a textura y
orientacio´n tambie´n resultan relevantes dentro del contexto histopatolo´gico,
pues la aparicio´n de ciertas patologias (por ejemplo, cancer´ıgenas) involucra
una fuerte distorsio´n en la arquitectura de los tejidos [74].
En el modelo propuesto, estas caracter´ısticas son utilizadas para represen-
tar cada uno de los bloques de la mega-ima´gen. La asignacio´n de relevancia
se lleva a cabo calculando la similitud entre cada uno de los bloques y un
conjunto de bloques de ejemplo (positivo y negativo). Este proceso en cierta
forma define que caracter´ısticas son relevantes, asignandole mayor (menor)
ponderacio´n a aquellas caracter´ısticas de bajo nivel, vinculadas a las ima´genes
de ejemplo positivo (negativo). Este mecanismo esta inspirado en la teor´ıa
de bu´squeda guiada de Wolfe (ver seccio´n 3.2), que expresa que las carac-
ter´ısticas de bajo nivel usadas en el procesamiento visual temprano, sirven
para guiar los despliegues de bu´squeda selectiva.
Las caracter´ısticas usadas se describen a continuacio´n:
Histograma de escala de grises y de color:
Para la escala de grises, se uso un histograma de 256 bins. Histogramas
son representados usando particio´n del espacio de color, tal como se
describe en [75]. El espacio RGB de color fue particionado y cuantizado
en 8 × 8 × 8 = 512 bins.
Histograma de particio´n local binaria:
Esta caracter´ıstica de textura se obtiene de la siguiente forma: Para
cada pixel P en la imagen, se construye una cadena binaria de 8 posi-
ciones. Cada una de las posiciones de la cadena identifica si un pixel
en su 8-vecindad contiene un valor de intensidad mayor (1) o menor
(0) que el pixel P . Esta cadena puede tomar 256 valores diferentes, y
mediante el ana´lisis de todos los pixeles en la imagen se construye un
histograma de 256 bins.
Histograma de texturas de Tamura:
Las texturas de tamura estan fuertemente correlacionadas con la per-
cepcio´n visual humana. Tres caracter´ısticas de Tamura se utilizaron:
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rugosidad, contraste y direccionalidad. El espacio generado por estas
caracter´ısticas es particionado, de forma similar al espacio de colores,
en 8 × 8 × 8 = 512 bins.
Histograma de Sobel:
El operador de Sobel es uno de los ma´s populares en el campo de
procesamiento de ima´genes para la deteccio´n de bordes. El operador,
calcula la diferencia de intensidad en el vecindario de un pixel en las
direcciones vertical y horizontal. Esta diferencia puede ser interpretada
como la derivada de la funcio´n representadondo la imagen en ese punto.
En este caso, se utilizo un filtro con una ventana de 3 × 3 para analizar
la 8-vecindad de cada uno de los pixeles en la imagen. Un histograma
con 512 bins es calculado.
Como las caracter´ısticas a bajo nivel utilizadas son histogramas, se requieren
me´tricas para evaluar las diferencias entre las distribuciones de probabili-
dad. Las caracter´ısticas seleccionadas son histogramas cuyo rango var´ıa entre
los 256 y 512 valores posibles. La similitud entre histogramas de diferentes
ima´genes puede ser evaluada usando diferentes funciones de distancia, cada
una de ellas valorando diferentes particularidades de los histogramas. La se-
leccio´n de estas me´tricas esta vinculada a su uso extensivo en sistemas de
recuperacio´n por contenido [71,75].
Para las siguientes definiciones, H y H ′ son histogramas, ambos con un
nu´mero de bins M . En adicio´n, Hm correponde al eme´simo bin en el his-
tograma H:
Distancia Euclidiana:
L2(H,H
′) =
√√√√ M∑
m=1
(Hm −H ′m)2 (4.1)
Interseccio´n Histogramas:
DI(H,H
′) =
M∑
m=1
min(Hm, H
′
m) (4.2)
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Divergencia Jensen-Shannon:
DJSD(H,H
′) =
M∑
m=1
(
Hmlog
(
2Hm
Hm +H ′m
)
+H ′mlog
(
2H ′m
H ′m +Hm
))
(4.3)
Desviacio´n relativa entre bins:
DRBD(H,H
′) =
1
m
M∑
m=1
|Hm −H ′m|
Hm +H ′m
(4.4)
Desviacio´n relativa:
DRD(H,H
′) =
√∑M
m=1(Hm −H ′m)2√√∑M
m=1(Hm)
2 +
√∑M
m=1(H
′
m)
2
(4.5)
4.1.2. Integracio´n de los Mapas de Distancia
Como se mostro´ en la subseccio´n anterior, un total de seis (6) difer-
entes caracter´ısticas, y cinco (5) me´tricas para histogramas han sido presen-
tadas para la representacio´n del contenido de ima´genes histopatolo´gicas y
el co´mputo de la similitud entre ima´genes. Aplicando cada uno de los pares
me´trica-caracter´ıstica para encontrar la distancia de cada bloque a la imagen
de ejemplo nos da un total de 30 mapas de distancia. Como se estan usando
al menos dos ima´genes (ejemplo positivo y negativo), el nu´mero de mapas
crece proporcionalmente a 60. Es probable, que el uso de algunas de las carac-
ter´ısticas y me´tricas sea suficiente para obtener una representacio´n adecuada
para una ima´gen espec´ıfica; pero si queremos generalizar el me´todo y abarcar
un nu´mero mayor de tipo de ima´genes histopatolo´gicas, es necesario el uso de
una vasta seleccio´n de metricas y caracter´ısticas que sean capaces de valorar
diferentes propiedades de la imagen en cuestio´n. Este sistema debe ser capaz
de ponderar la importancia de cada uno de los pares me´trica-caracter´ıstica
y dar una mayor prioridad a aquella que se ajuste mejor a los para´metros de
bu´squeda, en este caso los ejemplos positivos y negativos.
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Los mapas generados proceden de diferentes caracter´ısticas y son evalu-
ados usando diferentes me´tricas, lo cual plantea un dilema ante la necesidad
de combinar esta informacio´n para llegar a una decisio´n. Para resolver un
problema similar, en [57,61] se propone la utilizacio´n de un operador de nor-
malizacio´n no lineal que promueve aquellos mapas de caracter´ısticas en los
cuales un nu´mero pequen˜o de picos presentan un actividad fuerte [61], o en
otras palabras, que tienen una serie de ma´ximos definidos. El uso de este
operador es resumido de la siguiente forma:
Reasignacio´n del valor minimo en el mapa al segundo valor mı´nimo. Al
pertenecer la imagen de ejemplo a la coleccio´n de ima´genes, se espera
que sea dominante en la coleccio´n. Se propone este paso, para evitar
una promocio´n excesiva de la imagen de ejemplo en la coleccio´n. Si la
imagen de ejemplo no esta contenida en la coleccio´n (mega-imagen),
este paso puede ser ignorado.
Normalizacio´n de los mapas en el rango [0, M] donde 0 corresponde
al valor ma´ximo de distancia y M al mı´nimo. De esta forma converti-
mos los mapas de distancia en mapas de similitud con rango dina´mico
ide´ntico. En el caso de la me´trica de interseccio´n de histogramas este
paso es ignorado.
Para cada uno de los mapas, se encuentra un ma´ximo global M y
se calcula el promedio de los ma´ximos locales m (sobre una vecindad
definida n = 3× 3).
Multiplicar cada uno de los elementos de el mapa por (M −m)2. De
esta forma, si un mapa de relevancia contiene un pico global que sea
sustancialmente mayor que los ma´ximos locales en toda la imagen, es
ponderado de una forma fuerte.
Sumar todos los mapas para obtener solo uno.
Despue´s de el proceso de integracio´n, tenemos un mapa relacionado con
el ejemplo positivo y otro con el negativo. Para obtener un mapa de valor de
intere´s, simplemente restamos estos dos mapas e interpolamos para obtener
un mapa continuo.
El mapa resultante puede ser expresado de la siguiente forma:
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RT =
N∑
m=1
(αm · Tm − βm ·Dm) (4.6)
donde N denota el nu´mero total de mapas dado por los pares me´trica-
caracter´ısticas, αm y βm denotan un factor de ponderacio´n dado por el proce-
so de normalizacio´n, Tm y Dm corresponden al mapa de similitud normalizado
del par me´trica-caracter´ıstica m.
4.2. Prediccio´n en una Estrategia de Prefetch-
ing
El segundo componente dentro del me´todo desarrollado para anticipar
la trayectoria de observacio´n diagno´stica consiste en el modelamiento de la
transicio´n entre regiones de intere´s, definidas por la estrategia de deteccio´n
de relevancia. Para ello se hace uso de dos hipo´tesis, una de ellas disen˜ada
para sistemas de MV con una baja reactividad y el otro para sistemas con
alta reactividad.
Estos dos casos se describen a continuacio´n:
4.2.1. Hipo´tesis de Navegacio´n - Baja Reactividad
En este modelo no existe informacio´n acerca del proceso de transicio´n
entre regiones de intere´s, por lo cual la informacio´n existente corresponde
a la posicio´n y la dimensio´n de la regio´n observada por el pato´logo en la
ventana de alta magnificacio´n. La hipo´tesis utilizada en este caso se basa en
la siguiente premisa: Los siguientes bloques visitados corresponden a aquel-
los que tienen una relevancia alta y esten en un vecindario arbitrariamente
determinado.
Este modelo corresponde a situaciones en las que es necesario realizar una
anticipacio´n con mucho tiempo, y no es posible realizar predicciones durante
el proceso de transicio´n de la ventana de alta magnificacio´n entre regiones
de intere´s.
En la figura 4.2 se puede observar con detalle esta operacio´n. Si la ven-
tana de observacio´n es el a´rea en rojo, el area de bu´squeda de potenciales
zonas que sera´n accesadas se limita al vecindario (en el esquema en azul
claro). Los bloques que tengan una relevancia ma´s alta dentro de esta zona
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Figura 4.2: Modelo de navegacio´n en un sistema de baja reactividad
tendra´n mayor probabilidad de ser accesados, y por esa razo´n deber´ıan ser
seleccionados en una estrategia de prefetching.
4.2.2. Hipo´tesis de Navegacio´n - Alta Reactividad
En este segundo caso, las peticiones en alta resolucio´n que realiza el ex-
perto los movimientos del usuario sobre la imagen estan restringidos a op-
eraciones de “dragging” y “dropping” y se tiene informacio´n de velocidad y
posicio´n del mouse durante la transicio´n de regiones de intere´s. En este caso
se recolectan estad´ısticas del movimiento del sistema para definir la direccio´n
del movimiento. Junto con la informacio´n de velocidad, es posible calcular
los bloques que tienen mayor probabilidad de ser accesados en un tiempo
determinado.
En la figura 4.3 se representa en rojo oscuro la regio´n actual de la ventana
de observacio´n. En rojo claro se observan las posiciones previas de la ventana.
Con base en estad´ısticas y la velocidad que lleva el movimiento es posible
determinar una zona con alta probabilidad de ser accesada.
La integracio´n con la informacio´n proveniente del mapa de relevancia es
llevada a cabo mediante la aplicacio´n de la siguiente formula:
Ts = a ∗Nscore + (1− a) ∗Rscore
donde Ts corresponde al score total de cada uno de los bloques, Nscore cor-
responde al score del bloque proporcionado por el modelo de navegacio´n y
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Figura 4.3: Modelo de navegacio´n en un sistema de alta reactividad
Rscore corresponde al score del bloque proporcionado por el modelo de asig-
nacio´n de relevancia.
4.3. Experimentacio´n y Resultados
4.3.1. Evaluacio´n de la Estrategia de Deteccio´n de Rel-
evancia
Un total de siete la´minas histolo´gicas fueron digitalizadas y ocho ima´genes
de alta resolucio´n fueron contruidas [34]. Los espe´cimenes consisten en un
pancreas normal de rato´n procedente de un estudio no relacionado, un es-
pecimen de tumor neuroendocrino de la tiroide, un tercer especimen de un
adenoma de tiroides atipico. Adicionalmente, cuatro especimenes diferentes
con tincio´n de hematoxilina-eosina con diagnosis de apendicitis, hiperplasia
folicular reactiva de un nodulo linfa´tico, leiomioma y una tiroides normal. Las
ima´genes de alta resolucio´n fueron construidas usando registro automa´tico
usando la correlacio´n cruzada como medida de similitud [34] y fueron alma-
cenadas en formato JPEG2000 [76] para su posterior acceso y navegacio´n.
Las regiones de intere´s de control y los bloques de intere´s y de distraccio´n
se calculan usando navegaciones reales de pato´logos sobre las ima´genes con-
struidas. Para esto tres pato´logos expertos, cada uno de ellos certificados con
al menos cinco an˜os de experiencia, fueron previamente entrenados en el uso
de un prototipo de microscopio virtual.
Para la construccio´n del mapa de relevancia se utilizaron versiones en
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mediana resolucio´n de las mega-ima´genes. La particio´n rectangular utilizada
para subdividir las ima´genes fue de 70× 70 pixeles. Si bien la seleccio´n de la
dimensio´n de los bloques es arbitraria, se trato´ de seleccionar un taman˜o de
bloque que no implicara un nu´mero excesivo de subima´genes (pues la comple-
jidad del algoritmo es exponencial), y que a la imagen contenida en cada uno
de los bloques obtenidos presentara cierta uniformidad en sus caracter´ısticas.
Figura 4.4: Aplicacio´n estrategia de relevancia. A la izquierda se observa una
la´mina virtual en baja resolucio´n. La frecuencia de visita de los pato´logos
corresponde a la iluminacio´n. A la derecha se observa el mapa de relevancia
obtenido a trave´s del me´todo propuesto. Las a´reas en rojo corresponden a
un valor ma´s alto de relevancia.
En la columna izquierda de las figuras 4.4 y 4.5 se puede observar una im-
agen en baja magnificacio´n de algunas la´minas virtuales. Sobre las ima´genes
se ha superimpuesto la trayectoria de observacio´n, representada por aquellas
zonas con una intensidad ma´s alta. La frecuencia de visita es directamente
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Figura 4.5: Aplicacio´n estrategia de relevancia. A la izquierda se observan
la´minas virtuales en baja resolucio´n. La frecuencia de visita de los pato´logos
corresponde a la iluminacio´n. A la derecha se observa el mapa de relevancia
obtenido a trave´s del me´todo propuesto. Las a´reas en rojo corresponden a
un valor ma´s alto de relevancia.
proporcional a la iluminacio´n en la porcio´n de la imagen. En la columna
derecha se muestra el mapa de relevancia obtenido al aplicar la estrategia de
deteccio´n de relevancia sobre las ima´genes en consideracio´n. En esta escala
aparecen en rojo las areas ma´s relevantes y en azul las menos relevantes. De
forma aproximada se puede decir que la relevancia coincide con las zonas
visitadas por los pato´logos en la mayor´ıa de los casos, au´n si tenemos en
cuenta que las ima´genes corresponden a espec´ımenes histopatolo´gicos com-
pletamente diferentes.
En la parte superior de la figura 4.4 se observa una imagen de un pa´ncreas
obtenida a trave´s de un proceso de inmunotincio´n, y en la parte inferior un
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tejido correspondiente a la pro´stata en la cual se aplico´ una tincio´n de hema-
toxilina y eosina. El pancrea´s ten´ıa muy pocas estructuras relevantes para
explorar y los pato´logos dedicaron su tiempo a explorar la imagen en el cen-
tro, ba´sicamente porque en esa regio´n se localizaban los islotes de langerhans,
que son una estructura funcional importante. En el especimen de prostata se
observa un patro´n ma´s distribuido, pero que es igualmente emulado por el
me´todo propuesto.
El principal objetivo de la evaluacio´n del me´todo de deteccio´n de rele-
vancia consiste en medir la correlacio´n entre los bloques con un valor alto
de relevancia y los bloques pertenencientes a la trayectoria de observacio´n
en navegaciones reales. Los bloques pertenecientes a la trayectoria de ob-
servacio´n son definidos como interesantes I, cuando el nu´mero de visitas es
mayor que el 50 % de las visitas recibidas por el bloque ma´s visitado. Estos
bloques son comparados con los bloques estimados E por el me´todo.
El experimento realizado consiste en la asignacio´n de un nivel binario de
relevancia para los bloques en la trayectoria de observacio´n y la medicio´n
del nivel de coincidencia con los bloques ma´s relevantes (En este caso los
bloques cuyo valor de intere´s se encontraba en el 10 % ma´s alto). De forma
similar, se procedio´ con los mapas de relevancia obtenidos con el modelo de
Itti [57], particionando el mapa de saliencia o relevancia en una grilla ide´ntica
a la utilizada en el me´todo propuesto. Por u´ltimo, se midio´ repetidamente
precisio´n y recall, medidas usadas ampliamente en la comunidad dedicada a
la recuperacio´n de informacio´n, contra una muestra escogida de forma uni-
formemente aleatoria de bloques de la imagen. Los resultados se encuentran
descritos en la tabla 4.1.
Con relacio´n a los bloques definidos como interesantes (I), y estimados
(E), la medida de precisio´n y recall se definen de la siguiente manera:
Prec. =
I ∩ E
E
Rec. =
I ∩ E
I
Los resultados expuestos en la tabla 4.1 indican que la introduccio´n in-
directa de conocimiento de expertos a trave´s del me´todo propuesto, tuvo
un impacto positivo en la identificacio´n de regiones relevantes en ima´genes
histopatolo´gicas. De forma general, las medidas de precisio´n y recall son
consistentemente ma´s altas en la estrategia propuesta con una precisio´n me-
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Tabla 4.1: Precisio´n y Recall
Propuesto IttiMod Aleatorio
Imagen Prec. Recall Prec. Recall Prec. Recall
1 0.12 0.23 0.013 0.03 0.05 0.09
2 0.43 0.16 0.30 0.11 0.25 0.09
3 1 0.26 0.09 0.02 0.35 0.09
4 0.57 0.67 0.14 0.17 0.08 0.08
5 0.57 0.2 0.1 0.03 0.28 0.1
6 0.48 0.73 0.17 0.27 0.06 0.09
7 0.5 0.42 0.31 0.26 0.11 0.09
8 0.69 0.32 0.05 0.08 0.21 0.1
Promedio 0.55 0.38 0.14 0.12 0.17 0.09
dia del 0.55 y un medida recall media de 0.38, que son consideradas como
adecuadas por la comunidad dedicada la recuperacio´n de informacio´n. A ex-
cepcio´n de la primera y la tercera imagen que tuvieron medidas de precisio´n
extremas, la medida de precisio´n vario´ entre el 40 % y el 70 %. En general, las
medidas de recall fueron bajas, pues las regiones solicitadas por los pato´lo-
gos, abarcaban la zona de intere´s y el a´rea circundante, adema´s de que es
posible que se hayan fijado por regiones de intere´s diagno´stico que no fueron
correctamente caracterizadas.
El modelo Itti tuvo un desempen˜o variable en el conjunto de datos analiza-
dos, obteniendo un rendimiento bueno en algunas ima´genes (particularmente
la 2 y la 7 que corresponden a una la´mina virtuales con pa´ncreas, y vesicula
biliar respectivamente), en algunos otros similar a una seleccio´n aleatoria y
en otros un desempen˜o pobre. Esta variabilidad se debe a que mientras en al-
gunos casos las regiones identificadas por el modelo Itti se correlacionan con
las regiones de intere´s, en otros casos se identifican regiones que no tienen
ningun sentido cl´ınico.
4.3.2. Evaluacio´n de la Prediccio´n en una Estrategia
de Prefetching
Un sistema para la navegacio´n remota de ima´genes, requiere una config-
uracio´n cliente servidor similar a la que se muestra en la figura 4.6. Adema´s
de los elementos esenciales, como la base de datos, el servidor, el cliente, y el
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canal de comunicacio´n, se pueden observar elementos auxiliares que buscan
maximizar la eficiencia de la navegacio´n mediante la utilizacio´n de tecnicas
de cache y de prefetching, similares a las descritas en la seccio´n 2.3.
Figura 4.6: Configuracio´n cliente/servidor
Para la experimentacio´n se asumira´ que el ancho de banda del canal de
comunicacio´n es ilimitado, de esta forma despreciamos los efectos que pueda
llegar a tener el tiempo en que el cliente realiza peticiones. Aunque este factor
es determinante en el rendimiento general del sistema, no se constituye en un
elemento esencial a la hora de comparar diferentes modelos de prediccio´n.
La informacio´n de las mega-ima´genes, es representada como un conjunto
de bloques o subregiones obtenidos a partir de una particio´n regular de la
megaima´gen. As´ı, una peticio´n para visualizar una determinada regio´n o
ventana de intere´s (WOI por sus siglas en ingle´s-Window of Interest), es
entendida en el modelo como una peticio´n de un nu´mero determinado de
bloques correspondientes a esa regio´n.
La memoria cache´ es una entidad que puede almacenar una cantidad
limitada de bloques. Si alguno de los bloques almacenados corresponde a
una peticio´n del cliente, tenemos un evento denominado cache hit. En caso
de que la peticio´n no se encuentre tenemos un cache miss, y es necesario que
la peticio´n del usuario se envie´ al servidor.
Para ello utilizaremos una medida conocida como Cache Hit Ratio (CHR):
CHR =
Chit
N
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donde Chit corresponde al total de bloques almacenados en el cache´ que
cumple con las peticiones del usuario, y N corresponde al numero total de
peticiones.
Con el objetivo de conocer el impacto que un modelo de prediccio´n puede
tener en la calidad de la navegacio´n de ima´genes histopatolo´gicas durante el
proceso de diagno´stico, se analizaron las dos hipo´tesis de navegacio´n para un
sistema de alta reactividad y uno de baja reactividad descritas anteriormente.
Para el caso del sistema con alta reactividad se utilizaron los siguientes
modelos:
Modelo Esta´tico: En este modelo, los bloques contenidos en la regio´n
contenida por la ventana de intere´s actual del pato´logo, son almacena-
dos directamente en el cache´. Se supone que los mismos sera´n posteri-
ormente requeridos
Modelo Navegacio´n: En este modelo se construye una serie de estad´ısti-
cas sobre la navegacio´n del mouse para cada uno de los usuarios basadas
en navegaciones previas. Estas estad´ısticas son posteriormente utilizadas
para predecir hacia donde se dirige el experto. Corresponde a un ajuste
del parametro a=0, en la ecuacio´n descrita en la subseccio´n 4.2.2.
Modelo Navegacio´n+Mapas Relevancia: Este modelo combina el mod-
elo de navegacio´n anterior y los mapas de relevancia obtenidos con el
me´todo de asignacio´n de relevancia mediante el me´todo descrito ante-
riormente en la subseccio´n 4.2.2. El para´metro de combinacio´n a, fue
ajustado tras pruebas sucesivas en a=0.9.
Modelo Navegacio´n+Histograma de visitas: Corresponde al mismo de-
scrito en el item anterior. Sin embargo el mapa de relevancia corre-
sponde al histograma de visitas de los bloques obtenidas a partir del
conjunto de navegaciones reales. Este me´todo se considera el groundtruth.
Para observar el comportamiento de los modelos se recrearon las nave-
gaciones realizadas por 3 pato´logos sobre 8 Megaima´genes histopatolo´gicas
provenientes de diferentes espec´ımenes histopatolo´gicos, y que se encuentran
descritas en la seccio´n 4.3.1. Utilizando cada uno de los modelos expuestos
anteriormente se calcula la medida de cache-hit ratio para cada una de las
navegaciones. Finalmente se obtiene un promedio del desempen˜o en todas
las navegaciones para cada uno de los pato´logos, variando el taman˜o del
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cache (1 %, 3 %, 5 %, 7 %, 10 %, 15 % y 20 % del nu´mero total de bloques que
constituyen la mega-ima´gen).
Figura 4.7: Resultados con hipotesis de alta reactividad
De acuerdo a las figura 4.7, se observa que la informacio´n predictiva sum-
inistrada por el modelo de navegacio´n resulta ma´s precisa y determinante que
la suministrada por el modelo de asignacio´n de relevancia. Solo el ground
truth tuvo un desempen˜o superior, indicando que es necesaria una aprox-
imacio´n mayor al histograma de visitas para obtener una ganancia en el
desempen˜o.
En el caso de baja reactividad se implementan los siguientes esquemas de
prediccio´n:
Modelo LRU: Modelo que almacena en memoria u´nicamente los u´ltimos
bloques visitados. Los bloques menos visitados son susceptibles de ser
reemplazados durante la siguiente peticio´n del cliente.
Modelo Vecindad: En este modelo se almacena en memoria cache los
bloques que constituyen la vecindad de la ventana de intere´s actual. La
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vecindad de la regio´n de intere´s se define como aquellos bloques que
limitan con los bloques ma´s externos de los bloques requeridos en la
peticio´n actual.
Modelo Uniforme: A diferencia del modelo anterior, el proceso de se-
leccio´n al azar se realiza en una a´rea de la mega-imagen que contiene
la zona visualizada en un determinado momento. En este caso partic-
ular, la zona en cuestio´n corresponde a 1/4 del total del a´rea de la
mega-imagen.
Modelo basado en Mapa de Relevancia: En este modelo la memoria
cache´ es actualizada en cada operacio´n de visualizacio´n. Los bloques
almacenados en el cache corresponden a los que tengan mayor relevan-
cia(de acuerdo al me´todo para asignacio´n de relevancia descrito en la
seccio´n anterior) en un a´rea limitada de la mega-imagen que contiene
la posicio´n actual de la ventana en observacio´n. En este caso partic-
ular, la zona en cuestion corresponde a 1/4 del total del a´rea de la
mega-imagen.
De forma similar al caso de alta reactividad, se varia el taman˜o del
cache´ (1 %, 3 %, 5 %, 7 %, 10 %, 15 % y 20 % del nu´mero total de bloques
que constituyen la mega-ima´gen), y se procede a medir el nu´mero de cache
hits de cada uno de los modelos que se obtiene al recrear cada una de las
navegaciones realizadas previamente por los pato´logos.
Los resultados obtenidos (ver figuras 4.8 y 4.9) muestran que el me´to-
do desarrollado presenta una ganancia en la capacidad de prediccio´n con
respecto a una seleccio´n de bloques al azar sobre un a´rea determinada de
la mega-ima´gen (Me´todo Uniforme). A la vez presenta un desempen˜o sim-
ilar al de me´todos basados en las ventanas de intere´s actuales (vecindad y
LRU), y con taman˜os de cache´ lo suficientemente grandes se logra mejorar
el desempen˜o. En taman˜os menores de cache´ es evidente que estrategias sen-
cillas de seleccio´n ma´s sencillas (espec´ıficamente LRU) tienen ma´s impacto,
presumiblemente porque las peticiones de visualizacio´n presentan una redun-
dancia espacial considerablemente alta.
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Figura 4.8: Resultados con hipo´tesis de baja reactividad
Figura 4.9: Resultados con hipo´tesis de baja reactividad
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Cap´ıtulo 5
Conclusiones y Discusio´n
5.1. Conclusiones del Me´todo Propuesto
El me´todo desarrollado a lo largo de este trabajo presenta un paradigma
novedoso en el problema de anticipacio´n de trayectoria de observacio´n du-
rante la tarea de evaluacio´n diagno´stica de mega-ima´genes histopatolo´gicas.
Al dividir el problema de investigacio´n en la identificacio´n de regiones de in-
tere´s y el modelamiento de la transicio´n entre regiones de intere´s, fue posible
introducir conocimiento espec´ıfico del campo histopatolo´gico.
El me´todo de deteccio´n de relevancia presentado en este trabajo esta basa-
do en la seleccio´n de ejemplos para extraer regiones de intere´s diagno´stico en
ima´genes histopatolo´gicas. La informacio´n es integrada a partir de diferentes
caracter´ısticas de bajo nivel que son extra´ıdas de la la´mina virtual. Los re-
sultados indican que la introduccio´n de conocimiento del experto, a trave´s de
ejemplos positivos (negativos) tiene un impacto positivo en la identificacio´n
de estas regiones. De igual forma los experimentos demostraron que los mod-
elos computacionales de atencio´n visual, basados u´nicamente en informacio´n
de bajo nivel de las ima´genes, son inadecuados para resolver este problema,
probablemente porque las regiones estimados con estos modelos no siempre
estan relacionados con los patrones visuales que identifican las patolog´ıas.
Al analizar el impacto de la introduccio´n del conocimiento “a priori”,
representado como un mapa de relevancia de la imagen, en estrategias de
cache´/prefetching se reconocio´ que las caracter´ısticas del sistema de interfaz
(particularmente la reactividad del sistema) juegan un papel determinante.
En un sistema con reactividad alta, es decir una respuesta ra´pida a las peti-
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ciones del usuario de la interfaz y del sistema de cache´/prefetching, la in-
formacio´n proveniente del mapa de relevancia tiene un impacto casi nulo.
Esto se debe a que la informacio´n de posicio´n y velocidad del mouse du-
rante la transicio´n de regiones de la mega-ima´gen es muy confiable y permite
realizar una prediccio´n precisa. En sistemas con reactividad baja, la formu-
lacio´n de pol´ıticas de prefetching basadas en el conocimiento espec´ıfico de la
imagen resulta competitivo con te´cnicas ma´s naturales(tradicionales) como
el cache´ LRU (Least Recently Used) y prefetching de bloques vecinos. Los
resultados en la seccio´n 4.2 muestran que el desempen˜o puede superar estos
me´todos tradicionales, si se dispone de un cache´ lo suficientemente grande.
Una conclusio´n importante de este trabajo es que la utilizacio´n de diversas
caracter´ısticas y me´tricas permite generalizar el me´todo a diferentes tipos de
muestras histopatolo´gicas obteniendo resultados consistentes. Es importante
notar que las regiones de intere´s dependen del tipo de espe´cimen histopa-
tolo´gico y que son sustancialmente diferentes entre s´ı. La generalidad del
me´todo esta basada en la propiedad de representar cada una de las ima´genes
mediante diferentes caracter´ısticas y me´tricas, y en la posterior integracio´n de
e´stas. Esta integracio´n se realiza de tal forma que se promueven de forma ma´s
fuerte aquellas caracter´ısticas que poseen un mayor poder discriminativo.
5.2. Trabajo Futuro
El trabajo desarrollado explora la utilizacio´n de conocimiento del experto
en la formulacio´n de estrategias de cache´-prefetching. El enfoque utilizado
se basa en el uso de varios subprocesos que llevan a cabo la identificacio´n
de regiones de intere´s y el modelamiento de transicio´n entre estas regiones.
Cada uno de ellos es susceptible de ser analizado y mejorado.
El principal componente del me´todo es la estrategia de deteccio´n de rel-
evancia. Las variables de esta estrategia estan asociadas al taman˜o de la
particio´n de la la´mina virtual, la seleccio´n de bloques de ejemplo y el pro-
ceso de integracio´n de caracter´ısticas. Con respecto al primer elemento, es
cuestionable si el taman˜o utilizado captura realmente las caracter´ısticas prin-
cipales de una regio´n de intere´s. La seleccio´n de bloques de ejemplo es funcio´n
de la experticia del pato´logo, pero en algunos casos podr´ıa extenderse a la
utilizacio´n de un conjunto de bloques. Por esta razo´n ser´ıa interesante de-
sarrollar una representacio´n compacta de los bloques de ejemplo, pues con
cada bloque nuevo la cantidad de procesamiento necesaria aumenta exponen-
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cialmente. En cuanto a las estrategias de integracio´n es pertinente continuar
estudiando estrategias que permitan una seleccio´n de caracter´ısticas con alto
poder discriminativo.
El segundo proceso en el me´todo consiste en establecer mecanismos que
modelen el cambio entre las regiones de intere´s. Para modelar esta accio´n, se
utilizo´ una sencilla hipo´tesis: El cambio se realiza hacia los bloques de la im-
agen que tengan una relevancia alta y esten en un vecindario arbitrariamente
determinado. Si bien este supuesto es razonable dentro de la tarea de bu´sque-
da visual, no tiene en cuenta elementos importantes como la dimensio´n de la
ventana de observacio´n y la revisita de regiones. Un paradigma interesante
podr´ıa ser la utilizacio´n de modelos generadores de secuencias, similares a
los de cambio en el foco de atencio´n durante los movimientos saca´dicos, para
generar histogramas de visitas teniendo en cuenta las dimensiones de la ven-
tana de visualizacio´n (alta magnificacio´n).
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