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The bounds of the smallest and largest eigenvalues for rank-one modification of the
Hermitian matrices are studied in this paper. The sharper bounds are obtained. Numerical
examples illustrate that our bounds give accurate estimates.
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1. Introduction
Eigenvalue problems have lots of applications in science and engineering such as structure calculation, calculation of
the propagation modes in optical fiber, and absorptive photonic crystals. Recently, rank-one modification of the symmetric
eigenvalue problems has been discussed by Huang et al. in [1]. Ding and Zhou studied a spectral perturbation theorem for
rank-one updated matrices of special structure in [2], and considered two applications of the result. Eigenvalue bounds for
perturbations of Hermitian matrices have been considered by Ipsen and Nadler in [3]. In this paper, we consider the bounds
of the smallest and the largest eigenvalues for rank-onemodification of the Hermitianmatrices. The ideas of this paper were
motivated by ones of [2,3]. The results of this paper extend ones of [2], are sharper than ones of [3] under some assumptions.
We study the following form
[A± yy∗]x = λx, (1.1)
where A is a Hermitian matrix, y is a complex column vector.
The paper is organized as follows. In Section 2 we give some notations and present the bounds of the smallest eigenvalue
and the largest eigenvalue for the Hermitian rank-onemodification. In Section 3 we consider some examples for illustrating
our bounds.
2. The bounds of the smallest eigenvalue and the largest eigenvalue
For convenience, ∥ • ∥ denotes the 2-norm of matrix •, and ei denotes the ith column of the identity matrix. A∗ and A
denote the conjugate transpose and the complex conjugation of a matrix A, respectively. Let A be a Hermitian matrix, then
A can be factorized as
A = VΛV ∗,
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where V = (v1, . . . , vn) is a unitary matrix consisting of eigenvectors of A associated with eigenvalues λ1, . . . , λn, and
Λ = diag(λ1, . . . , λn). The eigenvalues of a Hermitian matrix A ∈ Cn×n are numbered in an increasing order of magnitude
λmin(A) ≡ λn ≤ · · · ≤ λ1 ≡ λmax(A).
For an n dimensional vector y let a j− i+ 1 dimensional vector yi:j be defined by
yi:j ≡ (vi, . . . , vj)∗y, 1 ≤ i ≤ j ≤ n.
In the following, we recall the well-known theorem which shows the interlacing properties between the eigenvalues of
a Hermitian matrix A and its constant rank-one modified matrix A± yy∗.
Theorem 2.1 ([4–6]). Suppose B , A+ τyy∗ where A ∈ Cn×n is Hermitian, y ∈ Cn and τ ∈ R. If τ = 1, then
λn(A) ≤ λn(B) ≤ λn−1(A) ≤ λn−1(B) ≤ · · · ≤ λ1(A) ≤ λ1(B) ≤ λ1(A)+ ∥y∥2
while if τ = −1 then
λn(A)− ∥y∥2 ≤ λn(B) ≤ λn(A) ≤ λn−1(B) ≤ λn−1(A) ≤ · · · ≤ λ1(B) ≤ λ1(A).
In order to obtain our results, the following three lemmas are given.
Lemma 2.1. Let Λ = diag(λ1, . . . , λn) and

aei
b

(ae∗i b¯) where ei denotes the ith column of the identity matrix of order n− 1,
and a ≥ 0 and b are two scalars. Then the eigenvalues of Λ +

aei
b

(ae∗i b¯) are the eigenvalues of

λi 0
0 λn

+

a
b

(a b¯), and
λj, j ≠ i, j ≠ n.
Proof. According to the definition ofmatrix eigenvalues,we have the characteristic equation of

Λ+

aei
b

(ae∗i b¯)

as follows
det

λI −Λ−

aei
b

(ae∗i b¯)

=

j≠i, j≠n
(λ− λj)× det

λ− λi − a2 −ab¯
−ab λ− λn − |b|2

= 0.
Since

λi + a2 ab¯
ab λn + |b|2

=

λi 0
0 λn

+

a
b

(a b¯), we know that the eigenvalues of

λi 0
0 λn

+

a
b

(a b¯)are the eigenvalues
ofΛ+

aei
b

(ae∗i b¯). 
Lemma 2.2. Let A =

x 0
0 c

+

a
b

(a b¯), a > 0, b ≠ 0. Then λmin(A) is a monotone increasing function in x.
Proof. According to the definition of the matrix eigenvalues, we have the characteristic equation of A as follows
det(λI − A) = λ2 − (x+ a2 + ∥b∥2 + c)λ+ (x+ a2)(∥b∥2 + c)− a2∥b∥2.
So,
λmin(A) = 12

(x+ a2 + ∥b∥2 + c)−

(x+ a2 − ∥b∥2 − c)2 + 4a2∥b∥2.
Furthermore, we can easily obtain that dλmin(A)dx ≥ 0, i.e., λmin(A) is a monotone increasing function in x. 
Similarly to Lemma 2.2, the following lemma is obtained.
Lemma 2.3. Let A =

x 0
0 c

−

a
b

(a b¯), a > 0, b ≠ 0. Then λmin(A) is a monotone increasing function in x.
Theorem 2.2 (Smallest Eigenvalue). Let A ∈ Cn×n be Hermitian, y ∈ span{v1, . . . , vi, vn}, i = 1, . . . , n− 1, and
Li± ≡

λi 0
0 λn

±
∥y1:i∥
yn
 ∥y1:i∥ yn .
Then ℓi ≤ λn(A+ yy∗) and λ2(Li−) ≤ λn(A− yy∗), where ℓi , min{λn−1, λ2(Li+)},
λn(A) ≤ ℓi ≤ λn−1(A),
and
λn(A)− ∥y∥2 ≤ λ2(Li−) ≤ λn(A).
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Proof. For convenience, we abbreviate λi ≡ λi(A), 1 ≤ i ≤ n, in this proof. Due to the fact that A is a Hermitian matrix, A
can be factorized as
A = VΛV ∗,
where V = (v1, . . . , vn) is a unitary matrix, andΛ = diag(λ1, . . . , λn).
Lower bounds. Let u be an eigenvector associatedwith the smallest eigenvalue of (A+yy∗), i.e., (A+yy∗)u = λn(A+yy∗)u,
where ∥u∥ = 1. Let z = V ∗u, then ∥z∥ = 1.
Now consider
λn(A+ yy∗) = u∗(A+ yy∗)u
= z∗V ∗(A+ yy∗)Vz
= z∗V ∗AVz + z∗V ∗yy∗Vz
= z∗Λz + |y∗Vz|2
= z∗Λz + |y∗1:nz|2
= z∗(Λ+ y1:ny∗1:n)z.
Since y ∈ span{v1, . . . , vi, vn}, we know yi+1:n−1 is a zero vectorwhose order is n−i. According to theHouseholder reflection,
we can get a unitary matrix Qi whose order is i so that Qiy1:i = ∥y1:i∥ei, and setwi =

Qi 0
0 In−i

z. Then ∥wi∥ = 1 and
λn(A+ yy∗) ≥ w∗i


λiIi
λi+1
. . .
λn
+

∥y1:i∥ei
0
...
yn
 (∥y1:i∥e∗i 0 · · · yn)
wi
≥ λn


λiIi
λi+1
. . .
λn
+

∥y1:i∥ei
0
...
yn
 (∥y1:i∥e∗i 0 · · · yn)

= min{λn−1, λ2(Li+)} (By Lemma 2.1).
= ℓi.
Now consider the negative semidefinite modification. As above one shows
λn(A− yy∗) ≥ λn


λiIi
λi+1
. . .
λn
−

∥y1:i∥ei
0
...
yn
 (∥y1:i∥e∗i 0 · · · yn)

= min{λn−1, λ2(Li−)}
≥ λ2(Li−). (By Theorem 2.1). 
Remark 2.1. According to Lemmas 2.2 and 2.3, the results of Theorem 2.2 are sharper than the lower bounds of Theorem 2.1
in Ref. [3] if i ≤ n− 2; the results of Theorem 2.2 are the same with the lower bounds of Theorem 2.1 in Ref. [3] if i = n− 2.
Lemma 2.4. Let A =

c 0
0 x

±

a
b

(a¯ b), a ≠ 0, b > 0. Then λmax(A) is a monotone increasing function in x.
Theorem 2.3 (Largest Eigenvalue). Let A ∈ Cn×n be Hermitian, y ∈ span{v1, vi, . . . , vn}, i = 2, . . . , n, and
Ui± ≡

λ1 0
0 λi

±

y1
∥yi:n∥
 
y1 ∥yi:n∥

, i = 2, . . . , n.
Then λ1(A+ yy∗) ≤ λ1(Ui+), and λ1(A− yy∗) ≤ δi, where δi , max{λ2, λ1(Ui−)},
λ1(A) ≤ λ1(Ui+) ≤ λ1(A)+ ∥y∥2,
and
λ2(A) ≤ δi ≤ λ1(A).
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Table 1
n = 100, B = A+ y ∗ y∗ .
i = 40
Real New Old
10.4640 10.4593 10.1000
10.7196 10.7123 10.1714
11.2956 11.2734 10.2418
i = 80
13.9665 13.2672 10.4932
10.2965 10.2547 10.0405
11.1184 10.9540 10.1522
Proof. Let u be an eigenvector associated with the largest eigenvalue of (A + yy∗), i.e., (A + yy∗)u = λ1(A + yy∗)u, where
∥u∥ = 1. Let z = V ∗u, then ∥z∥ = 1.
Now consider
λ1(A+ yy∗) = u∗(A+ yy∗)u
= z∗V ∗(A+ yy∗)Vz
= z∗V ∗AVz + z∗V ∗yy∗Vz
= z∗Λz + |y∗Vz|2
= z∗Λz + |y∗1:nz|2
= z∗(Λ+ y1:ny∗1:n)z.
Since y ∈ span{v1, vi, . . . , vn}, we know y2:i−1 is a zero vector of order i−2. According to the Householder reflection, we can
get a unitary matrix Qn−i+1 whose order is n− i+ 1 so that Qiyi:n = ∥yi:n∥ei, and set wi =

Ii−1 0
0 Qn−i+1

z. Then ∥wi∥ = 1
and
λ1(A+ yy∗) ≤ w∗i


λ1
. . .
λi−1
λiIn−i+1
+

y1
...
0
∥yi:n∥ei
y1 · · · 0 ∥yi:n∥e∗i 
wi
≤ λ1


λ1
. . .
λi−1
λiIn−i+1
+

y1
...
0
∥yi:n∥ei
y1 · · · 0 ∥yi:n∥e∗i 

= λ1(Ui+). (By Theorem 2.1).
Now consider the negative semidefinite modification. As above one shows
λ1(A− yy∗) ≤ λ1


λ1
. . .
λi−1
λiIn−i+1
−

y1
...
0
∥yi:n∥ei
y1 · · · 0 ∥yi:n∥e∗i 

= max{λ2, λ1(Ui−)}
= δi. 
Remark 2.2. According to Lemma 2.4, the results of Theorem 2.3 are sharper than the upper bounds of Theorem 2.4 in
Ref. [3] if i ≥ 2; the results of Theorem 2.3 are the same with the upper bounds of Theorem 2.4 in Ref. [3] if i = 2.
3. Numerical examples
In this section, we give some examples to illustrate our results. All the numerical experiments were performed with
MATLAB 2009a. ‘‘Real’’ denotes the exact eigenvalues of matrix A ± y ∗ y∗. ‘‘New’’ and ‘‘Old’’ denote the bounds which are
obtained in this paper and Ref. [3], respectively. For illustrating the results, three types of the vector y are computed for
the same i. In order to repeat the results, the vectors y are obtained by the first three random vectors when MATLAB was
opened.
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Table 2
n = 400, B = A+ y ∗ y∗ .
i = 40
Real New Old
10.4790 10.4784 10.0551
14.5330 14.5313 10.9757
10.8826 10.8823 10.2443
i = 80
10.7481 10.7464 10.1046
13.0807 13.0718 10.2938
10.0753 10.0098 10.0751
Table 3
n = 100, B = A− y ∗ y∗ .
i = 40
Real New Old
6.4322 6.2993 −61.9432
9.5838 9.5752 −28.4391
4.3571 4.2965 −21.5416
i = 80
6.0092 3.0421 −94.6832
9.5268 9.2969 −69.5658
3.7005 1.7494 −58.6425
Table 4
n = 400, B = A− y ∗ y∗ .
i = 40
Real New Old
9.5009 9.5003 −58.8344
5.3860 5.3842 −19.4029
9.1053 9.1050 −7.1431
i = 80
9.4959 9.4936 −91.6915
5.3436 5.3334 −49.5031
9.0915 9.0896 −57.6337
Table 5
The upper bounds of the largest eigen-
value are showed when B = A+ y ∗ y∗ .
i = 40
Real New Old
150.5164 151.2321 208.9408
151.3780 152.3743 202.4970
151.7951 155.2506 217.8921
i = 80
150.3347 150.3430 173.1850
150.8488 150.8559 161.4258
151.0854 151.1212 180.2103
Example 3.1. Let A = 10 ∗ diag(n : −1 : 1) and n = 100, 400, y = 10 ∗ randn(n), and y(i + 1 : n − 1) = 0, i = 40, 80.
Tables 1–4 are the comparison results of Theorem 2.2.
Example 3.2. Let A = diag(150 : −2 : −50) and n = length(150 : −2 : −50), y = randn(n), and y(i+ 1 : n− 1) = 0, i =
40, 80. Tables 5 and 6 are the comparison results of Theorem 2.3.
According to two examples, we can conclude that our bounds can give accurate estimates for some vectors y.
Furthermore, the bounds of the interior eigenvalues are also considered under some special the rank-one modifications.
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Table 6
The lower bounds of the smallest eigen-
value are showed when B = A− y ∗ y∗ .
i = 40
Real New Old
−51.3534 −51.9174 −126.9992
−51.4957 −51.7155 −96.3471
−50.2218 −50.2383 −83.5523
i = 80
−56.4934 −120.2829 −159.8737
−55.7964 −100.2210 −139.3579
−50.5828 −80.9684 −120.7436
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