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Fundamental solutions of the
Knizhnik-Zamolodchikov equation of one variable
and the Riemann-Hilbert problem
OI, Shu∗ UENO, Kimio†
Abstract
In this article, we derive multiple polylogarithms from multiple zeta
values by using a recursive Riemann-Hilbert problem of additive type.
Furthermore we show that this Riemann-Hilbert problem is regarded as
an inverse problem for the connection problem of the KZ equation of
one variable, so that the fundamental solutions to the equation are de-
rived from the Drinfel’d associator by using a Riemann-Hilbert problem
of multiplicative type. These results say that the duality relation for the
Drinfel’d associator can be interpreted as the solvability condition for this
inverse problem.
1 Introduction
In [OiU2], we showed that the polylogarithms Lik(z) are characterized by the
inversion formula of polylogarithms
Lik(z) +
k−1∑
j=1
(−1)j logj z
j!
Lik−j(z) + Li2,1,...,1︸︷︷︸
k−2
(1− z) = ζ(k), (1.1)
which is viewed as a recursive Riemann-Hilbert problem of additive type. Gen-
eralizing this scheme, we give a characterization of the multiple polylogarithms
of one variable Lik1,...,kr(z).
The multiple polylogarithms of one variable are holomorphic functions on
|z| < 1 determined by the Taylor expansions
Lik1,...,kr (z) =
∑
n1>···>nr>0
zn1
nk11 · · ·n
kr
r
(1.2)
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where r ≥ 1, k1, . . . , kr ≥ 1. By using iterated integrals (2.13), they can be
expressed as
Lik1,...,kr (z) =
∫ z
0
(dz
z
)k1−1 dz
1− z
· · ·
(dz
z
)kr−1 dz
1− z
, (1.3)
and can be continued onto P1 \ {0, 1,∞} as many-valued analytic functions
along the integral path, where P1 denotes the Riemann sphere.
The generating function (2.20) of the multiple polylogarithms yields a fun-
damental solution of the Knizhnik-Zamolodchikov equation (the KZ equation,
for short) of one variable. This is an ordinary differential equation
dG
dz
=
(
X0
z
+
X1
1− z
)
G (1.4)
defined on the moduli space
M0,4 = P
1 \ {0, 1,∞},
where X0, X1 are generators of the free Lie algebra X = C{X0, X1}, which is
a Lie algebra derived from the lower central series of the fundamental group of
M0,4 [I]. The 1-forms ξ0 =
dz
z
and ξ1 =
dz
1−z are considered as dual variables of
X0, X1 and generate a shuffle algebra. This algebra describes iterated integrals
of the forms ξ0 and ξ1.
Moreover the connection matrix between the fundamental solution L(0)(z)
of (1.4) normalized at z = 0 (see Section 2, Proposition 6) and the fundamental
solution L(1)(z) normalized at z = 1 is given by the Drinfel’d associator ΦKZ;
namely (
L(1)(z)
)−1
L(0)(z) = ΦKZ. (1.5)
The elements L(0), L(1) and ΦKZ are grouplike elements of U˜(X) = C〈〈X0, X1〉〉,
which denotes the non-commutative formal power series algebra of the variables
X0, X1.
The Drinfel’d associator ΦKZ is expressed as the generating function (2.31)
of the multiple zeta values
ζ(k1, k2, . . . , kr) =
∑
n1>···>nr>0
1
nk11 · · ·n
kr
r
. (1.6)
In [OkU], it was shown that the connection relation (1.5) is equivalent to the
system of the functional relations (3.1) among extended multiple polylogarithms∑
uv=w
Li(τ(u); 1 − z) Li(v; z) = ζ(reg10(w)), (1.7)
referred to as “the generalized inversion formulas.” Here w denotes a word of
ξ0 and ξ1. This system contains the inversion formulas (1.1) of polylogarithms
as the special case of w = ξk−10 ξ1. The duality relations of multiple zeta values
ζ(reg10(w)) = ζ(reg10(τ(w))) (1.8)
is included in these relations.
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In this article, we consider an inverse problem for the generalized inversion
formulas (1.7), and show that this problem is nothing but a recursive Riemann-
Hilbert problem (or a Plemelj-Birkhoff decomposition) of additive type [Bi], [M],
[P]. For any word w of ξ0, ξ1, and a certain asymptotic condition, this problem
has a unique solution (Theorem 10).
Furthermore this result can be interpreted as an inverse problem for the con-
nection problem of the KZ equation (1.5). Thus one can establish the existence
and uniqueness of a solution F (0)(z) and F (1)(z) to the equation(
F (1)(z)
)−1
F (0)(z) = ΦKZ (1.9)
under certain assumptions (Theorem 12). In other words, the solutions L(0)(z)
and L(1)(z) are completely characterized by the Riemann-Hilbert problem of
multiplicative type (1.9).
This article is organized as follows: In Section 2, we prepare some termi-
nologies about free Lie algebras and shuffle algebras, and survey the connection
problem of the KZ equation of one variable due to [OkU] and [OiU1]. In Section
3, we consider in details the generalized inversion formulas. We prove the gen-
eralized inversion formulas independently of the connection relation (1.5), and
show that the duality relation (1.8) is obtained as the consistency condition.
In Section 4, we formulate and solve the recursive Riemann-Hilbert problem of
additive type corresponding to the inverse problem for the generalized inver-
sion formulas. Finally, in Section 5, we consider the inverse problem for the
connection problem of the KZ equation and show that it has a unique solution.
Acknowledgment The second author is supported by JSPS KAKENHI Grant
Number 25400054.
2 The connection problem of the KZ equation
of one variable
Let X = C{X0, X1} be the free Lie algebra generated by X0 and X1 and
U = U(X) be the universal enveloping algebra of X. U is the non-commutative
polynomial algebra C〈X0, X1〉 generated by X0, X1 with the unit I.
The algebra U has a co-commutative Hopf algebra structure by the following
coproduct ∆, the counit ε as algebra morphisms and the antipode ρ as an anti-
algebra morphism:
∆(Xi) = I⊗Xi +Xi ⊗ I,
ε(Xi) = 0,
ρ(Xi) = −Xi.
The Hopf algebra U has a grading defined by the length of words;
U =
∞⊕
s=0
Us. (2.1)
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We also denote by U˜ = U˜(X) the completion of U with respect to this grading.
U˜ is the non-commutative formal power series algebra C〈〈X0, X1〉〉.
Let S = S(ξ0, ξ1) be a shuffle algebra generated by 1-forms
ξ0 =
dz
z
, ξ1 =
dz
1− z
. (2.2)
This is the non-commutative polynomial algebra C〈ξ0, ξ1〉 generated by ξ0, ξ1
with the shuffle product x. The shuffle product is defined recursively as
w x 1 = 1x w = w,
(ξi1w1) x (ξi2w2) = ξi1(w1 x (ξi2w2)) + ξi2((ξi1w1) xw2),
where 1 is the unit of C〈ξ0, ξ1〉 (that is, 1 stands for the empty word) and
w,w1, w2 are words of C〈ξ0, ξ1〉.
By virtue of Reutenauer [R], S is an associative commutative algebra and
has a Hopf algebra structure by the coproduct
∆∗(ξi1 · · · ξir ) =
r∑
k=0
ξi1 · · · ξik ⊗ ξik+1 · · · ξir
(we regard ξi1 · · · ξi0 (at k = 0) and ξir+1 · · · ξir (at k = r) as 1), the counit
ε∗(ξi) = 0 and the antipode ρ
∗(ξi1 · · · ξir ) = (−1)
rξir · · · ξi1 .
The shuffle algebra
S =
∞⊕
s=0
Ss (2.3)
is also a graded Hopf algebra with the grading defined by the length of words.
The dual of this Hopf algebra is the algebra U˜ defined above with respect to the
pairing
〈ξi1 · · · ξir , Xj1 · · ·Xjs〉 =
{
1 (r = s, ik = jk for 1 ≤ k ≤ r),
0 (otherwise).
In what follows, we denote conveniently the sum over all words w in S by∑
w∈S
(or similar notations), and the dual element of w by the capital letter W
(that is, for w = ξi1 · · · ξir ∈ S, the capitalizationW stands for Xi1 · · ·Xir ∈ U).
The following lemmas are basic and will be used in Section 5.
Lemma 1. A U˜-valued function
F (z) =
∑
w∈S
f(w; z)W,
which is holomorphic at z = 0 and F (0) = I, is grouplike if and only if f(w; z)
is a shuffle homomorphism.
Lemma 2. If a U˜-valued function
F (z) =
∑
w∈S
f(w; z)W
4
is grouplike, holomorphic at z = 0 and F (0) = I, the reciprocal of F (z) is written
as
(F (z))
−1
=
∑
w∈S
f(w; z)ρ(W ) =
∑
w∈S
f(ρ∗(w); z)W. (2.4)
We denote by S0 and S10 the subalgebras of S defined as
S0 = C1+ Sξ1,
S10 = C1+ ξ0Sξ1.
S has polynomial ring structures as follows:
Proposition 3 ([R]). S is a polynomial algebra of ξ0 whose coefficients are in
S0, and is a polynomial algebra of ξ0, ξ1 whose coefficients are in S
10;
S = S0[ξ0] = S
10[ξ0, ξ1]. (2.5)
That is, any word w in S can be written as
w =
∑
j
wj x ξ
j
0 =
∑
i,j
ξi1 x wij x ξ
j
0 (2.6)
uniquely, where wj ∈ S
1 and wij ∈ S
10.
We define the regularizing maps reg0 and reg10 as picking up the constant
terms of a word with respect to the decomposition (2.6):
reg0 : S = S0[ξ0]→ S
0, u =
∑
wj x ξ
j
0 7→ w0 (wj ∈ S
0),
reg10 : S = S10[ξ0, ξ1]→ S
10, u =
∑
ξi1 x wij x ξ
j
0 7→ w00 (wij ∈ S
10).
The maps reg0 and reg10 are shuffle homomorphisms and are calculated by
the following lemma. This lemma was implicitly shown in [IKZ].
Lemma 4 ([IKZ]). (i) For a word u ∈ S0, we have
uξn0 =
n∑
j=0
reg0(uξn−j0 ) x ξ
j
0, (2.7)
reg0(uξn0 ) =
n∑
j=0
(−1)j(uξn−j0 )x ξ
j
0. (2.8)
(ii) For a word u ∈ S10, we have
ξm1 uξ
n
0 =
m∑
i=0
n∑
j=0
ξi1 x reg
10(ξm−i1 uξ
n−j
0 )x ξ
j
0, (2.9)
reg10(ξm1 uξ
n
0 ) =
m∑
i=0
n∑
j=0
(−1)i+jξi1 x (ξ
m−i
1 uξ
n−j
0 ) x ξ
j
0. (2.10)
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Let D0 and D1 be domains on C defined by
D0 = C \ {z = x | x ≥ 1}, (2.11)
D1 = C \ {z = x | x ≤ 0}. (2.12)
For a word w = ξi1 · · · ξir ∈ S
0 (that is, ir = 1), we define an iterated integral
∫ z
0
w =
1 (w = 1),∫ z
0
ξi1
(∫ z
0
ξi2 · · · ξir
)
(otherwise)
(2.13)
recursively and extend it to S0 as a linear map.
For z ∈ D0 and w = ξi1 · · · ξir ∈ S
0, we define the multiple polylogarithms
of one variable Li(w; z) as
Li(w; z) =
∫ z
0
w =
∫ z
0
ξi1 · · · ξir . (2.14)
These are holomorphic functions on D0 and have Taylor expansions
Li(ξk1−10 ξ1 · · · ξ
kr−1
0 ξ1; z) =
∑
n1>n2···>nr>0
zn1
nk11 · · ·n
kr
r
(|z| < 1), (2.15)
which coincides with Lik1,...,kr(z). In what follows, we consider the multiple
polylogarithms only of one variable, so we omit “of one variable.”
We extend Li(w; z) to S as follows: For a word w =
∑
j wj x ξ
j
0 (wj ∈ S
0),
we set an extended multiple polylogarithm by
Li(w; z) =
∑
j
Li(wj ; z)
logj z
j!
(2.16)
Here log z is defined as the principal value on D1. These extended multiple
polylogarithms are holomorphic on D0 ∩D1, and the map
Li(•; z) : S −→ C, w 7−→ Li(w; z) (z ∈ D0 ∩D1) (2.17)
is a shuffle homomorphism.
Lemma 5 ([HPH][Ok]). The extended multiple polylogarithms satisfy the fol-
lowing recursive differential relations:
d
dz
Li(ξ0u; z) =
Li(u; z)
z
,
d
dz
Li(ξ1u; z) =
Li(u; z)
1− z
, (2.18)
where u is a word of S.
We observe that the extended multiple polylogarithms can be continued
onto P1 \ {0, 1,∞} as many-valued analytic functions along the integral paths
of (2.14).
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If w = ξk1−10 ξ1 · · · ξ
kr−1
0 ξ1 ∈ S
10, the limit of Li(w; z) as z tends to 1 in
D0 ∩D1 converges and defines multiple zeta values:
ζ(w) = lim
z→1
z∈D0∩D1
Li(w; z) =
∑
n1>n2···>nr>0
1
nk11 · · ·n
kr
r
. (2.19)
The multiple zeta values ζ(w) are denoted by ζ(k1, . . . , kr) as usual.
Under these notations, the specific solution to the equation (1.4) can be
written as follows:
Proposition 6 ([OiU1], [OkU]). The KZ equation of one variable (1.4) has the
solution L(0)(z) which satisfies the asymptotic condition
L(0)(z) = L̂(0)(z)zX0 ,
where L̂(0)(z) is holomorphic at z = 0 and L̂(0)(0) = I.
The solution L(0)(z) is uniquely characterized by this condition and is a
grouplike element of U˜ .
Furthermore the solution L(0)(z) is expressed as
L(0)(z) =
∑
w∈S
Li(w; z)W (2.20)
=
(∑
w∈S
Li(reg0(w); z)W
)
zX0 (2.21)
= (1 − z)−X1
(∑
w∈S
Li(reg10(w); z)W
)
zX0 . (2.22)
We call the solution L(0)(z) the fundamental solution of (1.4) normalized at
z = 0. We also refer to the solution
L(1)(z) = L̂(1)(z)(1− z)−X1 , (2.23)
where L̂(1)(z) is holomorphic at z = 1, L̂(1)(1) = I, as the fundamental solution
normalized at z = 1.
With respect to the transformation t : z 7→ 1− z, we introduce the automor-
phism t∗ on S by
t∗(ξ0) = −ξ1, t
∗(ξ1) = −ξ0, (2.24)
which is the pull back induced from t, and also introduce the automorphism t∗
on U by
t∗(X0) = −X1, t∗(X1) = −X0, (2.25)
which is the dual map of t∗. Let τ : S → S be an anti-automorphism defined
by τ = t∗ ◦ ρ∗, that is,
τ(ξ0) = ξ1, τ(ξ1) = ξ0. (2.26)
Furthermore put T = t∗ ◦ ρ which is an anti-automorphism on U satisfying
T (X0) = X1, T (X1) = X0. (2.27)
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Using the transformation t and the automorphism t∗ , the fundamental so-
lution L(1) of the KZ equation (1.4) normalized at z = 1 is written as
L(1)(z) =
∑
w∈S
Li(w; 1− z)t∗(W ) (2.28)
=
(∑
w∈S
Li(reg0(w); 1 − z)t∗(W )
)
(1 − z)−X1 (2.29)
= zX0
(∑
w∈S
Li(reg10(w); 1 − z)t∗(W )
)
(1− z)−X1 . (2.30)
The connection relation between L(0) and L(1) is described as follows:
Proposition 7 ([D][OkU]). (i) The connection matrix between L(0)(z) and
L(1)(z) is given by the Drinfel’d associator
ΦKZ = ΦKZ(X0, X1) =
∑
w∈S
ζ(reg10(w))W. (2.31)
That is, the connection formula reads
L(0)(z) = L(1)(z)ΦKZ. (2.32)
(ii) The connection formula (2.32) is equivalent to the system of relations∑
uv=w
Li(τ(u); 1− z) Li(v; z) = ζ(reg10(w)) (2.33)
for all words w ∈ S.
We call the relations (2.33) the generalized inversion formulas for extended
multiple polylogarithms.
This proposition follows from the representation (2.22), (2.30), Lemma 2,
and the definition (2.19) of the multiple zeta values.
3 The generalized inversion formulas for the ex-
tended multiple polylogarithms
According to Proposition 7, the generalized inversion formulas (2.33) is equiv-
alent to the connection problem of the KZ equation of one variable. However
we can show these formulas independently of the connection problem of the KZ
equation.
Proposition 8. For any word w ∈ S, the generalized inversion formula∑
uv=w
Li(τ(u); 1 − z) Li(v; z) = ζ(reg10(w)) (3.1)
holds.
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To prove this, it is enough to show the following lemma. This lemma also
plays a key role to prove Theorem 10 in Section 4.
Lemma 9. (i) We have
d
dz
(∑
uv=w
Li(τ(u); 1 − z) Li(v; z)
)
= 0. (3.2)
(ii) For any word w in S, we have
lim
z→1,
z∈D0∩D1
∑
uv=w
Li(τ(u); 1 − z) Li(v; z) = ζ(reg10(w)), (3.3)
lim
z→0,
z∈D0∩D1
∑
uv=w
Li(τ(u); 1 − z) Li(v; z) = ζ(reg10(τ(w)). (3.4)
Proof. (i) We represent the differential recursive relations (2.18) in terms of the
exterior derivative with respect to the variable z;
dLi(ξiw; z) = ξi Li(w; z) (i = 0, 1).
From this, it follows that
dLi(τ(ξi)w; 1 − z) = −ξi Li(w; z) (i = 0, 1).
Hence, for a word w = ξi1 · · · ξir , we have
d
( ∑
uv=w
Li(τ(u); 1 − z) Li(v; z)
)
= d
(
r∑
k=0
Li(τ(ξi1 · · · ξik); 1− z) Li(ξik+1 · · · ξir ; z)
)
= ξi1 Li(ξi2 · · · ξir ; z)
+
r−1∑
k=1
(
− ξik Li(τ(ξi1 · · · ξik−1); 1− z) Li(ξik+1 · · · ξir ; z)
+ ξik+1 Li(τ(ξi1 · · · ξik); 1− z) Li(ξik+2 · · · ξir ; z)
)
− ξir Li(τ(ξi1 · · · ξir−1 ); 1− z)
= ξi1 Li(ξi2 · · · ξir ; z)− ξi1 Li(ξi2 · · · ξir ; z) + ξir Li(τ(ξi1 · · · ξir−1 ); 1− z)
− ξir Li(τ(ξi1 · · · ξir−1 ); 1− z)
= 0.
(ii) For a word w = ξr0 or w = ξ
r
1 , the both sides of (3.3) and (3.4) are trivially
zero. For a word w = ξk1w
′ξl0, w
′ ∈ S10, we will prove (3.3). One can similarly
prove (3.4).
For w = ξk1w
′ξl0, w
′ ∈ S10, we have∑
uv=w
Li(τ(u); 1 − z) Li(v; z)
=
k∑
i=0
Li(τ(ξi1); 1− z) Li(ξ
k−i
1 w
′ξl0; z) +
∑
uv=w′ξl0
u6=1
Li(τ(ξk1u); 1− z) Li(v; z). (3.5)
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For the second term of the right hand side of (3.5), by putting u = ξ0u
′, we
obtain
Li(τ(ξk1u); 1− z) Li(v; z) = Li(τ(ξ
k
1 ξ0u
′); 1− z) Li(v; z)
= Li(τ(u′)ξ1ξ
k
0 ); 1− z) Li(v; z)
=
k∑
s=0
Li(reg0(τ(u′)ξ1ξ
k−s
0 )); 1 − z)
logs(1− z)
s!
Li(v; z).
Since reg0(τ(u′)ξ1ξ
k−s
0 ) 6= 1 so that
Li(reg0(τ(u′)ξ1ξ
k−s
0 )); 1− z) = O(1 − z) (z → 1),
and Li(v; z) diverges at most of logarithmic order as z → 1, we have
Li(τ(ξk1u); 1− z) Li(v; z)→ 0 (z → 1). (3.6)
Next, we consider the first term of the right hand side of (3.5). By using
Lemma 4, we have
k∑
i=0
Li(τ(ξi1); 1− z) Li(ξ
k−i
1 w
′ξl0; z)
=
k∑
i=0
Li(ξi0; 1− z) Li(ξ
k−i
1 w
′ξl0; z)
=
k∑
i=0
k−i∑
p=0
l∑
q=0
Li(ξi0; 1− z) Li(ξ
p
1 ; z) Li(reg
10(ξk−i−p1 w
′ξl−q0 ); z) Li(ξ
q
0 ; z)
=
k∑
i=0
k−i∑
p=0
l∑
q=0
logi(1− z)
i!
(− log(1− z))p
p!
Li(reg10(ξk−i−p1 w
′ξl−q0 ); z)
logq z
q!
=
k∑
r=0
l∑
q=0
 ∑
i+p=r
1
i!
(−1)p
p!
 logr(1 − z) Li(reg10(ξk−r1 w′ξl−q0 ); z) logq zq! . (3.7)
From the identity ∑
i+p=r
1
i!
(−1)p
p!
=
{
1 (r = 0),
0 (r 6= 1),
(3.8)
it follows that
(3.7) =
l∑
q=0
Li(reg10(ξk1w
′ξl−q0 ); z)
logq z
q!
→ Li(reg10(ξk1w
′ξl0); 1) = ζ(reg
10(ξk1w
′ξl0)) (z → 1). (3.9)
We should observe that the generalized inversion formulas are overdeter-
mined and contains some relations of multiple zeta values. For instance, replac-
ing w to τ(w) in (3.1), we have∑
uv=τ(w)
Li(τ(u); 1 − z) Li(v; z) = ζ(reg10(τ(w))).
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Furthermore, in this formula, replace z to 1 − z and put u = τ(v′), v = τ(u′).
Then we obtain ∑
u′v′=w
Li(v′; z) Li(τ(u′); 1 − z) = ζ(reg10(τ(w))). (3.10)
The left hand side of (3.10) coincides with the left hand side of (3.1), so that
we have the duality relations for multiple zeta values
ζ(reg10(w)) = ζ(reg10(τ(w))) (3.11)
for any word w in S.
4 The Riemann-Hilbert problem of additive type
for multiple polylogarithms
In this section, we solve the recursive Riemann-Hilbert problem of additive type
corresponding to the inverse problem of the generalized inversion formulas (3.1).
Note that the generalized inversion formulas (3.1) for a word w ∈ S10 read
Li(τ(w); 1 − z) + Li(w; z) = ζ(w) −
∑
uv=w
u,v 6=1
Li(τ(u); 1 − z) Li(v; z). (4.1)
The equation says that the right hand side, which is holomorphic on D0 ∩D1,
decomposes to the sum of Li(τ(w); 1 − z) and Li(w; z), which are holomorphic
on D0 and D1 respectively. Moreover the length of words appeared in the right
hand side are less than the length of the word w. Hence this decomposition is
considered as a recursive Riemann-Hilbert problem of additive type.
Theorem 10. There exist uniquely x-homomorphisms f (0)(•; z), f (1)(•; z) :
S → C, which satisfy
f (0)(ξ0; z) = log z, f
(1)(ξ0; z) = log(1− z), (4.2)
and the following three conditions:
(i) For any word w ∈ S, f (0)(w; z) and f (1)(w; z) enjoy the functional equa-
tions ∑
uv=w
f (1)(τ(u); z)f (0)(v; z) = ζ(reg10(w)) (z ∈ D0 ∩D1). (4.3)
(ii) For any word w ∈ S10, f (0)(w; z) and f (1)(w; z) are holomorphic on D0
and D1 respectively and satisfy the asymptotic conditions
d
dz
f (i)
(
w; z
)
→ 0 (z →∞, z ∈ Di). (4.4)
(iii) For any word w ∈ S10, f (0)(w; z) satisfies the normalizing conditions
f (0)
(
w; 0
)
= 0. (4.5)
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The solutions f (i)(•; z) are expressed in terms of extended multiple polylog-
arithms as follows;
f (0)(w; z) = Li(w; z), (4.6)
f (1)(w; z) = Li(w; 1 − z). (4.7)
Proof. By Proposition 8, the functions f (0)(w; z) = Li(w; z) and f (1)(w; z) =
Li(w; 1 − z) satisfy all of the previous conditions.
We show that f (i)(w; z) are uniquely determined by using induction on the
length of a word w.
First, in the case of w = ξ0, the equation (4.3) reads
f (1)(ξ1; z) + f
(0)(ξ0; z) = 0. (4.8)
Therefore we obtain
f (1)(ξ1; z) = −f
(0)(ξ0; z) = − log z = Li(ξ1; 1− z). (4.9)
In a similar fashion, we have
f (0)(ξ1; z) = −f
(1)(ξ0; z) = − log(1− z) = Li(ξ1; z) (4.10)
in the case of w = ξ1.
Next, we assume that f (0)(w′; z) = Li(w′; z) and f (1)(w′; z) = Li(w′; 1 − z)
for words w′ whose length is less than r.
Now, if the result f (0) = Li(w; z) and f (1) = Li(w; 1 − z) hold for all words
w ∈ S10 of length r, we obtain
f (0)(w; z) = f(
∑
i,j
ξi1 x wij x ξ
j
0; z)
=
∑
i,j
f(ξ1; z)
i
i!
f(wij ; z)
f(ξ0; z)
j
j!
=
∑
i,j
Li(ξ1; z)
i
i!
Li(wij ; z)
Li(ξ0; z)
j
j!
= Li(
∑
i,j
ξi1 x wij x ξ
j
0; z) = Li(w; z)
for any word w ∈ S of length r, since f (0)(w; z) and Li(w; z) are both shuffle
homomorphisms and the word w has the unique decomposition (2.6). In the
similar way, we have also f (1)(w; z) = Li(w; 1 − z) for any word w ∈ S.
Therefore it suffice to show that f (0)(w; z) = Li(w; z) and f (0)(w; z) =
Li(w; 1 − z) for any word w ∈ S10 of length r.
Let w = ξi1 · · · ξir be a word of S
10 of length r. Under the assumption of
induction, the equation (4.3) becomes
f (1)(τ(w); z) +
r−1∑
k=1
Li(τ(ξi1 · · · ξik); 1− z) Li(ξik+1 · · · ξir ; z) + f
(0)(w; z)
=ζ(reg10(w)) = ζ(w). (4.11)
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Now we show f (1)(w; z) = Li(w; 1 − z) and f (0)(w; z) = Li(w; z) by using
(4.4), (4.5) and (4.11). According to Lemma 9 (i) we have
d
(
r−1∑
k=1
Li(τ(ξi1 · · · ξik); 1− z) Li(ξik+1 · · · ξir ; z)
)
=− dLi(ξi1 · · · ξir ; z)− dLi(τ(ξi1 · · · ξir ); 1− z).
Thus the differentiation of (4.11) leads to the equation
df (0)(w; z)− dLi(w; z) = −df (1)(τ(w); z) + dLi(τ(w); 1 − z). (4.12)
Here we notice that both w and τ(w) are words in S10.
Since the left hand side (resp. right hand side) of (4.12) is holomorphic on
D0 (resp. D1), the both side of (4.12) are entire functions. By (4.4), due to
Liouville’s theorem, we obtain
df (0)(w; z)− dLi(w; z) = 0,
df (1)(τ(w); z) − dLi(τ(w); 1 − z) = 0.
Thus the functions f (0)(w; z) and f (1)(w; z) are determined as
f (0)(w; z) = Li(w; z) + c(0)(w), (4.13)
f (1)(τ(w); z) = Li(τ(w); 1 − z) + c(1)(w). (4.14)
where c(0)(w) and c(1)(w) are integration constants.
Finally, we determine the integral constants c(0)(w) and c(1)(w). By (4.5),
c(0)(w) = 0 is clear. Substituting (4.13) and (4.14) to (4.3), we have∑
uv=w
Li(τ(u); 1 − z) Li(v; z) + c(1)(w) = ζ(w).
In this relation, letting z → 1(z ∈ D0 ∩D1), we obtain, from Lemma 9 (3.3),
ζ(w) + c(1)(w) = ζ(w). (4.15)
Thus we have
c(1)(w) = 0 (4.16)
and have completed the proof of this theorem.
We note that relations among multiple zeta values by derived from the gen-
eralized inversion formula (e.g. the duality relation (3.11)) can be interpreted
as the consistency condition for existing the solution of this Riemann-Hilbert
problem (4.3).
5 The Riemann-Hilbert problem corresponding
to the KZ equation of one variable
In this section, we consider the Riemann-Hilbert problem as the inverse prob-
lem of the connection problem of the KZ equation of one variable (2.32) and
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discuss the relationship between this Riemann-Hilbert problem and Theorem 10.
The connection formula (2.32) can be written as(
L(1)(z)
)−1
L(0)(z) = ΦKZ. (5.1)
We show that the fundamental solutions L(0)(z) and L(1)(z) of the KZ equa-
tion (1.4) are determined by this equation as a Riemann-Hilbert problem of
multiplicative type.
The Riemann-Hilbert problem corresponding to the KZ equation is to find
U˜-valued functions F (0)(z) and F (1)(z) which are grouplike, satisfy the relation(
F (1)(z)
)−1
F (0)(z) = ΦKZ. (5.2)
in D0 ∩D1 and some conditions. Applying Theorem 10, we can find a solution
to this Riemann-Hilbert problem.
Before stating the theorem, we mention the following proposition which will
be used in the comment after the proof of the theorem.
Proposition 11 ([OkU]). The duality relations (3.11) of the multiple zeta val-
ues are equivalent to the duality of the Drinfel’d associator
ΦKZ(X0, X1) =
(
ΦKZ(−X1,−X0)
)−1
. (5.3)
Proof. Since the Drinfel’d associator is a grouplike element, we have(
ΦKZ(−X1,−X0)
)−1
=
(∑
w∈S
ζ(reg10(w))t∗(W )
)−1
=
∑
w∈S
ζ(reg10(w))T (W )
=
∑
w∈S
ζ(reg10(τ(w)))W.
Hence (5.3) is equivalent to (3.11).
The relation (5.3) follows from the connection problem (5.1) by changing z
to 1− z and taking the reciprocal.
Now we can formulate and solve the Riemann-Hilbert problem, and recon-
struct the fundamental solutions of the KZ equation (1.4) normalized at z = 0
and 1 from the Drinfel’d associator ΦKZ as the following theorem.
Theorem 12. There exist uniquely the U˜-valued functions F (0)(z) and F (1)(z)
defined by
F (0) = (1− z)−X1F˜ (0)(z)zX0 , F˜ (0)(z) =
∑
w∈S
f˜ (0)(reg10(w); z)W, (5.4)
F (1) = zX0F˜ (1)(z)(1− z)−X1 , F˜ (1)(z) =
∑
w∈S
f˜ (1)(reg10(w); z)W, (5.5)
which are grouplike, and enjoy the following conditions:
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(i) F (0)(z) and F (1)(z) satisfy the functional equation(
F (1)(z)
)−1
F (0)(z) = ΦKZ. (5.6)
(ii) F˜ (0)(z) and F˜ (1)(z) are holomorphic on D0 and D1 respectively and satisfy
the asymptotic condition
d
dz
F˜ (i)(z)→ I (z →∞, z ∈ Di). (5.7)
(iii) F˜ (0)(z) satisfies the normalizing condition
F˜ (0)(0) = I. (5.8)
Then the functions F (0)(z) and F (1)(z) give the fundamental solutions of the
KZ equation of one variable normalized at z = 0 and 1 respectively.
Proof. We reduce this problem to Theorem 10. Put
F (0)(z) =
∑
w∈S
f (0)(w; z)W, (5.9)
F (1)(z) =
∑
w∈S
f (1)(t∗(w); z)W. (5.10)
Since F (0)(z) and F (1)(z) are grouplike, by virtue of Lemma 1 and 2, the func-
tions f (i)(•; z) are regarded as shuffle homomorphisms from S to C, and the
reciprocal of F (1)(z) is given by(
F (1)(z)
)−1
=
∑
w∈S
f (1)(t∗ ◦ ρ∗(w); z)W =
∑
w∈S
f (1)(τ(w); z)W.
Under these notation, the equation (5.6) can be written as(∑
u∈S
f (1)(τ(u); z)U
)(∑
v∈S
f (0)(v; z)V
)
= ΦKZ =
∑
w∈S
ζ(reg10(w))W.
The coefficient of W of this equation is the equation (4.3).
Next, since f (0)(w; z) are shuffle homomorphism and the equation (2.9)
holds, we have
F (0)(z) =
∑
w
f (0)(w; z)W
=
∑
i,j
∑
w∈S10
f (0)(ξi1wξ
j
0; z)X
i
1WX
j
0
=
∑
i,j
∑
w∈S10
i∑
s=0
j∑
t=0
f (0)(ξs1 ; z)f
(0)(reg10(ξi−s1 wξ
j−t
0 ); z)f
(0)(ξt0; z)X
i
1WX
j
0
=
(∑
i
f(ξ1; z)
i
i!
X i1
)(∑
w∈S
f (0)(reg10(w); z)W
)∑
j
f(ξ0; z)
j
j!
Xj0
 .
(5.11)
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Comparing this formula and (5.4), we have
f (0)(ξ0; z) = log z
as the coefficient of X0,
f (0)(ξ1; z) = − log(1 − z)
as the coefficient of X1, and
f (0)(w; z) = f˜ (0)(w; z) (w ∈ S10 : word)
as the coefficient of W = X0W
′X1. Thus the asymptotic condition (5.7) says
that
f (0)(w; z) = f˜ (0)(w; z)→ 0 (z ∈ D0 →∞)
for any word w in S10 and the normalizing condition (5.8)
f (0)(w; 0) = f˜ (0)(w; 0) = 0
for any word w in S10.
In the similar way, comparing the equation
F (1)(z) =
(∑
i
f (1)(t∗(ξ0); z)
i
i!
X i1
)(∑
w∈S
f (1)(reg10(t∗(w)); z)W
)∑
j
f (1)(t∗(ξ1); z)
j
j!
Xj0

=
(∑
i
(−f (1)(ξ1; z))
i
i!
X i1
)(∑
w∈S
f (1)(reg10(t∗(w)); z)W
)∑
j
(−f (1)(ξ0; z))
j
j!
Xj0

and (5.5), we have
f (1)(ξ0; z) = log(1− z),
f (1)(ξ1; z) = − log z,
f (1)(w; z) = f˜ (1)(t∗(w); z) (w ∈ S10).
Thus the Asymptotic condition (5.7) reads
f (1)(w; z) = f˜ (1)(t∗(w); z)→ 0 (z ∈ D1 →∞)
for any words w in S10.
Therefore the functions f (i)(w; z) satisfy the assumptions of Theorem 10, we
have
f (0)(w; z) = Li(w; z),
f (1)(w; z) = Li(w; 1 − z).
Therefore,
F (0)(z) =
∑
w∈S
Li(w; z)W, (5.12)
F (1)(z) =
∑
w∈S
Li(t∗(w); 1 − z)W =
∑
w∈S
Li(w; 1 − z)t∗(W ) (5.13)
are unique solutions to this Riemann-Hilbert problem. The last claim follows
from (2.21) and (2.29).
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The theorem says that the duality of the Drinfel’d associator (5.3), which
is equivalent to the duality relation of multiple polylogarithms by Proposition
11, can be interpreted as the consistency condition for this Riemann-Hilbert
problem.
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