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Ab initio modeling of electrochemical systems is becoming a key tool for understanding and predicting elec-
trochemical behavior. Development and careful benchmarking of computational electrochemical methods
are essential to ensure their accuracy. Here, using charging curves for an electrode in the presence of an
inert aqueous electrolyte, we demonstrate that most continuum models, which are parameterized and bench-
marked for molecules, anions, and cations in solution, undersolvate metal surfaces, and underestimate the
surface charge as a function of applied potential. We examine features of the electrolyte and interface that
are captured by these models, and identify improvements necessary for realistic electrochemical calculations
of metal surfaces. Finally, we reparameterize popular solvation models using the surface charge of Ag(100)
as a function of voltage to find improved accuracy for metal surfaces without significant change in utility for
molecular and ionic solvation.
Accurate modeling of the electrode-electrolyte inter-
face is an active challenge for the computational electro-
chemical community, and solving it will enable rapid and
systematic improvement of electrocatalysts, reactants,
and electrolytes. Models for the electrode-electrolyte in-
terface must not only describe the reactants and surface
of interest with high chemical accuracy (using ab initio
techniques such as density functional theory (DFT)), but
also accurately describe the changing interfacial charge
distribution with potential, to correctly predict mech-
anisms and kinetics (onset voltage, barrier heights) of
electrochemical reactions. Calculation of the charge on
a given surface at a given voltage requires both the sur-
face capacitance, and the fluid contribution to the ca-
pacitance which is a thermodynamic average of solvent
and electrolyte ion configurations. The number of neces-
sary configurations, and the low relative concentration of
electrolyte ions which necessitates inclusion of large num-
bers of solvent molecules for meaningful statistics, makes
these calculations difficult and computationally expen-
sive.
To make this problem more tractable, a number of ap-
proaches have been developed to perform ab initio mod-
eling of the electrified interface, from canceling out the
surface charge through a uniform opposite charge across
the entire cell,1 or through introducing localized clas-
sical counter-charges in the effective screening medium
approach,2 to including protons far away from the cell to
cancel the charge on the surface.3 These approaches do
not approximate the spatial distribution of charge in the
electrolyte, which can significantly influence the structure
and energetics of some adsorbates. An alternative is the
solvation model approach with a dielectric continuum de-
scription of the solvent,4 wherein Debye screening due to
the electrolyte cancels out the surface charge.5,6 These
a)Electronic mail: kas4@nist.gov
continuum approaches improve upon previous vacuum
extrapolation techniques, and possibly also upon calcu-
lations including only one or two explicit water molecule
layers,7 as they include the response of the electrolyte to
the charged surface.
Solvation models for use in ab initio calculations were
originally designed primarily for the solvation of non-
periodic systems of small, neutral molecules. Fatte-
bert and Gygi8 modified an isodensity continuum model
(where the spatial extent of the continuum liquid is de-
rived from the electron density) to make it numerically
stable for periodic systems within a plane wave basis,
hence allowing continuum solvation of surfaces. Treat-
ment of charged species and interfaces in electrochemi-
cal systems additionally requires the inclusion of the re-
sponse of ions in the electrolyte. The simplest approach
for this is Poisson-Boltzmann (PB) theory,9 which treats
the ions as point particles with mean-field interactions.
The drastic approximation of treating the solvent and
ions as a continuum lead to bound charge distributions
that are closer to the solute than expected.5 Fitting the
models to solvation energies results in good agreement
for electrostatic interactions between solute and the sol-
vent dielectric response despite differences in the spatial
distributions. However, the ionic response is not con-
strained by fits and tends to be overestimated in the PB
approach.
The ionic response plays a smaller role than the solvent
dielectric in the overall energetics of the continuum sol-
vation approach; nonetheless different approaches have
been attempted to alter its spatial extent and intensity.
Jinnouchi and Anderson restricted the ionic response to
one solvation shell away from the solute, creating an ap-
proximation of the Stern layer.10,11 Modifications of the
mean-field PB approach to incorporate Stern layer ef-
fects is also an area of active development.12–15 We intro-
duced an alternate approach (NonlinearPCM) based on
the classical density-functional theory of liquids16 that in-
ar
X
iv
:1
61
2.
00
93
1v
2 
 [p
hy
sic
s.c
he
m-
ph
]  
27
 Fe
b 2
01
7
2corporates a packing limit to stabilize against large ionic
response, but uses the same cavity for the liquid (dielec-
tric) and ionic response.17 For high ionic concentrations,
an even simpler approach is to use the linearized Poisson-
Boltzmann equation (LinearPCM), which avoids these is-
sues from the beginning by precluding large build-up of
ionic charge.5,17 Here we focus on such single-cavity mod-
els of solvent and electrolyte response in this work, which
have recently attracted attention as a way to perform
routine, affordable electrochemical calculations. These
models have been applied to examine electrochemical re-
actions including formic acid oxidation18 and underpo-
tential hydrogen deposition19 on platinum, and CO2 re-
duction on copper.20,21 They have also been applied to
predict electrochemical capacitance in new classes of elec-
trodes such as graphene and borophenes for supercapac-
itor applications.22,23
Careful benchmarking of these models is crucial to un-
derstanding their accuracy for a variety of systems, but
so far few comparisons with electrochemical experiments
exist and hence the accuracy of these models is poorly un-
derstood. Prior efforts in this direction include finding
the potential at which specific processes such as changing
molecular orientation occur,24 but the indirect depen-
dence on electrolyte model in these processes limit the
information that can be derived about model accuracy.
A direct test of model accuracy for charging behav-
ior of the electrode, with readily available correspond-
ing experimental measurements, is the capacitance of
the electrochemical interface. In particular, the capaci-
tance of the single-crystalline Ag(100) surface is an ideal
test case since it exhibits double-layer behavior with-
out specific adsorption or surface reconstruction over a
wide potential range. This is seen in at least two experi-
ments in (nearly) non-adsorbing electrolytes: in aqueous
NaClO4 electrolyte by Hamelin
25 and in aqueous KPF6
electrolyte by Valette.26 The experimental differential ca-
pacitance appears to be nearly symmetric as a function
of potential around the potential of zero charge (PZC) –
more so for KPF6 than NaClO4, suggesting that specific
adsorption of ions (especially anions) is not a significant
problem with these electrolytes. Consequently, here we
use these Ag(100) capacitance measurements to test and
refine solvation approaches for electrochemistry.
We perform DFT calculations with various solvation
models using previously established methodology from
Ref. 27. Briefly, we use the JDFTx code,28 with the
PBE exchange-correlation functional,29 the GBRV ul-
trasoft pseudopotential set30 at its recommended plane-
wave cutoffs of 20 Eh for orbitals and 100 Eh for charge
density. We utilize a larger fluid spacing of 60.8 A˚ be-
tween the metal slabs to capture the longer range re-
sponse of the fluid models at lower ionic concentrations
(such as 0.01M), and use truncated Coulomb potentials
to minimize interactions between periodic images.31 We
include DFT-D2 dispersion corrections32 for the calcula-
tions with explicit water molecules in DFT to correctly
describe the binding energy and distance. Additionally,
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FIG. 1. Left: Surface charge as a function of electrode
potential at 0.1 M ionic concentration for LinearPCM17,
CANDLE27, NonlinearPCM17, and the SCCS33,34 solvation
models, compared to experimental data from Hamelin25 for
NaClO4 and Valette
26 for KPF6. Right: Bound charge in the
NonlinearPCM continuum solvent at 0.6 V above PZC.
because of the increased computational expense of per-
forming the calculations with explicit water molecules,
for these calculations we use a smaller fluid spacing (14.7
A˚), and limit our calculations to 1 M ionic concentration.
We compare surface charges calculated using different
solvation models as a function of potential, with experi-
mental estimates of the surface charge obtained by dig-
itizing differential capacitance data from Refs. 25 and
26, and numerically integrating outwards from the PZC.
Fig. 1 shows that most of the commonly used continuum
solvation models in DFT calculations of electrochemical
systems severely underestimate the surface charge of the
Ag(100) surface. In fact, at 0.5 V above the PZC of
Ag(100), the charge on the surface is already underesti-
mated by more than a factor of two for all of the solvation
models, and this worsens with increasing potential. We
therefore expect that electrochemical reactions that in-
volve transfer of charge will not be accurately described
by any of these models, especially at potentials far from
the PZC.
LinearPCM17 and SCCS,33,34 which approximate the
electrolyte response with a linearized Poisson-Boltzmann
equation, are the worst performers. Note that the com-
monly used VASPsol code35 exactly implements the Lin-
earPCM model. Therefore this underestimation is an is-
sue in the primary solvation models available in all major
plane-wave DFT software. NonlinearPCM, which solves
the (full) Poisson-Boltzmann equation, accounting for di-
electric saturation in the solvent response, and nonlinear
enhancement and packing effects in the ionic response,17
performs marginally better than the linearized models.
All of these models have an ionic response that likely
is too close to the solute, but this would lead to over-
estimation rather than underestimation of charge, and
hence is not the reason for the incorrect capacitance. In-
stead, they all contain a parameter (or more) to define
the spatial extent of the electrolyte, which is fit to molec-
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FIG. 2. Left: Surface charge as a function of electrode poten-
tial for a Ag(100) surface with continuum solvation, and with
a single (DFT) water molecule above the surface. The blue
points are individual minimized configurations of the water,
and the blue line is the thermodynamic average of the two con-
figurations, using the Gibbs free energies of the configurations
at a given potential. Right: Bound charge in the continuum
solvent above the bare Ag(100) and surrounding the single
explicit water molecule above Ag(100) at 0.6 V above PZC.
ular solvation energies, with no ions or metallic surfaces
included in these parameterization datasets. This proce-
dure of parameterizing solvation models to solely neutral
molecules results in an undersolvation of metals, with
charge underestimation as a consequence. (See Ref. 17
for a detailed discussion of the solvation models and their
parametrization.)
The CANDLE solvation model also solves the lin-
earized Poisson-Boltzmann equation, but it is fit to
molecules and ions, and adjusts the spatial extent of the
electrolyte depending on the local charge of the solute to
describe differences in cationic and anionic solvation.27
Fig. 1 shows that the CANDLE capacitance agrees well
with experiment for potentials negative of the PZC, but
underestimates it similarly to the other solvation mod-
els for positive potentials. The anionic parameteriza-
tion, which yields a fluid cavity that is smaller than that
for neutral molecules and cations, appears to be suitable
for the metallic surfaces (regardless of charge), whereas
the cationic/neutral parameterization undersolvates the
surface.36
While the bare solvated surface might be an ideal way
to test the accuracy of the solvation model, in practice,
DFT calculations frequently include a monolayer or more
of explicit (DFT) water molecules. Fig. 2 compares the
change in surface charge with voltage between a calcu-
lation performed with one explicit water molecule with
nonlinearPCM adjacent and above it, with that of the
bare solvated surface. A larger unit cell with two Ag
atoms per surface was used for these calculations so that
explicit water molecules are surrounded by the contin-
uum solvent and we can avoid geometric issues such as
hydrogen bond frustration between neighbouring water
molecules (which would necessitate large unit cells and
molecular dynamics). In this case, there are two free en-
ergy local-minimum configurations of the water molecule,
with the water molecule dipole pointing towards or away
from the surface, which differ significantly in surface
charge at the same potential. The global free energy
minimum changes from one of these configurations to
the other at the PZC, resulting in a large change in the
thermodynamically averaged surface charge (weighted by
Boltzmann factors of the calculated Gibbs free energies).
This average charge therefore exhibits a much steeper
slope with potential than experiment within 0.4 eV of
the PZC due to this change in dipole, and a smaller
slope comparable to NonlinearPCM further away from
the PZC due to the continuum model response.
The above thermodynamic averaging procedure be-
tween two water configurations grossly approximates fea-
tures of the surface charging curve that are observed ex-
perimentally, but it is non-trivial to systematically ex-
tend this treatment to a larger number of configurations
with multiple water molecules. With increasing num-
ber of molecules, the configurations would be less clearly
defined, and expensive thermodynamic sampling using
molecular dynamics will become necessary. Even if feasi-
ble computationally, hybrid treatments combining molec-
ular dynamics in few explicit layers and continuum solva-
tion above require further method development to ensure
proper matching of the explicit and continuum solvents,
while preventing explicit solvent molecules from drifting
into the continuum solvent.
Here, we explore an alternate practical approach of
reparametrizing solvation models to potentially correct
for the undersolvation of metal surfaces. In the Lin-
earPCM / VASPsol and NonlinearPCM models, the dis-
tance from the solute at which the continuum solvent ap-
pears is controlled by an electron density threshold pa-
rameter nc.
17 (The SCCS model33,34 uses two electron
density parameters ρmin and ρmax in a formally different
but functionally equivalent parameterization.) To cor-
rect the surface charging behavior of Ag(100), we adjust
the value of nc for the nonlinear model to match the
surface charge at the highest potential reported experi-
mentally in Ref. 25 (0.6 V above PZC). For the linear
model, we report the reparameterization of this model
against the surface charge of the nonlinear model at 1M
ionic strength. Fig. 3 illustrates that the resulting higher
nc (reported in Table III and discussed further below),
which defines the continuum fluid as beginning closer to
the metal leads to good agreement with the experimental
charge/voltage relationship for this surface.
To examine how the reparameterized model performs
for other metal surfaces, we next calculate and compare
the differential capacitance of Pt(111). A single value
for the capacitance of the Pt(111) surface has been es-
timated experimentally,37 and previously reported for
continuum and explicit solvation model approaches, as
shown in Table I. The continuum models predict lower
capacitance for the Pt(111) relative to the experimental
estimate, while explicit solvation predicts a higher ca-
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FIG. 3. Left: NonlinearPCM with the density cutoff param-
eter nc from a molecular fit, Ref. 17, and with a value for nc
that more accurately captures the differential capacitance of
Ag(100), for 0.1 M ionic concentration. Right: Bound charge
in the fluid for the original NonlinearPCM and the refit Non-
linearPCM at 0.6 V above PZC.
Method Source Value (µF/cm2)
Experimental estimate Ref. 37 20
Calculated:
Explicit H+ and H2O Ref. 38 26
LinearPCM This work 14
NonlinearPCM This work 17
CANDLE This work 11
Refit NonlinearPCM This work 29
Refit LinearPCM This work 31
TABLE I. Capacitance for Pt(111) by different methods, in-
cluding the reparameterization for the last two models de-
scribed here.
pacitance, with a similar magnitude of discrepancy. The
refit NonlinearPCM model more closely agrees with the
explicit solvation results. However, the degree to which
we accurately predict the capacitance is difficult to de-
termine, since we are comparing to a single experimental
estimate reported with no error bars.
To understand the transferability of our refit mod-
els for use under other common electrochemical condi-
tions, we next evaluate the behavior of the refit mod-
els as a function of ionic concentration. Figure 4 illus-
trates the success of the nonlinear model in capturing
the surface charge characteristics as a function of de-
creasing ionic strength, and the drastic failures of the
linear model. This is in agreement with previous quali-
tative explorations of the importance of nonlinear behav-
ior6. We note limitations in the nonlinear model, how-
ever. Solely reparameterizing the solvation model does
not capture all of the nonlinearity of the surface charging
curve with voltage, and in particular underestimates the
Gouy-Chapmann behavior seen experimentally at lower
ionic strengths at voltages near the PZC, which requires
further investigation.
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FIG. 4. Comparison of surface charge predicted by refit
NonlinearPCM, and refit LinearPCM with experimental data
from Hamelin25 for NaClO4 and Valette for KPF6
26 for dif-
ferent ionic concentrations: (a) 1M, (b) 0.1M and (c) 0.01M.
NonlinearPCM qualitatively captures the variations in capac-
itance with potential and ionic concentration, whereas Lin-
earPCM fails.
Model Neutrals Cations Anions Combined
NonlinearPCM 1.28 16.08 27.03 7.55
Refit NonlinearPCM 1.44 14.40 27.61 7.51
LinearPCM 1.27 2.10 15.09 3.59
Refit LinearPCM 2.57 19.73 12.50 6.68
TABLE II. Mean absolute errors in kcal/mol (1 kcal/mol is
0.0434 eV) for NonlinearPCM and LinearPCM with original
parameterization, and with refit nc and surface tension t, for
the set of molecules, anions, and cations in Ref. 27.
While the refit models are promising for metal sur-
faces, the reparameterization of only the cavity thresh-
old nc results will necessarily oversolvate molecules and
ions for which the original nc was optimized. This can
be mitigated somewhat by refitting the second parame-
ter in these models which capture the non-electrostatic
contribution to solvation, represented by a cavity sur-
face tension parameter t. (See Ref. 17 for more details
about the fit parameters.) Table II lists the mean ab-
solute errors for the solvation energies of a set of molec-
ular and ionic species for the original and refit models.
The reparameterized nonlinearPCM performs better for
cations, slightly worse for anions and neutral molecules,
and overall marginally better for the combined set. The
resulting improvements for metal surfaces though, makes
this parameterization preferred over that of the original.
Table III lists the original and refit parameters, so that
these new values can be utilized for future calculations.
Table II shows that the reparametrization worsens the
accuracy of LinearPCM for molecules and cations, while
slightly improving it for anions, again a consequence of
anions being undersolvated to start with. Table III re-
ports the corresponding parameters which can be used
for improving the predictions for metal surfaces in im-
5Parameters nc [a
−3
0 ] t [Eh/a
2
0] VSHE [V]
NonlinearPCM 1.0× 10−3 9.5× 10−6 4.62±0.0917
Refit NonlinearPCM 2.2× 10−3 2.6× 10−5 4.33±0.09
LinearPCM 3.7× 10−4 5.4× 10−6 4.68±0.0917
Refit LinearPCM 1.4× 10−3 4.2× 10−5 4.10±0.05
TABLE III. Parameters for the original and refit Nonlin-
earPCM and LinearPCM models, and the corresponding ref-
erence electrode potential VSHE calibrated to experimental
potentials of zero charge of single-crystalline Ag, Au and Cu
surfaces.
plementations of NonlinearPCM and LinearPCM, such
as in VASPsol35 and JDFTx.28
This work illustrates that design of continuum solva-
tion models for describing charged metal electrodes must
include short-range cavity parameterization that simul-
taneously leads to correct molecular and ionic solvation
energies, as well as differential capacitance curves for
metal surfaces. Describing the nonlinearity in the ionic
response is further important for describing these sys-
tems correctly at lower ionic strengths. Benchmarking
against the surface charging for Ag(100) provides a way
to compare performance of electrolyte models. Our repa-
rameterization of both the linear and nonlinear solvation
models provide better options for electrochemical calcu-
lations in which the charge of the surface might be impor-
tant. Despite the fact that we have demonstrated the se-
rious limitations of the LinearPCM model for lower ionic
strengths, the linear model is currently more widely avail-
able (in codes other than JDFTx, for example). There-
fore, we recommend using the reparameterized Nonlin-
earPCM model for computational electrochemical calcu-
lations of metallic surfaces, but if that is not possible, we
suggest utilizing the reparameterized LinearPCM model
at 1 M ionic strength as a work around, regardless of the
expected or actual experimental ionic strength.
Additionally, we note that further careful experimental
measurements of the differential capacitance of several
single-crystalline metal surfaces in non-adsorbing elec-
trolytes are necessary to guide the development of the
next generation of solvation models that can achieve si-
multaneous accuracy for molecules, ions and electrodes.
We acknowledge helpful conversations and feedback
from Thomas Moffat, Kendra Letchworth-Weaver, and
Erdal Uzunlar.
1J. F. C.D. Taylor, S.A. Wasileski and M. Neurock, Phys. Rev. B
73, 165402 (2006).
2M. Otani and O. Sugino, Phys. Rev. B 73, 115407 (2006).
3J. Norskov, J. Rossmeisl, A. Logadottir, L. Lindqvist, J. R.
Kitchin, T. Bligaard, and H. Jonsson, J. Phys. Chem. B 108,
17886 (2004).
4J. Tomasi, B. Mennucci, and R. Cammi, Chem. Rev. 105, 2999
(2005).
5K. Letchworth-Weaver and T. A. Arias, Phys. Rev. B 86, 075140
(2012).
6I. Dabo, Y. Li, N. Bonnet, and N. Marzari, in Fuel Cell Science:
Theory, Fundamentals, and Biocatalysis, edited by A. Wieck-
owski and J. Norskov (Wiley, 2010), chap. 13.
7S. Sakong, M. Naderian, K. Mathew, R. G. Hennig, and A. Gro,
J. Chem. Phys. 142, 234107 (2015).
8J. L. Fattebert and F. Gygi, Int. J. Quantum Chem. 93 (2003).
9P. Grochowski and J. Trylska, Biopolymers 89, 93 (2008).
10R. Jinnouchi and A. Anderson, Phys. Rev. B 77, 245417 (2008).
11R. Jinnouchi, A. Nagoya, K. Kodama, and Y. Morimoto, J. Phys.
Chem. C 119, 16743 (2015).
12M. Kilic, M. Bazant, and A. Ajdari, Phys. Rev. E 75, 021502
(2007).
13M. Kilic, M. Bazant, and A. Ajdari, Phys. Rev. E 75, 021503
(2007).
14D. Ben-Yaakov, D. Andelman, and R. Podgornik, J. Chem. Phys.
134, 074705 (2011).
15Y. Nakayama and D. Andelman, J. Chem. Phys. 142, 044706
(2015).
16R. Sundararaman and T. Arias, Comp. Phys. Comm. 185, 818
(2014).
17D. Gunceler, K. Letchworth-Weaver, R. Sundararaman, K. A.
Schwarz, and T. A. Arias, Modelling and Simulation in Materials
Science and Engineering 21, 074005 (2013), ISSN 09650393.
18K. A. Schwarz, R. Sundararaman, T. P. Moffat, and T. Allison,
Phys. Chem. Chem. Phys. 17, 20805 (2015).
19K. Schwarz, B. Xu, Y. Yan, and R. Sundararaman, Phys. Chem.
Chem. Phys. 18, 16216 (2016).
20H. Xiao, T. Cheng, W. A. G. III, and R. Sundararaman, J. Am.
Chem. Soc. 138, 483 (2016).
21A. T. B. Jason D. Goodpaster and M. Head-Gordon, J. Phys.
Chem. Lett. 7, 1471 (2016).
22C. Zhan and D. Jiang, J. Phys. Chem. Lett. 7, 789 (2016).
23S. D. C. Zhan, P. Zhang and D. Jiang, ACS Energy Lett. 1, 1241
(2016).
24S. Steinmann and P. Sautet, J. Phys. Chem. C 120, 5619 (2016).
25A. Hamelin, in Trends in Interfacial Electrochemistry, edited by
A. Silva (NATO ASI Series, 1986), vol. 179, chap. 5, pp. 83–102.
26G. Valette, J. Electroanal. Chem. and Interfacial Electrochem.
138, 37 (1982).
27R. Sundararaman and W. Goddard, J. Chem. Phys 142, 064107
(2015).
28R. Sundararaman, D. Gunceler, K. Letchworth-Weaver,
K. Schwarz, and T. A. Arias, JDFTx, http://jdftx.
sourceforge.net (2012).
29J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77,
3865 (1996).
30K. F. Garrity, J. W. Bennett, K. Rabe, and D. Vanderbilt, Com-
put. Mater. Sci. 81, 446 (2014).
31R. Sundararaman and T. Arias, Phys. Rev. B 87, 165122 (2013).
32S. Grimme, J. Comput. Chem 27, 1787 (2006).
33O. Andreussi, I. Dabo, and N. Marzari, J. Chem. Phys 136,
064102 (2012).
34G. Fisicaro, L. Genovese, O. Andreussi, N. Marzari, and
S. Goedecker, J. Chem. Phys. 144, 014103 (2016).
35K. Mathew, R. Sundararaman, K. Letchworth-Weaver, T. A.
Arias, and R. G. Hennig, J. Chem. Phys. 140 (2014).
36Note1, the nonlinearity of the CANDLE surface charge curve
differs from that reported in Ref. 27, because the previous cal-
culations omitted the contribution to the electrostatic potential
due to the asymmetry correction.
37D. K. T. Pajkossy, Electrochim. Acta 46, 3063 (2001).
38J. Rossmeisl, E. Skulason, M. Bjorketun, V. Tripkovic, and
J. Norskov, Chem. Phys. Lett. 466, 68 (2008).
