INTRODUCTION
The first results in the study of uniqueness in the Cauchy problem for partial differential equations with multiple characteristics were given by Hiirmander [5] , Mizohata [ll] , and Calderon [l] . Th e multiple characteristics, in all of these cases, were nonreal and the multiplicity was constant and at most two. For the case where the multiplicity of the nonreal characteristics is more than two, or where the multiplicity of the real characteristics is more than one, results under some conditions on the lower-order terms were given by Matsumoto [9] , Watanabe [15] , and Zeman [17] . For the case where the multiplicity is variable, Pederson
[13] p roved a uniqueness theorem for elliptic operators having at most double characteristics, assuming that the characteristics are smooth enough.
In this paper we prove uniqueness for linear partial differential operators which may have characteristics of variable multiplicity. The real characteristics are allowed to become complex under certain circumstances; the characteristics are required to be sufficiently smooth. If the multiplicity of the real characteristics (which may become complex, as above) is greater than one or if multiplicity of the nonreal characteristics is greater than two, we also require an additional assumption on the manner in which the real characteristics cross each other and a condition which restricts the lower-order terms. This condition on the lower-order terms can be shown to reduce to the condition on the lower terms presented in Zeman [17] if the multiplicity is constant.
Notation
First, recall the problem. Let of nonnegative integers, we write L,v is the class of pseudodifferential operators on order y in the x-variables. See Kohn and Nirenberg [7] and Friedrichs [4] for more details. By Br, T any nonnegative integer, we mean an arbitrary homogeneous operator of order Y, which is a partial differential operator in t and a pseudodifferential operator in x, D"-C Du; /al=rn (u, v) is the L, scalar product of u and V. j\ u )I is the corresponding L, norm of U.
i/i u 111' = Jr 11 U II2 f?k(t-T)2 dt where I/ + Ij is the L, norm in the x-variables. H,,, is the Hilbert space with norm I/ u 11: = J'(l + 1 5 1")" / ii([)12 d[ where 2 is the Fourier transform of u. 6' is the space of distributions with compact support. Since t == 0 is noncharacteristic at the origin with respect to P we may assume that the coefficient of Dl'lz in P,,, is 1.
It is convenient to make a local transformation of variable so that the surface t -= 0 becomes transformed to a convex surface S: t I= 6 xyW, (xj)" where 6 > 0 is constant. The condition that we require depends on the roots 7 of P,,,(Y, t, 5, 7) in these new variables. It is clear from the proof that in these new variables the operator P need not be a partial differential operator; it may be an operator of the form P(,, t, D, , Dt) = Dtrn + c Rj(s, t, 0,) Dy j=l where the Ri are pseudodifferential operators in the .r-variable of order j, varying smoothly in t.
2
We now describe the conditions which are sufficient for the uniqueness of the Cauchy problem.
The first condition deals with the characteristic roots Aj(x, t, 5) of Pm(x, t, f, T). \I'e allow hj(x, t, 5) to belong to the following classes:
For t 3 0 and 1 5 j = 1, Xj = aj -t-ib, satisfies for all (x, t, t), 0 < t < T, for some fixed T which is designated later, one of the following: -ajs?jE,) .
Here e is a fixed positive constant.
Class (B):
Aj(x, t, 5) is nonreal for all (x, t, E), 0 < t < I', and I 5 1 -= 1.
xotation. Let ai = D, -&(x, t, D,). Then we say that Zi E (A) and 8j E (B), respectively, if &(x, t, 6) belongs to class (A) and Xj(x, t, 5) Before we formulate the conditions that we require the lower-order terms to satisfy, let us consider the following module S over LZo, the ring of pseudodifferential operators in the x-variable nf order zero. It is associated with the operator 17,,, = 2, ... anl .
S is generated by "monomial" operators which are formed as follows: We first describe the operators of order m -1 which generate Scln-r) .
Suppose Ll?,, = 2, *** 2, with ai belonging either to (A) or to (B). If ai E (A), form the operators ILIJai by omitting one factor from 17,,, at a time. Call the module generated by these operators S{k'r, . If aj E (B), form DUJaiaj where 2i can belong to (A) or (B) and call the module generated by these operators s(B) (m-lJ . S'(+r) is the module generated by the operators which generate St;& or Sii!,, . The module ScA) rrn-aj is formed in a similar way to SlEii'_,,: We cancel one factor Cri E (A) at a time from the monomial operators in S(n+l) . Safe,, is formed by cancelling aiaj and replacing by a fi from the operators in S~,~-rj if aj E (B). Here, as in the formation of S$+ , 2i can belong either to (A) or to (B). S(,,,+,) is the module generated by the operators which generate either S$, or S{Ey,'_z, . We goon in this manner to form S(,,,+a) , S(nl-4) ,... . Finally S is the module generated by all the operators which generate any of the SC,,,-,J , i < 1.
Remark. It is clear that if S{f!Pj, is not empty, then Sag,,, <I S{B,'j, . Hence, in such cases St,,L-j~ = SiEj-j-j, .
Next, we reformulate P as follows: P = U,, + Pk-, f P,iL_, + ..* where Pk-j is an operator of order m -j (not recessarily homogeneous).
Now we are ready to state the condition which we require the lower-order terms to satisfy.
Condition (V). Suppose the multiplicity
of the characteristic roots of P may vary. Suppose P = P,,, + P,,,+, + ... with P,,, :-= leading part of n:, 2, where ci E (A) or ai E (B).
Then the lower-order terms are to satisfy More specifically, we have LEMMA 2.1. Suppose P z--P,,, -f P,,,+l .-... and suppose the characteristic roots of P are of constant multiplicity with P,,, ::T leading part of n ayin a";i where ai E (A) and Jj E (B). Then PkLek E Stnr-k) if and only if Pi,,-,, = 0 mod(n i?;li-" n 8~~@J with the convention that The main results of this paper are THEOREM 1. Suppose t = 0 is nonchavacteristic at the origin with respect to the operator P = P, + Pqn-l -t .'.. Suppose P,,, satisjies Condition (I). Then P,, can be written smoothly as the leading part of ny=, Zi . Suppose ai E (A) or a<~(B).Ifq > 1, we require, in addition, that the operator P satisfy Condition (*) and Condition (V). Then, if u E H& (Q) where Q' = {(x, t): 0 < t < T) such that u G 0 for t < 0 and Pu = 0 for t < T, then u =: 0 for t < T.
The essential tool in uniqueness proofs to date has been a weighted L, inequality analogous to an L, inequality used by Carleman [2]. Our version of Carleman's inequality is given by THEOREM 2. Suppose t = 0 is noncharacteristic at the origin zcith respect to P = P,, + P,-, + . . . . Suppose P,,, satisjes Condition (I). Then we may factor P,,, smoothly into P, = leading part of nz, ai . Suppose ai E (A) or ai E (B). If q > 1, we require, in addition, that the operator satisfy Condition (c) and Condition (V). Then there are constant C, , C, independent of u such that for T, k-1 subGently small, the following inequalities hold 1 km-la1 1:; D% !'i2 < C, Ij: Pu /I!* for u E C',,"(U), Remark 2. The theorem is proved for u E Caa(Q') where Q' = {(x, t): 0 < t < T}, a strip. Hence, it is not necessary to restrict SL' to {(x, t): 0 < t < T, 0 < 1 x 1 ,< r> a small neighborhood of the origin, as is required in Nirenberg [12] and Zeman [17] .
We first show how the proof of Theorem 1 follows from Theorem 2.
Proof of Theorem 1. Assuming that Theorem 2 holds, the following inequality holds: k" L' I/ II /j2 eL(r-Tj2 dt < c 1' ji Pu 112 eE(t-T)' dt for 21 E C,e(Q'). It is clear that (3.3) must also be valid for all u E Q'(U) I? H(,) since such functions u can be approximated in H,,,,) by functions in Cam(P) with supports in a fixed bounded set. Fix Tl and T, such that 0 < Tz < Tl < T and let c(t) be a nonnegative C"a function defined in t 2: 0 such that c(t) 1 for t < Tl and l(t)-:-0 f or t > Tl . If 7' is the solution of Pv = 0 then for T small we may apply (3.3) to u =m~ czl and infer that i Tl j ' 7) / 2 ($(I 71' ([t left-hand side of (3.3) -0
where C' is a constant depending on T, which we keep fixed, but independent of K. Thus, in particular, Letting k + co, we see this is impossible unless v r< 0 for t < T? , where T2 < T can be chosen arbitrary.
Hence the theorem is proved.
Technical Lemmas
Before we prove Theorem 2, we need the following technical lemmas. LEMM.~ 5.1. Suppose hi E (A) or si E (B). Then for T and k-l suficiently small, the following inequality holds f OY u E C,E(Q'), Q' = ((s, t): 0 < t < T) with c independent of k, T, and u.
LEMMA 5.2. Suppose Zi E (B), then for T and k-l sufficiently small, the following inequality holds (Ill Au Ill2 + j / 13,~ I;,") < c(l j kT')i[i aiu //I2
for u E C,z(JY) where Q' = {(x, t): 0 < t < T} with c independent of k, T, and u, and where A is the pseudodifferential operator in the x-cariables with symbol (1 + / 5 ls)r;a. Astron. -Fys. B 26, No. 17 (1939) , 1-9.
