The extraction of sinusoidal signals from time-series data has attracted enormous attention in the statistics and signal processing literatures. A closely related problem is that of tting exponentially damped oscillations and pure exponential signals to equally-spaced data arising from, for example, chemical reactions, radioactive decay or economic series. Sums of exponentials, sinusoids and exponentially damped sinusoids are uni ed in that they satisfy constant coe cient homogeneous di erential equations. Functions of this form are highly nonlinear. Ad hoc methods and ine cient methods are often used to t them and problems of data quality have received little attention. In this paper we use elemental set methods to construct nite algorithm estimators which approximately minimize the least squares, least trimmed sum of squares or least median of squares criteria. An elemental set is a subset of the data containing the minimum number of points such that the unknown parameters in the model can be identi ed. The constructed estimators may be used to initialize iterative estimation schemes such as maximum likelihood, M-or MM-estimation.
Introduction
The method of elemental sets involves performing many ts to a given data set, each t made to a subsample just large enough to identify the parameters. The method is useful for optimizing criteria which are not smooth, have many local minima or are otherwise not amenable to global optimization by re nement in the parameter space. In particular, elemental sets form the basis of most algorithms for computing high breakdown estimators in regression. See Rousseeuw (1984) , Hawkins, Bradu and Kass (1984) , Rousseeuw and Leroy (1986) and Hawkins (1993) for discussions of the linear regression case. The extension of high breakdown estimators to nonlinear regression has been considered recently by Stromberg and Ruppert (1992) and by Stromberg (1993 Stromberg ( , 1995 . One di culty is that the computation of exact ts to elemental sets is far from trivial in nonlinear regression. This paper considers a special class of nonlinear regression models for which the elemental set estimates can be computed in closed form.
Another advantage of the elemental sets method is that it is nite. It can therefore be used to generate preliminary estimators with which to initialize iterative estimation schemes such as maximum likelihood or Mestimation. In particular, an estimator which combines high breakdown with high e ciency under normal errors can be achieved by using a high breakdown elemental estimator to initialize the MM estimation scheme of Yohai (1987) and Stromberg (1993) .
The regression functions (t) we consider are those which solve constant coe cient di erential equations of the form
where D is the di erential operator. Solutions to (??) include complex exponentials, damped and undamped sinusoids and real exponentials, depending on the roots of the polynomial with the k as coe cients (Brockwell and Davis, 1991; Osborne and Smyth, 1995) . Let the roots be j , j = 1; . . .; p. If the j are distinct, then (t) is a sum of exponentials,
where in general the j and j may be complex. If the j and j are not all real, then they must occur in complex conjugate pairs in order that (t) be a real signal. If the roots are purely imaginary, then (t) is a sinusoidal signal
for real j and j and ! j 2 0; ).
We suppose that observations, y i = (t i ) + i , are made at equi-spaced times t i , i = 1; . . .; n, where the i are independent with mean zero and variance 2 . Write with roots exp( j t) and where t is the spacing unit of the t i . This allows the c j to be estimated in closed form given an elemental set of 2p equi-spaced observations.
The elemental set computation is in fact an application of the classical interpolation method of Prony (1795) . See Smyth (1991, 1995) , Kahn et al (1992) , Mackisack et al (1994) and Smyth (1995) for modern least squares modi cations of Prony's method.
The extraction of sinusoidal signals from time-series data and the least squares tting of exponential signals are highly nonlinear problems which have attracted enormous attention in the statistics and engineering literatures. Exponential tting algorithms typically require excellent starting values and frequently have di culty converging because of collinearity between the exponential decay functions. Sinusoidal signals on the other hand are asymptotically uncorrelated, but give rise to highly non-convex sums of squares having local minima O(n ?1 ) apart in the frequencies (Rosenblatt and Rice, 1988) . This has typically prevented the use of fully efcient global least squares estimators in practice. For neither type of problem have problems of data quality have received much attention.
The method of elemental sets gives rise to two classes of estimators, those based on minimizing a suitable criterion over the elemental sets and those based on averaging the tted values or parameter estimates obtained from the elemental sets. In this paper we consider criterion based estimators which achieve the least sum of squared residuals (LS), least trimmed sum of squared residuals (LTS) and least median squared residual (LMS). LTS and LMS are high breakdown criteria. LTS has positive e ciency relative to least squares given normal errors. We suggest minimizing the above criteria over O(n) elemental sets to obtain nite preliminary estimators. This approach is related to the random search for the least squares frequency estimate suggested by Rosenblatt and Rice (1988) , with the di erence that each estimate considered has some support in the data so that the candidates are relatively dense in the neighborhood of the true values.
Elemental Set Estimates
An elemental set is any set of 2p observations which identi es unique values for the parameters. Non-consecutive sequences of observations however can be generally interpolated by more than one possible sinusoidal signal, the alternative signals being related as harmonics. We therefore restrict to elemental sets which are sequences of consecutive observations. A larger number of elemental sets is possible when tting real exponential signals to positive data, and although this idea is not used in this paper.
Consider These estimates however are not true elemental estimates, as they use more than the minimum number of observations, and this approach is not taken further in this paper.
Frequency Estimation
The derived signal (t) is a sum of cosines if and only if the roots of the polynomial p c () lie of the unit circle. In this case p is even, the roots occur in conjugate pairs, and c is symmetric, c j = c 2p+2?j for j = 1; . . .; p=2 (Smyth, 1995 Table ? ? gives results over 500 simulated data sets for the LS, LTS and LMS criteria minimized over the elemental sets. The LTS criterion trimmed 50% of the residuals. The elemental LS estimate was also input as starting value to an iterative Levenberg least squares algorithm to obtain an approximation to the global least squares estimator (global LS). Also computed is an estimator based on the principal axis of the Prony vectors, treating them as axial observations on the unit sphere. See Fisher et al (1987, Section 3.2.4) for a discussion of principal axes.
The LS, LTS and LMS criteria have similar squareroot mean square errors (MSE) on this problem. The global LS estimator has, predictably, far the lowest MSE, and achieves e ciency relative to the Cram er-Rao lower bound of 100%. This demonstrates that the elemental LS is an adequate starting value for maximum likelihood on this problem. The estimator based on averaging the Prony vectors themselves performs far less well than the criteria based estimators. Table ? ? gives the results of a similar simulation experiment, but with 30% outliers. Outliers were generated to have standard deviations 100 times that of the good observations and were associated with a random subset of the t i . The LTS and LMS criteria are now markedly superior to least squares, although none of the methods achieve good e ciency relative to the Cram erRao lower bound. The square root of the Cram er-Rao lower bound based on the 70% good observations is in this case 0.00058. The principal axis method fails completely on this problem.
