We introduce a new regularization-based continual learning algorithm, dubbed as Uncertainty-regularized Continual Learning (UCL), that stores much smaller number of additional parameters for regularization terms than the recent state-ofthe-art methods. Our approach builds upon the Bayesian learning framework, but makes a fresh interpretation of the variational approximation based regularization term and defines a notion of "uncertainty" for each hidden node in the network. The regularization parameter of each weight is then set to be large when the uncertainty of either of the node that the weight connects is small, since the weights connected to an important node should be less updated when a new task comes. Moreover, we add two additional regularization terms; one that promotes freezing the weights that are identified to be important (i.e., certain) for past tasks, and the other that gives flexibility to control the actively learning parameters for a new task by gracefully forgetting what was learned before. In results, we show our UCL outperforms most of recent state-of-the-art baselines on both supervised learning and reinforcement learning benchmarks.
Introduction
Continual learning, also called as lifelong learning, is a long-standing open problem in machine learning in which data from multiple tasks continuously arrive and the learning algorithm should constantly adapt to new tasks as well as not forget what it has learned in the past. The main challenge is to resolve the so-called stability-plasticity dilemma [2, 17] . Namely, a learning agent should be able to preserve what it has learned, but focusing too much on the stability may hinder it from quickly learning a new task. On the other hand, when the agent focuses too much on the plasticity, it tends to quickly forget what it has learned. Particularly, for the artificial neural network (ANN)-based models, which became the mainstream of the machine learning methods, it is well-known that they are prone to such catastrophic forgetting phenomenon [16, 4] . As opposed to the ANNs, humans are able to maintain the obtained knowledge while learning a new task, and the forgetting in human brain happens gradually rather than drastically. This difference motivates active research in developing neural network based continual learning algorithms.
As given in a comprehensive survey [19] on this topic, approaches for tackling the catastrophic forgetting in neural network based continual learning can be roughly grouped into three categories: regularization-based [13, 11, 29, 18] , dynamic network architecture-based [22, 28] , and dual memory system-based [21, 14, 26, 9] . While each category has its own merit, of particular interest are the regularization-based methods, since they pursue to maximally utilize the limited network capacity by imposing constraints on the update of the network given a new task. Computationally, they typically are realized by adding regularization terms that penalize the changes in the network parameters when learning a new task. This approach makes sense since it is well-known that neural network models are highly over-parametrized, and once successful, it can be also complementary to other approaches since it can lead to the efficient usage of network capacity as the number of tasks grows, as in [24] .
The recent state-of-the-art regularization-based methods typically implement the per-parameter regularization parameters based on several different principles inferring the importance of each parameter for given tasks; e.g., diagonal Fisher information matrix for EWC [11] , variance term associated with each weight parameter for VCL [18] , and the path integrals of the gradient vector fields for SI [29] . While these methods are shown to be very effective in several continual learning benchmarks, one common caveat is that the amount of the memory required to store the model is twice the original neural network parameters, since they need to store the individual regularization parameters. We note that this could be a limiting factor for being deployed with large network size.
In this paper, we propose a new regularization-based continual learning algorithm, dubbed as Uncertainty-regularized Continual Learning (UCL), that stores much smaller number of additional parameters for regularization terms than the recent state-of-the-arts, but achieves much better performance in several benchmark datasets. Our approach builds upon the Bayesian learning framework as VCL, but makes a fresh interpretation of the variational approximation based regularization term and defines a notion of "uncertainty" for each hidden node in the network. Namely, when sampling the weight parameters from the Gaussian distributions, we constrain the (learnable) variances of the weights of a node to have the same value and define the uncertainty of the node as the common variance used to sample the incoming weights. The regularization parameter of each weight is then set to be large when the uncertainty of either of the node that the weight connects is small, since the weights connected to a certain node should be less updated when a new task comes. As the uncertainty is only associated with nodes, we can easily see that the additional memory required for UCL to store the regularization parameters is much smaller than other methods. Moreover, we add two additional regularization terms to the objective function; one that promotes freezing the weights that are identified to be important (i.e., certain) for past tasks, and the other that gives flexibility to control the actively learning parameters for a new task by gracefully forgetting what was learned before. In results, we show our UCL outperforms VCL, with much less number of parameters, as well as other recent state-of-the-art baselines on both supervised and reinforcement learning benchmarks. We also visualize the learned variances of nodes in the network and show that the network capacity is adaptively controlled by learning the right amount of uncertainties as the number of tasks increases.
Related Work
Continual learning There are numerous approaches in continual learning and we refer the readers to [19] for an extensive review. We only list work relevant to our method. The main approach of regularization-based methods in continual learning is to identify the important weights for the learned tasks and penalize the large updates on those weights when learning a new task. LwF [13] contains task-specific layers, and keeps the similar outputs for the old tasks by knowledge distillation [8] . In EWC [11] , the diagonal of the Fisher information matrix at the learned parameter of the given task is used for giving the relative regularization strength. An extended version of EWC, IMM [12] , merged the posteriors based on the mean and the mode of the old and new parameters. SI [29] computes the parameter importance considering a path integral of gradient vector fields during the parameter updates . Additionally, VCL [18] adopts online Bayesian learning framework.
Some work approached continual learning differently than the regularization-based method for the limited network capacity case. PackNet [15] picks out task-specific weights based on the weight pruning method, which requires saving the binary masks of the weights. Instead of storing the heuristic masks, they can be learned from the training procedure. HAT [25] employs node-wise attention mechanism per layer using task identifier embedding. However, a critical limitation of HAT is that it needs to know the number of tasks a priori.
Variational inference In standard Bayesian learning, the main idea of learning is efficiently approximating the posterior distribution on the models. [6] introduces a practical variational inference technique for neural network, which suggested that variational parameters can be learned using backpropagation. Another approach in variational inference is [10] which introduces the approximated lower bound of likelihood, and learn variational parameter using re-parameterization trick. In [1] , they introduce Unbiased Monte Carlo, which also uses back-propagation, but many kinds of priors can be used in the Unbiased Monte Carlo. In addition, there are several practical methods for variational inference in neural networks, such as using dropout [5] or Expectation-Propagation [7] .
3 Uncertainty-regularized Continual Learning (UCL) 3 .1 Notations and a review on VCL Consider a discriminative neural network model, p(y|x, W), that returns a probability distribution over the output y given an input x and parameters W. In standard Bayesian learning, W is assumed to be sampled from some prior distribution p(W|α) that depends on some parameter α, and after observing some data
, obtaining the posterior p(W|α, D) becomes the central problem to learn the model parameters. Since exactly obtaining the posterior becomes intractable, variational inference [1, 3, 6] instead tries to approximate this posterior with a more tractable distribution q(W|θ). The approximation is done by minimizing (over θ) the so-called variational free energy, which can be written as
in which log p(D|W) is the log-likelihood of the data D determined by the model p(y|x, W), and D KL (·) stands for the Kullback-Leibler divergence. Moreover, the commonly used q(W|θ) is the so-called Gaussian mean-field approximation, q(W|θ) = i N (w i |µ i , σ i ), that is defined by the parameter θ = (µ, σ), and θ can be learned via so-called reparametrization trick [10] and the standard back-propagation.
In VCL [18] , they apply this standard variational inference method to the continual learning setting. Namely, when a dataset for task t, D t arrives, VCL solves to minimize
over θ t = (µ t , σ t ), in which q(W|θ t−1 ) stands for the posterior learned after observing D t−1 acting as a prior for learning q(W|θ t ). Note in (2), we can observe that the KL-divergence term naturally acts as a regularization term. In [18] , they showed that the network learned by sequentially solving (2) for each task t can successfully combat the catastrophic forgetting problem to some extent.
However, we argue that this VCL approach has a couple of drawbacks as well. First, due to the Monte-Carlo sampling of the model weights for computing the likelihood term in (2), the time and space complexity for learning grows with the sample size. Second, since the variance term is defined for every weight parameter, the number of parameters to maintain becomes exactly twice the actual neural network weights. This becomes problematic when deploying a large-sized network, as is the case in modern deep learning. In this paper, we present a novel approach which can resolve above problems of VCL. Our key idea is derived from a fresh interpretation of the closed form of KL divergence term in (2) and the Bayesian neural network based model pruning [6, 1] .
Interpreting KL-divergence and motivation of UCL
While the KL divergence in (2) acts as a generic regularization term, we give a closer look at it, particularly for the Gaussian mean-field approximation model. Namely, after some algebra and evaluating the Gaussian integral, the closed-form of
in which L is the number of layers in the network, (µ
t ) are the mean and standard deviation of the weight matrix for layer l that are subject to learning for task t, (µ
t−1 ) are the same quantity that are learned up to the previous task, the fraction notation means the element-wise division between tensors, and · t . Namely, when minimizing (3) over θ
t ), the inverse of the variance learned up to task (t − 1) is acting as per-weight regularization strengths for µ (l) t deviating from µ (l) t−1 . This makes sense since each element of (σ
2 can be regarded as an uncertainty measure for the corresponding mean weight of µ (l) t−1 , and a weight with small uncertainty should be treated as important such that high penalty is imposed when significantly getting updated for a new task t. Moreover, term (b) in (3), which is convex in (σ
and is minimized when σ
t−1 , is acting as a regularization term for σ 2 t . Note it promotes to preserve the learned uncertainty measure when updating for a new task. This also makes sense for preventing catastrophic forgetting since the weights identified as important in previous tasks should be kept as important for future tasks as well such that the weight does not get updated too much by term (a). Based on this interpretation, we now modify each term and devise our UCL.
Modifying term (a)
We modify term (a) in (3) based on the following three intuitions. First, instead of maintaining the uncertainty measure for each mean weight parameter of µ t , we devise a notion of uncertainty for each node of the network. Second, based on the node uncertainty, we set high regularization strength for a weight when either of nodes it connects has low uncertainty. Third, we add additional 1 -regularizer such that a weight gets even more stringent penalty for getting updated when the weight has large magnitude or low uncertainty, inspired by [1, 6] . We elaborate each of these intuitions below. While maintaining the weigth-level importance as in other work [11, 18, 29] makes sense, we believe maintaining the importance (or uncertainty in our case) at the level of node makes more sense, not only for the purpose of reducing the model parameters, but also because the node value (or the activation) is the basic unit for representing the learned information from task. A similar intuition of working at node-level also appears in HAT [25] , which devised a hard attention mechanism for important nodes, or dropout [27] , which randomly drops nodes while training. In our variational setting, we define the uncertainty of a node as following; first constrain the incoming weights to the node to have the same variance parameters, then set that variance as the uncertainty of the node. For Gaussian mean-field approximation case, this constraint corresponds to adding zero-mean i.i.d Gaussian noise (with difference variances for different nodes) to the incoming weights when sampling for the variational learning.
For our second intuition, we derive the weight-level regularization scheme based on the following arguments. We believe there are two major sources that can cause the catastrophic forgetting of the past tasks when an weight update for a new task happens; 1) the negative transfer happening at the incoming weights of a node, and 2) the information loss happening at the outgoing weights of a node. Namely, suppose a node is identified as important, or as having low uncertainty, for the past task and the learning of a new task is taking place. From the perspective of that node, it is clear that when any of the incoming weights are significantly updated during the learning of the new task, the node's (important) representation for the past task will significantly get altered as the node will differently combine information from the lower layer, and hurt the past task accuracy. On the other hand, when the outgoing weights of the important node are significantly updated, the information of that node will get washed out during forward propagation, hence, it may not play important role in computing the prediction, causing the accuracy drop for the past task.
From above argument, we devise the weight-level regularization such that as weight gets high regularization strength when either of the node it connects has low uncertainty. This is realized by replacing term (a) of (3) with the following:
in which σ 2 init is the initial variance hyperparameter for all weights, L is the number of layers in the network, µ (l) t is the mean weight matrix for layer l and task t, is the element-wise multiplication between matrices, and Λ (l) is a matrix that defines the regularization strength for the weight µ While (4) is a sensible replacement of term (a) in (3), our third intuition above is based on the observation that (4) does not take into account of the magnitude of the learned weights, i.e., µ
t−1 . In [1, 6] , they applied a heuristic for pruning network weights learned by variational inference; a weight is important if the magnitude of the ratio µ/σ is large. Inspired by the pruning heuristic, we devise an
in which the division and square inside the 1 -norm should be understood as the element-wise operation. Note σ t−1 has the same variance value associated with the i-th node in layer l. Thus, in (5), if the ratio (µ
2 is large, the 1 -norm will promote sparsity and µ (l)
t,ij will tend to freeze to µ (l) t−1,ij .
Modifying term (b)
Regarding term (b) in (3), we can also devise a similar loss on the uncertainties associated with nodes. As mentioned in Section 3.2, the loss will promote σ
t−1 , meaning that once a node becomes important at task (t − 1), it tends to stay important for a new task as well. While this makes sense for preventing the catastrophic forgetting as it may induce high regularization parameters for penalties in (4) and (5), one caveat is that the network capacity can quickly fill up when the number of tasks grows. Therefore, we choose to add one more regularization term to term (b) in (3),
which forces σ (l)
t to get close to 1 when minimized. Since our initial standard deviation σ init is usually set to be small (around 0.05), the addition of (6) to term (b) in (3) will tend to increase the number of "actively" learning nodes that have incoming weights with sufficiently large variance values for exploration. Moreover, when a new task arrives while most of the nodes have low uncertainty, (6) will force some of them to increase the uncertainty level to learn the new task, resulting in gracefully forgetting the past tasks.
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Output Figure 1 : Colored hidden nodes and edges denote important nodes and highly regularized weights due to (4), respectively. The width of colored edge denotes the regularization strength of (5). Note as new task comes the uncertainty level of a node can vary due to (6), respresented with color changes.
Final loss function for UCL
Combining (4), (5), and (6), the final loss function for our UCL for task t becomes
which is minimized over {µ
and has two hyperparameters, σ init and β. The former serves as a pivot determining the degree of uncertainty of a node, and the latter controls the increasing or decreasing speed of σ (l) t . As elaborated in above sections, it is clear that the uncertainty of a node plays a critical role in setting the regularization parameters, hence. justifies the name UCL. Moreover, unlike in Monte Carlo sampling, we sample the weights just once from q(W|θ t ), in which θ t = θ t−1 for the initial epoch, which was sufficient for the high performance in our experiments. Illustration of the regularization mechanism of UCL is given in Figure 1 .
Experiments
Supervised learning
We evaluate the performance of UCL together with EWC [11] , SI [29] , VCL [18] , and HAT [25] . We also make a comparison with Coreset VCL as in original paper [18] . The number of sampling weights was 10 for VCL, and 1 for UCL. All of the results are averaged over 5 different seeds. The initial standard deviation of UCL, σ init , was set to 0.06. We fairly did the hyperparamter selection for all methods for fair comparison, and refer to Supplementary Materials for more details. Permuted / Row Permuted MNIST We first test on the popular Permuted MNIST benchmark. We used fully connected single head networks of two hidden layers with 400 units followed by ReLU nonlinearities for all methods. We compare the average test accuracy over the learned tasks in Figure 2 (left). After training on 10 tasks sequentially, EWC, SI, and VCL show little difference of performance among them achieving 91.8%, 91.1%, and 91.3% respectively. Although VCL with the coreset size of 200 makes an improvement of 2%, UCL outperforms all other baselines achieving 94.5%. Interestingly, HAT keeps almost the same average accuracy over first 5 tasks as UCL, however it starts to make a significant drop in accuracy after training task 7. This points out the limit of applying HAT in a single-headed network. As a variation of Permuted MNIST, we shuffled only rows of MNIST images pixels instead of shuffling all the image pixels, which we denote as Row Permuted MNIST. We empirically find that all algorithms are prone to forgetting more in Row Permuted MNIST. Looking at the accuracy scale, all the methods show severe degradation of performance compared to Permuted MNIST in Figure 2 (right). This may be due to permuting of the correlated row blocks causing more weight changes in the network. After 10 tasks, UCL again achieved the highest average accuracy 86.5% in this experiment as well. For a better understanding of our model, we visualize the standard deviations in all layers. Figure 3 shows the change of standard deviation as the training proceeds. After the model trained on task 1, we find that just a few of them become smaller than σ init , and most of them becomes much larger in the first hidden layer. Interestingly, the uncertain nodes in layer 1 show a drastic decline of their standard deviations at a specific task as the learning progresses, which means the model had to make them certain for adapting to the new task. On the other hand, all the nodes in the output layer had to reduce their uncertainty as early as possible considering even a tiny randomness can lead to a totally different prediction. Most of the nodes in layer 2, in addition, do not show a monotonic tendency.
This can be interpreted as many of them need not belong to a particular task. As a result, this gives the plasticity and gracefully forgetting in our model. Split MNIST We test also in the class-incremental setting that the number of classes to classify grows as learning a new task [21] . This benchmark was used in [29, 18] . Two successive digits starting from 0 in MNIST data compose a task, resulting in total 5 tasks. For this experiment, we trained the algorithms on fully connected networks with multi-head outputs, which have 2 hidden layers with 256 units followed by ReLU nonlinearities. At the top row of Figure 4 , we compare the test accuracy of each task together with the average accuracy over all observed tasks at the right end. UCL accomplishes the same 5 tasks average accuracy as HAT; 99.7%, which is slightly better than the results of SI and VCL with coreset, 99.0%, and 98.7%, respectively, and significantly outperforms EWC and VCL. Note that HAT needs to know the number of tasks a priori while UCL need not.
Split notMNIST
In this experiment, we make an assessment on another incremental binary classification tasks with notMNIST dataset, which has 10 character classes. We split the characters of notMNIST into 5 groups same as VCL [18] : A/F, B/G, C/H, D/I, and E/J. Here we employ fully connected networks with four hidden layers with 150 units followed by ReLU. Unlike the previous experiment, SI shows similar result to EWC around 84% average accuracy, and VCL attains a better result of 90.1%(bottom row of Figure 4 ). Our UCL again makes an outstanding result of 95.7%, that is higher than HAT and VCL with coreset: 95.2% and 93.7%, respectively. Comparison of model parameters Table 3 shows the number of model parameters in each experiment. Vanilla stands for the base network architecture of all methods. It is shown that our algorithm, UCL, has fewer parameters than other regularization based approaches. Especially, UCL has almost half the number of VCL parameters, based on similar variational framework. Although HAT shows the least number of parameters, it has the drawback of requiring to know the number of task a priori.
Ablation study Figure 5 shows an ablation study on UCL's regularization. We tested on three cases with Permuted MNIST and all experimental settings are same as Figure 2 . "UCL w/o upper freeze" (4), and we observe regularizing the outgoing weights of an important node in UCL very important. "UCL w/o (5)" stands for the removing (5) from (7), and we clearly see the pruning heuristic based weight freezing is also very important. "UCL w/o (6)" stands for not using (6) and it shows that while the accuracy of Task 1 & 2 are even higher than UCL, but the accuracy drastically decreases after Task 3. This is because the capacity of the model decreases rapidly due to lack of "actively" learning weights.
Reinforcement learning
To verify our method in various aspects, We also conducted an experiment on reinforcement learning. Roboschool [23] consists of 12 tasks and each task has a different shape of state and continuous action space, and goal. From these tasks, we randomly chose the five tasks and sequentially train a model by following order, {Humanoid, HumanoidFlagrun, Ant, Walker2d, Hopper}. We also trained the model using PPO [23] as a training algorithm and selected EWC, Fine-tuning and Scratch as baselines. We trained and tested all baselines in exactly the same condition and had a parameter searching to find a optimal setting for baselines. More experimental details are described in Supplementary Materials. Figure 6 shows the results. Each task is sequentially trained during 4m iterations, and the results are made by 3 runs to reduce the training variance. We normalized the reward in Figure 6 by using a max and min reward for scratch model of each task. From this experiment, we could make following observations. Firstly, the results from task 1 to task 3 show UCL and EWC can also overcome the catastrophic forgetting in reinforcement learning as well, but Fine-tuning cannot as expected. Secondly, UCL achieves the highest reward compared to the scratch model. The value 1 in y-axis for each task means the maximum value that the scratch model achieved. EWC achieves lower reward than UCL and the scratch model at all tasks. However, UCL surpasses the rewards of the scratch model in all tasks, marked value higher than 1. This is because UCL can do efficient exploration due to the added Gaussian noise, as in a recently proposed model in [20] . Thus, via the variational framework in UCL, we both address the catastrophic forgetting and efficient exploration. Lastly, UCL seemed to be less sensitive to the hyperparameter than EWC as EWC shows more variation during hyperparameter searching. Task 4 and 5 seem to be hard tasks as Fine-tuning also suffers, but we see UCL can achieve some rewards while not hurting previous tasks.
Conclusion
We proposed a new uncertainty-based regularization method for overcoming catastrophic forgetting named UCL. Our method constrains the flexibility of weights by L1 and L2 regularization combined with variance regularization based on node-wise uncertainty. As a result, UCL showed impressive experimental results that outperforms other state-of-the-art baselines in both supervised and reinforcement learning. UCL requires fewer parameters than others and also can employ gracefully forgetting past tasks. For future work, we plan to extend UCL to the convolutional neural networks.
Derivation of (3)
Let assume q(W|θ t ) and q(W|θ t−1 ) as below.
For simplicity, we decompose D KL (q(W|θ t )||q(W|θ t−1 )) as (8) and (9) . At first, the closed form of (8) is as below.
And then, (9) is as below.
Therefore, combining (10) and (11), D KL (q(W|θ t )||q(W|θ t−1 )) can be as
where 1 stands for all-1 vector with D dimensions. Therefore, the form of (12) is same as (3) in main paper.
7 Implementation details We trained all of our baselines with mini batch size of 256 for 100 epochs other than VCL; 200 epochs for VCL. We also optimized them with learning rate 0.001 by Adam optimizer[?] But for HAT, we updated it by stochastic gradient descent(SGD) with learning rate 0.05. Fisher information matrix were computed using all training samples of a task. Regularization hyperparameters are compared as below :
• UCL -{0.0001, 0.001, 0.01, 0.02(row permuted), 0.03(permuted)} • EWC -{40, 400(best), 4000, 40000}
• SI -{0.01, 0.03(best), 0.1, 0.3, 0.5, 0.7, 1.0}
• HAT -{0.25, 0.5, 0.75(best), 1.0}
• VCL -not needed
Split MNIST
We use the whole training dataset of a task for batch size of VCL, and trained it for 120 epochs. The others are trained in the same way as previous experiment. Regularization hyperparameters are compared as below :
• UCL -{0.0001(best), 0.001, 0.01, 0.02, 0.03(best)} • EWC -{40, 400, 4000(best), 40000}
• SI -{0.01, 0.03, 0.1, 0.3, 0.5, 0.7, 1.0(best)} • HAT -{0.25, 0.5, 0.75(best), 1.0}
Split notMNIST
The training settings are equal to those in Split MNIST. Hyperparameters are compared as below :
• UCL -{0.0001, 0.001, 0.01, 0.02, 0.03(best)} • EWC -{40, 400, 4000(best), 40000}
• SI -{0.01, 0.03, 0.1, 0.3(best), 0.5, 0.7, 1.0}
• VCL -not needed Figure 2 shows details on environments that we are used in experimental section on reinforcement learning. We trained each model of baselines and UCL using these five tasks. We used two fully connected hidden layers with one input layer and multiple output layers and set σ=0.005 for an initialization of UCL, used He initialization for other baselines. The number of nodes in input layer is 44, the maximum size of the state space in selected five tasks. Depending on the tasks, unused areas are filled with zeros. Each output layer is equal to the size of the action space of each task, and we used DiagGaussian as a output layer because an action type of these five tasks is continuous action. We used PPO (Proximal Policy Optimization) to train a model for reinforcement learning. Figure 3 shows hyperparameters we used and these hyperparameters are applied to the all cases in reinforcement learning experiments equally.
Hyperparameters of PPO
