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Dynamics of Cavitation Bubbles in Compressible Two-Phase Fluid Flow
(Dynamik von Kavitationsblasen im kompressiblen Zweiphasenstroemung)
Abstract
In liquid flow, the liquid vaporizes when the pressure drops below vapor pressure
and cavities form. This phenomenon is called cavitation. Cavitation bubbles occur
in several applications, e.g., at ship propellers, where the rotation of the blades
accelerates the flow field and leads to a pressure drop behind them. These can
collapse near rigid structures, emanating a strong shock wave and generating a high
energy that can exceed the resistance of the nearby structure and, thus, cause material
damage.
In 1917, Lord Rayleigh conjectured that collapsing bubbles emanating pressure
waves can cause material damage at ship propellers. This was confirmed later on by
experiments with laser-induced cavitation bubbles. In particular, the formation of a
liquid jet by collapsing bubbles near a rigid structure has been associated to its ero-
sion. Although numerous experimental investigations have revealed several effects,
their influence on material damage is still open due to limited measurement tech-
niques. Here, numerical simulations can improve the understanding of the complex
dynamics of cavitation bubbles because they provide insights in the multidimensional
flow field in both the liquid and the gas. However, there are several difficulties to
overcome arising in physical modeling, numerical discretization and experimental
validation. Another problem is the lack of accurate initial data that cannot directly
be determined from the experiments. Therefore a quantitative comparison of exper-
imental and numerical results is hardly to achieve.
The aim of the thesis is to provide an accurate description and prediction of the
wave dynamics occurring in the flow field of collapsing cavitation bubbles. A better
understanding of the process might give new insights in the causal connections with
material damage that cannot be easily assessed by experiments.
For the purpose of this thesis, an adaptive finite volume solver has been extended to
liquid-gas applications in order to overcome the instabilities at the phase boundary.
This solver is validated using exact solutions and experimental results. In particular,
the quasi-one-dimensional symmetric collapse of a spherical cavitation bubble in a
free field and the one-dimensional interaction of a shock wave with a bubble are
considered. For comparison with experiments appropriate initial data are needed.
For this purpose a strategy is developed in order to determine this state.
The validated code is applied to the investigation of lithotripter shock waves in-
teracting with a collapsing bubble and the asymmetric collapse of a gas bubble near
a solid wall. The results are compared with experimental results that have been per-
formed for the case of laser-induced cavitation bubbles at the university of Go¨ttingen:
(i) the shape of the bubble and the propagation of waves, (ii) the direction of the flow
and its velocity in the surrounding liquid flow field and (iii) the pressure away from
the bubble provided by high-speed photography, particle-image velocimetry (PIV)
and pressure measurements, respectively.
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1. Introduction
In liquid flow, the liquid vaporizes when the pressure drops below vapor pressure and
cavities form. This phenomenon is called cavitation. Details on the fundamentals
and the physical dynamics of cavitation can be found in [23, 13]. Cavitation bubbles
occur in several applications, e.g., at ship propellers, where the rotation of the blades
accelerates the flow field and leads to a pressure drop behind them. Cavitation also
occurs in oil pumps, liquid injectors or valves. In these applications, cavitation causes
extra noise, vibrations, a loss of efficiency and erosion of the structure.
Cavitation bubbles can collapse near rigid structures, emanating a strong shock
wave and generating a high energy that can exceed the resistance of the structure
and, thus, cause material damage. Typically material erosion is to be avoided but
it can be favorable in some situations, e.g., in medicine to break up kidney stones
in vessels. In this case, lithotripter shock waves focus near the stone generating
cavitation bubbles.
The effect of pressure waves emanating from cavitation bubbles has been already
investigated by Lord Rayleigh in 1917 [58]. He conjectured that collapsing bubbles
can cause material damage at ship propellers. This was confirmed later on by exper-
iments with laser-induced cavitation bubbles, cf. [43]. In particular, the formation
of a liquid jet by collapsing bubbles near a rigid structure has been associated to its
erosion [56].
Experimental investigations. In the past, numerous experimental investiga-
tions with laser-induced cavitation bubbles have been conducted. An extensive sur-
vey on the experimental investigations can be found in the recent review article by
Lauterborn and Kurz [43]. Here we briefly sketch some of the results: thanks to
advanced measurement techniques, e.g. particle-image velocimetry (PIV) [38] and
shadowgraph or Schlieren imaging using high-speed cameras, new light was shed on
the intricate interaction of a bubble with a neighboring boundary. Several effects
have been observed in the collapse of a single, initially spherical bubble, such as the
indentation of the bubble wall opposite to the solid surface and the development of
a liquid jet directed towards the wall [51, 11, 41], the emission of pressure waves into
the liquid when the bubble is collapsing, the generation of a counter-jet directed away
from the structure [69], the formation of a vortex ring around the toroidal bubble
developing after the jet penetration followed by the breakup of the toroidal bubble
into a swarm of tiny bubbles that also emit waves when collapsing [64, 54] and bubble
movement towards the wall caused by Bjerknes forces.
Challenges for numerical simulation. Although all these effects are well-
known, their influence on material damage is still open due to limited measure-
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ment techniques. Here, numerical simulations can improve the understanding of the
complex dynamics of cavitation bubbles. However, there are several difficulties to
overcome arising in physical modeling, numerical discretization and experimental
validation:
In order to simulate the surrounding flow field of a bubble collapse, physical mod-
els have to take into account compressibility of both phases because shock waves are
formed in the liquid and the gas. Shock waves are emitted either by the collapse of
bubbles or by the pressure difference at the phase boundary. Moreover, due to expan-
sion and compression, the gas state inside the bubble undergoes extreme changes of
state. For a bubble at its maximum expansion the gas is at low pressure, density and
temperature. However, in the collapse, the bubble is compressed leading to pressures
above 1000 bar and temperatures above 1000 K. Since shock waves can propagate
inside the bubble, the gas state cannot be considered homogeneous as supposed fre-
quently in investigations, cf [37]. Thus the numerical solver must be stable for a wide
range of states.
Furthermore the bubble size extremely changes in the collapse. In experiments,
with laser-induced cavitation bubbles [42, 43], the maximum size of a bubble is about
1 mm. In the collapse the size shrinks to about 10µm. In order to resolve correctly
such bubbles in the collapse, the grid size has to be at least in the order of 1µm.
On the other hand, the highly dynamic process requires a time-accurate scheme
to accurately catch the wave dynamics. Therefore an explicit time-discretization
is mandatory. Due to the fine spatial resolution we thus need small time steps to
satisfy the stability constraint of the Courant-Friedrich-Levy (CFL) number. A high
resolution in space and in time is also needed at the phase boundary due to its
instability caused by different sound speeds in the liquid and in the gas and a large
difference in density and pressure between the two phases in the order of magnitude
of 1000.
Another problem is the lack of accurate initial data that cannot directly be deter-
mined from the experiments. Therefore a quantitative comparison of experimental
and numerical results is hardly to achieve. Currently available measurement tech-
niques such as shadowgraph or Schlieren imaging, particle-image velocimetry (PIV),
infrared-measurements only allow for a qualitative comparison. The gas state in the
bubble is not yet accessible by these techniques.
Mathematical model and numerical discretization. Due to the developing
of shocks in the liquid as well as the gas and collapse times in the range of 100µs we
use a sharp interface model separating the two phases. Each phase is governed by the
compressible fluid equations supplemented by an equation of state. Phase transition
at the interface is neglected. To resolve numerically the phase boundary there are
two approaches considered in the literature: the Lagrangian approach and the Eule-
rian approach where the interface is either tracked or captured. The latter is used in
this thesis. Numerically, there are difficulties to overcome due to a large difference in
the acoustic impedance at the liquid-gas phase boundary, i.e., a much larger density
and pressure in the liquid than in the gas, and different equations of state. Stan-
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dard schemes such as the Godunov scheme, Lagrangian-remap schemes [18] and the
original ghost fluid method [20, 4] cannot be used due to instabilities at the liquid-
gas interface. Recently, new schemes have been developed for the modeling of gas
bubbles in a liquid. For instance, the Free-Lagrange method [68] in the Lagrangian
approach.
In the Eulerian approach, a phase indicator function is needed to characterize the
position of the phase boundary. It can be determined using the level set function [62],
the volume of fluid method (VOF) [71] or the gas fraction [61]. The level set function
has been used in different approaches such as the cut-cell approach developed by
Nourgaliev, Dinh and Theofanous [52], the two-flux method of Abgrall and Karni [4]
in case of gas-gas applications or the ghost fluid method for gas-gas applications [20]
and liquid-gas applications [19, 39, 40, 70]. More recently Johnsen and Colonius
introduced a high-order accurate shock- and interface-capturing scheme [34, 33] where
the interface is captured by a non-conservative discretization of the gas fraction [3].
Aims and work. The aim of the project is to provide an accurate description
and prediction of the wave dynamics of the physical process of collapsing cavitation
bubbles. A better understanding of the process might give new insights in the causal
connections with material damage that cannot be easily assessed by experiments.
For our simulations we use the adaptive finite volume solver originally developed by
Mu¨ller [48], where grid adaptation is performed by means of a multiscale analysis.
This solver was already applied by Andreae [2] for the investigation of gas-gas ap-
plications using the two-flux method of Abgrall and Karni [4], e.g., a shock-bubble
interaction that was successfully compared with experiments of Haas and Sturte-
vant [26] and a bubble collapse near a rigid wall in [2].
For the purpose of this thesis, the code is extended to liquid-gas applications in
order to overcome the instabilities at the phase boundary. Due to the complex
dynamics of wave interactions in the bubble collapse the computational load with
respect to memory and CPU time is very high. Therefore parallelization is needed to
reduce the costs to an affordable scale. For this purpose, the flow solver is parallelized
using MPI. The parallelization of the adaptive multiscale analysis was realized before
by Melian [47, 14, 15].
The extended solver is validated using exact solutions and experimental results. For
this purpose the quasi-one-dimensional symmetric collapse of a spherical cavitation
bubble in a free field and the one-dimensional interaction of a shock wave with a
bubble is considered. For comparison with experiments appropriate initial data are
needed. However, for laser-induced cavitation bubbles, the state inside the bubble is
unknown because of the lack of measurement techniques as already discussed before.
Therefore a strategy is developed in order to determine this state. Note that this
procedure makes a direct comparison with experimental results even more difficult
in addition to the uncertainty in the model. The validated code is applied to the
investigation of lithotripter shock waves interacting with a collapsing bubble and the
asymmetric collapse of a gas bubble near a solid wall. The results are compared
with experimental results that have been performed for the case of laser-induced
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cavitation bubbles at the university of Go¨ttingen [42, 43, 1, 38]: (i) the shape of the
bubble and the propagation of waves, (ii) the direction of the flow and its velocity
in the surrounding liquid flow field and (iii) the pressure away from the bubble
provided by high-speed photography, particle-image velocimetry (PIV) and pressure
measurements, respectively.
Outline. The mathematical model based on the Euler equations and a stiffened
gas equation of state for each phase is introduced in Chapter 2. The phase boundary
is identified by the level set function [62]. Here second order discretizations have been
implemented, see Chapter 3. The main work of this thesis has been the extension
of the finite volume solver to deal with liquid-gas phase boundaries. This extension
is based on an exact solution of a two-phase Riemann problem to be solved at the
phase boundary. This idea originates from the “real” ghost fluid method of Wang,
Liu and Khoo [70] and the extension of the modified two-flux method by Farhat [19].
Our modified ghost fluid method is presented in Chapter 4. Alternatively, the Saurel-
Abgrall approach [61] where the phase boundary is identified by the gas fraction, is
summarized that is used for comparison.
In Chapter 5, a first comparison between the Saurel-Abgrall approach and our
ghost fluid method is presented in case of 1D shock-interface interactions. Since the
exact solution can be computed for this configuration, this allows to investigate the
error and, thus, we may compare accuracy and efficiency of the two schemes.
In Chapter 6, the two methods are compared to experimental results of a laser-
induced cavitation bubble in case of a quasi-1D spherical bubble collapse in a free
field. In order to initialize the simulations, a strategy for computing the initial state
of the gas bubble is proposed.
After having validated our ghost fluid method we apply it to multi-dimensional
problems in Chapters 7 and 8. First we investigate in Chapter 7 the interaction of
a lithotripter shock wave with a collapsing spherical bubble. The results are com-
pared with experimental results of Alizadeh [1]. Finally we discuss in Chapter 8 the
asymmetric collapse of a spherical bubble next to a rigid wall. Of particular interest
is the formation of a liquid jet and the water-hammer shock that is considered to be
a significant cause for material damage of the nearby structure.
General remarks. This thesis has been supported by the Deutsche Forschungs-
gemeinschaft in the DFG-CNRS Research Group FOR 563 “Micro-Macro Modelling
and Simulation of Liquid-Vapor Flows”. The results have been presented on annual
workshops held at Strasbourg (2008), Aachen (2009), Strasbourg (2010), Stuttgart
(2011) and Paris (2012) and international conferences such as the 13th International
Conference on ”Hyperbolic Problems: Theory, Numerics and Applications” in Bei-
jing (2010) and the 8th International Symposium on Cavitation in Singapore (2012).
Some of the results of this thesis have been already published in peer-reviewed
journals and books:
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• K. Brix, S. Melian, S. Mu¨ller, M. Bachmann, Adaptive multiresolution meth-
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ESAIM proceedings, E. Cance`s, V. Louvet and M. Massot (eds.), 34, 151-183,
2011. (parallelization)
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2. Modeling of Compressible
Two-Phase Fluid Flows
The motion of fluid flow is governed by the compressible Navier-Stokes equations de-
scribing the evolution in time of mass, momentum and energy. These balance equa-
tions are summarized in Section 2.1 following the principles of continuum mechanics.
In Section 2.2 jump conditions across a discontinuity separating two domains of the
flow field are presented. The Navier-Stokes equations have to be closed by equations
of state taking into account thermodynamic properties of the fluid. This is consid-
ered in Section 2.4. In multi-fluid flow, several fluids are present in the flow field.
Each of them satisfies its own equation of state. To distinguish them, an indicator
function ϕ is added to the equation of state. Two different indicators are discussed
in Section 2.5.
2.1. The Balance Equations of Continuum Mechanics
In continuum mechanics, i.e., in the presence of a continuum, the mass m, the mo-
mentum M and the total energy E describing the fluid, are conserved so each of
them satisfies a conservation law. In a control volume dV large enough to contain a
huge number of molecules in order to neglect the statistical fluctuation of a molecule
and small enough compared to the size of the whole domain, the equations for each
conserved quantity can be derived applying the three principles of continuum me-
chanics:
• the mass can be neither created nor destroyed,
• the time rate of change of momentum of a fluid equals the net force applied on
the control volume,
• the energy can be neither created nor destroyed, it can only change in form.
In the sequel, the derivation of the laws will be briefly summarized.
2.1.1. Mass Conservation
In the bounded domain of volume V , the mass m is defined by
m =
∫
V
ρ dV, (2.1)
15
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where ρ is the density of the fluid. It is assumed that the mass can neither be
created nor destroyed in this domain. Therefore the derivative with respect to time
t vanishes, i.e.,
Dm
Dt
=
D
Dt
∫
V
ρ dV = 0. (2.2)
Thus the volume V always contains the same material, but it may change its form,
i.e., the volume is time dependent. In continuum mechanics it is called a material
volume. In order to apply the material derivative
D
Dt
:=
∂
∂t
+ u · ∇ (2.3)
to the density inside the integral, the transport theorem of Reynolds is used, so we
obtain
D
Dt
∫
V
ρ dV =
∫
V
∂ρ
∂t
dV +
∮
Γ
ρu · n dΓ, (2.4)
where u is the velocity vector of the fluid and n the outer normal vector to the surface
dΓ. This leads to the mass conservation equation,∫
V
∂ρ
∂t
dV +
∮
Γ
ρu · n dΓ =
∫
V
(
∂ρ
∂t
+∇ · (ρu)
)
dV = 0. (2.5)
2.1.2. Momentum Conservation
In a material volume V , the momentum M is defined by
M =
∫
V
ρu dV. (2.6)
The time rate of the momentum is determined by the forces acting on the domain.
The forces can be surface forces, f s, which directly act at the surface of the domain
V in normal direction n, e.g., viscous forces, and body forces, f b, like the gravity.
DM
Dt
= Fs + Fb =
∫
Γ
τ · n dΓ +
∫
V
ρ f b dV. (2.7)
The surface forces are represented by the stress tensor
τ := −p I + τ
v
(2.8)
acting on the surface along its normal. It is composed of the pressure forces, −p I,
and the viscous forces defined by
τ
v
:= µ
{
∇u+ (∇u)T−2
3
(∇ · u) I
}
, (2.9)
where µ is the dynamic viscosity coefficient. Thus, we obtain the following momen-
tum conservation equation:∫
V
(
∂ρu
∂t
dV +∇ ·
(
ρu⊗ u+ p I − τ
v
))
dV =
∫
V
ρ f b dV. (2.10)
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V
nD
−
SD
uD
+Γ
V+
nD
+
−Γ
−
Figure 2.1.: Material volume V
2.1.3. Energy Conservation
The total energy E is composed of the internal energy e and the kinetic energy 1
2
u2.
The rate of change of the energy of the fluid is equal to the rate of the work W
done on the fluid and the rate of heat Q added to the fluid. The rate of work is the
product of a surface or a body force and the velocity: W = Fs · u. The rate of heat
Q corresponds to the heat flux through the surface Γ, thus Q =
∮
Γ
q · n dΓ. The
conservation equation is
D
Dt
∫
V
ρE dV =
D
Dt
∫
V
ρ
(
e+
1
2
u2
)
dV = W +Q. (2.11)
Finally, using the forces present in the momentum equation, we obtain the following
energy conservation equation:∫
V
(
∂ρE
∂t
dV +∇ ·
((
(ρE + p) I − τ
v
)
· u+ q
))
dV =
∫
V
ρ (u · f b) dV, (2.12)
where the heat flux q is modeled by Fourier’s law: q = −λ∇T , with λ the heat
conduction coefficient.
2.2. Jump Conditions
Physical quantities may suffer from discontinuities, e.g., across material interfaces or
shocks. The jump is not arbitrary, but the states at both sides of the wave are linked
by the jump conditions. For this purpose, let us assume the material volume V being
intersected by one surface discontinuity SD separating two material volumes V
+ and
V − where the flow remains continuous. This is sketched in Fig. 2.1. Applying the
transport theorem (2.4) on a quantity f in each subdomain results in the following
17
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balance equation [8] :
D
Dt
∫
V
f dV =
∫
V +
∂f+
∂t
dV + +
∫
V −
∂f−
∂t
dV −
+
∫
Γ+
f+ (u · n) dΓ+ +
∫
Γ−
f− (u · n) dΓ−
−
∫
SD
JfK (uD · nD) dSD, (2.13)
where JfK = f+ − f− denotes the jump across the interface. On the other hand, f
satisfies in each subdomain V ± the balance equation
D
Dt
∫
V ±
f dV ± =
∫
Γ±
J (f) · n dΓ± +
∫
V ±
l(f) dV ± +
∫
V ±
σ(f) dV ±, (2.14)
where J (f), l(f) and σ(f) denote the flux across the surface, the body force and the
production, respectively. For any volume V , if the volume V tends to zero, the
integrals over V + and V − will vanish in (2.13) and (2.14), so there only remains the
integral over the discontinuity,∫
SD
Jfur − J (f) nDK dSD = 0, (2.15)
with the relative normal velocity
ur= (u− uD) · nD. (2.16)
As the jump holds at each point of the discontinuity SD, we end up with the jump
relations of continuum mechanics, the Hugoniot relations:
Jf ur − J (f) nDK = 0. (2.17)
Substituting f by each conserved quantity ρ, ρu or ρE and the corresponding fluxes
J (ρ) = 0, J (ρu) = τ , J (ρE) = τ · u − q according to (2.5), (2.10) and (2.12), these
relations become:
Jρ urK = 0, (2.18)Jρuur − τ · nDK = 0, (2.19)JρE ur − (τ · u) · nD + q · nDK = 0. (2.20)
In the inviscid case, where τ = −pI and q = 0, they read
Jρ urK = 0, (2.21)Jρuur + pnDK = 0, (2.22)JρE ur + pu · nDK = 0. (2.23)
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According to (2.16), we finally obtain,
JρuK = S JρK, (2.24)Jρu2 + pK = S JρuK, (2.25)Jρu (E + p/ρ)K = S JρEK. (2.26)
These relations are used to predict states through a shock wave, where S = uD · nD
is the shock speed normal to the discontinuity surface.
In case of a material interface or a phase interface as in multi-fluid and multi-phase
flow fields the jump relations simplify due to the relations
[J (f)nD] = 0 and [u · nD] = 0. (2.27)
In case of an inviscid flow these yield
[u · nD] = 0 and [p] = 0, (2.28)
i.e., the normal velocity component and the pressure are continuous.
2.3. Local Balance Equations
The above balance equations (2.5), (2.10) and (2.12) have been derived for an arbi-
trary material volume. For arbitrary small volume we obtain in the limit the local
balance equations
∂ρ
∂t
+∇ · (ρu) = 0, (2.29)
∂ρu
∂t
+∇ · (ρu⊗ u+ p I)−∇ · τ
v
= ρ f b, (2.30)
∂ρE
∂t
+∇ · ((ρE + p)u)−∇ ·
(
τ
v
· u− q
)
= ρ (u f b) . (2.31)
These equations are known as the compressible Navier-Stokes equations. In our appli-
cation, viscous forces, heat conduction and body forces are assumed to be negligible,
so the system is reduced to the Euler equations
∂ρ
∂t
+∇ · (ρu) = 0, (2.32)
∂ρu
∂t
+∇ · (ρu⊗ u+ p I) = 0, (2.33)
∂ρE
∂t
+∇ · ((ρE + p) u) = 0. (2.34)
The system (2.29), (2.30) and (2.31) can be written in a more compact form
∂U
∂t
+
∂FIx
∂x
+
∂FIy
∂y
+
∂FIz
∂z
=
∂FVx
∂x
+
∂FVy
∂y
+
∂FVz
∂z
(2.35)
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introducing the vector U = (%, %ux, %uy, %uz, %E)
T of the conserved quantities and
the inviscid fluxes FIx, F
I
y, F
I
z and the viscous fluxes F
V
x , F
V
y , F
V
z in the directions x,
y, z:
FIx =

%ux
%u2x + p
%uxuy
%uxuz
ux (%E + p)
 , FVx =

0
τxx
τxy
τxz
uxτxx + uyτxy + uzτxz − qx
 ,
FIy =

%uy
%uyux
%u2y + p
%uyuz
uy (%E + p)
 , FIy =

0
τyx
τyy
τyz
uxτyx + uyτyy + uzτyz − qy
 ,
FIz =

%uz
%uzux
%uzuy
%u2z + p
uz (%E + p)
 , FVz =

0
τzx
τzy
τzz
uxτzx + uyτzy + uzτzz − qz
 .
Here, the components of the stress tensor τ
v
are determined by (2.9) as
τxx = 2µux,x − 2
3
µ (ux,x + uy,y + uz,z) ,
τxy = µ (ux,y + uy,x) = τyx,
τxz = µ (ux,z + uz,x) = τzx,
τyy = 2µuy,y − 2
3
µ (ux,x + uy,y + uz,z) ,
τyz = µ (uy,z + uz,y) = τzy,
τzz = 2µuz,z − 2
3
µ (ux,x + uy,y + uz,z) .
Since our applications typically exhibit some geometrical symmetry, we perform
the computations not for the full three-dimensional equations but rewrite the system
(2.35) in terms of cylindrical and spherical coordinates, respectively. The derivation
of these equations is standard, see e.g. [12]. In Sections 2.3.1 and 2.3.2, we will briefly
summarize the resulting systems.
2.3.1. Cylindrical Coordinates
We consider the transformation of the integral form of the compressible Navier-Stokes
equations (2.29), (2.30) and (2.31) from Cartesian coordinates x = (x1, x2, x3)T into
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cylindrical coordinates x˜ = (x˜1, x˜2, x˜3)T = (r, θ, z)T with
x1 = r cos θ , x2 = r sin θ , x3 = z. (2.36)
Assuming rotational symmetry, i.e.,
∂/∂θ = 0 and uθ = 0, (2.37)
the compressible Navier-Stokes equations in cylindrical coordinates for the conserved
quantities U = (%, %ur, %uz, %E)
T result in
∂ (rU)
∂t
+
∂ (rFr)
∂r
+
∂ (rFz)
∂z
= S (2.38)
with
Fr = F
I
r − FVr =

%ur
%u2r + p
%uruz
ur (%E + p)
−

0
τ rr
τ rz
urτ rr + uzτ rz − qr
 ,
Fz = F
I
z − FVz =

%uz
%uruz
%u2z + p
uz (%E + p)
−

0
τ zr
τ zz
urτ zr + uzτ zz − qz
 ,
S = SI + SV =

0
p
0
0
+

0
4
3
µur
r
− 2
3
µuz,z
2
3
µur,z
4
3
µurur,r +
2
3
µ (uruz),z
 ,
and the corresponding stress terms
τ rr = µ
{
4
3
ur,r − 2
3
uz,z
}
,
τ rz = µ {ur,z + uz,r} ,
τ zz = µ
{
4
3
uz,z − 2
3
ur,r
}
.
The Quasi-1D Case
In addition to the rotational symmetry (2.37), the flow field can be assumed to be
homogeneous in z−direction as well, i.e.,
uz = 0 and ∂/∂z = 0. (2.39)
21
2. Modeling of Compressible Two-Phase Fluid Flows
Then the flow field is quasi-1D, where the flow equations (2.38) now reduce to
∂ (rU)
∂t
+
∂ (rFr)
∂r
= S (2.40)
for the conserved variables U = (%, %ur, %E)
T , the flux in the radial direction
Fr = F
I
r − FVr =
 %ur%u2r + p
ur(%E + p)
−
 0τ rr
urτ rr − qr
 (2.41)
and the source term accounting for the change in the metric
S = SI + SV =
 0p
0
+
 04
3
µur
r
4
3
µurur,r
r
 . (2.42)
2.3.2. Spherical Coordinates
We now consider the transformation from Cartesian coordinates x = (x1, x2, x3)T
into spherical coordinates ~˜x = (x˜1, x˜2, x˜3)T = (r, θ, φ)T with
x1 = r cosφ sin θ , x2 = r sinφ sin θ , x3 = r cos θ.
Assuming rotational symmetry, i.e.,
∂/∂φ = ∂/∂θ = 0 and uφ = uθ = 0, (2.43)
the compressible Navier-Stokes equations in spherical coordinates for the conserved
quantities U = (%, %ur, %E)
T then read
∂ (r2U)
∂t
+
∂ (r2Fr)
∂r
= S (2.44)
with the radial flux
Fr = F
I
r − FVr =
 %ur%u2r + p
ur (%E + p)
−
 0τ rr
urτ rr − qr

and the source term accounting for the change in the metric
S = SI + SV =
 02rp
0
+
 08
3
µur
4
3
µ (ru2r),r

and the corresponding stress term
τ rr = µ
{
4
3
ur,r
}
.
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2.4. Equation of State
The Navier-Stokes system has five equations for six unknowns: the density ρ, the
three velocity components (ux, uy, uz), the internal energy e and the pressure p. In
order to close the system, a pressure law has to be added.
2.4.1. Principles of Thermodynamics
In thermodynamics, a system is characterized by three quantities: the density ρ, the
pressure p and the temperature T . In order to describe a system, only two quantities
are needed and the third one can be expressed in terms of the others.
Let us consider a stationary system with a fixed mass. This system has an internal
energy e. The energy variation de is determined by the work δw applied at the
boundary and by the amount of heat δq added to the system. As it is stationary,
there is no kinetic and potential energy, that leads to the first law of thermodynamics:
de = δq + δw. (2.45)
Considering a reversible work at the boundary, the internal energy can be written
as the variation of the system volume due to the pressure: δw = −p dv with v = 1/ρ
the specific volume. Thus the first law in a reversible process is
de = δq − p dv. (2.46)
The first law does not determine the direction of the heat transfer. For this pur-
pose a second law is needed introducing the concept of entropy. The second law of
thermodynamic states that the entropy s must increase or stay constant in time. For
a reversible heat transfer, the entropy is defined by
ds =
δq
T
≥ 0. (2.47)
Considering equations (2.46) and (2.47), we obtain the relation between the entropy
and the internal energy,
T ds = de+ p dv. (2.48)
2.4.2. Speed of Sound
The square of the sound speed c is defined by the ratio between the variation of
pressure and the variation of density at constant entropy :
c2 =
(
dp
dρ
) ∣∣∣
s=const
. (2.49)
First, deriving the pressure with respect to the density and the internal energy leads
to
dp =
∂p
∂ρ
∣∣∣
e=const
dρ+
∂p
∂e
∣∣∣
s=const
de (2.50)
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and dividing by dρ then yields
dp
dρ
=
∂p
∂ρ
∣∣∣
e=const
+
de
dρ
∂p
∂e
∣∣∣
ρ=const
. (2.51)
Substituting v by 1/ρ in (2.48), we have
T ds = de− p
ρ2
dρ. (2.52)
As the entropy is constant, the equation (2.52) becomes
de
dρ
=
p
ρ2
. (2.53)
Substituting de
dρ
in (2.51), we obtain the final expression for the sound speed:
c2 =
p
ρ2
∂p
∂e
∣∣∣
ρ=const
+
∂p
∂ρ
∣∣∣
e=const
. (2.54)
2.4.3. Equation of State
For the equation of state we use in this work the stiffened gas model. This is a
standard model used in many works, cf. [10], [16], [49], [52]. It was introduced by
Harlow and Amsden [28] and can be considered a combination of the perfect gas law
and the barotropic Tait equation supplemented with an appropriate energy law [65].
It reads
p(ρ, e) = (γ − 1) ρ e− γ pi, (2.55)
T (ρ, e) =
e− pi/ρ
Cv
, (2.56)
s(ρ, e) = Cvln (e− pi/ρ) (1/ρ)γ−1 + s0, (2.57)
where γ = Cp/Cv is the ratio of specific heats, pi the minimal pressure and s0 the
reference entropy. For the stiffened gas equation (2.54) the sound speed becomes
c2 =
(p+ pi) γ
ρ
. (2.58)
Note that the stiffened gas law allows for negative pressure values while p+pi remains
positive, i.e., the system remains hyperbolic.
2.5. Twophase Fluid Model
So far compressible single-phase fluids have been considered. The focus of this thesis
is on the investigation of two-phase fluids. To model compressible two phase flow
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several approaches have been developed and discussed in the literature such as the
sharp-interface models, diffusive interface models and homogenized models. Here we
confine ourselves to sharp-interface models, where the two phases are separated by an
interface. In each domain the fluid equations are solved for a single phase, where the
different phases enter via the equation of state distinguished by the phase indicator
function ϕ, i.e., p = p(v, e, ϕ). In order to evolve the position of the interface, a
transport equation for the phase indicator function is added to the fluid equations.
In the following the interface evolution equation is detailed for the gas mass fraction
and the level set function.
2.5.1. Phase Indicator: Gas Mass Fraction
The two fluids can be distinguished by the gas fraction identified by ϕ. We decide
that ϕ = 0 and ϕ = 1 correspond to fluid A (pure liquid) and fluid B (pure va-
por), respectively. Since we are interested in very high speed flows and very short
observation times, we suppose that phase transition can be neglected so that there is
no mass transfer between the two fluids. Thus the fraction satisfies a homogeneous
transport equation, i.e., its material derivative vanishes,
Dϕ
Dt
=
∂ ϕ
∂ t
+ u
∂ ϕ
∂ x
= 0. (2.59)
If at initial time t = 0 the fraction ϕ takes only the values 0 or 1, it will retain the
value for t > 0. Thus there is no physical mixing in the continuous model. However,
the numerical model will introduce artificial mixture zones where 0 < ϕ < 1 due to
cut cells in an Eulerian grid.
If we were only studying the continuous model, it would be sufficient to provide
the values of the pressure law coefficients γ and pi for ϕ = 0 or ϕ = 1. But because
of the numerical mixture, it is necessary to interpolate γ and pi for 0 < ϕ < 1. An
arbitrary choice of interpolation would lead to numerical difficulties that are studied
in many works, see for instance [3]. It appears in [61] that a good choice consists in
a linear interpolation of the two special quantities
β1 = 1/(γ − 1) and β2 = γpi/((γ − 1)), (2.60)
i.e.,
β1(ϕ) = ϕβ1(1) + (1− ϕ)β1(0), β2(ϕ) = ϕβ2(1) + (1− ϕ)β2(0). (2.61)
The mixture pressure law coefficients γ(ϕ) and pi(ϕ) are then obtained from the
reverse relation, i.e.,
γ(ϕ) = 1 + 1/β1(ϕ), pi = β2(ϕ)/(1 + β1(ϕ)). (2.62)
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2.5.2. Phase Indicator: Level Set Function
The level set method was first proposed by Osher and Sethian in 1988 [53, 62]. The
basic idea is to embed the phase boundary in a higher-dimensional manifold. In 2D,
the level set can be represented by a 3D cone. The shape of the cone fits the curve
of the phase boundary and its height zero corresponds to the plane of the phase
boundary, also called the zero level set. Then for any point in this plane, its distance
to the boundary is the height of the cone at this position. The level set being a
distance function, its sign will identify the fluid.
D1
D2
φ(x, t) =

−d(x) ,x ∈ D1
0 ,x ∈ Γ
+d(x) ,x ∈ D2
The motion of the interface evolves in time by solving a transport equation due to
the velocity:
Dφ
Dt
=
∂φ
∂t
+ u · ∇φ = 0 . (2.63)
Since the gradient of φ at x ∈ Γ is perpendicular to the interface Γ and φ is assumed
to be a distance function, i.e., ‖∇φ‖2 = 1, the term u · ∇φ coincides with the
normal velocity component at the interface. In the inviscid case this is known to be
continuous there according to (2.28). Note that the tangential component may be
discontinous at the interface.
In solving this equation, the level set may develop discontinuities, and it may not
retain a distance function. This causes oscillations of the zero level set independently
of the flow field with increasing time. For this purpose Sussman et al. [66] suggest
to solve
∂φ˜
∂τ
= S(φ˜) (1− ‖∇φ‖2) resp. ∂ φ˜
∂ τ
+ a · ∇φ˜ = S(φ˜) (2.64)
with a = S(φ˜) ∇φ˜‖∇φ˜‖2 and S = S(φ˜) = sign(φ˜) the sign function. Note that τ is an
artificial time.
Here we denote the reinitialization function by φ˜ to distinguish it from the level
set function φ. It is initialized by
φ˜(0,x) = φ(t,x) (2.65)
for some fixed time t. Thus, after each evolution step of the level set function
the stationary solution to equation (2.64) is determined to ensure that φ remains
a distance function and that the zero level is kept. Note that the definition of the
sign function S together with (2.64) guarantees that the zero level is preserved, i.e.,
φ˜(τ,x)|x∈Γ = φ(t,x)|x∈Γ = 0 for τ ≥ 0.
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and Results
This part deals with the level set function and its discretization on Cartesian grids.
First order and second order schemes are used for the evolution equation (2.63) and
the reinitialization equation (2.64). These are briefly summarized.
3.1. Discretization of the Evolution Equation
The evolution equation in multi-dimensions reads
∂φ
∂t
+ u · ∇φ = 0 , with ‖∇φ‖2 = 1. (3.1)
This equation can be approximated by a first-order time discretization as
φn+1k = φ
n
k −∆tHnk with Hnk := vnk · (∇φ)nk , (3.2)
where for the spatial derivative we apply the upwind discretization
(∇φ)k =
{
m(A,B) , A ·B ≥ 0
0 , else
(3.3)
using the minmod function m(a, b) = a, if |a| < |b| and m(a, b) = b else. Here, the
terms A and B correspond to a second-order approximation of ∇φ according to an
ENO discretization, see Harten et al. [30]. They are determined by
A = D−φi + ∆xi/2 ·m(D+D−φi, D+D−φi−1) , (3.4)
B = D+φi −∆xi/2 ·m(D+D−φi, D+D−φi+1) , (3.5)
The one-sided approximations D+ and D− and the central difference approxima-
tion D+D− of the first and second derivative of φ are defined by
D+φi =
φi+1 − φi
∆xi
, D−φi =
φi − φi−1
∆xi
, D+D−φi =
φi+1 − 2φi + φi−1
(∆xi)2
. (3.6)
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3.2. Discretization of the Reinitialization Equation
In order to maintain smoothness of the level set function and to preserve its character
as a distance function, it is reinitialized after each time step. For this purpose we
approximate the steady state solution of the initial value problem (2.64) and (2.65).
For the spatial discretization an upwind discretization as proposed by Sussman et
al. [66] is applied whereas in time we use a first order approximation, i.e.,
φ˜n+1i = φ˜
n
i −∆τS(φ˜ni )
(
1−
∣∣∣(∇φ˜)n
i
∣∣∣) . (3.7)
Here S(φ˜) = 2(H(φ˜)− 1/2) is the smoothed sign function defined by
H(φ˜) :=

0 , φ˜ <−(
1 + φ˜

+ 1
pi
sin
(
piφ˜

))
, |φ˜| ≤ 
1 , φ˜ > 
. (3.8)
Note that the smoothed Heavyside function H guarantees that the zero level set
is reproduced. Herein,  is chosen to be three times the discretization length on
the finest resolution in the grid. The reinitialization step needs a pseudo time τ
depending on the discretization, here we use ∆τ = 0.3 ∆x.
Unlike in Eq. (3.3) the gradient ∇φ˜ is approximated – as proposed by Shu and
Osher [63] – by an upwind ENO-type scheme, i.e.,(
∇φ˜
)
i
=

A , wl > 0 and wl + wr > 0
B , wr < 0 and wl + wr < 0
0 , else
(3.9)
with wl = S
(
φ˜
)
· A, wr = S
(
φ˜
)
·B and A, B defined according to Eq. (3.4).
3.3. Higher Order Discretization
High order schemes can be used to improve the position of the level set function in
particular when the surface represented by the level set zero is strongly deformed by
the flow and exhibits many changes of curvature.
In Section 3.3.1 a total variation diminishing (TVD) Runge-Kutta method for the
higher order discretization in time is presented. Two different higher order discretiza-
tions in space are then introduced in Sections 3.3.2 and 3.3.3. The first one is a second
order scheme based on the weighted essentially non-oscillatory scheme. The second
scheme is based on a polynomial reconstruction.
3.3.1. Explicit Runge-Kutta Method
The explicit Runge-Kutta method uses several intermediate stages. Let φ(i), i =
0, · · · ,m, denote the intermediate stages. Thus, it is initialized by φ(0) = φ(n) and
the final stage φ(m) corresponds to the new time step of φ: φ(n+1).
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The general formulation reads
φ(i) = φ(0) + ∆t
i−1∑
k=0
cikH
(k), i = 1, ...,m. (3.10)
This method may generate oscillations (see [25] for an example) which can be mea-
sured with the total variation function defined by
TV (φ) := sup
δ 6=0
1
|δ|
∫
Rd
|φ(x+ δ)− φ(x)| dx. (3.11)
If the Runge-Kutta method satisfies TV
(
φ(i+1)
) ≤ TV (φ(i)) in each stage, then
the total variation is preserved and the scheme is called total variation diminishing
preserving (TVD), see [44].
A TVD-Runge Kutta formulation, cf. [63], reads
φ(i) =
i−1∑
k=0
(
αikφ
(k) + ∆tβikH
(k)
)
, i = 1, ...,m (3.12)
with αik ≥ 0 and
∑i−1
k=0 αik = 1.
Here we consider a third order scheme presented in [25]
φ(1) = φ(n) + ∆tH
(
φ(n)
)
,
φ(2) =
3
4
φ(n) +
1
4
φ(1) +
1
4
∆tH
(
φ(1)
)
, (3.13)
φ(n+1) =
1
3
φ(n) +
2
3
φ(2) +
2
3
∆tH
(
φ(2)
)
.
3.3.2. Compact WENO Scheme
Essentially-non-oscillatory (ENO) schemes have originally been developed by Harten,
Engquist, Osher and Chakravarthy, see [30]. Liu, Osher and Chan [46] introduced a
weighting strategy resulting in so-called weighted ENO schemes. An obstruction of
the aforementioned approaches is the increasing stencil to realize higher order. For
this purpose Levy, Puppo and Russo [45] developed compact WENO schemes. These
allow for accuracy and compactness. In smooth regions, it guarantees a third-order
accuracy and in regions with large gradients, it is a second-order method. The basic
idea is the construction of an interpolant RI in the cell I as a convex combination of
polynomials which are based on different stencils:
RI(x) =
∑
i
ωIi P
I
i (x) ,
∑
i
ωIi = 1 , ωi ≥ 0. (3.14)
The combination is composed of a centered quadratic reconstruction PC and several
one-sided linear reconstructions Pi.
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In order to ensure the accuracy as well as the conservation of the scheme, the
interpolant RI has to satisfy the conservation conditions
1
|VI+l|
∫
I+l
RI(x)dx = φI+l , l ∈ [−3, . . . , 3]d. (3.15)
Here we confine ourselves to the Cartesian case where Vk = [xk, xk+1] with xk =
a+k ·∆x, k ∈ Zd. The cells are identified by multi-indices. In particular, we identify
the reconstruction cell I by some fixed multiindex.
In 1D, the interpolant of the cell I = Ij = [xj, xj+1] becomes
Rj(x) = φ
n
j + φ
′
j (x− xj) +
1
2
φ
′′
j (x− xj)2 , (3.16)
with
φ
n
j = φ
n
j −
1
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(
φnj+1 − 2φnj + φnj−1
)
,
(3.17)
and second order difference approximations of the first and the second derivatives of
a function φ are
φ
′
j =
φnj+1 − φnj−1
2∆x
, φ
′′
j =
φnj+1 − 2φnj + φnj−1
∆x2
.
So the stencil for the reconstruction requires only three cells Ij+1, Ij and Ij−1.
The 2D recontruction of the cell I = Ii,j = [xi, xi+1]× [yj, yj+1] is not a dimension-
by-dimension approach but a genuinely two-dimensional recontruction as illustrated
in Fig. 3.1
Figure 3.1.: A genuinely two-dimensional compact WENO reconstruction.
This is defined by
Ri,j(x, y) = φ
n
i,j + φ
′
i,j (x− xi) + φ
8
i,j (y − yj) + φ
′8
i,j (x− xi) (y − yj)
+
1
2
φ
′′
i,j (x− xi)2 +
1
2
φ
88
i,j (y − yj)2 , (3.18)
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where
φ
n
i,j = φ
n
i,j −
1
24
(
∆x2φ
′′
i,j + ∆y
2φ
88
i,j
)
,
φ
′
i,j =
φni+1,j − φni−1,j
2∆x
, φ
8
i,j =
φni,j+1 − φni,j−1
2∆y
,
φ
′′
i,j =
φni+1,j − 2φni,j + φni−1,j
∆x2
, φ
88
i,j =
φni,j+1 − 2φni,j + φni,j−1
∆y2
,
u′8i,j =
φni+1,j+1 + φ
n
i−1,j−1 − φni+1,j−1 + φni−1,j+1
4∆x∆y
.
The linear polynomials of the convex combination are also determined by the
conservation conditions (3.15) for the following stencils [i, j] + e, e ∈ {−1, 0, 1}2. It
results in the four following polynomials
PNE(x, y) = φ
n
i,j +
φni+1,j − φni,j
∆x
(x− xi) +
φni,j+1 − φni,j
∆y
(y − yj) , (3.19)
PNW (x, y) = φ
n
i,j +
φni,j − φni−1,j
∆x
(x− xi) +
φni,j+1 − φni,j
∆y
(y − yj) , (3.20)
PSW (x, y) = φ
n
i,j +
φni,j − φni−1,j
∆x
(x− xi) +
φni,j − φni,j−1
∆y
(y − yj) , (3.21)
PSE(x, y) = φ
n
i,j +
φni+1,j − φni,j
∆x
(x− xi) +
φni,j − φni,j−1
∆y
(y − yj) . (3.22)
The centered polynomial is obtained as the convex combination with the linear poly-
nomials and the interpolant (3.18). For accuracy purpose and due to the symmetry
of the different stencils, the coefficient of the centered polynomial is 1
2
and the others
are equal. Thus, Eq. (3.18) and (3.19) yield
PC(x, y) = 2 Ri,j(x, y) (3.23)
− 1
4
(PNE(x, y) + PNW (x, y) + PSW (x, y) + PSE(x, y)) .
For the final step in the construction, the coefficients have to be determined such that
the scheme is non-oscillatory and accurate in (3.14). Following [46], the coefficients
are determined by
ωi =
αi∑
k αk
, αi =
Ci
(+ ISi)p
, i ∈ {NE,NW,SE, SW,C} , (3.24)
where IS is the smoothness indicator which detects discontinuities. The weight of
the coefficients Ci is thus modified in order to have the least oscillations as possible.
ISi is defined, with ∆x = ∆y = h, as
ISi =
∑
l=1,2
∫ xi+h/2
xi−h/2
∫ yi+h/2
yi−h/2
h2(l−1)
(
DlPi
)2
. (3.25)
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 is a parameter which just prevents the denominator from vanishing. In practice
a small value such as  = 10−6 turns out to be reasonable. Finally, the parameter
p is defined as the degree of the polynomial plus one in [46]. In this scheme, with
polynomials of degree 1 or 2, a value of 2 is chosen.
3.3.3. Polynomial Reconstruction
The reconstruction strategy was first introduced by Harten and Chakravarthy [29].
In principle this strategy can be applied to non-Cartesian grids in multi-dimensions.
Here the reconstruction R for a given cell Ci is defined by the Taylor expansion
around the cell center ci:
R(x;φ) = Ri(x;φ) =
r−1∑
k=0
1
k!
∑
|l|=k
(x− ci)lDl , x ∈ Ci,
where l is a multi-index
l = (l1, . . . , ls) , |l| = l1 + l2 + · · ·+ ls,
and Dl an approximation of order h
r−|l| of the corresponding mixed derivaties
Dl =
∂lφ
∂xl
(ci) +O
(
hr−|l|
)
, 0 ≤ |l| ≤ r − 1.
The reconstruction satisfying the conservation property, we can write the following
set of linear equations for indices j element of a stencil J(i) containing i
r−1∑
k=0
∑
|l|=k
aj,lDl = φj , j ∈ J(i), (3.26)
where
aj,l =
1
k!|Cj|
∫
Cj
(x− ci)l dV.
This set leads to the following system of linear equations
Ad = φ.
In general, the number of coefficients Dl in the stencil J is larger than the number
of equations in (3.26). Hence the system is overdetermined and solved by using a
least-squares approach, i.e., minimizing∥∥Ad− φ∥∥
2
.
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3.4. Numerical Tests
The influence of different level set discretizations on the results of the classical bench-
mark problem by Haas and Sturtevant [26] is now investigated.
The configuration is a domain of size 0.445 m × 0.0445 m which contains a helium
bubble surrounded by air. The center of the bubble of radius 0.025 m is located
at 0.4895 m from the left boundary. Only half of the bubble is computed with a
symmetry line along its diameter. The other boundaries have outflow boundary
conditions, i.e., the flow inside the domain is not perturbed from outside. This is
a 2D computation where the bubble is considered as a cylinder. A shock wave is
located at 0.02225 m on the left of the bubble and runs across the bubble at a Mach
number of 1.22. This setup is shown in Fig. 3.2. The initial data are listed in Table
3.1.
post-shocked pre-shocked pre-shocked
air helium air
γ 1.4 1.66 1.4
ρ 1.376 0.138 1.0
p 1.575 1.0 1.0
ρ c 1.742 0.479 1.183
vx, vy 0.396 , 0.0 0.0 , 0.0 0.0 , 0.0
Table 3.1.: Dimensionless initial data
In [2] this configuration has been investigated using a 2nd order finite volume
discretization of the flow equations based on the two-flux method of Abgrall and
Karni [4]. The computations have been performed on locally refined grids, where for
grid adaptation a multiscale analysis based on biorthogonal wavelets was used [48].
For the level set discretization the methods presented in Sections 3.1 and 3.2 have
been used.
In order to investigate the influence of the higher order level set discretizatons, two
new computations have been performed. The first one using the third order TVD
Runge-Kutta discretization in time according to (3.3.1) and the standard first order
Spatial discretization CPU time [h]
ENO 5
CWENO 8
Polynomial rec. 60
Table 3.2.: Computational time for performing 30,000 time steps with 3rd order
TVD-RK scheme for different 2nd order spatial level set discretizations.
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Figure 3.2.: Computational setup for helium bubble in air.
ENO space discretization (3.1) and (3.2). In the second one the space discretization
is replaced by the second order compact WENO scheme or the polynomial recon-
struction.
The physical results having already been presented and discussed in [2], we focus
the investigation on the shape of the bubble at t = 375 ms. At this time instant,
the shock wave has already run over the bubble that caused a splitting of the bubble
in two bubbles which are linked at the axis of symmetry by a small throat. The
splitting causes an anti-clockwise rotation of the bubble which distorts the shape of
the bubble. Near the center of rotation the helium is dense and at the periphery,
small parts of helium are detaching which allows a layer of air. This layer moves
towards the center of rotation and penetrates the helium.
Figures 3.3 and 3.4 show the influence of the higher order time and space dis-
cretization, respectively. We can observe that the main difference occurs when the
curvature is large. First, at (x, y) = (0.226, 0.013), the curvature of the bubble
shape is more pronounced, i.e., the thin layer of air is more resolved. Then, the
same observations can be made in the detaching helium parts of the small throat at
(x, y) = (0.224, 0.003) which are cut in small pieces. The space discretization using
the polynomial reconstruction of order two gives the same results.
Finally, when the shape becomes highly deformed both the compact WENO recon-
struction and the polynomial reconstruction give a better precision by resolving large
curvature and small bubbles. Note that both of these two reconstruction techniques
give identical results. Since the computational costs are significantly higher for the
polynomial reconstruction of Harten and Chakravarthy, see Table 3.2, we prefer to
use the compact WENO scheme later on. Furthermore, the results using 3rd order
and 1st order time discretization, see Fig. 3.3, show only small changes. Therefore
we decided to use an explicit Euler time step for our computations because of lower
computational costs.
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Figure 3.3.: Material interface (Φ = 0): Influence of higher order level set discretiza-
tion in time together with 2nd order ENO space discretization.
Figure 3.4.: Material interface (Φ = 0): Influence of higher order level set discretiza-
tions in space together with 3rd order RK-TVD and 2nd order space
discretizations.
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4. Numerical Methods
For the discretization of the compressible two-phase model as presented in Chapter 2
we use a modified ghost fluid method (GFM), where the phase boundary is identified
by a level set function. This requires to solve two numerical fluxes at cell interfaces
near the phase boundary. Recalling the basics of finite volume discretizations in
Section 4.1, we give the details of the modified GFM in Section 4.2. Alternatively,
we summarize in Section 4.3 the Saurel-Abgrall approach, where the phase boundary
is characterized by the gas mass fraction rather than a level set function. This
approach was already available in the adaptive finite volume solver [48] and had
been applied to the simulation of collapsing gas bubbles in liquids, cf. [49]. We will
use this approach for comparison with the modified GFM in Chapters 5 and 6.
4.1. Finite Volume Scheme
The finite volume scheme is a standard approach to solve approximately the Euler
equations because it can deal with discontinuous solutions. We refer to the mono-
graph of Leveque [44] for an overview.
The basic idea is to split the domain into a set of cells i of corresponding volume
|Vi| :=
∫
Vi
1dV . The time interval is discretized by tn+1 = tn+∆t. In two dimensions,
then the finite volume scheme can be written as
Un+1i = U
n
i −
∆t
|Vi|
((
Fni+ex/2 − Fni−ex/2
)
+
(
Gni+ey/2 −Gni−ey/2
))
, (4.1)
whereUi is an approximation of the cell averages of the conserved quantities (ρ, ρu, ρE)
and Fi, Gi appropriate approximations of the fluxes in x− and y−direction at the
cell edges.
The numerical fluxes are determined by solving a Riemann problem at the cell
interfaces in normal direction. This Riemann problem is approximately solved using
the Roe Riemann solver, cf. [67, 59]: The nonlinear system of conservation laws is
linearized in a system with constant coefficients by approximating the Jacobian of
the flux fn := Fn1 + Gn2 in normal direction n by a constant matrix A˜(UL,UR).
Then the Riemann problem is solved for the linearized equation. At the cell interface
we finally obtain the numerical flux
FRoe(UL,UR,n) =
1
2
(FL + FR)−
1
2
m∑
k=1
α˜k | λ˜k | r˜k, (4.2)
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where λ˜k and r˜k are the eigenvalues and the right eigenvectors, respectively. The co-
efficients are determined by α˜k = l˜k ·∆U, where l˜k are the left eigenvectors satisfying
l˜k · r˜j = δij.
In the context of multifluid flows, the dynamics of the flow is characterized by
numerous interactions between shocks, rarefaction waves and phase boundaries as
well as the propagation of these waves. Moreover, the interactions significantly affect
the phase boundaries. For example, in case of collapsing spherical bubbles, i.e., when
the radius decreases by several orders of magnitude and also when the shape does
not remain spherical but is strongly distorted, the grid has to be fine enough at the
interface at any time. To allow for a locally high resolved discretization we employ
local grid adaptation that will significantly reduce the computational costs both in
terms of computational time and memory. For this purpose we employ the multiscale
grid-based adaptation concept using biorthogonal wavelets developed and realized
by Mu¨ller [48, 49]. This strategy locally refines the grid near the relevant wave
phenomena by detecting them automatically and tracks the discontinuities. Away
from discontinuities the grid is coarser. Due to local grid refinement and coarsening,
hanging nodes may occur at cell interfaces. Thus the adaptive grid is in principle
unstructured. Nevertheless, the schemes presented in the following are described only
for a structured discretization. Due to local multiscale transformations the fluxes are
computed on locally uniform grids. More technical details on the local realization
can be found in [2].
4.2. Ghost Fluid Method
The ghost fluid method (GFM) was originally developed in 1999 by Fedkiw et al. [20].
This method should overcome difficulties of finite volume schemes applied to com-
pressible multifluid flows, where non-physical oscillations appear at the interface
between two fluids. The idea of the GFM is to consider the interface between two
fluids as a boundary, see Fig 4.1. For each fluid, the cells on the other side of the
interface are called ghost cells. The ghost states are numerically computed and only
used as boundary conditions for the fluid they are attached to.
Later on the original GFM was modified to eliminate “over-heating” effects, see [20,
21], and to perform gas-water simulations, see [39, 40, 70]. In case of a finite volume
scheme, two numerical fluxes, one for each fluid, are computed at this boundary.
One using the state of one fluid close to the boundary and the corresponding ghost
state to this fluid, one for the other fluid. This strategy of computing two fluxes near
the material interface, also called the GFM for the poor, was first proposed in [4]
using an approximate Riemann solver in order to compute the ghost states. The
basic idea is to compute two single-phase Riemann problems at the cell interface.
Consequently the resulting method is non-conservative. This approach turned out
to give good results in case of two-fluid problems characterized by two perfect gases,
cf [2]. However, this approach fails for two-phase problems, e.g. water-gas. In [19, 70]
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modifications are introduced, where one two-phase Riemann problem is solved at the
cell interface to determine the ghost states.
In our numerical code, the GFM for the poor was already implemented and used for
gas-gas computations by Andreae, see [2]. This implementation has been adjusted
for two-phase gas-water fluid flows following the ideas of [19] and [70], where the
exact Riemann solver of Colella and Glaz [17] is adapted to the stiffened gas EOS.
4.2.1. The Ghost Fluid Method in 1D
In this method, the interface between fluid A and fluid B is identified by the level
set function φ. In fluid A, we have φ > 0 and in fluid B, φ < 0. Thus, the interface
corresponds to the level set φ = 0. Accordingly the pressure law of fluid A and fluid
B are distinguished by the sign of φ. In the following the level set function φ is
approximated in cell i at time tn by φ
n
i .
The fluid flow is approximated by a finite volume scheme
Un+1i = U
n
i −
τn
hi
(
Fn,−i+1/2 − Fn,+i−1/2
)
, (4.3)
with a non-conservative numerical flux Fn,−i+1/2 6= Fn,+i+1/2 near the phase interface. In
the following we will describe in detail how to compute the numerical fluxes Fn,±i+1/2.
Case 1: away from the phase interface.
In this case, the two cells i and i+ 1 are filled with the same phase, i.e.,
φni · φni+1 > 0. (4.4)
For these cells, the variables ρ , u , p of the corresponding vectors of primitive variables
Wni and W
n
i+1 are reconstructed using a quadratic ENO reconstruction according to
Harten [30]:
W˜
n
i = ENO(W
n
i−1,W
n
i ,W
n
i+1), (4.5)
W˜
n
i+1 = ENO(W
n
i ,W
n
i+1,W
n
i+2), (4.6)
where W˜ is the vector of the reconstructed primitive variables. Then we solve a
single-phase Riemann problem using the Roe solver
Fn,−i+1/2 = F
n,+
i+1/2 = F
n
i+1/2 = F
Roe(W˜
n
i ,W˜
n
i+1, ex). (4.7)
The fluid can be evolved using (4.3).
Case 2: at the phase interface.
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Fluid A Ghost Fluid A
i−2 i−1 i i+1 i+2
Ghost Fluid B Fluid B
i−2 i−1 i i+1 i+2
UL=Ui−1
UR=Ui+2Pi
u i
iRρ
Pi
iLρ
u i
N
Phase boundary
N
Figure 4.1.: 1D-Sketch of the computation of the real and ghost fluid states from the
interfacial states uI , pI and ρIL, ρIR determined by solving a two-phase
Riemann problem for the states uL and uR in case of option 1.
The phase boundary is lying between cells i and i+ 1, where cell i corresponds to
fluid A and cell i+ 1 to fluid B, i.e.,
φni · φni+1 < 0. (4.8)
At the cell interface i + 1/2, we want to determine two fluxes, one for each fluid.
Each flux is determined using a single-phase Riemann solver, where one state comes
from the real fluid and the other belongs to the ghost fluid, which has to be computed
using a two-phase Riemann solver.
We use two strategies. The first one, inspired by Khoo et al. [70], is used to produce
the 1D results presented in Chapters 5 and 6. The second strategy based on Farhat
et al. [19], which gives similar 1D results, is easier to extend to higher dimensions
and is used in Chapters 7 and 8 for the computation of the 2D results.
Option 1: This procedure is sketched in Fig. 4.1. The left and right states are
taken from cells i − 1 and i + 2, respectively, to ensure access to states of the pure
phases, i.e.,
WL = W
n
i−1, WR = W
n
i+2. (4.9)
We solve the two-phase Riemann problem between WL and WR. Let uI be the
interfacial velocity in the exact solution, see Fig. 4.2. We can define interfacial states
to the left and to the right of the material interface I by
WIL = lim
ξ→uI−
R(ξ,WL,WR), WIR = lim
ξ→uI+
R(ξ,WL,WR), (4.10)
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0
W
W
WL R
IR
ILW
Iu
t
x
Figure 4.2.: Structure of the solution of the Riemann problem
where R(ξ,WL,WR) denotes the self-similar solution of the Riemann problem that
is constant along rays ξ = x/t = const. We have thus access to the interfacial states
for the densities ρIL, ρIR left and right to the phase boundary as well as the pressure
pI and the velocity uI that are continuous at the interface. For fluid A, the state
(ρIL, uI , pI) defines the ghost state in cells i + 1, i + 2, ... A particularity of this
method is that this state also replaces the state of cell i in the real fluid A, i.e.,
Wni = WIL. (4.11)
Analogously, for fluid B, the state (ρIR, uI , pI) defines the ghost state in cells i, i−1,
... , i.e.,
Wni+1 = WIR. (4.12)
To determine the two fluxes at a cell interface near the phase boundary we then com-
pute for each phase the flux F with respect to the states (WIL, φi) and (WIR, φi+1),
i.e.,
Fn,−i+1/2 = F ((WIL, φi)), F
n,+
i+1/2 = F ((WIR, φi+1)). (4.13)
Finally, the evolution equation (4.3) is slightly modified by
Un+1i = UIL −
τn
hi
(
Fn,−i+1/2 − Fn,+i−1/2
)
(4.14)
and
Un+1i+1 = UIR −
τn
hi+1
(
Fn,−i+3/2 − Fn,+i+1/2
)
(4.15)
because Uni and U
n
i+1 are replaced in (4.3) by UIL and UIR, respectively.
Option 2: This procedure is sketched in Fig. 4.3. The left and right states are
simply defined from cells i and i+ 1, respectively, i.e.,
WL = W
n
i , WR = W
n
i+1 (4.16)
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Fluid A Ghost Fluid A
Pi
u i
iRρ
Ghost Fluid B Fluid B
i−2 i−1 i i+1 i+2
i−2 i−1 i i+1 i+2
UR=Ui+1
UL=Ui
Pi
iLρ
u i
N
Phase boundary
N
Figure 4.3.: 1D-Sketch of the computation of the real and ghost fluid states from the
interfacial states uI , pI and ρIL, ρIR determined by solving a two-phase
Riemann problem for the states uL and uR in case of the option 2.
as suggested in [70]. Again a two-phase Riemann problem is solved between WL and
WR. However, the interfacial states WIL and WIR do not replace the state of cell
i and i + 1, respectively, as in (4.11) and (4.12). Thus we solve for each phase the
following two single-phase Riemann problems
Fn,−i+1/2 = F
Roe((WL, φi), (WIL, φi), ex) (4.17)
and
Fn,+i+1/2 = F
Roe((WIR, φi+1), (WR, φi+1), ex). (4.18)
The evolution equation (4.3) stays unchanged.
Phase Change:
After the evolution of the fluid flow, the level set function is evolved in time. In
1D, the function φ is transported by the flow velocity with
∂tφ+ ux∂xφ = 0. (4.19)
This evolution equation is discretized using the methods presented in Chapter 3.
Due to this update, the phase in a cell may change. This situation corresponds to a
change of the sign between time step n and n + 1, i.e., when φni · φn+1i < 0. In this
case, it is necessary also to modify Un+1i in the corresponding cell, because the state
corresponds to the wrong equation of state. This is mentioned in case of two fluids
by Barberon in [10] and by Farhat in [19]:
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Here we follow [10], where the internal energy e is recalculated using the equation
of state of the new fluid such that the velocities and the pressure, which are constant
for both fluids at the phase boundary, are preserved, see (4.20), i.e.,
Un+1i = ρ
n+1
i ·
(
1, un+1i , E
n+1
i
)T
→ pn+1i = p
(
ρn+1i , e
n+1
i , φ
n
i
)
ρ˜n+1i ←
{
ρIR, if the cell i goes to fluid B
ρIL, if the cell i goes to fluid A
(4.20)
→ e˜n+1i = e
(
ρ˜n+1i , p
n+1
i , φ
n+1
i
)→ (4.21)
Un+1i = ρ˜
n+1
i ·
(
1, un+1i , E˜
n+1
i
)
.
(4.20) shows that the density is replaced by the density of the corresponding ghost
cell determined by solving the two-phase Riemann problem (4.10). This modification
is proposed here in addition to the original energy correction of Barberon [10]. It is
justified because of the large jump in density that appears in case of two-phase fluids
such as water and air.
This construction implies that the whole resulting scheme will preserve constant
(u, p) states. On the other hand, it is obvious that the scheme is not conservative.
For instance, (4.20) implies a mass and an energy transfer between the two fluids.
This modificaton of the density (4.20) is similar to [19], where the solution of the
finite volume scheme in primitive variables W n+1i is substituted by the solution of
the Riemann problem corresponding to the new fluid, i.e.,
W n+1i = WI∗, (4.22)
where * is either the left or the right state. This procedure ensures that the velocity
and the pressure are continuous at a contact discontinuity.
4.2.2. Extension to Higher Dimensions
The multi-dimensional extension of the 1D method is not straightforward from the
1D near the phase interface. This would require to solve a Riemann problem between
states of cells aligned to the normal direction of the phase interface, cf. [70]. In this
case, the multi-dimensional problem would become a 1D problem, for which we have
to find a strategy to define the states of (4.9) and (4.16), see Fig. 4.4 for a 2D example.
Then only one two-phase Riemann problem is solved for each cell like in 1D.
Another possible extension of the 1D method, as suggested in [19], is a computa-
tion of the fluxes dimension-by-dimension, i.e., at each cell edge a two-phase Riemann
problem is solved. In general, this is what it is used, in particular in [19]. This ap-
proach is explained in this section and later on used for the simulations in Chapters 7
and 8.
In Section 4.2.1 we discussed two options to define appropriate initial states for
the two-phase Riemann problem. However, when the shape becomes too distorted
or when the bubble becomes too small, there might be no good choice to define the
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normal
to the
interface
Interface
Fluid B
Fluid A
i
i−1
i+1
i+2
( φ = 0 )
Figure 4.4.: Sketch in 2D for the non-straightforward extension concerning the cell i.
states of the two-phase Riemann problem of Option 1 according to (4.9). Then the
normal velocities w.r.t. the phase interface corresponding to the states of the cells
i − 1 and i + 2 may have different directions that will cause trouble, see Fig. 4.5.
Therefore we only stay with Option 2 for the extension to multi-dimensions.
The Two-Phase Riemann Problem:
For each grid cell of the computational domain Ω having at least one direct neighbor
with a state in the other phase, a two-phase Riemann problem is solved normal to
the phase boundary. Let L and R denote two neighboring cells with
φnL · φnR < 0 (4.23)
and corresponding states WL := (ρL, uL, pL)
T , WR := (ρR, uR, pR)
T . For each cell
a normal is computed using the level set function as
n∗ :=
∇φ∗
‖∇φ∗‖2
, ∗ = L,R. (4.24)
The velocities u∗ are decomposed into a normal and tangential components, i.e.,
uR∗ := R∗u∗ =
(
uN∗ , u
1
∗, · · · , ud−1∗
)T
(4.25)
where R∗ =
(
n∗, t1∗, · · · , td−1∗
)T
is an orthogonal matrix. Then the initial conditions
of the Riemann problem at the cell interface in normal direction x := x · n∗ are
W0 (x) =
{
WRL , x < 0
WRR, x > 0
(4.26)
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Interface ( φ = 0 )
i−1
i
i+1
i+2
Fluid A
Fluid B
Figure 4.5.: Sketch in 2D for the dimension-by-dimension extension concerning the
cell i for the Option 1, where velocity vectors correponding to cells i− 1
and i+ 2 are orthogonal to each other.
where WRL =
(
ρL, u
N
L , pL
)T
, WRR =
(
ρR, u
N
R , pR
)T
. Once the intermediate states(
ρIL, ρIR, u
N
I , pI
)
have been computed, then the velocity vector in Cartesian coor-
dinates can be determined, i.e.,
uI∗ := R
T
∗
(
uNI , u
1
∗, · · · , ud−1∗
)T
, (4.27)
in order to obtain WIL = (ρIL, uIL, pI)
T and WIR = (ρIR, uIR, pI)
T that are needed
in (4.17) and (4.18) for the numerical flux computation.
4.2.3. Time Evolution
In this Section, we summarize the complete update of the flow field Uni and the level
set function φni for the GFM in multi-dimensions.
1. Flow evolution:
First, the numerical fluxes have to be computed, i.e., one flux at each cell
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interface. Two cases have to be distinguished whether the phase states cor-
responding to the two neighboring cells i and j attached to the interface are
identical or not.
(a) φni · φnj > 0:
Only one flux has to be computed for both cells using (4.5), (4.6) and
(4.7).
(b) φni · φnj ≤ 0:
The phase interface being located between the two cell centers, a two-
phase Riemann problem has to be solved at the phase interface in its
normal direction (4.26). Therefore, the normal to the phase interface and
the normal velocities have to be computed for the states of the two neigh-
boring cells using (4.24) and (4.25), respectively. The velocity component
normal to the phase interface corresponding to the interfacial states of the
solution of the Riemann problem is transformed to the original coordinate
directions using (4.27). Then, the two fluxes are computed according to
(4.17) and (4.18).
Finally, the evolution step (4.1) is performed.
2. Level set evolution, see Chapter 3:
(a) The level set function is transported with the fluid velocity using (3.2),
where ∇φ is computed using the compact WENO scheme of Section 3.3.2
together with an explicit Euler time stepping.
(b) Then we perform 10 reinitialization steps according to Section 3.2.
3. Update of the flow in case of phase change:
If φni · φn+1i ≤ 0, the flow field Un+1i is adjusted to the EOS of the new phase.
(a) The density is corrected using (4.20).
(b) The energy is corrected using (4.20).
This time evolution procedure for the GFM has been implemented for a Cartesian
discretization according to Algorithms 1−5. Here we use multiindices i = (i1, · · · , id)
for the cell and the flux identifiers. Furthermore ek is the unit vector in the kth
coordinate direction and hk the spatial discretization in this direction.
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Algorithm 1 Time flow field evolution
1: {Numerical flux computations}
2: GOTO Alg. 2
3: {Flow evolution}
4: for cells i ∈ Ω do
5: for k = 1, · · · , d do
6: Un+1i = U
n
i − ∆t|Vi|
(
F−i+ek/2 − F
+
i+ek/2
)
7: end for
8: end for
9: {Level set evolution}
10: GOTO Alg. 3
11: {Level set reinitialization}
12: GOTO Alg. 4
13: {Phase change}
14: GOTO Alg. 5
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Algorithm 2 Ghost Fluid Method: Numerical flux computation
1: for cells i ∈ Ω do
2: for directions k = 1, · · · , d do
3: if φi · φi+ek > 0 then
4: WL := Wi, φL := φi
5: W˜L = ENO(Wi−ek ,Wi,Wi+ek)
6: WR := Wi+ek , φR := φi+ek
7: W˜R = ENO(Wi,Wi+ek ,Wi+2 ek)
8: F+i+ek/2
= F−i+ek/2 = F
Roe
((
W˜L, φL
)
,
(
W˜R, φR
)
, ek
)
9: else
10: WL := Wi, φL := φi
11: nL := ∇φL/ ‖∇φL‖2
12: RL :=
(
nL, t
1
L, · · · , td−1L
)T
13: uRL := RLuL
14: WRL =
(
ρL, u
R
L , pL
)T
15: WR := Wi+ek , φR := φi+ek
16: nR := ∇φR/ ‖∇φR‖2
17: RR :=
(
nR, t
1
R, · · · , td−1R
)T
18: uRR := RRuR
19: WRR =
(
ρR, u
R
R, pR
)T
20: WL∗ := RP (ξ = uNI − 0,WRL ,WRR) =
(
ρIL, u
N
I , pI
)
21: WR∗ := RP (ξ = uNI + 0,W
R
L ,W
R
R) =
(
ρIR, u
N
I , pI
)
22: uIL := R
T
L
(
uNI , u
1
L, · · · , ud−1L
)T
23: WIL = (ρIL, uIL, pI)
24: uIR := R
T
R
(
uNI , u
1
R, · · · , ud−1R
)T
25: WIR = (ρIR, uIR, pI)
26: {Needed in Alg. 5}
27: if φi > 0 then
28: ρGCA,i := ρIL
29: ρGCB,i := ρIR
30: else
31: ρGCA,i := ρIR
32: ρGCB,i := ρIL
33: end if
34: F−i+ek/2 = F
Roe ((WL, φL) , (WIL, φL) ,nLR)
35: F+i+ek/2
= FRoe ((WIR, φR) , (WR, φR) ,nRL)
36: end if
37: end for
38: end for
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Algorithm 3 Level set evolution
1: for cells i ∈ Ω do
2: Computation of ∇φni using the polynomial reconstruction R of the CWENO scheme
(3.14)
3: ∇φni,k =
(
R(xi + ek/2)−R(xi − ek/2)
)
/∆xk
4: Hni := u
n
i · ∇φni
5: φn+1i = φ
n
i −∆tHni
6: end for
Algorithm 4 Level set reinitialization
1: ∆τ = 0.3 maxk=1,d ∆xk
2: φ˜0i = φ
n+1
i
3: for m = 0, · · · , 9 do
4: for cells i ∈ Ω do
5: Computation of ∇φ˜mi using the minmod function (3.3)
6: H˜mi := S(φ˜
m
i )
(
1−
∣∣∣∣(∇φ˜)mi
∣∣∣∣)
7: φ˜m+1i = φ˜
m
i −∆τ H˜mi
8: end for
9: end for
10: φn+1i = φ˜
10
i
Algorithm 5 Phase change
1: for cells i ∈ Ω do
2: if φni · φn+1i < 0 then
3: p =
(
γ(φni )− 1
)
ρe− γ(φni )pi(φni )
4: if φn+1i < 0 then
5: ρn+1i = ρ
GC
A,i
6: else
7: ρn+1i = ρ
GC
B,i
8: end if
9: e˜ =
(
p+ γ(φn+1i )pi(φ
n+1
i )
)
/
((
γ(φn+1i )− 1
)
ρn+1i
)
10: Un+1i = ρ
n+1
i ·
(
1, un+1i , E˜
n+1
i
)
11: end if
12: end for
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4.3. Saurel-Abgrall Approach
In this approach the discretization of the flow equations (2.29) and the gas fraction
equation (2.59) are coupled. If the finite volume scheme is applied to the full set
of equations for all variables (ρ, ρu, ρE, ϕ)T , where ϕ is the gas fraction according
to Section 2.5.1, this will lead to oscillations at the material interface between the
two phases. Therefore, only the conserved quantities (ρ, ρu, ρE)T are evolved with
a finite volume scheme, while (2.59) is discretized by an upwind scheme. Thus ϕ
is not conserved. According to [49], where the original 1D approach of Saurel and
Abgrall [61] is extended to multi-dimensions, the upwind discretization of the gas
fraction has to be designed such that a homogeneous pressure and velocity field is
preserved, i.e., for any cell i of the computational domain we have the property
uni = u := (u, v)
T , pni = p ⇒ un+1i = u, pn+1i = p. (4.28)
Let (4.1) be a finite volume discretization where the numerical fluxes are computed
by (i) applying a higher order reconstruction to the variables (ρ, u, p, ϕ) and (ii)
solving a Riemann problem at the all interfaces using an exact Riemann solver. For
this purpose, we use the exact Riemann solver of Colella and Glaz [17] adapted to
the stiffened gas EOS, see Section 2.4.3, for the numerical flux computation.
Then the first step of the Saurel-Abgrall approach consists of solving a Riemann
problem for the evolution of the conservative variables. For two neighboring cells i
and j, the Riemann problem in normal direction nij to the cell interface is defined
by
U0 (x) =
{ (
ρi, ρiu
N
i , ρiu
t
i, ρiEi, ϕi
)T
, if x < 0(
ρj, ρju
N
j , ρju
t
j, ρjEj, ϕj
)T
, if x > 0
(4.29)
with x := x · nij, uN∗ := u∗ · nij, ut∗ := u∗ · ntij, nij · ntij = 0 and ntij · ntij = 1. The
Riemann solver provides the interfacial solution
(
ρ, uN , ut, p, ϕ
)
ij
where
ϕij =
{
ϕj, if u
N
ij ≤ 0
ϕi, if u
N
ij > 0
, utij =
{
utj, if u
N
ij ≤ 0
uti, if u
N
ij > 0
. (4.30)
Then the numerical flux in normal direction is determined by
Fij =
 ρijuNijρijuNijuij + pnij
uNij (ρijEij + pij)
 , uij := uNijnij + utijntij. (4.31)
In the second step we now insert the numerical fluxes (4.31) into (4.1) where we
replace the subscript “ij” by “i± ex/2” and “i± ey/2” for the fluxes in x− and
y−direction as well as the velocity components uN and ut in normal and tangential
direction by u and v, respectively. Assuming that the velocity field and the pressure
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field of the previous time step are homogeneous, we derive the upwind discretiza-
tion for (2.59). First of all, we note that the exact Riemann solver preserves the
homogeneity of the velocity field and the pressure field, i.e.,
uni+ex/2 = u
n
i−ex/2 = u and v
n
i+ey/2 = v
n
i−ey/2 = v, (4.32)
pni+ex/2 = p
n
i−ex/2 = p
n
i+ey/2 = p
n
i−ey/2 = p. (4.33)
For the continuity equation we then get
ρn+1i = ρ
n
i −
∆t
|Vi|
(
(ρu)ni+ex/2 − (ρu)ni−ex/2 + (ρv)ni+ey/2 − (ρv)ni−ey/2
)
(4.34)
According to (4.32) this simplifies to
ρn+1i = ρ
n
i −
∆t
|Vi|
(
u
(
ρni+ex/2 − ρni−ex/2
)
+ v
(
ρni+ey/2 − ρni−ey/2
))
. (4.35)
Then the momentum equations read
(ρu)n+1i = (ρu)
n
i −
∆t
|Vi|
((
ρu2 + p
)n
i+ex/2
− (ρu2 + p)n
i−ex/2 +
(ρvu)ni+ey/2 − (ρvu)ni−ey/2
)
, (4.36)
(ρv)n+1i = (ρv)
n
i −
∆t
|Vi|
(
(ρuv)ni+ex/2 − (ρuv)ni−ex/2 +(
ρv2 + p
)n
i+ey/2
− (ρv2 + p)n
i−ey/2
)
, (4.37)
Inserting (4.35), (4.32) and (4.33) they become
ρn+1i u
n+1
i = (ρu)
n+1
i
= u
(
ρni −
∆t
|Vi|
(
(ρu)ni+ex/2 − (ρu)ni−ex/2 + (ρv)ni+ey/2 − (ρv)ni−ey/2
))
= ρn+1i u (4.38)
and
ρn+1i v
n+1
i = (ρv)
n+1
i
= v
(
ρni −
∆t
|Vi|
(
(ρu)ni+ex/2 − (ρu)ni−ex/2 + (ρv)ni+ey/2 − (ρv)ni−ey/2
))
= ρn+1i v. (4.39)
Hence, we may conclude that
un+1i = (u, v)
T = u. (4.40)
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Furthermore, the energy equation reads
(ρE)n+1i = (ρE)
n
i −
∆t
|Vi|
(
(u (ρE + p))ni+ex/2 − (u (ρE + p))ni−ex/2 +
(v (ρE + p))ni+ey/2 − (v (ρE + p))ni−ey/2
)
. (4.41)
Due to (4.40), (4.32) and (4.33)
(ρe)n+1i = (ρe)
n
i −
∆t
|Vi|
(
u
(
(ρe)ni+ex/2 − (ρe)ni−ex/2
)
+
v
(
(ρe)ni+ey/2 − (ρe)ni−ey/2
))
(4.42)
We now employ the pressure law (2.56). It can be written in terms of β1 = β1 (ϕ)
and β2 = β2 (ϕ) as
ρe =
1
γ − 1p+
γpi
γ − 1 = β1p+ β2. (4.43)
Inserting this into (4.42) the energy equation reads
(β1)
n+1
i p
n+1
i + (β2)
n+1
i = (4.44)
(β1)
n
i p
n
i −
∆t
|Vi|
(
up
(
(β1)
n
i+ex/2
− (β1)ni−ex/2
)
+ vp
(
(β1)
n
i+ey/2
− (β1)ni−ey/2
))
+ (β2)
n
i −
∆t
|Vi|
(
u
(
(β2)
n
i+ex/2
− (β2)ni−ex/2
)
+ v
(
(β2)
n
i+ey/2
− (β2)ni−ey/2
))
.
Since by assumption pn = p, the pressure is preserved, i.e.,
pn+1i = p, (4.45)
provided that the material parameters βk, k = 1, 2, are discretized by
(βk)
n+1
i = (βk)
n
i (4.46)
− ∆t|Vi|
(
u
(
(βk)
n
i+ex/2
− (βk)ni−ex/2
)
+ v
(
(βk)
n
i+ey/2
− (βk)ni−ey/2
))
.
Due to the linear interpolation (2.61) between the pure phases βi(0) and βi(1) we
finally conclude with
ϕn+1i = ϕ
n
i (4.47)
− ∆t|Vi|
(
u
(
ϕni+ex/2 − ϕni−ex/2
)
+ v
(
ϕni+ey/2 − ϕni−ey/2
))
.
This is the upwind discretization of (2.59).
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1D Shock-Interface Interaction
Problem
In order to validate the implementation and to compare the GFM and the Saurel-
Abgrall approach, respectively, we perform computations for a 1D shock-interface
interaction problem, where we can compute the exact solution by solving two-phase
Riemann problems.
We consider two test cases for the same configuration. At t = 0 s, two fluids, A
(left) and B (right) separated by a material interface, are moving at the same velocity
to the left, see Fig. 5.1, and a shock, in the fluid A, is running to the right. The
initial position of the interface and the shock are chosen such that they will interact
at x = 0 m. The shock going through the interface will accelerate the interface to the
right. A rarefaction wave generated in fluid A is moving to the left. To validate the
non-conservative methods of Saurel-Abgrall and the GFM, see Section 4, the solution
of the 1D test cases are compared with the known exact solution and a convergence
study is performed. For that the L1-error is calculated in the domain. The coarse
discretization consists of 100 cells. The convergence study is performed for grids
having 5 to 13 refinement levels L, i.e., the uniform grid on the finest level consists of
2L×100 cells on which the multiscale-based transformation is applied. The threshold
value in the grid adaptation is chosen as ε = 10−5. This small value is chosen such
that the truncation error introduced by thresholding in the adaptation process does
not dominate the discretization error of the scheme performed on the uniform finest
grid. The errors obtained with the multiscale grid adaptation are thus comparable
with those obtained with a uniform grid. Tests are performed with a CFL number
of 0.9.
Note that in this chapter only, the numerical results are produced with first order
instead of second order schemes. The reason is that they are used for comparison
with a first order Lagrangian-remap scheme in [5]. Our modified ghost fluid method
being developed as a first order scheme at the interface, only the shock wave and the
rarefaction wave after the interaction are affected by the use of first order scheme
which are of minor interest than the interface in a 1D shock-interface interaction
problem. Thus, this decision does not influence on the interaction and the position
of the interface.
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5.1. Gas-Gas Shock-Interface Interaction
The interface between the two fluids is located at time t0 = 0 s at position xI0 = 1
m. The two fluids are moving to the left at velocity u = −1 m/s. Fluid (A) is on the
left, while fluid (B) is on the right. A shock is arriving from position xSA = −4 m
at velocity σ = 4 m/s. The initial position of the interface and the shock are chosen
in such way that they will interact at position xS = 0 m at time tI = 1 s. The
computational domain is [−5; 2] m. The material parameters are listed in Table 5.1
γ [-] pi [Pa]
Fluid A 2 7
Fluid B 1.4 0
Table 5.1.: Gas-gas shock-interface interaction: material parameters for two perfect
gases.
When the shock wave and the interface have interacted at time tI = 1 s, the
solution is simply given by the solution of a two-fluid Riemann problem between
states (A) and (B). At time tA = 1.5 s, the shock in the fluid (B) is located at position
xSB = 1.56 m, the interface is located at position xI1 = 0.93 m and the rarefaction
wave in the fluid (A) is between positions xRAL = −1.55 m and xRAR = −0.92 m.
The solution structure is sketched in Fig. 5.1. The numerical data are recorded in
Table 5.2.
UA UAS UA∗ UB∗ UB
ρ [kg/m3] 3.488 2 2.89415 3.2953 1
u [m/s] 1.13 -1 1.87672 -1
p [Pa] 23.33 2 13.88 13.88 2
Table 5.2.: Gas-gas shock-interface interaction: states at different times in Fig. 5.1.
In Fig. 5.2 the density profiles are shown at t = 1.5 s in case of L = 10. This
corresponds to a cell length of 68 µm. Both methods fit very well with the exact
solution, i.e., the interface, the shock and the rarefaction waves are well resolved.
This holds true for coarser grids and is quantified in Fig. 5.3, where we can see for
any of the computations with 5 < L < 13 that the convergence error is small for
both methods with a rate of 0.5 as expected.
5.2. Water-Air Shock-Interface Interaction
The second test case is a shock of Mach number 0.67 starting at position xSA = −3
m running in the liquid towards an interface located at position xI = 0.1 m. It
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Configuration at initial time t0
Configuration at interaction instant tI
Configuration after interaction at tA
Figure 5.1.: Shock-interface interaction: wave structure at different times.
interacts with air at time tI = 1 ms at position xs = 0 m. The water ahead of
the shock and the air are moving towards the shock at velocity of 100 m/s. The
computational domain is [−4; 2] m. At time tA = 1.5 ms, the shock in the fluid (B)
is located at position xSB = 1.45 m, the interface is located at position xI1 = 1.16
m and the rarefaction wave in the fluid (A) is between positions xRAL = −0.88
m and xRAR = 0.4 m. The configuration is sketched in Fig. 5.1 and the different
intermediate states are summarized in Table 5.3. The material parameters for the
fluids are listed in Table 5.4.
UA UAS UA∗ UB∗ UB
ρ [kg/m3] 1620.6 1000 900 5.57 1
u [m/s] 1087.1 -100 2361.4 2361.4 -100
p [Pa] 3.6801E+09 1E+05 7.48506E+06 7.48506E+06 1E+05
Table 5.3.: Water-air shock-interface interaction: states at different times in Fig. 5.1.
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Figure 5.2.: Gas-gas shock-interface interaction: density profiles for the exact solu-
tion and the approximation using the Saurel-Abgrall approach (S-A) and
the ghost fluid method (GFM).
Figure 5.3.: Gas-gas shock-interface interaction: convergence of the L1-error.
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γ [-] pi [Pa]
Fluid A 3.0 7.499e+8
Fluid B 1.4 0
Table 5.4.: Water-air shock-interface interaction: material parameters of the stiffened
gas law for water and air.
Convergence Study
In Figures 5.4 and 5.5, a comparison of the density for the two approaches with the
exact solution is shown, at tA = 1.5 ms. The first figure corresponds to a grid with
L = 7 refinement levels and the second one to a very fine grid with L = 12 refinement
levels. The global result is presented in the middle as well as a zoom of the shock
position (bottom left), a zoom of the plateau between the rarefaction wave and the
interface (top left) and a zoom very close to the contact position (right). In the latter
one, cell centers are marked by diamonds for the numerical results.
The Saurel-Abgrall approach generates oscillations at the right kink of the rarefac-
tion wave due to the interaction between the shock and the interface. This is not
the case for the GFM which coincides quite well with the exact solution. With five
additional grid refinement levels, shown in Fig. 5.5, the amplitude and the number
of oscillations largely reduce.
At the interface, there is a smearing of the density for the Saurel-Abgrall approach.
This can be seen in the zoom on the right, where the density decreases slowly instead
of jumping as in case of the GFM. Due to the construction of the ghost fluid method,
we obtain the desired jump at the interface but this jump is a little bit shifted
compared to the exact solution. As the cell centers are represented by diamonds in
the figures, for L = 7 refinement levels, we can see a shift in the position of the
interface by 2 cells and in the computation with L = 12 levels of refinement, the
shift is about 4 cells. This is discussed in more detail in Section 5.2 and the error is
summarized in Table 5.5.
Concerning the position of the shock which is only visible in the zoom due to the
big jump of the density, we notice that its position is well predicted with the GFM
for both computations. This is different for the Saurel-Abgrall approach. Under grid
refinement, the shift reduces as much as the smearing region at the interface.
Concerning the Saurel-Abgrall approach, the oscillations and the error in the posi-
tion of the shock is only due to the previous shock-interface interaction. However, if
the computation starts at tI = 1 ms in Fig. 5.1, i.e., a two-phase Riemann problem is
solved, then the results are in good agreement with the exact solution everywhere.
This result is shown in Fig. 5.6 in comparison with the exact solution and the nu-
merical solution with oscillations .
The L1-error of the density is shown in Fig. 5.7. For all computations, the order of
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Figure 5.4.: Water-air shock-interface interaction: results for L = 7 refinement levels
at tA = 1.5 ms.
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Figure 5.5.: Water-air shock-interface interaction: results for L = 12 refinement levels
at tA = 1.5 ms.
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Figure 5.6.: Water-air shock-interface interaction: results for L = 7 refinement levels
at tA = 1.5 ms.
Figure 5.7.: Water-air shock-interface interaction: convergence of the L1-error.
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convergence for the Saurel-Abgrall approach is 0.5. Concerning the GFM, the error
seems to tend to the same order under grid refinement.
Error at the interface
Figure 5.8.: Water-air shock-interface interaction: convergence of interface position.
In this section the error in the interface position is discussed in more details. For
the Saurel-Abgrall method, a gas mass fraction of 0.5 is chosen to characterize the
interface position. For the GFM, it corresponds to the zero level set. The error of this
position and the exact position of the interface is computed and listed in Table 5.5,
where hL is the grid size of the cells corresponding to the highest refinement level.
The first method shows a convergence rate of 0.5. For the GFM, the error decreases
under grid refinement. The order might be less than 0.5 with several additional
refinement levels but anyway even if the error reduces under grid refinement, the
position of the interface is always shifted compared to the exact solution. This is due
to the non-conservative discretization near the phase boundary, where two fluxes are
computed at a cell interface.
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Saurel-Abgrall GFM
L hL [m] Error EOC Error EOC
5 1.87E-03 7.12E-03 - 3.55E-03 -
7 4.69E-04 3.51E-03 0.51 1.03E-03 0.89
8 2.34E-04 2.46E-03 0.51 5.25E-04 0.97
9 1.17E-04 1.72E-03 0.52 2.93E-04 0.84
10 5.86E-05 1.20E-03 0.52 1.59E-04 0.88
11 2.93E-05 8.42E-04 0.51 9.21E-05 0.79
12 1.46E-05 5.92E-04 0.51 5.43E-05 0.76
13 7.32E-06 4.22E-04 0.49 3.38E-05 0.68
Table 5.5.: Water-air shock-interface interaction: L1-error in the interface position
and empirical order of convergence (EOC), where hL is the grid size on
the highest refinement level L.
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6. Comparison of Methods: Single
Bubble in an Infinite Domain
We now validate the sharp-interface model as well as its discretization applying both
the GFM and the Saurel-Abgrall approach. For this purpose we perform quasi-1D
computations of a spherical bubble collapse and compare the results with experimen-
tal data of laser-induced cavitation bubbles. In particular, we want to investigate the
influence of numerical phase transition. A key problem is the choice of initial data
for the computations that cannot be directly deduced from the experiment. Here we
present a strategy how to determine appropriate data that are implicitly fitted to the
time evolution of the measured bubble radius, see Section 6.1. From this strategy, we
determine two sets of initial data corresponding to a small and a large equilibrium
radius of the bubble. In Section 6.2 we then present the results of the computations
for the two sets of initial data. Note that the results of this chapter have already
been published in [50].
6.1. Computation of Initial Data
In order to start the computation we need initial data not only for the liquid state
but also for the medium inside the bubble. However, it is not yet possible to measure
the pertaining variables inside the bubble. Therefore we propose an indirect way to
obtain the initial pressure and temperature in the bubble from the experimentally
measured radius vs. time curve. The basic idea is to fit the equilibrium radius
of the Keller-Miksis model, describing the evolution of the bubble radius in the
spherical bubble collapse, to the measured radii from the experiment. From the fitted
equilibrium radius we then determine initial conditions for the gas in the bubble.
6.1.1. Laser-induced Cavitation Bubbles
Cavitation bubbles can be produced by laser pulses. The experiments described here
have been performed with a Q-switched Nd:YAG laser (Lumonics HY750). This laser
delivers pulses at a wavelength of 1064 nm having a duration of 8 ns. After tuning
the energy to a few mJ by an attenuator, the laser pulse is focused into a cuvette of
size 50×50×50 mm3 filled with clean, distilled water. The liquid temperature is kept
fairly constant at 20◦ C during the experiment. A lens system built into the cuvette
produces a breakdown plasma at a distance of about 25 mm from the wall. The
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Figure 6.1.: Expansion and collapse of a laser-generated bubble. The exposure time
is 500 ns, the time between frames, 10 µs. The first image was taken 10
µs after the laser shot.
heated spot expands rapidly and forms the bubble that is subsequently investigated
by photographic means.
Images of the bubble are taken by a CCD camera with short exposure time (500
ns) at different times after the instant of bubble generation, see Fig. 6.1. Image se-
quences of the bubble dynamics are compiled from single exposures taken of different
bubbles at increasing delay time. Due to laser energy fluctuations and variations in
the breakdown process the maximum radius and collapse time of the bubbles may
vary slightly about their average values. Therefore, the acoustic pulses emitted at
breakdown and at first collapse are measured by a hydrophone. The time between
the two pulses allows to determine the collapse time precisely. Recordings of bubbles
with a collapse time outside a specified range are discarded. As an example, Fig. 6.1
shows the collapse and rebound of a bubble having a collapse time of 140 µs. The
first frame was acquired 10 µs after laser nucleation, the time between the frames is
also 10 µs.
The images are used to determine the radius-time curve R(t) of the bubble, see
Fig. 6.2. As the laser-generated bubbles are, in general, not perfectly spherical an
’equivalent’ radius of a sphere is calculated that gives the same cavity volume as
measured on the pictures. For the example presented, a maximum radius Rmax = 747
µm ± 0.5% and an upper bound for the minimum radius, Rmin ≤ 12 µm, are found.
At this size the measurement precision is severely limited by the optical resolution
of the lenses and by image blurring due to the finite exposure time of the camera.
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6.1.2. The Keller-Miksis Model
In case of the undisturbed bubble collapse, the movement of the bubble wall char-
acterized by the radius Rb = Rb(t) can be modeled by the Keller-Miksis model for
gas and vapor filled bubbles [36, 57]. This model is derived from the Navier-Stokes
equations written in spherical coordinates and employing spherical symmetry of the
bubble. It is of first order in the Mach number and thus accounts for weak compress-
ibility:
(
1− R˙b
c0
)
RbR¨b +
3
2
R˙b2
(
1− R˙b
3 c0
)
=
(
1 +
R˙b
c0
)
PR − p0
ρ0
+
Rb
ρ0c0
P˙R. (6.1)
Here, p0 denotes the ambient pressure, ρ0, the density, and c0 the speed of sound,
which is assumed to be constant. The pressure in the liquid at the bubble wall, PR,
is given by
PR = p0
(
R3eq − bR3eq
R3b − bR3eq
)κ
(6.2)
where Req is the equilibrium radius of the bubble, i.e., the radius at which the static
bubble is at (unstable) mechanical and thermal equilibrium with the surrounding
liquid. Here the terms corresponding to vapor pressure, liquid viscosity and surface
tension have been neglected because their effect is negligibly small for the configura-
tions at hand. The medium inside the bubble is described by a van der Waals hard
core law with excluded volume fraction b and polytropic exponent κ.
The following numerical values were chosen for the calculations: b = 0.0016, κ =
4/3, c0 = 1482 m/s, ρ0 = 1000 kg/m
3 and p0 = 100 kPa.
To perform the ODE simulation we have to fix the equilibrium radius Req and the
initial values t0, Rb(t0) and R˙b(t0). The simulation is started at t0 = tmax, when the
bubble reaches its maximum expansion and the interface stops, thus Rb(tmax) = Rmax
and R˙b(tmax) = 0. Since the measured radius-time curve is sampled at intervals of 5
µs and does not hit the maximum point exactly, values for tmax and Req are deter-
mined by a least-squares fit, so that the calculated dynamics matches the experimen-
tal data as closely as possible. Note that the time from maximum expansion to the
first collapse is nearly independent of the equilibrium radius. For tmax = 70.7 µs the
collapse time equals the experimental value of 140 µs, and the equilibrium radius is
found to be Req = 69.2 µm. It can be assumed that these parameters, if not exact,
give a reliable numerical approximation of the bubble’s radial dynamics. In Figure
6.2 the numerical simulation of the Keller-Miksis model based on these parameters is
compared with the experimental radius-time curve, showing good agreement. Even
the first rebound is captured quite well, though the bubble tends to get distorted
and shape-unstable at this stage, cf. Fig. 6.1.
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Figure 6.2.: The points () give the experimentally measured bubble radii as a func-
tion of time. The solid curve starting at maximum radius presents a
numerical solution of the Keller-Miksis model with its parameters fitted
to the experiment as described in the text.
6.1.3. Choice of Initial Gas State
Finally we have to specify the initial state inside the bubble for a given radius Rb.
Since neither the fluid equations (2.44) nor the Keller-Miksis model (6.1,6.2) incor-
porate mass transfer of the non-condensable gas, the equilibrium radius Req fixes the
amount of gas in the bubble, where Req has to be extracted from the experimental
data.
In ultrasonic cavitation the gas content of oscillating bubbles typically changes
slowly over many oscillation cycles due to diffusion across the interface, and accord-
ingly depends on the concentration of dissolved gas. On the other hand, the initial gas
content of laser-generated bubbles virtually does not depend on the gas concentration
in the liquid, as the volume of vaporized liquid is too small to contain a significant
amount of gas molecules. However, in the laser breakdown the liquid (here, wa-
ter) is superheated and hydrolyzed, yielding a reactive mixture of ions (e.g., H, OH,
O) during the first nanoseconds. Upon expansion and rapid cooling of the plasma
these species recombine to give mainly vapor, oxygen and hydrogen gas, and smaller
amounts of other components. Oxyhydrogen gas has been shown to be produced in
repetitive laser-induced breakdown in water. Unfortunately, it is not well known,
and difficult to measure, how much gas is produced in the laser breakdown process
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compared to water vapor. However, it is safe to say that when a large laser-generated
bubble reaches its maximum radius the vapor has reached phase equilibrium with
the surrounding liquid, and that the amount of non-condensable gas in the bubble
will remain approximately constant during the first few oscillation cycles. With the
definition of the equilibrium radius,
pi(Req) = peq = p0 +
2σ
Req
, (6.3)
and assuming that the bubble medium is an ideal gas undergoing adiabatic compres-
sion or expansion, the pressure in the bubble at radius Rb is given by
pi(Rb) = peq
(
Req
Rb
)3κ
≈ p0
(
Req
Rb
)3κ
, (6.4)
where in the last step the surface tension has been neglected, which is admissible for
large enough Req. As the temperature in the bubble at equilibrium is the ambient
temperature T0, the inner temperature at radius Rb is accordingly given by
Ti(Rb) = T0
(
R3eq
R3b
)κ−1
. (6.5)
The mass in the bubble, Mi, is assumed to be constant, so the density in the bubble
scales inversely with the volume,
ρi(Rb) = ρeq
(
Req
Rb
)3
, (6.6)
where the equilibrium density is calculated by means of the ideal gas law,
ρeq =
Mi
Veq
=
peq
<s T0 . (6.7)
Here, <s = 287.04 J/kg/K the specific gas constant and κ = 1.4 the heat capacity
ratio.
Fixing the equilibrium radius Req we then may compute the state inside the bubble
at some radius Rb from the ambient water state. In the subsequent section we will
consider two cases corresponding to two different equilibrium radii, where the bubble
is assumed to be filled with gas and the ambient state is determined by the ambient
temperature T0 = 293.15 K, the ambient pressure p0 = 10
5 Pa, and the liquid density
ρ0 = 1000 kg/m
3. For Rb we choose the maximal radius from the experiment, i.e.,
Rb = 746.9 µm. For Req = 0.692× 10−4 m (case 1) and Req = 0.692× 10−3 m (case
2) we then determine the internal states according to Table 6.1.
The calculated values, in particular the temperature and the pressure, appear to
be unrealistic in case 1. In fact, because the vapor pressure has been neglected, they
cannot faithfully represent the real conditions in the bubble at maximum expansion,
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Req [m] Pi [Pa] Ti [K] ρi [kg/m
3]
Req = 0.692× 10−4 4.579 16.9 0.957× 10−3
Req = 0.692× 10−3 72568 267.5 0.957
Table 6.1.: Gas states for different equilibrium radii.
as the bubble will be filled with vapor at low pressure. This vapor largely condenses
when the bubble shrinks, and the remaining gas determines the evolution of pressure
and density during the final collapse phase and rebound, which are at the focus of
the present investigation.
6.2. Numerical Results
We investigate the collapse of a spherical bubble using the first option of the GFM and
the Saurel-Abgrall approach. This configuration can be considered as a benchmark
problem to validate modeling, discretization as well as implementation, because the
results can be compared with experiments and simplified 1D models. Since the flow
field is inherently one-dimensional, we would like to emphasize that in 1D there
are other models and discretizations available that might give better results for the
problem at hand such as interface fitting strategies, cf. [27, 31], but these are not
feasible for multidimensional flows or they cannot deal with strong variations in the
material parameters and high interface velocities.
By means of this configuration we want to compare the two approaches and vali-
date them by the Keller-Miksis model, which is fitted to the experimental data. In
particular, we will discuss the influence of grid refinement on numerical phase transi-
tion and grid convergence. For this purpose we perform computations for two cases
that only differ in the initial data for the gas.
6.2.1. Case 1
The computations have been performed on the interval Ω = [0, 0.4] m in radial
direction. The maximum radius of the bubble is Rmax = 0.7469 × 10−3 m. For the
initial state in the air bubble we choose ρair = 0.957× 10−3 kg/m3 and pair = 4.579
Pa according to Section 6.1.3. The ambient state in the liquid is determined by
ρwater=1000 kg/m
3 and pwater = 10
5 Pa. Both phases are assumed to be at rest. The
material parameters for the stiffened gas law are those given in Table 6.2.
At the left boundary, i.e., the bubble midpoint, we impose symmetry conditions
whereas in the far field we use reflecting boundary conditions at a wall. The reason
for choosing a large computational domain is to avoid unphysical reflections at the
far field boundary. The time for the numerical investigation of the phase boundary
is therefore limited by twice the time needed for a wave to run from the interface to
68
6.2. Numerical Results
Gas Liquid
γ [-] 1.4 1.1
pi [Pa] 0 2.045e+9
Table 6.2.: Material coefficients.
the wall and back again.
The coarse discretization consists of N0 = 20 cells. The number of refinement
levels for the multiscale-based grid adaptation is determined by L, i.e., the uniform
grid on the finest level consists of NL = 2
LN0 cells. The threshold value in the grid
adaptation is chosen as ε = 10−4. This turned out to be reasonably small such that
the overall accuracy of the reference scheme on the uniform fine grid was not affected
by the threshold error. For details on the multiscale-based grid adaptation we refer
to Refs. [2, 49]. Since time discretization is explicit, the time step is limited by a
fixed CFL number of 0.8 in case of the Saurel-Abgrall approach and 0.2 for the GFM
for all of the presented computations. Our computations showed that a larger value
for the GFM would lead to instabilities. On the other hand, a smaller CFL number
for the Saurel-Abgrall approach would increase the numerical diffusion of the scheme.
Therefore we consider this choice of CFL numbers is a good compromise for a fair
comparison of the two methods.
Although the physical model, i.e., the inviscid fluid equations coupled with the
stiffened gas law, is the same for both the Saurel-Abgrall approach and the GFM,
the numerical discretization differs essentially in the approximation of the evolution
equation for the phase boundary. This causes a sharp representation of the phase
interface by the zero level set in the GFM whereas in the Saurel-Abgrall approach
the interface is smeared due to numerical diffusion. Let us note that both schemes
are non-conservative and, thus, we can observe a numerical phase transition, i.e., a
numerical mass transfer between the liquid and the gas. We will see later on that
this mass transfer is much higher in the Saurel-Abgrall approach than in the GFM.
Additionally, we have to provide a criterion to locate the interface in the Saurel-
Abgrall approach. One possibility would be to fix some value for ϕ between 0 and
1. As can be seen in Figure 6.3 the isolines for the vapor fraction vary strongly.
Another option would be to identify the phase boundary by the jump in the density.
Independent of the criterion, the interface will lie in a range characterized by a
minimum and maximum value for the gas fraction, i.e., 0 < ϕmin < ϕmax < 1.
We first investigate the numerical diffusion of the phase boundary using the Saurel-
Abgrall approach. Since the phase boundary cannot be identified by a unique value
of the gas fraction ϕ, we choose two values ϕ = ϕmin = 10
−5 (”pure” water) and
ϕ = ϕmax = 1 − 10−10 (”pure” gas) by which we characterize the limits of the pure
phases. These values for ϕmin and ϕmax cannot be extended without producing noisy
curves due to rounding errors. In Figure 6.4 we present the two isolines for the gas
fraction corresponding to different computations with increasing refinement level L.
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Figure 6.3.: Case 1: characterization of phase boundary by density (flood) and gas
fraction (isolines for ϕ ∈ {ϕmin = 10−5 (”pure” water), 0.1, 0.5, 0.9,
ϕmax = 1− 10−10 (”pure” gas)}) with L = 14.
Figure 6.4.: Case 1: numerical phase transition of Saurel-Abgrall approach.
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L 13 14 15 16 17 18
∆R [mm] 0.176 0.169 0.129 0.099 0.072 0.059
p = log ∆RL/ log ∆RL−1 — 1.023 1.152 1.129 1.138 1.076
c = ∆RL/∆RL−1 — 0.960 0.763 0.767 0.727 0.819
Table 6.3.: Case 1: grid convergence of numerical phase transition regime at the 1st
rebound.
We note that these isolines are diverging until the first rebound. The distance reaches
its maximum when the bubble radius becomes minimal. Thereafter the isolines are
converging again as long as the bubble is growing in the rebound. The thickness of
the numerical phase transition regime is severe. However, it decreases significantly
under grid refinement. Hence, we conclude that this regime might vanish under
further grid refinement. However, as is seen from Table 6.3 the thickness ∆R of
the phase transition zone measured at the first rebound is converging numerically of
order 1 with a reduction factor of about c = 0.8. To reduce the zone thickness of
∆RL = 59 µm at L = 18 to a size comparable to the minimum size of the bubble
at first collapse as given by the Keller-Miksis model (Table 6.4), Rmin = 10 µm, we
have to reduce the thickness by another factor of ∆RL/Rmin = ∆RL/∆RL+1 ≈ 6,
i.e., we need l ≥ log(∆RL+l/∆RL)/ log(c) ≈ 8 additional refinement levels. Since
by each additional refinement level the computational time increases by a factor of
about 3, a computation on level L = 26 would be about 6600 times longer. This is
not feasible.
Next we want to discuss the influence of grid refinement on the phase boundary
where we identify the bubble wall by the gas fraction ϕ = 1− 10−10 (”pure” gas) in
the Saurel-Abgrall approach and use the zero level set φ = 0 for the GFM. In Figures
6.5(a) and 6.5(b) the moving bubble wall is shown for several computations using an
increasing number of refinement levels. We note that in the first collapse and the
first rebound the bubble radius seems to be grid converged. However, in the second
rebound we still can observe a significant difference with increasing refinement levels.
This observation holds true for both methods.
Next the numerical results are validated by means of the Keller-Miksis model in-
troduced in Section 6.1.2 and fitted to the experimental data as described in Section
6.1.3. For this purpose, we present in Figure 6.6 the computations with L = 18
refinement levels for the Saurel-Abgrall approach and the GFM as well as the curve
obtained with the Keller-Miksis model, shown in Fig. 6.2. We observe a good agree-
ment for the GFM. For the Saurel-Abgrall approach the rebound is significantly
overpredicted. Obviously, the numerical phase transition regime still has a strong
influence on the computation and further grid refinement is needed to reduce its
influence on the rebound. However, this will exhaust available computational re-
sources as has been discussed above, in particular, for genuinely multidimensional
computations.
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(a) (b)
Figure 6.5.: Case 1: parameter study with (a) Saurel-Abgrall approach and (b) GFM
w.r.t. moving bubble wall.
For a quantitative comparison we summarize in Table 6.4 the bubble radius and
the pressure in the gas for the instant of the first and second collapse as well as the
first rebound. Several computations with increasing number of refinement levels with
the Saurel-Abgrall approach and the GFM have been performed and are compared
with the Keller-Miksis model. Since the Keller-Miksis model has been tuned to the
experiment, see Section 6.1, we suppose that this model gives the most realistic
values, at least the order of magnitude should be reliable. We note a fairly good
agreement in the first bubble collapse time. However, in comparison to the Keller-
Miksis model, the pressure is underpredicted by the Saurel-Abgrall approach and
the GFM due to the fact that the minimum bubble radius is overpredicted by a
factor of about 2. For the first rebound the GFM and the Keller-Miksis model
are in good agreement, whereas the maximum bubble radius is overpredicted by
the Saurel-Abgrall approach resulting in a very low pressure. Of course, this affects
significantly the second collapse that makes a comparison obsolete. For the GFM and
the Keller-Miksis model the agreement is still fairly good. Finally for the collapses,
the Saurel-Abgrall approach gives a better approximation of the minimum radius
than the GFM but needs more levels of refinement to obtain an accurate pressure
corresponding to this radius.
The overprediction might be due to the fact that the velocity in the liquid near to
the interface is supersonic relative to the speed of the interface in case of GFM. This
causes a shock inside the bubble which evacuates the energy of the bubble in the
liquid, see [42]. For the Saurel-Abgrall approach the velocity in the liquid is always
subsonic and, hence, there is no shock formation in the bubble. Therefore the energy
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Figure 6.6.: Case 1: validation of numerical methods with L = 18 for Eqs. (2.44,
2.56) by comparison with the solution of the Keller-Miksis model (Eqs.
(6.1, 6.2)) that gives best fit to the experimental data.
Saurel-Abgrall Approach Ghost Fluid Method K-M
Levels of refinement L14 L16 L18 L14 L16 L18 Model
1st time µs 65.4 67.0 67.7 69.2 68.5 68.5 69.3
collapse radius µm 17.5 17.54 15.9 25.8 17.5 18.7 9.2
pressure 105 Pa 87.0 196 410 101 398 300 1510
1st time µs 114.3 115.2 112.7 84.5 83.6 83.7 85.8
rebound radius µm 487 500 476 167 162 165 168
pressure 105 Pa 0.00004 0.00012 0.00024 0.03450 0.03226 0.03140 0.04348
2nd time µs 163.8 163.8 157.5 101.2 99.3 99.5 101.2
collapse radius µm 17.2 20.1 19.8 29.5 22.6 22.0 16.4
pressure 105 Pa 41 83 147 58 130 150 369
Table 6.4.: Case 1: comparison of Saurel-Abgrall approach, the ghost fluid method
and the Keller-Miksis model at the instance of the 1st and 2nd collapse
as well as the 1st rebound corresponding to the minimum and maximum
bubble size.
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is much higher in this case causing a much higher rebound.
Another reason for the overprediction would be the numerical phase transition,
which in practice is transforming liquid into gas. Thus the bubble is artificially filled
with too much gas. It amplifies the spring behavior of the bubble, and thus the
rebound.
To conclude with the discussion we point out the main benefit of the Euler equa-
tions (2.44) in comparison to the simplified model (6.1) of Keller and Miksis. The
spatial discretization of (2.44) in the Saurel-Abgrall and GFM approach allows to
represent the evolving inhomogeneous state of the medium inside the bubble during
collapse and rebound, whereas the simplified model (6.1) is based on the approxi-
mation of a spatially homogeneous state. In Figures 6.7 and 6.8 we show the Mach
number distribution for the computations with L = 14 refinement levels using the
Saurel-Abgrall approach and the GFM. Both computations show a compression wave
running inside the bubble that is reflected in the bubble center and interacts with
the bubble wall. The waves travel back and forth several times in the first collapse
resulting in an acceleration of the bubble wall. The main difference in the two com-
putations is the interface velocity that becomes supersonic for the GFM but remains
subsonic for the Saurel-Abgrall approach.
6.2.2. Case 2
In this case the computational setup is identical to the previous case except for the
initial data of the gas. These are determined according to Section 6.1.3, where we
assume an equilibrium radius that is 10 times larger than determined in Section 6.1.2,
i.e., Req = 0.692 × 10−3 m, see Table 6.1. From this radius we deduce ρair = 0.957
kg/m3 and pair = 72.56 kPa. Since the bubble size will oscillate around this radius,
the minimal bubble radius reached in the bubble collapse will be much larger than
before and the influence of numerical phase transition will not be as severe. In
addition, grid convergence should be observed already for a moderate number of
refinement levels. By this test case it will be possible to verify numerically that the
Saurel-Abgrall approach and the GFM will converge to the same solution under grid
refinement.
First of all, we investigate the numerical diffusion of the phase boundary applying
the Saurel-Abgrall approach to this test case. In Figure 6.9 we present the two
isolines for the gas fraction as in test case 1 corresponding to different computations
for two refinement levels L. We note that the isolines for the two pure phases are still
diverging but less severe as in case 1, see Figure 6.4 and Table 6.5. Obviously, the
numerical phase transition regime is decreasing significantly under grid refinement
and is approaching a sharp interface. In order to quantify this observation we again
compute the empirical order of accuracy where we measure the thickness ∆R of the
phase transition zone at the first rebound. As we can conclude from Table 6.5, ∆R is
converging numerically of order 1 with a reduction factor of about c = 0.7. Note that
the thickness ∆R18 = 15.1 µm of the transition zone is of the order of the minimum
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Figure 6.7.: Case 1: Mach number with S-A approach on L = 14.
Figure 6.8.: Case 1: Mach number with GFM on L = 14.
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Figure 6.9.: Case 2: numerical phase transition of Saurel-Abgrall approach.
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L 13 14 15 16 17 18
∆R [mm] 0.1116 0.0737 0.0483 0.0320 0.0219 0.0151
p = log ∆RL/ log ∆RL−1 — 1.189 1.162 1.136 1.110 1.097
c = ∆RL/∆RL−1 — 0.660 0.655 0.663 0.684 0.689
Table 6.5.: Case 2: grid convergence of numerical phase transition regime at the 1st
rebound.
(a) (b)
Figure 6.10.: Case 2: parameter study with (a) Saurel-Abgrall approach and (b)
GFM w.r.t. moving bubble wall.
bubble size in the first collapse, see Table 6.6, i.e., additional refinement levels are
not needed to meet the tolerance as in the previous case. Therefore the effect of the
numerical phase transition regime on the bubble collapse is not as strong as in test
case 1.
The influence of grid refinement on the phase boundary is shown for several com-
putations using an increasing number of refinement levels for both approaches, see
Figures 6.10(a) and 6.10(b). In the first collapse and the first rebound the solution
seems to be almost grid converged on L = 18. This is more obvious for the GFM
but for the Saurel-Abgrall approach the difference to L = 17 (not shown here) is
small. However, in the second rebound we still can observe a significant difference
with an increasing number of refinement levels. This observation holds true for both
methods.
Opposite to test case 1, shown in Fig. 6.6, both schemes seem to converge to the
same limit. In particular, the phase interface computed by the GFM fully lies in the
numerical phase transition regime determined by the Saurel-Abgrall approach. This
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Saurel-Abgrall Approach Ghost Fluid Method K-M
Levels of refinement L14 L16 L18 L14 L16 L18 Model
1st time µs 103 104 105 107 106 106 110
collapse radius µm 606 626 634 644 642 641 640
pressure 105 Pa 1.38 1.39 1.39 1.35 1.37 1.38 1.36
1st time µs 203 208 211 212 212 212 220
rebound radius µm 691 723 736 736 741 743 745
pressure 105 Pa 0.74 0.74 0.74 0.77 0.75 0.74 0.75
2nd time µs 302 312 316 319 319 319 330
collapse radius µm 594 622 634 654 647 645 642
pressure 105 Pa 1.34 1.36 1.37 1.27 1.33 1.34 1.34
Table 6.6.: Case 2: comparison of Saurel-Abgrall approach, the ghost fluid method
and the Keller-Miksis model at the instance of the 1st and 2nd collapse
as well as the 1st rebound corresponding to the minimum and maximum
bubble size.
holds true for all of our computations corresponding to L = 13, . . . , 18 for test case
2. Exemplarily, it is shown for L = 18 in Fig. 6.11.
The results by the GFM and the Saurel-Abgrall approach are both in fairly good
agreement with the solution of the Keller-Miksis model, see Figure 6.12. However,
there is a slight phase shift in time in the first collapse and rebound that is increasing
with time. This is due to the different modeling. Since the Keller-Miksis model (6.1)
is a simplified model derived from the fluid equations of continuum mechanics, it can
not be considered as the limit of the GFM and the Saurel-Abgrall approach discretiz-
ing the fluid equations (2.44) where viscosity and heat conduction are neglected. In
particular, the Keller-Miksis model does not take into account the inhomogeneity of
the gas state.
The agreement is confirmed by the quantitative comparison in Table 6.6 for the
bubble radius and the pressure in the gas for the instant of the first and second
collapse as well as the first rebound.
Finally, Figures 6.13 and 6.14 show the Mach number distribution for the com-
putations with L = 14 refinement levels using the Saurel-Abgrall approach and the
GFM, respectively. For both computations we note that the bubble wall is only
weakly accelerated and stays subsonic. In particular, the Mach number inside the
bubble is much smaller than in case 1. At a Mach number less than 0.005 the fluid
can be considered incompressible. Therefore the compression wave is running much
faster relative to the gas velocity and, hence, the bubble wall, i.e., the process of
reflection in the bubble center and interaction at the bubble wall takes place more
frequently. This causes the wiggles in the isolines. Note that both computations give
qualitatively comparable results.
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Figure 6.11.: Case 2: comparison of phase boundary (GFM) and the numerical phase
transition regime (S-A approach) for L = 18.
Figure 6.12.: Case 2: validation of numerical methods by the Keller-Miksis model.
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Figure 6.13.: Case 2: Mach number with S-A approach on L = 14.
Figure 6.14.: Case 2: Mach number with GFM on L = 14
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7. Application: Shock Bubble
Interaction
In the collapse of cavitation bubbles shock waves play an important role. They can
develop in the liquid as well in the vapor, they interact with bubbles resulting in
distorsion and splitting of bubbles. Therefore they must be well predicted. In order
to investigate the development and the propagation of shock waves, we consider in
this section the interaction between a shock wave and a single collapsing bubble.
This has been experimentally investigated in [1, 60]. Numerical investigations have
already been performed by [37, 68] using the boundary element methods and the
free-Lagrange method, respectively. Here we will compare our quasi-2D numerical
simulations using the ghost fluid method of Section 4.2 with the experimental results
of Alizadeh in [1]: qualitatively with shadowgraphs using a high speed camera and
quantitatively with pressure measurements.
In the first part, the experimental setup is presented followed by the experimental
results. Then the computational setup is explained, where we in particular discuss
the difficulties to fit it to the experiments. Finally, numerical results are presented
as well as comparisons with the experiments. Here the focus of our investigations is
on the influence of the pressure pulse (shape, amplitude) on the collapse shock wave
and the quantitative comparison with experimental data. Note that in [68] there is
no comparison with experiments at all. In [37] a comparison is only shown until the
instant of the bubble collapse.
7.1. Experimental Setup
The setup consists of two parts corresponding to the laser-induced bubble and the
shock wave generator, respectively. In the first part, cavitation bubbles are produced
with the same setup as described in Section 6.1.1. This is depicted in Fig. 7.1. In
more details, given in [1], cavitation bubbles are produced with a Q-switched (Brio,
Quantel) laser. It delivers a pulse at a wavelength of λ = 532 nm with a duration
of 4 ns. The laser beam has a diameter of 4 mm. The laser pulse is focused by a
lens system into a water filled tank of size 16 cm×16 cm×12 cm. The energy from
the laser creates a bubble by vaporizing the water. Pictures of the bubble are taken
using a high speed camera which can take 100 million frames per second.
In addition to this setup, a piezoelectric wave generator, located at a distance of 60
mm from the position of the bubble center, produces a pressure wave. This setup is
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Figure 7.1.: Schematic picture of the experimental setup for the study of interac-
tion between lithotripter shock waves and laser-induced single cavitation
bubbles (top view). (Courtesy of [1])
Figure 7.2.: Schematic layout of the experimental setup for the investigation of shock
wave bubble interaction (side view). (Courtesy of [1])
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depicted in Fig. 7.2. As long as the pressure wave travels and focuses on the bubble
center, the wave front of the pressure wave becomes steeper due to the compressibility
of the liquid [1]. Thus, the generated wave is considered as a planar shock wave
when it interacts with the bubble. This kind of shock wave is called lithotripter shock
wave (LSW). The generator can produce several intensity levels of shock waves. The
pressure is measured using a fiber optic probe hydrophone. Fig. 7.3 shows pressure
measurements for a small, a medium and a high intensity level in a free field, where
we can observe that the shock front is steeper with higher pressure and followed by
a smooth tail for which the pressure is negative. This negative pressure can cause
secondary cavitation. In presence of a cavitation bubble, the LSW is perturbed
which damps its amplitude. This is shown in Fig. 7.4, where pressure measurements
are compared in case of a high intensity with and without the presence of a single
cavitation bubble. One reason for the damping is the interaction with the bubble
and another one is the propagation of the LSW in a flow field perturbed by the
laser breakdown and the creation of the cavitation bubble. We believe that the main
perturbation is caused by the disturbed fluid because the interaction between a shock
propagating in the water and a gas phase has only a small effect on the shock. This
is shown in Section 7.3 of the numerical results and visible in Fig. 7.11(e). We also
note that the LSW front flattens in addition to the damping of its amplitude. This
might have some effect because of a smoother interaction.
In [1], the shock interacts with the bubble either when it is expanding or collaps-
ing. Numerically, we are not able to reproduce the formation of the laser-induced
cavitation bubble, so we focus on the results when the shock hits the bubble during
the collapse. The interaction takes place when the bubble reaches a radius of about
0.39 mm (case 1) or 0.33 mm (case 2). High speed shadowgraphs are presented in
Figs. 7.5 and 7.7 for several shock intensities, i.e., I = 4, 10, 16. In these pictures,
the shock propagates from bottom to top. The first column shows the instant of the
interaction and the shock strength is increasing from top to bottom. When the shock
wave hits the bubble interface, the collapse accelerates, the bubble shape starts de-
forming. Finally a liquid jet develops in the direction of the shock wave propagation
and penetrates the bubble interface causing the emission of a strong shock wave run-
ning into the water and interacting with the remaining bubble. In the last columns of
the pictures, a cloud of bubbles can be observed. The stronger the initial shock, the
faster the forced collapse and the larger is the cloud. Pressure measurements done at
1.88 mm above the bubble are presented in Figures 7.6 and 7.8 for both cases. The
initial LSW shock and the shock originating from the collapse are clearly identified
and can be compared with our numerical results in Section 7.3.
7.2. Computational Setup
We investigate the interaction between a planar shock wave and a spherical vapor
bubble immersed in water at rest. We aim to mimic the experimental setup as much
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Figure 7.3.: Pressure wave profile of the lithotripter shock wave (LSW) in the free
field for three intensity levels of the shock wave source (I = 6 (Vb = 2.9
kV), I = 12 (Vb = 4.0 kV) and I = 18 (Vb = 5.0 kV). (Courtesy of [1])
Figure 7.4.: Comparison of the lithotripter shock wave (LSW) profile in presence
and absence of a laser-generated single bubble. (Courtesy of [1])
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Figure 7.5.: Case 1: High-speed image sequence of the interaction between a shock
wave (running from bottom to top, see two frames on the left) and a laser-
induced cavitation bubble. (a) Pmax = 24.4 MPa, I = 6, (b) Pmax = 45.9
MPa, I = 10, (c) Pmax = 95.8 MPa, I = 16. (Courtesy of [1])
Figure 7.6.: Case 1: Pressure signal measured by the fiber-optic probe. (Courtesy
of [1])
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Figure 7.7.: Case 2: High-speed image sequence of the interaction between a shock
wave (running from bottom to top, see two frames on the left) and a laser-
induced cavitation bubble. (a) Pmax = 24.4 MPa, I = 6, (b) Pmax = 45.9
MPa, I = 10, (c) Pmax = 95.8 MPa, I = 16. (Courtesy of [1])
Figure 7.8.: Case 2: Pressure signal measured by the fiber-optic probe. (Courtesy
of [1])
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0.0445 m
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vapor
r rotational axis
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undisturbed water
pressure probe
location of the
r = 0.0008 m
Figure 7.9.: Computational domain for spherical vapor bubble in water.
as possible in order to compare the results for the two cases with our computations.
Computations always start with a collapsing bubble at its maximum radius. The
bubble center is located at the position x = 3.56 mm to the left boundary of the
computational domain Ω = [0, 0.0445]× [0, 0.00445] and its radius, deduced from the
experiments, is 0.8 mm. Assuming rotational symmetry, only half of the bubble is
investigated. The computational domain is chosen large enough to avoid perturba-
tions from the right and upper boundaries, where we use outflow conditions, while
at the left boundary we prescribe a time-dependent boundary condition generating
the shock wave pressure pulse. The setup is sketched in Fig. 7.9. The simulation is
planned as follows: (i) at time t = 0 s, the bubble starts to collapse in a free field.
The initial states for the vapor and for the perturbed water are given in Table 7.1
and the material parameters of the stiffened gas law are listed in Table 7.3. Note
that the vapor state is different to the one determined in Chapter 6. At this step,
we use outflow conditions at the left boundary, thus all waves in the water can leave
the computational domain. (ii) At some time t = T0 a shock wave pressure pulse
starts propagating from the left boundary that interacts with the bubble at a radius
of 0.4 mm and 0.33 mm for the first and second case, respectively, corresponding to
the experiments. The description of the shock wave pressure pulse are given at the
end of this section.
For the spatial discretization, we choose a uniform coarse grid composed of 100×10
cells that is refined at discontinuities using L = 7 refinement levels. The discretization
size of the finest cells is thus 3.48× 3.48µm.
We want to point out some important differences with the experimental setup
which are difficult to avoid. In the experiments, when the bubble reaches its max-
imum size, the surrounding field is not at rest due to the laser breakdown. Conse-
quently, the incoming shock wave pressure pulse is disturbed before the interaction
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of the bubble. This is not reproduced in our simulations, as was already mentioned
in Section 7.1 and shown in Fig. 7.4. Hence, if we started the simulations with the
pressure value given by the measurements in a free field, the measured pressure after
the interaction would be too high and, thus it would be impossible to compare the
numerical and experimental results. Therefore, the initial pressure of the shock wave
pressure pulse in our simulations is deduced from the pressure measurements when
a cavitation bubble is present in order to have the same pulse amplitude.
In the computational setup, the bubble therefore starts at rest at its maximum
radius and a shock wave propagates towards the bubble center and a rarefaction wave
propagates in the water due to the difference in the pressure between outside and
inside the bubble, see Chapter 6. Also for simplicity reasons and in order to reduce
the computational time, the rarefaction wave in the water does not interact with
the incoming shock wave pressure pulse because the wave leaves the computational
domain before the pressure pulse at the left boundary is generated. Otherwise, the
domain would be huge compared to the small bubble because of the high speed of the
shock compared to the velocity at the bubble interface. Even with our locally refined
grid, the computational time would be incredibly high. However, this simplification
will have little effect on our results because our initial data are chosen such that
our pressure measurements after the interaction fit with those of the experiments as
mentioned in the previous paragraph.
In our simulations, we use three different shapes for the shock wave pressure pulse
to mimic the LSW. The reason is that the LSW in Figures 7.6 and 7.8 are not as
steep as a shock front. The first pulse P1 is a shock wave with shock condition SM
characterized by a shock Mach number of 1.01, which lasts 0.23µs before recovering
the initial water state at rest S0 by a rarefaction wave.
P1(t) =
{
SM, T0 < t < T0 + 0.23µs
S0, t > T0 + 0.23µs
. (7.1)
For the second pulse P2, it is the same shock condition SM with smoothed front
and back gradients. The back gradient is composed by two linear interpolations, the
first one is steeper than the second one, which leads to the state SN to mimic the
negative pressure tail of the experiments. The negative pressure tail lasts about 2µs
before recovering the initial water state at rest S0. In detail, it corresponds to
P2(t) =

S(T0) +
t−T0
T1−T0 ∗ (SM − S(T0)), T0 ≤ t ≤ T1
SM + t−T1
T2−T1 ∗ (S1− SM), T2 ≤ t ≤ T1
S1 + t−T2
T3−T2 ∗ (SN − S1), T3 ≤ t ≤ T2
SN, t ≤ T3
, (7.2)
where S(T0) is the state inside the domain at the left boundary. For the third pulse
P3, the shock wave pressure pulse of state SM is replaced by a pressure pulse of state
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bubble S0 SM SP S1 SN
gas water water water water water
% [kg/m3] 0.02782 1000 1019.12455 1000 1000.55 1000
vx [m/s] 0 0 28.43 0 0 0
p [Pa] 2339 100000 43171428.57 80000000 20000000 -10000000
Table 7.1.: Initial conditions.
T0 T1 T2 T3
case 1 [µs] 37.45 37.75 37.95 38.85
case 2 [µs] 38.85 39.15 39.35 40.25
Table 7.2.: Time parameters for the shock wave pressure pulses.
SP . That means that only the pressure changes in the pulse. It reads
P3(t) =

S(T0) +
t−T0
T1−T0 ∗ (SP − S(T0)), T0 ≤ t ≤ T1
SP + t−T1
T2−T1 ∗ (S1− SP ), T2 ≤ t ≤ T1
S1 + t−T2
T3−T2 ∗ (SN − S1), T3 ≤ t ≤ T2
SN, t ≤ T3
. (7.3)
The states and the times for the three pulses are given in Tables 7.1 and 7.2,
respectively, and their shape can be seen in Fig. 7.10.
7.3. Numerical Results
Numerical simulations have been performed for case 1 using all three pulses. Fig-
ures 7.11 and 7.12 show the logarithm of the density gradient magnitude for the
Figure 7.10.: Shape for the three pulses.
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Gas Water
γ 1.4 7.15
pi [Pa] 1.1 2045354545
Table 7.3.: Material parameters for stiffened gas law.
first pulse, where the shock wave pressure pulse is denoted LSW. At initial time, the
bubble is considered at its maximum size. Since the pressure and the density are
higher outside, the bubble starts to collapse, see Fig. 7.11(a). Also a shock wave is
running from the interface of the bubble towards the center and a rarefaction wave
is running in the opposite direction into the far field. At this stage, the bubble is
collapsing in a free field, see Chapter 6. Thus, when the LSW at a speed of 1487 m/s
comes in contact with the bubble interface at time t = 39.5µs, see Fig. 7.11(d), the
bubble is already collapsing at a speed of 130 m/s.
At the bubble interface, the shock wave is partially reflected as a rarefaction wave
RW and partially transmitted inside the bubble. The transmitted shock t runs
over the bubble. Since the sound speed is larger in the liquid than in the gas, the
LSW is faster and already leaves the outer bubble interface after only 0.8µs while
the transmitted shock is still close to the initial “left” bubble interface. The slower
sound speed in the vapor leads to a convex transmitted shock due to the continuity
assumption of the model and the shock in the water is slightly perturbed by the
bubble with a small decrease of pressure from 43 MPa to 33 Mpa. This can be seen
in the pressure measurements shown in Fig. 7.13(d).
The bubble interface follows the transmitted wave in its wake. Thus the shape of
the spherical bubble becomes more and more oval, see Figures 7.11(d)-7.11(f) and
7.12(a). The collapse accelerates and the speed of the interface at the symmetry axis
becomes supersonic. Due to the transmitted shock, the bubble is squeezing faster
and faster in the shock propagation direction, see Figures 7.12(b) and 7.12(c), the
bubble is penetrated by the liquid and finally parts of the bubble collapse at about
t = 41.75µs. For comparison, the time for the collapse of the same bubble in a
free field is about 60µs. In Fig. 7.12(c), the shock wave from the collapse denoted
“collapse” in the pictures can be seen, where the bubble is not penetrated yet by
the liquid jet but a thin layer of vapor remains. In [68] it is concluded that this
thin layer contains some “trapped air encapsulated in micro bubbles”. However, the
resolution is too low to confirm this in our computations. At this stage, the bubble
of length 0.05 mm, is refined by a small number of cells, while the thin layer is only
refined by 1 − 3 cells. Therefore a shock wave is emitted when the bubble walls
from the left and the right come together. Anyway, in Fig. 7.12(d) the liquid jet
can be observed and the thin layer collapses within 0.03µs generating many weaker
shock waves denoted by C1 and C2 for the two firsts. Finally, the spherical bubble
becomes a torus. In 7.12(f), the pressure contour is plotted and we note that the
collapse shock is stronger downstream than upstream and that negative pressures
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(a) t = 4.635 µs (b) t = 37.45 µs
(c) t = 37.68 µs (d) t = 39.96 µs
(e) t = 41.08 µs (f) t = 41.52 µs
Figure 7.11.: Case 1 with first pulse: computation with GFM; density gradient mag-
nitude and interface (φ = 0). LSW = Lithotripter shock wave, RW =
Reflection of the LSW, t = transmitted LSW inside the bubble, S1 =
shock wave towards the bubble center due to the pressure jump at the
bubble interface, RS1 = reflection of S1 at the bubble center.
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(a) t = 41.60 µs (b) t = 41.69 µs
(c) t = 41.75 µs (d) t = 41.78 µs
(e) t = 41.86 µs (f) t = 41.86 µs (pressure)
Figure 7.12.: Case 1 with first pulse: computation with GFM; density gradient mag-
nitude and interface (φ = 0). t = transmitted LSW inside the bubble,
C1, C2 = shock waves generated by collapse of thin layer, collapse =
shock wave generated by bubble penetration.
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(a) First pulse
(b) Second pulse
(c) Third pulse
(d) Pressure measurements
Figure 7.13.: Case 1 with first pulse: Top: density gradient magnitude extracted at
the rotational axis versus time. Bottom: probe of the pressure in MPa.
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appear behind each shock wave only in upstream direction. This is characteristic
for cavitation and bubbles would be generated, if our model took into account the
formation of bubbles.
An overview of all the interaction is plotted in Fig. 7.13(a) for the data extracted
along the axis of symmetry, i.e., y = 0. In this picture, the transmitted shock t and
its reflexion rt can be well observed for 39.5µs < t < 41.6µs as well as the collapse
of the thin layer generating many shock waves for t ≈ 41.8µs.
The results for the second and the third pulses are plotted in Figures 7.13(b) and
7.13(c), respectively. The main difference is the presence of the negative pressure
tail for 39µs < t < 41µs at x = 0 mm. The negative pressure comes in contact
to the bubble at t ≈ 41µs, the bubble being almost collapsed, but no effect can be
observed. In these three pictures, the behaviour of the bubble collapse is unchanged.
Small differences are observed in the pressure measurements in Fig. 7.13(d). First, the
amplitude of the LSW is slightly different due to the smoothness of the front pulse.
Then, between the two shocks the pressure becomes negative or almost negative for
the pulses 2 and 3 due to the negative tail. Finally, the amplitude of the collapse shock
are identical and only a small shift in time can be observed due to the smoothness
of the pulse, which causes a shift in the instant of the collapse. We also remark
that with a sharp shock front, the amplitude of the shock after the interaction is less
damped than with a smoothed front.
Note that in [34] it is concluded that the bubble grows again after the collapse due
to the tensile part of the pulse. However, in Figures 7.12(d) and 7.12(e) we observe
that the bubble expands also without the tensile part.
Figures 7.14, 7.15 and 7.16 show the numerical results for case 2 with the first pulse.
The shock wave hits the bubble of radius 0.33 mm at t = 40.5µs. The velocity of the
bubble wall is about 150 m/s and the forced collapse only lasts 1.5µs. In Fig. 7.15(c),
a liquid jet is observed but not exactly located at the symmetry axis, y = 0 mm, but
at y = 0.015 mm. This might be a matter of resolution rather than a physical effect
because the thickness of the vapor layer is only resolved by 1 − 3 grid cells, where
the states is high for a gas, i.e., a density about 400 kg/m3, a pressure about 600
bars, a temperature about 7000 K and a velocity about 600 m/s. In Fig. 7.16(c),
pressure measurements for both cases for pulse 1 are compared. The amplitude of
the LSW is higher for case 2 than for case 1 because of less perturbations due to the
smaller bubble size. The amplitude of the shock-induced collapse is stronger due to
the interaction at a later time and the higher interface velocity.
7.4. Validation by Experiments
A quantitative comparison can be done by comparing shadowgraphs of the experi-
ment, see Figures 7.5 and 7.7, with pictures of the simulations, see Figures 7.11-7.16,
and Fig. 7.4 which shows the bubble shape. The quantitative comparison concerns
the profile of the pressure measured at a distance of 1.8 mm behind the bubble center
94
7.4. Validation by Experiments
(a) t = 4.635 µs (b) t = 37.45 µs
(c) t = 38.61 µs (d) t = 40.89 µs
(e) t = 41.77 µs (f) t = 41.81 µs
Figure 7.14.: Case 2 with first pulse: computation with GFM; density gradient mag-
nitude and interface (φ = 0). LSW = Lithotripter shock wave, RW =
Reflection of the LSW, t = transmitted LSW inside the bubble, S1 =
shock wave towards the bubble center due to the pressure jump at the
bubble interface, RS1 = reflection of S1 at the bubble center.
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(a) t = 41.95 µs (b) t = 41.99 µs
(c) t = 42.02 µs (d) t = 42.05 µs
(e) t = 42.11 µs (f) t = 42.11 µs (pressure)
Figure 7.15.: Case 2 with first pulse: computation with GFM; density gradient mag-
nitude and interface (φ = 0). t = transmitted LSW inside the bubble,
C1, C2, C3 = shock waves generated by collapse of thin layer, collapse
= shock wave generated by bubble penetration.
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(a) First pulse
(b) Third pulse
(c) Pressure measurements
Figure 7.16.: Case 2 with first pulse: Top: density gradient magnitude extracted at
the rotational axis versus time. Bottom: probe of the pressure in MPa.
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t [µs] 39.5 40.1 40.7 41.3 41.9
Exp. [mm] 0.80 0.68 0.51 0.25 0.42
Sim. [mm] 0.78 0.69 0.56 0.34 0.38
Table 7.4.: Bubble diameter in radial direction for case 1.
t [µs] 40.5 41.1 41.7 42.3
Exp. [mm] 0.67 0.55 0.38 0.34
Sim. [mm] 0.65 0.52 0.27 0.38
Table 7.5.: Bubble diameter in radial direction for case 2.
in the direction of shock propagation, see Fig. 7.9, and the evolution of the bubble
diameter.
In both results, the collapse and the emanation of the shock are observed and also
that the shock is stronger downstream than upstream. This is followed by a cloud
of bubbles and a liquid jet. The cloud is not visible in the simulations. Instead we
have many smaller shock waves and a toroidal bubble which does not grow within
time. The cloud being composed of many tiny bubbles, the grid resolution is not fine
enough to resolve them. In the simulation therefore, bubbles which become too small,
collapse and generate a shock wave. The tiny bubbles cannot be measured experi-
mentally because they are not well visible, so we cannot exactly predict how many
refinement levels of the multiscale grid in addition are needed in the simulations.
From the simulations we can depict the bubble contour for different times. Exem-
plarily, we show them for case 1 and pulse 1, see Fig. 7.17. From these we deduce the
bubble diameters in radial direction and compare them with the experimental mea-
surements, every 0.6µs until the instant of the collapse, see Tables 7.4 and 7.5. Our
results agree well with the experimental results but after the instant of the collapse,
due to the different behaviour by the presence of only one torus, the comparison has
no more meaning.
Compared to Fig. 7.6 and 7.8, our results are close to case 2 of the experiment
because (i) the second peak is higher than the first one and (ii) the distance is less
than 2µs between those two peaks although we aimed to mimic case 1. This is due
to the difficulties explained above concerning the formation of the bubble and the
propagation of the incident shock wave. Nevertheless, our results for the pressure are
in good agreement with the experiments because the pressure measurements show
the same order.
Finally, the pressure measurements are plotted together for direct comparison in
Fig. 7.18 for case 1 and in Fig. 7.19 for case 2. For both cases, the amplitudes
of the first peak are identical to the experimental measurements for pulses 2 and
3 but the profile of the pulse in the experiments is more smeared. For the second
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Figure 7.17.: Bubble contours for pulse 1 of case 1 for different times until the
collapse.
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peaks, in case 1, the amplitude is between 1.5 and 2 times higher than the one of the
experiments and agrees better for case 2 with an amplitude about 1.2 times higher
for the experimental measurements. The main difference is in the delay between the
peaks corresponding to the shock induced from the bubble penetration. This shock
always appears later in the experiments. The delay is between 0.4 and 0.7µs and
between 0.2 and 0.4µs for case 1 and 2, respectively. It indicates that the liquid
jet penetrates the bubble earlier in the numerical simulations. Also the collapse
time seems to be a bit faster. Although the delay is negligible compared to 42µs
of the collapse time, nevertheless it might be an explanation for the difference in
the amplitude for case 1 because a faster collapse generates a stronger shock wave.
For case 2, the amplitudes of the second peak in the simulations agree much better
with the peak in the experiments and also the delay of the penetration is smaller.
The higher amplitude in the experiments could be due to the profile of the LSW
that is more smeared, see Fig. 7.19. Negative pressure values before and after the
shock-induced collapse in the experiments come from the tensile component of the
LSW. They cannot be observed in the numerical results between the two peaks due
to the earlier shock-induced collapse and the simplified shape of the pulse but they
can be observed later when the pressure continues to drop. We can conclude that
even with difficulties to realize the experimental setup, the results are quite close to
each other especially for case 2.
Figure 7.18.: Comparison of pressure measurements for case 1.
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Figure 7.19.: Comparison of pressure measurements for case 2.
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8. Application: Single Bubble near a
Rigid Wall
The collapse of a bubble near to solid structures may cause material damage. This
was already predicted by Lord Rayleigh [58]. In [43] experimental results with laser-
induced cavitation bubbles give experimental evidence of cavitation erosion. There-
fore, the understanding of the mechanism causing material damage is of interest in
applications arising in engineering, e.g. ship propellers, pump injectors, but also in
medicine, e.g. lithotripsy. Here we will confine ourselves to the collapse of a single
spherical bubble near a rigid wall for different stand-off distances and flow pressure
conditions using the ghost fluid method, see Section 4.2. In the literature, several in-
vestigations can be found using different numerical approaches. For instance, in [71]
a volume of fluid method is applied. The Saurel-Abgrall approach, see Section 4.3,
has been used for the simulation of a cylindrical bubble near a rigid wall in [49].
In [33, 34] the shock bubble interaction with a collapsing spherical bubble next to a
wall is simulated using a high-order accurate shock- and interface-capturing scheme.
In [68], this configuration starting with an expanding bubble is simulated using a
free-Lagrange method.
8.1. Configuration
In our simulations, the bubble collapse always starts at its maximum expansion as
in [49, 33, 34]. Here we choose the same initial radius Rmax = 0.7469 mm as in
Chapter 6. Note that the jet penetration of the bubble is more difficult to simulate
the smaller the bubble radius is. For the vapor state we use the same values as in
Chapter 7, i.e, the vapor pressure and vapor density are 2339 Pa and 0.02782 kg/m3,
respectively. For the ambient pressure pw we consider three cases: a) 10 bars, b) 100
bars, c) 500 bars. The density of the water is 1000 kg/m3. The fluids are assumed to
be at rest both in the liquid as well in the vapor. The initial states are summarized in
Table 8.1. The material parameters for the stiffened gas EOS are listed in Table 8.2.
The stand-off distance is defined as ξ = d/Rmax, where d is the initial distance of
the bubble center to the wall and Rmax is the maximal bubble radius. As we start
with an imploding bubble, ξ cannot be less than one. In case of an expanding bubble,
smaller values are also admissible, see [68]. This parameter is important to classify
the bubble dynamics. For a small value, the wall has a stronger effect on the bubble
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Gas Water (a) Water (b) Water (c)
% [kg/m3] 0.02782 1000 1000 1000
p [bar] 0.02339 10 100 500
T [K] 293 293 295 300
c [m/s] 343.1 1500.3 1503.6 1518.2
Table 8.1.: Initial conditions.
Gas Water
γ 1.4 7.15
pi [Pa] 1.1 2045354545
Table 8.2.: Material parameters for the stiffened gas law.
shape as for a large value, see [43, 42].
In our simulations, the bubble center is located at positions x = 1 mm (case 1),
x = 1.2 mm (case 2) and x = 1.5 mm (case 3). This corresponds to stand-off
distances of 1.3, 1.6 and 2, respectively, see Table 8.3.
Case d [mm] Rmax [mm] ξ
1 1 0.7469 1.3
2 1.2 0.7469 1.6
3 1.5 0.7469 2
Table 8.3.: . Three stand-off distances for the bubble collapse near a rigid wall.
The computational domain Ω = [0, 0.1] × [0, 0.1] m2 is chosen large enough in
order to avoid any perturbations that might come from the top and right boundaries
where we apply outflow conditions. At the left boundary corresponding to the rigid
wall we use reflecting boundary conditions. The bottom boundary is the rotational
symmetry axis. The wall is assumed to be planar. Since the initial flow field is at
rest, it will be rotational symmetric. In order to reduce the computational effort,
we therefore perform quasi-2D computations employing axis-symmetry. The setup is
sketched in Fig. 8.1. For the spatial discretization, we choose a uniform coarse grid
composed of 100×100 cells that is refined at discontinuities using L = 10 refinement
levels. Thus, the discretization size of the finest cell is about 1× 1µm2.
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Figure 8.1.: Gas bubble next to a rigid wall in water at rest (not to scale).
8.2. Wave Dynamics in the Liquid
We have performed two series of computations to investigate the influence of (i) the
initial pressure gradient at the interface, see cases 1a, 1b, 1c, and (ii) the stand-off
distance, see cases 1b, 2b and 3b. First of all, we discuss in detail the results of case
1a shown in Figures 8.9-8.18, where the dynamics of the flow field is depicted by
the density gradient magnitude with a logarithmic scaling. Thus, both the waves
with a strong density gradient in the water as well as waves with a smaller density
gradient in the gas are clearly visible. At t = 0 s, the initial pressure inside the
bubble is below that in water with a corresponding ratio of pw/pg ≈ 430. This
difference generates a shock wave S inside the bubble moving towards its center and
an expansion wave R1 in the liquid, see Fig. 8.9. Due to the higher sound speed in
the water, the expansion wave R1 propagates about five times faster, hits the wall
at t = 0.12µs and is reflected running towards the bubble. The reflected wave R2
is still an expansion wave. Behind this wave, the pressure drops significantly from
1 MPa to about 8000 Pa for case 3 and to negative values for a smaller stand-off
distance ξ: −pw/2 and −pw/4 for case 1 and 2, respectively. Thus, for cases with
ξ < 2, a large region of cavitation characterized by negative pressure values develops
near the wall. At t = 0.33µs, the reflected wave R2 hits the collapsing bubble and
is partially transmitted in T1 and reflected in R3 at the bubble interface. The wave
R3 becomes a compression wave due to the high acoustic impedance of the water
compared to the low acoustic impedance of the gas.
8.3. Wave Interactions at the Bubble Interface
The wave R2, followed by a region of negative or very low pressure in the water,
has a predominant impact on the bubble collapse. This can be concluded from the
105
8. Application: Single Bubble near a Rigid Wall
pressure and the velocity at the bubble interface and the streamlines of the velocity
field. In Fig 8.2, we can see that the pressure slowly increases in the wake of S until
the interaction of R2 with the bubble at t = 0.33µs, which reduces the pressure
in the wake of T1 and perturbs the collapse. This happens only on the proximal
side (next to the wall) of the bubble, the distal side (farthest from the wall) stays
unperturbed. In Fig. 8.3, we compare the interfacial velocity for a single bubble
Figure 8.2.: Gas pressure evolution on the symmetry axis at the proximal side of the
bubble close to the interface at φ = 10−5 during the first microsecond of
the collapse of case 1a.
collapse in a free field characterized by ξ =∞ and the collapse near a rigid wall for
case 1b. In the latter case we depict the interfacial velocity at the symmetry axis
on the proximal and distal side of the bubble. We observe that the velocity and the
acceleration of the bubble interface slows down in the wake of the rarefaction waves
R2 and T1, see Figure 8.3(a). Thus, the collapse is slower than in the case of a single
bubble collapse in a free field, where no rarefaction waves interact with the bubble,
see Figure 8.3(b). The sound speed being about 5 times smaller in the gas than
in the water and the strength of T1 decreasing versus time, only the proximal side
of the bubble is perturbed, while the distal side collapses as in the case of a single
bubble collapse in a free field until t = 5µs. In case of a free field, at about time
t = 5.5µs, the collapse is accelerated because both sides come closer to each other.
In the presence of the wall, this happens later due to the longer time period needed
for the distal side to reach the proximal side.
This also can be observed along the streamlines of the velocity field. In regions
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(a) First instants. (b) Until the collapse.
Figure 8.3.: Comparison of the interfacial velocity between a single bubble collapse
in a free field (ξ = ∞) and the collapse near a rigid wall with a water
pressure of 10 bars (case a) and ξ = 1.3 (case 1).
where the bubble interface is not perturbed, they are orthogonal to the interface but
in the wake of the expansion waves, they become curved and exhibit a kink at the
interface because of the refraction, see Figure 8.4(a). In Fig. 8.4(b), the norm of the
velocity ‖v‖2 versus the radius is plotted along these two streamlines. For the first
one SL1, the velocity is at its maximum at the bubble interface while is decreases
along SL2 due to the transmitted wave T2.
Here the stand-off distance becomes effective in the collapse. The closer the bubble
is to the wall, the stronger is R2. Thus, the farther the bubble is from the wall, the
faster is the collapse. This is shown in Figure 8.5, where we can see that the interfacial
velocity on the proximal side strongly decelerates by R2 for ξ = 1.3 compared to the
case for ξ = 2. For increasing stand-off distance, the collapse time and the pressure
value of the wave R2 decrease.
Depending on the stand-off distance, the initial expansion is reflected many times
at the bubble interface and the wall. On the other hand, the initial water pressure
has almost no impact on the number of reflections because waves are propagating at
the sound speed. Note that the sound speed is almost constant for cases a, b and c,
see Table 8.1, due to the large value of the minimal pressure: 2045354545 Pa in the
equation of state for the water dominating the pressure value in (2.58). With each
interaction the wave strength and the phase of the wave is inverted which makes
a flow regime alternating between a slow and a fast regime at the proximal side of
the bubble. The slow regime is caused by an expansion wave and the fast regime
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(a) Position of the streamlines. (b) Velocity along streamlines SL1 and SL2.
Figure 8.4.: Comparison of velocities along streamlines SL1 and SL2 parametrized
by r at t = 0.65µs.
by a compression wave. In Fig. 8.4(b), we can see that the first expansion wave
dominates the other waves. Thus, the compression wave R4 has only a small effect
on the collapse of the bubble compared to R2.
8.4. Dynamics of the Bubble Collapse
Due to the asymmetric flow field, the bubble does not collapse spherically but starts
moving towards the wall. In particular, the flow field with higher velocity at the distal
side pushes the bubble towards the wall. This can be observed in Figures 8.9 and
8.10, where the streamlines inside the bubble no longer focus on the bubble center
but on a point which moves towards the proximal side in front of the reflection wave
RS. The wave RS is fully reflected as RRS at the interface due to the higher acoustic
impedance in the liquid. Due to the reflections of the waves S, RRS etc. the flow
field inside the bubble is accelerated, see Fig. 8.11.
The higher velocity at the distal side creates an indentation in the bubble shape,
i.e., the bubble starts to be penetrated from its distal side at the rotational axis,
see Fig. 8.14. This corresponds to the formation of a liquid jet. Note that the flow
field becomes supersonic in regions where the bubble is being penetrated for cases 2
and 3 with a Mach number of 1.3 and 2, respectively. It remains subsonic for case 1
due to a smaller initial pressure in the water. In Figures 8.14 and 8.15, the part of
the bubble away from the rotational axis is collapsing slower causing its elongation.
The bubble elongation depends on the distance to the wall because it is related to
108
8.4. Dynamics of the Bubble Collapse
(a) First instants. (b) Until the collapse.
Figure 8.5.: Comparison of the interfacial velocity between a single bubble collapse
in a free field (ξ = ∞) and the collapse near a rigid wall with a water
pressure of 100 bars (b).
the interfacial velocity of the bubble, which depends on the strength of R2. For all
considered stand-off distances, the interfacial velocity at the distal side is unchanged,
see Fig. 8.5(b) but slower elsewhere and even slower closer to the wall, see Fig. 8.5(a).
Also, in the case with ξ = 2, the distal side has to cover a longer distance in order to
reach the proximal side than in the other case. Thus, the bubble is smaller when it
collapses, see Fig. 8.6(a) and less elongated in the z−direction, see Fig. 8.6(a). The
ratio of bubble height and bubble width is 2.1, 1.9 and 1.5 for the cases ξ = 2, ξ = 1.6
and ξ = 1.3, respectively. Increasing the initial water pressure pw for the stand-off
distance ξ = 1.3, the bubble shape becomes more elongated and the bubble width
near the symmetry axis is larger, see Fig. 8.6(b). Moreover the bubble collapses much
faster: 3.13µs instead of 24.63µs for pw = 500 bar and pw = 10, respectively. With
increasing pressure pw the jet head becomes cone-like whereas for smaller pressure
pw it is more a blunt cone.
In Fig. 8.15, when the bubble is squeezed at the rotational axis, the gas gets
denser in the bubble that leads to an increase of density, temperature and pressure,
see Table 8.4.
Then, at time t = 24.6µs in Fig. 8.15, the liquid jet penetrates the bubble at the
symmetry axis. Thus, the bubble shape becomes toroidal. A water-hammer shock
S1 is emitted into the liquid. This shock is caused by the penetration and interacts
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(a) Comparison with respect to ξ. (b) Comparison with respect to pw.
Figure 8.6.: Comparison of the bubble shape before the collapse. Bubble shapes have
been translated to the position of the collapse zcollapse.
with the torus. The water-hammer pressure can be estimated by
pwh =
ρLcL|uI − uJ |
2
, (8.1)
where uJ is the jet velocity at the distal side, uI is the interfacial velocity at the
proximal side, ρL and cL are the local density and sound speed at the instant of
the impact, cf [34]. The data and the estimated water-hammer pressure are listed
in Table 8.5. They correspond quite well with the value measured in our numerical
results. We conclude that with a higher initial water pressure and a larger stand-off
distance the water-hammer pressure value is larger. In Fig. 8.16(a), the thin gas layer
is detached from the rest of the bubble due to S1 because it has less resistance to
oppose to the strength of the water-hammer shock due to its small thickness. This
splitting occurs for all considered stand-off distances. For cases 2b and 2c, where
the bubble is thicker near the axis, see Fig. 8.6(b), the bubble stays compact in one
torus after the penetration. Thus, the bubble becomes smaller, its shape is strongly
distorted and the gas state stays at an extreme state, see Table 8.4. Note that the
maxima are located in regions near the point where the bubble is penetrated by the
liquid jet. The radius of the tube of the torus is about 25µm, what is about 30 times
smaller than the initial bubble. Such a strong pressure acting on a small and thin
torus may lead to its complete collapse with a coarser grid resolution.
Inside the toroidal bubble a vortex is forming with decreasing pressure towards its
center. This vortex leaves the bubble on the distal side, see Figures 8.16-8.18. In
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Time Density Temperature Pressure
[µs] [kg/m3] [K] [bar]
24.42 5 2300 30
24.53 9–10.5 2900–3100 70–100
24.63 (collapse) 25–300 5000–10000 400–4000
24.71 60–90 7500 1200-2000
24.8 25–60 5000–6000 300–1000
Table 8.4.: Gas states inside the bubble just before and just after the collapse for
case 1a.
Case 1a Case 2a Case 3a Case 2b Case 2c
ρL[kg/m
3] 1006 1008 1004 1100 1100
Ma 0.31 0.82 1.5 0.9 1.21
cL[m/s] 1516 1463 1500 1511 1500
uJ [m/s] -470 -1200 -2250 -1360 -1820
uI [m/s] 140 350 520 430 600
pwh[bar] (estimation with (8.1)) 4652 11429 20858 14876 20020
pwh[bar] (numerical measurement) 4820 12000 22000 18000 28000
zcollapse[mm] 0.557 0.564 0.571 0.883 1.276
Table 8.5.: Data for the estimation of the water-hammer pressure pwh.
the opposite direction of the liquid jet, the velocity field is focusing towards the sym-
metry axis due to many weaker shock waves coming from reflections and splittings.
The pressure in the focus point is larger than behind the wave moving towards the
wall in Fig. 8.7(a). In this direction, behind shock wave S1 the pressure drops to
negative values at the symmetry axis, see Fig. 8.7. Experiments show that secondary
cavitation occurs inside the jet at the axis of symmetry, i.e., tiny bubbles expand
and collapse emanating weaker shock waves. This is called the counterjet formation,
see [43, 42]. The counterjet formation could be triggered by the negative pressure
observed at the symmetry axis but our model does not allow for the formation of
new bubbles. Thus, we cannot observe it in our computations.
Finally, in Figures 8.17-8.18, the bubble moves slowly towards the wall, the sur-
rounding flow field is relaxing that allows for coalescing of the bubble parts and its
expansion. In Fig. 8.18(c), the pressure is less than 10 bar, the temperature about
1500 K and the density about 2 kg/m3 inside the bubble. In Fig. 8.18, some water
is trapped inside the bubble during the bubble coalescing. The bubble shape is not
smooth. This might be caused in the bubble expansion because surface tension is
not taken into account in our model.
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(a) t = 24.9µs
(b) t = 25µs
Figure 8.7.: Formation of regions of negative pressure at the rotational axis in the
liquid jet.
8.5. Pressure Load on the Rigid Wall
In order to investigate the effect of the collapse on the rigid wall we determine the
load on the wall that might cause material damage. The data have been recorded
in one point (z, r) = (0, 0) at the wall, where all the waves coming from the bubble
hit the wall first. The density and the temperature stay constant at about 1000
kg/m3 and 300 K, respectively, the velocity does not exceed 3 m/s but the pressure
strongly increases to 1010 bar when S1 hits the wall for case 1a. This is shown in
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Fig. 8.8. We can observe the reflection of the first waves R1, R3, etc. but the maximal
pressure measured comes from the water-hammer shock S1 emitted in the collapse.
With increasing initial water pressure, the pressure load on the wall becomes larger
Figure 8.8.: Pressure measurements in one point at the wall versus nondimensional
time t/tcollapse with tcollapse recorded in Table. 8.6.
but with increasing stand-off distance it reduces. The data recorded are listed in
Table 8.7. We note that the pressure load is about 3 to 5 times smaller than
Case 1a Case 2a Case 3a Case 2b Case 2c
24.63 7.5 3.13 7.31 7.12
Table 8.6.: Collapse time tcollapse in microsecond for all cases.
Case 1a Case 2a Case 3a Case 2b Case 2c
1010 4000 12500 3000 2100
Table 8.7.: Pressure load in bar on the wall at (z, r) = (0, 0) for all cases.
the water-hammer pressure in Table 8.1 in case with ξ = 1.3. For all cases with
larger stand-off distance, the pressure difference becomes more important because the
collapse happens farther from the wall. Therefore, we conclude that material damage
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will only be caused by the water-hammer shock S1. When the bubble reaches the
wall, its pressure and temperature does not have a higher impact on the wall than
the water-hammer shock S1.
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(a) t = 0.65 µs
(b) t = 1.3 µs
(c) t = 1.95 µs
Figure 8.9.: Spherical bubble collapse next to a rigid wall: Ghost Fluid Method. Left:
Density gradient magnitude. Right: Velocity integral curves and velocity
magnitude. Interface (φ = 0).
115
8. Application: Single Bubble near a Rigid Wall
(a) t = 2.6 µs
(b) t = 3.25 µs
(c) t = 3.90 µs
Figure 8.10.: Spherical bubble collapse next to a rigid wall: Ghost Fluid Method.
Left: Density gradient magnitude. Right: Velocity integral curves and
velocity magnitude. Interface (φ = 0).
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(a) t = 4.55 µs
(b) t = 5.20 µs
(c) t = 5.85 µs
Figure 8.11.: Spherical bubble collapse next to a rigid wall: Ghost Fluid Method.
Left: Density gradient magnitude. Right: Velocity integral curves and
velocity magnitude. Interface (φ = 0).
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(a) t = 6.49 µs
(b) t = 9.08 µs
(c) t = 13.6 µs
Figure 8.12.: Spherical bubble collapse next to a rigid wall: Ghost Fluid Method.
Left: Density gradient magnitude. Right: Velocity integral curves and
velocity magnitude. Interface (φ = 0).
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(a) t = 17.46 µs
(b) t = 18.74 µs
(c) t = 21.91 µs
Figure 8.13.: Spherical bubble collapse next to a rigid wall: Ghost Fluid Method.
Left: Density gradient magnitude. Right: Velocity integral curves and
velocity magnitude. Interface (φ = 0).
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(a) t = 23.14 µs
(b) t = 23.74 µs
(c) t = 24.3 µs
Figure 8.14.: Spherical bubble collapse next to a rigid wall: Ghost Fluid Method.
Left: Density gradient magnitude. Right: Velocity integral curves and
velocity magnitude. Interface (φ = 0).
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(a) t = 24.42 µs
(b) t = 24.53 µs
(c) t = 24.63 µs
Figure 8.15.: Spherical bubble collapse next to a rigid wall: Ghost Fluid Method.
Left: Density gradient magnitude. Right: Velocity integral curves and
velocity magnitude. Interface (φ = 0).
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(a) t = 24.71 µs
(b) t = 24.8 µs
(c) t = 24.91 µs
Figure 8.16.: Spherical bubble collapse next to a rigid wall: Ghost Fluid Method.
Left: Density gradient magnitude. Right: Velocity integral curves and
velocity magnitude. Interface (φ = 0).
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(a) t = 25.01 µs
(b) t = 25.11 µs
(c) t = 25.21 µs
Figure 8.17.: Spherical bubble collapse next to a rigid wall: Ghost Fluid Method.
Left: Density gradient magnitude. Right: Velocity integral curves and
velocity magnitude. Interface (φ = 0).
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(a) t = 25.33 µs
(b) t = 25.47 µs
(c) t = 25.53 µs
Figure 8.18.: Spherical bubble collapse next to a rigid wall: Ghost Fluid Method.
Left: Density gradient magnitude. Right: Velocity integral curves and
velocity magnitude. Interface (φ = 0).
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We have studied the collapse of laser-induced cavitation bubbles for different config-
urations such as a bubble in a free field, a bubble hit by a shock wave and a bubble
near a rigid wall. For this purpose the original CFD code based on a two-flux method
has been extended, where the ghost cells at the phase boundary are defined now by
the exact solution of a two-phase Riemann problem. We have discussed two options
to define this Riemann problem normal to the phase boundary: a first one using two
cells in normal direction to the phase boundary and a second one using the two cells
normal to the cell interface.
In the first option, the solution of the two-phase Riemann problem defines the ghost
states and the state of the cell of the corresponding phase at the phase boundary is
substituted by this state. Thus, only one two-phase Riemann problem is solved for
each cell at the phase boundary and the fluid state is constant across it.
In the second option, the fluid state is not constant across the phase boundary,
the two-phase Riemann problem is defined dimension-by-dimension, i.e, for each
space dimension in the Cartesian discretization, one two-phase Riemann problem
is solved for a cell at the phase boundary. The extension of this option to multi-
dimensions problems is straightforward. The method is still non-conservative at the
phase boundary but suitable for liquid-gas simulation.
A second order compact WENO scheme has been implemented for the discretiza-
tion of the evolution equation of the level set function. It has been useful in the
collapse of the bubble, when it reaches a small size and only contains few cells until
its collapse.
Comparisons of the ghost fluid method with the Saurel-Abgrall approach by means
of the exact solution in case of one-dimensional shock-interface interactions have
shown that the waves are accurately resolved even with a low resolution and with a
first order scheme. Only in the contact wave a shift in its position has been observed.
This is due to the non-conservative discretization. However, the difference decreases
with grid refinement.
Both methods have been compared to experimental results in the case of a quasi-
1D spherical bubble collapse in a free field. The results produced with the ghost
fluid method agree very well with the experimental results. This is not the case for
the Saurel-Abgrall approach due to numerical dissipation causing a numerical phase
transition.
Quasi-two-dimensional simulations using our ghost fluid method, show the forma-
tion of a liquid jet and the penetration of the bubble emanating a water-hammer
shock. An extreme state inside the bubble before its collapse and in the water-
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hammer shock has been measured. In case of a lithotripter shock wave (LSW), a
very good quantitative agreement in pressure measurements between experimental
and numerical results is difficult to achieve because of difficulties to reproduce the
LSW and the setup as in the experiments. Nevertheless, the quantitative and quali-
tative comparisons show that our ghost fluid method is capable of simulating LSW
interacting with a collapsing bubble. In case of a bubble collapse near a rigid wall, an
explanation for the formation of the liquid jet has been proposed due to the influence
of the rigid wall slowing down the bubble collapse on its proximal side.
Note that a perfect comparison with experiments stays difficult. Due to the gen-
eration of cavitation bubbles by a laser pulse, the flow field is perturbed. This
perturbation is not simulated as well as the formation of the cavity. Furthermore,
our model does not allow for the formation of bubbles by pressure drops, i.e., the
counter jet formation is not simulated, and the formation of a cloud of tiny bubbles
after the collapse.
Future works on cavitation bubbles. The mathematical model using the Euler
equation is quite simple. It has to be improved to allow for the formation of vapor
bubbles due to pressure drops by phase transition. After the collapse, in the wake of
the water-hammer shock, the pressure drops and cavities can form. In this case, a
finer grid would also be required to resolve such tiny bubbles, i.e., with a radius less
than 1µm. In case of tiny bubbles, surface tension becomes effective after the first
bubble collapse and should be taken into account in the model.
The exact Riemann solver of Collela and Glaz was not originally developed for
two different phases with two different equations of state, for instance van der Waals
and stiffened gas equations of state. In our case we used two stiffened gas equations,
where the minimal pressure −pi is zero for the gas phase and large for the liquid
phase. Thus, negative pressure values are only admissible in the liquid, which may
cause some troubles when the pressure at the contact wave converges to a negative
value in the Newton iteration of the Riemann solver in case of a strong expansion.
The water is a liquid that contains dissolved air. In case of pressure drops, the
air also forms cavities. Therefore a three-phase model might be applied to simulate
cavitation bubbles. Since the air is a non-condensable gas, it will act as an elastic
material in the rebound. A first approach, where air and gas are assumed to be
miscible but immiscible with the liquid, has been published in [7].
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A.1. Quasi-1D/Quasi-2D
This part is focused on the derivation of finite volume schemes applied to the Navier-
Stokes equations employing rotational or axial symmetry. The balance equations in
their integral form are (2.5), (2.10), (2.12).
The quasi-2D case in cylindrical coordinates
We apply the coordinate transformation (2.36) to the balance equations (2.5), (2.10),
(2.12) to obtain quasi-2D equations in the r- and the z-direction. For this purpose
we assume that the volume V is determined by a parametrization with respect to
(r, θ, z), i.e., V =
{
x(r, θ, z)|(r, z) ∈ V , θ ∈ [θ0, θ1]
}
. Employing rotational symmetry
(2.37) and substituting dV = r dr dθ dz = r dV˜ , we obtain∫
V
r
∂U
∂t
drdθdz +
∫
V
∂
(
r(Fr(U))
)
∂r
drdθdz + (A.1)∫
V
r
∂
(
Fz(U)
)
∂z
drdθdz =
∫
V
S(U) drdθdz.
Since there is no change in θ-direction, these equations reduce to∫
V
r
∂U
∂t
drdz+
∫
V
∂
(
r(Fr(U))
)
∂r
drdz+
∫
V
r
∂
(
Fz(U)
)
∂z
drdz =
∫
V
S(U) drdz, (A.2)
where V is now a volume in r-z-space. By the divergence theorem, we finally obtain∫
V
r
∂U
∂t
drdz +
∫
∂V
rFn dΓ =
∫
V
S(U) drdz (A.3)
with the flux in normal direction Fn := Fr(U)nr + Fz(U)nz. These equations are
now discretized by a finite volume scheme, where we replace U and S(U) by the
average over V , i.e.,
Û(t) :=
1
|V |
∫
V
U(t, r, z) drdz , Ŝ(t) :=
1
|V |
∫
V
S(U(t, r, z)) drdz, (A.4)
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and the normal flux Fn by some approximation over each edge Γ, i.e.,
FnΓ(t) :=
1
|Γ|
∫
Γ
Fn(U) dΓ . (A.5)
Then we obtain, ∫
V
r drdz
d
dt
Û(t) +
∑
Γ⊂∂V
‖Γ‖FnΓ(t) = |V |Ŝ(t) . (A.6)
Integration over [tn, tn+1] finally yields
Û
n+1
= Û
n − ∆t‖V ‖
∑
Γ⊂∂V
‖Γ‖FnnΓ +
∆t|V |
‖V ‖ Ŝ
n
(A.7)
with
‖V ‖ :=
∫
V
r drdz , ‖Γ‖ := ‖N Γ‖2 , (A.8)
N Γ :=
∫
Γ
rn dΓ , nΓ := N Γ/‖N Γ‖2 .
The source term Ŝ
n
is approximated by an average in the cell center and for the
fluxes F
n
r,i± 1
2
we use a standard finite volume scheme.
For a structured discretization of the r-z-space, i.e., V = [ri− 1
2
, ri+ 1
2
]× [zi− 1
2
, zi+ 1
2
],
equation (A.7) reduces to,
Û
n+1
= Û
n − ∆t
∆r2
(
ri+ 1
2
F
n
r,i+ 1
2
− ri− 1
2
F
n
r,i− 1
2
)
(A.9)
− ∆t∆r
∆z∆r2
(
riF
n
z,i+ 1
2
− riFnz,i− 1
2
)
+
∆t∆r∆z∫
V
r drdz
Ŝ
n
with
∆z := zi+ 1
2
− zi− 1
2
, (A.10)
∆r := ri+ 1
2
− ri− 1
2
, ∆r2 :=
1
2
(
r2
i+ 1
2
− r2
i− 1
2
)
= ri∆r ,
ri :=
1
2
(
ri+ 1
2
+ ri− 1
2
)
. (A.11)
The quasi-1D case in cylindrical coordinates
In analogy to the quasi-2D case, we derive the balance equations employing the
symmetry assumptions (2.37) and (2.39)∫
V
r
∂U
∂t
dr +
∫
V
∂
(
rFr(U)
)
∂r
dr =
∫
V
S(U) dr . (A.12)
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Here we only have to integrate over an interval V = [ri− 1
2
, ri+ 1
2
]. Again we discretize
these equations by a finite volume scheme, where we replace U and S(U) by its
average over V , i.e.,
Û(t) :=
1
∆r
∫ r
i+ 12
r
i− 12
U(t, r) dr , Ŝ(t) :=
1
∆r
∫ r
i+ 12
r
i− 12
S(U(t, r)) dr (A.13)
and the fluxes Fr at the interfaces ri± 1
2
by some approximation Fr,i± 1
2
. Then we
obtain ∫
V
r dr
d
dt
Û(t) + ri+ 1
2
Fr,i+ 1
2
− ri− 1
2
Fr
i− 12
= ∆rŜ(t) . (A.14)
Integration over [tn, tn+1] finally yields
Û
n+1
= Û
n − ∆t
∆r2
(
ri+ 1
2
F
n
r,i+ 1
2
− ri− 1
2
F
n
r,i− 1
2
)
+
∆r∆t
∆r2
Ŝ
n
(A.15)
with
∆r := ri+ 1
2
− ri− 1
2
, ∆r2 :=
1
2
(
r2
i+ 1
2
− r2
i− 1
2
)
= ri∆r , (A.16)
ri :=
1
2
(
ri+ 1
2
+ ri− 1
2
)
.
The source term is approximated by an average in the cell center and for the fluxes
F
n
r,i± 1
2
we use a standard finite volume scheme.
The quasi-1D case in spherical coordinates
In analogy to the quasi-1D case in the context of cylindrical coordinates, we derive
the balance equations employing the symmetry assumptions (2.43)∫
V
r2
∂U
∂t
dr +
∫
V
∂
(
r2Fr(U)
)
∂r
dr =
∫
V
S(U) dr . (A.17)
Here we only have to integrate over an integral V = [ri− 1
2
, ri+ 1
2
]. Again we discretize
these equations by a finite volume scheme, where we replace U and S(U) by its
average over V , i.e.,
Û(t) :=
1
∆r
∫ r
i+ 12
r
i− 12
U(t, r) dr , Ŝ(t) :=
1
∆r
∫ r
i+ 12
r
i− 12
S(U(t, r)) dr (A.18)
and the fluxes Fr at the interfaces ri± 1
2
by some approximation Fr,i± 1
2
.
Then we obtain∫
V
r2 dr
d
dt
Û(t) + r2
i+ 1
2
Fr,i+ 1
2
− r2
i− 1
2
Fr,i− 1
2
= ∆rŜ(t) . (A.19)
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Integration over [tn, tn+1] finally yields
Û
n+1
= Û
n − ∆t
∆r3
(
r2
i+ 1
2
F
n
r,i+ 1
2
− r2
i− 1
2
F
n
r,i− 1
2
)
+
∆r∆t
∆r3
Ŝn (A.20)
with
∆r := ri+ 1
2
− ri− 1
2
, ∆r2 :=
1
2
(
r2
i+ 1
2
− r2
i− 1
2
)
, (A.21)
∆r3 :=
1
3
(
r3
i+ 1
2
− r3
i− 1
2
)
=
∆r
3
(
r2
i+ 1
2
+ ri+ 1
2
ri− 1
2
+ r2
i− 1
2
)
. (A.22)
The source term is approximated by an average in the cell center and for the fluxes
F
n
r,i± 1
2
we use a standard finite volume scheme.
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