Abstract. Some groups of handicapped persons cannot reliably move the mouse and do the necessary operation on it to control the computer. However they can do some 3-d hand motions. Variety of tools has been presented for these users to interact with computer. Hand gesture recognition is one of the proper methods for this purpose. This paper presents a new algorithm for hand gesture recognition. In this algorithm, after constructing motion history image of video frames for each gesture and applying necessary processing on this image, motion orientation histogram vector is extracted. These vectors are then used for the training of Hidden Markov Model and hand gesture recognition. We tested the proposed algorithm with different hand gestures and results showed the correct gesture recognition rate of 90 percent. Comparing the results of proposed method with those of other methods showed that in addition to eliminating traditional problems in this area, recognition rate has been improved up to 4 percent.
Introduction
Some groups of handicapped persons cannot reliably move their hand motions. Although their mental abilities are similar to others, they can not use mouse to interact with computer. However they can do some 3-D hand motions. New tools are needed for these users to interact with computer without mouse limitations [1] . Sensors and video cameras are two sample tools that have been presented for this purpose. Sensor outputs need some filter stages to eliminate temperature, pressure and other noise effects. In addition to low accuracy, higher cost of these devices put them out of reach for general use. Webcams are cheap and widespread [2] . By applying video image processing, they can be used for gesture recognition and interaction of handicapped persons with computer.
Vision-based hand gesture recognition methods are generally categorized in two groups: feature/model based [3] and appearance/view based [4] methods.
In feature/model based methods, initially, we need to extract model or features from images [5] . Implementing this stage often leads to three problems [6] :
1. High computational approximations increase the error rate. 2. High computational complexity slows down the system and makes it unsuitable for real-time interactions. 3. General hand gesture recognition without special features in image frames is not possible.
In appearance/view based methods, images can be used directly for hand gesture recognition. So unlike feature/model based methods, we do not need feature extraction in initial stage [6] and problems of this stage eliminated automatically.
Different appearance/view based methods have been proposed for the task of hand gesture recognition including applying Fourier transform [7] , wavelet transform [8] or Principal Component Analysis (PCA) [9] [10] [11] on images. Edge orientation histogram also is used for static hand gesture recognition [12] .Using temporal templates is another appearance/view based method for gesture recognition [13] [14] [15] . In this method, the basic idea is the projection of the temporal pattern of motion into a single imagebased representation called Temporal Template. Then appropriate features are extracted from this image. Temporal Templates have been used for face gesture recognition [13] and hand gesture recognition [14] [15] .
Several methods have used motion history images (MHI) as temporal templates for gesture recognition [16] [17] [18] [19] . In these methods a sequence of image motions are used to constitute a single static image. Then appropriate features are extracted from this image and different methods are used for classification such as least Mahalanobis distance [18] , least Euclidian distance [19] , Recurrent Neural Network (RNN) [15] and Hidden Markov Model (HMM) [20] . This paper presents a new algorithm for hand gesture recognition. In this algorithm, after constructing motion history image of video frames for each gesture and applying necessary processing on it, motion orientation histogram vectors are extracted. These vectors are then used for the training of Hidden Markov Model and hand gesture recognition. We tested the proposed algorithm with the collected data set and results showed the correct gesture recognition rate of 90 percent.
The paper continues as follows: In section 2, we describe the collected data set of hand gestures. Section 3 explains the method of constructing MHI (Motion History Image). Section 4 presents the extraction of motion orientation histogram from MHI. In section 5, gesture classification using HMM (Hidden Markov Model) is presented. Section 6 shows experimental results for the proposed method and conclusions appears in section 7.
Collected Data Set
Data set is collected from 5 persons with different hand size and skin color. No obvious feature or sign exists on the hands of these persons. The collected data set contains different videos of six hand gestures. These gestures are 6 different motions of the hand including right, left, up, downward motion and closing and opening of the fingers, which is denoted as a, b, c, d, e and f gestures, respectively. Gestures a-d may simulate mouse right, left, up and downward motions and two other motions can be used for the simulation of mouse click. We used 5 different persons for tests and gesture was captured in different conditions. Each person repeated these gestures 10 times in different illumination condition and with different backgrounds. Since handicapped persons may not move their hands exactly in one plane, some of these gestures are not intentionally in a plane. Resolution of the video frames is 176*144.
3 Constructing MHI
Motion History Image (MHI)
Motion History Image (MHI) is a single static image which its pixel intensity is the function of the motion history of captured sequence at that point. MHI is constructed by successively layering the selected image regions over time. Equation (1) presents constructing MHI.
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where τ H is Motion History Image(MHI) and D is the binary difference image that we will explain it in section 3.2. x and y are image pixels coordinates and t is temporal index. τ , is a threshold for extraction moving patterns in video image sequence.
Thus, MHI is a scalar-valued image where more recently moving pixels are brighter.
Difference Image
Depending on MHI applications, different methods may be used for constructing difference image. One method is the construction of background image and subtraction of the frames from background image [19] . In our application, we may have no information about the background [21] ; therefore we used the difference of consecutive frames as difference image after applying a threshold. Figure 1 shows an example of Motion History Image constructed from difference image. As it is obvious from this figure, more recently moving pixels are brighter than other pixels. Indeed, MHIs show the direction of motion, and we can use this feature for gesture recognition in next sections.
Noise Filtering
Any noise in video frames is directly transferred to difference images and appears in MHI. This may degrade the performance of gesture recognition algorithm; therefore it is necessary to handle noise. We used morphology operators to remove noise. We applied proper morphology operators to binary image to remove connected component with the size of smaller than 20 pixels. Our experimental results showed that P=20 is an optimized value which removes the noise effects and preserves motion information properly. Figure 2 shows the result of noise removing algorithm. 
Hand Size Scaling
Proposed algorithm must be insensitive to hand sizes and several users with different hand sizes may use this method. Different hand sizes-even for a single gesture-may have different Motion History Images and results in erroneous results which is not desirable. We applied a normalization algorithm to handle this problem. In normalization methods, hands with different sizes are projected to a constant size. Different algorithm may be used for normalization. In [5] special point are extracted form input image, and distance and angle of the selected points are calculated with respect to image center. These parameters are then used to calculate scaling factor and normalization. Our proposed algorithm doesn't need to extract special points of the image. In this method, we extract the contour of hand motion in MHI using edge detection algorithm. Then rectangular bounding box of the contour is used to constitute an image containing only moving part of the MHI. The resultant image is then resized to standard size of 88*72. This image is used for hand gesture recognition in next sections. Figure 3 shows the result of normalization algorithm. 
Motion Orientation Histogram
According to equation (1) hand motion results in intensity variation in MHI. So using gradient operator, we can extract motion vector in each pixel and calculate motion fields. We applied Sobel operator to resultant image of previous stage to calculate motion fields as follows:
y y When the motion fields are calculated, they are used to extract proper features for classification and gesture recognition. We use the histogram of motion orientations as features for classification and gesture recognition. The features are insensitive to the velocity of motion; therefore they can be used for recognition of the same gesture with different velocities. Figure 4 shows an example of hand motion orientation histogram. To calculate motion orientation histogram, motion orientation is calculated Fig. 4 . The orientation histogram for rightward hand motion using equation (4), then orientation image is divided to 40 bins in polar coordinate, then orientation of points in each bin is summed to obtain orientation histogram. So motion orientation histograms are one dimensional vector of length 40, which are used for classification and gesture recognition.
Classification
We use Hidden Markov Model to classify 6 hand gestures. We used left to right model of HMM for classification. This model is appropriate for dynamic gesture recognition. We use One HMM for each hand gesture. In each HMM, motion orientation histogram vectors determines system states. Using training set of motion orientation histogram and baum-welch algorithm, probability parameters are calculated. For hand gesture recognition, after extracting motion orientation histogram, output prob-
λ for all trained models are computed by Viterbi algorithm. At last, a model with highest probability is selected as output.
It is important to note that, we extract orientation histogram for all video samples of a gesture and train all of them to HMM model of that gesture. Weighted Gaussian functions are generated for each gesture by applying k-means algorithm.
Experimental Results
We tested the proposed algorithm with our collected data set. We used different combination of gestures as training sets and test inputs. Figure 5 shows hand motion orientation histogram for 6 different gestures. As it is shown in this figure, histograms are different. We totally conducted 50 different experiments for testing the proposed algorithm and comparing the results with those of other methods. Table 1 shows the results of gesture recognition algorithm for 50 experiments.
To compare the results of proposed method with other methods, we also implemented the algorithms of [18] and [19] . Table 2 shows recognition rates for the proposed and methods of [18] and [19] . Results show the correct gesture recognition rate of 90 percent for the proposed method. Comparing the results of proposed method with two other methods shows that the recognition rate has been improved up to 10 and 4 percent with respect other methods. 
Conclusion
A new algorithm based on Motion History Image for hand gesture recognition is presented. In this algorithm, after constructing motion history image of video frames for each gesture and applying necessary processing on this image, motion orientation histogram vector is extracted. These vectors are then used for training of Hidden Markov Model and hand gesture recognition. We tested the proposed algorithm with the collected data set and results showed the correct gesture recognition rate of 90 percent. Comparing the results of proposed method with those of other methods showed that recognition rate has been improved up to 4 percent. In addition the proposed algorithms is robust to traditional problems of gesture recognition like illumination variations, different skin color and hand sizes. The algorithm can be used for interaction handicapped persons with computer and increase their abilities.
