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ESTIMATING DIFFUSION WITH COMPOUND POISSON JUMPS BASED ON
SELF-NORMALIZED RESIDUALS
HIROKI MASUDA AND YUMA UEHARA
Abstract. We consider parametric estimation of the continuous part of a class of ergodic diffusions
with jumps based on high-frequency samples. Various papers previously proposed threshold based
methods, which enable us to distinguish whether observed increments have jumps or not at each small-
time interval, hence to estimate the unknown parameters separately. However, a data-adapted and
quantitative choice of the threshold parameter is known to be a subtle and sensitive problem. In this
paper, we present a simple alternative based on the Jarque-Bera normality test for the Euler residuals.
Different from the threshold based method, the proposed method does not require any sensitive fine
tuning, hence is of practical value. It is shown that under suitable conditions the proposed estimator is
asymptotically equivalent to an estimator constructed by the unobserved fluctuation of the continuous
part of the solution process, hence is asymptotically efficient. Some numerical experiments are conducted
to observe finite-sample performance of the proposed method.
1. Introduction
Consider the following one-dimensional stochastic differential equation with jumps:
(1.1) dXt =
(
pα∑
l=1
α(l)a(l)(Xt)
)1/2
dwt +
pβ∑
k=1
β(k)b(k)(Xt)dt+ c(Xt−)dJt,
defined on a complete filtered probability space (Ω,F , (Ft)t≥0, P ). The ingredients are as follows:
• The coefficients {a(l)(x)}pαl=1 and {b(k)(x)}pβk=1 are known measurable functions;
• The statistical parameter
θ := (α, β) ∈ Θα ×Θβ = Θ
are unknown, where Θα and Θβ are bounded convex domains and subset of Rpα and Rpβ , re-
spectively;
• w is a standard Wiener process and J a compound Poisson process with intensity parameter
λ ∈ [0,∞) and i.i.d jump-size random variables {ξi}i∈N, that is,
Jt =
Nt∑
i=1
ξi;
• (w, J) is Ft-adapted, and the initial variable X0 is F0-adapted and independent of (w, J).
Throughout this paper, we assume that there exists a true value θ0 := (α0, β0) ∈ Θ. We want to estimate
θ0 based on a discrete-time but high-frequency observation (Xtnj )
n
j=0 from a solution to (1.1), where the
sampling times are supposed to be equally spaced:
tnj = jhn
for a positive sequence (hn) such that hn → 0 and the terminal sampling time Tn := tnn = nhn → ∞.
Throughout we suppose that λ > 0; for diffusion models, many estimator of θ have been proposed, such
as Gaussian quasi-likelihood estimator [10], adaptive estimator [25], multi-step estimator [9], to mention
few. The special forms of the coefficients of (1.1) may seem restrictive. However, we are particularly
interested in models which can be estimated without heavy computational effort. As will be mentioned in
Section 4, we do not need any numerical search of a maximizer to estimate θ as good as virtual situation
where we know every jump instances over (0, Tn].
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2 HIROKI MASUDA AND YUMA UEHARA
In the presence of the jump component, elimination of the effect of J is crucial for a reliable estimation
of θ. A well-known approach for it is the threshold based method independently proposed in [14] and
[24]; see also [19] for subsequent developments. In the method, we look at sizes of the increments
∆njX = ∆jX := Xtnj −Xtnj−1
for j = 1, . . . , n in absolute value: we assume that one jump has occurred over (tnj−1, t
n
j ] if |∆jX| > rn
for a pre-specified jump-detection threshold rn > 0, and then estimate θ after removing such increments.
For a suitably chosen rn > 0, it is shown that the estimator of θ is asymptotically normally distributed
at the same rate as diffusion models, while finite-sample performance of the threshold method strongly
depends on the value of rn. A data-adaptive quantitative choice of rn is a subtle and sensitive problem
in practice; see [22], [23], as well as the references therein. Obviously, if the model may have “small”
jumps with positive probability, joint estimation of diffusion and jump components can exhibit a rather
bad finite-sample performance; for example, some increments may simultaneously contain small jumps
and large fluctuation caused by continuous component. This practical issue can also be seen in other
jump detection methods such as [1].
Recently, for estimating the volatility parameter in the non-ergodic framework, i.e., for a fixed T > 0,
hn = T/n and Tn ≡ T , [7] proposed an alternative estimation procedure called a global jump-detection
filter based on the theory of order statistics constructed from the whole increments; there, it is shown
that the global filtering can work both theoretically and numerically better than the previously studied
local one ([14], [24], and [19]). Nevertheless, as will be seen later, required conditions on the distribution
of jump sizes and decaying rate of hn → 0 may be more stringent in the case where Tn → ∞. Hence it
is not quite clear whether or not and how the global filtering of [7] is directly applicable to our ergodic
setting.
The primary objective of this paper is to formulate an intuitively easy-to-understand strategy, which
can simultaneously estimate θ and detect jumps without any precise calibration of a jump-detection
threshold. For this purpose, we utilize the approximate self-normalized residuals [17], which makes
the classical Jarque-Bera test [8] adapted to our model. More specifically, the hypothesis test whose
significance level is α ∈ (0, 1) is constructed by the following manner: let the null hypothesis be of “no
jump component” against the alternative hypothesis of “non-trivial jump component”:
H0 : λ = 0 vs H1 : λ > 0.
Then, if the Jarque-Bera type statistic introduced later is larger than a given percentile of the chi-square
distribution with 2 degrees of freedom, we reject the null hypothesis H0; and otherwise, we accept H0.
For such a test, we can intuitively regard that the largest increment contains at least one jump when the
null hypothesis is rejected. Following this intuition, our proposed method will go as follows: we iteratively
conduct the test with removing the largest increments in the retained samples until rejection of H0 is
stopped; after that, we construct the modified estimator of θ by the remaining samples. Our method
enables us not only just to make a “pre-cleaning” of diffusion-like data sequence by removing large jumps
which breaks the approximate Gaussianity of the self-normalized residuals, but also to approximately
quantify jumps relative to continuous fluctuations in a natural way; see Remark 3.4.
This paper is organized as follows: in Section 2, we give a brief summary of the approximate self-
normalized residuals, and the Jarque-Bera type test for general jump diffusion models. Section 3 provides
our strategy and some remarks on its practical use. In Section 4, we will propose a least-squares type
estimator and its one-step version for (1.1). In the calculation of our estimator we can sidestep optimiza-
tion, and thus it is numerically tractable, with retaining high representational power of the nonlinearity
in the state variable. Moreover, we will prove that our estimator is asymptotically equivalent to the
“oracle” estimator which is constructed as if we observe the unobserved continuous part of X. We show
some numerical experiments results in Section 5. Finally, Appendix A presents the proofs of the results
given in Section 4.
Here are some notations and conventions used throughout this paper. We largely abbreviate “n” from
the notation like tj = t
n
j and h = hn. For any vector variable x = (x
(i)), we write ∂x =
(
∂
∂x(i)
)
i
. For any
process Y , ∆jY denotes the j-th increment Ytj − Ytj−1 . C denotes a universal positive constant which
may vary at each appearance. > stands for the transpose operator, and v⊗2 := vv> for any matrix v.
The convergences in probability and in distribution are denoted by
p−→ and L−→, respectively. All limits
appearing below are taken for n → ∞ unless otherwise mentioned. For two nonnegative real sequences
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(an) and (bn), we write an . bn if lim supn(an/bn) < ∞. For any x ∈ R, bxc denotes the maximum
integer which does not exceed x.
2. Preliminaries
To see whether a working model fits data well or not, and/or whether data in hand have outliers
or not, diagnosis based on residual analysis is often done. For jump diffusion models, [17] formulated
a Jarque-Bera normality test based on self-normalized residuals for the driving noise process. In this
section, we briefly review the construction of the self-normalized residual, and the Jarque-Bera statistics
with its asymptotic behavior for general ergodic jump diffusion model described as:
(2.1) dXt = a(Xt, α)dwt + b(Xt, β)dt+ c(Xt−)dJt.
Given any function f on R×Θ and s ≥ 0, we hereafter write
fs(θ) = f(Xs, θ),
and in particular, for all j ∈ {0, . . . , n} we denote
fj(θ) = f(Xtj , θ).
For each j ∈ {1, . . . , n}, let
(2.2) j(α) = n,j(α) :=
∆jX√
a2j−1(α)hn
.
Then, following [17] we introduce the self-normalized residual and the Jarque-Bera type statistics:
Nˆj = Sˆ
−1/2
n (j(αˆn)− ¯ˆn),
JBn =
1
6n
 n∑
j=1
(Nˆj)
3 − 3
√
hn
n∑
j=1
∂xaj−1(αˆn)
2 + 1
24n
 n∑
j=1
((Nˆj)
4 − 3)
2 ,
where
¯ˆn :=
1
n
n∑
j=1
j(αˆn), Sˆn :=
1
n
n∑
j=1
(j(αˆn)− ¯ˆn)2.
The following theorem gives the asymptotic behavior of JBn, which ensures theoretical validity of the
Jarque-Bera type test based on JBn.
Theorem 2.1. ([17, Theorems 3.1 and 4.1])
(1) Under H0 : λ = 0 and suitable regularity conditions, for any estimator αˆn of α satisfying
(2.3)
√
n(αˆn − α0) = Op(1),
we have
JBn
L−→ χ2(2).
(2) Under H1 : λ > 0 and suitable regularity conditions, we have
JBn
P→∞,
that is, P (JBn > K)→ 1 for any K > 0.
Remark 2.2. The residual defined by (2.2) is of the Euler type with ignoring the drift fluctuation; under
the sampling conditions in Assumption 4.3 given later, we can ignore the presence of the drift term in
construction of residuals. Indeed, instead of (2.2) we could consider
j(θ) = n,j(θ) :=
∆jX − hnbj−1(β)√
a2j−1(α)hn
.
Also, we could define JBn only by the skewness or kurtosis part; this only changes the asymptotic degrees
of freedom 2 in Theorem 2.1-(1) by 1. See [16] for the technical details. This case may require more
computation time, while we would then have a stabilized performance under H0 compared with the case
of (2.2).
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Remark 2.3. The results of [17] can apply even when the jump component is driven by a compound
Poisson process, possibly a much broader class of finite-activity processes. It is therefore expected that
we may relax the structural assumption, although the theoretical results in Section 4 then require a large
number of modifications.
In the rest of this section, suppose that the null hypothesis H0 is true, so that the underlying model is
the diffusion process. Among choices of αˆn, the Gaussian quasi-maximum likelihood estimator (GQMLE)
is one of the most important candidates because it has the asymptotic efficiency in Ha´jek-Le Cam sense
(cf. [6]). The GQMLE is defined as any maximizer of the Gaussian quasi-likelihood (GQL)
Hn(θ) :=
n∑
j=1
log
 1√2pia2j−1(α)hnφ
∆jX − bj−1(β)hn√
a2j−1(α)hn
 ,
where φ denotes the standard normal density. This quasi-likelihood is constructed based on the local-
Gauss approximation of the transition probability L(Xtj |Xtj−1) by N(bj−1(β)hn, a2j−1(α)hn). It is well
known that the asymptotic normality holds true under suitable regularity conditions [10]: For the GQMLE
θ˜n = (α˜n, β˜n), we have(√
n(α˜n − α0),
√
Tn(β˜n − β0)
) L−→ N (0, diag(I−11 (θ0), I−12 (θ0))) ,
where
I1(θ0) =
1
2
∫ (
∂αa
2
a2
(x, α0)
)⊗2
pi0(dx),
I2(θ0) =
∫ (
∂βb
a
(x, β0)
)⊗2
pi0(dx),
both assumed to be positive definite. Here pi0 denotes the invariant measure of X.
The strategy we will describe in Section 3 is in principle valid even when the drift and diffusion
coefficients are nonlinear in the parameters. However, if the coefficients a and b are highly nonlinear
and/or the number of the parameters is large, then the calculation of the GQMLE can be quite time-
consuming. To deal with such a problem, it is effective to separate optimizations of α and β by utilizing
the difference of the small-time stochastic orders of the dt- and dwt-terms. To be specific, we introduce
the following stepwise version of the GQMLE θˇn := (αˇn, βˇn):
αˇn ∈ argmax
α∈Θ¯α
n∑
j=1
log
 1√2pia2j−1(α)hnφ
 ∆jX√
a2j−1(α)hn
 ,
βˇn ∈ argmax
β∈Θ¯β
Hn(αˇn, β).
Under some suitable regularity condition, it is shown that the stepwise GQMLE has the same asymptotic
distribution as the original GQMLE θ˜n (cf. [25]). Hence θˇn is asymptotically efficient, and the claims in
Theorem 2.1 with αˆn replaced by αˇn hold true. Although in general we have to conduct two optimiza-
tion for the stepwise estimation scheme, it lessens the number of the parameters to be simultaneously
optimized, thus reducing the computational time.
3. Proposed strategy
In this section, still looking at (2.1), we propose an iterative jump detection procedure based on the
Jarque-Bera type test introduced in the previous section.
Let q ∈ (0, 1) be a small number, which will later serve as the significance level. Suppose that we are
given an estimator θˆn of θ = (α, β) defined to be any element θˆn ∈ argmaxMn for some contrast function
Mn of the from
Mn(θ) :=
n∑
j=1
mhn
(
Xtj−1 ,∆jX; θ
)
.
Denote by χ2q(2) the upper q-percentile of the chi-squared distribution with 2 degrees of freedom. Then,
our procedure is as follows; we implicitly assume that there is no tie among the values |∆1X|, . . . , |∆nX|.
Step 0. Set k = kn = 0, and let Jˆ 0n := ∅.
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Step 1. Calculate the modified estimator θˆkn defined by
θˆkn ∈ argmax
θ∈Θ
∑
j /∈Jˆ kn
mhn
(
Xtj−1 ,∆jX; θ
)
,
then let
¯ˆkn :=
1
n− k
∑
j /∈Jˆ kn
j(αˆ
k
n), Sˆ
k
n :=
1
n− k
∑
j /∈Jˆ kn
(j(αˆ
k
n)− ¯ˆkn)2,
and (re-)construct the following modified self-normalized residuals (Nˆkj )
n
j=1 and Jarque-Bera type
statistics JBkn:
Nˆkj := (Sˆ
k
n)
−1/2(j(αˆkn)− ¯ˆkn),
JBkn :=
1
6(n− k)
∑
j /∈Jˆ kn
(Nˆkj )
3 − 3
√
hn
∑
j /∈Jˆn
∂xaj−1(αˆkn)
2(3.1)
+
1
24(n− k)
∑
j /∈Jˆ kn
((Nˆkj )
4 − 3)
2 .
Step 2. If JBkn > χ
2
q(2), then pick out the interval number
j(k + 1) := argmax
j∈{1,...,n}\Jˆ kn
|∆jX|,
add it to the set Jˆ kn :
Jˆ k+1n := Jˆ kn ∪ {j(k + 1)},
and then return to Step 1. If JBkn ≤ χ2q(2), then set an estimated number of jumps to be
k? = k?n(ω) := min
{
k ≤ n; JBkn ≤ χ2q(2)
}
and go to Step 3.
Step 3. If k? = 0, regard that there is no jump; otherwise, we regard that each of ∆j(1)X, . . . ,∆j(k?)X
contains one jump. Finally, set θˆk
?
n to be an estimator of θ.
In practice, the above-described method enables us to divide the set of the whole increments (∆jX)
n
j=1
into the following two categories:
• “One-jump” group (∆jX)j∈Jˆ k?n = {∆j(1)X, . . . ,∆j(k?)X}, and• “No-jump” group (∆jX)j /∈Jˆ k?n = (∆jX)
n
j=1 \ {∆j(1)X, . . . ,∆j(k?)X}.
Automatically entailed just after jump removals are stopped is the estimator θˆk
?
n of the drift and diffusion
parts of X, which is the maximizer of the modified Gaussian quasi-likelihood defined by
θ 7→
∑
j /∈Jˆ k?n
log
 1√2pia2j−1(α)hnφ
∆jX − bj−1(β)hn√
a2j−1(α)hn
 .
As is demonstrated in Section 4, our primary setting (1.1) is designed not to require any optimization
using a numerical search such as the quasi-Newton method.
We should note that, due to the nature of the testing, there may remain positive probability of spurious
detection of jumps no matter how large number of data is. Nevertheless, as long as the underlying model
is correct, the number of removals is much smaller than the total sample size, so that spurious removals
are not serious here.
Remark 3.1. In the above-described procedure we simply remove the largest increments at each step,
with keeping the positions of the remaining data. Note that in the construction of the modified estimator
θˆkn it is incorrect to use the “shifted” samples (Ytj )j /∈Jˆ knn defined by
Ytj = Xtj −
∑
i∈Jˆ knn ∩{1,...,j}
∆iX.
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This is because one-step transition density of the original process X is spatially different from Y , so that
the estimation result would not suitably reflect the information of data.
Remark 3.2. At k-th iteration, it can be regarded that we conduct the Jarque-Bera type test for the
trimmed data (Xtj−1 ,∆jX)j /∈Jˆ kn . Hence the null hypothesis H
k
0 and alternative hypothesis Hk1 of the test
are formally written as follows:
Hk0 : ] {j ∈ {1, . . . , n} | ∆jN ≥ 1} ≤ k,
Hk1 : ] {j ∈ {1, . . . , n} | ∆jN ≥ 1} > k,
where ]A denotes the cardinality of any set A. From this formulation, we have the inclusion relation
H0 ⊂ H10 ⊂ H20 ⊂ · · · ⊂ Hk0 ⊂ · · ·,
which implicitly suggests that we can extract more than one increments at Step 2 when seemingly several
jumps do exist: indeed, in view of the expectation of Poisson processes, it seems reasonable to remove at
the first rejection of H0 not only |∆j(1)X| but the first O(Tn) largest increments, resulting in acceleration
of terminating the procedure.
Remark 3.3. In practice, the size of “last-removed” increment:
rn(k
?) := |∆j(k?)X|
would be used as a threshold for detecting jumps for future increments.
Remark 3.4. When the jump coefficient is parameterized as c(x, γ) and a model of the common jump
distribution, say FJ , of the compound Poisson process J is given, we may consider estimation of γ and
FJ based on the sequence {∆j(k)X/cj(k)−1(γ)}k?k=1, with supposing that they are i.i.d. random variables
with common jump distribution FJ ; note that number of jumps tends to increase for a larger Tn. This is
beyond the scope of this paper, and we leave it as a future study.
4. Asymptotic results
We now return to the model (1.1). As was mentioned in the previous section, we have a choice of
an estimator of θ. As a matter of course, for each estimator θˆn, we need to study asymptotic behavior
of its modified version θˆk∗n . In this section, we will derive asymptotic results for a numerically tractable
least-squares type estimator and the corresponding one-step improved version. For simplicity, we write
A(x) = (a(1)(x), . . . , a(pα)(x))>, B(x) = (b(1)(x), . . . , b(pβ)(x))>.
Assumption 4.1 (Regularity of coefficients). The following conditions hold:
(1) 0 < inf
x,α
A(x)>α ∧ inf
x
|c(x)| and sup
x,α
A(x)>α ∨ sup
x
|c(x)| <∞;
(2)
∣∣∣∣√A(x)>α0 −√A(y)>α0∣∣∣∣+ |B(x)− B(y)|+ |c(x)− c(y)| . |x− y|, x, y ∈ R;
(3) There exists a constant C ′ ≥ 0 for which |∂xA(x)|+ |∂2xA(x)| . 1 + |x|C
′
, x ∈ R.
Here the supremum with respect to α is taken over the compact set Θ¯α. The basic scenario to construct
an estimator of θ when X had no jumps is as follows:
• We first estimate the diffusion parameter by the least-squares estimator (LSE):
α˜n := argmin
α
n∑
j=1
{
(∆jX)
2 − hnA>j−1α
}2
=
1
hn
 n∑
j=1
Aj−1A>j−1
−1 n∑
j=1
(∆jX)
2Aj−1.
• We then improve the LSE through the scoring with the GQL:
(4.1) αˆn := α˜n −
 n∑
j=1
Aj−1A>j−1
(A>j−1α˜n)2
−1 n∑
j=1
(
1
A>j−1α˜n
− (∆jX)
2
hn(A>j−1α˜n)2
)
Aj−1.
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• Finally we estimate the drift parameter by the plug-in LSE:
βˆn := argmin
β
n∑
j=1
(∆jX − hnB>j−1β)2
A>j−1αˆn
=
1
hn
 n∑
j=1
Bj−1B>j−1
A>j−1αˆn
−1 n∑
j=1
∆jX
A>j−1αˆn
Bj−1.
It is known that α˜n is not asymptotically efficient, while βˆn is in case where the underlying process is a
diffusion process, which is why we additionally consider the improved version αˆn based on the stepwise
GQL:
H1,n(α) := −1
2
n∑
j=1
{
log
(
2pihnA>j−1α
)
+
(∆jX)
2
hnA>j−1α
}
.
Then αˆn is asymptotic efficient under appropriate regularity conditions. The form of the second term
in the right-hand side in (4.1) comes from the quasi-score associated with H1,n(α) and the expression of
the Fisher information matrix corresponding to α, where the latter equals the upper left part of Σ0 in
Theorem 4.6.
Now, in the presence of jumps, in view of Section 3 we introduce the modified estimators
α˜knn =
1
hn
 ∑
j /∈Jˆ knn
Aj−1A>j−1
−1 ∑
j /∈Jˆ knn
(∆jX)
2Aj−1,
βˆknn =
1
hn
 ∑
j /∈Jˆ knn
Bj−1B>j−1
A>j−1αˆ
kn
n
−1 ∑
j /∈Jˆ knn
∆jX
A>j−1αˆ
kn
n
Bj−1,
where αˆknn is the improved estimator defined by
(4.2) αˆknn = α˜
kn
n −
 ∑
j /∈Jˆ knn
Aj−1A>j−1
(A>j−1α˜
kn
n )2
−1 ∑
j /∈Jˆ knn
(
1
A>j−1α˜
kn
n
− (∆jX)
2
hn(A>j−1α˜
kn
n )2
)
Aj−1.
The inverse matrices appearing in the above definitions asymptotically exist under the forthcoming con-
ditions, hence implicitly assumed here for brevity. What is important from these expressions is that
we can calculate the modified estimators α˜knn , βˆ
kn
n , and αˆ
kn
n simply by removing the indices in Jˆ knn in
computing the sums without repetitive numerical optimizations, thus reducing the computational time to
a large extent. Further, it should also be noted that we may proceed only with α˜knn without the improved
version αˆknn , if the asymptotically efficient estimator is not the first thing to have and quick-to-compute
estimator is more needed.
To state our main result, we introduce further assumptions below.
Assumption 4.2 (Stability).
(1) There exists a unique invariant probability measure pi0, and for any function f ∈ L1(pi0), we have
1
T
∫ T
0
f(Xt)dt
p−→
∫
R
f(x)pi0(dx), as T →∞.
(2) sup
t∈R+
E[|Xt|q] <∞ for any q > 0.
Assumption 4.3 (Sampling design). There exist positive constants κ′, κ ∈ (1/2, 1) such that
n−κ
′ . hn . n−κ.
Recall that the driving noise J can be expressed as
Jt =
Nt∑
i=1
ξi,
by a Poisson process N and i.i.d random variables (ξi) being independent of N .
Assumption 4.4 (Jump size).
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(1) E[|ξ1|q] <∞ for any q > 0.
(2) In addition to Assumption 4.3,
(4.3) lim sup
x↓0
x−sP (|ξ1| ≤ x) <∞,
for some constant s satisfying
s >
4(1− κ)
2κ− 1 .
Here are some technical remarks on each assumption. Assumption 4.1 ensures the existence of a ca`dla`g
solution of (1.1), and its Markovian property (cf. [2, chapter 6]). Assumption 4.2 is essential to derive
our theoretical results. In our Markovian framework, it suffices for Assumption 4.2-(1) to have
(4.4) ‖Pt(x, ·)− pi(·)‖TV → 0, t→∞, x ∈ R,
for some probability measure pi0, where ‖m(·)‖TV denotes the total variation norm of a signed measure m
and {Pt(x, dy)} does the family of transition probability of X; then, pi0 is the unique invariant measure
of X, and Assumption 4.2-(1) holds for any f ∈ L1(pi0) and any initial distribution L(X0), see [3] for
details. Further, (4.4) with Assumption 4.2-(2) implies that∫
R
|x|qpi0(dx) <∞
for any q > 0; this can be seen in a standard manner using Fatou’s lemma and the monotone convergence
theorem through a smooth truncation of the mapping x 7→ |x|q into a compact set. We refer to [12], [15],
and [18] for an easy-to-check sufficient condition for (4.4) and Assumption 4.2-(2).
Assumptions 4.3 and 4.4 describe a tradeoff between sampling frequency and probability of small jump
size (quicker decay of hn allows for more frequent small jumps of J). We have formulated them with
giving preference to simplicity over complexity. See Section A.1 for some technical consequences which
we will really require in the proofs.
Remark 4.5. We are focusing on estimation of both drift and diffusion coefficients under the ergodicity.
Nevertheless, we may consistently estimate the diffusion coefficient even when the terminal sampling time
is fixed, such as Tn ≡ 1, without ergodicity; see [5], and also [7] as well as the references therein. Since
[17] can handle the non-ergodic case as well, it is expected that our estimation strategy in Section 3 would
remain in place and the theoretical results in this section would have trivial non-ergodic counterparts, to
be valid under much weaker assumptions; in particular, we would only require (4.3) for some s > 0.
To investigate the asymptotic property of our estimators, we introduce the unobserved continuous part
of X defined by
Xcontt = Xt −X0 −
∫ t
0
c(Xs−)dJs =
∫ t
0
a(Xs, α0)dwt +
∫ t
0
b(Xs, β0)dt.
Let (αˇn) be any random sequence such that
(4.5)
√
n(αˇn − α0) = Op(1).
As in (4.2), we define the random sequence αˆcontn by
αˆcontn = αˇn −
 n∑
j=1
Aj−1A>j−1
(A>j−1αˇn)2
−1 n∑
j=1
(
1
A>j−1αˇn
− (∆jX
cont)2
hn(A>j−1αˇn)2
)
Aj−1.
Correspondingly, we also define
βˆcontn :=
1
hn
 n∑
j=1
Bj−1B>j−1
A>j−1αˆcontn
−1 n∑
j=1
∆jX
cont
A>j−1αˆcontn
Bj−1.
As is expected, (αˆcontn , βˆ
cont
n ) serves as a good estimator if it could be computed:
Theorem 4.6. Suppose that Assumptions 4.1 to 4.3, and Assumption 4.4-(1) hold, and that both∫
A(x)⊗2pi0(dx) and
∫
B(x)⊗2pi0(dx) are positive definite. Then we have(√
n(αˆcontn − α0),
√
Tn(βˆ
cont
n − β0)
) L−→ N (0,Σ0) ,
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where
Σ0 :=

2
{∫ (
A(x)
(A(x))>α0
)⊗2
pi0(dx)
}−1
O
O
{∫
B⊗2(x)
A(x)>α0
pi0(dx)
}−1
 .
Remark 4.7. The asymptotic covariance matrix of βˆcontn is formally the efficient one, see [11, Theorem
2.2]. Moreover, that of αˆcontn is the same as the estimator in [24] and [19] based on a jump-detection filter.
The next theorem states that, asymptotically, on the set
{
JBknn ≤ χ2q(2)
}
, the number of jumps is less
than kn, and thus the modified LSE type diffusion estimator α˜
kn
n consists of (true) ”no-jump” group and
has the
√
n-consistency.
Theorem 4.8. Suppose that Assumptions 4.1 to 4.4 hold, and that both
∫
A(x)⊗2pi0(dx) and
∫
B(x)⊗2pi0(dx)
are positive definite. Then, for any  > 0, we can find a sufficiently large M > 0 and N ∈ N such that
sup
n≥N
P
({|√n(α˜knn − α0)| > M} ∩ {JBknn ≤ χ2q(2)}) < .
By re-defining (α˜knn ) as
(4.6) α˜knn =
α˜
kn
n on
{
JBknn ≤ χ2q(2)
}
,
α0 on
{
JBknn > χ
2
q(2)
}
,
(α˜knn ) enjoys the property (4.5):
√
n(α˜knn − α0) = Op(1) from Theorem 4.8, so that by Theorem 4.6, we
have (√
n(αˆkn,contn − α0),
√
Tn(βˆ
kn,cont
n − β0)
) L−→ N (0,Σ0) ,
where
αˆkn,contn := α˜
kn
n −
 n∑
j=1
Aj−1A>j−1
(A>j−1α˜
kn
n )2
−1 n∑
j=1
(
1
A>j−1α˜
kn
n
− (∆jX
cont)2
hn(A>j−1α˜
kn
n )2
)
Aj−1,
βˆkn,contn :=
1
hn
 n∑
j=1
Bj−1B>j−1
A>j−1αˆ
kn
n
−1 n∑
j=1
∆jX
cont
A>j−1αˆ
kn
n
Bj−1.
Recall that we finish our procedure once we have JBknn ≤ χ2q(2). The following theorem is the main
claim of this section.
Theorem 4.9. Suppose that Assumptions 4.1 to 4.4 hold and that Σ0 in Theorem 4.6 is positive definite.
Then, for any  > 0 and q ∈ (0, 1), we have
P
({∣∣√n(αˆknn − αˆkn,contn )∣∣ ∨ ∣∣∣√Tn(βˆknn − βˆkn,contn )∣∣∣ > } ∩ {JBknn ≤ χ2q(2)})→ 0.(4.7)
Remark 4.10. Since each phase of our method is conducted on the null hypothesis, we do not identify
the true value in the re-defined α˜knn in practice.
Remark 4.11. We should note that the number of jump removals is automatically determined by the
iterative Jarque-Bera type test, and thus there is no need to choose (kn) in practice.
5. Numerical experiments
In this section, we conduct Monte Carlo simulation in order to see the performance of our method.
First we consider the following statistical model:
(5.1) dXt =
√
α
1 + sin2Xt
dwt − βXtdt+ dJt X0 = 0,
with the true value θ0 := (α0, β0) = (3, 1). As the jump size distributions, we set:
(i) Gamma distribution Γ(4, 1) (one-sided positive jumps);
(ii) Bilateral inverse Gaussian distribution bIG(2, 1, 4, 1) (two-sided jumps).
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Table 1. The performance of our estimators is given in case (i). The mean is given
with the standard deviation in parenthesis. In this table, k?n denotes the number of
jumps.
Tn n hn k
?
n (i)Gamma distribution
αˆ0n βˆ
0
n αˆ
kn
n βˆ
kn
n αˆ
k?n
n βˆ
k?n
n
28.8 1000 0.03 15 18.80 0.62 3.38 0.99 3.38 1.00
(4.31) (0.13) (0.20) (0.09) (0.20) (0.09)
62.1 10000 0.006 30 17.7 0.63 3.07 1.00 3.08 1.00
(2.91) (0.09) (0.05) (0.06) (0.04) (0.06)
Table 2. The performance of our estimators is given in case (ii). The mean is given
with the standard deviation in parenthesis. In this table, k?n denotes the number of
jumps.
Tn n hn k
?
n (ii)Bilateral inverse Gaussian distribution
αˆ0n βˆ
0
n αˆ
kn
n βˆ
kn
n αˆ
k?n
n βˆ
k?n
n
28.8 1000 0.03 15 10.83 0.82 3.19 0.99 3.15 1.00
(3.70) (0.22) (0.17) (0.14) (0.16) (0.14)
62.1 10000 0.006 30 10.22 0.82 3.04 1.01 3.04 1.01
(2.46) (0.15) (0.06) (0.09) (0.05) (0.09)
The bilateral inverse Gaussian random variable X ∼ bIG(δ1, γ1, δ2, γ2) is defined as the difference of two
independent inverse Gaussian random variable X1 ∼ IG(δ1, γ1) and X2 ∼ IG(δ2, γ2). In the trials, we
set the significance level q = 10−3, and the number of jumps fixed just for purposes of comparison.
Based on independently simulated 1000 sample path, the mean and standard deviation of our estimator
(αˆknn , βˆ
kn
n ) are tabulated in Table 1 and Table 2 with the estimators (αˆ
0
n, βˆ
0
n) and (αˆ
k?n
n , βˆ
k?n
n ). The first
estimator (αˆ0n, βˆ
0
n) is constructed by the whole data, and the latter estimator (αˆ
k?n
n , βˆ
k?n
n ) is constructed
by the true no-jump group.
From these tables, the following items are indicated:
• In both case, the modified estimators get closer and closer to the true value as jump removals
proceed.
• Since the performances of (αˆknn , βˆknn ) and (αˆk
?
n
n , βˆ
k?n
n ) are almost the same, the jump detection by
our method works well.
• Concerning the drift estimator, the degree of improvement is not large for (ii) relative to (i). It
may be due to the two-sided jump structure of bIG(2, 1, 4, 1); thus the amount of improvement
is generally expected to be much more significant when the jump distribution is skewed.
• In the estimator (αˆ0n, βˆ0n), the performance of αˆ0n is worse than βˆ0n. This is because the diffusion
estimator is based on the square of the increments (∆jX)j , thus being heavily affected by jumps.
• Overall, the diffusion parameter are overestimated even by αˆk?nn . Taking into consideration the
fact that the mean-reverting point of X is 0, the magnitude of the increment should be larger
after one jump occurs. Thus, although jumps are correctly picked, such overestimation can be
seen.
Acknowledgement. This work was supported by JST, CREST Grant Number JPMJCR14D7, Japan.
Appendix A. Proofs of the result in Section 4
Throughout this section, Assumptions 4.1 to 4.4 are in force.
A.1. Technical remarks. We summarize a few consequences of Assumptions 4.3 and 4.4. All of them
will be used later on.
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• Under Assumption 4.3, Tn → ∞ and there exists a positive constant δ = δ(κ, κ′) ∈ (0, 1) such
that
(A.1)
log n
Tn
∨ (n1+δh2+δn (log n)2)→ 0.
This entails nh2n log n = o
(
T−δn / log n
)
= o(1), stronger than the so-called “rapidly increasing
design”: nhn → ∞ and nh2n → 0, which is one of standard conditions in the literature of
statistical inference for ergodic processes based on high-frequency data. Assumption 4.3 will be
required for handling the extreme value of the solution process X, and for asymptotically allowing
the number of jump-removal operations to exceed the expected number of jump times.
• Introduce the positive sequence
(A.2) an = an(η) := T
η
n
for a constant η > 0. We see that, with a sufficiently small η, the following statements follow
from Assumptions 4.3 and 4.4:
a3n
√
hn log n→ 0,(A.3)
TnP
(|ξ1| ≤M√nhn)→ 0,(A.4)
max
1≤j≤bTnc
|ξj | = Op(an).(A.5)
Under Assumption 4.3, we can pick an η > 0 small enough to ensure (A.3); in the sequel, we fix
this η. Also, we note
TnP
(|ξ1| ≤M√nhn) . n−sκ/2+(1−κ)(1+s/2) → 0,
from Assumption 4.4-(2). As for (A.5), observe that for any  > 0
P
(
a−1n max
1≤j≤bTnc
|ξj | > 
)
= 1− {1− P (|ξ1| > an)}bTnc .
The right-hand side tends to 0 if the upper bound (due to Markov’s inequality) of
TnP (|ξ1| > an) . n1−κ−qη(1−κ′)
tends to 0. This holds true under Assumption 4.4-(1) by taking a large constant q.
For abbreviation, we will use the following notations:
• For any matrix S = {Skl}, we denote by |S| := (
∑
k,l S
2
kl)
1/2 its Frobenius norm.
• Ip represents the p-dimensional identity matrix.
• R(x) denotes a differentiable matrix-valued function on R for which there exists a constant C > 0
such that |R(x)|+ |∂xR(x)| . (1 + |x|)C , x ∈ R.
• We often write a(x, α) and b(x, β) instead of
√
(A(x))>α and (B(x))>β.
• Ej−1[·] denotes the conditional expectation with respect to Ftj−1 .
• We often omit the true value θ0, for instance, as and aj denote a(Xs, α0) and a(Xtj , α0), respec-
tively.
A.2. Proof of Theorem 4.6. Let us recall that
Xcontt := Xt −X0 −
∫ t
0
c(Xs−)dJs =
∫ t
0
a(Xs, α0)dwt +
∫ t
0
b(Xs, β0)dt.
First we prove a preliminary lemma.
Lemma A.1. The (pα + pβ)-dimensional random sequence 1√
n
n∑
j=1
(
1
A>j−1α0
− (∆jX
cont)2
hn(A>j−1α0)2
)
Aj−1,
1√
Tn
n∑
j=1
∆jX
cont − hnB>j−1β0
A>j−1α0
Bj−1

weakly converges to the centered normal distribution with covariance matrix2
∫ (
A(x)
(A(x))>α0
)⊗2
pi0(dx) O
O
∫
B⊗2(x)
A(x)>α0
pi0(dx)
 .
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Proof. By the Crame´r-Wold device, it is enough to show the case where pα = pβ = 1. From the martingale
central limit theorem, the desired result follows if we show
1√
n
n∑
j=1
Ej−1
[(
1
a2j−1
− (∆jX
cont)2
hna4j−1
)
Aj−1
]
p−→ 0,(A.6)
1
n
n∑
j=1
Ej−1
{( 1
a2j−1
− (∆jX
cont)2
hna4j−1
)
Aj−1
}2 p−→ 2 ∫ ( A(x)
a2(x, α0)
)2
pi0(dx),(A.7)
1
n2
n∑
j=1
Ej−1
{( 1
a2j−1
− (∆jX
cont)2
hna4j−1
)
Aj−1
}4 p−→ 0,(A.8)
1√
Tn
n∑
j=1
Ej−1
[
∆jX
cont − hnbj−1
a2j−1
Bj−1
]
p−→ 0,(A.9)
1
Tn
n∑
j=1
Ej−1
(∆jXcont − hnbj−1
a2j−1
Bj−1
)2 p−→ ∫ B2(x)
a2(x, α0)
pi0(dx),(A.10)
1
(Tn)2
n∑
j=1
Ej−1
(∆jXcont − hnbj−1
a2j−1
Bj−1
)4 p−→ 0(A.11)
1
n
√
hn
n∑
j=1
Ej−1
[(
1
a2j−1
− (∆jX
cont)2
hna4j−1
)
∆jX
cont − hnbj−1
a2j−1
Aj−1Bj−1
]
p−→ 0.(A.12)
By using the martingale property of the stochastic integral, Jensen’s inequality, the Lipschitz continuity
of b, and [18, Lemma 4.5], we have
Ej−1[∆jXcont] = hnbj−1 +
∫ tj
tj−1
Ej−1[bs − bj−1]ds = hnbj−1 + h
3
2
nRj−1.(A.13)
Itoˆ’s formula and Fubini’s theorem for conditional expectation yield that
Ej−1[(∆jXcont)2]
= Ej−1
[
2
∫ tj
tj−1
(Xconts −Xcontj−1 )dXconts +
∫ tj
tj−1
(a2s − a2j−1)ds+ a2j−1hn
]
= a2j−1hn + 2
∫ tj
tj−1
(∫ s
tj−1
Ej−1 [bubs] du
)
ds+
∫ tj
tj−1
Ej−1[a2s − a2j−1]ds.
Again making use of the Lipschitz continuity of b(x, β0) and [18, Lemma 4.5], we get∣∣∣∣∣
∫ tj
tj−1
(∫ s
tj−1
Ej−1 [bubs] du
)
ds
∣∣∣∣∣
.
∫ tj
tj−1
(∫ s
tj−1
Ej−1 [1 + |Xu|+ |Xs|+ |Xu||Xs|] ds
)
ds
. h2n(1 + |Xj−1|2).
Since ∂xa
2(x, α) and ∂2xa
2(x, α) are of at most polynomial growth with respect to x uniformly in α, we
can similarly deduce that∣∣∣∣∣
∫ tj
tj−1
Ej−1[a2s − a2j−1]ds
∣∣∣∣∣
.
∣∣∣∣ ∫ tj
tj−1
Ej−1
[
∂xa
2
j−1(Xs −Xj−1)
+
1
2
∫ 1
0
∫ 1
0
∂2xa
2(Xj−1 + uv(Xs −Xj−1), α0)dudv(Xs −Xj−1)2
]
ds
∣∣∣∣
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.
∣∣∣∣∣
∫ tj
tj−1
(∫ s
tj−1
Ej−1[bu]du
)
ds∂xa
2
j−1
∣∣∣∣∣
+
∫ tj
tj−1
Ej−1
[(
1 + |Xj−1|C + |Xs −Xj−1|C
)
(Xs −Xj−1)2
]
ds
. h2nRj−1.
Hence
(A.14) Ej−1[(∆jXcont)2] = hna2j−1 + h
2
nRj−1.
For any q ≥ 2, Burkholder’s inequality for conditional expectation gives
(A.15) Ej−1
[|∆jXcont|q] . h q2nRj−1.
Repeatedly using Itoˆ’s formula and (A.15), we have
Ej−1[(∆jXcont)4]
= Ej−1
[
4
∫ tj
tj−1
(Xconts −Xcontj−1 )3dXconts + 6
∫ tj
tj−1
(Xconts −Xcontj−1 )2a2sds
]
= 6Ej−1
[∫ tj
tj−1
{
2
∫ s
tj−1
(Xcontu −Xcontj−1 )dXcontu +
∫ s
tj−1
(a2u − a2j−1)du+ (s− tj−1)a2j−1
}
dsa2j−1
+
∫ tj
tj−1
{
2
∫ s
tj−1
(Xcontu −Xcontj−1 )dXcontu +
∫ s
tj−1
a2udu
}
(a2s − a2j−1)ds
]
+ h
5
2
nRj−1
= 3h2na
4
j−1 + h
5
2
nRj−1.(A.16)
In particular, it follows from (A.14) and (A.16) that
Ej−1
{( 1
a2j−1
− (∆jX
cont)2
hna4j−1
)
Aj−1
}2 = 2
a4j−1
A⊗2j−1 + h
1
2
nRj−1.(A.17)
Now, the convergences (A.6)-(A.12) follow from the expressions (A.13)-(A.15) and (A.17) together with
the ergodic theorem (Assumption 4.2-(1)). Thus we obtain the desired result. 
Applying Taylor’s expansion, we have, with the obvious notation,
1
n
n∑
j=1
Aj−1A>j−1
(A>j−1αˇn)2
=
1
n
n∑
j=1
Aj−1A>j−1
(A>j−1α0)2
+
 1n
∫ 1
0
n∑
j=1
∂α
(
Aj−1A>j−1[
A>j−1(α0 + u(αˇn − α0))
]2
)
du
 [αˇn − α0].
The ergodic theorem implies that
1
n
n∑
j=1
Aj−1A>j−1
(A>j−1α0)2
p−→
∫ (
A(x)
A(x)>α0
)⊗2
pi0(dx),
the limit being positive definite. From Assumption 4.1 and the condition
√
n(αˇn − α0) = Op(1), the
second term of the right-hand-side is op(1). We also have
1√
n
n∑
j=1
(
1
A>j−1αˇn
− (∆jX
cont)2
hn(A>j−1αˇn)2
)
Aj−1
=
1√
n
n∑
j=1
(
1
A>j−1α0
− (∆jX
cont)2
hn(A>j−1α0)2
)
Aj−1
+
 1n
n∑
j=1
(
− 1
(A>j−1α0)2
+ 2
(∆jX
cont)2
hn(A>j−1α0)3
)
Aj−1A>j−1
 [√n(αˇn − α0)] + op(1).
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By (A.14), (A.16), and [5, Lemma 9], it follows that
1
n
n∑
j=1
(
− 1
(A>j−1α0)2
+ 2
(∆jX
cont)2
hn(A>j−1α0)3
)
Aj−1A>j−1
p−→
∫ (
A(x)
(A(x))>α0
)⊗2
pi0(dx).
Hence we obtain
√
n(αˆcontn − α0) = −
{∫ (
A(x)
(A(x))>α0
)⊗2
pi0(dx)
}−1
1√
n
n∑
j=1
(
1
A>j−1α0
− (∆jX
cont)2
hn(A>j−1α0)2
)
Aj−1 + op(1),
and similarly we have√
Tn(βˆ
cont
n − β0) =
(∫
B⊗2(x)
A(x)>α0
pi0(dx)
)−1
1√
Tn
n∑
j=1
∆jX
cont − hnbj−1
A>j−1α0
Bj−1 + op(1).
Theorem 4.6 now follows from applying Slutsky’s lemma and Lemma A.1 to these two equations.
Before we proceed to the proof of Theorem 4.8 and Theorem 4.9, we comment on a virtual upper
bound of kn and NTn . By the Lindeberg-Feller theorem we have
NTn − λTn√
λTn
=
n∑
j=1
∆jN − λhn√
λTn
L−→ N(0, 1),
so that for any positive nondecreasing sequence (ln) satisfying
ln−λTn√
λTn
→∞, we have
P (NTn ≥ ln) = P
(
NTn − λTn√
λTn
≥ ln − λTn√
λTn
)
→ 0;
in particular, this implies that the probability of the event {NTn ≥ (λ+1)Tn} is asymptotically negligible.
Thus, we hereafter set kn ≤ (λ+ 1)Tn − 1 = O(Tn), and replace the event {NTn ≥ kn + 1} by {kn + 1 ≤
NTn ≤ (λ+ 1)Tn} without any mention.
A.3. Proof of Theorem 4.8. Since it is easy to deduce that for a fixed M > 0,
P
({|√n(α˜knn − α0)| > M} ∩ {JBknn ≤ χ2q(2)})
≤ P ({|√n(α˜knn − α0)| > M} ∩ {1 ≤ NTn ≤ kn})+ P ({kn + 1 ≤ NTn ≤ (λ+ 1)Tn} ∩ {JBknn ≤ χ2q(2)})+ o(1),
the desired result follows if we show that for any  > 0, there exist positive constants M and N ∈ N
satisfying
sup
n≥N
P
({|√n(α˜knn − α0)| > M} ∩ {1 ≤ NTn ≤ kn}) < ,(A.18)
sup
n≥N
P
(
{kn + 1 ≤ NTn ≤ (λ+ 1)Tn} ∩
{
JBknn ≤ χ2q(2)
})
< .(A.19)
From now on, we separately prove them with introducing some fundamental lemmas.
A.3.1. Proof of (A.18). We will write {τi}i∈N for jump times of N , and Bn for the event that the Poisson
process N does not have more than one jumps over all [tj−1, tj), j = 1, . . . , n:
Bn :=
{∃i ∈ N,∃ j ∈ {1, . . . , n} s.t. τi, τi+1 ∈ [tj−1, tj)}c .
Lemma A.2. P (Bn) = 1−O(nh2n).
Proof. For each i ≥ 2, the conditional distribution of (τ1/Tn, . . . , τi/Tn) given the event {NTn = i} equals
that of the order statistics U(1) ≤ · · · ≤ U(i) of k i.i.d. (0, 1)-uniformly distributed random variables [21,
Proposition 3.4]. Moreover, each spacing U(i+1)−U(i) admits the density s 7→ i(1− s)i−1, 0 < s < 1, e.g.
[20]. Then,
P (Bcn) =
∞∑
i=2
P (NTn = i)P (B
c
n |NTn = i)
≤
∞∑
i=2
P (NTn = i)P
(∃j ∈ {2, . . . , i} s.t. τi − τi−1 < hn ∣∣NTn = i)
≤
∞∑
i=2
P (NTn = i)× (i− 1)
∫ 1/n
0
i(1− s)i−1ds
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.
∞∑
i=2
e−λTn
(λTn)
i
(i− 2)! ×
1
n
. T
2
n
n
= nh2n.

Let
Ck,n :=
{
∃i ∈ N, ∃j ∈ {1, . . . , n} s.t. τi ∈ [tj−1, tj) and j /∈ Jˆ kn
}c
,
denote the event where all jumps up to time Tn are correctly removed. The next lemma shows the
asymptotic negligibility of the failure-to-detection rate on the event {1 ≤ NTn ≤ kn} ∩Bn.
Lemma A.3. P (C ckn,n ∩ {1 ≤ NTn ≤ kn} ∩Bn)→ 0.
Proof. Hereafter we use the following notations:
Dn = {j ≤ n : ∃i, s.t. τi ∈ [tj−1, tj)},
Cn = {1, . . . , n} \ Dn.
Write
ηj =
∆jw√
hn
, j ≤ n.
Recalling that the set Jˆ knn of removed indices is constructed through picking up the first kn-largest
increments in magnitude, we have
P
(
C ckn,n ∩ {1 ≤ NTn ≤ kn} ∩Bn
)
≤ P ({∃j′ ∈ Dn, j′′ ∈ Cn s.t. |∆j′X| < |∆j′′X|} ∩ {1 ≤ NTn ≤ kn} ∩Bn)
≤ P
({
∃j′ ∈ Dn, j′′ ∈ Cn s.t. inf
x
|c(x)| min
1≤j≤NTn
|ξj |
<
∣∣∣∣ ∫ tj′
tj′−1
bsds+
∫ tj′
tj′−1
asdws
∣∣∣∣+ ∣∣∣∣ ∫ tj′′
tj′′−1
bsds+
∫ tj′′
tj′′−1
asdws
∣∣∣∣} ∩ {1 ≤ NTn ≤ kn} ∩Bn
)
≤ P
({
inf
x
|c(x)| min
1≤j≤NTn
|ξj | < 2
√
hn sup
x
|a(x, α0)| max
1≤j≤n
|ηj |
+ 2 max
1≤j≤n
(∣∣∣∣ ∫ tj
tj−1
bsds
∣∣∣∣+ ∣∣∣∣ ∫ tj
tj−1
(as − aj−1)dws
∣∣∣∣)} ∩ {1 ≤ NTn ≤ kn} ∩Bn
)
≤ P
({
inf
x
|c(x)|2 min
1≤j≤NTn
|ξj |2 < r1,n + r2,n
}
∩ {1 ≤ NTn ≤ kn} ∩Bn
)
,(A.20)
where
r1,n := 8hn sup
x
a2(x, α0) max
1≤j≤n
|ηj |2,
r2,n := 8
n∑
j=1

(∫ tj
tj−1
bsds
)2
+
(∫ tj
tj−1
(as − aj−1)dws
)2 .
From extreme value theory (cf. [4, Table 3.4.4]), we have
max
1≤j≤n
|ηi|2 −
(
log n− 1
2
log log n− log Γ
(
1
2
))
= Op(1).
This together with Assumption 4.1 and (A.1) leads to
r1,n = Op(hn log n) = Op(nh
2
n).
Jensen’s and Burkholder’s inequalities together with [18, Lemma 4.5] gives E[r2,n] . nh2n, so that
r2,n = Op(nh
2
n).
Hence, for any  ∈ (0, 1), we can pick sufficiently large N and K such that for all n ≥ N ,
P
(
r1,n + r2,n > Knh
2
n
)
< .
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Building on these estimates, E[NTn ] = λTn, and the independence between N and (ξj), we see that the
upper bound in (A.20) can be further bounded by
P
({
min
1≤j≤NTn
|ξj |2 < K
infx |c(x)|2nh
2
n
}
∩ {1 ≤ NTn ≤ kn} ∩Bn
)
+ 
≤
kn∑
i=1
P
({
min
1≤j≤i
|ξj |2 < K
infx |c(x)|2nh
2
n
}
∩ {NTn = i}
)
+ 
≤
kn∑
i=1
iP
(
|ξ1|2 < K
infx |c(x)|2nh
2
n
)
P (NTn = i) + 
. TnP
(
|ξ1| <
√
K
infx |c(x)|
√
nhn
)
+ .(A.21)
Since the choice of  is arbitrary, (A.4) implies the desired result. 
Let us introduce the event
Gkn,n := {1 ≤ NTn ≤ kn} ∩Bn ∩ Ckn,n.
Thanks to Lemmas A.2 and A.3, it follows that
P
({|√n(α˜knn − α0)| > M} ∩ {1 ≤ NTn ≤ kn})
≤ P ({|√n(α˜knn − α0)| > M} ∩Gkn,n)+ P (C ckn,n ∩ {1 ≤ NTn ≤ kn} ∩Bn) + P (Bcn)
= P
({|√n(α˜knn − α0)| > M} ∩Gkn,n)+ o(1).
Hence, in order to prove (A.18), it suffices to show that for any  > 0 there correspond sufficiently large
M > 0 and N ∈ N for which
(A.22) sup
n≥N
P
({|√n(α˜knn − α0)| > M} ∩Gkn,n) < .
Since ∆jX = ∆jX
cont for each j /∈ Jˆ knn on Gkn,n, we have
(A.23) |α˜knn − α0|1Gkn,n ≤ (|κ1,n|+ |κ2,n|+ |κ3,n|)1Gkn,n ,
where
κ1,n :=
1
hn

 ∑
j /∈Jˆ knn
Aj−1A>j−1
−1 −
 n∑
j=1
Aj−1A>j−1
−1

∑
j /∈Jˆ knn
Aj−1(∆jXcont)2,
κ2,n := − 1
hn
 n∑
j=1
Aj−1A>j−1
−1 ∑
j∈Jˆ knn
Aj−1(∆jXcont)2,
κ3,n :=
1
hn
 n∑
j=1
Aj−1A>j−1
−1
n∑
j=1
Aj−1(∆jXcont)2 − hn
 n∑
j=1
Aj−1A>j−1
α0
 .
Below we look at these three terms separately.
1. Evaluation of κ1,n: From the ergodic theorem, we have
1
n
n∑
j=1
Aj−1A>j−1
p−→
∫
A(x)(A(x))>pi0(dx) > 0,
so that ( 1n
∑n
j=1Aj−1A>j−1)−1 = Op(1) as a random sequence of matrices. Since A(x) is bounded, we can
also obtain
1
n
∑
j /∈Jˆ knn
Aj−1A>j−1 =
1
n
n∑
j=1
Aj−1A>j−1 −
1
n
∑
j∈Jˆ knn
Aj−1A>j−1 =
1
n
n∑
j=1
Aj−1A>j−1 +Op
(
kn
n
)
,
∣∣∣∣∣∣ 1Tn
∑
j /∈Jˆ knn
Aj−1(∆jXcont)2
∣∣∣∣∣∣ . 1Tn
n∑
j=1
(∆jX
cont)2 = Op(1),
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from (A.15). Hence it follows that
|√nκ1,n|1Gkn,n
.
∣∣∣∣∣∣∣
 1
n
n∑
j=1
Aj−1A>j−1
−1
∣∣∣∣∣∣∣ ·
∣∣∣∣∣∣∣
√
n

 1
n
n∑
j=1
Aj−1A>j−1
 1
n
∑
j /∈Jˆ knn
Aj−1A>j−1
−1 − Ipα

∣∣∣∣∣∣∣
×
 1
Tn
n∑
j=1
(∆jX
cont)2

= Op
(
kn√
n
)
= op(1).(A.24)
2. Evaluation of κ2,n: Recall that ηj :=
∆jw√
hn
. Under Assumption 4.1, we can derive from the estimates
of r1,n and r2,n in the proof of Lemma A.3 that, on Gkn,n,∣∣∣∣∣∣ 1Tn
∑
j∈Jˆ knn
Aj−1(∆jXcont)2
∣∣∣∣∣∣
. 1
Tn

n∑
j=1
(∫ tj
tj−1
(as − aj−1)dws
)2
+
(∫ tj
tj−1
bsds
)2+ knhn max
1≤j≤n
|ηj |2

= Op
(
1
Tn
(nh2n ∨ knhn log n)
)
= Op
(
hn ∨ kn log n
n
)
.(A.25)
Thus we get
|√nκ2,n|1Gkn,n = Op
(√
nh2n ∨
kn log n√
n
)
= op(1).(A.26)
3. Evaluation of κ3,n: From (A.14), (A.16), (A.15), and the martingale central limit theorem (see the
proof of Lemma A.1), it follows that
√
nκ3,n =
 1
n
n∑
j=1
Aj−1A>j−1
−1 1√
n
n∑
j=1
Aj−1
{(
∆jX
cont
√
hn
)2
− A>j−1α0
}
= Op(1).(A.27)
Substituting (A.24), (A.26) and (A.27) into (A.23) now yields that∣∣√n (α˜knn − α0)∣∣1Gkn,n = Op(1),
followed by (A.22).
A.3.2. Proof of (A.19). Let
Dkn,n :=
{
Cn ∩ Jˆ knn = ∅
}
.
Recall that the probability of the event {NTn ≥ (λ+ 1)Tn} is asymptotically negligible and that without
loss of generality, we can assume kn ≤ (λ+ 1)Tn − 1. Then we get the following lemma.
Lemma A.4.
P
(
Dckn,n ∩ {kn + 1 ≤ NTn ≤ (λ+ 1)Tn} ∩Bn
)→ 0.
Proof. The lemma can be shown in a quite similar way to Lemma A.3. Letting , N , and K be the same
as in the proof of Lemma A.3, as in (A.20) and (A.21), we have for any n ≥ N ,
P
(
Dckn,n ∩ {kn + 1 ≤ NTn ≤ (λ+ 1)Tn} ∩Bn
)
≤ P ({∃j′ ∈ Dn, j′′ ∈ Cn s.t. |∆j′X| < |∆j′′X|} ∩ {kn + 1 ≤ NTn ≤ (λ+ 1)Tn} ∩Bn)
≤ P
({
min
1≤j≤NTn
|ξj |2 < K
infx |c(x)|2nh
2
n
}
∩ {kn + 1 ≤ NTn ≤ (λ+ 1)Tn} ∩Bn
)
. TnP
(
|ξ1| <
√
K
infx |c(x)|
√
nhn
)
+  = o(1) + .
Hence the proof is complete. 
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Let
Hkn,n := {kn + 1 ≤ NTn ≤ (λ+ 1)Tn} ∩Bn ∩Dkn,n.
Thanks to Lemma A.4, (A.19) is led by
(A.28) P
({
JBknn ≤ χ2q(2)
}
∩Hkn,n
)
= o(1).
In view of the definition (3.1), (A.28) follows on showing that for any M > 0,
(A.29) P
 1√n ∑
j /∈Jˆ knn
((
Nˆkj
)4
− 3
)
< M
 ∩Hkn,n
 = o(1);
recall the notation Nˆkj = (Sˆ
k
n)
−1/2(j(αˆkn)− ¯ˆkn); for this purpose, we need to clarify asymptotic behaviors
of ¯ˆknn 1Hkn,n and Sˆ
kn
n 1Hkn,n
.
Define the diverging real sequence an by (A.2):
an = T
η
n ↑ ∞
with η > 0 being small enough to ensure (A.3) to (A.5). Making η > 0 smaller if necessary so that
η < 1/4, we may and do further suppose that
an
√
hn ∨ a
4
nhn
nh2n
→ 0.
First we will prove
(A.30) ¯ˆknn 1Hkn,n = Op
(
an
√
hn
)
= op(1).
Decompose ¯ˆknn as
¯ˆknn =
1
n− kn
n∑
j=1
j(αˆ
kn
n )−
1
n− kn
∑
j∈Jˆ knn
j(αˆ
kn
n ).
Below we will look at the terms in the right-hand side separately.
Observe that
1√
hn
∣∣∣∣∣∣ 1n− kn
n∑
j=1
j(αˆ
kn
n )
∣∣∣∣∣∣ .
∣∣∣∣∣∣ 1n
n∑
j=1
1
aj−1(αˆknn )
1
hn
∫ tj
tj−1
(bs + csλE[ξ1])ds
∣∣∣∣∣∣
+
∣∣∣∣∣∣
n∑
j=1
1
Tn
1
aj−1(αˆknn )
(∫ tj
tj−1
asdws
)∣∣∣∣∣∣
+
∣∣∣∣∣∣
n∑
j=1
1
Tn
1
aj−1(αˆknn )
(∫ tj
tj−1
cs−dJ˜s
)∣∣∣∣∣∣ ,(A.31)
where J˜t := Jt − λE[ξ1]t. Obviously the first term in (A.31) is Op(1), and we are going to show that the
remaining two terms are op(1). To achieve this, under the present assumptions it suffices to prove the
following claim: let pi(x, α) be a bounded real-valued function on R×Θα such that |pi(x, α)− pi(x, α′)| .
|α− α′| for each x ∈ R and α, α′ ∈ Θ¯α, and consider the random C1(Θ¯α)-functions
F1,n(α) :=
n∑
j=1
1
Tn
pij−1(α)
∫ tj
tj−1
asdws,
F2,n(α) :=
n∑
j=1
1
Tn
pij−1(α)
∫ tj
tj−1
cs−dJ˜s.
Then we claim
(A.32) sup
α∈Θ¯α
|F1,n(α)| = op(1), sup
α∈Θ¯α
|F2,n(α)| = op(1)
To show (A.32), we note that F1,n(α)
p−→ 0 and F2,n(α) p−→ 0 for each α, which follows on applying [5,
Lemma 9]. Concerning F1,n, by making use of Burkholder’s inequality and Jensen’s inequality, it is easy
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to deduce that for each integer q > (pα ∨ 2), E [|F1,n(α)|q] . 1 and E [|F1,n(α)− F1,n(α′)|q] . |α− α′|q.
As for F2,n, proceeding as in [18, Eq.(4.14)] we can verify that for each integer q > (pα ∨ 2): letting
χj(t) :=
{
1 t ∈ (tj−1, tj ],
0 otherwise,
we have
E [|F2,n(α)|q] . T−qn E

∣∣∣∣∣∣
∫ Tn
0
 n∑
j=1
χj(s)pij−1(α)cs−
 dJ˜s
∣∣∣∣∣∣
q
. T−q/2n
1
Tn
∫ Tn
0
n∑
j=1
χj(s)E [|cs−|q] ds
. 1,
and
E [|F2,n(α)− F2,n(α′)|q] . T−qn E

∣∣∣∣∣∣
∫ Tn
0
 n∑
j=1
χj(s)(pij−1(α)− pij−1(α′))cs−
 dJ˜s
∣∣∣∣∣∣
q
. T−q/2n
1
Tn
∫ Tn
0
n∑
j=1
χj(s)E {|pij−1(α)− pij−1(α′)|q|cs−|q} ds
. T−q/2n |α− α′|q . |α− α′|q.
Hence the Kolmogorov criterion (cf. [13, Theorem 1.4.7]) concludes the tightness of {F1,n(·)}n and
{F2,n(·)}n in the space C(Θ¯α) (equipped with the uniform metric), from which (A.32) follows. We thus
conclude
(A.33)
1
n− kn
n∑
j=1
j(αˆ
kn
n ) = Op
(√
hn
)
.
Next, it follows from Assumptions 4.1 and 4.3 that
max
1≤j≤n
2j (αˆ
kn
n )1Hkn,n .
1
hn
max
1≤j≤n
(∆jX)
2
1Hkn,n
. 1
hn
n∑
j=1

(∫ tj
tj−1
bsds
)2
+
(∫ tj
tj−1
(as − aj−1)dws
)2
+ max
1≤j≤n
η2j +
1
hn
max
1≤j≤b(λ+1)Tnc
ξ2j
. Op(Tn) +Op(log n) +Op
(
a2n
hn
)
= Op
(
a2n
hn
(
Tnhn
a2n
+ 1
))
= Op
(
a2n
hn
)
.(A.34)
This gives ∣∣∣∣∣∣ 1n− kn
∑
j∈Jˆ knn
j(αˆ
kn
n )
∣∣∣∣∣∣1Hkn,n . knn
√
max
1≤j≤n
2j (αˆ
kn
n )1Hkn,n
= Op
(
knan
n
√
hn
)
= Op
(
an
√
hn
)
,(A.35)
and (A.30) follows from (A.33) and (A.35).
Next we look at Sˆknn 1Hkn,n . Note that (A.30) under Assumption 4.4 entails
Sˆknn 1Hkn,n =
1
n− kn
∑
j /∈Jˆ knn
2j (αˆ
kn
n )1Hkn,n + op(1).(A.36)
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From Assumption 4.1, the following relation holds:
(A.37)
1
Tn
∑
j /∈Jˆ knn
(∆jX)
2 . 1
n− kn
∑
j /∈Jˆ knn
2j (αˆ
kn
n ) .
1
Tn
n∑
j=1
(∆jX)
2.
From Cauchy-Schwarz inequality, Burkholder’s inequality and [18, Lemma 4.5], we derive
E
[
(∆jX)
2
]
= E
[(∫ tj
tj−1
(as − aj−1)dws +
∫ tj
tj−1
(bs + λE(ξ1)cs)ds
+
∫ tj
tj−1
(cs− − cj−1)dJ˜s + aj−1∆jw + cj−1∆j J˜
)2]
= E
[(
aj−1∆jw + cj−1∆j J˜
)2]
+O
(
h
3
2
n
)
. hn.
Hence the rightmost side in (A.37) isOp(1). In a similar manner through Cauchy-Schwarz and Burkholder’s
inequalities, we have
1
Tn
∑
j /∈Jˆ knn
(∆jX)
2 =
1
Tn
∑
j /∈Jˆ knn
(
aj−1∆jw + cj−1∆j J˜
)2
+Op
(√
hn
)
=
1
Tn
∑
j /∈Jˆ knn
(
cj−1∆j J˜
)2
+
1
Tn
n∑
j=1
{
(aj−1∆jw)
2
+ 2aj−1cj−1∆jw∆j J˜
}
− 1
Tn
∑
j∈Jˆ knn
{
(aj−1∆jw)
2
+ 2aj−1cj−1∆jw∆j J˜
}
+ op(1)
≥ 1
Tn
n∑
j=1
{
(aj−1∆jw)
2
+ 2aj−1cj−1∆jw∆j J˜
}
− 1
Tn
∑
j∈Jˆ knn
{
(aj−1∆jw)
2
+ 2aj−1cj−1∆jw∆j J˜
}
+ op(1)
=: Ln − Lˆknn + op(1).
The independence between w and J , [5, Lemma 9], and the ergodic theorem yield that
Ln
p−→
∫
a2(x, α0)pi0(dx) > 0.
In a similar manner to (A.34), Assumption 4.4 implies that
|Lˆknn |1Hkn,n ≤ Op
(
kn log n
n
)
+Op
(
an
√
hn log n
)
= op(1).
Summarizing the last three displays leads to
1
Tn
∑
j /∈Jˆ knn
(∆jX)
2 ≥
∫
a2(x, α0)pi0(dx) + op(1)− 1Hckn,n |Lˆ
kn
n |
Fix an arbitrary  > 0. By the last display combined with (A.30), (A.36) and (A.37), we can pick a
positive constant K = K() > 1 and a positive integer N = N() such that
sup
n≥N
P
[({
Sˆknn <
1
K
}
∪
{
Sˆknn > K
}
∪
{
|¯ˆknn | > Kan
√
hn
})
∩Hkn,n
]
< .
Therefore, to conclude (A.29) we may and do focus on the event
Fkn,n, :=
{
1
K
≤ Sˆknn ≤ K
}
∩
{
|¯ˆknn | ≤ Kan
√
hn
}
∩Hkn,n;
we note that on Fkn,n, there remain jumps (not removed), its number of pieces being at least one jump.
From Assumption 4.1,
|h−1/2n ∆jX|k . |h−1/2n ∆jXcont|k + |h−1/2n ∆jJ |k,
|h−1/2n ∆jX|k & |h−1/2n ∆jJ |k − |h−1/2n ∆jXcont|k
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for k > 0 hold on Bn. With these together with (A.15), writing positive constants C = C(a, c) possibly
varying from line to line, we have
1√
n
∑
j /∈Jˆ knn
((
Nˆkj
)4
− 3
)
1Fkn,n,
&
√
n
 1n ∑
j /∈Jˆ knn
(∣∣∣∣∆jX√hn
∣∣∣∣4 − Can√hn ∣∣∣∣∆jX√hn
∣∣∣∣3
)
+Op(1)
1Fkn,n,
&
√
n
 1nh2n
∑
j /∈Jˆ knn
(
(∆jJ)
4 − C|∆jJ |3anhn
)
+Op(1)
1Fkn,n, .
&
√
n
 1nh2n
∑
j /∈Jˆ knn
(
min
1≤j≤b(λ+1)Tnc
|ξj |4 − Chnan max
1≤j≤b(λ+1)Tnc
|ξj |3
)
+Op(1)
1Fkn,n, .(A.38)
Since a4nhn/(nh
2
n) = n
−δ′′ → 0 for some δ′′ > 0, we have for every M,M ′ > 0
P
(
min
1≤j≤b(λ+1)Tnc
|ξj |4 −Mhnan max
1≤j≤b(λ+1)Tnc
|ξj |3 ≥M ′nh2n
)
= P
(
min
1≤j≤b(λ+1)Tnc
|ξj |4 & Op(a4nhn) + nh2n
)
= P
(
min1≤j≤b(λ+1)Tnc |ξj |
(nh2n)
1/4
& 1
)
+ o(1)
=
{
1− P
(
|ξ1| . (nh2n)1/4
)}b(λ+1)Tnc
+ o(1).
The last probability tends to 1 since
TnP
(
|ξ1| . (nh2n)1/4
)
. n1−κ+(1−2κ)s/4 → 0,
by (4.4). Recalling that on the event Fkn,n, there is at least one jump over [0, Tn] which is yet to be
removed, we can continue (A.38) as follows: on an event whose probability gets arbitrarily close to 1 as
n→∞,
&
√
n
{
1
nh2n
(
min
1≤j≤b(λ+1)Tnc
|ξj |4 − Chnan max
1≤j≤b(λ+1)Tnc
|ξj |3
)
+Op(1)
}
1Fkn,n,
&
√
n (M ′ +Op(1))1Fkn,n,
&
√
n1Fkn,n, .
This entails (A.29), hence (A.28) as well.
A.4. Proof of Theorem 4.9. We will complete the proof of Theorem 4.9 by showing
P
({∣∣√n(αˆknn − αˆkn,contn )∣∣ ∨ ∣∣∣√Tn(βˆknn − βˆkn,contn )∣∣∣ > } ∩Gkn,n) = o(1),(A.39)
Indeed, we can deduce from Lemmas A.2, A.3, and A.4 that for any  > 0, the probabillity
P
({∣∣√n(αˆknn − αˆkn,contn )∣∣ ∨ ∣∣∣√Tn(βˆknn − βˆkn,contn )∣∣∣ > } ∩ {JBknn ≤ χ2q(2)})
can be bounded from above by the sum of the two probabilities given in (A.39) and (A.28), plus an o(1)
term. Recall that for any j /∈ J knn , ∆jX = ∆jXcont on Gkn,n. Making use of Assumption 4.1, (A.25),
and a similar argument to the proof of Theorem 4.8, we get∣∣√n(αˆknn − αˆkn,contn )1Gkn,n ∣∣
≤
∣∣∣∣∣∣∣
 1
n
∑
j /∈Jˆ knn
Aj−1A>j−1
A>j−1α˜
kn
n
−1 1√n ∑
j∈Jˆ knn
(
1
A>j−1α˜
kn
n
− (∆jX
cont)2
hn(A>j−1α˜
kn
n )2
)
Aj−1

∣∣∣∣∣∣∣1Gkn,n
+
∣∣∣∣∣∣∣
 1
n
n∑
j=1
Aj−1A>j−1
A>j−1α˜
kn
n
−1
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
 1
n
n∑
j=1
Aj−1A>j−1
A>j−1α˜
kn
n
 1
n
∑
j /∈Jˆ knn
Aj−1A>j−1
A>j−1α˜
kn
n
−1 − Ipα
∣∣∣∣∣∣∣
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×
∣∣∣∣∣∣ 1√n
n∑
j=1
(
1
A>j−1α˜
kn
n
− (∆jX
cont)2
hn(A>j−1α˜
kn
n )2
)
Aj−1
∣∣∣∣∣∣1Gkn,n
= Op(1) ·
{
Op
(
kn√
n
)
+Op
(√
nh2n ∨
kn log n√
n
)}
+Op(1) · op(1) ·Op(1)
= op(1).
Next, to deduce
√
Tn(βˆ
kn
n − βˆkn,contn )1Gkn,n = op(1), it suffices to prove
1
n
n∑
j=1
Bj−1B>j−1
A>j−1αˆ
kn
n
1Gkn,n
=
1
n
∑
j /∈Jˆ knn
Bj−1B>j−1
A>j−1αˆ
kn
n
1Gkn,n
+ op(1),(A.40)
∣∣∣∣∣∣ 1√Tn
∑
j∈Jˆ knn
∆jX
cont − hnbj−1
A>j−1αˆ
kn
n
Bj−1
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1√Tn
∑
j∈Jˆ knn
∫ tj
tj−1
(bs − bj−1)ds+
∫ tj
tj−1
(as − aj−1)dws + aj−1∆jw
A>j−1αˆ
kn
n
Bj−1
∣∣∣∣∣∣ = op(1).(A.41)
Then, as in the proof of Theorem 4.6 we see that∣∣∣√Tn(βˆknn − βˆkn,contn )1Gkn,n ∣∣∣
≤
∣∣∣∣∣∣∣
 1
n
∑
j /∈Jˆ knn
Bj−1B>j−1
A>j−1αˆ
kn
n
−1 1√
Tn
∑
j∈Jˆ knn
∆jX
cont − hnbj−1
A>j−1αˆ
kn
n
Bj−1
∣∣∣∣∣∣∣1Gkn,n
+
∣∣∣∣∣∣∣
 1
n
n∑
j=1
Bj−1B>j−1
A>j−1αˆ
kn
n
−1
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
 1
n
n∑
j=1
Bj−1B>j−1
A>j−1αˆ
kn
n
 1
n
∑
j /∈Jˆ knn
Bj−1B>j−1
A>j−1αˆ
kn
n
−1 − Ipβ
∣∣∣∣∣∣∣
×
∣∣∣∣∣∣ 1√Tn
n∑
j=1
∆jX
cont − hnbj−1
A>j−1αˆ
kn
n
Bj−1
∣∣∣∣∣∣1Gkn,n
= op(1).
By Itoˆ’s formula,∣∣∣∣∣∣ 1n
∑
j∈Jˆ knn
Bj−1B>j−1
A>j−1αˆ
kn
n
∣∣∣∣∣∣1Gkn,n
. kn
n
(
1 + sup
0≤t≤Tn
X2t
)
=
kn
n
sup
0≤t≤Tn
1 +X20 + 2
∫ t
0
Xs−dXs +
∫ t
0
a2sds+
∑
0<s≤t
(∆sX)
2

. kn
n
{
1 +X20 +
∫ Tn
0
(
a2s + |Xsbs|+ c2s + |XscsλE[ξ1]|
)
ds
+ sup
0≤t≤Tn
∣∣∣∣∫ t
0
Xsasdws +
∫ t
0
∫
R
(
c2s−z
2 +Xs−cs−z
)
N˜(ds, dz)
∣∣∣∣
}
,(A.42)
where N˜(·, ·) denotes the compensated Poisson random measure associated with J . Applying Assumption
4.2 and Burkholder’s inequality to the last term, we get
1
n
∑
j∈Jˆ knn
Bj−1B>j−1
A>j−1αˆ
kn
n
1Gkn,n
= Op(hnkn) = op
(√
nh2n
log n
)
= op(1),
hence (A.40).
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Utilizing the Lipschitz continuity of b and [18, Lemma 4.5], we have
E
∣∣∣∣∣∣ 1√Tn
∑
j∈Jˆ knn
∫ tj
tj−1
(bs − bj−1)ds
A>j−1αˆ
kn
n
Bj−1
∣∣∣∣∣∣
 . 1√
Tn
n∑
j=1
∫ tj
tj−1
E [|(bs − bj−1)Bj−1|] ds
= Op
(√
nh2n
)
= op(1).
From the elementary inequality
(A.43) |x| ≤ 1
2
(
C +
|x|2
C
)
,
for any positive constant C and real number x, we get∣∣∣∣∣∣ 1√Tn
∑
j∈Jˆ knn
∫ tj
tj−1
(as − aj−1)dws
A>j−1αˆ
kn
n
Bj−1
∣∣∣∣∣∣
. 1√
Tn
∑
j∈Jˆ knn
∣∣∣∣∣
∫ tj
tj−1
(as − aj−1)dwsBj−1
∣∣∣∣∣
. 1√
Tn
∑
j∈Jˆ knn

√
Tn
kn(log n)2
+
kn(log n)
2
√
Tn
∣∣∣∣∣
∫ tj
tj−1
(as − aj−1)dwsBj−1
∣∣∣∣∣
2

. 1
(log n)2
+
1
n
n∑
j=1
∣∣∣∣∣ 1hn
∫ tj
tj−1
(as − aj−1)dwsBj−1
∣∣∣∣∣
2
nh2n(log n)
2
. 1
(log n)2
+Op
(
nh2n(log n)
2
)
= op(1).
Here we used the condition kn ≤ (λ + 1)Tn − 1 and Burkholder’s inequality. By means of Itoˆ’s formula
as in (A.42) under Assumption 4.2, we obtain for any q > 2
E
[
sup
0≤t≤Tn
|Xt|q
]
= O (Tn) .
This combined with Jensen’s inequality shows that
(A.44) E
[
sup
0≤t≤Tn
|Xt|r
]
= O(T n)
for any  > 0 and r > 0. Now, with the δ ∈ (0, 1) given in (A.1) (a consequence of Assumption 4.3), we
set  = δ3 and δ
′ = 43δ. Then, making use of (A.44) with an application of (A.43), we have∣∣∣∣∣∣ 1√Tn
∑
j∈Jˆ knn
aj−1∆jw
A>j−1αˆ
kn
n
Bj−1
∣∣∣∣∣∣
. max1≤j≤n |Bj−1|√
Tn
∑
j∈Jˆ knn
T
1−δ′
2
n
kn
+
kn
T
1−δ′
2
n
(∆jw)
2

. Op
(
T
− δ′2 +
n ∨ T 1++
δ′
2
n hn log n
)
= Op
(
T
− δ3
n ∨ n1+δh2+δn log n
)
= op(1),
thus concluding (A.41).
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