This paper investigates the validity of the credit view hypothesis in eleven OECD countries 
Introduction
The relationship between the banking sector and the real sector has received considerable attention in the last two decades. Although existing literature offers ample evidence of the relationship between these two sectors, there is no consensus on the direction and strength of causal links. Clarifying the causal relationship between the banking sector and the real sector has significant policy implications.
Evidence that the banking sector will affect the real sector in the long run might lead to policies that would support the banking sector in a period of falling real GDP.
This study attempts to answer whether the banking sector affects the real sector, the real sector affects the banking sector, or both affect each other. More specifically, we test whether a decline in bank loan volume causes a reduction of aggregate output or whether the banking sector shrinks loans to the private sector due to an economic downturn. The credit view hypothesis asserts that the banking sector affects aggregate economic performance. When bank health, measured by bank capital, increases, banks may be tempted to increase their loan volume; hence, investment would increase, and GDP would rise accordingly. Although there have been many studies on the credit view hypothesis, a focused interest has evolved in the last two decades, especially after the bank failures and the credit crunch in the 1980s. Towards the end of the 1980s, the USA and many other OECD countries experienced bank failures and credit crunch. Increasing interest rates led to lower asset prices, which consequently weakened the balance sheets of firms. Loan losses and decreasing asset prices caused some banks to fail and others to sharply reduce their loan volume; therefore, the flow of credit from lenders to borrowers was interrupted, and firms that depended on banks for funds had to cut back on investments. Thus, whether the bank failures or the credit crunch deepened the economic downturns and delayed economic recovery became an interesting research question. Mainly in response to the experience of the 1980s, numerous theoretical and empirical studies investigated this question.
Many studies identify a theoretical relationship between financial intermediation and the real sector 1 , and the hypotheses put forth by these studies have been examined empirically 2 . Among the empirical works, the United States experience has received special attention. Rousseau and Wachtel (1998) Diamond (1984) ; Bernanke and Gertler (1987) ; Williamson (1987) ; Holmstrom and Tirole (1997); Chen (2001); and Levine (2005) .
dynamics of this relationship. However, analyzing such dynamics is beyond the scope of this study.
Because the relationship between the banking sector and the real sector may differ between industrialized and developing economies, this study models the longrun relationship in eleven OECD countries over the period 1987:QI -2003:QIII. We used time-series methods rather than cross-sectional regressions because the latter cannot give country-specific details. Even within a homogenous group of countries, there may be a complex picture that cannot be unveiled by cross-sectional analysis.
Time-series methodology accounts for the specificity of an individual country and provides more conclusive results than would cross-sectional studies. Time-series methods provide a better understanding of causal relationships and their evolution over time.
Throughout the study, the following time-series methods are used: unit root tests for testing the stationarity of data, cointegration tests to see the co-movement of variables and to select a vector error correction model (VECM), causality tests to analyze the strength and direction of causalities, variance decompositions to break down the variance of the forecast error for each variable into components, and impulse-response functions for impact analysis. We find cointegrating relationships between the banking sectors and the real sectors for the countries in our sample.
Granger causality test results indicate that the banking sector Granger-causes the real sector in France, Germany, Korea and the Netherlands. Both the variance decomposition and impulse-response function analyses provide support for the hypothesis that the banking sector affects the real sector in Finland, Germany, Korea, the Netherlands, Portugal, and Spain.
The organization of the rest of the paper is as follows. Section 2 describes the data and diagnostic measures; Section 3 presents the vector error correction models.
In Section 4 the variance decompositions and the impulse-response function analyses are performed. Section 5 concludes the paper.
Data and the Diagnostics

Data
In evaluating the interdependence of the banking sector and the real sector, bank capital (BC) is used as a measure of the total equity of commercial banks in a The banking sector's asset-to-GDP ratio measures the size of the banking sector relative to total output. All countries in our sample exhibit asset-to-GDP ratios close to one or above, except for Mexico and Turkey. Also, the relative importance of loans within the total assets of the banking system may play an important role in interpreting the results of the analysis. In this respect, although Korea has a small banking system compared to its GDP, loans comprise 84% of the total assets of its banking sector, whereas the share of loans in total assets is low in Mexico and Turkey, countries with smaller banking systems. 
Diagnostics
Unit root tests
Cointegration tests
The finding that many time series contain a unit root has spurred the development of the theory of non-stationary time-series analysis. Engle and Granger (1987) suggesting interdependence between the banking sector and the real sector.
The apparent contradiction in the results of the credit view hypothesis tests among these countries may be attributable to differences in financial structures;
legal, regulatory and political factors; and the effectiveness of the accounting systems. Beck et al. (2001) find that economies grow faster in countries with higher levels of overall financial-sector development and with legal systems that more effectively protect the rights of outside investors. Demirgüç-Kunt and Levine (2001) and Ergungor (2004) 
Vector Error Correction Models (VECM)
The existence Table 5 .
<<Table 5 enters here>>
Variance Decomposition Analysis and Impulse-Response Function (IRF) Analysis
Variance decomposition analysis and impulse-response function analysis are used to find evidence that the banking sector affects the real sector, the real sector affects the banking sector, or both. We used the VECM in calculating the variance decomposition and impulse-response function among BC, LOAN and GDP.
Variance decomposition and analysis
Variance decomposition breaks down the variance of the forecast error for each variable into components that can be attributed to each of the endogenous variables.
If, as hypothesized, a higher BC leads to a higher LOAN and a higher LOAN leads to a higher GDP, then we would expect BC innovation to have a larger percentage than that of GDP innovation in the variance decomposition of LOAN. We would also expect LOAN innovation to have a larger percentage than that of BC in the variance decomposition of GDP. The reverse relationship, that is, the real sector affecting the banking sector, holds with a lag for France, the Netherlands and Turkey.
Impulse-response function and analysis
An (8) where y is the vector of endogenous variables, and ε is the vector of the error term. If the credit view hypothesis holds, then we expect the BC innovation to affect LOAN positively, because a higher BC increases the available cushion that banks use to protect themselves against defaults and also relieves regulatory constraints.
Similarly, we expect LOAN innovation to affect GDP positively, because a higher volume of loans increases economic activity.
Estimates of the impulse-response function analysis are shown in Table 7 
Conclusion
In this paper, we empirically investigated both the validity of the credit view hypothesis, which asserts that the banking sector affects economic performance, and the causal link between the banking sector and the real sector. Results of cointegration tests, Granger causality tests, and variance decomposition and impulseresponse function analyses suggest that significant links exist between the banking sector and the real sector in many countries in the sample.
After performing unit root tests, we observed that level data were nonstationary and that the first differenced data were stationary. Portugal, and Spain, we did not observe Granger causality from the banking sector to the real sector, although the sizes of these banking sectors, measured by the asset-to-GDP ratios in this study, are not small. This result may be due to macroeconomic structural factors that would decrease the efficiency of the banking sector. In particular, a country's budget deficit should be analyzed. In a country with a large deficit, the credit may not be allocated efficiently, and therefore, even a large banking sector will not have the desired effect on economic growth.
When we include short-run dynamics in the analysis, variance decomposition of VECM supports the credit view hypothesis that the banking sector affects the real sector for the countries in our sample, except for Austria, Italy, Mexico, and Turkey.
Impulse-response function analysis also supports the credit view hypothesis in most of the countries. One standard deviation LOAN innovation affects GDP positively for nearly all periods in Austria, Finland, Germany, Korea, the Netherlands, Portugal, Spain, and Turkey, suggesting that the banking sector affects the real sector in these countries. This relationship is unstable in France, Italy, and Mexico. In brief, the hypothesis that the banking sector affects the real sector passes both variance decomposition and impulse-response function analyses for Finland, Germany, Korea, the Netherlands, Portugal, and Spain. Although Austria, France, and Turkey provide support for the hypothesis that the banking sector affects the real sector in one of the tests, Italy and Mexico fail to do so in all of these tests.
To summarize, the banking sector Granger-causes the real sector, and the credit view holds in France, Germany, Korea, and the Netherlands. According to variance decomposition and impulse-response function analysis, the banking sector affects the real sector, supporting the credit view in all countries in the sample except for Italy and Mexico. This is an expected result, especially for Mexico, which has a relatively small banking sector. Although the banking sector is not small in Italy, the high deficit as a percentage of GDP in the period 1990-1996 6 may be an explanation for the lack of evidence of interdependence between the banking sector and the real sector. Furthermore, other factors such as differences in the political, legal, and financial systems and in the macroeconomic conditions of the countries might lead to different results in the credit view hypothesis tests. (1) Data : Quarterly log data are used.
(2) BC : Bank capital. (1) Series : Bank Capital (BC), loans to private sector (LOAN), gross domestic product (GDP).
(2) Data : Quarterly data of the level form are used.
(3) Likelihood ratio in the third column is the maximum eigenvalues statistic (Q max ).
(4) First row : First row test the hypothesis of no cointegration.
(5) Second row : Second row test the hypothesis of at most one cointegrating equation.
(6) Third row : Third row test the hypothesis of at most two cointegrating equations.
(7) If likelihood ratio > critical value, then H 0 : no cointegration is rejected.
(8) Null hypothesis of no cointegration is rejected at the 5% significance level for the eleven countries, as the likelihood ratio test statistic values are greater than the critical values, suggesting that there exist long-run co-movements among BC, LOAN and GDP.
(9) EViews software version 4.1 is used. (4) If test statistic > critical value, the null hypothesis of no causality is rejected. The null hypotheses are: i) change in BC does not Granger-cause change in LOAN, ii) change in LOAN does not Granger-cause change in BC, iii) change in LOAN does not Granger-cause change in GDP, and iv) change in GDP does not Granger-cause change in LOAN.
(5) ***, **, and * stand for the significance at 1, 5, and 10% levels, respectively. (1) VECM is constructed by adding an adjustment parameter to the cointegration equation, consequently short-run adjustments correct deviations from the long-run equilibrium. Two important results of the VECM regression are the coefficients of cointegration equations and adjustment parameters.
(2) First Diff. (∆) : the first difference operator or the change in the variable. (2) BC : Bank capital.
(3) LOAN : Loans to private sector.
(4) GDP : Gross domestic product.
(5) ε : Innovation.
