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We report the new exact results on one of the best studied models in statistical physics: the
classical antiferromagnetic Ising chain in a magnetic field. We show that the model possesses an
infinite cascade of thermal phase transitions (also known as “disorder lines” or geometric phase
transitions). The phase transition is signalled by a change of asymptotic behavior of the nonlocal
string-string correlation functions when their monotonous decay becomes modulated by incommen-
surate oscillations. The transitions occur for rarefied (m-periodic) strings with arbitrary odd m.
We propose a duality transformation which maps the Ising chain onto the m-leg Ising tube with
nearest-neighbor couplings along the legs and the plaquette four-spin interactions of adjacent legs.
Then the m-string correlation functions of the Ising chain are mapped onto the two-point spin-spin
correlation functions along the legs of the m-leg tube. We trace the origin of these cascades of phase
transitions to the lines of the Lee-Yang zeros of the Ising chain in m-periodic complex magnetic
field, allowing us to relate these zeros to the observable (and potentially measurable) quantities.
I. INTRODUCTION AND MOTIVATION.
DISORDER LINE IN THE CLASSICAL ISING
CHAIN
Yang and Lee1 pioneered a rigorous direction of re-
search in phase transitions relating them to zeros of
model’s partition function. The original analysis of the
ferromagnetic Ising model created a huge impact and a
vast literature extending results1 on other models and/or
non-equilibrium cases. For a very limited list of refer-
ences see, e.g.,2–6.
There are however transitions which appear to be at
odds with the Lee-Yang results. One of examples is the
percolation transition on the Kerte´sz line HK(T ) in the
magnetic field–temperature (H,T ) plane of the 2D Ising
model.7 Since the partition function of this model does
not possess zeros of the complex field H ∈ C1 such that
H → HK(T ) in the thermodynamic limit, the word “ge-
ometric” is used in the literature to emphasize an ap-
parent distinction of such transitions from conventional
ones. The very recent findings of infinite cascades of ge-
ometric percolative transitions in several simple classical
models8 made the problem even more challenging: How
this infinite sequence of transitions can be encoded in
the analytical properties of the model’s partition func-
tion? The extra problem with percolation transitions in
2D models7,8 is that it is very hard to deal analytically
with nonlocal percolative order parameters, so analysis
is mainly restricted to numerical simulations.
To understand how the aforementioned geometric
transitions can be framed into the standard Lee-Yang
paradigm, we will take a fresh look at the probably most
venerable textbook example.9 We will study the 1D Ising
model in presence of the magnetic field with the Hamil-
tonian
βH = K
N∑
n=1
(
s(n)s(n+ 1)− 1)− h N∑
n=1
s(n) , (1)
where s(n) = ±1 are the Ising variables with periodic
boundary conditions (PBC) s(N +1) = s(1), β = 1/kBT
is the inverse temperature (kB = 1 is set in the follow-
ing). We consider the antiferromagentic nearest-neighbor
exchange coupling J > 0 (K ≡ βJ). Since the Hamil-
tonian is invariant under the simultaneous sign change
of the magnetic field H ↔ −H (h ≡ βH) and spins
s(n) ↔ −s(n), it suffices to take h > 0 in our formulas.
In the definition (1) we subtracted the constant term
NJ from the conventional Hamiltonian. As known (see,
e.g.,9) this model is solved utilizing the 2 × 2 transfer
matrix. We choose it as Uss′ = exp[K(1− ss′) + hs], or
Uˆ(h) = ehσˆz
(
1ˆ + e2K σˆx
)
, (2)
written in terms of the standard Pauli matrices σˆ]. The
eigenvalues of Uˆ are
λ±(h) = coshh±R(h), R(h) ≡
√
e4K + sinh2 h . (3)
The partition function of the model
Z(h) = TrUˆN = λN+ (h) + λ
N
− (h) . (4)
is analytic and positive for any h ∈ R and T > 0, even
in the limit N → ∞, so the free energy is an analytic
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2function as well. Thus no phase transition is expected
at nonzero temperature. However Stephenson10 found a
phase transition on a so-called “disorder line”, which is
an analogue of the geometric transition discussed above.
To understand this result let us first introduce the
string operators
σ(n) ≡
n∏
k=1
s(k) = (−i)n exp
[ ipi
2
n∑
k=1
s(k)
]
, (5)
which are also Ising variables σ(n) = ±1, and they pro-
vide a dual representation11 of the Hamiltonian (1):
βH = K
N∑
n=1
(
σ(n)σ(n+2)−1)−h N∑
n=1
σ(n)σ(n+1) , (6)
known as the Anisotropic Next-Nearest Neighbor Ising
(ANNNI) chain.13 The nonlocal string-string correlation
function of the Ising chain (1) is a conventional two-point
correlation function of the dual ANNNI model (6):
G(r) ≡ 〈σ(l)σ(l + r)〉 =
〈 l+r∏
k=l+1
s(k)
〉
. (7)
Using the approaches of11,12, Stephenson10 found the
phase transition in the chain along the disorder line
Hc(T ) shown in Fig. 1. It is determined from equation:
hc(K) = arccosh e
2K = log
(
e2K +
√
e4K − 1) . (8)
FIG. 1: (Color online) Phase diagram of the Ising model with
several disorder lines Tc,m(H) explicitly plotted. The red
curve with crosses located at H ≥ 2J is the original disorder
line Tc(H) (m = 1) found by Stephenson. The newly found
lines of phase transitions Tc,m(H) (m ≥ 3) filling the region
H ≤ 2J are monotonously decreasing functions of both m
and H. Shown in the figure: × (m=1):  (m=3); © (m=5);
♦ (m=7); 4 (m=11).
The transition consists in changing asymptotic be-
havior of the correlation function G(r) at large r 
1. For H > Hc the correlations decay exponentially
G(r) ∼ e−κr, while for H < Hc this monotonous de-
cay is modified by superimposed oscillations as G(r) ∼
e−κr cos(qr + δ) with an incommensurate wave vector q
given by
q = arcsin
√
e4K − cosh2 h
e4K − 1 . (9)
Similar disorder lines exist in other Ising models13, in
the quantum XY chain in transverse field14, or in the
classical O(n) spin models15.
II. DISORDER LINE AND COMPLEX
MAGNETIC FIELD
To understand how the occurrence of this thermal
phase transition found by Stephenson is compatible with
the Lee-Yang theorem1 and analytic Z(h) > 0 given by
equation (4), the following simple observation is crucial:
The evaluation of G(r) as an average of the string (5)
with the Hamiltonian (1) for n ∼ N and in the thermody-
namic limit N →∞ amounts to dealing with (1) in pres-
ence of the complex magnetic field h = h+ipi/2. Thus, to
diagnose the phase transition probed by nonlocal string
correlation functions, one needs to study the analytical
properties of Z(h+ ipi/2). An equivalent conclusion can
be drawn if one chooses the dual framework. Indeed, by
using the identity σ(n)σ(m) = −i exp
[
ipi
2 σ(n)σ(m)
]
, one
can write
〈σ(1)σ(n)〉 = (−i)n
〈
exp
[ ipi
2
n−1∑
k=1
σ(k)σ(k + 1)
]〉
. (10)
Thus transition probed by the local spin-spin correlation
function (10) is due to the imaginary part ipi/2 added
to the nearest-neighbor exchange coupling. For the dual
Hamiltoinian (6) the problem reduced again to evaluation
of Z(h+ ipi/2).
To formalize these observations we write the correla-
tion function
G(n) = Tr
{
(σˆzUˆ)
nUˆN−n
}
/Z(h) (11)
via the transfer matrix with the complex magnetic field:
σˆzUˆ(h) = −ieipi2 σˆz Uˆ(h) = −iUˆ
(
h+ i
pi
2
)
. (12)
The Stephenson result on the disorder line of phase tran-
sitions is readily recovered by setting n = N →∞ in the
above formulas. The oscillations in G(n) ∝ Tr{(−iUˆ(h+
ipi/2))n} are due to appearance of the imaginary parts
in the eigenvalues −iλ±(h + ipi/2) of the real matrix
σˆzUˆ(h) = −iUˆ(h+ ipi/2) at h < hc(K) (cf. Eq. (8).)
3To relate this transition to the Lee-Yang zeros1, one
can note that Z(h + ipi/2) is a polynomial over fugacity
e2h, so it has zeros at some complex field h ∈ C. In
thermodynamic limit the locus of zeros is determined by
the conditions:2,3
|λ+(h)| = |λ−(h)|, Im log λ+(h)
λ−(h)
6= 0 . (13)
It follows from (4) and (3) that in the thermodynamic
limit the Lee-Yang zeros condense along the straight lines
in the complex plane: Imh = pi/2 (mod pi), |Reh| <
hc(K), where the last inequality coincides with the
Stephenson conditions for oscillations h < hc(K). Thus
these oscillations relate the Lee-Yang zeros in complex
fields to the observable (and potentially measurable)
quantities. Interestingly, results on this phase transition
have been known for several decades by now10, but only
recently16, when they were re-derived under a different
guise, it was also suggested that the oscillating asymp-
tote of G(n) may be somehow related to the Yang-Lee
zeros. To the best of our knowledge the rigorous rela-
tion between the transition on the disorder line and the
Lee-Yang zeros is reported here for the first time.
III. RAREFIED STRINGS AND INFINITE
CASCADES OF PHASE TRANSITIONS
We define rarefied strings made out of n spins as
σ(n|m) ≡
n∏
k=1
s(mk) . (14)
These operators are also Ising variables and generalize
the simple string σ(n|1) ≡ σ(n) defined by (5). Contrary
to the latter which includes all n spins of the chain from
its left end, the string σ(n|m) includes n spins s(mk)
residing on the sites m, 2m, ..., nm of the chain separated
by (m − 1) spacings. The right end of this string is the
nm-th site. See Fig. 2.
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FIG. 2: Three examples of the rarefied strings: (a) σ(n|2);
(b) σ(n|3); (c) σ(n|m) (not in scale). Crosses indicate spins
s(mk), 1 ≤ k ≤ n constituting the string.
The new fundamental result we prove below is that
the Ising model (1) possesses an infinite cascade of non-
local phase transitions on the multitude of disorder lines.
Similarly to the known case10, the phase transition on
each disorder line is manifested by appearance of incom-
mensurate oscillations in the corresponding correlation
function of rarefied strings
G(n|m) ≡ 〈σ(l|m)σ(l + n|m)〉 =
〈 l+n∏
k=l+1
s(mk)
〉
. (15)
Note that this function probes the correlations between
the rarefied strings whose right ends are separated by
n incorporated spins and by the distance of r = nm
spacings. These new critical points we found are also
identified with loci of the Lee-Yang zeros of the partition
function of the model (1) with the complex m-periodic
magnetic field.
Let us write the correlation function (15) as
G(n|m) = Tr{(σˆzUˆm)nUˆN−nm}/Z(h) . (16)
Similarly to the case of homogeneous strings, the new
phase transitions on the multiple disorder lines signaled
by oscillations in G(n|m) correspond to appearance of
the imaginary parts in the eigenvalues of Vˆm ≡ σˆzUˆm
which are
µ±m = ∆
m
(
γm ±
√
γ2m − 1
)
= ∆m
{
exp(±arccoshγm), γm > 1 ;
exp(±i arccos γm), γm < 1 . (17)
where ∆ ≡ √e4K − 1; γm ≡ tanhh tanh ζ coshmζ, and
ζ ≡ arcsinh
( coshh√
e4K − 1
)
. (18)
This is most readily seen by taking a particular choice
N = nm in (16) yielding G(n|m) ∝ Tr(Vˆm)n. As we
have shown in Appendix A, the complex eigenvalues µ±m
(i.e. γm < 1) are possible only for oddm = 2l+1, l ∈ Z+,
which we will always assume, unless specified otherwise.
Qualitatively, the occurrence of phase transitions (or
complex µ±m) for odd m only can be understood as a re-
sult of extra frustration due to coupling of two antiferro-
magnetic sublattices (say ABABAB...) by the m-string
operator. On the contrary, the even m-string operator
includes spins from one sublattice only (A or B).
From the above equations and the condition γm = 1
one can find (for the details, see Appendix A) the equa-
tion for the critical (disorder) line Tc,m(H) of phase tran-
sition:
sinhh sinhmζ = e2K . (19)
At T < Tc,m(H) (or, equivalently at H > Hc,m(T )) the
correlation function G(n|m) whose exact formula (B7)
is calculated in Appendix B, decays exponentially with
the distance r = nm  1 as G(n|m) ∼ e−κmr. At
weaker fields H < Hc,m(T ) (or at T > Tc,m(H)) we
infer from the exact result (B9) for the correlation func-
tion G(n|m) that the exponent is modulated by oscilla-
tions as G(n|m) ∼ e−κmr cos(qmr + δm). The analyti-
cal expressions for the inverse correlation length κm and
4the wave vector of oscillations qm are given by equations
(B8), (B10) and (B11) in Appendix B.
The phase diagram of the Ising chain with several dis-
order lines Tc,m(H) numerically calculated from Eq. (19)
for different m is shown in Fig. 1. The number of critical
lines of phase transitions filling up the region H ≤ 2J
is infinite corresponding to any positive odd m. All
those lines sprung from the same zero-temperature criti-
cal point H = 2J which separates the antiferromagnetic
(H < 2J) and ferromagnetic (H > 2J) ground states.
The newly found lines of phase transitions in the corre-
lation functions of rarefied strings Tc,m(H) (m ≥ 3) de-
crease monotonously with both m and H. This implies
that the “truly disordered” phase with pure exponential
decay of all string correlation functions G(n|m) can be
reached at low temperatures T < Tc,1 only if H > 2J .
The phase diagram at H < 2J consists only out of oscil-
lating phases, and the number of simultaneously oscillat-
ing G(n|k) increases on the (T,H)-plane with decreasing
T or H. Each region between two adjacent critical lines
Tc,m+2 < T < Tc,m where m = 2l+1, accommodates l+1
oscillating functions G(n|k) with k ≤ m. This infinite se-
quence of the critical lines resembles the devil’s staircase
of the commensurate-incommensurate transitions known
for the 3D Ising models with competing couplings.13,17
However the lack of local or string order parameters
at T > 0 and finite correlation length at Tc,m indicate
at a very particular nature of the phase transition on
the disorder lines. The correlation length manifests a
weaker singularity than expected for a continuous phase
transition: namely it has a cusp at the critical point, as
one can see in Fig. 3. (Note that the name itself of the
FIG. 3: (Color online) Inverse correlation lengths κm as func-
tions of the magnetic field at T/J = 0.1 and for different
values of m:  (m=1); © (m=3); ♦ (m=5); 4 (m=11).
“disorder line”10 is due to the local minimum of the cor-
relation length at the critical point.) The wave vector
of oscillations qm evolves smoothly from zero at the crit-
ical point towards the commensurate limit qm = pi/2m
at H → 0, see Fig. 4. Such behavior is quite similar to
that of the floating phase occurring in some frustrated
2D Ising models.18,19
FIG. 4: (Color online) Wave vector of oscillations qm as a
function of the magnetic field at T/J = 0.1 and for different
values of m:  (m=1); © (m=3); ♦ (m=5); 4 (m=11).
IV. DUAL m-LEG SPIN TUBES
It is interesting to push further the (spin-string) dual-
ity between the Ising (1) and the ANNNI (6) chains to
detect the cascades of transitions in terms of usual spin-
spin correlation functions. To proceed let us define more
species of rarefied strings as
σα(n|m) ≡
n∏
k=1
s(mk − α+ 1) ; α = 1, ...,m, (20)
which are just the strings (14) (see Fig. 2) shifted by
α− 1 spacings to the left. Since σα(n|m)σα(n− 1|m) =
s(mn−α+1), the Ising model (1) can be mapped onto the
Hamiltonian of m-leg tube. With the choice N = mNL
and the PBC along the chain, we imply periodicity in the
α-space: σ1(n|m) = σm+1(n|m). Simplifying notations
further as s˜α(n) ≡ σα(n|m), we get the dual representa-
tion of the Hamiltonian (1):
βH =
NL∑
n=1
m∑
α=1
{
− hs˜α(n)s˜α(n+ 1)− 1
+ Ks˜α(n)s˜α(n+ 1)s˜α+1(n)s˜α+1(n+ 1)
}
. (21)
Here α is leg’s number in the tube, n numbers the spin
in a leg, and NL is the number of spins in each leg. The
m-leg tube (see Fig. 5) has the nearest-neighbor in-leg
coupling H and the plaquette coupling J between four
spins residing on the vertices of each facet of the tube.
This chain-tube duality maps the nonlocal phase transi-
tion probed by m-periodic strings of the Ising chain (1)
5onto the disorder line of the spin-spin in-leg correlation
function of the m-leg tube (21):
G(n|m) = 〈σα(l|m)σα(l + n|m)〉
≡ 〈s˜α(l)s˜α(l + n)〉 , ∀ α = 1, ...,m. (22)
Contrary to some other examples of the spin chains
 
 


  
  


 
 


 
 


  
  
  



 
 


 
 


  
  
  



 
 
 



 
 


 
 


  
  
  



  
  


  
  


  
  
  



  
  
  



  
  
  



 
 
 



  
  
  



 
 
 



 
 
 



 
 
 



  
  
  



 
 


 
 


 
 
 



 
 
 



  
  
  



  
  
  



  
  
  



 
 
 



 
 
 



 
 
 



                 
      
      
      
      
      
      
      
      
      
      
    











        
      
(a)
(b)
3a
ma
J
H
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H
FIG. 5: m-leg spin tubes dual to the Ising model (1). (a)
m = 3, the nearest-neighbor coupling along the leg is H;
dashed loop on a plaquette indicates the four-spin coupling J .
(b) fragment of them-tube, similar notations. For consistency
in the spatial dependence of G(n|m) the distance between the
rungs of the tubes is set to ma, where a is the spacing of the
original Ising chain.
or ladders (for more details, review and references, see,
e,g,20), this duality does not help to reveal the local or
string Landau-type order parameters, since the correla-
tion functions G(n|m) (∀ m = 2l+1) decay on both sides
from the critical points on the disorder lines Tc,m(H).
V. CASCADES OF TRANSITIONS AND
LEE-YANG ZEROS
We can now extend our previous result for the ho-
mogenous strings and prove that all oscillating phases we
found correspond to the Lee-Yang zeros of the Ising chain
in various m-periodic complex magnetic fields. Indeed,
averaging of the string operator σ(n|m) (cf. Fig. 2) with
NL = N/m nodes is equivalent to evaluation of the par-
tition function of the Ising model with additional imag-
inary field ipi/2 turned on at each crossed site shown in
Fig. 2. According to Eq. (16) G(NL|m) ∝ TrVˆ NLm , where
Vˆm(h) ≡ σˆzUˆm(h) = −iUˆ(h = h+ ipi/2)Uˆm−1(h)
≡ −iUˆm(hm)
∣∣
h=h+ipi/2
, (23)
i.e., Vˆm is (up to a factor −i) the transfer matrix Uˆm of
the Ising chain in the complex-valued m-periodic mag-
netic field
hm(k) =
{
h ∈ C, k = ml & l ∈ N;
h elswhere ,
(24)
evaluated at a particular value h = h + ipi/2. Thus we
can identify the locus of the Lee-Yang zeros of the Ising
model with the periodic field hm and the region in the
parametric space where the oscillating phase is located.
Since
(−i)NLZ(hm)
∣∣
h=h+ipi/2
= (µ+m)
NL + (µ−m)
NL , (25)
zeros of the partition function appear when the eigenval-
ues µ±m of Vˆm become complex, and since Vˆm ∈ R, they
are complex conjugate: (µ+m)
∗ = µ−m. With the results
given in Appendix A for the case when the auxiliary pa-
rameter (A10) γm < 1, we infer that the partition func-
tion Z(hm)
∣∣
h=h+ipi/2
∝ cosNqm is a rapidly oscillating
function with O(N) zeros in the complex plane h. In the
thermodynamic limit the locus of zeros condenses into a
line shown in Fig. 6:
Imh = pi/2 (mod pi), |Reh| = h ≤ hc,m(K) , (26)
with the critical field hc,m(K) determined by Eq. (19).
Imh
Reh
i /2
0 hc,m-hc,m
FIG. 6: (Color online) Loci of zeroes of the partition function
on the plane of the homogeneous complex magnetic field h.
Note that the line of the Lee-Yang zeros is periodic with re-
spect to the shift of Imh by pim, m ∈ Z, and only one (blue
bold) line with Imh = pi/2 is plotted. On the real axis the
zeros are bounded by the condition |Reh| ≤ hc(K) ≡ hc,1(K).
The figure applies also for the component h of the m-periodic
complex field hm defined by Eq. (24). In the latter case the
bounds of the abscissa of the Lee-Yang line(s) are |Reh| =
h ≤ hc,m(K).
We need to emphasize that although we evaluate the
thermodynamic quantities using a complex magnetic
field, it does not make them identical to their counter-
parts for the model where such field is turned on. For
example, the m-string correlation function G(NL|m) =
(−i)NLZ(hm)/Z(h) for h = h + ipi/2, i.e., the average is
weighted with the partition function Z(h) for the Hamil-
tonian (1) with the real magnetic field h. In Appendix
C we present several results for the Ising chain with m-
periodic complex field (24) with h = h+ ipi/2. The ther-
modynamic properties of such model are quite unusual,
as we know from earlier work2,3. In particular, we find
that the standard spin-spin correlation function of this
6model demonstrates persistent incommensurate oscilla-
tions Eq. (C12) on the line of the Lee-Yang zeros with
the wavevector which is twice of qm given by Eq. (B11).
This is a sign of a true long-range order in the oscillating
phase h ≤ hc,m(K).
VI. CONCLUSIONS
We presented new results for the classical antiferro-
magnetic Ising chain in a magnetic field. We show that
the model possesses an infinite sequence of phase transi-
tions on the disorder lines. The phase transition is sig-
nalled by a change of asymptotic behavior of the non-
local correlation functions of rarefied m-periodic strings
(∀ m = 2l + 1, l ∈ Z+) when their monotonous decay
becomes modulated by incommensurate oscillations. We
proposed a duality transformation which maps the Ising
chain onto the m-leg Ising tube with nearest-neighbor
couplings along the legs and the plaquette four-spin in-
teractions of adjacent legs. Then the m-string correla-
tion functions of the Ising chain are mapped onto the
spin-spin correlation functions along the legs of the m-
leg tube. The spin-tube dual Hamiltonians we found are
a very interesting example of solvable Ising models with
multi-spin interactions.21 We also find that the spin-spin
correlation function calculated for this model in the com-
plex magnetic field demonstrates persistent incommensu-
rate oscillations on the line of the Lee-Yang zeros with
the wavevector which is twice of that of the decaying
oscillations.
We trace the origin of these cascades of phase transi-
tions to the lines of the Lee-Yang zeros of the Ising chain
in m-periodic complex magnetic field. Such interpreta-
tion of the disorder line transitions relates the Lee-Yang
zeros in complex fields to the observable (and potentially
measurable) quantities. We believe that the model pos-
sesses even more disorder lines if more general types of
rarefied strings and their mutual correlations are consid-
ered. A very promising direction for future work would
be generalization of the present results on higher dimen-
sions and/or quantum spin models.
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Appendix A: Transfer matrices and eigenvalues
It is convenient22 to write the transfer matrix (2) via
two orthogonal idempotent operators (projectors) Pˆ± as
Uˆ = λ+Pˆ+ + λ−Pˆ− , (A1)
where
Pˆ± ≡ ± Uˆ − λ∓1ˆ
λ+ − λ− =
1
2
{
1ˆ± σˆz sinhh+ e
2K(σˆx coshh+ iσˆy sinhh)
R(h)
}
(A2)
Then ∀ m ∈ N:
Uˆm = λm+ Pˆ+ + λm− Pˆ− . (A3)
Using Eqs. (2,3,A2,A3) we obtain for
Vˆm ≡ σˆzUˆm =
λm+ − λm−
2R
(
sinhh
[
1ˆ + σˆxe
2K
]
+ iσˆye
2K coshh
)
+
1
2
(
λm+ + λ
m
−
)
σˆz . (A4)
The eigenvalues of this matrix are readily found:
µ±m =
1
2
(
TrVˆm ±
√
(TrVˆm)2 + 4(λ+λ−)m
)
, (A5)
with
TrVˆm =
sinhh
R
(
λm+ − λm−
)
. (A6)
Since λ+λ− = −(e4K − 1) is negative in the range of
parameters under consideration, the complex eigenval-
ues (and, consequently, the disorder lines of phase tran-
sitions) are possible only for odd m:
m = 2l + 1, l ∈ Z+ . (A7)
7Let us introduce the hyperbolic parametrization as
ζ ≡ arcsinh
(coshh
∆
)
= log
coshh+
√
cosh2 h+ ∆2
∆
, where ∆ ≡
√
e4K − 1 . (A8)
Then the eigenvalues (A5) of the matrix Vˆm (A4) can be
written as
µ±m = ∆
m
(
γm ±
√
γ2m − 1
)
, (A9)
where
γm ≡ sinhh coshmζ
∆ cosh ζ
= tanhh tanh ζ coshmζ . (A10)
For each given m the critical line of the phase transition
(disorder line) defined by Eq. (19) and shown in Fig. 1
corresponds to the condition γm = 1. The condition
γm > 1 corresponds to the disordered phase, while γm <
1 in the oscillating phase. From the above equations we
readily obtain:
µ±m = ∆
m
{
exp(±arccoshγm), γm > 1 ;
exp(±i arccos γm), γm < 1 . (A11)
For m = 1 the equation for the disorder line (19) re-
duces to the Stephenson result (8).10 One can also find
the explicit transcendental equation for the critical line
at m = 3:
sinhhc,3(K) =
∆
21/3
[(√
1 +
1
432
(∆2 + 4)3
∆6
+ 1
) 1
3
−
(√
1 +
1
432
(∆2 + 4)3
∆6
− 1
) 1
3
]
. (A12)
The critical lines for m > 3 are found by numerical solu-
tion of Eqs. (19) and (A8).
Appendix B: Correlation functions
To calculate correlation functions of the rarefied strings
(16) we will need powers of the operator Vˆm. It is most
conveniently done by using two orthogonal projectors Pˆ±m
as
Vˆm = µ
+
mPˆ+m + µ−mPˆ−m , (B1)
where
Pˆ±m ≡ ±
Vˆm − µ∓m1ˆ
µ+m − µ−m
. (B2)
Then ∀ n ∈ N:
(Vˆm)
n = (µ+m)
nPˆ+m + (µ−m)nPˆ−m . (B3)
For odd m the explicit formula for the projectors reads:
Pˆ±m =
1
2
{
1ˆ± σˆz sinhmζ + γme
2K(σˆx + iσˆy/ tanhh)√
γ2m − 1
}
.
(B4)
With all these formulas it is straightforward to get the
correlation function of the rarefied strings (16) in the
thermodynamic limit:
G(n|m) N→∞−−−−→ g+m
(
µ+m
λm+
)n
+ g−m
(
µ−m
λm+
)n
, (B5)
where
g±m ≡ Tr
{Pˆ+Pˆ±m} = 12
{
1± γm tanhmζ√
γ2m − 1
}
. (B6)
In the disordered phase where γm > 1, it decays expo-
nentially and monotonously
G(n|m) = e−ζmn
[
coshmn(ζ − κm) + sinhmn(ζ − κm) tanhmζ
tanhm(ζ − κm)
]
∼ e−κmr (B7)
8with the physical distance r = nm  1 between the
right ends of the rarefied strings. The inverse correlation
length
κm =
1
m
log
λm+
µ+m
= ζ − 1
m
arccoshγm . (B8)
In the oscillating phase when γm < 1, the correlation
function behaves as
G(n|m) = e−κmmn
[
cos(mnqm) + sin(mnqm)
tanhmζ
tanmqm
]
∼ e−κmr cos(qmr + δm) (B9)
at r  1. The inverse correlation length in this case is
κm =
1
m
log
λm+
|µ+m|
= ζ , (B10)
and the incommensurate wave vector of the oscillations
qm =
1
m
argµ+m =
1
m
arccos γm . (B11)
At the critical point γm = 1
G(n|m) = e−κmmn
[
1 + n tanhmζ
]
(B12)
For m = 1 the above equations recover the result of
Stephenson (9).10 Examples of the inverse correlation
lengths and wave vectors of oscillations numerically cal-
culated from the above equations are plotted in Fig. 3
and Fig. 4.
Appendix C: Ising model in m-periodic complex
field
We will be interested in the special case of the m-
periodic magnetic field hm(k) defined by (24) when h =
h+ipi/2, i.e., the field on the complex plane h varies along
the line parallel to the real axis and passing through the
locus of the Lee-Yang zeros, as shown in Fig. 6. For con-
venience we will use the upper case for this special field,
i.e.
Hm(k) =
{
h+ ipi2 , k = ml & l ∈ N;
h elswhere .
(C1)
We are interested in calculating the correlation function
of spins residing on the sites where the complex field is
applied:
G(nm,Hm) ≡ 〈s(ml)s(ml +mn)〉 . (C2)
Using Eqs. (23,25) we get
G(nm,Hm) = Tr
{
σˆz
(
Uˆm(Hm)
)n
σˆz
(
Uˆm(Hm)
)NL−n}
/Z(Hm) =
Tr
{
σˆz
(
Vˆm(h)
)n
σˆz
(
Vˆm(h)
)NL−n}
(µ+m)NL + (µ
−
m)NL
. (C3)
The ends of the Lee-Yang line h = ±hc,m(K) (γm = 1)
are the critical points of the model, and in the same
time they are the branch points of µ±m(h), cf. Eq. (A9)
and Fig. 6. Between the critical points ±hc,m(K) along
the Lee-Yang line the partition function oscillates rapidly
and does not have a rigorous thermodynamic limit. This
problem is known from earlier work2,3. We handle it by
cutting the complex plane h between the branch point
along the Lee-Yang line (blue bold line in Fig. 6). Ad-
dition of an infinitesimal imaginary part h → h + i
(→ 0+) results in
|µ+m(h+ i)| > |µ−m(h+ i)| (C4)
and allows us to take the thermodynamic limit and cal-
culate parameters in the oscillating phase when |h| <
hc,m(K) by reaching the cut in the complex plane h from
the top. This yields
9G(nm,Hm) N→∞−−−−→ Tr
{(
σˆzPˆ+m
)2}
+ Tr
{
σˆzPˆ+mσˆzPˆ−m
}(µ−m
µ+m
)n
. (C5)
One can show after some algebra that
Tr
{(
σˆzPˆ+m
)2}
= M(Hm)
2 , (C6)
where we introduced the magnetization on the sites k =
ml where the field h+ ipi/2 is applied:
M(Hm) ≡ 〈s(ml)〉 = sinhmζ√
γ2m − 1
. (C7)
The second matrix term in (C5) can be also worked out
into a simple form
Tr
{
σˆzPˆ+mσˆzPˆ−m
}
= 1−M(Hm)2 , (C8)
yielding a nice result for the correlation function:
G(nm,Hm) = M(Hm)2 +
[
1−M(Hm)2
](µ−m
µ+m
)n
. (C9)
Subtracting a trivial constant term due to the field-
induced magnetization, we readily obtain exponentially
dying off correlations when |h| > hc,m(K):
GR(r,Hm) ≡ G(r,Hm)−M(Hm)2 =
[
1−M(Hm)2
]
e−κ˜mr ,
(C10)
where r = nm and the inverse correlation length
κ˜m =
2
m
arccoshγm =
2
m
log
(
γm ±
√
γ2m − 1
)
. (C11)
Along the Lee-Yang line (branch cut) when |h| <
hc,m(K) the correlations do not decay, but oscillate
steadily as
GR(r,Hm) =
[
1−M(Hm)2
]
e−i2qmr , (C12)
where the wavevector qm is given by Eq. (B11). Such
behavior of the correlation function GR(r,Hm) can be in-
terpreted as a sign of the local long-range spin order in
the model with complex field in the oscillating phase.
The critical behavior of this model near the critical point
|h| = hc,m(K) (γm = 1) is quite unusual: although the
correlation length diverges (κ˜m → 0 in Eq. (C11)) as
one would expect, so does the magnetization M(Hm).
Moreover, the latter stays purely imaginary along the
Lee-Yang line. These findings are in agreement with ear-
lier results by Fisher and Suzuki for the homogeneous
complex field (m = 1).2,3
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