Abstract-In the past decades, many types of nature inspired optimization algorithms have been proposed to solve unconstrained global optimization problems. In this paper, a new hybrid algorithm is presented for solving the nonlinear unconstrained global optimization problems by combining the genetic algorithm (GA) and local search algorithm, which increase the capability of the algorithm to perform wide exploration and deep exploitation. The proposed algorithm is called a Genetic Local Search Algorithm with Self-Adaptive Population Resizing (GLSASAPR). GLSASAPR employs a self-adaptive population resizing mechanism in order to change the population size NP during the evolutionary process. Moreover, a new termination criterion has been applied in GLSASAPR, which is called population vector (PV) in order to terminate the search instead of running the algorithm without any enhancement of the objective function values. GLSASAPR has been compared with eight relevant genetic algorithms on fifteen benchmark functions. The numerical results show that the proposed algorithm achieves good performance and it is less expensive and cheaper than the other algorithms.
I. INTRODUCTION
Evolutionary algorithms (EAs) are stochastic population based meta-heuristics (P meta-heuristics) that have been successfully applied to many real and complex problems [1] . Combining EAs with the local search (LS) algorithm is called memetic algorithms (MAs), which are used in order to be speeded up the exploring process in the search space and to avoid the premature convergence. The main idea behind MAs is to combine the advantages of the EAs to explore more solutions in the search space and the local search algorithm to refine the best found solution so far. A successful MA is an algorithm composed of several well-coordinated components with a proper balance between the global and the local search, which improves the efficiency of searches [2] . Many MAs have been applied to numerical optimization problems, such as a hybrid genetic algorithm with local search (GA-LS) [3] , [4] , [5] , differential evolution with local search (DE-LS) [2] , [6] , [7] , particle swarm optimization with local search (PSO-LS) [8] , [9] , [10] , and evolutionary programming with local search (EP-LS) [11] . Genetic algorithms (GAs) [12] are a very popular class of EAs, they are the most studied population based algorithms. They are successful in solving difficult optimization problems in various domains (continuous or combinatorial optimization, system modeling and identification, planning and control, engineering design, data mining and machine learning, artificial life, Bioinformatics) see for example [13] , [14] , [15] , [16] . In the literature, some efforts have been made to solve unconstrained global optimization problems, e.g., Genetic Algorithms (GAs) [10] , Evolutionary Algorithms (EAs) [17] , Tabu Search (TS) [18] , Artificial Immune System (AISs) [19] , Ant-Colony-based Algorithm [20] . In this paper, we propose a new hybrid GA and local search algorithm, which is called a Genetic Local Search Algorithm with Self-Adaptive Population Resizing (GLSASAPR). Our goal is to construct an efficient algorithm to obtain the optimal or near optimal solution of some benchmark functions. A main key feature of designing an intelligence search algorithm is its capability of performing wide exploration and deep exploitation. This key feature has been invoked in the proposed GLSASAPR by applying two strategies (population size reduction and exploitation or intensification process). In GLSASAP R, The initial populatio n co nsists o f chromosomes or individuals generated randomly. GLSASAPR applies the genetic operations (crossover, mutation) on the selected individuals from the population according to their objective values. The linear crossover has been applied to the selected individuals in order to avoid premature convergence by having children, which are similar to their parents and increases the exploration ability of the algorithm. The local search algorithm has been applied as an exploitation process to refine the best individual found so far at each generation. GLSASAPR invokes a new termination criterion by using the population vector PV, which is a zero's vector of size 1× k, k is the number of the column in the vector. The algorithm is terminated when all the entities of the PV columns are updated to one's. The performance of GLSASAPR was tested using fifteen benchmark functions, which are reported in Table 5 in Appendix A and has been compared with eight algorithms as shown in experimental results section.
The paper is organized as follows. In Section II, A brief description has been introduced of the global optimization problem and the genetic algorithm.
Section III describes the proposed GLSASAPR and how it works. Section IV discusses the performance of the proposed algorithm and reports the comparative experimental results on the benchmark functions. Finally, Section V summarizes the conclusions of the paper.
II. GLOBAL OPTIMIZATION PROBLEMS
The global optimization problem can be formulated as follows.
Where x is a vector of variables, x = (x 1 , x 2 ,..., x n ), f is the objective function, l is lower bound, l = (l 1, l 2,..., l n ) and u is upper bound, u = (u 1 , u 2 ,..., u n ).
III. GENETIC LOCAL SEARCH ALGORITHM WITH SELF-ADAPTIVE POPULATION RESIZING (GLSASAPR)
In this paper, a new hybrid genetic and local search algorithms called Genetic Local Search Algorithm with Self-Adaptive Population Resizing (GLSASAPR) is presented for solving unconstrained global optimization problems. The main components of GLSASAPR are introduced below before presenting the formal GLSASAPR algorithm at the end of this section.
 Population resizing
The population is divided into groups of partitions. Each partition contains a certain number of individuals and this partition is treated as a subspace in the search process. The population size reduction is being performed during the evolutionary process. In the proposed population size reduction mechanism, the worst individuals, which have lowest function values, are removed from the population. The aim of the populationresizing algorithm is to keep the best individuals to next generations and reducing the computational time.
 Intensification
In order to accelerate the convergence instead of keeping the algorithm running for many generations without any enhancements of the objective function, we apply an intensive local search algorithm starting from the N elite best solutions found so far at each generation. Invoking these two strategies in GLSASAPR algorithm and combining them together improve its performance as shown later in the numerical experiments and represents the main difference between GLSASAPR and the other related algorithm existing in the literature.
A. Overview of genetic algorithm
A Genetic algorithm (GA) starts with a population of randomly generated solutions called chromosomes, these chromosomes are improved by applying genetic operators, modeled on the genetic processes occurring in nature. The population undergoes evolution in a form of natural selection. During successive iterations, called generations, chromosomes in the population are rated for their adaptation as solutions, and on the basis of these evaluations, a new population of chromosomes is formed using a selection mechanism and specific genetic operators such as crossover and mutation. An evaluation or fitness function must be devised for each problem to be solved. Given a particular chromosome, a solution, the fitness function returns a single numerical fitness, which is supposed to be proportional to the utility or adaptation of the solution, which that chromosome represents. The main structure of a GA is shown in Algorithm 1.
B. Crossover and mutation
With linear crossover an offspring selection mechanism is applied, which chooses the two most promising offspring of the three to substitute their parents in the population. GLSASAPR uses linear crossover operation [21] as defined in the following procedure.
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C. Local search algorithm
Local search algorithm (LSA) starts at a given initial solution. At each iteration, the heuristic replaces the current solution by a neighbor solution that improves the objective function. The search stops when all trail neighbors are worse than the current solution (local optimum is reached). Algorithm 2 illustrates the structure of a local search algorithm. In Algorithm 2, an initial solution x 0 is generated randomly, from this solution a sequence of trail solutions x 1 , x 2 ,..,x n are generated. If one of these trail solutions is better than the current solution, it becomes the current new solution. The operation is repeated until termination criteria satisfied.
D. Self-adaptive population resizing
GLSASAPR uses Algorithm 3 in order to reduce the population size and terminate the search automatically. The population is partitioning into υ partitions. The population vector PV is initialized to be 1 × k zero's vector in which each entry of the i-th column in PV refers to a sub-population of NP as shown in Figure 1 . While the search is processing, the entries of PV are not updated to be ones unless the fitness function value of the best chromosome in the current population size is ≤ Є, where Є = f best -f min /υ, υ, fbest and fmin represent the current population partitions number, best solution found in the current generation and the global optimum for the function. The entry of the last column in PV is updated to one when the fitness function value of the best solution in the population is equal or near the function global minimum value. At each time, the entry of the i-th column is updated to one and the population size is being reduced by 1/υ of the current population size during the evolutionary process by removing the worst chromosomes from the population. After having a PV full, i.e., with no zero entry, the search is learned that an advanced exploration process has been achieved and the algorithm is terminated.
E. The automatic termination criteria with PV
Termination criteria are the main GAs drawback. GAs may obtain an optimal or near-optimal solution in an early stage of the search but they are not learned enough to judge whether they can terminate. GLSASAPR uses the termination criterion of PV; the algorithm is terminated when all entries in PV are updated to be ones.
F. The algorithm of GLSASAPR
The main steps of GLSASAPR algorithm is described as follows. GLSASAPR starts by setting the initial values of the population size NP, the crossover and mutation probabilities and the population vector PV. Then the initial population contains NP chromosomes (individuals) is created. At generation t, each individual in GLSASAPR is evaluated and the parent selection is applied. In order to generate a new offspring, GLSASAPR apply a linear crossover operator as shown in Procedure 1 and mutation operator. The population individuals are evaluated and the best found solution is refined by applying local search algorithm as an intensification process as shown in Algorithm 2. The population size reduction mechanism starts by applying Algorithm 3. This scenario is repeated until the termination criteria are satisfied. Specifically, GLSASAPR terminate the search after getting a full PV i.e with all ones. Table 5 in Appendix A. GLSASAPR was programmed in MATLAB, the results are reported in Tables 2, 3 . Before discussing the results, we discuss the parameters setting of GLSASAPR algorithm and its performance analysis.
A. Parameter setting
GLSASAPR parameters are summarized with their assigned values in Table 1 . These values are based on the common setting in the literature of determined through our preliminary numerical experiments. The parameters are categorized in the following groups. The population vector is divided into k sub-range, where k = 5. This value is corresponding to the number of the initial population partitions.
 Population size parameters
The initial population of candidate solutions was generated randomly across the search space. The experimental studies show that, the best initial value of population size is NP = 25. The increasing of this value will increase the function evaluation value without much improving in the function values. The population size is decreased during the evolutionary process. The population size is divided to υ partitions, where υ = 5,...,1. The population size reduction is calculated as follows.
Where j refers to each entry column in PV, j =1,..., k.
 Crossover and mutation parameters
The crossover probability Pc represents the proportion of parents on which a crossover operator will act. We set the value of Pc equal to 0.6. The mutation operator performs a random walk in the vicinity of a candidate solution. The experimental results show that it is better to set Pm equal to 0.04.
 Local search parameters
At each generation, we apply a local search algorithm as shown in Algorithm 2 starting from the N elite best solutions, we set N elite = 1.
B. Performance analysis
1) The efficiency of the local search algorithm:
GLSASAPR uses a local search algorithm starting from the best obtained solution at each generation. The local search algorithm is invoked in GLSASAPR in order to accelerate the convergence at each generation instead of letting the algorithm running for several generations without much significant improvement of the objective function values. Figure 2 represents the general performance of GLSASAPR and the effect of the local search algorithm on two selected functions f11, f15 with 10, 30, 50, 100 dimensions by plotting the values of function values versus the number of generations.
In Figure 2 , the dotted line represents the results of GLSASAPR without local search algorithm, the solid line represents the results of GLSASAPR with the local search algorithm. 2) The general performance of GLSASAPR on benchmark functions: In order to analyze the general performance of GLSASAPR, numerical experiments on fifteen functions with 10 -100 dimensions is studied as shown in Table 2 and Figure 3 Table 2 show that GLSASAPR found the exact global minimum value for 7 functions and near the optimal values for other 8 functions only with few thousands of function evaluations. 
C. GLSASAPR and other Algorithms
GLSASAPR algorithm has been compared with the following eight relevant genetic algorithms  ALEP (Adaptive Levy Evolutionary programming) [22] . This algorithm uses evolutionary programming with adaptive Levy mutation in order to generate a new offspring.
 FEP (Fast Evolutionary programming) [23] . This algorithm uses evolutionary programming with Cauchy mutation to generate a new offspring for each generation.
 OGA/Q (Orthogonal Genetic Algorithm with Quantization) [24] . This algorithm uses an orthogonal design to construct crossover operator.
 M-L (Mean-value-Level-set) [25] . This algorithm tries to improve the mean of the objective function value on the level set.
 CGA-TS (Conventional Genetic Algorithm and Tabu Search). This algorithm is a hybrid algorithm between Conventional GA and TS algorithm.
 HTGA(Hybrid Taguchi Genetic Algorithm) [26] . This algorithm is a hybrid algorithm that combining the Taguchi method and a genetic algorithm.
 LEA (Level-set Evolutionary Algorithm) [9] . This algorithm is a level set evolutionary algorithm for global optimization with Latin squares.
 H-CAGA (Hybrid CAscaded Genetic Algorithm) [27] This algorithm combines a global search genetic algorithm in a course to fine resolution space with a local Tabu search algorithm respectively are reported in Table 3 and Tables 4. The numerical results of all methods are taken from its original papers. We can conclude from the results in Table 3 and Tables 4 that GLSASAPR algorithm founded global optimum or near global minimum in many cases with low computational cost and outperformed the other algorithms. Also we can observed from Figures 4 and 5 that in the case of GLSASAPR, the error is close to 0 in most functions. Figures 4 and 5 show the mean error (using log values for a better visualization when the values are too low) for 30 and 100 dimensions for eleven and four functions respectively. For most of the other algorithms there could be observed an increase in error as the dimensionality of the problem increases. Figures 6  and 7 show the comparative results of GLSASAPR (function evaluations) and other algorithms at dimensions 30, 100 respectively. In Figures 6 and 7 the comparisons with other algorithms indicate that GLSASAPR is promising and it is less expensive and much cheaper than other algorithms
V. CONCLUSION
This paper presents a new hybrid algorithm for solving the nonlinear unconstrained global optimization problems. The proposed algorithm combines the GA and the local search algorithm in order to increase the ability of the diversification and the intensification of the algorithm. The proposed algorithm is called a Genetic Local Search Algorithm with Self-Adaptive Population Resizing (GLSASAPR). GLSASAPR invokes two main strategies. The first one is the population size reduction which reduces the cost of the evaluation function during the search process. The second strategy is the intensification process, which applies a local search algorithm at each generation in order to improve the best individual found so far. Moreover, a new termination criterion has been proposed by applying the population vector PV which is a zero's vector in order to reduce the population size during the evolutionary process and terminates the search when all the zero entities of PV column updated to one's. GLSASAPR has been compared with eight relevant genetic algorithm on fifteen benchmark test functions. The experimental results show that GLSASAPR is an efficient and promising algorithm and faster than other algorithms. 
