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Introduction
The U.S. Geological Survey (USGS) has historically used mechanical rotational current meters such as Price AA and pygmy meters to measure discharge. Many alternatives to these meters have been developed over the past 20 years, especially in the area of hydroacoustic technology. The USGS has been using hydroacoustic devices, specifically acoustic Doppler current profilers (ADCPs) attached to manned or tethered boats since the mid-1990s to measure discharge in a variety of conditions (Gotvald and Oberg, 2008 ). Acoustic Doppler current profilers measure discharge by profiling a cross-section of a channel for water depth and water velocity. This method for measuring discharge can be biased when data are collected during moving bed conditions (Mueller and others, 2013) . The use of differential global positioning systems (GPS) is a reliable alternative to ADCP bottom-tracking data for determining boat speed when measuring discharge under moving bed conditions; however, conditions may exist when GPS and ADCP bottom track methods are not reliable and therefore, other alternative devices have been researched.
One such device is the Qliner manufactured by Ott Hydromet (Ott Hydromet, 2006) . The Qliner measures velocities passing through the vertical axis of the instrument while it is maintained in a stationary location. The Qliner is capable of averaging velocities from three beams to calculate discharge. Beams 1 and 2 are the primary beams used to determine the mean velocity. Beams 1 and 2 are orientated at an angle of 25 degrees from a vertical position: this angle limits their ability to measure velocity in water less than 0.76 meters (m) ( fig. 1 ). Beam 3 is orientated horizontally at a 20-degree angle and is an optional beam used in data collection that was developed to collect velocity data in water less than 0.76 m. The Qliner uses the mid-section method as described in Rantz and others (1982) . The mid-section method is not biased by moving bed conditions because the ADCP is held stationary for each velocity measurement and the velocity measured by the ADCP is only water velocity (Oberg and others, 2005) . Using this stationary deployment approach eliminates the biases created from moving bed conditions, because bottom tracking is not required to obtain the correct water velocity.
To evaluate the Qliner for use in measuring discharge, the USGS, in cooperation with the University of Iowa IIHR -Hydroscience and Engineering (IIHR), completed laboratory flume testing and field testing with the device. The flume testing was used to evaluate the measured velocities using beams 1, 2 and 3, as well as to evaluate the use of the manufacturer default 0.20-m blanking distance (Nortek-as, 2005) . A Sontek MicroADV (Sontek a Xylem Brand, 2015) was used in the flume as the velocity reference instrument (Craig and Muste, 2009 ). The USGS made discharge measurements in the field using the Qliner, comparing the results to other discharge measurement devices.
Purpose and Scope
The purpose of this report is to document the use of the Qliner for making field measurements of velocity and discharge. The first objective was to determine the minimum blanking distance needed to alleviate any bias in velocity measurements caused by signal interference, instrument ringing, and flow disturbance. The second objective addressed in this report was to determine the applicability and conditions of use for inclusion of beam-3 velocity data. The third objective was to determine the appropriate exposure time needed for an accurate measurement of velocity for the use in discharge measurements. Several studies have investigated the importance of exposure time and the effects on uncertainty related to discharge measurement data collection. Three such studies that were used to validate the need to change the USGS policy on discharge data collection methods are described in USGS Office of Surface Water memorandum 2011.08 (U.S. Geological Survey, 2011). Finally, this report provides information regarding the comparability of Qliner discharge measurements with other researched discharge measurement data collection devices. Flume testing and field comparisons were used to document the applicability of using the Qliner as an appropriate device for discharge measurements. A previous study completed by the U.S. Bureau of Reclamation examined the Qliner in laboratory and field settings (Frizell and Vermeyen, 2007) . This report adds to the Reclamation study in further, by examining individual cells of velocity data measured by the Qliner as well as evaluating the Qliner in the field in natural channels.
Methods
This study consists of two principle components: controlled laboratory tests of the Qliner and collection of field data to compare data collected using the Qliner to data collected concurrently using other discharge measurement devices. The IIHR provided the controlled environment flume testing of the Qliner instrumentation at their research facility with equipment and guidance provided by the USGS IA WSC. The USGS IA WSC completed the Qliner field evaluation tests.
Laboratory Methods
The laboratory tests of the Qliner were carried out in the IIHR Environmental Flow Facility (EFF). The EFF is a recirculating nontilting flume that is 19.81 m long, 3.05 m wide and 2.29 m deep. The maximum flume flow capacity is 3.54 cubic meters per second (m 3 /s) re-circulated through two 0.91-m pipe lines. Because of the requirement for a freeboard of 0.3 m, the maximum depth of flow available for this study was 1.98 m. Additional information regarding the EFF is described in Craig and Muste (2009) . The experimental test area of this study was located 4.27 m downstream from the raised floor section of the flume. A schematic of the flume and experiment location is shown in figure 2 .
The Qliner and Sontek MicroADV were mounted inplace on a traverse across the top of the flume and were stationary throughout the laboratory portion of this study ( fig. 3) . The measurements included in-axis (vertical) and in-beam measurements with the Qliner and MicroADV. The Qliner velocity measurements were compared with the MicroADV velocity measurements (Craig and Muste, 2009) . A Qliner with a frequency of 1 megahertz (MHz) was used in this study. The high-resolution, high-frequency reference instrument for the study was a Sontek MicroADV with a frequency of 16 MHz. Specifications of each instrument used in the study are presented in table 1. The velocity data collected by the Qliner and MicroADV are comparable because both instruments calculate velocity data based on the Doppler principle as described in Simpson and Oltmann (1993) .
The first test completed was an in-axis evaluation of the velocities measured by the Qliner. In this test series, the MicroADV and Qliner velocity profiles were measured nonconcurrently at the centerline of the test section in 0.91-m, 1.52-m, and 1.98-m depths (Craig and Muste, 2009 ). For each flow depth, five 5-minute measurements were made with the Qliner mounted to a rigid aluminum frame suspended from a traverse (Craig and Muste, 2009 ). For all tests, the minimum manufacturer recommended blanking distance (0.2 m) and minimum cell size (0.3 m) were selected (Craig and Muste, 2009 ). The maximum depth setting was set to the actual flow depth plus one cell (0.3 m) for each set of measurements (Craig and Muste, 2009 ). The immersion depth was measured at 0.06 m. Sets of consecutive 40-second measurements were extracted from the 5-minute measurements in post-processing of the data for analysis (Craig and Muste, 2009 ).
The second test was carried out as an in-beam evaluation of the velocities measured by the Qliner. The MicroADV measurements were made concurrently and located in the centroid of the Qliner velocity measurement cells in beams 1, 2 and 3. The MicroADV measurements were made along the projected beams of the Qliner ( fig. 1 ). To avoid potential interference of the velocity data by concurrently collecting data during the in-beam test, the MicroADV was placed in the beam 3 projected line while recording beam 1 and 2 data, and then the MicroADV was placed in the projected line of beams 1 and 2 while collecting beam 3 data (Craig and Muste, 2009) . Thus the accuracy of the comparisons of the MicroADV data and the Qliner data is dependent on the assumption that the average flume velocities were uniform for the selected averaging period for the in-beam and in-axis tests (5 minutes, 40 seconds). Additional information on the determination of these MicroADV measurement locations is described in Craig and Muste (2009) . A total of 15 MicroADV measurements were made corresponding to the 15 Qliner measurement cell locations: 4 measurements in beam 1, 4 measurements in beam 2, and 7 measurements in beam 3 (Craig and Muste, 2009 ). The same Qliner settings were used during the in-beam test as were used in the in-axis test. A schematic of the in-beam tests is shown in figure 1 . The final laboratory test completed was to determine if incorporating beam 3 into the calculation of the mean velocity produces a bias into a computed discharge measurement. This test was set up to simulate a discharge measurement within the flume setting. Within the flume, there was a known cross-sectional area based on the width and the depth of the water during this test. The reference mean velocity was determined using the 1/6 power law (Craig and Muste, 2009 ) being applied to the point velocity measurements collected with the MicroADV. The discharge data collected with the Qliner were processed within the Ott Hydromet software QReview version 2.19 (Ott Hydromet, 2007 ) and compared with the data collected using the MicroADV. The MicroADV velocity data were recorded using the software package Sontek HorizonADV (Craig and Muste, 2009 ). The MicroADV discharge calculations were made using Microsoft Excel (Microsoft, 2007).
Field Methods
The field sites were selected at USGS streamgages in Iowa that had stable controls and historically have discharge measurements that result in small deviations from the base stage-discharge relation for the site location. The objective for selecting sites was to minimize the effect of the channel conditions on the results of the discharge measurement data collected. A total of 11 different sites ( fig. 4 ) having varying sizes of drainage areas within Iowa were used to collect the comparison measurement data (table 2) .
Field evaluation of the calculation of discharge was completed by USGS personnel following USGS discharge measurement policies that were in place during the time of data collection. Field methods used were based on guidance from the USGS Office of Surface Water Technical Memorandum and reports released before August 2008 (Rantz and others, 1982; U.S. Geological Survey, 2002; and U.S. Geological Survey, 2005) . Field data collected using the Qliner followed USGS policy regarding mid-section measurements. This included an exposure time of 40 seconds per vertical as described in Rantz and others (1982) .
There were 22 comparison measurements made between February 1, 2006, and August 13, 2008. The comparison discharge measurements were made with Price AA mechanical meters as described in Rantz and others (1982) or with a Teledyne RDI Rio Grande 1200 kilohertz (kHz) ADCP using the moving boat method described in USGS Office of Surface Water Technical Memorandum 2002.02 (U.S. Geological Survey, 2002) and in Oberg and others (2005) .
Laboratory Quality-Control and QualityAssurance Procedures
Laboratory quality-control and quality-assurance procedures were created to provide a testing environment that would produce unbiased results. The IIHR personnel completed several quality-assurance and quality-control tests before and during the flume study. The initial quality-assurance test was to evaluate the reference instrument (MicroADV) velocity by comparison against a laser Doppler velocimeter before deploying the MicroADV as the reference velocity method for this study. The results for this test verified the velocity measurements collected with the MicroADV (Craig and Muste, 2009 ). Secondly to verify the flow in the flume within the area of the Qliner was free from pulsating and variable velocities, the flow was evaluated though a series of measurements made with the MicroADV and the Qliner. The results from this testing verified that the flow did not show pulsating or varying velocities throughout the footprint of the Qliner (Craig and Muste, 2009) .
The next quality-assurance test completed was to verify that the velocity measurements made by the Qliner were not affected by the flume environment. The test was created to compare similar velocity and depth measurements for a field environment to the same conditions in the flume. The Qliner data collected in the field were 10 consecutive 5-minute stationary measurements of velocity and depth. These field data were collected by USGS and IIHR staff at the USGS streamgage Iowa River at Iowa City, IA (05454500). The flume environment was then set up to reproduce the same velocity and depth observed during the field data collection. The computed errors and scattering were comparable for the field, and therefore indicated there was no interference between the Qliner and flume (Craig and Muste, 2009) .
Lastly, to eliminate any potential errors that may be attributed to an improperly functioning Qliner, a second Qliner was used to perform the same tests as the initial Qliner. The second Qliner in this test was a similar profiler with the same frequency as the initial Qliner. The two Qliners demonstrated comparable behavior in terms of deviations from the reference profile. The results of this test are reported in Craig and Muste (2009) . 
Field Comparison Measurements QualityControl and Quality-Assurance Procedures
The quality-control and quality-assurance methods used for the comparison testing of the Qliner field-computed discharge are similar to those used by the USGS for testing other acoustic instrumentation. These methods were developed from previously developed USGS test plans for acoustic instrumentation as discussed in the USGS Office of Surface Water Technical Memorandum 2005.05 (U.S. Geological Survey, 2005).
Two methods were used to compare the discharge measured by the Qliner. These methods were a comparison to a Price AA mechanical current meter measurement or a comparison with a Rio Grande 1200 kHz ADCP acoustic measurement device used by the USGS. The comparison method used was determined on the availability of equipment to collect data. When a mechanical meter was used, mid-section measurement techniques described in Rantz and others (1982) were followed. Measurements with a Rio Grande 1200 kHz ADCP followed methods described in USGS Office of Surface Water Technical Memorandum 2002.02 (U.S. Geological Survey, 2002) and in Oberg and others (2005) . Measurements with either a mechanical current meter or an acoustic device were made as close as possible in time to the Qliner measurement at the same location.
Laboratory Results
The laboratory results used in this report document the comparability of the velocities collected by the Qliner to the reference velocity from the MicroADV. The dispersion of the velocities around the mean collected by the Qliner in the flume also was analyzed.
From the comparative analysis, several important objectives described in the Purpose and Scope section were addressed. The first of which was analyzing potential flow disturbance around the transducers to determine a minimum blanking distance for the Qliner. The results indicated that for beams 1 and 2, a blanking distance of 0.20 m was sufficient because the first cell reported (0.58 m) for the collection of velocity data was beyond the area of flow disturbance from the Qliner hull. Because of the bin size and angle of beam 1 and 2, the first velocity cell is collected outside of the area affected by the hull. However, beam 3 collects data closer to the hull of the Qliner; with a 0.20 m blanking distance, beam 3 reports the first cell at 0.26 m which is not sufficient resulting in a low bias in the near surface cells. If beam 3 is included in the collection of the velocity data, the overall velocity data would be negatively biased. This increased effect from the hull is attributed to the bin size and angle orientation of beam 3 on the transducer of the Qliner as beam 3 is collecting data closer to the hull.
The raw velocity data from the Qliner also were analyzed to determine an optimum exposure time for reporting velocity in the use of discharge measurement calculations. Data collected for the flume velocity validation quality-assurance test were also used to analyze the dispersion of the velocities collected by the Qliner. Velocity data were collected for a total of 100 minutes and the mean velocity from this 100-minute average was used as the true velocity in the calculation of percent data spread, which is also known as coefficient of variation. The data were then separated into 5-minute and 40-second exposure times. The standard deviation of the Qliner velocity data from each bin in the profile for each of these 5-minute and 40-second exposure times was determined (Helsel and Hirsch, 2002 ). This standard deviation was then divided by the 100-minute mean velocity to determine the percent data spread. The results presented in table 3 verify that the shorter exposure time results in a higher dispersion from the 100-minute mean velocity. The mean percent data spread of all of the bins collected in the profile for the 40-second data was 16.6 percent, as compared to the mean percent data spread of 6.2 percent for the 5-minute data. Furthermore, a random error was calculated from the mean percent data to associate the variation in velocity to the data collected during a mid-section discharge measurement. A typical USGS mid-section measurement would contain at least 25 verticals while collecting velocities for 40 seconds at each vertical (Rehmel, 2007) . A random error associated with the velocities collected by the Qliner can be calculated by dividing the mean percent data spread by the square root of the number of verticals or samples. A random error or uncertainty of 3.32 percent from a 100-minute mean Qliner velocity can be expected when collecting 25 verticals with a 40-second exposure time for each vertical.
The comparisons made between the Qliner and the MicroADV during the in-axis laboratory tests also indicated that a longer exposure time will result in Qliner mean velocities with less dispersion from the mean MicroADV velocity. The results from the in-axis tests were similar to the in-beam tests. The results from the in-axis test at a depth of 1.98 m and a velocity of 0.47 m/s are presented in tables 4 and 5. The results in table 4 indicate that when the Qliner velocity data are collected using a 40-second exposure time, the mean percent data spread from the mean MicroADV velocity is 20.3 percent. The results in table 5 indicate that when exposure time is increased to 5 minutes, the mean percent data spread between the Qliner and the MicroADV decreases to 6.6 percent.
The in-beam tests also indicate a longer exposure time would be needed for the collection of more precise velocity data with the Qliner. The in-beam testing results provided similar percent differences as the in-axis tests. The data show that a longer exposure time will decrease the variability in the velocity data and result in a more precise measurement of the velocity. The results of the 40-second exposure time resulted in a mean percent data spread from the MicroADV of 21.1 percent (table 6). The results of the 5-minute exposure time resulted in a mean percent data spread of 6.2 percent (table 7) .
The in-beam and in-axis tests revealed that a longer exposure time would result in less variation in velocity. Table 3 also shows a larger variation in velocity when collecting velocity data over a shorter averaging period. This increased variation associated with shorter averaging periods would indicate that there are fluctuations in flow caused by turbulence found in a natural flow environment over a period longer than 40 seconds. However, when averaged over the vertical and assuming that 25 verticals are collected during a typical mid-section discharge measurement, the variation in measured discharge would be on the order of plus or minus 3.32 percent. Despite the fact that there are large differences in the sample volume between the Qliner and the MicroADV, the results of a similar comparison indicated only slightly larger variation in the velocities when used in a mid-section discharge measurement. 
Field Results
The comparison discharge measurements collected during the field testing period indicated a range in percent difference from the comparison method between -14.0 percent and 8.0 percent (table 8) Mean velocity and depth data also were used to evaluate the Qliner for the collection of discharge measurements (table 9 ). The range of percent differences from the comparison method of mean velocity was -10.22 percent to 15.21 percent, with a standard deviation of 6.92. The velocity comparison data mean percent difference was 1.82, and the median was 1.29 percent different. The range of percent difference from the comparison method of mean depth was -11.69 percent to 16.81 percent, with a standard deviation of 6.30. The Qliner mean depth data had a mean percent difference of 0.70 with a median percent difference of -0.04.
A statistical analysis comparing the Qliner measured discharge with the comparison measured discharge was completed using a t-test to determine if the mean discharges from each device were statistically different. An f-test was computed to determine if the discharges from each device had equal variances. The f-test indicated the variances are equal. A two-sample t-test of equal variances was completed. A p-value threshold of 5 percent was used in this evaluation for the two-sample t-test. A p-value greater than 5 percent indicates the means of the two sample sets are not statistically different. The t-test results, p-value greater than 5 percent, indicated the mean discharge of the Qliner measurements was not statistically different than the comparison measurement, (Helsel and Hirsch, 2002) . 
Summary and Conclusions
The U.S. Geological Survey, in cooperation with the University of Iowa IIHR -Hydroscience and Engineering, evaluated the use of the Ott Hydromet Qliner in laboratory and field conditions. The laboratory testing determined that a 0.20-m blanking distance is sufficient when using beams 1 and 2; when including beam 3, a 0.20-m blanking distance can produce a negatively biased discharge as beam 3 is measuring unnatural flow disturbance caused by the hull directly in the data collection zone. At the time of this study, the ability for the user to set a blanking distance for beam 3 separate from beams 1 and 2 was not available.
Another important result of this study was the determination of the variability and uncertainty in the Qliner velocity data. The laboratory testing indicated that the velocities measured by the Qliner at a 40-second exposure time results in a higher dispersion from the mean velocity of data collected with a 5-minute exposure time. The Qliner velocity data resulted in a mean percent data spread from a 100-minute mean Qliner velocity of 16.6 percent. This 16.6 percent variation in measured velocity would result in a 3.32 percent variation in computed discharge assuming 25 verticals while averaging 4 bins in each vertical.
The Qliner discharge field data collected during this study did not display any biases or significant deviations from the field comparison measurements. The mean percent difference between the Qliner measured discharge and the comparison discharge was 0.22, with a range of percent differences from -14.0 and 8.0. Field discharge measurement comparisons verified that the variability in the Qliner velocities for a typical 25 vertical mid-section measurement is less than a single vertical measurement of velocity.
