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Abstract. We study finite state random dynamical systems (RDS) and their
induced Markov chains (MC) as stochastic models for complex dynamics. The
linear representation of deterministic maps in RDS is a matrix-valued random
variable whose expectation corresponds to the transition matrix of the MC.
The instantaneous Gibbs entropy, Shannon-Khinchin entropy of a step, and
the entropy production rate of the MC are discussed. These three concepts,
as key anchoring points in applications of stochastic dynamics, characterize
respectively the uncertainties of a system at instant time t, the randomness
generated in a step in the dynamics, and the dynamical asymmetry with re-
spect to time reversal. The stationary entropy production rate, expressed in
terms of the cycle distributions, has found an expression in terms of the proba-
bility of the deterministic maps with single attractor in the maximum entropy
RDS. For finite RDS with invertible transformations, the non-negative entropy
production rate of its MC is bounded above by the Kullback-Leibler divergence
of the probability of the deterministic maps with respect to its time-reversal
dual probability.
1. Introduction. The theory of nonlinear stochastic dynamical systems has grad-
ually replacing classical deterministic dynamics as the mathematical representation
of complex systems and processes [25, 26, 29]. Depending on the origin of uncer-
tainties in the applications, stochastic dynamics can be mathematically modeled
either in terms of stochastic process or random dynamical system (RDS) [2]. In
[41], we have studied the contradistinctions between these two types of mathemat-
ical approaches, and found the RDS perspective as a more refined description of
stochastic phenomena. In the present paper we continue to study discrete time
finite state RDS, with a certain level of rigor, and several related concepts that
are likely to be the key anchor points between stochastic dynamics and their ap-
plications. These concepts were originated in statistical physics as the theory that
justifies thermodynamics via a mechanical formulation; they have since permeated
through discussions on complexity.
Key words and phrases. Stochastic process, Markov chain, Random dynamical system,
Entropy.
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The stochastic process perspective, particularly in terms of Markov processes,
has a long history in statistical physics [38, 31]. For example, equations describing
continuous time Markov process, e.g., master equations and Fokker-Planck equa-
tions, have been studied extensively. On the other hand, the field of deterministic
nonlinear dynamics has witnessed a surge of activities in terms of Perron-Frobenius-
Ruelle operator (or transfer operator) [22, 5] and Koopman operator [1] as the linear
representations of nonlinear dynamics. In terms of finite-state RDS and its induced
Markov chain (MC), the transition probability matrix of the latter has been iden-
tified as the expectation of a matrix-valued random variable, where the matrix is
the linear representation of the deterministic map in RDS [41]: The left- and right-
matrix-multiplications represent Perron-Frobenius and Koopman operators of the
deterministic map, respectively; and families of stochastic Perron-Frobenius oper-
ators and stochastic Koopman operators can be defined for MC in terms of the
language of RDS. Both families form semi-groups whose generators are represented
by the transition matrix in terms of left- and right-multiplications. They are discrete
analog of the solutions to Kolmogorov forward and backward equations.
Entropy and entropy production are two distinctly different key concepts origi-
nated in thermodynamics, the study of Newtonian particles in terms of their sto-
chastic motions — called heat. In physicists’ theory, entropy is a function of the
state of a system. Entropy production, however, is associated with the amount
of heat being generated in a process; it is path dependent in general. In fact, the
physicists of the earlier time carefully introduced the notations of dA and d¯Q, where
dA represents a change in a state function A that is path independent, and d¯Q is
associated with the accumulation of heat Q (or work d¯W ) that is a function of a
path. The celebrated First Law of Thermodynamics states that d¯Q + d¯W = dE,
where E is called internal energy. We see that if the work d¯W = F · dx is due to
a force F with a potential, F = −∇U(x), then d¯Q = d(E + U). In terms of the
nonlinear stochastic dynamics, therefore, entropy, as a state function, should be a
functional of the instantaneous probability distribution p(t), but entropy produc-
tion is associated with the transition probability.
Entropy is also a widely used concept in statistical physics, information theory,
and many other areas that involve statistics and distributions. Yet, it still does not
have a universal measure-theoretical definition. In the present work, we introduce
the concept of information as the negative logarithm of the non-negative random
variable, the Radon-Nikodym derivative dPdP′ (ω) defined on a given probability space
(Ω,F ,P), where the probability measure P′ is absolutely continuous w.r.t. P. So
the information is a dimensionless, non-negative random variable, which, we argue,
is the only legitimate quantity that can be placed inside the logarithmic function:
− log [ dPdP′ (ω)]. This definition is motivated by the work of Kolmogorov [21], the
idea of self-information [37], and recent success of stochastic thermodynamics [35].
The relative entropy, or Kullback-Leibler divergence, then simply is the negative
expected value of the information:
H
(
P,P′
)
= EP
[
log
(
dP
dP′
(ω)
)]
= −
{
−
∫
P′
[
dP
dP′
(ω)
]
log
[
dP
dP′
(ω)
]
dP′(ω)
}
.
The term inside {· · · } actually could be understood as Shannon’s information en-
tropy of P, expressed as the Radon-Nikodym derivative w.r.t. P′. For a finite ranged
continuous random variable X: (Ω,F ,P) → ([a, b],B), in terms of the normalized
Lebesgue measure on the finite interval, µ = λ([a,b])b−a , the relative entropy H(µ,P)
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quantifies statistical bias in using the observable X to represent the probability
space (Ω,F ,P).
Under this definition, standard Shannon’s information entropy has a hidden refer-
ence measure: the counting measure for a discrete random variable and the Lebesgue
measure for a continuous random variable. When the normalization is finite, the
Shannon entropy is off by a trivial constant; but the constant could be problematic
since normalization of a reference measure, based on observables from engineering
and science, may have a dimension. On the other hand, if the reference measure
is not normalizable, then many difficulties were known to arise [14, 12]. We shall
point out that in statistical physics, the notion of free energy is simply the relative
entropy w.r.t. the Gibbs measure, and the normalization factors have a prominent
role known as partition functions.
This measure-theoretic notion of information and entropy is naturally generalized
from random variables to stochastic processes. The information (or randomness)
generated in a step, then, gives rise to the concept of stochastic entropy production
rate, which has several forms based on the reference measure. More specifically,
in stochastic dynamics, the amount of information (or randomness) in the entire
history of a path is different from the the amount of information (or randomness) in
the system at the “current time” t. The term “entropy” physicists use often refers
to the latter; they call the former entropy production: Entropy as a state function
is a functional of the marginal probability at time t irrespective of path-history,
and as in the theory of thermodynamics, entropy production is path-dependent.
When the historical paths of two “identical” particles are neglected, they become
indistinguishable [6].
We have inherited, therefore, two very different classes of stochastic, thermody-
namic quantities: entropy and relative entropy associated with p(t) in one class, and
entropy production, Shannon-Khinchin entropy, etc. defined in terms of the path
probability P[0,t], in another. These latter path-dependent quantities, say Θ[P[0,t]],
naturally defines “production rate” and “in a step” as d¯Θ ≡ Θ[P[0,t+1]]−Θ[P[0,t]].
But they should not be confused with the change in Ξ[p(t)]: ∆Ξ ≡ Ξ[p(t + 1)] −
Ξ[p(t)], where Ξ[p(t)] belongs to the first class. Only in certain special types of sys-
tems, for example systems with detailed balance, that the entropy production rate
can be expressed in terms of the change of a state function. It is also immediately
clear that the stationary entropy production rate is zero in this type of systems,
that mathematically represent physicists’ notion of thermodynamic equilibrium, in
which one can find thermodynamic potential function for path-dependent quantities.
The entropy and entropy production introduced above can be rigorously estab-
lished in the theory of Markov chains. The notions of instantaneous Gibbs entropy,
Shannon-Khinchin entropy in a step [18], and entropy production rate [16] are three
distinct concepts, each represents a different aspect of the same stochastic dynamics.
In the present work, we are interested in these concepts under the representation
of finite i.i.d. RDS. In particular, we establish an inequality between entropy pro-
duction rate of a doubly stochastic MC and the relative entropy of an RDS that
consists of all invertible transformations.
The paper is organized as follows: In Sec. 2 we provide the definition of a general
RDS with a medium level of rigor, and provide some simple examples in finite state
space. We particularly call the attention of the difference in the habitual perspec-
tives of mathematics, in terms of space of all paths, and that of statistical physics,
in terms of evolving probability distribution along the time, on the state space. In
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Sec. 3, we discuss the linear representations of deterministic maps in an RDS and
its corresponding MC. Sec. 4 first provides a brief, but rather coherent presentation
of the theory of entropy production of MC; and then establishes several interest-
ing relationships about entropy production between the MC and its corresponding
maximum entropy RDS, and the doubly stochastic MC and its invertible RDS.
2. Preliminaries. In [41], we have presented a finite-state i.i.d. RDS intuitively.
It is described by the triplet (S ,Γ, Q), where S is a finite state space, Γ is the
set of all deterministic transformations from S into itself and Q is the probability
measure on σ-field of Γ. Note Γ is a monoid with the composition of transformations
as the operation. If the finite state space S has n state, then there are nn possible
deterministic transformations. Therefore the cardinality ‖Γ‖ = nn. As a dynamics
in the state space, the system starts initially with some state i inS , maps α0, α1, . . .
in Γ are independently chosen according to the probability measure Q. The random
variable Xt is constructed by means of composition of independent random maps,
Xt = αt−1 ◦ · · · ◦ α0(i).
Mathematically, one follows the construction to rigorously define the RDS [3, 4,
36]. We shall start with general RDS and later specify each term for finite RDS,
and focus mainly on finite i.i.d. case. Here finite RDS means RDS on the finite
state space.
Definition 2.1. (Ω,F ,P, θ) is a metric1 dynamical system if (Ω,F ,P) is a probabil-
ity space and θ(t) : Ω→ Ω, t ∈ Z is a family of measure-preserving transformations
such that
1. θ(0) = id, θ(s) ◦ θ(t) = θ(s+ t) for every s, t ∈ Z.
2. The mapping (t, ω)→ θ(t)ω is measurable.
3. θ(t)P = P for every t ∈ Z.
The set of the map θ(t) forms a commutative group and preserves the measure
P. Distinctly different from physicists’ notion of dynamics as “step-by-step” mo-
tion, in stochastic mathematics, the space Ω contains all the possible paths, and
(Ω,F ,P, θ(t)) is a stationary process. This two-sided discrete-time dynamical sys-
tem (Ω,F ,P, θ(t)) is also known as base flow of random dynamical system. In many
applications, the base flow is usually ergodic. If the property 3 is not fulfilled, then
(Ω,F ,P, θ(t)) is called measurable dynamical system. Non-stationary dynamics be-
long to the latter, as illustrated next.
Definition 2.2. A measurable random dynamical system (RDS) on the complete
separate metric space (S , d) over a metric dynamical system (Ω,F ,P, θ) is a map
with one-sided time, N × Ω × S → S : (t, ω, i) → ϕ(t, ω)i, with the following
properties:
1. The map (t, ω, i)→ ϕ(t, ω)i is B(N)⊗F ⊗ B(S ),B(S )-measurable.
2. The map i→ ϕ(t, ω)i satisfies the cocycle property:
ϕ(0, ω) = id, ϕ(s+ t, ω) = ϕ(s, θ(t)ω) ◦ ϕ(t, ω) (1)
for every s, t ∈ N and ω ∈ Ω.
From the definition, the RDS is driven by the base flow and for one particular
noise realization ω, one can treat i→ ϕ(t, ω)i as a non-autonomous dynamical sys-
tem, which defines one-point motion. The cocycle property is intuitively understood
1The term metric is often used in the literature for historical reasons.
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as follows: evolve some initial state i for s steps with particular noise realization
ω and then go through t more steps with the same noise from the s steps mark; it
gives the same result as evolving the same initial state i for t+s steps with the same
noise realization ω. The map ϕ(t, ω) may not be invertible, so the RDS is defined
one-sided in time. We call an RDS ergodic if there exists a probability measure pi
on S , such that for any i ∈ S , the law of the one-point motion ϕ(t, ω)i converges
to pi. We don’t assume this one-point motion is Markovian. It is possible to re-
lax the metric dynamical system to measurable dynamical system, but the limiting
behaviors of RDS will be unclear.
2.1. Examples of RDS.
Example 1. For finite i.i.d. RDS, the above terms have explicit expressions.
The space Ω is the full shift, Ω = ΓZ, which is the set of all possible two sided
infinitely long sequences of deterministic transformations.
Ω =
{
ω : (· · ·α−1, α0, α1, α2 · · · , αk, · · · )
∣∣αk ∈ Γ} (2)
The probability measure is the Bernoulli measure defined on the cylinder set,
P
(
[α0, α1, α2, . . . , αk]
)
= Q(α0)Q(α1) . . . Q(αk). (3)
So maps at different steps are chosen independently with the same probability
measure Q. The mappings θ(t) are the left Bernoulli shift for t elements, i.e, θ(t)ω =
αt. Define the time-one mapping ϕ(1, ω) = α0 which is the first element of the
sequence of deterministic transformations. Then the map ϕ(t, ω) is the composition
of i.i.d. random maps, αt−1 ◦ · · · ◦α0. If it applies to an initial state i, it generates a
one-point motion Xt(ω) = ϕ(t, ω)i. Now we constructs finite i.i.d. RDS rigorously.
Clearly Xt is a Markov chain (MC) and its transition probability is
Pr(i, G) = Q(α : α(i) ∈ G), (4)
for any x ∈ S and any measurable set G ∈ B(S ).
The connection between finite i.i.d. RDS and MC is discussed in [41]. Briefly, a
finite i.i.d. RDS uniquely defines an MC, but a given MC is generally compatible
with many possible RDS. The reason for non-uniqueness is that a transition proba-
bility only determines the statistical property of the one-point motion of a possible
RDS, while an RDS also describes the simultaneous motion of two or more points.
Given a general MC (not necessarily with finite states), Kifer proved the existence
of corresponding i.i.d. RDS representation by measurable maps with some weak
conditions on the state space [19]. Quas also showed the sufficient conditions for
the representation of an MC on a manifold by smooth maps [30].
Example 2. Another example to generate random maps is via a Markov chain.
Then the probability measure P is the Markov measure. The measure of a cylinder
set is defined by
P([α0, α1, . . . , αk]) = piα0pα0α1 · · · pαk−1αk , (5)
where pαiαj is the transition probability of the Markov chain from the map αi
to αj and pi is the stationary probability of the Markov chain. One can check
this Markov measure is still invariant with the Bernoulli shift map. However, the
stochastic process induced Xt = ϕ(t, ω)i may not be a Markov chain in general.
Even one keeps as many steps of memory as possible, the Markov property may not
hold any more [41]. We use ‘may’ since in Example 4 we will show it is still possible
that the dynamics of Xt to be Markovian.
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α1 α4
α3 α2
0:5
0:50:5
0:5
Figure 1. Random maps are generated via this Markov chain.
This is the illustration of state transition diagram for the Markov
chain.
Example 3. It is also possible to generate random maps via an independent
but not identical process. Then the measure is defined by
P([α0, α1, α2, . . . , αk]) = Q0(α0)Q1(α1) . . . Qk(αk), (6)
where Q0, Q1, . . . might be different measures. Shift maps θ(t) in general doesn’t
preserve this measure and is no longer stationary. So it is only the measurable
dynamical system. However, the stochastic process Xt = ϕ(t, ω)i is still well-defined
and follows a time-inhomogeneous Markov chain with its transition probability at
step t
Prt(i, G) = Qt(α : α(i) ∈ G). (7)
Unless some special cases, different probability measures Qt will result in different
transition probability Pt.
From these three examples, it seems that independence of random maps at each
step may be necessary to the Markov property of the stochastic process Xt. It turns
out that’s not true. Here is the counter-example. In fact, if we choose random maps
in Markovian way, the state dynamics could still be Markovian.
Example 4. Let the state space be S = {1, 2} and the set of deterministic
transformations Γ be
Γ =

(
1→ 1
2→ 2
)
︸ ︷︷ ︸
α1
,
(
1→ 2
2→ 1
)
︸ ︷︷ ︸
α2
,
(
1→ 1
2→ 1
)
︸ ︷︷ ︸
α3
,
(
1→ 2
2→ 2
)
︸ ︷︷ ︸
α4
 .
They are denoted as α1, α2, α3, α4. Then an MC with the transition matrix
M =
(
0.5 0.5
0.5 0.5
)
can be represented by i.i.d. RDS with probabilityQ(α1) = 0.2, Q(α2) = 0.2, Q(α3) =
0.3, Q(α4) = 0.3. It is possible to generate the random maps via a Markov chain,
but the dynamics on the state space are still Markovian. If the initial distribution
of the deterministic maps is pα1(0) = pα2(0) = 0.5 and the state transition dia-
gram is illustrated in Fig. 1, then pα1(t) = pα2(t),pα3(t) = pα4(t) at any steps.
So the RDS induces a Markov chain in the state space with the transition matrix
M . On the other hand, if we consider two-point motion X0 = 1, Y0 = 2 and apply
the same sequence of maps, it is impossible to have X0 = 1, X1 = 1, X2 = 2 and
Y0 = 2, Y1 = 2, Y2 = 1 since α1 cannot go to α2 in the single step.
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3. Linear Representation of Finite RDS. First, an RDS on an n-dimensional
vector space X is called a linear RDS if ϕ(t, ω) ∈ L(X) for each t ∈ N, ω ∈ Ω, where
L(X) is the space of linear operators of X. If state i is denoted as standard basis
ei in n-dimensional vector space R
n, the deterministic transformation α ∈ Γ has a
linear representation in the n× n matrices, called deterministic transition matrix
(P )ij ,
{
1, j = α(i),
0, otherwise,
i, j ∈ S (8)
The dynamics of the map α applying on the state i is represented by the multipli-
cation eiPα. Note that ei is a row vector. Moreover, ei can be considered as the
probability concentrated on state i. Such representation is also discussed in [41].
Now Pα is a 0-1 matrix and has exactly one entry 1 in each row and 0s otherwise.
So Pα is the representation of ϕ(t, ω) in the space of linear operators of Rn.
Second, composition of transformations is represented by the matrix multiplica-
tion, i.e, Pα1 · Pα2 = Pα1◦α2 . In addition, this linear RDS ϕ(t, ω) has the form of
random matrices production and it is easy to see the cocycle property (1).
The stochastic process Xt starting from X0 = i is Xt(ω) = ϕ(t, ω)i, and its linear
representation is
v(t) = eiPα0 · Pα1 · · ·Pαt−1 . (9)
It is defined in the push-forward sense. Define another stochastic process Yt starting
from Y0 = i, Yt(ω) = ϕ(t, θ(−t)ω)x0 and its linear representation is
u(t) = eiPα−t · Pα−2 · · ·Pα−1 . (10)
Yt(ω) is defined in the pullback sense. If the RDS is i.i.d. and ergodic, Xt(ω) follows
an MC and Yt(ω) has the same distribution asXt(ω) for each t. ButXt(ω) and Yt(ω)
have different behaviors: Xt(ω) moves ergodically through the state space S along
t; Yt(ω) could converge to a limit as t→ +∞. Similar idea was discussed in iterative
random functions [11]. Although Pαi is picked randomly for Yt, it is multiplied on
the left hand side which is the beginning of the matrices sequence, and the rest
matrices remain the same. Roughly speaking, the random matrix multiplication
may have the memory decay effect along the time and the last couple matrices
which are fixed may determine the vector u(t). Here is an elementary example
to illustrate the significant difference between a push-forward matrix multiplication
and a pullback matrix multiplication: Consider 3×3 deterministic transition matrice
and their random products: If the matrix
P ∗ =
 0 1 00 1 0
0 1 0

is chosen, then the product of any deterministic transition matrix multiplied on the
left of P ∗ will be invariant. This is not the case if a deterministic transition matrix
is multiplied on the right of P ∗:
P ∗
 0 0 11 0 0
0 1 0
 =
 1 0 01 0 0
1 0 0
 , P ∗
 1 0 00 0 1
0 0 1
 =
 0 0 10 0 1
0 0 1
 .
The pullback product has a limit, while the push forward product does not. More
rigorous discussions in terms of multiplicative ergodic theorem and possible exten-
sion to countable states can be found in [15].
8 F. X.-F. YE AND H. QIAN
Consider Yt(ω) starting with the whole state space S , Yt(ω) = ϕ(t, θ(−t)ω)S ,
which are n simultaneous sequences starting with state 1, . . . , n, supp(Yt(ω)) is
non-increasing. Once multiple sequences collide at some instance, they will be
together forever. For a fixed ω, limt→+∞ supp(Yt(ω)) may be smaller than S , even
can be a singleton (with some assumptions). This means these n simultaneous
sequences synchronize into one sequence. If the support of Yt(ω) as t → +∞
is almost surely a singleton, it is equivalent with the RDS synchronizes, i.e, for
any different initial states x1 and x2, i.e, x1 6= x2, limt→+∞ Pr(ω : ϕ(t, ω)x1 =
ϕ(t, ω)x2) = 1. Then the limit Y∞(ω) = limt→+∞ Yt(ω) exists almost surely and
is ω-dependent. Moreover, Y∞(ω) follows the invariant distribution pi since Xt(ω)
follows the invariant distribution pi as t→ +∞, but the limit doesn’t exist. This is
exactly the idea of the coupling from the past [27]. The algorithm works is because
Y∞(ω) can be sampled in finite time. There exists some finite t0(ω) such that
ϕ(t, θ(−t)ω)S is singleton for all t ≥ t0(ω) almost surely. Then this singleton is
Y∞(ω) for this given ω and exactly has the law of pi. So this method is also called
perfect sampling. However, not every finite RDS have such properties and the
sufficient condition is the RDS is monotone and ergodic [33]. Except for sampling,
synchronization in RDS has also been widely discovered in applied science [23, 40].
At last, from the definition of Perron-Frobenius-Ruelle operator (or transfer op-
erator) for deterministic map α, F : Rn → Rn, (Fv)j =
∑
i:α(i)=j vi,v ∈ Rn. So Pα
is the representation of Perron-Frobenius operator for the deterministic transforma-
tion α, and v → vPα can also be interpreted as the evolution of probability mass
v corresponding to the mapping α. From the definition of Koopman operator for
α, K : Rn → Rn, (Ku)j = uα(j),u ∈ Rn. So PTα is the representation of Koopman
operator for α. We introduce the stochastic Perron-Frobenius operator family and
stochastic Koopman operator family associate to the finite RDS.
Definition 3.1. The stochastic Perron-Frobenius operator Fs,t : Rn → Rn for every
0 ≤ s ≤ t associate to finite RDS ϕ is defined by
(Fs,tv)j , EP
[ ∑
i:ϕ(t−s,θ(s)ω)i=j
vi
]
. (11)
The stochastic Koopman operator Ks,t : Rn → Rn for every 0 ≤ s ≤ t associate
finite RDS ϕ is defined by
(Ks,tu)j , EP
[
uϕ(t−s,θ(s)ω)j
]
. (12)
The expectation is taken with respect to probability measure P. We refer the
family of operators Fs,t,Ks,t, parametrized by time s and t, as the stochastic Perron-
Frobenius operator family and the stochastic Koopman operator family respectively.
x If θ is the stationary process, Ks,t and Fs,t are also stationary, i.e, both family of
operators can be expressed by the time difference, Kt−s and Ft−s. Furthermore, if
the stochastic process Xt is an MC, then both family of operators form semigroups,
i.e, one-parameter family of linear operators with the properties, F0 = id and Ft+s =
Ft ◦ Fs. Here the semigroups are characterized through their generators, F1 and
K1, which are corresponding stochastic Perron-Frobenius operator and Koopman
operator for time-one random map ϕ(1, ω). In terms of matrix representation (8),
the generator M is represented by M = EQ[Pα], which is exactly the same as
Markov transition matrix for Xt. The operator composition is also represented by
matrix multiplication, so the stochastic Perron-Frobenius operator Ft = M
t. The
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stochastic Koopman operator is then represented by the adjoint of the matrix M .
More importantly, this adjoint property is also true for general case.
Theorem 3.2. For every v,u ∈ Rn,
〈Fs,tv,u〉 = 〈v,Ks,tu〉, (13)
where 〈v,u〉 = vu∗.
Proof. We first check v = ei and u = ej .
〈Fs,tei, ej〉 = EP
[ ∑
i:ϕ(t−s,θ(s)ω)i=j
ei
]
= P
[
ω : ϕ(t− s, θ(s)ω)i = j
]
(14)
〈ei,Ks,tej〉 = EP
[
(ej)ϕ(t−s,θ(s)ω)i
]
= P
[
ω : ϕ(t− s, θ(s)ω)i = j
]
(15)
Both operators are linear, so the adjoint property is true for any vector v,u ∈
Rn.
4. Entropy Theory of MC. If the n-state MC Xt with the transition probability
matrix Mij = Pr{Xt+1 = j|Xt = i} is irreducible and aperiodic, there exists a
unique stationary distribution pi and for any initial distribution p(0), the MC will
converge to the stationary distribution, i.e, limt→+∞ p(t) = limt→+∞ p(0)M t = pi.
The Shannon entropy for the probability measure p is the expectation of the
information content,
S(p) , Ep[− log(p(ω))]. (16)
As we have stated in Sec. 1, more rigorously one considers the relative entropy
or Kullback-Leibler divergence of p with respect to µ, H(p,µ),
H(p,µ) ,
{
Ep
[
log
(
dp
dµ (ω)
)]
p µ,
+∞ Otherwise,
(17)
4.1. Relative Entropy w.r.t. Stationary Probability. The results in this sub-
section are collected from scattered literatures. We give a brief summary for com-
pleteness. Statistical physicists always consider the instantaneous distribution p(t).
One natural choice of the µ in (17) is the invariant distribution pi. Then we have
[39, 28]:
Theorem 4.1. H
(
p(t),pi
)
is a non-increasing function of t.
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Proof. For t ≥ 1,
∆H
(
p(t− 1),pi) ≡ H(p(t),pi)−H(p(t− 1),pi)
=
∑
i∈S
pi(t) ln
(
pi(t)
pii
)
−
∑
i∈S
pi(t− 1) ln
(
pi(t− 1)
pii
)
=
∑
i,j∈S
[
pj(t− 1)Mji ln
(
pi(t)
pii
)
− pi(t− 1)Mij ln
(
pi(t− 1)
pii
)]
=
∑
i,j∈S
pi(t− 1)Mij ln
(
piipj(t)
pi(t− 1)pij
)
≤
∑
i,j∈S
pi(t− 1)Mij
(
piipj(t)
pi(t− 1)pij − 1
)
=
∑
i,j∈S
piiMijpj(t)
pij
−
∑
i,j∈S
pi(t− 1)Mij = 1− 1 = 0.
Remark 1. For a finite MC with uniform stationary pii = 1/n, S(p(t)) = ln(n)−
H
(
p(t),pi
)
. Therefore, the above theorem becomes the statement “entropy never
decreases”. This scenario is known as microcanonical system in statistical physics.
Remark 2. For any MC, ∆S(p(t)) ≡ S(p(t+ 1))− S(p(t)) satisfies
∆S(p(t)) =
∑
i,j∈S
pi(t)Mij ln
(
pi(t)
pj(t+ 1)
)
(18)
=
∑
i,j∈S
pi(t)Mij ln
(
pi(t)Mij
pj(t+ 1)Mji
)
︸ ︷︷ ︸
non-negative
+
∑
i,j∈S
pi(t)Mij ln
(
Mji
Mij
)
.
If the MC is detailed balance, piiMij = pijMji, then the second term on the right-
hand-side can be expressed as ∆E(p(t)) ≡ E(p(t+ 1))−E(p(t)), which is defined
as
E(p(t)) =
∑
i∈S
pi(t)
(
− lnpii
)
. (19)
Note that ∆S and ∆E are changes in functions of state, S(t) and E(t). This
scenario is known as Gibbsian canonical system in statistical physics. E should
be identified with the internal energy; and the relationship (19) between internal
energy and equilibrium measure is known as the Boltzmann distribution.
Remark 3. In statistical physics, S is called Gibbs entropy. Then E − S should
be identified with the notion of free energy there. Theorem 4.1 thus becomes “free
energy of a canonical system never increases; it reaches its minimum when a system
is at its equilibrium”.
The identification of the non-negative term in (18) with the concept of entropy
production rate in nonequilibrium thermodynamics appeared repeatedly in physics
and chemistry literature, see [10, 7, 34, 24]. For MC without detailed balance, the
last term in (18) cannot be expressed as the change of a state function, but it can
be identified with heat exchange rate. Then in the stationary state, when ∆S = 0,
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there is positive entropy production rate that is balanced with the heat dissipation.
Such a state is called a nonequilibrium steady state [16].
4.2. Shannon-Khinchin entropy and Entropy Production for MC. For the
entire path, a more rigorous construction of MC is to consider a measurable dy-
namical system (Ω′,F ′,P′, θ(t)), where Ω′ = S Z, θ is again the shift map. The
probability measure P′ is defined on the cylinder set [i0, i1, . . . , it],
P′([i0, i1, . . . , it]) = pi0(0)Mi0i1 . . .Mit−1it . (20)
Since p(0) may be not necessarily its stationary distribution, P′ is not θ-invariant.
But marginalizing states at previous steps 0, 1, . . . , t − 1, it gives the probability
at step t, i.e,
∑
i0,...,it−1 P
′([i0, i1, . . . , it]) = pit(t), where p(t) = p(0)M
t. The
stochastic process Xt is defined as Xt(ω) , θ(t)ω = ωt.
For the MC, applying (16) to the finite time distribution of MC restricted to
σ-field F ′t0, S(P′[0,t]), where F ′t0 = σ(Xs : 0 ≤ s ≤ t), is called Shannon-Khinchin
entropy [18]
HSK(P′[0,t]) = −
∑
i0,...,it
pi0(0)Mi0i1 . . .Mit−1it log
(
pi0(0)Mi0i1 . . .Mit−1it
)
. (21)
It relates to the metric entropy of the MC via
hMC = lim
t→+∞
HSK(P′[0,t])
t
= −
∑
i,j∈S
piiMij log(Mij), (22)
which is a property for stationary MC. The Shannon-Khinchin entropy of a step is
d¯HSK(t) ≡ HSK(P′[0,t+1]) −HSK(P′[0,t]). Here one can show the asymptotic limit
of d¯HSK(t) is the metric entropy hMC as t → +∞. The metric entropy quantifies
the average randomness (or information) generated per step in an MC.
More detailed analysis, including the relation between metric entropy of an RDS
and its corresponding RDS, can be found in [41]. Briefly, first, the set of Markov
transition matrices forms the convex hull with deterministic transition matrices as
its vertices. Second, metric entropy of RDS corresponding to the MC has the up-
per bound, i.e, hRDS ≤ −
∑
i,j∈S Mij log(Mij) and such representation is uniquely
attainable since a strictly concave function over a convex hull has the unique max-
imum. Moreover, there is an explicit expression for such maximum entropy RDS,
i.e, Q(Pi1,i2,...,in) = M1i1M2i2 . . .Mnin , where Pi1,i2,...,in corresponds to the deter-
ministic map 1→ i1, 2→ i2, . . . , n→ in.
From now on, we consider the transition probability matrix M satisfies the con-
dition Mij > 0↔Mji > 0 for any i, j ∈ S , then it is possible to define the relative
entropy of the distribution of the process with respect to its time reversal restricted
to σ-field F ′t0. The time-reversed process X− is defined as follows,
X−s (ω) = Xt−s(ω), ∀s ∈ [0, t]. (23)
So X− is F ′t0 measurable. The time-reversed process is also called adjoint process
of the MC. For the sample sequence i0, i1, . . . , it, the time-reversed process gives
it, it−1, . . . , i0. Define P′− as the probability measure for the time-reversed process
X−s (ω). The probability measure for the time-reversed process P′
−
on this cylinder
set is
P′−([it, it−1, . . . , is]) = pis(s)Misis+1 . . .Mit−1it , for any s ∈ [0, t− 1] (24)
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Here we assume pi(s) > 0 for all i and s ∈ [0, t − 1]. Since the process is non-
stationary, it is necessary to indicate the initial time s.
Proposition 1. The time-reversed process of a Markov chain (M,pi) is Markovian.
Moreover, the transition matrix of the time-reversed process is
M−ij (t) =
pj(t− 1)Mji
pi(t)
, i, j ∈ S for any t. (25)
Proof. The Markovian property means P (X−t+1 = is−1|F ′ts) = P (X−t+1 = is−1|X−t )
for any t ≥ s. The left-hand-side is
P (X−t+1 = is−1|F ′ts) =
P′−([it, . . . , is, is−1])
P′−([it, . . . , is])
=
pis−1(s− 1)Mis−1is
pis(s)
.
The right-hand-side is
P (X−t+1 = is−1|X−t ) =
P′−([is, is−1])
P′−([is])
=
pis−1(s− 1)Mis−1is
pis(s)
.
Moreover
P′−([it, it−1, . . . , is]) = pis(s)Misis+1 . . .Mit−1it
= pit(t)
(pit−1(t− 1)Mit−1it
pit(t)
)
︸ ︷︷ ︸
M−itit−1 (t)
. . .
(pis(s)Misis+1
pis+1(s+ 1)
)
︸ ︷︷ ︸
M−is+1is (s+1)
.
the probability measure can be rewritten as the Markov measure with the transition
matrix at time t, M−ij (t) =
pj(t−1)Mji
pi(t)
.
So this time-reversed process of a Markov chain is time-inhomogeneous Markov
process. One can check M−ij (t) indeed is a Markov matrix. In particular, for the
stationary MC, the transition matrix for the time-reversed process is M−ij =
pijMji
pii .
The stationary distribution of the time-reversed process is also pi.
Since pi(0) > 0, P′[0,t] is absolutely continuously with respect to P
′−
[0,t]. Then the
relative entropy of the measure of Markov chain with respect to the measure of
time-reversed process, H(P′[0,t],P′
−
[0,t]) is
H
(
P′[0,t],P′
−
[0,t]
)
=
∑
i0,...,it∈S
pi0(0)Mi0i1 . . .Mit−1it log
(pi0(0)Mi0i1 . . .Mit−1it
pit(0)Mitit−1 . . .Mi1i0
)
.
(26)
Similarly, it relates to the stationary entropy production rate of MC via
ep = lim
t→+∞
1
t
H
(
P′[0,t],P′
−
[0,t]
)
. (27)
So the ep is intuitively understood as the asymptotic average of entropy produced
per step with respect to its time-reversed probability. It is also a property for a
stationary MC. It has the following explicit expression [16].
Theorem 4.2.
ep =
∑
i,j∈S
piiMij log
(Mij
Mji
)
. (28)
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Proof. From the Definition 27
ep = lim
t→+∞
1
t
H
(
P′[0,t],P′
−
[0,t]
)
= lim
t→+∞
1
t
∑
i∈S
(
pi(0)− pi(t)
)
log pi(0) +
t−1∑
s=0
∑
i,j∈S
pi(s)Mij log
(Mij
Mji
)
=
∑
i,j∈S
piiMij log
(Mij
Mji
)
.
One in fact has a result stronger than (27): The relative entropy in (26) of a step
is
d¯H
(
P′[0,t],P
′−
[0,t]
)
≡ H
(
P′[0,t+1],P
′−
[0,t+1]
)
−H
(
P′[0,t],P
′−
[0,t]
)
=
∑
ij
pi(t)Mij log
(
pi(0)Mij
pj(0)Mji
)
. (29)
One can show that the asymptotic relative entropy of a step in (29) is also the ep.
Note that for a stationary MC, the entropy production rate is exactly the time-
averaged relative entropy, i.e, ep =
1
tH
(
P′[0,t],P′
−
[0,t]
)
for any t > 0. There are many
other equivalent expressions for the entropy production rate. For instance,
ep =
∑
i,j
piiMij log
(piiMij
pijMji
)
, or ep =
∑
i,j
piiMij log
(Mij
M−ij
)
,
or
ep =
1
2
∑
i,j
(piiMij − pijMji) log
(piiMij
pijMji
)
.
So the entropy production rate ep = 0 if and only if the MC is detailed balance,
piiMij = pijMji.
As we have discussed earlier, both d¯HSK
(
P′[0,t]
)
and d¯H
(
P′[0,t],P
′−
[0,t]
)
belong to
the same class of stochastic quantitie. As their asymptotic limits, the metric en-
tropy hMC and the entropy production rate ep characterize the average randomness
generated in the dynamic stepping from t to t + 1 and average dynamic asymme-
try with respect to time reversal, respectively. In the same class, there is another
non-negative quantity:
∑
i,j
pi(t− 1)Mij ln
(
pi(t− 1)Mij
pj(t)M
−
ji
)
= −∆H
(
p(t− 1),pi
)
, (30)
in which M−ji = piiMij/pij is the transition matrix for the time-reversed process.
The right-hand-side is actually the ∆H
(
p(t − 1),pi) in Theorem 4.1. It signifies
non-stationarity, e.g., asymmetry with respect to translation in time [28]. The term
inside the logarithm
pi(t−1)Mij
pj(t)M
−
ji
goes to 0 and the term p(t) goes pi as t → +∞.
Therefore, the asymptotic limit ∆H
(
p(t− 1),pi) goes to 0.
14 F. X.-F. YE AND H. QIAN
4.3. Cycle Distributions and RDS. Besides the expression of the entropy pro-
duction rate in terms of the transition matrix M and its corresponding stationary
distribution pi, a different representation can be given in terms of a collection of
cycles C and weights {wc : c ∈ C} on these cycles. These are regarded as cycle
distributions of the MC [17]. In addition, there is an associated graph-based dia-
gram method to compute the weight wc which was first discovered by T. L. Hill [13]
and proved by Qians [16]. In the setting of maximum entropy RDS, this graphical
method can be further formulated as a function on the probability coefficient of the
deterministic map with the single attractor. The entropy production rate ep of the
MC can be expressed in terms of the cycle weights as,
ep =
∑
c∈C
wc log
wc
wc−
. (31)
Here c− denotes the reversed cycle of c. The previous proof given in [16] is quite
involved. Here we will give a shorter, combinatorial proof for Eq. (31).
We start with discussing a related graphical method to solve the invariant dis-
tribution for the MC, i.e. to solve pi for piM = pi. The MC can be viewed as a
directed graph with the transition probability as edge weight. Firstly, construct the
complete set of spanning directed rooted trees which all edges are directed toward
the root. A tree has the maximum possible edges without forming any loops. So for
a tree with n nodes has n−1 edges and each node, except the root, has exactly one
outgoing edge. If one views the directed graph as a discrete map for a dynamical
system, the directed rooted tree gives a single fixed point. Second, assign the weight
of previous directed rooted tree T as the product of its edge weights, e(T ). In fact,
this weight connects with the coefficient of the corresponding map α (with root goes
to itself) under maximum entropy RDS as follows, Q(α) = e(T )Mii, where i is the
root state. Finally, the weight of a set of graphs is the sum of their weights. Then
the invariant distribution pi can be expressed by e(T ) [20, 13, 9].
Theorem 4.3. The invariant distribution for the irreducible and aperiodic MC is
given by
pii =
e(Ti)
Σ
, i = 1, . . . , n. (32)
where Ti is the set of directed rooted trees whose root is state i and the normalization
factor Σ =
∑n
i=1 e(Ti).
The original proof was based on Cramer’s rule but Hill discovered an elegant
proof which is included in Appendix A. The connection between two proofs is the
matrix-tree theorem and is discussed in Appendix B. From the proof, it gives the
insight for the following proposition to connect the RDS picture.
We call the attractor of the deterministic map α, A(α), is single if the attractor
is either exactly one fixed point or one limit cycle. The size of the single attractor
‖A(α)‖ is the period of the limit cycle or just one for the fixed point. If the attractor
is not single, denote A(α) = ∅ and the size of it is 0.
Let Gi be the set of directed graphs that has exactly one limit cycle and i is
contained in that cycle. Unlike the set of directed rooted trees Ti, for any G ∈ Gi,
e(G) is exactly the probability of the corresponding deterministic map under max-
imum entropy RDS. So the set of directed graph corresponds to the deterministic
maps with single attractor is ∪i{Gi, Ti}. For convenience, denote A(G) as the single
attractor of this corresponding deterministic map for G ∈ ∪i{Gi, Ti}.
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t 0 1 2 3 4 5 6 7 8
Xt(ω) 2 1 3 1 3 1 1 2 2
ηt(ω) [2] [2,1] [2,1,3] [2,1] [2,1,3] [2,1] [2,1] [2] [2]
cycles (1,3) (3,1) (1) (1,2) (2)
Table 1. The derived chain ηt and the cycles formed for this sam-
ple trajectory Xt [16].
Proposition 2. The normalization factor Σ is equal to the expected size of the
single attractor of the deterministic map under maximum entropy RDS, i.e,
n∑
i=1
e(Ti) = EQ(‖A(α)‖). (33)
Proof. From appendix A, we know
∑n
j=1
j 6=i
Mije(Ti) = e(Gi). So
n∑
i=1
e(Ti) =
n∑
i=1
n∑
j=1
Mije(Ti) =
n∑
i=1
(
e(Gi) +Miie(Ti)
)
.
∑n
i=1Miie(Ti) is the probability of the deterministic maps whose attractor is exactly
one fixed point. It can be rewritten as
∑
T∈∪iTiMA(T )A(T )e(T ). Here A(T ) is the
root state. For any G ∈ Gi, e(G) is counted ‖A(G)‖ times in
∑n
i=1 e(Gi). So it
can rewritten as
∑n
i=1 e(Gi) =
∑
G∈∪iGi ‖A(G)‖e(G) and can be interpreted as the
expected size of the single limit cycle. In total, it is the expected size of the single
attractor of the deterministic map under maximum entropy RDS.
The MC will generate an infinite sequence of cycles almost surely. The set of
cycles C contains all possible directed cycles along almost all sample paths of Xt and
the weight wc is the mean occurrences of the directed cycle c for almost all sample
paths. The main reason to introduce this graphic method is it can be extended to
find the cycle weight wc. Here we present the method, the basic idea of the proof
and the insight in RDS picture.
Start with the sample sequence ω, decompose cycles along the sequence by dis-
carding the cycles formed at step t and keep the track of the remaining states in
the sequence. The remaining sequence is called derived chain ηt(ω) and wc,t(ω)
is the number of occurrences of the cycle c up to step t. The average rate of
occurrence up to time t is
wc,t(ω)
t . The weight also enjoys the ergodicity, i.e.
limt→+∞
wc,t(ω)
t = ωc, almost surely. The precise definition and the proof of the
ergodicity is given in [16]. Here is one example to illustrate the idea. If we give the
trajectory (2, 1, 3, 1, 3, 1, 1, 2, 2, . . . ) of Xt(ω), where the transition matrix is
M =
M11 M12 M13M21 M22 M23
M31 M32 M33

The derived chain dynamics and cycles are counted as in Table 1.
Note the self-loop 2 → 2 here is regarded as a degenerated cycle. Without loss
of generality, we include such self-loops to C. Cycles are recorded by the ordered
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sequence c = (i1, . . . , it) with is are distinct for 1 ≤ s ≤ t. The reverse of the cycle
(i1, . . . , it) is defined as c− = (it, . . . , i1). So (1, 3) and its reverse (3, 1) are the same
cycle, but (2, 1, 3) and its reverse (3, 1, 2) are different. These cycles are the single
attractors of deterministic maps, C = A(∪i{Gi, Ti}).
In fact, the dynamic of the derived chain itself also deserves a look. ηt follows
another MC with state space as all possible distinct ordered sequences. From the
example, one can see that the first element in the derived chain state is always the
initial state. Here the MC for the derived chain has 15 states. The transition matrix
M˜ is reducible with 3 classes based on the initial state. For the class starting with
state 2, the set of all possible states are [S ]2 = {[2], [2, 1], [2, 3], [2, 1, 3], [2, 3, 1]}.
The submatrix of M˜ on [S ]2 is
M˜ [2] =
[2] [2,1] [2,3] [2,1,3] [2,3,1]

[2] M22 M21 M23
[2,1] M12 M11 M13
[2,3] M32 M33 M31
[2,1,3] M32 M31 M33
[2,3,1] M12 M13 M11
(34)
The directed graph corresponds to M˜ [2] is shown in Fig. 2. There is another
example of derived chain dynamics in Fig. 3. The transition matrix of the MC is
M =

0 M12 0 M14
M21 0 M23 M24
0 M32 0 M34
M41 M42 M43 0
 (35)
Here are the properties of the derived chain dynamics on the connectivity and cycle
formation. Reader can refer Fig. 2 and Fig. 3 for more intuitive ideas. Denote the
size of the derived chain state [i1, . . . , it] as t. Then the largest possible size of the
derived chain state is n.
First, the number of states in derived chain is much more than the original MC
and not every state is connected in derived chain dynamics even when the original
MC is completely connected. The derived chain state with size of t can only go to
the state with size of s ≤ min(t+ 1, n). There is no connection between states with
the same size except with itself. Each state with the last element it implies there is
a path in the original MC from i1 to it without forming a cycle. So the number of
such paths is the same as number of states with the last element it. Furthermore,
Each states with size n gives a Hamiltonian path in the original MC from i1 which
is the path from i1 visits each state exactly once. Since the last element of the
derived chain state is the current state in the original MC, the weight of each
edge [i1, . . . , it][i1, . . . , is] if exists, is the transition probability Mitis . Therefore
the invariant distribution for the derived chain state Πi1([i1, . . . , it]) satisfies the
following equation,
Πi1([i1, . . . , it]) = Π
i1([i1, . . . , it−1])Mit−1it + Π
i1([i1, . . . , it])Mitit
+
∑
j1,...,jr
Πi1([i1, . . . , it, j1, . . . , jr])Mjrit , (36)
where j1, . . . , jr have no common elements with i1, . . . , it. In addition, since the
original MC is ergodic, the derived chain is also ergodic on each irreducible class
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[2; 1]
[2; 3; 1]
[2]
[2; 1; 3]
[2; 3]
f ([2; : : : ; it]) = it
2
3
1
Figure 2. A 3-state completely connected MC. The transition
matrix of derived chain dynamics is in (34)
[S ]i1 . Then the invariant distribution of the derived chain should satisfy the equa-
tion (36) and is unique up to the normalization. The detailed proof is in Theorem
4.4.
Second, in the original MC the current state cannot tell which cycle could be
possibly formed at next step, but the derived chain state can. The derived chain
has the past history on the path from i1 to the current state of the original MC
after removing cycles. Each time the derived chain state [i1, . . . , it] goes to the state
with the same or less size [i1, . . . , is], s ≤ t, a cycle (is, is+1, . . . , it) in the original
MC sequence is formed. In particular, any cycle contained with i1, i.e, (i1, . . . , it),
can only be formed by the derived chain state [i1, i2, . . . , it] going to [i1].
From these properties, one can pick the suitable class to calculate the weight of
cycles. In particular, for the cycle c = (i1, i2, . . . , it), it is much convenient to use
the class [S ]i1 , i.e, the initial state of the original MC is i1. Hence the average
rate of the occurrence for this cycle is same as the average frequency of the pair
[i1, . . . , it][i1] in the derived chain dynamics. Since the average frequency of state
[i1, . . . , it] goes to Π
i1([i1, i2, . . . , it]), the average frequency of the pair [i1, . . . , it][i1]
is wc = Π
i1([i1, i2, . . . , it]) ·Miti1 .
Proposition 3. The directed graph G2 corresponds to the derived chain on [S ]i1 ,
is homomorphic to the directed graph G1 to the MC on S .
Proof. Consider the function from [S ]i1 to S , f([i1, . . . , it]) = it. For any edge
[i1, . . . , it][i1, . . . , is] ∈ E(G2), the weight of the edge is Mitis and it means there is
an edge from it to is in G1. So f([i1, . . . , it])f([i1, . . . , is]) ∈ E(G1).
The Fig. 2 and Fig. 3 demonstrate the homomorphism of the directed graph G2
(left) to G1 (right). The homomorphism f induces the equivalent class on [S ]i1 by
using the pre-image f−1(it) for any it ∈ S . These equivalent classes are colored
in the same color in these two examples. In fact, the invariant measures on both
dynamics are also connected by the pre-image of the homomorphism as shown in
the following theorem.
A directed rooted tree is denoted as T[i1,...,it] if it has root it and has edges
i1i2, . . . it−1it. By convention, if t = 1, T[i1] = Ti1 . And T[i1,...,it] is the set of all
such directed rooted trees T[i1,...,it].
Theorem 4.4. The invariant distribution for the derived chain dynamics is given
by
Πi1([i1, . . . , it]) =
e(T[i1,...,it])
Σ
, [i1, . . . , it] ∈ [S ]i1 . (37)
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[1]
[1; 2]
[1; 2; 4][1; 2; 3]
[1; 2; 3; 4]
[1; 4]
[1; 4; 2] [1; 4; 3]
[1; 4; 3; 2]
1
4
2
3
f ([1; : : : ; it]) = it
[1; 2; 4; 3] [1; 4; 2; 3]
Figure 3. A 4-state MC with initial state 1.
where the normalization factor is Σ =
∑n
i=1 e(Ti). Moreover, Πi1(f−1(it)) = pi(it).
Note:
e(T[i1,...,it]) = Mi1i2 . . .Mit−1ite(Ti1,...,it), (38)
where Ti1,...,it is the set of directed forests whose roots are i1, . . . , it.
Proof. The first part is to show the invariant distribution of the derived chain
and the weights in (37) of the set of directed rooted trees satisfy the same sys-
tem of linear equations (36) and the solution is unique up to a normalization, i.e,
Πi1([i1, . . . , it]) ∝ e(T[i1,...,it]). The technique is similar to the one in appendix A.
Based on Eq. (36), it is equivalent with solving the following equation,
n∑
is=1
is 6=it
Πi1([i1, . . . , it])Mitis = Π
i1([i1, . . . , it−1])Mit−1it
+
∑
j1,...,jr
Πi1([i1, . . . , it, j1, . . . , jr])Mjrit , (39)
where j1, . . . , jr have no common elements with i1, . . . , it. Let G[i1,...,it] be the set of
directed graphs that have exactly one limit cycle with it contained and the graphs
have edges i1i2, . . . , it−1it.
1. T[i1,...,it] + itis ⊂ G[i1,...,it] If a directed rooted tree T ∈ T[i1,...,it], adding an
edge itis will create an element G ∈ G[i1,...,it], where is 6= it.
2. G[i1,...,it] − itis ⊂ T[i1,...,it] If a directed graph G ∈ G[i1,...,it], deleting the edge
itis will create an element T ∈ T[i1,...,it], where is 6= it.
3. T[i1,...,it−1] + it−1it ⊂ G[i1,...,it] If a directed rooted tree T ∈ T[i1,...,it−1], adding
an edge it−1it will create an element G ∈ G[i1,...,it] because it has a path to
it−1 in the tree and now with the edge it−1it, it must have a limit cycle with
it contained.
4. T[i1,...,it,j1,...,jr] + jrit ⊂ G[i1,...,it] If a directed rooted tree T ∈ T[i1,...,it,j1,...,jr],
adding an edge jrit will create a limit cycle (it, j1, . . . , jr), which is an element
in G[i1,...,it].
5. If a directed graph G ∈ G[i1,...,it] has the limit cycle (it, j1, . . . , jr), r ≥ 1,
where j1, . . . , jr have no common elements with i1, . . . , it−1, deleting the edge
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jrit will create an element T ∈ T[i1,...,it,j1,...,jr] since the root is jr and apart
from the path from i1 to it, there is another path from it to jr: itj1, . . . jr−1jr,
6. If a directed graph G ∈ G[i1,...,it] has the limit cycle (is, . . . , it, j1, . . . , jr),
r ≥ 1, where 1 ≤ s < t and where j1, . . . , jr have no common elements
with i1, . . . , it, deleting the edge it−1it will create an element T ∈ T[i1,...,it−1]
because the root is it−1.
From 1 and 2, we showed T[i1,...,it] + itis = G[i1,...,it], then the RHS of Eq. (39) is
RHS =
n∑
is=1
is 6=it
e(T[i1,...,it])Mitis = e(G[i1,...,it]).
From 3-6, we showed {T[i1,...,it−1] + it−1it} ∪ {T[i1,...,it,j1,...,jr] + jrit} = G[i1,...,it],
then the LHS of Eq. (39) is
LHS = e(T[i1,...,it−1])Mit−1it +
∑
j1,...,jr
e(T[i1,...,it,j1,...,jr])Mjrit = e(G[i1,...,it]).
Now we showed the solution Πi1([i1, . . . , it]) = e(T[i1,...,it]) satisfies the linear equa-
tions Eq. (39).
Suppose the derived chain ηt can reach [i1, . . . , it] from [i1], since the original
MC is irreducible, ηt can also return to [i1] from [i1, . . . , it]. Therefore [S ]i1 is
an irreducible class. Moreover, since the period of state i1 is 1 in original MC,
the period of state [i1] in the derived chain is also 1. Because Pr(ηt = [i1]|η0 =
[i1]) = Pr(Xt = i1|X0 = i1). We showed the derived chain is irreducible and has an
aperiodic state, thus, the derived chain is ergodic on the class [S ]i1 . Then η has a
unique invariant distribution Πi1 on the class [S ]i1 , up to the normalization.
Now we have proved Πi1([i1, . . . , it]) ∝ e(T[i1,...,it]).
The second part is to prove the normalization factor is Σ =
∑n
i=1 e(Ti) = e(∪iTi),
which is the same as the normalization factor in calculating the invariant distri-
bution of the original MC. By the definition, Σ =
∑
[i1,...,it]∈[S]i1 e(T[i1,...,it]) =
e(∪i2,...,itT[i1,...,it]). If a directed rooted tree with root it, T ∈ Tit , there ex-
ists a path from i1 to it. If t = 1, the path degenerates to a point. So T ∈
∪i2,...,it−1T[i1,i2,...,it−1,it]. If a directed rooted tree T ∈ ∪i2,...,it−1T[i1,i2,...,it−1,it], then
T has root it and T ∈ Tit . So we have
e(∪i2,...,it−1T[i1,i2,...,it−1,it]) = e(Tit). (40)
That implies the weights of the union of set on it are the same, i.e, e(∪itTit) =
e(∪i2,...,itT[i1,...,it]). This proves the normalization factor is Σ =
∑n
i=1 e(Ti) and the
invariant distribution Πi1([i1, . . . , it]) is given by Eq. (37).
Moreover, if we divide both hand-side of Eq. (40) by Σ, it gives the following
relationship on both invariant distributions by using the pre-image of the homo-
morphism, Πi1(f−1(it)) = pi(it).
By using Theorem 4.4, we built a bridge between the cycle coordinates (C, wc)
and the maximum entropy RDS of the MC.
Corollary 1. The mean number of occurrences of the cycle c per step, wc is
wc =
Q(α : A(α) = c)
EQ(‖A(α)‖) , (41)
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where Q(α : A(α) = c) is the probability of the deterministic map with single at-
tractor c under maximum entropy RDS.
Proof. From the previous discussion, if c = (i1, . . . , it), wc =
e(T[i1,...,it])Miti1
Σ . The
numerator e(T[i1,...,it])Miti1 is equal to the weight of the set of directed graph with
the only one limit cycle (i1, . . . , it) and it can also be interpreted as the probabil-
ity of the deterministic map with single attractor c, i.e, Q(α : A(α) = c). The
denominator Σ = EQ(‖A(α)‖) is proven in Proposition 2.
Instead of dividing the step size t in finding the cycle weight wc, divide the total
number of cycles formed and we will have the following ergodic theorem. Though
the proof is straightforward and elementary, the result in fact is very interesting.
Corollary 2. The frequency of the cycle c along the sample sequence almost surely
converges to the probability of the deterministic map with the attractor c given the
attractor of the map is single,
lim
t→+∞
wc,t(ω)∑
c∈C wc,t(ω)
= pc, almost surely, (42)
where pc = Q(α : A(α) = c | A(α) is single).
Proof. We know limt→+∞ wc,t(ω)/t = wc almost surely. After using Eq. (41) we
have
lim
t→+∞
wc,t(ω)/t∑
c∈C wc,t(ω)/t
=
wc∑
c∈C wc
=
Q(α : A(α) = c)∑
c∈C Q(α : A(α) = c)
.
So
∑
c∈C wc is the mean number of occurrences of any possible cycle per step.
Then the reciprocal of this quantity, denoted λ = 1∑
c∈C wc
, will be the mean steps
to generate a cycle and is the “time unit” of forming the cycle.
Corollary 3.
lim
t→+∞
∑
c∈C wc,t(ω)‖c‖∑
c∈C wc,t(ω)
= λ almost surely. (43)
Proof. We know
∑
c∈C wc‖c‖ = 1.
lim
t→+∞
∑
c∈C wc,t(ω)‖c‖/t∑
c∈C wc,t(ω)/t
=
∑
c∈C wc‖c‖∑
c∈C wc
=
1∑
c∈C wc
.
For each sample sequence Xt(ω), it induces a sequence of cycles and wc,t(ω)
counts the number of cycles c occurred up to t. Instead of studying Xt(ω), we try to
study the dynamics of cycles. Unfortunately, the dynamics of cycle is not Markovian
and seemingly complicated, but it is still ergodic with invariant distribution pc from
Corollary 2. The cycle weight wc can be express by wc = pc/λ.
With the expression of the cycle weight wc, now we can connect the cycle coor-
dinates with the edge coordinates Mij and invariant distribution pi.
Corollary 4. ∑
c∈C
wcJc(i) = pii,
∑
c∈C
wcJc(i, j) = piiMij , (44)
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where Jc(i) =
{
1 if i ∈ c
0 Otherwise
, Jc(i, j) =
{
1 if ij is an edge of c
0 Otherwise
.
Proof. The RHS of the first equality is∑
c∈C
wcJc(i) = lim
t→+∞
∑
c∈C wc,tJc(i)
t
.
The numerator is the number of occurrences of the state i up to t without counting
the derived chain. But the maximum length of the derived chain is n.
#state i− n
t
≤
∑
c∈C wc,tJc(i)
t
≤ #state i
t
.
Taking the limit t→ +∞, it gives ∑c∈C wcJc(i) = pii.
Since ij is an edge of c, we can write it out RHS of the second equality explicitly,∑
c∈C
wcJc(i, j) =
∑
i1,...,it
e(T[j,i1,...,it,i])
Σ
Mij = piiMij .
From Eq. (40),
∑
i1,...,it
e(T[j,i1,...,it,i])
Σ =
e(Ti)
Σ = pii.
Theorem 4.5. The entropy production rate ep is represented by the cycle coordi-
nates (C, wc) and furthermore, by the invariant distribution of cycle dynamics pc
and λ
ep =
∑
c∈C
wc log
wc
wc−
, ep =
H(pc,pc−)
λ
. (45)
Proof. Use the second equality of Eq. (44) in the expression of entropy production
rate in (28), assume the cycle c = (i1, . . . , it). Due to the Eq. (38), we have
wc = Mi1i2 . . .Miti1
e(Ti1,...,it )
Σ and wc− = Mi1it . . .Mi2i1
e(Ti1,...,it )
Σ .
ep =
∑
i,j
(∑
c∈C
wcJc(i, j)
)
log
Mij
Mji
=
∑
c∈C
wc log
Mi1i2 . . .Miti1
Mi1it . . .Mi2i1
=
∑
c∈C
wc log
wc
wc−
.
Use the expression we get in Eq. (41)
ep =
∑
c∈C
wc log
wc
wc−
=
∑
c∈C
Q(α : A(α) = c)
EQ(‖A(α)‖) log
Q(α : A(α) = c)
Q(α : A(α) = c−)
=
∑
c′∈C Q(α : A(α) = c′)
EQ(‖A(α)‖)
∑
c∈C
Q(α : A(α) = c)∑
c′∈C Q(α : A(α) = c′)
log
Q(α : A(α) = c)
Q(α : A(α) = c−)
=
(∑
c′∈C
Q(α : A(α) = c′)
EQ(‖A(α)‖)
)∑
c∈C
pc log
pc
pc−
=
(∑
c′∈C
wc′
)
H(pc,pc−) =
H(pc,pc−)
λ
.
From the theorem, entropy production rate ep is proportional to the relative
entropy of the invariant distribution of cycle dynamics with respect to its reverse
cycle. The extra constant term 1/λ is the average number of cycle occurrences per
step which bridges from the cycle dynamics back to the original MC.
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4.4. Entropy Production of Doubly Stochastic MC and its invertible
RDS. Entropy production characterizes dynamic randomness, which can be di-
vided conceptually as “uncertainties in the past” and “uncertainties in the future”.
The former is represented by non-invertible, “many-to-one” maps while the latter
is best represented by stochastic, “one-to-many” dynamics. In connection to the
entropy production in non-invertible dynamics, Ruelle has introduced the notion of
folding entropy [32].
In Sec. 4.3, the entropy production is discussed in terms of maximum entropy
representation of the MC. Here we establish a relationship between the discrete
state, finite RDS with only invertible transformations, invertible RDS, and the
entropy production rate of its corresponding MC, which is always doubly stochastic:
Both the rows and columns of the MC transition matrix sum to 1. Thus the
invariant distribution is uniform, i.e, pii = 1/n. From the Birkhoff-Von Neumann
theorem, the set of doubly stochastic matrices is the convex hull of the set of n× n
permutation matrices, and the vertices are precisely permutation matrices [41].
In other words, for every doubly stochastic MC, one can assign the probability
measure Q(α) on the the set of invertible maps ∆, such that
∑
α∈∆Q(α) = 1 and
Q(α : α(i) = j) = Mij . It provides an invertible RDS representation for a doubly
stochastic MC through an i.i.d. process. Such representation is different from the
maximum entropy representation, and it may not be unique. For the invertible RDS,
each invertible map α has a well-defined inverse map α−1; its matrix representation
is the inverse of its permutation matrix, Pα−1 = P
−1
α . So the cycle of the inverse
map is reversed compared with the original map.
With this set up, one can introduce a time-reversal dual probability measure
on the set of permutation matrices ∆, Q−(α) = Q(α−1). The probabilities of
the invertible map and its inverse are flipped. Q− define a dual RDS through an
i.i.d. process, and its corresponding MC is exactly the time-reversed process with
transition matrix M−ij = Mji.
Theorem 4.6. The entropy production rate of a doubly stochastic MC has an upper
bound in terms of the relative entropy of measure Q with respect to Q−.
ep ≤ H(Q,Q−). (46)
The equality holds if and only if Q = Q−.
Proof. The entropy production rate ep =
1
n
∑
ijMij log
Mij
Mji
. Based on the log-sum
inequality, which states that for two sets of non-negative numbers (a1, . . . , an) and
(b1, . . . , bn),
n∑
i=1
ai log
ai
bi
≥
( n∑
i=1
ai
)
log
(
∑n
i=1 ai)
(
∑n
i=1 bi)
.
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The equality holds if and only if ai = bi.
ep =
1
n
∑
ij
( ∑
α:α(i)=j
Q(α)
)
log
∑
α:α(i)=j Q(α)∑
α:α(j)=iQ(α)
=
1
n
∑
ij
( ∑
α:α(i)=j
Q(α)
)
log
∑
α:α(i)=j Q(α)∑
α:α(i)=j Q
−(α)
≤ 1
n
∑
ij
∑
α:α(i)=j
(
Q(α) log
Q(α)
Q−(α)
)
=
∑
α
Q(α) log
Q(α)
Q−(α)
. (47)
The last equality (47) is because the term Q(α) log Q(α)Q−(α) sums up exactly n times
for each α which is the number of edges. The equality holds if and only if Q(α) =
Q−(α).
The condition that the equality holds is the sufficient condition of the doubly
stochastic MC being detailed balance, i.e, M− = M .
Theorem 4.6 should be compared and contrasted with an earlier result from Kifer
and Ye et al. [19, 41]: hRDS ≥ hMC, i.e, the metric entropy of MC in (22) is upper
bounded by the metric entropy of RDS, hRDS = −
∑
αQ(α) lnQ(α). hRDS exists
unique finite upper bound which is maximum entropy RDS, but H(Q,Q−) here
could be +∞.
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Appendix A. Proof of Theorem 4.3.
Proof. Consider the equation to solve
∑
k pikMkj = pij . It is equivalent with solving
the following equation
n∑
k=1
k 6=j
pikMkj = pij − pijMjj =
n∑
i=1
i 6=j
Mjipij (48)
Let Gj be the set of directed graphs that have exactly one limit cycle and j is
contained in that cycle. If a directed rooted tree T ∈ Tj , adding the edge j → i
will create an element G ∈ Gj and e(G) = Mjie(T ). If a directed graph G ∈ Gj ,
deleting the edge j → i will create an element T ∈ Tj and Mjie(T ) = e(G). So
we have
∑n
i=1
i6=j
Mjie(Tj) = e(Gj). Here we are considering the outgoing edge from j
and we can consider the incoming edge k → j as well. Similarly, ∑nk=1
k 6=j
Mkje(Tk) =
e(Gk). So pij ∝ e(Tj). After renormalization, the solution (32) is the invariant
distribution.
We will give one example for the theorem.
Example: If the MC has the transition matrix
M =
M11 M12 M13M21 M22 0
M31 0 M33
 ,
each set Ti has only one element. The directed rooted trees and their weights are
shown in Fig. 4. So the invariant distribution is
pi =
(
M21M31
Σ
,
M12M31
Σ
,
M21M13
Σ
)
(49)
where Σ = M21M31 +M12M31 +M21M13.
Appendix B. Matrix-Tree Theorem. The matrix-tree theorem is a refined for-
mula that gives the complete symbolic series for directed rooted trees with specified
roots and more generally for forests with specified roots [8]. We introduce variable
Mij for all i, j ∈ S and define the monomial xT for the directed rooted trees T
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to be the product of the variables Mij for all directed edges i → j in T . For the
example above in Fig. 4, they are
xT1 = M21M31, xT2 = M12M31, xT3 = M21M13 (50)
Note the weight of the trees we defined before is exactly evaluated in the monomial
for given Mij . Moreover, the directed rooted tree are determined by its monomial
xT . Similarly, it can be extended to rooted forests.
Given a subset I ⊂ S , we define Fn,I to be the sum of the monomials for all
forests G whose set of roots is I, which is called the generating function for G.
Fn,I =
∑
G:roots(G)=I
xG. (51)
The matrix-tree theorem is stated as follows,
Theorem B.1. In MC, the generating function Fn,I(M) for all forests rooted at I,
with edges directed towards the roots, is given by the determinant
Fn,I(M) = detD({I}c) (52)
where D = I −M and D({I}c) is the submatrix of the matrix D by deleting the
rows and columns with indices i ∈ I.
In the previous example, the matrix D isM12 +M13 −M12 −M13−M21 M21 0
−M31 0 M31
 .
If I = {2}, then detD({2}) is (M12 + M13)M31 −M31M13 = M12M31. It agrees
with the expression for xT2 .
The generating function Fn,{i}(M) evaluated at given transition matrix M is
equal to e(Ti) the weight of the set of directed rooted trees whose root is state i.
Then the Eq. (32) can be rewritten as
pii =
D({i}c)∑
iD({i}c)
. (53)
E-mail address: xye16@jhu.edu
E-mail address: hqian@u.washington.edu
