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BACK STABLE SCHUBERT CALCULUS
THOMAS LAM, SEUNGJIN LEE, AND MARK SHIMOZONO
Abstract. We study the back stable Schubert calculus of the infinite flag variety. Our main results
are:
• a formula for back stable (double) Schubert classes expressing them in terms of a symmetric
function part and a finite part;
• a novel definition of double and triple Stanley symmetric functions;
• a proof of the positivity of double Edelman-Greene coefficients generalizing the results of
Edelman-Greene and Lascoux-Schu¨tzenberger;
• the definition of a new class of bumpless pipedreams, giving new formulae for double Schubert
polynomials, back stable double Schubert polynomials, and a new form of the Edelman-Greene
insertion algorithm;
• the construction of the Peterson subalgebra of the infinite nilHecke algebra, extending work
of Peterson in the affine case;
• equivariant Pieri rules for the homology of the infinite Grassmannian,
• homology divided difference operators that create the equivariant homology Schubert classes
of the infinite Grassmannian.
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1. Introduction
1.1. Infinite flag variety. The infinite Grassmannian Gr is an ind-finite variety over C, the points
of which are identified with admissible subspaces Λ ⊂ F , where F = C((t)). The infinite flag variety
Fl is an ind-finite variety over C, the points of which are identified with admissible flags
Λ• = {· · · ⊂ Λ−1 ⊂ Λ0 ⊂ Λ1 ⊂ · · · }.
T.L. was supported by NSF DMS-1464693.
M.S. was supported by NSF DMS-1600653.
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See Section 10. In this paper we study the Schubert calculus of Gr and Fl.
The infinite flag variety Fl is the union of finite-dimensional flag varieties, and any product ξxξy
of two Schubert classes ξx, ξy ∈ H∗(Fl) can be computed within some finite-dimensional flag variety.
Naively, as some subset of the authors had mistakenly assumed, no interesting and new phenomena
would arise in the infinite case. To the contrary, in this article we find entirely new behavior that
have no classical counterpart.
1.2. Back stable Schubert polynomials. Polynomial representatives for the Schubert classes in
the cohomology H∗(Fln) of a finite flag variety Fln, called Schubert polynomials Sw, were defined
by Lascoux and Schu¨tzenberger [LaSc82], following work of Bernstein, Gelfand, and Gelfand [BGG]
and Demazure [Dem].
The focus of this work is on the limits of Schubert polynomials called back stable Schubert
polynomials
←−
Sw := lim
p→−∞
q→∞
Sw(xp, xp+1, . . . , xq),
for w ∈ SZ, the group of permutations of Z moving finitely many elements. Two of us (T. L. and
M. S.) first learned of this construction from Allen Knutson [Knu]. Anders Buch [Buc] was also
aware of how to back stabilize (double) Schubert polynomials. Finally, one of us (S.-J. Lee) found
them on his own independently.
These polynomials form a basis of the ring
←−
R := Λ⊗Q[. . . , x−1, x0, x1, . . .] where Λ denotes the
symmetric functions in . . . , x−1, x0. Under an isomorphism between
←−
R and the cohomology of Fl,
we show in Theorem 10.2 that back stable Schubert polynomials represent Schubert classes of Fl.
The first of the new phenomena we find is the “coproduct formula” (Theorem 3.16)
←−
Sw =∑
w
.
=uv Fu ⊗ Sv where Fu is a Stanley symmetric function, Sv is an ordinary Schubert polyno-
mial, and w
.
= uv is a length-additive factorization with v a permutation not using the reflection
s0. Traditionally, the Stanley symmetric functions Fw [Sta] are obtained from ordinary Schubert
polynomials Sw by taking a forward limit. We show that Stanley functions can be obtained from
back stable Schubert polynomials by an algebra homomorphism, contrary to the map from finite
Schuberts to forward-limit Stanleys, which is not multiplicative. This is closely related to, and
explains, a formula of Li [Li].
1.3. Double Stanley symmetric functions. Back stable double Schubert polynomials
←−
Sw(x; a)
can also be defined (though the existence of the limit is less clear, see Proposition 4.3). They also
satisfy (Theorem 4.14) the same kind of coproduct formula as the non-doubled version, with the
double Stanley symmetric functions Fw(x||a) replacing Fw and double Schubert polynomials replac-
ing the usual finite Schubert polynomials. The elements Fw(x||a) lie in the ring Λ(x||a) of double
symmetric functions, which is the polynomial Q[a] = Q[. . . , a−1, a0, a1, . . . ]-algebra generated by
the double power sums pk(x||a) :=
∑
i≤0 x
k
i −
∑
i≤0 a
k
i . As far as we are aware, the symmetric
functions Fw(x||a) are novel. When w is 321-avoiding, the double Stanley symmetric function is
equal to the skew double Schur function which was studied by Molev [Mol09]; see Proposition A.2.
One of our main theorems (Theorem 4.20) is a proof that the double Edelman-Greene coefficients
jwλ (a) ∈ Q[a] given by the expansion of double Stanley symmetric functions
Fw(x||a) =
∑
λ
jwλ (a)sλ(x||a)
into double Schur functions sλ(x||a), are positive polynomials in certain linear forms ai − aj. The
Edelman-Greene coefficients jwλ (0) are known to be positive by the influential works of Edelman and
Greene [EG] and Lascoux and Schu¨tzenberger [LaSc85]. We also obtain an explicit combinatorial
formula for jwλ (a) in the special case that corresponds to the “equivariant homology Pieri rule” of
the infinite flag variety. Molev [Mol09] has given a combinatorial rule for the expansion coefficients
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of skew double Schurs into double Schurs (that is, for jwλ (a) where w is 321-avoiding) but it does
not exhibit the above positivity.
1.4. Bumpless pipedreams. We introduce a combinatorial object called bumpless pipedreams, to
study the monomial expansion of back stable double Schubert polynomials. These are pipedreams
where pipes are not allowed to bump against each other, or equivalently, the “bumping” or “double
elbow tile” is forbidden:
Using bumpless pipedreams, we obtain:
• An expansion for double Schubert polynomials Sw(x; a) in terms of products of binomials∏
(xi − aj). Our formula is different from the classical pipe-dream formula of Fomin and
Kirillov [FK] for double Schubert polynomials: our formula is obviously back stable. Hence
we also obtain such an expansion for back stable double Schubert polynomials.
• A positive expression for the coefficient of sλ(x||a) in
←−
S(x; a) (Theorem 5.11)
• A new combinatorial interpretation of Edelman-Greene coefficients jwλ (0) as the number of
certain EG-pipedreams (Theorem 5.14).
Our bumpless pipedreams are a streamlined version of the interval positroid pipedreams defined by
Knutson [Knu14]. Heuristically, our formula for
←−
Sw(x; a) is obtained by “pulling back” a Schubert
variety in Fl to various Grassmannians where it can be identified (after equivariant shifts) with
graph Schubert varieties, a special class of positroid varieties. This connects our work with that of
Knutson, Lam, and Speyer [KLS], who identified the equivariant cohomology classes of positroid
varieties with affine double Stanley symmetric functions.
When presenting our findings we were informed by Anna Weigandt [Wei] that Lascoux’s use
[Las02] of alternating sign matrices (ASMs) in a formula for Grothendieck polynomials, is very
close to our pipedreams; ours correspond to the subset of reduced ASMs. Our construction has
the advantage that the underlying permutation is evident; in the ASM one must go through an
algorithm to extract this information. Lascoux’s ASMs naturally compute in K-theory rather than
in cohomology.
1.5. NilHecke algebra and Peterson subalgebra. Our constructions are fully compatible with
torus-equivariance: the localization of a Schubert class ξw at a TZ-fixed point v ∈ SZ ⊂ Fl is equal to
a specialization
←−
Sw(va; a) of the back stable double Schubert polynomial. Using torus-equivariant
localization, we construct actions of the infinite nilHecke ring A′ on H∗TZ(Fl); this is an infinite rank
variation of the results of Kostant and Kumar [KK].
As somewhat of a surprise, we are able to construct (Theorem 8.8) a subalgebra P′ ⊂ A′ that is
an analogue of the Peterson subalgebra in the affine case. Peterson [Pet] constructed this subalgebra
of an affine nilHecke algebra as an algebraic model for the equivariant homology H∗T (G˜rn) of the
affine Grassmannian G˜rn. Our construction in the infinite case is unexpected because the infinite
symmetric group SZ is not an affine Coxeter group. Nevertheless, we are able to construct elements
in A′ that behave like translation elements in affine Coxeter groups.
1.6. Homology. The (appropriately completed) equivariant homology HTZ∗ (Gr) of the infinite
Grassmannian is a Hopf algebra dual to H∗TZ(Gr)
∼= Λ(x||a). Non-equivariantly, this can be ex-
plained by the homotopy equivalence Gr ∼= ΩSU(∞) with a group. Restricting to a one-dimensional
torus C× ⊂ TZ, the multiplication is induced by the direct sum operation on finite Grassmannians,
and was studied in some detail by Knutson and Lederer [KL]. The geometry of the full multipli-
cation on HTZ∗ (Gr) is still mysterious to us, and we hope to study it in the context of the affine
infinite Grassmannian in the future.
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We identify (see Remark 6.1) the Schubert basis of HTZ∗ (Gr) with Molev’s dual Schur functions
sˆλ(y||a) [Mol09]. We use this to resolve (Theorem 6.11) a question posed in [KL]: to find defor-
mations of Schur functions that have structure constants equal to the Knutson-Lederer direct sum
product.
One of our main results (Theorem 6.5) is a recursive formula for sˆλ(x||a) in terms of novel ho-
mology divided difference operators, which are divided difference operators on equivariant variables,
but conjugated by the equivariant Cauchy kernel. A similar formula had previously been found
independently by Naruse [Nar], who was studying the homology of the infinite Lagrangian Grass-
mannian. Our construction is also closely related to the presentation of the equivariant homology
of the affine Grassmannian given by Bezrukavnikov, Finkelberg, and Mirkovic [BFM]. We hope to
return to the affine setting in the future.
We compute the ring structure of this equivariant homology ring by giving a positive Pieri rule
(Theorem 6.17). Our computation of the Pieri structure constants relies on some earlier work
of Lam and Shimozono [LaSh12] in the affine case, and on triple Stanley symmetric functions
Fw(x||a||b). The double Stanley symmetric functions Fw(x||a) are recovered from Fw(x||a||b) by
setting b = a. The triple Stanley symmetric functions distinguish “stable” phenomena from “un-
stable” phenomena in the limit from the affine to the infinite setting.
1.7. Affine Schubert calculus. Our study of back stable Schubert calculus is to a large extent
motivated by our study of the Schubert calculus of the affine flag variety F˜l, and in particular Lee’s
recent definition of affine Schubert polynomials [Lee]. There is a surjection H∗(Fl)→ H∗(F˜ln) from
the cohomology of the infinite flag variety to that of the affine flag variety of SL(n). A complete
understanding of this map yields a presentation for the cohomology of the affine flag variety. Thus
this project can be considered as a first step towards understanding the geometry and combinatorics
of affine Schubert polynomials and their equivariant analogues.
We shall apply back stable Schubert calculus to affine Schubert calculus in future work [LLSb]. In
particular, our coproduct formulae (Theorems 3.16 and 4.14) hold for equivariant Schubert classes
in the affine flag variety of any semisimple group G [LLSa]. This affine coproduct formula explains
certain Schubert polynomial formulae of Billey and Haiman [BH].
1.8. Other directions. Most of the results of the present work have K-theoretic analogues. We
plan to address K-theory in a separate work [LLSc].
The results in this paper (for example, §8.1) suggests the study of the affine infinite flag variety
F˜l, an ind-variety whose torus-fixed points are the affine infinite symmetric group SZ ⋉Q
∨
Z, where
Q∨Z is the Z-span of root vectors ei − ej for i 6= j integers and ei is the standard basis of a lattice
with i ∈ Z. Curiously, Schubert classes of F˜l can have infinite codimension (elements of SZ ⋉ Q
∨
Z
can have infinite length) and should lead to new phenomena in Schubert calculus.
Acknowledgements. We thank Anna Weigandt, Zach Hamaker, Anders Buch, and especially
Allen Knutson for their comments on and inspiration for this work.
2. Schubert polynomials
2.1. Notation. Throughout the paper, we set χ(True) = 1 and χ(False) = 0.
2.1.1. Permutations. Let SZ denote the subgroup of permutations of Z generated by si for i ∈ Z
where si exchanges i and i + 1. This is the group of permutations of Z that move finitely many
elements. Let S+ (resp. S−) be the subgroup of SZ generated by s1, s2, . . . (resp. s−1, s−2, . . .).
We write S 6=0 = S− × S+. We have S+ =
⋃
n≥1 Sn. Let w
(n)
0 ∈ Sn be the longest element. For
x, y, z ∈ SZ, we write z
.
= xy if z = xy and ℓ(z) = ℓ(x) + ℓ(y). This notation generalizes to longer
products z
.
= x1x2 · · · xr. For w ∈ SZ, let R(w) be the set of reduced words of w. Let γ : SZ → SZ
be the “shifting” automorphism γ(si) = si+1 for all i ∈ Z.
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For a fixed k ∈ Z, say that w ∈ SZ is k-Grassmannian if wsi > w for all i ∈ Z− {k}. We write
S0Z for the set of 0-Grassmannian permutations. For any w ∈ SZ, let
Iw,+ := Z>0 ∩ w(Z≤0)(2.1)
Iw,− := Z≤0 ∩ w(Z>0)(2.2)
The map w 7→ (Iw,+, Iw,−) is a bijection from S
0
Z to pairs of finite sets (I+, I−) such that I+ ⊂ Z>0,
I− ⊂ Z≤0, and |I+| = |I−|.
2.1.2. Partitions. Let Y denote the set of partitions or Young diagrams. Throughout the paper,
Young diagrams are drawn in English notation: the boxes are top left justified in the plane. For a
Young diagram λ, we let λ′ denote the conjugate (or transpose) Young diagram. The dominance
order on partitions is given by λ ≤ µ if
∑k
i=1 λi ≤
∑k
i=1 µi for all k.
There is a bijection between Y and S0Z, given by λ 7→ wλ, where
wλ(i) := i+
{
λ1−i if i ≤ 0
−λ′i if i > 0.
(2.3)
If µ ⊂ λ, we define
wλ/µ := wλw
−1
µ .(2.4)
We note that wλ
.
= wλ/µwµ. An element w ∈ SZ is 321-avoiding if there is no triple of integers
i < j < k such that w(i) > w(j) > w(k).
Lemma 2.1. An element w ∈ SZ is 321-avoiding if and only if w = wλ/µ for some partitions
µ ⊂ λ.
2.2. Schubert polynomials. Let Q[x+] := Q[x1, x2, x3, . . .] be the polynomial ring in infinitely
many positively-indexed variables and Q[x] := Q[. . . , x−1, x0, x1, . . . ] the polynomial ring in vari-
ables indexed by integers. Define the Q-algebra automorphism γ : Q[x]→ Q[x] given by xi 7→ xi+1.
For i ∈ Z the divided difference operator Ai : Q[x]→ Q[x] is defined by
(2.5) Ai(f) :=
f − si(f)
xi − xi+1
.
We have the operator identities
A2i = 0(2.6)
AiAj = AjAi for |i− j| > 1(2.7)
AiAi+1Ai = Ai+1AiAi+1(2.8)
For w ∈ SZ this allows the definition of
Aw := Ai1Ai2 · · ·Aiℓ where w = si1si2 · · · siℓ is a reduced decomposition.(2.9)
Lemma 2.2.
(1) The kernel of Ai is the subalgebra of si-invariant elements.
(2) The image of Ai consists of si-invariant elements.
For w ∈ Sn, the Schubert polynomial Sw ∈ Q[x+] is defined by
S
w
(n)
0
(x) := xn−11 x
n−2
2 · · · x
1
n−1(2.10)
Sw(x) := AiSwsi(x) for any i with wsi > w.(2.11)
The polynomials Sw(x) are well-defined for w ∈ Sn by (2.7) and (2.8).
Lemma 2.3. Sw(x) is well-defined for w ∈ S+.
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Proof. It suffices to show that the definitions of S
w
(n)
0
and S
w
(n+1)
0
are consistent. Using w
(n+1)
0
.
=
w
(n)
0 sn · · · s2s1 we have An · · ·A2A1(x
n
1x
n−1
2 · · · x
1
n) = x
n−1
1 x
n−2
2 · · · x
1
n−1. 
We recall the monomial expansion of Sw due to Billey, Jockusch, and Stanley.
Theorem 2.4 ([BJS]). For w ∈ S+, we have
Sw(x) =
∑
a1a2···aℓ∈R(w)
∑
1≤b1≤b2≤···≤bℓ
ai<ai+1 =⇒ bi<bi+1
bi≤ai
xb1xb2 · · · xbℓ .(2.12)
Define the code c(w) = (. . . , c−1, c0, c1, . . . ) of w ∈ SZ by
ci := |{j > i | w(j) < w(i)}|.(2.13)
The support of an indexed collection of integers (ci | i ∈ J) is the set of i ∈ J such that
ci 6= 0. The code gives a bijection from SZ to finitely-supported sequences of nonnegative in-
tegers (. . . , c−1, c0, c1, . . . ). It restricts to a bijection from S+ to finitely-supported sequences of
nonnegative integers (c1, c2, . . . ).
The following triangularity of Schubert polynomials with monomials can be clearly seen from
Bergeron and Billey’s rc-graph formula for Schubert polynomials [BB]. For two monomials xb and
xc in Q[x], we say that xc > xb in reverse-lex order if b 6= c and for the maximum i ∈ Z such that
bi 6= ci we have bi < ci.
Proposition 2.5. The transition matrix between Schubert polynomials and monomials is unitri-
angular:
Sw(x) = x
c(w) + reverse-lex lower terms.(2.14)
Theorem 2.6. The Schubert polynomials are the unique family of polynomials {Sw(x) ∈ Q[x+] |
w ∈ S+} satisfying the following conditions:
Sid(x) = 1(2.15)
Sw(x) is homogeneous of degree ℓ(w)(2.16)
AiSw(x) =
{
Swsi(x) if wsi < w
0 otherwise.
(2.17)
The elements {Sw(x) | w ∈ S+} form a basis of Q[x+] over Q.
Proof. For uniqueness, by induction we may assume that Swsi(x) is uniquely determined for all i
such that wsi < w. Since the applications of all the Ai are specified on Sw, the difference of any two
solutions of (2.17), being in the kernel of all Ai, is S+-invariant by Lemma 2.2. But Q[x+]
S+ = Q
so the homogeneity assumption implies that the two solutions must be equal.
For existence, we note that the Schubert polynomials satisfy (2.15), (2.16), and (2.17) when
wsi < w. When wsi > w, we have Sw = AiSwsi by (2.17) applied for wsi. The element Sw, being
in the image of Ai, is si-invariant and therefore is in kerAi by Lemma 2.2. That is, AiSw = 0,
establishing (2.17).
The basis property holds by Proposition 2.5. 
Remark 2.7. All the basis theorems for Schubert polynomials and their relatives, such as Theorem
2.6, hold over Z.
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2.3. Double Schubert polynomials. Let Q[x+, a+] := Q[x1, x2, . . . , a1, a2, . . .]. The divided
difference operators Ai, i > 0 act on Q[x+, a+] by acting on the x-variables only.
Theorem 2.8. There exists a unique family {Sw(x; a) ∈ Q[x+, a+] | w ∈ S+} of polynomials
satisfying the following conditions:
Sid(x; a) = 1(2.18)
Sw(a; a) = 0 if w 6= id(2.19)
AiSw(x+; a+) =
{
Swsi(x; a) if wsi < w
0 otherwise.
(2.20)
The elements {Sw(x; a) | w ∈ S+} form a basis of Q[x+, a+] over Q[a+].
Proof. Uniqueness is proved as in Theorem 2.6. For existence, let
S
w
(n)
0
(x; a) =
∏
1≤i,j≤n
i+j≤n
(xi − aj).(2.21)
This agrees with (2.18). It is straightforward to verify the double analogue of Lemma 2.3.
For (2.19) it suffices to prove the stronger vanishing property
Sv(wa; a) = 0 unless v ≤ w.(2.22)
Here Sv(wa; a) := Sv(aw(1), aw(2), . . . ; a). Let v,w ∈ Sn with v 6≤ w. If v = w
(n)
0 then by inspection
Sv(wa+; a+) = 0. So suppose v < w
(n)
0 . Let 1 ≤ i ≤ n − 1 be such that vsi > v. Then vsi 6≤ w
and also vsi 6≤ wsi. Substituting xk 7→ aw(k) into AiSvsi(x; a) = Sv(x; a) and using induction we
have Sv(wa; a) = (ai − ai+1)
−1(Svsi(wa; a) −Svsi(wsia; a)) = 0, proving (2.22).
The basis property follows from the fact that Sw(x; 0) = Sw(x) are a Q-basis of Q[x+]. 
2.4. Double Schubert polynomials into single. The following identity is proved in Appendix
B.
Lemma 2.9. For w ∈ S+, we have∑
w
.
=uv
(−1)ℓ(u)Su−1(a)Sv(a) = δw,id.(2.23)
Proposition 2.10. [Mac, (6.1)] [FS, Lemma 4.5] Let w ∈ S+. Then
Sw(x; a) =
∑
w
.
=uv
(−1)ℓ(u)Su−1(a)Sv(x).(2.24)
Proof. It suffices to verify the conditions of Theorem 2.8. (2.18) is clear. (2.19) holds by Lemma
2.9. We prove (2.20) by induction on ℓ(w). The case ℓ(w) = 0 is trivial. We have
Ai
∑
w
.
=uv
(−1)ℓ(u)Su−1(a)Sv(x) =
∑
w
.
=uv
vsi<v
(−1)ℓ(u)Su−1(a)Svsi(x)
=
{∑
wsi
.
=uv′(−1)
ℓ(u)
Su−1(a)Sv′(x) if wsi < w,
0 otherwise.
This establishes (2.20) by induction. 
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2.5. Left divided differences. Let Aai be the divided difference operator acting on the a-variables.
Lemma 2.11. For i > 0 and w ∈ S+,
AaiSw(x; a) =
{
−Ssiw(x; a) if siw < w
0 otherwise.
(2.25)
Proof. This is easily verified using Proposition 2.10. 
3. Back stable Schubert polynomials
3.1. Symmetric functions in nonpositive variables. For b ∈ Z, let Λ(x≤b) be the Q-algebra
of symmetric functions in the variables xi for i ∈ Z with i ≤ b. We write Λ = Λ(x≤0) = Λ(x−),
emphasizing that our symmetric functions are in variables with nonpositive indices.
The tensor product Λ⊗Λ is isomorphic to the Q-algebra of formal series of bounded total degree
in x− and a− which are separately symmetric in x− and a−. Under this isomorphism, we have
g ⊗ h 7→ g(x−)h(a−). We use this alternate notation without further mention.
The Q-algebra Λ is a Hopf algebra over Q, generated as a polynomial Q-algebra by primitive
elements
pk =
∑
i≤0
xki .
That is, ∆(pk) = 1 ⊗ pk + pk ⊗ 1 (or ∆(pk) = pk(x−) + pk(a−)). Equivalently, for f ∈ Λ, ∆(f)
is given by plugging both x− and a− variable sets into f . The counit takes the coefficient of the
constant term, or equivalently, is the Q-algebra map sending pk 7→ 0 for all k ≥ 1. The antipode is
the Q-algebra automorphism sending pk 7→ −pk for all k ≥ 1. For a symmetric function f(x) we
write f(/x) for its image under the antipode.
The superization map
Λ→ Λ⊗ Λ, f 7→ f(x/a)(3.1)
is the Q-algebra homomorphism defined by applying the coproduct ∆ followed by applying the
antipode in the second factor. Equivalently, it is the Q-algebra homomorphism sending pk 7→
pk(x−) − pk(a−). In particular, f(x/a) is symmetric in x− and symmetric in a−. We use the
notation f(x/a) instead of f(x−/a−) for the sake of simplicity.
3.2. Back symmetric formal power series. Let R be the Q-algebra of formal power series f
in the variables xi for i ∈ Z such that f has bounded total degree (there is an M such that all
monomials in f have total degree at most M) and the support of f is bounded above (there is an
N such that the variables xi do not appear in f for i > N). The group SZ acts on R by permuting
variables. Say that f ∈ R is back symmetric if there is a b ∈ Z such that si(f) = f for all i < b.
Let
←−
R be the subset of back symmetric elements of R.
Proposition 3.1. We have the equality
←−
R = Λ⊗Q[x].(3.2)
Proof. It is straightforward to verify that
←−
R is a Q-subalgebra of R containing Λ and Q[x]. Suppose
f ∈ R is back symmetric. Let b ∈ Z be such that si(f) = f for all i < b. Then f ∈ Λ(x≤b) ⊗
Q[xb+1, xb+2, . . . ] is a polynomial in the power sums pk(x≤b) and the variables xb+1, xb+2, . . . . But
pk(x≤b)− pk(x≤0) ∈ Q[x]. It follows that f ∈ Λ⊗Q[x]. 
We emphasize that
←−
R is a polynomial Q-algebra with algebraically independent generators pk
for k ≥ 1 and xi for i ∈ Z. The restriction of the action of SZ from R to
←−
R is given on algebra
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generators by
w(xi) = xw(i)
si(pk) =
{
pk if i 6= 0
pk − x
k
0 + x
k
1 if i = 0.
For s0(pk) we use the computation
s0
∑
i≤0
(xki − a
k
i ) =
∑
i≤−1
(xki − a
k
i ) + s0(x
k
0 − a
k
0) =
∑
i≤−1
(xki − a
k
i ) + x
k
1 − a
k
0 = pk − x
k
0 + x
k
1.
The divided difference operators Ai for i ∈ Z act on
←−
R using the same formula as (2.5).
3.3. Back stable limit. Let γ :
←−
R →
←−
R be the Q-algebra automorphism shifting all x variables,
that is,
γ(xi) = xi+1 γ
−1(xi) = xi−1(3.3)
γ(pk) = pk + x
k
1 γ
−1(pk) = pk − x
k
0.(3.4)
Given w ∈ SZ, let [p, q] ⊂ Z be an interval that contains all non-fixed points of w. Let S
[p,q]
w
be the usual Schubert polynomial but computed using the variables xp, xp+1, . . . , xq instead of
starting with x1. This is the same as shifting w to start at 1 instead of p, constructing the Schubert
polynomial, and then shifting variables to start at xp instead of x1. That is,
S
[p,q]
w = γ
p−1(Sγ1−p(w)).
We say that the limit of a sequence f1, f2, . . . of formal power series is equal to a formal power
series f if, for each monomial M , the coefficient of M in f1, f2, . . . eventually stabilizes and equals
the coefficient in f .
Theorem 3.2. For w ∈ SZ, there is a well-defined formal series
←−
Sw ∈
←−
R given by
←−
Sw := lim
p→−∞
q→∞
S
[p,q]
w
called the back stable Schubert polynomial. It has the monomial expansion
(3.5)
←−
Sw =
∑
a1a2···aℓ∈R(w)
∑
b1≤b2≤···≤bℓ
ai<ai+1 =⇒ bi<bi+1
bi≤ai
xb1xb2 · · · xbℓ
in which bi ∈ Z. Moreover the back stable Schubert polynomials are the unique family {
←−
Sw ∈
←−
R |
w ∈ SZ} of elements satisfying the following conditions:
←−
S id = 1(3.6)
←−
Sw is homogeneous of degree ℓ(w)(3.7)
Ai
←−
Sw =
{←−
Swsi if wsi < w,
0 otherwise.
(3.8)
Proof. The well-definedness of the series and its monomial expansion follows by taking the limit of
(2.12). Let w ∈ SZ. For i ≪ 0 we have wsi > w. By (2.17) and Lemma 2.2
←−
Sw is si-symmetric.
Thus
←−
Sw is back symmetric.
Properties (3.6), (3.7) and (3.8) hold for
←−
Sw by the corresponding parts of Theorem 2.6 for usual
Schubert polynomials. 
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Proposition 3.3. For w ∈ SZ, we have γ(
←−
Sw) =
←−
Sγ(w).
Proposition 3.4. For λ ∈ Y, we have
←−
Swλ = sλ ∈ Λ(x−), the Schur function.
Proof. Let 0 < k < n be large enough such that λ is contained in the k×(n−k) rectangular partition.
For such partitions the map λ 7→ γk(wλ) defines a bijection to the k-Grassmannian elements of Sn.
It is well-known that Sγk(wλ) = sλ(x1, . . . , xk) [Ful, Chapter 10, Proposition 8]. Applying γ
−k we
have S
[1−k,n−k]
wλ = sλ(x1−k . . . , x−1, x0). The result follows by letting k, n→∞. 
By Propositions 3.3 and 2.5 we have
←−
Sw = x
c(w) + reverse-lex lower terms.(3.9)
Theorem 3.5. The back stable Schubert polynomials form a Q-basis of
←−
R .
Proof. By (3.9) the back stable Schubert polynomials are linearly independent. For spanning,
using Proposition 3.3 and applying γn for n sufficiently large, it suffices to show that any element
of Λ(x−)⊗Q[x+] is a Q-linear combination of finitely many back stable Schubert polynomials. This
holds due to the unitriangularity (3.9) of back stable Schubert polynomials with monomials and the
following facts: (1) the reverse-lex leading monomial xβ in any nonzero element of Λ(x−)⊗ Q[x+]
satisfies · · · ≤ β−2 ≤ β−1 ≤ β0. (2) If w ∈ SZ is such that c(w) = β for such a β then · · · < w(−2) <
w(−1) < w(0). (3) For such w,
←−
Sw is symmetric in x− so that
←−
Sw ∈ Λ(x−) ⊗ Q[x+]. (4) There
are finitely many γ below β in reverse-lex order such that xγ and xβ have the same degree, and
satisfying · · · ≤ γ−2 ≤ γ−1 ≤ γ0. 
3.4. Stanley symmetric functions. There is a Q-algebra map η0 : Q[x]→ Q given by evaluation
at zero: xi 7→ 0 for all i ∈ Z. This induces a Q-algebra map 1 ⊗ η0 :
←−
R → Λ ⊗Q Q ∼= Λ, which we
simply denote by η0 as well.
Remark 3.6. The map η0 “knows” the difference between xi ∈ Q[x] and the xi that appear in
Λ = Λ(x−).
For w ∈ SZ, we define the Stanley symmetric function by
Fw := η0(
←−
Sw) ∈ Λ.(3.10)
Recall the shifting automorphism γ : SZ → SZ from §2.1.
Lemma 3.7. For f ∈
←−
R , we have η0(γ(f)) = η0(f).
Proof. This holds since η0 is a Q-algebra homomorphism and the claim is easily verified for the
algebra generators of
←−
R . 
Corollary 3.8. For w ∈ SZ, we have Fγ(w) = Fw.
Proof. Using Lemma 3.7, we have Fγ(w) = η0(
←−
Sγ(w)) = η0(γ(
←−
Sw)) = η0(
←−
Sw) = Fw. 
Theorem 3.9 (cf. [Sta]). For w ∈ SZ, we have
Fw =
∑
a1a2···aℓ∈R(w)
∑
b1≤b2≤···≤bℓ≤0
ai<ai+1 =⇒ bi<bi+1
xb1xb2 · · · xbℓ .(3.11)
Proof. By Lemma 3.7 we may assume that w ∈ S+. Since wsi > w for i < 0,
←−
Sw is si-symmetric
for i < 0, that is,
←−
Sw ∈ Λ⊗Q[x+]. Therefore Fw is obtained from
←−
Sw by setting xi = 0 for i ≥ 1.
Making this substitution in (3.5) yields (3.11). 
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Remark 3.10. Up to using x− instead of x+, our definition agrees (by Theorem 3.9) with the
standard definition [Sta] of Stanley symmetric function: Fw(x+) = limn→∞Sγn(w)(x+).
The Edelman-Greene coefficients jwλ ∈ Z are defined by
Fw =
∑
λ
jwλ sλ.(3.12)
Remark 3.11. These coefficients are known to be nonnegative and have a number of combinatorial
interpretations: leaves of the transition tree [LaSc85], promotion tableaux [Hai], and peelable
tableaux [RS]. In particular, by [EG] jwλ is equal to the number of reduced word tableaux for w:
that is, row strict and column strict tableaux of shape λ whose row-reading words are reduced
words for w.
Let ω be the involutive Q-algebra automorphism of Λ defined by ω(pr) = (−1)
r−1pr for r ≥ 1.
We have ω(sλ) = sλ′ for λ ∈ Y. The action of ω on a homogeneous element of degree d is equal to
that of the antipode times (−1)d. Let ω also denote the automorphism of SZ given by si 7→ s−i for
all i ∈ Z.
Proposition 3.12. For w ∈ SZ, we have Fw−1 = ω(Fw) = Fω(w).
Proof. Reversal of a reduced word gives a bijection R(w) → R(w−1) that sends a Coxeter-Knuth
class of shape λ (see §5.8) to a Coxeter-Knuth class of shape λ′. The first equality follows.
Negating each entry of a reduced word gives a bijection R(w)→ R(ω(w)) which sends a Coxeter-
Knuth class of shape λ to a Coxeter-Knuth class of shape λ′. The second equality follows. 
Proposition 3.13. For w ∈ SZ, we have
∆(Fw) =
∑
w
.
=uv
Fu ⊗ Fv(3.13)
Fw(/x) = (−1)
ℓ(w)Fw−1(x)(3.14)
Fw(x/a) =
∑
w
.
=uv
(−1)ℓ(u)Fu−1(a)Fv(x)(3.15)
Fw(a/a) = δw,id(3.16)
Fw(x) =
∑
w
.
=uvz
(−1)ℓ(u)Fu−1(a)Fv(x)Fz(a).(3.17)
Proof. Equation (3.13) follows by plugging in two set of variables into (3.11). Equation (3.14) fol-
lows from Proposition 3.12. Equation (3.15) is obtained by combining (3.13) and (3.14). Equation
(3.16) follows from the Hopf algebra axiom which asserts that superization followed by multiplica-
tion is the counit. For (3.17) we have∑
w
.
=uvz
(−1)ℓ(u)Fu−1(a)Fv(x)Fz(a) =
∑
w
.
=uvz
(−1)ℓ(u)Fu−1(a)Fv(a)Fz(x)
=
∑
w
.
=yz
Fy(a/a)Fz(x) = Fw(x)
using cocommutativity, (3.15), and (3.16). 
3.5. Negative Schubert polynomials. Recall S− and S 6=0 from §2.1. Recall the automorphism
ω of SZ. It restricts to an isomorphism S− → S+. Let ω : Q[x] → Q[x] be the Q-algebra
automorphism defined by ω(xi) = −x1−i for i ∈ Z. For u ∈ S−, define Su(x) ∈ Q[x−] by
Su(x) := ω(Sω(u)(x)).(3.18)
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That is, in w replace the negatively-indexed reflections with positively-indexed ones, take the
usual Schubert polynomial, and then use ω to substitute nonpositively-indexed x variables for the
positively-indexed ones (with signs).
Example 3.14. For u = s−3s−2s−1, we have ω(u) = s3s2s1, Ss3s2s1 = x
3
1, and Su = −x
3
0.
By Theorem 2.4, we have
Su(x) =
∑
a1a2···aℓ∈R(u)
∑
0≥b1≥b2≥···≥bℓ
ai>ai+1 =⇒ bi>bi+1
bi≥ai+1
xb1xb2 · · · xbℓ for u ∈ S−.
Note the +1 in bi ≥ ai + 1.
For w ∈ S 6=0, define Sw(x) ∈ Q[x] by
Sw(x) := Su(x)Sv(x) where w = uv with u ∈ S− and v ∈ S+.(3.19)
Proposition 3.15. For w ∈ S 6=0, we have ω(Sw(x)) = Sω(w)(x).
3.6. Coproduct formula. There is a coaction ∆ :
←−
R → Λ ⊗
←−
R of Λ on
←−
R , defined by the
comultiplication on the first factor of the tensor product Λ⊗Q Q[x].
Theorem 3.16. Let w ∈ SZ. We have the coproduct formulae
∆(
←−
Sw) =
∑
w
.
=xy
Fx ⊗
←−
Sy(3.20)
←−
Sw =
∑
w
.
=xy
y∈S 6=0
Fx Sy(3.21)
Proof. Equation (3.20) can be deduced from (3.21) and Proposition 3.13:
∆(
←−
Sw) =
∑
w
.
=xy
y∈S 6=0
∆(Fx)Sy =
∑
w
.
=uvy
y∈S 6=0
Fu ⊗ FvSy =
∑
w
.
=uz
Fu ⊗
←−
Sz.
We prove (3.21) by a cancellation argument. We say that a pair of integer sequences (a,b) of
the same length is a compatible pair, if b is weakly increasing and ai < ai+1 =⇒ bi < bi+1.
Let (x, y,a,b) index a monomial xb = xb1 · · · xbℓ on the right hand side, corresponding to the
term Fx Sy and reduced word a = a1a2 · · · aℓ. By convention, to obtain a, we always factorize
y ∈ S 6=0 as y = y
′y′′ with y′ ∈ S− and y
′′ ∈ S+. We will provide a partial sign-reversing involution
ι on the quadruples (x, y,a,b); the left-over monomials will give the left hand side.
Suppose ℓ(x) = r, ℓ(y′) = s, ℓ(y′′) = t, and set ℓ = r+ s+ t. Call an index i ∈ [1, ℓ] bad if bi > ai,
and good if bi ≤ ai. It follows from the definitions that all indices i ∈ [r + s+ 1, ℓ] are good, while
all indices i ∈ [r + 1, r + s] are bad. Furthermore, if i ∈ [1, r] is bad, then ai < 0.
Let k be the largest bad index in [1, r], which we assume exists. We claim that sak commutes
with sak+1 · · · sar . To see this, observe that if ak′ ∈ {ak − 1, ak, ak + 1} where k < k
′ ≤ r then we
must have bk′ > ak′ , contradicting our choice of k. If s = 0, we set
(3.22) ι(x, y,a,b) = (a1 · · · aˆk · · · ar|akar+1 · · · at, b1 · · · bˆk · · · br|bkbr+1 · · · bt) = (x˜, y˜, a˜, b˜)
where the vertical bar separates x from y. Thus y˜′ = sak . If s > 0, we compare bk with br+1.
If bk > br+1 or (bk = br+1 and ak < ar+1) then we again make the definition (3.22) where now
y˜′ = saky
′. We call this CASE A.
Suppose still that s > 0. If (bk < br+1) or (bk = br+1 and ak ≥ ar+1) or (k does not exist) then
there is a unique index j ∈ [k, r] so that
ι(x, y,a,b) = (a1 · · · ajar+1aj+1 · · · ar|ar+2 · · · at, b1 · · · bjbr+1bj+1 · · · br|br+2 · · · bt) = (x˜, y˜, a˜, b˜)
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has the property that (a1 · · · ajar+1aj+1 · · · ar, b1 · · · bjbr+1bj+1 · · · br) is a compatible sequence. In
this case, sar+1 commutes with saj+1 · · · sar . We call this CASE B.
Finally, if s = 0 and k does not exist, then ι is not defined.
It remains to observe that CASE A and CASE B are sent to each other via ι, which keeps xb
constant and changes ℓ(y′) by 1. 
Let ω be the involutive Q-algebra automorphism of
←−
R given by combining the maps ω on Λ from
§3.4 and on Q[x] from §3.5.
Proposition 3.17. For all w ∈ SZ, we have ω(
←−
Sw) =
←−
Sω(w).
Proof. This follows immediately from Theorem 3.16 and Propositions 3.12 and 3.15. 
Remark 3.18. The elements {sλ ⊗Sv | λ ∈ Y and v ∈ S 6=0} form a Q-basis of
←−
R . It follows from
Theorem 3.16 that the coefficient of sλ⊗Sv in
←−
Sw is equal to j
wv−1
λ if ℓ(wv
−1) = ℓ(w)− ℓ(v), and
0 otherwise.
Remark 3.19. Let νλ :
←−
R → Q[x] denote the linear map given by “taking the coefficient of sλ”.
Then
νλ(
←−
Sw) =
∑
v∈S 6=0
ℓ(wv−1)=ℓ(w)−ℓ(v)
jwv
−1
λ Sv.(3.23)
We will give an explicit description of the polynomial νλ(
←−
Sw) in Theorem 5.11.
3.7. Back stable Schubert structure constants. For u, v, w ∈ S+, define the usual Schubert
structure constants cwuv by
SuSv =
∑
w∈S+
cwuvSw.(3.24)
For u, v, w ∈ SZ, define the back stable Schubert structure constants
←−c wuv ∈ Q by
←−
Su
←−
Sv =
∑
w∈SZ
←−c wuv
←−
Sw.(3.25)
By Proposition 3.3, we have
←−c
γn(w)
γn(u),γn(v) =
←−c wuv for all u, v, w ∈ SZ and n ∈ Z.(3.26)
Proposition 3.20.
(1) For u, v, w ∈ S+, we have c
w
uv =
←−c wuv.
(2) Every back stable Schubert structure constant is a usual Schubert structure constant.
Proof. Consider the Q-algebra homomorphism π+ :
←−
R → Q[x+] sending pr 7→ 0, xi 7→ 0 for i ≤ 0
and xi 7→ xi for i > 0. Applying π+ to Theorem 3.16 for y ∈ SZ we have
π+(
←−
Sy) =
{
Sy if y ∈ S+
0 otherwise.
(3.27)
because π+ kills all symmetric functions with no constant term and all negative Schubert polyno-
mials of positive degree. Now let u, v ∈ S+. Applying π+ to (3.25) and using (3.27), (1) follows.
For (2), let u, v ∈ SZ. By (3.26), we may assume that u, v ∈ S+ and that the finitely many w
appearing in (3.25) are also in S+. The proof is completed by applying part (1). 
Example 3.21. We have
←−
S
2
s1 =
←−
Ss2s1 +
←−
Ss0s1 and S
2
s1 = Ss2s1 . Shifting forward by one we obtain←−
S
2
s2 =
←−
Ss3s2 +
←−
Ss1s2 and S
2
s2 = Ss3s2 +Ss1s2 .
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We derive a relation involving back stable Schubert structure constants and Stanley coefficients.
Proposition 3.22. Let u ∈ Sm, v ∈ Sn and λ ∈ Y. Let u× v := uγ
m(v) ∈⊂ Sm+n ⊂ S+. Then
ju×vλ =
∑
w∈SZ
←−c wuvj
w
λ .(3.28)
Proof. Since u× v ∈ Sm × Sn ⊂ Sm+n it follows that Su×v = SuSγm(v). We deduce that
←−
Su×v =
←−
Suγ
m(
←−
Sv). Using the algebra map η0 several times we obtain
Fu×v = FuFv = η0(
←−
Su
←−
Sv) = η0(
∑
w∈SZ
←−c wuv
←−
Sw) =
∑
w∈SZ
←−c wuvFw.
Taking the coefficient of sλ we obtain (3.28). 
4. Back stable double Schubert polynomials
4.1. Double symmetric functions. Let pk(x||a) := pk(x/a) =
∑
i≤0 x
k
i − a
k
i , a formal power
series in variables xi and ai; it is the image of pk under superization. Let Λ(x||a) be the Q[a]-
algebra generated by the elements p1(x||a), p2(x||a), . . ., which are algebraically independent over
Q[a]. We call Λ(x||a) the ring of double symmetric functions. For λ = (λ1, λ2, . . . , λℓ) ∈ Y, we
denote pλ(x||a) := pλ1(x||a) · · · pλℓ(x||a).
The algebra Λ(x||a) is a Hopf algebra over Q[a] with primitive generators pk(x||a) for k ≥ 1.
The counit is the Q[a]-algebra homomorphism ǫ : Λ(x||a) → Q[a] given by pk(x||a) 7→ 0 for k ≥ 1.
The antipode is the Q[a]-algebra homomorphism defined by pk(x||a) 7→ −pk(x||a) for k ≥ 1.
4.2. Back symmetric double power series. Define the back symmetric double power series ring
←−
R (x; a) := Λ(x||a)⊗Q[a]Q[x, a], where Q[x, a] := Q[xi, ai | i ∈ Z]. The ring
←−
R (x; a) has two actions
of SZ: one that acts on all the x variables and one that acts on all the a variables. More precisely
for i ∈ Z let sxi (resp. s
a
i ) act on
←−
R (x; a) by exchanging xi and xi+1 (resp. ai and ai+1) while
leaving the other polynomial generators of Q[x, a] alone and
sxi (pk(x||a)) =
{
pk(x||a) if i 6= 0
pk(x||a)− x
k
0 + x
k
1 if i = 0
(4.1)
sai (pk(x||a)) =
{
pk(x||a) if i 6= 0
pk(x||a) + a
k
0 − a
k
1 if i = 0.
(4.2)
For w ∈ SZ, we write w
x (resp. wa) for this action of w on the x-variables (resp. a-variables).
4.3. Localization of back symmetric formal power series. Let ǫ :
←−
R (x; a) → Q[a] be the
Q[a]-algebra homomorphism which extends the counit ǫ of Λ(x||a) via
ǫ(pk(x||a)) = 0 for all k ≥ 1(4.3)
ǫ(xi) = ai for all i ∈ Z.(4.4)
In other words ǫ “sets all xi to ai” including those in pk(x||a). Define
f |w = ǫ(w
x(f))) = f(wa; a) for f(x, a) ∈
←−
R (x; a) and w ∈ SZ.(4.5)
Recall the notation Iw,± from (2.1) and (2.2).
Lemma 4.1. We have pk(x||a)|w =
∑
i∈Iw,+
aki −
∑
i∈Iw,−
aki .
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4.4. Back stable double Schubert polynomials. Let γ be the Q-algebra automorphism of
←−
R (x; a) which shifts all variables forward by 1 in
←−
R (x; a). That is, γ(xi) = xi+1, γ(ai) = ai+1,
and γ(pk(x||a)) = pk(x||a) + x
k
1 − a
k
1 . As before, let [p, q] be an interval of integers containing all
integers moved by w ∈ SZ. Define
S
[p,q]
w (x; a) := γ
p−1(Sγ1−p(w)(x; a)).(4.6)
For w ∈ SZ, define the back stable double Schubert polynomial
←−
Sw(x; a) by
←−
Sw(x; a) := lim
p→−∞
q→∞
S
[p,q]
w (x; a).(4.7)
Remark 4.2. There is a double version of the monomial expansion (Theorem 2.4) of Schubert
polynomials, see for example [FK]. However, the well-definedness of
←−
Sw(x; a) is not apparent from
that expansion. In Theorem 5.13 we give a new combinatorial formula for Sw(x; a) using bumpless
pipedreams as a sum of products of binomials xi − aj . Theorem 5.13 is compatible with the back
stable limit and yields a monomial formula (Theorem 5.2) for the back stable double Schubert
polynomials.
Proposition 4.3. For w ∈ SZ, Sw(x; a) is a well-defined series such that
←−
Sw(x; a) =
∑
w
.
=uv
(−1)ℓ(u)
←−
Su−1(a)
←−
Sv(x)(4.8)
Proof. Since length-additive factorizations are well-behaved under shifting it follows that
S
[p,q]
w (x; a) = γ
p−1(Sγ1−p(w)(x; a))
= γp−1(
∑
w
.
=uv
(−1)ℓ(u)Sγ1−p(u−1)(a)Sγ1−p(v)(x))
=
∑
w
.
=uv
(−1)ℓ(u)S
[p,q]
u−1
(a)S[p,q]v (x)
using Proposition 2.10. Taking the limit as p→ −∞ and q →∞ we obtain (4.8). 
Corollary 4.4. For w ∈ SZ, we have γ(
←−
Sw(x; a)) =
←−
Sγ(w)(x; a).
Corollary 4.5. For w ∈ SZ, we have
←−
Sw(x; a) =
∑
w
.
=uvz
u,z∈S 6=0
(−1)ℓ(u)Su−1(a)Fv(x/a)Sz(x).(4.9)
In particular,
←−
Sw(x; a) ∈
←−
R (x; a).
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Proof. Using (3.21) and Propositions 4.3 and 3.13 we have
←−
Sw(x; a) =
∑
w
.
=uv
(−1)ℓ(u)
←−
Su−1(a)
←−
Sv(x)
=
∑
u−1
.
=u1v1
v1∈S 6=0
∑
v
.
=u2v2
v2∈S 6=0
(−1)ℓ(u)Fu1(a)Sv1(a)Fu2(x)Sv2(x)
=
∑
w
.
=v−11 u
−1
1 u2v2
v1,v2∈S 6=0
(−1)ℓ(u1)+ℓ(v1)Sv1(a)Fu1(a)Fu2(x)Sv2(x)
=
∑
w
.
=v−11 uv2
v1,v2∈S 6=0
(−1)ℓ(v1)Sv1(a)Fu(x/a)Sv2(x). 
Theorem 4.6. {
←−
Sw(x; a) ∈
←−
R (x; a) | w ∈ SZ} is the unique family of power series satisfying the
following conditions:
←−
S id = 1(4.10)
←−
Sw(a; a) = 0 if w 6= id(4.11)
Ai
←−
Sw(x; a) =
{←−
Swsi(x; a) if wsi < w
0 otherwise.
(4.12)
The elements {
←−
Sw(x; a) | w ∈ SZ} form a basis of
←−
R (x; a) over Q[a].
Proof. Uniqueness follows as in the proof of Theorem 3.2. Since the double Schubert polynomials
are related by divided differences, the corresponding fact (4.12) also holds. For (4.11), applying the
map ǫ of §4.3 to (4.9) and using (3.16), we have
←−
Sw(a; a) =
∑
w
.
=uz
u,z∈S 6=0
(−1)ℓ(u)Su(a)Sz(a).
This is 0 automatically if w 6∈ S 6=0. If w ∈ S 6=0 \ {id} then the vanishing follows from the straight-
forward generalization of Lemma 2.9 to Sw for w ∈ S 6=0.
The basis property follows from the fact that setting ai = 0 for all i ∈ Z gives
←−
Sw(x, 0) =
←−
Sw(x)
and the latter are a basis of Λ⊗Q[x]. 
The back stable double Schubert polynomials localize the same way that ordinary double Schu-
bert polynomials do in the following sense.
Proposition 4.7. Let v,w ∈ SZ and let [p, q] ⊂ Z be an interval that contains all elements moved
by v and by w. Then
←−
Sv(wa; a) = S
[p,q]
v (wa; a).
Proof. By Corollary 4.4 we may assume that [p, q] = [1, n] for some n so that v,w ∈ Sn. We are
specializing xi 7→ aw(i) for all i, and in particular xi 7→ ai for all i ≤ 0. Under this substitution all
the super Stanley functions in (4.9) vanish except those indexed by the identity. Using Proposition
2.10, we have
←−
Sv(wa; a) =
∑
v
.
=uz
u,z∈S 6=0
(−1)ℓ(u)Su−1(a)Sz(wa) =
∑
v
.
=uz
u,z∈Sn
(−1)ℓ(u)Su−1(a)Sz(wa) = Sv(wa; a). 
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4.5. Double Schur functions. We realize the double Schur functions as the Grassmannian back
stable double Schubert polynomials. As such our double Schur functions are symmetric in x−. In
Appendix A a precise dictionary is given which connects our conventions with the literature, which
uses symmetric functions in x+.
Let γa be the shift of all of the a-variables, that is, the Q-algebra automorphism of Λ(x||a) given
by
γa(ai) = ai+1 γ
−1
a (ai) = ai−1(4.13)
γa(pk(x||a)) = pk(x||a)− a
k
1 γ
−1
a (pk(x||a)) = pk(x||a) + a
k
0 .(4.14)
By definition γa leaves the x variables alone. For λ ∈ Y define the double Schur function sλ(x||a) ∈
Λ(x||a) by
hr(x||a) := γ
r−1
a (hr(x/a)) sλ(x||a) := det γ
1−j
a (hλi−i+j(x||a)).(4.15)
Let sai and A
a
i be the reflection and divided difference operators acting on the a-variables in both
Q[a] and in pr(x||a).
Proposition 4.8. For all i ∈ Z and w ∈ SZ, we have
Aai
←−
Sw(x; a) =
{
−
←−
Ssiw(x; a) if siw < w
0 otherwise.
Proof. This follows from (4.8) and (3.8). 
The following result follows from Proposition 4.8.
Proposition 4.9. For λ ∈ Y, we have
←−
Swλ(x; a) = sλ(x||a).
4.6. Double Stanley symmetric functions. We introduce the double Stanley symmetric func-
tions Fw(x||a) for w ∈ SZ. If w is a 321-avoiding permutation, we recover Molev’s skew double
Schur function; see Appendix A.4.
Let ηa be the Q[a]-algebra homomorphism Q[x, a] → Q[a] given by xi 7→ ai. This induces a
Q[a]-algebra map 1 ⊗ ηa :
←−
R (x; a) → Λ(x||a) ⊗Q[a] Q[a] ∼= Λ(x||a), which we simply denote by ηa
as well.
Remark 4.10. Analogously to η0 in Remark 3.6, the map ηa substitutes xi 7→ ai for the xi generators
of Q[x] but leaves the “xi in Λ(x||a)” alone.
For w ∈ SZ, define the double Stanley symmetric function Fw(x||a) ∈ Λ(x||a) by
Fw(x||a) := ηa(
←−
Sw(x; a)).(4.16)
Proposition 4.11. For w ∈ SZ, we have
Fw(x||a) =
∑
w
.
=uvz
u,z∈S 6=0
(−1)uSu−1(a)Fv(x/a)Sz(a)(4.17)
Proof. This follows from the definition (4.16) and Corollary 4.5. 
Proposition 4.12. For λ ∈ Y, we have Fwλ(x||a) = sλ(x||a).
Proof. Fwλ(x||a) = ηa(
←−
Swλ) =
←−
Swλ = sλ(x||a) by Proposition 4.9, since ηa is the identity when
restricted to Λ(x||a). 
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4.7. Negative double Schubert polynomials. Let ω be the involutive Q-algebra automorphism
of Q[x; a] given by ω(xi) = −x1−i and ω(ai) = −a1−i for i ∈ Z. For w ∈ S−, define the negative
double Schubert polynomial Sw(x; a) ∈ Q[x−, a−] by
Sw(x; a) := ω(Sω(w)(x; a)) for w ∈ S−.(4.18)
Define Sw(x; a) ∈ Q[x; a] for w ∈ S 6=0 by
Sw(x; a) := Su(x; a)Sv(x; a) where w = uv with u ∈ S+ and v ∈ S−.(4.19)
Proposition 4.13. For w ∈ S 6=0, we have
Sw(x; a) =
∑
w
.
=uv
(−1)uSu−1(a)Sv(x)(4.20)
Sw(x) =
∑
w
.
=uv
Su(a)Sv(x; a)(4.21)
Proof. Equation (4.20) is straightforwardly reduced to the case that w ∈ S+, which is Proposition
2.10. Equation 4.21 follows from (4.20) by Corollary B.3. 
4.8. Coproduct formula. There is a coaction ∆ :
←−
R (x; a)→ Λ(x||a)⊗Q[a]
←−
R (x||a) of Λ(x||a) on
←−
R (x; a), defined by the comultiplication on the first factor of the tensor product Λ(x||a)⊗Q[a]Q[x, a].
Theorem 4.14. Let w ∈ SZ. We have the coproduct formulae
∆(
←−
Sw(x; a)) =
∑
w
.
=uv
Fu(x||a) ⊗
←−
Sv(x; a)(4.22)
←−
Sw(x; a) =
∑
w
.
=uv
v∈S 6=0
Fu(x||a) Sv(x; a).(4.23)
Proof. We first deduce (4.22) from (4.23). Using Corollary 4.5, Proposition 4.11 and Lemma 2.9
we have ∑
w
.
=uv
Fu(x||a)⊗
←−
Sv(x; a)
=
∑
w
.
=u1v1z1u2v2z2
ui,zj∈S 6=0
(−1)ℓ(u1)+ℓ(u2)Su−11
(a)Fv1(x/a)Sz1(a)⊗Su−12
(a)Fv2(x/a)Sz2(x)
=
∑
w
.
=u1v1v2z2
u1,z2∈S 6=0
(−1)ℓ(u1)Su−11
(a)Fv1(x/a)⊗ Fv2(x/a)Sz2(x)
= ∆(
∑
w
.
=u1vz2
u1,z2∈S 6=0
(−1)ℓ(u1)Su−11
(a)Fv(x/a)Sz2(x))
= ∆(
←−
Sw(x; a)).
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For (4.23), using Propositions 4.11 and 4.13 we have∑
w
.
=uv
v∈S 6=0
Fu(x||a) Sv(x; a) =
∑
w
.
=u1v1z1v
u1,z1,v∈S 6=0
(−1)ℓ(u1)Su1−1(a)Fv1(x/a)Sz1(a)Sv(x; a)
=
∑
w
.
=u1v1v
u1,z∈S 6=0
(−1)ℓ(u1)Su1−1(a)Fv1(x/a)Sz(x)
=
←−
Sw(x; a). 
Corollary 4.15. Let w ∈ SZ. Then
∆(Fw(x||a)) =
∑
w
.
=uv
Fu(x||a)⊗ Fv(x||a).
Proof. We have ∆◦ηa = (1⊗ηa)◦∆ acting on
←−
R (x; a), where (1⊗ηa) acts on Λ(x||a)⊗Q[a]
←−
R (x; a)
by acting as ηa on the second factor. The result follows from (4.22). 
Recall the definition of wλ/µ from (2.4).
Corollary 4.16. For λ ∈ Y, we have
∆(sλ(x||a)) =
∑
µ⊂λ
Fwλ/µ(x||a)⊗ sµ(x||a).(4.24)
Proof. Consider (4.22) for
←−
Swλ(x; a) = sλ(x||a). Let wλ
.
= uv. Since wλ ∈ S
0
Z it follows that
v ∈ S0Z. Let µ ∈ Y be such that µ ⊂ λ and wµ = v. Then u = wλ/µ and (4.24) follows. 
4.9. Dynkin reversal. Extend theQ-algebra automorphism ω ofQ[x; a] to
←−
R (x; a) by ω(pk(x||a)) =
(−1)k−1pk(x||a).
Proposition 4.17. We have
ω(f)|ω(v) = ω(f |v) for f ∈
←−
R (x; a) and v ∈ SZ.(4.25)
ω(γa(f)) = γ
−1
a (ω(f)) for f ∈
←−
R (x; a).(4.26)
Moreover,
ω(Fv(x/a)) = Fω(v)(x/a) for v ∈ SZ.(4.27)
ω(
←−
Sv(x; a)) =
←−
Sω(v)(x; a) for v ∈ SZ.(4.28)
ω(Fv(x||a)) = Fω(v)(x||a) for v ∈ SZ.(4.29)
ω(sλ(x||a)) = sλ′(x||a) for λ ∈ Y.(4.30)
Proof. It is straightforward to verify (4.25) on Q-algebra generators with the help of Lemma 4.1.
Equation (4.26) is also easily verified on algebra generators.
Equation (4.27) follows from Proposition 3.12 by superization. Equations (4.28) and (4.29) follow
by applying ω to the coproduct formulae (4.23) and Proposition 4.11. Equation (4.30) follows from
(4.28) and Proposition 4.9 using ω(wλ) = wλ′ .
Alternatively, (4.28) follows from the uniqueness of the Schubert basis as defined by localizations.

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4.10. Double Edelman-Greene coefficients. Define the double Edelman-Greene coefficients
jwλ (a) ∈ Q[a] by the equality
(4.31) Fw(x||a) =
∑
λ
jwλ (a)sλ(x||a).
Lemma 4.18. We have jw∅ (a) = 0 unless w = id, and j
id
∅ = 1.
Proof. By Theorem 4.6, we have
←−
Sw(a; a) = 0 if w 6= id and
←−
S id(a; a) = 1. The result follows by
localizing both sides of (4.31) at id. 
Example 4.19. We have Fsk+1sk(x||a) = s2(x||a)+(a1−ak+1)s1(x||a) and Fsk−1sk(x||a) = s11(x||a)+
(ak − a0)s1(x||a) for all k ∈ Z. Thus j
sk+1sk
1 (a) = a1 − ak+1 and j
sk−1sk
1 (a) = ak − a0.
Theorem 4.20. Let x ∈ SZ and v ∈ S
0
Z. Then j
x
v (a) ∈ Q[a] is a positive integer polynomial in the
linear forms ai − aj where i ≺ j under the total ordering of Z given by
1 ≺ 2 ≺ 3 ≺ · · · ≺ −2 ≺ −1 ≺ 0.
Theorem 4.20 will be proven in Section 8.8.
Define the coproduct structure constants cˆλµν(a) ∈ Q[a] for λ, µ, ν ∈ Y by
∆(sλ(x||a)) =
∑
µ,ν∈Y
cˆλµν(a)sµ(x||a) ⊗ sν(x||a).(4.32)
Proposition 4.21. For λ, µ, ν ∈ Y, we have cˆλµν(a) = j
wλ/µ
ν (a).
Proof. This holds by taking the coefficient of sν(x||a)⊗ sµ(x||a) in (4.24). 
Remark 4.22. In Theorem 6.17 we give a formula for cˆλµν(a) which is positive in the sense of Theorem
4.20 in the special case that µ or ν is a hook.
Let d(λ) be the Durfee square of λ ∈ Y, the maximum index d such that λd ≥ d. The following
change of basis coefficients between the double and super Schur bases were previously computed in
[ORV] expressed as a determinantal formula and in [Mol09] by a tableau formula. We give them
as (signed) Schubert polynomials.
Proposition 4.23. For λ ∈ Y, we have
sλ(x||a) =
∑
µ⊂λ
d(µ)=d(λ)
(−1)|λ/µ|Sw−1
λ/µ
(a)sµ(x/a)(4.33)
sλ(x/a) =
∑
µ⊂λ
d(µ)=d(λ)
Swλ/µ(a)sµ(x||a)(4.34)
Proof. Consider (4.9) for
←−
Swλ = sλ(x||a). For wλ
.
= uvz, arguing as in the proof of Corollary 4.16,
we first have z ∈ S0Z ∩ S 6=0 = {id}. Next we deduce that v = wµ for some µ ∈ Y such that µ ⊂ λ.
Thus u = wλ/µ. The condition wλ/µ ∈ S 6=0 holds if and only if the skew shape λ/µ contains no
boxes on the main diagonal, that is, d(λ) = d(µ). This proves (4.33).
Equation (4.34) follows from (4.33) by Corollary B.3. 
Example 4.24. Let µ = (1) so that dµ = 1 and wµ = s0. Consider the λ such that s1(x||a)
occurs in sλ(x/a). We must have d(λ) = 1, that is, λ is a hook (p + 1, 1
q) for p, q ≥ 0. Then
Swλ/µ(a) = (−a0)
qap1.
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4.11. δ-Schubert polynomials and δ-Schur functions. There is a Q-algebra morphism ηδ :
Q[a]→ Q[δ] given by
ηδ(ai) =
{
δ if i > 0,
0 if i ≤ 0.
We have an induced Q-algebra homomorphism ηδ : Λ(x||a) → Λ[δ] := ΛQ ⊗Q Q[δ] given by
ηδ(
∑
λ aλpλ(x||a)) =
∑
λ ηδ(aλ)pλ. This extends to the Q[x]-algebra homomorphism ηδ :
←−
R (x; a)→
←−
R [δ] :=
←−
R ⊗Q Q[δ] that acts on Q[x] as the identity.
Define the δ-Schubert polynomials
←−
S(x; δ) := ηδ(
←−
S(x; a)) and the δ-Schur functions sλ(x||δ) :=
ηδ(sλ(x||a). They form bases over Q[δ] for the rings
←−
R [δ] and Λ[δ] respectively.
5. Bumpless pipedreams
We shall consider various versions of bumpless pipedreams. These are tilings of some region in
the plane by the tiles: empty, NW elbow, SE elbow, horizontal line, crossing, and vertical line.
We shall use matrix coordinates for unit squares in the plane. Thus row coordinates increase
from top to bottom, column coordinates increase from left to right, and (i, j) indicates the square
in row i and column j.
5.1. SZ-bumpless pipedreams. Let w ∈ SZ. A w-bumpless pipedream is a bumpless pipedream
covering the whole plane, satisfying the following conditions:
(1) there is a bijective labeling of pipes by integers;
(2) the pipe labeled i eventually heads south in column i and heads east in row w−1(i);
(3) two pipes cannot cross more than once;
(4) for all N ≫ 0 and all N ≪ 0, the pipe labeled N travels north from (∞, N) to the square
(N,N) where it turns east and travels towards (N,∞).
Because of condition (2), every pipe has to make at least one turn. We call pipe i standard if it
makes exactly one turn and this turn is at the diagonal square (i, i). By (4), all but finitely many
pipes are standard. We often omit standard pipes from our drawings of pipedreams. The weight
wt(P ) :=
∏
(xi − aj) of a pipedream P is the product of xi − aj over all empty tiles (i, j).
Example 5.1. Let w = s3s0s1. In one line notation, w(−2,−1, 0, 1, 2, 3, 4) = (−2,−1, 1, 2, 0, 4, 3)
and the rest are fixed points. The following is a w-bumpless pipedream, where we have only drawn
the region {(i, j) | i, j ∈ [−2, 4]}. In the left picture, the empty tiles have been indicated, as have the
row and column numbers. The label of a pipe is the column number that its south end is attached
to. In the right picture, we have indicated the labels of the pipes instead of the row numbers. The
one-line notation of w can then be read off the east border.
-2 -1 0 1 2 3 4
-2
-1
0
1
2
3
4
wt = (x−1 − a−1)(x1 − a0)(x1 − a2)
-2 -1 0 1 2 3 4
-2
-1
1
2
0
4
3
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Theorem 5.2. Let w ∈ SZ. Then
←−
Sw(x; a) =
∑
P wt(P ) where the sum is over all w-bumpless
pipedreams.
5.2. Drooping and the Rothe pipedream. A w-bumpless pipedream is uniquely determined
by the location of the two kinds of elbow tiles. Each pipe has to turn at least once. There is a
unique w-bumpless pipedream such that for all i, pipe i turns right from south to east in the square
(w−1(i), i). We call this the Rothe pipedream D(w) of w. The empty tiles of the Rothe pipedream
form what is commonly known as the Rothe diagram of w.
Let P be a w-bumpless pipedream. A droop is a local move that swaps a SE elbow e with an
empty tile t, when the SE elbow lies strictly to the northwest of the empty tile. Let R be the
rectangle with northwest corner e and southeast corner t and let p be the pipe passing through
e. After the droop, the pipe p travels along the southmost row and eastmost column of R; a NW
elbow occupies the square that used to be empty while the square that contained a SE elbow turns
becomes empty. The droop is allowed only if:
(1) the westmost column and northmost row of R contains p,
(2) the rectangle R contains only one elbow which is at e, and
(3) after the droop we obtain a bumpless pipedream P ′.
Pipes p′ 6= p do not move in a droop. We denote a droop by P ց P ′. A Rothe bumpless pipedream
is shown followed by a sequence of two droops:
-2 -1 0 1 2 3 4
-2
-1
1
2
0
4
3
Proposition 5.3. Every w-bumpless pipdream can be obtained from the Rothe pipedream D(w) of
w by a sequence of droops.
Proof. Let P ′ be a w-bumpless pipedream and e be a NW elbow that is northwestmost among NW
elbows in P ′. Let p be the pipe passing through e. Then p passes through SE elbows f (resp. f ′)
in the same row (resp. column) as e. Let R be the rectangle bounded by e, f, f ′ with northwest
corner t. It is easy to see that t must be an empty tile and R does not contain any other elbows.
Thus there is a droop P ց P ′ which occurs in the rectangle R, and P has strictly fewer NW elbows
than P ′. Repeating, we we eventually arrive at the Rothe pipedream. 
Corollary 5.4. The number of empty tiles in a w-bumpless pipedream is equal to ℓ(w).
5.3. Halfplane crossless pipedreams. For λ ∈ Y, a λ-halfplane pipedream is a bumpless pipedream
in the upper halfplane H = Z≤0 × Z such that the crossing tile is not used, and
(1) there are (unlabeled) pipes entering from the southern boundary in the columns indexed
by I ⊂ Z;
(2) setting (I+, I−) = (I ∩ Z>0,Z>0 \ I), we have I± = Iwλ,± (see (2.1), (2.2), and (2.3));
(3) the i-th eastmost pipe entering the south heads off to the east in row 1− i. (Equivalently,
for every row i ∈ Z≤0, there is some pipe heading towards (i,∞).)
As before, the weight of a λ-halfplane pipedream is wt(P ) =
∏
(xi− aj), where the product is over
all empty tiles (i, j) in the halfplane H.
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P =
e1e2e3x1x2e4x3x4 e1e2e3
e4
x1
x2
x3
x4
λ(P ) = (1, 1)
Figure 1. The partition of a pipedream
For example, taking λ = (2, 1, 1) we have wλ = s−2s−1s1s0 and (I+, I−) = ({2}, {−2}). The
following is a λ-halfplane pipedream.
-4 -3 -2 -1 0 1 2 3
-4
-3
-2
-1
0
wt = (x−3 − a−3)(x−2 − a−3)(x−1 − a0)(x0 − a−2)
Lemma 5.5. The number of empty tiles in a λ-halfplane pipedream is equal to |λ|.
Theorem 5.6. Let λ be a partition. Then sλ(x||a) =
∑
P wt(P ) where the sum is over all λ-
halfplane pipedreams.
A Z≤0-semistandard Young tableau of shape λ is a filling of the Young diagram λ (in English
notation) with the integers 0,−1,−2, . . . such that rows are weakly increasing and columns are
strictly increasing. The weight wt(T ) of a Z≤0-SSYT is the product wt(T ) =
∏
(i,j)∈T (xT (i,j) −
aT (i,j)+c(i,j)) where c(i, j) = j − i is the content of the square (i, j) in row i and column j.
Corollary 5.7. Let λ be a partition. Then sλ(x||a) =
∑
T wt(T ) where the sum is over all Z≤0-
SSYT of shape λ.
5.4. Rectangular Sn-bumpless pipedreams. Let w ∈ Sn. A w-rectangular bumpless pipedream
is a bumpless pipedream in the n× 2n rectangular region
Rn := {(i, j) | i ∈ [1, n] and j ∈ [1− n, n]}.
The pipes are labeled 1 − n, 2 − n, . . . , 0, 1, . . . , n, entering the south boundary from left to right.
The positively labeled pipes exit the east boundary: pipe i exits in row i. The nonpositively labeled
pipes exit the north boundary. Two pipes intersect at most once, and a nonpositively labeled pipe
cannot intersect any other pipe. As before, the weight of a rectangular Sn-bumpless pipedream P
is given by wt(P ) =
∏
(xi − aj), with the product over all empty tiles (i, j).
Lemma 5.8. Let w ∈ Sn. Suppose P is a SZ-bumpless pipedream for w (considered an element of
SZ. Then the region inside the rectangle Rn is a Sn-rectangular bumpless pipedream for w.
We also associate a partition λ(P ) to a Sn-rectangular bumpless pipedream: it is obtained by
reading the North boundary edges from right to left, to then obtain the boundary of a partition
inside a n×n box, where empty edges (marked e below) correspond to steps to the left, and edges
with a pipe exiting (marked x below) correspond to downward steps. See Figure 1.
Lemma 5.9. Let w ∈ Sn and P be a w-bumpless pipedream. We have ℓ(w) = |λ(P )|+deg(wt(P )).
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2
1
4
3
1 2 3 4
λ = (11)
1
2
1
4
3
1 2 3 4
λ = (1)
x1 − a0
2
1
4
3
1 2 3 4
λ = (1)
x2 − a1
2
1
4
3
1 2 3 4
λ = ∅
(x1 − a1)
(x2 − a1)
2
1
4
3
1 2 3 4
λ = (2)
1
2
1
4
3
1 2 3 4
λ = (1)
x1 − a2
2
1
4
3
1 2 3 4
λ = ∅
(x1 − a1)
(x1 − a2)
2
1
4
3
1 2 3 4
λ = (1)
x3 − a3
2
1
4
3
1 2 3 4
λ = ∅
(x1 − a1)
(x3 − a3)
Figure 2. Bumpless pipedreams for w = 2143
Example 5.10. Let w = 2143. In Figure 2 is a complete list of all w-bumpless pipedreams. Non-
positively labeled pipes are drawn in red.
Theorem 5.11. Let w ∈ Sn. Then we have
←−
Sw(x; a) =
∑
P wt(P )sλ(P )(x||a) where the sum is
over all w-rectangular bumpless pipedreams.
Theorem 5.11 is proved in Section 11.3.
Corollary 5.12. Let w ∈ Sn. Then Fw(x||a) =
∑
P ηa(wt(P ))sλ(P )(x||a) where the sum is over
all w-rectangular bumpless pipedreams.
BACK STABLE SCHUBERT CALCULUS 25
2
1
3
1 2 3
Figure 3. A 213-EG-pipedream with partition (1)
5.5. Square Sn-bumpless pipedreams. Let w ∈ Sn. A w-square bumpless pipedream is a bump-
less pipedream in the n× n square region
Sn := {(i, j) | i ∈ [1, n] and j ∈ [1, n]}.
The pipes are labeled 1, . . . , n, entering the south boundary from left to right. The pipes exit
the east boundary: pipe i exits in row i. Two pipes intersect at most once. As before, the weight
of a square Sn-bumpless pipedream P is given by wt(P ) =
∏
(xi − aj), with the product over all
empty tiles (i, j). In Example 5.10, if we erase the left half and all red pipes, we obtain a square
2143-bumpless pipedream.
Theorem 5.13. Let w ∈ Sn. Then we have Sw(x; a) =
∑
P wt(P ) where the sum is over all
w-square bumpless pipedreams.
Proof. By Theorem 4.14 and Lemma 4.18, when
←−
S(x; a) is expanded in terms of {sλ(x||a) | λ ∈ Y},
the coefficient of s∅(x||a) is equal to Sw(x; a). By Theorem 5.11, we thus have
Sw(x; a) =
∑
P
wt(P )
summed over w-rectangular bumpless pipedreams P satisfying λ(P ) = ∅. The condition λ(P ) = ∅
is equivalent to all nonpositively labeled pipes in P being completely vertical. In particular, the
nonpositively labeled pipes stay within the left n× n square of P . Such pipedreams are in weight-
preserving bijection with w-square bumpless pipedreams. 
Proof of Theorem 5.2. The special role of the row and column indexed 0 is arbitrary. In Theorem
5.13, we could obtain a formula for the double Schubert polynomial S
[p,n]
w (x; a) (with variables
xp, xp+1, . . . , xn and ap, ap+1, . . . , an) if we worked with square w-bumpless pipedreams in rows and
columns indexed by p, p+1, . . . , n. We note that such bumpless pipedreams are back stable: there
is a natural weight-preserving injection sending such a pipedream for S
[p,n]
w (x; a) to a pipedream for
S
[p−1,n]
w (x; a). The union of all such square w-pipedreams are exactly the w-bumpless pipedreams
of Theorem 5.2. Taking p → −∞, Theorem 5.2 thus follows from the definition of back stable
double Schubert polynomial. 
Proof of Theorem 5.6. We apply Theorem 5.2 to w = wλ. We have wλ(1) < wλ(2) < · · · and
wλ(0) > wλ(−1) > · · · . It follows that in a wλ-bumpless pipedream:
(1) there are no crossings in rows indexed by nonpositive integers;
(2) there are no empty tiles in rows indexed by positive integers.
Thus the lower half of a wλ-bumpless pipedream P is completely determined by λ, and the upper
half is a λ-halfplane pipedream. 
5.6. EG pipedreams. Let w ∈ Sn. Let P be a w-square bumpless pipedream. We call P a w-EG
pipedream if all the empty tiles are in the northeast corner, where they form a partition shape
λ = λ(P ), called the shape of P . See Figure 3.
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Theorem 5.14. The Stanley coefficient jwλ = j
w
λ (0) is equal to the number of w-EG pipedreams P
satisfying λ(P ) = λ.
Proof. Specialzing ai = 0 for all i in Corollary 5.12, we obtain Fw =
∑
P sλ(P ) where the sum is
over all w-rectangular bumpless pipedreams P with no empty tiles. In particular, the positively
labeled pipes in the right n × n square of P forms a w-EG-pipedream. The nonpositively labeled
pipes in P have to fill up all the remaining tiles, and since they cannot intersect, there is a unique
way to do so. Thus there is a bijection between w-rectangular bumpless pipedreams and w-EG-
pipedreams. Finally, one verifies from the definitions that λ(P ) is defined consistently for the two
kinds of pipedreams. 
An empty tile T in a bumpless pipedream D is called a floating tile if there exists a pipe that is
northwest of T . A bumpless pipedream D is called near EG if it has a single floating tile.
5.7. Column moves. We define column moves that modifies a bumpless pipdream in two adjacent
columns. Sometimes a column move is a droop.
→ →
→ →
Only one of the pipes (the active pipe) is drawn in these pictures. For the move to be allowed,
the southeastmost tile must be an empty tile (before the move), and it must be the only empty
tile. Thus the move takes the empty tile from the southeastmost position to the northwestmost
position. There are usually other pipes (indicated in black) in the move, and the “kinks are shifted
left” if necessary:
→
A column move is a droop if no kinks are present, and in addition, the pipe exits south in the
left column and exits east in the right column. We write D → D′ if two bumpless pipedreams are
related by a column move. We say that D′ is obtained from D by a downwards column move.
Lemma 5.15. Let D be a bumpless pipedream that is not an-EG pipedream. Then there is a
downwards column move D → D′.
Proof. Let E be any northwestmost floating tile in D. Then the tile W immediately to west of E
is nonempty, and must either be a NW elbow or a vertical line. Call this pipe p. Then p travels up
from W a number of tiles and turns towards the east at a tile T . We may perform a column move
in the rectangle with corners T and E. 
Lemma 5.16. Let D be a a near EG-pipedream. Then there is a unique sequence of moves D →
D′ → D′′ → · · · → D∗ where D∗ is a EG-pipedream.
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Write r(D) = D∗ for the EG-pipedream of Lemma 5.16.
Remark 5.17. We can define an equivalence relation on bumpless pipedreams using column moves.
We caution the reader that multiple EG-pipedreams can belong to a single such equivalence class.
5.8. Insertion. Let D be an w-EG-pipedream and i ∈ [1, n − 1] be such that siw > w, or equiva-
lently, the pipes labeled i and i+ 1 do not cross in D. Let D′ be the bumpless diagram obtained
from D by swapping the pipes i and i+ 1 in columns i and i+ 1. Namely, if in D the first turn of
pipe i (resp. i+ 1) is in row ai (resp. ai+1 > ai), then in D
′ the first turn of pipe i (resp. i+ 1) is
in row ai+1 (resp. ai). Other pipes that cross pipe i in column i have their “kinks shifted left” in
D′. In the following illustration, i′ = i+ 1.
i i′
D = D′ =
i i′
The northwestmost tile in the shown rectangle is always an empty tile in D′. Thus D′ is either a
EG-tableau or a near EG-tableau. Note that there are two possibilities for the northeastmost tile
in the shown rectangles.
We define the insertion D ← i to be the EG-pipedream given by
D ← i := r(D′).
(Note that D ← i is not defined if the pipes i and i+1 cross.) Let D0 be the unique EG-pipedream
for the identity permutation. Let i = i1i2 · · · iℓ be a reduced word. Then define (P,Q) = (P (i), Q(i))
by
P (i) = (· · · ((D0 ← iℓ)← iℓ−1) · · · )← i1
Q(i) = {λ(D0) ⊂ λ(D0 ← iℓ) ⊂ · · · ⊂ λ(P (i))}.
Note that Q(i) is a saturated chain of partitions, and is thus equivalent to a standard Young tableau
of shape λ(P (i)).
We recall the Coxeter-Knuth equivalence relation on the set R(w) of reduced words for w. It is
generated by the elementary relations
· · · ikj · · · ∼ · · · kij · · · for i < j < k
· · · ikj · · · ∼ · · · jki · · · for i < j < k
· · · i(i+ 1)i · · · ∼ · · · (i+ 1)i(i + 1) · · · .
Edelman-Greene insertion provides a bijection C 7→ T (C) between Coxeter-Knuth equivalence
classes C ⊂ R(w) and reduced word tableaux T for w (see [EG] and Remark 3.11). Bumpless
pipedreams encode a new version of Edelman-Greene insertion.
Theorem 5.18. The map i 7→ (P (i), Q(i)) induces a bijection between reduced words for Sn and
pairs consisting of an EG-pipedream and a standard Young tableau of the same shape. For a fixed
EG-pipedream D, the set CD := {i | P (i) = D} is a single Coxeter-Knuth equivalence class. The
shape of the reduced word tableau T (CD) is λ(D).
Problem 5.19. Find a direct shape-preserving bijection between EG-pipedreams for w and reduced
word tableaux for w.
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Remark 5.20. There is a transpose analogue of column moves called row moves. We can also define
insertion into EG-pipedreams using row moves. Theorem 5.18 holds with (usual) Edelman-Greene
insertion replaced by Edelman-Greene column insertion.
The insertion path of the insertion D ← i is the collection of positions that the empty tile travels
through in the calculation of r(D′). An insertion path consists of a number of boxes, one in each
of an interval of columns. Two insertion paths are compared by comparing respective boxes in the
same column.
The following key result is immediate from the definition of column moves.
Lemma 5.21. The pair (D, i) can be recovered uniquely from the pair
(D ← i,final box in the insertion path).
Lemma 5.22. Suppose i < j.
(1) Then the insertion path of D ← i is strictly below the insertion path of (D ← i)← j.
(2) Then the insertion path of D ← j is strictly above the insertion path of (D ← j)← i.
Proof. We show claim (1); claim (2) is similar. Let the insertion path of D1 = D ← i be the
boxes bi, bi−1, . . . , bs, where bk is in column k. Let the insertion path of (D ← i)← j be the boxes
cj , cj−1, . . . , ct where ck is in column k. Consider the calculation of ci: the lowest elbow in column
i − 1 of D1 is at the same height as bi. Thus ci−1 must at the same height or above bi. It follows
that ci is above bi, and indeed it must be at least as high as bi+1 because there are no elbows in
column i above bi and below the row of bi+1. The claim (1) follows by repeating this argument. 
Recall that the descent set Des(T ) of a standard Young tableaux T is the set of letters j such
that j +1 in a lower row than j in T . The descent set Des(i) of a word i = i1 · · · iℓ is the of indices
j such that ij > ij+1.
Corollary 5.23. For a reduced word i, we have Des(i) = Des(Q(i)).
Lemma 5.24. Let D be a EG-pipedream and suppose i < j < k. Then (when the EG-pipedreams
are defined),
(1) ((D ← j)← i)← k = ((D ← j)← k ← i);
(2) ((D ← i)← k)← j = ((D ← k)← i← j).
Proof. We prove claim (1); claim (2) is similar. By Lemma 5.22, the insertion path for D ← j
is above that of (D ← j) ← i. In particular, the two EG-pipedreams (D ← j) ← i and D ← i
differ only in tiles that are below the insertion path of j. On the other hand, the insertion path
for (D ← j)← k is above that of D ← j, and thus does not see the part the pipedream below the
insertion path of j. The desired equality follows. 
Lemma 5.25. Let D be a EG-pipedream and suppose i, i+1 ∈ [1, n−1]. When the EG-pipedreams
are defined, we have ((D ← i)← i+ 1)← i = ((D ← i+ 1)← i)← i+ 1.
Proof. For the insertions to be defined, the pipes i, i + 1, and i + 2 in D do not intersect. Let
hi, hi+1, hi+2 be the heights of the boxes containing the first right elbow for the pipes i, i+ 1, and
i+ 2 respectively. Then hi is strictly above hi+1, which is strictly above hi+2.
Let us first consider D1 = ((D ← i) ← i + 1) ← i. To calculate (D ← i) we will first create
an empty tile in the box (i, hi) in column i. Instead of moving this empty tile to the northwest
immediately, let us keep it where it is, and consider the insertion of i + 1. This creates an empty
tile in the box (i + 1, hi). Finally, the second insertion of i creates an empty tile in (i, hi+1). Call
the resulting bumpless diagram D′1. Checking the definitions, we see that D1 is obtained from D
′
1
by performing column moves on the three empty tiles, as long as we move the empty tiles in order.
Now consider D2 = ((D ← i+ 1)← i)← i+ 1. To calculate (D ← i+ 1) we will first create an
empty tile in the box (i + 1, hi+1) in column i. Applying a single downward move to this empty
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tile, we see that it will end up in box (i, hi). At this point the first right elbow in column i will be
at height hi+1. Now we consider the insertion of i, which creates an empty tile at position (i, hi+1).
Finally, the second insertion of i + 1 creates an empty tile in (i + 1, hi). The resulting bumpless
diagram is identical to D′1. To obtain D2, we perform column moves on the three empty tiles in
the correct order.
The difference between the calculation of D1 and D2 is that the order of applying column moves
to the empty tiles in positions (i, hi+1) and (i + 1, hi) are swapped. We claim that the resulting
EG-diagrams D1 and D2 are nevertheless identical. This is because the path of the tile at (i, hi+1)
(resp. (i + 1, hi)) stays below (resp. above) that of the tile at (i, hi). Thus the corresponding
column moves commute, as in the proof of Lemma 5.24. 
Proof of Theorem 5.18. Bijectivity is straightforward from the constructions: by Lemma 5.21, the
map i 7→ (P (i), Q(i)) is injective, and applying this reverse map to pairs (P (i), Q(i)) shows that
the map is surjective.
By Lemma 5.25 and 5.24, Coxeter-Knuth equivalent reduced words have the same insertion EG-
pipedream. Thus the set {i | P (i) = D} is a union of Coxeter-Knuth equivalence classes. That it
is a single Coxeter-Knuth equivalence class can be deduced from Theorem 5.14. Alternatively, the
same claim can be deduced from the reversed versions of Lemmas 5.22, 5.25, and 5.24.
Let SYT(λ) denote the set of standard Young tableaux of shape λ. Then the collection {Des(S) |
S ∈ SYT(λ)} of descent sets uniquely determines λ. (For example, this collection encodes the
expansion of the Schur function sλ in terms of fundamental quasisymmetric functions, and the
assignment λ 7→ sλ is injective.) Let sh(T ) denote the shape of a Young tableau T . Then for a
Coxeter-Knuth equivalence class C, the equality of multisets {Des(i) | i ∈ C} = {Des(S) | S ∈
SYT(sh(T (C)))} is known to hold for Edelman-Greene insertion. The last claim then follows from
Corollary 5.23. 
6. Homology Hopf algebra
6.1. Molev’s dual Schur functions. Let Λ(y) denote the Q-algebra of symmetric functions in
y = (y0, y−1, y−2, . . . ) and Λˆ(y||a) the completion of Q[a] ⊗Q Λ(y) whose elements are formal
(possibly infinite) Q[a]-linear combinations
∑
λ∈Y aλsλ(y) of Schur functions, with aλ ∈ Q[a]. The
ring Λˆ(y||a) is a Q[a]-Hopf algebra with coproduct ∆(pk(y)) = 1⊗ pk(y) + pk(y)⊗ 1.
Define the Cauchy kernel
Ω = Ω[(x− − a−)y] =
∏
i,j≤0
1− aiyj
1− xiyj
= exp
∑
k≥0
1
k
pk(x||a)pk(y)
 .
This induces the structure of dual Q[a]-Hopf algebras on Λ(x||a) and Λˆ(y||a). Write 〈· , ·〉 for the
corresponding pairing Λ(x||a)⊗Q[a] Λˆ(y||a)→ Q[a]. Then by definition
〈sλ(x/a) , sµ(y)〉 = δλ,µ.(6.1)
Define sˆλ(y||a) ∈ Λˆ(y||a) by duality with the double Schur functions:
〈sλ(x||a) , sˆµ(y||a)〉 = δλµ.(6.2)
The sˆλ(y||a) are the nonpositive variable analogue of Molev’s dual Schur functions [Mol09, §3.1].
The ring Λˆ(y||a) consists of formal Q[a]-linear combinations of the dual Schur functions sˆλ(y||a).
Remark 6.1. By Theorem 10.1, the double Schur functions sλ(x||a) represent the Schubert basis in
the equivariant cohomology of the infinite Grassmannian Gr. Thus the dual Schur functions sˆλ(y||a)
represent the Schubert basis in the equivariant homology HTZ∗ (Gr) of the infinite Grassmannian.
Recall the element wλ/µ ∈ SZ from (2.4). Proposition 4.23 implies the following.
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Proposition 6.2. For µ ∈ Y, we have
sˆµ(y||a) =
∑
λ⊃µ
d(λ)=d(µ)
Swλ/µ(a)sλ(y)
sµ(y) =
∑
λ⊃µ
d(λ)=d(µ)
(−1)|λ|−|µ|Sw−1
λ/µ
(a)sˆλ(y||a).
6.2. Homology divided difference operators. Since α0 = a0 − a1, we use expressions such as
Ω[−α0y≤0] = Ω[(a1 − a0)y≤0] =
∏
k≤0
1− a0yk
1− a1yk
.
Remark 6.3. The expression Ω[(a1−a0)y] should be viewed as the action of the translation element
for the weight θ = a1 − a0 in a large rank limit of the affine type A root system.
For i ∈ Z, define the operators
s˜ai := Ω[(x− a)y]s
a
iΩ[(a− x)y](6.3)
δi := Ω[(x− a)y]A
a
i Ω[(a− x)y].(6.4)
It is clear that these operators, being conjugate to the operators sai and A
a
i respectively, satisfy
the type A braid relations. Thus δw = δi1 · · · δiℓ makes sense for any reduced decomposition
w = si1 · · · siℓ ∈ SZ.
Since Ω[(a− x)y] is sai invariant for i 6= 0 we have
s˜ai = si for i 6= 0(6.5)
δi = A
a
i for i 6= 0.(6.6)
Since sa0 only affects the variable a0 and no others in Ω[(a − x)y], we have the following operator
identities, where f ∈ Λˆ(y||a) acts by multiplication by f :
s˜a0 = Ω[−α0y]s
a
0(6.7)
δ0 = α
−1
0 (id − s˜
a
0)(6.8)
s˜ai δi = δi(6.9)
δif = fδi +Ai(f)s˜
a
i .(6.10)
The last two follow by conjugating the relations saiA
a
i = A
a
i and Aif = fAi + Ai(f)s
a
i by Ω :=
Ω[(x− a)y].
The diagonal index of a box in row i and column j is by definition j − i. For λ ∈ Y and d ∈ Z
let λ+d denote the partition obtained by adding a corner to λ in the d-th diagonal if such a corner
exists. Define λ− d similarly for removal of the corner in diagonal d if it exists. By convention, if a
symmetric function is indexed by λ± d and the relevant cell in diagonal d does not exist then the
expression is interpreted as 0. In particular, by Proposition 4.8 we have
Aai sλ(x||a) = −sλ−i(x||a) for all λ ∈ Y and i ∈ Z.(6.11)
Proposition 6.4. For all µ ∈ Y and i ∈ Z, we have
δi(sˆµ(y||a)) = sˆµ+i(y||a).(6.12)
Proof. Using (6.10), we have
0 = ΩAai (1) = δi(Ω) = δi(
∑
λ
sλ(x||a)sˆλ(y||a)) =
∑
λ
(sλ(x||a)δi(sˆλ(y||a))− sλ−i(x||a)s˜
a
i (sˆλ(y||a)).
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Taking the coefficient of sµ(x||a), we see that δi(sˆµ(y||a)) = 0 unless λ−i is a partition and λ−i = µ,
in which case λ = µ + i and δi(sˆµ(y||a)) = s˜
a
i (sˆµ+i(y||a)). In the latter case, applying s˜
a
i to both
sides and using (6.9), we obtain δi(sˆµ(y||a)) = sˆµ+i(y||a) as required. 
It follows that the dual Schurs can be created by applying the homology divided difference
operators to 1.
Theorem 6.5. For any λ ∈ Y, we have sˆλ(y||a) = δwλ(1).
Example 6.6. We have sˆ1(y||a) =
∑
p,q≥0(−a0)
qap1sp+1,1q(y) = (α
a
0)
−1(1− Ω[−α0y]).
Remark 6.7. This construction can also be adapted to compute the homology Schubert basis for
the affine Grassmannian of G = SLk+1, equivariant with respect to the maximal torus T of G. The
resulting basis is the k-double-Schur functions of [LaSh13]. A k-double Schur function consists of a
k-Schur function in its lowest degree and typically has infinitely many terms of higher degree with
equivariant coefficients.
6.3. δ-dual Schurs represent Knutson-Lederer classes. Knutson and Lederer [KL] define a
ring RH
S
that is a one-parameter deformation the symmetric functions Λ. Namely, RH
S
is a free
Q[δ]-module with basis [Xλ], λ ∈ Y 1.
The multiplication in RH
S
is defined as follows. Let
⊕
: Gr(a, a + b) × Gr(c, c + d) → Gr(a +
c, a + b + c + d) be the direct sum map (V,W ) 7→ V ⊕W . Let the circle S1 act on each Ca+b by
acting with weight 1 on the first b coordinates and weight 0 on the last a coordinates. This induces
an action of S1 on Gr(a, a + b). In RH
S
, we have
[Xλ] · [Xµ] =
∑
ν
dνλµ(δ)[X
ν ]
where the RHS is the class in HS
1
∗ (Gr(a + c, a + b + c + d)) of the direct sum
⊕
(Xλ,Xµ) of two
opposite Schubert varieties. Here a, b, c, d are chosen so that λ ⊆ a× b and µ ⊆ c× d.
Define sˆλ(y||δ) by specializing sˆλ(y||a) via ai = 0 for i ≤ 0 and ai = δ for i > 0.
Proposition 6.8. We have
sˆµ(y||δ) =
∑
λ⊃µ
d(λ)=d(µ)
λ/µ ⊂ first d(µ) rows
Swλ/µ(1) δ
|λ/µ|sλ(y).(6.13)
Proof. This is an immediate consequence of Proposition 6.2. 
Example 6.9. Consider the product sˆ(1)(y||δ)sˆ(1,1)(y||δ). To compare with [KL, Example 1.3] we
restrict to the Grassmannian Gr(4, 7), that is, only keep sλ(y) when λ is contained in the 4 × 3
rectangle. We have
sˆ1(y||δ) = s1 + δs2 + δ
2s3 + · · ·
sˆ11(y||δ) = s11 + δs21 + δ
2s31 + · · ·
sˆ1(y||δ)sˆ11(y||δ) = δ
0(s111 + s21) + δ
1(2s211 + s22 + 2s31) + δ
2(s221 + 3s311 + 2s32)
+ δ3(2s321 + s33) + δ
4s331 + · · ·
We have
sˆ1(y||δ)sˆ11(y||δ) = δ
0(sˆ111(y||δ) + sˆ21(y||δ)) + δ
1(sˆ211(y||δ) + sˆ22(y||δ)) + δ
2sˆ221(y||δ)
1Knutson-Lederer work over Z[δ], but for consistency with our current work we use Q[δ]. Our results generalize
to Z[δ].
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where
sˆ111(y||δ) = s111 + δs211 + δ
2s311 + · · ·
sˆ21(y||δ) = s21 + 2δs31 + · · ·
sˆ211(y||δ) = s211 + 2δs311 + · · ·
sˆ22(y||δ) = s22 + 2δs32 + δ
2s33 + · · ·
sˆ221(y||a) = s221 + 2δs321 + δ
2s331.
Proposition 6.10. The set {sˆλ(y||δ) | λ ∈ P} is dual to the basis {sλ(x||δ) | λ ∈ P} of Λ[δ].
The following result answers a question implicitly posed in [KL].
Theorem 6.11. There is an isomorphism of Q[δ]-algebras
RH
S
−→ Λ[δ] [Xλ] 7−→ sˆλ(x||δ).
Proof. It suffices to show that the structure constants dνλµ(δ) of R
HS are obtained from the coprod-
uct structure constants of the Hopf algebra Λ(x||a) after specializing ai = 0 for i ≤ 0 and ai = δ
for i > 0.
For simplicity, we assume that a = b and c = d in the following calculation. Let us think
of Ca+c+c+a as spanned by ea+c, ea+c−1, . . . , e1, e0, e−1, . . . , e1−a−c, with a natural action of T =
(C×)a+c+c+a. We identify H∗T (pt) = Q[aa+c, aa+c−1, . . . , a1−a−c]. We thus have actions of T on
Gr(c, c + c) (the c-dimensional subspaces of span(ec, ec−1, . . . , e1−c)) and on Gr(a, a + a) (the a-
dimensional subspaces of span(ea+c, ea+c−1, . . . , ec+1, e−c, e−c−1, e1−a−c)). Finally, we have a T -
action on Gr(a+ c, a+ c+ c+ a) and the direct sum map is T -equivariant, so we obtain a map of
H∗T (pt)-modules
(6.14) HT∗ (Gr(a+ c, a+ c+ c+ a))→ H
∗
T (Gr(a, a+ a))⊗H
∗
T (Gr(c, c + c)).
Since a T -equivariant cohomology class of any of these Grassmannians is determined by its value at
T -fixed points, the map (6.14) is completely determined by the direct sum map applied to T -fixed
points.
The T -fixed points of Gr(c, c+c) are then in bijection with pairs (J−, J+) satisfying J− ⊂ [1−c, 0],
J+ ⊂ [1, c] and |J−| = |J+|, via the map
(J−, J+) 7→ span(ei | i ∈ ([1− c, 0] \ J−) ∪ J+) ∈ Gr(c, c + c).
For Gr(a, a+ a) we consider T -fixed points as pairs (K−,K+) with K− ⊆ [1− a− c,−c] and K+ ⊆
[c+1, a+c]. Then the direct sum map induces the map ((K−,K+), (J−, J+)) 7→ (J−∪K−, J+∪K+).
By Proposition 7.15, this agrees with the coproduct of Λ(x||a) in terms of localization. (Note that
in this work we do not give a geometric explanation of the coproduct of Λ(x||a) similar to the direct
sum map, which is not equivariant with respect to the natural infinite-dimensional torus.)
By Proposition 11.1, the double Schur functions sλ(x||a) can be identified with the opposite
Schubert class [Xλ] in equivariant cohomology H∗T (Gr(a, a + b)). It follows that the structure
constants of (6.14) with respect to the opposite Schubert classes [Xλ] coincide with the coproduct
structure constants (4.32) of the double Schur functions. Specializing ai = 0 for i ≤ 0 and ai = δ
for i > 0 gives the desired conclusion. 
Remark 6.12. Knutson and Lederer [KL] also define a K-theoretic analogue, and a result similar
to Theorem 6.11 holds.
6.4. Homology equivariant Monk’s rule. A vertical strip is a skew shape that contains at most
one box per row. A horizontal strip is a skew shape that contains at most one box per column.
A ribbon R = λ/µ is a (edgewise) connected skew shape not containing any 2× 2 square. A skew
shape λ/µ is called thin if its connected components are ribbons. We write c(λ/µ) for the number
of connected components of a thin skew shape.
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Lemma 6.13. Let R = λ/µ be a nonempty ribbon. Then there exists exactly two shapes such that
λ/ρ is a vertical strip and ρ/µ is a horizontal strip.
Proof. The northeast most square of R can belong to either λ/ρ or ρ/µ. For all other boxes b ∈ R,
either R contains the square directly north of b in which case b ∈ λ/ρ or R contains the square
directly east of b in which case b ∈ ρ/µ. 
Suppose λ/µ is a skew shape. A Λ-decomposition of λ/µ is a pair D = (λ/ρ, ρ/µ) consisting of
a vertical strip and a horizontal strip. If λ/µ has a Λ-decomposition then it must be thin. In this
case, it follows from Lemma 6.13 that λ/µ has exactly 2c(λ/µ) Λ-decompositions.
The weight of a Λ-decomposition D = (λ/ρ, ρ/µ) is the product
(6.15) wt(D) :=
∏
(i,j)∈λ/ρ
(aj−i+1 − a0)
∏
(i,j)∈ρ/µ
(a1 − aj−i+1) ∈ Q[a]
which can be 0. If D = (λ/ρ, ρ/µ) is a Λ-decomposition, let D− be obtained from D by removing
the northeast most square of λ/µ from whichever of λ/ρ or ρ/µ that contains it.
Theorem 6.14. Let µ ∈ Y. We have
sˆ1(y||a)sˆµ(y||a) =
∑
λ
∑
D−
wt(D−)sˆλ(y||a)(6.16)
where the inner sum is over all distinct D− that can be obtained from some nonempty Λ-decomposition
D = (λ/ρ, ρ/µ) with outer shape λ.
The proof of Theorem 6.14 will be given in Section 9.6. In the non-equivariant case with ai = 0,
Theorem 6.14 reduces to the usual one-box Pieri rule: when λ/µ is a single box, there are two
possible choices of D, but D− will always be empty and wt(D−) = 1.
Example 6.15. Let µ = (1). The support of sˆ1sˆ1 is the set of partitions of size at least 2 not
containing the boxes (3, 2) nor (2, 3). We have
sˆ1sˆ1 = sˆ2 + sˆ11 + (a1 − a2)sˆ3 + (a1 − a0)sˆ21 + (a−1 − a0)sˆ111
+ (a1 − a2)(a1 − a3)sˆ4 + (a1 − a0)(a1 − a2)sˆ31 + (a1 − a0)
2sˆ22
+ (a−1 − a0)(a1 − a0)sˆ211 + (a−1 − a0)(a−2 − a0)sˆ1111 + · · ·
First consider λ = (2, 2). Then the Λ-decompositions are given by taking ρ = (1, 1) or (2, 1). In
both cases, D− = ((2, 2)/(2, 1), (1, 1)/(1, 0)). Thus the coefficient of sˆ22 is wt(D−) = (a1−a0)
2. For
sˆ211, the highest box (1, 2) in (2, 1, 1)/(1) is ignored. The box (2, 1) can be in either the horizontal
or vertical strip (contributing a1− a0 or 0 respectively) while the box (3, 1) must be in the vertical
strip, contributing a−1 − a0, resulting in the coefficient (a1 − a0)(a−1 − a0).
Finally, let us consider λ = (3, 1). The box (1, 3) is ignored. The box (1, 2) must be in the
horizontal strip of D− (giving weight (a1 − a2)) while the box (2, 1) can be in either the vertical
or horizontal strip (giving weights (a0 − a0) and (a1 − a0) respectively). The total contribution is
(a1 − a2)(a1 − a0).
Example 6.16. Let µ = (1, 1). The support of sˆ1sˆ11 consists of the partitions of size at least 3 which
contain the partition (1, 1) and do not contain the boxes (2, 3) or (4, 2). We have
sˆ1sˆ11 = sˆ21 + sˆ111 + (a1 − a2)sˆ31 + (a1 − a0)sˆ22 + (a1 − a0)sˆ211 + (a−2 − a0)sˆ1111
+ (a1 − a2)(a1 − a3)sˆ41 + (a1 − a0)(a1 − a2)sˆ32 + (a1 − a0)(a1 − a2)sˆ311
+ (a1 − a0)
2sˆ221 + (a−2 − a0)(a1 − a0)sˆ2111 + (a−2 − a0)(a−3 − a0)sˆ11111 + · · ·
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6.5. Homology equivariant Pieri rule. Let ρ/µ be a horizontal strip and q ≥ 0 an integer. A
q-horizontal filling of ρ/µ is a filling T of ρ/µ with the numbers 1, 2, . . . , q+1 so that the numbers
are weakly increasing from left to right regardless of row, and every number from 2 to q+1 is used.
(The number of such T is equal to the number of semistandard Young tableaux for a single row of
size |ρ/µ| − q using the numbers 1 through q + 1.) Define the weight of a q-horizontal filling T by
wtq(T ) :=
∏
(i,j)∈ρ/µ
(aT (i,j) − aj−i+1)
where the product is over all boxes (i, j) such that either T (i, j) = 1 or (i, j) is not the leftmost
occurrence of T (i, j) in T . Thus wt(T ) ∈ Q[a] has degree equal to |ρ/µ| − q (or is 0 if q > |ρ/µ|).
Similarly, a p-vertical filling of λ/ρ is a filling T of a vertical strip λ/ρ with integers 0,−1, . . . ,−p
so that the numbers are weakly decreasing from top to bottom regardless of column, and every
number from −1 to −p is used. Define the weight of a p-vertical filling T ′ by
wtp(T
′) :=
∏
(i,j)∈λ/ρ
(aj−i+1 − aT (i,j))
where the product is over all boxes (i, j) such that either T (i, j) = 0 or (i, j) is not the topmost
occurrence of T (i, j) in T .
A (p, q)-filling of a Λ-decomposition (λ/ρ, ρ/µ) is a pair (T ′, T ) consisting of a p-vertical filling T ′
of λ/ρ and a q-horizontal filling T of ρ/µ. The (p, q)-weight of a Λ-decomposition D = (λ/ρ, ρ/µ)
to be
wtp,q(D) :=
∑
(T ′,T )
wtp(T
′)wtq(T )(6.17)
summed over all (p, q)-fillings (T ′, T ) of D. We note that wt0,0(D) is the weight wt(D) from (6.15).
Also note that if p > |λ/ρ| or q > |ρ/µ| then wtp,q(D) = 0.
The following result gives a rule for multiplication by a hook-shaped dual Schur function.
Theorem 6.17. Let µ ∈ Y and p, q ≥ 0. We have
sˆ(q+1,1p)(y||a)sˆµ(y||a) =
∑
λ
∑
D−
wtp,q(D−)sˆλ(y||a)(6.18)
where the inner sum is over all distinct D− that can be obtained from some nonempty Λ-decomposition
D = (λ/ρ, ρ/µ) with outer shape λ.
The proof of Theorem 6.17 will be given in Section 9.7.
Remark 6.18. Suppose we forget equivariance by setting ai = 0 for all i. Let D be a nonempty
Λ-decomposition with outer shape λ appearing in (6.18). Then cˆλµ,(q+1,1p)(0) is the Littlewood-
Richardson coefficient, the coefficient of sλ in the product sµs(q+1,1p). The latter is the number
of standard tableaux of shape λ/µ such that 1, 2, . . . , q + 1 go strictly east and weakly north, and
the numbers q + 1, q + 2, . . . , q + p+ 1 go strictly south and weakly west [RW]. By Theorem 6.17,
in order to contribute to the sum, wtp,q(D−) must be degree 0. This restricts the sum over (p, q)-
fillings (T ′, T ) of D− such that wtp(T
′) = 1 = wtq(T ). For each D− there is a unique filling: in
T ′ the numbers −p, . . . ,−2,−1 are used once each and go strictly south and weakly west, while
in T the numbers 2, 3, . . . , q + 1 are used once each and go strictly east and weakly north. These
(T ′, T ) biject with the above standard tableaux: 1 appears in the northeastmost box of D and
−p, . . . ,−2,−1 are replaced by q + 2, q + 3, . . . , q + p + 1. Thus the nonequivariant specialization
of Theorem 6.17 agrees with the Littlewood-Richardson rule.
Remark 6.19. By Proposition 4.21, cˆλµν(a) = j
wλ/µ
ν (a). Theorem 6.17 expresses these polynomials
positively in the sense of Theorem 4.20 when one of µ or ν is a hook. This should be compared
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with [Mol09, §4] in which a combinatorial formula is given for all cˆλµν(a). This formula does not
exhibit the positivity of Theorem 4.20.
Example 6.20. Let us compute sˆ11sˆ1 with µ = (1), p = 1 and q = 0. The answer is given in
Example 6.16.
First, consider λ = (2, 2). Then the Λ-decompositions are given by taking ρ = (1, 1) or (2, 1).
In both cases, D− = ((2, 2)/(2, 1), (1, 1)/(1, 0)). There is a single 0-horizontal filling of (1, 1)/(1, 0):
the box is filled with the number 1. There is a single 1-vertical filling of (2, 2)/(2, 1): the box is
filled with the number −1. Thus wt1,0(D−) = (a1 − a0) which is the coefficient of sˆ22.
Next, consider λ = (2, 1, 1). We have two possibilities for D−: (a) D− = ((1, 1, 1)/(1), ∅) or (b)
D− = ((1, 1, 1)/(1, 1), (1, 1)/(1)). For (a), there are two 1-vertical fillings: both boxes are labeled
−1 contributing wt1(T
′) = (a−1 − a−1) = 0, or one box is labeled 0 and the other −1 contributing
wt1(T
′) = (a0 − a0) = 0. For (b), there are unique 0-horizontal and 1-vertical fillings, giving
wt1,0(D−) = (a1 − a0). So the coefficient of sˆ211 is a1 − a0.
Finally, let us consider λ = (3, 1). The box (1, 3) is ignored. The box (1, 2) must be in the
horizontal strip of D− while the box (2, 1) must be in the vertical strip of D−. There is a unique
filling with (1, 0)-weight (a1 − a2) which is the coefficient of sˆ31.
7. Localization
In §10 we will recall the definition of an infinite flag ind-variety FlZ and an infinite Grassmannian
Gr, both of which afford the action of an infinite torus TZ. Localization [KK, CS, GKM] provides
algebraic (GKM) constructions Ψ and ΨGr of the TZ-equivariant cohomology rings H
∗
TZ
(FlZ) ∼= Ψ
and H∗TZ(Gr)
∼= ΨGr. After presenting the GKM constructions we realize their Schubert bases by
the back stable Schubert polynomials and double Schur functions respectively.
7.1. NilHecke algebra. Let R := {ai− aj | i 6= j} be the set of roots of SZ and R
+ := {ai− aj ∈
R | i < j} the positive roots. For a root α = ai − aj, let sα ∈ SZ be the transposition swapping
i and j. Let Q(a) be the fraction field of Q[a]. Let Q(a)[SZ] be the twisted group algebra, with
product (fu)(gv) = (fu(g))(uv) for f, g ∈ Q(a) and u, v ∈ SZ. The ring Q(a)[SZ] acts on Q(a): SZ
acts by permuting variables and Q(a) acts by left multiplication. For i ∈ Z, we regard Ai as being
an element of Q(a)[SZ]:
Ai := α
−1
i (id − si) ∈ Q(a)[SZ].(7.1)
The elements Ai act on Q[a].
The (infinite) nilHecke algebra A is by definition the Q-subalgebra of Q(a)[SZ] generated by Q[a]
and the Ai. We have the commutation relation
Aif = Ai(f) + si(f)Ai for i ∈ Z, f ∈ Q[a].(7.2)
One may show that the expansion of Aw ∈ Q(a)[SZ] (see (2.9)) into the left Q(a)[SZ]-basis SZ, is
triangular with respect to the Bruhat order. It follows that the Aw are a left Q[a]-basis of A.
Viewing SZ ⊂ A via si = 1−αiAi, for v,w ∈ SZ define the elements e
v
w ∈ Q[a] by the expansion
of Weyl group elements into the basis Av of A:
w =
∑
v∈SZ
evwAv.(7.3)
Example 7.1. Using (7.2) we have
s2s1 = (1− α2A2)(1− α1A1) = 1− α1A1 − (α1 + α2)A2 + α2(s2(α1))A2A1.
Therefore es2s1id = 1, e
s2s1
s1 = a2 − a1, e
s2s1
s2 = a3 − a1, e
s2s1
s2s1 = (a3 − a2)(a3 − a1), and e
s2s1
v = 0 for
other v ∈ SZ.
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Proposition 7.2. The elements evw are uniquely defined by the initial conditions
evid = δv,id for all v ∈ SZ(7.4)
and either the following:
(a) For all w ∈ SZ and i ∈ Z such that wsi < w,
evw = e
v
wsi + w(αi)e
vsi
wsiχ(vsi < v)(7.5)
evsiw χ(vsi < v) = e
vsi
wsiχ(vsi < v)(7.6)
(b) For all w ∈ SZ and i ∈ Z such that wsi < w,
evw = si(e
v
siw)− αisi(e
siv
siw)χ(siv < v)(7.7)
esivw χ(siv < v) = si(e
siv
siw)χ(siv < v)(7.8)
Let a = si1si2 · · · siℓ be a reduced word in SZ. For each letter sij in a, we define a root
βj = β(sij ) = si1si2 · · · sij−1(−αij ) = si1si2 · · · sij−1(aij+1 − aij ).
Proposition 7.3 ([AJS, Bil]). Let w, v ∈ SZ and a be a reduced word for w. Then we have the
closed formula
evw =
∑
b⊂a
∏
s∈b
β(s)
summed over all subwords of a that are reduced words for v.
7.2. GKM rings for infinite flags and infinite Grassmannian. Let Fun(SZ,Q[a]) be the Q[a]-
algebra of all functions SZ → Q[a] under pointwise product. For f ∈ Fun(SZ,Q[a]) and w ∈ SZ we
write f |w for f(w).
Let Ψ′ be the Q[a]-submodule of Fun(SZ,Q[a]) consisting of functions f : SZ → Q[a] such that
α divides f |sαw − f |w for all w ∈ SZ, α ∈ R.(7.9)
Example 7.4. For p ∈ Q[a], define Lp ∈ Fun(SZ,Q[a]) by Lp|w = w(p). Then Lp ∈ Ψ
′. If p is
homogeneous of degree one then Lp is an equivariant line bundle class.
Lemma 7.5. The submodule Ψ′ is a Q[a]-algebra.
Proof. Let φ,ψ ∈ Ψ′, α ∈ R and w ∈ SZ. Then (φψ)|sαw − (φψ)|w is a multiple of α since it is the
sum of two multiples of α, namely, φ|sαw(ψ|sαw − ψ|w) + (φ|sαw − φ|w)ψ|w. 
The methods of [KK] are easily adapted to prove the following.
Proposition 7.6. [KK] There exists a unique family of elements {ξv | v ∈ SZ} ⊂ Ψ
′ (the equivari-
ant Schubert basis) such that
ξv|w = 0 unless v ≤ w(7.10)
ξv|w ∈ Q[a] is homogeneous of degree ℓ(v)(7.11)
ξv|v =
∏
α∈R+
sαv<v
(−α).(7.12)
Ψ′ consists of the possibly infinite Q[a]-linear combinations of the ξv: Ψ′ =
∏
v∈SZ
Q[a]ξv.
We define Ψ :=
⊕
w∈SZ
Q[a]ξwZ , which is the Q[a]-submodule of Ψ
′ with basis ξwZ . It follows from
Proposition 7.12 below that Ψ is a Q[a]-subalgebra of Ψ′. Let
ΨGr = {f ∈ Ψ | f |wsi = f |w for all w ∈ SZ and i 6= 0}.
Recall the bijection λ 7→ wλ ((2.3)).
Proposition 7.7. The Q[a]-algebra ΨGr has a Q[a]-basis {ξ
wλ | λ ∈ Y}.
BACK STABLE SCHUBERT CALCULUS 37
Proposition 7.8. For v,w ∈ SZ, we have ξ
v|w = e
v
w.
Recall the automorphism ω of §3.6.
Lemma 7.9. For v,w ∈ SZ, we have ω(ξ
v|w) = ξ
ω(v)|ω(w).
The GKM ring Ψ affords two actions of A which commute.
Proposition 7.10.
(1) There is an action • of A on Ψ defined by
(Ai • ψ)|w = (w(αi))
−1(ψ|w − ψ|wsi)(7.13)
(p • ψ) = Lp ψ for p ∈ Q[a].(7.14)
where Lp is defined in Example 7.4. It satisfies
(u • ψ)|w = ψ|wu for u ∈ SZ.(7.15)
(2) There is an action ∗ of A on Ψ is given by
(Ai ∗ ψ)|w = α
−1
i (ψ|w − si(ψ|siw))(7.16)
(p ∗ ψ)|w = pψ|w for p ∈ Q[a].(7.17)
In particular the action of SZ on Ψ by ∗ is by conjugation:
(u ∗ ψ)|w = u(ψ|u−1w).(7.18)
(3) The two actions commute.
(4) For v ∈ SZ and i ∈ Z,
Ai • ξ
v =
{
ξvsi if vsi < v
0 otherwise
(7.19)
Ai ∗ ξ
v =
{
−ξsiv if siv < v
0 otherwise.
(7.20)
Proof. We identify any function ψ ∈ Fun(SZ,Q(a)) with the left Q(a)-module homomorphism
ψ ∈ HomQ(a)(Q(a)[SZ],Q(a)) by extension by left Q(a)-linearity.
For (1), there is an action of Q(a)[SZ] on Fun(SZ,Q(a)) defined by
(b • ψ)|w = ψ|wb for b ∈ Q(a)[SZ].
For b = u ∈ SZ, we obtain (7.15). For a = Ai and a = p, we have
ψ|wAi = ψ|wα−1i (id−si)
= ψ|w(αi)−1w(id−si) = w(αi)
−1 (ψ|w − ψ|wsi)
ψ|wp = ψ|(w(p)w = w(p)ψ|w
which agrees with (7.13) and (7.14). To see that • restricts to an action of A on Ψ′, let ψ ∈ Ψ′.
Note that if α = w(αi) then wsi = sαw so that α divides ψ|w−ψ|sαw = ψ|w−ψ|wsi and Ai •ψ ∈ Ψ
′.
For p ∈ Q[a] we have p • ψ = Lpψ ∈ Ψ
′ since Ψ′ is a ring.
For (2), again working over Q(a) the ∗-action is defined by (7.17) and (7.18). To show these
define an action of Q(a)[SZ] one must verify that the actions of p ∈ Q(a) and u ∈ SZ have the
proper commutation relation:
(u ∗ p ∗ ψ)|w = u(p ∗ ψ)|u−1w = u(pψ|u−1w) = u(p)u(ψ|u−1w) = (u(p) ∗ (u ∗ ψ))|w.
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To check that ∗ restricts to an action of A on Ψ′, let ψ ∈ Ψ′. Note that for any p ∈ Q[a],
si(p)− p = αig for some g ∈ Q[a] (namely, g = −Ai(p). Then ψ|siw−ψ|w = αih for some h ∈ Q[a].
We have
ψ|w − si(ψ|siw) = ψ|w − si(ψ|w) + si(ψ|w)− si(ψ|siw)
= (id− si)(ψ|w)− si(αih)
= −αig + αisi(h) ∈ αiQ[a]
for some g ∈ Q[a]. Therefore Ai ∗ ψ ∈ Ψ. For p ∈ Q[a], it is immediate that p ∗ ψ ∈ Ψ
′.
For (3) it is straightforward to check over Q(a) that the operators p• and Ai• commute with the
operators q∗ and Aj∗.
(4) follows by Propositions 7.2 and 7.8. (4) implies that the two actions preserve Ψ ⊂ Ψ′. 
The ring Fun(SZ,Q[a]) has a product structure given by pointwise multiplication: (ψφ)|w =
ψ|wφ|w for ψ, φ ∈ Fun(SZ,Q[a]). It is easy to see that this induces a structure of a Q[a]-algebra on
Ψ′.
The nilHecke algebra A has a comultiplication map ∆ : A→ A⊗Q[a] A given by
(7.21) ∆(w) := w ⊗w for w ∈ SZ ⊂ A
and extending by linearity over Q(a). One can show that (7.21) is equivalent to
(7.22) ∆(Ai) = Ai ⊗ 1 + si ⊗Ai for i ∈ Z.
We caution that A is not a Hopf algebra.
Define a pairing 〈· , ·〉 : Fun(SZ,Q(a)) ⊗Q(a) Q(a)[SZ]→ Q(a) by
(7.23) 〈ψ ,
∑
aww〉 =
∑
awψ(w)
where aw ∈ Q(a).
Proposition 7.11.
(1) Under the pairing 〈· , ·〉, Ψ′ and A are identified as dual Q[a]-modules.
(2) The multiplication of Ψ′ is dual to the comultiplication ∆ of A.
(3) For v,w ∈ SZ, we have 〈ξ
v , Aw〉 = δvw.
7.3. Isomorphism with GKM ring.
Proposition 7.12. There is a Q[a]-algebra and A × A-module isomorphism
←−
R (x; a) → Ψ where
the Q[a]-module structure is given by ∗. It sends
←−
Sv(x; a) to ξ
v for v ∈ SZ.
Proof. Let f ∈
←−
R (x; a). Then f can be considered an element of Fun(SZ,Q[a]) by (4.5). For any
α = ai − aj ∈ R the element
f(sxαwx; a) − f(wx; a) = (s
x
α − id)f(wx; a)
is divisible by xα = xi − xj. Applying ǫ we see that f ∈ Ψ. It is immediate that the map
←−
R (x; a)→ Ψ is a Q[a]-algebra homomorphism.
The operators on
←−
R (x; a) given by Axi , xi, A
a
i , and ai, correspond to the operators on Ψ given
by Ai•, ai•, Ai∗, and ai∗ respectively.
It is not hard to see that if f ∈
←−
R (x; a) is nonzero then it has a nonzero localization. Thus
←−
R (x; a) embeds into Ψ. It suffices to show that
←−
Sv 7→ ξ
v for all v ∈ SZ.
One may deduce that
←−
Sv(x; a) 7→ ξ
v by checking the conditions of Proposition 7.6. In turn, these
can be verified by Proposition 4.7 and the analogue of Proposition 7.6 for Sn, which is satisfied by
the localizations of double Schubert polynomials Sv(wa; a) for v,w ∈ Sn. 
Restrcting Proposition 7.12 to S 6=0-invariants gives the following result.
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Proposition 7.13. There is a Q[a]-algebra isomorphism Λ(x||a) → ΨGr sending sλ(x||a) to ξ
wλ
for λ ∈ Y.
7.4. Hopf structure on ΨGr. Via Proposition 7.13, the ring ΨGr attains the structure of a Hopf
algebra over Q[a]. We now describe the comultiplication map ∆ : ΨGr → ΨGr ⊗Q[a] ΨGr.
Lemma 7.14. Let ψ ∈ ΨGr and w
(1), w(2), . . . ∈ S0Z be a sequence satisfying |Iw(k),+| = |Iw(k),−| = k.
Then ψ is uniquely determined by ψ|w(i) .
Proof. Fix the sequence w(1), w(2), . . . ∈ S0Z. Let f =
∑
λ aλpλ(x||a) ∈ Λ(x||a) where aλ ∈ Q[a].
It suffices to show that f |w(k) 6= 0 for some k. Let S be the finite set of indices i such that ai
appears in some aλ. For sufficiently large k, the set Iw,+ \ S has cardinality greater than deg(f).
If µ = (µ1, . . . , µℓ) is minimal in dominance order in the set A = {λ | aλ 6= 0}, by Lemma 4.1 the
polynomial pµ(x||a)|w(k) ∈ Q[a] contains a term of the form aµa
µ1
r1 a
µ2
r2 · · · a
µℓ
rℓ where r1 > r2 > · · · > rℓ
are the ℓ largest elements in Iw,+\S. This monomial does not appear in pλ(x||a)|w(k) for λ ∈ A\{µ}.
The coefficient of this monomial must thus be nonzero in f |w(k) ∈ Q[a]. 
There is a partial multiplication map S0Z×S
0
Z → S
0
Z. The product of x ∈ S
0
Z and y ∈ S
0
Z is equal
to z ∈ S0Z if (1) Ix,+ ∩ Iy,+ = ∅ = Ix,− ∩ Iy,− and (2) Ix,± ∪ Iy,± = Iz,±.
Proposition 7.15. There is a unique Hopf structure on ΨGr with comultiplication ∆ : ΨGr →
ΨGr ⊗Q[a] ΨGr given by
(7.24) ∆(ψ)|x⊗y = ψ|xy
whenever x, y,∈ S0Z and xy ∈ S
0
Z is defined. With this Hopf structure, the map of Proposition 7.13
becomes a Q[a]-Hopf algebra isomorphism Λ(x||a)→ ΨGr.
Proof. Suppose the product xy is well-defined. By Lemma 4.1, we have
pk(x||a)|xy =
∑
i∈Ixy,+
aki −
∑
i∈Ixy,−
aki
= (
∑
i∈Ix,+
aki −
∑
i∈Ix,−
aki ) + (
∑
i∈Iy,+
aki −
∑
i∈Iy,−
aki )
= pk(x||a)|x + pk(x||a)|y
= (pk(x||a) ⊗ 1)|x⊗y + (1⊗ pk(x||a))|x⊗y
= ∆(pk(x||a))x⊗y .
Thus (7.24) is consistent with the comultiplication of Λ(x||a). By the same argument as in the
proof of Lemma 7.14, ∆(ψ) is completely determined by its values x⊗y for which xy is defined. 
8. Peterson subalgebra
The Peterson subalgebra in the affine setting is recalled in Appendix C.
Let S˜n be the affine symmetric group, generated by si for i ∈ Z/nZ, with relations s
2
i = id,
sisj = sjsi if i + nZ /∈ {j ± 1 + nZ}, sisi+1si = si+1sisi+1. For i ∈ Z we write si ∈ S˜n for the
element si+nZ. We have S˜n = Q
∨⋊Sn where Q
∨ is the coroot lattice, the Z-span of simple coroots
α∨i = ei−ei+1 for 1 ≤ i ≤ n−1 where ei is a standard basis vector of Z
n. For λ ∈ Q∨ its image in S˜n
is the translation element denoted tλ. Let S˜
0
n be the set of 0-Grassmannian elements those w ∈ S˜n
such that wsi > w for all i 6= 0. There is a bijection S˜
0
n ↔ Q
∨ denoted w 7→ tw. Suppose w ∈ S˜0n
and tw = tµ for µ ∈ Q
∨. Let uµ ∈ Sn be the shortest element such that uµ(µ) is antidominant.
Then tw = tµ
.
= wu−1µ .
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8.1. Translation elements. The infinite symmetric group SZ does not contain translation ele-
ments. Nevertheless, it is possible to define elements τw in the infinite nilHecke algebra which
behave like translation elements. Recall that in Section 7.1 we have defined the nilHecke algebra
A, which has a Q[a]-basis Aw, w ∈ SZ. Let A
′ denote the completion of A, consisting of formal
Q[a]-linear combinations of the elements Aw. For a given w ∈ SZ, there are only finitely many
pairs (u, v) ∈ SZ × SZ such that w
.
= uv. It follows that the multiplication in A induces a natural
Q[a]-algebra structure on A′.
Recall also that we defined a comultiplication map ∆ : A → A ⊗Q[a] A. Under the pairing
(7.23), A′ is dual to Ψ. It follows from Proposition 7.12 that ∆ extends to a comultiplication
A′ → A′ ⊗Q[a] A
′.
Lemma 8.1. Let w ∈ S0Z. There is a positive integer m and a word a in the symbols
{s−m, s1−m, . . . , s−1, s0, s1, . . . , sm−1} ∪ {r, r
′}(8.1)
such that for any sufficiently large n ≫ m, a reduced word a˜ for tw (treating w as an element of
S˜n) is obtained from a by the substitutions
(8.2) r 7→ smsm+1 · · · s−m−1 and r
′ 7→ s−m−1 · · · sm+1sm.
To explain how to find the above word, let Q∨Z ⊂
⊕
i∈Z Zei be the infinite coroot lattice, the
sublattice spanned by α∨i = ei − ei+1 for i ∈ Z. Given λ ∈ Y let β = βλ ∈ Q
∨
Z be the element
βλ =
∑
i∈Iwλ,+
ei −
∑
i∈Iwλ,−
ei
(see (2.3), (2.1), (2.2)). There is a projection Q∨Z → Q
∨ denoted β 7→ β, onto the translation lattice
Q∨ in S˜n, given by ei 7→ ei+nZ. We have
twλ = tβλ
for λ ∈ Y.
Let m be large enough so that λ is contained in the m ×m square partition and n ≥ 2m. Then
|Iwλ,±| ≤ m and all coordinates in β are in {−1, 0, 1} with coordinates 1 (resp. −1) occurring only
in the first (resp. last) m positions.
To prove Lemma 8.1 it suffices to show that the element u−1
β
is in the image of a product of the
generators (8.1) under the substitution (8.2). Since images of r and r′ are inverses we may replace
u−1
β
by uβ. It is enough to be able to sort β to antidominant using the generators. This is explained
by the following example.
Example 8.2. Let λ = (4, 4, 3, 1). Let us take m = 4 and n = 11. We have I+ = {1, 3, 4} and
I− = {−3,−1, 0} because the vertical (resp. horizontal) line segments tracing the edge of λ above
(resp. below) the main diagonal, occur at segments 1, 3, 4 (resp. −3,−1, 0) where the main diagonal
separates segment 0 and 1.
−3
−1 0
1
3
4
We have β = (1, 0, 1, 1|0, 0, 0| − 1, 0,−1,−1) where the positions of the 1s (resp. −1s) are given
by I+ (resp. I−) mod n. The vertical bars separate the first m = 4 positions and the last m
positions. Between are zeroes. Recalling that indices of reflections are identified modulo n, the
generators are s7, s8, s9, s10, s0, s1, s2, s3 and r 7→ s6s5s4 and r
′ 7→ s4s5s6. We must move β to
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the antidominant chamber with a shortest element in Sn using the given generators. Starting
with β we may apply r′s7r to get (1, 0, 1,−1|0, 0, 0|1, 0,−1,−1), then apply simple generators to
reach (−1, 0, 1, 1|0, 0, 0| − 1,−1, 0, 1), then apply r′s7r to get (−1, 0, 1,−1|0, 0, 0|1,−1, 0, 1), simple
generators to reach (−1,−1, 0, 1|0, 0, 0|−1, 0, 1, 1), r′s7r to reach (−1,−1, 0,−1|0, 0, 0|1, 0, 1, 1), and
simple generators to reach (−1,−1,−1, 0|0, 0, 0|0, 1, 1, 1) which is antidominant.
For b ≤ 0 < a, define
ra,b := (
∞∏
i=a
si)(
b−1∏
i=−∞
si) = (sasa+1sa+2 · · · )(· · · sb−2sb−1)(8.3)
rb,a := (
−∞∏
i=b−1
si)(
a∏
i=∞
si) = (sb−1sb−2 · · · )(· · · sa+2sa+1sa).(8.4)
Each of these are infinite words in the alphabet {si | i ∈ Z\{0}}, and each is a concatenation of two
infinite reduced words. Abusing notation, we will use the same symbols ra,b and rb,a to represent
the following permutations of Z (that do not belong to SZ):
(8.5) ra,b(i) =

i if b < i < a,
i+ 1 if i ≥ a or i < b,
a if i = b;
rb,a(i) =

i if b < i < a,
i− 1 if i > a or i ≤ b,
b if i = a.
Let S denote the set of infinite words in the alphabet {si | i ∈ Z \ {0}} obtained as a finite
concatenation of the words si, i ∈ Z \ {0} and the words ra,b, a > 0 and b ≤ 0. Suppose a ∈ S,
and s is a letter in a. Then we have a unique factorization a = a′ s a′′ where again a′,a′′ ∈ S. We
define a root β(s) by
β(s) := −a′ · (ai − ai+1)
if the letter s is equal to si. Here the action of a
′ on Q[a] is the one induced by the action on Z
given by (8.5).
Definition 8.3. Let w ∈ S0Z. Define the infinite translation element τ
w ∈ A′ as follows. Take the
word a of Lemma 8.1 and replace each occurrence of r or r′ by infinite words as follows:
r 7→ rm,−m and r
′ 7→ r−m,m
to obtain an infinite word aw∞ ∈ S. Now for v ∈ SZ, define ξ
v|τw ∈ Q[a] (cf. Proposition 7.3) by
ξv|τw :=
∑
b⊂aw∞
∏
s∈b
β(s)
summed over finite subwords b of aw∞ that are reduced words for v, and define τ
w ∈ A′ by
(8.6) τw :=
∑
v∈SZ
ξv|τwAw.
Remark 8.4. Suppose w ∈ S0Z and we have Iw,+ = {1 ≤ dt < dt−1 < · · · < d1} and Iw,− = {e1 <
e2 < · · · < et ≤ 0}. Then a possible choice of a
w
∞ is:
u(
1∏
j=t
rj,ej)(
1∏
j=t
r1−j−fj ,dj )
where u is a reduced word for w and fj = |Iw,− ∩ (−j, 0]| for j = 1, 2, . . . , t. Note that if w is the
identity element, then τw = 1.
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Remark 8.5. In Definition 8.3 we have used Lemma 8.1 which relies on the notion of translation
elements in the affine symmetric group. In future work we plan to study the Schubert calculus
of a flag ind-variety associated to the affine infinite symmetric group Q∨Z ⋊ SZ, which contains
translation elements τw as defined above.
Proposition 8.6.
(1) For x ∈ S0Z, we have that τ
x is a well-defined element of A′ that does not depend on the
choices of m and a in Lemma 8.1.
(2) The set {τx | x ∈ S0Z} is linearly independent in A
′.
(3) If z = xy under the partial product of Section 7.4, then τ z = τxτy = τyτx.
(4) We have τxτy = τyτx for any x, y ∈ S0Z.
(5) We have τxp = pτx for any x ∈ S0Z and any p ∈ Q[a].
(6) We have ∆(τx) = τx ⊗ τx for any x ∈ S0Z.
Proposition 8.6 is proven in Section 8.5.
8.2. The Peterson subalgebra. Let
⊕
w Q(a)τ
w denote the Q(a)-vector subspace of Q(a)⊗Q[a]A
′
spanned by the elements τw. Define the Q[a]-submodule P ⊂ A′ by
P := A′ ∩
⊕
w
Q(a)τw.
By Proposition 8.6(4), P lies within the centralizer subalgebra ZA′(Q[a]).
Recall that jwλ (a) denotes the coefficient of the double Schur function sλ(x||a) in the double
Stanley symmetric function Fw(x||a). For λ ∈ Y, define
jλ =
∑
w
jwλ (a)Aw ∈ A
′.
Theorem 8.7. For any λ ∈ Y, we have jλ ∈ P, and it is the unique element of P satisfying
(8.7) jλ = Awλ +
∑
u/∈S0
Z
auAu
where au ∈ Q[a] and the summation is allowed to be infinite. The submodule P is a free Q[a]-module
with basis {jλ | λ ∈ Y}.
Theorem 8.7 will be proved in Section 8.6. Let P′ be the completion of P whose elements are
formal Q[a]-linear combinations of the elements {jλ | λ ∈ Y}. We call P
′ the Peterson subalgebra.
Theorem 8.8. The submodule P′ ⊂ A′ is a commutative and cocommutative Hopf algebra over
Q[a].
Conjecture 8.9. We have P′ = ZA′(Q[a]).
Theorem 8.10. There is an isomorphism P′ ∼= Λˆ(y||a) of Q[a]-Hopf algebras sending jλ to sˆλ(y||a)
for all λ ∈ Y.
Theorems 8.8 and 8.10 will be proved in Section 8.7.
Remark 8.11. Theorems 8.7, 8.8, and 8.10 hold over Z, but for consistency we work over Q.
8.3. Fomin-Stanley algebra. Let A denote the (infinite) nilCoxeter algebra, which is the Q-
algebra with generators Ai, i ∈ Z, satisfying the relations (2.6), (2.7), and (2.8). The algebra A has
Q-basis Aw, w ∈ SZ. Let A
′ denote the completion of A consisting of elements a =
∑
w awAw that
are infinite Q-linear combinations of the Aw. Since every w ∈ SZ has finitely many factorizations
of the form w
.
= xy, it follows that A′ is a Q-algebra. There is a natural map φ0 : A→ A given by
φ0(
∑
w
awAw) =
∑
w
φ0(aw)Aw
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where φ0(aw) ∈ Q is the constant term of the polynomial aw ∈ Q[a].
Define the Fomin-Stanley subalgebra B ⊂ A as the image φ0(P). Let j
0
λ := φ0(jλ).
Theorem 8.12. The set {j0λ | λ ∈ Y} form a Q-basis of B. There is a Hopf-isomorphism B → Λ
given by j0λ 7→ sλ.
Proof. Since {jλ | λ ∈ Y} form a basis of P, it is clear that {j
0
λ | λ ∈ Y} spans B. The equation
(8.7) shows that j0λ = Awλ +other terms are linearly independent. The last statement follows from
Theorem 8.8 and 8.10. 
8.4. Stability of affine double Edelman-Greene coefficients. Let n ≥ 2. For v ∈ S˜n let
ξv
F˜ln
∈ H∗Tn(F˜ln) be the torus equivariant Schubert class class of the affine flag ind-variety F˜ln (see
Section 10.7).
Following [LaSh12]2, define S˜0n × S˜
0
n matrices A˜ and B˜ by
A˜vw = ξ
v
F˜ln
|w and B˜ = A˜
−1.
Both matrices A˜ and B˜ are lower-triangular when the rows and columns are ordered compatibly
with the Bruhat order on S˜0n, and the entries belong to Q(a1, a2, . . . , an). For x ∈ S˜n and v ∈ S˜
0
n,
denote by j˜xv ∈ Q[a1, a2, . . . , an] the affine double Edelman-Greene coefficient, and let j˜v ∈ A˜ denote
the j-basis element (see Appendix C).
Proposition 8.13 ([LaSc82]). Let v,w ∈ S˜0n and x ∈ S˜n. We have
tw =
∑
v∈S˜0n, v≤w
A˜vw j˜v(8.8)
j˜v =
∑
w∈S˜0n, w≤v
B˜wvt
w(8.9)
j˜xv =
∑
w∈S˜0n, w≤v
B˜wvξ
x
F˜ln
(tw).(8.10)
Let evn : Q[a]→ Q[a1, a2, . . . , an] denote the Q-algebra morphism given by ai 7→ ai mod n.
Lemma 8.14. Let w, v ∈ SZ. Then for sufficiently large n≫ 0, we have ξ
v
F˜ln
(w) = evn(ξ
v(w)).
Proof. This follows from Proposition 7.3 which also holds in the affine case as well as the infinite
case. 
Lemma 8.15. Let w, v ∈ S0Z. Then there exists polynomials Avw(a), Bvw(a) ∈ Q[a] such that for
all n≫ 0, we have A˜vw = evn(Avw) and B˜vw = evn(Bvw).
Proof. Follows immediately from Lemma 8.14. 
Lemma 8.16. Let x ∈ SZ and v ∈ S
0
Z. There exists a polynomial q(a) ∈ Q[a] such that for all
n≫ 0, we have that j˜xv = evn(q).
Proof. Using Lemma 8.1 and Lemma 8.14, we deduce that for any u ∈ SZ and w ∈ S
0
Z, there
is a polynomial p(a) ∈ Q[a] such that for sufficiently large n, we have ξu
F˜ln
(w) = evn(p(a)). By
Proposition 8.13, we conclude that there is a polynomial q(a) ∈ Q[a] such that j˜xv = evn(q(a)) for
sufficiently large n. 
2Our ξv
F˜ln
|w differs from the one in [LaSc82] by a sign (−1)
ℓ(v)
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8.5. Proof of Proposition 8.6. Let x ∈ S0Z and v ∈ SZ. Only finitely many subwords of a
x
∞
are reduced words for v, and for n ≫ 0 there is a bijection between such subwords and subwords
of a˜ that are reduced words for v (now thought of as an element in S˜n). It thus follows from the
definitions that for n≫ 0 we have
(8.11) evn(ξ
v(τx)) = ξv
F˜ln
(tx).
Claim (1) follows immediately. Claim (2) follows from the similar claim in the affine nilHecke
algebra A˜.
Let x, y ∈ S0Z and v ∈ SZ. Only finitely many pairs of terms from the expansion (8.6) for τ
x and
τy contribute to the coefficient of Av in the product τ
xτy. Thus for n≫ 0 the coefficient of Av in
τxτy is taken to the coefficient of Av in t
xty by evn. Claims (3) and (4) now follow from similar
statements in the affine case (see (C.1)).
Let x ∈ S0Z , v ∈ SZ, and p ∈ Q[a]. Only finitely many terms of the expansion (8.6) for τ
x
contribute to the coefficient of Av in τ
xp. Thus for n ≫ 0 the coefficient of Av in τ
xp is taken to
the coefficient of Av in t
xevn(p) by evn. Claim (5) now follows from (C.2) in the affine case.
Let v ∈ SZ. Then for n ≫ 0, the calculation of ∆(Av) in the affine nilHecke ring A˜ is identical
to that in A. Claim (6) now follows from the equality ∆(tx) = tx⊗ tx in the affine case (see (C.3)).
8.6. Proof of Theorem 8.7.
Proposition 8.17. Let x ∈ SZ and v ∈ S
0
Z. For all n≫ 0, we have j˜
x
v = evn(j
x
v ).
Proof. By Theorem 10.9, the image of
←−
Sx(x; a) in H
∗
T (F˜ln) represents ξ
x
F˜ln
for sufficiently large n.
By Proposition 10.8, the double Stanley function Fx(x||a) represents the affine double Stanley class
̟(ξx
F˜ln
) ∈ H∗T (G˜rn) for sufficiently large n. By Theorem 10.9, the image of svλ(x||a) in H
∗
T (G˜rn)
represents ξv
G˜rn
for sufficiently large n. We conclude that evn(j
x
v ) = j˜
x
v . 
By Proposition 8.17, the element jλ ∈ A
′ is the limit (taking limits of coefficients of Av) of
j˜wλ ∈ A˜ as n → ∞. By (8.11), the element τ
w ∈ A′ is a similar limit of the elements tw ∈ A˜.
Combining Lemma 8.15 and (8.9), we thus conclude that
jλ =
∑
v∈S˜0n
v≤wλ
Bvwλτ
v.
It follows that jλ ∈ P. The expansion (8.7) follows from Theorem C.1.
By Lemma 8.15 and (8.8), we have that both {jλ | λ ∈ Y} and {τ
w | w ∈ S0Z} form bases
of Q(a) ⊗Q[a] P. Thus an arbitrary element of a =
∑
aw
Aw ∈ P is uniquely determined by the
coefficients {aw ∈ Q[a] | w ∈ S
0
Z}. Indeed, we have a =
∑
λ∈Y awλjλ and the sum must be finite. It
follows that P is a free Q[a]-module with basis {jλ | λ ∈ Y}.
8.7. Proof of Theorems 8.8 and 8.10.
Proposition 8.18. For λ, ν ∈ Y, we have
(8.12) jλjµ =
∑
ν⊃µ
j
wν/µ
λ jν .
Proof. Let us calculate the coefficient of sλ(x||a)⊗ sµ(x||a) in ∆(Fw(x||a)). On the one hand,
∆(Fw(x||a)) =
∑
ν∈Y
jwν ∆(sν(x||a)) =
∑
ν∈Y
jwν
∑
µ⊂ν
Fwν/µ(x||a) ⊗ sµ(x||a)
by Corollary 4.16. So the coefficient is equal to
∑
ν⊃µ j
wν/µ
λ j
w
ν , which is the coefficient of Aw on
the RHS of (8.12).
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On the other hand, by Corollary 4.15, we have
∆(Fw(x||a)) =
∑
w
.
=uv
Fu(x||a) ⊗ Fv(x||a) =
∑
λ,µ
∑
w
.
=uv
juλj
v
µ(sλ(x||a)⊗ sµ(x||a)).
So the coefficient is also equal to
∑
w
.
=uv j
u
λj
v
µ, which (using Proposition 8.6(5) to obtain that jλ
commutes with Q[a]) is equal to the coefficient of Aw on the LHS of (8.12). 
It follows from Proposition 8.18 that P′ is a commutative Q[a]-algebra. Together with Proposition
8.6(6), we obtain Theorem 8.8.
The pairing (7.23) induces a pairing between P′ and ΨGr. By Proposition 7.11(3), we have
〈ξv , jλ〉 = δvwλ for v ∈ S
0
Z and λ ∈ Y. Thus P
′ and ΨGr are dual Q[a]-modules. By Proposition
7.11(2), the comultiplication in P′ is dual to the multiplication in ΨGr. By comparing Proposition
8.18 and Corollary 4.16, the multiplication of P′ is dual to the multiplication in ΨGr. Thus P
′ and
ΨGr are dual Q[a]-Hopf algebras. By Proposition 7.15 and the definition of sλ(y||a), we have an
induced isomorphism of Q[a]-Hopf algebras P′ ∼= Λˆ(y||a) sending jλ to sλ(y||a). This completes the
proof of Theorem 8.10.
8.8. Proof of Theorem 4.20. The polynomial jxv (a) ∈ Q[a] belongs to a subring of the form
Q[a1−m, a2−m, . . . , am] for some m. Suppose n≫ m. Then j˜
x
v (a) ∈ Q[a1, . . . , an], and by Proposi-
tion 8.17, it is the image of jxv (a) under evn. Pick a cutoff c satisfying m≪ c≪ n−m. Make the
substitution
ai 7→
{
ai if 1 ≤ i ≤ c,
ai−n if c < i ≤ n,
to j˜xv (a). The resulting polynomial must equal j
x
v (a).
By Theorem C.2, we have that j˜xv (a) is a positive integer polynomial expression in the linear
forms
a1 − a2, a2 − a3, . . . , an−1 − an.
Applying the above substitution to this expression gives the desired expression for jxv (a).
9. Back stable triple Schubert polynomials
In this section we define triple back stable Schubert polynomials and triple Stanley symmet-
ric functions. This allows effective computation of some double Edelman-Greene coefficients and
structure constants for dual Schur functions.
9.1. Tripling. Let νa,b : Λ(a) → Λ(b) be the map that changes symmetric functions from the
a-variables to b-variables. Let Λ(x/b) ⊂ Λ(x) ⊗Q Λ(b) denote the image of the superization map
pk 7→ pk(x/b). We use the same notation for the Q[a]-algebra maps
νa,b :
←−
R (a) = Λ(a)⊗Q Q[a]→ Λ(b)⊗Q Q[a] pk(a)⊗ 1 7→ pk(b)⊗ 1
νa,b : Λ(x||a)→ Λ(x/b)⊗Q Q[a] pk(x/a) 7→ pk(x/b)
and the Q[x, a]-algebra map
νa,b :
←−
R (x; a) = Λ(x||a)⊗Q[a] Q[x, a]→ Λ(x/b)⊗Q Q[x, a] pk(x/a) 7→ pk(x/b).
These maps change a’s to b’s but only “in symmetric functions”. All of these maps are Q[a]-
algebra isomorphisms: the inverse is the substitution f 7→ f |b=a. Finally, note that we have an
injection Λ(x||a) →֒ Λ(x) ⊗ Λ(a) ⊗ Q[a], and the action of νa,b on Λ(x||a) is simply given by
1⊗ νa,b ⊗ 1 : Λ(x)⊗ Λ(a)⊗Q[a]→ Λ(x)⊗ Λ(b)⊗Q[a].
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9.2. Back stable triple Schubert polynomials. For w ∈ SZ, define the back stable triple Schu-
bert polynomials
←−
Sw(x; a; b) ∈ Λ(x/b)⊗Q Q[x, a] by
←−
Sw(x; a; b) := νa,b(
←−
Sw(x; a)).
The set {
←−
Sw(x; a; b) | w ∈ SZ} form a basis of Λ(x/b) ⊗Q Q[x, a] over Q[a]. In particular, the
structure constants for
←−
Sw(x; a; b) (which are equal to the structure constants for
←−
Sw(x; a)) belong
in Q[a].
Proposition 9.1. Let w ∈ SZ. We have
←−
Sw(x; a; b) =
∑
w
.
=uvz
u,z∈S 6=0
(−1)ℓ(u)Su−1(a)Fv(x/b)Sz(x) =
∑
w
.
=uv
(−1)ℓ(u)νa,b(
←−
Su−1(a))
←−
Sv(x).
Proof. The first equality follows from applying νa,b to (4.9). The second equality follows from
applying νa,b to Proposition 4.3. 
Recall that Axi (resp. A
a
i , A
b
i ) denotes the divided difference operator in the x-variables (resp.
a-variables, b-variables).
Proposition 9.2. For w ∈ SZ and i ∈ Z, we have
Axi
←−
Sw(x; a; b) =
{←−
Swsi(x; a; b) if wsi < w
0 otherwise.
For w ∈ SZ and i ∈ Z− {0}, we have
Aai
←−
Sw(x; a; b) =
{
−
←−
Ssiw(x; a; b) if siw < w
0 otherwise.
Proof. The first statement follows immediately from the last equality in Proposition 9.1 and The-
orem 3.2. For i 6= 0, we have Aai ◦ νa,b = νa,b ◦ A
a
i , so the second statement follows by Proposition
4.8. 
9.3. Triple Stanley symmetric functions. Define the triple Stanley symmetric functions by
Fw(x||a||b) := νa,b(Fw(x||a)).
By Proposition 4.11 and Theorem 4.14, we have
Fw(x||a||b) =
∑
w
.
=uvz
u,z∈S 6=0
(−1)ℓ(u)Su−1(a)Fv(x/b)Sz(a)
←−
Sw(x; a; b) =
∑
w
.
=uv
v∈S 6=0
Fu(x||a||b)Sv(x; a).
It follows from (3.15) that Fw(x||a||b) satisfies the supersymmetry (cf. [Mol09, (2.15)])
Fw−1(x||a||b) = (−1)
ℓ(w)Fw(b||a||x).
Lemma 9.3. Let w ∈ SZ. Then
Fw(x||a||b) =
∑
w
.
=uvz
(−1)ℓ(u)
←−
Su−1(a)Fv(x/b)
←−
Sz(a).
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Proof. We have∑
w
.
=uvz
(−1)ℓ(u)
←−
Su−1(a)Fv(x/b)
←−
Sz(a)
=
∑
w
.
=u1u2vz1z2
u1,z2∈S 6=0
(−1)ℓ(u1)+ℓ(u2)Su−11
(a)Fu−12
(a)Fv(x/b)Fz1(a)Sz2(a)
=
∑
w
.
=u1xz2
u1,z2∈S 6=0
(−1)ℓ(u1)Su−11
(a)
 ∑
x
.
=u2vz2
(−1)ℓ(u2)Fu−12
(a)Fv(x/b)Fz1(a)
Sz2(a)
=
∑
w
.
=u1xz2
u1,z2∈S 6=0
(−1)ℓ(u1)Su−11
(a)Fx(x/b)Sz2(a) = Fw(x||a||b)
using Theorem 3.16 and (3.15). 
Define the triple Schur functions (essentially the same as the supersymmetric Schur functions of
Molev [Mol09, Section 2.4]) by sλ(x||a||b) := νa,b(sλ(x||a)). Then
(9.1) Fw(x||a||b) =
∑
λ
jwλ (a)sλ(x||a||b)
where jwλ (a) are the usual double Edelman-Greene coefficients. The triple Edelman-Greene coeffi-
cients are defined by
Fw(x||a||b) =
∑
λ
jwλ (a, b)sλ(x||b)
and satisfy deg(jwλ (a, b)) = ℓ(w)− |λ|. It is clear that j
w
λ (a, a) = j
w
λ (a), but by (9.1), we also have
(9.2) jwλ (a, b) =
∑
µ
jwµ (a)j
wµ
λ (a, b).
Recall the Q-algebra automorphism γa of §4.5. This map can be applied to the Q[a]-algebra
Λ(x/b)⊗Q Q[x, a] or to the Q[a]-algebra Q[a, b]. Recall also γ : SZ → SZ from §2.1.
Proposition 9.4. For w ∈ SZ, we have Fγ(w)(x||a||b) = γa(Fw(x||a||b)).
Proof. Follows from Lemma 9.3 and Corollaries 4.4 and 3.8. 
Corollary 9.5. Let λ ∈ Y and w ∈ SZ. Then j
γ(w)
λ (a, b) = γa(j
w
λ (a, b)).
Thus triple Stanley symmetric functions allow us to distinguish between “stable” phenomena
(the b-variables) and the “shifted” phenomena (the a-variables).
9.4. Double to triple. We have an explicit formula for jwλ (a, b) in terms of double Edelman-Greene
coefficients jwλ (a). Recall the definition of Durfee square d(λ) from before Proposition 4.23.
Proposition 9.6. Let λ, µ ∈ Y. Then
jwλµ (a, b) =
∑
ρ: µ⊆ρ⊆λ
d(µ)=d(ρ)=d(λ)
(−1)|λ/ρ|Sw−1
λ/ρ
(a)Swρ/µ(b).
For µ ∈ Y and w ∈ SZ we have
(9.3) jwµ (a, b) =
∑
λ,ρ: λ⊃ρ⊃µ
d(λ)=d(ρ)=d(µ)
(−1)|λ/ρ|jwλ (a)Sw−1
λ/ρ
(a)Swρ/µ(b)
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Proof. By Proposition 4.23, we have
sλ(x||a||b) =
∑
ρ⊂λ
d(ρ)=d(λ)
(−1)|λ/ρ|Sw−1
λ/ρ
(a)sρ(x/b) =
∑
µ⊂ρ⊂λ
d(µ)=d(ρ)=d(λ)
(−1)|λ/ρ|Sw−1
λ/ρ
(a)Swρ/µ(b)sµ(x||b)
This gives the first formula. The second formula follows from (9.2). 
The following result follows from (9.3).
Proposition 9.7. Let w ∈ Y, w ∈ SZ, and i ∈ Z− {0}. Then
Abij
w
µ (a, b) =
{
jwµ+i(a, b) if µ has an addable box on diagonal i,
0 if µ has no addable box on diagonal i.
9.5. Triple Stanley coefficients for a hook. In this section we compute jw(q+1,1p)(a, b) for all
w ∈ SZ and p, q ≥ 0, in a way that exhibits the positivity of Theorem 4.20.
The support of a permutation w ∈ SZ is the finite set of integers
|w| := {i | si appears in a reduced word of w} ⊂ Z.
A permutation w ∈ SZ is called increasing (resp. decreasing) if it has a reduced word si1si2 · · · siℓ
such that i1 < i2 < · · · < iℓ (resp. i1 > i2 > · · · > iℓ). For J ⊂ Z a finite set, we denote by uJ ∈ SZ
(resp. dJ ∈ SZ) the unique increasing (resp. decreasing) permutation with support J .
We call w ∈ SZ a Λ if it has a factorization of the form w
.
= uJdK . Such factorizations are called
Λ-factorizations. We consider two factorizations to be distinct if their pairs (J,K) are distinct.
We call a reduced word u a Λ-word if it is first increasing then decreasing. Associated to a Λ-
factorization is a unique Λ-reduced word.
Suppose w admits a nontrivial Λ-factorization id 6= w
.
= uJdK . Let m = max |w|, J
′ = J \ {m}
and K ′ = K \ {m}. There are exactly two pairs (J,K) corresponding to a given pair (J ′,K ′): m
occurs in exactly one of J and K.
For a finite set T = {t1, t2, . . . , tr} ⊂ Z, let aT denote the sequence of variables (at1 , at2 , . . . , atr).
For the above T let T + 1 = {t1 + 1, . . . , tr + 1}.
Theorem 9.8. Let p, q ≥ 0 and w ∈ SZ. Then j
w
λ (a, b) = 0 unless w is a Λ, in which case
jw(q+1,1p)(a, b) =
∑
(J ′,K ′) distinct
w
.
=uJdK
Ss|K′|···sq+1(b; aK ′+1)Ss−|J′|···s−1−p(b; aJ ′+1)(9.4)
where the sum runs over all distinct pairs (J ′,K ′) coming from Λ-factorizations w = uJdK and
Sv±(b; aJ ′+1) is the image of Sv±(b; a±) under the substitution a± 7→ aJ ′+1 where v± ∈ S±.
Remark 9.9. The coefficients jwλ (a, b) appear to satisfy the following generalization of the positivity
in Theorem 4.20: jwλ (a, b) is a sum of products of binomials c− d where c and d are variables with
c ≺ d where
b1 ≺ b2 ≺ · · · ≺ a1 ≺ a2 ≺ · · · ≺ a−2 ≺ a−1 ≺ a0 ≺ · · · ≺ b−2 ≺ b−1 ≺ b0.
The double Schubert polynomials occurring in Theorem 9.8 satisfy this positivity, say, by the
formula for the monomial expansion of double Schubert polynomials in [FK].
Remark 9.10. It is possible to obtain more efficient formulas than those in Theorem 9.8, especially
when p = q = 0, by grouping terms according to the set of maxima for each of the maximal
subintervals of |w|.
Example 9.11. Let w = s1s2. For j
w
1 there is a single summand (J
′,K ′) = ({1}, ∅) corresponding
to either of the factorizations (J,K) = ({1, 2}, ∅) or (J,K) = ({1}, {2}). Then js1s21 (a, b) = a2− b0.
More generally, for w = sisi+1 · · · sk, we have j
w
1 (a, b) = (ak − b0)(ak−1 − b0) · · · (ai+1 − b0).
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Let θ = a1 − a0. The proof of Theorem 9.8 uses localization formulas for Schubert classes
in equivariant cohomology H∗Tn(F˜ln) (see §10.7) of the affine flag variety. In this context we set
ai = ai+n for all i ∈ Z. We shall use the following result [LaSh12, Theorem 6].
Theorem 9.12. For every id 6= x ∈ Sn, we have θ
−1ξx
−1
F˜ln
|sθ ∈ Q[a1, a2, . . . , an] and
j˜s0 = As0 +
∑
id6=x∈Sn
(
(−1)ℓ(x)θ−1ξx
−1
F˜ln
|sθAx + (−1)
ℓ(x)ξx
−1
F˜ln
|sθAs0x
)
.
Lemma 9.13. Let id 6= x ∈ Sn. Then ξ
x
F˜ln
|sθ = 0 unless x is a Λ, in which case
(−1)ℓ(x)ξx
F˜ln
|sθ = (a1 − a0)
∑
(J ′,K ′) distinct
x
.
=uJdK
Ss|J′|···s1(a; aJ ′+1)Ss−|K′|···s−1(a; aK ′+1).(9.5)
Proof. We compute ξx
F˜ln
|sθ as an element of Q[a0, a1, . . . , an−1] (setting an = a0), using Proposition
7.3, picking the reduced word u = s1s2 · · · sn−1 · · · s2s1 of sθ. If x has no Λ-factorization, then u
does not contain a reduced word for x. For i 6= n− 1, the roots β(si) associated to si are ai+1− a1
(left occurrence) and a0 − ai+1 (right occurrence), the sum of which is a0 − a1. We also have
β(sn−1) = a0 − a1.
Summing over the Λ-factorizations, the simple generator sm where m = max(|w|) contributes
a factor of (a1 − a0) to (−1)
ℓ(x)ξx|sθ . The remaining simple generators contribute
∏
j∈J ′(a1 −
aj+1)
∏
k∈K ′(ak+1 − a0). Finally, these products of binomials are double Schubert polynomials:∏
j∈J ′
(a1 − aj+1) = Ss|J′|···s1(a; aJ ′ + 1),
∏
k∈K ′
(ak+1 − a0) = Ss−|K′|···s−1(a; aK ′+1). 
Proof of Theorem 9.8. First suppose that w ∈ S+. Combining Theorem 9.12 and Lemma 9.13 with
the limiting arguments of Section 8.4, we deduce (noting that Theorem 9.12 has “x−1”) that
jw1 (a) =
∑
(J ′,K ′) distinct
w
.
=uJdK
Ss|K′|···s1(a; aK ′+1)Ss−|J′|···s−1(a; aJ ′+1).
Recall the shift automorphism γ : SZ → SZ from §2.1. It follows that we must have
jw1 (a, b) =
∑
(J ′,K ′) distinct
w
.
=uJdK
Ss|K′|···s1(b; aK ′+1)Ss−|J′|···s−1(b; aJ ′+1).
to be consistent with Corollary 9.5, and this must hold for all w ∈ SZ. The formula for a general
hook (q + 1, 1p) follows by Proposition 9.7. 
9.6. Proof of Theorem 6.14. By Theorem 8.10 and Proposition 8.18, the coefficient of sˆλ(y||a)
in the product sˆ1(y||a)sˆµ(y||a) is equal to 0 if µ 6⊆ λ and equal to j
wλ/µ
1 (a) otherwise.
Lemma 9.14. Let µ ⊆ λ and z = wλ/µ be a Λ. Then λ/µ is a thin skew shape.
9.7. Proof of Theorem 6.17. The product sˆ(q+1,1p)(y||a)sˆµ(y||a) is computed by evaluating
jz(q+1,1p)(a) where z is 321-avoiding. Thus Theorem 6.17 is obtained from Theorem 9.8. Let
D = (λ/ρ, ρ/µ) be a Λ-decomposition. The key equality is
Abu[−p,−1]d[1,q]wt(D) = wtp,q(D).
This in turn follows from the equality
wtp,q(D) = Ss|ρ/µ|s|ρ/µ|−1···sq+1(a; aJ+1)Ss−|λ/ρ|...s−p−1(a; aK+1)
where J is the set of diagonals in ρ/µ and K is the set of diagonals in λ/µ.
50 THOMAS LAM, SEUNGJIN LEE, AND MARK SHIMOZONO
10. Infinite flag variety
10.1. Infinite Grassmannian. We define the Sato Grassmannian Gr·. Let F = C((t)) be the
space of Laurent power series with coefficients in C. For an integer a ∈ Z, let Ea = {
∑∞
i=a cit
i |
ci ∈ C} ⊂ F . An admissible subspace Λ ⊂ F is a subspace satisfying EN ⊂ Λ ⊂ E−N for some
integer N > 0. The virtual dimension vdim(Λ) of an admissible subspace Λ is the difference
vdim(Λ) := dim(E0/(Λ ∩ E0))− dim(Λ/(Λ ∩E0)).
The Sato Grassmannian Gr· is the set of all admissible subspaces in F and we have Gr· =⊔
kGr
(k), where Gr(k) consists of admissible subspace with virtual dimension k. We will mostly
focus our attention on the virtual dimension 0 component, Gr := Gr(0), which we call the infinite
Grassmannian.
The infinite Grassmannian Gr has the structure if an ind-variety over C. There is a bijection
between
{Λ | EN ⊂ Λ ⊂ E−N and vdim(Λ) = 0}
and the points of the finite-dimensional Gr(N, 2N). We have Gr =
⋃
N Gr(N, 2N), from which Gr
inherits the structure of an ind-variety over C.
10.2. Infinite flag variety. An admissible flag (of virtual dimension 0) in F is a sequence
Λ• = {· · · ⊂ Λ−1 ⊂ Λ0 ⊂ Λ1 ⊂ · · · }
of admissible subspace satisfying the conditions: (1) vdim(Λi) = i, and (2) for some N , we have
Λi = E−i for all i with |i| ≥ N .
The infinite flag variety Fl is the set of all admissible flags. We have Fl =
⋃
N Fl(2N), from
which Fl inherits the structure of an ind-variety over C. We have projection maps πi : Fl → Gr
(i)
given by Λ• 7→ Λi.
We also have the shifted infinite flag varieties Fl(k) where we impose the condition that vdim(Λi) =
i+ k. Each Fl(k) is isomorphic to Fl, and we have the Sato flag variety Fl· =
⊔
k Fl
(k).
10.3. Schubert varieties. Let B be the group of C-linear transformations of F generated by TZ
and by elements xi,j(a) for i < j and that act on F by
xi,j(a)(t
k) =
{
ti + atj if k = i,
tk otherwise.
The group B acts on Fl. For each w ∈ SZ, the Schubert cell Ωw := B · w is isomorphic to the
affine space Cℓ(w) and is completely contained in Fl(2N) if w ∈ S[−N,N−1]. We define the Schubert
variety Xw to be the closure
Xw := B · w.
It has dimension ℓ(w), and we have Xw =
⊔
v≤w Ωv.
10.4. Equivariant cohomology of infinite flag variety. All our cohomologies have Q-coefficients.
We consider the torus TZ = (C
×)Z which is defined to be the restricted product, where all but
finitely many factors must be the identity. Then TZ is homotopy equivalent to the restricted product
(S1)Z, which is easily seen to be a CW-complex of infinite dimension and with infinitely many cells
in each dimension. We then have that ETZ is (S
∞)Z, which is again a restricted product where all
but finitely many factors must be the basepoint of S∞. The classifying space BTZ = ETZ/TZ is
the restricted product (CP∞)Z. Thus H∗(BTZ,Q) = H
∗
TZ
(pt) = Q[. . . , a−1, a0, a1, . . .] = Q[a].
The torus TZ is the union
⋃
a≤b T[a,b] of finite-dimensional subtori where T[a,b] is equal to the
identity in positions outside of [a, b] ⊂ Z. The torus TZ acts naturally on F , with the i-coordinate
of TZ acting on the coefficient of t
i. This induces an action of TZ on Fl and Gr. The action of TZ on
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Fl(2N) (resp. Gr(N, 2N)) factors through the action of T[−N,N−1] on Fl(2N) (resp. Gr(N, 2N)).
The TZ-fixed points on Fl are indexed by SZ. The TZ-fixed points on Gr are indexed by SZ/S 6=0 ∼= Y.
The Schubert cells {Xw | w ∈ SZ} form a TZ-stable paving of Fl with finite-dimensional affine
spaces. By standard arguments, HTZ∗ (Fl) has a basis given by the fundamental classes [Xw] of Xw:
HTZ∗ (Fl)
∼=
⊕
w∈SZ
Q[a][Xw].
Whereas the equivariant homology HTZ∗ (Fl) = lim−→H
TZ
∗ (Fl(2N)) is a direct limit of equivariant
homologies of finite flag varieties, the equivariant cohomology, which we denote H∗TZ(Fl)
′, is given
by a projective limit:
H∗TZ(Fl)
′ ∼= lim−→H
∗
TZ(Fl(2N))
∼=
∏
w∈SZ
Q[a]ξw
where the Schubert classes {ξw | w ∈ SZ} are the cohomology classes dual to the fundamental
classes {[Xw] | w ∈ SZ} under the cap product. (Note that we do not invoke Poincare duality:
Fl is infinite-dimensional.) Thus H∗TZ(Fl)
′ consists of formal Q[a]-linear combinations of Schubert
classes ξw. We then define H∗TZ(Fl) to be the subspace of H
∗
TZ
(Fl)′ spanned by the Schubert classes
ξw:
H∗TZ(Fl)
∼=
⊕
w∈SZ
Q[a]ξw ⊂ H∗TZ(Fl)
′.
By Theorem 10.1, H∗TZ(Fl) is a subring of H
∗
TZ
(Fl)′, and we abuse notation by also calling H∗TZ(Fl)
the “equivariant cohomology ring of Fl”. We have similarly defined Schubert varieties for Gr, and
a Schubert basis {ξwGr | w ∈ S
0
Z}, such that
H∗TZ(Gr)
∼=
⊕
w∈S0
Z
Q[a]ξwGr →֒ H
∗
TZ(Fl).
The injection is induced by the projection π0 : Fl→ Gr. We also use the notation ξ
λ
Gr := ξ
wλ
Gr .
Theorem 10.1. We have isomorphisms of Q[a]-algebras:
H∗TZ(Fl)
∼
−→
←−
R (x, a) ∼= Ψ ξw 7−→
←−
Sw(x; a)
H∗TZ(Gr)
∼
−→ Λ(x||a) ∼= ΨGr ξ
λ
Gr 7−→ sλ(x||a).
Proof. We first show thatH∗TZ(Fl)
′ ∼= Ψ′. Let Ψ(2N) be the Q[a]-submodule of Fun(S[−N,N−1],Q[a])
consisting of functions f : S[−N,N−1] → Q[a] such that
α divides f |sαw − f |w for all w, sαw ∈ S[−N,−N−1], α ∈ R.
By [KK], H∗TZ(Fl(2N))
∼= Ψ(2N). The inclusion ι2N : Fl(2N) →֒ Fl(2(N + 1)) is TZ-equivariant
and maps the torus fixed point w ∈ S−N,N−1 ∈ Fl(2N)TZ to the torus fixed point w ∈ S−N−1,N ∈
Fl(2(N + 1))TZ . Thus the pullback map ι∗2N : H
∗
TZ
(Fl(2(N + 1)))→ H∗TZ(Fl(2N)) can be identified
with the restriction map r2N : Ψ(2(N + 1)) → Ψ(2N). We conclude that the projective limit is
given by
H∗TZ(Fl)
′ ∼= lim−→H
∗
TZ(Fl(2N))
∼= Ψ′.
By the usual characterization of Schubert classes of Ψ(2N) and Ψ(2(N + 1)) (cf. Proposition 7.6),
the restriction map r2N sends a Schubert class to either a Schubert class, or to 0. This shows
that the isomorphism H∗TZ(Fl)
′ ∼= Ψ′ sends ξw ∈ H∗TZ(Fl)
′ to the same named element in Ψ′. The
isomorphisms for H∗TZ(Fl) now follows from Proposition 7.12. The proof for H
∗
TZ
(Gr) is similar. 
We make similar definitions in non-equivariant cohomology. Theorem 10.1 specializes to:
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Theorem 10.2. We have isomorphisms of Q-algebras:
H∗(Fl)
∼
−→
←−
R ξw 7−→
←−
Sw
H∗(Gr)
∼
−→ Λ ξλGr 7−→ sλ.
Remark 10.3. The decomposition H∗(Fl) = H∗(Gr) ⊗Q Q[x] can be explained as follows. For
[p, q] ⊂ Z an interval of integers, let Fl[p,q] be the space of flags F• ∈ Fl such that Fi = Ei
for i ∈ Z \ [p, q]. Then Fl[p,q] ∼= Fl(Eq+1/Ep−1) is isomorphic to the variety of complete flags in a
(q−p+2)-dimensional complex vector space. Let Fl>0 =
⋃
n∈Z>0
Fl[1,n] and Fl<0 =
⋃
n∈Z<0
Fl[n,−1].
For a fixed Λ ∈ Gr, the fiber π−10 (Λ) ⊂ Fl is isomorphic to Fl<0 × Fl>0 which has cohomology
ring Q[x>0]⊗Q[x≤0] ∼= Q[x]. We expect the fibration π0 : Fl→ Gr to be topologically trivial.
10.5. Shifting. Let sh : Z → Z be the bijection sending i to i + 1 for all i ∈ Z. Consider the
group SZ := 〈sh〉⋉SZ, the group of bijections of Z generated by SZ and by sh. The TZ-fixed points
of Fl(p) for p ∈ Z are indexed by shpw for w ∈ SZ. The equivariant cohomology H
∗
TZ
(Fl(p)) has
Schubert basis ξsh
pv for v ∈ SZ.
Let γa be as in §4.5.
Proposition 10.4. For every p ∈ Z, there is an isomorphism of rings
H∗TZ(Fl
(p))→
←−
R (x, a) ξsh
pv 7→
←−
Sshpv(x; a)
satisfying i∗shpw(ξ
shpv) =
←−
Sshpv(sh
pwa; a).
Proof. The Schubert class ξsh
pv is determined by i∗shpw(ξ
shpv) = γpa(i∗w(ξ
v)). Since shpw(xi) =
xp+w(i), from the definition, we have
←−
S shpv(sh
pwa; a) = γpa
←−
Sv(wa; a). The result follows. 
The equivariant cohomology H∗TZ(Gr
(p)) has Schubert basis ξsh
pλ for λ ∈ Y. Extend the definition
of double Schur functions by sshpλ(x||a) := γ
p
asλ(x||a) ∈ Λ(x||a).
Proposition 10.5. For every p ∈ Z, there is an isomorphism of rings
H∗TZ(Gr
(p))→ Λ(x||a) ξsh
pλ 7→ sshpλ(x||a)
satisfying i∗shpw(ξ
shpλ) = sshpλ(sh
pwa||a).
10.6. Affine flag variety and affine Grassmannian. Some basic notation for affine symmetric
groups are recalled in Appendix C. We consider affine flag varieties F˜l
·
n and affine Grassmannians
G˜r
·
n of GLn(C). A lattice L in F
n is a free C[[t]]-submodule satisfying L ⊗C[[t]] F = F
n. There is
a map ζ : Fn → F sending tkei to t
kn+i, compatible with infinite linear combinations. Under ζ,
a lattice L ⊂ Fn is sent to an admissible subspace Λ ⊂ F . We often identify a lattice L with the
corresponding admissible subspace Λ = ζ(L).
The affine Grassmannian G˜r
·
n consists of all lattices in F
n. It embeds inside the Sato Grassman-
nian Gr·, and thus inherits the structure of an ind-variety over C. We have G˜r
·
n =
⊔
k G˜r
(k)
n , where
G˜r
(k)
n := Gr
(k) ∩ G˜rn. The neutral component G˜rn := G˜r
(0)
n is the affine Grassmannian of SLn(C).
An affine flag in Fn is a sequence
L• = · · · ⊂ L−1 ⊂ L0 ⊂ L1 ⊂ · · ·
of lattices Li ⊂ F
n, such that dimLi/Li−1 = 1 for all i and Li−n = tLi. The affine flag variety
F˜l
·
n consists of all affine flags in F
n. We have F˜l
·
n =
⊔
k F˜l
(k)
n where L• ∈ F˜l
(k)
n if L0 ∈ G˜r
(k)
n . The
neutral component F˜ln := F˜l
(0)
n is the affine flag variety of SLn(C).
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The image Λ• = ζ(L•) is a flag of admissible subspaces in F . However, it is not an admissible
flag since it is possible that ζ(Li) 6= Ei for infinitely many i ∈ Z. We do not have an embedding of
F˜l
·
n in the Sato flag variety Fl
·. Nevertheless, F˜l
·
n is known to be an ind-variety over C [Kum].
10.7. Equivariant cohomology of affine flag variety. Let Tn be the maximal torus of GLn(C).
We have H∗Tn(pt)
∼= Q[a1, . . . , an]. Write γa : Q[a]→ Q[a] for the Q-algebra isomorphism given by
ai 7→ ai+1 mod n.
The torus Tn acts on G˜rn and F˜ln. Let S˜n be the affine Coxeter group of SLn(C) and Sn =
Z⋉ S˜n = 〈sh〉× S˜n the affine Weyl group of GLn(C). For w ∈ Sn, let ξ
w
F˜ln
denote the Schubert class
of H∗Tn(F˜l
·
n) indexed by w. Similarly, the Schubert classes ξ
w
G˜rn
∈ H∗Tn(G˜r
·
n) of G˜r
·
n are indexed by
0-affine Grassmannian elements w ∈ S0n := Z× S˜
0
n ⊂ Sn. We have
H∗Tn(F˜l
·
n)
∼=
⊕
w∈Sn
H∗Tn(pt) ξ
w and H∗Tn(G˜r
·
n)
∼=
⊕
w∈S0n
H∗Tn(pt) ξ
w.
There is a wrong way map [Lam, LSS] ̟ : H∗Tn(F˜ln) → H
∗
Tn
(G˜rn) induced by the homotopy
equivalences ΩSU(n) ∼= G˜rn and LSU(n)/Tn ∼= F˜ln, and the inclusion ΩSU(n) →֒ LSU(n)/Tn.
The class ̟(ξ) is completely determined by its localization at Tn-fixed points of G˜rn:
(10.1) ̟(ξ)|tλSn = ξ|tλ for λ ∈ Q
∨.
10.8. Presentations. We have a ring map evn : H
∗
TZ
(pt) → H∗Tn(pt) which sets equal ai = ai+n
for all i ∈ Z.
The inclusion G˜rn →֒ Gr induces a map of H
∗
Tn
(pt)-algebras:
(10.2) H∗TZ(Gr)⊗evn H
∗
Tn(pt)→ H
∗
Tn(G˜rn).
To explain this, we would like to embed Tn into TZ in an n-periodic manner, but our definition
of TZ requires all but finitely many entries to be identity. However, the action of Tn on G˜rn is
compatible with the action of TZ on Gr as follows. Take N = mn for some positive integer m. If we
restrict ourselves to the finite-dimensional piece
⋃
kGr(k, 2N) of Gr, then the action of TZ factors
through T[−N,N−1], and this is the same as the action of Tn on G˜rn ∩ (
⋃
kGr(k, 2N)) where we
embed Tn into T[−N,N−1] in a n-periodic manner. Thus the embedding G˜rn → Gr is “essentially”
Tn-equivariant, and induces (10.2) by pullback.
Unfortunately, no such map is available for F˜ln. Nevertheless, we have the following algebraic
construction. For f ∈
←−
R (x; a) and w ∈ S˜n, we define f(wa; a) analogues to the case w ∈ SZ (see
[LaSh13] for details for the case f ∈ Λ(x||a)). Let
←−
R (x; a)evn :=
←−
R (x; a) ⊗evn Q[a1, . . . , an] and
Λ(x||a)evn := Λ(x||a) ⊗evn Q[a1, . . . , an].
Proposition 10.6. We have a Q[a1, . . . , an]-algebra morphism φn :
←−
R (x; a)evn → H
∗
Tn
(F˜ln) re-
stricting to φn : Λ(x||a)evn → H
∗
Tn
(G˜rn), forming commutative diagrams
(10.3)
←−
R (x; a)evn Λ(x||a)evn
H∗Tn(F˜ln)
∏
w∈S˜n
H∗Tn(pt) H
∗
Tn
(G˜rn)
∏
w∈S˜0n
H∗Tn(pt)
φn φn
localization localization
where the diagonal arrows are given by f(x; a) 7→ (w 7→ f(wa; a)) ∈ Fun(S˜n,Q[a1, . . . , an]).
Proof. Let Ψ˜n ⊂ Fun(S˜n,Q[a1, . . . , an]) denote the image of H
∗
Tn
(F˜ln) under localization. It is
given by GKM conditions similar to (7.9). It is straightforward to check that the generators xi and
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pk(x||a) of
←−
R (x; a)evn are sent to Ψ˜n under the diagonal map f(x; a) 7→ (w 7→ f(wa; a)). Further-
more, this diagonal map is clearly a Q[a1, . . . , an] algebra morphism. This uniquely determines the
map φn with the desired properties. 
In fact, the map φn is a surjection and gives a presentation of the cohomologies H
∗
Tn
(F˜ln) and
H∗Tn(G˜rn). We shall study these presentations in further detail in [LLSb].
Remark 10.7. The map φn cannot be induced by any continuous map F˜ln → Fl that sends Tn-
fixed points to TZ-fixed points. This is because for any w ∈ S˜n and v ∈ SZ, one can always find
f(x; a) ∈
←−
R (x; a) such that f(wa; a) 6= f(va; a).
Proposition 10.8. We have a commutative diagram
(10.4)
←−
R (x; a)evn Λ(x||a)evn
H∗Tn(F˜ln) H
∗
Tn
(G˜rn)
ηa
̟
Proof. By (10.1) and Proposition 10.6, it suffices to check that for f(x; a) ∈
←−
R (x; a)evn and λ ∈ Q
∨,
we have
(10.5) f(tλa; a) = ηa(f)(tλa; a).
For f ∈ Λ(x||a), a formula for f(tλa; a) is given in [LaSh13, Section 4.5]. For p ∈ Q[x, a], we have
tλxi = xi + λiδ = xi (since we are working with the finite, or level zero, torus Tn rather than the
affine one). Thus p(tλa; a) = ηa(p) for p ∈ Q[x, a] and (10.5) holds. 
10.9. Small affine Schubert classes. We shall need the following result from [LLSb] concerning
“small” affine Schubert polynomials.
Theorem 10.9. Suppose that w ∈ SZ (resp. w ∈ S
0
Z), which we also consider an element of S˜n
(resp. S˜0n) for n ≫ 0. For sufficiently large n ≫ 0 the image of
←−
Sw(x; a) in H
∗
Tn
(F˜ln) is equal to
ξw
F˜ln
(resp. the image of sλ(x||a) in H
∗
Tn
(G˜rn) is equal to ξ
λ
G˜rn
).
Proof. We sketch the proof. There are divided difference operators Ai¯ : H
∗
Tn
(F˜ln) → H
∗
Tn
(F˜ln) for
i¯ ∈ Z/nZ, and the Schubert classes ξw
F˜ln
are determined by recurrences similar to (7.19). One then
checks that for Schubert classes indexed by small w ∈ SZ, the action of Ai on
←−
R (x; a) and on
H∗Tn(F˜ln) are compatible: Ai¯ ◦ φn = φn ◦Ai acting on
←−
Sw(x; a), when i ∈ Z is chosen carefully. It
follows that
←−
Sw(x; a) represents ξ
w
F˜ln
for sufficiently large n. 
11. Graph Schubert varieties
11.1. Schubert varieties and double Schur functions. Fix a positive integer n. Let Gr(n, 2n)
denote the Grassmannian of n-planes in C2n = span(e1−n, e2−n, . . . , en). We let the torus T2n =
(C×)2n act on C2n, and identify H∗T2n(pt) = Q[a1−n, a2−n, . . . , an], so that the weight of the basis
vector ei ∈ C
2n is equal to ai. The T -fixed points of Gr(n, 2n) are the points eI ∈ Gr(n, 2n),
where I is an n-element subset I ⊂ [1 − n, n]. There is a bijection from partitions λ fitting in a
n× n box to
(
[1−n,n]
n
)
given by λ 7→ I(λ) = ([1, n] \ S+) ∪ S−, where λ = λ(S−, S+); see §2.1. The
Schubert variety Xλ has codimension |λ| and contains the T -fixed points eI(µ) for µ ⊇ λ. Via the
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forgetful map Q[a] → H∗T2n(pt) which sets ai to 0 for i /∈ [1 − n, n], H
∗
T2n
(pt) ⊗Q[a] Λ(x||a) has a
Q[a1−n, . . . , an]-algebra structure.
3
Proposition 11.1. There is a surjection
(11.1) H∗T2n(pt)⊗Q[a] Λ(x||a) 7→ H
∗
T2n(Gr(n, 2n))
of Q[a1−n, a2−n, . . . , an]-algebras such that sλ(x||a) 7→ [X
λ].
The surjection (11.1) is compatible with localization, analogous to (10.3).
Remark 11.2. Let Sn act on the x-variables in R = Q[x1−n, . . . , x−1, x0, a1−n, . . . , an]. We may
realize H∗T2n(Gr(n, 2n)) as a quotient of R
Sn . The map of Proposition 11.1 is given by sending
sλ(x||a) to the truncation S
[1−n,n]
wλ (x; a).
11.2. The graph Schubert class. We describe Knutson’s graph Schubert variety. Let w ∈
Sn. Let M
◦
w = B−wB+ ⊂ Mn×n and Mw = M
◦
w ⊂ Mn×n be the matrix Schubert variety. Let
V ◦w = (In|M
◦
w) ⊂ Mn×2n where we place the n × n identity matrix side by side with M
◦
w. Let
π :M◦n×2n → Gr(n, 2n) be the projection to Gr(n, 2n) from the rank n matrices M
◦
n×2n in Mn×2n.
The graph Schubert variety G(w) is given by
G(w) = π(V ◦w) ⊂ Gr(n, 2n).
Define f˜w ∈ Sn by f˜w(i) = w(i) + n for 1 ≤ i ≤ n and f˜w(i) = i + n for n + 1 ≤ i ≤ 2n. Then
G(w) is equal to the positroid variety Πf˜w (see Section 6 in [KLS]). Let [G(w)] ∈ H
∗
T2n
(Gr(n, 2n))
denote the torus-equivariant cohomology class of G(w).
Define the n-rotated double Stanley symmetric function F
(n)
w (x||a) ∈ Λ(x||a) as the image of
←−
Sw(x; a) under the map of Q[a]-algebras
(11.2) Λ(x||a) ⊗Q[a] Q[x, a]→ Λ(x||a)
which is the identity on Λ(x||a) and sends xi ∈ Q[x, a] to ai−n.
Theorem 11.3. Under (11.1), the image of F
(n)
w (x||a) in H∗T2n(Gr(n, 2n)) is equal to [G(w)].
11.3. Proof of Theorem 5.11. By the main result of [Knu14] applied to the interval positroid
variety G(w), we have the expansion
[G(w)] =
∑
D
wt(D)[Xλ(D)]
where the sum is over all IP pipedreams D for G(w) that live in the triangular region {(i, j) | 1 ≤
i ≤ j ≤ 2n}. We do not give the full definition of IP pipedream here. Indeed, for the special case
of G(w), the IP pipedreams are in a canonical bijection with rectangular w-bumpless pipedreams.
Let P be a rectangular w-bumpless pipedream. We produce an IP pipedream D as follows:
(1) erase all boxes in the lower-triangular part of the left n×n square of P (these boxes always
contain vertical pipes);
(2) add an upper-triangular part below the right n×n square of P , and fill with vertical pipes;
(3) rename the pipes numbered 1, 2, . . . , n to the letters A1, A2, . . . , An;
(4) rename the nonpositively numbered pipes to the label 1;
(5) add 0 pipes so that every tile has two pipes (in an empty tile, we use a double elbow).
In the following example, all 0 pipes are black, all 1 pipes are red, and lettered pipes are blue.
3Let λc denote the partition that is the complement of λ in the n× n square. Our Xλ is equal to Knutson’s Xλ
c
[Knu14].
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1 2 3 4
(1)(2)
(3)(4)(5)
1
2
3
4
A1
A2
A3
A4
A2
A1
A4
A3
Going through the definition of IP pipedream in [Knu14], we see that they are in bijection with
rectangular w-bumpless pipedreams. Comparing wt(D) with wt(P ), it follows from Proposition
11.1 and Theorem 11.3 that in H∗T2n(Gr(n, 2n)) we have
(11.3) F (n)w (x||a) =
∑
P
wt(n)(P )sλ(P )(x||a),
where the summation is over all rectangular w-bumpless pipedreams, and wt(n)(P ) = wt(P )|xi 7→ai−n .
But we have injections Sn →֒ Sn+1 →֒ · · · . The rectangular Sn+1-bumpless pipedreams P
′ for w
are obtained from the rectangular Sn-bumpless pipedreams P for w by (1) adding an elbow in
the southeastern most corner, (2) filling the rest of the southmost row with vertical pipes, and (3)
filling the rest of the eastmost column with horizontal pipes. Thus, (11.3) holds for all sufficiently
large n, where the summation is over the same set of rectangular w-bumpless pipedreams. The
only expansion of
←−
S(x; a) in terms of sλ(x||a) consistent with this is the one in Theorem 5.11.
11.4. Proof of Theorem 11.3. There is an embedding ι : Gr(n, 2n)→ G˜r
(n)
2n , placing the Grass-
mannian as a Schubert variety at the “bottom” of the affine Grassmannian of GL2n. This induces
a pullback back map ι∗ : H∗T2n(G˜r
(n)
2n )→ H
∗
T2n
(Gr(n, 2n)). There is also the wrongway map of rings
̟ : H∗T2n(F˜l
(n)
2n )→ H
∗
T2n
(G˜r
(n)
2n ).
For a bounded affine permutation f , let [Πf ] ∈ H
∗
T2n
(Gr(n, 2n)) denote its equivariant cohomology
class, and let ξf ∈ H∗T2n(F˜l
(n)
2n ) denote the Schubert class. The following result is due to Knutson-
Lam-Speyer [KLS] (see also He and Lam [HL]).
Theorem 11.4. For any positroid variety Πf , we have ι
∗ ◦̟(ξf ) = [Πf ].
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In particular, this result holds for Πf = Πf˜w = G(w). The remainder of the proof is concerned
with working through the interpretation of Theorem 11.4 in terms of double symmetric functions.
Let us first consider ξf˜w ∈ H∗T ′2n
(F˜l
(n)
2n ). Here, we use T
′
2n to distinguish from T2n. We have
H∗T ′2n
(pt) = Q[a1, a2, . . . , a2n] but H
∗
T2n
(pt) = Q[a1−n, a2−n, . . . , an]. Recall from Proposition 10.6
the algebra map φn :
←−
R (x; a)evn → H
∗
T2n
(F˜l2n). Combining Theorem 10.9 with Proposition 10.4
(and the analogue of Proposition 10.4 for F˜l
(n)
2n ), we obtain φn(
←−
Sshnw(x; a)) = ξ
f˜w
F˜l
(n)
2n
. By Proposition
10.8, the class ̟(ξf˜w) ∈ H∗T ′2n
(Gr
(n)
2n ) is the image under φn of the element ηa(
←−
Sshnw(x; a)) ∈
Λ(x||a).
Finally, we need to switch from T ′2n back to the isomorphic torus T2n. This is simply the map
ai 7→ ai−n on Q[a]. Thus
γ−na
(←−
Sshnw(x; a)|xi 7→ai
)
= F (n)w (x||a) = ̟(ξ
f˜w) ∈ H∗T2n(Gr
(n)
2n ).
Theorem 11.3 follows from this equality and Theorem 11.4.
11.5. Divided difference formula for graph Schubert class. For completeness, we include
the following formula due to Allen Knutson.
Theorem 11.5. Let w ∈ Sn. Then
[G(w)] = Aw0
 ∏
1−n≤i<j≤0
(xi − aj)
 γ−nx Sw(x; a)
 .
where the action of Aw0 is defined by the action of Sn on the variables x1−n, . . . , x−1, x0.
Sketch of proof. We use the notation of §11.2. There is a canonical projection
H∗GLn×T2n(Mn×2n)→ H
∗
GLn×T2n(M
◦
n×2n)
∼= H∗T2n(Gr(n, 2n)).
By [BF] this map has a section σ : H∗T2n(Gr(n, 2n))→ H
∗
GLn×T2n
(Mn×2n) such that for any closed
subscheme Z ⊂ Gr(n, 2n), σ([Z]) = [π−1(Z)]. In particular σ([Xλ]) = [π−1(Xλ)] which is identified
with the double Schur polynomial S
[1−n,n]
wλ (x; a) in variables x1−n, . . . , x0 and a1−n, . . . , an where
the row torus Tn ⊂ GLn acts on Mn×2n by the weights x1−n through x0 and T2n acts on columns
by weights a1−n through an. Let Z = G(w) and Y = π−1(G(w)) ⊂Mn×2n. In the notation of §11.2
we have σ([G(w)]) = [Y ]. Let Y ′ be the closed B−-stable subvariety (B−|Mw) of Mn×2n. Since
M◦w is B−-stable we have
Y = GLn · (I|M◦w) = B+B−(I|M
◦
w) = B+(B−|M
◦
w) = B+Y
′.
Since B+ acts freely on (B−|M
◦
w) one may show that [Y ] = Aw0 [Y
′] where [Y ′] ∈ H∗Tn×T2n(Mn×2n).
But Y ′ is a product. The equivariant class of the affine space B− is the product of the weights of
the matrix entries that are set to zero in B− and the equivariant class of Mw is γ
−n
x Sw(x; a) by
[KM] (the shift in x variables is due to the convention on weights). We deduce that
[Y ′] =
 ∏
1−n≤i<j≤0
(xi − aj)
 γ−nx (Sw(x; a))
as required. 
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Example 11.6. Let n = 2 and w = s1. Then Sw(x; a) = x1 − a1, γ
−n
x (Sw(x; a)) = x−1 − a1 and
σ([G(w)]) = A−1((x−1 − a0)(x−1 − a1))
= x−1 + x0 − a0 − a1
= (x−1 + x0 − a−1 − a0) + (a−1 − a1)
= σ([X ]) + (a−1 − a1)σ([X
∅]).
On the other hand, we have
←−
Sw = s1(x||a)+(x1−a1). Setting x1 7→ a−1, the formula for F
(2)
s1 (x||a)
agrees with the above computation.
Appendix A. Dictionary between positive and nonpositive alphabets
The literature uses double Schur symmetric functions s>0λ (x||a) (e.g. [Mol09, §2.1]) while we use
s≤0λ (x||a). The two kinds of double Schurs are compared explicitly below using localization. For
more connections with various kinds of double Schur polynomials used in the literature, see [Mol09,
§2.1].
A.1. Positive alphabets. Recall that x+ = (x1, x2, . . . ) and x− = (x0, x−1, . . . ) and similarly for
a+ and a−.
Let Q[a] = Q[ai | i ∈ Z] and Λ
>0(x||a) the polynomial Q[a]-algebra generated by pk(x+/a+) for
k ≥ 1. Recall the definition of γa from (4.13). Define
h>0r (x||a) = γ
1−r
a hr(x+/a+) s
>0
λ (x||a) = det γ
j−1
a h
>0
λi−i+j
(x||a).
A.2. Nonpositive alphabets. Let Λ≤0(x||a) be the polynomial Q[a]-algebra with generators
pk(x−/a−) for k ≥ 1. Define
h≤0r (x||a) = γ
r−1
a hr(x−/a−) s
≤0
λ (x||a) = det γ
1−j
a h
≤0
λi−i+j
(x||a).(A.1)
Applying ω and using (4.26) we have
e≤0r (x||a) = γ
1−r
a er(x−/a−) s
≤0
λ (x||a) = det γ
j−1
a e
≤0
λ′i−i+j
(x||a).(A.2)
A.3. Localization.
Proposition A.1. Let Φ : Λ>0(x||a)→ Λ≤0(x||a) be the Q[a]-algebra isomorphism given by
pk(x+/a+) 7→ −pk(x−/a−) for all k ≥ 1.(A.3)
It satisfies
Φ(f)|w = f |w for all f ∈ Λ
>0(x||a) and w ∈ SZ.(A.4)
Moreover,
Φ(s>0λ (x||a)) = (−1)
|λ|s≤0λ′ (x||a) for all λ ∈ Y.(A.5)
Proof. Checking (A.4) on algebra generators, we have
pk(x+/a+)|w + pk(x−/a−)|w = pk(wa+/a+) + pk(wa−/a−) = pk(waZ/aZ) = pk(aZ/aZ) = 0.
Since Φ acts like the antipode (up to changing nonpositive for positive alphabets), we have the
equality Φ(sλ(x+/a+)) = (−1)
|λ|sλ′(x−/a−) for all λ ∈ Y. It is straightforward to verify that Φ is
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γa-equivariant: Φ(γa(f)) = γa(Φ(f)) for all f ∈ Λ
>0(x||a). We compute
Φ(s>0λ (x||a)) = detΦ(γ
j−1
a (h
>0
λi−i+j
(x||a)))
= detΦ(γj−(λi−i+j)a hλi−i+j(x+/a+))
= det γi−λia (−1)
λi−i+jeλi−i+j(x−/a−)
= (−1)|λ| det γj−1a e
≤0
λi−i+j
(x||a)
= (−1)|λ|s≤0λ′ (x||a). 
A.4. Molev’s skew double Schur functions. Molev’s skew double Schur functions [Mol98]
[Mol09] [ORV] are the positive variable analogues of double Stanley functions for 321-avoiding
permutations.
For λ ∈ Y and n ≥ ℓ(λ) the double Schur polynomial, sλ(x1, . . . , xn||a) may be defined by
Sγn(wλ). It is stable (the limit as n→∞ is well-defined), yielding the element s
>0
λ (x||a) ∈ Λ
>0(x||a).
The same is true of Molev’s skew double Schur polynomials sν/µ(x1, . . . , xn||a) as defined in
[Mol09, (2.20)], because they have a stable expansion into double Schur polynomials as n → ∞.
Define F>0ν/µ(x||a) ∈ Λ
>0(x||a) by F>0ν/µ(x||a) := limn→∞ sν/µ(x1, . . . , xn||a).
Recalling wλ/µ from (2.4), we have ω(wν/µ) = wν′/µ′ . We define F
≤0
ν/µ(x||a) := F
≤0
wν/µ
(x||a).
Proposition A.2. With Φ as in Proposition A.1,
Φ(F>0ν/µ(x||a)) = (−1)
|ν|−|µ|F≤0ν′/µ′(x||a).
Appendix B. Schubert Inversion
B.1. Proof of Lemma 2.9.
Proof. We expand using the Billey-Jockusch-Stanley formula (2.12):∑
w
.
=uy
(−1)ℓ(y)Su−1(x)Sy(x)
=
∑
a1a2···aℓ∈R(w)

ℓ+1∑
k=0
(−1)k
∑
b1≥b2≥···≥bk≥1≤bk+1≤bk+2≤···≤bℓ
if i>k then ai<ai+1 =⇒ bi<bi+1
if i<k then ai>ai+1 =⇒ bi>bi+1
bi≤ai
xb1xb2 · · · xbℓ

.
We perform a sign-reversing involution on the inner sum on the RHS (contained inside the paren-
theses) as follows. If either (k > 0 and bk < bk+1) or k = ℓ, then we change k to k − 1. If either
(k < ℓ and bk > bk+1) or k = 0, then we change k to k + 1. If 0 < k < ℓ and bk = bk+1, then we
change k to k − 1 if ak < ak+1; we change k to k + 1 if ak > ak+1. 
B.2. Inverting systems with Schubert polynomials as change-of-basis matrix. Let W ⊂
SZ be a subgroup generated by simple reflections ri for i ∈ I for some I ⊂ Z. For J ⊂ I let WJ
be the subgroup of W generated by ri for i ∈ J . For x, y ∈ W say x
J≤ y if yx−1 ∈ WJ and
ℓ(yx−1) + ℓ(x) = ℓ(y). Equivalently, x J≤ y if and only if there is a v ∈WJ such that y
.
= vx.
Lemma B.1. Let W ′ be a fixed coset of WJ\W . Then the W
′ ×W ′-matrices
Ax,y = (−1)
ℓ(yx−1)χ(x J≤ y)Sxy−1(a)
Bx,y = χ(x
J≤ y)Syx−1(a).
are mutually inverse.
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Proof. For x, y ∈W ′, we have
(AB)xy =
∑
z∈W ′
AxzBzy
=
∑
z
χ(x J≤ z)χ(z J≤ y)(−1)ℓ(zx
−1)
Sxz−1(a)Syz−1(a).
Thus (AB)xy = 0 unless x
J≤ y. Let us assume this. Let u, v ∈ WJ be such that ux = z and
vz = y. There are factorizations y
.
= vz and y
.
= vux with
(AB)xy =
∑
vu=yx−1
(−1)ℓ(u)Su−1(a)Sv(a) = δx,y
using Lemma 2.9. 
The right hand analogue also holds. For x, y ∈W say x ≤J y if x−1y ∈WJ and ℓ(x)+ ℓ(x
−1y) =
ℓ(y). Equivalently, x ≤J y if and only if there is a v ∈WJ such that y
.
= xv.
Lemma B.2. Let W ′ be a fixed coset of W/WJ . The W
′ ×W ′-matrices
Ax,y = (−1)
ℓ(x−1y)χ(x ≤J y)Sy−1x(a)
Bx,y = χ(x ≤
J y)Sx−1y(a)
are inverses.
Corollary B.3. Let {Fw | w ∈W} and Gw | w ∈W} be families of elements. Then
(a) We have
Fw =
∑
w
.
=uv
(u,v)∈WJ×W
(−1)ℓ(u)Su−1(a)Gv for all w ∈W(B.1)
if and only if
Gw =
∑
w
.
=uv
(u,v)∈WJ×W
Su(a)Fv for all w ∈W .(B.2)
(b) We have
Fw =
∑
w
.
=
(v,z)∈W×WJ
(−1)ℓ(z)GvSz−1(a) for all w ∈W(B.3)
if and only if
Gw =
∑
w
.
=vz
(v,z)∈W×WJ
FvSz(a) for all w ∈W .(B.4)
Appendix C. Level zero affine nilHecke ring
We recall in this section standard results concerning the affine symmetric group, the affine
nilHecke algebra, and the Peterson subalgebra.
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C.1. Affine symmetric group. The affine symmetric group S˜n is the infinite Coxeter group with
generators s0, s1, . . . , sn−1 and relations sisj = sjsi for |i − j| ≥ 2 and sisi+1si = si+1sisi+1 for all
i. Here indices are taken modulo n.
We have an isomorphism S˜n ∼= Sn ⋊ Q
∨, where Q∨ := {λ = (λ1, . . . , λn) |
∑n
i=1 λi = 0} ⊂ Z
n.
For λ ∈ Q∨, we write tλ ∈ S˜n for the corresponding translation element. Then
(C.1) tλtµ = tλ+µ = tµtλ
and wtλw
−1 = tw·λ.
Each coset wSn for Sn inside S˜n contains a unique translation element t
w, and a unique affine
Grassmannian element i.e. a coset representative x ∈ wSn that is minimal length in wSn. We
denote by S˜0n ⊂ S˜n the affine Grassmannian elements.
C.2. Level zero affine nilHecke ring. Let A˜ denote the level zero affine nilHecke ring (see for
example [LaSh12] for details). It has Q[a1, a2, . . . , an]-basis {Aw | w ∈ S˜n}. There is an injection
S˜n →֒ A˜ that is a group isomorphism onto its image. It is given by si 7→ 1−αiAi = 1−(ai+1−ai)Asi .
The image of S˜n in A˜ forms a basis of A˜ over Q(a1, a2, . . . , an).
The action of S˜n on Q[a1, . . . , an] is the level 0 action. Thus in A˜ we have the commutation
relation
(C.2) (wtλ)p = (w · p)(wtλ)
for p ∈ Q[a1, . . . , an] and w ∈ Sn. In particular, tλ ∈ ZA˜(Q[a1, . . . , an]).
The affine niliHecke ring A˜ has a coproduct map ∆ : A˜→ A˜⊗Q[a1,...,an] A˜ which is Q[a1, . . . , an]-
linear and satisfies
(C.3) ∆(w) = w ⊗ w for w ∈ S˜n.
C.3. Peterson algebra. Let P˜ := Z
A˜
(Q[a1, . . . , an]) denote the Peterson subalgebra of A˜. Then
P˜ has basis {tλ | λ ∈ Q
∨} over Q(a1, . . . , an).
Theorem C.1. The Peterson subalgebra P˜ is a commutative subalgeba of A˜. It is a free Q[a1, . . . , an]-
module with basis {j˜λ | λ ∈ Q
∨}. The element j˜λ ∈ P˜ is uniquely characterized by the expansion
j˜λ = Aw +
∑
u/∈S˜0n
j˜uλAu
for j˜uλ ∈ Q[a1, . . . , an], where wSn = tλSn.
The following result follows from combining [LaSh10], which proves Peterson’s isomorphism
of localizations of H∗(G˜r) and the equivariant quantum cohomology H∗Tn(Fln) together with an
explicit correspondence of Schubert classes, and the positivity result of [Mih] in equivariant quantum
cohomology.
Theorem C.2. Let λ ∈ Q∨ and u ∈ S˜n. Then j˜
u
λ ∈ Z≥0[ai − aj |1 ≤ i < j ≤ n].
References
[AJS] H. Andersen, J. Jantzen, and W. Soergel. Representations of quantum groups at a p-th root of unity and of
semisimple groups in characteristic p: independence of p. Asterisque No. 220 (1994), 321 pp.
[BB] N. Bergeron and S. Billey. RC-graphs and Schubert polynomials. Experiment. Math. 2 (1993), no. 4, 257–269.
[BF] A. Berget and A. Fink. Equivariant Chow classes of matrix orbit closures. Transform. Groups 22 (2017), no.
3, 631–643.
[BGG] I.N. Bernstein, I.M. Gel’fand, and S.I. Gel’fand. Schubert cells, and the cohomology of the spaces G/P .
(Russian) Uspehi Mat. Nauk 28 (1973), no. 3(171), 3–26.
[BFM] R. Bezrukavnikov, M. Finkelberg, and I. Mirkovic´. Equivariant homology and K-theory of affine Grassman-
nians and Toda lattices. Compos. Math. 141 (2005), no. 3, 746–768.
[Bil] S. Billey. Kostant polynomials and the cohomology ring for G/B. Duke Math. J. 96 (1999), no. 1, 205224.
62 THOMAS LAM, SEUNGJIN LEE, AND MARK SHIMOZONO
[BH] S. Billey and M. Haiman. Schubert polynomials for the classical groups. J. Amer. Math. Soc. 8 (1995), no.
2, 443–482.
[BJS] S. Billey, W. Jockusch, and R. Stanley. Some combinatorial properties of Schubert polynomials. J. Algebraic
Combin. 2 (1993), no. 4, 345–374.
[Buc] A. Buch, personal communication, 2018.
[CS] T. Chang and T. Skjelbred, The topological Schur lemma and related results. Ann. Math., 2nd. series, vol.
100, No. 2 (1974), 307–321.
[Dem] M. Demazure. De´singularisation des varie´te´s de Schubert ge´ne´ralise´es. (French) Collection of articles ded-
icated to Henri Cartan on the occasion of his 70th birthday, I. Ann. Sci. E´cole Norm. Sup. (4) 7 (1974),
53–88.
[EG] P. Edelman and C. Greene. Balanced tableaux. Adv. in Math. 63 (1) (1987), 42–99.
[FK] S. Fomin and A. N. Kirillov, The Yang-Baxter equation, symmetric functions, and Schubert polynomials,
Discrete Math. 153 (1996), no. 1-3, 123-143, Proceedings of the 5th Conference on Formal Power Series and
Algebraic Combinatorics (Florence, 1993).
[FS] S. Fomin and R. Stanley. Schubert polynomials and the nil-Coxeter algebra. Adv. Math. 103 (1994), no. 2,
196–207.
[Ful] W. Fulton. Young tableaux. With applications to representation theory and geometry. London Mathematical
Society Student Texts, 35. Cambridge University Press, Cambridge, 1997. x+260 pp.
[GKM] M. Goresky, Kottwitz, and R. Macpherson. Equivariant cohomology, Koszul duality, and the localization
theorem. Invent. Math. 131 (1998), no. 1, 25–83.
[Hai] M. Haiman. Dual equivalence with applications, including a conjecture of Proctor. Discrete Math. 99 (1992)
79–113.
[HL] X. He and T. Lam. Projected Richardson varieties and affine Schubert varieties. Ann. Inst. Fourier (Grenoble)
65 (2015), no. 6, 2385–2412.
[Knu14] A. Knutson. Schubert calculus and shifting of interval positroid varieties, preprint, 2014; arXiv:1408.1261.
[Knu] A. Knutson, private communication.
[KLS] A. Knutson, T. Lam, and D.E. Speyer. Positroid varieties: juggling and geometry. Compos. Math. 149
(2013), no. 10, 1710–1752.
[KL] A. Knutson and M. Lederer. A KT -deformation of the ring of symmetric functions, preprint, 2015;
arXiv:1503.04070.
[KK] B. Kostant and S. Kumar. The nil Hecke ring and cohomology of G/P for a Kac-Moody group G. Adv. in
Math. 62 (1986), no. 3, 187–237.
[KM] A. Knutson and E. Miller. Gro¨bner geometry of Schubert polynomials. Ann. of Math. (2) 161 (2005), no. 3,
1245–1318.
[Kum] S. Kumar, Kac-Moody groups, their flag varieties and representation theory. Progress in Mathematics, 204.
Birkha¨user Boston, Inc., Boston, MA, 2002. xvi+606 pp
[Lam] T. Lam. Schubert polynomials for the affine Grassmannian. J. Amer. Math. Soc. 21 (2008), no. 1, 259–281.
[LLSa] T. Lam, S.-J. Lee, and M. Shimozono. Coproduct formulae for affine flag varieties, in preparation.
[LLSb] T. Lam, S.-J. Lee, and M. Shimozono. Affine Schubert polynomials, in preparation.
[LLSc] T. Lam, S.-J. Lee, and M. Shimozono. Back stable K-theory Schubert calculus, in preparation.
[LaSh10] T. Lam and M. Shimozono. Quantum cohomology of G/P and homology of affine Grassmannian. Acta
Math. 204 (2010), no. 1, 49–90.
[LaSh12] T. Lam and M. Shimozono, Equivariant Pieri rule for the homology of the affine Grassmannian. J. Algebraic
Combin. 36 (2012), no. 4, 623–648.
[LaSh13] T. Lam and M. Shimozono, k-double Schur functions and equivariant (co)homology of the affine Grassman-
nian. Math. Ann. 356 (2013), no. 4, 1379–1404.
[LSS] T. Lam, A. Schilling, and M. Shimozono, K-theory Schubert calculus of the affine Grassmannian. Compos.
Math. 146 (2010), no. 4, 811–852.
[Las82] A. Lascoux. Classes de Chern des varie´te´s de drapeaux, Comptes Rendus 295 (1982), 393–398.
[Las02] A. Lascoux. Chern and Yang through ice, preprint, 2002.
[LaSc82] A. Lascoux and M. Schu¨tzenberger. Polynoˆmes de Schubert, C. R. Acad. Sci. Paris 294 (1982), 447–450.
[LaSc85] A. Lascoux and M. Schu¨tzenberger. Schubert polynomials and the Littlewood-Richardson rule, Lett. Math.
Phys. 10 (2-3) (1985), 111–124.
[Lee] S. J. Lee. Combinatorial description of the cohomology of the affine flag variety, preprint, 2015;
arXiv:1506.02390.
[Li] N. Li. A canonical expansion of the product of two Stanley symmetric functions. J. Algebraic Combin. 39
(2014), no. 4, 833–851.
[Mac] I. G. Macdonald. Schubert polynomials. Surveys in combinatorics, 1991 (Guildford, 1991), 73–99, London
Math. Soc. Lecture Note Ser., 166, Cambridge Univ. Press, Cambridge, 1991.
BACK STABLE SCHUBERT CALCULUS 63
[Mih] L. C. Mihalcea. Positivity in equivariant quantum Schubert calculus. Amer. J. Math. 128 (2006), no. 3,
787–803.
[Mol98] A. Molev. Factorial supersymmetric Schur functions and super Capelli identities, in: “Kirillovs Seminar on
Representation Theory (G. I. Olshanski, Ed.), Amer. Math. Soc. Transl. 181, AMS, Providence, RI, 1998,
pp. 109–137.
[Mol09] A. I. Molev. Comultiplication rules for the double Schur functions and Cauchy identities, Electronic J.
Combin. 16 (1) 2009, Research Paper R13.
[Nar] H. Naruse, private communication, 2018.
[ORV] G. Olshanski, A. Regev and A. Vershik. Frobenius-Schur functions, With an appendix by V. Ivanov. Progr.
Math., 210, Studies in memory of Issai Schur (Chevaleret/Rehovot, 2000), pp. 251-299, Birkha¨user Boston,
Boston, MA, 2003.
[Pet] D. Peterson. Quantum cohomology of G/P , Lecture notes, M.I.T., Spring 1997.
[RS] V. Reiner and M. Shimozono. Percentage-Avoiding, Northwest Shapes and Peelable Tableaux. J. of Combin.
Th. Ser. A 82 (1) 1998, 1–73.
[RW] J. Remmel and R. Whitney. Multiplying Schur functions. J. Algorithms 5 (1984), no. 4, 471–487.
[Sta] R. P. Stanley. On the number of reduced decompositions of elements of Coxeter groups. European J. Combin.
5 (1984), no. 4, 359–372.
[Wei] A. Weigandt, personal communication, 2018.
Department of Mathematics, University of Michigan, 530 Church St., Ann Arbor 48109 USA
E-mail address: tfylam@umich.edu
Department of Mathematical Sciences, Research institute of Mathematics, Seoul National Uni-
versity, Gwanak-ro 1, Gwanak-gu, Seoul 151-747 Republic of Korea
E-mail address: lsjin@snu.ac.kr
Department of Mathematics, 460 McBryde Hall, Virginia Tech, 255 Stanger St., Blacksburg, VA,
24601, USA
E-mail address: mshimo@math.vt.edu
