Abstract. We propose an attractor neural network (ANN) model that performs rotation-invariant pattern recognition in such a way that it can account for a neural mechanism being involved in the image transformation accompanying the experience of mental rotation. We compared the performance of our ANN model with the results of the chronometric psychophysical experiments of Cooper and Shepard (1973 Visual Information Processing (New York: Academic press) 204{7) on discrimination of alphanumeric characters presented in various angular departures from their canonical upright position. Comparing the times required for the pattern retrieval in its canonical upright position with the reaction times of human subjects, we found agreement in that (i) retrieval times for clockwise and anticlokwise departures of the same angular magnitude (up to 180 ) were not di erent, (ii) retrieval times increased with departure from upright and (iii) increased more sharply as departure from upright approached 180 . The rotation-invariant retrieval of the activity pattern has been accomplished by means of the modi ed algorithm of Dotsenko (1988 J. Phys. A: Math. Gen. 21 L783{7) proposed for translation-, rotation-and size-invariant pattern recognition, which uses relaxation of neuronal ring thresholds to guide the ANN evolution in the state space towards the desired memory attractor. The dynamics of neuronal relaxation has been modi ed for storage and retrieval of low-activity patterns and the original gradient optimization of threshold dynamics has been replaced with optimization by simulated annealing.
Introduction
In chronometric experiments on the interpretation of rotated 2D alphanumeric characters, the interpretation time markedly increases with angular departure (up to 180 ) from upright canonical orientation suggesting that such interpretation requires a mental rotation (Cooper and Shepard 1973, Shepard and Hurwitz 1984) . A variety of studies have con rmed that the upright orientation provides the primary reference direction with respect to which such objects are interpreted or mentally reoriented. While people succesfully discriminate subtle perturbations of learned simpler objects (like alphanumeric characters), if such an object is presented in an unexpected orientation, people evidently make the discrimination only after imagining the presented object rotated back into its canonical upright orientation or after imagining the canonical upright image rotated into the orientation of the presented object (Cooper and Shepard 1973) . When Cooper and Shepard (1973) provided advance information as to the orientation of an ensuing test stimulus, they found chronometric evidence for a preparatory mental rotation only if they also provided advance information as to the identity of the ensuing stimulus. Thus, the subjects had to know ahead what they were to rotate mentally in order to succeed in the task. Reaction time decreased with the delay of the stimulus presentation following the advance information as to its orientation. The more time the subjects had to perform the preparatory mental rotation the sooner they interpreted the test stimulus. Network: Comput. Neural. Syst. 9 (1998) 513{530. There are two distinct visual pathways described in humans and non-human primates (Livingstone and Hubel 1988, Kandel et al 1991) . The "what" pathway (or ventral stream) passes from the visual cortex to the inferotemporal cortex, where information about the object becomes available for access by other association centers. The "where" pathway (or dorsal stream) relays the visual information from the visual cortex to the parietal cortex. It is this pathway that extracts parameters that are critical for physical interaction with the object. During processing of visual information, these two systems interact, although lesion studies can reveal distinct perceptual de cits speci c to these two systems. Researchers studying brain activation when humans perform mental rotation found selective activation of portions of frontal and parietal cortex. Besides this selective activation, Deutsch et al (1988) found asymmetries in brain areas activation during mental rotation. Asymmetry in the parietal region in favor of the right hemisphere was clearly evident. Parietal area is known to be associated with the visuospatial and visuoconstructive processing. The right asymmetry was found also for the frontal regions which are involved in programming and executing actions (voluntary muscle movements). Connections exist between regions of the parietal and frontal lobe, and neurons in the parietal lobe have both sensory and movement-related responses. Studies on ignoring objects in perception and in mental images after the lesions of the right parietal cortex document the role of this region in perceptual processing and imagery, respectively (Kosslyn 1995) . It seems that mental rotation uses preferably right hemispehere "skills", residing in the posterior parietal lobe. The question is being debated whether during mental rotation, the motor cortex is slaved to the visual system, or whether it plays an active role. In the experiment in which a rhesus monkey was trained to move its arm in a direction that was perpendicular to the direction of a target light, Georgopoulos et al (1989) recorded the activity of cells in the motor cortex. The population movement vector rotated gradually from the direction of the light to the direction of the arm movement. Thus, solution to the task involved creation and mental rotation of an imagined movement vector before the actual movement was executed. However, we agree with the view that the rotation operation itself involves processes in higher visual area(s) in the posterior parietal lobe. Intermediate and nal results of mental rotation can be directly relayed to the motor areas and evaluated by the feedback from the motor system. We think that the mechanism of mental rotation operates with such a representation of an object which corresponds to a distributed activity of neurons. We focus on one particular mechanism that may provide for an actual transformation (shape shift) of the neural representation of a 2D object.
The question arises whether our model may be somehow related to recognition of 3D objects. The prominent computational theories of 3D object recognition reject view-speci c representations. Instead, they claim that objects are represented as a list of viewpoint-invariant properties or by points in multidimensional feature spaces (Duda and Hart 1973) . Alternatively, they postulate that 3D objects are represented by 3D viewpointinvariant part-based descriptions (Marr and Nishihara 1978, Biederman 1987) . Common objects are recognized faster or more slowly, depending on the viewpoint of the observer. Subjects tend to respond faster when the stimulus is shown in a canonical view with response times and error rates increasing monotonically with changes in viewpoint relative to the canonical position (Tarr and Pinker 1989) . Thus, recognition performance, as measured by response times and error rates, has been found to vary systematically with the viewpoint of the observer relative to the 3D object. Therefore, another theory that relies on 3D object representation uses viewpoint-speci c 3D representations (Ullman 1989) . In this approach, the 2D input image is compared with the projection of a stored 3D model (alignment). The transformation necessary to achieve alignment is computed by matching a small number of features in the image with the corresponding features in the complete 3D model. A number of di erent models of the same object from di erent viewing positions will be used.
The theories which are relevant to our 2D rotation-invariant object recognition are the theories which rely on viewpoint-dependent 2D object representations (B ultho et al 1994) . That is, the constancy of a 3D object is achieved by storing multiple 2D viewpoint-speci c representations and possessing mechanisms for matching input images to stored views. Our model proposes a mechanism for matching input images to 2D views stored as distributed memory patterns of activity. However, the proponents of this theory work with di erent models. Namely, a Gaussian-shaped basis function is placed at each of the stored prototypical views of the object, so that an appropriately weighted sum of the Gaussians approximates the desired characteristic function for the object over the entire range of possible views (Poggio and Edelman 1990) . Or alternatively, a model of self-organized two-layer network of threshold summation units trained by unsupervised Hebbian rule can support such representations (Edelman and Weinshall 1991) .
Thus, there are multiple-views-plus-transformation theories of recognition which postulate that 3D objects are represented as linked collections of viewpoint-speci c 2D images, and that recognition is achieved when the input image activates the view (or set of views) that corresponds to a familiar object transformed to the appropriate position (Tarr and Pinker 1989) . In other words, objects are represented by a few speci c 2D views, and that recognition involves image transformations to the nearest stored views. The process of image transformation results in the same dependence of the response time on the position of the stimulus as obtained in the mental rotation experiments (Cooper and Shepard 1973) . Mental rotation is a ected by practice. While recognition time for novel test views grows monotonically with misorientation relative to the nearest canonical view, familiar test views yield essentially constant response times (Tarr and Pinker 1989) . Practice related changes in response times on object orientation are object speci c. The development of new canonical views also depends on practice , Logothetis et al 1994 . For the association of 2D images together to form a representation of a 3D object, learning models based on temporal order rather than spatial relations, have been proposed (Griniasty et al 1993 , Wallis 1996 . They are based on the assumption that groups of stimuli which appear most closely in time, most probably (on average) belong to one object. The relevance of Griniasty et al. (1993) model for our model is that according to it, the linking of 2D canonical views into a representation of 3D object may be implemented in the dynamics of an ANN in which attractor states of patterns close in temporal presentation order overlap. In this paper, we want to propose how the transformation of a misoriented view towards the canonical 2D view may occur in the ANN model. Rotation-invariant retrieval of an activity pattern can be modelled by two subsequent relaxation processes which occur in the Hop eld neural network model modi ed for invariant pattern recognition (Dotsenko 1988 ). The Dotsenko model of translation-, rotation-and scale-invariant recognition of patterns is based on the stochastic version of the original Hop eld neural network (1982) . Here, the learning rule for constructing the synaptic matrix assigns desired states to the xed point attractors corresponding to local energy minima. The recognition process is performed by dynamic evolution starting from an input state that is similar to one of the stored patterns. After a number of iterations the network retrieves the activity state belonging to one of the attractors. Retrieval of the desired pattern will be successful if the input state has su cient overlap with it. However, the rotated pattern may create an input activity pattern that has a small initial overlap with its own memory template and large overlaps with other templates, thus the original Hop eld model cannot perform rotation-invariant pattern recognition. Dotsenko treats this problem by relaxation dynamics of neuronal ring thresholds that guides the network evolution in state space towards the desired memory attractor (1988) .
During computational testing of the e ectiveness of this approach to the rotation-invariant pattern recognition, two problems were encountered: (1) The original neuronal dynamics presumed orthogonal patterns and 50% mean network activity level, which required a periodic boundary condition for rotated patterns. This meant that after rotation of the pattern, the part that disappeared on one side of the network appeared at the other side. It would be di cult to argue that such a process actually takes place in the cerebral cortex.
(2) With the gradient optimization for threshold dynamics proposed originally by Dotsenko (1988) , even plus some thermal noise added, the network got trapped in spurious energy minima so often that the recognition was not better than chance. These problems have been resolved by (1) extension of the neuronal dynamics to allow for the storage and retrieval of biased patterns (Amit et al 1987) so that we need not assume periodic translations across the network boundaries, and (2) replacement of gradient optimization of threshold dynamics with simulated annealing (SA) (Kirkpatrick et al 1983 , Cern y 1985 so that the system does not get trapped in spurious energy minima too often.
It is noteworthy that mental images rotation occurs in steps (Kosslyn 1995) . Even single-part shapes tend to be mentally rotated incrementally { not in a single leap. During mental rotation, the initial image passes through the intermediate orientation stages. In our model, the process of the shape shift underlying the rotation of a 2D object representation, is initiated by pumping noise into the ANN. The level of noise gradually decreases, and ANN probabilistically moves into new states. Every new accepted state denotes the end of one SA cycle. Cycles of SA serve as a model for intervals in which we assume that the intermediate results of the pattern transformation are being sampled. SA cycles divide the retrieval process into steps, thus simulating the incremental nature of mental rotation. We may consider the shape shift process to be nished, for instance when the visual image transformation network gives the same solution for quite a while, i.e. when the ANN settles in the vicinity of an energy minimum.
In the following sections of the paper, we will describe the model of the ANN performing the rotationinvariant 2D pattern recognition. In part, some preliminary results were presented in (E stok and Be nu skov a 1996). We argue that the presented model simulates the neural mechanism underlying mental image transformations occuring during mental rotation. We also present the results of computer simulations in detail, and compare them with the results of psychophysical tests. At last, we discuss electrical interactions between real neurons which might provide for a putative neural mechanism underlying the proposed algorithm.
2 The ANN for rotation-invariant pattern recognition Dotsenko's model of translation-, rotation-and scale-invariant recognition of patterns (1988) is formulated almost only in terms of the original Hop eld model of a neural network (1982) . According to this model, the inner representation of a given pattern corresponds to the pattern of activity of the whole relevant neuron ensemble. In turn, this pattern of activity corresponds to the particular pattern of stimulation which is repeatedly produced at rst during the process of learning the character in its canonical upright position, and then after the process of retrieval. The learning rule for constructing the synaptic matrix assigns desired states to the xed point attractors corresponding to local energy minima. The recognition process is performed by dynamic evolution starting from an input state that is similar to one of the stored patterns. After a number of iterations the network retrieves the activity state belonging to one of the attractors. Retrieval of the desired pattern will be successful if the input state has su cient overlap with it. However, in our particular case the rotated pattern creates an activity pattern which can be in the state space far from the original memory con guration of neural network activity. Dotsenko treats this problem by introducing the additional relaxation dynamics of neuronal ring thresholds which helps to guide network evolution in the state space towards the desired memory attractor.
The ANN is treated as a regular 2D lattice with N neurons in its nodes. The position of each neuron is denoted by a discrete vector r. The fully connected neural network has a symmetric weight matrix, with J rr 0 = J r 0 r , if r 6 = r 0 and J rr = 0, otherwise. The relaxation dynamics of the neurons is stochastic, with the probability for the state change of the individual neuron, Pr ? S(r; t) = 1 , given as (Amit 1989) Pr ? S(r; t) = 1 1 + exp ? ?2 h(r; t ? 1)S(r; t) ; = T ?1 ;
( 1) where h(r; t ? 1) is the overall eld activity acting on the neuron in the node r at time (t ? 1) and T is the analog of temperature and represents the level of noise during neuronal relaxation. Let the neuronal dynamics be asynchronous with random updating of neurons. The N-component current con guration of the network activity at time step t is denoted as S(t).
The network stores patterns with low mean activity levels which can be retrieved despite their rotation within the 2D plane. In these patterns the number of active neurons is less than the number of inactive neurons. We employ the modi cation of neuronal dynamics of the Hop eld network which allows retrieval of such patterns that has been proposed by Amit et al (1987) . Here, the prescription for synaptic weights J rr 0 's is the modi ed Hebb rule
where p is the number of stored memory patterns . Parameter b is the bias, and represents the proportion of active neurons vs. inactive neurons, which is the same in every memory pattern:
(r) for = 1; :::; p:
Global control of the neuronal dynamics of the network, which restricts extremes of activity levels, is achieved by imposing a nite energy cost on uctuations away from the optimal mean activity level. 
The essence of the Dotsenko approach is as follows: let S
be the initial con guration, produced by an external stimulation, which corresponds to one of the memory patterns rotated in the network lattice in a given direction. Let the con guration S (0) be equal to one of the memory patterns, , in such a way that (r) = S (0) ( r) ; 2 f1; ::; pg: (6) Here, is the operator of rotation, and represents the magnitude of pattern rotation equal to degrees.
The network does not "know" the correct value of . It is assumed that the initial rotated con guration S (0) projects itself onto the neuronal thresholds (0) in the following way: (r; 0) = 0 S (0) ; 0 = constant > 0:
Then the neuronal thresholds (t) follow the dynamic equation (r; t) = 0 S (0) ? (t)r ;
The last two equations are to be interpreted as follows: a stimulus evokes the initial state con guration, S
, which maps upon thresholds of neurons (equation 7). Then at each time instant t, the ANN may assume a new con guration of thresholds (t) rotated from the previous one by some angle (t) (equation 8). At each time instant t, neuronal states relax according to a new con guration of thresholds (t) following equation
(1) with the overall eld acting on the individual neuron expressed by equation (5). Neuronal dynamics serves primarily to an error correction in the pattern.
In case of the original model (Dotsenko 1988) , this dynamic projection of an initial state onto the thresholds (equation (8)) required periodic translations of patterns across the network boundaries because of the condition of pattern orthogonality required in the original Hop eld model (1982) . Modi cation of neuronal dynamics for low activity patterns allows us to consider patterns rotated inside the network lattice without periodicity at the boundaries. In simulation, after each generation of a new value of the angle , the neurons relax according to a new con guration of thresholds (t). It is the dynamic threshold con guration (t) which seeks the proper attractor in the state space. In theory, the threshold dynamics is expressed via the dynamics of (t). In Discussion we propose hypothetical neural events which may result in immediate changes of neuronal thresholds throughout the population of neurons.
Eventually, the threshold and neuronal con gurations converge to the proper attractor (Dotsenko 1988 ). The conditions under which the thresholds dominate network dynamics can be seen by considering (5) 
? (t)r :
The retrieval process consists of both fast neuron relaxation and slow threshold relaxation. For the latter, Dotsenko (1988) proposed noisy gradient optimization through the threshold dynamical variable (t), with the new value of angle generated according to the equation (t + 1) ? (t) = ? E + (t) ; (12) where E is the energy, and the variable (t) represents ordinary temperature noise. In our computer simulations the noisy gradient optimization was found to be ine cient in escaping from spurious local energy minima, or the noise was so high that the system kept escaping also from the global energy minimum. When dealing with the characteristic landscape of energy functions belonging to spin glass-like systems, with plenty of local energy minima, the method of SA (Kirkpatrick et al 1983 , Cern y 1985 seems to be a more plausible method of statistical optimization.
Simulated annealing optimization of threshold dynamics
The idea of SA optimization (Kirkpatrick et al 1983 , Cern y 1985 is that from time to time it is wise to accept a "less wise" trial (i.e. a state with higher energy) in order to get over a saddle point into a deeper valley. The asymptotic probability distribution of the stochastic ANN is the distribution of the Gibbs canonic ensemble (Amit 1989) . Therefore the new state con guration S(t) will be accepted with the probability P ? S(t) = 1 1 + exp ? c 1 ? E(t) ? E(t ? 1) ; = T ?1 ; (13) Where E(t) is the energy (4) at the time step t and c 1 is a constant. SA is implemented by the Metropolis procedure (Metropolis et al 1953) in which the change from one con guration of thresholds to another is generated randomly. A new state with lower energy is always accepted, whereas a new state with higher energy is accepted probabilistically. We propose the following steps for SA:
Step 0. We reset the SA cycle index (i = 0). At i = 0 and t = 0, the network has activity con guration S (0) (r; 0) = ( (0)r); 2 f1; ::; pg. The value of (0) is the initial arbitrary angle of rotation of one of the p memory patterns, i.e. that one which is to be classi ed as its unrotated upright version entered in the synaptic weight matrix through equation (2). Let the thresholds tightly copy the input con guration, e.g. (r; 0). We calculate the energy of the initial state E(t) according to equation (4).
Step 1. We set " (i) = E(t).
Step 2. We generate randomly the threshold rotation angle (t) for equation 8. The thresholds change according to the rule: (i+1) (r; t) = (i) ( (t)r; t), so that they move as a whole pattern to a new position determined by the value (t). We allow the neuron state con guration S ( (t)r; t). We calculate the energy of the current state E(t 0 ) according to equation (4).
Step 3. We set " = E(t 0 ).
Step 4. If " " (i) , then we continue to step 5. Otherwise, we generate the random number which is uniformly distributed in 0; 1). If the probability P for acceptance of the new state given by equation 13, P ? S(t) , then we continue to step 5. Otherwise, we loop to step 2.
Step 5. We set i = i + 1, E(t) = E(t 0 ), and loop to step 1.
Step 2, that is the process of generation of the trial value of threshold rotation angle (t), is key in the above algorithm. In our implementation the generation of trial values of was performed according to the 
with zero mean value. The mean square deviation, (i), where i is the order number of the simulated annealing cycle. We have converted the Gauss distribution (equation (14)) into the binomial distribution as described by Clauss and Ebner (1978) . Conversion was done for di erent discrete values of (i), which were related to the noise of neuronal relaxation, T, in the following way:
Parameter (i) is very important because it governs the narrowing or widening of the Gaussian curve (for the generation of the trial value of (t)) depending on whether the network has evolved into a state with lower or higher energy, respectively:
(i) = Parameter T 0 is the initial value of the temperature of neuron relaxation at step i = 0 and time t = 0. The algorithm expressed in equations (15{17) guarantees that the mean square deviation (i) decreases with the noise T(i) so long as the energy of the current accepted state is equal to or lower than the energy of the previous accepted state. If this is not the case, the mean square deviation (i) becomes temporarily higher due to equation (16). This algorithm provides for "cooling" the system with occasional "heating" which is done automatically when necessary without external intervention.
Simulations of rotation-invariant pattern retrieval
We have tested the modi ed Dotsenko model in computer simulations of rotation-invariant recognition of patterns with the bias b = ?0:831. The memory patterns are alphanumeric characters illustrated in gure 1.
We have chosen these only because of the visual control of simulation results, not because of we assume that the alphanumeric characters evoke such an activity pattern in the area of cortex involved in the process of image transformation. In fact, our algorithm does not impose any constraints on the geometry of patterns of neuronal activity evoked by mentally rotated 2D objects. The 15 memory patterns are stored in the network in their canonical upright position. Initial input activities were the same patterns rotated along the axis perpendicular to the plane going through the center of an imaginary rectangle which tightly covered the given pattern. The role of a network was to retrieve the pattern in its canonical upright position. The mean square deviation (i) calculated from T according to equation 15 could assume after rounding, one of the six discrete values: f0; 1; 2; 3; 4; 5g. For each of these values except (i) = 0, the discrete value of angle (t) for threshold translation in the Metropolis step 2 was generated from the interval ?75 ; +75 ] via a discretized Gaussian distribution. The smallest step was 15 , the largest one was 75 . When (i) > 5, these discrete values of (t) were generated according to a uniform distribution. When (i) = 0, the system froze, i.e., no further translation of thresholds occurred. is 7 n 10. The range for c 3 is 0:6 c 3 0:9, and for c 4 it is the range of 1:6 c 4 1:9. The value of c 2 = 60 was chosen in order to fall into the range of the chosen values of (i) (after corresponding rounding).
In the simulations, we observed the evolution of the overlap of the network con guration S(t) with all of the memory patterns , for = 1; :::; p, calculated according to equation 10. Initially, the network activity pattern was set to one of the memory patterns rotated by some of the 12 discrete values of (0) In gure 3(a), we illustrate the evolution of overlaps with all memory patterns for pattern = 1, initially rotated by the value (0) = 60 in the anticlokwise direction. In this case the overlap of the initial state with its own template was the smallest. As the system evolves, the overlap with pattern 1 increases while all others do not. Figure 3(b) shows the examples of how (i) changes during retrieval. Figures 4 and 5 illustrate the process of rotation-invariant retrieval by means of the changing pattern of neuronal states after each cycle of SA.
Figures 6(a) and 6(b) show how the value of average nal overlap with the target memory pattern is related to its initial angle of departure. Figure 7 shows how the evolution of average overlap with the target memory pattern depends on time (i.e., the number of SA cycles). For each value of initial departure and for each of the 15 stored patterns, the rotation-invariant recall was run 10 times, so each point is an average of 150 runs. On average the system reached equilibrium after 18 annealing cycles (i.e., after longer running we did not observe improvement of average quality of retrieval). The quality of retrieval (in terms of the average nal overlap over the last four SA cycles) decreases with the magnitude of initial departure from the upright position. When the input is one of the unrotated stored patterns, e.g. (0) = 0 , the system oscillates around the corresponding attractor.
Figures 8(a) and 9(a) illustrate how the number of trial generations of for threshold translation depended proportionally on the magnitude of the initial departure from the upright position. The curves express the situation when the system achieves a particular overlap with its target pattern, for instance when the system reaches the overlaps of m = 0:80; 0:85 and 0:90. To reach a particular overlap would correspond to the situation of pattern identi cation in the process of mental rotation. If we take the curve for m 0:80 and t it with the curve for the zero delay of the test character, obtained in the psychophysical experiments (Cooper and Shepherd 1973) we can see that they are almost identical ( gures 8(b) and 9(b)).
In the analysis of stochastic dynamics of ANN, the time period corresponding to one cycle of neuronal relaxation, when N neurons are updated randomly, has been equated with the order of 1 ms (Peretto and Niez 1986 ) which is the order of an absolute refractory period for the action potential generation. In order to t the curves for pattern discrimination in psychophysical experiments with the results of our computer simulations, we have arrived at the value of 0:4 ms for one cycle of neuronal relaxation. Further, we tested our model by evaluation of how the error rates depend on the initial departure of the pattern from its canonical upright position. For several initial departures, we have calculated how many times the system fails to reach at least the overlap of m = 0:80. This is the overlap for which we got the best match of pattern retrieval times with recognition times in psychophysical experiments. We have found that the percentage of errors increases proportionally to the angle of initial departure ( gure 10).
Discussion
The study presented in this paper belongs to that category of works that make suggestive analogies between ANN and biological computational processes, such as for olfaction (Gelperin et al 1985 , Baird 1986 ), hippocampus (Rolls et al 1997, Amit and Brunel 1993) , visual processing (Griniasty et al 1993) , and auditory processing (Be nu skov a 1994 (Be nu skov a , 1995 . This time we focus on computational processes which might play role in the phenomenon of mental rotation.
In the classical psychophysical experiments by Cooper and Shepard (1973) on discrimination of normal and reversed alphanumeric characters, reaction times increased with angular departure from upright canonical position. Generally, reaction times increased more sharply as departure from upright approached 180 . In addition, orientation was important only with respect to its absolute magnitude (not its direction), that is reaction times for clockwise and anticlokwise departures of the same angular magnitude (up to 180 ) were not reliably di erent. The results of computer simulations of the ANN model presented in this paper are in perfect accordance with all of these ndings. Further, we have found an agreement between the experimental and simulation results in that the percentage of errors in pattern recognition increases proportionally to the magnitude of the initial pattern departure from its canonical upright position. Systematic dependence of retrieval times and error rates upon the initial orientation of the stimulus follows from the properties of our ANN model. The shape transformation provided for by the threshold dynamics is incremental and the spread of activation is a time-consuming process. Moreover, the further the activity is to spread the more errors appear in the retrieved pattern.
It has been shown (see for instance, Tarr and Pinker 1989) that with practice the dependence of human subjects' response times on initial angular departure decreases becoming eventually at. Practice related changes are object speci c, i.e. they do not transfer to untrained objects. However, when the subjects were probed with the practiced objects appearing at novel initial orientations, response times for these probes increased with increasing departure from the previously trained orientations. As Tarr and Pinker (1989) pointed out, subjects had stored representations of the shapes at each of the practice orientations and recognized shapes at the new orientations by rotating them either to one at the nearest stored orientation or one at a canonical orientation. In our model, to account for the dependence of the reaction time on experience would be very simple. In the synaptic matrix of our ANN, we would store memory patterns at several orientations not only in just one as we did above. Thus, we would get several point attractors in the state space which would correspond to a one pattern at several orientations. During the retrieval process, the system would converge to the nearest proper attractor guided by the threshold dynamics, with the retrieval time proportional to the initial departure from the learned attractor. If we had stored all orientations as ANN memory patterns, we would get at reaction times if we had probed the system with these orientations. However, agreement between predictions of a theory and experimental results can only be a neccessary but not su cient condition for considering its correctness. As a next step we want to take a look at the neuronal mechanisms proposed by our and other models. There are several ANN approaches that have been suggested to solve the problem of invariant pattern recognition. In the dynamical connectionist approach of Bienenstock and von der Malsburg (1987) , the challenge of recognizing a shifted and distorted 2D shape is formalized as a problem of labelled graph matching. Here the template slides over the screen and computation has to be performed at every location in the image (Bienenstock and Doursat 1989) . The scheme is based on connectivity rather than states of neurons and is therefore linked to a hypothesis of fast and transient synaptic plasticity. Kree and Zippelius (1988) treat the problem of invariancy in pattern recognition by cooperation of two networks: a preprocessor for graph matching and a memory for graph retrieval. The system evolves stochastically in the space of transformations so that it generates isomorphisms of the input graphs. Memory recalls the learned graph, which is isomorphic with the presented image. No hypothetical neural mechanism has been suggested for these transformations.
Our model is closer to the latter approach in that our system also evolves stochastically in the space of transformations. However, we do not deal with graphs and their isomorphisms, instead we deal with distributed activity patterns. For development of our model we have adopted the modi ed Hop eld neural network for invariant pattern recognition proposed by Dotsenko (1988) . Here, the rotation-invariant retrieval of an activity pattern is modelled by two subsequent relaxation processes, that is relaxation of thresholds and neurons. It is the relaxation dynamics of neuronal ring thresholds that guides the network evolution in state space towards the desired memory attractor. We have modi ed the original proposal by introduction of simulated annealing (Kirkpatrick et al 1983 , Cern y 1985 and the soft constraint on neuronal dynamics for low activity patterns (Amit et al 1987) . Rotation-invariant pattern recognition in our model is founded on immediate changes of neuronal ring thresholds throughout the whole group of neurons that take place during threshold relaxation. There is some biological evidence that supports this notion. Faber and Korn (1989) review various instances of electrical interactions between neurons mediated by extracellular electrical elds which are generated around depolarized neurons. By analysis of intra-and extra-neuronal passive electrical circuits they demonstrate that some current must ow across the membrane of neighboring cells thereby in uencing their membrane properties. The currents underlying extracellular elds could transiently in uence the excitability of adjacent neurons. Each active neuron generates some amount of current, and these individual currents summate so that a large eld potential is developed across extracellular resistance. As a consequence passive polarization of inactive cells is greater than if only one adjacent neuron was active. This transient change in excitability could recruit neurons that otherwise would have been below threshold for impulse initiation. At present there is no direct experimental evidence to support presence of this phenomenon in the cerebral cortex. However, cortical architecture, involving primary neurons arranged in regular repetitive arrays and bundling of their dendrites, suggests the possibility of functional electric eld e ects, especially with neighboring groups of neurons which are simultaneously active. These eld e ects would be generally short lasting, yielding relatively brief changes in target cell excitability with no synaptic delay. The recruited group of neurons may then serve as a secondary source of extracellular eld potential which manifests its e ect on adjacent neurons via electrical coupling across extracellular space.
This implies that in our model, the bigger noise, the bigger probability that the excitability of more distant neurons is being transiently in uenced. There are several sources of noise in the real system. For instance, a random rate of spontaneous discharge of chemical transmitter across the synaptic cleft may change, and thus cooperate with extracellular eld e ects. The level of noise in the real system may be regulated from outside, for instance by means of neuromodulators, inhibition or excitation. Thus, the modelled process of SA would implicate that the cortical network is initially pumped with noise which gradually decreases. In our model, it is in fact the noise which helps to change the con gurations of activity and which helps the network to get into the vicinity of the target attractor through the series of activity pattern transformations. Occassionally, during the rotation-invariant pattern retrieval, the ANN temporarily accepts an angle in a wrong or oppossite direction of pattern rotation (see gure 5). Interestingly, the same event can be noticed in mental rotation of the neuronal movement population vector in gure 1 of Georgopoulos et al (1989) . This may be explained by the stochasticity involved in the neuronal mechanism of image transformations.
