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Disappearing errors in a conversion model by David P Fan, University of Minnesota, USA dfan@umn.edu Abstract The same basic differential equation model has been adapted for time-dependent conversions of members of a population among different states. The conversion model has been applied in different contexts such as epidemiological infections, the Bass model for the diffusion of innovations, and the ideodynamic model for public opinion. For example, the ideodynamic version of the model predicts changes in public opinions in response to persuasive messages extending back to an indefinite past. All messages are measured with error, and this chapter discusses how errors in message measurements disappear with time so that predicted opinion values gradually become unaffected by past measurement errors. Prediction uncertainty is discussed using formal statistics, sensitivity analysis and bootstrap variance calculations. This chapter presents ideodynamic predictions for opinion time series about the Toyota car manufacturer calculated from daily Twitter scores over two and half years. During this time, there was a sudden onslaught of bad news for Toyota, and the model could accurately predict the accompanying drop in favorable Toyota opinion and rise in unfavorable opinion. Key words Infection, epidemiology, diffusion of innovations, ideodynamics, time dependent errors, Toyota, sensitivity, bootstrap, persuasive information, public opinion Introduction This chapter considers a longitudinal conversion model which is applicable to any population which can be divided into proportions with members in each proportion belonging to a separate state. The model is explored for epidemiological infections, the diffusion of innovations and public opinions.  Longitudinal models can be stochastic or mechanistic with hybrids also possible. In their discussion of epidemiology, (Holmdahl & Buckee, 2020) use the term mechanistic for mathematical functions which reflect the logical mechanism of a system. Different systems can have different structures and processes so different systems can lead to quite different mechanistic equations. Error behavior can be difficult to analyze for mechanistic functions with arbitrary structures. Obstacles in error management have led to a stochastic approach which can be justified using Taylor series to expand any time-dependent mechanistic function to give a polynomial with an infinite number of terms. The expansion can be made around any point in time with the only requirement being that the mechanistic function should be infinitely differentiable. A useful feature of the Taylor series is that lower degree terms are more dominant at times closer to the expansion point. 
Therefore, it is not uncommon for stochastic models to approximate some unknown mechanistic function with a Taylor series and then truncating the series to just the linear term assuming that interest is focused on behaviors of time-dependent variables close to the expansion point. Such a truncation facilitates error management because errors in linear terms have been studied extensively. However, the loss of higher degree terms means that the linear approximation can result in increasingly serious deviations from the underlying mechanistic function as time departs from the expansion time. Rather than beginning with a truncated polynomial approximation, this chapter discusses a mechanistic conversion model which is customized to arguments about the system. The logic leads to a differential equation model which predicts proportions of the population in various states over time. The proportions are modeled to change in response to conversion forces which will be discussed. Trajectories of population proportions in the conversion model are computed by integrating differential equations over time with conversion forces being the drivers of change. If the conversion forces are measured with error, then errors in the conversion forces will accumulate during the integration process. One possibility is that error accumulations would lead to predictions with ever greater uncertainties over time as happens in hurricane forecasts with their continually expanding cones of uncertainty. Fortunately, the opposite happens. The error calculations in this chapter show how early errors in the predicted population proportions disappear to give predicted time series that are mainly affected by errors from the recent past. The formal statistics are bolstered by sensitivity analyses and bootstrap variance calculations.  This chapter will introduce the model using a minimal mechanism for epidemiological infections. Then, the model will be extended to the diffusion of innovations. From there, the model will be broadened further to include predictions of public opinions from mass media messages which are measured with error. Epidemiological infections A precedent for infection models is the logistic differential equation introduced by Verhulst in 1838 to describe the growth of a population (Bacaër, 2011). The differential equation and its variants, have since been used extensively to predict trajectories of infections during epidemics (Gao & Hethcote, 1992). This infection approach (Chowell et al., 2019) has appeared in a number of papers including those (Haushofer & Metcalf, 2020; Holmdahl & Buckee, 2020; Roosa et al., 2020; Vannabouathong et al., 2020) for the spread of COVID-19 infections. For a minimal infection model, consider a system with a closed population with a fixed set of members. The members will be divided into two compartments or proportions with one proportion consisting of members in infected state 𝐼𝐼 due to infection by a microbe. The remaining proportion will have members who have not yet been infected and are therefore in susceptible state 𝑆𝑆.  At any time 𝑡𝑡, population members in state 𝐼𝐼 will belong to 
proportion 𝑦𝑦𝐼𝐼(𝑡𝑡), and all members in state S will belong to proportion 𝑦𝑦𝑆𝑆(𝑡𝑡). All proportions of the total population must sum to one at all times so    𝑦𝑦𝐼𝐼(t) + yS(t) = 1  (1) The next step in the argument recognizes that it is difficult to measure the physical presence of the infectious microbes which constitute the actual forces for infection. Therefore, all infected individuals in proportion 𝑦𝑦𝐼𝐼(𝑡𝑡) are assumed to have the same chance of releasing infectious microbes to give an infectious conversion force 𝐹𝐹𝐼𝐼(𝑡𝑡) with   𝐹𝐹𝐼𝐼(𝑡𝑡) = 𝑘𝑘𝑦𝑦𝐼𝐼(𝑡𝑡). (2)  Change in infection 𝑑𝑑𝑦𝑦𝐼𝐼(𝑡𝑡)/𝑑𝑑𝑡𝑡 at time 𝑡𝑡 requires both infectious force 𝐹𝐹𝐼𝐼(𝑡𝑡) and susceptible individuals in proportion 𝑦𝑦𝑆𝑆(𝑡𝑡). All individuals in 𝑦𝑦𝑆𝑆(𝑡𝑡) are assumed to have the same chance of being infected by 𝐹𝐹𝐼𝐼(𝑡𝑡) so the two terms are multiplied together to give   𝑑𝑑𝑦𝑦𝐼𝐼(𝑡𝑡)
𝑑𝑑𝑡𝑡
= FI(𝑡𝑡)yS(t).  (3) With the substitution of 𝑦𝑦𝑆𝑆(𝑡𝑡) from (1) and 𝐹𝐹𝐼𝐼(𝑡𝑡) from (2), (3) becomes the logistic differential equation   𝑑𝑑𝑦𝑦(𝑡𝑡)
𝑑𝑑𝑡𝑡
= ky(t)[1 − y(𝑡𝑡)]  (4) after dropping all subscripts 𝐼𝐼. This differential equation integrates explicitly to the logistic function 𝑦𝑦(𝑡𝑡) = 1/(1 + 𝑒𝑒−𝑘𝑘𝑡𝑡). This minimal infection equation is often modified for actual epidemiological applications by including other considerations such as infected members entering the recovered state and ceasing their release of microbes. Despite its simplicity, major arguments about population conversions are expressed in this introductory model. The model describes time-dependent interconversions among population members in mutually exclusive states. For infections, the two states are susceptible and infected. The conversions in general are due to conversion force functions which act to move members from specific target subpopulations to specific destination subpopulations. In the minimal infection model, infectious forces can only transfer susceptible individuals to the infected state; infectious forces should not recruit any individuals from the infected proportion because these individuals have already been infected. There is one conversion equation for each population proportion, with one of the equations explicitly stating that all population proportions must sum to one. For infection, the two equations are (1) and (3). In the logistic function, the only predictor for infection at time 𝑡𝑡 is 𝑡𝑡 so there is no need to consider errors arising from measurements at other times.  Diffusion of innovations The (Bass, 1969) conversion model for diffusion is an extension of the logistic infection model. The model was based on observations by Rogers (Rogers, 1962) that the increase in the adoption of an innovation can sometimes also have the S-shape of the logistic function. For diffusion, Bass proposed a persuasive conversion force function   𝐹𝐹𝐺𝐺(𝑡𝑡) = 𝑘𝑘𝐺𝐺[𝑝𝑝 + 𝑞𝑞𝑦𝑦𝐺𝐺(𝑡𝑡)]  (5) 
with subscript 𝐺𝐺 referring to a good innovation to be adopted. In (5), the second term on the right, 𝑞𝑞𝑦𝑦𝐺𝐺(𝑡𝑡), is a force of imitation that has the same form as the infectious force in (2). This force corresponds to all adopters of the innovation in proportion yG(𝑡𝑡) broadcasting favorable information with a constant probability given by constant 𝑞𝑞. In addition to this force of imitation, Bass adds a presumptively constant force for innovation represented by constant 𝑝𝑝. The force of innovation can originate from any external source favoring the innovation including advertising. The total of the forces from both innovation and imitation are multiplied by persuasibility constant 𝑘𝑘𝐺𝐺  in (5) to give the final 𝐹𝐹𝐺𝐺(𝑡𝑡). Substitution of this force into the equivalent of (3) for infection gives the Bass model for the diffusion of innovations  dyG(t)
dt
= FG(t)[1 − yG(t)] = kG[p + qyG(t)][1 − yG(t)]. (6) In the special case of no information of innovation, p = 0 so that (6) for innovations becomes (4) for infections with the only difference being the added subscript 𝐺𝐺 and the absorption of constant 𝑞𝑞 into the constant of proportionality. Thus, the elimination of constant 𝑝𝑝 leads to the logistic increase in adoption described by Rogers. Ideodynamic model The Bass model can not only be simplified to give a logistic time series, but the same model can also be extended to yield the ideodynamic model for predicting time series of public opinion (D. P. Fan, 1985, 1988). The extension is accomplished using two modifications. Persuasive force. The first modification for ideodynamics notes that the only variable predictor in Bass persuasive force FG(𝑡𝑡) in (5) is the proportion of adopters yG(𝑡𝑡). The ideodynamic model takes the alternate approach of computing 𝐹𝐹𝐺𝐺(𝑡𝑡) from empirically measured mass media messages scored to favor the good opinion. The assumption is that the mass media can represent all persuasive information including that coming from adopters. Mass media messages are indiscriminately broadcast and hence should be generally available throughout the population. With the assignment of the mass media messages as sufficient sources for all persuasive information, the ideodynamic persuasive conversion force is  𝐹𝐹𝐺𝐺(𝑡𝑡) = 𝑘𝑘𝐺𝐺𝑀𝑀𝐺𝐺(𝑡𝑡)  (7) where 𝑀𝑀𝐺𝐺(𝑡𝑡) includes all good media messages used by the public at time 𝑡𝑡.  The computation of 𝑀𝑀𝐺𝐺(𝑡𝑡) at time 𝑡𝑡 begins with empirically measured 𝑚𝑚𝐺𝐺(𝑡𝑡), the total volume of good media messages arriving at the population at time 𝑡𝑡. Besides 𝑚𝑚𝐺𝐺(𝑡𝑡), 𝑀𝑀𝐺𝐺(𝑡𝑡) also includes memories of 𝑚𝑚𝐺𝐺(𝑡𝑡′) from all prior times 𝑡𝑡′. Memory is assumed to decay exponentially over time with a constant decay rate 𝑟𝑟 so 𝑀𝑀𝐺𝐺(𝑡𝑡) includes additive contributions 𝑚𝑚𝐺𝐺(𝑡𝑡′)𝑒𝑒−𝑟𝑟�t−𝑡𝑡′� from all messages arriving at earlier times 𝑡𝑡′. The totality of the messages used by the population includes contributions beginning at time 𝑡𝑡 and extending back to the first available messages at time 𝑡𝑡0 so  
 MG(t) = kM,G � mG(t’)e−r(t−t’)dtt0
t
’ (8) where 𝑘𝑘𝑀𝑀,𝐺𝐺  is the constant of proportionality accounting for the inherent persuasibility of favorable messages as well as for the use of a sample rather than all relevant persuasive media messages. Persuasive force errors. In practice, values for 𝑚𝑚𝐺𝐺(𝑡𝑡′) are estimated from a representative sample rather than all good mass media messages. Sample measurements 
𝑚𝑚𝐺𝐺� (𝑡𝑡′) are likely to be reasonably constant over time so that 𝑚𝑚𝐺𝐺� (𝑡𝑡′) can be assigned a Poisson random error ϵG which is approximately the same at all times so   𝑚𝑚𝐺𝐺(𝑡𝑡′) = sG(𝑚𝑚𝐺𝐺� (𝑡𝑡′) + ϵ𝐺𝐺) (9) with constant of proportionality sG. Substitution of (9) into (8) and then (5) gives  FG(t) = kG ∫ (mG� (t’) + ϵG)e−r(t−t’)dtt0t ’. (10) where constant sG is absorbed into 𝑘𝑘𝐺𝐺 .  Error term δG(t) = kG ∫ ϵGe−r(t−t’)dtt0t ’ from the second term on the right of (10) integrates explicitly to δG(t) = kGϵGr �1 − e−r(t−t0)�. In this expression, error δG(𝑡𝑡) increases along with time gap 𝑡𝑡 − 𝑡𝑡0 before reaching the stable value of   
δG → δG(∞) = 𝑘𝑘𝐺𝐺ϵG𝑟𝑟  (11) when 𝑡𝑡 becomes very large relative to 𝑡𝑡0. Consequently, early errors disappear leaving the error in 𝐹𝐹𝐺𝐺(𝑡𝑡) to depend only on recent errors in measured messages. Population conversions. The second modification of the Bass model for the ideodynamic model recognizes that a good opinion can not only be adopted as a result of good persuasive force 𝐹𝐹𝐺𝐺(𝑡𝑡) but can also be unadopted in response to bad messages with subscript 𝐵𝐵 to give bad persuasive force 𝐹𝐹𝐵𝐵(𝑡𝑡) with the same structure as 𝐹𝐹𝐺𝐺(𝑡𝑡). Inclusion of unadoption leads to the extension of (3) for infection and (6) for the Bass model to give the ideodynamic model  𝑑𝑑𝑦𝑦𝐺𝐺(𝑡𝑡)
𝑑𝑑𝑡𝑡
= F𝐺𝐺(𝑡𝑡)[1 − 𝑦𝑦G(𝑡𝑡)]– FB(t)yG(t). (12) where the 𝐹𝐹𝐺𝐺(𝑡𝑡) is given by (8). The second term −𝐹𝐹𝐵𝐵(𝑡𝑡)𝑦𝑦𝐺𝐺(𝑡𝑡) on the right is prefixed by a minus sign to indicate that 𝐹𝐹𝐵𝐵(𝑡𝑡) acts to decrease good opinion in proportion 𝑦𝑦𝐺𝐺(𝑡𝑡). Differential equation (12) integrates explicitly to   yG(t) = ∫ FG(t)e∫�FG(t)+FB(t)�dtdt + ce∫�FG(t)+FB(t)�dt  (13) where 𝑐𝑐 is the constant of integration. This integrated solution shows that the trajectory of good option 𝑦𝑦𝐺𝐺(𝑡𝑡) over time depends entirely on persuasive force functions 𝐹𝐹(⋅)(𝑡𝑡). Conversion errors. Success with the use of (13) depends on predicted 𝑦𝑦𝐺𝐺(𝑡𝑡) having errors with stable variances despite errors in the measured 𝐹𝐹(⋅)(𝑡𝑡). 
The following error calculation is a minor modification of the presentation in Appendix B of (D. P. Fan & Cook, 2003). The computation begins by defining 𝑢𝑢𝐺𝐺,0 ≡ 𝐹𝐹𝐺𝐺/(𝐹𝐹𝐺𝐺 + 𝐹𝐹𝐵𝐵) and 
𝑣𝑣 ≡ 𝑒𝑒𝑒𝑒𝑝𝑝(∫ (𝐹𝐹𝐺𝐺 + 𝐹𝐹𝐺𝐺)𝑑𝑑𝑡𝑡) so that integrating (13) by parts gives  
𝑦𝑦𝐺𝐺(t) = ∫𝑢𝑢𝐺𝐺,0 𝑑𝑑𝑣𝑣 + 𝑐𝑐𝑣𝑣 = 𝑢𝑢𝐺𝐺,0𝑣𝑣𝑣𝑣 − ∫𝑢𝑢𝐺𝐺,1 𝑑𝑑𝑣𝑣 + 𝑐𝑐𝑣𝑣  (14) where 𝑢𝑢1 ≡ (𝑑𝑑𝑢𝑢𝐺𝐺,0/𝑑𝑑𝑡𝑡)/(𝐹𝐹𝐺𝐺 + 𝐹𝐹𝐺𝐺). The integration by parts can continue iteratively to give  y𝐺𝐺(t) = 𝑢𝑢𝐺𝐺,0 − 𝑢𝑢𝐺𝐺,1 + 𝑢𝑢𝐺𝐺,2 …𝑢𝑢𝐺𝐺,𝑛𝑛 … + c/v (15) where 𝑢𝑢𝐺𝐺,𝑛𝑛 ≡ (𝑑𝑑𝑢𝑢𝐺𝐺,𝑛𝑛−1/𝑑𝑑𝑡𝑡)/(𝐹𝐹𝐺𝐺 + 𝐹𝐹𝐵𝐵) and the 𝑢𝑢 terms are preceded by alternating plus and minus signs. Note that 𝑣𝑣 can only increase with integration time because 𝑣𝑣 is the integral of all prior conversion forces which are derived from message scores that are all inherently positive numbers. Consider the situation where enough time has elapsed so that 𝑣𝑣 is sufficiently large compared to 𝑐𝑐 that 𝑐𝑐/𝑣𝑣 can be ignored. Under this condition, (15) has no remaining 𝑣𝑣 terms. With no integral terms, prediction error ΔG(t) ≡ 𝑦𝑦�𝐺𝐺(t) − 𝑦𝑦𝐺𝐺(t) only reflects current values of 𝑢𝑢 and its derivatives and is independent of the integration. Therefore, predicted time series (13) has the useful feature that var(𝛥𝛥𝐺𝐺(𝑡𝑡)) only depends on local values of 𝑢𝑢𝐺𝐺,𝑛𝑛. This feature makes it practical to compute 𝑦𝑦�𝐺𝐺(t) from 𝐹𝐹�(⋅)(𝑡𝑡) functions alone without the worry that var(𝛥𝛥𝐺𝐺(𝑡𝑡)) will increase without limit as 𝑡𝑡 → ∞. If y�𝐺𝐺(t) changes only slowly and within a narrow range, then 𝑢𝑢𝐺𝐺,0 is the dominant term in (15) because all other terms 𝑢𝑢𝐺𝐺,𝑛𝑛 are based on derivatives which are small when 𝑢𝑢 changes little. Note that the condition of unchanging 𝑢𝑢𝐺𝐺,0 only requires that the ratio 
𝐹𝐹𝐺𝐺/(𝐹𝐹𝐺𝐺 + 𝐹𝐹𝐵𝐵) should not vary without the more stringent condition of constancy in the individual 𝐹𝐹(⋅) functions. Given that the 𝐹𝐹(⋅) are associated with additive, unbiased errors 𝛿𝛿(⋅) from (11), then the first approximation is 𝐸𝐸(𝛥𝛥𝐺𝐺) = 0 and var(𝛥𝛥𝐺𝐺) ≈ var(𝑢𝑢𝐺𝐺,0)= var(𝛿𝛿𝐺𝐺)(𝜕𝜕𝑢𝑢𝐺𝐺,0𝜕𝜕𝐹𝐹𝐺𝐺 )2 + var(𝛿𝛿𝐵𝐵)(𝜕𝜕𝑢𝑢𝐺𝐺,0𝜕𝜕𝐹𝐹𝐵𝐵 )2= var(𝛿𝛿𝐺𝐺)𝐹𝐹𝐵𝐵2 + var(𝛿𝛿𝐵𝐵)𝐹𝐹𝐺𝐺2(𝐹𝐹𝐺𝐺 + 𝐹𝐹𝐵𝐵)4
 
if enough time has elapsed that the effects of the constant of integration 𝑐𝑐 have dissipated due to increasing 𝑣𝑣. This equation assumes that 𝐹𝐹𝐺𝐺  is independent of 𝐹𝐹𝐵𝐵. Since (15) leads to stability in var(𝛥𝛥𝐺𝐺), 𝑦𝑦�𝐺𝐺(𝑡𝑡) can be predicted using any numerical method. Sensitivity analysis. Aside from formal statistics, sensitivity analysis is another means for obtaining insights into error behavior. In sensitivity analysis, errors are deliberately introduced into calculations to see how they affect predictions. In implementing (13), errors are usually minimized by initializing the integration with opinion values that are close to the initial time of calculation 𝑡𝑡0. Sensitivity analyses can be performed by purposely using erroneous initial opinion values that are far from any actual 
opinion measurements. One set of initial values with maximum errors would be 𝑦𝑦𝐺𝐺(𝑡𝑡0) = 1 and 𝑦𝑦𝐵𝐵(𝑡𝑡0) = 0; another would be the reverse with 𝑦𝑦𝐺𝐺(𝑡𝑡0) = 0 and 𝑦𝑦𝐵𝐵(𝑡𝑡0) = 1. The error calculation given above indicates that early error should disappear so predictions beginning with extremely different initial conditions should converge to the same value, and this result has actually been found (D. P. Fan & Cook, 2003). Bootstrap variance. Yet a third way to obtain insights into errors is to compute bootstrap variances. A bootstrap calculation starts with a presumptively representative sample drawn from a full population. This starting sample is then used as a substitute full population that is presumed to have a structure close to that of the original full population.  Since inferences can be drawn from representative samples, the bootstrap method draws random samples of the substitute full population. The random draws are made with replacement to arrive at redrawn samples of the same size as the substitute population. Statistics are then calculated from the redrawn samples (Hall, 1994). In  a bootstrap calculation for (13), 200 random draws with replacement were made of the full set of message scores for the entire length of the time series. Each draw had the same number of scores as in the original set of scores. Then, predictions were made using the model parameters estimated from the original dataset. Variances computed from the replicate predictions again showed that the variances in the predicted opinions were stable over time (D. P. Fan & Cook, 2003).  I*deodynamic application to data For ideodynamic regressions, it is more convenient to perform the integration iteratively using differential equation (12) than to calculate integral equation (13). For the iterative computation, (12) can be converted to discrete time to give the nonlinear regression equation:  yG,t = yG,t−1 + kGMG,t�1 − yG,t−1�–𝑘𝑘𝐵𝐵𝑀𝑀𝐵𝐵(𝑡𝑡)𝑦𝑦𝐺𝐺,𝑡𝑡−1 (16) Implementation of (16) begins at initial time 𝑡𝑡 = 0 and an initial 𝑦𝑦𝐺𝐺,0 which can be an opinion measurement taken close to the beginning of the computation. Then iterative computations are made by incrementing time one step after another to predict the entire time course from persuasive information alone.  It is straightforward to extend the ideodynamic methodology to predict simultaneous conversions among more than two opinion states. This chapter illustrates an extension of the model to predict the time courses of three opinions about Toyota Motor Corporation from 6/15/2009 to 8/1/2012 (D. Fan et al., 2013).  The predictions were for opinions from the BrandIndex program of YouGov plc, London, UK. Responses were collected daily using an internet survey question asking, “Do you have a generally positive feeling about the brand?” Responses were averaged weekly to give opinion values with sample sizes of around 650. Respondents were assigned to time 𝑡𝑡 in the middle of the week to give the three opinion proportions of positive 𝑦𝑦𝑃𝑃𝑃𝑃𝑃𝑃,𝑡𝑡, negative 
𝑦𝑦𝑁𝑁𝑁𝑁𝑁𝑁,𝑡𝑡, and neutral 𝑦𝑦𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡,𝑡𝑡 for Toyota. 
The persuasive force predictors came from Twitter sentences scored daily by General Sentiment, Inc. of Long Island, New York using the Lydia computer system (Key et al., 2010). Daily scores for good and bad Toyota sentences were summed to give positive 
𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃,𝑡𝑡 and negative 𝑀𝑀𝑁𝑁𝑁𝑁𝑁𝑁,𝑡𝑡 persuasive messages. Prior findings from (D. P. Fan & Cook, 2003) and elsewhere have shown consistently that the exponential decay of the memory of persuasive messages is so rapid that media messages effectively cease to change opinions after a single day. Longer memories of old information would result in more sluggish responses of opinions to new information than is found in regressions studies. Instead, opinion responds so nimbly to incoming information that old information must be forgotten very rapidly. Therefore, the Toyota model assumed that each sentence was only persuasive on its day of appearance and had vanished by the following day. The volume of total Tweets increased quite dramatically during the two and a half years of the study so all positive and negative Twitter scores in a day were normalized by dividing by the total volume of scores on that day. The study was conducted from 2009 to 2012 because Toyota had a strong reputation until 8/28/2009 when a California Highway patrol car crashed and killed the driver, an off-duty officer, and his family. This event led to Toyota’s 9/29/2009 recall of 3.9 million vehicles for uncontrollable acceleration due to floor mats that caused accelerator pedals to stick. Besides a further recall of 2.3 million cars due to accelerator issues, Toyota had other problems leading to further recalls including those of its bestselling Prius Hybrid for braking problems. The company recalled a total of 8 million cars in 2009 and 2010. Media content about Toyota subsided after these spikes of bad publicity. Toyota provided an excellent case for testing the model under circumstances where persuasive information was not stationary during the time course but underwent a large and unanticipated perturbation instead. The survey data divided the public into the three proportions of 𝑦𝑦𝑃𝑃𝑃𝑃𝑃𝑃,𝑡𝑡, 𝑦𝑦𝑁𝑁𝑁𝑁𝑁𝑁,𝑡𝑡, and 
𝑦𝑦𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡,𝑡𝑡 so the ideodynamic model was configured to account for transfers of opinion-holders among the three groups.  Among potential conversion patterns, those in Fig. 1 gave satisfactory predictions. In the model, people would first be persuaded to move from positive to neutral with enrollment in the negative group occurring in a subsequent step requiring more negative information. At the same time, reverse transitions could also occur with people moving from the negative to the neutral group and from there to holding a positive opinion. Since people convert from their previous opinions 𝑦𝑦(⋅),𝑡𝑡−1 at time 𝑡𝑡 − 1 one day earlier to their present opinions 𝑦𝑦(⋅),𝑡𝑡 at time 𝑡𝑡, every force function 𝐹𝐹(⋅),𝑡𝑡 = 𝑘𝑘(⋅)𝑀𝑀(⋅),𝑡𝑡 from (7) is multiplied by a target 𝑦𝑦(⋅),𝑡𝑡−1 and its associated persuasibility constant 𝑘𝑘(⋅). This multiplication makes the model nonlinear. The result is (17) and (18) below. In addition, (19) derives from the requirement that all proportions must sum to one. 
 yPos,t = yPos,t−1 + kPos2 × MPos,t × yNeut,t−1– kNeg1 × 𝑀𝑀Neg,t × yPos,t−1 (17)  yNeg,t = yNeg,t−1 + kNeg2 × MNeg,t × yNeut,t−1– kPos1 × 𝑀𝑀Pos,t × yNeg,t−1 (18)  yNeut,t = 1 − yPos,t − yNeg,t (19) Model (17-19) is implemented in the accompanying documentation and Excel files which provide all the opinion data from BrandIndex’s internet surveys and Twitter scores from General Sentiment. The iterative opinion prediction was initialized with Twitter data on 6/15/2009 and measured opinion from 6/17/2009, just two days later. The closeness in these times means the initial opinions were likely to be reasonably accurate representations of opinion at the start of the iterative opinion calculation. The Excel files also provide regressions and statistics for (17-19) performed using the Excel add-in module called Solver (see online appendix).       
 Fig. 1: Model for conversions among proportions 𝑦𝑦(⋅) of a population holding opinions positive, neutral and negative for the Toyota Corporation. The conversions were from time (𝑡𝑡 − 1) to time 𝑡𝑡 in response to persuasive information 𝐹𝐹(⋅),𝑡𝑡 = 𝑘𝑘(⋅)𝑀𝑀(⋅),𝑡𝑡 at time 𝑡𝑡.      
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The spikes in both positive and negative Twitter content (Fig. 2, top two frames) corresponded to the timing of the Toyota accelerator revelations and their aftermaths.  These Tweet spikes led to the steep drop in positive opinions (Fig. 2, third frame, solid line) and the accompanying rise in negative perceptions (Fig. 2, bottom frame, solid line). Neutral opinion was on the transition pathways from positive to negative opinion and back (Fig. 2, fourth frame, solid line) and moved very little. The model only required the estimation of four coefficients which maintained great stability as seen in the closeness of the predicted line to measured opinion values throughout the time course using parameters estimated from opinion measurements extending to the end of 2011 (Fig. 2). This stability allowed for plausible opinion predictions from Twitter data for the next eight months. Tweets are assumed to represent relevant persuasive information used by the public rather than the entirety of that information. Therefore, the absolute values of the estimated persuasibility constants for Tweets are not meaningful. Instead, more useful numbers are the relative values of the constants. Therefore, the estimated coefficients were all normalized to 𝑘𝑘𝑃𝑃𝑃𝑃𝑃𝑃2 to give the persuasive powers of their associated persuasive force functions. The normalized coefficients were all approximately the same with 𝑘𝑘𝑃𝑃𝑃𝑃𝑃𝑃2 = 1, kNeg1 = 1.1, 𝑘𝑘𝑁𝑁𝑁𝑁𝑁𝑁2 = 2.5, and 𝑘𝑘𝑃𝑃𝑃𝑃𝑃𝑃1 = 3.1. The similarity of the coefficients meant that both positive and negative Tweet scores could all represent the positive and negative persuasive information about equally well. The quality of the fit is seen in the root mean squared error of 4.3 percent which is in the range of survey error. Also, the prediction gave the high R-squared values of 0.69 for 
𝑦𝑦𝑃𝑃𝑃𝑃𝑃𝑃,𝑡𝑡 and 0.84 for 𝑦𝑦𝑁𝑁𝑁𝑁𝑁𝑁,𝑡𝑡. The low R-squared value of 0.02 for 𝑦𝑦𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡,𝑡𝑡 is expected because the course line for 𝑦𝑦𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡,𝑡𝑡 is practically flat, so no model should give much improvement over a horizontal line. In the calculations discussed so far, the initial values for the iterative predictions were only two days later than the initial time of the calculations. Therefore, these values should have had minimal errors. For a sensitivity analysis, the effect of early errors was explored by beginning the iterative calculations with the extreme erroneous initial conditions of 
𝑦𝑦𝑁𝑁𝑁𝑁𝑁𝑁,0 = 1 and 𝑦𝑦𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡,0 = 𝑦𝑦𝑃𝑃𝑃𝑃𝑃𝑃,0 = 0. The parameters estimated from the low error initial conditions were used for the iterative calculations of the sensitivity analysis. As expected from the formal error calculations, opinion predictions beginning with the highly erroneous initial values (Fig. 2, bottom three frames, dashed lines) did converge to predictions using the more accurate initial conditions (Fig. 2, bottom three frames, solid lines). Thus, the sensitivity analysis confirmed the statistical calculations showing that predicted opinion trajectories should gradually come to depend only on recent messages and their errors. Discussion 
The mechanistic conversion model in this chapter is applicable to epidemiological infections, the Bass model for the diffusion of innovations and time series of public opinions. The flexibility of the model derives from the division of the model into two separate steps. The first step is to calculate applicable conversion forces; the second is to compute the response of a population to the forces. Consider first the conversion forces. For infections, the actual conversion forces should be microbes themselves. However, empirical measurements of infectious particles are often impractical, so the forces are assumed to be proportional to the proportion of infected individuals. Using similar arguments, persuasive forces in the Bass diffusion model also include a component of imitation that is proportional to the subpopulation of adopters. This component is augmented by a mathematical constant to account for a presumptively constant external force of innovation. Studies more recent than the 1969 Bass model have used empirically measured media messages in the ideodynamic model in place of the mathematical assumptions of the Bass model. The replacement was made because changes in behaviors should depend on persuasion by information as happens for public opinion. The replacement was also enabled by the more recent availability of mass media content scored by computer from electronic databases. Examples of satisfactory predictions from the mass media include those for the adoption of such behaviors as the purchase of caffeine-free colas and the usages of cocaine, tobacco, or the National AIDS Hotline (D. P. Fan, 1993, 1996b, 2002; D. P. Fan & Elketroussi, 1989; D. P. Fan & Holway, 1994; D. P. Fan & Shaffer, 1990). For these and other ideodynamic predictions based on mass media information, the model proposes an exponential decay for the memory of the information in the persuasive forces. The error calculations for the conversion forces show that the exponential decay leads to opinions changing largely in response to information remembered from the very recent past. Error calculations for persuasive forces showed the disappearance of early errors in the force functions given exponential memory losses. The calculations were performed in continuous time to take advantage of the fact that integrals of exponentials are the same exponentials. Moving on to the conversion process, mathematically assumed conversion forces can give S-shaped logistic increases for both infections and Bass diffusion. The mathematically modeled forces predict logistic trajectories which are not straight lines in time. In contrast, linear models would give approximations that are only appropriate over short time periods around individual points in a time series.  Unlike the infection and Bass models where entire predicted time series depend on constant parameters, the ideodynamic model uses measured conversion forces as the sole determinants of any conversions. If there are no conversion forces, ideodynamics predicts that opinion would stay unchanged.  
Empirically measured persuasive forces can both increase and decrease the proportion of people holding an opinion. Over time, the proportion of individuals with an opinion becomes the result of all past opinion changes. Thus, opinion at a particular time can be interpreted as a memory which summarizes all of a person’s past opinion adoptions even if the person had forgotten when or how the changes were made. As was the case for errors in force functions, error calculations for the conversion equations were also performed in continuous time so that integration by parts for integral equations could give easy computations to show error disappearance. Standard methods for stochastic differential equations (Oksendal, 2013) were not needed for the error calculations for either the force functions or the conversion functions. The disappearance of early errors from statistical calculations was supported by sensitivity analyses in which large errors were introduced into the initial conditions of the iterative opinion predictions. Results from the Toyota study and from (D. P. Fan & Cook, 2003) both indicated that errors in prior opinions vanish over time. The third procedure for examining errors was to compute bootstrap variances, and these calculations also demonstrated the error stability found from formal statistics and sensitivity analyses. There are two keys to the disappearance of early errors in the conversion equations. One key is the logical requirement that population proportions sum to one at all times. Another key comes from the argument that persuasive forces only act on relevant target proportions. This requirement is implemented by multiplying conversion forces by target proportions throughout the iterative calculations. The multiplication leads to continuous decreases in contributions by persuasive forces over time because population proportions always lie between zero and one. The exclusion of prior opinion measurements from opinion predictors is the opposite of the approach in autoregressive models like ARIMA where essential predictors are earlier values of the same opinion time series. Furthermore, autoregressive models tend to include only variables coming from a limited number of past time intervals. In contrast, the ideodynamic model includes all information back to the beginning of the iterative computations. The error stability allowed the same parameters and news media coverage to make successful predictions of the University’s Index of Consumer Sentiment every day over two and a half decades (D. P. Fan & Cook, 2003). Furthermore, the ideodynamic model provides critical tests of both the appropriateness of the model and the suitability of the input message scores which are the only sources for the predictors. Successful ideodynamic predictions of Toyota opinions could be made from not only Twitter scores (see above) but also content scores from the mainstream press, blogs, and internet forums (D. Fan et al., 2013). Therefore, all these media have similarly predictive content, and the model is also appropriate. The independence of the media predictors from the opinions being predicted allows the two types of variables to be measured at different times and to have missing data. Twitter 
scores were generally scored every day. However, there were a few days when data were unavailable. When there are no additional scores, the ideodynamic model simply adds no new information to the persuasive forces. If this omission leads to opinion prediction errors, then the errors gradually disappear. The decoupling of force and opinion measurements also meant that opinions could be predicted daily from Twitter scores and then be compared in regressions to opinion measurements whenever the opinions were measured, however infrequently or irregularly. The sample sizes for Toyota opinion measurements were only about 100 per day, so it was necessary to average opinions by the week to obtain sample sizes that were large enough to avoid excessive scatter in the opinion values. Therefore, daily predicted opinion values were compared with opinion measurements once a week.  The ability to use ideodynamics in regressions with irregularly timed opinion data was found in a variety of applications which demonstrated that the mainstream press could give consistently satisfactory predictions of opinion time courses in the United States (Domke et al., 1997; D. P. Fan, 1996a; D. P. Fan et al., 2002; D. P. Fan, Wyatt, et al., 2001; D. P. Fan & Norem, 1992; D. P. Fan & Tims, 1989; Hertog & Fan, 1995; Huebner et al., 1997; Jasperson et al., 1998; Jasperson & Fan, 2002; Shah et al., 1999). Ideodynamics could also predict opinion time series in a variety of other countries including Canada (D. P. Fan, 1997), Germany (D. P. Fan, Brosius, et al., 2001), and the Netherlands (Kleinnijenhuis & Fan, 1999)  Ideodynamic models might even be applicable in an era of microtargeted information. In microtargeting, reinforcing information is often directed preferentially to people already favoring an opinion. Such reinforcing information should not alter opinions; instead, opinion change requires information favoring an idea not held. In effect, opinion changes should mainly result from non-microtargeted information. Although the ideodynamic model has been consistently successful for predicting public opinions and behaviors, the model has not been widely adopted. One contributory explanation could have been the rarity in the past of time series of computer-generated media scores for use as predictor variables as well as time series of opinions and behaviors for use as dependent variables. However, both these types of data have become much more readily available and can be supplemented from even newer data sources such as SocialScienceOne. This is a collaborative project for data transfer from major commercial companies like Facebook to the academic community.  References Bacaër, N. (2011). Verhulst and the logistic equation (1838). In N. Bacaër, A Short History of Mathematical Population Dynamics (pp. 35–39). Springer London. https://doi.org/10.1007/978-0-85729-115-8_6 Bass, F. M. (1969). A New Product Growth for Model Consumer Durables. Management Science, 15(5), 215–227. JSTOR. 
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