A frequency domain identification algorithm is analyzed. The algorithm identifies state-space models given samples of the frequency response function given at equidistant frequencies. A first order perturbation analysis is performed revealing an explicit expression of the resulting transfer function perturbation. Stochastic analysis show that the estimate is asymptotically (in data) normal distributed and an expression of the resulting variance is derived. Monte Carlo simulations illustrates the validity of the derived variance also for the non-asymptotic case and a comparison with the Cram6r-Riw lower bound shows that the algorithm is suboptimal.
Introduction
Frequency domain identification can in many cases be a useful way of finding empirical models for linear systems. In this setting the identification data is considered to be measured samples of the frequency response function of the system. If certain experimental conditions hold frequency domain techniques are superior to the more commonly used time domain techniques, e.g. when stepped sine excitation is used. An overview of frequency domain techniques based on transfer function fitting can be found in [12] .
Frequency domain subspace algorithms [4, 7, 10, 111 are non-iterative and are based on the realization algorithm by Ho and Kalman 131 or Kung's version 151.
The realization algorithms [3, 51 find a minimal statespace realization given a finite sequence of Markov parameters. The Markov parameters or impulse response coefficients of the system are, in the frequency domain methods, estimated from the inverse discrete Fourier transform (DFT) of the frequency response data. The approach taken in [4] is exact only if the system has a finite impulse response and therefore for lightly damped systems yields very poor estimates. This stems from the fact that the estimated impulse response, using a finite number of frequency data, is always biased if the system has an impulse response of infinite length. In [lo, 9, 111 , the inverse DFT technique is combined with a subspace identification step yielding the true finite-dimensional system in spite of the bias of the impulse response.
The topic of this paper is to analyze the algorithm
In the stochastic analysis we will show strong consistency of the method and show that the asymptotic estimate is normal distributed. The paper is outlined as follows. In the next section we formulate the identification problem and in the third section the identification algorithm is presented. The fourth section is devoted to error analysis. Firstly a first order perturbation analysis is performed. Secondly stochastic analysis is performed where consistency and asymptotic normality is derived. In Section 6 a Monte Carlo simulation example is given illustrating the validity of the derived asymptotic variance expression. The paper is concluded in Section 7.
Problem formulation
Assume that the true system G is a stable multivariable linear time-invariant discrete time system with vector valued input u(t) E Iw" and vector valued output y ( t ) E Rp. The input-output properties is characterized by the minimal state-space model where s(t) E Iw" is the state vector. The state-space model (1) has the impulse response
The frequency response of (1) is defined as
Given a fiu ',e number of frequency response measurements, equally spaced in frequency,
of the frequency response function of the Ejystem, a finite dimensional state-space system (1) of order n, denoted by G, is sought such that the true system and the identified model are "close". In (4) G(z)
represents the system frequency function (3) and n k denotes the noise. Closeness between systems is quantified by
Here counterparts and the estimated system will be close to the true system. The SVD of the identification algorithm will thus have a noise threshold and when the noise level increases over this level the resulting estimates will not be reliable since the singular vectors in U, might change places. In the next section we will discuss how the estimated system is perturbed when A H is "small".
Bounded Noise
Suppose that frequency response data Gk is given as in (4) where G is the finite dimensional nominal model and nk captures unmodeled dynamics and noise. First we consider the case when n k is uniformly bounded
k The noise term nk will yield an additive perturbation on the coefficient hk and we find 
First Order Perturbation Analysis
The perturbation analysis will be performed using a first order expansion of how the left singular vectors Us axe perturbed by AH. The analysis is valid whenever E is sufficiently small. The route we will follow below is inspired by similar types of analysis of array signal processing algorithms [6] . Although U, is highly nonlinear in the data H we seek a first order perturbation matrix AU, which is linear in the perturbation AH. An obvious but not tractable way is to find AU, by differentiation. Instead a backward error analysis is employed to find AU,. 
Proof. See [SI.
The derived perturbation expression has the following two properties. It is exactly orthogonal to the unperturbed space and hence
The perturbed subspace is orthonormal up to first
Assumptions order (U, + + AU8) = I + O(llAHII$)).
If we assume U, = 0 we obtain the alternative ex- 
Consistency
In this section we show that the described method is strongly consistent, i.e., the limiting transfer function estimate is equal to the true transfer function with 
M -t W
The result (32) now follows from Theorem 1.
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also be a stochastic variable. The aim of this section is to first show that the elements of AH converge w-p. 1 to zero as A 4 tends to infinity. This implies that the norm ((AH((F also tends to zero and strong consistency follows. Furthermore we will show that the estimate is asymptotically normal and derive the
Asymptotic Distribution and Variance
The first order perturbation analysis has given us expressions of the estimation error dependence of the matrix AH and consequently the sums Ahk. We have variance of the estimate. Y W = will be used. The magnitude of the transfer function is depicted in Figure 1 . Using the transfer function G, 101 samples ( M = 100) of the frequency response function are generated using a linear frequency grid ranging from WO = 0 to W M = n. Each frequency response sample is corrupted with independent complex Gaussian noise with three different variance levels R = 1, R = 0.1 and R = 0.01. Using different realizations of the noise 3 x 10000 different estimation data sets are generated. From these data sets, 3 x 10000 models of second order are estimated using Algorithm 1. Let the estimated models be denoted by G, where subscript s indicates which data set is used in the identification. The estimated variance of the transfer function is evaluated as 
G(z) -G(z) = AG(z) + O(llAH112) (33)
where, as shown in Theorem 2, AG(z) is a linear
M E (G(z) -E G ( z ) ) ( G ( z )
-E G ( z ) )~ + P ( z ) ,(37)~ 10000 1 P M c ( W k ) = - lGs(ejwk) -G(ejWk)l2.
Conclusions
We have in this paper analyzed a non-iterative frequency domain state-space identification algorithm. If the measurements are contaminated with unmodeled dynamics and/or noise upper bounded by E we show that the resulting identification error is upper bounded by e and hence the algorithm is robust. An asymptotic stochastic analysis shows that the algorithm is strongly consistent if each measurement is perturbed by an independent stochastic noise term. firthermore we show that the resulting estimated transfer function is asymptotically normal distributed and derive the asymptotic variance. A comparison with a Monte-Carlo simulation shows that the analytical asymptotic variance expression is of high quality also for the finite case. A comparison with the Cramdr-Rao lower bound shows that the method is asymptotically only suboptimal.
