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Resumen
El aumento del tamaño y la complejidad de las actuales redes de comunica-
ciones móviles diﬁculta enormemente las tareas de gestión de red. Para afrontar
este problema, los operadores demandan herramientas automáticas capaces de re-
copilar y procesar las medidas de red con una mínima intervención humana. Con
tales herramientas, es posible aprovechar la información proporcionada por los
eventos de señalización, que hoy en día se descarta, para determinar la conﬁgura-
ción óptima de la red.
En esta Tesis se proponen diversos algoritmos de optimización automática de
parámetros de una red de acceso radio Long Term Evolution (LTE), cuya principal
novedad es la utilización de indicadores obtenidos a partir de trazas de conexión
de la interfaz radio.
Como punto de partida, se describe una metodología genérica para construir
indicadores de rendimiento de red mediante el procesado de eventos complejos
(Complex Event Processing, CEP). El objetivo de esta metodología es mostrar
la posibilidad de crear nuevos indicadores de rendimiento, distintos de los pro-
porcionados por los fabricantes, para obtener información más detallada del fun-
cionamiento de la red a partir de las trazas de conexión.
A continuación, se presenta un análisis de diversos indicadores de capacidad
utilizados por los operadores, basado en datos extraídos de una red LTE real.
Este análisis preliminar permite entender cómo diﬁeren los distintos indicadores
de capacidad y conﬁrma la correlación de estos indicadores con los indicadores de
calidad de señal.
Posteriormente, se propone un algoritmo de ajuste automático del ángulo de
inclinación de las antenas para la optimización de la cobertura y la capacidad
de una red LTE. El objetivo del algoritmo es maximizar el área de cobertura
xv
xvi Resumen
y mejorar la eﬁciencia espectral global de la red, eliminando situaciones de so-
breapuntamiento (overshooting) o excesivo solapamiento entre celdas vecinas. A
diferencia de propuestas anteriores, el algoritmo propuesto utiliza como entrada
tres nuevos indicadores que reﬂejan los problemas de cobertura, sobreapuntamien-
to y solapamiento entre celdas, a partir de medidas extraídas de las trazas de
conexión.
Como alternativa al ajuste de inclinación de antenas, se propone un algoritmo
de optimización automática de la potencia máxima de transmisión de las estaciones
base de una red LTE. El objetivo del algoritmo es mejorar la eﬁciencia espectral
global del sistema en el enlace descendente mediante la reducción de la potencia de
transmisión de celdas que generen problemas de interferencia. Como novedad, el
algoritmo propuesto se basa en un nuevo indicador que predice el impacto causado
por el cambio de la potencia de transmisión de cada celda en la calidad de señal
global de la red en el enlace descendente.
Todos los métodos desarrollados en esta Tesis se conciben para ser integra-
dos en una herramienta de optimización comercial centralizada en el sistema de
gestión de red. Para formular el problema, se analizan estadísticas de rendimiento
y trazas de conexión tomadas de redes reales. En su desarrollo, se consideran las
restricciones impuestas por el operador y el fabricante, prestando especial aten-
ción a la eﬁciencia computacional de los algoritmos de resolución. Como prueba de
concepto, se realizan pruebas de campo en un escenario real donde las estaciones
base incorporan mecanismos para la inclinación remota de antenas (Remote Elec-
trical Tilt, RET). Finalmente, para estimar el beneﬁcio potencial, los algoritmos se
validan en un simulador de nivel de sistema que implementa escenarios ajustados
con estadísticas de una red real LTE.
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F4 Sensibilidad de la interferencia en las celdas vecinas dB
PRX Nivel de señal recibida dBm
prx Nivel de señal recibida mW
l Carga de celda -
n0 Ruido térmico mW
t Tráﬁco medio bps
se Eﬁciencia espectral bpsPRB
Nprb Número de PRB -
sema´x Valor máximo de eﬁciencia espectral
bps
PRB
γ SINR DL -
γmı´n Valor mínimo de SINR DL -
γma´x Valor máximo de SINR DL -
αimp Factor de corrección de pérdidas de implementación PRB-1
γ SINR medio de celda -
ic(j, i) Ratio de interferencia medio en la celda i debido a la celda
vecina j
-
∆Γt Diferencia de SINR total del sistema dB
βmı´n Valor mínimo de β dB
βma´x Valor máximo de β dB
∆P
(l)
TX Incremento de potencia en el lazo l dB
P
(l+1)
TX Potencia de transmisión en el lazo l+1 dBm
xxvi Símbolos
P
(l)
TX Potencia de transmisión en el lazo l dBm
PTXmı´n Valor mínimo de PTX dBm
PTXma´x Valor máximo de PTX dBm
∆PTX Incremento medio de la potencia de transimisión dB
∆α Incremento medio del ángulo de inclinación o
fc Frecuencia de portadora MHz
a(hMS) Factor de corrección de la altura de la antena del terminal
móvil
dB
dBP Distancia de ruptura para usuarios LOS m
σSF Desviación estándar para desvanecimiento lento dB
RLEmı´n Valor mínimo de RLE
kbps
PRB
RLEma´x Valor máximo de RLE
kbps
PRB
BPRB Ancho de banda por PRB kHzPRB
RSRPiRAT Valor umbral de iRAT dBm
PRX Nivel medio de potencia recibida dBm
Nvec Número de celdas vecinas -
Introducción
En este capítulo inicial se introduce el trabajo realizado en esta Tesis. En
primer lugar, se expone la motivación que da lugar al estudio de los métodos
de optimización automática aquí desarrollados. A continuación, se plantean los
objetivos de investigación y la metodología de trabajo seguida a lo largo de la
Tesis. Por último, se presenta la estructura del presente documento.
Motivación
En los últimos años, el incremento del número de usuarios y servicios en redes
móviles ha llevado a los operadores y fabricantes a desarrollar sistemas de comu-
nicaciones móviles con mayor capacidad. Esta evolución de los sistemas de comu-
nicaciones móviles ha culminado con la especiﬁcación de la tecnología Long Term
Evolution (LTE), que hoy en día está implantada a nivel mundial. Descrita por
primera vez en [1], LTE mejora el rendimiento de los sistemas de comunicaciones
móviles predecesores con mayores tasas de transmisión de datos, menor latencia
y consumo de potencia, mayor ﬂexibilidad en el uso del espectro radioeléctrico y
una arquitectura de red simpliﬁcada [2].
Al mismo tiempo, la complejidad de estos sistemas se ha incrementado ex-
ponencialmente, lo que complica enormemente las tareas de gestión de red. Por
esta razón, los operadores demandan herramientas para conﬁgurar y optimizar los
parámetros de red de forma automática, como una solución ﬂexible y económica
para mejorar la capacidad de la red sin incrementar los costes de inversión. Estas
herramientas permiten la construcción de redes autoorganizadas (Self-Organizing
Network, SON) [3, 4], con las que se pretende reducir los costes de despliegue, al
mismo tiempo que se mejora el rendimiento y la capacidad de la red.
1
2 Introducción.
Por eﬁciencia, las herramientas SON cubren sólo aquellos problemas que tienen
una mayor repercusión sobre el rendimiento de la red. Uno de los casos de uso
más importantes es la optimización de la cobertura y la capacidad (Coverage
and Capacity Optimization, CCO), al tener incidencia sobre la automatización
del proceso de planiﬁcación y/o conﬁguración (self-planning o self-configuration),
optimización (self-optimization) y curación (self-healing) de las redes móviles [5].
En toda red móvil, existe un compromiso entre la cobertura y la capacidad. Así,
el objetivo de la CCO es proporcionar cobertura y capacidad óptima de forma
conjunta, de modo que se maximice la capacidad de red mientras se garantiza un
nivel mínimo de calidad del servicio.
El problema de la CCO en LTE puede afrontarse con el ajuste de multitud
de parámetros de red que impactan sobre los indicadores de cobertura y capaci-
dad. Uno de los métodos más utilizados es el ajuste del ángulo de inclinación
de las antenas de las estaciones base, al ser una técnica eﬁcaz para mejorar el
aislamiento entre celdas y/o extender la cobertura en redes celulares [6]. Una con-
ﬁguración óptima del ángulo de inclinación minimiza la interferencia entre celdas
vecinas (problemas de solapamiento u overlapping), evita conexiones con usuarios
demasiado lejos de la celda (problemas de sobreapuntamiento u overshooting) y, al
mismo tiempo, mejora la cobertura en el área que debe ser servida por la estación
base. Este ajuste puede realizarse de manera mecánica, lo cual requiere visitar el
emplazamiento de la antena para hacer los cambios físicamente, o puede realizarse
eléctricamente y ser controlado de manera remota mediante la técnica conocida
como Remote Electrical Tilt (RET). Así, cambiar el ángulo de inclinación con RET
es tan costoso como cambiar cualquier otro parámetro de la red de acceso radio.
No obstante, encontrar cuál es la conﬁguración óptima del ángulo de inclinación
es complicado, lo que impide que los operadores saquen el máximo partido de esta
técnica.
En la práctica, no siempre es posible modiﬁcar el ángulo de inclinación de las
antenas, debido a que, o bien las antenas son compartidas por distintas tecnologías
de acceso radio [7], o bien el emplazamiento carece de la funcionalidad RET. En
estos casos, una alternativa para solventar el problema de la CCO es ajustar la
potencia de transmisión de las estaciones base mediante la regulación de potencia
(Power Control, PC). El objetivo del control de potencia es reducir la cantidad de
interferencia entre celdas vecinas, al mismo tiempo que se transmite a los equipos
de usuario (User Equipment, UE) con suﬁciente potencia para garantizar una
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calidad del enlace aceptable [8, 9]. De la misma forma que con RET, cambiar
la potencia de transmisión de las estaciones base es tan costoso como modiﬁcar
cualquier otro parámetro de la red de acceso radio. Aun así, queda el problema de
encontrar la conﬁguración óptima de la potencia de transmisión de cada estación
base del sistema. En dicha búsqueda, existe compromiso entre asegurar una buena
calidad de conexión para los usuarios servidos por una celda y la interferencia
generada (y, por lo tanto, la calidad de señal recibida) en las celdas vecinas. Este
compromiso diﬁculta la tarea de encontrar la conﬁguración óptima de potencia de
transmisión.
Independientemente del parámetro modiﬁcado en CCO (ángulo de inclinación
de antena o potencia de transmisión), es importante disponer de indicadores de red
que permitan un análisis ﬁable y pormenorizado del estado de la red móvil. Sólo así
se consigue que la acción de reconﬁguración tenga el mejor impacto posible en su
rendimiento. Por ello, el uso de indicadores construidos con medidas de la red real
es una herramienta indispensable para la CCO. Las medidas de la red se clasiﬁcan
normalmente en contadores de rendimiento (Performance Management counters,
PM counters) y eventos de rendimiento (Performance Management events, PM
events) [4]. Los contadores de rendimiento reﬂejan estadísticos del comportamiento
de un elemento de red (p. ej., una estación base) agregados durante un periodo
de tiempo. Ejemplos de contadores son el número de usuarios activos, el número
de portadoras activas o el número de traspasos realizados con éxito en una celda
durante una hora. Adicionalmente, los elementos de red generan constantemente
eventos de señalización, con información muy detallada, que quedan recogidos en
trazas de conexión que contienen los mensajes de control intercambiados por los
elementos de la red. Ejemplos de estos eventos son el inicio o ﬁn de una llamada
o conexión, el cambio de celda de un usuario con conexión activa o la asignación
de recursos radio a una determinada conexión. En la práctica, la gran cantidad
de información suministrada por los eventos impide que los operadores puedan
aprovecharlos para las tareas de optimización de red, por lo que estos procesos
se basan actualmente sólo en contadores. Desafortunadamente, la especiﬁcación e
implementación de contadores por parte de los fabricantes es un proceso largo y
tedioso, y, como consecuencia, el conjunto de contadores es todavía muy limitado
en tecnologías recientes, como LTE. Esta falta de contadores diﬁculta el análisis
del estado de la red de estas tecnologías aún inmaduras.
Los últimos avances en tecnologías de la información hacen posible procesar
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enormes volúmenes de datos en tiempo real [10]. Este proceso, conocido como
análisis masivo de datos (Big Data Analytics, BDA), tiene como objetivo descubrir
patrones ocultos, correlaciones desconocidas o tendencias del mercado. En las redes
móviles, el concepto de big data hace referencia al conjunto de parámetros de
conﬁguración, contadores de rendimiento, alarmas, eventos, registros de datos de
carga o etiquetas de problemas [11] que pueden usarse para extraer conclusiones
acerca del rendimiento de la red.
Para procesar los datos de la red, han aparecido varias herramientas en el mer-
cado basadas en el procesado de eventos complejos (Complex Event Processing,
CEP) [12]. CEP es un sistema de gestión de ﬂujos de datos diseñado para operar
con datos que se recopilan continuamente, que permite crear aplicaciones para el
ﬁltrado, la correlación y el procesado de eventos en tiempo real (o casi real). Este
sistema permite a los operadores trabajar con grandes cantidades de información
heterogénea, enlazando datos almacenados en diferentes localizaciones, generados
por diferentes fuentes y en distintos momentos (de ahí el término de evento com-
plejo).
Por su ﬂexibilidad, se intuye que el análisis masivo de los datos recogidos por
el sistema de gestión de red puede servir para desarrollar de forma ágil nuevos
indicadores de rendimiento, distintos a los ofrecidos por los fabricantes. Estos
nuevos indicadores, denominados contadores sintéticos, enriquecen la información
suministrada por los contadores tradicionales. Siguiendo esta línea, en esta Tesis se
aborda el estudio de métodos de CCO basados en contadores sintéticos construidos
con técnicas CEP.
Objetivos de la Tesis
El objetivo fundamental de esta Tesis es el desarrollo de algoritmos automáticos
de optimización de la cobertura y la capacidad de redes LTE a partir del análisis
masivo de información disponible en los eventos recopilados en la red. En concreto,
los objetivos especíﬁcos de este trabajo son:
a) desarrollar una herramienta CEP que procese la información disponible en los
eventos recopilados en la red, y que permita generar contadores sintéticos para
la optimización de la cobertura y la capacidad de una red LTE,
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b) diseñar algoritmos heurísticos de optimización que permitan ajustar el ángulo
de inclinación de las antenas o, en su defecto, la potencia de transmisión de las
estaciones base, basados en los indicadores obtenidos del análisis de información
masiva en la red,
c) validar los algoritmos propuestos en un simulador estático de nivel de sistema
que implemente escenarios de red construidos a partir de datos de redes LTE
reales, y
d) validar los algoritmos propuestos mediante pruebas de campo en la red de un
operador.
Las principales contribuciones de esta Tesis son:
a) una metodología CEP para generar nuevos indicadores que midan el rendimien-
to de una red LTE a partir del análisis de información masiva disponible en la
red,
b) la deﬁnición de cuatro nuevos indicadores sintéticos que permiten caracteri-
zar los problemas de solapamiento, sobreapuntamiento, cobertura y eﬁciencia
espectral en redes LTE,
c) dos algoritmos heurísticos de optimización automática de la cobertura y la
capacidad de redes LTE que ajustan el ángulo de inclinación de las antenas o
la potencia de transmisión de las estaciones base en el enlace descendente, a
partir de los cuatro indicadores anteriores, y
d) la integración del algoritmo de optimización del ángulo de inclinación de las
antenas en la herramienta de optimización de parámetros de Ericsson Self-
Organizing Network-Optimization Manager (SON-OM), y su validación en re-
des reales.
Es habitual que, en el contexto académico, la mayoría de los trabajos se centren
en los aspectos más teóricos de la investigación, relegando a un segundo plano la
aplicación práctica de sus propuestas. Una característica distintiva de esta Tesis es
su aplicabilidad práctica, que viene impuesta por el marco de ﬁnanciación a través
de la empresa Ericsson en el que se ha desarrollado. Cada uno de los problemas
analizados en este trabajo ha sido planteado desde una perspectiva eminentemente
6 Introducción.
práctica, tal como lo harían el operador y el proveedor de herramientas. Por este
marco, como restricción de partida, se impone que todos los métodos propuestos
deben de ser lo suﬁcientemente sencillos como para ser incluidos en una herra-
mienta de optimización comercial sin comprometer su eﬁciencia computacional.
Además, todos los métodos deben diseñarse y validarse a partir de datos de redes
LTE reales. En este sentido, la colaboración con Ericsson ha facilitado el acceso a
los datos disponibles en redes comerciales. Esta información, sin la cual no habría
sido posible realizar esta Tesis, es otra de las principales fortalezas de este trabajo.
Metodología de trabajo
En vista de los objetivos expuestos, se establece el siguiente plan de trabajo:
1. El trabajo se inicia con un estudio del estado de la técnica y la tecnología
disponible para la optimización de la cobertura y la capacidad en las re-
des autoorganizadas LTE. Dicho estudio permite identiﬁcar las técnicas de
optimización descritas en la bibliografía, entre las que se analizarán especial-
mente las que ajustan el ángulo de inclinación de las antenas y la potencia
de transmisión de las estaciones base en el enlace descendente. Al mismo
tiempo, se identiﬁcan las técnicas más avanzadas de control de sistemas de
grandes dimensiones (control difuso) y el procesado de eventos complejos
(CEP). Además, se realiza un estudio en profundidad de la documentación
del fabricante que explica los parámetros de conﬁguración y los indicadores
de rendimiento existentes.
2. Un análisis teórico preliminar permite identiﬁcar las limitaciones de los algo-
ritmos de optimización existentes de cobertura y capacidad en redes LTE. Se
analiza especialmente cómo las técnicas estudiadas utilizan sólo parcialmente
la información disponible en las redes y qué limitaciones tienen los conta-
dores de rendimiento tradicionales a la hora de describir el funcionamiento
de la red.
3. Con el objetivo de manejar el gran volumen de información disponible en los
eventos de red, almacenados en distintos archivos según la celda o usuario
implicados, se desarrolla una herramienta de procesado de trazas de conexión
para generar los nuevos indicadores sintéticos, que aportan una información
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más detallada y útil para los algoritmos de optimización diseñados. Para
posteriores experimentos, la herramienta de procesado se integra en una
herramienta de simulación de red y en una herramienta de optimización de
red comercial.
4. Un análisis de los diversos indicadores de capacidad empleados por los ope-
radores móviles permite seleccionar el indicador de capacidad a utilizar en la
formulación del problema de CCO. Este análisis se basa en la comparación
de distintos indicadores obtenidos a partir de datos extraídos de una red
LTE real y permite conocer las diferencias entre los distintos indicadores de
capacidad, así como la correlación de éstos con los indicadores de calidad de
señal.
5. Una vez deﬁnidos los indicadores sintéticos, se diseña el algoritmo de optimi-
zación del ángulo de inclinación de las antenas que emplea dichos indicadores
calculados a partir de trazas. Este algoritmo se integra tanto en la herra-
mienta de simulación de red como en una herramienta de optimización de
red real. Para la evaluación del algoritmo, se realizan simulaciones y pruebas
de campo en una red real, que son analizadas posteriormente.
6. Como alternativa al algoritmo de optimización del ángulo de inclinación de
las antenas, cuando éste no se pueda utilizar, se diseña un algoritmo de opti-
mización de la potencia de transmisión de las estaciones base para el enlace
descendente. Este algoritmo se integra en (y se valida con) la herramienta
de simulación de red.
Estructura del documento
Esta memoria describe la optimización de la cobertura y capacidad de redes
LTE con algoritmos que utilizan como entrada nuevos indicadores de rendimiento
obtenidos a partir de la información disponible en las trazas de conexión.
En el Capítulo 1 se presentan los conceptos necesarios para contextualizar
este trabajo. En una primera sección se introducen los principios básicos de fun-
cionamiento de la tecnología LTE, describiendo su arquitectura de red. A continua-
ción, se deﬁne el concepto de red autoorganizada y sus principales funcionalidades.
Posteriormente, se profundiza en el caso de uso de la optimización de la cobertura
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y la capacidad donde se enmarca este trabajo, concluyendo este capítulo con un
análisis de las distintas fuentes de información existentes en una red LTE.
En el Capítulo 2 se detalla una metodología de procesado de trazas para ob-
tener nuevos indicadores de rendimiento de la red que puedan ser utilizados por
algoritmos avanzados de optimización. Se parte de un análisis preliminar del estado
de la técnica sobre el procesado de eventos y trazas en las redes móviles, desta-
cando las principales contribuciones de esta Tesis. A continuación, se describe la
herramienta construida para el procesado de trazas en este trabajo. Dicha des-
cripción detalla las bases de la metodología empleada para poder desarrollar esta
herramienta, así como los bloques funcionales que la forman. A continuación, se
presenta un ejemplo práctico de uso de dicha herramienta en una red real LTE,
para terminar con las conclusiones obtenidas de los resultados.
En el Capítulo 3 se presenta un análisis de los diferentes indicadores de ca-
pacidad empleados por los operadores móviles, que se obtienen a partir de datos
extraídos de una red real. El capítulo comienza con un análisis preliminar del
estado de la técnica sobre la utilización de indicadores de capacidad, mostrando
la necesidad de realizar el estudio. A continuación, se presentan los indicadores
de rendimiento de capacidad y el escenario utilizados, seguido de los resultados
obtenidos en el análisis. Por último, se presentan las conclusiones del estudio.
En el Capítulo 4 se presenta el algoritmo de ajuste del ángulo de inclinación de
las antenas para la optimización de la capacidad y la cobertura de una red celular
LTE. Este algoritmo tiene, como entrada, indicadores de rendimiento novedosos,
que se obtienen mediante el procesado de trazas. El capítulo comienza con un
análisis preliminar del estado de la técnica, poniendo de maniﬁesto las limitaciones
de los algoritmos existentes. A continuación, se presenta el algoritmo y los nuevos
indicadores desarrollados, seguido de las pruebas realizadas tanto en simulaciones
como en redes reales. Por último, se presentan las conclusiones obtenidas de los
resultados.
En el Capítulo 5 se presenta un algoritmo alternativo, que ajusta la potencia
de transmisión de las estaciones base, indicado para aquellos casos en los que no es
posible modiﬁcar el ángulo de inclinación de las antenas. El método propuesto se
basa en un nuevo indicador que permite evaluar el rendimiento global del sistema
cuando se modiﬁca la potencia de alguna estación base. Como en los capítulos pre-
vios, se realiza primero un análisis preliminar del estado de la técnica, subrayando
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la novedad de este estudio. A continuación, se presenta el algoritmo alternativo de
optimización, deﬁniendo el nuevo indicador utilizado como entrada del algoritmo,
y las pruebas del indicador y del algoritmo llevadas a cabo en la herramienta de
simulación. Por último, se presentan las conclusiones de los resultados.
En el Capítulo 6 se presentan las conclusiones generales del trabajo y las posi-
bles líneas futuras de continuación del trabajo. Además, se presentan las publica-
ciones generadas, que describen las principales aportaciones de la Tesis.
En el Apéndice A se describe la herramienta de simulación utilizada para la
evaluación de los algoritmos propuestos en los Capítulos 4 y 5.

Capítulo 1
Conceptos Básicos
Este capítulo introduce los conocimientos básicos necesarios para comprender
el resto del trabajo. Para ello, la Sección 1.1 describe la arquitectura de referencia
de una red LTE. Posteriormente, en la Sección 1.2 se presenta una de las funciona-
lidades más importantes de las redes LTE, como es su capacidad de organización
automática (SON). En la Sección 1.3, se aborda el problema de la optimización
de la cobertura y la capacidad (CCO), como uno de los principales casos de uso
de SON. A continuación, en la Sección 1.4, se explican las diferentes fuentes de
datos disponibles en una red celular para la optimización de la red. Por último, en
la Sección 1.5 se presentan las conclusiones de este capítulo.
1.1. Arquitectura de red LTE
El estándar LTE aparece en el año 2007 [1] como un nuevo sistema de co-
municaciones móviles con el objetivo de mejorar las prestaciones de los sistemas
previos, además de simpliﬁcar la arquitectura de red. En una red LTE, la red de
acceso radio, denominada Evolved Universal Mobile Telecommunications System
-UMTS- Terrestrial Radio Access Network (E-UTRAN), es la encargada de pro-
porcionar la conexión entre los equipos de usuario (UEs) y los equipos de la red
troncal, mediante las estaciones base (Base Station, BS), conocidas como nodos-B
evolucionados (evolved-Node B, eNB), así como de gestionar de manera eﬁciente
los recursos radio disponibles. Por otro lado, la red troncal, conocida como Evolved
Packet Core (EPC), es la encargada de la gestión de la movilidad, el control de
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Figura 1.1: Arquitectura de red LTE.
acceso, la gestión de las conexiones de los usuarios y la interconexión con otras
redes.
La Figura 1.1 muestra los elementos de ambos segmentos de red E-UTRAN y
EPC, así como las interfaces existentes entre ellos. En la ﬁgura, se aprecia cómo
el único elemento de la red de acceso radio es el eNB. En este elemento se integra
toda la funcionalidad de la red de acceso, tras la desaparición del controlador de
estaciones base (Radio Network Controller, RNC) necesario en tecnologías anteri-
ores. El eNB es el elemento encargado de la transmisión de los datos de usuario
hacia y desde los UE, además de la transmisión de los mensajes de señalización
necesarios, mediante la interfaz aire LTE-Uu. Además, el eNB es la entidad que
gestiona los recursos radio y, por tanto, el encargado de todas las funciones de con-
trol de admisión, control de movilidad, asignación dinámica de recursos y control
de interferencia.
Los eNB se comunican entre sí mediante la interfaz X2, que permite que la
gestión de los traspasos de llamadas y la coordinación entre eNB se lleve a cabo
por el propio eNB, sin necesidad, en la mayoría de los casos, de niveles superiores
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de la jerarquía de red. La comunicación entre la E-UTRAN y la EPC se realiza
mediante la interfaz S1, de forma que los eNB se comunican en los planos de
control y datos con los elementos de la EPC a través de las interfaces S1-MME
(de entidad de gestión de movilidad, Mobility Management Entity, MME) y S1-U
(de usuario), respectivamente.
Por otro lado, en la EPC aparecen diferentes elementos:
• Entidad de gestión de movilidad (MME), que es la entidad principal del
plano de control de la red LTE, encargada de procesar la información de
señalización entre los usuarios y la red troncal;
• Pasarela de servicio (Serving GateWay, S-GW), que actúa como enlace entre
la E-UTRAN y la EPC en el plano de usuario;
• Pasarela de datos (Packet data network GateWay, P-GW), encargada de pro-
porcionar conectividad entre la red LTE y las redes externas, comunicando a
los diferentes servicios de conmutación de paquetes la dirección de protocolo
de Internet (Internet Protocol, IP) que ofrece el operador;
• Servidor de subscripción local (Home Subscriber Server, HSS), encargado de
las funciones de registro y autenticación de usuarios por parte del operador y
de la función de control de las reglas y políticas de calidad de servicio (Policy
and Charging Rules Function, PCRF).
Estos elementos se comunican entre ellos a través de las siguientes interfaces:
• S11: Interfaz del plano de control usado entre el MME y el S-GW para la
gestión de paquetes;
• S6a: Interfaz utilizado entre el MME y el HSS para transferir información
de registro y autenticación de los usuarios;
• S5: Interfaz que permite conectar el S-GW a múltiples P-GW con el objetivo
de proporcionar diferentes servicios IP al UE, o reasignar el S-GW según la
movilidad del UE;
• SGi: Interfaz entre el P-GW y las redes externas;
• S7: Interfaz entre el P-GW y el PCRF;
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• Rx+: Interfaz entre el PCRF y los servicios IP del operador, permitiendo el
transporte de información de sesión a nivel de aplicación.
En un nivel superior, asociado a la gestión de red, se encuentra el sistema de
soporte a las operaciones (Operations Support System, OSS), cuyo elemento fun-
damental es el sistema de gestión de red (Network Management System, NMS). La
NMS se encarga de monitorizar los elementos de la red de un fabricante, recopilan-
do estados de conﬁguración y medidas de rendimiento de los mismos. Además, la
NMS actúa de interfaz entre el operador y los equipos que componen la red LTE.
La OSS integra varios NMS que gestionan equipos de diferentes fabricantes, así
como otros elementos necesarios para la gestión de servicio (Service Management,
SM), para inventario (INVentory, INV) o para la planiﬁcación de la red (network
PLANning, PLAN).
El objetivo de la arquitectura de red mostrada en la ﬁgura es facilitar la intro-
ducción de servicios basados en IP de alta tasa de transferencia de datos y baja
latencia. Para ello, se dota a la red LTE de una estructura plana (es decir, no
jerárquica), que reduce el número de elementos involucrados en la conexión. Por
la misma razón, todas las interfaces descritas utilizan el protocolo IP.
1.2. Redes autoorganizadas
El aumento de tamaño y complejidad de las redes móviles en los últimos años
ha diﬁcultado enormemente las tareas de planiﬁcación, operación y mantenimiento
de la red por parte del operador. Para afrontar este problema, los operadores
necesitan automatizar las tareas de gestión de la red. Con esta ﬁnalidad, surgen
las denominadas redes autoorganizadas (SON) [3, 4].
Los principales beneﬁcios que justiﬁcan el uso de las redes SON son:
a) una reducción de los costes de despliegue y operación de la red, al disminuir la
intervención humana y liberar al personal de tareas rutinarias que se repiten
en el tiempo y/o el espacio,
b) una disminución de los fallos de la red producidos por errores humanos, y
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c) una mejora del rendimiento y la capacidad de la red al utilizar algoritmos
avanzados de gestión de red, lo que permite retrasar las inversiones asociadas
a la introducción de nuevo equipamiento.
Aunque el concepto de autoorganización puede aplicarse a cualquier tipo de
sistema de comunicaciones, es en el estándar LTE donde se ha generalizado el uso
de las técnicas SON [3]. En estas redes móviles, SON permite realizar de forma
autónoma tareas de planiﬁcación (self-planning), conﬁguración (self-configuration),
optimización (self-optimization) y resolución de problemas(self-healing) [5, 7, 13].
A continuación, se detalla cada una de estas funcionalidades por separado.
1.2.1. Autoconfiguración
Debido al aumento de la complejidad de las redes móviles y del número de
elementos que las componen, la introducción de nuevos elementos es una tarea
cada vez más complicada. Además, debido a la continua evolución de la red y sus
condiciones de funcionamiento, y al constante incremento de la demanda de sus
usuarios, la integración de nuevos elementos es cada vez más frecuente. Por ello,
es fundamental automatizar esta tarea para reducir costes y errores [4].
La autoconﬁguración hace referencia a la capacidad de la red de poner en mar-
cha de forma automática un nuevo elemento en la red, típicamente una nueva
celda. Se trata, por tanto, de automatizar las tareas de despliegue de una red,
estableciendo la conexión con otros elementos y su conﬁguración inicial de pará-
metros de forma automática, sin intervención del operador [7]. De esta forma, se
reducen los costes de instalación al mismo tiempo que se asegura una correcta
integración de los nuevos elementos en el sistema.
Algunos de los casos de uso más importantes deﬁnidos en el ámbito de la
autoconﬁguración de celda para LTE son [5, 7, 13]:
• Configuración de la conexión de la celda dentro de la red. Esta funcionalidad
permite conﬁgurar de forma automática todos los enlaces hacia otros ele-
mentos y, de esta forma, el nuevo elemento queda correctamente integrado
dentro de la red. Dentro de este proceso, se inluyen acciones como conﬁgurar
las interfaces X2 y S1, o la obtención de una dirección IP para la celda y la
conﬁguración del enlace IP de la red de retorno (backhaul).
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• Configuración del identificador de celda. El identiﬁcador de celda (Physical
Cell Identity, PCI) es un código empleado en procesos tan importantes como
la sincronización, la ubicación de señales piloto o el traspaso entre celdas. Sólo
existen 504 valores de PCI disponibles, que deben reutilizarse a lo largo de
toda la red [7]. A la hora de seleccionar el PCI de una celda, deben cumplirse
ciertos requerimientos, como, por ejemplo, evitar que celdas vecinas utilicen
el mismo PCI. En este contexto, el proceso de autoconﬁguración permite
seleccionar el mejor PCI para una celda basándose en información del entorno
obtenida tras activar la celda.
• Configuración de parámetros de radio. Antes de conectar una nueva celda,
se suele establecer una conﬁguración inicial de los parámetros de la interfaz
radio. Sin embargo, una vez el elemento se ha conectado a la red, es normal
que los datos usados en la conﬁguración anterior no se ajusten a las condi-
ciones reales experimentadas. Por tanto, el elemento de red puede hacer uso
de nueva información actualizada una vez se activa la celda, y realizar así
un ajuste más adecuado a las condiciones del enlace radio o del tráﬁco del
entorno.
• Configuración de lista de vecinas. Una tarea muy importante a la hora de
introducir nuevas celdas o nodos en una red es la actualización de la lista de
celdas vecinas [7]. Una mala conﬁguración de la lista se traduce en problemas
de rendimiento, tales como una mala ejecución en los traspasos o caída de
llamadas. Aunque es posible generar una lista de vecinas inicial durante el
proceso de planiﬁcación, la actualización de esta lista puede reﬁnarse cuan-
do la nueva celda entra en funcionamiento y los terminales móviles que se
conectan a ella comienzan a reportar información de las otras celdas. Esta
funcionalidad de autoconﬁguración permite crear una lista de vecinas ﬁable
en tiempo real, basándose en información obtenida durante la fase de op-
eración. De esta forma, se mejora la robustez de la movilidad de los usuarios
que se desplazan entre celdas adyacentes.
• Testeo automático. Una vez realizada la conﬁguración inicial, se llevan a cabo
las pruebas necesarias para veriﬁcar el correcto funcionamiento de la celda
y detectar posibles errores en la conﬁguración.
Capítulo 1. Conceptos Básicos 17
1.2.2. Autooptimización
Una vez se han conﬁgurado los elementos de la red, puede ser necesario adaptar
la conﬁguración de dichos elementos a los cambios que se producen en el entorno
a lo largo del tiempo. El objetivo principal de la autooptimización es mantener
el máximo rendimiento de la red en todo momento, asegurando que los elementos
de la misma operen de la forma más eﬁcaz posible en cualquier situación. Para
ello, las técnicas de optimización analizan el comportamiento de la red y realizan
cambios en los parámetros de los distintos elementos, adaptándolos continuamente
a las necesidades de los usuarios y el operador [5, 13]. El origen de los cambios que
hacen necesaria la autooptimización puede tener varias causas [7]:
a) condiciones de propagación variable, debidas a cambios en el entorno de propa-
gación, como son nuevos ediﬁcios o calles, o cambios en los medios de propa-
gación por variaciones estacionales;
b) comportamiento del tráﬁco cambiante, producido por cambios espaciales/tem-
porales de los usuarios y sus demandas, que pueden deberse a razones tales
como apariciones de nuevas infraestructuras (p. ej., centros comerciales, cole-
gios, . . . ), periodos vacacionales u organización de eventos masivos (p. ej., par-
tidos de fútbol, conciertos, . . . ); y
c) cambios en la estructura de la red, como consecuencia de la integración de
nuevos elementos (p. ej., activación de celda pequeña en el área de servicio de
una macrocelda).
Otra razón importante para realizar cambios de parámetros es la necesidad
de mejorar la conﬁguración inicial de parámetros ﬁjada durante el despliegue de
la red. En el mejor de los casos, dicha conﬁguración inicial se establece tras un
proceso de planiﬁcación cuidadoso, basado en estimaciones de las condiciones de
propagación y la demanda de tráﬁco [7]. Si no se dispone de dicha información, los
parámetros suelen ﬁjarse a valores por defecto, recomendados por el fabricante, que
garantizan un funcionamiento correcto del equipo, pero en ningún caso óptimo.
En estas condiciones, se hace necesario un proceso de reajuste de los parámetros
a partir de medidas tomadas durante la fase de operación de red.
Algunos de los casos de uso de autooptimización más importantes en redes
LTE son [5, 7, 13]:
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• Optimización de la movilidad (Mobility Robustness Optimization, MRO). Su
misión es garantizar una adecuada movilidad de los usuarios que se des-
plazan por la red, sin interrumpir su conexión, modiﬁcando los parámetros
relacionados con los traspasos entre celdas de la misma frecuencia, celdas
de distinta frecuencia e, incluso, celdas de distinta tecnología. Los problemas
que se intenta minimizar con ello son la caída de llamadas, las interrupciones
del enlace radio, los traspasos innecesarios y los problemas de acampada en
celdas inadecuadas.
• Optimización de cobertura y capacidad (Coverage and Capacity Optimiza-
tion, CCO). Su misión es adaptar continuamente los parámetros de las an-
tenas para minimizar la interferencia entre celdas (es decir, mejorar la eﬁ-
ciencia espectral, y, con ello, la capacidad del sistema) y solventar posibles
huecos de cobertura (es decir, maximizar la cobertura). Para ello, se ajustan
parámetros de las antenas, como el ángulo de inclinación o la potencia de
transmisión.
• Balance de carga (Load Balancing, LB). Esta técnica permite que las esta-
ciones base de la red se repartan la demanda de tráﬁco existente, desplazando
usuarios desde celdas con problemas de congestión hacia celdas vecinas con
recursos disponibles. De esta forma, se mejora la accesibilidad de la red a la
vez que se aumenta la capacidad de la misma, haciendo un mejor uso de los
recursos.
• Ahorro de energía (Energy Saving, ES). El objetivo principal es disminuir el
consumo eléctrico para reducir los costes de operación y respetar el medio
ambiente. Con este ﬁn, se desactivan de forma selectiva portadoras, celdas
o emplazamientos completos durante las horas de poco tráﬁco, al mismo
tiempo que se extiende la cobertura de las celdas vecinas.
1.2.3. Autocuración
Debido al aumento del tamaño de las redes LTE, el número de averías en los
elementos de la red también se ha incrementado. En una red compleja, como es la
red móvil, los fallos pueden aparecer en cualquiera de sus segmentos. Sin embargo,
el dominio más crítico desde el punto de vista de la gestión de fallos es la red de
acceso radio. Esto se debe a que cada estación base es responsable de servir un
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área de cobertura especíﬁca con poca o ninguna redundancia, por lo que es difícil
que, en caso de falle una estación base, otra entidad similar ofrezca el servicio
hasta que se solucione el problema. Por tanto, cualquier degradación del servicio
provocada por la avería de una celda se traduce directamente en una degradación
de la calidad de servicio percibida por los usuarios servidos por la misma.
Para detectar rápidamente averías, y minimizar el impacto sobre los usuarios, la
funcionalidad de autocuración permite detectar, notiﬁcar, compensar, diagnosticar
y resolver los problemas de funcionamiento de la red, de forma que la degradación
del servicio sea la menor posible hasta que se repare deﬁnitivamente la avería. Para
poder llevar a cabo todas estas funciones, los elementos de la red deben monitorizar
el rendimiento de la red, realizar pruebas de funcionamiento y recopilar los datos
necesarios para realizar un análisis exhaustivo de los mismos [7]. Los principales
casos de uso considerados en la autocuración son [5, 7, 13]:
• Degradación de una celda. Uno de los casos más habituales en el ámbito de
la autocuración es la detección de la degradación de una celda y la deﬁnición
de las acciones para solucionarlo. Para ello, en primer lugar, se debe detectar
correctamente dicha degradación, lo que puede realizarse monitorizando in-
dicadores de la red tales como el porcentaje de llamadas caídas o la potencia
de transmisión de la celda. La principal diﬁcultad en esta tarea es deﬁnir los
límites aceptables para cada indicador que permitan detectar si se produce
una degradación en el funcionamiento de la celda.
• Compensación de celda caída (Cell Outage Compensation, COC). Desde el
punto de vista del operador, una de las acciones más importantes es la de
detectar y compensar la caída de una celda, entendiendo por caída la inter-
rupción total o parcial del servicio de la misma, debida a una avería hardware
o software. Es, además, habitual que la celda no sea capaz de detectar su mal
funcionamiento por sí sola, y, por tanto, no informe del problema a la OSS.
Si éste es el caso, son los otros elementos de la red los que deben ser capaces
de detectar rápidamente la caída de la celda, cuantiﬁcando el impacto po-
tencial en el rendimiento de la red y realizando los ajustes necesarios en la
conﬁguración de red para compensarla. Debido a que la actuación debe ser
inmediata, es necesario que dicha actuación se haga de forma automática.
Entre todos los casos de uso descritos, destaca la optimización automática de
la cobertura y la capacidad, por el gran impacto potencial sobre el rendimiento de
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la red. La siguiente sección profundiza en este caso de uso, dada su importancia
en este trabajo.
1.3. Optimización de cobertura y capacidad
Como se ha expuesto anteriormente, la necesidad de optimizar la conﬁgura-
ción de la red surge por la ausencia de un proceso de planiﬁcación cuidadoso, o
por el cambio de las tendencias de propagación, tráﬁco y movilidad en la red. En
este contexto, los operadores han identiﬁcado la optimización de la cobertura y
la capacidad de la red como uno de los casos de uso más importantes [5]. Tradi-
cionalmente, en los sistemas de segunda generación, los conceptos de cobertura
y capacidad podían tratarse de manera relativamente independiente, ya que la
planiﬁcación de frecuencias permitía que celdas adyacentes tuviesen asignadas di-
ferentes frecuencias con el ﬁn de evitar la interferencia cocanal [14]. Sin embargo,
con la aparición de las redes UMTS, los indicadores de cobertura, capacidad y
calidad de servicio (Quality of Service, QoS) quedan estrechamente ligados [15].
UMTS utiliza la misma banda de frecuencias en todas las celdas, lo que signiﬁca
que celdas colindantes se interﬁeren entre sí. Para paliar este problema, la tec-
nología WCDMA (Wideband Code Division Multiple Access) incluyó técnicas de
diversidad macrocelular (soft-handover), que sacan partido de ese solape entre cel-
das. En LTE, al igual que en UMTS, todas las celdas del sistema usan la misma
banda de frecuencias. Sin embargo, en sus primeras versiones (Release 8-10), no
existe ninguna funcionalidad que aproveche la diversidad macrocelular, por lo que
no es deseable un solape excesivo entre celdas. Por ello, debe asegurarse un cier-
to solapamiento entre celdas adyacentes, que evite huecos de cobertura, sin crear
problemas de interferencia (y, con ello, de eﬁciencia espectral y capacidad). Este
compromiso entre cobertura y capacidad a la hora de deﬁnir el solapamiento entre
celdas debe quedar bajo el control del operador.
Los objetivos de CCO pueden cumplirse modiﬁcando diversos parámetros, en-
tre los que se encuentran parámetros de la antena como el diagrama de radiación
de la antena [16], el ángulo de acimut [17] o el ángulo de inclinación [18]. El ajuste
automático de estos dos últimos parámetros de antenas requiere disponer de ante-
nas con control remoto (Remote Azimuth Steering, RAS y Remote Electrical Tilt,
RET, respectivamente). Otras formas alternativas incluyen el ajuste de otros pa-
rámetros de las estaciones base como, por ejemplo, la potencia de transmisión de
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la estación base, la potencia de las señales de referencia en el enlace descendente
o los parámetros del control de potencia en el enlace descendente [7]. Por su im-
portancia en esta Tesis, se detalla a continuación el proceso de ajuste del ángulo
de inclinación de antena.
1.3.1. Ajuste del ángulo de inclinación de la antena
El ajuste del ángulo de inclinación de las antenas de las estaciones base es una
de las técnicas más usadas para mejorar el aislamiento entre celdas o extender la
cobertura de las mismas en redes celulares [6, 7]. Una conﬁguración óptima del
ángulo de inclinación minimiza la interferencia entre celdas vecinas (overlapping),
evita conexiones con usuarios situados muy alejados de la celda (overshooting) y
mejora la cobertura en el área que debe ser servida por la estación base. Aun así,
la selección del ángulo óptimo depende de múltiples factores, no siempre fáciles de
analizar y medir, lo que en muchos casos impide a los operadores sacar el máximo
partido a esta técnica, agravándose dicha diﬁcultad al introducir nuevos emplaza-
mientos, que obliga a reconﬁgurar los ángulos de inclinación periódicamente.
La conﬁguración correcta del ángulo de inclinación de las antenas de una celda y
el de sus vecinas es importante para asegurar que el nivel de señal es máximo dentro
del área de servicio de las mismas y mínimo fuera de ellas [18]. De esta manera,
la relación señal a ruido e interferencia dentro del área de servicio es mayor, y,
con ello, la eﬁciencia espectral del sistema. Estudios previos han demostrado que
agachar la antena de las estaciones base reduce el grado de solapamiento entre
celdas, con lo que se reduce el nivel de interferencia en otras celdas debido a un
apuntamiento más preciso del patrón de radiación de la antena sobre el área de
servicio prevista para cada una de ellas [19]. Sin embargo, agachar excesivamente
la antena puede provocar problemas de cobertura en los bordes de las celdas.
Por ello, es importante elegir adecuadamente el ángulo de inclinación, para evitar
problemas de huecos de cobertura y reducir la interferencia entre celdas [19].
El ángulo de inclinación de una antena se deﬁne como el ángulo que forma el
lóbulo de radiación principal de la antena con el horizonte. Este ángulo es a su
vez la suma de dos ángulos de inclinación: el conseguido por medios mecánicos y
el conseguido por medios eléctricos. Así, el ajuste del ángulo de inclinación puede
realizarse de manera mecánica y/o eléctrica. La primera requiere visitar el em-
plazamiento de la antena y hacer los cambios físicamente, por lo que forma parte
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α
(a) Ángulo mecánico.
α
(b) Ángulo eléctrico.
Figura 1.2: Esquemas de inclinación de antena.
del proceso de replaniﬁcación de la red. Dado que el coste que supone trasladar
al emplazamiento un equipo de trabajo en altura es elevado, el número de rea-
justes que se programan es muy reducido, limitándose a casos muy claros de mal
funcionamiento [18]. Alternativamente, la inclinación de antena puede realizarse
eléctricamente mediante el ajuste de la fase de los elementos radiantes de la antena,
lo que puede controlarse remotamente mediante RET. Así, el cambio del ángulo
de inclinación es tan simple como modiﬁcar cualquier otro parámetro lógico de
red. Además, el ajuste eléctrico no modiﬁca la forma del diagrama de antena en
el plano horizontal [19]. Ambas ventajas hacen del RET una de las técnicas más
potentes en la optimización de redes móviles, siendo utilizado en diversos casos de
uso de SON (p. ej., CCO, LB o COC).
Las Figuras 1.2 (a)-(b) muestran un diagrama conceptual de ambos tipos de in-
clinación, mecánica y eléctrica, respectivamente, siendo α el ángulo de inclinación
de la antena. Por su parte, las Figuras 1.3 (a)-(b) muestran con mayor detalle los
diagramas de radiación en el plano horizontal que generan diferentes ángulos de
inclinación para una antena de panel trisectorial, cuando el ajuste se realiza por
medios mecánicos o eléctricos. En la Figura 1.3 (b), se aprecia que, al agachar (es
decir, incrementar el ángulo de inclinación, α) eléctricamente la antena, el lóbulo
principal, el trasero y los laterales reducen su ganancia uniformemente [20], mante-
niendo la forma del diagrama de radiación. Como consecuencia, la energía radiada
en el plano horizontal se reduce por igual en todas direcciones. Por el contrario,
en la Figura 1.3 (a), se aprecia que, al agachar la antena por medios mecánicos,
dado que la antena se inclina físicamente por el lado del lóbulo principal, los lóbu-
los laterales no se agachan, por lo que la energía radiada se reduce sobre todo en
la dirección de máxima radiación del panel. Como consecuencia, la reducción en
la interferencia entre celdas no es tan signiﬁcativa como con el ajuste del ángulo
eléctrico.
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(a) Ángulo mecánico. (b) Ángulo eléctrico.
Figura 1.3: Diagrama de radiación horizontal en una antena de panel [19].
1.3.2. Ajuste de la potencia de transmisión de la estación
base
En la práctica, no siempre se puede modiﬁcar el ángulo de inclinación de las
antenas para solventar el problema de CCO. El motivo puede ser que: a) la antena
tenga un patrón de radiación omnidireccional, y sólo sea posible el ajuste por
medios mecánicos, b) la antena esté compartida entre distintas tecnologías de
acceso radio [7], que requieran distintos ángulos de inclinación, o c) la antena
no pueda controlarse remotamente al carecer de RET. Para estas situaciones,
es necesario encontrar mecanismos alternativos a la modiﬁcación del ángulo de
inclinación de antena para solventar los problemas de CCO.
Una posible técnica alternativa es la optimización de la cobertura y la capaci-
dad de celda mediante la regulación de la potencia de transmisión de las estaciones
base en el enlace descendente (DownLink, DL) [7]. Dicho ajuste se realiza con el
objetivo de evitar excesivas interferencias entre celdas vecinas en redes densas.
La optimización de la potencia de transmisión DL conlleva ciertos desafíos,
tales como los cambios en el comportamiento a largo plazo del ampliﬁcador o
cambios drásticos en la región de traspaso. Este proceso de optimización podría
ser problemático para los traspasos, debido a que la potencia recibida no cambia
sólo en una determinada área de la celda, sino que modiﬁca la potencia recibida
en toda el área de servicio.
Es práctica habitual que los operadores de redes LTE conﬁguren la potencia del
enlace descendente al máximo. Así, la optimización se limita a reducir la potencia
de determinadas estaciones base cuando la pérdida de calidad de señal en ellas
24 Capítulo 1. Conceptos Básicos
quede compensada con la mejora de calidad de señal en las celdas vecinas. De
esta manera, el proceso de optimización persigue mejorar la capacidad global del
sistema a costa de empeorar la cobertura. Sólo en el caso de que la potencia de
transmisión esté conﬁgurada a un valor inferior al máximo, su incremento puede
utilizarse también para optimizar la cobertura.
Como técnica de CCO, la regulación de potencia puede ejecutarse en paralelo
con la optimización del ángulo de inclinación de las antenas [7], ya que ambos
mecanismos comparten los mismos objetivos. Cuando ambos mecanismos se eje-
cutan simultáneamente, éstos deben coordinarse, ya que de lo contrario podrían
competir entre sí, causando efectos indeseados en el rendimiento de la red.
1.4. Información disponible en una red de acceso
radio
El uso de datos o indicadores provenientes de una red real es una herramienta
clave para la deﬁnición y mejora de los algoritmos de optimización en redes celu-
lares. Según el nivel de detalle, los datos recopilados de forma automática por la
red de acceso radio pueden clasiﬁcarse en:
a) Archivos de trazas de conexión (Data Trace File, DTF), que contienen múlti-
ples registros (eventos) con medidas radio de un único equipo de usuario o de
una única estación base cuando ocurre algún evento (p. ej., el nivel de señal
recibida de distintas celdas cuando comienza una conexión). Los DTF pueden a
su vez clasiﬁcarse en registros de tráﬁco de equipo de usuario (User Equipment
Traffic Recording, UETR) o registros de tráﬁco de celda (Cell Traffic Recor-
ding, CTR) [21]. Los UETR se utilizan para monitorizar a un usuario concreto,
identiﬁcado por su identidad internacional de abonado (International Mobile
Subscriber Identity, IMSI), mientras que los CTR se emplean para monitorizar
el rendimiento de una celda concreta mediante el almacenamiento de la infor-
mación de múltiples conexiones anónimas servidas en la celda a monitorizar.
Mientras que los UETR suelen utilizarse principalmente para tareas de moni-
torización con corta duración, los CTR se utilizan como fuente de entrada de
los algoritmos SON, para mejorar su rendimiento y reducir así los costes de
gestión [11]. Tanto los UETR como los CTR consisten en trazas de conexiones
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individuales, que se agrupan por periodo de reporte (Reporting Output Period,
ROP) y se almacenan en el sistema de gestión de red (NMS). Otra diferen-
cia entre las trazas de UETR y de CTR es que, en los UETR, el operador es
quien decide qué UE se monitoriza, mientras que, en las CTR, se monitorizan
de forma anónima todos (o una fracción de) los UE de una celda. Los eventos
recogidos en los DTF pueden ser estándares (deﬁnidos mediante normas del 3rd
Generation Partnership Project o 3GPP) o propietarios (dependientes de cada
fabricante).
b) Datos de conﬁguración de elementos de red (Configuration Management, CM),
que almacenan los valores actuales de la conﬁguración de parámetros de la red
(p. ej., máxima potencia de transmisión de un eNB o ángulo de orientación
horizontal de una antena). Esta información suele ser dependiente de cada
fabricante, y se almacena en la NMS para su posterior utilización.
c) Contadores de rendimiento (Performance Management, PM counters), que con-
sisten en contadores que almacenan el número de veces que ha ocurrido algún
evento en un elemento de la red (p. ej., número de conexiones establecidas por
celda) durante un ROP. Estos contadores son dependientes de cada fabricante,
se actualizan en los elementos de red y se envían periódicamente a la NMS.
d) Alarmas (Fault Management, FM), que muestran avisos de mal funcionamiento
ocurrido en los distintos elementos de la red. Suelen clasiﬁcarse por severidad (p.
ej., alarma informativa o crítica, advertencia, error, . . . ), son dependientes del
fabricante y se asocian a cada elemento de la red. Estas alarmas se almacenan
en la NMS, bien de manera periódica o bajo demanda [22].
La información disponible en la NMS puede enriquecerse con datos recogidos
por otros medios, como:
a) Registros de tariﬁcación (Charging Detail Records), CDR), que incluyen infor-
mación de autenticación, autorización y facturación (p. ej., tiempo de conexión,
duración de la llamada, cantidad de datos transferidos, . . . ). Estos registros son
almacenados por los elementos de la red y reportados al dominio de facturación
(Billing Domain, BD) [23].
b) Medidas de nivel de red y transporte (Transmission Control Protocol/Internet
Protocol metrics, TCP/IP metrics), que incluyen indicadores de rendimiento
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de la red, tales como la tasa de transmisión de datos, la tasa de pérdidas de
paquetes o el retardo de paquetes, obtenidos a partir de las capas superiores a
nivel de red en el P-GW, mediante sondas [24].
c) Registros de incidentes (Trouble ticket), generados a partir de alarmas, bien
de manera automática en algunos elementos de la red o de manera manual
por los operarios del centro de operaciones de la red (Network Operations Cen-
ter, NOC). También pueden generarse a petición del cliente. Estos registros
incluyen información referente a la incidencia que los generan (p. ej., fecha de
la incidencia, estación base donde ha ocurrido, prioridad, estado de la inciden-
cia, . . . ) y se utilizan para las actividades de mantenimiento y de solución de
problemas de la red [25].
d) Medidas de rendimiento del servicio a través de programas agente de usuario
(terminal agent), que incluyen indicadores de rendimiento de la red extremo-a-
extremo obtenidos a partir de aplicaciones instaladas en terminales móviles [26].
A partir de toda esta información, los operadores suelen construir indicadores
más elaborados, para facilitar el análisis del rendimiento de la red. Ordenados de
mayor a menor detalle de la información que contienen, estos indicadores son:
a) Indicadores de rendimiento radio principales (Radio - Key Performance Indica-
tor, R-KPI). Se construyen mediante fórmulas y a partir de la combinación de
distintos contadores (p. ej., porcentaje de llamadas caídas del servicio). Se cal-
culan en el sistema de gestión de red. Son dependientes de cada fabricante y van
asociados a cada segmento de red (p. ej., radio, transporte, núcleo de red, . . . ).
Por simplicidad, en adelante a estos indicadores se les nombrará como KPI.
b) Indicadores de calidad de servicio principales (Key Quality Indicator, KQI, o
Service - KPI, S-KPI). Muestran la calidad de servicio percibida por el usuario
ﬁnal (p. ej., tiempo de descarga medio de una página web, número medio de
interrupciones del vídeo, . . . ). Con ellos, se caracteriza el rendimiento del servi-
cio extremo a extremo, y no por segmentos de red. Se calculan a partir de KPI
en la OSS, y se clasiﬁcan en indicadores de accesibilidad (p. ej., disponibilidad,
cobertura, bloqueo, . . . ), integridad (p. ej., tasa de transmisión) y retenibilidad
(p. ej., pérdida de conexión) [27].
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c) Indicadores de calidad de experiencia (Quality of Experience, QoE). Muestran
el grado de satisfacción del usuario (p. ej., en términos de Mean Opinion Score,
MOS), y se calculan en la OSS a partir de los S-KPI mediante funciones de
utilidad [28].
En el caso de los KPI de la red radio, cada fabricante propone su propio juego
de contadores e indicadores, que se encuentran integrados en sus equipos, a dis-
posición de los operadores. En esta Tesis, se utilizan los DTF para generar nuevos
indicadores, denominados contadores sintéticos, que aportan información distinta
y novedosa, con el objetivo de analizar problemas que no se pueden analizar con
los contadores actualmente disponibles.
El diseño y construcción de indicadores sintéticos requiere un conocimiento
detallado de la información contenida en los DTF. Por ello, el siguiente apartado
proporciona una descripción detallada de los eventos contenidos en los DTF y que,
por tanto, pueden usarse para el diseño de nuevos contadores.
1.4.1. Archivos de trazas de conexión
Los eventos almacenados en los archivos de trazas pueden clasiﬁcarse en dos
grupos dependiendo de la entidad de la red involucrada:
a) Eventos externos, que recogen mensajes de señalización que intercambian los
eNB con otros elementos de la red. Estos mensajes pueden ser mensajes de
control de recursos radio (Radio Resource Control, RRC) recibidos de los UE a
través de la interfaz aire (LTE-Uu), o mensajes intercambiados con otros eNB
a través de las interfaces X2 o S1. Así, según su origen, los eventos externos
pueden dividirse en tres categorías dependiendo del tipo de mensaje:
i) Eventos RRC (p. ej., Rrc_rrc_connection_request),
ii) Eventos S1 (p. ej., S1_initial_context_release), y
iii) Eventos X2 (p. ej., X2_handover_request).
El contenido y formato de los eventos RRC, S1 y X2 está estandarizado por el
3GPP en [29–31], respectivamente.
28 Capítulo 1. Conceptos Básicos
b) Eventos internos, con información sobre el rendimiento de algún eNB. Estos
eventos son especíﬁcos de cada fabricante de eNB. Algunos ejemplos de eventos
internos son:
i) Eventos periódicos, que incluyen información del rendimiento de los eNB
o los usuarios (p. ej., medida periódica del nivel de señal piloto recibida o
medidas periódicas de calidad del canal).
ii) Eventos no periódicos, activados por alguna razón esporádica (p. ej., comien-
zo/ﬁnal de una conexión o un traspaso).
Tanto los eventos periódicos como los no periódicos pueden clasiﬁcarse en even-
tos de UE o de eNB.
La estructura de los eventos almacenados en los DTF está normalmente com-
puesta por una cabecera y un cuerpo de mensaje que incluyen diferentes atributos,
denominados parámetros del evento. La cabecera contiene atributos generales aso-
ciados con la descripción del evento, tales como el instante de generación, eNB,
usuario, tipo de mensaje o longitud del evento, mientras que el mensaje incluye
atributos especíﬁcos asociados con el tipo de mensaje (p. ej., valor de nivel de señal
recibido en caso de un evento que reporta dicha señal). El número de atributos en
un mensaje depende del tipo del mensaje. Las Figuras 1.4 (a)-(b) muestran unas
tablas de ejemplo de trazas de conexión CTR en bruto y procesadas, respectiva-
mente, generadas a partir de la información almacenada en un DTF con la herra-
mienta Trace Processing Server (TPS) del fabricante Ericsson. En la Figura 1.4 (a)
se observan los diferentes eventos almacenados en la traza (identiﬁcados de forma
unívoca por el campo EVENTID), así como los atributos/parámetros incluidos
en la cabecera (ARRAY_PARAMS_VALUE ) y el cuerpo del mensaje (MES-
SAGE ). Además, en la ﬁgura también se presentan la versión de la herramienta
(TRACE_RELEASE ) y el tipo de evento del que se trata (TRACE_EVENTID),
donde se pueden identiﬁcar dos grupos de eventos: el primero, deﬁnido por valores
bajos del campo TRACE_EVENTID, corresponde a eventos externos deﬁnidos
por 3GPP (p. ej., TRACE_RELEASE = 8 y 11, referidos a eventos de traspaso
y medidas de potencia, respectivamente), mientras que valores altos correspon-
den a eventos internos, especíﬁcos del fabricante (p. ej., TRACE_RELEASE =
3076, referido a eventos de tráﬁco). Por otro lado, la Figura 1.4 (b) muestra el
resultado obtenido tras procesar las trazas en bruto, agrupándolas por llamadas
(identiﬁcadas por el campo CALLID). En la ﬁgura se observan algunos campos
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generales relacionados con la llamada, tales como los instantes de tiempo de inicio
y ﬁn de la llamada (START_TIME y END_TIME, respectivamente), la duración
de la misma (DURAT ), las celdas donde se inició y donde se terminó la llamada
(ORIG_GCELLID y TERM_GCELLID, respectivamente) o el número de eventos
considerados en cada llamada (N_EVENTS ), así como diferentes estadísticos que
se obtienen tras el procesado de los eventos generados durante la llamada, como el
valor medio del indicador de calidad del canal (Channel Quality Indicator, CQI ) o
el nivel medio de señal piloto recibido por la celda servidora (SERving-Reference
Signals Received Power, SERV_RSRP).
La Figura 1.5 representa un esquema del proceso de recopilación de trazas en
LTE [32]. El proceso de colección de trazas comienza cuando el operador carga un
archivo de conﬁguración de traza (Configuration Trace File, CTF) en la NMS. Un
CTF incluye:
a) los eventos a monitorizar,
b) en caso de UETR, los UE concretos a monitorizar; y en caso de CTR, las celdas
y el porcentaje de conexiones que se monitorizan de forma anónima en la celda,
c) el ROP (típicamente 15 minutos),
d) el número máximo de trazas activas simultáneamente en la NMS, y
e) el periodo de tiempo durante el cual la recopilación de trazas está activa.
Una vez conﬁgurado el proceso de recolección de trazas mediante un archivo
CTF, el periodo de monitorización comienza en el momento que así estuviera con-
ﬁgurado. En dicho periodo, los UE transﬁeren sus registros de eventos a sus eNB
servidores. Cuando el ROP ﬁnaliza, el eNB genera los archivos CTR y UETR, que
se almacenan localmente, y comienza un nuevo ROP en el que se generan nuevos
archivos de trazas, hasta que concluya el periodo de monitorización establecido.
Más tarde, los archivos de traza se envían periódicamente a la OSS u otra entidad
de recopilación de trazas propiedad del operador. Los parámetros del CTF deben
conﬁgurarse adecuadamente para evitar sobrecargar los elementos de la red, espe-
cialmente cuando se registran eventos generados con mucha frecuencia, como, por
ejemplo, medidas periódicas a nivel de conexión. Nótese que los DTF tienen un
tamaño limitado. Por tanto, un CTF que activa demasiados registros en una celda
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(a) Trazas en bruto.
(b) Trazas procesadas.
Figura 1.4: Ejemplo de trazas de conexión CTR.
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Figura 1.5: Esquema conceptual de la recopilación de trazas.
podría causar que el tamaño máximo del DTF se alcance antes de que termine el
ROP, provocando que algunas conexiones no se almacenen y llevando a un análisis
del rendimiento de la celda incorrecto. Para evitarlo, en el CTF suele conﬁgurarse
que la recopilación de trazas se lleve a cabo sólo para una fracción de las conexio-
nes cursadas (p. ej., 20%). Las pruebas realizadas en el marco de esta Tesis han
demostrado que rara vez se alcanza el tamaño máximo de archivo si se activa un
número razonable de eventos, incluso cuando se registran todas las conexiones de
la celda durante la hora cargada. De igual forma, se ha comprobado que en ningún
caso la activación de trazas compromete el rendimiento del procesador del eNB.
1.5. Conclusiones
En esta Tesis Doctoral se presentan distintos métodos de optimización de la
cobertura y la capacidad de redes móviles LTE. En este primer capítulo se han in-
troducido los conceptos básicos necesarios para entender el resto del trabajo. Para
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ello, primero se ha presentado la arquitectura básica de una red LTE, describiendo
las entidades principales en esta tecnología. A continuación, se han descrito las
principales características de las redes autoorganizadas, profundizando en el caso
de uso estudiado en este trabajo, como es la optimización de la cobertura y la
capacidad. Por último, se han mostrado las diferentes fuentes de información que
pueden obtenerse de los elementos de la red, y que pueden ser útiles para mejorar
la eﬁcacia de los métodos de optimización. En el análisis, se ha prestado especial
atención a las trazas de conexión, como principal fuente de información utilizada
por los algoritmos propuestos en este trabajo.
Como la optimización de la cobertura y la capacidad puede llevarse a cabo
ajustando diferentes parámetros, en capítulos posteriores se presentan dos algorit-
mos que modiﬁcan sendos parámetros a partir de indicadores sintéticos, propuestos
y diseñados en esta Tesis, y obtenidos con información de los eventos. Estos al-
goritmos modiﬁcan, respectivamente, el ángulo de inclinación de las antenas y la
potencia de transmisión en el enlace descendente.
Una vez expuestos los conceptos necesarios, el Capítulo 2 presenta una me-
todología genérica para construir nuevos indicadores a partir de la información
extraída de los eventos en los archivos de trazas. En el Capítulo 3 se muestra
un estudio de los diversos indicadores de capacidad utilizados por los operadores
móviles, obtenidos a partir de contadores y trazas de una red real. En el Capítulo 4
se presenta un método de optimización automática de la cobertura y la capacidad
que ajusta el ángulo de inclinación de las antenas a partir de contadores sintéti-
cos obtenidos de la información almacenada en archivos de trazas, mientras que
en el Capítulo 5 se explica un método alternativo de optimización automática de
la cobertura y la capacidad que ajusta la potencia de transmisión en el enlace
descendente con una metodología similar.
Capítulo 2
Procesado de información para la
generación de contadores sintéticos
Los mensajes de control intercambiados entre los elementos de una red móvil
son una información extremadamente valiosa para mejorar la eﬁcacia de los proce-
sos de optimización de red. En este capítulo se presenta una metodología genérica
para procesar trazas de conexión de una red móvil, con el ﬁn de generar nuevos
indicadores de rendimiento diferentes a los suministrados por los fabricantes.
El capítulo se divide en cinco secciones. La Sección 2.1 introduce el estado de
la investigación y la tecnología actual, precisando las contribuciones de este capí-
tulo. A continuación, en la Sección 2.2, se presenta la arquitectura típica de una
herramienta para el procesado de eventos complejos, junto con una descripción
somera del conjunto de aplicaciones para tal ﬁn existentes en el mercado. En la
Sección 2.3, se describe la herramienta desarrollada en esta Tesis para el procesado
de trazas, mientras que en la Sección 2.4, se muestra un caso de uso de la herra-
mienta en el que se genera un nuevo indicador para la interfaz radio. Por último,
la Sección 2.5 presenta las conclusiones de este capítulo.
2.1. Introducción
Las redes móviles generan una gran cantidad de información en forma de medi-
ciones e interacciones de control. Parte de esa información se incluye en registros
de eventos, que contienen información muy detallada de los mensajes de control
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intercambiados por los elementos de la red, y que se almacenan en archivos de
trazas. Desafortunadamente, la ingente cantidad de información suministrada por
los eventos ha impedido que los operadores puedan sacar el máximo partido de
esta fuente de información para tareas de optimización de red. Así, la práctica
habitual es usar los eventos de forma aislada para la diagnosis de problemas de-
tectados en la red [11]. En ausencia de información más detallada, la optimización
de la red se basa actualmente en los contadores (PM), a partir de los cuales se
calculan los indicadores de rendimiento principales (KPI). Estos contadores son el
resultado de un largo proceso de especiﬁcación e implementación realizado por los
fabricantes, lo que justiﬁca que el conjunto de contadores sea todavía muy limitado
en tecnologías recientes como LTE.
Se espera que esta situación cambie con los últimos avances en tecnologías de
la información, que hoy permiten procesar grandes volúmenes de información en
tiempo real [10]. El análisis masivo de datos (Big Data Analytics, BDA) permite
descubrir patrones ocultos, correlaciones desconocidas o tendencias del mercado.
En redes móviles, el concepto big data hace referencia al conjunto de datos formado
por los parámetros de conﬁguración, los contadores de rendimiento, las alarmas, los
registros de eventos, los registros de tariﬁcación o los registros de incidentes [11].
Para procesar el gran volumen de datos generado por sistemas de informa-
ción, han aparecido en el mercado varias herramientas basadas en el concepto de
procesado de eventos complejos (Complex Event Processing, CEP). Una herra-
mienta CEP es un sistema de gestión de ﬂujos de datos diseñado para operar con
la información de eventos recopilados de forma continua, con el que desarrollar
aplicaciones para el ﬁltrado, la correlación y el procesado de los eventos en tiempo
real [12]. Este tipo de sistemas permite a los operadores trabajar con grandes can-
tidades de información heterogénea, enlazando datos almacenados en diferentes
localizaciones, generados por diferentes fuentes y en distintos momentos. Desde su
concepción, los sistemas CEP se han aplicado en ámbitos tan diversos, como el
mundo ﬁnanciero o las telecomunicaciones.
2.1.1. Trabajo relacionado y contribuciones
La metodología CEP se concibió como herramienta para la gestión automática
de sistemas [12, 33, 34]. En [35], se presenta un estudio de la tecnología de procesa-
do de eventos, desgranando sus capacidades, las aplicaciones CEP comerciales y los
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ámbitos de aplicación donde se ha implantado el procesado de eventos. En [36, 37]
se presentan estudios similares de las herramientas de procesado de eventos dispo-
nibles en el mercado. Otras referencias más especíﬁcas analizan herramientas de
procesado de eventos concretas, tales como Borealis [38] (la versión evolucionada
de las aplicaciones Aurora [39] y Medusa [40]), Cayuga [41] o Eucalyptus [42].
La metodología CEP se ha extendido a numerosas áreas de aplicación. El
primer ámbito donde se introdujo CEP fue el mundo ﬁnanciero. En [43], se repasa
la aplicación de la metodología CEP en la gestión de negocios, presentando la
herramienta CEP llamada AMiT (Active Middleware Technology). Del mismo
modo, en [44, 45] se muestra cómo la metodología CEP puede usarse para moni-
torizar y automatizar actividades ﬁnancieras. Otra aplicación asociada al ámbito
ﬁnanciero es la seguridad. En [46], se presenta el diseño, la implementación y la
evaluación de un sistema CEP para detectar fraudes en las tarjetas de créditos.
En [47], se propone una solución CEP para proteger organizaciones dispersas geo-
gráﬁcamente de ataques cibernéticos coordinados. Otro dominio donde se aplica
CEP es la prestación de servicios, tales como los servicios médicos o industriales.
En [48], se presenta un sistema CEP aplicado al cuidado de la salud en tiempo real,
mientras que en [49] propone el uso de la metodología CEP con ﬁnes industriales.
Mientras los conceptos de BDA y CEP han atraído la atención de la comu-
nidad académica de ciencias de la computación [50], estos términos son relativa-
mente nuevos en el campo de las telecomunicaciones. Las primeras áreas que han
hecho uso de la metodología CEP son la identiﬁcación por radiofrecuencia (Radio
Frequency IDentification, RFID) y las redes de sensores. Por ejemplo, en [51] se
presenta un mecanismo de procesado de eventos basado en RFID para una empre-
sa de sistemas de información, mientras que en [52] se describe un prototipo RFID
que también utiliza la metodología CEP para el procesado de información. Por
otro lado, en [53] se propone una arquitectura de referencia para redes de sensores
que procesa cadenas de eventos complejos en tiempo real, mientras que [54] pre-
senta una aplicación basada en CEP para detectar objetos e intrusos en una red
de sensores inalámbricos. Del mismo modo, la metodología CEP puede utilizarse
también para procesar ﬂujos de datos dentro del ámbito del Internet de las Cosas
(Internet of Things, IoT) [55] o enlazar mensajes de diferentes servicios web [56].
En el ámbito de la telefonía móvil, aún no se ha generalizado el uso de la
metodología CEP, a pesar de la enorme cantidad de datos generada en las re-
des móviles. En [57] se describe una arquitectura para aprovechar los estadísticos
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basados en eventos para monitorizar y optimizar el rendimiento en tiempo real de
redes GSM (Global System for Mobile). Más recientemente, en [58] se presenta un
análisis de nuevas oportunidades de negocio que pueden surgir del uso de BDA en
redes celulares. BDA también se ha identiﬁcado como una herramienta clave para
el desarrollo de SON en las futuras redes 5G [11, 59]. En [11], los autores mues-
tran cómo los operadores de red pueden aprovechar la ingente cantidad de datos
generados en las redes 5G para mejorar el rendimiento de los algoritmos SON.
En [59], se identiﬁcan los desafíos actuales en SON, proponiendo el uso de BDA
para mejorar la eﬁcacia de los algoritmos SON, y así cumplir con los exigentes re-
quisitos de 5G. Con el uso de BDA, se persigue que los algoritmos SON adquieran:
a) plena inteligencia del estado actual de la red, b) capacidad de predicción del
comportamiento de usuarios, y c) capacidad de asociar dinámicamente la respues-
ta de la red a los parámetros de la red. Estas capacidades se consiguen mediante
técnicas de aprendizaje automático y minería datos [60], que transforman grandes
cantidades de datos en una base de conocimientos. En [61], se presenta un sistema
de análisis de datos en tiempo real para detectar y predecir la evolución espacial y
temporal de puntos críticos de tráﬁco y secuencias habituales de traspaso en una
red celular, mediante la representación de los datos de la red con grafos geolocali-
zados que evolucionan en el tiempo. Con un alcance más limitado, [62] revisa los
datos de red útiles para la resolución automática de problemas en redes móviles,
y [63] propone la generación de nuevos KPI para la autocuración de redes móviles
a partir de trazas de conexión.
Hasta donde se conoce, ningún trabajo anterior ha propuesto el uso de CEP
para generar nuevos contadores de rendimiento a partir de los datos de una red
móvil, con el objetivo de mejorar los procesos de optimización de red. Por ello, en
este capítulo se presenta una metodología genérica de CEP que puede utilizarse
para generar nuevos contadores de rendimiento que permitan potenciar los algorit-
mos SON existentes. Estos nuevos contadores, referidos como contadores sintéticos,
se construyen combinando eventos y contadores generados por diferentes elementos
de la red en distintos momentos. Estos contadores sintéticos permiten extender,
de forma ﬂexible, el conjunto de contadores que actualmente proporcionan los fa-
bricantes, y pueden usarse para implementar contadores temporales que puedan
probarse rápidamente en la red real, antes de integrarlos en los equipos reales. Del
mismo modo, los contadores sintéticos pueden ser usados por las compañías que
ofrecen servicios de optimización de red, para obtener nuevos KPI adaptados a las
necesidades especíﬁcas de cada operador.
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Figura 2.1: Arquitectura de procesado de eventos.
2.2. Procesado de eventos complejos
En esta sección se introduce la arquitectura general de un sistema CEP. A
continuación, se ofrece un breve resumen de las herramientas CEP disponibles en
el mercado, para concluir con la descripción de la herramienta utilizada en este
trabajo.
2.2.1. Arquitectura de procesado de eventos
El procesado de eventos complejos forma parte de una arquitectura orienta-
da a eventos (Event-Driven Architecture, EDA) especíﬁcamente diseñada para la
producción, detección, consumo y reacción a eventos ordenados temporalmente y
obtenidos de múltiples fuentes. Para este propósito, la metodología CEP permite
el ﬁltrado, la combinación y la agregación de la información de los eventos en
tiempo real.
Como se muestra en la Figura 2.1, un sistema de procesado de eventos puede
separarse en tres bloques funcionales: gestión de eventos, máquina de procesado y
salida.
Gestión de eventos
El procesado de eventos se aplica generalmente a un sistema de información
ya existente que proporciona eventos a su salida. Un evento es cualquier cosa que
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sucede, o se considera que sucede. Estos eventos pueden proceder del exterior (p.
ej., desde una base de datos externa) o del interior (p. ej., un sistema interno de
información de la empresa), y estar generado en el mundo real (p. ej., un sensor)
o virtual (p. ej., por un servicio).
Los eventos en sistemas de información incluyen normalmente datos y men-
sajes que registran las actividades. Estos eventos pueden ser simples o complejos.
Un evento complejo es un evento que resume un conjunto de eventos simples. Para
facilitar su tratamiento, los eventos pueden organizarse en una cadena de eventos o
en una nube de eventos. Una cadena de eventos es una secuencia de eventos orde-
nados linealmente por registros de tiempo (timestamps), que indican el momento
en el que el evento tuvo lugar. Por otro lado, una nube de eventos es un conjunto
de cadenas de eventos obtenidos de múltiples fuentes. Mientras que las cadenas de
eventos se gestionan con las herramientas tradicionales de procesamiento de cade-
nas de eventos (Event Stream Processing, ESP), las herramientas CEP permiten
además gestionar las nubes de eventos, aprovechando su capacidad para combinar
datos de múltiples fuentes (de ahí el término “complejo”).
En las redes móviles, los eventos son recopilados por diversas fuentes. Cada
fuente queda deﬁnida por una combinación de tipo de evento (p. ej., medida radio,
establecimiento de sesión, traspaso, . . . ), elemento de red (p. ej., estación base,
emplazamiento, interfaz, . . . ) o capa de protocolo (p. ej., capa física, capa de
control de acceso al medio, capa de red, . . . ). De esta forma, la metodología CEP
permite combinar datos de múltiples fuentes.
Máquina de procesado de eventos
Tanto para el caso de cadenas como de nubes de eventos, una máquina de
procesado de eventos (Event Processing Engine, EPE) es la encargada de procesar
los eventos. Los agentes de procesado de eventos (Event Processing Agent, EPA)
son los responsables de recopilar los eventos a la entrada. Un EPA puede ﬁltrar
eventos duplicados, rectiﬁcar errores o enlazar formatos [51]. De esta forma, la
máquina procesa los eventos y notiﬁca si ciertos patrones o reglas predeﬁnidos se
cumplen.
Los patrones o reglas se deﬁnen en un lenguaje de consulta de eventos (Event
Query Language, EQL), también conocido como lenguaje de procesamiento de
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eventos (Event Processing Language, EPL). El EQL es un lenguaje de progra-
mación a alto nivel que permite reducir el esfuerzo para desarrollar aplicaciones
CEP que gestionan complicados patrones de eventos estructurados en múltiples ca-
denas, cuyo procesado da lugar al evento complejo. Existen tres estilos de lenguaje
para la implementación de EQL [64]:
a) Lenguaje de composición de operador (también conocido como lenguaje de pa-
trones de eventos), que deﬁne eventos complejos a partir de la unión de eventos
simples, mediante el uso de diferentes operadores lógicos y anidando expre-
siones (p. ej., un evento complejo es igual a la unión de dos eventos simples, 1
y 2).
b) Lenguaje de consulta de cadenas de datos (también conocido como lenguaje
de análisis de cadenas de eventos), que deﬁne eventos complejos a partir de
cadenas de eventos, utilizando expresiones basadas en un lenguaje de consulta
de bases de datos estándar (Structured Query Language, SQL) con senten-
cias del tipo “select (lista de campos deseados) from (lista de eventos) where
(condiciones) . . . ”. Las relaciones resultantes se convierten en nuevas cadenas
de datos.
c) Lenguaje de producción de reglas, que deﬁne eventos complejos mediante la
especiﬁcación de acciones que se ejecutan cuando se alcanzan ciertos estados.
Estos estados se deﬁnen mediante reglas del tipo “CUANDO (condición), EN-
TONCES (acción)” (p. ej., CUANDO evento simple 1 Y evento simple 2, EN-
TONCES evento complejo).
Hoy en día, los lenguajes de consulta de cadenas de datos basados en SQL
son el método más utilizado para la deﬁnición de eventos complejos, debido a que
pueden integrarse fácilmente con las bases de datos, compartiendo las funciones
comunes de SQL. Sin embargo, algunas herramientas combinan los tres estilos de
programación para beneﬁciarse de sus ventajas.
Salida del procesado de eventos
La salida de la máquina de procesado de eventos puede ser dos acciones. Por un
lado, la máquina puede simplemente notiﬁcar que se ha detectado un patrón o regla
deﬁnido, y quizás actualizar algún contador. Alternativamente, puede generarse
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un nuevo evento. Este nuevo evento puede ser un evento compuesto o un evento
derivado, dependiendo de la información incluida en el nuevo evento. Un evento
compuesto se crea cuando la información se extrae de campos de los eventos simples
(p. ej., el evento compuesto X selecciona la información CAMPO A, CAMPO B
y CAMPO C del evento simple 1, y CAMPO A, CAMPO D Y CAMPO E del
evento simple 2 que lo generaron). Por el contrario, un evento derivado incluye
nueva información no existente en los eventos simples previos, que se proporciona
especíﬁcamente cuando se activa el nuevo evento (p. ej., el evento derivado X
genera la nueva información CAMPO A, CAMPO B y CAMPO C cuando los
eventos simples 1 y 2 cumplen ciertas condiciones).
2.2.2. Software CEP
En el mercado existen plataformas CEP con habilidades muy diferentes. La
Figura 2.2 muestra un esquema que resume las distintas herramientas CEP dis-
ponibles en el mercado a lo largo de los últimos años [65]. Se aprecia cómo en la
última década han aparecido un gran número de plataformas, coincidiendo con la
generalización del análisis masivo de datos en el ámbito de las tecnologías de la
información. Otra observación importante es que, a pesar de que existen distintas
opciones en las que basar el diseño de las herramientas (p. ej., en reglas, en esta-
dos, en redes neuronales, . . . ), la mayoría de las herramientas desarrolladas están
basadas en consultas (query-based tools).
Dentro de las herramientas que actualmente existen en el mercado, algunos pro-
ductos comerciales son simplemente programas con adaptadores para herramientas
de control, alerta y administración, tales como IBM Operational Decision Mana-
ger, IBM InfoSphere Streams, SAP Event Stream Processor, Tibco BusinessEvents
o StreamBase. Otras plataformas de procesado de eventos, como, por ejemplo,
FeedZai Pulse y SQLStream s-Server, tienen funcionalidades adicionales, tales co-
mo la consulta, el reporte, los análisis interactivos o de indicadores de rendimiento
principales, con el objetivo de crear aplicaciones inteligentes para el soporte de
operaciones. Por último, los sistemas distribuidos emergentes denominados como
plataformas de computación de cadenas distribuidas (Distributed Stream Compu-
ting Platform, DSCP), tales como Apache Samza, Spark y Storm, son entornos de
uso general sin funciones nativas de CEP, pero que ofrecen una alta escalabilidad
y capacidad de extensión.
Capítulo 2. Procesado información generación contadores sintéticos 41
Figura 2.2: Herramientas CEP disponibles en el mercado [65].
En esta Tesis, se ha seleccionado el paquete Esper [66]. Esper es uno de los
pocos programas de código abierto en el mercado que permite hacer uso de la me-
todología CEP de manera gratuita. Desarrollado en JAVA, Esper puede integrarse
en distintas plataformas o ser usado de manera independiente. Esper combina el
procesado de eventos tradicionales y complejos (es decir, ESP y CEP) y ofrece un
lenguaje de consulta de cadenas de datos basado en SQL, que facilita la integración
con base de datos.
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2.3. Estructura propuesta para la obtención de con-
tadores sintéticos
En esta sección se presenta una estructura de procesado de trazas de cone-
xión basada en CEP diseñada especíﬁcamente para construir nuevos indicadores
de rendimiento que permitan enriquecer la información proporcionada por los con-
tadores tradicionales de los fabricantes de redes móviles. La estructura propuesta
consta de tres procesos: decodiﬁcación, sincronización y correlación de eventos.
Estos procesos se detallan a continuación.
2.3.1. Decodificación de eventos
Como se describió en la Sección 1.4, los archivos de trazas de conexión (DTF)
incluyen todos los eventos reportados por un eNB, que han sido previamente ac-
tivados mediante el archivo de conﬁguración (CTF).
La Figura 2.3 muestra la tabla de ejemplo de trazas de conexión CTR en bruto
presentada en la Sección 1.4. En la ﬁgura se observa cómo eventos de distinto tipo
(p. ej., TRACE _RELEASE = 8 y 11, referidos a eventos de traspaso y medidas de
potencia deﬁnidos por 3GPP, respectivamente) se almacenan en orden secuencial.
Por ello, este primer bloque de decodiﬁcación tiene como principal tarea obtener
únicamente los eventos incluidos en los DTF que serán utilizados posteriormente.
Con este objetivo, el decodiﬁcador de eventos primero separa la información de los
DTF de cada eNB en diferentes archivos que agrupan los eventos del mismo tipo.
Posteriormente, la decodiﬁcación se realiza mediante una herramienta de análi-
sis sintáctico (parser), que extrae la información contenida en los archivos de
trazas. Para desarrollar esta herramienta de decodiﬁcación de eventos, deben con-
siderarse las siguientes características:
a) Cada proveedor de equipos de red (p. ej., Ericsson, Nokia, Huawei, . . . ) deﬁne
el formato de sus propios eventos (eventos internos).
b) La cabecera de los eventos debe estar totalmente detallada, así como los pará-
metros (atributos) de cada tipo de mensaje.
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Figura 2.3: Ejemplo de trazas de conexión CTR en bruto.
c) La cabecera del evento tiene un tamaño ﬁjo, pero el tamaño del contenedor
del mensaje puede variar; es decir, el número de atributos depende del tipo de
mensaje, y algunos eventos podrían no incluir ningún atributo en el contenedor
del mensaje.
d) La cabecera del evento debe incluir un atributo que indique la longitud del
mensaje del evento, así como otro que indique el tipo de evento. A partir
del atributo de longitud del evento, se pueden separar los distintos eventos
almacenados en un mismo DTF.
e) Los eventos existentes pueden ser modiﬁcados en versiones posteriores del es-
tándar o de los proveedores. Por ejemplo, se pueden incluir nuevos atributos en
un tipo de evento, o, por el contrario, eliminar alguno ya existente. Por tanto,
la herramienta debe actualizarse regularmente a ﬁn de poder soportar todas
las versiones de interfaces y equipamiento (esto es, de eventos) existentes. En
este sentido, conviene resaltar que en una red real pueden convivir en la misma
área geográﬁca distintas versiones del mismo equipo de red, cada uno con su
correspondiente juego de eventos.
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Un ejemplo de herramienta de análisis sintáctico gratuita y accesible por in-
ternet es Marben [67], un decodiﬁcador de mensajes ASN.1 (Abstract Syntax No-
tation 1 ) para eventos estandarizados por el 3GPP (eventos externos) [21]. Así,
esta herramienta sólo decodiﬁca los eventos externos (es decir, eventos RRC, S1,
X2, . . . ), debido a que estos eventos son los únicos cuyas características son de
dominio público. Los archivos de entrada ASN.1 soportados por esta herramien-
ta deben estar en formato crudo (binario) o hexadecimal [21], mientras que los
archivos de salida son en formato XML (eXtensible Markup Language ).
En este trabajo, se utiliza una herramienta de análisis sintático privada, de-
sarrollada por el fabricante de los equipos de red (en este caso, Ericsson), para la
decodiﬁcación de mensajes ASN.1 de eventos LTE. Para facilitar su manejo, los
eventos decodiﬁcados se almacenan en archivos de formato CSV (Comma Sepa-
rated Values). Así, la salida de la etapa de decodiﬁcación consiste en una serie
de archivos, que separan cada tipo de evento, eNB y ROP, y que constituyen la
entrada del bloque siguiente de sincronización.
2.3.2. Sincronización de eventos
La entrada de este bloque son los archivos de trazas procesados, separados por
tipo de evento, eNB y ROP, obtenidos a la salida del decodiﬁcador de eventos. La
siguiente acción es ordenar cronológicamente todas las trazas de un mismo tipo de
evento, para obtener un único ﬁchero por tipo de evento, incluyendo todos los eNB
y todos los ROP en los que se divide el periodo de monitorización. Esta acción
se realiza por un módulo de sincronización, que une los archivos de entrada por
tipo de evento y ordena los eventos por el atributo temporal timestamp. Como
resultado, se obtiene un archivo que incluye todos los eventos de un mismo tipo,
reportados por todos los usuarios de todos los eNB durante el tiempo de activación
de trazas, ordenados linealmente por tiempo.
2.3.3. Correlación de eventos
El proceso de correlación de eventos es el núcleo de la herramienta de proce-
sado de eventos complejos. En el esquema propuesto, la máquina de correlación
se implementa con el programa de código abierto Esper [66]. La entrada a Esper
es el conjunto de trazas decodiﬁcadas y sincronizadas en las etapas previas, donde
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cada archivo contiene los eventos de un tipo ordenados temporalmente. Cada uno
de estos archivos representa una cadena de eventos, que se procesan de manera
continua. A partir de ellos, Esper genera y agrega información mediante la deﬁni-
ción de sentencias EPL similares a las sentencias SQL. Una vez se registran (es
decir, se dan de alta) las sentencias EPL, los archivos de entrada se procesan como
cadenas de datos. La salida de las sentencias EPL puede utilizarse como entradas
de otras sentencias EPL.
La estructura típica de una sentencia EPL es la siguiente:
select lista_atributos
from deﬁnición_cadena [as nombre] [, deﬁnición_cadena [as nombre]] [, ...]
[where condiciones_búsqueda]
[group by lista_expresiones_agrupamiento]
[having condiciones_búsqueda_agrupamiento]
[output especiﬁcaciones_salida]
[order by lista_expresiones_ordenación]
[limit numero_ﬁlas]
La palabra clave select indica los atributos de los eventos seleccionados, mientras
que from indica las cadenas de eventos analizadas. Para simpliﬁcar su uso, puede
asignarse un nombre corto a las cadenas de eventos o los atributos con el operador
as. El término where se utiliza para deﬁnir las condiciones de ﬁltrado de los even-
tos. La expresión group by se emplea para organizar datos idénticos en grupos.
El término having se utiliza para añadir condiciones de ﬁltrado a la expresión de
agrupación. La palabra clave output se usa para controlar la velocidad a la cual
los eventos son suministrados por la máquina de correlación de eventos. La expre-
sión order by ordena los datos en orden ascendente o descendente. Finalmente, el
término limit se usa, junto a las expresiones order by y output, para limitar los
resultados de la consulta dentro de un rango especíﬁco. Las palabras claves select
y from son obligatorias, mientras que el resto de términos son opcionales (y, por
eso, se expresan entre corchetes). Del mismo modo, el orden de los términos debe
mantenerse como se representan.
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Una funcionalidad importante proporcionada por las sentencias EPL es la
deﬁnición de ventanas. Una ventana puede estar deﬁnida por un periodo de du-
ración (ventana lógica) o por un número de veces que ocurre un evento (ventana
física). Una ventana también puede conﬁgurarse como deslizante o de saltos. Una
ventana deslizante extiende el intervalo especiﬁcado en el pasado desde el momento
presente, reportando un evento cuando termina. Por el contrario, una ventana de
saltos agrupa eventos y los reporta sólo cuando la ventana de tiempo se cierra. Co-
mo consecuencia, una ventana deslizante informa de forma más o menos continua
conforme se avanza en el tiempo (deslizante lógica) o los eventos van ocurriendo
(deslizante física). Por el contrario, una ventana lógica de saltos informa sólo al
ﬁnal del periodo de tiempo especiﬁcado (es decir, una vez cada periodo de tiempo)
y una ventana física de saltos sólo después de que algunos eventos ocurran un
determinado número de veces (es decir, una vez cada cierto número de ocurrencias
de un evento) [66]. Las Figuras 2.4 y 2.5 muestran ejemplos de ventanas lógicas
y físicas, respectivamente, conﬁguradas, a su vez, en modo deslizante y de saltos
(Figuras (a) y (b), respectivamente). Las ﬁguras representan en el eje y el tiempo
de llegada de los distintos eventos (Ei), mientras que en el eje x se muestra el
instante de reporte de las ventanas (Vi). Se observa que, en todos los ejemplos, los
eventos llegan siempre en el mismo instante de tiempo t+i, por lo que la diferencia
entre las ﬁguras (a) y (b) reside en el instante de tiempo en el que se reporta cada
ventana, dependiendo de la conﬁguración de la misma. En las Figuras 2.4 (a)-(b),
se presentan dos ejemplos de ventanas lógicas conﬁguradas para un intervalo de 4
segundos (desde t+ i hasta t+ i+ 3). La diferencia principal entre ambas ﬁguras
es que, en el caso de la Figura 2.4 (a), el reporte de las ventanas es cada segundo
(ventana deslizante), mientras que en la Figura 2.4 (b), es cada 4 segundos (ven-
tana de salto). Algo similar ocurre con las Figuras 2.5 (a)-(b). En este caso, las
ventanas físicas están deﬁnidas para reportar 3 eventos. La diferencia principal
entre las Figuras 2.5 (a) y (b) es que, en el caso de la Figura 2.5 (a), la diferencia
entre una ventana Vi y la siguiente Vi+1 es que se descarta el primer elemento que
se almacenó en la ventana Vi, manteniendo la ventana Vi+1 los otros 2 eventos
(ventana deslizante), mientras que, en la Figura 2.5 (b), cada vez que se reporta
una ventana Vi, los eventos que se reportan son diferentes (ventana de salto).
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Figura 2.4: Ejemplo de ventanas lógicas.
48 Capítulo 2. Procesado información generación contadores sintéticos
E4
E3
E4
E5
E4
E5
E6
t+1
t
t+2
t+3
t+4
t+5
t+6
t+7
t+8
t+4 t+5 t+6 t+7 t+8
E2
E1
E3
E1
E2
E3
E4
E5
E6
V1
V2
V3
V4
V1 =E1 + E2 + E3
V2 = E2 + E3 + E4
V3 = E3 + E4 + E5
V4 = E4 + E5 + E6
E3
E2
Tiempo de reporte
de ventanas (s)
Tiempo de llegada
de eventos (s)
(a) Deslizante.
E4
E5
E6
t+1
t
t+2
t+3
t+4
t+5
t+6
t+7
t+8
t+4 t+5 t+6 t+7 t+8
E2
E1
E3
E1
E2
E3
E4
E5
E6
V1
V4
V1 = E1 + E2 + E3
V2 = E4 + E5 + E6
Tiempo de reporte
de ventanas (s)
Tiempo de llegada
de eventos (s)
(b) De salto.
Figura 2.5: Ejemplo de ventanas físicas.
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2.4. Caso de uso para la obtención de contadores
sintéticos
En esta sección se presenta un ejemplo de implementación de un contador sin-
tético mediante la herramienta de procesado de eventos. El objetivo es mostrar la
capacidad del procesado de trazas para generar indicadores soﬁsticados orientados
a la optimización de redes móviles. Por claridad, primero se explica el diseño del
contador sintético y luego se presentan los resultados obtenidos a partir de trazas
recopiladas de una red real.
2.4.1. Diseño del contador sintético
El contador sintético a diseñar pretende calcular el nivel medio de señal piloto
(RSRP) recibido por los UE justo antes de un traspaso (HandOver, HO). Esta
información, que no se recopila en las redes actuales, puede usarse para detectar
adyacencias donde los traspasos se realizan demasiado pronto o demasiado tarde.
Un HO se realiza demasiado tarde cuando el UE recibe un nivel de RSRP excesiva-
mente bajo de la nueva celda destino antes de realizar el HO, lo que podría causar
llamadas caídas en la celda origen. Por el contrario, un HO se realiza demasiado
pronto cuando un UE realiza un traspaso, a pesar de que el nivel RSRP de la celda
origen es alto, realizándose un HO innecesario. Como consecuencia, este tipo de
traspaso temprano incrementa la carga de señalización de la red innecesariamente.
Para poder generar este nuevo indicador, se combina información de nivel de celda,
de usuario y de conexión.
La implementación de un contador sintético incluye tres componentes: a) las
cadenas de eventos y atributos requeridos como entrada, b) las reglas de correla-
ción entre diferentes cadenas de eventos, y c) las acciones a ejecutar cuando las
reglas se cumplen. La Figura 2.6 muestra el código utilizado en Esper para im-
plementar el contador sintético propuesto, incluyendo la deﬁnición de la sentencia
EPL con sus cadenas de eventos, atributos y reglas (líneas 1-19), la creación de
la sentencia EPL (línea 20), la deﬁnición de las acciones de salida (línea 21) y
la activación/registro de la sentencia EPL (línea 22). A continuación, se detallan
algunos de los componentes.
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1 expresión = “select hs.TIMESTAMP as hsTime, hs.CELL_ID as hsCellId, hs.UE_ID as hsUeId,
2 hs.TARGET_CELL_PCI as hsSelectedTargetPCI, hs.NEW_UE_ID as hsNewUeId,
3 ht.TIMESTAMP as htTime, ht.CELL_ID as htCellId, ht.NEW_UE_ID as htUeId,
4 ht.OLD_UE_ID as htOldUeId, ht.CELL_PCI as htPCI,
5 ueMeas.TIMESTAMP as ueMeasTime, ueMeas.CELL_ID as ueMeasCellId,
6 ueMeas.UE_ID as ueMeasUeId, ueMeas.SERVING_RSRP as ueMeasRsrpValue
7 from X2_HANDOVER_REQUEST_ACKNOWLEDGE(MESSAGE_DIRECTION=0)
8 .win:ext_timed(TIMESTAMP, 500 msec) as hs,
9 X2_HANDOVER_REQUEST_ACKNOWLEDGE(MESSAGE_DIRECTION=1)
10 .win:ext_timed(TIMESTAMP, 500 msec) as ht,
11 INTERNAL_EVENT_UE_MOBILITY.std:groupwin(UE_ID).win:length(1) as ueMeas
12 where hsCellId != htCellId
13 and hsUeId = htOldUeId
14 and hsNewUeId = htUeId
15 and hsSelectedTargetPCI = htPCI
16 and hsCellId = ueMeasCellId
17 and hsUeId = ueMeasUeId
18 and Math.abs(hsTime - htTime) ≤ 500 msec
19 and Math.abs(hsTime - ueMeasTime) ≤ 500 msec";
20 sentenciaEPL = epService.getEPAdministrator().createEPL(expresión);
21 RsrpWhenHoListener rsrpWhenHoListener = new RsrpWhenHoListener();
22 sentenciaEPL.addListener(rsrpWhenHoListener);
Figura 2.6: Código Esper para el contador sintético RSRP antes de HO.
Cadenas de eventos
En expresión, se deﬁnen las cadenas de eventos requeridas con el término
from (líneas 7-11). Se solicitan dos cadenas de eventos: la cadena de eventos ex-
ternos (estándares) X2_HANDOVER_REQUEST_ACKNOWLEDGE y la ca-
dena de eventos internos (propios de la fabricante) INTERNAL_EVENT_UE_
MOBILITY. Ambas cadenas de entrada consisten en una serie de registros proce-
dentes del eNB. El eNB almacena un nuevo registro en la cadena de eventos
X2_HANDOVER_REQUEST_ACKNOWLEDGE cuando existe una petición de
HO saliente o entrante. Del mismo modo, el eNB almacena un registro nuevo en la
cadena de eventos INTERNAL_EVENT_UE_MOBILITY cuando ﬁnaliza una
conexión. En el ejemplo, el término from consta de tres componentes. Los dos
primeros (líneas 7-10) se reﬁeren a la cadena de eventos X2_HANDOVER_RE-
QUEST_ACKNOWLEDGE. El primero de ellos (líneas 7-8) corresponde a una
petición de HO saliente en la celda origen (indicada por MESSAGE_DIRECTION
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= 0), mientras que el segundo (líneas 9-10) corresponde a la petición de HO en-
trante en la celda destino (MESSAGE_DIRECTION = 1). Estas dos compo-
nentes se renombran como hs y ht (por ser eventos de HO en las celdas ori-
gen - source - y destino - target -, respectivamente). En ambos casos, se con-
ﬁgura una ventana lógica deslizante de 500 milisegundos por medio del méto-
do “win:ext_timed(TIMESTAMP, 500 msec)”. Así, el término from se activa
cuando se detecta un HO desde una celda origen a una celda destino en los úl-
timos 500 milisegundos. La tercera componente (línea 11) hace referencia a la
cadena INTERNAL_EVENT_UE_MOBILITY, referida a las medidas repor-
tadas por los UE, que se renombra como ueMeas. En esta cadena, los métodos
“std:groupwin(UE_ID)” y “win:length(1)” se usan para diferenciar eventos de un
usuario en particular.
Atributos de los eventos
Los atributos seleccionados en cada registro de las cadenas de eventos se enu-
meran en el bloque expresión de la Figura 2.6 mediante el término select (líneas
1-6). La Tabla 2.1 presenta una descripción detallada de estos atributos. Como se
observa en la Tabla, algunos atributos son necesarios en todos los registros a ﬁn de
poder relacionar los eventos mediante las reglas de correlación. Ejemplos de estos
atributos son el tiempo (TIMESTAMP), el indicador de celda (CELL_ID) y el
identiﬁcador de usuario (UE_ID). Además, otros atributos propios de cada regis-
tro también son necesarios para relacionar los eventos, como, por ejemplo, el PCI
de la celda destino del traspaso (hs.TARGET_CELL_PCI y ht.CELL_PCI) o el
nuevo identiﬁcador del usuario en la celda destino (NEW_UE_ID) para relacionar
correctamente los eventos de traspaso.
Condiciones
El conjunto de condiciones que han de cumplir los atributos de los eventos
seleccionados para ejecutar las acciones posteriores se deﬁne mediante el término
where en expresión (líneas 12-19). La Tabla 2.2 presenta una descripción detalla-
da de estas condiciones, donde se observan condiciones que relacionan los eventos
tanto de manera física (p. ej., hsSelectedTargetPCI = htPCI) como temporal (p.
ej., Math.abs(hsTime - htTime) ≤ 500 msec).
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Atributo Renombrado como Información
hs.TIMESTAMP hsTime Tiempo cuando se almacenó el registro en la cadena
de eventos de la celda origen
hs.CELL_ID hsCellId Identificador lógico de celda de la celda origen en la
cadena de eventos de la celda origen
hs.UE_ID hsUeId Identificador del usuario en la celda origen en la cadena
de eventos de la celda origen
hs.TARGET_CELL_PCI hsSelectedTargetPCI Identificador físico de celda de la celda destino en la
cadena de eventos de la celda origen
hs.NEW_UE_ID hsNewUeId Identificador del usuario en la celda destino en la ca-
dena de eventos de la celda origen
ht.TIMESTAMP htTime Tiempo cuando se almacenó el registro en la cadena
de eventos de la celda destino
ht.CELL_ID htCellId Identificador lógico de celda de la celda destino en la
cadena de eventos de la celda destino
ht.NEW_UE_ID htUeId Identificador del usuario en la celda destino en la ca-
dena de eventos de la celda destino
ht.OLD_UE_ID htOldUeId Identificador del usuario en la celda origen en la cadena
de eventos de la celda destino
ht.CELL_PCI htPCI Identificador físico de celda de la celda destino en la
cadena de eventos de la celda destino
ueMeas.TIMESTAMP ueMeasTime Tiempo cuando se almacenó el registro en la cadena
de eventos de medidas de usuario
ueMeas.CELL_ID ueMeasCellId Identificador lógico de celda de la celda origen en la
cadena de eventos de medidas de usuario
ueMeas.UE_ID ueMeasUeId Identificador de usuario que reporta la medida en la
cadena de eventos de medidas de usuario
ueMeas.SERVING_RSRP ueMeasRsrpValue Nivel de potencia de la señal de referencia recibida de
la celda servidora reportada por el usuario en la cadena
de eventos de medidas de usuario
Tabla 2.1: Atributos de los eventos hs, ht y ue.
Condición Descripción
hsCellId != htCellId Celdas origen y destino no son la misma
hsUeId = htOldUeId y hsNewUeId = htUeId El usuario que realiza la petición de HO saliente en la celda
origen es el mismo que realiza la petición de HO entrante en
la celda destino
hsSelectedTargetPCI = htPCI El identificador físico de celda de la celda destino en el HO
saliente es el mismo que en el HO entrante
hsCellId = ueMeasCellId La celda donde se realiza la petición de HO saliente es la mis-
ma que de donde se remiten las medidas del usuario cuando
finaliza la conexión
hsUeId = ueMeasUeId El usuario que realiza la petición de HO saliente de la celda
origen es el mismo que informa de las medidas al final de la
conexión
Math.abs(hsTime - htTime) ≤ 500 msec y
Math.abs(hsTime - ueMeasTime) ≤ 500 msec
El intervalo de tiempo absoluto entre los eventos hs y ht y
entre hs y ueMeas debe ser menor que 500 ms
Tabla 2.2: Condiciones de los eventos.
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Acciones
Una vez se registra la sentencia EPL (línea 22), se comprueba constantemente
las coincidencias. Tras cada coincidencia, se ejecutan objetos simples JAVA o
.Net/C# con acciones personalizadas. En el ejemplo, se deﬁnen las siguientes ac-
ciones dentro la clase RsrpWhenHoListener (línea 21):
a) agregar el nivel de RSRP proporcionado por el usuario en un contador, que
representa la suma total de valores de RSRP, e
b) incrementar en una unidad otro contador que acumula el número de veces que
se han cumplido las condiciones.
Ambos contadores intermedios se deﬁnen por adyacencia. De esta forma, una vez
procesados todos los eventos, es posible calcular el contador sintético ﬁnal con el
nivel de RSRP medio recibido por los usuarios justo antes de realizarse los HO
para cada adyacencia, denominado como RSRPHO.
2.4.2. Resultados
El código de la Figura 2.6 se ejecuta sobre un conjunto de trazas de conexión
obtenidas en una red real LTE. El área geográﬁca abarcada por el conjunto de
datos consiste en 145 eNB y 3220 adyacencias, que cubren 835 km2 de una zona
urbana y residencial. El conjunto de datos incluye 580 archivos CTR recolectados
de los emplazamientos cada 15 minutos durante la hora cargada de un día laboral
(es decir, 4 ROP de 15 minutos por celda, dando lugar a 145 · 4 = 580 archivos
CTR). Para no sobrecargar los procesadores de los eNB, se monitoriza tan sólo un
porcentaje limitado de conexiones por celda. En este estudio, el CTF se conﬁgura
para monitorizar el 20% de las conexiones por celda. A posteriori, se demuestra
que este porcentaje es suﬁciente para obtener resultados estadísticos robustos. El
número total de conexiones registradas en los archivos es 2332961. Por simplicidad,
la herramienta de procesado de eventos no se ejecuta en tiempo real, sino después
de que todos los archivos CTR se almacenen en la OSS.
Como resultado de ejecutar la herramienta CEP, se obtienen 3220 valores del
contador sintético RSRPHO (1 por adyacencia). Concretamente, el número total de
54 Capítulo 2. Procesado información generación contadores sintéticos
0
50
100
150
200
250
RSRP [dBm]
N
úm
er
o 
de
 a
dy
ac
en
ci
as
 
 
−130 −120 −110 −100 −90 −80 −70 −60
0
0.2
0.4
0.6
0.8
1
CD
F
No. adyacencias
CDF
P90
P10
Figura 2.7: Distribución de probabilidad del contador sintético RSRPHO.
veces que la sentencia se cumple es 100338 (31 veces, de media, por adyacencia).
La Figura 2.7 presenta el histograma y la función de distribución (Cumulative
Distribution Function, CDF) del indicador RSRPHO. Para una mayor claridad,
en la ﬁgura se marcan los percentiles del 10% y del 90%, P10 y P90 (-112 y -95
dBm, respectivamente).
De la ﬁgura, se pueden extraer algunos hallazgos interesantes. El primero de
ellos tiene que ver con el umbral de nivel para el traspaso entre tecnologías. En
la red considerada, el operador conﬁguró el umbral de RSRP para que se corte
la llamada a -116 dBm en todas las adyacencias de la red. Observando la ﬁgura,
se aprecia que, en el 10% de las adyacencias, los traspasos se ejecutan demasiado
tarde (es decir, los usuarios experimentan un valor de RSRP antes del HO muy
cercano al umbral de caída de llamada, -112 frente a -116 dBm, respectivamente).
En segundo lugar, en la ﬁgura se identiﬁcan los valores altos de RSRPHO, que
indican aquellas adyacencias en las que se producen HO cuando los usuarios ex-
perimentan un valor alto de RSRP en la celda origen. De esta manera, el indicador
construido reﬂeja el grado de solapamiento entre celdas vecinas.
El contador sintético propuesto también puede utilizarse conjuntamente con
otros indicadores para realizar un diagnóstico más preciso de los problemas de
la red. Un ejemplo podría ser el uso conjunto del indicador RSRPHO y la tasa
de fallos de traspasos (HandOver failure Ratio, HOR), que suele utilizarse por los
Capítulo 2. Procesado información generación contadores sintéticos 55
operadores como un KPI de la calidad global de las conexiones [68]. La información
adicional proporcionada por el contador RSRPHO permite identiﬁcar el origen de
un bajo rendimiento de HOR. Por ejemplo, si la HOR es alta y el nivel de RSRPHO
es bajo, la causa más probable de los traspasos fallidos es un problema de cobertura
en la celda origen. Por el contrario, si la HOR es alta y el nivel de RSRPHO es
alto, se descarta el problema de cobertura, y, por tanto, obliga a buscar otro origen
a la alta tasa de traspasos fallidos (p. ej., falta de recursos en celda destino).
2.4.3. Complejidad computacional
Tanto la etapa de decodiﬁcación como de sincronización de eventos se de-
sarrollaron en C++, mientras que el bloque de correlación de eventos se desarrolló
en JAVA con Esper. En teoría, la complejidad computacional de la etapa de proce-
sado de eventos es O(Ncon), donde Ncon es el número de conexiones recolectadas en
un ROP. En la práctica, la decodiﬁcación, sincronización y correlación de todos los
eventos para 1 hora de trazas se realiza en 240, 10 y 50 segundos, respectivamente,
resultando un tiempo total de ejecución de 5 minutos en un ordenador portátil
con una frecuencia de reloj de 2.6 GHz y 4 GB de RAM.
2.5. Conclusiones
En este capítulo se ha presentado un esquema genérico de procesado de even-
tos complejos, que permite obtener nuevos contadores a partir de la información
disponible en las trazas de conexión de redes LTE, y así extender el juego de indi-
cadores suministrados por los fabricantes. Con este ﬁn, se ha presentado primero
un esquema básico de las herramientas que procesan eventos complejos, enumeran-
do después las herramientas comerciales existentes en el mercado. A continuación,
se han detallado los diferentes bloques funcionales de la herramienta de procesado
de eventos complejos propuesta para procesar los archivos de trazas recopilados
por los eNB. Dentro de esta sección, se ha prestado especial atención al bloque en-
cargado de la correlación de eventos, donde se utiliza el código Esper. Por último,
para demostrar el funcionamiento de la herramienta de procesado, se ha presentado
un ejemplo de construcción de un nuevo indicador a partir de trazas, que muestra
el nivel de potencia medido por los usuarios justo antes de realizar un traspaso
en una determinada adyacencia. Este ejemplo ha permitido demostrar que, con la
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herramienta de procesado de eventos, pueden construirse contadores que aportan
información mucho más detallada que la que proporcionan los indicadores utiliza-
dos hoy en día por los operadores. El mayor detalle proviene de: a) la combinación
de información obtenida de diferentes elementos de la red, en instantes distintos,
y recopilados con diferente granularidad temporal y espacial, y b) la correlación
de eventos a nivel de celda, de usuario y de conexión. La metodología propuesta
puede aplicarse en otras tecnologías de acceso radio, y puede extenderse a otros
segmentos de la red, como, por ejemplo, la red de transmisión o el núcleo de red.
Capítulo 3
Evaluación de capacidad en redes
LTE en explotación
La evaluación del desempeño de la red es una de las tareas fundamentales
en el quehacer diario de los operadores de redes móviles. Tradicionalmente, este
desempeño se ha venido midiendo en términos de cobertura, calidad de señal y
capacidad. En este capítulo, se presenta un estudio de diversos indicadores de
capacidad empleados hoy en día por los operadores móviles, sobre datos extraídos
de una red LTE real. Con este estudio, se pretende entender cómo diﬁeren los
distintos indicadores de capacidad, y comprobar su correlación con los indicadores
de calidad de señal. Los resultados que aquí se presentan justiﬁcan la selección de
la relación señal a ruido más interferencia (Signal to Interference plus Noise Ratio,
SINR) como indicador de capacidad en la formulación del problema de CCO a
plantear en capítulos posteriores.
El capítulo se divide en cinco secciones. La Sección 3.1 introduce la necesidad
del estudio. A continuación, la Sección 3.2 describe los indicadores de rendimiento
de capacidad considerados. Posteriormente, la Sección 3.3 describe el escenario
real donde se recopilan los datos. En la Sección 3.4 se analizan los resultados
obtenidos en la comparación de los indicadores. Por último, la Sección 3.5 presenta
las conclusiones de este capítulo.
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3.1. Introducción
Cada vez que se introduce una nueva funcionalidad en una red celular, debe
evaluarse el impacto que ésta tiene sobre el rendimiento de la red. Para ello, es
preciso seleccionar métricas que reﬂejen adecuadamente la experiencia del usuario.
Una métrica mal escogida puede ser difícil de interpretar y, además, el cumplimien-
to de determinados umbrales objetivos puede tener un impacto nulo en la expe-
riencia de usuario. Para evitar esto, los operadores están cambiado la forma de
monitorizar sus redes, sustituyendo los indicadores de rendimiento tradicionales,
centrados en el rendimiento de la red, por indicadores de rendimiento centrados
en la experiencia de usuario [69]. En la misma dirección, el 3GPP ha deﬁnido cin-
co clases de indicadores de rendimiento de servicio, que son la disponibilidad del
servicio, la accesibilidad, la retenibilidad, la movilidad y la integridad [70].
La capacidad de usuario media (average user throughput) es hoy en día el prin-
cipal indicador utilizado para medir la integridad en todas las tecnologías de acceso
radio, a la espera de indicadores más ﬁables de la experiencia de usuario [70]. Al
mismo tiempo, la capacidad de celda media (average cell throughput) se utiliza
para medir la capacidad de celda en procesos de redimensionado basados en me-
didas [71]. Diversos estudios teóricos han establecidos cotas de estos indicadores
de capacidad a partir de la fórmula truncada de Shannon [72]. De igual forma,
otras fuentes han presentado resultados de la capacidad de usuario y celda obteni-
da en LTE mediante herramientas de simulación [73] y pruebas de campo [74].
Sin embargo, diversas pruebas de campo realizadas por el autor en el marco de
esta Tesis han puesto de maniﬁesto que estos indicadores de capacidad se ven
afectados menos de los esperado tras la realización de cambios en la red orienta-
dos a su mejora, incluso cuando otros indicadores de bajo nivel, como la relación
señal a interferencia o el indicador de calidad del canal, sí varían notablemente.
En LTE, una mejora grande de las estadísticas de calidad de conexión debería
producir una utilización de esquemas de modulación y codiﬁcación más eﬁcaces,
con más símbolos en la constelación y menos redundancia. Esto debería traducirse
en mejores cifras de capacidad de usuario celda, lo que se ha constatado que no
siempre ocurre. Tras esta observación, se hace necesario un estudio profundo de
los estadísticos de capacidad en redes LTE reales. En las siguientes secciones, se
presenta un análisis exhaustivo de varios indicadores de capacidad comúnmente
utilizados por los operadores de redes LTE, a partir de contadores de rendimiento
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del sistema de gestión y trazas de conexión procesadas con la herramienta CEP
desarrollada en esta Tesis.
3.2. Indicadores de capacidad en redes LTE
A continuación, se presentan los indicadores utilizados actualmente por los
operadores para evaluar la capacidad de transmisión ofrecida al usuario. Todos
ellos pueden obtenerse a partir de contadores de rendimiento (PM) del sistema de
gestión de red y son ofrecidos por la mayoría de fabricantes. Estos indicadores se
deﬁnen en [70], y sus deﬁniciones son válidas tanto para el canal descendente (DL)
como el ascendente (UpLink, UL).
El throughput medio de usuario, AvgUeThp (del inglés Average User Through-
put), se utiliza normalmente para comprobar la integridad de los servicios de datos
en todas las tecnologías de acceso radio, calculándose como
AvgUeThp =
TotPDCPV olDataExclLastTTIs
TotEffectiveT imeExclLastTTIs
[kbps] , (3.1)
donde TotPDCPVolDataExclLastTTIs es el volumen total de unidades de datos de
servicio (Service Data Unit, SDU) a nivel del protocolo de convergencia de datos de
paquete (Packet Data Convergence Protocol, PDCP) transferidos por celda y pe-
riodo de reporte (ROP), excluyendo los datos transferidos en el intervalo de tiempo
de transmisión (Transmission Time Interval, TTI) en el que se vacía el buffer de
transmisión (denominado “último TTI”), y TotEffectiveTimeExclLastTTIs es el
tiempo empleado para enviar la información excluyendo el último TTI [70]. Tanto
TotPDCPVolDataExclLastTTIs como TotEffectiveTimeExclLastTTIs son medidas
agregadas de todos los usuarios en una celda durante el ROP. Los últimos TTI
se excluyen para eliminar TTI que no se utilizan completamente, donde la tasa
de transmisión puede ser inferior únicamente porque no hay suﬁcientes datos que
transmitir. De esta manera, se obtiene una medida de capacidad del enlace inde-
pendiente del tamaño del segmento de datos a transmitir [70].
El throughput medio de celda, AvgCellThp (Average Cell Throughput), se uti-
liza para estimar la capacidad máxima de celda [71], y se deﬁne como
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AvgCellThp =
TotPDCPV olData
ActiveSchedT ime
[kbps] , (3.2)
donde TotPDCPVolData es el volumen total de datos en las SDU de nivel PDCP
transferido en una celda y ROP considerando todos los TTI, y ActiveSchedTime
es el tiempo de actividad del planiﬁcador. Dicho tiempo se incrementa en 1 ms por
cada TTI con datos en el planiﬁcador dinámico de recursos de la estación base.
Por tanto, AvgCellThp es el throughput de usuario agregado en una celda cuando
se asignan recursos radio.
El throughput medio del enlace radio, AvgRadioThp (Average Radio-link Through-
put) indica la eﬁciencia espectral media en una celda, calculándose como
AvgRadioThp =
TotSuccV olData
TotResourcesForTr
[
bit
RE
]
, (3.3)
donde TotSuccVolData es el volumen total de unidades de datos de protocolo
(Protocol Data Unit, PDU) del control de acceso al medio (Medium Access Con-
trol, MAC), y TotResourcesForTr es el número de elementos de recurso (Resource
Element, RE) usados para la transmisión. RE es la unidad de recursos mínima
asignable, que consiste en una subportadora (15 kHz) para una duración de un
símbolo multiplexado por división de frecuencias ortogonales (Orthogonal Frequen-
cy Division Multiplexing, OFDM) [73]. TotSuccVolData se incrementa cuando una
transmisión se reconoce a nivel de Petición de Repetición Automática Híbrida
(Hybrid Automatic Repeat reQuest, HARQ) y TotResourcesForTr se incrementa
cuando se recibe retroalimentación HARQ para una transmisión, sin importar si
es positiva o negativa. Por tanto, AvgRadioThp indica el volumen medio de datos
transmitido por RE como una medida de la eﬁciencia espectral.
El indicador Traffic (tráﬁco) mide el volumen total de datos de usuario en un
periodo de tiempo, deﬁnido como
Traffic =
TotPDCPV olData
PeriodDuration
[kbps] , (3.4)
donde TotPDCPVolData es el volumen de datos SDU PDCP transferidos y Pe-
riodDuration es el periodo de medición. TotPDCPVolData es el mismo estadístico
usado en AvgCellThp, y PeriodDuration es el ROP. Por tanto, Traffic indica el
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throughput medio de celda incluyendo también los periodos donde el planiﬁcador
está inactivo.
Por último, se deﬁnen dos indicadores para medir el número medio de usuarios
en una celda,
AvgNoUeperTTIinROP =
TotNoActiveUsers
PeriodDuration
(3.5)
y
AvgNoUeperTTIinSchedAct =
TotNoActiveUsers
ActiveSchedT ime
, (3.6)
donde TotNoActiveUsers es la suma del número de usuarios activos por TTI du-
rante todo el periodo de tiempo PeriodDuration, y ActiveSchedTime es el tiempo
de actividad del planiﬁcador durante el periodo considerado. La principal dife-
rencia entre ambos indicadores es que el primero tiene en cuenta los periodos de
inactividad, mientras que el segundo sólo tiene en cuenta los TTI con usuarios
activos.
3.3. Metodología experimental
En el periodo de medida, se recogen valores de todos los indicadores deﬁnidos
anteriormente. El área urbana considerada abarca 234 celdas LTE, de las que 129
usan una portadora a 734 MHz con 10 MHz de ancho de banda y las otras 105
usan una portadora a 2.132 GHz con un ancho de banda de 5 MHz (de aquí
en adelante, referidas como primera y segunda portadora, respectivamente). El
periodo de medida comprende 2 días, durante los que se toman medidas a nivel
de celda y hora, obteniendo un total de 11232 muestras. El periodo de reporte
(ROP) es, por tanto, de una hora. Para completar el análisis, se procesan también
los eventos de medida de 60000 conexiones (correspondientes a 10 minutos de red)
para un análisis más detallado de alguno de los indicadores basado en trazas de
conexión. Ambos juegos de datos comprenden medidas de DL y UL.
Como análisis preliminar, la Tabla 3.1 presenta estadísticos de rendimiento
de tráﬁco relevantes para UL y DL. Se observa que casi la mitad de los datos
transmitidos en UL se envían en últimos TTI (es decir, TTI en los que se vacía
el buﬀer de transmisión). Del mismo modo, cerca del 90% de los TTI en UL son
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DL UL
Datos transmitidos en los últimos TTI [%] 13.80 47.26
Porcentaje de últimos TTI [%] 38.10 89.06
Volumen medio de datos en los últimos TTI [kb] 2.05 0.11
Volumen medio de datos en otros TTI [kb] 7.91 1.02
Actividad media del planiﬁcador [%] 15.14 14.68
Número medio de usuarios activos por TTI durante
el ROP
0.20 0.32
Número medio de usuarios activos por TTI durante
el periodo activo del planiﬁcador
1.35 2.16
Número medio de TTI activos por conexión 239 932
Tabla 3.1: Estadísticos de tráfico.
últimos TTI. A partir de estos datos se puede deducir que el tráﬁco UL consiste,
principalmente, en ráfagas de datos muy pequeñas. Comparando el volumen medio
de datos transmitido en últimos TTI frente al volumen transmitido en el resto de
TTI, se observa que el primero es signiﬁcativamente inferior (2.05 kb frente a 7.91
kb para DL, y 0.11 kb frente a 1.02 kb para UL). Esto es una clara evidencia de
que en el último TTI se suelen transmitir menos datos. También se observa que los
planiﬁcadores dinámicos de recursos del UL y DL tienen el mismo porcentaje de
actividad (es decir, tiempo de actividad por ROP). Sin embargo, el número medio
de usuarios por TTI en UL es un 60% mayor que en DL, tanto considerando el
ROP completo como considerando sólo el periodo de actividad del planiﬁcador.
Debido a que la mayoría de las transmisiones de datos en UL tienen lugar
en últimos TTI (cerca del 90% del total), y éstos se descartan en algunos de los
indicadores de throughput, el análisis de estos indicadores se centra únicamente
en el DL, que es donde el porcentaje de últimos TTI es menor. Por brevedad, el
subíndice DL se omite en los resultados presentados a continuación.
3.4. Resultados del análisis
Los siguientes párrafos comparan los diferentes indicadores de rendimiento de
throughput en DL a partir de las medidas recopiladas. Primero se analizan los
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indicadores basados en contadores y, posteriormente, se extiende el análisis a los
mismos indicadores construidos con trazas de conexión.
3.4.1. Resultados basados en contadores de rendimiento
Las Figuras 3.1 (a)-(c) muestran la relación entre los diferentes indicadores
de throughput basados en contadores agregados por celda y hora. En particu-
lar, la Figura 3.1 (a) muestra la correlación entre AvgUeThp y Traffic. En el
eje de abscisas, AvgUeThp se multiplica por AvgNoUeperTTIinROP para tener
una estima del tráﬁco total (sin últimos TTI) por ROP. Se observa que ambos
indicadores están altamente correlacionados, resultando un coeﬁciente de deter-
minación R2 = 0.96. Sin embargo, la pendiente de la recta de regresión no es 1,
sino 0.68. Un análisis teórico muestra que dicha pendiente es la proporción entre
el porcentaje de tiempo y el porcentaje de datos que no corresponden a últimos
TTI, cuyos valores se muestran en la Tabla 3.1 (es decir, 1−0.3811−0.138 = 0.71). De este
resultado, se puede concluir que AvgUeThp y Traffic proporcionan información
similar.
La Figura 3.1 (b) compara AvgUeThp y AvgCellThp (ejes x e y, respecti-
vamente). En este caso, AvgUeThp se multiplica por AvgNoUeperTTIinSchedAct
para tener una estimación del tráﬁco total (incluyendo últimos TTI) dividido entre
el periodo de actividad del planiﬁcador. Se observa que la correlación entre ambos
indicadores no es tan fuerte. Un análisis más exhaustivo muestra que la falta de
correlación es debida a las muestras con bajo porcentaje de actividad del planiﬁ-
cador, donde el volumen de tráﬁco total considerando los últimos TTI podría no
estar correlacionado con el volumen de tráﬁco sin los últimos TTI. Para conﬁrmar
esto, se ha dibujado una línea de regresión para aquellas horas que muestran un
periodo de actividad del planiﬁcador mayor del 50% (es decir, 30 minutos por ho-
ra, representado por diamantes en la ﬁgura), dando como resultado un coeﬁciente
de determinación muy alto (R2 = 0.87). Esta observación muestra que el indicador
AvgCellThp debe ser gestionado con cuidado cuando la actividad del planiﬁcador
es baja.
La Figura 3.1 (c) muestra la correlación entre AvgRadioThp y AvgCellThp (ejes
x e y, respectivamente), diferenciando por frecuencia de portadora. Se observa que
ambos indicadores tienen una buena correlación en ambas portadoras (R2 = 0.74 y
R2 = 0.86, respectivamente). Las distintas pendientes son debidas a los diferentes
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Figura 3.1: Correlación entre indicadores de rendimiento de throughput cons-
truidos con contadores.
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anchos de banda en cada portadora (es decir, 10 MHz frente a 5 MHz), que hacen
que, para un mismo valor de AvgRadioThp, AvgCellThp en la segunda portadora
sea la mitad que en la primera. A partir de la ﬁgura, se deduce que AvgRadioThp
y AvgCellThp proporcionan información similar cuando se evalúan por portadora.
Una vez analizadas las diferencias entre los indicadores de rendimiento de
throughput, se enfoca el análisis en la relación con los indicadores de calidad de
conexión. Las Figuras 3.2 (a)-(c) representan la correlación del CQI medio (referi-
do como AvgCQI ) con AvgUeThp, AvgCellThp y AvgRadioThp, respectivamente.
En las Figuras 3.2 (a)-(b), los puntos se han agrupado por portadora, debido a
que el mismo valor de AvgCQI, correspondiente a un esquema especíﬁco de modu-
lación y codiﬁcación adaptativo (Adaptive Modulation and Coding, AMC), logra
diferentes valores de AvgUeThp y AvgCellThp para diferentes anchos de banda de
sistema. Este no es el caso para AvgRadioThp, que, como indicador de eﬁciencia
espectral, está normalizado por el ancho de banda ocupado. Las ﬁguras muestran
que la correlación entre AvgCQI y cualquiera de los indicadores de rendimiento
throughput no es tan fuerte como se esperaba. En concreto, R2 = 0.48, 0.19 y
0.39 para AvgUeThp, AvgCellThp y AvgRadioThp, respectivamente. A partir de
estos resultados, se podría concluir erróneamente que una buena calidad de señal
radio no tiene un impacto directo en el porcentaje de datos usados, en la capaci-
dad de celda o en la eﬁciencia espectral de la red. Esta débil correlación no se
debe a las transmisiones en los últimos TTI, ya que afecta a todos los indicadores.
Esta observación es la razón del análisis basado en trazas de llamadas descrito a
continuación.
3.4.2. Resultados basados en trazas de conexión
Para comprobar la relación entre el throughput y el CQI a nivel de conexión,
se deﬁnen tres indicadores de rendimiento de throughput, equivalentes a los pre-
sentados en las ecuaciones (3.1)-(3.3), pero desglosados por conexión (esto es, el
indicador reﬂeja el valor alcanzado en cada conexión). Para ello, se aprovecha que
todas las variables de las ecuaciones (3.1), (3.2) y (3.3) pueden deﬁnirse por cone-
xión, excepto el tiempo de actividad del planiﬁcador, ActiveSchedTime en (3.2),
que es un indicador deﬁnido a nivel de celda. Si ActiveSchedTime se sustituye
por el tiempo efectivo total por conexión, incluyendo los últimos TTI, la ecuación
(3.2) se convierte en el throughput medio de usuario incluyendo los últimos TTI
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Figura 3.2: Correlación entre indicadores de capacidad y calidad de señal a
partir de contadores.
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por conexión, que es la aproximación más cercana al throughput de celda a nivel
de conexión.
Con las consideraciones anteriores, las Figuras 3.3 (a)-(c) muestran la correla-
ción entre los indicadores de rendimiento de throughput y AvgCQI experimentados
por conexión, donde cada punto en las ﬁguras representa una conexión. Por conve-
niencia, las muestras se clasiﬁcan en conexiones cortas y largas. En este estudio, se
consideran conexiones largas aquéllas con más de 1000 TTI planiﬁcados (es decir,
1 segundo de tiempo efectivo de conexión). El objetivo de esta clasiﬁcación es sep-
arar las llamadas largas, para aislar las conexiones donde el impacto del régimen
transitorio causado por el lazo externo del proceso de adaptación del enlace (Ou-
ter Loop Link Adaptation, OLLA) y el control de congestión del protocolo TCP es
mínimo [75]. En las ﬁguras, se observa que, para conexiones cortas, la correlación
entre los tres estadísticos de throughput y AvgCQI es muy baja. Esto es debido al
hecho de que las conexiones cortas no alcanzan el régimen permanente del OLLA,
lo que causa que la conexión no sea lo suﬁcientemente larga como para compensar
la conﬁguración inicial conservadora del offset del OLLA deﬁnida por los opera-
dores [76]. Al mismo tiempo, el incremento lento de la ventana de transmisión en
TCP (conocido como slow start de TCP) hace que al principio de la conexión la
transmisión se realice a ráfagas, lo que causa que no siempre se tengan suﬁcientes
datos que transmitir para agotar la capacidad del canal. Aunque la correlación
se incrementa para todos los indicadores de throughput en conexiones largas, en
el caso del throughput medio de usuario, tanto con o sin los últimos TTI, es to-
davía baja (R2 = 0.44 y 0.45, respectivamente). Tan sólo se observa una fuerte
correlación para el indicador de eﬁciencia espectral AvgRadioThp (R2 = 0.85).
Se conﬁrma, por tanto, que mejorar el CQI medio tiene un impacto positivo en
todos los indicadores de throughput. Al mismo tiempo, queda claramente reﬂejado
cómo el mecanismo del OLLA tiene un fuerte impacto en todos los estadísticos de
rendimiento de throughput.
3.5. Conclusiones
En este capítulo, se ha presentado un estudio de diversos indicadores de ca-
pacidad empleados hoy en día por los operadores de redes LTE. El estudio se basa
en contadores de rendimiento y trazas de conexión tomadas del sistema de gestión
de una red real.
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Figura 3.3: Correlación entre indicadores de capacidad y calidad de señal en
trazas de conexión.
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Los resultados han conﬁrmado primero la importancia de los TTI en los que
se vacía el buﬀer de transmisión de la estación base o el usuario, donde tiende a
no aprovecharse la capacidad máxima del canal. Este fenómeno es más importante
en el enlace ascendente, donde el volumen de tráﬁco es muy inferior.
También se ha puesto de maniﬁesto por primera vez el impacto de la duración
de la conexión en los indicadores de capacidad del enlace en redes, debido al lento
proceso de convergencia del OLLA y al incremento progresivo de la ventana de
transmisión de TCP. De esta forma, se reduce la eﬁciencia espectral y, con ello, la
capacidad de transmisión de usuario y de celda en redes LTE.
Aun así, se ha conﬁrmado que la calidad del enlace inﬂuye positivamente en
todos los indicadores de capacidad. Este hecho justiﬁca su inclusión como principal
cifra de mérito en el problema de la optimización de la cobertura y la capacidad de
redes LTE tratado en capítulos posteriores. Seleccionando como principal indicador
de rendimiento la calidad de señal, en lugar de la capacidad de usuario, se evitan
los anteriores efectos indeseados.
Como principal resultado, por tanto, queda justiﬁcada la inclusión de indi-
cadores de calidad de enlace como principal cifra de mérito en el problema de la
optimización de la cobertura y la capacidad de redes LTE a tratar en capítulos
posteriores. Dicha inclusión queda justiﬁcada por, a) la constancia de que la cali-
dad del enlace inﬂuye positivamente en todos los indicadores de capacidad, y b)
la selección de la calidad de señal como principal indicador de rendimiento, en
lugar de seleccionar directamente algún indicador de capacidad de usuario, evita
los efectos indeseados de convergencia del OLLA y la ventana de transmisión de
TCP.

Capítulo 4
Optimización del ángulo de
inclinación de antenas
Ajustar la inclinación de las antenas es una de las técnicas más utilizadas para
resolver los problemas de cobertura y capacidad en las redes celulares. En este
capítulo se presenta un algoritmo de ajuste automático de la inclinación de las
antenas de las estaciones base de un sistema LTE basado en nuevos indicadores,
obtenidos a partir de archivos de trazas con técnicas de procesado de eventos
complejos.
El capítulo se divide en cinco secciones. La Sección 4.1 revisa el estado de la
técnica, resaltando las principales contribuciones de este trabajo. A continuación,
la Sección 4.2 plantea la formulación del problema, justiﬁcando la importancia de
realizar un buen ajuste del ángulo de inclinación de las antenas. Posteriormente, en
la Sección 4.3 se presenta el algoritmo automático de ajuste diseñado, junto con los
nuevos indicadores desarrollados a partir del procesado de eventos complejos. En
la Sección 4.4 se describen las pruebas realizadas para validar los indicadores y el
algoritmo propuestos. Por último, la Sección 4.5 resume las conclusiones obtenidas
en este capítulo.
4.1. Introducción
El ajuste del ángulo de inclinación de las antenas de las estaciones base es una
técnica ampliamente utilizada para mejorar el aislamiento entre celdas y extender
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la cobertura de las redes celulares [6]. Una conﬁguración óptima de la inclinación
minimiza la interferencia procedente de celdas vecinas (es decir, problemas de
solapamiento), evita conexiones con usuarios excesivamente lejanos (es decir, pro-
blemas de sobreapuntamiento) y mejora los niveles de señal en el área que debe
ser servida por la estación base (problemas de cobertura).
Tal como se ha explicado anteriormente, el ajuste de la inclinación de una
antena puede realizarse de manera mecánica o eléctrica. Mientras que la primera
requiere visitar la antena y realizar los cambios físicamente, la segunda se puede
realizar de forma remota, lo que permite su inclusión como parte de algoritmos
SON. Aun así, encontrar la conﬁguración óptima del ángulo de inclinación no
es tarea fácil, al depender de múltiples factores, difíciles de prever con exactitud
durante la planiﬁcación de la red y difíciles de medir durante la fase de operación.
Para mejorar la capacidad de análisis de las herramientas de gestión de red, en
este trabajo se plantea la utilización de la información almacenada en las trazas
de conexión recopiladas por los eNB de la red. A partir de estas trazas, pueden
generarse nuevos indicadores, que permiten obtener información más detallada que
la proporcionada por los indicadores básicos propuestos por los operadores para
detectar problemas de sobreapuntamiento, de excesivo solapamiento y huecos de
cobertura.
4.1.1. Trabajo relacionado y contribuciones
La inﬂuencia de la inclinación de las antenas en el rendimiento de las redes
móviles ha sido analizada en múltiples estudios. Los estudios iniciales cubren los
aspectos radio más básicos que se ven afectados por la modiﬁcación del ángulo de
inclinación (p. ej., diagrama de radiación del emplazamiento) [77, 78]. Estudios
posteriores evalúan, de forma cuantitativa mediante simulaciones, el impacto de
esta técnica sobre el rendimiento global de redes de diferentes tecnologías (p. ej.,
GSM [79], UMTS [15, 80, 81], LTE [14, 82]). Dicho análisis se extiende también
a escenarios microcelulares en [83, 84]. Estos estudios basados en simulaciones
se completan con los resultados obtenidos en pruebas de campo en redes reales
GSM [18, 85]. Todos estos estudios muestran el compromiso entre cobertura, ca-
lidad de señal y capacidad de la red cuando se selecciona el valor del ángulo de
inclinación de la antena.
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Antiguamente, la inclinación de la antena se ajustaba de manera manual, lo
que requería varias horas de trabajo del personal de mantenimiento. Durante este
periodo, la estación base debía apagarse por seguridad, por lo que los operadores
de red intentaban minimizar el número de estaciones base ajustadas. Por ello, los
primeros métodos de optimización de la inclinación de las antenas se diseñaron
como procesos de replaniﬁcación basados en medidas, entre cuyos objetivos esta-
ba reducir el número de emplazamientos afectados por los ajustes. En esta línea,
en [18] se propone un método heurístico para detectar celdas GSM con grandes
distancias de sobreapuntamiento (overshooting) a partir de estadísticas de avance
temporal (Timing Advance, TA). La introducción reciente del ajuste remoto (RET)
ha hecho posible que se pueda reajustar la conﬁguración de antenas en grandes
áreas geográﬁcas de manera periódica. Por ello, RET se ha propuesto por orga-
nismos de estandarización y fabricantes como la técnica principal para diferentes
casos de uso de SON, como la optimización de la cobertura y la capacidad (CCO),
el balance de carga (LB) y la compensación de celda caída (COC) [5].
En la literatura se han propuesto muchos algoritmos para CCO basados en
RET, que pueden clasiﬁcarse como procesos de planiﬁcación u optimización. Los
métodos de autoplaniﬁcación mediante RET se basan en un modelo de rendimien-
to del sistema, analítico o de simulación, para encontrar la mejor conﬁguración
de antena en términos de cobertura, tasa de transmisión de datos (throughput)
y capacidad de la red [17, 19, 86–88]. Sobre este modelo del sistema, se aplica
un algoritmo clásico de optimización para encontrar la conﬁguración óptima (p.
ej., mediante consideraciones geométricas [19, 86], recocido simulado [87], fuerza
bruta [88] o Taguchi [17]). Estos métodos de autoplaniﬁcación han sido usados
para solventar problemas de CCO en diferentes tecnologías de acceso radio, como
WCDMA [87] y LTE [17, 88]. Algunos de ellos sólo hacen uso de consideraciones
geométricas en el modelo de sistema [19, 86], o consideran criterios de cobertura,
tales como el porcentaje de usuarios con nivel de señal piloto inferior a un cierto
umbral [88]. Otros métodos tienen en cuenta criterios de capacidad estimando el
máximo throughput de usuario alcanzable a partir de la eﬁciencia espectral media
del enlace radio [17].
Al contrario que los métodos de planiﬁcación, los métodos de autooptimización
(o autoajuste) de RET no necesitan un modelo de sistema, ya que usan medidas
reales tomadas de la red para ajustar la inclinación siguiendo reglas simples de
control. La principal limitación de estas soluciones basadas en reglas heurísticas
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es que no garantizan que la conﬁguración ﬁnal de la inclinación sea la óptima,
puesto que no se apoyan en ningún modelo del sistema a optimizar. Debido a
la diﬁcultad de considerar simultáneamente todos los criterios de rendimiento de
la red, la mayoría de los métodos de optimización con RET se diseñan con un
único objetivo, que suele ser el balance de carga o el alivio de la congestión, y,
por lo tanto, las acciones sólo se guían por criterios de capacidad. Así, los algo-
ritmos de balance de carga basados en RET descritos en [89] y [90] no consideran
problemas de cobertura. En [91] y [92], se añade un mecanismo al algoritmo de
balance de tráﬁco para asegurar una cobertura de la red adecuada. Sólo recien-
temente se han propuesto algunos métodos de autooptimización para RET que
consideran también la calidad de las conexiones de red como un indicador. Al-
gunos de ellos tienen como objetivo maximizar un criterio simple de rendimiento
relacionado con la calidad de conexión, tales como el indicador de calidad del canal
(CQI) medio [93], el throughput de celda medio [94], la relación señal a ruido más
interferencia (SINR) media de los usuarios [95] o el grado de solapamiento entre
celdas [96]. Otros métodos consideran el balance entre cobertura y calidad de la
conexión a partir de medidas, comparando el rendimiento de los usuarios de borde
y de centro de celda en términos de eﬁciencia espectral [97, 98], SINR [99, 100]
o throughput [101]. Como alternativa, algunos métodos mantienen un equilibrio
entre solapamiento entre celdas y huecos de cobertura [102–104]. En concreto, el
método propuesto en [102] presenta un algoritmo de autoajuste basado en reglas
para RET que mejora el rendimiento de los usuarios de borde de celda mediante
la detección de huecos de cobertura, y evita excesivo solapamiento entre celdas
a partir de medidas de RSRP y SINR. Alternativamente, en [103] se describe un
algoritmo de aprendizaje por refuerzo para RET que controla la cobertura y la
calidad de conexión, donde los problemas de cobertura se detectan a partir de me-
didas de RSRP y estadísticos de conexiones caídas y traspasos fallidos, mientras
que los problemas de calidad de conexión se detectan con medidas del indicador
RSRQ (Reference Signal Received Quality). Por otro lado, [104] presenta una ar-
quitectura de control que combina una entidad central, que asegura una cobertura
global de la red a partir de la optimización de la inclinación de las antenas de
manera centralizada, con entidades individuales situadas en las estaciones base
que optimizan la capacidad y la cobertura especíﬁca de cada celda mediante el
ajuste de la potencia piloto de manera distribuida. En [105], se plantea el uso de
RET para modiﬁcar el balance entre cobertura y throughput de usuario. Este últi-
mo trabajo se extiende en [106] teniendo en cuenta la optimización tanto del enlace
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ascendente (UL) como del descendente (DL) en un sistema donde la información
disponible es incompleta. En [107] se presenta una comparación entre algoritmos
de autooptimización de RET basados en un modelo del sistema (clasiﬁcados como
algoritmos de tiempo diferido) y algoritmos basados en reglas (clasiﬁcados como
algoritmos de tiempo real). De la comparación, se concluye que son preferibles
métodos con reglas simples cuando falta información.
Desde un punto de vista más amplio, algunos proveedores ofrecen herramientas
automáticas para la detección de problemas de cobertura, sobreapuntamiento y
solapamiento entre celdas a partir de medidas de campo (drive tests). En estas
herramientas, la detección de problemas se realiza comparando el valor de algunos
indicadores de rendimiento principales frente a un umbral predeﬁnido. Por ejemplo,
en [108] se presenta un método para la detección automática de huecos de cober-
tura, excesivo solapamiento entre celdas y sobreapuntamiento en UMTS a partir
de medidas de campo. Aunque estas herramientas están diseñadas inicialmente
para solucionar problemas en la red, las salidas de dichas herramientas pueden
usarse también para la optimización basada en RET. Sin embargo, la recopilación
de las medidas de campo requiere de equipamiento especializado que sólo puede
cubrir un área geográﬁca muy limitada. Más recientemente, la especiﬁcación de la
funcionalidad de minimización de las pruebas de campo (Minimization of Drive
Test, MDT) [109] por parte del 3GPP permite recoger medidas automáticas y
así extender tanto el periodo de tiempo como el área geográﬁca cubierta por las
medidas. Con los MDT, cada UE genera automáticamente registros de medidas
en algunos eventos de activación, que van desde las mediciones periódicas de la
potencia piloto a las mediciones radio detalladas después de un fallo del enlace
radio. En LTE, esa misma información puede extraerse a partir de las trazas de
llamadas generadas por las estaciones base y almacenadas en el sistema de gestión
de red.
Sin embargo, ningún estudio ha considerado el uso de trazas de llamadas para
mejorar los algoritmos de optimización basados en RET. Las principales contribu-
ciones de este capítulo son: a) tres nuevos indicadores para detectar el sobrea-
puntamiento, el excesivo solapamiento entre celdas y la pobre cobertura de la
celda, construidos a partir de archivos de trazas de llamada del sistema de gestión
de red, b) un conjunto de reglas heurísticas para el ajuste del ángulo de incli-
nación de las antenas en una red celular cuyo ﬁn es aumentar el área de cobertura
e incrementar la eﬁciencia espectral global, mientras se eliminan los problemas
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de sobreapuntamiento, y c) una comparación exhaustiva del algoritmo propuesto
frente a otros algoritmos de CCO clásicos en escenarios reales.
4.2. Formulación del problema y análisis teórico
preliminar
En esta sección se formula el problema de la optimización de la capacidad
y la cobertura en redes LTE, estableciendo las variables de decisión, la función
objetivo y las restricciones del problema. Posteriormente, como justiﬁcación de
la variable de decisión usada en el problema, se realiza un análisis preliminar del
impacto del ángulo de inclinación en las prestaciones de cobertura y capacidad
de una celda LTE. Como principal novedad, el análisis presentado incluye una
formulación geométrica del problema, así como una valoración de la conﬁguración
de inclinaciones de antena de una red real LTE.
4.2.1. Formulación del problema
El problema abordado en este capítulo es la optimización de la cobertura y la
capacidad de una red LTE mediante la reconﬁguración de los ángulos de inclinación
de las antenas. Por ello, las variables de decisión son los ángulos de inclinación de
las antenas del sistema.
Para deﬁnir la función objetivo, en este trabajo se adopta la relación señal
a ruido más interferencia, SINR, experimentada por los usuarios como indicador
de rendimiento de la cobertura y la capacidad. Para un nivel de interferencia
dado, un usuario ubicado en una zona de mala cobertura (p. ej., borde de celda)
experimentará bajos niveles de SINR. Inversamente, un usuario en zonas de buena
cobertura (p. ej., cerca de la estación base) experimentará valores altos de SINR.
De igual forma, la SINR determina la capacidad del canal, dado que la SINR incide
directamente en la eﬁciencia espectral experimentada en los bloques de recursos
radio (Physical Resource Block, PRB) asignados, y, por tanto, en el throughput
obtenido por el usuario. Así, un usuario muy interferido, aun cuando reciba un
nivel de señal deseada apropiado, experimenta una SINR baja y, por tanto, un
throughput bajo, esto es, una baja capacidad de usuario.
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Es habitual que, dentro de una celda, se deﬁnan los indicadores SINR medio,
Γ, y SINR de borde de celda, Γce, como indicadores de capacidad y cobertura,
respectivamente [20, 95, 99]. La SINR media considera el promedio de SINR de
todos los usuarios servidos por una celda, y, por tanto, puede servir como estima de
la eﬁciencia espectral media, que determina la capacidad de una celda. En cambio,
la SINR de borde de celda tiene en cuenta el valor medio de los peores usuarios en
términos de SINR en una celda, convirtiéndose así en un estimador de la cobertura
de celda.
Como ya se ha comentado, la optimización de cobertura y capacidad debe
tratarse como un problema de optimización multiobjetivo, debido al compromiso
entre ambos objetivos en LTE. Una conﬁguración de antena que consiga mayor
cobertura en una celda suele favorecer el solapamiento entre celdas, provocando
así una mayor interferencia en celdas vecinas. Análogamente, puede conseguirse
una menor interferencia en celdas vecinas a costa de reducir el solapamiento entre
celda, con el riesgo de experimentar una mala cobertura en la propia celda. Sin
embargo, si bien es deseable obtener el máximo de cobertura y capacidad posible,
es habitual deﬁnir cierta prioridad en caso de conﬂicto entre ambas prestaciones.
En estos casos, suele darse preferencia a la mejora de capacidad, siempre que se
asegure cierto valor mínimo de cobertura [110]. Por ello, en la formulación clásica
del problema de CCO, se trata de encontrar la conﬁguración de antena que obtenga
la mejor Γ, siempre que la Γce esté por encima de cierto umbral. De esta forma, se
asegura una calidad mínima para los peores usuarios, al tiempo que se maximiza
la capacidad de la celda (y, con ello, del sistema).
De lo anterior, se deduce que el problema de CCO se formula en este trabajo
como
Maximizar
Nc∑
i=1
Γ(i)
Sujeto a Γce(i) > Γcemin(i) ,
(4.1)
donde Γ(i) y Γce(i) son la SINR media y de borde de celda de la celda i, cuyos valo-
res dependerán del plan de ángulos de inclinación de la red A = {α(1), · · · , α(Nc)},
y Nc es el número de celdas del sistema. Nótese que el plan de ángulos, A, es la
variable de decisión del problema. En (4.1), el umbral de SINR de borde de cel-
da, Γcemin , se deﬁne a nivel de celda, para poder considerar diferentes entornos de
despliegue (p. ej., urbano denso, residencial, rural, . . . ).
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4.2.2. Modelo analítico del impacto de la inclinación de las
antenas
En esta subsección se analiza la inﬂuencia del ángulo de inclinación en las
prestaciones de cobertura y capacidad de una red real LTE. Primero se enumeran
algunos de los principales problemas que pueden aparecer por un mal apuntamiento
de las antenas. A continuación, se presenta un análisis teórico basado en considera-
ciones geométricas, que muestra cómo la cobertura de la celda y el área de servicio
dependen del ángulo de inclinación de la antena. Sobre la base de este análisis, se
construye un modelo geométrico del proceso de ajuste del ángulo de inclinación
de la antena que sirve para detectar problemas de cobertura e interferencia. Pos-
teriormente, se presentan los resultados de una prueba de campo donde se analiza
la conﬁguración llevada a cabo por el operador en una red LTE real.
Consideraciones de partida
La inclinación de una antena tiene un gran impacto en el rendimiento de una
red celular. De manera intuitiva, se puede adelantar que:
a) una inclinación excesiva de la antena puede reducir demasiado el solapamiento
entre celdas vecinas, lo que podría generar huecos de cobertura; por otro lado,
una inclinación excesivamente pequeña de la antena puede dar lugar a un ex-
cesivo solapamiento entre celdas, causando grandes interferencias en las celdas
colindantes;
b) del mismo modo, una escasa inclinación puede causar que la celda capture
usuarios a mucha distancia, que deberían ser servidos por otras celdas, debido
a condiciones de propagación inesperadas (p. ej., efecto de cañón en entornos
urbanos). Este último fenómeno, conocido como overshooting, produce áreas de
servicio fragmentadas, propensas a fenómenos de obstrucción, que suelen ser
el origen de muchos traspasos cuando el usuario se desplaza, y, por ello, debe
evitarse;
c) además, una escasa inclinación de la antena puede aumentar el área de servicio
de la celda excesivamente, lo que incrementa la demanda de tráﬁco, causando
que la celda tenga problemas de capacidad;
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d) al mismo tiempo, la inclinación de la antena de una estación base deﬁne la huella
de la celda, lo que deﬁne qué usuarios son servidos por cada celda, determinando
la eﬁciencia espectral media del enlace radio, y, con ello, la capacidad de celda.
Por todo ello, al ajustar la inclinación de la antena de una celda, es necesario
alcanzar un compromiso adecuado entre la cobertura y la capacidad global del
sistema, que evite, o atenúe lo máximo posible, todos esos problemas de manera
conjunta.
Planteamiento geométrico
A continuación se presenta el análisis geométrico del área de cobertura y de ser-
vicio de una estación base, inspirado en el que utilizan la mayoría de herramientas
de planiﬁcación automática para determinar la mejor conﬁguración de despliegue
de la red [6, 14, 15]. A partir de dicho análisis, se derivan diversos indicadores
geométricos con los que comprobar si cierta conﬁguración de los ángulos de las
antenas en una red es adecuada para obtener un buen rendimiento. Finalmente,
los indicadores deﬁnidos se utilizan para analizar la conﬁguración actual de una
red real, detectando posibles defectos en el plan de inclinaciones desplegado por
el operador.
Como punto de partida, a partir de la altura de la estación base y del ángulo
de inclinación de la antena, se puede calcular la distancia de apuntamiento, dap, a
la que incide el lóbulo principal de la antena medida en el plano horizontal donde
se sitúa el usuario, como
dap =
∆h
tan(αantena)
, (4.2)
donde ∆h es la diferencia de altura en metros entre la antena de la estación base,
hBS, y la estación móvil, hMS, y αantena es el ángulo de inclinación de la antena con
respecto al eje horizontal, que está formado por la suma de los ángulos mecánico y
eléctrico, αantena = αmecanico+αelectrico. Por convención, el ángulo de apuntamiento
se deﬁne en el semiplano inferior a la horizontal, de forma que un valor positivo
de αantena indica un apuntamiento inferior a la horizontal.
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Figura 4.1: Indicadores geométricos.
Nuevos indicadores geométricos
A partir de la ecuación (4.2), pueden obtenerse diversos indicadores que carac-
terizan de forma precisa cómo la antena incide en los usuarios situados en su zona
de cobertura. Estos indicadores se muestran de forma gráﬁca en la Figura 4.1.
Conocido el diagrama de radiación de la antena, se pueden identiﬁcar las dis-
tancias a las que la antena presenta una pérdida de ganancia determinada respecto
a su valor máximo. Para averiguar estas distancias, sólo hay que sustituir αantena
de la ecuación (4.2) por αantena ± αXdB, donde αantena es el ángulo de inclinación
de la antena, que deﬁne la dirección de máxima ganancia de la antena, y αXdB
indica el incremento (o decremento) de ángulo de inclinación necesario para obte-
ner una pérdida de X dB respecto a la ganancia máxima (p. ej., α3dB). Se debe
precisar que, a pesar de que la ganancia total de la antena es la combinación de
la ganancia horizontal y vertical de la misma, Gt = Gh+Gv, para la construcción
de estos indicadores sólo se hace referencia a la ganancia vertical, Gv, puesto que
únicamente se utiliza el ángulo de inclinación vertical de la antena.
La observación anterior se utiliza en este trabajo para estimar el área principal
de servicio de una celda, que viene delimitada por las distancias en las que la ganan-
cia de antena se reduce en 3 dB respecto a la máxima. En la Figura 4.1, se muestra
un ejemplo de cálculo de estas distancias. La ﬁgura muestra el límite geométrico
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de la celda, dborde, calculado como la mitad de la distancia entre celdas vecinas
(Inter-Site Distance, ISD). Además, se muestra el rango principal de distancias de
servicio de la celda, delimitado por las distancias dint y dext. Ambas distancias se
calculan a partir de los ángulos en los que la ganancia vertical de la antena cae
3 dB respecto a la ganancia en la dirección de máxima radiación, Gv,max (esto
es, Gv(αantena ± α3dB) = Gv(αantena) − 3 dB). Nótese que Gv,max = Gv(αantena).
La condición de caída de 3 dB deﬁne dos ángulos simétricos en el eje vertical,
αantena ± α3dB, que determinan dint y dext. La diferencia entre los dos ángulos que
experimentan dicha caída de 3 dB se conoce como ancho de haz de 3 dB (Half-
Power BeamWidth, HPBW), que es un parámetro de la antena suministrado por
el fabricante. De esta manera, se cumple que HPBWv = 2 α3dB, donde HPBWv
es el ancho de haz a potencia mitad en el eje vertical.
Una vez consultado el ancho de haz, las distancias dint y dext se calculan como
dint =
∆h
tan(αantena + α3dB)
(4.3)
y
dext =
∆h
tan(αantena − α3dB)
. (4.4)
El intervalo de distancias comprendido entre ambos bordes de haz, [dint, dext],
constituye el conjunto de distancias radiadas por la antena de manera más eﬁcaz.
Así, los algoritmos de planiﬁcación basados en consideraciones geométricas [19,
86] procuran hacer coincidir el borde de celda con el borde externo del rango
principal de distancias, de forma que dext ≈ dborde. De esta manera, se reducen los
problemas de cobertura en el borde de celda, a la vez que se reducen los problemas
de interferencia en celdas vecinas y se garantiza una cobertura aceptable del centro
de celda.
Siguiendo una estrategia similar, se deﬁnen dos nuevos indicadores que reﬂe-
jan las distancias mínima y máxima entre las que puede ajustarse la distancia
apuntamiento para que las pérdidas en el borde de celda actual no sean ni muy
grandes (lo que causaría problemas de cobertura) ni muy pequeñas (lo que causaría
problemas de interferencia en celdas vecinas). Estos indicadores, nombrados en la
Figura 4.1 como dapmin y dapmax , limitan, a través de la ecuación (4.2), el rango de
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valores del ángulo de inclinación de la antena, αantena. Así, los valores umbrales
dapmin y dapmax se calculan conﬁgurando el ángulo de apuntamiento que provoca
cierta pérdida de ganancia de antena respecto al máximo, ∆Gvmin o ∆Gvmax , en el
borde teórico de celda, dborde. En otras palabras, si dap = dapmin (o dap = dapmax),
la ganancia de antena en el ángulo que apunta a dborde es de Gv,max −∆Gvmin (o
Gv,max −∆Gvmax). Imponiendo una cota inferior a la distancia de apuntamiento,
dapmin , se pretende asegurar que no se produzcan huecos de cobertura por estar la
antena demasiado agachada. Al mismo tiempo, la cota superior, dapmax , evita que
se levante excesivamente la antena, lo que elevaría el nivel de interferencia en las
celdas adyacentes.
El método para calcular dapmin y dapmax es similar para ambas distancias. Como
primer paso, debe estimarse el ángulo de inclinación respecto a la horizontal que
haría apuntar directamente la antena al borde de celda, αborde. Dicho cálculo se
realiza mediante la expresión
αborde = atan(
∆h
dborde
) . (4.5)
Si αantena = αborde, la antena apunta al borde de celda, y entonces la ganancia
de antena al borde de celda es la máxima (es decir, Gv(αborde) = Gv,max). Resta,
por tanto, calcular el ángulo de inclinación suplementario a añadir a αborde para
provocar una pérdida de ganancia ∆Gv en el borde de celda. Para ello, se utiliza
el modelo de radiación vertical propuesto en [14], deﬁnido como
Atv(α) = min(12(
α
HPBWv
)2, SLLv) , (4.6)
donde Atv es la atenuación vertical (en dB) que se obtiene para el ángulo α asu-
miendo que la fórmula está normalizada a 0 grados (es decir, Atv(0) = 0 dB),
HPBWv es el ancho de haz de la antena, y SLLv (Side Lobe Level) es la máxima
atenuación que se puede conseguir de la antena en el eje vertical. Despejando de
(4.6) el valor de α, y sustituyendo Atv(α) por ∆Gv, se obtiene el valor de ángulo
α respecto a la horizontal que provoca las pérdidas de ganancia deseadas, α0
o
∆Gv
,
en el caso que la antena apuntara en el eje horizontal. A partir de este parámetro,
el ángulo de apuntamiento de la antena respecto a la horizontal que provoca las
pérdidas de ganancia preestablecidas en el borde de celda se calcula como
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α∆Gv = αborde + α
0o
∆Gv . (4.7)
Una vez conocido el ángulo de apuntamiento de antena que produce cierta atenua-
ción en el borde de celda, la distancia horizontal a la que se encuentra el usuario
apuntado con ese ángulo se calcula usando el valor del ángulo α0
o
∆Gv
en la ecuación
(4.2).
La única diferencia en el cálculo de las distancias dapmin y dapmax es el valor de la
pérdidas seleccionadas en el borde de celda, ∆Gv. Por un lado, el cálculo de dapmin
pretende evitar un hueco de cobertura en el borde de celda, es decir, una excesiva
inclinación de la antena que se traduciría en una excesiva atenuación en el borde
de celda (hueco de cobertura). Por tanto, para calcular dapmin , se deﬁne un valor
máximo de pérdidas, ∆Gvmin . Por el contrario, el cálculo de dapmax pretende evitar
una interferencia excesiva en la celda vecina debido a una insuﬁciente inclinación
de la antena. Por ello, en el cálculo de dapmax , se utiliza un mínimo de pérdidas,
∆Gvmax . Nótese que los superíndices en los parámetros de pérdida de ganancia,
∆Gvmin y ∆Gvmax , hacen referencia al cálculo de la distancia para la que están
conﬁgurados (dapmin y dapmax , respectivamente), y no a su valor en sí. De hecho, es
necesario que ∆Gvmin > ∆Gvmax . En este trabajo, se ﬁja que ∆Gvmin = 10 dB y
∆Gvmax = 6 dB. Los indicadores anteriores pueden servir para detectar situaciones
en las que el ángulo de inclinación de antena está mal conﬁgurado. Para ello, debe
comprobarse si la distancia actual de apuntamiento, dap, queda comprendida en el
rango distancias que aseguran una ganancia en el borde de celda ni muy grande
ni muy pequeña, [dapmin , dapmax ].
Las Figuras 4.2 (a)-(b) muestran sendos ejemplos de celdas excesivamente le-
vantada y agachada, donde el valor de dap es demasiado alto y bajo, respectiva-
mente (esto es, dap > dapmax y dap < dapmin). En el caso de la Figura 4.2 (a), las
celdas adyacentes experimentarían una interferencia elevada, mientras que en la
Figura 4.2 (b) habría un hueco de cobertura en el borde de la celda bajo estudio.
Prueba de concepto
En esta sección se muestra la aplicación del análisis geométrico anteriormente
descrito a una red LTE real. El objetivo es demostrar cómo el análisis geométrico
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(a) Celda excesivamente levantada
(b) Celda excesivamente agachada
Figura 4.2: Ejemplos de detección de celdas incorrectamente configuradas.
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Figura 4.3: Vista aérea del escenario suburbano.
de la conﬁguración del parámetro αantena, en una red permite detectar posibles
errores de conﬁguración.
El escenario considerado incluye 144 celdas que cubren un área geográﬁca de
875 km2 en un entorno suburbano de terreno llano. La Figura 4.3 muestra una vista
aérea del escenario. En ella se representa la ubicación de cada emplazamiento y la
orientación de las celdas. La distancia media entre emplazamientos es de 1.8 km,
acorde con una zona levemente poblada. En esta área se utilizan diversos tipos de
antenas direccionales, con un HPBWv que puede ser 9.5o, 11.8o ó 15o. Este ancho
de haz viene determinado en gran medida por la banda de frecuencias utilizada,
que es la de 734 MHz. El ángulo máximo de inclinación que se puede conﬁgurar
es de 16o.
El análisis geométrico se lleva a cabo en tres pasos. Primero se identiﬁcan
las celdas que apuntan al horizonte, comparando el ángulo de inclinación y el
ancho de haz a potencia mitad de cada antena. Después, se identiﬁcan las celdas
que apuntan hacia celdas vecinas, comparando la distancia del borde exterior del
haz de 3dB con el radio previsto de celda. Finalmente, se identiﬁcan las celdas
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Figura 4.4: Comparación del borde previsto y borde externo de las celdas.
demasiado levantadas o agachadas comprobando si la distancia de apuntamiento
excede los límites recomendados, calculados con las ecuaciones (4.2), (4.5), (4.6)
y (4.7), asumiendo ∆Gvmin = 10 dB y ∆Gvmax = 6 dB.
Al analizar los ángulos de inclinación de las antenas conﬁgurados por el ope-
rador, se aprecia que el valor medio del ángulo de inclinación de las celdas es
αantena = 6.75o, de los cuales 0.44o corresponden al ángulo mecánico y 6.31o al
ángulo eléctrico. Comparando este valor con el obtenido para otros escenarios
analizados (no incluidos aquí), se puede concluir que, en términos generales, las
celdas del escenario analizado están en valores habituales. A pesar de este dato, el
30% de las celdas (50 de 144) tienen un valor de αantena < HPBWv/2, por lo que
dext = ∞ en esas celdas, siendo éste un indicio claro de que la celda está excesi-
vamente levantada. Este resultado puede deberse a que la red considerada estaba
aún en su fase de despliegue cuando se obtuvieron los datos de conﬁguración.
Para comprobar qué celdas se introducen demasiado en celdas vecinas, la Figu-
ra 4.4 muestra los valores del radio de celda previsto, dborde (= ISD/2), y la dis-
tancia deﬁnida por el borde exterior del haz de 3 dB, dext, para las 144 celdas del
escenario, ordenadas por el valor de dext de forma creciente. En la ﬁgura, se apre-
cia de nuevo las 50 celdas con dext = ∞, que radian hacia el horizonte. Además,
se observa que más de la mitad de las celdas (77 de 144 celdas) tienen un valor
de dext > dborde, indicando que dichas celdas están apuntando al área de servicio
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Celda 1 Celda 2
(excesivamente levantada) (excesivamente agachada)
hBS [m] 52.13 45.42
αantena [o] 2 10
dapmin [m] 305 271
dapmax [m] 383 343
dap [m] 1493 258
dint [m] 440 173
dext [m] ∞ 494
dborde [m] 2890 3113
Tabla 4.1: Parámetros geométricos de dos celdas.
de sus celdas adyacentes. Este resultado se debe, en gran medida, al hecho de
que la conﬁguración inicial del ángulo de inclinación seleccionada en las primeras
fases del despliegue, cuando el número de emplazamientos es aún pequeño, no
suele reconﬁgurarse cuando más tarde se introducen nuevos emplazamientos. Co-
mo consecuencia, la mayoría de redes presentan un exceso de solapamiento entre
celdas.
Si bien el análisis anterior permite detectar rápidamente celdas excesivamente
levantadas comprobando si dext > dborde, puede realizarse un análisis más pre-
ciso utilizando los límites de la distancia de apuntamiento. Como ejemplo, la
Tabla 4.1 muestra los datos geométricos de dos celdas que incumplen los límites
recomendados. La celda 1 (excesivamente levantada) muestra un ángulo de incli-
nación αantena = 2o, incumpliendo claramente la condición de que dap ≤ dapmax
(dap = 1493 m y dapmax = 383 m). Este problema también se aprecia a través
del valor dext = ∞, síntoma inequívoco de un exceso de solapamiento con celdas
adyacentes. Por su parte, la celda 2 (excesivamente agachada) muestra un ángulo
de inclinación αantena = 10o, incumpliendo claramente la condición de dap ≥ dapmin
(dap = 258 m y dapmin = 343 m).
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4.3. Diseño del algoritmo de optimización
En la sección anterior se ha descrito un método geométrico para detectar con-
ﬁguraciones inapropiadas del ángulo de inclinación de antena. Dicho método se
basa en previsiones del radio de celda, que se realizan durante la fase de planiﬁ-
cación. En esta sección se describe el diseño y la implementación de un algoritmo
de autoajuste del ángulo de inclinación de antenas para la fase de operación. A
diferencia del método geométrico, el algoritmo presentado a continuación utiliza
trazas de conexión para detectar problemas de sobreapuntamiento, excesivo sola-
pamiento y huecos de cobertura. En los siguientes apartados, se deﬁnen primero
los indicadores sintéticos que constituyen la entrada del algoritmo, para después
presentar la estructura del algoritmo de optimización.
4.3.1. Indicadores de entrada
Los indicadores descritos en esta sección se diseñan para monitorizar los efectos
de una inclinación errónea en una antena, a través de indicadores de cobertura,
calidad de señal y capacidad en una red real LTE. Como ya se ha mencionado,
en los escenarios limitados por interferencia, la cobertura y la calidad de señal
están acoplados. Así, grandes solapamientos entre celdas conllevan, a menudo, una
mejor cobertura, pero empeoran la calidad de las conexiones y pueden producir
problemas de sobreapuntamiento. Sin embargo, el grado de acoplamiento entre
celdas requerido puede variar mucho entre escenarios, de forma que no siempre un
excesivo solapamiento entre celdas da lugar a un gran sobreapuntamiento. Por esta
razón, es preciso monitorizar de forma separada estos fenómenos, construyendo
distintos indicadores que reﬂejen el rendimiento en términos de cobertura, calidad
y capacidad en la red. Los indicadores descritos a continuación se obtienen a partir
de archivos de trazas de celda (CTR) almacenados en el sistema de gestión de
red. Su obtención hace uso de la herramienta de procesado de eventos complejos
presentada en el Capítulo 2.
Indicador de sobreapuntamiento
Una celda que realiza sobreapuntamiento (u overshooting) puede detectarse
a partir de medidas periódicas de RSRP reportadas por las celdas vecinas. Una
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celda i produce sobreapuntamiento cuando un porcentaje signiﬁcativo de medidas
hechas por los usuarios en celdas muy lejanas reportan un nivel de señal proce-
dente de la celda i cercano al valor de la celda vecina con mayor potencia. Estos
niveles de señal en celdas distantes pueden considerarse como un solapamiento
inútil entre celdas. No mejoran la cobertura de la celda, puesto que ya existe una
celda vecina que presenta un nivel de potencia mayor, y tan sólo incrementan el
nivel de interferencia en las celdas lejanas. Aun así, no todo solapamiento entre
celdas es indeseado. En una red móvil, es común que, en el borde de una celda,
dos o más celdas vecinas proporcionen niveles de señal cercanos a los de la celda
servidora. Esta situación es necesaria para evitar huecos de cobertura en áreas de
transición entre celdas, y no debe ser considerada como un problema a solventar.
Para saber diferenciar entre ambas situaciones, en el algoritmo propuesto, las
celdas vecinas de cada celda se clasiﬁcan como vecinas relevantes o no relevantes.
Una celda vecina se considera como relevante cuando presenta un área de so-
lapamiento grande con la celda servidora. Por el contrario, una celda vecina es
irrelevante cuando dicha área de solapamiento es pequeña. Con esta clasiﬁcación,
sólo las medidas de las celdas vecinas no relevantes son usadas para detectar el
sobreapuntamiento, evitando así clasiﬁcar como tal el solapamiento normal entre
celdas vecinas relevantes.
Más concretamente, el indicador propuesto para medir el sobreapuntamiento
de una celda i es el número de celdas vecinas no relevantes altamente interferidas
por la celda i, Nos(i) (os de OverShooting), deﬁnido como
Nos(i) =
∑
j∈N(i)
(1−Xrn(j, i))min
(
1,
Nsuon(j, i)
Ns(j)Ruon
)
, (4.8)
donde N(i) es el conjunto de vecinas de la celda i, Xrn(j, i) es un indicador a nivel
de adyacencia que muestra el grado de relevancia de una celda i para la celda
j (0 signiﬁca que es no relevante, 1 que tiene una relevancia máxima), Ns(j) es
el número total de muestras de RSRP reportadas por los usuarios de la celda j,
Nsuon(j, i) (uon de solapamiento innecesario de una celda no relevante, en inglés,
Useless Overlapping from Non-relevant cell) es el número de muestras donde la
diferencia entre niveles de RSRP entre la celda servidora j (para esa medida) y la
celda vecina i es menor que un umbral predeﬁnido, ∆RSRPthos , y la celda i no es
la vecina más fuerte, y Ruon es un escalar entre 0 y 1 que deﬁne el porcentaje de
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muestras necesarias para considerar a la celda i como una interferente fuerte de la
celda adyacente j. En la ecuación (4.8), el factor 1−Xrn(j, i) cuantiﬁca el grado de
irrelevancia de la celda vecina, de forma que sólo las celdas no relevantes (es decir,
lejanas) incrementan el valor del indicador de sobreapuntamiento, mientras que el
factor min
(
1, Nsuon (j,i)
Ns(j)Ruon
)
asegura que una celda vecina j altamente interferida por
la celda i sólo sume 1 a Nos(i).
El grado de relevancia entre vecinas se mide con el parámetroXrn(j, i), deﬁnido
como
Xrn(j, i) = min
(
1,
Nsrn(j, i)
Ns(j)Rrn
)
, (4.9)
donde Nsrn(j, i) (rn de vecina relevante, Relevant Neighbor) es el número de mues-
tras con valores de RSRP de la celda vecina i mayores que el resto de vecinas, y
Rrn deﬁne el ratio de muestras relevantes frente al total de muestras necesarias
para considerar a la celda i como vecina totalmente relevante de la celda adyacente
j. Así, Xrn = 1 cuando Nsrn(j, i)/Ns(j) ≥ Rrn.
Indicador de solapamiento innecesario
En este trabajo, se considera solapamiento innecesario aquél que se produce en
zonas donde la celda servidora aporta un gran nivel de señal. Dicho solapamiento
innecesario también puede detectarse a partir de medidas de RSRP reportadas en
las celdas vecinas. Así, este problema ocurre cuando la señal de una celda vecina
se recibe con un nivel de RSRP cercano al de la celda servidora cuando el nivel de
señal de esta última es muy alto (es decir, muestras de baja dominancia cerca de
la estación base servidora).
Concretamente, el indicador propuesto para medir el solapamiento innecesario
generado por una celda i es el número de celdas vecinas j donde existe un por-
centaje signiﬁcativo de muestras de baja dominancia en regiones con un alto nivel
de RSRP de la celda servidora j debido a la celda i, Nol(i) (ol de OverLapping),
calculado como
Nol(i) =
∑
j∈N(i)
min
(
1,
Nsuo(j, i)
Ns(j)Ruo
)
, (4.10)
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dondeNsuo(j, i) (uo de solapamiento innecesario, Useless Overlapping) es el número
de muestras donde la diferencia de RSRP entre la celda servidora j y la celda veci-
na i es menor que un umbral predeﬁnido, ∆RSRPthol , y el nivel de señal de la
celda servidora j es mayor que un umbral, RSRPhighth , y Ruo es un escalar entre 0
y 1 que deﬁne el ratio de muestras de baja dominancia que consideran a la celda i
como una interferente fuerte de la celda adyacente j. De nuevo, el operador min()
asegura que una celda vecina j sólo sume 1 a Nol(i) cuando tenga un área grande
de solapamiento innecesario con la celda i.
Indicador de mala cobertura
El indicador propuesto se diseña para detectar situaciones de falta de cobertura
en el borde de celda, que pueden solventarse levantando la antena. Para ello, se
combinan medidas de RSRP y de avance temporal (TA) de la celda servidora.
Concretamente, para medir el grado de mala cobertura en una celda i, se deﬁne
el ratio de muestras con cobertura insuﬁciente en el borde de la celda, Rbc(i) (bc
de Bad Coverage), como
Rbc(i) =
Nbcce(i)
Nce(i)
, (4.11)
donde Nbcce(i) es el número de muestras de RSRP inferiores a un cierto umbral,
RSRPlowth , reportadas por los usuarios del borde de la celda i (bcce de Bad Co-
verage in Cell-Edge), y Nce(i) es el número total de muestras reportadas por los
usuarios del borde de la celda i. A ﬁn de utilizar sólo datos estadísticos de la red,
en lugar de utilizar el radio de celda previsto durante la fase de planiﬁcación, el
borde de celda se calcula como la región que comprende todas las distancias donde
el valor de TA es mayor que el percentil del 95% de la distribución de TA de la
celda.
Se debe considerar las medidas de TA y RSRP están asociadas a eventos di-
ferentes, que pueden recogerse con distinta frecuencia. Por esta razón, durante el
procesamiento de la información, primero se sincronizan ambas medidas y después
se comprueba si el valor de TA es mayor que el borde de celda y si el valor de
RSRP es inferior al umbral predeﬁnido.
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Figura 4.5: Diagrama del controlador lógico difuso.
4.3.2. Estructura del algoritmo
El algoritmo propuesto está diseñado como un controlador incremental que
computa cambios (o incrementos) en el ángulo de inclinación de las antenas de
forma iterativa a partir de trazas de celda. Por simplicidad, el controlador se imple-
menta mediante controladores de lógica difusa (Fuzzy Logic Controller, FLC) [111].
La principal ventaja de los FLC, comparados con los controladores tradicionales
(Proportional Integrative and Derivative, PID), reside en la simplicidad para deﬁnir
el comportamiento del controlador a partir de reglas lingüísticas tomadas del
conocimiento previo del operador.
Como se muestra en la Figura 4.5, el algoritmo consiste en dos FLC que fun-
cionan de manera secuencial a nivel de celda. Cada celda ejecuta sus dos FLC
al ﬁnal de cada periodo de reporte (ROP) sin coordinarse con las celdas vecinas.
Las entradas del primer FLC son el indicador de sobreapuntamiento, Nos(i), y
el indicador de solapamiento innecesario, Nol(i), descritos anteriormente. La sa-
lida de este primer FLC es una nueva variable que indica problemas potenciales
de solapamiento y sobreapuntamiento, UI(i) (de interferencia innecesaria, Useless
Interference), que pueden solucionarse agachando la antena. El valor de esta sali-
da cuantiﬁca la interferencia innecesaria generada por la celda i, que varía entre 0
(sin interferencia) y 1 (con interferencia alta). A continuación, UI(i) se usa como
entrada del segundo FLC, junto con el indicador de mala cobertura, Rbc(i). La
salida del segundo FLC es el incremento sugerido para el ángulo de inclinación de
la antena, ∆α(i), que puede ser positivo (agachar) o negativo (levantar).
Ambos FLC están compuestos por tres etapas: fusiﬁcación, inferencia y de-
fusiﬁcación. En la etapa de fusificación, se caliﬁcan las entradas del FLC con
valores entre 0 y 1 según el grado de pertenencia de las entradas a una clasiﬁ-
cación cualitativa (p. ej., “alto” o “bajo”). Dicha asignación se realiza mediante las
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Figura 4.6: Funciones de pertenencia de las entradas.
funciones de pertenencia µ(Nos) y µ(Nol) en el primer FLC, y µ(UI) y µ(Rbc) en
el segundo FLC. La Figura 4.6 muestra las funciones de pertenencia consideradas
para cada entrada, indicando el grado de pertenencia de cada valor a cada clase.
Los términos L y H describen los caliﬁcativos bajo (Low) y alto (High), respectiva-
mente. Las variables Nosmin , Nosmax , Nosmin , Nolmax , Rbcmin , Rbcmax , UImin y UImax
son parámetros internos del algoritmo. En la ﬁgura se aprecia cómo, en un FLC,
un valor de entrada concreto puede ser caliﬁcado simultáneamente con diferentes
clases, debido al solapamiento de las funciones de pertenencia (de ahí, el término
de controlador difuso).
La máquina de inferencia deﬁne el comportamiento del controlador en tér-
minos lingüísticos por medio de un conjunto de reglas del tipo “SI (antecedente)
ENTONCES (consecuente)”. A diferencia de los sistemas expertos clásicos, donde
se activa una sola regla en cada momento, se pueden ejecutar varias reglas si-
multáneamente en un mismo FLC. Cada regla tiene su propia fuerza de acción
dependiendo del grado de satisfacción de sus antecedentes. Esta propiedad con-
ﬁere al controlador un funcionamiento más gradual. Las Tablas 4.2 y 4.3 muestran
las reglas del primer y segundo FLC, respectivamente. Por ejemplo, la regla 1 de
la Tabla 4.2 se lee como “SI Nos(i) (sobreapuntamiento) es bajo y Nol(i) (sola-
pamiento innecesario) es bajo, ENTONCES UI(i) (interferencia innecesaria) es
bajo”. A partir de las reglas, se puede deducir que el primer FLC detecta interfe-
rencia innecesaria cuando ocurre sobreapuntamiento o solapamiento innecesario,
mientras que el segundo FLC propone agachar la antena cuando la celda genera
interferencia innecesaria, o levantarla cuando existe mala cobertura en el borde de
la celda.
Finalmente, en la etapa de defusificación se traducen las consecuencias de las
reglas ejecutadas en la máquina de inferencia a valores numéricos (UI(i) para el
primer FLC, y ∆α(i) para el segundo FLC). Para esta etapa, se utiliza el método
del centro de gravedad [111]. Por simplicidad, el controlador se diseña según la
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No Nos(i) Nol(i) UI(i)
1 Bajo Bajo Bajo
2 Alto Bajo Alto
3 Bajo Alto Alto
4 Alto Alto Alto
Tabla 4.2: Reglas del primer controlador de lógica difusa
No UI(i) Rbc(i) ∆α(i)
1 Bajo Bajo Igual
2 Alto Bajo Positivo
3 Bajo Alto Negativo
4 Alto Alto Igual
Tabla 4.3: Reglas del segundo controlador de lógica difusa
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Figura 4.7: Funciones de pertenencia de las salidas.
estructura de Takagi-Sugeno, donde las funciones de pertenencia a la salida son
constantes, como se muestran en la Figura 4.7. Los términos L y H vuelven a
describir los caliﬁcativos bajo (Low) y alto (High), mientras que los términos N,
E y P hacen referencia a negativo (Negative), igual (Equal) y positivo (Positive).
Los cambios de inclinación se realizan en pasos de 1 grado, por lo que el valor
ﬁnal de la salida, ∆α(i), se redondea al valor entero más cercano, de forma que
∆α(i) ∈ {−1, 0, 1}.
Las funciones de pertenencia de las entradas y las salidas de los FLC han sido
diseñadas para asegurar la estabilidad del sistema. Gracias a que varias reglas
pueden dispararse simultáneamente con diferentes grados, los FLC consigue un
comportamiento del sistema más estable en los instantes en los que las entradas
Capítulo 4. Optimización del ángulo de inclinación de antenas 95
cruzan los umbrales. Del mismo modo, el cambio máximo de la inclinación se limita
a 1o, evitando así grandes cambios en el rendimiento de la red.
El método propuesto funciona de forma iterativa, comenzando a partir de una
conﬁguración inicial del ángulo de inclinación, que se modiﬁca progresivamente.
Para un cierto periodo de tiempo, referido como lazo de optimización, las esta-
ciones base recogen las trazas CTR, a partir de las que se calculan los indicadores
de sobreapuntamiento, solapamiento y cobertura. Estos indicadores se usan para
evaluar el rendimiento de la red con la conﬁguración actual de inclinación de cada
antena. Si los indicadores muestran problemas de rendimiento en una celda, el
FLC sugiere un nuevo valor para la inclinación de la antena de dicha celda, y, a
continuación, comienza un nuevo lazo de optimización.
El nuevo valor de inclinación se calcula añadiendo el cambio en la inclinación
sugerido por el algoritmo ∆α(i), al valor actual, α(i). Por razones de seguridad,
el valor ﬁnal de la inclinación de la antena de la celda i está limitado al rango
[αmı´n(i), αma´x(i)]. El parámetro αma´x(i) se conﬁgura al máximo valor del ángulo de
inclinación soportado por el equipo del fabricante, mientras que αmı´n se usa como
un freno que tiene en cuenta consideraciones geométricas incluyendo la dirección
de apuntamiento y el ancho de haz de la antena. Se considera que una antena
con un valor de inclinación menor que la mitad de su ancho de haz de mitad de
potencia, HPBWv, radia una gran parte de su energía por encima del horizonte.
Para evitar esta situación, αmı´n(i) = HPBWv/2. Se debe tener en cuenta que los
valores de αmı´n, αma´x y HPBWv no tienen por qué mantenerse constantes en todas
las celdas, debido a que los modelos de antena pueden ser diferentes.
4.4. Análisis del rendimiento del algoritmo
En esta sección se presentan las pruebas realizadas para validar el algoritmo de
autoajuste del ángulo de inclinación de antenas propuesto, que utiliza indicadores
obtenidos a partir de trazas de conexión. Las pruebas incluyen tanto pruebas de
campo como simulaciones. Las pruebas de campo sirven como prueba de concepto
de los indicadores, mientras que las simulaciones permiten cuantiﬁcar el beneﬁcio
obtenido por el algoritmo en diferentes condiciones de red. Por claridad, se describe
primero la metodología experimental y, posteriormente, se presentan los resultados
obtenidos para cada uno de los experimentos realizados.
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4.4.1. Metodología experimental
En este apartado se describen los escenarios, la herramienta de simulación, los
experimentos realizados y los principales indicadores de rendimiento utilizados en
cada experimento.
Escenarios
La evaluación del algoritmo se realiza en dos escenarios reales macrocelulares:
1) Escenario limitado por interferencia, consistente en un área urbana densa donde
las distancias entre emplazamientos, ISD, presentan valores bajos.
2) Escenario limitado por cobertura, formado por un área residencial con ediﬁcios
bajos, donde los ISD presentan valores altos.
La Figura 4.8 muestra un esquema de ambos escenarios, donde las estrellas
negras representan la ubicación de los emplazamientos, las áreas coloreadas indican
las diferentes áreas de servicio de las celdas obtenidas con la conﬁguración inicial
de los ángulos de inclinación de las antenas, y las áreas blancas son las áreas
prohibidas (en este caso, mar). En la ﬁgura, se aprecia que el escenario limitado
por interferencia consiste en 129 celdas distribuidas en 44 emplazamientos con
un ISD medio de 0.8 km, mientras que el escenario limitado por cobertura está
formado por 163 celdas distribuidas en 55 emplazamientos con un ISD medio de
1.1 km.
Las pruebas de campo se realizan en el escenario limitado por interferencia
(urbano denso), mientras que las simulaciones se realizan en ambos escenarios.
Herramienta de simulación
Para los experimentos, se dispone de un simulador estático LTE de nivel de
sistema desarrollado en Matlab c©. A continuación, se describen algunas de sus
características más importantes. En el Apéndice A, se incluye una descripción
más detallada del simulador.
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(a) Escenario limitado por interferencia
(b) Escenario limitado por cobertura
Figura 4.8: Esquema de los escenarios.
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El proceso de simulación sigue varios pasos. En primer lugar, el simulador di-
vide el área analizada en una rejilla de puntos regular, donde cada punto representa
una ubicación potencial de usuario. Para cada conﬁguración de parámetros de red
(en este caso, para cada plan de ángulos de inclinación de las antenas), se calcula
el nivel de señal recibido en cada punto de cada estación base mediante un modelo
de propagación macrocelular que incluye desvanecimiento lento log-normal. Por
simplicidad, no se considera desvanecimiento rápido. Para este cálculo, se conside-
ra, como celda servidora de cada punto, la celda que proporciona el máximo nivel
de señal. El nivel de interferencia se estima a partir de la distribución espacial
de usuarios y la carga de celda, que pueden ser no uniformes, siguiendo patrones
reales obtenidos a partir de los estadísticos de una red real LTE. Relacionando
los niveles de señal deseada e interferencia, se calcula la calidad de conexión y la
eﬁciencia espectral del enlace radio en cada punto del escenario. Finalmente, los
indicadores empleados por el algoritmo de optimización se calculan agregando (o
promediando) las medidas obtenidas en todos los puntos del escenario. En este
trabajo, se considera únicamente el enlace descendente, que es el principal cuello
de botella de las redes actuales.
A pesar de su simplicidad, la herramienta de simulación está diseñada para
obtener la mayoría de los estadísticos disponibles en la red real. Para conseguirlo,
el simulador incluye las siguientes funcionalidades:
1. Delimitación de áreas prohibidas, estableciendo puntos donde los usuarios
no pueden situarse debido a recursos hidrológicos (p. ej., mar), obtenidos a
partir de archivos en formato KML (Keyhole Markup Language) que limitan
las zonas costeras [112].
2. Parametrización del modelo de la antena por celda (p. ej., ganancia máxima,
ancho de haz a potencia mitad horizontal y vertical, . . .) dependiendo del
proveedor del equipo.
3. Inicialización de la distribución de carga de celda a lo largo de todo el esce-
nario a partir del porcentaje de utilización de PRB obtenidos de contadores
del sistema de gestión de red de la red real.
4. Ajuste de la distribución espacial de los usuarios dentro de una celda basada
en coronas circulares, a partir de la distribución de TA de cada celda de la
red real [113].
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5. Ajuste de los parámetros del modelo de propagación en el simulador basado
en el histograma de medidas de RSRP de la red real.
6. Actualización de los porcentajes de utilización de PRB por celda mediante
la estimación del impacto del algoritmo de ajuste automático en la eﬁciencia
espectral del enlace radio de cada posición de usuario.
7. Generación de los archivos de trazas CTR requeridos por el algoritmo de
ajuste automático, emulando el proceso de recogida de trazas de una red
real.
La Tabla 4.4 resume los principales parámetros de simulación. En cada es-
cenario, se usa un modelo de propagación distinto. En el escenario limitado por
interferencia (área urbana densa), se usa el modelo WINNER II C2 [114]. En este
modelo, los usuarios se clasiﬁcan en usuarios con visión directa (Line Of Sight,
LOS) o sin visión directa (Non-Line Of Sight, NLOS) basándose en la posición
de las antenas y datos de geolocalización de los ediﬁcios obtenidos de un ma-
pa del escenario. En el modelo de propagación, la variable X representada en la
Tabla 4.4 es un término que permite ajustar las pérdidas de propagación de los
usuarios NLOS a partir de los estadísticos de la red [114]. En el escenario limitado
por cobertura (área residencial), donde no existen ediﬁcios altos, se usa el modelo
COST-231 [115]. Las constantes del modelo COST-231 se ajustan con estadísticas
de RSRP obtenidas en dicha área.
En el simulador, el impacto de la inclinación de las antenas se modela cam-
biando la ganancia de las antenas en los planos horizontal y vertical. Aunque los
modelos considerados no tienen en cuenta fenómenos locales, como reﬂexiones en
ediﬁcios o curvatura de rayos, se ha comprobado que el efecto global de la in-
clinación de las antenas se modela correctamente en ambos escenarios, a partir
de la comparación entre los niveles de RSRP obtenidos en el escenario real y en
el escenario simulado, tras el ajuste de los modelos de propagación. El resto de
parámetros en la Tabla 4.4 están tomados de la conﬁguración real de la red simu-
lada. Ambos escenarios incluyen una única portadora a 734 MHz con un ancho
de banda de 10 MHz (es decir, 50 PRB). La resolución espacial de la rejilla que
resulta de las medidas de TA es de 40 metros. La altura, la conﬁguración inicial
de la inclinación y la potencia de transmisión de las antenas se toman de la red
real, siendo diferentes para cada celda y estando dentro de los rangos indicados
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Parámetros de simulación
Modelo de propagación [dB] Escenario interferencia Winner II C2 [114] con X=14
para usuarios NLOS
Escenario cobertura PL = 152.7− 13.82 log10(hBS [m])+
+(64.37− 6.55 log10(hBS [m]))
log10(d[km])
Distribución espacial del tráfico Basado en medidas de TA
Resolución de la rejilla [m] 40
Características de la red
Frecuencia de portadora [MHz] 734
Ancho de banda [MHz] 10
Número de PRB 50
Máxima inclinación permitida [o] 16
Altura de UE [m] 1.5
Potencia de transmisión de eNB [dBm] [46.5, 47.4]
Ganancia máxima de antena [dB] 15
Ancho de haz de 3 dB [o] 9.5, 11.8, 15
Escenario interferencia Escenario cobertura
Número de emplazamientos 44 55
Número de celdas 129 163
Tasa de utilización de PRB [%] [5-70] [5-60]
Tasa media de utilización de PRB [%] 24 29
Ángulo de inclinación de antena inicial [o] [0-13] [1-14]
Altura de antena [m] [3-54] [10-45]
Distancia media entre emplazamientos [m] 815 1110
Tabla 4.4: Parámetros de simulación
en la Tabla 4.4. Los datos de tráﬁco y de utilización de PRB están tomados del
tráﬁco real en la hora cargada.
Descripción de los experimentos
Para evaluar el algoritmo propuesto, se deﬁnen cuatro experimentos. El primer
experimento (experimento A1) valida los nuevos indicadores diseñados mediante
una prueba de campo. Los otros tres experimentos (experimentos A2, A3 y A4)
evalúan el rendimiento del algoritmo en distintos escenarios con el simulador.
En el experimento A1, se comprueba la sensibilidad de los indicadores de so-
breapuntamiento, solapamiento innecesario y mala cobertura (es decir, Nos, Nol
y Rbc) a los cambios de inclinación de las antenas. Para ello, se reduce en 1o el
ángulo de inclinación de 42 de las 129 celdas del escenario real limitado por inter-
ferencia. Las 42 celdas seleccionadas son aquéllas que generan mayores problemas
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de interferencia en sus celdas vecinas. Las 42 celdas quedan repartidas de forma
dispersa a lo largo del escenario. Este escenario urbano denso se considera el más
desfavorable, por sus características de propagación especiales, como, por ejemplo,
la reﬂexión y la difracción en los ediﬁcios, que podrían provocar un comportamien-
to anómalo de los indicadores. Si los indicadores funcionan bien en este entorno
urbano denso, es previsible que también lo hagan en entornos más simples, como
el residencial o el rural.
Por su parte, los experimentos A2 y A3 cuantiﬁcan, con el simulador, el impacto
del algoritmo de autoajuste del ángulo de inclinación de las antenas en los dos
escenarios. En estos experimentos A2 y A3, se comparan cuatro métodos de ajuste:
1. El primer método es el plan de inclinaciones real implementado actualmente
por el operador, referenciado como OS (Operator Solution). OS se considera
la solución de referencia con la que se comparan el resto de métodos. In-
cluyendo esta solución, se espera demostrar que los ángulos de inclinación
propuestos por el operador son inadecuados, debido a que las inclinaciones de
antena se suelen conﬁgurar cuando el emplazamiento se activa por primera
vez, manteniéndose su valor, aunque se desplieguen nuevos emplazamientos
alrededor, generando solapamiento innecesario entre celdas.
2. El segundo método es el algoritmo de ajuste automático iterativo para RET
basado en archivos de trazas CTR, descrito en la Sección 4.3 y referenciado
como TF-RET (Trace-based Fuzzy RET ). Este método se inicializa con la
conﬁguración de inclinación OS y se simulan 20 iteraciones (lazos de op-
timización). A posteriori, se comprueba que este número de iteraciones es
suﬁciente para alcanzar el régimen permanente. Por simplicidad, el análisis
de este algoritmo se restringe a la solución obtenida en la última iteración,
que sería la propuesta por el algoritmo TF-RET. La Tabla 4.5 presenta la
conﬁguración de parámetros internos del algoritmo. De la tabla, se deduce
que la conﬁguración de los parámetros está deﬁnida de forma que:
a) las celdas candidatas para agachar su ángulo de inclinación son aquéllas
que interﬁeren a más de una celda vecina no relevante o presentan un
solapamiento innecesario con más de dos celdas vecinas, y
b) las celdas candidatas para levantar su ángulo de inclinación son aquéllas
que presentan más del 20% de muestras de RSRP en el borde de la celda
inferiores a -105 dBm.
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La conﬁguración mostrada en la Tabla 4.5, que se mantiene para ambos
escenarios, se ha ajustado a partir de pruebas de campo llevadas a cabo en
áreas geográﬁcas muy extensas que cubrían diferentes topologías de la red.
Por tanto, estos ajustes deben ser válidos para redes de distinta topología.
3. El tercer método es una variación del método TF-RET, donde se usan las
mismas reglas, pero ajustando la potencia de transmisión de la estación base,
Ptx, en vez de la inclinación de la antena. Este método, referenciado como
TF-PWR (Trace-based Fuzzy PoWeR) es una solución pensada para aque-
llos emplazamientos que no dispongan de RET o donde no sea recomendable
modiﬁcar el ángulo de inclinación porque la antena se comparta entre di-
ferentes tecnologías. La salida de TF-PWR es el cambio de la potencia de
transmisión sugerido, ∆Ptx. Este método se inicializa con la potencia de
transmisión máxima, por lo que la potencia se reduce progresivamente para
eliminar solapamiento innecesario entre celdas, usando las reglas de TF-RET.
Al igual que para TF-RET, se simulan 20 lazos de optimización para obtener
la solución ﬁnal del algoritmo TF-PWR.
4. El cuarto método es un método de planiﬁcación basado en consideraciones
geométricas que utiliza en una simple fórmula para el ajuste del ángulo de
inclinación de las antenas [19, 86], nombrado aquí como G-RET (Geometric
RET ). En G-RET, el ángulo de inclinación óptimo para una celda i, αgeo(i),
es aquél que asegura que la ganancia vertical de la antena en la dirección del
borde de celda es 3 dB inferior al valor máximo. Para su cálculo, se utiliza
la misma expresión que en la ecuación (4.7), sustituyendo ∆Gv por 3 dB, de
forma que
αgeo(i) = αborde(i) + α
0o
3dB(i) , (4.12)
donde αborde(i) es el ángulo deﬁnido por la antena y el borde real de la
celda i, descrito en la ecuación (4.5), y α0
o
3dB(i) es el ángulo de la antena con
el que la ganancia vertical cae 3 dB respecto a la máxima para la celda i,
calculado como la mitad del ancho de haz vertical a 3 dB (es decir, α0
o
3dB(i) =
HPBWv(i)/2). El radio de celda, dborde, se estima a partir de los puntos del
borde de celda. En el método geométrico, los puntos del borde de celda
se obtienen construyendo las áreas de dominancia de cada celda por medio
del teselado de Voronoi [116]. A partir del polígono que deﬁne el área de
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FLC 1
Nos
∆RSRPthos [dB] 6
Ruon [ %] 5
Rrn [ %] 10
Nosmı´n 0.9
Nosma´x 1
Nol
∆RSRPthol [dB] 6
Ruo [ %] 5
RSRPhighth [dBm] -80
Nolmı´n 1.95
Nolma´x 2.05
FLC 2
Rbc
RSRPlowth [dBm] -105
Rbcmı´n 15
Rbcma´x 20
UI
UImı´n 0
UIma´x 1
Tabla 4.5: Configuración de parámetros de TF-RET
dominancia, el radio de celda se calcula como la distancia media entre los
puntos del borde de celda y la posición de la antena. Para extender el análisis,
el método G-RET se prueba con distintos valores de pérdidas de ganancia en
el borde de celda, sustituyendo en (4.12) el término α0
o
3dB(i) por el incremento
de ángulo vertical necesario para alcanzar cierto valor de pérdida de ganancia
vertical en el borde de celda (distinto a 3 dB), α0
o
∆Gv
, de forma que
αgeo(i) = αborde(i) + α
0o
∆Gv . (4.13)
Pese a esta generalización en la formulación, si no se dice lo contrario, se
adopta por defecto el valor de ∆Gv = 3 dB para G-RET cuando se compara
con el resto de métodos.
Tanto TF-RET como TF-PWR necesitan las estadísticas de RSRP y TA por
celda para su funcionamiento. Dichas distribuciones de RSRP y TA se generan
en el propio simulador a partir de las matrices de propagación e información de
distancias.
A diferencia de los experimentos A2 y A3, donde se hace uso de las estadísticas
de rendimiento recopiladas de la red real, el experimento A4 pretende validar el
algoritmo propuesto en un escenario con alta tasa de utilización PRB (es decir,
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una red muy cargada). Para ello, los métodos OS y TF-RET se evalúan en el
escenario limitado por interferencia, pero conﬁgurando una tasa de utilización de
PRB uniforme del 75% en todas las celdas. Dicho valor es tres veces mayor que la
tasa media de utilización de PRB del escenario en la realidad, que es de un 24%,
tal como se muestra en la Tabla 4.4. Con ello, se pretende veriﬁcar la robustez del
método frente a variaciones de la distribución de carga en la red.
Indicadores de rendimiento
Para evaluar la bondad de los algoritmos en los experimentos A2, A3 y A4, se
utilizan los siguientes indicadores de rendimiento:
a) como medida de la calidad de conexión de la red y de la eﬁciencia espectral,
se utiliza el valor medio global de SINR en el enlace descendente, SINRavg,
calculado como la media aritmética del SINR medio en el enlace descendente
de cada celda del escenario, y
b) como medida de la cobertura de la red, se usa el valor global de SINR en el
enlace descendente en el borde de celda, SINRce, calculado como la media
aritmética del percentil del 5% de SINR en el enlace descendente de cada celda
del escenario.
Ambos indicadores de SINR se calculan en el mismo conjunto de puntos del
escenario (esto es, potenciales usuarios). Estos puntos se deﬁnen en la primera
iteración, con la conﬁguración inicial de los ángulos de inclinación de antena (plan
OS), identiﬁcando el conjunto de puntos con un nivel de señal suﬁciente de alguna
celda. Dicho conjunto de puntos permanece inalterable en las siguientes iteraciones
de optimización, sin considerar sus nuevos valores de calidad o cobertura de señal
conforme cambian los ángulos de antena. Con esta decisión, se facilita la compara-
ción de las distintas conﬁguraciones de antenas conforme se suceden las iteraciones,
asegurando que el área geográﬁca donde se comparan los métodos sea exactamente
la misma.
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4.4.2. Resultados
En este apartado se presentan los resultados obtenidos en los sucesivos expe-
rimentos (A1 a A4). Posteriormente, se analiza la complejidad computacional del
algoritmo.
Experimento A1: Validación de los nuevos indicadores
En primer lugar, se evalúan los nuevos indicadores propuestos en este capítulo
a partir de los resultados de la prueba de campo. Se presenta primero la evolución
temporal de los indicadores tras los cambios de inclinación efectuados en la red
real y, posteriormente, se comparan los valores de cada indicador con las distintas
conﬁguraciones de antena.
La Figura 4.9 muestra la evolución temporal de los indicadores medios de so-
breapuntamiento (Nos), solapamiento innecesario (Nol) y mala cobertura (Rbc),
respectivamente, durante las tres semanas que dura el experimento. Cada punto
en las ﬁguras representa la media de la agregación diaria del indicador correspon-
diente en las 42 celdas. En la ﬁgura, se distinguen tres periodos: a) antes de los
cambios, con el plan de inclinaciones original, b) tras los cambios, donde las 42
antenas de agachan 1o, y c) después de revertir los cambios, cuando se restaura
de nuevo el plan original. A la izquierda, los 2 primeros días muestran el período
inicial, sin cambios de inclinación, que se utiliza como referencia. El miércoles de
la primera semana se realiza el primer cambio en la red, representado mediante
una línea discontinua verde, que consiste en incrementar el ángulo de inclinación
de las antenas de 42 celdas en 1o. En los días en los que se introducen los cambios,
se debe tener en cuenta que los cambios de inclinación se implementan en algún
momento del día, de forma que el valor en la ﬁgura para ese día (X) reﬂeja el
promedio del rendimiento de la red obtenido por 2 valores distintos del ángulo de
inclinación de la antena (el antiguo y el nuevo). La segunda acción se realiza el
viernes de la segunda semana (V), reﬂejada por la línea roja, cuando se revierten
los cambios, disminuyendo el ángulo de inclinación de las antenas de las mismas
celdas (levantándolas) en 1o, para recuperar la conﬁguración original de inclina-
ciones. Cada conﬁguración se mantiene una semana, para aumentar la robustez
estocástica de las medidas. Las líneas punteadas azules en la ﬁgura representan
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Figura 4.9: Evolución temporal de los indicadores.
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los ﬁnes de semana. Durante los ﬁnes de semana, el volumen de tráﬁco y las ten-
dencias de movilidad son diferentes respecto a los días laborables, por lo que los
valores obtenidos en esos días no se consideran a la hora de analizar los resultados.
Como apreciación general, se observa que, después de agachar las antenas, las
medias de los indicadores de sobreapuntamiento (Nos) y solapamiento innecesario
(Nol) disminuyen, mientras que la media del indicador de mala cobertura (Rbc)
aumenta. Tras levantar las antenas para restaurar la conﬁguración inicial de las
inclinaciones, se observa la tendencia opuesta, como era de esperar.
La Figura 4.10 presenta un análisis de los indicadores desglosados por celda,
comparando los valores obtenidos antes y después de revertir los cambios (ejes x e y,
respectivamente). Para facilitar la comparación, se incluye una línea de tendencia
correspondiente al caso y=x, que correspondería al caso en el que no cambia el
indicador con la reversión del ángulo de la antena. Para una comparación justa, los
indicadores en cada periodo se calculan agregando los valores de 3 días laborales
(martes, miércoles y jueves). En la ﬁgura, se observa que el valor del indicador de
sobreapuntamiento (Nos) se incrementa en la mayoría de celdas (concretamente,
33 de 42) cuando se restaura la conﬁguración original (es decir, cuando se levanta
la antena). De la misma manera, el indicador de solapamiento (Nol) aumenta en la
mayoría de las celdas (en 40 de 42 celdas) cuando se levantan las celdas. Por último,
para el caso del indicador de mala cobertura (Rbc), se observa que la mayoría de
las celdas disminuyen su valor (31 de 42) cuando se levantan.
Todos estos resultados conﬁrman que, como se esperaba, agachar las antenas
tiende a disminuir tanto el sobreapuntamiento como el solapamiento entre celdas,
incluso en escenarios urbanos densos, mientras que la mala cobertura en el borde
de celda se soluciona levantando las antenas. Más importante aún, los resultados
conﬁrman la validez de los indicadores diseñados como estimadores de sobreapun-
tamiento, solapamiento innecesario y mala cobertura.
Experimento A2: Rendimiento del algoritmo en un escenario limitado
por interferencia
En este apartado se presentan los resultados de la evaluación del algoritmo de
autoajuste del ángulo de inclinación de las antenas en un escenario limitado por
interferencia.
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Figura 4.10: Comparación de indicadores para distintas ángulos.
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Figura 4.11: Comparación de métodos en escenario limitado por interferencia.
La Figura 4.11 presenta los resultados obtenidos en el experimento, mostrando
los valores de SINR de borde de celda y de SINR medio globales del escenario
en los ejes x e y, respectivamente. Los mejores resultados de ambos indicadores
de rendimiento se obtienen en la parte superior derecha de la ﬁgura. El méto-
do de planiﬁcación OS, usado como referencia, se presenta con un simple punto
(rombo). Los métodos iterativos (es decir, TF-RET y TF-PWR) se representan
mediante una curva de múltiples puntos, que muestran el rendimiento interme-
dio de la conﬁguración de parámetros de la red obtenidos durante las iteraciones.
Para mayor claridad, el último valor de los métodos iterativos se resalta con un
marcador relleno. Se debe tener en cuenta que tanto las curvas de TF-RET como
la de TF-PWR comienzan con la conﬁguración de red de OS y, por eso, ambos
métodos presentan el mismo rendimiento en la primera iteración. Por su parte, los
puntos de la curva del método de planiﬁcación G-RET corresponden a los dife-
rentes valores de pérdidas de ganancia vertical en el borde de celda, ∆Gv, de 0 a
6 dB en pasos de 1 dB. Recuérdese que el valor de 3 dB corresponde al método
clásico G-RET.
En la Figura 4.11 se observa que el algoritmo propuesto TF-RET es el que
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mejor rendimiento obtiene para el SINR de borde de celda. En concreto, SINRavg
se mejora en 1.01 dB y SINRce en 1.14 dB, comparado con el método OS. La
Tabla 4.6 compara el rendimiento de los métodos iterativos TF-RET y TF-PWR al
ﬁnal del proceso de optimización frente al rendimiento de la solución del operador
OS y el método geométrico clásico G-RET. Además de los indicadores SINRavg
y SINRce, en la Tabla 4.6 se presentan el valor global del throughput de usuario
medio, UeTHPavg, y el valor global del throughput de usuario de borde de cel-
da, UeTHPce, para el enlace descendente. Ambos indicadores se calculan como
la media aritmética de los valores individuales de throughput del usuario medio y
de borde de celda, respectivamente, de cada celda del escenario. El throughput de
usuario en DL para cada ubicación del escenario se obtiene a partir de los valores
de SINR, mediante la fórmula de Shannon truncada [72], para un factor corrección
de pérdidas de implementación, αimp, igual a 0.6, asumiendo que el ancho de banda
total del sistema está disponible para el usuario (es decir, 50 PRB · 180 kHz/PRB
= 9 MHz). En la ﬁgura, se aprecia primero que todos los métodos mejoran los
resultados de la solución actual del operador (OS). También se observa que TF-
RET consigue mejores resultados que las otras técnicas, ya que obtiene el mejor
valor global de SINR de borde de celda para un elevado valor global de SINR me-
dia. La misma tendencia se obtiene para los indicadores UeTHPavg y UeTHPce,
para los que TF-RET alcanza los mejores resultados. En la ﬁgura, se muestra que
algunas conﬁguraciones de G-RET obtienen resultados ligeramente mejores que
TF-RET para SINRavg, pero mucho peores para SINRce. El indicador SINRce
está directamente relacionado con la experiencia que tienen los usuarios con peo-
res condiciones en una celda y, por ello, en el problema de CCO los operadores
suelen deﬁnir un valor mínimo de SINRce que no debe rebajarse en ningún caso.
La diferencia de SINRce entre TF-RET y G-RET en su mejor conﬁguración es
de aproximadamente de 1 dB (≈ 2.9 − 1.9) a favor de TF-RET. El beneﬁcio de
SINRavg, sin embargo, obtenido por G-RET frente a TF-RET es de, aproximada-
mente 0.3 dB (≈ 14 − 13.7), y para un rendimiento de SINRce ≈ 1.9 dB para
G-RET. Este valor de SINRce puede considerarse inferior al mínimo requerido, y,
por esta razón, se considera a TF-RET como el mejor algoritmo. Además, nótese
que el método TF-RET no requiere disponer de ninguna información geográﬁca,
a diferencia del método G-RET.
Para explicar la superioridad de TF-RET, se realiza un análisis más detallado
de los indicadores de bajo nivel. La Tabla 4.7 presenta el valor medio al ﬁnal del
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OS TF-RET TF-PWR G-RET
SINRavg [dB] 12.69 13.70 12.82 14.02
SINRce [dB] 1.72 2.86 2.28 1.87
UeTHPavg [Mbps] 23.36 25.02 23.56 25.61
UeTHPce [Mbps] 7.44 8.70 8.02 7.95
Tabla 4.6: Rendimiento de métodos en escenario limitado por interferencia
proceso de optimización de varios indicadores usados por los algoritmos, incluyen-
do el valor medio global de RSRP, RSRP , y la interferencia media global en el
enlace descendente, IDL, calculados ambos como la media aritmética de los valores
medios de cada celda del escenario. Conviene recordar de nuevo que la columna
OS de la tabla es el punto de inicio de TF-RET y TF-PWR. También es nece-
sario subrayar que TF-RET sólo agacha las antenas en las celdas que presentan
sobreapuntamiento y/o solapamiento innecesario y que no experimentan proble-
mas de cobertura en el borde de celda. El algoritmo agacha la antena para reducir
los niveles de interferencia en celdas vecinas, a la vez que el nivel medio de señal
recibida en la celda origen se incrementa porque la antena se redirecciona hacia
el centro de la celda, asegurándose también de que el rendimiento en el borde de
celda no se deteriora excesivamente. Al mismo tiempo, TF-RET sólo levanta las
antenas en aquellas celdas con un pobre rendimiento en el borde de la celda y que
no generan sobreapuntamiento y/o solapamiento innecesario. La combinación de
ambas acciones conlleva una mejora de la cobertura de la red sin deteriorar la cali-
dad de la conexión. Estas aseveraciones se conﬁrman con los datos de la Tabla 4.7
observando cómo TF-RET es el único método que logra reducir el porcentaje de
mala cobertura sin incrementar los niveles de interferencia. Concretamente, Rbc
disminuye 3.57% en términos absolutos (es decir, de 32.45% a 28.88%), mientras
que IDL se disminuye en 0.75 dB (es decir, de -101.13 a -101.88 dBm). Nótese
que G-RET disminuye el nivel medio de interferencia (de -101.13 a -102.26 dBm)
a costa de incrementar el porcentaje de puntos con mala cobertura (de 32.45 a
33.74%).
Alternativamente, TF-PWR disminuye la potencia de transmisión en aquellas
celdas que generan sobreapuntamiento y/o solapamiento innecesario y que no ex-
perimentan problemas de cobertura en el borde de celda. En la Tabla 4.7, se observa
que la potencia de transmisión media en el escenario puede reducirse considerable-
mente con este método (en el caso analizado, 1.55 dB) sin afectar demasiado el
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OS TF-RET TF-PWR G-RET (∆Gv = 3 dB)
Nos 1.18 0.81 0.93 0.91
Nol 1.00 0.95 1.02 0.98
Rbc [ %] 32.45 28.88 34.77 33.74
RSRP [dBm] -88.44 -88.17 -89.55 -88.24
IDL [dBm] -101.13 -101.88 -102.37 -102.26
α− αOS [o] 0 0.50 0 1.65
Ptx − PtxOS [dB] 0 0 -1.55 0
Tabla 4.7: Indicadores de bajo nivel en escenario limitado por interferencia
rendimiento global de la red. Sin embargo, a diferencia de TF-RET, TF-PWR
afecta negativamente tanto a los usuarios del centro como a los del borde de la
celda en la celda origen debido a la reducción de potencia. Así, en TF-PWR, el
compromiso entre el rendimiento en la celda origen y el de las celdas vecinas es
más evidente. Este compromiso es causa de que el porcentaje de mala cobertura
en la celda incremente cuando se pretende disminuir el sobreapuntamiento y la
interferencia en las celdas vecinas. Concretamente, con TF-PWR, IDL disminuye
en 1.24 dB, pero Rbc se incrementa en 2.32% en términos absolutos, cuando se
compara con OS. Como resultado, la mejora general de SINR para TF-PWR no
es tan buena como para TF-RET, como se muestra en la Tabla 4.6.
Un aspecto importante es que, a diferencia de TF-RET y TF-PWR, G-RET
realiza sus acciones en la inclinación de las antenas basándose en el borde de celda
geométrico, sin tener en cuenta la distribución espacial irregular de usuarios. En
la Figura 4.11 se aprecian tres regiones diferentes para G-RET:
1. Cuando la pérdida en la ganancia vertical en el borde de celda se conﬁgura a
0 dB, cada antena apunta directamente al radio de celda geométrico. En ese
caso, los usuarios situados cerca de la estación base reciben niveles de po-
tencia más bajos, lo que produce valores más bajos de SINRavg. Además, la
interferencia generada en las celdas vecinas es mayor. Como resultado, tanto
el indicador de la eﬁciencia espectral como el de cobertura son relativamente
bajos.
2. Cuando la pérdida en la ganancia vertical en el borde de celda se incrementa
ligeramente (1, 2 ó 3 dB), las antenas apuntan más cerca de las estaciones
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base. En ese caso, los usuarios del centro de la celda reciben mejor nivel
de señal y la interferencia generada en las celdas vecinas es menor. Como
resultado, tanto SINRavg como SINRce mejoran (suben).
3. Finalmente, en una tercera región, cuando la pérdida en la ganancia vertical
en el borde de celda se conﬁgura a valores mayores (4, 5 ó 6 dB), las ante-
nas están excesivamente agachadas, lo que causa que los usuarios situados
lejos de las estaciones base no reciban suﬁciente potencia, aunque los usua-
rios localizados más cerca reciben mejor señal y la interferencia generada
en las celdas vecinas es menor. Como resultado para estas conﬁguraciones,
SINRavg mejora, pero SINRce disminuye.
En la práctica, G-RET tiende a agachar las antenas más que TF-RET, debido a
que G-RET está basado sólo en consideraciones geométricas y no tiene en cuenta
que un porcentaje considerable de usuarios están situados más allá del borde geo-
métrico (p. ej., debido al desvanecimiento lento o a los márgenes de traspaso). En
este escenario, la desviación media del ángulo de inclinación inicial en OS es 1.65o
con respecto al G-RET clásico (esto es, G-RET con pérdida de ganancia vertical de
3 dB) y 0.50o con TF-RET. Como resultado, Rbc con G-RET es signiﬁcativamente
mayor (33.74%) en comparación a TF-RET (Rbc =28.88%). Esta es la principal
razón que hace a G-RET obtener los valores más bajos del rendimiento del SINR
en el borde de la celda la Figura 4.11 y la Tabla 4.6.
Experimento A3: Rendimiento del algoritmo en un escenario limitado
por cobertura
En este apartado, la validación del algoritmo se realiza en un escenario limitado
por cobertura. La Figura 4.12 y la Tabla 4.8 muestran el rendimiento de los dife-
rentes algoritmos en el escenario residencial de forma similar a como se hizo en el
experimento A2. De nuevo, TF-RET consigue los mejores valores de SINR medio.
Sin embargo, la ganancia de rendimiento es menor en este escenario (limitado por
cobertura) en comparación con el escenario urbano (limitado por interferencia).
Concretamente, en este escenario, SINRavg y SINRce se mejoran en 0.44 y 0.37
dB, respectivamente (frente a los valores 1.01 y 1.14 dB en el escenario urbano).
Del mismo modo, UeTHPavg y UeTHPce se mejoran en 0.75 y 0.44 Mbps, respec-
tivamente, en este escenario (frente a 1.66 y 1.26 Mbps en el escenario limitado
por interferencia).
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Figura 4.12: Comparación de rendimiento en escenario limitado por cobertura.
En este escenario, TF-PWR casi no realiza cambio alguno en la conﬁguración
de la red. Esto es debido a que la mayoría de celdas en este escenario sufren un
bajo rendimiento en el borde de las celdas debido a que los radios de celda son
grandes (1.1 km de media). Como consecuencia, TF-PWR mantiene los valores
iniciales (esto es, valores máximos) de la potencia de transmisión en la mayoría de
las celdas. Por tanto, las soluciones obtenidas para TF-PWR son casi las mismas
en todas las iteraciones, siendo ésta la razón de que todos los puntos de la curva
de TF-PWR en la Figura 4.12 aparezcan superpuestos.
TF-RET mejora los resultados de la versión clásica de G-RET en términos de
SINRavg y SINRce en 0.28 dB y 0.38 dB, respectivamente. Debe destacarse que,
en este caso, los mejores resultados de G-RET se obtienen para unas pérdidas en
la ganancia vertical de 1 dB, frente a la conﬁguración clásica de 3 dB, debido al
menor solapamiento entre celdas existente en este escenario residencial.
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OS TF-RET TF-PWR G-RET
SINRavg [dB] 14.06 14.50 14.04 14.32
SINRce [dB] 3.01 3.38 2.98 3.00
UeTHPavg [Mbps] 25.61 26.36 25.58 26.10
UeTHPce [Mbps] 8.70 9.14 8.66 8.70
Tabla 4.8: Rendimiento de métodos en escenario limitado por cobertura
OS TF-RET
SINRavg [dB] 8.08 8.87
SINRce [dB] -2.13 -1.45
Porcentaje medio de utilización de PRB [%] 75 68.83
Tabla 4.9: Rendimiento de métodos en escenario con alta tasa de utilización
de PRB (75%)
Experimento A4: Rendimiento del algoritmo en un escenario con alta
carga de tráfico
Por último, se presenta la validación del algoritmo propuesto en el escenario
limitado por interferencia (usado en A2), pero con una conﬁguración de alta carga
de tráﬁco. La Figura 4.13 y la Tabla 4.9 muestran el resultado obtenido para el
algoritmo de optimización cuando la red está muy cargada en todas las celdas.
En la ﬁgura se observa que, como se esperaba, el rendimiento de la red con la
conﬁguración inicial de los ángulos de inclinación es mucho peor para el caso de
alta carga (punto OS con tráﬁco alto uniforme) debido a los altos niveles de inter-
ferencia. Al igual que en el experimento A2, donde se utilizaron los datos reales
de carga de la red, el algoritmo propuesto TF-RET también consigue ganancias
en ambos indicadores de rendimiento para cargas de red altas. Esto demuestra la
robustez del algoritmo propuesto frente a variaciones de la distribución de carga.
La Tabla 4.9 compara el rendimiento de OS y la última iteración de TF-RET con
las nuevas condiciones. De nuevo, TF-RET consigue mejores resultados que OS.
Concretamente, SINRavg y SINRce mejoran en 0.87 y 0.68 dB, respectivamente.
Estas ganancias son menores que en el experimento A2 (1.01 y 1.14 dB, respec-
tivamente). Como efecto secundario, el algoritmo TF-RET consigue disminuir el
porcentaje medio de utilización de PRB del 75% al 68.83%, como consecuencia
de la mejora de eﬁciencia espectral.
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Figura 4.13: Comparación de rendimiento para diferentes cargas de la red.
Complejidad computacional
Se concluye con el análisis de la complejidad computacional del método. La
complejidad computacional teórica del algoritmo de ajuste iterativo es O(Nc),
donde Nc es el número de celdas del área analizada. En la práctica, el tiempo de
ejecución viene determinado por el procesamiento de trazas. Como se mencionó
en el Capítulo 2, suele ser habitual que los operadores reduzcan el porcentaje de
conexiones trazadas, para evitar la sobrecarga del procesador y los problemas de
almacenamiento de trazas en los emplazamientos durante la hora cargada. Las
pruebas de campo han demostrado que un seguimiento del 20% de las conexio-
nes es suﬁciente para obtener estimaciones robustas de RSRP y TA sin provocar
sobrecarga del nodo. Con esta conﬁguración, el tiempo total de ejecución del al-
goritmo en un ordenador portátil con una frecuencia de reloj de 2.6 GHz y 4 GB
de RAM es inferior a 1 segundo por celda y ROP de 15 minutos. La carga com-
putacional puede reducirse aún más mediante la implementación de una versión
distribuida del algoritmo, donde cada celda calcularía sus propios cambios del án-
gulo de inclinación, siempre que la información requerida sea intercambiada entre
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los emplazamientos.
4.5. Conclusiones
En este capítulo se ha propuesto un algoritmo de ajuste remoto del ángulo de
inclinación de las antenas de las estaciones base de una red LTE cuyo objetivo es
solventar problemas de cobertura e interferencia.
En primer lugar, se ha presentado un modelo que permite analizar el impacto
del ángulo de inclinación en una red LTE basado en consideraciones geométricas.
A partir del modelo geométrico propuesto, se han construido diferentes indicadores
que permiten comprobar, de forma sencilla, la conﬁguración del ángulo de incli-
nación de las antenas de una red. Los resultados del método obtenidos con datos
reales han demostrado que el ángulo de inclinación de las antenas conﬁgurado por
los operadores no siempre es adecuado y que el modelo geométrico puede ser una
herramienta de apoyo muy útil para el análisis y la optimización de la red. Este
modelo puede utilizarse tanto en la planiﬁcación como en la optimización de redes
celulares de diferentes tecnologías.
El algoritmo de ajuste heurístico desarrollado se implementa mediante dos con-
troladores de lógica difusa. Las entradas del algoritmo propuesto son tres nuevos
indicadores obtenidos a partir de las trazas de conexión suministradas por los ele-
mentos de la red. Los tres indicadores se han deﬁnido para detectar situaciones de
cobertura insuﬁciente (Rbc), sobreapuntamiento (Nos) y solapamiento entre celdas
innecesario (Nol). Para validar los nuevos indicadores, se ha realizado una prueba
de campo en un escenario real urbano denso dentro de una red LTE. Los resultados
de la prueba han demostrado que los indicadores son capaces de detectar correc-
tamente los problemas para los que fueron diseñados, incluso en escenarios donde
pueden existir características de propagación especiales, como son los escenarios
urbanos complejos.
Una vez evaluados los nuevos indicadores, se ha validado el algoritmo propuesto
en un simulador estático de nivel de sistema que modela escenarios reales. En el
simulador se han usado dos escenarios LTE realistas, uno limitado por interferencia
y otro limitado por cobertura, para evaluar el algoritmo en diferentes entornos de
despliegue. También se ha evaluado el algoritmo en uno de los dos escenarios
incrementado la carga de tráﬁco. Los resultados obtenidos en los experimentos
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han demostrado que el algoritmo propuesto puede mejorar los valores globales
de SINR media de celda y de borde de celda en más de 1 dB, incrementando la
eﬁciencia espectral de la red, tanto en el escenario limitado por interferencia como
el limitado por cobertura. Del mismo modo, se ha comprobado que el algoritmo
sigue funcionando correctamente cuando la tasa de utilización de PRB es muy
elevada.
El método propuesto, concebido para la etapa de operación de la red, mejora los
resultados de los métodos de autoajuste basados en consideraciones geométricas.
Así, el método propuesto también puede utilizarse como método de planiﬁcación
si se dispone de un simulador de nivel de sistema. De igual manera, conviene
destacar que, aunque existen métodos más soﬁsticados [17, 87, 88], éstos dependen
de predicciones de tráﬁco y propagación. Estas predicciones no son necesarias en
el método propuesto gracias a la utilización de trazas de conexión.
El algoritmo propuesto se puede implementar de forma centralizada o distribui-
da. En el esquema centralizado, todas las medidas necesarias para construir los
indicadores Nos, Nol y Rbc se procesan en un nodo central, para después obte-
ner los nuevos planes de ángulo de inclinación con las reglas de control descritas.
Alternativamente, cada estación base puede intercambiar con sus vecinas las me-
didas de rendimiento necesarias para obtener los indicadores de forma distribuida
a través de la interfaz X2. Además, la carga computacional puede reducirse aún
más mediante la implementación de la versión distribuida del algoritmo, ya que
celda calcularía sus propios cambios del ángulo de inclinación.
Capítulo 5
Optimización de la potencia de
transmisión en el enlace descendente
Una opción para solventar los problemas de cobertura y capacidad de las redes
celulares, como alternativa a los cambios de inclinación de antena, consiste en el
ajuste de la potencia de transmisión de las estaciones base. En este capítulo se
presenta un algoritmo de autoajuste que permite mejorar la eﬁciencia espectral
global de un sistema LTE en el enlace descendente mediante la reducción de la
potencia de transmisión de celdas especíﬁcas. El algoritmo utiliza como entrada un
nuevo indicador que predice el impacto de los cambios en la potencia de transmisión
de cada celda en la SINR total de la red del enlace descendente.
El capítulo se divide en cinco secciones. La Sección 5.1 revisa el estado de
la técnica, resaltando las principales contribuciones de esta parte del trabajo. A
continuación, la Sección 5.2 plantea de nuevo la formulación del problema de la
optimización de la cobertura y la capacidad (CCO), presentando el nuevo indi-
cador que predice el impacto de los cambios de potencia en el enlace descendente.
Posteriormente, en la Sección 5.3 se describe el algoritmo de ajuste automático
propuesto. En la Sección 5.4 se presenta la prueba realizada para validar el algo-
ritmo, y, por último, la Sección 5.5 presenta las conclusiones de este capítulo.
119
120 Capítulo 5. Optimización potencia de transmisión enlace descendente
5.1. Introducción
El control de potencia (PC) es una estrategia eﬁcaz para resolver problemas de
cobertura y capacidad. El objetivo del PC es reducir la cantidad de interferencia
procedente de las celdas vecinas, asegurando al mismo tiempo un nivel de potencia
transmitida suﬁciente para mantener una calidad del enlace aceptable [8, 9]. Esta
técnica se emplea en el enlace ascendente (UL) de LTE, donde el terminal utiliza
el algoritmo de control de potencia fraccional para ajustar dinámicamente su po-
tencia de transmisión [9]. Como alternativa para el UL, existen diversos métodos
de planiﬁcación automática que regulan parámetros del algoritmo de control de
potencia en base a las condiciones locales de la red [17, 110, 117–119]. Estos méto-
dos no son aplicables en el enlace descendente (DL) de LTE, porque las estaciones
base ofertadas actualmente por los fabricantes no suelen incluir ningún tipo de
control dinámico de potencia. Así, la planiﬁcación de la potencia de transmisión
de las estaciones base es la única solución posible para el problema de CCO en los
emplazamientos donde el RET no está disponible.
Cambiar la potencia de transmisión de una estación base es tan simple como
cambiar cualquier otro parámetro de la red de acceso radio. La principal diﬁcultad
es encontrar la conﬁguración óptima de la potencia de transmisión de cada estación
base para conseguir el máximo rendimiento global de la red. Dicha conﬁguración
debe mantener un equilibrio entre asegurar una buena calidad de conexión de los
usuarios servidos por la celda que cambia su potencia de transmisión, al mismo
tiempo que se reduce la interferencia en celdas vecinas. Por ello, la planiﬁcación
de potencia puede formularse como un problema de optimización multiobjetivo no
separable a gran escala.
En la literatura, se han propuesto muchos algoritmos de búsqueda para encon-
trar la conﬁguración de potencia óptima de un sistema celular durante la fase de
planiﬁcación [120–125]. En dicha búsqueda, pueden utilizarse modelos de rendi-
miento de red analíticos para comprobar la calidad de un plan de potencias (p.
ej., [123]). Sin embargo, los enfoques analíticos, con sus asunciones, no permiten
incluir condiciones de la red tan relevantes como la distribución espacial de trá-
ﬁco irregular, la conﬁguración de parámetros propia de cada estación base, las
condiciones de canal especíﬁcas de cada celda o la irregularidad local del terreno.
Para solventar estas limitaciones, se suelen utilizar simuladores de nivel de sistema
como herramientas de planiﬁcación de red [120–122, 124, 125]. Desgraciadamente,
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las simulaciones a nivel de sistema consumen mucho tiempo. Por ello, es esencial
disponer de un algoritmo de búsqueda que minimice el número de conﬁguraciones
de red que deben probarse en el simulador. Sólo así será posible aplicar los mismos
métodos de búsqueda en la optimización de parámetros de potencia de una red
operativa.
5.1.1. Trabajo relacionado y contribuciones
Como el resto de métodos SON, los métodos de regulación de parámetros del
control de potencia pueden clasiﬁcarse en métodos de autoplaniﬁcación, autoop-
timización o autocuración. Los métodos de autoplaniﬁcación sirven para deﬁnir
la conﬁguración inicial de la red, cuando la red aún no se ha desplegado. En la
búsqueda de la mejor conﬁguración, se deben probar muchas conﬁguraciones, ha-
bitualmente de forma iterativa, y por ello, se usan métodos de optimización clásicos
para encontrar la mejor solución (p. ej., fuerza bruta [88], recocido simulado [122],
Taguchi [17] o genético [104]). Para comprobar la calidad de un plan, estos métodos
suelen utilizar modelos analíticos [123] o simuladores [9] de nivel de sistema.
A diferencia de los algoritmos de autoplaniﬁcación, los métodos de autoopti-
mización no necesitan un modelo de sistema, sino que hacen uso de medidas de
la red real para adaptar los parámetros de la red a las condiciones cambiantes
de operación de la red. Estos algoritmos de autoajuste consisten normalmente en
un controlador basado en reglas heurísticas, que modiﬁca iterativamente los pa-
rámetros de la red basándose en ciertos indicadores de rendimiento. En [120], se
presenta un algoritmo de control de potencia para ajustar los niveles de potencia
en el DL en redes CDMA (Code Division Multiple Access) de acuerdo a la necesi-
dad de los UE. El algoritmo ajusta dinámicamente la potencia de transmisión de la
estación base basándose en las medidas de calidad de la señal proporcionadas por
los UE, con el objetivo de asegurar que todos los UE experimenten una calidad de
transmisión adecuada. El algoritmo también detecta cuándo los UE experimentan
una calidad de transmisión mayor a la requerida, en cuyo caso se disminuye la
potencia de transmisión de la estación base para minimizar interferencia en celdas
vecinas. En [121], se extiende el algoritmo anterior a través de una conﬁguración
inicial con niveles máximos de potencia de celda para todos los transmisores, a
ﬁn de solventar problemas de convergencia. En [122], también se presenta un al-
goritmo descentralizado para ajustar la potencia de transmisión de las estaciones
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base en una red LTE. En este caso, cada celda busca la conﬁguración óptima de
la potencia de transmisión, manteniendo la conﬁguración de potencia del resto
de celdas inalterada. El algoritmo se basa en el conocimiento de la interferencia
producida por una estación base en sus celdas vecinas para diferentes niveles de
potencia transmitida. En [124], se propone un algoritmo más soﬁsticado para ajus-
tar conjuntamente la potencia de transmisión y la inclinación de la antena. En este
algoritmo, las celdas se clasiﬁcan en tres grupos dependiendo del porcentaje de UE
cubiertos y el tráﬁco demandado. Los cambios de parámetros se calculan basados
en el rendimiento de la peor celda, y los cambios se ejecutan simultáneamente en
todas las celdas del mismo grupo. De esta forma, el método no aprovecha el hecho
de que los parámetros de red pueden conﬁgurarse de forma distinta en cada celda.
En [125], se propone un algoritmo de autoajuste descentralizado que ajusta tanto
la potencia de transmisión como la inclinación de antena a nivel de celda, con el
ﬁn de maximizar la tasa de transmisión de datos (es decir, el throughput) medio de
celda y de borde de celda en toda la red. El algoritmo se implementa como un con-
trolador difuso adaptable con técnicas de aprendizaje por refuerzo. Las entradas
son las conﬁguraciones actuales de la potencia de transmisión y la inclinación de la
celda a optimizar, además de la diferencia relativa media en la carga y la eﬁciencia
espectral con respecto las celdas vecinas. Un controlador central permite el apren-
dizaje conjunto gracias a que se comparte el resultado del proceso de adaptación
entre celdas. Los parámetros del controlador se adaptan progresivamente como
resultado de un cambio aleatorio de los valores de los parámetros. Estos cambios
aleatorios, necesarios para el aprendizaje por refuerzo, incrementan el tiempo de
convergencia del proceso de ajuste, y, sobre todo, degradan momentáneamente el
rendimiento de la red durante el proceso de optimización.
Los algoritmos de autocuración se basan también en la replaniﬁcación de poten-
cia para solventar problemas localizados causados por fallos en la red. A diferencia
de las propuestas de autooptimización, los métodos de autocuración persiguen de-
tectar, diagnosticar y compensar problemas causados por eventos anormales de la
red, consiguiendo, tras su actuación, niveles de servicio aceptables en una celda
defectuosa. La aplicación más común es la compensación de celdas caídas (Cell
Outage Compensation, COC) [126–128]. La principal limitación de los métodos
propuestos hasta la fecha es la asunción de que, en condiciones normales, las esta-
ciones base no utilizan completamente la potencia de transmisión disponible. En
las redes reales, sin embargo, las estaciones base están generalmente conﬁguradas
a la máxima potencia a ﬁn de proporcionar una cobertura máxima. Además, estos
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algoritmos están enfocados principalmente a mejorar la cobertura, dejando de lado
la interferencia entre celdas o la calidad de señal recibida por los UE.
Una de las principales limitaciones de la mayoría de algoritmos SON es la falta
de una prueba de idoneidad. La mayoría de métodos de autoplaniﬁcación están
basados en métodos de búsqueda heurísticos que reducen el tamaño del espacio
de soluciones a explorar, con el ﬁn de reducir la carga de computación. Del mismo
modo, la mayoría de algoritmos de autooptimización se basan en reglas de control
heurísticas basadas en el conocimiento de un operador experimentado. Aunque
algunos algoritmos de autoajuste avanzados incluyen métodos de aprendizaje sin
supervisión (p. ej., Q-Learning [125]), esto no suele garantizar que se encuentre
el rendimiento del sistema óptimo. La bondad del ajuste de estos algoritmos se
evalúa normalmente basándose en consideraciones de estabilidad y velocidad de
convergencia [129]. Sólo en muy pocos casos, se pueden reformular las condiciones
de idoneidad como un problema de control. Uno de estos casos es el balance de
tráﬁco entre celdas vecinas en GSM. En [130], se demuestra que la condición de
optimalidad del problema de reparto de tráﬁco entre celdas vecinas GSM puede
formularse como un problema de control cuyo objetivo es equilibrar un indicador
de rendimiento construido con estadísticas de la red. De esta forma, se demuestra
que equilibrando el indicador propuesto se alcanza el reparto de tráﬁco óptimo en
el sistema.
Del análisis de la bibliografía, se concluye que ningún trabajo previo ha pro-
puesto una regla simple que permita regular la potencia de transmisión de las esta-
ciones base asegurando que la solución resultante sea realmente la mejor solución.
En este capítulo, se plantea un método de autooptimización para CCO basado en
la regulación de potencia de las estaciones base que, a diferencia de otros méto-
dos, considera de forma explícita aspectos relacionados con la optimalidad de las
soluciones. Para su desarrollo, el problema de CCO se reformula para considerar
la potencia de transmisión de la estación como nueva variable de decisión. A partir
del análisis de las condiciones de optimalidad del problema, se deriva la expresión
analítica de un nuevo indicador que reﬂeja la ganancia total de SINR que se obten-
dría con cada cambio de potencia en una celda del sistema. Con dicho indicador, se
asegura que los cambios realizados por el algoritmo de control siempre mejoran el
rendimiento total del sistema. Las principales contribuciones de este capítulo son:
a) un nuevo indicador para detectar si, incrementando la potencia de transmisión
de una estación base concreta, aumenta (o disminuye) la SINR total del sistema en
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el enlace descendente, b) un conjunto de reglas sencillas, basadas en el indicador
anterior, para ajustar la potencia de transmisión de una estación base en una red
LTE, cuyo ﬁn es incrementar el área de cobertura y la eﬁciencia espectral total;
y c) una comparación exhaustiva del algoritmo propuesto con algoritmos clásicos
de CCO en un escenario realista.
5.2. Formulación del problema y análisis teórico
preliminar
En esta sección se reformula el problema de CCO considerando la potencia de
transmisión de celda como nueva variable de decisión para mejorar la calidad de
señal global del enlace descendente. A partir de dicha reformulación, se deriva un
estimador analítico del impacto de los cambios de potencia de una estación base
en la SINR media de la red. Dicho estimador constituye la principal entrada del
algoritmo de ajuste de la potencia de transmisión de las estaciones base descrito
en la siguiente sección.
5.2.1. Modelo analítico del impacto de los cambios de po-
tencia en el enlace descendente
Por claridad, en esta sección, las variables en unidades logarítmicas se expresan
con letra mayúscula, mientras que las variables en unidades naturales se expresan
en minúscula. El término DL se omite por brevedad.
El problema de CCO puede formularse como un problema de optimización
clásico, cuya función objetivo a maximizar es la SINR total del sistema en DL
(expresada en dB), Γt, calculada como
Γt =
∑
∀ i
Γ(i) , (5.1)
donde Γ(i) es la SINR media de los usuarios de la celda i. Las variables de decisión
en el problema de optimización son las potencias de transmisión de cada celda,
PTX(i), que determinan el valor de Γ(i).
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En ausencia de restricciones, cualquier máximo local debe satisfacer la condi-
ción de estacionariedad, es decir, ∂Γt
∂PTX(i)
= 0 ∀ i. Si se asume que cambiar la
potencia de transmisión de una celda sólo afecta a un número limitado de celdas
vecinas, la condición de estacionariedad puede reescribirse como
∂Γt
∂PTX(i)
≈
∂
(
Γ(i) +
∑
j∈N(i)
Γ(j)
)
∂PTX(i)
, (5.2)
donde N(i) es el conjunto de vecinas de la celda i. Los dos términos del numerador
reﬂejan el compromiso existente entre el rendimiento de una celda y sus vecinas.
Así, incrementar la potencia de transmisión de una celda incrementa la SINR de
los usuarios servidos por dicha celda (es decir, ∂Γ(i)
∂PTX(i)
> 0) a expensas de disminuir
la SINR de los usuarios en las celdas vecinas (es decir,
∂
( ∑
j∈N(i)
Γ(j)
)
∂PTX(i)
< 0).
Por conveniencia, se deﬁne el SINR total en la vecindad de una celda i (en dB)
como
Γc(i) = Γ(i) +
∑
j∈N(i)
Γ(j) = S(i)− I(i) +
∑
j∈N(i)
(
S(j)− I(j)
)
, (5.3)
donde S(i) y I(i) son los niveles medio de señal deseada e interferencia (en unidades
logarítmicas) recibidos en la celda i, respectivamente.
En (5.3), los valores medios corresponden a la agregación de todos los usuarios
de una celda. En la mayoría de las herramientas de planiﬁcación, los usuarios
potenciales se representan por ubicaciones, de forma que el indicador medio se
reﬁere al valor medio que un usuario podría obtener en cualquier punto de la celda.
En un escenario real, cada ubicación tiene una probabilidad diferente de que un
usuario demande servicios desde ese lugar, dada por la distribución espacial de
tráﬁco. Este hecho se considera en la formulación multiplicando el valor de cada
indicador en una ubicación por una función de peso que representa la probabilidad
de cursar tráﬁco en dicha ubicación, tal que
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Γc(i) =
∑
(x,y)∈A(i)
pu(x, y)
(
S(x, y)− I(x, y)
)
+
∑
j∈N(i)
∑
(x,y)∈A(j)
pu(x, y)
(
S(x, y)− I(x, y)
)
,
(5.4)
donde A(i) es el área de servicio de la celda i (es decir, los puntos servidos por la
celda i), pu(x, y) es la probabilidad de que un usuario genere tráﬁco en la ubicación
(x, y), y S(x, y) y I(x, y) son los niveles de señal recibida desde la celda servidora y
el nivel total de interferencia procedente de las celdas vecinas para un UE situado
en (x, y), respectivamente. Evidentemente,
∑
(x,y)∈A(i)
pu(x, y) = 1 ∀ i.
A partir de las ecuaciones (5.2) y (5.4), se obtiene que la sensibilidad de la
SINR total del sistema, Γt, a cambios en PTX(i) es la misma que la sensibilidad
de Γc, es decir,
β(i) =
∂Γt(i)
∂PTX(i)
≈
∂Γc(i)
∂PTX(i)
. (5.5)
Por claridad, la derivada parcial en la ecuación (5.5) se desglosa en cuatro
sumandos como
β(i) ≈ F1 − F2 + F3 − F4 , (5.6)
tal que
F1 =
∂S(i)
∂PTX(i)
, F2 =
∂I(i)
∂PTX(i)
,
F3 =
∂
( ∑
j∈N(i)
S(j)
)
∂PTX(i)
, y F4 =
∂
( ∑
j∈N(i)
I(j)
)
∂PTX(i)
,
(5.7)
donde F1 reﬂeja el impacto de PTX(i) en el nivel de señal deseada en la celda
modiﬁcada (es decir, la señal recibida por los usuarios de la celda i desde la celda
i), F2 hace lo mismo para la interferencia total recibida por los usuarios en la
celda i desde las celdas vecinas j (j 6= i), F3 para la señal deseada recibida por los
usuarios de las celdas vecinas j, y F4 para la interferencia recibida por los usuarios
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en las celdas vecinas j. A continuación, se desarrolla cada uno de estos términos
por separado.
Sensibilidad de la señal deseada en la celda origen, F1
El nivel de señal recibida desde una celda i en un punto (x, y) se calcula como
PRX(i, x, y) = PTX(i)− PL(i, x, y) , (5.8)
donde PL(i, x, y) son las pérdidas de propagación (incluyendo las ganancias de
antena) entre la celda i y la ubicación (x, y). En concreto, el nivel de señal deseada
en una ubicación es
S(x, y) = PRX(i, x, y) , (x, y) ∈ A(i) . (5.9)
Se debe tener en cuenta que la distribución espacial de tráﬁco, pu(x, y), no
depende de la conﬁguración de potencia. Así, a partir de las ecuaciones (5.4),
(5.8) y (5.9), se deduce que el impacto de modiﬁcar PTX(i) sobre el nivel de señal
deseada recibida por los usuarios en la celda i es
F1 =
∂
( ∑
(x,y)∈A(i)
pu(x,y) S(x,y)
)
∂PTX(i)
=
∑
(x,y)∈A(i)
pu(x, y)
∂PTX(i)
∂PTX(i)
=
∑
(x,y)∈A(i)
pu(x, y) = 1 .
(5.10)
Sensibilidad de la interferencia en la celda origen, F2
La interferencia recibida en un punto (x, y) en una celda i desde otras celdas
j 6= i se calcula como
I(x, y) = 10 log10
 ∑
j∈N(i)
prx(j, x, y) l(j) + n0
 , (5.11)
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donde prx(j, x, y) es la potencia recibida en (x, y) desde la celda interferente j (en
unidades naturales), l(j) es la carga de la celda j (adimensional) y n0 es la potencia
de ruido térmico (en unidades naturales). La carga media de una celda i se estima
a partir de la suma de la carga de tráﬁco generada en cada ubicación (x, y) servida
por la celda i, como
l(i) =
∑
(x,y)∈A(i)
l(x, y) =
∑
(x,y)∈A(i)
t(x,y)
se(x,y)
Nprb(i)
, (5.12)
donde t(x, y) es el tráﬁco medio generado en la ubicación (x, y) en bps, se(x, y) es
la eﬁciencia espectral obtenida por los usuarios en la ubicación (x, y) en bps por
bloque de recursos físico (PRB), y Nprb(i) es el número de PRB en la celda i, dado
por el ancho de banda del sistema. En esta Tesis, la eﬁciencia espectral se estima
a partir del SINR mediante la fórmula de Shannon truncada como [72]
se(x, y) =

0 si γ(x, y) < γmı´n ,
αimp log2(1 + γ(x, y)) si γmı´n ≤ γ(x, y) ≤ γma´x ,
sema´x si γma´x < γ(x, y) ,
(5.13)
donde sema´x son la eﬁciencia espectral mínima y máxima que pueden obtenerse en
una ubicación, γ(x, y) es el SINR en una ubicación (en unidades lineales), γma´x y
γmı´n son los valores de SINR correspondientes a sema´x y la eﬁciencia espectral nula,
respectivamente, y αimp es un factor de corrección de pérdidas de implementación.
De lo anterior, el impacto de cambiar la potencia de una celda en el nivel de
interferencia total recibida por dicha celda es
F2 =
∂I(i)
∂PTX(i)
=
∑
(x,y)∈A(i)
pu(x, y)
∂I(x,y)
∂PTX(i)
=
∑
(x,y)∈A(i)
[
10
ln10
pu(x,y)∑
j∈N(i)
prx(j,x,y) l(j)+n0
∑
j∈N(i)
prx(j, x, y)
∂l(j)
∂PTX(i)
]
,
(5.14)
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donde se aprecia que cambiar la potencia de transmisión de una celda sólo afecta
al nivel de interferencia recibida en la misma celda a través de los cambios de carga
de las celdas vecinas.
Como la demanda de tráﬁco no depende de la calidad del enlace, se deduce
a partir de la ecuación (5.12) que la sensibilidad de la carga vecina al cambio en
PTX(i) es
∂l(j)
∂PTX(i)
=
∑
(x,y)∈A(j)
t(x, y)
∂( 1se(x,y))
∂PTX(i)
Nprb(j)
. (5.15)
A partir de (5.13), se deduce que la derivada de la eﬁciencia espectral con
respecto a la potencia de transmisión es distinta de cero sólo en las ubicaciones
donde γmı´n ≤ γ(x, y) ≤ γma´x, por lo que
∂l(j)
∂PTX(i)
= − 1
Nprb(j)
∑
(x,y)∈A(j),
γ(x,y)∈[γmı´n,γma´x]
(
t(x, y) 1
α [log2(1+γ(x,y))]
2
1
1+γ(x,y)
1
ln2
∂
[
10
Γ(x,y)
10
]
∂PTX(i)
)
= −
∑
(x,y)∈A(j),
γ(x,y)∈[γmı´n,γma´x]
l(x, y) γ(x,y)
(1+γ(x,y)) ln(1+γ(x,y))
ln10
10
∂(−I(x,y))
∂PTX(i)
.
(5.16)
Para calcular la derivada de los valores de SINR, Γ(x, y), de forma analítica, se
ha considerado que la interferencia recibida, I(x, y), sólo depende de PTX(i). Para
simpliﬁcar aún más la formulación, se conﬁrmó empíricamente que la suma de la
variación de carga de todas las ubicaciones en una celda puede aproximarse por
∂l(j)
∂PTX(i)
≈ l(j)
γ(j)
(1 + γ(j)) ln (1 + γ(j))
ln10
10
∂
(
I(j)
)
∂PTX(i)
, (5.17)
donde γ(j) e I(j) son la SINR media (en unidades lineales) y el nivel de interfe-
rencia medio (en unidades logarítmicas), respectivamente. Teniendo en cuenta que
el promedio de la interferencia se realiza pesando por la distribución de tráﬁco, se
deduce que
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∂I(j)
∂PTX(i)
=
∑
(x,y)∈A(j)
pu(x, y)
∂I(x,y)
∂PTX(i)
=
∑
(x,y)∈A(j)
[
10
ln10
pu(x,y)∑
m∈N(j)
prx(m,x,y) l(m)+n0
∑
m∈N(j)
∂
(
prx(m,x,y) l(m)
)
∂PTX(i)
]
.
(5.18)
Se debe tener en cuenta que cualquier cambio de potencia de transmisión en
una celda afecta a la calidad de la señal, la eﬁciencia espectral y a la carga de
dicha celda y de sus vecinas. Tales cambios de carga de celda causan cambios en
la interferencia de las celdas vecinas, que se traducen en nuevos cambios de carga.
Por simplicidad, en este trabajo se asume que el único cambio de carga ocurre en
la celda que cambia su potencia de transmisión (es decir, ∂l(m)
∂PTX(i)
≈ 0). Por tanto,
la ecuación (5.18) puede reescribirse como
∂I(j)
∂PTX(i)
≈
∑
(x,y)∈A(j)
[
10
ln10
pu(x,y)∑
m∈N(j)
prx(m,x,y) l(m)+n0
·
(
∂prx(i,x,y)
∂PTX(i)
l(i) + prx(i, x, y)
∂l(i)
∂PTX(i)
)]
.
(5.19)
Las dos derivadas parciales de la ecuación (5.19) muestran cómo cambia la
interferencia en las vecinas cuando cambia la potencia de transmisión y la carga
de la celda que ajusta su potencia. Estos términos se calculan como
∂prx(i, x, y)
∂PTX(i)
=
ln10
10
prx(i, x, y) , (5.20)
y
∂l(i)
∂PTX(i)
= −
ln10
10
l(i)
γ(i)
(1 + γ(i)) ln (1 + γ(i))
. (5.21)
A partir de (5.17), (5.19), (5.20) y (5.21), se obtiene que
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F2 ≈
∑
(x,y)∈A(i)
[
pu(x,y)∑
j∈N(i)
prx(j,x,y) l(j)+n0
∑
j∈N(i)
(
prx(j, x, y) l(j)
γ(j)
(1+γ(j)) ln(1+γ(j))
·
∑
(x,y)∈A(j)
[
pu(x,y)∑
m∈N(j)
prx(m,x,y) l(m)+n0
·
(
prx(i, x, y) l(i)− prx(i, x, y) l(i)
γ(i)
(1+γ(i)) ln(1+γ(i))
)])]
.
(5.22)
Agrupando términos, F2 puede reescribirse como
F2 ≈ [1− f(γ(i))]
∑
j∈N(i)
[
ic(j, i) f(γ(j)) ic(i, j)
]
, (5.23)
donde
f(γ(i)) =
γ(i)
(1 + γ(i)) ln (1 + γ(i))
, (5.24)
e ic(j, i) es el ratio de interferencia medio en la celda i debido a la celda vecina j,
deﬁnido como
ic(j, i) =
∑
(x,y)∈A(i)
pu(x, y)prx(j, x, y)l(j)∑
k∈N(i)
prx(k, x, y)l(k) + n0
. (5.25)
Sensibilidad de la señal deseada en celdas vecinas, F3
A partir de (5.4) y (5.7), se obtiene que
F3 =
∂
( ∑
j∈N(i)
S(j)
)
∂PTX(i)
=
∂
( ∑
j∈N(i)
∑
(x,y)∈A(j)
pu(x, y) PRX(j, x, y)
)
∂PTX(i)
. (5.26)
Como ni pu(x, y) ni PRX(j, x, y) dependen de PTX(i), F3=0.
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Sensibilidad de la interferencia en celdas vecinas, F4
Del mismo modo que para F2, el cambio de la interferencia en las celdas vecinas
puede expresarse como
F4 =
∂
( ∑
j∈N(i)
I(j)
)
∂PTX(i)
=
∑
j∈N(i)
∑
(x,y)∈A(j)
pu(x, y)
∂I(x, y)
∂PTX(i)
. (5.27)
Nótese que N(j) incluye a la celda que ajusta su potencia, i, como interferente
de la celda j. Entonces, la derivada parcial en la ecuación (5.27) debe separarse
en dos grupos de celdas: la celda interferente i y el resto de celdas interferentes
m 6= i. De esta forma,
∂I(x,y)
∂PTX(i)
= 10ln10
1∑
m∈N(j)
prx(m,x,y) l(m)+n0
·
∂
( ∑
m∈N(j),m6=i
prx(m,x,y) l(m)
)
∂PTX(i)
+
∂
(
prx(i,x,y) l(i)
)
∂PTX(i)
 .
(5.28)
Siguiendo los mismos pasos que para F2, se obtiene que
F4 ≈ [1− f(γ(i))]
∑
j∈N(i)
ic(i, j) + ∑
m∈N(j),m 6=i
ic(m, j) f(γ(m)) ic(i,m)
 , (5.29)
donde se identiﬁcan dos términos independientes. El primer término reﬂeja el
cambio de la interferencia en la celda j debido a la variación de carga de la celda
i ocasionada por el cambio de la eﬁciencia espectral con la nueva potencia de
transmisión de la celda i. El segundo término reﬂeja el cambio de la interferencia
recibida por la celda j causado por la variación de carga del resto de interferentes
de la celda j, que también modiﬁcan su carga debido al cambio de interferencia
procedente de la celda i.
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Prueba de concepto
A continuación, se presentan las simulaciones realizadas para validar la expre-
sión analítica del estimador del impacto del cambio de potencia de transmisión en
el enlace descendente. El experimento se realiza en el el simulador estático de nivel
de sistema que implementa el escenario limitado por interferencia del capítulo an-
terior. Dicho escenario comprende 129 celdas distribuidas en 44 emplazamientos
en un entorno urbano denso. En este escenario, se lleva a cabo una prueba de
sensibilidad para comprobar la exactitud del indicador β, que reﬂeja el impacto
del cambio de potencia de cada celda en la SINR total del sistema del enlace des-
cendente. Para ello, se modiﬁca el valor de potencia transmitida de una estación
base incrementándolo en 1 dB. De esta forma, se construyen 129 nuevos planes
de potencia que diﬁeren en 1 sola celda respecto al plan original. Comparando el
rendimiento del sistema obtenido con cada uno de estos 129 planes respecto al
del plan original, se deduce el impacto real del cambio de potencia en cada celda.
Concretamente, el cambio producido en la SINR total del sistema, ∆Γt(i), se cal-
cula restando el valor de dicho indicador obtenido con el nuevo plan respecto al
conseguido con el plan original. Dichas diferencias deberían coincidir con los valo-
res teóricos de β para cada celda, β(i), estimados a partir de las medidas obtenidas
con el plan original mediante la ecuación (5.5).
Cabe señalar que la herramienta de simulación puede modelar con exactitud los
efectos de acoplamiento de las celdas. Dicho acoplamiento causa que un cambio de
la potencia de la celda i provoque cambios en la SINR de la celda vecina j. Como
consecuencia, la eﬁciencia espectral en la celda j cambia, y eso hace que su carga
(medida como porcentaje de utilización de PRB) lo haga también. Este cambio de
carga en la celda j causa a su vez cambios de interferencia en las celdas vecinas
a dicha celda j (entre las que se encuentra la celda i). De esta forma, el cambio
de potencia inicial en la celda i propaga sus efectos por todo el escenario. Estos
efectos son tenidos en cuenta por el simulador. Del mismo modo, el simulador
actualiza las áreas de servicio de las celdas a partir de la nueva conﬁguración de
potencias de celda.
Para una comparación justa con los valores proporcionados por el modelo teóri-
co del que se obtiene el indicador β, los efectos anteriores no deben tenerse en cuen-
ta en toda su extensión. La deﬁnición de β sólo considera los efectos de primer
orden de los cambios en las conﬁguraciones de potencia. Así, β sólo considera los
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Figura 5.1: Cambios de la SINR DL total estimados de forma analítica o
mediante simulación.
cambios que la modiﬁcación de PTX(i) produce en celdas vecinas a la celda i, sin
considerar los efectos que dichos cambios en las celdas vecinas producen en otras
celdas. Por ello, en las simulaciones realizadas en este experimento, se ﬁja la carga
de las celdas vecinas j, y se modiﬁca únicamente la carga de la celda que cambia su
potencia, i. Del mismo modo, en el simulador no se recalculan las áreas de servicio
de las celdas. Esta simpliﬁcación no debería ser un problema en la práctica si los
cambios de potencia transmitida son pequeños.
La Figura 5.1 compara los valores del indicador teórico propuesto, β, con los
cambios de SINR total medidos con el simulador, ∆Γt. Cada punto de la ﬁgura
corresponde a uno de los 129 planes de potencia construidos mediante el incre-
mento de la potencia de transmisión de una celda en 1 dB. Se observa que ambos
indicadores están altamente correlacionados, con un coeﬁciente de determinación
de R2=0.98, y con un valor de la pendiente de regresión cercano a 1. Esta similitud
entre los valores simulados y analíticos prueban la validez del indicador β.
Además, se observa que el impacto de incrementar la potencia de transmisión
de una celda varía signiﬁcativamente de una celda a otra. En algunas celdas (puntos
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situados en la parte superior derecha de la ﬁgura), el incremento de potencia de
transmisión de 1 dB se traduce directamente en un incremento de 1 dB del SINR
total del sistema. Esta situación corresponde a celdas aisladas, cuyo incremento de
potencia no supone incremento de interferencia en celdas vecinas. Por el contrario,
en otras celdas (puntos situados en la parte inferior izquierda de la ﬁgura), el mismo
cambio de potencia de transmisión disminuye la SINR total del sistema (valores
negativos en los ejes), lo que corresponde a celdas estrechamente acopladas con
sus vecinas. Esta gran diversidad de situaciones justiﬁca la necesidad de ajustar
la potencia de transmisión celda a celda.
5.3. Diseño del algoritmo de optimización
En esta sección se describe el diseño y la implementación del algoritmo de
autoajuste de la potencia de transmisión de las estaciones base para maximizar la
SINR total de una red LTE.
El algoritmo utiliza como entrada el indicador β presentado anteriormente. A
pesar de que el indicador β se calcula de manera analítica, éste puede obtener-
se a partir de las trazas de conexión recopiladas en una red. Por ello, en esta
sección primero se describen los eventos necesarios para obtener el indicador β a
partir de medidas de una red. Después se presenta la estructura del algoritmo de
optimización desarrollado, que hace uso de ese indicador.
5.3.1. Indicador de entrada
El nuevo indicador β puede calcularse a partir de medidas de rendimiento
disponibles en las trazas de conexión. Para ello, deben activarse las medidas pe-
riódicas de RSRP en todos los emplazamientos, así como las medidas periódicas
de carga de celda. A partir de las medidas periódicas de RSRP, se obtienen los
valores para los términos de potencia (es decir, prx), mientras que los niveles de
interferencia y SINR (γ) se obtienen a partir de los valores de RSRP y de la carga
de las celdas. Por último, los términos de probabilidad de tráﬁco de cada ubicación
de una celda (pu), utilizados para obtener los indicadores por celda, están implíci-
tos en el número de medidas obtenidas en cada ubicación de cada celda (es decir,
a mayor número de medidas recopiladas, mayor pu).
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5.3.2. Estructura del algoritmo
El método deﬁnido para encontrar la mejor conﬁguración de potencia de trans-
misión de cada celda tiene como objetivo mejorar la calidad de señal global del
sistema, Γt. El método hace uso de un algoritmo de gradiente ascendente clásico
para encontrar el mejor equilibrio entre una celda y sus vecinas. Dicho algoritmo
de gradiente incrementa la potencia de transmisión de una estación base concreta
si la pendiente de la función objetivo respecto a este parámetro, reﬂejada por el
estimador β(i), es positiva.
El algoritmo de gradiente se diseña con un conjunto de controladores propor-
cionales simples (uno por celda) que calcula iterativamente los cambios de poten-
cia de transmisión en el canal descendente basados en el valor del indicador β. En
concreto, la salida de cada uno de estos controladores es el cambio de potencia de
transmisión en DL (en dB), ∆PTX(i), calculado como
∆PTX(i) =

−1 si β(i) ≤ βmı´n ,
0 si βmı´n < β(i) < βma´x ,
1 si β(i) ≥ βma´x ,
(5.30)
donde βmı´n y βma´x son umbrales de mejora potencial que deben superarse para
cambiar PTX(i). Dichos umbrales se incluyen para reducir el número de cambios en
la red. En esta Tesis, ambos umbrales son simétricos y están deﬁnidos a 0, de forma
que βma´x = βmı´n = 0. Esta conﬁguración interna del algoritmo permite conseguir
mejor valor de SINR total sin considerar el coste del cambio de los parámetros de
red, ya que la plataforma de pruebas es una herramienta de simulación.
El algoritmo propuesto funciona como un proceso iterativo, partiendo de un
valor inicial de potencia, P (0)TX(i), que se modiﬁca en cada iteración (o lazo de
optimización). Cada lazo comienza con la recopilación de medidas de la red, con
las que se calcula el estimador β para todas las celdas del escenario. Después se
utiliza la ecuación (5.30) para calcular el cambio de potencia, ∆P (l)TX(i), donde l
es el número del lazo. Finalmente, los nuevos valores de PTX(i) para el siguiente
lazo se calculan de forma incremental como P (l+1)TX (i) = P
(l)
TX(i) + ∆P
(l)
TX(i).
Para acotar los valores de salida, se deﬁne un rango de salida permitido [PTXmı´n(i),
PTXma´x(i)]. El límite máximo queda establecido por el valor máximo soportado por
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el equipo, consiguiendo que la cobertura de la red sea máxima. Dicho valor má-
ximo puede estar limitado por hardware (capacidad del ampliﬁcador de potencia)
o software (la licencia concedida a la celda). Se debe resaltar que el valor PTXma´x
no es necesariamente el mismo en todas las celdas, debido a que el ampliﬁcador
de potencia DL y/o la licencia de potencia puede ser diferente en cada celda. Por
el contrario, PTXmı´n se deﬁne como un freno de seguridad en el proceso de ajuste
para prevenir problemas de cobertura. En esta Tesis, PTXmı´n está conﬁgurado a 10
dB menos que PTXma´x en cada celda, a ﬁn de evitar una reducción excesiva de la
potencia de transmisión.
5.4. Análisis del rendimiento del algoritmo
En esta sección se presentan el experimento realizado para validar el algoritmo
de autoajuste de la potencia de transmisión del enlace descendente. El experimento
se realiza en un simulador estático de nivel de sistema que implementa un escenario
real LTE ajustado con estadísticos de la red real. En el Apéndice A, se presenta
una descripción más detallada del simulador. Por claridad, se describe primero
la metodología experimental y, posteriormente, se presentan los resultados de los
experimentos.
5.4.1. Metodología experimental
A continuación, se describen el escenario de simulación, el experimento deﬁnido
y los principales indicadores de rendimiento.
Herramienta de simulación
El escenario considerado es el escenario urbano limitado por interferencia de
129 celdas del Capítulo 4. La Tabla 5.1 recoge de nuevo los principales parámetros
del escenario.
El área geográﬁca se divide en una rejilla regular de puntos, que representa
ubicaciones potenciales de usuario. El nivel de señal recibida en cada punto desde
cada estación base se calcula mediante un modelo de propagación macrocelular que
incluye desvanecimiento lento log-normal (modelo Winner II C2 [114]). En dicho
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Número de emplazamientos 44
Número de celdas 129
Distancia media entre emplazamientos [m] 815
Frecuencia de portadora [MHz] 734
Ancho de banda [MHz] 10
Número de PRB 50
Altura de UE [m] 1.5
Altura de antena [m] [3-54]
Potencia de transmisión de eNB inicial [dBm] [46.5-47.4]
Ganancia máxima de antena [dB] 15
Ángulo de inclinación de antena [o] [0-13]
Modelo de propagación Winner II C2 [114] con X=14
para usuarios NLOS
Resolución de la rejilla [m] 40
Distribución espacial del tráﬁco Basada en medidas de TA
Tasa de utilización de PRB [%] [5-70]
Tabla 5.1: Parámetros de simulación del escenario urbano
modelo, los puntos del escenario se clasiﬁcan según ofrezcan condiciones de visión
directa (LOS) o no visión directa (NLOS) a partir de datos de geolocalización de
los ediﬁcios y las posiciones de las antenas del escenario. La resolución de la rejilla
de puntos es de 40 metros. Las áreas de servicio de las celdas se calculan a partir
de las pérdidas de propagación y las ganancias de antena, de forma que la celda
servidora es aquélla que proporciona mayor nivel de señal piloto en cada punto.
Del mismo modo, las celdas vecinas interferentes se deﬁnen como aquéllas que
proporcionan un mayor nivel de señal en el área de servicio de una celda. Así, el
nivel de interferencia en cada punto se calcula mediante la suma de la interferencia
procedente de todas las celdas vecinas.
A partir de las medidas del escenario generadas con el simulador, se calcula
el indicador β celda por celda utilizando la expresión (5.5). A continuación, se
ejecuta el algoritmo de ajuste para obtener los nuevos valores de PTX empleados
en el siguiente lazo de optimización. Los porcentajes de utilización de PRB se
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actualizan en cada lazo estimando el impacto de los cambios de PTX(i) en la
eﬁciencia espectral del enlace radio establecido en cada punto del escenario.
Descripción del experimento
Para evaluar el funcionamiento del algoritmo de autoajuste de la potencia de
transmisión del enlace descendente, se comparan cuatro métodos de ajuste:
1. El primer método es el plan de potencia desplegado actualmente por el opera-
dor en la zona, nombrado como OS (de Operator Solution). OS es la solución
de referencia con la que se comparan el resto de métodos. En la conﬁgura-
ción OS, la potencia de transmisión DL se conﬁgura al máximo en todas
las celdas. Esta conﬁguración es la establecida por defecto por los operado-
res, ya que así se maximiza el área total de cobertura. Esta conﬁguración
se mantiene en la mayoría de los casos, aun cuando se desplieguen nuevos
emplazamientos. Como consecuencia, se genera solapamiento entre celdas in-
necesario, causando niveles altos de interferencia entre celdas que degradan
la capacidad del sistema.
2. El segundo método es el algoritmo de autoajuste iterativo para la potencia
de transmisión DL basado en el indicador β, descrito en la Sección 5.3. Este
método se denomina SINR-PWR (de SINR PoWeR). En este método, se
parte de la conﬁguración de potencias OS, y se simulan 30 iteraciones de
ajuste (lazos de optimización). A posteriori, se comprueba que este número
de lazos es suﬁciente para alcanzar el régimen permanente en el proceso de
ajuste iterativo de potencias.
3. El tercer método es el algoritmo automático de ajuste del ángulo de in-
clinación de las antenas descrito en el Capítulo 4, nombrado TF-RET. El
método TF-RET también se inicializa con la conﬁguración OS y se simulan
20 lazos de optimización. Cabe recordar que, a diferencia del método SINR-
PWR, este algoritmo ajusta los ángulos de inclinación de las antenas en vez
de la potencia de transmisión de las estaciones base.
4. El cuarto método es una variación del método TF-RET anterior, nombrado
como TF-PWR, descrito en el Capítulo 4. El método TF-PWR utiliza los
mismos indicadores y reglas del controlador que TF-RET, pero aplicados
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al ajuste de la potencia de transmisión de las estaciones base (en vez del
ángulo de inclinación de la antena). El método TF-PWR también se inicializa
con la conﬁguración OS y, al igual que TF-RET, se simulan 20 lazos de
optimización.
Indicadores de rendimiento
Para evaluar la bondad de los algoritmos, se utilizan los mismos indicadores
de rendimiento del Capítulo 4, que son:
a) como una medida de la eﬁciencia espectral (y, por tanto, de la capacidad),
el promedio global de SINR DL en el escenario, SINRavg, calculado como la
media aritmética de SINR DL media de cada celda, y
b) como una medida de la cobertura de la red, el promedio global de SINR DL de
borde de celda, SINRce, calculado como la media aritmética del percentil del
5% de la SINR DL de cada celda.
Al igual que ocurría con la evaluación de los algoritmos de RET llevados a cabo
en el Capítulo 4, cada cambio de la conﬁguración de potencia a lo largo de los lazos
de optimización podría causar que algunos puntos del escenario dejen de recibir
un nivel de señal suﬁciente para establecer una conexión o, por el contrario, que
algunas ubicaciones que inicialmente no son servidas por ninguna celda obtengan
un nivel de señal suﬁciente para iniciar una conexión en un lazo de optimización
posterior. En la red real, estos cambios en el área de cobertura tendrían una
inﬂuencia en la demanda de tráﬁco en la red. Para simpliﬁcar la comparación
de métodos, ambos indicadores de SINR se calculan para el mismo conjunto de
ubicaciones a lo largo de todas las iteraciones (es decir, el área geográﬁca evaluada
es siempre la misma).
5.4.2. Resultados
A continuación, se presentan los resultados obtenidos durante la evaluación
del algoritmo de autoajuste de potencia de transmisión DL. Se concluye con un
análisis de la complejidad computacional del algoritmo.
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Figura 5.2: Comparación de métodos de ajuste.
Rendimiento del algoritmo
La Figura 5.2 compara los resultados de los distintos algoritmos de autoa-
juste. Para reﬂejar el compromiso entre cobertura y capacidad en cada uno de los
métodos, se muestran en los ejes x e y los promedios globales de SINR de borde
de celda y de SINR media de celda, respectivamente. Los puntos situados en la
parte superior derecha de la ﬁgura son aquéllos que muestran simultáneamente el
mejor rendimiento de ambos indicadores. El método de planiﬁcación OS, usado
como referencia, se representa con un simple punto (rombo), al corresponder a
una única conﬁguración de red. Por el contrario, los métodos iterativos (es decir,
SINR-PWR, TF-RET y TF-PWR) se representan por una curva de múltiples pun-
tos, que muestran el rendimiento intermedio de las conﬁguraciones de parámetros
de red durante las sucesivas iteraciones. Para una mayor claridad, el valor ﬁnal de
los métodos iterativos se resalta con un marcador relleno. Conviene recordar que
las curvas SINR-PWR, TF-RET y TF-PWR comienzan con la conﬁguración de
red OS y, por eso, su rendimiento es el mismo en la primera iteración.
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Observando detenidamente el rendimiento ﬁnal alcanzado por cada algoritmo
en la Figura 5.2, se puede ver cómo SINR-PWR, TF-RET y TF-PWRmejoran tan-
to el SINR medio como el de borde de celda una vez al ﬁnal del proceso de ajuste.
Se observa que el algoritmo SINR-PWR, que ajusta la potencia de transmisión
de las estaciones base, obtiene resultados parecidos a los del algoritmo TF-RET,
diseñado para ajustar el ángulo de inclinación de las antenas, y sensiblemente
mejores que los del algoritmo TF-PWR, que también modiﬁca los valores de po-
tencia de transmisión de celda. En especial, llama la atención que, a pesar de que
el ajuste de RET viene considerándose en la bibliografía como un mecanismo más
potente, ya que permite mejorar tanto la celda ajustada como las adyacentes, el
algoritmo de ajuste de potencia propuesto basado en el indicador β (SINR-PWR)
consigue mejor SINRavg que TF-RET sin deteriorar SINRce. La superioridad de
SINR-PWR frente a TF-PWR conﬁrma que los buenos resultados de SINR-PWR
se obtienen gracias a la formulación analítica del problema de optimización, que
no es posible con TF-RET.
La Tabla 5.2 compara el rendimiento de los métodos iterativos SINR-PWR y
TF-RET al ﬁnal del proceso de ajuste, frente a la solución inicial, OS. Además de
los indicadores SINRavg y SINRce, en la tabla se presentan el promedio global
de throughput de usuario medio, UeTHPavg, y el promedio global de through-
put de usuario de borde de celda, UeTHPce, para el enlace descendente. Ambos
indicadores se calculan como la media aritmética de los valores individuales de
throughput de usuario medio y de borde de celda, respectivamente, de cada celda
del escenario. El throughput de usuario en DL para cada ubicación del escenario
se obtiene a partir de los valores de SINR, mediante la fórmula de Shannon trun-
cada [72] para un factor de corrección de pérdidas de implementación, αimp, igual
a 0.6, asumiendo que el ancho de banda total del sistema está disponible para el
usuario (es decir, 50 PRB · 180 kHz/PRB = 9 MHz). Además, para una compara-
ción más completa, en la tabla también se incluyen algunos indicadores, como el
nivel medio de señal piloto recibida de la celda servidora, RSRP , el nivel medio
de interferencia en el enlace descendente, IDL, la desviación media de la potencia
de transmisión y del ángulo de inclinación con respecto a la conﬁguración inicial,
∆PTX y ∆α, y el número de celdas modiﬁcadas tras el proceso de ajuste.
En la tabla, se observa que ambos métodos de ajuste superan la solución actual
del operador. Concretamente, SINR-PWR mejora SINRavg en 1.21 dB y SINRce
en 1.19 dB respecto a OS, superando también los resultados de TF-RET (por 0.2
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OS SINR-PWR TF-RET
SINRavg [dB] 12.69 13.90 13.70
SINRce [dB] 1.72 2.91 2.86
UeTHPavg [Mbps] 23.36 25.36 25.02
UeTHPce [Mbps] 7.44 8.74 8.70
RSRP [dBm] -88.44 -89.90 -88.17
IDL [dBm] -101.13 -103.80 -101.88
∆PTX [dB] - -1.80 -
∆α [o] - - 0.50
Número de celdas modiﬁcadas - 48 65
Tabla 5.2: Rendimiento de métodos al final del proceso de ajuste
y 0.05 dB, respectivamente). Del mismo modo, en la tabla se aprecia que los indi-
cadores UeTHPavg y UeTHPce presentan el mismo comportamiento, obteniendo
mejores resultados con SINR-PWR. Conviene recordar que el objetivo principal
del algoritmo SINR-PWR es mejorar la SINR media global sin degradar en exceso
la SINR de borde de celda, siguiendo la deﬁnición clásica del problema CCO. Por
lo tanto, el hecho de que SINR-PWR también mejore SINRce, y que lo haga en
mayor medida que TF-RET, demuestra la robustez del método propuesto.
Un análisis más detallado de la Tabla 5.2 muestra que SINR-PWR obtiene
sus resultados disminuyendo los valores tanto de RSRP como de IDL (-1.46 y
-2.67 dB, respectivamente). Dicha reducción, típica en un escenario limitado por
interferencia, se hace sin deteriorar el rendimiento de la SINR de borde de celda,
que también mejora. Sin embargo, TF-RET mantiene los valores de RSRP y
IDL. Como ventaja adicional, SINR-PWR modiﬁca menos celdas que TF-RET.
Concretamente, SINR-PWR realiza 48 cambios de potencia frente a TF-RET, que
lleva a cabo 65 cambios de inclinación.
Complejidad computacional
A pesar de que el método se basa en un análisis teórico complejo, el método
se diseña como un algoritmo de control basado en reglas y, por tanto, tiene una
complejidad computacional baja. Concretamente, la complejidad computacional
del algoritmo SINR-PWR es O(Nc), donde Nc es el número de celdas del área
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analizada. En el experimento realizado, el tiempo total de ejecución de 30 lazos
de optimización en el escenario considerado, de 129 celdas, en un ordenador con
frecuencia de reloj de 3.47 GHz y 12 GB de RAM, es de 1980 segundos (66 segundos
por lazo de optimización de media). La mayoría de este tiempo se utiliza en simular
el escenario para obtener los indicadores de rendimiento de la red, mientras que
sólo se utilizan 0.085 segundos por lazo para el cálculo del indicador propuesto (es
decir, menos del 0.13% del tiempo de ejecución del lazo).
Es importante resaltar que, calculando el indicador β analíticamente, en vez
de estimarlo por un análisis de perturbación, como el realizado para validar el
indicador en la Sección 5.2, se reduce el número de conﬁguraciones de parámetros
simuladas en Nc veces. Nótese que el indicador β necesita generar las medidas
asociadas sólo de la conﬁguración de red de partida, mientras que un análisis
de perturbación necesita generar las medidas de cada nueva conﬁguración de red
obtenida modiﬁcando la potencia de una única celda.
5.5. Conclusiones
En este capítulo se ha propuesto un algoritmo de ajuste de la potencia de
transmisión en el enlace descendente de las estaciones base LTE a nivel de celda
a ﬁn de mejorar tanto la cobertura como la eﬁciencia espectral total de la red.
El algoritmo de ajuste se ha diseñado como un conjunto de controladores in-
dependientes que deciden incrementar o disminuir la potencia de transmisión de
cada celda basándose en un nuevo indicador, β, que muestra el impacto esperado
de dicho cambio en la SINR DL total del sistema. Para validar el nuevo indicador,
se ha realizado una simulación en un escenario real en la que se compara el indi-
cador y el incremento de SINR DL total obtenido en el sistema cuando se modiﬁca
la potencia de cada celda del escenario de manera independiente. Los resultados
han demostrado que el nuevo indicador β estima correctamente la ganancia de
SINR total del sistema cuando se modiﬁca la potencia de una estación base en
entornos con diferentes condiciones de acoplamiento entre celdas.
Tras validar el nuevo indicador, se ha evaluado el algoritmo propuesto en un
simulador de nivel de sistema que implementa un escenario real LTE urbano denso
limitado por interferencia. Los resultados obtenidos han demostrado que el método
propuesto puede mejorar los niveles de SINR media de celda y de borde de celda
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en más de 1 dB cuando se compara con la solución implementada actualmente
en la red. El método propuesto consigue resultados ligeramente mejores que el
algoritmo de autoajuste del ángulo de inclinación de antenas, siendo también válido
para celdas con antenas omnidireccionales y multibanda, donde la inclinación de
antenas no suele ser posible.
El algoritmo propuesto se puede implementar de forma centralizada o dis-
tribuida. En el esquema centralizado, todas las medidas necesarias para construir
el indicador β se procesan en un nodo central, para después obtener los nuevos
planes de potencia de transmisión con las reglas de control descritas. Alternati-
vamente, cada estación base puede intercambiar con sus vecinas las medidas de
rendimiento necesarias para obtener el indicador β de forma distribuida a través
de la interfaz X2.

Capítulo 6
Conclusiones Finales
En este último capítulo se resumen las principales conclusiones del trabajo.
Primero se destacan las contribuciones originales de esta Tesis. Después se de-
scriben posibles líneas de continuación. Finalmente, se presenta la lista de publi-
caciones resultantes del trabajo realizado.
6.1. Contribuciones
En esta Tesis Doctoral se han presentado diversos algoritmos de optimización
automática diseñados para redes LTE. Todos los métodos descritos son lo suﬁ-
cientemente eﬁcientes como para ser integrados en herramientas comerciales de
planiﬁcación y optimización de red sin comprometer su eﬁciencia computacional.
Con ellos, se pretende mejorar el rendimiento de la red y reducir el esfuerzo que
suponen estas tareas para los operadores.
La descripción de las principales contribuciones mantiene la misma división
que el trabajo expuesto en este documento. En primer lugar, se presentan las
contribuciones obtenidas en el procesado de la información de la red para generar
nuevos indicadores de rendimiento. A continuación, se muestran las contribuciones
relacionadas con el estudio de los indicadores de capacidad en redes LTE en ex-
plotación. Posteriormente, se describen las contribuciones en el ajuste del ángulo
de inclinación de las antenas de una red LTE. Por último, se describen las conclu-
siones relacionadas con el ajuste de la potencia de transmisión de las estaciones
base en el enlace descendente.
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6.1.1. Procesado de información para la generación de con-
tadores sintéticos
En esta Tesis se ha abordado el problema de la generación de nuevos indicadores
de rendimiento a partir de la información disponible en las trazas de conexión
recogidas por los elementos de una red celular. Esta fuente de información más
detallada permite enriquecer el conjunto de indicadores que suelen proporcionar
los fabricantes, mejorando así la eﬁcacia de los procesos de replaniﬁcación basado
en medidas y optimización de red. Las principales contribuciones en esta parte se
describen a continuación:
1) Se ha realizado un estudio del uso de la metodología de análisis masivo de datos
(BDA) y del procesado de eventos complejos (CEP) en diferentes ámbitos. De
dicho estudio, se desprende que, si bien BDA y CEP se han extendido a campos
como las ﬁnanzas o las telecomunicaciones, no se ha presentado hasta la fecha
una herramienta genérica que permita utilizar la metodología CEP para generar
nuevos contadores a partir de datos de la red.
2) Se ha descrito una herramienta de procesado de eventos complejos basada en el
código Esper, con la que construir nuevos contadores (denominados contadores
sintéticos) a partir de los eventos de las trazas de conexión generadas por
las estaciones base de una red LTE. Esta herramienta incluye los procesos
de análisis sintáctico, sincronización y correlación de eventos en las trazas de
conexión.
3) Para mostrar el funcionamiento de la herramienta de procesado, se ha presen-
tado un ejemplo de generación de un contador sintético a partir de las trazas de
conexión de usuario. El indicador construido reﬂeja el nivel medio de potencia
que miden los usuarios justo antes de realizar un traspaso en una determina-
da adyacencia. Con dicho indicador, se pone de maniﬁesto que, en las redes
actuales, existe una gran cantidad de celdas en las que se ejecutan traspasos
demasiado tarde, ya que los usuarios experimentan niveles de potencia muy cer-
canos al umbral de caída de llamada cuando realizan el traspaso. Por otro lado,
el indicador también identiﬁca niveles altos de potencia, mostrando aquellas
adyacencias en las existe un grado de solapamiento alto entre celdas vecinas.
Este ejemplo ha demostrado que, con la herramienta de procesado de eventos,
se pueden obtener contadores que aportan información mucho más detallada
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que la que proporcionan los indicadores ofrecidos por los fabricantes. Su prin-
cipal ventaja reside en la capacidad para correlacionar eventos generados por
diferentes elementos de la red, en distintos instantes de tiempos, y con diferente
granularidad espacial y temporal. Con la herramienta propuesta, estos conta-
dores pueden desarrollarse de forma ﬂexible, lo que permitiría a los fabricantes
adaptarse a las necesidades de cada operador. Aunque inicialmente ha sido
concebida para redes LTE, la metodología propuesta puede aplicarse a otras
tecnologías de acceso radio y extenderse a otros segmentos de la red móvil,
como la red de transmisión y el núcleo de red.
6.1.2. Evaluación de la capacidad en redes LTE en explota-
ción
En esta Tesis se ha presentado un análisis de distintos indicadores de capacidad
de uso extendido por parte de los operadores como parte de la formulación del
problema para la optimización de la cobertura y la capacidad de red. A diferencia
de estudios anteriores, basados principalmente en simulaciones, el estudio se basa
en contadores de rendimiento y trazas de conexión tomados de la red real. Las
principales contribuciones en esta parte se describen a continuación:
1) Los resultados han puesto en evidencia las limitaciones del uso de la tasa de
transmisión de usuario (throughput) como cifra de mérito de los procesos de
optimización de red. Por un lado, el estudio ha conﬁrmado que, en las redes
LTE actuales, prevalecen las transmisiones cortas, en las que se suele vaciar
el buffer de transmisión, y se tiende a no aprovechar la capacidad máxima
del canal. Este fenómeno es más importante en el enlace ascendente, donde el
volumen de tráﬁco es muy inferior en la actualidad.
2) Por otro lado, se ha puesto de maniﬁesto por primera vez el impacto negati-
vo del OLLA y TCP en la eﬁciencia espectral y en la tasa de transmisión de
usuario en redes LTE. Ambos problemas son la causa de que la introducción
de nuevas funcionalidades de red no siempre se traduzca en una mejora sustan-
cial de la tasa de transmisión de usuario. Por este motivo, en esta tesis se ha
utilizado la calidad del enlace como principal cifra de mérito para validar los
algoritmos propuestos, y no los indicadores de tasa de transmisión de usuario.
Estos hallazgos han sido el punto de partida de sendos estudios [76, 131].
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6.1.3. Optimización del ángulo de inclinación de antenas
En esta Tesis se ha planteado el ajuste automático de diferentes parámetros de
las estaciones base para la optimización de la cobertura y la capacidad de redes
LTE. El primer método propuesto se centra en el ajuste del ángulo de inclinación de
las antenas de las estaciones base de manera remota, para solventar problemas de
cobertura e interferencia entre celdas. Las contribuciones de esta parte se describen
a continuación:
1) Se han revisado los diferentes métodos de ajuste del ángulo de inclinación de las
antenas existentes en la bibliografía, constatando que ninguno ha considerado
el uso de trazas de conexión para mejorar los algoritmos de optimización que
modiﬁcan el ángulo de inclinación eléctrico de forma remota (RET).
2) Como punto de partida de la formulación del problema, se ha desarrollado un
modelo analítico para predecir el impacto de la inclinación de la antena hacien-
do uso de consideraciones geométricas. A partir de este modelo geométrico, se
han construido diferentes indicadores para detectar la necesidad de reajustar
el ángulo de inclinación de las antenas como parte de los procesos optimización
de red. El análisis de la conﬁguración de una red real realizado con el modelo
ha demostrado que el ángulo de inclinación de las antenas conﬁgurado por los
operadores no siempre es adecuado. Con ello, el modelo geométrico puede ser
una herramienta de apoyo para el análisis y mejora de la planiﬁcación de red.
3) Para la fase de operación de red, se han diseñado tres nuevos indicadores,
obtenidos a partir de trazas de conexión, que permiten detectar problemas
de cobertura en el borde de celda, de sobreapuntamiento y de solapamiento
anormal entre celdas. Estos indicadores se han validado mediante una prueba
de campo en un escenario urbano denso real en una red LTE. Los resultados
han demostrado que los indicadores detectan correctamente los problemas que
representan, incluso en escenarios con características de propagación especiales.
4) A partir de los indicadores descritos, se ha diseñado un algoritmo heurísti-
co basado en reglas para ajustar el ángulo de inclinación de la antena de cada
estación base. Para simpliﬁcar su desarrollo, el algoritmo ha sido implementado
mediante controladores de lógica difusa. El algoritmo propuesto se ha validado
en un simulador de nivel de sistema que modela escenarios reales ajustados con
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información de la red. Los resultados han demostrado que el algoritmo propues-
to puede mejorar la eﬁciencia espectral de la red tanto en escenarios limitados
por interferencia como limitados por cobertura. El método propuesto, conce-
bido para la etapa de operación de la red, mejora los resultados de los métodos
de autoajuste basados en consideraciones geométricas. Si bien existen métodos
más soﬁsticados, éstos dependen de predicciones de tráﬁco y propagación, a di-
ferencia de la solución propuesta, que se basa únicamente en medidas tomadas
de la red.
6.1.4. Optimización de la potencia de transmisión en el en-
lace descendente
En esta Tesis también se ha abordado la optimización de la cobertura y ca-
pacidad de redes LTE mediante el ajuste de la potencia de transmisión de las
estaciones base para mejorar la eﬁciencia espectral global de la red. Las princi-
pales contribuciones en esta parte se describen a continuación:
1) Se han revisado los diferentes métodos de ajuste de potencia de estaciones
base existentes en la bibliografía, constatando que ningún estudio ha planteado
cómo veriﬁcar que el plan de potencias desplegado en una red en explotación
es óptimo en sentido estricto.
2) Se ha reformulado el problema de la optimización de la cobertura y capacidad
de una red LTE para obtener un indicador que reﬂeje, de forma cuantitativa,
el impacto del cambio de la potencia de transmisión de cada celda en la SINR
total del sistema en el enlace descendente. Los resultados de la simulación han
demostrado que el indicador propuesto estima correctamente la ganancia global
de SINR cuando se incrementa la potencia de cada una de las estaciones base
del sistema. Como el resto de indicadores desarrollados en esta tesis, el nuevo
indicador puede obtenerse a partir de trazas de conexión, y puede utilizarse
por tanto como parte de los procesos de optimización de red.
3) A partir del indicador descrito, se ha diseñado un algoritmo heurístico basado
en reglas para ajustar la potencia de cada estación base del sistema, que, a
diferencia de otros algoritmos en la bibliografía, garantiza que cada cambio
realizado en el sistema mejora la SINR global del sistema. El algoritmo se ha
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validado en un simulador de nivel de sistema que modela un escenario real
urbano denso. Los resultados han demostrado que el método propuesto puede
mejorar los niveles de SINR medio de celda y de borde de celda en más de 1
dB cuando se compara con la solución implementada actualmente en la red. El
método propuesto consigue resultados similares a los conseguidos mediante la
inclinación de las antenas, siendo una alternativa válida para celdas con antenas
omnidireccionales o multibanda.
6.2. Líneas Futuras
En esta sección se esbozan las posibles líneas de investigación que se derivan
del trabajo realizado en esta Tesis.
1) En este trabajo se han realizado diversas pruebas de campo para comprobar
el funcionamiento de muchos de los indicadores de rendimiento propuestos y
evaluar el impacto de los algoritmos desarrollados. Así se ha validado el al-
goritmo de ajuste del ángulo de inclinación y de sus indicadores de entrada.
No obstante, el algoritmo de optimización de la potencia de transmisión de las
estaciones base, y el nuevo indicador analítico que estima el impacto de los
cambios de potencia en el enlace descendente, no han sido validados mediante
pruebas de campo, sino sólo mediante la herramienta de simulación. Por tanto,
una línea de continuación del trabajo es validar ambas propuestas en una red
LTE comercial. De este modo, pueden depurarse tanto el algoritmo como el
indicador a partir de la información de la red que no puede considerarse en un
simulador.
2) Por eﬁciencia computacional, todos los algoritmos desarrollados en esta tesis
se han validado en un simulador estático de nivel de sistema, similar al que in-
cluyen las herramientas de planiﬁcación comercial. Una futura línea de trabajo
consiste en validar los algoritmos en un simulador dinámico. De esta manera,
se pueden tener en cuenta aspectos no incluidos en el simulador estático, como
la movilidad de los usuarios y la correlación temporal entre los eventos. Ambos
aspectos son importantes para evaluar el impacto de procesos de control en
lazo cerrado, como la adaptación del enlace (OLLA).
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3) En esta Tesis se han propuesto indicadores muy soﬁsticados que se construyen
a partir de trazas de conexión. Sin embargo, algunos operadores son reacios a
activar dichas trazas, por el riesgo de sobrecargar los procesadores de las esta-
ciones base. Otra línea de ampliación interesante es diseñar aproximaciones
de los indicadores propuestos a partir de contadores de rendimiento (PM) que
ya estén deﬁnidos por los fabricantes. Con ello, se evita el proceso de recolec-
ción, procesado y manejo de trazas de conexión de usuario. Para trabajar en
esta línea, es necesario identiﬁcar, dentro del conjunto de PM aportados por
los fabricantes, aquéllos que aporten información equivalente a los indicadores
construidos con trazas.
4) En la bibliografía, se han encontrado algunos algoritmos que ajustan conjunta-
mente el ángulo de inclinación de las antenas y la potencia de transmisión de
las estaciones base [17, 83, 87, 91, 93, 104, 124, 125]. Siguiendo estos ejemplos,
una línea de investigación futura consiste en desarrollar un único algoritmo
de optimización automática que modiﬁque ambos parámetros, teniendo como
entrada los mismos indicadores propuestos en esta Tesis. En su diseño, puede
considerarse la asignación de prioridades a la optimización de un parámetro
frente al otro. De los resultados presentados, se concluye que el algoritmo de
ajuste del ángulo de inclinación alcanza su mejor valor en un número de itera-
ciones menor que el algoritmo de ajuste de potencia (20 iteraciones frente a
30). Por ello, como punto de partida, se propone modiﬁcar primero el ángulo
de inclinación, dejando la modiﬁcación de potencia para un ajuste más preciso,
cuando ya no se consiga mejorar los resultados con el ángulo de inclinación.
5) Los continuos avances en los terminales y servicios móviles están provocando
que los operadores móviles tengan cada día más en cuenta indicadores rela-
cionados con el grado de satisfacción de los usuarios en lugar del rendimiento
de la interfaz radio. Estos indicadores, denominados indicadores de calidad de
experiencia (QoE) se centran en la experiencia ﬁnal del servicio, y, por tanto,
cada servicio tiene su propio conjunto de indicadores (p. ej., para el servicio de
video streaming, existen los indicadores de rendimiento del servicio, el retraso
inicial, el número de paradas y la duración total de las paradas [132]). Otra
posible línea futura de trabajo consiste en adaptar los algoritmos de optimiza-
ción de cobertura y capacidad propuestos aquí para que tomen como entrada
los indicadores de rendimiento del servicio.
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6) Los algoritmos propuestos en esta Tesis han sido concebidos y validados en redes
LTE Release 8/9, si bien sus principios son aplicables a versiones más modernas
del estándar LTE. Una extensión lógica del trabajo es adaptar los algoritmos
propuestos a los futuros sistemas de comunicaciones móviles 5G. Uno de los
objetivos principales de la tecnología 5G es la conectividad de máquinas (p. ej.,
vehículos, maquinaria industrial, electrodomésticos, . . . ) a internet mediante
redes móviles. Este concepto, denominado como Internet de las Cosas (IoT),
dará lugar a un incremento de la carga de señalización y del volumen de datos
enviado por el enlace ascendente. En este contexto, se plantea la adaptación
de los algoritmos propuestos para optimizar el enlace ascendente, y no sólo el
enlace descendente. Con la introducción de la 5G, la topología de red también se
verá afectada, con la aparición de redes heterogéneas ultradensas, que combinan
estaciones base tradicionales (macroceldas, micro celdas, picoceldas, . . . ) con
otras de bajo coste (small cells) para mejorar la cobertura en interiores o zonas
de sombra de la red macrocelular. Por tanto, otra tarea dentro de esta posible
línea futura es adaptar los indicadores y algoritmos propuestos a las redes
heterogéneas.
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Apéndice A
Herramienta de simulación para el
canal descendente de LTE
En este apéndice se presenta un simulador estático de red LTE de nivel de
sistema para el canal descendente. Esta herramienta está concebida para la eva-
luación del rendimiento de algoritmos automáticos de planiﬁcación y optimización
en redes macrocelulares LTE. En primer lugar, se presenta la funcionalidad del
simulador y, a continuación, se describe el procedimiento de ajuste y validación de
la herramienta.
A.1. Funcionalidad básica del simulador
La Figura A.1 muestra el diagrama de ﬂujo que describe la funcionalidad del
simulador, que sigue la estructura clásica de simuladores de red móvil de nivel de
sistema.
En un primer paso, se conﬁguran los parámetros de simulación, que determinan
el escenario a evaluar (ubicación de las estaciones base, ángulos de orientación
de las antenas, . . . ), las características de la red (ancho de banda del sistema,
intervalo de transmisión, . . . ) y los parámetros internos de los algoritmos de gestión
de recursos. Tras la conﬁguración inicial, los siguientes pasos buscan estimar el
rendimiento de la red.
Es importante resaltar que el simulador está desarrollado para validar algorit-
mos de planiﬁcación y optimización. Por ello, en su diseño se trata de reducir al
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Inicialización
Distribuciónespacial de usuarios
Cálculo de pérdidas de propagación
Identificación de celda servidora y celdas vecinas
Cálculos de SINR
Presentación de resultados
Procedimientos RRM
Cálculo de indicadores de rendimiento
Ejecución de algoritmo de optimización
Figura A.1: Diagrama de flujo del simulador LTE del enlace descendente.
máximo la carga computacional de las simulaciones. En la mayoría de simuladores
descritos en la bibliografía (p. ej., [133, 134]) se generan múltiples realizaciones
del estado del sistema creando usuarios en posiciones aleatorias (distintas en cada
realización) según una distribución espacial de tráﬁco. Posteriormente, el rendi-
miento de la red móvil se obtiene a partir de la agregación de medidas procedentes
de cada realización. En el simulador desarrollado en esta Tesis, para conseguir
estimas robustas del rendimiento de la red sin necesidad de aumentar el tiempo
de simulación, se manejan todas las ubicaciones de manera simultánea por medio
de una función de probabilidad. Se divide el escenario en una rejilla uniforme de
puntos, que representan las posibles ubicaciones de los usuarios. Cada ubicación de
usuario tiene una probabilidad de existir de acuerdo con una distribución espacial
de tráﬁco. En estas ubicaciones, se calculan todos los parámetros de rendimiento
del sistema una única vez, haciendo después un promediado espacial para obte-
ner estadísticos de rendimiento globales. De esta forma, se evita la generación de
múltiples realizaciones del sistema.
Para la estima del rendimiento, se calculan primero las pérdidas de propagación
(Propagation Losses, PL) en el escenario. En dicho cálculo, se averigua el valor de
PL entre cada posible ubicación de un usuario (UE) y cada estación base (eNB)
del escenario. Esta información se organiza en una matriz tridimensional de valores
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de PL, donde la dimensión z identiﬁca al eNB y las dimensiones x e y estable-
cen la posición del UE. A partir de esta información, se calcula el nivel de señal
recibido en cada punto desde cada estación base incluyendo la información de po-
tencia de transmisión de los eNB y las ganancias de antena en la dirección del UE.
Conociendo la señal recibida por todas las eNB, es posible deﬁnir la celda servi-
dora en cada punto del escenario, considerando como tal aquélla que proporciona
el máximo nivel. Conviene tener en cuenta que, por simplicidad, en las pérdidas
de propagación, se incluye el desvanecimiento lento log-normal producido por los
fenómenos de obstrucción de la línea de visión directa, pero no el desvanecimiento
rápido causado por la propagación multicamino. Después, se realiza la identiﬁ-
cación de celdas adyacentes ordenando las celdas vecinas de cada celda servidora
por el valor medio de PL (es decir, distancia en términos eléctricos entre celdas).
Los siguientes pasos realizan los cálculos de SINR y la ejecución de funciones de
gestión de recursos radio (Radio Resource Management, RRM), respectivamente.
A continuación, se calculan los principales indicadores de rendimiento y se ejecuta
el algoritmo de planiﬁcación u optimización evaluado. Finalmente, se presentan
los resultados de simulación de forma ordenada.
Los siguientes apartados describen con mayor detalle estos procesos.
A.1.1. Procedimientos de nivel físico
Para facilitar el tratamiento matemático del problema, se asume que:
a) la reutilización de frecuencias en el sistema es 1 (es decir, todas las celdas usan
todo el ancho de banda del sistema),
b) la asignación de recursos (PRB) se hace a nivel de celda (es decir, no se aplican
técnicas de coordinación de interferencia entre celdas), y
c) a la hora de estimar la asignación de recursos, sólo hay un usuario activo por
celda en cada momento, que tiene inﬁnitos datos que transmitir (modelo de
servicio full buffer).
La última asunción implica que todo el ancho de banda del enlace descendente
(DL) puede asignarse por completo a ese único usuario y, por tanto, se puede
alcanzar la tasa de transmisión de datos máxima del usuario.
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Figura A.2: Escenario real con límites costeros.
Generación de tráfico
La generación de tráﬁco se conﬁgura a través de la deﬁnición del área global
de servicio, la ocupación media de PRB por celda y la distribución espacial de
usuarios dentro de cada celda.
El área global de servicio considera la topografía del terreno, excluyendo aquellas
zonas que nunca van a ser ocupadas por ningún usuario (p. ej., mar, lago, . . . ).
Para ello, se construye un polígono que deﬁne el área global de servicio a partir
de datos geográﬁcos del escenario importados al simulador mediante archivos en
formato KML [112]. Dicho polígono limita con las zonas costeras. La Figura A.2
muestra un ejemplo de cómo las zonas de costa pueden delimitarse con esta fun-
cionalidad. El simulador, en aras de buscar la máxima eﬁciencia de computación,
excluye de los cálculos de propagación las zonas deshabitadas.
La probabilidad de que se genere tráﬁco de cada punto del escenario viene de-
terminada por la ocupación media de PRB por celda y la distribución espacial de
usuarios dentro de cada celda. Aunque el simulador permite realizar una distribu-
ción regular (uniforme) de los usuarios dentro de cada celda, en este trabajo se
realiza una distribución espacial de los usuarios dentro de una celda no uniforme
a partir de anillos de distancias, considerando la distribución de estadísticos tem-
porales (TA) real de la red [113]. Del mismo modo, la tasa de ocupación media de
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PRB puede preﬁjarse como un parámetro o extraerse de medidas de la red real. A
partir de la distribución espacial de los usuarios, se asigna a cada punto del área
de servicio de la celda un porcentaje del tráﬁco total de la celda. Este porcentaje
permite indicar la importancia de cada punto en el cálculo de los distintos indi-
cadores de rendimiento de la celda. Cada punto tendrá un porcentaje del tráﬁco
de su celda comprendido entre 0 (sin tráﬁco) y 1 (todo el tráﬁco de la celda se
cursa en ese punto).
Modelo de propagación
El simulador permite utilizar dos modelos de propagación distintos: la exten-
sión COST-231 del modelo Okumura-Hata [115], como modelo más sencillo, y el
modelo de propagación Winner II C2 [114], que obtiene resultados más realistas.
Ambos modelos se utilizan para calcular la matriz de pérdidas de propagación.
• COST 231 - Okumura Hata
En la extensión COST-231 del modelo Okumura-Hata, las pérdidas de propa-
gación (en dB) se calculan a partir de la ecuación
PL = 69.55+ 26.16 log10(fc)− 13.82 log10(hBS) + a(hMS)+
[44.9− 6.55 log10(hBS)] log10(d) ,
(A.1)
donde fc es la frecuencia central del ancho de banda de transmisión (o frecuencia
de portadora) del enlace descendente en MHz, hBS es la altura de la estación
base en metros, a(hMS) es el factor de corrección de la altura de la antena del
terminal móvil, hMS, y d es la distancia entre la antena y el terminal en km. Como
se observa en la ecuación, hay cuatro variables que modiﬁcan el modelo según su
valor. De estas cuatro variables, la altura de la estación base y la distancia cambian
en cada punto del escenario, mientras que la frecuencia y la altura del móvil se
consideran constantes. Por tanto, el modelo de propagación en la ecuación (A.1)
puede simpliﬁcarse como:
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PL = cte1 − 13.82 log10(hBS) + [cte2 − 6.55 log10(hBS)] log10(d) , (A.2)
siendo cte2 = 44.9 y cte1 = 69.55+ 26.16 log10(fc)− a(hMS) .
El simulador incluye las funciones necesarias para ajustar las constantes del
modelo cte1 y cte2 con medidas de nivel recibido de señales piloto (RSRP) recopi-
ladas por los usuarios de una red real. A estas pérdidas de trayecto, se suman las
pérdidas por desvanecimiento lento (o slow fading), que toman un valor aleatorio
siguiendo una distribución log-normal de media nula y desviación estándar, σSF =
8 dB.
A pesar de que este modelo es uno de los más utilizados en la bibliografía,
principalmente por su sencillez a la hora de implementarlo y por su baja capacidad
computacional, es un modelo que presenta varias limitaciones, tales como que la
banda de frecuencia debe estar comprendida entre 1.5 GHz y 2 GHz o que las
alturas de las estaciones base deben estar por encima de los ediﬁcios adyacentes
a las estaciones base. Además, no presenta diferenciación entre usuarios en visión
directa (LOS) o no (NLOS), ni condiciones de propagación especiales de la señal,
como difracción o reﬂexión.
• Winner II C2
El modelo deﬁnido para escenarios macrocelulares urbanos (Winner II C2)
diferencia las pérdidas según los usuarios estén en línea de visión directa con la
estación base (LOS) o no (NLOS). De esta forma, se tienen en cuenta las pérdidas
producidas por obstáculos, normalmente ediﬁcios, entre la estación base y el UE.
A su vez, se diferencia entre los usuarios LOS cercanos y lejanos. En el simulador,
la clasiﬁcación de las ubicaciones LOS/NLOS se lleva a cabo a partir de datos
de geolocalización de los ediﬁcios en el escenario. Este modelo también tiene en
cuenta la difracción de la señal.
Las pérdidas de propagación (en dB) se calculan con la expresión
PL = A log10(d) + B + C log10(
fc
5
) +X , (A.3)
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Tipo de usuario Pérdidas de propagación [dB] σSF [dB] Condiciones
LOS cercano A=26, B=39, C=20 4 10 <d <dBP
LOS lejano PL = 40 log
10
(d) + 13.47− 14 log
10
(hBS)− 6 dBP <d <5 km
−14 log 10(hMS) + 6 log10(
fc
5
)
NLOS PL = (44.9− 6.55 log
10
(hBS)) log10(d)+ 8
+34.46 + 5.83 log
10
(hBS) + 23 log10(
fc
5
)
Tabla A.1: Parámetros del modelo de propagación Winner II C2
donde d es la distancia entre la estación base y el UE en metros, fc es la frecuencia
central del ancho de banda de transmisión (o frecuencia de portadora) del enlace
descendente en GHz, y las constantes A, B, C y D dependen del entorno de propa-
gación. La Tabla A.1 muestra los valores de esos parámetros para los distintos
tipos de usuarios considerados en el modelo C2, donde dBP es la distancia de rup-
tura que diferencia entre usuarios LOS cercanos y lejanos, que se obtiene a partir
de la ecuación
dBP = 4 hBS hMS
fc
c
, (A.4)
donde c es la velocidad de propagación de la luz en espacio abierto (c = 3 ·108m/s)
La constante X en (A.3) es el término que permite ajustar en el simulador
las pérdidas de propagación de los usuarios a partir de estadísticas de la red.
Dicha constante puede deﬁnirse de forma distinta para cada tipo de usuario (LOS
cercano/lejano y NLOS).
Al igual que en el modelo de propagación COST 231, a las pérdidas de trayecto
calculadas con el modelo Winner II C2 se le suman las pérdidas por desvanecimien-
to lento, que toman un valor aleatorio siguiendo una distribución log-normal de
media nula y desviación estándar σSF para cada tipo de usuario deﬁnida en la
Tabla A.1.
• Parámetros de la antena
El modelo de antena incluye un diagrama de captación en el plano horizontal y
vertical [135]. La ganancia relativa de la antena hacia cada ubicación de usuario en
el escenario se calcula teniendo en cuenta las alturas de la estación base y estación
móvil y la posición relativa entre ambas.
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A partir de los términos anteriores, se calcula una matriz de propagación, que
reﬂeja las pérdidas de propagación desde cada eNB a cada punto del escenario,
agregando la pérdida de trayecto, la directividad de antena y el desvanecimiento
lento en cada punto del escenario.
A.1.2. Procedimientos de nivel de enlace
En esta sección se describen los procesos de adaptación del enlace descendente
y de asignación de PRB incluidos en el simulador.
Modulación y codificación adaptativa
El proceso de adaptación del enlace llevado a cabo por la estación base selec-
ciona el esquema de modulación y codiﬁcación que mejor se adapta a las condi-
ciones instantáneas del canal entre el usuario y el eNB. En el simulador, se modela
el esquema de modulación adaptativa mediante la fórmula truncada de Shan-
non [72]. Así, la eﬁciencia del enlace radio (Radio-Link Eficiency, RLE), medida
en kbps/PRB, se obtiene directamente a partir del valor de SINR en cada punto
según la expresión
RLE(k) =

0 si γ(k) < γmı´n ,
BPRB αimp log2(1 + γ(k)) si γmı´n ≤ γ(k) ≤ γma´x ,
RLEma´x si γma´x < γ(k) ,
(A.5)
donde RLEma´x es la máxima eﬁciencia del enlace radio que se puede obtener, γma´x
y γmı´n son los valores de SINR (en unidades lineales) correspondientes a RLEma´x
y la eﬁciencia del enlace radio nula, respectivamente, BPRB es el ancho de banda
por PRB y αimp es un factor de corrección de pérdidas de implementación. En
esta Tesis se han ajustado de forma empírica los valores de la ecuación tal que
RLEma´x = 792 kbps/PRB, γma´x = 22 dB, γmı´n = -10 dB, BPRB = 180 kHz/PRB
y αimp = 0.6.
Para calcular la eﬁciencia espectral alcanzada por un usuario k, una vez cal-
culado el SINR en su ubicación, basta multiplicar el RLE del usuario k por el
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porcentaje de PRB asignados al usuario k. El procedimiento que decide el número
de PRB que se asigna a cada usuario se explica a continuación.
Asignación de PRB
El proceso de asignación de PRB se realiza mediante un planiﬁcador dinámico
de recursos en el eNB, que asigna recursos a los usuarios de forma que se maximice
el rendimiento del sistema en términos de QoS y tasa de datos. Cada fabricante
diseña e implementa su propio planiﬁcador de recursos. En este simulador, el
procedimiento seguido por el planiﬁcador diseñado tiene varios pasos.
Como punto inicial, se parte de la conﬁguración de la carga de la celda, es-
tablecida mediante el porcentaje de PRB usados con respecto al total disponible.
Este dato puede extraerse directamente de contadores del sistema de gestión de
red de la red real.
El siguiente paso consiste en el reparto de la carga de la celda, previamente
deﬁnida, entre los distintos puntos que pertenecen a su área de servicio. Para
ello, a cada punto se le asigna un porcentaje de la carga de la celda en función
de la distribución espacial del tráﬁco de la celda en la que se encuentra, también
conocida, y la eﬁciencia espectral del enlace descendente. A partir de la distribución
de carga y eﬁciencia espectral en cada punto, es posible estimar el volumen de
tráﬁco cursado por hora en cada punto del escenario.
Cuando se modiﬁcan los parámetros de la red, como consecuencia de los proce-
sos de replaniﬁcación y optimización, se recalcula el área de servicio de cada celda
del escenario. Después se actualizan los valores de carga de celda, teniendo en
cuenta el tráﬁco cursado de cada punto y los nuevos valores de eﬁciencia espectral.
A.1.3. Procedimientos de nivel de red
En una red real, la capa de nivel de red implementa diferentes procedimientos
de gestión de recursos radio que garantizan la continuidad de la conexión cuando
el usuario se desplaza, como son el traspaso, el control de admisión y el control
de congestión. Dada la naturaleza estática del simulador, en él sólo se incluyen el
control de admisión (Admission Control, AC) y la detección automática de vecinas
(Automatic Neighbor Relation, ANR).
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Control de admisión
El primer paso para iniciar una conexión por parte de un UE es decidir cuál
es su celda servidora. En la herramienta de simulación, esta decisión se realiza
exclusivamente en función del nivel de RSRP. Para cada usuario, la conexión se
realiza con aquella celda de la que recibe mayor nivel de RSRP. Los usuarios que
reciben un valor de RSRP máximo por debajo del umbral establecido para el
traspaso a otra tecnología (inter-Radio Access Technology, iRAT), no se conectan
a ninguna celda LTE. La celda servidora seleccionada debe, por tanto, cumplir que
RSRP (i) ≥ RSRPiRAT , (A.6)
donde RSRP (i) es el nivel de RSRP de la celda i recibido por el UE y RSRPiRAT es
el umbral de iRAT. Aunque dicho umbral puede ser distinto para cada celda, en la
práctica, los operadores ﬁjan el mismo valor para todas las celdas por simplicidad.
El simulador permite identiﬁcar el conjunto de puntos con un nivel de señal
suﬁciente de su celda servidora, y mantener este conjunto de puntos inalterado
en las siguientes iteraciones de simulación. Esta funcionalidad es importante si se
desea mantener el área geográﬁca en la que se evalúa el rendimiento de la red, de
forma que no se incluyan/excluyan puntos cuando se modiﬁquen las condiciones
de cobertura de la red como resultado de los algoritmos de optimización. Forzando
que las diferentes conﬁguraciones de red se evalúen sobre la misma área geográﬁca,
se facilita la comparación entre conﬁguraciones.
Detección automática de vecinas interferentes
En una red LTE real, la función ANR [136] libera al operador de la costosa tarea
de deﬁnir manualmente las relaciones de vecindad entre celdas. En el simulador,
se ha incluido una función básica que deﬁne de forma automática la lista de celdas
vecinas interferentes para cada celda del escenario. Esta funcionalidad permite
reducir la carga computacional del cálculo de los niveles de interferencia.
La deﬁnición de celdas vecinas interferentes se basa en el cálculo del nivel medio
de señal recibida de cualquier celda vecina j en los puntos del área de servicio de
la celda bajo estudio i, PRX(j, i), expresado como
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PRX(j, i) =
∑
(x,y)∈A(i)
pu(x, y) PRX(j, x, y) l(j) , (A.7)
donde A(i) son los puntos servidos por la celda i, pu(x, y) es la probabilidad de
tráﬁco del punto (x, y), PRX(j, x, y) es el nivel de señal recibida por el punto (x, y)
desde la celda vecina j (en unidades logarítmicas) y l(j) es el ratio de carga de la
celda vecina j (adimensional). La tasa de ocupación de la celda vecina se utiliza
en la expresión para reﬂejar el hecho de celdas más cargadas tienden a interferir
más que celdas infrautilizadas para el mismo nivel de potencia piloto. Una vez
calculado el valor de PRX(j, i) para todas las celdas j 6= i, se seleccionan como
vecinas interferentes de i las Nvec primeras celdas adyacentes j con mayor valor de
PRX(j, i). En esta Tesis, Nvec = 20.
A.1.4. Generación de archivos de trazas
Los algoritmos presentados en esta Tesis utilizan como entrada indicadores
basados en información existente de las trazas de conexión. Por ello, el simulador
también incluye la generación y el procesado de las trazas. Con este ﬁn, el simulador
genera distribuciones de RSRP y TA para cada conﬁguración de red mediante la
creación de matrices que almacenan los niveles de potencia recibidos en cada punto
desde cada estación base, así como la distancia existente entre cada punto y su
estación base servidora.
A partir de la distribución de RSRP, el simulador genera histogramas de fre-
cuencia relativa de RSRP y funciones de distribución (CDF), que sirven para
mostrar las condiciones de propagación de cada una de las celdas. Con esta in-
formación, pueden ajustarse las constantes de los modelos de propagación hasta
obtener resultados similares a los aportados en las medidas reales de RSRP.
A.2. Ajuste del simulador
En esta sección se valida la herramienta de simulación para el canal descenden-
te de datos de LTE. En primer lugar, se describen los parámetros de simulación
del escenario de pruebas. A continuación, se realiza el ajuste de los dos modelos de
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Parámetro Valor
Número de emplazamientos 44
Número de celdas 129
Dirección de enlace DL
Frecuencia de portadora [MHz] 734
Ancho de banda [MHz] 10
Número de PRB 50
Reutilización de frecuencias 1
Modelos de propagación COST-231, Winner II C2
Potencia de transmisión DL del eNB [dBm] [46.5-47.4]
Directividad Trisectorial
Ángulo de inclinación de antena [o] [0-13]
Ancho de haz a mitad de potencia de antena [o] 65
Ganancia de antena máxima [dB] 15
Generación de tráﬁco Basado en medidas de TA
Tasa de utilización de PRB [%] [5-70]
Tabla A.2: Parámetros de simulación en escenario urbano
propagación del simulador comparando los resultados de simulación con estadís-
ticos de la red real, y, por último, se presenta una comparación de los resultados
obtenidos con el algoritmo de ajuste del ángulo de inclinación de antenas propuesto
en el Capítulo 4, para los dos modelos de propagación ajustados.
A.2.1. Escenario de pruebas
El escenario utilizado para mostrar el ajuste de los modelos de propagación es
el escenario urbano limitado por interferencia presentado en el Capítulo 4. Para
poder realizar los ajustes de las constantes de propagación, se dispone de medidas
reales de RSRP recopiladas por los usuarios en ese escenario, tomadas del sistema
de gestión de red. La Tabla A.2 presenta la conﬁguración de parámetros existente
en la red real.
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A.2.2. Ajuste del modelo de propagación
En este apartado se describe el proceso de ajuste de los modelos de propagación
incluidos en el simulador, que son la extensión COST 231 de Okumura-Hata y
Winner II C2. En ambos casos, el ajuste se realiza comparando la distribución de
RSRP global del escenario generada por el simulador con la tomada de la red real.
COST 231 - Okumura Hata
Según (A.2), cte1 y cte2 son las constantes que se modiﬁcan para ajustar el
modelo. El proceso de ajuste busca minimizar el error cuadrático medio entre los
valores del histograma de frecuencia relativa de RSRP del simulador y los obtenidos
de la red real. Para ello, el histograma del simulador se conﬁgura con los mismos
intervalos de valores de RSRP que en la red real. De esta forma, la cifra de mérito
utilizada para medir la bondad del ajuste es
FoM =
∑
∀i
∣∣∣DF̂R(i)−DFR(i)∣∣∣ , (A.8)
donde DF̂R(i) es el valor de la distribución de frecuencia relativa obtenida para
el intervalo i, mientras que DFR(i) es el valor obtenido de la red real para el
intervalo i. Una vez completado el proceso de ajuste, el valor de cte1 cambia de
154.3 a 157.5 dB (+3.2 dB) y cte2 pasa de 44.9 a 47.6 dB/m (+2.7 dB/m).
La Figura A.3 representa las CDF obtenidas antes y después del ajuste, com-
paradas con la proveniente de los estadísticos de RSRP reales. En la ﬁgura se
observa cómo, tras el ajuste, las CDF del simulador y la red real son bastante
similares. Concretamente, la FoM pasa de 0.15 a 0.13. Un análisis más exhaustivo
de la gráﬁca muestra que el histograma sin ajuste contiene valores de RSRP ma-
yores a los reales debido a que el modelo COST 231 no considera usuarios NLOS,
que habitualmente experimentan menores niveles de RSRP que usuarios LOS. El
ajuste del modelo, por tanto, tiende a compensar dicha carencia.
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Figura A.3: Distribución de RSRP con modelo COST 231.
Winner II C2
El proceso de ajuste del modelo Winner II C2 implementado en el simulador
es análogo al del modelo COST 231. En este caso, sin embargo, el ajuste del
modelo se realiza modiﬁcando el valor del término X presentado en la ecuación
(A.3). De hecho, esta variable se introduce en el modelo para ajustar las pérdidas
de propagación a partir de medidas reales, y su valor por defecto es X = 0 dB.
Puesto que el modelo Winner II C2 permite diferenciar entre usuarios LOS y
NLOS, se realiza un ajuste de X para cada uno de ellos. Partiendo del valor X =
0 dB para todos los usuarios, el proceso de ajuste concluye con el valor X = 0 dB
para los usuarios LOS y X = 14 dB (+14 dB) para los usuarios NLOS.
La Figura A.4 compara la CDF de la red real con la del modelo antes y después
del ajuste. Al igual que ocurría con el modelo COST 231, la CDF del modelo
Winner II C2 hace una estimación inicial de niveles RSRP superiores a los reales,
consiguiendo una FoM de 0.59. Tras el ajuste, dicho error baja a 0.22. Este término
de compensación de pérdidas de 14 dB puede deberse a las pérdidas de penetración
en ediﬁcios, que no se consideran en el modelo original.
Apéndice A. Herramienta de simulación para el canal descendente de LTE 173
−140 −130 −120 −110 −100 −90 −80
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
RSRP [dBm]
CD
F
 
 
Red real
Winner II C2 sin ajustar
Winner II C2 ajustado
Figura A.4: Distribución de RSRP con modelo Winner II C2.
A.2.3. Rendimiento del algoritmo de autoajuste del ángulo
de inclinación
En esta sección se evalúa el impacto del modelo de propagación en el rendi-
miento del algoritmo de optimización del ángulo de inclinación de las antenas,
propuesto en el Capítulo 4. Para ello, se compara el rendimiento de los planes de
inclinación generados por el algoritmo con ambos modelos de propagación ajusta-
dos, en el escenario limitado por interferencia. Con este ﬁn, se repite el experimento
A2 presentado en la Sección 4.4. Por brevedad, en esta ocasión sólo se representan
los resultados de la conﬁguración inicial del operador (OS) y el algoritmo TF-RET.
La Figura A.5 representa los resultados obtenidos, mostrando los valores glob-
ales de SINR de borde de celda y de SINR medio en los ejes x e y, respectivamente.
El método de planiﬁcación OS se presenta con un simple punto en ambos casos,
mientas que el método TF-RET se representa en ambos casos mediante una curva
de múltiples puntos que reﬂeja el rendimiento intermedio durante las sucesivas
iteraciones del algoritmo. Para mayor claridad, el último valor de los métodos TF-
RET se resalta con un indicador relleno. Como complemento, la Tabla A.3 compara
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Figura A.5: Impacto del modelo de propagación en el algoritmo de inclinación
de antenas.
SINRavg [dB] SINRce [dB]
OS (COST 231) 11.75 2.15
TF-RET (COST 231) 12.99 3.22
OS (Winner II C2) 12.69 1.72
TF-RET (Winner II C2) 13.70 2.86
Tabla A.3: Rendimiento de los métodos con distintos modelos de propagación
el rendimiento del método TF-RET al ﬁnal del proceso de optimización con ambos
modelos de propagación frente al rendimiento de la solución del operador OS.
La Figura A.5 muestra cómo el algoritmo de autoajuste TF-RET mejora ambos
indicadores SINRavg y SINRce, respecto a la conﬁguración inicial OS, con los dos
modelos de propagación. Especíﬁcamente, SINRavg mejora en 1.24 y 1.01 dB con
el modelo COST 231 y Winner II C2, respectivamente, y SINRce mejora en 1.07
y 1.14 dB para esos mismos modelos. Estos resultados conﬁrman la robustez del
algoritmo TF-RET frente a cambios en las condiciones de propagación.
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