The article deals with the problem of constructing models for automation of the technological situations recognition procedure during operation of oil wells. An approach was suggested to recognize technological situations associated with the operation of electrical centrifugal pumping units in oil production. The paper describes the methods for constructing models intended to recognize technological situations characterizing different types of failures of such electric centrifugal pumping (ECP) units. The models based on artifi cial neural networks, classifi cation trees and support vector machines were considered as separate methods for constructing models for recognizing the technical state of ECP units in oil production. The paper presents the results of studying such methods in the tasks of assessing the technical state of several types of oil and gas production equipment. It is proposed to use sets of models enabling to integrate solutions of individual recognizers to improve situation recognition reliability. In the course of the research, tests were carried out on real operational data of ECP units. The research results showed that the use of such complex models will ensure a suffi ciently high accuracy of recognition of technological situations. The proposed complex models provide higher stability of the results, which is confi rmed by the results of statistical analysis of solutions obtained in the course of numerical experiments. Thus, it is shown that the proposed complex models for recognition of technological situations are an effective option to be used in object control systems during operation of oil producing wells.
INTRODUCTION
The operation of process equipment in oil and gas production is one of the main processes that determine the combination of the most important characteristics in the implementation of oil and gas projects, including their effi ciency and safety. The operating effi ciency of oil and gas equipment, as well as safety, are the primary targets in the implementation of various control processes. This is true for the entire set of processes for the development of oil and gas fi elds, where borehole oil and gas production is one of the most important processes. Currently, a signifi cant number of oil producing wells are operated using electric centrifugal pumping (ECP) units [1, 2] . In the conditions of implementing measures for rational operation ECP units can ensure high effi ciency and safety at various stages of production [3] . In this regard, the problem of developing approaches and methods to improve the operational effi ciency and safety of ECP units seems relevant with regard to the increasing requirements for effi ciency, environmental friendliness and manageability of oil and gas projects in general [3, 4, 5, 6, 7] . The introduction and use of advanced production planning and control systems at all levels: from strategic to tactical and operational is one of the main directions to improve the effi ciency and safety of oil and gas equip-ment nowadays. Signifi cant amounts of data accumulate at the operational level in conditions of the current use of modern control systems. These data characterize the processes directly related to the process equipment control and the acquisition of parametric information from it. The task of processing large volumes of such accumulated data that gains increasing relevance seems an important problem hindering the development of oil and gas production facilities in such conditions. Considering the availability of means and technologies for monitoring, measuring and transmitting data, the volumes of information taken from each operational facility, for example, from an ECP unit, increase, become available for processing and can be used to make decisions regarding the effective and safe operation of such equipment [8] .
The volume of such information, combined with time restrictions and a signifi cant amount of simultaneously acting operational factors is an important restriction that prevents the use of such information in a "manual", purely operator mode [9, 10] . To overcome such restrictions, decision support systems (DSSs) [11, 12] can be developed and implemented, for which there are a signifi cant number of examples of successful application in many industries -energy [13, 14] , medicine [15, 16, 17] , industrial production [18, 19, 20, 21] and others.
Obviously, modern conditions characterizing the use of such DSSs require serious study of mathematical and algorithmic support [22] . In the most effective advanced DSS, along with the "classical" statistical models, data processing models and methods that refer to the category of datamining methods are widely used, including artifi cial neural networks [23, 24, 25, 26] . These components of DSSs mainly determine the properties of the decisions generated by the DSS. Thus, the effectiveness of the formed decisions in terms of the production problem to be solved largely depends on the selection and elaboration of the corresponding components. The set of characteristics that determine the speed of obtaining decisions in the fi nished DSS, the ability to interpret the proposed decisions, the ability to adapt decision support models and their computational effi ciency is also seen signifi cant [12, 18] . It should also be noted that despite a fairly wide class of decision support tasks that are covered by already existing developments in terms of models and algorithms, there is no universal DSS capable of providing high effi ciency in processes irrespective of industry specifi cs [24] . This requires elaboration of issues in terms of the development and research of advanced approaches to computational model support for DSS in each separate direction in the development of science and technology, and of the oil and gas industry in particular [9, 10] . In this regard, a relevant research area, discussed in this paper below, is to develop and study those methods and models that can be used as a DSS analytical computing core during the operation of oil and gas equipment, particularly, of ECP units, which are among the most demanded in the current production conditions. One of the most important areas of ensuring the operation of ECP units is considered -the recognition of technological situations of operation in terms of determining the state of a process unit and identifying the available defects of various kinds based on a set of diagnostic information. The description of the task of recognizing technological situations in decision support tasks when analyzing the reliability of ECP units is given in Section "Recognition of Technological Situations". Section "Methods" describes the methods proposed to form decision support models for the problem in question. We propose a new method of forming an integrated model based on particular models obtained by the considered methods to improve the recognition effi ciency of ECP units. Section "Experimental Part" provides information about the data set for testing and examining the effectiveness of the considered and proposed approaches. The results of the experimental studies carried out on the data sets obtained during the operation of actual ECP units are also provided. Section "Discussion" presents the analysis of the research results, and discusses the possibility of scaling up and improving the effectiveness of the proposed approach.
RECOGNITION OF TECHNOLOGICAL SITUATIONS
The task of technological situation recognition is one of the most important among those that must be solved when developing and using DSS, which are applied as part of advanced digital software for equipment operation. This is a complex problem covering a set of interrelated subtasks, each of which requires elaboration concerning identifi cation of the most effective approaches and models used as basic analytical and computational decision support procedures. To determine technical state of the equipment being operated is one of the most characteristic tasks that must be addressed while operating the equipment. This task is fully consistent with the problem of rational use of process equipment, which would ensure the effi ciency and safety of this process and oil production at a particular facility. Obviously, the recognition of the technological situation associated with the assessment of the technical state of the equipment (ECPs used for oil production are considered within the framework of the paper) is an integral characteristic that enables, in the most general form, to determine the possibility or impossibility of operating the equipment. In a more detailed consideration, the results of the technical state assessment can be interpreted as technological situations related to the failure of individual items of equipment, their approach to the threshold critical state, or the emergence of factors causing complications in the equipment operation. The effi ciency of equipment operation is determined, among other things, by the need to select rational operating modes, which is fully true for the ECP units used in the operation of oil wells. Rationality is determined by the requirement to maintain the specifi ed borehole operation modes, which corresponds to ensuring uninterrupted operation during specifi ed time intervals and, if possible, extending the periods characterizing the prescribed steady-state fl ow rate of oil produced. Accordingly, the technical state recognition, the identifi cation of ECP elements that are in a state close to the critical one, the selection of power saving operation modes in such cases will increase the awareness of the ECP operator when choosing such rational operating modes. Consequently, the validity and effectiveness of decisions made will increase, which is the goal of using DSS. In terms of safety, the recognition of technological situations -in the option under consideration regarding the identifi cation of technical state and gradual failures of ECP elements -is fully consistent with the task of technical diagnostics in ensuring the operational reliability of the equipment. On the one hand, decisions obtained with the help of models for identifi cation of technical state can be used to substantiate a shutdown and the need for unscheduled maintenance and repair. On the other hand, the advising information can be a basis for making decisions on extending the period of equipment operation while ensuring the required level of safety and reliability, assessed by a set of highly accurate model decisions.
Such a procedure can be taken as a principle for a rational condition-based maintenance model, which is generally considered to be more effi cient and safe compared to the traditional model, which determines fi xed maintenance intervals based on operating time. Moreover, in the case of strong decorrelation with the data of computational models identifying the "well-reservoir-ECP unit" system and the parametric data of the borehole oil production monitoring system, while forming solutions that maintain awareness of the normal working condition, the obtained models for identifi cation of technical state can be considered as an informational research base for early signaling of complications during production, for example, the occurrence of drill string leakage intervals. This information can be used for the preventive preparation of special tools to eliminate complications (leakage), determine the parameters for their installation and select the modes for further borehole operation. The results of such recognition, with suffi cient reliability of the models used in combination with other computational and analytical models, can be integrated into the decision formation mechanism as a DSS component.
Operating result of such a system being interpreted by an appropriate specialist can be a decision on the choice of the most rational modes of equipment (ECP units) operation, which consists in determining the set of parameters ensuring the required level of effi ciency and safety. A decision to stop operation may be an alternative option in view of approaching the threshold condition of individual ECP elements and the need for planned shutdown of production, rather than an emergency one, as would be the case with a sudden failure of the corresponding elements of pumping units. Currently, the volume of data included in the information base for recognizing technological situations, in particular, determining the technical state of equipment, is formed on the basis of the following two data sets: • Data of parametric monitoring carried out by regular means of operation. Such data, on the one hand, are obtained by a standard set of sensors (probes) and provides the minimum required level of awareness, consistent with the need to solve standard object control tasks. From the viewpoint of information content, such data can be used in the task of determining the ECP technical state. However, their use in an explicit form requires the construction of rather complex hierarchical models for the evaluation of the resulting indicator of technical state. At the same time, the parametric part of such models is largely determined by a direct expert-analytical method, which makes it diffi cult to use in real-life tasks, when the variability of operating factors and ECP models leads to the individualization of each production facility. The sensitivity of models, constructed using only such data, to noise in measurement channels and random parameter fl uctuations should also be mentioned. It seems reasonable to use such data in conjunction with the data of the second type -data from special monitoring systems. • Data of special monitoring representing the implementation of one or several non-destructive testing methods appropriate to the operating conditions. Vibration monitoring at various points of the object under consideration -ECP (vibration-based diagnostics) is one of the most informative methods of technical diagnostics and monitoring. The selection of specifi c means of vibration diagnostics, the ways of their placement and data acquisition under ECP operating conditions is beyond the scope of the study presented in this paper. The data set transferred by the real ECP operator and described in Section "Experimental Part" was considered within the framework of the research.
METHODS

Artifi cial neural networks
Currently, artifi cial neural networks, along with other data mining technologies, are quite successfully used to solve a wide range of tasks that can be assigned to groups of problems of classifi cation, forecasting and modeling [27, 28, 29] . Neural networks with multi-layer perceptron architecture are most commonly used (according to some sources, up to 80% of neural network applications). However, this type of neural networks is not devoid of a number of shortcomings, in some cases signifi cantly limiting their effectiveness in solving a number of problems [30] . These disadvantages often include, for example, the impossibility of determining situations in solving classifi cation problems, when a pattern that needs to be classifi ed falls into an area of space for which training data is not available, etc. Radial basis function networks lack some of the drawbacks of multilayer perceptron networks, which, along with their fairly simple structure, made them one of the alternatives to multilayer perceptrons in solving classifi cation problems [25, 26] .
In most studies of radial basis function networks, Gaussian is used in the hidden-layer neurons, which ensures, as practice of using such networks shows, suffi cient efficiency of the neural network:
where X is an input vector, C i -a radial basis function center (a center of the appropriate cluster) used in the i -th hidden-layer neuron of the network, i = 1,k , where k is the number of neurons on the hidden layer of the network, and σ i is a parameter that determines the width of the radial basis function used in the i -th hidden-layer neuron of the network. The following parameters significantly affect a classifi cation error, and as a result, should be effectively selected: 1. Placement of C i cluster centers corresponding to the neurons of a single hidden layer. 2. Determination of σ i , the so-called "window width" the parameter which affects the width of the radial function used in the i -th hidden-layer neuron of the network. Thus, learning a radial basis function network is reduced to restoring the density of each of the P y (x) classes using the selected fi tting algorithm (for example, the Estimation Maximization (EM) algorithm). Learning results in the centers and variances of the components. Estimating the variances, we actually select the metrics with which the distances to the centers will be calculated. The EM-algorithm is considered quite an effective way to confi gure radial basis function networks. It greatly benefi ts in performance compared to gradient methods that are more often used to confi gure other types of neural networks.
Decision trees
Decision trees are a way of representing rules in a hierarchical, consistent structure. To make a decision on which class an object or situation belongs to, it is necessary to answer questions in the tree nodes, starting from its root, i.e. each node in the tree includes checking for a specifi c independent variable. Sometimes two independent variables are compared with each other in a tree node or some function is determined from one or several variables. If the result of the comparison in the tree node has the true value, the transition is made to the right node of the next level, if the result is false, the transition is made to the left node; then again the comparison associated with the corresponding node follows [31] . If a variable that is checked in a node takes categorical values, a branch descending from the tree node corresponds to each possible value. If a variable is a number, it is checked whether its value is greater or less than some constant. Sometimes the range of numerical values is divided into several intervals. In this case, a check is performed to see if the value falls into one of the intervals. The tree leaves correspond to the values of the dependent variable, i.e. the classes. An object belongs to a certain class if the values of its independent variables satisfy the conditions written in the tree nodes on the path from the root to the leaf corresponding to this class. Decision trees are easily converted into rules. The condition described in the tree nodes on the path to the leaf is written into the conditional part of such rules; the fi nal part contains the value defi ned in the leaf [32] . The general principle of constructing decision trees based on the divide-and-conquer technique consists in recursive decomposition of a set of objects from a training set into subsets containing objects belonging to the same classes [33] . The most popular algorithms for constructing decision trees include ID3, C4.5, CART. These algorithms are implemented in the Statsoft Statistica applied data analysis package. Within the framework of the study, the C 4.5 algorithm was used, since its higher effi ciency was shown on a set of test problems.
Support vector machine
The basic support vector machine is considered for the case of two classes. The object (hereinafter in the description of the method referred to as a point in space) is regarded as a dimensionality vector p. It is necessary to separate these points by a hyperplane of dimension (p-1). Such a plane is called the classifi er plane. Data can be separated using various hyperplanes. The best hyperplane is a hyperplane, in constructing which the separation and the difference between the 2 classes is maximum. The original algorithm for fi nding the optimal plane, the linear classifi er, was proposed by Vapnik in 1953. However, in 1992, Bernhard E. Boser, Isabelle M. Guyon and Vladimir N. Vapnik proposed a method for creating a non-linear classifi er using an arbitrary kernel function to fi nd the planes of maximum difference [34] . A multiclass support vector machine is intended to classify objects in case of several (more than two) classes [35] . The dominant approach is the transition from the problem of classifi cation into the sets of classes to the multiple task partition into 2 classes. Common methods for such a transition include [35] : Construction of binary classifi ers that distinguish: • One class from the others (One-vs-All, OVA); • One class from another (One-vs-One, OVO). The classifi cation of new objects using the OVA approach is carried out through a winner-takes-all strategy. The classifi er, with the highest output function value, assigns a new object to a specifi c class (it is important that the function output can be calibrated to obtain comparable estimates). For an OVO approach, classifi cation is made using a max wins voting strategy, in which each classifi er assigns an object to one of two classes.
Proposed approach
To increase the effi ciency of the implementation of the decision formation stage in recognition tasks, a three-level method was proposed with the task decomposition in an implicit form. The steps of such a three-step method for forming an ensemble of classifi ers are described below: Stage 1. At this stage, a multitude of classifi ers is formed independently. This stage is common to all collective approaches. In the general case, any available effective method for forming individual classifi ers of the chosen type can be used. The number of resources available for use at this stage is determined proceeding from the general requirements for the problem solution time, the required accuracy and the available computational capabilities. Note that in the general case, any technologies used for classifi cation and enabling to obtain a real or discrete output value that characterizes the belonging of an object described by an input vector to some class can be applied as classifi ers at the fi rst level. Stage 2. At the second stage, a set of second-level classifi ers is formed independently of each other, coinciding with the number of classes in the considered problem. The inputs of classifi ers of this level are the values obtained at the output of the fi rst-level classifi ers. In this case, for each j -th classifi er of the second level (j=1,m), training is carried out according to the following rule: • The target value at the classifi er output is 1 for all examples corresponding to the class with the number j; • For all other examples, the target value at the classifi er output is 0. Thus, at the second stage, the decomposition of the problem is performed -each second-level classifi er forms a surface in space that "cuts off" objects of one class from objects belonging to any other classes. To solve this problem, the authors propose to use a method based on the application of hybrid genetic programming to combine the solutions of individual neural networks. Stage 3. At the third stage, the decisions of the second-level classifi ers are aggregated in order to develop a common solution -the values of the class for the input set. The selection of the rule to form a decision is a subject for further research. In the framework of the proposed approach, the authors used the following simple and, at the same time, obvious rule: the classifi ed object belongs to the class for which the corresponding second-level classifi er produced the maximum value of the output signal.
EXPERIMENTAL PART
Dataset employed
The dataset for analysis accumulated at the implementation site and similar facilities (in terms of functionality and composition of process equipment) in most modern systems is represented by fairly large amounts of data, which imposes high requirements for the effi ciency and intensity of data use. The results of studying the effectiveness of the proposed methods on sets of data analysis tasks from 6 objects operating ECP at the oil fi elds in the Krasnoyarsk Krai are presented below. The data were obtained and formulated to set the problem of classifying ECP states arising from the ECP operation in oil production in various modes. The total number of records in the datasets combining the data about the use of special diagnostic modules (vibration diagnostics), parametric monitoring data and results of determining the ECP state at the time of maintenance and repair amounts to 540 units. The paper presents the data in an impersonal form, as they are commercial interest in their complete form.
Method settings
Artifi cial Neural Networks: The probabilistic PGNS method was used for designing the structure of neural networks. A hybrid genetic algorithm with parameters selected during the preliminary study was used to adjust the weights of neural networks. Decision Tree Method: The standard C4.5 algorithm was applied. Support Vector Machine: A software implementation of the method developed by the authors of the LIBSVM application software library was used. All parameters were set to the values recommended by the developers of the software library, and described by them as providing the best performance on average on the sets of tested tasks. Proposed Approach: The fi rst-level classifi ers were formed by the methods discussed in the paper: artifi cial neural networks -radial basis function networks were used, the support vector machine was applied for the multiclass case and the decision tree method with C4.5 trees was used. In the proposed three-stage method, classifi ers obtained by genetic programming were used as second-level classifi ers. The number of classifi ers at this step is equivalent to the number of classes in a specifi c task. The number of generations in the genetic programming method for each classifi er is 200, the number of individuals per generation equals to 100.
Evaluation of the results obtained
The study of the effectiveness of the considered approaches consisted in conducting a series of experiments and statistical evaluation of the results obtained. When conducting the experiments, the following scheme was used: the total number of series of experiments for each method studied was 10, in each series of experiments their evaluation was calculated by formula (2) for fi ve times. Thus, the total number of launches conducted to evaluate the effectiveness of each approach was 50. At the same time, in each series of experiments, a new random division of the sample into the training and test sets was carried out in a ratio of 66% and 34% of the initial sample. To test the statistical signifi cance of the results, they were verifi ed by the ANOVA method at a signifi cance level of 0.05. The estimate of the proportion of validly classifi ed test sample examples, calculated using the formula below, was used as a criterion for the effectiveness of the algorithms:
(2)
RESULTS
The results of solving test problems are given in Table 1 . The research results demonstrate that the proposed method implementing the ensemble (team) of classifi ers is more effective than the majority of other studied approaches on the multitude of test sets used. In general, on average, the proposed approach is 10% more efficient than other methods in terms of the test functions.
DISCUSSION
The analysis of the results of studying the effectiveness of various methods for recognizing the ECP technical state based on the vibration diagnostics data and parametric monitoring data was conducted in the following areas:
• The overall effectiveness of the approaches, taking into account the complexity of the procedure for constructing models and the time spent on working out one solution under the operating conditions of the models obtained; • Evaluation of the statistical parameters of the results obtained. It should be noted that for all methods the same restriction was used on the amount of computational resources available to the method to get a solution for the purpose of obtaining correct results of numerical experiments. The analysis of the problem solution progress makes it possible to conclude that the methods competing with the proposed approach have practically reached the threshold of their effectiveness, which was easily monitored by their insensitivity to the increase in computational resources allocated to form the solution. When using the proposed ensemble of classifi ers, the effi ciency of the ECP technical state recognition model was thus increased in terms of the "computational complexity-recognition accuracy" parameters. This fact is very significant in solving practical problems where a high degree of agreement between calculated and real data is very important. In the course of the experimental study, it was shown that in the problem of technical state recognition, the considered methods of artifi cial neural networks, classifi cation trees and the support vector machine give 86% accuracy on real data sets. With the help of the proposed approach, the recognition accuracy on the considered actual datasets was increased to 97%. An expert analysis based on the opinions of specialists of enterprises operating the type of equipment in question (ECP) suggests that such an increase in the accuracy of problem solving (classifi cation accuracy) is essential from the viewpoint of practical application of the methods under consideration. Proposed approach 97.1 Table 1 : The results of the study on the test set With regard to the equality of resources allocated for constructing a model, which were estimated by using processor time on a computer applied for the research, the selection in favor of an approach that gives more accurate results seems to be obvious, i.e. the proposed method for recognizing the technical state based on a multilevel ensemble (classifi er group) is preferable. The statistical signifi cance of the research results was confi rmed for each approach by verifi cation with the ANOVA method at a signifi cance level of 0.05. In general, the spread of the classifi cation reliability estimate is explained by random sampling for construction of each classifi er model, since in the course of the experiments fi vefold cross-validation was applied to estimate the effectiveness. And each time the results were averaged by the results of the design and solution of the problem using fi ve different classifi cation models for each of the studied approaches.
CONCLUSION
The article deals with the task of developing and researching model formation methods for recognizing technological situations in oil production using ECP units. Within the framework of the presented part of the research, methods were considered for constructing classifi cation models that can be used as part of the DSS computational analytical core employed in the operation of technological equipment for oil and gas production.
The urgency of such a task was shown in the context of increasing amounts of information obtained during the operation of oil and gas equipment at the various levels of control. A signifi cant amount of data, increasing requirements for the operational effi ciency and safety of oil production equipment, in general, and ECP units, in particular, form a request for the use of effective decision support models in operating conditions. All these factors determine the need to develop and research relevant methods and models as a result of the application of such methods for the subsequent rational determination of operating modes. The presented research is focused on the study of approaches for recognizing the ECP technical state based on diagnostic information obtained by vibration diagnostics sensors in combination with a set of operational parameters characteristic of ECP units. A separate direction of further research is the elaboration of the issues of technical implementation and optimization of the structural composition of the necessary diagnostic system to improve the quality of the ECP technical state recognition without additional tripping operations.
In the framework of the research presented in the paper, it was shown that methods related to data mining technologies can be used to solve the problem of recognizing the ECP technical state. Such methods as artifi cial neural networks, decision trees, and support vector machine were escribed and tested on the actual data.
n the course of the experimental study, it was shown that in the technical state recognition problem, such methods give an accuracy of up to 86% on actual datasets. The analysis of statistical processing of the research results actualized the problem of increasing the accuracy of solving the technical state recognition problem when using such approaches. The paper proposes a new method for forming the ECP technical state recognition models based on a set (ensemble) of models that enable to combine classifi cation models constructed by any of the methods considered in the study. This method determines the formation of the second-level classifi cation model, which generates the resulting solution based on the decisions of individual classifi ers. The openness of this second-level model for the fi rst-level classifi ers seems important, which allows for the connection of universal analytical modules implementing various technologies of data analysis. The obtained model for recognition of the ECP technological state during the operation of oil producing wells enabled to achieve the 97% accuracy in the technical state determination. The result obtained signifi cantly exceeds the results for individual methods for constructing ECP state assessing models. In general, the achieved recognition effi ciency is consistent with the accuracy requirements established for models and methods designed for promising DSS of process situation recognition during operation of oil and gas processing equipment. Thus, the models obtained in the course of the study and the proposed approach to their formation can be used as a computational component of the DSS analytical part applied in evaluating the operational effi ciency and safety of oil production equipment. A far-reaching possibility of integrating the solutions obtained with the models of computational and simulation modeling of the operation processes of production oil and gas wells seems important. This will provide a comprehensive analysis of technological situations during the operation of such wells, the identifi cation of complications associated with both failures and technical state of equipment, in particular ECP, and complications caused by leakages in certain sections of wells, which requires the use of special equipment -packers. Future research should be focused on the development and investigation of methods and models of analytical support for solving other problems of such DSS and integration of the proposed solutions in the form of a high-performance computing platform ensuring operation of oil production equipment.
