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UAV Obstacle Avoidance Scheme Using an Output to Input Saturation
Transformation Technique*
Corentin Chauffaut§, Franc¸ois Defay¨§, Laurent Burlion† and Henry de Plinval†
Abstract— This paper presents a novel obstacle avoidance
scheme for UAVs. This scheme is based on the use of a technique
recently developed by one of the authors, which is based on a
transformation of a variable constraint into an input saturation.
In the case of obstacle avoidance, this saturation is designed so
as to ensure a safe trajectory around the obstacles, offering a
proof of this desired behavior. A low-cost RGB-D sensor has
been used to detect obstacles as its output measurements of
the environment are effortlessly interpreted even with a low
power embedded processor. Experimental results are provided,
together with a simulation, to prove the efficiency of the
approach.
I. INTRODUCTION
IT is a difficult task to autonomously fly a Micro Air Vehicle(MAV) through highly confined environments such as
collapsed buildings or prehistorical caves including narrow
underground tunnels. There are two main problems that need
to be addressed, the first is the localization of the MAV in
its environment, the second is the obstacle avoidance and
navigation in an unknown environment. Obstacle avoidance
is a critical problem when we need to explore the interior of
buildings, in this paper we will consider only the obstacle
avoidance problem. The indoor environment proscribes the
use of GPS data to locate the MAV, and its position from
potential obstacles. The communication with the MAV will
also be perturbed by the building so the majority of its control
law need to be embedded. Another self-imposed constraint
was the use of off-the-shell low cost sensors that can work
with a low power embedded processor.
Laser scanners have been used for obstacle avoidance on
UAVs [1], [2], but they are heavy, expensive and only planar
which is not very practical on indoor MAVs which have
a lot of roll and pitch movements. Using a light weight
camera with stereo vision [3] or mono vision [4] solves
the weight problem but image processing typically needs
a powerful on-board or off-board computer. Some vision
based obstacle avoidance control law can be low power
with the use of FPGA [5] but it needs dedicated hardware
and time to write the efficient image processing code for a
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specific hardware architecture. Compared to other obstacles
detecting sensors, a RGB-D sensor doesn’t need a high power
processor and its outputs are effortlessly interpreted. Previous
works using a RGB-D sensor [6], [7], [8] need a powerful
on-board computer as they use a SLAM (Simultaneous
Localization and Mapping) approach to obstacle avoidance.
That is, they build a complete map of the environment while
self-localizing in this map.
In this paper, we propose a novel UAV obstacle avoidance
technique which uses the OIST methodology. OIST means
Output to Input Saturation Transformation ; it was first de-
tailed in [9] and further applied to visual servoing [10], [11]
or load control alleviation of a civil aircraft [12]. Its core idea
is to reformulate expected bounds on a regulated variable
into saturations on the control input. The main advantage of
such a transformation is to allow a smooth switch between a
local (or nominal) control law and a global (saturated) control
law. Moreover, once the OIST transformation is properly
defined, the problem is equivalent to a saturated control
problem on which an extensive literature is now available.
For instance, the anti-windup framework [13], [14] can be
applied in combination with the OIST technique (see e.g.
[15]). In this paper, we propose to show how the OIST
technique can be applied to the problem of UAV obstacle
avoidance. Moreover, we have successfully implemented this
newly defined methodology on a UAV platform.
Section I introduces the problem at hand. In Section II,
we present the Explo-Drone project, in which this study
has been performed. Section III describes the system ar-
chitecture. Section IV presents the theoretical development
used to ensure safe obstacle avoidance based on the OIST
framework. Section V describes the simulation using the
Modular OpenRobots Simulation Engine (MORSE) Simula-
tor. Section VI describes the preliminary experiment. Finally,
conclusions follow.
II. EXPLO-DRONE PROJECT
The Explo-Drone project is a joint project between the
ISAE Research Center and ONERA - the French Aerospace
Lab.
The objective of the Explo-Drone project is to develop a
compact micro air vehicle, capable of autonomously flying
through highly confined environments such as collapsed
buildings or prehistorical caves including narrow under-
ground tunnels. The idea of the research project is twofold.
First, it aims at achieving a very efficient and compact micro
air vehicle configuration combining endurance, compactness,
Fig. 1. Development framework
a low aerodynamic signature (i.e. low environment perturba-
tions, e.g. to lift as little dust as possible from the ground)
and the capability to fly in the vicinity of walls without
contact. The state-of-the-art in the field of compact micro-air
vehicles currently faces a downsizing problem related to the
low-Reynolds number regime which dramatically degrades
aerodynamic performances. In the present approach, the use
of a new ducted coaxial rotor configuration is proposed in or-
der to enhance the propulsive efficiency while minimizing the
aerodynamic signature by a proper nozzle design. Second,
the development of control laws and autonomous navigation
in dimly lit unknown environment using a technique of vision
and inertial sensor fusion is proposed. The project fosters the
close involvement of two research partners concerned by an
innovative concept of MAVs as applied to the field of Search
& Rescue, Archaeology and Environment.
During the first part of the project, the control laws will
be tested on a quadcopter, until the ducted coaxial rotor
prototypes are available.
III. SYSTEM ARCHITECTURE
A. Framework for simulation and experimentation
The framework that is used in our lab permits a wide range
of use cases, from the simple Simulink-only simulation to the
experiments involving interaction between a real MAV and
simulated sensors in the MORSE simulator. This framework
is described in Fig. 1.
It contains four major components:
1) Simulink:
Simulink can be used either as a stand-alone simulator
for simulation involving only a MAV without complex
environment or sensors, or as a monitoring and/or
controlling ground station when used with the MORSE
simulator or real MAVs.
In the stand-alone case, we modeled the dynamic and
aerodynamic of our different MAVs, as well as simple
sensors such as Inertial Measurement Unit (IMU) or
our OptiTrack motion-capture system. We also modeled
the motor dynamic and battery consumption to obtain
realistic simulations. Our Simulink libraries permit to
rapidly develop and test our control laws and sensors
fusion algorithm.
When used with the MORSE simulator or a real MAV,
Simulink can be used as an optional ground station to
monitor and log data. It can also be used to control
the simulated or real MAV by communicating by UDP
(over Wifi during real experiments or with local Orocos
components during simulations with MORSE) with a
“Simulink Bridge” Orocos components, which transmits
attitude commands from Simulink to Orocos and mea-
surements from Orocos to Simulink. A joystick can also
be connected to Simulink to manually control the MAV.
2) Orocos:
The robotic real-time architecture used is the Open
Robot Control Software (Orocos) Toolchain [16]. Oro-
cos is based on modular and run-time configurable
software components. Each component – i.e. the driver
to read the motion-capture system, a state estimation
algorithm, a control law, etc. – are encapsulated in an
Orocos component which takes the form of a dynamic
library file. Each component has a standard interface
with input and output ports to exchange data with other
components, properties to set the parameters of the
components, and service calls which are functions that
other components can ask to be executed. At run-time,
the libraries are loaded and connected to each other
as the current use case needs them. Using the same
source code, it is possible to compile a component either
for use in the embedded system on-board the MAV, or
for a desktop computer where we can easily debug the
component and use it for simulation with the MORSE
simulator. Note also that Orocos guarantees real-time
and safety communications between components.
3) MORSE:
To be able to simulate a more complex environment than
easily achievable with Simulink, the Modular Open-
Robots Simulation Engine (MORSE) Simulator [17] is
used. The MORSE simulator delivers realistic 3D sim-
ulations of complex environment with dynamic models
of the MAVs, collision with the environment, it can
also simulate a broad range of sensors such as cameras,
IMU, GPS, depth cameras, laser scanners, etc. It can
as well simulate the PX4 low level controller using the
same Mavlink communication as the real one. Specific
Orocos components (purple background in the Fig. 1)
need to be developed to interface with some part of the
MORSE simulator, but all the other Orocos components
are identical for simulations and real experiments.
4) MAVs: A variety of MAVs are available for experiments
in our lab. The most used ones are based on the
mechanics of a Parrot AR.Drone with its electronics
replaced by a PX4 from Pixhawks and a Gumstix.
The PX4 is used for the low-level control, it contains
a range of sensors similar to an IMU. The Gumstix
sends the desired attitude and thrust to the PX4, which
is responsible for the attitude control. The Gumstix
is used for the high-level control such as guidance
and navigation control, and embedded vision algorithms
processing. It is running a real-time Linux, on which
are deployed the Orocos components. The AR.drone is
principally used by students or for first experimental
tests that do not need heavy sensors.
In the context of this paper, a slightly bigger MAV is
used to be able to carry the Asus xtion RGB-D sensor
(kinect-like depth sensor). The mechanical part is based
on a MikroKopter quadcopter, and it uses the same
electronics as our other MAVs, i.e. a PX4 for low-level
control and a Gumstix for high-level control.
B. Code-generation from Simulink models
A big step toward reliable software is the ability to
generate source code directly from a Simulink model. Our
framework permits the use of Simulink to control the MAV
by use of the “Simulink Bridge” Orocos components, so it
would be interesting to directly use this model to generate
an Orocos components.
This ability has been developed in our lab using the
code-generation ability of Simulink. The Simulink model
generated code is automatically integrated inside an Orocos
component which can be used on real MAVs or for simula-
tions with MORSE. Simulink buses using the same structure
as the Orocos input and output ports have been created so
that the generated components are directly compatible with
Orocos ports. The parameters of the Simulink model also
appear as parameters of the Orocos component.
C. MAV dynamic model for control
For the control synthesis, the MAV is modeled as a 3 DOF
mass, on which is applied the control input in thrust vector.
The equation of the dynamics is given as:
mξ¨ +
 00
mg
 = Fd (1)
where ξ := [x , y , z]T ∈ R3 is the UAV position and where
Fd := [Fd,x , Fd,y , Fd,z]
T ∈ R3 is the control input.
IV. OUTPUT TO INPUT SATURATION
TRANSFORM (OIST) OBSTACLE AVOIDANCE
The OIST methodology is attached to a baseline controller,
of which it saturates its output so that it abides by predefined
constraints.
A. Baseline controller
The baseline controller used was developed at ISAE for
trajectory tracking. The resulting control inputs equations
will be recalled here, more details on this control law can
be found in [18].
The position tracking error vector δ1(t) is defined as:
δ1 = ξd − ξ (2)
δ˙1 = vd − v (3)
where, ξd and vd are respectively the desired positions and
desired speed.
The sliding mode error r1(t), that aggregates position
error and speed error with a linear combination, also namely
filtered error, is defined as:
r1 = δ˙1 + Λ1δ1 (4)
where Λ1 is a diagonal positive definite constant parameters
matrix. It can be shown that, as the Λ1 matrix is diagonal
with positive entries (so, a stable system), the error δ1 is
bounded as long as the filtered error r1 remains bounded.
The desired thrust vector Fd is defined by:
Fd = mξ¨d +
 00
mg
−mΛ21δ1 +Kr1r1 +Ki1 ∫ t
0
r1dt
(5)
where Kr1 and Ki1 are diagonal positive definite matrix
gains.
The thrust vector which is along the z body axis of the
MAV can be defined in function of the desired roll ϕd, pitch
θd and thrust ud as:
Fd = ud
 − sin θdcos θd sinϕd
cos θd cosϕd
 (6)
From this expression, it is possible to compute the desired
roll ϕd, pitch θd and thrust ud as: ϕdθd
ud
 =
 atan2(Fd,y, Fd,z)atan2(−Fd,x,√F 2d,y+F 2d,z )√
F 2d,x + F
2
d,y + F
2
d,z
 (7)
The desired roll ϕd, pitch θd and thrust ud are then
transmitted to the PX4 which takes care of the low-level
attitude control which is considered as a negligible fast inner-
loop.
B. Useful notations
Given two real numbers xmin < xmax, we note:
x 7−→ Satxmaxxmin (x) = max (xmin,min(x, xmax)) (8)
the saturation function of a variable x between xmin and
xmax. We abusively note:
Sat+∞xmin(x) = max(xmin, x) (9)
C. OIST methodology for obstacle avoidance
Fig. 2. Output to Input Saturation Transformation methodology diagram
We now propose to saturate the baseline controller (5) to
take into account any circular obstacle in the (x, y) plane.
Let us suppose that at any time:
• the distance do between the UAV and the closest circular
obstacle is measured.
• the time derivative d˙o of the aforementioned distance is
measured.
• the closest obstacle is centered on (xo, yo, z) and its
radius is always lower than do,inf in the (x, y) plane
• the UAV desired position ξd is sufficiently far from the
obstacle
Figure 2 represents the general principle of the OIST method-
ology.
Remark: in practice, d˙o is not always measured but can
be approximated by using a filter e.g. d˙o ∼= s1+τsdo (where
τ > 0 is sufficiently small).
Let us note:
do,2 := d
2
o = (x− xo)2 + (y − yo)2 (10)
To avoid a collision, the following constraint must be satis-
fied:
do,2 ≥ d2o,inf (11)
Following the OIST methodology (see e.g. the guidelines
of [10], subsection II-D)), we compute the successive time
derivatives of the constrained output till the input terms
appear. This gives:
d¨o,2 = 2
(
(x− xo)Fd,x
m
+ (y − yo)Fd,y
m
+ x˙2 + y˙2
)
(12)
Since we’ve got one output constraint and two inputs term
Fd,x and Fd,y , we’ve got an extra degree of freedom (our
control problem is over actuated). To cope with this issue,
we now propose a slight extension of the OIST methodology
to the over actuated case.
Let us define,
Mo(ξ) :=
2
m
[
x− xo y − yo
−(y − yo) x− xo
]
(13)
It is remarkable that Mo is invertible which allows to define
the following change of coordinates:[
u1
u2
]
:= Mo(ξ)
[
Fd,x
Fd,y
]
(14)
Using these new coordinates:
d¨o,2 = u1 + 2
(
x˙2 + y˙2
)
(15)
Equation (14) essentially corresponds to a rotation (up to
the scalar factor 2dom ), so that the new variables are the
actuations in radial and orthoradial directions with respect to
the closest obstacle. As a result, it comes without a surprise
that the radial actuation input appears in the derivative of
the distance to the obstacle.
Let us now define d˙o,2 := ddtd0,2 = 2dod˙o and the
OIST tuning parameters κ1, κ2 > 0.
We’ve got the following result:
Proposition 1: Let us suppose that do,2(t = 0) ≥ d2o,inf
and d˙o,2(t = 0) ≥ −κ1(do,2(t = 0)− d2o,inf ), then if for all
t ≥ 0,
u1 ≥ −(κ1 + κ2)d˙o,2 − κ1κ2(do,2 − d2o,inf )
−2 (x˙2 + y˙2) (16)
then the output constraint (11) is satisfied for all t ≥ 0.
Proof: Straightforward applying Lemma 1 of [15].
As a consequence of our result, we define the following
quantity:
h1(ξ˙, do, d˙0) = −2
(
x˙2 + y˙2
)− (κ1 + κ2)d˙o,2
−κ1κ2(do,2 − d2o,inf ) (17)
The OIST methodology is completed going back to the
original inputs.
Doing so, (16) is obviously satisfied when one applies the
following input F satd,x , F
sat
d,y[
F satd,x
F satd,y
]
=Mo(ξ)
−1
[
Sat+∞
h1(ξ˙,do,d˙0)
(u1)
u2
]
(18)
=Mo(ξ)
−1

Sat+∞
h1(ξ˙,do,d˙0)
([
1
0
]T
Mo(ξ)
[
Fd,x
Fd,y
])
[
0
1
]T
Mo(ξ)
[
Fd,x
Fd,y
]

(19)
where the last equality is obtained by using (14).
D. Map creation
The obstacles map used by the OIST methodology is
created from depth images obtained directly from the on-
board Asus xtion RGB-D sensor or from the simulated
depth camera in the MORSE simulator. The depth image
is an image in which each pixel contains the distance to the
environment in millimeters.
In the depth image, a window covering 1/4 of the total
image height is placed in the horizontal plane of the MAV
using its attitude measured by its IMU. This window is then
separated into 50 horizontal areas in which the minimum
distance is kept. The resulting measurements are similar to
a laser scanner with a view angle of 60◦, and with the
advantage of always measuring the distance to obstacles at
the altitude of the MAV regardless of the MAV attitude,
which is not the case for a planar laser scanner that moves
with the MAV attitude. Using those measurements, the
position and yaw angle of the MAV, a 2D occupation gridmap
is created. For now, this gridmap is created in Simulink
using a very simple logic: obstacles are created at the end
of each measurement, and the gridmap positions between
the measurements and the current position of the MAV are
cleared of obstacles; but it is planned to separate the map
creation in a different Orocos component that will use the
OctoMap library [19].
E. Obstacle avoidance logic
During the whole flight, the baseline controller output
is always consecutively saturated using the proposed OIST
methodology for all the obstacles closer than 2 m, only its
desired position and velocity are changed when the MAV is
close to obstacles.
When no obstacles are close to the MAV, a trajectory in ξd
and vd is created between the current position and the target
position, using a trapezoidal velocity with fixed maximum
velocity and maximum acceleration.
The MAV can be trapped if, upon reaching the border of
the forbidden zone, the desired position and velocity happen
to be oriented towards it: then the saturation system will
forbid it, but let it trapped at this spot. To address this
problem, when the MAV is closer than 20 cm from the
obstacles circles, ξd and vd coming from the trapezoidal
velocity trajectory are replaced to be perpendicular to the
mean direction of the closest obstacles on the side of
the target position. This permits to give a general desired
direction to unlock the MAV. The new ξd and vd do not
need to be very accurately computed to avoid the obstacles
because the OIST methodology continues to saturate the
baseline controller with its new ξd and vd, so the MAV
is still guaranteed to avoid obstacles.
As soon as the MAV is no longer close to obstacles, a
new trapezoidal velocity trajectory is created.
V. SIMULATION
This section will present a simulation of the OIST method-
ology using the MORSE simulator. For this simulation, the
framework configuration (Fig. 3) was:
• The map creation and OIST control law were executed
inside Simulink.
• The MORSE simulator was used to simulate the MAV
dynamic, MAV interactions with the environment and
the depth image of a simulated depth camera attached
to the MAV.
• The local Orocos components were used to trans-
mit commands and measurements from Simulink to
MORSE and vice versa, and to create the equivalent
laser scan measurements from the current depth image.
Fig. 3. Framework configuration for the simulation using the OIST
methodology
The objective of the MAV was to navigate between several
target points while staying outside the obstacles margin of
five walls put on its trajectory. The resulting trajectory is
represented on Fig. 4, the MAV started at the green position
marked 2 then its aim was to successively reach the target
points from 1 to 6.
One can note that the MAV trajectory is mostly outside the
obstacles margins but that sometime the MAV enters some of
these zones, this is due to mapping error. The way the map is
currently created is very simple (see Section IV-D), we plan
to improve it by using the existing OctoMap library. The
video of the gridmap [20] used by the OIST saturation shows
that the MAV never enters the red circles symbolizing the
obstacles margins of the obstacles considered by the OIST
methodology.
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Fig. 4. Trajectory of the MAV (color gradient line, the gradient represents
time) for the simulation using the OIST methodology, with the MAV target
points (numbered green circles), the obstacles (black lines) and the obstacles
margins (faded red area)
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Fig. 5. Attitude and velocity of the MAV the simulation using the OIST
methodology
Figure 5 shows the attitude and velocity of the MAV,
comparing the desired values and the measured ones, for the
MAV trajectory between the target points 4 and 5. Between
the seconds 132 and 135, the trapezoidal velocity trajectory
when the MAV is no longer close to obstacles can be seen
clearly.
The simulation shows that the proposed OIST methodol-
ogy can be successfully used to navigate avoiding obstacles
found on the MAV trajectory.
VI. EXPERIMENT
The experiment presented in this section is a preliminary
experiment that used the RGB-D sensor for a simple single
obstacle avoidance. It is a proof of concept for the use of
the RGB-D sensor on-board the MAV, and for the code
generation of Orocos components from a Simulink model.
A. Preliminary experiment
The goal of the preliminary experiment was to avoid a
single round obstacle using the data from the on-board RGB-
D sensor. It does not use the OIST methodology but instead
follows the simple logic depicted in Algorithm 1.
for Target ← Target points list do
while Distance to target > dminTarget do
if Distance to closest obstacle > dminObstacle
then GO TOWARD TARGET:
vd: in target direction
yaw: in target direction
else GO AROUND THE OBSTACLE:
while Angle(Obstacle direction, Target
direction) < 45◦ do
vd: perpendicular to the obstacle
direction && stay at dminObstacle from
the obstacle
yaw: in the obstacle direction
end
end
end
end
Algorithm 1: Simple obstacle avoidance algorithm
For this experiment, the framework configuration (Fig. 6)
was:
• Simulink was used only as a monitoring and data
logging ground station.
• The embedded Orocos components were used to create
the equivalent laser scan measurements from the cur-
rent depth image, the OptiTrack was used to measure
the MAV position, and a Simulink-generated Orocos
component was used to implement a simple obstacle
avoidance control law.
• The MAV used was a MikroKopter quadcopter with
an Asus xtion RGB-D sensor, a gumstix running the
Orocos components and a Pixhawks PX4 for the attitude
control.
Fig. 6. Framework configuration for the preliminary experiment
The MAV starts on the ground at the point [−2; 0], it takes
off, then goes to the target points 1, 2 and 1 again (Fig. 7).
When the MAV enters the circle of radius dminObstacle, it
starts its avoidance maneuver by going back on this circle
and go around the obstacle facing it, and once the obstacle
direction is at more than 45◦ from the target direction, the
MAV goes to the target point.
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Fig. 7. Trajectory of the MAV (color gradient line, the gradient represents
time) for the preliminary experiment, with the MAV target points (numbered
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Fig. 8. Attitude, velocity and altitude of the MAV for the preliminary
experiment,
Figure 8 shows the attitude, velocity and altitude of the
MAV, comparing the desired values and the measured ones,
for the MAV trajectory during the experiment. The desired
values for the velocity and altitude (the desired altitude was
1 m) have not been logged because we did not pull them out
from the Simulink-generated Orocos component.
A video of this experiment [21] shows the ROS ground
station, with the depth and camera images from the on-board
RGB-D sensor, and the instantaneous laser scan equivalent,
the Fig. 9 depicts one of those images obtained during the
experiment.
(a) Camera image
(b) Depth image
(c) Computed Octomap from the depth image
Fig. 9. Outputs obtained with the RGB-D sensor
VII. CONCLUSIONS
In this paper, a novel framework to ensure safe obstacle
avoidance for UAVs has been presented. The main feature
of this method, beyond its simplicity, is the proof of safety
it offers. The theoretical guarantee, joined to the praticalness
of the approach are of high interest in this context. A
preliminary experiment has been performed and showed
the feasibility of using the on-board RGB-D sensor for
obstacle avoidance with a low power embedded processor,
and a simulation validated the Output to Input Saturation
Transformation methodology for obstacle avoidance. Future
works include extra experiments with experiments involving
interaction between a real MAV and a simulated RGB-D
sensor in the MORSE simulator, and the consideration of
obstacles of different shapes.
REFERENCES
[1] S. Grzonka, G. Grisetti, and W. Burgard, “A fully autonomous indoor
quadrotor,” Robotics, IEEE Transactions on, vol. 28, no. 1, pp. 90–
100, Feb 2012.
[2] S. Shen, N. Michael, and V. Kumar, “Autonomous multi-floor indoor
navigation with a computationally constrained mav,” in Robotics and
Automation (ICRA), 2011 IEEE International Conference on, May
2011, pp. 20–25.
[3] L. Matthies, R. Brockers, Y. Kuwata, and S. Weiss, “Stereo vision-
based obstacle avoidance for micro air vehicles using disparity space,”
in Robotics and Automation (ICRA), 2014 IEEE International Confer-
ence on, May 2014, pp. 3242–3249.
[4] S. Ross, N. Melik-Barkhudarov, K. Shankar, A. Wendel, D. Dey,
J. Bagnell, and M. Hebert, “Learning monocular reactive uav control in
cluttered natural environments,” in Robotics and Automation (ICRA),
2013 IEEE International Conference on, May 2013, pp. 1765–1772.
[5] H. Oleynikova, D. Honegger, and M. Pollefeys, “Reactive avoidance
using embedded stereo vision for mav flight,” in Robotics and Au-
tomation (ICRA), 2015 IEEE International Conference on, May 2015,
pp. 50–56.
[6] A. Bachrach, S. Prentice, R. He, P. Henry, A. S. Huang,
M. Krainin, D. Maturana, D. Fox, and N. Roy, “Estimation, planning,
and mapping for autonomous flight using an rgb-d camera in
gps-denied environments,” The International Journal of Robotics
Research, vol. 31, no. 11, pp. 1320–1343, 2012. [Online]. Available:
http://ijr.sagepub.com/content/31/11/1320.abstract
[7] R. Valenti, I. Dryanovski, C. Jaramillo, D. Perea Strom, and J. Xiao,
“Autonomous quadrotor flight using onboard rgb-d visual odometry,”
in Robotics and Automation (ICRA), 2014 IEEE International Confer-
ence on, May 2014, pp. 5233–5238.
[8] S. Lange, N. Su¨nderhauf, P. Neubert, S. Drews, and P. Protzel,
Advances in Autonomous Mini Robots: Proceedings of the 6-th
AMiRE Symposium. Berlin, Heidelberg: Springer Berlin Heidelberg,
2012, ch. Autonomous Corridor Flight of a UAV Using a Low-Cost
and Light-Weight RGB-D Camera, pp. 183–192. [Online]. Available:
http://dx.doi.org/10.1007/978-3-642-27482-4 19
[9] L. Burlion, “A new saturation function to convert an output constraint
into an input constraint,” in Control Automation (MED), 2012 20th
Mediterranean Conference on, 2012, pp. 1217–1222.
[10] L. Burlion and H. de Plinval, “Keeping a ground point in the camera
field of view of a landing uav,” in Robotics and Automation (ICRA),
2013 IEEE International Conference on, 2013, pp. 5763–5768.
[11] H. de Plinval and L. Burlion, Nonlinear visual servoing control for vtol
UAVs with field of view constraint. Advances in Aerospace Guidance
Navigation and Control: selected papers of the 3rd CEAS Specialist
Conference on Guidance, Navigation and Control, Springer, 2015, pp.
531–548.
[12] L. Burlion, C. Poussot-Vassal, P. Vuillemin, M. Leitner, and T. Kier,
“Longitudinal manoeuvre load control of a flexible large-scale air-
craft,” in the 19th IFAC World Congress Conference, 2014, pp. 3413–
3418.
[13] L. Zaccarian and A. Teel, Modern Anti-windup Synthesis: Control
Augmentation for Actuator Saturation. Princeton University Press,
2011.
[14] S. Galeani, S. Tarbouriech, M. Turner, and L. Zaccarian, “A tutorial
on modern anti-windup design,” European Journal of Control, vol. 15,
no. 34, pp. 418 – 440, 2009.
[15] E. Chambon, L. Burlion, and P. Apkarian, “Output to input saturation
transformation: Demonstration and application to disturbed linear
systems,” in Decision and Control (CDC), 2015 IEEE 54th Annual
Conference on, 2015, pp. 7566–7571.
[16] R. Doe. (2014) The Orocos Project - Open RObot Control Software.
[Online]. Available: http://www.orocos.org/
[17] G. Echeverria, S. Lemaignan, A. Degroote, S. Lacroix, M. Karg,
P. Koch, C. Lesire, and S. Stinckwich, “Simulating complex robotic
scenarios with morse,” in SIMPAR, 2012, pp. 197–208.
[18] M. Lecointe, F. Defay¨, and C. P. Carvalho Chanel, “Backstepping
control law application to path tracking with an indoor quadrotor,” in
3rd CEAS EUROGNC Conf., 2015.
[19] A. Hornung, K. M. Wurm, M. Bennewitz, C. Stachniss, and
W. Burgard, “OctoMap: An efficient probabilistic 3D mapping
framework based on octrees,” Autonomous Robots, 2013, software
available at http://octomap.github.com. [Online]. Available: http:
//octomap.github.com
[20] C. Chauffaut, F. Defay¨, L. Burlion, and H. de Plinval. (2016)
Videos for the simulation of the OIST methodology obstacle
avoidance. [Online]. Available: https://dl.dropboxusercontent.com/s/
um7fs73t0mfjsme/index.html?dl=0
[21] C. Chauffaut, F. Defay¨, L. Burlion, and H. de Plinval. (2016) Video for
the preliminary experiment of obstacle avoidance. [Online]. Available:
https://dl.dropboxusercontent.com/s/dnr3tvbel2bg3bu/index.html?dl=0
