The purpose of this note is to generalise several known results for Seiberg Witten equations to generalised Seiberg Witten equations. The results include the following three parts: Firstly, we establish the Kuranishi charts for the moduli space of generalised Seiberg Witten equations. Secondly, we study the sectional curvature of the part of the moduli space where is smooth. Finally, under certain assumptions, we establish a compactness result for the generalised harmonic spinors. The harmonic spinors are solutions to the generalised Dirac equation, which is a special case of the generalised Seiberg Witten equations. Moreover, we show that the blow-up locus lies inside zero set of a function. This function comes from the limit of the hyperKähler potential along a sequence of harmonic spinors.
Introduction
Let (X, g X ) be a Riemannian closed 4-manifold. Fix a Spin c structure Q → X, the Seiberg Witten equations are introduced by E.Witten [15] . Latter, C. H. Taubes and V. Y. Pidstrygach generalise the equations to more general settings [11] , [8] . Such equations are called generalised Seiberg Witten equations, abbreviated as GSW.
In the classical case, a solution to the Seiberg Witten equations consists of a pair (A, u), where A is a Spin c connection and u is a section of the associated bundle Q× Spin c H. Here H is space of quaternions. The idea behind the generalisation is shown in the following two aspects. Firstly, the Spin c group is replaced by a more general Lie group, which is so-called Spin G group, here G can be any compact Lie group. Secondly, the fiber H of the associated bundle is replaced by a hyperKähler manifold with certain symmetries. Such a manifold is called target manifold. In particular, u is a section of a fiber bundle and the fiber is not necessary to be vector space.
By suitable choice of G and M , the GSW recovers various known equations in gauge theory.(Cf. Section 5.2 of [4] ) In the cases that M are H modules, based on Taubes' method in [12] , several compactness results are established by many authors, eg. [7] , [18] , [13] , etc. For the general cases, other aspects of GSW have been studied by many mathematicians as well, eg. [6] , [2] , [14] , etc.
The purpose of this note is to generalise several known results for Seiberg Witten equations to GSW. The main results include the following three parts:
Firstly, we establish the Kuranishi charts for the moduli space of GSW. The proof of this part is essentially the same as the classical case.
Secondly, we study the Riemannian geometry near the smooth points of the moduli space. Near the smooth points, the moduli space admits a natural metric which is defined by L 2 norm. In addition, there is a torsion-free connection compatible with this metric. We give a description of the sectional curvature, which is a generalisation of the results in [1] .
Finally, under certain curvature bound assumptions and we assume that the Lie group G is zero dimension, we study the behavior of a sequence of solutions to GSW. Note that under these assumptions, the GSW is reduced to a single generalised Dirac equation. The method in [17] can be applied to this case directly. Furthermore, we show that the blow-up locus is contained in zero set of a Hölder continuous function. In fact, this function comes from the limit of the hyperKähler potential along the sequence of harmonic spinors. The proof borrows the technique of frequency function, which is introduced by C. H. Taubes [12] . (Also see [7] and [13] .)
2.1
Spin G group and Spin G structure Let G be a compact Lie group and ε be a central element of G satisfying ε 2 = 1. The Spin G group is defined by
Here are some examples of Spin G group: Spin . We focus on the cases that m = 3 or m = 4, and we denote the Spin G ε (m) group by H.
Definition 2.1. Let P SO(4) be the frame bundle of X and PḠ → X be a principalḠ bundle, whereḠ = G {1,ε} . A Spin G ε (4) structure is a principal Spin G ε (4) bundle Q → X which is an equivariant double cover of P SO(4) × X PḠ → X with respective to the double cover in the following exact sequence 1 → Z 2 → Spin G ε (4) → SO(4) ×Ḡ → 1.
HyperKähler manifold and permuting action
A hyperKähler manifold is a Riemannian manifold (M, g M ) endowed with a triple of complex structures {I i } 3 i=1 which satisfy the quaternionic relations. Also, the metric and these complex structures form a triple of Kähler structures. Define the scalar product by
Then we can think of the tangent bundle T M as a bundle of H-modules. Observse that I ζ is still a complex structure whenever |ζ| = 1.
where ζ ⊗ ξ ∈ sp(1) ⊗ g and K M,G ξ | m = d dt exp(tξ) · m| t=0 is the fundamental vector field. Now (M, g M , I 1 , I 2 , I 3 ) admits a permuting Sp(1)-action and a hyperKähler Gaction. We hope that the action Sp(1) × G can descend to a Spin G action on M . To this end, we make the following assumptions. Firstly, the G-action commutes with the Sp(1) action. Secondly, let ε be a central element of G satisfying ε 2 = 1 as before, we require that the element (−1, ε) ⊂ Sp(1) × G acts trivially on M . Under these assumptions, the Sp(1) × G action descends to a Spin G ε (3) = Sp(1)×G <−1,ε> action. This action is called permuting
Convention 2.
In the rest part of this note, we always assume that the hyperKähler manifold (M, g M , I 1 , I 2 , I 3 ) admits a permuting Spin G ε (4) action.
HyperKähler potenial
Let (M, g M , I 1 , I 2 , I 3 ) be a hyperKähler manifold with permuting Spin G ε (4) action as before. We define a map χ :
is its diagonal, χ 1 is its antisymmetric part and χ 2 is its trace-free symmetric part.
A function ρ ∈ C ∞ (M, R) is called hyperKähler potential if it satisfies dI ζ dρ = 2ω ζ for any ζ ∈ sp(1) with |ζ| = 1. The following lemma gives a sufficient condition of the existence of hyperKähler potential. Lemma 2.3 (Lemma 3.2.3 of [10] ). Let M be a hyperKähler manifold with permuting Sp(1)-action. Suppose that χ 2 = 0, then there is a unique hyperKähler potential ρ 0 such that
Convention 3. The choice of hyperKähler potential is not unique. We fix the choice provided by the above lemma throughout.
A typical example of hyperKähler manifold with permuting Sp(1)-action and vanishing χ 2 is the Swann bundles U (N ), where U (N ) is a fiber bundle over N and N is a quaternionic Kähler manifold with positive scalar curvature. The fiber of U (N ) is H * /Z 2 . In this case, the hyperKähler potential is ρ 0 = 1 2 r 2 , where r is the radial coordinate of H * . We remind the reader that the Swann bundles U (N ) usually is not complete. For more details about the construction of U (N ) and its properties, we refer the reader to [9] and Section 3.5 of [10].
Clifford multiplication
In dimension four, there are two Spin G spaces, denoted by E ± . They are respectively analogy of the Spin c bundles S + and S − . Both of them are a copy of T M while admitting different Spin G ε (4) actions. Let [q + , q − , g] ∈ Spin G ε (4) and v ∈ T M . The Spin G ε action on E + is given by
On the other hand, the Spin G ε action over E − is
The Clifford multiplication is a Spin G ε (4)-equivariant map
Generalised Dirac operator
Recall that we set H = Spin G ε (4) . Let N = C ∞ (Q, M ) H be the space of H-equivariant maps from Q to M . Note that this is nothing but just the space of sections of the associated bundle M = Q × H M . An element of N is referred to as spinor.
Note that the Lie algebra of Spin G group can be decomposed as LieH = so(m) ⊕ g. Let A denote the space of connections on π : Q → X whose so(m) component is induced by Levi-Civita connection, i.e.,
where ϕ X denotes the Levi-Civita connection of P SO(m) → Z. This is an affine space over Ω 1 (Q, g) H hor = Ω 1 (X, Adg), where Adg is the associated bundle Q × Ad g. Fix a connection A ∈ A, for any u ∈ N , the covariant derivative
where w ∈ R 4 ,w is any horizontal lift of w. Besides, we also define a variant of the covariant derivative as follows: 
Generalised Seiberg Witten equations
Let (X, g X ) be a closed 4-manifold and Q → X be a Spin G structure. Let (M, g M , I 1 , I 2 , I 3 ) be a hyperKähler manifold with permuting Spin G action and µ : M → sp(1) * ⊗ g * be the moment map.
We define a map Φ 4 :
where {η l } 3 l=1 and {ζ l } 3 l=1 are respectively orthonormal basis of Λ 2+ R 4 and sp(1) * . Let C = A × N , it is called configuration space. Let G = C ∞ (Q, G) H be the gauge group. For any g ∈ G, the gauge action is defined by
where η ∈ Ω 1 (G, g) G is the left-invariant Maurer-Cartan form on G and L g denotes the left G-action. In most of the time, we write L g −1 u as g −1 · u. A configuration (A, u) is solution to GSW if it satisfies the following equations
where η ∈ Ω 2+ (X, Adz) is a perturbation and z is the fixed point set of the adjoint action of G on g. By Proposition 4.2.8 of [3] , the GSW is gauge invariant.
Convention 4.
We fix a G-invariant metric g g over the Lie algebra g throughout.
3
Main results
Now we introduce the main results of this note.
Theorem 1. Assume that the moduli space of the GSW, M, is a smooth manifold of expected dimension. Then M admits natural quotient L 2 metric. The sectional curvature of those metrics is explicitly given in terms of Riemannian curvature of M , the Green operators of the deformation complex of GSW and the Hessian of nonlinear Dirac operator and moment map.
Remark 1. In fact, the conclusion of Theorem 1 is local. If M is not a smooth manifold, but M contains a smooth point. Then the statement is still true for a small neighbourhood of the smooth point.
The following two theorems concern the behavior of a sequence of harmonic spinors {u n } ∞ n=1 with uniform bound X ρ 0 • u n ≤ c 0 . When M = H n , this condition is equivalent to a uniform bound on the L 2 -norm of harmonic spinors.(Cf. Example 3.2.8 of [3] .) Theorem 2. Suppose that the Lie group G is zero dimension and (M, g M , I 1 , I 2 , I 3 ) is a hyperKähler manifold with χ 2 = 0. Let ρ 0 be the unique hyperKähler potential. Let {u n } ∞ n=1 be a sequence of harmonic spinors, i.e., D A u n = 0. Assume that there exists a sequence of uniform positive constant {c k } k∈N such that
) and a subset S ⊂ X with the following significations:
1. The set S is closed and the 2-dimensional Hausdorff measure of S is finite, i.e.
3. The set S is minimal in the following sense: If there is a subset
4. If lim n→∞ X ρ 0 • u n = 0, then S = ∅. Let u denote the limit of the sequence, then it is a parallel harmonic spinor, i.e.,
where ∇ M is the Levi-Civita connection of (M, g M ).
Remark 3. As our X is closed, if the images of {u n } ∞ n=1 are contained in a compact subset of M , then the curvature conditions on |Rm M | un | C k and |K M,H F A | un | C k are true. The reason why we keep these assumptions is as follows: When M is a Swann bundle, we can still get a convergence result under the curvature bound assumptions When dimG = 0, the connection A is determined by the Levi-Civita connection of (X, g X ).
Remark 4. When M = U (N ) is a Swann bundle,then the last statement of Theorem 2 doesn't make sense in general, as ρ −1 0 (0) may not be well defined. From the proof, we still know that {|d A u n |} ∞ n=1 is uniform bounded.
be a sequence of harmonic spinors. Under the assumptions in Theorem 2, then there exists a constant 0 < γ < 1 such that the sequence {ρ 0 •u n } ∞ n=1 converges to a nonnegative function ρ :
Remark 5. In general, we cannot expect that S = ρ −1 (0). For example, in the case that M = H, then {u n } ∞ n=1 are harmonic spinors in the classical sense. Hence, S = ∅. However, ρ −1 (0) = ∅ if and only if the limit harmonic spinor nowhere vanishes. Remark 6. When M = U (N ) is a Swann bundle and N is compact, the assumption on the image of {u n } ∞ n=1 can be removed. The second conclusion of Theorem 3 can be restated as follows. The sequence {u n } ∞ n=1 converges C ∞ loc to a harmonic spinor over X − ρ −1 (0). Please see Remark 8 as well.
Local structure of the moduli space
In this section, the goal is to establish the deformation complex and Kuranhsi structure for the moduli space of GSW.
Sobolev completion
Let M = Q× H M be the associated bundle. Embed M ֒→ R N for some positive integer N . Then for any section u ∈ Γ(X, M), we can define the Sobolev norm |u| W k,p via the embedding. Under the identification N = Γ(X, M), we define the Sobolev norm for elements in N . Let N k,p be the completion of N with respect to the norm | · | W k,p . Alternatively, N k,p is the subspace of W k,p (Q, M ) that consists of the H-equivariant maps. Similarly, we define the Sobolev completion for the gauge group, denoted by G k,p . For more details on the Sobolev completion of maps between manifolds, we refer the reader to Appendix B of [16] .
Convention 5. We denote the Sobolev completion of H-equivariant maps between manifolds by W k,p H . The Sobolev completion of H-equivariant, horizontal g-valued q forms is denoted by Ω q H (Q, g) k,p hor . We assume that kp > 4 throughout.
By the assumption that kp > 4, N k,p is a Banach manifold and the tangent bundle T N k,p is given by
The gauge group G k+1,p acts smoothly on C k,p . Let B k,p = C k,p /G k+1,p , the usual bootstrapping argument in gauge theory shows that B k,p is a Hausdorff space provided that kp > 4.
Slice of quotation space
Follow from the definition of gauge action and Lemma 2.1.45 of [3] , the linearisation of the gauge action at (e, (A, u)) is
Here
where ζ ∈ sp(1) with |ζ| = 1 and µ # is g g -dual of µ. Note that the term
Let To show that dimKerD (A,u) is finite and D (A,u) has closed range. It suffices to show that D (A,u) satisfies the following inequality
Note that d a : W k,p (X, Adg) → Ω 1 (X, Adg) k−1,p is elliptic, thus it satisfies the similar inequality as (8) . Therefore, inequality (8) is automatically true for D (A,u) . For the last statement, we argue by contradiction. Assume that Stab (A,u) = {e} and KerD (A,u) = 0. For any p ∈ Q and ξ = 0 ∈ KerD (A,u) , then
Therefore, exp(sξ) · (A, u) = (A, u) and this contradicts with the assumption.
It is called the local slice at (A, u).
As the metric g M is G-invariant, the exponential map is G-equivariant. Using this fact, it is easy to check that S k,p (A,u) is invariant under the action of Stab (A,u) .
Proof. The proof is the same as the usual case. Here we only sketch the main points.
is not diffeomorphic onto its image for any small U , then we can find two distinct sequences of ((A n , u n ), g n ) and ((A ′ n , u ′ n ), g ′ n ) such that F((A n , u n ), g n (g ′ n ) −1 ) = F((A ′ n , u ′ n ), e) and (A n , u n ), (A ′ n , u ′ n ) tend to (A, u). The bootstrapping argument implies that [((A n , u n ), g n (g ′ n ) −1 )] and [((A ′ n , u ′ n ), e)] lie inside a small neighbourhood of [(A, u), e] (Cf. LemmasB.5, B.9 of [16] ), which contradicts with the fact that F is a local diffeomorphism. 
Linearisation of GSW
, then it is a section of the bundle π E : E k,p → C k,p . The linearisation of F sw at (A, u) is
Definition 4.5. The deformation operator of GSW at (A, u) is a map
Note that D (A,u) is an elliptic operator. In particular, it is Fredholm. We denote the index of this operator by indD (A,u) .
This complex is called deformation complex. Its Euler number is −indD (A,u) .
Proof. It is easy to check that D (A,u) and D (A,u) F sw has closed range. The cohomology of the complex is is also finite dimension.
The remaining task is to prove that D (A,u) F sw • D (A,u) = 0. This follows from differentiate the GSW acting by g = exp(tξ) ∈ G k+1,p . To differentiate the Dirac equation, we have
The last equality follows from the fact that c 4 is parallel. Let a(t) = (exp(tξ) * A−A)(X) for any horizontal tangent vector X with respect to A. Then a ′ (0) = d a ξ(X). By definition,
where L u denotes the left G action along u, i.e., L u g = g · u, and κ M : T T M → T T M denotes the canonical flip. By Theorem 2.1.39 of [3] ,
By definition, the left hand side is
In sum, D (A,u) F sw • D (A,u) = 0 follows from equations (12), (13) and (15) .
The following lemma establish the Kuranishi chart of the moduli space. If [(A, u)] is a smooth point in the moduli space, then a small neighbourhood of M can be given the structure of a smooth manifold of dimension indD (A,u) .
Riemannian geometry of the moduli space
In this section, we study the Riemannian curvature of the moduli space. The moduli space may not be smooth manifold in general, thus we only compute the curvature tensor near the smooth points.
Assume that C k,p * 
denote the corresponding moduli space. We briefly summarise the idea here, it is the same as [1] and [5] . Over C, there is a natural metric defined by L 2 norm. Then B * inherits a quotient metric such that the projection C * → B * is a Riemannian submersion. We use the ONeill formula for Riemannian submersions to derive a formula for the sectional curvature of this quotient metric on B * . The metric over M * is induced from the embedding M * ֒→ B * . We compute the second fundamental form of this embedding and apply Gauss formula to get the curvature formula for M * .
L 2 metric and connection
The natural metric over C is given by
where
The connection ∇ C on C is product of the canonical connection on A and the connection on N . It are defined as follows. Let V = (b, v) and W = (c, w) be a vector fields over C. Let γ(t) be a path in A such that γ(0) = A and γ ′ (0) = c. Then
This connection is torsion-free and compatible with the metric g C . When we restrict ∇ C to subbundle T N , it is torsion-free and metric compatible as well, we denote it by ∇ N . For more details, please refer to Appendix of [3] .
The gauge action on T C is given by g · (b, v) = (Ad g −1 (b), (L g −1 ) * (v)). As the metric g M and < ·, · > g are G-invariant, the metric g C is gauge invariant. Therefore, g C descends to a unique Riemannian metric g B * such that the projection C * → B * is a Riemannian submersion. The metric g M * over M * is induced by the natural embedding M * ֒→ B * . The curvature over C, B * and M * are respectively denoted by Rm C , Rm B * and Rm M * .
Riemannian curvature of C and B *
In this section, we compute Rm C and Rm B * . 
Proof. The tangent bundle of C k,p is T C = T A k,p ⊕ T N k,p . Obverse that T A k,p is a trivial bundle with fiber Ω 1 H (Q, g) k,p hor . Since the curvature is a tensor, it only depends on the values of V, W, X at (A, u). Thus we can assume that a, b, c are constant sections over the trivial bundle T A k,p .
By definition,
whereṼ ,W are horizontal lifts of V, W .
The following lemma introduces a LieG valued two form over N .
Lemma 5.2. Define a two form Ω ∈ Ω 2 (N k,p , W k,p H (Q, g)) by the following relation
where u is any map in N k,p and v u , w u ∈ T u N k,p = W k,p H (Q, u * T M ). Proof. Using the fact that g M is H-invariant, then it is easy to check that Ω is H- 
Hence, Ω is antisymmetric and it is a two form.
We differentiate this equation. The differentiation of the first term d * a(t) b(t) is given as follows:
For any ξ ∈ W k,p H (Q, g), then
). According to the above discussion, we have 
Before we compute the second fundamental form, let us introduce the Hessian of the nonlinear Dirac operator and the map Φ 4 .
Definition 5.4.
1. Regards D A as a section of the vector bundle W k−1,p
where u(t) is any path passing through u and u ′ (0) = v. Regards Φ 4 as a section of the trivial bundle, the Hessian of Φ 4 is defined by Proof. For any v, w ∈ W k,p H (Q, T M ), we have
where R ∇ N is curvature of the connection ∇ N .
Similarly, we have
Since the curvature R ∇ Ω 2+ is a tensor and F + a can extend to be a constant section over the trivial bundle W k,p H (Q, M ) × Ω 2+ H (Q, g) k,p hor , R ∇ Ω 2+ (v, w)F + a = 0 by definition.
where r ∈ KerD (A,u) . Thus the second fundamental form is
By Lemma 5.5, the second fundamental form Π is symmetric.
Proof of Theorem 
A compactness result for harmonic spinors
In this section, we assume that G is a zero dimensional Lie group. Then the GSW is reduced to a single nonlinear Dirac equation D A u = 0, where A is the pullback of the Levi-Civita connection of X. Note that the elliptic regularity implies that the harmonic spinor is smooth. (Cf. Theorem 5.3.2 of [10] ) Besides, we assume that χ 2 = 0. Then M admits a unique hyperKähler potential ρ 0 . Finally, we assume that there is a uniform constant c 0 > 0 such that
Convention 6. In this section, we use c 0 to denote the uniform constant which only depends on geometric data. It may be different from line to line.
Under the assumption that χ 2 = 0, keep in mind that we have
This is an important property which helps us to reduce the nonlinear differential to linear differential. For the proof of this formula, please refer to Corollary 4.6.2 of [10] . Now we start to prove Theorems 2 and 3. To this end, let us recall the W eizenböck formula firstly. Theorem 6.1 ( Theorem 4.7.1 of [10] ). The W eizenböck formula for the generalized Dirac operator:
where Y u (F + A ) = 3 l=1 I l K M,H <F + A ,η l > | u and {η l } 3 l=1 are basis of sp(1). Lemma 6.2. There exists a constant c 0 > 0 such that X |d A u| 2 ≤ c 0 and |χ 0 • u| ≤ c 0 .
Proof. By the assumptions that g = {0} and χ 2 = 0, then Y u (F + A ) = 0. The W eizenböck formula becomes
Take inner product of the equation (34) with χ 0 • u, then we have
Integrate the equation (35), then we get
Assume that |χ 0 • u| 2 attends its maximum at p ∈ X. Let G p be the Green function of d * d with pole at p, then
Take r > 0 such that c 0 r 2 = 1 2 , then we get the sup-norm bound on |χ 0 • u|.
The proof of Theorem 2 is essentially the same as in [17] , we will sketch the proof latter. The key point is to use the Heinz trick to deduce a uniform bound on |d A u|. The Heinz trick that we need is summarised as follows. For more details about the Heinz trick and its proof, we refer the reader to Appendix A of [17] . Proposition 6.3 (Heinz trick). Let f : X → [0, ∞) be a nonnegative function. Suppose that there exists a constant c 0 > 0 such that f satisfies the following properties:
Then there exist constants ǫ 0 > 0 and δ 1 > 0 such that for all r ≤ δ 1 and B r (x) with
Convention 7. Let δ 0 denote the injective radius of (X, g X ). In order to simplify the notation, we assume that δ 1 = δ 0 all time.
The following two lemmas verify the conditions in Proposition 6.3. They are respectively counterparts of Propositions 2.1 and 3.4 of [17] . Lemma 6.4. Let u be a harmonic spinor. Define a function F x (r) = r −2
Br(x) |d A u| 2 for r ≤ δ 0 . Then
In particular, if |K M,H F A | u | ≤ c 0 , then e c 0 r F (r) + c 0 r 3 is non-decreasing. Proof. By definition,
Define a symmetric 2-tensor T = T ij dx i ⊗ dx j by
Assume that the {x i } is normal coordinate at p, then the divergence of T at p is
The last step follows from the curvature formula Lemma 2.4.2 of [10] . Therefore,
Let r(p) = dist(p, x) denote the distance function, the divergence theorem implies that 
(42) Lemma 6.5. Let u be a harmonic spinor, then 
By W eizenböck formula,
Take inner product of equation (44) with d A u, then we get
The conclusion follows from Cauchy Schwarz inequality.
Proof of Theorem 2 . By Lemmas 6.4, 6.5 and the Heinz trick (Proposition 6.3), we can find a constant ǫ 0 > 0 such that if
For each n and 0 < r ≤ r 0 , define a set S n,r = {x ∈ X, e c 0 r F n,x (r) + c 0 r 3 ≥ 1 2 ǫ 0 }, where F n,x is u n -version of F x . Roughly speaking, the blow-up locus S is defined by taking limit of S n,r as n → ∞ and r → 0. For more details, please refer to [17] .
For any compact set K ⊂ X − S, follows from definition of S, there exists r K > 0 such that F x (r) ≤ ǫ 0 for r ≤ r K and x ∈ K. Thus we deduce a uniform bound |d A u n | ≤ C K . By Arzela-Ascolli theorem, {u n | K } ∞ n=1 converges C 0 to u. Also, {u n | K } ∞ n=1 converges weakly W 1,p to u for any p. In particular, u satisfies the Dirac equation and it is smooth. For n ≫ 1, we can write u n = exp u (v n ) for some v n ∈ W 1,p (X, π!u * T M ). By elliptic regularity (Cf. Theorem 5.3.2 of [10] ), v n converges C ∞ to zero.
To see why S has finite Hausdorff measure. Given 0 < δ < δ 0 , we cover S by balls {B 4r j (x j )} with x j ∈ S, r j ≤ δ and {B 2r j (x j )} pairwise disjoint. Fix a large k such that 2 −k δ 0 < min j {r j }. According to the construction of S, for sufficiently large n, we can find
Take a small r 0 > 0, we deduce a uniform bound for j r 2 j . In particular, we have
Moreover, one can follow Proposition 4.1 of [17] to show that S is minimal.
Small energy case
The following two lemmas assert that if the L 2 norm of χ 0 • u n tends to zero, then the blow-up locus S is empty. Also, the limit of the sequence is a parallel harmonic spinor. Lemma 6.6. Suppose that X |d A u| 2 ≤ δ 2 0 ǫ 0 , then sup X |d A u| ≤ c 0 (δ −2 0 ǫ 0 + c 0 δ 2 0 ).
Proof. Suppose that |d A u| attends its maximum at x. By our assumption,
By Proposition 6.3, we have |d A u| 2 (x) ≤ c 0 (δ −2 0 ǫ 0 + c 0 δ 2 0 ). Lemma 6.7. Let {u n } ∞ n=1 be the sequence of harmonic spinors in Theorem 2. Assume additionally that lim n→0 X |χ 0 • u n | 2 = 0. Then there exists a subsequence of {u n } ∞ n=1 converges C ∞ to a parallel harmonic spinor u, i.e. d A u = 0. Moreover, ρ 0 • u = 0.
Proof. According to the assumptions and formula (35), there exists a integer n 0 > 0 such that for any n ≥ n 0 , we have X |d A u n | 2 ≤ δ 2 0 ǫ 0 . Lemma 6.6 gives an uniform bound on |d A u n |.
Follow from the standard elliptic regularity and Arzela-Ascolli theorem, we can find a subsequence of {u n } ∞ n=1 converges to u in C ∞ sense. The assumptions and formula (35) also implies that X |d A u| 2 = 0. Hence, u is parallel. ρ 0 • u = 0 is obvious.
Frequency function
In this subsection, we follow the technique in [7] and [13] to show that the sequence {u n } ∞ n=1 is convergence outside the zero set of a certain function. Assume that for any k ∈ N, there exists constant c k > 0 such that |K M,H
Define a nonnegative function κ by the relation κ 2 = e −2σ r −3 f , where σ(r) = Note that Corollary 6.10 implies that |σ(r)| ≤ c 0 r 2 and |σ ′ (r)| ≤ c 0 r. The frequency function at x is defined by N x (r) = r 3 Fx(r) fx(r) . By Lemma 6.9, it is straightforward to check that we have the following differential equality
Lemma 6.11. The frequency function satisfies the following differential inequality:
Proof. By equation (48) and Lemma 6.4, we have 
U (N ) = (0, ∞) r × C (N ), where C (N ) is a Sp(1) principal bundle over N . Over the compact set K ⊂ X in the proof above, c −1 K ≤ ρ 0 • u n ≤ c 0 implies that the image of {u n | K } ∞ n=1 lie inside a compact subset of M . Then we can still apply the Arzela-Ascolli theorem.
