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The formation of haloes in medium-mass nuclei is investigated using a new analysis method,
as available ones are proven to be incomplete/inaccurate. A decomposition of the intrinsic wave
function of the N-body system in terms of overlap functions allows a model-independent analysis of
the asymptotic properties of the intrinsic one-body density. The existence of a spatially decorrelated
region in the nuclear density profile is related to the existence of typical energy scales in the excitation
spectrum of the (N − 1)-body system. Several model-independent criteria, taking the density as the
only input, are introduced. The latter criteria allow a precise quantification of halo systems in terms
of the average number of participating nucleons and of their impact on the nuclear extension. Those
new ”halo factors” are validated through simulations and used in connection with self-consistent
mean-field methods. Performing spherical Hartree-Fock-Bogolyubov (HFB) calculations with state
of the art Skyrme and pairing functionals, a collective halo is predicted in drip-line Cr isotopes,
whereas no significant effect is seen in Sn isotopes.
PACS numbers: 21.10.Gv, 21.10.Pc, 21.60.-n, 21.60.Jz, 27.50.+e, 27.60.+j, 27.60.+q
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I. INTRODUCTION
The study of light nuclei at the limit of stability has
been possible in the last two decades thanks to the first
generation of radioactive ion beam facilities. One of the
interesting phenomena observed is the formation of nu-
clear haloes. In such systems, either the proton or the
neutron density displays an unusually extended tail due
to the presence of weakly bound nucleons [1]. Since the
first experimental observation of such an exotic struc-
ture in 11Li [2, 3], other light neutron halo systems
have been identified, for instance 6He [4], 11Be [5, 6, 7],
14Be [5, 8], 17B [5] or 19C [9, 10]. On the proton-rich
side, theoretical works demonstrated the possible exis-
tence of halo structures in spite of the Coulomb barrier
[11], as was seen experimentally for 8B [12, 13, 14, 15]
and 17Ne [16, 17]. Haloes in excited states have been ob-
served for 17F [18, 19], 12B [20] or 13B [21], and several
others were predicted [22].
Theoretical descriptions of light halo systems are
well under control. They rely on a cluster vision where
one (11Be, 19C) or two (11Li, 6He. . . ) loosely bound
nucleons define a low-density region surrounding a core.
Assuming that core and halo degrees of freedom can be
decoupled, essentially exact solutions of the simplified
many-body problem can be obtained by solving the
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Schro¨dinger equation for two-body systems [23, 24], or
Faddeev equations for three-body ones [4, 23, 25, 26].
However, the boundary between halo and non-halo
nuclei is blurred by the presence of core excitations.
Indeed, inert decoupling of the loosely bound nucleons
from the core is only an approximation. Nevertheless it
has been assessed that halo systems arise when [27, 28] :
(i) the probability of nucleons to be in the forbidden
region outside the classical turning point is greater than
50% (ii) the cluster structure is dominant and accounts
for at least 50% of the configuration. Such conditions
have been thoroughly studied [29, 30] and found to be
fulfilled when (i) the separation energy of the nucleus is
very small, in order of 2 MeV/A2/3 (ii) the loosely bound
nucleons occupy low angular momentum states (l = 0
or l = 1) for two-body clusters, or low hyperangular
momentum states (K = 0 or K = 1) for three-body
ones, in order to limit the effect of the centrifugal barrier
preventing the nucleons from spreading out [31] (iii) the
charge of the core does not exceed Z ≈ 10 for proton
haloes.
When going to heavier nuclei, few-body techniques face
theoretical and computational limits because of the large
number of degrees of freedom involved. Energy Density
Functional (EDF) [32, 33, 34] approaches based on the
self-consistent Hartree-Fock-Bogolyubov (HFB) method
become appropriate [35, 36]. Energy functionals, either
non-relativistic (Skyrme [37, 38] or Gogny [39]) or rel-
ativistic [40, 41, 42, 43, 44], constitute the only phe-
nomenological input to the method. Many questions still
2need to be addressed in order to formulate HFB-based
calculations of self-bound systems within a truly func-
tional approach [45, 46]. Phenomenological functionals
have now reached an accuracy suitable for comparison
of various observables with experimental data over the
known part of the nuclear chart [47, 48, 49, 50]. How-
ever, properties of current density functionals are not yet
under control in extreme conditions, where low-density
configurations, isospin or surface effects come strongly
into play. Thus, the capacity of existing functionals to
predict properties of exotic nuclei, such as their limits of
stability, remains rather weak [51]. In that respect, the
input from the coming generation of radioactive beam fa-
cilities (FAIR, RIBF, REX-ISOLDE, SPIRAL2. . . ) will
help to further constrain models and to design a Univer-
sal Energy Density Functional (UNEDF).
Halo structures can play a significant role in that re-
quest, as they emphasize low-density configurations and
surface/finite-size effects. Their study in medium-mass
nuclei should provide important information regarding
isovector-density dependencies and gradient/finite-size
corrections in the energy functional. The pairing strength
in low density regimes and the evolution of shell struc-
tures at the limit of stability might also be further con-
strained. However, two questions arise as we discuss
potential medium-mass haloes. Indeed, medium-mass
nuclei are (i) large enough that the cluster picture at
play in light nuclei needs to be revisited, in such a way
that our understanding of the halo phenomenon might
change significantly (ii) light enough that explicit cor-
relations associated with symmetry restorations and vi-
brational motions are important and may impact halo
properties. This could call for extended EDF methods
based on, for instance, the Projected Generator Coordi-
nate Method [52, 53, 54].
The first part of the present work is dedicated to a
new method to identify and characterize halo-type struc-
tures in medium-mass nuclei. A second article [55] will
be devoted to a large scale analysis of halo properties in
medium-mass nuclei using self-consistent HFB methods
and the tools introduced here. In particular, key issues
related to the impact of pairing correlations on haloes
will be addressed.
In both papers, we focus on spherical even-even nuclei.
Further extensions of the method to odd and deformed
systems can be envisioned. The charge restriction for
proton haloes identified in light nuclei is such that we
do not expect proton haloes in medium-mass systems.
Thus the largest part of the present work focuses on ex-
otic structures at the neutron drip-line.
The present paper is organized as follows : Sec. II
provides a quick overview of existing theoretical works
and methods used to characterize skins and haloes within
EDF approaches, whose basic aspects are briefly recalled.
In particular, the limitations of the Helm model are dis-
cussed. A new method to properly characterize weakly-
bound systems in a model-independent fashion is intro-
duced in Sec. III. We validate the method using toy
models before applying it to the results obtained from
self-consistent spherical HFB codes for Cr and Sn iso-
topes in Sec. IV. The latter section is also devoted to a
critical discussion of our results.
II. BASIC FEATURES OF HALO SYSTEMS IN
MEAN-FIELD APPROACHES
We present here an overview of existing works dedi-
cated to identifying halo signatures in N -body systems.
The purpose is to introduce the essential features which
will turn out to be useful later. Our goal is also to demon-
strate the limitations of existing analysis tools.
As usually done, we start in Sec. II A from an in-
dependent particle picture, and discuss how halo sys-
tems arise in the Hartree-Fock (HF) framework. Then,
pairing correlations are added through the Hartree-Fock-
Bogolyubov (HFB) method. The basic features of the
latter method are recalled and the role of pairing is dis-
cussed in Sec. II B. Results from HFB calculations of
chromium and tin isotopic chains are briefly reviewed in
Sec. II C to introduce currently used halo observables.
Finally, the Helm model is applied to those two isotopic
chains and its limitations are discussed in Sec. II D.
A. Importance of low angular momentum orbits
At the Hartree-Fock level, nucleons evolve indepen-
dently in their self-created mean-field V . Following
Ref. [56] for spherical one-neutron haloes (extended to
deformed systems in Ref. [57]), one starts by analyz-
ing the asymptotic properties of bound neutron single-
particle wave functions φi. They are solutions of the
















where r is the radial coordinate, l the orbital angular mo-





is related to the neutron single-particle
energy ǫi < 0
(2). Beyond an arbitrary large distance R,
the mean-field potential vanishes because of the short-
range nature of the nuclear interaction, and the asymp-
totic radial part of the wave function φ¯∞i satisfies the free
Schro¨dinger equation. It reads as :
φ¯∞i (r) = Bi hl(i κir), (2)
1 In the following, the radial part of a wave function f(~r ) is noted
f¯(r)
2 To make a connection with Sec. III, ǫ0 will denote the single-
particle energy of the least bound orbital : ǫ0 > ǫ1 > ǫ2 . . .
3where Bi stands for the Asymptotic Normalization Coef-
ficient (ANC) and hl(z) ≡ jl(z) + i nl(z) for the spheri-
cal Hankel functions, jl and nl being spherical Bessel and
Von Neumann functions, respectively. Spherical Hankel
functions read as :









k!(l − k)! . (3)




, where the decay constant κ0 is related
to the single-particle energy of the least bound occupied
orbital. In the Hartree-Fock scheme, the single-particle
energy ǫ0 identifies with the Fermi energy ǫF . According
to Koopmans’ theorem [58], ǫ0 is also equal to minus the
one-nucleon separation energy SN = E
N−1
0 − EN0 , where
EN0 is the ground state energy of the N -body system
at the HF level(3). As a result, long density tails arise
for weakly bound systems with SN → 0. A measure of
the spatial extension of the density is given by its radial
moments < rn >. At long distances, the dominant con-
tribution to < rn > comes from φ0, whose associated









|φ¯∞0 (r)|2 rn+2 dr
≡ In +On. (4)
The inner integral is finite by construction, whereas a
further splitting of On into two pieces, shows that, in the




for n > 2l − 1 (ii) diverges as ln(ǫ0) for n = 2l − 1 (iii)
remains finite for n < 2l− 1 [56]. In particular, one finds
that the wave function normalization 〈r0〉0 diverges for
s waves, whereas the second moment 〈r2〉0 diverges for
both s and p waves. As a result, the root-mean-square





diverges for ǫ→ 0 when φ0 corresponds to a s or p wave.
It diverges as ǫ
− 1
2




a p wave. The centrifugal barrier confines wave functions
with higher orbital momenta, in such a way that Rrms
remains finite as ǫ0 → 0 if φ0 has an angular momentum
l ≥ 2.
3 If the center-of-mass contribution is removed, as it is usually
done, corrections to Koopmans’ theorem come into play [59, 60,
61].
According to this standard analysis, only low-lying s
or p waves near the threshold are able to extend signif-
icantly outside the classically forbidden region. Their
presence and occupation seem to be a prerequisite for
the formation of neutron haloes. However, the second
moment < r2 > is only the leading order of the rep-
resentation of the total density. Its expansion includes
moments < rn > of higher orders, which probe the nu-
clear density at increasing distances. Even if the higher-
order moments weight usually little, one cannot rule out
l≥2-type halo structures yet, as 〈rn〉 will also diverge for
higher angular momentum states : < r4 > will diverge
for l = 0, 1, 2, < r6 > will diverge for l = 0, 1, 2, 3. . . and
so on.
B. Role of pairing correlations
Theoretical investigations of nuclei far from stability,
either in non-relativistic [62, 63, 64] or relativistic [65, 66,
67] EDF frameworks, have pointed out the importance
of pairing correlations. The treatment of static pairing
correlations can be performed through the Hartree-Fock-
Bogolyubov formalism, where the ground state energy is
a functional of the hermitian one-body density matrix ρ
and the skew symmetric pairing tensor κ, and reads(4):





















In Eq. 6, tij denotes matrix elements of the one-body
kinetic energy operator, whereas vρρiklj and v
κκ
iklj are the
two-body (antisymmetrized) matrix elements of the ef-
fective vertices in the particle-hole and particle-particle
channels, respectively. The matrix elements of ρ and κ
are defined as the normal and anomalous contractions :
ρij = 〈Φ|c†j ci|Φ〉, (7)
κij = 〈Φ|cj ci|Φ〉, (8)
where (ck, c
†
k) are fermionic creation and annihilation op-
erators in configuration space. In the EDF approach, the
auxiliary HFB state |Φ〉 is meant to provide a one-body
density mapping the exact one(5), and takes the form of
4 Individual states have a good isospin projection, q = n for neu-
trons or q = p for protons, which is included in the general
quantum number k ≡ (k, q). The basis can be split into the two
separated isospin components, as well as all matrices and fields
involved. The isospin quantum number q will be made explicit
only when necessary in the following.
5 See Appendix A 4 for the definition of the relevant one-body
density.





where |0〉 stands for the bare particle vacuum. The quasi-
particles operators (ην , ην
†) are introduced through the























The HFB equations of motion are obtained by min-
imizing the energy given by Eq. 6 with respect to
(ρij , ρ
∗
ij , κij , κ
∗
ij)i≤j , under the constraint that the par-
















where the Hartree-Fock field h′ and the pairing field ∆
are defined as :
h′ij = hij − λ =
∂E
∂ρji
− λ, ∆ij = ∂E
∂κ∗ij
, (12)
λ < 0 being the chemical potential. Solutions of Eq. 11
are the quasiparticle eigenstates of the system (U, V )ν ,
with energy Eν > 0. Quasiparticle occupations are de-







|V eν(~r )|2 d~r. (13)
In order to analyze the properties of the system, it is
convenient to introduce the canonical basis {|φi〉} [35,
71]. In this basis, individual states can be grouped in
conjugated pairs (l, l¯). The one-body density ρ is diago-
nal and the pairing tensor κ is in its canonical form :
ρij ≡ vi2δij , (14)
κij ≡ uiviδı¯j , (15)
where ui = uı¯ > 0 and vi = −vı¯ play the role of BCS-like
coefficients, v2i being the canonical occupation number.
It is convenient to use the canonical basis to provide a
single-particle picture and define individual energies and
pairing gaps as :
ei ≡ hii, (16)
∆i ≡ ∆iı¯. (17)
In the presence of pairing, the asymptotics of the
one-body neutron density is different from what it is in
the HF scheme. The decay constant κ0 is modified by





|ǫ0| = E0 − λ, where E0 = minν [Eν ] is the lowest quasi-
particle excitation energy. Even for canonical states lying
at the Fermi level at the drip-line (e0 ≈ λ ≈ 0), one has
E0 ≈ ∆0 ≥ 0. Therefore, in first approximation, paired
densities decrease faster than unpaired ones. In other
words, pairing correlations induce an antihalo effect by
localizing the density [72, 73].
Recently, the study of weakly bound nuclei using non
self-consistent HFB methods with a central Wood-Saxon
potential have shown that this effect could be ineffective
under extreme conditions [74, 75, 76]. Indeed, very
weakly bound s1/2 states (bound by a few keVs) tend to
decouple from the pairing field, due to their abnormal
extension. As a consequence, the r.m.s. radius of
such an unpaired orbital may diverge as in the HF
scheme, leading to the formation of a halo. Although
this possibility should be considered in principle, the
depicted situation of a s orbit bound by a few keVs right
at the drip-line would be highly accidental in realistic
nuclei. This will be discussed in Ref. [55].
Halo properties of drip-line nuclei have already been
studied in various isotopic chains using self-consistent
mean-field models [77, 78, 79, 80, 81, 82, 83, 84, 85].
In particular, the concept of giant halo has recently been
introduced, where contributions from many low-lying or-
bitals with large r.m.s. radii sum up to form suppos-
edly giant exotic structures [77]. Such a vision has been
characterized within relativistic and non-relativistic pic-
tures [81, 82, 83, 84, 85], mainly for Zr and Ca isotopes,
because of the presence of low orbital momentum l = 1
states close to the Fermi level at the drip-line. Presence of
more than two weakly bound orbitals have led to predict-
ing the existence of giant haloes composed of six to eight
neutrons. Those results are intuitively surprising, since
the enhancement of collectivity in medium-mass nuclei is
expected to decrease the chance to see spatially decorre-
lated nucleons. We will come back to this point.
C. Test cases : Cr and Sn isotopes
Chromium and tin isotopic chains are chosen as test-
ing cases. Study of halo-type structures in other drip-
line isotopes (Ca, Fe, Ni, Zr, Ti, Pb. . . ) and system-
atics over ∼ 500 ”spherical” nuclei will be presented in
Ref. [55]. Calculations are performed using the non-
relativistic HFB spherical code HFBRAD [86]. In HFBRAD,
the space is discretized within a sphere of 40 fm radius,
using vanishing boundary conditions for the wave func-
tions (Dirichlet conditions). Convergence of the calcula-
tions as a function of numerical parameters will be com-
mented on later, and has been checked in the case of
the results which are presented here. The Skyrme SLy4
functional [87, 88] is employed in the particle-hole chan-
nel. The particle-particle effective vertex is a density-
5dependent delta interaction corresponding to a ”mixed-
type” pairing. Its form factor is a compromise between
a pairing which is constant over the nucleus volume
(”volume-type”), and one which is peaked at the nucleus
surface (”surface-type”) [89, 90, 91, 92, 93]. To avoid
divergences due to the local nature of the pairing func-
tional, a phenomenological regularization scheme corre-
sponding to a smooth cut-off at 60 MeV in the single-
particle equivalent spectrum is used [63]. Such a pair-
ing functional will be referred to as DFTM. More details
about the Skyrme and pairing functionals used will be
given in Ref. [55].
The HFB problem is solved self consistently, so the
”depth” and ”width” of the central potential cannot be
manually adjusted to reduce the binding energy of weakly
bound states. Thus, potential halo candidates have to
be found among realistic nuclei, the elementary criterion
for halo candidates being the presence of low-lying low-l
orbitals near the Fermi energy at the neutron drip-line,
by analogy with the situation in lighter systems.
1. Chromium isotopes
Chromium isotopes (Z = 24) at the neutron drip-line
are among the best halo candidates [55] among all pre-
dicted spherical medium-mass nuclei [94, 95]. In Fig. 1,
the least bound neutron canonical energies ei are plotted
along the isotopic chain, 80Cr being the predicted drip-
line nucleus. The presence of low-lying 3s1/2 and 2d5/2
orbitals at the drip-line provides ideal conditions for the
formation of halo structures.
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Figure 1: Neutron canonical energies ei along the Cr iso-
topic chain, obtained through spherical HFB calculations with
the {SLy4+DFTM} functionals. Conventions for individual
states used in all the figures of this paper are given in Tab. I
As discussed in Sec. II A, the abnormal extension of
the one-body neutron density is usually characterized










Table I: Conventions used in all the figures for the labeling of
individual states.
approaches the drip-line, which is presented in Fig. 2.
A significant kink in the neutron r.m.s. is seen at the
N = 50 shell closure. Such a kink is usually interpreted
as a signature of the emergence of a neutron halo [77, 79].
However, this could equally be due to a shell effect. In-
deed, as the N = 50 gap is crossed, the two-neutron sep-
aration energy drops, as seen in Fig. 3. Thus, the decay
constant κ0 of the one-body density is largely reduced.
However, a genuine halo phenomenon relates to the ex-
istence of a region which spatially decorrelates from a
core. Even though the present case looks very favorable
as S2N drops to almost zero, this cannot be thoroughly
addressed in general by looking only at the evolution of
the r.m.s. radii.
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Figure 2: Same as Fig. 1 for proton (), neutron () and
charge (N) r.m.s. radii. Experimental values for charge r.m.s.
radii are indicated when available (H), along with experimen-
tal error bars [96].
2. Tin isotopes
Sn isotopes (Z = 50) have always been considered as a
milestone for mean-field methods. Because of the magic
proton number, they are rather easy to produce in ra-
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Figure 3: Same as Fig. 1 for two-neutron separation ener-
gies S2n (). Experimental values are indicated when avail-
able [97] (N when both masses are known, H when at least
one comes from mass extrapolation), along with experimental
error bars.
dioactive beam facilities. Properties of two doubly-magic
tin isotopes, 100Sn and 132Sn, are established and some-
times used in the fitting procedure of Skyrme function-
als or Gogny interactions [36]. Also, the long isotopic
chain is convenient for systematic studies. At the neutron
drip-line, corresponding to 174Sn for the {SLy4+DFTM}
parameter set, the least-bound orbitals are mostly odd-
parity states, among which 3p3/2 and 3p1/2 states might
allow a halo-type structure to develop (Fig. 4).
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Figure 4: Same as Fig. 1 for neutron canonical energies of
Sn isotopes.
However (i) the l = 1 states are relatively well bound
(ii) the least bound orbital is the 1i13/2 (l = 6) intruder
state, which can hardly overcome the centrifugal barrier
to create a halo structure. Nevertheless, the neutron
r.m.s. radius (Fig. 5) exhibits a weak kink at the N = 82
shell closure, which has been interpreted as a halo signa-
ture [79].
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Figure 5: Same as Fig. 2 for proton, neutron and charge
r.m.s. radii of Sn isotopes.
However, and as pointed out before, an analysis based
on r.m.s. radii only is somewhat incomplete/misleading.
Indeed, although the shell effect at the N = 82 magic
number is related to a sudden decrease of the two-
neutrons separation energy, the latter does not drop to
zero at this point, as seen in Fig. 6. A direct connection
between the r.m.s. kink and the formation of a neutron
halo is very dubious.
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Figure 6: Same as Fig. 3 for two-neutron separation energies
of Sn isotopes.
Characterization of haloes through the definition of
neutron matter thickness and one-neutron region thick-
ness is possible [80], but remains arbitrary and corre-
lated to a one-neutron halo hypothesis. Another possible
way is to extract so-called ”halo factors” from the indi-
vidual spectrum through antiproton annihilation prob-
ing the nuclear density extension [78, 98]. However, such
tools do not allow the extraction of quantitative proper-
ties, such as the actual number of nucleons participating.
They also define the halo as the region where the neutron
7density dominates the proton one, which is an admixture
of the neutron skin and the (potential) halo. An other
method, which is expected to allow a more quantitative
analysis, is now reviewed in more details.
D. The Helm model
1. Overview
The original purpose of the Helm model, introduced in
Refs. [99, 100, 101] for the analysis of electron scattering
on even-even nuclei, was to fit the experimental charge
density using a few-parameter anzatz. The normalized
nuclear charge density was approximated by the convo-
lution of a sharp-sphere density of radius R0 defining the
nuclear extension, and a gaussian smoothing profile of
width σ describing the surface thickness :
ρH(~r ) = ρ0
∫
fg(~r − ~r ′ )Θ (R0 − |~r ′ |) d~r ′, (18)














The invariance of Eq. 18 under an arbitrary rota-
tion ensures that the Helm density ρH is spherical :
ρH(~r ) = ρH(r). Its Fourier transform, the form factor













The r.m.s. radius of the Helm density only depends on











This model has been used to study neutron skins and
haloes in medium-mass nuclei close to the neutron drip-
line [79]. Proton and neutron densities were defined as a
superposition of a core density ρqcore plus a tail density
ρqtail describing, when necessary, the halo. The idea was
to reproduce the core part ρqcore using the Helm anzatz
ρqH from Eq. 18, normalized to the nucleon number N
q
(N q = N or Z). The two free parameters (Rq0, σ
q) were
adjusted on the high momentum part of the realistic form
factor F q(k) = 4π
∫
ρq(r) r2 j0(k r) dr, where ρ
q(r) is the
density coming out of the calculations. It was suggested
in Ref. [79] to evaluate (i) Rq0 through the first zero k
q
1
of the realistic form factor : Rq0 =
z11
kq1
, where z11 is the
first zero of the Bessel function j1 (z
1
1 ≈ 4.49341 . . .) (ii)
σq by comparing the model and realistic form factors at
their first extrema kqM (a minimum in the present case).





















Rrms(q) (geometric radius) for realistic









(Helm radius) for model densities.
Adjusting the parameters to the high momentum part
of the realistic form factor was meant to make the fit-
ting procedure as independent of the asymptotic tail of
ρq(r) as possible. Therefore, RHelm(n) should not incor-
porate the growth of Rgeom(n) when the neutron sepa-
ration energy drops to zero and the spatial extension of
weakly bound neutrons increases dramatically. In addi-
tion, it was found that the difference between RHelm(p)
and Rgeom(p) was negligible near the neutron drip-line.
From these observations, the neutron skin and neutron






2. Limitations of the Helm model
Proton and neutron Helm radii are compared to the
geometric ones on Fig. 7 for chromium and tin isotopes.
The behavior of Rgeom(q) and RHelm(q) for Sn isotopes
is the same as in Ref. [79](7). For both isotopic chains,
the sudden increase of the neutron geometric radius
after the last neutron shell closure might be interpreted
as a signature of a halo formation. However, ∆Rhalo is
non-zero along the entire Cr isotopic chain, even on the
proton-rich side. The latter result is problematic since
no neutron halo is expected at the proton drip-line.
The latter can be understood as a direct consequence of
the gaussian folding in the definition of the Helm density
6 Similar definitions could be applied to nuclei close to the proton
drip-line, where a proton halo is expected instead of a neutron
one.
7 Results slightly differ from Ref. [79] because of the different
pairing functional and regularization scheme used, as well as the
larger number of j-shells taken into account in the present cal-
culations. The influence of limiting the number of j shells in the
calculations will be discussed in Ref. [55].
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Figure 7: Geometric and Helm radii for Cr (top panel) and
Sn (bottom panel) isotopes calculated in the spherical HFB
approach with the {SLy4+DFTM} functionals.
(Eq. 18). The asymptotic decay of the Helm density is
roughly quadratic in logarithmic scale, whereas a linear
decay is expected [62, 63, 102]. To illustrate this point,
Fig. 8 displays the realistic and Helm densities of 54Cr
(in the valley of stability) and 80Cr (drip-line nucleus).
The different asymptotic behaviors is obvious here. The
Helm densities are unable to reproduce the correct long-
range part of the non-halo proton density, or the neutron
density of nuclei in the valley of stability.
The difference in the asymptotics leads to unsafe pre-
dictions for the halo parameters ∆Rhalo because skin
and halo cannot be properly separated with this method.
Thus, one may put into question the accuracy of the Helm
model to analyze halo properties. Such problems, as well
as a lack of flexibility to account for finer details of the
nuclear density had already been pointed out in relation
with electron-electron scattering experiments [103].
One might then also question the fitting procedure in-
troduced in Ref. [79]. The method naturally requires Rq0
and σq to be adjusted on the form factor at sufficiently
large k to relate to the ”core” part of the density only. For
these reasons, the procedure proposed in Ref. [79] seems


































Figure 8: Realistic (solid lines) and Helm (dashed-dotted
lines) densities of 54Cr and 80Cr.
to be a good compromise at first. But other choices can
been made, such as using the second zero kq2 of F
q(k)
to adjust Rq0. Following such arguments, four slightly
different fits, all consistent with the general idea exposed














































(0.4 kq1) = F
q ′(0.4 kq1)
(9).
Fig. 9 shows the halo parameter ∆Rhalo obtained
for Cr isotopes using protocols A1 to A4. Although the
general pattern remains unchanged, the halo parameter
significantly depends on the fitting procedure used to
8 This is the standard procedure from Ref. [79].
9 This method includes more of the long distance part of the real-
istic density.
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Figure 9: Halo parameter ∆Rhalo for chromium isotopes using




q). Because of the wrong asymptotics
of the Helm density discussed above, one cannot make
∆Rhalo to be zero for magic and proton-rich nuclei (cf.
protocol A4), keeping unchanged its values for halo
candidates at the neutron drip-line(10). In addition,
such a procedure would require an a priori knowledge of
reasonable halo candidates.
As a next step, we tried to use other trial densities
to improve the standard Helm model. However, a key
ingredient is to have an analytical expression of the asso-
ciated form factor, which is then adjusted on the realistic
one. We could not find any expression for the convolu-
tion product leading to analytical expressions of F qH and
to good asymptotics, with only two free parameters(11).
Finally, adjusting the model density on the realistic one
in coordinate space to capture those missing asymptotics
would also rely on an arbitrary a priori separation of the
density into core and tail contributions.
Although the Helm model looked promising at first,
we have shown the versatility of its predictions. The
inability of the model to describe the correct asymptotics
of the nuclear density in the valley of stability, as well
as the too large freedom in the fitting procedure, limit
very much its predictive power. Therefore a more robust
analysis method is needed to characterize medium-mass
halo nuclei.
10 The Helm densities obtained with the A4 protocol still do not
match the realistic ones, even for protons.
11 Using model densities depending on three free parameters would
make the Helm model even more dependent on the fitting pro-
cedure.
III. NEW CRITERION FOR A QUANTITATIVE
ANALYSIS OF HALO SYSTEMS
Although deceiving, the previous attempts have under-
lined the following point : an accurate method must char-
acterize haloes through the existence of a spatially decor-
related component in the nucleon density. We propose in
the following a method which allows the extraction of
such a contribution to the one-body density in a model-
independent way. Our starting point is a thorough anal-
ysis of the one-body density. Characterizing halo struc-
tures requires in particular an accurate description and
understanding of the asymptotic behavior of the latter.
Such an analysis is performed in Sec. III A. Applications
of this model-independent characterization to mean-field
HF and HFB methods is presented in Sec. III B. Finally,
in Sec. III C, the previous properties are used to define
the halo region as well as new quantitative criteria.
A. Properties of the one-body density
1. Definitions and notations
Complete derivations of the results and additional
properties of the quantities introduced in the following
can be found in Appendix A. The main results are
summarized here.












where rij = |~ri − ~rj | and V denotes the bare nucleon-
nucleon interaction. HN is invariant under translation
and can be decomposed into a center-of-mass HNc.m. and




(~r1 . . . ~rN ), can be factorized into the center-of-
mass part (plane wave) times the intrinsic wave function :
ΨN
i, ~K
(~r1 . . . ~rN ) = e
i ~K.~RN ΦNi (
~ξ1 . . . ~ξN−1), (25)








12 The Coulomb interaction is omitted here, as the focus is on neu-
tron haloes. The spin degrees of freedom are also not explicitly
included, but their introduction would not change the final re-
sults. Finally, the Hamiltonian is restricted to a two-body vertex.
The conclusions would not change either with the introduction
of the missing three-body force, because of its short range.
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The intrinsic wave function ΦNi is expressed using the
N − 1 independent Jacobi coordinates :





which are invariant under translation, and is associated
with the intrinsic energy ENi .
The ground-state intrinsic wave function ΦN0 can be
expanded in terms of the complete orthonormal set of
intrinsic (N − 1)-body wave functions {ΦN−1ν }, which
are eigenstates of the (N − 1)-body intrinsic Hamilto-
nian [104, 105, 106, 107] :
HN−1intr Φ
N−1




ν (~r1 . . . ~rN−1),
(28)
such that :





ΦN−1ν (~r1 . . . ~rN−1)
× ϕν(~rN − ~RN−1). (29)
The states ΦN−1ν are ordered by increasing intrinsic en-
ergies, ν = 0 corresponding to the ground state of the
(N − 1)-body system. The normalization of the over-
lap functions provides the so-called spectroscopic fac-
tors [108, 109] :
Sν =
∫
d~r |ϕν(~r )|2. (30)
For large distances r > R, the nuclear interaction van-
ishes and the asymptotic radial part ϕ¯ν of the overlap
functions becomes solution of the free Schro¨dinger equa-
























nus the one-nucleon separation energy to reach ΦN−1ν .
Solutions of the whole free Shro¨dinger equation take the
form :






Finally, the relevant object to be defined for self-bound








which shows that the intrinsic one-body density matrix
is completely determined by the overlap functions [110].
One can extract the intrinsic one-body density ρ[1](~r )










where the energy degeneracy associated with the orbital
momentum has been resolved through the summation of
the spherical harmonics.
2. Asymptotic behavior
According to Eqs. 32 and 34, the intrinsic one-body






(2lν + 1)|hlν (i κνr)|2. (35)
The intrinsic one-body density at large distances is a su-
perposition of energy- and l-dependent individual com-
ponents. For very large arguments, Eq. 3 shows that the




Thus the ν = 0 component dominates and provides the








The very asymptotic form of the Hankel function is inde-
pendent of the angular momentum(15). As a result, the
contributions of the overlap functions to ρ∞[1] are ordered
according to their corresponding separation energies |ǫν |.
However, corrections to this ordering at smaller distances
come from (i) the l-dependence of the Hankel functions
due to the centrifugal barrier, which favors low angu-
lar momentum states (ii) the (2l + 1) degeneracy factor
which favors high angular momentum states. Again, for
extremely large distances the least bound component will
always prevail, although this may happen beyond simu-
lation reach(16). To characterize the net effect of correc-
tions (i) and (ii), the contributions (2lν + 1)|hl(i κνr)|2,
13 Rigorously, this is true only if the convergence of the overlap
functions to their asymptotic regime is uniform in the mathemat-
ical sense, i.e. if they reach the asymptotic regime at a common
distance R [110]. This is not actually proven in nuclear physics,
but has already been shown in atomic physics [112, 113] for the
electron charge density.
14 Note that the asymptotics of ρp and ρn are different because
of the charge factor (Hankel functions for neutrons, Whittaker
functions for protons).
15 This explains why high order moments 〈rn〉 of the density di-
verge when high-l states are loosely bound, as it was observed in
Sec. II A.
16 For instance, if a l=6 component is less bound than a l=0 one by
only 5 keV, it is only beyond r=100 fm that the former becomes
the leading component in the asymptotic density.
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for a fixed energy but different angular momenta, are
compared in Fig. 10 for the solutions of a simple finite
spherical well. Outside the well, Hankel functions are
exact solutions of the problem. The potential depth is
adjusted to obtain identical eigenenergies for all lν . The
(2lν +1) factor reduces the gap between s and p compo-
nents. However, the effect of the centrifugal barrier is the
strongest for large r, where individual states are ordered
according to lν , favoring low angular momenta. In the
end, the separation energy remains the leading factor as
far as the ordering of overlap functions at long distances
is concerned.























Figure 10: Squared components of the solutions of a finite
spherical well of fixed width a = 4 fm, multiplied by the
spherical degeneracy factor (2l+1), for various angular mo-
menta and fixed energy ǫ = −100 keV. The first state for each
lν (nodeless component corresponding to a primary quantum
number equal to 0) is represented.
3. Consequences on the one-body density
The ordering of the individual components in ρ∞[1] has
interesting consequences on the properties of the density
as a whole. Indeed, if normalized overlap functions ψν(~r )










Let us take all spectroscopic factors equal to 1 for
now. The ν = 0 component, corresponding to the
smallest separation energy, dominates at large distances.
Because of continuity (ψ¯ν(r) ∈ L2(R+)) and normal-
ization conditions, this implies that ψ¯0(r) has to cross
all the other overlap functions as r goes inward from
+∞ to 0. The position at which ψ0 crosses each ψν
depends on the difference of their separation energies
and angular momenta. In particular, there will exist
a crossing between ψ¯0(r) and the remaining density
∑
ν>1
Cν(r). The same situation is encountered when
considering ψ¯1(r) : it will cross the remaining density[
ρ[1](r) − C0(r)− C1(r)
]
etc. . . The centrifugal barrier
will influence the position of such crossings but not
their occurrence, because of the robustness of the (very)
asymptotic ordering discussed in the previous section.
Let us now incorporate the effect of spectroscopic fac-
tors. Qualitatively, Sν is known to increase with the
excitation energy of the corresponding eigenstate of the
(N − 1)-body system. Thus, the normalization of ϕ0 is
smaller than those of the excited components ϕν , which
mechanically ensures the existence of the crossings dis-
cussed previously. A similar reasoning holds when going
from ϕ0 to ϕ1 etc. . .
One should finally pay attention to the number of
nodes of ϕ¯ν(r). This effect actually favors low angular
momentum states as far as the asymptotic positioning
is concerned : if two components have the same energy
but different angular momenta, the one with the low-
est l will have a greater number of nodes (according to
Hund’s rule), and contribution from its central part to
the total normalization is reduced. That is, the weight
of the asymptotic tail is increased, which favors its dom-
ination at long distance. However, this effect is expected
to have a small impact in comparison with the other dis-
turbances discussed in the previous section. As a result,
the occurrence of crossings between the components of
the density is not jeopardized by the existence of nodes
in the overlap functions.
B. Applications
In the previous section, the energies at play denote
exact nucleon separation energies. No approximation to
the nuclear many-body problem has been involved so
far. As a result, the results obtained are fully general
and model-independent. In practice however, one uses
an approximate treatment of the N -body problem. Let
us briefly discuss how the previous analysis translates
into HF and HFB schemes.
First, an important clarification regarding the physi-
cal interpretation of the quantities at play in the calcu-
lations must be carried out. Indeed, the laboratory wave
functions used in EDF approaches based on the HF or
HFB methods are auxiliary states built in a way that the
one-body density intends to map the exact intrinsic den-
sity. The HF/HFB states |Φ〉 explicitly break the trans-
lational invariance of the system. The one-body density
is then calculated through the laboratory density opera-
tor, as defined by Eq. A15, and maps the exact intrinsic
one-body density. Important issues are raised by this
12
mapping procedure(17). Additionally, in standard DFT,
the Kohn-Sham implementation of the Hohenberg-Kohn
theorem ensures that (only) the least bound Kohn-Sham
energy |ǫ0| relates to the exact separation energy. Re-
arrangement terms come into play for other Kohn-Sham
energies. One usually assumes that all |ǫν | constitute a
good zeroth order approximation to exact separation en-
ergies between the N -body ground state and states in the
(N − 1)-body system.
1. Hartree-Fock case
In the HF implementation of the EDF approach, spec-
troscopic factors are either 0 or 1, and behave according
to a step function Sν = Θ(ǫF − eν). The HF single-
particle states φν are the canonical states, and identify
with the intrinsic overlap functions ϕν , thus ǫν ≡ eν . The







where the sum over ν can be truncated to the N low-
est energy states. The HF functions being solutions of
the one-body Schro¨dinger equation given by Eq. 1, the
analysis presented in the previous section for the intrinsic
density directly applies.
2. Hartree-Fock-Bogolyubov case
In the HFB formalism, the one-body density can be
evaluated using either the canonical states φi or the lower













The eigenstates of the (N − 1)-body system are described
as one-quasiparticle states on top of the fully paired
N -body ground state(18), thus |ǫν | ≡ Eν − λ. The over-
lap functions can be assimilated, through the mapping
17 Phenomenological nuclear EDF calculations of self-bound nuclei
are not properly related to an exact Hohenberg-Kohn/Kohn-
Sham-like scheme. In particular, many issues related to the
present interpretation and the role of symmetry breaking must
be clarified.
18 It can be shown that the perturbative one-quasiparticle state
η
†




n particles in average if |Φ〉 is con-
strained to N particles in average. It is only for deep-hole quasi-
particle excitations (v2n ≈ 1) that the final state will be a good
approximation of the (N − 1)-body system. The correct proce-
dure is to construct each one-quasiparticle state self-consistently
by breaking time-reversal invariance, and requiring (N − 1) par-
ticles in average [114, 115]. The overlap functions and spectro-
scopic factors could be computed numerically in such a context.
discussed above, to the lower component of the quasipar-
ticle wave functions. Thus, the spectroscopic factors Sν
identify with the quasiparticle occupations Nν as defined
by Eq. 13. This shows that HFB-based EDF approaches
explicitly incorporate some effects of the spreading of the
single-particle strength in the quasiparticle approxima-
tion [116].
The function Sν = f(|ǫν |), whose typical behavior is
presented in Fig. 11 for 80Cr, takes continuous values be-
tween 0 and 1. The difference between hole-like quasipar-
ticle excitations and particle-like ones is visible. Indeed,
Sν increases with |ǫν | for hole-like excitations. They con-
stitute the main branch which tends to a step function
when correlations are not explicitly included, like in the
HF-based EDF approach. On the other hand, spectro-
scopic factors of particle-like quasiparticle excitations go
to zero for high-lying excitations.









Figure 11: Neutron quasiparticles occupation as a function of
the equivalent HFB energy in the 80Cr, calculated with the
{SLy4+DFTM} functionals. The conventions from Tab. 1
are used for labeling individual quasiparticle states. Only




The discussion of Sec. III A 3 shows how the individ-
ual contributions to the one-body density position them-
selves with respect to each other. This is now used to
characterize halo systems. As pointed out earlier, the
most simple and general definition of a halo relates to
the existence of nucleons which are spatially decorrelated
from the others, constituting the ”core”. This can only
be achieved if some contributions to the intrinsic density
exhibit very long tails. Also, ”delocalization from the
core” requires the latter to remain well localized. Those
properties can be understood in terms of crossings be-
tween weakly bound components and well-bound ones in
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the one-body density. To achieve a spatial decorrelation
between a core and a tail part, crossings between two
groups of orbitals with very different asymptotic slopes
have to occur. This will translate into a sharp crossing
and a pronounced curvature in the density. Such a cross-
ing is illustrated in Fig. 12 for a simple model where the
halo is due to a single state. Of course, more complex
situations have to be considered where multiple states
contribute to the core and the halo. Indeed, the enhance-
ment of collectivity in medium-mass systems implies that
one does not expect a single state to be well separated
from the others.












Figure 12: ”Core+tail” simplified model. The total den-
sity (solid line) is the superposition of a core contribution
(dashed line) and a halo one (dash-dotted line). A semi-
phenomenological density (see Appendix B) is used for the
core density, whereas the halo part is the realistic 31/2 state
of 80Cr obtained from spherical HFB calculations with the
{SLy4+DFTM} functionals.
2. Relevant energy scales
The need for an abrupt change of slope in the den-
sity provides crucial conditions for the existence of halo
structures, which translate into specific patterns in the
excitation energy spectrum of the (N − 1)-body system.
Firstly, to extend out far away, the least bound com-
ponent ϕ0 must have a very small separation energy.
Second, several components ϕ1, ϕ2 . . . ϕm may contribute
significantly to the density tail if they all have separation
energies of the same order as ϕ0. Third, for those tails
to be spatially decorrelated from the rest of the density
(the ”core”), the components with ν > νm have to be
much more localized than those with ν ≤ νm. This con-
dition is fulfilled when the crossing between the mth and
(m+1)th components in the density is sharp, which cor-
responds to very different decay constants κm << κm+1
at the crossing point.
This suggests that a halo appears when (i) the one-
neutron separation energy SN = |ǫ0| is close to zero (ii)
a bunch of low energy states in the (N − 1)-body system
have separation energies |ǫν | close to zero (iii) a signif-
icant gap in the spectrum of the (N − 1)-body system
exists, which separates the latter bunch of states ϕν from
higher excitations.
A very similar discussion was proposed in connec-
tion with Effective Field Theory for weakly bound nu-
clei [117], where two energy scales (E,E′) were found
relevant : (i) the nucleon separation energy E = SN
which drives the asymptotic behavior of the one-body
density (ii) the core excitation energy E′ = |ǫm+1| which
needs to be such as E′ >> E, in order for the tail or-
bitals to be well decorrelated from the remaining core.
One additional energy scale that we presently identify is
the energy spread ∆E of the low-energy low-lying states,
which becomes relevant when more than one component
is involved in the halo. The latter analysis is displayed
in Fig. 13 and is also translated in terms of mean-field
canonical energies ei.
(a)Canonical neutron energy spectrum ei.
(b)Separation energy spectrum |ǫν | for the (N − 1)-body system.
Figure 13: Energy scales relevant for the appearance of haloes
(right-hand sides). The realistic spectra obtained through
HFB calculations of the last chromium isotopes are shown on
the left-hand sides.
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In the end, the ideal situation for the formation of a
halo is : (i) a very small separation energy, in orders of a
few hundred keVs. The empirical value of 2 MeV/A2/3
from Refs. [29, 30] gives a good approximation of ex-
pected values in halo systems (ii) a narrow bunch of
low-lying states, whose spread ∆E should not exceed
∼ 1 MeV (ii) a large gap E′ with the remaining states,
at least 4 or 5 times the separation energy E. Those are
only qualitative values, and obviously there is not sharp
limit between halo and non-halo domains.
3. Characterization of the halo region
As discussed in the previous section, a halo will be
characterized by a pronounced ankle in the density, due
to the sharp crossing between the aggregated low-lying
components and the remaining ones. This ankle trans-
lates into a peak in the second derivative of the log-
density, as seen in Fig. 14 for a schematic case.



















Figure 14: The ankle of the log-density due to the presence
of a low-lying state well separated from the remaining ones :
log-density (bottom panel), first (middle panel) and second
(top panel) log-derivatives. The conventions are the same as
in Fig. 12.
At the position r = rmax of the maximum of the peak,
core and tail aggregated contributions cross, that is they
contribute equally to the total density. At larger radii,
the halo, if it exists, dominates. Therefore, we define
the decorrelated region as the region beyond the radius r0
where the core density is one order of magnitude smaller
than the halo one. However the latter definition poses
two practical problems. First, in realistic calculations,
one only accesses the total density. Second, the choice of
one order of magnitude is somewhat arbitrary.
Many simulations have been performed to locate r0
unambiguously, using either one or several contributions
to the halo density, and covering large energy ranges for
E, E′ and ∆E. More details on the method used to find
the best approximation for r0, as well as corresponding
theoretical error bars, are given in Appendix B. It has
















as exemplified in Fig. 15. Also, error bars on the deter-





Once validated by simulations, the method only relies on
the density as an input, and does not require an a pri-
ori separation of the one-body density into a core and a
halo. Finally, one may note that our definition of the halo
region does not exclude contributions from components
with angular momenta greater than 1, and the results for
realistic systems will be ”as it”.
4. Halo criteria
We now introduce several criteria to characterize the
halo in a quantitative way. First, the average number of




ρ(r) r2 dr. (42)
Another important information is the effect of the halo
region on the radial moments of the density. By definition
of r0, the contribution of the core to any moment < r
n >
is negligible for r ≥ r0(19), and the following quantity can
be used to evaluate the effect of the decorrelated region
19 It has been checked in the case of the r.m.s. radius, and is all
the more true as n increases.
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Figure 15: Definition of the decorrelated area r > r0 through
the second derivative of the log-density, using the same model
density as in Fig. 14. The shaded area corresponds to the
tolerance margin (error bars) on r0 (see text).












Figure 16: Consequences of the definition of r0 (center vertical
line - see text) in the same model as in Fig. 14. The halo
density dominates the core part by one order of magnitude.
on the nuclear extension :
















δRhalo is similar to ∆Rhalo defined in the case of the
Helm model (Eq. 23). However, it does not rely on any
a priori decomposition of the density into a core and a
halo part. Extensions to all radial moments of the density
can be envisioned(20).
The error bars on r0 propagate to error bars on Nhalo
and δRhalo. Obviously Nhalo and δRhalo are correlated.
However they do not carry exactly the same information,
and are both relevant. The latter feature will strongly
manifest itself when dealing with systematic calculations
over the nuclear landscape [55].
In the case of stable/non-halo nuclei, both quantities
will be extremely small. There is still a slight curvature
in the density profile for such nuclei, which translates
into a very broad peak in the second log-derivative,
but the r0 value will be large and will define a region
where the density is extremely low. This is illustrated
by Fig. 17, where r0 is plotted for chromium isotopes as
a function of A. The maximum of r0 is attained for the
magic shell N = 50, which shows that the decorrelated
region appears for very large distances in the case of
expected non-halo nuclei.
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Figure 17: Evolution of r0 along the Cr isotopic chain,
obtained through spherical HFB calculations with the
{Sly4+DFTM} functional.
Given the theoretical model/approximation of interest,
further characterization of the halo can be achieved by
looking at the individual contributions of each overlap
function :
Nhalo,ν = 4π(2lν + 1)
∫ +∞
r0
|ϕ¯ν(r)|2 r2 dr. (44)
Nhalo,ν provides a decomposition of the halo in terms
of single-particle-like states. Note that the part of each
overlap function at r < r0 naturally does not contribute
to halo observables.
20 Numerical issues appear when going to high order moments. In-
deed, < rn > is more and more sensitive to the upper limit of
integration as n increases. Thus, the result may significantly de-
pend on the box size used to discretize the continuum in HFB
calculations, or on numerical limits in the case of simulations.
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By analogy with the criterion used for light halo sys-
tems, the probability of each individual overlap function









We apply the analysis method introduced in Sec. III
to the results of realistic self-consistent HFB calculations
of chromium and tin isotopes.
A. Implementation of the criteria
In the code HFBRAD, the HFB problem is solved on a
spatial mesh of step size ∆r = 0.25 fm. For the 40 fm
box that we consider, the mesh has 160 points in the ra-
dial direction, for both the individual wave functions and
the densities. To obtain a satisfactory precision, the sec-
ond order log-derivative is computed using a five-points
difference formula [118]. The precision of the formula
is then the same as the intrinsic precision of the Nu-
merov algorithm used for the integration of second-order
differential equations (which is O (∆r6)) [86, 119]. Ap-
proximate positions of the maximum of the second order
log-derivative of ρ(r) and r0 are first determined with a
simple comparison algorithm. To increase the precision,
11-points polynomial spline approximations of the den-
sity and its second log-derivative around the two points
of interest are performed. Because the functions involved
are regular enough, a spline approximation provides a
good precision on the value of the maximum of log′′ρ(r),
as well as on the value of r0, which are obtained using
a dichotomy procedure up to a (arbitrary) precision of
10−5. Finally, the integrations to compute Nhalo and
δRhalo are performed with the trapezoid method and a
linear approximation of the density between each mesh
points.
In the definition of δRhalo, the core contribution to
the total r.m.s. is approximated as the root-mean-square
radius of the density distribution truncated to its r < r0
part. To check the influence of this cut, the core density
was extrapolated beyond the point where the second
order log-derivative crosses zero(21) using the expression
from Eq. 36, by enforcing continuity of ρ and ρ′. No
difference was seen for δRhalo.
21 This is the point where the halo contribution effect becomes sig-
nificant.
The individual contributions Nhalo,i, as well as the in-
dividual probabilities Pi, are evaluated in the canonical
basis. Equivalently, Nhalo,ν and Pν can be calculated
in the quasiparticle basis. Quasiparticle states are the
best approximation to the overlap functions, but canon-
ical and quasiparticle basis really constitute two equiv-
alent pictures. Indeed, each canonical state is, roughly
speaking, split into different quasiparticles of similar en-
ergies. A summation of quasiparticle contributions of
same quantum numbers in a given energy range would
allow to recover the single-particle canonical approxima-
tion. The latter is preferred here, as it is more intuitive
to work in the natural basis.
B. Cr isotopes
According to Sec. III C 1, drip-line chromium isotopes
appear to be ideal halo candidates. The ”separation
energy” spectrum |ǫν | = Eν − λ to the states in the
(N − 1)-body system is shown in Fig. 18. Tab. II dis-
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Figure 18: Neutron separation energies |ǫν | = Eν − λ along
the Cr isotopic chain, obtained through spherical HFB cal-
culations with the {Sly4+DFTM} functional. Only relevant
quasiparticles energies (Nν > 0.01) are displayed. Conven-
tions for labeling individual states are found in Tab. I.
plays the canonical and quasiparticle spectra for the drip-
line nucleus 80Cr. In the canonical basis, |e0| is about
180 keV, whereas two low-lying states (3s1/2 and 2d5/2)
are present with an energy spread ∆E ≈ 500 keV. They
are separated from a core of orbitals by E′ ≈ 3.5 MeV.
Equivalently, the separation energy in the quasiparticle
basis is |ǫ0| ≈ 420 keV, whereas four quasiparticle states,
with an energy spread of ∆E ≈ 470 keV, are further
separated from higher excited states by E′ ≈ 3.2 MeV.
The separation energy SN for
80Cr is compatible with
the phenomenological requirement for light halo nuclei
of 2 MeV/A2/3 ≈ 137 keV. The energy scales correspond
to an ideal halo case, as discussed in Sec. III C 2.
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Can. spectrum 80Cr Exc. spectrum 79Cr
ei (MeV) Eν − λ (MeV)
———— > 0 > 10
E l f5/2 8.694
∆E
(
3s1/2 -0.178 p1/2 8.960









1g9/2 -4.062 d5/2 0.832
1f5/2 -8.676 s1/2 0.728
1f5/2 -8.676 s1/2 0.427
2p1/2 -8.942 E l
< −10 ———— 0
Table II: Neutron canonical energies ei in
80Cr and separation
energies |ǫν | = Eν − λ, as predicted by the {SLy4+DFTM}
functionals. For the latter, states with a spectroscopic factor
smaller than 10−2 are not included.
The criteria introduced in Sec. III C 1 are now applied.
Fig. 19 shows the average number of nucleons participat-
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Figure 19: Average number of nucleons participating in the
halo along the Cr isotopic chain, as a function of the nuclear
mass, as predicted by the {SLy4+DFTM} functionals. The-
oretical error bars are included (see text).
ing in the halo. Whereas Nhalo is consistent with zero
for N ≤ 50, a sudden increase is seen beyond the N = 50
shell closure. The appearance of a decorrelated contri-
bution to the density of the last three isotopes can be
seen in the evolution of the neutron densities along the
isotopic chain in Fig. 20. For N ≥ 50, such a behavior
translates into a non-zero value of Nhalo. The quanti-
tative effect remains small, as the decorrelated region is
populated by ∼ 0.45 nucleons in average in 80Cr. This is
small relative to the total neutron number. In absolute
however, Nhalo is comparable to what is found in light
s-wave halo nuclei like 11Be, where roughly 0.4 nucleons
constitute the decorrelated part of the density [120].


















Figure 20: Neutron densities for even-even Cr isotopes, from
54Cr to 80Cr. The proton density of 54Cr is given (dashed-
dotted line) as a reference for the neutron skin.
The halo factor δRhalo is shown in Fig. 21 as a func-
tion of A. The halo contributes significantly to the total
neutron r.m.s. radius (up to ∼ 0.13 fm) after the N = 50
shell closure. The latter result corresponds to a splitting
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Figure 21: Halo factor parameter δRhalo in the Cr isotopic
chain.
of the total r.m.s. radius into a core and a halo con-
tribution, as displayed in Fig. 22. In comparison with
the Helm model, shell effects are properly separated from
halo effects as the core r.m.s. radius includes a kink after
N = 50 because of the filling of less bound states. Only
the physics related to the existence of truly decorrelated
neutrons is extracted by Nhalo and δRhalo.
To characterize further this halo region, individual con-
tributions Nhalo,i are evaluated. The results are summa-
rized in Tab. III. As expected, the main contributions
to the halo come from the most weakly bound states,
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Figure 22: Total neutron root-mean-square radius (solid line)
and core contribution (dashed line) for chromium isotopes, as
predicted by the {SLy4+DFTM} functionals.
while for magic nuclei, like 74Cr, all contributions are
consistent with zero. At the neutron drip-line, impor-
tant contributions are found from both 3s1/2 and 2d5/2
states. The l = 2 state contributes for almost 50% of the
total number of nucleons in the decorrelated region, al-
though this state is more localized than the 3s1/2 because
of its binding energy and of the centrifugal barrier. The
latter effects are compensated by a larger canonical oc-
cupation v2i and a larger intrinsic degeneracy. This could
not be expected from the standard qualitative analysis
presented in Sec. II A and from the experience acquired
in light nuclei.
Finally, the probability Pi to be in the outer region
r > r0 in
80Cr is typical of halo systems for the 3s1/2,
around 49%. It is a little bit lower for the 2d5/2 state
because of the centrifugal barrier, around 26%.
We have found for Cr isotopes the apparition of a
decorrelated region at the drip-line, after the N = 50
shell closure. This region contains an admixture of states
(s and d waves in the present case), whose probabilities
to be in the outer region r > r0 are both compatible
with the situation in light halo nuclei. We end up with
the notion of collective halo building up at the neutron
drip-line for Cr isotopes.
C. Sn isotopes
So far, prediction of haloes in tin isotopes after the
N = 82 shell closure [79] have been based on the Helm
model, whose limitations have been pointed out in
Sec. II D 2. The robust analysis tools introduced in the
present work are expected to give more reliable results.
Neutron densities of Sn isotopes exhibit a qualitative
change for N > 82, as seen in Fig. 23. However, the







3s1/2 +0.036 0.000 0.000 0.0%
2d5/2 −0.024 0.000 0.000 0.0%
1g9/2 −3.618 1.000 0.001 0.1%
2p1/2 −8.100 1.000 0.000 0.0%
1f5/2 −8.400 1.000 0.000 0.0%







3s1/2 +0.356 0.050 0.007 14.8%
2d5/2 −0.209 0.311 0.039 12.6%
1g9/2 −3.764 0.991 0.002 0.2%
2p1/2 −8.416 0.998 0.000 0.0%
1f5/2 −8.477 0.998 0.000 0.0%






3s1/2 +0.052 0.147 0.045 30.4%
2d5/2 −0.450 0.604 0.128 21.2%
1g9/2 −3.919 0.991 0.005 0.5%
1f5/2 −8.576 0.998 0.001 0.1%
2p1/2 −8.714 0.998 0.001 0.1%






3s1/2 −0.178 0.421 0.207 49.3%
2d5/2 −0.670 0.843 0.223 26.4%
1g9/2 −4.062 0.995 0.008 0.8%
1f5/2 −8.676 0.999 0.001 0.1%
2p1/2 −8.942 0.999 0.002 0.2%
Other < −10.0 — ∼ 9.4.10−2 —
Table III: Contributions from the most weakly bound canon-
ical orbitals to the number of nucleons in the decorrelated
region for Cr isotopes at the drip-line, and probabilities for
those states to be in the outer region r > r0.
topes (Fig. 20), because of the enhanced collectivity.
Tab. IV displays the canonical and quasiparticle
spectra for the drip-line nucleus 174Sn. The energy
scales involved are not compliant with the definition of
a halo. In the canonical basis, the separation energy E
is roughly 1.2 MeV, whereas six states with an energy
spread ∆E ≈ 3.8 MeV are separated from a core of
orbitals by a gap E′ ≈ 5.5 MeV. Equivalently in the
quasiparticle basis one has E ≈ 1.5 MeV. The four
low-lying quasiparticles with a spread ∆E ≈ 3.4 MeV
are separated from higher excitations by E′ ≈ 5.6 MeV.
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Figure 23: Same as Fig. 20 for the Sn isotopes. The ”separa-
tion” occurs for N = 82. Proton density of 100Sn is given as
a reference in dashed-dotted line.
In particular, the energy spread of the low-lying states
∆E is too large to favor the formation of a halo. Also,
according to the phenomenological criterion for light
halo nuclei, the separation energy of 174Sn should be of
order of 2 MeV/A2/3 ≈ 64 keV for a halo to emerge. As
a reference, Fig. 24 shows the separation energies |ǫν | in
tin isotopes.
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Figure 24: Same as Fig. 18 for neutron separation energies
of Sn isotopes.
The Nhalo parameter is displayed in Fig. 25. The max-
imum value ofNhalo, around 0.18, is very small compared
to the total number of nucleons. The absolute numbers
are also smaller than the ones obtained in the case of
the (lighter) Cr isotopes. An interesting feature is the
decrease of Nhalo for N > 166. This is a consequence of
the filling of the highly degenerated 1i13/2 state at the
drip-line (see Fig. 4) : as the number of nucleons occu-
pying the 1i13/2 shell increases, the depth of the Hartree-
Fock potential also increases and the shells become more
Can. spectrum 174 Exc. spectrum 173Sn
ei (MeV) Eν − λ (MeV)































1h11/2 -10.575 p1/2 1.610
2d3/2 -12.581 i13/2 1.502
3s1/2 -12.747 E
x???y2d5/2 -14.944
< −15 ———— 0
Table IV: Same as Tab. II for the neutron canonical energies
of 174Sn, and the associated separation energies |ǫν | of
173Sn.
bound, thus more localized. This effect is another hin-
drance to the formation of haloes from low-lying high
angular momentum states.
The second halo parameter δRhalo shown in Fig. 26
confirms that the decorrelated region has little influence
on the nuclear extension, of the order of 0.02 fm. Its con-
tribution is found to be much less than predicted by the
Helm model. The collectivity in tin isotopes hinders the
possibility of a sharp separation of core and tail contri-
butions in the total density.
The analysis of single-particle contributions, sum-
marized in Tab. V, confirms the latter result. First,
the higher collectivity of the decorrelated region is
observed, as 3p1/2, 3p3/2 and 2f7/2 (l = 3) states
contribute roughly the same to Nhalo. For higher
angular-momentum orbitals, the effect of the centrifugal
barrier is seen : the 1h9/2 and 1i13/2, the latter being
the least bound orbital, do not contribute significantly
to the total halo. Finally, individual probabilities Pi
remain very small, and do not exceed a few percents.
For all those reasons, only an extended neutron skin
20
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Figure 25: Average number of nucleons in the decor-
related/halo region for Sn isotopes. For comparison,
Nhalo(
80Cr) is shown as a dashed-dotted line.
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Figure 26: Halo factor parameter δRhalo in the Sn isotopic
chain. For comparison purposes, the maximum δRhalo ob-
tained for Cr isotopes is represented in dashed-dotted line.
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1i13/2 +2.648 0.000 0.000 0.0%
3p1/2 +2.489 0.000 0.000 0.0%
2f5/2 +1.661 0.000 0.000 0.0%
3p3/2 +1.240 0.000 0.000 0.0%
1h9/2 +1.141 0.000 0.000 0.0%
2f7/2 −1.785 0.000 0.000 0.0%







1i13/2 +1.435 0.064 0.000 0.2%
2f5/2 −0.056 0.155 0.004 2.4%
3p1/2 −0.202 0.143 0.005 3.8%
1h9/2 −0.401 0.262 0.001 0.3%
3p3/2 −1.050 0.442 0.040 9.0%
2f7/2 −3.037 0.923 0.017 1.9%






1i13/2 −0.216 0.349 0.002 0.5%
3p1/2 −1.347 0.804 0.052 6.6%
2f5/2 −1.481 0.155 0.032 4.0%
3p3/2 −2.143 0.923 0.072 7.8%
1h9/2 −2.503 0.894 0.003 0.4%
2f7/2 −4.301 0.975 0.014 1.4%






1i13/2 −1.208 0.872 0.005 0.5%
3p1/2 −1.854 0.979 0.049 5.0%
2f5/2 −2.227 0.977 0.028 2.9%
3p3/2 −2.665 0.989 0.054 5.5%
1h9/2 −3.823 0.989 0.002 0.2%
2f7/2 −5.014 0.996 0.009 0.9%
Other < −7.0 — ∼ 2.3.10−3 —
Table V: Same as Tab. III for Sn isotopes.
effect is seen in tin isotopes, and no significant halo for-
mation is envisioned. We may add that the number of nu-
cleons in the potential halo region is of the same order of
magnitude as what one finds for a non-halo one-neutron
p wave system such as 13Ne, where 0.12 neutron out of 6
reside in average in the classically forbidden region [120].
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V. CONCLUSION
The existence of haloes at the neutron drip-line of
medium-mass nuclei is still an open question. Several
attempts to characterize their appearance have already
been made using self-consistent mean-field relativistic
or non-relativistic methods [78, 79, 80]. As a matter of
fact, it was found that giant haloes constituted of 6 to 8
neutrons could emerge [77, 81, 82, 83, 84, 85]. However,
those analysis were only based on basic observables
such as the root-mean-square radius. Giant haloes were
characterized by summing up occupations of loosely
bound orbitals corresponding to nucleons which are part
of the time well within the nuclear volume.
In the present work, a quantitative analysis method is
developed to characterize haloes in a completely model-
independent fashion. It is based on the decomposition of
the intrinsic one-body density in terms of overlap func-
tions. The definition of the halo, as the region where
nucleons are spatially decorrelated from the others, was
translated into specific features of the intrinsic one-body
density, and of the energy spectrum of the (N − 1)-body
system. Properties of the excitation energy spectrum
of the (N − 1)-body system are translated into the ex-
istence of more or less sharp crossings between the in-
dividual components of the intrinsic density. We have
highlighted the possibility of describing the halo in terms
of three energy scales : the nucleon separation energy E,
the energy spread ∆E of the bunch of low-lying states
and the excitation energy E′ of the remaining core with
respect to the latter.
The region where the halo density dominates has been
defined and validated by simulations. The definition does
not rely on an a priori separation of the density into core
and halo components. It is extracted from the analysis,
using the total matter density as the only input. Several
quantitative observables were defined : the average
number of nucleons in the halo region, the influence of
the halo region on the total nuclear extension, as well as
the contributions from individual states to the total halo.
The new method was applied to HFB results from the
spherical code HFBRAD, for chromium and tin isotopes.
Cr isotopes appear to be ideal candidates for halo nuclei,
and tin isotopes are usual milestones of mean-field-based
methods.
For Cr isotopes, a significant number of nucleons is
found in the halo region, and the absolute values are
compliant with the ones found for light halo systems.
The halo region is also found to influence significantly
the nuclear extension. Multiple contributions from sev-
eral states, including l = 2 ones, are deduced, which is
not expected in the classical picture of few-body models.
The notion of collective haloes in medium-mass nuclei is
introduced. Such structures possess the same character-
istics as the original haloes, but are formed by an admix-
ture of states. The absolute number of nucleons in this
collective halo is of the order of ∼ 0.5 nucleons, which is
far less than in the giant halo picture. In our opinion this
is much more realistic, as the enhancement of collectivity
for medium-mass nuclei clearly prevents the formation of
such a decorrelated 6− 8 nucleons collective structure.
In the case of Sn isotopes, a very small contribution
is found from the outer region, both in terms of the
nucleon number and of the influence on the nuclear
extension. For those reasons, the drip-line phenomenon
discussed previously for tin isotopes [79] is rather a
pronounced neutron skin effect. Such skin effects are
also very interesting, as they emphasize the isovector
dependence of the energy density functionals. Halo
systems have on the other hand pronounced low density
effects. The information gathered from both neutron
skin and neutron halo nuclei are therefore complemen-
tary. We intend here to separate clearly such phenomena.
This preliminary study on two isotopic series gives very
promising results and validates the theoretical grounds
of the analysis. With upcoming new radioactive beam
facilities, interaction cross sections are expected to be
measurable in the drip-line region of Z ≈ 26 elements.
This would constitute a giant leap towards an extensive
comparison between theoretical and experimental works
on drip-line physics.
The second part of the present work [55] will be to use the
tools introduced here for systematic studies over all pre-
dicted spherical nuclei, as well as for a quantitative anal-
ysis of the influence of pairing strength, regularization,
density dependence on the halo phenomenon in medium-
mass nuclei. In particular, we intend to address whether
halo systems are affected by specific features of the pair-
ing functional, like its range and locality.
Acknowledgments
We want to thank K. Bennaceur his support on
HFBRAD, and F.M. Nunes for useful discussions on light
halo nuclei. The proofreading of the manuscript by
K. Bennaceur, J.-F. Berger, D. Lacroix and H. Goutte
is greatly acknowledged. This work was supported by
the U.S. National Science Foundation under Grant No.
PHY-0456903.
Appendix A: PROPERTIES OF THE ONE-BODY
DENSITY
1. Intrinsic wave functions
The exact Hamiltonian from Eq. 24 is invariant under
translation and can be decomposed into a center-of-mass
22


























This allows the factorization of ΨN
i, ~K
(~r1 . . . ~rN ) into :
ΨN
i, ~K
(~r1 . . . ~rN ) = e
i ~K.~RN ΦNi (~r1 . . . ~rN ). (A2)
The intrinsic wave function ΦNi may be expressed using
the (N − 1) independent Jacobi coordinates :





which are invariant under translation. Thus
ΦNi (~r1 . . . ~rN ) ≡ Φ˜Ni (~ξ1 . . . ~ξN−1) behaves for any
vector ~a as :
ΦNi (~r1 + ~a . . . ~rN + ~a ) = Φ
N
i (~r1 . . . ~rN ). (A4)
Orthogonality and completeness relationships of the set
{ΦNi } are obtained in the sense of [104] :
∫




(~r1 . . . ~rN ) δ(~RN )Φ
N






















δ(~ri − ~r ′j + ~r )
]
, (A6)
where the extra integral over ~r expresses the equivalence
of translated configurations.
2. Decomposition of the N-body wave function
The ground state intrinsic wave function ΦN0 can be
expanded in terms of the complete orthonormal set
of intrinsic (N − 1)-body wave functions ΦN−1ν , which
are eigenstates of the (N − 1)-body intrinsic Hamilto-
nian [104, 105, 106, 107], such that(22),(23) :





ΦN−1ν (~r1 . . . ~rN−1)
× ϕν(~rN − ~RN−1). (A7)
The states ΦN−1ν are ordered by increasing intrinsic en-
ergy, ν = 0 corresponding to the ground state of the
(N − 1)-body system. The overlap functions [121] ϕν(~r )
represent the probability amplitudes to find a particle
at position ~r with respect to the center-of-mass of the
(N − 1)-body system in the intrinsic state ΦN−1ν , if the









(~r1 . . . ~rN−1)
× δ(~RN−1)ΦN0 (~r1 . . . ~rN−1 , ~r ). (A8)
The latter quantity is of direct relevance for knockout
reactions [108, 109, 122]. The spectroscopic amplitudes
ϕν are not the canonical overlaps of the N -body system
defined in the laboratory frame. Indeed, they relate to
the center-of-mass of the (N − 1)-body system fixed at
the origin. The normalization of the overlap functions
are the so-called spectroscopic factors [108, 109] :
Sν =
∫
d~r |ϕν(~r )|2. (A9)
3. Asymptotics of the overlap functions
The asymptotic properties of overlap functions are im-
portant, as the intrinsic one-body density is completely
determined by those. The asymptotic equation satisfied
by ϕν is obtained from a further decomposition of the
22 The sum over ν in Eq. A7 corresponds to a discrete sum over
the bound states of the (N − 1)-body system and an integral
over the unbound resonant scattering channels.
23 Antisymmetry is properly handled in Eq. A7, but the antisym-
metrization is hidden in the overlap functions ϕν . It is carried
out in the same way as when a (antisymmetrized) Slater deter-











In the latter sum, each of the individual terms are not antisym-
metric under the exchange of particle coordinates but the total
sum is. For a more complete discussion on this subject we refer
the reader to Ref. [107].
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V (riN ). (A10)
The trivial identity :∫









ΦN0 (~r1 . . . ~rN ) = 0 (A11)








)∆N ϕν(~rN )− (EN0 − EN−1ν )ϕν(~rN )








(~r1 . . . ~rN−1)
× δ(~RN−1)V (|~rN − ~rN−1|)ΦN0 (~r1 . . . ~rN ) = 0. (A12)




m corresponding to the effective mass of a
particle with respect to the center-of-mass of the (N −1)
others. For large distances |~rN − ~RN−1| > R, the nuclear
interaction vanishes and the radial part ϕ¯ν of the over-

























nus the nucleon separation energy to reach ΦN−1ν . So-
lutions of the asymptotic free Schro¨dinger equation take
the form :
ϕ∞ν (~r ) =
√





In the laboratory frame, the one-body density is the




δ(~r − ~ˆri), (A15)
which leads for the N -body ground state to :
ρ(~r ) = N
∫
d~r1 . . . d~rN−1 |ΨN0 (~r1 . . . ~rN−1, ~r )|2
= N
∫
d~ξ1 . . . d~ξN−2 d~RN−1
×|Φ˜N0 (~ξ1 . . . ~ξN−2, ~r − ~RN−1)|2.(A16)
Using Eq. A4, one easily proves that the one-body den-
sity in the laboratory frame is translationally invariant
ρ(~r + ~a ) = ρ(~r ), and thus is uniform. This is a general
property of translationally invariant systems which
underlines that the density in the laboratory frame is
not the proper tool to study self-bound systems.
The relevant object for self-bound systems is the intrin-
sic one-body density matrix, defined as the expectation
value of the operator :
ρˆ[1](~r, ~r
′) = δ(~RN )
N∑
i=1
δ(~r − ~ˆri + ~ˆR iN−1)
× δ(~R ′N )
N∑
j=1
















This is one of two possible definitions for the intrinsic
one-body density, depending on the pivot point used as
reference for the transformed coordinate system (with
reference to the center-of-mass of the N -body system, or
the center-of-mass of the remaining (N − 1)-body one).








(~r1 . . . ~rN−1, ~r
′)






which shows that the intrinsic one-body density matrix
is completely determined by the overlap functions [110].
The intrinsic one-body density ρ[1](~r ) is the local part
of the intrinsic density matrix, and is the expectation
value of the operator :
ρˆ[1](~r ) = δ(~RN )
N∑
i=1
δ(~r − ~ˆri + ~ˆR iN−1). (A20)










Appendix B: DETERMINATION OF THE HALO
REGION
Let us start from a very crude toy model, where ev-
erything is analytical. The total density ρ is assumed to
24
be a superposition of a core ρc and a tail ρh, both taking
the form :
ρi(r) = Ai κi e
−κi r. (B1)
This amounts to considering that the asymptotic regime
is reached in the region of the crossing between ρc and
ρh, and we neglect for now the 1/r
2 factor. In this model
the second-order log-derivative of the total density is an-
alytical, as well as the exact positions of (i) its maxi-
mum rmax (ii) the point r10 where the halo density is
exactly equal to ten times the core one. Then, the ratio
R(r10) = log′′ρ(r10)/log′′ρ(rmax) can be evaluated and

















This shows that the position where there is a fixed
ratio of 10 between ρc and ρh is equivalently obtained
by finding the position where there is a given ratio
between the value of the second-order log-derivative of
the density and its maximal value. The critical value of
40/121 ≈ 0.33 found in the toy model is not believed
to be accurate for complex nuclei, as (i) the asymptotic
regime is not reached at the crossing point, and is more
complicated because of the 1/r2 factor (ii) the total
density is a superposition of more than two components.
However, we expect the one-to-one correspondence
between ratios on the densities and ratios on log′′ρ to
hold in realistic cases. Thus, the position where the halo
dominates the core by one order of magnitude can be
found using log′′ρ as the only input.
More realistic model calculations have been used to
characterize the position of r0. The total density is taken
as a linear combination of core and halo contributions.
Their relative normalizations are free parameters in this
simulation, allowing to artificially change the fraction of
halo in the total density :




where NC and NH =
m∑
ν=1
Nν are the number of nucleons
in the core part and in the halo part, respectively. The
densities ρc and ρν are normalized to 1. We considered (i)
simple models, where the core and each halo components









ai r > R0,
(B4)
Ni standing for a normalization constant. This model
only accounts for the basic features of the nuclear den-
sity : a uniform core of radius R0 and a spatial exten-
sion becoming larger as ai → 0 (ii) double Fermi models,
where the un-physical sharp edge in the logarithmic rep-







(iii) semi-phenomenological models, which fulfill the
asymptotic behavior of Eq. 36. Core and tail densities
vanish at r = 0, as well as their derivatives with respect
to x, y and z, in order to avoid singularities at the nu-
cleus center [123]. In Refs. [124, 125, 126], such densities

























(iv) more realistic models, where the core density is still
defined as in Eq. B6, but the halo contributions are re-
alistic wave functions obtained from self-consistent HFB
calculations of Cr and Sn isotopes.
Figure 28: (Main panel) Ratio between the second-order log-
density at r10 and its peak value log
′′ρ(rmax) (Top panels)
Ratio between r1 where R(r) is equal to a fixed value (left
panel : R(r) = 0.35, middle panel : R(r) = 0.4, right panel :
R(r) = 0.5), and r10.
The results from a wide panel of test cases are
presented in Fig. 28. In each of those cases, the exact
position of r10 is computed, as well as the ratio R(r10)
at this point. From the main panel of Fig. 28, the latter
ratio is 0.4 in average, greater than in the toy model
case for the reasons detailed above. The distribution of
R(r10) is asymmetric, but the tail towards higher values
corresponds to extreme situations which will be taken
25
into account through error bars.
The positions r where R(r) takes specific values are
also evaluated. The associated distributions of r/r10 are
displayed in the inserts in Fig. 28. For R(r) = 121/40
(top-left panel), the resulting position r is in most cases
below r10. As a consequence, the average ratio between
tail and core components in the density will be signifi-
cantly below 10. On the contrary for R(r) = 1/2 (top-
right panel), r is significantly larger than r10, and ρh/ρc
will be over 10 in average. For those reasons, it appears




Secondly, we account for the fact that a difference by
one order of magnitude between core and halo densities
is somewhat arbitrary and cannot be exactly achieved
for all densities, by adding theoretical error bars to the
definition of r0. We allowR(r0) to vary between 0.35 and
0.50 to account for the uncertainties previously detailed.
The upper margin is greater than the lower one because
of the asymmetry of the peak in Fig. 28.
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