The Aluthge transform of a square complex matrix T with polar representation
Introduction
Let T denote an arbitrary square complex matrix and T = U |T | its polar representation where |T | ≡ (T * T ) 1 2 is the unique positive semidefinite square root of T * T and U is unitary. According to Aluthge [1] , let us define the Aluthge transform This entire paper is devoted to proving Theorem. For any 2-by-2 matrix T , the sequence n (T ) converges as n → ∞.
For 1-by-1 matrices T this theorem is trivially true, and for m-by-m T s with m > 2 it has yet to be proven or contradicted (cf. [4] ).
Here are some facts we will need which are valid for square complex matrices of all order 
(ζ T ) = ζ · (T ) (ζ ∈
Hence the sequence n (T ) has at least one limit point. The matrices (T ) and T have the same characteristic polynomial, because XY and Y X do when X and Y are square matrices of the same order. In particular If T = U |T | is normal, then U commutes with |T | and so with |T | 1 2 , hence (T ) = T . It is also easy to show that if (T ) = T = U |T | then U commutes with |T |, so that T is normal.
It is known [2] that every limit point of the sequence n (T ) is normal. So if ζ is the only eigenvalue of T then the sequence n (T ) converges to ζ I as n → ∞, because ζ I is the only normal matrix with a single eigenvalue ζ .
If T is idempotent, that is T 2 = T , then (T ) is the orthoprojection onto the range of |T | 1 2 , which coincides with that of |T |, because U |T |U |T | = U |T | gives
Hence (T ) is normal and so equals n (T ) for all n > 1.
Lemma.
For any square complex matrix T , with T n ≡ n (T ),
Proof. If not, there is a subsequence staying at least ε > 0 away from 0 in norm. And there is a subsequence of that on which the T s approach a normal limit N as mentioned above. Then 0 < ε N * N − NN * = 0, a contradiction.
Henceforth, in Sections 2 and 3, T is a 2-by-2 complex matrix with eigenvalues λ and µ, and singular values σ and τ such that |λ| |µ| and σ τ .
The proof of convergence when |λ| = |µ|
We assume that λ / = µ, because the convergence, when there is only one eigenvalue, was proven above. We further assume that µ / = 0, because in that case T = λS where S 2 = S and hence, as above, n (T ) = λP where P is the orthoprojection onto the range of |S| for n > 0, which obviously converges.
Of course
If ε > 0 the function g(t) ≡ t + ε 2 /t is increasing for ε t. Set
Then ε |λ| p σ p , so
In particular (cf. [3, )
Let σ n and τ n with σ n τ n denote the singular values of T n ≡ n (T ), whose eigenvalues are λ and µ by (1.6). Therefore by (2.2) σ n + τ n |λ| + |µ| and σ
Since by (1.5)
In addition to λ / = µ / = 0 we now assume |λ| = |µ|. By replacing T by ζ V * T V , if necessary, we may assume without loss of generality that |λ| = |µ| = 1, and that µ = λ = u + iv where u and v are real, and v > 0 and
where γ > 0 (were γ = 0, T would be normal and hence the limit of n (T )). Set sδ = γ + iv, where s > 0 and |δ| = 1 and set
Then W is unitary and
So the case |λ| = |µ| can be finished by proving Proof. Since all iterates n (T ) are again real matrices, write
Then by (2.4)
Further it follows from (2.1) and (1.6) that
These give
The monotone non-increasing sequence
For, if not, take a subsequence n 1 < n 2 < · · · such that the bounded sequence T n k converges, as k → ∞, to some normal matrix
Then the assumption in question implies b ∞ = c ∞ , hence the matrix T ∞ is Hermitian, and all its eigenvalues are real. Since T ∞ and T should have the same eigenvalues by (1.6), all eigenvalues of T are real, which contradicts the assumption. Next let us show
To see this, let us first express the entries of T 1 in terms of those of T 0 ≡ T . For this purpose, note that, for any 2-by-2 positive definite matrix X = x 11 x 12 x 21 x 22 with det(X) = 1,
x 22 + 1 (2.9) and
Then it follows from (2.9) that
and write
Then it follows from (2.11) that
Now by definition and (2.10)
Then simple computation will show that
(2.12)
Since by the assumption ad − bc = det(T ) = 1,
Now using the relations a 2 + c 2 + 1 = δ 2 − (b 2 + d 2 + 1) and ad = bc + 1, we can compute
which gives 
(2.14)
We will not be using the corresponding formulas for a 1 and d 1 , but for the sake of completeness, here they are. To derive them, first calculate d 1 , proceeding as in the calculation of b 1 above, then apply the permutation argument above to the formula for d 1 to obtain the formula for a 1
Now it follows from (2.13) and (2.14) that
As the assumption c + b = 0 is not used in the above derivation, the same arguments to the pair of T n−1 and T n = (T n−1 ) can be applied to get Again simple computation will show Further since
both a n and d n converge as n → ∞, and lim n→∞ a n = lim
Therefore we have proved the convergence of T n .
Incidentally, it follows from (2.18) and (2.19) that the limit matrix has the form
Since this matrix has eigenvalues λ, µ,
Thus the sequence n (T ) converges to u v −v u , which is orthogonal. This assumes that T 0 = T is the matrix described in Proposition 1. Since any 2-by-2 matrix S which has eigenvalues with equal modulus (the title of this section) can be reduced, as we showed, by reversible steps to a matrix T satisfying the conditions in Proposition 1, the limit of n (S) can be found also.
The proof of convergence when |λ| > |µ|
Assume |λ| > |µ| > 0. Here we may normalize T so that det(T ) = 1.
Proposition 2.
If λµ = 1 and |λ| > |µ| > 0 then the sequence n (T ) converges as n → ∞.
Proof. Again write T n ≡ n (T ). By (1.4), we may assume that the modulus |T |, which is positive definite, has the form
where σ, τ (with σ τ ) are the singular values of T . Write the polar part U of T (with respect to the same basis) as
Then since T is written as
we have
Since U is unitary,
and
Substitutions by (3.3) and (3.4) will give
Since the third factor of the above is unitary, this gives
Next, it follows from definition (1.1)
Using σ τ = | det(T )| = 1, this gives by (3.3)
Then it follows from (3.5) and (3.6)
Since |λ| / = |µ| by assumption, it follows from (2.2) and the inequality t + 1/t > 2 for positive t / = 1 σ + τ |λ| + |µ| > 2 |λ| · |µ| = 2.
Therefore we have shown
