ABSTRACT The demand for coal has been on the rise in modern society. With the number of opencast coal mines decreasing, it has become increasingly difficult to find coal. Low efficiencies and high casualty rates have always been problems in the process of coal exploration due to complicated geological structures in coal mining areas. Therefore, we propose a new exploration technology for coal that uses satellite images to explore and monitor opencast coal mining areas. First, we collected bituminous coal and lignite from the Shenhua opencast coal mine in China in addition to non-coal objects, including sandstones, soils, shales, marls, vegetation, coal gangues, water, and buildings. Second, we measured the spectral data of these objects through a spectrometer. Third, we proposed a multilayer extreme learning machine algorithm and constructed a coal classification model based on that algorithm and the spectral data. The model can assist in the classification of bituminous coal, lignite, and non-coal objects. Fourth, we collected Landsat 8 satellite images for the coal mining areas. We divided the image of the coal mine using the constructed model and correctly described the distributions of bituminous coal and lignite. Compared with the traditional coal exploration method, our method manifested an unparalleled advantage and application value in terms of its economy, speed, and accuracy.
I. INTRODUCTION
Developments in science and technology have brought about the constant maturing of remote sensing technology, which is greatly convenient for social development. At present, remote sensing technology has been widely applied in various fields such as resource exploration, water conservancy, geology, geography, soil and global warming [1] - [3] . For the exploration of coal, remote sensing technology has a significant application value. Taking advantage of the fact that ground objects have different reactions in the reflectance spectrum, we gather and analyze the reflection information and determine the features of different ground objects to find the corresponding coal mines. Mularz [4] investigated the environmental monitoring and land use and land cover change of the opencast coal mine in Belchatow based on Landsat-TM data, SPOT-5 data and aerial remote sensing data. Jiang et al. [5] monitored underground coal mine fires based on nighttime thermal infrared remote sensing technology. Mao et al. [6] established a coal exploration model for the Huozhou, Huolinhe and Pingshuo regions of China based on the reflectance spectrum characteristics of coal and Landsat 5-TM satellite data. The model effectively gathers information on the distribution of coal mines. Zeng et al. [7] developed a method for extracting opencast coal mines from remote sensing images based on an objectoriented decision tree and put it into practice in eastern Ordos in Inner Mongolia, China. The authors obtained objective results from the method. Song and Kuenzer [8] proposed a monitoring method for objects on the surfaces of coal mining area (e.g., coal, adjacent sediments, metamorphic rocks and hydrothermal metamorphic rocks) based on remote sensing data and reflectance spectroscopy (400 nm-2500 nm band), providing a reliable basis for hyper-spectral or multispectral remote sensing to classify the land cover and calibrate coal fire hazard areas in a similar geological environment.
In recent years, spectroscopy has been widely applied to the classification and detection of coal. Andres and Bona [9] , [10] predicted the compositions of different coal samples based on near-infrared spectral data, partial least squares regression and qualitative multivariate analysis techniques. Dong et al. [11] made a proximate analysis of coal using a near-infrared spectral analyzing method. Their method selects the most useful near-infrared wavelength points for a coal quality analysis and establishes a prediction model based on a multiple regression analysis with an error of approximately 10%. Hu et al. [12] constructed a coal qualitative analysis model based on a least squares support vector machine and near-infrared spectroscopy, through which the ash, sulfur, fixed carbon and volatile matter of coal could be predicted, and he obtained a good prediction result. Ren et al. [13] proposed a near-infrared spectroscopy and multilayer perceptron classification method to identify blocks of coal based on 500-2350 nm visible wavelengths. This method has the advantages of non-contact and no chemical analysis, and it can efficiently obtain coal classification information.
While remote sensing technology keeps developing, the corresponding analysis and processing tools are lacking. The traditional classification algorithm is far away from meeting the actual requirements. The rapid and accurate classification of satellite images is a research hotspot in the field of remote sensing. Hence, this study introduces a new classification algorithm: the multilayer extreme learning machine algorithm. This algorithm is applied to classifier construction in satellite image recognition models, and it has the advantages of a strong learning ability, an excellent generalization, a high training speed and a high precision. It compensates for the disadvantages of a traditional neural network.
This study is an improvement of our original study. Compared with the literature [14] - [16] , this study made many improvements and optimizations to modeling algorithms, improved the classification precision and can classified the bituminous coal and lignite in coal mines, which is unprecedented.
In this study, we explored and detected coal mining areas based on the cross-convergence of a multi-disciplinary fusion of spectroscopy, remote sensing technology, and computer science. First, we collected multiple samples of bituminous coal, lignite and non-coal objects. Then, we measured the spectral data of these objects through a visible-near-infrared spectrometer. For the remote sensing images, we used the ENVI software to correct and eliminate interference information in the remote sensing images. Furthermore, we established a relationship between the measured spectral data and the remote sensing spectral data, constructed a classification model for the coal mines using a multilayer extreme learning machine algorithm and simulated the model through MATLAB. Consequently, we described the distributions of bituminous coal and lignite with a high accuracy. Figure 1 ) is chosen as the research area. This coal mine is located in the middle of the Hulun Buir grassland. The proven reserves reach 4.166 billion tons, and the coal reserves in the opencast areas amount to 2.3 billion tons. The surface coal mine have produced 12 coal seams to date. The average calorific power of the coal is 3,700-4,300 kcal/kg, which is characterized by a low ash content, high volatile content, low sulfur content, and low phosphorus content in addition to lowtoxicity components. 
B. PREPROCESSING THE LANDSAT 8 SATELLITE IMAGES
We downloaded the images for the corresponding coal mines acquired by the Landsat 8 satellite from the United States Geological Survey website. Landsat 8 launched on February 11 th , 2013, and it carries two main sensors, namely, the Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS). The OLI instrument includes 9 wave bands with a 30-m spatial resolution. In this study, we use the first 7 OLI bands (coastal, blue, green, red, near-infrared, shortwave infrared 1, and shortwave infrared 2).
The original Landsat 8 satellite images are disturbed by atmospheric and light reflections from the ground, which can lead to the distortion of the spectral data. Therefore, we use the ENVI remote sensing image processing software developed by ITT Visual Information Solutions of the United States to perform corrections on the Landsat 8 satellite images. The main two steps in this process are radiation calibration and FLAASH atmospheric correction. Finally, we obtain ground reflection spectrum images that are more realistic. These image data more closely approximate the actual spectral features of ground objects.
C. PROCESSING THE MEASURED SPECTRAL DATA
In this study, we collected 430 samples, including bituminous coal and lignite, from the Shenhua opencast coal mine in China in addition to non-coal objects, including sandstones, VOLUME 6, 2018 FIGURE 2. The process of acquiring and processing spectral data. soils, shales, marls, vegetation, coal gangues, water and buildings. The portable ground-objects spectrometer SVC HR-1024 from the Spectra Vista Company of the United States was used in the experiment. The experiment was conducted between 10:00 and 14:00 h in the sunshine, under a cloudless sky. The spectrometer probe was 480 mm away from the sample surfaces and was perpendicular to them. The experimenters did not walk around or wear dark clothing to reduce the interference between the environment and the spectral data. The SVC HR-1024 spectrometer was used to perform five spectral tests on each sample, and then an average was taken as the spectral data of the sample.
After obtaining the measured spectral data of the samples, we selected the bands of the spectral data according to the positions of the bands of the Landsat 8 OLI satellite sensor and retained 7 useful bands corresponding to the 7 bands of the Landsat 8 OLI sensor. Figure 2 shows the process used to acquire and process the spectral data.
III. METHOD: CONSTRUCTING COAL CLASSIFICATION MODELS BASED ON AN IMPROVED EXTREME LEARNING MACHINE
In this study, we constructed models, conducted simulations and analyzed the spectral data of coal based on the improved extreme learning machine. The number of the samples in the training collection is 267, and the number in the testing collection is 163. The samples are classified into three types: bituminous coal, lignite and non-coal. The experiment was operated under the Windows 10 operating system with an Intel Core TM i5-7200U CPU @ 2.7 GHz with 8 GB of RAM, an NVIDIA M150 graphics card, 2 GB GDDR5 RAM, and MATLAB 2014b. We repeated the experiment 100 times and averaged the results for the final result of the experiment.
A. EXTREME LEARNING MACHINE
For any different N samples (
is activation function, the single hidden layer feed-forward neural network of the standard hidden nerve cells at L is
Here,
∈ R n stands for the input weight between the nerve cell in the input layer and the nerve cell i in the hidden layer; β i is the output weight; b i is the bias; and w i · x j stands for the inner product of w i and x j .
Then, the ELM function can be expressed as
where H is the matrix output by the hidden layer of the neural network. T is the expected output. The method developed by Professor Huang randomly chooses the input weights and hidden layer bias [17] . Training this network resembles the process that obtains the least squares solutionβ of the linear system Hβ = T as
Finally, we calculate the minimum of the least squares solution of the linear system aŝ
Here, H + is the Moore-Penrose generalized inverse matrix of H. The minimum of the least squares solution of Hβ = T is unique. Table 1 shows the coal classification model based on the basic ELM algorithm, and the effects of different hidden layer nodes on the performance of the model. We chose the sigmoid function as the activation function for the model. We can see that when the number of hidden layer nodes was small, the performance of the model was relatively worse, and the accuracy of the test set was approximately 70%. When the number of hidden layer nodes was within 150, the performance of the model was stable and optimal with an accuracy for the test set of 87.58%. The training time was very short (nearly equal to 0).
B. AN IMPROVED PARTICLE SWARM OPTIMIZATION ALGORITHM TO OPTIMIZE THE ELM NETWORK
Particle swarm optimization (PSO) is an optimized smart algorithm proposed by Eberhart and Kennedy [18] , who were inspired by the foraging behaviors of fish and birds. Because the PSO algorithm is simple in structure, easy to implement, and powerful, it has become universally applicable to optimization problems.
The particle swarm optimization algorithm is implemented as follows. In a bird group, each bird is seen as a particle, and they have a corresponding velocity V i = (V i1 , V i2 , . . . , V id ) and position X i = (X i1 , X i2 , . . . , X id ), where i = 1, 2, . . . , m is the number of particles. In each generation, the particle swarm algorithm continuously updates the position through equations (7) and (8) to find the optimal position and record it as
Here, pBest i = (pBest i1 , pBest i2 , . . . , pBest id ) is the optimized position of the particle; gBest i = (gBest i1 , gBest i2 , . . . , gBest id ) is the best position among all the positions through which the whole group pass; k is the current number of iterations; ω is the inertia weight; c 1 , c 2 are the acceleration coefficients; and r 1 , r 2 are two uniformly distributed random numbers on (0,1).
In the traditional PSO algorithm structure, c 1 , c 2 and ω are fixed values. Huang [19] proved that when the range of ω values is (0.4, 0.7), the range of c 1 is [0.5, 3.0] and the range of c 2 is [0.5, 3.5], premature convergence can be effectively avoided, thereby increasing the stability of the network. In this study, we proposed equations (9), (10) and (11) to assign inertia weight and acceleration coefficients to improve the swarm particle algorithm structure (i.e., the IPSO algorithm).
Here, ω is a random number in the range of (0.4, 0.7); k is the current number of iterations of the algorithm; and k max is the largest number of iterations. Because the initialization of the weight and bias are random assignments in the ELM algorithm, it will not lead to the optimal state of the network during the training process. Therefore, in this study, we introduce the IPSO algorithm to optimize the weight and bias of the ELM network. Now, we use an improved particle swarm optimization algorithm to optimize the ELM network (IP-ELM).
Algorithm 1 IP-ELM Algorithm
1. Initialize the IPSO algorithm and randomly generate the particle velocity V and position X (corresponding to the ELM weight and bias). 2. Assign V and X to the ELM network and perform ELM network training and forecasting. 3. Calculate the fitness value (in this study, the accuracy of the ELM network classification), and then optimize and save the optimal velocity and position. 4. Update the velocity and position of the IPSO according to equations (7) (8) (9) (10) (11) Table 2 shows a comparison of the coal classification models based on the ELM, IP-ELM, and PSO-ELM algorithms (in the PSO-ELM algorithm, we used the traditional PSO approach to optimize the ELM network).
According to the conclusions in section III.A, we choose the sigmoid function as the activation function of the model and 150 hidden layer nodes. The number of particles in the PSO algorithm is chosen as m = 50, and the maximum number of iterations k = 50.
According to Table 2 , we can see that the accuracy of the IP-ELM model for the test set classification reaches 94.66%, which is much higher than those of the ELM and PSO-ELM models. The results show that the IPSO algorithm can effectively optimize the ELM network. The IPSO algorithm is better than the PSO algorithm with regard to both the training time and the accuracy.
C. A MULTILAYER EXTREME LEARNING MACHINE
Qu et al. [20] proposed a two-layer ELM (TELM) neural network. The structure of the TELM neural network is composed of an input layer, two intermediate layers (hidden layers) and an output layer, and the neurons between the layers are all connected.
The TELM neural network still retains some of the advantages of the ELM neural network, such as a strong generalization ability, a fast operation speed, and a very little chance of falling into over fitting. After an analysis of the algorithm and actual data, the TELM is determined to be a very good choice for solving complex regression and classification problems. We can use Figure 3 represents the TELM algorithm flow. To better enhance the generalization ability of the TELM neural network and make the network forecast output more stable, we add regularization items [21] , [22] to the solution of the output weight β, which differs from the way the output weight is solved in the TELM algorithm. Let the output of the hidden layer be H i , i = 1, 2, and let the corresponding output weight be β i ; we compare the number of training samples N with the number of nodes L in the hidden layer.
If N > L, then:
If N < L, then:
If N = L, then:
Here, H + i is the Moore-Penrose generalized inverse matrix of H i ; T is the expected output; and λ is a uniformly distributed random number between (0, 1).
Based on these tasks, we optimized the TELM network further by using the IPSO algorithm. We call it the IP-TELM algorithm. The algorithm implementation process is as follows:
The integrated model approach uses multiple models to learn, train and test the same problem. Hansen and Salamon [23] first proposed the idea of combining the results of a finite number of neural network models of the same network structure. The model obtained using this integration idea has the strong ability to adapt to a variety of data, and its final output is better than the output of a single model. Subsequently, many scholars supplemented the integration idea [24] , [25] . The ideas they proposed not only improved the stability of the integrated model, but also reduced the time complexity of the algorithm, making it better, faster, and more accurate. They played an inspirational role for subsequent research on the algorithm.
Since each parameter changes as the IP-TELM algorithm undergoes new training, the output results are inconsistent, affecting the stability of the model. In this study, we propose an integrated IP-TELM algorithm based on the idea of integrated method. Through this method, we train and classify data using multiple IP-TELM models. Finally, the results of each IP-TELM model are voted on by the voting algorithm, and the one that obtains the most votes is the final classification result. This result is better than the classification of a single model, and it is more stable and reliable. Figure 4 shows the network structure of this method. Based on the characteristics of this method, we call it the multilayer extreme learning machine (M-ELM). Table 3 provides a comparison of the coal classification models based on the ELM, IP-ELM, TELM, IP-TELM, and M-ELM algorithms. We can see that 1 we can obtain the predicted output of the second hidden layer H 2 = g(W HE H E ). We can obtain the output weight matrix of the second hidden layer β 2 according to equations (12), (13) and (14) . At this point, the TELM training is completed. 6. Calculate the IPSO fitness value (the TELM test set accuracy). Compare and save the optimal velocity and position. 7. Update the velocity and position of the IPSO according to equations (7-11). 8. Determine whether the IPSO has reached the maximum number of iterations. If ''No'', go back to the second step to continue the optimization. If ''Yes'', exit the optimization and save the TELM optimal weight and bias. the accuracy of the M-ELM model for the classification of the test sets is higher than those of the other four models. Specifically, the classification accuracy of the M-ELM model is 7.88% higher than that of the TELM model and 2.4% higher than that of the IP-TELM model. The effectiveness of the M-ELM algorithm is thus proven. 
D. COMPARISON OF DIFFERENT IMPROVED EXTREME LEARNING MACHINE ALGORITHMS
Here, we compared algorithm M-ELM and improved extreme machine learning methods, whose sources and abbreviation are as follows: V-ELM: Voting based extreme learning machine [26] . SaE-ELM: Self-adaptive evolutionary extreme learning machine [27] .
Me-ELM: Memetic extreme learning machine [28] . IC-ELM: Instance cloned extreme learning machine [29] . ID-RELM: Improved dragging regularized extreme learning machine [30] . Table 4 shows the comparison of different improved extreme learning machine algorithms, from which we can see that the M-ELM algorithm has the highest classification accuracy rate of the test set, reaching 97.55%. The second highest accuracy rate is 97.28% of the Me-ELM algorithm. The third is 96.37% of the SaE-ELM algorithm, and the fourth, fifth, sixth are respectively ID-RELM, IC-ELM, and V-ELM algorithms. For training time, the M-ELM algorithm VOLUME 6, 2018 is faster than the Me-ELM algorithm and is almost equivalent to the SaE-ELM algorithm. The comparison results proved the effectiveness of M-ELM algorithm, strengthen the theoretical contribution of the algorithm, and consolidated the theory of ELM algorithm.
IV. RESULTS AND DISCUSSION

A. COAL EXPLORATION BASED ON THE M-ELM MODEL AND LANDSAT 8 SATELLITE IMAGES
After the model was established, we applied the M-ELM model to satellite images to identify coal. Figure 5(a-c) is based on the utilization of the M-ELM model to identify images of bituminous coal and lignite. The source images in Figure 5 (a) were taken by the Landsat 8 satellite on July 5 th , 2015, the source images in Figure 5 (b) were taken on May 4 th , 2016, the source images in Figure 5 (c) were taken on June 24 th , 2017, and the images in Figure 5 (d) were taken on July 7 th , 2017 by the Google satellite.
As seen from Figure 5 , our model can effectively classify bituminous coal, lignite, and non-coal regions. These coal areas basically coincide with Google's HD imagery. From a time point of view, bituminous coal and lignite were mixed in the Shenhua opencast coal mining area in 2015. In 2016, the amount of lignite was reduced. By 2017, the opencast areas were basically bituminous coal. This is also in line with our actual site investigation. This result proves the accuracy and practicality of our model. This model can monitor the mining activities in the Shenhua coal mining area and divine the changes in the coal mining area at different times.
B. APPLICATION OF THE COAL EXPLORATION MODEL IN OTHER COAL MINING AREAS
The M-ELM model is very effective in its identification in the Shenhua coal mining area. For further consideration, we have tried to apply this model to other opencast coal mines to verify the extensiveness of the method. China's Huolinhe and Heidaigou coal mines, the United States' Black Thunder coal mine and Germany's Ruhr coal mine were selected as the test areas. Figure 6 shows the identification effectiveness in different coal mining areas. We can see that the M-ELM model accurately identifies the coal areas. Figure 6 Through the identification of the above four coal mining areas, it is proven that the M-ELM model can accurately identify bituminous coal and lignite areas in other coal mining areas. This presents a new method for coal exploration technology that is fast, accurate and inexpensive.
C. COMPARISON AMONG DIFFERENT METHODS
In this study, we compare the classic coal classification algorithms from recent years. Mao et al. [6] established a coal body remote sensing identification model (i.e., the MAO model) based on the visible-near-infrared spectral characteristics of coal. The identification model of bituminous coal is:
In the equation, I NDC is the normalized coal index.
Among them, M 6 , M 5 reflect the reflectivity of the sixth band (1.56 ∼ 1.65 µm) and the fifth band (0.84 ∼ 0.88µm), respectively, of the Landsat satellite sensor. The I NDC size reflects the difference in the reflectance of the spectral curve in the two bands.
In the same way, the lignite identification model is:
The support vector machine (SVM) is a machine learning method proposed by Cortes and Vapnik [31] . This method is based on statistical theory. It is a general-purpose learning method for finite samples that can effectively solve problems with small samples, a high dimensionality and nonlinearity. It has been used in many fields in recent years [32] - [34] . The literature [35] , [36] proposed a CM-SVM coal classification model based on the confidence machine, SVM and infrared spectrum. The classification effect of this model is better than the traditional SVM, and the confidence and reliability of each sample classification result can also be obtained at the same time.
The random forest algorithm (RF) is an ensemble learning algorithm proposed by Breiman [37] that is essentially an improvement on the decision tree algorithm. It uses the bootstrap re-sampling method to extract multiple samples, performs decision tree modeling for each sample, combines multiple decision trees to predict the results, and finally uses the voting method to derive the final results. The literature [6] , [38] , and [39] applied the RF algorithm to classification problems of remote sensing and obtained relatively good results.
In this study, the M-ELM model, MAO model, CM-SVM model and RF model were selected for a comparative analysis. The results are shown in Figure 7 and Table 5 . The classification results in Table 5 were obtained from a training set with 267 samples and a test set with 163 samples. Figure 7 (b) is the image identification result for the coal mines of with MAO model. We compare this image with the Google HD image. We can see that in addition to identifying bituminous coal and lignite, the figure misidentifies non-coal areas such as coal gangue and buildings. Figure 7 (c) and Figure 7(d) show the results of image identification for the coal mines with the CM-SVM model and the RF model, respectively. These two images show the bituminous coal and lignite areas well, but these two models also misidentify some non-coal areas such as vegetation and lakeside black belts. Figure 7 (a) shows the image identification result for the coal mines with the M-ELM model. We can see that the image shows the coal area including bituminous coal and lignite more effectively. Table 5 shows the classification accuracy of each model. We can see that the M-ELM model has the highest classification accuracy of 97.55%, followed by the RF model with 95.71%, the CM-SVM model with 94.48%, and the MAO model with 84.44%.
V. CONCLUSION
Remote sensing technology plays an important role in the investigation and exploration of various types of resources. In this study, we merged soft-sensing technology and remote sensing technology. We proposed the M-ELM classification method, which has a significant effect on the accuracy and is better than the traditional ELM, MAO, CM-SVM and RF algorithms. We propose that coal exploration technology can be used to not only extract coal areas but also classify bituminous coal and lignite. With the advancement of remote sensing technology and the future of high-resolution, hyperspectral, multi-dimensional and other remote sensing images, we believe our method will be further developed to achieve better exploration results. 
