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1. Introduction
Most geometers and topologists ﬁrst encounter the projective spaces RPn , CPn and HPn as the spaces of all lines
(i.e. 1-dimensional subspaces) of Rn+1, Cn+1 and Hn+1 respectively. This algebraic/analytic approach involves homogeneous
coordinates [u, v,w] which are characterized by
[u, v,w] = [uk, vk,wk] for all k = 0.
Homogeneous coordinates give rise to a smooth manifold structure on RPn , CPn and HPn . Moreover, these manifolds
naturally inherit a metric structure from the corresponding Rn+1, Cn+1 and Hn+1. As Riemannian manifolds these projective
spaces are 2-point homogeneous. Consequently, we can also view them in terms of their isometry groups. A posteriori we
can represent these projective spaces as
RPn = O (n + 1)
O (n) × Z2 , CP
n = U (n + 1)
U (n) × U (1) , HP
n = Sp(n + 1)
Sp(n) × Sp(1) . (1.1)
The situation is quite different in the octonionic projective geometry. The approach outlined above, which to a great extent
relies on the associative property of R, C and H is inapplicable to the non-associative algebras such as the octonions O.
The octonionic projective plane OP2 (often denoted CaP2) was originally discovered synthetically by R. Moufang in
1933 [9]. The ﬁrst successful algebraic/analytic treatments of OP2 were independently done by P. Jordan in 1949 [7] and
H. Freudenthal in 1951 [3,4]. The results of their work allow us to identify OP2 with the rank-1-symmetric Riemannian
manifold F4/Spin(9).
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reduced homogeneous coordinates, coordinates of the form [u, v,w] with at least one of u, v , w equal 1, to build an atlas for
OP2. However, there does not seem to be a successful employment of reduced homogeneous coordinates to exploring the
Riemannian geometry of OP2 anywhere in the literature. In fact, Besse [1]1 also writes: This diﬃculty [when deﬁning CaP2]
is illustrated by the following two dependent observations: ﬁrstly there is no printed text in which CaP2 is constructed and studied
in detail and secondly the number of young (or aged) geometers asking us for references on this wonderful but somewhat frustrating
CaP2 is fairly large.
Ultimately, to understand the Riemannian geometry of OP2 one has to take F4/Spin(9) as a working deﬁnition. In
light of F4 ∼= Iso(F4/Spin(9)) this approach is analogous to taking (1.1) as a priori deﬁnitions of RPn , CPn and HPn! The
situation concerning the indeﬁnite projective plane OP (1,1) and the para-octonionic projective plane O′P2, semi-Riemannian
analogues of OP2, seems to be even more challenging in this respect.
On the other hand, the hyperbolic dual OH2 of the octonionic projective plane has been explained rather explicitly by
G.D. Mostow in [8], a book which contains an explicit description of the metric structure of OH2. Motivated in part by
the formulae found in this book we work with explicit descriptions, in terms of reduced homogeneous coordinates, of the
metric, the isometries and the Riemann curvature tensor of OP2 and three other (para-)octonionic projective planes. This
paper presents the results of our investigations. It is our hope that our work will bridge the gap in the literature that Besse
describes.
The main sections of this paper contain all the constructions and all the results but only a small number of proofs.
The four (semi-)Riemannian manifolds we study are highly related and the corresponding proofs are very similar to one
another. In the interests of brevity we generally only offer one of the four proofs. For convenience of our readers the
highly computational proofs are presented at the end, in Appendix A. Any reader who is unfamiliar with (para-)octonions is
recommended to start with Appendix B which contains a review of the two algebras.
We begin by introducing reduced homogeneous coordinates and by deﬁning the following four manifolds:
(1) the octonionic projective plane OP2;
(2) the indeﬁnite octonionic projective plane OP (1,1);
(3) the para-octonionic projective plane O′P2;
(4) the octonionic hyperbolic plane OH2;
the approach we take is based upon the work of A.L. Besse [1, Theorem 3.66]. Our exposition naturally brakes into four
tracks depending on which of the four manifolds we are interested in. The new material starts in Section 3 in which
(semi-)Riemannian metrics are constructed; we work explicitly in terms of reduced homogeneous coordinates. Guided by
the formulae for the isometries of RPn , CPn and HPn we build large sets of isometries with respect to which our four
manifolds are homogeneous and symmetric (Section 4). This particular section is highly computational, and most of the
proofs are postponed until Appendix A. Riemann curvature tensors are given explicitly in Section 5. The resulting expressions
are then used to obtain just enough understanding of the holonomy and/or the Jacobi operator in order to show (Section 6)
that the four (semi-)Riemannian manifolds we deﬁned are in fact isometric to the projective planes deﬁned classically by
quotients of Lie groups.
Finally, we would like to point out two open questions which arise from our work:
(1) Do the isometries we build in Section 4 generate the full isometry groups (e.g. F4 = Iso(OP2)) of the four manifolds?
(2) Is it possible to describe the isotropy subgroups of the full isometry groups in terms of the isometries we provide?
2. Reduced homogeneous coordinates and the resulting differentiable manifold structure
To describe the reduced homogeneous coordinates we consider a relation ∼ on O3; we say that (a,b, c) ∼ (d, e, f ) if
and only if there exists λ ∈ O − {0} such that a = dλ,b = eλ, c = f λ. This relation is symmetric and reﬂexive but due to
non-associativity of octonions it is not transitive. It is possible though to restrict ∼ to a suitable subset of O3 and obtain an
equivalence relation.
The OP2-case
Consider the following subsets of O3:
U1 = {1} × O × O, U2 = O × {1} × O, U3 = O × O × {1},
and their union U := U1 ∪ U2 ∪ U3.
1 See Paragraph 0.26.
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This time we start with the sets
U1 :=
{
(1,u, v) ∈ O3 | 1+ |u|2 − |v|2 > 0},
U2 :=
{
(u,1, v) ∈ O3 | |u|2 + 1− |v|2 > 0}
and study the restriction of ∼ to the union U := U1 ∪ U2.
The O′P2-case
In this case the existence of zero-divisors imposes a modiﬁcation of the relation ∼. Let
O
′+ :=
{
x ∈ O′ | |x|2 > 0}⊂ O′.
It follows from |ab|2 = |a|2|b|2 and | a¯|a|2 |2 = a¯|a|2 a|a|2 = 1|a|2 that O′+ is closed under multiplication and inverses. We now
deﬁne the relation ∼ on O′3 by setting (a,b, c) ∼ (d, e, f ) if and only if there is λ ∈ O′+ such that a = dλ, b = eλ, c = f λ.
This relation is reﬂexive and symmetric. To obtain transitivity we look at the restriction of ∼ to the union U := U1 ∪U2 ∪U3
where
U1 :=
{
(1, y1, z1) ∈ O′3 | 1+ |y1|2 + |z1|2 > 0
}
,
U2 :=
{
(x2,1, z2) ∈ O′3 | |x2|2 + 1+ |z2|2 > 0
}
,
U3 :=
{
(x3, y3,1) ∈ O′3 | |x3|2 + |y3|2 + 1 > 0
}
.
In all of the cases we have:
Lemma 2.1. The relation ∼ on U is an equivalence relation.
Proof. To illustrate how the proofs in all the three cases would go we present the proof in the para-octonionic case, which
also happens to have the most details to check. Suppose (1, y1, z1) ∼ (x2,1, z2) and (x2,1, z2) ∼ (x3, y3,1). This means that
for some λ1, λ2 ∈ O′+ we have⎧⎨⎩
1 = x2λ1,
y1 = λ1,
z1 = z2λ1,
and
⎧⎨⎩
x2 = x3λ2,
1 = y3λ2,
z2 = λ2.
(2.1)
Since λ1 ∈ O′+ we have y1 = λ1 ∈ O′+ and x2 = λ−11 ∈ O′+ . Similarly, y3, z2 ∈ O′+ . We now see that x3 = x2λ−12 ∈ O′+ ,
z1 = z2λ1 ∈ O′+ and hence all of the xi , yi , zi involved are invertible. By eliminating λi from (2.1) we easily obtain
x3 = x2z−12 = y−11
(
z1 y
−1
1
)−1 = y−11 (y1z−11 )= z−11 ,
y3 = z−12 =
(
z1 y
−1
1
)−1 = y1z−11 .
We now set λ3 := x−13 . Then λ3 ∈ O′+ and
1= x3λ3, y1 = y3λ3, z1 = λ3.
Therefore, (1, y1, z1) ∼ (x3, y3,1) and the relation ∼ is transitive on U . 
Deﬁnition 2.2. The octonionic projective plane OP2, the indeﬁnite octonionic projective plane OP (1,1) and the para-
octonionic projective plane O′P2 are deﬁned as the set of equivalence classes of U under the equivalence relation ∼.
The octonionic hyperbolic plane is the set
OH2 = {(u, v) ∈ O2 | |u|2 + |v|2 < 1}.
Note that we can deﬁne OH2 equivalently as {(1,u, v) ∈ O3 | 1− |u|2 − |v|2 > 0}. This interpretation makes the connection
between OH2 and the previous examples more clear.
Theorem 2.3. The spaces OP2 , OP (1,1) , O′P2 and OH2 are 16-dimensional differentiable manifolds.
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homeomorphisms φi are given by
φ1 : U1/∼ → R16 φ1
([a,b, c])= (b, c);
φ2 : U2/∼ → R16 φ2
([a,b, c])= (a, c);
φ3 : U3/∼ → R16 φ3
([a,b, c])= (a,b).
The transition functions φi ◦ φ−1j : R16 → R16 are smooth as can be seen from:
φ1 ◦ φ−12 (a,b) =
(
a−1,ba−1
)= φ2 ◦ φ−11 (a,b);
φ1 ◦ φ−13 (a,b) =
(
ba−1,a−1
)= φ3 ◦ φ−11 (a,b);
φ2 ◦ φ−13 (a,b) =
(
b−1,ab−1
)= φ3 ◦ φ−12 (a,b). 
We use Van Kampen theorem to show the following result.
Theorem 2.4. The spaces OP2 , OP (1,1) , O′P2 and OH2 are simply connected.
Proof. We only show the most delicate of all the cases: O′P2. First note that the open sets Ui/∼ ≈ {|u|2 +|v|2 > −1} ⊂ R16,
i = 1,2,3 are contractible due to linear homotopy H((u, v), t) = (tu, tv), t ∈ [0,1]. Now consider
U1/∼ ∩ U2/∼ =
{[1,u, v] | 1+ |u|2 + |v|2 > 0, |u|2 > 0}.
Using the linear homotopy H((u, v), t) = (u, tv), t ∈ [0,1] we see that U1/∼ ∩ U2/∼ is homotopy equivalent to O′+ . On the
other hand, linear homotopy
H(x1, . . . , x8; t) = (x1, . . . , x4, tx5, . . . , tx8), t ∈ [0,1]
shows that O′+  R4 − {0}  S3. In other words, U1/∼ ∩ U2/∼  S3 and the set U1/∼ ∩ U2/∼ is simply connected. By Van
Kampen theorem U1/∼ ∪ U2/∼ is simply connected as well. Next consider
(U1/∼ ∪ U2/∼) ∩ U3/∼ =
{[u, v,1] | |u|2 > 0, |v|2 > 0}≈ O′+ × O′+.
Since O′+×O′+  S3× S3 the set (U1/∼∪U2/∼)∩U3/∼ is simply connected. It now follows that O′P2 = U1/∼∪U2/∼∪U3/∼
is also simply connected. 
We ﬁnish this section by addressing the lack of symmetry in Deﬁnition 2.2, i.e. the fact that the deﬁnitions of OP (1,1)
and OH2 involve less than three open sets in their deﬁning cover. We can make our approach more uniform by considering
the following open sets.
The OP (1,1)-case
We may use
U3/∼ :=
{[1,u, v] ∈ U1/∼ | v = 0}∪ {[u,1, v] ∈ U2/∼ | v = 0}, (2.2)
which we can further identify with U3/∼ = {[x, y,1] | |x|2 + |y|2 − 1 > 0}.
The OH2-case
Here we may use
U2/∼ :=
{[1,u, v] ∈ OH2 | u = 0} and U3/∼ := {[1,u, v] ∈ OH2 | v = 0}, (2.3)
i.e. U2/∼ = {[x,1, z] ∈| |x|2 − 1− |z|2 > 0} and U3/∼ = {[x, y,1] | |x|2 − |y|2 − 1 > 0}.
These sets are particularly useful in Section 4 in which we discuss (local) isometries of our four geometries.
3. (Semi-)Riemannian structure via reduced homogeneous coordinates
We ﬁrst put a metric on each of the charts Ui/∼ and then check compatibility with respect to the transition maps. The
particular expressions involved are motivated by the form of Fubini–Study metrics on complex and hyperbolic projective
spaces; see [8].
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Let (u, v) with u, v ∈ O be the octonion-valued coordinate functions arising from charts Ui/∼ . They give rise to octonion-
valued 1-forms du and dv , on which we can perform any algebraic operations we can perform on octonions. We take
advantage of this algebraic structure to deﬁne the following quadratic form:
ds2 = |du|
2(1+ |v|2) + |dv|2(1+ |u|2) − 2Re[(uv¯)(dv du¯)]
(1+ |u|2 + |v|2)2 . (3.1)
The OP (1,1)-case
Consider the deﬁning open cover OP (1,1) = U1/∼ ∪ U2/∼ and the notational conventions from the above. Let
ds2 = |du|
2(1− |v|2) − |dv|2(1+ |u|2) + 2Re[(uv¯)(dv du¯)]
(1+ |u|2 − |v|2)2 . (3.2)
The O′P2-case
Likewise, for each Ui/∼ consider
ds2 = |du|
2(1+ |v|2) + |dv|2(1+ |u|2) − 2Re[(uv¯)(dv du¯)]
(1+ |u|2 + |v|2)2 . (3.3)
The OH2-case
This is the simplest of the cases as OH2 can be covered by only one chart. On this chart we deﬁne our metric to be:
ds2 = |du|
2(1− |v|2) + |dv|2(1− |u|2) + 2Re[(uv¯)(dv du¯)]
(1− |u|2 − |v|2)2 . (3.4)
It is easy to see that the metric (3.1) is positive deﬁnite. Indeed, the Cauchy–Schwartz inequality for the real inner
product 〈x, y〉 = Re(xy¯) on O implies
ds2(X, X) |du(X)|
2(1+ |v|2) + |dv(X)|2(1+ |u|2) − 2|u||v||du(X)||dv(X)|
(1+ |u|2 + |v|2)2
= |du(X)|
2 + |dv(X)|2 + (|du(X)||v| − |dv(X)||u|)2
(1+ |u|2 + |v|2)2  0.
In order to show that the remaining expressions are non-degenerate (and in order to establish their signature) we need to
fully understand the metric components corresponding to (3.1)–(3.4). The formulae we ﬁnd are going to be used again in
Section 5 where we perform curvature calculations.
Let us denote by {e1, . . . , e8, f1, . . . , f8} the coordinate vector ﬁelds
ei := ∂i, f i := ∂i+8, 1 i  8
which arise from (para-)octonion valued coordinate functions (u, v). In addition, let {x1, . . . , x8} be the standard orthonormal
basis of O or O′ , depending on context; the basis {x1, . . . , x8} of O′ is “orthonormal” in the sense that 〈xi, x j〉 = δi jεi , where
εi :=
{
1 i  4,
−1 i  5.
We see from Re[(uv¯)(dv du¯)] = 〈uv¯,du dv¯〉 = 〈(uv¯)dv,du〉 that
g(ei, f j) = g( f j, ei) = ± 〈(uv¯)x j, xi〉
(1± |u|2 ± |v|2)2
with an appropriate choice of ±-signs for each of our four cases. To be precise, let Aij = −〈(uv¯)x j, xi〉 and G =
diag{ε1, . . . , ε8}. We have the following matrix representations of (3.1)–(3.4):
The OP2-case
1
(1+ |u|2 + |v|2)2
[
(1+ |v|2)Id A
AT (1+ |u|2)Id
]
; (3.5)
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1
(1+ |u|2 − |v|2)2
[
(1− |v|2)Id −A
−AT −(1+ |u|2)Id
]
; (3.6)
The O′P2-case
1
(1+ |u|2 + |v|2)2
[
(1+ |v|2)G A
AT (1+ |u|2)G
]
; (3.7)
The OH2-case
1
(1− |u|2 − |v|2)2
[
(1− |v|2)Id −A
−AT (1− |u|2)Id
]
. (3.8)
Note the following property of the matrix A.
Lemma 3.1. In the octonionic case we have AAT = AT A = |u|2|v|2Id, while in the para-octonionic case we have AG AT = AT G A =
|u|2|v|2G.
Proof. We only show the more complicated, para-octonionic case. We start with Aij = −〈(uv¯)x j, xi〉 = −〈(vu¯)xi, x j〉 and
(
AGAT
)
i j =
8∑
k=1
εk
〈
(vu¯)xi, xk
〉〈
(vu¯)x j, xk
〉= 〈(vu¯)xi, (vu¯)x j 〉.
We now have (AGAT )i j = |u|2|v|2εiδi j (see Lemma B.1) and consequently
AGAT = |u|2|v|2G.
This identity implies that A is invertible whenever |u|2|v|2 = 0 and that
A−1 = 1|u|2|v|2 GA
T G.
In particular, 1|u|2|v|2 GA
T G A = Id for |u|2|v|2 = 0 and by continuity
AT G A = |u|2|v|2G
for all u, v ∈ O′ . 
We are now ready to prove the non-degeneracy and compute the signature of the metrics deﬁned in (3.1)–(3.4).
Lemma 3.2. The metrics (3.1)–(3.4) are non-degenerate. Moreover, the metrics (3.1) and (3.4) positive deﬁnite, while (3.2) and (3.3)
are of signature (8,8).
Proof. We again focus on the para-octonionic case; brief comments about the remaining cases are made throughout the
proof. The non-degeneracy follows from Lemma 3.1 and the fact that the (u, v)-coordinates (in the para-octonionic case)
satisfy 1+|u|2 +|v|2 > 0. Indeed, if for some (u, v) the matrix (3.7) was singular we would have a non-trivial solution (r,s)
of the system[
(1+ |v|2)G A
AT (1+ |u|2)G
][r
s
]
= 0 i.e.
{
(1+ |v|2)Gr + As = 0,
AT r + (1+ |u|2)Gs = 0.
Furthermore, we would get{
(1+ |u|2)(1+ |v|2)Gr − (AGAT )r = 0,
(1+ |u|2)(1+ |v|2)Gs − (AT G A)s = 0,
which in light of Lemma 3.1 becomes(
1+ |u|2 + |v|2)Gr = 0 and (1+ |u|2 + |v|2)Gs = 0.
The last system only has trivial solutions because 1+ |u|2 + |v|2 > 0. Thus, we have a contradiction. In the OP (1,1) case the
proof at this point uses 1+ |u|2 − |v|2 > 0, while in OH2 it relies on −1+ |u|2 + |v|2 > 0.
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point(s) with coordinates (u, v) = (0,0). In the para-octonionic case this leads to ds2 = |du|2 + |dv|2; the para-octonionic
inner product is of signature (4,4) and so ds2 = |du|2 +|dv|2 is of signature (8,8). In the remaining cases our result follows
from considering ds2 = |du|2 − |dv|2 (OP (1,1)) and ds2 = |du|2 + |dv|2 (OH2). 
The following theorem is one of our main results. Its proof illustrates very well the kind of highly computational argu-
ments that appear in our paper. For this reason we present the proof of the following result but postpone the remaining
computational proofs until Appendix A.
Theorem 3.3. The coordinate expressions (3.1)–(3.4) give rise to globally deﬁned metrics.
Proof. We focus on the OP2-case; the proofs in the remaining cases are very similar. We need to show that changes of
coordinates preserve (3.1).
Due to the symmetry of our transition functions (see the proof of Theorem 2.4) we can perform the calculation for the
transition function (u, v) = (x−1, zx−1).
ds2 = [∣∣dx−1∣∣2(1+ ∣∣zx−1∣∣2)+ ∣∣d(zx−1)∣∣2(1+ ∣∣x−1∣∣2)− 2Re[(x−1x−1 z¯)(d(zx−1)dx−1)]]
/
(
1+ ∣∣x−1∣∣2 + ∣∣zx−1∣∣2)2.
It follows from d(xx−1) = dx x−1 + xdx−1 = 0 that dx−1 = −x−1 dx x−1. Thus |dx−1|2 = |x−1|4|dx|2 and
ds2 = [∣∣x−1∣∣4|dx|2(1+ |z|2∣∣x−1∣∣2)+ ∣∣dz x−1 + z dx−1∣∣2(1+ ∣∣x−1∣∣2) (3.9)
− 2∣∣x−1∣∣2Re[z¯((dz x−1 + z dx−1)dx−1)]] (3.10)
/
(
1+ ∣∣x−1∣∣2 + |z|2∣∣x−1∣∣2)2. (3.11)
We apply |a + b|2 = |a|2 + |b|2 + 2Re[ab¯] to see that∣∣dz x−1 + z dx−1∣∣2 = ∣∣dz x−1∣∣2 + ∣∣z dx−1∣∣2 + 2Re[(dz x−1)(dx−1 z¯)] (3.12)
= ∣∣x−1∣∣2|dz|2 + ∣∣x−1∣∣4|z|2|dx|2 + 2Re[(dz x−1)(dx−1 z¯)]. (3.13)
The real part in Eq. (3.13) can be simpliﬁed further.
Lemma 3.4. Re[(dz x−1)(dx−1 z¯)] = −|x−1|4Re[(xz¯)(dzdx¯)].
Proof. Since Re[(ab)c] = Re[a(bc)] for all a,b, c ∈ O we have
Re
[(
dz(x+ h) )( (x+ h)−1 z¯)]= Re[dz((x+ h) (x+ h)−1 z¯)]= Re[dz z¯]. (3.14)
Recall that dx−1 = −x−1dx x−1, i.e. that the best linear approximation of (x+ h)−1 with respect to h is
(x+ h)−1 ≈ x−1 − x−1hx−1.
Considering the best linear approximation with respect to h of the terms involved in (3.14) gives us
Re
[
(dz h¯)
(
x¯−1 z¯
)]+ Re[(dz x¯)(−( ¯x−1hx−1)z¯)]= 0 i.e.
Re
[
(dzdx¯)
(
x¯−1 z¯
)]+ Re[(dz x¯)(dx−1 z¯)]= 0.
Therefore,
Re
[(
dz x−1
)(
dx−1 z¯
)]= ∣∣x−1∣∣2Re[(dz x¯)(dx−1 z¯)]= −∣∣x−1∣∣2Re[(dzdx¯)(x¯−1 z¯)]
= −∣∣x−1∣∣4Re[(dzdx¯)(xz¯)]= −∣∣x−1∣∣4Re[(xz¯)(dzdx¯)];
the last equality follows from Re[ab] = Re[ba] for all a,b ∈ O. 
Using Lemma 3.4 and identity (3.13) we get∣∣dz x−1 + z dx−1∣∣2 = ∣∣x−1∣∣2|dz|2 + ∣∣x−1∣∣4|z|2|dx|2 − 2∣∣x−1∣∣4Re[(xz¯)(dzdx¯)].
We can also apply Lemma 3.4 to simplify the line (3.10).
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[
z¯
((
dz x−1 + z dx−1)dx−1 )]= Re[z¯((dz x−1)dx−1 )]+ Re[z¯z dx−1 dx−1 ]
= Re[((dz x−1)dx−1 )z¯]+ |z|2∣∣dx−1∣∣2 = Re[(dz x−1)(dx−1 z¯)]+ ∣∣x−1∣∣4|z|2|dx|2
= −∣∣x−1∣∣4Re[(xz¯)(dzdx¯)]+ ∣∣x−1∣∣4|z|2|dx|2.
Combining the last two expressions with (3.9), (3.10) and |x−1|2 = |x|−2 we get
ds2 = |dx|
2(1+ |z|2) + |dz|2(1+ |x|2) − 2Re[(xz¯)(dzdx¯)]
(1+ |x|2 + |z|2)2 ,
which completes our proof. 
Additional coordinate neighborhoods on OP (1,1) and OH2 have been introduced in (2.2)–(2.3). We conclude this section
by revealing what the metrics deﬁned above look like in terms of these additional coordinates.
The OP (1,1)-case
We have
ds2 = |dx|
2(|y|2 − 1) + |dy|2(|x|2 − 1) − 2Re[(xy¯)(dy dx¯)]
(|x|2 + |y|2 − 1)2 . (3.15)
To ﬁnd this expression one ﬁrst observes that, due to the rational nature of the metric and the transition functions, it
suﬃces to express the metric on U1/∼ ∩ U3/∼ using the coordinates arising from U3/∼ . So, one sets u = yx−1 and v = x−1
in (3.2) and then performs a computation just like in the proof of the last theorem.
The OH2-case
The same method leads to
ds2 = |dx|
2(1+ |z|2) + |dz|2(|x|2 − 1) − 2Re[(xz¯)(dzdx¯)]
(|x|2 − 1− |z|2)2 on U2/∼, (3.16)
ds2 = |dx|
2(1+ |y|2) + |dy|2(|x|2 − 1) − 2Re[(xy¯)(dy dx¯)]
(|x|2 − |y|2 − 1)2 on U3/∼. (3.17)
4. Isometries
The metrics on our (para-)octonionic projective planes have the same coordinate expressions as the Fubini–Study metrics
on the (para-)quaternionic projective planes. In light of this it is natural to look at the coordinate expressions of the isome-
tries of spaces such as HP2; the hope is that this way we can discover the isometries of our (para-)octonionic projective
planes.
The simplest isometries of HP2 arise from reﬂections in H3. For example, consider the reﬂection with respect to the
plane (0,a,b)⊥ . This reﬂection results in an isometry of HP2 which, assuming that the quaternionic inner-product is
conjugate-linear in the ﬁrst entry and that (0,a,b) is unit, has the coordinate form
[1,u, v] → [1, ru + λv, λ¯u − rv], (4.1)
where r = −|a|2 +|b|2, λ = −2(ab¯). Note that r2 +|λ|2 = 1. The situation in the indeﬁnite case is very similar. The reﬂection
with respect to a plane of mixed signature in H(1,2) (e.g. (0,a,b)⊥ with |a|2 − |b|2 = 1) gives rise to an isometry of HP (1,1)
which in coordinates looks like
[1,u, v] → [1, −ru + λv, −λ¯u + rv] (4.2)
where r = |a|2 + |b|2 and λ = 2(ab¯); note that r2 − |λ|2 = 1. Motivated by these formulae we look at the following transfor-
mations.
The OP2 and O′P2-cases
For r ∈ R and λ ∈ O (resp. λ ∈ O′) with r2 + |λ|2 = 1 we consider the maps Rr,λ : Ui/∼ → Ui/∼ , i ∈ {1,2,3}, deﬁned2
by (4.1).
2 We allow a slight abuse of notation.
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For r ∈ R and λ ∈ O satisfying r2 − |λ|2 = 1 we can deﬁne ρr,λ : Ui/∼ → Ui/∼ , i ∈ {1,2} by (4.2). On the other hand, for
(r, λ) satisfying r2 + |λ|2 = 1 we deﬁne Rr,λ : U3/∼ → U3/∼ using (4.1).
The OH2-case
Similarly, if r ∈ R and λ ∈ O satisfy r2 − |λ|2 = 1 we consider ρr,λ : Ui/∼ → Ui/∼ , i ∈ {2,3}, deﬁned by (4.2). In the case
when r2 + |λ|2 = 1 we look at the transformations Rr,λ : OH2 → OH2 deﬁned by (4.1).
It is not a priori clear that ρr,λ and Rr,λ really map to the sets Ui/∼ in the manner claimed above. The fact that they
actually do follows from a short computation which shows that
|ru + λv|2 + |λ¯u − rv|2 = |u|2 + |v|2 and |−ru + λv|2 − |−λ¯u + rv|2 = |u|2 − |v|2.
These identities ensure that any inequality we impose on |u|2 and |v|2 in the deﬁnition of Ui is still satisﬁed by the
coordinates of the (formal) images under ρr,λ and/or Rr,λ .
A rather non-trivial computation shows that the maps we deﬁned above in the (para-)octonionic setting really are (local)
isometries. In order not to get side-tracked by computation we postpone this proof until Appendix A.
Proposition 4.1. The maps ρr,λ , Rr,λ introduced above are involutive isometries.
It is crucial to notice that our “local reﬂections” ρr,λ , Rr,λ extend to globally deﬁned isometries. We illustrate this process
on O′P2, which also happens to be the most delicate of all the cases. Note that the extensions we ﬁnd are rational, and
hence analytic.
Formally, the restriction of the map Rr,λ : U1/∼ → U1/∼ on U1/∼ ∩ U2/∼ looks like
[x,1, z] = [1, x−1, zx−1] → [1, rx−1 + λ(zx−1), λ¯x−1 − rzx−1] i.e.
[x,1, z] → [|x|2(rx¯+ λ(zx¯))−1, 1, (λ¯x¯− rzx¯)(rx¯+ λ(zx¯))−1]= [|x|2(λ¯x¯− rzx¯)−1, (rx¯+ λ(zx¯))(λ¯x¯− rzx¯)−1, 1].
These rather complicated expressions can be re-written in a more convenient form. The reader is referred to Appendix A
for the exact computation leading to the formula
[x,1, z] →
⎧⎨⎩
[ rx+(xz¯)λ¯
|r+λz|2 , 1,
rλ¯+λ¯z¯λ¯−r2z−r|z|2λ¯
|r+λz|2
]
if |r + λz|2 > 0,[ xλ−rxz¯
|λ¯−rz|2 ,
rλ+λzλ−r2 z¯−r|z|2λ
|λ¯−rz|2 , 1
]
if |λ¯ − rz|2 > 0,
(4.3)
in which the conditions on |r+λz|2 and |λ¯−rz|2 have been added to ensure that the image of [x,1, z] ∈ U2/∼ really belongs
to U2/∼ (resp. U3/∼). It should be pointed out that there are points [x,1, z] ∈ U2/∼ which satisfy neither |r + λz|2 > 0 nor
|λ¯ − rz|2 > 0. For such points we have
1+ |z|2 = |r + λz|2 + |λ¯ − rz|2  0;
since |x|2 + 1 + |z|2 > 0 we must have x ∈ O′+ . In other words, a point of U2/∼ which satisﬁes neither |r + λz|2 > 0 nor
|λ¯ − rz|2 > 0 is automatically in U1/∼ . So, the formula (4.3) should really be interpreted as the extension of (4.1) to a
neighborhood of U2/∼ − U1/∼ in U2/∼ . Similar extension process can be applied to (a neighborhood of) U3/∼ − U1/∼ . As
the outcome we get
[x, y,1] →
⎧⎨⎩
[ rxy¯+xλ¯
|ry+λ|2 , 1,
r|y|2λ¯+λ¯yλ¯−r2 y¯−rλ¯
|ry+λ|2
]
if |ry + λ|2 > 0,[
(xy¯)λ−rx
|λ¯y−r|2 ,
r|y|2λ+λ y¯λ−r2 y−rλ
|λ¯y−r|2 , 1
]
if |λ¯y − r|2 > 0.
(4.4)
The extensions (4.3)–(4.4) match on open subsets of U1/∼ ∩ U2/∼ ∩ U3/∼ on which they are both deﬁned. Since all the
coordinate expressions appearing in these extensions are rational, and since they match on the appropriate open subsets,
they also have to match whenever they are both deﬁned. Therefore, we have a well-deﬁned, unique analytic extension R˜r,λ
of Rr,λ to the entire O′P2. As an analytic extension of an involution this map must also satisfy R˜2r,λ = Id. In particular, we
have that R˜r,λ is a bijection.
Theorem 4.2. The maps ρ˜r,λ and R˜r,λ are (global) isometries.
Proof. The components of our metric tensors are rational in the coordinates arising from the charts Ui/∼ (see (3.1)–(3.4)).
The components of the pullbacks of our metrics via ρ˜r,λ and/or R˜r,λ are also rational due to the rational nature of ρ˜r,λ
and R˜r,λ . Since ρr,λ and Rr,λ are isometries of Ui/∼ , the identity principle shows that their extensions are isometries as
well. 
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U3/∼ ⊂ OH2 and the composition of their extensions It = ρ˜1,0 ◦ ρ˜cosh t,sinh t . This “indeﬁnite rotation” acts on [x, y,1] as
[x, y,1] → [cosh t x− sinh t y,− sinh t x+ cosh t y, 1].
The formal image of the point [1,u, v] = [v−1,uv−1,1] under this map is[
cosh t v−1 − sinh t uv−1,− sinh t v−1 + cosh t uv−1,1]
= [1, (− sinh t + cosh t u)(cosh t − sinh t u)−1, v(cosh t − sinh t u)−1].
Due to the uniqueness of our analytic extensions we have
It[1,u, v] =
[
1, (− sinh t + cosh t u)(cosh t − sinh t u)−1, v(cosh t − sinh t u)−1]
for all [1,u, v] with cosh t − sinh t u = 0. In particular, It[1,0,0] = [1,− tanh t,0] for all t ∈ R.
The set of isometries constructed so far is big enough to show homogeneity of our manifolds.
Theorem 4.4. (Semi-)Riemannian manifolds OP2 , OP (1,1) , O′P2 and OH2 are homogeneous and symmetric.
Proof. We ﬁrst show homogeneity. Due to symmetry in our charts it suﬃces to show that the point P0[1,0,0] can be taken
to any of the points [1,a,b] = P0 by an isometry. We continue by introducing some notation which will allow us to give a
uniform proof for all the four manifolds. In the case of OP (1,1) we let K =√||a|2 − |b|2| and L = |b|. In all the other cases
we set
K =
√∣∣|a|2 + |b|2∣∣ and L = {√|b|2 if |b|2 > 0,−√−|b|2 if |b|2 < 0.
Note that L|L| = |b|2. We can also assume that
K , L = 0; (4.5)
the fact that we do not loose generality this way is explained in Appendix A.
Step 1. We take the point P0 to [1, K ,0]. This is most eﬃciently done by using “rotations” analogous to those of Ex-
ample 4.3. For manifolds OP2, OP (1,1) and O′P2 we use It = R˜1,0 ◦ R˜cos t,sin t with tan t = −K ; in the OH2-case we use
It = ρ˜1,0 ◦ ρ˜cosh t,sinh t with tanh t = −K .
Step 2. We continue by taking the point [1, K ,0] to [1,a,b]. In the OP (1,1)-case we use the (global) isometry arising from
the composition of “reﬂections”
ρ L
K ,
ab¯
|L|K
◦ ρ
0,− b¯L
on U1/∼ . The remaining cases are analogous; we use R L
K ,− ab¯|L|K
◦ R
0,− b¯L
.
To show symmetry we again consider the point P0[1,0,0]. Since our manifolds are homogeneous it suﬃces to ﬁnd a
central symmetry at P0. For manifolds OP2, O′P2 and OH2 this central symmetry is given by (the extension of) R−1,0 ◦
R1,0 on U1/∼ . Indeed, we have:
[1,u, v] → [1,u,−v] → [1,−u,−v].
In the case of OP (1,1) the central symmetry arises from ρ−1,0 ◦ ρ1,0 on U1/∼ . 
5. Curvature
In this section we compute the Riemann curvature tensors with respect to the metrics described in Section 3. We
do so by understanding the curvature tensor at one particular point P0[1,0,0]; this is suﬃcient as our manifolds are
homogeneous. The following computations rely on the coordinate frame {e1, . . . , f8} which we used earlier in Section 3
(recall the metric components from (3.5)–(3.8)). When no confusion is possible we refer to any of our metrics as g .
Our ﬁrst step is to compute the ﬁrst and the second jets of g at P0.
Lemma 5.1. The ﬁrst jets of g vanish at P0 . The only possibly non-vanishing second jets of g at P0 are listed below.
(1) The OP2-case.
e je j g(ei, ei) = f j f j g( f i, f i) = −4, f j f j g(ei, ei) = e je j g( f i, f i) = −2 and el fk g(ei, f j) = −〈xlxk, xix j〉.
(2) The OP (1,1)-case.
e je j g(ei, ei) = f j f j g( f i, f i) = −4, f j f j g(ei, ei) = e je j g( f i, f i) = 2 and el fk g(ei, f j) = 〈xlxk, xix j〉.
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e je j g(ei, ei) = f j f j g( f i, f i) = −4εiε j , f j f j g(ei, ei) = e je j g( f i, f i) = −2εiε j and el fk g(ei, f j) = −〈xlxk, xix j〉.
(4) The OH2-case.
The exact negatives of the jets in the OP2-case.
Proof. The proof follows from considering the quadratic approximations (which are accurate to fourth degree) of (3.5)–(3.8)
around (u, v) = (0,0). For example, in the case of OP2 we have:
1+ |u|2
(1+ |u|2 + |v|2)2 ≈ 1− 2
(|u|2 + |v|2)+ |u|2 = 1− |u|2 − 2|v|2, (5.1)
1+ |v|2
(1+ |u|2 + |v|2)2 ≈ 1− 2
(|u|2 + |v|2)+ |v|2 = 1− 2|u|2 − |v|2, (5.2)
− 〈(uv¯)x j, xi〉
(1+ |u|2 + |v|2)2 ≈ −
〈
(uv¯)x j, xi
〉
. (5.3)
Note that none of the approximations above has any linear terms. This implies that the ﬁrst jets of the metric vanish at P0.
The second jets can easily be observed from (5.1) and (5.2) and the identity
el fk
[〈
(uv¯)x j, xi
〉]= 〈(xlxk)x j, xi 〉= 〈xlxk, xix j〉.
The proofs for the remaining manifolds are completely analogous. 
The Christoffel symbols are linear in the ﬁrst jets of the metric. Therefore, the Christoffel symbols vanish at P0. This
fact considerably simpliﬁes the expression for the curvature components at P0 (with respect to {e1, . . . , f8}). Indeed, in the
Riemannian case we have
Rαβγ δ = Rαβγ δ = Γ δαγ ;β − Γ δβγ ;α =
1
2
[gβγ ;αδ + gαδ;βγ − gαγ ;βδ − gβδ;αγ ], (5.4)
while in the semi-Riemannian setting we have
Rαβγ δ = gδδRαβγ δ = gδδ
(
Γ δαγ ;β − Γ δβγ ;α
)= 1
2
[gβγ ;αδ + gαδ;βγ − gαγ ;βδ − gβδ;αγ ]. (5.5)
Proposition 5.2. The only possibly non-vanishing components of the curvature tensor(s) are listed below.
(1) The OP2-case:
R(ei, e j, ek, el) = R( f i, f j, fk, fl) = −4〈xi, xl〉〈x j, xk〉 + 4〈x j, xl〉〈xi, xk〉,
R(ei, e j, fk, fl) = R( fk, fl, ei, e j) = −〈xixl, x jxk〉 + 〈x jxl, xixk 〉,
R(ei, f j, ek, fl) = −R(ei, f j, fl, ek) = R( f i, e j, fk, el) = −R( f i, e j, el, fk) = 〈xix j, xkxl 〉.
(2) The OP (1,1)-case:
R(ei, e j, ek, el) = R( f i, f j, fk, fl) = −4〈xi, xl〉〈x j, xk〉 + 4〈x j, xl〉〈xi, xk〉,
R(ei, e j, fk, fl) = R( fk, fl, ei, e j) = 〈xixl, x jxk 〉 − 〈x jxl, xixk 〉,
R(ei, f j, ek, fl) = −R(ei, f j, fl, ek) = R( f i, e j, fk, el) = −R( f i, e j, el, fk) = −〈xix j, xkxl 〉.
(3) The O′P2-case:
The para-octonionic version of the expressions for OP2 .
(4) The OH2-case:
The exact negatives of the expressions for OP2 .
Proof. The proofs are remarkably similar in all the four cases. They all rely on the previous lemma, expressions (5.4)–(5.5),
and the fact that
ei ↔ f i (5.6)
deﬁnes an isometry of the tangent space at P0 which preserves the jets of the metric (see Lemma 5.1) and therefore the
2curvature tensor as well. The proof we present below refers speciﬁcally to the case of OP .
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R(ei, e j, ek, el) = 12
[
eiel g(e j, ek) + e jek g(ei, el) − e jel g(ei, ek) − eiek g(e j, el)
]
= −4(δilδ jk − δ jlδik) = −4〈xi, xl〉〈x j, xk〉 + 4〈x j, xl〉〈xi, xk〉;
the corresponding result about R( f i, f j, fk, fl) follows by using (5.6). It is also immediate that
R(ei, e j, ek, fl) = 12
[
flei g(e j, ek) + e jek g( fl, ei) − fle j g(ei, ek) − eiek g( fl, e j)
]= 0.
It now follows that there are no non-vanishing curvature components of types R(e∗, e∗, e∗, f∗), R(e∗, e∗, f∗, e∗), R(e∗, f∗,
e∗, e∗), R( f∗, e∗, e∗, e∗), R( f∗, f∗, f∗, e∗), R( f∗, f∗, e∗, f∗), R( f∗, e∗, f∗, f∗), R(e∗, f∗, f∗, f∗). To ﬁnd the remaining curvature
components we compute:
R(ei, e j, fk, fl) = 12
[
ei fl g(e j, fk) + e j fk g(ei, fl) − e j fl g(ei, fk) − ei fk g(e j, fl)
]= −〈xixl, x jxk〉 + 〈x jxl, xixk〉 and
R(ei, f j, ek, fl) = 12
[
ei fl g(ek, f j) + ek f j g(ei, fl) − f j fl g(ei, ek) − eiek g( f j, fl)
]
= −〈xixl, xkx j〉 + 2δikδ jl = −〈xixl, xkx j〉 + 2〈xi, xk〉〈x j, xl〉.
Note that −〈xixl, xkx j〉 + 2〈xi, xk〉〈x j, xl〉 = 〈xix j, xkxl〉 (see (B.3)). Hence
R(ei, f j, ek, fl) = 〈xix j, xkxl 〉,
as claimed. The proof is now easily completed using curvature symmetries and the isometry (5.6). 
We are now able to give component-free description(s) of the Riemann curvature tensor(s). In what follows we identify
the tangent space(s) at P0[1,0,0] with pairs of (para-)octonions (a,b) according to
(a,b) =
(∑
aixi,
∑
bixi
)
↔
∑
aiei +
∑
bi f i .
Theorem 5.3. The Riemann curvature tensor(s) at P0[1,0,0] are listed below.
(1) The OP2-case.
R
(
(a,b), (c,d), (e, f ), (g,h)
)= 4〈a, e〉〈c, g〉 − 4〈c, e〉〈a, g〉 + 4〈b, f 〉〈d,h〉 − 4〈d, f 〉〈b,h〉
− 〈ed¯, gb¯〉 + 〈eb¯, gd¯〉 − 〈c f¯ ,ah¯〉 + 〈a f¯ , ch¯〉 − 〈ad¯ − cb¯, g f¯ − eh¯〉.
(2) The OP (1,1)-case.
R
(
(a,b), (c,d), (e, f ), (g,h)
)= 4〈a, e〉〈c, g〉 − 4〈c, e〉〈a, g〉 + 4〈b, f 〉〈d,h〉 − 4〈d, f 〉〈b,h〉
+ 〈ed¯, gb¯〉 − 〈eb¯, gd¯〉 + 〈c f¯ ,ah¯〉 − 〈a f¯ , ch¯〉 + 〈ad¯ − cb¯, g f¯ − eh¯〉.
(3) The O′P2-case.
The para-octonionic version of the expression for OP2 .
(4) The OH2-case.
The exact negative of the expression for OP2 .
Proof. The proof follows from the previous proposition using R-multilinearity of the curvature tensor, the inner-product,
the multiplication and the conjugation of (para-)octonions. 
6. Identiﬁcation with classical models
R. Brown and A. Grey [2] computed the curvature tensor of the classically deﬁned OP2 using invariants of Spin(9). Their
result matches with ours after we alter our identiﬁcation of T P0OP
2 with O2. More precisely, had we used
(a, b¯) =
(∑
aixi,
∑
bixi
)
↔
∑
aiei +
∑
bi f i
our expression would completely match with the one in [2]. We can use the result of Brown and Grey to argue that the
classically deﬁned octonionic projective plane is isometric to our OP2.
The classically deﬁned octonionic projective plane is an irreducible symmetric space, i.e. its holonomy Lie algebra
holP = so(9) acts transitively on the tangent space (at P ). Since holP is generated by the curvature transformations R(v,w)
(v,w tangent at P ) and since the curvature of our OP2 matches with that of the classically deﬁned octonionic projective
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complete, simply connected, irreducible symmetric space whose holonomy is of dimension 36. The only members of Berg-
er’s list of irreducible symmetric spaces with such properties are the classically deﬁned octonionic projective plane and
its negative curvature dual. Comparing curvature tensors allows us to rule out the negative curvature case. So, our OP 2 is
isometric to the classically deﬁned octonionic projective plane.
Presumably, one can follow the same line of reasoning as in the Riemannian case to show that OP (1,1) and O′P2 are
isometric to the classically deﬁned indeﬁnite octonionic and para-octonionic projective planes. However, given gaps in the
relevant literature3 and given our stated purpose of presenting clearly material not accessible in the existing literature, we
provide an alternative proof based on the well-documented classiﬁcation of semi-Riemannian special Osserman manifolds [5].
We start by explaining the context of special Osserman manifolds in more detail. By the Jacobi operator (at a point P )
of a semi-Riemannian manifold M we mean the family of self-adjoint operators (on the tangent space at P ) deﬁned by the
Riemann curvature tensor R as follows:
Jv(x) = R(v, x)v, x, v ∈ T P M.
In the case of a (locally) isotropic manifold, i.e. a manifold M such that for any P ∈ M and any two non-zero tangent vectors
v,w at P with g(v, v) = g(w,w) there exists a (local) isometry preserving P whose differential takes v to w , the spectrum
of the operator Jv is independent of the choice of unit spacelike (resp. unit timelike, non-zero null) vector v at P . The
converse is not true in general, as evidenced by the para-complex projective plane (see [6,12,13]). However, in Riemannian
geometry Osserman [11] conjectured that the converse holds. This has been proven for manifolds of dimension other than
16 by Nikolayevsky (see [10]).
Osserman’s conjecture initiated the study of the so-called Osserman manifolds, i.e. manifolds for which the spectrum of
the Jacobi operator is constant over the (spacelike or timelike) unit sphere bundles. Classiﬁcation of Osserman manifolds is
a hard problem and smaller classes of Osserman manifolds are considered instead. In [5] the authors study special Osserman
manifolds which are characterized by the following conditions.
Let v ∈ T P M be unit. Since Jv(v) = 0 the only interesting part of the spectrum comes from the restriction Jv : v⊥ → v⊥ .
Note that for Osserman manifolds the spectrum of J v changes sign depending on whether v is spacelike or timelike.
• (Condition I) The operator Jv : v⊥ → v⊥ is diagonalizable with exactly 2 non-zero eigenvalues εvλ and εvμ; here we
use εv = g(v, v) to account for the sign difference in the spectrum.
The remaining conditions concern the space Eλ(v) := span{v}⊕ker{Jv −εvλ Id} and the μ eigenspace of the Jacobi operator.
• (Condition II) If v,w are unit and w ∈ Eλ(v) then Eλ(v) = Eλ(w);
• (Condition III) If v is a unit vector and w ∈ ker{Jv − εvμ Id}, then also v ∈ ker{Jw − εwμ Id}.
The classiﬁcation result of [5] states the following.
Theorem 6.1. The only complete and simply connected semi-Riemannian special Osserman manifolds are:
(1) complex space forms with deﬁnite or indeﬁnite metric tensor and para-complex space forms;
(2) quaternionic space forms with deﬁnite or indeﬁnite metric tensor and para-quaternionic space forms;
(3) octonionic projective plane with deﬁnite or indeﬁnite metric tensor and the para-octonionic projective plane.
The basic examples of (para-)complex and (para-)quaternionic space forms are the (para-)complex and the (para-)
quaternionic projective spaces (see [6]). The hyperbolic duals of the Riemannian projective spaces are included in this clas-
siﬁcation as they arise from the negative deﬁnite projective spaces after the metric sign change. For example, if P (C(n,1))
stands for the complex projective space of all spacelike lines in C(n,1) the resulting Fubini–Study metric, gF S , is negative
deﬁnite. The hyperbolic dual CHn of CPn can be seen as (P (C(n,1)),−gFS).
The three categories of special Osserman manifolds can be distinguished by the multiplicities of the non-zero eigenvalues
of the Jacobi operator. The Jacobi operator of a (para-)complex (resp. (para-)quaternionic) space form has one non-trivial
eigenvalue of multiplicity 1 (resp. 3). In the case of (para-)octonionic planes this multiplicity is 7.
Our octonionic projective planes are simply connected and complete. Therefore, to identify our projective planes with
the standard models we only need to show they are special Osserman manifolds whose Jacobi operators have a non-trivial
eigenvalue of multiplicity 7. To see that O′P2 indeed corresponds to the classical para-octonionic projective plane (and not
to our other example with indeﬁnite metric, OP (1,1)) we prove that O′P2 is not locally isotropic. This is suﬃcient due to
Wolf’s classiﬁcation of locally isotropic semi-Riemannian manifolds (for example, see Theorem 12.3.1 in [13]).
Theorem 6.2. OP2 , OP (1,1) , O′P2 and OH2 are special Osserman manifolds with a non-trivial eigenvalue of multiplicity 7.
3 To the best of our knowledge the curvature tensor of the indeﬁnite octonionic projective plane does not appear in the literature.
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the inner-product on the tangent space at P0 takes the form
g
(
(a,b), (c,d)
)= 〈a, c〉 ± 〈b,d〉;
the minus sign corresponds to the OP (1,1) case.
Let J(a,b) be the Jacobi operator at P0 corresponding to a tangent vector (a,b) and let (c′,d′) := J(a,b)(c,d). We have
c′ = (4|a|2 ± |b|2)c − 4〈a, c〉a ∓ 2(ad¯)b ± (ab¯)d,
d′ = (|a|2 ± 4|b|2)d ∓ 4〈b,d〉b − 2(bc¯)a + (ba¯)c,
where the lower choice of signs corresponds to OP (1,1) . Since
4〈b,d〉a − 2(ad¯)b + (ab¯)d = 2a(b¯d) + 2a(d¯b) − 2(ad¯)b + (ab¯)d
= 2(ab¯)d − 2[a, b¯,d] − 2[a, d¯,b] + (ab¯)d = 3(ab¯)d
and 4〈a, c〉b − 2(bc¯)a + (ba¯)c = 3(ba¯)c, we in fact have
c′ = (4|a|2 ± |b|2)c ± 3(ab¯)d − 4g((a,b), (c,d))a, (6.1)
d′ = (|a|2 ± 4|b|2)d + 3(ba¯)c − 4g((a,b), (c,d))b. (6.2)
The inner product terms at the end of (6.1) and (6.2) can be ignored whenever we consider the restriction of J(a,b) to
(a,b)⊥ .
We now describe the eigenspaces of J(a,b) corresponding to the eigenvalues 4ε(a,b) and ε(a,b) where ε(a,b) :=
g((a,b), (a,b)) ∈ {1,−1}. Since by assumption (a,b) is unit, we may assume |a|2 = 0 (see (5.6)).
The solutions of the linear system of equations
(ab¯)d = |b|2c, (ba¯)c = |a|2d
which satisfy (c,d) ∈ (a,b)⊥ are eigenvectors corresponding to 4ε(a,b) . A vector (c,d) is a solution of this system if and only
if
d = 1|a|2 (ba¯)c.
In order that (c,d) ∈ (a,b)⊥ we must have
0 = 〈a, c〉 + 〈b,d〉 = 〈a, c〉 + 1|a|2 〈bc¯,ba¯〉 = 〈a, c〉 +
|b|2
|a|2 〈a, c〉 =
ε(a,b)
|b|2 〈a, c〉.
Therefore, the 4ε(a,b)-eigenspace is of dimension 7 and is equal to
ker{J(a,b) − 4ε(a,b)Id} =
{(
c,
1
|a|2 (ba¯)c
)∣∣ c ⊥ a}. (6.3)
An analogous argument gives us
ker{J(a,b) − ε(a,b)Id} =
{(
∓ 1|a|2 (ab¯)d,d
)}
⊂ (a,b)⊥;
the eigenvalue ε(a,b) is of multiplicity 8. Hence J(a,b) is diagonalizable with two non-zero eigenvalues. For the rest of the
proof set λ = 4 and μ = 1.
Note that
Eλ
(
(a,b)
)= {(c, 1|a|2 (ba¯)c
)}
.
For a unit vector (c,d) ∈ Eλ((a,b)) we have |c|2 = 0 and 1|c|2 (dc¯) = 1|a|2 (ba¯). Therefore
Eλ
(
(c,d)
)= {(x, 1|c|2 (dc¯)x
)}
=
{(
x,
1
|a|2 (ba¯)x
)}
= Eλ
(
(a,b)
)
,
as required by Condition II of special Osserman manifolds.
To verify Condition III let (c,d) ∈ ker{J(a,b) − ε(a,b)μId}. We have (c,d) ⊥ (a,b), c = ∓ 1|a|2 (ab¯)d and
|c|2 = |b|
2|d|2
2
.|a|
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J(c,d)(a,b) =
((
4|c|2 ± |d|2)a ± 3(cd¯)b, (|c|2 ± 4|d|2)b + 3(dc¯)a)
=
((
4|c|2 ± |d|2)a − 3 |b|2|d|2|a|2 a, (|c|2 − 4|d|2)b ∓ 3|d|2b
)
= (|c|2 ± |d|2)(a,b) = ε(c,d)(a,b).
In other words, (a,b) ∈ ker{J(c,d) − ε(c,d)μ Id}. 
As mentioned earlier we complete our identiﬁcation with the classical models by showing that O′P2 is not locally
isotropic. More speciﬁcally, we show that O′P2 fails to be isotropic at the level of null vectors. Our proof relies on the fact
that, roughly speaking, non-zero null tangent vectors behave differently depending on whether or not their coordinates are
zero-divisors in O′ .
Theorem 6.3. The para-octonionic plane O′P2 is not locally isotropic.
Proof. Consider vectors v = (1 + l,0) and w = (1, l) based at P0[1,0,0], where l is an imaginary para-octonion satisfying
l2 = 1. Note that both v and w are non-zero null vectors. Suppose that there exists a local isometry I taking v to w:
I(P0) = P0, dIP0 v = w.
Let x = (x1, x2) := dIP0 (1,0); this vector is unit spacelike because dIP0 is an isometry. Now consider the Jacobi operators
J(1,0) and Jx . Since J(1,0)v = 4v we must have Jxw = 4w . Applying (6.3) to Jxw = 4w yields
l = 1|x1|2 (x2 x¯1).
By taking “the norm” of both sides we get −1 = |x2|2|x1|2 , which is impossible since |x1|
2 + |x2|2 = 1 = 0. Since there exists no
local isometry whose differential maps v to w , O′P2 is not locally isotropic. 
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Appendix A. The computational proofs
Proof of Proposition 4.1. Technically we have six cases, depending on the type of the manifold and the type of the trans-
formation. The computations in all the cases are completely analogous to each other. For that reason we focus on the
OP2-case. It is worth pointing out that all the octonionic identities needed for this proof carry over to para-octonions by
Lemma B.1.
Set u′ = ru + λv , v ′ = λ¯u − rv . Using identities such as Re[ab] = Re[ba] and Re[(ab)c] = Re[a(bc)] we easily verify that
|u′|2 + |v ′|2 = |u|2 + |v|2 and |du′|2 + |dv ′|2 = |du|2 + |dv|2.
It now follows from the form of our metric (see (3.1)) that we only need to study
|du′|2|v ′|2 + |dv ′|2|u′|2 − 2Re[(u′v ′)(dv ′ du′ )]. (A.1)
Direct substitution and straightforward algebraic manipulation convert expression (A.1) to
|du|2|v|2 + |dv|2|u|2 − 2r4Re[(uv¯)(dv du¯)]
+ 2r2{Re[(uv¯)((λ¯du)(dv¯ λ¯))]+ Re[(dv du¯)((λv)(u¯λ))]− 4Re[uv¯λ¯]Re[du dv¯ λ¯]}− 2Re[((λv)(u¯λ))((λ¯du)(dv¯ λ¯))].
Recall that (ab)(ca) = a(bc)a for all a,b, c ∈ O (see (B.4)). This means that
Re
[
(uv¯)
(
(λ¯du)(dv¯ λ¯)
)]= Re[(uv¯)(λ¯(du dv¯)λ¯)]= Re[((uv¯)λ¯)((du dv¯)λ¯)]
and similarly
Re
[
(dv du¯)
(
(λv)(u¯λ)
)]= Re[(dv du¯)(λ(vu¯)λ)]= Re[(λ(dv du¯))(λ(vu¯))]= Re[((uv¯)λ¯)((du dv¯)λ¯)].
On the other hand, the identity Re[(ab)(cd)] + Re[(ac¯)(b¯d)] = 2Re[ad]Re[bc] (see (B.2)) implies that
Re
[(
(uv¯)λ¯
)(
(du dv¯)λ¯
)]+ Re[((uv¯)(dv du¯))(λλ¯)]= 2Re[uv¯λ¯]Re[λ¯du dv¯]
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2r2
{
Re
[
(uv¯)
(
(λ¯du)(dv¯ λ¯)
)]+ Re[(dv du¯)((λv)(u¯λ))]− 4Re[uv¯λ¯]Re[du dv¯ λ¯]}
= 2r2{2Re[((uv¯)λ¯)((du dv¯)λ¯)]− 4Re[uv¯λ¯]Re[du dv¯ λ¯]}= −4r2|λ|2Re[(uv¯)(dv du¯)].
In a similar fashion
Re
[(
(λv)(u¯λ)
)(
(λ¯du)(dv¯ λ¯)
)]= Re[(λ(vu¯)λ)(λ¯(du dv¯)λ¯)]= Re[(λ(vu¯))(|λ|2(du dv¯)λ¯)]= |λ|2Re[((du dv¯)λ¯)(λ(vu¯))]
= |λ|4Re[(du dv¯)(vu¯)]= |λ|4Re[(uv¯)(dv du¯)].
By combining these identities we get
|du′|2|v ′|2 + |dv ′|2|u′|2 − 2Re[(u′v ′ )(dv ′ du′ )]= |du|2|v|2 + |dv|2|u|2 − 2(r4 + 2r2|λ|2 + |λ|4)Re[(uv¯)(dv du¯)]
= |du|2|v|2 + |dv|2|u|2 − 2Re[(uv¯)(dv du¯)],
which completes our proof that Rr,λ is a (local) isometry. 
Justiﬁcation of (4.3). We start by explaining the slightly easier, second line of (4.3). First observe that
(λ¯x¯− rzx¯)−1 = |x|−2|λ¯ − rz|−2(xλ − rxz¯) and(
rx¯+ λ(zx¯))(λ¯x¯− rzx¯)−1 = r|x|2λ + (λ(zx¯))(xλ) − r2|x|2 z¯ − r|x|2|z|2λ|x|2|λ¯ − rz|2 .
Since (λ(zx¯))(xλ) = λ(zx¯x)λ = |x|2λzλ (see Lemma B.1) we obtain(
rx¯+ λ(zx¯))(λ¯x¯− rzx¯)−1 = |λ¯ − rz|−2{rλ + λzλ − r2 z¯ − r|z|2λ};
hence the terms in the second line of (4.3). To continue note that∣∣rx¯+ λ(zx¯)∣∣2 = r2|x|2 + 2rRe[x¯(xz¯)λ¯]+ |λ|2|z|2|x|2 = |x|2{r2 + 2rRe[z¯λ¯] + |λ|2|z|2}= |x|2|r + λz|2 and(
rx¯+ λ(zx¯))−1 = |x|−2|r + λz|−2(rx+ (xz¯)λ¯).
A short computation which uses (λ¯x¯)((xz¯)λ¯) = λ¯(x¯xz¯)λ¯ = |x|2λ¯z¯λ¯ leads to
(λ¯x¯− rzx¯)(rx¯+ λ(zx¯))−1 = |r + λz|−2{rλ¯ + λ¯z¯λ¯ − r2z − r|z|2λ¯}
and the ﬁrst line of (4.3).
It remains to explain the necessity of conditions imposed on |r + λz|2 and |λ¯ − rz|2. Since
1+ |u′|2 + |v ′|2 = 1+ |u|2 + |v|2 for [1,u′, v ′] = Rr,λ[1,u, v]
we see that the formal image [x′,1, z′] of [x,1, z] ∈ U2/∼ satisﬁes
|x′|2 + 1+ |z′|2 = |x
′|2
|x|2
(|x|2 + 1+ |z|2)= 1|r + λz|2 (|x|2 + 1+ |z|2).
In other words, we have [x′,1, z′] ∈ U2/∼ if and only if |r + λz|2 > 0. Likewise, the formal image [x′, y′,1] of [x,1, z] ∈ U2/∼
satisﬁes
|x′|2 + |y′|2 + 1= 1|λ¯ − rz|2
(|x|2 + 1+ |z|2)
and is in U3/∼ if and only if |λ¯ − rz|2 > 0. 
Justiﬁcation of (4.5). Assume [1,a,b] in U1/∼ is such that at least one of its corresponding quantities K and L vanishes.
We now show that there exists an isometry which maps [1,a,b] to a point [1, x, y] whose values of K and L do not vanish.
The argument we present refers to the cases of OP2 and O′P2. The proofs in the remaining two cases require an occasional
change of sign and a major replacement of trigonometric functions by hyperbolic trigonometric functions.
First note that the function
f (s) = | sin s a − cos s b|2 = |b|
2 − |a|2
2
cos(2s) − Re[ab¯] sin(2s) + |a|
2 + |b|2
2
can only be constant if |a|2 = |b|2. Since by assumption K L = 0, we in fact need |a|2 = |b|2 = 0 in which case f (s) =
−Re[ab¯] sin(2s). Hence, we can always choose a value of s for which
| sin s a − cos s b|2 = 1.
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[1,a′,b′] = [1, cos s a + sin s b, sin s a − cos s b]
which satisﬁes |b′|2 = 1. Now consider a value of t for which
| cos t + sin t b′|2 > 0 and |− sin t + cos t b′|2 /∈ {0,−|a′|2}.
Such a value of t exists due to the fact that
| cos t + sin t b′|2 = sin2 t · (cot2 t + 2Re[b′] cot t + |b|2)> 0
on some interval [t1, t2], and the fact that, due to |b′|2 = 1, the expression
|b′|2 − 1
2
cos(2t) − Re[b′] sin(2t) + 1+ |b
′|2
2
= |− sin t + cos tb|2
is not constant on [t1, t2]. Let It = R˜1,0 ◦ R˜cos t,sin t where the “reﬂections” R˜ arise from U2/∼; see also Example 4.3. On a
neighborhood of [1,a′,b′] where | cos t + sin tv|2 > 0 the “rotation” It can be described by
[1,u, v] → [1,u(cos t + sin t v)−1, (− sin t + cos t v)(cos t + sin t v)−1].
This means that It ◦ R˜cos s,sin s[1,a,b] = [1, x, y] where
|y|2 = |− sin t + cos t b
′|2
| cos t + sin t b′|2 = 0; |x|
2 + |y|2 = |a
′|2 + |− sin t + cos t b′|2
| cos t + sin t b′|2 = 0. 
Appendix B. Octonions and para-octonions
One common approach to the four normed division algebras (the real numbers R, the complex numbers C, the quater-
nions H and the octonions (or Cayley numbers) O) is the iterative Cayley–Dickson construction [12]. According to this
construction the octonions O are the 8-dimensional algebra H ⊕ H whose multiplication and conjugation operations are
given by
(q1,q2) · (p1, p2) := (q1p1 − p2q2, p2q1 + q2p1), (p1, p2) := (p1,−p2);
the same equations govern the construction of H from C, and C from R. It is crucial to notice that the octonions are not
associative:
(0,k) = [(i,0) · ( j,0)] · (0,1) = (i,0) · [( j,0) · (0,1)]= (0,−k).
The non-associativity of a set of three elements is measured by the associator [x, y, z] := x(yz) − (xy)z.
The saving grace in working with octonions is that any two elements generate an associative subalgebra [12]. As a
consequence, the associator is alternative, i.e.
[a,b, c] = −[b,a, c] = −[a, c,b] = −[c,b,a].
Since a¯ = 2Re[a] − a and [1,b, c] = 0 we have [a¯,b, c] = −[a,b, c] and consequently
[a,b, c] = −[c¯, b¯, a¯] = [c,b,a] = −[a,b, c].
In other words, the associator is always pure imaginary. This means that the expression Re[abc] is well-deﬁned, even though
the expression abc is not. It can also be shown that the expressions of the form ab − ba are always pure imaginary. There-
fore,
Re[abc] = Re[bca] = Re[cab].
The inner-product and the norm on O are deﬁned as
〈a,b〉 = ab¯ + ba¯
2
= Re[ab¯] = Re[ba¯], 〈a,a〉 = |a|2. (B.1)
This makes it clear that |ab|2 = |a|2|b|2. Moreover, we have
〈ax, y〉 = 〈x, a¯ y〉 and 〈ax,ay〉 = |a|2〈x, y〉 for all a, x, y ∈ O.
Two more identities will be useful. The ﬁrst one is
Re
[
(ab)(cd)
]+ Re[(ac¯)(b¯d)]= 2Re[ad]Re[bc] i.e. (B.2)
〈ab¯, cd¯〉 + 〈ad¯, cb¯〉 = 2〈a, c〉〈b,d〉. (B.3)
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Re
[
(ab)(cd)
]+ Re[(ac¯)(b¯d)]= Re[a(b(cd))]+ Re[a(c¯(b¯d))]
= Re[a(bc)d]+ Re[a(c¯b¯)d]+ Re[a[b, c,d]]+ Re[a[c¯, b¯,d]]
= Re[a(bc + c¯b¯)d]= 2Re[ad]Re[bc].
The other identity we would like to point out is
(ab)(ca) = a(bc)a for all a,b, c ∈ O. (B.4)
The proof of this and many other identities involving the octonions can be found in [4].
The para-octonions O′ can be built in a manner analogous to the Cayley–Dickson construction. We deﬁne O′ to be the
algebra H ⊕ H with the multiplication and conjugation operations given by
(q1,q2) · (p1, p2) := (q1p1 + p¯2q2, p2q1 + q2 p¯1), (q1,q2) := (q1,−q2). (B.5)
The distinction between O and O′ is most eﬃciently illustrated by the fact that for all unit quaternions w we have
(0,w)2 = 1 and (w,w) · (w,w) = 0. Para-octonions form a non-associative 8-algebra which has the property that any
two elements generate an associative subalgebra. Therefore, the associator in O′ is alternative.
The inner-product on O′ can be deﬁned using (B.1). This inner-product is no longer positive deﬁnite but is of signa-
ture (4,4). Indeed, the standard basis vectors of the type (q,0) satisfy |(q,0)|2 = 1 while the standard basis vectors of the
type (0,w) satisfy |(0,w)|2 = −1. It is very important to notice that we still have
|ab|2 = |a|2|b|2. (B.6)
Some identities in O′ which we will need are listed below. We do not know of a good reference in the literature for
these, but they can all be easily derived from the deﬁnition of the multiplication and conjugation (B.5).
Lemma B.1. If a,b, c,d, x, y are arbitrary elements of O′ then
(1) Re[ab] = Re[ba];
(2) Re[[a,b, c]] = 0 and Re[abc] = Re[bca] = Re[cab] is well-deﬁned;
(3) Re[(ab)(cd)] + Re[(ac¯)(b¯d)] = 2Re[ad]Re[bc];
(4) (ab)(ca) = a(bc)a;
(5) 〈ax, y〉 = 〈x, a¯ y〉 and 〈ax,ay〉 = |a|2〈x, y〉 with respect to the natural inner-product on O′ .
Proof. We sketch the proof of property (4) in order to illustrate how the proofs of all of the other identities would go. We
set a = (a1,a2), b = (b1,b2), c = (c1, c2) and compute (x′, y′) := (ab)(ca) and (x′′, y′′) := a(bc)a using the deﬁnition of the
multiplication on O′ . After some simpliﬁcation we get
x′ = a1b1c1a1 + a1c2b2a1 + 2Re[b1a2c2]a1 + 2Re[b2a2c1]a1 + |a2|2b2c2 + |a2|2c1b1,
x′′ = a1b1c1a1 + a1c2b2a1 + 2Re[b1c2a2]a1 + 2Re[c1b2a2]a1 + |a2|2c1b1 + |a2|2b2c2.
The corresponding terms are equal to one another due to symmetries of Re such as Re[αβγ ] = Re[γαβ] and Re[αβγ ] =
Re[γ¯ β¯α¯] = Re[β¯α¯γ¯ ] = Re[α¯γ¯ β¯]. The equality between y′ and y′′ can be shown in the same manner. 
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