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Abstract
The changing conﬁguration of a group of moving land-
marks can be modeled as a moving and deforming shape.
The landmarks deﬁning the shape could be moving ob-
jects(people/vehicles/robots) or rigid components of an articu-
lated shape like the human body. In past work, the term “shape
activity” has been used to denote a particular stochastic model
for shape deformation. Dynamical models have been proposed
for characterizing stationary shape activities (assume constant
mean shape). In this work we deﬁne stochastic dynamic models
for non-stationary shape activities and show that the stationary
shape activity model follows as a special case of this. Most ac-
tivities performed by a group of moving landmarks (here, objects)
are not stationary and hence this more general model is needed.
We also deﬁne a piecewise stationary model with non-stationary
transitions which can be used to segment out and track a sequence
of activities. Results have been shown for tracking and detecting
abnormality (as a deviation from the normal model) in simulated
shape data, human actions and in activities performed by a group
of moving objects.
1. Introduction
The changing conﬁguration of a group of moving land-
marks (here point objects) can be modeled as a moving
and deforming shape. Shape of a group of discrete points
(known as ‘landmarks’) is deﬁned by Kendall [1] as all the
geometric information that remains when location, scale
and rotational effects are ﬁltered out. The deformation of
a moving and deforming shape can be split into rigid mo-
tion of an average shape and its non-rigid deformations [2].
In past work [3], the term “shape activity” has been used
to denote a particular stochastic model for shape deforma-
tion. Dynamical models have been proposed for charac-
terizing stationary shape activities (assume constant mean
shape) and statistics have been proposed to detect “abnor-
mality”. In this work we deﬁne stochastic dynamic models
fornon-stationaryshape activitiesandshow that thestation-
ary shape activity model follows as a special case of this.
Most activities performed by a group of moving landmarks
(here, objects) are not stationary and hence this more gen-
eral model is needed. If the activity is actually stationary
it still gets tracked. We use our model to track noisy ob-
servations using a particle ﬁlter. The non-stationary model,
being more general, is also more robust to model error and
is able to track abnormalitiesin the activity (which have not
been modeled in the training data). Abnormalityis detected
by extending the relative entropy statistic deﬁned in [3] to
the non-stationary case. Finally, we also deﬁne a piecewise
stationary model which can be used to segment a given ac-
tivity sequence into different stationary shape activities and
track them. Results have been shown for tracking and de-
tecting abnormality in simulated shape data, human actions
and activities performed by a group of moving objects.
The “shape activity” is a generic framework which can
used to model dynamics of moving conﬁgurations in many
applications depending on what is treated as the landmark.
The “landmark”can be a personor a vehicle (in general any
moving object) and one can learn a shape dynamical model
for an activity performed by a group of moving people or
model moving trafﬁc and use it to detect abnormal (suspi-
cious behavior) [3] (see ﬁgure 6(a)). The “landmark” could
also be a robot and this frameworkcan be extendedto apply
feedback control to a group of robots to perform a certain
task. Alternatively,the landmarkscould be the various rigid
parts of the human body (see ﬁgure 4(a)). Our framework
can be used to learn models for the actions and detect and
track abnormality in the action. This ability could be useful
to medical professionals trying to analyze motion disorders
in their patients. Also, the piecewise stationary framework
can be used to segment a long sequence into piecewise sta-
tionary actions. The approach is sensor independent; the
landmark observations could be obtained by tracking mov-
ing objects in low resolution video or using radar sensors
for vehicles or acoustic or infra-red sensors; and only the
observation model changes.
We discuss related work and the shape representation
used in the next two subsections. The shape activity models
are presented in section 2. The abnormality detection prob-
lem and tracking problem is discussed in section 3. The
application to shape activity segmentation is explained in
section 4. Results are presented in section 5 and discussion
and conclusion in section 6.
11.1 Related Work
There are many representations for the shape of continuous
curves - Fourier descriptors [4], splines, deformable snakes
are more. But in our work, we are trying to model the dy-
namics of a group of discrete landmarks and so the data
is inherently ﬁnite dimensional. Hence we use Kendall’s
representation of shape of a group of discrete landmarks
[1, 5]. We use a shape based dynamical model for activ-
ity because it makes our approach invariant to motion of
an orthographic camera. Other view invariant and quasi
view invariant approaches for modeling actions are [6, 7].
Our approach can be made invariant to afﬁne camera mo-
tion by replacing the regular shape space by afﬁne shape
spaces (chapter 12 of [5]). Also, both [6] and [7] are
non-parametric approaches, while we deﬁne a shape based
stochastic dynamic model (which is non-linear) for repre-
senting group activity/ human actions. Another work which
also models human motion using a dynamical model is [8].
They learn a linear dynamical model for the gait of differ-
ent subjects and use the distance between dynamical mod-
els as a metric for gait recognition. Our use of time-varying
tangent spaces for deﬁning non-stationary shape dynamics
and tracking using a particle ﬁlter, is similar in spirit to
[9] where the authors deﬁne models for motion on Grass-
mann manifolds (for time-varying subspace estimation) us-
ing piecewise geodesic priors and track them using a parti-
cle ﬁlter.
1.2. Shape Representation
We use a discrete representation of shape of a group of
￿
landmarks. The various moving objects (point objects) in
group activity or the rigid parts of human body in an ac-
tion form the “landmarks”. The conﬁguration is the set of
landmarks, in the 2D case it is the x and y coordinates of
the landmarks which can be represented as a
￿ dimensional
complex vector [5].
The raw conﬁguration,
￿
￿
￿
￿
￿
￿
￿ , can be normalized for
translation (moving origin to the centroid of the conﬁgu-
ration) and then for scale (normalizing the translation nor-
malized vector by its Euclidean norm) to yield the pre-
shape, denoted by
￿ . A conﬁguration of
￿ points after
translation normalization, denoted by
￿ , lies in
￿
￿
￿
￿
￿
￿
￿ ((k-
1)-dimensionalcomplex space) while the pre-shape,
￿ , lies
on a hyper-sphere in
￿
￿
￿
￿
￿
￿
￿ . A pre-shape
￿
￿ can be aligned
with another pre-shape
￿
￿
￿ by ﬁnding the rotation angle for
the best ﬁt (minimum mean square error ﬁt) and this is
known as ordinary Procrustes analysis [5]. It returns the
shape of
￿
￿ w.r.t.
￿
￿ . Alternatively, a set of pre-shapes can
all be aligned w.r.t. to an unknown mean shape known as
the Procrustes mean which is also evaluated as part of the
minimization. This is known as Generalized Procrustes
Analysis or GPA [5]. Any pre-shape of the set can then
be aligned w.r.t. this Procrustes mean to return the shape
(denoted by
￿ ) w.r.t. the mean shape,
￿ [5].
The shape space is a non-linear manifold in
￿
￿
￿
￿
￿
￿
￿ and
hence its actual dimension is
￿
￿
￿
￿
￿
￿
￿ . Thus the tangent plane
at any point of the shape space is a
￿
￿
￿
￿
￿
￿
￿ dimensional hy-
perplane in
￿
￿
￿ [5]. The tangent coordinate (denoted by
￿ )
w.r.t.
￿ , of a conﬁguration,
￿
￿
￿
￿
￿
￿
￿ , is evaluated as follows
[5]:
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2. The Shape Activity Model
The distinction between motion and deformation of a
deforming shape is not clear. We model the mo-
tion/deformation of a deforming shape as scaled Euclidean
motion of the mean shape (translation, rotation, isotropic
scaling) plus its non-rigid deformation. The term “shape
activity” is used to denote a particular stochastic model for
shape deformation [3]. We deﬁne a “stationary shape ac-
tivity” as one for which the shape vector is stationary i.e.
the mean shape remains constant with time and the defor-
mation model is stationary. Since the mean shape is con-
stant and assuming small enough variance, the dynamics in
shape space can be approximated by dynamics in the tan-
gent to shape space at the mean (see ﬁgure 1(a)). A par-
tially observed and non-linear model for representing a sta-
tionary shape activity (they called it static shape activity)
was proposed in [3]. It used tangent coordinates of shape
w.r.t mean, and the motion parameters (scale, rotation) as
the state vector.
In this work, we deﬁne a “non-stationary shape activity”
model for which the mean shape is time-varying and hence
modeling the shape dynamics requires a time-varying tan-
gent space (see ﬁgure 1(b)) deﬁned w.r.t the current shape.
Thus the state space now consists of the mean shape, tan-
gent coordinate w.r.t. the current mean shape and motion
parameters -
+
)
M ,
9
M . Next, we show that the stationary shape
activity model of [3] follows as a special case of this. We
also deﬁne a piecewise stationary SA model to either model
a SA with slowly varying mean shape or to segment and
track a sequence of activities each of which is stationary.
2.1. Non-stationary Shape Activity (NSSA)
The observed conﬁguration of landmarks after translation
normalization,
￿
M , forms the observation vector. The mean
2shape at time
￿ ,
￿
M , the coefﬁcients vector (of the tangent
coordinate of shape w.r.t. the current mean shape),
￿
M , and
the motion parameters (scale
+
￿
M , rotation
9
M ) form the state
vector, i.e. state
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. Denote the tangent
space at
￿
M by
￿
￿
￿
￿
￿ . We then have the following dynamics:
The shape at the previous time instant is used as the cur-
rent mean shape, i.e.
￿
M
￿
￿
M
￿
￿
￿ and so
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
The tangent coordinate of
￿
M in
￿
￿
￿
￿
￿
￿
￿ deﬁnes a shape ve-
locity (time derivative of shape). Since the tangent plane is
a
,
￿
%
￿
. -dim hyperplane in
￿
￿
￿ , a tangent vector has only
,
￿
%
￿
. independent (complex) coefﬁcients. We perform
an SVD (Singular Value Decomposition) [10] of the tan-
gent projection matrix,
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Now, the coefﬁcient vector,
￿
M is the coefﬁcient vector of
theshape velocity,and is thus the multivariateanalogofone
dimensionalspeed. We could assume
￿
M (shape speed) to be
i.i.d. Gaussian or
￿
M (shape velocity)to be i.i.d. Gaussian or
deﬁne a linear Gauss-Markov model on either of them (we
will discuss the relation between these models in 2.1.1). All
of these cases can be summarized by the following model:
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One thing to note is that a Markov model on the shape ve-
locityorspeedcorrespondstoasecondorderMarkovmodel
on shape,
￿
M (hence the subscript ‘2’ on the parameters).
Some special cases are
’
(
￿
￿
￿
M
￿
1 or i.i.d. speed (ﬁrst order
Markov model on shape);
’
(
￿
￿
￿
M
￿
# which corresponds to
i.i.d. acceleration and
’
(
￿
￿
￿
M
￿
9
’
;
:
￿
< or stationary speed
and similar three cases for velocity.
Motion dynamics can be deﬁned as in [3] or differently
dependingon the application. We use a Markov log-normal
model for the scale parameter,
+
￿
M , and a Markov uniform
model for
9
M . Note that
9
M here is the rotation angle of cur-
rent conﬁguration w.r.t. the current mean shape
￿
M
￿
￿
M
￿
￿
￿
and hence is a measure of rotation speed while in [3] it de-
notes rotation of current conﬁguration w.r.t. the constant
mean. The motion model equations are:
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The shape and motion model (equations (3), (4)) form the
system model. The observation model is as follows:
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2.1.1 Training
Given a training sequence of centered (translation nor-
malized) conﬁgurations,
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Now, if we assume a time invariantMarkovmodel on shape
velocity,
￿
M , we can learn its parameters as in [3] and then
deﬁne a time-varying Markov model for
￿
M using
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M . Or, if we assume
the shape speed model is time invariant Markov, then we
can directly use
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F
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￿
to learn its parameters.
2.2. Stationary Shape Activity (SSA)
For a stationary shape activity, the mean shape is constant
with time,
￿
M
￿
￿
￿
￿ , and the shape sequence is clustered
around the mean shape (see ﬁgure 1(a)). Hence the shape
deformation dynamics can be deﬁned in a single tangent
space at the mean (which can be learnt as the Procrustes
mean [5] of the training data). The SVD of the tangent
projection matrix
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The dynamics on
￿
M can be deﬁned as a random walk
model,
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are the tangent coordinates for the shape,
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M and hence the
above model corresponds to a ﬁrst order Markov model on
shape,
￿
M (and so we use the subscript ‘1’ for the parame-
ters). Also note that in this case,
￿
M and
￿
M are related by a
constant orthogonal transformation.
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32.3. Piecewise Stationary SA (PSSA1, PSSA2)
When the shape is not stationary but is slowly varying, one
could model the mean shape as being piecewise constant
(instead of changing it at each time instant). The shape dy-
namics is then described by the following equations (model
PSSA1): (assume for simplicity that mean shape changesat
integer multiples of
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Note that in the time interval that
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tangent space is zero by deﬁnition). We could choose
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to be either constant throughout or piecewise constant and
learn it for each piece separately and ditto for the covari-
ance matrices of
,
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M . Also note that taking
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this model yields the stationary shape activity model and
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yields the non-stationary case.
Another situation where a piecewise stationary model is
useful is for modeling a sequence of shape activities. Con-
sider a simple case where the ﬁrst SA has mean shape
￿
￿
and at time
￿
(
￿
￿
￿
￿
X
5
￿
￿
￿
￿ , it transitions into a second SA with
mean shape
￿
￿ . In this model, which we call PSSA2, the
different mean shapes for each shape activity
￿
)
￿
￿
￿
￿ are
known. We have the following model: (again assume for
simplicity that mean shape changes at integer multiples of
￿
￿
( ):
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In this case at the change time instant,
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M
. will
not be zero and is re-evaluated in the new tangent plane as
follows:
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The model PSSA1 is used when the segmentation into
different SSA pieces is not known while PSSA2 is used
when the segmentation is known. The mean shapes in
PSSA2 can be learnt by performing Generalized Procrustes
Analysis on data belonging to each different shape activ-
ity separately. As in PSSA1,
3
5
￿
(
￿
￿ and
’
(
￿
￿ can either be
learnt for each piece of the SA’s separately or one can as-
sume stationary shape velocity throughout.
3. Abnormal Shape Activity Detection &
Tracking
Now, in the previous section, we have deﬁned stochastic
dynamic models (which are non-linear) for shape and mo-
tion dynamicswith noisy observations of the conﬁgurations
forming the observation vector. Thus non-linear ﬁltering
needs to be performed to estimate (ﬁlter out) the posterior
probability distribution of shape (state) given the noisy ob-
servations. Since the model is nonlinear, we use a particle
ﬁlter (PF) [11] which is a sequential Monte Carlo approx-
imation of the optimal non-linear ﬁlter. The particle ﬁlter
[12] is a recursive algorithm which produces at each time
￿ , a cloud of
￿ particles,
￿
￿
￿
￿
￿
!
M
￿
￿
￿
￿
￿
￿
￿
, whose empirical mea-
sure (denoted by
￿
￿
M
,
￿
￿
￿
￿
. ) closely “follows”
￿
M
￿
,
￿
￿
￿
M
1
￿
￿
￿
￿
M
. ,
theposteriordistributionof thestate givenpast observations
(denoted by
￿
M
￿
,
￿
￿
￿
￿
. in the rest of the paper). Note that the
PF (like the Kalman ﬁlter or any other model-based ﬁlter)
runs a prediction and update step at each time instant. The
prediction distribution provided by the PF can be used in
conjunctionwith a local movingobject detection algorithm,
to track observations.
An “abnormality” is deﬁned as a change in shape from
a normal activity, with change parameters being unknown
(abnormality is not characterized) and the change could be
slow or drastic [3]. The aim is to detect the abnormality as
soon as possible and also be able to track it as long as pos-
sible. A changebeingdrasticor slow dependsonthe system
model used in PF, a more general system model can track
a lot more changes than a very speciﬁc one and hence the
non-stationary SA model does a better job of tracking ab-
normal observations than the stationary one. If the change
is too drastic for the PF system model, it can be detected
using tracking error but then the PF lose track in this case.
To detect a slow change (a change for which the PF does
not lose track), we use the statistic deﬁned in [3] which
is a distance (Kullback Leibler type distance or KLD) be-
tween the posterior shape distribution given past observa-
tions, evaluated using the PF, and a normal activity prior.
It is actually the
￿
￿
￿
=
k
>
A
￿
￿ term of KLD which is known
in statistics literature as the Kerridge Inaccuracy (KI) [13].
But for simplicity, we refer to it as the “KLD statistic” only.
For abnormality detection, the normal activity needs to
be characterized ﬁrst. We represent it as an SSA (or as a
piecewise stationary SA, model PSSA2). The normal ac-
tivity prior is a (time invariant) Gaussian distribution of its
tangent coordinates w.r.t. the normal activity mean (
￿
<
￿ ),
0
,
￿
1
 
4
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(
￿
￿
)
. 3. For Gaussian reference distributions, the
discriminating term of KLD reduces to expectation, un-
der the test distribution, of the Mahalonobis distance from
the Gaussian’s mean. We evaluate it as follows: We de-
3If PSSA2 is used, the prior is a Gaussian distribution in the tangent
space of the current mean.
4ﬁne a SSA model for the normal activity but track a given
test sequence of observations using the non-stationary SA
model 4 for the reasons discussed above. To detect an
abnormality, we project the ﬁltered shape of the observa-
tions at time
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The Kerridge
Inaccuracy (referred to henceforth as the “KLD (Shape)”
statistic), ignoring constant terms, is then approximated as
(with slight abuse of notation):
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Now for a non-stationary SA, the shape velocity could
be signiﬁcant in some cases. But for the activity to be
close the normal activity which is stationary, the shape
velocity should be small (ideally zero). We deﬁne the
shape velocity projected in
￿
￿
￿ as
￿
￿
￿
￿
￿
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. . The KLD statistic for shape veloctiy , eval-
uated as
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￿
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K
, should again be small for nor-
malcy. We refer to this statistic as “KLD (Shape Velocity)”.
Also, for the shapes to lie close to the normal mean, the
shape velocity should ideally lie in
￿
￿
￿ i.e.
1
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1 should be small, ideally zero.
Now in practical implementations, the covariance ma-
trices,
3
(
￿
￿ and
3
(
￿
5
￿
￿ are very small (their inverses very
large) which makes them very sensitive to small deviations
from normal mean, sometime causing KLD to be very large
even for the normal activity (standard problem with Ma-
halonobis distance). Hence in practice, we sometime use
the un-weighted norms
1
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￿
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￿
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1
3
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1
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￿
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(
￿
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1. We
refer to these norms as “KLD (Shape, Unweighted)” and
“KLD (Shape Velocity, Unweighted)” respectively.
4. Shape Activity Sequence Segmentation and
Change Detection
If the shape activity sequence is not segmented, and one
of the goals is to segment it into different stationary shape
activity segments, it can be done using PSSA1. We start
tracking the sequence using a particle ﬁlter with PSSA1 as
the system model and use KLD (or the un-weightedtangent
coordinate norm) to detect the change times (segmentation
boundaries). The normal prior for KLD is a zero mean
Gaussian in the tangent space of the current mean shape
(mean is piecewise constant).
4can also use PSSA1 if slow mean change
If the separate activity sequences are known and charac-
terized but for a given observation sequence, the transition
times are unknown,we can trackthe sequenceusing PSSA2
and detect the change times using KLD. If the change times
are also known, PSSA2 can be used with the known change
times for tracking.
5. Experimental Results
5.1. Simulated Shape Sequence
We ﬁrst simulated a shape activity sequence, starting with
a regular hexagon as the mean. The sequence was station-
ary for the ﬁrst 40 frames (around the regular hexagon) and
for the next 40 frames, a bias was added to the tangent co-
ordinate at every frame, which resulted in unmodeled non-
stationarydeformationsoftheshape(abnormality). We also
scaled and rotated each frame according to Markov log-
normal and uniform models. Four pixel and nine pixel i.i.d.
white Gaussian observation noise was added to each frame
to produce the observations. Another sequence of training
data was generatedthis time without adding any bias in tan-
gent space (no abnormality). The parameters of both SSA
and NSSA were learnt using this normal sequence and with
no observation noise added. We attempted to track the ab-
normal noisy observationsusing both SSA and NSSA mod-
els. Both SSA and NSSA track the normal observations
equally well (ﬁgure 2(a)). But within a few frames of in-
troducing the abnormality SSA loses track, while NSSA is
able to remain in track till the very end (ﬁgure 2(b)). We
are appending an avi video of the tracks with 9-pixel obser-
vation noise (simshape81.avi). Even in 9-pixel noise (very
large noise), NSSA is able to track the abnormality. We
also plot the statistics in ﬁgure 3. Both SSA and NSSA
are able to detect abnormality using both shape and shape
velocity statistics. We show KLD (Shape), KLD (Shape
Velocity, Unweighted) and KLD (Shape) for 9-pixel obser-
vation noise in 3 (a), (b), (c) respectively. All statistics have
been normalizedby their maximumvalue (to be able to plot
SSA and NSSA in one ﬁgure).
5.2. Human Actions
Next we attempted to track human actions and track as well
as detect abnormality in the action. We show here results
on tracking a ﬁgure skater (shown in ﬁgure 4(a)). We had
observationnoise-free locations of landmarks in the normal
skater sequence as well as the abnormal one. The 10 land-
marks used were [head, torso, both elbows, hands, knees
and feet]. The abnormality was the knee deviating too far
away. As before, we used the normal sequence for training
SSA and NSSA models; added observation noise to the ab-
normaloneandattemptedtotrackit. We showthetracks(of
the landmark locations) along with the ground truth in ﬁg-
ure 4(b) and (c). SSA is able to track the normal sequence
5better than NSSA while it completely fails for the abnor-
mality. But NSSA is able to track both. The complete video
of the tracks is appended as an avi ﬁle (human.avi). In ﬁg-
ure 5, we show the tracking error, the KLD Shape and the
tangent coordinate norm. NSSA is able to detect using all
three statistics, while SSA can detect this change onlyusing
tracking error (since it has lost track).
5.3. Group Activity
Finally, we show results on the data used in [3]. It was a
videosequenceofpeopledeplaningandmovingtowardsthe
terminal with the abnormalitybeing either a person stopped
in the path or a person walking away in a weird direction.
In [3], they used simulated observation noise, but we show
here results on real observations. Very noisy observations
were obtained by using a motion detection algorithm which
we tried to track using NSSA and SSA. We show one image
of the movingpeople video in ﬁgure 6(a). In ﬁgure 6(b),we
show the tracking error for a drastic abnormality which is
smaller using NSSA than SSA. Also (we have not shown
the ﬁgure) both NSSA and SSA are able to detect the ab-
normality. In ﬁgure 6(c), we show the KLD (Shape) plot
for detecting a slow abnormality. It can be seen that the
NSSA model is able to detect slow changes as well as SSA.
Detecting a slow change and tracking a drastic change are
the more difﬁcult problems and NSSA can handle both.
We have been unable to generate results for segmenting
a long sequence of activities using PSSA1 and KLD but we
hope to do it for the ﬁnal CVPR paper (if accepted).
6. Discussion and Conclusion
We have proposed a non-stationary “shape activity” model
which has a time varying mean shape (and hence a time
varying tangent space) and compared it to the stationary
shape activity model, which was ﬁrst proposed in [3]. We
have shown application of NSSA to modeling human ac-
tions and also to modeling “group activity” (performed by
a group of moving objects) and detecting abnormality. We
show that the NSSA model can track and detect the abnor-
mality while SSA can only detect it. We characterize a nor-
mal activity by a SSA (or a PSSA) model and learn its pa-
rameters using training data. Test observations are tracked
using NSSA. The abnormality detection statistic of [3] is
extended for the non-stationary case and some modiﬁca-
tions are proposed. Finally, we have also proposed piece-
wise stationary shape activity models for modelinga slowly
changing mean shape. The piecewise stationary model
can be used in conjunction with the KLD change detection
statistic, to segment a long sequence of shape activities into
piecewise stationary segments and to simultaneously track
it (explainedin section 4). We have been unable to generate
results for doing this, but hope to do it by the ﬁnal deadline,
if accepted.
The NSSA system model is more general than the SSA
model and so able to track larger than normal changes in
the system model without losing track. Hence it can track
moredrasticabnormalities(andyetdetectthem)thanaSSA
model. For the same reason, it is also more robust to mod-
eling error in learning the system model parameters as long
as the observations are good. The SSA model on the other
handis morespeciﬁctotheactivityithasbeenlearntforand
because of this is more robust to observation noise in the
data (for normal sequences) than the more general NSSA
model. It can be shown that it is able to get back in track
more easily even after losing track as long as the observa-
tions follow the system model. Also, memory required for
tracking using NSSA is larger because the mean shape (
￿
￿
real dimensions,
￿ samples per time instant) is part of the
state vector. Computational complexity in evaluating KLD
is also higher using NSSA because the ﬁltered shape needs
to be projected into the tangent space of the normal activity
mean.
The PSSA model offers a good compromise between the
two models, it becomes non-stationary only when the KLD
from the current mean exceeds a threshold (the current sta-
tionary model is unable to track the observations). We hope
to apply the PSSA model to segment real activity sequence
using PSSA and track them as part of future work. Also,
we intend to perform a theoretical analysis of the stability
of particle ﬁltering with the various models proposedin this
work.
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(a) Stationary Shape Activity (SSA) (b) Nonstationary Shape Activity (NSSA)
Figure 1: SSA & NSSA depicted in
G
L .
H denotes the shape space. In (a), we show a sequence of shapes from a SSA; at all times the
shapes are close to the mean shape & so the dynamics can be approximated in
I
S . In (b), we show a sequence of shapes from an NSSA,
the shapes move on the shape manifold,
H , & so we need to deﬁne a new tangent space at every time instant.
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Figure 2: Simulated shape: Tracking normal and abnormal behavior (introduced at
M
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R ) using SSA, NSSA
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Figure 3: Simulated Shape Statistics : Abnormality introduced at
M
\
N
Y
P
￿
R .
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(a)The Figure Skater (b) Normal (SSA tracks it better) (c) Abnormal (SSA fails)
Figure 4: Tracking the ﬁgure skater: Green triangles line is the observed (noisy) data, the cyan -+ line is the ground truth, the blue circles
and red stars are ﬁltered shape using NSSA and SSA respectively. Abnormality introduced at
M
O
N
￿
￿
<
R .
(a) Tracking Error (b) KLD: Shape (c) KLD: Shape (Unweighted)
Figure 5: Tracking the ﬁgure skater : Abnormality introduced at
M
O
N
￿
￿
R .
(a) Group Activity (b) Tracking Error, Abnormal vel.=4 (c) KLD (Shape), Abnormal vel.=1
Figure 6: Tracking and detecting slow & drastic abnormalities (introduced at
M
\
N
￿
￿ ) in an activity performed by the group of people
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