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If {u,} is the orthonormal sequence of eigenfunctions arising from a non- 
singular (or sometimes a singular) Sturm-Liouville system with separated 
boundary conditions defined on (0, z), it has long been known that the eigen- 
function expansion with respect to {u,,} of a function 4 on (0, T) has properties 
similar to those of the Fourier-cosine expansion of 4. For instance, there is the 
classical equiconvergence theorem of Haar ([5]; see [3] pp. 1616-1622 for a 
general survey). In this paper, by restricting attention to two specific classes of 
singular Sturm-Liouville systems, we shall establish a much more precise 
relationship between the corresponding eigenfunction expansions and the 
Fourier-cosine expansions. Many results for Fourier series can then be carried 
over to these eigenfunction expansions. The method of proof includes as 
special cases Fourier-Bessel functions, ultraspherical polynomials, Jacobi 
polynomials and any nonsingular Strum-Liouville system. 
1. INTRODUCTION 
For fixed (Y, (Y > 1, let A(x) be a real-valued function continuous on [0, rr], 
differentiable on (- E, x), E > 0, real analytic in some neighbourhood of 0 
and such that 
A(x) = O(xB), x+0+, p>CX-g. (1) 
Corresponding to functions AI, Arr defined by 
464 = A(x) + f (a2 - +) $ x E(O,rn), 
&I(X) = A(x) + & (2 - +), , x E 0, 5 
( ’ I 
&I(4 = &(r - 4, +,+ ) 
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we shall consider the Sturm-Liouville systems, 
I. U” + (y - A,(x)) u = 0, x E (0, r), 
together with the boundary condition 
(ad $4 = 0, 
and 
II. U” + (y - A,,(x)) 24. = 0, x E (0,Tr). 
Both of these systems are singular. The eigenvalues of System I are real, 
countable, bounded below, and without finite cluster point ([3], p. 1598 (25), 
Corollary 7.27, p. 1455); in particular, there can be at most finitely many 
negative eigenvalues. Since 01 > 1, there corresponds to each eigenvalue 
precisely one linearly independent eigenfunction Ls-integrable in a neigh- 
bourhood of 0 (see Lemma 2.1 and [3], Theorem 6.23, p. 1414). System II 
essentially is studied by reducing it to two systems of Type I (Section 3). 
When the eigenvalues {m}, n = 1,2,..., have been indexed in ascending 
order the corresponding normalized eigenfunctions of either system will be 
denoted by (u,>. For rj ~Lr(0, m), coefficients r&n), n = 1,2,..., and partial 
sums S,(+, X) are then defined by 
the u,‘s, of course, ranging over the complete orthonormal sequence of 
eigenfunctions corresponding to a fixed system of Type I or II. The following 
results are typical applications to eigenfunctions of Systems I, II of results 
proved in Part I of this series ([4]): 
THEOREM A. Let (a,>, n = 1,2 ,..., be a sequence of real numbers. Then 
4 N CT a,u,(x) is the eigenfunction expansion of some C$ E Lp(O, n), 1 < p < co, 
a7 and only if f  - Cz a,,, cos nx is the Fourier-cosine expansion of some 
f  EL”(O, T). Furthermore, there exist constants c, , cy’ (independent of (a,}) such 
that 
THEOREM B. Suppose 1 < p < co. Then S,,($, x) converges in norm to 4 
for each 4 ELP(O, VT) and 
““,P II wi x)II, < -4 II d 112, , 
where A, is a constant. 
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THEOREM C. Suppose 1 <p < 0~). Then, for 4 ED'(O, n), 
(i) if (k,) is a lacunary sequence of positive integers, 
II S”,P I %&,4 41 llz) < B, II 4~ 119 9 
(ii) 73202e g nerally, 
for constants B, , C, independent of $. 
There are also theorems of equisummability and equiconvergence character 
for these eigenfunction expansions in the sense that summability or con- 
vergence of one series implies that of the other (cf., for instance, Theorem E 
in [4]). One perhaps surprising consequence of Theorems A and C(ii) is the 
following result: Let {u,}, {v,J be the orthonormal eigenfunctions arising 
from any two of the above Sturm-Liouville systems so that u, is not neces- 
sarily equal to v, . Then, if 
T,(+, X) converges a.e. on (0,~) and 
II s”,~ I T&, %)I 112, G D, II 4 llz, 3 l<p<co, 
where D, is a constant depending only on {Us}, (z)n} and p. The constants 
c, 9 c, 2 ‘A B ,..., C,, in the theorems A ,..., C also depend only on {Us} and p. 
Theorem A thus gives a precise description of the eigenfunction expansions 
in terms of Fourier-cosine expansions. Theorems B, C(i), C(ii) extend re- 
spectively the well-known results of Marcel Riesz ([12], , p. 266), Littlewood- 
Paley ([ 12],, , p. 23 1) and Carleson-Hunt ([I], [6]) to eigenfunction expansions 
arising from Systems I, II. All of these results follow from a general theorem 
of transplantation type (Theorem 1 in [4]). In [4] we showed how this general 
result could be proved knowing the uniform boundedness of the u,‘s and, 
in addition, four other simple properties of {un} (properties (Pl),..., (P.5) in 
Section 4). In fact, it is enough to establish the last four properties for all 
sufficiently large n only. This -is done by deriving good enough two-term 
asymptotic estimates for the eigenvalues {m> and the eigenfunctions {un}. The 
estimates for the latter are of the so-called Hilb type and are obtained by 
following closely the Liouville-Stekloff method as described, for instance, in 
Szego’s book ([8], Section 8.63). Since this paper is meant to give applications 
of the general results of [4] and not to derive asymptotic estimates in utmost 
generality, at no stage have we attempted to impose the weakest conditions 
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necessary. This remark applies particularly to the restrictions imposed on A 
and 01. Many of the properties of Systems I, II (for instance, the properties 
of {m>) can be established directly under less restrictive conditions; however, 
it seems quicker to quote the general results for Sturm-Liouville systems and 
specialize on A, 01. 
2. SYSTEM I 
The (at most) finitely many negative eigenvalues can always be ignored in 
deriving asymptotic estimates by taking n sufficiently large. Accordingly, it 
will be more convenient to write h2 for y, h > 0, and refer to X, as an eigen- 
value where, strictly speaking, we mean ha2. System I now becomes 
u” + (X2 + f (+ - a2)) u. = A(x) u, 
the general solution of which is given by 
& 8 
+----- 2 sin 01ir s 
t*&(x, t) A(t) u(t) dt, 
z0 
(2) 
where cl , c2 , and x,, are constants and 
(cf. [S], p. 17). Both here and subsequently, J-O: must be replaced by Y, 
if 01 is an integer; to avoid a tiresome series of remarks to this effect we shall 
always assume that both 01 and 2or are nonintegral leaving the modifications 
required in these cases to the reader. Without loss of generality we shall 
further assume that u is normalized, i.e., s,” u2 dx = 1. Frequent use will be 
made of the following well-known facts: 
/&) = 0(x”), x + o+, J,(x) = 0(x-l/2), x --+ co, 
-L(x) = (&)’ Ices (x - F - ;) 
-$-(a2-+)sin(x-y-T) +R&)), 
where R,(x) = o(x-~) (cf. [ll], p. 197). 
MAXIMAL THEOREMS FOR ORTHOGONAL SERIES 353 
LEMMA. 2.1 The general La solution u has the form, 
0 < x < v, with c a constant. In particular, System I is of “limit-point” type 
at x = 0. 
Proof. Since A is real-analytic in some neighbourhood of 0, there will be 
a series expression for u in this neighbourhood: 
where d1 , d, are constants and C, 7 are the roots of the indicial equation 
r(r - 1) + ($ - CX”) = 0 
(2a nonintegral). Thus, 
u = dlo(x++“) + d20(x+-“), x--to+. 
But, if u is to the L2 integrable in a neighbourhood of 0, d, must be zero: 
consequently, u = o(xf+a), x--f O+. The convergence of the integral in (4) 
is thus ensured. Hence, in (2), x0 may be taken to be zero (even without 
requiring (1)) and c2 must be zero since u = 0(x++&), x -+ O+. This proves 
the lemma. 
LEMMA 2.2. When 0 < t < x the integral 
I t sqx9 4 Jaw 02 0 
satisfies the estimate9 
(i) ~(h-~), Xx < 1, 
(ii) o(A-~), At < 1, Ax > 1, 
(iii) F tY&k) + (Xx)-+ o(F), At > 1. 
Proof. The first two estimates are easy to establish. To obtain (iii) note 
first that, by standard results on integrals of products of Bessel function 
([ll], p. 139, the integral is 
- a J-a(w t2@l&w2 - 2.L1w .L+lw~~ 
1 These estimates are valid also for, say At Q const, b > const,... though, of course, 
the specific value of the error term depends on the constant chosen. The number 1 is 
chosen for notational convenience. Similar remarks apply in all subsequent asymptotic 
estimates. 
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Substitution of the usual one-term asymptotic estimate for Bessel functions 
gives 
& JdW {t cos w7r + o(F)} - -&J-$x) {t + o(P)} 
whenever ht > 1. Estimate (iii) follows immediately (cf. [ll], p. 74). 
LEMMA 2.3. The integral 
s z tK(x, t) J&q A(t) dt 0 
is o(hF) when Xx < 1 and 
@y X(x) Y&x) + @x)-i o(F) (5) 
when hx > 1, where X(x) will always denote the function 
X(x) = j’ A(Y) dy, x E [O, 7r]. 
0 
Proof. Integration by parts of the integral yields 
A(X) /I SK,&, s) J&q ds - jr (s: SK&> 4 LW ds) A’(t) dt. 
In view of Lemma 2.2, both of these terms are o(P) if Xx < 1 while if 
hx > 1, the second of the terms is 
o(P) I:-’ 1 A’ 1 dt + /;-l A’ 1% tY,(hx) + (hx)-+ o(k2)/ dt 
= % Y,(h) j-’ tA’(t) dt + o(k3) + @x-i o(h-‘) 
0 
since Y,(Xx) = o((hx)-t), )Ix > 1, ([ll], p. 199). A further integration by 
parts coupled with estimate (iii) of Lemma 2.2 establishes (5). 
Now define a new function V, by q(x) = u&)/c, where c is the constant of 
Lemma 2.1; obviously, 
q(x) = (Aa+ J&kc) + & 1% d&(x, t) A(t) VA(t) dt. (6) 
0 
As a preliminary to deriving asymptotic estimates for the eigenvalues and 
eigenfunctions of System I we shall establish: 
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THEOREM 1. The function v,, has the following representations: 
(i) v,+(x) = (Ax): J&x) + 0(Ae2), Ax < 1 
and 
(ii) VA(x) = (Xx)* J&Ix) + (1/2X)X(x)(hx)+Y,(hx) + 0(Am2), Xx > 1. 
Proof. By iteration we see that 
v,(x) = (Ax)+ J&x) + g& 1” t&(x, t) J,(At) A(t) dt 
0 
tKA(x, t) A(t) 11: s&(t, s) A(s) q(s) ds/ dt. 
(7) 
The second of these terms can be estimated immediately using Lemma 2.3. 
To estimate the third term we shall prove first that v,, is uniformly bounded 
as h -+ co. For this set 
Then, by (6), for some constant C, independent of A, 
But, in view of the restrictions on A, when Xx, At < 1, 
j-,” (xt)+ 1 I&(x, t)] . 1 A(t)\ dt = o(1) 1: (xt)” te(xat+ + x-v) dt, 
where p > 01 - 8, (more precisely, fl > Max(ol - # , 0)), and, as an easy 
computation shows, this integral is 0(x2), i.e., o(P) for Ax 6 1. On the other 
hand, if Ax > 1, 
< o(A-+) f-l ((At)-= + (Atp) dt 
0 
+ o(F) $’ M dt; 
0 
in this case the integral is o(W). Consequently, for some constant C’s inde- 
pendent of A, 
I G9l < C, (1 + + Q,) 
i.e., Q,, < 2C2 for all sufficiently large A. 
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If this uniform boundedness of the vA’s is used in (7), we see that we have 
only to estimate 
x: j; t 1 K&x, t)1 . j A(t)/ (jl s+ /qt, s)l ' 1 A(s)] ds) dt. (8) 
Computations similar to those used to estimate ZJ~ show that (8) is o(A-2) 
irrespective of the value of Ax. This proves the theorem. 
Remark 2.4. The restriction (1) on the function A was used in the proof 
of Th. 1 to allow estimates of (7), (8) to be given. This is, in fact, the only 
occasion on which (1) is required. In some cases, for example with Jacobi 
polynomials, precise estimates are known already for U(X) as x --+ 0+ and 
these can be used instead of imposing condition (l), (cf. [S], p. 167). Szega 
himself uses this idea in deriving the one-term Hilb type estimate for Jacobi 
polynomials ([SJ, S ec t ion 8.63). Consequently, the methods of this paper can 
be applied to, say, Jacobi polynomials even though condition (1) is not 
satisfied. 
THEOREM 21. The eigenvalues {An} of system I have the asymptotic repre- 
sentation: For some integer 1 
A,= n-Z++-+j-&~+(ix2--$)-X(7r)/ +o(+, 
( 
(9) 
for all sujiciently large n. 
Proof. Return for the moment to the original notation (yn> for the eigen- 
values of system I. Set M = max,,c,G,, A(t), m = min,,<,<,, A(t) and denote 
by {pn}, {p,,‘> the eigenvalues of the Sturm-Liouville systems, 
u”+(y+--&($--a2) +/3)u=O, p=m,M, (10) 
together with the boundary condition, 
(a;) U(V) = 0. 
Now, by considering the Sturm-Liouville system which yields the Fourier- 
Bessel functions as eigenfunctions and as eigenvalues the positive solutions 
{v,~> of (~,n)f J,(vnn) = 0, i.e., the above system with B = 0, we can soon 
see that 
pLn = vn2 - m, p*’ = vn2 - AZ, (11) 
(cf., for instance [9], p. 70 or [4], Section 4). However, since system I is of 
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“limit-point” type at x = 0, the minimax principle for eigenvalues can be 
applied to Systems I and (10) g iving estimates for (m} in terms of {Pi}, {pLn’} 
([3], D9, p. 1547). This combined with (11) gives 
VT2 2 - M < ‘yn < vn2 - m, n = 1, 2,...,2; 
consequently, with the notation (A,} for the “eigenvalues” of System I we 
deduce that 
VT% - $ o(1) < A, < vlt + $41) (12) 
for all sufficiently large 12. 
Now there is an asymptotic representation for the large zeros of J&r): 
( n+F-$)-&(ae-$)+o(n-p,, n>ivo, (13) 
([ll], p. 506). S ince there may be a large number of zeros close to 0 ([ 111, 
p. 494) the zeros represented by (13) correspond to v,+~ , n > N,, , for some 
integer I; consequently, 
v,= n-l+ 
( 
$--$) -&(a2-+) +o(n-“), n>iVr, (14) 
for some integer I whose precise value is quite immaterial for our purpose. 
Estimates (12) and (14) thus show that 
A, = vn + ; o(1) = (?z - I + $ - +, + + o(l), n4 co. (15) 
It will be necessary, however, to derive the more precise estimate (9). For 
this a method of McMahon ([7]) is used. 
The eigenvalues {A,} are the solutions of wA(n) = 0, i.e., 
(X7+ J&T) + & X(T) (X7+ Y,(A?T) + o(P) = 0, 
which after substitution of two-term asymptotic estimates becomes 
+ o(P) = 0. (16) 
2 Since {a+,~} is the sequence of positive zeros of J. indexed to ascending order, 
this system of inequalities can be used to give a proof of the results quoted in Section 1 
for W 
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cos 
i 
h7r - 7 - j- - e) = 0 
where 0 satisfies 
tan 6 = & IX(T) - + (2 - $) 1 + O(p). 
Consequently, A, = (A, + 42 - 4 - O/V) for some integer k, and so 
A,= (k,s+a-$)-&-]$(a2-+) -X(T)/ +o(A,“) 
since 8 = tan 0 + o(tan e3). By (15), k, = n - 1. Hence, A, has the form (9) 
for all sufficiently large n. 
THEOREM 3r. For all suficiently large n the tigenfunctions {u,> of System I 
have the asymptotic representations: 
(i) U,(X) = (X,x)* J&x) + o(r2), x < n-l 
and 
(ii) u,(x) = (h,x)f J&+x) + (1/2n) X(x) (&x)* Y&x) + o(ne2), x > n-r. 
Proof. If v, is the function v,, when X = A, and u, = c,v, , all we have 
to do is estimate c, since, by footnote 1, the range of validity of the estimates 
for v, can always be adjusted suitably. Now c,” ji vn2 = 1. Thus, 
cn - 4 - h n 1” xJ~~P)~ dx + s, xJa&x> Y&Lx) -TX> dx + W”>. 
0 
But (cf. [ll], p. 135) the first integral on the right is 
using the estimate (9) for A, . On the other hand, substitution of two-term 
asymptotic estimates in the second integral gives 
- & Jr X(x) cos(U,7r - cm) dx + o(r2) = o(r2). 
0 
Consequently, c, = 1 + o(n-“) for all sufficiently large n. This together with 
Th. 1 establishes Th. 3r . 
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3. SYSTEM II 
System II consists of the equations, 
u” + (7 + ; (+ - a2) - A(x)) u = 0, x E (0, $1 , (16) 
and 
u”+ r+ ( &2(-&-~2) + A(7r - x)) u = 0, x E [$ ,7r) . (17) 
Certainly this system has at most countably many eigenvalues (cf. [3], 
p. 1598 (26)). 
LEMMA 3.1. An (L2-integrable) eigenficnction ?I of System II, u f 0, satis- 
fies one OY other of 
(a) 11(x) = ~(57 - x), 
for x E (0, n/2]. 
(b) U(X) = - z&r - x), (18) 
Proof. Denote by U, V the restrictions to (0,421, [r/2, n) respectively 
of u; thus U, V satisfy (16), (17) respectively. Now U(X), V(T - x) both 
satisfy (16) and the boundary condition 
Since (16) is of “limit-point” type at 0, V(r - X) is, therefore, a constant 
multiple of U, say V(TT - X) = yU(x). But y = 1 except possibly when 
442) = 0 and, in any case, 
z&q+ U’(+= -q($-)* 
On the other hand, u cannot have a multiple zero at 42 (cf. [2], p. 208) and 
so at least one of u(7r/2), ~‘(42) must be nonzero. Hence, y = 1 or - 1 which 
establishes (18). 
Properties (a), (b) of Lemma 3.1 give respectively 
G-4 
and 
@n) u JL =o. ( 1 2 
360 GILBERT 
Thus the eigenvalues and (restrictions to (0,7r/2]) of eigenfunctions of System 
II are eigenvalues and eigenfunctions of one or other of two systems of type I 
on (0, 421 in which the differential equation is (16) and the boundary condi- 
tion at 7r/2 is (an) or (b,,). Denote these two systems by I’, I”. Of course, these 
restrictions need to be renormalized. 
THEOREM 3.2. (i) The restrictions to (0,421 of all (L2-)eigenfunctions 
of System II satisfying (a) together with the corresponding eigenvalues constitute 
all (L2-) eigenfunctions and eagenvalues of System I’. 
(ii) The restrictions to (0, a/2] of all (L2-) eigenfunctions of System II 
satisfying (b) together with the corresponding esgenvalues constitute all eigen- 
functions and eigenvalues of System I”. 
Proof. Call a function f  on (0, Z-) even (resp. odd) when f  (x) = f  (rr - x) 
(resp. f(x) = -f (7r - x)). 
(i) It is enough to show that the restrictions to (0, 7r/2] of the even 
eigenfunctions of System II are complete in L2(0, 42). Now, if h E L2(0, 42) 
is orthogonal to all such restrictions, the extension of h to (0, r) as an even 
function is orthogonal to all even (L2-) eigenfunctions of II and certainly to all 
the odd eigenfunctions. Since together the even and odd eigenfunctions are 
complete in L2(0, P), the function h must be zero a.e. This establishes 
completeness. 
(ii) This time it is sufficient to repeat the previous proof here extending 
h to an odd function on (0, n). 
Theorem 2.2 thus reduces system II to the pair I’, I” to which the method 
of proof of Section 2 can be applied. An immediate consequence is that the 
eigenvalues (m} of II are bounded below and without finite cluster point. 
Again, we shall restrict attention to eigenvalues ‘yn with n sufficiently large 
and replace yn by hn2, An > 0, although as before, we shall refer to “eigen- 
values” (An}. The analogues for System II of Theorems 2r and 3r are 
THEOREM 211 . The eigenvalues of System II have the asymptotic representa- 
tion : 
h, = (n - m  + 01 + $) - & I$ (a2 - +) - X ($)I + 0(n-2), (19) 
for some integer m and all su.ciently large n. 
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THEOREM 3,1 . The eigenfunctions of 
(i) G(X) = (b)+ J&&p) + “,‘n-“), 
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System II satisfy 
x E (0, n-l], 
(ii) u,(x) = (hd* J&s) + & X(x) (b+ Y&4 + ok2), 
XE n-l, $ , i 1 
(iii) un(x) = (- 1)” un(7r - x), XE “,Tr 
[ i 2 ,’ 
uniformly in n and x, n suficiently large. 
For the moment it will be more convenient to denote an eigenfunction of 
System II by u and its corresponding eigenvalue by A. Now, irrespective of 
which condition (an), (b,,) is imposed, the method of proof of Section 2 shows 
that u has the representations: 
and 
c I@)* J,(W + & X(x) (w+ y&4 + ok2)/ , (21) 
c constant, where (20) is valid for x E (0, A-i] and (21) for x E (X-i, 7r/2]. The 
boundary conditions (au), (b,,) are used to determine h and c under the 
assumption that f;‘” u2 dx = 1. 
Cme (ad. %P ose u is even so that ~‘(42) = 0. By much the same proof 
as in Section 2 we can prove that, in (h-i, a/2], the derivative of u has the 
asymptotic expansion, 
Now the values of X for which ~‘(42) = 0 are the eigenvalues of System I’ 
and, hence, by Theorem 3.2. eigenvalues of System II. These values of X 
can be estimated asymptotically as in Theorem 2r once the positive solutions 
w of 
$ Ml+ .MAP)I lr=(n/2) = 0 
have been estimated; in fact, by the method of McMahon, for some integer 
ml , 
+% = (2(n - q) + CL + +) - & (f-x2 - $) + o(n-2), n > A$ . 
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An easy calculation then shows that, for n > Ni , 
A = (2(n - ml) + a + +, - & 1; (a2 - +, - x ($)I + o(n-2). (22) 
Case (b,,). Suppose now that u is odd so that u(7~/2) = 0. In this case the 
values of X for which u(a/2) = 0 are the eigenvalues of System I” and hence, 
by Theorem 3.2, eigenvalues of System II. Estimates for h can be derived 
exactly as in the Case (an) using this time the positive solutions (4%) of 
but, for some integer m2 , 
** = (2b - m2> + a-;) ---&(az-+) +~(n-~), n>N,. 
Hence, for n > N1 , 
h = (2(72 - m2) + a-;) -~]~(a2--$)-X(;)~ +o(n-“). (23) 
Proof of Theorem 2 . If h is sufficiently large one or other of (22), (23) 
holds. The asymptotic representation (19) then follows immediately provided 
in the expressions for 4% , & we have m2 = m, - 1. To prove this choose i’V1 
so large that the error terms in the expressions for & , #,, , i.e. (mr2)-l (as - i), 
o(n-2) are small, say less than &. Now the solutions {&} interlace {I,&> (cf. [I I], 
p. 480); on the other hand, by a simple graphical argument, the smallest 
positive zero of &J,(X) exceeds that of (x+J,(x))’ since JJx) is a positive in- 
creasing function for small x (lot. cit. p. 486) and so **. t,&-r < I$,, < #n < $n+l 
for all n. Consequently, the integers ml , m2 satisfy ms = m, - 1. This proves 
the theorem. 
Remark 3.3. The even eigenfunctions u,, thus correspond to eigenvalues 
A,, with n even, the odd eigenfunctions to eigenvalues h, with n odd, at least 
for large n. 
Proof of Theorem 311. The method of proof of Theorem 3r using the 
estimate (19) and estimates (20), (21) with h = X, gives c, = 1 + o(nm2). 
Parts (i), (ii) are, therefore, established. Finally, part (iii) is a trivial conse- 
quence of Remark 3.3. 
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4. PROPERTIES OF {u,) 
The five properties required for the proof of theorems A,..., C stated in the 
introduction can be established now that “good-enough” Hilb type estimates 
have been obtained for {u,>. Note that in [4] these properties are stated in a 
slightly more general form; also, in this section, except for Remarks 4.2(i), 
(u,J will denote the eigenfunctions of System I only. 
(P.l) There is a constant A such that 
SUP I~n(~)l ,< A, o<w<lr 
n = 1, 2,..., 
Proof. The boundedness of x*Jol(x), cy > - Q, for all x > 0 and that of 
x*YJzc) for x > 1, say, ensure that (24) holds at least for sufficiently large n. 
Since, in any case u,(x) -+ 0 as x -+ 0, rr, obviously any finite number of the 
u,‘s are uniformly bounded. Hence (24) is satisfied. 
As we have noted already, the remaining four properties need be checked 
only for large ?t, say for those eigenvalues and eigenfunctions for which the 
asymptotic estimates of Ths. 2r , 3r hold. To avoid undue repetition we shall 
suppose that this occurs whenever n > N. 
(P.2)‘. There exist colzstants a, b, and a function U E L”(0, r/2) such that 
cos pnx - b) - & U(x) sin(p,x - b) + o((nx)-2)/ , ( n > N 
uniformly for x E (n-l, r/2], where pla = n - a. 
Proof. When 1 is the integer in (9) set 
a=l-:+$, b=++$. (25) 
Since then, for some V E L”(0, r) independent of n, 
cos 
( 
h,x - a T - i) = cos(p,x - b) + i V(x) sin(p,x - b) + o(n-2), 
sin 
( 
h,x - a % - $) = sin(p,x - b) + o(n-l), 
uniformly in x E (0, p), (P.2)’ follows immediately from Theorems 2r and 
31 (cf. [ll], p. 199). 
409/3+9 
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A consequence of (P.2)’ is 
(P.2). There exist functions Xl ,..., X4 EL”(O, 7r/2) such that 
u,(x) = X,(x) cos nx + X,(x) sin nx 
+ & {X,(x) cos nx + X,(x) sin nx} + o((nx)-2), 
un;formly for x E (n-l, z-/2], n > N. 
Remark. Condition (P.2)’ is used instead of (P.2) only when dealing with 
results for functions in Ll(O, r). The “weaker” condition (P.2) is sufficient 
for results on functions in Lp(O, 77), 1 <p < co. 
The next two properties estimate the difference d(u,J = u, - un+r . 
(P.3). There exist functions U, ,..., U, E L”(O,7r/2) such that 
d(u,) = x(Ul(x) cos nx + U,(x) sin nx} 
+ + {U,(x) cos nx + U,(x) sin nx} + ~(n-~x-l) 
uniformly for x E (n-l, z-/2], n > N. 
Proof. This representation can be deduced easily from (P.2) except for 
the remainder term which causes difficulties much as in the estimating of the 
remainder term in (3), (cf. [ll], pp. 197, 8). In fact it seems easier to start 
afresh from Theorem 2r(ii). 
Now, with the notation of (25), 
f (X,X)+ Y,(X,x) = (f-,+ I$ sin(p,x - b) 4 o(n-‘x-l)/ 
n 
and a simple calculation shows that 
X(4 d (2 (kzx)~ Y,(W) 
= +- {V,(x) cos nx + V,(x) sin nx> + ~(n-~x-l) 
(26) 
for suitable V, , V, E L”(0, v/2) independent of n, a > N. The more trouble- 
some term to estimate is d((X,x); j&x)). Suppose first that 01< 3. Then, by 
(3), this term is 
x{ VI’(x) cos 71x + Vz’(x) sin nx} + o(n-2x-1) 
+ t {Vi(x) cos nx + V*‘(x) sin nx} + d(R,(h,x)) 
(27) 
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for suitable V,‘,..., V,l eLm(O, 7r/2) independent of n, n > N. Now R,(A,x) 
has an explicit expression as the sum of (a constant multiple of) a term 
(A,x)-~ exp 1; (LX - (Y T - +)I I&X), 
where 
I,(x) = j; j: e-w+3/2 (1 - $r-5’2 & dU 
and a similar term with i replaced by (- ;) (cf. [ll], pp. 197,8). But, provided 
01 < #, Z(X) is uniformly bounded in X, x > 0. Thus, 1 d(R,(X,x))] is domi- 
nated by terms of the form, 
x-2 A (A,2), (28) 
(&x)-~ . 1 jr/: e-“ua+3/2 A ([l - &I”-““) dt du 1 . (2% 
Obviously both terms in (28) are o(~-~x-l) when x > n-l; to establish the 
same estimate for (29) note that 
A 
0 
1 - &]=-5’2) zz 
n 
uniformly in u, t, x (x > n-l) since 
(1 _ $y-5’2 = 1 + o(?+), 
uniformly in x, 1 x 1 < 1. Thus 
A(R,(h,p)) = ~(n-%-~), x > 72-l. (30) 
o(n-l) 
5 
a<--, 
2 
For the case when (Y >, Q, i.e., OL - 2 > 2 , 1 the previous proof can be repeated 
taking, say, p terms in the asymptotic expansion for J, where p is so large 
that ol-p <+. Combination of (26), (27) and (30) gives (P.3). 
(P.4) When x E (0, n-l], 
Atu,) = - i (a + $, u,(x) + (n-” + x) o(l), n > Iv, 
uniformly in x. 
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Proof. In view of Theorem 2,(i) it is enough to consider 
4L9 x~J&J) + (&+1x)+ 4L&x)). 
Trivially, 
d(h,i) = - h,q(2n)-l + o(n-2)). 
On the other hand, an easy mean-value argument shows that 
uniformly in x. This establishes (P.4). 
The final property enables us to “change variables”. 
(P.5). There exist functions X, , X2 EL”‘(O, 7r/2) such that with the nota- 
tion of (25), 
u&r-X)=(-1l)n X,() 
I 
x sin pfix + +-X,(x) cos pnxl + o(n-“) 
uniformly for x E (0, a/2], n > N. 
Remark 4.1. If in (P.5) we set 
U,(x) = X,(x) sin p,x + + X,(x) cos pnx 
then, clearly, the sequence {U,},,, has properties (P.2)‘, (P.3), (P.4) and is 
uniformly bounded. It is in this form that property (P.5) is used. 
Proof of (P.5). Th e representation (P.2)’ actually is valid throughout 
(n-l, rr) since Th. 2r(ii) remains valid in this interval. An easy computation 
gives (P.5). 
Remarks 4.2. (i) If now {un} denotes the complete orthonormal sequence 
of eigenfunctions of System II arguments similar to those used for System I 
show that {u,J has Properties (P.l), (P.2)‘,..., (P.4) though, of course, the 
details are slightly different. Because of Theorem 3rr(iii), property (P.5), in 
the sense of [4], is again true and reads: 
(P.5). There is a sequence {U,},,, which is uniformly bounded and sat;sfie 
(P.2)‘, (P.3), (P.4) such that 
u&r - x) = (- 1)” U&v), 
uniformly x E (0,7r/2]. 
n > N, 
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Consequently, Theorems l,..., 4, A,..., F of [4] can be applied to the eigen- 
functions of both Systems I and II. Theorems A, B, C stated in the intro- 
ductory section of the present paper are typical applications. 
(ii) For the case of a nonsingular Sturm-Liouville system with separated 
boundary conditions defined on, say, [0, ~1, there are asymptotic estimates 
for the eigenvalues and eigenfunctions analogous to Theorems 2r , 3r (see 
[lo], Sections 34, 35). In fact, the proof of this paper parallels closely the 
methods used to derive the estimates in the nonsingular case (only the details 
are more difficult!) It is very easy to check that the (normalized) eigenfunc- 
tions have properties (P.l), (P.2)‘,..., (P.5). 
(iii) When P, (us) denotes the Jacobi polynomial of degree n and order 
(cx, /3), it is well-known that the functions, 
p$“(x) = (sin ;)a+i (cos $)“+’ Pt*B)(cos x), 
are the eigenfunctions of the Sturm-Liouville system, 
14” + ’ + T sin2 x/2 I 
l kc+, jo;;; I.=(), O<X<T, 
which has eigenvalues 
y = (n + Q (a + p + 1N2, n = 1, 2,... . 
Although the “perturbing” function does not satisfy (1) nor is it quite of the 
type An the method of proof of this paper can be applied to derive asymptotic 
estimates of the type in Th. 3n . Hence, the (normalized) Jacobi polynomials 
have properties (P.l), (P.2)‘,..., (P.5). This, of course, includes the case of 
ultraspherical polynomials. 
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