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Abstract
We prove that local complementation and vertex deletion, operations from which vertex-minors are deﬁned, can simulate edge
contractions. As an application, we prove that the rank-width of a graph is linearly bounded in term of its tree-width.
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1. Introduction
Minor inclusion is an essential notion in graph theory because it yields the Graph Minor Theorem saying that every
minor-closed family of graphs is characterized by ﬁnitely many excluded minors [17]. It follows together with another
result [16] that every minor-closed family of graphs has a cubic-time recognition algorithm. The notion of a minor is
closely related with that of tree-width [14].
Also very important is the notion of vertex-minor [11], closely linked with the notion of rank-width [13], another
complexity measure on graphs introduced as an approximation of clique-width [6], but of independent interest. For
a graph G and a vertex x of G, the local complementation at x replaces in G the subgraph induced by the neighbors
of x by its complement graph. A graph H is a vertex-minor of G if H can be obtained from G by a sequence of local
complementations and deletions of vertices. Oum [11] proved that for ﬁxed k, there is a ﬁnite list of graphs such that
a graph G has rank-width at most k if and only if no graph in this list is isomorphic to a vertex-minor of G. It is not
known yet whether vertex-minor inclusion well-quasi-orders the class of all graphs.
In this work we relate the two notions of minor and of vertex-minor by proving that edge contractions can be
simulated by vertex deletions and local complementations: these two latter graph operations are those that deﬁne the
vertex-minor relation.
The deletion of an edge can be simulated by vertex-minor operations. Let G be a simple undirected graph and e be
an edge xy linking x and y in G. To simulate the deletion of e by vertex-minor operations, we introduce a new vertex
x′ adjacent to x and y. We obtain a graph G′ which is G augmented with the vertex x′ and the edges xx′ and yx′. By
applying a local complementation at x′, we delete the edge e. By deleting the vertex x′, we get the graph G− e which
is G without the edge e, and G − e is a vertex-minor of G′.
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Using a more complicated process, we will prove that edge contractions can be simulated by creating “twin vertices”
(like x′ for x in the above case) and taking vertex-minors. This technique allows us to prove that if G has tree-width
at most k then G has rank-width at most 4k + 2. This bound is not optimal since Oum proved recently [12] that the
rank-width of G is at most k + 1, by using a different technique based on tangles and branch-width [15].
Outline: In Section 2wewill present some notations and recall the notions of tree-width, clique-width and rank-width
and some existing results used throughout the paper. In Section 3 we show how to simulate edge contractions. As an
application, we prove in Section 4 that rank-width is linearly bounded in term of tree-width. We conclude by some
perspectives in Section 5.
2. Notation and deﬁnitions
We denote by |C| the cardinality of a set C. Our main results concern undirected simple graphs. However, for some
proofs, we will use graphs with both directed and undirected edges. Directed edges will be called arcs. For a graph
G, we let VG denote its vertex set and EG its set of edges and/or arcs. An edge between x and y is denoted by xy
(equivalently yx). An arc from x to y is denoted by −→xy and y is called the target of the arc −→xy. If G is a directed graph,
we denote by und(G) the simple undirected graph obtained from G by omitting the direction of the arcs. For x ∈ VG
we denote by neighG(x) the set of neighbors of x in G. We denote by [m] the set {1, 2, . . . , m}.
We denote by G[X] the subgraph of G induced by X ⊆ VG and by GF the subgraph of G induced by F ⊆ EG
(EGF =F and VGF is the set of vertices incident to an edge in F). For F ⊆ EG, we denote by G/F the graph possibly
with loops and multiple edges obtained from G by contracting the edges of F. In order to avoid confusions in some
technical lemmas, the vertices of trees will be called nodes.
A forest is a disjoint union of trees. A tree T is rooted if there exists a distinguished node r called the root of T. Then
a rooted tree is directed so that all nodes are reachable from the root by a directed path.A rooted forest is a forest where
all the trees, which are its connected components, are rooted. Let T be a rooted tree. For u ∈ VT , we denote by T ↓ u
the subtree of T rooted at u induced by the set of all descendants of u.
2.1. Tree-width and strong tree-width
We recall the notion of tree-width [14].
Deﬁnition 1. A tree-decomposition of a graph G = (VG,EG) is a pair (T , f ) such that T = (VT , ET ) is a tree, f is a
mapping associating with every node u of T a subset f (u) of VG such that:
(1) ∪u∈VT f (u) = VG,
(2) for each edge xy or arc −→xy of G, there exists one node u in VT with x, y in f (u),
(3) for all u, v,w ∈ VT , if v is on the path from u to w in T then f (u) ∩ f (w) ⊆ f (v).
In (2) it is convenient, for each edge xy or arc −→xy to choose one node u such that x, y ∈ f (u).
The width of a tree-decomposition (T , f ) is maxu∈VT {|f (u)|}−1. The tree-width of a graph G= (VG,EG), denoted
by twd(G), is the minimum width over all tree-decompositions of G. We say that (T , f ) is rooted if T is.
We now recall the deﬁnition of a strong tree-decomposition [18].
Deﬁnition 2. A strong tree-decomposition of a graph G = (VG,EG) is a pair (T , f ) as in Deﬁnition 1 such that:
(1) {f (u)|u ∈ VT } is a partition of VG,
(2) for each edge xy or arc −→xy of G:
(2.1) either there exists a node u in VT with x, y ∈ f (u),
(2.2) or there exists an edge uv in ET with x ∈ f (u) and y ∈ f (v) or vice versa.
The edges xy or arcs −→xy of type (2.2) are called the “shared edges or arcs of G”. This notion is relative to a chosen
strong tree-decomposition.
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For u ∈ VT we call f (u) the box of u. The width of a strong tree-decomposition (T , f ) is maxu∈VT |f (u)|. The strong
tree-width of a graph G = (VG,EG), denoted by stwd(G), is the minimum width over all strong tree-decompositions
of G. We say that (T , f ) is rooted if T is.
Let (T , f ) be a rooted strong tree-decomposition of a graph G. For u ∈ VT , we denote by G ↓ u the graph
G[∪v∈VT ↓uf (v)].
Tree-decompositions and related notions have been studied for the last two decades. See the surveys and articles [1,2]
by Bodlaender. In the rest of the paper we consider rooted tree-decompositions and rooted strong tree-decompositions.
Let us recall and prove some lemmas.
Lemma 3 ([2]). Suppose the tree-width of a graph G is k. Then G has a tree-decomposition (T , f ) of width k such
that:
(1) For each u ∈ VT we have |f (u)| = k + 1.
(2) For each −→uv ∈ ET we have |f (u) ∩ f (v)| = k.
Lemma 4. Let (T , f ) be a tree-decomposition of an undirected graph G of width k. There exist a graph H and a strong
tree-decomposition (T , g) of H of width k + 1 such that G = H/F where F is the set of shared edges. The graph HF
is a forest.
Proof. We let H = (VH ,EH ) where
VH = {xu|u ∈ VT , x ∈ f (u)},
EH = {xuxv|−→uv ∈ ET ∧ x ∈ f (u) ∩ f (v)}∪
{xuyu|u ∈ VT ∧ x, y ∈ f (u) ∧ xy ∈ EG is in f (u)}.
For each u ∈ VT we let g(u) = {xu|x ∈ f (u)}. It is easy to verify that (T , g) is a strong tree-decomposition of H, the
shared edges are the edges {xuxv|−→uv ∈ ET ∧x ∈ f (u)∩f (v)}. They form a set F that spans a forest and G=H/F (by
the deﬁnition of tree-decomposition). See Fig. 1 for an example. The shared edges are dotted and marked by  (because
they are in ﬁne contracted). 
Fig. 1. A graph G and the corresponding graph H.
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2.2. Clique-width
We recall the deﬁnition of clique-width [5,6]. Here we deal with labeled undirected graphs (unlabeled graphs are
considered as graphs whose vertices have all the same label). Let k be a positive integer. A k-graph is a graph whose
vertices are labeled with labels from [k]. We deﬁne formally a k-graph as G = (VG,EG, G) where G(x) ∈ [k] for
each x ∈ VG. We recall the following operations:
(1) For k-graphs G = (VG,EG, G) and H = (VH ,EH , H ) such that VG ∩ VH = ∅ (if not, we take a disjoint copy
of H), we denote by G⊕H the k-graph (VG ∪ VH ,EG ∪EH , ′ = G ∪ H ) and call it the disjoint union of G and H
with
′(x) =
{
G(x) if x ∈ VG,
H (x) if x ∈ VH .
(2) For a k-graph G = (VG,EG, G), for distinct i, j ∈ [k], we denote by i,j (G), the k-graph (VG,E′G, G) where
E′G = EG ∪ {xy|x, y ∈ VG ∧ x = y ∧ G(x) = i, G(y) = j}.
(3) For a k-graph G= (VG,EG, G), for distinct i, j ∈ [k], we denote by i→j (G), the k-graph (VG,EG, ′G) where
′G(x) =
{
j if G(x) = i,
G(x) otherwise.
(4) For each i ∈ [k], i denotes a k-graph with a single vertex labeled by i.
A k-expression is a well-formed term written with the symbols ⊕, i,j , i→j , i where i = j and i, j ∈ [k]. Every
k-expression t deﬁnes, up to isomorphism, a k-graph G. The clique-width of a graph G, denoted by cwd(G), is the
minimum k such that there exists a k-expression t deﬁning G.
Clique-width can be considered as more powerful than tree-width. It is known that bounded tree-width implies
bounded clique-width and not vice versa (cliques have unbounded tree-width but have clique-width 2). The following
theorem gives an upper-bound on the clique-width of graphs of bounded tree-width:
Theorem 5 ([4]). For every simple undirected graph G,
cwd(G)3.2twd(G)−1.
Contrary to the case of tree-width, there is no known polynomial algorithm for the recognition of graphs of clique-
width k for k > 3 (for k3 there are, see [3])which produces the k-expression of the graph. (Note that the clique-width
minimization problem is NP-Hard [9]). Oum and Seymour investigated the problem and Oum proved the following
theorem:
Theorem 6 ([10]). For each k ∈ N, there is an algorithm that for an input graph G, undirected, either yields correctly
that cwd(G)> k or outputs a (224k+1 − 1)-expression of G. Its running time is O(|VG|3).
This result uses the graph complexity measure rank-width (see Section 2.3). It is equivalent to clique-width in the
sense that the same families of undirected graphs have bounded rank-width and bounded clique-width. However, rank-
width has better algebraic properties. This explains why the class of graphs of rank-width k is closed under taking
vertex-minors.
2.3. Rank-width
In this section graphs are simple, loop-free and undirected.We now recall the deﬁnition of rank-width [11] and some
results about it, needed throughout the paper.
For an (R,C)-matrix M = (mij |i ∈ R, j ∈ C) over a ﬁeld F, if X ⊆ R, Y ⊆ C, let M[X, Y ] denote the sub-matrix
(mij |i ∈ X, j ∈ Y ). For a graph G = (VG,EG), let AG be its adjacency (VG, VG)-matrix over GF(2).
Deﬁnition 7. Let G = (VG,EG) be a graph. We deﬁne the cut-rank function G of G by letting G(X) = rk(AG
[X,VG\X]),X ⊆ VG, where rk is the matrix rank function.
2332 M.M. Kanté / Discrete Applied Mathematics 155 (2007) 2328–2340
A sub-cubic tree is an undirected tree where the degree of each node is at most 3. A rank-decomposition of a graph
G = (VG,EG) is a pair (T , f ) of a sub-cubic tree T and a bijective function f : VG → {t |t is a leaf of T }. (Leaves
are nodes of degree 1.)
For an edge e of T, the connected components of T \e induce a bipartition of the set of leaves of T, hence a bipartition
(Xe, Ye) of the set of vertices of G. The width of an edge e of a rank-decomposition (T , f ) is G(Xe). The width of
a rank-decomposition (T , f ) is the maximum width over all edges of T. The rank-width of G, denoted by rwd(G), is
the minimum width over all rank-decompositions of G.
Proposition 8 ([13]). For every graph G,
rwd(G)cwd(G)2rwd(G)+1 − 1.
This result combined with Theorem 5 gives rwd(G)3 × 2twd(G)−1. We will improve this bound and prove that
rank-width is linearly bounded in terms of tree-width in the following proposition:
Proposition 9. For every graph G, rwd(G)4 × twd(G) + 2.
Oum improves recently this bound. Using different techniques based on tangles and branch-width [15], he proves
the following:
Proposition 10 ([12]). For every graph G, rwd(G) twd(G) + 1.
We now introduce deﬁnitions relative to the notion of vertex-minor. For two sets A and B we denote by A − B the
set of elements in A and not in B. For two sets A and B, we let AB = (A − B) ∪ (B − A).
Deﬁnition 11. Let G be a graph and x ∈ VG. The graph obtained by applying local complementation at x to G is
G ∗ x = (VG,EG{yz|xy, xz ∈ EG, z = y}).
The graph G ∗ x is obtained from G by edge-complementing the subgraph induced by the vertices adjacent to x.
We say that H is locally equivalent to G if H can be obtained by applying a sequence of local complementations to
G. We say that H is a vertex-minor of G if H can be obtained by applying a sequence of vertex deletions and local
complementations to G.
Lemma 12 ([7]). Let H and G be graphs and x be a vertex of H.
(1) If H is an induced subgraph of G ∗ x, then H ∗ x is an induced subgraph of G.
(2) A graph H is a vertex-minor of G if and only if H is an induced subgraph of a graph that is locally equivalent to G.
(3) A graph locally equivalent to a vertex-minor of G is also a vertex-minor of G.
Proposition 13 ([11]). Let H and G be two graphs. If H is locally equivalent to G, then rwd(H) = rwd(G). If H is a
vertex-minor of G, then rwd(H)rwd(G).
3. Vertex-minor reductions and edge contractions
We recall some notations and deﬁnitions. Let G = (VG,EG) be an undirected simple loop-free graph. We say that
J ⊆ EG is good in G if GJ is a forest and G/J has no loop or multiple edges. This is equivalent to saying that in G
every cycle contains at least 3 edges not in J. For a vertex x of G, we denote by G-x the induced subgraph G[VG −{x}]
of G. If a rooted forest is reduced to one arc f, we will denote it by {f }.
Let F be a rooted forest. We denote by V rootF the set {x ∈ VF |x is a root} and by V nrootF the set VF − V rootF , i.e., of
vertices that are the targets of some arcs in F. We say that F is a rooted forest in G if Eund(F ) ⊆ EG, i.e., GEund(F ) is a
subgraph of G. We say that F is a good rooted forest in G if F is a rooted forest in G and Eund(F ) is good in G.
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Fig. 2.
Let us deﬁne the two following operations:
Deﬁnition 14 (Lc-deletion). Let G be a graph and x ∈ VG. The graph obtained by applying lc-deletion at x to G is
G • x = (G ∗ x)-x.
It is clear that G • x is a vertex-minor of G. We note that G • x • y is not necessarily equal to G • y • x. See Fig. 2
for an illustration of Deﬁnition 14.
Deﬁnition 15 (Local augmentation). Let G be a simple undirected graph and F be a rooted forest in G. The graph
obtained by applying local augmentation at F to G is GF = (VGF ,EGF ) where
VGF = VG ∪ {xt |x ∈ V nrootF },
EGF = EG ∪ {xty|x ∈ V nrootF ∧ xy ∈ EG ∧ −→xy /∈F ∧ −→yx /∈F }
∪ {xtyt |x, y ∈ V nrootF ∧ xy ∈ EG}.
xt is a new vertex called the “twin” of x.
We illustrate the construction of Deﬁnition 15 with an example. Fig. 3 shows a graph G, a rooted forest F in G and
the graph GF . The connected components of F are T1 induced by {a, b, c, d} with root 1 and T2 induced by {e} with
root 6. One can verify we have V rootF = {1, 6} and V nrootF = {2, 3, 4, 5, 7}. Then
VGF = VG ∪ {2t , 3t , 4t , 5t , 7t },
EGF = EG ∪ {{2t , 8}, {2t , 9}, {4t , 6}, {4t , 10}, {4t , 11}, {5t , 12}, {5t , 13},
{7t , 12}, {7t , 14}} ∪ {{3t , 4t }, {3t , 5t }}.
Our main result is the following:
Theorem 16. Let G be a graph and F be a good rooted forest in G. Then G/Eund(F ) is a vertex-minor of GF .
In order to prove Theorem 16, we prove how to simulate edge contractions by vertex-minor operations. For that we
use the operations • and  deﬁned above in this section. We begin by proving some technical lemmas.
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Fig. 3.
Fact 17. Let G be a graph and f = {−→yx} be such that {f } is a good rooted forest in G. Then (G{f }) • x • xt =G/e
where e = yx.
Proof. We let y, z1, . . . , zm be the neighbors of x. The effect of contracting e can be described as follows:
(a) deletion of x and the edges incident to x,
(b) creation of edges between y and zi for each i ∈ [m].
Since {f } is a good rooted forest in G, there is no edge in G between y and any zi for any i ∈ [m]. The effect of applying
lc-deletion at x to G{f } is thus:
(1) creation of edges between y and zi for each i ∈ [m] (that is (b)),
(2) creation of edges zizj where zizj /∈EG, i = j ,
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Fig. 4. F and {f } with y a root.
Fig. 5. F and {f } with y not a root.
(3) deletion of edges zizj ∈ EG, i = j ,
(4) deletion of x and the incident edges to x (that is (a)).
The lc-deletion applied at x links y to zi , deletes x, but also deletes existing edges between the neighbors zi of x (that is (3))
and creates edges in place of non-existing ones (that is (2)). Since {f } is good we have neighG{f }(xt )={z1, . . . , zm}.
Therefore lc-deletion at xt undoes (2) and (3) and deletes xt and its incident edges. Then (G{f }) • x • xt =G/e. 
Lemma 18. Let G be a graph. Let F be a good rooted forest in G and f = −→yx be an arc in F where x is a leaf. Then
(GF) • x • xt = (G/e)(F − {f }) where e = yx.
Proof. We distinguish two cases: either y is a root or not (see Figs. 4 and 5 for an illustration). 
Claim 19. Let F be a good rooted forest in G and f = −→yx be an arc in F where y is a root and x is a leaf. Then
(GF) • x • xt = (G/e)(F − {f }) where e = yx.
Proof. Let y, z1, . . . , zm be the neighbors of x. The effect of contracting the edge yx in G can be described as follows:
(a) deletion of x and its incident edges,
(b) creation of edges between y and zi for each i ∈ [m].
Since F is a good rooted forest in G, y is not adjacent to any zi in G. But in G/e, y is adjacent to all zi . We get
V(G/e)(F−{f }) = (VG − {x}) ∪ {zt |z ∈ V nrootF ∧ z = x},
E(G/e)(F−{f }) = (EG − {xz|xz ∈ EG}) ∪ {yzi |i ∈ [m]}
∪ {yzti |i ∈ [m] ∧ zi ∈ V nrootF }
∪ {utz|u ∈ V nrootF ∧ u = x ∧ uz ∈ EG ∧ −→uz,−→zu /∈F }
∪ {utzt |u, z ∈ V nrootF ∧ u, z = x ∧ uz ∈ EG}.
We have neighGF (x) = {z1, . . . , zm} ∪ {zti |i ∈ [m] ∧ zi ∈ V nrootF } ∪ {y}. Therefore the effect of applying lc-deletion
at x to GF can be described as follows:
(1) creation of edges yzi for each i ∈ [m] (that is (b)),
(2) creation of edges yzti for each zi ∈ V nrootF (edges created in (G/e)(F − {f })),
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(3) creation of edges zizj , ziztj , ztiztj where zizj /∈EG and i = j and of edges zizti for each zi ∈ V nrootF ,
(4) deletion of edges zizj , ziztj and ztiztj where zizj ∈ EG and i = j ,
(5) deletion of x and its incident edges (that is (a)).
By deﬁnition, neighGF (xt )= {z1, . . . , zm} ∪ {zti |i ∈ [m] ∧ zi ∈ V nrootF }. Then the effect of applying lc-deletion at xt
to (GF) • x can be described as follows:
(3′) deletion of edges zizj , ziztj , z
t
iz
t
j where zizj /∈EG and i = j and of edges zizti for each zi ∈ V nrootF (in order to
undo (3)),
(4′) creation of edges zizj , ziztj and z
t
iz
t
j where zizj ∈ EG and i = j (in order to undo (4)),
(5′) deletion of xt and its incident edges.
Then we have
V(GF)•x•xt = (VG − {x}) ∪ {zt |z ∈ V nrootF }\{xt },
E(GF)•x•xt = (EG − {xz|xz ∈ EG}) ∪ {yzi |i ∈ [m]}
∪ {yzti |i ∈ [m] ∧ zi ∈ V nrootF }
∪ {utz|u ∈ V nrootF ∧ u = x ∧ uz ∈ EG ∧ −→uz,−→zu /∈F }
∪ {utzt |u, z = x ∧ u, z ∈ V nrootF ∧ uz ∈ EG}.
We thus deduce that (GF) • x • xt = (G/e)(F − {f }). 
Claim 20. Let F be a good rooted forest in G and f = −→yx be an arc in F where y is a non-root and x is a leaf. Then
(GF) • x • xt = (G/e)(F − {f }) where e = yx.
Proof. Let y, z1, . . . , zm be the neighbors of x. The effect of contracting the edge yx in G can be described as follows:
(a) deletion of x and its incident edges,
(b) creation of edges between y and zi for each i ∈ [m].
Since F is a good rooted forest in G, y is not adjacent to any zi in G, but it is in G/e. We get
V(G/e)(F−{f }) = (VG − {x}) ∪ {zt |z ∈ V nrootF ∧ z = x},
E(G/e)(F−{f }) = (EG − {xz|xz ∈ EG}) ∪ {yzi |i ∈ [m]}
∪ {yzti |i ∈ [m] ∧ zi ∈ V nrootF }
∪ {utz|u ∈ V nrootF ∧ u = x ∧ uz ∈ EG ∧ −→uz,−→zu /∈F }
∪ {utzt |u, z ∈ V nrootF ∧ u, z = x ∧ uz ∈ EG}
∪ {ytzi |i ∈ [m]} ∪ {ytzti |i ∈ [m] ∧ zi ∈ V nrootF }.
We have neighGF (x) = {z1, . . . , zm} ∪ {zti |i ∈ [m] ∧ zi ∈ V nrootF } ∪ {y}. Then the effect of applying lc-deletion at x
to GF is the same as in Claim 19.
By deﬁnition, neighGF (xt ) = {z1, . . . , zm} ∪ {zti |i ∈ [m] ∧ zi ∈ V nrootF } ∪ {yt }. So lc-deletion at xt in (GF) • x
has the same effect as in Claim 19 with two additional steps which create two types of edges:
(1′) creation of edges ytzi for each i ∈ [m] (edges created in (G/e)(F − {f })),
(2′) creation of edges ytzti for each zi ∈ V nrootF (edges created in (G/e)(F − {f })).
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Then we have
V(GF)•x•xt = (VG − {x}) ∪ {zt |z ∈ V nrootF }\{xt },
E(GF)•x•xt = (EG − {xz|xz ∈ EG}) ∪ {yzi |i ∈ [m]}
∪ {yzti |i ∈ [m] ∧ zi ∈ V nrootF }
∪ {utz|u ∈ V nrootF ∧ u = x ∧ uz ∈ EG ∧ −→uz,−→zu /∈F }
∪ {utzt |u, z = x ∧ u, z ∈ V nrootF ∧ uz ∈ EG}
∪ {ytzi |i ∈ [m]} ∪ {ytzti |i ∈ [m] ∧ zi ∈ V nrootF }.
We thus deduce that (GF) • x • xt = (G/e)(F − {f }). 
End of proof of Lemma 18. We considered the two cases (y root or not) in Claims 19 and 20. In both cases, we have
(GF) • x • xt = (G/e)(F − {f }). 
Proof of Theorem 16. We prove it by induction on the size of F. Let V nrootF ={x1, . . . , xk}. Its elements are numbered
from leaves to internal nodes in inverse topological order.We claim thatG/Eund(F )=(· · · ((GF)•x1•xt1)•· · ·)•xk•xtk .
If F = {f }, let f = −→yx1. From Fact 17 we have G/e = (G{f }) • x1 • xt1 where e = yx1.
We now assume that |F |2 and let F = F1 ∪ {f } where f = −→yx1 and x1, the target of f, is a leaf. We let e = yx1.
By deﬁnition we have G/Eund(F ) = (G/e)/Eund(F1).
We observe that the edges incident to the vertices xt1, . . . , x
t
k in GF are deﬁned relatively to the pair (G, F )
according to the deﬁnition of the operation . We also observe that F1 is a good rooted forest in G/e and then the
non-root vertices of F1 are x2, . . . , xk .
By Lemma 18 (GF) • x1 • xt1 = (G/e)F1. Then the edges incident to x2, . . . , xk and xt2, . . . , xtk are the same in
(GF) • x1 • xt1 and in (G/e)F1. Therefore we get
(· · · ((GF) • x1 • xt1) • · · ·) • xk • xtk = (· · · (((G/e)F1) • x2 • xt2) • · · ·) • xk • xtk .
By the inductive hypothesis we have
((G/e)F1) • x2 • xt2) • · · ·) • xk • xtk = (G/e)/Eund(F1) = G/Eund(F ).
Then G/Eund(F ) = (· · · ((GF) • x1 • xt1) • · · ·) • xk • xtk . 
4. Application to rank-width
In this section we prove Proposition 9. We ﬁrst prove that clique-width is linear in term of strong tree-width.
Lemma 21. Let G be a simple undirected graph, then cwd(G)2 × stwd(G) + 1.
Proof. Let (T , f ) be a rooted strong tree-decomposition of width k of G. To prove the lemma, we introduce a binary
operation. We ﬁrst consider the particular case of the trees.
Let K and H be trees with one distinguished node labeled by 1 and all other nodes labeled by 0.
We let K  H be obtained from K ⊕ H , where K,H are disjoint, by a new edge from the distinguished node of K
to the one of H and the distinguished node of K is made the distinguished one of the resulting tree. Clearly
K  H = 2→0(1,2(K ⊕ 1→2(H))). (1)
All trees can be generated from the operation  and the constant 1.
Let n,mk. Assume now that K is a graph with distinguished vertices labeled from 1 to n, each label for one vertex.
All other vertices are labeled by 0. Let H be similar with distinguished vertices labeled from 1 to m. Let tK and tH be
terms that deﬁne respectively K and H as explained above. For R ⊆ [n] × [m] we deﬁne
KRH = (◦i∈[m]i′→0)(◦(i,j)∈Ri,j ′)(tK ⊕ (◦i∈[m]i→i′)(tH )). (2)
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Fig. 6. Illustrating the proof of Claim 22.
Claim 22. The simple loop-free undirected graphs of strong tree-width k are generated by the operations:
1. R for R ⊆ [k] × [k],
2. i,j for i, j ∈ [k], i = j ,
3. and the basic graphs 1 ⊕ 2 ⊕ · · · ⊕ n for 1nk.
It follows from Claim 22 that cwd(G)2k + 1 if stwd(G)k. 
Proof of Claim 22. We ﬁrst color each box f (u) with colors from 1 to |f (u)| using a mapping u, each label for one
vertex (see Fig. 6 for an example). We prove by induction on the number of nodes of T that for each u ∈ VT , the graph
G ↓ u labeled so that the vertices in f (u) are labeled from 1 to |f (u)| and all others are labeled by 0, is generated by
the above operations.
Let Ru = {(u(x), u(y))|x, y ∈ f (u) ∧ xy ∈ EG} and assume that |f (u)| = n. Let
tu = (◦(i,j)∈Rui,j )(1 ⊕ 2 ⊕ · · · ⊕ n).
It is clear from the deﬁnition of Ru, that val(tu) = G[f (u)]. If VT = {u}, we have G = G[f (u)], then the claim is
veriﬁed. Now assume that v1, . . . , vp are the children of u (in Fig. 6 p= 2). By the inductive hypothesis, for each child
vi of u, G ↓ vi , labeled as explained above, is generated by the above operations.
Let Ri = {(u(x), vi (y))|x ∈ f (u), y ∈ f (vi) ∧ xy ∈ EG} for i = 1, . . . , p. It is clear that Ri ⊆ [k] × [k]
for i = 1, . . . , p. By the deﬁnition of strong tree-decompositions and the inductive hypothesis, it only remains to
add the shared edges between vertices of f (u) and vertices of f (vi) for i = 1, . . . , p. From the deﬁnition of Ri , if
x ∈ f (u), y ∈ f (vi) and xy ∈ EG, then (u(x), vi (y)) ∈ Ri . We let
t = (((val(tu)R1G ↓ v1)R2G ↓ v2) · · ·)RpG ↓ vp.
It is easy to verify that the above expression deﬁnes G ↓ u as wanted (see Fig. 6 for an example). If u is the root of T
we have G = G ↓ u. Then the claim is proved. 
We illustrate the proof of Lemma 21 with an example, takingp=2. Fig. 6 shows a part of a strong tree-decomposition
of a graph G (the sub-tree of the strong tree-decomposition rooted at u). The node u has two children v1 and v2. One
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can verify we have
R1 = {(1, 1), (1, 2), (2, 2)},
R2 = {(1, 1), (3, 1), (4, 3)},
G ↓ u = (G[f (u)]R1G ↓ v1)R2G ↓ v2.
Remark 23. We can note that if for each −→uv ∈ ET the shared edges between f (u) and f (v) are incident to at most
k − i vertices in f (v) then cwd(G)2k − i + 1.
Proof of Proposition 9. Let (T , f ) be a rooted tree-decomposition of width k of G satisfying the condition of
Lemma 3. By Lemma 4 we can build a graph H, a forest F and a strong tree-decomposition (T , g) of H withG=H/EF .
The notation g is as in Lemma 4. Let −→F = (V−→
F
,E−→
F
) where
V−→
F
= VF ,
E−→
F
= {−−→xuxv|xuxv ∈ EF ∧ −→uv ∈ ET }.
It is clear that und(−→F ) = F . By the deﬁnition of F, H/EF has no loops or multiple edges, so EF is good in H. Then−→
F is a good rooted forest in H.
By Proposition 13 and Theorem 16, we have rwd(G)rwd(H−→F ). We now prove that rwd(H−→F )4k + 2.
Let h(u)= g(u)∪ {xtu|xu ∈ V nroot−→
F
}. It is easy to prove that (T , h) is a strong tree-decomposition of H−→F of width
at most 2k + 1. We have 2k + 1 instead of 2(k + 1) because for each u ∈ VT the size of the set {xu|xu ∈ V nroot−→
F
} is at
most k and then the size of the set {xtu|xu ∈ V nroot−→
F
} is at most k. It is easy to verify (from the deﬁnition of (T , f )) that
for each −→uv in (T , h) the shared edges between the vertices of h(u) and the vertices of h(v) are incident to at most 2k
vertices in h(v). Then by Lemma 21 and Remark 23 cwd(H−→F )4k + 2.
By Proposition 8 we have rwd(H−→F )4k + 2. Then rwd(G)4k + 2. 
5. Conclusion
In this paper we showed how to simulate edge contractions by duplications of certain vertices and vertex-minor
operations.We proved that if G is a graph and F is a good rooted forest in G, thenG/Eund(F ) is a vertex-minor ofGF ,
which is a graph constructed from G and F (und(F ) is the undirected forest associated with F). This construction
allows us to prove that the rank-width of G is linearly bounded in terms of its tree-width. Even if the bound is not
tight, we think that the proof method is interesting in its own because it relates several types of decompositions: tree-
decomposition, strong tree-decomposition, rank-decomposition and clique-width expressions. Furthermore it relates
vertex-minor reductions to edge contractions. We recall that we have also shown in the introduction how to simulate
edge deletions by creation of new vertices and by vertex-minor reductions. We hope that this is a ﬁrst step towards
making links between minor operations and vertex-minor operations. We also recall that the problem of ﬁnding a
“minor” inclusion relation for clique-width, analogous to minor inclusion for tree-width is still open.
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