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DIFFUSION APPROXIMATIONS AND DOMAIN DECOMPOSITION
METHOD OF LINEAR TRANSPORT EQUATIONS: ASYMPTOTICS AND
NUMERICS
QIN LI, JIANFENG LU, AND WEIRAN SUN
Abstract. In this paper we construct numerical schemes to approximate linear transport equations
with slab geometry by diffusion equations. We treat both the case of pure diffusive scaling and the
case where kinetic and diffusive scalings coexist. The diffusion equations and their data are derived
from asymptotic and layer analysis which allows general scattering kernels and general data. We
apply the half-space solver in [20] to resolve the boundary layer equation and obtain the boundary
data for the diffusion equation. The algorithms are validated by numerical experiments and also
by error analysis for the pure diffusive scaling case.
1. Introduction
Linear transport equations are widely used to model the interaction of particles with background
media through various processes such as scattering, absorption, and emission. Many interesting
physical systems exhibit heterogeneity that involve multiple temporal or spatial scales. In this
paper we focus on efficient numerical simulations for linear transport equations which exhibit dif-
fusive regime in part of or the whole domain. More precisely, with slab geometry, the particle
density function f in our model depends on a one-dimensional spatial variable x ∈ [a, b] and a
one-dimensional angular variable µ ∈ [−1, 1]. The transport equation has the reduced form
ǫ ∂tf + µ∂xf +
σ(x)
ǫ
Lf = 0 ,
f |x=a = φa(t, µ) , µ > 0 ,
f |x=b = φb(t, µ) , µ < 0 ,
f |t=0 = φ0(x, µ) ,
(1.1)
where φa, φb are given incoming data at the boundary and φ0 is the given initial data. The collision
operator considered in this paper has the form
Lf = f −
∫ 1
−1
κ(µ, µ′)f(µ′) dµ′ , (1.2)
where dµ′ is the regular Lebesgue measure. The scattering kernel κ satisfies that
κ ≥ 0 , κ(µ, µ′) = κ(µ′, µ) ,
∫ 1
−1
κ(µ, µ′) dµ′ = 1 for all µ ∈ [−1, 1] .
The parameter ǫ is the mean free path which is small compared with typical macroscopic length
scale in the diffusion region. We will consider two cases for the coefficient σ(x):
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1) σ(x) = 1 for all x ∈ [a, b] such that we have diffusive scaling over the whole domain;
2) the system contains two scales such that
σ(x) =
{
ǫ , x ∈ [a, xm] ,
1 , x ∈ [xm, b] ,
for some xm ∈ (a, b), such that we have a kinetic scaling on the left domain and a diffusive
scaling on the right. These two regions are coupled together at the interface x = xm.
We note that while we focus on system (1.1) which is one-dimensional in both the spatial and
the angular variables, it is possible to extend to higher dimensional systems with simple geometry.
Particular examples include the upper-half space (Rn)+ in the pure diffusion case and flat interface
in the kinetic-fluid coupling case. We also comment that our method can be applied to general
linear or linearized kinetic equations such as the linearized Boltzmann equations.
In this paper we aim at designing efficient multiscale algorithms for (1.1) based on asymptotic
analysis and domain decomposition. It is well-known that direct simulations of the transport
equation in the diffusion region are usually rather expensive thus unfavorable. On the other hand,
diffusion equations with proper data can provide good approximations to the kinetic equation when
ǫ is small (see for example [12, 13]). We will follow the latter route and use diffusion approxima-
tions wherever applicable. The main difficulty of this method lies in obtaining accurate matching
boundary and initial conditions for the diffusion equation. The easier part is to obtain the initial
data: at the leading order, it can be derived by directly projecting the given kinetic initial state
onto the null space of the scattering operator L.
Finding the boundary data on the other hand is more involved both asymptotically and nu-
merically. For given kinetic incoming data, one can show by formal asymptotic analysis that the
matching boundary data of the diffusion equation is determined by the end-state of the solution to
a half-space equation. Therefore, accurate solvers of half-space equations will provide crucial tools
for our approximation. Having this in mind, we developed a numerical method in [20] that can
efficiently solve the half-space equations. In the current paper, we will apply this half-space solver
to obtain the boundary data for the diffusion equations numerically.
In summary, in the numerical scheme for the pure diffusion case, we will resolve the boundary
layer equations at the two endpoints x = a, b to retrieve boundary data for the diffusion equation
and use the projected kinetic initial data as its initial condition. We will compare thus-obtained
diffusion solution to the solution of kinetic equation and show convergence rates in terms of ǫ.
We will also derive some formal error estimates in the L2-spaces. The error analysis follows the
classical methodology of constructing approximate solution that involves all the layers [4]. Since we
are studying time-dependent case, normally there will be three types of layers involved: boundary,
initial, and initial-boundary layers. The major assumption that we make here is to assume that the
initial-boundary layer equation is well-posed and its solution decays at least as fast as the reciprocal
of time. The initial and boundary layers on the other hand can be shown to have an exponential
decay. We will treat the general cases where the derived data for the diffusion equation are allowed
to be incompatible so that the derivatives of the heat solution can be unbounded.
In the formal asymptotic analysis of the kinetic-diffusion coupling case with general initial data,
there are boundary, initial, and initial-boundary layers that form at the interface in the diffusion
region. Solutions to these layers will have influence on the kinetic part. Our numerical scheme,
however, only takes the boundary-layer feedback into account and ignores the other feedbacks from
the initial and initial-boundary layers at the interface. This way we can decouple the kinetic and
diffusion parts at the leading order. This decoupling idea is a feature of the domain-decomposition
method developed in [13]. In particular, at the leading order, the kinetic part satisfies a closed
system whose boundary condition at the interface is given by the Albedo operator defined in (2.18).
By this we can fully solve the leading order decoupled kinetic equation in the kinetic region.
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Using the solution from the kinetic regime at the interface as the given incoming data, we then
approximate the kinetic equation in the diffusion region by the diffusion equation via the same
scheme for the pure diffusion case. We comment that although we do not have rigorous analysis
for estimating the errors induced by ignoring the initial and initial-boundary layer feedback at
the interface, these feedback only depend on a time scale of order O(ǫ2). Therefore their effect is
expected to be negligible after an initial layer. To provide some justification, we perform a stability
test by adding a perturbation that only depends on tǫ2 to the Albedo operator in the boundary
condition for the kinetic equation. The numerical result indeed shows the decay of the error after
some time.
Numerical methods for kinetic equations that exploit the fluid approximation were discussed in
many previous work [1, 2, 5, 8–10,12,13,18,19]. In the engineering literature, the particle methods
or Lagrangian type of approaches are often used (see e.g. [15,21]). The advantage of such methods
is that they are easy to implement. However, the convergence rate of this type of methods could
be slow and sometimes is hard to analyze. This happens especially when kinetic and fluid regions
coexist. The second class of methods are based on deterministic domain decomposition, where
one treats different regions separately and then couples them together via the interface. Several
systematic numerical methods in this direction are proposed in [12, 13, 19] in which H-function or
generalized H-functions are used in order to study the boundary-layer equation at the interface. This
restricts the application of these methods to isotropic collisions or collision kernels with particular
structures, while our approach applies to general kernels. In [2] the authors relaxed the constraints
by exploring a particular weak formulation and using iterations between kinetic and fluid regions
(see also in [1] for a similar method). Another work in a similar spirit is proposed in [18] where
the corresponding half-space problem is solved by iterating incorporated with the Chapman-Enskog
expansion [14]. The generalization of these methods to time-dependent problems would lead to high
computational cost since the iteration is performed at every time step. In a series of work [8–10]
the idea of using a buffer zone is pursued where a smooth transition is proposed to connect the fluid
and kinetic regime. The numerical error caused by the smooth transition is yet to be investigated.
Adaptive choices of the fluid regime have also been studied [6, 11, 23]. Here we take the classical
domain decomposition approach and note that it is possible to explore the adaptive criteria. We
also mention the asymptotic preserving (AP) scheme [16, 17, 19] for multiscale kinetic problem
that mainly deals with the time stepping issue. While the focus of the current work is domain
decomposition by using fluid approximation, it can be combined with AP scheme for the kinetic
regime.
This paper is laid out as follows. In Section 2, we show the formal asymptotic derivation of the
diffusion equation for both the pure and coupling cases. In Section 3, we explain our numerical
algorithm. Various numerical results for both the pure and coupling cases are shown in Section 4.
In the Appendix, we show some L2-estimates of the asymptotic errors for the pure diffusion case
based on the assumption that the initial-boundary layer solution decays fast enough.
2. Asymtotics
In this section we apply asymptotic expansions to derive approximate equations for both the
pure diffusion and the kinetic-diffusion coupling cases.
2.1. Notations. Throughout the paper, we will use L2( dµ) to denote the L2-space in µ with
Lebesgue measure on [−1, 1]. We also denote
〈f〉 = 1
2
∫ 1
−1
f dµ ,
for any f ∈ L1(−1, 1).
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2.2. Properties of L. In this part we summarize the basic properties of the collision operator L
defined in (1.2). Denote NullL as the null space of L. Let P : L2( dµ)→ NullL be the projection
onto NullL. The main properties on L are as follows:
(P1) L : L2( dµ)→ L2( dµ) is self-adjoint, nonnegative, and bounded operator;
(P2) NullL = span{1};
(P3) L has a spectral gap: there exists σ0 > 0 such that∫ 1
−1
f Lf dµ ≥ σ0
∥∥∥P⊥f∥∥∥2
L2( dµ)
for any f ∈ L2( dµ) ,
where P⊥ = I − P is the projection onto the null orthogonal space (NullL)⊥.
Recall that the collision operator L in this paper has the particular form in (1.2), which implies
that every Legendre polynomial is an eigenvalue of L and NullL = span{1}. Hence if we denote
λn as the associated eigenvalue of the normalized Legendre polynomial pn, then
λn ‖pn‖2L2( dµ) =
∫ 1
−1
pnLpn dµ ≥ σ0 ‖pn‖2L2( dµ) , for any n ≥ 1.
This implies that for the family of collision operators considered in this paper, we have
λn ≥ σ0 > 0 , for any n ≥ 1. (2.1)
2.3. Pure Diffusion Approximation. We will follow the classical balance argument to construct
the leading-order interior diffusion equation. The boundary and initial data for the diffusion equa-
tion will be derived from the boundary and initial layers.
2.3.1. Interior Equation. Recall that P is the projection from L2( dµ) onto NullL and P⊥ is its
orthogonal projection. Decompose f such that
f = Pf + P⊥f .
For simplicity we denote θ = Pf = 〈f〉 and write
f = θ + P⊥f .
Applying P and P⊥ to (1.1) respectively, we have
ǫ ∂tPf + ∂xP(µf) = 0 , (2.2)
and
ǫ ∂tP⊥f + ∂xP⊥(µf) + 1
ǫ
Lf = 0 . (2.3)
Rewrite (2.3) as
Lf = −ǫ2 ∂tP⊥f − ǫ∂xP⊥(µPf)− ǫ∂xP⊥(µP⊥f) .
Assume that derivatives of P⊥f are of lower orders than derivatives of Pf . Then the leading order
closure can be constructed as
Lf1 = −ǫ ∂xP⊥(µPf) = −ǫ µ ∂x(Pf) , (2.4)
where f1 ∈ (NullL)⊥ is the first correction to Pf . Solving (2.4) gives
f1 = −ǫL−1(µ) ∂x(Pf) = −ǫL−1(µ) ∂xθ . (2.5)
Since P(µ) = 0, equation (2.2) can be written as
ǫ∂tθ + ∂xP(µP⊥f) = 0 . (2.6)
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Using f1 as the approximation for P⊥f and inserting the leading order approximation (2.5) into (2.6),
we thus obtain the interior equation for θ as
∂tθ − 〈µL−1(µ)〉 ∂xxθ = 0 . (2.7)
2.3.2. Boundary Conditions. The boundary conditions for (2.7) will be derived from boundary
layer analysis [7]. We will show the details for the boundary layer at x = a. The derivation at
x = b is similar thus omitted.
Within the layer width of order O(ǫ) at x = a, let y be the rescaled spatial variable such that
y = x−aǫ . Denote the boundary layer solution at x = a as f
b
L(t, y, µ) and assume it has the
asymptotic expansion
f bL = f
b
0,L + ǫf
b
1,L + · · · . (2.8)
Then f bL satisfies the rescaled kinetic equation
ǫ ∂tf
b
L +
1
ǫ
µ∂yf
b
L +
1
ǫ
Lf bL = 0 . (2.9)
Apply (2.8) in (2.9) and compare the terms to each order. Then the leading order term f b0,L satisfies
the half-space equation
µ∂yf
b
0,L + Lf b0,L = 0 ,
f b0,L|y=0 = φa(t, µ) , µ > 0 ,
f b0,L → θa , as y →∞.
(2.10)
for some constant θa ∈ R. Similarly, the leading order boundary layer solution at x = b, denoted
as f b0,R, satisfies
−µ∂zf b0,R + Lf b0,R = 0 ,
f b0,R|z=0 = φb(t, µ) , µ < 0 ,
f b0,R → θb , as z →∞ ,
(2.11)
where the rescaled spatial variable z is defined as z = b−xǫ . The well-posedness of the half-space
equations (2.10) and (2.11) is shown in [7]. We will use the constants θa, θb as the boundary
conditions for the interior diffusion equation (2.7) for θ.
2.3.3. Initial Conditions. The initial condition for θ is derived from the initial layer. Specifically, let
τ = t
ǫ2
be the rescaled time variable. Suppose the initial layer corrector f I satisfies the asymptotic
expansion
f I = f I0 + ǫf
I
1 + · · · .
Then f I satisfies the rescaled kinetic equation
1
ǫ
∂tf
I + µ∂yf
I +
1
ǫ
Lf I = 0 .
Hence the leading order f I0 satisfies that
∂τf
I
0 + Lf I0 = 0 ,
f I0 |τ=0 = φ0 − 〈φ0〉 ,
f I0 → 0 , as τ →∞.
(2.12)
The following Proposition shows that f I0 is well-defined.
Proposition 2.1. Suppose φ0 ∈ L2( dµ). Let {pn}∞n=0 be the set of normalized Legendre polyno-
mials. Then there exists a unique solution f I0 to the initial layer equation (2.12). Moreoever, the
decay of f I0 is exponential.
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Proof. Decompose φ0 − 〈φ0〉 as
φ0 − 〈φ0〉 =
∞∑
n=1
φ0,npn(µ) .
where pn’s are the normalized Legendre polynomials. Define
f I0 =
∞∑
n=1
e−λn τφ0,npn(µ) ∈ L∞(0,∞;L2( dµ)) .
where λn satisfies (2.1). By direct calculation one can show that f
I
0 is the unique solution to (2.12).

We will use 〈φ0〉(x) as the initial data for θ. In summary, the leading order interior equation has
the form
∂tθ − 〈µL−1(µ)〉 ∂xxθ = 0 ,
θ|x=a = θa , θ|x=b = θb ,
θ|t=0 = 〈φ0〉(x) .
(2.13)
where θa, θb are defined in (2.10) and (2.11) respectively. In the numerical computation we will
compare θ with the solution f to the kinetic equation (1.1) and show the rate of convergence of θ
toward f in terms of ǫ.
2.4. Kinetic-Diffusion Couplings. In this part we derive the approximate system when there
are both kinetic and fluid regions present. The kinetic equation in this case has the form
ǫ ∂tf + µ∂xf +
σ(x)
ǫ
Lf = 0 ,
f |x=a = φa(t, µ) , µ > 0 ,
f |x=b = φb(t, µ) , µ < 0 ,
f |t=0 = φ0(x, µ) ,
(2.14)
where
σ(x) =
{
ǫ, x ∈ (a, xm) ,
1, x ∈ (xm, b) ,
for some xm ∈ (a, b). Therefore, the left part of the region is kinetic while the right one can be well
approximated by the diffusion equation. Our main goal is to understand the coupling of these two
regions through the interface at xm. The asymptotic analysis here is along a similar line as in [13].
In particular, to the leading order of the approximation, the kinetic equation forms a closed system,
with the boundary condition at xm given by an operator that relates outgoing data from the kinetic
region to the data feeding back from various layers at the interface. The main difference compared
with [13] is that we will work with general data instead of well-prepared ones. Let fM,+(t, µ) and
fM,−(t, µ) be the outgoing and incoming part of the density function from the kinetic part at the
interface xm respectively. Then fM,+ will be the incoming data for the diffusion region. Apply the
same asymptotic analysis to the fluid region. We could construct the leading-order approximate
solution by defining:
fA =θ(t, x) + f b0,m(t,
x−xm
ǫ , µ) + f
b
0,R(t,
b−x
ǫ , µ) + f
I
0 (
t
ǫ2 , x, µ)
+ f IBLm (
t
ǫ2
, x−xmǫ , µ) + f
IBL
R (
t
ǫ2
, b−xǫ , µ) ,
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where the boundary layer corrector f b0,m(t, y, µ) at x = xm satisfy
µ∂yf
b
0,m+Lf b0,m = 0 ,
f b0,m = fM,+(t, µ)− θm , µ > 0 ,
f b0,m → 0 , as y →∞ ,
(2.15)
where y = x−xmǫ and θm is the end-state at y = ∞ given the incoming data as fM,+(t, µ). The
boundary layer solution f b0,R(t, z, µ) at x = b satisfy
−µ∂zf b0,R+Lf b0,R = 0 ,
f b0,R = φb(t, µ)− θb , µ < 0 ,
f b0,R → 0 , as z →∞ ,
(2.16)
where z = b−xǫ and θb is the end-state at z = ∞ given the incoming data as φb(t, µ). The initial
layer corrector f I0 (τ, x, µ) satisfies
∂τf
I
0 + Lf I0 = 0 ,
f I0 |τ=0 = φ0 − 〈φ0〉 , x ∈ (xm, b) ,
f I0 → 0 , as τ →∞ ,
where τ = t
ǫ2
. The initial-boundary layer corrector f IBLm (τ, y, µ) at x = xm satisfies the equation
∂τf
IBL
m + µ∂yf
IBL
m + Lf IBLm = 0 ,
f IBLm |y=0 = −f I0,m(τ, 0, µ) , µ > 0 ,
f IBLm |τ=0 = −f b0,m(0, y, µ) ,
f IBLm → 0 , as τ, y →∞ .
Lastly, the initial-boundary layer corrector f IBLR (τ, y, µ) at x = b satisfies the equation
∂τf
IBL
R − µ∂zf IBLR + Lf IBLR = 0 ,
f IBLR |z=0 = −f I0,R(τ, 0, µ) , µ < 0 ,
f IBLR |τ=0 = −f b0,R(0, z, µ) ,
f IBLR → 0 , as τ, z →∞ .
We assume here the initial-boundary layer equations are well-posed with a certain algebraic decay
rate of the solution in τ . Given these layer correctors, we set up the leading-order equation for the
interior solution for the kinetic region f̂ int0 as
ǫ ∂tf̂
int
0 +µ∂xf̂
int
0 + Lf̂ int0 = 0 ,
f̂ int0 |x=xm = R(fM,+(t, xm,−µ)) + f I0 ( tǫ2 , 0, µ) + f IBLm ( tǫ2 , 0, µ) , µ < 0 ,
f̂ int0 |x=a = φa(t, µ) , µ > 0 ,
f̂ int0 |t=0 = φ0 , x ∈ (a, xm) ,
(2.17)
where [R(fM,+(t, xm,−µ))](t, µ) is the same Albedo operator as in [13] which is defined as follow:
let fm be the solution to the half-space equation
µ∂yfm + Lfm = 0 ,
fm =fM,+(t, µ) , µ > 0 ,
fm → hm , as y →∞
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for some constant hm ∈ R. Then
[R(fM,+(t, xm,−µ))](t, µ) = fm(t, 0, µ) , µ < 0 . (2.18)
We assume that the additional term f I0 (
t
ǫ2 , 0, µ) + f
IBL
m (
t
ǫ2 , 0, µ) in (2.17) provides only a small
perturbation of a certain order of ǫ to the following system:
ǫ ∂tf
int
0 + µ∂xf
int
0 + Lf int0 = 0 ,
f int0 |x=xm = R(fM,+) , µ < 0 ,
f int0 |x=a = φa(t, µ) , µ > 0 ,
f int0 |t=0 = φ0 , x ∈ (a, xm) ,
(2.19)
Therefore, instead of f̂ int0 , we will use f
int
0 as the leading-order approximation in the kinetic region.
In this way the kinetic equation (2.19) for x ∈ (a, xm) is decoupled from the fluid region for
x ∈ (xm, b) and can be solved independently. In the fluid region, we use the solution θ as the
interior approximation which satisfies
∂tθ − 〈µL−1(µ)〉 ∂xxθ = 0 ,
θ|x=xm = θm , θ|x=b = θb ,
θ|t=0 = 〈φ0〉(x) , x ∈ (xm, b) ,
(2.20)
where θm, θb are defined in (2.15) and (2.16) respectively. Note that θ depends on the kinetic solution
f int0 via θm. As a summary, we use the coupled system (2.19) and (2.20) as the approximate system
to the original kinetic equation (2.14).
3. Algorithm
An efficiently numerical solver for kinetic equation is to apply fluid approximation whenever
possible. For the region where ǫ≪ 1, we compute the heat equation instead of directly computing
the kinetic equation. The computational saving is significant: first, discretization does not depend
on ǫ, and in addition, the heat equation has one less dimension (µ variable) to resolve. When both
regimes co-exist, we apply standard algorithms for the heat equation and kinetic equation in fluid
and kinetic regimes respectively, and seek for boundary condition that connects them by applying
the half space solver developed in [20]. In what follows, we will briefly outline the numerical method
for the half-space problem and treat the pure fluid and fluid-kinetic coupling scenarios separately.
3.1. Numerical method for half-space problems. In this subsection, we focus on the numerical
method for the half-space problems. This is a special case of the algorithm we proposed in the
previous work [20]. Here for completeness we recall the procedures of the algorithm in the current
simplified setting. We refer the readers to [20] for more details and analysis of the algorithm.
Consider the half space problem
µ∂xf + Lf = 0 ,
f(0, µ) = f0(µ), µ > 0 ,
f(x, µ)→ θ∞ as x→∞ .
(3.1)
We are interested in finding the limit at infinity θ∞ and the back flow at the boundary
f(0, µ) = (Rf0)(µ) for µ < 0, (3.2)
where R is the Albedo operator defined in (2.18).
To solve the infinite domain problem (3.1), we use a semi-discrete method with a spectral dis-
cretization for the µ-variable. In general, the solution might exhibit singularity like jumps at
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µ = 0. Hence, we use an even-odd decomposition of the distribution function to avoid the Gibbs
phenomena and ensure accuracy. Define
fE(x, µ) =
f(x, µ) + f(x,−µ)
2
, fO(x, µ) =
f(x, µ)− f(x,−µ)
2
(3.3)
so that f = fE + fO. Due to the symmetry, it suffices to discretize the functions fE and fO for
µ ∈ (0, 1] and then extend the functions to the whole interval µ ∈ [−1, 1]. More precisely, we use
the half-space Legendre polynomials as basis functions, which are given by
φEm(µ) =
{
φm(µ) µ > 0 ,
φm(−µ) µ < 0 ,
φOm(µ) =
{
φm(µ) µ > 0 ,
−φm(−µ) µ < 0 .
(3.4)
Here φm are standard orthogonal Legendre polynomials on [0, 1] satisfying∫ 1
0
φm(µ)φn(µ) dµ = δmn.
Note that the even and odd extensions φEm and φ
O
m are no longer polynomials. It is easy to verify
the orthogonality
〈φEm, φOn 〉 = 0, 〈φEm, φEn 〉 = δmn, 〈φOm, φOn 〉 = δmn,
where we have used the notation
〈f, g〉 = 1
2
∫ 1
−1
f(µ)g(µ) dµ. (3.5)
For the stability of the numerical scheme, we first solve a damped version of the equation (3.1)
and then recover the solution to the original equation. The damped equation is given by
µ∂xf˜ + Lf˜ + αµ
〈
µ, f˜
〉
+ αµ(L−1µ)〈µ(L−1µ), f˜〉 = 0;
f˜(0, µ) = f0(µ), µ > 0;
f˜(x, µ)→ 0 as x→∞
(3.6)
where 0 < α≪ 1 is a damping parameter. For the ease of notation, we denote the damped collision
operator as
Ldf˜ = Lf˜ + αµ〈µ, f˜〉+ αµ(L−1µ)〈µ(L−1µ), f˜〉, (3.7)
where L−1µ is well defined since µ ⊥ NullL. Using the half-space Legendre polynomials, we
approximate the even and odd parts of the distribution functions by
f˜E(x, µ) =
N∑
k=1
cEk (x)φ
E
k (µ) , f˜
O(x, µ) =
N+1∑
k=1
cOk (x)φ
O
k (µ). (3.8)
Note that we have taken one more basis functions for the odd part than for the even part, this is
to make sure that the semi-discrete system satisfies the inf-sup condition which guarantees well-
posedness and convergence of the scheme, as further discussed below. More details can be found
in [20, Corollary 3.4]. Substituting the approximation into equation (3.6) and applying Galerkin
method, we obtain the equation for the coefficients which reads
A
d
dz
~c = B~c, (3.9)
where
A =
(
A
µ 0
0 Aµ
)
, B =
(
0 BE
B
O 0
)
, ~c =
(
cO
cE
)
(3.10)
with the matrices Aµ, BE and BO defined as
A
µ
ij = 2
∫ 1
0
µφi(µ)φj(µ) dµ, B
E
ij =
〈LdφEj , φEi 〉 , BOij = 〈LdφOj , φOi 〉. (3.11)
10 QIN LI, JIANFENG LU, AND WEIRAN SUN
Here we have used the fact that〈
µφEi , φ
E
j
〉
= 0,
〈
µφEi , φ
O
j
〉
= 2
∫ 1
0
µφi(µ)φj(µ) dµ, ∀i, j.
due to symmetry and the definition of φE and φO.
To solve the equation (3.9), we need 2N + 1 boundary conditions to determine ~c at z = 0.
These boundary conditions are of two kinds. The first is given by the incoming boundary condition
(cf. [20, Eq. (3.11)])
N+1∑
i=1
〈
µφOi , φ
E
j
〉
cOi (0) +
N∑
i=1
〈|µ|φEi , φEj 〉cEi (0) = 2∫ 1
0
µf0φ
E
j dµ, (3.12)
for j = 1, . . . , N , which gives us N conditions for ~c(0). The remaining conditions come from the
requirement that f˜ → 0 as x → ∞. Hence, ~c(0) can only consist of the decaying modes. More
precisely, consider the generalized eigenvalue problem:
λmA~vm = B
T~vm, (3.13)
with ~vm being the eigenvector associated with eigenvalue λm. Then em = ~v
T
mA~c satisfies
d
dz
em = λmem . (3.14)
To satisfy the condition imposed at infinity, no components associated with non-negative eigenvalues
are allowed, namely, ~c should satisfy em(x = 0) = 0 for those λm ≥ 0,
em(0) = ~v
T
mA~c(0) = 0. (3.15)
It is proved (see [20, Corollary 3.7]) that there are exactly N positive eigenvalues and 1 zero
eigenvalue of the generalized eigenvalue problem (3.13). This gives us N + 1 conditions for ~c(0).
In sum, the two types of constraints (3.12) and (3.15) together determine ~c at x = 0 (note that we
have 2N + 1 constraints and 2N + 1 degrees of freedom in total). Then (3.9) fully determines c,
which gives us the approximate solution to the damped equation (3.6).
The solution to the original boundary layer equation (3.1) can be then easily recovered by
f = f˜ − θ∞(g0 − 1) (3.16)
where g0 solves the damped equation (3.6) with boundary data given by the constant g0(0, µ) =
1,∀µ > 0 and θ∞ is given by (it can be proved that
〈
µ, g0(0, µ)
〉 6= 0, see [20, Proposition 3.8])
θ∞ =
〈
µ, g0(0, µ)
〉−1〈
µ, f˜(0, µ)
〉
. (3.17)
By substituting into the equation, it is easy to verify that f defined above solves (3.1) with boundary
data given by f0. Note that as f˜ and g0 decay to 0 as x → ∞, θ∞ given by (3.17) is exactly the
limit of the solution at infinity. The action of the Albedo operator on f0 is obtained from f(0, µ)
for µ < 0.
Remark 3.1. The discretization of the velocity space here is similar to the double-Pn method
developed in the literature, see e.g., [22]. However, the double-Pn method fully separates out
the positive and negative part, with each piece expanded by its own set of basis functions. In our
formulation, we perform even-odd parity decomposition. Upon this decomposition we have rigorous
well-posedness and error analysis provided in [20].
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3.2. Pure fluid system. We now consider the pure fluid system, i.e. σ = 1 on the entire domain
[a, b], and we approximate (1.1) by the interior heat equation:{
∂tθ = λ∂xxθ ,
θ(t, a) = θa(t), θ(t, b) = θb(t),
(3.18)
where θa and θb are the steady state of the half space problem associated with the two boundary
layers, given by (2.10) and (2.11). Numerically, they are obtained using the method in Section 3.1.
To numerically solve (3.18), we use a standard finite difference scheme. Take Nx equally distanced
grid points with mesh size ∆x = (b − a)/Nx such that a+ ∆x2 = x1 < x2 < · · · xNx = b− ∆x2 . As
the boundary layer of the original kinetic equation has width ǫ ≪ 1, the grid point x1 (resp. xNx
lies well outside of the layer when ǫ is small. Hence its value is approximately given by θa (resp.
θb), the infinite limit of the half-space problem.
We approximate the solution by θni ≈ θ(tn, xi) for i = 1, · · · , Nx, and use a standard implicit
central finite difference scheme to update the solution
θn+1i − θni =
λ∆t
∆x2
[
θn+1i+1 − 2θn+1i + θn+1i−1
]
, (3.19)
with two Dirichlet boundary conditions θn+11 = θa(t
n+1) and θn+1Nx = θa(t
n+1) given by the half
space problem solver in Section 3.1.
3.3. Coupled system. For the coupled system we approximate (1.1) by a coupled kinetic-heat
system
ǫ∂tf + µ∂xf +
σ
ǫ
Lf = 0, x ∈ (a, xm), µ ∈ [−1, 1] (3.20a)
f(t, a, µ) = φa(t, µ), µ > 0 (3.20b)
f(t, xm, µ) = R
(
f(t, xm, ·)|µ>0
)
(µ), µ < 0 (3.20c)
in the kinetic region x ∈ (a, xm) and
∂tθ = λ∂xxθ, x ∈ (xm, b) (3.20d)
θ(t, xm) = θm(t), θ(t, b) = θb(t), (3.20e)
in the fluid region x ∈ (xm, b).
Here θm is defined by the half-space problem that couples together the kinetic and heat equations
(2.15). Note that the boundary data for the original equation are imposed at the two ends x = a
and x = b for the distribution function f . On the right boundary, we need to convert the boundary
condition to θb for the heat equation. At x = xm, the heat and kinetic equations are coupled
together through the Albedo operator Rf |xm and the end-state θm(t) of the solution to the half-
space equation.
To numerically solve the coupled system, note that the kinetic equation in the kinetic regime (3.20a)
does not depend on the fluid regime and is self-contained. We use a standard time-splitting fi-
nite volume scheme for the kinetic equation, where at x = xm, the boundary condition is given
by the Albedo operator, which is determined numerically using the half-space problem solver in
Section 3.1. After the kinetic solution is determined, the solution of the fluid part is similar as
Section 3.2. Hence, we will only focus on the kinetic regime in the following.
For the kinetic equation, in the x direction, we use a standard finite volume mesh: we evenly
divide the domain (a, xm) into Nx cells, and denote xi, i = 1, · · · , Nx, the centers of cells as the
grid points. For the µ variable, we use the Legendre quadrature points to discretize the domain. In
each time step tn, assume we have the data fni,j for i = 1, · · ·Nx, j = 1, · · ·Nµ, the next time step
solution is computed as follows:
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• Apply the standard kinetic solver for the kinetic equation (3.20a) in the kinetic region with
the following boundary conditions:
– x = a: φa(t
n, µj > 0),
– x = xm: f
n
Nx,j
with µj < 0.
Note that the data fnNx,j is already computed in the previous step. The output would be:
fn+1i,j i = 2, · · ·Nx − 1,∀j
fn+11,j µj < 0
fn+1Nx,j µj > 0
. (3.21)
We will employ a time splitting scheme: First solve the pure advection part
ǫ ∂tf + µ∂xf = 0 (3.22)
with the standard finite volume method: we use Lax-Wendroff scheme with van Leer lim-
iters, and ghost cells with transparent boundary data is used for the boundary conditions.
This step is followed by the collision part:
ǫ ∂tf +
σ
ǫ
Lf = 0, (3.23)
where Gaussian quadrature is used to numerically calculate the integral. Note that in the
kinetic regime, σ = O(ǫ) in the above equation.
Note that since the standard finite volume method is used, at the left end x = a, only
f1,j for µj < 0 is updated in the scheme (corresponding to the left-going waves). Similarly
at the right end, i = Nx, only fNx,j for µj > 0 is updated (corresponding to the right-going
waves). fn+11,j for µj > 0 will be given by the Dirichlet boundary condition at time t
n+1:
fn+11,j = φa(t
n+1, µj), µj > 0. (3.24)
and fn+1Nx,j for µj < 0 comes from the Albedo operator R, this will be obtained in the next
step.
• Use fn+1Nx,j for µj > 0 as the incoming boundary data for the half-space problem numerically
solved the half-space problem solver in Section 3.1, and obtain two outputs, they serve to
update
– θn+1m . This provides the Dirichlet boundary condition at the interface at time t
n+1 for
the fluid part and will be used in the heat equation solver.
– fn+1Nx,j for µj < 0. This updates f at the coupling point for negative velocities.
4. Numerical Example
In this section we show various numerical tests based on the asymptotics and the algorithm
in Section 2 and 3. Without loss of generality, we will fix a = −1 and b = 1. For coupled
kinetic-fluid system, we set xm = 0. Results for the pure fluid systems and the couple systems
are presented in two separate subsections. For the entire section we choose collision kernel to be:
κ(µ, µ′) = 1/2 + µµ′/4.
4.1. Pure heat equation. In this subsection we treat the pure diffusion case where σ = 1 through-
out the entire domain. We consider examples with different combination of possible initial, bound-
ary, and initial-boundary layers. We also show examples where the data for the diffusion equation
are compatible or incompatible. Our main interest is in the modeling error, that is, to check the
convergence rate in terms of ǫ. To this end, we have refined the mesh size and time stepping small
enough to make sure that the error coming from numerical approximation is negligible compared
to the asymptotic error.
To compute the heat equation with Dirichlet boundary condition (3.18), we take ∆x = 10−3 and
∆t = 2.5×10−4. A small mesh size is chosen to guarantee that the numerical error is negligible, while
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in practice, larger mesh size can be used for the heat equation. To compute the reference solution
to the kinetic equation (1.1), we use ∆x = min{5 × 10−4, ǫ25} to resolve the boundary layer and
Nµ = 32 (32 quadrature points for the µ variable). For time step, we choose ∆t = min{ωǫ∆x, ǫ2}
with the CFL number ω = 0.5. The solution is computed up to time T = 0.03 with various choice
of ǫ.
The difference between the numerical solution of the heat equation and the reference solution to
the kinetic equation is measured in L2-norm. Denote θ and f the solution to the heat and kinetic
equations respectively, we consider the four type of error measurements:
Eθ = ‖θ − 〈f〉‖L2x(−1,1) ; Ef = ‖θ − f‖L2xµ((−1,1)×[−1,1]) ;
Eθ,inner = ‖θ − 〈f〉‖L2x[−0.9,0.9] ; Ef,inner = ‖θ − f‖L2xµ([−0.9,0.9]×[−1,1]) .
It is clear that Eθ ≤ Ef and Eθ,inner ≤ Ef,inner by Minkowski inequality. The inner error is
calculated away from the boundary to avoid the impact from the boundary layer that the heat
equation does not resolve (though the limit behavior of the boundary layer is captured through
solving the half-space problem). The errors are functions of ǫ, we will use 1/ǫ = 32, 64, 128, 256 in
the examples below to study the dependence of the asymptotic error on ǫ. For each numerical test
below, we plot four figures
• top left: profile of the solutions with different ǫ’s;
• top right: profile of the solutions zoomed in near the left boundary x = −1;
• bottom left: convergence rate of Eθ and Ef ;
• bottom right: convergence rate of Eθ,inner and Ef,inner.
For readers’ convenience, let us recall that the kinetic equation and the approximating heat
equation are
ǫ ∂tf + µ∂xf +
1
ǫ
Lf = 0 ,
f |x=−1 = φ−1(t, µ) , µ > 0 ,
f |x=1 = φ1(t, µ) , µ < 0 ,
f |t=0 = φ0(x, µ) ,
and
∂tθ − 〈µL−1(µ)〉 ∂xxθ = 0 ,
θ|x=−1 = θ−1 , θ|x=1 = θ1 ,
θ|t=0 = θi(x) = 〈φ0〉(x) .
We also recall the definition of the end-state: let g be the solution to the half-space equation with
incoming condition φ = µ, and the end-state η associated with L satisfies
µ∂yg+Lg = 0 ,
g
∣∣
y=0
= µ , µ > 0 ,
g → η , as y →∞ .
We have tested our numerical schemes for the pure diffusive scaling system for six cases. The
first four cases have compatible data for the heat equation (see (4.9)), while in the last two cases
the data for the heat equation is incompatible.
Test 1: No Layer. In the first test, we study an example with no layer present at the leading
order. The data for the kinetic equation are given as{
boundaries: φ−1 = 0, φ1 = 0 ,
initial: φ0(x, µ) = sin(πx) .
(4.1)
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The resulting data for the heat equation are{
boundaries: θ−1(t) = 0, θ1(t) = 0 ,
initial: θi(x) = sin(πx) .
(4.2)
Test 2: Initial Layer Only. The second test treat the case which only has an initial layer. The
data for the kinetic equation are{
boundaries: φ−1 = 0, φ1 = 0 ,
initial: φ0(x, µ) = sin(πx)(1 + 0.5|µ|) .
(4.3)
The resulting data for the heat equation are{
boundaries: θ−1(t) = 0, θ1(t) = 0 ,
initial: θi(x) =
5
4 sin(πx) .
(4.4)
Test 3: Boundary Layer Only. The third example is to check a case with only the boundary
layer. No initial layer or initial-boundary layer is present. The data for the kinetic equation are{
boundaries: φ−1 = 1.5 + 100t|µ|, φ1 = 1.5 + 100t|µ| ,
initial: φ0(x, µ) = sin(πx) + 1.5 .
(4.5)
The resulting data for the heat equation are{
boundaries: θ−1(t) = 1.5 + 100tη, θ1(t) = 1.5 + 100tη ,
initial: θi(x) = sin(πx) + 1.5 .
(4.6)
Test 4: All Layers. In the fourth test, we study an example with the initial layer, boundary
layer, and initial-boundary layer all present. The data for the kinetic equation are{
boundaries: φ−1 = |µ|(1 + 100t), φ1 = |µ|(1 + 100t) ,
initial: φ0(x, µ) = η|µ|+ η2 .
(4.7)
The resulting data for the heat equation are{
boundaries: θ−1(t) = η(1 + 100t), θ1(t) = η(1 + 100t) ,
initial: θi(x) = η .
(4.8)
where η is the end-state.
In the first four test, the data for the heat equation is compatible, meaning that
θ−1(t = 0) = θi(x = −1) , θ1(t = 0) = θi(x = 1) . (4.9)
In the rest of the tests, we check the cases where the above compatibility does not hold.
Test 5: No Layer. In the fifth test, we show a result which has no layer at the leading order but
the Dirichlet boundary condition for the heat equation is not compatible in the sense of (4.9). In
this case, we choose the data for the kinetic equation as{
boundaries: φ−1 = 1, φ1 = 1 ,
initial: φ0(x, µ) = 0 .
(4.10)
The resulting data for the heat equation are{
boundaries: θ−1(t) = 1, θ1(t) = 1 ,
initial: θi(x) = 0 .
(4.11)
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Test 6: All Layers. In the sixth test we study the case where all the layers are present and
the data for the heat equation is not compatible in the sense of (A.15). The data for the kinetic
equation are {
boundaries: φ−1 = |µ|, φ1 = |µ| ,
initial: φ0(x, µ) = |µ| .
(4.12)
The resulting data for the heat equation are{
boundaries: θ−1(t) = η, θ1(t) = η ,
initial: θi(x) =
1
2 .
(4.13)
The numerical results are presented in Figures 1–6. In all the examples, good agreement of the
solution to the heat equation and the kinetic equation is observed. We note that in the cases with
the presence of boundary layers (test cases 3, 4, and 6), while the heat equation does not capture
the boundary layer, it captures well the asymptotic behavior away from the layer, as can be seen
from the zoom-in profile of the solutions near the boundary. More quantitatively, we observe that
the convergence rate of the asymptotic error matches well the error analysis in the Appendix. Also
note that for test 6, due to the incompatibility of the data for the heat equation, we observe a slower
convergence rate for the error on the whole domain, which is also the case with the asymptotic
analysis.
4.2. Coupled system. In this subsection we collect all numerical results for coupled systems. The
setting is the same as presented in section 3.3, in which we set σ = ǫ in the left part of the domain
but 1 on the right, so that the kinetic and diffusive scaling coexist in the system.
We apply the algorithm developed in Section 3.3 to approximate the coupled system and compare
the result with the reference solution by resolving the full kinetic equation (1.1) on the whole
domain. For computing the reference solution, we use 32 quadrature points for the µ variable,
∆x = 5× 10−3, and ∆t = min{ǫ2, ωǫ∆x} where the restrictions on ∆t come from the scaling and
the CFL condition. We set the CFL number ω to be 0.5. Recall the coupled system we compute:
ǫ ∂tf + µ∂xf + Lf = 0 ,
f |x=0 = R(f0,+) , µ < 0 ,
f |x=−1 = φ−1(t, µ) , µ > 0 ,
f |t=0 = φ0 , x ∈ (−1, 0) ,
on the left side of the domain (kinetic regime), and this is joint with the heat equation on the right:
∂tθ − 〈µL−1(µ)〉 ∂xxθ = 0 ,
θ|x=0 = θm , θ|x=1 = θ1 ,
θ|t=0(x) = θi(x) = 〈φ0〉(x) , x ∈ (0, 1) ,
where θm, θ1 are defined as the end state of the associated half-space problem (2.15) and (2.16)
respectively. For computing this coupled system, we set ∆x = 5×10−3 and 32 quadrature points for
the µ variable in the kinetic region. Since the implicit method is used for the heat equation which
relaxes the parabolic scale, the time step ∆t only needs to satisfies the CFL condition. We set the
CFL number ω = 0.5. We use Eθ to measure the error. For each test, we present five figures, they
show the convergence of Eθ using ǫ
−1 = 32, 64, 128, 256, the profile of the solution, together with
the bottom three showing the zoom-in at x = −1, 0, 1 respectively. For all the profile figures, solid
lines are given by the solution of coupling approximation and the dotted line are refined solution
to the kinetic equation. Red, green blue and black lines are for ǫ = 32, 64, 128, 256 respectively.
Test 1: Initial layer. In the first test, we investigate an example with only initial layer. Note
that here the data for the heat equation in the kinetic region is not well-prepared (in the sense of
16 QIN LI, JIANFENG LU, AND WEIRAN SUN
[13, Equation (5.2)]), and hence an initial layer presents.
left boundary: f(t, x, µ)
∣∣
x=−1
= 0, µ > 0 ,
right boundary: f(t, x, µ)
∣∣
x=1
= 0, µ < 0 ,
initial: f(t, x, µ)
∣∣
t=0
= φi(x, µ) = |µ| sinπx , x ∈ [−1, 1] .
. (4.14)
The derived data for the heat equation for x ∈ [0, 1] are
left boundary: θ(t, x)
∣∣
x=0
= θm ,
right boundary: θ(t, x)
∣∣
x=1
= θ1 = 0 ,
initial: θ(t, x)
∣∣
t=0
= θi(x) =
1
2 sin(πx) .
We calculate the solution up to time T = 0.1.
Test 2: Boundary layer. In the second test, the initial data for the kinetic region is well-prepared
in the sense of [13]. We allow a boundary layer generated at x = 1 in the fluid region. The data
for the full kinetic equation are
left boundary: f(t, x, µ)
∣∣
x=−1
= |µ|t+ 1, µ > 0 ,
right boundary: f(t, x, µ)
∣∣
x=1
= |µ|t+ 0.5, µ < 0 ,
initial: f(t, x, µ)
∣∣
t=0
= 0.25 cos (πx) + 0.75 , x ∈ [0, 1] .
.
The derived data for the heat equation for x ∈ [0, 1] are
left boundary: θ(t, x)
∣∣
x=0
= θm ,
right boundary: θ(t, x)
∣∣
x=1
= η t+ 0.5 ,
initial: θ(t, x)
∣∣
t=0
= 0.25 cos (πx) + 0.75 .
The solution is calculated up to time T = 0.5.
Test 3: incompatible initial data, all layers. The third example considers the most general
one where all layers are present and the initial data for the kinetic region is not well-prepared. The
data for the full kinetic equation are
left boundary: f(t, x, µ)
∣∣
x=−1
= |µ|(t+ 1), µ > 0 ,
right boundary: f(t, x, µ)
∣∣
x=1
= |µ|(t+ 1), µ < 0 ,
initial: f(t, x, µ)
∣∣
t=0
= |µ| , x ∈ [−1, 1] .
. (4.15)
The derived data for the heat equation for x ∈ [0, 1] are
left boundary: θ(t, x)
∣∣
x=0
= θm ,
right boundary: θ(t, x)
∣∣
x=1
= η (t+ 1) ,
initial: θ(t, x)
∣∣
t=0
= 12 .
The computation is stopped at T = 0.5. For this example we also plot the profile of θk and θc (θ
computed using kinetic model and the coupled approximation) at several time together with the
evolution of the L2-norm of the differences.
The numerical results are presented in Figures 7–10. We observe nice agreement with the fully
resolved solution to the kinetic equation and the approximation by the coupled equation. The right
panel of Figure 10 shows the evolution of the error, note that the error decreases initially due to
the decay of the error from the initial layer, the error then accumulates as the simulation proceeds,
though the growing rate for the error is fairly slow (empirically linear growth is observed).
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4.3. Stability test. This subsection is to provide a numerical test of the error induced in the
kinetic part of the coupled system by the approximation to the back-flow at the interface. Hence
we study the kinetic equation with zero initial and “reflective” boundary with perturbation that
impacts the solution on a time scale of order O(ǫ2). Specifically, we compute the equation
ǫ∂tf + µ∂xf + Lf = 0 ,
f(t, x, µ)
∣∣
x=−1
= 0 , µ > 0 ,
f(t, x, µ)
∣∣
x=0
= R(f(t, 0, ·)|µ>0)+ p (t/ǫ2) , µ < 0 , (4.16)
where the perturbation is chosen as
p
(
t/ǫ2
)
=
1
1 +
√
t/ǫ2
. (4.17)
In Figure 11 we show the profile of the solution to (4.16) at several times. The stopping time is
T = 0.1. Observe that the error decays (in L2 norm) as time proceeds and also the impact becomes
smaller for a smaller ǫ. This justifies neglecting the feedback to the kinetic equation due to initial
layer and initial-boundary layer in our coupled scheme. It will be interesting to rigorously show
the decay of the perturbation and find its decay rate.
Appendix A. Error Estimates
In this appendix, we give some formal estimates of the errors for the pure fluid approximations.
The main assumption here is the existence and decay of the initial-boundary layer solution. Our
analysis covers both cases where the diffusion equation has either compatible or incompatible data
and we treat them separately. The latter case is slightly more involved since we have uniform
bounds for derivatives of the heat solution if its data are compatible while this property ceases to
hold for the incompatible data.
In the current work we restrict ourselves to the pure case. Error analysis for the coupling case
requires studies for not only the initial-boundary layers but also the perturbation equation in the
form of (4.16). Moreover, it is expected that careful spectral analysis needs to be done since we
are considering the critical case. These analysis will be left for further investigation.
A.1. Compatible data. First we show some basic error estimates in L2-spaces for the diffusion
approximation with compatible data such that θ ∈ C2([0, T ];C4[a, b]). Our analysis follows the
classical idea of constructing approximation solutions (see for example [4, 12, 13]). Define the
approximate solution fA as
fA =f int(t, x, µ) + f bL(t,
x−a
ǫ , µ) + f
b
R(t,
b−x
ǫ , µ) + f
I( t
ǫ2
, x, µ)
+ f IBLL (
t
ǫ2
, x−aǫ , µ) + f
IBL
R (
t
ǫ2
, b−xǫ , µ) ,
(A.1)
where the details for each term are explained below. First, we construct the interior approximation
as
f int(t, x, µ) = θ(t, x)− ǫL−1(µ) ∂xθ(t, x) + ǫ2 (∂xxθ(t, x))L−1(µL−1(µ)) , (A.2)
where θ satisfies the diffusion equation (2.13). Then f int satisfies that
ǫ ∂tf
int + µ∂xf
int +
1
ǫ
Lf int = − (ǫ2∂3xθ) (µL−1(µL−1(µ)))
− (ǫ2∂txθ) (L−1(µ))+ (ǫ3∂txxθ) (L−1(µL−1(µ))) ,
f int
∣∣
x=a
= θa − ǫL−1(µ) ∂xθ(t, a) + ǫ2L−1(µL−1(µ)) (∂xxθ(t, a)) , µ > 0,
f int
∣∣
x=b
= θb − ǫL−1(µ) ∂xθ(t, b) + ǫ2L−1(µL−1(µ)) (∂xxθ(t, b)) , µ < 0,
f int
∣∣
t=0
= 〈φ0〉 − ǫL−1(µ) ∂xθ(0, x) + ǫ2L−1(µL−1(µ)) (∂xxθ(0, x)) .
(A.3)
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Second, the boundary layer approximation f bL at x = a is given by
f bL = f
b
0,L + ǫ
2f b1,L ,
where f b0,L ∈ L∞( dy dµ) satisfies the half space equation
µ∂yf
b
0,L+Lf b0,L = 0 ,
f b0,L|y=0 =φa(t, µ)− θa(t) , µ > 0 ,
f b0,L → 0 as y →∞.
By the theory for kinetic half-space equations [3, 7], θa(t) is uniquely determined by the incoming
data φa(t, µ) and the solution f
b
0,L decays exponentially in y. The next-order boundary layer term
f b1,L ∈ L∞( dy dµ) satisfies the forced half-space equation
µ∂yf
b
1,L+Lf b1,L = −∂tf b0,L ,
f b1,L|y=0 = 0 , µ > 0 ,
f b1,L → c1 as y →∞,
(A.4)
for some c1 ∈ R. If ∂tφa(t, µ) ∈ L∞( dµ) for each t > 0, then equation (A.4) has a unique solution
in L∞( dy dµ) since ∂tf
b
0,L(t, ·) ∈ L∞( dy dµ) and it decays exponentially as y →∞. The boundary
layer term f bL thus satisfies
ǫ ∂tf
b
L + µ∂xf
b
L +
1
ǫ
Lf bL = ǫ3∂tf b1,L ,
f bL
∣∣
x=a
= φa(t, µ)− θa(t) , µ > 0 ,
f bL
∣∣
x=b
= f b0,L(t,
b−a
ǫ , µ) + ǫ
2f b1,L(t,
b−a
ǫ , µ) , µ < 0 ,
f bL
∣∣
t=0
=
(
f b0,L + ǫ
2f b1,L
)
(0, x−aǫ , µ) .
(A.5)
The boundary layer f bR at x = b satisfies a similar equation. Third, the initial layer term f
I is
constructed as
f I = f I0 + ǫf
I
1 ,
where f I0 satisfies the initial layer equation
∂τf
I
0+Lf I0 = 0 ,
f I0 |τ=0 =φ0 − 〈φ0〉 ,
f I0 → 0 as τ →∞.
(A.6)
The existence and exponential decay of f I0 are shown in Proposition 2.1. The next order term f
I
1
is constructed as
∂τf
I
1 + Lf I1 = −µ∂xf I0 ,
f I1
∣∣
τ=0
= φ1(x, µ) ,
f I1 → 0 as τ →∞ ,
(A.7)
for some φ1. The existence of φ1 is guaranteed by the following Lemma:
Lemma A.1. Let {pn}∞n=0 be the set of normalized Legendre polynomials. Then there exists
φ1(x, ·) ∈ L2( dµ) such that (A.7) has a unique solution.
DOMAIN DECOMPOSITION KINETIC-FLUID 19
Proof. We will solve for f I1 explicitly. By Proposition 2.1,
f I0 =
∞∑
n=1
e−λnτφ0,n pn =
∞∑
n=1
e−λnτ 〈φ0 pn〉 pn . (A.8)
Write f I1 , φ1 as
f I1 =
∞∑
n=0
f1,npn , φ1 =
∞∑
n=0
φ1,npn .
In order to solve for f1,n, we multiply pn to (A.7) and integrate over µ ∈ [−1, 1]. Then
∂τf1,n + λnf1,n = −〈µ pn ∂xf I0 〉 , f1,n
∣∣
τ=0
= φ1,n , n ≥ 1 ,
and
∂τf1,0 = −〈µ∂xf I0 〉 , f1,0
∣∣
τ=0
= φ1,0 .
By (2.1), it suffices to require that
〈µ pn ∂xf I0 〉 ∈ L1( dτ) , n ≥ 1 , (A.9)
and ∫
∞
0
〈µ∂xf I0 〉dτ = φ1,0 = 〈µφ1〉 . (A.10)
By (A.8),
〈µ pn ∂xf I0 〉 =
n+1∑
k=n−1
e−λkτ (∂xφ0,k) 〈µ pn pk〉 ∈ L1( dτ) , n ≥ 1 .
In order for (A.10) to hold, we can simply choose
φ1(x, µ) =
3
λ1
µ 〈µ∂xφ0(x, µ)〉 . (A.11)
With such φ1 equation (A.7) will have a unique solution. 
Combining (A.6) with (A.7), we have that f I satisfies the equation
ǫ ∂tf
I + µ∂xf
I+
1
ǫ
Lf I = ǫ µ ∂xf I1 ( tǫ2 , x, µ) ,
f I
∣∣
x=a
=
(
f I0 + ǫf
I
1
)
( t
ǫ2
, a, µ) , µ > 0 ,
f I
∣∣
x=b
=
(
f I0 + ǫf
I
1
)
( tǫ2 , a, µ) , µ < 0 ,
f I
∣∣
t=0
= φ0 − 〈φ0〉+ ǫφ1 .
(A.12)
Finally, the initial-boundary layer term f IBL at x = a satisfies that
∂τf
IBL
L + µ∂yf
IBL
L + Lf IBLL = 0 ,
f IBLL |y=0 = −f I(τ, a, µ) , µ > 0 ,
f IBLL |τ=0 = −f bL(0, y, µ) ,
f IBLL → 0 , as τ, y →∞ .
The main assumption for f IBLL and the initial-boundary layer f
IBL
R at x = b is
f IBLL (τ, x, µ), f
IBL
R (τ, x, µ) ∈ L2((0,∞) × (0,∞) × (−1, 1)) ,
f IBLL (τ, x, µ), f
IBL
R (τ, x, µ) ∼ O
(
1
τκ0
)
for some κ0 > 0 as τ →∞,
(A.13)
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for each fixed x. In terms of (t, x, µ), we have
ǫ ∂tf
IBL
L + µ∂xf
IBL
L +
1
ǫ
Lf IBLL = 0 .
f IBLL
∣∣
x=a
= −f I( t
ǫ2
, a, µ) , µ > 0 ,
f IBLL
∣∣
x=b
= −f IBLL ( tǫ2 , b−aǫ , µ) , µ < 0 ,
f IBLL
∣∣
t=0
= −f b0,L(0, x−aǫ , µ) .
(A.14)
The main result for the error estimate is
Theorem A.1. For each T > 0, suppose
φ0 ∈ C4([a, b];L∞(−1, 1)) , φa, φb ∈ C2([0, T ];L∞(−1, 1)) .
Suppose the heat data θa, θb, θ0 derived from the layers are compatible such that
∂kt θa(0) = ∂
2k
x θ0(a) , ∂
k
t θb(0) = ∂
2k
x θ0(b) , k = 0, 1, 2 . (A.15)
Then the approximate solution constructed in (A.1) satisfies that∥∥f − fA∥∥
L∞(0,T ;L2([a,b]×[−1,1])
≤ C˜0
√
ǫ ,
where the constant C0,1 depend on T, θ, φa, φb, φ0, and their derivatives. Moreover, if we assume
that (A.13) holds for the initial-boundary layer solution, then
‖f − θ‖L∞(t0,T ;L2([xl,xr]×[−1,1]) ≤ C0max{
√
ǫ, ǫ2κ0} ,
for any t0 ∈ (0, T ) and [xl, xr] ⊆ (a, b). Here the constant C0,2 depend on T, t0, xl, xr, φa, φb, φ0 and
their derivatives.
Proof. First note that the compatibility condition in (A.15) guarantees that θ ∈ C2([0, T ];C4([a, b])).
Let Ef be the error term such that Ef = f − fA. Subtract equations (A.3), (A.5), (A.12), (A.14),
and the counterpart of the boundary and initial-boundary layer corrector equations at x = b from
equation (1.1). Then
ǫ ∂tEf + µ∂xEf +
1
ǫ
LEf = R(t, x, µ)− ǫ3∂tf b1,L − ǫ3∂tf b1,R − ǫ µ ∂xf I1 ( tǫ2 , x, µ) ,
Ef
∣∣
x=a
= ǫL−1(µ) ∂xθ(t, a)− ǫ2L−1(µL−1(µ)) (∂xxθ(t, a))
−
(
f b0,R + ǫ
2f b1,R
)
(t, b−aǫ , µ) + f
IBL
R (
t
ǫ2 ,
b−a
ǫ , µ) , µ > 0 ,
Ef
∣∣
x=b
= ǫL−1(µ) ∂xθ(t, b)− ǫ2L−1(µL−1(µ)) (∂xxθ(t, b))
−
(
f b0,L + ǫ
2f b1,L
)
(t, b−aǫ , µ) + f
IBL
L (
t
ǫ2
, b−aǫ , µ) , µ < 0 ,
Ef
∣∣
t=0
= ǫL−1(µ) ∂xθ(0, x)− ǫ2L−1(µL−1(µ)) (∂xxθ(0, x))
− ǫ2f b1,L(0, x−aǫ , µ)− ǫ2f b1,R(0, b−xǫ , µ)− ǫ φ1(x, µ) .
(A.16)
where
R(t, x, µ) =
(
ǫ2∂3xθ
)
(µL−1(µL−1(µ))) + (ǫ2∂txθ) (L−1(µ))− (ǫ3∂txxθ) (L−1(µL−1(µ))) .
Since µL−1(µL−1(µ)) is odd in µ, we have µL−1(µL−1(µ)) ∈ (NullL)⊥, which implies that
R(t, x, µ) ∈ (NullL)⊥ . (A.17)
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Perform the basic L2-estimate by multiplying (A.16) by Ef and integrate in x, µ. By the coercivity
of L in (P3), we have
ǫ
2
sup
t∈[0,T ]
‖Ef (t)‖2L2x,µ +
γ0
ǫ
∫ T
0
∥∥∥P⊥(Ef )∥∥∥2
L2x,µ
(s) ds
+
∫ T
0
∫ 1
−1
µE2f (s, b, µ) dµ ds−
∫ T
0
∫ 1
−1
µE2f (s, a, µ) dµ ds
≤
(∫ T
0
∥∥∥P⊥(Ef )∥∥∥2
L2x,µ
(s) ds
)1
2
(∫ T
0
‖R(t, ·, µ)‖2L2x,µ (s) ds
) 1
2
+ sup
t∈[0,T ]
‖Ef (t)‖L2x,µ
(∫ T
0
‖G‖L2x,µ ds
)
+
ǫ
2
‖Ef (0)‖2L2x,µ ,
(A.18)
where we have applied (A.17) and denoted G for the right-hand side of the first equation of (A.16)
excluding R. The bounds for G and R are∫ T
0
‖G(s)‖L2x,µ ds ≤
∫ T
0
∥∥∥ǫ3∂tf b1,L + ǫ3∂tf b1,R∥∥∥
L2x,µ
ds+
∫ T
0
∥∥ǫ µ ∂xf I1 ( sǫ2 , x, µ)∥∥L2x,µ ds
≤ C1,1 ǫ3(1 + T ) ,
and (∫ T
0
‖R‖2L2x,µ ds
)1
2
≤ C1,2 ǫ2(1 +
√
T ) ,
where C1,1, C1,2 only depends on θ, φ0, φa, φb and their derivatives. By definition, the initial data
term satisfies
ǫ
2
‖Ef (0)‖2L2x,µ ≤ C1,3 ǫ
3 ,
where C1,3 only depends on θ, φ1, f
b
1,L, f
b
1,R and the derivatives of θ. Moreover, the boundary terms
in (A.18) satisfy that∫ T
0
∫ 1
−1
µE2f (s, a, µ) dµ ds ≤
∫ T
0
∫ 1
0
µE2f (s, a, µ) dµ ds ≤ C1,4 ǫ2(1 + T ) ,
−
∫ T
0
∫ 1
−1
µE2f (s, b, µ) dµ ds ≤ −
∫ T
0
∫ 0
−1
µE2f (s, b, µ) dµ ds ≤ C1,5 ǫ2(1 + T ) ,
(A.19)
where C1,4, C1,5 only depend on θ and its derivatives and the bounds of f
b
0,R, f
b
0,L, f
b
1,R, f
b
1,L, f
IBL
R , f
IBL
L .
Overall, we have
sup
[0,T ]
‖Ef (t)‖L2([a,b]×[−1,1]) ≤ C˜0(1 + T )
√
ǫ .
By the exponential decay of the initial and boundary layer solution and the assumption (A.13) for
the initial-boundary layer, the interior error is bounded as
sup
[t0,T ]
‖f − θ‖L2([xl,xr]×[−1,1]) ≤ C0(1 + T )max{
√
ǫ, ǫ2κ0} ,
for any t0 > 0, [xl, xr] ⊆ (a, b) and C0 depends on t0, xl, xr, θ, φ0, φa, φa together with their deriva-
tives up to order 4. 
Remark A.1. Unlike the stationary case treated in [12], using the above analysis we cannot expect
to improve the accuracy simply by simply applying a Robin boundary condition and a higher order
initial layer without any addition knowledge of the decay of f IBLL and f
IBL
R . The reason is the
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initial-boundary layer terms f IBLR (
t
ǫ2
, b−aǫ , µ) and f
IBL
L (
t
ǫ2
, b−aǫ , µ) alway contribute an order O(ǫ2)
in (A.19) to the error estimate.
A.2. Incompatible data. In this part we treat the case where boundary and initial data for the
diffusion equation may not be compatible. In this case, one only has the boundedness of the solution
θ to the diffusion equation while any of its derivatives can be unbounded near the corner. As a
consequence, the basic error estimates in Section A.1 can not be applied directly. To circumvent this
difficulty, we will modify the data for the diffusion equation, apply Theorem A.1 for the modified
equation, and estimate the extra error induced by the modification.
We start with a simple lemma that estimates the derivatives of the solution to the diffusion
equation.
Lemma A.2. Suppose ∂nxψ0(0) = 0 for 0 ≤ n ≤ 4. Let θ ∈ C2([0, T ];C4[a, b]) be the solution to the
diffusion equation
∂tθ = γ
2∂xxθ , γ > 0 ,
θ
∣∣
x=a
= θ
∣∣
x=b
= 0 ,
θ
∣∣
t=0
= ψ0(x) .
Then for any 0 ≤ k ≤ 4, ∥∥∥∂k+1x θ∥∥∥
L2([0,T ]×[a,b])
≤ 1√
2γ
∥∥∥∂kxψ0∥∥∥
L2([a,b])
.
Proof. The proof is done by using direct L2 energy estimate. Specifically, for each k ≤ 4, we
differentiate the diffusion equation (in x) k times and apply the L2 estimate. Then
1
2
d
dt
∥∥∥∂kxθ∥∥∥2
L2([a,b])
= γ2
(
∂kxθ
)(
∂k+1x θ
) ∣∣∣b
a
− γ2
∫ b
a
∣∣∣∂k+1x θ∣∣∣2 dx . (A.20)
Note that one of k and k + 1 is even. By the form of the diffusion equation,
∂2Kx θ
∣∣b
a
= ∂Kt θ
∣∣b
a
= 0 .
for any K ∈ N. Therefore,(
∂kxθ
)(
∂k+1x θ
) ∣∣∣b
a
= 0 , for any 0 ≤ k ≤ 4.
Integrating (A.20) over [0, T ] and taking square root on both sides gives∥∥∥∂k+1x θ∥∥∥
L2([0,T ]×[a,b])
≤ 1√
2γ
∥∥∥∂kxψ0∥∥∥
L2([a,b])
,
which shows
∥∥∂k+1x θ∥∥L2([0,T ]×[a,b]) is bounded by the derivatives of the initial for each k ≤ 4. 
Let θ be the solution to the incompatible diffusion equation
∂tθ − 〈µL−1(µ)〉 ∂xxθ = 0 , x ∈ (a, b) ,
θ|x=0 = θa(t) ,
θ|x=1 = θb(t) ,
θ|t=0 = θ0(x) , x ∈ (a, b) ,
(A.21)
where θa, θb ∈ C2([0, T ]) and θ0 ∈ C4([a, b]).
The main result regarding the incompatible data is
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Theorem A.2. Let f be the solution to the kinetic equation (1.1). Let θ be the solution to (A.21)
where θa, θb, θ0 are given by the layers. Assume that (A.13) holds. Then there exists a constant Ĉ0
such that
‖f − θ‖L∞(t0,T ;L2([xl,xr]×[−1,1]) ≤ Ĉ0 ǫ2/5 ,
for any t0 ∈ (0, T ) and [xl, xr] ⊆ (a, b). Here Ĉ0 depending on t0, T, xl, xr, φa, φb, φ0 and their
derivatives.
Proof. Introduce a modified initial data θ˜0 ∈ C4([a, b]) such that
∂2mx θ˜0(a) = ∂
m
t θa(0) , ∂
2m
x θ˜0(b) = ∂
m
t θb(0) , m = 0, 1, 2 .
Moreover, for some 0 < δ < 1/4 to be chosen, we require that
θ˜0(x) = θ0(x) , x ∈ [a+ 2δ, b− 2δ] . (A.22)
In other words, we slightly modify θ0 near the corners such that the new initial data is compatible
with the boundary data. Therefore, if we denote θ˜ as the solution to the modified diffusion equation
∂tθ˜ − 〈µL−1(µ)〉 ∂xxθ˜ = 0 , x ∈ (a, b) ,
θ˜
∣∣
x=a
= θa(t) ,
θ˜
∣∣
x=b
= θb(t) ,
θ˜
∣∣
t=0
= θ˜0(x) , x ∈ (a, b) ,
then θ˜ ∈ C2([0, T ];C4[a, b]). To remove the boundary data θa, θb, we introduce another modified
initial data θ̂0 ∈ C∞([a, b]) such that
∂2lx θ̂0(a) = ∂
l
tφa(0) , ∂
2l
x θ̂0(b) = ∂
l
tφb(0) , l = 0, 1, 2 ,
and ∥∥∥∂mx θ̂0∥∥∥
L∞([a,b])
≤ C1 for 0 ≤ m ≤ 4 .
where C1 is a universal constant. Therefore, if we let θ̂ satisfy that
∂tθ̂ − 〈µL−1(µ)〉 ∂xxθ̂ = 0 , x ∈ (a, b) ,
θ̂
∣∣
x=0
= θa(t) ,
θ̂
∣∣
x=1
= θb(t) ,
θ̂
∣∣
t=0
= θ̂0(x) , x ∈ (a, b) ,
Then θ̂ ∈ C2([0, T ];C4[a, b]) and all the derivatives of θ̂ (up to order 4) are of order O(1). Let
θ˜1 = θ˜ − θ̂ .
Then θ˜1 satisfies
∂tθ˜1−〈µL−1(µ)〉 ∂xxθ˜1 = 0 , x ∈ (a, b) ,
θ˜1
∣∣
x=a
= 0 ,
θ˜1
∣∣
x=b
= 0 ,
θ˜1
∣∣
t=0
= Ψ0(x) , x ∈ (a, b) ,
where
Ψ0(x) = θ˜0(x)− θ̂0(x) .
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Note that ∣∣∣∂mx θ˜∣∣∣ ≤ ∣∣∣∂mx θ˜1∣∣∣+ ∣∣∣∂mx θ̂∣∣∣ ≤ ∣∣∣∂mx θ˜1∣∣∣+ C1 ,
for 0 ≤ m ≤ 4. Therefore, we only need to bound the derivatives of θ˜1 in order to obtain the
bounds for the derivatives of θ˜. By Lemma A.2,∥∥∥∂mx θ˜1∥∥∥
L2([0,T ]×[a,b])
≤ 1√
2γ
∥∥∂m−1x Ψ0∥∥L2([a,b]) , 1 ≤ m ≤ 4 ,
where γ2 = 〈µL−1(µ)〉. By the definition of Ψ0, we have∥∥∂m−1x Ψ0∥∥L2([a,b]) ≤ C2,1 (1 + δ−(m− 32 )) .
Hence, ∥∥∥∂mx θ˜∥∥∥
L2([0,T ]×[a,b])
≤ C2,2
(
1 + δ−(m−
3
2
)
)
, 1 ≤ m ≤ 4 . (A.23)
where C2,1, C2,2 only depend on θa, θb, θ0. We can also obtain a pointwise bound for ∂xθ˜ by inter-
polation. By L∞(a, b) →֒ H1(a, b), we have∥∥∥∂xθ˜∥∥∥
L2(0,T ;L∞(a,b))
≤ C2,3
(∥∥∥∂xθ˜∥∥∥
L2((0,T )×(a,b))
+
∥∥∥∂xxθ˜∥∥∥
L2((0,T )×(a,b))
)
≤ C2,4
(
1 +
1√
δ
)
.
(A.24)
Now we use θ˜ instead of θ for the interior approximation and repeat the error analysis for the
compatible case. The approximate solution has the same form as in (A.1) with the interior approx-
imation changed as
f˜ int(t, x, µ) = θ˜(t, x)− ǫL−1(µ) ∂xθ˜(t, x) + ǫ2
(
∂xxθ˜(t, x)
)
L−1(µL−1(µ)) .
We keep all the layer corrections the same as before and define
f˜A =f˜ int(t, x, µ) + f bL(t,
x−a
ǫ , µ) + f
b
R(t,
b−x
ǫ , µ) + f
I( t
ǫ2
, x, µ)
+ f IBLL (
t
ǫ2
, x−aǫ , µ) + f
IBL
R (
t
ǫ2
, b−xǫ , µ) ,
Denote E˜f = f − f˜A. Then the error equation for E˜f has the same form as (A.16) except two
changes: θ will be replaced by θ˜ and there is an additional term R1 in the initial condition for E˜f
given by
R1(x) = φ0(x)− θ˜0(x) ,
where by the definition of θ˜0 in (A.22),
R1(x) = 0 , x ∈ [a+ 2δ, b− 2δ] .
Hence,
‖R1‖L2(a,b) ≤ C2,5
√
δ . (A.25)
The derivative terms in the initial data for E˜f are given by∫ 1
0
∣∣∣∂kx θ˜(0, x)∣∣∣2 dx = ∫ 1
0
∣∣∣∂kx θ˜0(x)∣∣∣2 dx ≤ C2,6δ2k−1 , k = 1, 2 . (A.26)
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The first derivative terms in the boundary data for E˜f is bounded by (A.24). The second derivative
terms in the boundary data for E˜f at x = a satisfies
∂xxθ˜
∣∣
x=a
= ∂t(θ˜1 + θ̂)
∣∣
x=a
= ∂tθ̂
∣∣
x=a
∼ O(1) . (A.27)
Similar estimates hold for derivatives terms at at x = 1. Combining (A.23), (A.24), (A.25), (A.26),
(A.27), and repeating the L2-estimate for the compatible case, we have
sup
t∈[0,T ]
∥∥∥E˜f∥∥∥2
L2([a,b]×[−1,1])
≤ C2,7
(
ǫ+
ǫ
δ
+
ǫ2
δ
+
ǫ4
δ3
+ δ
)
,
where C2,7 depends on θa, θb, θ0, T . Hence, by the fast decay of the layers, the interior error is given
by
sup
t∈[t0,T ]
∥∥∥f − θ˜∥∥∥
L2([xl,xr]×[−1,1])
≤ C2,8
(√
ǫ+
√
ǫ√
δ
+
ǫ√
δ
+
ǫ2
δ3/2
+
√
δ
)
(A.28)
for any t0 ∈ (0, T ) and [xl, xr] ⊆ (a, b). Moreover, we have
sup
t∈[0,T ]
∥∥∥(θ − θ˜)(t)∥∥∥2
L2x
≤
∥∥∥φ0 − θ˜0∥∥∥2
L2x
≤ C2,9 δ . (A.29)
Combining (A.28) with (A.29), we have
sup
t∈[t0,T ]
‖f − θ‖L2([xl,xr]×[−1,1]) ≤ C2,10
(√
ǫ+
√
ǫ√
δ
+
ǫ√
δ
+
ǫ2
δ3/2
+
√
δ
)
.
By choosing δ = ǫ4/5, we have
sup
t∈[t0,T ]
‖f − θ‖L2([xl,xr]×[−1,1]) ≤ Ĉ0 ǫ2/5
for any t0 ∈ (0, T ) and [xl, xr] ⊆ (a, b). 
References
[1] K. Aoki, K. Kanba, and S. Takata, Numerical analysis of a supersonic rarefied gas flow past a flat plate, Phys.
Fluids 9 (1997), no. 4, 1144.
[2] G. Bal and Y. Maday, Coupling of transport and diffusion models in linear transport theory, ESAIM, Math.
Model. Numer. Anal. 36 (2002), 69–86.
[3] C. Bardos, R. Santos, and R Sentis, Diffusion approximation and computation of the critical size, Trans. Amer.
Math. Soc. 284 (1984), no. 2, 617–649.
[4] A. Bensoussan, J.L. Lions, and G.C. Papanicolaou, Boundary-layers and homogenization of transport processes,
J. Publ. RIMS Kyoto Univ. 15 (1979), 53–157.
[5] C. Besse, S. Borghol, T. Goudon, I. Lacroix-Violet, and J.-P. Dudon, Hydrodynamic regimes, Knudsen layer,
numerical schemes: definition of boundary fluxes, Adv. Appl. Math. Mech. 3 (2011), no. 5, 519–561.
[6] L. Chamoin and L. Desvillettes, Control of modeling errors in the coupling of linear transport and diffusion
models, Comput. Methods Appl. Mech. Engrg. 261–262 (2013), 83–95.
[7] F. Coron, F. Golse, and C. Sulem, A classification of well-posed kinetic layer problems, Comm. Pure Appl. Math.
41 (1988), 409–435.
[8] N. Crouseilles, P. Degond, and M. Lemou, Hybrid kinetic/fluid models for nonequilibrium systems, C. R. Math.
336 (2003), no. 4, 359–364.
[9] P. Degond, G. Dimarco, and L. Mieussens, A moving interface method for dynamic kineticfluid coupling, J.
Comput. Phys. 227 (2007), no. 2, 1176–1208.
[10] P. Degond and S. Jin, A smooth transition model between kinetic and diffusion equations, SIAM J. Numer. Anal.
42 (2005), 2671–2687.
[11] F. Filbet and T. Rey, A hierarchy of hybrid numerical methods for multi-scale kinetic equations, 2014. preprint,
arXiv:1402.6304.
[12] F. Golse, S. Jin, and C.D. Levermore, The convergence of numerical transfer schemes in diffusive regimes I:
Discrete-ordinate method, SIAM J. Numer. Anal. 36 (1999), 1333–1369.
26 QIN LI, JIANFENG LU, AND WEIRAN SUN
[13] F. Golse, S. Jin, and C.D. Levermore, A domain decomposition analysis for a two-scale linear transport problem,
ESAIM, Math. Model. Numer. Anal. 37 (2003), no. 6, 869–892.
[14] F. Golse and A. Klar, A numerical method for computing asymptotic states and outgoing distributions for kinetic
linear half-space problems, J. Stat. Phys. 80 (1995), no. 5–6, 1033–1061.
[15] N.G. Hadjiconstantinou, G.A. Radtke, and L.L. Baker, On variance-reduced simulations of the boltzmann trans-
port equation for small-scale heat transfer applications, J. Heat Transfer 132 (2010), no. 11, 112401.
[16] S. Jin, Efficient asymptotic-preserving (AP) schemes for some multiscale kinetic equations, SIAM J. Sci. Comput.
21 (1999), 441–454.
[17] S. Jin, Asymptotic preserving (AP) schemes for multiscale kinetic and hyperbolic equations: a review, Riv. Mat.
Univ. Parma 3 (2012), 177–216.
[18] A. Klar, Domain decomposition for kinetic problems with nonequilibrium states, Eur. J. Mech. B-Fluid 15 (1996),
203–216.
[19] M. Lemou and F. Me´hats, Micro-macro schemes for kinetic equations including boundary layers, SIAM J. Sci.
Comput. 34 (2012), no. 6, B734–B760.
[20] Q. Li, J. Lu, and W. Sun, A convergent method for linear half-space kinetic equations, 2014. preprint,
arXiv:1408.6630.
[21] D.I. Pullin and J.K. Harvey, A numerical simulation of the rarefied hypersonic flat-plate problem, J. Fluid. Mech.
78 (1976), no. 04, 689–707.
[22] J.J. Thompson, Theory and application of the double pn method in slab geometry for isotropic neutron sources
and scattering, Technical Report AAEC/E-107, Australia. Atomic Energy Commission Research Establishment,
Lucas Heights, New South Wales, 1963 (English).
[23] S. Tiwari and A. Klar, An adaptive domain decomposition procedure for Boltzmann and Euler equations, J.
Comput. Appl. Math. 90 (1998), no. 2, 223 –237.
Computing and Mathematical Sciences, California Institute of Technology, 1200 E California
Blvd. MC 305-16, Pasadena, CA 91125 USA
E-mail address: qinli@caltech.edu
Departments of Mathematics, Physics, and Chemistry, Duke University, Box 90320, Durham, NC
27708 USA
E-mail address: jianfeng@math.duke.edu
Department of Mathematics, Simon Fraser University, 8888 University Dr., Burnaby, BC V5A 1S6,
Canada
E-mail address: weirans@sfu.ca
Figures 27
−1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
x
Θ
 
 
ε = 1/32
ε = 1/64
ε = 1/128
ε = 1/256
heat
−1 −0.98 −0.96 −0.94 −0.92 −0.9−0.35
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
x
Θ
 
 
ε = 1/32
ε = 1/64
ε = 1/128
ε = 1/256
heat
102
10−3
10−2
10−1
−log(ε)
 
 
slope = −0.662
slope = −0.682
Eθ
Ef
102
10−3
10−2
10−1
−log(ε)
 
 
slope = −0.602
slope = −0.686
Eθ,inner
Ef,inner
Figure 1. Pure heat system, test 1: compatible heat boundary condition. No layer presents.
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Figure 2. Pure heat system, test 2: compatible heat boundary condition. Only
initial layer presents.
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Figure 3. Pure heat system, test 3: compatible heat boundary condition. Only
boundary layer presents.
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Figure 4. Pure heat system, test 4: compatible heat boundary condition. All three
types of layers: boundary layer, initial layer and the initial boundary layer are
included.
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Figure 5. Pure heat system, test 5: initially the boundary condition for the heat
equation is not compatible. No layer presents.
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Figure 6. Pure heat system, test 6: initially the boundary condition for the heat
equation is not compatible. This examples includes all three types of layers.
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Figure 7. Coupled system, test 1: T = 0.1. Initial layer presents.
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Figure 8. Coupled system, test 2: T = 0.5. Boundary layer presents.
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Figure 9. Coupled system, test 3: general case. T = 0.5. All layer are included.
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Figure 10. Coupled system, test 3: general case. The two figures on the left show
five snapshots of the the profile computed by coupled method and the standard
kinetic method. The figure on the right demonstrates the evolution of L2 norm of
the error for ǫ = 1/32, 1/64.
32 Figures
−1 −0.5 0 0.5 10
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
 
 
t = 0.0001
t = 0.007
t = 0.02
t = 0.05
−1 −0.5 0 0.5 10
0.05
0.1
0.15
0.2
0.25
0.3
0.35
 
 
t = 0.0001
t = 0.007
t = 0.02
t = 0.05
Figure 11. Stability test: as time evolves, the perturbation propagates to the inner
domain and gradually diminish. The figure on the left is given by setting ǫ = 1/32
and the one on the right is for ǫ = 1/64.
