When applying rules produced by induction from training examples to a test example, there are three possible cases that demand different actions: (i) no match; (ii) single match; and (iii) multiple match. Existing techniques for dealing with the "rst and third cases are exclusively based on probability estimation. However, when there are continuous attributes in the example space, and if these attributes have been discretized into intervals before induction, fuzzy interpretation of the discretized intervals at deduction time could be very valuable. This paper describes the fuzzy matching techniques implemented in the HCV (Version 2.0) software, and presents a hybrid interpretation mechanism which combines fuzzy matching with probability estimation. Experimental results of the HCV (Version 2.0) software with different interpretation techniques are provided on a number of data sets from the University of California at Irvine Repository of Machine Learning Databases.
INTRODUCTION
Deduction and induction are two opposite operations in the area of knowledge discovery in databases (KDD). Induction generates knowledge in the form of, for example, rules or decision trees from existing data, and deduction applies induction results to interpret new data. Automatic knowledge acquisition from databases [1] includes three interconnected phases:
1. Preparation and translation of standard database information into a form suitable for use by machine learning facilities. 2. Using rule induction techniques to produce knowledge bases from databases. 3. Interpreting the knowledge produced to solve users' problems and reduce data spaces.
Since real-world databases are normally incomplete and noisy, induction results from the second phase cannot be assumed to be perfect. When induction results take the form of rules, in interpreting them to classify a new example in the third phase one needs to consider three possible cases which demand different actions:
• No match: no conjunctive rules match the example.
• Single match: one or more rules indicate the same class match.
• Multiple match: more than one rule matches the example, and indicates different classes.
The third case does not apply to decision trees produced by ID3-like algorithms, but when the trees are decompiled into production rules [2, 3] , the production rules will face the same problems.
In the single-match case, the choice of class for the example is naturally the class indicated by the rules. Deduction-time processing deals mainly with con#ict resolution in the third case and probability estimation for the "rst case. Existing techniques for dealing with the "rst and third cases are both exclusively based on probability estimation. Among them, the Measure of Fit for dealing with the no-match case and the Estimate of Probability for handling the multiple match case developed in [4] have been widely adopted in the KDD community.
The Measure of Fit and Estimate of Probability methods perform quite well with problem domains where no realvalued attributes are involved. However, when a problem contains attributes that take values from continuous domains (i.e. real numbers or integers), their performance, especially in terms of accuracy, decreases. In existing induction algorithms, the treatment of continuous domains is based on the discretization of them into a certain number of intervals. There are quite a few strategies available for discretization [1, 5, 6, 3, 7, 8] , such as Bayesian discretizers and the information gain method. Once each continuous domain has been discretized into intervals, the intervals are treated as discrete values in induction and deduction. This is the standard way all existing induction systems have taken. However, discretization of continuous domains does not always "t an accurate interpretation. To say an age greater than 50 is old or a temperature above 32
• C is high is fuzzy. In these kinds of cases, fuzzy interpretation of the discretized intervals at deduction time could be very valuable. Rather than taking the cut points decided by a discretization method as sharp borders for intervals, we can instead place some kind of curve at each cut point as fuzzy borders. With these fuzzy borders, a value can be classi"ed into a few different intervals at the same time, with varying degrees. This could change a single-match case to a multiple match, and a nomatch case to a single or even multiple match. Deduction with fuzzy borders of discretized intervals is called fuzzy matching. In the multiple-match case, we can take the interval with the greatest degree as the value's discrete value.
This paper describes the fuzzy matching techniques implemented in the HCV (Version 2.0) software [1] , and presents a hybrid interpretation mechanism which combines fuzzy matching with probability estimation. In the following section, we outline existing probability estimation techniques. In Section 3, we describe the fuzzy matching techniques developed and implemented in HCV (Version 2.0) and we follow this with the design of a hybrid interpretation mechanism in Section 4 which combines fuzzy matching with probability estimation. In Section 5, experimental results of the HCV (Version 2.0) software with different interpretation techniques are provided on a number of data sets from the University of California at Irvine Repository of Machine Learning Databases.
PROBABILITY ESTIMATION IN THE CASES OF NO MATCH AND MULTIPLE MATCH

No match
In the case of no match, we need to examine the training set and "nd a class which is close to the test example in question.
• Largest class A common method to deal with no match is to assign all the no-match examples to the largest class, called the default class [9] . The rationale behind this method is that if the examples in the training set are representative, the possibility of a random example belonging to a large class is higher than it belonging to a small one.
The largest-class method is good when the number of classes in a training set is small and one of the classes contains a predominant number of examples. However, the results deteriorate when the number of classes grows, and the number of examples in every class is more evenly spread out.
• Measure of Fit Rather than relying solely on the probability of each class in the training set, the Measure of Fit method [4] calculates the MF value of each class c i for each no-match example e.
For a selector sel, X = [V 1 , ..., V n ], its MF value for e is de"ned as MF (sel, e) = 1 if sel is satis"ed by e n/|X | otherwise (1) where |X | is the number of values in the X domain. The MF-value of a conjunctive rule conj is de"ned on the product of the MF value of its selectors, adjusted by the rule's weight in the training set:
where n(conj) is the number of examples in the training set that are covered by the conj rule, and N is the total number of examples in the training set. The MF of a class c i is the probabilistic sum of all the conjunctive rules for the class. In the case of two rules, conj 1 and conj 2 , it is given by the following formula:
If there are more than two rules for the class, we use the above formula recursively.
The Measure of Fit method interprets the MF value as the closeness of the example to the class, and chooses the class c i which maximizes MF (c i , e) as e's classi"cation.
Multiple match
Multiple match is caused by over-generalization of the training examples at induction time. All rule induction algorithms implement generalization and specialization, explicitly or implicitly. We try to generalize the positive examples as far as we can until we cover negative examples. Once negative examples are covered, we need to specialize the concept description to exclude them. However, since the training set is generally incomplete, we need to carry out generalization and specialization under the closed world assumption. A missing example, say (X 1 = a, X 2 = 1), can be assumed to belong to a concept c when we have found no existing negative examples of the concept that take the value a on X 1 . This can also be assumed to be a negative example at the same induction process if we "nd that all the negative examples and no positive examples in the training set have the property of X 2 = 1. The example in this case could well be covered by the descriptions of both the concept and another concept (which might be`not c'), and therefore a multiple match happens in the subsequent deduction when the example appears in the test set.
Multiple-match resolution needs to provide some measurements or criteria to judge which class is closer or more reliable to the test example in question.
• First hit
The simplest way to solve the multiple-match issue is to use the "rst rule which classi"es the example to determine the example's classi"cation. If the rules from induction have been sorted and ordered according to their reliability or their class reliability (e.g. putting rules related to the largest class before others), this simple method can be expected to produce reasonable results.
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The advantage of this method is that it is straightforward and ef"cient in execution time. However, the price for the ef"ciency at deduction time is that the rules from induction need to be sorted.
• Largest class
The largest-class method to solve multiple-match examples has the same rationale as when it is applied to the no match case. It counts the coverage of those classes in the training set which are applicable to the test example in question, and then selects the largest one.
This method can sometimes produce good results, but since it does not use any information about the structure of the problem domain, it is not always reliable.
• Largest rule Instead of using the coverage of the rules for a class, we can use the coverage of each conjunctive rule. However, the analysis with the largest-class method also applies to this method.
• Estimate of probability The Estimate of Probability [4] for handling the multiplematch case assigns an EP value to every class by examing the size of the satis"ed conjunctive rules.
The EP value for a conjunctive rule conj that is satis"ed by an example e is de"ned as
where n(conj) is the weight of conj and N is the number of examples in the training set. The EP value of a class c i is de"ned as the probabilistic sum of all the conjunctive rules for the class. In the case of two rules, conj 1 and conj 2 , it is given by the following formula:
The Estimate of Probability method chooses the class with the highest EP value to classify the example.
In Section 5, the largest-class method for both no-match and multiple-match cases, and a combination of the Estimate of Probability (for multiple match) with fuzzy techniques described in Section 4, called hybrid, will be used in the experiments. IN HCV (VERSION 2.0) 
FUZZY MATCHING
The HCV (Version 2.0) software
The HCV algorithm [10] is an attribute-based induction algorithm based on the newly developed extension matrix approach originating with Hong's AE1 [11] . By dividing the positive examples (PE) of a speci"c concept in a given example set into intersecting groups, and adopting a set of strategies to "nd a heuristic conjunctive rule in each group which covers all the group's positive examples and none of the negative examples (NE), HCV can "nd a rule in the form of variable-valued logic [12] for the concept in low-order polynomial time. If there exists at least one conjunctive rule in a given training example set for PE against NE, the rule produced by HCV must be a conjunctive one.
The HCV (Version 2.0) software is a C++ implementation of the HCV algorithm. In this implementation, HCV can work with noisy and real-valued domains as well as nominal and noise-free databases. It also provides a set of deduction facilities for the user to test the accuracy of the produced rules on test examples. The detailed description of the software is included in [1] . Below we outline the fuzzy matching techniques designed for dealing with real-valued attributes at deduction time.
Fuzzy interpretation of induction results
Rather than taking the cut points set up by a discretization method as sharp borders, each interval is associated with a speci"c membership function using fuzzy methods. The membership function measures the degree of a value belonging to the interval. In fact, sharp intervals can be treated as a special case of fuzzy borders: the membership function for an interval with sharp borders takes value 1 iff the value is inside the interval and 0 otherwise, and one value can belong to one interval only. Figure 1 shows the difference between sharp borders and fuzzy ones.
In HCV (Version 2.0), s is a user-speci"ed parameter with default value 0.1, which indicates the length that an interval should be extended at each end. If the parameter is 0.1, the interval in Figure 1 spreads out into adjacent intervals for 20% of its original length.
There are three different functions which can be used to fuzzify the borders. In the following account of these functions, s is the spread parameter as described above, x left and x right are the left and right sharp borders respectively (determined by an information-gain based discretization method [13] , and l = x right − x left is the original length of the interval.
The linear function (see Figure 2 ) is speci"ed by the following expressions.
With the polynomial membership function (see Figure 3) , the fuzzy borders are de"ned by a third-degree polynomial. and side ∈ {left, right} and x side is the sharp border on each side.
The third membership function (see Figure 4) is the arctan function. The spread of the interval is used to indicate the #atness or linearity of the curve, and the fuzzy membership of an interval takes the minimum of the membership from the left and the one from the right. The function used to calculate the membership is:
The match of an example taking value x on a speci"c attribute domain with an interval is de"ned as the value of the membership function of the interval calculated for x.
With all of the three fuzzy membership functions, two methods for calculating the match degree of a value x with a selector or conjunction have been implemented. The "rst takes the maximum membership degree of the value in all of the intervals involved in the selector. The drawback of this method is that if two adjacent intervals belong to the same selector, a value close to the border between the two intervals will get a very low membership value in both, leading to a low overall membership degree even if it is well covered by the selector. In an attempt to remedy this, the other method adds with fuzzy plus 1 all the fuzzy membership degrees within one selector.
HYBRID INTERPRETATION
Extensive experiments have been carried out with the above fuzzy methods on a large set of databases from the University of California at Irvine Repository of Machine 1 Fuzzy plus ⊕ is de"ned as follows:
Learning Databases. However, the results were much less encouraging than what we expected when we were trying to justify that fuzzy borders are generally more reliable than sharp borders with numerical domains.
We have analysed the results with fuzzy methods and those with sharp borders, and found that the accuracy of the single matches is in general much better than no matches and multiple matches with all methods. With the multiple-match case, the Estimate of Probability [4] with the Laplacian Law of Succession 2 [14] outperforms other 2 In formula (3) of the original Estimate of Probability method, probability estimation is based on the frequency method. Given that an event has occurred n times out of N attempts, the frequency method for estimating the probability of e, p(e), is to use its relative frequency, n/N . With the Laplacian Law of Succession [14] , the following formula is used to estimate the probability of an event e under the same assumption as the frequency method methods including fuzzy matching. These observations motivated the development of a hybrid interpretation in HCV (Version 2.0) with fuzzy matching and the Estimate of Probability. The hybrid method works as follows. In the singlematch case, we do not provide any probability analysis or fuzzy borders. In the multiple-match case, the Estimate of Probability method with sharp borders is used to "nd the best class for the example in question. Only in the no-match case, fuzzy borders are set up (with the polynomial membership
where n and N have the same meanings as in the frequency method.
function as default) in order to "nd a rule which is closest (with the maximum membership degree) to the example in question.
The hybrid method has been chosen as the default method for deduction in HCV (Version 2.0). However, the user can overrule it by specifying other methods (such as the combination of the Measure of Fit and the Estimate of Probability).
EXPERIMENTAL RESULTS
The data
The databases used in our experiments are outlined in Table  1 . They were all copied from the University of California at X. WU Irvine machine-learning database repository [15] .
These databases have been selected because each of them consists of two standard components when created or collected by the original providers: a training set and a test set. The standard deviation has been given in some by the original database providers. The databases have been used as is'. Example ordering has not been changed, neither have examples been moved between the sets. For each database, induction was performed on the training set, and the accuracies listed in Table 2 are from the test set.
Test conditions
Throughout the experiments, all default parameters, except the deduction strategy in HCV (Version 2.0), were adopted for C4.5 [3] , NewID [16] and HCV (Version 2.0) as recommended by the respective authors, for all databases. The default parameters for each algorithm are very complicated, as they include parameters for data preprocessing, induction, post-processing (or post-pruning) of induction, and deduction of induction results. In HCV (Version 2.0), for example, there are tens of parameters. The reader is referred to the corresponding references for details of these default parameters. The results shown for C4.5 and NewID are the pruned ones which are generally better than the unpruned ones in our experiments.
Obviously "ne tuning different parameters in HCV (Version 2.0) would have achieved higher accuracy rates. This, however, would have been at the expense of a loss in generality and applicability of the conclusions.
Although C4.5, NewID and HCV (Version 2.0) are all heuristic (e.g. when the order of attributes changes the induction results could be different), each of them has its own deterministic strategies at non-deterministic choice points, so multiple runs of the same program on the same database always produce the same results. Therefore, crossvalidation is not needed in our experiments. Table 2 shows accuracy results by HCV (Version 2.0) with different deduction techniques on the test sets of 17 different data sets, all of which contain noise and continuous attributes. HCV (hybrid) in Table 2 indicates the hybrid interpretation approach designed in Section 4. HCV (large) refers to the largest-class method mentioned in Section 2 for both no-match and multiple-match cases. HCV (fuzzy) refers to the fuzzy matching techniques and default parameters designed in Subsection 3.2, with the polynomial membership function as default. In addition to HCV (Version 2.0) with these different deduction strategies, we have also chosen C4.5 [3] and NewID [16] from the ID3 [17] like algorithms to compete with HCV (Version 2.0) in this section. Both C4.5 and NewID have provided facilities to deal with real-valued and nominal attributes. C4.5 is the most recent successor of ID3-like algorithms. NewID does binarization of decision trees, which means each non-leaf node has at most two child nodes.
Accuracy results
The best result for each problem is highlighted with bold type font in Table 2 . Of the 17 different problems, C4.5 has the best results for 7, NewID for 3 and HCV (hybrid) gets the best results for 9. The sum is greater than 17 because sometimes different algorithms get the same results for some problems.
From Table 2 , the fuzzy matching techniques generally perform better than the simple largest-class method. However, the performance of HCV (Version 2.0) signi"cantly improves when fuzzy matching is combined with probability estimation. For example, HCV (fuzzy) performs worse than C4.5 on 11 example sets and better on only 4, whereas HCV (hybrid) performs worse than C4.5 on only 7 example sets but better on 9.
CONCLUSIONS
As mentioned in Section 4, fuzzy methods, although their results are signi"cant when combined with other deduction methods, do not contribute as much as one would expect to the accuracy of deduction on their own. This is likely because all the experiments have not been speci"cally conducted with domain-dependent information. Fuzziness is strongly domain dependent. The HCV (Version 2.0) software has provided a way for the user to specify their own intervals and select their own fuzzy functions. This is an important direction to take if we would like to achieve signi"cant results with speci"c domains.
This paper has introduced the fuzzy matching techniques implemented in the HCV (Version 2.0) software, and a hybrid interpretation mechanism which combines fuzzy matching with probability estimation. Experimental results of the HCV (Version 2.0) software with different interpretation techniques have shown that the hybrid interpretation can achieve much better results in terms of predictive accuracy than fuzzy matching alone.
