Abstract Osteoporotic fractures are a major concern for the health care of elderly and female populations. Early diagnosis of patients with a high risk of osteoporotic fractures can be enhanced by introducing second-order statistical analysis of bone image data using techniques such as variogram analysis. Such analysis is computationally intensive thereby creating an impediment for introduction into imaging machines found in common clinical settings. This paper investigates the fast implementation of the semivariogram algorithm, which has been proven to be effective in modeling bone strength, and should be of interest to readers in the areas of computer-aided diagnosis and quantitative image analysis. The semivariogram is a statistical measure of the spatial distribution of data, and is based on Markov random fields. Semivariogram analysis is a computationally intensive algorithm that has typically seen applications in the geosciences and remote sensing areas. Recently, applications in the area of medical imaging have been investigated, resulting in the need for efficient real-time implementation of the algorithm. A semivariance, c(h), is defined as the half of the expected squared differences of pixel values between any two data locations with a lag distance of h. Due to the need to examine each pair of pixels in the image or sub-image being processed, the base algorithm complexity for an image window with n pixels is O(n 2 ). Field-programmable gate arrays (FPGAs) are an attractive solution for such demanding applications due to their parallel processing capability. FPGAs also tend to operate at relatively modest clock rates measured in a few hundreds of megahertz. This paper presents a technique for the fast computation of the semivariogram using two custom FPGA architectures. A modular architecture approach is chosen to allow for replication of processing units. This allows for high throughput due to concurrent processing of pixel pairs. The current implementation is focused on isotropic semivariogram computations only. The algorithm is benchmarked using VHDL on a Xilinx XUPV5-LX110T development Kit, which utilizes the Virtex5 FPGA. Medical image data from DXA scans are utilized for the experiments. Implementation results show that a significant advantage in computational speed is attained by the architectures with respect to implementation on a personal computer with an Intel i7 multi-core processor.
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Introduction
Osteoporosis is a skeletal disease in which loss of bone mass and deterioration of bone microarchitecture cause a reduction in bone stiffness and strength, thus resulting in an increased risk of fragility fractures. Spine fractures are the most common type of osteoporotic fractures and these are a major concern for health care of elderly population. Therefore, early diagnosis of patients with high risk of osteoporotic fractures is essential. Dual energy X-ray absorptiometry (DXA) is currently the clinical tool of first choice for measuring bone mineral density (BMD) and for making clinical decisions of osteoporosis patients. Bone mineral density (BMD) assessed by DXA, is not sufficient to account for all spectrums of fracture risks. Current techniques for quantifying the inhomogeneity consist of descriptive statics such as mean, standard deviation and coefficient of variation. However, these parameters do not describe the spatial variation of bone properties.
Texture is an important pre-attentive cue in human and machine vision and is defined as the characteristic spatial arrangements of features which can distinguish one image from other images. Early attempts at using textural features for image classification were based on second-order statistics derived from images [1] . There are two types of textures based on spatial frequency, namely, fine and coarse. Fine textures have high spatial frequencies or a high number of edges per unit area. Coarse textures have low spatial frequencies or a small number of edges per unit area. Several probability models for textures have gained wide acceptance, because of their modeling power and expressiveness [2] . These models pose the problem of texture analysis in a statistical setting, which allows a wide range of well-established theories and methodologies in mathematical statistics to be introduced into texture modeling [3] . In particular, Markov random fields (MRFs) describe a texture in terms of spatial geometry and quantitative strengths of inter-pixel statistical dependency [4] . The semivariogram is a method that can be applied to two dimensional plain-projection images and is based on Markov random fields (MRF) [5] . Texture analysis can also be utilized to investigate bone microarchitecture, and recently, applications in the area of medical imaging have been investigated [6] . In this paper, we reported on novel statistical methods for the estimation of bone quality to predict the risk of fracture. This is significant because current methods such as DXA scans do not provide such a measure, and other modalities are impractical due to cost and access considerations.
Semivariogram analysis is a computationally intensive statistical algorithm that has typically seen applications in the geosciences and remote sensing areas [7, 8] . It can be used as a descriptor of second-order statistics within the image and hence provide a quantitative measure of texture. Stochastic parameters such as correlation length/range, nugget and sill calculated from the semivariogram plot can be used to represent spatial variations in bone images [9] . In this study, a novel stochastic method is proposed to describe the spatial variation of bone properties by quantifying the map of BMD derived from 2D images. For example, the correlation length describes the degree of smoothness or roughness in the map. A relatively larger correlation length implies a smooth variation or a weak bone, whereas a smaller correlation length corresponds to acute changes over the spatial domain or a stronger bone. However, the algorithm is computationally intensive resulting in the need for efficient real-time implementation for user adoption. Once the fast computation of the intensive second-order statistical texture measures is achieved, it can be introduced into DXA machines. This will provide major advantages since it would be cost effective as most hospitals already have DXA machines and there would be no need for purchasing new equipment. Further, it would be convenient for patients and doctors because of the ready availability of this equipment.
In many hardware implementations, it is desirable to optimize performance in terms of speed, area and power dissipation. Reconfigurable platforms such as field-programmable gate arrays (FPGAs) have been investigated for implementing many image processing algorithms [10] . An FPGA consists of an array of reconfigurable logic cells and advances in technology, and development tools have made it possible to implement complex algorithms on FPGAs [11] . Because FPGA designs can be optimized for a given application, they often have superior performance in terms of speed and power dissipation over generic integrated circuit designs and microprocessor-based implementations. FPGA systems have been demonstrated to have higher throughput compared with DSP and general-purpose microprocessor-based system designs [12] . For this reason, FPGAs are increasingly being used in areas formerly dominated by application specific integrated circuits (ASICs), such as embedded system design and digital image processing applications. In this paper, the potential for using FPGAs to implement the semivariogram is explored.
A field-programmable gate array (FPGA) is a reconfigurable device with the ability of being reprogrammed to satisfy particular requirements [13] . The FPGA board used for this implementation is the Xilinx XUPV5-LX110T Development Kit, which utilizes the Virtex 5 FPGA. Some preliminary results for semivariogram algorithm implementation on the above FPGA target were published limited to smaller image sizes [14] . This paper extends the published architecture to handle larger image sizes and provides some insight into the scalability of the approach. The image size was increased until all resources on the board were consumed. Resource utilization and speedup results are presented for all the architectures, and details of the sub-module implementations are also provided.
Previous work
This section provides a review of the literature related to computational speedup of the semivariogram. The literature survey reveals only one proposed theoretical architecture for the fast implementation of semivariogram computations on an FPGA, but no implementation that have been realized in hardware.
Wielgosz et al. [15] have proposed a theoretical FPGA architecture for variogram computation as a part of an overall scheme for Kriging image interpolation. The variogram computation component consists of a set of BRAMs or distributed memory blocks that are loaded with the image data, an approach that can lead to large memory consumption. Image pixel data are extracted in pairs and presented to a number of identical processing streams that consist of adders and multipliers for distance and difference computations. Each processing stream is theoretically estimated to have a latency of 10 clock cycles not counting the other stages. A set of multiplexers then sorts the values into accumulator bins for further processing. The architecture is not optimal in terms of processing stream utilization due to uneven distribution of the number of pixel pairs for a particular fixed lag distance. Load balancing of the pipelines is suggested as a solution for this problem, including a theoretical solution that involves time-multiplexing the data streams. Data throughput is shown to decrease rapidly as a function of image size and computation time decreases exponentially with a large number of processing streams. Assuming that a sufficient number of processing streams are available, the processing time for the raw data computation is theoretically shown to be 0.1 ls, assuming the FPGA is clocked at 100 MHz, for any image size for only the variogram computation part. This projected time does not count the preliminary data presentation stage and post-processing stage, and the computation of variogram matrix is assumed to be made offline and uploaded to the FPGA.
Marcotte proposed fast computation of variograms based on the fast Fourier transform (FFT) algorithm as opposed to the spatial domain [7] . The algorithm in implemented in MATLAB to compute direct, cross and pseudo-cross variograms and is flexible enough to account for any missing data in the matrix. The FFT approach is shown to faster by roughly an order of magnitude especially for larger image sizes of 256 9 256 pixels. The computation is performed at lower cost by shifting the data matrix, and the data pairs are formed by overlapping the original matrix and shifted matrix. The approach is particularly effective especially when repetitive variogram computations are required. The implementation on FPGA is worth considering in the future, but would require floating point arithmetic capability.
In the absence of other significant literature on the topic, it is worth examining other statistical approaches such as the GLCM that also involve comprehensive pixel pair data extraction and some of which have been implemented utilizing FPGAs. Most work appears to focus on the fast computation of gray level co-occurrence matrices (GLCM). The GLCM is computed using the frequency of occurrence of pixel pair values in the image. Roumi proposed an FPGA-based architecture for parallel computation of co-occurrence matrices [16] . The implemented architecture is limited to four directions and four distances and symmetrical matrix computations, in view of the computational time required. The architecture calculates GLCMs in parallel using dual-port input block RAMs (BRAM) for the pixel data mapped to BRAMs for each cooccurrence matrix. The feature calculation operation has two steps. In the first step, mean, contrast, entropy and dissimilarity are calculated by four different processing elements (PEs). Processing elements contain multipliers and adders that execute in parallel. Furthermore, for increasing the computation speed, RAM is used for the calculation of the log function in the entropy measure. In the second step, the angular second moment, variance and correlation are calculated. The processing time for simultaneous computation of sixteen co-occurrence matrices for a 64 9 64 image with 128 gray levels is in the order of 100 ls on a Virtex 5 platform running at 207 MHz. A major disadvantage of the approach is that it is limited by the number and size of BRAM blocks available on the FPGA chip.
Iakovidis et al. [17] implemented a FPGA architecture for fast parallel computation of co-occurrence matrices. The design utilizes an array of co-occurrence matrix computational units that also accumulate the results. As mentioned earlier, symmetric co-occurrence matrices are considered for practical purposes, and the distribution between opposite directions is ignored. The design choices considered were FPGA Block RAM arrays, standard sparse array structures that are tore pairs of indices and values, and set-associative sparse arrays. BRAM arrays were not used since they lead to a larger area utilization, and standard sparse arrays were not used as they result in a low throughput, as the cycles needed to traverse the indices of the array are proportional to its length. Set-associative arrays were used as a flexible alternative with low design complexity. Each computational unit consists of an n-way set-associative array and n comparators, a priority encoder and an adder. Each set-associative array uniquely maps an input pair of gray level intensities into an address of the data array which are implemented using BRAMs, each of which can hold the co-occurrence matrix elements. The architecture was implemented on a Xilinx Virtex2-XC2V6000-6 operating at 83 MHz with an implementation time of 200 ls for a 64 9 64 image with 32 gray levels.
Haralick [18] texture feature extraction algorithms can be implemented in two parts: computing the co-occurrence matrices followed by calculation of texture features using them. Akoushideh et al. [19] proposed a parallel FPGA architecture for this purpose. In the proposed architecture, first, the co-occurrence matrices are computed then thirteen texture features are calculated in parallel. The architecture was implemented on a Virtex 5 fx130T-3 FPGA device operating at 250 MHz with an implementation time of 48 ls for a 64 9 64 image with 256 gray levels to compute only the GLCM matrices.
Girisha et al. [20] presented an FPGA architecture for gray level co-occurrence matrix (GLCM) using Verilog. The GLCM is computed for four different angles 0°, 45°, 90°and 135°for a given intensity of an image using finite state machines. The method has been extended for texture feature extraction from video frames for 8 9 8 sub-images with eight gray levels [21] .
In summary, there are a number of approaches that have been implemented to compute second-order statistics from images, but they are mostly limited to GLCMs due to their popularity. Only one of the approaches directly addresses semivariogram computation for Kriging applications with a suggested theoretical architecture. In this paper, some ideas from this approach have been utilized to realize a working architecture on a FPGA platform and are described in detail.
The semivariogram algorithm
This section provides an overview of semivariogram based analysis. The semivariogram displays the average change of a property and relation between a pair of pixels with changing lag (the distance between a pair of pixels). The semivariance typically increases with lag distance and converges to the sum of the nugget variance and the sill variance when the separation distance (h) approaches infinity. The variogram describes the spatial dependence of data and gives the range of spatial correlation, within which the values are correlated with each other, and beyond which they become independent.
The physical distance between the two locations ðx i ; x i þ hÞ in an image is known as the lag distance or lag and is denoted as h. The semivariogram, denoted as cðhÞ, displays the average change of a property with changing lags, and characteristics are specific to the application domain under consideration. The experimental variogram is calculated by averaging one half the differences squared of the pixel values z(x i ) over all pairs of observations with the specified lag distance and orientation. The relation between a pair of pixels that are lag distance h apart can be given by the average variance of the difference between all such pairs and is expressed as follows:
where m is the total number of pixel pairs used in the computation of the sum. The value of m is governed by the geometrical properties of the region of interest in the image used for the statistical analysis and the value of h. Given the same region, larger values of h will result in lower values of m since the dipole connecting the pixels in the pair may not lie within the region of interest for certain pixels.
There are few constraints for a semivariogram model to be able to represent typical measured data. These include:
a. a monotonic increase with increasing lag distance from the ordinate b. an asymptotic maximum or ''sill'' c. a positive intercept on the ordinate or ''nugget'' d. periodic fluctuation or a ''hole'' and anisotropy. Figure 1 shows the plot of experimental semivariogram with the stochastic parameters marked. Range, sill and nugget variance are the stochastic parameters of the semivariogram. The distance where the model first flattens out is known as the range or correlation length. Sample locations separated by distances closer than the range are spatially auto-correlated. It also describes the degree of smoothness or roughness in an image. A relatively large correlation length implies a smooth variation, whereas a small correlation length corresponded to rapid variations of the BMD over the spatial domain.
The semivariogram plots obtained from real image data usually differ slightly from the theoretical typical plot shown at the top of the figure. Curve fitting is usually attempted using several types of models based on imaging domain, and the exponential and hole-effect models are popular. The value that the semivariogram model attains at the range (the value on the y-axis) is called the sill. It can be used to refer to the ''amplitude'' of certain component of the semivariogram. The sill of the variogram represents the variance of the BMD map.
According to theory, the semivariogram value at the zero separation distance (lag = 0) should be zero. However, at an infinitesimally small separation distance, the semivariogram often exhibits a nugget effect, which is some value [0. The nugget represents variability at distances smaller than the typical sample spacing. Variation at microscales smaller than the sampling distances will appear as part of the nugget effect. It represents the sum of noise in a image and measurement errors of calculations. Figure 2 shows DXA images for hip and spine from patients. The images are obtained using a Hologic QDR Discovery Dual energy X-ray absorptiometry machine shown, operating in a fan beam mode [22] . Typical spatial resolution per pixel for DXA images is in the 1-10 mm range, while the typical resolution for microCT images is in the 50-300 lm range [23] . The data for the experiments were sub-images cropped from the hip image. For algorithmic implementation purposes however, the actual image data used does not matter as long as the results are verified with respect to a baseline algorithm. A semivariogram value can be calculated for a lag distance and angle combination in the image under consideration. As long as the displacement vector formed by the lag distance and angle fits within the image window, with the pixel pairs forming a dipole at the ends of the vector, a semivariogram value can be computed. If the angle is fixed and the semivariogram is plotted for different possible distances, then it provides some directional information. Such a semivariogram is considered to be directional or anisotropic. More commonly, the variogram values are computed for each distance value by averaging the values obtained for different angles from 0°to 360°for the same distance value. Such a variogram is considered to be isotropic in nature and is used for bone image analysis.
For practical considerations from a real-time algorithmic point-of-view, it is easier to have a single algorithm consider all possible pixel pairs within a window. Each difference value will have a distance value associated with it equal to the Euclidian distance between the pixels (lag distance). Based on the lag distance information, the difference value can then be assigned for computation of a particular variogram for that lag distance. In practice, this can be implemented as an accumulator to achieve the summation of Eq. (1) . A count of the number of pixel pairs for each lag distance corresponding to m in the equation would have to be maintained and would vary based on the lag distance. This implementation of the isotropic algorithm has the advantage of going through the pixel pair data only once to compute the entire graph. The computational complexity is still O(n 2 ) where n is the number of pixels in the image region, but multiple passes through the image for each lag distance are avoided, and parallel implementation is now possible. Table 1 shows the computational complexity of the semivariogram algorithm for the isotropic computation case. The computation of the semivariogram value for a particular distance and angle is non-isotropic. The algorithm implemented in this paper calculates values for each distance value by averaging the values for the angles and hence referred to as isotropic in nature. From a practical perspective, each pixel pair has a distance and angle vector separating them and within an image there will exists only ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
possible integer values of lag dis-
tance. An accumulator bin is created for each integer lag distance value. The semivariogram value for each pixel pair is accumulated into the lag distance bin that is closest to the distance between the pixels in the pair under consideration. Consequently, values for all possible angles corresponding to a particular lag distance are accumulated and averaged by the isotropic algorithm. Thus, for P = M 9 N pixels in the image, there are PðP À 1Þ=2 unique pixel pairs. Calculation of the variogram value includes the computation of the coordinate distances and gray level differences between all the pixel pairs, and summation of the squares of differences. Each Euclidian distance calculation has 3 9 (P(P -1)/2) additions and 3 9 (P(P -1)/2) multiplications (squares and square roots are counted as one multiply operation). The calculation of the differences between the pixel values in each pair involves P(P -1)/2 subtractions and PðP À 1Þ=2 multiplications. Calculation of the final variogram involves P(P -1)/2 additions. Hence, the variogram value can be computed with 5 9 (P(P -1)/2) sums and 2 9 P(P -1) multiplications each. The maximum value of the lag distance h can be computed to be ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
. The computational complexity of the variogram calculation can be shown to be OðP 2 Þ, where P = M 9 N is the number of pixels in the image region.
For example, for 
FPGA implementation
This section describes the architectures that were designed for the fast computation of semivariograms on the FPGA. Two architectures were designed and implemented in succession on the FPGA. Architecture version 1 (non- Distance coordinate additions/subtractions
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Total number of multiplications 2 Â P P À 1 ð Þ pipelined) was initially implemented and tested. Architecture version 2 (pipelined) was subsequently introduced to improve upon the performance of the former. Both architectures were programmed in VHDL and consist of four distinct modules with each module performing different tasks as described below: Image data loading is one of the challenging tasks for any architecture with comprehensive pixel-based computations.
One of the major bottlenecks is that data have to be presented to the modules in pairs. Popular approaches like the crossbar switch and ring buffers can be used to load the data into the processing modules. The crossbar switch has a matrix with M 9 N cross-points or places where the ''bars'' cross [24] . At each cross-point is a switch, which when closed, connects one of M inputs to one of N outputs. It has the disadvantage of large implementation size due to the number of connections. A ring buffer is a data structure that uses a single and fixed buffer connected end-to-end [25] . Ring buffers can be used to present the serialized data in a tight sequence to the modules. The linear ring buffer faces a disadvantage due to large memory size and access time. Thus, the architecture has been implemented with single array image buffers with the help of counters to load the data into all the sub-modules. Image data is preloaded into the buffers to allow for testing access by an algorithm on hardware. The counter module for the first architecture is shown in Fig. 3 .
Architecture version 1 (not pipelined)
The block diagram and description of the basic architecture is shown in Fig. 4 . Initially the image pixel values are loaded into the image buffers as data vectors. If the image is of size N 9 N then the pixel vector is of size N 2 (for the experiments N = 10 and 20 have been used). Then, the counters for the two image buffers start incrementing when the data enable is high, similar to nested ''for loops'', and the image data are loaded into the difference module. Counter 1 starts from 1 and increments every time the second counter counts up to the index N 2 of the last pixel in the data vector and rolls back over to 1. Registers are used to store the pixel values and the two multiplexers present these values to the sub-modules in sequence. The first multiplexer presents pixel data to output buffer 1 and the second one multiplexes pixel data registers into output buffer 2, based on the current values of input buffer counter 1 and input buffer counter 2, respectively. The difference module computes the absolute difference between two pixel values. The corresponding counter values are loaded into the distance module concurrently. The distance module calculates the Euclidean distance between the two corresponding pixel values. The distance and difference data is then accumulated in the sorting module which sorts the differences indexed by the lag distances and calculates the number of pixel pairs for each distance. These sorted values are passed to the final module which computes the semivariogram value for different lag distances. The final module is the output multiplexer that displays the output values one at a time.
Architecture version 2 (pipelined)
Since the pixel data loading process can be time-consuming, the second architecture addresses this process in a brute force fashion. Figure 5 shows the counter module for the second architecture. Figure 6 shows the block diagram for the architecture version 2 which is pipelined heavily to improve performance. This architecture has the distance and difference modules replicated multiple times (99 times for 100 pixel values and 399 times for the 400 pixels). The pixel values and location index data are replicated directly in each sub-module. Each of the replicated distance submodules computes the Euclidean distances and each difference sub-module computes the absolute difference between pixel pairs. The image buffer for the pipelined architecture has just one multiplexer which presents the data to the difference sub-modules sequentially. The replication of the data takes place simultaneously whenever the image buffer 2 and the counter 2 data are loaded in the corresponding sub-modules. For example, in the first difference sub-module replication of image buffer values takes place during loading of the pixel 1 value from the second image buffer. Figures 7 and 8 show the block diagram of image buffers for the two architectures. The distance and difference sub-modules perform calculations for one fixed pixel with reference to all the other loaded pixel values. For example, the first distance and the difference modules calculate distances and differences between pixel 1 and pixels 1 to N 2 , the second distance and the difference modules calculate distances and differences between pixel 2 and pixels 2 to N 2 and so on. The first distance and the difference modules start computations as soon as the pixel values are replicated and pixel 1 is presented to it, and the second sub-modules does the same without waiting for the first module to complete.
The sorting module has the same functionality as the first architecture version, with the exception that it has 33 replicated sub-modules for the 10 9 10 image version and A detailed description of each block is provided in the following sections.
Distance module
The distance module calculates the Euclidian distance between two pixels in a pixel pair. The pixel index values or positions in the image vector are stored in the internal registers of the distance module. Based on image dimension information, and depending on the counter values, the corresponding x and y position for the calculation of the distance is determined in the position 1 and position 2 decoder modules internal to the distance module or sub-module. The distance between pixels in the pair can then be computed using the simple Euclidian equation. The coordinate values are stored in internal registers for data stability. These values are fetched and the values are multiplied, and then added to get the square of the distance. The final step is to calculate the square root of the obtained value using the square root sub-module. The designed submodule selects square root of the input value depending on the logic designed in the module whenever it detects the input signal.
Figures 9 and 10 illustrate the distance module for architecture 1 and 2, respectively. In the architecture version 2, the distance module is replicated 99 times for the 10 9 10 image and 399 times for the 20 9 20 image, with each module performing the identical function of parallel calculation of distance data. Each value of the counter 2 is loaded into its particular modules, whereas the first counter values are directly replicated in all the modules. When the counter 2 increments, the first distance module calculates the distance between the first pixel value and all pixels till the last one N 2 . In the meantime, the second distance module starts calculating the distance from pixel 2 to pixels 2, …, N 2 . Hence, all the sub-modules calculate the distance between the two pixels in a parallel fashion by performing calculations at the same time in the corresponding modules. As soon as the modules complete the calculations, they send the distance values to the sorting module without waiting for all the calculations to be completed. The module is designed such that duplicated pixel values pairs are skipped to reduce computational time.
Difference module
The difference module handles computation of the absolute difference between two pixel gray levels. In architecture 1, the pixel value from image buffer multiplexer 1 is stored in the pixel 1 register in the difference module when the enable signal is high. The difference is calculated between this value and the remaining pixel values loaded by the image buffer multiplexer 2 into the pixel 2 register. Once the two internal registers are stacked with the image pixel values, the module then checks if pixel 2 is higher than pixel 1. If it is higher, pixel 1 is subtracted from pixel 2, while if it is lower, pixel 2 is subtracted from pixel 1.
Figures 11 and 12 illustrate the difference module for architecture 1 and 2, respectively. In the architecture version 2, 99 modules for the 10 9 10 image and 399 modules for the 20 9 20 image are replicated. Each pixel value of the image buffer is loaded into its particular module, whereas the first image buffer is directly replicated in all the modules. The first module calculates the difference between the first pixel value and the values of all pixels up to the last one N 2 . At the same time, module 2 calculates differences of values for pixels 2 to N 2 once it gets the second pixel value from the image buffer multiplexer, and so on. All the modules hence start calculating differences in a parallel fashion. Although the previous modules are calculating differences between the pixel pairs, the pixel 2 values are loaded and the corresponding sub-modules start calculating the differences. As soon as the single pixel difference value has been computed in the sub-modules, it is sent as the input to the sorting module without waiting for all the calculations to be completed. Similar to the distance module, the pixel values with duplicated computations are skipped to reduce computational time.
Sorting module
After calculating the lag distances and the differences between the pixel pairs, the outputs from both modules are connected to the sorting module. This module sorts the difference values by keying off the lag distances to compute the summation of the square of differences for each lag distance. The range starts from 1 to the maximum distance between the pixel pairs. The sorting module also calculates the number of pixel pairs for each distance. Figures 13 and 14 illustrate the sorting module for architecture 1 and 2, respectively.
The internal registers which act as accumulators, check the input distance values whenever the first counter value changes. If the distance is 1, then the first register m1 is incremented, if it is 2, second register m2 is incremented and so on. The registers calculating the sum add the square of the input difference value to the current register value using the distance values as an offset. If the lag distance is 1, the square of the input difference gets added to accumulator 1, if it is 2, the value gets accumulated in the second accumulator, whenever the modules detect the signal from the data detection circuit. The counter register number corresponding to the offset is incremented, and the square of the input difference value is added to the corresponding sum register. These sorted values are passed to the final module which computes the semivariogram value for different lag distances. Implementation 2 performs the same sorting and summation processes to find total sum and number of pixel values for each lag distance. However, in this implementation, 33 sub-modules (for the 10 9 10 image) and 25 (for the 20 9 20 image) sorting sub-modules have been replicated. Each sub-module in the smaller image handles 3 distance and difference values. The sorting module handles the output from three distance sub-modules and output from three difference sub-modules. Similarly, 25 submodules in the 20 9 20 image handle 16 difference and distance values. So the 33 sub-modules have been designed to handle the 99 sub-modules from the distance and difference modules, whereas 25 sub-modules are designed to handle 399 values from distance and difference submodules. The output from these sub-modules is then used to find the total pixel values and sum values for each lag distance. The number of pixel values (m) and summation values acts as the input to the final module for calculation.
Variogram calculation module
The final stage is the same for both architectures. It calculates the semivariogram value for all the lag distances, using the division function. The number of pixels calculated in the sorting module and the square of the summation of difference of gray values is given as input to the variogram module. First, all the m data from the sorting module is multiplied by 2 by shifting bits to the left by one. The divider circuits for each input, from lag distance 1 to the maximum lag distance between pixel pairs are used to divide the sums with the number of pixel pairs for each lag distance. Each lag distance has a specified register where the corresponding semivariances are calculated. After the division process, the result is then rounded up or down to the nearest integer value. The output multiplexer is used to display results on the LED display one at a time on the Virtex 5 FPGA board. The semivariogram values obtained are in the binary format. Figure 15 illustrates the variogram calculation module.
Performance evaluation
This section evaluates the semivariogram implementation in terms of the speedup, hardware resources utilized, throughput and test results. Initially, a MATLAB program was used to implement the algorithm and find the baseline variogram values. The baseline values were utilized to ensure that the FPGA algorithms are operating correctly and to evaluate their accuracy. The algorithm was also implemented in C on a computer with Intel Core i7 CPU 920 @ 2.67 GHz 9 8 in order to obtain speed comparisons. The operating system was Ubuntu Linux running 14.04 LTS and the compiler used was gcc (Ubuntu 4.8.4-2ubuntu*14.04.1) 4.8.4 with -O3, the highest level of optimization available. Figure 16 shows a plot of the computational time required for different values of N. It can be seen that the implementation time increases exponentially with respect to N. The design was implemented on the FPGA board for a 10 9 10 image and a 20 9 20 image. It should be noted from the hardware resource utilization figures in Table 6 that the percentage of hardware consumed by the architecture increased to the point where a 25 9 25 implementation did not fit on the board. This is because for the architecture the size increases based on image size. This has been noted as an area of investigation for future refinement of the design. Both the architectures and the results obtained are presented and discussed in this section, to highlight the evolution of the design and the thought process involved. The first architecture was implemented without any pipelining or other enhancements, in order to benchmark the feasibility of implementation. The results show that the speed is measured to be 400 ls for calculating the semivariogram values using this preliminary architecture. Each counter combination to introduce pixel pairs to the combinational modules lasts for 4 clock cycles, because data inputs for differences and the distance module will be changed every 4 clock cycles. This clock period is used so that the large combinational logic circuits will have stable inputs to perform the calculations. Each clock cycle is 10 ns for 100 MHz, hence a counter increment takes 4 Â 10 ns ¼ 40 ns. There are two counters, each counting up to 100, when counter 1 is 1, counter 2 goes from 1 to 100, resulting in 100 9 100 counts. So approximately, the total time of computation is 40 ns Â 100 Â 100 ¼ 400; 000 ns or 400 ls. The results obtained are very close to these theoretical values. This architecture was a straight linear implementation of the sequential algorithm in software, and it is observed that the FPGA implementation is slower than the C code. This is not surprising since the FPGA can operate only at the maximum frequency of 100 MHz. Architecture version 2 is 100 times faster in speed than the first one due to pipelining. As discussed before, each count lasts for 4 clock cycles (40 ns), but there is only one counter counting from 1 to 100, as the buffer 1 data is directly connected to inputs from difference module for the parallel calculations. So approximately, the total time of computation is 100 Â 40 ns ¼ 4000 ns or 4 ls, but due to the small logic delay the computational time is 4.27 ls.
The results appear to match well with the theoretical pipelined architecture presented in the literature, especially since most of the time appears to be due to the pixel pair data presentation time and post-processing rather than for the multiple parallel processing streams implemented [15] . The number of processing streams in our implementation is limited by the FPGA resources available on the chip, since other parts of the system such as data presentation and post-processing were also realized. Table 2 shows the results for the FPGA implemented architecture. The FPGA board does not support unlimited increase in the number of modules in the initial stage. As a result, it is envisaged that for larger image sizes (N [ 10), the data are processed in sequence through the distance and difference modules, whereas the subsequent sorting and variogram modules are modified to handle the larger number of distances possible.
The FPGA implementation speeds for larger image sizes are projected based on the number of times (N 2 /100) sets of 100 pixel pairs can be processed through the system sequentially (N 2 /100) times, with each set consuming 4.27 ls. The time required for loading image pixel data is assumed to be minimal due to fast data transfer from image memory. The speedup obtained appears to be consistent as seen in Table 3 .
Implementation results for architecture version 2 for a 20 3 20 image
In an attempt to speed up the system even further, architecture version 2 for a 20 9 20 image was designed with 399 distance and 399 difference modules and 16 sorting modules for 400 pixel values. Due to the increase in the number of modules and complexity in the circuit (by a multiple of four times), the implementation time has increased 16 times. Sorting modules have to be reduced because of the increased resource utilization by the distance and difference sub-modules, which is also one of the reasons for the increase in the computational time. Here, each buffer count lasts for 16 clock cycles. As discussed, each clock cycle is 10 ns for 100 MHz, hence, a counter increment takes 16 Â 10 ns ¼ 160 ns. But there is only one counter counting from 1 to 400, as the sorting module is directly connected to inputs from the difference module for parallel calculation. The total time of computation is approximately 400 Â 160 ns ¼ 64; 000 ns or 64 ls. Due to the small logic delay, the actual computational time is measured to be 64.9 ls. Table 2 shows the computation times for the C implementation, architecture version 1 (non-pipelined) and architecture version 2 (pipelined) for a 10 9 10 image and 20 9 20 image. The head-to-head results indicate significant performance improvement using the pipelined FPGA version. Again, the FPGA board does not support unlimited increase in the number of modules in the initial stage. As a result, it is envisaged that for other image sizes (N = 10) the data is processed in sequence through the distance and difference modules, whereas the subsequent sorting and variogram modules are modified to handle the larger number of distances possible. The FPGA implementation speeds for larger image sizes are projected based on the number of times (N 2 /400) sets of 400 pixel pairs can be processed through the system sequentially (N 2 /400) times, with each set consuming 64.9 ls. The time required for loading image pixel data is assumed to be minimal due to fast data transfer from image memory. The speedup obtained appears to be consistent as seen in Table 3 . Table 3 gives the summary of speed up obtained in the FPGA hardware implementation when compared to the software. Figure 16 provides a plot of the computational times for different image sizes using C code and the FPGA. It can be observed that the projected FPGA implementation times and corresponding speedup values are consistent for both the architectures, with only a marginal speedup obtained by changing the number of modules in the FPGA 20 9 20 architecture.
The maximum Euclidian distance between pixels in a 10 9 10 image is 12.72 and for a 20 9 20 image is 26.43. Hence, there will be 13 output semivariogram values for the smaller image and for the bigger one there will be 26 output semivariogram values for the algorithm being tested, corresponding to each lag value of 'h'. Tables 4 and 5 compare the semivariogram values obtained from the baseline algorithm to the implementation results from the FPGA for the two image sizes.
A summary of the synthesis report, device requirement and utilization is shown in Table 6 . As indicated by a study of the architectures, a significant price in extra hardware is required to improve the speed using pipelining. This can be attributed to the replicated modules and data supply arrangements to these extra replicated modules in the pipelined architecture. The maximum frequency and power consumption are also shown in the table and indicate that both versions are utilizing the FPGA board at almost the maximum frequency allowed by the timing constraints for the designs. Pixel pair data presentation appears to be a significant factor in the speed of the algorithm.
Conclusions
Osteoporotic fractures are a major concern for the health care, especially for elderly and female populations and early diagnosis of patients with a high risk of osteoporotic fractures is desirable. It has been shown that such diagnosis can be enhanced by introducing second-order statistical analysis of bone image data using techniques such as variogram analysis. Such analysis is computationally intensive thereby creating an impediment for introduction into imaging Table 4 Verification of the semivariogram values computed for a 10 9 10 image machines found in common clinical settings. This paper investigates the fast implementation of the semivariogram algorithm, which has been proven to be effective in modeling bone strength, and should be of interest to readers in the areas of computer-aided diagnosis and quantitative image analysis. In this paper, custom FPGA architectures are implemented to reduce the computational time required.
Architecture version 1 (non-pipelined) and two embodiments of the architecture version 2 (pipelined) are implemented. The results show that the second FPGA implementation with the pipelined architecture can improve the computation times significantly, as compared to the software implementation. The architecture implements massive parallelism in the form of replicated distance, difference and sorting modules that are further pipelined. The architecture described in this paper can be utilized for small matrices, but scalability of the design to larger images just by replication of modules imposes a challenge due to FPGA resource limitations. This challenge can be overcome by dividing the image into parts and sequencing it though the design. The current design also rounds off data results to the nearest integer. Future work can involve increasing the efficiency of the pipelined architecture to handle larger image sizes and floating point numbers to provide precision up to two decimal values. These issues will be addressed in ongoing and future work on the project.
The ultimate goal is for user adoption by introduction into machines such as the DXA which are found commonly. One possible way is to provide the semivariogram based bone quality indicator module as an optional hardware add-on that can read image data from the machine and output diagnostic data to help the medical examiner. It can be envisaged that such a clinical setup would involve the medical personnel panning over the image or selecting sub-images of interest with the bone statistics being displayed in a real-time fashion to aid diagnosis and focus on areas of concern. This would be cost effective as most hospitals already have DXA machines, and there would be no need for purchasing new equipment. Further, it would be convenient for patients and doctors because of the economy of DXA scans compared to higher resolution modalities such as the microCT scan. It can also be extrapolated that the technique can be extended to other modalities to assist medical personnel in increasing their diagnostic efficacy.
