We investigate the spatial scales that are necessary to detect an externally forced signal in regional sea level within a selected fixed time period. Detection on a regional scale is challenging due to the increasing magnitude of unforced variability in dynamic sea level on progressingly smaller spatial scales. Using unforced control simulations with no evolving forcing we quantify the magnitude of regional internal variability depending on the degree of spatial averaging. We test various averaging techniques such as zonal averaging and averaging grid points within selected radii. By comparing the results from the control simulations with historical and 21st-century simulations, the procedure allows to estimate to what degree the data has to be averaged spatially in order to detect a forced signal within certain periods (e.g. periods with good observational coverage).
Introduction
Through anthropogenic emissions the radiative balance of the Earth system is significantly altered (Myhre et al 2013) . This so-called anthropogenic forcing results in an adjustment of the climate system expressed in changes of key variables such as the increase of global mean surface temperature and sea level. However, due to inherent natural climate variability, it is not straightforward to distinguish the forced anthropogenic signal from the background noise, let alone to quantify it. With respect to sea level, various detection and attribution studies have found an anthropogenically forced signal in global thermosteric sea surface height Amores 2014, Slangen et al 2014b) , in glacier mass contribution (Marzeion et al 2014b) as well as total global sea level rise (Dangendorf et al 2015 .
Detection on regional to local scales is complicated by the increased magnitude of internal variability that can easily offset a forced signal on smaller spatial scales (Marcos and Amores 2014) . Recent studies attempted to quantify local internal variability by using unforced control simulations of CMIP5 climate models (Meyssignac et al 2012 , Lyu et al 2014 , Richter and Marzeion 2014 or statistical models (Dangendorf et al 2015) . Those studies also assessed the time of emergence of an externally forced signal in steric and dynamic sea surface height in climate simulations. They found that, in regions of elevated internal variability such as the western tropical Pacific Ocean, it can take several decades for a forced signal to emerge Original content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence.
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from the background noise. Lyu et al (2014) also showed that the land ice contribution potentially reduces the time of emergence by several decades in selected regions. In addition, the emergence of an externally forced signal did not only depend on the location but also on the time periods considered.
Global coverage of sea level through satellite altimetry is available starting in 1992, i.e. for less than 25 years. Data coverage from upper ocean observations of temperature and salinity only starts to be reasonably sufficient to compute changes in ocean heat content and steric height changes on a regional scale after 1970 (Domingues et al 2008, e.g.) . Are these periods long enough for an externally forced signal to emerge from the noise of internal variability on a regional scale? According to Richter and Marzeion (2014) , starting from 1970 the regional emergence of a signal in steric and dynamic sea surface height will take more than 50 years in more than 87% of the worldwide ocean area. Thus, it will not be detected by now without accounting for internal variability.
To detect an externally forced signal in sea level on scales smaller than the global, regional averaging will be necessary to increase the signal to noise ratio. In this study we will investigate how spatial averaging reduces the noise and whether this will allow for an earlier detection compared to earlier studies where no spatial averaging was performed. By identifying, for each location, the averaging method that is necessary to detect an external signal during a selected time period, it can be assessed on which spatial scales regional detection and attribution studies may yield meaningful results. More specifically, we will determine how much we need to average spatially to detect an externally forced signal in two selected time periods, namely 1970-2015 and 1990-2015 , the approximate periods of reliable observations from hydrography (and therefore steric height) and satellite altimetry, respectively. We will also consider glacier melt and will investigate in more detail how it affects the time of emergence on regional scales.
Data and methods
In this study, we use output from climate models that participated in the Coupled Model Intercomparison Project Phase 5 (CMIP5, Taylor et al (2012) ). The sea surface height above the geoid is combined with the global mean thermosteric height change to yield the regional steric height change including dynamic effects. The data was averaged to annual resolution. The fields were drift-corrected by removing the linear trend found in the unforced control simulations from the scenario simulations. With one exception, the control simulations cover at least 500 yrs (table S1 stacks.iop.org/ERL/12/034004/mmedia). The scenario simulations comprise the historical simulations that typically cover the period 1850-2005 as well as the RCP4.5 scenario (2006-2100), a scenario with moderate reductions in greenhouse gas emissions (Van Vuuren et al 2011) . The processed data is remapped to a regular grid of 1 × 1 resolution.
Surface temperature and precipitation fields from the same models and simulations are used to force a global glacier model described in detail by Marzeion et al (2012) and Marzeion et al (2014a) . The model computes the annual specific mass balance for each of the worlds individual glaciers in the Randolph Glacier Inventory v4.0 (Arendt et al 2015) and aggregates the results into 18 regions. It does not model glacier dynamics explicitly but allows for changes in the glacier hypsometry (volume, surface area and elevation range). Antarctic peripheral glaciers are excluded, as there are not enough observations to calibrate the model in this region. The model has been successfully used in sea level budget studies (Gregory et al 2013) , impact studies Levermann 2014, Hinkel et al 2014) as well as detection and attribution studies (Marzeion et al 2014b) . To translate the glacier model output into regional sea level changes, the mass changes for the 18 regions are multiplied by the normalized gravitational fingerprints for each region. The individual fingerprints have been obtained by assuming the melt of a uniform ice layer over the glaciated area in each region and by computing the induced sea level change after solving the sea level equation (Farrell and Clark 1976) , including the rotational feedback (Milne and Mitrovica 1998) , on a compressible elastic earth (Dziewonski and Anderson 1981) .
The final dataset consists of 12 models with concurrent data output from the glacier model and steric and dynamic height from CMIP5 models (table S1). We then follow the procedure by Richter and Marzeion (2014) . The control simulations are used to estimate the magnitude of unforced variability: multi-pentadal sliding windows of a length from 10 to 100 years are used to quantify the range of unforced linear trends on the time scales defined by the window length. By comparing these trends with trends found in the historical and future simulations, the time of emergence of a forced trend, i.e. a trend not consistent with the trends found in the control simulations, is identified (see figure S1 for an illustration of the procedure). The procedure is repeated after subjecting the original data to various spatial averaging techniques, namely zonal averaging over all longitudes, zonal averaging over the individual ocean basins (Atlantic, Pacific and Indian Ocean) as well as averaging all data within a selected radius (500, 1000, 1500 and 2000 km). We perform the analysis on steric height only, as well as on the combined contributions of steric height and glacier mass loss. Also, the analysis is carried out for each model individually but for clarity, results are presented for the ensemble mean only. As mentioned in the introduction, we focus on the two approximate periods with sufficient global coverage of observations, namely 1970-2015 and 1990-2015.
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Zonal averages
To illustrate our method, we present linear trends of zonally averaged sea surface height for the two periods (1970-2015 and 1990-2015) and compare them to internal variability (figure 1). We start by examining the magnitude of internal variability shown as gray envelope on a 45-yr and 25-yr time scale in figure 1(a) and (b), respectively. As mentioned, the ensemble mean variability is presented and the magnitude in individual models might be larger or smaller. As expected, unforced linear trends are larger on shorter time scales (see also figure S2 ). On both time scales, there is elevated internal variability at the poles and a minimum at the equator. In the Pacific Ocean, ENSOrelated dynamics lead to a local maximum in internal variability in the northern tropics at around 15 N, while the signature of the western boundary current (Kuroshio Current) is evident at around 40 N on both time scales (though more pronounced on the shorter period, figure 1b ). In the North Atlantic Ocean, the signature of the western boundary current (Gulf Stream) is less localized and characterized by a broader maximum in internal variability centered around 50 N (compare also with figure 3(a) and (b)). Apart from the polar regions, absolute unforced linear trends do not exceed 1 mm yr −1 (2 mm yr −1 ) on a 45-yr (25-yr) time scale. The contribution of glacier mass change to variability in zonally averaged sea surface height is negligible. We will now compare the trends induced by internal variability as discussed above with ensemble mean modeled trends from the historical simulations (thick lines in figure 1 , respectively. This is due to the gravitational adjustment of the sea surface following the loss of mass (through glacier retreat on the surrounding land) and therefore gravitational attraction. Since most of the glaciers are situated in the Arctic (as we do not consider Antarctic glaciers), the effect is largest there and the contributions from glacier mass loss reduce modeled trends north of 60 N.
From figure 1 it can be seen that simulated linear trends in zonally averaged steric and glacier loss sea surface height in both periods are partly forced, i.e. outside the noise range. To assess how the period needed for an external signal to emerge from the noise, and therefore also the time of emergence, depends on the start year, we compute the time of emergence for all start years between 1960-1995 (figure 2). This will reveal whether a forced trend can also be detected in a period shorter than 25 yrs (the shortest period we test With respect to steric height (figure 2(a)), enhanced noise leads to a delayed detection in the mid-latitudes of the Northern hemisphere compared to the tropics and mid-latitudes of the Southern hemisphere. This is most pronounced in the North Atlantic and North Pacific Ocean. In general, the later the start year the later a forced signal emerges. However, the actual time span it takes for a forced signal to emerge from the noise decreases with the start year, implying an acceleration (figure S3, lower row) of the forced signal. The exception are the polar regions and the northern mid-latitudes of the Atlantic Ocean where the timing appears to be independent of the start year (figure 2). No external signal is detectable in the Northern Pacific when starting later than 1970. Away from the polar regions and the northern Pacific Ocean, detection is possible in less than 30-40 yrs when starting in 1995 and even in 20 yrs at the equator in all basins and between 30-40 S in the Atlantic Ocean.
When the glacier mass contribution is added, an external signal emerges much earlier (figure 2(b)) which is due to the high signal-to-noise ratio of this contribution. Also here, the exception is the Arctic Ocean and the northern North Atlantic for reasons mentioned earlier. Detection in the Arctic Ocean is only possible for long periods and not at all in the Southern Ocean. For the remaining area, an externally forced signal is detectable well before 2015, even when starting in the 1990s. Figures 1 and 2 suggest that, in some regions, it is possible to go to higher spatial resolution than zonal averages to detect an externally forced signal within the considered observational periods. We therefore smoothed the data by averaging over all grid points within four selected radii (500, 1000, 1500, 2000 km, respectively) and repeated our analysis (see figure 3(f) and (i) for an impression of the range of the smoothing). We expect a reduction in internal variability due to the spatial smoothing.
Spatial smoothing
Indeed, figure 3 shows weaker internal variability on all time scales after smoothing the data prior to quantifying internal variability. Without smoothing, the main features are relatively small variability in the tropical oceans and enhanced variability in the western boundary currents on all time scales (see Richter and Marzeion (2014) for a more thorough discussion of the internal variability). These features are still present but strongly reduced in magnitude after smoothing with a 1000 km radius. Going to 2000 km, the patterns are no longer distinct. The effect of spatial smoothing is not equivalent to considering longer time scales. At 60 yrs and no smoothing the typical features are still discernible, although largely reduced in magnitude. Spatial smoothing on those multi-decadal time scales has a smaller effect and smoothing beyond 1000 km is futile. Adding the glacier mass change contribution makes only a negligible difference across most of the oceans area (not shown).
We will now investigate how spatial smoothing affects the time of emergence. Again, considering the advent of good observational coverage, we choose to look at two different start years, namely 1970 and 1990 (figure 4). In accordance with figure 2, the time of emergence is earlier when linear trends are computed for a period starting in 1970 compared to 1990. With the exception of the high Arctic region, including glacier mass loss shifts the emergence to an earlier point in time by about 10-20 yr in most of the Pacific and parts of the Atlantic and Indian Oceans (figure 5). While, for example, a forced signal in steric height emerges only in the tropical Atlantic by 2015, detection is possible in large parts of the mid-latitude Atlantic and the eastern Pacific Ocean by then, when glacier mass loss is included (compare figure 4(a) and (b)). Starting in 1990, virtually no signal that is distinct from noise emerges in steric height by 2015 and even when glaciers are included, a signal emerges in the tropical Atlantic and in some parts of the other tropical basins only ( figure 4(c) and (d) ). Environ. Res. Lett. 12 (2017) 034004 With respect to the polar regions, the inclusion of glaciers enhances the chances of detection in the Southern Ocean (no Antarctic glaciers). In contrast, in the Arctic Ocean and Nordic Seas, the detection of an external signal is delayed except for a narrow region around the heavily glaciated islands of Svalbard and Franz Josef Land ( figure 5(c) ). This is due to a partial canceling of the positive effect of thermal expansion and the negative effect of gravitational adjustment due to glacier mass loss leading to a small signal that is overwhelmed by noise. Close to Svalbard and Franz Josef Land the glacier mass loss signal dominates, resulting in a strong sea level drop that is distinct from the noise. It should however be noticed that the ensemble standard deviation is as strong as the ensemble mean signal and this result needs to be treated with caution (figure 5).
When spatial smoothing is applied, the time it takes for a forced signal to emerge is generally reduced. For example, smoothing regional sea surface height from steric and glacier mass changes with a 1000 km filter leads to a detection of an external signal before 2015 in 74% of the ocean areas when starting in 1970 (figure 4(b) and table 1). Even when starting in 1990, the glacier mass loss contribution to sea surface height changes enhances the signal-to-noise ratio in such a way that, with strong smoothing, detection is possible in up to 61% ( figure 4(d), lower row) . The exceptions ) in regional steric height due to internal variability for selected time periods of 20 (left), 40 (middle) and 60 yrs (right). The upper row shows the trends without prior spatial smoothing, the data has been smoothed using a 1000 km radius and a 2000 km radius in the second and third row, respectively. The circles in panels (f) and (i) represent areas with a 1000 and 2000 km radius, respectively.
Environ. Res. Lett. 12 (2017) 034004 are a) the Southern Ocean where dynamic changes lead to a drop in sea level that is counteracted by positive contributions from glacier mass loss in the northern hemisphere as well as the global sea level rise and b) the high Arctic where the opposite is true: the sea level drop close to glaciated areas in the Arctic (Greenland, Svalbard, Russian Arctic) is counteracted by a sea level rise due to changes in steric and dynamic sea surface height.
Discussion and Conclusion
We have analyzed how the time of emergence of an externally forced signal is affected by reducing the background noise through spatial averaging and/or by adding a contribution, namely glacier mass loss, with a high signal-to-noise ratio. Thus, we considered the two largest contributors to global mean sea level rise in the historical period: thermosteric expansion and melting glaciers (Church et al 2013) .
On regional scales, it is the steric and dynamic sea surface height that dominates the background noise. As roughly 90% of the mass stored in glaciers (excluding Antarctic glaciers) is located north of 60 N, unforced changes in glacier mass are not significant in the ocean areas south of this latitude. Close to glaciated regions around the Arctic Ocean the contribution is stronger but still small compared to the steric and dynamic contribution. With respect to forced trends the situation is different: glaciers have been contributing to sea level rise continuously since 1850 (Gregory et al 2013 , Marzeion et al 2014a leading to a large signal-to-noise ratio of this contribution. The result is an earlier detection away from glaciated regions by about 10 years. Close to the glaciers around the Arctic Ocean the glacier mass loss and concurrent reduction in gravitational attraction leads to a sea level drop that counteracts the rise due to thermal expansion and therefore delays detection. The spatially inhomogeneous impact of changing glaciers on the potential for detection becomes clear when looking at zonal averages (e.g. figure 1 ): poleward of 50 N the signal-to-noise enhancing effect is gradually reduced and even reversed. Apart from that, the glacier contribution hardly contributes to the meridional variability of trends in zonally averaged sea level. The local maximum just north of 45 S in South Atlantic trends in figure 1 is related to the poleward expansion of the subtropical gyre and the poleward shift of the northern boundary of the Antarctic Circumpolar Current (ACC) under a changing climate (Saenko et al 2005 , Meijers et al 2012 . The northern boundary of the ACC is related to a strong meridional sea level gradient and transient changes in it's position are accompanied by sea level changes (Yin et al 2010 , Yin 2012 . Such shifts of large scale oceanic features will also change the spatial pattern of internal variability and have to be taken into account when assessing future trends in sea level.
As expected, spatial averaging reduces the background noise from internal variability significantly (figure 3), but not the magnitude of the externally forced signal. This leads to an earlier detection compared to no smoothing (figure 4). With respect to the periods of observations it is useful to know the amount of averaging that is necessary to detect an Environ. Res. Lett. 12 (2017) 034004 externally forced signal by 2015 (the recent present). Therefore, we determined the minimum averaging radius at each grid point to achieve detection in 2015 (figure 6). For the steric component extensive averaging is necessary, even on the longer time scale, to detect an externally forced signal. For the past 25 yrs even extensive averaging only leads to a detection in 11% of the ocean area, while an externally forced signal may be detected in 63% of the ocean area during the past 45 yrs (table 1) using large scale averaging in the Pacific and North Atlantic Ocean. This fraction is significantly enhanced (61% and 90%, respectively) when including the glacier contribution.
In this study, we chose to investigate the effect of pre-defined smoothing techniques on the signal-tonoise ratio in linear trends of regional sea level. For individual regions, filters based on physical processes, such as the wind-driven redistribution of ocean volume, may be more efficient by exploiting the compensating variability between regions. Thompson and Merrifield (2014) defined basin-scale ocean regions based on sea level covariance (their figure 1(a) ) and interestingly, the blue shaded regions in figure 6 (a) are all located within distinct regions as identified by Thompson and Merrifield (2014) . That is, regional averaging within these regions does not reduce the internal variability sufficiently to allow for the emergence of an external signal by 2015. In regions where large scale climate modes govern the sea level variability such as in the Pacific Ocean (Zhang and Church 2012 , Hamlington et al 2014 , zonal averaging will be necessary to detect an external signal while in regions more affected by local winds such as the North Sea (Marcos et al 2016) , averaging over a relatively small area will reduce the noise sufficiently.
During the past decades, the contribution from the Greenland and Antarctic ice sheets to sea level rise has increased and approached the magnitude of the glaciers contribution (Shepherd et al 2012 , Church et al 2013 . Estimates of ice sheet mass changes due to internal variability are still poorly constrained but it is likely that recent changes in surface mass balance are partly forced (Bindoff et al 2013) . Through gravitational adjustments, the bulk of the melted ice will distribute relatively evenly in the tropical and subtropical ocean regions (Mitrovica et al 2001) . We therefore expect mass loss from ice sheets to lead to a reduction in time of emergence similar to the reduction due to glaciers. However, in the Southern Ocean close to the Antarctic ice sheet, the sea level decrease due to gravitational adjustment will oppose the increase due to thermal expansion (which is small) and glaciers. Depending on the magnitude of the mass loss, this might lead to an earlier detection of a sea level fall close to the regions of greatest mass loss (Lyu et al 2014) . This is also true close to the Greenland ice sheet. The sea level fall due to the combined mass loss from glaciers and the ice sheet could potentially outpace the sea level rise from thermal expansion and lead to a reduction in time of emergence of a forced signal. Emergence at e.g. 1000 km means that a signal did emerge at 1000 km but did not at 500 km. It, however, may or may not emerge at 600 km which was not tested. Blue shading indicates that none of the tested spatial filtering resulted in an emergence by 2015.
Environ. Res. Lett. 12 (2017) 034004 We demonstrated that spatial averaging increases the signal to noise ratio of a forced signal significantly thus increasing the chances of detection within the periods of good observational coverage. However, even with extensive averaging, detection is still not possible in significant parts of the oceans, in particular for the steric and dynamic signal. This does not mean that attempts of detection and attribution are futile but underscores the importance of identifying modes of internal variability accurately to be able to take them into account properly. If this is not possible, spatial averaging offers an alternative tool.
Lastly, the results of this study also highlight the importance of high-quality observations of all the factors contribution to sea level changes. This is particularly important in regions that are subject to the opposing effects of thermal expansion and land ice mass loss such as the northern North Atlantic. While there is a distinct signal in each of these contributors individually, the combined signal may not be distinguishable from the background noise. Taylor K, Stouffer R and Meehl G 2012 
