This paper presents an efficient sampling-based algorithm for the estimation of the upper bounds of the total sensitivity indices. These upper bounds, introduced by Sobol', are based on the integration of the classical (local) gradient sensitivity analysis within the whole parameter space of the inputs. Hence, in this work the idea is to repeat the estimation of the local sensitivity analysis adopting a very efficient Monte Carlo procedure, along the points generated from Markov-chains. The introduced procedure is simple, model-independent and generally applicable. Furthermore, it is especially efficient for functions involving large number of input parameters. Presented numerical examples prove the efficiency and the applicability of the proposed approach.
Introduction
Mathematical models are crucial to simulate, study and predict the outcomes in various fields of science (e.g. environmental sciences). These models are almost exclusively complex, with many parameters and non-linear relations. Furthermore, an important fraction of these parameters are uncertain. The consequence of the uncertainty of the parameters is an uncertainty of the prediction output(s) of the model. Hence, the larger the variance of the predicted output is, the less accurate the mathematical model is. Such models can produce virtually any desired behaviour, often with both plausible structure and parameter values [1] . In this regard, it is of paramount importance to identify the relevancy of these input parameters. This allows model simplification and all the benefits that this provides (e.g. reduction of the computational costs).
For instance, one can focus only on those parameters, which affect the response significantly, in order to reduce their uncertainties, e.g. by observations, which in turn will allow the unconditional variance to be reduced.
Sensitivity analysis allows one to study these relationships and identify the most significant factors or variables affecting the results of the model [2] [3] [4] . In particular, global sensitivity analysis allows analysts to perform model calibration, model validation and decision making i.e. any process where it is useful to know which are the variables that contribute most to the output variability. One should note at this point that while sensitivity analysis quantifies the influence of the input parameters on the model response, uncertainty analysis is used to evaluate statistical parameters, confidence intervals and probability laws of the model responses [5] .
Quite often though, sensitivity analysis is treated as a pure mathematical differentiation of the output parameters with respect to the input parameters. This approach to sensitivity seems to prevail in the modelling community [6] . Recently, some applications to structural systems adopting global sensitivity analysis appeared (see e.g. [7] ). Despite the substantial efforts that have been made to improve the algorithms [8] [9] [10] , the global sensitivity analysis remains as a powerful but computationally expensive method. To give an example, the total number of sensitivity indices to be estimated can be as high as 2 k + 1, where k represents the number of uncertain parameters. The associated cost is N t = N (2 k + 1), where N represents the sample size required to estimate a single index. It is well known that, for complex models, an accurate estimation of these indices by the Monte Carlo method requires N > 1000. Consequently, for real engineering applications involving large number of input parameters, this approach becomes intractable due to its computational costs. For this reason, most sensitivity analyses are generally performed by replacing the complexand therefore costly -models by a simpler approximations, referred to as metamodels [11, 12] . However to obtain meta-models is also not free, since they require to be constructed and calibrated.
Recently, Sobol [13] introduced upper bounds for the total sensitivity indices. These upper bounds relate the total sensitivity indices to local sensitivity analysis, which is based on the differentiation of the output with respect to the input parameters. In this paper, a very efficient approach to estimate these upper bounds is presented. The idea is to repeat the estimation of the local sensitivity analysis along the points obtained from Markov-chains adopting a very efficient Monte Carlo procedure.
The rest of this manuscript is structured as follows: In the next section, various sensitivity analysis methods are briefly introduced. In section 3 the Sobol' decomposition, the upper bounds of the total sensitivity indices and their properties are presented. Following these introductory materials, the proposed approach is presented in section 4. In section 5 numerical examples are presented to show the applicability of the approach. Finally, the conclusions and final remarks are presented in section 6.
Background
Sensitivity Analysis can be classified in three groups: local sensitivity analysis, screening methods and global sensitivity analysis. In the following, each of these group are to be covered briefly.
To start with, one should point out that the local sensitivity analysis is the only analysis performed in practical cases, due to the computational costs [9] . This type of analysis provide information on the system behaviour only around a reference point. The local response of the model, obtained by varying input factors One-At-a-Time (OAT), is investigated while the remaining parameters are set to their nominal values. This procedure involves the estimation of the partial derivatives, possibly normalized by the nominal value of the factor or by its standard deviation [14] . It should be noted that by this analysis, the volume of the explored region is nil.
Screening methods, on the other hand, focus on the identification of the non relevant input parameters at a low computational cost and are therefore meant for computationally expensive models involving large numbers of parameters. Morris factorial sampling method [15] is one of the most popular screening tool in sensitivity analysis. The method consists in taking a certain number of levels per input factor and a number of trajectories, which are randomly generated. These trajectories are used then to estimate the mean and variance of the socalled "elementary effects". A high estimated value of the mean indicates that the input parameter is important; a high estimated variance indicates important interactions between the considered parameter and the remaining ones. Screening methods provide qualitative sensitivity measures. In other words, they rank the input parameters according to their importance without quantification, i.e. they do not quantify how much a certain input parameter is more important than another one. A quantitative measure can be obtained applying regression methods, but only in case the model is linear or moderately non-linear.
Finally, the global sensitivity analysis techniques deal with the entire range of variation of the input parameters. The aim of the global sensitivity analysis is to apportion the whole output uncertainty to the different sources of uncertainty in the model inputs (see e.g [3] ). Generally these methods are based on estimating the fractional contribution of each input factor to the total variance of the model under investigation, also called ANOVA (ANalyis Of VAriance) techniques. ANOVA family includes FAST, Extended FAST and Importance measures. In the literature, the FAST (Fourier Amplitude Sensitivity Test) method, first introduced in the seventies [16] and successively computationally upgraded (see e.g. Ref. [17, 18] ), is the most elegant method for global sensitivity analysis. The core feature of FAST is that the multi-dimensional space of the input parameters is explored by a suitably defined search curve. FAST computes the "main effect contribution" of each input factor to the variance of the output, i.e. the so-called importance measure [19] . However, it remains unable to compute high order sensitivity indices. To overcome this limitation, the sensitivity measure of Sobol' [2] was introduced. In the measure of Sobol', each effect is computed by evaluating a multidimensional integral via Monte Carlo simulation. The major drawback of this approach is that it may be computationally too costly.
Sensitivity Analysis

Gradient Sensitivity Analysis
Let us define a model f :
k → and Y = f (X), which can also be considered as a "black box", where Y is the output of model, i.e. the quantity of interest, and X = X 1 , . . . , X k are k-independent inputs.
The simplest sensitivity measure, S
i , is based on the derivative of the function:
Taking into account only the derivative of the function, the measure is not very informative. An available practice is the normalization of the derivatives by the nominal values or, more often, by the standard deviations, σ Xi , of the uncertain input, X i , and normalized by the standard deviation,
The sensitivity indices defined in the Eq. 
ANOVA representation
In order to compute the sensitivity indices for each factor, the total variance V Y of the model is decomposed as [20] :
where
and
see Appendix A for the derivation of these equations.
The Sobol' version of the Eq. (3) is based on the decomposition of the function f :
, and so on. The above decomposition is unique, provided that the input factors are independent and the individual terms are square-integrable and have zero mean over the domain of existence [2] . Assuming that Y is square-integrable, the variances of Y are defined as follows:
is the probability density function of X, E stands for the expectation operator, and
where 1 ≤ i 1 < · · · i s < k defines the order of the variance. Eq. (3) contains k terms, of the first order V i , k(k − 1)/2 terms of the second order, V ij , etc., until the last term of order k, adding up to a total number of 2 k − 1 terms.
Global Sensitivity indices
A fully global sensitivity measure has been defined in [2] :
where V and V i1...is are the variances defined by the Eqs. (7) and (8), respectively. These indices, which represent the importance of the parameters, are non-negative and their sum is 1. Again, for a model with k parameters, the total number of Sobol's indices is 2 k − 1; indicating the underlying computational costs.
The first order measure, i.e. S i , estimates the expected fraction of the output variance that could be removed if the true value of X i exists and is known. Nevertheless, it does not capture the effects due to interactions among factors. The derivation of the first order sensitivity indices are shown in Appendix A. The Sobol' indices can be estimated via Monte Carlo simulation as shown in Appendix B.
Total Sensitivity indices
In order to overcome the curse of dimensionality of the Sobol' indices, in Ref. [21] a new estimator called total sensitivity, hereafter indicated with the symbol T i , has been introduced to express the overall output sensitivity with respect to the parameter X i . The total sensitivity index for parameter X i is defined as the sum of all effects (first and higher orders) involving variable X i , i.e. the sum of all the sensitivity indices having i in their index:
where X −i is the vector of all parameters except X i . Thus, the total sensitivity indices represent the total effect of the uncertainty of the i-th parameter on the variance of the function Y . Recalling the total variance law:
where V (E(Y |X −i )) and E(V (Y |X −i )) are called the main effect and the residual, respectively. Then, Eq. (10) can be rewritten as:
The measure E(V (Y |X −i )) represents on average the remaining variance of Y that would be left if one could determine the true value of X −i in case the true value exists (i.e. X −1 is an epistemic uncertainty). The total sensitivity index allows to obtain the same information that could be obtained by computing all terms in Eq. (3). The computational cost for estimating the total sensitivity indices only, is equal to N (k + 1) model evaluations, where N is the sample size used to estimate individual effects [9] . If the first order indices have to be computed in addition to the total sensitivity indices, N (k +2) model evaluations are required. The first order, S i , and the total sensitivity indices, T i , can be both used to rank parameters according to their importance. Although the first order method is cheaper, it works only for additive or nearly additive models [2] .
Sensitivity analysis by groups
An important aspect of the Sobol' decomposition is that similar decomposition can be expressed by considering the parameters in groups, i.e. subsets of parameters. In this case, the variance of the model can be decomposed as [2] :
where W and W −1 are complementary subsets of X, i.e. W −1 ∪ W = X and W −1 ∩ W = . This decomposition can be performed for any number of parameters involved in the system, although it provides less information compared to the full variance decomposition.
The total effect can be also computed by groups. If the input parameters are grouped into W i and W −i , then using Eq. (13) the total variance by groups becomes:
3.6. Upper bound of the total sensitivity indices A generic model, f : k → and Y = f (X), can also be represented in standard normal space by means of Gaussian copulas, C Φ : Φ k → k , e.g. the Nataf [22] or the Rosenblatt transformation [23] . By doing so, a mapping between the standard normal space, Φ k , and the physical space of the output, , can be obtained:
, where the parameters
are independent and identically distributed random variables with zero mean and unit standard deviation.
Proceeding in the standard normal space, it has been shown [13] that the total sensitivity indices have the following upper bounds:
where V Y is the total variance of Y and ν i are functions similar to the Morris importance measures [15] :
where p(x) is the multinormal probability density function of dimension k and Φ k the corresponding standard normal space. The variance of ν i is:
It is important to note that these upper bounds (Eq. 15) can also be applied to the total sensitivity analysis by groups.
Proposed approach
General Remarks
In this section, an efficient Monte Carlo based approach for the estimation of the upper bounds, θ i of T i , is presented. The aim is to estimate the upper bounds adopting a very small sample set n N , where N represents the sample size required to estimate the Sobol's indices.
The main idea is to average the estimation of the local sensitivity analysis (described in section 4.2), which represents the building block of the this procedure, over the entire standard normal space. Thus, the local sensitivity analysis is estimated along the points sampled from a Markov-chain, where an orthogonal linear transformation is performed in order to reduce the number of important parameters (see section 4.3).
Local Sensitivity Analysis
The local sensitivity analysis (or point sensitivity analysis) provides a quantification of the importance of input variables at a single point in the input domain. The standard formulation of the local sensitivity of Eq. (2) becomes:
wherex represents the reference point, where the gradient is evaluated. Clearly, the sensitivity analysis of the function g(x) depends on the choice of the reference point, except for linear functions. In Ref. [24] an efficient Monte Carlo procedure has been introduced to estimate with sufficient accuracy the gradient of a function. It is shown that the procedure is particularly efficient for the cases, where the number k of dimensions x = [x 1 , x 2 , . . . , x k ] is large. Furthermore, the gradient of the function, ∇g(x), is not determined directly, as is the case for the finite difference or direct differentiation procedures, but is obtained by random sampling in the close neighbourhood of an arbitrary reference point, x =x.
In the following, the procedure to estimate the local sensitivity by means random sampling is briefly summarized. One main ingredient of the method is that the function, g(x), is computed for n random realizations of the vector of input parameters, {x (j) } n j=1 ,
where each component i ofx is perturbed independently:
where γ is a scalar factor γ > 0 that controls the width of scatter points x (j)
around the reference pointx. The length of the vector r (j) is distributed according to the χ square distribution ( r 2 ∼ χ 2 k ), i.e. vector of i.i.d. standard normal random variables, with the following properties:
In the above equation, δ denotes the Kronecker delta. The following function difference, b (j) (x) is then computed using simulation:
If the parameter γ is selected sufficiently small, then the neighbouring function evaluations of g(x) can be represented with a first order Taylor series. Hence, the components of the gradient become:
where b
(j)
i (x) denotes the function difference of the j-th sample, due to the small variation γr (j) i around the pointx of the i-th parameter only. Hence obviously,
forms a linear equation system with unknowns d i (x), where b (j) is known from simulation.
The most important gradient components can be estimated from certain statistics, as it will be outlined in the following. An unbiased estimator ξ i for the gradient component d i is obtained from the relation:
It is important to note that the estimator ξ i does not depend on the dimension k. Introducing Eq. (24) into the above equation and using the Eq. (21), it can be shown that the mean value of the random variable ξ i is:
By introducing Eq. (24) into Eq. (25) , it has been shown that ξ i is an unbiased estimate for the i-th component of gradient d.
As explained in more detail in [24] , the largest absolute values of |ξ i | are used to identify the most important parameters. Only for the subset of important parameters, the gradient dg(x)/dx i is computed by finite differences.
The original procedure exploits advantageously the cases, where only a small subset of variables cause most of the response variability. Its efficiency is especially high in cases, where a large portion of components is negligibly small compared to the most important components. For problems with equally important parameters, on the other hand, this gain in the efficiency is lost. It is, nonetheless, correct to state, that in most applications only a small subset of parameters is likely to cause most of the response variability, that is, a large portion of the parameters will have an insignificant effect on the solution.
The total variance of the function, V Y , can be estimated from the same samples used to estimate the components of the gradient. In fact, thanks to the independence of the inputs, the total variance is V Y = ||∇g(x)|| 2 and hence can be approximated by:
Global Sensitivity Analysis
As shown in Eqs. (15) (16) ) the local sensitivity analysis has to be integrated over the domain of definition of the input parameters. This integration can be carried out numerically by means Monte Carlo simulation. In fact, the upper bounds can be estimated by collecting the values of the local sensitivity analysis at M different reference points,x (j) , distributed according the multi-normal distribution Φ k , and dividing by the total variance:
Introducing the estimator of the gradient components, Eq. (25), and the estimator of the total variance, Eq. (27), in the above Equation, the upper bounds can be estimated by:
The variance and the confidence intervals of the upper bounds estimators can easily be computed by means of the bootstrapping techniques. Bootstrapping is the process of repeatedly sampling with replacement. It consists of creating R pools of datasets, choosing random samples with replacement from the original dataset d 2 i (x (m) ). Sampling with replacement means that each separate observation is selected randomly from the original dataset. Then, R estimates of the upper bounds are obtained and, finally the statistical properties (variance and confidence intervals) are computed.
It is also important to note that the confidence intervals can be estimated without additional computational costs (i.e. model evaluations) as well as the estimation of the Morris important measure µ i :
In Ref. [25] , it has been shown that adopting an orthogonal linear transformation, it is possible to identify a new coordinate system, for which a relatively small subset of the parameters contributes significantly to the gradient. This transformation is essentially a space transformation, which preserves the lengths of the vectors and the angles between them. The advantage in adopting this transformed space is that only few samples, i.e. much less than the dimensionality of the problem, are sufficient in order to perform the local sensitivity analysis. The ideal rotation requires the knowledge of the gradient at the same point. However, an approximate rotation can be performed instead by adopting the values of the gradient evaluated in a point, which is sufficiently close to the current reference point.
For this reason, in the proposed approach the reference pointsx (m) are not sampled directly from Φ k , but they are obtained from a Markov chain. By doing so, the distance between the points of the chain can be controlled easily. Hence, at each point of the Markov chain, instead of determining the gradient directly, which is the case for the local sensitivity analysis, a transformed space is obtained by means of an orthogonal linear transformation based on the gradient evaluated at the previous state of the Markov chain. As a result, the estimation of the upper bounds of the total sensitivity indices can be obtained much more efficiently, as shown in the following section.
Numerical Examples
General Remarks
In this section, numerical examples are presented in order to demonstrate the applicability of the proposed method. The first numerical example, as presented in section 5.2, is only for the verification of the proposed method. In section 5.3, the proposed approach is applied for analysing a mechanical model involving 209 uncertain parameters. Finally, in section 5.4, the proposed approach is adopted to estimate the upper bounds of the total sensitivity indices by groups of parameters.
Geometrical series
This Section presents an analytical function adopted to verify the proposed approach. A geometrical series is used for this purpose, which is defined as follows:
where < e, Z > denotes the scalar product between the two vectors e and Z. The vectors Z and e have 100 components, i.e. i = 1, . . . , 100; e = [1, 1, · · · , 1] T and Z i = 0.7 i X i , where X i = x i are independent identically normally distributed variables, i.e. X i = x i N (0, 1). The importance of the components are ordered according to the index i as shown in Figure 1 and few components contribute significantly to the variance of Y. It is emphasized at this point that this function is not meant to represent a physical system, but is chosen rather arbitrarily as an illustrative example.
Adopting the Latin Hypercube Sampling technique and the algorithms proposed in Ref. [9] (see Appendix B), the total sensitivity indices, T i , have been estimated. These are depicted in Figure 2 for different number of samples used. proposed approach. In Table 1 , the values of the total sensitivity indices and the upper bounds for the 6-most important components are reported. It can be seen that both approaches are able to identify the most important parameters correctly. However, a reliable estimation of the total sensitivity indices requires more than 10 4 model evaluations, while the upper bounds can be estimated with a good accuracy for approximately 10 2 model evaluations. Furthermore, the proposed approach is very stable; it is able to rank the parameters correctly even when adopting very few model evaluations. Figure 4 shows the relative importance of the identified parameters adopting the total sensitivity and the upper bounds, respectively. This figure shows that the upper bounds provide a sufficiently good estimation of the contribution of each component to the variance of the model output, i.e. they provide quantitative information on the importance of each parameter.
Mechanical model
In this section, the proposed approach for global sensitivity analysis is applied to a practical problem in structural engineering: a mechanical model of a long bridge. The conceptual model is sketched in Figure 5 . This model is interesting for several reasons, which makes it suitable for an example application of the total sensitivity analysis and their upper bounds.
The conceptual model contains 124 uncertain parameters summarized in Table 2 . All the uncertain parameters are considered to be uncorrelated. This is a reasonable assumption, since usually long bridges are constructed using precast concrete sections, which are fixed by strong steel tendons (see e.g. [26] ). The bridge is subjected to a harmonic load with a frequency of 10 Hz, applied at the mid point of the 3rd bay. The aim of the analysis is to identify the parameters that affect the variance of the maximum displacement of the mid point of the 3rd bay mostly, as well as the parameters that have negligible effects.
It is important to note, that in order to avoid unrealistic values of the input parameters during the simulation, truncated normal distributions are used. Figure 2: Estimation of the total sensitivity indices T i , i = 1, . . . , 6 by means of Latin Hypercube Sampling simulations and the algorithms proposed in Ref. [9] . Please note that there are some missing points (total sensitivity indices) due to the instability of the numerical method adopted. More specifically, for the damping parameters, c i , all the realizations that produce values c i < 0.01 are rejected.
As done in the previous section, the total sensitivity indices are calculated using LHS and the algorithms proposed in Ref. [9] . The results are presented in Figure 6 . Figure 7 shows the upper bounds of the total sensitivity indices estimated adopting the proposed approach.
The outcome of the sensitivity analysis reveals that the most important parameters are the ones close to the 3rd bay, as shown in Figure 7 , e.g. the heights of the beams of the bay #4, #5, #1 and #6, and the stiffness of the supports #1, #4, #2, respectively.
Sensitivity analysis by groups
In this section, the sensitivity analysis of the mechanical model introduced in Section 5.3 is performed by adopting groups (see Section 3.5). The aim of this numerical example is to prove the capability of the proposed approach to handle groups of parameters.
The uncertain parameters are divided into 3 different groups: beams geometry, beams materials and supports. The total sensitivity measures of the groups have been estimated via direct Monte Carlo simulation and results are shown in Figure 8 . Similarly, the corresponding upper bounds have been computed adopting the proposed approach, for which the results are summarized in Figure 9 .
The figures reveal that the groups beams geometry and supports have almost the same importance, while the beams materials seem to have negligible influence on the variability of quantity of interest. It should be noted that these results are consistent in comparison with the ones obtained in the previous Section. In fact, the most important parameters identified (see Figure 7) belong to the group beams geometry and supports. This example shows that by grouping the uncertain parameters, the sensitivity analysis can be carried out only for a fraction of the computational cost, which is required by the full sensitivity analysis. In particular, the estimates of the upper bounds are quite stable and relatively few samples are required to estimate these.
Conclusions
In this paper, an efficient approach based on random sampling is proposed to estimate the upper bounds of the total sensitivity indices. These upper bounds are related to the local sensitivity measures that can be computed using Monte Carlo based gradient estimators, which focus directly on the most influential uncertain parameters for the considered response. Furthermore, the number of model evaluations required can be further reduced by exploiting the continuity of the gradient for moderately non-linear model using Markov Chain Monte Carlo sampling.
Since the computational costs of the suggested algorithm is relatively small, the necessity to resort to meta-models can be removed. It should be also pointed out that, the proposed approach is generally applicable and model-independent. It can be adopted to rank the parameters according to their importance, i.e. screening application, furthermore it allows to consider groups of factors.
Finally, the efficiency the proposed approach increases with the level of the linearity of the function under investigation, i.e. the more linear the problem is, the less model evaluations are required. For slightly non-linear functions, the proposed approach is extremely efficient, i.e. it requires orders of magnitudes less model evaluations than the Monte Carlo estimation for the total sensitivity indices.
In summary, the proposed approach allows one to:
• Identify the most important components
• Identify and fixing unessential variables
• Ranking subsets (groups) of variables, e.g. material properties, geometric parameters and loads
In sensitivity analysis one is interested in eliminating the dependence on the valueX j by integrating over the probability density function ofX j , i.e. computing the expectation value of V (Y |X j =X j ):
Now, subtracting Eq. (A.4) from Eq. (A.2) one obtains:
Using the law of the total variance (see Eq. (11)) and dividing the Eq. (A.5) by the unconditional variance, the first order sensitivity index is obtained as:
The integral in Eq. (A.4) is computationally demanding, since it implies a double loop in a Monte Carlo simulation: the inner loop is required to estimate E 2 (Y |X j =X j ), and the outer loop to compute the integral over dX j . This integral has been defined by Ishigami and Homma [27] as:
Consequently, the integral of Eq. (A.7) can be evaluated using a single Monte Carlo loop as shown in Appendix B.
Appendix B. Monte Carlo estimators of the Sobol' and the Total sensitivity indices
In this section a Monte Carlo procedure to estimate the Sobol' indices, S i , and the total indices, T i , is presented.
• 2 independent random point sets A and B (N ×k) are generated where N is the dimension of the sample set and k refers to the number of independent input factors.
• Define a matrix C i composed by the columns of B, except the i-th column, which is taken from A, i.e. formed with the i-th column of B and with all the remaining columns of A: C i = [B(1 : i−1, :) A(i, :) B(i+1 : end, :)].
• Evaluate the model for all the samples defined in the matrices A, B and M i : y A = f (A), y B = f (B) and y Ci = f (C i ).
• • Compute the Sobol' indices and the Total indices:
V y (B.5)
The computational cost depends on the number of input parameters k. In particular the estimation of the sensitivity indices required the following number of model evaluations:
• first order Sobol' indices S i : N (k + 1)
• entire set of Sobol' indices: N (2 k − 1)
• the total order indices T i : N (k + 1)
• first and total order effects: N (k + 2)
