In this paper, we analyze in some detail the manifold-mapping optimization technique introduced recently [Echeverría and Hemker in space mapping and defect correction. Comput Methods Appl Math 5(2): 107--136, 2005]. Manifold mapping aims at accelerating optimal design procedures that otherwise require many evaluations of time-expensive cost functions. We give a proof of convergence for the manifold-mapping iteration. By means of two simple optimization problems we illustrate the convergence results derived. Finally, the performances of several variants of the method are compared for some design problems from electromagnetics. Communicated by G. Wittum.
Introduction
Optimization problems in practice often require function evaluations that are very expensive to compute, and in most situations gradient information is not available. This is the case, e.g., for optimal design problems where the design simulations are based on complex finite element computations. As a consequence, many of the optimization processes require inconvenient long computing times.
In engineering, surrogate models have been used since long in analysis and design [9, 13, 33] and recently they have been successfully applied to solving very time-consuming optimization problems [1, 12, 18, 23] . In surrogate optimization the quality of the initial approximation is iteratively improved. A first surrogate yields the first iterate and with the use of it, the surrogate is improved. This iterative procedure is repeated until some stopping criteria are met.
The nature of the surrogates is problem dependent. We can clearly distinguish two different types of surrogates. If no a priori information is available, approximations can be obtained from scratch, in most cases combining experiment design strategies (e.g., Latin hypercube sampling [35] or orthogonal arrays [30] ) with interpolation/approximation techniques (e.g., low degree polynomials [17] , kriging [28] or radial basis functions [15] ). The second type of approximations is found in situations where, because of, e.g., experience or simple rules of thumb, the derivation of the surrogate is simplified. An example of this is the use of lumped parameter models (e.g., magnetic [20] , electric [6] or thermal [31] equivalent circuits).
Space mapping [4, 6] is a well-known surrogate-based optimization technique. Though it can be used in combination with any type of surrogate, it is traditionally applied with approximations of the second type described above. The space-mapping technique has been reported as an efficient minimization procedure in a large number of cases [6] .
There are many variants of the space-mapping algorithm: aggressive space mapping (ASM) [5] , trust-region aggressive space mapping (TRASM) [2] , neural space mapping (NSM) [3] and implicit space mapping (ISM) [7] being the most significant examples. Although all these schemes do not always converge to the right solution [20] , the solution obtained is generally acceptable for practical purposes. Recently, in [8] the original space-mapping approach is modified according to the framework proposed in [1] . At the expense of incorporating exact gradient information, the new scheme yields convergence to the accurate optimum.
Defect-correction theory [10] helps in understanding the space-mapping concept. Defect correction is the underlying basis of a great number of mathematical techniques that essentially solve a complex problem by the iterative use of a simpler one (e.g., Newton's method, relaxation procedures [11] , iterative refinement [11] or multigrid methods [26] ). Though defect-correction theory was originally developed for linear or nonlinear systems of equations, it can also be applied in optimization problems. Space-mapping procedures can be seen as special cases of defect-correction iteration [20] and this can be used to explain in which case the space-mapping approach does or does not fail to find the correct solution.
Manifold mapping [20] is an alternative surrogate-based optimization technique. Manifold mapping can be used without computing exact gradient information and it has provable convergence to the right solution. This paper presents a thorough analysis of the manifold-mapping (MM) approach and it is structured as follows. In Sect. 2 the basic terminology and some general assumptions are introduced. The manifold-mapping approach, together with the algorithms derived, are described in Sect. 3 . In this section it is also shown that, under mild assumptions, the fixed point for all MM algorithms/procedures is the accurate optimum. Convergence theorems for all these schemes are given in Sect. 4 and they are illustrated by means of two simple design problems in Sect. 5. Finally, in this section the manifold-mapping technique is compared with other efficient methods for optimal design problems from the field of electromagnetics.
Problem statement
The optimization problem Let the specification of the aim (the data) in an optimization problem be denoted by y ∈ Y ⊂ R m . Since the true mechanism how this aim can be achieved can be extremely complex, or even impossible to describe in all its details, we study it by mathematical models. Often, such models appear in several degrees of sophistication. It is the purpose of manifold mapping to exploit the simpler models by combining their efficiency in computation with the accuracy of the more complex ones. Thus, we distinguish two types of model: fine and coarse.
The fine model The fine model response function is denoted by f : X ⊂ R n → R m , and x ∈ X is the control variable. The set X of possible control variables is usually a closed and bounded subset of R n . The fine model is assumed to be accurate but expensive to evaluate. We assume that f(x) is differentiable but its Jacobian matrix J f (x) = df/dx is generally supposed to be unavailable.
For the optimization problem a fine model cost function, F(x) = |||f(x) − y||| is defined, which is a measure for the discrepancy between the aim and a particular response of the mathematical model. This cost function should be minimized. So we look for
For simplicity, in this paper we take for ||| · ||| the Euclidean norm on R m , denoted by · . Not every optimization problem is of this type, but many practical design situations can finally be reduced to this model-specification structure. A design is called reachable if there exists an x * f ∈ X such that f(x * f ) = y. This situation can often be expected when n ≥ m since in that situation the number of degrees of freedom in the design is larger than or equal to the number of specifications. Reachable designs can be formulated as equations and, hence, they can generally be solved as nonlinear systems. The original defect-correction iteration [10] can be directly applied. For this reason, in this work we will particularly analyze the overdetermined case n < m. We formulate this as our first assumption.
Assumption 1
The dimension of the space of possible aims exceeds the dimension of the control space: n < m.
The coarse model The coarse model is denoted by c : Z ⊂ R n → R m with z ∈ Z the coarse model control variable. In this work, for simplicity, we consider X = Z , but the general case can be dealt with by the introduction of an additional mapping p : X → Z , as used in [20] . In contrast to the fine model, the coarse model is assumed to be cheap to evaluate but less accurate. For the coarse model we have the coarse model cost function, C(z) = |||c(z) − y|||. We denote its minimizer by x * c ∈ Z ,
Also for this cost function we consider in this paper the Euclidean norm. The Jacobian matrix J c (z) = dc/dz can be assumed to be available at no significant computational cost.
Manifolds and constraints
If the functions f(x) and c(x) are sufficiently smooth, the sets f(X ) ⊂ R m and c(X ) ⊂ R m can be considered as differential manifolds. In the appendix we summarize a number of manifold-related definitions (from [36] ) relevant for our discussion. For simplicity and without loss of generality, we just consider one particular chart of the manifold that covers a sufficiently large neighborhood of the solution region. We thus make the following assumption.
Assumption 2
The sets f(X ) and c(X ) are differentiable manifolds of class C 2 .
We need the concept of the tangent plane for a manifold at a point, which is used throughout this work.
Definition 1 Let M be a differentiable manifold and v ∈ M a point in that manifold. The tangent plane for M at v ∈ M is defined as the affine space spanned by the Jacobian of ϕ at x, being ϕ any chart in the atlas of the manifold such that ϕ(x) = v.
Since we only consider one chart we will denote the tangent plane for f(X ) at f(x) simply by the Jacobian of f at x, i.e., J f (x). Thus the tangent plane is well defined. Similarly, J c (x) will denote the tangent plane for c(X ) at c(x).
We can state a general constrained optimization problem as follows
where f : R n → R m , k f : R n → R n k and k f : R n → R n k are assumed to be differentiable, and n k and n k are the number of equality and inequality constraints, respectively. In general we cannot expect the model and constraints to be defined over the entire R n . For example, it makes no sense in many cases to consider negative lengths. But it is common in practice that f and k f are correctly defined in X , the set where the inequality constraints are feasible
It should be noted that box-constraints can be obtained with a proper choice for k f (x). The inequality constraints do not generally reduce the dimensionality of the design space and therefore we prefer to rewrite (3) as
In order to have degrees of freedom left for optimization, the number of equality constraints n k should be smaller than the number of design variables n, i.e., n k < n. We also assume that the set X is a differentiable manifold in R n . We formalize this in the following assumption.
Assumption 3
The set X is either a subset of R n or a differentiable manifold in R n of dimension n − n k > 0. Now we can write the constrained optimization problem (5) as (1), with X a differentiable manifold.
In this work we only analyze those cases in which the functions k f (x) and k f (x) are easy to compute (and thus it makes sense to take Z = X ). Below in Remark 3, we indicate how more complex constraints can be handled.
If the equality constraints k f (x) can be evaluated easily and a chart ϕ X for X = {x ∈ R n ; k f (x) = 0} in the region of interest can be obtained with not significant computational cost, then the constrained optimization problem can be restated with f • ϕ X as the fine model and a subset of R n−n k as the control space.
By the above argument we assume that the equality constraints can be eliminated and, hence, X can be considered as a subset of R n , understanding n as the number of design variables left after removing the equality constraints. As a consequence, both Jacobians J f (x) and J c (x) have rank n.
If x * f is a local optimum of the constrained problem (3), then it satisfies the Karush-Kuhn-Tucker (KKT) conditions [29] , i.e., there are two Lagrange multiplier vectors λ * f ∈ R n k and λ * f ∈ R n k such that
where · denotes here the vector direct product.
Remark 1
In the case of an unconstrained optimization based on the Euclidean norm, the KKT conditions represent the orthogonality between the tangent plane for f(X ) at x * f and the optimal model-specifications discrepancy f(
The following concept will be very useful when formalizing the similarity between models.
Definition 2
We say that an optimization problem is locally convex at x ∈ R n if and only if there is a neighborhood U x of x such that every point in U x satisfying the KKT conditions is a local minimizer.
The assumption for a well-defined optimization problem In order to be sure that the problems we want to solve make sense, we have to assume that there exist solutions for these designs.
Assumption 4
The fine and coarse optimization problems, characterized by y, f and c, and X , are uniquely solvable, i.e.,
and
In most practical cases this assumption is reasonable. If X is a closed and bounded non-empty set and f and c are continuous functions, the existence of the solutions is guaranteed. Generally, uniqueness can be achieved by properly reducing the set X . The assumption of well-posedness is particularly important for the coarse model and will be discussed later (Assumption 12).
Manifold mapping

Original manifold mapping
In [20] the manifold mapping S : c(X ) → f(X ) is introduced with the aim of correcting the misalignment between the manifolds f(X ) and c(X ). By S, the point c(x * f ) is mapped to f(x * f ) and the tangent plane for c(X ) at c(x * f ) to the tangent plane for f(X ) at f(x * f ) (see Fig. 1 ). Other approaches are possible but in this work we define S as the affine mapping
where
Here the pseudo-inverse † is defined as
c is the result of inverting the nonzero entries in c , leaving the zeroes invariant. It should be noted that, because J f (x * f ) and J c (x * f ) are both full rank, also the m × m matrix S has rank n.
The manifold-mapping solution x * mm is defined as
Now the combination S•c acts as the surrogate model for f and under some assumptions about the similarity between the fine and the coarse model that usually hold in practice, it will be shown below that the manifold-mapping solution x * mm is a local minimizer of the fine cost function. As one may expect, not every coarse model can be successfully used within the manifold-mapping framework. We partly formalize this by two assumptions: These are mild assumptions for the models used in practice. Assumption 5 specifies only a similar local behavior in the region of interest, i.e., in a neighborhood of the specifications y. Assumption 6 means that the surrogate optimization does not introduce a spurious global optimum near the true minimizer x * f .
Lemma 1 Any (local) minimizer of the fine model cost function f(x) − y is a (local) minimizer of S c(x) − y .
Proof We denote a minimizer of the fine cost function by x * f . First we see that x * f satisfies the KKT conditions associated with (16) . From (14) and (15) we have S c(x
Thus, the first derivatives of F(x) and of the surrogate cost function S c(x)−y coincide at x * f . Since the constraints are the same in both optimization problems and x * f is a local minimizer of F(x) (i.e., the fine KKT conditions hold), we conclude that x * f satisfies the surrogate KKT conditions. The fine model cost function is locally convex at x * f . Because of Assumption 5, the fine model optimum is also a local minimizer of S c(x) − y .
Lemma 2 x *
mm is a local minimizer of f(x) − y .
Proof Use Lemma 1 and Assumption 6.
Remark 2 We cannot directly conclude from Lemma 1 that x * mm is a minimizer of the fine cost function because the point x * f could be just a local minimizer of S c(x)−y . This agrees with the way the two-level approach is taken into practice, as a local manifold correction.
Remark 3 Based on the proof for Lemma 1 we can think of a strategy for dealing with expensive constraints k f (x) and k f (x), provided some fast-to-compute approximations k c (x) and k c (x) are available. Analog manifold mappings for the constraints S k : k c (X ) → k f (X ) and S k : k c (X ) → k f (X ) can be defined so that
and thus again, the surrogate KKT conditions at x * f reproduce the fine ones at the same point. This constraint manifold mapping is the approach taken in [19, 22] .
The mapping S is not known a priori, because it depends on the solution of the optimization problem. We propose an algorithm (see Fig. 2 ) that, when it converges, yields-as we shall see-both the mapping S and the desired fine model optimum x * f . We will refer to this scheme as the original manifoldmapping (OMM) algorithm. The model alignment can be improved by an additional (right-preconditioning) mapping p : X → Z . This mapping p is optional in the present case where the coarse and fine control spaces Z and X coincide, but it is obligatory when those spaces differ. For simplicity, in the algorithm in Fig. 2 we take p = I , the identity. The optimization procedure needed to compute x k+1 is not essentially different from the one to obtain the coarse model optimum x * c . Therefore, we may expect the optimization problem to be well defined in each iteration step. However, formally this has to be introduced as an assumption. 
Assumption 7
The minimization
is well defined for every k.
This assumption is the surrogate equivalent of Assumption 4.
For the proof that, if it converges, the OMM algorithm yields the fine model optimum, the following lemma will be very useful.
Lemma 3 Let x ∈ X be the minimizer of a surrogate model problem
Proof Clearly, x satisfies the KKT conditions associated with S c(x) − y , and because of (23) we have S c( x) = f( x) and J S c ( x) = J f ( x). Proceeding as in Lemma 1 we see that the point x satisfies also the fine KKT conditions and, because f(x)−y is locally convex at x, this point is a (local) minimizer of the fine cost function F(x).
Remark 4 Note that from Lemma 3 it also follows that S = S.
We can replace the requirement of f(x)−y being locally convex at x from Lemma 3 by an assumption, very similar in nature to Assumption 5, and also likely to hold in practice: Assumption 8 If S c(x) − y is locally convex at x, then f(x) − y is locally convex at x.
Remark 5
The manifold-mapping theory is generally stated in terms of local alignment between the surrogate model and the fine model. As a consequence, we can only state results concerning local optima of the fine cost function. Now we will show that, if the OMM algorithm in Fig. 2 converges to a fixed point x, this fixed point is a (local) minimizer of the fine cost function. The iterates of the OMM algorithm are denoted by x k . Because we are studying the fixed point situation, it may be assumed k > n.
Further, some additional mild assumptions are needed for proving that x (locally) minimizes f(x) − y . Since the Jacobians J f (x) and J c (x) have both rank n, we expect that the matrices F and C in the OMM algorithm are also full-rank. In practice, this will generally be the case and for the exceptional situation where it is not, minor changes in the algorithm can be made with no real influence on the results. So, to prevent minor details in the discussion making the analysis much more complex, we introduce the following assumption.
Assumption 9
max i=0, ..., n−1
We will see in Lemma 4 that Assumption 9, together with the next one below, guarantees that F C † converges to J f (x) J † c (x) and thus that Lemma 3 can be applied.
Assumption 10
For k large enough the matrix X k+1 defined by
is regular and there is a constant K 3 > 0 independent of k such that max i=0, ..., n−1
Remark 6 Assumption 10 refers to the condition of the matrix X k+1 and equivalently to the scaled step directions Proof By Assumption 9 and because f and c are differentiable, we have
where M f and M c are some m × n matrices that depend on the smoothness of the manifolds f(X ) and c(X ) but not on k. We can use a generalization of the Banach Lemma for the inverse of a perturbed matrix [24, Theorem 6.1-2] applied to C and conclude that
Because of (28) and the fact that the norm of
is bounded by a constant independent of k, we obtain that
Using this result, we can apply Lemma 3 and conclude that if the OMM algorithm converges, then the fixed point of the iteration is a local minimizer of the fine model cost function f(x) − y . This is summarized in the following theorem. (Fig. 2) and let the fine model cost function F(x) = f(x)−y be locally convex at x, then under Assumptions 1, 2, 3, 4, 7, 9 and 10 the point x is a local minimizer of F(x).
Theorem 1 Let x be the fixed point of the OMM iteration
Remark 7
The assumption of local convexity of F(x) can be replaced by Assumption 8 (model similarity) with S as in (14) , and (15).
Remark 8
The results thus far presented for the mapping proposed in the OMM algorithm can be extended, by the same arguments, to any such algorithm based on a matrix S satis-
In fact there is complete freedom how S handles components in the complement of the range of U c . The general case is
) with A any m × m matrix. This freedom can be used to stabilize the algorithm.
Manifold mapping
In the OMM algorithm, S k • c is used as the surrogate model, i.e., it is updated during iteration, and the aim y is kept constant. From an implementational point of view, it is interesting to proceed the other way round: the model is kept fixed and the aim is updated in each step. Then it is particularly attractive to take for this model the available coarse model, which is easily solved by assumption. This leads to a modification of the OMM algorithm. The procedure is shown in Fig. 3 and we denote it simply as the MM algorithm. As in the OMM algorithm we need an assumption to assure that x k+1 is well-defined:
Assumption 11
In the MM algorithm, the updated aims satisfy y k ∈ Y ∀k.
With this assumption replacing Assumption 7, we can prove for MM a theorem similar to Theorem 1. Proof Proceeding as in Lemma 4 we can see that the sequence of operators
Since c(X ) is a manifold of class C 2 , (31) is equivalent to
Because J c (x) and J f (x) are full rank, we can write the former equality as
And with the same reasoning as in (31)- (32), equation (33) is equivalent to
Then Lemma 3 is applied in order to show that x is a local minimizer of f(x) − y .
As a consequence of this theorem and by just rewriting (31) with x a local minimizer of the fine cost function F(x), the following interesting property for the fine model optimum can be formulated.
Corollary 1 The fixed point of the MM iteration x *
f satisfies
In Sect. 4 we show that both schemes, OMM and MM, behave asymptotically the same and that the convergence study for these two algorithms coincides.
Remark 9
By a reasoning similar to that in Remark 8 it can be shown that the manifold-mapping algorithm can be based on any matrix S satisfying J †
In fact there is complete freedom with respect to how S handles components in the complement of the range of U c . The general case is
A with A any m × m matrix. In [20] , the particular cases A = (I − U f U T f ) and A = I are considered.
Generalized manifold mapping
The two algorithms, OMM and MM, can be generalized by selecting any S k for which Lemma 4 holds (i.e., S k converges to J f (x) J † c (x)). We call this more general scheme generalized manifold mapping (GMM). A natural choice for S k
. This makes sense in particular in case the Jacobian of the fine model is available, e.g., via automatic differentiation [25] or by some adjoint-based technique [32] . But in most cases that information cannot be obtained efficiently and, therefore, we rather write
, e.g., computed by means of Broyden's method [14] . In Fig. 4 the GMM scheme corresponding to the MM algorithm is shown. If an approximation for J f (x 0 ) is available, T 0 = J c (x 0 ) J f (x 0 ) could be used as initial guess instead of the identity matrix. We consider Assumption 11 to be also applicable to GMM.
Under convergence of the GMM scheme, we can also see that again the fixed point for the iteration is the solution of the optimization problem, x * f . The proof for the following theorem is completely analogous to those given for Theorems 1 and 2 and is, therefore, omitted. (Fig. 4) and let the fine model cost function F(x) = f(x)−y be locally convex at x, then under Assumptions 1, 2, 3, 4, 9, 10 and 11 the point x is a local minimizer of F(x). Fig. 4 The generalized manifold-mapping (GMM) algorithm. Note 
Theorem 3 Let x be the fixed point of the GMM algorithms
that T k = S † k for all k > 0. J f (x k+1 ) is either J f (x k+1 ) in
Manifold-mapping convergence proof
Here we first present conditions for convergence of the MM algorithm and then we show that the OMM iteration can be written in such a way that an equivalent convergence theorem can be stated for it, with a proof analogous to that for MM.
We define the general inverse coarse operator c † :
We now analyze the term
We proceed as in the proof of Lemma 4, with the difference that we cannot assume convergence of the algorithm. Since we know the possible fixed point of the iteration, with assumptions analogous to those for Lemma 4 (Assumptions 9 and 10) we will be able to establish a relation between S † − S † k and x * f − x k .
Assumption 13
For k large enough, there are constants K 4 ,
Assumption 14
For k large enough, there is a constant
where X k+1 is the square matrix defined in Assumption 10.
Remark 10
We recognize in
a matrix-norm for X k+1 . Thus, Assumption 14 can be stated in terms of κ( X k+1 ) the condition number of X k+1 , i.e., κ( X k+1 ) ≤ K 6 , with K 6 > 0 a constant independent of k. In the rare situations where linear dependence in the step directions is obtained, the algorithm can be slightly modified, with no significant influence in the final result, to cope with that issue [27] . Assumption 13 can be related to the condition number of X k+1 and the well-posedness of the inverse model operators in the region of interest.
Lemma 5
Under Assumptions 1, 2, 3, 4, 8, 9, 10, 11, 13 and 14, we find
where M 1 > 0 is a constant that depends on the smoothness of the manifolds f(X ) and c(X ) but not on k.
Proof As in Lemma 4 we can write
where M f and M c are some m × n matrices that depend on the smoothness of the manifolds f(X ) and c(X ) but not on k. Again with [24, Theorem 6.1-2] and by Assumptions 13 and 14 we can conclude that
f where M 1 > 0 is a constant that depends on the smoothness of f(X ) and c(X ) but not on k.
Remark 11
The constant M 1 depends on the smoothness of f(X ) and c(X ) (M 1 = 0 if both manifolds are linear in the neighborhood of the solution). 1, 2, 3, 4, 8, 9, 10, 11, 13 andWe formulate this result in the following theorem. 1, 2, 3, 4, 8, 9 , 10, 11, 12, 13 and 14, and the condition
Lemma 6 Under Assumptions
Theorem 4 Under Assumptions
where M > 0 is a constant that depends on the smoothness of the manifolds f(X ) and c(X ) but not on k, the manifoldmapping algorithm (MM, Fig. 3 ) yields (linear) convergence to x * f .
Corollary 3 If in addition to the assumptions for Theorem 4
we have f(x * f ) = y (i.e., a reachable design), then the convergence of the MM algorithm is superlinear.
Corollary 4 If in addition to the assumptions for Theorem 4 we have S k
= S = J f (x * f ) J † c (x * f ) for every k ≥ k 0 ,
then the convergence of the MM algorithm is quadratic.
As a corollary of the following two lemmas, we will see that-under convergence-the original (OMM) and the MM iterations are asymptotically equivalent.
Lemma 7
If the iteration in the OMM algorithm converges, for a large enough k we find for its iterate x k+1
Proof Because c(X ) is differentiable in a neighborhood of the fixed point, for a large enough k we can write
and for the last equality we remember that S k converges to S (Lemma 4). The iterate x k+1 can be expressed as
where, for a large enough k we have
since there is convergence. Because S k = F C † and C † C = I , we have
Further, since F and C are full-rank and X k is regular
The lemma follows immediately from this last equation.
Lemma 8 If the iteration in the MM algorithm converges,
for a large enough k we find for its iterate x k+1
Proof Analogous to that for Lemma 7.
Corollary 5 Under convergence, the OMM algorithm and the MM algorithm are asymptotically equivalent.
Remark 12 Due to Corollary 5, Theorem 4 and Corollaries 3 and 4 are also valid for the OMM (Fig. 2) if Assumption 11 is replaced by Assumption 7.
Remark 13 By similar arguments as given for mappings based on
, analogous convergence results can be obtained for the other versions of the algorithms as introduced in Remarks 8 and 9.
GMM convergence proof
The proof for GMM is analogous to that for MM (by construction of S k+1 we fulfill the conditions for Lemma 5). The two possible GMM algorithms, corresponding to OMM and MM, are also asymptotically equivalent. We formulate this in the following theorem.
Theorem 5 Under Assumptions
where M > 0 is a constant depending on the smoothness of the manifolds f(X ) and c(X ) but not on k, the GMM algorithms yield (linear) convergence to x * f .
Remark 14 In the case
, a lemma analogous to Lemma 5 can be trivially proved. In some situations the constant introduced in that lemma for GMM could be smaller than the one for MM. As a consequence, the (linear) convergence for the GMM schemes may be faster than for the MM iteration (see Sect. 5.1).
Examples
Two simple examples
First simple problem With this simple example we illustrate the convergence Theorems 4 and 5. The fine model is defined
The set f(X ) ⊂ R 2 is part of a parabola and we want to find the point in that set closest in Euclidean norm to the specifications y = Though the two models are not specially similar around the solution region the similarity between them is sufficient for obtaining convergence with the manifold-mapping approach. Since both manifolds f(X ) and c(X ) are smooth, we expect a reasonable small constant M in (50) for Theorem 4. The design is not reachable and therefore convergence can be presumed to be linear for the MM and the GMM iterations (see Fig. 6 ). In this problem it is easy to check that both OMM and MM coincide, iterate by iterate. We see that MM needs 17 iterations for getting |x k − x * f | smaller than 10 −8 . The GMM scheme, using the exact Jacobian, yields the same accuracy in 13 iterations. In Fig. 6 we also check that the constant in the linear convergence rate is smaller for the latter algorithm. If the Jacobian is estimated by Broyden's method, the complete iteration history coincides with that for MM. The reason is that for a function of one variable, Broyden's method coincides with the secant algorithm for approximating a derivative, and that procedure is essentially Fig. 6 Convergence history for |x k − x * f | for the manifold-mapping (MM) and generalized manifold-mapping (GMM) iterations for reachable and non-reachable designs in the first simple example. MM * denotes the MM algorithm with S k = S the one followed in the computation of F and C in the MM algorithm (not only MM and GMM use the same Jacobian estimation, also the iterates x 0 and x 1 coincide). In the next example, when we consider a function of two variables, we see that the Broyden-based GMM algorithm differs significantly from the MM algorithm.
In Fig. 6 we also observe two cases of superlinear convergence for MM (cf. Corollaries 3 and 4). If we apply MM with S k = S (denoted by MM * in Fig. 6 ) we obtain a solution with the same accuracy of 10 −8 in only four iterations. Nevertheless that situation is unrealistic because the necessary information is not available before the optimization problem has been solved. In the case of the reachable design, given by y = [1/2, 1/4] (yielding again x * f = 0.5), the solution is obtained with an accuracy of 10 −8 in six iterations. The same superlinear convergence is observed for the GMM algorithm.
Second simple problem By means of this example with two design variables we show that different choices for the fine model Jacobian estimation at the kth iteration, 
defined over X = R 2 . It can be seen that the design is not reachable. The coarse model
is again linear and it is also defined over Z = X . Convergence history for x k − x * f for the manifold-mapping (MM) and two different generalized manifold-mapping (GMM) iterations in the second simple example (non-reachable design and a bad correspondence between the fine and the coarse model). GMMExact denotes the GMM scheme with the exact Jacobian J f (x k ). GMM-Broyden approximates that Jacobian via Broyden's method
We solve the problem with the MM and the GMM algorithms. For GMM, two variants are compared, one with the exact Jacobian for the fine model and the other with an approximation based on Broyden's method. It should be noticed that for most time-expensive fine models, the availability of the exact Jacobian is an unrealistic assumption. All the schemes yield the fine optimum x * f = [−0.101, −0.141]. The convergence history for the three methods is shown in Fig. 7 . We clearly observe that the convergence is linear in all cases and that the constant M in the convergence theorems (mean slope of the convergence history) is different for each algorithm. In this problem the discrepancy between fine and coarse models in the solution region is large and this fact is recognized in a large number of iterations compared with the previous example. In practice, fine and coarse models are much more similar and, hence, convergence is generally achieved in significantly fewer iterations.
Practical examples
The next two examples are design problems from practice [21, 22] . We show that they can be solved efficiently by the manifold-mapping approach. Since -in both cases-Jacobians for the fine model are not available, Broyden's method is used to estimate J f (x k ) when the GMM iteration is used. In the two optimal design problems the inequality constraints k(x) are easy to compute (box constraints). [21] A magnetic actuator is a device that converts magnetic energy into mechanical force and motion. The one in Fig. 8 (left) Fig. 8 Geometries of the coreless (left) and automotive (right) actuators. The axis of rotational symmetry is denoted by z consists of a moving cylindrical magnet and two fixed toroidal coils. It is called coreless because actuators usually have ferromagnetic cores. The specification y is a force response exerted on the magnet. This is specified as the force at a finite number of displacements of the magnet along the symmetry axis. The actuator geometry x = [x 1 , x 2 , x 3 , x 4 ] (see Fig. 8 ) has to be determined so that the discrepancy in the Euclidean norm between the computed and specified force response is minimized. The fine model is based on a calculation of the forces after a finite-element computation of the vector magnetic potential formulation [34] of the axisymmetric magnetostatic equations. In the coarse model, the force is computed for a much simplified model, where the actuator is represented by only a (small) number of coils. Depending on the number of coils in the simplification, several coarse models are obtained. The coarse model computation used here is around 300 times faster than the fine model one. More details on this particular problem can be found in [21] .
Coreless actuator
The coreless actuator optimization results are shown in Table 1 . Both the manifold and the Broyden-based GMM algorithms yield an acceptable design solution after only two fine model evaluations. The number of coarse model evaluations is larger for the second scheme because the coarse model Jacobian is approximated by finite differences in each iteration step. In an earlier paper [21] the space-mapping technique was reported to be a very efficient solver for this problem. In order for space mapping to obtain a value for the cost function comparable with one found by the two manifold-mapping algorithms in Table 1 , all coarse models from [21] are considered. The best space-mapping option found is used in our comparison.
Automotive actuator [22] Automotive actuators are used in devices such as electromagnetic switches, relays, valves, etc. and they typically generate high levels of force. The one in Fig. 8 (right) consists of a core and a plunger, both made of iron, and a copper coil. The design variables are the sizes x = [x 1 , x 2 ] indicated in the figure. Again, the specification y is a force response exerted over the plunger, when it moves vertically. The Euclidean norm of the difference between the computed force for a given x and the specification y is minimized, keeping the device volume constant. (Elimination of this easyto-compute equality constraint leads to the two mentioned design variables.) A finite element computation for the axisymmetric magnetostatic equations plus a post-processing stage make the fine model. The coarse model is based on an equivalent magnetic circuit [16] of the actuator (analogous to an electrical circuit) and it is around 400 times faster than the fine one. It should be noticed that the fine model optimum x * f lies on the boundary of the set X . Additional problem details can be found in [22] . Table 2 shows the results for the automotive actuator optimization. The cost function corresponding to the solutions has a considerably larger value than in the previous example because the specification y has a significantly larger norm. (This cost function is not a relative measure of the force discrepancy.) When these facts are taken into account, the optimal cost function values are similar for both design problems. The manifold-mapping algorithm yields the solution after three fine model function evaluations. GMM, with the fine model Jacobian estimated via Broyden's method, performs almost identically. (The coarse model Jacobian computations are recognized in a small increase in the coarse MM manifold mapping, GMM generalized manifold mapping, SM space mapping The second column shows the total amount of fine and coarse model evaluations needed in the optimization. The coarse model used is approximately 300 times faster than the fine one MM manifold mapping, GMM generalized manifold mapping, SM space mapping, SQP sequential quadratic programming The second column shows the total amount of fine and coarse model evaluations needed in the optimization. The coarse model used is approximately 400 times faster than the fine one. SQP takes the coarse model optimum x * c as its initial guess model function evaluations for GMM algorithm.) The usual (standard) optimization method for these problems, sequential quadratic programming (SQP) [29] , is applied to the fine model cost function with the coarse model optimum x * c as initial guess. A design with a cost function value comparable with the one obtained with the manifold-mapping approach is obtained with almost four times the computational cost. Space mapping, on the other side, performs faster than sequential quadratic programming but it is less efficient than manifold mapping. In this case we also observe the wellknow fact that standard SM does not converge to the accurate solution [20] .
Conclusion
Manifold mapping was introduced in [20] as an efficient twolevel approach for optimization, to be considered for very time-demanding design problems. In this paper a number of possible variants are identified: OMM, MM and GMM. OMM and MM are asymptotically equivalent and they perform identically in most practical situations. MM is preferred to OMM because it is easier to implement (see also [27] ). GMM represents a whole family of schemes based on the manifold-mapping approach. If a better approximation for
k is available, then GMM is recommended. In all cases, if the iteration converges, the solution of the accurate model is the fixed point of the iteration. Conditions for convergence have been given for all algorithms described. By two simple examples we illustrate some of the theoretical aspects dealt with in the paper. The practical performance of the presented algorithms is illustrated by two cases of optimal design in electromagnetics.
