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I. INTRODUCTION
A KEY CHALLENGE in the area of music information, given the explosion of online music and the rapidly expanding digital music collections, is the development of efficient and reliable music search and retrieval systems. One of the main deficiencies of current music search and retrieval systems is the gap between the simplicity of the content descriptors that can be currently extracted automatically and the semantic richness in music information. Conventional information retrieval has been mainly based on text, and the approaches to textual information retrieval have been transferred into music information retrieval. However, music contents and text contents are of a very different nature which very often makes textual information retrieval unsatisfactory in a musical context. It has been widely recognized that music retrieval techniques should incorporate high-level music information.
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ceived relatively little attention in the past. Given the capabilities of current audio analysis systems, we believe expressive-content-based performer identification is a promising research topic in music information retrieval. This work is based on our previous work on expressive performance modeling [17] , [18] . The data used in our investigations are audio recordings of real performances by famous Jazz saxophonists. The use of audio recordings, as opposed to MIDI recordings where data analysis is simplified, poses substantial difficulties for the extraction of music performance information. However, the obvious benefits of using real audio recordings widely compensate the extra effort required for the audio analysis. We use sound analysis techniques based on spectral models [23] for extracting high-level symbolic features from the recordings. The spectral model analysis techniques are based on decomposing the original signal into sinusoids plus a spectral residual. From the sinusoids of a monophonic signal it is possible to extract high-level information such as note pitch, onset, duration, attack and loudness among other information. In particular, for characterizing structure in saxophone performances, we are interested in two types of features: intra-note features representing the internal structure of performed notes and inter-note features representing information about the music context in which expressive events occur. We use the software SMSTools 1 which is an ideal tool for preprocessing the signal and providing a high-level description of the audio recordings. Once the relevant high-level information is extracted we apply machine learning techniques [13] to automatically discover regularities and expressive patterns for each performer. We use these regularities and patterns in order to identify a particular performer in a given audio recording. We discuss different machine learning techniques for detecting the performer's expressive patterns, as well as the perspectives of using sound analysis techniques on arbitrary polyphonic audio recordings.
The rest of the paper is organized as follows. Section II sets the background for the research reported here. Section III describes how we process the audio recordings in order to extract both intra-note and inter-note information. Section IV describes our approach to performance-driven performer identification. Section V describes a case study on identifying performers based on their playing style and discusses the results, and finally, Section VI presents some conclusions and indicates some areas of future research.
II. BACKGROUND
Music performance plays a central role in our musical culture today. Concert attendance and recording sales often reflect people's preferences for particular performers. The manipulation of sound properties such as pitch, timing, amplitude and timbre by different performers is clearly distinguishable by the listeners. Expressive music performance studies the manipulation of these sound properties in an attempt to understand expression in performances. There has been much speculation as to why performances contain expression. Hypothesis include that musical expression communicates emotions [30] and that it clarifies musical structure [31] , i.e., the performer shapes the music according to her own intensions [32] .
Understanding and formalizing expressive music performance is an extremely challenging problem which in the past has been studied from different perspectives, (e.g., [2] , [7] , [22] ). The main approaches to empirically studying expressive performance have been based on statistical analysis (e.g., [20] ), mathematical modeling (e.g., [26] ), and analysis-by-synthesis (e.g., [6] ). In all these approaches, it is a person who is responsible for devising a theory or mathematical model which captures different aspects of musical expressive performance. The theory or model is later tested on real performance data in order to determine its accuracy. The majority of the research on expressive music performance has focused on the performance of musical material for which notation (i.e., a score) is available, thus providing unambiguous performance goals. Expressive performance studies have also been very much focused on (classical) piano performance in which pitch and timing measurements are simplified.
This paper describes a machine learning approach to investigate how skilled musicians (Jazz saxophone players in particular) express and communicate their view of the musical and emotional content of musical pieces and how to use this information in order to automatically distinguish among performers. We study deviations of parameters such as pitch, timing, amplitude and timbre both at an inter-note-level and at an intra-notelevel. This is, we analyze the pitch, timing (onset and duration), amplitude (energy mean) and timbre of individual notes, as well as the timing and amplitude of individual intra-note events. We focus on saxophone performance where timing and pitch measurements present a greater challenge compared to the measurements in piano performances (this is due to the fact that in piano performances certain expressive resources, e.g., vibrato and glissando, are absent).
Roughly, the basic idea of our approach to performer identification is to establish a performer-dependent mapping from inter-note features (essentially a "score" whether or not the score physically exists) to a repertoire of inflections characterized by intra-note features. As an analogy, the inter-note features may be seen as a literary text, while the repertoire of inflections (i.e., the intra-note features) is like a typeface or style of handwriting that different performers use to render the text in different ways. Our approach to performer identification is motivated by our previous work [19] on expressive music performance synthesis. In [19] we consider a set of inflections (characterized by intra-note features) and use the note musical context (characterized by inter-note features) in order to predict the type of inflection to be used in that context. We use particular instances, i.e., audio samples, of the type of inflection predicted to synthesize expressive performances from inexpressive score descriptions. It is clear that by using a particular performer's samples the synthesized pieces "sound" like played by that performer. Thus, it seems reasonable to apply the inverse process for performer identification.
Previous research addressing expressive music performance using machine learning techniques has included a number of approaches. Lopez de Mantaras et al. [10] report on SaxEx, a performance system capable of generating expressive solo saxophone performances in Jazz. One limitation of their system is that it is incapable of explaining the predictions it makes and it is unable to handle melody alterations, e.g., ornamentations.
Ramirez et al. [17] have explored and compared diverse machine learning methods for obtaining expressive music performance models for Jazz saxophone that are capable of both generating expressive performances and explaining the expressive transformations they produce. They propose an expressive performance system based on inductive logic programming which induces a set of first order logic rules that capture expressive transformation both at an inter-note level (e.g., note duration, loudness) and at an intra-note level (e.g., note attack, sustain). Based on the theory generated by the set of rules, they implemented a melody synthesis component which generates expressive monophonic output (MIDI or audio) from inexpressive melody MIDI descriptions.
With the exception of the work by Lopez de Mantaras et al. and Ramirez et al., most of the research in expressive performance using machine learning techniques has focused on classical piano music where often the tempo of the performed pieces is not constant. The works focused on classical piano have focused on global tempo and loudness transformations while we are interested in both intra-note and inter-note level tempo and loudness transformations.
Widmer [28] reported on the task of discovering general rules of expressive classical piano performance from real performance data via inductive machine learning. The performance data used for the study are MIDI recordings of 13 piano sonatas by W.A. Mozart performed by a skilled pianist. In addition to these data, the music score was also coded. The resulting substantial data consists of information about the nominal note onsets, duration, metrical information and annotations.
Tobudic et al. [25] describe a relational instance-based approach to the problem of learning to apply expressive tempo and dynamics variations to a piece of classical music, at different levels of the phrase hierarchy. Their learning algorithm recognizes similar phrases from the training set and applies their expressive patterns to a new piece.
Other inductive approaches to rule learning in music and musical analysis include [1] , [5] . In [5] , Dovey analyzes piano performances of Rachmaniloff pieces using inductive logic programming and extracts rules underlying them. In [1] , Van Baelen extended Dovey's work and attempted to discover regularities that could be used to generate MIDI information derived from the musical analysis of the piece.
Nevertheless, the use of expressive performance models, either automatically induced or manually generated, for identifying musicians has received little attention in the past. This is mainly due to two factors: 1) the high complexity of the feature extraction process that is required to characterize expressive per-formance and 2) the question of how to use the information provided by an expressive performance model for the task of performance-based performer identification. To the best of our knowledge, the only group working on performance-based automatic performer identification is the group led by Gerhard Widmer. Saunders et al. [21] apply string kernels to the problem of recognizing famous pianists from their playing style. The characteristics of performers playing the same piece are obtained from changes in beat-level tempo and beat-level loudness. From such characteristics, general performance alphabets can be derived, and pianists' performances can then be represented as strings. They apply both kernel partial least squares and support vector machines to this data.
Stamatatos and Widmer [24] address the problem of identifying the most likely music performer, given a set of performances of the same piece by a number of skilled candidate pianists. They propose a set of very simple features for representing stylistic characteristics of a music performer that relate to a kind of "average" performance. A database of piano performances of 22 pianists playing two pieces by Frédéric Chopin is used. They propose an ensemble of simple classifiers derived by both subsampling the training set and subsampling the input features. Experiments show that the proposed features are able to quantify the differences between music performers.
III. MELODIC DESCRIPTION
In this section, we outline how we extract a description of a performed melody for monophonic recordings. We use this melodic representation to provide a inter-note and intra-note description of the performances and apply machine learning techniques to these extracted features. This is, our interest is to obtain for each performed note, a set of intra-note features and a set of inter-note features from the audio recording. The set of intra-note features includes descriptors such as the note's attack level, sustain duration, sustain slope, amount of legato with the previous note, amount of legato with the following note, mean energy, spectral centroid and spectral tilt. The set of inter-note features includes the relative pitch and duration of the neighboring notes (i.e., previous and following notes) as well as the musical structures to which the note belongs.
A. Extraction of Inter-Note Features
First of all, we perform a spectral analysis of a portion of sound, called analysis frame, whose size is a parameter of the algorithm. This spectral analysis consists of multiplying the audio frame with an appropriate analysis window and performing a discrete Fourier transform (DFT) to obtain its spectrum. In this case, we use a frame width of 46 ms, an overlap factor of 50%, and a Keiser-Bessel 25 dB window. Then, we compute a set of low-level descriptors for each spectrum: energy and an estimation of the fundamental frequency. From these low-level descriptors we perform a note segmentation procedure. Once the note boundaries are known, the note descriptors are computed from the low-level values.
As mentioned before, the main low-level descriptors used to characterize note-level expressive performance are instantaneous energy and fundamental frequency.
Energy Computation:
The energy descriptor is computed on the spectral domain, using the values of the amplitude spectrum at each analysis frame. In addition, energy is computed in different frequency bands as defined in [9] , and these values are used by the algorithm for note segmentation.
B. Fundamental Frequency Estimation
For the estimation of the instantaneous fundamental frequency we use a harmonic matching model derived from the two-way mismatch procedure (TWM) [11] . For each fundamental frequency candidate, mismatches between the harmonics generated and the measured partials frequencies are averaged over a fixed subset of the available partials. A weighting scheme is used to make the procedure robust to the presence of noise or absence of certain partials in the spectral data. The solution presented in [11] employs two mismatch error calculations. The first one is based on the frequency difference between each partial in the measured sequence and its nearest neighbor in the predicted sequence. The second is based on the mismatch between each harmonic in the predicted sequence and its nearest partial neighbor in the measured sequence. This TWM helps to avoid octave errors by applying a penalty for partials that are present in the measured data but are not predicted, and also for partials whose presence is predicted but which do not actually appear in the measured sequence. The TWM mismatch procedure has also the benefit that the effect of any spurious components or partial missing from the measurement can be counteracted by the presence of uncorrupted partials in the same frame.
First, we perform a spectral analysis of all the windowed frames, as explained above. Second, the prominent spectral peaks of the spectrum are detected from the spectrum magnitude. These spectral peaks of the spectrum are defined as the local maxima of the spectrum which magnitude is greater than a threshold. The spectral peaks are compared to a harmonic series and a TWM error is computed for each fundamental frequency candidates. The candidate with the minimum error is chosen to be the fundamental frequency estimate.
After a first test of this implementation, some improvements to the original algorithm where implemented to deal with some errors of the algorithm.
• Peak selection: A peak selection routine has been added in order to eliminate spectral peaks corresponding to noise. The peak selection is done according to a masking threshold around each of the maximum magnitude peaks. The form of the masking threshold depends on the peak amplitude, and uses three different slopes depending on the frequency distance to the peak frequency.
• Context awareness: We take into account previous values of the fundamental frequency estimation and instrument dependencies to obtain a more adapted result.
• Noise gate: A noise gate based on some low-level signal descriptor is applied to detect silences, so that the estimation is only performed in nonsilent segments of the sound. Note segmentation is performed using a set of frame descriptors, which are energy computation in different frequency bands and fundamental frequency. Energy onsets are first detected following a band-wise algorithm that uses some psycho-acoustical knowledge [9] . In a second step, fundamental frequency transitions are also detected. Finally, both results are merged to find the note boundaries (onset and offset information).
Note Descriptors: We compute note descriptors using the note boundaries and the low-level descriptors values. The lowlevel descriptors associated to a note segment are computed by averaging the frame values within this note segment. Pitch histograms have been used to compute the pitch note and the fundamental frequency that represents each note segment, as found in [12] . This is done to avoid taking into account mistaken frames in the fundamental frequency mean computation. First, frequency values are converted into cents, by the following formula: (1) where ( is a the reference frequency of the ). Then, we define histograms with bins of 100 cents and hop size of 5 cents and we compute the maximum of the histogram to identify the note pitch. Finally, we compute the frequency mean for all the points that belong to the histogram. The MIDI pitch is computed by quantization of this fundamental frequency mean over the frames within the note limits.
Musical Analysis: It is widely recognized that expressive performance is a multilevel phenomenon and that humans perform music considering a number of abstract musical structures. After having computed the note descriptors as above, and as a first step towards providing an abstract structure for the recordings under study, we decided to use Narmour's theory of perception and cognition of melodies [14] , [15] to analyze the performances.
The implication/realization model proposed by Narmour is a theory of perception and cognition of melodies. The theory states that a melodic musical line continuously causes listeners to generate expectations of how the melody should continue. The nature of these expectations in an individual are motivated by two types of sources: innate and learned. According to Narmour, on the one hand, we are all born with innate information which suggests to us how a particular melody should continue. On the other hand, learned factors are due to exposure to music throughout our lives and familiarity with musical styles and particular melodies. According to Narmour, any two consecutively perceived notes constitute a melodic interval, and if this interval is not conceived as complete, it is an implicative interval, i.e., an interval that implies a subsequent interval with certain characteristics. That is to say, some notes are more likely than others to follow the implicative interval. Two main principles recognized by Narmour concern registral direction and intervallic difference. The principle of registral direction states that small intervals imply an interval in the same registral direction (a small upward interval implies another upward interval and analogously for downward intervals), and large intervals imply a change in registral direction (a large upward interval implies a downward interval and analogously for downward intervals). The principle of intervallic difference states that a small (five semitones or less) interval implies a similarly-sized interval (plus or minus two semitones), and a large interval (seven semitones or more) implies a smaller interval. Based on these two principles, melodic patterns or groups can be identified that either satisfy or violate the implication as predicted by the principles. Such patterns are called structures and are labeled to denote characteristics in terms of registral direction and intervallic difference. Fig. 1 shows prototypical Narmour structures. A note in a melody often belongs to more than one structure. Thus, a description of a melody as a sequence of Narmour structures consists of a list of overlapping structures. We parse each melody in the training data in order to automatically generate an implication/realization analysis of the pieces. Fig. 2 shows the analysis for a fragment of a melody.
C. Extraction of Intra-Note Features
Once we segment the audio signal into notes, we perform a characterization of each of the notes in terms of its internal features.
Intra-Note Segmentation: The proposed intra-note segmentation method is based on the study of the energy envelope contour of the note. Once onsets and offsets are located, we study the instantaneous energy values of the analysis frames corresponding to each note. This study is carried out by analyzing the envelope curvature and characterizing its shape, in order to estimate the limits of the intra-note segments.
When observing the note energy envelopes from the saxophone recordings, we identify that there are usually three segments (attack, sustain, and release [29] ) needed to conform a description that fits the model schematically represented in Fig. 3 . We discarded the decay segment due to the general characteristics of the notes within the performances.
In order to extract these three characteristic segments, we study the smoothed derivatives in a similar way that presented in [8] , where partial amplitude envelopes are modeled for isolated sounds. The main difference is that we analyze the notes in their musical context, rather than isolated. In addition, only three linear segments are considered. Moreover, instead of studying the contribution of all the partials, we obtain general intensity information from the total energy envelope characteristic. The procedure is carried out as follows.
Considering the energy envelope as a differentiable function over time, the points of maximum curvature can be considered as the local maximum variations of the first derivative of the signal energy (second derivative extremes), that is, the local maxima or minima of the second derivative.
Due to the characteristics of the audio signal, the energy envelope must be previously smoothed by low-pass filtering, since there are typically too many second derivative extremes. The low-pass filtering is carried out by means of a variable-width Gaussian convolution. Several smoothing steps are carried out in order to find a good cut-off frequency of the smoothing filter. The smoothed envelope should not differ much to the original one to avoid loss of localization due to the filtering effect. Thus, for each smoothing step, the error at smoothing step between original and current envelope is computed. This is carried out by means of (2), where is the length of the envelope in frames, is the original envelope and is the smoothed envelope at step (2) Starting from a low cut-off frequency , this frequency is increased each smoothing step until the error gets lower than a certain threshold , empirically selected. Then, we compute the three first derivatives of the last smoothed envelope. Frame positions and corresponding values of second derivative extremes are stored. Afterwards, these characteristic points are sorted by the second derivative modulus, and the highest positions are selected to build up the set of characteristic points . Of course, when the total number of third derivative zero-crossings is less than , the set is shortened.
Both note onset and offset are added as characteristic points to the set . The slope defined by each pair of consecutive characteristic points on the envelope is computed (3), where and denote frame positions. A minimum slope duration (measured in frames)
is defined relative to the note duration as the five per cent of the note length for excluding the possible too high valued slopes near the note limits such as (3) Finally, the two pairs of points defining, respectively, the most positive and most negative slope values from the remaining slopes after discarding are extracted. The end of the attack segment is defined as the frame position corresponding to second point of the maximum slope, while the start of the release segment position is defined as the first point of the minimum slope. This is stated in (4) (5) The attack is defined as the segment between the note onset and the end of the most positive of the computed slopes, while the release segment is defined as the segment between the start of the most negative of the computed slopes and the note offset. Sustain is restricted to the remaining segment. When the end of attack and the start of release limits of a note coincide, it is considered that the note does not have a sustain segment.
Intra-Note Segment Characterization: Once we have found the intra-note segment limits, we describe each one by its duration (absolute and relative to note duration), start and end times, initial and final energy values (absolute and relative to note maximum) and slope. For the stable part of each note (sustain segment), we extract an averaged spectral centroid and spectral tilt in order to have timbral descriptors related to the brightness of a particular execution. We compute the spectral centroid as the frequency bin corresponding to the barycenter of the spectrum, expressed as (6), where is the fast fourier transform of a frame, is the size of the fast fourier transform, and is the bin index. For the spectral tilt, we perform a linear regression of the logarithmic spectral envelope between 2 and 6 kHz, and get the slope expressed in decibels per hertz (dB/Hz) (6)
IV. PERFORMANCE-DRIVEN INTERPRETER IDENTIFICATION
In this section, we describe our approach to the problem of recognizing famous saxophonists from their playing style. In particular, we introduce the different note descriptors we use to characterize the internal and inter-note note properties (computed as described in the previous section), as well as the different algorithms we apply to identify performers from their playing style.
A. Note Descriptors
We characterize each performed note by the following two sets of features: Fig. 4 . Energy envelope and its linear approximation of a real excerpt with intra-note segment limits marked.
• Intra-note features. The intra-note features represent the internal structure of a note which is specified as intra-note characteristics of the audio signal. The set of intra-note features we have included in the research reported here are the note's attack level, sustain duration, sustain slope, amount of legato with the previous note, amount of legato with the following note, mean energy, spectral centroid and spectral tilt. This is, each performed note is characterized by the tuple
• Inter-note features. The inter-note features represent both properties of the note itself and aspects of the musical context in which the note appears. Information about the note includes note pitch and note duration, while information about its melodic context includes the relative pitch and duration of the neighboring notes (i.e., previous and following notes) as well as the Narmour structures to which the note belongs. The note's Narmour structures are computed by performing the musical analysis described in Section III-A. Thus, each performed note is contextually characterized by the tuple
B. Algorithm
One of the first questions to be asked before attempting to build a system to automatically identify a musician by his or her playing style is how is this task performed by a music expert? In the case of Jazz saxophonists our hypothesis is that most of the cues for performer identification come from the timbre or "quality" of the notes performed by the saxophonist. That is to say, while timing information is certainly important and is useful to identify a particular musician most of the information relevant for identifying a performer is the timbre characteristics of the performed notes. In this respect, the saxophone is similar to the singing voice in which most of the information relevant for identifying a singer is simply his or her voice's timbre. Thus, the algorithm to identify performers from their playing style reported in this paper aims to detect patterns of notes based on their timbre content. Roughly, the algorithm consists of generating a performance alphabet by clustering similar (in terms of timbre) individual notes, inducing for each performer a classifier which maps a note and its musical context to a symbol in the performance alphabet (i.e., a cluster), and given an audio fragment identify the performer as the one whose classifier predicts best the performed fragment. More formally, we are ultimately interested in obtaining a classifier of the following form where is the set of melody fragments composed of notes and is the set of possible saxophonists to be identified. For each performer to be identified we trained another classifier of the following form:
where is the set of notes played by performer represented by their inter-note features, i.e., each note in is represented by the tuple as described before, and is the set of clusters generated by clustering all the notes performed (by all performers) using their intra-note features.
In order to obtain the classifiers and we use and explore several machine learning techniques. The machine learning techniques considered in this paper are the following: K-means clustering, decision trees [16] , support vector machines (SVM) [4] , artificial neural networks (ANN) [3] , lazy methods, and ensemble methods.
We segmented all the recorded pieces into audio segments representing musical phrases. Given an audio fragment denoted by a list of notes and a set of possible performers This is, for each note in the melody fragment the classifier computes the set of its intra-note features, the set of its inter-note features and, based on the note's intra-note features, the cluster membership of the note for each of the clusters ( are the cluster membership for clusters , respectively). Once this is done, for each performer its trained classifier predicts a cluster representing the expected type of note the performer would have played in that musical context. This prediction is based on the note's inter-note features. The score for each performer is updated by taking into account the cluster membership of the predicted cluster (i.e., the greater the cluster membership of the predicted cluster, the more the score of the performer is increased). Finally, the performer with the higher score is returned.
Clearly, the classifiers play a central role in the output of classifier . For each performer, is trained with data extracted from the performer's performance recordings. We have explored different classifier induction methods (described above) for obtaining each classifier . The whole procedure for training classifiers is as follows. 1) Collect all training recordings by all performers. 2) Segment notes in the training recordings. 3) For each segmented note , compute its intra-note description . 4) Using the intra-note description of all segmented notes, apply fuzzy -means clustering (resulting in clusters of notes, each cluster corresponding to a set of similar notes in terms of their intra-note description). 5) For each performer :
• collect training recordings for that performer;
• for each segmented note in the performer's recordings, compute 's inter-note description ; • build a classifier (e.g., a decision tree) using the internote features as attributes and its cluster (computed in step 4) as class. 6) return the resulting classifier (e.g., the decision tree)
for each performer .
The motivation for inducing the classifiers as described above is that we would like to devise a mechanism to capture which (perceptual) type of notes are played in a particular musical context by a performer. By clustering the notes of all the performers based on the notes' intra-note features, we intend to obtain a number of sets, each containing perceptually similar notes (e.g., notes with similar timbre). By building a decision tree based on the inter-note features of the notes of a performer, we intend to obtain a classifier which predicts what type of notes a performer performs in a particular musical context.
C. Evaluation
We evaluated the induced classifiers by performing the standard ten fold cross validation in which 10% of the melody fragments is held out in turn as test data while the remaining 90% is used as training data. When performing the ten fold cross validation, we leave out the same number of melody fragments per class. In order to avoid optimistic estimates of the classifier performance, we explicitly remove from the training set all melody fragment repetitions of the hold out fragments. This is motivated by the fact that musicians are likely to perform a melody fragment and its repetition in a similar way. Thus, the applied ten fold cross validation procedure, in addition to holding out a test example from the training set, also removes repetitions of the example.
V. CASE STUDY
Important forms of performance in Western tonal music include performing music following a score, performing music by heart, performing improvised melodies, and playing by ear. With exception of the first form of performance, in the other forms of performance there is no notation (e.g., score) available. The task of identifying performers using the expressive information in their performances is only realistic if we consider performances for which we do not have the score the musician followed to produce the performance. Thus, the question is: how to characterize the events in an expressive performance in order to capture their intra-note features and the musical context in which they appear? Our approach to this question is to study the intra-note features of an expressive performance by analyzing each note in a performance and building a performance alphabet of events, and by mapping the musical context in which the note appears to the symbols in the alphabet. In this way, we are able to describe a performance as a sequence of symbols in the performance alphabet and to characterize the musical context in which these symbols appear. A second question is: how to use this characterization in order to identify a musician in a new performance? Our approach to this question is to encode the new performance as a string of symbols in the performance alphabet and then to compare this string with the sequence of symbols each performer is expected to play.
In this section, we present a case study on identifying performers from their playing style. We consider a set of monophonic recordings performed by reading a music score. Note that the availability of the score allows a complete analysis of the musical context of each performed note and enables us to establish a very complete mapping from this context to particular expressive transformations. However, in order to obtain a TABLE I  CLASSIFICATION ACCURACY FOR THE 1-NOTE, SHORT-PHRASE, AND  LONG-PHRASE CASES (IN CORRECTLY CLASSIFIED INSTANCES PERCENTAGE) unified methodology (in other case studies the score of the performance may not necessarily be available) we decided to discard the information provided by the score.
A. Monophonic Performances
Training Data: The training data used in this case study are monophonic recordings of four Jazz standards (Body and Soul, Once I loved, Like Someone in Love, and Up Jumped Spring) performed by three different professional saxophonists in a controlled studio environment. Each piece was performed at two different tempos. For each note in the training data, its inter-note and intra-note features were computed.
Results: There were a total of 792 notes available for each performer. We segmented each of the performed pieces in phases and obtain a total of 120 short phrases and 32 long phrases for each performer. The length of the obtained phrases and long phrases ranged from 5 to 12 notes and 40 to 62 notes, respectively. The expected classification accuracy of the default classifier (one which chooses randomly one of the three performers) is 33% (measured in correctly classified instances percentage). In the short phrase case, the average accuracy and the accuracy obtained for the most successful trained classifier was 97.03% and 98.42%, respectively. In the short long case, the average accuracy and the accuracy obtained for the most successful trained classifier was 96.77% and 98.07%, respectively. The correctly classified instances percentage for each learning method is presented in Table I . Clearly, the results for short and long phrases are statistically significant which indicates that it is indeed feasible to train successful classifiers to identify performers from their playing style using the considered intra-note and inter-note features. It must be noted that the performances in our training data were recorded in a controlled environment in which the gain level was constant for each performer. Some of the features (e.g., attack level) included in the intra-note description of the notes take advantage of this property and provide very useful information in the learning process. This recording requirement is not realistic in a general setting where we may obtain performances recorded under very different circumstances. However, we have tested our algorithm with performances recorded under different circumstances and obtained similar results.
B. Discussion
The difference between the results obtained in the case study and the accuracy of a baseline classifier, i.e., the classifier guessing at random, indicates that the intra-note and inter-note features presented contain sufficient information to identify the studied set of performers, and that the machine learning methods explored are capable of learning performance patterns that distinguish these performers. It is worth noting that every learning algorithm investigated (decision trees, SVM, ANN, k-NN, and the reported ensemble methods) produced significantly better than random classification accuracies. This supports our statement about the feasibility of training successful classifiers for the case study reported. However, note that this does not necessary imply that it is feasible to train classifiers for arbitrary performers.
We have selected three types of musical segment lengths: 1-note segments, short-phrase segments (4-12 notes), and longphrase segment (30-62 notes). As expected, evaluation using 1-note segments results in poor classification accuracies, while short-phrase segments and long-phrase segment evaluation results in accuracies well above the accuracy of a baseline classifier. Interestingly, there is no substantial difference in the accuracies for short-phrase sand long-phrase segment evaluation which seems to indicate that in order to identify a particular performer it is sufficient to consider a short phrase segment of the piece, i.e., the identification accuracy does not increase substantially by considering a longer segment.
VI. CONCLUSION
In this paper, we focused on the task of identifying performers from their playing style using note descriptors extracted from audio recordings. In particular, we concentrated in identifying Jazz saxophonists and explored and compared different machine learning techniques for this task. We characterized performances by representing each note in the performance by a set of intra-note features corresponding to the internal structure of the note, and a set of inter-note features representing the context in which the note appears. We presented successful classifiers for a three-class classification task: identifying saxophonists in monophonic performances. The results obtained indicate that the intra-note and inter-note features presented contain sufficient information to identify the studied set of performers, and that the machine learning methods explored are capable of learning performance patterns that distinguish these performers. We are currently extending our approach to performance-based performer identification in polyphonic multi-instrument audio recordings.
