1] Observing system simulation experiments were used to investigate ensemble Bayesian state-updating data assimilation of observations of leaf area index (LAI) and soil moisture () for the purpose of improving single-season wheat yield estimates with the Decision Support System for Agrotechnology Transfer (DSSAT) CropSim-Ceres model. Assimilation was conducted in an energy-limited environment and a water-limited environment. Modeling uncertainty was prescribed to weather inputs, soil parameters and initial conditions, and cultivar parameters and through perturbations to model state transition equations. The ensemble Kalman filter and the sequential importance resampling filter were tested for the ability to attenuate effects of these types of uncertainty on yield estimates. LAI and observations were synthesized according to characteristics of existing remote sensing data, and effects of observation error were tested. Results indicate that the potential for assimilation to improve end-of-season yield estimates is low. Limitations are due to a lack of root zone soil moisture information, error in LAI observations, and a lack of correlation between leaf and grain growth.
Introduction
[2] Dynamic crop models, such as the Decision Support System for Agrotechnology Transfer crop simulation model (DSSAT) [Hoogenboom et al., 2004] , are used to aid decision making under uncertainty [Jones et al., 2003] . For instance, DSSAT is used by the insurance industry to predict regional crop yields on a seasonal basis. Crop simulation models have an advantage over empirical models of agricultural productivity in that they can react dynamically to changes in local conditions in a physically and biologically meaningful way. However, because of uncertainties in model representations of real-world systems and because of uncertainties inherent in input data regarding soils, cultivar genetics and weather, any model-based estimate of agricultural yield will be subject to error. One approach to mitigating this type of error is to constrain model simulations using remote sensing observations through a process of data assimilation [Liu and Gupta, 2007] .
[3] Remote sensing measurements related to agriculture generally contain information about weather, vegetation or soil. Information about weather is used to force crop simulations directly. Remotely sensed information about vegetation often comes in the form of a leaf area index (LAI (m 2 m À2 ) [e.g., Knyazikhin et al., 1999] ), which is a crop model component related to canopy cover. Similarly, soil moisture is a model state variable that acts as the primary control on plant water stress and observations of volumetric moisture content ( (m 3 m À3 )) in the top few centimetres of soil ( 1 ) are available from remote sensing sources (AMSR-E [Njoku et al., 2003] , SMOS [Kerr et al., 2010] , and SMAP [Entekhabi et al., 2010] ). Together LAI and SW observations provide complementary information for agricultural monitoring.
[4] There are many types of data assimilation which are common in agronomy [Moulin et al., 1998; Prévot et al., 2003] . This work investigates the potential for ensemble Bayesian state-updating filters [McLaughlin, 2002] to mitigate modeling uncertainty on end-of-season wheat yield estimates. Conceptually, ensemble Bayesian filters operate on the principle that a probability density function (pdf) representing uncertainty in model states can be approximated by a discrete set of model simulations, and that a pdf of model predictions can be estimated using Monte Carlo integration to marginalize uncertainty in model states. From a Bayesian perspective, the physical model provides context (a prior and likelihood) for interpreting information contained in remotely sensed data.
[5] Currently, a robust understanding of the response of physically based model estimates of agricultural yield to state-updating assimilation remains lacking. The first step in this process is to perform a controlled synthetic data study, also called an observing system simulation experiment (OSSE) [Arnold and Dey, 1986] , which will allow for an analysis of interactions between uncertainty, observations and the model. Although both Pauwels et al. [2007] and Pellenq and Boulet [2004] present OSSEs which investigate the assimilation of LAI and/or 1 into crop simulation models, these studies assess the effects of assimilation on model states; neither investigates the impact of data assimilation on yield estimates. de Wit and van Diepen [2007] present a case study on the effects of assimilating 1 observations on yield estimates; however, this does not provide sufficient statistical and methodological control to differentiate limitations imposed by the model, the assimilation algorithm, and uncertainty in model inputs and observations.
[6] We present a set of OSSEs which assess LAI and assimilation for improving DSSAT CropSim-Ceres wheat yield estimates in a controlled synthetic environment. This allows for an understanding of model response to state updating and a delineation of the effects of modeling uncertainty, filter error, and observation error. This investigation provides a benchmark for interpreting the results of case studies [e.g., de Wit and van Diepen, 2007] and a foundation on which to direct the development of agricultural models and remote sensing algorithms aimed at predicting yield.
Methods
[7] Several experiments are presented. First, modeling uncertainty was partitioned into isolated sources: weather inputs, soil parameters and initial conditions, cultivar parameters, and model state equations. Synthesized remote sensing observations were assimilated using the ensemble Kalman filter (EnKF) [Evensen, 2003] and the sequential importance resampling filter (SIRF) [Gordon et al., 1993] , and mean yield predictions from these filters were assessed. In addition, observations with variable error characteristics were assimilated to test the effects of observation error on EnKF and SIRF results. Sections 2.1-2.4 describe the model, data assimilation filters, and sets of numerical experiments.
The DSSAT CropSim Ceres Wheat Model
[8] DSSAT is a collection of independent crop growth modules supported by a land process wrapper. Integration takes place on a daily time step and the forcing data required are daily maximum and minimum temperature, daily integrated solar radiation and daily cumulative precipitation.
[9] DSSAT soil layering is user defined; we used nine layers with one surface layer representing the 0-5 cm of soil typically assumed to be visible to L band wavelength satellites and a set of lower layers reaching a total depth of 1.8 m. DSSAT soil moisture is calculated using a Richietype soil water balance [Richie, 1998] , which employs a curve number approach to partitioning runoff and updates the water content of each soil layer on the basis of a set of linear drainage equations. The soil surface parameters are: a runoff curve number, an upper limit on evaporation, a drainage rate parameter, and albedo. Soil layers are parametrized by saturated water content (porosity), drained upper limit (field capacity), lower limit, saturated hydraulic conductivity, and a root growth factor. Similar to Mo et al. [2005] , we used the soil water balance routines but did not simulate the soil nitrogen balance or any management decisions. This was done because it is impossible to presume that information about these aspects of agricultural development would be available at remote sensing scales.
[10] The CropSim-Ceres module (CC) simulates wheat crops. The CC models yield as a function of a grain weight state. Grain growth is developmentally dependent on daily development units, which are a function of mean daily temperature and daily cumulative solar radiation, a temperature control factor, vegetation biomass ( (kg/plant)) defined as the sum of mass storage model states stem weight, leaf weight, and reserves weight, and model parameters. The most important crop model parameters are related to the cultivar : vernalizing duration, which specifies the number of days of optimum temperature necessary for vernalization; photoperiod response, which specifies the percent reduction in photosynthesis for every 10 h reduction in photoperiod; grain filling phase duration in growing degreedays ( C days); number of kernels per unit plant weight (number g À1 ); the standard kernel size (mg); the standard tiller weight (g); and the photoperiod interval between leaf tip appearances.
[11] In contrast to grain weight, LAI is a function of the model state plant leaf area which is developmentally dependent on a temperature control factor and has a potential value set by the number of plant leaves, which is in turn determined at each time step by the cumulative sum of daily development units. Again, in contrast to grain growth, potential daily leaf growth is attenuated by an additive factor proportional to water stress, S w 2 ½0; 1, so that a stress factor of 0 indicates potential growth and a stress factor of 1 indicates no growth. Potential grain growth is not modified in this way; the other components of biomass are affected indirectly by stress through leaf assimilation of plant carbon reserves. Water stress is the ratio of total root water uptake to potential transpiration, which is a fraction of potential evapotranspiration calculated according to the Priestley-Taylor method [Priestley and Taylor, 1972] . Root water uptake from each layer is a function of the difference between soil moisture state and the lower limit parameter. Thus when sufficient soil moisture is available to supply transpiration demand, water stress is zero. Given the way model develops vegetation and grain components of the wheat plant, we know that LAI and will inform yield by informing .
[12] The model state vector contains all of the internal dynamic model variables necessary to transition the simulation from one time step to the next, that is, all of the Markov information. More specifically, at given time t, state (x t ) is a function of the state at the previous time (x tÀ1 ), forcing data at the current time (u t ), and time-invariant model parameters (#) according to the state transition relationship M x ðÁÞ:
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The combined land process wrapper and CC Markov state vector has 97 components (Tables 1 and 2). The model output vector at time t (y t ; here we use the term output to refer to model predictions which correspond directly with observations) is calculated according to the relationship M y ðÁÞ as a function of the current state, current inputs and parameters :
For our purposes, the output vector contained the quantities 1:9 (soil moisture in each of 9 soil layers) and LAI; 1:9 are also state variables so M y ðÁÞ simply preserves these values through identity relationships. LAI is not a state variable because its value is calculated independently at each time step as a function of the state plant leaf area.
The Ensemble Kalman Filter
[13] The EnKF is commonly used for state updating in moderately nonlinear geophysical models [Reichle, 2008] . It estimates the model state pdf by drawing N ens samples from a joint uncertainty pdf over model parameters, forcing data, and state perturbations, and then propagates this sample through time using the model equations. This set of model simulations is the ensemble. At every observation time, the EnKF updates the state pdf on the basis of the assumptions that all model states are linearly related to model output and that uncertainty in model states, model output, and observations can be quantified by second-order pdf approximations. Because the method has been widely discussed, we only present a brief overview and follow a variation on the formulation of Houtekamer and Mitchell [2001] . [14] The ensemble of model state predictions at time t is stored in X t ¼ ½x t;1 ; x t;2 ; . . . ; x t;N ens , which has size D stt Â N ens where D stt is the dimension of x t . Similarly, the ensemble of model outputs is Y t ¼ ½y t;1 ; y t;2 ; . . . ; y t; N ens , which has dimensions D obs Â N ens where D obs is the dimension of the observation vector, z t . The observation error covariance, R t , is required a priori and an observation sample Z t ¼ ½ t;1 ; t;2 ; . . . ; t;N ens is generated according to
The ensemble of EnKF updated model states, c X t , is calculated as a least squares estimate based on model predictions and observations resulting in
is the cross covariance between ensemble deviations from mean model state and deviations from mean output and
is the covariance matrix of ensemble deviations from mean model output. Both P t and Q t are sampled directly from the ensemble.
[15] The finite nature of ensemble representations of uncertainty can lead to spurious updates when X t contains components that are not approximately or locally linearly related to components of Y t . An analysis of DSSAT state and observation correlations resulted in a list of important Markov state components which have local approximately linear relationships with one or more output (Table 3 , except stage timing states). This list includes all CC plant mass storage components, plant leaf area, and root volume (root accumulation is stored as a volumetric fraction rather than as a mass) as well as canopy height. Our EnKF employed a threshold filter which discarded any relationship between model states and modeled observation components with a Pearson product-moment correlation coefficient jj < 0:3. This reduced the possibility of picking up spurious correlations.
[16] It is important to note that the CC is a set of step functions which calculate crop attributes in fundamentally different ways depending on the current stage of development. Because of these and other nonlinearities, the EnKF will not guarantee mutually consistent model states after each update since it uses a single correlation relationship to update every ensemble member regardless of the current growth stage of each particular simulation.
The Sequential Importance Resampling Filter
[17] The SIRF provides an approximate Bayesian estimate of model state uncertainty at each time step conditional on past observations without assumptions of linearity and second-order statistics. At each observation time, each ensemble member's state vector is assigned an importance weight, W n t , which is proportional to the posterior likelihood of that state vector conditional on all past observations:
superscripts index the ensemble member. The observations are assumed to be independent conditional on the model output, and model output is a deterministic function of model state according to (1b) so that the likelihood function relates observations to model state vectors according to
In our case, the simulation ensemble was updated by replacing all 97 components of each member's state vector (Tables 1 and 2 ) with a state vector from a different simulation (sampling with replacement). Each model retained its own parameters and forcing data.
Observing System Simulation Experiments
[18] OSSEs, as diagrammed in Figure 1 , were used to assess LAI and assimilation potential. A group of N ens þ 1 simulations (ensemble size is discussed in section 2.4.3) was sampled from a modeling uncertainty pdf. One of these simulations was chosen randomly as the truth system (upper path in Figure 1 ) leaving an N ens -member prediction ensemble which was used to estimate yield with and without data assimilation. Synthetic observations were generated by sampling from an observation uncertainty distribution around the truth system output and assimilated by the EnKF and SIRF (middle paths in Figure 1 ). The ensemble of model simulations without data assimilation was called the open loop (bottom path in Figure 1 ). The open loop, EnKF and SIRF all used the same truth system and ensemble members (parameters, initial conditions and weather forcing data) and the EnKF and SIRF used the same synthetic observations.
[19] This type of OSSE was used to (1) choose an appropriate ensemble size, (2) test the effects of EnKF and SIRF assimilation on segregated and combined modeling uncertainty sources, (3) test the effects of observation uncertainty on EnKF and SIRF assimilation. Experiments 2 and 3 used the ensemble size chosen by experiment 1. In all cases except for when determining ensemble size, each OSSE was repeated fifty times by drawing separate truth systems and ensembles; this Monte Carlo repetition provided a statistically independent experiment sample. Sections 2.4.1-2.4.5 describe the modeling uncertainty pdf, the procedure for generating synthetic observations from truth system output, and these sets of experiments.
Modeling Uncertainty Distributions
[20] Assimilation was tested on two rain-fed wheat crops with different levels of water stress. Mean parameter and weather inputs came from field experiment data which are packaged with the DSSAT version 4.5 release : a 1975 study of a summer wheat crop conducted in Swift Current, Saskatchewan, Canada, reported by Campbell et al. [1977a Campbell et al. [ , 1997b and a 1974-1975 study on winter wheat conducted in Rothamsted, UK. Figure 2 plots LAI, grain weight, and water stress for both crops simulated using mean parameters outlined in Table 4 and unperturbed weather forcing data.
[21] The Swift Current summer wheat crop represents a water-limited system and yielded 104 kg ha À1 using mean parameters listed in Table 4 ; the potential, nonstressed yield was 4266 kg ha À1 . The mean parameter and forcing system received 153.6 mm of rainfall over a total of 95 days from planting on 25 May 1975 to maturity on 28 August 1975 and had a total evapotranspiration of 151.9 mm. The water stress factor reached a high of S w ¼ 0:97 during the ear growth stage which occurred between day 51 and day 61 after planting. Although this crop produced very little yield using the mean parameter and input values, it was often the case that simulations sampled from the parameter and input uncertainty distribution caused a substantial increase in yield.
[22] The Rothamsted winter wheat crop represents an energy-limited system and reached potential yield of 6651 kg ha À1 using mean parameters listed in Table 4 . The system received 512.9 mm of rainfall over a total of 269 days from planting on 6 November 1974 to maturity on 6 August 1975 and had a total evapotranspiration of 381.2 mm. The water stress factor reached a high of S w ¼ 0:84 during the grain filling stage which occurred between day 240 and harvest; the water stress factor was close to 0 during all other development stages. Although this crop produced potential yield using the mean parameter and input values, it was often the case that simulations sampled from the parameter and input uncertainty distribution caused a substantial decrease in yield.
[23] Weather forcing data uncertainty was emulated by perturbing daily measured weather data with values sampled form the temporally and cross-correlated joint pdf outlined in Table 5 . Perturbations on solar radiation and precipitation were multiplicative lognormally distributed with a mean of 1 and standard deviations of 0.3 and 0.5, respectively; perturbations on temperature were additive Gaussian with a mean of 0 and unit variance, and the same daily perturbation was applied to daily maximum and minimum temperature. Weather perturbations were cross correlated and AR(1) (first-order autoregressive) temporally autocorrelated with correlation coefficients 1/e following Reichle et al. [2007 Reichle et al. [ , 2010 ; since integration was on a daily time step, these autoregression coefficients are relevant to a daily time series.
[24] Parameter uncertainty distributions were Gaussian (approximately, due to bounds) with means, variances, and bounds listed in Table 4 . Cultivar parameters are model specific; parameter files included with DSSAT release version 4.5 provided the limits and variances listed in Table 4 . Variances and bounds for surface soil parameters were also estimated using a library of soil parametrizations included with DSSAT version 4.5. We used lumped parameters for the bottom eight soil layers because of a presumed lack of knowledge about subsurface soil properties. The root growth factor was assumed to decrease exponentially with depth and was parametrized by a maximum value at the surface. Porosity, saturated conductivity and residual saturation were calculated from clay and silt percentages using pedotransfer functions from Cosby et al. [1984] . Bulk density was calculated as a function of porosity assuming mineral density of 2.65 g cm À3 and drained upper limit was taken as the average of saturated and residual moisture contents. Global soils maps that provide clay and silt contents are not usually associated with useful error estimates because much of the error in soil mapping is due to sparse measurements of heterogeneous areas. Here we sampled sand and clay percentage parameters independently, each with a standard deviation of 10%; sand and clay percentages were constrained to be positive and the sum was constrained to be less than one by, when necessary, reducing both parameters by an equal amount. Given the mean sand and clay parameters from Table 4 , this resulted in 95% confidence bounds which spanned approximately 18% of the soil textural triangle at and Swift Current and 25% of the soil textural triangle at Rothamsted.
[25] Model structural uncertainty was simulated by adding noise to the model state transition equations: Figure 2 . Baseline simulations of water-limited (Swift Current) summer wheat and energy-limited (Rothamsted) winter wheat with parameters listed in Table 4 . In the Rothamsted plot, water stress is magnified by a factor of 8. This type of model error was added to those states listed in Table 3 except for grain weight, and in some cases, where specified, to the development unit stage timing states cumulative development units and cumulative germination units. It was found that perturbing the grain weight state caused irreconcilable yield error by weakening statistical relationships between observations and yield. Random state perturbations were drawn from zero-mean Gaussian distributions with heteroscedastic variances
where I D stt is the D stt dimension identity matrix. This ensured that no state would become finite purely because of the perturbation, and threshold filters were used to ensure that all state values remained nonnegative. Perturbations were sampled independently across states and time steps.
Generating Synthetic Observations
[26] The truth system output vector (y truth t ¼ f truth 1:9 ; LAI truth g) was used to generate synthetic observations, z t . At every observation time, a remote sensing measurement process was simulated by drawing from the Gaussian distribution
R LAI t and R t represent the observation error covariance matrixes related to LAI and observations, respectively. Synthetic observations have no spatial scale.
[27] Frequency and error properties of synthetic observations were guided by uncertainty in existing remote sensing data. Observations of 1 are available from SMOS at most major agricultural areas every 3 days with a spatial resolution of 50 km and approximate retrieval accuracy of error $ 60:04 m 3 m À3 [Kerr et al., 2010 ]. An improvement in spatial resolution (to 9 km) is expected with the launch of SMAP in 2014 [Entekhabi et al., 2010] . Measurement accuracy will degrade as vegetation water content, veg (kg m À2 ), increases throughout the growing season; in the Data units are the dimensions of the forcing data itself and not the units of the perturbations except in the case of temperature which uses additive perturbations; radiation and precipitation perturbations are multiplicative and unitless. case of SMAP, observations at or better than the 60:04 m 3 m À3 accuracy level are expected to be confined to areas with vegetation water content less than 5 kg m À2 [Entekhabi et al., 2010] . Jackson and Schmugge [1991] developed a relationship between vegetation water content and vegetation transmissivity, as proposed by Kirdiashev et al. [1979] , which Bolten et al. [2010] adapted to model soil moisture observation uncertainty as
:
(6b) R t (m 6 =m 6 ) is the variance of the soil moisture retrieval at time t made over vegetation, R 0 (m 6 =m 6 ) is the variance of estimates made over bare soil, b is an environment parameter which accounts for vegetation type and roughness, and (degrees) is the satellite incidence angle. The SMAP incidence angle is 40 and we adopted the value of b ¼ 0:12 for agricultural crops [Crow et al., 2005] , along with a bare soil observation error standard deviation of ðR 0 Þ 1=2 ¼ 0:027 m 3 m À3 resulting in a retrieval accuracy model which approaches ðR t Þ 1=2 ¼ 0:04 m 3 m À3 as vegetation water content approaches veg ¼ 5 kg m À2 . Vegetation water content was assumed to be a constant fraction of plant biomass and plant population (p pop (plants/m 2 )):
¼ 0:75 was set according to results reported by Malhotra [1933] . Plant population is a CC component that is not included in the EnKF update.
[28] Synthetic observations of 1:9 were generated every 3 days, each layer perturbed independently with the same statistical error characteristics. Remote sensing platforms are only able to measure soil water content in the upper few centimetres of soil, and in section 3.2 we compare assimilations which used only 1 observations with assimilations which used observations of 1:9 .
[29] The MODIS MOD15A2 product group provides LAI (m 2 m À2 ) estimates as an 8 day composite. The accuracy and uncertainty in this product has been investigated over agricultural areas by comparing the composite image to reference LAI from a single day at the end of the composite period; the uncertainty standard deviation was reported to be ðR LAI t Þ 1=2 0:38 m 2 m À2 [Tan et al., 2005] . We generated synthetic LAI observations with ðR LAI t Þ 1=2 ¼ 0:38 every 8 days to simulate the remote sensing measurement process.
Ensemble Size Experiments
[30] Ensemble size represents a balance between pdf representation and computation expense. Effects of varying ensemble size were evaluated using ensembles of N ens ¼ 10, 25, 50, 75, 100, 250, 500, 750, and 1000. An appropriate ensemble size was found when pdf predictions of grain weight, LAI and 1 became stable with increasing sample size. The quality of ensemble representations of outputs LAI and 1 and state grain weight was quantified using the root mean square error (RMSE) taken over all simulation time steps of the difference between mean ensemble predicted output values and the true value.
[31] To make direct comparisons between OSSEs with different ensemble sizes, it was necessary to use the same truth system and observation set. Four truth systems were chosen and, for each truth system, a corresponding set of observations were generated and an N ens ¼ 1; 000 member ensemble was sampled from the full uncertainty pdf outlined in Tables 4 and 5 and equation (5a). For each truth system, each ensemble of increasing size completely contained all smaller ensembles. For example, for a given truth system, the N ens ¼ 25 member ensemble contained the N ens ¼ 10 member ensemble plus 15 additional simulations. The RMSE averaged over these four experiments is reported, and the particular choice of ensemble size is discussed in section 3.1.
Modeling Uncertainty Experiments
[32] Once an appropriate ensemble size was chosen, experiments were conducted to test the ability of data assimilation to mitigate particular types of modeling uncertainty in yield estimates. Modleing uncertainty pdf were taken as marginal distributions of the entire joint uncertainty distribution (Tables 4 and 5 and equation (5a)). We tested the full joint uncertainty pdf described in section 2.4.1 plus five marginal uncertainty pdf related to (1) weather forcing data (Table 5 ), (2) soil parameters and initial conditions (Table 4 ), (3) cultivar parameters (Table 4) , (4) model state perturbations (equation (5a)) to states listed in Table 3 except for grain weight, cumulative development units and cumulative germination units, and (5) same as point 4 but with perturbations to cumulative development units and cumulative germination units. Because each uncertainty type was independent from all others, marginalizing a particular uncertainty component was done by setting all of the variances of its uncertainty components to zero.
[33] Assimilation OSSEs were run for simulations of water-limited (Swift Current) and energy-limited (Rothamsted) crops using four types of observation sets: LAI and 1 , LAI only, 1 only, and 1:9 ; the first three represent what are available from satellites and the fourth provides a way to assess limitations of only having surface level soil moisture information. Each OSSE was repeated fifty times with different truth systems, ensembles and observations. The results were evaluated using a mean error score (ME (kg ha À1 )), which is the absolute difference between the ensemble mean predicted end-of-season yield and the true yield. This was calculated for the open loop, EnKF, and SIRF ensembles for each of 50 OSSEs, and a single-tailed, two-sample t test ( ¼ 0:05) was used to test for a significant reduction in mean ME score due to SIRF or EnKF assimilation.
[34] Yield estimates can only be expected to improve when there are strong (although possibly indirect) relationships between model outputs and grain weight. Since grain weight is related to LAI and water stress through biomass, we report the absolute time-averaged Pearson productmoment correlation coefficients (jj) between model outputs and . For 1:9 the sum of profile water was used. Statistics were calculated using all open loop ensemble members from the 50 combined uncertainty OSSEs.
Observation Uncertainty Experiments
[35] Eight sets of OSSEs which utilized the full modeling uncertainty pdf were used to test effects of observation uncertainty on assimilation results. Synthetic observations of LAI and 1 were generated and assimilated every 3 and 8 days as described in section 2.4.2; however, error variances were ðR Þ ð1=2Þ ¼ 0.001, 0.005, 0.010, 0.015, 0.020, 0.030, 0.040, and 0.050 ðm 3 m À3 Þ and LAI error variances were ðR LAI Þ ð1=2Þ ¼ 0.01, 0.02, 0.05, 0.10, 0.15, 0.20, 0.30, and 0.40 for the eight sets of OSSEs. For both water-limited and energy-limited crops each observation type and uncertainty level was tested using fifty Monte Carlo OSSEs and the reduction in ME scores was used to evaluate EnKF and SIRF performance.
Results

Ensemble Size Experiments
[36] Figure 3 illustrates RMSE output and grain weight dynamics due to varying ensemble size averaged over four sets of Swift Current OSSEs. Generally, when LAI was assimilated LAI RMSE improved but not 1 RMSE, and when 1 was assimilated 1 RMSE improved but not LAI RMSE; this is similar to the findings of Pauwels et al. [2007] , who used the EnKF and observed little improvement to modeled LAI when 1 observations were assimilated. In both cases where outputs improved (LAI RMSE for LAI assimilation and 1 RMSE for 1 assimilation) output RMSE values were relatively stable with increasing ensemble size after about N ens ¼ 25 for both the EnKF and SIRF.
In the two cases where outputs did not improve ( 1 RMSE for LAI assimilation and LAI RMSE for 1 assimilation) output RMSE values stabilized around N ens ¼ 100. de Wit and van Diepen [2007] used the EnKF and found stability in mean-square error of modeled LAI with EnKF assimilation of 1 at around N ens ¼ 100, which is in agreement with our findings. The grain weight state RMSE generally improved when LAI observations were assimilated but not 1 observations; in both cases, the grain weight RMSE became relatively stable around N ens ¼ 100. The remainder of the OSSEs discussed in this paper used an ensemble size of N ens ¼ 100.
Modeling Uncertainty Experiments
[37] Table 6 reports Monte Carlo average ME scores and time-averaged correlations between outputs and end-ofseason yield for water-limited and energy-limited OSSEs. The results for each uncertainty type are described below. It is important to understand that the time-averaged correlations between model outputs and biomass inform assimilation results, but that the relationship is indirect and situation dependent. Thus the jj coefficients in Table 6 cannot be compared directly.
Weather Inputs
[38] Precipitation uncertainty affects grain development indirectly via the water stress control on the leaf weight component of biomass, while radiation and temperature affect grain development directly as well as indirectly though biomass. In simulations of the water-limited crop, LAI and were correlated with at approximately jj ¼ 0:5. ME scores were not significantly improved by assimilating LAI or 1 using either filter. The inefficiency in assimilating LAI observations can be attributed to differences in the way radiation and temperature affect leaf and grain development and the fact that uncertainty in radiation and temperature affected grain growth after leaves were senesced (Figure 2) .
[39] The SIRF was able to reduce the average ME score by assimilating 1:9 and was more successful than the EnKF, in this case likely because of the EnKF's linear model assumption. Swapping out state vectors for ones from ensemble members which represent crops grown in conditions similar to the truth system (similar historical water demand and availability) improved yield predictions ; however, updating plant states on the basis of linear correlations with soil states was inefficient, and improvements to estimates of profile water content did not translate into improved simulations of future plant development. The useful information stored in the soil moisture state was information about growth histories; this suggests that an improved understanding of the effects of weather on the crop growth environment might not be as important as an improved understanding of the effects of weather on crops themselves.
[40] In energy-limited simulations, LAI was correlated with at jj ¼ 0:8 and EnKF assimilation of LAI observations improved yield predictions. Water stress was a decorrelating factor between LAI and biomass because of differences in how leaf weight, stem weight, and reserves weight responded to stress. Again, in the energy-limited environment, SIRF assimilation of 1:9 improved yield estimates while the EnKF did not.
Soil Parameters and Initial Conditions
[41] In simulations of the water-limited crop, the ability of the soil to infiltrate and store water was important for productivity. Correlations between LAI and were high (jj ¼ 0:918); however, assimilation of LAI did not result in improved yield estimates. In this case, when the filters increased biomass because of high LAI observations, large plants were essentially placed into soils that could support them. When the filters decreased biomass because of low LAI observations, the plants grew quickly because of sufficient water availability. This is an example of the limitations of data assimilation filters when model parameters are uncertain. Since LAI observations were not available after senescence (Figure 2) , the updated plant simulations were able to respond to the new environment before grain growth was completed.
[42] In contrast, correlation between 1:9 and was moderate (jj ¼ 0:233); however, the SIRF was able to improve ME scores by assimilating 1:9 . In this case, since observations of soil moisture were available through the end of the growing season, the SIRF was able to replace the ensemble of plant state vectors late in the grain development phase with ensemble members which had developed in conditions similar to the truth system.
[43] Surface level soil moisture observations contained insufficient information to improve grain weight simulations because surface soil layer parameters were independent of root zone parameters and the root zone largely controls water availability. In the low-stress simulations, soil parameters did not affect grain growth.
Cultivar Parameters
[44] Error in yield estimates due to uncertainty in cultivar parameters was not mitigated by state updating for either crop using any combination of filter and observations. Correlations between LAI and were high, but differences in the kernel number and standard kernel size parameters decoupled from grain weight. LAI and observations do not inform these parameter values.
State Perturbations Without Stage Timing States
[45] When states other than stage timing variables cumulative development units and cumulative germination units were perturbed, water-limited LAI was correlated with (jj ¼ 0:845), however in the energy-limited environment, it was not (jj ¼ 0:341). In the water-limited environment, perturbations to the root zone soil water state partially controlled growth variations through the stress factor, and this resulted in correlated LAI and . In the energy-limited case, LAI and were not well correlated because the state perturbations were independent. Thus in the water-limited environment, LAI assimilation resulted in improved ME score, and in the energy-limited environment, it did not.
[46] Note that 1 was not well correlated with in either set of simulations; however, 1:9 was correlated in the water-limited environment. Again, this is because perturbations to soil water states were independent between layers and root zone water availability determined water stress.
1:9 assimilation improved yield estimates in this case.
State Perturbations Including Stage Timing States
[47] When perturbations to stage timing states cumulative development units and cumulative germination units were included, the water-limited LAI-correlation was reduced (jj ¼ 0:845 to jj ¼ 0:657). Differences in growth stages between ensemble simulations accumulated throughout the growing season and caused a gradual decrease in cross correlation between vegetation states (not shown). In energy-limited simulations, the correlation increased slightly (jj ¼ 0:341 to jj ¼ 0:452) and the SIRF was able to improve ME scores by assimilating LAI. In the waterlimited case, stress controlled biomass and LAI through leaf development and dissimilar development stage transitions resulted in decorrelation. In the energy-limited case, random perturbations controlled leaf development, stem weight, and reserves weight independently and similar development stage transitions resulted in slightly higher correlated vegetation states.
Combined Uncertainty Sources
[48] In a full modeling uncertainty paradigm, the EnKF and SIRF were unable to significantly improve ME scores in any case. This is a combined result of lack in state correlations caused by differences in cultivar parameters and differences in weather controls on biomass, LAI and grain weight.
Observation Uncertainty Experiments
[49] Results from varying error variances of synthetic LAI and 1 observations (Table 7) suggest that even nearly perfect observations of surface level soil moisture will not improve single season yield estimates under reasonable modeling uncertainty assumptions. LAI assimilation was valuable in the water-limited simulations when the LAI observations error standard deviation was between 0.05 and 0.30 ½m 2 m À2 . The SIRF was almost always better at assimilating LAI in the water-limited simulations, which is likely due to the highly nonlinear nature of the CC module.
Discussion
[50] The purpose of this study was to identify potential for state-updating data assimilation to mitigate error in yield estimates due to modeling uncertainty. Results show that this approach was generally unable to improve yield estimates under realistic uncertainty scenarios. There were many factors which contribute to this: (1) weather inputs affect grain and leaf growth differently meaning that similar LAI outputs do not imply similar grain weight states, (2) that certain cultivar parameters affect grain development directly in a way which is independent of all other model states, (3) that state updating often results in plant state vectors which disagree with model (soil) parameters, and (4) that surface level soil moisture observations did not contain sufficient information about available water and water stress. Results suggest that in water-limited environments, LAI assimilation would be more useful if observation error was lower than what is currently available. This is a problem because LAI observations will suffer from uncertainties which were not considered in this study, namely, spatial heterogeneity in agricultural systems and discrepancies in spatial resolutions between fields and image pixels.
[51] These findings are qualitatively similar to those from the case study reported by de Wit and van Diepen [2007] , who used the EnKF to assimilate 1 observations over crop land in Europe. They found improvement to winter wheat yield estimates in 33 out of 88 test regions. Although their real-world experiment was likely hampered by mismatches in spatial resolution between agricultural fields and remote sensing observations, as well as other spatial factors including crop heterogeneity, we have shown that these factors alone were likely not the reason for poor assimilation results.
[52] This study suggests that in order to combine remote sensing observations with agricultural models for the purpose of estimating yield at single-season time scales, it will be necessary to modify our interpretation of crop development. Primarily, it would be interesting to investigate methods and ancillary data necessary for correlating leaf development with grain development directly. It is likely that the utility of soil moisture observations will be limited to monitoring extreme events over large time scales as was implied by Bolten et al. [2010] , or for estimating irrigation schedules and agricultural water use as was done by Wang and Cai [2007] .
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