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Problemi critici e interpretativi intorno al modello evolutivo di 
teoria dei giochi1
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In this paper I will present the formal aspects and developments 
of the Evolutionary Game Theory (EGT) referred to its main 
theorems and problems. I will argue for the existence of two 
distinctive limits of the EGT: an intrinsic limit, represented by 
the impossibility of defining an evolutionary stable strategy (ESS) 
into the multitude of the points of attraction; and an extrinsic 
limit, represented by the Prisoner’s Dilemma. The methodological 
aim of my paper is developing a philosophical analysis of some 
important concept – as rationality, choice, preference, desire, will, 
need – which characterize the actual debate on morals.
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La filosofia analitica (e non solo) distingue atteggiamenti oggettivisti 
e atteggiamenti soggettivisti rispetto al problema morale e questo induce 
una separazione nell’indagine del dominio etico tra un centro di interesse 
forte rappresentato dall’insieme dei rapporti che un individuo istituisce 
con altri individui (e che ha come principio guida la giustizia oppure ciò 
che ciascuno deve agli altri) e una periferia di interesse debole rappre-
sentata invece dall’insieme dei comportamenti o delle scelte significative 
e importanti per il soggetto2. La linea di demarcazione fra questi ambiti 
1  Desidero ringraziare il prof. Christoph Lumer per la revisione dell’articolo e per 
la visione della filosofia che ha saputo ispirarvi. La responsabilità di eventuali errori o 
omissioni resta naturalmente mia.
2  J. Rawls, Una teoria della giustizia, trad. it. U. Santini, Feltrinelli, Milano 2002, pp. 
29-33; T. Scanlon, What We Owe to Each Other, Harvard University Press, Cambridge 
(Massachusetts) 1998, pp. 79-87 e pp. 186-223; D. Parfit, What We Could Rationally Will, 
«The Tanner Lectures on Human Values», 24, 2002, pp. 287-369; T. Scanlon, Contrat-
tualismo e Utilitarismo, in Utilitarismo e oltre, a cura di A. Sen e B. Williams, trad. it. di 
S. Veca, Il Saggiatore, Milano 1984, pp. 133-164.
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filosofici (cui corrispondono veri e propri stili di teoria) ruota, secondo 
me, intorno all’interpretazione di alcuni concetti chiave, quali razio-
nalità, scelta, conseguenza, valore, preferenza, bisogno e altri. Se ciò è 
vero, credo valga la pena di comprendere e studiare questi concetti, per 
comprendere e studiare la comune origine dei due ambiti dell’universo 
etico appena presentati. Un’occasione irripetibile di comprensione e 
di studio dei concetti in questione è fornita dal dibattito intorno a ciò 
che chiamo consequenzialismo normativo (teoria della scelta razionale 
e teoria dei giochi), non tanto perché questo dibattito costituisce (come 
costituisce) motivo di interesse in sé, quanto perché nei punti essenziali 
del suo svolgimento riconosco tante cartine di tornasole dei limiti e dei 
problemi della filosofia morale contemporanea. È questo il motivo che 
mi spinge a presentare e a analizzare di seguito il ruolo e la natura di un 
particolare gruppo di teorie all’interno della teoria dei giochi chiamato, 
appunto, modello evolutivo di teoria dei giochi. 
Si può dire, intanto, che la teoria dei giochi si prefigge di descrivere 
generalmente la scelta razionale di un attore quando si trova a dover fare 
i conti con le scelte di altri attori e che si tratta di una teoria matematica la 
cui rilevanza filosofica è data dalla sua disponibilità ad essere interpretata 
come modello. La teoria dei giochi infatti, al di là del suo carattere tecnico, 
fornisce soluzioni concrete a problemi di ordine astratto, e questo la rende 
uno strumento appetibile per chiunque sia interessato a esplorare le dina-
miche profonde dell’agire individuale e collettivo. Tre sono i modelli che 
compongono la teoria: un modello normativo per i giochi giocati una sola 
volta o one-shot, uno modello evolutivo per i giochi ripetuti e un modello 
scientifico, chiamato anche comportamentale, per i giochi misti. 
In questo articolo prendo in esame solo il secondo modello, avendo cura 
di distinguere nel primo paragrafo due approcci che definiscono i concetti 
chiave di strategia evolutivamente stabile e di punto di attrazione, e nel se-
condo paragrafo due tipologie di problemi ad essi connessi che riconduco 
alle formulazioni di limite estrinseco e di limite intrinseco e che emergono 
dall’applicazione della teoria dei giochi all’ambito della teoria morale e più 
in particolare della ri-fondazione del contrattualismo. Con limite estrinseco 
intendo l’insieme delle obiezioni sperimentali alla teoria, che identifico col 
paradosso del dilemma del prigioniero, e con limite intrinseco intendo invece 
l’inconsistenza di uno o più sviluppi della teoria con le sue stesse assunzioni, 
che identifico con l’impossibilità di selezionare una strategia evolutivamente 
stabile data la moltitudine dei punti di attrazione. 
1. Due approcci al modello evolutivo
Nel 1973 i biologi John Maynard Smith e George Price definiscono 
per la prima volta il concetto di strategia evolutivamente stabile (ESS), 
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estendendo il modello classico dei giochi giocati one-shot ai giochi ri-
petuti3. In modo particolare, una strategia evolutivamente stabile è una 
strategia che, se è adottata dalla maggior parte dei membri di una popo-
lazione, garantisce un fitness riproduttivo che non è inferiore a quello di 
qualsiasi altra strategia alternativa4. 
Il caso su cui si concentra l’attenzione di Maynard Smith e di Price è 
il tipico combattimento fra due esemplari maschio della stessa specie ani-
male. Il vincitore del duello guadagna esemplari femmina, una posizione 
di dominanza, territori e altri vantaggi che tenderà a trasmettere per via 
genetica alla prole con frequenze più alte di quelle del perdente. Il punto 
è che mentre apparentemente ci dovremmo aspettare che la natura forni-
sca agli animali armi micidiali per prepararli a una simile eventualità, di 
fatto i combattimenti fra i maschi della stessa specie coinvolgono un uso 
ridotto delle armi e assomigliano più a casi di guerra limitata, rituale, che 
a casi di guerra totale. Maynard Smith e Price portano l’esempio di alcune 
specie di serpenti molto velenosi che anziché usare i denti, in questo tipo 
di combattimenti, usano le spire, oppure l’esempio dei cervi maschio che 
anziché attaccare i contendenti lateralmente o dietro, dove cioè sono più 
vulnerabili, si misurano frontalmente con loro, limitandosi a scontrare le 
proprie corna con quelle dell’avversario. La spiegazione evolutiva classica 
afferma che se non si trattasse di combattimenti rituali allora molti esemplari 
finirebbero per ferirsi gravemente e questo non favorirebbe la sopravvi-
venza dell’intera specie. La definizione di strategia evolutivamente stabile, 
che i due studiosi introducono, amplia e approfondisce questa spiegazione 
giustificando perché ciascun esemplare della specie ha uno specifico van-
taggio nell’adottarla. Se infatti consideriamo una specie animale fornita 
di armi in grado di provocare ferite anche gravi all’avversario, possiamo 
distinguere facilmente due tattiche che possono adottare i suoi membri: una 
tattica convenzionale C per cui è improbabile che un esemplare infligga al 
contendente una ferita seria, e una tattica pericolosa P per cui è probabile 
che invece lo faccia. A ciascun turno l’esemplare può scegliere che tattica 
adottare, se C o P, oppure può scegliere di ritirarsi, R. Di fronte a una 
tattica pericolosa, esiste una probabilità fissa che il contendente subisca 
una ferita seria, e quindi scelga di ritirarsi. La rappresentazione del gioco 
ripetuto proposta da Maynard Smith e Price è la seguente:
mosse di A – C C C C C C C C C C C C C P C C C C C C C C P 
  mosse di B – C C C C C C C C C C C C C P C C C C C C C C R
3  J. Maynard Smith, G.R. Price, The Logic of Animal Conflict, «Nature», 246, 1973, 
pp. 15-18.
4  Ivi, p. 15.
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Sulla base di questa rappresentazione viene costruito un modello 
distinguendo cinque strategie per ciascuno dei duellanti5. 1) La strategia 
Topo, che non gioca mai P e se riceve P si ritira prima di subire una ferita 
seria, altrimenti continua a giocare C ritirandosi dopo un numero finito 
di mosse. 2) La strategia Falco, che gioca sempre P fino a che non è se-
riamente ferito oppure il contendente si ritira. 3) La strategia Bullo che 
gioca P solo se fa la prima mossa e in risposta a C, ma gioca C in risposta 
a P e si ritira se il contendente gioca P una seconda volta. 4) La strategia 
Reattivo che gioca C se fa la prima mossa e in risposta al contendente che 
gioca C, che si ritira comunque dopo un numero finito di mosse, e che 
gioca P con buone probabilità se il contendente gioca P. 5) La strategia 
Provocatore Reattivo che gioca C con buone probabilità e P con scarse 
probabilità se fa la prima mossa o se il primo giocatore gioca C, che si ritira 
dopo un numero finito di mosse, che dopo aver giocato P torna a C se il 
contendente reagisce e continua a giocare P se il contendente non reagisce, 
e che gioca senz’altro P se il contendente lo provoca per primo.
È chiaro che la strategia Falco è una strategia di guerra totale, mentre 
le strategie Topo, Reattivo e Provocatore Reattivo sono strategie di guerra 
limitata. Assegnando le opportune probabilità e l’opportuno valore degli 
esiti, Maynad Smith e Price compiono una simulazione a computer del 
combattimento per duemila volte. I risultati della simulazione vengono 
riportati in una tabella dove il valore degli esiti è riferito solo all’animale che 
gioca le strategie in riga. Il gioco, come si può immaginare, è perfettamente 
simmetrico. Per stabilire se una strategia è evolutivamente stabile, allora, è 
sufficiente controllare le colonne della tabella ottenuta dai biologi. Prenden-
do in considerazione la colonna corrispondente per esempio alla strategia 
Topo, si nota che Topo non è evolutivamente stabile in una popolazione 
di Topo perché le strategie Falco, Bullo e Provocatore Reattivo danno esiti 
migliori. Solo la strategia Reattivo in una popolazione di Reattivo dà esiti 
migliori rispetto a ogni altra strategia rivale. Maynard Smith e Price con-
cludono allora che la strategia Reattivo è l’unica strategia evolutivamente 
stabile dell’esempio, dimostrando come le strategie di guerra limitata, dal 
punto di vista del singolo esemplare maschio della specie animale che le 
adotta, danno davvero risultati superiori a quelle di guerra totale. 
Le alterazioni del valore degli esiti o delle probabilità nelle ipotesi 
della simulazione, se piccole non cambiano il risultato, se grandi ov-
viamente sì. È comunque un merito di Maynard Smith quello di aver 
presentato in maniera più formale e teoreticamente efficace la definizio-
ne di strategia evolutivamente stabile, gettando oltretutto le basi per lo 
sviluppo successivo del modello evolutivo di teoria dei giochi. Suggello 
5  Ivi, p. 16.
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alla nascita di questo nuovo approccio alle interazioni strategiche è la sua 
trattazione del gioco Falco-Topo6. La situazione di gioco qui è definita 
attraverso il conflitto fra due individui che possono scegliere fra due 
strategie precedentemente descritte, Falco e Topo. Di seguito riporto 
la rappresentazione in forma strategica del gioco (con gli esiti a sinistra 
riferiti al giocatore che gioca le strategie in colonna e con gli esiti a destra 
riferiti al giocatore che gioca le strategie in riga), indicando con V il valore 
della risorsa che i due individui si contendono e con C la costante che 
quantifica il costo che ciascun individuo deve sostenere nel caso decida 
di cimentarsi in uno scontro con l’avversario. 
Falco Topo
Falco ½(V-C) ½(V-C) V 0
Topo 0 V V/2 V/2
Perché una strategia sia evolutivamente stabile, lo ripeto, deve pos-
sedere la caratteristica per cui se ogni individuo di una popolazione la 
adotta, nessun altro individuo con una strategia diversa può sperare di 
avere successo all’interno di quella popolazione. La formalizzazione della 
definizione di ESS proposta da Maynard Smith è la seguente7.
Ammettiamo che ΔF(s1,s2) denoti il cambio di fitness individuale 
per un individuo che adotta la strategia s1 contro un altro individuo 
che adotta la strategia s2. Ammettiamo anche che F(s) denoti il fitness 
totale di un individuo che adotta la strategia s. Se supponiamo che cia-
scun individuo della popolazione abbia un fitness iniziale pari a F0, se 
supponiamo inoltre che σ sia una strategia evolutivamente stabile, che 
μ sia una strategia invasiva e che p sia la proporzione di individui che la 
adottano, allora si ha che
F(σ) = F0 + (1-p) ΔF(σ, σ) + pΔF(σ, μ)
F(μ) = F0 + (1-p) ΔF(μ, σ) + pΔF(μ, μ). 
Poiché σ è un’ESS, F(σ) > F(μ). Da cui per p≈0, si ha che 
6  J. Maynard Smith, Evolution and the Theory of Games, Cambridge University 
Press, Cambridge 1986, pp. 10-20.
7  Ivi, pp. 13-14.
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1) ΔF(σ, σ) > ΔF(μ, σ), oppure si ha che
2) ΔF(σ, σ) = ΔF(μ, σ) e quindi che ΔF(σ, μ) > ΔF(μ, μ).
In altre parole, se σ è una strategia evolutivamente stabile se ne 
deduce che o 1) σ gioca contro σ meglio di qualunque altra strategia 
invasiva, oppure 2) la strategia invasiva gioca contro σ bene quanto σ, 
ma σ gioca contro la strategia invasiva meglio di quanto non faccia la 
strategia invasiva stessa8. 
Nell’esempio proposto da Maynard Smith la strategia Falco è evolu-
tivamente stabile se e solo se il valore della risorsa V supera il costo del 
conflitto C che l’individuo è chiamato a sostenere per procacciarsela9. 
L’approccio che definisce la ESS non è l’unico approccio possibile 
al modello evolutivo di teoria dei giochi. Esiste almeno un secondo 
approccio, molto diffuso, che fa leva sul concetto di differenziale del 
cambiamento di strategia, e che è chiamato Dinamica Replicativa. Questo 
approccio è stato messo a punto per la prima volta da Peter Taylor e da 
Leo Jonker ed ha importanti punti di contatto con l’approccio proposto 
da Maynard Smith10. Per illustrarlo prendo in considerazione il classico 
dilemma del prigioniero che viene applicato in questo caso a un’intera 
popolazione11. 
8  L. Samuelson, Evolutionary Games and Equilibrium Selection, The MIT Press, 
Cambridge (Massachusetts) 1997, pp. 38-40.
9  J. Maynard Smith, Evolution and the Theory of Games, cit., pp. 15-17.
10  P. D. Taylor – L.B. Jonker, Evolutionary Stable Strategies and Game Dynamics, 
«Mathematical Biosciences», 40, 1978, pp. 145-156.
11  A. W. Tucker, On Jargon: the Prisoner’s Dilemma, «UMAP Journal», 1, 1980, 
p. 101. Questa che segue è la formulazione originale del dilemma. La polizia 
arresta due criminali con l’accusa di aver commesso un reato grave. Non vi sono 
prove sufficienti per incriminarli di quel reato. Tuttavia al momento dell’arresto 
i due stanno viaggiando ad alta velocità. Il pubblico ministero decide di fare 
la seguente proposta a ciascuno dei due, separatamente. Se uno dei detenuti 
confessa il crimine denunciando il suo complice viene lasciato libero, mentre il 
suo complice rimane in prigione per dieci anni. Ovviamente, questo accade se il 
suo complice non confessa il crimine. Se invece anche il suo complice confessa il 
crimine, entrambi rimangono in carcere per cinque anni. Nel caso in cui nessuno 
dei due detenuti confessi il crimine vengono condannati entrambi a un anno di 
reclusione per eccesso di velocità. Il giudice avverte entrambi i detenuti che la 
stessa proposta è stata fatta al loro complice. Riporto di seguito una possibile 
rappresentazione del problema di scelta che si trovano ad affrontare i giocatori. 
Applicando il metodo risolutivo dell’eliminazione iterata delle strategie stret-
tamente dominate, noto che la strategia B1 è dominante (ovvero migliore per 
qualunque esito riferito a qualunque giocatore) rispetto alla strategia B2, mentre 
la strategia A1 è dominante rispetto alla strategia A2. Assumo che entrambi i 
giocatori scelgano la strategia dominante ed elimino le strategie dominate. Se 
attraverso la loro eliminazione arrivo ad avere solo una strategia per ciascun 
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Coopera – C Non Coopera – NC
Coopera – C R R’
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Le condizioni perché sia valido il dilemma del prigioniero sono: T 
> R > P > S e T’ > R’ > P’ > S’. Il punto che mi interessa analizzare è 
come evolve il dilemma del prigioniero se viene ripetuto più volte dalla 
popolazione. Per rispondere ho bisogno di fare alcune assunzioni che 
riguardano la natura della popolazione stessa: prima di tutto è una popo-
lazione sufficientemente ampia, per cui indico con pnc la proporzione di 
popolazione che adotta la strategia Non Coopera e con pc la proporzione 
di popolazione che adotta la strategia Coopera; poi denoto con Fnc il 
fitness medio di coloro che non cooperano, con Fc il fitness medio di 
coloro che cooperano e con F il fitness medio dell’intera popolazione. 
Da ciò, secondo quanto finora detto, segue che 
giocatore, quella è anche la soluzione del gioco. In questo caso la coppia di 
strategie (A1, B1) è la soluzione del gioco del dilemma del prigioniero.
 
 B1 – confessa (NC)  B2 – non confessa (C)
A1 – confessa (NC) -5 -5
 
0 -10





Com’è chiaro (e oltretutto esplicativo dell’appellativo di dilemma riferito a 
questo esempio) la soluzione trovata è sub-ottimale. Esiste infatti un esito per 
entrambi i giocatori migliore della soluzione ed è quello rappresentato dalla 
coppia di strategie (A2, B2). Molti teorici hanno tentato di dare una risposta 
definitiva al problema posto dal dilemma. Il risultato è che ancora oggi mate-
matici e economisti non sono riusciti a caratterizzare in maniera convincente 
le loro risposte. Eppure qualcuno di loro ha visto dietro la problematicità del 
dilemma un incentivo a includere fra gli atteggiamenti razionali anche quello 
collaborativo. Non c’è dubbio infatti che, almeno in questo esempio, la scelta di 
un atteggiamento collaborativo da parte dei detenuti porterebbe a un risultato 
notevolmente migliore rispetto alla scelta di un atteggiamento competitivo.
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Fnc = F0 + pncΔF(NC, NC) + pcΔF(NC, C) 
Fc = F0 + pncΔF(C, NC) + pcΔF(C, C)
F = pcFc + pncFnc.
Quindi, come ulteriore assunzione sulla natura della popolazione, 
dico che la proporzione di popolazione che segue le strategie Non Coo-
pera e Coopera nella generazione successiva è legata dalla seguente regola 
alla proporzione di popolazione che segue le strategie Non Coopera e 
Coopera nella generazione precedente:12 
pnc’ = nc ncp F
F  
pc’ = c cp F
F
La regola può essere riscritta come segue:
nc nc nc nc nc nc nc
nc nc nc
p F p F p F p (F F)p ' p p
F F F
− −
− = − = =
Dalla precedente enunciazione deriva che, per intervalli di frequenza 
molto piccoli nel cambiamento di strategia fra generazioni, si ottengono 
le seguenti equazioni differenziali che sono conosciute anche col nome 
di Dinamica Replicativa13.
nc nc nc c c cdp p (F F) dp p (F F);
dt F dt F
− −
= =
Tornando invece alla rappresentazione del dilemma del prigioniero 
con valore degli esiti specificato in precedenza, posso scrivere: 
Fnc = F0 + pncΔF(NC, NC) + pcΔF(NC, C) = F0 + pncP + pcT 
Fc = F0 + pncΔF(C, NC) + pcΔF(C, C) = F0 + pncS + pcR
Sapendo per ipotesi che T > R e P > S, segue che Fnc > Fc e di 
conseguenza Fnc > F > Fc. Questo significa che 
12  A. Robson, The Evolution of Strategic Behaviour, «The Canadian Journal of 
Economics», 28 (1), 1995, pp. 17-41.
13  J. Maynard Smith, Evolution and the Theory of Games, cit., pp. 183-188. 
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nc nc nc c c cdp p (F F) dp p (F F)0; 0
dt F dt F
− −
= > = <
Col passare del tempo si prevede, cioè, che la popolazione che adotta 
Non Coopera è destinata a aumentare mentre la popolazione che adotta 
Coopera è destinata a estinguersi. Il punto del gioco in cui tutti gli indivi-
dui della popolazione giocano la strategia Non Coopera è chiamato punto 
di attrazione della Dinamica Replicativa14. Secondo questo approccio, 
infatti, gli strumenti forniti dal modello evolutivo di teoria dei giochi non 
sono in grado di risolvere il dilemma del prigioniero. Resta da chiarire se 
sia possibile risolverlo con l’approccio di Maynard Smith.
Ebbene, Robert Axelrod dimostra sperimentalmente nel 1981, at-
traverso il confronto di circa duecento strategie giocate al computer, che 
la strategia denominata Tit for Tat (TFT) è una strategia evolutivamente 
stabile per il gioco del dilemma del prigioniero ripetuto. Il risultato desta 
ovviamente scalpore. Oltretutto la strategia si compone di due sole regole: 
1) coopera (adotta Non Confessa) al primo round, 2) copia la mossa che 
il tuo avversario ha effettuato nel round precedente15.
La trattazione formale della valididità di TFT come ESS del dilemma 
del prigioniero, dopo poco tempo, comincia a sembrare non troppo con-
vincente agli esperti. Ciò che rimane interessante di quella trattazione è però 
la conferma dell’esistenza di una condizione razionale sotto cui si manifesta 
l’insorgenza spontanea della cooperazione in un dilemma del prigioniero 
ripetuto un numero infinito di volte16. Consideriamo infatti la precedente 
rappresentazione del dilemma del prigioniero, chiamando A il giocatore che 
gioca le strategie in riga e B il giocatore che gioca le strategie in colonna.
È evidente che 
000 PRT >>
 Sapendo che A al turno zero, 0t , non collabora mentre B collabora al 
turno zero e poi copia la mossa del suo avversario e quindi non collabora 
più, indico il guadagno di A al turno zero come:
14  A. Robson, The Evolution of Strategic Behaviour, cit., pp. 30-31.
15  R. Axelrod – W. Hamilton, The Evolution of Cooperation, «Science», 211, 1981, 
pp. 1390-1396.
16  R. Axelrod, Giochi di reciprocità. L’insorgenza della cooperazione, trad. it. di R. 
Petrillo, Feltrinelli, Milano 1985, pp. 16-19.
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00 RT −
All’n-esimo turno il guadagno di A diventa:
( ) ( ) ( )nn1100 PR...PRRT −−−−−−  


















è il tasso di sconto intertemporale di A, con 1 > r > 0. Il fattore quantifica 
in genere il valore che A attribuisce a un guadagno futuro rispetto allo 
stesso guadagno ottenuto nel presente.













Da questa formula si ricava che la condizione razionale per l’insor-
genza spontanea della cooperazione in un dilemma del prigioniero giocato 
un numero infinito di volte è:
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Dopo aver espresso la condizione razionale per l’insorgenza della 
cooperazione nel dilemma del prigioniero ripetuto un numero infinito 
di volte, resta da capire perché la trattazione di Axelrod per la soluzione 
del dilemma non convinca gli esperti17. Il limite della sua formalizzazione 
è messo in luce da Louis Marinoff in un articolo del 1990, che dimostra 
formalmente e definitivamente che non può esistere alcuna ESS nel 
dilemma del prigioniero18. 
Perché il gioco sia un dilemma del prigioniero deve valere intanto: 
T > R > P > S. Inoltre, ed è un’ipotesi sfruttata dallo stesso Axelrod, si 
assume che R > ½ (S + T).
Se una qualunque strategia I è una ESS per il gioco, ipotizza Marinoff, 
allora dalla definizione di ESS segue che:19
ΔF(NC,I) = ΔF(C,I)
Senza perdere di generalità si può prendere per buono che:
R = ½ (S + T) + ½ Z, con Z > 0, e
P = ½ (S + T).
Quindi ΔF(NC,I) = ΔF(C,I) diventa
xP + (1 – x)T = xS + (1 – x)R
che, con le dovute sostituzioni e semplificazioni, si riduce a
Z
T)-(R 2x =
Poiché T > R, per ipotesi, ne segue che x < 0. Una probabilità nega-
tiva è assurda e quindi Marinoff dimostra l’impossibilità dell’esistenza di 
una qualunque strategia I evolutivamente stabile (cioè, di una strategia 
migliore di non-cooperazione continua contro non-cooperazione conti-
nua) nel dilemma del prigioniero20.
La dimostrazione di Marinoff segna peraltro il punto di divergenza 
massimo fra i due approcci alla teoria evolutiva dei giochi: i punti di 
17  Ivi, pp. 171-175.
18  L. Marinoff, The Inapplicability of Evolutionarily Stable Strategy to the Prisoner’s Di-
lemma, «The British Journal of the Philosophy of Science», 41 (4), 1990, pp. 461-472.
19  Ivi, pp. 465, 469.
20  Ivi, pp. 469-471.
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attrazione della dinamica replicativa sono solo condizioni necessarie 
all’esistenza della ESS prevista da Maynard Smith. Il caso peraltro è 
in qualche modo analogo alla relazione fra i concetti di equilibrio e di 
soluzione nel modello classico21. 
2. I limiti del modello evolutivo
Finora ho tralasciato di specificare l’oggetto della teoria evolutiva 
dei giochi, mostrando come i due grandi approcci, l’ESS e la Dinamica 
Replicativa, facessero riferimento a un’indistinta quanto generica as-
sociazione di individui. Il fatto è che la teoria dei giochi caratterizza le 
eventuali estensioni sulla base delle sue applicazioni, dalla biologia alla 
sociologia. È quindi interessante considerare l’impulso che il modello 
evolutivo ha ricevuto dalla trattazione di alcune questioni di filosofia 
morale22. In questo senso si può affermare che tale modello, a differenza 
del modello classico, abbia un carattere descrittivo. 
21  Definisco una proposta di soluzione di un gioco non cooperativo l’indicazione 
di un profilo di strategie candidate per l’adozione da parte dei vari giocatori, 
nelle ipotesi che il gioco sia conoscenza comune dei giocatori e che i giocatori 
siano razionali e intelligenti. Un teorema formulato dal matematico John von 
Neumann nel 1928 afferma che per un’ampia categoria di giochi è sempre 
possibile trovare un equilibrio da cui nessuno dei giocatori dovrebbe deviare 
unilateralmente. Tali equilibri esistono in tutti i giochi a due persone che sod-
disfano i seguenti criteri: 1) il gioco è finito, vale a dire che esiste sempre un 
numero finito di opzioni per ogni scelta e il gioco si conclude sempre con un 
numero finito di scelte; 2) si tratta di un gioco a somma zero, vale a dire che 
un giocatore perde esattamente ciò che l’altro giocatore vince; 3) è un gioco a 
informazione completa: ogni giocatore conosce perfettamente tutte le opzioni 
disponibili per sé e per l’avversario, il valore di ogni possibile esito del gioco, la 
propria scala di valori e quella dell’avversario. Il risultato di von Neumann può 
essere esteso al caso di giochi non cooperativi a molti giocatori grazie al teorema 
formulato da John Nash, che afferma invece che ogni gioco con un numero finito 
di strategie pure ha sempre almeno un equilibrio di Nash. Per equilibrio di Nash 
intendo un insieme di strategie, una per giocatore, tale che ogni giocatore gioca 
una risposta ottima alle strategie adottate dagli altri giocatori, dove per risposta 
ottima è da intendersi una strategia che massimizza l’esito dell’interazione per il 
giocatore che la gioca, date le strategie giocate dagli altri giocatori. Il problema 
è che mentre il teorema di von Neumann prevede l’esistenza di un solo punto 
di equilibrio, il teorema di Nash prevede l’esistenza di molti punti di equilibrio. 
Il concetto di equilibrio di Nash, in questo senso, è più ampio del concetto di 
soluzione di un gioco.
22  J.M. Thoday, G.A. Harrison, W. Brass, J.A. Fraser Roberts, D.V. Glass, J. May-
nard Smith, J.E. Meade, E.A. Wrigley, The Interrelation between Genetics and the Social 
Sciences, «Population Studies», 24 (supplement), 1970, pp.49-54; J. Mackie, The Law 
of the Jungle: Moral Alternatives and Principles of Evolution, «Philosophy», 53, 1978, 
pp. 455-464.
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Brian Skyrms e Ken Binmore affrontano le questioni del limite 
intrinseco e del limite estrinseco della teoria occupandosi rispetti-
vamente del problema della selezione di un equilibrio stabile e del 
dilemma del prigioniero.
Prima però di passare in rassegna questi argomenti, è bene dire che 
l’idea intorno a cui ruotano i lavori di Skyrms e di Binmore è suggerita da 
una lezione di Richard Braithwaite tenuta nel 1954 a Cambridge. Il progetto 
di Braithwaite, esposto durante quella lezione, ripone una certa fiducia nel 
fatto che se si dimostra che seguire delle norme morali rappresenta un equi-
librio in un gioco in cui seguire le norme morali fa parte del set di strategie 
a disposizione dei giocatori, si può anche sperare di risolvere l’ambiziosa e 
annosa questione di riconciliare la moralità con la razionalità23. 
Per introdurre l’opera di Skyrms infatti si parte proprio da un esem-
pio di contrattazione che Braithwaite propone durante quella lezione, 
cercando di semplificarlo24. Si prendano due fratellini, Lapo e Vanni, che 
si trovano a contendersi l’ultima merendina della scatola di dolci che la 
loro mamma ha comprato nei giorni precedenti. Supponiamo che i due 
fratellini abbiano a disposizione solo due strategie: o essere remissivi (R) 
rinunciando a reclamare l’intera merendina per loro e avendone però in 
cambio un boccone, oppure essere arroganti (A) e pretendere l’intera 
merendina per loro concedendone solo un boccone al fratello. Nel caso 
in cui entrambi siano remissivi o entrambi siano arroganti, la mamma 
dopo un po’ si stanca dei continui litigi dei figli e decide di tenere per sé 
la merendina. Il gioco fra l’altro somiglia a un dilemma di coordinamen-
to, visto che non ci sono elementi extragioco che ci inducono a credere 
che Vanni smetta di preferire strettamente (R, A) mentre Lapo smetta di 
preferire strettamente (A, R). Rappresentiamo comunque l’interazione 
in questa forma. 
Vanni – R Vanni – A 
Lapo – R (0, 0)
 
(1, 4)





23  P. Vanderschraaf, Game Theory, Evolution, and Justice, «Philosophy and Public 
Affairs», 28 (4), 1999, p. 326.
24  R. Braithwaite, Theory of Games as a Tool for the Moral Philosopher, Cambridge 
University Press, Cambridge 1955, pp. 8-9.
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Le coppie (A, R) e (R, A) sono gli equilibri di Nash del gioco. Suppo-
niamo che la mamma suggerisca una soluzione al dilemma: la merendina 
deve essere divisa equamente tra i figli. Il problema è capire quali sono 
le giuste parti perché, come nota legittimamente Skyrms, il modello 
classico di scelta razionale non spiega affatto e quindi non giustifica la 
divisione della risorsa in due parti uguali. Skyrms, che sta utilizzando il 
modello evolutivo di teoria dei giochi per approfondire l’indagine sui 
concetti di equità e di giustizia, nota che se la divisione in parti uguali 
della risorsa è un equilibrio di Nash del gioco appena descritto, anche la 
circostanza per cui i due fratellini reclamano rispettivamente due terzi e 
un terzo della merendina è un equilibrio di Nash del gioco. Quindi in via 
di principio la divisione in parti uguali non è l’unico equilibrio di Nash 
nella contrattazione a due persone. È semmai una soluzione del gioco da 
un punto di vista sperimentale, dato che moltissimi esempi concorrono 
a confermarne la validità25. Il punto, come giustamente rileva Skyrms, 
è che non è sorprendente o indicativo il fatto che comunemente noi ci 
appelliamo a certe regole di equità nella nostra vita quotidiana, piuttosto 
è sorprendente o indicativo domandarsi perché questo avvenga26. 
Nonostante l’estrema complessità del fenomeno dell’evoluzione 
culturale, Skyrms assume come strumento cardine della propria ricerca 
25  R.V. Nydegger, G. Owen, Two person Bargaining: An Experimental Test of the 
Nash Axioms, «International Journal of Game Theory», 3, 1975, pp. 239-349.
26  B. Skyrms, Evolution of the Social Contract, Cambridge University Press, Cam-
bridge 1996, p. 4.
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le leggi della dinamica replicativa che ho enunciato prima. Supponiamo 
allora che i membri di una popolazione si appellino tutti alla strategia 
di reclamare metà risorsa. Se ne deduce che reclamare metà risorsa 
sia una strategia evolutivamente stabile per la popolazione. Cioè, ogni 
altra strategia che reclama una porzione di risorsa diversa dalla metà 
è destinata a estinguersi, e, viceversa, se l’intera popolazione reclama 
una partizione della risorsa diversa dalla metà, si può supporre che una 
strategia che reclama metà risorsa abbia di fatto successo e conduca la 
strategia originaria all’estinzione. 
È a questo punto che Skyrms nota che il concetto di ESS non coin-
cide con quello di punto di attrazione nella dinamica replicativa. La ESS 
è un punto di attrazione nella dinamica replicativa, ma non tutti i punti 
di attrazione nella dinamica replicativa sono ESS27. Peter Vanderschraaf 
illustra la critica di Skyrms supponendo che 2/3 della popolazione re-
clamino 11/12 della risorsa, mentre il rimanente 1/3 della popolazione 
reclami 1/12 della risorsa: questo, sostiene Vanderschraaf, è un punto di 
attrazione del sistema senza che ci sia una strategia evolutivamente stabile 
a caratterizzarlo28. Basta notare infatti che, se la proporzione di coloro che 
reclamano 11/12 della risorsa diminuisce sotto i 2/3 della popolazione, 
il valore medio dei loro esiti diventa più grande di quello di coloro che 
reclamano 1/12 della risorsa, perché si trovano a incontrarli più di 1/3 
delle volte, e, avendo un fitness riproduttivo più alto, coloro che recla-
mano 11/12 della risorsa tendono ad aumentare. Analogamente, se la 
proporzione di coloro che reclamano 11/12 della risorsa aumenta sopra 
i 2/3 della popolazione, il valore medio dei loro esiti scende al di sotto 
di quello di coloro che reclamano 1/12 della risorsa, perché si trovano a 
incontrarli meno di 2/3 delle volte, e, avendo un fitness riproduttivo più 
basso, coloro che reclamano 11/12 della risorsa tendono a decrescere. In 
questo modo si dimostra la stabilità della situazione in cui 2/3 della popo-
lazione reclama 11/12 della risorsa e 1/3 della popolazione reclama 1/12 
della risorsa. Ovviamente né reclamare 11/12 della risorsa né reclamare 
1/12 della risorsa è una strategia evolutivamente stabile del gioco29. 
La critica di Skyrms appena esposta rappresenta un grosso ostacolo 
alla spiegazione dell’equità della legge secondo l’approccio evolutivo della 
teoria dei giochi. Skyrms però aggira l’ostacolo proponendo una serie 
di aggiustamenti teorici fra cui il concetto statistico di correlazione che 
suggerisce che gli incontri fra individui che condividono l’adozione di 
un’unica strategia è normalmente più frequente di quello previsto da un 
27  Ivi, pp. 11-16.
28  P. Vanderschraaf, Game Theory, Evolution, and Justice, cit., pp. 334-336.
29  Ivi, pp. 334-335 n. 
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modello casuale30. Infatti si può supporre che individui che condividono 
una strategia invasiva abbiano molti più incontri fra loro se si trovano in 
un gruppo seppur esiguo di loro simili, di quanti non ne avrebbero tro-
vandosi sperduti in mezzo a un gruppo di estranei. Quello che non può 
fare Skyrms è non riconoscere che accanto a questi fattori di correzione, 
durante una contrattazione, c’è sempre da prendere in considerazione una 
tendenza fortemente casuale da parte degli attori a attribuire un valore 
soggettivo alle risorse in gioco. Così la teoria evolutiva e il suo approccio 
dinamico possono aiutare a spiegare il comportamento dei giocatori al-
l’equilibrio, ma è molto probabile che questa spiegazione non raggiunga 
mai l’esaustività. D’altronde, il lavoro di Skyrms non pretende di essere 
esaustivo31. Ciò che Skyrms auspica, come contributo alla soluzione del 
problema dell’equità della legge è semplicemente che una norma possa 
essere concepita da una società anche (e non solo) come un sistema di 
aspettative reciproche sul fatto che tutti i suoi membri seguiranno uno 
dei molti equilibri a cui approdano le loro interazioni sociali32. 
Su questo filone di indagine si inserisce allora la riflessione di Bin-
more. Sia nel 1994 che nel 1998, Binmore tenta di definire le condizioni 
per l’insorgenza spontanea della cooperazione fra attori razionali. In 
altre parole tenta, sulla traccia di Axelrod, di definire le condizioni per 
la soluzione del dilemma del prigioniero33.
È un fatto che, se ciascun membro di una società contribuisce al 
bene comune, tutti i membri stanno meglio. Ma se ciascun membro può 
godere di quel bene solo a patto che gli altri membri vi contribuiscano, 
allora contribuire a quel bene è sostenere un costo che non garantisce 
alcun ritorno effettivo. È ammissibile dunque che un membro possa non 
contribuire al bene comune, anche se si rende perfettamente conto che 
non ci sarebbe un bene comune se nessuno vi contribuisse. Questo è il 
ragionamento che caratterizza la posizione del free-rider in ciò che ho 
chiamato, già dall’inizio dell’articolo, dilemma del prigioniero. 
Un tentativo di soluzione del dilemma, prima delle soluzioni pro-
poste da Axelrod e da Binmore, è quello di David Gauthier del 1986. 
L’argomento di Gauthier ruota intorno al principio di massimizzazione 
vincolata per cui un attore collabora al raggiungimento di un fine mi-
gliore ed equo solo a patto che anche gli altri attori lo facciano e che ne 
30  B. Skyrms, Darwin Meets the Logic of Decision: Correlation in Evolutionary Game 
Theory, «Philosophy of Science», 61 (4), 1994, pp. 503-528.
31  B. Skyrms, Evolution of the Social Contract, cit., p. 107-109.
32  Ivi, p. 69.
33  K. Binmore, Game Theory and the Social Contract. Playing Fair, vol. 1, The MIT 
Press, Cambridge (Massachusetts) 1994, pp. 1-92.
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ottenga un qualche beneficio34. Dato un dilemma del prigioniero qualsiasi, 
sostiene Gauthier, le scelte degli attori che accettano queste condizioni 
convergono verso l’equilibrio di cooperazione. Eppure le condizioni di 
massimizzazione vincolata individuate da Gauthier sono palesemente due 
condizioni sufficienti e non necessarie per la cooperazione, e il problema 
più grande della sua proposta resta ancora come giustificare e rendere 
plausibile la scelta del principio di fronte ad attori reali. 
Secondo Binmore, chiunque si decida a cooperare in un dilemma 
del prigioniero one-shot sta semplicemente fornendo un’analisi sbagliata 
del gioco sbagliato35. Binmore non crede che esista un’unica strategia 
corretta in grado di risolvere il dilemma del prigioniero ripetuto o 
one-shot: è più facile, secondo lui, che un insieme di strategie ripetute, 
compatibili fra loro, portino all’insorgenza della cooperazione. La sua 
analisi si concentra in particolar modo su come forzare alla cooperazione 
contesti di interazione inclini alla competizione. E per forzarli si avvale di 
un modello a generazioni sovrapposte, dove suppone che ciascun attore 
abbia un predecessore e un successore: l’attore è produttivo nella prima 
parte della vita, quando il suo predecessore è improduttivo, ed è invece 
improduttivo nella seconda parte della vita, quando il suo successore è 
produttivo36. Durante il periodo produttivo ciascun attore può scegliere 
se cooperare o competere col proprio predecessore – gli attori infatti 
sono massimizzatori razionali in senso classico –, eppure nessun attore 
è in grado di punire chi compete, e quindi in questo modello come nel 
dilemma del prigioniero la strategia competere (Confessa) rimane la mi-
glior opzione individuale, mentre la strategia cooperare (Non Confessa) 
rimane la miglior opzione collettiva. Sfruttando proprio l’analogia col 
dilemma del prigioniero, Binmore introduce a questo punto la strategia 
Conformista che ha lo scopo di caratterizzare l’equilibrio di cooperazio-
ne. Questa strategia richiede di cooperare se e solo se il predecessore ha 
adottato una strategia Conformista. In questo caso, sono i successori di 
coloro che competono, e non i predecessori, a forzare la cooperazione. 
E infatti se qualcuno sceglie di competere col proprio predecessore im-
produttivo rischia di dover subire la competizione del proprio successore 
produttivo quando sarà lui ad essere improduttivo. Con l’introduzione 
della strategia Conformista, Binmore propone una soluzione del dilem-
ma del prigioniero e tenta allo stesso tempo di far passare la prospettiva 
34  D. Gauthier, Morals by Agreement, Clarendon Press, Oxford 1986, pp. 167-177.
35  K. Binmore, Game Theory and the Social Contract. Playing Fair, cit., p. 174; R. 
Sugden, Playing Fair: Game Theory and the Social Contract. Volume I, «The Economic 
Journal», 106 (434), 1996, p. 233.
36  P. Vanderschraaf, Game Theory, Evolution, and Justice, cit., pp. 348-349.
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per cui la giustizia può essere intesa come un sistema di mutui vantaggi, 
non dove chi sta male è libero di stare ancora peggio, ma dove chi vuol 
star bene non può farlo ai danni di qualcun altro per la semplice ragione 
che è vincolato dallo star meglio del suo successore e, quindi, dallo star 
meglio anche del suo predecessore37. 
Binmore riesce partendo dalle semplici considerazioni sulle preferenze a 
ricavare un principio morale analogo al Principio della Differenza rawlsiano, 
fondando il suo contrattualismo non su una base intuizionista come Rawls, 
e nemmeno su una base razionalista come Harsanyi, ma su una base empi-
rica o, se si vuole, scientifica38. E infatti la teoria evolutiva dei giochi serve 
a Binmore esclusivamente per una descrizione formale del tessuto sociale 
che lui chiama Game of Life. Quando la descrizione formale della teoria si 
trasforma in prassi normativa, Binmore ha bisogno di forzare i principi che 
costituiscono il tessuto sociale in vere e proprie leggi morali e questo avviene 
attraverso l’estensione del Game of Life al Game of Morals, dove ciascun 
attore ha il diritto di appellarsi in ogni momento al Modello a Generazioni 
Sovrapposte per valutare la legittimità dell’equilibrio raggiunto39. 
Arrivati al termine di questo articolo, è opportuno tracciare un bi-
lancio consuntivo, partendo proprio dalle ultime considerazioni. Perché, 
nonostante i risultati e la complessità delle argomentazioni, le proposte di 
Skyrms e di Binmore alla selezione della ESS e al dilemma del prigioniero 
poggiano su una sovrastima dell’assenso che le persone reali danno alla 
razionalità o al dialogo nei loro affari quotidiani. Più spesso, ed è espe-
rienza comune, la razionalità e il dialogo rimangono aspetti secondari 
dell’agire individuale e collettivo. È curioso pensare che nella vita degli 
uomini si possa forzare la cooperazione attraverso un espediente logico, 
per quanto ingegnoso sia. Nondimeno, resta il fatto che il dilemma del 
prigioniero, grazie al particolare utilizzo del modello evolutivo proposto 
da Binmore, trova in sede teorica un’importante soluzione.
Per concludere, direi quindi che il superamento del limite estrin-
seco spinge a ripensare i presupposti del modello classico della teoria 
facendo in modo che assumano un carattere decisamente empirico, come 
è attestato dai recenti lavori di Colin Camerer40. E però il modello evo-
37  K. Binmore, Game Theory and the Social Contract. Just Playing, vol. II, The MIT 
Press, Cambridge (Massachusetts) 1998, pp. 183-237.
38  H. Gintis, Game Theory and the Social Contract. Volume 2. Just Playing, «Journal 
of Economic Literature», 38 (1), 2000, p. 120; K. Binmore, Game Theory and the Social 
Contract. Playing Fair, cit., pp 7-12; J. Rawls, Una teoria della giustizia, cit., pp. 66-83. 
39  K. Binmore, Game Theory and the Social Contract. Playing Fair, cit., pp. 25-28 
e 39-41. 
40  C.F. Camerer, T.H. Ho, J.K. Chong, Behavioral Game Theory: Thinking, Learning 
and Teaching, in Advances in Understanding Strategic Behavior: Game Theory, Experiments, 
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lutivo non riesce a fornire alcuna soluzione al problema rappresentato 
dal limite intrinseco, e cioè il problema della selezione dell’equilibrio. 
Semmai, le prove di Marinoff e di Skyrms sanciscono definitivamente 
l’impossibilità teorica di selezionare, fra la molteplicità dei punti di 
attrazione, quello stabile.
and Bounded Rationality: Essays in Honor of Werner Guth, ed. by S. Huck, Palgrave Mac-
millan, Basingstoke 2004, pp. 119-179; C.F. Camerer, Behavioral Game Theory: Experi-
ments in Strategic Interaction, Princeton University Press, Princeton 2003, pp. 471-473.
