Abstract. The automatic subcellular localisation of proteins in living cells is a critical step to determine their function. The evaluation of fluorescence images constitutes a common method of localising these proteins. For this, additional knowledge about the position of the considered cells within an image is required. In an automated system, it is advantageous to locate and segment these cells in bright-field microscope images taken in parallel with the fluorescence micrographs. Unfortunately, currently available cell segmentation methods are only of limited use within the context of protein localisation, since they frequently require microscopy techniques that enable images of higher contrast (e.g. phase contrast microscopy or additional dyes) or can merely be employed with too small magnifications. Therefore, this article introduces a novel approach for the robust automatic segmentation of unstained living cells in brightfield microscope images.
Introduction
The genomes of a variety of species have been decoded in recent years. Knowledge about genes enables the analysis of corresponding, frequently unknown proteins and their functions, e.g. in order to gain knowledge about cell processes or to develop efficient drugs. A common approach of determining the function of proteins is the examination of fluorescence microscope images [1] [2] [3] , which is especially well-suited for the analysis of subcellular locations in intact cells.
In order to localise them, the considered proteins are tagged with a fluorescence dye, for instance with the green fluorescent protein (GFP) or one of its spectral variants [4] . Unfortunately, the surrounding cells themselves are almost invisible in these fluorescence images (see Fig. 1 ). Thus, additional information are required to associate fluorescent spots with specific cells. Commonly applied methods for the acquisition of these information consist in manual segmentation [1] or the usage of specially stained cells [2] .
In contrast to that, our approach enables an automatic segmentation of Spodoptera frugiperda cells (Sf9) without applying additional dyes. A bright-field microscope image, taken in parallel with each fluorescence image, is used for the identification of cells (see Fig. 2 ) which constitute the basis for the analysis of the corresponding fluorescence image. The bright-field images are segmented by applying an active contour approach briefly outlined in [5] . After a discussion of relevant literature (see Section 2), this technique as well as required methods for the automatic determination of initial segments are described in Section 3. Section 4 proposes various enhancements that are relevant for a practical application of our approach. These methods are evaluated in Section 5. Eventually, conclusions are drawn and a short outlook is given in Section 6.
Related Work
Numerous articles have been published regarding automatic cell segmentation. Unfortunately, the subcellular localisation of proteins in living cells imposes special limitations that prohibit the application of most of these methods.
A large number of approaches such as [6] [7] [8] employs phase contrast microscopy in order to improve the contrast of acquired images. This technique requires special objectives that reduce the amplitude of incident light. As we take a fluorescence image in parallel, the light of fluorescent objects would be attenuated, as well. An alternation of the objective between the acquisition of the images causes further problems, since it modifies the optical path. Consequently, an association of corresponding pixels of both images would be hampered. Other approaches require special dyes [2, 9, 10] that are frequently applied to dead cells or tissues. If they were utilised with living cells they might interfere with examined proteins or even kill the cells.
Unlike phase contrast microscopy and the application of dyes, bright-field microscopy can be applied to the segmentation of cells in the context of protein localisation without adversely influencing the outcome of the investigation. Unfortunately, bright-field images are usually of low contrast, intensity-variant, and unevenly illuminated [11] . Furthermore, they show a great variety of cell appearances [12] . In addition, a relatively high magnification (60×, 1 µm equals 6.45 pixels) is necessary, as subcellular structures are to be localised. So, the considered Sf9 cells comprise between 10,000 and 80,000 pixels. Therefore, methods utilising small search windows in order to detect whole cells (cf. [9, 12] ) cannot be employed. As cells in bright-field microscope images are separated from other cells and their surrounding by their membrane, it is beneficial to include this information into the segmentation procedure. Parametric active contours or rather snakes have proven advantageous for that purpose [7, 8] . So, we have developed a snake algorithm for the robust segmentation of Sf9 cells in bright-field microscope images as well as methods for its automatic initialisation which are described in the following section.
Cell Segmentation in Bright-Field Images
Before actually segmenting cells in bright-field images, extensive preprocessing is essential to obtain a sufficient initialisation. Firstly, a separation between image areas containing cells (foreground) and other regions (background) occurs (see Section 3.1). Secondly, probable cell membrane pixels are detected (see Section 3.2) so as to enable a separation of neighbouring cells. Afterwards, cell markers, i.e. small regions within possible cells are determined (see Section 3.3) which are subsequently applied as initialisation of the segmentation procedure (see Section 3.4).
Separation of Image Foreground and Background
Wu et al. have shown that the local intensity variation is a valuable feature for the separation of foreground and background in bright-field images [11] . Instead of computing the local variation defined by the variance within a square neighbourhood, we take advantage of a morphological operator: the self-complementary top-hat [13] . Figure 3 depicts the result of the application of the self-complementary top-hat to an exemplary bright-field image as well as the corresponding variance map if a square neighbourhood of 41 × 41 pixels (suggested by Wu et al.) is considered. In order to increase the computational efficiency we employ structuring elements with a size of 25 × 25 pixels.
The bimodal distribution of the local intensity variations determined by the self-complementary top-hat is considerably more distinctive than the one computed by analysing the variance. Hence, the automatic separation of image foreground and background, which is performed by minimum error thresholding [14] , is alleviated.
Detection of Probable Cell Membrane Pixels
Probable cell membrane pixels are determined by utilising morphological operators, as well. As the cell membrane possesses a linear shape that is less curved than other cell compartments and is characterised by a substantial change of pixel intensities, linear structuring elements are applied to the gradient magnitude image. All image structures that cannot contain this linear structuring element such as dirt, noise, and intracellular objects are removed by a morphological opening. In order to get closed contours, this operation is repeated for seven additional orientations. The resulting images are fused by computing the point-wise maximum, which constitutes an algebraic opening [13] .
The length l of the linear structuring elements is crucial to the result of the algebraic opening. If it is chosen too small, irrelevant image structures will remain; if the value is too high, cell membrane pixels will disappear. Hence, we have developed an automatic procedure for the determination of an optimal value (see Section 4.1).
Determination of Cell Markers
On the basis of the computed image background and cell membrane pixels small regions within probable cells are identified -the cell markers (see Fig. 4 ). It is assumed that points possessing a great distance to the image background and membrane pixels lie inside cells. These points are determined by computing the local maxima of the distance transform [13] . In order to obtain an appropriate initialisation for the segmentation step, these regions are dilated by a small circular structuring element (diameter: 5% of the maximal cell radius, 9 pixels). Afterwards, the contours are traced so as to obtain a polygonal representation that comprises only the start and end point of adjoining lines.
Cell Segmentation by Active Contours
Active contours have several advantages with respect to the segmentation of cells. Firstly, they always yield closed contours even if the corresponding cell membrane is hardly visible. Secondly, they enable the inclusion of context specific knowledge such as membrane curvature and cell size. So, the robustness can be improved.
Several approaches have been proposed for the computation of active contours, e.g. variational calculus, dynamic programming, and greedy methods. We have decided to apply a greedy approach [15] due to its efficient computability, stability, and flexibility. Since our approach aims at complete independence from user interactions while processing images, special requirements have to be fulfilled. In particular, the determined cell markers instead of close approximations of the resulting contour should be applicable as initialisations.
Cohen [16] proposed a method to realise the growth of snakes by introducing an inflation force. This technique applies normal vectors of the contour in order to determine the direction of extension. As a result, the contour might overlap if it is initialised with a concave cell marker. Hence, we have decided to utilise an alternative basis for the growth of the contour -the minimal distance to the initial contour. Equation (1) shows the corresponding energy functional E * snake of a parametric curve v x(s), y(s) with arc length s.
E cont and E curv control the continuity and curvature, respectively. Moreover, E cont fosters equal spacing between points [15] . E ao represents the resulting image of the algebraic opening (see Section 3.2) and E dist the distance from the initial contour. As the energies are minimised, the image as well as the distance have to be inverted. Thus, a maximal considered distance ∆ max is required. We have set it to the maximal cell radius increased by a tolerance interval of 20% (198 pixels in total).
The parameters α, β, γ, and δ control the influence of the respective energy terms. At this, γ and δ are modified dependent on E dist .
According to (2), γ(E dist ) yields high values if E dist is small, i.e. if the snake has a great distance to its initialisation. By this, high pixel values near the cell markers, within the cells are suppressed. Equation (3) ensures that the sum of γ(E dist ) and δ(E dist ) equals the sum of its base values γ 0 and δ 0 , respectively. So, the extending force is reduced if the snake reaches a distance from its cell marker where the probability of membrane pixels is high. Additionally, background pixels receive a high value of E dist in order to avoid an extension of the snake in this region.
In the introduction of our segmentation approach in Section 3 several questions were left open although they are crucial for the correct function. They have been topics of current research and are answered in the following. Section 4.1 outlines a method that enables the automatic determination of the optimal length l for the linear structuring elements which are applied during the algebraic opening. A further problem consists in the parametrisation of the snakes. As they are growing, new points have to be inserted (see Section 4.2).
Improvement of the Detection of Membrane Pixels
The basis for the automatic determination of the length l of the linear structuring elements is provided by n = 499 cell masks manually extracted by biological experts. Besides the mask of a cell i itself, the points of a tube with a diameter of 5% of the mean cell radius that is centred at the mask boundary are considered in order to detect the intensities of membrane pixels. The sets of the corresponding points p are denoted by M i (mask) and T i (tube), respectively. According to (6) , then an optimal value l for the length of the line elements is computed by iterating over all possible values up to ∆ max .
I l x p , y p constitutes the image generated by an algebraic opening with a structuring element of length l. The consideration of squared pixel values results in a reduced influence of small intensities that have less negative effects on the segmentation than high ones. Moreover, the points of the mask image are weighted by their minimal distance ∆ x p , y p to the boundary. l opt is optimal in a sense that it maximises the difference of the intensities (scaled to fit into the interval [0, 1]) within both examined image regions in order to enhance the contrast.
Insertion of New Points
The segmentation consists in the extension of snakes starting from small regions within probable cells. So, the distances between adjoining points are increased and resampling of the snake, i.e. the insertion of new points is necessary. On the 5 . Approximation of an ellipse by line segments. A line segment of length λ connecting the points P and P causes an approximation error if it is equally divided by the major axis. As the distance between the ellipse and its centre C is maximal there, is maximal, as well. Thus, constitutes the worst case value.
other hand, too high a number of points results in an increased computational effort. Thus, some kind of compromise has to be reached. Since Sf9 cells are almost elliptically shaped, an ellipse approximation of the current snake is performed [17] . This yields the lengths of the semiminor axis b and of the semimajor axis a as well as the centre C. On the basis of these values the approximation error occurring if the ellipse is approximated by a line segment of length λ is computed (see Fig. 5 ). An ellipse can be described by x = a · cos α and y = b · sin α. Inserting the coordinates x P = a − and y P = λ 2 of point P and fusing the results leads to (7) which enables the determination of λ.
Instead of computing the ellipse approximation after every iteration step of the snake algorithm (variable split length, VSL), it can be applied to the determination of a constant split length λ * (CSL). For this purpose, all manually extracted cells are approximated by an ellipse and λ * is set to the minimal value of λ. So, a correct approximation of all cells with an error less than can be guaranteed, as well.
Results
We evaluated our methods on a dataset containing 499 cells manually extracted from 45 images by biological experts. In order to enable investigations regarding different foci, the dataset comprises images of the same specimen at three manually adjusted focal planes (A, B, and C) showing the cell characteristics depicted in Fig. 6 . All 499 manually extracted cells were automatically marked during the preprocessing step (see Section 3.3) and each cell mask was associated with the marker closest to its centre. Furthermore, the length of the linear structuring elements for the algebraic opening was automatically set to l opt = 31 according to Section 4.1.
In order to assess the segmentation, the manually extracted cell masks were compared with the corresponding automatically segmented cells by performing a 15-fold cross test. The energy weights were chosen in such a way as to minimise the error termd err for all except one of the images of a focal plane (see (8)).
denotes the maximal distance of corresponding manually and automatically determined contours of a cell i. These values are normed to the current manually determined cell size represented by the length of the semiminor axis b i of the cell's approximation by an ellipse.
After computing the energy weights, the remaining image was segmented in order to measure the test errors.d The results of all methods show that the choice of the focal plane has a considerable effect on the quality of the segmentation. The errors rise from plane A to plane C. These results originate in less distinctive cell membranes (B) and stronger intracellular intensity variations (C), respectively (cf. Fig. 6 ) Both reparametrisation methods attained smaller segmentation errors than the original approach which does not perform resampling. Since CSL utilises a minimal value of the split length λ that is sufficient for all cells, it requires additional points in comparison to VSL. These unnecessary additional points seem to deteriorate the segmentation compared to VSL (e.g. for = 0.125). The lowest errors were reached by VSL with = 0.125 which required significantly more processing time than the other methods because of the determination of λ during the actual segmentation. So, if enough time is available VSL should be employed. Otherwise, the original approach and CSL, especially with = 0.5, are beneficial.
In order to assess our results, the manually extracted segments of 363 cells determined by five persons were compared pairwisely. The corresponding contours possess a mean maximal distance of 5% of the cell size with a standard deviation of 2.5%, as the cell membranes cannot always be determined unambiguously. Thus, we conclude that our methods achieve a very high accuracy.
Conclusion
We have presented an approach for the automatic segmentation of cells in brightfield microscope images. Furthermore, several enhancements with respect to the quality of the preprocessing as well as the segmentation have been introduced. The evaluation occurred on images at three different focal planes in order to enable the choice of an optimal one. At this focal plane, all methods yielded excellent results insofar as the segmentation error is only slightly higher (difference < 10%) than the deviations of segments manually determined by different persons. Figure 7 depicts the segmentation of a bright-field image if VSL with = 0.125 is applied. Since the segmentation yields contours that represent dead cells, dirt and other image structures (see Fig. 7 ), as well, a classification of the segments has to be performed [18] . On the basis of the recognised cells, our research will now be directed towards the analysis of the corresponding fluorescence images.
