A non-Hermitian matrix Hamiltonian H appears in the wavefunction form of a variety of manybody scattering theories. This operator acts on an arrangement channel Banach or Hilbert space 1(;' = Ell ncr where ,r is the N-particle Hilbert space and a are certain arrangement channels.
I. INTRODUCTION
In the theory of many-particle scattering, formal difficulties arise because the kernels of the standard LippmanSchwinger scattering equations are badly behaved (Weinberg I) for N > 2 particles. This leads to problems with the solvability of both the T-matrix and wavefunction forms of these equations and with the uniqueness of scattering solutions of the latter (Redish 2 ) . The approaches adopted to combat this problem implement various forms of channel decomposition for the potentials, T-matrices, etc. In much of this work a channel is defined as partition of the particle labels into clusters corresponding to physically stable states together with a specification of the bound-state quantum numbers for these. However, for the arrangement channel theory discussed in detail here, the channels are defined as any partition of the particle labels (independent of stability of the clusters) are are denoted a, (3, ....
Most of these scattering theories result in T-matrix scattering equations which have the generic form (1.1) where the T b • u are channel T-matrices, the Kb,c are the components of the kernel, and the B h • a are inhomogeneous terms. The indices are either partition (i.e., channel) labels or chains of partitions (see Vanzani et al.') . Examples of the former are the Bencze-Redish-Sloan (BRS)4 equations and the Baer-Kouri-Levin-Tobocman (BKLT)5 equations. The latter include the Yakubovskii, (, Alt-Grassberger-Sandhas (AGS),7 and Vanzani K equations. The wave function form of the scattering equations for suitably defined components has a similar Fredholm structure.
The object of these methods is to obtain exact sets of coupled scattering equations having the property that some finite iterate of the kernel is "connected". Polyzou and Re- "'Operated dishY have given the following definition of a connectivity for an operator B on the N-particle Hilbert space where a is a partition ofthe N-particle labels with n" clusters. B has connectivitya if B commutes with the 3n" parameter unitary group of translations that describe the motion of the clusters of a; and these are the only translations with which B commutes. B is "connected" if it has connectivity (12 .. ·N), i.e., it only commutes with N-particle center of mass translations. One also may think of an a connected operator as one that vanishes (in the coordinate representation) as any particles in a single cluster of a are asymptotically separated. A technical description of this condition is given by Polyzou Y and uses the strong operator topology. There is also a diagrammatic description of this property in terms of graph connectivity (Redish 2 ) . Connectivity of an iterate of the kernel of some coupled scattering equations then means that each component of that iterate is a connected operator in the sense described above.
Clearly, the homogeneous form of a connected kernel equation for the wavefunction components can not possess any wavelike solutions (as demonstrated by iteration of this equation), so uniqueness of scattering solutions is assured. The standard operating philosophy in this work is that connectivity for some iterate of the kernel leads to compactness for this or a higher iterate. This is termed the Fiber Compactness Assumption (FCA) by Polyzou and Redish Y and from the extended form of Fredholm or Riesz-Schauder theory (Yosida 10) , we know that it guarantees solvability of the corresponding scattering equations (rigorously, at least for the T-matrix equations). The discussion here is somewhat oversimplified since in general it is only reasonable to assume the FCA for points of analyticity of the kernel. Y On the scattering cut, the operators may no longer be compact but unbounded solutions of the scattering equations still exist in general. T-matrices only make sense when applied to a dense set of initial states. So an analytic Fredholm theory is constructed by choosing a Banach space norm to exclude other states. A proof of the modified form of the FCA has been given for a general class of "relatively bounded" potentials for the three-particle, two-cluster Faddeev equations. II However, no proof exists in general except for more restricted Rollnik classes of potentials (Reed and Simon 12) .
Vanzani 13 has considered in detail the relationships between some of the different types of scattering equations. This analysis leads to an understanding of the origin of spurious solutions of the homogeneous form of (1.1) or the corresponding wavefunction equations. These are solutions which do not correspond to any physical solution of the Nparticle Schrodinger equation. If no such solutions exist, then the equations are said to satisfy a constrained Fredholm alternative.
A somewhat different approach has been adopted by Chandler and Gibson 14 using two-Hilbert space theory. Unlike other approaches, their more recent work 15 does not rely on the FCA but demonstrates rigorously that the kernel of their scattering equations is A-solvable (Petryshyn 16 ). This constraint is weaker than the FCA, but sufficient to guarantee solvability of the scattering equations. For a more detailed review of all these aspects of multi particle scattering, we refer the reader to Kowalski'sl7 article.
Some of the above approaches lead to an unusual "representation" of N-particle quantum mechanics characterized by a non-Hermitian channel space Hamiltonian H.IM.I'! This operator acts on a channel space which is the direct sum (over certain channels a) of copies of the N-particle Hilbert space. Aspects of these time dependent and time independent wavefunction theories termed "arrangement channel quantum mechanics" were analyzed by Kouri, Kuger, and Levin 20 for the BKL T choices of H. The Faddeev II equations, a transposed form of the BRS 21 equations and certain hybrid schemes 22 also fall into this category. One way to view these theories is that they exploit the extra degree of flexibility in the non-Hermitian choice of the matrix H to achieve connected kernel scattering equations. The theory has not only been applied to the determination of multichannel Sand T matrices, but also to bound-state calculations. 23 Hoffman, Kouri, and Top24 have shown how to define a channel space density matrix and have derived the corresponding von Neumann equation and BBGKY hierarchy.
These theories are not in general expected to satisfy the constrained Fredholm alternative (except for the Faddeev case II). Chandler 21 has demonstrated the possible existence of norma liz able spurious solutions of the three-particle, twocluster BKLT equations by first considering a limiting singular choice of potentials where the equations become algebraic and then using Rouche's theorem to extend the result to a neighboring class of potentials. Glockle and Adhikari 25 have further elucidated the origin of these solutions. A discussion for the BRS equations is given by Vanzani. 13 These normalizable spurious solutions will manifest themselves as eigenvectors of H (not corresponding to physical Schrodinger equation solutions) with possibly complex eigenvalues.
In Sec. II, some observations are made immediately on the relationship of the arrangement channel to the normal quantum theory, particularly, regarding the imbedding of physical solutions and the nature of spurious solutions. The latter are defined somewhat more generally here to include wavelike solutions and these playa useful role in analyzing 1673 the structure of H. For a rigorous treatment, we choose a topology on the arrangement channel space (given by a Banach space norm) which is naturally induced by that of the original N-particle Hilbert space. Certain results for the nonHermitian H follow directly from spectral and semigroup theory. General channel space observables are discussed.
Unlike other treatments, we consider first the arrangement channel theory for the spatially confined system in Sec. III. This is useful for applications to the statistical mechanics of reactive systems 24 ,26 as well as for the introduction of various mathematical concepts. Typically H is real eigenvalue scalar spectral (·-self-adjoint) and "equivalent" to H on an H-invariant subspace of physical solutions (with a mild technical assumption). If the eigenvectors form a basis, by constructing a biorthogonal system from these and their duals, we show that H is scalar spectral on C(j (with a simple functional calculus). Other concepts such as channel space projection operators, trace class, trace, and density matrices are developed in a Banach space framework. The sense in which the theory provides a "representation" of N-particle quantum mechanics and its equivalance to the usual Hilbert space theory is clarified.
These ideas are extended in Sec. IV to spatially infinite systems where the wavelike scattering solutions must be considered. They are placed on a firmer mathematical basis by the introduction of the appropriate generalization of the Gel'fand triplet. In Sec. V some remarks are made on timedependent scattering theory and statistical mechanics. In particular, we discuss the existence of channel space Moller operators and certain trace operator topologies.
II. THE MATHEMATICAL FORMULATION
We begin with the Schrodinger equation for a system of N distinguishable particles
where the center of mass motion is removed from the Hamiltonian H for spatially infinite systems. As previously, the channels (partitions of the particle labels) are denoted by a, ' A vector in the channel space upon which this operator acts is denoted by ~ with components 11/1 a) (so [~] a = 11/1 a ) ).
The standard structure of H for a spatially infinite system with no external potential is described below. First de- For the formulation in terms of channel space to be useful, it is necessary for the channel space Schrodinger equation to exhibit at least some properties characteristic of the associated Hilbert space equation. The possibility of an imbedding of certain solutions of (2.1) into those of(2.8) is certainly suggested by (2.10), and in previous work has been assumed at least for scattering solutions with two cluster asymptotic conditions (and sometimes more generally 
Go(E ± iE) and + ( -) denotes a choice of pre-(post-) collisional asymptotic condition. The association of channel component with particle clustering is also clear.
Let us now develop the mathematical concepts appropriate to the theory of arrangement channel quantum mechanics. We impose a rigorous mathematical structure in the following way. Suppose that the wavefunctions qt may be regarded as elements of a separable Hilbert space $". In the usual Dirac notation, the elements of $" are denoted by the kets I qt '1/; are all equal in the sense that they contain the same elements.
For an operator A acting on (t: p with domain dom(A) dense in '("P' we define the Banach space dual A' as follows (Yosida 'O ) . If A' is defined on dom(A'), the totality of f 'EYf; such that there exists ? Z' satisfying (2.23) . For the case p = 2, Yf 2 is a Hilbert space and A' defined as above is simply related to the usual Hilbert space adjoint of A.
We previously elucidated the connection between solutions If! of(2.8) and those of the Hilbert space equation (2.1).
We call those solutions for which I If/) = ~a I If/ a ) #0 "physical" solutions since I If/ ) is a solution of(2.1), also with eigen- 2R for a different class of scattering equations. This classification applies to all solutions normalizable and unnormalizable. If we denote the class of channel vectors with components summing to zero in (;;V'by ./', then clearly Y' is a subspace of '{/ p containing the sputious solutions. Any two physical solutions, the difference of which lies in Y, are necessarily degenerate and may be regarded physically as the same. Thus they may be replaced by linear combinations, one of which is physical and one spurious. In this way the physical eigenvectors may be chosen as "distinct." Note that the quotient space CfJ plY' ~jY'. It is possible to state some very general results about imbedding of Hilbert space into channel space solutions and completeness of physical and spurious solutions. By completeness of a set of vectors which may be normalizable (in '1/ p) and/or unnormalizable, we mean that any vector in (C p can be approximated in norm as a possibly partly continuous linear combination of these. Note that for nonorthogonal sets, there exists a distinction between completeness and the basis property. The latter is stronger requiring that any vector can be represented as a unique, possibly partly continuous linear combination of basis vectors (convergence in norm implied).
Theorem 1: If the physical and spurious solutions are complete in Y; P' then it is necessary for aU (strictly almost all) solutions of the Hilbert space equation (2.1) to be imbedded into physical solutions of (2.8).
Proof The spurious solutions can at most span Y and the physical solutions lie outside 'yJ. Now suppose that we ha ve a complete set of physical 1/1 r and spurious 1/1 ~, eigenvectors of H labeled by k,k I (possibly partly contInuous). Then these may be chosen to be distinct, e.g.,
by hypothesis. Suppose that some H eigenvector with discrete eigenvalue andlor H eigenvectors with continuous eigenvalue for a range of k of nonzero measure are not imbedded into the set of eigenvectors of H. Let 11/10 > #0 be in the subspace spanned by these vectors and let 11/1 P) be a linear combination of the other (imbedded) eigenvectors of H, then from orthogonality
P>, a vector described above) and I/I~.Y.
then -
This contradicts the hypothesis that ({:
There is also a partial converse to this result. 
(2.27)
We may therefore write
as required. From (2.28) it is clear that 't ~ together with any complete set in .;I' is complete in 'f; p' Theorem 3: Suppose that for any convergent linear combination of eigenvectors of H, the corresponding linear combination of 1/1 ~ is convergent. Then, under the assumption of Theorem 2, 't~ together with any basis for Y' form a basis for 1(,' p = ; '1' ftl.;l'. Proof: Uses arguments similar to Theorem 2.
Such linear combinations are, of course, exactly the (2 for discrete eigenvalues and L 2 for continuous ones.
We now develop some spectral theoretic results for H. It is easily verified that for real potentials, to examine the solutions of the dual channel space Schrodinger equation
There are a class of solutions of(2.31) which are of particular interest to us. These are constructed as follows. Let 11/1 E > be a solution of(2.1) with A = E, and choose s:~: so that Then it is easy to show that (2.33) This was first established by Kouri and Levin. 29 This construction applies to both the normalizable (bound state) and scattering solutions.
This construction guarantees the spectral inclusions
(2.34) 
Pa(H)kPa(H')S: Pa(H), Ca(H)S:Ca(H)uPa(HIY')· (2.36)
If also VGo(A ) can be extended to a bounded operator and (VGo(A )]n can be extended to a compact operator for some n and for all A, a similar argument shows that Ra(H') = 0 (see Appendix B). Then, for a finite number of channels, since !(J p is reflective and H" is a closed extension of (and thus equal to) H, we have in addition to (2.36) that
(2.37)
, we have not proved that all solutions of (2.1) are imbedded into the physical solutions of (2. 8). However, clearly in this case, if a nondegenerate normalizable physical solution is missing, it must be replaced by a normalizable spurious solution. Some further properties of the operator H can be obtained from the general semigroup theory for closed operators on Banach space. One question answered partially here is the nature of time evolution in this formalism, e.g., the existence and behavior of solutions to (2.9). We thus naturally ask if IH generates a group I e'/flH':tER j. Since H is not self-adjoint, Stone's theorem can not be implemented. However, in the case where the.components of V are bounded on 0/' we may utilize the following result (Peters, Pazy~O). Such exponential growth may be associated with spurious eigenvectors with nonreal eigenvalue. The following result is available for much weaker conditions on the potentials:
Theorem 6: Suppose that V is Ho-bounded with relative bound "0", then H generates a holomorphic (Co) semigroup e -,{ H in the sector (A: largt{ 1<1712).
Proof For V bounded, the result follows from a standard perturbation theorem. 3o The more general result is proved in Appendix C.
This result will be useful in the discussion of channel space equilibrium density matrices. The existence of a time evolution operator V(t) may alternatively be considered in terms of the existence of suitable boundary values for e -,{ H defined on the open right half-plane. A different approach to this existence question is taken in the following sections.
Next we comment briefly on the general structure of the operators that will naturally appear in this formulation. It is assumed that for each (Hilbert space) quantum mechanical operator A of interest, there is a natural decomposition into a channel space operator A which satisfies the summation property L A"r3 = A for all (3 (2.39) (Hoffman et al. 24 ). If we consider those bounded operators satisfying (2.39) whose domain is the whole channel space, then they also form a Banach subalgebra of the bounded operators on (6' p as may be seen from the identity
Denote the algebra of such bounded operators by sf. This property is expected to be significant in an algebraic formulation of the thwry. The operators on (6' p corresponding to the bounded observables must be contained in the Banach "field" algebra ,rf. They will be associated with a von Neumann or C *-algebra in ,rf but not with the usual * = + involution (i.e., adjoint) for operators on CC 2 as may be anticipated from (2.39).31.32
III. SPATIALLY CONFINED SYSTEMS: DISCRETE SPECTRA AND NORMALIZABLE EIGENVECTORS
Let us consider a system of N distinguishable particles confined to a region g;; by an external potential going to infinity at the boundary a,Cj( of ,91 and described by a Hamiltonian H (the full kinetic energy is included here). Then this external potential may be chosen to appear along the diag-onal ofH. Alternatively, we could assume that the wavefunctions are defined on the interior of a box satisfying the appropriate equations there and impose periodic boundary conditions at the walls. If the potentials have a range greater than the box size, then they are regarded as suitably treated. These problems are important for applications to the statistical mechanics of reactive systems where a convenient representation is first required for a confined system of a finite number of particles. 24.26 It is anticipated that some aspects of the interpretation of the channel space wavefunction components will carryover from the spatially infinite case.
,20,26
Many of the mathematical concepts used to describe the structure of H are most conveniently introduced first here because of the following result.
Theorem 7: For spatially confined systems and for relatively bounded potentials of the form (2.19), H has only discrete eigenvalues with normalizable eigenvectors. Conse-
Proof This follows essentially as a consequence of the compactness of (A -H) -1 for certain AE p(H) (see Appendix
To facilitate the spectral analysis ofH, it is convenient to introduce the concept of a biorthogonal system in the Banach space ({,' p (Singer, 33 Dunford and Schwartz 34 ) . Such a system is defined by a pair of sequences (!1~ ,<tn ), where !1~ECC;, <tnECCp, and For the physical eigenvectors, we define the corresponding dual vectors ~ ~p using the prescription outlined in the previous section, i.e., As mentioned previously, ~:t so defined satisfies
With such a choice (3.1) is satisfied for <til E ( ~ ~ ,~~ ) and !1;/1 E ( f ;';). The object here is to extend this set to obtain a "complete biorthogonal system," if possible, in a way providing a useful functional calculus for H.
Suppose first that ( ~ ~,~ ~ l form a basis for the channel space in which case it is immediate from (2.10) that exactly all (2 linear combinations of ~ ~ converge in norm. It is only possible for the normalizable eigenvectors to form a basis for spatially confined systems since we know that the scattering solutions must be included in any completeness discussion for the spatially infinite case. Completeness of we show that 1J.~' = ; ;," so defined, satisfies the dual Schrodinger equation. Fro-m the relations
and since ! ~;" ~ ~ 1 is a basis, we conclude that
The existence of a regular biorthogonal system of eigenvectors for H/H' is significant in developing a functional calculus for H analogous to that for normal operators. and let HV' = lim HN ~ for those ~where the limit exists.
l'/ "X
From the basis property, for any ~E'(,p' Furthermore, without the basis property, there is no need for the physical duals to be uniquely specified by the equal component form although this is still a valid (and the most natural) choice. If ! ~~; ,~;, 1 can be extended by ! ¢II 1 in . I . = ! ~Ef,,, :(~ ;,;, ~) = 0, \;1m 1 to form a basi~, then a regular biorthogonal system may be constructed and the coefficient functionals associated with ~;, are given by ~ ;,". However, those associated with the ~;, are not expected to all satisfy the dual channel space Schrodinger equation. This problem will be discussed in later work. Again the appropriate linear combinations of the ~;, are exactly the (2 ones. Further results incorporating this case are described below.
To show the "equivalence" of the channel and Hilbert space formulations, it is necessary to demonstrate an agreement in corresponding expectation values calculated from different theories. Since in the channel space theory only the physical eigensolutions contribute, it is appropriate to construct of projection operator P corresponding to the subspace spanned by these, preferably, so that [P,H] = O. If the physical eigenvectors of H can be extended in. I . to form a basis '(,,, then we define P to be the projection operator associated with the decomposition 'f, p = span( ~;,) ttl. I ' . P is then not self-adjoint but has the simple representation
(3.16) n ~aPa{3 = P is the projection operator onto the corresponding physical states in J¥'. Clearly, H restricted to the Hinvariant subspace Range( P) is real eigenvalue scalar spectral and is *-self-adjoint with a suitable choice of involution. 31 This amounts to defining self-adjointness with respect to a duality mapping D:'G' p_'G' ~ naturally induced by any basis that includes the 'f ~ and the ~ ~p as their associated coefficient functionals, i.e., D is conjugate linear and maps all basis vectors to their corresponding coefficient functionals. Then 'G' p (3.17) [cf., the theory of accretive operators on Banach space (Pazy30)]. Further, a simple construction shows that H on Range (P) is equivalent (via a similarity transformation) to H on Range ( P ).35 If H is also scalar spectral on 'G' p' then P is naturally obtained from the resolution of the identity and P=I. The injection operator imbedding H eigenvectors into physical H eigenvectors may be defined in terms of P as
where ~ is a numerical vector and ~a()a = l. The boundedness ~f Jfollows from that ofP. Consequently, the 'f~ are uniformly bounded with respect to n. This last property follows directly from the assumption that 'f ~ form part of a basis, since then there exists a constant M (independent of n) such thae 3 (3.19) and we have chosen I/~ ~Pl/q = N ~~q for all n.
To calculate expectation values for general (mixed) states, an appropriate concept of "trace class" and "trace" is needed. Since 'G' p = 'G' 2' we could try using the standard definition for operators on Hilbert space. However, a more natural definition for our purposes has been developed by Ruston 37 in the Banach space framework. Here we consider first finite rank operators of At he form ~7~ I cli'!lJ with cliE'G' p,!J.: E'G'; . Then ~7'~ I cli~: is said to be equivalent to ~7~ I cli ''l.: For any regular biorthogonal system (~:, 'f;) we may alternatively express the trace of an operator T (in the trace class) as
The proof of the in variance of the rhs of (3.26) for different choices of a biorthogonal system follows easily from their regularity. This definition of course agrees with the usual one where an orthonormal basis is used.
We are now in a position to define a class of operators corresponding to the density matrices for mixtures of discrete states. As observed by Hoffman et al. 24 (assuming P may be defined as previously), if AEd and Of course p so defined is not "self-adjoint" or "positive" in the usual sense but is *-self-adjoint and *-positive with respect to a suitably defined involution*.31 In terms of the duality mapping D described previously,
The equilibrium form of the channel density matrix is given by
where Zc = Tr( Pe ~(3H) and
Note that the existence of e -/3H follows without any basis property assumption and for quite general potentials (Theorem 6). Finally, we show how the channel theory makes contact with the Hilbert space quantum theory in the calculation of expectation values. In any representation, the observables correspond to the *-self-adjoint elements of a Von-Neumann or C * algebra where * is the appropriate involution. Real expectation values are then calculated by acting on them with *-positive linear functionals, e.g., Tr( po),tr( po). The agreement of expectation values of the Hilbert and channel space theories is guaranteed by the special summation structure (2.39) of the Banach algebra containing the observables together with the extra structure of p (independence of Pu{3 on {3). This correspondence may be written as Note the restriction P p P = P (we have not proved that P = I in general).
IV. SPATIALLY INFINITE SYSTEMS: WEAK (SCA TIERING) EIGENVECTORS
For a spatially infinite system, we expect that H will have a variety of unnormalizable (weak) scattering eigenfunctions. Here we shall assume the existence of these in a suitably large auxiliary space (Amrein, Jauch, and Sinha
3H )
rather than attempting to prove their existence, e.g., from the integral equations and appropriate technical assumptions. These are associated with Ca(H). Here the center of mass kinetic energy is removed from the Hamiltonians.
It is first useful to characterize the (weak) solutions of the equation
This is done as follows. The channel indices a were defined to be certain partitions of the labels 1,2, ... ,N for the N particles of the system into appropriate clusters. We say aC{3 or {3-:Ja if a can be obtained from{3bybreaking up some (possibly 0) clusters of a. This relation is a partial order. We can also define the meet ar{3 as the coarest partition satisfying ar{3Ca and ar{3C{3. Similarly the join au{3 is the finest partition satisfying ar{3-:Ja and au{3-:J{3. (1 and u endow the set of partitions with a lattice structure (see Polyzou and Redish 9 ) . Now the solutions of (4.1) are labelled by have the asymptotic structure [~ ± ]/3 ~Oa/3l¢ ;: '(l':mj'~') in the appropriate regions of coordinate space (i.e., the a' and also the a tubes). For fixed at ,m j '~i' these correspond to the same H-eigensolution I W a~:mj'~') = };(3 [~ : 'a';m,,~.l(l and sat- isfy the integral equations (4.4) where [~a~a':mJ'~; 1/3 = o"/3I¢ a~"':mi;)'
These equations generalize (2.10). There may also be solutions of the differential equations corresponding to a totally bound cluster ofthe N particles with quantum number m. In the above notation these would be represented as In a discussion of completeness and spectral theory, it is convenient to partition the eigenvectors into distinct physical ones together with the remaining set of spurious eigenvectors. So from the ~ :'a';mj'~; for different a -:J a', we pick one, say a = a*, to be the physical eigenvector and from the rest construct weak (unnormalizable) These ideas are presented most naturally in a mathematical framework which generalizes the Gel'fand triplet (see Amrein, Jauch, and Sinha 3H ). We introduce an auxiliary Hilbert space E dense in ciY'so that its Banach space dual Ed contains the bounded measurable functions. Imbedding ,) Y' into Ed (using the duality of d¥J we write (4.7) Channel spaces E p and (E d) P may be constructed as in (2.16), but using the appropriate Hilbert space norms. Their elements are also denoted by W with components
where the action of the dual is given by
Note that (Ed)~ = (E p)' where the action of an element of (E p)' on E p is given by (2.20). We have the inclusion relations (analogous to the usual Gel'fand triplet): The operator H may be extended uniquely to a dense subspace of (E d) P or (yd) p which includes the wavelike solutions discussed previously. So these are solutions of the channel equation in the larger space, termed as weak solutions of the original equations. Similarly H' may be extended to a dense subspace of(E d)~ or (yd)~ including such vectors r +' as ~ d;mJ.~I'
•
It is useful to introduce the concept of a generahzed biorthogonal system [7J.~v,Px I where normalizable
[~V I is a discrete and/or continuous label for the vectors, e.g., ~ v = I a';mj'~i I and ~vs d~ v represents the corresponding sum and/or integral. The biorthogonality condition may be written (loosely) as Again ~e choose some of the P..1s' to be distinct physical eigenvectors of H denoted ~ ~ with eigenvalues A. ~ •. The corresponding 7J.~., denoted G~, are constructed as in (4.5) . Some of the remaining ~. are chosen as spurious eigenvectors of H denoted ~ ~ v, with eigenvalues A. ~ v, and the object as previously is to su"itably complete this set.
Suppose first that these form a basis in CC; p' Specifically, we mean that any vector in C(; p can be represented as a suitable linear combination of basis vectors. Convergence in norm of the integrals in the limit-in-mean sense is implied. Further we suppose that the subspaces of such linear combinations with eigenvalues in specified Borel subsets of the complex plane are closed. For the physical scattering eigenvectors, these linear combinations are precisely the L 2 ones. If the spurious wavelike eigenvectors are constructed as in (4.6), then any convergent linear combination must also be L 2 (i.e., the basis is "generalized" Hilbertian) and we expect that all L 2 linear combinations are required ("generalized" Besselian) . This is certainly true where a' is the complete breakup channel.
We may then automatically define (strictly almost everywhere) a generalized associated sequence of coefficient functionals !l~' denoted [~~~,~ ~sv J (using obvious notation). The ~ ~~ are defined as in (4.5) and thus lie in (E d)~ under suitable conditions on the potentials. 38 Suppose that all the wavelike ~ ~. are generated by the procedure described in (4.6). Then certain wavelike features of the asymptotic structure of the ~ ~sv are easily determined from those of the corre-sponding ~~v and ~~v using biorthogonality (Appendix E), This suggest"s that the ~ ~sv also lie in (E d)~. Further, knowing these features of the asymptotic structure of the dual vectors, we can easily write down the appropriate integral equations for them and analyze the solutions of these equations directly. The eigenvectors and their duals provide in this case a generalized regular biorthogonal system which leads to the following results:
Theorem 9 (4.13) v J11s'i<N for alllf/ where the right-hand side is convergent. Herein ( ) and.::l (0) are defined as previously. If ~EE p' then (; ~~(Sl, ~) is well defined. For a rigorous theory this definition must be extended to ~ECC; p adopting a suitable limit-in-mean interpretation of the integral. 38 The integral in (4.13) is similarly treated. In later work 35 we give the explicit form for the Faddeev case of the expressions presented here.
Even if the eigenvectors ofH are not complete on CC; p' it is of interest to construct an H-invariant projection operator P onto the imbedded physical solutions (where P = ~a P a {3 is the corresponding Hilbert space operator). Suppose the physical eigenvectors can be extended in ,.11 = [ ~ECC; p :(~ ~~, ~) = 0, 'v' ~ v J to form a basis for CC; p' Then P is associated with the decomposition CC; p = span( ~ ~.) $. /y" and has a simple representation analogous to (3.16). Again H restricted to Range( P) is real eigenvalue scalar spectral, *-selfadjoint (with a suitable choice of involution), and equivalent (via a similarity transformation) to H on Range( P). Physical channel space density matrices may be defined in a fashion analogous to the previous section and the corresponding results on agreement of expectation values established.
V. TIME DEPENDENT SCATTERING THEORY AND NONEQUILIBRIUM STATISTICAL MECHANICS
The Moller operators playa central role in scattering theory as they relate the asymptotic form of the wavefunction to the full scattered state wavefunction. The channel space Moller operators may be expressed formally as 20 n:tc = "lim" e + iH'e -Ill"" If na~a' = n ± El,a' is the corresponding restriction of n ± , then formally,
If there exist nonreal eigenvalue spurious solutions, then (5.1) can not be used to represent the operators in (5.4), as a divergence results in the t---+ ± 00 limit. The inclusion of the Ea~a' is not expected to circumvent this problem. In the Hilbert space theory existence of the Moller operators in the sense of the strong limit may be demonstrated in some cases by a combination of Cook's method and a stationary phase analysis (see Reed and Simon 42 ) . With an extra assumption, this approach may be adopted here. Then na~a' exist in the sense of the "strong limit" on cr; p' Proof Analogous to the Hilbert space version 4 2, except the uniformly bounded Co group assumption rather than a unitary group property is used. This result may also be extended in the direction of the Kupsch-Sandhas theorem. 42 If there exist any spurious solutions with nonreal eigenvalues, then the conditions of the theorem are not satisfied since e'H', if it exists, will not be uniformly bounded. It remains to control liVe ± 'H"t~ II p' In the Hilbert space theory, this is where a stationary phase analysis is used together with some extra "rate of decay" assumptions on the potential. This approach should extend to the channel space problem at least for the case where we consider only two cluster channels. This problem will be dealt with in more detail in later work.
Let us now present the fundamental equation of nonequilibrium statistical mechanics. Define a physical channel space density matrix P = P P P as previously, so P P P = P [where P is the projection operator onto the physical solu-tions defined in Secs. III and IV and p = P P P is a Hilbert space density matrix with P = } '.a ( Pa{J) with Pi' P2 in the trace class of 'G' p' Then the physical topology is given by; ~/ ,.( ). Clearly, using (3.25),; p/ p( ) only involves P P, P as expected.
In the formulation of the asymptotic condition of scattering theory [prescribing the "physical" sense of the limit in (5.1 )],44 it is necessary to consider approximations to P of the form e + IlIte -,H"'paSyme + 'H"'e -Ill' not in .if p. The sense in which this is close to p seems more appropriately described by a stronger topology, say; p,/ ( ). It is easily verified that
In a Hilbert space formulation, the distinction between the appropriately defined metric and trace norm does not arise. For in that case, there is no restriction corresponding to AE [iJJ in (5.6) . Also the density matrices are positive selfadjoint (in the usual sense) so their trace and the (appropriately defined) trace norm are equal.
We have noted previously that, essentially since H is not normal, there is no significant advantage in the Hilbert space choice p = 2 of channel space norm. In fact the choice p = 1 is in a sense more natural. This is suggested by the 
APPENDIX A
Some of the operators appearing in this theory are unbounded on the channel space CI{ _. Futhermore, these operators are characteristically not seif-adjoint or even normal when regarded as acting on '{;' 2' A definition of the resolvent and spectrum suitable for handling such operators is given below (cf. Y osida 1 (1) .
We say thad is in the resolventp ( 
which in general overlaps PO'(A), CO'(A), and RO'(A).
Let us now try to locate O'(H) using that since Ho is positive self-adjoint,
Consequently for AEC subject to the above constraints, We shall assume that (Go{A )Vr can be extended to a compact operator for some n = n*, for all A. Consequently, c:r((Go{A IV)"") is either a finite set or a countably infinite set accumulating at 0. Since it is easy to check that (Pc:r(Go(A )V))"o kPO'((Go(A )VtO)koi(Go(A )VrO), the same is true of PO'(Go(A IV).
On iterating the integral equation for ~"n* -1" times, we obtain 
where (1 -(GeM )VrO)-1 denotes the inverse of the operator (1 -(G(l(A )v)nO). We must determine whether this solution satisfies the non iterated equation. Therefore we calculate
Since we have assumed here that the homogeneous equation has no solutions. we conclude that If/ satisfies the noniterated equation and ¢!.. is an arbitrary channel vector in // . Consequently MRa(H).
Secondly. we consider the possibility that the homogeneous equation has a solution. By a standard extension of the usual Riesz-Schauder theory. 10 it is possible to show that A similar analysis applies for the dual of the channel Hamiltonian H'. We can show that Ra(H') = 0 provided that Go(A )'V' can be extended to a bounded operator. and (Go(A )'V')" can be extended to a compact operator for some n = n**. for all A. Since (VGeM ))m' = (GeM )'vr. it suffices to assume bounded ness of VGeM ) and compactness of (VG(M ))"". since this guarantees boundedness (compactness) of the dual. 10
APPENDIXC
We show here that if V is Ho-bounded with relative bound '0', then -H generates a holomorphic (Co) semigroup in the sector \ A: I arg"t I < 1T !21· We observe that -Ho generates such a semigroup, so if 0 < w < 1T!2 in S = !A:larg"t 1<1T!2 + wI, we have 21Tl r wherer= \A:larg"t I = 1T/2 + w -ej withO<e<wandin-tegrated for increasing imaginary part. WIt ) exists for 1 argt 1 < w (since we can deform the contour so that larg(tA)1 > 71/2). Kato has shown that W(t) is a uniformly bounded holomorphic semigroup in the above sector with generator -He' The proof uses the fact that H is closed. So for any w such that 0 < w < 1T/2, e IH = e,cW(t) for largt I <w. and c depends on w.
APPENDIX 0
Let us consider the channel Hamiltonian H = Ho + V. where V includes an external potential spatially confining the N particles to a bounded region :/i along the diagonal. Also suppose V is Ho bounded with relative bound < 1.
If we choose AE p(H) outside the region specified in For the case where the confinement is achieved by imposing a periodic boundary condition the analysis is similar. The operator H with the property that the resolvent is compact for some A is called discrete.
We now determine u(H) using this information about G(A). Since ~nEdom(H) [G(A ):CtJ'p-dom(H)],
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APPENDIX E
Consider the a' = complete breakup scattering solutions where the Hilbert space eigenvector is characterized by the plane wave I¢o) in the asymptotic complete breakup region. The asymptotic part of the corresponding channel space solution can be chosen in any of the Noh positions a since a' Ca for all a. Choose one of these to be the physical eigenvector, say a = a*. This solution is naturally associated with the numerical vector f!... 1 where 8 ~ = 8",,, •. Choose 8 2, 8 ', ... ,8 ,'I eh to be linearly independent numerical spurious ;-ectors. SPurious wavelike solutions may then be constructed by taking corresponding linear combinations of the above Neh physical scattering solutions. Thus in the asymptotic complete breakup region, the planewave part of these solutions is f!...' lcPo>. i = 1,2, ... ,N ch • Let <!! I, = (1.1, ... ), <!! 2', ... <!! Neh be the set of numerical vectors biorthogonal to the f!... i. Clearly. the only way to achieve 8-function biorthogonality of wavefunctions is if the plane wavelike part of the dual of the channel vector associated with f!... i in the asymptotic complete breakup region is <!!i'<cPol, i= 1,2, ... ,N ch ' Of course, for the physical dual, (/J I, <cPol = «<Dol,<cP o ) '-. 1,2, . .. ,M are constructed. These determine the asymptotic planewave part of the physical and spurious solutions, and their duals which are confined to the M channels described. The dual vectors may also have this planewave asymptotic structure in other channels (the physical dual has equal components in all channels). This structure for the spurious duals is not determined from biorthogonality.
The inhomogeneous term 5 ' in the integral equations satisfied by the dual vectors is, however, completely determined by the (/J t. There can clearly not be any nonzero components in €.' outside the M channels described, or the integral equations ~ ~-t;, , = €. ' + ~ ~~ 'VGl (E) would not reduce back to the differential form on applying the operator E -Ho. Specifically, €.' -<!! i' < ¢", I in the asymptotic a' tube and €. ' .(E -Hol = 2'.
The equations for the physical duals reduce to LS-GT equations after explicitly setting their components equal.
