This paper studies integration of regional goods markets in Russia over 2001-2015 with the use of time series analysis, based on the law of one price as the criterion of market integration. The cost of a staples basket is used as a price representative. The analysis involves all pairs of country's regions, thus providing a comprehensive pattern of market integration. The region pairs are classified as belonging to one of four groups: integrated, conditionally integrated, not integrated but tending towards integration, and neither integrated nor tending towards integration. The results suggest that only less than a quarter of region pairs fall into the fourth category.
Introduction
A spatially separated market for a tradable good is deemed integrated if there are no barriers to trade between its spatial segments, except for 'natural,' geographically determined barriers, i.e. disconnectedness of the segments (quantified by transportation costs). Considering a national market, its spatial segments are regional markets (hereafter, simply regions). In the integrated market, goods arbitrage results in spatial equilibrium that manifests itself in the law of one price. In its strict form, when transportation costs may be neglected (if they are very small as compared to the price of the good or the price includes average transportation costs), the law states that the price of the same good should be equal across all regions. A weakened version of the law takes account of 'natural' barriers to trade, allowing the price of the good to differ between two regions by no more than transportation costs (per unit of the good). Thus, the law of one price can be applied as the criterion of market integration.
Testing for the law of one price in its strict or weakened version is a common exercise in studies of market integration. However, it overlooks an important transitional case. Despite the price differs between two regions, regional prices can converge to each other, eventually eliminating the price disparity. Thus, albeit this pair of regions is not integrated, it tends towards integration over time.
This paper analyzes time series of the cost of a staples basket over 2001-2015 with a monthly frequency across all pairs of Russian regions, providing a comprehensive pattern of market integration in the country. The region pairs are classified as belonging to one of four groups. The first one is integrated pairs, i.e. those where the strict law of one price holds. The second group is conditionally integrated pairs, where the weakened law of one price holds (the next section explains why integration is deemed conditional in this case). The third group is region pairs tending towards integration. Following a method put forward in Gluschenko (2011) , the movement towards integration is modeled by a nonlinear asymptotically decaying trend of price disparity (however, unlike that paper, with the use of three different types of the trend). At last, the fourth group is neither integrated nor tending-towards-integration region pairs. The results obtained suggest that this group contains less than 24% of region pairs. A number of papers investigate spatial pattern of market integration in Russia, using different product and location samples as well as time spans. Gardner and Brooks (1994) study market integration in Russia in 1992-1993, using data for six food commodities across 14 cities in the Volga economic area. They pool time series for all pairs of cities into a data panels (separately for each commodity). This allows including time invariant variables such as distance, price regulations, etc., but yields results averaged across city pairs, hence an overly aggregated pattern of market integration (so that its dimension disappears). Berkowitz et al. (1998) analyze time series of prices for five foods across 13 to 25 cities from the European part of Russia in 1992-1995. They do not address directly to the issue of market integration, focusing on the relationship between the behavior of prices of similar goods across cities, which provides an indirect indications of integration. Goodwin et al. (1999) consider prices for four goods across five cities of Russia during 1993 Russia during -1994 analyzing linkages of prices in each pair of cities with the use of cointegration, Granger causality, and impulse response techniques. They interpret the presence of the price linkages as evidence in favor of market integration. Gluschenko (2011) uses the cost of a staples basket relative to a benchmark region across almost all regions of Russia (represented by their capital cities) over 1994-2000. Using time series analysis, regions are broken down into three groups: integrated with the benchmark region, tending towards integration with it, and neither integrated nor tending towards integration. Akhmedjonov and Lau (2012) deal with prices for four energy products in all Russian regions relative to the national average prices during 2003-2010. They focus on convergence of prices, applying time series modeling with a nonlinear trend (the argument of which is the lag of the relative price rather than time). A similar methodology is used in Lau and Akhmedjonov (2012) , where convergence of aggregated (relative) prices for outer clothing across 44 regions of Russia for 2002-2009 is explored. This paper contributes to the above literature, providing a spatial pattern of market integration in Russia that involves all pairs of country's regions. (To my knowledge, such a work was not done as yet for any country with a significant number of regions.) In some respect, it supplements results of Gluschenko (2011) , extending them to the 2000s.
The reminder of the paper is organized as follows. Section 2 expounds methodology applied.
In Section 3, empirical data used for the analysis are described .Section 4 reports and discusses the estimation results. Section 5 compares results obtained with those for 1994-2000. Section 6 concludes.
Methodology
Let p r (t) and p s (t) be prices for a tradable good in regions r and s, respectively, at time point t;
hereafter, t = 0,…, T. Then the strict version of the law of one price is formalized as
If relationship (1) holds for region pair (r, s), these regions are deemed integrated with each other.
The weakened version of the law of one price can be modeled as
where D rs is a (percent) price disparity between regions r and s. When this relationship holds for these regions, they are deemed conditionally integrated. They could be acknowledged as integrated on condition that the disparity is due to transportation costs only. However, it can include also effects or 'artificial' impediments to integration, such as regional protectionism, local price regulations, organized crime, etc. In the framework of time series analysis, it is impossible to reveal the nature of D rs , therefore the term 'conditional integration' is applied.
The movement towards integration (price convergence) is described as
where D rs (t) is an asymptotically decaying function such that D rs (t) → 0 as t → ∞ and sign(D rs (0))⋅dD rs (t)/dt < 0. Regions in the pair (r, s) tend to integrate with each other, if (3) holds for it. To model price convergence, three types of trend functions are applied (to economize notation, the region indices for parameters as well as disturbances in regressions below are suppressed):
An advantage of function (4a) is the ease of interpretation: γ is immediately the initial (at t = 0) price disparity; δ characterizes convergence speed in a simple way, e.g. time needed for the disparity to halve (half-life time) is computed as log(0.5)/δ. Its shortcoming is that the permutation of the region indices -from (r, s) to (s, r) -changes the values of γ and δ. In functions (4b) and (4c), initial disparity is e γ -1; half-life times depend on both δ and γ and are more complex. On the other hand, the permutation of the region indices changes only the sign of γ, keeping δ invariant.
If no one of the above three models describes the behavior of prices in region pair (r, s), these regions are deemed neither integrated nor tending towards integration with each other (hereafter, simply non-integrated for brevity).
Turning to econometrics, the log transformation is used with time being an index for prices rather than the argument of function. Then the dependent variable is the price differential P rst = log(p rt /p st ) = log(p rt ) -log(p st ); now, t = 1,…, T. It is natural to assume that the prices depend on their previous values, i.e. they are autocorrelated. Then the econometric version of Model (1) takes the form
where ν t is the regression residual, ε t is the white-noise random shock, and λ + 1 = ρ is the autoregression coefficient. Substituting the second equation into the first one gives the conventional AR(1) model with no constant (∆P rst stands for the first difference, ∆P rst ≡ P rst -P rs,t-1 ):
Similarly, the econometric counterpart of Model (2) is the AR(1) model with constant α = -λlog(1 + D rs ):
The econometric version of model (3) looks like
In this equation, h(t) denotes a trend of the price differential, h(t) = log(1 + D rs (t)). This trend tends to zero, as time tends to infinity; its initial value is P rs0 . Under such transformation, we have instead (4a)-(4c) the following trends (respectively):
exponential trend h(t) = γe δt , δ < 0,
A problem in exploring spatial market integration is a great number of region pairs, equaling N(N -1)/2. For instance, 79 Russian regions produce 3081 pairs. There are a few ways to reduce dimensionality. The first is to pool time series of all region pairs into a data panel, estimating only one panel regression, as, e.g., Gardner and Brooks (1994) do. However, this yields only a characterization of the whole market with no geographical dimension. Another way is to use some region as a benchmark, i.e. to fix some region index, say, s in regressions (5)-(7), as, e.g., in Gluschenko (2011) . Then the number of pairs (hence, regressions) equals N -1. Seemingly, this way would provide a comprehensive spatial pattern of integration, since only N -1 of all pairs are independent, making it possible to generate a time series for any other region pair, e.g., P qrt = P qst - despite P qst and P rst are unit root processes (random walks), P qrt may manifest regularity of form (5)-(7). Thus, we have only a partial spatial pattern which suggests integration with the benchmark region, but is silent as to integration of other region pairs. A consequence is that the pattern obtained crucially depends on the choice of benchmark region. One more way is to use the national market as the benchmark; that is, the national price (a weighted average of regional prices) serves as the numeraire, like, e.g., in Akhmedjonov and Lau (2012) . Here, the same problem of non-transitivity as above arises. Besides, this way is questionable from the econometrical viewpoint, since price differentials involve a mixture of all regional prices. Some of them could be unit root processes, spoiling the whole pattern of market integration.
Thus, the existing ways of reducing the number of pairs do not provide a comprehensive pattern of market integration. Therefore regressions (5)-(7) are estimated and tested separately for each region pair (r, s) over t = 1,…, T. The most important hypothesis to be tested is whether time series P rst has a unit root, H λ : λ = 0 (against λ < 0). Its rejection implies that the time series is stationary, fluctuating around its long-run path. Intuitively this means that when a random shock forces the price differential to deviate from the long-path, market forces return it (after a time) back.
Otherwise, if the time series is non-stationary, no return occurs. The long-run path is the price parity, P * = 0, in Model (5), and a time-invariant constant, P * = log(1 + D rs ), in Model (6). In the case of Model (7), the long-run path is one of the above trends h(t Given that H λ is rejected, statistical significance of the rest parameters -α in (6) and γ and δ in (7) -is tested with the use of the conventional t-test at the 10% level. Three varieties of Equation (7) are estimated (with each trend). Of them, the variety providing the best fit -namely, the minimal sum of squared residuals -is accepted. It is possible in the case of Model (7) that it is significant, but δ > 0 in trends (8a) or (8b), or δ < 0 in trend (8c). This implies price divergence, hence the respective region pair is deemed non-integrated.
Not infrequently, a time series P rst satisfies more than one model from their set (5)- (7). Then the 'most proper' model is to be selected. Two approaches are possible, general to specific and specific to general. The general model in this set is (7). It encompasses the rest models: imposing restriction δ = 0 on h(t) of the form (8a)-(8c), we get Equation (6), and γ = 0 produces Equation (5).
Then the analysis of a time series goes from the general Equation (7) to Equation (6) and then to (5),
accepting the first significant model in this sequence.
Albeit the general-to-specific approach seems attractive from the theoretical point of view, the specific-to-general approach (which implies the reverse sequence) is applied here, based on the following intuitive considerations. If a time series satisfies both Equations (5) and (6), it is reasonable to assume that although constant α in Equation (6) is statistically significant, it is small and is caused by some accidental reasons (being a statistical artifact) rather than by properties of the process itself. Hence, it is logical to accept Model (5). Similarly, when a time series satisfies both Equations (6) and (7), the reason is a very weak trend, maybe, incidentally manifesting itself in the data. Hence, the model without trend, Equation (6), should be accepted. A random inspection of some such cases has confirmed these assumptions.
Data
The Russian Statistics depicted in Figure 1 give an idea of price dispersion in the Russian spatial market.
As it is seen, the price dispersion is highly volatile with dramatic fluctuations; the maximum to minimum ratio equals about 1.5 for both mean and standard deviation. This is due to relatively high inflation that greatly differs across regions. On average, monthly inflation rate over 2001-2015 was 0.85% (10.7% per year), varying across regions from 0.71% to 0.96% (8.9% to 12.1% per year).
Over time, the mean of the absolute price differential tends to increase, while its standard deviation tends to decrease. Assuming a linear trend, the former rises by 0.8% per year, and the latter falls by 0.6% per year. Thus, it can be concluded that the process of spatial market integration in Russia is not completed. It is still in transition; both price convergence and divergence are going on in some spatial parts of the market. This makes analyzing only the state of integration with models of the form (5) or/and (6) insufficient, which motivates the use of modeling the movement to integration.
Empirical results
Before presenting full results, it is instructive to look at an example of specific region pairs belonging to each of four groups: integrated, conditionally integrated, tending towards integration, and non-integrated. Figure 2 illustrates these, depicting the actual evolution of the price differentials vs. their theoretical long-run paths. No long-run path exists for the non-integrated pair, Figure 2d . This pair satisfies Equation (7) with trend h(t) = 0.273e -0.010t . Over time, the price differential diminishes, approaching the parity. Certainly, this does not imply that it necessarily will reach the parity. It is possible that beyond the time span under consideration the price differential will come to some equilibrium disparity. At last, no one model describes the behavior of price differential in Figure 2d . It is interestingly to note that while the Altai Krai is integrated with the Oryol Oblast and not integrated with the Omsk Oblast, the Oryol and Omsk oblasts are conditionally integrated with each other, having P* = 0.035 that corresponds to a 3.6% price disparity in real terms. Table 1 tabulates the results of analysis across all region pairs in a summarized form. For each region, it reports percentage of the rest 78 regions with which the given region is integrated, conditionally integrated, tending towards integration, and not integrated (and not tending towards integration). In the last case, non-integration can be caused by price divergence, which manifests itself in a positive trend factor in trends (8a) and (8b) or negative factor in trend (8c). The percentage of such cases is also reported. In fact, the actual cases of divergence may be greater, as trends of the form (8a)-(8c) cannot cross zero by construction. Therefore Equation (7) Given long distances between many regions of Russia and supposing that constant price disparities are due to transportation costs only, it is reasonable to expect that conditional integration would prevail. That is, indeed, the case; the number of conditionally integrated region pairs is 1.7 times greater than the number of 'strictly' integrated ones. Nonetheless, the latter is substantial, 27%
of the region pairs. Figure 3 The histogram bar [0, 5) in the left panel of Figure 3 suggests that there are 8.9% of regions (7 regions of 78) integrated with 0% to less than 5% of other regions. The most frequent case is integration with 25% to 30% of other regions; there are 21.5% of such cases. No one region is integrated with more that 60% (in fact, 56.4%) of other regions. Turning to the sum of integrated and conditionally integrated regions (the right panel of Figure 3 ), the 'worst' case is 20% to 25%;
hence there are no regions without conditional integration with other ones. In most cases (75.9% 2 ), regions are integrated, 'strictly' and conditionally, with 65% to 95% of other regions. Specific regions that determine the left-most and right-most bars in these and next histograms will be named below.
Processes of price convergence, i.e. the movement towards integration, do take place in the Russian market. However, they are relatively rare, occurring only in 5% of region pairs. Figure 4 plots distribution of the degree of tending towards integration. The most cases are concentrated in the range of 0 to 5%, making up 64.6%. Of them, cases of no convergence give17.9%; price convergence with one region gives 19.2%. The only region (1.3%) tends towards integration with a great number -namely, 48.7% -of other regions. Almost a quarter of region pairs are classed as non-integrated. Recall that non-integration means that a region pair not only is not integrated, 'strictly' or conditionally, but also does not tend towards integration. The left panel of Figure 5 plots the distribution of the degree of non-integration.
There is only one region with this degree equaling 0 (it is the only region in the range of 0 to 5%). Relative frequency, % Figure 5 . Distributions of the degree of non-integration and degree of divergence.
An unpleasant feature of non-integration is significant abundance of price divergence. As mentioned above, the number of cases of divergence may actually be more, since only those are detected that satisfy Equation (7) with incorrect sign of estimated parameter δ. The cases of divergence are more than twice as much as the cases of convergence. Price divergence is responsible for 46% of non-integration. The right panel of Figure 5 plots the distribution of the degree of divergence. Only three regions do not diverge with any one other. The most frequent case is price divergence with 5% to 10% of regions; it occurs in a bit less than a half (45.6%) of regions. About a third of regions (32.9%) diverge with a greater number of other regions, up to 53.8% of them. Figure 6 relates the results to geography, mapping 'integration rates' of regions, that is, the total percentage (as a range) of regions with which a given region is integrated, conditionally integrated, and tends towards integration. Note that the 'integration rate' is reverse to the degree of non-integration (column "Not integrated with" in Table 1 See Table 1 for numerical designations of regions.
Kaliningrad Oblast (region 10), the rest cases can be hardly explained by geographical reasons. At the same time, integration in Siberia is fairly strong; there is the only region with the 'integration rate' below 70% (the Novosibirsk Oblast, region 61); many regions have the 'integration rate' above 90%. Poor integration of Far Eastern regions is quite expectable. Surprisingly, the most remote in Russia and difficult-to-access regions, Chukotka (region 73) and Kamchatka (region 77) have 'integration rates' exceeding 90%. Table 2 lists the 'best' and 'worst' regions with respect to different aspects of market integration. Values are expressed in percentage (of 78 regions). The data in the upper panel of Table 2 look reasonable. Regarding its left part, the most integrated regions are from the European part of Russia, except for the Kemerovo Oblast from Siberia. The rightmost histogram bar in the left panel of Figure 3 is due to Ingushetia; the next four regions form two preceding bars. As for the least integrated regions, all they are remote Far Eastern regions; hence, 'strict integration' (with no price disparities with other regions) can occur in rare cases. It is these seven regions that form the leftmost histogram bar in the left panel of Figure 3 .
Six first regions in the left part of the middle panel of Table 2 form the rightmost histogram bar in the right panel of Figure 3 . Interestingly, the first region here is from Siberia. There are two more Siberian regions in the list, and even one from the The lower panel of Table 2 deals with the absence of integration ('strict' and conditional) and the movement to it, which is reverse to the 'integration rate.' Kamchatka turns out to be the best in this respect (and forms the leftmost histogram bar in the left panel of Figure 5 ). This is due to the fact that Kamchatka is integrated (in one case) and conditionally integrated with 81% of regions and tends towards integration with 19% of rest regions. The case of Chukotka, the most eastern region of Russia, is also interesting. Albeit it is conditionally integrated with only 46% of regions, it tends towards integration with 49% of regions (determining the rightmost histogram bar in Figure 4 ). This results in a very high 'integration rate,' 95%.
Of the eight 'worst' regions in the right part of the lower panel of Regions listed in the right part of the lower panel of Table 2 are at the same time those with maximum cases of price divergence. The Kursk Oblast and Khabarovsk Krai form the rightmost histogram bar in the right panel of Figure 4 , diverging with more than a half of regions.
2001-2015 vs. 1994-2000
As it is mentioned in Introduction, Gluschenko (2011) There is a great difference between the periods of -2000 and 2001 -2015 . Prior to 1992 the overwhelming part of consumer prices in Russia was centrally-fixed; in January 1992, they were liberalized (decontrolled). However, no market institutions existed by that time; the wholesale trade and the most part of retail trade were state-owned. Such institutions were emerging during the early 1990s due to mass privatization and market self-organization. As a result, spatial goods arbitrage came into play since about 1994; beginning in that year, improvement in integration of Russia's regional market was observed. The period of 1994-2000 was that of further transition from centrally-planned to market economy; 'artificial' barriers to inter-regional trade becoming progressively lowered (Gluschenko, 2010 
Conclusion
Using the cost of the basket of 33 basic food goods as the price representative, the spatial pattern of autocorrelation of a form other than AR(1). To do so, the augmented Dickey-Fuller (ADF) test uses an auxiliary regression which includes additional lags of the dependent variable. The Schwarz information criterion serves for choosing the optimal lag length. To choose it, the lag length varies from 0 to K max = [12(T/100) 1/4 ], where [⋅] stands for integer part, while the number of included observations remains constant and equals T -1 -K max according to Ng and Perron (2005) . Then the reestimation of auxiliary regression with the optimal number of lags and actual number of observations yields the adjusted value of λ and, in turn, τ which is tested for significance as p(τ) ≤ π*, where p(τ) is the (cumulative) probability function, and π* is an adopted significance level (0.1 in this study). Note that the auxiliary regression is purely technical, used only for obtaining adjusted value ofτ; the estimates of λ and other regression parameters should be taken from the original regression. In the Phillips-Perron test, the Phillips (1987) transformation is applied, using the Newey-West (1994) automatic bandwidth selection method with the Bartlett spectral kernel. In contrast to the ADF test, this transformation adjusts value of σ λ rather than λ.
Although distributions p(τ) are nonstandard, they are documented in the literature (e.g., MacKinnon, 1996) for the cases of Equations (5) and (6) as well as for equations with a linear and quadratic trends. These distributions (known as the Dickey-Fuller distributions) are built-in tool of different econometric packages. As for Equation (7) with different nonlinear trends, there are no ready-to-use distributions. To derive them, the empirical distributions of τ under the null hypothesis of random walk have been estimated with the use of the Monte Carlo method with 1,000,000
replications. Table A1 reports selected critical values of the τ-statistics for Equation (7) with trends (8a)-(8c) and sample size T = 180. Figure A1 plots the 10-percent tails of the distributions, comparing them with the Dickey-Fuller distributions for the cases of linear and quadratic trends. Figure A1 . Distributions of τ-statistics for Equation (7).
