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Abstract
We investigate the Hadamard product of inverse M-matrices and present two classes of
inverse M-matrices that are closed under the Hadamard multiplication. In the end, we give
some inequalities on the Fan product of M-matrices and Schur complements. © 2000 Elsevier
Science Inc. All rights reserved.
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1. Introduction
As usual, a matrix A D .aij / is nonnegative if each aij > 0, and positive if each
aij > 0; denoted by A > 0 and A > 0, respectively. A matrix A is an M-matrix if
each aij 6 0; i =D j; aii > 0, andA−1 > 0. (For equivalent conditions on M-matrices,
see, e.g, [2,6,15].)
The class of M-matrices plays a very important role in matrix theory as well as
in some other areas. A great number of results on M-matrices have been obtained.
One of the most beautiful properties of M-matrices is that the inverse of an M-matrix
is nonnegative. The converse, however, is not true in general. An extensive study in
finding sufficient conditions for a nonnegative (symmetric) matrix to be an inverse
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of an (symmetric) M-matrix was conducted in [11]. Many contributions have been
seen in the follow-up works in [8–10,13,14,16–18].
We refer to a nonnegative matrix A as an inverse M-matrix if the inverse A−1 is
an M-matrix. Our purpose here is to study the Hadamard product of certain classes
of the inverse M-matrices.
We shall designate by Mn and M−1n or simply M and M−1, for the sets of M-
and inverse M-matrices of order n, respectively. We begin with two lemmas: the first
one is easy to see from the results in [5,7], and the second is taken from [18].
Lemma 1. Let A 2M−1n . Then CAD 2M−1n for any n n positive diagonal
matrices C and D (with positive diagonal entries); and there exist positive diagonal
matrices C and D such that B D CAD has all bii D 1 (unit diagonal) and bij < 1
for i =D j . (In addition, any principal submatrix of an inverse M-matrix is an inverse
M-matrix.)
Lemma 2. If A 2M−1n is unit diagonal, then for all distinct triples fi; j; kg f1; 2; : : : ; ng
aij > aikakj and 1 > aikaki: (1)
Furthermore, when n D 3, the conditions in (1) are also sufficient for A to be in
M−1.
A celebrated and well-known theorem of Schur is that if A and B are positive
semidefinite (nonnegative definite) matrices of the same size, then so isA  B, where
A  B D .aij bij / is the Hadamard (Schur) product of A and B (see, e.g., [6, p. 298]
or [20, p. 193]). Simply put: The class of positive semidefinite matrices is closed
under Hadamard multiplication. We shall refer to a set of such property as being
Hadamard-closed.
For M-matrices, though they have a great many analogies to the positive definite
matrices, the Hadamard product of two M-matrices is not necessarily an M-matrix. It
is known, however, that if A and B are n-square M-matrices, then so is A  B−1 [7].
As to inverse M-matrices, an example (of size 6 6) in [6, p. 360], shows that
M−1 is not Hadamard-closed. As is observed below, however, M−1 is Hadamard-
closed if the matrix order is n 6 3, and 3 is the largest order in this sense.
Theorem 1. M−1n is Hadamard-closed if and only if n 6 3.
Proof. If n 6 3, we show M−1n is Hadamard-closed. The case of n D 2 is trivial.
Let n D 3. By Lemma 1 there exist positive diagonal matricesC1; D1; C2; D2 such
that X D C1AD1 and Y D C2BD2 are unit diagonal and X; Y 2M−1: By Lemma
2, (1) holds for aij and bij , respectively, so does it for xij yij . Thus X  Y 2M−1
and A  B D C1C2.X  Y /D1D2 2M−1.
To show the other way, it suffices to provide an example of order n D 4:
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A D
0BB@
1 1 1 1
1 2 2 2
1 2 3 3
1 2 3 4
1CCA ; B D
0BB@
3 2 1 3
2 2 1 2
1 1 1 1
3 2 1 4
1CCA :
It can be shown by a computation (using matrix computation utility if necessary)
that A; B 2M−1, but A  B 62M−1. 
The above example indicates that when n > 4 the class of symmetric inverse M-
matrices is not Hadamard-closed. The aim of this paper is to present two classes
of inverse M-matrices that are Hadamard-closed: the class of Willoughby inverse
M-matrices (Section 2) and the class of upper (lower) triangular inverse M-matrices
(Section 3). The Fan product of M-matrices and Schur complements are also dis-
cussed (Section 4).
2. Willoughby inverseM-matrices
A great effort was made by Willoughby [18] in giving necessary conditions and
sufficient conditions for a matrix to be an inverse M-matrix. We cite one of the main
results in [18] as a lemma for our later use in the proof of Theorem 2.
Lemma 3. Let A be an n n unit diagonal matrix, n > 2. Then A 2M−1, if all
aij 2 Tx; yU, i =D j; for some x and y such that
0 < x < y < 1 and
x − x2
y2 − x2 > n−2: (2)
We denote the class of inverse M-matrices whose entries are bounded by x and y
satisfying (2) in Lemma 3 byWM−1Tx; yU. And we show that this class is Hadamard-
closed.
Theorem 2. If A 2 WM−1Tx1; y1U and B 2 WM−1Tx2; y2U, then A  B 2 WM−1
Tx1x2; y1y2U.
Proof. The case of n D 2 is nearly trivial. Let n > 3.
Set s1 D .y21 − x21/=.x1 − x21/ and Qs D 1=.n− 2/: Then 0 < s1 6 Qs < 1:
Put y21 D s1x1 C .1− s1/x21 : Then y1 is a strictly increasing function of s1 2
.0; 1/.
Let Qy1 D
q
Qsx1 C .1− Qs/x21 . Then 0 < x1 6 aij 6 y1 6 Qy1 < 1, and
.x1 − x21/=. Qy21 − x21/ D 1=.Qs/ D n−2:
It follows that A 2 WM−1Tx1; Qy1U: Similarly, B 2 WM−1Tx2; Qy2U, where
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Qy2 D
q
Qsx2 C .1− Qs/x22 ; 0 < x2 6 bij 6 y2 6 Qy2 < 1:
Putting Qy D pQsx1x2 C .1− Qs/.x1x2/2, we show Qy > Qy1 Qy2 as follows:
Qy > Qy1 Qy2()Qsx1x2 C .1− Qs/.x1x2/2 > .Qsx1 C .1− Qs/x21 /.Qsx2 C .1− Qs/x22/
()Qs.1− Qs/x1x2 C Qs.1− Qs/.x1x2/2 > Qs.1− Qs/.x1x22 C x21x2/
()1C x1x2 > x1 C x2
().1− x1/.1− x2/ > 0:
Thus 0 < x1x2 6 aij bij 6 y1y2 6 Qy1 Qy2 < Qy < 1; and
.x1x2/− .x1x2/2
.y1y2/2 − .x1x2/2 >
.x1x2/− .x1x2/2
. Qy/2 − .x1x2/2 D n−2:
ThereforeA  B 2 WM−1Tx1x2; y1y2U. 
It follows from Theorem 2 that if A 2 WM−1Tx; yU, thenAk 2 WM−1Txk; ykU;
where Ak D .akij / for any positive integer k. This is in fact true for real r > 1.
For a nonnegative matrix A and real r > 0, let Ar D .arij /:
Theorem 3. Let A 2 WM−1Tx; yU and r > 1. Then Ar 2 WM−1Txr; yr U:
Proof. As in the proof of Theorem 2, set s D .y2 − x2/=.x − x2/. Then y2 D sx C
.1− s/x2: We only need to show
.sx C .1− s/x2/r 6 sxr C .1− s/.xr/2: (3)
Notice that f .x/ D xr , r > 1; is a convex function on .0;C1/, i.e.,
f .sa C .1− s/b/ 6 sf .a/C .1− s/f .b/
for s 2 .0; 1/ and a; b 2 .0;C1/. Thus (3) follows by putting a D x and b D x2.

The following example shows that Theorem 3 does not hold in general for r < 1:
A D
0BB@
1 0:5 0:61 0:61
0:5 1 0:61 0:61
0:61 0:61 1 0:5
0:61 0:61 0:5 1
1CCA 2 WM−1T0:5; 0:61U;
.A1=2/−1 D
0BB@
3:5070 0:0928 −1:6470 −1:6470
0:0928 3:5070 −1:6470 −1:6470
−1:6470 −1:6470 3:5070 0:0928
−1:6470 −1:6470 0:0928 3:5070
1CCA 62M:
We observe, by Lemma 2 and Theorem 1, that if n 6 3, then Ar 2M−1 for
any r > 0. The same is true for nonsingular generalized ultrametric matrices (See
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[13,14,16] for the definition and results on the generalized ultrametric matrices. Note
that the example in Section 1 also shows that the class of ultrametric matrices of order
n > 4 is not Hadamard-closed.) We believe the following is true:
Conjecture.3 If A 2M−1 and r > 1, then Ar D .arij / 2M−1:
3. Triangular inverseM-matrices
Let A be an n-square matrix. For 1 6 m1 < m2 <    < mk 6 n, 1 6 k 6 n, let
am1m2mk D .−1/k detA.m1;m2; : : : ;mk−1 j m2;m3; : : : ;mk/;
where X.j/, or simply X./ if  D , is the submatrix of X lying in the intersec-
tions of the rows and columns indexed by sequences  and , respectively.
If A D .aij / is an n n upper triangular unit diagonal matrix, then, expanding by
the last row, for k > 3;
detA.1; 2; : : : ; k − 1 j 2; 3; : : : ; k/
D det
0BBBBB@
a12 a13 a14    a1.k−1/ a1k
1 a23 a24    a2.k−1/ a2k
0 1 a34    a3.k−1/ a3k
:::
:::
:::
:::
:::
:::
0 0 0    1 a.k−1/k
1CCCCCA
D − detA.1; 2; : : : ; k−2 j 2; 3; : : : ; k−2; k/
C a.k−1/k detA.1; 2; : : : ; k−2 j 2; 3; : : : ; k−1/:
We thus have
a12k D a12.k−2/k − a12.k−1/a.k−1/k
and
am1m2mk D am1m2mk−2mk − am1m2mk−1amk−1mk : (4)
For simplicity in notation, we write, for example, a12a23 D a1223, a12324526 D
a123a345a56, and so on. By (4)
am1m2mk−2mk D am1m2mk−2mk−1mk C am1m2mk−2m2k−1mk :
Moreover, if it D 1 or 2; t D 2; : : : ; k−1; then
a
m1m
i2
2 m
i3
3 m
ik−2
k−2 mk
D a
m1m
i2
2 m
i3
3 m
ik−2
k−2 mk−1mk
C a
m1m
i2
2 m
i3
3 m
ik−2
k−2 m2k−1mk
: (5)
3 After the preparation of this paper we noticed that the case for r D 2 had been conjectured by
Neumann in his recent paper [21].
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Following is an interesting identity.
Theorem 4. Let A and B be n n upper triangular unit diagonal matrices, and let
H D .hij / D A  B. Then for any 1 6 m1 < m2 <    < mk 6 n; 1 6 k 6 n,
hm1m2mk−1mk D
X
26itCjt63
16it ;jt 62
tD2;:::;k−1
a
m1m
i2
2 m
i3
3 m
ik−1
k−1 mk
b
m1m
j2
2 m
j3
3 m
jk−1
k−1 mk
: (6)
Proof. We use induction on k. Clearly, h12 D a12b12, and
h123Dh13 − h12h23
Da13b13 − a12a23b12b23
D.a123 C a1223/.b123 C b1223/− a1223b1223
Da123b123 C a123b1223 C a1223b123:
Assume (6) holds for k. We show it for k C 1. Using (4)–(6), we have, with all
summations taken over 2 6 it C jt 6 3, 1 6 it ; jt 6 2, t D 2; : : : ; k − 1 (k for the
last one),
hm1m2mkmkC1
D hm1m2mk−1mkC1 − hm1m2mk−1mkhmkmkC1
D
X
a
m1m
i2
2 m
i3
3 m
ik−1
k−1 mkC1
b
m1m
j2
2 m
j3
3 m
jk−1
k−1 mkC1
−
X
a
m1m
i2
2 m
i3
3 m
ik−1
k−1 mk
amkmkC1bm1m
j2
2 m
j3
3 m
jk−1
k−1 mk
bmkmkC1
D
X
a
m1m
i2
2 m
i3
3 m
ik−1
k−1 mkmkC1
C a
m1m
i2
2 m
i3
3 m
ik−1
k−1 m2kmkC1



b
m1m
j2
2 m
j3
3 m
jk−1
k−1 mkmkC1
C b
m1m
j2
2 m
j3
3 m
jk−1
k−1 m2kmkC1

−
X
a
m1m
i2
2 m
i3
3 m
ik−1
k−1 m2kmkC1
b
m1m
j2
2 m
j3
3 m
jk−1
k−1 m2kmkC1
D
X
a
m1m
i2
2 m
i3
3 m
ik−1
k−1 m
ik
k mkC1
b
m1m
j2
2 m
j3
3 m
jk−1
k−1 m
ik
k mkC1: 
Theorem 5. Let A be n n upper triangular unit diagonal matrices. Then A 2
M−1 if and only if for any 1 6 m1 < m2 <    < mk 6 n, 1 6 k 6 n,
am1m2:::mk > 0: (7)
Proof. Trivially, detA D 1 and A is invertible. Let R D .rij / D A−1. Then, for 1 6
i < j 6 n,
rij D .−1/iCj detAji D −ai.iC1/j ; (8)
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where Aji is the submatrix of A by deleting row j and column i. Now if (7) holds,
then aij > 0 and rij 6 0 for i =D j , so A 2M−1:
Conversely, if A 2M−1, then by (8), ai.iC1/j > 0: Note that any principal sub-
matrix of an inverse M-matrix is an inverse M-matrix (of lower order). Thus (7)
follows. 
Theorem 6. The class of upper triangular inverse M-matrices is Hadamard-closed.
That is, if A and B are n n upper triangular inverse M-matrices, then so is A  B.
Proof. As in the proof of Theorem 1, we may assume that A and B have unit
diagonal. Using Theorem 4 for A;B, each term on the right-hand side of (6) is
nonnegative, so hm1m2mk−1mk > 0. By Theorem 5, H D A  B 2M−1: 
A determinantal inequality of submatrices follows by using (6) and (7).
Corollary 1. Let A and B be n n upper triangular inverse M-matrices. Then for
any 1 6 m1 < m2 <    < mk 6 n,
j det.A  B/.m1;m2; : : : ;mk−1jm2;m3; : : : ;mk/j > j detA.m1;m2; : : : ;mk−1j
m2;m3; : : : ;mk/ detB.m1;m2; : : : ;mk−1jm2;m3; : : : ;mk/j:
4. Fan product and Schur complement
Some interesting inequalities and properties on M-matrices with Fan product
have been obtained (See, e.g., [3] or [6, p. 357 and p. 380]). We present some in-
equalities of M-matrices with Fan product, which are analogous to those of positive
semidefinite matrices with Hadamard product in [19].
For matrices A and B of the same size, the Fan product of A and B is defined to be
A B D

aiibii ; i D j;
−aij bij ; i =D j:
For r > 0, we denote
Ar D

arii; i D j;−jaij jr ; i =D j:
It is known that the Fan product of M-matrices is again an M-matrix [3].
Since A (with nonpositive off-diagonal entries) is an M-matrix if and only if there
is a diagonal matrix D such that AD is diagonally dominant of its rows [5], we have
Lemma 4. If A 2M and r > 1, then Ar 2M:
Note that Lemma 4 does not hold in general for 0 < r < 1 and n > 3.
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Recall that the Schur complement of a nonsingular principal submatrix A./ in
an n-square matrix A is
A= D A.0/− A.0j/(A./−1A.j0/;
where 0 is the complement of  in f1; 2; : : : ; ng.
The following results can be found in [1,4].
Lemma 5. Let A;B 2M: Then
(i) A= 2M and A−1.0/ D .A=/−1:
(ii) If A 6 B, then B−1 6 A−1 and A= 6 B=:
(iii) .A B/−1 6 A−1  B−1:
(iv) A.0/ > A=:
(v) .A B/= > A=  B=.
Our main results of this section are:
Theorem 7. Let A;B 2M: Then
(i) .A B/−1= 6 (.A B/=−1 6 .A=  B=/−1 6 .A=/−1  .B=/−1
(ii) .A B/−1= 6 .A−1=  B−1=/ 6 .A=/−1  .B=/−1.
Proof. From Lemma 5(i) and (iv), we have A−1= D (A.0/−1 2M−1, and
A−1= 6 .A=/−1 D A−1.0/: (9)
Combining Lemma 5(v), (ii) and (iii) gives Theorem 7(i). For (ii), we have
.A B/−1=D(A.0/ B.0/−1 6 (A.0/−1  (B.0/−1
DA−1=  B−1= 6 .A=/−1  .B=/−1: 
Note that Theorem 7 (i) has appeared in [12].
Corollary 2. If A;B 2M and A−1  B−1 2M−1, then
.A−1  B−1/= 6 .A=/−1  .B=/−1:
Proof. Since R D A−1  B−1 2M−1, we have R−1 2M: Thus by (9),
R= 6 R.0/ D A−1.0/  B−1.0/ D .A=/−1  .B=/−1: 
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