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Let A be n × n matrix of rank r. Then xn−r divides the character-
istic polynomial det(xI − A) of A in the ring C[x] of polynomials
in x over the complex field C. Let δA(x) = xr−n det(xI − A). Then
δA(A)A = O (Segercrantz (1992) [9]). Let A, B be n × n matrices
of rank r and s respectively. If AB = BA, then xn−syn−r divides
the polynomial det(xA − yB) in the ring C[x, y] of polynomials in
x, y over the complex field. Let δA,B(x, y) = xs−nyr−n det(xI − A).
In this paper, we prove that δA,B(B, A)AB = O under these condi-
tions.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Cn×n denote the set of alln×nmatricesover the complexfieldC. The classical Cayley–Hamilton
theorem asserts that every matrix A ∈ Cn×n satisfies its characteristic polynomial χA(x) = det(xI −
A), i.e., χA(A) = O, where I and O denote the identity matrix and the zero matrix respectively [4].
For A ∈ Cn×n, let
χA(x) = xn + c1xn−1 + c2xn−2 + · · · + cn−1x + cn. (1)
Suppose that rank(A) = r < n, then ci = 0 for i > r and hence
χA(x) = xn−r(xr + c1xr−1 + c2xr−2 + · · · + cr−1x + cr).
Thus by the Cayley–Hamilton theorem we get
An−r(Ar + c1Ar−1 + c2Ar−2 + · · · + cr−1A + cr I) = O. (2)
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The following theorem due to Segercrantz [9] improves the Cayley–Hamilton equation (2). We give
here another yet very simple proof.
Theorem 1 [9]. Let A ∈ Cn×n be of rank r. If the characteristic polynomial of A is given by (1), then
A(Ar + c1Ar−1 + c2Ar−2 + · · · + cr−1A + cr I) = O. (3)
Proof. If r = n, then A is nonsingular, and hence (3) is equivalent to χA(A) = O. Suppose that r < n.
Then there exists an n × n nonsingular matrix P and an r × nmatrix B of rank r such that
PA =
⎡
⎣B
O
⎤
⎦ ,
and the matrix PAP−1 has the form
PAP−1 =
⎡
⎣C D
O O
⎤
⎦ ,
where C is of size r × r so that χA(x) = χC(x)xn−r . Thus, to prove Theorem 1, it suffices to show that
χC(A)A = O. But
χC(A)A =
⎡
⎣χC(C) ∗
O O
⎤
⎦
⎡
⎣C D
O O
⎤
⎦ =
⎡
⎣O ∗
O O
⎤
⎦
⎡
⎣C D
O O
⎤
⎦ = O,
since χC(C) = O, and the proof is complete. 
In the sequel, for A, B ∈ Cn×n, let χA,B(x, y) denote the polynomial det(xA − yB). The following
theorem is an extension of the Cayley–Hamilton theorem for two commuting matrices.
Theorem 2 [2,6]. Let A, B ∈ Cn×n be such that AB = BA, then χA,B(B, A) = O.
For A, B ∈ Cn×n, if rank(A) = r and rank(B) = s, then xn−sxn−r divides χA,B(x, y) in the ring
C[x, y] of polynomials in x, y over the complex fieldC. Let
δA,B(x, y) = 1
xn−sxn−r
χA,B(x, y). (4)
In this paper we prove that if AB = BA, then δA,B(B, A)AB = O, extending both Theorems 1 and 2.
2. Preliminaries
A family of square matrices of the same order is called a commuting family if any two matrices
in the family commute under matrix multiplication. The following proposition is well known in the
literature (see [3,8] for example).
Proposition 3. If {A1, A2, . . . , Am} is a commuting family and if λ1 is an eigenvalue of A1, then there
exists a nonzero vector x which is an eigenvector of Ai for every i = 1, 2, . . . ,m and A1x = λ1x.
A concrete proof of a more general statement than Proposition 3 is found in [8].
The classical Schur’s triangularization theorem (see [7, p. 67]) asserts that, given any n × n ma-
trix A over the complex field with eigenvalues λ1, λ2, . . . , λn in any prescribed order, there exists an
n × n unitary matrix U such that U∗AU is an upper triangular matrix whose (i, i)-entry is λi for each
i = 1, 2, . . . , n where U∗ denotes the conjugate transpose of U. It is well known that a commuting
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familyF is simultaneously triangularizablebyaunitarymatrix (see [5, p. 81]), i. e., there exists aunitary
matrixU such thatU∗BU is an upper triangularmatrix for everyB ∈ F . Pick a specificmatrixA ∈ F and
let λ1, λ2, . . . , λn be eigenvalues of A arranged in any prescribed order, with possible repetition. Then
it can be easily shown, as a direct corollary of Proposition 3, that the unitarymatrixUwhich simultane-
ously triangularizesF can be chosen so that the (i, i)-entry ofU∗AU isλi for each i = 1, 2, . . . , n.More
than this can be said about simultaneous triangularization by Proposition 3 as is seen in what follows.
For a matrix A, let A# denote the matrix obtained from A by replacing all the off-diagonal entries
with 0’s and replacing all the nonzero diagonal entries with 1’s. For example, if
A =
⎡
⎢⎢⎢⎣
0 2 3
1 5 0
2 3 7
⎤
⎥⎥⎥⎦ ,
then
A# =
⎡
⎢⎢⎢⎣
0 0 0
0 1 0
0 0 1
⎤
⎥⎥⎥⎦ = O1 ⊕ I2
where O1 is the square zero matrix of order 1 and I2 denotes the identity matrix of order 2.
Lemma 4. Let A, B ∈ Cn×n be such that AB = BA. Then there exists a unitary matrix U such that U∗AU
and U∗BU are upper triangular matrices with (U∗AU)# = Op+q ⊕ Ir+s and (U∗BU)# = Op ⊕ Iq ⊕Or ⊕ Is
where p, q, r, s are nonnegative integers such that p + q + r + s = n under the assumption that a 0 × 0
matrix is vacuous.
Proof. Let λ1, λ2, . . . , λn be eigenvalues of A with possible repetition arranged in such a way that|λ1|  |λ2|  · · ·  |λn| . Let k be the number of the indices i such that λi = 0 and let l = n − k.
Then k, l  0 and k + l = n. There exists an n × n unitary matrix P such that P∗AP is an upper
triangular matrix whose (i, i)-entry is λi for each i = 1, 2, . . . , n so that
P∗AP =
⎡
⎣C ∗
O D
⎤
⎦
where C andD are upper triangularmatrices of order k and l respectively. Thematrix C orD is assumed
to be vacuous if k = 0 or l = 0 respectively. Then (P∗AP)# = Ok ⊕ Il . Let
P∗BP =
⎡
⎣E ∗
O F
⎤
⎦
where E and F are upper triangular matrices of order k and l respectively. Again there exist a k × k
unitarymatrixQ and an l× l unitarymatrix R such thatQ∗EQ , R∗FR are upper triangularmatrices and
(Q∗EQ)# = Op ⊕ Iq, (R∗FR)# = Or ⊕ Is. Notice that (Q∗CQ)# = Ok and (R∗DR)# = Il since C# = Ok
and D# = Il . Thus the unitary matrix P(Q ⊕ R) satisfies the required condition of the lemma. 
A square matrix S is called a block upper triangular matrix if it has the form
S =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
S11 S12 · · · S1r
O S22 · · · S2r
...
...
. . .
...
O O · · · Srr
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(5)
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where the submatrices Sii, (i = 1, 2, . . . , r), are square matrices. For each i = 1, 2, . . . , r, the matrix
Sii in (5) is called the i-th diagonal block of S. In [1], Barker proved that if T1, T2, . . . , Tn are n×n upper
triangular matrices such that the (j, j)-entry of Tj is 0 for each j = 1, 2, . . . , n, then T1T2 · · · Tn = O.
This canbe extended as follows and canbeprovedby a slightmodificationof theproof found inBarker’s
article [1].
Lemma 5. Let S1, S2, . . . , Sr be block upper triangular matrices conformally partitioned as (5). If the j-th
diagonal block of Sj is O for each j = 1, 2, . . . , r, then S1S2 · · · Sr = O.
3. Reduced Cayley–Hamilton equation
For A, B ∈ Cn×n, let
χA,B(x, y) = cn,0xn + cn−1,1xn−1y + · · · + c1,n−1xyn−1 + c0,nyn.
Suppose that rank(A) = r and rank(B) = s. Then
cn,0 = cn−1,1 = · · · = cr+1,n−r−1 = 0, cn−s−1,s+1 = · · · = c1,n−1 = c0,n = 0.
Therefore if r + s > n, then χA,B(x, y) is the identically zero polynomial. Suppose that r + s  n. Then
χA,B(x, y) = cr,n−rxryn−r + cr−1,n−r+1xr−1yn−r+1 + · · ·
+ cn−s+1,s−1xn−s+1ys−1 + cn−s,sxn−sys.
Thus we see that xn−syn−r divides χA,B(x, y) in the ring C[x, y] of polynomials in x, y over C. Let
δA,B(x, y) be the polynomial defined by (4). Then the following reduced Cayley–Hamilton equation
which is the main result of this paper holds.
Theorem 6. Let A, B ∈ Cn×n be such that AB = BA. Then δA,B(B, A)AB = O.
Proof. Since AB = BA, there exists a unitary matrix U such that
U∗AU =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ1 ∗ · · · ∗ ∗
0 λ2 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · λn−1 ∗
0 0 · · · 0 λn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, U∗BU =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
μ1 ∗ · · · ∗ ∗
0 μ2 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · μn−1 ∗
0 0 · · · 0 μn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
and hence
χA,B(x, y) =
n∏
i=1
(λix − μiy).
If λi = μi = 0 for some i, then χA,B(x, y) is the identically zero polynomial, and there is nothing to
prove. Thus, by Lemma 4, we may assume that A, B have the following conformally partitioned form
A =
⎡
⎢⎢⎢⎣
L ∗ ∗
O U ∗
O O C
⎤
⎥⎥⎥⎦ , B =
⎡
⎢⎢⎢⎣
M ∗ ∗
O D ∗
O O V
⎤
⎥⎥⎥⎦ ,
where L,U, C are square matrices of orderm, p, q respectively and
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L =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ1 ∗ · · · ∗ ∗
0 λ2 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · λm−1 ∗
0 0 · · · 0 λm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
μ1 ∗ · · · ∗ ∗
0 μ2 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · μm−1 ∗
0 0 · · · 0 μm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
U =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ∗ · · · ∗ ∗
0 0 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · 0 ∗
0 0 · · · 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, D =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
β1 ∗ · · · ∗ ∗
0 β2 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · βp−1 ∗
0 0 · · · 0 βp
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1 ∗ · · · ∗ ∗
0 α2 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · αq−1 ∗
0 0 · · · 0 αq
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, V =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ∗ · · · ∗ ∗
0 0 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · 0 ∗
0 0 · · · 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
with λ1λ2 · · · λm = 0, μ1μ2 · · ·μm = 0, α1α2 · · ·αq = 0 and β1β2 · · ·βp = 0 and any of L,U or C
may be vacuous. For the moment, suppose that non of L,U or C is vacuous. Then
χA,B(x, y) =
m∏
i=1
(λix − μiy)
p∏
j=1
(−βjy)
q∏
k=1
(αkx)
and
m + q + rank(U) = r, m + p + rank(V) = s
so that
p − n + r = p − (m + p + q) + m + q + rank(U) = rank(U)
and similarly
q − n + s = rank(V).
Therefore
δA,B(x, y) = αβ
m∏
i=1
(λix − μiy)yp−n+rxq−n+s = αβ
m∏
i=1
(λix − μiy)yrank(U)xrank(V)
where α = α1α2 · · ·αq and β = (−1)pβ1β2 · · ·βp so that
δA,B(B, A)AB = αβ
m∏
i=1
(λiB − μiA)Arank(U)+1Brank(V)+1.
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For each i = 1, 2, . . . ,m, let Si = λiB − μiA. Then Si is an upper triangular matrix whose (i, i)-entry
is 0, (i = 1, 2, . . . ,m). Since χU(x) = xp and χV (x) = xq, we get, by Theorem 1, that Urank(U)+1 = Op
and V rank(V)+1 = Oq. Let Sm+1 = Arank(U)+1 and Sm+2 = Brank(V)+1. Then
Sm+1 =
⎡
⎢⎢⎢⎣
L′ ∗ ∗
O Op ∗
O O C′
⎤
⎥⎥⎥⎦ , Sm+2 =
⎡
⎢⎢⎢⎣
M′ ∗ ∗
O D′ ∗
O O Oq
⎤
⎥⎥⎥⎦ ,
where L′ = Lrank(U)+1, C′ = Crank(U)+1,M′ = Mrank(V)+1, D′ = Drank(V)+1, and hence
δA,B(B, A)AB = −αβS1S2 · · · Sm+2.
Thus it follows from Lemma 5 that δA,B(B, A)AB = O. In case that any of L,U or C are vacuous, a similar
argument can be applied to yield δA,B(B, A)AB = O, and the proof is complete. 
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