Abstract. The possibility that star-forming galaxies may leak ionizing photons is at the heart of many present-day studies that investigate the reionization of the Universe. We test this hypothesis on local blue compact dwarf galaxies of very high excitation. We assembled a sample of such galaxies by examining the spectra from Data Releases 7 and 10 of the Sloan Digital Sky Survey. We argue that reliable conclusions cannot be based on strong lines alone, and adopt a strategy that includes important weak lines such as [O i] and the high-excitation He ii and [Ar iv] lines. Our analysis is based on purely observational diagrams and on a comparison of photoionization models with well-chosen emission-line ratio diagrams. We show that spectral energy distributions from current stellar population synthesis models cannot account for all the observational constraints, which led us to mimick several scenarios that could explain the data. These include the additional presence of hard X-rays or of shocks. We find that only ionization-bounded models (or models with an escape fraction of ionizing photons lower than 10%) are able to simultaneously explain all the observational constraints.
Introduction
By analyzing the entire Sloan Digital Sky Survey (SDSS-III) DR10 spectroscopic data base (Ahn et al. 2014) , we found an appreciable number of compact star-forming galaxies with extremely high [O iii]/[O ii] ratios 1 , exceeding values of 10 and reaching up to 50. Hereafter these galaxies are called 'extreme BCDs', standing for 'extreme blue compact dwarf galaxies'.
Extreme BCDs are local low-mass galaxies that are undergoing intense bursts of star formation. They represent a subset of Green Peas (Cardamone et al. 2009 ) when they are in the redshift range 0.1 -0.3, or of luminous compact galaxies (Izotov et al. 2011 ) in a wider redshift range 0.0 -0.6. Therefore, similar to Green Peas and luminous compact galaxies, extreme BCDs share some of the properties of Lyα emitting galaxies and Lyman break galaxies at high-z: they are compact, have low-mass (10 8 -10 9 M ), low-metallicity (0.1-0.2 solar), and high specific star-formation rates (up to 10 −7 yr −1 ) (Cardamone et al. 2009 , Izotov et al. 2011 like the typical local galaxies and like Lyα emitting galaxies and Lyman break galaxies (Nakajima et al. 2013 , Shirazi et al. 2014 , Shapley et al. 2014 , extreme BCDs are characterized by high excitation, as measured by the [O iii]/[O ii] ratio. Thanks to these properties, extreme BCDs should be excellent local proxies for high-z Lyα emitting galaxies.
The high [O iii]/[O ii] ratios can be attributed to several possible factors (Overzier et al. 2009 , Kewley et al. 2013 , Nakajima & Ouchi 2013 , Jaskot & Oey 2013 : 1) a low metallicity, 2) a high ionization parameter, 3) a hard ionizing radiation field, 4) the presence of density-bounded H ii regions.
This last hypothesis, if proven true, may have important cosmological implications in studies of the secondary ionization of the Universe, because Lyman continuum (LyC) emission freely escapes the density-bounded H ii regions.
In this paper, we analyze the emission-line properties of local extreme BCDs with the aim of finding out whether these high ratios are due to significant leakage of ionizing photons.
To construct our extreme BCD sample, we have thus searched the SDSS-III DR10 spectroscopic data base for starforming emission-line objects with the highest excitation, that is, those with the highest [O iii]/[O ii] ratios that show no sign of an active galactic nucleus (AGN). We have merged this sam- Galavis et al. (1997) , Storey & Zeippen (2000) N ii
Tayal ( Mendoza & Zeippen (1982) ple with a sample of high-excitation galaxies from SDSS DR7. For these extreme BCDs, in contrast to high-redshift objects, SDSS spectra provide a lot of information in addition to the intensities of the strongest lines, some of it being crucial for a proper interpretation of the excitation conditions. This paper is organized as follows: In Sect. 2 we present the observational database, in Sect. 3 we discuss some purely observational trends that lead to a zero-order interpretation, in Sect. 4 we present the policy we followed to interpret the observational data with the help of photoionization models, and in Sect. 5 we compare various possible scenarios with the observations. The conclusions are summarized in the last section.
The observational database
We (Y. I.) searched the SDSS/BOSS DR10 spectroscopic database by eye to find star-forming galaxies with high [O iii]/[O ii] ratios ( > ∼ 5). Since we were interested in starforming galaxies, we removed objects with AGN-like spectra (i.e., altogether strong [O ii] and [O iii] , broad lines, strong [O i] , [N ii], [S ii], strong He ii, in some cases, red continuum). We ended up with a sample of 149 objects. All of them except one have [O iii] λ4363 detected. In the following this sample is referred to as the DR10 sample.
To this sample we added the sample of star-forming galaxies selected from SDSS DR7 (Abazajian et al. 2009 ) by two of us (Y. I. and N. G.) and described in Vale Asari et al. (2014) . This sample is composed of all the star-forming galaxies in the SDSS DR7 in which the [O iii] λ4363 line is seen and measured with an accuracy of at least 25 %, and for which visual inspection of the spectra and images showed that they correspond to genuine star-forming galaxies (i.e., excluding giant H ii regions in spiral galaxies and active galactic nuclei). Furthermore, we considered only galaxies where [O ii]λ3727 is observed. With this criterion, all galaxies from the DR7 with z < ∼ 0.02 are excluded. In the following this sample is referred to as the DR7 sample.
By combining our DR10 and DR7 samples, we obtained a sample of 778 objects, of which 268 have [O iii]/[O ii] ratios higher than 5, and 72 have [O iii]/[O ii] ratios higher than 10. The remaining objects are useful for the discussion because they allow us to consider a wider excitation sequence and ponder the parameters leading to the highest observed values of
The spectra from DR10 were analyzed with the IRAF software package 2 in exactly the same way as described in Vale Asari et al. (2014) for the DR7 spectra. In brief, the emissionline fluxes were measured 'manually' using the IRAF SPLOT routine. Correction of hydrogen line fluxes for underlying absorption and reddening correction of all lines were performed as described in that paper.
In both the DR7 and DR10 samples, the abundances of N, O, Ne, S, Cl, Ar, and Fe were derived from the intensities of the
, and [Fe iii] λ4988 with respect to Hβ. We used the temperature from [O iii] λ4363/5007 for doubly and triply ionized species and a temperature derived from Eq. 14 of Izotov et al. (2006) for low-ionization species. The ionization correction factors used to obtain elemental abundances from ionic abundances were those described in Izotov et al. (2006) . The atomic data involved in the computations are listed in Table 1 .
The resulting abundance patterns for the DR10 and DR7 samples are presented in Appendix A. All the objects from our sample have low to moderate metallicities: 12 + log O/H in the range 7.5 − 8.5. This is a consequence of the fact that we imposed that the [O iii] λ4363 line be present, implying that the electron temperature be sufficiently high, and thus that the metallicity be sufficiently low.
Clues from observational trends
In Fig. 1 Baldwin et al. 1991) . Throughout the paper, DR7 objects will be represented by blue symbols (diamonds in this figure) and DR10 objects by red symbols (circles in this figure) . The background gray-scale plot is a 2D-histogram of all the galaxies in the 7th Data Release of the SDSS that have a signal-to-noise ratio larger than 3 for all the relevant lines. The gray scale at the right of the plot indicates the logarithm of the number of points in each pixel. We see that the number of points per gray pixel thus ranges from 1 to over 1000. The blue curve represents the empirical line Fig. 1 . BPT diagram for our DR10 objects (red circles) and those of DR7 (blue diamonds). The background gray scale map represents all the SDSS DR7 galaxies with a signal-to-noise ratio of at least 3 in the four diagnostic lines [O iii], Hβ, [N ii], and Hα. The gray scale is in logarithm of the number of objects per pixel, as indicated in the bar on the right. The blue curve represents the Kauffmann et al. (2003) line generally used to distinguish star-forming galaxies from AGN hosts. drawn by Kauffmann et al. (2003) to distinguish star-forming galaxies from galaxies hosting an AGN. We see that our selection criteria for the DR7 and DR10 indeed samples selected star-forming galaxies, removing AGN hosts. We also see that they represent an extreme population of star-forming galaxies, with high values of [O iii]/Hβ, and [N ii]/Hα ratios that reach extremely low values.
In the following, we present purely observational diagrams to investigate the relations between [O iii]/[O ii] and characteristic parameters of the emitting nebulae. These are the metallicity, expressed in units of 12 + log O/H and the Hβ equivalent width, EW(Hβ), which measures the amount of ionizing photons produced by massive stars and absorbed by the gas with respect to the continuum at Hβ, which is mainly produced by the population of low-mass stars in the galaxy (which, in turn, is a proxy for the galaxy stellar mass).
Other parameters worthwhile considering are L(Hβ), the total Hβ luminosity corrected for extinction, and the density n e , which can be derived from the [S ii] λ6731/6717 line ratio.
As is well known, two important parameters in the study of emission-line nebulae are the mean ionization parameter U (defined in Sect. 4.1) and the mean effective temperature of the ionizing radiation field, T eff .
In a first approximation, the abundance ratio of two adjacent ions of the same element, for example Ar +++ /Ar ++ , is given by the equation Fig. C .1 of Appendix C).
The ionization parameter U cannot be measured directly from observations, but, assuming a value for the volume-filling factor , it can be obtained from the product n e L(Hβ) using Eq. 4 below, since L(Hβ) is a direct measure of the total number of hydrogen ionizing photons, Q(H 0 ) (in the hypothesis of no leakage and minimal absorption of LyC photons by dust).
It has been proposed by Vílchez & Pagel (1988) 
is a good indicator of T eff . We actually to use a ratio based on line intensities rather than on ionic fractions, since it is readily obtained from observations. We also prefer to use a ratio that increases with T eff . Thus, rather than the η parameter, we use the
As shown in the bottom right panel of Fig. B .3 in Appendix B, this ratio is far from being completely independent of U, and is sensitive to temperature especially at low values of
, which is much less sensitive to U, but has a lower dynamic range as a function of T eff (see the bottom left panel of Fig. B.3) .
Finally, an important criterion to be considered when examining the question of LyC escape is the behavior of the [O i] line. In density-bounded objects, this line is the first to be suppressed, or, at least, weakened. suggests an increase with T eff or perhaps an increase with L(Hβ), the total Hβ luminosity (since the continuum at Hβ is mainly due to lowmass stellar populations and not to the ionizing stellar populations). In any case, it argues against increasing LyC photon leakage, since the latter would produce a drop in EW(Hβ). It must be noted that at the highest metallicities encountered in the studied galaxies, dust absorption reduces the Hβ luminosities at the highest values of the ionization parameter (see Appendix B, Fig. B 
. Both diagrams show a correlation, very strong for the first one (P = 0.74), weak but still significant for the second one (P = 0.21). This suggests an increase of 
trend both with increasing T eff and increasing U in our sample of galaxies. The increase in T eff might actually be a mere metallicity effect, since ionizing spectra of more metal-poor stellar populations are harder (see 
Photoionization model analysis

The photoionization model grid
The models were constructed with the photoionization code Cloudy version 13.03 (Ferland et al. 2013 ). The abundance ratios with respect to oxygen are defined as follows : O : N : Ne : S : Cl : Ar : Fe = 1 : 0.0513 : 0.1854 : 0.0219 : 0.00029 : 0.0048 : 0.0148, corresponding to the mean values of the logarithmic abundances derived for our merged DR7, DR10 sample (see Sect. 2 and Appendix A). Except for some of the models shown in Appendix B, which explore the effects of varying O/H, we adopted for all the models a value of 12 + log O/H = 8, equal to the average of the measured abundances in our merged sample. The adopted helium abundance by number relative to hydrogen is 0.086, that of Mg and Si is 0.0095.
The dust-to-gas abundance ratio is obtained by applying a factor 2/3 × 10 (2.21−y) to the default value in Cloudy when using the 'ism' keyword. The expression for y is obtained from Table 1 (Broken law, MW case) of Rémy-Ruyer et al. (2014) . The reduction factor of 2/3 is motivated by the study of Draine (2011) .
For most models, the ionizing radiation field is given by the population synthesis code PopStar (Mollá et al. 2009 ) for a Chabrier (2003) stellar initial mass function and at the appropriate metallicity, obtained by interpolation. The reference case corresponds to an age of 1 Myr. Other ionizing radiation fields have also been considered, as described in the following sections. All the models assume a constant hydrogen density, but two geometries are considered. They are defined by two different values of f S = R in /R S , where R in is the model inner radius and R S is the Strömgren radius corresponding to R in = 0. Models with f S = 0.03 are equivalent to a full sphere, models with f S = 3 correspond to a hollow spherical bubble. The models are computed until the ratio of ionized hydrogen to total hydrogen density falls below 0.02.
In addition to the spectral energy distribution (SED) of the ionizing radiation, the gas chemical composition and density, one needs to define the luminosity of the ionizing source. It is more convenient, actually, to fix the volume-averaged ionization parameter, U estimated in the following way. In a nebula, the ionization parameter U(R) at a distance R from the center is defined as
where Q(H 0 ) is the ionizing luminosity in photons s −1 , n is the hydrogen density and c the speed of light. The volume averaged ionization parameter, U, is defined by
where the integration is performed over the volume of the ionized nebula. The radius of the ionized nebula is obtained by equating Q(H 0 ) with the total number of hydrogen recombinations to upper levels in the ionized volume. Assuming that the gas is uniformly distributed in the nebula with a constant density n and a volume filling factor , and assuming that the case B recombination coefficient, α B , is constant, we obtain
Our series of models assume a density n = 100 cm −3 and take values of log U input ranging from −4 to −1 by steps of 0.5 dex, which allows us to span the entire range of observed values
4 . As we show below, slight differences occur in the predicted line ratios with the same value of U input for the two geometries considered.
For each model, we created several density-bounded versions by trimming the outer parts and leaving only the inner parts corresponding to f Hβ = 20, 40, 60, 80, and 100% of the value of the Hβ luminosity obtained for the radiation-bounded model.
How the models are used
In the present work we aim to determine the cause of the highest values of [O iii]/[O ii] observed and, in particular, whether they can be attributed to LyC photon leakage. One of the important lines to consider is therefore [O i] λ6300, which is produced in the warm transition region between fully ionized gas and neutral gas. The diagnostic diagram we chose to consider
In a first approximation, it is independent of O/H, which allows us to compare the models with 12 + log O/H = 8 with our entire observational sample.
Since If we wish to understand the behavior of emission-line ratios in galaxies, we cannot put aside some lines, such as He ii, which, although weak, provide important diagnostics because they indicate a very hard ionizing radiation field (above 54.4 eV). Their systematic presence in H ii galaxies has first been noted and commented onby Garnett et al. (1991) and Stasińska & Izotov (2003) , and was more thoroughly discussed by Shirazi & Brinchmann (2012) and Jaskot & Oey (2013) . All the suggested explanations (Wolf-Rayet stars, shocks, Xray binaries, stellar rotation effects on the effective temperature of massive stars, inaccurate predictions of stellar atmosphere models at high energies) can be disputed. In the present paper, our aim is not to propose an astrophysically valid explanation, so we consider different scenarios to explain the observed He ii/Hβ ratios and examine their effects on the remain- 
He ii/Hβ, and retain photoionization models that predict He ii/Hβ 0.01, which is representative of the bulk of the objects in our sample that show He ii emission (the He ii line is not detected in about one third of the objects of our sample, but in at least part of these cases this absence can be attributed to a too low signal-to-noise ratio).
Comparing models with observations
5.1. Models using classical stellar population synthesis results 5.1.1. The reference model: PopStar with an age of 1 Myr Figure 6 shows the distribution of the observational points in our three diagnostic diagrams: 
Other stellar populations
In Fig. C.3 of Appendix C we show the SEDs obtained at an age of 1 Myr with the same stellar initial mass function, but using the different assumptions for the stellar evolution models proposed by starburst99 (Leitherer at al. 1999 ): Geneva tracks with standard mass loss, Geneva tracks with high mass loss, original Padova tracks, and Padova tracks with AGB stars.
All the SEDs have been obtained with the stellar atmosphere grid of Smith et al. (2002) based on atmosphere models of Pauldrach et al. (2001) and Hillier & Miller (1998) , similarly to the PopStar models. From this figure, it is clear that at an age of 1 Myr, all these SEDs are equivalent and will lead to almost identical photoionization models.
Another question to consider is the age of the ionizing stellar populations. Fig. C .4 of Appendix C shows the SEDs obtained by PopStar for several ages. We see that, for an age of 2 Myr, the SED is almost identical to that at 1 Myr, and that for 3 and 5 Myr, the SEDs are softer. This implies that they will lead to the same problems regarding [Ar iv]/[Ar iii] and He ii/Hβ. However, at an age of 4 Myr, which is when massive Wolf-Rayet stars begin to come into play, the SED is much harder. Figure 7 shows the results of photoionization models computed with PopStar for an age of 4 Myr, using the same presentation as Fig. 6 . We see that the
diagram is again compatible with ionization-bounded models, but that the SED at this age is even too hard to account for the bulk of the observed He ii/Hβ ratios. One then might think that the relevant ages for reproducing the He ii/Hβ ratios is larger than 3 Myr and somewhere in the vicinity of 4 Myr.
However, this cannot be the explanation for all the objects that show He ii emission. The He ii line has been observed in 488 objects out of the 778 objects in our sample. In a first approximation, in absence of leakage or dust absorption of ionizing photons, and assuming that all the photons with energies higher than 54.4 eV are absorbed by He + (which is roughly correct except at low values of the ionization parameter, see Stasińska & Tylenda 1986) , we have
where A is the ratio of emissivities of the He ii and Hβ lines divided by the ratio of the case B recombination coefficients α B (He + )/α B (H 0 ). The coefficient A depends only weakly on the electron temperature and is equal to 1.74 at 20,000 K. The left panel of Fig. 8 shows the values of Q(He + )/Q(H 0 ) predicted by PopStar models of metallicities Z = 0.004, 0.008 and 0.02 (which correspond to 12 + log O/H =7.7, 8 and 8.4) as a function of age. We see that Q(He + )/Q(H 0 ) leads to a detectable He ii only during an age range of 3.9-4.25, 3.4-5.4, and 4.0-5.25 Myr, respectively, for the three metallicities considered, if we assume detectability at He ii/Hβ ≥ 10 −3 . The right panel of Fig. 8 shows the values of He ii/Hβ as a function of EW(Hβ) for the same PopStar models, taking Eq. 5 to estimate He ii/Hβ. This figure can be directly compared to the observations, shown in the left panel of Fig. 9 , having in mind the observed distribution of metallicities as a function of EW(Hβ), shown in the right panel of Fig. 9 . We see that the models do not predict any He ii emission for EW(Hβ) above 200 Å, while many of our objects (and especially some of those with the highest values of Fig. 2 ) show higher values of EW(Hβ). We must note, in addition, that the computed values of EW(Hβ) correspond to an instantaneous starburst, while in real objects, part of the continuum comes from old stellar populations that do not contribute to the ionization, fHβ=0.2 fHβ=0.4 fHβ=0.6 fHβ=0.8 fHβ=1.0 logU=-3.5 logU=-3.0 logU=-2.5 logU=-2.0 logU=-1.5 logU=-1.0
Fig. 6. The [O iii]/[O ii] versus [Ar iv]/[Ar iii] (left), [O iii]/[O ii] versus [O i]/[O iii] (middle) and [O iii]/[O ii] versus
He ii/Hβ (right) diagnostic diagrams. The red and blue points represent the DR10 and DR7 objects respectively. The curves represent our grid of models computed with the SED from PopStar models at an age of 1 Myr and with a metallicity 12 + log O/H = 8. The dashed lines link models with the same values of U input , the continuous lines link models with the same value of the trimming parameter f Hβ , the ionization-bounded models corresponding to f Hβ = 1. The key for the colors is given in the bottom right panel. The upper row of panels corresponds to our filled sphere models ( f S = 0.03), while the lower row corresponds to our bubble models ( f S = 3). tion by a simple stellar population. Considering the possibility of extended starbursts rather than instantaneous ones does not help since it dilutes the He ii emission simultaneously with the Hβ emission. A similar discussion can be found in Shirazi & Brinchman (2012) who, in addition, found that 40 per cent of the galaxies in their sample do not have Wolf-Rayet features in their spectra despite showing strong nebular He ii emission.
The above discussion of the production of nebular He ii emission by stellar populations of about 4 Myr relies on PopStar models. Fig. C .6 of Appendix C shows the SEDs obtained at 4 Myr for the same stellar synthesis models as Fig.  C.3 . We see that, at this age, the SEDs differ significantly owing to the different stellar evolutionary tracks involved. However, it can be intuited that the above discussion remains qualitatively valid and that the He ii emission observed in the objects of our sample cannot be in majority caused by Wolf-Rayet stars.
In the next subsections, we explore various scenarios based on modified ionizing SEDs that might better explain the observed trends in our diagnostic diagrams.
Models using blackbodies as proxies for a harder stellar radiation field
Here we consider simple blackbodies as proxies for the SEDs of the ionizing stellar populations. We find that a blackbody with T eff =60,000 K leads to a value of ∼ 0.01 for He ii/Hβ in ionization-bounded models. Figure 10 shows the results of models built with this ionizing radiation field for our three diagnostic diagrams (i.e., it is the analog of Fig.  6 for this SED 11 one can estimate that the SED above 40.8 eV should provide roughly as many photons as a blackbody at 90,000 K or more. Current synthetic stellar population models do not consider stellar atmospheres with such a hard radiation field. However, it is to be noted that some of the models for very massive stars at low metallicities computed with an appropriate treatment of radiation-driven winds (Kudritzki 2002) fHβ=0.2 fHβ=0.4 fHβ=0.6 fHβ=0.8 fHβ=1.0 logU=-3.5 logU=-3.0 logU=-2.5 logU=-2.0 logU=-1.5 logU=-1.0 Fig. 12 . Same as Fig. 6 , but with models in which a bremsstrahlung at 10 8 K is added to the stellar ionizing radiation from the PopStar models corresponding to an age of 1 Myr, in such a proportion that 1% of the ionizing photons come from the bremsstrahlung.
Models using classical stellar populations and an additional bremsstrahlung
Another possibility to explain the observed values of He ii/Hβ might be the presence of massive X-ray binaries (Van Bever & Vanbeveren 2007) or of shocks in the atmospheres of stars leading to production of X-rays (Pauldrach et al. 2001 ), or else X-ray emission from protostars (Bonito et al. 2010) . We mimicked all these possible scenarios by adding a bremsstrahlung component with a temperature of 10 8 K to the PopStar models of Sect. 5.1.1. This temperature is typical of the values inferred from a detailed analysis of A 0535+26, one of the beststudied massive X-ray binary (Rothschild et al 2013) . We ad-justed the contribution from the bremsstrahlung so as to obtain He ii/Hβ 0.01 in the resulting photoionization models. This implies that 1% of the ionizing photons come from this bremsstrahlung component of the spectrum. The resulting SED is shown in Fig. C.5 of Appendix C. The results of the photoionization models in our diagnostic diagrams are shown in Fig. 12 (to be compared to Fig. 6) . We see that, at the highest values of U the ionization models slightly deviate from the observations in the 
Models using classical stellar populations and adding the effects of shocks
Another option to consider is the effects of shocks either produced by supernovae from previous generations of stars or from random motions of interstellar clouds. Such shocks could easily produce He ii lines and were even advocated to explain the [Ne v] λ3426 emission observed in some star-forming galaxies as predicted by photoionization models (Izotov et al. 2012) . We adopted the strategy of Izotov et al. (2012) and Jaskot & Oey (2013) to add the contribution of shocks to the emission-line properties of star-forming galaxies. We used the grid of radiative shock models from Allen et al. (2008) and extracted from it the models constructed with the SMC abundance set because this chemical composition is the most appropriate for our case among the available compositions. Figure 13 shows the variations of [Ar iv]/Hβ, [O i]/Hβ, and He ii/Hβ as a function of the shock velocity for three different values of the magnetic field. The photoionization models and shock models are combined in the following way:
where I/Hβ stands for the intensity of a line relative to Hβ, the subscripts 'c', 'ph', and 'sh' stand for 'combined', 'photoionization', and 'shock', respectively, and C is the adopted ratio of
In Fig. 14 we show the combination of the models using PopStar with a shock model with a velocity of 300 km s −1 and a magnetic field strength of 0.5 µG. This value of the mag- In Fig. 15 we show the combination of the photoionization models using PopStar with a shock model with a veloc- We thus find that for some combinations, a fraction of the observations are in fact compatible with density-bounded models, implying a leakage of ionizing photons in these cases (but the [Ar iv]/[Ar iii] ratio remains unsatisfactory). Note that at the highest values of
] ratio is entirely determined by the shock and that the curves corresponding to different values of f Hβ merge. Estimating the amount of LyC photon leakage would at least require a simultaneous fitting of all the relevant line ratios for each object and an independent estimate of the ionization parameter. This procedure would involve many unconstrained parameters, such as the shock velocities or the strength of the magnetic field.
If, however, unlike what is assumed in our combined models, the shocks occur in the ionized region, the [O i] emission would be different. From basic knowledge of the physics of ionized nebulae, one can intuit that the extreme UV and X-ray photons produced by the shock would travel until the outskirts of the H ii region and produce an [O i] emission similar to that of our PopStar + bremsstrahlung models.
From these considerations, we conclude that the presence of shocks can enhance the He ii/Hβ ratio and cause it to agree with the observations and, at the same time, enhance the [O i]/[O iii] ratio, especially for the objects of highest excitation. In these circumstances, an analysis based only on emission-line ratios cannot determine the existence or importance of LyC photon leakage.
IWe note, however, that in the case of the objects with highest excitation the [O i]/[O iii] ratio is essentially determined by the shock. If the ionized nebulae in these objects were densitybounded, the tight correlation observed between
would imply a very strong dependence of the shock properties on the characteristics of the photoionized nebula, in particular its ionization parameter. This is not impossible but is an additional requirement for the hypothesis of LyC photons leakage to be the correct interpretation.
Models including the effect of an active nucleus
The final scenario we consider is that of an AGN embedded in a star-forming region. Again, the SED of the stellar population is provided by the PopStar models at an age of 1 Myr. For the AGN we took the standard AGN SED provided by Cloudy. This AGN spectrum was combined with the PopStar spectrum so as to obtain He ii/Hβ 0.01. The contribution of the AGN to the total number of ionizing photons must be quite small otherwise the He ii/Hβ ratio is boosted toward values much higher than observed (this contribution is about 3% to obtain He ii/Hβ = 0.01). The combined SED is shown in Fig. C .5 of Appendix C. The results of the photoionization models are shown in Fig.  16 . Here, the models clearly indicate that the observed nebulae 
Summary and discussion
We have tested the hypothesis of LyC photon leakage from local extreme BCDs by assembling a sample of high-excitation galaxies from the SDSS DR 10 and DR7 and by examining their spectroscopic properties in the light of photoionization models. We have argued that a proper diagnostic cannot rely on strong lines alone: some weak lines are of prime importance to provide an unambiguous answer. After showing that photoionization models using SEDs from currently available stellar population synthesis modelseven at ages when Wolf-Rayet stars are present -cannot account for all the observational constraints for the entire sample, we considered several scenarios that could explain the data. These include the additional presence of a hard X-ray spectrum that might be produced by massive X-ray binaries or shocks in the atmospheres of stars or protostars or by an active galactic nucleus. Another option would be shocks that might be produced by supernovae or cloud-cloud collisions. It turns out that only ionization-bounded models (or models with an escape fHβ=0.2 fHβ=0.4 fHβ=0.6 fHβ=0.8 fHβ=1.0 logU=-3.5 logU=-3.0 logU=-2.5 logU=-2.0 logU=-1.5 logU=-1.0 Fig. 16 . Same as Fig. 6 , but with models where a AGN-type ionizing spectrum is added to the stellar ionizing radiation from the PopStar models corresponding to an age of 1 Myr. The contribution of the AGN radiation is chosen to produce a resulting He ii/Hβ of 0.01. fraction of Lyc photons lower than 10%) are able to explain all the observational constraints at the same time.
We also found that the current stellar population synthesis models provide too soft ionizing radiation fields to explain the observed [Ar iv]/[Ar iii] ratios. This is probably because the stellar atmosphere models incorporated in the codes underpredict the number of photons emitted between 40.8 and 54.4 eV, and perhaps even at higher energies.
Our study also showed that the extreme BCDs have higher ionization parameters (reaching log U= −1.5 or even −1 depending on the nebular geometry) than galaxies with lower val-
Such high values of the ionization pa-rameters are probably produced by a more compact distribution of the gas around the ionizing stars.
The question of the possible leakage of LyC photons in high-redshift galaxies should be examined with methods similar to tthose presented in this paper, and not relying on strong line ratios alone. This will be possible with future deep surveys such as the Keck Baryonic Structure Survey (Steidel et al. 2014) .
We must acknowledge, however, that our study is based on idealized photoionization models. Perhaps some leakage might occur because of a nebular covering factor smaller than one and not because the nebulae are density-bounded? Perhaps the [O i] emission actually comes from optically thick clumps embedded in a density-bounded medium? Such hypotheses need to be tested by taking into account additional considerations (for example, imaging studies of nearby galaxies). In the meantime, our Occam's razor approach of photoionization modeling, the fact that [ ) as a function of log U input as computed in ionization-bounded photoionization models with different metallicities. The ionizing radiation field is from PopStar at an age of 1 Myr. Continuous lines join models of same metallicity, while dashed lines join models with same ionization parameter. The color code is given in the plot. This diagram shows how the absorption of the ionizing radiation by dust grains affects the Hβ luminosity depending on the dust abundance (which is linked to the metallicity, see Sect. 4.1) and on the ionization parameter. Continuous lines join models of same effective temperature, while dashed lines join models with same ionization parameter. The color coding is the same as in Fig. 11 . 
