Abstract
In this paper we show that the variational representation In this equation E denotes expectation with respect to the probability space on which the Brownian motion is de ned, and the in mum is over all processes v that are progressively measurable with respect to the augmentation of the ltration generated by the Brownian motion. (The de nitions of progressive measurability and of the augmented ltration are recalled in the next section.)
Our main interest in this representation is due to its usefulness in deriving various asymptotic results of a large deviations nature. As is well known, large deviation theory allows one to characterize the behavior of certain exponential functionals (which include probabilities as a special case) as various parameters tend to their limits. The asymptotic behavior is shown to scale exponentially in the parameter, and usually with the coe cient C that multiplies the parameter represented as the solution to a variational problem.
The representation stated above can be used to prove such results whenever the functional of interest can be expressed as a measurable functional of a Brownian motion. Examples are integrals of small noise di usions, integrals against the occupation measure for re ected di usions, and so on. All that is required to prove such a result, once one has such a representation in hand, is the convergence of the variational problems appearing in the representation to the limit variational problem that de nes C. This can often be carried out e ciently using weak convergence methods, and an example that shows how easily one can obtain standard large deviation results is provided in Section 4. A large number of examples involving various classes of processes in the discrete time setting are given in 7] .
While the representation formula provides an elegant method for deriving known results under weak assumptions, the primary motivation for its development comes from a desire to analyze problems for which the standard discretization methods of large deviation are awkward. An illustrative example is the derivation of large deviation properties of a small noise di usion with discontinuous drift 4]. Standard methods for treating such problems generally rely on discretizing time. This can cause a number of di culties, since it is di cult to approximate the continuous time process accurately by a discrete time analogue in a neighborhood of the discontinuity. The approach based on the representation given above bypasses the time discretization step, and thus avoids this di culty.
A second class of problems where standard large deviation methods are not convenient involves the asymptotic analysis of risk{sensitive stochastic control problems. Such problems are currently of signi cant interest (see 1], 9], 12], 16] and the references therein). The presence of a progressively measurable control process makes the burden of detail that results from discretization rather onerous. Such problems were in fact the main motivation for the development of the representation, and applications to such problems will appear elsewhere.
The connection between exponential functionals and variational representations has been exploited in a number of contexts. The rst results in this area appear to be due to Fleming 8] , who considered functionals of non-degenerate di usions that satis ed certain parabolic PDE and applied a representation to study certain large deviation problems. Extensions to more general classes of processes were given in Sheu 14] . More recently, Dupuis and Ellis 7] have obtained representations under very weak assumptions in discrete time, and applied these representations to study a variety of large deviation problems. Finally, representations for continuous time Markov chains were developed in 6] and applied to problems of large deviations for queueing networks.
A summary of the paper is as follows. The second section is devoted to preliminary results and notation. In the third section we state and prove the representation for bounded functionals of Brownian motion on bounded time intervals. In x4 we specialize the result to the case where f is of the form g(X), with g a bounded measurable functional of X, and where X is the sample path of a strong solution to an SDE driven by W. We also show how one can derive the standard large deviation asymptotics for small noise di usions using the representation. In the last section we show that the representation continues to hold if f is bounded from either below or above. These extensions are especially useful for problems from risk-sensitive control 3].
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Preliminaries
Throughout the sequel we shall consider the canonical probability space ( ; F; ), where = C( 0 The class of simple processes will be denoted by A s .
Note that simple processes are progressively measurable and bounded, and thus A s A b . De nition 2.4 Let (X ; F) be a measurable space, and let P(X) denote the set of probability measures de ned on it. For 2 P(X), the relative entropy function R( k ) is the mapping from P(X) into the extended real numbers given by R( k ) :
whenever 2 P(X) is absolutely continuous with respect to and log( d
is -integrable. In all other cases, we set R( k ) : = 1.
The following proposition is the starting point for the representation derived in Theorem 3.1. It states a variational formula involving the relative entropy function (see, e.g., 7, Proposition 2.4.2] for a proof). Proposition 2.5 Let (X ; F) be a measurable space, f a bounded measurable function mapping X into IR, and a probability measure on X. (1) is uniquely attained at the probability measure 0 which is absolutely continuous with respect to and has Radon-Nikodym derivative
We next state two approximation results which will be used in the sequel. The rst result concerns measurable functions as approximated by continuous functions 5, Theorem V.16a], and the second one progressively measurable processes as approximated by simple processes 10, Lemma 3. The nal result in this section will be needed to justify interchanges of limits and expectations in several places. It is related to the fact that the level sets of R( k ) are compact in the ?topology. Lemma 2.8 Let (X ; F) be a measurable space, with X a Polish space and F the associated Borel -algebra. Let be a probability measure de ned on it and let f : X ! IR be a bounded Borel-measurable function. Consider a sequence f n ; n 2 INg of measures in P(X) satisfying sup n2IN R( n k ) < 1. Assume n converges weakly to a probability measure . Then Proof. As a rst step we verify that the limit measure is absolutely continuous with respect to . Indeed, by the weak convergence of n to and the lower semicontinuity of R( k ) (see, e.g., 7, Lemma 2.
From the de nition of relative entropy, this implies that is absolutely continuous with respect to . Theorem 2.6 enables us to nd a sequence ff j ; j 2
INg of bounded and continuous functions such that lim j!1fj = f ?a.e.
Since the limit also holds -a.e. By the Dominated Convergence Theorem Since convergence of the rst term to R X fd is a direct consequence of (a),
we only need to show convergence of the second term to 0. This is done just as in the proof of (2) but replacingf j by f n (note that the proof of (2) Using the de nition of R( v k ) and substituting (3) and (4), we obtain
Thanks to (5), 
where the last equality uses the martingale property of the stochastic integral and E v denotes expectation with respect to the probability measure v .
Consequently, 
where expectation is with respect to Wiener measure . The proof proceeds in three steps.
Step (13) The process R t is uniformly bounded, and thus ER 2 1 < 1. This and (13) (14) and (15) as in equations (5)- (6) The desired lower bound follows.
An Application to Di usions
In this section we specialize the result of Theorem 3.1 to the case of bounded measurable functionals of strong solutions to stochastic di erential equations (Theorem 4.1). We then apply this formula to prove a well-known result about large deviations for small noise di usions.
The Representation Formula
Let b i (t; x); ij (t; x); 1 i m; 1 The next theorem corresponds to Theorem 3.1 for the special case of di usions which are strong solutions to stochastic di erential equations. Theorem 4.1 Let X be the di usion process that is the unique strong solution to the stochastic di erential equation (16) . Then 
Small Noise Di usions
As an elementary but elegant application of Theorem 4.1, we prove the following well known theorem on large deviations for small noise di usions. A more demanding problem for which the representation seems to be indispensable concerns di usion processes with discontinuous coe cients 4]. For a discrete time analogue, see 7, Chapter 7]. We will use the concept of a Laplace principle, which we now de ne.
De nition 4. Since is arbitrary, the proof of (23) is complete.
Extensions of the Representation
The following extension is needed for applications to risk sensitive control and for the direct estimation of probabilities (rather than expectations of bounded measurable functionals). This completes the proof when f is bounded from below. We next consider the case where f is bounded from above, and without loss of generality we assume f 0. In this case de ne f N : = f _ (?N).
The part of the proof leading up to equation (24) o has an arbitrarily large negative value.
The same argument as above gives us the desired upper bound.
For the case where f is bounded above the lower bound is elementary, since f N f.
Remark. The existence of such a representation for unbounded f has a number of interesting consequences, one of which is the following. Let 
