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Abstract  
The aim of this paper was to evaluate the efficiency of automated linguistic features to test its capacity or discriminating 
power as style markers for author identification in short text messages of the Facebook genre. The corpus used to 
evaluate the automated linguistics features was compiled from 221 Facebook texts (each text is about 2 to 3 lines/35-40 
words) written in English, which were written in the same genre and topic and posted in the same year group, totaling 
7530 words. To compose the dataset for linguistic features performance or evaluation, frequency values were collected 
from 16 linguistic feature types involving parts of speech, function words, word bigrams, character tri grams, average 
sentence length in terms of words, average sentence length in terms of characters, Yule‘s K measure, Simpson‘s D 
measure, average words length, FW/CW ratio, average characters, content specific key words, type/token ratio, total 
number of short words less than four characters, contractions, and total number of characters in words which were 
selected from five corpora, totalling 328 test features. The evaluation of the 16 linguistic feature types differ from those 
of other analyses because the study used different variable selection methods including feature type frequency, variance, 
term frequency/ inverse document frequency (TF.IDF), signal-noise ratio, and Poisson term distribution. The 
relationships between known and anonymous text messages were examined using hierarchical linear and 
non-hierarchical nonlinear clustering methods, taking into accounts the nonlinear patterns among the data. There were 
similarities between the anonymous text messages and the authors of the non-anonymous text messages in terms 
function word and parts of speech usages based on TF.IDF technique and the efficiency of function word usages (=60%) 
and the efficiency of parts of speech frequencies (=50%). There were no similarities between the anonymous text 
messages and the authors of the non-anonymous text messages in terms of the other features using feature type 
frequency and variance techniques in this test and the efficiency of these features in the corpus (< 40%). There was a 
positive effect on identification performance using parts of speech and function word frequency usages and applying 
TF.IDF technique as the length of text messages increased (N≥ 100). Through this way, the performance and efficiency 
of syntactic features and function word usages to identify anonymous authors or text messages is improved by 
increasing the length of the text messages using TF.IDF variable selection technique, but decreased as feature type 
frequency and variance techniques in the selection process apply. 
Keywords: stylometry, linguistic features, hierarchical linear clustering, non-hierarchical non-linear clustering, distance 
metrics, variance, signal-noise ratio, poisson frequency distribution,TF.IDF term-frequency, SOM  
1. Research Problem 
What linguistic feature type(s) can successfully be used to determine if two anonymous short text messages are written 
by the same author? 
2. Introduction  
What linguistic feature type(s) should we use to create a profile that characterizes the writing style of an author in a 
short text message? Well in real-world applications it is not always clear what linguistic features are appropriate in a 
given case or what linguistic features will help us model the problem we are trying to solve. Along with this problem, 
there is also another problem with linguistic features being unimportant or not being very useful. Evaluating the 
performance and efficiency of linguistic features is a systematic process that- if done correctly-can lead to obtain valid 
information for a research problem on what linguistic features to observe, what is important, and what is not. Feature 
selection methods are techniques used to help automatically pick out important linguistic features. There are many 
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articles written on linguistic features that entirely ignore this part of the process. The aim is to evaluate the efficiency 
and performance of linguistic features with respect to stylistic variation (i.e. author stylistic preferences and linguistic 
choices), genre variation, topic variation, and various length portions of texts. The intention of this study is to evaluate 
the performance of such features. Specifically, the goals are: 
1. To test its capacity or discriminating power as style markers for author identification in short text messages of 
specific text genres (i.e. Facebook genre), where a short text message is defined here as any short 
communication unit about 2 to 3 lines long that falls somewhere between talking and writing or writing more 
freely with less anxiety about audience including email, Facebook comment, Tweet feed, short online 
messages, writing in chat rooms that are used in any social networking sites or websites. 
2. To use different variable selection techniques and see which feature selection technique finds the best possible 
linguistic features for the desired pattern or an optimally relevant set of linguistic features for a research 
question. 
3. To show how the short texts impact on the identification performance and feature selection techniques. 
3. Linguistic Features and Feature Selection Techniques in Stylometry 
There are many linguistic features that can be used in stylometric authorship attribution and can be classified into 
character based, word-based, sentence-based, structural or syntactic features. Each of these features can be 
sub-classified into so many different types. For example: 
1. Character-based features: This feature includes letters, n-character sequences, n-grams, etc. A character n-gram 
is defined as a string of contiguous alphanumeric symbols, perhaps including also punctuation symbols and 
contractions. 
2. Word-based: This feature is commonly applied in different ways:  
 Average word length, word-length frequency distributions, the number of syllables per word, and the 
number of phonemes per word. The length of a word is defined as the number of letters which 
constitute it.  
 Vocabulary richness: the degree of diversity of vocabulary in a text.  
 Function words: such as pronouns, auxiliary verbs, prepositions, conjunctions, determiners, degree 
adverbs, negations, quantifiers, and relativizers. 
 Content words: such as nouns, verbs, adjectives, and adverbs 
 Word n-grams:  A word n-gram is defined as a string of words, where each n-gram is composed of n 
words. 
 Syntactic or structural features: such as phrasal composition grammar, distribution of parts of speech 
and re-write rules; (preferred) word position, etc. 
These and many other linguistic features have been measured and analyzed by Stylometry: the science of measuring 
linguistic style which can be used to determine authorship from various linguistic features contained within the texts 
themselves. Stylometry in general assumes that one part of an author‘s choice of linguistic features is conscious, 
deliberate, and open to imitation or borrowing by others. The other is sub-conscious, that is, independent of an author‘s 
direct control, and far less open to imitation or borrowing. Stylometry focuses on the unconscious part of an author‘s 
choice of linguistic features and assumes that at least some aspects of it are constant across his or her literary output, 
and suggests that these constants can be identified and applied to areas like authorship attribution on the basis of 
quantitative criteria using computational methods. This assumption is very well-known and well-understood and 
explained, and there is an extremely long line of research on this subject (e.g. Aljumily, 2015; 2017; Holmes, 1994, 
1998; Holmes and Kardos, 2003). More details about the linguistic features for authorship attribution that have been 
proposed in the literature is discussed in, for example, Stamatatos (2009).  
Similarly, just as there are many linguistic features that the authors of disputed or anonymous texts can be identified, 
there are many techniques, or methods, by which the best possible linguistic feature or set of linguistic features (i.e. 
features with high or predictive clues) can be selected using their frequency to build a model. Feature selection is a 
crucial issue in many classification/clustering, and characterization problems especially when the learning task involves 
high-dimensional dataset, and the remainder of this section provides a bit of information about the ones used most often 
used in authorship tests.  
1. Feature selection based on lexical type frequency 
Lexical type frequency is a simple technique to feature selection. It records only the presence or absence of the value of 
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any lexical type in a text which can be weighted by multiplying the value by the frequency of the type in text. It selects the 
most useful features in a corpus as key markers, and discarding the less useful ones, as expressed by the equation:  
       Qij = Qijfreqij                                                            (1) 
By default, it selects a maximum frequency threshold, removes all features with frequencies greater than the threshold, 
and retains the medium-frequency features between the maximum and minimum thresholds as the key markers for 
distinguishing between and among texts (van Rijsbergen 1979, Belew, 2000). 
2. Feature selection based on variance 
Variance threshold is another simple frequency technique to feature selection. The variance of a set of feature values is the 
average deviation of those values from their mean, as expressed by the equation:   
 
                                                                                      (2) 
By default, it removes all features with low variance, i.e. features whose values do not vary enough for them to be useful 
in text analysis (Pyle 1999). Variance is a fundamental concept in probability and statistics, and any in a wide range of 
textbooks can provide additional information --see, for example, Milton & Arnold, (2003). 
3. Feature selection based on Lexical frequency distribution 
This technique suggests that a feature type's value is obtained not by its absolute frequency across a text, but by the pattern 
of variation in its frequency of occurrence across the texts. The three most often used techniques for obtaining such 
patterns of occurrence are:   
 TF-IDF (Term Frequency-Inverse document frequency) 
This technique is the product of term frequency (TF) and inverse document frequency (IDF), which is a weight often used 
to calculate pattern of occurrence of feature types based on their importance:  
                                 TF.IDFmT = fm log2 (nT / tfm)                                     (3) 
where 
 T is a text corpus  
 fm is the frequency of m across all texts in T 
 IDFmT is the inverse text frequency of feature type m across the total number of texts in T 
 nT is the total number of texts in T 
 tfm is the number of texts in T that contain m 
 log2 is not conceptually part of IDF, but merely scales nT / tfm to a convenient numerical interval. 
This technique evaluates how important a feature type is to a text in a corpus. The importance increases proportionally to 
the number of times feature occurs in the text but is offset by the occurrence frequency of the feature in the corpus. More 
specifically, this technique is consisted by two terms: the first calculates the Term Frequency (TF) (the number of times a 
feature type appears in text, divided by the total number of feature types in that text; the second term is the Inverse 
Document Frequency (IDF), calculated as the logarithm of the number of texts in the corpus divided by the number of 
texts where the particular feature type occurs. By default, this technique calculates the TF.IDF for each column of data 
matrix and retains only those columns with a TF.IDF above a specified threshold (Spärck-Jones, 2004; 1974, 1972).  
 Signal-noise ratio 
Signal-noise ratio is a fundamental part of the information theory that compares the level of a desired signal to the level 
of background noise. Signal-noise ratio refers to the ratio of signal power (signal sequences or symbols or information) 
to the level of noise (entropy). A ratio higher than 1: 1 indicates more signal than noise. This idea is often used to reduce 
dimensionality by referring to the ratio of useful information to redundant or irrelevant data in a conversation or 
exchange, and thus becomes closely related to identification of ‗clumpy lexical type‘ occurrence across a text corpus. The 
higher the entropy of a column vector in the frequency matrix, the more equally distributed the frequencies are, and thus 
the less important the lexical type connected with that column vector is for discriminating the texts in the corpus; on the 
contrary, the lower the entropy, the more clumpy the distribution, and the more important the lexical type. This can be 
calculated from: 
                signalm = log2(totalfrequencym) - noisem                                       (4) 
where totalfrequencym is the sum of frequencies in column vector m. The signals for all the columns in the matrix are 
   ni i nxv ..1
2 /))(( 
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calculated and sorted into descending order of magnitude and all the column vectors whose signals don‘t meet a specified 
threshold are removed. (Salton & McGill, 1983, Belew, 2000).  
 Poisson term probability distribution 
In probability theory and statistics, the Poisson distribution is basically used to express the probability of a given 
number of random and rare events occurring in a specified spatial or temporal period of time, and is expressed as:  
                                      P(X = r) = (e-λλr) / r!                                 (5) 
where: 
 The symbol P stands for 'probability' 
 X is a random variable 
 r is the number of events that occur over a period i 
 e is the base of the natural logarithm 2.71828... 
 λ is the average value of X over many periods i 
The Poisson distribution can be useful to select feature types by evaluating the patterns of clumpy of lexical type 
occurrence in a text corpus by the degree to which feature types are non-randomly distributed across the texts: on the one 
hand, a feature type that is randomly distributed across all the texts is taken to be unimportant for classification and can be 
removed, and on the other a feature type that has a non-random pattern of occurrence, that is, once that occurs frequently 
in a relatively small subset of texts and little or not at all in others, is taken to be an important classification criterion and 
is kept as a style marker. The application of Poisson term probability distribution to dimensionality reduction is 
straightforward: measure and calculate the differences between mean and variance for all features in a corpus and 
eliminate features whose frequency value doesn‘t meet some threshold value. Church and Gale (1995a, 1995b), Belew 
(2000). 
That concludes the background information for this section. It is important to be aware that there is much more to say 
about feature selection techniques in terms of their algorithms, advantages and disadvantages. Stay tuned for the next 
article on the subject of feature selection techniques, in which I will discuss them in more detail. 
4. Methodology  
4.1 Data 
For the needs of the present research I developed a corpus of 221 Facebook texts in English and from the same year 
group, namely: 211 texts were status posts written by 211 users. These acted as the known texts. Another 10 texts were 
comments written by 10 of those 211 users who each commented on a post about women‘s superiority over men. These 
texts acted as the unknown texts. The underlying rationale of using this genre is to investigate authorship attribution in 
the context of short online messages and to test the practical applicability of Stylometry in this form of E.writing, which 
most users see as a communication that falls somewhere between and writing or writing more freely with less anxiety 
about audience The criterion for selecting the users was the topic of the available Facebook text samples. This was to (1) 
minimize the topic factor in distinguishing among the text samples and to (2) reduce the impact of genre factor. All text 
samples were converted into a machine-readable format and coded/anonymised according to date and time. The text 
samples messages were distinguished by the letter P and a number following each code. For example, P (10) refers to 
person number 10 in the corpus. Altogether, therefore, there were 221 text samples, given as follows: 
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Figure 1. The created corpus of 221 text messages  
The 20 texts, 2 texts per Facebook user, for 10 Facebook users will be referred to as texts of interest and be classified 
into known and anonymous. These texts are presented in Table (1). 
 
 
 
 
 
 
 
 
 
Table 1. 20 texts of interest (known and unknown) 
 
 
The corpus consisted of totals around 7530 words. The number of words per text sample was between 30 and 35 words 
in length and the number of lines per email was between 2 and 3 in length. The corpus was preprocessed prior to 
analyzing it. All identifiers I was not interested in were deleted from the created corpus. This included punctuation 
marks, alphabet letters, special symbols, digits, and other unnecessary marks. All the comments and posts were filtered 
out as well keeping just the plain texts posted by the users thus reducing it from 7530 to 2792 words. 
4.1.1 Rationale for the Very Short Text Messages   
It is known that forensic stylometric methods can achieve high accuracy rates for long texts but they can achieve low 
accuracy rates for short texts, in particular when dealing with large number of authors. This is a very difficult task because 
short texts contain so little measurable style identifiers and/or so little repeated information. This behaviour motivates me 
to conduct and test the current methodology on short online text messages by a large number of authors. Given that text 
samples used are very short in length, the test results not only contribute to evaluate the usefulness of style identifiers used 
here for authorship attribution of online text messages, but also allow analysing their appropriateness to handle difficult 
attribution scenarios.  
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4.1.2 Stylometric Identifiers  
For this test I began by thinking to measure almost anything in the created corpus- but I changed my mind that not only 
does any such measurement have to be relevant, it should have some basis in theory too. I wondered, therefore, what 
categories of word and what syntactic identifiers could be measured which would have some rationale in authorship 
attribution. Reverting to ideas formed in forensic styolmerty theory I considered the hypothesis that function words are 
stylo-linguistically neutral and (relatively) unconscious. (Grieve, 2007; Argamon and Levitan, 2005). I also looked at 
the hypothesis that syntactic identifiers carry information which could be useful for stylometric analysis to capture the 
distinctive aspects of someone‘s writing style. I decided to count the number of different parts of speech such as nouns, 
verbs, adjectives, adverbs and other POS tags in a text which can also be useful stylistic characteristics in distinguishing 
between authors. Further, I considered word and character bigrams for being useful in attributing authorship. The reason 
why character n-grams provide good clues to authorship could be that they capture and combine information on 
different linguistic levels: lexical, syntactic, and structure (Houvardas and Stamatatos, 2006). I then thought about using 
the linguistic identifiers that appear inside words themselves such as average word length, contractions, vocabulary 
richness, and lexical density, the identifiers that appear within words themselves such as average sentence length. Most 
of these identifiers are considered unreliable when used by themselves, but I used them to examine their behavior in the 
short-length texts corpus. The aim was to determine which style identifiers make it possible to correctly identify the 
writer of the unknown text messages. Altogether, therefore, there were 16 style identifiers, given as follows:   
Table 2. Style identifiers 
 
 
 
 
 
 
 
 
 
Each identifier was computed for its value in each of the 221 texts, giving 2279 function words, 1800 word bigrams, 
5989 letter trigrams, and 11 word-based features. As for POS features, one kind of syntactic identifiers was defined: 
part-of speech tag frequencies. I used a Stanford POS tagger to parse the 221 texts and produce the parts-of speech for 
each text, giving 2788 parts of speech. These POS tags were used to match texts and identify similarities in structures.  
4.1.3 Data Representation and Adjustment  
The 221 text messages were converted into 221 vectors in a high dimensional space, and the 2279 function words, 1800 
word bi-grams, 5989 letter tri-grams, and 11 word-based identifiers counted in the corpus were stored in four data 
matrices:, 221 × 2279 DFW, 221 × 1800 Dbigram, 221 × 8995 Dtrigram, and 221 x 11 Dword-based. The frequency values for 
DPOS were obtained by counting, for each text, the number of times each of the POS tag occurs, yielding a data matrix 
of 221 x 2788. The five data matrices were adjusted for (i) length, (ii) input dimensionality, (iii) variable scales. In spite of 
being balanced in terms of the size of words and the number of lines (as described above), four generated data matrices 
(Dpos, DFW, Dwordbigrams, and Dchtrigrams) were adjusted for lengths. Texts from one section of the corpus may be much 
longer than those in another and may lead to conclude that a particular stylometric identifier is much more common in a 
particular author or text, where proportionally this is not actually the case. To avoid this possibility, in each row vector, 
the count for a given variable was multiplied by the mean document length, then divided by the total number of 
frequency counts occurring in that row vector. This normalization was relative to mean text length across a collection. 
The fifth data matrix (i.e. Dword-based) was column vector standardized to take the effect of variation in scaling among 
variables and to make each variable receives equal weight in the cluster analysis. To achieve this, in each column vector, 
the value of a given numerical column vector in the unstandardized matrix was divided the mean of column vectors. 
This standardization was relative to standardization based on variable mean.   
The five data matrices (Dpos, DFW, Dwordbigrams, Dchtrigrams, and Dword-based) were also adjusted for input dimensionality to 
select a suitable set of variables from the original identifiers in each data matrix. The POS, FW, W.bi-gram, and 
Char.bi-tri-gram data matrices had a large number of variables while word-based data matrix had relatively a few 
variables but there was scope for dimensionality reduction. Five different selection methods that are algorithmically 
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different from each other were used to select the most discriminative identifiers for authorship identification test: lexical 
type frequency, variance, TF-IDF, signal-ratio noise, and Poisson term frequency distribution. TF-IDF was the best 
criterion for text messages identification, and therefore was selected in the current application. TF-IDF was chosen not by 
chance or because I preferred to use only that method, but was chosen because it maximized feature relevancy and 
reduced feature redundancy and therefore improved accuracy by giving higher weights to identifiers used by fewer 
authors. That is, an identifier that occurs, for example, 5 times in a single text message thereby has a TF.IDF five times as 
large as an identifier that occurs only once, which is both intuitively satisfying and also eliminating the effect of all very 
infrequent identifiers on text clustering.  
Applying TF.IDF on the data matrices, a set of the highest POS, FWs, W.bi-grams, Char.bi-tri-grams, and words based 
identifiers score textfiles were selected as profile POS/FW/W.bi-gram/Char.bi-tri-gram summary. The TF.IDF for each 
column of data matrix was calculated and saved. The columns of data matrix with a TF.IDF above a specified threshold  
was only retained. And a suitable threshold for distinguishing between and among texts was selected, as shown in Figure 
(3):  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. The selection of the highest TF.IDF identifiers  
DPOS adjusted from a 221 x 2278 into a 221 x 21, DFW transformed from a 221 x 2279 into a 221 x 100; Dbigram 
transformed from a 221 x 1800 into a 221 x 100; Dtrigram transformed from a 221 x 8995 into a 221 x 100; and finally 
Dtoken transformed from a 221 x 11 words into a 221 x 7. 100 function words, 1800 word bi-grams, 100 letter tri-grams, 
and 7 token counted in the corpus were stored in these vectors. A 221 x 21 DPOS, 221 x 2278, 221 × 100 DFW, 221 × 100 
Dbigram, 221 × 100 Dtrigram, and 221 x 7 data matrices were computationally generated. The selected identifiers 
represented the linguistic profile of the participants, and these are presented in Table (3): 
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Table 3. The selected identifiers 21 parts of speech, 100 function words, 100 word bi-grams, 100 character tri grams, 
and token based identifiers with the highest TF.IDF 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It should be noted that, at an early stage of research, analytical methods were tried with the non-adjusted and 
non-dimensionality reduced data matrices, but, the results were almost indistinguishable from those obtained with 
length-adjusted and dimensionality-data matrices. And this is because the created corpus was initially balanced for size 
and the unnecessary or unimportant variables were removed from it. However, the length-adjusted and 
dimensionality-reduced data matrices were used here for unbiased cluster analysis. 
5. Method and Analysis  
Thus far, each stylometric identifier was computed for its value/frequency in the 221 text messages. Attribution analysis 
was made on the basis of which of known-author text messages had the greater number of identifiers closer in similarity to 
the questioned text(s). Originally, the counting of stylometric identifiers was on a strictly numerical basis, i.e. if one 
participant had 5 identifiers and the other had 3 identifiers then the participant with the greater number of identifiers closer 
or similar to the respective identifiers in the anonymous text message was deemed to be the more probable sender. Given 
the data was too large, in terms of the number of variables and of the number of text messages used, it was difficult for 
the attribution analysis to be readily interpretable by direct inspection. To see the similarities and differences, I needed 
help, and that was what cluster analysis provided. 
5.1 Cluster Analysis   
In this test, cluster analysis technique was used to identify the relative degrees of similarity among the 221 text 
messages on the basis of their respective stylometric identifier values and represents the similarity pattern of the text 
messages in an intuitively interpretable graphical format. Cluster analysis is an exploratory multivariate data analysis 
technique for examining objects and grouping the objects into patterns or clusters based on some proximity 
(similarity/dissimilarity) measure. Cluster analysis is not a single method, but a family of related methods. Within each 
type of methods a variety of different specific methods and algorithms exist. In general, the working principal of cluster 
analysis is that objects in the same cluster have a small proximity from one another, while objects in different clusters 
are at a large proximity from one another. Similar objects should appear in the same cluster, and dissimilar objects in 
different clusters.  (Everitt et al. 2001). 
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Given that hierarchical clustering provides more information than non-hierarchical ones, my only choice was to use 
hierarchical clustering on a 221 x 25 DPOS, 221 x 100 DFW; 221 x 100 Dbigram, 221 x 100 Dtrigram, and finally a 221 x 7 D 
tokens to classify to identify the main clusters and also identify their constituency relations relative to one another as well 
as their internal structures. However, several hierarchical clustering methods were tried and we selected the method that 
gave the most intuitively clearest results about the constituency structure of the 221 text row vectors. In the current case, 
this was Beta-Flexible Clustering: the distance between two particular clusters CB and CC is the smallest of all 
distances, the flexible beta starts by merging them to form cluster CD. A user supplied/specified parameter β is then 
used to calculate the distance DAD, between CA and CD, which is defined as follows:   
                            DAD = (DAB + DAC) x (1- β)/2 + DBC x β                              (6) 
where -1 ≤ β≤0.  
The process is repeated until all clusters belong to one single cluster. In this test, values for parameter β were chosen as 
-0.25, as recommended by Lance, G.N. and Williams, W.T. (1967) and Milligan, G. W. and Martha, C. Cooper (1987).  
5.2 Attribution Analysis  
The attributional analysis was based on all of the stylometric identifiers selected to describe the 221 text messages. 
Flexible Beta clustering tested the 221 text messages in pairs of known text messages with the questioned ones (i.e. the 
10 text messages of interest). For each participant pair of text messages of interest a text messages was chosen as the 
questioned text as described above. This text message was then compared with one each of the known participant pairs 
and with the other text messages in the created corpus. Flexible Beta clustering computed the similarity correlation 
coefficient between all pairs of texts and stored all the similarity values in a similarity/dissimilarity matrix. In the 
current case of Flexible Beta clustering, the similarities between all text messages were measured through Correlation 
Coefficient (Product-moment correlation). The similarity between two text message profiles was calculated as the 
correlation between the two profiles taken on by the two text vectors. This is expressed by the function: 
 
 
 
 
 
The reason for using Correlation Coefficient is that the aim here is to measure the similarity in patterns across POS 
usage profiles, function word usage profiles, word-bigram usage profiles, character trigram usage profiles, and 
token-based usage profiles regardless of overall magnitude and this measure is not influenced by differences in scales 
between data row vectors. It is expected that correlation between text messages using Flexible Beta clustering will not 
in general be affected by some text messages having larger average values or variations in their values. Thus, two text 
message vectors are perfectly similar when simply they have the same profiles regardless of overall magnitude. That is, 
two test row vectors have the same correlation coefficient (r=1), which implies to have a same pattern, but the distances 
are not equal. 
5.3 Results 
In the case of the five data matrices (POSs, FWs, Word bigrams, Character tri-grams, and Token based identifiers), 
consisting of 221 text messages by 211 participants there were possible 24310 repeated steps of merging clusters (to link 
all possible paired clusters) and were 110 participant pair similarity/dissimilarity comparisons to be made.  
 Parts of speech dataset   
The 211 known text messages and the 10 anonymous text messages in this corpus were described by 21 parts of speech. 
For this corpus a neutral result was obtained; five anonymous text messages were correctly attributed (person 1 P202, 
P203; person 4 P205, P211; person 5 P209, P214; person 9 P210, 204; person 6 P207, 212) and the five other anonymous 
text messages were not correctly attributed (person2 p45, p216; person 3 p179, p217; person 7 p178, p219; person 8 p208, 
213, and person 10 P206, P220). Thus the attribution analysis accuracy rate for the data matrix of parts of speech (the 
number of text messages correctly attributed) was at 50%. While the syntactic identifiers have proven effective in certain 
authorship attribution and identification situations, they have not been sufficiently good at handling the subtlety of general 
short-text matching. Short texts often represent rich content of different syntactic identifiers, their relations are also 
complicated, and more sophisticated patterns are required for comparing and matching the two short texts.  The result of 
POS analysis is presented in Figure (4), which is zoomed-in for clarity due to large size of the dataset.  
 
(7) 
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Figure 4. POS analysis 
 FWs dataset   
In this dataset 6 of the 10 anonymous text messages were correctly attributed, yielding an accuracy rate of 60%. For 
example, in the case of the analysis of person number 9 there were 4 text messages (p210, p202, p203, p204) to examine: 
each text message examined successfully, and the same is true for person number 6 (p207 and p212), person number 10, 
(p206 and p220), and person number 5 (p209 and p214)–but in the case of person 8 (p208 and p213), for example, or 
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person number 1 (p40 and p218) the text messages weren‘t attributed correctly. Thus, all in all, the attribution test was 
successful between those six participants. As stated above, six anonymous text messages were correctly attributed due to 
their low variability usages within a participant‘s own known and disputed text messages and high variability usages 
across all participants in the entire dataset. The results are presented in Figure (5), which is zoomed-in for clarity due to 
large size of the dataset.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. FWs analysis 
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 Word bi-grams dataset   
This dataset consisted of 100 word bigrams each from the 211 known text messages and the 10 anonymous text messages. 
For this dataset a poor result was obtained since the analytical wasn‘t able to capture the more significant word bi-grams 
used by each participant. Four anonymous text messages were correctly attributed (person 9 p204, p210; person 6 p207, 
p212; person 5 p 209, p214; person 4 p205, p211) and five anonymous text messages were not correctly attributed 
(person1 p40, p218; person 2 p45, p216; person 3 p179, p217; person 7 p178, p219; and person 8 p208, 213;  person 10 
p206, p220). Thus the attribution analysis accuracy rate for the dataset of word bigrams (the number of text messages 
correctly attributed) was at 40%, and this is because, as was experimentally found, not every word combinations were 
encountered in a given text message because the representation produced by these identifiers was very sparse to account 
for all the possible combinations between words and this made it difficult to be captured by a clustering method used. 
The result is presented in Figure (6), which is zoomed-in for clarity due to large size of the dataset.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. word bi-grams analysis 
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 Character triple grams dataset  
This dataset consisted of 100 character triple grams. In this analysis, only four anonymous text messages were attributed 
correctly (person 5 p209, 2014; person 6 p207, p212; person 4 p211, p205; person 9 p202, p203). Accuracy rate of the 
character tri grams couldn‘t reach more than 40%, likely due to the small optimal number n or of variable n used in the test 
given that it was developed to capture only character 3-gram strings, representing sub-word or syllable like data. The 
result is presented in Figure (7), which is zoomed-in for clarity due to large size of the dataset.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Character tri-grams analysis 
 Token based features dataset  
This dataset consisted of 8 token-based identifiers; identifiers such as the length of words and sentences as well as the 
density of function to content words and the richness of the vocabulary. The analysis of token-based identifiers gave the 
worst performance, where the results of this analysis were not considered here. This shouldn‘t come as a surprise since the 
text message genre and the dataset sample size greatly influenced the values measured in the measurement stage.   
To sum up, the attribution results showed that the accuracy rate was at 60 % for the function words data matrix since only 
6 of the 10 anonymous text messages were correctly attributed, while the accuracy rate for the parts of speech tag 
frequencies data matrix stood at 50% since only 5 anonymous text messages were correctly attributed. The attribution 
results also showed the accuracy rate for both word bigrams data matrix and character tri-grams data matrix was equally 
40% since only 4 anonymous text messages were correctly attributed, while the accuracy rate for the token-based 
identifiers demonstrated that these identifiers aren‘t sufficient for the task of authorship attribution and identification of 
short text messages since all anonymous text messages were not correctly attributed.  
Text message codes for all the texts of interest with centroid based identifiers for FWs and POS datasets are shown in 
Table (4), and their centroid analyses are shown in Figure (9) and Figure (10), respectively:  
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Table 4.Codes for the texts of interest for FWs and POS tags  
 
 
 
 
 
Figure 8. FWs centroid based analysis 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. POS centroid based analysis 
5.4 Testing of Results   
The results presented may lead to an obvious question: Could the 60% result have obtained merely by chance? As one 
might argue that if a cluster analysis is applied on any given number of texts, a subset of clusters can always be resulted, 
even if there is no actual grouping of the texts. My answer simply is that this is an usual result and doesn‘t arise merely 
by chance. If the cluster P of X any cluster of interest wasn‘t similar to that of Y it would have been placed in distant 
Studies in Media and Communication                                                             Vol. 6, No. 2; 2018 
97 
 
cluster of its own. To support this answer, I compared the resulting model with another model that examines the same 
dataset: a clear convergence on one particular cluster model was held to support the validity of that model with respect 
to the data. Two hierarchical linear methods (Complete and Flexible Beta clusterings) applying Squared Euclidean 
Distance and one non-linear method (SOM) were used here. Specifically: SOM is a nonlinear method based on 
preservation of data topology; Complete and Flexible Beta clustering are both linear methods based on preservation of 
distance relations in data space, though they differ in how distance among clusters is defined.  
Only the validation results obtained from the analysis of function words was shown because it is above chance level. 
The results from POS, word bigrams, character tri grams are not encouraging and therefore not validated.  
5.4.1 Hierarchical Complete Clustering 
In this method, the distance between two clusters A and B is based on the data vectors in each cluster that are furthest 
apart or furthest neighbors (longest distance) 
5.4.2 Hierarchical Flexible Beta Clustering 
See above. 
5.4.2.1 Squared Euclidean Distance 
In the current cases of Complete and Flexible Beta clusterings, the proximity between row vectors was measured 
through Squared Euclidean Distance. The reason of applying this measure is that it Squared Euclidean Distance is 
significantly affected by differences in scale. Two data objects will be judged to be different if they have differing 
overall incidences even when they follow a common pattern. The proximity between two vector profiles is calculated as 
the Squared Euclidean Distance between the two profiles taken on by the two vectors. Euclidean distance is the actual 
geometric distance between vectors in the space and Euclidean distance is the square root of the sum of the squared 
differences in the variables‘ values. This is expressed by the function:   
                                 𝑑𝐸𝑢𝑐𝑙𝑖𝑑(𝐵𝐶)= √(𝑋𝐵−𝑋𝐶) 2  + (𝑌𝐵−𝑌𝐶) 2                                   (8) 
Specifically: SOM is a nonlinear method based on preservation of data topology; Complete and, Flexible Beta 
clustering are both linear methods based on preservation of distance relations in data space, though they differ in how 
distance among clusters is defined.  
The clustering results are presented in Figure (10) Complete and in Figure (11) Flexible, respectively. 
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Figure 10. Testing analysis complete 
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Figure 11. Testing analysis Flexible 
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5.4.2 Self-Organizing Map (SOM) U-Matrix 
The unified distance matrix or U-matrix is a representation of SOM that calculates the nonlinear distances between data 
vectors and is presented with different colorings (Kohonen, 2001). It is based on preservation of data topology. SOM 
U-matrix generates graphical representations in two-dimensional space such that, given a suitable measure of proximity, 
vectors which are spatially or topologically relatively close to one another in high-dimensional space are spatially or 
topologically close to one another in their two dimensional representation, and vectors which are relatively far from one 
another in high–dimensional space are clearly separated, either by relative spatial distance or by some other graphical 
means, resulting—in the case of nonrandom data—in a configuration of well-defined clusters. The analysis was a 
two-stage process. The first was the training of SOM by loading all the vectors comprising DFWs into the input space. 
The second was the generation of the two-dimensional representation of the DFWs on the map. For each vector, the 
values in the input space were propagated through all the connections to the units in the lattice. Because of the variation 
in connection strength, a given vector activated one unit more strongly than any of the others, thereby associating each 
vector with a specific unit in the lattice. When all the vectors had been projected in this way, the result was a pattern of 
activation across the lattice. The U-matrix representation of SOM output used the relative distance between connection 
vectors to find cluster boundaries. Specifically, given a 221 × 100 output map DFW, the Euclidean distances between 
the connection vector associated with each map unit and the connection vectors of the immediately adjacent units were 
calculated and summed, and the result for each was stored in a new matrix UDFW, having the same dimensions as DFW. 
U was plotted using a color coding scheme to represent the relative magnitudes of the values in UDFW in which a dark 
coloring between the vectors corresponds to a large distance and, thus, represents a gap between the values in the input 
space. A light coloring is the boundaries between clusters or the vectors, indicating that the vectors are close to each 
other in the input space. Light areas represent clusters and dark areas cluster separators. Any significant cluster 
boundaries will be visible. Since the overall cluster structure is known from the immediately preceding section, some 
text messages that are not in the immediate neighborhood of the clusters of interest are deleted from this analysis, given 
in Figure (12), to avoid crowded plots or overloading and thereby obscuring the cluster results.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12. SOM testing analysis 
The validation result presented in Figure (12) is shown to be identical to the experimental results obtained by the 
Flexible Beta clustering through correlation coefficients. All pairs of data points are grouped into clusters based on their 
distance values. For 60 % of the anonymous text messages the attribution analysis identified the author correctly: 
person number 9 (p210, 204), person number 6 (p207 and p212), person number 10, (p206 and p220), and person 
number 5 (p209 and p214), person number one (p202, p203), and person number 4 (p205, 211). This result provides a 
justification for the validity for the experimental results and for the proposed assumptions made to derive the clustering 
model.  
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6. Summary and Conclusions 
The test in this study was conducted to provide a platform and support for the anonymous short text messages 
identification. More specifically, the aim was to determine, on the one hand, whether it is possible to identify the sender 
of a very short anonymous text message based on the style identifiers selected and to determine which types of 
identifiers make it possible to do so on the other. For this aim, I designed a simple corpus of 221 single-topic and 
real-life text messages and applied different Stylometric analytical techniques, I processed the text messages, and, from 
these, I generated five main datasets: parts of speech, function words, word bigrams, character tri grams, and token 
based identifiers. From each dataset, I examined and compared the text messages to 221 participants, and from each of 
these text messages, I selected the most important set of style identifiers that represented the linguistic profile of the 221 
participants. I know empirically that if two linguistic profiles of real life text message have a similar profile representation 
(as measured by correlation coefficient) then they are likely to be similar. Four different types of hierarchical clustering 
modellings were used to execute the clustering task with each of these linguistic profiles. The identification analysis 
showed different attribution results. This means that each attribution analysis provides some information about the 
sender of the anonymous test messages. Function word usages showed the best attribution results, with a success rate of 
only 60 %. Therefore function words are indicative of the sender of anonymous short text messages based on 100 
function words. With the parts of speech only 50% success rate was achieved based on 21 parts of speech. For all other 
identifiers an attribution result below this level was achieved: both word bi grams and character tri grams achieved 40%, 
and token-based identifiers achieved the worst result. This result was tested by using three other different clustering 
methods and I compared the test results to that of original result and found no significant changes between the two.  
While this result is not what I hoped for, it remains the best outcome a test can achieve under the available data: extreme 
conditions, such as large number of authors, short text message sizes (about 2-3 lines /35-40 words in length), and 
single-genre/topic data sets. This tested result is within the expectation line and even considerably better if larger text 
message sizes (about 5 to 6 lines/100 words) per participant were available to the analytical methods to be analyzed. My 
conclusion is that there still is a need for more thorough testing with an expanded profile size that contains more than 
100 words long for each participant that will identify a suspect person in very short text messages with higher than the 
success rates that obtained in the current application.  
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