We advocate the use of an alternative calculus in biomedical image analysis, known as multiplicative (a.k.a. non-Newtonian) calculus. It provides a natural framework in problems in which positive images or positive definite matrix fields and positivity preserving operators are of interest. Indeed, its merit lies in the fact that preservation of positivity under basic but important operations, such as differentiation, is manifest. In the case of positive scalar functions, or in general any set of positive definite functions with a commutative codomain, it is a convenient, albeit arguably redundant framework. However, in the increasingly important non-commutative case, such as encountered in diffusion tensor imaging and strain tensor analysis, multiplicative calculus complements standard calculus in a truly nontrivial way. The purpose of this article is to provide a condensed review of multiplicative calculus and to illustrate its potential use in biomedical image analysis.
tion in image reconstruction, positivity is rarely adopted as an a priori axiom in image analysis. Indeed, little emphasis is put on operators that preserve positivity, often for good reasons. A counterexample is a derivative operator, which does not respect positivity of its operands. If we would consider operators admissible only if they respect positivity, then the powerful machinery of standard differential calculus would no longer be at our disposal. This example suggests that insisting on positivity may indeed be too restrictive in some cases, and that one is naturally led to admit non-positive images, such as image derivatives, at least for image analysis purposes.
However, in this paper we wish to recall an alternative for standard (a.k.a. classical, additive, or Newtonian) calculus known as multiplicative calculus, first introduced by Volterra in 1887 [35] . This appears to be a natural framework for local structural analysis whenever positive functions are of interest, and admits a positivity preserving (multiplicative) differential calculus. The use of multiplicative calculus has been advocated in other contexts, such as in the theory of survival analysis and Markov processes, cf. Gill and Johansen [20] . To the best of our knowledge it has not yet received any attention in the image literature. Its potential relevance for image analysis should also encourage the mathematical community to revive this topic, and to further explore its foundations especially in the context of noncommutative matrix algebras, for which no comprehensive account seems to exist as yet.
We start by considering scalar functions [4, 21, 22, 31, 34] and subsequently turn to matrix valued functions [19, 24, 33] . The latter are considerably more complicated as a result of the non-commutative nature of the matrix product, but it is in this context that multiplicative calculus becomes particularly interesting. (The commutative case admits trivial workarounds via standard calculus.) In image analysis positive matrix valued functions are for instance encountered in the context of diffusion tensor imaging and strain tensor analysis.
After a condensed summary of multiplicative calculus collected from the literature, we will demonstrate its use by a multiplicative reformulation of two existing biomedical image analysis applications, viz. multi-scale representation (or spatial regularization) of diffusion tensor images in the framework of the log-Euclidean paradigm [1, 9, 11, 28] , and tensorial strain analysis in cardiac magnetic resonance imaging [12] . These examples merely serve to illustrate the potential power of multiplicative calculus. In general, multiplicative calculus should come to mind as a potentially promising tool for addressing image analysis problems whenever some sort of multiplicative process lies beneath the surface. We shall point out what these processes are in our concrete examples.
Theory

Background Structure
Loosely speaking, the key to understand multiplicative calculus is a formal substitution, whereby one replaces addition and subtraction by multiplication and division, respectively. As a corollary one is then led to replace multiplication in standard calculus by exponentiation in the multiplicative case, and (thus) division by exponentiation with the reciprocal exponent. However, this naive substitution principle must be made more precise, as it leads to ambiguities. For instance, due to symmetry there is no distinction between the formal roles of the factors in a product like ax, given a, x ∈ R, leaving us in a quandary about the intentional outcome of substitution: ax −→ x a or ax −→ a x ? To properly appreciate the substitution rule one must bring in additional structure that distinguishes a from x. To this end we consider a (suitably restricted subspace of a) vector space, V , with the usual structure for vector addition and scalar multiplication, but enriched with multiplication and scalar exponentiation operations. Besides dissolving ambiguities in the scalar case, this construct allows us to generalize the mechanism to non-scalar cases (functions, matrices, etc.).
The multiplicative structure adheres to the following rules: For any u, v, w ∈ V and λ, μ ∈ R:
(The unit element 1 V ∈ V is to be distinguished from the unit scalar 1 ∈ R, but the disambiguating subscript will often be suppressed if no confusion is likely to arise.) The ambiguity in the substitution rule of thumb above is resolved if we prototype a ∈ V (with in this case V = R + as a set) and x ∈ R, say, so that a x is well-defined, but x a is undefined. Note that, unlike in a standard, additive vector space structure, we refrain from introducing commutativity of vector multiplication as a basic axiom. The properties uv = vu and (uv) λ = u λ v λ may be added as additional properties expressing commutativity, if appropriate.
In the following we will initially assume commutative multiplication, until explicitly stated otherwise. We will identify V with the space of appropriately chosen, positive functions, furnished with additional multiplicative structure in the usual way by defining (f g)(
(Caveat: for a function f , f −1 indicates multiplicative inverse, i.e. 1/f in the commutative case, not compositional inverse f inv .)
Multiplicative Differentiation
Below it is tacitly understood that our functions (images) of interest are positive definite and smooth. In general we may define a positive definite function f as a function with a codomain in which the notion of positivity is well-defined, such that f (x) > 0 for all x in its domain of definition. In this paper the codomain may be an appropriate space of positive definite square matrices, i.e. matrices with positive real eigenvalues. For the moment we will however assume that our functions of interest are scalar valued, so that no ambiguity arises with respect to the ordering of product factors (and thus the meaning of division signs in standard calculus). Furthermore, we consider the 1-dimensional case for simplicity (n = 1). Quotes ( ) and asterisks ( * ) will be used to denote differentiation in the one-dimensional case following the standard and multiplicative definitions, respectively.
Applying the substitution principle to the definition of a standard derivative,
produces the definition of a multiplicative derivative,
It is not difficult to show that f * : R → R + is positive definite if f : R → R + is positive definite, and that 
whence, more generally, using self-explanatory notation for
cf. Fig. 1 . Extension to the multivariate case is straightforward. Equation (2) combined with (4) tells us that if a function is differentiable to some order in standard sense, it is also so in multiplicative sense, vice versa. It is clear that multiplicative calculus by itself does not provide additional instruments for analyzing (positive) images, as everything can be recast into standard form with the help of the commuting diagram, Fig. 1 . Nevertheless, it may significantly simplify the analysis in some cases, which is an advantage by itself. More importantly, however-and this is our main motivation here-its generalization to the noncommutative case does provide a genuine extension that has no (obvious) standard counterpart.
Multiplicative Integration
Antiderivatives or indefinite integrals are introduced in multiplicative calculus as follows:
in analogy with its standard counterpart:
Note that in the former case we denote the measure dt as a formal ("infinitesimal") exponent, instead of a formal multiplier, consistent with our substitution rules. Definite integrals can be introduced via a spatial partitioning and limiting procedure akin to the familiar Riemann sum approximation:
cf. 
in which x i = x i − x i−1 . The relationship between (5) and (7) is formalized by the following fundamental theorem of multiplicative calculus:
recall the well-known standard counterpart relating (6) and (8):
Again, by virtue of commutativity of multiplication there exists a simple one-to-one mapping between standard and multiplicative antiderivatives or integrals, cf. Fig. 2 . In the non-commutative case this is no longer self-evident, as we will see in Sect. 2.8.
Linear Functions and Linear Mappings
Linear functions are of special interest for various purposes.
In both standard and (commutative) multiplicative calculus they can be defined as those functions that have a constant derivative (i.e. we adhere to the common abuse of terminology by allowing a constant offset). This immediately yields
in standard, respectively multiplicative calculus (i.e. f (x) = a, respectively f * (x) = a). Thus the exponential function is the multiplicative analogue or "multiplicative linear function" of the standard linear function. Recall that in the latter case it is assumed that f > 0, implying a, b ∈ R + . In general, linear mappings are defined without offsets (b parameter in (11) (12) ). Again, a linear mapping A : V → W in the context of multiplicative calculus obeys the same rules as in standard linear algebra, subject to aforementioned formal operator substitutions:
in the standard, respectively multiplicative case. Derivation and antiderivation provide important examples in our case.
In analogy with the well-known standard results,
we have for the multiplicative case
Taylor Expansions
Analogous to the standard Taylor expansion of an analytic function,
for some ξ in-between x and a, we have in the multiplicative case
In particular this leads to the linear approximation of a positive analytic function,
cf. the standard approximation
Multiplicative approximations (to any order) have the advantage of preserving manifest positivity, unlike the standard ones. In both cases the local approximations hold up to a small additive term (in the standard case), respectively a multiplicative factor close to unity (in the multiplicative case).
As an illustration, let us consider two intrinsically positive functions often encountered in image analysis. The sigmoidal function is given by
Its standard and multiplicative first order Taylor approximations are given by
The former is seen to violate positivity as soon as x ≤ −2.
As a second example, consider the standard Gaussian function,
Due to symmetry its first order derivative is trivial at the origin, both in standard as well as multiplicative differential sense (i.e. its value is 0, respectively 1). The respective second order Taylor approximations are now given by
The multiplicative approximation in fact turns out to be exact! (Cf. Sect. 2.7 to appreciate why this happens to be so.) In general one may observe that, in addition to positivity preservation, multiplicative expansions typically provide better approximations for compactly supported positive smooth filters. Such filters are abundant in image processing. Standard and multiplicative Taylor expansions for the sigmoidal and Gaussian functions are illustrated in Figs. 3 and 4.
Critical Points
The following claims can be easily verified. If f * (x) > 1 then f is strictly increasing at x ∈ R. If f * (x) < 1 then f is strictly decreasing at x ∈ R. If f * (x) = 1 then f has a critical point at x ∈ R, viz. a local minimum if f * * (x) > 1, a local maximum if f * * (x) < 1, and an indifferent or degenerate critical point if f * * (x) = 1. This mimics the standard results, obtained by replacing multiplicative derivation by ordinary derivation, and the unit element 1 by the null element 0 in the above. These observations may provide the foundations for a multiplicative variational calculus for multiplicative energy functionals for image optimization problems, and can be easily generalized to the multivariate setting. We will not elaborate on this.
Differential Equations
It is well-known that many natural phenomena can be modeled in terms of ordinary or partial differential equations Recall (26) (27) (28) (ODEs/PDEs). Phenomena driven by some (perhaps implicit) multiplicative mechanism may be more conveniently described in the context of multiplicative calculus than in the standard way. It is beyond the scope of this paper to scrutinize this, but as an illustration we consider the following initial value (ODE) problem:
with A, B, C > 0 given constants. A straightforward computation, using (4), yields the following unique solution (the multiplicative counterpart of a parabola):
in which a = ln A, b = ln B, c = ln C. Qualitative behaviour is governed by the convexity parameter A, with 0 < A < 1 producing bounded (Gaussian) solutions, A = 1 unilaterally unbounded exponential solutions, and A > 1 bilaterally unbounded solutions. In particular this explains the observation on the coincidence of a Gaussian function and its second order multiplicative Taylor expansion, recall p. 67. As a second example, let us consider a multiplicative counterpart of the heat equation (PDE):
in which we use multiplicative derivation with respect to both the evolution parameter t ∈ R + multiplicative ( * -linear) Laplacian is defined here as
cf. (4) . Note that, in the commutative case (only), this im-
Again, the solution is straightforward, since in the logarithmic domain the problem reduces to the standard heat equation for ln u with ln f as initial condition:
in which
Note that if u solves (31), then so does any * -linear combination of multiplicative derivatives of u. Equation (31) is a special case of a so-called pseudolinear scale space [16] . Also, the so-called log-Euclidean scale space for diffusion tensor images [1, 9, 11, 28] is governed by a multiplicative system similar to (31) , in which case u and f are to be interpreted as positive definite matrix fields, and exp and ln are the usual extensions applicable to such matrices [11, 24] , cf. also Sect. 3.2. Note that in this non-commutative case equivalence of (32) and (33) does not hold, a consequence of the Campbell-Baker-Hausdorff formula:
2.8 The Multivariate Case and the Non-commutative Case
It requires minor efforts to generalize foregoing results to the multivariate case. The PDE example of the previous section is a typical illustration. We will refrain from elaborating on this, but employ such generalizations whenever applicable. In contrast, as anticipated by (36) , extension to the case of non-commutative multiplication is nontrivial, yet highly relevant in modern image analysis practice. For instance, we must account for non-commutative multiplication when handling (positive definite) matrix valued functions, such as diffusion tensor images or strain tensor images. This case has received remarkably little attention. A few results have been provided by Gantmacher [19] and Slavík [33] . It should be noted that Gantmacher's definition, if restricted to scalars, differs from ours. Using the notation D x for multiplicative derivation with respect to x ∈ R he defines the multiplicative derivative of a (positive definite, square) matrix field X : R → M + m as follows (M m here denotes the space of real m × m matrices, and M + m the subspace of positive definite matrices):
Consistency with our notation and definition for the scalar case rather suggests that we use the following definition instead (Slavík [33] discusses various alternatives):
One must remain on the alert here, for X X −1 = ln X = X −1 X generically holds only in the commutative case, such as the scalar case (m = 1), or the special case whereby X is a linear function in the standard sense of Sect. 2.4, notably (11), recall (36) . In other words, for definition (38), and its mirror form, in the context of matrix functions, (3) and the commutative diagram of Fig. 1 do not apply.
Gantmacher also considers the multiplicative integral in a slightly different form. In our case (7) remains applicable, provided we rearrange factors on the right hand side in an unambiguous order, as follows:
Note that (38) entails a definite choice with respect to the ordering of the factors X and X −1 in the multiplicative derivative, which affects the corresponding definition of the antiderivative, (39), as well. Thus we have at least three distinct ways to introduce multiplicative differential and integral calculus in the context of matrix functions, viz. (i) (38) in combination with (39), (ii) the analogous scheme with reverse ordering of X and X −1 , respectively of the * -infinitesimal factors as they occur in the defining limiting procedure of the multiplicative integral, and (iii) the matrix equivalent of the ln/exp-formalism of (3). The first option (i), i.e. (38-39), meets our needs in the example of Sect. 3.1. In Sect. 3.2 we will illustrate the third, in some sense "unbiased" option (iii), which appears to be the natural one in the context of the so-called log-Euclidean paradigm for diffusion tensor imaging [1, 9, 11, 28] .
Examples
Lagrangian Strain Analysis of the Myocardium
Cardiac strain analysis can be based on any imaging protocol and image analysis algorithm that produces an accurate estimate of the gradient velocity tensor field of material points in the myocardium as a function of position and time in the image sequence. An analytical procedure for this has been proposed elsewhere [2, 12, 17] , based on tagging magnetic resonance imaging, a technique originally proposed by Zerhouni et al. [36] , and incrementally improved to its current state of the art, including volumetric tagging [30, 32] . In the following example we sketch the analytical procedure underlying cardiac strain analysis, recasting it in a multiplicative framework from the outset. At the same time this shows how to extend the scalar framework to the case of (positive definite) matrix valued functions. Detailed definitions and proofs (based on standard calculus) can be found elsewhere [12] .
The velocity gradient tensor, L, with components 1 L α β relative to a coordinate frame, relates the rate of change of a momentary infinitesimal material line element dẋ α to the line element dx β itself. From dẋ α = dv α it follows, using the chain rule, that 2
If X = x(X, t 0 ) denotes the position of a material point at a fiducial moment t 0 , and x = x(X, t) the position of the same material point at some later moment in the cardiac cycle, t ≥ t 0 , then relative tissue deformation can be described by a smooth mapping x(X, t; t 0 ). We considering this as a function of X and t. The associated differential map, called the deformation tensor field, is characterized by the Jacobian matrix F , with components
By virtue of the chain rule, the relation between deformation and velocity gradient tensors, (40) and (41), is given by the first order ODE [19] 
subject to an initial condition. 3 The multiplicative nature of the evolution of F is apparent from (42), reflecting the fact that concatenations of (infinitesimal) deformations correspond to multiplications (respectively multiplicative integration) of the associated Jacobians. The simplicity of (42) is, however, deceptive. The essential complication arises due to the fact that L is a nonstationary matrix (as a result of which [L(s), L(t)] = 0 for s = t, causing complications due to (36) ). It can be shown, using standard calculus 4 [12, 19] , that the solution to (42) with initial condition F (t = t 0 , t 0 ) = I is given by
recall (39). This nontrivial explicit solution clearly confirms the multiplicative nature of the problem already foreseen in its implicit differential form, (42). One should therefore expect that the problem would have been much simpler if it had been stated in multiplicative differential form from the outset. Indeed, if we define the corresponding multiplicative derivative according to (38), then (42) simplifies to 
Consequently, det F (t, t
consistent with the multiplicative integral introduced for the scalar case, (7). This confirms, in particular, that a divergence free velocity field (tr L = divv = 0) preserves volumes: det F (t, t 0 ) = 1. Furthermore, from (36) it follows that exp A exp B = exp(A + B) if [A, B] = 0, whence for a stationary velocity field (L(t) = L 0 time independent) (43) directly yields F (t, t 0 ) = exp((t − t 0 )L 0 ). However, motion inducing myocardial deformation is typically highly nonstationary, so that this stationary approximation will not provide a good approximation for (43).
The multiplicative integral suggests a straightforward numerical approximation akin to its standard counterpart, simply by using (39) and (43) The deformation tensor field immediately yields the Lagrangian strain tensor field [26] (also known as the Green strain tensor field [23] ): (43) and (46) The field E vanishes identically under isometric deformations, thus capturing genuinely nonrigid deformations. Figures 5 and 6 illustrate the Lagrangian strain tensor field for a 2-dimensional short-axis cross-section of the left ventricle at end-systole (t = t 1 ) relative to end-diastole (t = t 0 ). For more details, cf. Van Assen et al. [3] .
Multiscale Representation of Positive Definite Matrix Fields
The so-called log-Euclidean paradigm provides an example of a representation that takes positivity into account a priori. It has been proposed in the context of symmetric positive definite diffusion tensor images [1, 9, 28] , although it is in itself of a more generic nature. Here we consider the paradigm in the context of multiscale representations of diffusion tensor images, as introduced elsewhere [11] . We denote a diffusion tensor image by X : R n → S + n , where S + n ⊂ S n ⊂ M n denotes the set of R-valued symmetric positive definite n × n matrices, S n the set of R-valued symmetric n × n matrices, and M n the set of all R-valued n × n matrices. Its pointwise inverse is X inv : R n → S + n , so that (X inv X)(x) = (XX inv )(x) = I , the identity matrix, at each point x ∈ R n . C ω (R n , M n ) denotes the class of analytical functions X : R n → M n . Self-explanatory definitions hold for C ω (R n 
Fig. 6
The same strain tensor field as in Fig. 5 , but with each tensor displayed as an ellipsoidal gauge figure reflecting the eigensystem of the non-negative definite matrix F T F = 2E + I . More precisely, the boundary of each gauge figure is given by the quadric F ξ · F ξ = constant, with ξ = (ξ, η), and F evaluated at the corresponding spatiotemporal base point (x, y, t). Hue emphasizes main direction, while purity is a measure of anisotropy (with white corresponding to an isotropic, i.e. circular figure)
The scale space representation of X ∈ C ω (R n , S + n ) is generated by the blurring operator (detailed below)
with F (X, 0) = X for all X ∈ C ω (R n , S + n ). We use the shorthand notation X t ≡ F (X, t). The isotropic Gaussian scale space kernel in n dimensions is given by (35) .
Elsewhere it has been argued that the closure requirement
in other words, the condition that blurring and inversion should commute, naturally leads to the log-Euclidean paradigm [11] .
Recall that the exponential map exp : M n → GL n maps a general n × n matrix to a nonsingular matrix, i.e. an element of the general linear group [18, 19, 27] . For later convenience we define M + n = exp(M n ) ⊂ GL n . For our purpose it suffices to consider elements of S n ⊂ M n , which are diagonalizable with real eigenvalues, in which case the range of the exponential map equals exp(S n ) = S + n . So we will employ the prototype
(49) An operational representation of a general analytical matrix function is given by Sylvester's formula 6 [5] [6] [7] 24] :
in which the λ i , i = 1, . . . , m ≤ n, are all distinct eigenvalues of A. In (50) the left hand side-with intentional abuse of notation, or "argument overloading"-is defined by virtue of the analytical scalar function F ∈ C ω (R, R) on the right hand side, i.c. F ≡ exp, and the so-called Frobenius covariants are given by
It is conventionally understood that an empty product (which occurs in the most degenerate case in which all eigenvalues coincide, i.e. m = 1) evaluates to the unit matrix. The logarithmic map, restricted to S + n , has prototype
It is the unique inverse of the exponential map on S n : ln(S + n ) = S n . Equations (50-51) are applicable with F ≡ ln. Figure 7 shows the multiscale representation consistent with the closure property, (48). Indeed, if X ∈ C ω (R n , S + n ), then X t = F (X, t) constructed according to
satisfies the desired commutativity property, (48). This follows immediately by inspection of Fig. 7 and (53), using the identities exp(−A) = (exp A) inv and ln 6 Generically one expects m = n a.e. within the image domain.
for A ∈ S n , B ∈ S + n . For illustrations of DTI blurring, cf. Florack and Astola [11] .
Formulae for standard differential calculus applied to (53) are highly nontrivial, cf. the explicit computations of first and second order standard derivatives by Florack and Astola [11] . The log-Euclidean paradigm suggests the following way to introduce multiplicative derivation for the non-commutative case, recall the three options discussed in Sect. 2.8:
for the one-dimensional case. This is similar to (3) for the scalar case, but recall that in (55) exp and ln are the matrix exponential and logarithm, respectively. For the multivariate case this leads to the following operationalization of the multiplicative gradient of X t = F (X, t), recall (53):
Equation (56) is consistent with the Gaussian scale space paradigm given by (31) and (32), in which standard diffusion and Gaussian convolution are now applied componentwise to matrix entries via the ln/exp detour. The (hypothetical) infinite-resolution limit, t → 0, establishes the correspondence between (56) and the non-operational (ill-posed) "infinitesimal" one [10] , i.e. the multivariate counterpart of (55):
This definition of multiplicative derivation thus seems to fit naturally with the log-Euclidean paradigm [1, 9, 11, 28] . Adhering to this definition, log-Euclidean blurring can be seen as the multiplicative counterpart of a standard diffusion process, i.e. the counterpart of (31-35) for positive symmetric matrix-valued functions. See Fig. 8 for an example of multiplicative diffusion for regularizing tractography.
As a final remark it should be noted that the logEuclidean paradigm has been discussed here as an instance of a multiplicative calculus for positive definite matrix fields, based on the standard matrix product. In this context, it has been argued that (55-57) are choices, on a par with alternatives such as (38) and its mirror form. If one restricts oneself to the log-Euclidean paradigm as the axiom of choice, it may be more convenient to consider the specific, symmetric product operator •, given by A • B = exp (ln A + ln B), and consider the corresponding multiplicative calculus from the outset. (Due to commutativity this may greatly simplify the analysis.) This, and other symmetric matrix products, together with their implications for differential calculus, have been proposed in the literature, and may likewise provide points of departure for useful instances of multiplicative calculus, depending on context, cf. Burgeth et al. [8] . Fig. 8 Two-dimensional synthetic images illustrating a positive symmetric tensor field in terms of ellipsoidal glyphs (principal axes and radii reflect eigendirections and corresponding eigenvalues). Overlayed are some fixed end-point geodesics obtained by applying Dijkstra's shortest path algorithm, in which the tensor field itself is interpreted as the dual Riemannian metric for defining distances. This complies with the Riemannian rationale for geodesic tractography in diffusion tensor imaging [25, 29] . The left image shows the result for the originally synthesized, smooth image. The middle image shows the result of the same algorithm after the image has been perturbed by pixel-uncorrelated noise. The right image demonstrates the regularizing effect of log-Euclidean blurring, (53), and its effect on the performance of the algorithm
Conclusion and Discussion
Multiplicative calculus and its applications to biomedical image analysis raises many important questions not addressed in this short paper. For instance, since image intrinsic properties must be coordinate independent, a question arises about its implications for the construction of image differential invariants [13] [14] [15] and tensor calculus. A second question pertains to the extension of standard variational techniques for image optimization problems to the multiplicative case. How to set up such a framework rigorously? In biomedical image analysis such a framework would have the intrinsic advantage that positivity of solutions would be guaranteed a priori. Additional questions arise in the context of (non-commutative) matrix fields. Which of the three proposed options for multiplicative differential calculus (if any) is the most natural one in a given application context, what are their mutual relations, how do they relate to standard differential calculus, and, in the log-Euclidean case of (57), what does the corresponding antiderivative look like?
Despite major open questions it has been argued that multiplicative calculus provides a natural framework for biomedical image analysis, particularly in problems in which positive images or positive definite matrix fields and positivity preserving operators are of interest. We therefore believe that this subject is of broad interest. However, it seems that many fundamental problems have not been addressed in the mathematical literature sofar, especially regarding the non-commutative case. This is an impediment for progress in biomedical image analysis.
Examples have been given in the context of cardiac strain analysis and diffusion tensor imaging to illustrate the relevance of multiplicative calculus in biomedical image analysis, and to support our recommendation for further investigation into practical as well as fundamental issues. 
