Abstract. We show that an iteration of the procedure used to define the Gorenstein projective modules over a commutative ring R yields exactly the Gorenstein projective modules. Specifically, given an exact sequence of Gorenstein projective R-modules G = · · ·
Introduction
Let R be a commutative ring. Building from Auslander and Bridger's work [1, 2] on modules of finite G-dimension, Enochs and Jenda [8] and Holm [15] introduce and study the Gorenstein projective R-modules as the modules of the form Coker(∂ such that the complex Hom R (P, Q) is exact for each projective R-module Q. The class of Gorenstein projective R-modules is denoted G(P(R)).
In this paper, we investigate the modules that arise from an iteration of this construction. To wit, let G 2 (P(R)) denote the class of R-modules M for which there exists an exact sequence of Gorenstein projective R-modules
such that the complexes Hom R (G, H) and Hom R (H, G) are exact for each Gorenstein projective R-module H and M ∼ = Coker(∂ those needed for the proof of Theorem A and others. For instance, the next result is contained in Proposition 4.11 and Theorem 4.12.
Theorem B. Assume Ext i R (W, W ′ ) = 0 for all W, W ′ ∈ W and all i 1. The Gorenstein subcategory G(W) is an exact category, and it is closed under kernels of epimorphisms (or cokernels of monomorphisms) if W is so.
Most of the paper focuses on subcategories of an abelian category A. The reader is encouraged to keep certain module-categories in mind. Specific examples are provided in Section 3, and we apply our results to these examples in Section 5.
Categories and resolutions
Here we set some notation and terminology for use throughout this paper. Definition 1.1. In this work A is an abelian category. We use the term "subcategory" for a "full additive subcategory that is closed under isomorphisms." Write P = P(A) and I = I(A) for the subcategories of projective and injective objects in A, respectively. A subcategory X of A is exact if it is closed under direct summands and extensions.
We fix subcategories X , Y, W, and V of A such that W ⊆ X and V ⊆ Y. Write X ⊥ Y if Ext A (X, A) = 0 for each object X in X ). We say that W is a cogenerator for X if, for each object X in X , there exists an exact sequence in X 0 → X → W → X ′ → 0 such that W is an object in W. The subcategory W is an injective cogenerator for X if W is a cogenerator for X and X ⊥ W. We say that V is a generator for ). We frequently identify objects in A with complexes concentrated in degree 0.
Fix an integer i. The ith suspension of a complex A, denoted Σ i A, is the complex with (Σ i A) n = A n−i and ∂
and the hard truncations A >i , A i , and A <i are defined similarly.
The complex A is Hom A (X , −)-exact if the complex Hom A (X, A) is exact for each object X in X . Dually, it is Hom A (−, X )-exact if the complex Hom A (A, X) is exact for each object X in X . 
) and α is null-homotopic if it is in Im(∂
). Given a second morphism α ′ : A → A ′ we say that α and α ′ are homotopic if the difference α − α ′ is null-homotopic. The morphism α is a homotopy equivalence if there is a morphism β : A ′ → A such that βα is homotopic to id A and αβ is homotopic to id A ′ . The complex A is contractible if the identity morphism id A is null-homotopic. When A is contractible, it is exact, as is each of the complexes Hom A (A, N ) and Hom A (M, A) for all objects M and N in A.
A morphism of complexes α :
, and α is a quasiisomorphism when each H n (α) is bijective. The mapping cone of α is the complex Cone(α) defined as Cone(
. This definition gives a degreewise split exact
Further, the morphism α is a quasiisomorphism if and only if Cone(α) is exact. Finally, if id A is the identity morphism for A, then Cone(id A ) is contractible. Definition 1.4. A complex X is bounded if X n = 0 for |n| ≫ 0. When X −n = 0 = H n (X) for all n > 0, the natural morphism X → H 0 (X) is a quasiisomorphism. In this event, X is an X -resolution of M if each X n is an object in X , and the following exact sequence is the augmented X -resolution of M associated to X.
Instead of writing "P-resolution" we will write "projective resolution." The Xprojective dimension of M is the quantity
The objects of X -projective dimension 0 are exactly the objects of X . We set res X = the subcategory of objects M of A with X -pd(M ) < ∞.
We define Y-coresolutions and Y-injective dimension dually. The augmented Ycoresolution associated to a Y-coresolution Y is denoted + Y , and the Y-injective dimension of M is denoted Y-id(M ). We set cores Y = the subcategory of objects N of A with Y-id(N ) < ∞. Definition 1.5. An X -resolution X is X -proper (or simply proper ) if the the augmented resolution X + is Hom A (X , −)-exact. We set res X = the subcategory of objects of A admitting a proper X -resolution.
One checks readily that res X is additive. If X ′ is an object in X , then the complex 0 → X ′ → 0 is a proper X -resolution of X ′ ; hence X ′ is in X and so X ⊆ res X . Projective resolutions are always P-proper, and so A has enough projectives if and only if res P = A. If M is an object in A that admits an X -resolution X 
is an object in cores X . By induction on i, Lemma 1.6(a) implies N ′ i ⊥ W. Inductively we will construct exact sequences 
whose top row is ( † i−1 ) and whose leftmost column is ( * i+1 ). By induction we have N 
With the center column of (1) this yields another pushout diagram, and we shall show that the middle row and the rightmost column satisfy the conditions for (⊛ i ) and ( † i ), respectively.
We have already seen that (2) with Lemma 1.6(a) yields N i+1 ⊥ W, and so the middle row of (2) is Hom A (−, W)-exact.
Next is a key lemma for both Theorems A and B from the introduction. 
Since W is a cogenerator for X there is an exact sequence with objects W 0 in W and X ′ in X .
Consider the pushout diagram whose top row is (3) and whose middle column is (4).
We will show that U is an object in cores W and that the middle row of (5) is Hom A (−, W)-exact. It will then follow that a proper W-coresolution for M can be obtained by splicing the middle row of (5) with a proper W-coresolution of U . The object M ′ is in cores X by construction, and X ′ and X 0 are in X . Thus, X ′ is an object in cores W by Lemma 1.8, and X ′ ⊥ W and X 0 ⊥ W by hypothesis. Using this with the top row of (5), the assumption M ⊥ W implies M ′ ⊥ W by Lemma 1.6(a). With the rightmost column of (5), Lemma 2.1 implies that U is an object in cores W. Since X ′ ⊥ W and M ′ ⊥ W, Lemma 1.6(a) yields U ⊥ W, and so the middle row of (5) is Hom A (−, W)-exact.
The last result in this section is a tool for Proposition 4.6. Lemma 2.3. For n = 0, 1, 2, . . . , t, let X n and Y n be subcategories of A.
(a) Assume that X n is a cogenerator for X n+1 for each n 0 and X t ⊥ X 0 . If X t is closed under extensions, then X 0 is an injective cogenerator for
Proof. We prove part (a); the proof of part (b) is dual. Since X t ⊥ X 0 by assumption, it remains to show that X 0 is a cogenerator for X t . Fix an object X t in X t . By reverse induction on i < t, we will construct exact sequences
t → 0 with objects X i in X i and X (i) t in X t . Since X t−1 is a cogenerator for X t , the sequence ( * t−1 ) is known to exist. By induction, we assume that ( * i ) has been constructed and construct ( * i−1 ) from it. From ( * i ) we have the object X i in X i . Since X i−1 is a cogenerator for X i , there is an exact sequence
whose leftmost column is ( * i ) and whose middle row is (⊛ i ). The object X ′ i is in X i , and hence in X t . Since X (i) t is also in X t , the exactness of the bottom row, with the fact that X t is closed under extensions, implies that X (i−1) t is in X t , so the center column of the diagram is the desired sequence ( * i−1 ).
Categories of Interest
Much of the motivation for this work comes from module categories. In reading this paper, the reader may find it helpful to keep in mind the examples outlined in the next few paragraphs, wherein R is a commutative ring.
Definition 3.1. Let M(R) denote the category of R-modules. To be clear, we write P(R) for the subcategory of projective R-modules and I(R) for the subcategory of injective R-modules. If X (R) is a subcategory of M(R), then X f (R) is the subcategory of finitely generated modules in X (R). Also set Ab = M(Z), the category of abelian groups.
The study of semidualizing modules was initiated independently (with different names) by Foxby [10] , Golod [13] , and Vasconcelos [19] .
2. An R-module C is semidualizing if it satisfies the following.
(1) C admits a (possibly unbounded) resolution by finite rank free R-modules.
A finitely generated projective R-module of rank 1 is semidualizing. If R is CohenMacaulay, then C is dualizing if it is semidualizing and id R (C) is finite.
Based on the work of Enochs and Jenda [8] , the following notions were introduced and studied in this generality by Holm and Jørgensen [16] and White [20] . Definition 3.3. Let C be a semidualizing R-module, and set P C (R) = the subcategory of modules P ⊗ R C where P is R-projective I C (R) = the subcategory of modules Hom R (C, I) where I is R-injective.
Modules in P C (R) and I C (R) are called C-projective and C-injective, respectively. A complete PP C -resolution is a complex X of R-modules satisfying the following.
(1) X is exact and
, in which case X is a complete PP C -resolution of M . We set GP C (R) = the subcategory of G C -projective R-modules.
Projective R-modules and C-projective R-modules are G C -projective, and P C (R) is an injective cogenerator for GP C (R) by [16, (2.5) ,(2.13)] and [20, (3.2) ,(3.9)].
A complete I C I-coresolution is a complex Y of R-modules such that:
(1) Y is exact and Hom
, in which case Y is a complete I C I-coresolution of N . We set GI C (R) = the subcategory of G C -injective R-modules.
An R-module that is injective or C-injective is G C -injective, and I C (R) is a projective generator for GI C (R) by [16, (2.6) ,(2.13)] and results dual to [20, (3.2) ,(3.9)].
The next definition was first introduced by Auslander and Bridger [1, 2] in the case C = R, and in this generality by Golod [13] and Vasconcelos [19] . (Hom R (H, C), C) is an isomorphism. Each finitely generated R-module that is either projective or C-projective is totally C-reflexive. We set G C (R) = the subcategory of totally C-reflexive R-modules and G(R) = G R (R). The equality G C (R) = GP Over a noetherian ring, the next categories were introduced by Avramov and Foxby [4] when C is dualizing, and by Christensen [7] for arbitrary C. (Note that these works (and others) use the notation A C (R) and B C (R) for certain categories of complexes, while our categories consist precisely of the modules in these other categories.) In the non-noetherian setting, these definitions are from [14, 20] . Gerko [12] introduced our final subcategory of interest.
Definition 3.7. Assume that (R, m, k) is local and noetherian. The complexity of a finitely generated R-module M is
is the nth Betti number of M . Let G ′ (R) denote the subcategory of modules in G(R) with finite complexity.
Gorenstein Subcategories
In this section, we introduce and study the Gorenstein subcategory G(X ).
Definition 4.1. An exact complex in X is totally X -acyclic if it is Hom A (X , −)-exact and Hom A (−, X )-exact. Let G(X ) denote the subcategory of A whose objects are of the form M ∼ = Coker(∂ X 1 ) for some totally X -acyclic complex X; we say that X is a complete X -resolution of M . Note that the isomorphisms
show that the direct sum of totally X -acyclic X -complexes is totally X -acyclic, and hence G(X ) is additive. Set G 0 (X ) = X and G 1 (X ) = G(X ), and inductively set G n+1 (X ) = G(G n (X )) for n 1.
Remark 4.2. Any contractible X -complex is totally X -acyclic; see 1.3. In particular, for any object X in X , the complex
is a complete X -resolution, and so X is an object in G(X ). Hence, X ⊆ G(X ), and inductively G n (X ) ⊆ G n+1 (X ) for each n 0. There is a containment G(X ) ⊆ res X ∩ cores X . Indeed, If M is an object in G(X ) with complete X -resolution X, then the hard truncation X 0 is a proper X -resolution of M and X <0 is a proper X -coresolution of M .
The orthogonality properties documented next will be very useful in the sequel; compare to [6, (4.2.5)].
Proof. Assuming X ⊥ W, we will show G(X ) ⊥ W; the conclusion G n (X ) ⊥ W will follow by induction, and G n (X ) ⊥ res W will then follow from Lemma 1.7. The other conclusion is verified dually. Let M be an object in G(X ) with complete Xresolution X, and let W be an object in W. For each integer i set
is Hom A (−, X )-exact, and so it is Hom A (−, W )-exact. In particular, the map Hom A (ǫ i , W ) is surjective. Since X ⊥ W, part of the beginning of the associated long exact sequence in Ext A (−, W ) is
then the remainder of the long exact sequence yields isomorphisms Ext
A (M i+1 , W ). Inductively, this yields the second isomorphism in the next sequence and the desired vanishing
We next present a "Horseshoe Lemma" for complete X -resolutions; compare to [6, (4.3.5.a)].
Proposition 4.4. Consider an exact sequence in
that is Hom A (X , −)-exact and Hom A (−, X )-exact. If M ′ and M ′′ are objects in G(X), then so is M . Furthermore, given complete X -resolutions X ′ and X ′′ of M ′ and M ′′ , respectively, there is a degreewise split exact sequence of complexes
such that X is a complete X -resolution of M , the induced sequence
is equivalent to the original sequence, and
Proof. Let X ′ and X ′′ be complete X -resolutions for M ′ and M ′′ , respectively. Lemma 1.9 yields a degreewise split exact sequence of complexes 0
Since the complexes X ′ and X ′′ are both Hom A (X , −)-exact and Hom A (X , −)-exact, the same is true of X. So, X is a complete X -resolution of M . It is unclear in general whether W is an injective cogenerator for G n (X ) without the extra hypotheses in our next result. Proof. We prove part (a); the proof of part (b) is dual. Set X 0 = W, X 1 = X , and X t = G t−1 (X ) for t = 2, . . . , n + 1. By Proposition 4.3 we know G n (X ) ⊥ W, so the desired conclusion follows from Lemma 2.3.
In Section 5 we document the consequences of the following result for the examples of Section 3. Proof. We prove part (a) by induction on n; the proof of part (b) is dual. The case n = 0 is in Lemma 1.8. When n = 1, note that an object M in G(X ) is in cores X by Remark 4.2, and one has M ⊥ W by Proposition 4.3; now apply Lemma 2.2. Now we assume the result is true for n = i and prove it for n = i + 1. Fix an object M in G i+1 (X ). By definition, there exists an exact sequence
that is Hom A (G i (X ), −)-exact and Hom A (−, G i (X ))-exact and with objects N in G i (X ) and M ′ in G i+1 (X ). In particular, Proposition 4.3 yields N ⊥ W and M ⊥ W and M ⊥ W. By induction, the object N is in cores W and so a proper W-coresolution of N yields another exact sequence
that is Hom A (−, W)-exact and with objects W 0 in W and N ′ in cores W. Because N ⊥ W and W 0 ⊥ W, Lemma 1.6(a) implies N ′ ⊥ W. Consider the pushout diagram whose top row is (6) and whose middle column is (7).
We will show that U is an object in cores W and that the middle row of (8) is Hom A (−, W)-exact. It will then follow that a proper W-coresolution for M can be obtained by splicing the middle row of (8) with a proper W-coresolution of U .
The object M ′ is in cores G i (X ) by construction, and N ′ is in cores W and satisfies N ′ ⊥ W. Using the top row of (8), the conditions M ⊥ W and N ⊥ W imply M ′ ⊥ W by Lemma 1.6(a). The condition M ′ ⊥ W combines with the rightmost column of (8) to show that U is an object in cores W by Lemma 2.1(a); this works using G i (X ) in place of X because Proposition 4.3 implies G i (X ) ⊥ W. Since N ′ ⊥ W and M ′ ⊥ W, use the rightmost column of (8) again to conclude U ⊥ W by Lemma 1.6(a). Thus, the middle row of (8) is Hom A (−, W)-exact.
What follows is the second step in the proof of Theorem A from the introduction. See Example 5.9 for the necessity of the cogeneration hypothesis.
Theorem 4.9. If X is closed under extensions and W is both an injective cogenerator and a projective generator for X , then G n (X ) ⊆ G(W) for each n 1.
Proof. Let N be an object in G n (X 
We will show that + W ′ is Hom A (−, W)-exact; the proof of the other fact is dual. For each i 0, there is an exact sequence
We have N 0 = N and so N 0 ⊥ W is true by Proposition 4.3; and W Proof. Corollaries 4.5 and 4.7 imply that G(W) is closed under extensions and that W is both an injective cogenerator and a projective generator for G(W). The result is clearly true for n = 1. For n > 1, the result follows from the next sequence
wherein the final containment is from Theorem 4.9.
With Corollary 4.5, the final two results of this section contain Theorem B from the introduction; compare to [6, (4 Proof. We prove part (a); the proof of part (b) is dual. Consider an exact sequence in A with objects N and N ′′ in G(W).
Let W and W ′′ be complete W-resolutions of N and N ′′ , respectively.
We first construct a commutative diagram of the following form
where ǫπ = ∂ (a) W is contractible and W n is in W for each n ∈ Z.
The complex
denote the composition of the natural morphisms
Note that each f n is a split epimorphism. It follows that the homomorphisms τ 
Because τ is surjective, the map f is also surjective. We will show that Ker(f ) is in G(W), and then we will show that
The morphism τ ′ is degreewise surjective. As W is closed under kernels of epimorphisms, it follows that the complex W ′ = Ker( τ ) consists of objects in W.
The next exact sequence shows that W ′ is exact because W , W , and W ′′ are so
This sequence induces a second exact sequence To see that N ′ is in G(W), consider the following pullback diagram whose rightmost column is (9) and whose middle row is the natural split exact sequence.
Let σ : N ⊕ N → N denote the natural surjection. It follows that σβ = id e N . Since α is an isomorphism, the equality δγ = βα implies
and so the top row of (11) is split exact. Hence, the object N ′ is a direct summand of Ker(f ). We have shown that Ker(f ) is in G(W). The category G(W) is closed under direct summands by Proposition 4.11, and so N ′ is in G(W) as desired.
Consequences for categories of interest
Let R be a commutative ring and C a semidualizing R-module. We now apply the results of Section 4 to the examples in Section 3. We begin with some computations.
Example 5.1. The relevant definitions yield equalities G(P(R)) = GP(R) and
The next result generalizes the previous example.
Proof. We will prove the first equality; the others are proved similarly. For one containment, let M be an object in G(P C (R)). To show that M is an object in GP C (R), we use [20, (3.2) ]: it suffices to show that M admits a proper P C (R)-coresolution and M ⊥ P C (R). The first of these is in Remark 4.2 which says that M is in cores P C (R); the second one is in Proposition 4.3 which implies G(P C ) ⊥ P C . To show that M is an object in B C (R), we need to verify Ext For the reverse containment, fix an object N in GP C (R) ∩ B C (R). Since N is in GP C (R), it admits a complete PP C -resolution Y , so the complex Y <0 is a proper P C (R)-coresolution of N . Also, N admits a proper P C (R)-resolution Z by [18, (2.4) . To see that Z + is Hom R (−, P C (R))-exact, it suffices to let P be projective and to justify the following sequence for i 1.
Example 5.7. Let (R, m, k) be a local, nonregular, Gorenstein, artinian ring. With W = P f (R), we have G(W) = G(R) = M f (R) where the last equality is because R is artinian and Gorenstein; see [6, (1.4.8),(1.4.9) ]. We know Ext 1 R (k, k) = 0 since R is nonregular, and so G(W) ⊥ G(W).
We conclude with some questions and final observations. Question 5.8. Must there be an equality G n (X ) = G(X ) for each n 1? Is G(X ) always exact? Is G(X ) always closed under kernels of epimorphisms or cokernels of monomorphisms? Must G(W) be contained in G(X )? Can G(F (R)) or G(F ′ (R)) or G(G ′ (R)) be identified as in Proposition 5.2?
The final examples are presented with an eye toward the last question in 5.8. From this it follows that the conclusion of Theorem 4.9 need not hold if W is not a cogenerator for X . To see this, assume that R is m-adically complete. Standard results combine to show that P(R) is a projective generator for F (R) and that F (R) is closed under extensions. Furthermore, one has F (R) ⊥ P(R) by [9, (5.3.28)].
With Theorem 4.9, the previous example provides the next result.
Corollary 5.10. If R is a complete local notherian ring and dim(R) 1, then P(R) is not a cogenerator for F (R). , it is straightforward to show that P f (R) is an injective cogenerator and a projective generator for G ′ (R) and that G ′ (R) is closed under extensions. Theorem 4.9 now implies G n (G ′ (R)) ⊆ G(R) for each n 1.
